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Cette these etudie les problemes a resoudre an de pouvoir utiliser la notion d'invocation,
pour exprimer la communication entre des objets dupliques, dans le contexte d'un systeme
reparti tolerant aux fautes. L'objectif de cette etude est de denir des abstractions permettant
d'encapsuler la duplication, c.-a-d. de voir la duplication comme une caracteristique interne d'un
objet. Ainsi, la communication avec un objet (duplique ou non) se ferait toujours avec la me^me
paradigme: l'invocation.
Contexte
Une invocation est une interaction de type \reque^te-reponse". Ce mode d'interactions cor-
respond exactement au modele client-serveur qui exprime la communication entre les services
d'un systeme reparti. Pour cette raison, l'approche orientee-objets s'avere particulierement
adaptee a la conception d'un systeme reparti. Des lors, un service peut e^tre realise a l'aide d'un
ou plusieurs objets, repartis sur des ordinateurs (ou nuds) distincts. La mise en uvre de la
tolerance aux fautes d'un service consiste alors a dupliquer les objets realisant ce service.
La plupart des travaux portant sur les objets dupliques ne considerent que la duplication d'objets
serveurs. L'etude menee au cours de cette these se veut plus generale: les objets dupliques
peuvent e^tre a la fois clients et serveurs. En outre, les strategies de duplication des objets
peuvent e^tre dierentes. Quatre strategies de duplication sont etudiees: la duplication active,
la duplication passive, la duplication semi-active, et la duplication coordinateur-cohorte.
Encapsulation de la duplication
Encapsuler la duplication consiste a encapsuler la pluralite et a encapsuler les strategies de
duplication. Encapsuler la pluralite consiste a cacher, aux autres objets du systeme, qu'un objet
duplique est constitue par un ensemble de copies reparties sur plusieurs nuds. Encapsuler
les strategies de duplication consiste a cacher, aux autres objets du systeme, le protocole qu'il
faut utiliser pour communiquer avec les copies d'un objet duplique, an que ces copies restent
coherentes.
Modelisation symetrique de l'invocation
La plupart des travaux decrits dans la litterature s'appuient sur une modelisation asymetrique
de l'invocation entre objets dupliques. Cette modelisation considere que la reponse est toujours
transmise en suivant exactement le chemin inverse de la reque^te. Le principal inconvenient
de cette modelisation est qu'elle ne permet pas de realiser l'encapsulation de la duplication
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d'un objet client. Cette etude propose donc une alternative, appelee modelisation symetrique,
qui ne presente pas cet inconvenient. La modelisation symetrique considere la transmission
de la reque^te et la transmission de la reponse comme deux instances du me^me probleme: la
transmission d'un message a un objet duplique.
L'analyse des problemes lies a l'encapsulation de la duplication et la modelisation symetrique ont
permis de construire une specication de l'invocation entre objets dupliques. Cette specication
est constituee par un ensemble de proprietes parametrees par les strategies de duplication des
objets participant a l'invocation. Ces proprietes integrent notamment la semantique choisie pour
exprimer les informations sur les defaillances. Cette semantique correspond a l'abstraction de
groupe augmentee de la communication vue-synchrone. Chaque objet duplique est modelise a
l'aide d'un groupe d'objets dont la composition varie en fonction des defaillances/redemarrages
des copies.
Le service d'invocation N2M
Les resultats de cette etude ont conduit a la conception d'un service d'invocation pour objets
dupliques, appele N2M (par reference a l'expression anglaise n to m caracterisant la communi-
cation entre n copies d'un client et m copies d'un serveur). Les objets utilisant le service N2M
sont appeles objets application, par opposition aux objets communication qui realisent le service
N2M. Les objets communication prennent en charge tous les aspects relatifs a la duplication
des objets application. Par consequent, les objets application dupliques communiquent a l'aide
d'invocations, comme s'ils n'etaient pas dupliques.
Pour construire cette abstraction, le service N2M denit deux categories d'objets communica-
tion: les encapsulateurs et les messagers. Un objet application duplique est construit a partir
d'un groupe d'encapsulateurs.

A chaque copie de l'objet application duplique est associe un
encapsulateur charge de ltrer les invocations entrant ou sortant de la copie. Pour commu-
niquer avec un objet application duplique O, un objet doit s'adresser au messager local de
O. Sur chaque noeud, un objet application duplique est represente par un messager charge de
transmettre les reque^tes et les reponses vers les copies de l'objet application duplique, via leurs
encapsulateurs respectifs.
L'originalite de ce modele reside dans sa symetrie: au cours d'une invocation, il y a des messagers
du serveur sur les nuds des copies du client, et des messagers du client sur les nuds des copies
du serveur. Cette symetrie decoule directement de la modelisation symetrique de l'invocation.
Une strategie de duplication est mise en uvre a l'aide d'une classe d'encapsulateurs et d'une
classe de messagers. Ces classes permettent de dupliquer des objets selon la strategie con-
sideree tout en respectant le schema de communication deni par la notion d'invocation. En
d'autres termes, les classes d'objets communication (i.e. encapsulateurs et messagers) realisent
l'encapsulation de la duplication.
L'environnement GARF-v2
Le service N2M a ete mis en uvre dans le contexte du projet GARF (Generation Automatique
d'applications Resistantes aux Fautes). L'objectif du projet GARF etait la realisation d'un
environnement de programmation visant a faciliter le developpement d'applications reparties
tolerantes aux fautes. Le prototype de l'environnement a ete realise en Smalltalk et il se base
sur le logiciel ISIS pour les communications de groupe.
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Abstract
This dissertation studies the problems to solve in order to use the invocation paradigm to
express replicated object communication in fault-tolerant distributed systems. The ultimate
goal is to dene abstractions which achieve replication encapsulation, ie which give the illusion
that replication is an internal property of objects. Thus, object communication could be always
expressed using the invocation paradigm, whether objects are replicated or not.
Background
The invocation paradigm denes a \request-reply" communication model which matches exactly
the client-server model. The latter is generally used to express service interactions in distributed
systems. For this reason, the object-oriented approach is well suited to the design of distributed
system services. A service can be implemented as a set of objects, located on remote computers
(or nodes). Service fault-tolerance is achieved by replicating the objects which implement the
service.
Most of the previous works about replicated objects consider only server object replication. This
study is more general: both client and server can be replicated. Furthermore, replication policies
of objects can be dierent. Four replication policies had been studied: active replication, passive
replication, semi-active replication, and coordinator-cohort replication.
Replication encapsulation
Replication encapsulation means both plurality encapsulation and replication policy encapsula-
tion. Plurality encapsulation consists in hiding from other objects, that a replicated object is
actually a set of replicas located on several nodes. Replication policy encapsulation consists in
hiding from other objects, the communication protocol to use in order to interact with object
replicas without breaking their consistency.
The symmetric invocation model
Most of the related works are based on an asymmetric invocation model. In this model, the
invocation reply follows exactly the reverse of the request communication path. The asymmetric
invocation model can not be used to achieve replication encapsulation of client objects. This
dissertation proposes a symmetric invocation model which solves this problem. The symmetric
invocation model considers the request transmission and the reply transmission as two instances
of the same problem: the transmission of a message to a replicated object.
Both the analysis of the replication encapsulation problem and the symmetric invocation model
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were used to dene a specication of replicated object invocation. This specication is a set of
generic formal properties based on parameters which values depend on replication policies. The
properties include object failure semantics which is expressed using the group paradigm and the
view-synchronous communication paradigm. Every replicated object is built using an object
group which membership changes whenever object replicas fail or restart.
The N2M invocation service
The main result of this study is the design
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of N2M, an invocation service which supports repli-
cated objects. Objects using N2M are called application objects whereas objects implementing
N2M are called communication objects . Communication objects take care of every aspect re-
lated to application object replication. Thus, replicated application objects communicate using
regular invocations, just as if they were not replicated.
There are actually two kinds of communication objects: encapsulators and mailers. Each repli-
cated application object is built using an encapsulator group. Each application object replica
is associated with a private encapsulator which acts as an invocation lter for this replica. To
communicate with a replicated application object O, every object must interact with O's lo-
cal mailer. On every node, a replicated application object is represented by a mailer which is
responsible for transmitting requests and replies to the application object replicas.
The originality of this model is its symmetry: there are both mailers of the server on the client
nodes, and mailers of the client on the server nodes. This symmetry is directly inherited from
the symmetric invocation model.
Each replication policy is implemented using an encapsulator class and a mailer class. These
classes replicate objects according to a specic replication policy, while respecting the invocation
paradigm. In other words, communication object classes achieve replication encapsulation.
The GARF-v2 programming environment
The N2M service has been implemented in the context of the GARF project
2
. The GARF
project aimed to provide a programming environment which faciltates the design of fault-tolerant
distributed applications. The environment prototype was implemented in Smalltalk. It is based
on the group communication layer provided by ISIS toolkit.
1
this logo refers to the n to m expression which usually names the interaction between n client replicas and m
server replicas.
2
GARF is the french acronym for automatic generation of fault-tolerant applications.
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1Chapitre 1
Introduction
Ce premier chapitre situe brievement le contexte de ce travail de these, enonce les objectifs vises,
presente les contributions apportees, et presente l'organisation de ce rapport.
1.1 Contexte
Le contexte de ce travail de these comporte deux volets: les systemes repartis tolerants aux
fautes et l'approche orientee-objets.
Les systemes repartis tolerants aux fautes
L'avenement des systemes informatiques repartis est certainement l'un des faits les plus mar-
quants de l'histoire de l'informatique de ces dix dernieres annees. Un systeme informatique
reparti permet a ses utilisateurs d'acceder de facon uniforme aux ressources informatiques
(i.e. processeur, memoire, logiciels, peripheriques, ...) de plusieurs ordinateurs interconnectes
par un reseau de communication. Les utilisateurs d'un systeme reparti ont ainsi l'impression de
travailler sur une machine unique.
Outre les avantages induits par le partage des ressources informatiques, un systeme reparti est
un support ideal pour construire un systeme informatique tolerant aux fautes. Dans un systeme
centralise, la defaillance du seul ordinateur constituant le systeme paralyse tous les services
dependant de cet ordinateur. Dans ce cas, l'usager de ces services doit attendre le redemarrage
du systeme. Dans un systeme reparti, la defaillance de l'un des ordinateurs du systeme n'aecte
pas necessairement les autres ordinateurs du systeme.
Par consequent, il est possible d'ameliorer la disponibilite d'un service en dupliquant ce service
sur plusieurs ordinateurs du systeme. La duplication d'un service consiste a faire en sorte que
plusieurs copies du me^me service s'executent simultanement sur des ordinateurs distincts. La
defaillance d'un ordinateur interrompt uniquement la copie du service qui s'executait sur cette
machine. Les autres copies du service sont toujours disponibles.
L'approche orientee-objets
Developpee initialement dans le contexte de la programmation, l'approche orientee-objets s'est
generalisee, ces dix dernieres annees, a de nombreux secteurs de l'informatique, comme les bases
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de donnees ou les systemes repartis.
L'approche orientee-objets consiste a voir un programme informatique comme un ensemble
d'objets communiquant selon le modele client-serveur. Un objet est un composant logiciel qui
possede un etat et qui denit un ensemble de services (ou operations) s'appliquant sur cet etat.
Un objet joue le ro^le de serveur lorsqu'il met ses services a la disposition d'autres objets. Un
objet joue le ro^le de client lorsqu'il utilise les services proposes par un ou plusieurs serveurs. Pour
communiquer avec un serveur, un client envoie une reque^te de service a ce serveur. Celui-ci traite
la reque^te et communique le resultat du traitement au client. Cette forme de communication
est generalement appelee invocation.
L'approche orientee-objets est particulierement adaptee a la conception d'un systeme reparti. Le
modele client-serveur exprime parfaitement la relation entre les services fournis par un systeme
reparti et les usagers (ou clients) de ces services. Ainsi, chaque service d'un systeme reparti
peut e^tre realise a l'aide d'un ou plusieurs objets s'executant sur un ou plusieurs ordinateurs
constituant le systeme.
La mise en uvre de la tolerance aux fautes consiste alors a dupliquer les objets realisant les
services du systeme reparti. Mais la duplication des objets complique les interactions entre les
objets constituant le systeme reparti. C'est justement sur ce point, l'invocation entre objets
dupliques, que porte ce travail de these.
1.2 Objectifs
Les objectifs de ce travail de these sont:
1. l'identication et l'analyse des problemes a resoudre pour permettre a des objets dupliques
de communiquer en utilisant la notion d'invocation;
2. la conception et la realisation de mecanismes logiciels repondant aux problemes identies
precedemment.
Ces objectifs ont ete motives par un double constat:
 la notion de strategie de duplication entre en conit avec la notion d'invocation;
 les interferences entre les strategies de duplication des objets peuvent provoquer des in-
coherences.
La strategie de duplication d'un objet denit comment les copies de cet objet recoivent, traitent
et repondent a une reque^te. Cette notion entre en conit avec la notion d'invocation qui denit
un modele d'interaction client-serveur general et independant des caracteristiques des objets.
L'invocation d'un objet consiste a envoyer une reque^te a l'objet puis a recevoir une reponse
correspondant au traitement de la reque^te par l'objet.
Par exemple, la strategie de duplication active confere un ro^le identique a toutes les copies d'un
objet duplique. Chaque copie recoit, traite et repond a toutes les reque^tes. Soit S un objet
duplique activement. Lorsqu'un objet client C invoque S, C doit envoyer la reque^te a toutes les
copies de S. De plus, le client C doit savoir interpreter les multiples reponses qu'il recoit pour
la me^me reque^te, puisque chaque copie de S repond a C.
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Par consequent, le client C doit conna^tre la strategie de duplication du serveur S pour pouvoir
communiquer avec lui. Cet exemple montre que le modele general de l'invocation n'est plus
respecte lorsque l'on considere des objets dupliques.
Si le client C est aussi duplique activement, chaque copie de C envoie une reque^te a toutes
les copies de S. Ainsi, chaque copie de S recoit et traite la me^me reque^te plusieurs fois, au
risque de rendre son etat incoherent si le traitement n'est pas idempotent. Cet exemple illustre
comment les interferences entre les strategies de duplication respectives d'un client et d'un
serveur dupliques risquent de provoquer des incoherences.
1.3 Contributions
Les principales contributions de cette these sont:
1. l'analyse et la modelisation des problemes poses par l'invocation entre objets dupliques;
2. la conception et la realisation d'un service d'invocation repondant a ces problemes.
Analyse et modelisation des problemes
L'etude decrite au chapitre 4 presente une modelisation generique des problemes poses par
l'invocation entre objets dupliques. Cette modelisation est generique dans le sens ou elle depend
de parametres determines par les strategies de duplication des objets impliques dans l'invocation.
Quatre strategies de duplication
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frequemment referencees dans la litterature fournissent les
exemples servant a illustrer cette modelisation.
L'originalite de cette modelisation reside dans le fait qu'elle considere l'invocation comme un
probleme symetrique: la transmission de la reque^te et la transmission de la reponse sont vues
comme deux instances du me^me probleme.
Conception et realisation d'un service d'invocation
Le chapitre 5 decrit un service d'invocation pour objets dupliques appele
2
N2M. Le service
N2M est base sur un modele de communication original constitue par deux categories d'objets:
les encapsulateurs et les messagers. Un encapsulateur a pour ro^le de ltrer les reque^tes et les
reponses redondantes. Un messager a pour ro^le de transmettre les reque^tes et les reponses.
Une strategie de duplication est mise en uvre a l'aide d'une classe d'encapsulateurs et d'une
classe de messagers. Ces classes permettent de dupliquer des objets selon la strategie con-
sideree tout en respectant le schema de communication deni par la notion d'invocation. En
d'autres termes, les classes d'objets communication (i.e. encapsulateurs et messagers) realisent
l'encapsulation de la duplication.
1
Il s'agit de la duplication active, passive, semi-active et coordinateur-cohorte.
2
Ce logo fait reference a l'expression \n to m" qui caracterise la communication entre n copies d'un client
duplique et m copies d'un serveur duplique.
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1.4 Organisation
 Le chapitre 2 presente la notion de duplication et montre comment elle a ete utilisee par
d'autres auteurs pour realiser la tolerance aux fautes dans un systeme reparti.
 Le chapitre 3 presente la notion d'objets dupliques et montre son utilisation dans le con-
texte de travaux decrits dans la litterature.
 Le chapitre 4 analyse les problemes poses par l'invocation entre objets dupliques et propose
une modelisation de ces problemes.
 Le chapitre 5 decrit N2M, un service d'invocation pour objets dupliques integrant les
solutions envisagees pour resoudre les problemes decrits au chapitre precedent.
 Le chapitre 6 presente la mise en uvre de N2M dans le contexte de l'environnement
GARF.
 Le chapitre 7 conclut ce rapport en soulignant les perspectives futures de ce travail.
5Chapitre 2
La duplication dans les systemes
repartis
2.1 Introduction
Ce chapitre montre comment la duplication est utilisee dans les systemes repartis pour mettre
en uvre la tolerance aux fautes. Son objectif est de rappeler les principaux resultats publies
dans la litterature concernant la duplication.
Presentation generale
Intuitivement, la tolerance aux fautes d'un systeme informatique est sa capacite a continuer a
fonctionner malgre les defaillances materielles et logicielles
1
pouvant aecter les composants du
systeme. Une methode ecace pour realiser la tolerance aux fautes consiste a introduire de la
redondance dans le systeme. Certains composants materiels et logiciels sont alors dupliques: ils
existent en plusieurs exemplaires dans le systeme.
Un systeme reparti est constitue par un ensemble de processus (ou composants logiciels) s'exe-
cutant sur des ordinateurs distincts et interconnectes par un reseau de communication. Dans
un systeme reparti tolerant aux fautes, la duplication concerne essentiellement le logiciel. Les
composants logiciels critiques du systeme sont dupliques: ils existent en plusieurs exemplaires et
chaque exemplaire d'un me^me composant s'execute sur un ordinateur distinct. Par ce biais, on
cherche a augmenter la probabilite qu'un composant soit operationnel malgre les defaillances.
La mise en uvre de la duplication dans un systeme reparti s'appuie sur des mecanismes logiciels.
Ces derniers sont bases sur des algorithmes complexes qui visent deux objectifs antagonistes:
ameliorer la disponibilite du systeme (propriete de vivacite) tout en garantissant sa coherence
(propriete de su^rete). La diculte principale de ces algorithmes reside dans l'impossibilite
d'observer un etat global du systeme. Cette impossibilite provient de l'incertitude introduite par
l'existence de delais de communication de durees imprevisibles, et par l'occurence de defaillances.
Informellement, cette incertitude correspond a ne pas pouvoir distinguer un composant logiciel
defaillant qui n'est plus en mesure de repondre a une reque^te, d'un composant operationnel dont
la reponse est encore en transit sur le reseau. Construire un etat global dans le contexte de la
1
La cause d'une defaillance est une faute (c.-a-d. un \bug", une panne materielle, ...). Des denitions plus
rigoureuses sont donnees dans la suite du chapitre.
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duplication, correspondrait, par exemple, a etablir la liste des copies operationnelles de chaque
composant, ainsi que la liste des reque^tes recues par chaque copie.
Malgre ces dicultes, les systemes repartis sont adaptes a la construction de systemes informa-
tiques tolerants aux fautes. La redondance materielle intrinseque d'un systeme reparti fournit
un support adequat a la duplication de composants logiciels. En eet, la defaillance d'un ordi-
nateur (ou d'une ligne de communication) d'un systeme reparti n'entraine pas la defaillance de
tout le systeme. Cette semantique de defaillance partielle est un avantage certain des systemes
repartis sur les systemes centralises. Pour ces derniers, la defaillance de l'unique ordinateur du
systeme est fatale. Cet avantage est renforce si les ordinateurs composant le systeme reparti
sont eloignes geographiquement: le systeme peut alors survivre a des catastrophes majeures
entra^nant la destruction physique d'un ordinateur du systeme. Cependant, la semantique de
defaillance partielle doit e^tre explicitement prise en compte lors de la conception des com-
posants logiciels d'un systeme reparti. Un composant logiciel doit savoir reagir correctement a
la defaillance d'un autre composant du systeme. En d'autres termes, tolerance aux fautes et
repartition sont intimement liees: d'une part, un systeme tolerant aux fautes doit e^tre reparti;
d'autre part, un systeme reparti doit inclure des mecanismes de tolerance aux fautes.
La duplication a aussi ete utilisee dans certains systemes centralises pour assurer la tolerance
aux fautes. Dans ces systemes, la duplication est essentiellement materielle. Les composants
materiels du systeme (processeur, memoire centrale, disque, bus, ...) existent en plusieurs exem-
plaires. Une electronique specialisee detecte la defaillance eventuelle d'un composant materiel,
remplace automatiquement le composant defaillant par l'une de ses copies et le deconnecte du
reste du systeme. Depuis 1976, l'entreprise Tandem domine
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le marche des systemes centralises
tolerants aux fautes, notamment gra^ce au succes du systeme Tandem NonStop [Bartlett 87].
L'utilisation de mecanismes logiciels pour mettre en uvre la duplication garantit l'independance
de ces mecanismes par rapport au materiel. Cette independance presente de nombreux avan-
tages. Premierement, il n'est pas necessaire de disposer de materiel specialise souvent tres
cou^teux. Il sut de construire le systeme en utilisant du materiel \classique" dont le prix ne cesse
de baisser. Par ailleurs, les ordinateurs composant le systeme ne doivent pas e^tre necessairement
identiques (heterogeneite). Enn, l'evolution inevitable du materiel dans le temps ne demande
pas systematiquement de concevoir a nouveau les mecanismes logiciels realisant la duplication.
Organisation
La section 2.2 presente la notion de tolerance aux fautes. La section 2.3 montre comment la
duplication permet d'assurer la tolerance aux fautes dans un systeme reparti. La section 2.4
decrit l'integration de la duplication dans le modele client-serveur. La section 2.5 presente
brievement les quatre strategies de duplication qui seront etudiees dans les chapitres suivants.
La section 2.6 donne quelques exemples d'utilisation de la duplication dans les systemes repartis.
La section 2.7 conclut ce chapitre.
2.2 Tolerance aux fautes
Cette section denit la notion de tolerance aux fautes, en souligne les enjeux et presente les
dierentes techniques (notamment la duplication) permettant d'assurer la tolerance aux fautes.
2
Selon [OFTA 94], Tandem detenait 70% du marche europeen en 1989!
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2.2.1 Denitions
La terminologie presentee dans cette section est inspiree de [Powell 91a, Laprie 92, OFTA 94].
La traduction anglaise de chaque terme deni est donnee entre parentheses pour permettre au
lecteur de faire le lien avec la terminologie utilisee dans la communaute anglophone.
La tolerance aux fautes s'inscrit dans le contexte plus large de la su^rete de fonctionnement.
La su^rete de fonctionnement (dependability) d'un systeme informatique est la propriete qui
permet a ses utilisateurs de placer une conance justiee dans le service qu'il leur delivre. Le
service delivre par un systeme est son comportement tel qu'il est percu par ses utilisateurs. Un
utilisateur est un autre systeme (humain ou physique) qui interagit avec le systeme considere.
Attributs de la su^rete de fonctionnement
La su^rete de fonctionnement d'un systeme peut e^tre abordee sous des angles dierents, selon
les fonctions que remplit le systeme et selon le domaine d'applications auquel il est destine.
Ces points de vue correspondent a des attributs de la su^rete de fonctionnement, sur lesquels les
concepteurs du systeme peuvent mettre plus ou moins l'accent. Ces attributs sont:
 la disponibilite (availability) qui denit le fait d'e^tre pre^t a l'utilisation;
 la abilite (reliability) qui denit la continuite du service;
 la securite (safety) qui denit la non-occurence de defaillances catastrophiques;
 la condentialite (privacy) qui denit l'evitement de divulgations non autorisees de
l'information;
 l'integrite (integrity) qui denit l'evitement d'alterations non desirees de l'information;
 la maintenabilite (maintenability) qui denit l'aptitude aux reparations et aux evo-
lutions.
Les attributs de la su^rete de fonctionnement permettent d'exprimer les proprietes attendues du
systeme et d'apprecier la qualite du service delivre. Cette qualite est determinee par l'ecacite
des moyens assurant la su^rete de fonctionnement sur les entraves a la su^rete de fonctionnement.
Entraves a la su^rete de fonctionnement
Quelque soit l'attribut considere, mettre en uvre la su^rete de fonctionnement d'un systeme
correspond a lutter contre les defaillances du systeme. Une defaillance (failure) survient lorsque
le service delivre par le systeme ne correspond plus a sa specication. La specication du service
correspond a la description du service que les utilisateurs sont en mesure d'attendre du systeme.
Une erreur (error) est une anomalie aectant l'etat du systeme et suceptible d'entra^ner une
defaillance. En d'autres termes, une erreur ne provoque pas systematiquement une defaillance: le
systeme peut continuer a delivrer un service correct malgre un certain nombre d'erreurs aectant
son etat. Une faute (fault) est la cause d'une erreur. En resume, une faute est un evenement
provoquant une erreur: une alteration de l'etat du systeme. Une erreur peut provoquer une
defaillance: une alteration du service delivre par le systeme.
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La distinction entre faute, erreur et defaillance n'est pas absolue. Elle depend principalement de
la position du point d'observation par rapport aux frontieres du systeme observe. Par exemple,






















Figure 2.1: Faute, erreur et defaillance
illustre cet exemple. Elle represente un systeme constitue par plusieurs sous-systemes imbriques.
Chaque sous-systeme est compose de deux couches schematisees par deux demi-cercles concen-
triques: une couche inferieure representant l'etat du sous-systeme (demi-cercle en trait n) et
une couche superieure representant le service fourni par le sous-systeme (demi-cercle en trait
epais). De plus, une couche d'interface (demi-cercle en pointille) separe un sous-systeme du
sous-systeme englobant. Sur la gure 2.1, deux sous-systemes sont representes. Une erreur dans
l'etat du sous-systeme 1 entra^ne une defaillance du service fourni par ce sous-systeme. Cette
defaillance provoque une faute dans la couche d'interface. Cette faute entra^ne une erreur dans
l'etat du sous-systeme 2 qui provoque a son tour une defaillance du service de ce sous-systeme.
La couche d'interface est en realite une separation ctive introduite pour les besoins de l'expose.
Elle permet d'illustrer la relativite des points de vue: la defaillance du sous-systeme 1 est percue
comme une faute par le sous-systeme 2.
Les defaillances pouvant aecter un systeme informatique sont variees. L'elaboration d'une
strategie ecace de lutte contre les defaillances necessite une caracterisation precise des defail-
lances a combattre. Dans ce but, plusieurs auteurs comme [Cristian 91, OFTA 94] ont identie
des classes de defaillances. Cette classication s'appuie sur les deux dimensions qui fondent la
specication du service delivre par un systeme informatique: le temps et la valeur. La dimension
temps permet de specier des conditions temporelles (par exemple un delai) sur la delivrance
du service. La dimension valeur permet de specier des conditions sur la valeur de la reponse
resultant de la delivrance du service.
La gure 2.2 presente les classes de defaillances les plus frequentes. Lorsque la valeur du service







Figure 2.2: Classes de defaillances
delivre ne satisfait plus les conditions de la specication, le systeme exhibe une defaillance en
valeur (value failure). Lorsque les conditions temporelles ne sont plus satisfaites (le systeme
repond trop vite (avance) ou trop tard (retard)), le systeme exhibe une defaillance temporelle
(timing failure). Lorsque le systeme omet de delivrer le service demande, il exhibe une defaillance
par omission (omission failure). Si l'omission devient permanente (le systeme ne repond plus),
le systeme exhibe une defaillance par arre^t (crash failure). Si le systeme exhibe chacun de ces
comportements de facon imprevisible, il est aecte par des defaillances arbitraires (arbitrary
failures) ou byzantines (byzantine failures).
Les defaillances sont causees par des fautes. La multitude des fautes potentielles rend dicile
l'identication precise de l'origine d'une defaillance. Certains auteurs ont deni des criteres de
classication des fautes. Ces criteres sont la nature, l'origine et la persistance temporelle d'une
faute. La nature (nature) d'une faute permet de distinguer les fautes accidentelles des fautes
intentionnelles. L'origine (origin) d'une faute permet de distinguer les fautes physiques des
fautes humaines, les fautes internes au systeme des fautes externes, et les fautes de conception
des fautes operationnelles survenant lors de l'exploitation du systeme. Enn, la persistance
temporelle (temporal persistence) permet de distinguer les fautes permanentes des fautes tem-
poraires.
Moyens permettant d'assurer la su^rete de fonctionnement
Plusieurs moyens sont generalement combines pour mettre en uvre la su^rete de fonctionnement
d'un systeme:
 la prevention des fautes (fault prevention) consiste a empe^cher l'occurence de fautes;
 la tolerance aux fautes (fault tolerance) consiste a delivrer un service correct en depit
de l'occurence de fautes;
 l'elimination des fautes (fault removal) consiste a reduire le nombre et la severite des
fautes dans le but de les eliminer du systeme;
 la prevision des fautes (fault forecasting) consiste a estimer le nombre de fautes cou-
rantes et futures ainsi que leurs consequences.
La suite de cette these se concentre sur l'un de ces moyens: la tolerance aux fautes.
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2.2.2 Enjeux de la tolerance aux fautes
La tolerance aux fautes est loin d'e^tre une preoccupation marginale. Elle correspond a une
realite economique certaine. Quelques chires tires de [OFTA 94] permettent de s'en convaincre.
En France, les defaillances informatiques cou^tent annuellement plus de 2,5 milliards de francs
suisses, soit pres de 5% du chire d'aaires de toute l'industrie informatique francaise. Aux
Etats-Unis, les defaillances causees uniquement par des fautes accidentelles (par opposition aux
fautes intentionelles dues a la piraterie informatique) cou^tent annuellement environ 4,5 milliards
de francs suisses. Selon une etude commandee en 1993 par la societe americaine Stratus, le
cou^t moyen d'une defaillance d'un systeme transactionnel est de 500 000 francs suisses! Dans le
milieu boursier et bancaire, une defaillance de ce type cou^te en moyenne, 220 000 francs suisses
a l'heure!
Pourtant, l'utilisation de techniques visant a assurer la tolerance aux fautes est loin d'e^tre
generalisee. En 1991, l'informatique tolerante aux fautes ne representait que 4% du marche
informatique europeen. Mais a la me^me date, cette part du marche depassait les 50% de crois-
sance annuelle. A l'echelle mondiale, la vente de systemes informatiques tolerants aux fautes
totalisait 2.25 milliards de francs suisses sur les 45 milliards de francs suisses que representaient
les ventes mondiales de systemes informatiques, soit environ 5%. Les constructeurs de systemes
informatiques tolerants aux fautes sont encore peu nombreux. Quatre entreprises se partagent
inequitablement le marche mondial: Tandem domine nettement avec 63% des ventes, suivi de
Stratus avec 21%, de DEC avec 10% et de Sequoia avec 6%.
Outre ces considerations economiques, la generalisation de l'informatique a quasiment tous les
secteurs de la societe contemporaine rend encore plus urgent la necessite de pouvoir compter
sur les systemes informatiques. Les defaillances des systemes informatiques peuvent conduire a
de veritables catastrophes surtout dans des domaines sensibles comme le transport aerien ou le
contro^le de processus industriels. Il est vrai que dans ces domaines des techniques de tolerance
aux fautes sont utilisees depuis de nombreuses annees deja.
Cependant, l'evolution actuelle des systemes informatiques voit la generalisation d'une informa-
tique repartie pour laquelle la tolerance aux fautes est encore loin d'e^tre completement ma^trisee.
De nombreux resultats de recherche ont ete publies, mais jusqu'a present, peu d'entre eux ont
ete utilises pour construire des systemes informatiques reels (par opposition aux prototypes
de recherche). Pourtant, la tolerance aux fautes est un besoin intrinseque pour les systemes
repartis. La multiplicite des composants d'un systeme reparti accroit la probabilite qu'un com-
posant defaille. A contrario, la repartition du systeme augmente la probabilite que le systeme
continue a e^tre operationel malgre la defaillance de l'un de ses composants.
2.2.3 Techniques de tolerance aux fautes
La tolerance aux fautes est mise en uvre par la combinaison de deux techniques:
 le traitement de faute (fault treatment) qui vise a eviter qu'une faute survenue ne se
reproduise;
 le traitement d'erreur (error processing) qui vise a eliminer une erreur avant qu'elle ne
provoque une defaillance.
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Traitement de faute
L'objectif du traitement de faute est d'eviter qu'une faute survenue ne se reproduise. Pour
cela, on procede au diagnostic de faute (fault diagnosis) qui vise a identier precisement la
faute (nature, origine, composants responsables,...). Puis, on procede a la passivation (fault
passivation) de la faute qui consiste generalement a neutraliser les composants fautifs en les
excluant du systeme (reconguration).
Traitement d'erreur
L'objectif du traitement d'erreur est d'eliminer une erreur aectant le systeme an d'eviter
qu'elle n'entra^ne une defaillance. Le traitement d'erreur peut reve^tir deux formes:
 le recouvrement d'erreur (error recovery) qui consiste a remplacer l'etat errone du
systeme par un etat correct;
 la compensation d'erreur (error compensation) qui consiste a compter sur la redondance
presente dans le systeme pour que celui-ci continue a delivrer un service correct malgre un
etat errone.
Recouvrement d'erreur Pour realiser le recouvrement d'erreur, deux methodes sont possi-
bles:
 la reprise (backward recovery) qui consiste a remplacer l'etat errone par un etat correct
dans lequel le systeme etait avant l'occurence de l'erreur;
 la poursuite (forward recovery) qui consiste a remplacer l'etat errone par un nouvel etat
correct construit a partir de l'etat errone.
La reprise demande d'etablir au prealable des sauvegardes regulieres de l'etat du systeme ap-
pelees points de reprise (recovery points). Pour transformer un etat errone en un etat correct,
on reinitialise l'etat du systeme a partir du dernier point de reprise. La poursuite consiste a con-
struire un nouvel etat correct en appliquant sur l'etat errone des traitements speciques visant
a annuler ou a minimiser la partie erronee de l'etat du systeme. On permet ainsi au systeme
de continuer a delivrer son service, eventuellement en mode degrade: certaines fonctions du
systeme non vitales ne sont alors plus assurees.
Compensation d'erreur La compensation d'erreur s'appuie sur la redondance presente dans
le systeme. Elle peut prendre deux formes:
 la detection et compensation d'erreur (error detection and compensation);
 le masquage d'erreur (error masking).
La detection et compensation d'erreur consiste a ne reagir qu'apres avoir detecte une erreur.
Le composant errone est alors remplace par un composant correct equivalent. Par contre, le
masquage d'erreur consiste en une compensation d'erreur systematique, eectuee en permanence,
me^me en l'absence d'erreur. Plusieurs composants realisent systematiquement la me^me fonction
de facon a ce qu'une erreur provoquant la defaillance de l'un d'entre eux soit sans consequence
sur la disponibilite de la fonction concernee.
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2.3 Tolerance aux fautes dans un systeme reparti
Cette section decrit la tolerance aux fautes dans un systeme reparti. La section 2.3.1 presente
la notion de systeme reparti. La section 2.3.2 decrit les defaillances les plus souvent considerees
dans un systeme reparti. La section 2.3.3 presente les mecanismes de base sur lesquels s'appuient
les algorithmes realisant la tolerance aux fautes. Enn, la section 2.3.4 montre comment la
duplication permet d'atteindre la tolerance aux fautes dans un systeme reparti.
2.3.1 Modelisation d'un systeme reparti
La modelisation d'un systeme reparti (distributed system) s'articule autour de la denition de
trois niveaux de modelisation: le modele physique, le modele logique et le modele temporel.
Modele physique
Lemodele physique (physical model) d'un systeme reparti decrit les composants physiques du
systeme. Il consiste en un ensemble d'ordinateurs autonomes (appeles aussi nuds (nodes)),
geographiquement disperses et interconnectes par un reseau de lignes de communication. Chaque
nud est compose essentiellement par un processeur, une horloge, une memoire centrale (vola-
tile), une memoire secondaire (non volatile) et une interface raccordee au reseau de communi-
cation. L'ensemble est coordonne par logiciel (systeme d'exploitation integrant une couche de
communication). Les composants d'un nud sont utilises exclusivement par le nud auxquels
ils appartiennent. En d'autres termes, les nuds ne partagent aucun composant et ils commu-
niquent exclusivement a travers le reseau de communication.
Par consequent, il n'existe pas d'etat global qui soit stocke dans une zone memoire accessible a
tous les nuds. Il n'existe pas non plus d'horloge commune qui puisse delivrer un temps global
permettant de dater les phases de l'execution de tous les processeurs du systeme.
Modele logique
Le modele logique (logical model) decrit un systeme reparti du point de vue des programmes
qui s'executent sur le systeme. Ce point de vue est aussi appele modele d'execution. Le modele
logique consiste en un ensemble de processus s'executant de maniere concurrente et cooperant
pour realiser une ta^che commune. Un processus (process) represente l'execution d'un pro-
gramme sur un nud du systeme. C'est une entite active dont le comportement est deni par
le code du programme et dont l'etat est deni a tout instant par le contenu de la memoire cor-
respondant aux variables du programme. Les processus cooperent en echangeant des messages.
Un message (message) est un ensemble d'informations qu'un processus desire communiquer
a un ou plusieurs processus du systeme. Cet echange de messages permet aux processus de
prendre des decisions concernant l'etat (decentralise) du systeme. Un message est transmis d'un
processus a l'autre par le biais d'un canal de communication (communication channel). Un
canal represente une connexion logique entre deux processus. La notion de canal permet de
s'abstraire de la topologie du reseau de communication. En d'autres termes, tant que la commu-
nication est possible entre un nud n
1
et un nud n
2
, il existe un canal entre tout processus
s'executant sur n
1
et tout processus s'executant sur n
2
.
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Modele temporel
Le modele temporel (timing model) decrit les hypotheses temporelles sur les delais de com-
munication et sur les delais de traitement dans un systeme reparti. On distingue generalement
deux approches: l'approche synchrone et l'approche asynchrone. L'approche synchrone (syn-
chronous systems) consiste a supposer que [Hadzilacos 93]:
 il existe une borne superieure connue au delai de transmission d'un message. Ce delai
comprend le temps necessaire a l'emission, la transmission et la reception d'un message.
 Chaque processus a une horloge logique et la derive de cette horloge par rapport au temps
reel a une borne superieure connue.
 Il existe une borne inferieure et une borne superieure connues au temps necessaire a un
processus pour executer une instruction de son programme.
L'existence de ces bornes permettent de denir la notion de delai de garde (timeout) qui
correspond au delai maximum au bout duquel un message doit e^tre acquitte par le destinataire.
Si au terme du delai de garde, l'acquittement ne parvient pas a l'expediteur, une defaillance du
destinataire ou du reseau est survenue.
L'approche asynchrone (asynchronous systems) ne fait aucune hypothese temporelle. Aucune
des bornes decrites precedemment n'est supposee exister. Cette approche est plus generale et
plus realiste. En pratique, les variations de la charge des nuds et du reseau rendent diciles
l'etablissement de bornes temporelles. Au meilleur des cas, ces bornes peuvent e^tre xees de
maniere probabiliste.

A mi-chemin entre l'approche synchrone et l'approche asynchrone, de nombreux autres modeles
temporels ont ete denis dans la litterature. Par exemple, les auteurs de [Dwork 88] considerent
que le delai de transmission d'un message est borne, mais que la valeur de cette borne est
inconnue.
2.3.2 Defaillances dans un systeme reparti
Le modele logique d'un systeme reparti integre la prise en compte des defaillances. Un processus,
comme un canal, peut defaillir a tout moment. La defaillance d'un canal ou d'un processus
modelise une defaillance aectant un nud ou une ligne du reseau. Cette defaillance d'un
composant physique est causee par une faute materielle ou logicielle.
Une defaillance de processus ou de canal est caracterisee uniquement par sa classe (voir sec-
tion 2.2.1), independemment de la faute (pas toujours facile a identier) ayant cause la defail-
lance. En outre, le caractere decentralise d'un systeme reparti permet de supposer que les
composants du systeme defaillent independemment les uns des autres. Cette hypothese est
valable aussi bien pour le modele physique que pour le modele logique.
An de clarier la notion de defaillance pour un processus et pour un canal, il est utile de denir
precisement, pour chaque classe de defaillances, la manifestation d'un comportement defaillant.
Un processus exhibe:
 une defaillance en valeur si une valeur calculee au cours de son execution n'appartient plus
au domaine des valeurs attendues;
14 Chapitre 2. La duplication dans les systemes repartis
 une defaillance par arre^t s'il s'arre^te prematurement de facon denitive;
 une defaillance par omission s'il omet d'envoyer ou de recevoir un message;
 une defaillance temporelle s'il ne respecte pas les bornes temporelles sur son temps d'exe-
cution;
 un defaillance arbitraire s'il a un comportement imprevisible (par ex. action non prevue
par le programme).
Un canal exhibe:
 une defaillance par arre^t s'il cesse denitivement de transmettre les messages qui lui sont
cones;
 une defaillance par omission s'il omet de transporter un message;
 une defaillance temporelle si le temps de transmission d'un message ne respecte pas les
bornes temporelles;
 une defaillance arbitraire s'il a un comportement imprevisible (par ex. generation d'un
message errone).
Une defaillance par arre^t est un cas particulier de defaillance par omission. De me^me, toute
defaillance par omission peut e^tre vue comme un cas particulier de defaillance temporelle. En
outre, les defaillances temporelles n'ont de sens que dans le contexte d'une approche synchrone.
2.3.3 Mecanismes de base pour la tolerance aux fautes
Cette section presente quelques mecanismes particulierement utiles pour la mise en uvre de la
tolerance aux fautes dans un systeme reparti.
Detecteur de defaillances
Un systeme reparti tolerant aux fautes comprend un mecanisme charge de detecter les defail-
lances des processus et des canaux. Ce mecanisme diere generalement d'un systeme reparti a
l'autre selon le modele temporel du systeme et les classes de defaillances considerees.
Approche synchrone Dans un systeme synchrone, les defaillances sont detectees a l'aide
d'un delai de garde. Lorsqu'un processus p
1





s'attend a recevoir, de la part de p
2
, une conrmation de la reception de m, avant
l'ecoulement d'un delai . Si p
1
ne recoit pas cette conrmation alors que  est ecoule, une
defaillance temporelle est survenue. Cette information n'est pas exploitable sans hypotheses
plus restrictives sur les classes de defaillances considerees pour chaque composant logique du
systeme (i.e. processus et canal). Dans l'exemple precedent, la defaillance temporelle peut e^tre
aussi bien une veritable defaillance temporelle (le canal ou le processus p
2
n'a pas respecte le
delai de traitement), une defaillance par omission (le canal ou le processus p
2
a perdu le message
m), ou une defaillance par arre^t (le canal ou le processus p
2
s'est arre^te prematurement). Par
consequent, si l'on suppose que les seules defaillances considerees sont des defaillances par arre^t
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aectant les processus, p
1




Approche asynchrone Dans un systeme asynchrone, il n'est pas possible de detecter les
defaillances avec un delai de garde, me^me en ne considerant que les defaillances par arre^t de
processus. Dans l'exemple precedent, comme les delais de communication ne sont pas bornes, il
est impossible de distinguer le cas ou p
2
est defaillant, du cas ou la conrmation envoyee par p
2
est encore en transit sur le canal. Pour contourner cette impossibilite, des auteurs [Chandra 94]
ont deni le concept de detecteur de defaillances.
Un detecteur de defaillances est charge d'informer les processus operationnels (appeles aussi
processus corrects (correct processes)) des defaillances de leurs pairs. Les processus sont
supposes n'e^tre aectes que par des defaillances par arre^t. Les canaux sont supposes ables
(reliable channels): lorsque p
1
envoie un message m a p
2
, m nit toujours par arriver a desti-




defaille. Cette hypothese revient a considerer que les canaux peuvent
perdre des messages (defaillance par omission) mais qu'un nombre ni de retransmissions du
message sut a le faire parvenir a destination. Une defaillance par omission peut e^tre causee
aussi bien par une surcharge du reseau de communication que par une rupture physique d'une
ligne du reseau (on suppose dans ce cas, que la ligne est reparee au bout d'un temps ni).
En pratique, un detecteur de defaillances (failure detector) est un service reparti sur tous
les nuds du systeme. Sur chaque nud, un module du detecteur de defaillances (failure
detector module) informe les processus corrects s'executant sur ce nud, de la liste des processus
du systeme qu'il suspecte e^tre defaillants. En eet, l'impossibilite decrite precedemment conduit
chaque module du detecteur de defaillances a faire des detections (ou suspicions) erronees. Un
module peut suspecter un processus p d'e^tre defaillant alors que p est correct. Les suspicions ne
sont pas denitives: un processus p suspecte a un instant donne, peut e^tre ulterieurement retire
de la liste de processus suspectes par le module. Chaque module gere independamment sa liste
de processus suspectes. Par consequent, a un instant donne, un processus p peut e^tre suspecte
par le module d'un nud n
1
et considere comme correct par celui d'un nud n
2
.
Les erreurs du detecteur de defaillances ne doivent en aucun cas perturber le bon fonctionnement
des processus corrects du systeme. Dans ce but, le comportement d'un detecteur de defaillances
doit e^tre precisement connu par les algorithmes executes par les processus du systeme. Les au-
teurs de [Chandra 94] ont deni des proprietes abstraites permettant de caracteriser le comporte-
ment d'un detecteur de defaillances, independemment de toute mise en uvre. Ces proprietes
sont des proprietes de completude et des proprietes de justesse. La completude decrit l'aptitude
du detecteur a nalement suspecter tous les processus defaillants, tandis que la justesse re-
streint le nombre de suspicions erronees. Les auteurs de [Chandra 94] ont deni deux proprietes
de completude et quatre proprietes de justesse:
 completude (completeness)
{ completude forte (strong completeness): il existe un instant a partir duquel tout
processus defaillant est denitivement suspecte par tout processus correct;
{ completude faible (weak completeness): il existe un instant a partir duquel tout
processus defaillant est denitivement suspecte par au moins un processus correct;
 justesse (accuracy)
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{ justesse forte (strong accuracy): aucun processus correct n'est jamais suspecte;
{ justesse faible (weak accuracy): il existe au moins un processus correct qui n'est
jamais suspecte;
{ justesse nalement forte (eventual strong accuracy): il existe un instant a partir
duquel tout processus correct n'est suspecte par aucun processus correct;
{ justesse nalement faible (eventual weak accuracy): il existe un instant a partir
duquel au moins un processus correct n'est suspecte par aucun processus correct;
Ces proprietes permettent de denir huit classes de detecteurs de defaillances qui sont resumees
par le tableau 2.1. Les noms
3
des classes sont en italique. Par exemple, un detecteur satisfaisant
justesse
completude forte faible nalement forte nalement faible
forte parfait fort nalement parfait nalement fort
P S }P }S
faible quasiment parfait faible nalement quasiment parfait nalement faible
Q W }Q }W
Tableau 2.1: Huits classes de detecteurs de defaillances
la completude forte et la justesse forte appartient a la classe des detecteurs parfaits. Cette classe,
notee P , represente le detecteur ideal qui detecte toutes les defaillances (completude forte) et
qui ne fait aucune suspicion erronee (justesse forte).
Le mecanisme de detection par delai de garde dans un systeme synchrone a une semantique
identique aux detecteurs de la classe P . Par consequent, la notion de detecteur de defaillances
peut e^tre utilisee aussi bien dans un systeme asynchrone que dans un systeme synchrone.
L'avantage de cette approche est d'exprimer les algorithmes le plus generalement possible, sans
faire reference a des hypotheses temporelles. Ces dernieres sont alors connees dans le detecteur
de defaillances.
Les auteurs de [Chandra 94] ont demontre qu'il est possible de construire un detecteur D
0
sat-
isfaisant la completude forte a partir de tout detecteur D satisfaisant la completude faible. Par
consequent, tout algorithme utilisant D
0
peut e^tre utilise avec D. Ce resultat est important car
il montre que pour un probleme donne, il sut d'exhiber un algorithme utilisant un detecteur
satisfaisant la completude forte, pour que cet algorithme puisse fonctionner avec un detecteur
satisfaisant la completude faible.
Groupe de processus
Un groupe de processus (process group) est un ensemble de processus cooperant pour at-
teindre un objectif commun. Un groupe est designe par un nom unique et independant de la
composition du groupe. Le nom du groupe est xe au moment de la creation du groupe. La
composition du groupe est variable.

A tout moment, un processus peut quitter ou rejoindre le
3
Les noms des classes Q et }Q ont ete choisis arbitrairement. Les auteurs de [Chandra 94] n'ont pas donne
de noms a ces classes.
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groupe. En particulier, lorsqu'un processus appartenant a un groupe se termine (normalement
ou prematurement), il quitte le groupe.
A tout moment, les membres d'un groupe g ont tous la me^me vue de la composition du groupe.
La vue (group view) du groupe g a l'instant logique i, notee v
i
(g), est la liste des processus ap-
partenant a g a l'instant i. De plus, tous les membres d'un groupe g recoivent la me^me sequence
de vues. Cette sequence constitue une horloge logique dont les tops sont les changements de
vue.
Cette semantique est assuree par le service de gestion de groupe (group membership service),
un service reparti qui s'appuie sur les informations fournies par le detecteur de defaillances.
Comme ce dernier, le service de gestion de groupe est constitue par des modules, localise chacun
sur un nud. Lorsqu'un module detecte un evenement suceptible de provoquer un changement
de vue (par ex. un processus desire rejoindre le groupe, un membre du groupe est suspecte), il
communique avec ses pairs de facon a etablir un consensus sur la vue du groupe. Si une nouvelle
vue est construite, elle est delivree a tous les membres du groupe.
Envoi d'un message a un groupe de processus
La notion de groupe de processus s'avere particulierement utile pour envoyer un message a
plusieurs processus. Le nom de groupe permet d'adresser un message a un groupe sans conna^tre
l'identite et la localisation de chaque destinataire. Une primitive realisant l'envoi d'un message
a un groupe est appelee multicast (multicast). On distingue generalement plusieurs types de
multicasts en fonction de la semantique oerte par chaque primitive.
Un multicast able (reliable multicast) garantit qu'un messagem envoye a un groupe g est recu
par tous les membres corrects de g ou par aucun. L'inconvenient de cette denition est qu'elle
ne precise pas l'instant logique (i.e. la vue) auquel m est delivre aux membres de g.
Un multicast vue-synchrone (view-synchronous multicast) garantit la propriete suivante: soit
un processus p appartenant a v
i
(g); si p a delivrem dans v
i
(g) avant d'installer v
i+1
(g), alors tous
les processus appartenant a v
i
(g) ayant installe v
i+1
(g) ont delivre m avant d'installer v
i+1
(g).
L'installation d'une vue v
k
par un processus q correspond au moment ou q considere v
k
comme la
vue courante du groupe. Il est a noter que q n'installe pas v
k
immediatement apres l'avoir recu.
Comme le montre cette denition, q doit parfois attendre de delivrer un ou plusieurs messages
avant de pouvoir installer v
k
. Le multicast vue-synchrone ordonne un message par rapport aux
changements de vue. Cependant, au sein d'une me^me vue, les messages ne sont pas ordonnes
les uns par rapport aux autres.
La semantique vue-synchrone peut e^tre augmentee avec un ordre de delivrance des messages.
Cet ordre est le plus souvent FIFO, causal ou total:
 ordre FIFO (FIFO order): si un processus p envoie un message m au groupe g avant
d'envoyer un message m
0
au me^me groupe g, alors tous les processus de g ne delivrent m
0
qu'apres avoir delivre m;
 ordre causal (causal order): si l'envoi d'un messagem a un groupe g precede causalement
l'envoi d'un message m
0
a g, alors alors tous les processus de g ne delivrent m
0
qu'apres





) si et seulement si:
{ un processus execute e puis e
0
, ou
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{ e correspond a l'envoi d'un message m et e
0
a la delivrance de m, ou
{ il existe un evenement e
00







 ordre total (total order): Si un processus p et un processus q appartenant a un groupe g
delivrent les messages m et m
0
, alors p et q delivrent m et m
0
dans le me^me ordre.
2.3.4 Tolerance aux fautes par duplication dans un systeme reparti
La duplication
4
(replication) consiste a introduire intentionellement de la redondance dans
un systeme dans le but de tolerer les fautes en utilisant la technique de compensation d'erreur
decrite precedemment (voir section 2.2.3).
Dans un systeme reparti, la duplication concerne les composants logiciels. Le terme com-
posant logiciel (software component) englobe aussi bien la notion de processus, que la notion
d'objet denie au chapitre suivant. L'objectif de cette terminologie est d'aborder la duplication
en etablissant d'emblee, un lien entre l'approche classique des systemes repartis et l'approche
orientee-objets.
La redondance materielle intrinseque d'un systeme reparti ore un support adequat a la du-
plication de composants logiciels. En eet, les copies des composants logiciels du systeme sont
disseminees sur les ordinateurs constituant le systeme reparti.
Pour mettre en uvre la duplication, deux etapes prealables sont necessaires:
 identier les composants logiciels critiques: ceux qui doivent e^tre dupliques;
 xer pour chaque composant critique, les trois parametres contro^lant la duplication du
composant: le taux de duplication, le placement des copies du composant et la strategie
de duplication.
Un composant est dit critique (critical) si la defaillance de ce composant risque d'entra^ner
une defaillance du systeme. Identier les composants critiques repond a un double objectif.
Assurer une couverture satisfaisante des risques de defaillances d'une part, et minimiser le cou^t
des mecanismes de tolerance aux fautes, d'autre part. En eet, la duplication induit un certain
cou^t aussi bien en termes de performances (temps de reponse) qu'en termes de dimensionnement
(nombre de composants) du systeme. Pour minimiser ce cou^t, la duplication ne doit e^tre ap-
pliquee qu'aux composants critiques.
Parametrer la duplication de chaque composant critique permet de contro^ler nement la tole-
rance aux fautes desiree pour le systeme. Le taux de duplication (replication rate) d'un com-
posant designe le nombre de copies du composant qui existent dans le systeme avant l'occurence
de la premiere faute. Le taux de duplication est determine par deux parametres:
 le nombre de fautes que le composant doit tolerer, c.-a-d. le nombre maximal de copies
defaillantes que le composant peut tolerer tout en continuant a delivrer un service correct;
 la classe des defaillances aectant les copies du composant.
4
D'autres auteurs comme [OFTA 94, Sens 94, Anceaume 93] preferent utiliser le terme \replication" pour
designer la me^me notion. L'inconvenient de ce substantif est qu'il n'existe pas de verbe construit sur la me^me
racine: le verbe \repliquer" a un tout autre sens en francais. Par consequent, le substantif \duplication" et le
verbe \dupliquer" sont utilises systematiquement dans toute la these.
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Le placement des copies (replica location) d'un composant consiste a choisir l'ensemble des
nuds du systeme sur chacun desquels sera situee une copie du composant. Ce choix est
determine par des facteurs multiples comme la probabilite de defaillance des nuds, les be-
soins en ressources de traitement des composants par rapport aux performances relatives des
machines, ainsi que les dependances client-serveur entre les composants logiciels du systeme
5
.
Le troisieme parametre de la duplication d'un composant est la strategie de duplication
(replication policy) qui decrit l'algorithme charge de la gestion des copies. Ce dernier parametre
fait l'objet de la section 2.5 et n'est donc pas developpe ici.
2.4 Modele client-serveur et duplication
Cette section decrit l'integration de la duplication au modele client-serveur. La section 2.4.1
rappelle quelques denitions concernant ce modele. La section 2.4.2 presente successivement la
duplication des serveurs puis celle des clients.
2.4.1 Denitions
Le modele client-serveur (client-server model) permet d'exprimer de maniere adequate les
interactions entre les composants logiciels d'un systeme reparti. Il caracterise ces interactions
en termes de dependance entre des fournisseurs de services (les serveurs) et les usagers de ces
services (les clients).
Un service a ete deni (cf. section 2.2.1) comme le comportement d'un systeme, tel que les utilisa-
teurs du systeme le percoivent. Plus precisement, un service (service) constitue la specication
d'un ensemble d'operations liees par une semantique commune. Cette specication decrit la
semantique de chaque operation independamment de toute mise en uvre. Par exemple, un
service de designation decrit toutes les operations manipulant les noms dans un systeme, telles
que la creation d'un nom, la recherche de l'existence d'un nom, etc.
Un serveur (server) fournissant le service  est un composant logiciel realisant les operations
de . La specication de chaque operation est decrite dans l'interface du composant de maniere
a la rendre accessible aux autres composants du systeme. Par contre, les details de mise en
uvre des operations sont cachees dans le corps du composant.
Un client (client) du service  est un usager de . Un client est generalement un composant
logiciel mais il peut e^tre aussi un utilisateur humain, par exemple dans le cas ou  est un service
d'interface utilisateur.
Les notions de client et de serveur sont toujours relatives a un service donne. Cependant, il est
utile de pouvoir caracteriser un composant selon qu'il est client et/ou serveur independamment
du service utilise et/ou fourni. Cette remarque amene les denitions suivantes.
On appelle s-composant (s-component) un composant qui est uniquement serveur: un s-
composant n'est client d'aucun service. On appelle c-composant (c-component) un composant
qui est uniquement client: un c-composant n'est serveur d'aucun service. Un cs-composant
(cs-component) est un composant qui est a la fois client d'un service et serveur d'un autre service.
Un client d'un service  demande l'execution d'une operation de  a l'aide d'une reque^te
(request) de service. Une reque^te precise le nom du serveur et le nom de l'operation con-
5
Ces dependances sont decrites a la section 2.4
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formement a la specication decrite par l'interface du serveur. Une reque^te provoque l'execution
de l'operation correspondante par le serveur. Au terme de l'execution, la totalite ou une partie
du resultat de l'execution est communiquee au client: cette information constitue la reponse
(reply) a la reque^te formulee par le client. Toute cette interaction reque^te-reponse entre un
client et un serveur est appelee invocation (invocation). On peut distinguer trois phases dans
une invocation:
1. transmission de la reque^te (request transmission): le client transmet la reque^te au
serveur;
2. traitement de la reque^te (request processing): le serveur traite la reque^te et produit
une reponse;
3. transmission de la reponse (reply transmission): le serveur transmet la reponse au
client.
Les dependances client-serveur entre les composants peuvent e^tre exprimees par la relation
utilise, denie comme suit:
Soient deux composants C et S, C utilise S si et seulement si il existe un service  dont S est
serveur et dont C est client. Par abus de langage, on dira que S est serveur de C et que C est
client de S.
Le graphe de la relation utilise permet de representer les dependances client-serveur entre les
composants du systeme. La gure 2.3 donne le graphe de la relation utilise pour un systeme
X Y
Z
Figure 2.3: Dependances client-serveur entre les composants du systeme
tres simple comportant trois composants notes X; Y; Z. Les nuds du graphe representent les
composants et les arcs orientes expriment les dependances entre les composants. Le nud X est
une racine: il n'a aucun predecesseur. Cela signie que X est un c-composant, client de Z. Le
nud Z est une feuille: il n'a aucun successeur. Cela signie que Z est un s-composant, serveur
de X et de Y . Le nud Y a un predecesseur (X) et un successeur (Z): le composant Y est un
cs-composant, client de Z et serveur de X .
2.4.2 Duplication des clients et des serveurs
Cette section presente, de maniere intuitive, les problemes lies a l'integration de la duplication au
modele client-serveur. Son objectif est de donner au lecteur une premiere idee de ces problemes,
2.4. Modele client-serveur et duplication 21
an qu'il puisse mieux situer les travaux, tires de la litterature, decrits a la section 2.6 et au
chapitre suivant.
An de rendre l'expose plus clair, la presentation des problemes est progressive. La premiere





Figure 2.4: Duplication des s-composants
Duplication des s-composants
Cette etape est la plus intuitive et la mieux comprise. La majeure partie des travaux concernant
la duplication decrits dans la litterature (voir section 2.6) lui sont consacres. La gure 2.4
reprend l'exemple de la section precedente en considerant la duplication du s-composant Z
en trois exemplaires. Tant qu'il existe une copie de Z non defaillante, le s-composant Z doit
continuer a delivrer le ou les services qu'il fournit a ses clients. Par consequent, la strategie de
duplication de Z assure que l'etat de chaque copie du s-composant sont identiques.
La duplication de Z est une caracteristique propre a ce s-composant.

A ce titre, elle ne doit
pas inuer sur la maniere dont Z interagit avec ses clients. En d'autres termes, un client doit
invoquer Z comme si Z n'etait pas duplique. Pour atteindre cet objectif, il faut cacher au client
tout ce qui pourrait reveler la duplication de Z au cours du deroulement de l'invocation. La
duplication de Z doit e^tre cachee au client lors des deux phases de communication que comporte
une invocation: la transmission de la reque^te et la transmission de la reponse.
Transmission de la reque^te Lors de la transmission de la reque^te, la duplication de Z pose
le probleme de la designation du serveur . Puisque Z est duplique, il existe plusieurs copies de ce
s-composant dans le systeme. Selon la strategie de duplication de Z, la reque^te doit e^tre envoyee
a une ou plusieurs copies. Le client n'est pas cense conna^tre la strategie de duplication de Z, il
ne peut donc pas savoir a qui il doit adresser sa reque^te. De plus, la composition de l'ensemble
des copies de Z peut changer a tout moment, suite aux defaillances et aux redemarrages de
certaines copies. Par consequent, le client doit pouvoir designer dans sa reque^te l'ensemble des
copies de Z, et non pas chaque copie individuellement.
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Transmission de la reponse Lors de la transmission de la reponse, la duplication de Z pose
le probleme du nombre variable de reponses que Z envoie au client. Ce nombre varie en fonction
de la strategie de duplication de Z. Cependant, conformement a la denition de l'invocation,
le client n'attend qu'une seule reponse a sa reque^te. Par consequent, il ne sait pas traiter les
reponses multiples.
Duplication des s-composants et des cs-composants
La section precedente etait consacree a la duplication des s-composants. Cette section considere
egalement la duplication des cs-composants. Par denition, un cs-composant est a la fois client et
YX
Z
Figure 2.5: Duplication des serveurs
serveur. Les composants dupliques sont non seulement des serveurs mais aussi des clients. Cette
section se focalise donc sur l'impact de la duplication sur le ro^le de client d'un cs-composant. Il
est important de noter que, contrairement la duplication des s-composants, la duplication des
cs-composants a peu ete etudiee dans la litterature. Un des objectifs de cette these est justement
de traiter aussi bien la duplication des clients que celle des serveurs. La gure 2.5 est similaire
a la gure 2.4 a la dierence pres que le cs-composant Y est duplique deux fois. Lorsque Y
invoque Z, la duplication de Y ne doit pas inuer sur le deroulement de l'invocation. Du point
de vue de Z, l'invocation doit se derouler comme si Y n'etait pas duplique. Il est clair que tout
ce qui a ete dit precedemment concernant la duplication de Z, reste valable. L'objectif vise est
de cacher la duplication du client Y au serveur Z. Comme precedemment, la duplication de Y
peut e^tre revelee lors de la transmission de la reque^te et lors de la transmission de la reponse.
Transmission de la reque^te Lors de la transmission de la reque^te, la duplication de Y
pose le probleme du nombre variable de reque^tes que Y envoie au serveur Z. Ce nombre varie
en fonction de la strategie de duplication de Y . On remarque d'emblee une analogie avec le
probleme du nombre variable de reponses. Dans les deux cas, une seule reque^te (respectivement
reponse) doit e^tre transmise au serveur (respectivement client). A en juger par le petit nombre
de systemes qui le prennent en compte, ce probleme para^t moins evident a resoudre. Pour
le comprendre, il faut le situer dans le contexte d'une cha^ne d'invocations comme celle de la
gure 2.5. Si a la suite d'une invocation de Y par X , plusieurs copies de Y invoquent Z, Z
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recoit plusieurs fois la me^me reque^te. Si le traitement correspondant n'est pas idempotent
6
(par
exemple, l'incrementation d'un compteur), l'etat du serveur Z risque de devenir incoherent.
Comme Z n'est pas conscient de la duplication de Y , il ne sait pas a priori, si les reque^tes qu'il
recoit sont des copies de la me^me reque^te, ou au contraire, des reque^tes distinctes.
Transmission de la reponse Lors de la transmission de la reponse, la duplication de Y pose
le probleme de la designation du client . On remarque cette fois une analogie avec le probleme
de la designation du serveur. Selon la strategie de duplication de Y , une ou plusieurs copies
de Y ont envoye la reque^te a Z, et attendent une reponse. Comme Z ignore la strategie de
duplication de Y , il ne peut determiner l'ensemble des copies de Y auxquelles il doit envoyer
une reponse.
Duplication des s-composants, des cs-composants et des c-composants
La duplication des c-composants ne pose pas de nouveaux problemes. On retrouve les problemes
X Y
Z
Figure 2.6: Duplication des clients et des serveurs
relatifs a la duplication du client, cites a la section precedente. La gure 2.6 reprend l'exemple
des trois composants X; Y; Z, mais cette fois le c-composant X est duplique deux fois.
Synthese
En resume, l'integration de la duplication dans le modele client-serveur pose donc les problemes
suivants:
 lors de la transmission de la reque^te:
1. probleme de designation du serveur;
2. probleme du nombre variable de reque^tes;
 lors de la transmission de la reponse:
6
Un traitement est dit idempotent si plusieurs executions de ce traitement produisent un resultat equivalent a
celui d'une seule execution.
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1. probleme de designation du client;
2. probleme du nombre variable de reponses.
2.5 Strategies de duplication
Cette section denit la notion de strategie de duplication, et presente quatre strategies repre-
sentatives des travaux decrits dans la litterature. Ces strategies visent a garantir une coherence
forte (strong consistency) entre les copies d'un composant duplique. Informellement, ceci revient
a assurer que l'etat de chaque copie soit identique. La duplication active (section 2.5.2) et la du-
plication passive (section 2.5.3) sont veritablement deux strategies de reference dont s'inspirent
la majorite des autres strategies de duplication. La duplication semi-active (section 2.5.4) et
la duplication coordinateur-cohorte (section 2.5.5) sont deux exemples de strategies hybrides
s'inspirant de la duplication active et de la duplication passive.
2.5.1 Notion de strategie de duplication
Une strategie de duplication (replication policy) associe a un composant duplique O, denit
l'algorithme utilise pour gerer les copies de O. Cette description comporte plusieurs volets:
 la description des interactions internes a O, c.-a-d. les interactions entre les copies de O;
 la description des interactions externes a O, c.-a-d. les interactions entre les copies de O
et les autres composants du systeme. Parmi les interactions externes, on peut distinguer:
{ les interactions client qui ont lieu lorsque O est client;
{ les interactions serveur qui ont lieu lorsque O est serveur.
Dans la litterature, les strategies de duplication sont decrites le plus souvent pour des s-
composants. Les interactions client ne sont quasiment jamais decrites. Pour cette raison, les
strategies presentees dans les sections suivantes sont decrites pour des composants serveurs. Le
chapitre 4 revient sur ces strategies lors de l'analyse des problemes poses par l'invocation entre
objets dupliques.
2.5.2 Duplication active
La duplication active (active replication ou state machine approach) [Schneider 90, Powell 91b]
se caracterise par la symetrie des comportements des copies d'un composant duplique. Chaque
copie joue un ro^le identique a celui des autres.
Principe
La duplication active est denie ainsi:




Une sequence est un ensemble totalement ordonne. Les copies recoivent les me^mes reque^tes dans le me^me
ordre.
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 traitement des reque^tes: toutes les copies traitent les reque^tes de maniere deterministe
8
;











Figure 2.7: Principe de la duplication active
La gure 2.7 illustre ce principe a l'aide d'un diagramme temporel. Les eches verticales








sont des copies du com-
posant duplique S. Elles appartiennent a un groupe (represente par une ellipse en pointille).
Lorsque C invoque S, il envoie une reque^te  (eches en trait continu) a tous les S
i
a l'aide d'un
multicast able assurant l'ordre total. Chaque S
i
traite la reque^te (petit rectangle vertical) et
envoie une reponse  (eche en trait discontinu) a C.
Tolerance aux fautes
La tolerance aux fautes est realisee par masquage d'erreur. La defaillance d'une copie est
masquee par le comportement des copies non defaillantes. Comme chaque copie joue un ro^le
identique, la defaillance de l'une d'entre elles ne perturbe pas le service fourni par le composant.
2.5.3 Duplication passive
Contrairement a la duplication active, la duplication passive (passive replication ou primary-
backups replication) [Budhijara 93, Powell 91b] est asymetrique. Elle distingue deux comporte-
ments pour les copies d'un composant duplique: la copie primaire (primary copy) et les copies
secondaires (backups). La copie primaire est la seule a eectuer tous les traitements. Les copies
8
Un traitement deterministe produit toujours le me^me resultat a partir des me^mes donnees. Par consequent,
pour une reque^te donnee, toutes les copies produisent la me^me reponse
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secondaires, oisives, surveillent la copie primaire. En cas de defaillance de la copie primaire, une
copie secondaire devient la nouvelle copie primaire.
Principe
La duplication passive est denie ainsi:
 reception des reque^tes: la copie primaire est la seule a recevoir les reque^tes ;
 traitement des reque^tes: la copie primaire est la seule a traiter les reque^tes ;











Figure 2.8: Principe de la duplication passive
La gure 2.8 illustre ce principe. Le client C envoie la reque^te  uniquement a la copie primaire
S
1
. Celle-ci traite la reque^te, construit un point de reprise check et l'envoie, a l'aide d'un




(eches en pointille). Le
point de reprise contient a la fois la reponse  et le nouvel etat de la copie primaire. Puis, la
copie primaire S
1
envoie la reponse  a C. Le point de reprise permet de synchroniser l'etat des
copies secondaires avec celui de la copie primaire puisque celle-ci est la seule qui communique
avec le reste du systeme.
Tolerance aux fautes
La tolerance aux fautes est realisee par detection et compensation d'erreur. La defaillance d'une
copie secondaire ne necessite aucun traitement particulier: son seul eet est de diminuer le taux
de duplication du composant. Par contre, la defaillance de la copie primaire S
1
implique que
les copies secondaires designent l'une d'entre elles (par exemple S
2
) comme la nouvelle copie
primaire. La defaillance de la copie primaire pendant une invocation a pour consequence que le
client C n'obtient aucune reponse a la reque^te . Le client doit alors reemettre sa reque^te en
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l'adressant a la nouvelle copie primaire S
2
. Cette derniere doit e^tre en mesure de construire la
reponse  que C attend. Deux situations peuvent se presenter selon que la defaillance de S
1
ait
ete detectee avant ou apres la reception de check par les copies secondaires.
Si la defaillance de la copie primaire S
1
est detectee avant la reception du point de reprise check,
tout le traitement de  eectue par S
1
est perdu. Lorsque le client reemet , la nouvelle copie
primaire la traite normalement. Par contre, si la defaillance de la copie primaire S
1
est detectee
apres la reception du point de reprise, la nouvelle copie primaire construit la reponse a partir
du point de reprise, et envoie la reponse au client.
La construction d'un point de reprise est faite de facon systematique apres le traitement d'une
reque^te. Ainsi, lorsque la copie primaire repond au client, l'etat de la copie primaire est deja
sauvegarde dans les copies secondaires. Cette approche peut e^tre optimisee en tenant compte
de la semantique des reque^tes: si la reque^te ne modie pas l'etat du composant, il n'est pas
necessaire de construire un point de reprise. Il existe d'autres approches, comme la construction
periodique de points de reprise qui consiste a construire un point de reprise toutes les n reque^tes.
Si cette l'approche periodique est moins cou^teuse que l'approche systematique, elle est aussi
moins su^re, car l'etat des copies primaires est toujours \en retard" de plusieurs reque^tes (au
maximum n) sur celui de la copie primaire. Par consequent, la defaillance de la copie primaire
provoque la perte denitive de cet etat.
2.5.4 Duplication semi-active
La duplication semi-active (semi-active replication ou leader-followers replication) [Powell 91b]
se situe a mi-chemin entre la duplication active et la duplication passive. Comme cette derniere,
la duplication semi-active est une strategie asymetrique. Contrairement a la duplication passive,
les copies secondaires ne sont pas oisives. La copie primaire est appelee leader et les copies
secondaires sont appelees suiveurs.
Principe
Le duplication semi-active est denie ainsi:
 reception des reque^tes: toutes les copies recoivent le me^me ensemble
9
de reque^tes ;
 traitement des reque^tes: toutes les copies traitent toutes les reque^tes. La copie primaire
traite une reque^te des qu'elle la recoit. Par contre, une copie secondaire doit attendre une
notication de la copie primaire pour pouvoir traiter une reque^te;
 emission des reponses: la copie primaire est la seule a emettre les reponses .
La gure 2.9 illustre ce principe. Le client C envoie la reque^te  a tous les S
i
. La copie primaire
S
1





ne commencent a traiter  qu'apres avoir recu la notication de la
copie primaire. Sito^t le traitement termine, S
1
envoie la reponse  au client C.
9
Les reque^tes ne sont pas totalement ordonnees.












Figure 2.9: Principe de la duplication semi-active
Tolerance aux fautes
La tolerance aux fautes est realisee par detection et compensation d'erreur, comme dans le cas
de la duplication passive. Cependant, comme toutes les copies recoivent la reque^te, le client C
n'a pas besoin de reemettre sa reque^te lorsque la copie primaire S
1
defaille. La nouvelle copie
primaire S
2
envoie automatiquement la reponse au client, qui risque dans certains cas de recevoir
plusieurs fois la me^me reponse. Comme pour la duplication passive, deux situations peuvent se
presenter suivant que la defaillance de la copie primaire est detectee par les copies secondaires
avant ou apres la reception de la notication.
Si la defaillance de la copie primaire est detectee avant la reception de la notication, la nouvelle
copie primaire S
2
envoie une notication concernant la premiere reque^te presente dans sa queue
d'entree, et la traite normalement. Cette reque^te peut e^tre aussi bien  qu'une autre reque^te
recue precedemment pour laquelle S
2
n'a pas recu de notication. Si la defaillance de S
1
est
detectee apres la reception de la notication, S
2
traite la reque^te correspondante sans envoyer
de notication et envoie la reponse  au client C. Celui-ci a pu deja recevoir cette reponse de
la copie primaire S
1
, si celle-ci a defailli apres avoir envoye .
2.5.5 Duplication coordinateur-cohorte
Comme la duplication semi-active, la duplication coordinateur-cohorte (coordinator-cohort
replication) [Birman 85] est une strategie hybride entre la duplication active et la duplication
passive. Elle distingue une copie primaire appelee coordinateur, des copies secondaires appelees
cohorte.
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Principe
La duplication coordinateur-cohorte est denie ainsi:
 reception des reque^tes: toutes les copies recoivent le me^me ensemble de reque^tes ;
 traitement des reque^tes: la copie primaire est la seule a traiter les reque^tes ;












Figure 2.10: Principe de la duplication coordinateur-cohorte
La gure 2.10 illustre ce principe. Le client C envoie la reque^te  a tous les S
i
. La copie primaire
S
1
traite la reque^te et procede exactement comme dans le cas de la duplication passive.
Tolerance aux fautes
La tolerance aux fautes est realisee par detection et compensation d'erreur. Comme pour la
duplication semi-active, le client C n'a pas besoin de reemettre sa reque^te lorsque la copie
primaire S
1
defaille. La nouvelle copie primaire S
2
envoie automatiquement la reponse au
client. La duplication coordinateur-cohorte utilise des points de reprise systematiques, comme
dans le cas de la duplication passive.
2.6 Exemples de mises en uvre de la duplication
Cette section donne trois exemples representatifs de systemes mettant en uvre la duplication
dans le modele client-serveur.
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2.6.1 ISIS
ISIS [Birman 93] est une bo^te a outils logicielle permettant de programmer des applications
reparties et tolerantes aux fautes. Ces outils se presentent sous la forme de bibliotheques de
\primitives" (i.e. fonctions ou procedures) ecrites en langage C. Ces primitives permettent prin-
cipalement de gerer des groupes de processus UNIX et de realiser des multicasts vers un groupe
de processus avec certaines garanties d'atomicite et d'ordre.
La denition d'un groupe de processus donnee a la section 2.3.3 est largement inspiree des
concepts mis en uvre dans ISIS. Les concepteurs de ISIS ont deni la semantique vue-synchrone
qui consiste a ordonner totalement les vues (sequence de vues) et a ordonner les multicasts par
rapport aux vues (multicast vue-synchrones).
La gestion de groupe dans ISIS se base sur pg join(), une primitive sophistiquee qui permet
au processus appelant de rejoindre un groupe. Cette primitive permet d'indiquer a ISIS, la
procedure a appeler chaque fois que la vue du groupe change. Le programmeur decide ainsi du
traitement a eectuer lorsqu'un membre du groupe defaille et lorsqu'un nouveau membre rejoint
le groupe. En outre, pg join() permet d'indiquer a ISIS les procedures realisant le transfert
d'etat: un nouveau membre doit initialiser son etat a partir de celui des membres existants
avant de pouvoir e^tre integre a la vue du groupe.
ISIS met en uvre trois multicasts vue-synchrones: fbcast() garantit l'ordre FIFO, cbcast()
garantit l'ordre causal et abcast() garantit l'ordre total. Pour chaque primitive, le programmeur
peut notamment preciser le nombre de reponses attendues. L'appelant est alors bloque jusqu'a
la reception des reponses. Cette semantique, inspiree de celle des appels de procedure a
distance (remote procedure call) (RPC) [Birrell 84], s'avere tres pratique a utiliser.
Les outils fournis par ISIS permettent de mettre en uvre, avec plus ou moins de dicultes, les
quatres strategies de duplication decrites precedemment. Ils sont surtout adaptes a la duplication
des s-composants. L'utilisation de ISIS pour dupliquer des cs-composants est plus complexe mais
pas impossible. Cette approche a ete utilisee dans la mise en uvre decrite au chapitre 6.
2.6.2 CIRCUS
CIRCUS [Cooper 85] met en uvre des mecanismes permettant d'utiliser les notions classiques
de module et d'appel de procedure, pour programmer des applications reparties et tolerantes
aux fautes.
Les mecanismes de CIRCUS se basent sur un modele de programmation centralisee, modulaire
et concurrente: une application est constituee par un ensemble de modules comportant chacun
des sous-programmes et des structures de donnees. L'appel d'un sous-programme d'un module
M
2
par un sous-programme d'un module M
1





module peut e^tre invoque de maniere concurrente par plusieurs modules: chaque invocation
possede son propre ot d'execution. Un ot d'execution est mise en uvre dans CIRCUS par
un processus leger (lightweight process).
La notion d'appel de procedure a distance permet de facilement repartir une application modu-
laire. Chaque invocation d'un module distant est realisee a l'aide d'un RPC. De facon analogue,
CIRCUS denit la notion d'appel de procedure duplique (replicated procedure call) pour in-
voquer un module duplique. L'idee consiste a realiser la tolerance aux fautes d'une application
repartie, en dupliquant les modules de l'application sur des nuds distincts.
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Un module duplique est appele une troupe (troupe). La strategie de duplication utilisee est la
duplication active. Elle s'applique indistinctement aux clients et aux serveurs. La notion d'appel
de procedure duplique rend la duplication completement invisible au programmeur d'application.
Cette abstraction est mise en uvre par un pre-processeur qui genere des appels a des primitives
utilisant un protocole de communication inter-troupe specique a CIRCUS.
Ce protocole garantit l'ordre total des reque^tes en s'appuyant sur des transactions et regle le
probleme du nombre variable de reque^tes. Un des intere^ts principaux du travail des auteurs de
CIRCUS, est d'avoir identie et resolu les problemes poses par la duplication active de clients
et de serveurs.
2.6.3 DELTA-4
Le projet DELTA-4 [Powell 91a] a deni une architecture generique pour des systemes distribues
devant orir des garanties relatives au temps reel et a la su^rete de fonctionnement. Cette
architecture comporte deux couches principales:
 Deltase (Delta-4 Application Support Environment), une couche superieure realisant les
abstractions utilisees par les applications reparties et tolerantes aux fautes;
 OSA (Open System Architecture), une couche inferieure chargee de la gestion de la com-
munication.
La couche Deltase realise l'abstraction d'une machine virtuelle distribuee et tolerante aux fautes.
Les applications utilisant Deltase ne sont conscientes ni de la repartition, ni de la duplication.
En outre, elles ignorent completement les particularites du logiciel (i.e. systeme d'exploitation)
et du materiel constituant chaque nud.
Deltase denit un modele de programmation base sur des composants logiciels pouvant com-
muniquer selon deux modeles d'interactions: le modele client-serveur et le modele producteur-
consommateur. Le modele producteur-consommateur (producer-consumer) est une sorte de
modele client-serveur degenere: lorsqu'un producteur P communique avec un consommateur
C, le producteur envoie une information a C qui \consomme' (i.e. utilise) cette information
sans repondre au producteur. Le modele producteur-consommateur denit une communica-
tion uni-directionnelle contrairement au modele client-serveur qui denit une communication
bi-directionnelle.
Deltase fournit au programmeur trois strategies de duplication pre^tes a l'emploi, sous la forme
de composants logiciels specialises, appeles entites de duplication (replication entities). Les
trois strategies proposees sont la duplication active, la duplication passive et la duplication semi-
active. Cette derniere a ete denie par les auteurs de DELTA-4 pour pallier aux inconvenients
des deux autres strategies.
Ces trois strategies sont applicables aussi bien a des serveurs qu'a des clients. Un composant
duplique est mis en uvre a l'aide d'un groupe d'entites de duplication. Chaque copie du
composant est contro^lee par une entite de duplication qui joue le ro^le d'un veritable ltre a
messages. Le groupe d'entites de duplication est coordonne par un protocole de duplication IRP
(Inter-Replica Protocol) specique a chaque strategie.
Les protocoles IRP s'appuient sur MCS (Multipoint Communication System), une couche inte-
gree a la couche de communication OSA. La couche MCS met en uvre des primitives de
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communication capables d'acheminer un message d'un groupe de clients vers un groupe de
serveurs avec des garanties d'ordre et d'atomicite. L'intere^t principal de DELTA-4 est qu'il a




La duplication est une technique permettant de mettre en uvre la tolerance aux fautes dans
un systeme reparti.
La tolerance aux fautes est un moyen d'assurer la su^rete de fonctionnement d'un systeme infor-
matique. Ce moyen consiste a faire en sorte que le systeme delivre un service correct malgre
l'occurence de fautes. Une faute est une anomalie, aectant le materiel ou le logiciel, suceptible
de provoquer la defaillance du systeme. Un systeme est defaillant lorsqu'il ne delivre plus un
service conforme a sa specication.
Un systeme reparti est un systeme informatique dont les composants logiciels s'executent sur des
ordinateurs (ou nuds) interconnectes par un reseau. La communication entre les composants
logiciels d'un systeme reparti est decrite par la notion d'invocation, denie dans le contexte du
modele client-serveur. Pour obtenir un service, un composant client envoie une reque^te a un
composant serveur, celui-ci traite la reque^te, puis envoie une reponse au client.
La tolerance aux fautes d'un systeme reparti est assuree en dupliquant les composants critiques
du systeme. Dupliquer un composant O consiste a faire en sorte qu'il existe plusieurs copies O
i
de ce composant dans le systeme. Chaque copie O
i
est localisee sur un nud distinct. Par ce
procede, on cherche a augmenter la disponibilite du composant O. Si une copie O
i
defaille, il
existe une probabilite non nulle qu'une autre copie O
j
soit toujours operationnelle.
Dans le cas general, un composant est un cs-composant: il joue a la fois les ro^les de client et
de serveur. Pourtant, la plupart des travaux decrits dans la litterature ne considerent que la
duplication des s-composants: des composants jouant uniquement le ro^le de serveurs. C'est
probablement pour cette raison que les strategies de duplication n'ont ete denies que pour des
s-composants. La duplication des cs-composants a ete peu exploree a l'exception de quelques
auteurs (par ex. CIRCUS et DELTA-4) qui ont extrapole les denitions des strategies de dupli-
cation pour traiter des cs-composants dupliques.
Commentaires
Ce chapitre a presente le premier volet du contexte dans lequel s'inscrit ce travail de these, a
savoir la duplication dans les systemes repartis. L'objectif de cette presentation etait double:
 faire le point sur la notion de duplication et sur son utilisation pour mettre en uvre la
tolerance aux fautes;
 donner une vue intuitive des problemes que posent l'invocation d'un serveur duplique par
un client duplique.
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Le modele client-serveur est bien adapte a la modelisation des interactions entre les composants
d'un systeme reparti. Ce modele est naturellement mis en uvre par la notion d'objet. Pour
cette raison, les objets sont particulierement adaptes pour e^tre utilises comme composants d'un
systeme reparti. Le chapitre suivant va dans cette direction en explorant la notion d'objets
dupliques dans les systemes repartis.
34 Chapitre 2. La duplication dans les systemes repartis
35
Chapitre 3
Les objets dupliques dans les
systemes repartis
3.1 Introduction
Ce chapitre montre que le concept d'objet est particulierement adapte pour modeliser l'unite
de duplication dans un systeme reparti. Son objectif est de rappeler les principaux resultats
publies dans la litterature concernant les objets dupliques .
Presentation generale
L'approche orientee-objets a vu le jour il y a plus de vingt ans [Birtwistle 73], dans le contexte
des langages de programmation. Mais ce n'est que ces dix dernieres annees, que la notion d'objet
a connu un essor sans precedent. Tres vite, l'approche orientee-objets a alors depasse le contexte
des langages de programmation pour gagner, avec plus ou moins de succes, d'autres domaines
de l'informatique comme les bases de donnees ou les systemes repartis.
Informellement, l'approche orientee-objets consiste a resoudre un probleme en construisant une
solution basee sur des entites, appelees objets , regroupant chacune un etat et un comportement.
L'etat d'un objet est un ensemble d'informations encapsulees a l'interieur de l'objet: ces infor-
mations ne sont pas accessibles directement aux autres objets. Ceux-ci ne peuvent agir sur l'etat
d'un objet qu'au travers des operations denissant le comportement de l'objet.
Le comportement d'un objet est decrit par un ensemble d'operations agissant sur l'etat de
l'objet. Chaque operation est decrite par une interface (nom de l'operation et parametres de
l'operation) et par un corps contenant les details de mise en uvre de l'operation. L'interface
de chaque operation est accessible aux autres objets. Au contraire, le corps de chaque operation
est encapsule dans l'objet.
En d'autres termes, un objet est constitue par une partie publique, decrivant les interfaces des
operations et par une partie privee, contenant l'etat de l'objet ainsi que les corps des operations.
Les objets interagissent en utilisant la notion d'invocation, denie au chapitre precedent. En fait,
la notion d'objet denit plus rigoureusement le concept de composant logiciel utilise jusqu'ici.
Cette adequation entre le modele objet et le modele client-serveur font des objets de bons
candidats pour servir de briques de base pour la construction de systemes repartis. Des les
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annees quatre-vingts, certains auteurs issus de la \communaute objets" (par ex. les concepteurs
de Eden [Black 85] ou de SOS [Shapiro 89]), ont adopte une approche orientee-objet pour la
conception de systemes repartis. Ces auteurs ont cherche principalement a etendre le modele
objet au contexte des systemes repartis, en exploitant la propriete d'encapsulation des objets.
L'idee consiste a considerer la localisation d'un objet (c.-a-d. local ou distant) comme faisant
partie de la mise en uvre de l'objet. Par consequent, un objet est invoque toujours de la me^me
facon, qu'il soit local ou distant. Cette approche presente l'avantage de rendre transparente la
repartition: un objet client, concu dans un contexte centralise peut invoquer un objet serveur
distant, sans que le client soit conscient qu'il eectue une invocation a distance.
Par ailleurs, le concept de classe d'objets favorise la reutilisabilite du logiciel et permet par
exemple, de reutiliser, d'une application a l'autre, des objets realisant l'invocation a distance.
Informellement, une classe est une description generique (i.e. de maniere plus imagee, un moule
a objets) qui permet de creer des objets dont les comportements et les etats (en structure mais
pas en valeur) sont identiques. Deux objets d'une me^me classe ne dierent que par leurs noms et
par les valeurs de leurs etats. En resume, la \communaute objets" a surtout aborde les systemes
repartis sous l'angle du genie logiciel, les considerant comme un nouveau domaine d'application
du paradigme puissant que sont les objets.
Bien que les eorts de normalisation (ODP [Taylor 92], CORBA [OMG 91, OMG 95]) dans
le domaine des systemes repartis s'orientent clairement vers une approche orientee-objets, la
\communaute systemes repartis" n'a pas encore reellement adopte le concept d'objet. Cette
communaute a des preoccupations davantage orientees vers le systeme que vers le genie logiciel.
Elle cherche surtout a identier et a resoudre les problemes de fond que posent les systemes
repartis.
Cette divergence de points de vue a eu deux consequences importantes. D'une part, on assiste a
l'emergence de systemes a objets repartis qui ont souvent une approche nave de la repartition,
occultant certains problemes de fond. La tolerance aux fautes par duplication est un bon exemple
de probleme occulte par ces systemes. D'autre part, les algorithmes et les protocoles resultant
des recherches de la \communaute systemes repartis" sont generalement mis en uvre sous la
forme de prototypes \jetables", concus sans souci reel de reutilisabilite.
Il para^t donc important d'aborder les systemes repartis avec une approche mixte, tirant parti
des deux points de vue. Cette approche a ete adoptee dans cette these pour etudier et resoudre
les problemes poses par la communication entre objets dupliques. Dans ce contexte, le chapitre
precedent a presente la duplication avec un point de vue \systeme". De facon complementaire,
ce chapitre se consacre aux aspects \genie logiciel" en decrivant precisement la notion d'objet
duplique.
Organisation
La section 3.2 rappelle quelques denitions fondamentales concernant l'approche orientee-objets.
La section 3.3 denit la notion d'objet duplique et presente les deux problemes relatifs a
l'encapsulation de la duplication. La section 3.4 presente des travaux concernant le premier
probleme: l'encapsulation de la pluralite. La section 3.5 presente des travaux concernant a la




L'approche orientee-objets [Meyer 88, Booch 91], fondee sur la notion de type abstrait [Liskov 74,
Guttag 77], peut e^tre caracterisee par quatre concepts essentiels:
 le concept de classe d'objets;
 le concept d'instanciation d'une classe;
 le concept d'encapsulation;
 le concept d'heritage.
Un type abstrait (abstract data type) T = (oper(T ); prop(T)) est une specication formelle
d'une categorie de structures de donnees dites de type T . Cette specication est independante de
toute representation des donnees. Elle est entierement denie par oper(T ) qui designe l'ensemble
des operations applicables a ces structures de donnees, et par prop(T ) qui decrit l'ensemble des
proprietes de ces operations.






)) est une mise en uvre particuliere
d'un type abstrait T telle que: var(C
T
) est l'ensemble des variables d'etat de chaque objet
de la classe C
T
, tandis que met(C
T
) est l'ensemble des methodes (methods), modelisant le
comportement de chaque objet de la classe. Chaque methode est un sous-programme realisant
une operation de oper(T ), conformement a la semantique denie par prop(T ).
Un objet (object) O appartenant a une classe C est le resultat de l'operation d'instanciation ap-
pliquee a la classe C. L'operation d'instanciation (instantiation) est le mecanisme de creation
d'objets. Il consiste a utiliser une classe C comme un \moule" a objets. Le resultat de l'operation
d'instanciation d'une classe C est aussi appele instance (instance) de la classe C. Les instances
d'une classe C ont toutes le me^me comportement, deni par met(C). Chaque instance se dis-
tingue des autres objets de la classe par son identicateur et par les valeurs de ses variables
d'etat.
Chaque objet satisfait la propriete d'encapsulation (encapsulation). Cette propriete garantit
que les informations concernant la mise en uvre d'un objet (i.e. methodes et variables d'etat)
sont connees dans l'objet. Seuls l'identicateur d'un objet O et l'interface de chaque methode
(nom de la methode et liste des parametres) denie par la classe de O, sont connus par les objets
clients de O. Ces informations sont susantes pour qu'un objet client C invoque un objet serveur
S. En eet, les interactions entre les objets se font a l'aide de la notion d'invocation, denie
dans le contexte du modele client-serveur (voir section 2.4.1).
L'heritage (inheritance) est une relation denie entre les classes d'objets dont l'objectif est de
favoriser la reutilisation du logiciel. La relation d'heritage, notee is a, est denie de la maniere




























est appelee specialisation de C
2
. Dans la
terminologie denie par le langage Smalltalk [Goldberg 83], C
2





est appelee sous-classe (subclass) de C
2
. Les methodes et les variables
d'etat de la super-classe C
2
sont incluses dans celles de la sous-classe C
1
. En outre, la sous-
classe C
1
denit des variables et des methodes qui lui sont propres. Ainsi, une instance de C
2
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aura un comportement identique a une instance de C
1
augmente par les particularites liees a
C
1
. En pratique, les programmeurs ne se contentent pas d'ajouter de nouvelles methodes a une
sous-classe. Ils redenissent des methodes heritees de la super-classe: l'interface d'une methode
heritee ne change pas, mais son code est adapte aux specicites de la sous-classe.
3.3 Notion d'objet duplique
Les objets ont des caracteristiques (par ex. encapsulation et invocation) qui favorisent leur
utilisation pour la conception de systemes repartis. Cependant, la notion de duplication entre
en conit avec le concept d'encapsulation. Il n'est pas evident d'encapsuler la duplication d'un
objet, c.-a-d. de faire en sorte que cet objet puisse communiquer avec d'autres objets, exactement
comme si il n'etait pas duplique.
Cette section decrit brievement les dicultes que posent la modelisation d'un objet duplique,
tandis que les deux sections suivantes presentent les solutions decrites dans la litterature. Ces
dicultes seront detaillees au chapitre 4.
Un objet duplique O est un ensemble d'objets O
i
repartis sur plusieurs nuds. Chaque O
i
est
en fait une copie de l'objet O. La modelisation d'un objet duplique pose essentiellement deux
problemes.
Encapsulation de la pluralite Le premier probleme concerne l'encapsulation de la pluralite.
Informellement, ce probleme peut e^tre deni par la question suivante: comment faire en sorte
qu'un ensemble d'objets repartis soit considere comme un objet unique, qui puisse aussi bien
invoquer d'autres objets qu'e^tre invoque par d'autres objets? La diculte principale provient du
caractere dynamique de la composition de l'ensemble. Toute copie defaillante doit e^tre retiree de
l'ensemble. Toute nouvelle copie doit e^tre ajoutee a l'ensemble. Le probleme de l'encapsulation
de la pluralite integre le probleme de la designation du serveur et le probleme de la designation
du client, presentes a la section 2.4.2.
Encapsulation des strategies de duplication Le second probleme concerne l'encapsulation
des strategies de duplication. Une strategie de duplication denit le schema de communication
entre un objet duplique et les autres objets du systeme. Elle determine notamment le sous-
ensemble des O
i
qui recoivent ou envoient une reque^te, et le sous-ensemble des O
i
qui recoivent
ou envoient une reponse. La notion de strategie de duplication entre en conit avec la notion
d'invocation puisque la correspondance \une a une" entre reque^te et reponse n'est plus respectee.
Le probleme de l'encapsulation des strategies de duplication integre le probleme du nombre
variable de reque^tes et le probleme du nombre variable de reponses , presentes a la section 2.4.2.
De nombreux auteurs se sont interesses a ces deux problemes, mais les solutions sont souvent
partielles. Il est a noter que les problemes ne sont pas independants: il faut regler le probleme
de l'encapsulation de la pluralite avant d'aborder celui de l'encapsulation des strategies de du-
plication.
3.4 Vers une encapsulation de la pluralite
Cette section presente cinq exemples de travaux consacres a l'encapsulation de la pluralite.
3.4. Vers une encapsulation de la pluralite 39
3.4.1 Synchroniseur d'objets
Un synchroniseur (synchronizer) [Frolund 93] a pour objectif de coordonner plusieurs objets en
imposant des contraintes sur les invocations destinees a chacun de ces objets. Tout synchroniseur
est une instance d'une classe de synchroniseurs.
Une classe de synchroniseurs est une liste de couples (selecteur, action), decrite a l'aide d'une
syntaxe specique. Un selecteur est un predicat permettant de selectionner des invocations en
fonction du nom des objets et du nom des methodes que ces invocations concernent.

A chaque
fois que le selecteur est verie, l'action associee est executee. Une action peut e^tre une operation
arithmetique portant sur les variables d'etat du synchroniseur, ou une operation speciale du
synchroniseur portant sur des selecteurs.
Prendre(fourch1, fourch2, philo)
{
atomic ( (fourch1.prendre(appelant) where appelant = philo),
(fourch2.prendre(appelant) where appelant = philo) )
}
Figure 3.1: Un exemple de synchroniseur d'objets
La gure 3.1 illustre l'utilisation de la notion de synchroniseur pour assurer l'exclusion mutuelle
dans l'exemple classique des philosophes. Chaque philosophe a une methode Manger(fourch1,
fourch2) qui est invoquee lorsqu'un philosophe a faim. Les deux parametres de la methode
Manger designe les deux fourchettes dont un philosophe a besoin pour manger.
L'invocation de la methode Manger provoque l'instanciation du synchroniseur Prendre decrit
par la gure 3.1. Ce synchroniseur a trois parametres: l'identite du philosophe et celles des
deux fourchettes. L'operation atomic exprime que les invocations de la methode Prendre sur
fourch1 et fourch2 doivent se faire de facon atomique (semantique \tout ou rien").
La notion de synchroniseur est integre au langage d'acteurs deni dans [Agha 86]. Le compilateur
traduit les contraintes exprimees par les synchroniseurs en termes d'invocations entre les objets
concernes. Selon les auteurs de [Frolund 93], les synchroniseurs peuvent e^tre mise en uvre
comme une extension de tout langage oriente-objet supportant la concurrence.
L'intere^t du concept de synchroniseur est de fournir une abstraction de haut niveau permettant
de coordonner plusieurs objets. Cependant, les objets coordonnes sont invoques individuelle-
ment: il n'y a aucun moyen d'adresser une invocation a l'ensemble de ces objets. De plus,
l'ensemble des objets coordonnes est deni une fois pour toutes au moment de l'instanciation du
synchroniseur. Par consequent, la notion de synchroniseur semble dicilement utilisable pour
modeliser des objets dupliques.
3.4.2 Mandataire
Unmandataire (proxy) [Shapiro 86] est un representant local, d'un service reparti mis en uvre
par un ensemble de serveurs localises sur plusieurs nuds distants. Le ro^le d'un mandataire est
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de cacher aux clients d'un service, le caractere reparti de ce service. Pour invoquer un service
reparti, un client invoque le mandataire local de ce service. Du point de vue d'un client, le






Figure 3.2: Un exemple de mandataire







. Lorsque le client C desire invoquer le service, il invoque le mandataireM . Ce dernier
transmet la reque^te aux serveurs selon un protocole convenu avec les serveurs. Sur cet exemple,
M transmet la reque^te a S
2





envoient une reponse a S
2
(eches en trait discontinu) qui la transmet a M . Enn, C recoit la
reponse lorsque l'invocation de M se termine. Le client C ne connait que le mandataire M : il
ne percoit ni les trois serveurs, ni le protocole utilise par M pour communiquer avec eux.
La notion de mandataire a ete initialement mise en uvre dans le systeme SOS [Shapiro 89],
un systeme d'exploitation oriente-objets, realise en C++ [Stroustrup 94] au-dessus de UNIX.
Le systeme SOS fournit tous les services de base necessaires a la gestion d'objets repartis:
creation/destruction d'objets, designation. migration, stockage, etc.. Depuis, de nombreux
auteurs s'interessant a l'approche objet dans les systemes repartis ont repris cette idee ou s'en
sont inspires. Les exemples cites dans les sections suivantes l'attestent. Par ailleurs, la notion de
representant symetrique, proposee au chapitre 5, est une extension de la notion de mandataire.
Le principal intere^t de la notion de mandataire est qu'elle a etendu le concept d'encapsulation
aux objets repartis. Un objet reparti utilisant cette notion est invoque comme un objet local:
la repartition et la pluralite sont encapsulees par le mandataire. En d'autres termes, les clients
d'un objet reparti ne percoivent ni le nombre de serveurs, ni leurs localisations. Comme un
mandataire est un objet, i.e. une entite programmable, on peut imaginer n'importe quel protocole
de communication entre lui et ses serveurs. En particulier, ce protocole pourrait e^tre celui d'une
strategie de duplication.
Pourtant, la notion de mandataire ne sut pas pour mettre en uvre un objet duplique:
rien n'est dit sur la structure de l'ensemble de serveurs, ni sur son evolution face aux defail-
lances/redemarrages des copies. C'est probablement pour cette raison que les me^mes auteurs
ont integre la notion de mandataire au concept d'objet fragmente (cf. section 3.5.1).
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3.4.3 Objet disperse
Un objet disperse (dispersed object) [Finke 93] est un objet dont l'etat est compose par
plusieurs \sous-objets" de me^me classe geographiquement repartis sur des nuds distincts.
Tout objet modelisant une collection repartie d'objets (par ex. une liste, un ensemble ou un
vecteur d'objets) est un bon exemple d'objet disperse. Dans ce cas, les elements de la collec-
tion sont repartis dans des sous-collections, localisee chacune sur un nud distinct. Chaque
sous-collection est une partie de l'objet disperse representant la collection.
La gure 3.3 donne un exemple d'objet disperse compose de deux sous-collections reparties
sur deux nuds. Chaque sous-collection est represente par un cercle en pointille. Les objets






Figure 3.3: Un exemple d'objet disperse
Un objet disperse est invoque comme un objet local. La repartition d'un objet disperse est rendue
transparente par la notion de mandataire. Le mandataire est charge d'analyser la reque^te an
de l'acheminer vers le sous-objet concerne.

A chaque sous-objet est associe un pilote (driver)
qui receptionne la reque^te provenant du mandataire. Apres avoir traite la reque^te, le sous-objet
transmet la reponse a son pilote qui l'achemine vers le mandataire. Ce dernier delivre alors la
reponse au client. Sur la gure 3.3, un client C invoque le mandataire M qui transmet cette
invocation au pilote P
1
qui contro^le l'une des sous-collections.
Ces mecanismes sont mis en uvre dans HERON, un environnement de programmation d'ap-
plications distribuees base sur le langage Eiel [Meyer 87]. La repartition des objets est decrite a
l'aide d'un langage de conguration.

A partir de cette description, HERON genere automatique-
ment les mandataires et les pilotes. Par consequent, la ta^che du programmeur se limite a ecrire
son application en Eiel, et a decrire la repartition desiree a l'aide du langage de conguration.
La notion d'objet disperse permet d'invoquer plusieurs objets repartis comme un seul objet. Elle
presente toutefois deux contraintes importantes. D'une part, la composition de l'objet disperse
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est statique. D'autre part, tous les sous-objets doivent e^tre de la me^me classe que l'objet
disperse. Ceci est du^ a la maniere dont le mandataire traite une invocation: il recherche le sous-
objet concerne par l'invocation. Cette organisation interne rend le concept d'objet disperse plus
adapte a la cooperation entre plusieurs objets qu'a la duplication. Dans le cas d'une cooperation,
chaque objet a un ro^le specique connu par le mandataire. Celui-ci peut ainsi aiguiller chaque
invocation vers l'objet competent.
3.4.4 Troupeau d'objets
Un troupeau (gaggle) d'objets [Black 93] est un ensemble d'objets, repartis sur plusieurs nuds,
appartenant a la me^me classe Cl et pouvant e^tre invoques comme un seul objet de la classe Cl.
La creation d'un troupeau se fait en deux temps. Tout d'abord, un gestionnaire de troupeau
(gaggle manager) est construit par instanciation de la classe Gaggle. Cette construction est
parametree par le nom de la classe des objets qui vont constituer le troupeau.
Dans un second temps, une methode particuliere du gestionnaire de troupeau est invoquee
a chaque fois que l'on veut ajouter un objet dans le troupeau. En outre, le gestionnaire de
troupeau denit une methode qui retourne une reference sur une interface de troupeau (gaggle
interface). Cette derniere est une instance de la classe a laquelle appartiennent les objets du
troupeau.
Pour invoquer un troupeau, un objet client doit avoir une reference sur une interface de troupeau.
Des lors, l'invocation du troupeau appara^t au client comme l'invocation d'un objet local. En
realite, l'interface de troupeau choisit un seul objet du troupeau et l'invoque a distance. Le












Figure 3.4: Un exemple de troupeau d'objets
La gure 3.4 illustre l'utilisation d'un troupeau T pour invoquer un objet duplique S. Le











. Le troupeau T permet a un client C d'invoquer le serveur S sans devoir conna^tre
l'emplacement des copies de S.
Pour invoquer S, le client C invoque localement l'interface de troupeau IT . Cette derniere
invoque a distance le membre T
1
qui procede a l'invocation du serveur duplique S. Si T
1
defaille, l'interface IT choisit T
2
pour transmettre les invocations a S.
La notion de troupeau a ete mise en uvre dans EMERALD [Black 87, Jul 93], un langage
oriente objet supportant la distribution. Deux primitives ont ete ajoutees au langage initial
pour mettre en uvre le concept de troupeau. Ces primitives correspondent a l'ajout d'un objet
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a un troupeau et a la creation d'un interface de troupeau.
L'objectif vise par les auteurs du concept de troupeau d'objets est de fournir une abstraction
destinee a encapsuler la pluralite. Cet objectif est atteint puisqu'un troupeau d'objets peut
e^tre invoque comme un seul objet. Cependant, trois points importants restent en suspens.
Premierement, l'interface du troupeau ne transmet une invocation qu'a un seul objet de son
choix. Deuxiemement, s'il est possible d'ajouter de nouveaux objets a un troupeau, il n'est
pas possible d'en enlever. Enn, aucun mecanisme ne permet de determiner la composition
d'un troupeau. Ces trois points resultent du souci ache par les auteurs de faire en sorte que le
concept de troupeau soit un mecanisme minimal, a partir duquel le programmeur peut construire
des semantiques plus ambitieuses. En particulier, ils assurent que le concept de troupeau peut
e^tre enrichi an de mettre en uvre des objets dupliques.
3.4.5 Communaute d'objets
Une communaute d'objets (object community) [Chiba 93] est un ensemble d'objets, repartis
sur des nuds dierents et capables de reagir collectivement a une invocation. La notion de
communaute est basee sur un modele d'objets a deux niveaux. Le premier niveau est constitue
par les objets utilises habituellement pour la programmation d'applications. Le second niveau est
constitue par les meta-objets (meta-objects) dont le ro^le est de contro^ler certaines invocations
faites aux objets du premier niveau.
Lorsque le programmeur desire contro^ler les invocations d'un objet O, il lui associe un meta-
objet. L'objet O est alors appele objet reexif (reective object). Le contro^le des invocations
de O est fait selectivement en fonction de la methode appelee. Les methodes dont les invoca-
tions sont contro^lees par le meta-objet sont appeleesmethodes reexives (reective methods).
Le contro^le exerce par le meta-objet sur une methode reexive consiste a intercepter toute in-
vocation concernant cette methode. Cette interception consiste a executer une methode du
meta-objet avant d'appeler la methode reexive. La methode du meta-objet met en uvre des
mecanismes devant rester caches au programmeur d'applications.
Precisement, une communaute d'objets est realisee a partir d'une meta-communaute, i.e. une
communaute de meta-objets. La notion de meta-communaute est mise en uvre par une classe
specique de meta-objets appelee OcCoreMetaObj. Cette classe denit les methodes permet-
tant de gerer une meta-communaute: creer et detruire une meta-communaute, rejoindre et quit-
ter une meta-communaute. Par consequent, une meta-communaute est une entite dynamique:
des meta-objets peuvent rejoindre ou quitter une meta-communaute a tout instant.
La classe OcCoreMetaObj denit en outre des methodes permettant aux membres d'une meta-
communaute de communiquer a travers le reseau: invoquer un meta-objet distant, diuser un
message de notication a tous les membres de la meta-communaute, attendre une notication
diusee par un membre de la meta-communaute. La primitive de diusion de messages de
notication garantit que tous les membres de la meta-communaute recoivent la me^me sequence
de messages (ordre total). Ces messages permettent aux membres d'une meta-communaute de
realiser un traitement de maniere concertee (par ex. chaque meta-objet invoque une methode
particuliere de son objet reexif).
Comme, une communaute d'objets est construite a partir d'une meta-communaute, chaque
objet doit e^tre associe a un meta-objet appartenant a la me^me meta-communaute. Alors que les
meta-objets sont conscients d'appartenir a une meta-communaute, les objets reexifs associes
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Figure 3.5: Un exemple de communaute d'objets
La gure 3.5 illustre l'invocation d'une communaute d'objets par un client C. La communaute








A chaque membre O
i
est associe un meta-objet M
i
appar-












intercepte cette invocation et diuse une
notication aux autres membres de la meta-communaute.






transmettent l'invocation a leurs objets reexifs.
Ces concepts ont ete mis en uvre dans le cadre de Open C++, une extension du langage
C++. Des constructions syntaxiques ont ete ajoutees au langage initial pour declarer une classe
d'objets reexifs, une methode reexive ou une classe de meta-objets. De plus, dierentes sous-
classes de OcCoreMetaObj ont ete denies an de mettre en uvre d'autres abstractions utiles
pour la programmation repartie (par ex. les transactions).
Parmi les exemples presentes dans cette section, Open C++ propose les mecanismes les plus
aboutis pour encapsuler la pluralite. L'intere^tmajeur de cette approche reside dans la distinction
des deux niveaux d'objets. Cette distinction permet de conner les aspects lies a la distribution
et a la pluralite au sein des meta-objets. La programmation des objets du premier niveau n'est
donc pas aectee par ces aspects.
Cependant, certains points restent obscurs. Bien que les auteurs decrivent le caractere dy-
namique d'une meta-communaute, le cas de la defaillance d'un membre de la meta-communaute
n'est pas evoque. D'autre part, il n'est pas possible d'invoquer directement une communaute
d'objets. En eet, la notion de mandataire n'existe pas. Pour invoquer une communaute
d'objets, un objet client doit invoquer explicitement un membre de la communaute.

A partir de
la, le meta-objet associe diuse une notication aux autres membres de la meta-communaute.
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3.5 Vers une encapsulation des strategies de duplication
Cette section presente quatre exemples de travaux consacres a l'encapsulation des strategies de
duplication.
3.5.1 Objets fragmentes dans SOS
Un objet fragmente (fragmented object) [Makpangou 92] est presente par ses auteurs comme
une extension du concept d'objet aux systemes repartis. Un objet fragmente peut e^tre aborde
selon deux points de vue. D'un point de vue externe, un objet fragmente appara^t comme un
seul objet monolithique. D'un point de vue interne, un objet fragmente est constitue par un
ensemble de fragments repartis sur plusieurs nuds et interconnectes par des objets liens. Les
fragments (fragments) d'un objet fragmente sont des objets ordinaires appartenant a une me^me
classe. Un objet lien (connective object) est lui-me^me un objet fragmente. Il met en uvre la
communication entre les fragments de l'objet fragmente dont il fait partie.
Pour invoquer un objet fragmente, un objet client s'adresse a un fragment interface residant sur
le me^me nud. Ce fragment interface correspond exactement a la denition d'un mandataire.
Le fragment interface transmet eventuellement
1
l'invocation aux autres fragments via les objets
liens, puis il retourne une reponse au client. En eet, le protocole adopte par les fragments
pour le traitement d'une invocation est conditionne par la classe des fragments. Le modele est
susamment exible pour imaginer dierentes strategies de coordination entre les fragments
d'un objet fragmente.
Le modele a objets fragmentes a ete utilise [Gourhant 92] pour mettre en uvre des objets
dupliques. Un objet duplique est un objet fragmente constitue par plusieurs fragments appeles
copies et par trois objets liens: un canal de duplication, un canal de journalisation et une
memoire stable. Une copie (replica) est composee par deux objets: un objet donnee et un objet
interface. L'objet donnee (data object) correspond a l'etat de la copie. L'objet interface
(interface object) gere l'interaction avec les clients locaux.
Lorsqu'un objet client invoque un objet duplique, deux scenarios sont possibles, selon qu'il existe
ou non une copie sur le nud du client. S'il existe une copie locale, l'objet interface joue le ro^le
de mandataire de l'objet fragmente. Sinon, un mandataire est explicitement cree sur le nud du
client. Lorsqu'il recoit une invocation, un objet interface peut la transmettre a l'objet donnee,
au canal de journalisation ou aux autres fragments via le canal de duplication. Ces choix sont
determines par la strategie de duplication de l'objet fragmente.
Le canal de duplication (replicating channel) est lui-me^me constitue par deux objets liens: un
canal de diusion et un protocole de synchronisation. Le canal de diusion (multicast channel)
permet d'assurer la communication entre les copies. Selon sa classe, il ore dierentes garanties
en termes d'ordonnancement de messages et d'atomicite. Le protocole de synchronisation
(synchronization protocol) est charge de garantir la coherence des copies. Selon sa classe, il met
en uvre des mecanismes comme un verrou reparti ou un jeton reparti.
Le canal de journalisation (logging channel) est lui-me^me un objet duplique. Il permet
de conserver la trace des modications eectuees sur les copies de l'objet duplique. Enn, la
memoire stable (reliable storage object) stocke l'etat des copies. Elle permet de mettre en
uvre des points de reprise utiles pour certaines strategies de duplication (par ex. la duplication
1
Une alternative consiste a traiter l'invocation localement.









Figure 3.6: Mise en uvre d'un objet duplique a l'aide d'un objet fragmente
La gure 3.6 donne un exemple d'objet duplique realise a l'aide du concept d'objet fragmente.
Cet objet duplique possede deux copies. Chaque copie est constitue par un objet interface,
etiquete I
i
, et par un objet donnee, etiquete D
i
. Pour invoquer cet objet duplique, un client
C invoque I
1
, l'objet interface qui reside sur le me^me nud que lui. Selon la strategie de
duplication, l'objet interface I
1
invoque son objet donnee D
1
et/ou transmet cette invocation
aux autres copies par l'intermediaire du canal de duplication.
Les objets fragmentes ont ete mis en uvre dans FOG (Fragmented Object Generator) une ex-
tension au langage C++. Cette extension denit un langage de description d'un objet fragmente
et une hierarchie de classes d'objets fragmentes de base. La description d'un objet fragmente
en langage FOG est traduite en C++ par un compilateur specique a FOG.
Les auteurs de [Gourhant 92] arment que les objets fragmentes sont adaptes a la mise en uvre
d'objets dupliques. Ils insistent surtout sur la exibilite du modele en decrivant les dierentes
possibilites oertes par les objets fragmentes. Toutefois, plusieurs aspects importants ne sont
pas detailles. En particulier, on ne sait pas si le modele supporte la duplication de cs-composants
(i.e. des objets a la fois clients et serveurs). Le seul exemple mentionne dans [Gourhant 92]
concerne un s-composant. D'autre part, il n'est rien dit sur la mise en uvre d'une strategie
de duplication particuliere. Enn, les problemes lies a l'occurence de defaillances ne sont pas
abordes.
3.5.2 Groupes d'interfaces dans ANSA
ANSA (Advanced Networked Systems Architecture) est une proposition d'architecture orientee-
objets pour systemes repartis heterogenes, developpee dans le contexte du projet ESPRIT
ISA [ANSA 91]. Cette proposition denit la notion de groupe d'interfaces pour encapsuler la
duplication dans le modele objet. Un groupe d'interfaces (interface group) [Olsen 91] est un
regroupement de plusieurs interfaces fournissant l'abstraction d'une interface unique. L'objectif
vise est de permettre a un ensemble d'objets d'e^tre invoques (ro^le de serveur) et d'invoquer (ro^le
de client) comme si cet ensemble n'etait qu'un seul et me^me objet.
Une interface (interface) est un point d'acces aux services fournis par un objet. Pour invoquer
un objet O, un client doit invoquer l'interface
2
de O. Celle-ci peut e^tre vue comme un objet
specialise charge de contro^ler les invocations destinees a O.
2
En realite, un objet O peut avoir plusieurs interfaces distinctes. Cette possibilite n'est pas envisagee ici an
de simplier l'explication.
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Un groupe d'interfaces a une structure complexe. Outre ses membres, il comporte plusieurs
entites necessaires au fonctionnement du groupe. On peut distinguer les entites associees a
chaque membre du groupe, et les entites associees a chaque mandataire du groupe.

A chaque
membre d'un groupe d'interfaces, est associe un agent (member agent) charge d'intercepter les
reque^tes destinees a ce membre. Le ro^le d'un agent consiste a ltrer les reque^tes multiples (cf. le
probleme du nombre variable de reque^tes evoque a la section 2.4.2), a communiquer avec les
autres agents pour garantir que chaque membre du groupe recoit la me^me sequence de reque^tes
(ordre total), et a detecter les defaillances des autres agents.
Un mandataire d'un groupe d'interfaces est constitue par une interface de groupe, une interface
de gestion, un distributeur et un collecteur. L'interface de groupe (group interface) est chargee
de receptionner les reque^tes concernant les services fournis par le groupe d'interfaces. Tout client
d'un groupe d'interfaces invoque l'interface de groupe pour obtenir un service. L'interface de
gestion (management interface) est chargee de receptionner les reque^tes concernant la gestion
de la composition du groupe (par ex. ajouter un membre, retirer un membre, etc.). Cette
interface n'est accessible qu'aux clients pouvant agir sur la composition du groupe.
Le distributeur (distributor) est charge de diuser toute reque^te provenant de l'interface de
groupe a tous les membres du groupe. Le collecteur (collator) est charge de recuperer toutes les
reponses provenant des membres du groupe, an de construire une reponse unique (probleme du
nombre variable de reponses) et de la transmettre a l'interface de groupe. Ce dernier transmet
















Figure 3.7: Un exemple de groupe d'interfaces
La notion de groupe d'interfaces a ete utilisee pour mettre en uvre deux strategies de dupli-
cation: la duplication active et la duplication passive. La duplication active necessite essen-
tiellement que toutes les copies d'un objet duplique percoivent la me^me sequence de reque^tes.
Cette contrainte est assuree a la fois par le distributeur (diusion) et par les agents (ordre total)
associes a chacun des membres d'un groupe d'interfaces. Les multiples reponses a une reque^te
generees par les copies d'un objet duplique activement sont ltrees par le collecteur associe a
tout mandataire. La duplication passive necessite essentiellement un mecanisme permettant a
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la copie primaire de diuser son etat aux copies secondaires dans un but de synchronisation. Le
distributeur peut e^tre utilise a cet eet. La detection de la defaillance de la copie primaire et
l'election d'une nouvelle copie primaire sont pris en charge par les agents.
La gure 3.7 donne un exemple de groupe d'interfaces mettant en uvre la duplication active




. Un membre du groupe d'interfaces




. Chaque membre In
i
contro^le les acces a la copie O
i
. De plus, un agent Ag
i
est associe a chaque membre In
i
.
Pour invoquer le groupe d'interfaces, un client C s'adresse au mandataire du groupe. Ce dernier
est compose par une interface de groupe IGr, une interface de gestion IGe, un collecteur Co et
un distributeur Di.
Lorsque C invoque IGr, celle-ci transmet l'invocation au distributeur Di. Ce dernier transmet






transmet l'invocation au membre In
i
. Ce
dernier invoque la copie O
i
puis transmet la reponse qu'il obtient a l'agent Ag
i
. Le collecteur
Co ltre les reponses redondantes que lui transmettent les Ag
i
. Puis, il transmet la reponse au
client C via l'interface IGr.
La notion de groupe d'interfaces a ete partiellement mise en uvre dans un prototype ecrit en
langage C [Kernighan 77]. De facon surprenante, la programmation de ce prototype n'est pas
orientee-objet. Le prototype est constitue par un pre-processeur, des bibliotheques de sous-
programmes et par un outil de conguration. Pour denir un groupe d'interfaces, le pro-
grammeur doit le declarer en utilisant une syntaxe ad hoc. Au moment de la compilation,
le pre-processeur traduit cette declaration en appels a des sous-programmes contenus dans les
bibliotheques.
En outre, la composition de chaque groupe d'interfaces est speciee de maniere interactive
pendant l'execution, a l'aide de l'outil de conguration. En d'autres termes, la composition
d'un groupe d'interfaces n'est pas geree automatiquement par le prototype. La communication
est basee sur GEX, une extension du protocole REX [Otway 87], qui integre un protocole de
diusion totalement ordonnee base sur la transmission d'un jeton [Chang 84].
L'approche adoptee par ANSA pour encapsuler la duplication est interessante. Selon ses au-
teurs elle s'inspire fortement du modele deni par la norme ODP (Open Distributed Process-
ing) [Taylor 92]. Cette approche considere d'emblee l'ensemble des problemes en envisageant des
clients et des serveurs dupliques, et plusieurs strategies de duplication. Toutefois, bien que le con-
cept de groupe d'interfaces soit decrit precisement, la prise en compte des dierentes strategies
de duplication n'est pas clairement expliquee. Aucun exemple ne decrit en detail l'invocation
d'un objet duplique par un autre objet duplique. Par ailleurs, le probleme des defaillances
n'est pas pris en compte de maniere satisfaisante: l'evolution de la composition d'un groupe en
fonction des defaillances et de l'arrivee de nouveaux membres n'est pratiquement pas decrite.
3.5.3 Objets dupliques dans ARJUNA
ARJUNA [Shrivastava 94] est un ensemble d'outils logiciels destines a la programmation ori-
entee-objets d'applications reparties et tolerantes aux fautes. Le modele de programmation
deni par ARJUNA est base sur des transactions imbriquees manipulant des objets persistants
3
.
En d'autres termes, l'invocation d'un objet se fait toujours dans le contexte d'une transaction
3
Un objet persistant se caracterise par une longue duree de vie. Il est stocke en memoire non volatile lorsqu'il
n'est pas utilise et charge en memoire volatile au moment de son utilisation.
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(ou d'une sous-transaction). Les auteurs de ARJUNA ont mis en uvre la duplication active et
la duplication passive pour permettre au programmeur de garantir la tolerance aux fautes des
objets critiques de son application.
Ces strategies de duplication s'appuient sur des mecanismes fournis par le service de designation
de ARJUNA (appele binding module) et par son service d'invocation a distance (appele RPC
module). Le service de designation assure la correspondance entre l'identicateur d'un objet
et l'adresse d'un objet. L'identicateur est global (connu par toutes les machines ou ARJUNA
s'execute) et independant de la localisation de l'objet. Par contre, l'adresse d'un objet permet
de localiser precisement la representation physique d'un objet.
Un objet duplique est considere comme un objet ayant plusieurs representations, reparties sur
plusieurs machines. Chaque representation correspond a une copie de l'objet. En d'autres
termes, les copies d'un objet duplique forment un groupe d'objets. Le groupe est designe dans
son ensemble a l'aide de l'identicateur de l'objet tandis que chaque copie est designee par
son adresse. L'association entre l'identicateur d'un objet et la liste des adresses de ses copies
est conservee dans la GVD (Group View Database), un objet duplique particulier gere par le
service de designation. Le service d'invocation a distance permet de diuser une invocation a
tous les membres non defaillants d'un groupe d'objets. Ce service est base sur rel=REL
fifo
, un
protocole de diusion able assurant l'ordre FIFO.
Pour invoquer un objet O duplique passivement, la transaction associee commence par deter-
miner l'adresse de la copie primaire a partir de la liste des copies de O, contenue dans la GVD.
Si la copie primaire est defaillante, une des copies secondaires est choisie comme nouvelle copie
primaire. L'ancienne copie primaire est marquee comme defaillante dans la GVD et l'invocation
est eectuee sur la nouvelle copie primaire. Des que la transaction a trouve une copie primaire
operationnelle, l'invocation de O est eectuee sur cette copie. Puis, la transaction met a jour
les copies secondaires accessibles a partir de la copie primaire. Avant de valider, la transaction
marque toutes les copies secondaires inaccessibles comme defaillantes dans la GVD. En dernier
lieu, le resultat de l'invocation est transmis au client. Si la copie primaire defaille pendant
l'invocation, la transaction est annulee et la copie primaire est marquee comme defaillante dans
la GVD.
L'invocation d'un objet O duplique activement se fait de facon similaire. La dierence reside
essentiellement dans le fait qu'il faut realiser l'invocation sur toutes les copies non defaillantes
de O. Chaque copie est invoquee dans une sous-transaction. Si une copie defaille, la sous-
transaction associee est annulee. Lors de la validation de la transaction englobante, la GVD est
mise a jour an de tenir compte des copies defaillantes.
La denition de la duplication active exige que chaque copie de O percoive la me^me sequence
d'invocations. Comme le protocole de diusion du service d'invocation a distance n'assure pas
l'ordre total, les copies de O ne recoivent pas la me^me sequence d'invocations. La contrainte
est assuree par le contro^le des invocations concurrentes que mettent en uvre les methodes
denies par la classe de O. Chaque methode invoquee se charge d'acquerir le verrou necessaire
au traitement qu'elle va eectuer. Dans le cas d'un objet duplique activement, une invocation
n'est eectuee que si toutes les copies ont pu e^tre verrouillees. Ainsi, lorsque des invocations
concurrentes parviennent dans des ordres dierents aux copies de O, chaque invocation ne ver-
rouille que les copies qu'elle a atteint avant les autres invocations. Par consequent, toutes les
invocations echouent et les transactions associees sont annulees.
ARJUNA est programme en C++ et s'execute au-dessus de UNIX et de TCP/IP. Les outils qu'il
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fournit au programmeur sont essentiellement des classes ecrites en C++ et un pre-processeur qui
genere du C++. Ces classes mettent en uvre les dierents services de ARJUNA (gestion de
transactions, designation, persistance et invocation a distance). La repartition et la duplication
sont cachees au programmeur: un objet duplique est invoque avec la syntaxe C++ habituelle et
le pre-processeur se charge de generer le code C++ necessaire (par ex. acces a la GVD, diusion
d'un message, etc.).
Les auteurs de ARJUNA ne decrivent que la duplication des serveurs. Ils envisagent [Little 91,
Shrivastava 94] pourtant qu'un objet duplique puisse en invoquer un autre.

A ce propos, ils
evoquent l'existence d'un mecanisme de ltrage, integre au protocole rel=REL
fifo
, dont l'objec-
tif est de regler le probleme du nombre variable de reque^tes, dans le cas d'un client duplique
activement. Plus generalement, l'interaction entre des objets dupliques avec des strategies
dierentes n'est jamais decrite. Ainsi, ARJUNA ne realise que partiellement l'encapsulation
de la pluralite et l'encapsulation des strategies de duplication.
3.5.4 Systemes a objets bases sur ISIS
Plusieurs auteurs ont choisi de developper un modele objet au-dessus du logiciel ISIS (voir
section 2.6.1). Cette approche consiste a denir une interface objet au concept de groupe de
processus deni par ISIS.
Groupes d'objets et RDOM
En fondant la societe IDS (Isis Distributed Systems) en 1988, les concepteurs d'ISIS ont vite
compris l'intere^t de denir une interface orientee-objets a leur logiciel. Outre l'adequation
technique des objets aux systemes repartis, le \boom" commercial que conna^t actuellement
l'approche orientee-objets etait de bonne augure pour cette jeune societe. Les activites d'IDS
dans ce contexte ont ete menees sur deux fronts. D'une part, le logiciel RDOM (Reliable
Distributed Object Manager) a ete developpe. D'autre part, une proposition d'integrer les
groupes d'objets a la norme CORBA 2.0 a ete faite.
La norme CORBA (Common Request Broker Architecture) est une proposition d'architecture
orientee-objet pour les systemes repartis heterogenes. Son objectif est donc le me^me que celui
de ANSA. Alors que ANSA s'appuie sur la norme ODP denie par l'ISO, CORBA est une
norme denie de facon independante par OMG (Object Management Group) un groupe de
constructeurs informatiques (essentiellement DEC, HP, Sun, NCR). Une premiere proposition
(CORBA 1.0) [OMG 91] a ete faite en 1991 dans laquelle il n'y avait aucune reference au
probleme de la duplication et de la tolerance aux fautes en general. Une seconde proposition
(CORBA 2.0) [OMG 95] a vu le jour en mai 1995 dans laquelle un concept de transactions a
ete integre.
Cependant, la duplication est toujours absente de CORBA. Pourtant, IDS a publie en 1993 une
proposition d'integration du concept de groupe a CORBA [IDS 93]. Cette integration consiste
a etendre l'ORB (Object Request Broker), la couche de communication de CORBA, avec des
mecanismes mettant en uvre la notion de groupe d'objets (object groups). Dans cette
proposition, un groupe d'objets doit appara^tre comme un seul objet, aussi bien comme client
que comme serveur. Le probleme de l'encapsulation de la pluralite est donc le souci majeur
de cette proposition. Les strategies de duplication ne sont pas explicitement mentionnees, mais
IDS fait reference a tous les outils fournis par ISIS (multicasts, changement de vue, etc.) qui
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permettent de mettre en uvre ces strategies.
Parallellement a sa proposition, IDS a developpe RDOM, un logiciel realisant une interface
a ISIS, orientee-objets et compatible CORBA. Ce logiciel consiste en un ensemble de classes
d'objets permettant au programmeur d'utiliser les fonctionnalites d'ISIS. Pour l'essentiel, ces
classes font appel aux fonctions et aux procedures denies dans les bibliotheques fournies par
ISIS. Les classes de RDOM existent pour plusieurs langages orientes-objets, notamment pour
Smalltalk et C++. Bien que RDOM se veut e^tre une concretisation de la proposition de IDS,
ce logiciel ne met pas en uvre tous les elements de la proposition. Notamment, le concept de
groupe deni dans ISIS (et dans RDOM) n'est pas concu pour des objets clients. Dans RDOM,
la pluralite n'est donc pas encapsulee completement.
ELECTRA
ELECTRA [Maeis 95] est un environnement ecrit en C++ destine a la programmation ori-
entee-objets d'applications reparties et tolerantes aux fautes. Cet environnement respecte la
norme CORBA et denit un ensemble de classes d'objets fournissant des abstractions utiles aux
programmeurs d'applications. Ces abstractions (groupes d'objets, multicasts, etc.) sont essen-
tiellement les me^mes que celles proposees par ISIS, mais adaptees a des objets. Par consequent,
ELECTRA n'apporte pas de meilleures solutions que RDOM au probleme de l'encapsulation de
la duplication.
Les classes denies par ELECTRA utilisent les services d'une machine virtuelle qui constitue
la couche basse de ELECTRA. Cette machine virtuelle permet aux applications programmees
avec ELECTRA, d'e^tre independantes des services repartis sur lesquels se base ELECTRA. En
eet, pour mettre en uvre ses abstractions, ELECTRA utilise une plate-forme de services
repartis existante, telle que ISIS ou HORUS [Renesse 94]. Selon les concepteurs d'ELECTRA,
l'utilisation d'une plate-forme particuliere ne demande que l'ecriture d'un adaptateur (adap-
tor), un module d'interface entre la machine virtuelle et la plate-forme. Cette modularite est
certainement le meilleur atout de ELECTRA.
P3200
P3200 [Eychenne 93] est un systeme de supervision de processus industriels concu en termes
d'objets et developpe en Objective-C [Pinson 91]. Pour garantir la tolerance aux fautes du
systeme, les objets critiques sont dupliques activement. La duplication est basee sur des groupes
d'objets realises a partir des groupes de processus fournis par ISIS. Les seuls objets dupliques
sont des s-composants. Comme dans les deux exemples precedents, la semantique des groupes
d'objets suit scrupuleusement celle des groupes de processus denie dans ISIS. Par consequent,
la pluralite n'est encapsulee que partiellement. Comme seule la duplication active est consideree,
le probleme de l'encapsulation des strategies de duplication n'est pas aborde.
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3.6 Conclusion
Resume
L'approche orientee-objets consiste a concevoir un systeme informatique comme un ensemble
d'objets communiquant a l'aide d'invocations. Elle est fondee sur la notion de type abstrait et
consiste en quatre concepts principaux: la classe, l'instanciation, l'encapsulation et l'heritage.
La notion d'objet est particulierement adaptee a la conception de systemes repartis. Cette
adequation provient essentiellement de la propriete d'encapsulation des objets et de leur mode
d'interaction par invocations, qui correspond exactement au modele client-serveur. L'intere^t
d'adopter une approche orientee-objets pour la conception d'un systeme reparti, reside surtout
dans les possibilites oertes par cette approche pour la reutilisabilite du logiciel. Cet aspect
est particulierement important dans un systeme reparti car les problemes les plus complexes
(comme la tolerance aux fautes par duplication) et leurs solutions sont souvent independants du
domaine d'application du systeme. Par consequent, les solutions peuvent e^tre avantageusement
reutilisees d'un systeme reparti a l'autre.
La modelisation d'un objet duplique consiste a resoudre le probleme de l'encapsulation de la
duplication. Ce probleme n'est pas trivial. Il consiste a encapsuler la pluralite, et a encapsuler les
strategies de duplication. Encapsuler la pluralite consiste a cacher, aux clients et aux serveurs
d'un objet duplique O, le fait que O est un ensemble de copies O
i
, localisees sur des nuds
distincts. Encapsuler les strategies de duplication consiste a cacher, aux clients et aux serveurs
d'un objet duplique O, le protocole utilise pour communiquer avec les copies de O.
Comme le montre ce chapitre, de nombreux auteurs se sont interesses a la modelisation d'objets
dupliques. Certains se sont consacres uniquement a l'encapsulation de la pluralite, alors que
d'autres ont aussi essayer d'encapsuler les strategies de duplication. Les solutions proposees
sont souvent interessantes mais incompletes. L'etude de ces solutions permet cependant de
mieux cerner les problemes poses par la prise en compte de la duplication dans le modele objet.
Commentaires
Ce chapitre a presente le second volet du contexte dans lequel s'inscrit ce travail de these. Il a
permis notamment d'isoler les problemes qui sont etudies en details au chapitre suivant. De plus,
l'etude des travaux eectues par d'autres auteurs ont inspire les solutions decrites au chapitre 5.
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Chapitre 4
L'invocation entre objets dupliques:
analyse et modelisation
4.1 Introduction
Ce chapitre analyse les problemes poses par l'invocation entre objets dupliques et propose une
modelisation originale de l'invocation entre objets dupliques.
Presentation generale
L'invocation entre objets dupliques pose le probleme de l'encapsulation de la duplication. Cette
appelation generique regroupe les dicultes liees a l'integration de la notion de duplication avec
celle d'invocation, et les dicultes liees a la prise en compte des defaillances.
Un objet duplique O peut e^tre deni comme un groupe de copies O
i
dont la coherence est geree
par la strategie de duplication de O. La notion d'invocation denit un schema de communication
\reque^te-reponse" entre un client et un serveur. Elle ne peut donc pas e^tre utilisee directement
pour exprimer la communication entre un groupe de copies clientes et un groupe de copies
serveurs. Pourtant, si l'on considere que la duplication d'un objet O est une caracteristique de
cet objet (au me^me titre que la persistance, par exemple), il est legitime de vouloir utiliser la
notion d'invocation pour exprimer la communication entre objets dupliques.
Pour atteindre cet objectif, on cherche a encapsuler la duplication c.-a-d. a rendre la duplication
de tout objet O completement transparente aux objets communiquant avec O. Encapsuler la
duplication d'un objet O consiste a encapsuler la pluralite de O et la strategie de duplication
de O.
Encapsuler la pluralite de O consiste a rendre transparent, aux interlocuteurs de O, le fait que O
n'est pas un seul objet mais un groupe d'objetsO
i
, repartis sur plusieurs nuds. L'encapsulation
de la pluralite permet de garantir que le schema de communication entre O et ses interlocuteurs,
est independant de la composition du groupe des O
i
.
Encapsuler la strategie de duplication de O consiste a rendre transparent, aux interlocuteurs
de O, le protocole utilise pour maintenir la coherence des O
i
. L'encapsulation de la strategie
de duplication de O permet de garantir que le schema de communication entre O et ses inter-
locuteurs, est independant du protocole specique a chaque strategie de duplication. De cette
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facon, le choix de la strategie de duplication pour un objet O n'a pas d'inuence sur la facon de
communiquer avec O.
La duplication du client et du serveur vise a garantir le bon deroulement d'une invocation malgre
l'occurence de defaillances aectant les copies du serveur et/ou du client
1
. Par consequent, il est
crucial de prendre en compte les defaillances dans la modelisation du probleme de l'encapsulation
de la duplication.
Dans un systeme reparti asynchrone, l'absence de bornes sur les delais de communication ne
permet pas de detecter avec certitude les defaillances des objets. Il est alors necessaire d'utiliser
des abstractions (par ex. les groupes d'objets et les detecteurs de defaillances) qui expriment
des informations approximatives sur les defaillances.
Organisation
Le reste du chapitre est organise comme suit. La section 4.2 presente les hypotheses sur lesquelles
se base cette etude. La section 4.3 analyse le probleme de l'encapsulation de la duplication
et propose une specication de l'invocation entre objets dupliques, basee sur une modelisation
symetrique. La section 4.4 etend cette specication an de prendre en compte les defaillances. La
section 4.5 applique la specication aux quatre strategies de duplication, presentees au chapitre 2.
La section 4.6 conclut le chapitre.
4.2 Hypotheses de base
La section 4.2.1 presente les hypotheses relatives au systeme reparti. La section 4.2.2 presente
les hypotheses relatives aux objets.
4.2.1 Hypotheses relatives au systeme reparti
Processus, canaux et objets
Cette etude s'applique a des objets dupliques dans le contexte d'un systeme reparti asyn-
chrone (cf. section 2.3.1). Le systeme reparti est modelise par un ensemble de processus
s'executant sur des nuds distincts. Chaque paire de processus est connectee par un canal
able.
L'espace memoire de chaque processus du systeme contient des objets. On appelle processus
ho^te (host process) de l'objet O, le processus qui contient O dans son espace memoire.
Defaillance d'un processus
Les processus sont uniquement aectes par des defaillances par arre^t. Un processus defaillant
est un processus qui s'arre^te de fonctionner de facon impromptue. La defaillance d'un processus
est denitive: un processus qui redemarre est considere comme un nouveau processus.
1
Jusqu'a un certain point determine par la strategie de duplication, le taux de duplication, le type de
defaillances et la qualite des informations sur les defaillances.
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Les fautes pouvant causer la defaillance d'un processus sont de nature logicielle (par ex. un \bug"
dans le programme du processus) ou de nature materielle (par ex. une panne d'un composant
electronique constituant le nud).
Defaillance d'un canal
Les canaux sont aectes uniquement par des defaillances par omission. Un canal defailllant
perd les messages qu'il est charge de transporter. Contrairement aux defaillances aectant les
processus, les defaillances aectant les canaux sont temporaires: le fonctionnement d'un canal
alterne entre un comportement correct et un comportement defaillant.
Les fautes pouvant causer la defaillance par omission d'un canal sont de nature materielle (par
ex. une panne physique du reseau: on suppose dans ce cas que la panne est reparee dans un
delai ni) ou de nature logicielle (par ex. saturation des tampons stockant les messages emis ou
recus).
Defaillance d'un objet
Soient un objet O, et son processus ho^te p. La defaillance de O equivaut a la defaillance de
p. Si p est defaillant, alors tout objet O residant dans l'espace memoire de p est defaillant.
Reciproquement, si O est defaillant, alors le processus p est defaillant.
4.2.2 Hypotheses relatives aux objets
Designation des objets






g l'ensemble des copies de l'objet O.
Le processus ho^te de chaque copie de O est distinct de celui des autres copies. On assure ainsi
que les copies de O defaillent independemment les unes des autres.
L'identicateur O designe un objet logique (ou conceptuel) dont l'etat est represente par les ob-
jets physiques (ou reels) appartenant a copies(O). L'identicateur O
i
designe un objet physique
modelisant une copie de l'objet logique O.
Les identicateurs d'objets (logiques et physiques) sont uniques et globaux a tout le systeme
reparti.

A partir de l'identicateur d'un objet logique, il est possible d'obtenir la liste des
identicateurs des objets physiques correspondants. Inversement, a partir de l'identicateur
d'un objet physique, il est possible de retrouver l'identicateur de l'objet logique correspondant.
L'invocation d'un objet duplique O consiste en l'invocation d'une ou plusieurs copies de O. Pour
invoquer O, il sut de conna^tre l'identicateur O, a partir duquel on obtient les identicateurs
des copies de O que l'on souhaite invoquer.
Invocations, reque^tes, reponses et messages
Une invocation a ete denie a la section 2.4.1 comme une interaction reque^te-reponse entre un
client et un serveur. Une invocation comporte trois phases:
1. transmission de la reque^te: le client transmet la reque^te au serveur;
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2. traitement de la reque^te: le serveur traite la reque^te et produit une reponse;
3. transmission de la reponse: le serveur transmet la reponse au client.
Une reque^te d'invocation est constituee par:
 un identicateur unique d'invocation;
 l'identicateur de l'objet client emettant la reque^te;
 l'identicateur de l'objet serveur auquel la reque^te est destinee;
 le nom et les parametres de l'operation que le serveur doit executer.
Une reponse a une invocation est constituee par:
 l'identicateur unique de l'invocation;
 la valeur de la reponse.
Lorsque des objets dupliques interagissent, pour une me^me invocation, il peut exister plusieurs
exemplaires de la reque^te et/ou de la reponse. Par consequent, on adoptera les notations sui-
vantes. Soient C et S deux objets dupliques tels que C invoque S. On designe par  la reque^te
d'invocation et par  la reponse.
Si plusieurs copies de C invoquent S, chaque copie de S recoit plusieurs exemplaires de la reque^te
. Chaque exemplaire de  est identique. Lorsque c'est necessaire, on distinguera l'exemplaire
de la reque^te  envoye par la copie C
i
, en le notant (C
i
). De facon analogue, on notera (S
j
)
l'exemplaire de la reponse  envoye par la copie S
j
.
Un exemplaire d'une reque^te (ou d'une reponse) est un message transmis par un objet emetteur
vers un objet destinataire. La transmission d'un message comporte les etapes suivantes:
1. emission du message: l'objet emetteur cone le message au canal en utilisant une primitive
de communication;
2. transport du message: le canal achemine le message vers le nud de l'objet destinataire;
3. reception du message: le message est recu sur le nud du destinataire mais celui-ci n'a
pas encore connaissance du message;
4. delivrance du message: le message est remis a l'objet destinataire.
La distinction entre la reception et la delivrance d'un message permet d'intercaler un traitement
eventuel (par ex. ignorer certains messages, traiter les messages dans un ordre dierent de l'ordre
de reception, etc.) entre le moment ou un message est recu sur un nud, et le moment ou le
message est traite par son destinataire.
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4.3 Encapsulation de la duplication
Cette section analyse le probleme de l'encapsulation de la duplication sans considerer les defail-
lances
2
. La section 4.3.1 etudie quelques exemples d'invocation an d'identier precisement les
problemes. Ces exemples sont bases sur la modelisation asymetrique usuelle de l'invocation.
La section 4.3.2 propose une classication de ces problemes et montre que cette modelisation
ne permet pas d'exprimer completement le probleme de l'encapsulation de la duplication. Par
consequent, la section 4.3.3 propose une modelisation symetrique comme alternative. La sec-
tion 4.3.4 presente une specication, basee sur cette modelisation symetrique.
4.3.1

Etude de quelques exemples
L'etude de quelques exemples permet de mieux cerner le probleme de l'encapsulation de la
duplication. Ces exemples illustrent l'invocation d'un serveur S par un client C. On considere
trois cas:
1. seul le serveur S est duplique;
2. seul le client C est duplique;
3. le client C et le serveur S sont tous deux dupliques.
Dans chacun des cas, la strategie de duplication de C et/ou de S est soit la duplication active,
soit la duplication passive. Ces deux strategies denissent chacune une approche caracteristique
de la duplication, et susent pour illustrer les problemes. En eet, la duplication semi-active
et la duplication coordinateur-cohorte sont des strategies hybrides, derivees des deux autres
strategies.
Duplication du serveur
La gure 4.1 presente deux exemples correspondant au premier cas: seul le serveur S est duplique







Duplication active La gure 4.1-a correspond au cas ou S est duplique activement. Elle
illustre le principe de la duplication active, enonce a la section 2.5.2:
 delivrance des reque^tes: toutes les copies delivrent la me^me sequence
3
de reque^tes ;
 traitement des reque^tes: toutes les copies traitent de maniere deterministe
4
;
 emission des reponses: toutes les copies emettent la me^me sequence de reponses.
2
Les problemes lies aux defaillances sont traites a la section 4.4.
3
Une sequence est un ensemble totalement ordonne. Les copies delivrent les me^mes reque^tes dans le me^me
ordre.
4
Un traitement deterministe produit toujours le me^me resultat a partir des me^mes donnees. Par consequent,
pour une reque^te donnee, toutes les copies produisent la me^me reponse

















Figure 4.1: Duplication du serveur: a. active, b. passive
Lorsqu'il invoque le serveur S, le client C transmet la reque^te  (eche en trait continu) a toutes
les copies de S. Le principe de la duplication active precise que toutes les copies de S doivent
delivrer la me^me sequence de reque^tes. Par consequent, le client C transmet la reque^te  a
l'aide d'un multicast garantissant l'ordre total.
Chaque S
i
eectue le traitement (rectangle transparent) de la reque^te , construit un exemplaire
de la reponse , puis transmet cet exemplaire (eche en trait discontinu) au client C. Par
consequent, le client C recoit trois exemplaires de la reponse .
Duplication passive La gure 4.1-b correspond au cas ou S est passivement duplique. Elle
illustre le principe de la duplication passive, enonce a la section 2.5.3:
 delivrance des reque^tes: la copie primaire est la seule a delivrer les reque^tes ;
 traitement des reque^tes: la copie primaire est la seule a traiter les reque^tes ;
 emission des reponses: la copie primaire est la seule a emettre les reponses .
Sur cet exemple, la copie primaire est S
1
. Lorsqu'il invoque le serveur S, le client C transmet
la reque^te  a une seule copie, la copie primaire S
1
. La copie primaire traite , construit un
exemplaire de la reponse , et le transmet au client C. Par consequent, le client C recoit un
seul exemplaire de la reponse .
Analyse de la duplication du serveur La duplication du serveur pose les problemes suiv-
ants:
 la designation du serveur;
 l'ordre de delivrance des reque^tes;
 le nombre variable de reponses.
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Le probleme de la designation du serveur peut e^tre resume par la question suivante: a quelles
copies de S, le client C doit-il transmettre la reque^te ? La reponse a cette question est
conditionnee par la strategie de duplication de S, car c'est elle qui determine l'ensemble des
copies de S qui doivent delivrer . Si S est duplique activement, toutes les copies de S doivent
delivrer . Si S est duplique passivement, seule la copie primaire doit delivrer . Lorsqu'il
transmet la reque^te au serveur S, le client C doit interpreter l'identicateur de l'objet logique S,
en fonction de la strategie de duplication de S. Si S est duplique activement, C doit considerer
toutes les copies de S. Si S est duplique passivement, C doit considerer uniquement la copie
primaire de S.
Le probleme de l'ordre de delivrance des reque^tes peut e^tre resume par la question suivante:
avec quelle garantie d'ordre, les copies de S doivent delivrer les reque^tes? Si S est duplique
activement, les copies de S doivent delivrer toutes les reque^tes dans le me^me ordre. Si S est
duplique passivement, le probleme ne se pose pas car la copie primaire est la seule a recevoir
les reque^tes. Lorsqu'il transmet la reque^te au serveur S, le client C doit choisir la primitive de
communication en fonction de la strategie de duplication de S.
Le probleme du nombre variable de reponses peut e^tre resume par la question suivante: combien
d'exemplaires de la reponse  le client C recoit-il? La reponse a cette question est conditionnee
par la strategie de duplication de S, car c'est elle qui determine l'ensemble des copies de S qui
transmettent un exemplaire de  a C. Si S est duplique activement, chaque S
i
transmet un
exemplaire de la reponse au client C. Si S est duplique passivement, seule la copie primaire
transmet la reponse  au client C. Quelque soit le nombre d'exemplaires de  qu'il recoit,
le client C ne doit en delivrer qu'un seul. Ceci en vertu du principe de l'invocation: a une
reque^te correspond une reponse. Lorsqu'il recoit un exemplaire de la reponse , le client C doit
interpreter cette reception en fonction de la strategie de duplication de S. Si S est duplique
activement, C doit verier qu'il n'a pas deja delivre un exemplaire de . Si S est duplique
passivement, le client C peut delivrer  immediatement.
Duplication du client
La gure 4.2 presente deux exemples correspondant au second cas: seul le client C est duplique et








A la section 2.5, le principe de chaque strategie de duplication
n'a ete deni que pour des objets serveurs. Pour appliquer ces strategies a des objets clients, il
sut d'extrapoler chaque denition en considerant le cas d'un cs-composant (i.e. un objet a la
fois client et serveur)
Sur la gure 4.2, il faut voir le client C comme un cs-composant. Le client C invoque S au
cours du traitement correspondant a l'invocation de C par O, un objet tiers, client de C, et non
represente sur la gure.
Duplication active La gure 4.2-a correspond au cas ou C est duplique activement. Selon
le principe de la duplication active, chaque C
i
traite la reque^te envoyee par O. Par consequent,
chaque C
i
transmet un exemplaire de la reque^te  au serveur S. Ce dernier recoit trois exem-
plaires de la reque^te ! Si S delivre et traite chaque exemplaire de , son etat risque de devenir
incoherent dans le cas ou le traitement de  n'est pas idempotent. Si S ne delivre que le premier
exemplaire qu'il recoit (c.-a-d. (C
1




risquent d'attendre indeniment une
reponse. En eet, les reponses ne sont transmises qu'aux emetteurs des reque^tes: ce principe
caracterise la modelisation asymetrique de l'invocation.


















Figure 4.2: Duplication du client: a. active, b. passive
Le probleme ci-dessus peut e^tre evite si S
1
delivre successivement chaque exemplaire de , mais
ne traite que le premier exemplaire. Sur la gure 4.2-a, S delivre et traite (C
1
). Au terme de
ce traitement, S transmet la reponse  a C
1




)), S ne refait





Duplication passive La gure 4.2-b correspond au cas ou C est duplique passivement. La
copie primaire est C
1
. Selon le principe de la duplication passive, seule la copie primaire traite
la reque^te envoye par O. Par consequent, la copie C
1
transmet la reque^te  au serveur S. Ce
dernier traite , construit la reponse , et transmet  a C
1
.
Analyse de la duplication du client La duplication du client pose le probleme du nombre
variable de reque^tes.
Ce probleme peut e^tre resume par la question: combien d'exemplaires de  le serveur S recoit-
il? La reponse a cette question est conditionnee par la strategie de duplication de C, car c'est
elle qui determine l'ensemble des copies de C qui transmettent un exemplaire de  a S. Si
C est duplique activement, chaque C
i
transmet la reque^te  au serveur S. Si C est duplique
passivement, seule la copie primaire transmet la reque^te  au serveur S. Dans tous les cas, S
ne doit traiter  qu'une seule fois an d'eviter les incoherences si le traitement de  n'est pas
idempotent. Lorsqu'il recoit un exemplaire de , le serveur S doit interpreter cette reception en
fonction de la strategie de duplication de C. Si C est duplique activement, S doit verier qu'il
n'a pas deja traite un exemplaire de . Si S est duplique passivement, le serveur S peut traiter
 immediatement.
Duplication du client et du serveur
La gure 4.3 presente quatre exemples correspondant au troisieme cas (le cas general): le client
C et le serveur S sont tous deux dupliques. Cette gure permet de recapituler les problemes
evoques precedemment en illustrant les quatre combinaisons possibles lorsque l'on considere
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la duplication active et la duplication passive. Le tableau 4.1 permet de retrouver la gure
correspondant a chaque combinaison.
serveur S
client C duplication active duplication passive
duplication active gure 4.3-a gure 4.3-b
duplication passive gure 4.3-c gure 4.3-d
Tableau 4.1: Duplication active, duplication passive: les quatre combinaisons possibles
Designation du serveur Le probleme de la designation du serveur depend de la strategie
de duplication du serveur S. Selon que le serveur S est duplique activement (cf. gure 4.3-a
et gure 4.3-c) ou passivement (cf. gure 4.3-b et gure 4.3-d), le client C doit transmettre la
reque^te a toutes les copies de S, ou bien uniquement a la copie primaire S
1
.
Ordre de delivrance des reque^tes Le probleme de l'ordre de delivrance des reque^tes depend
de la strategie de duplication du serveur S. Si le serveur S est duplique activement (cf. gure 4.3-
a et gure 4.3-c), le client C utilise une primitive de communication garantissant l'ordre total
pour transmettre les reque^tes a toutes les copies de S. Si le serveur S est duplique passivement
(cf. gure 4.3-b et gure 4.3-d), le client C transmet les reque^tes uniquement a la copie primaire,
et le probleme ne se pose pas.
Nombre variable de reponses Le probleme du nombre variable de reponses depend de la
strategie de duplication du serveur S. Selon que le serveur S est duplique activement (cf. g-
ure 4.3-a et gure 4.3-c) ou passivement (cf. gure 4.3-b et gure 4.3-d), le client C recoit
plusieurs exemplaires de la reponse ou bien un seul.
Nombre variable de reque^tes Le probleme du nombre variable de reque^tes depend de la
strategie de duplication du client C. Selon que le client C est duplique activement (cf. gure 4.3-
a et gure 4.3-b) ou passivement (cf. gure 4.3-c et gure 4.3-d), le serveur S recoit plusieurs
exemplaires de la reque^te ou bien un seul.
4.3.2 Classication des problemes rencontres
Le tableau 4.2 propose une classication de chaque probleme rencontre selon deux criteres:
 la phase de l'invocation durant laquelle le probleme se pose;
 le contexte plus general auquel le probleme est rattache.
Cette classication met en evidence l'asymetrie entre la transmission de la reque^te et la trans-
mission de la reponse. En d'autres termes, la transmission de la reponse n'est pas modelisee
comme une phase symetrique de la transmission de la reque^te. La grande majorite des travaux














































Figure 4.3: Duplication du client et du serveur: a. active-active, b. active-passive, c. passive-active,
d. passive-passive
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encapsulation encapsulation
de la pluralite des strategies de duplication
transmission de la reque^te designation du serveur nombre variable de reque^tes
ordre de reception des reque^tes
transmission de la reponse nombre variable de reponses
Tableau 4.2: Modelisation asymetrique: classication des problemes lies a l'encapsulation de la
duplication
decrits dans la litterature sont bases sur cette modelisation asymetrique de l'invocation entre
objets dupliques.
Le principal inconvenient de cette approche est qu'elle ne permet pas de poser tous les problemes
relatifs a l'encapsulation de la duplication. Pour s'en convaincre, il sut de mettre en regard les
problemes mis en evidence sur les exemples, avec les deux volets de l'encapsulation de la dupli-
cation, a savoir l'encapsulation de la pluralite et l'encapsulation des strategies de duplication.
Encapsulation de la pluralite
Encapsuler la pluralite d'un objet duplique O consiste a cacher aux objets communiquant avec
O, le fait que O est en realite un groupe d'objets repartis sur des nuds distincts.
Soit I , un objet (duplique ou non) participant (en tant que client ou serveur) a une invocation
avec l'objet duplique O. L'objet I doit percevoir le groupe des copies de O comme un tout. La
perception que l'objet I a de l'objet duplique O est determinee par le moyen que I utilise pour
designer O. Si ce moyen est independant de la composition du groupe des copies de O, et de
la strategie de duplication de O, la pluralite de O est encapsulee. Par consequent, le probleme
de l'encapsulation de la pluralite peut e^tre ramene au probleme de la designation d'un objet
duplique.
Si l'objet duplique O est serveur, pour transmettre une reque^te a O, le client I doit pouvoir
designer l'ensemble des copies de O qui delivrent les reque^tes. Cependant, cet ensemble varie
selon la composition du groupe de copies de O, et selon la strategie de duplication de O. Il
s'agit la du probleme de la designation du serveur. Par consequent, encapsuler la pluralite de O
correspond a resoudre le probleme de la designation du serveur.
Si l'objet duplique O est client, le serveur I transmet individuellement un exemplaire de la
reponse a chaque copie de O. Il n'est donc pas possible, dans ce cas, d'envisager l'encapsulation
de la pluralite de O.
Encapsulation des strategies de duplication
Encapsuler la strategie de duplication d'un objet duplique O consiste a cacher, aux objets
communiquant avec O, le protocole particulier qu'il faut utiliser pour communiquer avec les
copies de O. Ce protocole de communication est deni par la strategie de duplication dans le
but de maintenir la coherence de l'etat des copies.
Soit I un objet (duplique ou non) participant (en tant que client ou serveur) a une invocation
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avec l'objet O. L'objet I doit percevoir la communication avec O comme l'echange de deux
messages : l'un transportant la reque^te d'invocation et l'autre transportant la reponse a cette
invocation. La perception que l'objet I a de la communication avec O est determinee par:
 la primitive de communication que I utilise pour transmettre des messages a O;
 l'ensemble des messages (i.e. reque^tes et reponses), en provenance de O, que I recoit.
Si le choix de la primitive de communication est transparent pour I , et si les messages en
provenance de O sont ltres a l'insu de I , la strategie de duplication de O est encapsulee.
Si l'objet duplique O est serveur, le choix de la primitive de communication, que I utilise pour
transmettre une reque^te a O, est determine par l'ordre de delivrance des reque^tes aux copies de
O. Cet ordre depend de la strategie de duplication de O. Il s'agit la du probleme de l'ordre de
delivrance des reque^tes. Le nombre de reponses que I recoit varie en fonction de la strategie de
duplication de O. Il s'agit la du probleme du nombre variable de reponses.
Si l'objet duplique O est client, le serveur I transmet individuellement un exemplaire de la
reponse a chaque copie de O. Le probleme du choix de la primitive de communication ne se
pose donc pas. Par contre, le nombre de reque^tes que le client O transmet au serveur I varie
en fonction de la strategie de duplication de O. Il s'agit la du probleme du nombre variable de
reque^tes.
4.3.3 Modelisation symetrique de l'invocation entre objets dupliques
Cette section presente la modelisation symetrique de l'invocation entre objets dupliques, une
alternative originale a la modelisation asymetrique.
Presentation de la modelisation symetrique
La gure 4.4 reprend le cas d'un client C et d'un serveur S, tous deux dupliques activement.
Elle permet de presenter la modelisation symetrique (a.) par opposition a la modelisation
asymetrique (b.). La dierence entre les deux modelisations reside dans le mode de transmission
de la reponse.
La modelisation symetrique considere la transmission de la reponse et la transmission de la
reque^te comme deux instances du me^me probleme: la transmission d'un message a un objet
duplique activement. En eet, la gure 4.4-a montre que chaque S
i
diuse la reponse  a toutes
les copies du client C.
Par contre, la modelisation asymetrique considere la transmission de la reponse comme un
cas particulier de communication. En eet, la gure 4.4-b montre que chaque S
i
transmet
successivement un exemplaire de la reponse  a chaque copie C
j
.
La modelisation asymetrique suppose que la reponse a une invocation est toujours transmise
en suivant exactement le me^me chemin inverse de la reque^te. Ceci revient a faire l'hypothese
que la communication entre le client et le serveur est assuree par des mecanismes realisant une
semantique d'appel de procedure a distance.
La modelisation symetrique ne fait pas cette hypothese: la reque^te et la reponse sont vues
comme des messages independants. L'intere^t de cette approche est qu'elle permet de prendre
en compte tous les problemes relatifs a l'encapsulation de la duplication.


























Figure 4.4: Duplication active du client et du serveur: a. modelisation symetrique, b. modelisation
asymetrique
Encapsulation de la pluralite
La modelisation symetrique considere la transmission de la reponse comme une phase symetrique
de la transmission de la reque^te. Par consequent, l'ensemble des copies du client qui delivrent
les reponses varie, en fonction de la composition du groupe de copies du client, et en fonction
de la strategie de duplication du client. Il s'agit la du probleme de la designation du client.
Resoudre ce probleme correspond a encapsuler la pluralite du client.
Sur la gure 4.4-a, comme C est duplique activement, toutes les copies de C doivent delivrer
la reponse . Par consequent, chaque copie S
j
transmet un exemplaire de  a toutes les copies
de C.
Contrairement a la modelisation symetrique, la modelisation asymetrique ne permet pas de poser
le probleme de l'encapsulation d'un client duplique. Sur la gure 4.4-b, chaque copie S
i
doit
pouvoir designer individuellement chaque copie C
j
, an que S
i
puisse transmettre la reponse
 a C
j
. Ce schema de communication ne permet pas aux copies de S de percevoir le client
duplique C comme un seul objet.
Encapsulation des strategies de duplication
La modelisation symetrique considere la transmission de la reponse comme une phase symetrique
de la transmission de la reque^te. Par consequent, l'ordre de delivrance des reponses aux copies
du client varie en fonction de la strategie de duplication du client. Cet ordre determine le choix
de la primitive de communication que le serveur utilise pour transmettre les reponses aux copies
du client. Il s'agit la du probleme de l'ordre de delivrance des reponses.
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Sur la gure 4.4-a, comme C est duplique activement, chaque S
j
utilise une primitive de com-
munication garantissant l'ordre total pour transmettre la reponse  a toutes les copies de C.
L'ordre total des reponses sert a assurer que toutes les copies de C delivrent la me^me sequence
de reponses, dans le cas ou elles attendent les reponses correspondant a plusieurs reque^tes.
Synthese
Le tableau 4.3 fait la synthese des problemes lies a l'encapsulation de la duplication lorsque la
modelisation symetrique est utilisee. Les dierences avec le tableau 4.2 sont en italique.
encapsulation encapsulation
de la pluralite des strategies de duplication
transmission de la reque^te designation du serveur nombre variable de reque^tes
ordre de delivrance des reque^tes
transmission de la reponse designation du client nombre variable de reponses
ordre de delivrance des reponses
Tableau 4.3: Modelisation symetrique: classication des problemes lies a l'encapsulation de la du-
plication
Aux problemes qui se posaient deja avec la modelisation asymetrique, s'ajoutent le probleme de
la designation du client et le probleme de l'ordre de delivrance des reponses. Le premier probleme
correspond a l'encapsulation de la pluralite du client qui ne pouvait pas e^tre prise en compte
avec la modelisation asymetrique. Le second probleme decoule du premier: si les reponses sont
delivrees par plusieurs copies du client, il est necessaire de se preoccuper de l'ordre de delivrance
des reponses a ces copies.
Contrairement a modelisation asymetrique, la modelisation symetrique permet de prendre en
compte completement le probleme de l'encapsulation de la pluralite. Par consequent, cette
approche est adoptee dans toute la suite: de la specication des problemes a la mise en uvre
des solutions (cf. chapitre 6), en passant par la conception des solutions (cf. chapitre 5).
Il est important de noter que si l'on considere uniquement la duplication de s-composants, le
probleme de l'encapsulation de la pluralite du client ne se pose pas. Dans ce cas, la modelisation
asymetrique sut. C'est probablement pour cette raison que de nombreux auteurs ont choisi
d'utiliser la modelisation asymetrique.
4.3.4 Specication de l'invocation entre objets dupliques
Cette section presente une specication de l'invocation entre objets dupliques, basee sur une
modelisation symetrique. Cette specication est generique, dans le sens ou elle est applicable
aux quatre strategies de duplication considerees dans cette these.
Chaque phase de l'invocation est speciee en termes de proprietes parametrables, dont les
parametres permettent de prendre en compte les dierentes strategies de duplication.
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Transmission de la reque^te
Lorsqu'un client C transmet une reque^te  a un serveur S, les questions suivantes se posent:
 designation du serveur : quelles copies de S doivent delivrer la reque^te ?
 ordre de delivrance de la reque^te: quelle garantie d'ordre doit e^tre assuree sur la delivrance
de ?
 nombre variable de reque^tes : quelles copies de C emettent un exemplaire de la reque^te ?
Soient copies(S) l'ensemble des copies de S et copies(C) l'ensemble des copies de C. Ces
questions permettent de denir trois parametres:
 dst(S): le sous-ensemble de copies(S) qui doivent delivrer ;
 ord(S): la garantie d'ordre avec laquelle les elements de dst(S) doivent delivrer ;
 src(C): le sous-ensemble de copies(C) qui emettent .
Les valeurs de dst(S) et ord(S) sont determinees par str(S), la strategie de duplication de S.












Figure 4.5: Un exemple d'invocation d'un serveur duplique passivement par un client duplique
activement
Sur l'exemple de la gure 4.5, le serveur S est duplique passivement tandis que le client C est
duplique activement. Les valeurs des parametres pour cet exemple sont:
 dst(S) = prim(S) = S
1
;
 ord(S) = FIFO;
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La valeur de dst(S) exprime que seule prim(S), la copie primaire du serveur S, delivre la reque^te.
La valeur de ord(S) exprime que les reque^tes sont transmises en suivant l'ordre FIFO. La valeur
de src(C) exprime que chaque copie de C emet un exemplaire de la reque^te.
Ces parametres permettent de specier la transmission d'une reque^te  a l'aide des proprietes
suivantes:
 Validite: Si un element de dst(S) delivre une reque^te , alors un element de src(C) a
emis .
 Integrite: Tout element de dst(S) delivre  au plus une fois.
 Ordre: Tout element de dst(S) delivre  dans l'ordre specie par ord(S).
La propriete d'integrite garantit que chaque reque^te n'est pas delivree plusieurs fois aux copies
du serveur. Cette propriete est necessaire a cause du nombre variable de reque^tes que le client
C transmet au serveur S. Ce nombre est egal a ksrc(C)k, le cardinal de l'ensemble src(C). Si
ksrc(C)k > 1, chaque element de dst(S) recoit plusieurs exemplaires de la me^me reque^te . Si
le traitement correspondant a cette reque^te n'est pas idempotent, l'etat des elements de dst(S)
devient incoherent.
Traitement de la reque^te
Lorsqu'un serveur S s'appre^te a traiter une reque^te , deux questions se posent:
1. quelles copies de S eectuent le traitement de ?
2. si plusieurs copies de S eectuent le traitement, quelle est la copie dont on va considerer
la reponse?
La premiere question permet de denir un nouveau parametre:
 cpu(S): le sous-ensemble de dst(S) dont chaque element eectue le traitement de  et
produit une reponse .
La valeur de cpu(S) est determinee par str(S). La seconde question est reglee par l'hypothese
que tous les elements de cpu(S) satisfont la propriete suivante:
Determinisme: Tout element de cpu(S) produit la me^me reponse  comme resultat du
traitement de .
Dans le cas de la gure 4.5, S est duplique passivement et cpu(S) = prim(S). Comme l'ensemble
cpu(S) est un singleton, la condition de determinisme n'est pas necessaire.
Transmission de la reponse
Lorsqu'un serveur S transmet une reponse  a un client C, les questions suivantes se posent:
 designation du client : quelles copies de C doivent delivrer la reponse ?
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 ordre de delivrance de la reponse: quelle garantie d'ordre doit e^tre assuree sur la delivrance
de ?
 nombre variable de reponses : quelles copies de S emettent un exemplaire de la reponse ?
Ces questions sont exactement les me^mes que celles concernant la transmission de la reque^te.
Comme la modelisation est symetrique, la specication de la transmission de la reponse est
identique a celle de la transmission de la reque^te: les deux specications utilisent les me^mes
parametres et les me^mes proprietes.
Dans le cas de la gure 4.5, les parametres ont les valeurs suivantes:
 dst(C) = copies(C);
 ord(C) = TOTAL
 src(S) = prim(S).
La valeur de dst(C) exprime que toutes les copies de C delivrent la reponse. La valeur de ord(C)
exprime que les reponses doivent e^tre delivrees en respectant l'ordre total. La valeur de src(C)
exprime que seule la copie primaire prim(S) transmet la reponse a C.
Synthese
La strategie de duplication d'un objet duplique O, notee str(O), denit quatre parametres
qui specient le comportement de O au cours d'une invocation. Ces parametres sont: src(O),
dst(O), ord(O) et cpu(O).
Lorsqu'un objet duplique S est invoque par un objet duplique C, les phases de cette invocation
sont parametrees de la facon suivante:
1. la transmission de la reque^te est parametree par dst(S); ord(S); src(C);
2. le traitement de la reque^te est parametre par cpu(S);
3. la transmission de la reponse est parametree par dst(C); ord(C); src(S);
4.4 Prise en compte des defaillances
Pour realiser l'encapsulation de la duplication en depit de l'occurence de fautes, il est essentiel de
prendre en compte les defaillances dans la specication de l'invocation entre objets dupliques. La
section 4.4.1 decrit les abstractions choisies pour exprimer les informations sur les defaillances.
En s'appuyant sur quelques exemples, la section 4.4.2 met en evidence les problemes que posent
cette prise en compte. La section 4.4.3 etend la specication proposee a la section 4.3.4.
4.4.1 Expression des informations sur les defaillances
L'absence de bornes sur les delais de communication rend impossible la detection precise de la
defaillance d'un objet. Les informations sur les defaillances sont necessairement approximatives.
An de prendre en compte les defaillances dans la specication de l'invocation, il est important
de pouvoir exprimer precisement les informations sur les defaillances.
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Introduction
Soient deux objets C et S evoluant dans un systeme reparti satisfaisant aux hypotheses enoncees
a la section 4.2. On suppose que C invoque S. Tant que C ne recoit pas de reponse en provenance
du serveur S, le client C est dans l'impossibilite de distinguer les cas suivants:
 le serveur S est defaillant (defaillance par arre^t);
 le canal de communication reliant C a S est defaillant (defaillance par omission);
 la reponse (ou me^me la reque^te) est encore en transit sur le canal (pas de defaillance).
Pour poursuivre son execution, le client C doit lever cette ambigute en utilisant les informations
sur les defaillances dont il dispose. Ces informations sont exprimees a l'aide d'abstractions telles
que les detecteurs de defaillances ou les groupes d'objets
5
(cf. section 2.3.3).
Un objet duplique = un groupe a partition primaire
L'abstraction choisie dans cette these pour exprimer les informations sur les defaillances est le
groupe d'objets a partition primaire.
La composition d'un groupe g est generalement appelee vue du groupe g (cf. section 2.3.3).
Lorsqu'un membre de g est suspecte, une nouvelle vue du groupe est construite puis transmise
a tous les membres corrects de g. Un membre du groupe g n'est informe que des defaillances
aectant les membres de g.
La notion de partition primaire
6
(primary partition) permet d'eviter, dans le cas de la par-







Figure 4.6: Partition d'un groupe de copies












Un groupe d'objets peut e^tre aisement construit a partir du groupe des processus ho^tes de ces objets.
6
On notera au passage que cette designation n'est pas tres appropriee: le mot \partition" designe, en anglais
comme en francais, le fait qu'un ensemble E est subdivise en sous-ensembles disjoints dont la reunion est egale a
E. Il ne designe pas chacun des sous-ensembles. On preferera donc parler de sous-ensemble primaire pluto^t que
de partition primaire.
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ensemble est mis en uvre par un groupe d'objets dont la vue initiale est v
0
(O) = copies(O).
L'occurence de defaillances par omission aectant les canaux reliant les processus ho^tes des
copies de O a provoque une partition du groupe. Cette partition est constituee par deux sous-













Les copies appartenant a  suspectent les copies appartenant a 
0
et reciproquement. Si l'unicite
des vues n'est pas garantie, cette situation peut conduire a la construction d'une nouvelle vue v
1


















L'unicite des vues est assuree si la nouvelle vue n'est construite que dans un seul des sous-
ensembles composant la partition. Ce sous-ensemble est appele sous-ensemble primaire. Le
sous-ensemble primaire peut e^tre choisi comme le sous-ensemble contenant une majorite de
copies. Ce choix a l'avantage d'e^tre systematique mais l'inconvenient de ne pas e^tre toujours
possible (i.e. dans certains cas, aucun sous-ensemble ne contient une majorite de copies).
La majorite est denie en fonction de la vue precedente. Dans le contexte de l'exemple de












Les copies minoritaires sont traitees comme si elles etaient defaillantes. Lorsqu'une copie
defaillante redemarre, elle est consideree comme une nouvelle copie
7
. Son etat est initialise
a partir de celui des copies existantes.
Ainsi, les copies appartenant a  sont bloquees tant que la partition persiste: etant minoritaires,
toute participation a une invocation leur est interdite. Lorsque la partition dispara^t, chaque
copie minoritaire rejoint le groupe des copies majoritaires comme si elle venait de redemarrer.
La notion de groupe d'objets est souvent associee a la communication vue-synchrone (VSC )
(cf. section 2.3.3). La communication vue-synchrone consiste a synchroniser les messages
echanges par les objets avec les vues.
Chaque objet duplique est mis en uvre a l'aide d'un groupe d'objets. Ce choix comporte
plusieurs avantages:
 la portee limitee des informations sur les defaillances va dans le sens de l'encapsulation de
la pluralite: les copies d'un objet duplique appartiennent au me^me groupe et elles ne sont
alors informees que des defaillances de leurs pairs;
 a chaque instant logique (i.e. vue), les copies d'un objet duplique connaissent avec precision
la liste de leurs pairs;
 la communication vue-synchrone est particulierement utile pour gerer la coherence des
copies d'un objet duplique.
Cependant, lorsque l'on considere plusieurs objets dupliques (i.e. dans le cas d'une invocation),
la portee limitee des informations sur les defaillances exprimees par un groupe d'objets devient
un handicap. Les exemples decrits a la section 4.4.2 le montrent. Cet inconvenient peut e^tre con-
tourne en construisant un groupe d'objets au-dessus d'un detecteur de defaillances. Lorsque cela
est necessaire (cf. probleme 3 decrit a la section 4.4.2), il est alors aise d'interroger directement
le detecteur de defaillances.
7
La semantique de defaillances d'un objet suit celle de son processus ho^te (cf. section 4.2)
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4.4.2

Etude de quelques exemples
Cette section presente deux exemples illustrant des scenarios de defaillances perturbant le
deroulement d'une invocation d'un serveur duplique S par un client duplique C. Le premier
exemple considere un client duplique passivement et un serveur duplique activement. Le second
exemple considere un client duplique activement et un serveur duplique passivement.






g. Cet ensemble est mis en uvre
a l'aide d'un groupe d'objets dont la vue initiale, notee v
0
(O), comprend tous les objets appar-

















Duplication passive du client et duplication active du serveur
La gure 4.7 illustre deux scenarios de defaillances perturbant la transmission de la reque^te. Les
parametres speciant la transmission de la reque^te ont les valeurs suivantes:
 src(C) = prim(C);
 dst(S) = copies(S);
 ord(S) = TOTAL.
La copie primaire de C (initialement C
1
) transmet un exemplaire de la reque^te  a toutes les
copies de S, en utilisant un multicast garantissant l'ordre total.


























Figure 4.7: Duplication passive du client et duplication active du serveur: deux scenarios de
defaillances
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Defaillance de la copie primaire du client La gure 4.7-a illustre la defaillance de C
1
,
pendant la transmission de la reque^te . La defaillance d'une copie est representee par un point
d'interrogation en gras.
La defaillance de C
1
pose principalement deux problemes:









pendant la transmission de (C
1
), la copie S
1





pas . La strategie de duplication active n'est plus respectee et les etats des copies de S
risquent de diverger.
L'hypothese de canal able (cf. section 2.3.3) ne previent pas cette situation car la copie
C
1
est defaillante. L'acheminement d'un message a travers un canal able n'est garanti
que si les objets aux deux extremites du canal sont corrects.
Pour prendre en compte ce cas de defaillance, il faut ajouter une propriete d'agrement a
la specication de la transmission de la reque^te (cf. section 4.4.3).
Probleme 2. Certaines copies correctes de S delivrent la reque^te  plusieurs fois.

















Soit un objet O tel que O invoque C. Au cours du traitement de cette invocation, C
invoque S. Lorsque O apprend la defaillance de la copie primaire C
1
, il retransmet sa




A la reception de la reque^te en provenance de O, la copie primaire C
2
transmet la
reque^te  aux copies du serveur. Toutes les copies de S delivrent . Comme la copie
S
1
a deja delivre cette reque^te, son etat risque de devenir incoherent si le traitement
de  n'est pas idempotent. On retrouve le probleme du nombre variable de reque^tes
evoque precedemment (cf. section 4.3.2). La propriete d'integrite, deja incluse dans la
specication, permet d'eviter le probleme.





). Des lors, toutes les copies de S delivrent .
Defaillances de la copie primaire du client et d'une copie du serveur La gure 4.7-b
reprend le scenario de la gure precedente en y ajoutant la defaillance de S
1
, une copie du
serveur. La defaillance de S
1
survient juste apres que S
1
ait delivre .
La defaillance de S
1
complique les problemes 1 et 2:
Probleme 1'. La copie defaillante S
1
delivre la reque^te  avant de defaillir et les copies cor-
rectes de S ne delivrent jamais .
Si S
1





). Dans le cas ou le traitement de  conduit S
1
a eectuer une action externe
(par ex. invocation d'un objet tiers), l'etat du systeme risque de devenir incoherent. En
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eet, les copies correctes de S n'ont aucun moyen de prendre connaissance ni de cette
action et ni de son eet.
Pour traiter ce cas, il faut ajouter la notion d'uniformite a la propriete d'agrement evoquee
precedemment.
Probleme 2'. La copie defaillante S
1
delivre la reque^te  plusieurs fois.
Pour que la propriete d'integrite s'applique aussi a la copie defaillante S
1
, il faut y ajouter
la notion d'uniformite.
Duplication active du client et duplication passive du serveur
La gure 4.8 illustre deux scenarios de defaillances perturbant le traitement de la reque^te . Les
parametres speciant la transmission de la reque^te ont les valeurs suivantes:
 src(C) = copies(C);
 dst(S) = prim(S);
 ord(S) = FIFO.
Chaque copie de C transmet un exemplaire de la reque^te  a S
1
, la copie primaire de S, en
utilisant une primitive garantissant l'ordre FIFO.
Defaillance d'une copie du client La gure 4.8-a illustre la defaillance de C
1
pendant
la transmission de la reque^te . Cette defaillance risque de compromettre la transmission de
(C
1
), l'exemplaire de  que C
1
transmet a la copie primaire du serveur. Ce risque est lie a la
semantique de canal able comme dans le cas du probleme 1.
Comme C
1
defaille pendant la transmission de (C
1





). Mais comme S
1
est le seul destinataire de (C
1
), le risque d'incoherence
evoque a l'exemple precedent n'existe pas.
Comme le client est duplique activement, l'eet de cette defaillance est masque par les copies
correctes du client. Chaque copie correcte de C transmet un exemplaire de  a S
1
, la copie
primaire du serveur. Par consequent, tant qu'il existe une copie correcte de C, la copie primaire
S
1
a des chances de delivrer la reque^te .
Defaillance d'une copie du client et defaillance de la copie primaire du serveur Sur
la gure 4.8-b, la defaillance de la copie primaire S
1
s'ajoute a celle de C
1
.
La defaillance de S
1












ne delivre jamais (C
3
). De plus, les operations eectuees au cours du
traitement de (C
2
) sont perdues. Comme la copie primaire n'a pas synchronise son etat sur




, ces dernieres ignorent l'existence de la reque^te .
Les copies secondaires sont informees de la defaillance de la copie primaire, lorsqu'elles delivrent
la vue v
1
(S). En consequence, les copies secondaires elisent une nouvelle copie primaire parmi
les membres de v
1
(S). Sur cet exemple, la nouvelle copie primaire est S
2
.





































Figure 4.8: Duplication active du client et duplication passive du serveur: deux scenarios de
defaillances
76 Chapitre 4. L'invocation entre objets dupliques: analyse et modelisation
Pour que l'invocation puisse continuer malgre la defaillance de S
1
, les copies correctes de C
doivent retransmettre la reque^te  en la destinant cette fois a la nouvelle copie primaire S
2
.
Cette retransmission pose deux problemes:




Pour detecter la defaillance de la copie primaire initiale S
1
, les copies correctes de C ne
peuvent pas s'appuyer sur la delivrance de la vue v
1
(S). Cette vue est delivree uniquement
aux copies correctes de S: la portee des informations sur les defaillances exprimees par un
groupe d'objets est limitee aux membres de ce groupe.
Pour detecter la defaillance de la copie primaire S
1
, chaque copie correcte de C utilise le
module du detecteur de defaillances, situe sur le nud ou elle reside.
Le detecteur de defaillances doit satisfaire la completude forte: on garantit ainsi que la
defaillance de S
1
nira par e^tre suspectee par toutes les copies correctes de C. Par contre,





, la copie C
i
risque de transmettre plusieurs fois la me^me reque^te a S
j
. La
propriete d'integrite protege S
j
contre les eets indesirables de cette retransmission.




Les copies correctes de C doivent determiner l'identite de la nouvelle copie primaire pour
pouvoir lui transmettre la reque^te . Ceci revient en fait a reevaluer le parametre dst(S)
qui identie l'ensemble des copies de S a qui les copies de C doivent transmettre .
Cette reevaluation correspond exactement au probleme de la designation du serveur (cf. sec-
tion 4.3.2). Ce scenario met en evidence le caractere dynamique de la valeur de dst(S): a
chaque defaillance d'une copie de S, cette valeur doit e^tre recalculee.
Il faut noter que ce probleme se pose quelque soit la strategie de duplication du serveur. Sur
la gure 4.7-b, le probleme est moins perceptible car le serveur est duplique activement. La
copie C
2
peut utiliser la valeur initiale de dst(S), soit v
0
(S), pour transmettre la reque^te






(S). Par contre, lorsque le serveur est
duplique passivement, il n'existe aucune relation entre les valeurs successives de dst(S).
Commentaires
Tous les exemples sont bases sur la duplication active et sur la duplication passive. Les deux
autres strategies (i.e. duplication semi-active et duplication coordinateur-cohorte) s'inspirent a
la fois de la duplication active et de la duplication passive. Elles ne posent pas de nouveaux
problemes, comme le montre la section 4.5.
Aucun scenario ne considere des defaillances survenant pendant la transmission de la reponse.
La modelisation symetrique de l'invocation permet d'armer que les problemes poses par les
defaillances pendant la transmission de la reponse, sont les me^mes que pendant la transmission
de la reque^te.
Le lecteur attentif aura remarque que les scenarios sont bases sur des defaillances d'objets, par
opposition a des defaillances de canaux.

A la section 4.2, la defaillance d'un objet O a ete denie
comme etant equivalente a la defaillance par arre^t du processus ho^te de l'objet O. Il est alors
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legitime de se demander si les defaillances par omission aectant les canaux posent d'autres
problemes que ceux evoques ici.
En realite, l'abstraction de groupe prend en compte les defaillances par omission aectant les
canaux. Lorsqu'une copie est exclue d'une vue, il est possible que cette copie ne soit pas
defaillante mais que les canaux la reliant aux autres copies soient defaillants. Se retrouvant mi-
noritaire (cf. section 4.4.1), cette copie est bloquee jusqu'au retablissement de la communication.
Par consequent, l'abstraction de groupe fait en sorte que les defaillances par omission de canaux
reviennent a des defaillances par arre^t d'objets. La seule dierence est le blocage de tout le
groupe dans le cas ou il n'est pas possible de determiner un sous-ensemble majoritaire.
4.4.3 Specication etendue de l'invocation entre objets dupliques
Cette section etend la specication presentee a la section 4.3.4 pour prendre en compte les
problemes causes par les defaillances.
Transmission de la reque^te
Lorsque les defaillances sont prises en compte, les trois proprietes (validite, integrite et ordre)
ne susent plus a specier la transmission d'une reque^te . Les parametres src(C), dst(S)
et ord(S) sur lesquels se basent ces proprietes sont toujours valables mais l'interpretation des
valeurs de src(C) et de dst(S) changent.
Le parametre dst(S) designe l'ensemble forme par les copies de S qui doivent delivrer . La
composition de dst(S) depend de la vue du groupe des copies de S, et de str(S), la strategie de
duplication de S.
Entre le moment ou une copie C
i





appartenant a dst(S) delivre (C
i
), certaines copies appartenant a dst(S) ont
pu defaillir. Par consequent, l'ensemble dst(S) est compose par des copies correctes et par des
copies defaillantes.
Ces considerations conduisent a specier la transmission de la reque^te a l'aide des proprietes
suivantes:
 Validite: Si un element correct de dst(S) delivre une reque^te , alors un element correct
de src(C) a emis .
 Agrement uniforme: Si un element (correct ou defaillant) de dst(S) a delivre , alors
tout element correct de dst(S) delivre .
 Integrite uniforme: Tout element (correct ou defaillant) de dst(S) delivre  au plus
une fois.
 Ordre: Tout element correct de dst(S) delivre  dans l'ordre specie par ord(S).
Les proprietes de validite et d'ordre sont similaires a celles de la section 4.3.4, mais elles ne
s'appliquent qu'aux copies correctes de C et de S.
La propriete d'agrement uniforme combine deux notions: l'agrement et l'uniformite. La notion
d'agrement exprime l'atomicite de la delivrance de la reque^te  aux elements de dst(S). En
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d'autres termes, cette notion exprime que  est delivree par tous les elements corrects de dst(S)
ou bien par aucun d'entre eux. Cette propriete permet d'eviter le probleme 1 presente a la
section 4.4.2. En l'absence de defaillances, la delivrance de  ne peut e^tre compromise et cette
notion n'est donc pas necessaire.
L'uniformite etend la notion d'agrement aux copies defaillantes: si une copie S
j
correcte ou
defaillante appartenant a dst(S) delivre , alors toutes les copies correctes de dst(S) delivrent
. L'uniformite permet de prendre en compte le probleme 1' presente a la section 4.4.2.
La propriete d'integrite est egalement uniforme: elle concerne toutes les copies de S, qu'elles
soient correctes ou defaillantes. L'integrite uniforme garantit qu'aucune copie de S ne delivre 
plusieurs fois. On evite ainsi le probleme 2'.
Traitement de la reque^te
Contrairement aux autres phases de l'invocation, le traitement de la reque^te ne concerne que
le serveur S. Tant que les defaillances ne sont pas considerees, le traitement de la reque^te ne
necessite aucune communication. La seule propriete que doivent verier les elements de cpu(S)
est le determinisme: chaque copie de S qui traite une reque^te  doit produire la me^me reponse .
Lorsque les defaillances sont considerees, la propriete de determinisme ne s'applique qu'aux
copies correctes de cpu(S):
 Determinisme: Tout element correct de cpu(S) produit la me^me reponse  comme
resultat du traitement de .
Cette specication doit prendre en compte les problemes causes par les defaillances survenant
pendant le traitement de la reque^te. Dans le cas de la duplication active, la defaillance d'une
copie pendant le traitement de la reque^te est masquee par les autres copies, puisque toutes les
copies eectuent le traitement. Par consequent, la propriete de determinisme sut.
Par contre, dans le cas d'une strategie de duplication a copie primaire (par ex. duplication pas-
sive, semi-active et coordinateur-cohorte), cette specication est incomplete car elle ne modelise
pas deux aspects essentiels:
 la synchronisation de l'etat des copies;
 l'election d'une copie primaire.
Synchronisation de l'etat des copies La copie primaire de S, prim(S), contro^le les interac-
tions entre les copies secondaires et le reste du systeme. Ce ro^le privilegie rend S particulierement
vulnerable a la defaillance de prim(S). An d'assurer qu'une copie secondaire puisse e^tre pro-
mue copie primaire, il est essentiel de synchroniser regulierement l'etat des copies secondaires
sur celui de prim(S).
Selon la strategie de duplication consideree, la copie primaire de S eectue la synchronisation
avant (pre-synchronisation) de traiter une reque^te  ou bien apres (post-synchronisation). Ces
deux approches dierent essentiellement par l'information de synchronisation que la copie pri-
maire transmet aux copies secondaires.
Dans le cas de la pre-synchronisation, la copie primaire prim(S) n'a pas encore traite la reque^te
 et elle transmet aux copies secondaires toute l'information necessaire au traitement de .
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Cette information est constituee par la reque^te  et par une indication portant sur l'instant
logique auquel le traitement de  doit e^tre entrepris. En cas de defaillance de prim(S), la copie
secondaire promue nouvelle copie primaire, peut alors eectuer le traitement de  et repondre
au client.
La gure 4.9-a presente un serveur S, duplique semi-activement, qui utilise la pre-synchro-
nisation.

A la reception de la reque^te , la copie primaire S
1
transmet un message notify aux














Figure 4.9: Pre-synchronisation (a.) vs post-synchronisation (b.)
Dans le cas de la post-synchronisation, la copie primaire prim(S) a deja traite la reque^te  et
elle transmet aux copies secondaires les resultats de ce traitement. Ces resultats sont constitues
par la reponse  que prim(S) va envoyer ulterieurement au client C, et par l'etat courant de
prim(S). Chaque copie secondaire S
i
met a jour son etat avec celui de prim(S) et stocke . Si
S
i
devient la nouvelle copie primaire suite a la defaillance de prim(S), d'une part son etat est a
jour, et d'autre part, elle est en mesure de transmettre la reponse  au client C. Ainsi, lors de
la terminaison de la phase de traitement de la reque^te, toutes les copies de S ont l'air d'avoir
traite S, alors que seule prim(S) a eectue le traitement.
La gure 4.9-b presente un serveur S, duplique passivement, qui utilise la post-synchronisation.
Apres avoir traite la reque^te , la copie primaire S
1
transmet un message check contenant la
reponse  et son nouvel etat.
Independemment de l'approche adoptee, la synchronisation de l'etat des copies est speciee
par les proprietes denies ci-dessous. Soient sync l'information de synchronisation et sec(S)
l'ensemble des copies secondaires de S:
 Validite: Si un element correct de sec(S) delivre une information de synchronisation
sync, alors la copie prim(S) correcte a emis sync.
 Agrement uniforme: Si un element (correct ou defaillant) de sec(S) delivre sync, alors
tout element correct sec(S) delivre sync.
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 Integrite uniforme: Tout element correct ou defaillant de sec(S) delivre sync au plus
une fois.
 Ordre FIFO: Si prim(S) envoie sync puis sync
0
, alors tout element de sec(S) ne delivre
sync
0
qu'apres avoir delivre sync.
Cette specication s'apparente a celle de la transmission de la reque^te (cf. section 4.4.3). Dans
ce cas, src(S) = prim(S) et dst(S) = sec(S). La dierence reside dans le fait que prim(S)
et sec(S) sont tous deux des sous-ensembles de copies(S), l'ensemble des copies de S.

A cette
dierence pres, on peut voir la synchronisation de l'etat des copies comme un cas particulier de
la transmission de la reque^te: src(S) = prim(S) et ord(S) = FIFO. Cette specication est en
outre rigoureusement identique a celle du multicast able uniforme, garantissant l'ordre FIFO,
donnee dans [Hadzilacos 93].

Election d'une copie primaire Lorsque la copie primaire defaille, une copie secondaire
devient la nouvelle copie primaire. Cette promotion est le resultat d'une election a laquelle
participent toutes les copies secondaires. Une election est speciee ainsi [Sabel 95]:
 Su^rete: Il existe au plus une copie primaire.
 Vivacite: S'il n'existe pas de copie primaire, une copie secondaire est nalement elue
copie primaire.
Pour obtenir une specication de l'election basee sur les proprietes utilisees jusqu'ici (integrite,
validite, etc.), il sut de faire le rapprochement entre le probleme de l'election et celui du
consensus.
Le probleme du consensus est deni comme suit: un ensemble d'objets se concertent dans le but
de decider, de maniere unanime et irrevocable, la valeur d'une information. La valeur decidee est
choisie parmi celles que chaque objet propose a ses pairs. Les auteurs de [Chandra 94] specie
le consensus ainsi:
 Terminaison: Tout objet correct nit par decider une valeur.
 Integrite uniforme: Tout objet decide au plus une fois.
 Agrement: Si un objet correct decide une valeur v, alors tout objet correct decide v.
 Validite uniforme: Si un objet decide v, alors il existe un objet qui a propose v.
Si la propriete d'agrement est uniforme, on parle alors de consensus uniforme.
Dans le contexte de l'election, la valeur decidee est l'identite de la copie primaire. Chaque copie
vote (propose) pour une copie particuliere. Toutes les copies correctes elisent (decident) la me^me
copie primaire. L'election est speciee ainsi:
 Su^rete: Il existe au plus une copie primaire.
 Terminaison: Chaque element correct de sec(S) elit nalement une copie primaire.
 Integrite uniforme: Chaque element de sec(S) elit au plus une fois.
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 Agrement uniforme: Si un element de sec(S) elit S
i




 Validite uniforme: Si un element de sec(S) elit S
i
, alors il existe un element de sec(S)
qui a vote pour Si.
Exception faite de la propriete de su^rete, cette specication est identique a celle du consensus
uniforme. La propriete de su^rete exprime que, s'il existe une copie primaire pour S, cette copie
primaire doit e^tre unique.
Transmission de la reponse
La specication de la transmission de la reponse est identique a celle de la transmission de la
reque^te:
 Validite: Si un element correct de dst(C) delivre une reponse , alors un element
correct de src(S) a emis .
 Agrement uniforme: Si un element (correct ou defaillant) de dst(C) delivre , alors
tout element correct de dst(C) delivre .
 Integrite uniforme: Tout element correct ou defaillant de dst(C) delivre  au plus
une fois.
 Ordre: Tout element correct de dst(C) delivre  dans l'ordre specie par ord(C).
4.5 Application aux strategies de duplication
Cette section applique la specication de l'invocation aux quatres strategies de duplication con-
siderees dans cette these: la duplication active (cf. section 4.5.1), la duplication passive (cf. sec-
tion 4.5.2), la duplication semi-active (cf. section 4.5.3) et la duplication coordinateur-cohorte
(cf. section 4.5.4). La section 4.5.5 compare les quatre strategies.
4.5.1 Duplication active
Principe
La duplication active est denie ainsi:
 pour un objet serveur:
{ delivrance des reque^tes: toutes les copies delivrent la me^me sequence
8
de reque^tes;





Une sequence est un ensemble ordonne totalement. Les copies delivrent les me^mes reque^tes dans le me^me
ordre.
9
Un traitement deterministe produit toujours le me^me resultat a partir des me^mes donnees. Par consequent,
pour une reque^te donnee, toutes les copies produisent la me^me reponse.
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{ emission des reponses: toutes les copies emettent la me^me sequence de reponses;
 pour un objet client:
{ emission des reque^tes: toutes les copies emettent la me^me sequence de reque^tes;
{ delivrance des reponses: toutes les copies delivrent la me^me sequence de reponses.
Cette denition complete la denition presentee a la section 2.5.2. La premiere denition ne
decrivait le principe de la duplication active que pour un objet serveur.
Specication
Soit O un objet duplique activement. La vue courante du groupe des copies de O est notee
v
k
(O). Le principe de la duplication active se traduit, en termes des parametres denis a la
section 4.3.4, de la facon suivante:
 pour un objet serveur:
{ delivrance des reque^tes: dst(O) = v
k
(O) et ord(O) = TOTAL;
{ traitement des reque^tes: cpu(O) = v
k
(O);
{ emission des reponses: src(O) = v
k
(O);
 pour un objet client:
{ emission des reque^tes: src(O) = v
k
(O);
{ delivrance des reponses: dst(O) = v
k
(O) et ord(O) = TOTAL.
Participation d'un objet duplique activement a une invocation
La gure 4.10 illustre la participation de l'objet O a une invocation, en tant que serveur (a.) et
en tant que client (b.). L'autre objet participant a l'invocation n'est pas represente: la strategie
de duplication de cet objet peut e^tre quelconque.








g. Les numeros en gras indiquent les dierentes phases de
l'invocation:
1. transmission de la reque^te;
2. traitement de la reque^te;
3. transmission de la reponse.
Les phases sont separees les unes des autres par un trait horizontal en pointille.
Lorsque O est serveur (cf. gure 4.10-a), il participe aux trois phases de l'invocation. Chaque
copie O
i
delivre la reque^te  (phase 1), produit la reponse  en traitant  (phase 2), puis
transmet la reponse  vers le client (phase 3).
Lorsque O est client (cf. gure 4.10-b), il ne participe qu'aux phases 1 et 3. Chaque copie O
i
transmet la reque^te  (phase 1), et delivre la reponse  transmise par le serveur (phase 3).
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Figure 4.10: a. serveur duplique activement, b. client duplique activement
Tolerance aux fautes d'un objet duplique activement
Comme toutes les copies de O ont un comportement strictement identique, la defaillance d'une
copie O
i
est generalement masquee par les copies correctes. Quelque soit la phase pendant
laquelle elle survient, la defaillance de O
i
ne perturbe pas le deroulement de l'invocation.
Il est clair que, si la defaillance de O
i
empe^che la construction d'une nouvelle vue (i.e. plus de
majorite), toutes les copies correctes sont bloquees. Cette situation est inherente a l'abstraction
de groupe: elle peut se produire quelque soit la strategie de duplication de O.
Defaillance d'une copie d'un serveur duplique activement Chaque cas de defaillance
correspond a une phase precise de l'invocation:
a.1. Si O
i
defaille pendant la transmission de la reque^te , la propriete d'agrement uniforme
garantit que les copies correctes de O restent coherentes.
a.2. Si O
i
defaille pendant le traitement de , les copies correctes de O ne sont pas aectees. Si
au cours de ce traitement, O
i
invoque d'autres objets, on retrouve le cas de la defaillance
d'une copie d'un client duplique activement (cf. cas b.1 et b.3)
a.3. Si O
i
defaille pendant la transmission de la reponse , le message (O
i
) risque de ne pas
e^tre delivre au client. Comme celui-ci delivre les reponses des copies correctes de O, cette
defaillance est sans consequence.
Defaillance d'une copie d'un client duplique activement Chaque cas de defaillance
correspond a une phase precise de l'invocation:
b.1 Si O
i
defaille pendant la transmission de la reque^te , la delivrance de (O
i
) risque d'e^tre
compromise. Comme les copies correctes de O transmettent egalement , cette defaillance




defaille pendant la transmission de la reponse , la propriete d'agrement uniforme
garantit que les copies correctes de O restent coherentes. Ce cas est symetrique au cas a.1.
Particularites
Si O est serveur (resp. client), comme src(O) = v
k
(O), le probleme du nombre variable de
reponses (resp. reque^tes) se pose systematiquement, me^me en l'absence de defaillances.
Si O est serveur (resp. client), comme dst(O) = v
k
(O), la propriete d'agrement uniforme est
particulierement importante pour la transmission de la reque^te (resp. de la reponse).
4.5.2 Duplication passive
Principe
La duplication passive est denie ainsi:
 pour un objet serveur:
{ delivrance des reque^tes: la copie primaire est la seule a delivrer les reque^tes;
{ traitement des reque^tes: la copie primaire est la seule a traiter les reque^tes;
{ emission des reponses: la copie primaire est la seule a emettre les reponses;
 pour un objet client:
{ emission des reque^tes: la copie primaire est la seule a emettre les reque^tes;
{ delivrance des reponses: la copie primaire est la seule a delivrer les reponses;
Cette denition complete la denition presentee a la section 2.5.3. La premiere denition ne
decrivait le principe de la duplication passive que pour un objet serveur.
Specication
Soit un objet O duplique passivement. La copie primaire de O est notee prim(O). Le principe
de la duplication passive se traduit, en termes des parametres denis a la section 4.3.4, de la
facon suivante:
 pour un objet serveur:
{ delivrance des reque^tes: dst(O) = prim(O) et ord(O) = FIFO;
{ traitement des reque^tes: cpu(O) = prim(O);
{ emission des reponses: src(O) = prim(O);
 pour un objet client:
{ emission des reque^tes: src(O) = prim(O);
{ delivrance des reponses: dst(O) = prim(O) et ord(O) = FIFO;
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Participation d'un objet duplique passivement a une invocation
La gure 4.11 illustre la participation de l'objet O a une invocation, en tant que serveur (a.) et















Figure 4.11: a. serveur duplique passivement, b. client duplique passivement
Lorsque O est serveur (cf. gure 4.11-a), il participe aux trois phases de l'invocation. Seule la
copie primaire O
1
delivre la reque^te  (phase 1), produit la reponse  en traitant  (phase 2),
puis transmet la reponse  vers le client (phase 3).
Lorsque O est client (cf. gure 4.11-b), il ne participe qu'aux phases 1 et 3. Seule la copie
primaire O
1
transmet la reque^te  (phase 1), et delivre la reponse  transmise par le serveur
(phase 3).
Tolerance aux fautes d'un objet duplique passivement
Comme la copie primaire joue un ro^le primordial, sa defaillance pose probleme. Lorsque la copie
primaire defaille:
 les copies secondaires doivent elire une nouvelle copie primaire;
 l'interlocuteur de O doit determiner l'identite de la nouvelle copie primaire (probleme de
designation);
 si O est serveur (resp. client), le client (resp. serveur) doit imperativement retransmettre
sa reque^te (resp. reponse) pour avoir une chance de delivrer une reponse (resp. reque^te).
Par contre, la defaillance d'une copie secondaire ne pose pas de probleme particulier. La dupli-
cation passive utilise la post-synchronisation pour synchroniser les copies secondaires sur l'etat
de la copie primaire.
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Defaillance de la copie primaire d'un serveur duplique passivement Chaque cas de
defaillance correspond a une phase precise de l'invocation:
a.1. Si prim(O) defaille pendant la transmission de la reque^te , la reque^te est perdue. Les
copies secondaires n'ont aucun moyen de conna^tre l'existence de cette reque^te.
a.2. Si prim(O) defaille pendant le traitement de , il faut distinguer deux cas:
a.2.1 Si prim(O) defaille avant de delivrer le message de synchronisation check, la reque^te
 et le traitement eectue par prim(O) sont perdus. Ce cas de defaillance est sensi-
blement plus grave que le cas a.1 car prim(O) a pu invoquer un objet tiers avant de
defaillir. Il faut toutefois noter que les copies secondaires n'ont aucun moyen de faire
la dierence entre ces deux cas.
Lorsque  est retransmise par le client, la nouvelle copie primaire refait systematique-
ment l'invocation de l'objet tiers. L'etat de ce dernier serait corrompu si la propriete
d'integrite ne le protegeait pas des reque^tes redondantes. Il s'agit ici d'une variante
du probleme du nombre variable de reque^tes.
a.2.2 Si prim(O) defaille apres avoir delivre le message de synchronisation check, les copies
secondaires ont egalement delivre check. Elles ont donc pris connaissance de la
reque^te , de la reponse  et du changement d'etat occasionne par le traitement
de .
Lorsque  est retransmise par le client, la nouvelle copie primaire transmet directe-
ment la reponse  sans eectuer le traitement.
a.3. Si prim(O) defaille pendant la transmission de la reponse , on retrouve le cas a.2.2.
Les copies secondaires n'ont aucun moyen de distinguer ces deux cas. La nouvelle copie
primaire envoie systematiquement la reponse  au client. La propriete d'integrite empe^che
le client de delivrer la reponse  plusieurs fois.
Defaillance de la copie primaire d'un client duplique passivement Chaque cas de
defaillance correspond a une phase precise de l'invocation:
b.1. Si prim(O) defaille pendant la transmission de la reque^te , cette reque^te est perdue. Les
copies secondaires n'ont aucun moyen de conna^tre l'existence de cette reque^te.
Soit 
0
une reque^te transmise a O par un objet O
0
, telle que, au cours du traitement de

0
, l'objet O transmet la reque^te . L'objet O joue le ro^le de serveur traitant la reque^te

0
. Ce cas revient donc exactement au cas a.2.1.
b.3. Si prim(O) defaille pendant la transmission de la reponse , cette reponse est perdue. Les
copies secondaires n'ont aucun moyen de conna^tre l'existence de cette reponse.
Le serveur n'a pas d'autre choix que de retransmettre la reponse . Ce cas est symetrique
au cas a.1.
Particularites
Si le probleme de l'election d'une copie primaire est commun a toutes les strategies de duplication
a copie primaire, le probleme de la retransmission est propre a la duplication passive. Ce
probleme est du principalement au fait que les messages (i.e. reque^tes et reponses) ne sont
delivres que par la copie primaire.
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4.5.3 Duplication semi-active
Principe
La duplication semi-active est denie ainsi:
 pour un objet serveur:
{ delivrance des reque^tes: toutes les copies delivrent le me^me ensemble
10
de reque^tes;
{ traitement des reque^tes: toutes les copies traitent toutes les reque^tes. La copie pri-
maire traite une reque^te des qu'elle la delivre. Par contre, une copie secondaire doit
attendre une notication de la copie primaire pour pouvoir traiter une reque^te;
{ emission des reponses: la copie primaire est la seule a emettre les reponses.
 pour un objet client:
{ emission des reque^tes: toutes les copies emettent toutes les reque^tes;
{ delivrance des reponses: toutes les copies delivrent le me^me ensemble de reponses.
Cette denition complete la denition presentee a la section 2.5.4. La premiere denition ne
decrivait le principe de la duplication semi-active que pour un objet serveur.
Specication
Soit un objet O duplique semi-activement. Le principe de la duplication semi-active se traduit,
en termes des parametres denis a la section 4.3.4, de la facon suivante:
 pour un objet serveur:
{ delivrance des reque^tes: dst(O) = v
k
(O) et ord(O) = FIFO;
{ traitement des reque^tes: cpu(O) = v
k
(O);
{ emission des reponses: src(O) = prim(O);
 pour un objet client:
{ emission des reque^tes: src(O) = v
k
(O);
{ delivrance des reponses: dst(O) = v
k
(O) et ord(O) = FIFO;
Participation d'un objet duplique semi-activement a une invocation
La gure 4.12 illustre la participation de l'objet O a une invocation, en tant que serveur (a.) et
en tant que client (b.).
Lorsque O est serveur (cf. gure 4.12-a), il participe aux trois phases de l'invocation. Chaque
copie O
i
delivre la reque^te  (phase 1) et produit la reponse  en traitant  (phase 2). Seule la
copie primaire transmet la reponse  vers le client (phase 3).
Lorsque O est client (cf. gure 4.12-b), il ne participe qu'aux phases 1 et 3. Chaque copie O
i
transmet la reque^te  (phase 1), et delivre la reponse  transmise par le serveur (phase 3).
10
Les reque^tes ne sont pas totalement ordonnees.

















Figure 4.12: a. serveur duplique semi-activement, b. client duplique semi-activement
Tolerance aux fautes d'un objet duplique semi-activement
La duplication semi-active est une strategie a copie primaire, s'inspirant a la fois de la duplication
active et de la duplication passive. La defaillance de la copie primaire pose toutefois moins de
problemes que dans le cas de la duplication passive: la retransmission de la reque^te (resp.
reponse) par le client (resp. serveur) n'est pas necessaire. La duplication semi-active utilise la
pre-synchronisation pour synchroniser les copies secondaires sur l'etat de la copie primaire.
Defaillance de la copie primaire d'un serveur duplique semi-activement Chaque cas
de defaillance correspond a une phase precise de l'invocation:
a.1. Si prim(O) defaille pendant la transmission de la reque^te , la propriete d'agrement uni-
forme garantit que les copies correctes de O restent coherentes. Cette remarque est aussi
valable pour la defaillance d'une copie secondaire.
a.2. Si prim(O) defaille pendant le traitement de , il faut distinguer deux cas:
a.2.1 Si prim(O) defaille avant de delivrer le message de pre-synchronisation notify, les
copies secondaires ne peuvent pas traiter la reque^te  avant d'avoir elu une nouvelle
copie primaire et d'avoir delivre le message de pre-synchronisation correspondant a .
Le message de pre-synchronisation indique l'instant logique a partir duquel les copies
secondaires peuvent traiter la reque^te . La propriete de vue-synchronisme (cf. sec-
tion 2.3.3) doit e^tre veriee pour que ce cas de defaillances soit traite correctement.
L'exemple de la gure 4.13 le montre. Le serveur O est invoque simultanement par
deux clients (non representes sur la gure). Ces deux invocations correspondent aux











delivre  apres 
0
. La transmission de
la reque^te n'assurant pas l'ordre total, ce scenario est possible. Juste avant de defaillir,











Figure 4.13: Importance de la propriete de vue-synchronisme pour un serveur semi-activement du-
plique
la copie primaire O
1
transmet une notication notify
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est elue nouvelle copie primaire, elle eectue alors la pre-synchronisation








a la copie secondaire O
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0
sans avoir








ont traite les reque^tes
 et 
0
dans un ordre dierent! Si ces reque^tes ne sont pas commutatives, les etats
des deux copies deviennent incoherents.
a.2.2 Si prim(O) defaille apres avoir delivre le message de synchronisation notify, les
copies correctes de O ne sont pas aectees. Si au cours de ce traitement, O
i
invoque
d'autres objets, on retrouve le cas de la defaillance d'une copie d'un client duplique
semi-activement.
a.3. Si prim(O) defaille pendant la transmission de la reponse , la reponse risque de ne pas
e^tre delivree au client.
Les copies secondaires n'ont aucun moyen de distinguer ce cas du cas a.2.2. Par consequent,
la nouvelle copie primaire de O va systematiquement transmettre la reponse quand elle
detecte la defaillance de la copie primaire initiale. La propriete d'integrite garantit que le
client ne delivre pas la reponse plusieurs fois.
Defaillance de la copie primaire d'un client duplique semi-activement On retrouve
exactement les me^mes problemes que pour un client duplique activement.
90 Chapitre 4. L'invocation entre objets dupliques: analyse et modelisation
Particularites
Outre les problemes herites de la duplication active (par ex. necessite de l'agrement uniforme)
ou de la duplication passive (par ex. election d'une copie primaire), la duplication semi-active
se distingue par son besoin de la semantique vue-synchrone.
4.5.4 Duplication coordinateur-cohorte
Principe
La duplication coordinateur-cohorte est denie ainsi:
 pour un objet serveur:
{ delivrance des reque^tes: toutes les copies delivrent le me^me ensemble de reque^tes;
{ traitement des reque^tes: la copie primaire est la seule a traiter les reque^tes;
{ emission des reponses: la copie primaire est la seule a emettre les reponses;
 pour un objet client:
{ emission des reque^tes: la copie primaire est la seule a emettre les reque^tes;
{ delivrance des reponses: toutes les copies delivrent le me^me ensemble de reponses.
Cette denition complete la denition presentee a la section 2.5.5. La premiere denition ne
decrivait le principe de la duplication coordinateur-cohorte que pour un objet serveur.
Specication
Soit un objet O duplique \coordinateur-cohorte". Le principe de la duplication coordinateur-
cohorte se traduit, en termes des parametres denis a la section 4.3.4, de la facon suivante:
 pour un objet serveur:
{ delivrance des reque^tes: dst(O) = v
k
(O) et ord(O) = FIFO;
{ traitement des reque^tes: cpu(O) = prim(O);
{ emission des reponses: src(O) = prim(O);
 pour un objet client:
{ emission des reque^tes: src(O) = prim(O);
{ delivrance des reponses: dst(O) = v
k
(O) et ord(O) = FIFO;
Participation d'un objet duplique \coordinateur-cohorte" a une invocation
La gure 4.14 illustre la participation de l'objet O a une invocation, en tant que serveur (a.) et
en tant que client (b.).
















Figure 4.14: a. serveur duplique \coordinateur-cohorte", b. client duplique \coordinateur-cohorte"
Lorsque O est serveur (cf. gure 4.14-a), il participe aux trois phases de l'invocation. Chaque
copie O
i
delivre la reque^te  (phase 1). Seule la copie primaire O
1
produit la reponse  en
traitant  (phase 2), puis transmet la reponse  vers le client (phase 3).
Lorsque O est client (cf. gure 4.14-b), il ne participe qu'aux phases 1 et 3. Seule la copie
primaire O
1
transmet la reque^te  (phase 1). Chaque copie O
i
delivre la reponse  transmise
par le serveur (phase 3).
Tolerance aux fautes d'un objet duplique \coordinateur-cohorte"
Comme la duplication semi-active, la duplication coordinateur-cohorte est une strategie hybride,
a mi-chemin entre la duplication active et la duplication passive. Comme la duplication passive,
la duplication coordinateur-cohorte utilise la post-synchronisation pour synchroniser les copies
secondaires sur l'etat de la copie primaire.
Defaillance de la copie primaire d'un serveur duplique \coordinateur-cohorte" Cha-
que cas de defaillance correspond a une phase precise de l'invocation:
a.1. Si prim(O) defaille pendant la transmission de la reque^te , la propriete d'agrement uni-
forme garantit que les copies correctes de O restent coherentes. Cette remarque est aussi
valable pour la defaillance d'une copie secondaire.
a.2. Si prim(O) defaille pendant le traitement de , il faut distinguer deux cas:
a.2.1 Si prim(O) defaille avant de delivrer le message de synchronisation check, le traite-
ment eectue par prim(O) est perdu mais pas la reque^te .
Si le traitement de  comporte une invocation d'un objet tiers, la nouvelle copie
primaire refait systematiquement l'invocation de l'objet tiers. L'etat de ce dernier
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risquerait de devenir incoherent si la propriete d'uniformite ne le protegeait pas des
reque^tes redondantes. Il s'agit ici d'une variante du probleme du nombre variable de
reque^tes.
a.2.2 Si prim(O) defaille apres avoir delivre le message de synchronisation check, les copies
secondaires ont egalement delivre check. Elles ont donc pris connaissance de la
reque^te , de la reponse  et du changement d'etat occasionne par le traitement
de .
La nouvelle copie primaire transmet systematiquement la reponse  au client.
a.3. Si prim(O) defaille pendant la transmission de la reponse , la reponse risque de ne pas
e^tre delivree au client.
Les copies secondaires n'ont aucun moyen de distinguer ce cas du cas a.2.2. Par consequent,
la nouvelle copie primaire de O va systematiquement transmettre la reponse quand elle
detecte la defaillance de la copie primaire initiale. La propriete d'integrite garantit que le
client ne delivre pas la reponse plusieurs fois.
Defaillance de la copie primaire d'un client duplique \coordinateur-cohorte" On
retrouve exactement les me^mes problemes que pour un client duplique passivement.
4.5.5 Synthese
Le tableau 4.4 resume, pour les quatres strategies de duplication considerees, les valeurs des
parametres de l'invocation entre objets dupliques. Si O est un serveur duplique, dst(O) et
parametres de l'invocation entre objets dupliques
strategies serveur duplique O client duplique O
de phase 1 phase 2 phase 3 phase 1 phase 3
























(O) FIFO prim(O) prim(O) prim(O) v
k
(O) FIFO
Tableau 4.4: Valeurs des parametres pour les quatres strategies de duplication
ord(O) concernent la transmission de la reque^te (phase 1), cpu(O) concerne le traitement de la
reque^te (phase 2) et src(O) concerne la transmission de la reponse (phase 3). Si O est un client
duplique, src(O) concerne la transmission de la reque^te (phase 1) alors que dst(O) et ord(O)
concernent la transmission de la reponse (phase 3).
Symetrie entre les phases 1 et 3 Les colonnes correspondant a la phase 1 d'un serveur
sont identiques a celles correspondant a la phase 3 d'un client. Les parametres dst(O) et ord(O)
prennent les me^mes valeurs lorsque O est serveur (phase 1) et lorsque O est client (phase 3).
Ceci est la consequence de la modelisation symetrique de l'invocation entre objets dupliques.
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La colonne correspondant a la phase 3 d'un serveur est identique a la colonne correspondant a
la phase 1 sauf pour la duplication semi-active. Dans ce cas, src(O) = prim(O) si O est serveur,
alors que src(O) = v
k
(O) si O est client. Pour chacune des autres strategies, les valeurs des
deux colonnes sont identiques: le me^me ensemble de copies emet respectivement la reque^te ou
la reponse selon que O est respectivement client ou serveur.
Strategies hybrides vs strategies de base Le tableau 4.4 permet de faire le point sur les
similitudes entre les strategies hybrides (duplication semi-active et duplication coordinateur-
cohorte) et les strategies de base (duplication active et duplication passive). Les 16 combi-
naisons correspondant aux quatre strategies de duplication sont representees graphiquement a
l'annexe A.
La duplication semi-active se rapproche de la duplication active si l'on considere les parametres
dst(O), cpu(O) et src(O) (lorsque O est client). Elle se rapproche de la duplication passive si
l'on considere les parametres ord(O) et src(O) (lorsque O est serveur).
La duplication coordinateur-cohorte se rapproche de la duplication active si l'on considere le
parametre dst(O). Elle se rapproche de la duplication passive si l'on considere les parametres
src(O), ord(O) et cpu(O).
4.6 Conclusion
Resume
L'invocation entre objets dupliques pose le probleme de l'encapsulation de la duplication. Ce
probleme regroupe, les dicultes liees a l'integration de la notion de duplication avec celle
d'invocation, et les dicultes liees a la prise en compte des defaillances.
L'integration de la notion de duplication avec celle d'invocation se heurte au probleme de
l'encapsulation de la pluralite et au probleme de l'encapsulation des strategies de duplication.
Encapsuler la pluralite d'un objet duplique O revient a designer l'objet O par un mecanisme
independant de l'ensemble des copies de O, et independant de la strategie de duplication de O.
Encapsuler la strategie de duplication d'un objet O revient a cacher, la primitive de communica-
tion qu'il faut utiliser pour transmettre un message a O, et a ltrer les messages en provenance
de O.
L'analyse de quelques exemples d'invocation met en evidence une modelisation asymetrique de
l'invocation entre objets dupliques. Cette modelisation suppose que la reponse a une invocation
est transmise comme un retour d'appel de procedure a distance. Le principal inconvenient de la
modelisation asymetrique est qu'elle ne permet pas d'exprimer le probleme de l'encapsulation
de la pluralite d'un client duplique. Ce chapitre propose une alternative appelee modelisation
symetrique, dont la particularite est de considerer la transmission de la reponse exactement
comme la transmission de la reque^te. La modelisation symetrique permet de prendre en compte
le probleme de l'encapsulation de la pluralite de tout objet duplique, qu'il soit client ou serveur.
Aux problemes evoques ci-dessus, s'ajoutent les dicultes liees a la prise en compte des defail-
lances. Dans un systeme reparti asynchrone, les informations sur les defaillances sont neces-
sairement approximatives. Dans cette etude, l'abstraction choisie est celle d'un groupe d'objets
a partition primaire dote de la semantique vue synchrone.
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
A partir de la modelisation symetrique et de l'abstraction de groupe, une specication generique
de l'invocation entre objets dupliques a ete construite. Les parametres de cette specication sont
determines par les strategies de duplication des objets participant a l'invocation. Les valeurs de
ces parametres sont obtenues en appliquant la specication sur chacune des quatre strategies de
duplication considerees dans cette these.
Commentaires
Ce chapitre a decrit de maniere approfondie les problemes etudies au cours de ce travail de
these. Cette description a permis de denir une specication, basee sur une modelisation
symetrique originale de l'invocation entre objets dupliques. Le chapitre suivant s'appuie sur
cette specication pour elaborer des solutions aux problemes decrits dans ce chapitre.
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Chapitre 5
N2M, un service d'invocation pour
objets dupliques
5.1 Introduction
Ce chapitre presente N2M, un service d'invocation pour objets dupliques
1
, concu dans le contexte
de cette these, an de repondre aux problemes decrits au chapitre precedent.
Presentation generale
Le service N2M realise l'encapsulation de la duplication des objets qui utilisent ce service pour
communiquer. En d'autres termes, la duplication de tout objet O utilisant N2M, est rendue
completement transparente aux objets communiquant avec O.
Pour encapsuler la duplication, le service N2M denit l'abstraction de representants symetriques.
Cette abstraction consiste a construire, de maniere symetrique: un representant du serveur sur
chaque nud ou reside une copie du client, et un representant du client sur chaque nud ou
reside une copie du serveur. Gra^ce aux representants symetriques, les objets utilisant N2M com-
muniquent exclusivement par invocations, et ils ne percoivent ni la repartition ni la duplication.
Les representants symetriques sont mis en uvre par les objets communication, les objets qui
fournissent le service N2M. Par opposition, les objets qui utilisent le service N2M, sont appeles
objets application. Les objets communication mettent en uvre les strategies de duplication qui
sont utilisees pour dupliquer les objets application.
Il existe deux sortes d'objets communication: les encapsulateurs et les messagers. Un encap-
sulateur est associe a chaque copie d'un objet application. Un encapsulateur est un veritable
ltre a invocations: il contro^le toutes les reque^tes et toutes les reponses, entrant ou sortant de
la copie associee. Un messager est un representant local d'un objet duplique O. Le ro^le d'un
messager de O consiste a transmettre les reque^tes et les reponses, emises par les objets residant
sur le nud du messager, vers les copies de l'objet application O.
La dimension generique de l'invocation est prise en compte gra^ce a la conception d'encapsulateurs
1
Le schema de communication correspondant a un multicast est souvent designe par l'expression anglaise \1 to
n". De la me^me maniere, l'expression \n to m" caracterise la communication entre n copies d'un client duplique
et m copies d'un serveur duplique. Le logo N2M fait reference a cette expression.
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et de messagers specialises. Ainsi, chaque strategie de duplication est realisee a l'aide d'une classe
de messagers et d'une classe d'encapsulateurs. Ces classes mettent en uvre des algorithmes
satisfaisant les proprietes denies au chapitre precedent.
Organisation
La section 5.2 presente l'abstraction de representants symetriques. La section 5.3 decrit comment
les encapsulateurs et les messagers permettent de modeliser cette abstraction. La section 5.4
presente les solutions au probleme de l'encapsulation de la pluralite. La section 5.5 decrit les
solutions au probleme de l'encapsulation des strategies de duplication. La section 5.6 presente
l'application de ces solutions aux quatre strategies de duplication. La section 5.7 conclut le
chapitre.
5.2 Representants symetriques
Les representants symetriques constituent la principale abstraction que denit le service d'invo-
cation N2M an de realiser l'encapsulation de la duplication. La section 5.2.1 presente la notion
de representants symetriques. La section 5.2.2 decrit leur ro^le au cours du deroulement d'une
invocation. La section 5.2.3 compare les representants symetriques aux mandataires denis
dans [Shapiro 86].
5.2.1 Notion de representants symetriques
L'objectif du service N2M est de realiser l'encapsulation de la duplication, an de permettre a
des objets dupliques de communiquer exclusivement a l'aide d'invocations. Pour atteindre cet
objectif, le service N2M denit la notion de representants symetriques (symmetric represen-
tatives). Cette notion est illustree sur la gure 5.1: un client duplique C invoque un serveur













. Chaque copie reside sur un nud distinct (rectangle en grise). Le client et
le serveur sont dupliques activement: chaque copie du client doit invoquer le serveur, et chaque












Figure 5.1: Notion de representants symetriques
Sur chaque nud ou reside une copie du client C, le service N2M construit un representant du
5.2. Representants symetriques 97
serveur S. Un representant du serveur est une abstraction donnant l'illusion a toute copie C
i
que S est un objet local et non duplique. Pour cette raison, un representant du serveur est
represente sur la gure 5.1, exactement comme le serait l'objet S s'il n'etait pas duplique.
De maniere symetrique, N2M construit un representant du client sur chaque nud ou reside une
copie du serveur. Un representant du client est une abstraction donnant l'illusion a toute copie
S
j
que C est un objet local et non duplique. Pour cette raison, un representant du client est
represente sur la gure 5.1, exactement comme le serait l'objet C s'il n'etait pas duplique.
Pour invoquer le serveur S, toute copie C
i
invoque (eche a pointe creuse) le representant local
de S. Le service N2M \propage" cette invocation sur tous les nuds abritant une copie de
S. Sur chacun de ces nuds, le representant de C invoque (eche a point creuse) S
j
, la copie
locale de S. Tout se passe comme si l'invocation de toute copie S
j
etait le prolongement d'une
invocation faite par une copie C
i




percoit l'invocation comme une invocation locale.
Sur la gure 5.1, chaque eche a pointe creuse represente une invocation locale: la reque^te
d'invocation et la reponse sont echangees a l'aide du mecanisme d'invocation integre a tout
langage de programmation orientee-objets
2
.
Une invocation exprime une communication bi-directionnelle entre un client et un serveur. Le
client transmet une reque^te au serveur qui traite la reque^te, puis transmet la reponse cor-
respondante au client. Pourtant, une invocation est habituellement representee par une eche
allant du client vers le serveur. Cette representation vient du fait qu'une invocation est toujours
commencee a l'initiative du client. Le serveur ne fait que reagir a l'invocation.
L'exemple de la gure 5.1 met en evidence deux categories distinctes d'objets: les objets qui
utilisent le service N2M et les objets qui realisent le service N2M.
Les objets qui utilisent le service N2M sont appeles objets application (application objects).
Les copies de C et de S sont des objets application. Gra^ce a la notion de representants
symetriques, les objets application ont l'impression d'appartenir au me^me espace adressage.
Ils communiquent exclusivement par invocations et ne percoivent ni la repartition, ni la dupli-
cation. Cette propriete des objets application facilite la programmation d'applications reparties
tolerantes aux fautes. Le programmeur peut se concentrer sur la mise en uvre de la semantique
de l'application, sans se preoccuper des aspects relatifs a la repartition et a la duplication.
Les objets qui realisent le service N2M sont appeles objets communication (communication
objects). Les representants de C et de S sont des objets communication. Les objets communi-
cation gerent tous les aspects relatifs a la repartition et a la duplication an de mettre en uvre
l'abstraction d'espace d'adressage unique pour le compte des objets application.
Les objets communication mettent en uvre l'abstraction de representants symetriques. Ils
realisent l'encapsulation de la duplication des objets application:
 les copies du client (resp. serveur) n'ont aucun moyen de percevoir que le serveur (resp.
client) est constitue par un groupe de copies: la pluralite du client et la pluralite du serveur
sont encapsulees;
 l'inuence des strategies de duplication du client et du serveur sur la communication est
cachee aux copies du client et a celles du serveur: les strategies de duplication du client et
du serveur sont encapsulees.
2
Ce mecanisme correspond a l'appel de procedure des langages de programmation proceduraux.
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5.2.2 Ro^le des representants symetriques
La gure 5.2 reprend l'exemple de la gure 5.1 an d'illustrer le ro^le des representants syme-
triques dans le deroulement d'une invocation. Pour mieux les distinguer des objets application,
les representants symetriques sont representes a l'aide de rectangles noirs aux coins arrondis.
Les representants de S (resp. C) portent l'etiquette rep(S) (resp. rep(C)).
La sequence des etiquettes numeriques de la gure 5.2 permet de suivre le deroulement
3
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Figure 5.2: Ro^le des representants symetriques
La duplication active confere un ro^le identique a chaque copie, ce qui simplie l'expose sans
nuire a sa generalite.
Chaque copie C
i
invoque S comme si ce dernier etait un objet local. En realite, C
i
invoque le
representant rep(S) (etiquette 1). Cet objet communication conna^t la strategie de duplication
de S: il est capable de localiser les copies de S et de leur transmettre la reque^te. Comme toutes
les copies de C invoquent S, il peut para^tre surprenant que le representant rep(S) residant sur
le nud de C
1
(on le note rep(S)(C
1
)), soit le seul a emettre la reque^te (etiquette 3) en direction
des copies du serveur.
Les representants rep(S) agissent comme de veritables ltres a invocations. Le ltrage des
invocations sert a garantir la propriete d'integrite (cf. section 4.3.4) lors de la transmission de
la reque^te. Le ltrage des invocations peut e^tre realise selon deux approches: le pre-ltrage (ou
ltrage a l'emission) et le post-ltrage (ou ltrage a la reception). Ces approches sont detaillees
a la section 5.5.
Sur cet exemple, les representants rep(S) utilisent le pre-ltrage. Chaque rep(S)(C
i
) est invoque
par la copie C
i
mais seul le coordinateur rep(S)(C
1
) emet la reque^te. Sur les nuds des copies
de S, le representant rep(C)(S
j
) recoit la reque^te emise par rep(S)(C
1
) (etiquette 4), puis, il
invoque S
j
(etiquette 5). Au terme de cette invocation, chaque representant rep(C)(S
j
) obtient
une reponse qu'il doit transmettre aux copies du client.
Les representants de C utilise egalement le pre-ltrage pour transmettre la reponse aux copies




) est le seul a emettre la reponse (etiquette 7). Sur
les nuds des copies de C, le representant rep(S)(C
i
) recoit la reponse (etiquette 8) emise par
3
Le lecteur attentif aura remarque des \trous" dans la numerotation. Ces trous correspondent a des etapes
invisibles sur cette gure, et qui seront devoilees sur la gure 5.4.
4
Tout representant peut e^tre coordinateur.
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rep(C)(S
m
), et il la communique a C
i
par retour de l'invocation initiale (etiquette 1).
5.2.3 Representants vs mandataires
Un representant s'apparente a un mandataire (cf. section 3.4.2). Un representant d'un objet
duplique O realise l'encapsulation de la duplication de O. Tout objet communiquant avec O ne
peut distinguer rep(O), le representant local de O, de l'objet duplique O dont les copies sont
reparties sur des nuds distants. De facon analogue, un mandataire d'un serveur duplique O
realise l'encapsulation de la duplication de O. Le mandataire donne l'illusion, a tout client de
O residant sur le nud du mandataire, que l'objet O est un objet local et non duplique.
Cependant, un representant se distingue d'un mandataire par deux aspects:
 la notion de representant est symetrique alors que celle de mandataire est asymetrique;
 le comportement d'un representant depend a la fois du client et du serveur alors que celui
d'un mandataire ne depend que du serveur.
Symetrie des representants vs asymetrie des mandataires
Les representants sont symetriques : il y a un representant du serveur sur le nud de chaque
copie du client et un representant du client sur le nud de chaque copie du serveur. Cette
abstraction s'inscrit dans le contexte de la modelisation symetrique de l'invocation entre objets
dupliques. Elle permet de contro^ler nement le schema de communication entre les copies du
client et celles du serveur. Precisement, le message transportant la reponse a une invocation
est totalement independant du message transportant la reque^te. L'independance des messages
signie que la reponse ne suit pas systematiquement le trajet inverse de la reque^te. Le schema de
communication entre le client et le serveur est alors determine par les strategies de duplication
du client et du serveur.

















. Comme S (resp. C) est duplique activement, la reque^te (resp. reponse) est transmise
a toutes les copies de S (resp. C). Le pre-ltrage garantit la propriete d'integrite lors de la
transmission de la reque^te (resp. reponse).
Contrairement aux representants, les mandataires sont asymetriques : il y a un mandataire
du serveur sur le nud de chaque copie du client mais il n'y a pas de mandataire du client
sur les nuds des copies du serveur. Un mandataire represente toujours un serveur. Cette
abstraction s'inscrit dans le contexte de la modelisation asymetrique (usuelle) de l'invocation
entre objets dupliques. Le schema de communication entre les copies du client et du serveur
est ge: le message transportant la reponse a une invocation suit systematiquement le trajet
inverse du message transportant la reque^te. Les copies du serveur jouent un ro^le privilegie: elles
sont conscientes de la repartition puisqu'elles doivent e^tre capables de communiquer avec des
mandataires distants. Le schema de communication entre le client et le serveur est contro^le par
les copies du serveur et par les mandataires. Les copies du client percoivent l'invocation du
serveur comme une invocation locale: la duplication du serveur est encapsulee par l'abstraction
de mandataire.
La gure 5.3 illustre la dierence entre representants et mandataires, en exprimant l'exemple de
la gure precedente avec des mandataires. Sur le nud de chaque copie C
i
, il y a un mandataire











Figure 5.3: Asymetrie des mandataires
du serveurman(S). Par contre, il n'y a pas de mandataire du client sur le nud de chaque copie
S
j
. Chaque copie C
i
invoque le mandataire man(S) residant sur le me^me nud. Comme sur la
gure 5.2, le pre-ltrage est utilise pour garantir la propriete d'integrite sur la transmission de
la reque^te et sur la transmission de la reponse. Par consequent, le mandataire m(S)(C
1
) est le









. La copie S
m
est la seule a transmettre la reponse. Comme la reponse doit









ne recoivent pas de reponse!
Ce petit exemple montre que l'abstraction de mandataire ne permet pas d'utiliser le pre-ltrage
pour garantir la propriete d'integrite. Cette impossibilite correspond au fait que la modelisation
asymetrique de l'invocation (sur laquelle est basee l'abstraction de mandataire) ne permet pas
d'exprimer le probleme de l'encapsulation de la pluralite d'un client duplique.
Comportement d'un representant vs comportement d'un mandataire
Le comportement d'un mandataire est completement determine par le serveur que le mandataire
represente. En particulier, la strategie de duplication du serveur denit le schema de commu-
nication entre le mandataire et les copies du serveur. Le client interagit avec le mandataire a
l'aide d'invocations locales. Il n'a donc aucune inuence sur le comportement du mandataire.
Contrairement au mandataire, le comportement d'un representant depend a la fois du client et
du serveur. L'analyse de la gure 5.2 permet de s'en convaincre.
Les representants de S sont charges de transmettre la reque^te d'invocation depuis les copies
de C vers les copies de S. La transmission de la reque^te est conditionnee par les parametres
dst(S), ord(S) et src(C) (cf. section 4.3.4). Les deux premiers parametres dependent de str(S),
la strategie de duplication de S. Ils designent respectivement l'ensemble des copies de S qui
doivent delivrer la reque^te, et le critere d'ordre a utiliser pour cette delivrance. Pour pouvoir
transmettre la reque^te, tout representant de S doit donc conna^tre str(S).
Le troisieme parametre depend de str(C), la strategie de duplication du client. Il designe
l'ensemble des copies de C qui emettent la reque^te. Ce parametre est important car il conditionne
le ltrage des reque^tes. En eet, les representants de S eectuent le pre-ltrage des reque^tes a
cause de la duplication active du client C. Ainsi, tout representant de S doit conna^tre str(C)
pour eectuer le pre-ltrage.
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Comme tout representant rep(S) doit conna^tre str(S) et str(C), son comportement depend a
la fois du serveur S et du client C. La me^me remarque s'applique a tout representant rep(C).
Pour s'en convaincre, il sut de considerer la transmission de la reponse.
5.3 Encapsulateurs et messagers
Les encapsulateurs et les messagers sont des objets communication specialises qui realisent
l'abstraction de representants symetriques. La section 5.3.1 presente la modelisation des repre-
sentants symetriques en termes d'encapsulateurs et de messagers. La section 5.3.2 decrit la
notion d'encapsulateur. La section 5.3.3 presente la notion de messager.
5.3.1 Modelisation des representants symetriques
Le comportement d'un representant symetrique depend a la fois du client et du serveur. An
de respecter la propriete d'encapsulation des objets, le comportement dependant du client, doit
e^tre isole du comportement dependant du serveur. Par consequent, un representant symetrique
est modelise en utilisant deux objets communication distincts: un encapsulateur et un messager.













































Figure 5.4: Modelisation des representants symetriques
gure 5.2: le client C et le serveur S sont dupliques activement et les invocations sont pre-ltrees.
Sur le nud de chaque copie C
i
, le representant du serveur, rep(S), est modelise a l'aide de
l'encapsulateur e(C
i
) et du messager m(S). Le messager m(S) modelise le comportement
dependant du serveur S. Il est charge de transmettre la reque^te en respectant les valeurs
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des parametres imposees par str(S), la strategie de duplication du serveur S. L'encapsulateur
e(C
i
) modelise le comportement dependant du client C. Il est charge de ltrer les reque^tes
d'invocation en tenant compte de str(C), la strategie de duplication du client C.
De facon symetrique, sur le nud de chaque copie S
j
, le representant du client, rep(C), est
modelise a l'aide de l'encapsulateur e(S
j
) et du messager m(C). Le messager m(C) modelise le
comportement dependant du client C. Il est charge de transmettre la reponse en respectant les
valeurs des parametres imposees par str(C). L'encapsulateur e(S
j
) modelise le comportement
dependant du serveur S. Il est charge de ltrer les reponses a l'invocation en tenant compte de
str(S).
Cette modelisation des representants symetriques repose sur l'interaction entre des messagers
et des encapsulateurs, dont les classes peuvent e^tre a priori quelconques. Pour que cette inter-
action soit possible, tout encapsulateur et tout messager doit presenter une interface standard.
Les methodes outRequest(), inReply() et inRequest() constituent l'interface standard d'un en-
capsulateur. Les methodes sendRequest() et sendReply() constituent l'interface standard d'un
messager.
La gure 5.4 permet de suivre le deroulement d'une invocation et d'avoir une premiere idee du
ro^le de chaque methode evoquee ci-dessus. Plus de details sont donnes a la section 5.3.2 et a la
section 5.3.3. Une invocation se deroule toujours en trois phases:
1. Transmission de la reque^te: comme le client C est duplique activement, chaque copie
C
i
invoque le serveur S. Lorsqu'une copie C
i
invoque S, la methode outRequest() de
l'encapsulateur e(C
i
) est appelee automatiquement
5
. Au cours de l'execution de la me-
thode outRequest(), chaque e(C
i
) pre-ltre les reque^tes d'invocation redondantes. En
outre, le coordinateur e(C
1
) invoque la methode sendRequest() du messagerm(S) (etiquet-
te 2) pour lui transmettre la reque^te d'invocation, emise par C
1
. Des lors, pour chaque
e(C
i
), l'execution de outRequest() est bloquee en attente de la reponse a l'invocation.
Le messager m(S) eectue la transmission de la reque^te (etiquette 3) vers les encapsula-
teurs des copies de S en respectant les valeurs des parametres xes par str(S). Ainsi, la
reque^te est transmise aux encapsulateurs de toutes les copies de S a l'aide d'un multicast
respectant l'ordre total.
2. Traitement de la reque^te: lorsque la reque^te d'invocation parvient sur le nud d'une
copie S
j
, elle est delivree a e(S
j
) par l'appel de la methode inRequest() (etiquette 4).
Puis, l'encapsulateur e(S
j
) utilise cette reque^te pour invoquer S
j
(etiquette 5). Lorsque
l'invocation se termine, e(S
j
) recupere la reponse produite par S
j
.
3. Transmission de la reponse: au cours de l'execution de la methode inRequest(), chaque
e(S
j
) pre-ltre les reponses redondantes. En outre, le coordinateur e(S
m
) invoque la




Le messager m(C) eectue la transmission de la reponse (etiquette 7) vers les encapsula-
teurs des copies de C en respectant les valeurs des parametres xes par str(C). Ainsi, la
reponse est transmise aux encapsulateurs de toutes les copies de C a l'aide d'un multicast
respectant l'ordre total.
5
Ce mecanisme est explique plus loin a la section 5.4.3.
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Lorsque la reponse parvient sur le nud d'une copie C
i
, elle est delivree a e(C
i
) par
l'appel de la methode inReply() (etiquette 8). Cette delivrance provoque la terminaison
de la methode outRequest(): C
i
obtient ainsi la reponse a l'invocation initiale (etiquette 1).
5.3.2 Notion d'encapsulateur
Un encapsulateur (encapsulator) associe a un objet application O, est un objet communication
dont le ro^le consiste a ltrer toutes les invocations auxquelles O participe, soit comme client,
soit comme serveur. L'encapsulateur associe a O est note e(O).
Un encapsulateur peut e^tre vu comme une sorte de capsule ou de coquille enveloppant un objet
application. Il est donc situe sur le me^me nud que son objet application. Sa duree de vie
correspond a celle de son objet application: il est cree et detruit en me^me temps que son objet
application.
Les traitements que realisent un encapsulateur e(O) varient d'une part, selon la classe de
l'encapsulateur, et d'autre part selon que O est client ou serveur pour cette invocation.
Ro^le de l'encapsulateur d'un client
Lorsque O est client, les traitements eectues par e(O) correspondent a l'execution des methodes
outRequest() et inReply().
La methode outRequest() realise le traitement que l'encapsulateur eectue avant de transmettre
la reque^te d'invocation au messager du serveur. Cette methode est appelee automatiquement par
N2M a chaque fois que le client O invoque un serveur. Tout se passe comme si O avait invoque
e(O). Les parametres d'entree de outRequest() sont: le nom du serveur, le nom de l'operation
et la liste des parametres eventuels. La valeur de retour de outRequest() est la reponse renvoyee
par le serveur invoque par O. Le traitement realise par outRequest() est structure comme suit:
1. traitement specique a la classe de e(O);
2. invocation du messager du serveur (methode sendRequest());
3. attente de la reponse a l'aide d'un semaphore de synchronisation prive a l'invocation;
4. terminaison de outRequest(): la reponse constitue la valeur de retour de outRequest().
La methode inReply() correspond au traitement que l'encapsulateur eectue avant de delivrer la
reponse au client. Cette methode est invoquee au moment ou la reponse a l'invocation parvient
sur le nud de O. Le traitement consiste principalement a debloquer la methode outRequest()
en attente sur le semaphore de synchronisation.
Ro^le de l'encapsulateur d'un serveur
Lorsque O est serveur, les traitements eectues par e(O) correspondent a l'execution de la
methode inRequest(). Cette methode correspond au traitement qu'un encapsulateur eectue
avant de delivrer la reque^te au serveur. Elle est invoquee au moment ou une reque^te d'invocation
parvient sur le nud de O.
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L'encapsulateur e(O) delivre la reque^te d'invocation transmise par un messager distant, puis il
invoque l'objet O a l'aide de cette reque^te. Lorsque l'invocation de O est terminee, e(O) recupere
la reponse de cette invocation et la transmet au messager du client (methode sendReply()).
5.3.3 Notion de messager
Un messager (mailer) associe a un objet application O, est un objet communication charge
de transmettre, vers les encapsulateurs des copies de O, les messages (i.e. reque^tes et reponses)
emis par les encapsulateurs des objets application locaux. On note m(O) le messager associe
a O.
Un messager est une sorte de mandataire symetrique: contrairement a un mandataire, un mes-
sager m(O) transmet un message (reque^te ou reponse) vers l'objet O mais ne delivre pas de
message provenant de O. Un messager m(O) est cree sur chaque nud ou il existe un objet
application suceptible d'envoyer des messages a O.
Le caractere symetrique du ro^le d'un messager se retrouve dans les traitements qu'il eectue.
Lorsque O est serveur, m(O) est charge de transmettre la reque^te d'invocation vers les encap-
sulateurs des copies de O. Ce traitement est assure par la methode sendRequest(). Lorsque O
est client, m(O) est charge de transmettre la reponse a l'invocation vers les encapsulateurs des
copies de O. Ce traitement est assure par la methode sendReply().
5.4 Encapsulation de la pluralite dans le service N2M
Cette section decrit les solutions du service N2M, au probleme de l'encapsulation de la pluralite.
La section 5.4.1 situe la problematique dans le contexte du service N2M. La section 5.4.2 presente
la structure des objets application dupliques. La section 5.4.3 decrit les mecanismes permettant
de designer ces objets. La section 5.4.4 fait le point sur les solutions presentees.
5.4.1 Introduction
Encapsuler la pluralite d'un objet duplique O consiste a cacher, aux objets communiquant
avec O, le fait que O est un groupe d'objets repartis sur plusieurs nuds. Comme l'a montre
la section 4.3.2, le probleme de l'encapsulation de la pluralite peut e^tre ramene a celui de la
designation d'un objet duplique. Si O peut e^tre designe a l'aide d'un identicateur independant
du nombre de ses copies, de leur repartition, et de sa strategie de duplication alors la pluralite de
O est encapsulee. Au cours d'une invocation, le probleme de la designation d'un objet duplique
se pose pendant la transmission de la reque^te (designation du serveur) et pendant la transmission
de la reponse (designation du client).
Dans le contexte du service N2M, la pluralite des objets application dupliques est encapsulee par
les objets communication. Plus precisement, un objet application duplique est construit autour
d'un groupe d'encapsulateurs dont l'interface est realise, sur chaque nud, par un messager.
Cette structure permet de construire un mecanisme de designation base sur les identicateurs
de groupe.
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5.4.2 Structure des objets application dupliques
De maniere generale, un objet duplique est constitue par un ensemble de copies reparties sur
plusieurs nuds. Dans le contexte de N2M, chaque copie d'un objet application duplique est
un objet application. Par consequent
6
, les copies d'un objet application ne sont pas conscientes
qu'elles gerent un etat duplique.
Le lien entre les copies d'un objet application duplique est realise par les encapsulateurs associes
a ces copies. En eet, tous les encapsulateurs associes a une copie d'un objet application O


















Figure 5.5: Structure des objets application dupliques
illustre la structure des objets application dupliques. Deux objets application dupliques, C et





le groupe g(C), illustre par un contour en pointille. De me^me, les encapsulateurs des copies de
S forment le groupe g(S).
Un groupe d'encapsulateurs realise la semantique decrite a la section 4.4.1. Il se caracterise par:
 une composition dynamique exprimee sous la forme d'une sequence de vues delivree a tous
les membres du groupe. Chaque vue contient la liste des identicateurs des encapsulateurs
appartenant au groupe a cet instant logique. Une nouvelle vue est construite a chaque fois
qu'un encapsulateur rejoint ou quitte le groupe.
 un identicateur unique et global a tout le systeme.
Cette semantique peut se resumer par les methodes join(), viewChange() et leave(). Elles cor-
respondent aux traitements que tout encapsulateur doit realiser pour respectivement, rejoindre
un groupe, traiter un changement de vue et quitter un groupe. Pour realiser ces methodes, les
6
Un objet application ne percoit ni la repartition, ni la duplication (cf. section 5.2.1).
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classes d'encapsulateurs s'appuient sur un service de gestion de groupes independant de N2M.
Des classes d'objets communication specialises assurent l'interface entre N2M et le service de
gestion de groupes. Des lors, le service N2M peut utiliser n'importe quel service de gestion de
groupes, a condition qu'il permette de realiser la semantique decrite ci-dessus. Une mise en
uvre de N2M basee sur le service de groupes fourni par ISIS est decrite au chapitre 6.
Comme on l'a vu a la section 5.2.1, la notion de messager symetrique joue un ro^le crucial
dans le schema de communication avec un objet application duplique. Un messager permet de
communiquer avec un objet application duplique tout en ignorant le nombre et la repartition
des copies de cet objet, ainsi que sa strategie de duplication. Sur la gure 5.5, il y a un messager





Tout objet desireux de transmettre un message (reque^te ou reponse) a l'objet S s'adresse au
messager local. Par exemple, tout message en provenance d'une copie C
i
est transmis a S en
passant d'abord par e(C
i
), puis par m(S). Ce dernier transmet le message au groupe g(S)
en suivant le protocole deni par la strategie de duplication de S. Si une copie de S desire
transmettre un message a C, elle devra s'adresser au messager de C residant sur le me^me nud.
5.4.3 Designation des objets application dupliques
La designation des objets application dupliques comporte deux niveaux:
 une designation locale chargee d'assurer l'interface entre les objets application et les objets
communication residant sur un me^me nud;
 une designation globale chargee d'identier uniquement les objets communication de facon
a pouvoir leur transmettre les messages correspondant aux invocations (i.e. reque^tes et
reponses).
Designation locale
La designation locale est mise en uvre par des objets noms specialises appeles references. Une
reference (reference) sur un objet application duplique O, est un objet nom dont l'etat permet
de retrouver le messager local associe a O. On la note ref(O). Lorsqu'un client invoque O, il
invoque en realite ref(O). Pour le client, O et ref(O) sont indiscernables. Le client a ainsi
l'impression d'invoquer un objet application local et non duplique.
Une reference ref(O) represente l'objet application O dans l'espace d'adressage du nud sur
lequel elle reside. Elle complete ainsi le ro^le du messager. La notion de reference permet de
cacher completement les objets communication (i.e. encapsulateurs et messagers) aux objets
application.
Designation globale
La designation globale est mise en uvre par des objets noms specialises appeles identicateurs
globaux. Un identicateur global (global identier) est un objet nom permettant de designer
un objet communication (i.e. encapsulateur ou messager) de maniere unique. Il est compose de
trois informations:
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 l'identicateur du groupe;
 l'identicateur du nud;
 la nature de l'objet communication: encapsulateur ou messager.
Ces trois informations susent pour designer de maniere unique un objet communication. En
eet, un objet communication ne participe qu'a la mise en uvre d'un seul objet application du-
plique. Un encapsulateur est associe a un objet application unique, copie d'un objet application
duplique. De me^me, un messager ne sert d'interface qu'a un seul objet application duplique.
Par consequent, tout objet communication n'est lie qu'a un seul groupe d'encapsulateurs.

Etant donnes un nud n
i
et un objet application duplique O, il y a au plus un encapsulateur
e(O
i




) existe, il est unique car il ne peut
y avoir plus d'une copie de O sur n
i
. Si m(O) existe, il est unique car tout objet application
duplique est represente au plus une fois sur un nud donne.
Sur chaque nud, la table des objets communication permet de retrouver un objet communica-
tion a partir de son identicateur global. Cette table comporte trois colonnes:
 l'identicateur de groupe;
 l'adresse de l'encapsulateur de la copie locale;
 l'adresse du messager.
Sur l'exemple de la gure 5.5, la table des objets communication du nud n
1
a l'allure suivante:





Tableau 5.1: Un exemple de table des objets communication
Designation des objets au cours d'une invocation
La gure 5.6 represente les quatre premieres etapes d'une invocation au cours de laquelle C
1
, une
copie d'un client C, invoque l'operation op() d'un serveur duplique S. Cette vue simpliee sut
pour illustrer l'utilisation des niveaux de designation au cours d'une invocation. Les etapes
1 et 2 montrent comment une invocation d'un objet application duplique est interceptee par
l'encapsulateur de l'appelant. Les etapes 3 et 4 illustrent le ro^le de la designation au cours de





invoque la reference de S (representee par un cercle en trait discontinu).
Toute invocation d'une reference est interceptee an d'e^tre redirigee vers l'encapsulateur







Figure 5.6: Designation des objets au cours d'une invocation
de l'objet appelant. Cette interception permet de cacher completement les objets commu-
nication aux objets application. L'illusion d'espace d'adressage unique est alors totale! Le
mecanisme d'interception peut e^tre mis en uvre selon deux approches: par generation de
code lors de la compilation, ou en utilisant un mecanisme d'exceptions a l'execution.
Avant d'invoquer l'encapsulateur de C
1
, le mecanisme d'interception reie l'invocation:





Le mecanisme d'interception invoque e(C
1
). En utilisant ref(S) et la table des objets
communication, l'encapsulateur e(C
1
) determine m(S), l'adresse du messager du serveur.
3. et 4. m(S):sendRequest(reified(op))
L'encapsulateur e(C
1
) invoque le messagerm(S). Selon la strategie de duplication de S, le
messagerm(S) transmet (etape 4) la reque^te a toutes les copies (en utilisant l'identicateur
de groupe) ou bien uniquement a la copie primaire (en utilisant l'identicateur global).
5.4.4 Synthese
La solution apportee par N2M au probleme de l'encapsulation de la pluralite repose sur trois
principes:
1. un objet application duplique est structure a partir d'un groupe d'encapsulateurs;
2. le messager symetrique permet de cacher la composition du groupe d'encapsulateurs aux
autres objets communication;
3. le mecanisme d'interception des invocations permet de cacher aux objets application
l'existence des objets communication.
5.5 Encapsulation des strategies de duplication dans le service
N2M
Cette section presente les solutions de N2M, au probleme de l'encapsulation des strategies de
duplication. La section 5.5.1 situe la problematique dans le contexte du service N2M. La sec-
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tion 5.5.2 decrit la designation des messages lies aux invocations. La section 5.5.3 presente
le ro^le des messagers dans le choix des multicasts utilises pour transmettre les messages. Les
deux sections suivantes decrivent deux approches pour realiser le ltrage des invocations: le
pre-ltrage (cf. section 5.5.4) et le post-ltrage (cf. section 5.5.5). La section 5.5.6 compare ces
deux approches. La section 5.5.7 fait la synthese des solutions presentees.
5.5.1 Introduction
Encapsuler la strategie de duplication d'un objet application duplique O consiste a cacher, aux
objets communiquant avec O, le protocole qu'il faut utiliser pour communiquer avec O. Ce
protocole est deni par la strategie de duplication de O an de garantir la coherence des copies
de O. La section 4.3.2 a montre que deux conditions doivent e^tre satisfaites pour encapsuler la
strategie de duplication de O. D'une part, le choix de la primitive de communication utilisee
pour transmettre des messages a O doit e^tre transparent aux objets communiquant avec O.
D'autre part, les messages en provenance de O doivent e^tre ltres.
La premiere condition permet de resoudre le probleme de l'ordre de delivrance des messages. La
seconde condition permet de resoudre le probleme du nombre variable de messages. Au cours
d'une invocation, ces deux problemes se posent pendant la transmission de la reque^te (nombre
variable de reque^tes et ordre de delivrance des reque^tes) et pendant la transmission de la reponse
(nombre variable de reponses et ordre de delivrance des reponses).
Dans le contexte du service N2M, les objets communication realisent l'encapsulation des stra-
tegies de duplication des objets application dupliques. Les encapsulateurs mettent en uvre deux
strategies de ltrage (le pre-ltrage et le post-ltrage), tandis que les messagers se chargent de
cacher le choix des primitives de communication.
5.5.2 Designation des messages lies aux invocations
Sur le plan de la communication, une invocation correspond a un echange de messages entre
un client et serveur. Les messages allant du client vers le serveur transportent les reque^tes
d'invocation, tandis que les messages en sens inverse transportent les reponses. Lorsque le client
et le serveur sont dupliques, plusieurs messages distincts peuvent transporter la me^me reque^te
(ou la me^me reponse).
Cette semantique a ete decrite au chapitre 4 avec les notations suivantes. Soient un client
duplique C et un serveur duplique S, tels que:
  designe la reque^te d'invocation;
  designe la reponse;
 (C
i





) designe le message transportant l'exemplaire de la reponse  emis par la copie S
j
;





) transportent la me^me reque^te d'invocation. Par conse-
quent, un seul d'entre eux doit e^tre delivre aux copies du serveur. Il en est de me^me pour
les messages transportant les reponses. Pour realiser cette semantique, les invocations et les
messages s'y rapportant, doivent e^tre designes de maniere unique.
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Pour designer une invocation de maniere unique, trois informations susent:
 l'identicateur du client;
 l'identicateur du serveur;
 un numero d'invocation attribue par le client.
Dans N2M, l'identicateur du client (resp. serveur) correspond a l'identicateur unique du
groupe auxquels appartiennent les encapsulateurs des copies du client (resp. serveur). Le
numero d'invocation est un numero de sequence, genere par l'encapsulateur de la copie du
client qui eectue une nouvelle invocation. Si plusieurs copies eectuent la me^me invocation, le
determinisme des copies garantit que le me^me numero sera genere par tous les encapsulateurs.

A partir de l'identicateur d'une invocation, il est aise de construire l'identicateur d'un message
transportant une reque^te ou une reponse, liee a cette invocation. L'identicateur unique d'un
message est compose de:
 l'identicateur de l'invocation;
 la nature du message: reque^te ou reponse.
 l'identicateur global de l'encapsulateur ayant emis le message.
5.5.3 Choix des multicasts
Pour transmettre les messages (reque^tes et reponses) aux groupes d'encapsulateurs, les mes-
sagers utilisent des multicasts garantissant la semantique vue-synchrone et l'uniformite. Cette
semantique permet de mettre en uvre la specication presentee a la section 4.4.3. Cette
specication s'apparente a celle d'un multicast able uniforme ordonne, dont le critere d'ordre
varie selon la strategie de duplication consideree. Les messagers permettent de cacher sous une
interface standard (i.e. methodes sendRequest() et sendReply()) le choix du critere d'ordre.
Ils encapsulent le critere d'ordre, comme ils encapsulent l'identite et la composition du groupe
d'encapsulateurs auquel est destine le message.
Les multicasts sont mis en uvre par un service independant de N2M. La seule contrainte sur
ce service est qu'il doit pouvoir interagir avec le service de gestion de groupe sur lequel sont
bases les groupes d'encapsulateurs. Cette approche presente l'intere^t de pouvoir reutiliser, dans
N2M, des algorithmes de multicasts developpes dans d'autres contextes. Dans la mise en uvre
presentee au chapitre 6, le service de multicasts est fourni par le logiciel ISIS.
L'inconvenient de cette approche est que les algorithmes charges d'ordonner les messages ne






d'e^tre ordonnes inutilement. Ces messages contiennent chacun un exemplaire de la me^me
reque^te, et l'un des deux sera donc ignore. On notera que l'occurence de ce probleme depend de
la technique de ltrage utilisee. Si les messages redondants sont ltres a l'emission (pre-ltrage)
le probleme ne pose pas. Par contre, si les messages sont ltres a la reception (post-ltrage), le
probleme se pose.
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5.5.4 Pre-ltrage
Comme on l'aura remarque sur les exemples precedents, le pre-ltrage est base sur la notion de
coordinateur.

Etant donne un objet application duplique O, lorsque les copies de O emettent
une reque^te ou une reponse, leurs encapsulateurs enregistrent ce message. Puis, l'un des encap-































Figure 5.7: Principe du pre-ltrage
Au cours d'une invocation, le pre-ltrage peut e^tre utilise pour la transmission de la reque^te
comme pour la transmission de la reponse. C'est le cas notamment de l'exemple presente sur la
gure 5.7. Le choix d'utiliser ou non le pre-ltrage depend de la mise en uvre de la strategie
de duplication.
Dans N2M, le pre-ltrage est realise par un algorithme integre aux methodes outRequest(),
inReply() et inRequest(). Une methode supplementaire, appelee coordinatorElected() decrit
le traitement a eectuer lorsqu'un nouveau coordinateur est elu.
Methode outRequest()
La gure 5.8 presente le pseudo-code
7
de la methode outRequest(). La methode outRequest()
de l'encapsulateur e(O
i
) est appelee lorsque la copie O
i
invoque un objet serveur.
Comme il s'agit d'une nouvelle invocation, un nouvel identicateur unique est cree par instan-
ciation de la classe InvocationUID (ligne 2). Les identicateurs du serveur et de la methode,
relatifs a la nouvelle invocation, correspondent respectivement aux parametres invokedServer
et invokedMethod (ligne 1). Ces deux parametres sont utilises pour construire une instance de
la classe OutgoingEntry (ligne 3). Cette classe decrit les objets stockes dans outgoingTable, la
table des invocations sortantes, i.e. les invocations pour lesquelles O est client.
7
La syntaxe adoptee est proche de celle de C++.
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method outRequest(invokedServer; invokedMethod) 1
newInvocationUID := InvocationUID :: new(); 2











end method outRequest 11
Figure 5.8: Pre-ltrage: methode outRequest()
Chaque instance de la classe OutgoingEntry stocke des informations a propos d'une invocation
sortante. Ces informations sont:
 l'identicateur unique de l'invocation: la methode invocationUID() permet d'obtenir cet
identicateur;
 l'etat courant de l'invocation: cet etat peut prendre les valeurs:
{ DONE: l'invocation est terminee;
{ PENDING: l'invocation est en cours;
{ AWAITED: l'invocation est attendue
8
Les methodes status() et setStatus() permettent respectivement de consulter et de mo-
dier cet etat;
 le semaphore de synchronisation (initialise a 0) permettant d'attendre la reponse: chaque
appel a outRequest() se bloque sur ce semaphore jusqu'a ce que la reponse a l'invocation
parvienne a l'encapsulateur. La methode semaphore() permet d'acceder a ce semaphore;
 la reque^te d'invocation: une reque^te d'invocation comprend l'identite du serveur invoque
ainsi que celle de la methode. Les methodes request() et setRequest() permettent respec-
tivement de consulter et d'initialiser cette information;
 la reponse a l'invocation: une reponse correspond a l'objet que le serveur renvoie au client
au terme de l'invocation. Les methodes reply() et setReply() permettent respectivement
de consulter et d'initialiser cette information;
La nouvelle instance de OutgoingEntry est alors ajoutee a la table outgoingTable (ligne 4): la
nouvelle invocation est enregistree au niveau de chaque encapsulateur. Si e(O
i
) est le coordina-
teur (ligne 5), la reque^te d'invocation est transmise au messager du serveur (lignes 6 et 7). Le
messager du serveur est obtenu a partir du parametre invokedServer. Le messager du serveur
se charge de transmettre la reque^te aux encapsulateurs du serveur, en respectant la strategie
8
Ce dernier cas est explique plus loin.
5.5. Encapsulation des strategies de duplication dans le service N2M 113
de duplication du serveur. L'avant-derniere instruction de outRequest() (ligne 9) correspond a
l'invocation de l'operation P () qui permet le bloquage sur le semaphore de synchronisation.
Methode inReply()
La gure 5.9 presente le pseudo-code decrivant la methode inReply(). Cette methode est appelee
lorsqu'un message transportant une reponse parvient a l'encapsulateur e(O
i
). Il s'agit alors de
method inReply(aReplyMessage) 1
outgoingEntry := outgoingTable:search(aReplyMessage:invocationUID); 2
if outgoingEntry <> NIL 3




else newEntry := OutgoingEntry :: new2
(aReplyMessage:invocationUID; aReplyMessage:replyObject); 8
outgoingTable:add(newEntry); 9
newEntry:setStatus := AWAITED 10
end if 11
end method inReply 12
Figure 5.9: Pre-ltrage: methode inReply()
determiner si cette reponse a deja ete recue par l'encapsulateur. Pour s'en assurer, on recherche
l'entree correspondante dans outgoingTable, la table des invocations sortantes (ligne 2).
Si cette entree existe, on consulte l'etat courant de l'invocation (ligne 4). Si aucune reponse
n'a encore ete recue pour cette invocation (etat PENDING), il faut considerer la reponse que
l'on vient de recevoir. Par consequent, la reponse est stockee dans l'entree correspondante de
outgoingTable (ligne 5) et on libere le semaphore de synchronisation (ligne 6). L'execution de
la methode outRequest() reprend et la reponse est retournee au client (ligne 10 de la gure 5.8).





) a recu une reponse a une invocation dont il n'a pas encore enregistre la reque^te.
Cette situation survient quand la copie O
i
est beaucoup plus lente que le coordinateur: ce
dernier a transmis une reque^te , et obtenu une reponse alors que O
i
n'a pas encore emis . Par
consequent, une nouvelle entree est creee dans outgoingTable avec l'etat AWAITED (i.e. invo-
cation attendue) (ligne 8 a ligne 12). La methode de creation de l'instance de OutgoingEntry
est dierente (methode new2()) de celle utilisee dans outRequest() puisque les parametres sont
dierents.
Methode inRequest()
La gure 5.10 presente le pseudo-code decrivant la methode inRequest(). Cette methode est
appelee lorsqu'un message transportant une reque^te est recu par l'encapsulateur e(O
i
).
Contrairement aux deux methodes precedentes, la methode inRequest() est utilisee lorsque O
joue le ro^le de serveur dans une invocation. Par consequent, cette methode s'appuie sur une
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method inRequest(aRequestMessage) 1
incomingEntry := incomingTable:search(aRequestMessage:invocationUId); 2




then if incomingEntry:status = DONE 5
then clientMailer := (incomingEntry:client):mailer; 6
clientMailer:sendReply(incomingEntry:reply) 7
end if 8


















end method inRequest 23
Figure 5.10: Pre-ltrage: methode inRequest()
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table des invocations entrantes, appelee incomingTable. Pour chaque invocation, cette table
stocke les me^mes informations que outgoingTable, exception faite de la reque^te d'invocation et
du semaphore de synchronisation. Comme dans le cas de inReply(), on determine tout d'abord
si la reque^te contenue dans aRequestMessage n'a pas deja ete recue (ligne 2).
S'il s'agit d'une nouvelle reque^te (lignes 13 a 23), une nouvelle entree est creee dans la ta-
ble incomingTable, avec l'etat PENDING, i.e. invocation en cours (lignes 13 et 14). Puis,
l'encapsulateur e(O
i
) invoque son objet application an d'obtenir la reponse a l'invocation
(ligne 15). La reponse obtenue est stockee dans l'entree correspondante de incomingTable
et l'etat de l'invocation est mis a DONE. Puis, si e(O
i
) est le coordinateur, il transmet la
reponse au messager du client (lignes 19 et 20).
Si la reque^te a deja ete recue par e(O
i
) (lignes 3 a 12), le traitement diere selon que e(O
i
) est
coordinateur ou non. Si e(O
i
) est coordinateur et que l'invocation est terminee (i.e. une reponse
est disponible), e(O
i
) transmet cette reponse via le messager du client (ligne 5 a 8). Si e(O
i
)
n'est pas coordinateur et que la reque^te etait attendue (etatAWAITED decrit precedemment),
alors l'etat de l'invocation est mis a DONE (lignes 9 a 12).
method viewChange(aGroupV iew) 1
if coordinator <> aGroupV iew:first 2









end method viewChange 8
method coordinatorElected() 9
for outgoingEntry 2 outgoingTable 10
if outgoingEntry:status = PENDING 11




for incomingEntry 2 incomingTable 16
if incomingEntry:status = DONE 17




end method coordinatorElected 22
Figure 5.11: Pre-ltrage: methodes viewChange() et coordinatorElected()

Election du coordinateur
La gure 5.11 presente le pseudo-code decrivant la methode viewChange() et la methode
coordinatorElected(). Ces methodes realisent les traitements relatifs a l'election d'un nouveau
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coordinateur.
Chaque encapsulateur memorise l'identite du coordinateur dans une variable interne appelee
coordinator. L'election d'un nouveau coordinateur a lieu des que la defaillance du coordinateur
precedent est detectee. Cette election se reduit a choisir le premier element de la vue, une liste
ordonnee d'identicateurs d'encapsulateurs.
La methode viewChange() est appelee a chaque changement de vue. On determine si le coor-
dinateur a change en comparant la te^te de liste au contenu de la variable coordinator (ligne 2).
Si c'est le cas, la variable coordinator est mise a jour (ligne 3). Puis, le nouveau coordinateur
execute la methode coordinatorElected().
Cette methode realise les traitements que le nouveau coordinateur doit eectuer juste apres
avoir ete elu. D'une part, le nouveau coordinateur reemet (lignes 10 a 15) toutes les reque^tes
correspondant aux invocations sortantes non encore terminees (etat PENDING). Il est en
eet possible que le coordinateur precedent ait defailli juste avant de transmettre une reque^te
vers un serveur. D'autre part, le nouveau coordinateur reemet (lignes 16 a 22) les reponses
correspondant aux invocations entrantes terminees (etat DONE). Il en eet possible que le
coordinateur precedent ait defailli juste avant de transmettre une reponse vers un client.
5.5.5 Post-ltrage
Le post-ltrage est plus simple a realiser que le pre-ltrage. Lorsqu'un encapsulateur e(O
i
)
recoit un message  (reque^te ou reponse), le message  est delivre a O
i
si et seulement si c'est la
premiere fois que e(O
i
) recoit . Ce principe permet de garantir la propriete d'integrite, comme












































Figure 5.12: Principe du post-ltrage
Le contexte de cet exemple est similaire a celui de la gure 5.6: un objet duplique activement
C invoque un objet duplique activement S. Comme le post-ltrage est utilise, chaque encapsu-
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lateur e(C
i
) transmet (etiquette 4) une reque^te au messager m(S) residant sur le me^me nud.
Par consequent, chaque encapsulateur e(S
j
) recoit (etiquette 5) deux exemplaires de la me^me
reque^te, mais il n'invoque (etiquette 6) sa copie S
j
qu'une seule fois. Le post-ltrage applique a
la transmission de la reponse se deroule de maniere analogue.
Les traitements relatifs au post-ltrage sont realises par les methodes inRequest(), inReply()
et outRequest(). La methode inReply() est identique a celle utilisee pour le pre-ltrage.
Methode outRequest()
La gure 5.13 presente le pseudo-code decrivant la methode outRequest().
method outRequest(invokedServer; invokedMethod) 1
newInvocationUID := InvocationUID :: new(); 2
newEntry := OutgoingEntry :: new(invokedServer; invokedMethod;
newInvocationUID); 3
outgoingTable:add(newEntry); 4




end method outRequest 9
Figure 5.13: Post-ltrage: methode outRequest()
On retrouve les me^mes traitements que pour le pre-ltrage (cf. gure 5.7) avec la distinction
du cas du coordinateur en moins. En eet, cette fois tous les encapsulateurs transmettent la
reque^te au messager du serveur.
Methode inRequest()
La gure 5.13 presente le pseudo-code decrivant la methode inRequest().
Dans ce cas aussi, les traitements sont identiques au pre-ltrage (cf. gure 5.10), avec les deux
alternatives distinguant le cas du coordinateur en moins.
5.5.6 Pre-ltrage vs post-ltrage
Le pre-ltrage correspond a une approche preventive (on evite les messages redondants) tandis
que le post-ltrage correspond a une approche curative (on autorise les messages redondants
tout en eliminant leurs eets indesirables). Il para^t donc clair qu'en termes de ressources infor-
matiques (bande passante du reseau notamment), le pre-ltrage est plus economique. Toutefois,
cette armation est a nuancer lorsque le coordinateur defaille.
Dans ce cas, le nouveau coordinateur retransmet (methode coordinatorElected()) certains mes-
sages. Un sous-ensemble de ces messages a deja ete transmis a leurs destinataires par l'ancien
coordinateur. Non seulement ces retransmissions sont inutiles, mais en outre, elles supposent
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method inRequest(aRequestMessage) 1
incomingEntry := incomingTable:search(aRequestMessage:invocationUId); 2
if incomingEntry <> NIL 3
then if incomingEntry:status = DONE 4
then clientMailer := (incomingEntry:client):mailer; 5
clientMailer:sendReply(incomingEntry:reply) 6











clientMailer := (aRequestMessage:client):mailer; 16
clientMailer:sendReply(replyObject) 17
end if 18
end method inRequest 19
Figure 5.14: Post-ltrage: methode inRequest()
que les destinataires post-ltrent les messages redondants. En d'autres termes, lorsque le co-
ordinateur defaille, le pre-ltrage s'appuie sur le post-ltrage pour permettre au systeme de
poursuivre son execution.
Le post-ltrage est moins vulnerable aux defaillances que le pre-ltrage. Comme tous les encap-
sulateurs d'un groupe ont le me^me ro^le, aucun traitement particulier n'est necessaire en cas de
defaillance de l'un d'entre eux. Le cou^t reste le me^me, qu'il y ait ou pas de defaillance.
En conclusion, le pre-ltrage peut e^tre vu comme une sorte d'optimisation du post-ltrage,
tant que le coordinateur ne defaille pas. Le prix de cette optimisation est paye au moment
de l'initialisation du nouveau coordinateur. Par consequent, les strategies de duplication pour
lesquelles le pre-ltrage s'appliquent (i.e. duplication active et duplication semi-active) peuvent
e^tre mise en uvre selon deux variantes: une variante standard utilisant le post-ltrage, et une
version optimisee utilisant le pre-ltrage.
5.5.7 Synthese
La solution apportee par le service N2M au probleme de l'encapsulation des strategies de dupli-
cation repose sur trois principes:
 l'utilisation par les messagers de multicasts vue-synchrones, uniformes et ordonnes pour
transmettre les messages (i.e. reque^tes et reponses);
 les messagers symetriques permettent de cacher completement le choix du critere d'ordre
qui varie selon la strategie de duplication du destinataire du message;
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 les encapsulateurs mettent en uvre le pre-ltrage et le post-ltrage pour garantir la
propriete d'integrite lors de la transmission des messages;
5.6 Application aux strategies de duplication
Le service N2M utilise les solutions presentees dans ce chapitre pour mettre en uvre les quatre
strategies de duplication etudiees dans cette these. Chaque strategie de duplication est realisee
a l'aide d'une classe d'encapsulateurs et d'une classe de messagers.
La classe d'encapsulateurs realise la gestion du groupe de copies ainsi que le ltrage des invoca-
tions. La classe de messagers met en uvre la transmission des messages (reque^tes et reponses)
vers le groupe d'encapsulateurs. Chacune des quatre sections suivantes presente brievement les
classes d'objets communication mettant en uvre une strategie de duplication.
5.6.1 Duplication active
La duplication active est realisee dans le service N2M selon deux variantes: l'une utilisant
le post-ltrage, l'autre utilisant le pre-ltrage. La premiere variante correspond a la classe
d'encapsulateurs AREncaps tandis que la seconde correspond a la classe d'encapsulateurs Pre-
FAREncaps. Ces deux variantes utilisent la classe de messagers ARMailer. Cette derniere utilise
un multicast garantissant l'ordre total pour transmettre les messages (reque^tes et reponses) au
groupe d'encapsulateurs.
5.6.2 Duplication passive
La duplication passive est realisee dans le service N2M a l'aide de la classe d'encapsulateurs
PREncaps et de la classe de messagers PRMailer.
La classe PREncaps utilise le post-ltrage pour garantir la propriete d'integrite lorsqu'une nou-
velle copie primaire est elue (cf. section 4.5.2). Le pre-ltrage n'est pas applicable a la duplication
passive puisque la copie primaire est la seule a transmettre les messages. L'election de la copie
primaire est basee sur la vue du groupe d'encapsulateurs. Comme la vue est une liste ordonnee
d'identicateurs globaux d'encapsulateurs, une solution simple consiste a choisir, comme nou-
velle copie primaire, l'encapsulateur correspondant au premier element de cette liste. Cette
technique est utilisee egalement pour la duplication semi-active et la duplication coordinateur-
cohorte, toutes deux etant egalement des strategies de duplication basees sur une copie primaire.
La classe PRMailer n'utilise pas de multicast pour transmettre les messages puisque ceux-ci
ne sont destines qu'a la copie primaire. Par contre, elle utilise un multicast pour determiner
l'identite de la copie primaire. En eet, les instances de PRMailer sont des messagers: ils
n'appartiennent pas au groupe d'encapsulateurs et ils ne sont pas informes des changements de
vue du groupe d'encapsulateurs.
5.6.3 Duplication semi-active
Comme la duplication active, la duplication semi-active est realisee dans le service N2M selon
deux variantes: l'une utilisant le post-ltrage, l'autre utilisant le pre-ltrage. La premiere
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variante correspond a la classe d'encapsulateurs SAREncaps tandis que la seconde correspond a
la classe d'encapsulateurs PreFSAREncaps. Ces deux variantes utilisent la classe de messagers
SARMailer. Cette derniere utilise un multicast garantissant l'ordre FIFO pour transmettre les
messages (reque^tes et reponses) au groupe d'encapsulateurs.
5.6.4 Duplication coordinateur-cohorte
La duplication coordinateur-cohorte est realisee dans le service N2M a l'aide de la classe d'en-
capsulateurs CCREncaps et de la classe de messagers CCRMailer. Comme pour la duplica-
tion passive, la classe CCREncaps utilise le post-ltrage pour garantir la propriete d'integrite
lorsqu'une nouvelle copie primaire est elue (cf. section 4.5.4). Comme pour la duplication semi-
active, la classe CCRMailer utilise un multicast garantissant l'ordre FIFO pour transmettre les
messages (reque^tes et reponses) au groupe d'encapsulateurs.
5.7 Conclusion
Resume
Le service N2M est un service d'invocation pour objets dupliques. Les objets qui utilisent N2M
sont appeles objets application. Les objets qui realisent N2M sont appeles objets communi-
cation. Les objets communication modelisent l'abstraction de representants symetriques an
d'encapsuler la duplication des objets application. Lorsqu'un objet application duplique C in-
voque un objet application duplique S, le service N2M construit un representant local du serveur
S sur chaque nud ou reside une copie du client C, et un representant local de C sur chaque
nud ou reside une copie de S. Les copies du client et celles du serveur ne percoivent pas la
duplication qui est geree entierement par les objets communication.
Un objet application duplique est construit a partir d'un groupe d'encapsulateurs. Un encapsu-
lateur est un objet communication associe a une copie d'un objet application. Son ro^le est de
ltrer les messages (reque^tes et reponses) entrant ou sortant de la copie auquel il est associe. Le
ltrage des messages est destine a garantir la propriete d'integrite. Il peut e^tre realise selon deux
approches. Le pre-ltrage consiste a ltrer les messages au niveau de l'emetteur. Le post-ltrage
consiste a ltrer les messages au niveau du destinataire.
Pour communiquer avec un objet application duplique O, un objet application doit s'adresser, via
son encapsulateur, au messager local de O. Un messager est un objet communication charge de
representer un objet application duplique sur un nud. Son ro^le est de cacher, aux interlocuteurs
de O, la composition du groupe des copies de O, ainsi que la propriete d'ordre imposee par la
strategie de duplication de O.
Tous ces mecanismes ont ete utilises pour denir des classes d'encapsulateurs et des classes de
messagers permettant de realiser les quatre strategies de duplication etudiees dans cette these.
Commentaires
Ce chapitre a presente comment le service N2M proposait de resoudre le probleme de l'encapsu-




Mise en uvre du service N2M
dans l'environnement GARF-v2
6.1 Introduction
Ce chapitre decrit la mise en uvre du service N2M dans GARF-v2, un environnement logiciel
visant a faciliter la ta^che du programmeur d'applications reparties et tolerantes aux fautes.
Presentation generale
Le projet de Generation Automatique d'applications Resistantes aux Fautes
1
(GARF) consiste
a realiser un environnement logiciel destine a faciliter la programmation d'applications reparties
et tolerantes aux fautes. La tolerance aux fautes des applications developpees avec GARF est
realisee exclusivement par logiciel, en se basant sur les dispositifs materiels qui composent un
systeme reparti (i.e. ordinateurs interconnectes par un reseau).
Les travaux entrepris dans le contexte du projet GARF ont conduit a la denition d'un modele
de programmation et a la mise en uvre de l'environnement GARF-v1.

A ce point du pro-
jet, une seule strategie de duplication (la duplication active) avait ete etudiee et realisee. En
outre, la duplication ne s'appliquait qu'a des s-composants (des objets uniquement serveurs,
cf. section 2.4).
Le developpement de l'environnement GARF-v2, dans le cadre de cette these, a permis de lever
ces restrictions. L'environnement GARF-v2 met en uvre le service N2M ainsi que d'autres
mecanismes indispensables (par ex. changement de vue, transfert d'etat) qui ne guraient pas
dans GARF-v1. Le developpement de GARF-v2 a benecie de l'experience acquise avec GARF-
v1. De nombreuses classes d'objets developpees pour GARF-v1 ont ete reutilisees dans la mise
en uvre de GARF-v1.
Organisation
La suite du chapitre est organisee comme suit. La section 6.2 decrit brievement le projet GARF.
La section 6.3 presente l'architecture de l'environnement GARF-v2. Chacune des quatre sections
suivantes decrivent une couche de GARF-v2. La section 6.8 conclut ce chapitre.
1
Resistance aux fautes est synonyme de tolerance aux fautes.
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6.2 Presentation du projet GARF
La section 6.2.1 resume les objectifs du projet, tandis qu'un apercu de la demarche suivie et des
resultats du projet est donne a la section 6.2.2.
6.2.1 Objectifs
L'objectif du projet GARF etait la generation automatique d'applications tolerantes aux fautes.
L'idee consistait a generer une application A
rf
resistante aux fautes, a partir d'une application
A non resistante aux fautes, concue selon le modele client-serveur. L'application A
rf
devait e^tre
realisee par duplication des composants logiciels de A. Generer A
rf
a partir de A consistait
a utiliser des mecanismes de groupe et de multicast vue-synchrone (comme ceux que fournit
ISIS [Birman 93]) pour realiser la duplication des composants de A.
L'idee de la generation automatique etait motivee par une double constatation. D'une part,
la realisation d'une application resistante aux fautes est une ta^che complexe demandant des
competences pointues. D'autre part, comme les algorithmes realisant la tolerance aux fautes
sont a la fois complexes et independants de la semantique des applications, il est parfaitement
judicieux de vouloir reutiliser les composants logiciels realisant ces algorithmes.
En visant la generation automatique, le projet GARF cherchait a simplier la ta^che du pro-
grammeur en appliquant un principe fondamental du genie logiciel (la reutilisabilite du logiciel)
a la realisation d'applications tolerantes aux fautes.
6.2.2 Demarche et resultats
Le projet GARF a consiste en la realisation de quatre ta^ches principales:
1. la conception d'un modele de programmation de l'application A qui soit adapte a la
generation automatique;
2. la conception des composants logiciels generiques realisant la tolerance aux fautes et servant
de supports a la generation automatique;
3. l'identication des etapes de la generation automatique de A
rf
a partir de A;
4. la mise en uvre d'un prototype et d'une application pilote destinee a experimenter ce
prototype.
Modele de programmation de l'application A
Le modele de programmation de l'application est base sur des objets. En eet, le concept d'objet
exprime de facon naturelle le modele client-serveur. L'application A est programmee comme une
application centralisee: le programmeur se concentre sur les fonctionnalites de l'application A
et ne se preoccupe ni de la repartition ni de la tolerance aux fautes. Les objets utilises pour la
programmation de A sont en fait les objets application decrits a la section 5.2.1.
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Composants logiciels generiques
Les composants logiciels generiques sont decrits par des classes d'objets communication
2
. Les
objet communication sont charges de gerer la repartition et la duplication des objets donnees.
Le modele du service N2M (cf. section 5.2.1) est une evolution du modele initial de GARF.
Le modele initial de GARF ne comportait pas de messagers symetriques. La notion de mes-
sager etait asymetrique et tout a fait comparable a la notion de mandataire. L'etude des com-
munications entre objets dupliques avec des strategies dierentes, menee dans le contexte de
cette these, a conduit a la denition du modele de communication de N2M, base sur des mes-
sagers symetriques.

Etapes de la generation automatique
Le choix d'un modele objet pour exprimer a la fois l'application A et les composants generiques
simplie considerablement la generation automatique. L'application A est rendue tolerante aux
fautes en dupliquant les objets application critiques.
Dupliquer un objet application O consiste a lui associer un encapsulateur et une classe de
messagers qui implementent la duplication. L'encapsulateur de O est cree a l'execution au
moment de l'instanciation de O. Un messager est instancie sur chaque nud ou reside un
objet communiquant avec O. Par consequent, avant le debut de l'execution de l'application,
le programmeur doit associer une classe d'encapsulateurs et une classe de messagers a chaque
classe d'objets application critiques.
En resume, la generation automatique de A
rf
a partir de A consiste en les etapes suivantes:
1. programmation des classes d'objets application de l'application A;
2. Pour chaque classe d'objets application critiques:
(a) choix d'une classe d'encapsulateurs et d'une classe de messagers realisant la tolerance
aux fautes souhaitee;
(b) association de ces deux classes a la classe d'objet application (pour plus de details,
se referer a la section 6.4);

A ce point, l'application A
rf
peut e^tre executee.
Mise en uvre d'un prototype
Les environnements GARF-v1 et GARF-v2 ont tous deux ete programmes en Smalltalk et en C.
Les objets application et les objets communication sont programmes en Smalltalk. Les objets
communication utilisent les services (i.e. gestion de groupes, multicasts) de la plate-forme ISIS
a travers une interface externe ecrite en C (cf. section 6.7).
Les deux environnements ont ete utilises pour developper une application pilote: le Gestionnaire
Reparti d'Agendas Dupliques (GRAD) [Mazouni 94]. Malgre une semantique relativement sim-
2
La terminologie \objets application/objets communication" remplace la terminologie \objet donnees/objets
comportementaux", adoptee initialement dans GARF. Cette nouvelle terminologie permet de distinguer le modele
de communication de N2M, du modele de communication initial de GARF.
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ple, le GRAD a permis d'identier et de resoudre de nombreux problemes lies a la repartition
et a la tolerance aux fautes.
6.3 Architecture de l'environnement GARF-v2
L'architecture de l'environnement GARF-v2 est representee sur la gure 6.1. Les \bo^tes" grises
correspondent aux quatre couches de GARF-v2: les couches Application, Runtime, Communi-
cation et Reseau. Les deux autres \boites"correspondent aux logiciels sur lesquels GARF-v2
s'appuie: ISIS (cf. section 2.6.1) et le systeme d'exploitation UNIX
3










Figure 6.1: Architecture de GARF-v2
Chaque couche est realisee a l'aide d'un ensemble de classes d'objets programmees en Smalltalk.

A ce titre, GARF-v2 est une extension de l'environnement Smalltalk
4
permettant de programmer
des applications reparties et tolerantes aux fautes. Il est a noter que le langage Smalltalk n'a
pas ete modie. La couche Reseau comprend en outre une interface a ISIS, programmee en
langage C.
Chaque couche joue un ro^le specique dans la mise en uvre du service N2M. La couche Ap-
plication est la couche d'interface: elle fournit la classe abstraite
5
dont tout objet application
doit heriter. La couche Runtime realise le mecanisme d'interception des invocations. Elle assure
ainsi la liaison entre les objets application et les objets communication. Ces derniers sont mis
en uvre par les classes de la couche Communication. Enn, la couche Reseau comprend des
3
Il s'agit du systeme Sun OS 5.x, conforme a la norme System V Release 4.
4
Il s'agit du produit VisualWorks 2.0 developpe par ParcPlace Systems, Inc.
5
Une classe abstraite (abstract class) est une classe dont on ne cree pas d'instances. Une classe abstraite
sert uniquement a denir des variables et des methodes qui sont heritees par ses sous-classes.
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classes, utilisees par les objets communication, qui realisent l'infrastructure de communication
(interface avec ISIS principalement).
6.4 Couche Application
La couche Application met en uvre la notion d'objet application en denissant la classe ab-
straite ApplicationObject. Pour benecier des avantages de la generation automatique et pour
pouvoir utiliser le service N2M, toute classe d'objets d'application doit e^tre programmee (etape
1 de la generation automatique (cf. section 6.2.2)), comme une sous-classe de ApplicationObject.
Outre cette contrainte, la programmation d'une classe d'objets application ne diere pas de la
programmation Smalltalk usuelle.
L'etape 2 de la generation automatique consiste a surcharger la methode de classe garfNew:,
denie par ApplicationObject, pour chaque classe d'objets application dont on veut dupliquer
les instances. Pour une classe d'objets application donnee, la methode garfNew: denit:
 le nombre et la repartition des copies de chaque instance;
 la classe des encapsulateurs des copies de chaque instance;
 la classe du messager de chaque instance.
Cette methode est appelee automatiquement lorsque la couche Runtime intercepte une invo-
cation visant a creer un objet application duplique. En Smalltalk, on instancie une classe en
invoquant une methode de classe specique (par ex. new). L'invocation interceptee par la
couche Runtime est reiee puis passee en parametre a la methode garfNew:.
La gure 6.2 donne un exemple
6
de methode garfNew:. Le traitement peut e^tre decompose en
quatre etapes:
1. creation du groupe d'encapsulateurs (lignes 3 a 7):
L'invocation de la methode de classe replicasOn:uidKey: (ligne 7) permet de creer
un groupe dont les membres sont des instances de AREncaps , la classe d'encapsulateurs
realisant la duplication active. La reponse a cette invocation est un identicateur unique de
groupe qui est stocke dans la variable newGroupUid. La methode replicasOn:uidKey:
est denie par la classe Encaps , la super-classe de AREncaps (cf. section 6.6.1). Le
parametre listOfNodes designe la liste des nuds sur lesquels les membres du groupe vont
e^tre crees. Le parametre groupUidKey est une cha^ne de caracteres servant a construire
un identicateur unique de groupe.
La valeur de groupUidKey est construite par la methode de classe getKeyFrom: (ligne 6)
a partir du parametre aCreationInvocation. La methode de classe getKeyFrom:, denie
par ApplicationObject, doit e^tre surchargee par chaque classe d'objets application. Elle
utilise les parametres de l'invocation de creation pour generer une cha^ne de caracteres
unique a chaque instanciation.
2. creation du messager (ligne 8):
L'invocation de la methode de classe to: permet de creer une instance de ARMailer . Cette
6
Pour faciliter la comprehension du code Smalltalk, les noms de methodes sont en gras (par ex. garfNew:) et
les noms de classes commencent par une majuscule (par ex. List).
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garfNew: aCreationMessage 1
j listOfNodes newMailer groupUidKey newGroupUid j 2











groupUidKey := self getKeyFrom: aCreationInvocation : 6
newGroupUid := AREncaps replicasOn: listOfNodes
uidKey: groupUidKey : 7
newMailer := ARMailer to: newGroupUid : 8
AREncaps buildAndBind: self
sending: aCreationInvocation
to: newMailer : 9
" ObjectReference of: newMailer : 10
Figure 6.2: Un exemple de methode garfNew:
classe met en uvre un messager pour la duplication active. L'identicateur du groupe
d'encapsulateurs est passe en parametre au messager cree.
3. creation des copies (ligne 9):
L'invocation de la methode de classe buildAndBind:sending:to: indique a chaque mem-
bre du groupe d'encapsulateurs qu'il doit creer une copie de l'objet application et contro^ler
les invocations de cette copie. Cette methode est denie par la classe Encaps .
Le premier parametre precise la classe de la copie a creer. Il s'agit de la classe sur laquelle
la methode garfNew: est invoquee. Par consequent, la pseudo-variable self designe
cette classe
7
. Le second parametre est l'invocation de creation initiale, interceptee par
la couche Runtime. Chaque encapsulateur va donc adresser l'invocation contenue dans
aCreationInvocation a la classe designee par self . Le troisieme parametre designe le
messager a utiliser pour delivrer ce message d'initialisation du groupe d'encapsulateurs.
4. creation de la reference sur le messager (ligne 10):
L'invocation de la methode de classe of: permet de creer une instance de la classe
ObjectReference et d'initialiser cette reference avec le parametre.
La classe ObjectReference met en uvre la notion de reference decrite au chapitre 5.
Cette reference est utilise comme resultat de la methode garfNew:. Par consequent, le
createur de l'objet application cree suite a l'appel de garfNew:, obtient cette reference
qu'il considere comme etant l'objet qu'il vient de creer.
La gure 6.3 permet de xer les idees. Sur le nud lsesun1.ep.ch, une copie C
1
d'un client C,
a instancie la classe d'un serveur S. Cette operation d'instanciation a provoque l'execution de
la methode garfNew:, associee a la classe de S. Au terme de cette execution:
7
Dans le code d'une methode m, la pseudo-variable self designe l'objet auquel on a demande l'invocation de
m.
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, ont ete crees sur les nuds lse-
sun2.ep.ch et lsesun3.ep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Figure 6.3: Un exemple illustrant le ro^le de garfNew:
6.5 Couche Runtime
La couche Runtime realise le mecanisme d'interception des invocations. Elle intervient a chaque
creation d'un objet application et a chaque invocation impliquant un objet application. Toute
invocation visant a l'instanciation d'une classe d'objets application est transformee en une invo-
cation de la methode garfNew: de cette classe. De facon analogue, toute invocation d'un objet
application est transformee en une invocation de la methode outRequest: de l'encapsulateur
associe a l'objet application invoque.
L'idee consiste a substituer chaque objet application et chaque classe d'objets application par
une reference. Ainsi, toute invocation destinee a une classe ou a un objet parvient en fait a sa
reference qui intercepte cette invocation. Le mecanisme d'interception des invocations s'appuie
sur la gestion des exceptions dans le langage Smalltalk. Cette methode est communement
utilisee [Pascoe 86, Foote 89] pour realiser des extensions a Smalltalk. En Smalltalk, lorsqu'un
objet est invoque avec une methode qu'il ne denit pas, la methode doesNotUnderstand:
est appelee avec, comme parametre, l'invocation illicite reiee. La methode doesNotUnder-
stand: est denie par la classe Object, la racine de l'arborescence d'heritage en Smalltalk. Son
traitement consiste a lancer un outil de mise au point (debugger).




Figure 6.4: La classe Reference et ses sous-classes
L'interception des invocations peut e^tre realisee en redenissant la methode doesNotUnder-
stand: pour les references, et en faisant en sorte que ce soit la seule methode qu'elles compren-
nent. Ainsi, toute invocation d'une reference provoquera une exception traitee par la methode
doesNotUnderstand: redenie. La couche Runtime met en place ce mecanisme en denissant
la classe abstraite Reference. Cette classe a la particularite de ne pas avoir de super-classe: on
assure ainsi qu'elle n'herite aucune methode. La classe Reference a deux sous-classes (cf. g-
ure 6.4)ObjectReference et ClassReferencemodelisant respectivement le comportement d'une
reference sur un objet application et le comportement d'une reference sur une classe d'objets
application.
La reference sur un objet application est creee par la methode garfNew: au moment de la
creation de l'objet. La methode doesNotUnderstand: est programmee pour invoquer la
methode outRequest: de l'encapsulateur associe a l'objet auquel est destine l'invocation inter-
ceptee.
Les references sur les classes d'objets application sont creees explicitement par le programmeur
des qu'il souhaite tester son application. Cette creation est realisee par un utilitaire qui substitue
chaque classe par sa reference dans le dictionnaire SmalltalkDictionary. Ce dernier est un objet
deni par l'environnement Smalltalk pour associer les noms de classes aux objets representant
les classes
8
. Des que la substitution est eective, tout invocation destinee a une classe d'objets
application parvient en fait a sa reference. La methode doesNotUnderstand: de la classe
ClassReference est programmee de facon a invoquer la methode garfNew: si l'invocation
correspond a une creation d'objets. Dans le cas contraire, l'invocation initiale est eectuee
normalement sur la classe d'objets application.
La gure 6.5 illustre le ro^le de la couche Runtime au cours d'une invocation. Elle permet
notamment de mieux comprendre le mecanisme d'interception des invocations. Sur cet exemple,
un client duplique C invoque un serveur duplique S, mais, pour simplier, seuls deux nuds
sont representes: celui de la copie C
1
et celui de la copie S
1
. La copie C
1
invoque la reference de
S, instance de la classe ObjectReference, representee par un cercle en trait discontinu portant
letiquette S.
Cette invocation declenche une exception qui se traduit par l'appel de la methode doesNo-
tUnderstand: avec l'argument anInvocationRequest qui est un objet representant l'invocation
interceptee. Comme il a ete dit precedemment, la methode doesNotUnderstand: invoque
l'encapsulateur de C
1
avec la methode outRequest:. L'invocation est alors traitee par la
couche Communication.
8
En Smalltalk, les classes sont aussi des objets.


















Figure 6.5: Ro^le de la couche Runtime au cours d'une invocation
6.6 Couche Communication
La couche Communication constitue le cur de la mise en uvre du service N2M dans GARF-v2.
Elle regroupe les classes chargees de la mise en uvre des objets communication (cf. section 6.6.1)
ainsi que les classes realisant la gestion des invocations (cf. section 6.6.2).
6.6.1 Mise en uvre des objets communication
La mise en uvre des objets communication repose sur les classes ComObjectUid, ComObject ,
Encaps et Mailer. Les liens d'heritage entre ces classes sont presentes sur la gure 6.6. Les
classes ComObject et ComObjectUid sont des sous-classes de la classe Object, racine de l'arbre
d'heritage en Smalltalk. Les classes Encaps etMailer sont des sous-classes de la classe ComOb-
ject . Les sous-classes de Encaps et de Mailer realisent les strategies de duplication. Elles ont
ete presentees a la section 5.6.
On notera que PreFAREncaps, la classe d'encapsulateurs qui met en uvre le pre-ltrage dans
le contexte de la duplication active, est une sous-classe de AREncaps, la classe d'encapsulateurs
qui met en uvre le post-ltrage dans le contexte de la duplication active. Il en est de me^me
pour les classes PreFSAREncaps et SAREncaps dans le contexte de la duplication semi-active.
La classe ComObjectUid realise la notion d'identicateur global (cf. section 5.4.3). Un iden-
ticateur global est constitue par un identicateur de groupe, un identicateur de nud, et
par une indication de la categorie de l'objet communication (i.e. encapsulateur ou messager).
Chacune de ces composantes est representee par une variable d'instance. En outre, la classe
ComObjectUid denit des methodes realisant des traitements usuels: creation, consultation et
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Figure 6.6: Les classes chargees de la mise en uvre des objets communication
comparaison.
La classe abstraite ComObject realise la notion d'objet communication (i.e. encapsulateur et
messager). Les variables et les methodes signicatives de la classe ComObject sont presentees
sur la gure 6.7:
 La variable objectUid sert a stocker l'identicateur global d'un objet communication. Cet
identicateur est une instance de la classe ComObjectUid .
 La variable dispatcher stocke une reference sur le distributeur associe a chaque objet
communication. Ce distributeur est une instance de la classe SQDispatcher decrite a la
section 6.7.1.
 La variable toolkitAdapter designe l'adaptateur, l'unique instance de la classe IsisAdapter
presente sur chaque nud (cf. section 6.7.2).
 La methode abstraite
9
deliver: est appelee par le distributeur (variable dispatcher) a
chaque fois qu'un message doit e^tre delivre a l'objet communication.
La classe abstraite Encaps realise la notion d'encapsulateur. Les variables et les methodes
signicatives de la classe Encaps sont presentees sur la gure 6.7:
 La variable incomingTable (resp. outgoingTable) correspond a la table des invocations
entrantes (resp. sortantes) (cf. section 5.5.4). Chaque element de cette table est une ins-
tance de la classe IncomingEntry (resp. OutgoingEntry) (cf. section 6.6.2). La variable
invocationCounter correspond au compteur permettant de generer le numero d'invocation
(cf. section 5.5.2).
 La variable groupV iew sert a stocker la vue courante du groupe d'encapsulateurs. La vue
est denie comme une liste d'identicateurs de nuds, puisque deux encapsulateurs du
me^me groupe sont necessairement sur des nuds dierents.
9
Une methode abstraite (abstract method) est une methode \vide" dont la responsabilite de la mise en uvre
est laissee a chaque sous-classe.



















Figure 6.7: Les classes ComObject, Encaps et Mailer
 L'interface standard d'un encapsulateur est realise par les methodes abstraites outRe-
quest:, inReply: et inRequest:.
 La methode abstraite viewChange: permet d'eectuer un traitement specique (par
ex. election d'une copie primaire) declenche par la delivrance d'une nouvelle vue du groupe.
 La methode join: est appelee au moment de l'initialisation d'un encapsulateur an qu'il
rejoigne un groupe. Elle consiste principalement a invoquer l'adaptateur an que ISIS
puisse eectuer l'operation de jonction (cf. section 6.7.2).
 La methode deliver:, denie par la classe ComObject, est programmee par la classe Encaps
de facon a appeler:
{ la methode inRequest: lorsqu'un message transportant une reque^te (instance de la
classe RequestMessage) est recue par le distributeur.
{ la methode inReply: lorsqu'un message transportant une reponse (instance de la
classe ReplyMessage) est recu.
{ la methode viewChange: lorsqu'un message transportant une nouvelle vue est recu.
La classe abstraite Mailer denit l'infrastructure commune a tous les messagers. L'interface
standard d'un messager est realise par les methodes abstraites sendRequest: et sendReply:.
Chaque sous-classe realise ces methodes en invoquant l'adaptateur an que ISIS puisse eectuer
le multicast.
6.6.2 Gestion des invocations
La gestion des invocations est realisee par les classes dont l'arbre d'heritage est represente sur
la gure 6.8.






Figure 6.8: Les classes chargees de la gestion des invocations
Les instances de la classe InvocationUid permettent d'identier de facon unique les invocations.
Chaque instance comporte l'identicateur du client, celui du serveur, et le numero de l'invo-
cation. Cette derniere information correspond a la valeur du compteur stockee dans la variable
invocationCounter denie par la classe ComObject. La classe InvocationUid denit des methodes
realisant des traitements usuels: creation, consultation et comparaison.
La classe abstraite InvocationEntry modelise les informations communes aux elements des tables
incomingTable et outgoingTable. Les informations speciques a une table sont modelisees par
la sous-classe correspondante. La structure de ces tables est decrite a la section 5.5.4.
La classe InvocationMessage modelise les informations communes aux messages transportant les
reque^tes et les reponses. Il s'agit de l'identicateur du message, instance de la classe Invoca-
tionUId. Une instance de la classe RequestMessage est constituee par la reque^te d'invocation
a soumettre au serveur. Cette information est elle me^me une instance de Message, la classe
predenie qui modelise les invocations en Smalltalk. Une instance de la classe ReplyMessage est
constituee par un objet representant la reponse. La classe de cet objet depend de la methode
invoquee.
Synthese
La gure 6.9 resume le ro^le de la couche Communication au cours d'une invocation. Il s'agit du
me^me exemple que celui de la gure 6.5.
On retrouve la modelisation symetrique de l'invocation. Les eches en trait continu correspond
au trajet de la reque^te alors que les eches en trait discontinu correspond au trajet de la reponse.
Les eches a pointe creuse representent des invocations locales (cf. section 5.2.1). Les eches
en boucles correspondant aux appels des methodes inRequest: et inReply: illustrent l'aspect
reexif de ces appels. En eet, lorsque le distributeur (rectangle etiquete aSQDispatcher) appelle
la methode deliver: d'un encapsulateur, ce dernier appelle sa propre methode inRequest: ou
inReply: selon qu'il s'agit d'une reque^te ou d'une reponse.
6.7 Couche Reseau
La couche Reseau realise le pilotage de chaque nud (cf. section 6.7.1), et assure l'interface avec
ISIS (cf. section 6.7.2). Elle est constituee par des classes Smalltalk et par un programme, ecrit
en C, s'executant dans un processus dierent. La communication entre ce processus et l'image
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Figure 6.9: Ro^le de la couche Communication au cours d'une invocation
Smalltalk (i.e. le processus contenant les objets Smalltalk) est realisee a travers un socket UNIX.
6.7.1 Pilotage d'un nud
Sur chaque nud, le pilote, instance de la classe NodeDriver, coordonne la communication entre
l'image Smalltalk et le processus externe. La gure 6.10 represente les objets participant au
pilotage d'un nud. On distingue:
 le pilote de nud (theNodeDriver),
 l'adaptateur (theISISAdapter),
 le distributeur associe a l'adaptateur (theESDispatcher),
 la tampon associe au distributeur (theExternalStream),
 deux instances de la classe SQDispatcher associees a des objets communication non repre-
sentes sur la gure.
La classe abstraite Dispatcher et ses sous-classes mettent en uvre la notion de distributeur.
Un distributeur est constitue par un tampon et par une ta^che (i.e. instance de la classe Process).
Des qu'il y a un message dans le tampon, la ta^che le retire du tampon et appelle la methode
deliver: de l'objet associe au distributeur. Pour ecrire un message dans le tampon, les clients
d'un distributeur appelle la methode send:.
Les sous-classes de Dispatcher correspondent a dierentes mises en uvre du tampon. La
classe SQDispatcher realise les distributeurs associes aux objets communication. Elle utilise une

















Figure 6.10: Pilotage d'un nud
instance de la classe SharedQueue comme tampon. La classe ESDispatcher realise le distributeur
associe a l'adaptateur. Elle utilise comme tampon une instance de la classe ExternalStream. La
classe ExternalStream modelise un ot d'octets bi-directionnel que l'on peut \connecter" a une
source externe comme un chier ou un socket.
La classe IsisAdapter realise la notion d'adaptateur, la partie Smalltalk de l'interface avec ISIS.
Sur chaque nud, une instance de cette classe est chargee de:
 mettre en uvre des methodes d'interface a ISIS (par ex. multicast:);
 d'encoder et de decoder les vecteurs d'octets echanges entre l'image Smalltalk et le pro-
cessus externe.
L'encodage consiste a construire un vecteur d'octets a partir d'une invocation de l'adaptateur.
Selon la methode appelee (par ex. join:, multicast:), le format du vecteur change.

A chaque
format, correspond une methode specialisee dans la construction du vecteur. Ce vecteur est
ensuite passe au distributeur associe, pour qu'il le transmette, via le socket, au processus externe.
Le decodage est l'operation inverse. La methode deliver: de la classe IsisAdapter est pro-
grammee de facon a reconna^tre le format de chaque vecteur d'octets. Lorsque le format
est identie, une methode specialisee est appelee pour construire une invocation (instance de
SmalltalkMessage).
Lorsque l'adaptateur theISISAdapter est invoque (par ex. methode multicast:) par un objet
communication, il construit un vecteur d'octets et le transmet (methode send:) au distributeur
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theESDispatcher. Ce dernier ecrit (methode nextPut:) le vecteur dans le tampon theExternal-
Stream.
Lorsqu'un vecteur d'octets arrive du processus externe, il est stocke dans le tampon theExternal-
Stream. Le distributeur theESDispatcher lit ce vecteur (methode next:) et le delivre (methode
deliver:) a l'adaptateur theIsisAdapter. Ce dernier decode le vecteur et construit une invo-
cation. Puis, il invoque (methode dispatcherOf:) le pilote theNodeDriver pour retrouver le
distributeur associe au destinataire du message. Enn, l'adaptateur theIsisAdapter transmet
(methode send:) le message au distributeur. Ce dernier peut alors delivrer le message a son
destinataire.
6.7.2 Interface avec ISIS
L'interface avec ISIS est assuree par un programme C, s'executant dans un processus distinct.
Ce programme est une application ISIS standard: il communique avec ISIS en utilisant la













































Figure 6.11: Interface avec ISIS
Le programme d'interface joue essentiellement un ro^le d'adaptateur:
 d'une part, il interprete les vecteurs d'octets en provenance de l'image Smalltalk, et appelle
les fonctions C correspondantes;
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 d'autre part, il interprete les evenements en provenance de ISIS, construit les vecteurs
d'octets correspondant et les transmet a l'image via le socket.
L'aspect le plus important est l'utilisation des groupes de processus, realises par ISIS, pour
construire des groupes d'encapsulateurs. Chaque groupe d'encapsulateurs est construit a partir
d'un groupe de processus. La gure 6.11 illustre cette idee. Quatre nuds sont representes.
Sur chaque nud, on distingue trois processus UNIX: l'image Smalltalk, le processus d'interface
GARF-v2/ISIS et le processus demon de ISIS.

















. Le groupe des encapsulateurs associes aux copies de C est modelise par





. De me^me, Le groupe des encapsulateurs associes aux copies de S est modelise






Le pre-ltrage est utilise a la fois pour les reque^tes et les reponses. En eet, seul le coordinateur
e(C
1
) invoque le messager m(S). Cette invocation se traduit par un multicast transportant
la reque^te et destine au membres du groupe g(S). De maniere symetrique, la reponse n'est





L'environnement GARF-v2 est une evolution de l'environnement GARF-v1, le premier prototype
developpe dans le contexte du projet GARF. Les deux prototypes utilisent le logiciel ISIS pour
realiser les abstractions de groupe et de multicast. La mise en uvre du service N2M dans
l'environnement GARF-v2 est structuree en quatre couches appelees couche Application, couche
Runtime, couche Communication et couche Reseau. Chaque couche est programmee entierement
en Smalltalk, a l'exception de la couche Reseau dont une partie est ecrite en langage C.
La couche Application realise la notion d'objet application en denissant la classe abstraite
ApplicationObject. Pour pouvoir utiliser le service N2M, le programmeur doit construire ces
classes comme des sous-classes de ApplicationObject.
La couche Runtime realise l'interface entre les objets application et les objets communication.
Elle met en place un mecanisme d'interception des invocations basee sur la classe Reference et
sur la gestion des exceptions en Smalltalk.
La couche Communication realise la notion d'objets communication en denissant les classes
abstraites Encaps et Mailer. Elle met en uvre les quatre strategies de duplication a l'aide de
classes d'encapsulateurs et de messagers construites comme des sous-classes de ces deux classes
de base.
La couche Reseau realise l'infrastructure necessaire aux objets communication pour eectuer des
operations concernant la gestion de groupe et les multicasts. Elle est constituee par des classes
d'objets Smalltalk et par un programme s'executant dans un processus distinct. Ce processus
est utilise pour mettre en uvre un groupe d'encapsulateurs a partir d'un groupe de processus.
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Commentaires
L'environnement GARF-v2 est encore au stade de prototype. Une phase de tests et d'ajus-
tements est encore necessaire an d'eprouver sa robustesse et ses performances. Cette phase est
agendee comme une des perspectives de ce travail de these.




Ce chapitre dresse un bilan de ce travail de these et en presente les perspectives.
7.1 Bilan
Les contributions principales de cette these sont:
1. une classication des problemes poses par l'invocation entre objets dupliques, sous l'angle
de l'encapsulation de la duplication;
2. une modelisation symetrique de l'invocation permettant d'exprimer l'encapsulation de la
duplication du client et du serveur;
3. la conception du service d'invocation N2M qui realise l'encapsulation de la duplication en
se basant sur la modelisation symetrique;
4. une mise en uvre du service N2M dans l'environnement GARF-v2 realise en Smalltalk,
et base sur ISIS.
L'analyse des problemes poses par l'invocation entre objets dupliques a permis de les classer
sous l'angle de l'encapsulation de la duplication. Cette derniere a ete denie comme etant la
conjonction de l'encapsulation de la pluralite et de l'encapsulation des strategies de duplication.
L'encapsulation de la pluralite consiste a cacher le fait qu'un objet duplique est constitue par un
groupe de copies. L'encapsulation des strategies de duplication consiste a cacher les protocoles
de communication utilises pour garantir la coherence des copies.
La modelisation classique de l'invocation est asymetrique. Elle presente l'inconvenient de ne
pas permettre de realiser l'encapsulation de la duplication d'un client. Par consequent, une
modelisation symetrique de l'invocation a ete proposee au chapitre 4. Cette modelisation a la
particularite de considerer la transmission de la reque^te et la transmission de la reponse comme
deux instances du me^me probleme. Elle permet ainsi de realiser l'encapsulation de la duplication
du client et du serveur.
Le service N2M est un service d'invocation pour objets dupliques base sur la modelisation
symetrique. Il permet a des objets dupliques de communiquer en utilisant des invocations locales,
comme s'ils n'etaient pas dupliques. Le service N2M atteint cet objectif en realisant l'abstraction
de representants symetriques. Un representant symetrique est une sorte de mandataire etendu,
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representant aussi bien le serveur sur les nuds du client, que le client sur les nuds du serveur.
Les representants symetriques sont construits a partir d'objets communication qui utilisent les
notions de groupes d'objets et de multicasts an de mettre en uvre les strategies de duplication.
L'abstraction de groupe augmentee de la semantique vue-synchrone a ete choisie pour exprimer
les defaillances dans le cas des quatre strategies de duplication. Ce choix a ete fait dans un but de
simplication. Il aurait ete interessant mais aussi complexe, d'essayer d'identier la semantique
minimale dont a besoin chaque strategie de duplication.
L'environnement GARF-v2 a permis d'eprouver la faisabilite du service N2M. Cependant, l'etat
actuel du prototype GARF-v2 n'a pas permis d'eectuer des mesures quantitatives dans le but
de comparer les performances relatives des strategies de duplication et des techniques de ltrage.
7.2 Perspectives
Une direction de recherche interessante consiste a identier la qualite minimale de l'information
relative aux defaillances, necessaire pour chacune des strategies de duplication presentees. L'inte-
re^t de cette recherche est d'identier plus precisement les abstractions sur lesquelles le service
N2M doit se baser. Ainsi, des mises en uvre plus ecaces pourraient en resulter.
Sur un plan pratique, il parait interessant de comparer les performances relatives du pre-ltrage
et du post-ltrage, d'une part, et les performances relatives des dierentes strategies de dupli-
cation, d'autre part.
Depuis deux ans, la norme CORBA [OMG 95] conna^t un succes toujours croissant, mais elle ne
comporte aucune specication de mecanismes de duplication. La mise en uvre de N2M dans
le contexte CORBA est certainement une direction de recherche prometteuse. Elle pourrait
s'inscrire dans la continuation de travaux en cours, comme ceux decrits dans [Felber 96].
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Recapitulation des 16 cas possibles
Cette section recapitule les 16 cas possibles lorsque l'on considere quatre strategies de duplication
pour le client et le serveur. Les 16 cas sont bases sur le me^me exemple. Un client C invoque
un serveur S et aucune defaillance ne se produit. La reque^te est notee  et la reponse est notee






. Le client S est






. Le tableau A.1 permet
de retrouver rapidement la gure correspondant a chacun des cas.
str(C)
str(S) active passive semi-active coord.-cohorte
active gure A.1-a gure A.1-b gure A.1-c gure A.1-d
passive gure A.2-a gure A.2-b gure A.2-c gure A.2-d
semi-active gure A.3-a gure A.3-b gure A.3-c gure A.3-d
coord.-cohorte gure A.4-a gure A.4-b gure A.4-c gure A.4-d
Tableau A.1: Recapitulation des 16 cas possibles
154 Annexe A. Recapitulation des 16 cas possibles
str(C) = active str(S) = active a. b.
c. d.
C S C S









str(S) = activestr(C) = passive
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str(C) = semi-active str(S) = passive
str(S) = passive
Figure A.2: Les 4 cas correspondant a la duplication passive du serveur
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str(C) = semi-active str(C) = coord.-cohorte
str(S) = coord.-cohorte
β








Figure A.4: Les 4 cas correspondant a la duplication coordinateur-cohorte du serveur
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