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Abstract— The fractional integrals and fractional derivatives problem is tackled by using the operator approach. The definition 
domain  of operators is the set of causal functions. Many properties of fractional integrals are given. Fractional derivatives 
definition is derived from fractional integrals one. Then an unified definitions of fractional integrals and derivatives operator is 
obtained according to the sign of the real part of the order . The study utilizes many properties of the Euler’s gamma aand beta 
functions and their extensions in ℝ and ℂ. Comparison with the definitions given by other authors (Liouville, Riemann, Liouville-
Caputo) is done too.          
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I. INTRODUCTION 
  The definition of ordinary -order derivative  and integral 
 implies that   is a positive integer. May we extend the 
definition of    and   for any value of   ? ( ∈ ℝ,  ∈ ℂ)   
This is the problem of fractional derivatives first raised by 
Leibnitz in 1695.:”Can the meaning of derivatives with 
integer order by generalized to derivatives with non-integer 
orders?” L’Hospital replied to Liebnitz by another 
question:”What if the order is 1/2?” And Leibnitz responded: 
“It will lead to a paradox, from which one day useful 
consequences will be drawn”. This was the birth of fractional 
derivatives. Since then several approaches have been done [1], 
[2],[3]. 
 The strategy to tackle the problem is the  following : 
1) define  )) and  ))   
2) define from ))  and ))   ))  and 
)) for all  ∈ ℕ 
3) extend to   ∈ ℕ, then to  ∈ ℝ 
4) extend to  ∈ ℂ 
5) and finally, look for in which case the results satisfy the 
following relations. 
  5a)Principle of correspondance 
 
→ )) =

 )      ∈ ℕ 
 
→ )) =    …


  )  ! …  
"

#

$

  
 
  ∈ ℕ 
 
  5b) linearity property of %  and   
 
                          %&)) = &%)) 
 + ()) = )) + ()) 
 
or equivalently 
 
%& + &(()) = &)) + &(()) 
 
for any constants & et &( and for any causal functions  and ( (the same relations for ))) 
 
5c) Is the value of the fractional derivative of a constant 
function null or not? 
5d) Semi-group property 
 
#))) = #))) = #))) 
           #))) = #))) = #))) 
or 
# = #) = #  
# = #) = #  
 
This is the strategy that we are going to apply. As extensively 
admitted, we use the adjective fractional in a broad meaning: 
fractional, real, complex and  the operators product notation 
 
*+,) = *[+[,)... 
II. DEFINITION OF ONE ORDER INTEGRAL OPERATOR  /0 
AND ONE ORDER DERIVATIVE 10   
Let 2 be the set of integrable and derivable causal function 
 defined on the interval 3 =.4, +∞[, 4 ∈ ℝ such  
 
) = 0 for  ≤ 4 
 
4) may be zero 4) = 0) or different of zero. 
We define the one order integral operator  and the one order 
derivative operator  by the relations 
     
                           )) =   ) 
$
9
                                    2.1) 
 
                          )) =  )) = 
))               2.2) 
 )being the first derivative of .  
III. RELATION BETWEEN  /0 AND 10 OPERATORS  
The following relations may be shown easily 
 
)) =    ) 
$
9
= [=) − =4). = )3.1) 
 
=) is a primitive of ). 
 
 = 1@ where 1@ is the identity operator over 2. 
If 4) = 0, 
 
 )) =  )) =  ) ) 
$
9
 
                                                    = ) − 4) = )   
 
                                =  = 1@                                    3.34) 
 
If  4) ≠ 0 
 
                                    ≠ 1@                                               3.3B) 
 
From the theory of the inverse of an operator, any operator * 
has at least a right handside inverse *C such as  
 
                                        **C = 1DEF)                                     3.4) 
 
where H4*) is the value domain of * and *C depends on a 
choice [4], [5] 
By an appropriate mechanism,   *C may be chosen to be 
unique in order that *C is an operator. 
Taking account of the relation 3.34) and 3.3B), we may 
define for * ≡  the right handside inverse C of  
 
                                  C = 1DEJ#)                                        3.5) 
 
with the choice of 4) = 0. 
 
Remarks 
4)The condition 4) = 0 depends on two parameters : the 
function  and the choice of the lower bound 4 in the integral 
 2.1) 
For instance, 
if ) = L$, 4 may be taken equal to −∞, 
if ) = L!$, 4 may be taken equal to +∞ , 
if ) = MN)is a polynom of degree k, the lower bound 4 
may be choosen equal to zero and  0) = 0 implies that the 
term independent on  is equal to zero too.  
If )is equal to a constant , , the condition 0) = 0  
implies that the constant , = 0. 
 
B)We assume 4) = 0 then C = ! and we have                                       = C = 1@                                  3.6) 
 
 
 
IV. DEFINITIONS  OF   /P)Q) FOR ANY VALUE OF THE 
NUMBER     
For any positive integer , we define   by iterating -times 
 )) 
 
R)) = ) or R = 1@ 
 
)) =   ) 
$

 
 
()) =   ) 
$

=  [  ()
#

 (.
$

  
... 
 
)) =  ! ) 
$

 
=    …


  )
ST#

  ! …  ( 
#

$

                    4.1) 
 
It may be shown (see for instance [5]) 
 
          )) = 1
Γ)  − U)!
$
R
U)U                       4.2) 
                            = 

Γ) 1 − V)!

/$
V)V                  4.3) 
 
where Γ)  is the Euler’s gamma function for  . We have 
extended the definition of for any  ∈ ℝ)  [5] and for any 
complex number  ∈ ℂ with the condition YL) > 0[6] and 
studied their properties in the case of 4) = 0. 
 
V. SOME PROPERTIES OF  /  
Theorem 1 
  is a linear operator over 2. 
 
Proof 
 
[ + \])) = [)) + \]))  5.1) 
 
for  and ] belonging to 2 and for any complex [ and \. The 
proof is very easy. 
 
Theorem 2: Semi-group property of   
 
                                # = #) = #                           5.2) 
 
Proof 
We have to show  
 
#)) = #))) 
 
for any  ∈ 2 and for any  and (, real integers, real 
fractional numbers, complex numbers with YL) > 0 and     
 YL() > 0. 
Let us suppose first  and ( real integer numbers  
 
 #)) = 
               1^)^()   − U)
#!
$

U  U − _)!
`

_)_ 
 
We apply the Dirichlet’s formula given by Whittaker and 
Watson [7],[8] 
 
 U − U)a!  dz y − z)e!
f
9
$

U]U, _) 
 
=  _
g

 U − U)h!
$
g
U − _)i!]U, _)                      5.3) 
 
for j = , k = (, ]U, _) = _) 
 
#)) = 
     1^)^()  _
$

_)  U − U)#!
`
g
U − _)! 
Then, we change the variable U in the   second integral into V 
 
V = U − _ − _ 
 
or                                     U = _ + V − _) 
 
                                  U =     V − _) 
 
 U − U)#!
`
g
U − _)! 
 
=  − _)#)!  V1 − V)#!

R
V! 
=  − _)#)!+)() 
 
where + is the Euler’s beta function 
 
+)() = Γ)Γ()Γ + ()  
 
then   
 
#)) = 1Γ + ()  __) − _)
#)!
$

 
 
                                 = #))) 
 
As #)  is symmetric in  and (, we have 
 
#)) = #))) = #)) 
 
or 
 
# = #) = #  
 
We have supposed  and ( are positive integer numbers. But 
if we use the extensions of Euler’s gamma and beta functions, 
it may be easily shown that the semi-group property of  
stands true for any  and ( (positive fractional, positive real,) 
[5] and for any  and (  complex numbers with the 
conditions YL) > 0 and  YL() > 0 [6.. 
 
This important property is very useful to shorten the 
demonstration of many interesting formulae, in particular the 
semi-group property of -order derivative . (see section VI) 
 
VI.  DEFINITION OF THE -ORDER DERIVATIVE OPERATOR 
 1 FROM  / 
 We deduce the definition of the  −order derivative operator 
 from the definitions of -order integral operator .  
For this purpose, we take advantage of the relation (3.3) or 
(3.6)  
 
                                       =  = 1@                                
 
                      is the inverse operator ! of                    6.1) 
                      is the inverse operator ! of                   6.2) 
 
By mathematical induction, for  positive integer, we may 
define  
                                             = !                                          6.3) 
 
  
                                              = !                                          6.4) 
 
Then we may extend the definition of  (see formulae 4.2 and 
4.3) given for  positive integer into  negative integer for any 
real (positive or negative number) and for any complex 
number by using the semi-group property of . 
For the definition of  for  > 0, we have two possibilities 
left- hand derivative l and right-hand derivative C : 
 
a) l = !NN! = NN!  for m ∈ ℕ                                  6.5) 
 
   l)) = NN!))                                           6.6) 
                     = N 1Γm − )   − U)N!!
$

U)U 6.7) 
                      =  1Γ1 − )   − U)!
$

U)U       6.8) 
 
with the choice m = 1 in the relation 6.7). 
If ) = , where , is a constant.  
 
               l,) = , − 4)
!
Γ1 − ) ≠ 0     , ≠ 0                     6.9) 
  
b) C = N!!N = N!N  for m ∈ ℕ , m >                   6.10) 
 
                         C)) = N!N))                          6.11) 
 
                   = 1Γm − )   − U)N!!
$

N)U)U          6.12) 
                   = 1Γ1 − )   − U)!
$

)U)U                 6.13) 
 
with the choice m = 1 . 
If ) = , where , is a constant,  
 
C, = 0 even if the constant , ≠ 0                                    6.14) 
 
 The choice C  in the relation 6.10) is better than l  in the 
relation 6.5) because of the relation 6.14)  instead of  the 
relation 6.9)  which does not verify the condition: the 
fractional derivative of a constant is equal to zero. 
 
c) If  0 <  < 1, for simplicity sake, we may choose m = 1 
 
        )) =  1Γ1 − )   − U)!
$

U)U       6.15) 
                            = 1Γ1 − )

   − U)!
$

U)U    6.16) 
 
We apply the derivative under the integration sign and we 
integrate by part after, the terms  − U)!U) to be taken 
for U =  minus one term for U = 4 cancels each other 
without introducing any conditions on the function . Finally 
we obtain  
 
            )) = 1Γ1 − )   − U)!
$

)U)U    6.17) 
                                = 1Γ1 − )   − U)!
$

)U)U    6.18) 
 
The two expressions 6.17) and 6.18) are exactly the 
Liouville-Caputo fractional derivative definition [7] if we take 
4 = −∞: 
                           lr ) )) =  l )!  ))               6.19) 
It consists to change  into –  in the expression 4.2) of . 
The lower script LC means Liouville-Caputo; the lower 
scripts L and + in  l )! mean respectively Liouville for 
Liouville fractional integral definition, the integral being “left 
handed  integral”; it collects weighted function values for 
U <  which means left hand side from . If U is time-like 
coordinate, the left handed integral corresponds to a “causal” 
function . In our notations, the relation 6.15) for m = 1 is 
                             ))) = !))                    6.20) 
                                                   = !))                    6.21) 
 d) If we take m = 2, 3, 4, … we will obtain the same result; 
direct calculations are not difficult but tedious. 
e) If   > 1, we put  = 2) +  where 2) is the entire 
part of  and 0 ≤  < 1. 
            = @))#  
      = #@) L − ]Vt ttL U  ) 
It means that the  fractional derivative is an ordinary standard 
derivative @) followed by a fractional derivative #  with  
0 ≤  < 1.  
VII. DUAL PROPERTIES OF FRACTIONAL 
DERIVATIVES  
It is easy to derive from properties of fractional integrals  
the following properties for  
- linear property 
  
         [ + \])) = [)) + \]))           7.1) 
 
for [, \ ∈ ℂ and , ] ∈ 2 
-  semi-group property 
 
                             # = #)
= #                          7.2) 
 
The direct proofs are not difficult, they may be performed by a 
similar way as for fractional integral calculations 
VIII. LIMITS FOR FRACTIONAL INTEGRALS AND 
DERIVATIVES   
Let us now look for the correspondence principle. We have to 
show  the following limits 
 
→ )) = ))    ∈ ℝ),  ∈ ℕ) 
→ )) = ))    ∈ ℝ),  ∈ ℕ) 
 
where  and  are respectively ordinary integrals and 
ordinary derivatives. 
Theorem 3 
   Let us assume first 0 ≤  ≤ 1 
→Ru )) = )  ∀  ∈ 2 
→Ru )) = )  ∀  ∈ 2 
or 
→Ru  = R = 1@    
→Ru  = R = 1@ 
Proof 
             )) = 1Γ)   − U)!
$

U)U                  8.1) 
                               = 1Γ + 1)   − U)
$

)U)U         8.2) 
where 
)U) = U U) 
 
For  = w ≪ 1 
 
   y)) = 1Γ1 + w)   − U)y
$

)U)U     
 
We give in the appendix  the Taylor’s series expansion of  
1
Γ1 + w)  − U)y = 1 + w[z +  − U). 
        + w
(
2 [z( −
{(
6 + 2z  − U) + (  − U). + ⋯  8.3) 
where z = 0.577 215 665 901 532 860 6. .. is the Euler –
Mascheroni’s constant [7] 
                    R)) =  )U)
$

U                                 8.4) 
                                       = )                                                   8.5) 
because 4) = 0 
or  R = 1@ 
By duality, we have the same relations for  . 
  
Theorem 4 
   We have the dual relations for   and  ,  ∈ ℂ  with 
YL) > 0. 
 
Proof 
The proof is obtained easily in copying the demonstration in 
the real case. 
 
Theorem 5 
   For instance, let us verify directly the relations  
 
                       y→Ru !y ) =

 )                                8.7) 
 
Proof 
 We start from the expression 6.15)  of  ))  for 
 = 1 − w with w > 0 and w ≪ 1 
 
                     !y)) = 1Γw)   − U)y!
$


       8.8) 
 
We integrate first by parts 
 
!y)) = 1Γε) {−[
 − U)y
w 
)U).``$ 
                                         +   − U)
y
w
$

()U)U } 
 
We integrate by parts again the integral containing (). The 
integrated  part cancels exactly the first term in the right hand 
side of the  relation 
 
     !y)) = 1Γε) 
 − U)y
w
$

()U)U                 8.10) 
                            = 1Γ1 + ε)   − U)y
$

()U)U          8.11) 
 
We utilise the Taylor’s  series expansion  8.3) 
 
y→Ru !y )) =  ()U)U
$

 
                                = )) − )4) 
                                =  )      4 U  
)4) = 0 
Theorem 6 
y→Ru y )) =  )U)U
$

 
                            = ) − 4) 
                            = )      4 U  4) = 0 
 
y→Ru y = 1@                           y→RT y = 1@  
 
Theorem 7 
                           y→Ru !y )) =                                   8.12) 
 
Proof 
y→Ru !y )) =  y→Ru !y )) 
                                = )) 
 
because  
 
y→Ru !y )) = ) 
 
The direct calculation is not difficult. 
 
!y)) = 1Γ1 − w)   − U)!y
$

U)U 
 
We  utilise the Taylor’s series expansion 8.3) in changing w 
into – w  
 
y→Ru !y )) =  U)U
$

= )) 
 
y→Ru !y =                              
Theorem 8. 
   Let us assume now  > 1 with  = 2) ∈ ℕ 
We put  =  +  with 0 ≤  < 1 
  
                   #→Ru 
)# )) = ))                          8.13) 
                    #→Ru 
)!# )) = )))                8.14) 
 
Proof 
The proof is immediate by utilizing the semi-group property 
of  . 
 
 Remark 
The relation 8.7)  may be obtained by duality from the 
relation 5.2) by taking account of 
 
!y)) = y!)))) 
 
→Ru ! = →Ru y))) 
                        = )) =  ) 
IX. CASE OF P)) ≠  P  = , 0, , , …   
In this paragraph, let us assume )4) ≠ 0 for  =
0, 1, 2, 3 … and look for some consequences. 
 Theorem 9 
)) = ))) + 1Γ + 1)  − 4)
R)4)   9.1) 
 
where  
) =  ) = ) 
 
is the first ordinary derivative of  
 
Proof 
 
)) = 1Γ)   − U)!
$

U)U 
 
We integrate by parts and take account of  Γ) = Γ + 1) 
 
)) = ))) +  − 4)

Γ + 1) 4) 
 
Theorem 10. 
Theorem 9 may be generalized for any positive integer m 
 
)) = )NN))) +   − 4)
)!
^ + )
N

!)4)   9.2) 
                 = 1Γ + m)   − U))N!
$

N)U)U 
                     +   − 4)
)!
^ + )
N

!)4) 
                 
Proof 
We utilize mathematical induction. The relation is true for 
m = 1. Let us suppose that it is true for m and we will show 
that it stands true for m + 1.    
  
)) = 1Γ + m)   − U)
+m−1
4
m)U)U 
                     +   − 4)
)!
^ + )
N

!)4) 
 
We integrate by parts the integral in the right hand side  
 
1
Γ + m)   − U))N!
$

N)U)U = 
1
Γ + m) 
 − U))N
 + m)
$

N))U)U 
+ 1Γ + m)
 − 4))N
 + m) 
N)4) 
 
Then 
 
 
)) = 1Γ + m + 1)   − U))N
$

N))U)U 
                     +   − 4)
)!
^ + )
N)

!)4) 
X. COMPARISON WITH OTHER DEFINITIONS  
a) If  )4) = 0 for any  = 0, 1, 2 ,3, … then Theorem 7 
and Theorem 8 give 
 
                              )) = )))                       10.1) 
 
                                                = )NN))                       10.2) 
Or  
 
)) =  )NN))      ℎV  V4  L m) 
 
                                          = )NN                                      10.3) 
 
These relations may be derived from the semi-group property 
of   5.1) and N = !N 
 
b) If 4 = −∞, the relation 4.2) gives  
 
                )) = 1Γ)   − U)!
$
!
U)U           10.4) 
 
which is exactly the definition of Liouville fractional integral 
 )l ))  ; the underscript  stands for Liouville and the 
underscript +) is  related to the left-handed integral [formula 
5.15), p.36 in reference [7]. 
  
c) If 4 = 0, the relation 4.2) gives  
 
                )) = 1Γ)   − U)!
$
R
U)U           10.5) 
 
which is the Riemann fractional integral  )C )) for left 
handed integral (formula (5.17) p.36 in reference [7]) 
 
d) For the expression of the fractional derivative , we have 
to change the sign of  in the expression of the fractional 
integral  in the relation 4.2) with m = 1. 
 
)) = !)) 
 
    = 
1
Γ1 − )   − U)!
$

U)U  10.6) 
 If  4 = −∞, we have  
 
        )) = 
1
Γ1 − )   − U)!
$
!
U)U      10.7) 
 
which is the definition of Liouville fractional derivative 
 )l )) for a left handed integral for a causal function . 
[formula (5.29) p.38 of reference [7]) 
 
e) If 4 = 0, the relation 9.8) gives  
 
        C)) = 
1
Γ1 − )   − U)!
$
R
U)U       10.8) 
 
which is the definition of Riemann fractional derivative  
 )C )) (formula 5.33  p.39 of reference 7) 
 
f) Let us change  into –  in the expression of )) in the 
relation  10.1)   ( = !) : 
 
C)) = !)) 
                   = 1−1))) 
                   =  1Γ1 − )   − U)!
$


U U)U                     10.9) 
 
g) If  4 = 0, the relation 10.9) is the definition of Caputo 
fractional derivative  )r )) for a causal function  
(formula 5.44  p.42 of the reference [7]) 
 
h) If 4 = −∞, the relation 10.9) is the definition of 
Liouville-Caputo  fractional derivative  )lr ))) for a 
causal function . 
XI. CONCLUSIONS 
Let us conclude by stressing once more that the definition of 
fractional derivative  may be obtained from the definition 
of an integer order (ordinary) derivative N  and fractional 
integral by 
 
)) = NN!)) 
  
 = NN! for any integer m >  
 
In the second members of these relations, we point out that 
there is no summation over m and it is independent on m.  
 
Comparing the expression 4.2) of )) and 
6.3), 6.4), 6.5), 6.17) of )), we obtain an unified 
definition for fractional integrals and fractional derivatives 
according to the sign of the real part of the order .  
  
 APPENDIX 
 Let us calculate the Taylor’s series expansion 8.3) 
w) = 1Γ1 + w)  − U)y 
          = 1Γ1 + w) Ly $!`) 
          = 0) + w1! 

w yR +
w(
2! 

w yR + ⋯ 
The calculation may be simplified by utilizing Leibnitz’s 
formula 
 4
y
Γ1 + w))
) =  m

N
 1Γ1 + w))
N)4y)!N) 
with  
4y = expw4)    4 =  − U 
For  = 0 
0) = 1Γ1) 4R = 1 
For  = 1 
 4
y
Γ1 + w))
) = − Γ
)1 + w)
[Γ1 + w).( 4y +
1
Γ1 + w) 4))4y 
 
 4
y
Γ1 + w))yR
) = −Γ)1) + ln 4) 
 − U)
y
Γ1 + w))yR
) = z +   − U) 
Or  
Γ) =  L! $!

R
  

 Γ) =  L! $!

R
 )  

 Γ) =  L! $!

R
 )                ∈ ℕ 
¢  Γ)£$ =  L
!

R
  = −z    
where z is the Euler-Mascheroni’s constant 
Γ()1) =  L!

R
 )( = z( + {
(
6  
For  = 2 
 1Γ1 + w) 4y  )
() =  1Γ1 + w))
()4y + 2 1Γ1 + w) )
)4y  )) 
                                    + 1Γ1 + w) 4y  )
()
 
 1Γ1 + w) 4y)yR
()  = −Γ()1) + 2[Γ)1).( + 2Γ)1)4 
                                      +4)( 
                                  = −Γ()1) + 2z( + 2z4 + 4)( 
Or 
  Γ()1) = z( + {
(
6  
  1Γ1 + w) 4y)yR
() = z( − {
(
6 + 2z4 + 4)( 
Then 
1
Γ1 + w)  − U)y = 1 +
w
1! z + ln − U)) 
                 + w
(
2! {z( −
{(
6 + 2z  − U) + [  − U).(. + ⋯ 
We may calculate the coefficients of  y
¤
¥! ,
y¦
§!  step by step by the 
method we have just described.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
REFERENCES 
[1] S. Miller, Kenneth, “An introduction to the fractional calculus and the 
fractional differential equations,” Bertram Ross (Editor). Publisher: 
John Wiley and Sons 1st edition (1993) ISBN 0-471-58884-9  
[2] B.Oldham Keith and J. Spanier “The fractional calculus. Theory and 
Application of differentiation and integration to arbitrary order,” 
(Mathematics in Science and engineering).  Publisher: Academic Press, 
Nov 1974, ISBN 0-12-525550-0   
[3] Zavada, “Operator of fractional derivatives in the complex plane”, 
Institute of Physics. Academy of sciences of Czech republic, 1997. 
[4] Raoelina Andriambololona,  “Algèbre linéaire et multilinéaire. 
Applications,” 3 Tomes. Collection LIRA, INSTN Madagascar, 
Antananarivo, Madagascar, 1986, Tome I pp 2-59.  
[5] Raoelina Andriambololona,“Definition of real order integrals and 
derivatives using operator approach,” preprint Institut National des 
Sciences et Techniques Nucléaires, (INSTN-Madagascar), May 2012, 
arXiv:1207.0409, under press in Pure and Applied Mathematic Journal, 
Science Publishing Group. 
[6] Raoelina Andriambololona,,Tokiniaina Ranaivoson, Rakotoson 
Hanitriarivo, “Definitions of complex order integral and derivatives 
using operators approach »,  Institut National des Sciences et 
Techniques Nucleaires (INSTN-Madagascar), 2012, arXiv:1409.400. 
Published in IJLRST, Vol.1,Issue 4:Page No.317-323, November-
December(2012),  http://www.mnkjournals.com/ijlrts.htm.    
[7] R. Herrmann. Fractional calculus. “An introduction for physicists,” 
World Scientific Publishing, Singapore, 2011. 
[8] E.T Whittaker and G.N. Watson, “A course of modern analysis,” 
Cambridge University Press, Cambridge, 1965 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
