Abstract-We consider change-point estimation in a sequence of high-dimensional signals given noisy observations. Classical approaches to this problem such as the filtered derivative method are useful for sequences of scalar-valued signals, but they have undesirable scaling behavior in the high-dimensional setting. However, many high-dimensional signals encountered in practice frequently possess latent low-dimensional structure. Motivated by this observation, we propose a technique for high-dimensional change-point estimation that combines the filtered derivative approach from previous work with convex optimization methods based on atomic norm regularization, which are useful for exploiting structure in high-dimensional data. Our algorithm is applicable in online settings as it operates on small portions of the sequence of observations at a time, and it is well-suited to the high-dimensional setting both in terms of computational scalability and of statistical efficiency. The main result of this paper shows that our method performs change-point estimation reliably as long as the product of the smallest-sized change (the Euclidean-norm-squared of the difference between signals at a change-point) and the smallest distance between change-points (number of time instances) is larger than a Gaussian width parameter that characterizes the low-dimensional complexity of the underlying signal sequence.
I. INTRODUCTION
Change-point estimation is the identification of abrupt changes or anomalies in a sequence of observations. Such problems arise in numerous applications such as product quality control, data segmentation, network analysis, and financial modeling; an overview of the change-point estimation literature can be found in [2] - [5] . As in other inferential tasks encountered in contemporary settings, a key challenge underlying many modern change-point estimation problems is the increasingly large dimensionality of the underlying sequence of signals -that is, the signal at each location in the sequence is not scalar-valued but rather lies in a high-dimensional space. This challenge leads both to computational difficulties as well as to complications with obtaining statistical consistency in settings in which one has access to a small number of observations (relative to the dimensionality of the space in which these observations live).
A prominent family of methods for estimating the locations of change-points in a sequence of noisy scalar-valued observations is based on the filtered derivative approach [2] , [6] - [9] . Broadly speaking, these procedures begin with an application of a low-pass filter to the sequence, followed by a computation of pairwise differences between successive elements, and finally the implementation of a thresholding step to estimate change-points. A large body of prior literature has analyzed the performance of this family of algorithms and its variants [6] , [8] , [9] . Unfortunately, as we describe in Section III, the natural extension of this procedure to the high-dimensional setting leads to performance guarantees for reliable change-point estimation that require the underlying signal to remain unchanged for long portions of the sequence. Such requirements tend to be unrealistic in applications such as financial modeling and network analysis in which rapid transitions in the underlying phenomena trigger frequent changes in the associated signal sequences.
A. Our contributions
To alleviate these difficulties, modern signal processing methods for high-dimensional data in a range of statistical inference tasks recognize and exploit the observation that signals lying in high-dimensional spaces typically possess low-dimensional structure [10] - [16] . For example, images frequently admit sparse representations in an appropriately transformed domain [12] , [17] while covariance matrices are well-approximated as low-rank matrices in many settings. The exploitation of low-dimensional structure in solving problems such as denoising leads to consistency guarantees that depend on the intrinsic low-dimensional "complexity" of the data rather than on the ambient (large) dimension of the space in which they live. A notable feature of several of these structureexploiting procedures is that they are based on convex optimization methods, which can lead to tractable numerical algorithms for large-scale problems as well as to insightful statistical performance analyses. Motivated by these ideas, we propose a new approach for change-point estimation in high dimensions by integrating a convex optimization step into the filtered derivative framework (see Section III). We prove that the resulting method provides reliable change-point estimation performance in high-dimensional settings, with guarantees that depend on the underlying low-dimensional structure in the sequence of observations rather than on their ambient dimension.
To illustrate our ideas and arguments concretely, we consider a setup in which we are given a sequence Y[t] ∈ R p for t = 1, . . . , n of observations of the form:
Here X [t] ∈ R p is the underlying signal and the noise is
is assumed to be piecewise constant with respect to t. The set of change-points is denoted by
, and the objective is to estimate the set τ . A central aspect of our setup is that each X [t] is modeled as having an efficient representation as a linear combination of a small number of elements from a known set A of building blocks or atoms [10] - [14] , [16] , [18] - [20] . This notion of signal structure includes widely studied models in which signals are specified by sparse vectors and low-rank matrices. It also encompasses several others such as low-rank tensors, orthogonal matrices, and permutation matrices. The convex optimization step in our approach exploits knowledge of the atomic set A; specifically, the algorithm described in Section III-B consists of a denoising operation in which the underlying signal is estimated from local averages of the sequence Y[t] using a proximal operator based on the atomic norm associated to A [10] , [11] , [13] . The main technical result of this paper is that the method we propose in Section III provides accurate estimates of the change-points τ with high probability under the condition:
where Δ min denotes the size (in 2 -norm) of the smallest change among all change-points, T min denotes the smallest interval between successive change-points, and n is the number of observations. The quantity η(X ) captures the low-dimensional complexity in the signal sequence X :
via a Gaussian distance/width characterization, and it appears due to the incorporation of the convex optimization step. In the high-dimensional setting, the parameter η 2 plays a crucial role as it reflects the underlying low-dimensional structure in the signal sequence of interest; as such it is usually much smaller than the ambient dimension p (we quantify the comparisons in Section II). Indeed, directly applying the filtered derivative method without incorporating a denoising operation that exploits the signal structure would lead to weaker performance guarantees in terms of p rather than η 2 . The change-point estimation problem we described is typical for retrospective change-point estimation; this is different from quickest change detection where the objective is to declare a change-point in an online fashion using the minimal number of observations under false alarm constraints. We point out that although our analysis applies to the offline setting, our algorithm operates at each time instance in a causal manner and hence is applicable to online settings.
B. Related work
A recent paper by Harchaoui and Lévy-Leduc [21] is closest in spirit to ours (in terms of providing change-point estimation guarantees of the form (2)); they describe a convex programming method based on total-variation minimization to detect changes in sequences of scalar-valued signals. In addition to the restriction to scalar-valued signals, the technique in [21] requires knowledge of the full sequence of observations in advance. As a result it is not directly applicable in highdimensional and online settings unlike our proposed approach.
High-dimensional change-point estimation has received much attention in recent years based on different types of extensions of the scalar case. The diversity of these generalizations of the scalar setting is due to the wide range of applications in which change-point estimation problems arise, each with a unique set of considerations. For example, several papers [22] , [23] investigate high-dimensional change-point estimation in settings in which the changes only occur in a small subset of components. Therefore, assumptions about low-dimensional structure are made with regards to the pattern of changes rather than in the signal itself at each time instance (as in our setup). Xie et al. [24] consider a high-dimensional change-point estimation problem in which the underlying signals are modeled as lying on a low-dimensional manifold; although this setup is similar to ours, their algorithmic approach is based on projections onto manifolds rather than on convex optimization, and the types of guarantees obtained in [24] are qualitatively quite different in comparison to (2) .
II. BACKGROUND ON STRUCTURED SIGNAL MODELS A. Efficient representations with respect to atomic sets
We outline a framework with roots in nonlinear approximation [25] - [28] that generalizes several types of lowdimensional models considered in the literature such as sparse vectors and low-rank matrices [10] , [12] - [14] , [16] , [29] .
Let A ⊆ R p be a compact set that specifies a collection of atoms. We say that a signal X ∈ R p has a concise representation with respect to A if it admits a decomposition as a sum of a small number of atoms in A, that is, we are able to write
for some s p. Sparse vectors and low-rank matrices are examples of low-dimensional representations that are expressible in this framework. Specifically, an atomic set for sparse vectors is the set of signed standard basis vectors A = {±e i |1 ≤ i ≤ p}, while a natural atomic set for low-rank matrices is set of all rank-one matrices with unit Euclidean norm. Other examples include binary vectors (e.g., in knapsack problems), permutation matrices (in ranking problems), and low-rank tensors. Such classes of signals that have concise representations with respect to general atomic sets were studied in the context of linear inverse problems [13] , and subsequently in the setting of statistical denoising [10] , [19] .
B. Minkowski functional and proximal operators
A key feature of our change-point estimation algorithm is the incorporation of a signal denoising step that exploits knowledge of the atomic set A. To formally define the denoising operation, we consider the Minkowski functional
defined with respect to a convex set C ⊂ R p such that A ⊆ C, as discussed in [13] . As C is convex, the Minkowski functional · C is also convex. This function is also called the gauge function in the convex analysis literature [30] . For a given Y ∈ R p and a convex set C, we consider denoisers specified in terms of the following proximal operator:
As · C is a convex function, this optimization problem is a convex program. To obtain a proximal operator that enforces signal structure in the denoising operation, the set C is usually taken to be the tightest convex set containing the atomic set A, i.e., C = conv(A). With C = conv(A), the resulting Minkowski functional is called the atomic norm with respect to A, and the associated proximal operator (5) is called atomic norm thresholding [10] . The atomic norm has been studied in the approximation theory literature for characterizing approximation rates associated with best k-term approximants [25] - [28] , and its convex-geometric properties were investigated in [13] in the context of ill-posed linear inverse problems. When A = {±e i |1 ≤ i ≤ p} is the collection of signed standard basis vectors, the atomic norm with respect to A is simply the 1 -norm in R p . Similarly, the atomic norm corresponding to unit-Euclidean-norm rank-one matrices is the matrix nuclear norm. More generally, one can define atomic norms associated to other types of structured objects such as permutation matrices, low-rank tensors, and signed vectors; see [13] for a detailed list. Atomic norm thresholding naturally generalizes soft-thresholding based on the 1 -norm for sparse signals to a more general denoising operation for the types of structured signals described here.
One exception to the rule of thumb of choosing C = conv(A) arises if the atomic norm is intractable to represent. To overcome such difficulties, a natural approach described in [13] , [19] is to consider Minkowski functionals of convex sets C that contain A and that are efficient to represent, i.e., further tractable convex relaxations of conv(A).
C. Summary parameters in signal denoising
Next we describe the relevant convex-geometric concepts for analyzing the performance of proximal denoising operators. For X ∈ R p , the Gaussian distance η C (X) [15] , [29] with respect to a norm · C is defined as
Here dist(g, ∂ X C ) := inf w∈∂ X C w − g 2 denotes the distance of g from the set ∂ X C , where ∂ X C is the subdifferential of the function · C at the point X [30] .
The Gaussian distance η C (X) is useful for characterizing the performance of the proximal denoising operator (5) [10] , [19] , [29] . Specifically, supposeX = argmin X∈R p 1 2 X + ε − X 2 2 + λ X C , then the error betweenX and X is bounded as [29] :
Taking expectations with respect to ε and subsequently optimizing the resulting bound with respect to λ yields the Gaussian distance (6).
As we discuss in Section III, the combination of the proximal denoising operator with a suitable filtering step leads to a change-point estimation procedure with performance guarantees in terms of η C (X) rather than √ p. This point is significant because for many examples of structured signals that are encountered in practice, it is typically the case that η C (X) √ p. For example, if X is an s-sparse vector in R p then proximal denoising via the 1 -norm gives η 1 (X) ≤ 2s log(p/s) + 3s/2+7 [13] , [15] . Similarly, if X is a rank-r matrix in R d×d then proximal denoising via the matrix nuclear norm gives η nuc (X) ≤ √ 6rd + 7 [13] , [15] . In order to state performance guarantees for a sequence of observations, we extend the definition of η C to collections of vectors X = {X [1] , . . . , X [n]}, X (i) ∈ R p as follows:
III. CONVEX PROGRAMMING FOR CHANGE-POINT ESTIMATION A. Motivation
We begin by highlighting some of the difficulties that arise in change-point estimation as a result of the highdimensionality of the observations. To frame our discussion concretely, we consider the prominent and widely-employed class of change-point estimation techniques based on the filtered derivative algorithm [6] - [9] , although similar difficulties arise with other approaches as well. The filtered derivative method detects changes based on an application of a pairwise difference operator to the output of a suitable low-pass filter applied to the sequence of observations. For simplicity, we describe a particular low-pass filter that is given by the sample mean of the observations over a small window. Formally, consider the following sequence defined at time t by computing differences of sample means over windows of size θ:
Locations at which FD θ [t] has large magnitude (i.e., above a suitably chosen threshold) are declared as change-points. This approach is well-suited for settings with sequences of scalar-valued signals, i.e., each X [t] is scalar; see [6] , [8] , [9] for detailed analyses. However, if applied directly to the high-dimensional setting, the underlying sequence of signals X [t] ∈ R p is required to remain stationary over time scales on the order of p so that changes can be reliably estimated. This requirement is unfortunately not realistic for practical purposes, e.g., in image processing applications one typically encounters p ≈ 10
6 . As such, it is desirable to develop an algorithm that detects changes in sequences of high-dimensional observations reliably even if the signal does not remain stationary over long time scales.
B. Our approach to high-dimensional change-point estimation
We base our method on the principle that more effective signal denoising by exploiting the low-dimensional structure 
to the following convex optimization problems:
the indices of the nonzero entries of S [t] . Divide the set
, 1 ≤ i ≤ r, and the output iŝ τ = {t i }. Observe that the proximal denoising step is applied before the differencing step. This particular integration of proximal denoising and the filtered derivative ensures that the differencing operator is applied to estimatesX [t] that are closer to the underlying signal X [t] than the raw averagesȲ[t] (due to the favorable denoising properties of the proximal denoiser). As discussed in Theorem 3.1, this leads to improved change-point estimation compared to a pure filtered derivative method.
The parameter θ determines the window over which we compute the sample mean, and it controls the resolution to which we estimate change-points. A larger value of θ allows the algorithm to detect small changes, although if θ is chosen too large, multiple change-points may be mistaken for a single change-point. A smaller choice of θ increases the resolution of the change-point estimates, but small changes cannot be reliably detected. The parameter γ specifies the threshold for declaring changes, and it governs the size of the change-points that can be reliably estimated. A small choice of γ allows the algorithm to detect smaller changes but it also increases the occurrence of false positives. Conversely, a larger value of γ reduces the number of false positives, but only those changes that are sufficiently large in magnitude may be detected by the algorithm. In Theorem 3.1, we give precise guidelines for the choices of the parameters (θ, γ, λ) to guarantee reliable change-point estimation under suitable conditions. 
for some r > 1 and some convex set C, where η C (X ) is as defined in (7), and τ ⊂ {T min /4, . . . , n − T min /4}. Suppose we apply our change-point estimation algorithm with any choice of parameters θ, γ, and λ satisfying 1)
Then the algorithm recovers an estimate of the change-pointŝ τ satisfying (10) is satisfied then the choice of θ = T min /4 and γ = Δ min /2 satisfies the requirements in Theorem 3.1.
As a concrete illustration of this theorem, if each ele-
. . , n of the signal sequence is a vector consisting of at most s nonzero entries, then our algorithm (with a proximal denoiser based on the 1 -norm) estimates change-points reliably under the condition
. . , n is a matrix with rank at most r, then our algorithm (with a proximal denoiser now based on the nuclear norm) provides reliable change-point estimation performance under the condition Δ 2 min T min σ 2 (rd + log(n)).
IV. NUMERICAL RESULTS
We illustrate the performance of our change-point estimation algorithm with a numerical experiment on synthetic data. The objective of this experiment is to demonstrate the improved performance of our algorithm from Section III-B in comparison to the classical filtered derivative approach in a stylized problem setup. Recall that the filtered derivative method is equivalent to omitting the proximal denoising step in our algorithm, i.e., 2 ) with σ = 0.04. Given this sequence of observations, we apply our algorithm with parameters λ = 0.4 and θ = 5 (and with proximal denoising based on the nuclear-norm), and the filtered derivative algorithm with θ = 5. The corresponding derivative values from our algorithm and the filtered derivative algorithm are given in the left sub-plot of Figure 1 . We repeat the same experiment with the modification that the vectors u (1) , u (2) , v (1) , v (2) now have Euclidean-norm equal to 2, thus leading to a larger-sized change relative to the noise. The corresponding derivative values from our algorithm and the filtered derivative algorithm are given in the right sub-plot in Figure 1 .
One observation is that the derivative values are generally larger with the filtered derivative algorithm than with our approach; this is primarily due to the lack of a denoising step, as a larger amount of noise leads to greater derivative values. More crucially, however, the relative difference in the derivative values near a change-point and away from a change-point is much larger with our algorithm than with the filtered derivative method. By suppressing the impact of noise via proximal denoising, our approach identifies smallersized changes more reliably than a standard filtered derivative method without a denoising step.
V. CONCLUSIONS
We propose an algorithm for high-dimensional change-point estimation that blends the filtered derivative method with a convex optimization step that exploits low-dimensional structure in the underlying signal sequence. Our algorithm reliably estimates change-points provided the product of the square of the size of the smallest change and the smallest distance between changes is larger than Gaussian distance/width quantity η 2 , which characterizes the low-dimensional complexity in the signal sequence. The dependence on η 2 is a result of the integration of a denoising step based on convex optimization.
