W e develop a procedure and the requisite theory for incorporating preference information in a novel way in the efficiency analysis of Decision Making Units. The efficiency of Decision Making Units is defined in the spirit of Data Envelopment Analysis (DEA), complemented with Decision Maker's preference information concerning the desirable structure of inputs and outputs. Our procedure begins by aiding the Decision Maker in searching for the most preferred combination of inputs and outputs of Decision Making Units (for short, Most Preferred Solution) which are efficient in DEA. Then, assuming that the Decision Maker's Most Preferred Solution maximizes his/her underlying (unknown) value function, we approximate the indifference contour of the value function at this point with its possible tangent hyperplanes. Value Efficiency scores are then calculated for each Decision Making Unit comparing the inefficient units to units having the same value as the Most Preferred Solution. The resulting Value Efficiency scores are optimistic approximations of the true scores. The procedure and the resulting efficiency scores are immediately applicable to solving practical problems.
Introduction
Data Envelopment Analysis (DEA) measures the relative efficiency of comparable entities called Decision Making Units (DMUs) essentially performing the same task using similar multiple inputs to produce similar multiple outputs (Charnes et al. (1978 (Charnes et al. ( , 1979 ). The purpose of DEA is to empirically estimate the so-called efficient frontier based on the set of available DMUs. DEA provides the user with information about the efficient and inefficient units, as well as the efficiency scores and reference sets for inefficient units. The results of the DEA analysis, especially the efficiency scores, are used in practical applications as performance indicators of DMUs.
DEA calculations are traditionally value-free. The underlying assumption is that no output or input is more important than another, although, in the realworld there generally exists a Decision Maker (DM) who has preferences over outputs and inputs. In DEA, a DMU which, for example, is a superior producer of a marginally important output is diagnosed as efficient even if it performs poorly with respect to all other outputs. Hence, in the original DEA the efficiency scores are not necessarily good performance indicators. We use Figure 1 .1 to clarify our point. The example consists of five DMUs, each producing two outputs and all consuming the same amount of one input. We can see that DMUs 1, 2 and 3 are efficient and 4 and 5 inefficient. Thus DMUs 1, 2 and 3 all receive an efficiency score of 1. Let us assume that for some reason the DM considers output 1 to be much more important than output 2. In this case DMU 1 would be far more preferred to DMU 3 . The DM might even prefer DMU 5 to DMU 3 , even though the former is inefficient.
Although DEA calculations were originally valuefree, several attempts have been made to incorporate preference information in DEA. The resulting models can be divided into two categories: (1) models that use preference information to set targets for inefficient DMUs, and (2) models that use preference information to produce more meaningful efficiency scores. Golany (1988) and Thanassoulis and Dyson (1992) , among others, have developed target setting models. Golany's model allows the DM to select the preferred set of output levels given the input levels of a DMU. Thanassoulis and Dyson have introduced models which can be used to estimate alternative input/ output target levels to render relatively inefficient DMUs efficient. In the category of efficiency score models, the traditional way to incorporate preference information in DEA is to restrict the flexibility of weights. Several weight flexibility restriction schemes have been proposed by Charnes et al. (1989 Charnes et al. ( , 1990 , Dyson and Thanassoulis (1988) , Thompson et al. (1990) , Thompson et al. (1986) , and Wong and Beasley (1990) , among others. Generally speaking, weight restrictions result in the reduction of the number of efficient DMUs. Zhu (1996) proposed a model that calculates efficiency scores incorporating the DM's preference information. Golany and Roll (1994) introduced a model that does not use weights to elicit preference information; instead they incorporated preference information in the form of hypothetical DMUs in an otherwise standard DEA model.
In the Multiple Criteria Decision Making (MCDM) literature we can find numerous arguments against using importance weights as a means to elicit and represent DM's preference information (for example, Steuer (1986, pp. 193-200) , Wallenius (1989), and Wierzbicki (1986) ). It seems particularly difficult to understand that the intuitively appealing notion "the greater the importance-the larger the weight" does not always work. When the weights have a straightforward interpretation, such as prices in economics, their definition and use is also straightforward. We suggest that the DM's preferences are incorporated in efficiency analysis by explicitly locating his/her most preferred input-output vector on the efficient frontier. We call this vector the DM's Most Preferred Solution (MPS). It is a vector on the efficient frontier which he/she prefers to any other vector at the moment of the choice. In this paper we use an interactive Multiple Objective Linear Programming (MOLP) search procedure to locate the MPS, but any approach (using weights or any other preference information) resulting in the MPS is applicable for carrying out the proposed analysis (e.g., Steuer 1986 ). We may also use a "goal focusing" approach for this purpose (see, e.g., Charnes et al. (1980) ). Using the knowledge of the MPS, the DM's (unknown) value function is approximated using so-called tangent cones at the MPS. The efficiency of each DMU is then determined with respect to this tangent cone. As a result we obtain scores that we call Value Efficiency scores, because the efficiency of each DMU is determined by means of an approximation of the indifference surface of an implicitly known value function at the MPS.
The rest of this paper is organized as follows. Section 2 sets the stage by overviewing DEA and MOLP. In §3 we develop the procedure and the 
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requisite theory for incorporating preference information in DEA. Section 4 illustrates the procedure with a numerical example, and §5 discusses the use of Value Efficiency Analysis with real data. Section 6 concludes the paper.
DEA and Multiple Objective Linear Programming
Assume we have n DMUs each consuming m inputs and producing p outputs. Let X ʦ ℜ ϩ mϫn and Y ʦ ℜ ϩ pϫn be the matrices, consisting of nonnegative elements, containing the observed input and output measures for the DMUs. We further assume that there are no duplicated units in the data set. We denote by x j (the jth column of X) the vector of inputs consumed by DMUj, and by x ij the quantity of input i consumed by DMUj. A similar notation is used for outputs. Furthermore, we denote
The traditional CCR-models, as introduced by Charnes et al. (1978) , are fractional linear programs which can easily be formulated and solved as linear programs. To condense the text, in the sequel we consider solely output oriented DEA models. The discussion, with appropriate modifications, holds for input oriented models as well. Later Banker et al. (1984) developed the so-called BCC models with variable returns to scale. The CCR and BCC models are the basic model types in DEA. The output oriented CCR-and BCCmodels are given in (2.1a), (2.1b), (2.2a), and (2.2b). Note that, following Charnes and Cooper, the original primal formulation is called the dual and vice versa.
For clarity, throughout the paper we assume that the units of all slacks are the same. See Thrall (1996) for a discussion. 2 For more details, see Arnold et al. (1997) .
(2.2b)
To unify the presentation we formulate a general model (for short, GEN) which includes CCR-and BCC-models as special cases. Matrix A ʦ ℜ kϫn and vector b ʦ ℜ k are used to specify the set of feasible -variables.
A DMU is efficient iff at the optimum ϭ 1 and all slack variables s Ϫ , s ϩ equal zero; otherwise it is inefficient (Charnes et al. 1994 ). When it is not necessary to emphasize the different roles of inputs and outputs, we denote u ϭ ͫ ⌳ ϭ {͉ ʦ ℜ ϩ n and A Յ b} and T ϭ {u͉u ϭ U, ʦ ⌳}. We assume that e i ʦ ⌳, i ϭ 1, . . . , n, where e i is the ith unit vector in ℜ n . All efficient DMUs lie on the efficient frontier, which is defined as a subset of points of set T satisfying the efficiency condition above. The definition of efficiency and the corresponding definition for weak efficiency can be given in the following equivalent form:
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Definition 1. A point U* ϭ u* is efficient iff there does not exist another u ʦ T such that u Ն u*, and u u*.
Definition 2. A point u* ʦ T is weakly efficient iff there does not exist another u ʦ T such that u Ͼ u*.
In DEA, the efficiency of a DMU is traditionally determined either by maximizing outputs subject to given input levels or minimizing inputs subject to given output levels. A model considering both input minimization and output maximization was introduced as early as 1985 by Charnes et al. (1985) . Other models considering simultaneous input minimization and output maximization exist (see, for example, Warwick DEA-User Manual (1992), Thanassoulis and Dyson (1992) and Joro et al. (1998) ).
The efficiency of DMUs can also be determined using the following MOLP model:
Model (2.4)-like any MCDM model-has no unique solution. Its solutions are defined analogously to the efficient solutions in DEA. Specifically, in the MOLPliterature (Steuer 1986 ), the concept of efficiency is used to refer to the solutions in the decision variable space (set ⌳) and the concept of dominance is used to refer to the efficient solutions in the criterion space (set T). Weakly efficient solutions of problem (2.4) are defined according to Definition 2. One possible, currently popular way to perform the search for solutions on the efficient frontier of a MOLP-problem is to use the achievement (scalarizing) function (ASF) (Wierzbicki 1980) . To characterize the efficient set of problem (2.4), we may use the following formulation:
where s is the ASF, w ϭ ͫ
vector of weights, ␦ Ͼ 0 is "Non-Archimedean" and
is a given point, the components of which are called aspiration levels. Using (2.5), we may project any given (feasible or infeasible) point g ʦ ℜ mϩp onto the set of efficient solutions of (2.4). Varying the vector of aspiration levels, all efficient solutions of (2.4) can be generated (Wierzbicki 1986 ). In Joro et al. (1998) we have shown that, using the above reference point formulation, the projection problem can be presented as in (2.6a) and (2.6b).
Vector g x consists of aspiration levels for inputs and g y of aspiration levels for outputs. Vectors w x Ͼ 0 and w y Ͼ 0 are the weighting vectors for inputs and outputs, respectively. If a particular unit's efficiency has to be checked, vector g is replaced by its input/ output vector.
The reference point model is a generalization of the traditional DEA input and output oriented CCR and BCC models. Vectors w x Ͼ 0 and w y Ͼ 0 give freedom to project the inefficient input/output vector to any point on the efficient frontier dominating the input/ output vector under consideration. Obviously, the radial projection (w x ϭ x 0 and w y ϭ y 0 ) can be performed as a special case. The first nonradial projection was proposed by Banker and Morey (1986) .
Value Efficiency Analysis

An Introduction
Our purpose is to assist the DM to evaluate the value of each vector u ϭ ͫ y Ϫx ͬ ʦ T. Actually, our ap-
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proach makes it possible to evaluate the value of any u ʦ ℜ mϩp . The evaluation could be done easily, if we explicitly knew the DM's value function. However, generally in practice it is not realistic to assume that the value function is known or that it could reliably be estimated. That is why we use a different approach to incorporating a DM's preferences in the efficiency analysis. Our approach is based on the idea of locating the DM's MPS. The only assumption that we make about the DM's value function is that it is pseudoconcave at the moment when the search for the MPS is terminated. We first characterize the set of the tangent hyperplanes of the contours of all possible pseudoconcave value functions. We then use this information to evaluate the value of each DMU to the DM in the spirit of DEA.
The MPS is a solution which is preferred by the DM to any other solution. Assuming a rational DM who prefers more of any output and less of any input, it is obvious that the MPS is efficient. Unfortunately defining the MPS in this way provides no practical tool for efficiency analysis. It is not realistic to assume that the DM is generally able to compare all possible solutions to the final solution at the end of the search. In practice, the MPS is a solution at which the search process ends. To keep the presentation brief, we do not discuss in any detail how to carry out the search for the MPS. We assume that the MPS is the solution at which the DM's value function v(u):
obtains its maximum over T. Note that we do not need to make any assumptions whatsoever concerning the value function during the search process. We only need the assumptions at the moment of termination in order to be able to say "something" about the quality of the final solution. The weaker these assumptions are, the better. We assume that the choice of the MPS was based on the DM's value function v(u), u 
where ␥ t is the optimal value of the objective function of the following problem:
Note that we have to use "sup" in the above formulation, because we did not assume the continuity of function v, and thus set V is not necessarily closed.
Remark. It is evident for an increasing value function ␥ that ␥ Ͼ 0 iff the point u 0 is Value Inefficient. When ␥ ϭ 0, the point is Value Efficient; and if ␥ Ͻ 0, it is called Value "Superefficient," i. 
In (3.1), if we set w ϭ u 0 the model becomes radial in y and radial in x and we may interpret ␥ t as the percentage of improvement needed in both inputs and outputs to make u 0 Value Efficient. The MPS lies on the indifference contour of the DM's value function possessing the highest possible value among all feasible input/output vectors in T. Accordingly the MPS has the highest possible Value Efficiency for the DM. Value Inefficient DMUs should increase their performance to reach the contour on which the MPS lies in order to achieve the same Value Efficiency.
It is interesting to compare Value Efficiency to the concepts of technical and overall efficiency of classical efficiency analysis (Farrell 1957) . (See also Norman and Stoker (1991) .) Figures 3.1a and 3.1b illustrate different situations. Again, we assume that the DMUs produce two outputs and all consume the same amount of one input. O overall efficiency. Next, we seek to clarify the connection between classical overall efficiency and Value Efficiency. Classical overall efficiency is based on the idea of maximizing (minimizing) a known revenue (cost) function.
In Value Efficiency analysis, this revenue function is replaced by a more general unknown pseudoconcave value function. Furthermore, we assume that the maximum of this function is known, but its precise form is unknown. Based on this information, in Value Efficiency analysis, we estimate "overall efficiency." The contours of a pseudoconcave function lie above their tangent hyperplanes. Hence we use the tangent hyperplane at the MPS as a linear approximation of v(u). In Figure 3 .1b, the ratio O-DMU 0 /O-DMU 0 T reflects technical efficiency. The ratio DMU 0 -DMU 0 VA /O-DMU 0 reflects (true) Value Efficiency that is not possible to determine. That is why we use the ratio DMU 0 -DMU 0 VE /O-DMU 0 to approximate the Value Efficiency score. For an efficient unit, Value Efficiency score is zero. Our approximation of the Value Efficiency score is optimistic: it provides a lower bound for the actual Value Efficiency score.
Some Mathematical Considerations
In this subsection we present the requisite mathematical theory to formulate an operational model for computing Value Efficiency scores.
Definition 5. A nonempty set G x defined in an n-dimensional Euclidean space ℜ n is called a (pointed) cone with vertex x, if x ϩ y ʦ G x f x ϩ y ʦ G x for all Ն 0. The cone with the origin as vertex is denoted by G. 
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Note that vertex x ʦ G x . A singleton {x} is also a cone with vertex x. Note that both G x and W x are closed and convex. For any s ʦ W x there is an y ʦ G x such that s Յ y and all points z Յ s are in W x .
We illustrate the tangent cone and the augmented tangent cone in Proof. Clearly the tangent cone of an affine set X a ϭ {x͉Ax ϭ b} at x 0 is X a itself. Moreover, the tangent cone of the closed halfspace H j ϭ {x͉x j Ն 0} at x 0 is ℜ n if x j 0 Ͼ 0 and H j , if x j 0 ϭ 0, j ϭ 1, . . . , n. Because X is the intersection of X a and the halfspaces H j , j ϭ 1, . . ., n, the tangent cone of X at x 0 is the intersection of their tangent cones, respectively, i.e., set Proof. Any u ʦ G u 0, u u 0 , defines a feasible direction u Ϫ u 0 for U at u 0 , which must be generated by a feasible direction x Ϫ x 0 for X at x 0 . Thus
. Note that pseudoconcave functions are by definition differentiable and therefore continuous.
Let X ʚ ℜ n be a nonempty polytope and x* ʦ X. Define ⌶(x*) as the set of increasing pseudoconcave functions :ℜ n 3 ℜ which obtain their maximum in X at x* ʦ X.
Lemma 4. Let x* ʦ X and ⌶(x*)
A. Denote the augmented tangent cone of X at x* by W x* . Then x ʦ W x* iff (x) Յ (x*) for all ʦ ⌶(x*).
Proof. Let x ʦ W x* . Then there is y ʦ G x* such that x Յ y. is increasing f (x) Յ (y). y Ϫ x* ʦ D(x*) and obtains its maximum in X at x* f ٌ(x*) T (y Ϫ x*) Յ 0. Because is pseudoconcave, (y) Յ (x*) f (x) Յ (x*) for all ʦ ⌶(x*). To prove the second part, let x ʦ ℜ n for which (x) Յ (x*) for all ʦ ⌶(x*). Assume x ԫ W x* . Then, x can be strongly separated from W x* , i.e. ?p ʦ ℜ n such that p T x Ͼ p T y for all y ʦ W x* , i. 
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ʦ ⌶(x*), and (x) Ͼ (x*) contrary to the assumption that (x) Յ (x*). ᮀ
Determination of Value Efficiency Scores
Now we are in a position to formulate and prove the requisite theorems for evaluating Value Efficiency. We make use of Lemmas 2, 3 and 4 by substituting ℜ mϩp for ℜ n , set ⌳ for set X, set T for set U and set ⌶(u*) for set ⌶(x*), where ⌶(u*) is the set of pseudoconcave increasing functions v(u), which obtain their maximum in T at u*.
Lemma 4 is employed when approximating the set
where v may be any function in ⌶(u*). This means that when the projections of inefficient units are restricted to the indifference contours of this set, the resulting efficiency scores are always surely better than the true ones.
Theorem 1. W u* is the largest cone with the property
Proof. Evident from Lemma 4. ᮀ Thus V is approximated by the cone W, the tangent cone of T at u* with all input/output points weakly dominated by T appended, which guarantees that the resulting scores are optimistic (not greater than the real ones). Without supplementary information this is the best approximation available for set V in the sense that it is the largest set contained in all the sets of input/output points which are not preferred by any pseudoconcave increasing value function v(u) ʦ ⌶(u*). 
where * ʦ ⌳, * correspond to the Most Preferred Solution:
Note: For easy reference to the traditional DEA models we have given the output and input parts separately. Definition 9. The (weighted) Value Efficiency score for point u 0 is defined as:
Proof. By Lemmas 2 and 3 the tangent cone of
where s is the value of at the optimal solution of problem (3.2).
Note that s Ͼ 0 means that the point u 0 is Value
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Inefficient. It is also Value Inefficient, if s ϭ 0, and 1 T (s ϩ ϩ s Ϫ ) Ͼ 0; otherwise s ϭ 0 means that the point is diagnosed Value Efficient. However, the point is not necessarily truly Value Efficient. Formulation (3.2) only ensures that we use the largest possible set guaranteed not to include Value Efficient points except u* to diagnose Value Inefficiency, but it is not the set consisting of all value inefficient points. If s Ͻ 0, the point is diagnosed Value "Superefficient." In that case it does not belong to the production possibility set T.
Remark. It is important to note that the Most
Preferred Solution u* ϭ ͫ y* Ϫx* ͬ was assumed efficient in T. Then D u* ϭ {u͉u ϭ u* ϩ w, w Ͼ 0} is separated from T and also from W u* . As discussed in the proof of Lemma 1, for any finite w Ͼ 0 and u there is a finite so that u ϩ w Ͼ u* f u ϩ w ʦ D u* f u ϩ w ԫ W u* and a finite so that u ϩ w Ͻ u* f u ϩ w ʦ W u* . Therefore for an efficient MPS the solution of (3.2) is guaranteed to be bounded. If u* is not efficient, e.g. an interior point of T, in which case W u* ϭ ℜ mϩp and (3.2) is guaranteed to be unbounded.
An Illustrative Example
We illustrate our Value Efficiency model with a simple example. Throughout the example we use the generalization (2.6a) of the traditional BCC model (combined BCC model). In terms of formulas (2.6a) and (3.2) this means that the constraint A Յ b becomes 1 T ϭ 1; we also set w x ϭ g x ϭ x 0 and w y ϭ g y ϭ y 0 . Note that in traditional DEA analysis efficient DMUs receive a score of 1. In combined models where both inputs and outputs are treated simultaneously, efficient DMUs receive a score of 0, and inefficient units a positive score. This is because the interpretation of the score in combined models-when weights are set as above-is the percentage by which the inefficient units should simultaneously increase their outputs and decrease their inputs to become efficient.
Assume that there are six DMUs, each requiring one input and producing one output. See Table 4 .1 and Figures 4.1a, 4 .1b and 4.1c.
As discussed in the body of this paper, the DM's preferences are incorporated in the efficiency analysis via his/her MPS. Hence we must first identify the DM's MPS over the set consisting of all convex combinations of existing DMUs. We begin by formulating model (2.4) as a bi-criteria problem, where we wish to maximize the output and minimize the input: max 1 ϩ 4 2 ϩ 7 3 ϩ 9 4 ϩ 12 5 ϩ 8 6 min 3 1 ϩ 3 2 ϩ 5 3 ϩ 7 4 ϩ 11 5 ϩ 10 6
Several MOLP methods can be used to solve the above model. In fact, a two-criteria problem is so trivial that a good visual representation of the points in the input-output space is sufficient for enabling the DM to locate the MPS. For illustrative purposes let us assume that the DM chooses the input/output vector (4, 5.5) to be his/her MPS. This situation corresponds to ϩ 10 6 ϩ 11 ϩ s Ϫ ϭ 11,
It is important to note that the nonnegativity constraints for 2 and 3 have been relaxed. This is because the chosen MPS can be presented as a convex combination of them, i.e. their values in the solution of model (2.4) are strictly positive. All other s are equal to zero and they need the nonnegativity constraints in Let us also consider a situation where the MPS corresponds to an existing DMU. Assume the DM chooses his/her MPS to be (5, 7) (Figure 4.1b) . Since the MPS coincides with an existing unit DMU 3 , it can be represented by that unit solely. Hence in this case the only strictly positive -variable in model (2.4) is 3 , and we relax its nonnegativity constraint in model (3.2). Now for DMU 5 the optimization produces ϭ 0.04. It is still Value Inefficient, but receives a better score than with the previous MPS. The corresponding tangent cone is illustrated in Figure 4 .1b. In this case DMUs 2, 3 and 4 are approximated to be Value Efficient and DMUs 1, 5, and 6 Value Inefficient. In Figure 4 .1c DMU 2 is the MPS. That case illustrates the situation in which the DMU 1 is value inefficient, although ϭ 0, since one slack is positive. See Table  4 .2.
Value Efficiency Analysis with Real Data
We next perform our Value Efficiency analysis with real-world data to demonstrate its use in a realistic setting. The data is from Charnes et al. (1989) , where they evaluated the efficiency in the economic performance of 28 key Chinese cities during 1983 and 1984. The cities played a critical role in the government's program of economic development. In total, 3 inputs and 3 outputs were used. The outputs were Gross Industrial Output Value, Profits and Taxes, and Retail Sales; and the inputs Labor, Working Funds, and Investments.
In Table 5 .1 we have produced output-oriented BCC and CCR efficiency scores, and the corresponding Value Efficiency scores. We have assumed DMU 27 to be the MPS. Since DMU 27 is BCC efficient, it is a valid MPS for BCC Value Efficiency analysis. When computing the BCC Value Efficiency scores, the lambda variable corresponding to DMU 27 has been defined free. DMU 27 , however, is CCR inefficient. In the CCR Value Efficiency Analysis we have used a linear combination of DMU 1 and DMU 25 (the reference set of DMU 27 ) as MPS. To compute the Value Efficiency scores in the CCR model, we have defined free the lambda variables corresponding to DMU 1 and DMU 25 .
In both CCR and BCC models, when VEA rather than DEA is used the number of efficient DMUs is reduced. Some DMUs received a VEA score that was considerably lower than the corresponding DEA score, like DMUs 4, 5, 7, 11 and 12 in the BCC model, and DMUs 2, 6, 8, 11, 12, 26 , and 28 in the CCR model. This is obviously because such DMUs lie on a different facet than the MPS.
Given the MPS, the Value Efficiency Analysis for the 
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above problem was straightforward, although the data was demanding from a computational point of view apparently due to the different scales used in measuring inputs and outputs. It took a few hours to perform the calculations and analysis required for the Value Efficiency Analysis. This is because the VEA calculations were performed with LP software. However, a customized software that supports VEA is being developed. We emphasize that VEA calculations are no more demanding than DEA calculations. Original DEA is beset with the same difficulties as VEA.
Conclusions
Increasing competition and tightening government budgets in many countries are forcing private and public sector organizations to closely analyze their performance. Data Envelopment Analysis is an excellent tool for performance evaluation, but it has suffered from the difficulty of incorporating DM's preference information in the analysis. In this paper we have developed an operational procedure and the requisite theory for incorporating DM's preference information into DEA type efficiency analysis. Due to the well-known difficulties associated with the elicitation and use of importance weights for inputs and outputs, we have taken a different route. We model the DM's preferences via his/her MPS. Briefly, the DM is first supported by an interactive procedure in the search for the best input/output vector. Such a vector is a convex combination of the input/output vectors of the DMUs under consideration. Note that sensitivity analysis with respect to the choice of the MPS should Note: Combined Score refers to the model that treats inputs and outputs simultaneously. DMUs having an efficiency score equal to 0 are efficient. DMUs having a positive efficiency score are inefficient.
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be performed in each analysis. The DM is assumed to have a pseudoconcave value function at the moment he/she terminates the search, enabling us to use a linear approximation of the indifference contour of the value function at his/her MPS. When the linear approximation is not uniquely defined, our approximation will produce, in the spirit of DEA, the most optimistic efficiency score for each DMU. The formulation to calculate efficiency scores for each DMU, incorporating DM's preference information, reduces to a straightforward application of linear programming. Our efficiency scores can be interpreted as the relative difference in value between the MPS and the unit under investigation. It is most closely related to measuring classical overall efficiency. The model is immediately applicable and easily implemented for solving practical problems. Possible application areas in the private and public sectors are numerous. 
