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Abstract—This paper proposes a received signal strength (RSS)
based localization framework for energy harvesting underwater
optical wireless sensor networks (EH-UOWSNs), where the op-
tical noise sources and channel impairments of seawater pose
significant challenges on range estimation. In UOWSNs energy
limitation is another major problem due to the limited battery
power and difficulty to replace or recharge the battery of an
underwater sensor node. In the proposed framework, sensor
nodes with insufficient battery harvest ambient energy and
start communicating once they have sufficient storage of energy.
Network localization is carried out by measuring the RSSs of
active nodes, which are modeled based on the underwater optical
communication channel characteristics. Thereafter, block kernel
matrices are computed for RSS-based range measurements.
Unlike the traditional shortest-path approach, the proposed
technique reduces the estimation error of the shortest path
for each block kernel matrix. Once the complete block kernel
matrices are available, a closed form localization technique is
developed to find the location of every optical sensor node in
the network. An analytical expression for the Cramer Rao lower
bound (CRLB) is also derived as a benchmark to evaluate the
localization performance of the developed technique. Extensive
simulations show that the proposed framework outperforms the
well-known network localization techniques.
Index Terms—Energy Harvesting, Underwater Optical Wire-
less Networks, Network Localization, Optical Wireless Commu-
nication.
I. INTRODUCTION
UNDERWATER wireless sensor networks (UWSNs) are en-ablers of many commercial, scientific and military un-
derwater applications, including instrument monitoring, cli-
mate recording, prediction of natural disasters, exploration
for the oil industry, search & rescue missions, control of
the autonomous underwater vehicles (AUVs), and marine
life study [2], [3]. The need for high quality of service
communication necessitates high data rate, low latency, and
long-range networking solutions poses a daunting challenge
because of the highly attenuating medium of seawater for most
electromagnetic frequencies.
Today’s UWSNs are mostly based on acoustic communica-
tion systems that suffer from unique aquatic conditions and
display severe attenuation characteristics, frequency disper-
sion, multipath fading, and limited bandwidth. In addition, the
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signal propagation delays and variable speed of sound create
a set of unique challenges. Therefore, underwater acoustic
communication has low achievable rates (10-100 kbps), due
to the limited bandwidth and high latency caused by the
low propagation speed of acoustic waves (1500 m/s) [4]. On
the other hand, underwater optical wireless communication
(UOWC) has the advantages of having a higher bandwidth,
lower latency, and enhanced security [5]. Nevertheless, UOWC
has a very limited range attainability (10-100 m) due to
absorption, scattering, and turbulence impairments of sea-
water. It is also susceptible to many noise sources such as
sunlight, background, thermal, and dark current noises [6].
Accordingly, underwater sensor nodes communicating through
UOWC require the development of a densely deployed multi-
hop underwater optical wireless sensor network (UOWSN).
The potential applications of densely deployed UOWSNs
include, but are not limited to, the monitoring of underwater oil
and gas pipelines, security and surveillance, ocean exploration,
and the monitoring of underwater habitat.
Furthermore, underwater sensor nodes have limited energy
resources, which has a substantial impact on the lifetime of the
network. Taking the engineering hardship and monetary cost
of battery replacement into account, it is clear that an energy
self-sufficient UWSN is essential to maximize the lifetime
of the network. To do so, we consider energy harvesting
as a promising potential solution to collect energy from
ambient sources in the aquatic environment, and then to be
stored in an energy buffer [7]. As reported in [8], ongoing
research efforts on terrestrial communications have shown
that energy harvesting plays a significant role in improving
the performance. However, most of the energy-harvesting
techniques are designed for outdoor environments and not
applicable to an aquatic environment. Moreover, albeit the
notable research body on designing different protocols for
underwater communication networks, no significant research
is carried out on the energy harvesting methods for UOWSNs.
As the gathered data are useful only if they refer to a
particular position of the sensor node, the localization of nodes
in UOWSN is of utmost importance. Network localization
is especially useful for applications such as target detection,
intruder detection, routing protocols, and data tagging. Hence,
a number of acoustic underwater sensor network localization
techniques have been proposed in the past [9]–[15]. The
performance of these localization techniques mainly relies
on the initial reference position, number of sensor nodes,
ranging technique, number of anchors and the position of the
anchors in the network [16]. However, the aforementioned
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2optical communication challenges and energy constraints do
not allow the use of existing acoustic localization techniques
for underwater sensor nodes. In [17], the connectivity analysis
of UOWSNs is investigated where an analytical expression
is derived which shows that the probability of a network to
be connected directly depends on the number of nodes in
the network, the beamwidth of the transmitted signal, and
transmission range of the nodes. The UOWSN localization
technique is addressed in [18] where the time of arrival (ToA)
and RSS methods are investigated in the case of an optical
code-division multiple access network. Consequently, an RSS-
based localization technique is developed in [19], which takes
into consideration the outliers in ranging and optimizes the
location of anchor nodes to improve the localization accuracy
in UOWSNs. ToA-based localization schemes can provide
a higher precision, heavily relying on synchronization and
additional clocks to measure the time of transmission, yielding
to extra hardware complexity and cost. However, RSS-based
localization schemes are generally preferred because of their
simplicity and cost efficiency. In this paper, we investigate
a RSS-based localization technique for energy harvesting
underwater optical sensor networks (EH-UOWSNs). To the
best of our knowledge, this has never been investigated in the
past.
A. Main contributions
The main contributions of this paper can be summarized as
follows:
• We consider an energy-harvesting UOWSN setup where
nodes harvest and store ambient renewable energy
sources and individually optimize their duty cycles to
achieve maximum throughput. We have shown that en-
ergy arrival rates play a critical role in network connec-
tivity since it primarily determines the number of active
sensors and thus the degree of network connectivity.
Furthermore, it has been shown that higher energy arrival
rates and better network connectivity are two main factors
that improve the performance of the network localization.
Numerical results show that the harvesting energy from
multiple underwater sources improves the connectivity of
the network, which, in turn, improves the accuracy of the
proposed network localization scheme.
• A closed-form localization technique is developed to
estimate the location of each optical sensor node in
UOWSN. The proposed algorithm is a modified iterative
majorization formulation that improves the accuracy of
the localization by directly including the anchor’s location
in the estimation process. Additionally, the proposed ap-
proach does not require any extra transformation, contrary
to its counterparts. The proposed solution accurately min-
imizes the error function by partitioning the kernel matrix
into smaller block matrices. In order to obtain a better
approximation of the missing distance measurements, a
novel matrix completion strategy is also developed to
complete the missing elements in the block matrices.
Finally, an analytical expression for Cramer Rao lower
bound (CRLB) is derived for the proposed UOWSN
localization technique. Simulation results show that the
root mean squared positioning error (RMSPE) of the
proposed technique is more robust and accurate than
the well-known network localization techniques such as
Isomap [20], multidimensional scaling (MDS) [21], [22]
and local linear embedding (LLE) [23].
B. Paper Organization
The rest of the paper is organized as follows: Section II
introduces the energy harvesting framework for UOWSNs and
discuss the transmission strategies based on the energy arrival-
rate. In Section III, we define the system model, formulate the
problem, and propose the localization method for UOWSNs.
Section IV presents the performance analysis, in terms of
CRLB, for the proposed technique. In section V, simulations
are conducted for evaluating the performance of the proposed
technique; section VI concludes the proposed work.
II. IMPACTS OF ENERGY HARVESTING ON NETWORK
CONNECTIVITY AND LOCALIZATION
Replacing or recharging the battery of sensors is a chal-
lenging engineering task, especially in deep oceanic waters;
this is why energy self-sustainability plays a crucial role
in maximizing the network lifetime of UOWSNs. The set
of active sensors that affects the degree of connectivity is
mostly determined by the power availability. Therefore, it
makes sense that the connectivity has a great impact on
the localization performance, as having more active nodes
provide more distance measurements that naturally improve
the localization accuracy. Harvesting energy from ambient
renewable energy sources is a potential promising solution to
provide an energy-self-sufficient operation of UOWSNs, and
to improve the location accuracy.
Unlike traditional battery powered networks, energy har-
vesting requires that the stored energy, at a certain time, is
greater than, or equal to, the consumed energy up to this time.
This phenomenon, referred to as the, energy causality con-
straint (ECC), can be defined, for each sensor node i ∈ [1, N ],
as
B0i + η
s
i
∫ T
0
[
Phi (t)− P ci (t)
]+
dt ≥∫ T
0
[
P ci (t)− Phi (t)
]+
dt+
∫ T
0
P` dt, T ∈ [0,∞), (1)
where Bi0 is the initial energy buffer state, η
s
i is the storing
efficiency of the energy buffer, Phi (t) is the harvested energy
(possibly from several harvester types) at time t, P ci (t) is
the consumed energy at time t, P` is the leak power of
the energy buffer, and [x]+ , max(0, x). Therefore, it is
necessary to decide on a transmission policy based on an
optimal duty-cycling for active and passive time portions
of sensors. Thereafter, we optimize duty-cycles subject to a
minimum duty cycle, ECCs, and buffer capacity.
Energy availability and network connectivity are two cou-
pled factors that play an important role in the performance
of the network localization. On one hand, higher energy
arrivals to an energy harvesting network improves the network
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Fig. 1: Illustration of the considered time-slotted operation of
sensor nodes.
connectivity by allowing more nodes to be active and expand-
ing the coverage region of the active nodes. On the other
hand, a better network connectivity substantially improves
the localization performance, as having more pairwise range
measurements intuitively reduces the localization errors. More-
over, leveraging a more accurate location information enables
precise pointing, acquisition, and tracking (PAT) mechanisms
of optical transceivers to sustain reliable single-hop links.
Network connectivity and localization can also be considerably
improved by multi-hop communication over these reliable
single-hop links, which can be enabled by effective geographic
routing algorithms relying on the precise node locations. This
means that the energy availability sets a reciprocal relation-
ship between the degree of network connectivity and the
performance of the localization, with each susceptible to be
influenced by the other.
In this respect, we consider a network of N energy-
harvesting nodes that periodically sense and opportunisti-
cally transmit a certain number of packets, based on energy
availability. The degree of connectivity for power-constrained
underwater wireless networks typically relies on low-cost
metrics where the objective is to choose a minimum energy-
consumption path, from the source to the destination node.
Also, the range between any two neighbor nodes is a function
of the transmission power. Therefore, as the amount of energy
entering into the network increases, it improves the range
r of the nodes which in turn improves the connectivity of
the network. The probability of having a connected network
is equal to 1 if r ≥ √c log(Na)/Na, where Na is the
total number of active nodes and c is constant [24]. Thus,
maximizing the total number of active nodes for a given
communication range can improve the connectivity of the
network and its localization.
Accordingly, we optimize the duty cycle of sensors in order
to increase the number of active nodes for a better network
connectivity. Each sensor operates on a time-slotted operation
(Fig.1) in which the duration of the tth time slot, T , is split into
active and passive states of duration α(t)T and [1 − α(t)]T ,
respectively. In the active state, sensors execute harvesting and
transmission momentarily. If the energy-arrival rate to node i,
at time slot t, P ih(t)
1, is less than the consumption power
Pc > P
i
h(t) (as in the left hand of Fig. 1), power gap is filled
by the energy stored in the battery. However, if Pc ≤ P ih(t),
the excess harvested energy is stored in the battery (as in the
right hand of Fig. 1). Sensors switch into sleep mode and only
harvest energy in the passive mode where the sleeping power
is considered to be negligible.
Accordingly, each node optimizes its duty cycle in order to
maximize the throughput over T time slots, as follows
max
α,B
1
T
T∑
t=1
α(t)
C1o: s.t. B(0) = B0
C2o: B(t) = B(t− 1) + ηsTα(t) [Ph(t)− Pc]+ +
ηsTPh(t)[1− α(t)]− Tα(t) [Pc − Ph(t)]+ − TP`, 1 ≤ t ≤ T
C3o: 0 ≤ B(t) ≤ Bmax, 1 ≤ t ≤ T
C4o: 0 ≤ α(t) ≤ 1, 1 ≤ t ≤ T
where α = [α(1), . . . , α(T )], b = [b(1), . . . , b(T )], b0 is the
initial battery energy, and bmax is the battery capacity. C1o
introduces the initial battery level. The evolution of the state
of energy of the battery level is expressed in C2o where the first
term is the battery level of the previous time slot, the second
term is the energy stored in the active state, the third term is the
energy stored in the passive state, the fourth term is the energy
consumption, and the fifth term is the battery leakage during a
time slot duration. Finally, variable domains for battery levels
and duty-cycle are given in C3o and C
4
o, respectively. This
problem is apparently a linear programming problem that can
be solved rapidly, using the interior-point method. As per the
optimal duty-cycles, α∗, nodes either go active to transmit and
harvest, if α(t) > β, or passive to harvest only if α(t) < β,
where β is a threshold level determined based on minimum
transmission time to transmit a certain number of packet at a
given data rate. Notice that duty-cycle optimization intuitively
increases the number of time slots where a sensor node can
be active and thus improving the total number of active nodes,
Na.
III. PROBLEM STATEMENT AND PROPOSED
LOCALIZATION METHOD
In this section, we first define the system model and for-
mulate the UOWSN localization problem. Next, we introduce
the proposed localization method; and lastly the energy cost
of computing the pairwise measurements is analyzed.
A. System Model and Problem Statement
Consider an EH-UOWSN consisting of N energy-
harvesting optical sensor nodes, M anchors, surface buoys and
a surface station in a ρ-dimensional Euclidean space, as shown
in Fig. 2. Each node performs optical ranging and compute
the RSS values. The RSS values are forwarded to the surface
station by the surface buoys. The surface station collects all
1We assume that energy arrival rate to node i at time slot t, P ih(t), is
perfectly estimated based on historical data and does not change during a time
slot duration.
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Fig. 2: System setup for an EH-UOWSN.
the ranging measurements and estimate the location of each
node.
The problem of energy harvesting empowered UOWSNs
localization is to determine the position of underwater opti-
cal sensor nodes in a ρ-dimensional Euclidean space given
that some of the pairwise noisy RSS-based optical range
measurements and few anchors are available in the network.
Additionally, we consider that the energy-harvesting capa-
bility of the sensor nodes improves the connectivity of the
network. Based on the aforementioned considerations, the
network is represented as a weighted graph Gρ,K(Y ,Λ,D)
where Y = {y1, ...,yM ,yM+1, ...,yK} are the coordinates
of vertices/sensors, K = M + Na, Λ = {Λi,j}Ki,j=1,i6=j are
edge weights characterized by the link quality, and D =
{d˜i,j}Ki,j=1,i6=j are the estimations of the associated distances.
The initial number of active and passive sensor nodes are
denoted by Na and Np (i.e., N = Na +Np), respectively.
From the above description, only single-hop noisy RSS-
based optical range measurements are available; therefore, it
is required to estimate the missing multihop pairwise distances
in a graph Gρ,K(Y ,Λ,D). After estimating the missing
multihop pairwise distances, an estimation of the final position
is required for all nodes in the network, by using the position
of the anchor nodes.
B. Ranging in UOWSNs
Optical light passing through the aquatic medium suffers
from widening and attenuation in angular, temporal and spatial
domains [18]. The widening and attenuation of the underwater
optical signals depend on the wavelength. The extinction
coefficient is modeled as a combination of the absorption
coefficient a(λ) and scattering coefficient s(λ), as follows [25]
e(λ) = a(λ) + s(λ). (2)
Accordingly, the channel gain driven by the absorption and
scattering effects of the aquatic medium can be given as
Lij = exp
−e(λ)dij (3)
where dij =
√
(yi − yj)(yi − yj)T is the Euclidean distance
between nodes i and j. Assuming a line-of-sight link from
node i to node j, the received signal strength (RSS) at sensor
node j is given by [26]
Prij = PtiηiηjLij
Aj cos θ
2pid2ij(1− cos θ0)
, (4)
where Pti is the optical power transmitted by node i, ηi and
ηj are the optical efficiencies of node i and j, respectively,
Aj is the aperture area of node j, θ is the angle between
the transmitter trajectory node i and node j receiver, and θ0
is the divergence angle of the transmitted signal. A transfer
function f :Prij → dij is necessary to obtain a range from
RSS measurements, which can be derived from (4), as follows
dij , f(Prij ) =
2
e(λ)
W0
(
e(λ)
2
√
PtiηiηjAj cos θ
Prj2pi(1− cos θ0)
)
(5)
where Wo(·) is the real part of Lambert-W function [27]. In
[18], the same path loss model is considered for underwater
optical wireless positioning where the RSS based distances are
estimated by using Monte Carlo simulations. Authors of [28]
conducted experiments to justify the model presented above, at
different wavelengths with different absorption and scattering
coefficients. Notice that the received power expression in
(4) merely considers attenuation, scattering, and geometrical
losses. Nonetheless, the photo-current observed at the output
of the photo-detector is subject to thermal and optical noise
sources. Accordingly, we consider three primary noise sources
[29]: 1) The thermal noise of the receiver that is well-
modeled by a Gaussian distribution, 2) the relative-intensity
noise that models random intensity fluctuations and can also
be considered to be Gaussian, and 3) the shot noise caused
by optical filtering to minimize the ambient/background light.
The shot noise has a considerable impact at large intensities
where its distribution also tends to be Gaussian [30], whereas
the thermal noise is the limiting factor at low intensity. The
superposition of these main noise sources can be well-modeled
by independent and memoryless additive Gaussian noise [29]
as follows
P˜rij = Prij + nij , (6)
where nij is modeled as a zero mean Gaussian random
variable nij ∼ N
(
0, σ2ij
)
with variance σ2ij . Based on (6),
the range measurement can be obtained as d˜ij = f(P˜rij )
which is erroneous and adds an extra uncertainty to any
localization algorithm. Building upon these erroneous range
measurements, the remainder of this section presents the
proposed localization algorithm.
C. Proposed Network Localization Method
To model the senor’s area of coverage, we consider a
circular-noise disk model, that is, ith sensor will communicate
directly with any other sensor in its transmission capability
ri. Notice that ith sensor can also communicate with any
sensor located outside of its transmission capability in a
multi-hop transmission fashion. It is important to note that
having multiple RSS measurements can characterize the tem-
poral nature of the estimation noise, and thus improve the
localization via more accurate range estimations2. However,
increasing the number of measurements has a higher cost, as
the one-time ranging between a pair of nodes requires O(K2)
measurements for K number of nodes. The error function
2Multiple measurements can be taken within the active period of duty
cycle while nodes transmit data packages.
5between the estimated distances and the actual Euclidean
distances is defined as
S(Y ) =
∑
i<j<K
Λij
(
d˜ij − dij(Y )
)2
, (7)
where Λij represents the quality of the link between node i
and j. Quality of the link between any two nodes i and j
is defined based on the range error variance, i.e., Λij = 1σ2ij ,
where the noisy measurements are down-weighted by the large
noise variance and vice-versa. The error function in (7) is
expanded as
S(Y ) =
∑
i<j
Λij d˜
2
ij +
∑
i<j
Λijd
2
ij(Y )
−2
∑
i<j
Λij d˜ijdij(Y ). (8)
The error function in (8) can be solved by using an iterative
majorization approach [31]. The key idea behind the majoriza-
tion is to replace iteratively the actual complicated function
S(Y ) by an auxiliary function that is simpler and always has
smaller values than the actual function [31]. The first term in
(8) is constant and only depend on Λij and d˜ij , therefore it is
omitted from the iterative majorization approach. The second
term is quadratic in Y and is the weighted sum of d2ij(Y ),
and the last term is a weighted sum of distances. To obtain the
majorization of S(Y ), we use the Cauchy-Schwarz inequality,
i.e.,
dij(Y ) = ‖ yi − yj ‖=‖ yi − yj ‖ ‖ vi − vj ‖‖ vi − vj ‖ ≥
(yi − yj)T (Λi −Λj)
‖ vi − vj ‖ , (9)
where Λ = {Λ1, ...,ΛK}T ∈ RK×ρ and vi is the column
vectors of V = Λ ◦ A where ◦ is the dot product and
A ∈ {0, 1}K×K is the adjacency matrix representing the
connectivity. Therefore, the last term is bounded by∑
i<j
Λij d˜ijdij(Y ) ≥
∑
i<j
Λij d˜ij
(yi − yj)T (Λi −Λj)
‖ vi − vj ‖ . (10)
Following from (8)-(10), the error function in (7) is bounded
by G(Y ,Λ) given by
S(Y ) ≤ G(Y ,Λ) =
∑
i<j
Λij d˜
2
ij +
∑
i<j
Λijd
2
ij(Y )
−2
∑
i<j
Λij d˜ij
(yi − yj)T (Λi −Λj)
‖ vi − vj ‖ . (11)
The function G(Y ,Λ) can be put into matrix form as
G(Y ,Λ) = B + Tr(Y TZY )− 2Tr(Y TC(Λ)Λ). (12)
where Tr(.) is the trace operator. The elements of matrices B,
Z and C are defined as
bij =

Λij d˜
2
ij , if i 6= j,
0, if i = j,
(13)
zij =

∑K
i=1,i6=j Λij , if i 6= j,
0, if i = j,
(14)
and
cij =

∑K
i=1,i6=j Λij
d˜ij
dij(Y )
, if i 6= j,
0, if i = j,
(15)
respectively. Whereas zij is the cumulative link qualities from
all other nodes to node j, cij is obtained by weighting zij
by the estimated distance normalized by the actual distance.
Obviously, function G(Y ,Λ) is a quadratic function in Y ;
therefore, analytically, its minimum is defined as
∂G(Y ,Λ)
Y
= 2ZY − 2C(Λ)Λ = 0 (16)
Finally, the estimated locations Yˆ are obtained from (16),
which minimizes G(Y ,Λ) with respect to the actual locations
Y as follows
Yˆ = Z−1C(Λ)Λ. (17)
In order to estimate the actual location of nodes by us-
ing the anchors, centralized network localization techniques
commonly apply a transformation method after the iterative
majorization computation in (17) [22], [31]. These approaches
modify the actual location of anchors after solving a minimiza-
tion problem, which eventually results in a low localization ac-
curacy as the anchor positions are not fully utilized. Moreover,
they require a transformation based on the anchor locations
as the majorization-approach-based location estimations, Yˆ ,
are not globally estimated [31]. However, a more practical
solution is to include the anchor locations in the iterative
majorization approach to get the global location of the nodes
in the network. Therefore, we propose a modified iterative
majorization formulation that improves the localization accu-
racy by directly including the anchor’s location. The proposed
approach does not require any additional transformation, in
comparison with its counterpart. In order to approximate the
missing range measurements, matrices Y , Λ, C(Λ) and Z in
(17) can partitioned as follows
Y Na = [y1, ...,yNa ] ∈ RNa×ρ, (18)
Y M = [y1, ...,yM ] ∈ RM×ρ, (19)
ΛNa = [Λ1, ...,ΛNa ] ∈ RNa×ρ, (20)
ΛM = [Λ1, ...,ΛM ] ∈ RM×ρ, (21)
C(Λ) =
[
C11 C12
C21 C22
]
, (22)
and
Z =
[
Z11 Z12
Z21 Z22
]
, (23)
where the block matrices C11/Z11 is of length Na ×Na and
related to node-to-node elements, C12/Z12 is M × Na long
and corresponds to anchor-to-node elements, and the length
of C22/Z22 is M × M and is related to anchor-to-anchor
6elements. The missing elements for the block matrices3 C11
and C12 are approximated by
c´ij =
R´min + R´max
2
, (24)
where R´max is the longest edge in the network and R´min
is the shortest edge. Note that the approach in (24) is dif-
ferent from the shortest path distance estimation. In [20]–
[22], the authors considered the shortest path estimation for
the missing elements of the kernel matrix. Nevertheless, the
shortest path distance estimation leads to a large error due to
the accumulated error over the multi-hop path. The shortest
path estimation also depends on the distribution of the sensor
nodes in the network; if nodes are densely and uniformly
deployed, then, the shortest path can be a good approximation.
However, in the case of sparsely deployed nodes, it is not an
optimal solution. Therefore, in this paper, we propose a novel
technique to approximate the missing elements for the block
kernel matrix. By evaluating (12) in terms of the partitioned
matrices, we obtain
G(Y ,Λ) = B +
K∑
k=1
(
Y TNa(k)Z11Y Na(k)
+2Y TNa(k)Z12Y M(k) + Y
T
M(k)
Z22Y M(k)
)
− 2
K∑
k=1
(
Y TNa(k)C11ΛNa(k)
+2Y TNa(k)C12ΛM(k) + Y
T
M(k)
C22ΛM(k)
)
. (25)
Differentiating (25) with respect Y Na(k)
∂G(Y ,Λ)
Y Na(k)
= 2(Z11Y Na(k) +Z12Y M(k) (26)
−C11ΛNa(k) −C12ΛM(k)).
By setting (26) equal to zero, the location estimation Yˆ Na(k)
of the Na sensor nodes are given as
Yˆ Na(k) = Z
−1
11 (C11ΛNa(k)+C12Y M(k)+Z12Y M(k)), (27)
which can also be put into matrix form as
Yˆ Na = Z
−1
11 (C11ΛNa +C12Y M +Z12Y M ) (28)
Notice that the solution for additional sensor nodes that are
activated by the energy-harvesting source is straightforward
from (28), by adding Np number of nodes to Na.
D. Energy Cost of the Pairwise Measurements
In network localization methods, the energy cost of trans-
mitting the pairwise distance measurements to the surface node
can be modeled as follows [32]
E(K) = b(K)× h(K)× e(K), (29)
where b(K) represents the number of bits per packet transmit-
ted, h(K) is the node degree, and e(K) is the required energy
3Element cij is missed if there is no connectivity thus no signal reception
from node i to node j
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Fig. 3: Energy cost Vs. Number of nodes.
to transmit a single bit. Then the number of packets transmitted
to the surface node is bs(K) = ρmK, where ρ is the ratio of
the packet size to measurement size and m is the average
number of neighbors. In two-dimensional space, the average
number of hops to the surface node is hs(K) = O(
√
K).
Since we have considered a multihop network setup, the total
energy cost of all the nodes to transmit the pairwise distances
to the surface node is given as
Es(K) = ρmK
3
2 × e(K). (30)
Fig. 3 shows the total energy cost of the network to communi-
cate the pairwise distances to the surface node. It is clear that
increasing both the number of nodes in the network and packet
size, increases the energy cost to communicate the pairwise
distances to the surface node in the network.
IV. PERFORMANCE COMPARISON TO CRLB BENCHMARK
Graph realization and network localization are two closely
related phenomena because true realization of a network can
generally be obtained using is globally rigid graph [33].
Nonetheless, the realization can still fail, even for globally
rigid graphs, if the pairwise distances are corrupted by noise,
which leads to the problem of flipping ambiguity [34] and
prevents the unique localization of a node. In order to avoid
the flipping ambiguity, the anchor nodes in the network should
be well-separated and non-collinear4. The localization of
energy-harvesting UOWSN is similar to the parameter estima-
tion problem. Therefore, to evaluate any parameter-estimation
problem, the minimum unbiased variance estimation is taken
as the evaluation criteria. Thus, the Cramer-Rao lower bound
(CRLB) is commonly used as an unbiased parameter estimator
to evaluate the performance of the parameter estimation [37].
Based on the noisy RSS measurement model in (6), the
4In this paper, we have considered a graph realization based network
localization approach which is also subject to the flipping ambiguity and
methods from [34]–[36] can be used to overcome this problem.
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(d) Na = 90, Np = 0 and M = 10.
Fig. 4: Localization error vs. number of active nodes (a) Network is not connected and therefore, cannot be localized, (b)
RMSPE = 5.45 m, (c) RMSPE = 1.22 m, (d) RMSPE = 0.22 m.
probability density function (PDF) of the received power is
given as
f(P˜rij |yi,yj) =
1
σij
√
2pi
exp
(
− (P˜rij−Prij )
2
2σ2
ij
)
. (31)
Accordingly, the corresponding log-likelihood ratio for the
given PDF in (31) can be written as
ϑij[dB] = − log(σij
√
2pi) + log
(
exp
− (P˜rij−Prj )
2
2σ2
ij
)
.(32)
The joint log-likelihood ratio for all the nodes in the network
is
Θ =
Na∑
i=1
K∑
j=i+1
log
(
f(P˜rij |yi,yj)
)
, (33)
where K = M + Na. The CRLB depends on the Fisher
information matrix (FIM) that is derived from the second-order
derivative of the joint log likelihood function defined in (33).
The sub-matrices of FIM F are given as
F =
[
F 2i−1,2i−1 F 2i−1,2i
F 2i,2i−1 F 2i,2i
]
, i = 1, 2, 3......K. (34)
The elements of the sub-matrices are derived in appendix A.
Moreover, the diagonal elements of the FIM are given as
F xx2i−1,2j−1 = F xx2j−1,2i−1 =
∑
j∈H(i)
3kijµ
σ2ijd
5
ij
(
1− 5(xi−xj)2
d2ij
)
i = j,
− 3kijµ
σ2ijd
5
ij
(
1− 5(xi−xj)2
d2ij
)
j ∈ H(i) and j 6= i
0 j 6∈ H(i)
,
(35)
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Fig. 5: RMSPE Vs. Energy arrival rate with fixed number of
active nodes.
F yy2j,2i =
∑
j∈H(i)
3kijµ
σ2ijd
5
ij
(
1− 5(yi−yj)2
d2ij
)
i = j,
− 3kijµ
σ2ijd
5
ij
(
1− 5(yi−yj)2
d2ij
)
j ∈ H(i) and j 6= i
0 j 6∈ H(i)
,
(36)
where µ = exp−e(λ) and kij = Ptiηiηj
Aj cos θ
2pi(1−cos θ0) . On the
other hand, the non-diagonal elements of the FIM are given
as
F xy2i−1,2j = F xy2j,2i−1 = F xy2i,2j−1 = F xy2j−1,2i =
∑
j∈H(i)− 15kij exp
−e(λ)(xi−xj)(yi−yj)
σ2ijd
7
ij
i = j,
15kij exp
−e(λ)(xi−xj)(yi−yj)
σ2ijd
7
ij
j ∈ H(i), j 6= i
0 j 6∈ H(i)
.
(37)
Then, the CRLB is defined as
CRLB = Tr(F−1), (38)
which accounts for the different properties of underwater
optical channel characteristics and the noise error variance of
the receiver. The RMSPE of the proposed localization method
should satisfy the following condition
CRLB ≤
√∑Na
i=1(xˆi − xi)2 + (yˆi − yi)2
Na
. (39)
V. SIMULATION RESULTS
A number of Monte Carlo simulations are conducted in
MATLAB to analyze the performance of the proposed ap-
proach. Initially, we consider 100 nodes randomly distributed
in a 100 × 100 m2 area, where active nodes Na are 10,
passive nodes Np are 80, and anchor nodes M are 10, as
shown in Fig. 4. As a reminder, the degree of connectivity
increases with the network density, which eventually improves
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Fig. 6: RMSPE Vs. Energy arrival rate with fixed transmission
range.
the network localization accuracy. Therefore, the performance
of the proposed localization algorithm primarily depends on
the node density regardless of the network area. In practice,
energy arrivals to the harvesters have an intermittent nature,
and the passive nodes can harvest energy from the ambient
energy sources and get connected to the network.
We consider a generic multi-source energy-harvesting
model that collects energy from both microbial fuel cells
[38] and acoustic harvesters [39]. Experimental results show
that I-V curve of MFCs can provide a maximum power
point (MPP) up to 1.5 Watts per quarter meter quare ( [40]
and references therein). On the other hand, it is possible to
equip the surface of the sensor with multiple piezoelectric
cantilever beams and to combine the generated acoustic energy
to achieve a sufficient sorce of power [41]. Unfortunately, to
the best of our knowledge, statistics of energy arrivals in an
underwater environment have not been investigated yet for
these types of energy harvester. Therefore, we assume that
the combined energy arrival rate to each node is uniformly
distributed between 0.5 and 2 Joules per second.
For the duty cycle optimization, we use the following
parameters, T = 1000, T = 1 seconds, β = 0.1, B0 = 1
Joules, and Bmax = 10 Joules. Contrary to the long-term
observation history-based average energy harvesting rates that
are randomly chosen between 0 and 2 Joules per second,
the power consumption P ic is calculated to ensure that the
transmission capability of each sensor node is kept constant
at 20 m, in clear ocean water, with the absorption coefficient
of a(λ) = 0.114 and scattering coefficient of s(λ) = 0.037.
Undoubtedly, the ranging error has a negative affect on the
accuracy of every localization method. Therefore, we assume
that the ranging errors are Gaussian-distributed, with zero
mean and variance σ2, with a value of σ2 set to 0.02 m for
the rest of the simulations, except those in which the impact
of the variable σ2 is investigated (Fig. 11).
Fig. 4a clearly shows that, due to the low-energy arrival
rates, most of the nodes are in passive mode and thus discon-
90 0.5 1 1.5 2
Energy arrival (J/s)
0
20
40
60
80
R
M
SP
E 
(m
)
50 nodes
100 nodes
300 nodes
Fig. 7: Number of active nodes Vs. Energy arrival rate.
0 10 20 30 40 50 60 70
Number of Energy Harvesting Nodes
0
1
2
3
4
5
R
M
SP
E 
(m
)
MDS
Isomap
LLE
RMSPE without EH
RMSPE with EH
CRLB
Fig. 8: RMSPE Vs. Na
nected from the network. As a result of the limited network
connectivity, the proposed network localization approach can-
not determine the node positions, as it requires more active
nodes to estimate the entire network. Therefore, the harvested
energy improves the number of active nodes, and once the
network is connected, it is possible to localize all the nodes in
the network where 10-80 of the passive nodes harvest energy
from ambient energy sources and get connected to the network
(Fig. 4b - Fig. 4d). Fig. 4b - Fig. 4d also show that, when
the active nodes are increased from 10 to 90, i.e., all the
nodes in the network are active, the localization performance
is significantly improved, and RMSPE is reduced by 30%.
In this study, we have also investigated the impact of
the energy arrival rate on the localization performance, as
shown in Figs. 5 to 7. Fig. 5 presents the simulations for
three different scenarios with 50, 100, and 300 nodes, each
randomly distributed in a square region of 100 m × 100
m. The maximum energy arriving into the network is up
to 2 joules/sec, as per the experimental results of microbial
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fuel cells and acoustic harvester. A number of Monte Carlo
simulations are performed for each scenario. Fig. 5 shows that
the transmission range of active nodes increases as the energy
arrival rate increases, leading to a reduction in the RMSPE.
Fig. 5 also shows that the denser networks can provide a
better RMSPE, even for low energy arrival rates. Additionally,
based on duty-cycle optimization, energy harvesting increases
the number of active nodes in the network and improves the
connectivity of the network and the RMSPE, as shown in Figs.
5 to 7.
Figs. 8 to 10, show that, in comparison with well-known
network localization techniques such as Isomap [20], multidi-
mensional scaling (MDS) [21], [22] and local linear embed-
ding (LLE) [23], the proposed network localization technique
provide better results due to energy harvesting, block kernel
matrices, and a better shortest path estimation. Fig. 8 shows the
relationship between energy harvesting and RMSPE. Energy
harvesting increases the number of active nodes in the network,
thus reduces the multi-hop errors in the network. The RMSPE
10
is also compared to well-known network localization tech-
niques such as Isomap [20], multidimensional scaling (MDS)
[21], [22] and local linear embedding (LLE) [23]. Fig. 8 shows
that, when the network is connected, the proposed method
achieves the CRLB. In Fig .9, the RMSPE performance of the
proposed EH-UOWSNs localization is compared with Isomap,
MDS, and LLE in terms of transmission range capability of
the sensor nodes. The RMSPE improves with the increase in
the transmission range, up to a level of approximately 60 m,
above which it starts to increase due to the flipping ambiguity.
Fig. 10 shows the impact of increasing the number of
anchors in a network containing 90 sensor nodes deployed in a
100×100 m2 area, and with a range of communication set at
20 m. Fig. 10 clearly shows that, due to the energy-harvesting
capabilities, block kernel matrices and better shortest path
estimation of the proposed technique outperforms Isomap,
MDS, and LLE. Undoubtedly, the ranging error and the
estimation of missing pairwise distances have a negative effect
on the accuracy of every localization system. As hypothesized
that the ranging errors are Gaussian-distributed, with zero
mean and variance σ2. Here, we examine the performance
of the proposed technique with respect to the variable σ2,
i.e., σ2 = 0.01 − 0.06 m. To examine the impact of the
ranging error, we consider 100 optical sensor nodes and 10
anchor nodes, randomly deployed in a 100 × 100 m2 area,
with the transmission range of 40 m. Note that the results
are averaged over 100 different network setups. Fig. 11 shows
that the proposed localization system is more robust to the
ranging error than Isomap, MDS, and LLE, mainly because
of its better approximation of missing pairwise distances.
The impact of the temporal nature to get multiple RSS
measurements each with different noise realizations is investi-
gated in Fig. 12. Three different network setups are simulated
with 50, 100, and 300 nodes randomly distributed in a square
region of 100 m × 100 m. The transmission range of the
nodes for each setup is kept constant, at 40 m. Fig. 12
shows that increasing the number of measurements for each
pairwise distance estimation improves the accuracy, up to
certain number of measurements, after which the RMSPE gets
saturated.
VI. CONCLUSIONS
In this paper, an energy-harvesting-based localization tech-
nique is developed for underwater optical sensor networks,
using RSS measurements. In an aquatic environment, its
difficult to replace or recharge the battery of a sensor node.
Therefore, designing an efficient and reliable energy harvester
for the continuous operation of UOWSN is required. We
develop a mathematical model that can harvest energy from
multiple sources and distribute it to the sensor nodes. The
RSS measurements for underwater optical communications are
inaccurate and lead large localization errors. The proposed
technique takes into account the energy from the energy
harvesting sources, thus making it more robust than other
network localization techniques. The proposed method also
reduces errors in estimating the shortest paths, in block kernel
matrices, by introducing a novel matrix completion technique.
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Additionally, the CRLB is derived for the proposed EH-
UOWSN localization technique. Simulations show that the
proposed technique for underwater optical sensor networks
localization is a good strategy to get robust and accurate
results.
APPENDIX A
DERIVATION OF THE FIM ELEMENTS
Since the CRLB depends on the FIM, the elements of FIM
are derived from the second-order partial differentiation of the
likelihood function as follows
F xxij = −E
(
∂2 ln f(P˜rij |yi,yj)
∂x2i
)
, (40)
F yyij = −E
(
∂2 ln f(P˜rij |yi,yj)
∂y2i
)
, (41)
and F xyij = −E
(
∂2 ln f(P˜rij |yi,yj)
∂xi∂yi
)
. (42)
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The second-order partial differentiation of the likelihood func-
tion, with respect to the estimation parameters x and y, are
expressed as follows
∂
∂xi
ln f(P˜rij |yi,yj) =
∂
∂xi
(− log(σij
√
2pi))
− ∂
∂xi
(
1
σ2ij
(P˜rij −
kij exp
−e(λ)dij
d2ij
)
)
(43)
∂
∂xi
ln f(P˜rij |yi,yj) =
−3kij exp−e(λ)(xi − xj)
σ2ijd
5
ij
(44)
∂2
∂x2i
ln f(P˜rij |yi,yj) =
3kij exp
−e(λ)
σ2ijd
5
ij
(
5(xi − xj)2
d2ij
− 1
)
,
(45)
∂2
∂y2i
ln f(P˜rij |yi,yj) =
3kij exp
−e(λ)
σ2ijd
5
ij
(
5(yi − yj)2
d2ij
− 1
)
,
(46)
∂2
∂xi∂yi
ln f(P˜rij |yi,yj) =
15kij exp
−e(λ)(xi − xj)(yi − yj)
σ2ijd
7
ij
.
(47)
Substituting the values from (45)-(47) into (40)-(42) leads to
the elements of the FIM which are given in (34).
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