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1. INTRODUCTION 
Let H be a complex Hilbert space. We consider operator polynomials of 
type P(A) = c,“=O Lip,, where Pi are (linear bounded) operators acting in 
H, and 1 is a complex parameter. We shall be interested in operator 
polynomials P(A) for which the spectrum 
a(P) = {II E @ ) P(A) is not invertible} 
is a compact set (we say that an operator X: H + H is invertible if there is 
a two-sided bounded inverse for X). For the finite dimensional H, every 
operator polynomial which takes at least one invertible value has compact 
spectrum; however, for infinite dimensional H, this is not so (e.g., the 
spectrum of I+ AK, where K is a compact operator with infinitely many 
nonzero eigenvalues, is not compact). Denote by CS(H) the set of all 
operator polynomials with compact spectrum acting on H. 
For two operator polynomials A,(l), A2(l)~CS(H), consider the 
Bezout equation 
J-,(A) Al(n) + J’,(i) A,(l) = 4 AEC (1.1) 
where X,(A) and X,(A) are some operator polynomials (not necessarily 
with compact spectrum). Equation (1.1) recently was studied by many 
authors ([7, 17, 13, 151 is a sample of recent relevant works) in the 
framework of matrix and operator valued functions. For the applications of 
the Bezout equation in linear systems theory see, e.g., [12]. In case H is 
finite dimensional, there is a solution to (1.1) if and only if A,(l) and AZ(l) 
are relatively prime from the right. For infinite dimensional H, the 
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existence of solutions to (1.1) implies (but is not equivalent to) the relative 
primeness from the right of A r(A) and A,(J). We say that operator 
polynomials AI(n), AZ(A) with compact spectrum are right relutioely prime 
if there is no operator polynomial C(A) E CS(H) with nonempty spectrum 
such that the operator functions ,4,(n) C(n))’ and Al(A) C(n))’ are 
analytic on the whole complex plane. To verify that, indeed, existence of 
solutions to (1.1) implies right relative primeness of A 1(3L) and AZ(A), 
assume (omitting the variable J,) that A,C’ and A2C-’ are analytic in @ 
for some C E CS(H). Then 
(X,A,C’+A-,A,C-‘)C=Z, 
which implies that C(A) is left invertible for all IE @, and since C(1) is 
invertible for 111 large, the invertibility of C(n) for all 1 E @ follows. 
The main purpose of this paper is to express the solvability of (1.1) in 
terms of the Vandermonde operators for Al(J) and A*(A) which will be 
defined below. Another characterization of solvability of (1.1) based on the 
notion of standard triples was obtained in [17]. This characterization 
(extended to a more general framework) is crucial for the proof of the main 
result of this paper. 
Let Z= (1 E @ 1 )A( = R} with R sufficiently large so that IT and o(A,) 
are inside Z. For r = 0, 1, 2, . . . let 
Given nonnegative integers pl, p2, and q, defined the Vandermonde 
operator V(A,, A,; p,, p2, q) of A, and Az with indices pl, p2, and q as 
= 
so 
TcSA,) ... Tp,-,(A,) TOM,) ... T,,- ,(A21 
TICA,) ... T,,(4) T,(Ad ... Tp,(A,) 
Tq-;(A,) ... T,,+,:,(4) T,-.;(A,) ... T,,+q’-24) 
V(A,, A,; pl, p2, q): Hp’+p2 + Hq. 
I. 
Vandermonde operators had been introduced in [S, 6,4, 1 l] for operator 
polynomials with leading coefficient Z (or with lower coefficient I), and 
were used extensively there and in subsequent works on operator 
polynomials. 
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To state the main result of this paper, which is Theorem 1.1 below, we 
need the following notion. An operator polynomial A(,?) with compact 
spectrum acting on H is said to be of inverse polynomial growth if there are 
positive constants WI, R such that 
for all complex II with 111 3 R. Obviously, in case dim H < CO, every 
operator polynomial with compact spectrum has inverse polynomial 
growth, but for infinite dimensional H this is not so (e.g., Z+1V, where V 
is quasinilpotent but not nilpotent operator, is not of inverse polynomial 
growth). 
THEOREM 1.1. Let A,(1), AZ(I) be operator polynomials with compact 
spectrum and inverse polynomial growth, and assume that at least one of 
them is manic, i.e., with leading coefficient I. Then there exist operator 
polynomials X,(1) and X,(A) (not necessarily with compact spectrum) such 
that (1.1) holds tf and only tf AI(n) and A,(d) are right relatively prime and 
the following conditions are satisfied for some integer m: 
0) Ker VA,, A,; pl, p2, ml = Ker VA,, A,; ply p2, q), 4 2 m, 
where for j = 1, 2, pj is any integer greater than or equal to the degree of 
A,(A). 
(ii) Im V(A,, A,; p,, p2, m) is closed. 
Bearing in mind the V(A , , A, ; pl, p2, m) is a Hilbert space operator, 
condition (ii) is equivalent to the existence of a generalized inverse for 
V(A,, A,; p,, p2, m), i.e., a (linear bounded) operator T such that 
TVA,, A,; pl, p2, m)T= T, 
J’(A,, A,; pl, p2, ml TVA,, A2; pI, p2, ml= VA,, A,; pl, p2, m). 
It turns out that if (i) holds for some pair of integers (pl, p2) such that 
pj is greater than or equal to the degree of Aj(J), then (i) holds also for any 
other pair of integers with this property. 
The proof of Theorem 1.1 will be given in Section 3. 
It turns out that there are important connections between existence of 
solutions of (l.l), properties of Vandermonde operators, and common 
multiples of A,(n) and A,(A). These connections are explored in the last 
section. 
2. SPECTRAL TRIPLES 
This section is of auxilliary character. Here we prepare the background 
for the proof of Theorem 1.1. 
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Let A(I) be an operator polynomial with compact spectrum acting on 
the Hilbert space ZZ. A triple of (linear bounded) operators (S, T, V) where 
S: G -+ H, T: G -+ G, V: H + G, and G is a Hilbert space, is called spectral 
triple for A(1) if the following conditions are satisfied: 
(CX) A(I))’ - S(nZ- T)-‘V admits analytic continuation to the whole 
complex plane; 
(8) A(A) S(nZ- T)-’ admits analytic continuation to the whole 
complex plane; 
(y) fi Ker(ST’)= (0). 
j=O 
The notion of spectral triples was introduced in [S] in a more general 
framework of analytic operator functions with compact spectrum. As 
shown in [8] a spectral triple for A(n) exists and is unique up to similarity 
(i.e., if (S’, T’, V’) is another spectral triple for A(I), then S’= SE, 
T’ = E-‘TE, V’ = E-‘V for some invertible operator E). Note also that 
B(T) = o(A). 
The following important property (proved in [9]) of the spectral triples 
will be used later. 
PROPOSITION 2.1. Let (S, T, V) be a spectral triple for A(I)ECS(H). 
Then for r large enough the operator 
(2.1) 
is left invertible while the operator 
[ V, TV, . . . . T’- ’ V] (2.2) 
is right invertible. 
Actually, the operators (2.1) and (2.2) are invertible from one side 
already for r equals the degree of A(I). 
The property of the pair of operators (T, V) expressed by (2.2) is known 
as strong controllability and has been studied in connection with infinite 
dimensional inear systems (see [2, 16, 1 I). 
We shall use also the following characterization (essentially obtained in 
[17]) of solvability of (Ll), where X,(A) and X,(n) are not necessarily with 
compact spectrum. For the sake of completeness, this characterization is 
presented in a more general framework than needed later. 
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LEMMA 2.2. Let A, (a) he an operator polynomial on H with compact 
spectrum and inverse polynomial growth, and let A*(k) = CyzO ,?‘A, be an 
operator polynomial whose coefficients A,, are (linear bounded) operators 
H -+ G, where G is a Hilbert space. Then the following statements are 
equivalent: 
(i) There exist operator polynomials X,(J): H + H and X,(A): G -+ H 
such that 
(ii) The analytic operator function 
A,(l) [ 1 AZ(~) : H-HOG 
is left invertible for every L E @. 
(iii) For some integer r the operator 
is left invertible where Z = C;=, A,ST-’ and (S, T, V) is a spectral triple for 
A,(A). 
The proof of this lemma goes along the lines of the proof of the main 
result in [ 171 using Proposition 2.1 and the following fact: If V(J): H + H 
is an analytic operator function defined on @ such that 
for all sufficiently large 111, where m is a non-negative number independent 
of 1, then V(1) is actually a polynomial. 
In conclusion, we observe that all the results presented in this section, 
and their proofs, are valid also in the Banach spaces framework. 
3. PRCOF OF THEOREM 1.1 
Assume, for instance, that A,(A) is manic and write 
A,(A)= g R’A,, AZm=Z. 
J=o 
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Consider the resultant operator 
A2, ... A,, 0 ... 0 
A 
: Hq-+Hq-“‘, (3.1) 
where q B m is an integer. Let (S,, T,, V,) be a spectral triple for A*(I). It 
turns out that 
Ker &(A,) = Im (3.2) 
for q large enough. Equality (3.2) in case dim H < cc (and in the more 
general framework of many polynomials) was proved in [4]; essentially the 
same proof works also for infinite dimensional H (cf. Proposition 6 in 
C141). 
Let (S,, T,, V,) be a spectral triple for Al(I), and let Z=cJ?o A,S, T{. 
In view of Lemma 2.2, we have to show that, assuming Al(L) and A*(A) are 
right relatively prime, conditions (i) and (ii) of Theorem 1.1 hold true if 
and only if for some integer r the operator 
is left invertible. 
To this end write, using the defining properties of the spectral triples, 
J”(A,,A,;P,,P,>~)=V~)Q(P,,P,), (3.4) 
where 
. . . Tfl-‘V 
“ol ‘b”’ ... o ’ i2 
. . . 0 
. . . T$‘-‘V 2 1 
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SO 
Now, in view of Proposition 2.1, Q(p,, pz) is right invertible for pi and pZ 
large enough, so condition (i) of Theorem 1.1 is equivalent to 
Ker U(m) = Ker U(q), q3n1, 
or, equivalently, 
Ker U(m) = fi Ker[S, Ti,, S, T:]. (3.5) 
,=O 
Since Al(l) and A2(A) are right relatively prime, the right-hand side of 
(3.5) is the zero subspace (use the proof of Theorem 5.1 in [lo] to verify 
this assertion). Denote 
col(SjT;-‘)r= i = I 
s, sj TV : I j= 1, 2, s,,,-1 
and observe that 
Ker U(m) = (0) 
holds if and only if 
Im col(S, Tfp’)r=, n Im col(S,T:-‘)p=, = (0). 
(Here we used the left invertibility of 
col(S, Tl[-I)?=, and col(&T;-I)?=, 
for m large enough.) Comparing with (3.1) and (3.2) we conclude that con- 
dition (i) of Theorem 1.1 holds true for some m if and only if Ker W, = { 0} 
for some r. 
In view of formula (3.3) and Proposition 3.1, Im V(A,, A,; pi, p2, q) is 
closed if and only if Im V(q) is closed (it is assumed that pi and p2 are 
large enough). 
Suppose now W, is left invertible for some r. Then Ker W, = (01, and 
hence (i) holds (as we have seen above). Further, 
Im U(q)=1mco1(S,T~~‘)~=,+1mco1(S2T~~’);!=, 
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is closed for q large enough because &(A,) restricted to 
Im col(S, Tf - ;-‘)j!= , is left invertible and 
So (ii) holds. 
Conversely, assume (i) and (ii) hold. Then 
Imcol(S,T:-‘)f=, 4 Imcol(S,Ti-‘)f=, (3.6) 
is a closed direct sum of closed subspaces for q large enough. Let M be a 
direct complement o the subspace (3.6) in Hq; then 
Ng’fM/ Imcol(S,Tt-‘),!!, 
is a direct complement to Im col(S, T:- ‘)I=, . Now the formula (3.1) 
together with A,, = I implies that R,(A,) is right invertible. In view of (3.2) 
the restriction of R,(A,) to N is invertible, hence the restriction of R,(A,) 
to Im col(S, T:- ‘)l= I is left invertible, and the left invertibility of W, (for r 
large enough) follows. 
4. COMMON MULTIPLES 
An operator polynomial D(n) E CS(H) is called a (left) common multiple 
of Al(n), A,(~)ECS(H) if the operator functions D(n) A(1)-’ and 
D(J.) B(I) -i are analytic in C. In contrast with g.c.d., a common multiple 
does not always exist (unless H is finite dimensional), see [ 10, 63. 
We show in this section that the existence of common multiples is closely 
related to the solution of Eq. (l.l), as well as to conditions (i) and (ii) of 
Theorem 1.1. 
PROPOSITION 4.1. Let A,(A), A2(A)c CS(H), and assume that there exist 
X,(A), X,(A) E CS(H) such that (1.1) holds. Then there is a common multiple 
ofA,(1) and A*(A). 
ProoJ: Put (omitting the variable 1) 
D=A,X,A,. 
Then 
D = A,(Z- X,A,)= (I- A,X,)A,, 
and hence D(n) is common multiple of Ai(n) and AZ(A). [ 
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PROPOSITION 4.2. Let A ,(I.), A,(i) E CS( H). A necessary condition for 
existence of a common multiple of A,(A) and AZ(%) is that condition (i) if 
Theorem 1.1 holds ,for some m. A sufikient condition for existence of a com- 
mon multiple of A,(].) and Az(iU) is that (i) and (ii) of Theorem 1.1 holdfor 
some m. 
In the framework of manic operator polynomials in Banach spaces, 
Proposition 4.2 was proved in [6] (Theorem 2.2). 
Proof Let (Si, T,, Vi) be a spectral triple for Ai( i= 1, 2. The 
necessity of (i) follows from Proposition 6.1 in [lo] taking into account 
the formula (3.4) and the right invertibility of Q(p,, p2) (for pI, pz large 
enough). 
Assume now that (i) and (ii) hold. Then formula (3.4) and the right 
invertibility of Q(pl, p2) show that 
Ker U(m) = Ker U(q), q 2 m 
and that Im U(m) is closed, where 
Now Theorems 7.1 and 7.2 in [6], combined with the divisibility 
Theorem 2.1 in [9], imply the existence of a manic common multiple of 
Al(l) and A#). I 
Note that in Proposition 4.1 it was assumed that (1.1) has a solution 
with operator polynomials X,(n) and X,(n) having compact spectrum (this 
is necessary to ensure that the candidate for a common multiple indeed has 
compact spectrum). On the other hand, in Theorem 1.1 the extra condition 
that X,(n) and X,(J) have compact spectrum does not appear. In view of 
this, the following result is worthwhile. 
THEOREM 4.3. Let AI(n), A,(A) be operator polynomials with compact 
spectrum and inverse polynomial growth, and assume that there exist 
operator polynomials X,(A) and X,(A) such that (1.1) holds. Further, assume 
that there is a common multiple of Al(n) and A*(A). Then there exist 
operator polynomials Y,(n) and Y,(n), where at least one of them is manic 
(in particular, with compact spectrum and inverse polynomial growth), such 
that 
Y,(n) A,(I) + YAJ.1 A,(A) = 1, AEC. 
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The proof is based on the following lemma which is independently 
interesting. 
LEMMA 4.4. For an operator polynomial D(1): H + H with compact 
spectrum, there is an analytic operator function E(1), AE@ such that 
E(A) D(A) is a manic operator polynomial (i.e., with leading coefficients I). 
The proof of Lemma 4.4 shows that actually E(I) can be chosen with the 
additional property that a(E) is one point { 1, > selected arbitrarily outside 
the spectrum of D(l). 
Proof: If H is separable, Lemma 4.4 follows by combining Theorem 7.3 
in [lo] (based essentially on the work [3]) and Theorem 2.1 in [9]. 
In the general case (i.e., H not necessarily separable) observe that 
Theorem 7.3 in [lo] holds as well. Indeed, one can prove this theorem (in 
the nonseparable case) as in [lo] by using the following result in place of 
Theorem 4.3 in [lo]: Let A: G + G and B: G-V H be (linear bounded) 
operators in Hilbert spaces G and H, and assume that 
: G+H” 
is left invertible. Then there is a (linear bounded) operator F: H + G such 
that (A - FB)” = 0. This result is a particular case of a general theorem 
proved in [18]. 1 
Proof of Theorem 4.3. Let L be a common multiple of A, and A,. 
Using Lemma 4.4 with D = L, we can assume that L is a manic operator 
polynomial (in particular, L has inverse polynomial growth). Write 
L=D,A,=D,A, 
for some analytic operator functions D, and D, in C. Because A, and A, 
have inverse polynomial growth, D, and D, are actually operator 
polynomials. Further, D,:‘= A,L-’ (j= 1,2) shows that D, and D, have 
inverse polynomial growth. Now by Lemma 4.4 let E, be an analytic 
operator function in C such that fi, = E, D, is a manic operator 
polynomial. As E, =b,D;’ and D, is of inverse polynomial growth, it 
follows that E, is actually an operator polynomial. Now write 
(X,+E,D,)A,+(X*-E,D,)A2=I 
and observe that the degree of E, D, can be made arbitrarily large, to prove 
Theorem 4.3. 
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