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ABSTRACT
Lin, I-Fan Ph.D., Purdue University, August 2018. Biologically Inspired DelayDoppler Neighborhood Processing of Radar Waveforms for Enhanced Delay-Doppler
Resolution. Major Professor: Mark R. Bell.
The delay-Doppler resolution of a radar system determines its ability to separate
targets that are spatially close together and have similar radial velocities with respect
to the radar. For this reason, the design of radar signals and signal processing with
good delay-Doppler resolution has long been an ongoing active area of research. Radar
systems typically use matched-ﬁlters to maximize the received signal-to-noise ratio
and maximize target detection performance, in which case the delay-Doppler resolution of the radar waveform is given by the ambiguity function of the transmitted
waveform.
Neurobiologists studying echolocation in bats have noted their outstanding resolution capabilities of these animals, and it appears these resolution capabilities are
superior to that of the matched ﬁlter. While the details of biological echolocation
processing are not fully understood, neurobiological experiments indicate that the
processing being done is not matched ﬁltering. This suggests that animal echolocation may be suboptimal in terms of object detection performance, but may have
superior delay-Doppler resolution when compared to matched-ﬁlter processing.
In this work, we study the design of waveforms and signal processing mimicking
the characteristics of biological echolocation. In initial work done by Rasool and Bell,
a simple nonlinear processing model based on known characteristics of the mustached
bat demonstrated signiﬁcant increase in delay-Doppler resolution while only suﬀering
a modest decrease of approximately 0.5 dB in detection performance. This model
mimicked the echolocating bat by processing diﬀerent segments of the transmitted

x
waveform–an up-chirp and a down-chirp– separately and then combining the results
with point-wise operations on the resulting delay-Doppler maps. While this approach
showed signiﬁcant improvement in delay-Doppler resolution over the matched-ﬁlter,
the pointwise nonlinear operation failed to take into account the neighboring delayDoppler cell responses. Real biological systems do not ignore the neighboring responses. They use information in a neighborhood surrounding the response in a
process called lateral inhibition to sharpen resolution. Lateral inhibition is present in
neural processing in both the eye and the ear to sharpen resolution response, and any
system which ignores the neighborhood response cannot fully exploit the resolution
characteristics present in the received signal. Therefore, we investigate neighborhood
nonlinear processing using the inverse ﬁlter and blanker ﬁlter. We show that using
neighborhood nonlinear processing, we can separate two targets that are much more
closer together. We also propose that in future work, convolutional neural networks
should be investigated as an approach to this problem. Further reﬁnement of inverse
ﬁlter techniques may also be considered.

1

1. INTRODUCTION
Radar and sonar echolocation systems provide precision position and motion sensing
in applications such as automotive sensing for safety and collision avoidance, robot
vision and area surveillance, in addition to their traditional roles in military and
civilian surveillance systems. Radar and sonar systems typically employ matchedﬁlter signal processing to maximize received signal-to-noise ratio and optimize target
detection performance. The resulting delay-Doppler discrimination and resolution
characteristics of a radar waveform processed using matched-ﬁlter processing are well
known and determined by the ambiguity function of the transmitted waveform [1].
While the delay-Doppler resolution characteristics speciﬁed by the ambiguity function
are sometimes adequate, in many situations they are not, and in these cases it may
be desirable to ﬁnd an alternative form of processing besides the matched-ﬁlter to
increased delay-Doppler resolution, even at the expense of a loss in signal-to-noise
ratio and detection performance.

1.1

Motivation
Neurobiologists who study animal echolocation systems have noted the outstand-

ing object resolution and discrimination capabilities of these animals, and it appears
that these resolution capabilities are superior to that of the matched-ﬁlter. For example, big brown bats broadcast ultrasonic frequency modulated biosonar signals in
the frequency range of 20 – 100 KHz with a duration of 15 – 50 µs. Experimental
results indicate that these bats are capable of achieveing two-target range resolution of 2 – 5 µs [2] [3]. This delay resolution is smaller than the 12.5 µs predicted
by the reciproval of the transmitted signal bandwidth of 80 KHz resulting from the
matched ﬁlter processing. While the details of biological echolocation processing are
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not fully understood, neurobiological experiments indicate that the processing being implemented is not matched ﬁltering. This suggests that animal echolocation
may be suboptimal in terms of object detection performance but may have superior
delay-Doppler resolution characteristics compared to matched-ﬁlter processing.
The most common radar waveform is a chirp or a linear frequency modulated (FM)
pulse. A chirp is a signal in which the instantaneous frequency increases (up-chirp)
or decreases (down-chirp) linearly with time. The biosonar signals used by many
echos locating bats also have chirps within them. Bats hunting in heavily forested
areas typically use a CF-FM call. A CF-FM call comprises a constant frequency
(CF) followed by a sweeping reduction in frequency, which is termed the “frequencymodulated” (FM). In the bat sonar system, the bat begins with a search for an object
followed by detection, capture, and resumption of the search. During the search phase,
the FM component is absent. Once the object has been detected, the bat appends an
FM component at the end of the call. As the bat closes to the object, the duration of
the CF component is reduced, and the range of the FM sweep is increased [4]. The
Figure 1.1 shows the components of the bat’s call. Although it is not fully understood
how bats process the received echo in their brain, bats use diﬀerent sets of neurons to
process the CF and FM components [5]. This fact provides motivation for considering
innovative processing methods based on mimicking certain known aspects of the bat’s
biosonar processing. We consider a signal with up-chirp followed by a down-chirp.
After this signal is processed by two diﬀerent ﬁlters like Figure 1.1 (blue and orange
lines), we combine it through the neighboring processing. We will describe it in more
details in later Chapters.

1.2

Preliminary Knowledge
Before presenting our enhanced resolution signal processing algorithms, we review

some background ideas relevent to our work. In particular, we will review the matched
ﬁlter, the inverse ﬁlter, and the blanker ﬁlter.

3

Fig. 1.1. Diﬀerent segments of the echolocation bat’s echo waveform
are processed in diﬀerent parts of the bat’s brain.

1.2.1

The Matched Filter

The matched ﬁlter, which is commonly used in radar systwm, is a linear timeinvariant (LTI) ﬁlter. It is an optimal linear ﬁlter for maximizing the received signal
to noise ratio (SNR) with additive noise. Matched ﬁlters are designed with a known
transmitted signal, and the reﬂected signal is examined for common elements of the
transmitted signal. If the transmitted signal s(t) is of length T , then the matched
ﬁlter is deﬁned by h(t) = s∗ (T −t), and this ﬁlter maximizes the output signal-to-noise
ratio in additive white noise when the ﬁlter’s output is sampled at time t = T [6].
Here is the derivation.
Suppose a radar receives the signal r(t) comprising the known signal s(t) and the
stationary additive noise n(t). We have
r(t) = s(t) + n(t),
where s(t) has ﬁnite duration from 0 to T and energy Es deﬁned as
Z T
|s(t)|2 dt = Es .
0

Fig. 1.2 shows the diagram.

(1.1)

(1.2)
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r(t)

+

s(t)

ys (t) + yn (t)

h(t)

n(t)
Fig. 1.2. LTI system with signal and noise.

We want to ﬁnd a LTI ﬁlter h(t) that maximixes the SNR at the ﬁlter output
y(t) at time t = T . Let ys (t) and yn (t) be the signal and noise components of y(t),
respectively. That is
Z

∞

h(τ )r(t − τ ) dτ


=
h(τ ) s(t − τ ) + n(t − τ ) dτ
−∞
Z ∞
Z ∞
=
h(τ )s(t − τ ) dτ +
h(τ )n(t − τ ) dτ

y(t) =

Z−∞
∞
−∞

−∞

= ys (t) + yn (t).

(1.3)

The SNR of y(t) at time t is deﬁned as
SNRt ≡

|ys (t)|2
.
E[|yn (t)|2 ]

(1.4)

Now, we want to ﬁnd the ﬁlter h(t) that maximizes the SNR ratio at time T , which
means
|ys (T )|2
max SNRT = max
.
h(t)
h(t) E[|yn (T )|2 ]
By Parseval’s theorem, we have
Z ∞
2
|ys (T )| =
h(τ )s(T − τ ) dτ
−∞

2

=

Z

(1.5)

2

∞

H(f )S(f )ei2πf T df ,

−∞

where H(f ) and S(f ) are the Fourier transform of h(t) and s(t), repectively. Also,
we have
2

E[|yn (T )| ] = Ryn yn (0) =

Z

∞

Syn yn (f ) df =
−∞

Z

∞

−∞

|H(f )|2 Snn (f ) df,
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where yn (t) has autocorrelation function Ryn yn (τ ) and power spetral density (PSD)
Syn yn (f ) and Snn (f ) is the PSD of the noise n(t).
From (1.4), the SNRT is given by
R∞
| −∞ H(f )S(f )ei2πf T df |2
SNRT = R ∞
|H(f )|2 Snn (f ) df
−∞
p
R∞
| −∞ H(f ) Snn (f ) √S(f ) ei2πf T df |2
Snn (f )
R∞
=
.
2
|H(f )| Snn (f ) df
−∞

By Cauchy-Schwarz inequality, any two square-integrable functions f and g satisfy
Z ∞
Z ∞
Z ∞
2
2
f (t)g(t) dt ≤
|f (t)| dt ·
|g(t)|2 dt,
−∞

−∞

−∞

∗

with equality if and only if f (t) = kg (t), where k is a complex number. Thus, we
have
SNRT ≤
=

R∞

−∞

Z

∞

R∞
|H(f )|2 Snn (f ) df · −∞
R∞
|H(f )|2 Snn (f ) df
−∞

−∞

|S(f )|2
Snn (f )

|S(f )|2
,
Snn (f )

(1.6)

with equality if and only if
H(f ) =

kS ∗ (f ) −i2πf T
e
,
Snn (f )

(1.7)

where k is a complex number. When the noise is white, the PSD of n(t) is Snn (f ) =
N0
.
2

Then, (1.7) becomes

2k ∗
S (f )e−i2πf T .
(1.8)
N0
Taking the inverse Fourier transform of (1.8), we have the impulse response of the
H(f ) =

optimal ﬁlter
h(t) =

2k
s ∗ (T − t),
N0

(1.9)

and the resulting SNR ratio is
SNRT =

Z

∞
−∞

|S(f )|2
2Es
df =
.
N0 /2
N0

(1.10)

Here we observe that the output SNR of a matched ﬁlter depends only on the ratio
of the signal energy to the PSD of the white noise at the ﬁlter input. This means
SNR deponds on Es and N0 but not on the shape of the transmitted signal s(t).
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1.2.2

The Inverse Filter

Inverse ﬁltering is in principle the most straightforward way to restore a blurred
image perfectly from an output of a noiseless linear system. Assume we have an
original image f (x, y) that we are interested in, but we are only allowed to observe a
blurry image g(x, y) generated by the convolution of the original image f (x, y) with
an imaging point-spread function h(x, y). Our goal is to restore the original image
f (x, y). The blurred image is given by
g(x, y) = h(x, y) ∗ f (x, y).

(1.11)

Taking 2-dimensional Fourier transforms, we can write this in the frequency domain
as
G(u, v) = H(u, v)F (u, v),

(1.12)

where
F (u, v) =
H(u, v) =

ZZ

ZZ

f (x, y)e−i2π(xu+yv) dx dy,
R2

h(x, y)e−i2π(xu+yv) dx dy,
R2

and
G(u, v) =

ZZ

g(x, y)e−i2π(xu+yv) dx dy.
R2

We can solve for the Fourier transform of the original image as
F (u, v) =

G(u, v)
.
H(u, v)

(1.13)

Therefore, the original image can be obtained by taking the inverse Fourier transform
as
f (u, v) = F

−1




G(u, v)
.
H(u, v)

(1.14)

In principal, the inverse ﬁlter provides a solution to the problem when the noise is
close to zero. However, the inverse ﬁlter is invariably a singular function due to
zeros in H(u, v). Also, when the magnitude of H(u, v) goes to zero, the noise will
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be ampliﬁed. This can lead to a reconstruction for f dominated by the noise in g.
Therefore, a thresholding method or Wiener ﬁlter may be applied. The thresholding
modiﬁcation is as follows:
⎧
⎨ H(u, v), if 1 ≥ η
H(u,v)
H(u, v) =
⎩ η,
else,

(1.15)

where η is the threshold value. If the noise is considered, we can consider Wiener
ﬁltering. The Weiner ﬁlter is a minimum mean square ﬁlter. The frequency domain
of the original image can be rewritten as


G(u, v)
|H(u, v)|2
,
F (u, v) =
H(u, v) |H(u, v)|2 + K

(1.16)

where K is the reciprocal of the signal-to-noise ratio [7]. We notice that if there is no
noise, the Wiener ﬁlter is just inverse ﬁlter.

1.2.3

The Blanker Filter

Blanker ﬁltering is another way to increase the resolution by using the shape of
the expected response in an image. Suppose we know the shape of chirp ambiguity
function and set is as a template. Then when we receive a signal and compute its
delay-Doppler response (cross-ambiguity with the transmitted signal), we compare
this signal response to the template given by the ambiguity function of the transmitted
signal. If the signal response is within an acceptance range, we process the signal.
When the two image diﬀer by more than the acceptance range, the signal is blanked.
Here ia the blanker function:

B(A, D) =

⎧
⎪
⎨A,
⎪
⎩0,

D
B

≤ A ≤ DB,

(1.17)

otherwise,

where A is the signal response, D is the value of the template, and B is the acceptance
range.
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1.3

Thesis Outline
The rest of the thesis is structured as follows. In Chapter 2, we derive the delay-

Doppler response of a radar using matched-ﬁlter processing and relate it to the ambiguity function of the transmitted waveform. Then we state some important properties
and demonstrate some examples of ambiguity functions that we normally use in radar
system. In Chapter 3, we ﬁrst review matched segment processing and propose our
new neighborhoods processing. We also derive the Fourier transform of ambiguity
functions that we will use for designing our inverse ﬁlter. Then, we develop the
Fourier transform of the ambiguity function for V-chirp and construct an inverse ﬁlter as an linear neighborhood operation over the delay-Doppler maps generated by
the V-chirp. After that, we construct two target model and compare the experiments
with the previous work done by Shahzada Rasool [3] [8]. In Chapter 4, we propose our
nonlinear neighborhood processing through using the shape information with blanker
method to identify target returns. We construct the template of chirp ambiguity
function and use it as a window to slide through the delay-Doppler responses from
two target model. We then compare the results of our algorithm with Rasool’s work
and the delay-Doppler response of the conventional matched ﬁlter. Finally in Chapter
5, we discuss future work directions and propose some viable directions of research.
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2. RADAR AMBIGUITY FUNCTION
In this chapter, we deﬁne radar ambiguity functions and some important properties.
We also study the ambiguity function of chirps and related waveforms. The 2D
Fourier transform of ambiguity functions in Section 3.2.1 are also important, and we
will use this result to design our ﬁlter in Chapter 3.

2.1

Matched Filter Mismatched in Delay and Doppler
In 1.2.1, we know that the matched ﬁlter provided optimal detection of a known

signal in the presence of additive noise. In this section, we show that the radar
ambiguity function gives the response of a matched ﬁlter to the transmitted signal
when there is a delay mismatch of τ and a Doppler mismatch of ν. Let s(t) be
the basedband analytic signal transmitted by the radar. After being demodulated
down to baseband, the received signal due to a scatterer with round trip delay τ0 and
Doppler shift ν0 is
r(t) = s(t − τ0 )ei2πν0 t eiφ ,

(2.1)

where φ = 2πf0 τ0 is the phase shift in the received carrier due to the propagation
delay τ0 . Then, the matched ﬁlter hτ,ν (t) matched to the signal s(t − τ )ei2πνt is given
by
hτ,ν (t) = s∗ (T + τ − t − τ )e−i2πν(T +τ −t)
= s∗ (T − t)e−i2πν(T +τ −t) .
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The matched ﬁlter output at time T + τ is given by
Os (τ, ν) = r(t) ∗ hτ,ν (t)
t=T +τ
Z ∞
=
r(p)hτ,ν (t − p)
dp
−∞
t=T +τ
Z ∞
=
eiφ s(p − τ0 )ei2πν0 p s∗ (T − (T + τ ) + p)e−i2πν(T +τ −(T +τ )+p) dp
−∞
Z ∞
iφ
=e
s(p − τ0 )ei2πν0 p s∗ (p − τ )e−i2πνp dp
−∞
Z ∞
iφ −i2π(ν−ν0 )τ0
=e e
s(t)s∗ (t − (τ − τ0 ))e−i2π(ν−ν0 )t dt
−∞

= eiφ e−i2π(ν−ν0 )τ0 χs (τ − τ0 , ν − ν0 ),
where
χs (τ, ν) =

Z

(2.2)

∞

−∞

s(t)s∗ (t − τ )e−i2πνt dt.

Here, we sample at time T + τ rather than T because this is the earliest time at which
the entire transmitted signal would be observed if it has delay τ , resulting in a causal
ﬁlter.
Figure 2.1 demonstrates that targets close to each other in delay and Doppler
can be imaged as a single target and small targets can be masked in the ambiguity
sidelobes of larger targets. The viewpoint of a radar acting as an imaging system
is enlightening in terms of obtaining high-resolution delay-Doppler images. Here
the imaging system point-spread function is determined by the ambiguity function
χs (τ, ν) of the transmitted waveform s(t). Selecting the point-spread function χs (τ, ν)
through selection of the waveform s(t) is ﬂexible. However, there are some fairly
strong restrictions on the form of the ambiguity function χs (τ, ν). The next section
will deﬁne some types of ambiguity functions and discuss the properties of ambiguity
functions after the next section.
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Fig. 2.1. Aperture point spread function.

2.2

Ambiguity Functions

Deﬁnition 2.2.1 (Symmetric Ambiguity Function) Let s(t) be the baseband equivalent complex envelope of the transmitted signal. The symmetric ambiguity function of
a ﬁnite-energy signal s(t) is deﬁned as
Z ∞
τ
τ
Γs (τ, ν) =
s(t + )s∗ (t − )e−i2πνt dt.
2
2
−∞

(2.3)

Deﬁnition 2.2.2 (Asymmetric Ambiguity Function) The asymmetric ambiguity function of a ﬁnite-energy signal s(t) is deﬁned as
Z ∞
χs (τ, ν) =
s(t)s∗ (t − τ )e−i2πνt dt.

(2.4)

−∞

The following relationships allow for conversion between the symmetric and asymmetric forms of the ambiguity function:
Γs (τ, ν) = eiπντ χs (τ, ν).

(2.5)

χs (τ, ν) = e−iπντ Γs (τ, ν).

(2.6)

The terms symmetric and asymmetric ambiguity functions come from the way in
which the time shift τ is distributed across the two functions in the integrand. Both
functions provide the matched ﬁlter response to a signal when the matched ﬁlter is
mismatched in delay and Doppler. The asymmetirc ambiguity function is usually
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used by radar engineers for practical applications, whereas the symmetric ambiguity
function is primarily used in signal theory because of its ease of manipilation in investigating the mathematical properties of signals. We will use asymmetric ambiguity
functions in Chapter 3 to develop our radar model.
Deﬁnition 2.2.3 (Asymmetric Cross Ambiguity Function) Let sm (t) and sn (t) be
two ﬁnite-energy complex basband signals. The asymmetric cross-ambiguity function
of sm (t) and sn (t) is deﬁned as
χm,n (τ, ν) =

Z

∞

−∞

2.3

sm (t)s∗n (t − τ )e−i2πνt dt.

(2.7)

Properties of Ambiguity Functions
In this section, we list four main properties of the ambiguity function. Proofs

can be seen in standard books on radar signal theory e.g., [9] [10]. Let s(t) be the
baseband signal with energy E.
Property 1 (Maximum):
χs (τ, ν) ≤ χs (0, 0) = E.

(2.8)

This property says that the ambiguity function can nowhere be higher than at the
origin.
Property 2 (Constant Volume):
Z ∞Z ∞
|χs (τ, ν)|2 dτ dν = |χs (0, 0)|2 = E 2 .
−∞

(2.9)

−∞

Property 2 states that the volume under square of the ambiguity surface equals the
square of the energy of the transmitted signal, independent of the signal waveform.
The ambiguity surface is the modulus (absolute value or magnitude) of the ambiguity
function. The ambiguity surface is important because it tells us the amplitude of the
mismatched ﬁlter response while ignoring the phase. This is useful because it is
often the amplitude of the matched ﬁlter response that is of interest, and while the
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ambiguity functions are in general complex valued and hence not easily visualized,
the ambiguity surface is a nonnegative real-valued function and so is easily plotted
and visualized. The volume under the ambiguity surface is referred to as the amount
of ambiguity or simply the ambiguity of signal. Note that |χs (τ, ν)| = |Γs (τ, ν)|.
Property 1 and 2 imply that if we attempt to squeeze the ambiguity function
to a narrow peak at the origin, that peak cannot exceed a value of the energy of
the transmitted signal, and the volume squeezed out of that peak must reappear
somewhere else.
Property 3 (Symmerty):
|χs (τ, ν)| = |χs (−τ, −ν)|.

(2.10)

Property 3 suggests that it is suﬃcient to study and plot only two adjacent quadrants
of the ambiguity surface. The remaining two can be deduced from the symmetry
property.
Property 4 (Time Reversal):
s(−t) ⇐⇒ χs (−τ, −ν).

(2.11)

s(t − δ) ⇐⇒ e−i2πνδ χs (τ, ν).

(2.12)

Property 5 (Time Shift):

Property 6 (Quadratic Phase):
2

2

s(t)eiπkt ⇐⇒ χs (τ, ν − kτ )e−iπkτ .
2.4

(2.13)

Ambiguity Function Examples
Here, we demonstrate how to calculate pulse the ambiguity function, and then

use the properties to ﬁnd chirp ambiguity function.
Rectangular Pulse
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Consider a unit-energy rectangular pulse p(t) = 1[0,T ] (t), where 1[0,T ] (t)is the indicator function of [0, T ]. The asymmetric ambiguity function of p(t) is given by
Z ∞
χp (τ, ν) =
p(t)p∗ (t − τ )e−2πνt dt
Z−∞
∞
=
1[0,T ] (t)1∗[0,T ] (t − τ )e−2πνt dt.
(2.14)
−∞

Now there are two cases we need to consider:
i. τ > 0
χp (τ, ν) =

Z

T

e−2πνt dt

τ

e−i2πνT − ei2πντ
=
−i2πν
2i sin πν(−T + τ )
= e−iπν(T +τ )
(−T + τ )
−i2πν(−T + τ )
= e−iπν(T +τ ) sinc[πν(T − τ )] · (T − τ ),

(2.15)

ii. τ < 0
χp (τ, ν) =

Z

T +τ

e−2πνt dt

0

e−i2πν(T +τ ) − 1
=
−i2πν
2i sin πν(T + τ )
= e−iπν(T +τ )
(T + τ )
i2πν(T + τ )
= e−iπν(T +τ ) sinc[πν(T − τ )] · (T + τ ).

(2.16)

Now combining (2.15) and (2.16), the ambiguity function of a rectangular pulse can
be written as:
χp (τ, ν) = e−iπν(T +τ ) sinc[πν(T − |τ |)](T − |τ |)1[−T,T ] (τ ).

(2.17)

Fig.2.2 demonstrates the ambiguity surface of the rectangular pulse and its contour
plot.
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(a) Ambiguity surface.
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Fig. 2.2. Ambiguity function diagrams for the rectangular pulse.
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Chirp (Linear FM) Pulse
The linear FM signal of duration T is deﬁned by
2

s(t) = eiπkt 1[0,T ] (t),

(2.18)

where k is the frequency sweep rate and k > 0. Since the frequency is increasing
linearly, this is called an up-chip. The ambiguity function of s(t) can be obtained by
applying the quadratic phase property (2.13):
χs (τ, ν) =e−iπντ e−iπ(ν−kτ )T sinc[π(ν − kτ )(T − |τ |)]

(2.19)

· (T − |τ |) · 1[−T,T ] (τ ).
Fig. 2.3 demonstrates the upchirp ambiguity surface and its contour plot for k = 15.

V-Chirp
The V-chirp signal s(t) is made up of two successive chirps: and up-chirp s1 (t)
with chirp rate k1 followed by a down-chirp s2 (t) with chirp rate k2 :
s(t) = s1 (t) + s2 (t − Tr ),
where
2

s1 (t) = eiπk1 t · 1[0,T ] (t),
2

s2 (t) = eiπk2 (t−T ) · 1[0,T ] (t),

(2.20)
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(a) Ambiguity surface.
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(b) Ambiguity surface footprint.

Fig. 2.3. Ambiguity function diagrams for an up chirp signal with k = 15.
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and Tr is the pulse repetition interval and Tr 6 T . Using (2.4) and (2.7), the ambibuity function of V-chirp can be written as
Z ∞
χs (τ, ν) =
s(t)s∗ (t − τ )e−i2πνt dt


Z−∞
∞
=
s1 (t) + s2 (t − Tr ) s1 (t − τ ) + s2 (t − Tr − τ ) e−i2πνt dt
Z−∞
∞
=
s1 (t)s1 (t − τ )e−i2πνt dt
−∞
Z ∞
+
s1 (t)s2 (t − Tr − τ )e−i2πνt dt
Z−∞
∞
+
s2 (t − Tr )s1 (t − τ )e−i2πνt dt
Z−∞
∞
+
s2 (t − Tr )s2 (t − Tr − τ )e−i2πνt dt
−∞

=χs1 (τ, ν) + χs1 s2 (τ + Tr , ν)
+ χs2 s1 (τ − Tr , ν)e−i2πνTr + χs2 (τ, ν)e−i2πνTr .
Fig. 2.4 shows V-chirp ambiguity surface for diﬀerent chirp rates.

(2.21)
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Contours for |χ(τ,ν)|=[0.7 0.4 0.1]
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Fig. 2.4. Normalized ambiguity surfaces for diﬀerent sweep rates, Tr = T .
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3. LINEAR NEIGHBORHOOD PROCESSING
In this chapter, we study the design of waveforms and signal processing mimicking the
characteristics of biological echolocation. In initial work done by Rasool and Bell [8],
a simple linear neighborhood processing model based on known characteristics of the
mustached bat demonstrated signiﬁcant increase in delay-Doppler resolution while
only suﬀering a modest decrease of approximately 0.5 dB in detection performance.
We will brieﬂy review the previous work and propose our new method, the inverse
ﬁlter processing, followed by our experiments and comparisons.

3.1

Matched Segment Processing
In the previous work [3], based on the individual measurement or modulation

characteristics, the transmitted waveform is divided into two segments. Then each
of these components are processed separately by the design of delay-Doppler ﬁlter
banks, which leads the result of two separate delay-Doppler response maps. Note
that there will be cross interferences present at the output of each segment ﬁlter
between the intended segment to which the ﬁlter is matched and the unintended
segment. The information from these two maps could then be incorporated to produce
a ﬁnal delay-Doppler map. Generally, the ﬁnal delay-Doppler map is generated by
an arbitrary function. Fig. 3.1 depicts this idea. The function g(O1 , O2 ), generally
nonlinear, operates on both delay-Doppler maps in a neighborhood centered about
the delay-Doppler cell of interest to yield the corresponding delay-Doppler cell in the
ﬁnal delay-Doppler map. We refer to processing of this form as matched-segment
processing. We can now construct a transmitted waveform based on these ideas. Let
s(t) = s1 (t) + s2 (t − Tr ),

(3.1)
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where both two waveform segments s1 (t) and s2 (t) have duration T with starting
time separated by Tr , and we set Tr = T throughout this Chapter. The ﬁrst segment
s1 (t) is an up-chirp of the form
2

s1 (t) = eiπk1 t · 1[0,T ] (t),

(3.2)

and the second segment s2 (t) is a down-chirp pf the form
2

s2 (t) = eiπk2 (T −t) · 1[0,T ] (t),

(3.3)

where k1 and k2 are the LFM chirp rates of the two signal segments s1 (t) and s2 (t),
respectively. Fig. 3.2 shows a plot of the real part of the baseband V-chirp signal
when Tr = T , which we will assume throughout the reminder of this Chapter.

3.1.1

The Nonlinear Function of the Two Maps

When we combine these two maps by a generally nonlinear function of these two
maps, we also want to minimize nonlinear intermodulation eﬀects. In previous work
by Rasool [8] [3], he used point-wise nonlinear function to integrate corresponding
delay-Doppler pairs of the linearly generated delay-Doppler maps. The combination
of the initially linearly generated maps used to drive a point-wise nonlinear function
results in a “soft nonlinearity” whose intermodulation artifacts are easier to control.
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T
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s1 (t)

O1 (τ, ν)
ν

Neighborhood
Operation

τ

O(τ, ν)

g(O1 , O2 )
Delay-Doppler
Filter Bank
Responding to

s2 (t)

O2 (τ, ν)

ν
τ

ν
τ

Fig. 3.1. Generic processor mimicking the processing of an echolocating bat.
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2

s1 (t) = ejπk1 t · 1[0,T ] (t)

and

2

s2 (t) = ejπk2 (t−T ) · 1[0,T ] (t)

s(t) = s1 (t) + s2 (t − T )

Fig. 3.2. The V-chirp waveform, assembled by an up-chirp followed
by a down-chirp, mimics a bats waveform in the sense that it has two
distinct modulations in each of its segments.
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Fig. 3.3. Receiver block diagram equivalent to the matched-ﬁlter receiver for the V-chirp s(t)

Product of Two Maps
The conventional linear optimal receiver structure is shown in Fig 3.3, which
comforms to (2.21). Rasool proposed a product receiver, where he took a point-wise
product of the two delay-Doppler maps produced by the matched ﬁlters of individual
pulses. The block diagram is shown in Fig. 3.4.
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Fig. 3.4. The matched-segment point-wise product receiver

24
Minimum of Two Maps
If a target is truly present at a delay and Doppler (τ, ν), it will be present in both
delay-Doppler maps at (τ, ν). Therefore, Rasool also proposed a point-wise minimum
receiver between the two maps for each (τ, ν) to get a signiﬁcant response only if there
is a signiﬁcant response in both maps at (τ, ν). Thus, the sidelobe only responses
will be attenuated if the sidelobe structure of the waveforms used to generate the two
maps are disjoint. The block diagram is shown in Fig. 3.5.
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Fig. 3.5. The matched-segment point-wise minimum receiver

These receivers indeed increases the delay-Doppler resolution. However, we note
that the neural processing systems of most animals use some form of lateral inhibition—which is not a point-wise operation—to sharpen neural response (e.g., processing in the cochlea [11]). Such lateral inhibition uses the response of neighboring
neurons to modulate neural response. For example, in the cochlea, the shape of the
vibration response along the cochlea membrance is used to increase the resolution
of tones in frequency. Therefore restricting the nonlinear combining function to a
point-wise function may conﬁne the sharpness of the delay-Doppler response. In the
following section, we investigate the neighborhood nonlinear functions to increase
the sharpness of the delay-Doppler response in a way analogous to lateral inhibition.
Multiple targets are also considered.
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3.2

Inverse Filter Processing
In this section, we consider that there are two targets we want to detect and

take Fourier transform of two maps, and then use inverse ﬁltering to eliminate the
nonlinear interaction of sidelobes of two targets in the delay-Doppler map, which
can be interpreted as virtual targets or ghosts. It can be shown that we have better
delay-Doppler resolution, which means the two targets can be distinguished closer to
each other.

3.2.1

The 2D Fourier Transform of an Ambiguity Function

Before we construct our two targets model and use inverse ﬁltering to reduce the
artifacts, we derive the two-dimentional Fourier transform of asymmetric ambiguity
function, which is also called Rihaczek distribution [12] [13].
Suppose we have baseband signals s(t) and s1 (t). Their cross ambiguity function
from (2.7) is
χss1 (τ, ν) =

Z

∞

−∞

s(t)s∗1 (t − τ )e−i2πνt dt.

(3.4)
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The Fourier transform of this cross ambiguity function is given by
ZZ
F{χss1 (τ, ν)} =
χss1 e−i2πf τ ei2πtν dτ dν
2
Z ZRZ
=
s(p)s∗1 (p − τ )e−i2πνp e−i2πf τ ei2πtν dp dτ dν
R3

(Let γ = p − τ )
ZZ
Z
−i2πνp −i2πf p i2πtν
=
s(p)e
e
e
s∗1 (γ)ei2πf γ dγ dp dν
R2
|R
{z
}
=

Z

R

=

Z

R

ei2πtν

Sˆ1∗ (f )

Z

s(p)e−i2π(ν+f )p dp dν · Sˆ1∗ (f )
|R
{z
}
Ŝ(ν+f )

ˆ + f )ei2πt ν dν · Sˆ1∗ (f )
S(ν

(Let ρ = ν + f )
Z
−i2πtf
i2πtρ
ˆ
=e
S(ρ)e
dρ · Sˆ1∗ (f )
R

= e−i2πtf s(t)Sˆ1∗ (f )

(3.5)

= χ̂ss1 (t, f ).
Diﬀerent from the traditional deﬁnition of 2D Fourier transform formula, we use plus
sign in ei2πtν because the Doppler is actually from frequency domain to time domain.
In addition, the result shows that the coupling term of t and f occurs only through the
phase ei2πf t . When we take the magnitude of |χ̂ss1 (t, f )|, the time and the frequency
are separately. Fig. 3.6 demonstrates the ﬁgure of Fourier transform of an upchirp
ambiguity function.

3.2.2

Two Target Model with Inverse Filtering

Suppose we transmitted a baseband V-chirp signal as (3.1). The received signal
is given by
sr (t) = b0 s(t) + b1 s(t − τ0 )ei2πν0 t ,

(3.6)
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Fig. 3.6. Fourier transform of LFM ambiguity function with chirp rate k = 54.
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where τ0 is a round trip delay, ν0 is Doppler shift, and b0 and b1 are complex amplitudes. The matched ﬁlter impulse response for s1 (t) is
i2πνt
}
h(1)
τ,ν (t) = MF T +τ {s1 (t − τ )e

= s∗1 (T + τ − t − τ )ei2πν(T +τ −t)
= s∗1 (T − t)e−i2πν(T +τ −t) .

(3.7)

Similarly, the matched ﬁlter impulse response for s2 (t) is
i2πνt
}
h(2)
τ,ν (t) = MF T +Tr +τ {s2 (t − Tr − τ )e

= s∗2 (T − t)e−i2πν(T −Tr +τ −t) .

(3.8)

Then, the ambiguity function in system 1 derived by (2.2) is
(1)
O1 (τ, ν) = sr (t) ∗ hτ,ν
(t)

t=T +τ

= b0 χ1 (τ, ν) + b1 e−i2π(ν−ν0 )τ0 χ1 (τ − τ0 , ν − ν0 ),
where
Δ

χ1 (τ, ν) =

Z

R

s(t)s∗1 (t − τ )e−i2πνt dt.

(3.9)

(3.10)

Similarly, the ambiguity function in system 2 is
(2)
O2 (τ, ν) = sr (t) ∗ hτ,ν
(t)

t=T +Tr +τ

= b0 χ2 (τ + Tr , ν) + b1 e−i2π(ν−ν0 )τ0 χ2 (τ + Tr − τ0 , ν − ν0 ),
where
Δ

χ2 (τ, ν) =

Z

R

s(t)s∗2 (t − τ )e−i2πνt dt.

(3.11)

(3.12)

Now, we propose an inverse ﬁltering receiver to estimate the target α̂(τ, ν). Thus,
the estimate target can be expressed as


α̂(τ, ν) = O1 (τ + Tr , ν) + O2 (τ, ν) ∗ g(τ, ν)


−i2π(ν−ν0 )τ0
= b0 δ(τ, ν) + b1 e
δ(τ + Tr − τ0 , ν − ν0 )


∗ χ1 (τ + Tr , ν) + χ2 (τ + Tr , ν) ∗ g(τ, ν).

(3.13)
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where g(τ, ν) is an inverse ﬁlter. It is diﬃcult to calculate the convolution in the time
domain, but it is easier to do the multiplication in the frequency domain. Therefore,
we take 2D Fourier transform of the estimate target and use (3.5). When we take
2D Fourier Transform here, the τ domain goes to the frequency domain with minus
sign in kernel and the ν domain goes to the time domain with positive sign in kernel.
The result can be shown as:


i2π(ν
t−f
τ
)
0
0
ê (f, t) = b0 + b1 e
α


−i2πf (t−Tr )
∗
∗
· e
s(t)(Ŝ1 (f ) + Ŝ2 (f )) G(f, t),
|
{z
}

(3.14)

H(f,t)

ê (f, t) and G(f, t) are 2D Fourier transform of the estimate target and the
where α

inverse ﬁlter, respectively.

We want the Fourier transform of the estimate target in a wide and ﬂat region,
so when we take the inverse Fourier transform back to the spatial domain ((τ, ν)
domain), there will be two peaks showing the targets’ position.
Therefore, we design our inverse ﬁlter G(f, t) as
G(f, t) =

1
.
H(f, t)

(3.15)

However, we do not want the denominator to be zero, which makes G(f, t) go to
inﬁnity. Therefore, we make a slightly correction by using a threshold. So, the
inverse ﬁlter becomes

⎧
⎨ 1,
if |H(f, t)| ≤ κ
κ
G(f, t) =
1 , else,
⎩
H(f, t)

(3.16)

where κ is the threshold. The block diagram of two target model is shown in Fig.
3.7.

3.3

Experiments and Comparisons
Now, we want to compare the delay-Doppler resolution of two diﬀerent ﬁlters

when two targets are present. The scenario considered is as follows. We want to
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distinguish two targets close together in delay and Doppler, where the intensity of
the second target is three-quarters than the main target. The second target is placed
at a relative plot delay-Doppler of (0.039, 0.0) with the ﬁrst target at (0, 0). Fig. 3.8
shows the delay-Doppler maps with three diﬀerent ﬁlters. The V-chirp time duration
T = 1, Tr = 1, k1 = 54, and k2 = −66. In Fig. 3.8(a), the sidelobes generated by
the matched ﬁlter are very large, and we cannot see the second target. The pointwise
product receiver in Fig. 3.8(b) reduces the intersection of the sidelobes. However,
the second target is still hidden by the main target response. A similar situation
occurs for the pointwise minimum receiver in Fig. 3.8(c). The sidelobes are reduced
signiﬁcantly as we expect because the min operation on the delay-Doppler maps does
not enhance the sidelobe response when the sidelobes from two targets interfere with
each other. But, we can only see one peak around the origin, which means that
the second target cannot be identiﬁed or resolved. The inverse ﬁlter response in Fig.
3.8(d) appears better than the product and minimum receiver and considerably better
than the matched ﬁlter. The sidelobs are attenuated quite a bit, and the second target
can immediately be seen.
We zoom in the maps to see what actually these two targets’ response in Fig. 3.9.
We can obviously see the cross-term (artifacts) in the matched ﬁlter, product, and
minimum receiver. Those artifacts may be considered as virtual targets, and can be
a source of confusion when attemptin to detect true target locations.
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(a) V-chirp with matched ﬁlter.

(b) V-chirp with product receiver.

(c) V-chirp with minimum receiver.

(d) V-chirp with inverse ﬁlter.

Fig. 3.8. Response of diﬀerent receivers for two targets at (0, 0) and (0.039, 0.0).
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(d) V-chirp with inverse ﬁlter.

Fig. 3.9. Zoom in response of diﬀerent receivers for two targets from top view.
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4. NONLINEAR NEIGHBORHOOD PROCESSING
4.1

Blanker Processing in Delay and Doppler
Using the shape of the delay-Doppler response of neighboring resolution cells, we

now investigate an approach to sharpening the delay-Doppler resolution of radar returns. We know the shape of the chirp ambiguity function and what it looks like.
We can use this shape information to identify target returns by looking for the characteristic delay-Doppler response shape in the delay-Doppler return image. If the
received image delay-Dopper response has a similar shape, then we expect that there
is a present target. To sharpen the image, we slide a template ambiguity function
shape across the delay-Doppler resolution cells of the received image map. When the
template ambiguity function response shape is lined up with a corresponding shape
in the received delay-Doppler response image, we expect to have found a target peak
location. To be more speciﬁc, in this section, we are going to construct the sample
model of the chirp ambiguity function (both up and down chirps.) Fig. 4.4 is the
ambiguity function of an up-chirp and Fig. 4.5 is the ambiguity function of a downchirp. Next, we use these two as templates to slide around the corresponding received
delay-Doppler responses generated by matched-ﬁltering the received signal with the
Doppler ﬁlter bank corresponding to the transmitted signal. We examine each central
pixel by considering a neighborhood of values (say 5 by 5) in delay and Doppler. The
template ambiguity function is centered on a delay-Doppler pixel by comparing the
value of the response shape to that of the ambiguity function template at corresponding delay-Doppler pixels in the neighborhood of the delay-Doppler pixel under test.
If a pixel in the delay-Doppler response is suﬃciently close to the corresponding value
in the template, we mark that pixel with a “1”. Otherwise, we mark the pixel with
a “0”. This assignment of “1” (corresponding to a match) or “0” (corresponding to
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a mismatch) at each delay-Doppler pixel in the neighborhood is given by the blanker
function
Bt (a, r) =

⎧
⎪
⎨1,

⎪
⎩0,

r
B

≤ a ≤ rB,

(4.1)

otherwise,

where a is the received signal response of the pixel under test, r is the corresponding
pixel value of the template, and B is the acceptance factor, which controls how close
in vlaue the response and template pixels must be in order to declare a pixel match.
Once we have applied the blanker function to each pixel in the test window centered on a particular delay-Doppler pixel, we have an array of “1”s and “0”s corresponding to that test window. If the match is good, we expect most of the entries
to be “1”, so we now implement a threshold test on the number of “1”s in the window. In order to do this, we count up the number of 1’s in the reference window and
compare it to a count threshold. If the number of 1’s is higher than the threshold,
we keep the original value of the received signal at the pixel on which the template is
centered. If not, we set the value equal to 0, eﬀectively squelching it’s response. The
ﬂow chart is in Fig. 4.1.

ν
ν
τ
reference
model

!

τ
(·) ≷ threshold

ν
τ

received
signal

Fig. 4.1. Blanker method ﬂow chart

To summarize the above concept, here is the two-step process for implementing
the blanker method: (i) At each delay-Doppler pixel location in the delay-Doppler
response image, the delay-Doppler response in a test neighborhood centered on the
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delay-Doppler location is compared to the corresponding value of the template ambiguity function. Eq. (4.1) is used to determine if a given pixel is a match (1) or a
mismatch (0). Fig. 4.2 gives a schematic view of this process. (ii) A threshold test
on the number of pixels that match is used to determine if there is a response present
at the delay-Doppler location under test. If the threshold is exceeded, the original
value of the delay-Doppler pixel under test is kept. If the threshold is not exceeded,
the value of the delay-Doppler pixel under test is set to 0. Fig. 4.3 illustrates this
idea.
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τ

ν
τ

!! "! !! !! !!
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Fig. 4.2. Determine 1 or 0 with window template

4.2

Matched Segment Blanker Processing
In the V-chirp radar we have been considering, we have one delay-Doppler response

map resulting from up-chirp model and another resulting from down-chirp model.
Then, we combine the two maps by taking minimum value from the two maps. The
reason of taking minimum value is to help reduce the artifacts. The idea for choosing
the minimum value between corresponding pixels from the two maps is that if a
target is truly present at (τ, ν), it will be present in both delay-Doppler maps at
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Fig. 4.3. Threshold test

(τ, ν). Therefore, we will have a signiﬁcant response only if there is a signiﬁcant
response in both maps at (τ, ν). The sidelobe, thus, will be attenuated if the sidelobe
appears only in one map.
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Training model for up chirp in 3D
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Fig. 4.4. The ambiguity function of sample up chirp

Training model for down chirp in 3D
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Fig. 4.5. The ambiguity function of sample down chirp

4.3

Experiments and Comparisons
Before carrying out our simulation, we modify the traditional blanker function as

follows:
B(a, r) =

⎧
⎪
⎨1,

⎪
⎩0,

r(1 − F ) ≤ a ≤ r(1 + F ),
otherwise,

(4.2)
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where F is an acceptance factor. The reason we modify the function is to have a clear
and balanced acceptance interval. For example, if the acceptance factor F = 5%, the
acceptance region is from 95% to 105% of the value of the reference signal. Now, we
set up the acceptance factor F = 10% for the experiment. After going through the
blanker, each pixel has a number of 1’s in its test window. We take the threshold to
be 65% of the histogram of the 1’s we have. If the number of 1s in the pixel window
are greater than the threshold, we keep the original value of the received data for that
pixel. We set it zero if the number of 1’s in the pixel is smaller than the threshold. We
ﬁrst use the up-chirp training model as a sliding window going through the received
delay-Doppler response data. Fig. 4.6 is the response. Then, we do it again with
down chirp training model. Fig. 4.7 showa the response.
Next, we take the minimum value of each pixel from the two resulting maps. In
this way, we eliminate the artifacts and keep the important data. Fig. 4.9 shows the
results. We can easily identify two peaks and they are the targets. The model for
this minumum value with blanker method is in Fig. 4.8, where Ou (τ, ν) and Od (τ, ν)
are up-chirp and down-chirp training models, respectively.
Now, let us do more experiments. We change our threshold from 50%, 60%, 70%,
80%, to 90% with the acceptance factor F = 10%. Fig. 4.10 shows the results. When
the threshod is 50% and 60% in Fig. 4.10(a) and Fig. 4.10(b), there are multiple
peaks around the center peak. But it still has fewer peaks than the minimum receiver
and product receiver proposed by Rasool as shown in Fig. 4.10(f) and Fig. 4.10(g).
Next, we have our acceptance factor F = 5% with threshold from 50%, 60%,
70%, 80%, to 90%. Also, we compare these results to Rasool’s minimum and product
receiver. Fig. 4.11 shows the results. When the threshold is 50% and 60%, multiple
peaks are around the origin as shown in Fig. 4.11(a) and Fig. 4.11(b). When the
threshold increases to 70% shown in Fig. 4.11(c), the peaks reduce to three.
Now, we set the energy of the second target at three quarters that of the main
target and see the performance of the blanker method. First, we have the acceptance
factor F = 10% with the threshold 30%, 40%, 50%, 60%, respectively. The result
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Fig. 4.6. Using blanker ﬁlter by up chirp model
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Fig. 4.7. Using blanker ﬁlter by down chirp model
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is shown in Fig. 4.12. With the increase of the threshold, the peaks reduce. When
the threshold is 50% in Fig. 4.12(c), we only see two peaks, which are our exact
two targets, but when the threshold is 60% or higher, the second target is eliminated
shown in Fig. 4.12(d).
Next, we have the acceptance factor F = 5% with the threshold 30%, 40%, 50%,
60%, respectively. Fig. 4.13 shows the result. With increasing the threshold, blanker
method can easily ﬁlter out the artifacts that the V-chirp generates.
Now, we put two targets closer and check the performance of blanker method.
We also compare the results with Rasool’s method. Fig. 4.14 and Fig. 4.15 are the
results. With Rasool’s methods, we can only see several peaks closely together and
we cannot distinguish how many peaks we have. With blanker concept, we can adjust
the threshold and successfully separate the two targets.
From our experiments,we observe that if the energy of the second target is less
than the main target, the threshold decreases in both acceptance factor cases. It is
reasonable since the energy of the second target is weak, we have to reduce the “gate”
to accept more pixels so that we can detect the second target. We can also anticipate
that if we narrow the acceptance factor, we lower the threshold as well. Moreover,
in the conventional matched ﬁlter and Rasool’s ﬁlters, they have a big range (circle)
around the target, which can be viewed as kind of sidelobe. In the blanker receiver,
those sidelobes can be easily reduced by choosing the threshold. That means, we can
even eﬀectively and precisely ﬁnd the target position. The blanker ﬁlter has more
parameters (acceptance factor and threshold) to be managed to detect the targets.
In addition, the blanker ﬁlter considers the neighboring responses, not point-wise
neighboring reponses, which mimick more closely the lateral inhibition in boilogical
systems.
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(a) Blanker minimum in 3D.

(b) Blanker minimum zoom in.

Fig. 4.9. Result of blanker minimum method
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(a) threshold = 50%.

(b) threshold = 60%.

(c) threshold = 70%.

(d) throshold = 80%.
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(e) threshold = 90%.

(f) Shahzada’s minimum receiver.

(g) Shahzada’s product receiver.

Fig. 4.10. Result of blanker minimum method with diﬀerent thresholds and F = 10%
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(a) threshold = 50%.

(b) threshold = 60%.

(c) threshold = 70%.

(d) threshold = 80%.
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(e) threshold = 90%.

(f) Shahzada’s minimum receiver.

(g) Shahzada’s product receiver.

Fig. 4.11. Result of blanker minimum method with diﬀerent thresholds and F = 5%
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(a) threshold = 30%.

(b) threshold = 40%.

(c) threshold = 50%.

(d) threshold = 60%.

(e) Shahzada’s minimum receiver.

(f) Shahzada’s product receiver.

Fig. 4.12. Result of blanker minimum method with the energy of the
second target 75% of the ﬁrst one and F = 10%
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(a) threshold = 30%.

(b) threshold = 40%.

(c) threshold = 50%.

(d) threshold = 60%.

Fig. 4.13. Result of blanker minimum method with the energy of the
second target 75% of the ﬁrst one and F = 5%
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(a) Shahzada product receiver.

(b) Shahzada minimum receiver.

(c) Blanker with threshold = 80%.

Fig. 4.14. Two targets closer: delay at 0.058
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(a) Shahzada’s product receiver.

(b) Shahzada’s minimum receiver.

(c) Blanker with threshold = 68%.

Fig. 4.15. Two targets closer: delay at 0.042
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5. SUMMARY AND FUTURE WORK
In this chapter, we summarize our current research and discuss the directions for
future work.

5.1

Summary of the work
In this work, we have investigated approaches to increasing delay-Doppler resolu-

tion and reducing delay-Doppler sidelobes based on the use of V-chirps together with
two nonlinear processing methods. We studied the ambiguity properties of chirps
and point-wise nonlinear processing receivers that have better delay-Doppler resolution than a standard matched ﬁlter. In the previous work done by Rasool, two
matched ﬁlter banks that match to individual segments of the transmitted waveform
were used, followed by simple nonlinear operations on the two resulting delay-Doppler
maps. The product and minimum receivers use two pointwise nonlinear operations for
combining the two linearly generated delay-Doppler maps and they can increase the
delay-Doppler resolution without incurring too much degradation in detection performance. However, the artifacts of the cross terms of the two targets are still present
and could be confused as false virtual targets, especially when the targets are very
close together. And also nonlinear functions operating on a neighborhood of points
can yield sharper delay-Doppler responses. It is well known that lateral inhibition
between neighboring hair cells, responding to vibrations of the basilar membrane in
the cochlea of the ear, results in a sharpening of the frequency response and resolution of tones, as demonstrated in the work of Bekesy [11]. Therefore, we investigate
linear and nonlinear neighborhood processing. We have proposed an inverse ﬁlter to
sharpen the resolution. In the past work, the distance of two targets is 0.08 unit. Now
we have had two targets more closer and the distance is 0.04 unit. The result has
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shown that the two peaks that indicate the presence of the targets can be obviously
seen by using the inverse ﬁlter, but not for the product and minimum operations. In
addition, the sidelobes by inverse ﬁlter drop faster than those of these by the other
two receivers. For the nonlinear neighborhood processing, we use the shape of the
delay-Doppler response of neighborhing resolution cells to sharpen the delay-Doppler
resolution. We use the shape information detect the target returns. To sharpen the
image, we we use blanker ﬁlter to with threshold to increase the reolution and also at
the same time reduce or eliminate the artifacts (sidelobes). In this nonlinear neighborhood processing, the sidelobes can be easily reduced by choosing the threshold
especially they are near the targets. The blanker ﬁlter has more parameters to be
chosen to detect the targets. Hence, the delay-Doppler resolution is much better than
the previous methods. This nonlinear neighborhood processing also inmitates more
closely the lateral inhibition in biological systems, which matches our motivatoin.

5.2

Future work
Since the inverse ﬁlter can increase much resolution and reduce the artifacts, it

may be possible to reﬁne the inverse ﬁlter to get better performance. Moreover,
the blanker ﬁlter shows better resolution and we can still do additional experiments.
For example, having three targets closely together with diﬀerent energy is a good
scenario to test the performance of blanker ﬁlter. It would also be useful to develop a
procedure to adaptively choose the blanker ﬁlter factors and thresholds. Having the
diﬀerent energy of the noises is an another scenario as well. Also, to further develop
neighborhood nonlinear processing, it may be useful to study the convolutional neural
networks (CNNs) and kernel methods to separate two or more targets that are closely
together. CNNs are comprised of one or more convolutional layers (often with a
subsampling step) and then followed by one or more fully connected layers as in a
standard multilayer neural networks [14] [15]. One of the beneﬁts of CNNs is that they
are easier to train and have many fewer parameters than fully connected networks
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with the same number of hidden units. We could then use CNNs with the back
propagation algorithm to compute the gradient with respect to the parameters of the
model in order to use gradient based optimization.
We will also consider the phase information when doing the processing. This is
a ﬁrst step in processing after biological systems. Since in the cortex, each sensory
modality contains multiple maps, it is suggested that operations on multiple maps
should be investigated in future studies.
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