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Abstract
We claim that some non-trivial theta-function identities at higher genus can stand behind the
Poisson commutativity of the Hamiltonians of elliptic integrable systems, which were introduced
in [1, 2] and are made from the theta-functions on Jacobians of the Seiberg-Witten curves. For
the case of three-particle systems the genus-2 identities are found and presented in the paper. The
connection with the Macdonald identities is established. The genus-2 theta-function identities
provide the direct way to construct the Poisson structure in terms of the coordinates on the
Jacobian of the spectral curve and the elements of its period matrix. The Lax representations
for the two-particle systems are also obtained.
1 Introduction
We suggest a new approach to obtain the multi-particle generalization of p,q-dual integrable systems con-
structed in [1, 3]. The list of these systems includes duals to elliptic Calogero [4] and elliptic Ruijsenaars
models [5]. The most interesting are the double-elliptic integrable systems [1, 2, 6, 7], where both coordi-
nates and momenta take values on elliptic curves. From the point of view of the low-energy effective actions
of Yang-Mills theories [8, 9] the integrable systems under consideration are associated with (compactified)
six-dimensional SUSY gauge theories [10, 11, 12, 13, 14, 15, 16, 17, 18] and are strongly involved in modern
discussion of the Seiberg-Witten theory [19, 20, 21, 22, 23, 24, 25, 26, 27].
The main claim of our paper is the existence of some new theta-function identities which stand behind
the Poisson commutativity of the Hamiltonians considered in [1, 2]. We present such relations for the case
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of three-particle systems. Unfortunately, it is not clear, how to prove them even in this situation, but these
relations seem to be rather interesting by themselves - they can be considered as a genus two generalization
of the Macdonald identities [28]. Also, these theta-function identities provide a direct way to construct the
Poisson structure in terms of the coordinates on the Jacobian of the spectral curve and the elements of
its period matrix. In the case of three-particle systems we reduce the problem of constructing the Poisson
brackets to the problem of solving the system of three partial differential equations with respect to the pair
of unknown functions.
In section 2 we discuss the Hamiltonians introduced in [1, 2]. The whole construction is restricted to the
Sieberg-Witten families of the spectral curves and the Poisson commutativity of the Hamiltonians is related
to the Sieberg-Witten prepotential. In [2] this commutativity was checked in the first non-trivial example
in the first several orders of Λ/a-expansion – and this check was relied severely on the known shape of the
Seiberg-Witten prepotential. In section 3 we propose another approach, that deals with arbitrary Riemann
surfaces instead of the Sieberg-Witten curves. Then the Poisson commutativity of the Hamiltonians is due
to some new theta-function identities, which seem to be true for an arbitrary Riemann surface. In sections 4
and 5 we present the theta-function identities of genus two for the case of three-particle systems and reveal
some interesting mathematical structures behind them. In section 6 the connection with the Ruijsenaars
models is established by means of some specific trigonometric limits. In section 7 we go back to the case of
two-particle systems and construct the Lax representation using the original Ruijsenaars idea [29].
2 Hamiltonians and Seiberg-Witten data
The Hamiltonians of the systems dual to the elliptic Calogero and Ruijsenaars models with an elliptic
dependence on momenta as well as the self-dual double elliptic systems were introduced in [1, 2]. In the case
of N = 3 particles in the center of a mass frame one has two Hamiltonians of the form
H1 (z |Ω) = θ
(2)
11 (z|Ω)
θ(2)(z|Ω) , H2 (z |Ω) =
θ
(2)
22 (z|Ω)
θ(2)(z|Ω) , (2.1)
where we use the following notations for the Riemann theta function with symmetric 2× 2 period matrix Ω:
θ(2)(z|Ω) =
∑
n∈Z2
e
(
1
2
ntΩn+ n · z
)
, zt = (z1, z2), e(x) ≡ exp (2piıx) , (2.2)
θ
(2)
c ≡ θ(2)
[
0
c/3
]
=
∑
n∈Z2
e
(
1
2
ntΩn+ n ·
(
z+
c
3
))
, c ∈ Z23 . (2.3)
The role of the non-commutative coordinates and momenta in these Hamiltonians is played by the elements
of the period matrix Ω and the coordinates on the Jacobian z. The hypothesis of [1] is that the Hamiltonians
are Poisson commuting with respect to the Seiberg-Witten symplectic structure
ωSW =
N∑
i=1
dpˆi ∧ dai, (2.4)
where pˆi = zi +
1
N
∑N
j=1 pˆj, z3 ≡ −z1 − z2 and
∑N
i=1 ai = 0, while the N (N − 1) /2 = 3 elements of the
period matrix Ω are not arbitrary, but functions of just N − 1 = 2 flat moduli:
Ω = Ω (a) . (2.5)
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Following this idea one can assume the Poisson brackets in terms of the coordinates (z1, z2) and the elements
Ωij to be of the form
{zi,Ωjk} = Pijk, {zi, zj} = 0, {Ωij,Ωkl} = 0 . (2.6)
Notice that the elements Pijk are again functions of the flat moduli only. Thus, we can consider them to be
the functions of the period matrix Ω as well:
Pijk = Pijk (Ω) . (2.7)
Taking into account the connection of the period matrix Ω with the Seiberg-Witten prepotential
Ωij =
∂2F
∂ai∂aj
, i, j ∈ {1, 2} (2.8)
and the assumption [1] that the prepotential is Poisson-commuting with the total momentum of the system,
we get the following relation:
Pijk =
∂3F
∂ai∂aj∂ak
, i, j, k ∈ {1, 2} . (2.9)
In the Seiberg-Witten theory these third derivatives are usually given by the residue formulas and can be
expressed through theta-constants, see, for example, [30].
3 Poisson brackets
In this section we forget about the Seiberg-Witten prepotential and investigate, what can be achieved with
the help of (2.6) and (2.7) only. So, we consider Ω as an arbitrary period matrix of genus-2 Riemann surface.
The elements of the Poisson structure (2.6) Pijk are unknown. To derive them as functions of Ω, we use
two necessary conditions:
1. the Poisson commutativity of Hamiltonians (2.1),
2. the Jacobi identity.
To impose the first condition we formulate the Poisson bracket between the Hamiltonians (2.1) in terms of
the coordinates z and the elements of the period matrix:
{H1,H2} =
2∑
i=1
∑
j6k
Pijk
(
∂H1
∂zi
∂H2
∂Ωjk
− ∂H2
∂zi
∂H1
∂Ωjk
)
. (3.1)
Then the strategy of finding Pijk is the following. The Poisson commutativity of the Hamiltonians {H1,H2} =
0 means that there are some relations on genus two theta functions with coefficients depending only on the
elements of the period matrix. Hence, to satisfy the first condition we search for the following relations on
genus two theta functions:
2∑
i=1
∑
j6k
Pαijk
(
∂H1
∂zi
∂H2
∂Ωjk
− ∂H2
∂zi
∂H1
∂Ωjk
)
= 0 , ∀ z,Ω , (3.2)
3
where index α enumerates the relations and elements Pαijk are some new functions of Ω which can be used
for constructing Pijk in the form
{zi,Ωjk} = Pijk =
∑
α
FαP
α
ijk , Fα = Fα (Ω) . (3.3)
As we mentioned earlier, it is natural to assume that the coefficients Pαijk are some theta-constants. Thus,
the relations (3.2) are made out of the theta functions, theta-constants and their derivatives. Also, the left
hand side of (3.2) should vanish for arbitrary values of z and Ω, implying that our relations are actually
some theta-function identities. It is natural to wonder, if any identities of such form exist without a direct
reference to the Seiberg-Witten theory.
Indeed, we found two relations on genus-2 theta functions (2.1) and genus-2 theta constants Pαijk, α = 1, 2,
which satisfy all the symmetry conditions arising from the previous section. The relations are linearly
independent, but the second relation can be obtained from the first one by permutating the diagonal elements
of the matrix Ω and the coordinates (z1, z2). Unfortunately, it is not clear for us how to prove these relations
in general. But even the first simple analysis shows some interesting mathematical structures behind them.
We will present some details on these structures in the next two sections.
Once the relations on genus-2 theta functions with coefficients Pαijk are found, we impose the second
condition (the Jacobi identity) in order to find Fα(Ω) (3.3). It takes the form∑
m6n
(
F1P
1
1mn + F2P
2
1mn
)
∂Ωmn
(
F1P
1
2ij + F2P
2
2ij
)
=
∑
m6n
(
F1P
1
2mn + F2P
2
2mn
)
∂Ωmn
(
F1P
1
1ij + F2P
2
1ij
)
, (3.4)
where i 6 j, i, j ∈ {1, 2} . Thus, we reduce the problem of constructing the Poisson brackets to the problem of
solving the system of three partial differential equations with respect to the unknown functions Fα, α = 1, 2.
Of course, it is a challenging issue to find the set of all solutions of the system (3.4) and to understand
whether the systems under consideration are unique or not. We leave this problem for future investigation.
4 Theta-function identities of genus 2
In this section we discuss the identities (3.2) on the genus two Riemann theta functions and present the
elements Pαijk, α = 1, 2 as a solution of the system of linear equations. To describe the first relation from
(3.2) with coefficients P 1ijk we use the symmetry conditions generated by (2.9)
P 1112 = P
1
211 = P
1
121, P
1
212 = P
1
122 = P
1
221 (4.1)
and additionally assume that
P 1222 = 0 . (4.2)
These conditions leaves us with 3 independent unknown components of P 1: P 1111, P
1
112 and P
1
212. Then
substituting some particular values of z in (3.2), we get the system of linear equations on elements P 1ijk.
Therefore, it is enough to consider two different values of z:
z1 = (0, 0) , z2 =
(
0,
1
3
)
, (4.3)
which will give the expressions of P 1ijk in terms of the derivatives of the following functions at the point (0, 0):
H = H1 =
θ
(2)
11 (z|Ω)
θ(2)(z|Ω) =
θ
(2)
22 (−z|Ω)
θ(2)(−z|Ω) , F = H1 (z+ z2) =
θ
(2)
12 (z|Ω)
θ
(2)
01 (z|Ω)
, G = H2 (z+ z2) =
θ
(2)
20 (z|Ω)
θ
(2)
01 (z|Ω)
. (4.4)
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Solution of the above-described system of two linear equations with fixed arbitrary factor can be presented
in the following way:
P 1111 = a4b3 − a3b4, P 1112 = P 1211 = a3b1 − a1b3, P 1212 = P 1122 = a1b4 − a4b1, P 1222 = 0, (4.5)
where
a1 =
(
∂H
∂z1
∂H
∂Ω11
)∣∣∣∣
z=0
, a3 =
(
∂H
∂z1
∂H
∂Ω22
+
∂H
∂z2
∂H
∂Ω12
)∣∣∣∣
z=0
, a4 =
(
∂H
∂z2
∂H
∂Ω11
+
∂H
∂z1
∂H
∂Ω12
)∣∣∣∣
z=0
, (4.6)
b1 =
(
∂F
∂z1
∂G
∂Ω11
− ∂G
∂z1
∂F
∂Ω11
)∣∣∣∣
z=0
, b3 =
(
∂F
∂z1
∂G
∂Ω22
− ∂G
∂z1
∂F
∂Ω22
+
∂F
∂z2
∂G
∂Ω12
− ∂G
∂z2
∂F
∂Ω12
)∣∣∣∣
z=0
, (4.7)
b4 =
(
∂F
∂z2
∂G
∂Ω11
− ∂G
∂z2
∂F
∂Ω11
+
∂F
∂z1
∂G
∂Ω12
− ∂G
∂z1
∂F
∂Ω12
)∣∣∣∣
z=0
. (4.8)
The second relation with coefficients P 2ijk can be obtained from the first one by permutating the diagonal
elements of matrix Ω and the coordinates (z1, z2). Taking into account that the Hamiltonians (2.1) are
invariant under this permutation, we get the following answer for the elements P 2ijk:
P 2222 = a3b4 − a4b3, P 2112 = P 2211 = a2b3 − a3b2, P 2212 = P 2122 = a4b2 − a2b4, P 2111 = 0, (4.9)
where
a2 =
(
∂H
∂z2
∂H
∂Ω22
)∣∣∣∣
z=0
, b2 =
(
∂F
∂z2
∂G
∂Ω22
− ∂G
∂z2
∂F
∂Ω22
)∣∣∣∣
z=0
. (4.10)
Finally, we obtain the identities (3.2) with the coefficients Pαijk (4.5)-(4.10). We emphasize
that all the elements in the formula (3.2) are expressed through the genus-2 theta functions,
therefore (3.2) is actually a theta-function identity (we do not present it explicitly just to save the
space – it is somewhat lengthy). Despite p − q duality requires it to be true only for the special
2-parametric family of period matrices Ω (a), we claim that it holds on entire 3-dimensional
space of period matrices Ω and for arbitrary z. To confirm this statement we checked it in 14 orders of
expansion in Q1 ≡ e (Ω11/2) and Q2 ≡ e (Ω22/2), what leaves us little doubt that they are correct. However,
a general proof is still an open problem.
As an additional evidence in support of these identities we consider their reduction to the genus-one
theta-constants – one would naturally expect some trivial well-known identity to occur. What happens – it
is indeed a known, but rather advanced and interesting Macdonald identity from [28].
5 The Macdonald identities
It turns out that the relations (3.2) can be considered as the genus two generalizations of the Macdonald
identities [28]. To show this connection we go backwards: degenerate the initial spectral curve into two
different elliptic curves by taking the limit Ω12 → 0. Then consider the trigonometric limit ImΩ22 →
+∞. Applying this procedure to the first relation with coefficients P 1ijk, we obtain the Fourier expansion in
coordinate z2. The first term of this expansion defines the relation for the genus one theta functions given
on an elliptic curve with modulus τ = Ω11. This relation can be written in terms of the elliptic functions I1
and I2 as
I1 + I2 = 0, (5.1)
5
I1 = 3
θ00(0)θ0 1
3
(0)θ′
0 1
3
(0)
θ00(z1)3
(
θ00(z1)θ0 2
3
(z1)θ
′′
0 1
3
(z1)− θ00(z1)θ0 1
3
(z1)θ
′′
0 2
3
(z1)− 2θ′00(z1)θ′0 1
3
(z1)θ0 2
3
(z1)+ (5.2)
+2θ′00(z1)θ0 1
3
(z1)θ
′
0 2
3
(z1)
)
,
I2 =
1
θ00(z1)3
(
θ00(z1)θ
′
0 1
3
(z1)θ0 2
3
(z1) + θ00(z1)θ0 1
3
(z1)θ
′
0 2
3
(z1)− 2θ′00(z1)θ0 1
3
(z1)θ0 2
3
(z1)
)
× (5.3)
×
(
θ00(0)θ0 1
3
(0)θ′′
0 1
3
(0)− θ0 1
3
(0)2θ′′00(0) + 2θ00(0)
(
θ′
0 1
3
(0)
)2)
,
where the dependence of the theta functions on modulus τ is meant. To simplify the relation (5.1) we change
the summation variables in theta series (the Koizumi formula [31]), which gives the equation
1∑
i=0
2∑
j=0
θ j
3
0(3z|3τ)θ′i
2
−
j
3
,0
(0|6τ)×
×
(
6θ00(0|τ)θ0 1
3
(0|τ)θ′
0 1
3
(0|τ)θ′i
2
2
3
(0|2τ) + θ00(0|τ)θ0 1
3
(0|τ)θ′′
0 1
3
(0|τ)θ i
2
2
3
(0|2τ)+ (5.4)
+ 2θ00(0|τ)
(
θ′
0 1
3
(0|τ)
)2
θ i
2
2
3
(0|2τ) − θ′′00(0|τ)
(
θ0 1
3
(0|τ)
)2
θ i
2
2
3
(0|2τ)
)
= 0.
Therefore, (5.1) is equivalent to the following relation on theta constants:
6θ00(0|τ)θ0 1
3
(0|τ)θ′
0 1
3
(0|τ)
(
θ′2
3
0
(0|6τ)θ′
0 2
3
(0|2τ) + θ′1
6
0
(0|6τ)θ′1
2
2
3
(0|2τ)
)
+
+
(
θ00(0|τ)θ0 1
3
(0|τ)θ′′
0 1
3
(0|τ) + 2θ00(0|τ)
(
θ′
0 1
3
(0|τ)
)2
− θ′′00(0|τ)
(
θ0 1
3
(0|τ)
)2)
× (5.5)
×
(
θ′2
3
0
(0|6τ)θ0 2
3
(0|2τ) + θ′1
6
0
(0|6τ)θ 1
2
2
3
(0|2τ)
)
= 0 .
The latter equation can be separated into the other two identities of simpler form:
θ00(0|τ)θ0 1
3
(0|τ)θ′
0 1
3
(0|τ) = −2ı
√
3 θ 1
3
0(0|3τ)
(
θ′2
3
0
(0|6τ)θ0 2
3
(0|2τ) + θ′1
6
0
(0|6τ)θ 1
2
2
3
(0|2τ)
)
, (5.6)
θ00(0|τ)θ0 1
3
(0|τ)θ′′
0 1
3
(0|τ) + 2θ00(0|τ)
(
θ′
0 1
3
(0|τ)
)2
− θ′′00(0|τ)
(
θ0 1
3
(0|τ)
)2
= (5.7)
= 12ı
√
3 θ 1
3
0(0|3τ)
(
θ′2
3
0
(0|6τ)θ′
0 2
3
(0|2τ) + θ′1
6
0
(0|6τ)θ′1
2
2
3
(0|2τ)
)
.
Analyzing the relation (5.6), we find it to be the consequence of the following identity:
θ 1
6
1
2
(0|τ) θ′1
3
0
(0|τ) = 2pi
3
θ21
6
1
2
(
0|τ
2
)
θ21
6
1
2
(0|2τ) . (5.8)
This is a specialization of the Macdonald identity for the case of BC1 affine root system [28].
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6 Connection with the Ruijsenaars models
The integrable systems under consideration were proposed in [1, 2] as systems p,q-dual to the elliptic Calogero
and Ruijsenaars models. Thus, in some specific trigonometric limits they become dual to the trigonometric
Calogero and Ruijsenaars models and the Hamiltonians (2.1) become the Hamiltonians of the rational and
trigonometric Ruijsenaars models. The goal of this section is to describe these trigonometric limits and to
derive the limiting dependence of the coordinates z and the elements of the period matrix Ω on the particle
coordinates and momenta (u,v) of the Ruijsenaars models.
At first, we recall the general construction of the Hamiltonians for the N -particle integrable systems
p,q-dual to the elliptic Calogero and Ruijsenaars models. The generating function for these Hamiltonians
is the genus-N theta function on the Jacobian of the Calogero spectral curve, where N × N period matrix
T (a), depending on N − 1 flat moduli a, possesses the following property (reflecting the decoupling of the
center-of-mass motion):
N∑
j=1
Tij(a) = τ, ∀i, (6.1)
where τ does not depend on a. Due to (6.1) the genus-N theta function decomposes into bilinear combinations
of genus-one and genus-g (g = N − 1) theta functions. Then the claim of [1, 2] is that all the ratios of these
genus-g theta functions are Poisson-commuting with respect to the Seiberg-Witten symplectic structure.
In the case of three particles we have 3×3 period matrix T with the property (6.1). Again, we do not use
any Seiberg-Witten data here. Introducing the notations for the genus-2 theta functions with characteristics
θ(2) [b] ≡ θ(2)
[
b/3
0
]
=
∑
n∈Z2
e
(
1
2
(n+ b/3)t Ω (n+ b/3) + (n+ b/3) · z
)
, b ∈ Z2, (6.2)
we get the following decomposition of the genus-3 theta function on the Jacobian of the Calogero spectral
curve:
θ(3)(z˜|T ) = θ00(z3|3τ)
(
θ(2) [00] + θ(2) [12] + θ(2) [21]
)
+ θ 1
3
0(z3|3τ)
(
θ(2) [11] + θ(2) [02] + θ(2) [20]
)
+ (6.3)
+θ 2
3
0(z3|3τ)
(
θ(2) [22] + θ(2) [01] + θ(2) [10]
)
,
where all genus-2 theta functions are functions of (3z1, 3z2| 9Ω),
z1 =
z˜1 − 2z˜2 + z˜3
3
, z2 =
z˜1 + z˜2 − 2z˜3
3
, z3 =
z˜1 + z˜2 + z˜3
3
, (6.4)
and the genus-2 period matrix Ω can be expressed through the diagonal elements ti ≡ Tii as follows:
Ω =
(
t2 − τ3 12(t1 − t2 − t3) + τ6
1
2(t1 − t2 − t3) + τ6 t3 − τ3
)
. (6.5)
Then the Poisson-commuting ratios are of the form
H˜1 =
θ(2) [11] + θ(2) [02] + θ(2) [20]
θ(2) [00] + θ(2) [12] + θ(2) [21]
, H˜2 =
θ(2) [22] + θ(2) [01] + θ(2) [10]
θ(2) [00] + θ(2) [12] + θ(2) [21]
. (6.6)
The latter expressions are rational functions of the Hamiltonians (2.1) due to the particular case (g = 2, l = 3)
of the following transition formula:
θ(g)
[
0
b/l
]
(z|l−1Ω) =
∑
0≤ci<l
e
(
b · c
l
)
θ(g)
[
c/l
0
]
(lz|lΩ), 0 ≤ bi < l. (6.7)
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Thus, functions (6.6) can be considered as an equivalent pair of the Hamiltonians.
The described above projection method provides the parameter τ of an elliptic curve, which can be
associated with the elliptic Calogero and Ruijsenaars models. So, it is natural to consider the trigonometric
limit Im τ → +∞. Additionally, we assume that there exists nonzero positive constant k > 0 such that
ti − τ
3
= τi + kτ, i = 1, 2, 3 (6.8)
and all τi have a finite nonzero limits:
lim
Im τ→+∞
τi = τ˜i. (6.9)
Also, the coordinates z˜ on the Jacobian of the Calogero spectral curve are the following functions of particle
momenta:
lim
Im τ→+∞
z˜i = vi, i = 1, 2, 3. (6.10)
Then for the genus-2 theta function θ(2) [b] we have the expansion
θ(2) [b1 b2] (3z1, 3z2| 9Ω) =
∑
m,n∈Z
q
9
2
k((m+b1/3)2+(n+b2/3)2−(m+b1/3)(n+b2/3))
(
q1
q2q3
) 9
2
(m+b1/3)(n+b2/3)
×
× q
9
2
(m+b1/3)2
2 q
9
2
(n+b2/3)2
3 e((m+
b1
3
)3z1 + (n+
b2
3
)3z2), (6.11)
where q ≡ e(τ) and qi ≡ e(τi). This gives the limits of the equivalent Hamiltonians (6.6) in the center of a
mass frame:
h1 = lim
Im τ→+∞
q−
k
2 H˜1 = e(v1)e
(
τ˜1
2
)
+ e(v2)e
(
τ˜2
2
)
+ e(v3)e
(
τ˜3
2
)
, (6.12)
h2 = lim
Im τ→+∞
q−
k
2 H˜2 = e(−v1)e
(
τ˜1
2
)
+ e(−v2)e
(
τ˜2
2
)
+ e(−v3)e
(
τ˜3
2
)
. (6.13)
In the case of the system dual to the elliptic Calogero model we obtain the following dependence on the
particle coordinates u:
e
(
τ˜i
2
)
=
∏
j 6=i
√
1− g
2
(ui − uj)2 , (6.14)
and functions (6.12), (6.13) are the Hamiltonians of the rational Ruijsenaars model.
In the case of the system dual to the elliptic Ruijsenaars model we obtain
e
(
τ˜i
2
)
=
∏
j 6=i
√
1− g
2
sinh2 (ui − uj)
(6.15)
and functions (6.12), (6.13) are the Hamiltonians of the trigonometric Ruijsenaars model.
7 Lax pair for N = 2
In this section we propose 2×2 Lax pairs for two-particle dual to elliptic models including dual to the Double
Elliptic one. In general, using the original Ruijsenaars’ idea [29] (see also [34]) one can find the Lax pair for
the dual model in the following way. Let an initial model is given by its N×N Lax matrix L and the problem
8
is to find its dual Lax formulation (L˜). Taking into account group-theoretical interpretation of the duality
we can formulate it in terms of the linear (eigenvalue) problems
L(p, q)Ψ = Ψλ(U) , U = diag(u1, ..., uN ) ,
L˜(v, u)Ψ−1 = Ψ−1f(Q) , Q = diag(q1, ..., qN ) ,
(7.1)
where p, q – canonical variables of the initial model, while v, u are those of the dual one and Ψ is the matrix
of eigenvectors. From (7.1) it follows that
tr(λk(U)L˜m) = tr
(
Lkfm(Q)
)
(7.2)
Functions λ and f define the free Hamiltonians1 because trLk or trL˜k are symmetric functions of λ(ui) or
f(qi) correspondingly. The free hamiltonians should satisfy the anticanonicity conditions [1].
The idea of our construction is to use the anticanonicity conditions together with (7.1). Let us demonstrate
the derivation of the dual Lax matrix in the simplest caseN=2. In this case Q = diag(q,−q), U = diag(u,−u)
and there is a single Hamiltonian for each model (and there are no any non-trivial identities discussed above).
The Hamiltonians H(p, q, ν) (its free version isH0(p) = H(p, q, 0)) and H˜(v, u, ν) (H˜0(v)) satisfy the following
relations:
H(p, q) = H0(u) , H˜(v, u) = H˜0(q) (7.3)
while the anticanonicity condition {H(p, q), H˜0(q)}p,q = {H0(u), H˜(v, u)}u,v takes the form:
∂pH(p, q) ∂qH˜0(q) = ∂uH0(u) ∂vH˜(v, u) . (7.4)
Next, we find Ψ from known L. Some freedom in the definition of Ψ can be fixed by condition Ψ |ν=0 = 1.
We have
Ψ =
(
1 λ2−L22L21
λ1−L11
L12
1
)
, detΨ =
1
L12L21
(λ1(L22−λ2) + λ2(L11−λ1)) , (7.5)
where λ1 = λ(u), λ2 = λ(−u) and, therefore,
L˜ = 1λ1(L22−λ2)+λ2(L11−λ1)
(
f1L12L21−f2(λ1−L11)(λ2−L22) L12(λ2 − L22)(f1 − f2)
−L21(λ1 − L11)(f1 − f2) f2L12L21−f1(λ1−L11)(λ2−L22)
)
, (7.6)
where f1 = f(q), f2 = f(−q).
Remark Using (7.6) together with (7.2) for k=m=1 and (7.4) one can easily reproduce the ”trigonometric
Calogero - rational Ruijsenaars” models duality [29] for N = 2 via λ1,2(u) = ±u and f1,2 = exp(±qη):
L =
(
p ν
′η
sinh(qη)
− ν′ηsinh(qη) −p
)
−→ L˜ =
 eηv√1− ν′2η2u2 −ν′ηu
ν′η
u e
−ηv
√
1− ν′2η2
u2
 (7.7)
where η is the inverse ”speed of light”.
1We assume that there exists a coupling constant ν. The free Hamiltonians appear at ν = 0. In the examples below
we also use notation ν′ =
√−2ν.
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Elliptic Calogero Model and its Dual
The elliptic two-particle Calogero model is defined by
L =
(
p ν
′
sn(q)
− ν′sn(q) −p
)
, −1
2
detL = H(p, q) =
1
2
(
p2 − ν
′2
sn2(q)
)
=
p2
2
+
ν2
sn2(q)
, (7.8)
where ν ′ =
√−2ν. With λ(u) = u the Hamiltonian H(p, q)=H0(u)= 12u2 and the matrix (7.6) is simplified:
L˜ =
(
1
2(f1 + f2) +
L11
2u (f1 − f2) − 12uL12(f1 − f2)
− 12uL21(f1 − f2) 12 (f1 + f2)− L112u (f1 − f2)
)
, (7.9)
To determine the function f set H˜ = H˜(v, u) = trL˜ = cn(q). This gives
f1 + f2 = cn(q) (7.10)
Next, let us use the condition (7.2) tr(λ(U)L˜) = tr (Lf(Q)):
u(L˜11 − L˜22) = p(f1 − f2) . (7.11)
Together with the anticanonicity condition p cn′(q) = u∂H˜(v,u)∂v it is natural to set
f1 − f2 = cn′(q) = −sn(q)dn(q), L˜11 − L˜22 = ∂vH˜(v, u) = u˙ (7.12)
Thus,
λ(u) = u , f(q) =
1
2
(cn(q) + cn′(q)) =
1
2
(cn(q)− sn(q)dn(q)) . (7.13)
Plugging into (7.6) we get the dual Lax matrix
L˜ =
1
2
(
cn(q) + u˙ −dn(q)ν′u
dn(q)ν
′
u cn(q)− u˙
)
, u˙ = ∂vH˜(v, u) . (7.14)
Notice that the equation
det L˜ = f(q)f(−q) , (7.15)
which follows from (7.1) is not an identity since we have already used the anticanonicity condition (it becomes
the identity if to express back u˙). Instead, it provides the equation for the dual Hamiltonian:(
∂vH˜
)2
=
(
α2(u)− H˜2
)
(κ′2 + κ2H˜2) , α2(u) = 1− 2ν
2
u2
, (7.16)
where κ and κ′ are the standard elliptic moduli. Then we get the known answer [1]:
H(v, u) = α(u)cn
(
vβ(u)
∣∣∣κα(u)
β(u)
)
, β(u) =
√
κ′2 + κ2α2(u) . (7.17)
The dual moduli are κ˜ = κα(u)β(u) and κ˜
′ = κ
′
β(u) . It is easy to verify that dn(q|κ) = β(u)dn(β(u)v|κ˜). Then the
Lax matrix (7.14) takes the form:
L˜ =
1
2
(
α (cn(βv|κ˜)− βsn(βv|κ˜)dn(βv|κ˜)) −βdn(βv|κ˜)ν′u
βdn(βv|κ˜)ν′u α (cn(βv|κ˜) + βsn(βv|κ˜)dn(βv|κ˜))
)
(7.18)
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Being written in the form (7.14) (in terms of u˙, u-variables) the dual Lax matrix is similar to the one of the
rational Calogero model. Then it is easy to find its M-operator (since cn(q) and dn(q) are constants on the
dual Hamiltonian flow)
M˜ =
(
0 −dn(q) ν′2u2
−dn(q) ν′
2u2
0
)
=
(
0 −βdn(βv|κ˜) ν′2u2
−βdn(βv|κ˜)) ν′
2u2
0
)
, (7.19)
which provides equation of motion from the Lax equation ˙˜L = [L˜, M˜ ]:
u¨ = −ν
′2
u3
dn2(q) = 2
ν2
u3
dn2(q) . (7.20)
Double Elliptic Model
In this case the Lax pair can be constructed by a simple generalization of the previously obtained (7.18),
(7.19):
L˜ =
1
2
(
α (cn(βv|κ˜)− βsn(βv|κ˜)dn(βv|κ˜)) −βdn(βv|κ˜)ϕ(u)
βdn(βv|κ˜)ϕ(u) α (cn(βv|κ˜) + βsn(βv|κ˜)dn(βv|κ˜))
)
, (7.21)
M˜ =
(
0 12βdn(βv|κ˜)ϕ′u(u)
1
2βdn(βv|κ˜))ϕ′u(u) 0
)
, (7.22)
where α = α(u) =
√
1 + ν
′2
sn2(u)
while the function ϕ(u) can be chosen to be ϕ(u) = ν
′
sn(u) . Another possible
choice is ϕ(u) = α(u).
We hope to generalize the suggested approach for N > 2 in our future papers. The final purpose is to get
the Lax pair with spectral parameter. As is well known the elliptic many-body systems are gauge equivalent
to the top-like models [32]. The later are described by quadratic algebras [33]. Therefore, another possibility
is to find a generalizations of the higher rank Sklyanin algebras and corresponding r-matrices. Some progress
towards this idea was made in [7]. One more approach for constructing the Lax pairs L(z) is based on the
modification of bundles Ξ(z) via L(z) = Ξ−1(z)f(∂z)Ξ(z), where f is some function (which can be elliptic)
[35].
8 Conclusion
We found explicit theta-function identities of genus two that stand behind the Poisson commutativity of
the Hamiltonians (2.1) of the three-particle integrable systems with elliptic dependence on momenta. The
problem of defining the elements of the Poisson structure Pijk was reduced to the problem of solving the
system of three partial differential equations with respect to the pair of unknown functions. In addition, we
constructed Lax representations for the two-particle systems, which still need to be extended to many-particle
case.
An open problem is to find the set of all solutions of the system of three partial differential equations
(3.4) and to understand whether the three-particle integrable systems under consideration are unique or not.
Solutions of the system (3.4) define the Poisson structure in terms of the coordinates on the Jacobian of the
spectral curve and the elements of its period matrix. To establish the connection with the Seiberg-Witten
symplectic structure one should transform the Poisson brackets into the canonical ones. This coordinate
transformation acts only on the elements of the period matrix and gives an explicit dependence of the period
11
matrix on the flat moduli of the corresponding spectral curve. In this way we can get some useful information
about the algebraic geometry of the spectral curves. We are going to cover these topics in the subsequent
papers.
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