Abstract. Most words in natural languages are polysemous in nature that is they have multiple possible meanings or senses. The sense in which the word is used determines the translation of the word. We show that incorporating a sense-based translation model into statistical machine translation model consistently improves translation quality across all different test sets of five different language-pairs, according to all eight most commonly used evaluation metrics. This paper is an investigation on how to initiate research in word sense disambiguation and statistical machine translation for under-resourced languages by applying Word Sense Induction.
Introduction
Word Sense Disambiguation or WSD is the ability to identify the meaning of words in context in a computational manner [1] . A wide variety of approaches ranging from supervised to unsupervised algorithms have been proposed. Supervised approaches ( [2] and [3] ) which rely on sense annotated corpora have proven to be more successful, and they substantially outperform knowledge-based and unsupervised approaches ( [4] and [5] ). However, creation of sense annotated corpora is always costly and time-consuming, especially for the resource scarce languages.
Use of WSD models in SMT
WSD is often assumed to be an intermediate task, which should then help higher level applications such as Machine Translation or Information Retrieval. However, WSD is usually performed and evaluated as a standalone task but there have been very few efforts to integrate the learned WSD models into full SMT systems. Some of the reasons are:
-Most of the WSD approaches assign senses with the aid of dictionaries, or other lexical resources such as WordNet; it is difficult to adapt them to new domains or to languages where such resources are scarce.
-A related problem concerns the granularity of the sense distinctions which is fixed, and may not be entirely suitable for different applications [6] . -There is a risk that an important sense will be missed, or an irrelevant sense will influence the results. -In many cases, lexical resources like WordNet is very precise, defining senses which are similar and hard to distinguish.
Why WSI for SMT?
Initially, WSD was mainly applied and developed on English texts, because of the broad availability and the prevalence of lexical resources compared to other languages. Due to the lack of availability of large lexical resources i.e. sense inventories (dictionaries, lexical databases, WordNets, etc.) and parallel sense-tagged corpora it is difficult to start working on WSD for under-resourced languages (Tamil, Konkani, Telugu, etc.). To account for under-resourced languages, one can easily adopt techniques aimed at the automatic discovery of word senses from text, a task called Word Sense Induction. Word Sense Induction (WSI) is a task of automatically inducing the underlying senses of word tokens given the surrounding contexts where the word tokens occur. The biggest difference from word sense disambiguation lies in that WSI does not rely on a predefined sense inventory.
Recent work in Machine Translation ( [7] and [8] ) and Information Retrieval [9] indicates that induced senses can lead to substantial improvement in performance where methods based on a fixed sense inventory such as HowNet have previously failed ([10] and [11] ). Therefore, We adopt the similar approach of Xiong and Zhang [8] by resorting to Word Sense Induction (WSI) that is related to but different from WSD.
The advantages of using WSI are:
-It actually performs word sense disambiguation.
-Aims to divide the occurrence of a word into a number of classes.
-Makes objective evaluation easy if it is domain-specific.
The rest of the paper is structured as follows: Section 2 describes the Related work. In Section 3, we describe the SMT system and its essential components. In Section 4, we provide details about the experiments conducted and results obtained. Finally, Section 5 concludes the paper.
Related Work

Standard WSD for SMT
Carpuat and Wu [10] integrated the translation predictions from a state-of-theart Chinese WSD system [12] into a Chinese-English word-based SMT system using the ISI ReWrite decoder [13] . They used the WSD model predictions either to substitute for translation candidates of their translation model or to post edit the output of their SMT system. The authors reported that WSD does not yield significantly better translation quality than the SMT system alone.
Redefined WSD for SMT
Vickrey et al., [7] , redefined the standard WSD problem for SMT as a word translation task -predicting possible target translations rather than senses for ambiguous source words. The translation choices for a word w were defined as the set of words or phrases aligned to w, as gathered from a word-aligned parallel corpus. The authors reported that they were able to improve their models accuracy on a simplified word translation task.
Chan et al., [14] , successfully integrated a state-of-the-art WSD system into a state-of-the-art Hierarchical phrase-based system, Hiero [15] . They introduced two WSD-related additional features into the log-linear model of SMT. Carpuat and Wu [10] also used the redefined WSD for SMT and further adapted it for multi-word phrasal disambiguation. They both reported that redefined WSD system improves the performance of a state-of-the-art SMT system on actual translation task.
Although the redefined WSD has proved helpful for SMT, recently, Xiong and Zhang [8] re-investigated the question of whether pure senses are useful for SMT by using WSI. They proposed a sense-based translation model to integrate word senses into SMT which enables the decoder to select appropriate translations for the source words according to the inferred senses for these words using Maximum Entropy classifiers. The authors reported that the proposed model substantially outperforms not only baseline but also the previously redefined WSD.
The SMT system
To build a representative baseline SMT system, we restricted ourselves to making use of freely available tools. Since our focus is not on a specific SMT architecture, we used the cdec 3 [16] toolkit trained in a standard fashion for our experiments. The detailed architecture of the SMT system is shown in Figure 1. 
Data Preprocessing
We preprocess the source side of our bilingual training data as well as development and test set by removing stop words and rare words. From the preprocessed training data, we extract all possible pseudo documents for each source word type. The collection of these extracted pseudo documents is used as a corpus to train a HDP-based WSI model for the source word type. In this way, we can train as many HDP-based WSI models as the number of word types kept after preprocessing.
Sense Annotation
To obtain word senses for any source words, we build a sense tagger that relies on the nonparametric Bayesian model based word sense induction ( [17] , [18] ) similar to Xiong and Zhang [8] . We used HDP-based WSI 4 [19] to predict sense clusters and to annotate source words in our training/development/test sets with these sense clusters. We individually build a HDP-based WSI model per word type and train these models on the training data. The sense for a word token is defined as the most probable sense according to the per-document sense distribution estimated for the corresponding pseudo document that represents the surrounding context of the word token.
Alignment Model
The alignment model was trained with fast-align alignment tool which is a variant of the aligner proposed by Dyer et al., [20] . The alignment algorithm is trained in either direction and are symmetrized using grow-diag-final heuristics.
Language Model
The Hindi language model is a five gram model trained on the Hindi side of the parallel corpora using a publicly available software, the KenLM 5 [21] toolkit. We used additional monolingual corpora 6 [22] of ≈45 million lines and included more Hindi monolingual corpora 7 for language model training.
Sense-based Translation Model
The sense-based translation model estimates the probability that a source word c is translated into a target phrase e given contextual information, i.e. word senses that are obtained using the HDP-based WSI. We adopt the same approach of Xiong and Zhang [8] to build the sense-based Translation Model. 
Experimental Details
Datasets and Resources Used
We used five different language pairs in our experiments -representing a wide range of diversities, such as language family (Indo-Aryan: Hindi, Bengali and Marathi, Dravidian: Tamil and Telugu and West Germanic: English), languages with high structural divergence and morphological manifestations (English is structurally classified as a Subject-Verb-Object (SVO) language with poor morphology whereas Hindi is a morphologically rich, Subject-Object-Verb (SOV) language), etc. The target language for all the languages is Hindi. The datasets belonged to the tourism and health domains (25,000+25,000 sentences) from the ILCI corpora. We normalized the corpus to solve issues related to incorrect characters, redundant Unicode representation of some Indic characters, etc. The English corpus was tokenized using the Stanford tokenizer 8 [23] and for Indian languages, we used NLP Indic Library 9 [24] . For every language pair, the corpus was split up as follows: training set of 48000 sentences, development test set of 1000 sentences and test set of 1000 sentences. The training, development test and test splits are completely parallel across the five language-pairs involved. 
Results and Analysis
As mentioned, our experiments were on Indian language (Bengali, Marathi, Tamil, Telugu) to Hindi translation and English to Hindi translation. To measure the impact of using sense-based Translation Model on translation quality, we used the most commonly used automatic evaluation metrics to evaluate the translations obtained. Apart from the widely used BLEU [25] and NIST [26] , we also evaluate translation quality with METEOR [27] without using WordNet synonyms to match translation candidates and references, General Text Matcher (GTM-3), Word Error Rate (WER), Position-independent word Error Rate (PER), Translation Edit Rate (TER) [28] and ROUGE. These metrics have proved to relate well with both adequacy and fluency. The results are shown in Table 1 . Using sense-based Translation Model in SMT yields better translation quality on all language-pair test sets, as measured by all eight commonly used automatic evaluation metrics. Table 2 show examples of translations drawn from the English-Hindi test set. Analysis says that WSI-based translation model helps decoder to give better rankings and lexical choices then the baseline translation probabilities (see Example 3 and 4). Examples 1-5 are the translations which exactly matched with reference sentences. We came across many such examples where the lexical item proposed by the WSI-based translation model was better than the baseline system which resulted in increase in performance of the MT system.
Conclusion and Future Work
We have shown that sense-based Translation Model improves the translation performance of an Indian language SMT system and its improvement is statistically significant in terms of all eight evaluation metrics. Word senses induced automatically by the HDP-based WSI are very useful for Machine Translation for under-resourced languages. The sense-based Translation Model in SMT is effective at choosing the correct and appropriate lexical choice for an ambiguous word.
Our future work will be to build a sense-based Hindi language model by inducing sense clusters for words in the target language. We would also like to explore whether integrating learned WSD Model in SMT for same Indian language-pairs improves translation quality or not and perform a comparative study.
