For prime powers q and q + ε where ε ∈ {1, 2}, an affine resolvable design from F q and Latin squares from F q+ε yield a set of symmetric designs if ε = 2 and a set of symmetric group divisible designs if ε = 1. We show that these designs derive commutative association schemes, and determine their eigenmatrices.
Introduction
By twin prime powers, we mean a pair of integers q and q + 2, each of which is a prime power. Twin prime powers have been used to construct Hadamard difference sets and Hadamatd matrices. Let q and q + 2 be twin prime powers, and let F q and F q+2 be the finite fields of order q and q +2 respectively. Let χ (2) q and χ (2) q+2 be the quadratic characters of F q and F q+2 respectively. Define X = F q × F q+2 and R 0 = {(x, x) | x ∈ X}, R 1 = {((x 1 , y 1 ), (x 2 , y 2 )) ∈ X × X | χ (2) q (x 1 − x 2 )χ (2) q+2 (y 1 − y 2 ) = 1}, R 2 = {((x 1 , y 1 ), (x 2 , y 2 )) ∈ X × X | χ (2) q (x 1 − x 2 )χ (2) q+2 (y 1 − y 2 ) = −1}, R 3 = {((x 1 , y), (x 2 , y)) ∈ X × X | x 1 = x 2 }, R 4 = {((x, y 1 ), (x, y 2 )) ∈ X × X | y 1 = y 2 }.
Then it is easy to see that (X, {R i } 4 i=0 ) is a translation commutative association scheme with 4 classes. Note that by denoting R i (x) = {y ∈ X | (x, y) ∈ R i } and 0 = (0, 0) ∈ X, R 0 (0)∪R 1 (0)∪R 3 (0) is a twin prime powers difference set with parameters (q(q +2), (q 2 + 2q − 1)/2, (q + 3)(q − 1)/4) [9] , see also [1] .
In this paper, we make use of twin prime powers to construct a translation commutative association scheme with vertex set F q+2 × F q × F q and with q + 3 classes. Our association schemes are based on the construction of symmetric designs due to Wallis [11] obtained from an affine resolvable design and a Latin square. See also [10, Theorem 5 .23] for the construction. Applying this result to twin prime powers, we obtain a collection of symmetric (q 2 (q + 2), q(q + 1), q)-designs with incidence matrices N β for β ∈ F divisible designs of type II in [7] and that a similar result based on these symmetric designs for the finite field F 2 m is obtained in [5] . The matrices N β (β ∈ F * q+2 ) share (J q+2 −I q+2 )⊗ I q 2 and it holds that β∈F * q+2 N β − (q + 1)(J q+2 − I q+2 ) ⊗ I q 2 = I q+2 ⊗ J q 2 , where I n , J n denote the identity matrix of order n, the all-ones matrix of order n, respectively. One of our main results is Theorem 3.2 that the matrices I (q+2)q 2 , (J q+2 − I q+2 ) ⊗ I q 2 , I q+2 ⊗ (J q 2 − I q 2 ), N β − (J q+2 − I q+2 ) ⊗ I q 2 (β ∈ F * q+2 ) form a commutative association scheme with q + 3 classes.
Furthermore, extending the idea of the construction of symmetric designs by Wallis, we obtain a set of symmetric group divisible designs from prime powers q and q + 1. Note that by a solution of famous Catalan's conjecture [8] , q and q + 1 are both prime powers if and only if one of the following holds:
(i) q = 2 2 m for some positive integer m and q + 1 is a prime number, which is called a Fermat prime.
(ii) q + 1 = 2 m for some positive integer m and q is a prime, which is called a Mersenne prime.
(iii) q = 8.
In a similar manner to twin prime powers case, we obtain a commutative association scheme with q + 4 classes in Theorem 4.3.
The organization is as follows. In Section 2, we recall the definition of symmetric designs, symemtric group divisible designs, commutative association schemes and their eigenmatrices. We also prepare the results on auxiliary matrices and Latin squares obtained from finite fields needed later. We then construct commutative association schemes with q + 3 classes from twin prime powers in Section 3, and those with q + 4 classes from Fermat primes or Mersenne primes in Section 4.
Preliminaries

Symmetric designs, symmetric group divisible designs
Let m, n ≥ 2 be integers. A (square) group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ) is a pair (V, B), where V is a finite set of v elements called points, and B a collection of k-element subsets of V called blocks with |B| = v, in which the point set V is partitioned into m classes of size n, such that two distinct points from one class occur together in λ 1 blocks, and two points from different classes occur together in exactly λ 2 blocks. A group divisible design is said to be symmetric (or to have the dual property) if its dual, that is the structure gotten by interchanging the roles of points and blocks, is again a group divisible design with the same parameters. Refer to [3] for the basic property. A group divisible design is said to be proper if λ 1 = λ 2 and improper if λ 1 = λ 2 . In the improper case, we set λ = λ 1 = λ 2 . Improper symmetric group divisible designs are known as symmetric 2-(v, k, λ) designs or symmetric designs with parameters (v, k, λ).
The incidence matrix of a symmetric group divisible design (V, B) is a v × v (0, 1)-matrix A with rows and columns indexed by B, V respectively such that for x ∈ V, b ∈ B,
Let A be the incidence matrix of a symmetric group divisible design with parameters (v, k, m, n, λ 1 , λ 2 ). Then, after reordering the elements of V and B appropriately,
where A ⊤ is the transpose of A. We also refer to a v × v (0, 1)-matrix A satisfying (1) as a symemtric group divisible design.
is also referred to as a symmetric design.
Association schemes
Let n be a positive integer. Let X be a finite set and R i (i ∈ {0, 1, . . . , n}) be a nonempty subset of X×X. The adjacency matrix A i of the graph with vertex set X and edge set R i is a (0, 1)-matrix indexed by X such that (A i ) xy = 1 if (x, y) ∈ R i and (A i ) xy = 0 otherwise. A commutative association scheme with n classes is a pair (X, {R i } n i=0 ) satisfying the following:
We will also refer to (0, 1)-matrices A 0 , A 1 , . . . , A n satisfying (AS1)-(AS5) as a commutative association scheme. If a commutative association scheme satisfies that A ⊤ i = A i for any i ∈ {1, . . . , n}, then the association scheme is said to be symmetric. The vector space spanned by A i 's forms a commutative algebra, denoted by A and called the Bose-Mesner algebra. There exists a basis of A consisting of primitive idempotents, say E 0 = (1/|X|)J |X| , E 1 , . . . , E n . Note that E i is the projection onto a maximal common eigenspace of A 0 , A 1 , . . . , A n . Since {A 0 , A 1 , . . . , A n } and {E 0 , E 1 , . . . , E n } are two bases in A, there exist the change-of-bases matrices P = (p ij )
The matrices P or Q are said to be first or second eigenmatrices respectively. An association scheme is said to be self-dual if P =Q for suitable rearranging the indices of the adjacency matrices and the primitive idempotents. The association scheme is a translation association scheme if the vertex set X has the structure of an additively written abelian group, and for all x, y, z ∈ X and for all i ∈ {0, 1, . . . , n},
For translation association schemes, the first eigenmatrix is calculated by the characters as follows. For i ∈ {0, 1, . . . , n} set N i = R i (0) = {x ∈ X | (0, x) ∈ R i }. For each character χ of X we have
Letting X * be the dual group of X, set N * j = {η ∈ X * | E j η = η} for j ∈ {0, 1, . . . , n}. Then the first eigenmatrix of the translation association scheme is expressed as
Auxiliary matrices from finite fields
We denote by F q the finite field of order q. Let H q be the multiplicative table of F q , i.e., for α, β ∈ F q , the (α, β)-entry of H q is αβ. Then the matrix H q is a generalized Hadamard matrix GH(q, 1) over the additive group of F q . A generalized Hadamard matrix GH(q, 1) over the additive group of F q is a q × q matrix H = (h i,j ) q i,j=1 with entries from F q if for all distinct i, k ∈ {1, 2, . . . , q}, the multiset {h ij − h kj | 1 ≤ j ≤ q} contains exactly one time of each element of F q .
From H q , we have q auxiliary matrices; for each α ∈ F q , define a q 2 × q 2 (0, 1)-matrix C α whose rows and columns indexed by F q × F q to be a q × q block matrix with rows and columns indexed by F q whose (α
where φ is a permutation representation of the additive group of F q defined as follows. Letting q = p m for a prime p, we regard the additive group F q as F m p . Let r p be a p × p circulant matrix with the first row (0, 1, 0, . . . , 0), and define a group homomorphism φ from the additive group
xi , where ⊗ is the Kronecker product. Furthermore, letting x, y be indeterminates, we set C x = O q 2 and C y = I q ⊗ J q , where O q 2 is the zero matrix of order q 2 . We say that the matrices C a (a ∈ F q ∪ {y}) are auxiliary matrices. From the auxiliary matrices C a (a ∈ F q ∪ {y}), one can obtain an affine resolvable design, see [10, Section 5] for more details. See also [2] for a connection to affine resolvable designs. We use the following properties on C a (a ∈ F q ∪ {y}) in subsequent sections.
Proof. See [6, Lemma 2.8] for its proof of (i), (ii), (iii). (iv) and (v) follow from the fact that each C a is a q × q block matrix whose block matrices are permutation matrices of order q.
Latin squares from finite fields
Let F q be the finite field of order q. Let H q be the multiplicative table of F q . From H q , we have q − 1 Latin squares on
Note that L β (β ∈ F * q ) form a complete set of mutually suitable Latin squares on F q ; Latin squares L 1 , L 2 of the same order are said to be suitable if every superimposition of each row of L 1 on each row of L 2 results in only one element of the form (a, a), and a set of Latin squares in which every distinct pair of Latin squares is suitable is called mutually suitable Latin squares. Note that the existence of mutually suitable Latin squares are equivalent to the existence of mutually orthogonal Latin squares of the same order [4, Lemma 9] and that mutually suitable Latin squares are also called mutually UFS Latin squares in [6] .
For β ∈ F * q , define disjoint permutation matrices P β,γ (γ ∈ F q ) by L β = γ γP β,γ . We prepare the following lemma for the permutation matrices P β,γ (β ∈ F * q , γ ∈ F q ). We denote the (a, b)-entry of a matrix X by X(a, b).
Proof. Let β, β ′ ∈ F * q and γ, γ ′ ∈ F q . By the definition of P β,γ , the (a, b)-entry of P β,γ equals to 1 if and only if β(−a + b) = γ for a, b ∈ F q . Thus (i) follows. For (ii), P β,γ P β ′ ,γ ′ is a permutation matrix and
If β + β ′ = 0, then by (i) and by the fact that γ∈Fq P β ′′ ,γ = J q for any
Association schemes obtained from twin prime powers
In this section we use twin prime powers q and q + 2 to construct a set of symmetric designs and derive a commutative association scheme from the symmetric designs.
Symmetric designs
Let q, q + 2 be twin prime powers. Fix a bijection ϕ : F q+2 → F q ∪ {x, y} such that ϕ(0) = x. Consider a Latin square obtained from L β by replacing entries with the image of ϕ, which we denote by L ϕ(β) . Recall that we denote the
. We now construct symmetric designs from auxiliary matrices for F q and mutually suitable Latin squares for F q+2 . For β ∈ F * q+2 , we define a (q + 2)q 2 × (q + 2)q 2 (0, 1)-matrix N β to be a (q + 2) × (q + 2) block matrix with rows and columns indexed by F q+2 whose (β
Proof. (i) is easy to see, and (iv) follow from Lemma 2.1(iv). (ii) is due to [11] . We prove (iii) as well as (ii) in a same manner. For β, β ′ ∈ F * q+2 , by Lemma 2.1 (ii), (iii),
(2) is calculated depending on whether β + β ′ = 0 or not as follows. If β + β ′ = 0, then
Note that by Proposition 3.1 (i), (ii) and (iii), the incidence matrices N β (β ∈ F * q+2 ) are symmetric (q 2 (q + 2), q(q + 1), q)-designs and commuting.
An association scheme with q + 3 classes and its eigenmatrices
We define the adjacency matrices as
). Using Proposition 3.1, we obtain the following theorem. Note that the association scheme in Theorem 3.2 is symmetric if and only if q + 2 is even, namely q = 2.
We further investigate the association scheme. Let X = F q+2 × F q × F q . The binary relations on X with adjacency matrices being A 0 , A 1 , A 2 , A 3,β (β ∈ F * q+2 ) are given as follows:
where β ∈ F * q+2 . It is clear that the binary relations are closed under the addition, that is, we have the following. Theorem 3.3. The association scheme is a translation scheme.
The dual association scheme is (X * , {S 0 , S 1 , S 2 , S 3,β | β ∈ F * q+2 }) defined as follows: X * is the dual group of F q+2 × F q × F q . Let χ q and χ q+2 be the canonical additive characters of F q and F q+2 respectively. For α 1 , α 2 ∈ F q and β ∈ F q+2 , we define a character χ β,α1,α2 of
where β ∈ F q+2 . By considering the bijection from X to X * sending (β, α 1 , α 2 ) to χ β,α1,α2 , we obtain the following result.
Theorem 3.4. The association scheme is self-dual.
We calculate the eigenmatrix using the additive characters of F q and F q+2 .
We now calculate (3) case by case.
(i) In the case α
(ii) In the case α
(iii) In the case when α ′ 2 = 0 there uniquely existsβ ∈ F q+2 such that α
Let V i be as follows V 0 = span C {χ 0,0,0 },
whereβ ∈ F * q+2 . From the above calculation, V i 's are maximal common eigenspaces of A 0 , A 1 , A 2 , A 3,β (β ∈ F * q+2 ). Thus we obtain the following formula of the eigenmatrix. Theorem 3.5. The first eigenmatrix P of the association scheme is
where β,β run over the set F * q+2 . Example 3.6. We describe the construction for twin primes 3, 5.
Let φ :
x where r 3 = . We construct three auxiliary matrices C 0 , C 1 , C 2 from
Furthermore, we let C x = O 9 and C y = I 3 ⊗ J 3 where x, y are indeterminates. We construct four Latin squares Fix a bijection ϕ : F 5 → F 3 ∪ {x, y} such that ϕ(0) = x. We now define the incidence matrices of symmetric (45, 12, 3)-designs N i (i ∈ F * 5 ) by replacing j ∈ F 5 in L i with C ϕ(j) . For example,
Then the matrices I 45 ,
a commutative association scheme with 6 classes. The first eigenmatrix P is
where w = 
Association schemes obtained from Merssene primes and Fermat primes
In this section we use prime powers q and q + 1 to construct a set of symmetric group divisible designs and derive a commutative association scheme from the symmetric gruop divisible designs.
Symmetric group divisible designs
Let q, q + 1 be prime powers. Fix a bijection ϕ :
Consider a Latin square obtained from L β by replacing entries with their image of ϕ, which we denote by L ϕ(β) . Recall that we denote the (u, v)-entry of an array L by L(u, v).
. We now construct symmetric group divisible designs from auxiliary matrices for F q and mutually suitable Latin squares for F q+1 . For β ∈ F * q+1 , we define a (q + 1)q 2 × (q + 1)q 2 (0, 1)-matrix N β to be a (q + 1) × (q + 1) block matrix with rows and columns indexed by
Proof. The proof is similar to Proposition 3.1, but we include it here for the readers. (i) is easy to see, and (iv), (v) follow from Lemma 2.1(iv), (v) respectively. We prove (ii) as well as (iii) in a same manner. For β, β ′ ∈ F * q+1 , by Lemma 2.1 (ii), (iii),
(4) is calculated depending on whether β + β ′ = 0 or not as follows. If β + β ′ = 0, then
which proves (iii). For (vi),
that is, N β + I q+1 ⊗ (J q 2 − I q ⊗ J q ) is the incidence matrix of a symmetric group divisible design with parameters ((q + 1)q 2 , 2q 2 − q, q + 1, q 2 , q(q − 1), 3(q − 1)).
Note that by Proposition 4.1(iii), the incidence matrices N β (β ∈ F * q+1 ) are commuting.
An association scheme with q + 4 classes and its eigenmatrices
Using Proposition 4.1, we obtain the following theorem. Proof. It is easy to see that the conditions (AS1), (AS2), (AS3) hold.
We check (AS4) case by case. Let A be the vector space over the complex number field spanned by A i , A 5,β (i ∈ {0, 1, 2, 3, 4}, β ∈ F * q+1 ). For i, j ∈ {0, 1, 2, 3, 4}, it is trivial that A i A j ∈ A. For i ∈ {1, 2} and β ∈ F q+1 , A i A 5,β ∈ A holds by Lemma 2.1 (iv), (v). From Lemma 2.1 and the fact that P β,γ J q 2 = J q 2 P β,γ = J q 2 , it follows that (J q 2 ⊗ I q 2 )N β and (J q+1 ⊗ I q ⊗ J q )N β are both in A. From which we have that A i A 5,β ∈ A for i ∈ {3, 4} and β ∈ F q+1 . Thus A is closed under the ordinary matrix multiplication. Finally (AS5) follows from Proposition 4.1(iii), (iv), (v).
Note that the associations scheme in Theorem 4.3 is symmetric if and only if q + 1 is even.
We further investigate the association scheme. Let X = F q+1 × F q × F q . The binary relations on X with adjacency matrices being A 0 , A 1 , A 2 , A 3 , A 4 , A 5,β (β ∈ F * q+1 ) are given as follows:
where β ∈ F * q+1 . It is clear that the binary relations are closed under the addition, that is, we have the following. The dual association scheme is (X * , {S 0 , S 1 , S 2 , S 3 , S 4 , S 5,β | β ∈ F * q+1 }) defined as follows: X * is the dual group of the additive group F q+1 × F q × F q . Let χ q and χ q+1 be the canonical additive characters of F q and F q+1 respectively. For α 1 , α 2 ∈ F q and β ∈ F q+1 , we define a character χ β,α1,α2 of
where β ∈ F q+1 . By considering the bijection from X to X * sending (β, α 1 , α 2 ) to χ β,α1,α2 , we obtain the following result.
Theorem 4.5. The association scheme is self-dual.
We calculate the eigenmatrix using the additive characters of F q and F q+1 .
We now calculate (5) case by case.
(iii) In the case when α ′ 2 = 0 there uniquely existsβ ∈ F q+1 such that α
Let V i be as follows V 0 = span C {χ 0,0,0 }, V 1 = span C {χ 0,α1,0 | α 1 ∈ F * q }, V 2 = span C {χ 0,α1,α2 | α 1 ∈ F q , α 2 ∈ F * q }, V 3 = span C {χ β,0,0 | β ∈ F * q+2 }, V 4 = span C {χ β,α1,0 | β ∈ F * q+2 , α 1 ∈ F * q },
whereβ ∈ F * q+1 . From the above calculation, V i 's are maximal common eigenspaces of A 0 , A 1 , A 2 , A 3,β (β ∈ F * q+1 ). Thus we obtain the following formula of the eigenmatrix. Theorem 4.6. The first eigenmatrix P of the association scheme is
1 q − 1 q(q − 1) −1 −q −q + 1
where β,β run over the set F * q+1 . Example 4.7. We describe the construction for primes powers 4, 5.
Let F 4 = {0, 1, z, z + 1} with z 2 = z + 1 be the finite field of order 4. We regard F 4 as Z Fix a bijection ϕ : F 5 → F 4 ∪ {x} such that ϕ(0) = x. We now define the incidence matrices of symmetric group divisible designs N β (β ∈ F * 5 ) by replacing γ ∈ F 4 in L β with C ϕ(γ) .
