The concept of constructing parameter spaces for process control and the prediction of properties within the heat affected zone (HAZ) of welds using inverse modeling is examined. These parameter spaces can be, in principle, either independent or a function of weld process conditions. The construction of these parameter spaces consists of two procedures. One procedure entails calculation of a parameterized set of temperature histories using inverse heat transfer analysis of the heat deposition occurring during welding. The other procedure entails correlating these temperature histories with either a specific process control parameter or physical property of the weld that is measurable. Two quantitative case study analyses based on inverse modeling are presented. One analysis examines the calculation of temperature histories as a function of process control parameters. For this case, the specific process control parameter adopted as prototypical is the electron beam focal point. Another analysis compares some general characteristics of inverse and direct modeling with respect to the prediction of properties of the HAZ for deep penetration welding of aluminum alloys. For this case, the specific property adopted as prototypical is hardness. This study provides a foundation for an examination of the feasibility of constructing a parameter space for the prediction of weld properties using weld cross-section measurements that are independent of weld process conditions.
Introduction
An examination is presented of the feasibility of constructing parameter spaces for welding process control and the prediction of weld properties from measurements of weld solidification cross sections using procedures based on inverse analysis. The motivation for the use of procedures based on inverse analysis is that the inherent complexity of welding processes is such that a completely first-principles or direct modeling approach to analysis of welding processes may not be well posed in general for quantitative analysis. This includes both the nature of the interaction of the energy source with the workpiece, which is important for the design of process control algorithms, and the material response characteristics of the workpiece to energy deposition, which is important for the prediction of weld properties. This has shown to be the case especially for the quantitative calculation of thermal histories in the heat affected zone (HAZ). Thermal histories that have been calculated by inverse analysis can be adopted as source terms to models for prediction of microstructure, which can in turn be correlated with weld properties. Correlation of certain weld properties with microstructure, however, is difficult in that models based on the direct problem approach, just as in the case of the calculation of temperature histories, may be not well posed due to the inherent complexity and non-uniqueness of the relationships between these properties and microstructure. One of these properties, historically, is hardness, which because of its convenient measurability remains an important property, even though its relationship to microstructure is difficult to represent via models based on first-principles. Accordingly, an interesting question to be considered is as follows. Can inverse analysis be extended to establish a more convenient method for predictability of weld properties, such as hardness, that are based on temperature history? This question is motivated by a simple assumption that is based on observation. In that hardness is so conveniently measurable, similar to that of the solidification cross sections of welds, it follows that (like weld cross sections) measurements of hardness should be well posed for data-driven inverse analysis. It follows, therefore, that hardness should not be adopted as an output quantity of any given parametric representation, but rather according to the inverse-problem approach, as an input quantity. In the analysis that follows the feasibility, and relative convenience of using inverse models, in contrast to direct models, is examined. The analysis adopts deep-penetration electron beam welds of aluminum alloys as a prototype system for this examination.
Inverse Analysis of Welds

Description of Inverse Analysis Procedure
The method of inverse analysis applied in this study is described extensively elsewhere ( Ref 1) . For the analysis presented here this method adopts a parametric representation of the pseudo-steady-state temperature field T ðx; y; z; j; V Þ at positions (x,y,z) within the workpiece that is given by
where V is the welding speed such that x = Vt, j is the thermal diffusivity and the basis functions T i ðx; y; z; j; V Þ are such that they have trends that are consistent with those of the temperature field. The constraints C k provide for the inclusion of information concerning the shape of the solidification boundary. Consistent sets of basis functions are linear combinations of solutions to the heat conduction equation for different types of boundary conditions on the workpiece. Accordingly, for steady-state heat deposition within a structure of finite thickness a consistent basis set of functions for parametric representation of the temperature field is
where
and x = Vt. The quantity D is the thickness of the workpiece and
. . . ; N ; are the locations of the elemental heat sources of strengths C(x k , y k , z k ). The diffusivity is defined as j ¼ k c =qC p , where k c , q , and C p are the thermal conductivity, density, and specific heat, respectively. The temperature field spanning the spatial region of interest within the workpiece is optimized by minimization of the value of the objective function defined by
where T c is the target maximum temperature for positions y c , z c , transverse to the motion of the energy source relative to the workpiece, which is along the x-coordinate, and w n is the weight coefficient for the nth term. For the analysis that follows the quantity T c assumes the value of the solidus temperature of 6061-T6 aluminum, where y c , z c specify locations on the twodimensional boundary of the transverse solidification cross section of a given weldment.
Significance of Upstream Boundary Constraints for Inverse Analysis
The shape and temperature distribution of a specified upstream boundary is determined by the rate of energy deposited on the surface of the workpiece Q HDP and the strength of coupling c of the energy source occurring volumetrically within the workpiece. It can be shown that for any given upstream boundary, e.g., solidification boundary, and specific values of the diffusivity j, welding speed V, and workpiece thickness D, there exists a temperature field T ðx; j; V ; DÞ, such that cQ HDP ¼ Q WCH ðT ðx; j; V ; DÞÞ ðEq 6Þ wherex ¼ ðx; y; zÞ and Q WCH is the energy that has been coupled into the workpiece, which is given by
for energy deposition within a sample volume V S = (x 2 -x 1 )(y 2 -y 1 )(z 2 -z 1 ) of the workpiece whose density and heat capacity as a function of temperature are qðT Þ and C p (T), respectively. Referring to Eq 6, it is to be noted that although a characterization of the quantity c is dependent upon the nature of the heat deposition process, a general characterization of Q WCH can in principle be based only on the geometric structure of energydeposition profiles within the workpiece and the associated temperature distributions. In the case of electron beam welding, which is considered in this analysis, the strength of coupling of energy into the workpiece c is a nonlinear function of the electron beam power, welding speed, and beam focal point. Referring to Fig 1 and 2 , it can be observed that for conditions of full penetration there is reasonable correlation between the position of the beam focal point and the degree of energy coupling into the workpiece. For the purpose of the present analysis the beam focal point is adopted as a variable process parameter for examining the relationship between temperature history and process control. The functional dependence shown in Fig 1 and 2 demonstrates an important characteristic of energy deposition with respect to the application of inverse analysis. Specifically, that temperature histories within a workpiece are a well-defined function of weld cross section, welding speed, and thermal diffusivity, and are not uniquely related to the characteristics of the welding process or associated process conditions.
Calculation of Temperature Histories by Inverse Analysis
The analysis presented in this section is of the electron beam welds whose transverse cross sections are shown in Fig 1 and 2 . Table 1A and B, respectively. For steady-state conditions, positions x along the direction of motion of the energy source are related to time t by x = Vt. The locations on the transverse cross sections of the welds, corresponding to the temperature histories shown in Fig 3 and 4 , are indexed in Table 2A and B, respectively. These locations are defined relative to the lines of symmetry of the transverse solidification cross sections.
A comparison of Fig 3 and 4 indicates that, although shifted in space, the trends observed for temperature histories corresponding to both beam focal points are similar. The consideration of temperature histories as independent of weld process conditions will provide a foundation for the analysis presented in Section 5. It is significant to note that only transverse crosssection constraints were adopted for the calculation of temperature histories. Inclusion of longitudinal cross-section constraints can in principle increase sensitivity with respect to changes in value of a given process parameter, e.g., beam focal point. This follows, in principle, from the fact that the shape of the longitudinal cross section of the trailing solidification boundary is strongly correlated with the level of convective heat transfer in the weld meltpool.
Temperature History as a Function of Process Control Parameters
The inverse analysis presented above implies a procedure for construction of a parameter space for calculation of temperature histories as a function of process control parameters. This approach can be demonstrated by considering the functional dependence of the calculated temperature histories on electron beam focal point and spatial location within the HAZ as represented by Fig 3, 4 , and Table 2 . Accordingly, the functional dependence of the calculated temperature field on beam focal point at each location within the HAZ is observed to be well behaved and therefore well posed for the application of interpolation procedures associated with system parameterization. That is to say, the calculation of temperature histories by inversion of weld cross sections corresponding to a reasonably dense range of beam focal points is sufficient for prediction of temperature histories as a function of beam focal point at positions within the HAZ, and therefore construction of the function T(x,y,x,t, beam focal point) is well defined. Further, it follows from Eq 6 and 7 that the strength of coupling of the energy source to the workpiece c is also determined as a function of beam focal point. In general, full penetration of the workpiece is not expected to be achieved for a wide range of beam focal points without adjustment in values of other weld process parameters, e.g., welding speed and beam power. In that the dependence of weld characteristics on process parameters is represented implicitly, and completely, by the threedimensional shape of the solidification boundaries of welds, construction of the multi-dimensional function T(x,y,z,t, process control parameters) by inverse analysis is well defined.
Direct Modeling Using Temperature Histories
Presented in this section is a prototype simulation that demonstrates some general aspects of direct modeling of weld properties, which in this case are those microstructural features influencing hardness. The purpose of this simulation is the comparison of some general characteristics of inverse and direct modeling with respect to the prediction of properties of the HAZ. Therefore, emphasis is placed on many of the details that are necessary for direct modeling in contrast to inverse modeling.
Simulation of Microstructural Evolution in the HAZ
Welding of heat-treatable aluminum alloys, which are strengthened through precipitation hardening, is accompanied by a loss of strength in the HAZ. This degradation often places limitations on welding of these alloys. In particular, electron Table 2A . Beam focal point at surface of workpiece Table 2B . Beam focal point at 1 mm below surface of workpiece Table 2 Locations of calculated temperature histories on transverse cross section of weld for process conditions: 1800 W, 2000 mm/min and beam focal positions at surface of workpiece (A) and at 1 mm below top surface of workpiece (B) 
Simulation of Dissolution During Electron Beam Welding of Al 6061-T6
The dissolution problem is treated using the DICTRA methodology. The geometrical model that was adopted is represented graphically in Fig 5a, where each b-particle is surrounded by its own hexagonal cell and the dissolution region for the a-phase is represented by an inscribed cylinder with volume equal to that of the hexagonal cell. Further assumptions are as follows. The problem was considered to be onedimensional where dissolution takes place only in the radial direction. Since Mg diffuses slower than Si in the a-phase (Ref 20) , it was considered that only Mg diffusion controls the dissolution rate. The b-precipitate was assumed to be stoichiometric and therefore no diffusion was considered within the b-phase:
The initial compositions of the a and b phases were calculated using Thermo-Calc (see Ref 21) and obey the mass balance equations: 
Simulation of Coarsening During Electron Beam Welding of Al 6061-T6
For these simulations the coarsening module in DICTRA was employed. According to this method coarsening of a dispersion can be described by considering one spherical particle, which has the maximum size of the dispersion prior to the application of the welding cycle. According to the LSW theory of coarsening (Ref 18, 19) , the maximum size r p , is 1.5 times the mean dispersion size " r. The geometrical model is shown in Fig 8. The spherical particle of b-phase is embedded in a sphere of matrix a-phase: At the interface between a and b local thermodynamic equilibrium between a-phase and b-phase with radius r p is assumed. In this case a Gibbs-Thomson contribution is added to the Gibbs free energy of the particle, which is 2cV m =r p , where c is the interfacial energy of the b particle in the a-phase and V m the molar volume. At the spherical cell boundary the a-phase is in local equilibrium with b-phase particle of the mean size " r, and thus the contribution to the Gibbs energy in this case is 2cV m =" r. The difference in the Gibbs-Thomson contributions to the free energy causes diffusion of Mg and Si atoms towards the particle with radius r p , which grows. Due to the lower diffusivity of Mg in Al, coarsening was considered to be controlled only by Mg diffusion. The interfacial energy c was taken to be 0.5 J/m 2 (see Ref 9) . In order to maintain constant volume fraction of b-phase and the initial overall alloy composition, the a-phase cell grows accordingly.
Characteristic results of the coarsening simulations are shown in Fig 9 for the case where the initial mean dispersion size is 2 nm and in Fig 10 where the initial mean dispersion size is 4 nm. The figures depict the variation of cube mean size ð" r 3 Þ as a function of thermal cycle. The mean particle size increases, the change being more rapid for higher temperatures. For cycles where T max is below 300°C, particle growth is extremely slow. As expected, coarsening kinetics is faster at higher T max . For a dispersion having an initial mean size of 4 nm, Fig 10 depicts similar results . Compared to the previous case of 2 nm shown in Fig 9, coarsening kinetics is slower because the initial dispersion is coarser.
Comparison of Calculated and Experimental Microhardness in HAZ
Presented in this section is a comparison between calculated and experimentally measured hardness profiles. The calculation of hardness is based on the hardness of the base metal reduced by , and the Orowan hardening (obstacle bypassing), which is proportional to f 1/2 r -1 . The change in hardness DH due to dissolution of b-phase relative to the hardness of the base metal (H BM ) is given by:
where f BM = 1.45% and r BM = 2 or 4 nm for the condition T6. The hardness for each point of HAZ 1 is calculated by
In HAZ 2 the maximum temperature T max does not exceed 400°C and only coarsening was considered to take place. Shown in Fig 11 is the variation of the microhardness profile within HAZ 2 for calculated and experimentally measured hardness values. In order to calculate the hardness at each point within HAZ 2 , it was assumed that only the Orowan mechanism is active (overaging conditions). For this case hardening is proportional to f . During coarsening the volume fraction f remains constant for all points of HAZ 2 . Accordingly, the hardness within HAZ 2 is given by
The calculated hardness values are plotted with the experimental values in Fig 11. The simulation underestimates the softening of the HAZ by 16% at the interface between HAZ 1 and HAZ 2 . This is attributed to the fact that only coarsening was accounted for by the observed softening in this transient region, where both phenomena are evolving. Taking into account all the assumptions made for the current simulation, the comparison with the experimental results is satisfactory. It should be noted that agreement between model prediction and experiment could be improved. The primary goal of the present analysis, however, is to examine the characteristics of a method based on direct modeling relative to those of a method based on inverse analysis.
At this stage, it is significant to restate for emphasis the primary purpose for presenting the above simulation, which has been based partially on direct modeling of microstructural features influencing hardness. This purpose was to demonstrate the inherent complexity of this modeling approach and its relative level of convenience for quantitative prediction of weld properties. Relative to this point, the feasibility of an alternative approach to the quantitative prediction of hardness is examined, which is based entirely on inverse modeling. This approach is potentially extendable to any measurable weld characteristic. 
Prediction of Hardness by Inverse Analysis
Presented in this section is a general approach based on inverse analysis that implies a procedure for construction of a parameter space for quantitative prediction of hardness. This approach can be demonstrated by considering the functional dependence of the measured microhardness as represented by Table 3 . Referring to this table, it can be observed that the functional dependence of the microhardness is represented as independent of position within the weld cross section. That is to say, microhardness for this alloy, for some limited range of values, has been established as a function of temperature history and maximum temperature alone. Another important aspect of this functional dependence was demonstrated by the analysis presented in Section 2.3, which demonstrated that the temperature histories are a function of weld cross section, welding speed, and thermal diffusivity, and not uniquely related to process conditions, or in general, to the welding process. Therefore, it follows that the functional dependence presented in Table 3 is independent of the welding process and of process conditions.
At this stage the feasibility of constructing a parameter space for prediction of weld properties from inverse analysis of measurements of weld cross sections is demonstrated. Accordingly, for a limited range of values, Table 3 defines microhardness as a function of temperature history and maximum temperature. In principle, this range of values can be extended arbitrarily by inverse analysis of weld cross sections corresponding to a wide range of different welding processes and process conditions. Having established the functional dependence of hardness over a sufficiently wide and dense range of temperature histories and maximum temperature values, a parameter space for the prediction of hardness for welds in general can be constructed. A extremely interesting and subtle aspect of the functionality defined by Table 3 is that it is independent of the welding process, i.e., deep penetration electron beam welding.
Hardness Measurements as Constraints on Temperature History Calculated by Inverse Modeling
The construction of Table 3 establishes a proof of concept for the existence of the process independent function HV 0,1 (T max ,T(t)). The existence of this functionality establishes a foundation for posing a significant question concerning the calculation of temperature histories by inverse modeling. To what extent can the function HV 0,1 (T max ,T(t)), having been determined for temperatures, alloy compositions and process parameters within a bounded range of values, be adopted as a global constraint for the self consistency of temperature histories calculated by inverse analysis of weld cross sections for different types of welding processes and process conditions? That is to say, a global constraint for welding processes other than those according to which the function HV 0,1 (T max ,T(t)) and its range of values have been determined.
An example of how a global constraint based on hardness could be applied in practice is as follows. We assume that a function HV 0,1 (T max ,T(t)) has been determined over a sufficiently wide range of values. We also assume that the construction of this function has evolved sufficiently through inverse analysis of a reasonably large number of different types of welds and welding processes and is therefore sufficiently accurate. Next, temperature histories are calculated by inverse analysis of weld cross sections for a given welding process, e.g., deep penetration or GMA, and values of the associated process parameters. We assume that these temperature histories have been determined by minimization of the objective function defined by Eq 5. These temperature histories imply a set of hardness values through the function HV 0,1 (T max ,T(t)) that can be compared to those hardness values that have been measured for the weld cross section subject to analysis. Accordingly, an objective function can be constructed that includes hardness measurements as constraint values. A reasonably general form for this objective function could be
w n HV 0;1 ðT max;n ; T n ðt; y n ; z n ÞÞ À ÀHV 0;1;n ðmeasuredÞ Á 2 ðEq 18Þ
where Z T is given by Eq 5, HV 0;1;n ðmeasuredÞ is the hardness measured at transverse location (y n ,z n ) and w n is the weight coefficient for the nth term.
Conclusions
An examination of the feasibility of constructing parameter spaces for process control and the prediction of weld properties from measurements of weld cross sections has been presented. Although hardness was considered for prototype analysis, the arguments presented are applicable to any measurable weld property that is a function of temperature history. The analysis presented considered quantitative prediction of hardness of aluminum alloys using temperature histories as input to direct model simulations. An important aspect of this consideration was to examine the relative convenience of direct modeling for quantitative prediction. The results of the analysis support the feasibility of constructing parameter spaces for process control and quantitative prediction of weld properties, based entirely on These values are presented as a function of temperature history, as indexed in Fig 3, and maximum temperature T max inverse analysis. This was demonstrated by the construction of Table 3 , which defines a functionality that is independent of the welding process. Although the construction of the hardness function defined by Table 3 is well defined, its use as a global constraint by minimization of the objective function defined by Eq 18 is presented at this stage strictly as a hypothesis requiring further investigation. The inverse analysis approach continues to appear more conveniently applicable for quantitative analysis in practice, in contract to approaches based on direct modeling.
