Abstract. This paper presents an elementary and direct proof of the Fundamental Theorem of Algebra, via Bolzano-Weierstrass Theorem on Minima, that avoids: every root extraction, angle, non-algebraic functions , differentiation, integration, series and arguments by induction.
some of these proofs include a proof by induction of the existence of every nth root, n ∈ N, of every complex number (see [8] , [12] , [15] and [16] ).
It is well known that all norms over C are equivalent and that C, equipped with any norm, is complete. In what follows it is considered the norm |z| 1 = |Re(z)| + |Im(z)|, z ∈ C. Given z, w ∈ C, it is easy to see that |z| 1 = |z| 1 and |z| 1 |w| 1 2 ≤ |zw| 1 ≤ |z| 1 |w| 1 .
Moreover, in what follows it will be needed the well known Binomial Formula (z + w) n = n j=0 n j
It is assumed, without proof, only:
• Polynomial continuity.
• Bolzano-Weierstrass Theorem: Any continuous function f : D → R, D a bounded and closed disc, has a minimum on D.
Right below, we show, for the case k even, k ≥ 2, a pair of inequalities that Estermann [5] proved for every k ∈ N \ {0}. The proof, via binomial formula, simplifies Estermann's proof, which uses root extraction and also induction. The case k odd can be proved similarly, if one wishes.
Proof. Since k = 2m and 2k = 4m, for some m ∈ N, applying the formulas
we end the proof by noticing that for every j ∈ N, 1 ≤ j ≤ k − 1, we have
Theorem. Let P be a complex polynomial, with degree(P ) = n ≥ 1.
Then, P has a zero.
Proof. Putting P (z) = a 0 + a 1 z + ... + a n z n , a j ∈ C, 0 ≤ j ≤ n, a n = 0, we have
Hence, P (z)P (z) → ∞ as |z| 1 → ∞ and, by continuity, P P has a global minimum at some z 0 ∈ C. We can clearly assume that z 0 = 0. Therefore,
and P (z) = P (0) + z k Q(z), for some k ∈ {1, ..., n}, where Q is a polynomial and Q(0) = 0. Substituting this equation, at z = rζ, where r ≥ 0 and ζ is arbitrary in C, in inequality (1), we arrive at
and, cancelling r k > 0, we find the inequality
whose left side is a continuous function of r, r ∈ [0, +∞). Thus, taking the limit as r → 0 we find,
Let α = P (0)Q(0) = a+ib, where a, b ∈ R. If k is odd then, substituting ζ = ±1 and ζ = ±i in (2), we reach a = 0 and b = 0. Hence α = 0 and then, P (0) = 0. Thus, the case k odd is proved. Next, let us suppose k even. Taking ζ = 1 in (2), we conclude that a ≥ 0. Picking ζ as in the lemma, let us write ζ k = x + iy, with x < 0 and y > 0. Substituting ζ k and ζ k = ζ k in (2) we arrive at Re[α(x ± iy)] = ax ∓ by ≥ 0. Hence ax ≥ 0 and (since x < 0) we conclude that a ≤ 0. So, a = 0. Therefore, we get ∓by ≥ 0. Hence, since y = 0, we conclude that b = 0. Hence α = 0 and then, P (0) = 0. Thus, the case k even is proved. The theorem is proved.
Remarks
(1) By equipping C with the usual norm |z| = √ zz, one can easily adapt the proof above to produce a "more familiar" and easier to follow proof of the FTA, at the cost of introducing the square root function in the proof. In such case, the inequality |P (z)| ≥ |a n ||z| n − n−1 j=0 |a j ||z| j implies that the function |P | has a global minimum at some z 0 ∈ C.
Then, supposing without loss of generality z 0 = 0, one can analize the inequality |P (z)| 2 − |P (0)| 2 ≥ 0 exactly as it was done above.
(2) The almost algebraic "Gauss' Second Proof" (see [7] ) of the FTA uses only that "every real polynomial of odd degree has a real zero" and the existence of a positive square root of every positive real number.
Nevertheless, this proof by Gauss is not elementary. 
Fixing ζ arbitrary in C, it is clear that there is a constant M = M (ζ) > 0 such that the following inequality is satisfied:
So, we conclude that −2Re P (0)ζ k Q(0) ≤ 0, with ζ arbitrary in C. Now, obviously, the proof continues as in the theorem proof. Lastly, given an arbitrary n ∈ N, n ≥ 2, let us pick z ∈ C such that z n = √ c. Therefore, we have that z 2n = c and, by the well known properties of the absolute value function over C, (|z| 2 ) n = |z 2n | = c.
The uniqueness of a positive nth root of c is trivial.
