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OPTIMAL TIME AVERAGES IN NON-AUTONOMOUS
NONLINEAR DYNAMICAL SYSTEMS
CHARLES R. DOERING AND ANDREW MCMILLAN
Abstract. The auxiliary function method allows computation of ex-
tremal long-time averages of functions of dynamical variables in au-
tonomous nonlinear ordinary differential equations via convex optimiza-
tion. For dynamical systems defined by autonomous polynomial vector
fields, it is operationally realized as a semidefinite program utilizing sum
of squares technology. In this contribution we review the method and
extend it for application to periodically driven non-autonomous non-
linear vector fields involving trigonometric functions of the dynamical
variables. The damped driven Duffing oscillator and periodically driven
pendulum are presented as examples to illustrate the auxiliary function
method’s utility.
1. Introduction
Dynamical systems governed by ordinary differential equations (ODEs)
can have complex global attractors containing complicated and chaotic so-
lutions. The primary interest in such cases is often on statistics of solutions,
e.g., long-time averages of functions of the dynamical variables. Averages
along trajectories generally depend on initial conditions and it is natural to
seek the largest or smallest such averages among all solutions, as well as the
extremal trajectories that realize them. Moreover, for various purposes—
including, notably, control of chaos [21, 10, 30]—it is valuable to know ex-
tremal trajectories regardless of their stability.
The brute-force approach to searching for extremal time averages is to
construct a large number of candidate trajectories which is ad hoc, computa-
tionally expensive, and operationally limited to sufficiently stable solutions.
An alternative approach that is broadly applicable and often more tractable
is to construct sharp a priori bounds on long-time averages via convex opti-
mization. In this paper we review a mathematical device that has come to
be known as the auxiliary function method [3, 5, 27] and its computational
implementation, and describe some new developments to generalize it appli-
cability. To illustrate the method’s utility we apply the tools to the damped
driven Duffing oscillator and periodically driven pendulum.
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2 C. R. DOERING AND A. MCMILLAN
To introduce the auxiliary function method we focus on determining up-
per bounds for time averages of functions of the dynamical variable for
autonomous ODEs; lower bounds are analogous. Consider x(t) ∈ Rd satis-
fying
(1.1)
dx
dt
= f(x)
for continuously differentiable vector fields f(x). When there is no confusion,
we will denote the vector components of x(t) and f(x) as xi(t) and fi(x),
respectively.
Given a quantity of interest Φ(x), define its long-time average along the
trajectory x(t) with x(0) = x0 by
(1.2) Φ(x0) = lim sup
T→∞
1
T
∫ T
0
Φ(x(t))dt.
The choice of Φ(x) is subject to the particular application in mind. Let
B ⊂ Rd be a compact invariant region in the phase space. In a dissipative
system B could be an absorbing compact set, or in a conservative system B
could be defined by constraints on dynamical invariants. We are interested in
the maximal long-time average among all trajectories (eventually) remaining
in B, i.e.,
(1.3) Φ
∗
= max
x0∈B
Φ(x0).
The fundamental questions are: what is the value of Φ
∗
and what trajectories
attain it?
Upper bounds on averages can be deduced using the fact that time deriva-
tives of bounded functions average to zero. This elementary observation
follows from the fact that for every V(x) ∈ C1(B)—the set of continuously
differentiable functions on B—we have
(1.4) 0 = lim sup
T→+∞
V(x(T )−V(x(0))
T
=
d
dt
V(x(·)) = f(x(·)) · ∇V(x(·)).
We hereafter refer such V(x) ∈ C1(B) as “auxiliary” functions. Note that
equation (4) holds for any auxiliary function so there is an infinite family of
functions with the same time average as Φ(x). In particular,
(1.5) Φ(x0) = [Φ + f · ∇V](x0).
For any auxiliary function one can obtain a trivial upper-bound on Φ(x0)
by bounding the right hand-side point-wise on B and susequently maximiz-
ing the left hand side over initial data x0:
(1.6) Φ
∗ ≤ max
x∈B
[Φ(x) + f(x) · ∇V(x)].
The best such a priori upper bound on Φ
∗
is then
(1.7) Φ
∗ ≤ inf
V∈C1(B)
max
x∈B
[Φ(x) + f(x) · ∇V(x)].
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The minimization over the right hand side of (7) is a convex optimization
in the auxiliary function V. Indeed, define the functional
(1.8) F(V) = max
x∈B
[Φ(x) + f(x) · ∇V(x))]
and insert a convex combination of auxiliary functions and apply the triangle
inequality to deduce
F(λV1 + (1− λ)V2) = max
x∈B
[Φ(x) + f(x) · ∇(λV1(x) + (1− λ)V2(x))]
= max
x∈B
[λ{Φ(x) + f(x) · ∇V1(x)}+ (1− λ)){Φ(x) + f(x) · ∇V2(x))}]
≤ λmax
x∈B
[Φ(x) + f(x) · ∇V1(x)] + (1− λ) max
x∈B
[Φ(x) + f(x) · ∇V2(x)]
= λF(V1) + (1− λ)F(V2).
The remarkable fact is that the inequality in (1.7) is actually an equality:
(1.9) Φ
∗
= inf
V∈C1(B)
max
x∈B
[Φ(x) + f(x) · ∇V(x)].
Details of the proof can be found elsewhere [27] but we sketch it here in four
lines for completeness:
max
x0∈B
Φ = max
µ∈Pr(B)
µ is invar.
∫
Φdµ
= sup
µ∈Pr(B)
inf
V∈C1(B)
∫
(Φ + f · ∇V)dµ
= inf
V∈C1(B)
sup
µ∈Pr(B)
∫
(Φ + f · ∇V)dµ
= inf
V∈C1(B)
max
x∈B
[Φ(x) + f(x) · ∇V(x)]
The key observations above are (i) that time averages can be realized as
phase space averages against invariant measures, (ii) maximizing over invari-
ant probability measures can be realized as a Lagrange multiplier problem
where
∫
f · ∇V dµ = 0 for all V ensures µ is invariant, (iii) swapping the
order of supremum and infimum can be performed due to standard abstract
min-max theorems, and (iv) the supµ∈Pr(B)
∫
(Φ + f · ∇V)dµ is realized by a
delta-mass located where Φ(x) + f(x) · ∇V(x) assumes its maximum.
Thus arbitrarily sharp bounds on the maximal long-time average are
available via convex optimization over auxiliary functions. Optimal or se-
quences of near-optimal V produce optimal or sequences of increasingly
near-optimal bounds. Moreover, if V ∈ C1(B) is an optimal auxiliary func-
tion, then it’s straightforward to see that the corresponding optimal trajec-
tory or trajectories reside in the subset of B where the continuous function
Φ(x) + f(x) · ∇V(x) = Φ∗. Likewise if V is just near-optimal, then cor-
responding near-optimal trajectories spend a significant fraction of time in
high altitude level sets of Φ(x) + f(x) · ∇V(x). Either way the auxiliary
function approach can be used to localize extremal trajectories in the phase
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space; see [27] for further details and an example application to the Lorenz
equations.
On the surface the minimization over auxiliary functions in (1.9) seems
computationally intractable, as the optimization must be performed over an
infinite dimensional function space. However, there are two key observations
to be made. The first is that (1.3) is equivalent to finding
(1.10)
min U
s.t. Φ(x) ≤ U , ∀x ∈ B.
and a sufficient condition for the constraint is that Φ(x) + f(x) ·∇V (x) ≤ U
for all x ∈ B because a global point-wise constraint obviously implies a
global average constraint. Therefore, (1.10) can be replaced with a mini-
mization subject to a point-wise non-negative constraint,
(1.11)
min U
s.t. U− Φ(x)− f(x) · ∇V(x) ≥ 0 , ∀x ∈ B.
As stated, the problem reduces to determining the non-negativity of a given
multivariate function. Unfortunately determining the non-negativity of mul-
tivariate functions is NP hard [20], but in section 2, we will formulate the
problem as a semidefinite program and perform suitable and somewhat nat-
ural relaxations to make the problem computationally accessible.
Meanwhile it is important to recognize that interest in extreme time av-
erages is not new. In the abstract dynamical systems community it goes
under the name “ergodic optimization” [12, 1] and was motivated in part by
conjectures late last century that many quantities of interest in applications
for chaotic dynamical systems are optimized, in a time averaged sense, on
(relatively) simple unstable periodic orbits [10]. Those conjectures, in turn,
underly “control of chaos” notions [21] that emerged earlier.
Rather than developing theoretical or quantitative computational tools
to evaluate extreme time averages, however, the ergodic optimization field
focused on more conceptual questions resulting in theorems such as that
every ergodic measure is the unique maximizing measure for some contin-
uous function. (In our setting this is the statement that for every initial
condition x0 ∈ B, Φ(x0) = Φ∗ for some continuous function Φ.) The er-
godic optimization community recognized the variational structure reflected
in (1.9) and—given complete knowledge of the flow map1—proposed a strat-
egy to produce a sequence of increasingly near-optimal auxiliary functions
[2]. In section 3 we offer an elementary example to explicate both the ideas
discussed in this section and those developed in the immediately following
section 2.
1The flow map takes x0 to x(t) along the ensuing trajectory for each time t > 0.
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2. Semidefinite Programming, Sum of Squares Technology, and
Polynomial Dynamics
2.1. Semidefinite Programming. Computing upper and lower bounds
on the quantity of interest, Φ, can be simplified to a convex optimization
problem over a finite dimensional vector space of polynomials in a Semidef-
inite Program (SDP) under suitable relaxations. In general, a SDP takes
C,Ai ∈ Rn×n and b ∈ Rm for i ∈ {1, 2, ..,m} as inputs with the goal of
determining
(2.1)
min
X∈Rn×n
〈C,X〉
s.t. 〈Ai, X〉 = bi for i ∈ {1, 2, ..,m} and X  0
where for two matrices B,D ∈ Rn×n, 〈B,D〉 = ∑ni=1∑nj=1 bi,jdi,j and X 
0 means X is positive semi-definite. Equation (2.1) is frequently called the
primal problem of a SDP which also has a dual problem of the form
max
y∈Rm
〈b, y〉
s.t. C 
m∑
i=1
yiAi
(2.2)
where P  Q means P −Q  0. If the solutions to both the primal and dual
problem are the same, then we say that the SDP has a dual gap of zero. See
[28] for a review of SDPs and their applications.
An important class of SDPs are polynomial optimization problems. In
particular, one is frequently interested in optimizing a multivariate poly-
nomial subject to a set of non-negative constraints. If the polynomial to
optimize is given to be p(x) such that gi(x) ≥ 0 for i ∈ {1, 2, ..,m} and
x ∈ Rd, the problem is of the form
(2.3)
min
x∈Rd
p(x)
s.t. gi(x) ≥ 0 for i ∈ {1, 2, ..,m}.
In the next Section 2.2 we will see how problems of the form (2.3) may
written as a SDP just as in (2.1). SDPs are now somewhat standard and
easily implementable as there are a wide array of various soft-wares to solve
well-posed problems of the form (2.1) and (2.2). One needs only a parser,
such as YALMIP, SOSTOOLS, or GloptiPoly, and a semi-definite program
solver, such as Mosek, SeDumi, or SCS. Many of these are implementable in
a standard Mathlab toolbox. Computations in this paper were performed
using Yalmip paired with Mosek.
2.2. Positivity of Polynomials.
2.2.1. Global Positivity. Differential equations for many applications are
purely polynomial in their arguments. That is, one is frequently interested
in x˙ = f(x) for fi(x) ∈ R[x], where R[x] is the vector space of all polyno-
mials over x. If fi(x) is polynomial and V(x) is restricted to R[x], then the
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constraint in (1.11) simplifies to determining whether a multi-variate polyno-
mial is non-negative. Even determining the non-negativity of a multivariate
polynomial is still NP hard, however, except for an extremely limited set
of examples such as uni-variate or quadratic polynomials [20]. The key ob-
servation is that determining the stronger condition that the polynomial
is a Sum of Squares (SOS) of polynomials is a problem can be solved in
polynomial time [23, 24].
Definition 2.1. A polynomial p(x) ∈ R[x] is a Sum of Squares if there is a
finite collection of polynomials pi(x) ∈ R[x] such that p(x) =
∑N
i=1 [pi(x)]
2.
We denote S[x] and Sd[x] as the cones of all SOS polynomials and all SOS
polynomials up to degree d, respectively.
This sum of squares condition is of course sufficient for the non-negativity
of a polynomial, and it is necessary if the polynomials in question are up to
quadratic [9], but in general being SOS is not equivalent to non-negativity.
Therefore, one might be concerned that the proposed strengthening, of going
from a non-negative polynomial to one with a SOS representation, has given
up too much. However, there is a wonderful result [16], which states that
SOS polynomials are dense in the space of non-negative, real polynomials
of arbitrary degree and of arbitrary dimension in the `1 norm of the poly-
nomial’s coefficients. There is quite a rich history in determining whether a
polynomial, or more generally a rational function, can be written as a SOS
or a sum of rational functions with square numerators and denominators
dating back to Hilbert’s 17th problem; see [19] for a historical review.
Fortunately for applications there is a simple yet computationally useful
result about representations of SOS polynomials:
Theorem 2.2. Given a multi-variate polynomial p(x) in n variables and
of degree 2d, p(x) is representable as a sum of squares if and only if there
exists a positive semi-definite and symmetric matrix Q such that
p(x) = z(x)TQz(x),
where z(x) = [1, x1, x2, .., xn, x1x2, .., x
d
n].
Proof. The “if” is evident. Conversely, suppose that p(x) has a sum of
squares representation. Then
p(x) =
n∑
i=1
qi(x)
2 =
n∑
i=1
(ai
T z(x))
2
=
n∑
i=1
(zT (x)ai)(ai
T z(x))
= zT (x)
( n∑
i=1
aiai
T
)
z(x) = zT (x)Qz(x)

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Therefore, determining whether an even degree, non-negative polynomial is
a SOS is equivalent to finding a positive semi-definite and symmetric matrix,
Q, such that
(2.4) p(x) = z(x)TQz(x) ≥ 0,
where z(x) is a suitable polynomial basis. We compute an example for
demonstration purposes: suppose we wish to represent f(x, y) = 2x4 +
5y4 + x2y2, a SOS polynomial, in the form of (2.4). Write
f(x, y) = 2x4 + 5y4 + x2y2 = [x2 y2 xy]T
q11 q12 q13q12 q22 q23
q13 q23 q33
 [x2 y2 xy]
= q11x
4 + q22y
4 + (q33 + 2q12)x
2y2 + 2q13x
3y + 2q23xy
3.
(2.5)
Equating coefficients we find
(2.6) q11 = 2 , q22 = 5, q33 + 2q12 = 1, q23 = 0 , q13 = 0
so that the matrix is positive semi-definite for −√10 ≤ q12 ≤ 12 with q33 =
1− 2q12.
2.2.2. Local Positivity. The SOS criterion in (2.4) is a global condition in-
sofar as it insists that our desired polynomial is non-negative for all x ∈ Rd.
But frequently one is satisfied with local positivity of a polynomial, and this
was the original formulation of the problem in (1.11). Due to the robustness
of characterizing regions in phase space with polynomials, we can restrict
our attention to locality constraints defined in terms of only polynomials.
Definition 2.3. A set K is called semi-algebraic if K is defined by finitely
many polynomial equalities or inequalities. A prototypical example of such
K is
(2.7) K := {x ∈ Rd | gi(x) ≤ 0 , hj(x) = 0 for i = 1, ...,m and j = 1, ..., n},
where gi(x), hj(x) ∈ R[x].
We now look to enforce equation (2.4) under the strengthened constraint
(2.8) p(x) = z(x)TQz(x) ≥ 0 , ∀x ∈ semi-algebraic set K.
One way of viewing the localized constraint of being within K is to say
that for all x ∈ K
n∑
j=1
hj(x)rj(x) = 0 , ∀rj(x) ∈ R[x] and
m∑
i=1
gi(x)si(x) ≤ 0 , ∀si(x) ∈ R+[x],
(2.9)
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where R+[x] is the positive cone in R[x]. This can be realized by writing
(2.8) as
(2.10)
Find r1, .., rn and s1, .., sm
s.t. p(x) +
n∑
i=1
hi(x)ri(x) +
m∑
j=1
gj(x)sj(x) ≥ 0
s1, .., sm ∈ S[x]
where we’ve replaced the positive cone condition with being representable
as a SOS. Equation (2.10) is frequently called the S-Procedure, where the
“S” comes from the SOS constraints on the si polynomials.
2.2.3. Sum of Squares in Dynamical Systems. Returning to (1.11), replacing
positivity of U−Φ(x)− f(x) · ∇V on all of Rd to SOS allows us to relax the
problem to
(2.11)
min U
s.t. U− Φ(x)− f(x) · ∇V(x) ∈ S[x].
Moreover, if we wish to ensure that the polynomial in question is only locally
positive on the compact set B ⊂ semi-algebraic set K defined as in (2.7), we
can augment equation (2.11) with
(2.12)
min U
s.t. U− Φ(x)− f(x) · ∇V(x) + . . .
· · ·+
m∑
i=1
hi(x)ri(x) +
n∑
j=1
gj(x)sj(x) ∈ S[x] and
s1(x), ..., sn(x) ∈ S[x].
A few key remarks are required here. The polynomials fi(x) are ex-
ogenously given as part of the dynamical system in question but there are
choices to be made for polynomials Φ(x) and V(x). Φ(x) is chosen according
to the particular application in mind. However, upon further inspecting the
programs from a computational perspective, it turns out that the resulting
U is generally very sensitive to the choice of V(x). In particular the degree
of V(x) is pertinent, and the reason is two fold.
Firstly, if the degree of V(x) is too small then the SOS constraint may
fail to be feasible even within a reasonable tolerance for numerical error.
Secondly, the resulting U may fail to be a sharp upper bound for Φ. The
restriction that V(x) is polynomial is completely absent in (1.10) as well as
(1.11), the original problem and its slight strengthening, so it is unreasonable
to expect that sharp bounds can be achieved by restricting to the space of
polynomials. Fortunately, though, there is the following result [15]:
Theorem 2.4. Suppose that K is a compact, semi-algebraic set defined in
terms of {gi}mi=1. Let s = maxi deg(gi), r = deg(U − Φ − f · ∇V) and Γd
denote the set of polynomials that are a weighted sum of the gi’s, where the
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weights are SOS polynomials of degree no more than r− s. If there exists L
such that L− ||x||2 ∈ Γd for some d, then
Φ
∗
= lim
d→∞
inf
U∈R
V ∈Rd[x]
{U |U− Φ(x)− f(x) · ∇V(x) ∈ Γd}.
Therefore, by taking the polynomial degree of our auxiliary function to
infinity we are guaranteed to achieve the sharp bounds of the theoretical
formalism in Section 1, i.e., in theory we have lost nothing in restricting V
to being polynomial. Coupled with Lassere’s density result [16] it is opera-
tionally reasonable to restrict our attention to polynomial auxiliary functions
as well as positive polynomials with a sum of squares representation.
In practice, one incrementally increases the allowed degree of V and the
bounds are declared sharp if increasing the degree only yields small (near nu-
merical precision) improvements in the bounds U. In practice sharp bounds
may be achieved for auxiliary functions of relatively small degree—say,
around degree 8 or 10—that are computationally accessible on a standard
laptop for systems with relatively low degrees of freedom.
3. A Simple Example
To illustrate the ideas introduced above in the context of a concrete ex-
ample, consider the one dimensional polynomial dynamical system
(3.1)
dx
dt
= x− x3 = f(x)
and quantity of interest
(3.2) Φ(x) = x2.
For our purposes (3.1) possesses three classes of solutions corresponding to
three classes of initial data:
x(t)→ −1 for −∞ < x0 < 0,
x(t)→ 0 for x0 = 0, and(3.3)
x(t)→ +1 for 0 > x0 >∞.
Therefore Φ(0) = 0 and Φ(x0) = 1 for all x0 6= 0 so that Φ∗ = 1. But how
might one discern this within the auxiliary function formulation?
In this example it is easy to divine an optimal polynomial auxiliary func-
tion, namely V (x) = 12x
2. Indeed,
Φ + fV ′ = x2 + (x− x3)x
= 2x2 − x4(3.4)
= 1− (x+ 1)2(x− 1)2.
That is, for this optimal auxiliary function Φ(x) + f(x)V ′(x) = Φ∗ − S(x)
where S(x) is a (sum of) square(s) of polynomials.
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Moreover, for this particular Φ(x) and optimal auxiliary function V (x),
the quantity Φ(x)+f(x)V ′(x) achieves its pointwise maximum Φ∗ precisely—
and only—at x = ±1, points that are both optimal initial conditions (but
not uniquely so—any x0 6= 0 is optimal) and optimal trajectories such that
every neighborhood thereof hosts every optimal trajectory 100% of the time
over the infinite time interval of averaging.
Given our quantitative analytical knowledge of the flow map for this sim-
ple example, however, by relaxing the polynomial restriction we can also
conceive a sequence of near-optimal auxiliary functions V ∈ C1(R) so that
that lim→0{Φ(x) + f(x)V ′ (x)} = Φ∗ for every x 6= 0. Indeed, for every
 > 0 define
(3.5) V(x) =
1
2
ln (x2 + )
so that
Φ(x) + f(x)V ′ (x) = x
2 +
(x− x3)x
x2 + 
=
(1 + )x2
x2 + 
.(3.6)
Then it is evident that V is an increasingly near-optimal sequence of aux-
iliary functions in the sense that inf>0 supx{Φ(x) + f(x)V ′ (x)} = Φ∗ and
furthermore, as advertised, lim→0{Φ(x)+f(x)V ′ (x)} = Φ∗ for every x 6= 0.
Note as well that Φ(x) + f(x) × [lim→0 V ′ (x)] = Φ∗ for every x 6= 0 even
though the limit of the sequence V, i.e., ln |x|, is not C1.
But even more is true about this sequence of auxiliary functions: for every
x ∈ R
(3.7) lim
→0
{Φ(x) + f(x)V ′ (x)} = Φ(x).
That is, Φ(x) + f(x)V ′ (x) is a sequence of functions such that its limit at
each point in the phase space yields the infinite time average of Φ(·) along
the trajectories passing through that point.
While this impressive feature of the sequence V(x) is apparent in this
simple example, such sequences of increasingly near-optimal auxiliary func-
tions V(x) also exist more generally for well behaved
dx
dt = f(x) defined
by sufficiently smooth vector fields f. If we could deduce these sequences
then we could bypass the dynamics altogether to estimate and evaluate long
time averages Φ(x) along all trajectories. But, alas, as of now construction
of such sequences requires explicit knowledge of the flow map—complete
access to all information about all trajectories [2, 1]—so this approach is
essentially tautological in an operational sense. In practice at the present
time we are limited to the variational methods described in section 2 to
effectively compute sequences of increasingly optimal auxiliary functions.
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4. Application to Non-Autonomous and Non-polynomial systems
The theoretical formalism and computational implementation via SDP
described in Sections 1 and 2 depend very much on, respectively, the au-
tonomous nature of the dynamics and the polynomial nature of the equations
of motion. But models in many applications involve non-autonomous, i.e.,
driven systems, and non-polynomial vector fields. Therefore, it is useful
to consider how broader classes of ODEs might be recast as autonomous
polynomial systems.
Periodically forced dynamics of the form
(4.1)
dx(t)
dt
= f(x, cos(ωt), sin(ωt))
with x = (x1, x2, ...., xd) are particularly interesting and ubiquitous. The
traditional way of “autonomizing” such systems—introduce a new coordi-
nate xd+1 = t and extend the system dimension from d to d + 1—has the
drawbacks, however, of introducing an unbounded dependent variable while
retaining non-polynomial dependence on it.
For our purposes these problems can be circumvented by introducing two
new dynamical variables satisfying the polynomial sub-system
(4.2)
dxd+1
dt
= −ωxd+2 + (1− x2d+1 − x2d+2)xd+1
dxd+2
dt
= ωxd+1 + (1− x2d+1 − x2d+2)xd+2.
After a uniform-in-initial-condition exponentially decaying transient, xd+1 =
cos(ωt+ φ) and xd+2 = sin(ωt+ φ) with arbitrary phase φ. Insofar as we’re
ultimately interested in extreme long time behavior among all initial data,
however, the phase is irrelevant: φ 6= 0 corresponds to a translation of the
time origin which can be absorbed into a shift in initial conditions.
Note as well that xd+1 = xd+2 ≡ 0 is another solution of (4.2) that will
naturally be included the maximization or minimization of Φ(x0) over all
initial conditions. In practice appearance of this “spurious” solution may be
obviated theoretically by adding appropriate multiples of x2d+1 and/or x
2
d+2
to Φ, or computationally by implementing the S-procedure.
This approach can also be used to formulate equivalent autonomous poly-
nomial dynamics for both quasiperiodic and substantially more complex
2pi
ω -periodic time dependences in the vector field. Employing a new pair
of dynamical variables like those in (4.2) for each independent frequency
allows for quasiperiodic time dependence, at least for quasiperiodicity in-
volving only a finite number of independent frequencies. Other 2piω -periodic
time functions can be expressed as finite linear combinations of cos(nωt)
and sin(nωt), each of which in turn is a finite polynomial combination of
cos(ωt) and sin(ωt). The overall order of the dynamical system necessarily
increases but autonomous polynomial dynamics are still sufficient to capture
the systems’ dynamics.
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A broad class of autonomous vector fields with trigonometric variable
dependence can similarly be handled similarly [22]. Consider, for example,
vector fields f(x) where the components f1, . . . , fd depend polynomially on
xj for j 6= i and on xi via cosxi and/or sinxi but not on xi itself, i.e.,
(4.3) fj = fj(x1, . . . , xi−1, cosxi, sinxi, xi+1, . . . , xd) for each j = 1, . . . , d.
For notational simplicity let us denote the “angular” variable xi(t) = θ(t)
and the corresponding component of the vector field
(4.4) fi = Ω(x1, . . . , . . . , xi−1, cos θ, sin θ, xi−1, . . . , xd).
Then augment the system with two new variables evolving according to
dxd+1
dt
= −Ωxd+2 + (1− x2d+1 − x2d+2)xd+1
dxd+2
dt
= Ωxd+1 + (1− x2d+1 − x2d+2)xd+2.
(4.5)
After transients,
xd+1(t) = cos
(∫ t
0
Ω ds+ θ0
)
and
xd+2 = sin
(∫ t
0
Ω ds+ θ0
)(4.6)
where θ0 is determined by initial data.
The claim now is that solutions of the original d-dimensional system
(4.7)
dxk
dt
= fk(x1, . . . , xi−1, cosxi, sinxi, xi+1, . . . , xd) for k = 1, . . . , d
are in 1-to-1 correspondence with solutions of the (d+1)-dimensional system
consisting of (4.5) and the remaining d− 1 differential equations
dxj
dt
= fj(x1, . . . , xi−1, xd+1, xd+2, xi+1, . . . , xd)
for j = 1, . . . , i− 1, i+ 1, . . . , d.
(4.8)
The new system does not involve the original xi variable which evolves
passively via dxi/dt = Ω(x1, . . . , xi−1, xd+1, xd+2, xi+1, . . . , xd), the right
hand side of which does not depend on xi. Variation in the arbitrary phase
θ0 in (4.6) corresponds to a translation of the initial condition for the elimi-
nated xi variable, and this does not matter when we are concerned with func-
tions of interest Φ that only depend on x1, . . . , xi−1, xd+1, xd+2, xi+1, . . . , xd
extremized over trajectories.
We remark that the (1−x2d+1−x2d+2)xd+1 and (1−x2d+1−x2d+2)xd+1 terms
in both (4.2) and (4.5), enforcing amplitude constraints, may be dropped
and replaced with the S-procedure to constrain xd+1 and xd+2 to circles in
their subspace of the phase space. In the following subsections we illus-
trate these approaches and their robustness by converting the periodically
forced Duffing equation and the damped-driven pendulum into autonomous
polynomial form and applying the SOS/SDP technologies.
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4.1. The Periodically Driven Duffing Equation. The damped driven
Duffing system is the non-autonomous second order nonlinear ODE
(4.9) x¨+ δx˙+ αx+ βx3 = F cos(ωt).
It has received widespread attention for its various engineering applications,
as a simple paradigmatic model that displays dynamical hysteresis, and for
exhibiting chaotic behavior [14].
The Harmonic Balance method produces 2piω -periodic approximate solu-
tions via insertion of ansatz
(4.10) x(t) = A cos(ωt) +B sin(ωt).
into (4.9) and projecting onto cos(ωt) and sin(ωt). Harmonic Balance yields
an implicit prediction for the frequency response curve in the form
(4.11)
[(
ω2 − α− 3
4
βR2
)2
+ (δω)2
]
R2 − F 2 = 0
where R =
√
A2 +B2. For fixed parameters α, β, F , and δ, one can solve
for the roots (4.11) to deduce the oscillation amplitude R.
When α > 0 and β > 0 or β < 0 we say that the nonlinearly perturbed
oscillator has been “stiffened” or “softened” and the frequency response
curve tilts to the right or to the left respectively; see Figure 1.
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Figure 1. Harmonic Balance approximate mean amplitude
R =
√
A2 +B2 vs. driving frequency ω with δ = .1, α = 1,
F = 1, and β = .04, .06, .09.
A natural question is to ask how well the Harmonic Balance method
approximates true solutions of (4.9). In particular, we can compare its
predictions with independent approaches to recover the frequency response
curves like those in Figure 1. In the following we employ the auxiliary
function method implemented in an SDP via SOS techniques.
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The Duffing equation (4.9) is not of the form (1.1) so we proceed by
augmenting it with two additional variables to make the system autonomous.
It is then realized as the 4-dimensional first order system
x˙ = y
y˙ = z2 − δy − αx− βx3
z˙1 = ωz2
z˙2 = −ωz1,
(4.12)
where the amplitudes of z1 and z2 will be enforced by the S-procedure so
that z1 = F sin(ωt+ φ) and z2 = F cos(ωt+ φ) with phase φ determined by
initial conditions but which is irrelevant for long time averages.
When the function to be maximized is
(4.13) Φ(x, y, z1, z2) = x
2,
the relevant SDP is
(4.14)
min U
s.t. U− x2 − f(x, y, z1, z2) · ∇V + . . .
· · ·+ S(x, y, z1, z2)(F 2 − z12 − z22) ∈ S[x, y, z1, z2]
S ∈ S[x, y, z1, z2].
We now systematically increase the polynomial degrees of both V and S
until sharp bounds are achieved. (Lower bounds on x2 can be computed
by negating Φ, performing the SDP, and taking the absolute value of the
resulting U.)
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Figure 2. Harmonic Balance approximate mean amplitude,√
2x2, and upper and lower bounds on the solutions’ mean
amplitude vs. driving frequency ω with δ = .1, α = 1, β =
.04, and F = 1 for a degree 10 polynomial auxiliary function.
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The Harmonic Balance approximation of the mean amplitude agrees re-
markably well with the upper and lower bounds on the true solution’s mean
amplitude; see Figure 2. The differences between the upper and lower
bounds plotted in Figure 3 suggest that they agree (to computational pre-
cision) for points on the frequency response curve that are single valued
when the degree of the auxiliary function is sufficiently high. Not un-
expectedly, there is an order 1 difference between the bounds when the
curve is multi-valued. We conclude that for this sort of small amplitude
forcing and weak nonlinearity, the Harmonic Balance approximation does
exceptionally well quantitatively approximating the true solution’s mean
amplitude—even though the forcing and nonlinearity are strong enough to
induce multi-stability and hysteresis.
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Figure 3. Difference between the upper and lower bounds
on the solution’s mean amplitude vs. driving frequency for
degree 4, 6, 8 and 10 polynomial auxiliary functions.
It is worthwhile remarking that if we consider the degree of the auxiliary
functions as a parameter then there seem to be ω-dependent thresholds in
the parameter space for which the degree 6 bounds become sharp. In this
example a transition occurs at ω ≈ .7 which, to our knowledge, is no par-
ticularly special frequency value. It suggests that exact extreme orbits live
in semi-algebraic sets, Φ
∗
= Φ(x) + f(x) · ∇V (x) for polynomial optimal V ,
whose complexity (degrees) change discontinuously with the system param-
eters. Under what conditions we might expect such transitions to occur,
especially with a smoothly varying parameter such as ω, is an question for
research in its own right.
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4.2. The Damped Periodically Driven Pendulum. Consider a damped
and periodically driven pendulum dynamics defined by the non-polynomial
and non-autonomous 2nd order ODE
(4.15) θ¨ + γθ˙ + sin(θ) = F cos(ωt).
For weak forcing, the sinusoidal non-linearity may be modeled by expand-
ing the sin(θ) term in a Taylor series, and we employ a procedure similar
to that of the Duffing example here to test the validity of the Harmonic
Balance approximation. We expect the two term expansion of the sin(θ)
term—that results in a Duffing equation—to perform poorly, however, for
moderately large forcing amplitude. Hence, we expand the sin(θ) term in
a Taylor Series to 7th order and employ (4.10) to obtain an approximate
frequency response curve. The result is
(4.16)
R2(R6 + 1152R2 − 48R4 − 9216)2
84934656
+R2ω4
+
R2(R6 + 4608(γ2 − 2) + 1152R2 − 48R4)ω2
4608
− F 2 = 0,
where R =
√
A2 +B2. The calculation is tedious and purely algebraic, but
plots of R vs. ω for several forcing amplitudes are shown in Figure 4.
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Figure 4. Plot of the Harmonic Balance approximate mean
amplitude vs. ω with γ = .1 and F = 0.10, 0.15 and 0.20.
In this example we will seek to compare the mean mechanical energy
E = 12(θ˙)
2−cos(θ) from the Harmonic Balance approximation with auxiliary
function bounds on solutions to (4.15). But as written, (4.15) is neither
polynomial nor autonomous which prevents immediate implementation of
the polynomial optimization via an SDP.
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Augmenting the system with four additional variables, however, we may
re-write equation (4.15) as the 4-dimensional first order polynomial system
φ˙ = z1 − γφ− ψ1
ψ˙1 = φψ2
ψ˙2 = −φψ1
z˙1 = ωz2
z˙2 = −ωz1.
(4.17)
The quantity of interest to extremize is the total energy plus z21 given by
(4.18) E + z21 =
1
2
(θ˙)2 − cos(θ) + z21 =
1
2
(φ)2 − ψ2 + (z1)2 = Φ.
The z21 makes the SDP more computationally tractable and, because z
2
1 =
1
2 ,
we can interpret the upper-bound and lower bounds on the mean energy as
a 12 shift down and up, respectively. Letting x = [φ, ψ1, ψ2, z1, z2], the semi-
definite program for upper bounds becomes
(4.19)
min U
s.t. U− Φ(x)− f(x) · ∇V(x) + C1(x) + C2(x) ∈ S(x)
S1, S2 ∈ S(x),
where C1(x) = S1(x)(F
2 − z12 − z22) and C2(x) = S2(x)(12 − ψ12 − ψ22).
Lower bounds on Φ are computed just as in the Duffing setting.
Figure 5. Plot of the bounds and Harmonic Balance ap-
proximate total mean energy vs. driving frequency, ω, with
γ = .1, F = 0.10 and degree 6 polynomial auxiliary functions.
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Performing the SDP in (4.19), we find that the auxiliary function method’s
lower bound on the mean energy and the harmonic balance approximation
to the mean energy can agree quite nicely—for sufficiently weak forcing.
See Figure 5. As the forcing amplitude increases, however, the Harmonic
Balance approximation is bound to fail.
On the other hand the upper bound in Figure 5 clearly does not cor-
respond to the Harmonic Balance approximations we found. Indeed, the
upper bound with Φ
∗ ≈ 1.5 in Figure 5 suggests that there is a solution that
spends most of the time oscillating weakly around θ = pi as illustrated in
Figure 6. Due to its dynamical instability, however, one would never expect
to discover it via direct numerical simulation.
 
 
!=# 
Figure 6. A potentially unstable solution ocillating about
a neighborhood of θ = pi.
With this interpretation in mind, we can make the linear change of vari-
ables such that θ′ = pi − θ. Then when θ has low potential energy θ′ has
high potential energy and vice versa. Figure 7 is the Harmonic Balance ap-
proximation with the Taylor expansion performed about θ = pi, the analog
of Figure 4. Meanwhile Figure 8 shows that the harmonic balance approxi-
mation of the high potential solution’s total mean energy agrees quite well
with the auxiliary function upper bound on the true solution’s total mean
energy.
This example illustrates one of the operational “quirks” of the auxiliary
function method: it produces upper bounds or lower bounds on the chosen Φ
across all potential initial conditions including those that breed not readily
observed unstable solutions. Of course the knowledge of the existence of such
unstable solutions is frequently a concern—it is certainly the central concern
for control-of-chaos applications—but if one is interested in estimates of long
time averages of Φ on particular solutions (or branches of solutions) there is
currently no supplementary procedure that one can employ to ensure that
the bounds computed correspond with specific trajectories.
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Figure 7. Harmonic Balance approximate mean amplitude
about θ = pi vs. driving frequency ω with γ = .1 and F =
0.10, 0.15 and 0.20.
Figure 8. Plot of the bounds and Harmonic Balance ap-
proximation (about θ = pi) of Φ vs. driving frequency ω with
γ = .1, F = 0.20 and degree 6 polynomial auxiliary functions.
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5. Summary & Discussion
There are several key remarks to be made regarding both what we’ve done
and future directions. First is that we’ve displayed the robustness of the aux-
iliary function and SOS-SDP technologies to handle both non-autonomous
and (certain forms of) trigonometric dependence in non-linear ODEs. Such
systems are ubiquitious in applications and as canonical case studies. Sec-
ond, we note that the SOS technology is computationally tractable even for
much larger ODE systems that we considered here. The plots for this paper
were produced on a standard laptop, and the procedure of augmenting a
dynamical system with additional polynomial degrees of freedom appears
robust. Additionally, we observe that sharp—within computer precision—
bounds are often recovered for polynomial auxiliary functions of reasonably
restricted degree. This appears to be the case not only in this work, but
also various others [3, 5], so the SDP algorithm is able to concentrate the
relative coefficients on potentially severely truncated polynomials for which
sharp bounds are guaranteed.
We can clearly see areas of ongoing research for which this technology is
broadly applicable. Many such problems can directly be cast in the light
of the auxiliary function method and have been inaccessible until due to
both theoretical and computational limitations. There are a variety applied
science and engineering application where moderately low dimensional ODE
systems serve as central models for both conceptual and design purposes.
These include energy harvesting [18, 29] where the challenge is to optimally
extract power from vibrations of a continuously stimulated mechanical body
where mathematical models often consist of periodically driven nonlinear os-
cillators [4]. Another area is the periodic operation of chemical and biochem-
ical reactors [25] where the task is to optimize the time-average production
of certain byproducts. Mass action and related kinetic models often consist
of ODEs with polynomial vector fields. Circadian [7, 13] or seasonally forced
[8, 26] models in biology, ecology and epidemiology are often described by
such periodically driven ODEs with polynomial vector fields as well.
Finally, we recognize the frontier for application of the auxiliary func-
tion approach and related numerical methods to systems described by par-
tial differential equations (PDEs). Of course PDEs are often approximated
by finite—albeit sometimes very large—systems of ODEs, but fundamental
mathematical and computational questions remain for future research.
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