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Referat
Die Interaktion mit Softwarevisualisierungen liefert im Zusammenspiel mit der Darstellung
den entscheidenden Beitrag beim Erlangen von Verständnis über die zugrundeliegenden Soft-
waresysteme und den damit verbundenen Prozessen. Denn erst durch die zielgerichtete Mani-
pulation der Darstellung kann der Nutzer die notwendigen Erkenntnisse zur Bearbeitung seiner
Aufgaben erzielen. Die im Kontext dieser Interaktion stattndende Perzeption und Kognition
stellen allerdings hohe Anforderungen an den Nutzer. Entsprechend anspruchsvoll ist es, die
Softwarevisualisierung so zu gestalten, dass der Nutzer sie trotz der hohen Anforderungen
akzeptiert. Dies ist auch ein Grund für die geringe Verbreitung von Softwarevisualisierungen
im praktischen Einsatz. Um dieses Ziel zu erreichen, bedarf es der Evaluation der Interaktion
hinsichtlich der Nutzerakzeptanz, was als Forschungsthema in dieser Kombination bislang nur
unzureichend bearbeitet wurde. Diese Arbeit liefert sowohl einen Beitrag zur Schlieÿung dieser
Forschungslücke als auch zur Schlieÿung der Lücke zwischen wissenschaftlicher Erforschung
und dem praktischen Einsatz von Softwarevisualisierungen. Mittels einer Literaturrecherche
wird dazu ein wissenschaftliches Modell der Interaktion mit Softwarevisualisierungen abge-
leitet, welches die Nutzerakzeptanz ins Zentrum der Betrachtung stellt. Darauf aufbauend
wird ein Vorgehensmodell zur Evaluation der Nutzerakzeptanz vorgestellt, welches den ak-
tuellen Stand der Forschung zur Evaluation von Softwarevisualisierungen berücksichtigt. Die
im Rahmen der vorliegenden Arbeit durchgeführte Studienreihe demonstriert die Anwen-
dung dieses Vorgehensmodells am Szenario der Abhängigkeitsanalyse der Strukturelemente
eines Softwaresystems. Im Zentrum der Untersuchung stehen die Interaktionsmöglichkeiten
zur Darstellung von Beziehungen und zur Navigation innerhalb der Darstellung, welche mit-
tels prototypischer Implementierungen in einer exibel erweiterbaren Benutzungsschnittstelle
realisiert werden. In den vier Studien der Reihe werden sowohl qualitative als auch quantitative
Methoden eingesetzt, um die Nutzerakzeptanz bei der Interaktion mit zwei- und dreidimensio-
nalen Softwarevisualisierungen zu evaluieren, womit auch ein Beitrag zur Wissensbasis über
den praktischen Einsatz von Softwarevisualisierungen erzeugt wird.
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Der wachsende Umfang und die steigende Komplexität von Softwaresystemen und den damit
verbundenen Software-Engineering-Prozessen (englisch software engineering processes) bilden
zusammen eine der zentralen Herausforderungen in Wirtschaft und Verwaltung. Aktivitäten
wie der Entwurf und die Implementierung von Softwaresystemen, aber auch die Fehleranalyse
und die Anforderungsermittlung sowie das Projektmanagement, erzeugen und verarbeiten da-
bei eine Vielzahl unterschiedlicher Artefakte (Bourque and Fairley, 2014). Diese umfangreiche
heterogene Datenbasis ist die Grundlage der Bearbeitung sehr spezischer Aufgaben durch
verschiedene Rollen innerhalb der Prozesse. Den Komplex aus Artefakten, Aufgaben und
Rollen zu beherrschen, hat auch entscheidenden Einuss auf den Erfolg der Softwaresysteme.
Dafür werden bereits Werkzeuge wie integrierte Entwicklungsumgebungen, Programmierpa-
radigmen wie Objektorientierung und Entwicklungsmethoden wie testgetriebene Entwicklung
eingesetzt, um den Aufwand zu reduzieren und die Eektivität zu erhöhen.
Softwarevisualisierungen, also die Visualisierung von Artefakten der Software und ihrem Ent-
wicklungsprozess (Diehl, 2007), stellen einen weiteren Ansatz dar, den Herausforderungen
umfangreicher und komplexer Softwaresysteme zu begegnen. Durch die Erzeugung von inter-
aktiven, animierten, aufgaben- und rollenspezischen Sichten auf Teilmengen der Datenbasis
können entscheidende Erkenntnisse für die Bearbeitung von anspruchsvollen Aufgaben gelie-
fert werden. Die tiefe Analyse von umfangreichen Datenmengen mittels einer Softwarevisua-
lisierung ermöglicht es dem Nutzer, ein Verständnis über die Zusammenhänge zu bilden, die
er andernfalls nur mit erheblich gröÿerem Aufwand unter Einsatz mehrerer Werkzeuge und
verschiedener Datenquellen erreichen kann. Das erlangte Verständnis bildet anschlieÿend die
Grundlage für Erkenntnisse zum Anpassungsbedarf und dient gleichzeitig auch für Entschei-
dungsvorlagen sowie der Kommunikation, um die Entscheidungen zu begründen.
Softwarevisualisierungen selbst sind anspruchsvolle Werkzeuge, da das Arbeiten mit ihnen weit
über ein einfaches Sortieren und Ablesen von Werten aus einem Balkendiagramm hinausgeht.
Die verarbeiteten, grasch dargestellten Daten stellen hohe Ansprüche an die Perzeption und
die Kognition des Nutzers sowie dessen Interaktion zur Manipulation der Darstellung im Kon-
text seiner spezischen, komplexen Aufgaben. Dies gilt umso mehr, wenn die Visualisierung
dreidimensionale Darstellungen nutzt oder eine Variante der virtuellen Realität einsetzt. Mit
1
diesem Hintergrund lässt sich teilweise die nach wie vor geringe Verbreitung in der Praxis
begründen, obwohl das Potenzial von Softwarevisualisierungen als vielversprechend angese-
hen wird (Reiss, 2005). Die Schwierigkeit besteht darin, die komplexen Visualisierungen an
die aktuellen, realen Bedürfnisse der Nutzer anzupassen und so eine ausreichend hohe Akzep-
tanz zu schaen. Aufgrund der Menge an bereits etablierten Werkzeugen, Paradigmen und
Methoden ist speziell im Software-Engineering zu erwarten, dass die Akzeptanzschwelle rela-
tiv hoch liegt. Somit sind auch Widerstände menschlicher und organisatorischer Art bei der
Einführung neuer Werkzeuge und Methoden sehr wahrscheinlich, was einer Verbreitung von
Softwarevisualisierungen in der Praxis entgegen wirkt. Um den Nutzer zu überzeugen, muss
er selbst zu der Einsicht gelangen, dass er seine konkreten Aufgaben eektiver und ezien-
ter mit einer Softwarevisualisierung erledigen kann als mit einer Kombination ihm vertrauter
Werkzeuge. Einen Beleg, dass dies grundsätzlich möglich ist, liefern Wettel et al. (2011) in
einer vergleichenden Studie zwischen einer dreidimensionalen Stadt-Visualisierung der Struk-
turinformationen von Software und einer Kombination aus Eclipse und Excel.
Für den Einsatz von Softwarevisualisierungen in der Praxis ist es also von entscheidender
Bedeutung, die Gründe für die Akzeptanz beziehungsweise die Ablehnung des Nutzers zu
identizieren. Erschwert wird dies zum einen durch den hohen Aufwand für die Entwicklung
und Anpassung von Softwarevisualisierungen an die jeweiligen Erfordernisse des Nutzers und
zum anderen durch das anspruchsvolle Arbeiten mit ihnen. Entsprechend schwierig gestal-
tet sich zudem die Evaluation von Softwarevisualisierungen, was auch die tangierten For-
schungsgebiete verdeutlichen. Computergrak, Software-Engineering, Kognitionspsychologie
und Mensch-Computer-Interaktion bilden in Kombination ein eigenes Forschungsgebiet der
Softwarevisualisierung mit umfangreichen Gestaltungsmöglichkeiten (Marcus et al., 2005).
Die nötige empirische Evaluation stellt somit hohe Ansprüche an die Planung, Durchfüh-
rung und Auswertung. Aufgrund der geringen Verbreitung kann die Evaluation zudem nur
schwer unter realen Bedingungen in der Praxis erfolgen. Die Sammlung von Erkenntnissen
zur Nutzerakzeptanz ist jedoch gleichzeitig der Schlüssel zur weiteren Verbreitung von Soft-
warevisualisierungen in Wirtschaft und Verwaltung.
1.2 Forschungslücke
Für die Evaluation der Nutzerakzeptanz eignet sich zunächst die Betrachtung von Softwa-
revisualisierungen als Kombination aus den Teilkomplexen Darstellung und Interaktion. Die
Darstellung deniert auf der einen Seite, welche Bestandteile der Datengrundlage in welcher
2
Form auf den verfügbaren Ausgabegeräten angezeigt werden. Auf der anderen Seite deniert
die Interaktion, welche Manipulation der Darstellung sich im jeweiligen Zustand mit den
Aktionen des Nutzers mittels der Eingabgeräte ausführen lassen. Interaktion benötigt somit
immer die Darstellung als Grundlage und die Darstellung ohne Möglichkeiten zur Interakti-
on erlaubt dem Nutzer auch nur die Erkenntnisse zu erlangen, für die er die Visualisierung
ausschlieÿlich betrachten muss. Doch selbst bei der bloÿen Betrachtung ndet eine Form der
Interaktion statt, da der Nutzer zumeist mehrere Blickwinkel zur Betrachtung einnimmt oder
sich auf bestimmte für ihn interessante Ausschnitte konzentriert. Aufgrund des Umfangs der
Datengrundlage können jedoch die Erkenntnisse zur Bearbeitung der Aufgaben, die mit Soft-
warevisualisierungen unterstützt werden sollen, in der Regel nicht einfach abgelesen werden.
Stattdessen bedarf es einer Kombination aus Wahrnehmung und Manipulation der Darstellung
(Spence, 2007, S.6). Somit lässt sich die folgende These formulieren:
Die Darstellung, die Interaktion sowie ihr Zusammenspiel sind entscheidend für die
Nutzerakzeptanz von Softwarevisualisierungen.
Gemäÿ dieser These ist es zumindest erstaunlich, dass sich ein Groÿteil der Forschung zu
Softwarevisualisierungen, aber auch zu Visualisierungen allgemein, fast ausschlieÿlich mit der
Darstellung beschäftigt. Eine im September 2018 durchgeführte Literaturrecherche ergab kei-
ne einzige Veröentlichung mit dem Fokus auf Interaktion mit Softwarevisualisierungen. Dazu
wurden die beiden groÿen digitalen Datenbanken IEEE Xplore1 und ACM 2 durchsucht, die
auch die Veröentlichungen der beiden Konferenzreihen zur Softwarevisualisierung, VISSOFT
und SOFTVIS, enthalten. Auf Basis der verwendeten Suchstrings Software Visualization In-
teract* (IEEE Xplore) beziehungsweise Software Visualization Interact* (ACM ) für den
Titel ergaben sich in Summe 37 Treer. Nach Sichtung der 37 Abstracts konnte kein einziger
Beitrag mit dem Fokus auf Interaktion mit Softwarevisualisierungen identiziert werden. Die
Recherche von Veröentlichungen zur Interaktion mit Informationsvisualisierungen, zu de-
nen auch die Softwarevisualisierungen zählen, ergab in Summe 234 Treer. Dafür wurden die
Suchstrings Information Visualization Interact* (IEEE Xplore) beziehungsweise Information
Visualization Interact* (ACM ) verwendet. Nach der Sichtung der Abstracts blieben zehn
Veröentlichungen mit dem Fokus auf Interaktion übrig, welche im Rahmen dieser Arbeit an




Die Literaturrecherche verdeutlicht die bestehende Forschungslücke zur Interaktion mit Soft-
warevisualisierungen und ihren Einuss auf die Akzeptanz der Nutzer. Dieses Missverhältnis
hat trotz einer Reihe von Appellen weiterhin Bestand (Munzner, 2009; Lam, 2008; Yi et al.,
2007) und kann somit als weiterer Grund für die geringe Verbreitung von Softwarevisualie-
rungen in der Praxis gesehen werden.
1.3 Forschungsfrage und Ziele
Aus der aufgezeigten Forschungslücke und der aufgestellten These ergibt sich die folgende für
die Arbeit formulierte Forschungsfrage:
Wie sollte die Interaktion mit Softwarevisualisierungen gestaltet und evaluiert wer-
den, damit Erkenntnisse zur Erhöhung der Nutzerakzeptanz systematisch ermittelt
werden können?
Mit der Untersuchung dieser Fragestellung soll ein Beitrag zur Schlieÿung der Lücke zwischen
wissenschaftlicher Erforschung von Softwarevisualisierungen und ihrem praktischen Einsatz
geliefert werden. Dazu stellt sich zunächst die Teilfrage, welches Modell die Interaktion mit
Softwarevisualisierungen aus Sicht der Nutzerakzeptanz beschreiben kann. Dazu wird ein Mo-
dell auf Basis der theoretischen Grundlagen abgeleitet, was das erste Ergebnisartefakt dieser
Arbeit darstellt.
Aufbauend auf diesem Modell soll die zweite Teilfrage klären, wie das Vorgehen bei der Eva-
luation gestaltet sein muss, um Erkenntnisse zur Verbesserung der Nutzerakzeptanz ermitteln
zu können. Dazu werden die Herausforderungen der Evaluation mit Visualisierungen anhand
bisheriger Veröentlichungen zusammengefasst und mit dem zuvor eingeführten Modell der In-
teraktion mit Softwarevisualisierung verbunden. Anschlieÿend werden daraus die Eigenschaf-
ten der Evaluation abgeleitet, das Vorgehen deniert und die damit erzielbaren Ergebnisse
aufgezeigt. Dieses Vorgehensmodell zur Evaluation der Interaktion von Softwarevisualisierung
stellt das zweite Ergebnisartefakt der Arbeit dar.
Die letzte Teilfrage klärt anschlieÿend, wie dieses Vorgehensmodell in einem konkreten An-
wendungsszenario für Softwarevisualisierungen angewendet werden kann und welche Erkennt-
nisse damit ermittelt werden können. Dazu werden eine Reihe von Studien entsprechend dem
denierten Vorgehen geplant, durchgeführt und ausgewertet sowie im Kontext der Nutzerak-
zeptanz und dem dafür vorgestellten Modell der Interaktion mit Softwarevisualisierungen
diskutiert. Dabei kommen verschiedene qualitative und quantitative Evaluationsmethoden
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zum Einsatz sowie ein iteratives Vorgehen auf Basis von Prototyping (Naumann and Jenkins,
1982). Diese Studienreihe bildet als Beleg für die Anwendbarkeit des Vorgehensmodells und
des Modells der Interaktion mit Softwarevisualisierungen das dritte Ergebnisartefakt dieser
Arbeit.
1.4 Einordnung und Abgrenzung
Diese Arbeit ordnet sich im Forschungsgebiet der Softwarevisualisierung mit dem Schwerpunkt
des Teilkomplexes der Interaktion ein. Sie befasst sich im Speziellen mit der Evaluation der
Nutzerakzeptanz bei der Mensch-Computer-Interaktion mit Softwarevisualisierungen. Dabei
wird nicht ausgeschlossen, dass die Ergebnisartefakte oder Teile dieser auch für die Interaktion
mit Visualisierungen allgemein genutzt oder adaptiert werden können. Der Teilkomplex der
Darstellung von Visualisierungen wird dabei nur insofern behandelt, als bereits etablierte Ver-
treter für die Untersuchung genutzt, erweitert und angepasst werden. Ausführliche Betrach-
tungen, insbesondere zu den in dieser Arbeit verwendeten dreidimensionalen Darstellungen
von Softwarevisualisierungen und deren Evaluationsmöglichkeiten, liefern die Arbeiten von
Müller (2015) und Baum (2015). Vom Nutzer initiierte Animationen, bei der die Darstellung
im Zeitverlauf kontinuierlich verändert wird, werden in dieser Arbeit der Interaktion unter-
geordnet. So wird beispielsweise das kontinuierliche Zoomen auf einen Punkt in Folge der
Bewegung des Mausrads als kontinuierliche Interaktion des Nutzers mit der Visualisierung
zur Veränderung der Darstellung angesehen. Nicht vom Nutzer initiierte Animationen, wie
etwa ein kontinuierliches Blinken einzelner Elemente, werden im Rahmen dieser Arbeit nicht
betrachtet. Stattdessen wird für eine detaillierte Betrachtung von Animationen im Kontext
von Softwarevisualisierungen auf Schilbach (2018) verwiesen.
1.5 Aufbau und Vorgehen
Die vorliegende Arbeit besteht neben der Einleitung (Kapitel 1) und dem Fazit (Kapitel 12)
aus elf Kapiteln, die sich in die drei Teile Softwarevisualisierung, Interaktion und Studienreihe
untergliedert. Im ersten Teil werden die theoretischen Grundlagen zur Softwarevisualisierung 2
umrissen und die beiden Teilkomplexe Darstellung 3 und Interaktion 4 behandelt. Im zweiten
Teil werden auf Basis der Grundlagen die drei Teilfragen zur Beantwortung der Forschungs-
frage bearbeitet. Kapitel 5 stellt dazu das Modell der Interaktion vor, für dessen Evaluation
in Kapitel 6 das Vorgehensmodell erarbeitet und beschrieben wird. Die Planung der Studien-
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reihe nach diesem Vorgehensmodell in Kapitel 7 bildet die Grundlage für die durchgeführten
Studien, die im dritten Teil der Arbeit vorgestellt werden. Er umfasst die ausführliche Be-
schreibung der Durchführung, Auswertung und Diskussion der vier Studien in den Kapiteln
8, 9 und 10 und 11. Im abschlieÿenden Fazit der Arbeit in Kapitel 12 werden die drei Ergeb-
nisartefakte zur Beantwortung der Forschungsfrage diskutiert und es wird ein Ausblick auf






Softwarevisualisierung ist nach Diehl (2007, S.3) die Visualisierung von Artefakten (englisch
artifcats) der Software und ihres Entwicklungsprozesses. Durch diese weit gefasste Denition
werden sowohl alle in Verbindung mit Software stehenden Daten als auch die zugehörigen
Prozesse erfasst, die diese Daten erzeugen und verarbeiten. Neben der in dieser Arbeit ver-
wendeten Denition von Diehl (2007) existieren in der Literatur weitere Denitionen mit
unterschiedlichen Betrachtungen und Schwerpunkten, die in Müller and Zeckzer (2015b) im
Überblick vorgestellt werden. Die in den Artefakten enthaltenen Daten lassen sich den drei
Aspekten Struktur, Verhalten und Historie von Software zuordnen (Diehl, 2007, S.3), welche
unter anderem die folgenden Informationen umfassen:
• Struktur des Quellcodes, der Daten und ihrer Beziehungen zum Denitionszeitpunkt
• Verhalten der Software bei der Verarbeitung von Daten während der Ausführung
• Historie der Entstehung und Änderungen der Software im Zeitverlauf
Die Darstellung der Aspekte in einer Visualisierung kann einzeln oder kombiniert erfolgen. So
eignet sich etwa eine Darstellung der Struktur der Elemente des Quellcodes als Grundlage für
die Visualisierung von Aufrufabfolgen dieser Elemente (Müller and Zeckzer, 2015a). Software-
visualisierungen können als einfache statische zweidimensionale Graphen bis hin zu komplexen
interaktiv animierten dreidimensionalen Szenen realisiert sein, die sich auch mittels Virtual
oder Augmented Reality explorieren lassen können.
2.1.2 Die drei Aspekte von Software-Artefakten
Im Folgenden sollen die drei Aspekte von Software-Artefakten anhand von drei Beispielen aus
dem Projekt Getaviz (Baum et al., 2017) die Gestaltungsmöglichkeiten von Softwarevisuali-
sierungen verdeutlichen.
Abbildung 1 zeigt dazu eine dreidimensionale Visualisierung der Struktur eines Software-
Systems, bestehend aus den Quellcode-Elementen Paket, Klasse und Methode. Die Methoden
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Abbildung 1: Softwarevisualisierung der Struktur eines Software-Systems (Baum et al., 2017)
werden dabei als hellblaue Kreisausschnitte dargestellt, die von einem dunkelblauen Ring um-
schlossen werden, welcher die zugehörige Klasse repräsentiert. Die grauen Ringe repräsentieren
die Pakete des Systems, die sowohl Klassen als auch andere Pakete umschlieÿen können. In
diesem Beispiel für den Aspekt der Struktur wird zusätzlich die Metrik der zyklomatischen
Komplexität von Methoden auf die Höhe der hellblau dargestellten Kreisausschnitte abge-
bildet. Auf diese Weise lassen sich besonders komplexe Methoden, aber auch Klassen mit
mehreren komplexen Methoden visuell erkennen.
Abbildung 2: Softwarevisualisierung des Verhaltens eines Software-Systems (Baum et al.,
2017)
Im Beispiel für die Visualisierung des Verhaltens von Software, wie es Abbildung 2 zeigt,
wird als Grundlage die gleiche Darstellung der Struktur genutzt, wie im Beispiel zuvor. Dabei
wird jedoch nicht die zyklomatische Komplexität auf die Höhe der hellblauen Kreisausschnit-
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te abgebildet. Stattdessen werden zusätzliche dunkelrote Kreisausschnitte dargestellt, deren
Position und Gröÿe von der Aufrufreihenfolge beziehungsweise der Aufrufdauer abhängen. So
zeigt ein groÿer roter Kreisausschnitt an, dass diese Methode sehr lange ausgeführt wurde,
was auch durch das Aufrufen weiterer Methoden entstehen kann. Kurze rote Kreisausschnitte
stellen dabei kurz Aufrufe von Methoden dar, die auch mehrfach nacheinander mit zeitlichen
Lücken erfolgen können. Somit lassen sich die beteiligten Methoden einer Aufruolge, ihre
Aufrufdauer und ihre Aufrufhäugkeiten visuell erkennen.
Abbildung 3: Softwarevisualisierung der Historie eines Software-Systems (Baum et al., 2017)
Abbildung 3 zeigt die Visualisierung des dritten Aspekts von Software, der Historie eines
Software-Systems. Wie im Beispiel zuvor nutzt auch diese Visualisierung die Darstellung der
Struktur aus dem ersten Beispiel als Grundlage. Die einzelnen Versionen des Software-Systems
sind entsprechend dem zeitlichen Verlauf von links nach rechts, also von ältester Version
bis neuster Version, angeordnet. Als Grundlage für die Visualisierung der Versionen dient
die Darstellung einer ktiven Version, die alle Quellcode-Elemente aller Versionen enthalten
würde. Elemente, die in älteren Versionen noch nicht existieren oder in neueren Versionen
nicht mehr existieren, werden nicht eingeblendet. Zur besseren Orientierung insbesondere bei
älteren Versionen ist in diesem Beispiel die neuste Version als Ausgangspunkt ganz links
dargestellt. Aus dieser Visualisierung können so die Änderungen eines Software-Systems mit
Häugkeit und Umfang visuell erfasst werden.
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2.1.3 Ziel der Softwarevisualisierung
Wie in den Beispielen jeweils am Ende erwähnt, ist das Ziel der Softwarevisualisierung, dass
der Nutzer mithilfe der Visualisierung das Software-System oder Teile seiner Entwicklung
verstehen kann (Diehl, 2007, S.4). Die daraus gewonnenen Erkenntnisse können dann für
eine Verbesserung des Software-Systems oder des Entwicklungs-Prozesses genutzt werden.
Softwarevisualisierungen stellen somit eine Form der Nutzung von Computern dar, bei denen
das menschliche Denken durch den Computer unterstützt wird (Diehl, 2007, S.1). Das Ge-
genteil dieses Ansatzes ist es, den Computer selbst in die Lage zu versetzen, um ein Problem
mittels ihm antrainierter Intelligenz zu lösen, was somit klar von der Softwarevisualisierung
abzugrenzen ist.
2.1.4 Einordnung
Beim Einsatz von Softwarevisualisierungen steht somit das Zusammenspiel zwischen dem
Nutzer und der Visualisierung im Fokus, welches sich noch einmal grob in zwei Bereiche
unterscheiden lässt. Die Darstellung auf der einen Seite liefert die visuelle Aufbereitung der
zugrunde liegenden Daten der Software-Artefakte, welche vom Nutzer erfasst werden soll. Auf
der anderen Seite benötigt der Nutzer für das Erlangen von Verständnis in den meisten Fällen
mehr als eine statische Abbildung, sodass er die Darstellung durch Interaktion verändern muss.
Beide Bereiche sind nicht vollständig disjunkt voneinander, da sie sich gegenseitig beeinussen.
Somit kann eine Softwarevisualisierung als Summe aus vier Bestandteilen verstanden werden,
bei der eine Darstellung von Softwareartefakten erfolgt, welche vom Nutzer visuell erfasst wird
und durch Interaktion manipuliert werden kann. Hinter jedem dieser vier Bestandteile steht
ein eigenes Forschungsgebiet, womit sich das Forschungsgebiet der Softwarevisualisierungen
als eine Kombination aus Computergrak, Software-Engineering, Kognitionspsychologie und
Mensch-Computer-Interaktion beschreiben lässt (Marcus et al., 2005).
Abbildung 4 stellt die vier Bestandteile sowie die zugehörigen Forschungsgebiete der Software-
visualisierung im Überblick dar. Die Farben und Positionen der vier Bestandteile werden in
weiteren Abbildungen zur Vertiefung der Interaktion mit Softwarevisualisierungen zur einfa-
cheren Orientierung wiederverwendet. Wie in Abbildung 4 im Bereich Software-Engineering
zu sehen, spielen nicht nur die Artefakte und Prozesse des Software-Engineerings eine Rolle,
sondern auch die Software, welche die Softwarevisualisierung implementiert. Im Vergleich mit
anderen Visualisierungen ergibt sich dadurch die besondere Eigenschaft, dass der Designer
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Abbildung 4: Einordnung der Softwarevisualisierung
der Softwarevisualisierung zusätzlich auch der Entwickler sowie deren späterer Nutzer sein
kann. Ein Einuss auf die Entwicklung und Evaluation von Softwarevisualisierungen ist somit
nicht auszuschlieÿen. Software als Datengrundlage bedingt noch eine zweite spezielle Eigen-
schaft von Softwarevisualisierungen: die Visualisierung der Immaterialität von Software. Bei
den Daten der Softwareartefakte, beispielsweise Klassen und Methoden, handelt es sich um
abstrakte Daten, denen keine unmittelbare physische Entsprechung in der realen Welt gegen-
übersteht, womit Softwarevisualisierungen auch zum Teilgebiet der Informationsvisualisierung
zählen (Diehl, 2007, S.3). Demgegenüber befasst sich die wissenschaftliche Visualisierung als
zweites Teilgebiet der Visualisierung mit Daten über physische Eigenschaften und natürliche
Prozesse, beispielsweise der Anatomie des menschlichen Herzens.
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Die besonderen Eigenschaften von Software als Datengrundlage erlauben es, Softwarevisuali-
sierung als eigenes umfangreiches und anspruchsvolles Forschungsgebiet innerhalb der Infor-
mationsvisualisierung anzusehen, wozu im nächsten Abschnitt eine detaillierte Betrachtung
dieser Eigenschaften erfolgt.
2.2 Eigenschaften
Softwarevisualisierungen nach der Denition von Diehl (2007) unterscheiden sich von anderen
Visualisierungen durch die unterstützten Software-Engineering-Prozesse und die als Daten-
grundlage verwendeten Software-Artefakte. Einen ersten Überblick über diese beiden Faktoren
und ihr Zusammenwirken liefert Müller and Zeckzer (2015b) in der Abbildung 5.
Abbildung 5: Software-Engineering-Prozesse mit Artefakten und Beteiligten (Müller and Zeck-
zer, 2015b)
Zwischen den Prozessen und den Artefakten stehen die Beteiligten (englisch stakeholder),
welche in unterschiedlichen Rollen verschiedene Aktivitäten innerhalb der Prozesse ausführen
und dabei Daten für Artefakte produzieren oder Daten aus diesen konsumieren. Pro Aktivität
kann es mehrere Beteiligte in unterschiedlichen Rollen geben, die sich in Fähigkeiten und
Kenntnissen voneinander unterscheiden sowie verschiedene Werkzeuge nutzen. Auch können
Beteiligte mehrere Rollen innerhalb eines Prozesses einnehmen oder unterschiedliche Rollen
in unterschiedlichen Prozessen erfüllen. Eine allgemeingültige scharfe Abgrenzung der Rollen,
wie sie in der Abbildung 5 mit Tester, Designer und Manager angedeutet ist, fällt aufgrund der
unterschiedlichen Anforderungen der Aktivitäten der Prozesse schwer. P. Bourque and R.E.
Fairley (2014) nennen daher auch nur allgemein die Rolle des software engineers, der innerhalb
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der einzelnen Prozesse die Aktivitäten ausführt und dafür die benötigten Fähigkeiten und
Kenntnisse besitzen muss.
Die Herausforderung von Softwarevisualisierungen besteht also darin, die Daten aus den he-
terogenen Artefakten zu verarbeiten und damit spezische Aktivitäten in einem Prozess zu
unterstützen. Aus den beiden Faktoren ergeben sich eine Reihe weiterer Eigenschaften von
Softwarevisualisierungen, die zusammengenommen die Abgrenzung der Softwarevisualisierung
von der allgemeinen Informationsvisualisierung beschreiben.
2.2.1 Software-Artefakte und Daten
Die zentrale Eigenschaft von Software als Datengrundlage ist die bereits beschriebene Im-
materialität, welche auch zur Einordnung in die Informationsvisualisierung führt (Abschnitt
2.1.4). Die damit verbundene Abstraktion von der physisch binären Repräsentation auf ei-
nem Speichermedium führt zu einer ausschlieÿlichen Betrachtung bereits abstrahierter und in
einem Kontext interpretierter Daten, wie zum Beispiel:
• Quelltext als Beschreibung der Struktur von Software und ihrer möglichen Ausführung
• Ausführungsprotokoll als Aufrufreihenfolge mit Ausführungszeiten einzelner Struktur-
elemente
• Protokoll der Versionen eines Systems als Aufzeichnung der Bearbeiter von Artefakten,
wie Quelltext
Die Herausforderung, die sich aus der Immaterialität ergibt, besteht demnach in der Nut-
zung der abstrahierten Daten als Datengrundlage für Visualisierungen, für die keine direkte
physische Repräsentation existiert. Stattdessen müssen andere Darstellungsformen gefunden
werden, die zudem auch dem jeweiligen Kontext der interpretierten Daten angemessen sind.
Aufgrund der vorrangig automatisierten Verarbeitung der Artefakte in den Prozessen enthal-
ten die Artefakte meist Daten in strukturierter Form. Diese Form lässt sich für die meisten
Artefakte auf Graphen aus Knoten und Kanten mit ihren jeweiligen Attributen zurückführen.
Somit können auch unterschiedliche heterogene Artefakte in einer Datengrundlage zusam-
mengefasst werden. Beispielsweise lassen sich Methoden als Strukturelemente der Software
auf Knoten abbilden, deren zugehörige Kanten die Aufrufbeziehungen zwischen den Metho-
den abbilden. Die Aufrufreihenfolge aus einem Ausführungsprotokoll kann dann als Knoten
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dargestellt werden, deren Kanten zum einen die Reihenfolge abbilden und andererseits die
Verbindung zur ausgeführten Methode als Knoten des Strukturelements herstellen. Auch Da-
ten über die Historie, beispielsweise die Änderung an Methoden, können als Knoten für den
Bearbeiter und Kanten für die bearbeiteten Methode dargestellt werden. Somit entsteht ein
gemeinsamer Graph aus Daten über Struktur und Verhalten, welcher als Grundlage für eine
Visualisierung dienen kann.
Daten in anderen Formen, wie einfache Tupel aus Methoden zur Zeilenanzahl der zugehö-
rigen Quelltexte, bieten dagegen nur einen stark begrenzten Blick auf das Softwaresystem,
womit auch ein möglicher Zugewinn an Verständnis über das System beschränkt bleibt. Als
Attribute der Knoten und Kanten in einem Graph können sie dagegen einen entscheidenden
Einuss auf das Verständnis des Systems haben. So kann im oben beschriebenen Beispiel die
Ausführungszeit als Attribut an die Knoten des Aufrufs gesetzt werden. Eine Visualisierung
kann dann dem Nutzer zeigen, bei welcher Reihenfolge der Aufrufe die Ausführungszeit einer
Methode im Vergleich zu anderen Aufrufen der gleichen Methode deutlich erhöht ist.
2.2.2 Aktivitäten und Aufgaben der Software-Engineering-Prozesse
Aufbauend auf der Software als Datengrundlage bilden die Aktivitäten der Beteiligten in den
Software-Engineering-Prozessen das zweite Abgrenzungskriterium zur allgemeinen Informati-
onsvisualisierung. P. Bourque and R.E. Fairley (2014) denieren einen Prozess allgemein als
eine Menge miteinander verbundener Aktivitäten, die Input in Output transformieren und
dazu eine Menge von Ressourcen einsetzen, was Artefakte, Werkzeuge und Beteiligte um-
fasst. Durch die vielfältigen Prozesse des Software-Engineerings, wie Anforderungsermittlung,
Entwurf oder Test (P. Bourque and R.E. Fairley, 2014), ergibt sich eine groÿe Menge an Ak-
tivitäten, wie die Implementierung einer Methode oder die Auswertung eines Protokolls zur
Fehleranalyse, die nur geringe Schnittmengen aufweisen.
Aus den einzelnen Aktivitäten leiten sich für die Beteiligten teils sehr spezische Aufgaben,
wie das Debuggen der Software zur Ermittlung des Fehlergrunds in einem konkreten Fehler-
fall ab. Für diese beispielhafte Aufgabe wird in der Regel ein umfangreiches Verständnis des
Systems benötigt, wozu Daten aus den Quelltext-Artefakten sowie den Artefakten über das
Ausführungsverhalten kombiniert werden müssen. Zudem muss der Beteiligte die Fähigkei-
ten und Kenntnisse zum Ausführen und Steuern der eingesetzten Werkzeuge, beispielsweise
einem Debugger, besitzen und mit Unterstützung dieser den Grund des Fehlers erschlieÿen
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können. Aufgrund dieser spezischen Aktivitäten stellt sich die Frage, wann und wie eine
Softwarevisualisierung eektiv und ezient eingesetzt werden kann. Ausgehend vom allge-
meinen Ziel der Softwarevisualisierung, Verständnis über die Software zu erlangen, ist ein
Einsatz für fast alle Aufgaben vorstellbar, da fast immer Kenntnisse über das System be-
nötigt werden. Bei der Betrachtung der einzelnen Aktivitäten und der dabei verwendeten
Artefakte zeigt sich dagegen, dass ein Einsatz wahrscheinlich nicht immer sinnvoll möglich
ist, da andere Werkzeuge zur Unterstützung bereits etabliert sind und somit als geeignet an-
gesehen werden können. So ist beispielsweise ein Quelltext-Editor mit Autovervollständigung
und Syntaxhervorhebung das etablierte Werkzeug, wenn es darum geht, eine Methode zu im-
plementieren. Eine eektive Softwarevisualisierung müsste zur Unterstützung dieser Aufgabe
sowohl erzeugt werden können als auch so ezient sein, dass sie gegenüber dem Quelltext-
Editor bevorzugt wird. Dabei hat neben der tatsächlich möglichen Ezienz auch die individu-
elle Akzeptanz des Beteiligten einen Einuss darauf, ob er die Softwarevisualisierung statt der
ihm bekannten und verwendeten Werkzeuge überhaupt einsetzt. Trotz des fraglichen Einsatzes
von Softwarevisualisierungen für dieses Beispiel lässt sich nicht ausschlieÿen, dass eine eekti-
ve Softwarevisualisierung gefunden werden kann, die als ezient genug wahrgenommen wird,
um das etablierte Werkzeug abzulösen. Somit ist eine eindeutige Beantwortung der Frage nach
den Einsatzmöglichkeiten von Softwarevisualisierungen innerhalb des Software-Engineerings
nicht möglich. Stattdessen besteht die Herausforderung darin, diejenigen Aktivitäten und Auf-
gaben zu identizieren, für die ein potenzieller Einsatz von Softwarevisualisierungen möglich
und sinnvoll ist, da bisher keine oder nur wenig etablierte Werkzeuge existieren.
Pacione et al. (2004) liefern als erste Orientierung zum Einsatz von Softwarevisualisierungen
ein Modell zur Unterstützung des Verstehens der Struktur und des Verhaltens von objekt-
orientierter Software. Dabei denieren Pacione et al. (2004) die folgenden neun allgemeinen
Aktivitäten, bei denen Verständnis über die Software benötigt wird:
• A1. Investigating the functionality of (a part of) the system
• A2. Adding to or changing the system's functionality
• A3. Investigating the internal structure of an artefact
• A4. Investigating dependencies between artefacts 
• A5. Investigating runtime interactions in the system
• A6. Investigating how much an artefact is used
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• A7. Investigating patterns in the system's execution
• A8. Assessing the quality of the system's design
• A9. Understanding the domain of the system
Für diese identizieren sie insgesamt 14 Aufgaben, die sie in generelle Aufgaben allgemein zum
Verständnis des Softwaresystems und spezielle Aufgaben zum Verständnis einer spezischen
Funktionalität unterteilen.
Generelle Aufgaben (Pacione et al., 2004):
• G1. What is the class structure of the software system?
• G2. What interactions occur between objects?
• G3. What is the high-level structure/architecture of the software system?
• G4. How do the high-level components of the software system interact?
• G5. What patterns of repeated behaviour occur at runtime?
• G6. What is the load on each component of the software system at runtime?
• G7. What impact will a change made to the software system have on the rest of the
software system?
• G8. What are the data structures that are used in the software system?
Spezielle Aufgaben (Pacione et al., 2004) :
• S1. What are the collaborations between the objects involved in an interaction?
• S2. What is the control structure in an interaction?
• S3. How can a problem solution be mapped onto the functionality provided by the soft-
ware system?
• S4. Where is the functionality required to implement a solution located in the software
system?
• S5. What alternative functionalities are available in the software system to implement
a solution?
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• S6. How does the state of an object change during an interaction?
Beispielsweise ergeben sich für die Aktivität der Untersuchung der Abhängigkeiten zwischen
den Artefakten (A4 ) die beiden allgemeinen Aufgaben, zu verstehen, welche Klassenstruktur
vorliegt (G1 ) und welche Interaktion zwischen den Objekten auftreten kann (G2 ).
Durch die Fokussierung von Pacione et al. (2004) auf das Erlangen von Verständnis über das
Softwaresystem, also dem allgemeinen Ziel von Softwarevisualisierungen, können die identi-
zierten Aktivitäten und Aufgaben als Vorlage für konkrete Einsatzszenarien in bestimmten
Softwaresystemen eingesetzt werden. Für die Beantwortung der Frage, wie die Softwarevisuali-
sierungen dafür gestaltet werden sollten, wird im nächsten Abschnitt der Bearbeitungsprozess
von Aufgaben mit Visualisierungen beschrieben.
2.3 Visual Analytics
2.3.1 Denition
Ziel der Softwarevisualisierung ist es, dass der Nutzer ein Verständnis der Software erlangt,
auf Basis dessen er Entscheidungen zur Bearbeitung von Aufgaben ableiten kann. Somit wird,
wie für Visualisierungen allgemein, keine Lösung oder Entscheidungsvorlage automatisiert
berechnet, sondern die Fähigkeiten des Nutzers werden durch die Visualisierung erweitert
(Munzner and Maguire, 2014, S.1). Dieser Prozess zur Bearbeitung von Aufgaben mittels
Visualisierungen wird als Visual Analytics bezeichnet und von Keim et al. (2008b) wie folgt
deniert:
Visual analytics combines automated analysis techniques with interactive visualiza-
tions for an eective understanding, reasoning and decision making on the basis of
very large and complex data sets.
Der Prozess des Visual Analytics geht somit über das Entwerfen von Visualisierungen hinaus,
da er die Datenanalyse und den Nutzer explizit in einem gemeinsamen Prozess zur Erkennt-
nisgewinnung vereint. Diese Erweiterung zeigt sich auch in dem von Keim et al. (2008a) aus
der Informationsvisualisierung adaptierten information seeking mantra (Shneiderman, 1996):
Analyse First - Show the Important - Zoom, Filter and Analyse Further - Details
on Demand
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Im Vergleich mit dem information seeking mantra overview rst, zoom and lter, details on
demand (Shneiderman, 1996) fällt auf, dass die automatisierte Analyse der Daten (Analyse
First) herausgestellt wird und die weiterführende Analyse (Analyse Further) der Daten als Teil
des Prozesses ergänzt wird. Visual Analytics umfasst somit neben der automatisiert erzeugten
Visualisierung auf Basis einer Datengrundlage auch den Nutzer, dessen Aufgaben und die zur
Bearbeitung notwendige Interaktion, wie auch in der Einordnung von Softwarevisualisierung
gezeigt wird (Abschnitt 2.1.4).
2.3.2 Ziele und Herausforderungen
Im Kontext des Visual Analytics lässt sich das Ziel von Visualisierungen herunterbrechen,
sodass Werkzeuge und Techniken erschaen werden, um dem Nutzer folgendes zu ermöglichen
(Keim et al., 2008b):
• Extraktion von Informationen aus umfangreichen, dynamischen, nicht eindeutigen und
teilweise auch widersprüchlichen Daten
• Finden des Erwarteten und Entdecken des Unerwarteten
• Formulierung von aktuellen, belastbaren und verständlichen Bewertungen
• Kommunikation der Bewertungen für ein eektives Handeln
Wie Munzner and Maguire (2014, S.1) für Visualisierungen beschreiben auch Keim et al.
(2008b) das Arbeiten mit den Werkzeugen und Techniken für Visual Analytics als Erweite-
rung der menschlichen Fähigkeiten und nicht als vollautomatisierte Problemlösung. Die Her-
ausforderung besteht somit darin, die Automatisierung nur bis zu dem Grad vorzunehmen,
bis zu dem sie sinnvoll möglich ist. Aufbauend darauf gilt es dann, eine integrierte Lösung
zu entwerfen, welche die automatisierte Datenanalyse und geeignete Visualisierungen inklu-
sive Interaktionstechniken vereint, um den Nutzer bei der Bearbeitung seiner Aufgaben zu
unterstützen.
Die Herausforderungen zur Erstellung von Werkzeugen und Techniken für Visual Analytics
unterteilen Keim et al. (2008a) in Anwendung und Technik. Herausforderungen zur Anwen-
dung ergeben sich aus den Anforderungen der spezischen Einsatzfelder, die sich in den Daten,
den Nutzern und den Aufgaben niederschlagen, wie sie durch Software-Engineering (siehe Ab-
schnitt 2.2.2) bei der Visual Software Analytics (Keim et al., 2008a) entstehen. Technische
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Herausforderungen beschäftigen sich dagegen mit den allgemeinen Anforderungen für visual
analytics. Allen voran sind dies die Erfassung und Berücksichtigung des Problemlösungspro-
zesses, die Nutzerakzeptanz und die Evaluation, welche alle drei im Rahmen der vorliegenden
Arbeit behandelt werden (Abschnitt 1.2).
2.3.3 Prozess
Ware (2013, S.4f) beschreibt den Prozess zum Arbeiten mit Visualisierungen, ohne diesen
explizit Visual Analytics zu nennen, wie in Abbildung 6 dargestellt auf Basis der folgenden
vier Abschnitte inklusive Einussmöglichkeiten:
1. Sammlung (englisch data gathering) und Speicherung der Daten (englisch data)
2. Datenerkundung (englisch data exploration) und Datenverarbeitung (englisch data trans-
formation)
3. Erzeugung (englisch graphics engine visual mappings) und Manipulation (englisch view
manipulation) der visuellen Darstellung
4. Visuelle und kognitive Verarbeitung (englisch visual and cognitive processing)
Die Verarbeitung durch den Nutzer sowie das Sammeln und Speichern von Daten ndet in
einer physischen (physical environment) und sozialen Umgebung (social environment) statt,
durch die die Art und Interpretation der Daten beeinusst wird.
Die ersten beiden Ebenen des Prozesses umfassen die automatisierten Analysetechniken nach
der eingeführten Denition für Visual Analytics, welche von einem einfachen Lade alle Daten
aus einer Quelle bis zu einem komplexen Lade Daten aus verschiedenen Quellen, bereinige,
aggregiere und ltere sie reichen. Die letzten Ebenen umfassen dagegen die erzeugte interak-
tive Visualisierung für Visual Analytics und wie mit dieser die Aufgabe bearbeitet wird.
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Abbildung 6: Der Prozess des Arbeitens mit Visualisierungen nach Ware (2013, S.4)
Diese Interaktion mit der Visualisierung beschreibt Ware (2013, S.345f) mittels drei vonein-
ander abhängiger Ebenen:
• Datenselektion und Manipulation behandeln die Möglichkeiten zum Auswählen und Dar-
stellen der Daten in der Visualisierung.
• Exploration und Navigation umfassen die Möglichkeiten und Vorgehensweisen zur Er-
kundung der Visualisierung durch Änderung der Ansicht.
• Die Problemlösung besteht aus dem iterativen Aufstellen und Überprüfen von Hypothe-
sen zur Bearbeitung des Problems unter Nutzung der Visualisierung.
Um beispielsweise eine aufgestellte Hypothese zur Bearbeitung eines Problems zu überprü-
fen, müssen neben der visuellen und kognitiven Verarbeitung der aktuellen Darstellung auch
Änderungen dieser vorgenommen werden, etwa durch Navigation und Datenselektion. Somit
haben die Interaktionsmöglichkeiten auf Basis der Aktionen des Nutzers auf den ersten bei-
den Ebenen auch direkten Einuss auf die Ebene der Problemlösung. Letztere befasst sich
dagegen mit der Frage, wie Aufgaben mit einer Visualisierung gelöst werden können. Dieser
von Ware (2013, S.375) als visual thinking process bezeichnete Vorgang folgt einem von zehn
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visual thinking algorithms (Ware, 2013, S.397), die Methoden oder Prozesse beschreiben, wie
Probleme gelöst werden. Visual thinking algorithms umfassen die folgenden fünf Bestandteile:
• Perzeption und Kognition
• Dargestellte Informationen
• Aktionen des Nutzers
• Externalisierung von Erkenntnissen des Nutzers
• Automatisierte Berechnungen
Visual queries stellen einen zentralen Vertreter für visual thinking algorithms dar, die auch
Bestandteil anderer visual thinking algorithms sein können (Ware, 2013, S.398). Ein visual
query ist eine zu einer kognitiven Aufgabe formulierte Hypothese, welche dadurch überprüft
werden kann, ob ein visuelles Muster erkannt oder nicht erkannt wird (Ware, 2013, S.396).
Muster können unter anderem Pfade in Graphen, Trends in Diagrammen oder Cluster in
Streudiagrammen sein. Beispielsweise könnte die Beziehung zwischen zwei Klassen überprüft
werden, indem Pfade in einem visualisierten Graph aus Knoten für Klassen und Kanten für
Aufruf- oder Vererbungsbeziehungen gesucht werden, wobei auch indirekte Beziehungen über
andere Klassen berücksichtigt werden sollen. Dies kann bei geringen Datenmengen schon durch
das bloÿe Betrachten der Darstellung erfolgen, während bei umfangreichen Datenmengen zu-
sätzliche Manipulationsmöglichkeiten der Darstellung eingesetzt werden müssen. So kann das
Erkennen von Pfaden, aber auch das Kommunizieren dieser, durch das visuelle Hervorheben
von Beziehungen ausgewählter Klassen unterstützt werden.
Das visual query als Vertreter der visual thinking algorithms eignet sich auch, um die Vortei-
le von Visualisierungen im Vergleich zu anderen Werkzeugen zur Datenanalyse aufzuzeigen,
beispielsweise einer relationalen Datenbank. Analog einem visual query dient auch ein query
in einer relationalen Datenbank dazu, eine Hypothese zu formulieren und zu überprüfen, wo-
bei dies durch Eingabe und Auswertung strukturierter textbasierter Daten erfolgt. Im obigen
Beispiel kann etwa ein query formuliert werden, welches zu einer Klasse alle Klassen ermittelt,
die in einer direkten Beziehungen vom Typ Vererbung stehen. Für die Analyse der Beziehung
zwischen den beiden Klassen müssen allerdings mehrere komplexe rekursive oder geschachtel-
te queries genutzt werden, um alle direkten und indirekten Beziehungen zu ermitteln. Diese
zu erstellen, auszuwerten und zu kommunizieren ist aufwändiger, komplizierter und fehleran-
fälliger als es mit visual queries der Fall wäre.
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Das Beispiel zeigt, dass Visualisierungen den Vorteil haben, gröÿere Ausschnitte der Daten-
grundlage darstellen zu können und dabei den Fokus auf diejenigen Elemente zu lenken, die für
die Aufgabe relevant sind. Mittels visual queries können leicht zusätzliche Informationen zu
einer bestimmten Untermenge von Daten ermittelt werden, womit sich Hypothesen einfacher
und schneller überprüfen lassen. Zudem können aufbauend auf den bisherigen Erkenntnis-
sen auch neue Hypothesen einfacher formuliert werden, was den gesamten Prozess des Visual
Analytics unterstützt.
2.4 Einsatz in der Praxis
Eine der groÿen Herausforderungen für den praktischen Einsatz von Visualisierungen liegt
in den umfangreichen Möglichkeiten, wie diese entworfen werden können, was Munzner and
Maguire (2014, S.10) als design space bezeichnet. Schon beim Entwurf muss berücksichtigt
werden, wie die Visualisierung erstellt werden kann und wie mit ihr später interagiert werden
soll (Munzner and Maguire, 2014, S.10). Aufgrund der Menge an möglichen Visualisierungsei-
genschaften für Darstellung und Interaktion muss oft abgewogen werden, welche Kombination
für die Variante am besten geeignet scheint. Dabei besteht die Gefahr, dass die erschaene
Variante in der praktischen Anwendung ineektiv für die gestellten Aufgaben ist, was im Vor-
feld aufgrund der Komplexität nicht klar erkennbar ist (Munzner and Maguire, 2014, S.1). Die
Evaluation der Eektivität stellt aber eine eigene Herausforderung dar, welche ein möglichst
reales Umfeld erfordert und individuell mit geeigneten Probanden an realen Aufgaben durch-
geführt werden sollte. Somit besteht die eigentliche Herausforderung des umfangreichen design
space darin, diejenigen Kombinationen aus Daten, Aufgaben und Visualisierungseigenschaften
zu nden und zu evaluieren, die zu eektiven Visualisierungen führen.
Das Entwerfen, Implementieren und Evaluieren bereits einer Variante aus der Menge aller
Möglichkeiten ist bereits ein umfangreiches Vorhaben. Daher sollte im Vorfeld schon eine Ab-
schätzung erfolgen, ob eine Visualisierung überhaupt eingesetzt werden sollte und in welcher
Form dies geschehen kann, was die zweite groÿe Herausforderung darstellt.
Aus der Betrachtung von Visual Analytics eignen sich insbesondere Aufgaben, die nur bis
zu einem gewissen Grad sinnvoll zu automatisieren sind und anschlieÿend in Kombination
aus Mensch und Visualisierung bearbeitet werden (Abschnitt 2.3.1). Das Problem hierbei ist
die Beurteilung, wann diese Grenze zwischen Automatisierung und Visualisierung erreicht
ist und ob es nicht eektiver ist, den Grad der Automatisierung zu erhöhen oder alternative
22
Werkzeuge zur Bearbeitung einzusetzen. Ware (2013, S.23f) versucht, diese Frage mittels einer
Kosten-Nutzen-Betrachtung zu beantworten, welche den Punkt ermitteln soll, wann sich der
Einsatz einer Visualisierung lohnt:
Erledigte kognitive Arbeit x Wert dieser Arbeit -
Zeit zum Erlernen der Visualisierung x Wert der Arbeitszeit -
Zeit zur Nutzung der Visualisierung x Wert der Arbeitszeit
Da sich die dafür benötigten Werte nur schwer konkretisieren lassen, bedarf es auch bei dieser
Kosten-Nutzen-Betrachtung einer eher subjektiven Einschätzung.
Speziell für die Softwarevisualisierungen wurde in Abschnitt 2.2.2 das Modell von Pacione
et al. (2004) vorgestellt, welches eine grobe Orientierung für das Einsatzgebiet von Visualisie-
rungen im Software-Engineering liefert. Allerdings gilt es auch hier abzuschätzen, in welchen
konkreten Kombinationen aus Aufgaben, Systemen und Nutzern eine eektive Visualisierung
entworfen und etabliert werden kann, was ebenfalls einer subjektiven Einschätzung bedarf.
Die Frage nach den konkreten Einsatzmöglichkeiten lässt sich demnach nicht allgemein beant-
worten. Vielmehr muss jeder Fall unter Einsatz von Hilfsmitteln wie Richtlinien oder Modellen
für sich bewertet werden.
Reiss (2005) formuliert speziell für Softwarevisualisierungen ein Paradoxon zwischen den Po-
tenzialen und dem praktischen Einsatz. Einerseits sollten computerbasierte Visualisierungen
und Software eine ideale Kombination ergeben, deren Hauptanwendungsgebiet das Erlangen
von Verständnis zur Entwicklung von Software ist. Andererseits gibt es nur einen geringen
Verbreitungsgrad von Softwarevisualisierungen für den praktischen Einsatz in der Wirtschaft,
wofür eine fehlende Integration in Entwicklungsumgebungen nur ein Beispiel ist. Die Gründe
für das Scheitern in der Praxis sieht Reiss (2005) in der Entfernung der Softwarevisuali-
sierungen von der Realität des Software-Engineering, was die dritte groÿe Herausforderung
darstellt. Reiss (2005) unterteilt zur Betrachtung die Gründe in die drei Gebiete Verstehen,
Softwaresysteme und Nutzer.
Die Realität beim Verstehen von Software ist, dass es sich um spezische Probleme handelt, die
eine programm- und aufgabenspezische Lösung erfordern (Reiss, 2005). Stattdessen werden
Softwarevisualisierungen vorrangig für die Bearbeitung von allgemeinen Problemen entworfen,
womit auch nur allgemeine Fragen beantwortet werden können, die in der Realität aber nicht
gestellt werden.
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Der wachsende Umfang und die zunehmende Komplexität von Softwaresystemen stellen das
zweite Gebiet der Praxis nach Reiss (2005) dar, welches die bisherigen Softwarevisualisierun-
gen nicht in ausreichendem Maÿe berücksichtigen. Für einen Einsatz in der Praxis sollten
Softwarevisualisierungen so entworfen werden, dass sie mit dem Umfang und der Komplexität
zukünftiger Softwaresysteme mithalten können und nicht nur mit der aktueller Softwaresys-
teme umgehen können. Den Hauptgrund für das Scheitern der meisten Softwarevisualisie-
rungen in der Praxis sieht Reiss (2005) aber in der fehlenden Überzeugung der Nutzer von
den Vorteilen der Visualisierungen gegenüber alternativen Werkzeugen und Techniken. Das
vordergründige Ziel zur Erreichung des praktischen Einsatzes von Softwarevisualisierungen
sollte somit sein, die Akzeptanz des Nutzers für den Einsatz von Softwarevisualisierungen
zu schaen. Um dies zu erreichen, muss die Praxis der Entwicklung betrachtet werden, was
auch die beiden anderen Gebiete Verstehen und Softwaresysteme einschlieÿt. In der Praxis
wollen Entwickler ihre konkreten Aufgaben so schnell, so genau und mit so hoher Qualität
wie möglich bearbeiten, wozu sie alles nutzen, was ihnen dabei hilft (Reiss, 2005). Somit sind
sie auch bereit, neue Werkzeuge zu nutzen, wenn der Aufwand zum Erlernen nicht den zu
erwartenden Nutzen übersteigt und sich schnell echte Vorteile des neuen Werkzeugs zeigen.
Dies leitet sich auch aus der von Ware (2013, S.23f) erwähnten Kosten-Nutzen-Betrachtung
ab. Das Schaen dieser Nutzerakzeptanz stellt speziell für Softwarevisualisierungen eine groÿe
Herausforderung dar, da es sich bei dieser Art Werkzeug wiederum um komplexe Software-
systeme handelt, deren Aufwand für Einarbeitung, Einrichtung und Ausführung schnell sehr
groÿ werden kann.
Um das von Reiss (2005) beschriebene Paradoxon aufzulösen, muss der Fokus beim Entwurf
von Softwarevisualisierungen auf die Praxis der drei Gebiete gerichtet werden. Softwarevisua-
lisierungen sollten demnach so erstellt werden, dass sie eine vom Nutzer akzeptierte Lösung für
die spezischen Probleme mit einem konkreten System darstellen (Reiss, 2005). Dafür müssen
einerseits die Darstellung, also die Art und Weise wie die Daten angezeigt werden, und an-
dererseits die Interaktion, also welche Aktionen der Nutzer zur Manipulation der Darstellung
durchführen kann, berücksichtigt werden. Die Grundlagen beider Seiten werden in den fol-
genden beiden Kapiteln zunächst getrennt voneinander betrachtet, bevor sie zur Bearbeitung





Bevor eine Visualisierung auf einen eektiven praktischen Einsatz untersucht werden kann,
muss sie zunächst erst einmal erstellt werden, was allein für die Darstellung bereits eine
komplexe Herausforderung darstellt. Der dafür etablierte Prozess der Visualisierungs-Pipeline
dos Santos and Brodlie (2004) unterteilt das Erzeugen von Visualisierungen mit dem Fokus
auf der Darstellung in mehrere, nacheinander ausgeführte Schritte, wie sie in Abbildung 7
dargestellt sind.
Abbildung 7: Schritte der Visualisierungs-Pipeline (nach Müller et al. (2011))
Diese Schritte sind teilweise identisch mit den Aktivitäten des Visual Analytics (Abschnitt
2.3.3) und detaillieren diese für die Erzeugung. Die folgende Beschreibung der einzelnen Schrit-
te soll einen Überblick über den Prozess der Visualisierungs-Pipeline und den damit ver-
bundenen Herausforderungen geben sowie die Begrie Metapher und Visualisierungstechnik
einführen.
Extraktion (englisch extraction)
Im ersten Schritt müssen aus den verfügbaren Softwareartefakten die Daten für die Visualisie-
rung ermittelt und in ein strukturiertes Format übertragen werden. Dabei kommen verschiede-
ne programmiersprachen- oder softwaresystemspezische Werkzeuge zum Einsatz, welche die
für die Visualisierung benötigten Daten extrahieren. So wird beispielsweise aus dem semistruk-
turierten Quellcode, der auf mehrere Dateien verteilt ist, eine konsistente Datengrundlage
durch einen Parser ermittelt und in einem strukturierten Format für die Weiterverarbeitung
abgelegt.
Analyse (englisch analysis)
Aufbauend auf der ermittelten Datengrundlage nden in der Analyse Aufbereitungen, wie
Ergänzungen oder statistische Auswertungen, statt, die als erster Schritt für die Visualisierung
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der Daten erforderlich sind. Dabei kann auch spezisches Wissen für die spätere Verwendung
genutzt werden. Beispielsweise entsteht zwischen zwei Klassen eine Abhängigkeit, wenn eine
Methode der einen Klasse eine Methode der anderen Klasse aufruft. Diese Abhängigkeit kann
aufgrund dieser Analyse als zusätzliche Beziehung zwischen den beiden Klassen gespeichert
und später für die Visualisierung genutzt werden.
Filterung (englisch ltering)
Für die nutzerspezische Bearbeitung konkreter Problemstellungen und der meist sehr um-
fangreichen Datengrundlage ist es notwendig, diese vor der Erzeugung der Visualisierung zu
begrenzen. Dieser eng mit der Extraktion und Analyse verbundene Schritt stellt die auto-
matisierte Analyse im Visual Analytics dar und kann je Anwendungsfall sehr verschieden in
Umfang und Komplexität sein. Das hier beschriebene Filtern wird im Kontext dieser Arbeit
nur auf das Erzeugen von Visualisierungen nach der Visualisierungs-Pipeline verstanden. Die
vom Nutzer ausgeführte Interaktion zur Filterung von dargestellten Elementen bereits erstell-
ter Visualisierungen zählt dagegen zur Interaktion mit Softwarevisualisierungen, wie sie in
dieser Arbeit betrachtet wird.
Mapping (englisch mapping)
Im zentralen Schritt der Visualisierungs-Pipeline werden die Elemente der Datengrundlage
auf die Elemente einer Metapher übertragen, die als visuelle Abbildung der Daten dient.
Dabei ndet eine Zuordnung der Daten auf visuelle Elemente, deren Eigenschaften und ihre
Anordnung statt, was die Frage beantwortet, wie die Daten in der Visualisierung dargestellt
werden sollen. Teyseyre and Campo (2009) unterscheiden dabei abstrakte Metaphern, die aus
geometrischen Formen bestehen, und Echtweltmetaphern, welche real existierende Elemente
und ihre Beziehungen abbilden. Beispielsweise könnte ein Element der Datengrundlage wie
eine Klasse in einer abstrakten Metapher als blaue Kugel dargestellt werden, während in ei-
ner Echtweltmetapher die Klasse als Haus repräsentiert wird. Die zugehörigen Methoden der
Klasse könnten dann im ersten Fall als Kegel auf der Kugeloberäche dargestellt werden oder
im zweiten Fall als einzelne Etagen des Hauses, womit die Höhe des Hauses durch die Anzahl
der Methoden bestimmt wird. Die Wahl und Ausgestaltung der Metapher hat einen entschei-
denden Einuss auf das Verständnis der Datengrundlage im jeweiligen Anwendungskontext.
Für Software als Datengrundlage besteht die zusätzliche Schwierigkeit, dass sie aufgrund ih-
rer Immaterialität keiner für den Menschen natürlichen Repräsentation entspricht. Dies lässt
sich gut an dem Versuch verdeutlichen, sich visuell eine Klasse vorzustellen. Dabei zeigt sich
die Problematik beim Erzeugen eektiver Softwarevisualisierungen, da der Software dabei
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auch ein Körper zugeordnet werden muss, den sie natürlicherweise nicht aufweist. Aus diesem
Grund sollten auch dreidimensionale Metaphern zur Abbildung eines Körpers in Betracht
gezogen werden, die sich andernfalls nur bei Datengrundlagen natürlicher Prozesse wie Mo-
lekülen oder Luftströmungen bewährt haben (Munzner and Maguire, 2014, S.117). Neue
Metaphern können dabei nicht nur zu eektiveren Visualisierungen führen, sondern auch die
Art und Weise verändern, wie Softwaresysteme verstanden und beschrieben werden (Diehl,
2007, S.3).
Darstellung (englisch rendering)
Im letzten Schritt der Verarbeitung wird bestimmt, wie die Metapher auf einem bestimmten
Typ von Ausgabegerät dargestellt wird, was in dieser Arbeit als Visualisierungstechnik be-
zeichnet wird. Dies umfasst einerseits die grundlegende Form eines Elements der Metapher
und andererseits die physischen Eigenschaften der dargestellten Elemente auf dem Ausgabe-
gerät, wie die Gröÿe in Pixeln oder die Farbe im Rot-Grün-Blau-Farbraum. Im Beispiel der
Echtweltmetapher, in der Klassen als Häuser abgebildet werden, kann die Darstellung als drei-
dimensionales Bürohochhaus mit hellblauen lichtreektierenden Fenstern in einer virtuellen
Realität mittels Head-Mounted-Display erfolgen. Die Darstellung der gleichen Metapher kann
aber auch als zweidimensionale schwarzweiÿe technische Skizze einfacher Wohnhäuser erfol-
gen, die nebeneinander in drei verschiedenen Sichten auf einem Monitor angezeigt werden. In
beiden Beispielen für Visualisierungstechniken wird die gleiche Echtweltmetapher dargestellt
und auch der gleiche Ausschnitt der Datengrundlage verwendet.
3.1.2 Wahrnehmung
Für jede Kombination der Darstellung aus Visualisierungstechnik und Metapher ergeben sich
die Fragen, wie diese vom Nutzer wahrgenommen wird, wie er dabei den Bezug zur Daten-
grundlage herstellt und wie eektiv und ezient dieses Zusammenspiel beim Erlangen von
Erkenntnissen für die Bearbeitung der Aufgabe ist. Die Antworten auf diese Fragen stellen die
Grundlage für die Akzeptanz der Visualisierung als hilfreiches Werkzeug für die Bearbeitung
bestimmter Aufgaben dar, was eine Voraussetzung für den praktischen Einsatz ist.
Neben den gestaltbaren Eigenschaften der Darstellung haben auch die Eigenschaften des
menschlichen Auges, die damit mögliche Perzeption der Darstellung und die kognitiven Fähig-
keiten des Nutzers einen Einuss. Dies zeigt sich beispielsweise in der Mustererkennung, den
Gestaltgesetzen oder dem Empnden von Ästhetik. Aber auch die Umgebung, bestehend aus
27
den räumlichen Gegebenheiten, den Lichtverhältnissen oder weiteren anwesenden Personen,
kann einen Einuss auf Eektivität und Ezienz der Visualisierung haben. Eine Übersicht
der möglichen Einussfaktoren sowie eine ausführliche Betrachtung liefern die Arbeiten von
Diehl (2007), Ware (2013) und Munzner and Maguire (2014), die zudem einen umfassenden
Überblick über die Gestaltungsmöglichkeiten der Darstellung von Visualisierungen liefern.
Für animierte Darstellungen müssen darüber hinaus weitere kognitive Eigenschaften berück-
sichtigt werden, die Schilbach (2018) im Kontext von Visualisierungen ausführlich betrachtet.
3.2 Generative Softwarevisualisierung
3.2.1 Motivation
Jeder Schritt der Visualisierungs-Pipeline erfordert die Transformation von Daten, was ins-
besondere bei einer umfangreichen Datengrundlage auch entsprechenden Aufwand erzeugt,
welcher nur automatisiert zu bewältigen ist. Die Implementierung dieser automatisierten Ver-
arbeitung stellt dabei eine eigene Herausforderung dar, die ebenfalls Aufwände erzeugt und für
jede Visualisierung neu vorgenommen oder zumindest angepasst werden muss. Dieser Aufwand
steigt weiter, wenn die Visualisierungen den von Reiss (2005) denierten Anforderungen an die
Praxis genügen sollen (Abschnitt 2.4), womit Visualisierungen für die spezischen Aufgaben
und die jeweiligen Softwaresysteme nach den Bedürfnissen der tatsächlichen Nutzergruppen
erzeugt werden sollen.
Das Dilemma besteht nun darin, dass dieser enorme Aufwand zur Erzeugung zunächst in
Kauf genommen werden muss, bevor die Eektivität der so erzeugten Visualisierung evaluiert
werden kann. Entsprechend der Kosten-Nutzen-Betrachtung nach Ware (2013, S.23f) ist dies
aber nur dann zu rechtfertigen, wenn die Gleichung deutlich zu Gunsten der Visualisierung
ausfällt (Abschnitt 2.4). Da aber die Parameter der Gleichung letzlich auch nur in der Pra-
xis evaluiert werden können, kann im Vorfeld lediglich eine Schätzung erfolgen, womit eine
relativ groÿe Unsicherheit bezüglich des Verhältnis von Aufwand zur Erzeugung und dem po-
tenziellem Nutzen entsteht. Folglich wird daher ein Ansatz benötigt, der die Erzeugung von
aufgaben-, system- und nutzerspezischen Visualisierungen vereinfacht und so den Aufwand
zur Identikation eektiver und ezienter Visualisierungen deutlich verringert.
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3.2.2 Denition
Müller et al. (2011) schlagen als Ansatz zur Erzeugung von aufgaben-, system- und nutzer-
spezischen Visualisierungen die generative Softwarevisualisierung vor. Diese basiert auf dem
generativen Paradigma (Czarnecki and Eisenecker, 2000) zur automatisierten Erzeugung von
Softwaresystemen und deniert die automatisierte Erzeugung von Softwarevisualisierungen
wie folgt:
The visualization process should be arranged such that, given a particular require-
ments specication, a highly customized and optimized visualization can be automa-
tically generated on demand from elementary, reusable implementation components
belonging to a visualization family by means of conguration knowledge. (Müller
et al., 2011)
3.2.3 Ansatz
Kern des Ansatzes ist es, die Visualisierung voll automatisiert nach den nutzerspezischen
Anforderungen durch Transformation der zugrunde liegenden Daten zu generieren. Das gene-
rative Softwarevisualisierungs-Domänen-Modell in Abbildung 8 zeigt den Ansatz im Überblick
und stellt auch den Bezug zu den fünf Schritten der Visualisierungspipeline aus dem vorheri-
gen Abschnitt her.
Abbildung 8: Generatives-Domänen-Modell der Softwarevisualisierung (Müller et al., 2011)
Ein Nutzer kann zunächst im Problemraum (englisch problem space) sein spezisches Problem
mittels einer domänenspezischen Sprache (englisch domain specic language) formulieren.
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Damit bestimmt er, welche Aspekte seines Softwaresystems auf welcher Plattform mit wel-
cher Kombination aus Visualisierungstechnik und Metapher dargestellt werden sollen. Eine
Plattform umfasst dabei sowohl die Ein- und Ausgabegeräte als auch die Software durch Ver-
arbeitung der Computergrak in einem bestimmten Dateiformat. Anschlieÿend wird auf Basis
dieser Problembeschreibung eine erste Abbildung des Problemraums auf einen Lösungsraum
(englisch solution space) vorgenommen. Dabei werden die ersten drei Schritte Extraktion,
Analyse und Filterung durchlaufen und die so erzeugte Datengrundlage auf die gewählte
Metapher abgebildet, womit ein plattformunabhängiges Modell entsteht (englisch platform
independent components & visualisation family architecture). Dieses kann beispielsweise ein
einfacher Graph aus roten Knoten und blauen Kanten sein oder eine Stadt aus Häusern und
Straÿen, ohne dabei Eigenschaften der tatsächlichen Darstellung auf einer Plattform zu besit-
zen. Diese werden erst mit der Abbildung auf den zweiten Lösungsraum hinzugefügt, bei der
aus dem plattformunabhängigen Modell ein plattformspezisches Modell erzeugt wird. Dabei
werden die bereits denierten Eigenschaften des Modells entsprechend der Visualisierungs-
technik auf die Eigenschaften der Plattform abgebildet, welche in der Problembeschreibung
speziziert wurde. Soll beispielsweise ein Knoten durch eine Eigenschaft rot dargestellt wer-
den, so entscheidet sich erst mit der Wahl der Plattform, welcher physische Farbwert auf dem
Ausgabegerät für die Eigenschaft rot eingesetzt wird.
3.2.4 Diskussion
Der Einsatz der generativen Softwarevisualisierung bietet entlang der Visualisierungs-Pipeline
eine Menge von Möglichkeiten, den Aufwand bei der Erzeugung von aufgaben-, system- und
nutzerspezischen Visualisierungen zu verringern. So lassen sich beispielsweise neue Daten
mit verhältnismäÿig geringem Aufwand integrieren. Entweder liegen diese bereits in einem
unterstützten Format vor und können somit direkt im Prozess verarbeitet werden oder es
muss einmalig eine Transformation auf eine der unterstützten Ausgangsformate implementiert
werden. Alternativ kann auch ein neues Format mit verhältnismäÿigem Aufwand eingeführt
werden, wofür ein entsprechender Parser zu implementieren wäre.
Auf Basis der unterstützten Formate können weitere Metaphern und deren plattformspezi-
schen Transformationen mit angemessenem Aufwand integriert werden. Dafür sorgt die ein-
heitliche Architektur für Visualisierungsfamilien (englisch visualization family architecture),
welche zusammen mit der Aufteilung der Transformationen und der domänenspezischen
Sprache auch das Erzeugen von Varianten von Metaphern unterstützt.
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Soll dagegen eine neue Ausgabeplattform eingeführt werden, bedarf es nur der Implemen-
tierung der Transformation der bestehenden plattformunabhängigen Modelle auf die neuen
plattformspezischen Modelle. Durch die Trennung in die beiden Modellarten können da-
bei alle anderen Verarbeitungsschritte beibehalten werden. Aufgrund der Möglichkeit zur
Beschreibung des Problems in einer domänenspezischen Sprache bleiben zudem die vielen
Kongurationsmöglichkeiten zur Erzeugung der Visualisierung für den Nutzer beherrschbar.
Der Ansatz der generativen Softwarevisualisierung erlaubt es somit, beliebige Visualisierun-
gen nach nutzerspezischen Anforderungen automatisiert zu erzeugen und gleichzeitig den
Aufwand dafür deutlich zu reduzieren. Einzig der Aufwand und die Komplexität zur Deni-
tion und Implementierung der einzelnen Transformationen und Kongurationsmöglichkeiten
stellen die Nachteile dieses Ansatzes dar.
3.3 Getaviz
Eine Realisierung des generativen Softwarevisualisierungs-Domänen-Modell erfolgt als Teil des
von Baum et al. (2017) beschriebene Open-Source-Projekts Getaviz 3. Getaviz verfolgt das
Ziel, empirische Evaluationen der Eektivität, Ezienz und Akzeptanz von Softwarevisuali-
sierungen mit möglichst geringem Aufwand realisieren zu können, wozu auch die Generierung
der Visualisierungen zählt. Abbildung 9 zeigt den dazu implementierten Prozess über die
vier Werkzeuge sowie die dafür verwendeten technischen Grundlagen, welche in Müller et al.
(2011), Müller (2015) und Schilbach (2018) ausführlich beschrieben sind:
• Extraktoren (englisch extractors) sammeln und strukturieren die Datengrundlage.
• Generator (englisch generator) erstellt aus Datengrundlage die Visualisierung.
• Benutzungsschnittstelle (englisch user interface) zur Interaktion mit der Visualisierung.
• Evaluationsserver (englisch evaluation server) zur Verwaltung von Studien .
Abbildung 9: Werkzeuge von Getaviz und ihre Implementierung (Baum et al., 2017)
3https://github.com/softvis-research/Getaviz
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Die ersten beiden Teile, Extratoren und Generator, werden im Rahmen dieser Arbeit für
die Erzeugung der zu untersuchenden Darstellungen verwendet. Die Benutzungsschnittstelle
von Getaviz wird anschlieÿend verwendet, um die Interaktion mit den so erzeugten Visualisie-
rungen zu untersuchen, wozu auch Erweiterungen implementiert werden. Aufgrund einer noch
fehlenden Integration der Benutzungsschnittstelle kann der Evaluationsserver im Rahmen die-
ser Arbeit nicht eingesetzt werden. Zukünftig wird dieser aber einen entscheidenden Beitrag
zur Durchführung von Untersuchung in einem vollständig integrierten Evaluationsprozess lie-
fern. Das im vorherigen Abschnitt vorgestellte Softwarevisualisierungs-Domänen-Modell wird
in Getaviz vom Generator umgesetzt, der die beiden Abbildungen von Problem- auf Lösungs-
raum mittels drei Transformationsschritten realisiert.
1. Im Schritt Source-to-Model wird die von den Extraktoren gelieferte Datengrundlage
auf ein Modell einer Metapher abgebildet, indem eine Zuordnung der Elemente der
Datengrundlage auf die Elemente der Metapher erfolgt. So werden beispielsweise Klassen
auf Kreise und Methoden auf Ausschnitte dieser Kreise abgebildet.
2. Danach erfolgt im SchrittModel-to-Model die Berechnung der Eigenschaften der Metaphern-
Elemente wie Position, Gröÿe oder Farbe. Im obigen Beispiel würden in diesem Schritt
etwa der Radius der Kreise und die Gröÿe und Position der Kreisschnitte berechnet
werden. Diese ersten beiden Schritte umfassen die erste Abbildung des Problemraums
auf den Lösungsraum und erstellen dabei ein plattformunabhängiges Modell.
3. Der letzte TransformationsschrittModel-to-Target erzeugt dann entsprechend der Visua-
lisierungstechnik ein plattformspezisches Modell, was die zweite Abbildung des Pro-
blemraums auf den Lösungsraum darstellt. Die bisher vorrangig verwendete Visuali-
sierungstechnik in Getaviz ist X3D4, welches über einen Export in x3dom5 in einem
HTML-5 fähigen Web-Browser dargestellt werden kann (Baum et al., 2017). Für wei-
tere Ausführungen zu den Implementierungen in X3D und x3dom wird auf Brutzman







Abbildung 10 zeigt vier Beispiele für generierte Darstellungen in unterschiedlichen Metaphern
auf Grundlage der Strukturinformationen eines Softwaresystems in der Visualisierungstechnik
x3dom. Die beiden zur Untersuchung der Interaktion mit Softwarevisualisierung verwendeten
Metaphern, Recursive-Disk und City-Floors, werden in den beiden nächsten Abschnitten ein-
gehend vorgestellt.
Abbildung 10: Beispiele Softwarevisualisierungen mit Getaviz (Baum et al., 2017)
3.3.1 Recursive-Disk-Metapher
Ansatz
Die von Müller and Zeckzer (2015b) vorgestellte Recursive-Disk -Metapher ist ein auf Glyphen
(Ward, 2002) beruhender Ansatz zur Visualisierung der drei Aspekte Struktur, Verhalten und
Historie von Software (Abschnitt 2.1). Ausgehend von den Elementen der Struktur objektori-
entierter Softwaresysteme, nämlich Pakete, Klassen, Attribute und Methoden, werden dabei
scheibenförmige Glyphen erstellt, deren Bestandteile die einzelnen Struktur-Elemente abbil-
den. Da Klassen in Paketen enthalten sind und selbst wieder Methoden enthalten können, ent-
steht ein rekursiver Aufbau der Scheiben, der auch für den Namen Recursive-Disk verwendet
wurde. Die beiden Aspekte Verhalten und Historie können auf dieser Grundstruktur als weite-
re Glyphen oder über die Höheneigenschaft der Glyphen abgebildet werden, wodurch sich eine
dreidimensionale Metapher ergibt. Abbildung 11 zeigt die Abbildung der Struktur-Elemente
auf die Metaphern-Elemente und den Aufbau und die Anordnung dieser im Überblick.
Gröÿen
Die Fläche der Attribut-Glyphen (gelb dargestellte Ring- oder Kreis-Segmente) ist pro Klasse
gleich (Abbildung 11 2). Bei den Methoden-Glyphen (hellblaue Ring- oder Kreis-Segmente)
bestimmt dagegen die Anzahl der Anweisungen pro Methode die Gröÿe (Abbildung 11 2).
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Abbildung 11: Glyphen der Recursive-Disk -Metapher (Müller and Zeckzer, 2015b)
1 - Paket (grauer Ring) mit fünf Klassen (lila Ringe); 2 - zwei Klassen mit Methoden
(hellblaue Ringsegmente) und Attributen (gelbe Kreissegmente); 3 - Klasse oder Interface
mit zwei Methoden (hellblaue Kreissegmente); 4 - Klasse mit vier Attributen (gelbe
Kreissegmente); 5 - Klasse mit Methoden, Attributen und drei inneren Klassen (lila Ringe)
Die Gröÿe der Klassen-Glyphen (dunkelblaue Ringe) bestimmt sich aus der Anzahl ihrer
Attribute und der Summe der Methodengröÿen sowie den gegebenenfalls vorhandenen in-
neren Klassen (Abbildung 11 5). Somit stellen groÿe Klassen-Glyphen auch Klassen dar, die
einen umfangreichen Quellcode besitzen. Die Ringe der dunkelblauen Klassen- und hellgrauen
Paket-Glyphen ergeben sich jeweils als der minimale Umkreis um alle enthaltenen Glyphen.
Positionen
Die Anordnung der Klassen- und Methoden-Glyphen erfolgt in Abhängigkeit ihrer Gröÿe und
ihrer Position innerhalb der Hierarchie. Die gröÿte Glyphe wird dabei ins Zentrum gesetzt
und alle weiteren Glyphen werden nach der Gröÿe absteigend im Uhrzeigersinn beginnend auf
der Zwölf um diese herum angeordnet. Diese Anordnung wird auch für Methoden verwendet,
sodass die gröÿte Methode auch den gröÿten Anteil des Ring- oder Kreissegmentes einnimmt
und stets an der gleichen Position pro Klasse zu nden ist.
Diskussion
Durch diesen strukturierten Aufbau der Metapher entsteht eine relativ platzeziente Darstel-
lung, die bei unveränderter Struktur des Softwaresystems auch stets zur gleichen Darstellung
führt. Geringe Anpassungen der Struktur des Softwaresystems führen nur zu einer geringen
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Änderung der Darstellung, womit eine grundlegende Orientierung im Softwaresystem erhalten
bleibt. Auch die entstehenden charakteristischen Muster untersützen den Nutzer beim Erfas-
sen des Systems. So fallen etwa Interfaces direkt auf, da sie keine Attribute enthalten und ihre
Methoden aufgrund fehlender Implementierungen immer gleichgroÿ dargestellt werden. Aber
auch Anti-Pattern wie Gott-Klassen lassen sich aufgrund ihrer Gröÿe und der Anzahl von
Methoden, Attributen und gegebenenfalls noch inneren Klassen visuell leicht identizieren.
3.3.2 City-Floor-Metapher
Ansatz
Die ebenfalls in dieser Arbeit verwendete City-Floors-Metapher wurde in ihrer Grundform
als CodeCity von Wettel and Lanza (2007) beschrieben, implementiert und evaluiert sowie
unter anderem von Panas et al. (2003) und Panas et al. (2007) adaptiert. Sie basiert auf der
Idee, die Strukturelemente des Softwaresystems wie Pakete und Klassen auf die Elemente
einer Stadt wie Häuser und Distrikte abzubilden. Die Metapher beschränkt sich dabei auf die
Darstellung des Aspekts der Struktur und sieht keine expliziten Erweiterungsmöglichkeiten
für die Aspekte Verhalten und Historie vor. Zilch (2015) hat die von Wettel and Lanza (2007)
beschriebe Grundform für Pakete und Klassen in der Konguration Magnitude für Getaviz
implementiert, was die Grundlage der für diese Arbeit vorgenommenen Erweiterung zur City-
Floors-Metapher darstellt. Dazu wurden zusätzliche Darstellungselemente für die Methoden
und Attribute einer Klasse eingeführt, die in der Grundform nur als Metriken auf die Höhe oder
die Grundäche der Klassengebäude abgebildet werden. Diese Erweiterung dient einerseits
der besseren Vergleichbarkeit mit der Recursive-Disk -Metapher, die ebenfalls diese Struktur-
Elemente als Metaphern-Bestandteile darstellt. Andererseits erhöht sich so auch die Anzahl
der Elemente, mit denen interagiert werden kann, was für eine Untersuchung der Interaktion
von Vorteil ist. Abbildung 12 zeigt den Aufbau und die Anordnung der Elemente im Überblick.
Gröÿen
Die Höhe eines Gebäudes wird durch die Anzahl seiner Stockwerke bestimmt, die für die
Methoden der Klasse stehen. Damit wird die Metrik der Anzahl der Methoden einer Klasse
auf die Höhe des Gebäudes abgebildet, wie dies auch in der Grundform von Wettel and Lanza
(2007) der Fall ist. Eigenschaften der Methode, wie die Anzahl von Anweisungen, werden
nicht weiter für die Gröÿenberechnung berücksichtigt, womit jedes Stockwerk eine feste Höhe
hat.
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Abbildung 12: Stadtelemente der City-Floors-Metapher
1 - Geschachtelte Pakete als Distrikte (graue ache Quader) 2 - zwei im gleichen Paket
enthaltene Klassen als Gebäude (dunkelblaue aufrechte Quader) 3 - drei Methoden einer
Klasse als Stockwerke(hellblaue übereinander gestapelte ache Quader) 4 - mehrere
Attribute einer Klasse als Schornsteine (gelbe Zylinder)
Die Breite und Tiefe der Gebäude und Stockwerke richtet sich nach der Anzahl der Attribute
der Klasse, die als Schornsteine auf dem Rand des Gebäudedachs angeordnet werden. Die
Gröÿe der Schornsteine ist dabei ein fester Wert ohne Abhängigkeiten zu einer Eigenschaft
der Attribute.
Positionen
Die Anordnung der Stockwerke erfolgt schlicht übereinander gestapelt, ohne eine bestimmte
Reihenfolge zu berücksichtigen. Schornsteine werden so auf dem Rand der Gebäudedächer
verteilt, dass sie eine minimale Fläche der Dächer erzeugen und dabei pro Seite maximal eine
Lücke zulassen. Gebäude werden auf Distrikten entsprechend der Zuordnung ihrer Klassen
zum Paket positioniert und Distrikte werden auf Distrikten entsprechend der Pakethierarchie
positioniert. Bei der Positionierung der Gebäude innerhalb eines Distrikts wird zum einen
ein minimaler quadratischer Platzverbrauch berücksichtigt und zum anderen die Reihenfolge
absteigend nach der Gröÿe der Grundäche eingehalten.
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Gleiches gilt für die Positionierung von Distrikten in Distrikten. Die dafür genutzte Imple-
mentierung des Anordnungsalgorithmus kann in Zilch (2015) nachgelesen werden.
Diskussion
Durch die Anordnung der Gebäude und Distrikte entsteht ähnlich der Recursive-Disk -Metapher
eine strukturierte Darstellung des Systems, welche auch bei Änderungen noch eine Orien-
tierung durch das Wiedererkennen unveränderter Bestandteile unterstützt. Auf diese Weise
ergeben sich ebenfalls wiedererkennbare charakteristische Muster, womit beispielsweise Anti-
Pattern visuell identiziert werden können. Analog der Recursive-Disk -Metapher werden In-
terfaces ebenfalls wie Klassen dargestellt, ohne ein unterscheidendes Merkmal wie andere
Farbe zu nutzen. Innere Klassen werden dagegen nicht dargestellt und fehlen somit in der
Betrachtung des Softwaresystems.
3.4 Evaluation
Mit dem in Getaviz realisierten Ansatz zur generativen Softwarevisualisierung können mit
verhältnismäÿig geringem Aufwand nutzer-, aufgaben- und systemspezische Visualisierungen
erzeugt werden. Welche der Kombinationen aus Metapher und Visualisierungstechnik aber ein
eektives und ezientes Bearbeiten von Aufgaben unterstützt und dabei vom Nutzer auch
akzeptiert wird, ist eine der groÿen Fragen bei der Erforschung des praktischen Einsatzes von
Softwarevisualisierungen. Die dafür benötigte Evaluation bezieht sich dabei nicht allein auf
die Darstellung, sondern wird auch durch das Zusammenspiel mit der Interaktion beeinusst,
welche in unterschiedlichem Umfang stets in einer Visualisierung benötigt wird.
Der Grund für die notwendige Berücksichtigung der Interaktion ist die Bearbeitung von Aufga-
ben, welche entsprechend Visual Analytics (Abschnitt 2.3) kein einzelner Schritt ist, bei dem
das gewünschte Ergebnis einfach aus einem Zustand der Darstellung herausgelesen werden
kann (Spence, 2007, S.6). Vielmehr bedarf es mehrerer verschiedener Zustände der Darstel-
lung entsprechend der Anforderungen des Nutzers, damit die benötigten Erkenntnisse zur
Bearbeitung der Aufgabe ermittelt werden können. Somit müssen zur Manipulation der Dar-
stellung im Kontext der Aufgabe geeignete Interaktionsmöglichkeiten in die Visualisierung
integriert werden. Dies verdeutlicht auch die grundlegende Problematik der Darstellung der
üblicherweise sehr umfangreichen Datengrundlage. Die gleichzeitige Darstellung aller Daten
wird dabei zum einen durch die physischen Eigenschaften des Anzeigemediums und zum ande-
ren durch die Grenzen der visuellen menschlichen Wahrnehmung und Verarbeitung beschränkt
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(Munzner and Maguire, 2014, S.9). Somit müssen stets Möglichkeiten zur Interaktion ange-
boten werden, damit der Nutzer eine Auswahl der dargestellten Datengrundlage im Kontext
seiner Aufgabe bestimmen kann. Diese üben somit auch einen entscheidenden Einuss auf
die Eektivität und Ezienz der Visualisierung aus und beeinussen darüber hinaus auch die
Akzeptanz des Nutzers zum Einsatz der Visualisierung.
Bei der Wahl von Metapher und Visualisierungstechnik müssen daher auch die Interakti-
onsmöglichkeiten berücksichtigt werden, da diese von der Darstellung abhängig sind. Umge-
kehrt können durch die Wahl verschiedener Interaktionsmöglichkeiten auch die Auswahl und
Gestaltung von Metapher und Visualisierungstechnik beeinusst werden. Die Frage, welche
Kombination aus Metapher und Visualisierungstechnik für eine spezische Aufgabe gewählt
werden sollte, muss daher um die Frage nach der Wahl der Interaktionsmöglichkeiten er-
weitert werden. Somit muss auch das generative Softwarevisualisierungs-Domänen-Modell in
Abbildung 8 um die Spezikation der Interaktion im Problemraum erweitert werden. Wie
für die Darstellung ergeben sich auch für die Interaktion eine groÿe Menge an Gestaltungs-
möglichkeiten für verschiedene Arten von Eingabegeräten, welche im Kontext von Metapher
und Visualisierungstechnik betrachtet werden müssen. Die dafür benötigten Grundlagen zum
übergeordneten Gebiet der Human-Computer-Interaction und die speziellen Anforderungen





Das Forschungsgebiet derHuman-Computer-Interaction (deutschMensch-Computer-Interaktion)
untersucht die BereicheMensch, Computer und die dazwischen stattndende Interaktion (Dix,
2010, S.4).
Unter dem Mensch wird nicht nur die einzelne Person verstanden, sondern es können genau-
so Gruppen oder eine Folge von in einem Prozess involvierten Personen betrachtet werden.
Die menschliche Perzeption, die in diesem Kontext vorrangig über die Augen erfolgt, wurde
bereits im Kontext der Darstellung von Visualisierung (Abschnitt 3.1.2) angerissen. Zusam-
men mit der kognitiven Verarbeitung, bestehend aus dem Gedächtnis, den Denkvorgängen
und einem mentalen Modell, bildet sie den zentralen Teil der menschlichen Interaktion mit
Visualisierungen. Darüber hinaus werden auch die Aktionen des Menschen, wie Bewegungen
oder Berührungen, bei der Interaktion mit Computern betrachtet.
Im zweiten Bereich des Forschungsgebiets stehen die Ein- und Ausgabegeräte von Computern
im Zentrum der Betrachtung. Dabei werden neben den Eigenschaften der weit verbreiteten
Geräte Maus, Tastatur und Bildschirm auch komplexere Vertreter, wie Datenhandschuhe,
3D-Maus oder Head-Mounted-Display, auf ihre Eignung untersucht. Auch die technischen Ei-
genschaften zur Datenverarbeitung, wie Speichernutzung und Verarbeitungsgeschwindigkeit,
sind Teil der Betrachtung des Computers im Kontext der Interaktion mit dem Menschen.
Mit dem Fokus dieser Arbeit auf dem praktischen Einsatz von Softwarevisualisierungen in
der Wirtschaft wird auf eine detaillierte technischen Betrachtung verzichtet, da vorrangig die
einfacheren, verbreiteten Geräte Maus, Tastatur und Bildschirm verwendet werden. Die Inter-
aktion als dritter Bereich verbindet die beiden Bereiche Mensch und Computer miteinander,
um deren direkte und indirekte Kommunikation im Kontext der Bearbeitung von Aufgaben
zu untersuchen (Dix, 2010, S.124). Zur einheitlichen Betrachtung der Interaktion führt Dix
(2010, S.128) ein Modell ein, welches auf dem allgemeinen Modell zur Interaktion beruht,
dem execution-evaluation cycle von Norman (2008). Abbildung 13 zeigt das Modell von Dix
(2010, S.128) mit seinen vier Hauptkomponenten System (S ), Ausgabe (O), Nutzer (U ), und
Eingabe (I ).
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Abbildung 13: Interaktionsmodell nach Dix (2010, S.128)
Jede dieser Komponenten bedient sich bei der Interaktion einer eigenen Sprache (core, out-
put, task, input), die zur Kommunikation mit einer anderen Komponente auf deren Sprache
abgebildet werden muss (presentation, observation, articulation, performance). Bei der Inter-
aktion kann der Nutzer (U ) zur Bearbeitung seiner Aufgabe (task) über die Eingabegeräte
(I ) und deren Eingabemöglichkeiten (input) seine Eingaben formulieren (articulation), die
eine Änderung am System (S ) entsprechend seiner Verarbeitungsmöglichkeiten (core) leisten
(performance).
Die Verarbeitung (core) erzeugt dabei einen neuen Zustand des Systems (S ), welcher über das
Ausgabegerät (O) und dessen Ausgabemöglichkeiten (output) präsentiert wird (presentation)
und so vom Nutzer (U ) beobachtet (observation) und im Kontext seiner Aufgabe (task)
evaluiert werden kann.
4.1.2 Benutzungsschnittstelle
Im Kontext des Modells zur Interaktion wird die Benutzungsschnittstelle zwischen Mensch
U und System S als Kombination aus den Komponenten Ausgabe O und Eingabe I de-
niert, was in Abbildung 14 durch die Ellipse um O und I dargestellt ist (Dix, 2010, S.127).
Mit ihrer zentralen Position zwischen Mensch und System nimmt die Benutzungsschnittstelle
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somit auch den entscheidenden Platz bei der Gestaltung der Interaktion ein. Für die Gestal-
tung von Benutzungsschnittstellen sollten ihre Abhängigkeiten zu den Komponenten System
und Nutzer dierenzierter betrachtet werden, was in Abbildung 14 mit dem adaptierten Mo-
dell von Hewett (1992) dargestellt ist. Dieses adaptierte Modell erweitert das Modell von
Dix (2010, S.127) um die drei Bereiche Ergonomie (englisch ergonomics), Ausgabengestaltung
(englisch screen design) und Dialog (englisch dialog) sowie einen Rahmen aus sozialem und
organisatorischem Kontext (englisch social and organizational context).
Abbildung 14: Einordnung Benutzungsschnittstelle nach Dix (2010, S.127)
4.1.3 Ergonomie
Die Ergonomie befasst sich mit den menschlichen Einussfaktoren auf die physischen Ei-
genschaften der Interaktion und bietet somit Restriktionen, die es bei der Gestaltung der
Benutzungsschnittstelle zu beachten gilt (Dix, 2010, S.133). Dabei umfasst sie sowohl die
Beobachtung der Ausgaben als auch die Artikulation der Eingaben, was einen negativen Ein-
uss auf die Akzeptanz des Nutzers haben kann, wenn Restriktionen nicht beachtet werden.
Folgende Teilbereiche lassen sich danach identizieren:
• Physische Anordnung und Gröÿe von Steuerelementen und Anzeigen
• Eigenschaften der physischen Umgebung, wie Raumtemperatur und Beleuchtung
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• Gesundheitliche Beeinträchtigungen, etwa durch monotone wiederholte Bewegungen
• Einsatz von Farben, zum Beispiel zur Unterscheidung oder für Signalwirkungen
Da sich die Ergonomie vorrangig mit dem Einuss physischer Eigenschaften beschäftigt und
im Rahmen dieser Arbeit die verbreiteten Geräte Maus, Tastatur und Bildschirm an einem
üblichen Büroarbeitsplatz zum Einsatz kommen, wird dieses umfangreiche Thema in dieser
Arbeit nicht ausführlich betrachtet.
4.1.4 Ausgabengestaltung
Die Ausgabengestaltung bildet ebenfalls einen eigenen komplexen Teilbereich, der sich mit der
Frage beschäftigt, welche Darstellungselemente wo auf einem Bildschirm angeordnet werden
sollen (Dix, 2010, S.211). Dabei spielen sinnvolle Gruppierungen und Reihenfolgen genauso
eine Rolle, wie dekorative Elemente und die Ausrichtung der Elemente und Datenausgaben
in den Elementen. Da die allgemeine Betrachtung der Ausgabengestaltung bei Benutzungs-
schnittstellen für Visualisierungen aufgrund der umfangreichen und komplexen Darstellung
eine eher untergeordnete Bedeutung hat, wird sie an dieser Stelle nicht detailliert betrachtet.
4.1.5 Dialog
Der Dialog, also die Kommunikation zwischen Nutzer und System, kann über sehr verschiede-
ne Arten gestaltet werden, welche einen grundlegenden Einuss auf die gesamte Benutzungs-
schnittstelle ausüben und auch als Interaktionsstile bezeichnet werden (Dix, 2010, S.136).
So unterscheidet sich der Dialog über eine Kommandozeile wesentlich von einem Dialog über
natürliche Spracheingabe oder über eineWIMP -Benutzungsschnittstelle.WIMP ist ein Akro-
nym aus windows (Fenster), icons (Symbole), menus (Menüs) und pointers (Zeiger) und einer
der am weitesten verbreiteten Interaktionsstile für Mensch-Computer-Systeme, da er auf fast
jedem privat eingesetzten Computer genutzt wird. Weitere Interaktionsstile für Dialoge sind
demnach:
• Menüs geben feste Auswahlmöglichkeiten nach Gruppen geordnet vor.
• Frage/Antwort Dialoge stellen eine Reihe von Fragen an den Nutzer, welcher nur einfache
Antwortmöglichkeiten hat.
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• Anfragen ermöglichen es dem Nutzer, mittels einer spezischen Sprache Informationen
aus Datenbanken zu beziehen.
• Formulare und Tabellen bieten verschiedene Elemente vorrangig zur Eingabe von Daten.
• Zeigen und Klicken ist ein auf Auswahl mit der Maus ausgerichteter Dialog.
• Dreidimensionale Dialoge stellen Daten als virtuellen Raum dar, welcher vom Nutzer
erkundet werden kann.
Viele Systeme bieten nicht nur eine Art von Dialogen zur Kommunikation an, sondern nut-
zen je nach Anwendungsfall verschiedene oder auch Kombinationen dieser. Entsprechend der
Zielstellung dieser Arbeit lässt sich der Interaktionsstil dreidimensional für die zu untersu-
chenden Benutzungsschnittstellen identizieren, der durch die Stile WIMP und Zeigen und
Klicken ergänzt wird.
4.1.6 Sozialer und organisatorischer Kontext
Die Interaktion zwischen Mensch und Computer ndet nicht kontextfrei statt (Dix, 2010,
S.154). Sie unterliegt, wie bereits bei der Ergonomie beschrieben, physischen Einussfakto-
ren, welche den Ausführungsort betreen. Darüber hinaus haben aber auch der soziale und
organisatorische Kontext einen Einuss auf die Interaktion. So kann die Motivation des Nut-
zers die Bevorzugung bestimmter Dialogformen oder die Erwartung an die Gestaltung von
Ausgaben einen Einuss auf die Interaktion mit dem System nehmen. Zudem ist es in der
Praxis oft so, dass Aufgaben nicht vom Nutzer allein, sondern gemeinsam mit anderen be-
arbeitet werden, wobei die Aufgabenverteilung und die Erwartungshaltungen der einzelnen
Teilnehmer ebenfalls Einuss ausüben können. Bei der Beschreibung des Paradoxons der Soft-
warevisualisierung (Abschnitt 2.4) wurde ebenfalls bereits der Kontext der potenziellen Nutzer
beschrieben, welcher eine entscheidende Rolle bei der Akzeptanz von Visualisierungen besitzt.
4.2 Interaktion mit Visualisierungen
Zur Einordnung von Visualisierungen im Kontext der Human-Computer-Interaction wird zu-
nächst die Visualisierung als System betrachtet, wie es im Modell des vorherigen Abschnitts
eingeführt wurde. Entsprechend der Verwendung von Visualisierungen im Prozess des Visual
Analytics fällt der Ausgaben-Komponente eine deutlich gröÿere Bedeutung bei der Bearbei-
tung von Aufgaben zu. Die Eingaben dienen dagegen vorrangig der Änderung der Ausgabe,
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da bei der Interaktion mit Visualisierungen kaum Daten vom Nutzer eingegeben oder verar-
beitet werden. Stattdessen nutzt die Visualisierung vorrangig bereits vorhandene Daten, die
sie transformiert darstellt (Yi et al., 2007). Diese Transformation der Datengrundlage ndet
aber bereits vor der ersten Nutzung der Visualisierung über die Visualisierungs-Pipeline statt
(Abschnitt 3.1.1) und ist daher im Rahmen dieser Arbeit kein Bestandteil der Interaktion mit
Visualisierungen im Sinne der Human-Computer-Interaction.
Die für die Softwarevisualisierung relevanten Anwendungsfälle (Abschnitt 2.2.2) lassen sich,
wie bei der Evaluation der Darstellung beschrieben (Abschnitt 3.4), nicht allein durch ein
einziges visualisiertes Bild der Datengrundlage bearbeiten. Stattdessen wird eine längere Ab-
folge mehrerer Interaktionszyklen benötigt, wie sie im Modell nach Dix (2010, S.128) zwischen
Nutzer, Eingabe, System und Ausgabe dargestellt sind, die beispielsweise über visuel queries
ausgeführt werden können. Damit kann die Darstellung der Visualisierung so lange vom Nut-
zer manipuliert werden, bis ein Zustand erreicht wird, aus dem eine Lösung direkt abgelesen
werden kann. Zum Beispiel muss für die Untersuchung der Abhängigkeit zwischen zwei Klas-
sen die Darstellung zunächst so manipuliert werden, dass beide Klassen gleichzeitig und gut
erkennbar dargestellt werden. Im nächsten Schritt kann dann eine der Klassen ausgewählt
werden, was auch die Beziehungen in Form von Verbindungslinien visualisiert. Aus dem sich
so ergebenden Zustand kann dann direkt abgelesen werden, ob zwischen den beiden Klassen
eine Abhängigkeit besteht oder nicht.
Alternativ kann der Nutzer während der Abfolge der Interaktionszyklen die Erkenntnisse
sammeln, die er zur Bearbeitung seiner Aufgabe benötigt (Spence, 2007, S.6). In dem Fall
existiert nicht ein naler Zustand der Visualisierung, sondern es gibt mehrere relevante Zu-
stände. Diese liefern entweder in Summe die benötigte Erkenntnis oder die Erkenntnis entsteht
bei der Betrachtung der Unterschiede zwischen den Zuständen. Beispielsweise könnten zur Un-
tersuchung der Abhängigkeiten zwischen zwei Paketen bestimmte Klassen des einen Pakets
auf Beziehungen zu den Klassen des anderen Pakets untersucht werden. Vorausgesetzt, die
Benutzungsschnittstelle bietet keine Möglichkeit, um alle relevanten Klassen auf einmal aus-
zuwählen, muss der Nutzer nun jede Klasse einzeln nacheinander auswählen. Die Erkenntnis,
ob und wie stark eine Abhängigkeit zwischen den Paketen besteht, wird nun durch die visu-
elle Prüfung der einzelnen Zustände erlangt, ob Beziehungen zu Klassen des anderen Pakets
dargestellt sind oder nicht.
Dieses bereits bei Visual Analytics (Abschnitt 2.3) beschriebene Zusammenspiel zwischen
Darstellung und Interaktion verdeutlicht noch einmal, dass weder die Darstellung ohne Be-
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trachtung der Interaktion noch die Interaktion ohne die Betrachtung der Darstellung erfolgen
kann. Daher wird im weiteren Verlauf dieser Arbeit die Darstellung als Teil der Interaktion
mit Visualisierungen gemeinsam betrachtet.
Zusammenfassend lässt sich ableiten, dass Visualisierungen als eine Form von Benutzungs-
schnittstellen aufgefasst werden können (Ellis and Dix, 2006), die eine gröÿere Ausgaben- als
Eingabenkomponente besitzen und Daten fast ausschlieÿlich zur Änderung der Ausgabe ver-
arbeiten. Der Darstellungsteil einer Visualisierung kann dabei als ein sehr komplexes Element
dieser Benutzungsschnittstelle angesehen werden, welches durch weniger komplexe Elemen-
te wie Suchfelder oder Listen ergänzt wird. Deren Nutzung dient dabei ebenfalls vorrangig
der Änderung der Darstellung beziehungsweise der Anzeige zusätzlicher Daten in Textform,
welche sich beispielsweise aus Gründen der Übersichtlichkeit nur schlecht in die Darstellung
integrieren lassen. Abbildung 15 zeigt das so abgeleitete Modell zur Interaktion mit Softwa-
revisualisierungen im Kontext der Mensch-Computer-Interaktion.




Das Verständnis der Gestaltungsmöglichkeiten der Interaktion mit Visualisierungen ist auf
Basis des Modells (Abschnitt 4.2) noch sehr abstrakt, da dieses die Kommunikation zwischen
dem Nutzer und der Visualisierung als Ganzes beschreibt. Für eine konkretere Betrachtung
soll daher auf das Konzept der Interaktionstechnik zurückgegrien werden, welche einen Aus-
schnitt dieser Kommunikation darstellt. Der Begri der Interaktionstechnik ist im Kontext
der Interaktion mit Visualisierungen nicht einheitlich deniert. So legt Lam (2008) etwa bei
ihrer Denition den Fokus auf die Aktionen des Nutzers, ohne die Verarbeitung der visuellen
Änderung der Darstellung als Bestandteil der Interaktionstechnik aufzufassen:
We dene interaction as actions from users that cause visible changes in the visua-
lization, and interaction techniques as those actions
Ähnlich denieren dies Liu and Stasko (2010) mit:
Generally speaking, interaction techniques can be characterized as 1) involving phy-
sical motor actions, and 2) resulting in change in the state of visualization.
Yi et al. (2007) denieren dagegen Interaktionstechniken im Kontext von Visualisierungen
unter Einbezug der Verarbeitung durch den Nutzer wie folgt:
We view interaction techniques in Infovis as the features that provide users with the
ability to directly or indirectly manipulate and interpret representations
Diese Denition, der in dieser Arbeit gefolgt werden soll, bildet somit einen Ausschnitt aus
der Kommunikation mit allen Komponenten des Modells ab, womit sich Interaktionstechniken
auch im Kontext von Visual Analytics (Abschnitt 2.3) einordnen lassen. Ein Beispiel für
eine so denierte Interaktionstechnik ist die Möglichkeit des Auswählens eines Elements der
Darstellung mit der Maus (feature), woraufhin die Darstellung (representation) auf dieses
Element zentriert wird (manipulation) und somit das Element und seine Umgebung vom
Nutzer (user) besser erfasst werden kann (interpretation).
4.3.2 Einordnung
Abbildung 16 zeigt die Einordnung der Interaktionstechniken in das zuvor vorgestellte Modell
zur Interaktion mit Visualisierungen.
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Abbildung 16: Einordnung von Interaktionstechniken
Zur Klassizierung von Interaktionstechniken führen Yi et al. (2007) den Zweck ein, mit dem
eine Interaktionstechnik im Rahmen einer Aufgabe eingesetzt wird. Somit stehen nicht die
möglicherweise sehr detaillierte Betrachtung der Ein- und Ausgaben eines konkreten Systems,
die spezische Aufgabenstellung oder eine besondere Gruppe von Nutzern im Fokus, sondern
die Frage, wozu eine Interaktionstechnik eingesetzt wird. Die daraus abgeleitete Taxonomie
besteht aus den folgenden sieben Kategorien nach dem Zweck des Einsatzes:
• Select - Markiere etwas von Interesse
• Explore - Zeige mir etwas Anderes
• Recongure - Zeige mir eine andere Anordnung
• Encode - Zeige mir eine andere Darstellung
• Abstract/Elaborate - Zeige mir mehr oder weniger Details
• Filter - Zeige mir etwas Bestimmtes
• Connect - Zeige mir die verbundenen Elemente
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4.3.3 Diskussion
Die Taxonomie nach Yi et al. (2007) bietet einen guten Überblick der Gestaltungsmöglichkei-
ten der Interaktion mit Visualisierungen. Die Möglichkeiten zur Ausgestaltung der einzelnen
Interaktionstechniken je Kategorie sind dabei allerdings sehr variabel und bilden Abhängig-
keiten zur Darstellung und anderen Interaktionstechniken. Das oben angeführte Beispiel einer
Interaktionstechnik zum Zentrieren der Ansicht auf ein Element lässt sich beispielsweise in die
Kategorie Explore einordnen. Da dabei aber auch ein Element ausgewählt wird, kann diese
Interaktionstechnik auch gleichzeitig in die Kategorie Select eingeordnet werden (Yi et al.,
2007). Die sieben Kategorien der Taxonomie nach Yi et al. (2007) sind somit nicht vollständig
disjunkt. Zudem lassen sich auch nicht alle Möglichkeiten der Interaktion in eine der Katego-
rien einordnen, etwa das Einblenden von Elementen wie einem Gitternetz, um das Abschätzen
von Abständen zu erleichtern (Yi et al., 2007). Dabei grenzen Yi et al. (2007) bereits bewusst
allgemeine Interaktionstechniken wie das Zurücknehmen einer Änderung (englisch undo) von
den Interaktionstechniken für Visualisierungen ab.
Für eine vollständige Betrachtung des Einusses der Interaktion auf die Nutzerakzeptanz
im Rahmen von Visual Analytics sind die sieben Kategorien für Interaktionstechniken da-
her nicht ausreichend. Die von Yi et al. (2007) genutzte Orientierung am Zweck sowie die
dafür benötigten Eingaben und entstehenden Ausgaben geben allerdings einen geeigneten
Rahmen für die Betrachtung der Interaktion mit Softwarevisualisierungen vor. Entsprechend
kann die Interaktion als eine Abfolge von Interaktionstechniken verstanden werden, bei denen
der Nutzer mehrere Zyklen aus Eingaben und Ausgaben zu bestimmten Zwecken durchläuft,
um Erkenntnisse zu erlangen. Für die Untersuchung des Einusses auf die Nutzerakzeptanz
müssen diese Zyklen aber noch detaillierter betrachtet werden.
4.4 Navigation im 3D-Raum
Im Folgenden soll anhand der Navigation im 3D-Raum ein Beispiel für die im vorherigen
Kapitel eingeführten Interaktionstechniken in der Kategorie Explore gegeben werden, welches
die Komplexität der Interaktion mit Visualisierungen verdeutlicht. Für das einfachere Ver-
ständnis der anspruchsvollen Navigation in dreidimensionalen Visualisierungen werden die
Begrie Szene, Kamera, Perspektive, Modell und Rotationszentrum sowie Verschieben und
Rotieren eingeführt. Die für das Beispiel ausgewählten Interaktionstechniken entstammen
der von X3DOM (Abschnitt 3.3) denierten Navigationsvariante Examine. Das verwendete
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Modell ist ein einfaches System, dargestellt in der dreidimensionalen City-Floors-Metapher
(Abschnitt 3.3.2). Zusammen mit der Kamera bildet es die Szene, die der Nutzer in einer
bestimmten Perspektive betrachtet. Abbildung 17 zeigt die Perspektive auf eine Szene in vier
Ansichten, welche im Uhrzeigersinn, links oben beginnend folgendes zeigen:
• Dreidimensionale Darstellung des Modells entsprechend der Perspektive
• Zweidimensionale Draufsicht (x- und z-Achse)
• Zweidimensionale Seitenansicht (z- und y-Achse)
• Zweidimensionale Seitenansicht (x- und y-Achse)
Abbildung 17: Navigation im 3D-Raum - Ausgangslage
In den zweidimensionalen Ansichten sind zusätzlich zum vereinfachtenModell auch die Kame-
ra (Rechteck) und die Perspektive (gestricheltes Dreieck/Viereck) eingezeichnet. Verschiebt
der Nutzer die Maus bei gedrückter mittlerer Maustaste, wird das Modell entlang der ent-
sprechenden Achsen verschoben. Abbildung 18 zeigt dies am Beispiel einer Verschiebung des
Modells nach rechts unten. Dafür muss der Nutzer die Maus bei gedrückter mittlerer Maustas-
te ebenfalls nach rechts unten bewegen. Die gleiche Darstellung kann auch durch eine Ver-
schiebung der Kamera anstelle des Modells nach links oben erreicht werden. Entsprechend ist
auch das Zoomen als ein Verschieben der Kamera oder des Modells auf der z-Achse realisiert.
Der Nutzer kann auch dabei ohne weitere Hilfsmittel, wie etwa einem ortsunveränderlichen
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Abbildung 18: Navigation im 3D-Raum - Modellverschiebung
Positionsmarker, nicht unterscheiden, ob sich aufgrund seiner Aktion das Modell oder die Ka-
mera bewegt. Abbildung 19 verdeutlicht dies anhand der Verschiebung der Kamera entlang
der z-Achse nach vorn, für die der Nutzer eine Drehung des Mausrads nach oben ausführen
muss.
Ähnlich verhält es sich mit der Rotation bei Bewegung der Maus und gedrückter linker
Maustaste. Dabei wird die Bewegungsrichtung der Maus nach links, rechts, oben oder un-
ten übertragen auf eine Rotation um die x- beziehungsweise y-Achse des Rotationszentrums.
Bendet sich das Rotationszentrum im Mittelpunkt des Modells, so nimmt der Nutzer dies
als Rotation des Modells wahr, wie im Beispiel der Abbildung 20 mit einer Drehung um 45
Grad im Uhrzeigersinn um die y-Achse dargestellt. Bei einem Rotationszentrum auÿerhalb
des Modells rotiert für den Nutzer die gesamte Szene, was ohne eine entsprechende visuelle
Darstellung des Rotationszentrums verwirrend sein kann. Das ist insbesondere dann der Fall,
wenn sich das Rotationszentrum nicht im Zentrum der Perspektive bendet, wie es bei einem
Karussell mit dem Blick auf die Umgebung anstelle des Zentrums der Fall wäre. Das Beispiel
in Abbildung 21 verdeutlicht diesen Eekt. Es entsteht der Eindruck, dass sich das Modell
sowohl ein Stück gedreht als auch ein Stück verschoben hätte. In beiden Fällen kann die Ro-
tation der Szene um das Rotationszentrum auch über eine Verschiebung und Rotation der
Kamera erreicht werden. Ein Sonderfall ist das Rotationszentrum in der Kamera, welche eine
natürliche Drehung des Kopfes nachahmt.
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Abbildung 19: Navigation im 3D-Raum - Kamerazoom
Abbildung 20: Navigation im 3D-Raum - Rotation Modell
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Abbildung 21: Navigation im 3D-Raum - Rotationszentrum auÿerhalb Modell
Die Perspektivänderungen wirken in diesem Fall so, als ob der Betrachter direkt aus der
Position der Kamera in die Szene schaut, womit eine Zugehörigkeit zur Szene entstehen kann.
Abbildung 22 zeigt dies an einem Beispiel, bei dem die Kamera um 45◦ im Uhrzeigersinn um
die y-Achse gedreht wird, was einer Drehung des Kopfes nach rechts gleich kommt.
4.5 Evaluation
Das Modell der Human-Computer-Interaction nach Dix (2010, S.128) (Abschnitt 4.1.1) und
die daraus abgeleitete Spezialisierung zur Interaktion mit Visualisierungen (Abschnitt 4.2)
vereint die beiden Aspekte Darstellung und Interaktion für eine Betrachtung im Rahmen von
Visual Analytics. Wie bei der Gestaltung der Darstellung sind auch die Möglichkeiten zur
Gestaltung der Interaktion mit Visualisierungen sehr vielfältig und komplex, wie das Beispiel
der Navigation im 3D-Raum aus dem vorherigen Kapitel belegt. Die zur Strukturierung ein-
geführten Interaktionstechniken (Abschnitt 4.3) zeigen anhand der Taxonomie nach Yi et al.
(2007) das Spektrum auf, in dem die Darstellung manipuliert werden kann. Die konkrete Ge-
staltung einer Interaktionstechnik ist neben der Darstellung auch abhängig von den Aufgaben
und Nutzern, was durch die speziellen Eigenschaften von Softwarevisualisierungen (Abschnitt
2.2) eine noch komplexere Herausforderung darstellt.
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Abbildung 22: Navigation im 3D-Raum - Rotation Kamera
Zur Evaluation einer Softwarevisualisierung besteht nun die Schwierigkeit, neben der Überprü-
fung der Eektivität und der Ezienz auch die benötigte Akzeptanz beim Nutzer zu messen
und herauszunden, was dieser gegebenenfalls entgegenwirkt. Denn nur wenn der Nutzer mit
angemessenem Aufwand seine konkrete Aufgabe mit einem befriedigenden Ergebnis bearbei-
ten kann und dabei auch meint, dass dies die beste ihm bekannte Methode ist, wird er die
Softwarevisualisierung auch akzeptieren. Diese subjektive Meinung des Nutzers tangiert dabei
das Thema User Experience, also wie der Nutzer subjektiv das Arbeiten mit dem System als
Ganzes empndet. Zur Evaluation der Interaktion mit Softwarevisualisierungen wird also ein
Modell benötigt, welches neben all den Einussfaktoren von Darstellung, Interaktionstechni-
ken und Aufgaben auch die subjektive Wahrnehmung des Nutzers erfasst. Folglich genügt es
nicht, dass auf Basis des Modells lediglich Messungen durchgeführt werden, sondern es müs-
sen sich auch die Ursachen und Änderungsmöglichkeiten ermitteln lassen, die der Akzeptanz
des Nutzers entgegenwirken beziehungsweise diese verbessern könnten. Im nächsten Kapitel
wird das somit charakterisierte Modell zunächst hergeleitet, bevor es im darauolgenden Ka-
pitel als Grundlage für einen Evaluationsansatz dient, nach dem die dann folgenden Studien
geplant, durchgeführt und ausgewertet werden.
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5 Modell der Interaktion mit Softwarevisualisierungen
In diesem Kapitel soll ein Modell der Interaktion mit Softwarevisualisierungen hergeleitet und
beschrieben werden. Ausgehend von einem kurzen Abriss zu wissenschaftlichen Modellen und
Theorien von Informationssystemen werden zunächst verschiedene Modelle zu Visualisierun-
gen und Softwarevisualisierungen vorgestellt und eingeordnet. Da keines dieser Modelle den
Anforderungen zur Evaluation der Interaktion mit Softwarevisualsisierungen vollständig ge-
nügt, wird daraufhin ein Modell auf Basis der Interaktionskosten von Lam (2008) hergeleitet,
detailliert und eingeordnet. Dieses Modell dient im Folgenden als Grundlage zur Evaluation
der Interaktion mit Softwarevisualisierungen.
5.1 Wissenschaftliche Modelle und Theorien
In der Wissenschaft werden Modelle eingesetzt, um einen Untersuchungsgegenstand, wie ein
Phänomen oder einen Prozess, mit einer Menge von Begrien und Beziehungen zwischen die-
sen zu beschreiben (Gregor, 2006). Modelle entsprechen in der Wissenschaft somit gleichzeitig
auch einer Theorie, da sie ein von Menschen geschaenes theoretisches Konstrukt eines Aus-
schnitts der realen Welt sind. Die Begrie Modell und Theorie werden daher im Folgenden
synonym verwendet. Davon abzugrenzen sind Modelle, die ein physisch reales Objekt auf
Basis gewonnener Daten darstellen, wie beispielsweise die dreidimensionale Abbildung eines
menschlichen Herzens. Analog zur Unterscheidung von wissenschaftlichen Visualisierungen
und Informationsvisualisierungen (Abschnitt 2.1.4) wird diese Art von Modellen in dieser
Arbeit nicht weiter betrachtet.
Gregor (2006) unterscheidet fünf verschiedene Arten von Theorien für Informationssysteme,
welche sich auch auf den Bereich der Softwarevisualisierung als Vertreter von Informationssys-
temen anwenden lassen. Abbildung 23 zeigt die fünf Arten Analyse, Erklärung, Vorhersage,
Erklärung und Vorhersage und Verfahrensanleitung sowie ihre Zusammenhänge. Demnach
enthält jede Theorie als Grundlage eine Beschreibung, um was es sich bei dem Untersu-
chungsgegenstand handelt und wie dessen Aufbau zu verstehen ist. Für sich allein genommen
beschreibt eine solche analysierende Theorie lediglich einen Ist-Zustand, indem Begrie und
Beziehungen für den Untersuchungsgegenstand entwickelt werden, die alle Ausprägungen des
Untersuchungsgegenstands präzise und eindeutig beschreiben können.
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Abbildung 23: Theoriearten von Informationssystemen und ihre Beziehungen nach Gregor
(2006)
Aufbauend auf der Analyse des Untersuchungsgegenstands lassen sich erklärende Aussagen
oder vorhersagende Aussagen formulieren, wodurch eine erklärende beziehungsweise vorher-
sagende Theorie entsteht. Eine erklärende Theorie muss nicht zwangsweise eine Vorhersage
über ein Verhalten oder eine Eigenschaft ermöglichen. Umgekehrt muss eine Vorhersage auch
keine kausal begründeten Erklärungen liefern. Der wissenschaftliche Wert bemisst sich für
diese Art von Theorie aus der vorrangigen Bedeutung der Vorhersage für den jeweiligen An-
wendungsfall, während die Erklärung nur eine nachrangige Bedeutung besitzt. Es zeigt sich,
dass jede Theorie für einen bestimmten Zweck aufgestellt wird, der auch darüber entscheidet,
was die Theorie leisten kann. Für die meisten Theorien ist dies eine Kombination aus Er-
klärung und Vorhersage, wodurch sich eine weitere Art von Theorie bildet. Diese liefern zum
einen eine Erklärung über den Aufbau und die Beziehungen des Untersuchungsgegenstands
als auch daraus ableitbare Vorhersagen, die als Hypothesen formuliert auch falsiziert werden
können. Dabei kann die Überprüfung der Hypothesen auch neue Erkenntnisse über Aufbau
und Beziehungen hervorbringen, die zur Weiterentwicklung der Theorie beitragen. Die letzte
Art von Theorien beschreibt als Verfahrensanweisungen, wie ein Vorgehen zur Erforschung ei-
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nes Untersuchungsgegenstands gestaltet werden sollte. Neben Handlungsempfehlungen bieten
sie auch eine Struktur und einen Ablauf, der eine systematische Wissensbildung garantieren
soll, was auch die wechselseitige Beziehung zu Theorien der Art Erklärung und Vorhersage
begründet. Die Verfahrensanweisung dient dabei einerseits der systematischen Ableitung von
Hypothesen aus den Vorhersagen der Theorie. Andererseits hilft sie bei der Überprüfung der
Hypothesen und der Integration der daraus gewonnenen Erkenntnisse in die Erklärung durch
die Theorie.
Für die Evaluation der Interaktion mit Softwarevisualisierungen wird daher zum einen ein
Modell zur Erklärung und Vorhersage der Nutzerakzeptanz bei der Interaktion mit Softwa-
revisualisierungen benötigt. Zum anderen soll eine Verfahrensanweisung für die Evaluation
erarbeitet werden, mit der systematisch Erkenntnisse auf Basis des Modells ermittelt werden
können. Ziel ist eine strukturierte Wissensbildung über den Aufbau der Nutzerinteraktion und
ihren Einuss auf die Nutzerakzeptanz bei der Bearbeitung von Aufgaben mit Softwarevisuali-
sierungen. Im Folgenden werden dazu in der Literatur beschriebene Modelle zur Visualisierung
auf ihre Eignung hinsichtlich dieses Ziels untersucht.
5.2 Modell der Softwarevisualisierung
5.2.1 Modell der Visualisierung
Meyer et al. (2012) denieren mit ihrem geschachtelten Modell aus Blöcken und Richtlini-
en eine Klassizierung der Evaluation von Visualisierungen. Als Basis dient das von Munzner
(2009) denierte geschachtelte Modell zum Entwurf und zur Validierung von Visualisierungen.
Die vier darin denierten Ebenen Beschreibung der Domäne, Entwurf der Daten- und Auf-
gabenabstraktion, Entwurf von Darstellungs- und Interaktionstechniken und Implementierung
sind dazu ineinander geschachtelt, wie Abbildung 24 zeigt. Fehlentscheidungen auf einer der
Abbildung 24: Geschachteltes Modell zum Entwurf und zur Validierung von Visualisierungen
(Munzner, 2009)
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äuÿeren Ebenen haben auch einen Einuss auf die enthaltenen Ebenen. Eine schlechte Ab-
straktion der Daten einer Domäne etwa schlägt sich somit auch im Entwurf der Darstellungs-
und Interaktionstechniken nieder. Eine Evaluation sollte daher alle vier Ebenen umfassen und
von auÿen nach innen durchgeführt werden. Der Aufbau von Visualisierungen entsprechend
den vier Ebenen und die Abhängigkeiten dieser durch die Schachtelung kann als ein Modell
der Kategorie Erklärung und Vorhersage aufgefasst werden (Abschnitt 5.1).
Auf Basis dieses Modells können auch die aus der Evaluation gewonnenen Erkenntnisse in einer
gemeinsamen Wissensbasis mittels Blöcken und Richtlinien (englisch blocks and guidelines)
nach Meyer et al. (2012) strukturiert erfasst werden, wie in Abbildung 25 dargestellt ist.
Blöcke entsprechen dabei einem evaluierten Ergebnis eines Entwurfsprozesses auf einer der
Abbildung 25: Geschachteltes Modell mit Blöcken und Richtinlinen (Meyer et al., 2012)
Ebenen, also beispielsweise einer für die Aufgaben und die Daten einer Domäne geeignete
Visualisierungstechnik. Richtlinien beschreiben innerhalb einer Ebene den Vergleich zwischen
Blöcken, beispielsweise das bessere Abschneiden einer Visualisierungstechnik gegenüber einer
anderen. Zwischen den Blöcken auf unterschiedlichen Ebenen beschreiben die Richtlinien eine
Zuordnung (englischmapping), was im Beispiel die Eignung der Visualisierungstechnik für eine
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bestimmte Art von Aufgaben und Daten einer Domäne ist. Nach Meyer et al. (2012) sollten
zur Einordnung in die Wissensbasis für jede Evaluation die untersuchungsrelevanten Ebenen
explizit bestimmt werden und bei der Planung der Untersuchung auch berücksichtigt werden.
Zusätzlich sollte für die angrenzenden Ebenen dokumentiert werden, welche Annahmen für
die äuÿeren Ebenen zugrunde liegen und welche Anforderungen sich für die inneren Ebenen
ergeben. Mit dieser Betrachtung lassen sich anschlieÿend auch geeignete Evaluationsmethoden
oder Kombinationen dieser für die Evaluation bestimmen.
Über diese Handlungsempfehlungen hinaus beziehen Meyer et al. (2012) das Framework zur
Durchführung von Entwurfsstudien nach Sedlmair et al. (2012) ein, womit sich das geschachtel-
te Modell aus Blöcken und Richtlinien auch in die Kategorie Verfahrensanweisungen einordnen
lässt (Abschnitt 5.1). Somit wird für Visualisierungen allgemein auch ein Vorgehensmodell zur
systematischen Evaluation beschrieben, welches die Bildung einer einheitlichen Wissensbasis
zum Ziel hat. Dabei ist die Interaktion auf der Ebene Entwurf von Darstellungs- und Inter-
aktionstechniken vertreten und somit auch der Bezug zu den Aufgaben und den Daten sowie
zur Implementierung durch die beiden angrenzenden Ebenen vorhanden. Für die Evaluation
der Nutzerakzeptanz bei der Interaktion mit Softwarevisualisierungen ist dieses Modell je-
doch zu allgemein und benötigt folglich eine Spezialisierung und Detaillierung. Dabei dient
das geschachtelte Modell aus Blöcken und Richtlinien als Ausgangspunkt, womit gewonne-
ne Erkenntnisse des spezialisierten Modells auch in die Wissensbasis dieses übergeordneten
Modells einieÿen können.
5.2.2 Adaption für Softwarevisualisierungen
Speziell für das Forschungsgebiet der Softwarevisualisierung adaptieren Müller et al. (2014a)
das von Meyer et al. (2012) vorgeschlagene geschachtelte Modell aus Blöcken und Richtlinien,
indem sie dieses anhand von Einussfaktoren detaillieren. Abbildung 26 zeigt die Kategorien
der Einussfaktoren entsprechend der Ebenen des geschachtelten Modells aus Blöcken und
Richtlinien, wobei auf die Darstellung der weiterhin gültigen Schachtelung der Ebenen ver-
zichtet wurde. Die Kategorien nach Müller et al. (2014a) sind dabei nicht als Blöcke gemäÿ
dem Modell der Visualisierung zu verstehen, sondern bilden eine explizite Unterteilung der
Ebenen. Innerhalb dieser unterteilten Ebenen können dann wiederum Blöcke und Richtlinien
speziziert werden. Beispielsweise kann auf der Ebene der Domäne noch einmal nach verschie-
denen Nutzern (englisch user) unterschieden werden, für die verschiedene Blöcke wie etwa
Entwickler oder Tester deniert werden können. Auf diese Weise wird der Einuss der Rolle
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Abbildung 26: Kategorien der Einussfaktoren (Müller et al., 2014a)
des Nutzers auf die Evaluation und die damit angestrebte Wissensgewinnung berücksichtigt.
Müller et al. (2014a) detaillieren somit auch das von Meyer et al. (2012) vorgeschlagene Vor-
gehensmodell zur Evaluation, indem für Softwarevisualisierungen spezische Einussfaktoren
berücksichtigt werden. Ziel ist neben der Erweiterung der strukturierten Wissensbildung auch
die Steigerung der Validität der Evaluationsergebnisse durch die Kontrolle beziehungsweise
dem Messen von relevanten Einussfaktoren. Je Untersuchung soll dazu nur ein Einussfak-
tor gezielt variiert werden, während alle anderen Einussfaktoren konstant gehalten oder ihre
Variationen gemessen werden.
Auf Ebene der Darstellungs- und Interaktionstechniken unterscheiden Müller et al. (2014a)
die beiden Teilkomplexe Darstellung (englisch representation) und Navigation und Interaktion
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(englisch navigation and interaction). Im Folgenden wird die Navigation unter der Interaktion
subsumiert, da sich ihre Interaktionstechniken nicht grundlegend im Aufbau nach Zweck, Ein-
gabe und Ausgabe von anderen unterscheiden. Zudem lassen sich die Interaktionstechniken
zur Navigation meist eindeutig der Kategorie Explore zuordnen (Abschnitt 4.3.2), womit im
Folgenden nur noch von den beiden Teilkomplexen Darstellung und Interaktion geschrieben
wird. Zur weiteren Detaillierung der Interaktion führen Müller et al. (2014a) die drei Einuss-
faktoren Technik, Eingabegeräte und Ausgabegeräte ein, welche vorrangig der Ergonomie der
Human-Computer-Interaction zuzuordnen sind (Abschnitt 4.1.3). Für die abhängigen Kate-
gorien Darstellung, Aufgaben (englisch tasks) und Implementierung (englisch implementation)
werden ebenfalls Einussfaktoren eingeführt, welche die Betrachtung der Abhängigkeiten zur
Interaktion weiter detaillieren.
Für die Evaluation des Einusses der Interaktion auf die Nutzerakzeptanz wird aber das
Zusammenspiel der Kategorien Interaktion und Darstellung (Abschnitt 4.2) im Modell nicht
explizit betrachtet. Auch der Einuss der Aufgaben und der kognitiven Prozesse des Nutzers
entsprechend der Visual Analytic (Abschnitt 2.3) werden nicht explizit im Zusammenhang mit
der Interaktion betrachtet. Im Folgenden wird daher speziell für die Interaktion mit Software-
visualisierungen ein Modell hergeleitet, welches die Kategorien Darstellung, Aufgaben und
Nutzer im Kontext der Kategorie Interaktion betrachtet. Dabei wird die Berücksichtigung der
Einussfaktoren durch Kontrolle beziehungsweise Messung beibehalten, um weiterhin valide
Ergebnisse erhalten zu können. Die so gewonnenen Erkenntnisse können demnach auch in das
geschachtelte Modell aus Blöcken und Richtlinien eingeordnet werden.
5.3 Herleitung
Nach der Einordnung der Darstellung als komplexer Bestandteil der Benutzungsschnittstelle
(Abschnitt 4.2) wird die Interaktion zur Bearbeitung von Aufgaben als Abfolge von Interakti-
onstechniken betrachtet (Abschnitt 4.3). Dabei ermittelt der Nutzer durch die Manipulation
der Darstellung die benötigten Erkenntnisse über Ein- und Ausgaben der implementierten
Benutzungsschnittstelle. Somit sind alle vier direkt abhängigen Kategorien des Modells der
Softwarevisualisierung (Abschnitt 5.2) für eine Betrachtung der Nutzerakzeptanz im Kontext
der Visual Analytic (Abschnitt 2.3) in Beziehung gesetzt.
Für die weitere Betrachtung der Abfolge von Interaktionstechniken wird das von Norman
(2008) beschriebene Modell der sieben Phasen des Handelns als Grundlage genutzt, welches
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von Lam (2008) für die Informationsvisualisierung adaptiert und um einen Kostenbegri er-
weitert wurde. Ein solches, im Folgenden als Interaktionskostenmodell bezeichnetes Modell
beschreibt die Ausführung einer Interaktionstechnik durch den Nutzer mit einem Durchlauf
aller sieben Phasen (Lam, 2008), wie Abbildung 27 im Überblick zeigt. Phase 2 zur Wahl
der Interaktionstechnik ist dabei nur insofern ein Bestandteil dieses Durchlaufs, als dass die
gewählte Interaktionstechnik dem Nutzer zur Erreichung des Ziels als geeignet erscheint. Die
Abbildung 27: Interaktionskostenmodell nach (Lam, 2008)
Durchläufe stellen somit eine iterative Bearbeitung von Aufgaben mittels Interaktionstechni-
ken dar, wobei die Zieldenition (Phase 1) die zuvor ermittelten Erkenntnisse nutzt, um den
neuen Durchlauf auszulösen. Folgende Beispielaufgabe soll die Iterationen nach dem Interak-
tionskostenmodell verdeutlichen:
Bewerten Sie die Verwendung der Methode doMagic im System. Wird diese über-
wiegend von Methoden aus Klassen des gleichen Pakets aufgerufen oder zu einem
gröÿeren Teil von Methoden aus Klassen anderer Pakete?
Die Darstellung der Datengrundlage erfolgt im Beispiel mittels der City-Floors-Metapher
(Abschnitt 3.3.2), womit Klassen als Gebäude und Methoden als Stockwerke der Gebäude vi-
sualisiert sind. Zusätzlich soll in dem Beispiel davon ausgegangen werden, dass die Bezeichner
der Methoden an jeder Seite der Stockwerke eingeblendet sind. Zur Bearbeitung der Aufgabe
führt der Nutzer folgende erste Interaktionstechnik aus:
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1) Ziel formulieren
Methode doMagic muss zur Einschätzung der Abhängigkeiten identiziert werden.
2) Interaktionstechniken wählen
Suche durch Lesen der Bezeichner aller Elemente als zu aufwendig abgelehnt.
Suche per Suchfeld erscheint einfacher.
3) Physische Aktionen bestimmen
Suchfeld auswählen.
Buchstaben von Bezeichner für Methode doMagic eingeben.
Vorschlag des Suchfelds auswählen.
4) Physische Aktionen ausführen
Maus über Suchfeld führen
Linke Maustaste drücken.
Erste Zeichen des Bezeichners für Methode doMagic über Tastatur eingeben.
Auswahl des Vorschlags über Pfeiltasten.
Bestätigung mit Entertaste.
Darstellungsmanipulation
Ausgangslage ist Gesamtsicht auf das System.
Bildausschnitt wird animiert auf Gebäude der Methode doMagic zentriert.
Methode doMagic wird rot hervorgehoben.
5) Stand der Darstellung erkennen
Erkennen des rot hervorgehobenen Stockwerks der Methode doMagic. Lesen des Be-
zeichners für Methode doMagic.
6) Darstellungsänderung interpretieren
Interpretation des zentrierten Bildausschnitts als Teilausschnitt des Gesamtsystems.
Orientierung ist aufgrund des animierten Perspektivwechsels vorhanden. Ein darge-
stelltes Element wurde ausgewählt, zentriert und hervorgehoben.
7) Änderungen evaluieren
Methode doMagic in Darstellung identiziert. Ziel der Ausführung Interaktionstech-
nik erfüllt.
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Infolge müssen nun die Aufrufbeziehungen von anderen Methoden eingeblendet werden. Dazu
muss auch der Bildausschnitt geändert werden, da dieser aktuell auf die Klasse der Methode
doMagic zentriert ist. Für die folgende Bearbeitung der Aufgabe müssen wiederum geeig-
nete Interaktionstechniken für die Darstellung der Beziehungen und den Wechsel des Bild-
ausschnitts ausgewählt und ausgeführt sowie die Manipulation ausgewertet und interpretiert
werden.
Die Interaktion muss nicht in jedem Fall so diskret verlaufen, wie es im Beispiel beschrieben
ist, da sich auch die Durchlaufzeiten der einzelnen Phasen einer Interaktionstechnik deutlich
voneinander unterscheiden können. So ist die Änderung des Bildausschnitts durch Verschie-
ben mittels Mausbewegung bei gedrückter Maustaste eine kontinuierliche Ausführung einer
Interaktionstechnik, bei der sehr viele kleine Änderungen der Darstellung in kurzer Zeit er-
folgen. Dabei sind die Phasen zur Wahl der Interaktionstechnik und zur Bestimmung der
physischen Aktionen fast nicht vorhanden, während die Ausführung und die Interpretation
der Darstellungsänderung den Hauptanteil der Interaktionstechnik bestimmen.
Wie in Abbildung 27 dargestellt ist, teilen sich die sieben Phasen in die drei Bereiche Ziel-
denition (grüner Hintergrund), Ausführung (gelber Hintergrund) und Auswertung (roter
Hintergrund) auf, wobei die Darstellung (blauer Hintergrund) gleichzeitig als Ziel der Aus-
führung und Grundlage der Auswertung dient. Damit wird auch die spezielle Betrachtung der
Darstellung als Element der Benutzungsschnittstelle herausgestellt. Jedem der drei Bereiche
wird von Lam (2008) eine Herausforderung zugeordnet, die es zu überwinden gilt, um die
Kluft (englisch gulf ) zum nächsten Bereichs zu verringern und so die Interaktion insgesamt
zu verbessern (Lam, 2008). Erkenntnisse zur Erreichung dieses Ziels sind somit Bestandteil
der Wissensbildung über die Interaktion mit Visualisierungen. Entscheidender Treiber dafür
sind die Betrachtung der von Lam (2008) eingeführten Kosten der Interaktion, die im nächsten
Abschnitt genauer vorgestellt werden.
5.4 Interaktionskosten
Die Interaktionskosten erfassen die physischen und die kognitiven Aufwände eines Nutzers,
die ihn in einer der Phasen bei der Bearbeitung der Aufgabe behindern (Lam, 2008). Sind
sie zu hoch, kann dies einerseits zur Frustration des Nutzers führen, was zu einer Ablehnung
der Interaktionstechnik und letztlich auch des gesamten Systems führen kann. Andererseits
führen erhöhte Aufwände auch zu einer höheren Wahrscheinlichkeit von Fehlern, die auch
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die Bearbeitung der Aufgaben beeinussen, falls der Nutzer sie nicht erkennt. Falls er sie
erkennt, kann dies wiederum zu einer erhöhten Frustration führen, da nun weitere Interak-
tionstechniken ausgeführt werden müssen. Entsprechend sinkt die Nutzerakzeptanz aufgrund
der Frustration.
Die tatsächliche Höhe der einzelnen Kosten und die daraus resultierenden Fehler sind nicht
einfach zu messen. Alle Faktoren, angefangen von den Eigenschaften der physischen Geräte,
über die Umgebung bis zu den tagesformabhängigen physischen und kognitiven Fähigkei-
ten des Nutzers können einen Einuss ausüben. Diese vollständig zu kontrollieren ist zudem
sehr schwer, womit eine groÿe Unschärfe bei der Messung und Auswertung die Folge ist.
Auch deniert Lam (2008) nicht, ob und wie sich Kosten aggregieren lassen, womit eine reine
quantitative Betrachtung zunächst schwer fällt. Das zentrale Element für die Bewertung von
Interaktionstechniken nach den anfallenden Kosten stellt somit die Einschätzung des Nutzers
dar, die sich maÿgeblich aus der subjektiven Akzeptanz des Nutzers ergibt. Die dem Modell
entsprechenden Kosten können dabei Hinweise auf Probleme, Schwächen oder Verbesserungs-
möglichkeiten liefern, die durch Anpassungen oder als Alternativen die Akzeptanz des Nutzers
steigern können.
Lam (2008) hat zu jeder Phase mittels einer Literaturstudie verschiedene Kostenarten ex-
trahiert. Durch die nachträgliche Analyse der Kostenarten aus den Beschreibungen bereits
veröentlichter Studien geht Lam (2008) davon aus, dass noch weitere Kostenarten oder De-
taillierungen dieser identiziert werden können. In der folgenden Beschreibung der Kostenar-
ten nach Lam (2008) wurde bereits die Kostenart der Implementierungskosten ergänzt, welche
während der Darstellungsmanipulation durch das System verursacht werden kann. Die Glie-
derung der Kostenarten entspricht dem Ablauf der sieben Phasen (Abbildung 27) inklusive
der Darstellungsmanipulation, welche nach Lam (2008) keine eigenständige Phase darstellt,
jedoch ebenfalls Kosten versursachen kann.
5.4.1 Phase 1: Entscheidungskosten zur Zielformulierung
Für die konkrete Formulierung eines Ziels muss sich der Nutzer auf eine Teilmenge der Da-
ten fokussieren, deren Bestimmung im aktuellen Kontext der Aufgabe bereits Kosten für die
Entscheidung verursacht. Gleiches gilt für die Kosten der Fokussierung auf die zu verwenden-
den Elemente der Benutzungsschnittstelle. Die Kosten dafür fallen umso höher aus, je mehr
Sichten die Benutzungsschnittstelle auf die gleiche Datengrundlage enthält.
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5.4.2 Phase 2: Systemkosten zur Bildung der Systemoperationen
Für das Übersetzen der Zielstellung in die auszuführenden Interaktionstechniken (analoge
Bezeichnung Systemoperationen nach Lam (2008)) entstehen durch die Auswahl aus den ver-
fügbaren Interaktionstechniken Kosten. Diese ergeben sich aus der Anzahl und der Integration
dieser in die Benutzungsschnittstelle sowie dem Aufwand zur Einschätzung der Eignung für
die aktuelle Zielstellung.
5.4.3 Phase 3: Kosten multipler Eingabearten zur Bildung physischer Aktionen
Die Kosten in dieser Phase entstehen bei der Bestimmung der für die Interaktionstechnik
benötigten physischen Abfolge von Aktionen und werden dabei in drei folgenden Kostenarten
unterschieden:
• Kosten durch Auösung von Inkonsistenzen
• Kosten durch Ungewissheit der auszuführenden Aktionen
• Kosten durch überladene Eingabemöglichkeiten
Für die Auösung von Inkonsistenzen zwischen den Aktionen verschiedener Elemente der Be-
nutzungsschnittstelle entstehen Kosten, da sich der Nutzer zusätzlich bewusst werden muss,
wie er die Aktion im aktuellen Element ausführen muss. Ein Beispiel für eine solche Inkon-
sistenz ist die Auswahl eines Elements in der Darstellung mittels linker Maustaste und die
ungleiche Auswahl in einer zugehörigen Liste mittels rechter Maustaste.
Eine weitere Kostenart entsteht durch die Ungewissheit, welche physischen Aktionen im ak-
tuellen Zustand des Elements der Benutzungsschnittstelle zur Verfügung stehen und welchen
Eekt diese besitzen. Wird beispielsweise der Bildausschnitt beim Selektieren eines Darstel-
lungselements auch automatisch auf dieses fokussiert, kann dies zur Verwirrung führen, da der
Nutzer dies für sein Ziel gar nicht benötigt. Diese könnte dadurch gemindert werden, dass ein
sich verkleinernder Kreis um das Element der Darstellung vor der Selektion angezeigt wird.
Dieser würde eine zusätzliche Rückmeldung an den Nutzer geben, dass bei der Selektion auch
der Bildausschnitt auf das Element fokussiert wird.
Die letzte Kostenart in dieser Phase entsteht durch überladene Eingabemöglichkeiten für unter-
schiedliche Interaktionstechniken. Wird beispielsweise das Verschieben mittels Mausbewegung
bei gedrückter linker Maustaste realisiert und die Selektion eines Elements der Darstellung mit
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einem Klick der linken Maustaste, so ist das Drücken der linken Maustaste überladen. Eine
explizite Berücksichtigung der Mausposition und -bewegung bei einer der Interaktionstechni-
ken muss somit verhindern, dass versehentlich ein Element selektiert wird oder der Ausschnitt
beim Selektieren verschoben wird.
5.4.4 Phase 4: Kosten zur Ausführung der physischen Aktionen
In dieser Phase entstehen vorrangig Kosten durch physische Aufwände bei der Nutzung der
Ein- und Ausgabegeräte zur Ausführung der Aktionen über die Benutzungsschnittstelle. Sie
sind somit zum einen abhängig von den Eigenschaften der Eingabegeräte, wie beispielsweise
der Präzision und dem Gewicht einer Maus. Zum anderen sind sie auch von den Eigenschaften
der Ausgabegeräte, beispielsweise der realen Gröÿe eines Darstellungselements auf einem Bild-
schirm, abhängig, was wiederum von der Darstellung und dem aktuellen Ausschnitt abhängig
ist. Entsprechend lassen sich Präzisionskosten und Bewegungskosten unterschieden.
Das entscheidende Kriterium zur Einordnung in diese Kostenarten ist die Entstehung vor
der Darstellungsmanipulation, wie beispielsweise bei der bloÿen Änderung der Mausposition
auf dem Bildschirm. Im Rahmen dieser Arbeit wird eine solche zeitliche Abfolge von Ak-
tionen ohne Darstellungsmanipulation nicht als eigenständige Interaktionstechnik angesehen.
Im Vergleich dazu handelt es sich bei der Verschiebung des Darstellungsausschnitts um ei-
ne kontinuierliche Ausführung einer Interaktionstechnik zur Navigation. In diesem Fall ist
auch die Evaluation der Änderung nicht derart trivial, wie es bei der Positionsänderung des
Mauszeigers ist.
Die in dieser Phase entstehenden Kosten sind pro Aktion in der Regel recht gering, können
aber durch den Eekt der Kumulation dennoch nicht vernachlässigt werden. Eine ungenügende
Präzision fällt bei einmaliger Ausführung möglicherweise nicht ins Gewicht, kann aber bei
häuger Ausführung zu einer starken Frustration führen. Der Eekt der Kumulation der
Kosten beschränkt sich dabei nicht ausschlieÿlich auf diese Phase. Er kann auch in allen
anderen Phasen und auch über mehrere Iterationen mit verschiedenen Interaktionstechniken
hinweg auftreten.
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5.4.5 Darstellungsmanipulation: Kosten der Implementierung zur Änderung der
Darstellung
Entscheidend für den Kostenbegri nach Lam (2008) ist die spürbare Behinderung des Nut-
zers bei der Bearbeitung seiner Aufgabe, verursacht durch die Interaktion mit der Benut-
zungsschnittstelle, wozu auch die Darstellung gehört. Infolgedessen ergeben sich bei der Ma-
nipulation der Darstellung ebenfalls Kosten, die zu einer Verringerung der Akzeptanz der
Interaktionstechnik oder des gesamten Systems führen können. Lam (2008) führt an dieser
Stelle keine Betrachtung von Kosten durch, da die Manipulation der Darstellung keiner Pha-
se des Handelns nach Norman (2008) zugeordnet werden kann. Entsprechend dem Modell
der Softwarevisualisierung (Abschnitt 5.2.2) ergibt sich an dieser Stelle aber die Verbindung
der Ebene Darstellungs- und Interaktionstechniken zur Ebene der Implementierung. Daher
wird für das in dieser Arbeit verwendete Interaktionskostenmodell die Kostenart der Imple-
mentierungskosten eingeführt, die durch eine zeitlich verzögerte Manipulation aufgrund der
Implementierung entsteht. Die Implementierung und ihre Kosten umfassen dabei die gesamte
Benutzungsschnittstelle, also sowohl die Bestandteile der Software als auch die Hardware, mit
der die Visualisierung ausgeführt wird. Bei einer geringen Nutzungshäugkeit der Interakti-
onstechnik, beispielsweise einer komplexen Filterung von Elementen, können höhere Zeiten
für die benötigte Manipulation der Darstellung vom Nutzer vielleicht noch akzeptiert wer-
den. Aber schon bei einigen Wiederholungen von weniger komplexen Interaktionstechniken
kann eine geringe zeitliche Verzögerung sich sehr negativ auf die Akzeptanz auswirken. Ein
Beispiel ist eine zeitliche Verzögerung von einer Sekunde bei der farblichen Hervorhebung des
selektierten Elements, nachdem dieses durch einen Mausklick selektiert wurde. Auch das nicht
üssige Verschieben des Darstellungsausschnitts stellt ein Beispiel für die hier vorgestellten
Implementierungskosten dar, die zu einer deutlichen Verschlechterung der Nutzerakzeptanz
führen könnte.
5.4.6 Phase 5: Kosten der visuellen Verwirrung bei der Erfassung des geänderten
Zustands
Werden aufgrund der Darstellungsmanipulation Elemente zusätzlich angezeigt, so kann dies
zur Verwirrung bei der Wahrnehmung des Zustands der Visualisierung führen, deren Auö-
sung Kosten verursacht. Beispielsweise kann ein zusätzlich eingeblendetes Fenster mit Details
zum selektierten Element einen Teil der übrigen Darstellung verdecken. Auch das Hinzufü-
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gen von Verbindungslinien zwischen mehreren Elementen kann zunächst verwirren, da dabei
ebenfalls ein Teil der bisherigen Darstellung überlagert wird.
5.4.7 Phase 6: Kosten bei der Interpretation der Änderungen
Durch die Manipulation der Darstellung ist es nötig, den Bezug zum vorherigen Zustand der
Darstellung herstellen zu können, was mit Kosten behaftet ist, die sich in drei Arten unterteilen
lassen. Bei einer kontinuierlichen Änderung des Darstellungsausschnitts über eine gewisse Zeit
entsteht die erste Kostenart, die durch das Nachvollziehen der zeitlichen Änderungen
(englisch temporal-frame association) entsteht. Dabei helfen dem Nutzer animierte Übergänge
von einem Ausschnitt zum nächsten, anstatt einen direkten oder schrittweisen Wechsel vom
alten zum neuen Ausschnitt auszuführen (Lam, 2008). Durch eine gleichzeitige Änderung
mehrerer Sichten (englisch multiple-view association), die die gleiche Datengrundlage dar-
stellen, entsteht eine zweite Kostenart. Zusätzlich zur Interpretation der Änderung in den
einzelnen Darstellungen kommt in dem Fall noch der Aufwand für das Nachvollziehen der
Verbindung zwischen diesen dazu. Auch hier können Markierungen, die einheitlich in allen
Darstellungen gesetzt werden, eine Orientierung bei der Interpretation der Verbindung der
einzelnen Darstellungen geben. Die dritte Kostenart bei der Interpretation der Darstellungs-
änderungen ergibt sich aus einer fehlenden Verbindung zwischen den aktuell dargestellten
und den übrigen Elementen (englisch local-global association), die nicht im Ausschnitt
liegen. Dies kann zu einer Verwirrung über die aktuelle Position des Ausschnitts und der
Anordnung der Elemente um diesen Ausschnitt führen, deren Auösung mit Kosten verbun-
den ist. Wird beispielsweise ein Element in den Fokus gesetzt, sodass nur noch unmittelbar
benachbarte Elemente im Ausschnitt zu sehen sind, kann das Verständnis für den globalen
Zusammenhang verloren gehen. Orientierungshilfen, wie eine sogenannte Minimap als minia-
turisierte Übersichtskarte der gesamten Darstellung, können diesem Problem entgegenwirken.
5.4.8 Phase 7: Zustandsänderungskosten bei der Evaluation
Für die Beurteilung, ob die Änderung den gewünschten Beitrag zur ursprünglichen Zielstel-
lung liefert, muss der gerade interpretierte Darstellungszustand mit den früheren Zuständen
verglichen werden. Ein Beispiel wäre eine Interaktionstechnik, die alle in Beziehung stehenden
Elemente zufällig in einem Umkreis um ein Ausgangselement anordnet. Soll mit dieser Technik
verglichen werden, ob zwei Elemente eine Beziehung zu einem gleichen Element haben, fällt
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der Vergleich mit dem früheren Zustand schwer. Wäre die Anordnung nicht zufällig, sondern
würde sie entsprechend der ursprünglichen Position der Elemente erfolgen, so könnte dies die
Kosten für den Vergleich mit früheren Zuständen reduzieren.
5.5 Einordnung
Das vorgestellte Interaktionskostenmodell bietet eine nutzerzentrierte Sicht auf die Interaktion
mit Softwarevisualisierungen durch eine Detaillierung der Ebene der Visualisierungs- und
Interaktionstechniken des Modells der Softwarevisualisierung (Abschnitt 5.2.2). Durch den
denierten Ablauf einer Interaktionstechnik und den dabei anfallenden Kosten ergibt sich ein
umfassendes Bild der Interaktion. Die dabei einbezogenen Kategorien der Darstellung, des
Nutzers, der Aufgabe und der Implementierung (Abschnitt 5.2.2) werden im Folgenden kurz
beschrieben.
Die Berücksichtigung der Wahrnehmung einer Darstellung der abstrahierten und auf eine
visuelle Metapher übertragenen Datengrundlage (Abschnitt 3.1.2) ist im Modell implizit in
Form der Kosten der Evaluationsseite (Phase 5, 6 und 7) enthalten (Abbildung 27). Die
Kosten spiegeln dabei den Aufwand wider, den ein Nutzer bei der anspruchsvollen kognitiven
Verarbeitung der Darstellung hat (Lam, 2008).
Die zugrunde liegenden geistigen Prozesse der Kognition eines Nutzers bei der Arbeit mit kom-
plexen visuellen Darstellungen bilden ein eigenes Forschungsthema, welches nicht im Rahmen
dieser Arbeit behandelt werden kann. Stattdessen wird auf die Arbeit von Liu and Stasko (2010)
verwiesen, die eine Betrachtung der kognitiven Prozesse auf Basis eines mentalen Modells des
Nutzers über die visualisierte Datengrundlage liefert. Dieses umfasst auch die passiven Be-
standteile der Interaktion, die nicht durch eine Aktion des Nutzers auf dem System ausgelöst
werden, wie das Fokussieren von Bildausschnitten mit den Augen oder nicht nutzerinitiier-
te Animationen (Schilbach, 2018). Im Sinne des hier vorgestellten Modells werden sie daher
nicht als eigene Kosten erfasst, schlagen sich aber ebenfalls in den Kosten der Evaluationsseite
(Phasen 5, 6 und 7) nieder.
In der Phase der Zielformulierung spielen die Aufgaben die entscheidende Rolle, wobei das
Interaktionskostenmodell keine Details über die Ableitung von Zielen aus einer Aufgaben-
stellung bietet, sondern nur die damit verbundenen Kosten beschreibt. Ausführliche Betrach-
tungen zur Bildung und Strukturierung von Sequenzen von Interaktionstechniken zur Lösung
von Aufgaben mit Visualisierungen, insbesondere der Herausforderung der Überwindung der
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Abstraktionsunterschiede, bilden ein eigenständiges Forschungsthema. Aufgrund einer bereits
erfolgten breiten wissenschaftlichen Diskussion soll an dieser Stelle lediglich auf die Arbeiten
zu diesem Thema verwiesen werden (Brehmer and Munzner, 2013; Munzner and Maguire,
2014; Lam et al., 2018). Mit dem Fokus der Interaktion liefert das vorgestellte Modell zudem
keine Aussagen zur Beziehung zwischen der Aufgabe und den dafür benötigten visualisierten
Daten. Vielmehr wird in der Phase der Zielndung vorausgesetzt, dass die für die Aufgaben
benötigten Daten in einer dem Nutzer bekannten Form in der Darstellung zu nden sind.
Folglich muss er nur die richtigen Interaktionstechniken einsetzen, um sie zu extrahieren. Die
Frage, welche Daten für die Aufgaben unter Berücksichtigung welcher Eigenschaften in wel-
chen Abstraktionsgraden und in welcher Form visualisiert werden sollten, bildet ebenfalls ein
eigenes Forschungsthema. Pacione et al. (2004) schlagen dazu ein Modell speziell für Soft-
warevisualisierungen vor, welches den Abstraktionsgrad der Daten vom Quellcode bis zum
Geschäftsprozess berücksichtigt und diese nach Struktur und Verhalten unterteilt.
Durch die Konzentration auf die Benutzungsschnittstelle mit integrierter Darstellung werden
alle Abhängigkeiten zur Implementierung ebenfalls unter dieser zusammengefasst. Entspre-
chend sind die Eigenschaften der Implementierung, die das Verhalten zur Ausführungszeit be-
stimmen, als Implementierungskosten in das Modell aufgenommen worden. Andere Aspekte
der Implementierung, wie die von Müller et al. (2014a) identizierte Plattformunabhängigkeit
oder der Automatisierungsgrad der Erzeugung der Visualisierung werden dagegen im Modell
nicht weiter berücksichtigt.
Eine Evaluation auf Basis des Interaktionskostenmodells liefert einerseits Erkenntnisse über
die vorhandenen Kosten einzelner Interaktionstechniken, aus denen Anpassungen und Ergän-
zungen abgeleitet werden können. Anderseits erlaubt es auch einen Vergleich der Interaktions-
techniken, der mittels der Kosten begründet werden kann. Es zeigt sich zudem, dass für eine
vollständige Betrachtung der visuellen Analyse von Software zusätzlich die Darstellung, die
Aufgaben und die Kognition des Nutzers detailliert werden müssen. Erst dann kann zusam-
men mit der Interaktion ein gesamtheitliches Modell zur Visual Analytic gebildet werden. Das
Interaktionskostenmodell liefert aber eine erste Abstraktion eines solchen Modells mit dem
Fokus Interaktion. Die Frage, wie eine Evaluation auf Basis des Interaktionskostenmodells
durchgeführt werden sollte, wird im nächsten Kapitel mit betrachtet.
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6 Evaluationsansatz
Im Folgenden wird ein Evaluationsansatz als Vorgehensmodell speziell zur Evaluation der
Interaktion mit Softwarevisualisierungen hergeleitet und beschrieben, welches auf dem im
vorherigen Kapitel denierten Modell der Interaktion mit Softwarevisualisierungen basiert.
Zunächst werden dazu die theoretischen Grundlagen der empirischen Evaluation umrissen und
Evaluationsmethoden für Visualisierungen sowie die Eigenschaften des Prozesses der Evalua-
tion von Visualisierungen allgemein betrachtet. Darauf aufbauend werden die Anforderungen
speziell für die Evaluation der Interaktion mit Softwarevisualisierungen deniert und ein ent-
sprechendes Vorgehensmodell hergeleitet, detailliert und eingeordnet. Mit diesem Vorgehens-
modell entsprechend dem Evaluationsansatz wird in den folgenden Kapiteln eine Studienreihe
geplant, durchgeführt und ausgewertet.
6.1 Empirische Evaluation
6.1.1 Denition
Die empirische Evaluation sucht nach Erkenntnissen durch systematische Auswertung von
Erfahrungen (Bortz and Döring, 2006), um daraus Erkenntnisse über den zugrunde liegenden
Untersuchungsbereich zu erhalten. Entsprechend dem Stand der Wissenschaft im jeweiligen
Gebiet können nach Bortz and Döring (2006) drei Arten von empirischen Untersuchungen
durchgeführt werden:
• Die explorative Untersuchung dient der Erkundung des noch weitestgehend unerforsch-
ten Untersuchungsbereichs mit dem Ziel, eine Grundlage zur Formulierung von Hypo-
thesen zu schaen.
• Sofern bereits Erkenntnisse über Eigenschaften des Untersuchungsbereichs vorliegen,
stellt die Beschreibung von Populationen hinsichtlich ausgewählter Merkmale eine wei-
tere Art von Untersuchung dar.
• Sind bereits genügend Erkenntnisse für eine Theorie zusammengetragen, so können dar-




Jede Untersuchung weist eine Gültigkeit der Untersuchungsbefunde (Bortz and Döring, 2006)
auf, im Weiteren als Validität bezeichnet, die sich in eine interne und eine externe Validität
unterteilen lässt und von mehreren Faktoren beeinusst werden kann. Intern valide sind Un-
tersuchungen, wenn die ermittelten Ergebnisse kausal eindeutig interpretierbar sind (Bortz
and Döring, 2006), sie also keine plausiblen alternativen Erklärungen zulassen. Dagegen sind
Untersuchungen extern valide, wenn die Ergebnisse über die Untersuchung hinaus generali-
sierbar sind, also nicht nur unter den besonderen Bedingungen der Untersuchung oder für die
untersuchten Personen gelten.
Einen grundlegenden Einuss auf die Validität hat die Wahl der Untersuchungsvariante aus
der Probandenzusammenstellung und der Untersuchungsumgebung. Für die Kombinations-
möglichkeiten ergeben sich die in Abbildung 28 dargestellten grundsätzlichen Einüsse auf
die interne und externe Validität.
Abbildung 28: Untersuchungsvarianten und Validität nach Bortz and Döring (2006)
Während experimentelle Untersuchungen mit Zufallsstichproben von Probanden arbeiten,
basieren quasiexperimentelle Untersuchungen auf natürlich zusammengesetzten Probanden-
gruppen. Durch eine zufällige Zusammenstellung der Stichproben bei experimentellen Un-
tersuchungen wird der Einuss derjenigen Eigenschaften von Probanden auf die Ergebnisse
minimiert, die nicht zur Fragestellung der Untersuchung gehören. Dieser Einuss kann bei
quasiexperimentellen Untersuchungen nicht ausgeschlossen werden, da die Zusammenstellung
der Probanden ohne Berücksichtigung der Probandeneigenschaften erfolgt. Die Eigenschaf-
ten der Probanden in der Stichprobe sind somit entsprechend ihrem natürlichen Vorkommen
verteilt.
72
Die Untersuchungsumgebung bildet einen Bereich zwischen Feld- und Laboruntersuchung ab.
Entsprechend der Bezeichnung nden Felduntersuchungen idealerweise in den üblichen und
durch die Untersuchung weitestgehend unbeeinussten Umgebungen statt, wie beispielsweise
dem Arbeitsplatz eines Softwareentwicklers in einem Unternehmen. Entsprechend schwierig ist
es, unerwünschte Einüsse zu identizieren und zu kontrollieren beziehungsweise zu messen.
Dagegen versucht eine Laboruntersuchung durch Erschaung eines künstlichen Umfelds genau
diese Kontrolle von Einussfaktoren zu erreichen. Die Ergebnisse einer Untersuchung mit
künstlich geschaenem Umfeld lässt es allerdings häug fraglich erscheinen, ob die Ergebnisse
auch auf andere natürliche Situationen generalisierbar sind(Bortz and Döring, 2006).
6.1.3 Untersuchungszweck
Für die Gestaltung der Evaluation sollte zudem auch der Zweck der Untersuchung explizit
berücksichtigt und dokumentiert werden, da dies wesentlich zur Diskussion der ermittelten
Untersuchungsergebnisse im Kontext des bereits vorhandenen Wissens beiträgt (Ellis and Dix,
2006). Grundsätzlich kann dabei zwischen den drei Arten formativ, summativ und explorativ
unterschieden werden. Während formative Evaluationen die Bewertung und Weiterentwick-
lung von Untersuchungsobjekten zum Ziel haben, sollen summativ durchgeführte Evaluatio-
nen eine abschlieÿende Bewertung oder einen Vergleich von nalen Untersuchungsobjekten
liefern. Die explorative Untersuchung hat dem gegenüber das Ziel, Einsichten in die zugrun-
de liegenden Eigenschaften und Zusammenhänge der Untersuchungsobjekte zu ermöglichen.
Daraus soll ein Verständnis über die Gründe für das beobachtete Verhalten des Untersu-
chungsobjekts abgeleitet werden.
6.1.4 Methoden
Nach der Betrachtung der Untersuchungsart und des Untersuchungszwecks ergeben sich für
die Durchführung und den Ablauf der Untersuchung eine Vielzahl von Evaluationsmetho-
den, wie kontrollierte Experimente oder strukturierte Interviews. Jede Methode weist dabei
andere Eigenschaften hinsichtlich der Erhebung und Auswertung von Daten, den Vorausset-
zungen und Aufwänden der Durchführung sowie potenziellen Bedrohungen der Validität auf.
Somit eignen sich je nach Fragestellung der Untersuchung einige Methoden besser als andere,
was auch bei der Diskussion der Ergebnisse entsprechend berücksichtigt werden sollte. Nach
McGrath (1995) können Methoden als Punkt in einem Dreieck aus den Eigenschaften Prä-
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zision, Realität und Generalisierbarkeit eingeordnet werden, wobei die Fokussierung auf eine
dieser Eigenschaften zu Lasten der beiden anderen Eigenschaften geht. Somit kann eine Eva-
luationsmethode niemals alle drei Eigenschaften perfekt erfüllen. Folglich ist eine Kombination
von Evaluationsmethoden in einer Untersuchung notwendig, um aussagekräftige Erkenntnisse
zu verschiedenen Teilfragen zu erhalten und eine komplementäre Überprüfung der Ergebnisse
zu erzielen.
Entsprechend der Art der Erhebung der Daten lassen sich die Methoden grob in die beiden
Klassen quantitativ und qualitativ unterteilen (Bortz and Döring, 2006). Handelt es sich um
quantizierbare Daten in Form von in Zahlen ausgedrückten Messungen mit anschlieÿender
statistischer Verarbeitung, so ist die entsprechende Methode als quantitativ einzuordnen. Wer-
den dagegen nicht quantizierte Daten erhoben, die anschlieÿend interpretiert werden müssen,
so handelt es sich um eine qualitative Methode. Zu den erhobenen Daten zählen vorrangig
natürlichsprachliche Verbalisierungen, aber auch visuelle oder akustische Daten, wie Bilder
oder Geräusche. Einige Methoden erheben auch beide Arten von Daten, legen dann aber
den Fokus auf eine der beiden Klassen. Auch können durch die Interpretation von qualita-
tiven Daten quantitative Daten gebildet werden, etwa indem die Antworten auf eine oen
gestellte Frage in die Kategorien positiv und negativ unterteilt und gezählt werden. Sowohl
quantitative als auch qualitative Daten bilden nur die Beschreibung eines Ausschnitts des Un-
tersuchungsobjekts ab und sind somit in Abhängigkeit vom Ziel der Evaluation entsprechend
zu interpretieren und zu diskutieren. Selbst bei einer statistischen Auswertung von kontrol-
liert erhobenen quantitativen Messdaten muss dargelegt werden, ob die Art der Erhebung der
Daten und das resultierende Ergebnis auch den eigentlich untersuchten Eekt begründen kön-
nen. Diese Interpretation durch den Autor der Untersuchung ist dabei prinzipiell subjektiv,
so dass der daraus resultierende Einuss durch eine möglichst objektive Dokumentation aller
Gedankengänge minimiert werden muss. Dies ist bei qualitativ erhobenen und ausgewerteten
Daten deutlich aufwendiger und schwieriger als bei quantitativen Daten. Eine umfassende
Betrachtung empirischer Evaluationsmethoden entsprechend der Art der Datenerhebung und
ihrer Auswertung ndet in (Bortz and Döring, 2006) statt. Im Folgenden werden nur Eva-
luationsmethoden speziell für Visualisierungen näher betrachtet, deren Eigenschaften in einer
Reihe von Metastudien strukturiert analysiert werden. Eine erste Orientierung für die Wahl
der Methoden bietet dabei das bereits in Abschnitt 5.2.1 vorgestellte geschachtelte Modell aus
Blöcken und Richtlinien. Statt feste Vorgaben für den Einsatz von Methoden in bestimmten
Fällen zu denieren, empehlt Munzner (2009), sich an den vorgestellten Ebenen der bei der
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Methodenwahl zu orientieren. So sind kontrollierte Experimente zum Vergleich verschiedener
Implementierungen von Algorithmen eher zu empfehlen als oen geführte Experteninterviews.
Letztere sind dagegen bei der Identizierung und Validierung relevanter Daten und Opera-
tionen einer Domäne möglicherweise besser geeignet. Eine Betrachtung von geeigneten Me-
thoden für Visualisierungen, deren Kombinationsmöglichkeiten sowie ihren Einsatz innerhalb
der Untersuchung soll das folgende Kapitel geben. Daraus wird im Anschluss ein Ansatz zur
Evaluation der Interaktion mit Softwarevisualisierungen zur Erhöhung der Nutzerakzeptanz
abgeleitet.
6.2 Evaluation von Visualisierungen
6.2.1 Quantitative und qualitative Evaluationsmethoden
Carpendale (2008) stellt zu Beginn die enorme Komplexität bei der Evaluation von Visualisie-
rungen heraus und betont, dass es trotz der groÿen Bedeutung des Themas kein gemeinsames
Verständnis darüber gibt, wie mit diesem Problem umgegangen werden soll. Anschlieÿend be-
trachtet sie die für Visualisierungen speziellen Herausforderungen beim Einsatz verschiedener
etablierter Evaluationsmethoden, unterteilt nach quantitativer und qualitativer Datenerhe-
bung.
Kontrollierte Experimente als Hauptvertreter der quantitativen Methoden zur Überprüfung ei-
ner Hypothese auf Basis statistischer Auswertungen von gemessenen Daten bilden dabei den
Groÿteil der Evaluationen ab. Trotz dieser herausragenden Stellung als Evaluationsmethode
für Visualisierungen sieht sie die Einsicht wachsen, dass weitere, zum Teil auch neue Methoden
nötig sind, um die Komplexität des Arbeitens mit Visualisierungen (Abschnitt 2.3) vollständig
zu erfassen. Dies begründet sich zu einem Groÿteil auf den Herausforderungen kontrollierter
Experimente hinsichtlich interner und externer Validität im Umfeld der Visualisierungen. An-
ders als bei untersuchten Eekten in der Naturwissenschaft ist die Einschätzung der realen
Existenz der untersuchten Beziehung und einem unterstellten kausalen Zusammenhang für
Visualisierungen nicht einfach zu beantworten. Da für kontrollierte Experimente alle mögli-
chen Einussfaktoren zunächst identiziert und anschlieÿend berücksichtigt werden müssen,
ist zudem auch eine künstlich geschaene Laborumgebung für die Untersuchung nötig. Die
Gefahr, dass ein Zusammenhang gefunden wird, der nur unter diesen Bedingungen auftritt,
ist dementsprechend groÿ, womit auch eine Generalisierung der Erkenntnisse kritisch zu be-
trachten ist. Zudem wird auch die interne Validität durch den Faktor Mensch gefährdet, da
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es schwierig bis unmöglich ist, alle potenziellen Einussfaktoren wie Vorwissen, Leistungsfä-
higkeit oder Tagesform zu kennen, zu messen oder gar zu kontrollieren. Der Einsatz von kon-
trollierten Experimenten für Visualisierungen stellt somit auch eine Entscheidung dar, welche
Faktoren im Fokus der Betrachtung stehen sollen. Damit einhergehende Beschränkungen der
Untersuchung und ihrer Ergebnisse gilt es entsprechend herauszustellen.
Qualitative Methoden zur Untersuchung von Visualisierungen stellen dagegen den Nutzer und
seine Arbeit mit der Visualisierung in den Fokus der Datenerhebung. Statt der Erhebung
quantizierbarer Messwerte werden Aussagen und Bewertungen der Probanden in natürlicher
Sprache erfasst und ausgewertet. Somit kann ein umfassenderes Verständnis der Situation
auf Basis eines weitgefassten Ansatzes entwickelt werden, um ein Gesamtbild auf die Arbeit
mit Visualisierungen zu erhalten (Carpendale, 2008). Ziel der qualitativen Methoden ist es
also, Daten für eine möglichst vollständige und umfangreiche Beschreibung zu liefern, anstatt
statistische Schlussfolgerungen zu ermöglichen. Carpendale (2008) unterscheidet bei qualita-
tiven Untersuchungen einerseits Techniken zur qualitativen Datenerhebung und andererseits
die darauf aufbauenden qualitativen Methoden. Bei den Techniken unterteilt sie in Beobach-
tungen und Interviews. Die darauf in verschiedenen Formen aufbauenden Methoden unterteilt
sie in die folgenden drei Gruppen:
1. Einsatz qualitativer Methoden als Teil von vorrangig quantitativen Untersuchungen
Beispielsweise könnte ein Think-Aloud -Protokoll zur Aufzeichnung der ausgesprochenen
Gedanken während der Bearbeitung von Aufgaben erstellt werden.
2. Einsatz qualitativer Methoden als Teil vorrangig qualitativen Untersuchungen
Analog zur ersten Gruppe können dabei ergänzend auch quantitative Daten erhoben
werden. Beispielsweise kann die Beobachtung von Probanden bei der Bearbeitung von
Aufgaben in einer Laborumgebung die zentrale Quelle der Datenerhebung sein und nicht
die Messung der Zeit, die für die Lösung der Aufgabe benötigt wird. Dabei kann die Er-
hebung der Häugkeiten der vom Probanden ausgeführten Aktionen oder der von ihm
ausgeführten Muster von Aktionen zusätzliche quantitative Daten liefern. Zusammen
mit den Beobachtungen ergibt sich so eine umfangreichere Beschreibung, wie der Pro-
band die Visualisierung zur Bearbeitung der Aufgabe genutzt hat. Auf dieser Grundlage
kann wiederum eine detaillierte Betrachtung von Stärken und Schwächen durchgeführt
werden. Zudem lassen sich auf diese Weise auch Hypothesen über das Arbeiten mit
Visualisierungen ableiten.
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3. Inspektionsmethoden der Heuristiken
Diese Methoden können auch mit geringen Probandenzahlen durchgeführt werden, da
sie sich nur auf einzelne Aspekte der Visualisierung konzentrieren. Die Usability Heuris-
tik nach Nielsen and Mack (1994) fokussiert beispielsweise die Benutzungsschnittstelle.
Durch die Bewertung von zehn Eigenschaften, wie zum Beispiel der Sichtbarkeit des
Systemstatus, kann mit verhältnismäÿig geringem Aufwand eine erste Evaluation der
Benutzungsschnittstelle erfolgen.
Eine Herausforderung beim Einsatz qualitativer Methoden ist der hohe Arbeits- und Zeit-
aufwand für die Erhebung und Auswertung der Daten. Die dafür verantwortlichen Personen
besitzen dabei eine zentrale Rolle, da sie auch Einuss darauf haben, welche Daten in welcher
Form erhoben werden und wie diese ausgewertet werden. Eine gewisse Sensibilität, welche
Daten für die Beantwortung der Fragestellung der Untersuchung relevant sind, ist dabei von
Vorteil, um sich bei Beobachtungen und Interviews auf die relevanten Situationen beziehungs-
weise Fragen konzentrieren zu können. Dies birgt allerdings auch die Gefahr der Subjektivität,
der durch eine möglichst umfassende und objektive Dokumentation der Gedankengänge ent-
gegengewirkt werden sollte. In der anschlieÿenden Analyse der erhobenen qualitativen Daten
entsteht ebenfalls ein gewisser Spielraum durch die ausführenden Personen, welcher wiederum
die Validität bedroht. Anders als bei quantitativen Auswertungen mittels statistischer Tests
müssen die qualitativen Daten zunächst betrachtet, kodiert und strukturiert werden. Dabei
muss möglichst transparent und nachvollziehbar dargelegt werden, wie dies erfolgt, um die
interne Validität der Untersuchung nicht zu gefährden. Ein Vorteil von qualitativen Methoden
besteht in der im Vergleich zu quantitativen Methoden geringeren Zahl benötigter Probanden.
Da jeder Proband zusätzliche Erkenntnisse liefern kann, muss auch keine Menge benötigter
Probanden im Vorfeld festgelegt werden. Es kann auch erst während der Studie bestimmt wer-
den, ab welchem Zeitpunkt keine weiteren Probanden benötig werden. Ein Kriterium kann
beispielsweise sein, dass die letzten Probanden keine oder nur geringe neue Erkenntnisse mehr
lieferten, woraufhin die Studie vom Verantwortlichen beendet wird. Dies folgt aus der Annah-
me, dass die Zahl neuer Erkenntnisse mit zunehmender Probandenzahl stark sinkt und nur
noch Daten erhoben werden, die bereits ermittelte Erkenntnisse bestätigen. Ein deniertes
Abbruchkriterium, etwa nach dem dritten Probanden, der keine neuen Erkenntnisse liefert,
kann auch explitizt Teil der Studienplanung sein. Für eine möglichst objektive Bestimmung
über das Eintreten des Abbruchkriteriums muss parallel zur Durchführung eine vorläuge
Auswertung der Daten erfolgen.
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Aufbauend auf den vorgestellten empirischen Evaluationsmethoden fordert Carpendale (2008)
eine gröÿere Berücksichtigung dieser umfassenden Auswahl und ihrer Kombinationsmöglich-
keiten unter der Betrachtung ihrer Stärken und Schwächen. Dabei sieht sie speziell die Erfor-
schung und den Einsatz qualitativer Methoden in der Visualisierung als eine der zukünftigen
Herausforderungen an, um ein umfassenderes Bild der Bearbeitung von Aufgaben mittels Vi-
sual Analytic (Abschnitt 2.3) zu erhalten. Entscheidend dabei ist es, die Beschränkungen klar
herauszustellen und auch negative Ergebnisse zu veröentlichen, da keine Studie allein eine
erschöpfende Antwort auf die untersuchte Fragestellung liefern kann. Erst durch die Untersu-
chung einer Frage mit unterschiedlichen Methoden kann ein umfassenderes Bild und darauf
aufbauend Wissen erlangt werden.
6.2.2 Kombination von Evaluationsmethoden
Nach Carpendale (2008) sollte eine Untersuchungsfrage nicht nur mit einer einzelnen Me-
thode bearbeitet werden, sondern durch eine Kombination mehrerer Methoden basierend auf
quantitativen und qualitativen Daten. Dem schlieÿt sich die Frage an, wie die Auswahl der
Methodenkombination passend zur Untersuchungsfrage erfolgen sollte. Eine Einordnung der
Methoden in eine einheitliche Taxonomie zur Beantwortung dieser Frage schlieÿen Lam et al.
(2012) mit der Begründung aus, dass der Einsatzzweck zu weit variiert, als dass ein einheit-
liches Schema dafür entwickelt werden könnte. Sie schlagen stattdessen eine Einteilung in die
folgenden sieben Szenarien vor, die sich am Zweck der Untersuchung ausrichten:
1. Verstehen des Umfelds und der Arbeitspraktiken
(englisch understanding environments and work practices)
2. Evaluierung der visuellen Datenanalyse und des visuellen Schlieÿens
(englisch evaluating visual data analysis and reasoning)
3. Evaluierung der Kommunikation durch Visualisierungen
(englisch evaluating communication through visualization)
4. Evaluierung der kollaborativen Datenanalyse
(englisch evaluating collaborative data analysis)
5. Evaluierung der Nutzerperformanz
(englisch evaluating user performance)
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6. Evaluierung der Nutzererfahrung
(englisch evaluating user experience)
7. Evaluierung der Visualisierungsalgorithmen
(englisch evaluating visualization algorithms)
Diese Einteilung in Szenarien mit einer Beschreibung der Ziele, der zu erwartenden Ergeb-
nisse und allgemeinen Fragestellungen leiten sie aus einer Analyse mehrerer hundert Ver-
öentlichungen zur Evaluation von Visualisierungen ab. Anschlieÿend ordnen sie die dabei
eingesetzten Methoden den Szenarien zu und diskutieren ihre Verwendung im Kontext des
jeweiligen Szenarios, wobei auch Methodenkombinationen berücksichtigt werden.
Ausgehend von diesen sieben Szenarien lässt sich die Evaluation der Nutzerakzeptanz auf
Basis des Interaktionskostenmodells (Abschnitt 5.3) in das sechste Szenario der Evaluation der
Nutzererfahrung einordnen. Ziel ist es, aus Sicht des Nutzers zu verstehen, in welchem Umfang
die Visualisierung die Bearbeitung von Aufgaben unterstützt, und welche Anforderungen und
Bedürfnisse der Nutzer dabei hat (Lam et al., 2012). Dazu können Daten zur Zufriedenheit
und zum Vertrauen des Nutzers mit der Visualisierung erhoben werden oder auch einzelne
Merkmale bewertet und beurteilt werden. Die Evaluation der Nutzererfahrung zielt somit
mehr auf die Weiterentwicklung und Verbesserung eines konkreten Entwurfs ab als auf die
generalisierbare und reproduzierbare Überprüfung von Hypothesen. Dabei unterscheiden Lam
et al. (2012) nicht zwischen Darstellung und Interaktion, sondern betrachten den Entwurf
einer Visualisierung insgesamt als Untersuchungsgegenstand, was auch die Einordnung der
Darstellung als Bestandteil der Benutzungsschnittstelle (Abschnitt 4.2) beschreibt. Anhand
dessen sollen die folgenden fünf Fragen als Orientierung der Evaluation dienen:
• Welche Merkmale werden als nützlich angesehen?
• Welche Merkmale fehlen?
• Wie können Merkmale überarbeitet werden, um die Unterstützung zu verbessern?
• Gibt es Beschränkungen des Systems, die die Akzeptanz behindern?
• Ist die Visualisierung verständlich und erlernbar?
Zur Beantwortung eignen sich laut Lam et al. (2012) die folgenden vier Methoden auf Basis
quantitativer und qualitativer Daten, die sowohl im Feld als auch unter Laborbedingungen
erhoben werden:
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• Die informelle Evaluation ist eine einfache und wenig formalisierte Methode, die Ver-
wendung der Visualisierung ohne eine konkrete Aufgabenstellung zu beobachten. Der
Proband erhält die Möglichkeit, frei und nach eigenen Vorstellungen die Merkmale der
Visualisierung zu untersuchen, wobei er einerseits das Erlebte kommentieren soll und er
andererseits dabei gezielt beobachtet wird.
• Eine gezielte Beobachtung der Probanden anhand von vordenierten Aufgaben ermög-
licht der Usability Test. Dabei können durch die Auswahl der Fragen ausgewählte Merk-
male mithilfe von Protokollen und Fragebögen untersucht werden, um Probleme, Ver-
besserungsmöglichkeiten oder fehlende Eigenschaften zu identizieren.
• Noch weiter geht die Beobachtung des Einsatzes der Visualisierung im realen praktischen
Einsatz als Feldbeobachtung. Dabei soll analog zum Usability Test die Verwendung durch
den Probanden untersucht werden, wobei die Aufgaben und Anforderungen aus einem
realen Szenario stammen. Entsprechend weniger formal ist der geplante Ablauf der Un-
tersuchung. Durch Beobachtung und Kommentare erfasste Verwendungsmuster können
im Anschluss durch Interviews und Fragebögen weiter evaluiert werden, um strukturiert
Erkenntnisse gewinnen zu können.
• Im Labor erfasste Fragebögen zur Bewertung der Visualisierung werden häug in Kombi-
nation mit einem kontrollierten Experiment eingesetzt. Sie können aber auch als eigen-
ständige Methode zur Bewertung von Merkmalen der Visualisierung genutzt werden,
aus der sich die Fragen zur Nutzerfahrung beantworten lassen. Dabei können sowohl
quantitative Bewertungen als Likert-Skala erfasst werden als auch qualitative Daten
aus Freitext-Fragen erhoben werden.
Die von Lam et al. (2012) vorgeschlagene Orientierung am Zweck der Untersuchung hilft bei
der Auswahl und Planung einer Kombination von Evaluationsmethoden für eine geplante Un-
tersuchung. Dabei erscheint die Einteilung in die sieben Szenarien für eine direkte Verwendung
in Studien jedoch zu strikt, da die Szenarien untereinander Abhängigkeiten aufweisen. Eine
Untersuchungsfrage kann somit oft mehreren Szenarien zugeordnet werden, da beispielswei-
se die Evaluation der Nutzererfahrung (Szenario 6) auch eine Rolle bei der Evaluation der
visuellen Datenanalyse (Szenario 2) spielt und umgekehrt.
80
6.2.3 Evaluationsprozess
Ellis and Dix (2006) betrachten den Prozess der wissenschaftlichen Evaluation als Ganzes. Da-
bei gehen sie auf die kritische Berücksichtigung häug auftretender Probleme von Studienent-
würfen, die Herausforderungen im Kontext von Visualisierungen und die Veröentlichung von
Erkenntnissen zur Bildung einer gemeinsamen Wissensbasis ein.
Probleme von Studienentwürfen
Beim Entwurf von Studien droht eine Beeinussung der zu erwartenden Ergebnisse durch eine
gezielte Auswahl und Gestaltung der Untersuchungsobjekte. Insbesondere in vergleichenden
Studien besteht die Gefahr, die Auswahl der zu vergleichenden Visualisierungen zugunsten
einer neuen, zu untersuchenden Visualisierung nicht objektiv zu treen. Schlieÿlich wäre ein
schlechtes Abschneiden der neuen Visualisierung ein negatives Ergebnis, welches sich zudem
nur schwer veröentlichen lieÿe, auch wenn dabei Erkenntnisse über die Ursachen erlangt
wurden. Ähnlich verhält es sich mit der Gefahr des Fischens nach Ergebnissen (Ellis and
Dix, 2006) als zweites Entwurfsproblem, bei der Ergebnisse angestrebt werden, die der eigenen
Wunschvorstellung entsprechen. Dazu werden der Entwurf und die Interpretation der Ergeb-
nisse so lange angepasst, bis das Wunschergebnis, beispielsweise eine statistische Signikanz,
erreicht wird. Die dabei entstehenden Erkenntnisse sind folglich aber nur unter speziellen
Bedingungen gültig, was die externe Validität einschränkt, und somit eventuell nicht mehr
die ursprüngliche Fragestellung der Untersuchung beantwortet. Das dritte Problem ist die
Gefahr, eine Untersuchungsart und damit auch Evaluationsmethoden zu wählen, mit denen
nicht das untersucht wird, was eigentlich zur Beantwortung der Fragestellung nötig gewesen
wäre. Meist führen zu hohe erwartete Aufwände oder mangelnde Kenntnisse von Methoden
oder deren Einsatzmöglichkeiten zu einer ungünstigen Methodenwahl, welche zwar Ergebnisse
liefert, aber zu wenig zum eigentlichen Untersuchungsziel beiträgt.
Herausforderungen im Kontext von Visualisierungen
Die Probleme beim Entwurf der Untersuchungen resultieren zu einem groÿen Teil aus den um-
fassenden Herausforderungen speziell durch die Visualisierungen selbst. Wie auch Carpendale
(2008) beschreibt, ist jede Visualisierung für sich genommen sehr komplex und verfügt somit
auch über eine Menge von Faktoren, welche die Akzeptanz durch den Nutzer beeinussen kön-
nen. Diese Komplexität zeigt sich auch in dem bereits vorgestellten Interaktionskostenmodell
(Abschnitt 5.3). Eine Messung von Zeiten, die bei einem Vergleich von zwei Visualisierungen
ein Ergebnis zugunsten einer der beiden ergibt, sagt somit kaum etwas über die zugrunde
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liegenden Zusammenhänge aus, warum eine der beiden Varianten schneller bedient werden
konnte (Ellis and Dix, 2006). Hinzu kommt die enorme Vielfalt für die konkrete Gestaltung
einer Untersuchung, die sich auch in den Abhängigkeiten zur Datengrundlage und zu den
Aufgaben (Abschnitt 2.2) zeigt. Der Einuss der Datengrundlage auf die visuelle Darstellung
kann entscheidend für einen Vergleich mehrerer Varianten sein, womit leicht das Problem der
subjektiven Auswahl des Untersuchungsobjekts entsteht. Auch die Aufgaben, insbesondere im
Kontext der Visual Analytic (Abschnitt 2.3), unterliegen einer gewissen Unschärfe und kön-
nen je nach Visualisierung und Datengrundlage einen groÿen Einuss auf die Untersuchung
nehmen.
Dies begründet sich nicht zuletzt durch die Individualität der Probanden, deren Eigenschaften
hinsichtlich Aktion, Reaktion, Perzeption und Kognition variieren, was wiederum durch viele
Faktoren wie der Tagesform beeinusst werden kann. Zudem können sowohl die Eigenschaften
als auch ihre Einussfaktoren oft nur schwer gemessen oder kontrolliert werden. Das Problem
der Erhebung von Messdaten spiegelt sich auch grundlegend im Bezug zum Untersuchungsob-
jekt wider. Konkrete Zeiten können zwar leicht gemessen werden, aber erst durch den Bezug
zu dem, was innerhalb der Zeit wirklich geschehen ist, kann dieser Messwert auch interpre-
tiert werden. Beispielsweise könnte bei der Verwendung einer neuen Interaktionstechnik die
zur Bearbeitung der Aufgabe benötigte Zeit höher sein als mit den bisherigen Interaktions-
möglichkeiten. Bei näherer Betrachtung ergibt sich der zeitliche Nachteil aber aufgrund einer
ungünstigen Positonierung der auslösenden Schaltäche der neuen Interaktionstechnik. Durch
eine bessere Integration in den Bearbeitungsprozess des Nutzers könnte die benötigte Zeit da-
gegen deutlich reduziert werden, was sich durch bloÿe Betrachtung der gemessenen Zeiten
nicht ermitteln lässt. Die Zuordnung zwischen der Zeit und den Aktionen, die währenddes-
sen ausgeführt wurden, zu messen, ist deutlich aufwendiger und komplexer. Unterbleibt dies,
droht aber die Gefahr, die Zahlen ohne weiteren Kontext zu betrachten und daraus Ergebnisse
in Form von einfachen Zahlenvergleichen abzuleiten, etwa dass das Arbeiten mit der neuen
Visualisierung im Durchschnitt x% schneller ist. Es entsteht so zwar eine leicht verständliche
und vergleichbare Aussage, die idealerweise noch durch eine statistische Signikanz untermau-
ert ist. Jedoch ist die Aussagekraft dahinter oft deutlich geringer als dies auf den ersten Blick
scheinen mag.
Vergleichbare Aussagen mit allgemeiner Gültigkeit ableiten zu wollen, ist auch insofern proble-
matisch, da diese unter kontrollierten Bedingungen stattnden müssten. Dies beeinusst aber
wiederum sehr wahrscheinlich die Untersuchung der einzelnen Visualisierungen aufgrund der
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bereits beschriebenen Komplexität, sodass es sehr schwierig ist, gleichwertige Voraussetzungen
zu schaen und zu kontrollieren.
Probleme bei der Bildung einer gemeinsamen Wissensbasis
Abseits dieser von Ellis and Dix (2006) aufgezeigten Probleme und Herausforderungen beim
Entwurf von Visualisierungsstudien beschreiben die Autoren zwei grundlegende Probleme des
gesamten Evaluationsprozesses von Visualisierungen. Das erste Problem ist, dass eine unter-
suchte Visualisierung in einer Studie lediglich eine mögliche Implementierung einer generischen
Visualisierung ist, also einer eigentlich abstrakten Beschreibung, wie die Daten dargestellt
und manipuliert werden können. Diese plattformspezische Ausprägung wird dann mit einem
bestimmten Kontext aus Nutzern, Daten und Aufgaben in einer Studie untersucht. Folg-
lich wird nicht die generische Visualisierungstechnik evaluiert, sondern lediglich eine einzige
Ausprägung in einem einzigen Kontext. Zur Evaluation der eigentlichen generischen Visuali-
sierungstechnik bräuchte es also viele Untersuchungen verschiedener Implementierungen mit
verschiedenen Daten, Nutzern und Aufgaben. Dies empirisch durchführen zu wollen, erscheint
somit schon mit Blick auf den enormen Aufwand als unrealistisch, womit auch der gesamte
Evaluationsprozess in dieser Form fragwürdig erscheint (Ellis and Dix, 2006). Ausgehend von
dieser Erkenntnis schlagen Ellis and Dix (2006) ein validierendes Vorgehen auf Basis einer
Zweiteilung aus Begründung (englisch justication) und Evaluierung (englisch evaluation)
vor. Abbildung 29 zeigt dieses Vorgehen mit der beispielhaften Einordnung eines neuen Bei-
trags innerhalb des Validierungsprozesses.
Abbildung 29: Validierung aus Begründung und Evaluierung (Ellis and Dix, 2006)
Ausgehend von Expertenmeinungen, veröentlichten Ergebnissen und den eigenen empirisch
gewonnenen Daten wird zunächst eine begründete Ausgangslage abgeleitet. Anschlieÿend wer-
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den im Kontext der eigenen Arbeit empirische Untersuchungen durchgeführt und Vergleiche
mit vorherigen Ergebnissen vorgenommen sowie Diskussionen mit anderen Forschern darüber
geführt, was auch Veröentlichungen beinhaltet. Durch diese konsequente Einordnung und
Diskussion der eigenen Arbeit in den bestehenden Stand der Forschung kann eine generische
Visualisierung aufgeteilt auf mehrere Untersuchungen plattformspezischer Implementierun-
gen in verschiedenen Kontexten aus Daten, Nutzern und Aufgaben validiert werden.
Das zweite grundlegende Problem des Evaluationsprozesses von Visualisierungen ist das Ziel
der Evaluation. Formative Evaluationen haben das Ziel, den Entwurf des Untersuchungsgegen-
stands zu verbessern, ohne dafür zwingend die zugrunde liegenden Zusammenhänge verstehen
zu müssen. Diese Form birgt jedoch die Gefahr, eher eine Produktentwicklung zu betreiben,
bei der iterativ Details verbessert werden, um in einem bestimmten Kontext eine höhere
Nutzerakzeptanz zu erreichen. Summative Evaluationen sollen dagegen in einem bestimmten
Kontext einen abschlieÿenden Beleg der Überlegenheit des Untersuchungsgegenstands gegen-
über anderen liefern. Es wird somit kaum Wissen über die grundlegenden Zusammenhänge
ermittelt, warum eine der Varianten einer anderen überlegen ist. Zudem stellen Ellis and Dix
(2006) heraus, dass sich formative und summative Evaluationen für Visualisierungen stark
ähneln, da selbst bei summativen Evaluationen oft noch Verbesserungsmöglichkeiten identi-
ziert werden können, womit sie eher als formativ einzuordnen wären. Das Ziel der Evaluation
aus Sicht der Forschung sollte es aber sein, explorativ zu ergründen, warum und wann sich
Visualisierungen in welchem Kontext eignen. Dies kann teils einfach schon durch eine andere
Betrachtung der Ergebnisse erfolgen, sich aber auch explizit im Entwurf der Studie nieder-
schlagen. So kann es für die Untersuchung eines vermuteten Zusammenhangs sogar von Vorteil
sein, sehr schlechte Untersuchungsvarianten zu gestalten, die diesen Zusammenhang deutli-
cher zum Vorschein bringen müssten, natürlich nur unter der Voraussetzung, dass er existiert.
Leitfaden
Unter der Berücksichtigung dieser beiden grundlegenden Probleme des Evaluationsprozesses
und den Problemen und Herausforderungen beim Entwurf von Visualisierungsstudien stellen
Ellis and Dix (2006) einen Leitfaden vor, um diesen entgegenzuwirken. Dieser lässt sich in den
folgenden sieben Punkten mit Orientierungsfragen zusammenfassen:
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• Evaluationsziel  Ergeben sich Erkenntnisse ob, wann und unter welchen Umständen
eine Visualisierung nützlich ist?
• Messungen  Liefern die Messungen Erkenntnisse für die Erreichung des Evaluations-
ziels?
• Erfolgsfall  Welche Erkenntnisse kann die Evaluation im besten Fall liefern?
• Fehlschlag  Welche Erkenntnisse kann die Evaluation auch bei einem ungünstigen Ver-
lauf liefern?
• Qualitativ und quantitativ  Welche Kombination liefert die meisten Erkenntnisse?
• Mechanismus  Welche Erkenntnisse werden benötigt, um die zugrunde liegenden Zu-
sammenhänge zu verstehen?
• Verständnis  Wie können Erkenntnisse für das Verständnis der zugrunde liegenden
Zusammenhänge gewonnen werden?
Die von Ellis and Dix (2006) betrachteten Probleme und Herausforderungen sowie der vorge-
stellte validierende Evaluationsprozess bilden im Folgenden zusammen mit einer explorativen
Zielstellung die Basis für das Vorgehensmodell zur Evaluation der Nutzerakzeptanz der Inter-
aktion mit Softwarevisualisierungen.
6.3 Anforderungsanalyse
Für die Evaluation der Nutzerakzeptanz bei der Interaktion mit Softwarevisualisierungen
über eine Benutzungsschnittstelle werden zunächst die Anforderungen an ein geeignetes Vor-
gehensmodell gesammelt. Die Anforderungen umfassen dabei auch Randbedingungen, die als
gegeben hingenommen werden müssen, im Folgenden aber zur Vereinfachung ebenfalls als
Anforderungen bezeichnet werden. Aus diesen werden anschlieÿend die Eigenschaften des
Vorgehensmodells abgeleitet, welche zusammen mit den damit erzielbaren Ergebnissen in den
nächsten Abschnitten beschrieben werden. Abbildung 30 fasst dazu die Anforderungen, Ei-
genschaften und erwarteten Ergebnisse zusammen.
6.3.1 Interaktionskostenmodell
Aus dem Interaktionskostenmodell leitet sich durch die Integration von Nutzer und Aufgaben
ab, dass die Evaluation empirisch erfolgen sollte, was die erste Eigenschaft des Vorgehensmo-
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Abbildung 30: Evaluationsansatz  Anforderungen, Eigenschaften und Ergebnisse
dells darstellt. Dies begründet sich zum einen damit, dass das Modell der Interaktionskosten
selbst eine Theorie zur Interaktion mit Visualisierungen ist, die es durch empirische Un-
tersuchungen erst zu belegen gilt. Andererseits müssen dafür entsprechende Daten zunächst
empirisch strukturiert erhoben und ausgewertet werden.
Die dabei zu beantwortende Frage, warum ein Nutzer eine Benutzungsschnittstelle eher ak-
zeptiert als eine andere, führt zur explorativen Untersuchung als weiterer Eigenschaft des Vor-
gehensmodells. Da bisher, abgesehen von Lam (2008), noch keine Beschreibungen zu Art und
Struktur von Interaktionskosten vorliegen, müssen diese zunächst identiziert und analysiert
werden. Auf Grundlage dieser Aussagen zu Interaktionskosten können dann auch Hypothesen
formuliert und in weiteren Studien überprüft werden. Eine explorative Untersuchung könnte
beispielsweise ergeben, dass nicht die Anzahl der benötigten Mausklicks für den Nutzer ein
Hindernis darstellt, sondern die dafür verwendete Maustaste unerwartet oder ungewohnt ist.
Folglich kann die Hypothese formuliert werden, dass für eine bestimmte Art von Interakti-
onstechniken eine bestimmte Maustaste von den meisten Nutzern bevorzugt wird. Auf diese
Weise kann auch ein Beitrag zur Wissensbildung in Form von Blöcken und Richtlinien zum
Modell der Softwarevisualisierung geleistet werden (Abschnitt 5.2.1).
6.3.2 Nutzerzentriert
Aus dem Interaktionskostenmodell ergibt sich auch die zentrale Rolle des Nutzers, da er die
Darstellung zur Bearbeitung der Aufgabe manipuliert. Folglich kann er die dabei festgestellten
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Stärken und Schwächen in Form von Interaktionskosten erkennen und benennen sowie Ver-
besserungsvorschläge formulieren, die zu einer Weiterentwicklung der untersuchten Varianten
beitragen können. Somit leitet sich auch aus dieser Anforderung der nutzerzentrierten Eva-
luation die Eigenschaft der empirischen Untersuchung ab. Da ausgeprägte Schwächen sogar
vorhandene Stärken überlagern können oder sich Stärken erst durch eine Weiterentwicklung
deutlicher zeigen, sollte die Beurteilung nicht nur einmal erfolgen, sondern iterativ im Verlauf
der Weiterentwicklung immer wieder erfolgen (Bowman, 2005).
Neben dieser detaillierten Beurteilung kann der Nutzer mittels einer Bewertung der Untersu-
chungsvarianten auch einen starken Beleg für die Akzeptanz oder die Ablehnung von Varian-
ten liefern (Liu and Stasko, 2010). Dieser Beurteilung ist auch deswegen ein groÿes Gewicht
beizumessen, da letztlich die Akzeptanz des Nutzers darüber entscheidet, ob eine weitere
Nutzung erfolgt oder nicht. Dabei können sogar vorhandene, objektiv messbare Vorteile in
Zeitaufwand oder Fehlerrate von der Nutzerpräferenz überlagert werden. Die so beurteilten
und bewerteten Implementierungsvarianten einer generischen Visualisierung erreichen somit
einen immer gröÿeren Reifegrad im jeweiligen Kontext aus Daten, Aufgabe und Nutzern. Das
iterative und explorative Vorgehen bei der Evaluation der Nutzerakzeptanz entspricht auch der
von Ellis and Dix (2006) formulierten Validierung der generischen Visualisierung. Ein solches
Vorgehen kann auch als Voraussetzung angesehen werden, bevor Evaluationen in einem prak-
tischen Umfeld vorgenommen werden sollten. Eine unausgereifte Implementierung birgt die
Gefahr, an komplexen und speziellen Problemstellungen zu scheitern, Frust und Ablehnung
bei den Nutzern zu erzeugen und so bereits im Vorhinein etablierten Werkzeugen unterlegen
zu sein. Folglich ergibt sich für das geplante Vorgehen der Evaluation auch die Notwendigkeit
zur Laboruntersuchung.
6.3.3 Geringer Wissensstand
Der allgemein geringe Wissensstand zur Interaktion mit Visualisierungen erfordert zudem ei-
ne explorative Untersuchung (Bortz and Döring, 2006), falls bereits etablierte Modelle noch
nicht ausreichend evaluiert sind. Dies gilt umso mehr, da die Interaktion speziell mit Software-
visualisierungen bisher kaum explizit untersucht wurde und auch der Verbreitungsgrad von
Softwarevisualisierungen in der praktischen Anwendung noch recht gering ist (Abschnitt 1.2).
Folglich ist es noch schwerer, empirische Felduntersuchungen vorzunehmen, was ein weiteres
Argument für eine Laboruntersuchung ist. Bereits durchgeführte Studien, wie die von Wettel
et al. (2011) zu Code City, beschränken sich auf den Vergleich einer Visualisierung mit be-
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reits etablierten Werkzeugen. Entsprechend gelten auch hierfür die von Ellis and Dix (2006)
beschriebenen Probleme und Beschränkungen, womit sich auch keine Erkenntnisse zur Frage
ergeben, warum Code City besser abschneidet als die Kombination etablierter Werkzeuge.
Somit lassen sich die Ergebnisse auch nur im Kontext dieser einen zuvor optimierten Imple-
mentierung der City Metapher interpretieren und als ein Bestandteil in die Evaluation der
generischen Softwarevisualisierung der City Metapher einordnen. Für eine breitere Untersu-
chung der zugrunde liegenden Zusammenhänge wäre somit eine explorative Studie nötig, die
sowohl die Stärken als auch noch vorhandene Schwächen und Weiterentwicklungspotenziale
der Implementierung ermitteln kann.
6.3.4 Hohe Variantenvielfalt
Die ebenfalls von Ellis and Dix (2006) beschriebene hohe Variantenvielfalt an möglichen Im-
plementierungen einer generischen Visualisierung bestärkt abermals den explorativen Anteil
des zu entwickelnden Vorgehensmodells. Auch Munzner and Maguire (2014) beschreiben die-
se Problematik, die sich zudem in der Dokumentation und Veröentlichung entsprechender
Studien fortsetzt. Denn neben einer Beschreibung der implementierten Variante der Visua-
lisierung müssen auch die Aufgaben, Daten und Probanden der Studien für aussagekräftige
Vergleiche strukturiert erfasst werden. Die somit riesige Anzahl an Untersuchungsobjekten
gilt es daher zunächst explorativ auf geeignete Kandidaten für bestimmte Anwendungsfälle
zu untersuchen und dafür entsprechend auch weiterzuentwickeln. Erst im Anschluss sollten
Vergleiche von ausgereiften Varianten durchgeführt werden.
6.3.5 Hohe Komplexität
Die letzte Anforderung stellt die hohe Komplexität der Evaluation speziell von Softwarevi-
sualisierungen dar, die bereits allgemein für Visualisierungen beschrieben wurde (Carpendale,
2008; Ellis and Dix, 2006) und hier noch einmal getrennt nach Daten, Aufgaben und Proban-
den betrachtet wird. Die zwei entscheidenden Eigenschaften der Datengrundlage für Struk-
turvisualisierungen von Software sind die Immaterialität von Software und die Art der Daten
als Graph aus Knoten und Kanten 2.2.1. Infolge entstehen komplexe visuelle Metaphern, wie
am Beispiel der Recursive-Disk - und der City-Floors-Metapher gezeigt (Abschnitt 3.3.1 und
3.3.2 ), deren Ansprüche im Rahmen der Visual Analytic und der dafür nötigen Interakti-
on sehr hoch sind (Abschnitt 2.3). Folglich ist es sehr unwahrscheinlich, mit einem einzigen
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Entwurf eine Variante zu nden, die den Anforderungen hinsichtlich Daten, Aufgaben und
Nutzern gerecht wird. Die explorative Untersuchung sollte somit ebenfalls iterativ erfolgen,
damit gewonnene Erkenntnisse und daraus abgeleitete Anpassungen erneut evaluiert werden
können.
Dies hat wiederum Einuss auf die Gestaltung der für die empirische Evaluation verwendeten
Aufgaben, die einerseits für diese Art von Studien einfach und präzise genug sein müssen,
um vergleichbare Daten zu erheben. Auf der anderen Seite müssen sie mit Hinblick auf die
externe Validität aber auch realen Anwendungsszenarien genügen, was zu einem wohlüberleg-
ten Abwägen zwischen einfachen kurzen Aufgaben und komplexen längeren Aufgaben führt
(North, 2006). Auch dabei kann eine iterative Weiterentwicklung der Aufgabenstellungen und
Beschreibungen auf Basis bereits erhobener Daten helfen, die Bedrohungen der Validität zu
verringern. Denn das Verständnis der Aufgabe und die daraus abgeleitete Bearbeitung der
Aufgabe wird auch durch den jeweiligen Probanden beeinusst, was die hohe Komplexität
der Aufgabenbearbeitung im Kontext der Visual Analytic (Abschnitt 2.3) begründet.
Abgesehen von diesen individuellen Eigenschaften der Probanden, kommt speziell im Kontext
Softwarevisualisierungen hinzu, dass die Probanden zusätzlich über Kenntnisse und Fähigkei-
ten im Software-Engineering verfügen müssen, um für eine Studie infrage zu kommen. Dies
führt zu einer weiteren Einschränkung bei der Probandenwerbung, womit für entsprechende
Studien mit eher geringen Probandenzahlen zu rechnen ist, wie auch bisherige Erfahrungen
zeigen (Müller et al., 2014b; Schilbach, 2018). Infolge kann die Studie nur quasiexperimentell
durchgeführt werden, da für eine Vorauswahl einer repräsentativen Studie sehr wahrscheinlich
nicht genügend Kandidaten gefunden werden. Somit wird auch die Durchführung von kon-
trollierten Experimenten (Abschnitt 6.2.1) sehr schwierig, da diese mit einer Gruppengröÿe
von häug mehr als 20 Probanden für Experimental- und Kontrollgruppe im Vergleich sehr
viele Probanden benötigen. Zudem wird die Eigenschaft der Laboruntersuchung bestärkt, da
dieses Problem im Zusammenhang mit der geringen Verbreitung von Softwarevisualisierung
in der Praxis eine Felduntersuchung noch einmal deutlich erschweren kann.
6.4 Herleitung
Baum et al. (2016) liefern in ihrem Ansatz zur nutzerzentrierten Weiterentwicklung von Infor-
mationsvisualisierungen die Grundlage für ein Vorgehensmodell zur Evaluation der Nutzerak-
zeptanz bei der Interaktion mit Softwarevisualisierungen. Ihr Vorgehensmodell berücksichtigt
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dabei neben der Interaktion auch die Darstellung, womit beide Aspekte einer Visualisierung
berücksichtigt und iterativ evaluiert sowie optimiert werden, wie Abbildung 31 im Überblick
zeigt.
Abbildung 31: Ansatz zur nutzerzentrierten Weiterentwicklung von Informationsvisualisierun-
gen (Baum et al., 2016)
6.4.1 Ansatz
Kern des Vorgehensmodells ist die systematische Erzeugung (englisch produce) und Unter-
suchung (englisch evaluate) mehrerer Varianten (englisch variants) der Darstellung (englisch
representation) und der Benutzungsschnittstelle (englisch interface). Ziel ist es einerseits, ei-
ne nale Variante zu ermitteln und andererseits, Erkenntnisse zu erlangen, warum bestimmte
Varianten vom Nutzer eher akzeptiert werden als andere. Varianten können sich mehr oder
weniger stark unterscheiden. So können sich beispielsweise zwei Implementierungen einer Me-
tapher nur in wenigen Eigenschaften, etwa in der Wahl von Farben, unterscheiden oder sie
besitzen so verschiedene Eigenschaften, dass sie als zwei verschiedene Metaphern angesehen
werden können.
Der Grad der Unterscheidung der Varianten hat auch einen Einuss auf die zu erwartenden
Erkenntnisse und den Reifegrad der nalen Variante. Je höher dieser bereits ist, umso allge-
meiner sind die gewonnenen Erkenntnisse und umso geringer fällt die Weiterentwicklung aus.
Im Extremfall ähnelt es einem Vergleich zweier Visualisierungen, deren Ergebnis ist, dass eine
Visualisierung vom Nutzer vorgezogen wird, ohne eine ausführliche Begründung zu liefern,
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warum dies der Fall ist. Auch ob es bei der nicht favorisierten Visualisierung noch Weiter-
entwicklungspotenzial gibt, welche das Ergebnis sogar ändern könnte, bliebe in diesem Fall
unklar.
6.4.2 Vorgehen
In einem initialen Schritt wird zunächst der Rahmen aus Anwendungsszenario, Rollen und
Softwareartefakten entsprechend dem von Müller et al. (2014a) adaptierten Modell der Soft-
warevisualisierung bestimmt (Abschnitt 5.2.2). Anschlieÿend beginnt die Weiterentwicklung
der Darstellung durch die Ableitung von mehreren Varianten aus dem initial denierten Rah-
men. Die anschlieÿende Evaluierung liefert eine favorisierte Darstellungsvariante, wobei Baum
et al. (2016) keine expliziten Vorgaben zur Durchführung der Evaluation machen. Sie empfeh-
len allerdings, dies mittels der Analyse und Berechnung von Aesthetics durchzuführen (Baum,
2015), die mit verhältnismäÿig geringem Aufwand eine favorisierte Variante unter sehr vielen
Varianten ermitteln können.
Für die favorisierte Darstellungsvariante werden anschlieÿend verschiedene Implementierun-
gen von Benutzungsschnittstellen erstellt. Das Vorgehen zur Erzeugung und Evaluation von
Varianten der Benutzungsschnittstelle sowie die Bestimmung einer favorisierten Variante wird
im Abschnitt 6.5 als eigenes Vorgehensmodell des Evaluationsansatzes beschrieben. Für die
Einordnung in den Ansatz nach Baum (2015) genügt an dieser Stelle, dass damit eine favori-
sierte Variante der Benutzungsschnittstelle ermittelt wird.
Nach der Evaluation der Darstellung und der Interaktion wird eine Entscheidung getroen,
ob die so ermittelte favorisierte Variante aus Darstellung und Benutzungsschnittstelle als nal
angesehen werden soll. Entscheidend ist dabei, ob während einer der beiden Teilevaluationen
Erkenntnisse ermittelt wurden, die ein Potenzial zur Weiterentwicklung vermuten lassen, wel-
ches noch nicht ausreichend untersucht werden konnte. Da sich Darstellung und Interaktion
gegenseitig beeinussen (Abschnitt 2.1.4), können auch bei der Evaluation der Darstellung
Erkenntnisse zur Interaktion erlangt werden und umgekehrt. Folglich würden diese in einer
weiteren Iteration wieder beginnend mit der Evaluation von Darstellungsvarianten untersucht
werden. Alternativ können auch andere Metaphern für die Darstellung mit der favorisierten
Benutzungsschnittstelle untersucht werden, die dann zu weiteren Anpassungen führen können.
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Auf diese Weise können systematisch Untersuchungen zu mehreren Arten von Metaphern und
Benutzungsschnittstellen vorgenommen werden. Diese liefern aussagekräftigere Ergebnisse, da
sie auf zuvor optimierten Varianten beruhen.
6.4.3 Eigenschaften
Der nutzerzentrierte Ansatz zur Weiterentwicklung von Informationsvisualisierungen stellt
eine empirische Untersuchung als eine Reihe von Studien dar, was eine der geforderten Ei-
genschaften aus Abschnitt 6.3 ist. Er folgt somit auch dem Grundgedanken von Müller et al.
(2014a), eine Reihe von Studien durchzuführen, bei der nur wenige Bestandteile pro Studie
variiert werden und alle anderen Einussfaktoren möglichst konstant gehalten oder gemes-
sen werden. Auch die von Müller et al. (2014a) formulierten Einussfaktoren werden dabei
beachtet, um die Bedrohung der internen Validität zu minimieren.
Der Nutzer und seine Akzeptanz stehen im Zentrum der Evaluation, sodass explorativ unter-
sucht werden kann, welche Gründe es für die Akzeptanz oder Ablehnung von Varianten gibt,
was ebenfalls eine geforderte Eigenschaft aus Abschnitt 6.3 ist. Dabei hilft auch das iterative
Vorgehen als weitere abgeleitete Eigenschaft, welches zuvor nicht bekannte oder ausreichend
berücksichtigte Einussfaktoren auf die Akzeptanz in der nächsten Iteration behandeln kann.
Durch das iterative Vorgehen werden auch Vorstudien in einem gewissen Maÿe integriert, da
diese trotz eventuell aufgetretener Probleme bereits erste Erkenntnisse liefern können. In ei-
ner weiteren Iteration mit beseitigten Problemen können diese dann weiter untersucht werden.
Dabei werden auch die potenziell geringe Probandenzahl und die daraus folgende Eigenschaft
quasiexperimentell berücksichtigt (Abschnitt 6.3). Unabhängig von dieser Integration der Vor-
studien ist es jedoch immer ratsam, den Ablauf mit mindestens einer Testperson vorab auf
grobe Probleme zu überprüfen.
6.5 Vorgehensmodell
Zur empirisch gestützten, iterativen Evaluation der Akzeptanz der Benutzungsschnittstelle
wird im Folgenden ein Vorgehensmodell beschrieben. Dieses wird zusammen mit der Einord-
nung in den nutzerzentrierten Ansatz zur Weiterentwicklung von Informationsvisualisierungen
(Abschnitt 6.4) in dieser Arbeit als Ansatz zur Evaluation der Interaktion mit Softwarevi-
sualisierungen, kurz Evaluationsansatz, bezeichnet. Im Vorgehensmodell wird zwischen den
Rollen des Autors und des Experimentators unterschieden. Der Autor bestimmt den initialen
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Entwurf der Studie, bestehend aus den Darstellungsvarianten, den Varianten der Benutzungs-
schnittstelle, den Aufgaben, der Auswahl der Probanden und den Ablauf der Durchführung
sowie den zu erhebenden Daten. Die Durchführung der Studie übernimmt anschlieÿend der
Experimentator, welcher eine andere Person als der Autor sein sollte, es aber nicht sein muss.
Entsprechend dem iterativen Vorgehen nach Baum et al. (2016) erhält der Experimentator
anders als in den meisten Evaluationsmethoden umfassenden Einuss auf die Gestaltung der
Studie. So kann er Änderungen an den Varianten, den Aufgaben und dem Ablauf vornehmen,
die der Autor im initialen Entwurf bestimmt hatte. Zur Ermittlung des Änderungsbedarfs
führt er einen Teil der Auswertung bereits vorläug durch, wo hingegen die Auswertung sonst
in den Aufgabenbereich des Autors fällt. Der Autor führt in diesem Evaluationsansatz statt-
dessen alle bisherigen Auswertungen des Experimentators nach Abschluss der Durchführung
zusammen und ergänzt diese mit weiteren Auswertungen der insgesamt erhobenen Daten. Da-
bei ndet auch eine Diskussion der Iterationen statt, die durch den Experimentator während
der Durchführung bestimmt wurden.
Im Folgenden werden die spezischen Punkte für den Entwurf einer Studie als Vorgehensmo-
dell vorgestellt. Dieses Vorgehensmodell dient als Vorlage für die Planung, Durchführung und
Auswertung von Studienreihen, was im weiteren Verlauf dieser Arbeit an einem Anwendungs-
szenario demonstriert wird.
6.5.1 Ziel
Für das gesamte Vorgehen ist von entscheidender Bedeutung, die Fragestellung und das Ziel
der Studie so präzise wie möglich zu denieren. Dies erfolgt in erster Linie anhand des Rahmens
der Studienreihe (Abschnitt 6.4.2) und orientiert sich dabei am Szenario der Evaluation der
Nutzererfahrung (Abschnitt 6.2.2). In Abhängigkeit von bereits gesammelten Erkenntnissen
kann die Zielstellung zwischen vorrangig explorativem Sammeln von Erkenntnissen und der
Untersuchung spezischer Details von Interaktionstechniken verortet sein. So sollte zu Beginn
der Studienreihe zunächst mit wenigen Varianten nach ersten Erkenntnissen über auftretende
Interaktionskosten gesucht werden, wozu auch eine Erwartungshaltung der Probanden zur
Interaktion erfasst werden kann. Aufbauend auf diesen Erkenntnissen können dann in den




Die in den Studien verwendete Darstellung sollte idealerweise eine bereits evaluierte Variante
entsprechend dem nutzerzentrierten Ansatz sein (Abschnitt 6.4). Dabei sollte auch dieselbe
Datengrundlage aus dem Rahmen genutzt werden, um möglichst wenig Einussfaktoren zu
ändern. Auch die Darstellung sollte lediglich in den Bestandteilen verändert werden, die vom
Nutzer mit Interaktionstechniken auch manipuliert werden können. Aussagen der Probanden
zur Darstellung sollten idealerweise ebenfalls erhoben und ausgewertet werden. Diese können
anschlieÿend in eine weitere Iteration der Evaluation der Darstellung einieÿen (Abschnitt
6.4).
6.5.3 Benutzungsschnittstellenvarianten
Die Zahl der untersuchten Varianten der Benutzungsschnittstelle wird je Iteration einer Studie
durch die Aufmerksamkeitsspanne der Probanden innerhalb des Ablaufs begrenzt und sollte
somit nicht zu hoch ausfallen. Zudem besteht bei zu vielen Varianten die Gefahr, dass sich
einige grundlegend von anderen unterscheiden oder mehrere Varianten sich nur in sehr weni-
gen Details voneinander unterscheiden. Der Grad der Unterschiede zwischen den Varianten
sollte dabei auch unter Berücksichtigung bisheriger Erkenntnisse gewählt werden. Zwei völlig
verschiedene Varianten von Benutzungsschnittstellen zu untersuchen ist nur dann sinnvoll,
wenn überhaupt keine Kenntnisse über die Nutzerakzeptanz vorhanden sind. Liegen dagegen
bereits erste Erkenntnisse vor, welche Variante vom Nutzer präferiert wird, so kann diese
stattdessen in ihren Eigenschaften variiert werden.
Aus dem Studienziel und dem Rahmen der Studienreihe sollte ein Aspekt der Interaktion
identiziert werden können, der als Ausgangspunkt für die Erstellung der Varianten dient.
Falls beispielsweise das Identizieren einer Menge von Elementen für die Aufgaben von zen-
traler Bedeutung ist, sollten die Varianten der Benutzungsschnittstelle sich durch mehrere
Möglichkeiten zur Suche von Elementen unterscheiden.
Ist in zuvor durchgeführten Studien der Studienreihe die Darstellung bereits mit einer ersten
Benutzungsschnittstelle evaluiert worden, so kann diese dabei auch als Vorlage dienen. Be-
reits identizierte Stärken, Schwächen und Weiterentwicklungspotenziale ieÿen dabei in die
Erstellung der Varianten ein. Alternativ kann dies auch vom Autor der Studie aus anderen
Visualisierungen oder bereits durchgeführten Studien abgeleitet werden.
94
Bei der Auswahl von Interaktionstechniken für die Varianten kann auch die von Yi et al. (2007)
vorgestellte Taxonomie helfen, indem nur Interaktionstechniken einer Kategorie pro Studie
variiert werden (Abschnitt 4.3.2). Sofern für das Ziel der Studie also mehrere Kategorien
von Interaktionstechniken eine Rolle spielen, sollte die Studie auf die Untersuchung einer der
Kategorien beschränkt werden.
6.5.4 Aufgaben
Aus dem Rahmen der Studienreihe mit Anwendungsszenario, Rollen und Softwareartefakten
werden die konkreten Aufgabenstellungen und -formulierungen für die Studien abgeleitet.
Dabei wird zum einen darauf geachtet, sie so realistisch wie möglich zu gestalten, um die
externe Validität nicht zu gefährden. Zum anderen wird mit Blick auf die Evaluation der
Interaktion berücksichtigt, dass auch vorrangig diese untersucht wird und nicht etwa das
Verständnis einer komplexen Aufgabenstellung. Dazu eignet sich die Konzentration auf ein
Muster der Interaktion, das in den meisten Aufgaben Bestandteil der Bearbeitung ist. Diese
Vereinfachung zielt auf die Vergleichbarkeit der erhobenen Daten untereinander ab, ohne dabei
den Bezug zum Anwendungsszenario zu verlieren.
Entscheidend für die Evaluation der Nutzerakzeptanz ist, dass der Nutzer in diesem Muster
sehr wahrscheinlich mit der Visualisierung interagieren muss, um die relevanten Informationen
ermitteln zu können. Somit treten die schwer messbaren Entscheidungen und Interpretationen
aus den kognitiven Prozessen des Nutzers in den Hintergrund, um sich auf die Erhebung von
Daten zur Interaktion nach diesem Muster zu konzentrieren.
Eine der groÿen Herausforderungen dabei ist es, die Aufgaben so zu formulieren, dass alle
Probanden die gleiche Zielstellung ableiten und diese in vergleichbarer Art und Weise durch
den Einsatz von Interaktionstechniken erreichen (Abschnitt 5.3). Je komplexer und umfang-
reicher die Aufgabenstellungen sind, desto mehr Ungenauigkeiten ergeben sich sowohl in der
Formulierung als auch in der Interpretation durch den Probanden. Um dies weitestgehend
auszuschlieÿen, sollten die Aufgabenstellungen durch die Konzentration auf Muster der In-
teraktion deutlich vereinfacht und eine Einschränkung hinsichtlich der Übertragbarkeit auf
reale Aufgaben in Kauf genommen werden. Da die Aufgaben eine entscheidende Rolle für
das Untersuchen der bei der Interaktion auftretenden Interaktionskosten spielen, sollten sie
pro Iteration kritisch auf Komplexität und Verständnis geprüft werden. Daraus können dann
Anpassungen für die nächste Iteration abgeleitet werden.
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6.5.5 Probanden
Eine der Herausforderungen der Evaluation von Softwarevisualisierungen ist die zu erwar-
tende geringe Zahl der Probanden (Abschnitt 6.3). Somit gilt es, so viele Probanden für die
Studie zu gewinnen, wie in einem endlichen Zeitraum mit vertretbarem Aufwand möglich ist,
woraus sich auch die Eigenschaft der quasiexperimentellen Untersuchung ableitet. Vom Er-
folg der Probandenwerbung hängt auch ab, wie viele Iterationen pro Studien mit wie vielen
Probanden durchgeführt werden können, womit gleichzeitig auch das Abbruchkriterium der
Studie mitbestimmt wird.
6.5.6 Ablauf
Der Ablauf der Studien wird maÿgeblich aus der Wahl der Kombination von Evaluations-
methoden bestimmt. Dafür muss zunächst zwischen dem Within-Subject-Design und dem
Between-Subject-Design unterschieden werden. Für die explorative Untersuchung möglicher
Interaktionskosten und der Ermittlung von Weiterentwicklungsmöglichkeiten der Varianten
eignet sich fast ausschlieÿlich das Within-Subject-Design, bei dem jeder Proband alle Vari-
anten bewertet und beurteilt. Durch diesen Vergleich mehrerer Varianten soll der Proband
angeregt werden, möglichst viele Stärken, Schwächen und Weiterentwicklungsmöglichkeiten
je Variante zu beschreiben. Daraus sollen anschlieÿend auch Erkenntnisse über die zugrunde
liegenden Interaktionskosten gewonnen werden.
Das Between-Subject-Design eignet sich dagegen nur, wenn die Varianten schon weiterentwi-
ckelt wurden, die bisherigen Erkenntnisse über die Präferenzen der Nutzer aber nicht eindeutig
ausfallen. In dem Fall können direkte Vergleiche von Varianten unter Einbezug quantitativer
Daten wie Zeitaufwand und Fehlerraten Erkenntnisse liefern, die nicht direkt von den Pro-
banden beschrieben werden können. Auch eine Präferenz in Abhängigkeit von bestimmten
Eigenschaften von Nutzern könnte mit diesem Aufbau untersucht werden, sofern eine aus
vorherigen Untersuchungen abgeleitete Hypothese dies vermuten lässt.
In Abhängigkeit vom Aufbau, der gewählten Methoden und der Anzahl zu untersuchender
Varianten ergibt sich die zeitliche Einteilung des Ablaufs. Die Länge sollte nicht zu hoch
ausfallen, um die interne Validität aufgrund von sinkendender Aufmerksamkeit der Probanden
nicht zu gefährden. Eigene Erfahrungen haben gezeigt, dass nach etwa 60 bis 90 Minuten die
Konzentration nachlässt, was sich neben einer erhöhten Fehlerrate auch in einer mangelnden
Bereitschaft zeigte, Aussagen über den Untersuchungsgegenstand zu geben.
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6.5.7 Datenerhebung
Art und Umfang der zu erhebenden Daten werden im Wesentlichen von der Kombination
der Evaluationsmethoden bestimmt. Für die empirische Untersuchung der Interaktionskosten
eignet sich, wie in Abschnitt 6.3 beschrieben, eine Kombination aus Methoden zum Szenario
der Evaluierung der Nutzererfahrung. Der Fokus liegt dabei auf qualitativen Methoden wie
dem Usability Test oder der informellen Evaluation, da sie den Nutzer und dessen Akzeptanz
ins Zentrum der Untersuchung stellen. Diese kann noch durch Beurteilungen und Bewertungen
in Fragebögen vertieft werden.
Je Variante sollte eine qualitative Beurteilung der Stärken, der Schwächen und der Wei-
terentwicklungsmöglichkeiten erfasst werden. Auf Basis dieser können neben der iterativen
Weiterentwicklung der Varianten auch Erkenntnisse zu den Interaktionskosten abgeleitet wer-
den. Das Erheben einer Erwartungshaltung zu einem Aspekt der Interaktion kann darüber
hinaus Erkenntnisse liefern, welche grundlegende Vorstellung der Proband über die Interakti-
on besitzt. Dabei können auch neue Varianten für die Untersuchung identiziert werden, die
anschlieÿend zusammen mit den vom Autor vorausgewählten Varianten mit der Erwartungs-
haltung verglichen werden.
Für den Entwurf neuer Iterationen werden neben Beurteilungen auch die Bewertungen der
Probanden als quantizierte Präferenz benötigt, die eine Entscheidung für oder gegen die
Untersuchung einer Variante in der nächsten Iteration unterstützen können. Die Beurteilung
ieÿt zudem auch in die Entscheidung einer favorisierten Variante ein. Dabei kann eine zu-
sätzliche qualitativ erhobene Begründung der Beurteilung weitere Stärken oder Schwächen
identizieren.
Quantitative Daten, wie Zeitaufwände oder Fehlerraten, können zusätzlich für ein umfas-
senderes Gesamtbild der Benutzungsschnittstellenvarianten gemessen und in der Diskussion
berücksichtigt werden. Sie spielen dabei aber eine eher untergeordnete Rolle, da sie für sich
allein keine Begründung für die Unterschiede zwischen den Varianten liefern (Lam et al., 2012;
Ellis and Dix, 2006).
Wie bei dem Entwurf von neuen Iterationen beschrieben, können auch Änderungen an den
variantenunabhängigen Bestandteilen, an den Aufgaben oder am Ablauf aufgrund zusätzlich
erhobener Daten erfolgen. Protokollierte Beobachtungen und Hinweise des Experimentators
bilden zusammen mit den protokollierten Anmerkungen der Probanden eine Quelle qualitati-
ver Daten. Zusätzlich können strukturiert erfasste Bewertungen und Beurteilungen  etwa in
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Form eines Fragebogens  Hinweise auf Änderungsmöglichkeiten liefern.
Ein letzter Punkt, der bei der Datenerhebung nicht auÿer Acht gelassen werden sollte, ist
die stets zeitgleich stattndende Evaluation der Darstellung (Abschnitt 6.4.2). Folglich bietet
es sich an, auch eine Bewertung oder Beurteilung dieser zu erheben, was durch Beobachtun-
gen des Experimentators oder Anmerkungen des Probanden ergänzt werden kann. Zudem
sollte die Darstellung auch bei der Diskussion der Eigenschaften der Benutzungsschnittstelle
berücksichtigt werden, da sie ebenfalls einen Einuss auf die Ergebnisse ausüben kann.
6.5.8 Durchführung
Die Durchführung der Studie erfolgt iterativ, wobei die Abgrenzung der einzelnen Iteratio-
nen vom Experimentator bestimmt wird. Dabei ieÿen die Anzahl der Probanden sowie die
vorläug ermittelten Erkenntnisse zum Potenzial der Weiterentwicklung und die Bewertung
der Varianten ein. So kann bei Beobachtung eines gravierenderen Problems mit einer der
Varianten beispielsweise schon nach wenigen Probanden eine neue Iteration mit einer weiter-
entwickelten Variante begonnen werden. Es können aber auch erst mehrere Verbesserungen
zusammen mit einer Bewertung der Varianten von mehreren Probanden gesammelt werden,
bevor eine neue Iteration begonnen wird. Dabei spielt auch die Anzahl der zu erwartenden
Probanden eine Rolle, wodurch die ersten Iterationen mit geringeren Probandenzahlen und
die letzten Iterationen mit gröÿeren Probandenzahlen ausfallen sollten.
Beim Entwurf einer neuen Iteration durch den Experimentator können neben der Weiterent-
wicklung von Varianten auch Varianten ausgeschlossen werden. Eine im Vergleich mit den
anderen Varianten negative Bewertung durch die Probanden und fehlende Erkenntnisse zu
Weiterentwicklungsmöglichkeiten können Gründe für einen Ausschluss sein. Ein anderer ist,
wenn zwei Varianten sehr ähnlich bewertet und beurteilt werden und somit auch keine si-
gnikanten Unterschiede hinsichtlich der Nutzerakzeptanz festgestellt werden können. Die
vorläuge Auswertung der bisherigen Iterationen kann aber auch zum Vorschlag von neuen
Varianten für die nächste Iteration führen, die auch eine Kombination aus bereits untersuchten
Varianten sein kann.
Zusätzlich können variantenunabhängige Bestandteile, die Aufgaben oder der Ablauf selbst
in der nächsten Iteration angepasst werden. Dabei hat der Experimentator einen gewissen
Freiheitsgrad. In der Regel gibt es mehr Möglichkeiten für eine neue Iteration als sich un-
ter Berücksichtigung von Probanden, Ablauf und Implementierungsaufwand realisieren und
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durchführen lassen. Der dabei aufgrund der Subjektivität des Experimentators entstehenden
Bedrohung für die interne Validität muss durch nachvollziehbare Entscheidungen auf Basis
vorläug ausgewerteter Daten entgegengewirkt werden. Zum Nachweis müssen die Entschei-
dungen zum Entwurf der neuen Iteration nachvollziehbar dokumentiert und diskutiert werden.
Aufgrund des iterativen Weiterentwickelns der Varianten in verhältnismäÿig kurzer Zeit kann
dies nur auf Basis von Prototypen nach dem Vorgehen des Prototypings erfolgen (Naumann
and Jenkins, 1982). Diese nicht vollumfänglich getesteten Implementierungen bergen somit
die Gefahr von Fehlern und Problemen beim Einsatz, die sich erst innerhalb einer Iterati-
on zeigen. Kleinere Änderungen, wie die Beseitigung eines zum Absturz führenden Fehlers,
sind daher auch innerhalb einer Iteration möglich, um nicht eine neue Iteration aufgrund von
Nachteilen des Prototypings beginnen zu müssen.
6.5.9 Auswertung
Die Auswertung der erhobenen Daten erfolgt nach Evaluationsmethoden getrennt. Soweit der
Einuss der Änderungen je Iteration nicht als zu stark bewertet wird, erfolgt die Auswer-
tung dabei über alle Iterationen hinweg. Die Einschätzung des Änderungseinusses obliegt
dabei sowohl dem Experimentator als auch dem Autor. Wird in einer Iteration beispielswei-
se ein Verständnisproblem einer Aufgabe bei einigen Probanden beobachtet, muss dies nicht
zwangsläug Einuss auf die Bewertung und Beurteilung der untersuchten Varianten besit-
zen. Da die gesamte Evaluation explorativ ausgerichtet ist, entsteht im beschriebenen Fall
möglicherweise nur der Nachteil, dass weniger Erkenntnisse gewonnen werden können, da das
Verständnisproblem diese überlagert. Eine Beseitigung des Problems in der folgenden Itera-
tion verbessert somit die Chance, Erkenntnisse zu erhalten, ohne aber die Erkenntnisse der
vorherigen Iteration grundsätzlich infrage zu stellen. Entscheidend dafür ist jedoch das korrek-
te Identizieren der Probleme, sodass im Beispiel die Aufgabe als Problem erkannt und nicht
etwa als eine Schwäche der Varianten gesehen wird. Durch die gemeinsame Auswertung über
alle Iterationen hinweg entsteht jedoch grundsätzlich eine Bedrohung der internen Validität.
Diese wird im Vorgehensmodell zugunsten einer umfangreichen Erkenntnisgewinnung unter
angemessenem Aufwand in Kauf genommen.
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6.5.10 Diskussion
Die Erkenntnisse der Auswertungen müssen anschlieÿend in das Ziel und die Fragestellung der
Untersuchung eingeordnet und diskutiert werden. Dabei erfolgt auch die Dokumentation der
identizierten Stärken, Schwächen und Weiterentwicklungsmöglichkeiten der einzelnen Unter-
suchungsvarianten im Bezug zu den Interaktionskosten. Zusätzlich werden Entscheidungen zu
Änderungen an den Untersuchungsvarianten beschrieben, die pro Iteration erfolgt sind, was
auch das Entfernen oder Ergänzen von Varianten beinhaltet. Daraus können auch Fragestel-
lungen und Untersuchungsvarianten für weitere Studien abgeleitet werden, die wiederum nach
diesem Vorgehensmodell durchgeführt werden können. Den Abschluss der Diskussion bildet
eine Betrachtung der Bedrohungen für die interne und externe Validität, die speziell für die
Studie entstanden sind.
6.5.11 Ergebnis und favorisierte Variante
Wie bereits bei den Probanden (Abschnitt 6.5.5) beschrieben, wird das Abbruchkriterium der
Studie maÿgeblich durch die Zahl der Probanden bestimmt, die in einem bestimmten Zeitraum
zur Verfügung stehen. Zusätzlich kann ein nur noch in geringem Umfang erwarteter Zuwachs
an Erkenntnissen zur Beendigung der Studie oder auch der gesamten Studienreihe durch den
Experimentator führen, falls vorläuge Auswertungen dies nahe legen. Dieses Kriterium kann
auch im Vorfeld festgelegt werden, wonach der Abbruch etwa nach dem dritten Probanden
erfolgt, der keine relevanten neuen Erkenntnisse mehr liefert.
Neben möglichen Erkenntnissen zu Stärken und Schwächen von Varianten soll die Studie
auch eine Variante identizieren, die von einem Groÿteil der Probanden präferiert wird und
folglich die favorisierte Variante darstellt. Mit dieser kann anschlieÿend entweder eine andere
Fragestellung in einer weiteren Studie unter den gleichen Rahmenbedingungen untersucht
werden oder die Studienreihe wird beendet. Gemäÿ Baum et al. (2016) wird die favorisierte
Variante anschlieÿend entweder als nale Variante deklariert oder es beginnt eine weitere
Iteration mit einer Evaluation der Darstellung mit dieser favorisierten Variante (Abschnitt
6.4).
Werden hingegen mehrere Varianten von den Probanden etwa gleich stark präferiert, so las-
sen sich daraus unterschiedliche Schlüsse für die favorisierte Variante ziehen. Wenn sich in
der Auswertung der Studie Bedingungen oder Einussfaktoren zeigen, unter denen einzelne
Varianten Vor- oder Nachteile besitzen, so sollten diese in einer weiteren Studie untersucht
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werden. Dabei können auch neue Varianten als Kombination der präferierten Varianten ent-
worfen werden, falls sich damit eine Verbindung der Stärken unter Eliminierung der Schwächen
ergeben könnte. Auch ist beim Entwurf der anschlieÿenden Studie darauf zu achten, dass die
Bedingungen oder Einussfaktoren ausreichend berücksichtigt werden, um die Varianten auch
gezielt auf diese untersuchen zu können. Dabei muss auch betrachtet werden, ob die Bedin-
gungen und Einussfaktoren einem realen Anwendungsszenario entstammen, um nicht eine
Bedrohung der externen Validität zu erzeugen.
Liegen stattdessen keine weiteren Erkenntnisse vor, so sollten alle präferierten Varianten als
Alternativen in die Benutzungsschnittstelle integriert werden. Dies kann einerseits direkt er-
folgen, sodass verschiedene Varianten jederzeit vom Nutzer auch parallel eingesetzt werden
können. Beispielsweise kann das Zoomen per Mausrad möglich sein und gleichzeitig auch durch
Hoch- und Runterschieben der Maus bei gedrückter rechter Maustaste. Andererseits könnte
der Nutzer über Kongurationsmöglichkeiten einstellen, welche der Varianten gerade aktiv
ist. Per Konguration könnte zum Beispiel ausgewählt werden, ob durch das Drücken der lin-
ken oder der rechten Maustaste ein Element ausgewählt wird. Für die Untersuchung anderer
Fragestellungen in weiteren Studien kann der Experimentator dann entweder eine Kongura-
tion vorgeben oder dem Probanden die Wahl lassen, nachdem er mehrere Kongurationen in
einer vorgelagerten informellen Evaluation ausprobiert hat. Bei der Integration der Varianten
ist zu beachten, dass diese selbst wieder verschiedene Varianten der Benutzungsschnittstelle
erzeugen kann, die es dann ebenfalls zu untersuchen gilt.
6.6 Einordnung
Mit dem vorgestellten empirisch iterativen Vorgehensmodell durchgeführte Studien liefern eine
Reihe von Ergebnissen (Abschnitt 6.3). In erster Linie sind dies Aussagen zu Interaktionskos-
ten, welche in die Bewertung undWeiterentwicklung der Varianten einieÿen. Sie erlauben aber
auch die Bildung von Hypothesen, die in weiteren Studien mit den weiterentwickelten Varian-
ten untersucht werden können. Aufgrund der bereits erfolgten Weiterentwicklung hinsichtlich
der Nutzerakzeptanz können diese zudem auch als Felduntersuchung geführt werden, womit
ein Schritt Richtung Einsatz in der Praxis gegangen wird. Aus Aussagen zu Interaktionskosten
kann aber auch systematisch Wissen in Form von Blöcken und Richtlinien abgeleitet werden
(Abschnitt 5.2.1).
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Der Ansatz zeigt zudem eine Möglichkeit auf, wie mit der riesigen Variantenvielfalt von Visua-
lisierungen und einem noch geringen Wissensstand umgegangen werden kann. Das iterative
Vorgehen besitzt dafür ein gutes Verhältnis zwischen Aufwand und Ergebnis, da eine Folge von
Varianten aufbauend auf vorherigen Erkenntnissen untersucht wird. Die Gefahr, eine Variante
zu untersuchen, die noch grundlegende Probleme besitzt oder an den Präferenzen der Nutzer
vorbei geht, ist geringer als bei einzeln durchgeführten Studien, in denen ausschlieÿlich der
Autor die Varianten bestimmt. Auch werden weitere Varianten oder Weiterentwicklungen von
Varianten auf Basis der Nutzerakzeptanz abgeleitet, wodurch die Auswahl der Untersuchungs-
objekte nicht allein dem Autor der Studie überlassen wird. Die Integration von Vorstudien
in die Iterationen hilft zudem, Probleme schneller zu beheben, womit der Aufwand insgesamt
reduziert werden kann.
Durch die Struktur und die Eigenschaften des vorgestellten Vorgehensmodells ergeben sich
mehrere Einussfaktoren auf die Validität der damit durchgeführten Studien und ihrer Ergeb-
nisse, die es zu berücksichtigen gilt. Eine ausführliche Betrachtung möglicher Einussfaktoren
und Maÿnahmen zur Verringerung der Bedrohung der Validität müssen daher in jeder Studie
auch in Abhängigkeit von den ausgewählten Evaluationsmethoden angewendet werden.
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7 Planung der Studienreihe
Mit dem im vorherigen Kapitel erarbeiteten Vorgehensmodell werden nun mehrere Studi-
en zur Nutzerakzeptanz bei der Interaktion mit Softwarevisualisierungen von umfangreichen
komplexen Softwaresystemen durchgeführt. Dabei dient das Vorgehensmodell einerseits zur
Planung der einzelnen Studien und andererseits als Rahmen, welcher die einzelnen Studien
verknüpft und so die Validität der einzelnen Studien stärkt. Nach der Denition des Ziels der
Studienreihe werden zunächst die verwendeten Darstellungsvarianten vorgestellt, bevor eine
detaillierte Beschreibung über den Aufbau und die Funktionsweise der verwendeten Benut-
zungsschnittstelle erfolgt. Dem schlieÿen sich die Beschreibungen der studienübergreifenden
Eigenschaften, wie der Aufgaben, der Datenerhebung oder der Auswertung an. Die detaillier-
ten Ausführungen zum Entwurf, zur Durchführung, zur Auswertung und zur Diskussion der
einzelnen Studien sind in den anschlieÿenden vier Kapiteln enthalten und beziehen sich dabei
auf die im Folgenden beschriebenen Rahmenbedingungen.
7.1 Ziel
Das in der Studienreihe betrachtete Anwendungsszenario ist die Abhängigkeitsanalyse der
strukturellen Bestandteile eines objektorientierten Softwaresystems. Das Szenario folgt der
von Pacione et al. (2004) denierten Aktivität der Untersuchung der Abhängigkeit zwischen
den Artefakten eines Systems (Abschnitt 2.2.2). Daraus ergeben sich nach Pacione et al.
(2004) zwei allgemeine Aufgaben:
• Welche Klassenstruktur liegt vor?
• Welche Interaktion kann zwischen den Objekten auftreten?
Die konkreten Aufgabenstellungen des Szenarios erfordern eine Analyse der Struktur des
Quelltexts der Software, ohne Berücksichtigung dynamischer Informationen wie den aufgeru-
fenen Methoden eines Objekts zur Laufzeit. Aufgrund der hohen Anzahl von Abhängigkeiten
zwischen den Quelltextelementen können diese nicht alle gleichzeitig in der Visualisierung
dargestellt werden, da sonst mit hohen Interaktionskosten für die Evaluation der Darstel-
lungsänderung gerechnet werden muss (Abschnitt 5.4.6). Deshalb gilt es, geeignete Interakti-
onstechniken in die Benutzungsschnittstelle zu integrieren, damit ein Nutzer die für die Auf-
gabenstellung relevanten Abhängigkeiten in der Struktur des Quelltextes analysieren kann.
Die Nutzerakzeptanz dieser Implementierung sowie die darauf aufbauende Weiterentwicklung
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der Benutzungsschnittstelle werden im Folgenden auf Basis des vorgestellten Interaktionskos-
tenmodells (Abschnitt 5.3) mit dem empirisch iterativen Evaluationsansatz (Abschnitt 6.5)
untersucht. Zur Orientierung am Einsatz von Softwarevisualisierung in der Praxis wird ein üb-
licher Computer-Arbeitsplatz verwendet, welcher mit Maus und Tastatur sowie einem Monitor
ausgestattet ist. Auf den Einsatz spezieller Eingabegeräte, wie 3D-Maus oder Touchscreen,
wird somit genauso verzichtet wie auf stereoskopische Ausgabegeräte, etwa einen 3D-Monitor
oder eine Virtual-Reality-Brille.
7.2 Darstellungsvarianten
Die für die Studien verwendeten Darstellungsvarianten werden mittels generativer Softwarevi-
sualisierung (Abschnitt 3.2) unter Einsatz der Open-Source Plattform Getaviz (Baum et al.,
2017) als Recursive-Disk -Metapher und City-Floors-Metapher erstellt (Abschnitt 3.3.1 und
3.3.2 ). Als Datengrundlage dienen die Open-Source Java-Systeme Freemind8 und FindBugs9.
Beide Darstellungen enthalten die Strukturelemente des Quelltextes, die für die Analyse der
Abhängigkeiten relevant sind. In objektorientierten Softwaresystemen sind dies die Darstel-
lungselemente für Pakete, Klassen, Methoden und Attribute. Darüber hinaus muss die Daten-
grundlage auch Informationen über die Beziehungen zwischen diesen Elementen enthalten, die
dann unter Einsatz von Interaktionstechniken durch den Nutzer dargestellt werden können.
Dies kann entweder durch Hinzufügen neuer Elemente in die Darstellung erfolgen oder aber,
indem die Darstellung der Elemente so manipuliert wird, dass die Beziehungen erkennbar
werden.
Durch den Einsatz von Getaviz werden die Darstellungsvarianten im Format X3D erzeugt,
welches über einen Export nach X3DOM in einem HTML-5 fähigen Web-Browser plattform-
unabhängig dargestellt werden kann (Abschnitt 3.3). Aufgrund der Browser-Umgebung kann
JavaScript genutzt werden, um die Manipulation der Darstellung entsprechend der Aktio-
nen des Nutzers durchzuführen. Dafür wird eine umfangreiche Benutzungsschnittstelle in
JavaScript implementiert, die alle Anforderungen des Interaktionskostenmodells und des Vor-
gehensmodells erfüllt. Diese wird im nächsten Abschnitt mit ihrer Architektur und der rea-
lisierten Funktionalität vorgestellt. Eine umfassende Einführung in JavaScript geben zum







Für die empirische iterative Evaluation mehrerer Varianten von Interaktionstechniken in den
Studien wird eine exibel kongurierbare Benutzungsschnittstelle benötigt. So müssen neue
oder weiterentwickelte Varianten mit geringem Aufwand in diese integriert werden können
und nicht weiter untersuchte Varianten genauso einfach wieder entfernt werden können. Die
dafür erstellte Architektur der exibel kongurierbaren Benutzungsschnittstelle basiert auf
dem Entwurfsmuster Model-View-Controller (Fowler and Rice, 2011).
Die im Browser sichtbare Oberäche wird in mehrere sogenannte Widgets unterteilt, die ge-
meinsam eine Sicht der kongurierten Benutzungsschnittstelle bilden. Abbildung 32 zeigt ein
Beispiel einer Zusammenstellung von Widgets (schwarzer Rahmen mit unterstrichenem Be-
zeichner) aus Aufgabenbereich, Suche und Package-Explorer zu einer sichtbaren Oberäche.
Auch die Darstellung wird dabei entsprechend dem Interaktionskostenmodell als ein Widget
Abbildung 32: Übersicht des Aufbaus der Benutzungsschnittstelle
aufgefasst (Abschnitt 5.3). Jedem Widget ist ein eigener Controller zugeordnet, der in einer
eigenen JavaScript-Datei implementiert ist (graue Rechtecke in Abbildung 32). Dieser nimmt
die Aktionen des Nutzers auf demWidget entgegen und manipuliert dieses entsprechend seiner
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implementierten Logik. Dabei kann der Controller auch Ereignisse auslösen, auf die andere
registrierte Controller reagieren können, um ihrerseits Manipulationen an ihren Widgets aus-
zuführen. Selektiert beispielsweise der Nutzer im Widget des Package-Explorers ein Element,
so löst der zugehörige PackageExplorerController ein Ereignis über diese Selektion aus. Dar-
auf kann dann der SearchController reagieren und den vollständigen Namen des selektierten
Elements in seinem Widget anzeigen.
Einen Sonderfall bildet das Darstellungs-Widget, welches aufgrund seiner Komplexität über
mehrere Controller gesteuert wird. Die im Vergleich zu anderen Controllern deutlich kom-
plexere Manipulation der Darstellung übernimmt dabei eine zusätzliche zentrale Instanz, die
als CanvasManipulator bezeichnet wird. Auch werden die Aktionen des Nutzers auf dem
Darstellungs-Widget zentral über den sogenannten ActionController entgegengenommen und
an registrierte Controller der Darstellung weitergeleitet. Sowohl der ActionController als auch
der CanvasManipulator abstrahieren somit von der verwendeten Technik für die dreidimen-
sionale Darstellung, um diese bei Bedarf mit geringem Aufwand austauschen zu können.
Die Kontrolle über den Aufbau der Oberäche und den Ablauf der Steuerung über diese
übernehmen die zentralen Bestandteile der Benutzungsschnittstelle, welche in Abbildung 32
als blau hinterlegte Rechtecke dargestellt sind. Die Kommunikation zwischen den einzelnen
Bestandteilen der Architektur wird durch eine lose Kopplung auf Basis von Ereignissen reali-
siert. Wie bereits im Beispiel zum Package-Explorer beschrieben, können Controller Ereignisse
erzeugen und auf Ereignisse reagieren, für die sie sich registriert haben. Das Logging von Ereig-
nissen erfolgt ebenfalls über Controller, die sich dafür bei allen Ereignissen registrieren (Abbil-
dung 32 InteractionLogger.js). Je nach Konguration und Controller werden die Logeinträge
entweder auf der Konsole ausgegeben oder in eine Log-Datei geschrieben. Die Steuerung der
Ereignisse wird von einer zentralen Event-Verwaltung (Abbildung 32 Events.js) koordiniert,
die auch alle möglichen Ereignisse der Benutzungsschnittstelle deniert. Somit kommuniziert
der PackageExplorerController nicht direkt mit dem SearchController. Entsprechend muss in
der Implementierung des einen Controllers auch nicht berücksichtigt werden, ob der andere
Controller überhaupt in der Konguration der Benutzungsschnittstelle vorhanden ist, womit
sich die Implementierung vollständig auf die eigentliche Funktionalität konzentrieren kann.
Auf diese Weise kann die Benutzungsschnittstelle sehr exibel konguriert werden, ohne dass
Änderungen an der Implementierung der einzelnen Controller vorgenommen werden müssen.
Die Verwaltung der Datengrundlage erfolgt in einem zentralenModel (Abbildung 32Model.js),
welches für jedes Element der Darstellung ein Entity mit allen Eigenschaften und Beziehungen
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zu anderen Entities abbildet. Dabei werden auch die Zustandseigenschaften verwaltet, die von
den Controllern für die Interaktionstechniken genutzt werden, ob also beispielsweise ein Entity
selektiert oder markiert ist. Wie bereits im Abschnitt 4.2 dargestellt, dienen Visualisierungen
vorrangig der Darstellung von Daten und haben daher nur geringe bis keine Funktionalität zur
Manipulation der zugrunde liegenden Daten. Entsprechend werden im zentralen Model der
Benutzungsschnittstelle auch nur die Zustandseigenschaften für die interaktive Darstellung der
Entities verändert, während alle anderen Eigenschaften unverändert bleiben. Darüber hinaus
können aber neue Entities temporär erzeugt werden, wenn in der Darstellung aufgrund von
Interaktionstechniken zusätzliche Elemente eingeblendet werden sollen.
Die Denition, welcher Controller inklusive Widget an welche Position der Oberäche ge-
setzt wird, übernimmt eine Setup-Datei (Abbildung 32 Setup.js). Diese wird zu Beginn von
der Application (Abbildung 32 Application.js) verarbeitet, welche die zentrale Steuerung zum
Laden und Anzeigen der Widgets und ihrer Controller sowie der weiteren Bestandteile der
Architektur ist. Dabei werden auch die Parameter der Controller gesetzt, um verschiedene Ei-
genschaften der darin abgebildeten Interaktionstechniken zu kongurieren. Somit lassen sich
beliebige Benutzungsschnittstellen mit den vorhandenen Controllern denieren und ausfüh-
ren. Ein Setup kann dabei auch mehrere Denitionen von Benutzungsschnittstellen enthalten,
die dann über einen Controller zur Laufzeit gewechselt werden können. Dies wird beispielswei-
se für ein Tutorial genutzt, welches vom ExperimentController gesteuert wird und dem Nutzer
Schritt für Schritt die einzelnen Interaktionstechniken erklärt. Dafür werden nacheinander die
im Setup denierten Benutzungsschnittstellen mit jeweils einem weiteren Controller geladen.
Auch für die weitere Durchführung der Studien mit ihren Aufgaben wird diese Funktionalität
eingesetzt. Sie bildet somit zusammen mit der exiblen Denition von Benutzungsschnitt-
stellen die Voraussetzung für die aufwandsreduzierte Realisierung der einzelnen Iterationen
entsprechend dem beschriebenen Vorgehensmodell (Abschnitt 6.5).
7.3.2 Initiale Variante
Der Ausgangspunkt für die Studien ist eine für Getaviz (Abschnitt 3.3) neu implementier-
te Version der Benutzungsschnittstelle von Müller (2015), die dort für die Beschreibung der
Recursive-Disk -Metapher verwendet wurde. Abbildung 33 zeigt die neu implementierte Va-
riante der Benutzungsschnittstelle, wobei die generierte Darstellung einer Recursive-Disk -
Metapher (Abschnitt 3.3.1) unverändert aus dem Generator von Getaviz (Abschnitt 3.3)
übernommen wurde.
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Abbildung 33: Benutzungsschnittstelle des Prototyps
Im oberen Bereich, gesteuert durch den ExperimentController, benden sich die Beschreibung
der Aufgabe sowie eine Schaltäche zum Abschlieÿen der Aufgabe. Vor der ersten Aufgabe und
nach dem Beenden einer Aufgabe wird ein modaler Dialog mit der neuen Aufgabenbeschrei-
bung eingeblendet, bevor der Nutzer nach zehn Sekunden mit einer Bestätigung die Aufgabe
starten kann. Damit wird sichergestellt, dass er die Aufgabe gelesen hat und, falls er Fragen
hat, diese vor der Bestätigung dem Experimentator gestellt hat, so dass die nachfolgende
Bearbeitung verzögerungsfrei beginnen kann.
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Unterhalb des Aufgabenbereichs stehen dem Nutzer eine Reihe von Widgets zur Verfügung,
die jeweils über einen eigenen Controller die Eingaben des Nutzers verarbeiten:
• Reset View versetzt die Darstellung in den Ausgangszustand.
• FlyTo aktiviert/deaktiviert bei Selektion den animierten Flug zum Element
• Help zeigt allgemeine Informationen über den Prototyp an
• Search liefert ab Eingabe der ersten drei Zeichen eine Liste mit Vorschlägen zur Selektion
von Elementen
Dem schlieÿt sich auf der linken Seite der Package-Explorer an, der eine Baum-Darstellung
der Elemente entsprechend ihrer Zugehörigkeit liefert, von Paketen über die enthaltenen Klas-
sen bis hin zu Methoden und Attributen. Die einzelnen Ebenen können durch einen Klick auf
den Pfeil vor dem Bezeichner ein- und ausgeklappt werden. Einen Klick auf einen Bezeichner
verarbeitet der zugehörige PackageExplorerController zu einem Selektionsereignis (Abschnitt
7.3.1), auf das andere Controller reagieren können. Ist beispielsweise FlyTo aktiviert, löst der
zugehörige Controller einen animierten Flug auf das selektierte Element aus. Die Checkboxen
vor den Bezeichnern im Package-Explorer blenden bei Deaktivierung das jeweilige Element
und seine Unterelemente aus. Dabei wird ein Filterereignis generiert, welches vom FilterCon-
troller in die zugehörige Darstellungsmanipulation überführt wird, also dem Ein- beziehungs-
weise Ausblenden von Elementen.
Gegenüber dem Package-Explorer auf der rechten Seite werden zum einen die Details des se-
lektierten Elements in einem Widget über den DetailsController geladen. Zum anderen wird
unterhalb der Details das Widget des Relation-Explorers angezeigt und durch den entspre-
chend benannten Controller verwaltet. Bei Selektion eines Elements listet dieser die in Bezie-
hung stehenden Elemente auf und unterteilt sie nach den vier Beziehungsarten Vererbungen,
Methodenaufrufe, aufrufende Methoden und Attributzugrie. Analog dem Package-Explorer
ist es auch im Relation-Explorer möglich, die Elemente ein- oder auszublenden und diese zu
selektieren.
Im Zentrum der Benutzungsschnittstelle ist die Darstellung der Visualisierung angeordnet,
was Abbildung 34 als Vergröÿerung aus Abbildung 33 darstellt. Die einzelnen Elemente der
Recursive-Disk -Metapher und ihre Semantik wurden bereits im Abschnitt 3.3.1 vorgestellt.
Neben den bereits weiter oben erwähnten FlyToController und FilterController organisieren
109
Abbildung 34: Bestandteil der Darstellung in der Benutzungsschnittstelle
weitere Controller zusammen mit den im vorherigen Abschnitt beschriebenen ActionCon-
troller und CanvasManipulator die Interaktion mit der Darstellung. Beim Überfahren der
Elemente der Darstellung mit der Maus erzeugt der HoverController ein temporär eingeblen-
detes Fenster, genannt Tooltip, in dem der Typ und der Bezeichner des Elements dargestellt
werden, wie in Abbildung 34 beispielsweise für die Klasse XmlBindingTools gezeigt. Dabei
wird das entsprechende Element auch rot hervorgehoben, so lange sich die Maus über dem
Element bendet. Mit einem Klick der linken Maustaste auf ein Element der Darstellung
wird durch den SelectController einerseits ein Selektionsereignis erstellt und dieses anderer-
seits durch eine Manipulation der Darstellungsfarbe des Elements zu Rot verarbeitet, wie im
Beispiel das Element der Methode actionPerformed. Ein Klick der rechten Maustaste mar-
kiert dieses Element über den MarkController durch eine grüne Färbung des Elements, wie
es auch in der Abbildung 34 bei einer Methode der Fall ist. Das dabei erzeugte Markie-
rungsereignis wird zudem vom ExperimentController verarbeitet, der es gegen die Menge von
Lösungselementen der Aufgabe abgleicht. Den so erzielten Fortschritt der Aufgabenbearbei-
tung dokumentiert der ExperimentController, indem er ein Ereignis für den InteractionLogger
auslöst, welcher einen Eintrag in der Log-Datei vornimmt. Die in der Darstellung von Abbil-
110
dung 34 transparent eingeblendeten Elemente sind alle jene, mit denen das aktuell selektierte
Element keine Beziehung hat. Diese Verarbeitung des Selektionsereignisses erfolgt durch den
RelationTransparencyController, wodurch die in Beziehung stehenden Elemente deutlich her-
vorgehoben werden. Diese Art der Darstellung von Beziehungen ist bereits ein Bestandteil der
untersuchten Interaktionstechniken und wird in den Studien weiter betrachtet.
Zur Manipulation der Darstellung zählen auch die Möglichkeiten zur Navigation, die ebenfalls
Bestandteil der Untersuchung der Interaktion sind. Für das bessere Verständnis der komple-
xen Möglichkeiten zur Navigation in dreidimensionalen Visualisierungen wurden diese bereits
im Abschnitt 4.4 beschrieben. Die für das Beispiel verwendeten Interaktionstechniken zur
Navigation bilden auch den Ausgangspunkt der Studienreihe.
7.4 Aufgaben
Die Analyse der Abhängigkeiten der Quellcodestruktur bietet ein breites Feld für die Gestal-
tung konkreter Aufgabenstellungen. Da für die Studien auf keinen geeigneten frei verfügbaren
Aufgabenkatalog zurückgegrien werden kann, der sich für den gegebenen Kontext eignen
würde, müssen eigene Aufgaben deniert werden. Das zentrale Element der Analyse von Ab-
hängigkeiten ist die Identikation einer Menge von Beziehungen zwischen den Strukturele-
menten des Quellcodes. Dazu wird für die Studien das folgende sich wiederholende Muster
(Abschnitt 6.5.4) für die Bearbeitung von Aufgaben zur Analyse von Abhängigkeiten deniert:
- Auswahl eines für die Aufgabenstellung relevanten Elements, von dem die Bezie-
hungen zu anderen Elementen identiziert werden sollen
- Identikation der für die Aufgabenstellung relevanten Elemente mit Beziehungen
zum ausgewählten Element
Als Beispiel für das Muster könnte eine Aufgabe wie folgt gestellt werden:
Zur Einschätzung des Aufwands zur Überarbeitung der Klasse X müssen die Abhän-
gigkeiten ihrer Methoden zu anderen Klassen analysiert werden. Finden und markie-
ren Sie dazu alle abhängigen Methoden.
Das Muster gibt keine Vorgaben darüber, wie die Relevanz der Elemente hinsichtlich der
Aufgabenstellung ermittelt wird und auch nicht, wie die Identikation dieser mittels Dar-
stellungsmanipulation erfolgt. So könnte die Auswahl der Methoden der Klasse X in einem
realen Kontext noch von weiteren Einschränkungen wie einer bestimmten Komplexität oder
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einem Namensmuster abhängen. Für die Aufgaben sind hingegen nur die Abhängigkeiten von
Interesse, wobei zusätzliche Einschränkungen nur den Umfang und die Komplexität erhöhen.
Weiterhin ist auch nicht vorgegeben, wie oft das Muster ausgeführt wird oder ob zwischen den
Ausführungen Abhängigkeiten bestehen. Im Beispiel müssen die Methoden der Klasse nach-
einander ausgewählt werden und die jeweiligen Abhängigkeiten zu den Methoden der anderen
Klassen analysiert werden. Dies kann zwar auch durch eine mehrfache Auswahl aller Methoden
geschehen, was allerdings durch weitere Einschränkungen in einem realen Kontext verhindert
sein kann. In jedem Fall wird dabei aber das einheitliche Interaktionsmuster  wie oben de-
niert  verwendet und eventuelle Einschränkungen der externen Validität werden in Kauf
genommen. Entsprechend dem Interaktionskostenmodell (Abschnitt 5.3) konzentriert sich die
Evaluation mit diesem Muster vorrangig auf die physische Ausführung von Interaktionstechni-
ken und die Interpretation der erzielten Manipulation. Die Auswahl von Interaktionstechniken
und die Evaluierung der Änderungen im Kontext des Ziels der Interaktionstechnik haben da-
gegen in diesen Aufgaben weniger Einuss auf die Nutzerakzeptanz (Abschnitt 5.3).
7.5 Probanden
Als Probanden der Studien nehmen ausschlieÿlich Studierende der Universität Leipzig der
Fachrichtungen Informatik und Wirtschaftsinformatik teil. Andere Gruppen von Probanden,
wie wissenschaftliche Mitarbeiter oder Mitarbeiter aus Unternehmen der Informationstechno-
logien, stehen nicht in ausreichendem Maÿe zur Verfügung.
Die Teilnahme der Probanden an den Studien erfolgt freiwillig und wird über Ankündigungen
in Lehrveranstaltungen und über die zentrale Lehrplattform der Universität Leipzig beworben.
Für die ungefähr einstündige Teilnahme erhalten die Probanden eine Aufwandsentschädigung
von pauschal 10 Euro sowie auf Wunsch ein Getränk und einen Schokoriegel. Zudem war
es in einigen Studien möglich, zusätzlich im Anschluss noch eine Probeklausur abzulegen,
um die neue digitale Prüfungsumgebung anhand von bereits aus der Vorlesung bekannten
Beispielaufgaben auszuprobieren.
7.6 Ablauf
Zu Beginn werden die Probanden zum vereinbarten individuellen Termin vom Experimen-
tator begrüÿt, bevor sie die Einverständniserklärung unterschreiben und über den Ablauf
unterrichtet werden. Die anschlieÿende Durchführung ndet ausschlieÿlich im Sitzen an ei-
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nem Computer statt, wobei der Proband ein Mikrofon trägt. Am Computer-Arbeitsplatz
füllt er dann Fragebögen aus und bearbeitet die Aufgaben der Studie über die Benutzungs-
schnittstelle (Abschnitt 7.3). Der genaue Ablauf inklusive des Wechsels zwischen Fragebogen
und Benutzungsschnittstelle wird in der jeweiligen Studie bestimmt. Der Proband wird dabei
sowohl über eingeblendete Beschreibungen geführt als auch durch die Ansagen des Experi-
mentators angewiesen. Pausen zur Erholung können individuell während der Durchführung an
den Stellen stattnden, an denen keine Daten erhoben werden. Gröÿere Pausen sollen dabei
idealerweise vermieden werden, um den zeitlichen Ablauf der etwa einstündigen Durchführung
nicht zu gefährden.
Während des gesamten Ablaufs führt der Experimentator ein Protokoll und steht darüber
hinaus als Ansprechpartner zur Verfügung, sofern dies in einzelnen Schritten nicht anders
abgesprochen ist. Er achtet auch darauf, dass auÿer ihm und dem Probanden keine weiteren
Personen zur gleichen Zeit im Raum sind. Nach Abschluss der Durchführung setzt der Proband
das Mikrofon wieder ab und erhält die pauschale Aufwandsentschädigung, deren Empfang er
vor der Verabschiedung durch den Experimentator quittiert.
7.7 Datenerhebung
Die verwendeten Evaluationsmethoden der Studien bestehen vorrangig aus Usability Tests
und Fragebögen (Abschnitt 6.5.7). Teilweise werden auch informelle Evaluationen verwendet,
etwa zur Einführung von Benutzungsschnittstellenvarianten. Im Folgenden werden die jeweils
erhobenen Arten von Daten beschrieben.
7.7.1 Fragebögen zu den Probandeneigenschaften
Die Eigenschaften des Probanden werden in drei Kategorien mittels Selbstauskunft in Frage-
bögen erfasst, um die Stichprobenzusammensetzung zu dokumentieren. In der ersten Kategorie
werden die Angaben Alter, Geschlecht und Augenerkrankungen des Probanden erfasst. Die
zweite Kategorie umfasst den persönlichen Hintergrund wie den höchsten Bildungsabschluss,
die Erfahrung mit Softwareentwicklung oder das vorrangig genutzte Betriebssystem. Angaben
zur Teilnahme an Studien im Kontext der Softwarevisualisierung bilden die dritte Kategorie,
bei der nach vorherigen Teilnahmen an Studien gefragt wird oder ob der zu untersuchende
Prototyp bereits aus anderen Veranstaltungen bekannt ist.
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7.7.2 Fragebögen zur Beurteilung und Bewertung
Fragebögen mit verschiedenen Likert-Skalen werden auch für die Sammlung von quantitativen
und qualitativen Daten zur Beurteilung und Bewertung der Untersuchungsvarianten sowie den
verwendeten Aufgaben und der Darstellung eingesetzt. Dabei werden vorrangig Likert-Skalen
mit 5 Abstufungen zwischen 1 und 5 verwendet, welche in den Fragen mit sehr schlecht
bis sehr gut bezeichnet werden. Bei einigen Fragen gibt es zusätzlich die Kategorie nicht
genutzt, etwa bei der Frage nach der Einschätzung der angebotenen Interaktionstechniken,
welche nicht zwingend alle genutzt werden müssen.
Ebenfalls werden die Erwartungshaltungen zur Interaktion mit der Darstellung über Fra-
gebögen erfasst. Die vorgegebene Struktur von vorformulierten Fragen ermöglicht dabei die
strukturierte Erfassung der vom Probanden frei formulierten Antworten für die anschlieÿende
Auswertung. In einigen Fällen kann die Bearbeitung des Fragebogens auch durch zusätzliche
Erläuterungen des Experimentators ergänzt werden oder in Form eines strukturierten Inter-
views erfolgen. In diesem Fall füllt der Experimentator den Fragebogen zusammen mit dem
Probanden aus, um eine einheitliche Formulierung beispielsweise einer Erwartungshaltung zu
gewährleisten. Diese vorstrukturierten qualitativen Daten bilden eine Möglichkeit zur Ana-
lyse der Interaktionskosten in den unterschiedlichen Untersuchungsvarianten. Dabei stehen
neben der Identikation von Stärken und Schwächen der Untersuchungsvarianten auch die
Potenziale zur Weiterentwicklung der Benutzungsschnittstelle im Fokus. Zusätzlich sollen die
Aufgaben anhand der erhobenen Daten auf Verständlichkeit, Angemessenheit und dem Bezug
zum Anwendungsszenario analysiert werden und eventuell vorhandene Schwächen der Dar-
stellung ermittelt werden. Entsprechend dem empirisch iterativen Evaluationsansatz werden
anhand der Bewertungen auch die Entscheidungen zur weiteren Untersuchung von Varianten
in der nächsten Iteration auf Basis der Bewertung und Beurteilung abgeleitet.
7.7.3 Logging der Nutzeraktionen
Für das Erfassen der Verwendung der Benutzungsschnittstelle in den einzelnen Untersuchungs-
varianten wird ein integrierter Logger verwendet. Dieser sogenannte InteractionLogger ist als
Controller in der Benutzungsschnittstelle implementiert (Abschnitt 7.3.1). Sobald ein Ereignis
der Benutzungsschnittstelle registriert wird, schreibt er die dazu vorhandenen Daten inklusive
eines Zeitstempels in eine Log-Datei. Somit wird die gesamte Interaktion des Probanden mit
der Benutzungsschnittstelle mittels quantitativer Daten erfasst, was einen gezielten Vergleich
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von Varianten zur Untersuchung der Interaktionskosten ermöglicht. Eine Besonderheit stellt
dabei der bereits vorgestellte ExperimentController dar, der die vom Nutzer vorgenomme-
nen Markierungen ebenfalls über den InteractionLogger erfasst. Dabei wird zusätzlich zum
Zeitstempel auch notiert, ob die Markierung korrekt im Sinne der Aufgabenstellung ist und
wie viele Markierungen noch zur vollständigen Aufgabenerfüllung fehlen. Mit den so erfassten
quantitativen Daten lassen sich Metriken über Zeit und Fehler für einen gezielten Vergleich
von Varianten hinsichtlich des Unterschieds in den Interaktionskosten bilden.
7.7.4 Protokollierung der Anmerkungen, Beobachtungen und Hinweise
Während der Durchführung werden die Anmerkungen des Probanden, die Beobachtungen des
Experimentators und die Hinweise des Experimentators an den Probanden durch den Experi-
mentator protokolliert. Das dazu verwendete Protokoll ist entsprechend zum Ablauf der Studie
strukturiert, sodass sich jeder Eintrag neben dem Probanden auch einer Aufgabe oder einem
Fragebogen zuordnen lässt. Die auf diese Weise strukturiert gesammelten qualitativen Daten
dienen wie auch die qualitativen Daten der Fragebögen zur Beurteilung und Bewertung (Ab-
schnitt 7.7.2) vorrangig der Analyse von Interaktionskosten. Neben der dafür beabsichtigten
Identikation von Stärken, Schwächen und dem Änderungspotenzial der Untersuchungsvari-
anten sollen auch Schwächen im Ablauf hinsichtlich des Verständnisses der Aufgaben ermittelt
werden. Zusätzlich zum Protokoll werden die Aussagen des Probanden und teilweise auch des
Experimentators über das Mikrofon des Probanden aufgezeichnet. Dies dient der Kontrolle der
im Protokoll vom Experimentator notierten Einträge und wird daher keiner eigenständigen
Auswertung unterzogen.
7.8 Durchführung
Alle Studien werden im Virtual Reality Labor der Universität Leipzig durchgeführt. Der dabei
ständig anwesende Experimentator ist gleichzeitig auch der Autor der Studien. Ein Proband
kann an einer Studie nicht mehrmals teilnehmen, aber er kann an mehreren verschiedenen
Studien teilnehmen, was über die Angaben im Fragebogen festgehalten wird. Entsprechend
dem vorgestellten Vorgehensmodell (Abschnitt 6.5) werden in den meisten Studien mehrere
Iterationen mit unterschiedlichen Varianten der Benutzungsschnittstelle durchgeführt.
Während der Durchführung am Computer nutzt der Proband ausschlieÿlich den Web-Browser
Firefox als zentrale Anwendung. Der dafür verwendete Computer ist ein leistungsstarkes Note-
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book (Intel Core i7, 2,7 GHz, 16 GB Ram, AMD Radeon HD 8790M, Windows 7 Professional
64 Bit), welches die Benutzungsschnittstelle inklusive der anspruchsvollen dreidimensionalen
Darstellung verzögerungsfrei in Firefox anzeigen kann. Für die Bearbeitung der in Google
Forms erstellten Fragebögen ist der Computer zudem per WLAN an das Internet angeschlos-
sen. Zur Eingabe stehen dem Probanden eine externe kabelgebundene Drei-Tasten-Maus mit
Scrollrad und eine ebenfalls externe kabelgebundene handelsübliche Tastatur zur Verfügung.
Für die Ausgabe kommt ein leistungsfähiger Monitor (Asus 248QE 24 Zoll) zum Einsatz,
welcher auch schnell wechselnde dreidimensionale Darstellungen verzögerungsfrei mit 120Hz
wiedergeben kann. Das lokale Hosting der web-basierten Benutzungsschnittstelle wird auf dem
Notebook über die Server-Software XAMPP11 realisiert, die auch für die automatische Auf-
zeichnung des Logs mittels PHP12 genutzt wird. Die Aufzeichnung der verbalen Äuÿerungen
des Probanden erfolgt über ein einfaches Mikrofon und der Software Audacity. Am Ende des
Ablaufs werden die Sprachdatei sowie die Logs vom Experimentator manuell gesichert.
Der Experimentator protokolliert den gesamten Ablauf sowie die Anmerkungen, die Beob-
achtungen und die Hinweise an einem zusätzlichen Computer ohne spezielle Ausstattung in
Microsoft Excel. Dabei sitzt er teils neben, teils schräg hinter dem Probanden, wobei er in
jedem Fall eine unversperrte Sicht auf den Monitor des Probanden hat.
7.9 Auswertung
7.9.1 Qualitative Inhaltsanalyse
Die Auswertung der erhobenen qualitativen Daten aus den Beurteilungen, den Erwartungshal-
tungen und den Protokolleinträgen wird mittels der qualitativen Inhaltsanalyse nach Mayring
(2015) vorgenommen. Diese bietet die benötigte wissenschaftliche Güte hinsichtlich Transpa-
renz, Nachvollziehbarkeit und Reproduzierbarkeit von Aussagen auf Basis von textuell erfass-
ten qualitativen Daten.
Im Zentrum steht dabei die Ableitung von Kategoriensystemen für eine möglichst vollständige
und eindeutige Einordnung der erhobenen Daten, wofür in den Studien dieser Arbeit die
Analysetechnik der Strukturierung eingesetzt wird. Ziel ist die vollständige Abbildung aller
Daten auf dieses Kategoriensystem, um einen Überblick auf die zusammengefassten Inhalte




ableiten zu können. Quantitative Auswertungen auf Basis der Häugkeiten von Zuordnungen
zu Kategorien können dafür weitere Aussagen liefern.
Das qualitative Ausgangsmaterial aus den Fragebögen und den Protokollen liegt bereits in
einer strukturierten textuellen Form vor, sodass keine weiteren Vorverarbeitungsschritte nö-
tig sind. Dies begründet sich einerseits durch die Struktur der Fragen beziehungsweise der
Ablaufschritte im Protokoll. Andererseits handelt es sich bei den Antworten beziehungswei-
se Einträgen bereits um verkürzte zusammenfassende Aussagen. Einzig eine Korrektur der
Rechtschreibung wurde für eine leichtere Lesbarkeit bei der Auswertung vorgenommen.
Entsprechend der Zielstellung der jeweiligen Studie kann das Ausgangsmaterial zur Auswer-
tung mehreren Gruppen zugeordnet werden, für die jeweils ein eigenes Kategoriensystem
gebildet wird. Für die Bildung des Kategoriensystems ist zunächst wichtig, eine präzise De-
nition der Kategorien und gegebenenfalls Unterkategorien vorzunehmen. Zum einen wird
dadurch die gesamte Auswertung transparent gestaltet und zum anderen auf eine eindeutige
Einordnung der Aussagen in die Kategorien geachtet. Folglich sind die gebildeten Kategori-
en und die Einordnungen der Aussagen nachvollziehbar und reproduzierbar. Dafür schlägt
Mayring (2015) neben einer präzisen Formulierung der Kategoriebezeichnung auch die Nut-
zung von Ankerbeispielen vor, die möglichst eindeutige Beispiele aus den erhobenen Daten in
der jeweiligen Kategorie darstellen sollen. Diese geben somit auch eine Orientierung bei der
Einordnung der Daten in die Kategorien.
In Tabelle 1 ist ein Beispiel für ein Kategoriensystem gegeben, welches die qualitativen Aus-
sagen von Probanden zu den Objekten eines Bildes strukturiert auswertet. Die erste Spalte
gibt an, wie viele Aussagen sich der Kategorie zuordnen lieÿen. In der zweiten Spalte ist die
Kategorie mit möglichst präzisen Begrien deniert, zu der in der dritten Spalte jeweils ein
Ankerbeispiel gegeben ist.
n Kategorie Ankerbeispiel
5 Ball in der Pfütze Ein Ball lag mitten in einer riesigen Pfütze
4 Verlassenes Haus Ein groÿes rotes Haus, in dem niemand zu sehen war
2 Rauch über dem Haus Über dem Haus war etwas wie Rauch zu erkennen
Tabelle 1: Beispiel für ein Kategoriensystem nach der qualitativen Inhaltsanalyse
Die initiale Erstellung der Kategorien des Systems erfolgt wie auch die Zuordnung der Anker-
beispiele in einem ersten Schritt bei der Sichtung der erhobenen Daten. Dabei gilt es, zunächst
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diejenigen Kategorien abzuleiten, die eine möglichst eindeutige und vollständige Einordnung
der gesamten Daten darstellen, ohne jedoch bereits alle Daten den Kategorien zuzuordnen.
Dies erfolgt erst in einem zweiten Schritt, nachdem alle gesammelten Daten gesichtet wurden
und das Kategoriensystem inklusive Ankerbeispielen erstellt wurde. Ergänzt wird diese zweite
Sichtung durch Kodierregeln, welche Hilfestellungen bei der Einordnung geben sollen und bei
mehreren an der Auswertung beteiligten Personen die Nachvollziehbarkeit und Reproduzier-
barkeit sicherstellen sollen (Mayring, 2015). Da für die Studien die Rolle des Experimentators
und des Autors auf die gleiche Person entfallen, wird auf die Denition von Kodierregeln im
Rahmen dieser Arbeit verzichtet. In der zweiten Sichtung kann es auch zu einer Überarbeitung
des Kategoriensystems kommen, wenn die Einordnung der Daten nicht vollständig erfolgen
kann oder mehrdeutig ist. In dieser Arbeit werden dabei auch Ober- und Unterkategorien
gebildet oder ein Kategoriensystem in mehrere Systeme zur Betrachtung unterschiedlicher
Gruppen von Aussagen unterteilt. Aus Gründen der Übersichtlichkeit und Aussagekraft der
einzelnen Kategorien wird im Rahmen dieser Arbeit eine Kategorie erst ab zwei zuordenba-
rer Aussagen gebildet. Einzelne Aussagen werden nach erneuter Überprüfung der Kategorien
nicht weiter in der Auswertung und anschlieÿenden Diskussion berücksichtigt. Somit kann je
nach Änderungsumfang auch eine dritte Sichtung und Einordnung der Daten erfolgen.
Im Abschnitt zur Auswertung der Studien wird ausschlieÿlich das Kategoriensystem inklusive
Ankerbeispielen vorgestellt, um aufbauend auf dem so übersichtlich zusammengefassten Inhalt
der erhobenen qualitativen Daten Aussagen zur Fragestellung der Studie ableiten zu können.
Zusätzlich zum Kategoriensystem werden auch die Häugkeiten der eingeordneten Daten je
Kategorie angegeben. Kategoriensysteme einer vorherigen Studie werden nicht wiederverwen-
det, da der Inhalt der neu erhobenen Daten möglichst unvoreingenommen analysiert werden
soll. Die Schritte zur Erstellung des jeweiligen Kategoriensystems werden in dieser Arbeit als
tabellarische Übersichten im Anhang dokumentiert, ohne dabei eine explizite Zuordnung zu
einem der ausgeführten Schritte zu geben.
7.9.2 Quantitativer Vergleich der Variantenbewertungen
Die Auswertung der erhobenen quantitativen Daten der Fragebögen zur Bewertung der Un-
tersuchungsvarianten erfolgt durch Bildung des Medians. Dies resultiert einerseits aus den
verwendeten ordinalen Skalen der Antwortalternativen, von sehr gut bis sehr schlecht in fünf
Stufen, andererseits auch aufgrund der relativ kleinen Stichprobengröÿen und einer gewissen
Robustheit des Medians gegenüber Ausreiÿern. Bei der Bewertung der Untersuchungsvari-
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anten kommt es zudem aufgrund der Iterationen dazu, dass nicht alle Varianten gleich oft
bewertet werden. Auch hier eignet sich der Median für eine gemeinsame Auswertung über alle
Iterationen hinweg.
Bei Fragen, für die zu einer Aussage eine oder mehrere Varianten ausgewählt werden sollen,
wird über alle Iterationen hinweg pro Variante das Verhältnis aus Häugkeit der Wahl der
Probanden und der Häugkeit, mit der die Variante zur Wahl stand, gebildet. Dieses Verhält-
nis kann beispielsweise für die Entscheidung genutzt werden, ob eine Variante in der nächsten
Iteration ausgeschlossen werden soll.
7.9.3 Quantitativer Variantenvergleich nach Nutzeraktionen
Für die Auswertung der quantitativen Daten des automatisch aufgezeichneten Logs kommen
in den Fällen, in denen es aufgrund der Stichprobengröÿe möglich ist, statistische Auswer-
tungsverfahren zum Zuge. Dabei werden für Zeiten und Fehler die deskriptiven Statistiken
gebildet und geeignete statistische Tests zur Überprüfung der Hypothesen auf Unterschiede
zwischen den Varianten ausgeführt.
Die Vorbereitung der aufgezeichneten Logs übernimmt ein in JavaScript geschriebenes Analy-
sewerkzeug. Dieses bereitet die Daten des originalen Logs so auf, dass pro aufgabenrelevantem
Ereignis, also einer Markierung oder dem Abschluss der Aufgabe, die zugehörigen Werte für
Zeit und Fehler sowie die kumulierten Aktionen ausgegeben werden. Für alle Auswertungen
werden anschlieÿend die Ereignisse der ersten Markierung und der Aufgabenabschluss her-
ausgeltert. Ersteres erfolgt aufgrund der Erfahrung, dass die erste Markierung noch stark
vom Verständnis der Aufgabenstellung beeinusst wird und diese daher von einigen Proban-
den deutlich langsamer vorgenommen wird als von anderen. Letzteres erfolgt aus ähnlichem
Grund, da einige Probanden noch einmal alle Markierungen kontrollieren, bevor sie die Auf-
gabe abschlieÿen, während andere diese Kontrolle nicht durchführen. Es verbleiben für die
Auswertung von Zeiten und Fehlern also nur diejenigen Markierungen, von denen begründet
vermutet werden kann, dass sie während der Bearbeitung der Aufgabe weitgehend unbeein-
usst vorgenommen wurden.
7.9.4 Übersichten zu Probanden, Aufgaben und Benutzungsschnittstelle
Die Auswertungen der quantitativen Daten zu den Eigenschaften der Probanden, der Beurtei-
lung der Aufgaben oder den sonstigen Bestandteilen der Benutzungsschnittstelle erfolgen als
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einfache Übersichten in Form von Tabellen und Diagrammen. Sie dienen somit der Dokumen-
tation der Stichprobenzusammensetzung, der Eignung der Aufgaben im Anwendungsszenario
und als Grundlage der Diskussion für weitere Änderungsmöglichkeiten der Benutzungsschnitt-
stelle beziehungsweise der Darstellung.
7.10 Bedrohung der Validität
Im Folgenden werden die einzelnen Bestandteile der Planung der Studienreihe auf ihre Bedro-
hung der Validität diskutiert. Die Einschränkungen, die sich daraus für die Validität ergeben,
gelten bis auf einzelne Punkte für alle Studien. Ausnahmen oder Besonderheiten durch die
individuelle Gestaltung der einzelnen Studien werden im jeweiligen Abschnitt zur Diskussion
noch einmal gesondert vorgestellt.
7.10.1 Darstellungsvarianten
Die für die Studien verwendeten Darstellungsvarianten wurden selbst nicht näher auf die Eig-
nung für das Anwendungsszenario der Abhängigkeitsanalyse untersucht, sondern auf Basis des
aktuellen Wissensstands vom Autor der Studien ausgewählt. Damit entsteht eine Bedrohung
der externen Validität, da nicht auszuschlieÿen ist, dass sich die Darstellungsvarianten nur
schlecht für den Anwendungsfall eignen und darunter die Nutzerakzeptanz leidet. Auch ist
nicht auszuschlieÿen, dass eine Abhängigkeit zwischen dem ausgewählten Softwaresystem als
Datengrundlage und der Darstellungsvariante besteht, die ebenfalls Einuss auf die Akzep-
tanz haben könnte. Um diese Bedrohung in den Studien zu ermitteln, werden den Probanden
entsprechende Fragen zur Darstellungsbeurteilung gestellt, die eventuell vorhandene Probleme
der Darstellung erfassen sollen. Eine ausführlichere Untersuchung der Darstellungsvarianten
kann im Nachhinein im Rahmen einer weiteren Iteration des nutzerzentrierten Ansatzes zur
Weiterentwicklung von Informationsvisualisierungen erfolgen (Abschnitt 6.4.2).
7.10.2 Benutzungsschnittstelle
Wie von Ellis and Dix (2006) beschrieben, stellt auch die Implementierung der Benutzungs-
schnittstelle nur einen Vertreter eines generischen Konzepts dar. Damit einher geht die Gefahr,
dass sich die für diese Implementierung gewonnenen Erkenntnisse nicht verallgemeinern las-
sen, was eine mögliche Einschränkung der externen Validität darstellt. Diese wird auch von
den Entscheidungen des Autors beim Entwurf der Benutzungsschnittstelle beeinusst, da er
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einen gestalterischen Freiheitsgrad bei der Implementierung des generischen Konzepts besitzt.
Eine Gefahr für die interne Validität stellt dagegen der prototypische Charakter der Im-
plementierung und ihrer Weiterentwicklungen dar (Abschnitt 6.5.8). Da das Überprüfen der
entwickelten Benutzungsschnittstellen zu einem groÿen Teil zur Evaluation gehört, werden die
Prototypen nur grob auf mögliche Fehler untersucht. Verstärkt wird das Problem durch die
exible Architektur (Abschnitt 7.3.1), die einerseits für die iterative Evaluation erforderlich
ist, andererseits aber die Zahl der zu testenden Varianten deutlich erhöht. Hinzu kommt der
hohe Aufwand für die manuell auszuführenden Tests einer Benutzungsschnittstelle, welche bei
begrenzten Ressourcen für die Entwicklung lediglich eine grobe Testabdeckung zulässt. Folg-
lich können auch aufgrund geringer Entwicklungszeiten bei der Weiterentwicklung zwischen
den Iterationen Fehler oder Probleme der Implementierung die interne Validität gefährden.
7.10.3 Aufgaben
Wie im Abschnitt 7.4 beschrieben, kann für die Aufgaben auf keinen evaluierten veröentlich-
ten Fragebogen zurückgegrien werden. In Folge sind alle Aufgaben auf Basis der ausgewähl-
ten Datengrundlage aus dem Anwendungsszenario nach dem vorgestellten Muster abgeleitet,
was eine mögliche Einschränkung der externen Validität darstellt. Um dieser Gefahr zu be-
gegnen, werden die Einschätzungen der Probanden zur Eignung der Aufgabenstellungen für
das Anwendungsszenario mittels Fragebogen erhoben.
Die eigene Formulierung der Aufgaben ohne zusätzliche Evaluierung birgt auch die Gefahr,
dass die Probanden einen zu groÿen Spielraum bei der Interpretation der Aufgabenstellung
erhalten. Dies kann in Abhängigkeit vom Probanden entweder zu Fehlern oder zu Verständ-
nisfragen führen, die somit Einuss auf die Durchführung und Datenerhebung nehmen. In der
Folge wird die interne Validität der Untersuchung gefährdet, was durch die Protokollierung
und Berücksichtigung entsprechender Ereignisse in der Auswertung verringert wird. Zudem
werden die Aufgaben und ihre Formulierung auch zwischen den Iterationen einer Studie oder
zwischen den einzelnen Studien entsprechend der Erkenntnisse überarbeitet.
7.10.4 Probanden
Die geringe Zahl verfügbarer Probanden wurde bereits als ein Grundproblem in den Her-
ausforderungen der Evaluation beschrieben (Abschnitt 6.3), was auch zu dem vorgestellten
iterativen Evaluationsansatz führt (Abschnitt 6.5). Somit entsteht sowohl für die interne wie
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auch für die externe Validität eine Bedrohung, da nicht alle Einüsse durch die Eigenschaften
der Probanden berücksichtigt werden können. Um dies zumindest einzugrenzen, werden in
den Studien ausschlieÿlich Probanden aus der Gruppe der Studierenden geworben, womit die
interne Validität durch Erhöhung der Vergleichbarkeit der Probanden gestärkt wird. Dies geht
jedoch zu Lasten der externen Validität, da andere Personengruppen potenzieller Nutzer von
Softwarevisualisierungen nicht berücksichtigt werden. Die Gröÿe der Bedrohung wird jedoch
dadurch gemindert, dass es sich bei den Studierenden um zukünftige potenzielle Anwender
handelt. Dabei kann unterstellt werden, dass sie durch ihr Studium ein ausreichendes Maÿ
an Kenntnissen besitzen, um die Aufgaben in ähnlicher Art zu bearbeiten, wie Personen aus
anderen Gruppen dies könnten.
Da auch die Zahl der studentischen Probanden nicht ausreichend groÿ ist, um eine repräsen-
tative Stichprobe zu bilden, werden zusätzlich die Daten zu den Eigenschaften der Probanden
durch Selbsteinschätzung erhoben. Auf diese Weise werden neben Alter und Fortschritt im
Studium auch Eigenschaften der Probanden beispielsweise zur Nutzung von Computern und
Software erhoben. Damit kann einerseits die Zusammensetzung der Stichprobe für einen Ver-
gleich mit anderen Untersuchungen beschrieben werden. Andererseits können so auch Auäl-
ligkeiten in der Auswertung im Bezug zu den Probandeneigenschaften untersucht werden.
7.10.5 Ablauf
Im Ablauf der Untersuchung ist keine Überprüfung der von den Probanden angegebenen Ei-
genschaften wie Sehvermögen, Aufmerksamkeit oder Bedienfertigkeiten vorgesehen. Es ndet
zudem keine spezielle Anpassung der Untersuchungsumgebung an die Bedürfnisse der Pro-
banden statt, wie etwa eine Kalibrierung der Mausgeschwindigkeit oder der Einstellung der
Bildschirmposition. Mit Blick auf die Dauer der Studie von etwa einer Stunde und der einfa-
chen Ausstattung des Computer-Arbeitsplatzes wird diese potenzielle Bedrohung der internen
Validität hingenommen.
7.10.6 Durchführung
Eine Gefahr für die interne Validität entsteht durch Änderungen zwischen den Iterationen
und kleineren Anpassungen innerhalb einer Iteration. Anders als bei einem kontrollierten
Experiment werden die Untersuchungsvarianten einer Studie im Verlauf angepasst, erweitert
oder entfernt, was dem iterativen Ansatz zur explorativen Evaluation der Interaktionskos-
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ten entspricht (Abschnitt 6.5). Dabei soll auch verhindert werden, dass eine Schwäche der
Benutzungsschnittstelle andere Erkenntnisse der Studie überschattet. Verstärkt wird die Be-
drohung für die interne Validität durch den prototypischen Charakter der implementierten
Benutzungsschnittstelle, womit die Änderungen auch nur grob getestet werden.
Ein weiteres Problem der Durchführung besteht darin, dass der Experimentator gleichzei-
tig auch Autor der Studien ist. Durch diese Konstellation entsteht zwangsläug die Gefahr
des experimenter bias, also einer möglichen ungewollten Beeinussung der Ergebnisse durch
persönliche Präferenzen der an der Studie beteiligten Personen. Diese Gefahr wirkt sich ins-
besondere bei der Erhebung der qualitativen Daten negativ auf die interne Validität aus.
Besonders stark ist diese Bedrohung bei den geführten Protokollen, da dem Experimentator
bereits eine gewisse Subjektivität bei der Aufnahme und Formulierung der Anmerkungen, Be-
obachtungen und Hinweise unterstellt werden kann. Die Gefahr besteht aber auch in der Art
und Anzahl von Hinweisen, die er dem Probanden während der Durchführung gibt, und auch
in den geführten Interviews lässt sich eine gewisse Voreingenommenheit nicht gänzlich ver-
meiden. Dem gegenüber steht lediglich die Aufzeichnung der Tonspur des Probanden während
der Durchführung, die zumindest der Kontrolle der Anmerkungen und Hinweise dient.
7.10.7 Auswertung
Auch bei der Auswertung der Daten besteht die Gefahr des experimenter bias, da sie ebenfalls
vom Autor der Studien vorgenommen wird. Besonders bei der Auswertung der qualitativen
Daten wird die interne Validität schon durch eine mögliche Subjektivität des Auswertenden
gefährdet, welche durch die auf eine Person vereinten Rollen noch verstärkt wird. Um diese
Gefahr zumindest abzuschwächen, wird die qualitative Inhaltsanalyse als eine strukturierte
Methode zur Auswertung von qualitativen Daten eingesetzt, die Transparenz, Nachvollzieh-
barkeit und Reproduzierbarkeit der Auswertung sicherstellen soll (Abschnitt 7.9.1). Darüber
hinaus muss die Bedrohung für die interne Validität durch die Subjektivität bei der Aus-





Ausgehend von dem Ziel der Studienreihe (Abschnitt 7.1) soll in dieser ersten Studie folgende
Frage untersucht werden:
Welchen Einuss haben die Interaktionskosten bei der interaktiven Darstellung von
Beziehungen auf die Akzeptanz des Nutzers bei der Bearbeitung von Aufgaben zur
Abhängigkeitsanalyse mit einer Softwarevisualisierung?
Daraus ergibt sich die Forschungshypothese der Studie, dass
höhere Interaktionskosten sich negativ auf die Nutzerakzeptanz der beiden untersuch-
ten Varianten zur interaktiven Darstellung von Beziehungen auswirkt.
Die Nutzerakzeptanz und die Interaktionskosten sollen dazu aus den Bewertungen und Be-
urteilungen der Probanden ermittelt werden sowie aus deren Verhalten abgeleitet werden.
Dabei soll entsprechend dem iterativen Evaluationsansatz auch eine Betrachtung der Stärken,
Schwächen und Weiterentwicklungsmöglichkeiten der Varianten durchgeführt werden. Auf Ba-
sis dieser kann dann eine Anpassung der Varianten für die nächste Iteration vorgenommen
werden, um die Interaktionskosten zu senken und so die Akzeptanz zu erhöhen.
Zudem sollen auch Erkenntnisse über die variantenunabhängigen Bestandteile der Benut-
zungsschnittstelle, die Aufgaben und die Einsatzmöglichkeiten des Prototyps gewonnen wer-
den. Diese Erkenntnisse dienen als Grundlage zur Weiterentwicklung der Studienreihe ent-
sprechend dem Evaluationsansatz (Abschnitt 6.4.1).
8.2 Iterationen
Die Studie wurde im Zeitraum vom 07.07.2015 bis zum 17.07.2015 durchgeführt und bestand
aus den folgenden zwei Iterationen mit insgesamt elf Probanden:
• Iteration 1 vom 07.07.2015 bis zum 15.07.2015 mit sechs Probanden
Beseitigung kleinerer Fehler Überarbeitung Aufgabenbeschreibungen




Die einheitlich für beide Varianten verwendete Darstellung für die Visualisierung ist die zwei-
dimensionale Recursive-Disk -Metapher (Abschnitt 3.3.1). Die Funktionen der Benutzungs-
schnittstelle inklusive der Navigationsmöglichkeiten entsprechen dem Prototyp aus der Stu-
dienplanung (Abschnitt 4.4). In beiden Untersuchungsvarianten können über die Selektion
eines Elements (Abschnitt 7.3.2) die mit diesem Element in Beziehung stehenden Elemente
identiziert werden. In der Variante A wird dies über die Manipulation der Transparenz der
dargestellten Elemente erreicht. Dabei werden alle Elemente, die nicht mit dem selektierten
Element in einer Beziehung stehen, transparent dargestellt, sodass die in Beziehung stehen-
den Elemente hervortreten, wie in Abbildung 35 dargestellt. Alle übergeordneten Elemente,
also Klassen und Pakete, werden dabei für eine bessere Orientierung halbtransparent dar-
gestellt. Durch die zweidimensionale Darstellung der Recursive-Disk -Metapher erscheint die
Transparenz aus der Draufsicht aufgrund der weiÿen Hintergrundfarbe als ein Verblassen der
Elementfarbe. Für die Variante B werden die abhängigen Elemente über Verbindungslinien
Abbildung 35: EarlyBird  Variante A Transparenz
dargestellt, indem diese Linien als zusätzliche Elemente ein- und ausgeblendet werden, wie die
Abbildung 36 zeigt. In der ersten Iteration der Studie, in der Abbildung links dargestellt, sind
diese als relativ breite Linien zwischen den Mittelpunkten des Start- und des Zielelements ge-
zogen. Bei der zweiten Iteration, in der Abbildung rechts dargestellt, ist die Breite der Linien
dagegen deutlich verringert. Zusätzlich sind die Zielelemente rot eingefärbt, wie es auch bei
selektierten Elementen der Fall ist.
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Die Verbindungslinien selbst können nicht selektiert oder markiert werden und überdecken
andere Darstellungselemente.
Abbildung 36: EarlyBird  Variante B Verbindungslinien Iteration 1 und 2
8.4 Aufgaben
Die insgesamt zehn Aufgaben entsprechen dem in der Studienplanung formulierten Muster
(Abschnitt7.4). Sie lassen sich in drei Gruppen unterteilen, welche im Folgenden mit einem
Beispiel und den zugehörigen Aufgabennummern aufgeführt sind.
1. Einfache Selektion mit nur einem Ausgangselement
Aufgaben: 1, 2, 3, 4, 8
Beispiel:Die Änderung der Methode freemind.controller.Controller.setProperty hat auch
Auswirkungen in anderen Klassen (auch innere Klassen). Finden Sie die Methoden, die
von den Auswirkungen betroen sind. Markieren Sie diese betroenen Methoden.
2. Mehrfache Selektion mit mehreren Ausgangselementen im gleichen Elternelement
Aufgaben: 5, 7, 10
Beispiel: Die Klasse freemind.modes.attributes.AttributeController soll in eine andere
Klasse integriert werden. Dazu werden alle Methoden der Klasse und ihre Methodenzu-
grie auf Methoden in anderen Klassen (auch innere Klassen) untersucht. Markieren
Sie diese Methoden der anderen Klassen und die Klasse, die die meisten betroenen
Methoden hat.
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3. Rekursive Selektion mit der Selektion von markierten Zielelementen
Aufgaben: 6, 9
Beispiel: Das Attribut plugins.map.Registration.logger muss geändert werden. Dies hat
Auswirkung auf alle Methoden der Klasse plugins.map.Registration (ohne innere Klas-
sen), die auf dieses Attribut zugreifen. Zusätzlich sind auch die Attributzugrie dieser
Methoden von den Änderungen betroen. Markieren Sie alle betroenen Methoden und
Attribute.
Die vollständigen Aufgabenstellungen sind dem Anhang zu entnehmen.
8.5 Ablauf
Die Studie EarlyBird ist alsWithin-Subject-Design entworfen und besitzt für beide Iterationen
den gleichen im Folgenden beschriebenen Ablauf aus fünf Schritten exklusive der Begrüÿung
und der Verabschiedung (Abschnitt 7.6):
1. Der Proband füllt einen Fragebögen zu seinen Eigenschaften aus.
2. Der Proband absolviert das aus mehreren Einzelschritten bestehende Tutorial am Pro-
totyp.
3. Der Proband bearbeitet mit dem Prototyp vier zufällig zugeordnete einfachere Aufgaben
(Aufgaben 1  4), jeweils zwei pro Untersuchungsvariante, die zuvor vorgestellt wurden,
maximal zehn Minuten lang pro Aufgabe.
4. Der Proband bearbeitet mit dem Prototyp sechs zufällig zugeordnete, komplexere Auf-
gaben (Aufgaben 5 - 10), jeweils drei pro Untersuchungsvariante, maximal zehn Minuten
lang pro Aufgabe, weitestgehend ohne den Experimentator dabei zu befragen.
5. Der Experimentator führt mit dem Probanden ein semistrukturiertes Interview mit vor-
ab denierten oenen Fragen, deren Antworten in einem Protokoll festgehalten werden.
Wenn nicht anders angegeben, gibt es bei den Schritten kein Zeitlimit und die Probanden
dürfen den Experimentator währenddessen befragen.
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8.6 Datenerhebung
Die Methoden zur Datenerhebung wurden bereits im Abschnitt 7.7 Studienplanung vorge-
stellt. Zusätzlich werden in dieser Studie die Probanden im Hauptteil (Schritt 4) mehrfach
dazu aufgefordert, ihre Gedanken und Aktionen verbal zu kommentieren. Diese Äuÿerungen
werden über ein Mikrofon aufgezeichnet und sollen nach der Think-Aloud -Methode einen Ein-
blick in die kognitiven Prozesse des Probanden liefern (Häder, 2015). Somit ergeben sich die
folgenden zu erhebenden Daten:
• Stichprobeneigenschaften aus der Selbsteinschätzung der Probanden aus dem Fragebo-
gen
• Einschätzung und Bewertung der Untersuchungsvarianten, Aufgaben und Einsatzmög-
lichkeiten des Prototyps aus dem Interview
• Anmerkungen, Beobachtungen und Hinweise während der Bearbeitung von Aufgaben
mit dem Prototyp aus dem Protokoll
• Zeiten und Fehlerraten während der Bearbeitung von Aufgaben mit dem Prototyp aus
dem automatisch aufgezeichneten Log
• Anmerkungen während der Bearbeitung von Aufgaben mit dem Prototyp aus den auf-
gezeichneten Kommentaren der Probanden nach der Think-Aloud -Methode
8.7 Auswertung
8.7.1 Stichprobe
Die im Fragebogen erfassten Eigenschaften der Stichprobe sind in der Tabelle 2 dargestellt.
Abbildung 37 zeigt die Selbsteinschätzung zur Softwareentwicklung.
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Eigenschaften Werte
Anzahl und Geschlecht Probanden 11, Männer 9, Frauen 2
Alter in Jahren Durchschnitt 23, Minimum 20, Maximum 30
Relevante Behinderungen kein räumliches Sehen 0, farbenblind 0
Höchster Abschluss Hochschulreife 11, Bachelor 0
Bekanntheit Softwarevisualisierung genutzt 2, bekannt 2, Studienteilnahme 0
Mitarbeiter Universität Leipzig Hilfskräfte 2
Tabelle 2: EarlyBird  Übersicht Stichprobe
Abbildung 37: EarlyBird  Probanden Erfahrung und Kenntnisse
(a) Wie lange haben Sie schon Erfahrung in der Softwarentwicklung?
(b) Wie schätzen Sie Ihre Fähigkeiten in der Softwareentwicklung ein?
(c) Wo haben Sie bereits Erfahrung in der Softwareentwicklung gesammelt?
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8.7.2 Bewertung der Varianten
Auf die oene Frage, welche Variante den Probanden besser gefallen hat, ergeben sich aus
den Antworten die drei Kategorien Variante A, Variante B und Variante A und B, wie das
Kategoriensystem in Tabelle 3 zeigt. Dieses wurde wie alle weiteren Kategoriensysteme der
Studien mittels qualitativer Inhaltsanalyse gebildet (Abschnitt 7.9.1). In der ersten Spalte n ist
dabei die Häugkeit gegeben, wie viele Aussagen der jeweiligen Kategorie zugeordnet wurden.
Da es pro Proband mehrere Aussagen pro Frage geben kann, kann die Summe der Häugkeiten
auch die Anzahl der Probanden übersteigen. Die Spalte Ankerbeispiel gibt ein Beispiel einer
zugeordneten Probandenaussage an, welche der Erklärung der gebildeten Kategorie dienen
soll. Zum einfacheren Verständnis des Bezugs zur Kategorie wurden die Probandenaussagen
teilweise etwas umformuliert, jedoch ohne den Inhalt dabei wesentlich zu verändern.
n Kategorie Ankerbeispiel
5 Variante B Linien, nach Gefühl
4 Variante A und B Beide haben Vor- und Nachteile
2 Variante A Transparenz, aber es geht Übersicht verloren, wenn es
zu viele werden und die Entfernung zu groÿ wird
Tabelle 3: EarlyBird  Interview  Favoriten
Welche Variante hat Ihnen besser gefallen?
Die Begründungen für die Wahl des Favoriten fasst das Kategoriensystem in Tabelle 4 zusam-
men.
n Kategorie Ankerbeispiel
10 Linien orientieren Richtung abschätzen leichter, man übersieht weniger da-
durch
7 Linien verdecken Pfeile schlecht, wenn nah zusammen
5 Transparenz unterstützt Transparenz war schneller sichtbar, wo was los ist
Tabelle 4: EarlyBird  Interview  Begründung des Favoriten
Warum hat Ihnen eine Variante besser gefallen?
Die von den Probanden genannten Weiterentwicklungsmöglichkeiten für die Varianten A und
B sind in den beiden Kategoriensystemen 5 und 6 dargestellt.
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n Kategorie Ankerbeispiel
3 Kontrast erhöhen Oberelemente sind noch nicht deutlich genug er-
kenntlich
3 Varianten kombinieren Kombination per Wahlmöglichkeit
3 Optische Hilfsmittel ergänzen Bei nahem Zoom schwer erkennbar, dass auÿerhalb
noch etwas ist -> Pfeile/Symbole ergänzen
Tabelle 5: EarlyBird  Interview  Verbesserungsvorschläge Variante A
Was würden Sie an der Variante A verbessern?
n Kategorie Ankerbeispiel
5 Endpunkte abgrenzen Endpunkte müssen erkennbar sein
4 Liniendarstellung ändern Linien lassen sich ausblenden
3 Varianten kombinieren Ab gewisser Anzahl, wäre eine Kombination aus
beidem interessant
2 Linien krümmen Klumpenproblem  Krümmung für genaues Treen
der Endpunkte
2 Linienstärke skalieren Liniendicke automatisch skalieren
2 Interaktion ergänzen Klick auf Linie wechselt Sicht zu ihrem Endpunkt
Tabelle 6: EarlyBird  Interview  Verbesserungsvorschläge Variante B
Was würden Sie an der Variante B verbessern?
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8.7.3 Nutzung der variantenunabhängigen Elemente der Benutzungsschnittstelle
Die Nutzung der variantenunabhängigen Elemente der Benutzungsschnittstelle zeigt die Über-
sicht 38.
Abbildung 38: EarlyBird  Interview  Verwendung Benutzungsschnittstelle
Welche Elemente der Benutzungsschnittstelle nutzten Sie regelmäÿig, selten oder nie?
8.7.4 Einschätzung der Aufgaben
Das Kategoriensystem 7 zeigt die Einschätzung der Verständlichkeit der Aufgabenstellungen.
n Kategorie Ankerbeispiel
10 Gut formuliert Wiederholtes Lesen nötig, aber angemessen
7 Formulierungen verbessern Aufgaben waren leicht, wenn sie verstanden wurden
4 Korrektes Lesen nötig Ging eigentlich, man überliest zwar immer noch et-
was, aber es könnte schlechter sein
2 Aufgaben verbessern Mit Ausnahme einer eigentlich alle gut verstanden
Tabelle 7: EarlyBird  Interview  Aufgabenformulierung
Wie verständlich fanden Sie die Formulierung der Aufgaben?
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Die Frage Fanden Sie die Aufgaben zu leicht, normal oder schwer?  beantworteten die meisten
Probanden mit leicht bis normal und lediglich ein Proband bezeichneten die Aufgaben als
normal bis schwer.
Auf die Frage Hätten die Aufgaben so auch in einem realen Szenario vorkommen können? 
schätzten alle sechs Probanden dies als gegeben oder wahrscheinlich gegeben ein. Den ersten
fünf Probanden der Studie wurde diese Frage noch nicht gestellt.
8.7.5 Einschätzung zur Prototypverwendung
Auf die Frage Fanden Sie die Visualisierung für den Aufgabentyp hilfreich?  gaben zwei
Drittel der Probanden an, die Visualisierung sei hilfreich für die gestellten Aufgaben. Lediglich
zwei Probanden werteten die Visualisierung nur als teilweise hilfreich und ein Proband gab
dazu keine Aussage ab.





3 Übersicht Systemstand zeigen für Überblick und Änderungen
3 Aufwandsschätzung Aufwandsschätzung
2 Dokumentation Unbekannte Systeme analysieren
Tabelle 8: EarlyBird  Interview  Anwendungsszenario Prototyp
In welchem Anwendungsszenario könnten Sie sich diese Visualisierung vorstellen?
8.7.6 Anmerkung der Probanden
Die Auswertung der 106 im Protokoll erfassten und ausgewerteten Anmerkungen während
der Bearbeitung der Aufgaben erfolgte durch eine erste Unterteilung entsprechend der Ziel-
stellung. Dies ergibt die drei Gruppen Variantenspezisch (27 Anmerkungen), Variantenun-
abhängig (46 Anmerkungen) und Aufgaben (31 Anmerkungen). Anmerkungen können dabei
mehreren Gruppen und innerhalb der Gruppen auch mehreren Kategorien zugeordnet sein,
da sie teilweise mehrere Aspekte betreen.
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Die 27 Anmerkungen zu den Varianten lassen sich in Stärken und Schwächen pro Varian-
te sowie Änderungsvorschläge für Variante B und für neue Varianten unterteilen, wie sie
das Kategoriensystem 9 darstellt. Die gröÿte Gruppe mit 46 erfassten Anmerkungen stellen
n Kategorie Ankerbeispiel
7 Stärken Variante A Lokal ist Transparenz auf jeden Fall einfacher
3 Schwächen Variante A Mit Transparenz braucht man selbst ein gutes Sys-
tem zum Finden der Elemente
6 Stärken Variante B Linien aber beim Suchen wieder von Vorteil
7 Schwächen Variante B Zoom für exakte Bestimmung der Endpunkte not-
wendig
3 Änderung Variante B Linienstärken mit Zoom anpassen
4 Neue Varianten Mischung aus beiden Varianten wäre interessant
Tabelle 9: EarlyBird  Anmerkungen Variantenspezisch
die Aussagen zu den variantenunabhängigen Elementen der Benutzungsschnittstelle dar. Aus
diesem Grund werden sie in Kategorien entsprechend dem Element der Benutzungsschnitt-
stelle eingeordnet, wobei teilweise zusätzliche Unterkategorien gebildet wurden, wie Tabelle
10 darstellt. Die 31 Anmerkungen zu den Aufgaben enthalten überwiegend Rückfragen der
Probanden zum Verständnis der Aufgaben oder zu den Begrien und Formulierungen der




4 Markieren erwartet Will auch über RelationTree markieren
2 Hierarchie ergänzen Möglichkeit in RelationTree zu sehen, welche
Klasse zur Methode gehört
2 Scrollen fehlte Es fehlt Scrollen im RelationTree
2 Markierungen sehen Bereits markierte Methoden sollten auch im
RelationTree markiert sein
Navigation
3 Zoom per Mausrad invertiert Zoom invertiert empfunden
2 Mittlere Maustaste ungünstig Navigation per mittlerer Maustaste nicht in-
tuitiv
2 Zoom auf Mausposition gewünscht Zoom zum Mauszeiger wäre toll
Markierung
4 Fehler Transparenzdarstellung Transparenzfehler bei Entfernen der Markie-
rung
4 Überblick gewünscht Gibt es eine Liste von allen markierten Objek-
ten
Suche
4 Anderes Verhalten erwartet Suche verwirrt, da nicht vollständiger Name
eingegeben werden kann
2 Alternative Package Explorer Statt Tippen lieber per PackageExplorer
5 Undo-Funktion ergänzen Zurück-Button wäre interessant
3 Markieren im Paket Explorer Markieren im Explorer
3 Mehrfach-Selektion ergänzen Mehrfachselektion probiert, mit Strg+Click
und Shift+Click
2 Darstellung Aufrufrichtung Unterscheidung von aufrufenden und aufgeru-
fenen Methoden nicht möglich
Tabelle 10: EarlyBird  Anmerkungen Variantenunabhängig
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n Kategorie Ankerbeispiel
13 Beschränkung Zielmenge unklar Auch Klasse selbst?
6 Innere Klassen unklar Auch innere Klassen der eigenen Klasse?
5 Markierung Ausgangselemente unklar Muss das Attribut selbst auch markiert
werden?
2 Textfehler gefunden Textfehler Wortwiederholung hat
Tabelle 11: EarlyBird  Anmerkungen Aufgaben
8.7.7 Beobachtung des Experimentators
Während der Durchführung wurden 122 Beobachtungen der Probanden im Protokoll notiert
und ausgewertet. Dabei ergibt sich eine Einteilung in die folgenden drei Gruppen:
• Variantenspezisch (9 Beobachtungen)
• Variantenunabhängig (58 Beobachtungen)
• Aufgabenbearbeitung (51 Beobachtungen)
Die neun variantenabhängigen Beobachtungen lassen sich alle der Variante B zuordnen. Ta-
belle 12 zeigt das zugehörige Kategoriensystem.
n Kategorie Ankerbeispiel
5 Unterscheidung Linien schwierig Proband sucht Linienenden
4 Linien verdecken Proband markiert nicht, weil er Verbinder aus-
wählt
Tabelle 12: EarlyBird  Beobachtungen variantenspezisch  Variante B
Mit 58 Beobachtungen stellen die Aufzeichnungen zu den variantenunabhängigen Elemen-
ten der Benutzungsschnittstelle die gröÿte Gruppe von Beobachtungen. Tabelle 13 zeigt das





6 Intensive Nutzung Proband nutzt jetzt intensiv den RelationTree
zum Abgleich, ob noch Elemente zu markieren
sind
4 Funktionsumfang nicht erfasst Erkennt im RelationTree, dass dieser für Ver-
gleich genutzt werden kann, zählt aber dennoch
nicht einfach ab
Suche
3 Benutzungsfehler Gibt in der Suche den vollständigen Namen ein
3 Selektion zum Zoomen genutzt Nutzt Selektion per Suche, um das Ausgangsele-
ment noch einmal anzuzeigen
Navigation
4 Zoom problematisch Das Verschieben per mittlerer Maustaste bereitet
Probleme, da gleichzeitig Zoom aktiviert wird
2 Verschieben unpräzise Probleme mit der Präzision beim Panning
6 Paket-Explorer intensiv genutzt Proband nutzt den PackageExplorer, um alle Me-
thoden nacheinander durchzugehen
5 Markieren Taste verwechselt Links und Rechtsklick verwechselt
3 Tooltip störend Rechtsklick auf Tooltip önet Kontextmenü
Tabelle 13: EarlyBird  Beobachtungen Variantenunabhängig
Zusätzlich entstanden bei der Beobachtung der Probanden Ideen zur Weiterentwicklung, die
nicht Bestandteil des Kategoriensystems sind und stattdessen nachfolgend aufgelistet sind:
• Selektion im Paket-Explorer (Selektion sollte auch im PackageExplorer rot hervorgeho-
ben werden)
• Verzögertes Einblenden des Tooltips (Tooltip erst verzögert einblenden)
• Zoom auf gefundenes Element (Zoom bei Search wäre durchaus sinnvoll)
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Ebenfalls konnten einige Fehler der Benutzungsschnittstelle beobachtet werden:
• Suchfeld wurde nicht aktualisiert (Proband hat falsche Methode selektiert, da er verwirrt
war, weil im Suchfeld noch der richtigte Bezeichner stand)
• Fehlendes Scrollrad im Relation-Explorer (Proband sucht nach Attributen, weil er im
RelationTree kein Scrollrad nutzen kann)
• Element nicht auswählbar (Fehlerausgabe der Konsole: Id nicht gefunden)
Bei der Auswertung der Beobachtung der Aufgabenbearbeitung zeigt Tabelle 14, dass Fehler
bei der Bearbeitung die mit Abstand gröÿte Kategorie darstellen, gefolgt von einer Menge
von Kategorien über die Schwächen der Aufgabenstellungen.
n Kategorie Ankerbeispiel
20 Fehler begangen Proband markiert Methoden statt Klassen
7 Konzentrationsschwächen Konzentration lässt nach  Methoden statt
Klassen markiert
6 Komplizierte Anforderung Proband erkennt zunächst nicht, dass jede Me-
thode einzeln betrachtet werden muss
6 Formulierung verwirrt Aufteilung der Aufgabe in 2 Teile im Text
5 Textfehler erkannt Ohne innere Klassen (im Text)
4 Aufrufrichtung verwirrt Ignoriert invoking/invoked zunächst, klärt es
aber vor Abschluss der Aufgabe
3 Gewissenhaft bearbeitet Schaut sich alles sehr intensiv an
3 Erkenntnis erlangt Hat verstanden, dass jede Methode einzeln zu
betrachten ist.
2 Markierung Ausgangselemente unklar Wieder fehlt der konkrete Einstiegspunkt, was
verwirrend zu wirken scheint
2 Ausschlusskriterien verwirren Ausschlusskriterien bereiten Probleme
Tabelle 14: EarlyBird - Beobachtungen Aufgabenbearbeitung
8.7.8 Hinweise vom Experimentator an die Probanden
Während der Bearbeitung der Aufgaben wurden auf Initiative des Experimentators insgesamt
40 Hinweise an die Probanden gegeben, da andernfalls der Ablauf der Studiendurchführung
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beeinträchtigt worden wäre. Inklusive der mit Abstand häugsten Kategorie zur Erklärung
der Aufgabenstellung lassen sich neun Kategorien identizieren, die in Tabelle 15 aufgeführt
sind.
n Kategorie Ankerbeispiel
26 Aufgabenstellung Aufgabenstellung erläutert
4 Beziehungsdarstellung Proband hat nur bei Klassen versucht, Beziehungen zu
sehen
4 Relation Explorer Hinweis auf RelationTree zur Identikation der Attri-
bute, ob vorhanden oder nicht
2 Navigation Panning und Zoom per Package noch einmal erläutert
2 Suche Suchfeld ist noch mit Fehlern behaftet
2 Zoom Zweifache Selektion auch im PackageExplorer für Zoom
möglich (fehlt im Text)
Tabelle 15: EarlyBird  Hinweise
8.7.9 Zeit und Fehler
Die Auswertung der automatisch aufgezeichneten Logs ergibt aufgrund der zu geringen Zahl
an Messungen und den nicht kontrollierbaren Einussfaktoren keine statistisch belastbaren
Aussagen. Da es sich bei den Aufgaben 1 bis 4 explizit um Einführungsaufgaben für das
Kennenlernen der Benutzungsschnittstelle handelt, können diese auch nicht für einen Vergleich
der beiden Varianten herangezogen werden. Aufgrund eines Fehlers beim Aufzeichnen stehen
zudem vier Messungen von Probanden nicht für eine Auswertung zur Verfügung. Die übrigen
Messdaten müssten zudem um Ausreiÿer bereinigt werden, da eine groÿe Zahl von Fehlern
oder problematischer Verhaltensweisen von Probanden, wie zum Beispiel einer mehrfachen
sehr gründlichen Kontrolle, die Auswertung verzerren würde. Die übrig bleibenden Messungen
würden keine sinnvolle Ausage mehr zulassen, ob Variante A oder Variante B ezienter oder
eektiver hinsichtlich Fehlerhäugkeit oder Geschwindigkeit ist.
8.7.10 Think-Aloud-Methode
Während der Durchführung konnte nicht wie gewünscht eine Beschreibung des Vorgehens
durch die Probanden herbeigeführt werden. Ein Grund dafür dürfte das noch unbekannte
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Thema Softwarevisualisierung und die damit einhergehende anspruchsvolle Bearbeitung der
Aufgaben gewesen sein. Als weiterer Grund kann vermutet werden, dass den Probanden das
Kommentieren der eigenen Arbeitsschritte ungewohnt war. In Folge war es den Probanden
trotz mehrfacher Auorderung durch den Experimentator nicht möglich, ihr Vorgehen zu
verbalisieren. Die aufgezeichneten Aufnahmen dienen somit lediglich als Nachweis und als




Nach der Auswertung aller Daten ergibt sich keine eindeutige Präferenz der Nutzer für eine
der beiden Varianten. Sowohl bei den Beobachtungen und den Anmerkungen als auch bei
den Einschätzungen im Interview werden von den Probanden für beide Varianten Vor- und
Nachteile sowie Verbesserungspotenzial genannt. Hinsichtlich der gemessenen Werte für Zeiten
und Fehler ergab die Auswertung keine belastbaren Aussagen, die für oder gegen eine der
beiden Varianten spricht. Dabei ergibt die Betrachtung der Nutzerakzeptanz jedoch deutliche
Unterschiede zwischen den beiden Varianten, wie die folgenden Ausführungen belegen.
Variante A (Transparente Darstellung nicht verbundener Elemente)
Die Variante A wird lediglich von zwei der insgesamt elf Probanden als eindeutiger Favorit
im Interview genannt. Dabei wird als Begründung genannt, dass sie visuell unterstützend
sei, was als Vorteil bei den Interaktionskosten für das Interpretieren der visuellen Änderung
gesehen werden kann. Ihr wird ebenfalls zugutegehalten, dass keine zusätzlich eingeblendeten
Elemente, wie die Verbindungslinien der Variante B, das Erkennen des visuellen Zustands
behindern. Diese beiden Vorteile werden auch von vier Probanden erwähnt, die eigentlich
Variante B bevorzugen.
Bei der Betrachtung der Stärken von Variante A wird diese als visuell unterstützend mit
schöner, übersichtlicher und lokal einfacher beschrieben. Die gröÿte Schwäche wird da-
gegen bei der Suche von entfernten Elementen gesehen. Dabei zeigt sich, dass der Vorteil bei
den Interaktionskosten zum Interpretieren der visuellen Änderung eher für Beziehungselemen-
te nah zum Ausgangselement besteht. Bei weiten Entfernungen zwischen Beziehungselement
und Ausgangselement entstehen dagegen zusätzliche Kosten dieser Art.
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Die Auswertung der Beobachtungen und der Hinweise ergibt kein direktes Änderungspoten-
zial für die Variante A. Im Interview nennen allerdings neun der elf Probanden Möglichkeiten
zur Weiterentwicklung. Drei sprechen sich für eine Erhöhung des Kontrasts aus, damit die
Beziehungselemente sich noch deutlicher von den transparenten unterscheiden. Ebenfalls drei
Probanden geben Vorschläge für eine optische Unterstützung bei der Identikation der Ele-
mente, etwa durch eine blinkende Animation. All diese Vorschläge stehen mit der Schwäche
in Verbindung, dass bei gröÿeren Entfernungen zwischen Beziehungselement und Ausgangs-
element die Interaktionskosten zum Interpretieren der visuellen Änderung stark ansteigen.
Der Kontrast zwischen transparenten und intransparenten Elementen kann aufgrund techni-
scher Einschränkungen von X3DOM nicht verstärkt werden. Die Ergänzung einer Animati-
on wäre zwar möglich, wäre aber für diese Studie auch ein weiterer Einussfaktor auf die
Nutzerakzeptanz. Entsprechend dem Vorgehensmodell sollten diese aber möglichst konstant
gehalten werden (Abschnitt 6.5). Einen weiteren Lösungsansatz zur Überwindung der Schwä-
che haben drei Probanden genannt, nämlich eine Kombination mit den Verbindungslinien der
Variante B in einer neuen Variante.
Variante B (Einblenden von Verbindungslinien)
Die Variante B wird von fünf Probanden als Favorit im Interview präferiert und liegt damit vor
der Variante A. Fast genauso häug, nämlich viermal, wird allerdings auch die Kombination
beider Varianten präferiert. Unter der Berücksichtigung, dass diese Alternative nicht Teil der
Frage war, wird der vermeintliche Vorzug der Variante B gegenüber der Variante A ein Stück
weit relativiert.
Die Begründung für die Variante B als Favorit fällt eindeutig aus. Alle fünf Probanden nennen
die Verbindungslinien als Vorteil bei der Identikation von Beziehungselementen mit groÿer
Entfernung zum Ausgangselement. Diese Stärke wirkt sich demnach positiv auf die Kosten zur
Interpretation der visuellen Änderung aus, was sich auch in sechs der insgesamt 27 erfassten
Anmerkungen widerspiegelt.
Diesem eindeutigen Vorteil stehen drei identizierte Schwächen der Variante B aus sieben
protokollierten Anmerkungen der Probanden gegenüber:
• Die schwierige Identikation der Endpunkte
• Die Verdeckung durch die Verbindungslinien
• Die verminderte Übersichtlichkeit bei vielen Verbindungslinien
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Die Schwäche bei der Identikation der Endpunkte zeigt sich auch in fünf protokollierten
Beobachtungen, genauso wie die Schwäche der Verdeckung der Verbindungslinien bei vier
Probanden vom Experimentator beobachtet werden konnte. Während die Identikation der
Endpunkte erneut zu Lasten der Kosten bei der Interpretation der visuellen Änderung geht,
können die Probleme durch die Verdeckung den Kosten zum Erkennen des visuellen Zustands
zugerechnet werden. Die verminderte Übersichtlichkeit bei vielen Verbindungslinien wirkt sich
dagegen wiederum negativ auf die Kosten zur Interpretation der visuellen Änderung aus.
Dabei zeigt sich auch ein direkter Zusammenhang mit der Beziehungsanzahl, da bei einer
geringeren Anzahl keine Beschreibung dieser Schwäche ermittelt wurde.
Zu den ermittelten Schwächen ergibt die Auswertung des Interviews auch insgesamt 16 Wei-
terentwicklungsvorschläge von zehn Probanden. Fünf Probanden nennen dabei direkt die Dar-
stellung der Endpunkte als eigenes klar abgegrenztes Darstellungselement der Verbindungs-
linien. Zwei beschreiben gekrümmte Linien, um die Übersichtlichkeit zu verbessern und die
Endpunkte durch den Verlauf einfacher identizieren zu können. Die Probanden Zwei und
Fünf äuÿerten dagegen die Meinung, dass die Verdeckung und die Übersichtlichkeit durch
eine geringere Stärke der Linien oder einer in Abhängigkeit vom Zoom zu skalierenden Stär-
ke der Linien verringert werden sollte. Drei weitere Vorschläge wollen das Gleiche durch ein
gezieltes Ausblenden oder einer Transparenz der Linien erreichen. Zusätzlich wird von den
Probanden Sechs und Acht vorgeschlagen, dass bei einem Klick auf eine Linie automatisch bis
Zielelement navigiert wird. Proband Zwei schlägt vor, dass sich die Linie ebenfalls grün färben
soll, wenn das Zielelement markiert wurde. In der Interviewfrage zur Verbesserung von Vari-
ante B haben sich zudem ähnlich wie bei Variante A drei Probanden für eine Kombination
der beiden Varianten ausgesprochen.
In der zweiten Iteration der Studie wurde versucht, die identizierten Schwächen der Vari-
ante B zu überwinden, in dem die häug genannten Weiterentwicklungsvorschläge umgesetzt
wurden. Zum einen wurde daher die Beziehungsdarstellung so geändert, dass alle mit dem Aus-
gangselement verbundenen Zielelemente ebenfalls rot eingefärbt werden, um die Endpunkte
der Linien einfacher identizieren zu können. Zum anderen wurde die Stärke der Linien deut-
lich verringert, was dem Problem der Überdeckung und der Unübersichtlichkeit entgegenwirkt.
Die sich ergebende Darstellung wurde bereits in der Vorstellung der Varianten (Abschnitt 8.3)
beschrieben und an einem Beispiel gezeigt (Abbildung 36 rechte Seite).
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Kombination
Die Auswertung der beiden Varianten zeigt, dass keine eindeutig von den Probanden präfe-
riert wird, was auf die unterschiedlichen anfallenden Interaktionskosten zurückzuführen ist.
Vielmehr zeigt sich, dass beide Stärken und Schwächen haben, die zudem abhängig von den
Positionen der verbundenen Elemente sind. Damit ergibt sich auch eine Abhängigkeit von
der Aufgabenstellung, da diese die Zielelemente vorgibt und somit auch die Positionen die-
ser bestimmt. Liegen beispielsweise acht von zehn Elementen in unmittelbarer Nähe zum
Ausgangselement, so überwiegt bei der Variante B wahrscheinlich die Schwäche durch Ver-
deckung gegenüber der Stärke durch Unterstützung der Orientierung. Variante A könnte in
diesem Beispiel aber voraussichtlich ihre Stärke der Übersichtlichkeit ausspielen und so im
Vorteil sein. Aufgrund der gegensätzlichen Stärken und Schwächen in Abhängigkeit von der
Position der Elemente liegt die Vermutung nahe, dass eine kombinierte Variante die Stärken
der beiden Varianten vereinen und dabei ihre Schwächen eliminieren könnte, so wie es auch
von mehreren Probanden von sich aus vorgeschlagen wurde. Eine solche Kombination wür-
de sich zudem problemlos umsetzen lassen, da sich die beiden Varianten überschneidungsfrei
implementieren lassen.
8.8.2 Benutzungsschnittstelle
Neben den Erkenntnissen zur interaktiven Darstellung von Beziehungen wurden auch Daten
zu den variantenunabhängigen Bestandteilen der Benutzungsschnittstelle gesammelt und aus-
gewertet. Die daraus gewonnenen Erkenntnisse und Anpassungen sollen für die weiteren Stu-
dien die Akzeptanz der Benutzungsschnittstelle insgesamt verbessern, um so einen möglichen
Einuss dieser auf die Studien zu minimieren. Zusätzlich sollen auch der Einarbeitungsauf-
wand verringert und die Probanden hinsichtlich der Komplexität der Benutzungsschnittstelle
entlastet werden, damit sie sich besser auf die Fragestellung der Studie konzentrieren können.
Im Vordergrund der Überarbeitung steht die Reduktion der angebotenen Interaktionstechni-
ken, um die Kosten für dieWahl der Interaktionstechnik zu reduzieren. Dazu werden zunächst
Techniken entfernt, die den gleichen Zweck erfüllen oder die für die Bearbeitung der Aufgaben
nicht genutzt wurden. Dem schlieÿen sich die individuelle Problembetrachtung der Interakti-
onstechniken und die daraus abgeleiteten Anpassungsmöglichkeiten an.
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Package-Explorer und Suche
Für jede Aufgabe ist die Identikation der Ausgangselemente entscheidend, was entweder
mittels der Suchfunktion oder dem Package-Explorer erfolgen kann (Abschnitt 7.3.2). Beide
Interaktionstechniken wurden etwa im gleichen Verhältnis genutzt und auch entsprechend als
favorisiert beschrieben (Suchfeld unabdingbar  Statt tippen lieber per PackageExplorer).
Die Auswertung des Interviews zur regelmäÿigen Nutzung ergibt dagegen mit acht zu vier
Aussagen ein deutliches Bild zugunsten der Suchfunktion. Dabei ist hervorzuheben, dass der
Package-Explorer analog einem Datei- oder Projektexplorer einer Entwicklungsumgebung ge-
staltet ist und daher im Kontext der Softwareentwicklung bekannt und vertraut sein sollte.
Bei Aufgaben mit mehrfacher Selektion von Ausgangselementen ist er zudem sehr gut ge-
eignet, um die Ausgangselemente nacheinander zu selektieren. Trotz dieses Vorteils und der
unterstellten Vertrautheit wird die Suchfunktion von den Probanden präferiert, was sich mit
geringeren Kosten zur Bestimmung und zur Ausführung der physischen Aktionen erklären
lässt. Für die Suche im Package-Explorer muss nämlich jede Stufe der Pakethierarchie ein-
zeln ausgewählt werden, was sowohl das Lesen der Bezeichner als auch das Ansteuern und
Auswählen dieser beinhaltet. Für die Suche genügt dagegen ein einmaliges Auswählen des
Suchfelds, das Eingeben der ersten Buchstaben des Ausgangselements ohne Rücksicht auf
die Pakethierarchie und die Auswahl eines daraufhin angezeigten Vorschlags. Zur Vereinfa-
chung der Benutzungsschnittstelle wird daher der Package-Explorer für die folgenden Studien
entfernt.
Relation-Explorer
Die Anzeige der Beziehungselemente im Relation-Explorer ist eine direkte Alternative zur
Aufgabenbearbeitung in der Darstellung. Dies zeigt sich auch in vier Probandenanmerkun-
gen, die direkt in der Liste der in Beziehung stehenden Elemente des Relation-Explorers die
Zielelemente markieren wollten. Damit entstünde allerdings zum einen eine speziell an die
Aufgaben angepasste Interaktionstechnik als direkte Alternative zur interaktiven Darstellung
von Beziehungen. Zum anderen würden so auch Kosten für die Interpretation der Darstel-
lungsänderung durch das Nachvollziehen der Änderungen in beiden Sichten entstehen. Un-
abhängig von diesem Problem hat der Relation-Explorer in seiner eingesetzten Form auch
Probleme durch versehentliches Selektieren von Elementen hervorgerufen. Auch legen Beob-
achtungen nahe, dass nicht alle Probanden seinen Funktionsumfang vollständig verstanden
haben, obwohl zehn Probanden im Interview angaben, den Relation-Explorer regelmäÿig ge-
nutzt zu haben. Aus diesen Gründen wird der Relation-Explorer für die weiteren Studien
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aus der Benutzungsschnittstelle entfernt. Dies bedeutet jedoch nicht, dass er in der nalen
Benutzungsschnittstellenvariante zwangsweise ausgeschlossen ist. Vielmehr sollte in einer Stu-
die die weiterentwickelte Variante des Relation-Explorers mit einer verbesserten Variante der
interaktiven Darstellung von Beziehungen verglichen werden.
Detailfenster und Tooltip
Das Detailfenster hat sich für keine der Aufgaben direkt als Unterstützung angeboten, was
sich auch in den Interviewbeurteilungen widerspiegelt. Lediglich ein Proband gibt eine re-
gelmäÿige Nutzung an, während sechs Probanden angeben, es gar nicht wahrgenommen zu
haben. Auch wurden im Protokoll weder Anmerkungen noch Beobachtungen oder Hinweise
zum Detailfenster festgehalten.
Der ToolTip hingegen wird bei der Aufgabenbearbeitung für die Identikation der Zielele-
mente zur Berücksichtigung der Einschränkungen benötigt. Sieben der elf Probanden geben
daher auch im Interview an, ihn regelmäÿig genutzt zu haben. Aus diesem Grund werden
die Daten des Detailfensters in den ToolTip integriert und das Detailfenster wird aus der
Benutzungsschnittstelle entfernt.
Navigation
Für die Bearbeitung der Aufgaben ist es mehrfach nötig, die Perspektive durch Zoomen oder
Verschieben des Bildausschnitts zu ändern (Abschnitt 4.4). Die dabei zur Verfügung stehen-
den Interaktionstechniken zur Navigation haben somit einen entscheidenden Einuss auf die
Bearbeitung. Daher ist es als problematisch anzusehen, dass drei Probanden angeben, dass
sie die Richtung des Zooms per Mausrad genau entgegengesetzt erwarten würden. Auch das
Verschieben des Bildausschnitts durch die mittlere Maustaste beschreiben zwei Probanden
als unerwartet (Navigation per mittlerer Maustaste nicht intuitiv, Navigation schwierig mit
Mausrad und Mausradtaste). Beides wirkt sich auf die Kosten zur Bestimmung der physi-
schen Aktionen aus. Zusätzlich zeigen Beobachtungen, dass beim Verschieben per mittlerer
Maustaste leicht der Zoom durch das Mausrad ausgelöst werden kann (Das Verschieben per
mittlerer Maustaste bereitet Probleme, da gleichzeitig Zoom aktiviert wird). Dies wirkt sich
auf die Kosten zur Bestimmung und zur Ausführung der physischen Aktionen aus, da die Ak-
tionen aufgrund der Überladung der mittleren Maustaste konzentriert und präzise ausgeführt
werden müssen.
Bei mehreren Beobachtungen von Probanden fällt auf, dass das Verschieben des Ausschnitts
sehr selten ausgeführt wird. Stattdessen wird dies mittels verstärktem Zoomen erreicht (Nutzt
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oft Zoom bis ganz raus), was zum einen auf möglicherweise zu hohe Kosten für das Verschie-
ben hinweist. Zum anderen kann es auch darin begründet sein, dass die von einigen Probanden
als ungewöhnlich empfundene Tastenbelegung im Tutorial nicht ausreichend eingeführt wur-
de. Zwei Probanden schlagen zudem vor, dass der Zoom auf die Position des Mauszeigers statt
dem Bildmittelpunkt erfolgen soll, was ein weiterer Hinweis für Probleme beim Verschieben
des Bildausschnitts ist.
Die erfassten Probleme der Navigation ergeben einen weiteren Einussfaktor auf die Ak-
zeptanz der Benutzungsschnittstelle. Aufgrund der Möglichkeiten und der Komplexität der
Navigation in Visualisierungen muss diese aber in einer eigenen Studie eingehend untersucht
werden. Eine vorzeitig vom Autor vorgenommene Änderung erzeugt aufgrund der Komplexi-
tät eine groÿe Gefahr, erneut eine Variante mit negativem Einuss auf die Nutzerakzeptanz
zu schaen.
Markieren und Selektieren
Das Markieren von Zielelementen ist ebenfalls eine benötigte Interaktionstechnik zur Aufga-
benbearbeitung, zu der auch zahlreiche Anmerkungen und Beobachtungen erfasst wurden.
Dabei wurde mehrfach eine Verwechslung beim Markieren per rechter Maustaste mit dem
Selektieren per linker Maustaste protokolliert. Die so versehentlich ausgelöste Selektion be-
hindert den Ablauf der Bearbeitung erheblich, da zur Korrektur zunächst das eigentliche
Ausgangselement erneut selektiert werden muss. Dies wiegt umso schwerer, je gröÿer die Ab-
stände zwischen den Elementen sind und kann somit einen erheblichen negativen Einuss auf
die Nutzerakzeptanz haben, da die Frustration des Nutzers mit jedem Fehler dieser Art steigt.
Entsprechend kann von groÿen Kosten für die Bestimmung und die Ausführung der physischen
Aktionen ausgegangen werden, da die Probanden sich stark konzentrieren müssen, um nicht
versehentlich einen Fehler zu begehen. Zur Verringerung dieser Fehler wird daher im Tutorial
ein expliziter Hinweis aufgenommen und in den Übungsaufgaben noch einmal ausdrücklich
darauf hingewiesen.
Undo-Funktion
In Folge der versehentlichen Selektion beimMarkieren oder der Nutzung des Relation-Explorers
schlagen einige Probanden einen Zurück-Button zur letzten Selektion vor. Durch die Entfer-
nung des Relation-Explorers und dem Einbau von Hinweisen zur Selektion und Markierung
wird auf diese Interaktionstechnik verzichtet. Dies folgt dem Ziel, die Kosten für die Wahl der
Interaktionstechnik durch einen geringen Umfang der Benutzungsschnittstelle zu minimieren.
In einer nalen Variante der Benutzungsschnittstelle könnte diese Technik aber durchaus ein
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Bestandteil sein. Dafür sollten aber Interaktionstechniken zum Verlauf der Nutzeraktionen als
eigener Untersuchungsgegenstand in einer Studie betrachtet werden.
Markierungsübersicht
Bei den Aufgaben, für die das Zählen von Markierungen erforderlich ist, schlugen fünf Pro-
banden zusätzlich eine Liste aller markierten Elemente vor. Mit Blick auf die Kosten für die
Wahl der Interaktionstechnik wird diese jedoch nicht ergänzt. Stattdessen wird das Zählen in
den Aufgabenstellungen entfernt, da es kein Bestandteil der Untersuchung der interaktiven
Darstellung von Beziehungen ist. Vielmehr handelt es sich dabei um die Untersuchung, wie
einfach ein bestimmter Zustand aus der Darstellung ermittelt werden kann.
Aufgabenstellung
Weitere Anpassungen des Prototyps betreen eine von einzelnen Probanden angemerkte zu
kleine Schrift und die als ungünstig empfundene zeilenweise Beschreibung der Aufgaben. Bei-
des wird zusammen mit einer generellen Überarbeitung der Aufgabentexte für die weiteren
Studien angepasst.
8.8.3 Aufgaben
Die Schwierigkeit und den Realitätsbezug der Aufgabenstellungen empnden die meisten Pro-
banden als angemessen und ausreichend. Zehn der elf Probanden nden zudem die Aufgaben
gut verständlich. Dennoch ergeben sich im Interview auch zwei Verbesserungsvorschläge der
Aufgaben und sieben Anmerkungen zur Formulierung und Strukturierung der Aufgabenstel-
lungen. Dieses Weiterentwicklungspotenzial wird auch durch die Beobachtung untermauert,
dass die Bearbeitungen aller Probanden jeweils mindestens einen Fehler aufweisen. Ebenfalls
wird bei neun der elf Probanden mindestens ein Problem mit der Aufgabe beobachtet, sodass
26 Hinweise bei zehn der elf Probanden nötig waren, ohne die es zu weiteren Fehlern oder
Problemen bei der Bearbeitung gekommen wäre. Die nicht mögliche Auswertung der gelogg-
ten Zeiten und Fehler lässt sich daher auch teilweise mit den Verständnisproblemen bei den
Aufgaben begründen.
Aufgrund der Einschätzung durch die Probanden, dass die Schwierigkeit angemessenen sei
und die Aufgaben einem realen Szenario entstammen könnten, liegt der Anpassungsfokus auf
Verbesserungen zur Formulierung und Strukturierung der Aufgabenstellungen und weniger
auf den Aufgabeninhalten. Daher werden die Aufgaben nur in wenigen Punkten vereinfacht,
wie etwa dem Wegfall der Beachtung der Aufrufrichtung oder der Bestimmung eines Ele-
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ments durch Zählen von Markierungen. Stattdessen wird erkennbar nach der Identikation
der Ausgangselemente, der Bestimmung der Verbindungen zu den Zielelementen, der Auswahl
und der Einschränkung der zu markierenden Zielelemente strukturiert. Besonders der letzte
Punkt führte oft zu Verwirrung, wie 13 der 31 Aufgabenanmerkungen zeigen. Somit wird bei
den Einschränkungen noch einmal besonders auf die Formulierungen geachtet und es werden
auch kleinere inhaltliche Anpassungen daran vorgenommen. Das Tutorial wird ebenfalls noch
einmal überarbeitet und die vier Beispielaufgaben werden noch einmal explizit als Teil des Tu-
torials gekennzeichnet. Somit soll sichergestellt werden, dass die meisten einfachen Probleme
und Fragen zur Art der Aufgaben schon während des Tutorials geklärt werden können.
8.8.4 Einsatz von Softwarevisualisierungen
Das Interview liefert einen Überblick über das breite Potenzial der Einsatzmöglichkeiten von
Softwarevisualisierungen. Neben der in der Studienreihe untersuchten Abhängigkeitsanalyse
werden auch weitere Anwendungsfälle wie das Erlangen einer Systemübersicht, die Einar-
beitung neuer Entwickler oder die Schätzung von Umfang und Aufwand von Änderungen
genannt. Dies zeigt, dass für den Einsatz von Softwarevisualisierungen ein breites Potenzial
an Einsatzmöglichkeiten im Software-Engineering gesehen wird.
Die Eignung des untersuchten Prototyps für die Abhängigkeitsanalyse wird von fünf Proban-
den vollständig und weiteren fünf mit Einschränkungen bestätigt. Proband Elf merkt dazu
kritisch an, dass für die Aufgaben auch eine textuelle Auswertung über Listen genügen könn-
te. Dieser generelle Diskussionspunkt über den Vergleich von textuellen Auswertungen im
Vergleich zu visuellen Auswertungen wurde bereits im Abschnitt 2.3 zur Visual Analytic be-
trachtet. Die Einschätzung des Probanden kann zudem mit der notwendigen Vereinfachung
der Aufgaben begründet werden (Abschnitt 7.4).
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8.9 Ergebnis
Wie aus der Diskussion der Varianten hervorgeht, wird keine der beiden Varianten von den
Probanden eindeutig bevorzugt und zusätzlich eine dritte kombinierte Variante als Alterna-
tive vorgeschlagen. Folglich ist die Nutzerakzeptanz für die beiden untersuchten Varianten
als gering anzusehen, was auch im Einklang mit den ermittelten Interaktionskosten steht,
die als annähernd gleich hoch eingeschätzt werden können. Dementsprechend kann die For-
schungshypothese bestätigt werden, da sich die ermittelten Interaktionskosten negativ auf die
Akzeptanz der Varianten ausgewirkt hat.
Die Betrachtung der Stärken und Schwächen der Varianten ergibt mehrere Weiterentwick-
lungsmöglichkeiten zur Erhöhung der Nutzerakzeptanz. Auf Basis dieser Studie kann somit
noch keine klar favorisierte Variante bestimmt werden. Auch der mehrfach geäuÿerte Vor-
schlag, beide Varianten in einer neuen Variante zu kombinieren, zeigt die Notwendigkeit wei-
terer Untersuchungen. Zusammen mit den ebenfalls gewonnenen Erkenntnissen zur Weiter-
entwicklung der variantenunabhängigen Elemente der Benutzungsschnittstelle und den Auf-
gabenüberarbeitungen sollen daher diese drei Varianten in einer weiteren Studie untersucht
werden. Dabei müssen auch die Abstände zwischen Ausgangs- und Zielelement berücksichtigt
werden, da diese zusammen mit den Stärken und den Schwächen der Varianten Einuss auf
die Nutzerakzeptanz ausüben können, wie die Auswertung und Diskussion in dieser Studie
gezeigt haben.
Bezüglich der Einsatzmöglichkeiten des Prototyps hat die Studie ergeben, dass neben dem
vorgestellten Anwendungsfall der Abhängigkeitsanalyse auch weitere Anwendungsfälle das
Potenzial für einen Einsatz des Prototyps bieten, was sich entsprechend auch allgemein auf
Softwarevisualisierungen übertragen lässt. Für die Studie EarlyBird gelten die formulierten




In der Studie EarlyBird wurden Stärken und Schwächen der beiden untersuchten Varianten
zur interaktiven Darstellung von Beziehungen ermittelt und auf der Basis von Interaktions-
kosten verglichen. Aus diesem Kostenvergleich und den Probandenvorschlägen wurde eine
dritte Variante abgeleitet, welche die Stärken beider kombinieren und gleichzeitig die Schwä-
chen eliminieren soll. Aufgrund von mehreren beschriebenen Problemen konnte in der Studie
EarlyBird keine Auswertung von Zeiten und Fehlern erfolgen, um einen Vergleich der Vari-
anten auf Basis statistischer Aussagen durchführen zu können. In dieser Studie soll dies nun
anhand des weiterentwickelten Setups erfolgen, um die bereits identizierten Interaktionskos-
ten auch quantitativ auswerten zu können. Beide Varianten der Studie EarlyBird wurden
zudem entsprechend der Auswertung weiterentwickelt, sodass sich für die Studie LateWorm
die folgende Untersuchungsfrage stellt:
Hat die interaktive Darstellung von Beziehungen auch einen Einuss auf die Eek-
tivität und Ezienz bei der Aufgabenbearbeitung?
Zur Operationalisierung der Eektivität soll die Zeit gemessen werden, die der Proband benö-
tigt, um die Zielelemente zu markieren. Diese Markierungszeiten werden zum einen von den
Stärken und Schwächen der Varianten beeinusst und sind zum anderen auch von der Position
der Elemente abhängig, zwischen denen eine Beziehung besteht (Abschnitt 8.8.1). Maÿgeblich
für die physisch reale Darstellung der Elemente am Bildschirm ist die Kombination aus der
virtuellen räumlichen Position des Elements und der aktuellen Kameraperspektive (Abschnitt
4.4).
Die Einordnung in nah und fern dargestellter Elemente kann somit nicht einfach mittels einer
Kennzahl bestimmt werden. Unter Berücksichtigung der Einschätzung des Probanden wird
diese Einordnung daher durch die Ausführung der Navigation des Probanden vorgenommen.
Hat dieser vor der Markierung eines Zielelements navigiert, so ist davon auszugehen, dass
ihm der aktuelle Darstellungsausschnitt nicht passend erschien, um die Markierung direkt
vorzunehmen. Dieses Element wird demnach in der Situation als fern eingeordnet. Navigiert
der Proband vorher nicht, so wird das Element als nah angesehen. Dabei ist es explizit nicht
entscheidend, ob er das Zielelement auch ohne Navigation markieren kann. Allein seine Ein-
schätzung, in dem Schritt der Aufgabenbearbeitung navigieren zu müssen, genügt für eine
150
Betrachtung gemäÿ dem Interaktionskostenmodell (Abschnitt 5.3). Somit lässt sich die erste
Forschungshypothese der Studie wie folgt denieren:
In Abhängigkeit der Navigation führen höhere Interaktionskosten zu gröÿeren Mar-
kierungszeiten.
Die Ezienz wird durch die Anzahl der Fehler operationalisiert, die einem Probanden bei der
Aufgabenbearbeitung unterlaufen. Dabei wird als eine Kategorie von Fehlern angesehen, wenn
der Proband ein Zielelement nicht markiert, was für die Lösung der Aufgabe aber erforderlich
wäre. Die zweite Kategorie sind Fehler, bei denen er ein Element markiert, das nicht korrekt im
Sinne der Aufgabe ist. Folglich lässt sich die zweite Forschungshypothese wie folgt denieren:
Höhere Interaktionskosten ergeben eine höhere Anzahl an Fehlern in den beiden Ka-
tegorien.
Zusätzlich soll in der Studie auch ermittelt werden, ob es noch weiteres Potenzial zur Wei-
terentwicklung der drei Varianten, der variantenunabhängigen Bestandteile der Benutzungs-
schnittstelle und der Aufgaben gibt.
9.2 Iterationen
Mit dem Fokus auf der Messung von Zeiten und Fehlerraten wurde von einer Weiterent-
wicklung während der Studie Abstand genommen, um eine maximale Vergleichbarkeit der
gemessenen Werte zu erreichen. Demnach wurde auch keine Unterteilung in Iterationen vor-
genommen. Der Umfang der Studie umfasst insgesamt zwölf Probanden im Zeitraum vom
02.09.2015 bis 01.12.2015.
9.3 Untersuchungsvarianten
Die einheitlich für alle Varianten verwendete Darstellung für die Visualisierung ist, wie in
der Studie EarlyBird, die bereits vorgestellte zweidimensionale Recursive-Disk -Metapher. Die
Benutzungsschnittstelle wurde entsprechend den Erkenntnissen der Studie EarlyBird überar-
beitet.
Abbildung 39 zeigt die drei Varianten zur interaktiven Darstellung von Beziehungen der Studie
im Überblick, wobei zur besseren Unterscheidung von der Studie EarlyBird Zahlen statt Buch-
staben für die Variantenbezeichnungen verwendet werden. Die Variante 1 stellt dabei analog
der Variante A aus EarlyBird die Beziehungen durch die Manipulation der Transparenz der
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Abbildung 39: LateWorm  Varianten 1, 2 und 3
dargestellten Elemente dar (Abbildung 39 Links). Variante 2 nutzt für die Darstellung Ver-
bindungslinien ähnlich der Variante B aus EarlyBird (Abbildung 39 Mitte). Für die leichtere
Identikation der Endpunkte von Verbindungslinien wurden zusätzliche schwarze Endpunkte
ergänzt. Zudem beginnen die Linien zu verbundenen Methoden und Attributen auÿerhalb der
eigenen Klasse erst am Rand der Klasse und nicht auf dem selektierten Element. Damit soll
eine Verringerung der Überdeckung insbesondere bei räumlich nah dargestellten Elementen
erreicht werden, was eine der Schwächen der Variante B aus EarlyBird beheben soll. In der
Variante 3 sind die beiden Varianten 1 und 2 kombiniert (Abbildung 39 Rechts). Somit enthält
sie sowohl die optische Unterstützung durch die Transparenz als auch die Unterstützung der
Verbindungslinien bei der Orientierung.
9.4 Aufgaben
Die Aufgaben entsprechen den überarbeiteten zehn Aufgaben aus der Studie EarlyBird. Dabei
sind vier Aufgaben expliziter Bestandteil des Tutorials, während die restlichen sechs Aufgaben
der Untersuchung der Forschungshypothese dienen.
9.5 Ablauf
Die Studie LateWorm ist als Between-Subject-Design entworfen. Je Proband wird demnach
lediglich eine zufällig ausgewählte Variante untersucht, ohne die Existenz der anderen beiden
Varianten zu erwähnen. Der Ablauf besteht aus den folgenden vier Schritten exklusive der
Begrüÿung und der Verabschiedung (Abschnitt 7.6):
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1. Der Proband absolviert das aus mehreren Einzelschritten bestehende Tutorial am Pro-
totyp.
2. Der Proband bearbeitet mit dem Prototyp vier einfache Aufgaben in fester Reihenfolge
zur Simulation des nächsten Schritts.
3. Der Proband bearbeitet mit dem Prototyp sechs komplexere Aufgaben (Aufgaben 1 -
6) in zufälliger Reihenfolge mit maximal zehn Minuten Zeit pro Aufgabe und ohne den
Experimentator dabei zu befragen.
4. Der Proband füllt einen Fragebogen zu seinen Eigenschaften und der Beurteilung der
Variante, der Benutzungsschnittstelle und den Aufgaben aus.
Wenn nicht anders angegeben, gibt es bei den Schritten kein Zeitlimit und die Probanden
dürfen den Experimentator währenddessen befragen.
9.6 Datenerhebung
Für die Überprüfung der Forschungshypothese liegt der Fokus der Datenerhebung auf den
automatisch geloggten Aktionen des Nutzers, die mit den anderen Methoden bereits im Ab-
schnitt 7.7 beschrieben wurden. Somit werden folgende Daten erhoben:
• Stichprobeneigenschaften aus der Selbsteinschätzung der Probanden aus dem Fragebo-
gen
• Zeiten und Fehlerraten während der Bearbeitung von Aufgaben mit dem Prototyp aus
dem automatisch aufgezeichneten Log
• Anmerkungen, Beobachtungen und Hinweise während der Bearbeitung von Aufgaben
mit dem Prototyp aus dem Protokoll
• Einschätzung und Bewertung der Untersuchungsvarianten, Aufgaben und Einsatzmög-




Die im Fragebogen erfassten Eigenschaften der Stichprobe sind in der Tabelle 16 dargestellt.
Eigenschaften Werte
Anzahl und Geschlecht Probanden 12, Männer 10, Frauen 2
Alter in Jahren Durchschnitt 24, Minimum 19, Maximum 30
Relevante Behinderungen Sehschwäche 7, kein räumliches Sehen 0, far-
benblind 0
Höchster Abschluss Hochschulreife 10, Bachelor 2
Bekanntheit Softwarevisualisierung genutzt 5, bekannt 2, Studienteilnahme 2
Mitarbeiter Universtiät Leipzig Hilfskräfte 0
Tabelle 16: LateWorm  Übersicht Stichprobe
Abbildung 40 zeigt die Selbsteinschätzung zur Softwareentwicklung.
Abbildung 40: LateWorm  Probanden, Erfahrung und Kenntnisse
(a) Wie lange haben Sie schon Erfahrung in der Softwarentwicklung?
(b) Wie schätzen Sie Ihre Fähigkeiten in der Softwareentwicklung ein?




Für die Auswertung der Zeit soll aufgrund der geringen Probandenzahl ein Vergleich der Va-
rianten über alle sechs Aufgaben und alle zwölf Probanden erfolgen. Dabei wird nicht die
Bearbeitungszeit der Aufgaben in Summe genutzt, sondern es werden die Zeiten der einzel-
nen Markierungen innerhalb der Aufgaben verwendet, die im Folgenden Markierungszeiten
genannt werden. Dadurch wird zum einen der Einuss der unterschiedlichen Anzahl von Ziel-
elementen pro Aufgabe minimiert und zum anderen wird so auch das gemeinsame Muster zur
Bearbeitung der Aufgaben genutzt (Abschnitt 7.4). Ein möglicher Einuss der Variante in
Abhängigkeit zur Navigation sollte sich auch in diesem Muster und den damit entstehenden
Markierungen zeigen.
Für den Vergleich der Markierungszeiten werden zunächst aus den aufbereiteten Daten (Ab-
schnitt 7.9.3) alle Fehler entfernt, bei denen ein falsches Element im Sinne der Aufgabe mar-
kiert wurde. Andernfalls droht eine Verzerrung der Ergebnisse, zum Beispiel wenn kurz nach-
einander viele falsche Elemente markiert werden. Anschlieÿend werden auch die Korrekturen
von Fehlern ausgeschlossen, da diese teilweise direkt nach einem Fehler erfolgen. Ein typischer
Fall ist ein unpräzises Markieren, was zu einem Fehler führt, der sofort erkannt und korri-
giert wird. Ohne den Ausschluss würde es in diesen Fällen ebenfalls zu einer Verzerrung der
Ergebnisse kommen.
Unterteilung nach Navigation
Entsprechend der Forschungshypothese hat die räumliche Position der Elemente einen Ein-
uss auf die Zeit der Markierung. Dies soll mit der Häugkeit der Navigation operationalisiert
werden. Sie dient somit als Maÿ für den Aufwand, den der Proband betreiben muss, um das
Zielelement in eine für ihn günstige Darstellung zu bringen. Abbildung 41 zeigt den linearen
Zusammenhang zwischen Navigationshäugkeit und Markierungszeit anhand der berechneten
Werte für das arithmetische Mittel und den Median. Unter Berücksichtigung dieses linearen
Zusammenhangs werden die Markierungszeiten nach der Navigationshäugkeit unterteilt. Ta-
belle 17 zeigt die Anzahl der Messungen für die Häugkeiten der Navigation von null Mal bis
vier Mal, die zusammen mehr als 95% aller Markierungen abbilden. Demnach gibt es lediglich
für die Häugkeiten 0 und 1 genügend Messungen, um einen Vergleich zwischen den drei Va-
rianten durchführen zu können. Dies entspricht auch den beiden beobachteten Varianten bei
der Ausführung der Markierung. Entweder navigiert der Proband gar nicht, da er bereits eine
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Abbildung 41: LateWorm  Zusammenhang Navigationshäugkeit und Markierungszeit
Navigationsschritte Anzahl Messungen Mittelwert in ms Median in ms
0 533 1989 1338
1 201 4475 3848
2 59 9321 6513
3 29 10998 9214
4 18 13502 9838
Tabelle 17: LateWorm  Markierungszeiten je Navigationshäugkeit
aus seiner Sicht günstige Perspektive hat oder er navigierte einmal, etwa in dem er zoomt.
Entsprechend erfolgt der weitere Vergleich der Markierungszeiten getrennt nach der Katego-
rie nicht navigiert und der Kategorie navigiert, was entsprechend der nutzbaren Häugkeiten
genau einmal navigiert bedeutet.
Bereinigung um Ausreiÿer
Die erste Betrachtung der so erfassten Messungen zeigt sehr viele Ausreiÿer und mehrere
Auälligkeiten bei den Probanden und Aufgaben. So weist Aufgabe 4 im Vergleich mit den
anderen Aufgaben deutlich höhere Markierungszeiten auf. Dies deutet darauf hin, dass die
Aufgabenstellung entweder für die Probanden schwer zu verstehen war oder die Aufgabe
selbst andere Anforderungen an die Bearbeitung stellte als andere Aufgaben. Aus diesem
Grund wird die Aufgabe 4 aus der weiteren Betrachtung ausgeschlossen. Ein Ausschluss von
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Probanden erfolgt auf Grundlage dieser ersten Betrachtung noch nicht, da die Auälligkeiten
nicht so eindeutig wie bei Aufgabe 4 ausfallen.
Im nächsten Schritt werden die Ausreiÿer pro Navigationskategorie analysiert. Die Ausrei-
ÿer können entstehen, wenn der Proband von seiner normalen Bearbeitung abgekommen ist,
was schnell zu deutlich erhöhten Markierungszeiten führt. Gründe dafür sind ein erneutes
Durchdenken beziehungsweise Lesen der Aufgabenstellung oder das Stellen einer eigentlich
zu vermeidenden Frage an den Experimentator. Dies erklärt auch, warum es keine Ausreiÿer
mit deutlich kleineren Markierungszeiten gibt. Diese müssten durch eine stark beschleunigte
Arbeitsweise entstehen, was höchstens bei schnellem fehlerhaften Markieren entstehen könnte
und bereits ausgeschlossen wurde. Da eine individuelle Betrachtung dieser Ausreiÿer nicht
möglich ist, werden vereinfacht alle Werte gröÿer dem 1,5 fachen Interquartilsabstand aus-
geschlossen. Für die Kategorie nicht navigiert beträgt dieser Wert 3150,125 ms und führt
zum Ausschluss von 41 Messungen. In der Kategorie navigiert liegt der Wert bei 7517,875 ms
und führt zum Ausschluss von neun Messungen. Somit ergibt sich die um Ausreiÿer berei-
nigte und nach Kategorien getrennte Betrachtung der zugrunde liegenden Messungen in den
Abbildungen 42 und 43.
Transformation
Für den statistischen Vergleich der drei Varianten ist es zunächst entscheidend, ob die Werte
innerhalb einer Kategorie und Variante normalverteilt sind. Bei der Betrachtung der Histo-
gramme in Abbildung 44 zeigt sich jedoch eine positive Schiefe, was ein Hinweis auf fehlende
Normalverteilung sein kann. Sie kann zudem auf eine logarithmische Verteilung der Daten
hinweisen, die entsprechend der Datenerhebung auch erwartet werden kann. Bei einer un-
terstellten individuellen Geschwindigkeit, mit der ein Proband im Durchschnitt Zielelemente
markiert, kommt es nur in engen Grenzen zu einer Beschleunigung oder Verzögerung. Dabei
treten Verzögerungen deutlich häuger auf, da sie sehr viel mehr Gründe besitzen können,
wie etwa ein verzögertes Identizieren des Zielelements. Dies darf jedoch nicht mit den bereits
ausgeschlossenen Ausreiÿern in Verbindung gebracht werden, da sich diese auf deutlich grö-
ÿere Verzögerungen beziehen. Für den statistischen Vergleich wird daher eine logarithmische
Transformation der Daten vorgenommen. Die Ergebnisse der Transformationen sind als Histo-
gramme in der Abbildung 45 dargestellt, welche einer Normalverteilung besser entsprechen.
Statistischer Vergleich
Für den statistischen Test auf Normalverteilung wird der Kolmogorov-Smirnov-Test auf die
zuvor transformierten Daten angewendet. Dabei besagt die Nullhypothese, dass die Daten nor-
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Abbildung 42: LateWorm  Markierungszeiten Kategorie nicht navigiert
malverteilt sind und die Alternativhypothese, dass dies nicht der Fall ist. Die Tabelle 18 gibt
die so berechneten Signikanzwerte des Tests für die drei Varianten je Navigationskategorie
an. Für keine der untersuchten Datengruppen kann die Nullhypothese bei einem Signikanz-
niveau von 0,05 abgelehnt werden. Folglich kann eine logarithmische Normalverteilung der
Daten unterstellt werden.
Variante Kategorie nicht navigiert Kategorie navigiert
Variante 1 (Transparenz) 0,8371 0,9654
Variante 2 (Verbindungslinien) 0,5763 0,9644
Variante 3 (Kombination) 0,7927 0,8758
Tabelle 18: LateWorm  Test Normalverteilung
Für die Anwendung eines statistischen Tests auf Unterschiede in den Datengruppen muss
zunächst die Varianz betrachtet werden. Dazu wird der Levene-Test auf homogene Varianz
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Abbildung 43: LateWorm  Markierungszeiten Kategorie navigiert
durchgeführt. Die Nullhypothese besagt, dass die Daten innerhalb der Gruppen homogen
verteilt sind, während die Alternativhypothese dies ablehnt. Für die Kategorie nicht navi-
giert ergibt der Test einen Signikanzwert von 0,2837 und für die Kategorie navigiert einen
Signikanzwert von 0,9919. Somit kann bei beiden Kategorien die Nullhypothese zum Signi-
kanzniveau 0,05 nicht verworfen werden. Folglich kann von einer homogenen Varianz innerhalb
der einzelnen Datengruppen ausgegangen werden.
Für den Vergleich der drei Varianten untereinander kann nun der ANOVA-Test angewendet
werden, bei dem die Nullhypothese besagt, dass kein Unterschied zwischen den drei Mittel-
werten vorliegt, während die Alternativhypothese dies für mindestens einen der Mittelwerte
ablehnt. Für die Kategorie nicht navigiert ergibt der Test einen Signikanzwert von 0,0563,
womit die Nullhypothese zu einem Signikanzniveau von 0,05 knapp nicht verworfen wer-
den kann. Damit kann eine weitere Untersuchung der Kategorie nicht navigiert nur zu einem
Signikanzniveau von 0,1 erfolgen, was die interne Validität gefährdet. In der Kategorie navi-
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Abbildung 44: LateWorm  Verteilung Markierungszeiten
giert ergibt der ANOVA-Test einen Signikanzwert von 0,0256, womit die Nullhypothese zu
einem Signikanzniveau von 0,05 verworfen werden kann. Für beide Kategorien kann somit
angenommen werden, dass es einen Unterschied der Mittelwerte der Markierungszeiten gibt,
allerdings unter der Einschränkung eines höheren Signikanzniveaus in der Kategorien nicht
navigiert.
Um Aussagen über die Unterschiede zwischen den einzelnen Varianten zu erhalten, werden
in Folge der paarweise T-Test und der Tukey Honest Signicant Dierences Test (Tukey
HSD Test) als Post-hoc-Test durchgeführt. Dabei besagen die Nullhypothesen jeweils, dass
kein Unterschied zwischen den zwei Mittelwerten vorliegt, während die Alternativhypothesen
von einem Unterschied ausgehen. Beim paarweisen T-Test erfolgt eine Anpassung der Signi-
kanzwerte nach der Bonferroni-Korrektur für multiples Testen, da insgesamt drei Varianten
mehrfach verglichen werden. Die berechneten Signikanzwerte der Tests sind je Varianten-
kombination und Navigationskategorie in der Tabelle 19 dargestellt.
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Abbildung 45: LateWorm  Transformierte Verteilung Markierungszeiten
In der Kategorie nicht navigiert zeigt sich im Vergleich der Varianten 1 (Transparenz) und
3 (Kombination) ein Signikanzwert, der zum vorherigen Niveau von 0,1 eine Ablehnung
der Nullhypothese zur Folge hat. Demnach kann davon ausgegangen werden, dass ein Unter-
schied zwischen den beiden Mittelwerten besteht. Die Variante 1 (Transparenz) kann in der
Kategorie nicht navigiert somit als im Mittel schneller angesehen werden als die Variante 3
(Kombination).
Für die Kategorie navigiert ergibt dagegen der Vergleich der Varianten 1 (Transparenz) und 2
(Verbindungslinien) einen Signikanzwert, welcher bei einem Niveau von 0,05 zu einer Ableh-
nung der Nullhypothese führt. Somit kann ein Unterschied zwischen den beiden Mittelwerten
angenommen werden. Die Variante 1 (Transparenz) kann demnach in der Kategorie navigiert
als im Mittel schneller angesehen werden als Variante 2 (Verbindungslinien).
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Kategorie Post-hoc-Test Vergleich Vergleich Vergleich
Variante 1&2 Variante 2&3 Variante 1&3
nicht navigiert Paarweiser T-Test 1,00 0,73 0,05
Tukey HSD Test 0,60 0,47 0,04
navigiert Paarweiser T-Test 0,022 0,345 0,630
Tukey HSD Test 0,020 0,255 0,421
Tabelle 19: LateWorm  Markierungszeiten Post-hoc-Tests
9.7.3 Fehler
Für einen Vergleich der Fehler je Variante werden zunächst die Fehlersummen pro Aufgabe
aus den aufbereiteten Daten (Abschnitt 7.9.3) ermittelt. Anschlieÿend werden diese in das
Verhältnis zur Anzahl der Zielelemente der Aufgabe gesetzt. Für eine detaillierte Betrachtung
der Fehlerarten werden diese dann in die beiden Kategorien Zielelement nicht markiert und
falsches Element markiert unterteilt.
Die zwei Abbildungen 46 und 47 zeigen die ermittelten Werte für die beiden Fehlerkategorien
bezogen auf die Variante, die Probanden und die Aufgaben. Bei der Kategorie Zielelement
nicht markiert fällt erneut die Aufgabe 4 auf, die aus diesem Grund, wie auch bereits bei
der Auswertung der Zeit pro Markierung, aus der weiteren Betrachtung ausgeschlossen wird.
Nach dem Ausschluss der Aufgabe 4 fällt in dieser Kategorie Proband 3 auf, der mehrfach
überdurchschnittlich viele Zielelemente nicht markiert hat. Da ein Fehler beim Verständnis
der Aufgabenstellungen nicht ausgeschlossen werden kann, wird dieser ebenfalls ausgeschlos-
sen. In der Kategorie Falsches Element markiert werden Proband 7 aufgrund von überdurch-
schnittlich vielen falsch markierten Elementen und Proband 5 aufgrund von mehreren falsch
markierten Elementen in jeder Aufgabe ausgeschlossen.
Da für die Verteilung der Fehler keine Normalverteilung zu erwarten ist, bieten sich Vergleiche
auf Basis von Rangsummen an. Tabelle 20 stellt dazu die mittleren Rangsummen der einzelnen
Varianten je Kategorie und die berechneten Signikanzwerte auf Basis des Kruskal Wallis
Tests dar.
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Abbildung 46: LateWorm  Fehlerkategorie Zielelement nicht markiert
Untersuchungskriterium Variante 1 Variante 2 Variante 3 p-Wert
Zielelement nicht markiert 20,05 35,98 27,97 0,00451
Falsches Element markiert 28,37 25,43 23,40 0,5972
Tabelle 20: LateWorm  Fehler  Rangsummenvergleich
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Abbildung 47: LateWorm  Fehlerkategorie falsches Element markiert
Aufgrund der Signikanzwerte lässt sich lediglich für die Kategorie Zielelement nicht markiert
die Nullhypothese ablehnen. Es kann demnach zu einem Signikanzniveau von 0,05 davon
ausgegangen werden, dass zwischen den drei Varianten ein Unterschied bei den Fehlern der
Kategorie Zielelement nicht markiert existiert.
Der nachfolgend durchgeführte Pairwise Wilcoxon Rank Sum Test mit Bonferroni-Korrektur
zeigt, dass mit einem p-Wert von 0,0044 ein Unterschied zwischen den Varianten 1 (Transpa-
renz) und 2 (Verbindungslinien) zu einem Signikanzniveau von 0,05 besteht. Entsprechend
der mittleren Rangsummen kann also davon ausgegangen werden, dass bei Variante 2 (Verbin-
dungslinien) im Mittel mehr Zielelemente nicht markiert wurden als in Variante 1 (Transpa-
renz). Im Vergleich der Varianten 1 und 3 (p-Wert 0,2816) und der Varianten 2 und 3 (p-Wert
0,3438) kann dagegen keine Ablehnung der Nullhypothese erfolgen, womit ein Unterschied in




Von elf der zwölf Probanden sind insgesamt 32 Anmerkungen protokolliert. Das daraus ge-
bildete Kategoriensystem wird in Tabelle 21 dargestellt. Dabei ist die Navigation als eigene
Kategorie aufgeführt und nicht als Unterkategorie der Benutzungsschnittstelle. Dies begründet
sich mit der Anzahl der Anmerkungen, für die auch eigene Unterkategorien gebildet wurden.
n Kategorie Ankerbeispiel
Navigation
4 Maus invertiert empfunden Mausrad invertiert
3 Zoom bei Select unerwartet Zoom bei Selektion nicht immer hilfreich
2 Mittlere Maustaste ungünstig Mittlere Maustaste ungünstig
2 Drehung überüssig Zoom invertiert, Drehung nutzlos
Benutzungsschnittstelle
2 Abhängige Elemente hervorheben Kombination aus Hervorheben und Verbin-
dungslinien würde bevorzugt werden
2 Vorheriges Element selektieren Selektion zurück fällt schwer
Aufgaben
5 Zielelement uneindeutig Innere Klassen nicht zusätzlich zur äuÿeren
Klasse markieren
4 Aufgabenstellung unklar Erfragt Aufgabenstellung vor Bearbeitung
der Aufgabe
3 Begri Tooltip unklar Was ist der Tooltip
Tabelle 21: LateWorm  Anmerkungen
Beobachtungen
Die insgesamt 58 protokollierten Beobachtungen über die zwölf Probanden lassen sich in
die beiden Gruppen Benutzungsschnittstelle (28 Beobachtungen) und Aufgabenbearbeitung





7 Bezeichner kopiert Nutzt Copy and Paste
5 Bezeichner abgetippt Tippt Bezeichner in Suchfeld
Navigation
3 Zoom invertiert empfunden Invertierter Zoom erzeugt Verwechs-
lung
2 Verschieben unpräzise Verschieben per mittlerer Maustaste
löst Zoom aus
5 Markieren-Taste verwechselt Links- und Rechtsklick verwechselt
5 Identikationsprobleme Variante 1 Zoomt sehr viel, hat Probleme, Elemen-
te zu erkennen
Tabelle 22: LateWorm  Beobachtungen Benutzungsschnittstelle
n Kategorie Ankerbeispiel
9 Fehler begangen Markiert auch die Methoden in der Aus-
gangsklasse
4 Konzentrationsschwächen Erscheint etwas erschöpft
4 Gewissenhaft bearbeitet Kontrolliert sein Ergebnis noch einmal
5 Bearbeitungsstrategie eingesetzt Setzt Hilfsmarkierung um ein Paket und
entfernt sie wieder
Tabelle 23: LateWorm  Beobachtungen Aufgabenbearbeitung
Hinweise
Für die gesamte Durchführung der Studie sind insgesamt 70 Hinweise protokolliert worden,
aus denen das Kategoriensystem in Tabelle 24 gebildet wurde.
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n Kategorie Ankerbeispiel
34 Aufgabenstellung erklärt Aufgabenstellung noch einmal genau lesen
11 Markieren erklärt Markieren erklärt
9 Startelement aufgezeigt Falsches Startelement gewählt
7 Selektieren erklärt Selektion für Beziehungen notwendig
3 Verschieben erklärt Mittlere Maustaste für Verschieben
3 Innere Klassen erklärt Innere Klassen haben eigenen Namen und
sind somit auch Teil der Fragestellung
Tabelle 24: LateWorm  Hinweise
9.7.5 Beurteilungen
Benutzungsschnittstelle
Die Probandenbeurteilungen der Elemente der Benutzungsschnittstelle nach den fünf Kate-
gorien sehr schlecht bis sehr gut sind in der Abbildung 48 dargestellt. Für die Antworten auf
Abbildung 48: LateWorm  Einschätzung Benutzungsschnittstelle
die Frage, was die Probanden an der Benutzungsschnittstelle verbessern würden, wird kein
Kategoriensystem gebildet, da nur fünf Probanden diese Frage beantwortet haben. Bei den
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Vorschlägen handelt es sich hauptsächlich um Anpassungen der Navigation, etwa Richtung
des Zooms bei Drehung des Mausrads umkehren.
Aufgaben
Die Verständlichkeit und Schwierigkeit der Aufgaben schätzen die Probanden im Mittel als gut
ein. Auf die Frage nach der Einschätzung der Aufgaben hinsichtlich des Bezugs zur Praxis
empnden fünf Probanden den Bezug sehr gut, einer gut und sechs neutral. Auf die Frage
nach Verbesserungsmöglichkeiten für die Aufgaben geben fünf der zwölf Probanden an, dass
die Formulierung verbessert werden sollte (genauer beschreiben, welche Elemente markiert
werden müssen).
Prototyp
Sieben Probanden geben an, dass sie den Prototyp hilfreich für die Bearbeitung der Aufgaben
nden und fünf beurteilen ihn sogar als sehr hilfreich. Dabei gefällt sieben Probanden der
Prototyp gut, zweien sehr gut und drei Probanden stehen dazu neutral. Acht Probanden
nennen anschlieÿend Verbesserungsvorschläge für den Prototyp, von denen sich fünf speziell
auf die Navigation beziehen (Linke Maustaste und Mausrad vertauschen.) und zwei weitere




Der Vergleich der Markierungszeiten ergibt in beiden Kategorien ein signifkantes Ergebnis.
Sowohl in der Kategorie nicht navigiert als auch in der Kategorie navigiert kann daher von
einem Unterschied zwischen den drei Varianten ausgegangen werden. Variante 1 (Transpa-
renz) kann dabei im direkten Vergleich mit Variante 3 (Kombination) in der Kategorie nicht
navigiert als schneller für das Finden der in Beziehung stehenden Elemente angesehen werden.
In der Kategorie navigiert kann die Variante 1 (Transparenz) im direkten Vergleich mit Vari-
ante 2 (Verbindungslinien) als schneller angesehen werden. Dies stellt auch einen Beleg dafür
dar, dass neben der Variante auch die Navigation das Finden von in Beziehung stehenden
Elementen beeinusst.
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Dabei muss aber die Einschränkung berücksichtigt werden, dass die Unterschiede in den mitt-
leren Markierungszeiten nicht besonders groÿ sind. Auch kann nur jeweils ein Unterschied im
direkten Variantenvergleich pro Navigationskategorie statistisch signikant bestätigt werden.
Beim Vergleich der Fehler kann nur in der Kategorie Zielelement nicht markiert ein Unter-
schied der Varianten statistisch signikant belegt werden. Dieser zeigt sich auch in einem
direkten Vergleich der Varianten 1 (Transparenz) und 2 (Verbindungslinien), womit davon
ausgegangen werden kann, dass den Probanden mit Variante 1 weniger Fehler unterlaufen
sind. Für die Fehlerkategorie Falsches Element markiert konnte dagegen kein Unterschied
statistisch signikant belegt werden.
Entsprechend der Ergebnisse der statistischen Auswertung kann Variante 1 somit als überlege-
ne Variante in Bezug auf Markierungszeiten und Fehlerhäugkeiten betrachtet werden. Dabei
scheint die Stärke des visuell unterstützenden Transparenzeekts auch bei fernen Elementen
die Schwäche zu überwiegen, dass ferne Zielelemente bei nahem Zoom nicht wahrgenommen
werden können, womit eigentlich Kosten für das Interpretieren der visuellen Änderung einher-
gehen sollten. Eine mögliche Begründung dafür liefert das oft beobachtete Navigationsmuster,
welches ein einmaliges starkes Zoomen beinhaltet, um möglichst viele Zielelemente in einem
Ausschnitt darzustellen. Durch dieses weite Herauszoomen könnte auch für ferne Elemente die
Stärke der visuellen Unterstützung zum Tragen kommen, da die somit sehr kleinen Elemente
gut hervorgehoben werden. Die damit verbundene erhöhte Konzentration beim Suchen, wie sie
bei drei der vier Probanden beobachtet wurde, kann zudem einen Grund für das geringe Feh-
leraufkommen liefern. Die Probanden mussten sich möglicherweise einfach mehr anstrengen,
um nichts zu übersehen, was folglich auch zu weniger Fehlern führte.
Für die Verbindungslinien der Variante 2 ergibt sich in dieser Studie bei beiden Navigati-
onskategorien kein belegbarer positiver Eekt. Bei der Navigationskategorie nicht navigiert
scheinen die Verbindungslinien der kombinierten Variante 3 sogar die Stärke der Transparenz
teilweise aufzuheben, was durch entsprechende Kosten des Erkennens des visuellen Zustands
verursacht wird. Dies belegt auch der direkte Vergleich mit Variante 1, wonach die Probanden
mit dieser die Zielelemente schneller markieren konnten.
Bemerkenswert ist dieses Ergebnis auch deshalb, weil mehrere Probanden der Studie EarlyBird
die kombinierte Variante vorgeschlagen hatten. Dies wurde auch in der Studie LateWorm
durch zwei Anmerkungen von Probanden der Variante 2 (Verbindungslinien) wiederholt, de-
nen die Variante 1 (Transparenz) aber gar nicht gezeigt wurde. Die damit aus der Nutzerpräfe-
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renz abgeleitete Erwartung, dass die Variante 3 die Stärken beider Varianten kombinieren und
ihre Schwächen eliminieren kann, konnte in dieser Studie aber nicht gezeigt werden. Dies wirft
auf der einen Seite die Frage auf, ob die Nutzerpräferenz einen möglicherweise nicht existieren-
den Vorteil überlagert. Auf der anderen Seite könnte aber die gewählte Operationalisierung
der Eektivität durch Markierungszeiten in Abhängigkeit der beiden Navigationskategorien
unzureichend sein. Besonders bei der Navigation fallen zudem mehrere Diskussionspunkte auf,
die im nächsten Abschnitt betrachtet werden.
9.8.2 Navigation
Wie bereits beschrieben, wurde die Navigation an mehreren Stellen kritisch angesprochen, so
dass sie in diesem Abschnitt gesondert betrachtet werden soll. Ein zentrales Weiterentwick-
lungspotenzial der Navigation wird in der Zoom-Funktion gesehen, wozu Anmerkungen und
Beobachtungen protokolliert sind sowie eine schlechte Beurteilung im Fragebogen erfasst ist.
Ein spezielles Problem dabei scheint die Richtung des Zooms in Abhängigkeit zur Bewegung
des Mausrads zu sein, wie vier der zwölf Probanden auch direkt anmerken. Auallend dabei
ist, dass nur einige Probanden dies als stärker störend empnden. Andere Probanden schei-
nen dies dagegen gar nicht zu bemerken oder können sich schnell genug anpassen, ohne dies
als hinderlich zu empnden. Somit kann von Interaktionskosten sowohl bei der Bestimmung
der auszuführenden Aktionen als auch bei der physischen Ausführung von Aktionen mit einer
Abhängigkeit zu einer Probandeneigenschaft ausgegangen werden. Diese gilt es in Folge zu
untersuchen und entsprechend der Erkenntnisse zu berücksichtigen, um die Interaktionskosten
zu reduzieren.
Das zweite Weiterentwicklungspotenzial der Navigation betrit das Verschieben des Bildaus-
schnitts bei gedrückter mittlerer Maustaste. Dies wird ebenfalls von mehreren Probanden als
ungünstig beschrieben und fällt auch in Beobachtungen und Hinweisen negativ auf. Zudem
konnte grundsätzlich eine geringe Nutzung dieser Interaktionstechnik beobachtet werden, was
ein Hinweis auf zu hohe Interaktionskosten sein kann, da diese entweder gar nicht zur Na-
vigation in Betracht gezogen wird (Bestimmung der auszuführenden Aktionen) oder sie als
zu umständlich bewertet wird (physische Ausführung von Aktionen). Wie in der Diskussi-
on der Varianten beschrieben, wurde stattdessen meist die Zoom-Funktion intensiv genutzt,
um ferne Elemente in den Bildausschnitt zu holen. Folglich könnten die Interaktionskosten
des Verschiebens und die dadurch verursachte Kompensation durch das Zoomen auch einen
Einuss auf die Markierungszeiten haben.
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Dieser mögliche Einuss durch zu hohe Interaktionskosten bei der Navigation deutet sich
auch in den Verbesserungsvorschlägen zur Benutzungsschnittstelle und zum Prototyp an, von
denen sich jeweils mehr als die Hälfte auf die Navigation beziehen. Daher sollte die Navigation
als weiterer Einussfaktor auf die Nutzerakzeptanz eigenständig betrachtet werden, was im
Rahmen dieser Studie nicht ausreichend möglich war.
9.8.3 Benutzungsschnittstelle
Neben den Varianten und der Navigation existiert auch Weiterentwicklungspotenzial bezüg-
lich der sonstigen Elemente der Benutzungsschnittstelle. Das Selektieren und Markieren er-
zeugte eine Menge an Hinweisen des Experimentators und Anmerkungen der Probanden,
wie es auch bereits in der Studie EarlyBird der Fall war. Hinzu kommen viele protokollierte
Verwechslungen der Maustasten, die trotz des durchgeführten Tutorials inklusive Übungsauf-
gaben entstanden sind. Zur Verringerung der entstehenden Interaktionskosten aufgrund von
Verwechslung sollten die Aktionen der beiden Interaktionstechniken daher weiter dieren-
ziert werden. Die Anpassung des Tutorials zur Einführung und Unterscheidung der beiden
Interaktionstechniken scheint dafür nicht auszureichen.
Es ist zudem hervorzuheben, dass keine Vorschläge für die nach der Studie EarlyBird entfern-
ten Elemente erfasst wurden. Somit sind die reduzierten Interaktionskosten für die Wahl der
Interaktionstechnik auch gerechtfertigt, da kein Proband die Interaktionstechniken benötigte,
die über den PackageExplorer oder RelationExplorer ausführbar waren. Auch die in EarlyBird
noch vorgeschlagene Liste bereits markierter Elemente wurde nicht erneut genannt, womit die
Überarbeitung der Aufgabenstellung dahingehend als ausreichend angesehen werden kann.
9.8.4 Aufgaben
Trotz einer guten Bewertung der Verständlichkeit und Schwierigkeit der Aufgaben wurden
viele Fehler bei der Durchführung protokolliert und auch etliche Hinweise zur Erklärung der
Aufgabenstellung vermerkt. Zudem ergibt die Auswertung, dass Aufgabe 4 für einen Vergleich
mit den übrigen Aufgaben nicht verwendet werden kann, da es Unsicherheiten der Probanden
bei der Bearbeitung gab.
Wie auch in der Studie EarlyBird geht der Groÿteil der protokollierten Hinweise auf die Er-
klärung der Aufgabenstellung zurück. Dies ist zu einem Teil auf das Ziel zurückzuführen,
eine möglichst unverzerrte Messung vorzunehmen, wozu vor Beginn der Bearbeitung die Auf-
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gabenstellung geklärt werden sollte. Die zweithäugste Kategorie von Hinweisen betrit die
Identikation der korrekten Ausgangselemente. Daneben verursacht der Begri der inneren
Klassen trotz Überarbeitung Schwierigkeiten, genauso wie die Beschreibung, ob diese auch
Zielelemente enthalten können oder nicht. Bei den Aufgaben mit rekursiv auszuwählenden
Ausgangselementen konnte zudem fünfmal beobachtet werden, wie Probanden verschiedene
Bearbeitungsstrategien verfolgten (Setzt Hilfsmarkierung um Paket und entfernt sie wieder).
Daraus leitet sich eine weitere Überarbeitung der Formulierung der Aufgabenstellung ab, wie
auch fünf Probanden als Verbesserungsmöglichkeit bei der Beurteilung angeben. Dazu werden
die Aufgabenbeschreibungen in die folgenden drei Schritte entsprechend dem Aufgabenmuster
unterteilt (Abschnitt 7.4):
• Identikation der Ausgangselemente
• Identikation der verbundenen Elemente
• Markierung der Zielelemente unter Berücksichtigung der Einschränkungen
Zudem sollten die Unterscheidung nach einfachen und inneren Klassen sowie Rekursion für
die Aufgabenstellungen vermieden werden. Entsprechend der Erkenntnisse der Auswertung
wird Aufgabe 4 zudem aus dem Fragenkatalog ausgeschlossen.
9.8.5 Bedrohung der Validität
Wie für die Studie EarlyBird gelten auch in dieser Studie die generell formulierten Bedro-
hungen der Validität aus dem Abschnitt 7.10 der Studienplanung. Durch den Aufbau der
Studie als Between-Subject-Design wurden die Varianten zufällig den Probanden zugeordnet.
Dadurch entstand eine ungleiche Verteilung von weiblichen und männlichen Probanden, die
eine Bedrohung der internen Validität darstellt. Beiden weiblichen Probanden wurde zufällig
die Variante 2 zugeordnet, da durch den quasiexperimentellen Evaluationsansatz eine Ver-
teilung des Geschlechts im Vorfeld nicht bekannt war (Abschnitt 6.5.5). Eine Bedrohung der
internen Validität ist somit nicht auszuschlieÿen, wobei keinerlei Erkenntnisse zum Einuss
des Geschlechts bei der Evaluierung von Softwarevisualisierungen vorliegen.
Die Reihenfolge der Aufgaben pro Proband wurde zufällig bestimmt, womit der Einuss eines
möglichen Lerneekts so gering wie möglich gehalten wird. Zusätzlich wurden vier Einfüh-
rungsaufgaben vor der eigentlichen Messung bearbeitet, auf die der gröÿte Teil des Lerneekts
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entfallen sollte. Da alle Aufgaben aber einem einheitlichen Muster folgen, kann nicht vollstän-
dig ausgeschlossen werden, dass der Lerneekt dennoch die interne Validität gefährdet.
Um die Messungen während der Bearbeitung der Aufgaben nicht zu verzerren, wurde noch
einmal explizit vom Experimentator darauf hingewiesen, dass während der Bearbeitung der
Aufgaben eine Messung der Zeit und Fehler erfolgt. Der Proband wurde ebenfalls dazu an-
gehalten, möglichst zügig und korrekt die Aufgabe zu bearbeiten, ohne zwischendurch etwas
auszuprobieren oder noch einmal nachzulesen. Nur in Ausnahmefällen sollten Fragen an den
Experimentator gestellt werden, wobei beim Lesen der Fragestellung bereits die meisten Ver-
ständnisfragen gestellt wurden. Bei der Gefahr, die Aufgabenbearbeitung völlig durcheinander
zu bringen, beispielsweise durch die Selektion eines falschen Ausgangselements, musste der Ex-
perimentator jedoch hinweisend eingreifen. Diese Kommunikation mit dem Experimentator
während der Aufgabenbearbeitung kann zu einer möglichen Verzerrung der Messungen führen
und somit auch die interne Validität gefährden.
Speziell für die Auswertung der Markierungszeit in dieser Studie gilt die Einschränkung auf ein
Signikanzniveau von 0,1 in der Kategorie nicht navigiert. Andernfalls hätte die Nullhypothese
zum üblichen Signikanzniveau von 0,05 knapp nicht abgelehnt werden müssen, womit von
keinem Unterschied zwischen den Varianten ausgegangen werden müsste. Diese Einschränkung
des Signikanzniveaus stellt somit eine Bedrohung der internen Validität des Ergebnisses in
dieser Kategorie dar.
Eine weitere Bedrohung der internen Validität stellen die nicht ausreichend berücksichtigten
Kosten für die Navigation dar (Abschnitt 9.8.2). Wie in der Diskussion beschrieben, können
diese einen erheblichen Einuss auf die Akzeptanz nehmen und sollten somit selbst eingehend
evaluiert werden.
In der Beurteilung der Elemente der Benutzungsschnittstelle existiert keine Antwortalterna-
tive dafür, dass das Element nicht genutzt wird oder nicht bekannt ist. Dies kann zu einer
Verzerrung der Aussagekraft führen, da in diesem Fall der Proband zur obligatorischen Be-
antwortung möglicherweise einfach neutral oder gut ausgewählt hat. Diese Antwortalternative
muss in den folgenden Fragebögen ergänzt werden, da andernfalls neben einer Verzerrung auch
nicht erkannt werden kann, welche Elemente genutzt wurden.
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9.9 Ergebnis
Die Studie zeigt unter den diskutierten Einschränkungen, dass die untersuchten Varianten
zur interaktiven Darstellung einen Einuss auf die Eektivität und die Ezienz bei der Auf-
gabenbearbeitung haben. Der Vergleich der Markierungszeiten ergibt, dass höhere Interakti-
onskosten auch zu höheren Markierungszeiten führen, womit die erste Forschungshypothese
der Studie belegt werden kann. Eine höhere Fehlerzahl aufgrund von höheren Interaktions-
kosten kann dagegen nur in der Kategorie Zielelemente nicht markiert statistisch signikant
belegt werden, womit die zweite Forschungshypothese der Studie zumindest teilweise bestätigt
werden kann.
Bei der Untersuchung zeigte sich auch, dass die Stärken und Schwächen der Varianten und
somit auch die damit verbundenen Interaktionskosten eine Abhängigkeit zur Navigation be-
sitzen. Entsprechend kann ein Einuss auf die Eektivität und Ezienz unterstellt werden,
welcher aber in dieser Studie nicht direkt untersucht wurde. Wie die Auswertung zeigt, exis-
tieren mehrere Probleme bei den Interaktionstechniken zur Navigation, die zu erhöhten In-
teraktionskosten führen und in Folge auch die Ablehnung von Techniken verursachen können,
wie dies beim Verschieben des Bildausschnitts unterstellt werden kann. Aus diesem Grund
kann auch die am besten abschneidende Variante 1 (Transparenz) nur eingeschränkt als fa-
vorisierte Variante der Studie gewertet werden. Auch die Bewertungen der Vorgängervariante
A (Transparenz) der Studie EarlyBird lassen die Vermutung aufstellen, dass noch andere
Einussfaktoren auf die Eektivität und Ezienz existieren.
Die diskutierten Einschränkungen und Probleme bei der Erhebung und Auswertung der quan-
titativen Messdaten zeigen zudem, wie herausfordernd es ist, quantitative Methoden bei der
Evaluation von Softwarevisualisierungen einzusetzen. Der in dieser Studie zuvor nicht erwar-
tete und somit nicht berücksichtigte Einussfaktor der Navigation kann zudem die Ergebnisse
zumindest in Frage stellen, womit auch der verhältnismäÿig hohe Aufwand für den Einsatz
der quantitativen Methoden nicht gerechtfertigt erscheint. Für die weitere Untersuchung der
Abhängigkeit zur interaktiven Beziehungsdarstellung sollte daher zunächst die Navigation in
einer eigenen Studie evaluiert werden, bevor weitere Untersuchungen zur interaktiven Dar-




In den Studien EarlyBird und LateWorm wurde der Einuss der interaktiven Beziehungsdar-
stellung auf die Nutzerakzeptanz auf Basis von Interaktionskosten untersucht. Dabei wurde
einerseits eine Abhängigkeit zwischen der Navigation und der interaktiven Darstellung von
Beziehungen identiziert. Andererseits zeigte sich, dass bei den verwendeten Interaktions-
techniken zur Navigation Interaktionskosten entstehen, die einen negativen Einuss auf die
Nutzerakzeptanz besitzen. Daher stellt sich für diese Studie die folgende zu untersuchende
Frage:
Wie sollte die Navigation in einer Softwarevisualisierung gestaltet sein, um das Be-
arbeiten von Aufgaben zur Abhängigkeitsanalyse mit einer interaktiven Darstellung
von Beziehungen zu unterstützen?
Daraus leitet sich die explorativ zu untersuchende Forschungshypothese ab, dass
eine Navigationsvariante existiert, die den Erwartungen und Einschätzungen der
Mehrzahl der Probanden nach geeignet ist, die Aufgabenbearbeitung zu unterstützen.
Zur Beantwortung dieser Frage wird in dieser Studie zum einen die Erwartungshaltung der
Probanden zur Navigation in einer Softwarevisualisierung erfasst. Zum anderen werden mehre-
re Varianten vorgestellt und die Einschätzung der Probanden zur Eignung bei der Bearbeitung
von Aufgaben zur Abhängigkeitsanalyse erfasst. Dabei sollen auch die Interaktionskosten er-
gründet werden, die den Einschätzungen und Erwartungen zur Navigation zugrunde liegen und
in den vorgestellten Varianten einer Akzeptanz entgegenwirken. Auf Basis der Erkenntnisse
sollen anschlieÿend gemäÿ dem Evaluationsansatz (Abschnitt 6.4.1) neue Varianten abgeleitet,
implementiert und wiederum untersucht werden, um so eine von der Mehrheit der Probanden
favorisierte Variante identizieren zu können. Ebenfalls sollen auch in dieser Studie Weiter-




Die Studie LazyDog umfasst die drei folgenden Iterationen mit insgesamt 19 Probanden im
Zeitraum vom 01.07.2016 bis zum 19.07.2016:
• Iteration 1 vom 01.07.2016 bis zum 07.07.2016 mit sechs Probanden
 Eine kleine Änderung des Ablaufs zur Reduktion des Umfangs
• Iteration 2 vom 07.07.2016 bis zum 08.07.2016 mit fünf Probanden
 Ein Änderung im Ablauf bei der Beurteilung der Varianten
 Einige Anpassungen im Fragebogen und eine Fehlerkorrektur im Prototyp
• Iteration 3 vom 12.07.2016 bis zum 19.07.2016 mit acht Probanden
 Eine Navigationsvariante wird aus der Untersuchung entfernt
 Eine Navigationsvariante wird in die Untersuchung aufgenommen
 Geringe Fehlerkorrekturen am Prototyp
10.3 Untersuchungsvarianten
10.3.1 Darstellung
Die in den Studien EarlyBird und LateWorm verwendete zweidimensionale Darstellung der
Recursive-Disk -Metapher wird in dieser Studie durch eine dreidimensionale Darstellung der
City-Floors-Metapher ersetzt. Diese wurde bereits im Abschnitt 3.3.2 vorgestellt und ist in
Abbildung 49 noch einmal dargestellt. Der Wechsel wird mit den noch gröÿeren Anforde-
rungen zur Navigation in einer dreidimensionalen Darstellung begründet. Auch in der bisher
verwendeten zweidimensionalen Recusive-Disk -Metapher ist es möglich, die dritte Dimension
für die Darstellung weiterer Informationen zu nutzen. Somit lassen sich auch die bisherigen
Erkenntnisse zur Interaktion unter bestimmten Einschränkungen übertragen, welche in der fol-
genden Beschreibung der Untersuchungsvarianten berücksichtigt werden. Entsprechend dem
von Baum et al. (2016) vorgestellten Ansatz kann dieser Wechsel aber auch als eine weitere
Iteration zur Weiterentwicklung der gesamten Visualisierung gesehen werden (Abschnitt 6.4).
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Abbildung 49: LazyDog  Metapher City-Floors
10.3.2 Interaktive Beziehungsdarstellung
Die interaktive Darstellung von Beziehungen wird über Verbindungslinien abgebildet, die in
den Mittelpunkten der Ausgangs- und Zielelemente beginnen beziehungsweise enden (Abbil-
dung 49). Entgegen den Erkenntnissen aus den beiden bisherigen Studien mit zweidimensio-
nalen Darstellungen wird dabei auf den Einsatz von Transparenz verzichtet. Der Grund dafür
ist, dass sich die Transparenz in einer dreidimensionalen Darstellung anders auswirkt. Neben
der optischen Hervorhebung der Darstellungselemente durch das Verblassen der übrigen Ele-
mente kommt als zweiter Eekt dazu, dass auch Darstellungselemente erkannt werden können,
die aus der aktuellen Perspektive eigentlich von anderen Elementen verdeckt wären. Dieser
zweite Eekt wurde in den beiden bisherigen Studien jedoch aufgrund der zweidimensionalen
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Darstellung nicht untersucht und würde somit einen weiteren möglichen Einussfaktor für
diese Studie darstellen. Zudem wird durch die mögliche Verdeckung von Darstellungselemen-
ten der Proband zusätzlich motiviert, mehr zu navigieren, was auch dem Fokus der Studie
entspricht. Daher werden stattdessen die Zielelemente zur ausschlieÿlichen visuellen Unter-
stützung schwarz eingefärbt, womit sie sich ebenfalls deutlich von den anderen Elementen
der Darstellung unterscheiden (Abbildung 49). Dadurch entsteht ebenfalls ein Eekt der op-
tischen Hervorhebung, wie er auch durch das Verblassen der übrigen Elemente in den beiden
vorherigen Studien erreicht wurde.
10.3.3 Selektion und Markierung
Die Selektion verbundener Elemente erfolgt analog zu den beiden bisherigen Studien. Das
Markieren mit der rechten Maustaste wird aufgrund des ermittelten Problems der Verwechs-
lung mit dem Selektieren stattdessen nur bei gleichzeitig gedrückter Leertaste ermöglicht
(Abschnitt 9.8.3). Dadurch soll sich der Proband einfacher auf die Planung und Ausführung
der Aktionen konzentrieren können, wodurch die Verwechslungen und somit auch die Kosten
geringer ausfallen sollten.
10.3.4 Navigationsvarianten
Die ersten drei der insgesamt vier verwendeten Navigationsvarianten entstammen demX3DOM -
Framework des Prototyps und sind per Maus zu steuern (Abschnitt 7.3.2). Die Implementie-
rungen der drei Varianten des X3DOM -Framework enthalten eine gemeinsame Schwäche. Bei
der mehrmaligen Rotation um die x- und die y-Achse erfolgt auch eine kleine Rotation um
die z-Achse, die sich zu einer deutlichen Verdrehung des dargestellten Modells um die z-Achse
aufsummiert. Zur Korrektur kann die Perspektive über die Taste U auf den Nullpunkt der
z-Achse zurückgedreht werden, was auch im Tutorial erklärt wird.
Die vierte Variante zur Navigation wird sowohl über die Maus als auch über die Tastatur
gesteuert und ist speziell für diese Studie entwickelt worden. Die Variante nutzt dazu die tech-
nische Grundlage des X3DOM -Frameworks und ist als Controller der Benutzungsschnittstelle
in JavaScript implementiert (7.3).
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Variante Explore
Die Variante Explore (in X3DOM Examine genannt) bietet eine Navigation fokussiert auf das
dargestellte Modell (Abschnitt 4.4). Tabelle 25 listet die Interaktionstechniken zur Navigation
und die dafür nötigen Aktionen auf.
Interaktionstechnik Aktionen
X/Y-Rotation um Zentrum Mausbewegung bei gedrückter linker Maustaste
Rotationszentrum setzen Doppelklick mit linker Maustaste auf Element
X/Y-Verschieben der Kamera Mausbewegung bei gedrücktem Mausrad
Zoom gestuft Mausraddrehung
Zoom stufenlos Mausbewegung bei gedrückter rechter Maustaste
Tabelle 25: LazyDog  Navigationsvariante Explore
Variante Fly
Die Variante Fly stellt im Gegensatz zur Variante Explore eine Navigation mit Kamerafokus
dar (Abschnitt 4.4). Die Tabelle 26 zeigt die beiden Interaktionstechniken mit den benötigten
Aktionen.
Interaktionstechnik Aktionen
Zoom stufenlos Gedrückte linke/rechte Maustaste
X/Y-Rotation der Kamera kontinuierlich Mausbewegung bei gedrückter linker/rechter
Maustaste
Tabelle 26: LazyDog  Navigationsvariante Fly
Die Kamerarotation erfolgt bei gleichzeitigem Zoom kontinuierlich in die Richtung des Vektors
zwischen dem Punkt, der zum Starten des Zooms gewählt wurde und demjenigen, der durch
die anschlieÿende Mausbewegung erreicht wird. Dabei ist die Geschwindigkeit der Rotation
umso gröÿer, je gröÿer der Betrag dieses Vektors ist, womit eine Flugbewegung simuliert
wird. Auÿer dieser kombinierten Navigationsmöglichkeit aus Zoom und Rotations ist kein
Verschieben des Bildausschnitts möglich.
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Variante LookAt
Die Variante LookAt fokussiert sich auf die Elemente des dargestellten Modells und enthält
die in Tabelle 27 dargestellten Interaktionstechniken. Der Zoom erfolgt dabei stets auf ein
mit der Maus ausgewähltes Element hin oder von diesem weg. Die Geschwindigkeit der Ka-
merarotation ist analog der Variante Fly in Abhängigkeit der Mauszeigerposition gestaltet.
Interaktionstechnik Aktionen
Zoom gestuft Mausklick links/rechts auf Element
X/Y-Rotation der Kamera kontinuierlich Mausbewegung bei gedrückter linker Maustaste
Tabelle 27: LazyDog  Navigationsvariante LookAt
Variante Game-WASD
Die Variante Game-WASD nutzt im Gegensatz zu den drei anderen Varianten die Tastatur
zur Navigation. Sie ist der Navigation in dreidimensionalen Computerspielen nachempfun-
den, bei der aus Ego-Perspektive eines virtuellen Avatars navigiert wird. Tabelle 28 zeigt die
Interaktionstechniken zur Navigation. Durch die Möglichkeit, die Kamera gleichzeitig zu ver-
Interaktionstechnik Aktionen
X/Z-Verschiebung der Kamera Tastaturtasten A, D / W, S
X/Y-Rotation der Kamera Mausbewegung bei gedrückter linker Maustaste
Tabelle 28: LazyDog  Navigationsvariante Game-WASD
schieben und zu rotieren, wird die Bewegung des virtuellen Avatars in der dreidimensionalen
Welt simuliert. Dabei schwebt dieser ohne den Einuss von Gravitation und kann auch nicht
mit den Darstellungselementen kollidieren.
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10.4 Aufgaben
Die Aufgaben wurden für die neue Datengrundlage ndbugs (Abschnitt 7.2) unter Berück-
sichtigung der Erkenntnisse aus der Studie LateWorm (Abschnitt 9.8.4) und mit dem Fokus
auf die Exploration der Navigation erstellt. Dabei wurde das bisher verwendete Muster (Ab-
schnitt 7.4) beibehalten. Folgendes Beispiel zeigt die Aufteilung der Aufgaben in die drei Teile
Ausgangselement, verbundene Elemente und Zielelemente:
Ausgangspunkt ist die Methode edu.umd.cs.ndbugs.Plugin.getPluginId().
Suche alle von ihr aufgerufenen Methoden und Attribute.
Markiere alle Attribute und alle Methoden, die keine Getter oder Setter sind!
10.5 Ablauf
Die Studie LazyDog ist als Within-Subject-Design entworfen und besteht aus fünf Schritten
exklusive der Begrüÿung und der Verabschiedung (Abschnitt 7.6). Der im Folgenden beschrie-
bene Ablauf weist die vorgenommenen Änderungen je Iteration entsprechend aus:
1. Der Proband füllt einen Fragebogen zu seinen Eigenschaften aus.
2. Der Proband absolviert das aus mehreren Einzelschritten bestehende Tutorial am Pro-
totyp. Es werden dabei keine Navigationsmöglichkeiten vorgestellt, sondern vorausge-
wählte Ausschnitte der Visualisierung zur Verfügung gestellt.
3. Erhebung der Erwartungshaltung zur Navigation in verschiedenen Situationen, die tex-
tuell beschrieben werden.
Bis Proband 5: Proband füllt Fragebogen selbst aus.
Ab Proband 6: Experimentator führt mit dem Probanden ein Interview anhand des
Fragebogens und füllt diesen selbst aus.
4. Test aller drei Varianten
Bis Iteration 3: Explore, Fly und LookAt
Ab Iteration 3: Explore, LookAt und Game-WASD
• Der Proband liest eine Beschreibung der Variante.
• Der Proband testet die Variante ohne Aufgabe, maximal drei Minuten lang.
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• Der Proband bearbeitet eine Aufgabe (Proband 1 und 2 zwei Aufgaben) in ma-
ximal drei Minuten je Aufgabe, weitestgehend ohne den Experimentator dabei zu
befragen.
• Ab Iteration 2: Der Proband füllt einen Fragebogen zur Beurteilung der Variante
aus.
5. Der Proband füllt die folgenden Fragebögen aus:
• (Nur Iteration 1) Beurteilung der drei vorgestellten Varianten
• Vergleich der drei vorgestellten Varianten
• Vergleich der Erwartungshaltung zu den vorgestellten Varianten
• Beurteilung der Benutzungsschnittstelle, der Aufgaben und des Prototyps allge-
mein
Wenn nicht anders angegeben, gibt es bei den Schritten kein Zeitlimit und die Probanden
dürfen den Experimentator währenddessen befragen.
10.6 Datenerhebung
Die Methoden zur Datenerhebung wurden bereits im Abschnitt 7.7 Studienplanung vorge-
stellt. Für die Studie LazyDog werden die folgenden Daten erhoben:
• Stichprobeneigenschaften aus der Selbsteinschätzung der Probanden in dem Fragebogen
• Erwartungshaltung zur Navigation aus dem Fragebogen
• Beurteilung und Bewertung der Untersuchungsvarianten aus dem Fragebogen
• Vergleich der Erwartungshaltung zu den Untersuchungsvarianten aus dem Fragebogen
• Beurteilung der Benutzungsschnittstelle, der Aufgaben und des Prototyps aus dem Fra-
gebogen
• Anmerkungen, Beobachtungen und Hinweise während der Bearbeitung von Aufgaben




Von den insgesamt 19 Probanden wird der erste vollständig von der Auswertung ausgeschlos-
sen, da bei der Durchführung Probleme im Ablauf entstanden und der Fragebogen unvoll-
ständig und teilweise fehlerhaft ausgefüllt wurde. Tabelle 29 zeigt die Eigenschaften der ver-
bliebenen 18 Probanden im Überblick. Das hauptsächlich genutzte Betriebssystem wurde erst
ab der Iteration 2 erfragt und wird somit nur von 13 der 18 Probanden benannt.
Eigenschaften Werte
Anzahl und Geschlecht Probanden 18, Männer 15, Frauen 3
Alter in Jahren Durchschnitt 23, Minimum 20, Maximum 31
Relevante Behinderungen Sehschwäche 8, kein räumliches Sehen 1, far-
benblind 0
Höchster Abschluss Hochschulreife 17, Bachelor 1
Bekanntheit Softwarevisualisierung genutzt 2, bekannt 1, Studienteilnahme 3
Mitarbeiter Universität Hilfskräfte 4
Bevorzugtes Betriebssystem Windows 6, macOS 4, Linux 3, Nicht gefragt
5
Tabelle 29: LazyDog  Übersicht Stichprobe
Die Selbsteinschätzung zu den Fähigkeiten im Bereich Softwareentwicklung zeigt die Abbil-
dung 50. Abbildung 51 zeigt die Nutzung verschiedener Softwarearten durch die Probanden.
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Abbildung 50: LazyDog  Erfahrung Softwareentwicklung
(a) Wie lange haben Sie schon Erfahrung in der Softwarentwicklung?
(b) Wie schätzen Sie Ihre Fähigkeiten in der Softwareentwicklung ein?
(c) Wo haben Sie bereits Erfahrung in der Softwareentwicklung gesammelt?




Für die Auswertung der Erwartungshaltung werden die ersten vier Probanden der Iteration 1
ausgeschlossen, da sie keine Erwartungshaltung speziell zur Navigation notiert haben. Statt-
dessen beschrieben sie eine allgemeine Erwartung an den Prototypen, was auf eine Unschär-
fe in der Fragestellung schlieÿen lässt. In Folge wurde die Erwartungshaltung als Interview
geführt und die Antworten der Probanden vom Experimentator im Fragebogen festgehalten.
Ein Proband der Iteration 2 beschreibt eine grundlegend andere Erwartungshaltung, ohne eine
Steuerung getrennt nach Maus und Tastatur und den resultierenden Änderungen der Perspek-
tive zu beschreiben. Vielmehr erwartet er eine Menge von vordenierten Sichten mit geringen
Freiheitsgraden zur Steuerung. Da entsprechend der Forschungshypothese aber eine Naviga-
tionsvariante gefunden werden soll, die der Mehrzahl der Probanden nach geeignet ist, wird
diese Erwartungshaltung aufgrund fehlender Vergleichbarkeit von der weiteren Auswertung
ausgeschlossen. Somit verbleiben noch dreizehn Probanden für eine gemeinsame Auswertung
der Erwartungshaltung.
Aufsuchen von Elementen
Die erste Frage zur Erwartungshaltung beschreibt das Szenario des Aufsuchens eines Elements,
dessen Bezeichner nicht bekannt ist. Ein Proband beschreibt dabei gleich zwei verschiedene
Erwartungshaltungen, wodurch sich in Folge vierzehn statt dreizehn Erwartungshaltungen
für das Aufsuchen von Elementen ergeben. Nach der ersten Sichtung werden die Erwartungs-
haltungen im Folgenden getrennt nach den beiden grundlegenden Navigationsmöglichkeiten
Verschieben und Rotieren betrachtet (Abschnitt 4.4). Die Tabellen 30 und 31 zeigen die aus
den Aussagen der jeweiligen Gruppe gebildeten Kategoriensysteme. Bei der Rotation wird
keine Unterscheidung zwischen einer Drehung um die x- oder y-Achse vorgenommen, da sich
alle Aussagen entweder auf beide Achsen bezogen oder keine bestimmte Achse genannt wurde.
Auch kann in den Fällen der unbestimmten Achsen davon ausgegangen werden, dass nicht
eine Drehung um die z-Achse gemeint war, da kein Proband diese explizit erwartet hat und sie
zudem auch eine eher ungewöhnliche seitliche Drehung des ansonsten aufrecht ausgerichteten




5 Pfeiltasten/WASD-Tasten mit Pfeiltasten/WASD/rechte Maustaste navigieren
nach links, rechts, vor, zurück
4 Linke Maustaste Alternativ mit linker Maustaste und Mausbwegeung
vor/zurück/links/rechts
2 Rechte Maustaste Maus Rechtsklick und Bewegung links/rechts
oben/unten führt zu links/rechts rein/raus Ver-
schiebung
Zoom/z-Achse
10 Mausrad Rauszoomen per Mausrad
6 Pfeiltasten/WASD-Tasten Pfeiltasten für Vorne/Hinten Links/Rechts
2 Plus-/Minus-Tasten Mausrad/Tasten(+/-) zum Zoomen
2 Linke Maustaste Linksklick und Bewegung für Verschieben der Kamera
nach links/rechts rein/raus
2 Rechte Maustaste Mit Pfeiltasten/WASD/rechte Maustaste navigieren
nach links, rechts, vor, zurück
2 y-Achse linke Maustaste Strg + Mausklick + Bewegung führt zu Links/Rechts
Oben/Unten
3 Modus-Taste Bei Strg gedrückt:
2 Zoom auf Mausposition Zoom auf Mausposition
2 Modell greifen links/rechts Verschieben mittels grab




3 Mittlere Maustaste Mittlere Maustaste und Bewegung oben/unten
Drehung um die X Achse
4 Linke Maustaste Mit linker Maustaste um Zentrum (z.B. selek-
tiertes Element) drehen um x- und y-Achste
2 Rechte Maustaste Mit Mausklick (eher rechts) und Bewegung dre-
hen um Punkt der Selektion
Rotationspunkt
9 Rotationszentrum Mit linker Maustaste Rotation um Zentrum des
Elements im Fokus der Maus
3 Kamera Mausbewegung und linke Maustaste für Kamera
x-/y-Achse
2 Undeniert Alt + Mausklick + Bewegung - Drehung x-/y-
Achse
5 Rotation um Mausposition Rotation erfolgt um Punkt der Maus (teilweise
stattdessen um selektiertes Element)
2 Modus-Taste Alt + Mausklick + Bewegung -> Drehung x-/y-
Achse
Tabelle 31: LazyDog  Erwartungshaltung Aufsuchen durch Rotation
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Navigation zu verbundenen Elementen
In der zweiten Frage zur Erwartungshaltung soll ermittelt werden, wie ein Proband von einem
bereits angesteuerten Element zu einem in Verbindung stehenden gelangen will. Tabelle 32
zeigt das zugehörige Kategoriensystem.
n Kategorie Ankerbeispiel
13 Animierter Flug zum Element Klick auf Verbinder führt zu animiertem
Wechsel zu Zielelement
10 Element über Linie selektieren Klick auf Verbinder Flug zum Zielelement
6 Element aus Liste auswählen Zusätzliche Liste aller verbundenen Elemente
mit Ordnungskriterien
2 Iterieren über Elemente Möglichkeit der Iteration vor und zurück, um
zu anderen Elementen zu gelangen, durch
Schaltächen vor und zurück
Tabelle 32: LazyDog  Erwartungshaltung Aufsuchen verbundenes Element
Bewahrung der Übersicht
Bei der Frage, wie der Proband aus einer fokussierten Elementansicht zurück zur Übersicht
gelangen will, beschreibt ein Proband nur die bisherige Navigation zum Aufsuchen von Ele-
menten oder verbundenen Elementen. Das aus den Antworten der übrigen zwölf Probanden
gebildete Kategoriensystem ist in Tabelle 33 dargestellt.
n Kategorie Ankerbeispiel
9 Interaktive verkleinerte Übersichtskarte Minimap grob in Vogelperspektive bei Be-
darf einblenden mit optionalem Sprung
auf Bereich aus Vogelperspektive
2 Auswählen vordenierter Perspektiven Übersichtliche Blickwinkel (schräg von
oben) per Tasten auswählen
2 Farbliche Unterscheidung von Bereichen Farbliche Unterscheidung der einzelnen
Bereiche
Tabelle 33: LazyDog  Erwartungshaltung Übersicht bewahren
188
Ergänzungen
Auf die Frage nach weiteren Ergänzungen zur Navigation ergaben sich bis auf die folgenden
zwei Aussagen nur Einzelnennungen, die nicht weiter berücksichtigt werden:
• Zoom auf ausgewähltes Element
• Filtermöglichkeiten zur Suche von Elementen
10.7.3 Varianten
Bewertung
Zum direkten Vergleich der drei vorgestellten Navigationsvarianten bewerten die Probanden
deren Eignung sowohl in der Kategorie Allgemein als auch in den drei Kategorien der Fragen
zur Erwartungshaltung Aufsuchen, Verbunden, Übersicht auf einer Skala von 1 (sehr gut ge-
eignet) bis 5 (sehr schlecht geeignet). Tabelle 34 zeigt die ermittelten Werte für den Median
zu Kategorie und Variante. Aufgrund gerader Anzahl von Bewertungen wird der Mittelwert
aus den beiden der Mitte am nächsten liegenden Werte erstellt. Zusätzlich wird die Anzahl
der abgegebenen Bewertungen angegeben, da nicht jede Variante in jeder Iteration vorgestellt
wurde. Die Wertung eines Probanden in der Kategorie Aufsuchen musste ausgeschlossen wer-
den, da dieser nur eine der drei vorgestellten Varianten bewertete.
Abgegebene Variante Kategorie Kategorie Kategorie Kategorie
Bewertungen Allgemein Aufsuchen Verbunden Übersicht
18 Explore 3 3 3 3
10 Fly 3,5 4 3 4
18 LookAt 3 3 3 3
8 Game-WASD 2 3 3 2
Tabelle 34: LazyDog  Bewertung der Varianten
Beurteilung
Für die Auswertung der Beurteilungen der einzelnen Varianten werden die Aussagen zu den
drei Fragen in die Gruppen Positiv, Negativ und Vorschlag unterteilt (Abschnitt 7.9.1). Nach
einer ersten Sichtung der pro Gruppe abgeleiteten Kategorien werden diese dann für ein
gemeinsames Kategoriensystem überarbeitet. Die Zuordnung der Aussagen zu den Gruppen
bleibt dabei im Kategoriensystem erhalten und wird im Folgenden mit angegeben.
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Variante Explore
In der Variante Explore ergibt sich so aus den Aussagen von 18 Probanden eine Einteilung
in 15 positive Aussagen, 16 negative Aussagen und 15 Weiterentwicklungsvorschläge. Die
Tabellen 35, 36 und 37 zeigen die zugehörigen Kategoriensysteme getrennt nach positiven
und negativen Aussagen sowie den Vorschlägen zur Weiterentwicklung. Die erste Spalte n
gibt die Häugkeit der Kategorie an, wie sie aus den Aussagen ermittelt werden konnte.
n Kategorie Ankerbeispiel
6 Zoom intuitiv Intuitives Zoomen per Mausrad
5 Fokus auf Element setzen Doppelklick zum Anvisieren des ausgewählten Objektes
3 Bewahren der Übersicht Übersicht lässt sich durch den Zoom leichter bewahren
2 Modellrotation Man dreht sich immer um ein ausgewähltes Zentrum,
was die Übersicht bewahrt
2 Mausbasierte Navigation Steuerung ist komplett über Maus möglich
2 Freie Navigation Sehr viele Wahlmöglichkeiten des Ansichtwechsels
Tabelle 35: LazyDog  Beurteilung Variante Explore positiv
n Kategorie Ankerbeispiel
7 Modellrotation Man kommt sehr schnell in Schräglage
5 Nicht intuitiv Einarbeitungszeit wird benötigt
4 Tastenbelegung ungünstig die linke Maustaste sollte nicht für das Kippen verwen-
det werden, Mausrad drücken zum Verschieben hat mir
nicht geholfen
2 Mausrad invertiert Kontrolle des Zooms mit Mausrad war entgegengesetzt
zu meiner Intuition
Tabelle 36: LazyDog  Beurteilung Variante Explore negativ
n Kategorie Ankerbeispiel
4 Rotation beschränken Kippen auf bestimmten Sichtwinkel beschränken
4 Mausrad invertieren Mausradrichtung für Zoom umdrehen/vertauschen
Tabelle 37: LazyDog  Beurteilung Variante Explore Vorschläge
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Variante Fly
Die Einteilung der Aussagen der zehn Probanden aus Iteration 1 und 2 ergibt acht positive
Aussagen, zehn negative Aussagen und neun Vorschläge. Die daraus abgeleiteten Kategorien-
systeme sind in den Tabellen 38, 39 und 40 dargestellt.
n Kategorie Ankerbeispiel
5 Flugbewegung Rein- und Rausiegen im Flymodus hat mir deutlich
besser gefallen als das Heranzoomen im Exploremodus
2 Freie Navigation Sich nach vorne und hinten zu bewegen fühlt sich intui-
tiver an
2 Bewahren der Übersicht Schnell einen groÿen Überblick, man konnte in verschie-
dene Perspektiven wechseln
Tabelle 38: LazyDog  Beurteilung Variante Fly positiv
n Kategorie Ankerbeispiel
4 Rotation im Flug Keine Änderung des Blickwinkels auÿerhalb des Fluges
4 Präzision el schwer Genaue Arbeit (im Gegensatz zum Explore-Modus),
die Navigation zu einem bestimmten Element war oft
schwieriger
3 Schwierige Navigation Navigation war ein Chaos
Tabelle 39: LazyDog  Beurteilung Variante Fly negativ
n Kategorie Ankerbeispiel
4 Geschwindigkeit anpassbar Fluggeschwindigkeit anpassbar
3 Anderer Modus Fly Modus abschaen
2 Flug auf Element Bei Zentrierung sollte man Ziel direkt aniegen können,
egal aus welchem Winkel
2 Rotation ohne Flug Die Möglichkeit implementieren, den eigenen Blickwin-
kel zu ändern
Tabelle 40: LazyDog  Beurteilung Variante Fly Vorschläge
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Variante LookAt
Für die Variante LookAt ergeben die Antworten der 18 Probanden 16 positive Aussagen, 15
negative Aussagen und 14 Vorschläge. Die zugehörigen Kategoriensystem sind in den Tabellen
41, 42 und 43 dargestellt.
n Kategorie Ankerbeispiel
13 Fokus auf Element Navigation zu einzelnen Gebäuden recht einfach
2 Intuitiv Intuitive Bedienung
2 Rotation der Kamera Man konnte sich im Stand umgucken
Tabelle 41: LazyDog  Beurteilung Variante LookAt positiv
n Kategorie Ankerbeispiel
8 Rotation der Kamera Blickwinkeländerung ist nicht vom betrachteten Ob-
jekt abhängig, sondern vom Standort des Nutzers
4 Rotation Modell fehlt Kein Drehen der Stadt möglich und somit sehr
schwer, an einige Gebäude heranzukommen
Tabelle 42: LazyDog  Beurteilung Variante LookAt negativ
n Kategorie Ankerbeispiel
4 Rotation Modell ergänzen Bei gedrückter Maustaste sollte sich die Welt drehen,
nicht der Betrachter
3 Game-WASD-Variante Vorschlag Steuerung (ähnlich zu Computerspielen):
Die Bewegung der Kamera über WASD/Pfeiltasten,
Blickrichtung jeweils mit Maus. Also die Stadt dreht
sich nicht, sondern ich bewege mich durch die Stadt.
2 Rotation beschleunigen Geschwindigkeit des Blickwinkeländerns bei gedrück-
ter Maustaste erhöhen
2 Kombination Explore Hier könnte man Elemente aus dem Explore-Modus
übernehmen, um die Stadt besser drehen zu können
2 Zoom per Mausrad Zoomen mit Mausrad statt Maustasten
2 Rotation invertieren Vertauschen der Rotationsachsen
Tabelle 43: LazyDog  Beurteilung Variante LookAt Vorschläge
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Variante Game-WASD
Die Beurteilung der Variante Game-WASD aus Iteration 3, welche von acht Probanden ge-
testet wurde, ergibt acht positive Aussagen, sieben negative Aussagen und sechs Vorschläge.
Die Tabellen 44, 45 und 46 zeigen die zugehörigen Kategoriensysteme.
n Kategorie Ankerbeispiel
4 Intuitiv Sehr intuitiv
2 Einfach Einfache Navigation durch Firstperson-Steuerung
2 Verschieben per Tasten Bewegungssteuerung mittels Tasten
Tabelle 44: LazyDog  Beurteilung Variante Game-WASD positiv
n Kategorie Ankerbeispiel
2 Zoom nach Blickwinkel Blickwinkel muss bei Vorwärtsbewegung stimmen,
um in richtige Richtung zu iegen
2 Verschiebung y-Achse fehlt Fehlende Möglichkeit, in Ebene Y zu verschieben
2 Modell schief Schieage bei Navigation
Tabelle 45: LazyDog  Beurteilung Variante Game-WASD negativ
n Kategorie Ankerbeispiel
3 Bewegung auf Mauszeiger Automatischer Fokus auf Mausposition bei Bewe-
gung mit WASD
2 Verschiebung y-Achse ergänzen Zusätzliche Bewegung in der Y Ebene mit z.B. Tas-
ten
Tabelle 46: LazyDog  Beurteilung Variante Game-WASD Vorschläge
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10.7.4 Nachbesprechung
Für die Auswertung der Nachbesprechung zur Erwartungshaltung werden nur die Aussagen
der dreizehn Probanden berücksichtigt, die auch für die Auswertung der Erwartungshaltung
genutzt wurden (Abschnitt 10.7.2). In der ersten Frage sollte der Proband diejenigen Vari-
anten angeben, die seiner ursprünglich formulierten Erwartungshaltung entsprachen, wobei
Mehrfachnennungen möglich waren. Die Angaben der dreizehn Probanden sind in der Tabelle
47 dargestellt. Zusätzlich wird angegeben, wie viele Probanden diese Variante getestet haben.
Aus dieser Häugkeit und den Entsprechungen zur Erwartungshaltung ist in der letzten Spalte







Explore 13 6x 0,460
Fly 5 2x 0,400
LookAt 13 4x 0,300
Game-WASD 8 5x 0,625
Tabelle 47: LazyDog  Nachbesprechung Varianten zu Erwartungshaltung
etwas an seiner Erwartungshaltung ändern würde, gibt keiner eine Änderung an. Die Auswer-
tung zusätzlich vorgeschlagener Weiterentwicklungsmöglichkeiten ergab bis auf die folgenden
beiden Aussagen fast ausschlieÿlich Einzelnennungen, die nicht weiter berücksichtigt werden:
• Navigierbare Verbinder
• Höhenverstellung bei Variante Game-WASD
10.7.5 Beurteilung Prototyp
Benutzungsschnittstelle
Die Auswertung der Bewertung der Elemente der Benutzungsschnittstelle, die nicht die Na-
vigation betreen, erfolgt getrennt, einmal in den Iterationen 1 und 2 und einmal in der
Iteration 3. Grund ist ein Wechsel in der Skala für die Bewertung von schlecht, neutral, gut
und nicht genutzt aus den ersten beiden Iterationen zu einer Skala aus sehr schlecht, schlecht,
gut, sehr gut und nicht genutzt in der letzten Iteration, womit eine dierenzierte Bewertung
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angestrebt wurde. Die beiden Übersichten der Abbildungen 52 und 53 zeigen getrennt nach
dieser Einteilung die Bewertung der Elemente der Benutzungsschnittstelle.
Abbildung 52: LazyDog  Beurteilung Benutzungsschnittstelle Iteration 1 und 2
Abbildung 53: LazyDog  Beurteilung Benutzungsschnittstelle Iteration 3
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Die Auswertung der Weiterentwicklungsvorschläge für die Elemente der Benutzungsschnitt-
stelle ergibt das in Tabelle 48 dargestellte Kategoriensystem. Von den 18 berücksichtigten
Probanden nennen zwei keine Verbesserungsmöglichkeiten der Benutzungsschnittstelle.
n Kategorie Ankerbeispiel
5 Verbinder übersichtlicher darstellen Linien zu schwach
5 Navigationsmöglichkeiten erweitern Vorgefertigte Sichten
4 Verbundene Elemente besser hervorheben Farben der Hervorhebungen
3 Markieren ohne Leertaste Auswahl per Leertaste sehr unintuitiv
Tabelle 48: LazyDog  Verbesserungsvorschläge Benutzungsschnittstelle
Aufgaben
Durch die recht starke Vereinfachung der Aufgaben erfolgt keine weitere Auswertung der Auf-
gaben in dieser Studie, da eine korrekte Bearbeitung und Realitätsnähe für das Ziel der Studie
im Fokus stehen. Beide Punkte wurden zudem bereits in den vorherigen Studien beurteilt und
entsprechend verbessert.
Prototyp
Die Probanden schätzen den Prototyp auf einer Fünf-Punkt-Likert-Skala von sehr schlecht bis
sehr gut allgemein als gut ein, wobei er zwei Probanden sehr gut gefällt und ein Proband ihn
neutral beurteilt. Auf einer Fünf-Punkt-Likert-Skala von gar nicht hilfreich bis sehr hilfreich
fanden fast alle Probanden den Prototyp hilfreich bei der Bearbeitung der Aufgaben, drei
sogar sehr hilfreich. Zwei Probanden geben eine neutrale Einschätzung ab und ein Proband
ndet ihn wenig hilfreich. Bis auf die drei folgenden Ausnahmen bestehen die Weiterentwick-
lungsvorschläge des Prototypen aus Einzelnennungen, welche nicht weiter betrachtet werden:
• Navigation
• Viele Elemente übersichtlicher darstellen
• Farben der Elemente ändern
Die Kategorie Navigation sticht bei den Weiterentwicklungsvorschlägen neben fünf Nennungen
auch durch die Deutlichkeit der Aussagen heraus, wie folgendes Beispiel belegen soll: Die
gröÿten Probleme liegen für mich in der Navigation, da die einzelnen Navigationsmodi nicht
genügend Funktionalität besitzen, um diese leicht zu ermöglichen.
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10.7.6 Protokoll
Aus den protokollierten 29 Anmerkungen, 22 Beobachtungen und 16 Hinweisen werden drei
Kategoriensysteme abgeleitet, die den Tabellen 49, 50 und 51 dargestellt sind.
n Kategorie Ankerbeispiel
5 Rotation um z-Achse entfernen Kippen dreht auch um z-Achse
2 Zoom invertiert Zoom invertiert
2 Zoom auf Mausposition Zoompunkt zur Maus hin, nicht zum
Kameramittelpunkt
Tabelle 49: LazyDog  Auswertung Protokoll Anmerkungen
n Kategorie Ankerbeispiel
9 Fehler Modus per Tasteneingabe gewechselt
6 Konzentrationsschwächen Lässt sich viel Zeit, überlegt
4 Auällige Nutzung Versucht seitlich an die Stadt heranzu-
iegen, quasi Drehung, fällt schwer
Tabelle 50: LazyDog  Auswertung Protokoll Beobachtungen
n Kategorie Ankerbeispiel
7 Benutzungsschnittstelle erklärt Suchfeld nicht gefunden
5 Navigation Mittlere Maustaste für Verschieben
2 Aufgabenstellung erklärt Getter und Setter haben im Namen ein
get oder set





Die Erwartung der Probanden an die Navigation ergibt ein dierenziertes Bild, was schon
dadurch zum Ausdruck kommt, dass keine zwei übereinstimmenden Erwartungshaltungen ge-
nannt wurden. Bis auf eine Erwartungshaltung beschreiben zwar alle eine Navigation mittels
Verschieben und Rotieren, jedoch unterscheiden sie sich stark in den ausführenden Aktionen
und der Verwendung der Eingabegeräte. Somit kann auch keine von der Mehrheit der Pro-
banden erwartete Navigationsvariante bestimmt werden, wie sie in der Forschungshypothese
angenommen wurde. Im Folgenden soll dagegen eine Betrachtung der Gemeinsamkeiten der
Erwartungshaltungen getrennt nach Verschieben und Rotieren erfolgen, um daraus Varianten
für die weitere Untersuchung der Navigation ableiten zu können.
Verschieben
Fast alle Probanden erwarten eine Verschiebung der Kamera statt des Modells (Abschnitt
4.4). Eine Möglichkeit zur Verschiebung der Perspektive entlang der z-Achse wird von al-
len Probanden erwartet. Zudem erwarten zehn Probanden eine Möglichkeit zur Verschiebung
entlang der x-Achse. Für die Ausführung beider Verschiebungen ergeben sich dagegen zwei
voneinander getrennte Haltungen. Die eine Gruppe möchte für das Verschieben entlang der
z-Achse das Mausrad ähnlich einer Zoom-Funktion nutzen und für die x-Achse eine Mausbe-
wegung bei gedrückter Maustaste ausführen. Dabei werden sowohl die linke als auch die rechte
Maustaste ohne eindeutige Präferenz erwartet. In der anderen Gruppe soll das Verschieben
entlang beider Achsen stattdessen über Pfeiltasten der Tastatur erfolgen (Oben/Unten für
z-Achse, Links/Rechts für x-Achse). Alternativ werden für die Pfeiltasten die Tasten W, A, S
und D genannt, wie es auch bei Computerspielen zur Steuerung des Avatars nach vorn, links,
hinten und rechts genutzt wird. Nur vier Probanden erwarten ein Verschieben entlang der y-
Achse, was mit der Erwartung begründet werden kann, dass mittels Rotation eine Perspektive
der Draufsicht eingenommen werden kann und somit kein Verschieben entlange der y-Achse
nötig ist.
Rotieren
Bei der Rotation erwarten fast alle Probanden, dies mit einer Mausbewegung bei gedrückter
Maustaste um die x- und die y-Achse ausführen zu können. Eine Rotation um die z-Achse
erwartet dagegen kein Proband. Neun Probanden erwarten dabei eine Rotation um ein Zen-
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trum und nur drei stellen sich eine Kamerarotation vor. Eine bevorzugte Maustaste lässt sich
wie auch beim Verschieben nicht eindeutig aus den Erwartungen zur Rotation ableiten.
Situationsbedingte Navigation
Die Frage, wie zu verbundenen Elementen navigiert werden soll, ergibt, dass dies über die Se-
lektion von Verbindungslinien mit anschlieÿendem Flug zum verbundenen Element erfolgen
soll. Zur Bewahrung der Übersicht soll eine interaktive Minimap den aktuellen Ausschnitt im
Kontext des gesamten Modells einblenden und auch einen Wechsel zu einem anderen Aus-
schnitt ermöglichen. Beide Interaktionstechniken können unabhängig von der bisher beschrie-
benen Navigation eingesetzt werden und wurden daher von Buch (2017) separat evaluiert,
womit eine weitere Betrachtung in dieser Arbeit entfällt.
10.8.2 Varianten
Favorisierte Variante
Der Vergleich der Varianten durch die Probanden ergibt keinen eindeutigen Favoriten, was
sich auch in der Nachbesprechung zur Erwartungshaltung zeigt. Stattdessen weisen die Bewer-
tungen und die Beurteilungen der Probanden auf mehrere Weiterentwicklungsmöglichkeiten
hin. Einzig die Variante Game-WASD wurde sowohl in der Beurteilung als auch in der Nach-
besprechung leicht besser bewertet als die übrigen drei Varianten. Dies basiert jedoch lediglich
auf der Einschätzung von acht Probanden und ist daher noch kein ausreichender Nachweis für
die Existenz der gesuchten Variante der Forschungshypothese. Als neue, aus der Erwartungs-
haltung abgeleitete Variante ist sie zudem ein Beleg dafür, dass noch weitere Navigationsva-
rianten existieren können, die möglicherweise eine gröÿere Nutzerakzeptanz erzielen können
als durch Weiterentwicklung der bestehenden Varianten möglich wäre. Im Folgenden werden
daher die Stärken, die Schwächen und das Weiterentwicklungspotenzial der einzelnen Varian-
ten diskutiert, um Änderungen und neue Varianten anhand identizierter Interaktionskosten
ableiten zu können.
Variante Explore
Als die gröÿten Stärken der Variante Explore werden ihre Zoom-Funktion per Mausrad und
der Fokus der Rotation auf eine Element angesehen, was sowohl das Verschieben als auch das
Rotieren vereinfacht. Die dadurch ermöglichte freie Navigation erlaubt es, die Übersicht zu
bewahren und präzise den Ausschnitt des Interesses zu bestimmen. Bei der Zoom-Funktion
wird die Richtung des Zooms in Abhängigkeit der Mausradrichtung erneut von zwei Pro-
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banden bemängelt. Wie in der Studie LateWorm wird sie somit wieder von einem Teil der
Probanden genau entgegengesetzt erwartet. Entsprechend gehen für diese Probanden auch
Kosten zur Planung und Ausführung der Interaktionstechnik einher. Aus informellen Nach-
fragen nach Beendigung der Durchführung ergab sich die Vermutung, dass dies mit einem
unterschiedlichen Verhalten des Mausrads in den verschiedenen Betriebssystemen zusammen-
hängen könnte. In der Folge wurde das bevorzugte Betriebssystem im Fragebogen ab der
Iteration 2 zusätzlich erfasst (Abschnitt 10.7.1).
Eine klare Schwäche der Variante ist die bereits im Abschnitt 10.3.4 beschriebene ungewollte
Rotation um die z-Achse, welche Kosten bei der Erfassung des geänderten Zustands verur-
sacht und folglich einfach entfernt werden sollte. Auch die Tastenbelegung wird von mehreren
Probanden als ungünstig empfunden, was auf Kosten zur Bildung der physischen Aktionen
hindeutet. Auallend ist, dass kein Proband eine direkte Aussage zum Verschieben per mittler-
er Maustaste abgibt, womit  wie in der Studie LateWorm  davon ausgegangen werden kann,
dass dies nicht oft genutzt wurde. Anders als bei den anderen Studien wurde dazu allerdings
kein Log aufgezeichnet, was diese Vermutung hätte belegen können. Die Einschätzung der
Variante als wenig intuitiv könnte teilweise auf die fehlende Nutzung dieser Navigationstech-
nik zurückführen sein, womit dies gleichzeitig ein direktes Zeichen für mangelnde Akzeptanz
der Variante ist. Neben der Verbesserung dieser Schwächen gibt es auch einige Vorschläge zur
Weiterentwicklung des Zoomverhaltens und der Rotationseigenschaften.
Variante Fly
Die vorrangige Stärke der Variante Fly wird in ihrem animierten Flug gesehen, womit die
Navigation von einigen Probanden als frei empfunden wird. Dagegen werden die Präzision
und die Steuerung insgesamt negativ beurteilt, wofür auch die ausschlieÿlich in der Bewegung
mögliche Rotation verantwortlich sein dürfte, die den Probanden ebenfalls negativ auel.
Dadurch war es den Probanden nur unter erhöhten Kosten möglich, die physischen Aktionen
zu planen und diese auszuführen. Klar negative Aussagen wie Fly-Modus abschaen und der
Vorschlag, stattdessen völlig andere Varianten einzuführen, belegen, dass die Akzeptanz für
diese Variante sehr gering ist. Zusammen mit der im Variantenvergleich schlechten Bewertung
begründet dies den Ausschluss dieser Variante in Iteration 3.
Variante LookAt
Für die Variante LookAt wird die gröÿte Stärke in der Fokussierung der Perspektive auf
ausgewählte Elemente gesehen. Wie auch in der Variante Fly wird dagegen die Rotation als
gröÿte Schwäche kritisiert, wodurch ebenfalls Kosten für die Planung und Ausführung der
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physischen Aktionen entstehen. Ursache ist die Drehung der Kamera in Abhängigkeit von
der Mausposition, welche als zu träge und langsam angesehen wurde, wobei sie im Gegensatz
zur Variante Fly auch ohne zeitgleiche Bewegung möglich war. Dies spricht zusätzlich für
Kosten durch die Implementierung, da dies weder durch die Planung und Ausführung der
physischen Aktionen zu begründen ist, noch ein Problem bei der Erfassung des geänderten
Zustands ist. Die Weiterentwicklungsvorschläge zielen mit einer grundlegenden Änderung des
Verhaltens beim Wechsel der Perspektive überwiegend auf die Einführung neuer Varianten
ab. Dies resultiert vorrangig aus der fehlenden Möglichkeit, die Perspektive zu verschieben,
ohne dabei gleichzeitig zu zoomen.
Variante Game-WASD
Die Variante Game-WASD wurde in Iteration 3 aus der bereits diskutierten Erwartungshal-
tung mehrerer Probanden und den Vorschlägen zu den Varianten Fly und LookAt abgeleitet.
Als gröÿte Stärke wird von den Probanden die intuitive und einfache Steuerung gesehen, ob-
wohl im Gegensatz zu den anderen Varianten zwei Eingabegeräte genutzt werden müssen.
Dies lässt sich, wie von einigen Probanden angegeben, zu einem Teil mit dem Bekanntheits-
grad aus Computerspielen begründen. Die Kombination aus Rotation der Kamera und dem
Zoom entsprechend dem Blickwinkel, der dadurch eingenommen wird, wird dagegen von zwei
Probanden negativ beurteilt. Dies deutet auf für einige Probanden erhöhte Kosten bei der
Planung und Ausführung der physischen Aktionen hin. Als Alternative wurde ein Zoom zur
Mausposition vorgeschlagen. Auch die fehlende Interaktionstechnik zum Verschieben entlang
der y-Achse deutet darauf hin, dass einige Probanden erhöhte Kosten bei der Auswahl der Sys-
temoperationen hatten, da sie mit den angebotenen Interaktionsmöglichkeiten in bestimmten
Situationen Schwierigkeiten hatten, den Blickwinkel einzunehmen, den sie für die Bearbeitung
der Aufgabe als günstig empfunden hätten.
10.8.3 Benutzungsschnittstelle
Hauptkritikpunkt bei der Bewertung der Benutzungsschnittstelle ist die Möglichkeit zum Mar-
kieren mittels Leertaste in Kombination mit der rechten Maustaste. Dies tangiert somit er-
neut das Thema der Verwechslung vonMarkieren und Selektieren, was im Ergebnis der Studie
LateWorm für diese Studie extra so implementiert wurde. Wie der Auswertung der Beobach-
tungen, der Hinweise und der Anmerkungen zu entnehmen ist, sind die Verwechslungen im
Vergleich zu den beiden anderen Studien zwar verringert worden. Dies scheint allerdings einen
negativen Einuss auf die Kosten zur Bestimmung der physischen Aktionen zu haben, da die
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auszuführenden Aktionen als nicht intuitiv empfunden werden (Abschnitt5.3). Da sich dies
letztlich wieder negativ auf die Nutzerakzeptanz auswirkt, muss folglich eine andere Variante
für die Interaktionstechniken Markieren und Selektieren gefunden werden, die sowohl von den
Probanden akzeptiert wird als auch die Verwechslungsgefahr minimiert.
Obwohl die Navigation bereits Untersuchungsgegenstand der Studie ist, nennen mehrere Pro-
banden sie noch einmal als Verbesserungspotenzial des Prototyps beziehungsweise der Benut-
zungsschnittstelle. Dies kann als ein Beleg dafür angesehen werden, dass alle in der Studie
vorgestellten Varianten noch grundlegende Akzeptanzprobleme besitzen und somit noch neue
Varianten entwickelt und untersucht werden müssen.
Als dritter Kritikpunkt der Benutzungsschnittstelle wird die interaktive Darstellung von Be-
ziehungen von mehreren Probanden sowohl im Fragebogen als auch in den Anmerkungen
während der Durchführung bemängelt. So empnden mehrere Probanden das Gröÿenverhält-
nis der Linien zu den Elementen als ungünstig, sodass sie bei nahem Zoom zu groÿ sind
und Elemente verdecken, während sie bei weitem Zoom zu klein sind und nicht erkannt wer-
den. Entsprechend treten auch Kosten zur Erfassung des geänderten Zustands auf. Einige
Probanden wünschen sich auch eine zusätzliche visuelle Unterstützung zum Erkennen der
verbundenen Elemente, die über die Schwarzfärbung hinausgehen. Dies kann als Beleg für er-
höhte Kosten bei der Erfassung und Interpretation des geänderten Zustands gesehen werden.
Als mögliche Konsequenz könnte erneut die Transparenz integriert werden, auch wenn dies
nicht explizit von den Probanden vorgeschlagen wurde.
10.8.4 Bedrohung der Validität
Auch in dieser Studie gelten die generell formulierten Bedrohungen der Validität aus dem Ab-
schnitt 7.10 der Studienplanung. Speziell in dieser Studie stellt eine fehlende Durchmischung
der Varianten und Aufgaben eine zusätzliche Bedrohung der internen Validität dar. Somit ist
für die Bewertung nach dem Test aller drei Varianten damit zu rechnen, dass der Proband
sich an die ersten beiden Varianten schlechter erinnert als an die zuletzt verwendete. Es kann
daher nicht ausgeschlossen werden, dass die Position der Variante eine Auswirkung auf die
Bewertung im Variantenvergleich und in der Nachbesprechung der Erwartungshaltung hat.
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Wie in der Studie LateWorm wird auch in dieser Studie von einem Teil der Probanden die
Zoom-Richtung genau entgegengesetzt erwartet (Abschnitt 9.8.2). Da dies auch einen Einuss
auf die Beurteilung der Varianten haben könnte, ergibt sich auch eine mögliche Bedrohung
der internen Validität.
Während der Durchführung der Studie kam es zu einem Programmfehler, bei dem Probanden
unbeabsichtigt den Navigationsmodus wechselten. In diesen Fällen wurde ein Neustart des
Setups durchgeführt, wodurch es zu einer kleinen zeitlichen Verzögerung kam. Auch wenn der
Ablauf nur gering beeinusst wurde, kann nicht ganz ausgeschlossen werden, dass dadurch
die interne Validität bedroht wird.
Ein letzter potenzieller Einussfaktor stellt die in Iteration 1 zusätzlich zur bisher betrach-
teten Studie durchgeführte Untersuchung der drei Navigationsvarianten mit der Recursive-
Disk -Metapher dar. Der dadurch stark erhöhte Zeitaufwand kann sich möglicherweise negativ
auf die Konzentration der Probanden ausgewirkt haben, was eine Bedrohung der internen Va-
lidität darstellt. Zusammen mit den nach erster Sichtung recht geringen Erkenntnissen wurde
diese zusätzliche Untersuchung mit der Recursive-Disk -Metapher in der Iteration 2 entfernt
und daher auch nicht bei der Beschreibung des Ablaufs aufgeführt.
10.9 Ergebnis
Wie in der Diskussion der Erwartungshaltung beschrieben, ergeben sich mehrere grundlegend
verschiedene Erwartungen an die Navigation. Ein Teil der Probanden erwartet für das Ver-
schieben und das Rotieren eine Steuerung ausschlieÿlich per Maus. Der andere Teil erwartet,
das Verschieben per Tastatur durchführen zu können, während die Maus für die Rotation ver-
wendet werden soll. Somit könnten beiden Interaktionstechniken auch gleichzeitig eingesetzt
werden. Zudem kann den Erwartungen nicht eindeutig entnommen werden, ob die Verschie-
bung und die Rotation sich auf das Modell, die Kamera oder sowohl als auch beziehen soll.
Folglich kann aus der Erwartungshaltung auch keine eindeutig bevorzugte Navigationsvariante
identiziert werden, wie sie in der Forschungshypothese unterstellt wird.
Auch die Bewertung und Beurteilung der vorgestellten Navigationsvarianten ergab entgegen
der Forschungshypothese keine klar präferierte Variante. Die in Iteration 3 neu eingeführte
Variante Game-WASD zeigt zwar leichte Vorteile in der Bewertung und im Vergleich zur
Erwartungshaltung. Allerdings wurde sie nur von acht Probanden getestet, wobei es auch
mehrere Vorschläge zur Weiterentwicklung gab. Zusammen mit den Beurteilungen der anderen
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Varianten lässt sich daher nicht ausschlieÿen, dass noch weitere Varianten existieren, die eine
höhere Nutzerakzeptanz besitzen. Dies gilt es daher in einer weiteren Studie zu evaluieren, bei





In der Studie LazyDog konnte die Forschungsfrage nach der Gestaltung der Navigation nicht
ausreichend beantwortet werden, womit sie im ersten Teil dieser Studie erneut aufgegrien
wird. Die daraus abgeleitete Forschungshypothese wird aufgrund der Erkenntnisse zur nicht
einheitlichen Erwartungshaltung dagegen wie folgt angepasst:
Es existiert eine Navigationsvariante, die der Einschätzung der Mehrzahl der Pro-
banden nach geeignet ist, die Aufgabenbearbeitung zu unterstützen.
Zur Überprüfung dieser Forschungshypothese werden aus der Erwartungshaltung und den
Beurteilungen der Studie LazyDog neue Varianten abgeleitet sowie Weiterentwicklungen von
Varianten in mehreren Iterationen vorgenommen. Zusätzlich zur vergleichenden Bewertung
wird nach dem Ausprobieren aller Varianten auch die Entscheidung des Probanden für eine
von ihm favorisierte Variante erfragt.
Mit dieser bearbeitet der Proband anschlieÿend im zweiten Teil der Studie noch einmal zwei
Aufgaben mit jeweils einer Variante der interaktiven Darstellung von Beziehungen. Somit wird
die ursprünglich zu untersuchende Fragestellung der Studienreihe erneut aufgegrien, da der
identizierte Einussfaktor der Navigation durch diese Vorauswahl bereits evaluierter Navi-
gationsvarianten kontrolliert werden kann. Entsprechend lässt sich die folgende Forschungs-
hypothese für den zweiten Teil aufstellen:
Die Interaktionskosten bei der interaktiven Darstellung von Beziehungen wirken sich
negativ auf die Eektivität und die Nutzerakzeptanz aus, wenn der Proband dabei die
von ihm favorisierte Navigationsvariante nutzen kann.
Wie in den anderen Studien werden die Benutzungsschnittstelle, die Aufgaben und der Pro-
totyp auf Weiterentwicklungsmöglichkeiten untersucht.
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11.2 Iterationen
Die Studie AgileSnail wurde mit insgesamt 24 Probanden im Zeitraum vom 26.06.2017 bis
zum 22.03.2018 durchgeführt und ist dabei in die folgenden drei Iterationen unterteilt:
• Iteration 1 vom 26.06.2017 bis zum 30.06.2017 mit fünf Probanden
Drei Navigationsvarianten
• Iteration 2 vom 03.07.2017 bis zum 07.07.2017 mit sieben Probanden
Eine Navigationsvariante wurde entfernt
Zwei Navigationsvarianten wurden weiterentwickelt
Zwei Navigationsvarianten wurden in die Untersuchung aufgenommen
Eine Anpassung am Fragebogen und eine Ergänzung im Ablauf vorgenommen
• Iteration 3 vom 12.07.2017 bis zum 22.03.2018 mit zwölf Probanden
Eine Navigationsvariante wurde entfernt
Zwei Navigationsvarianten wurden weiterentwickelt
Eine Navigationsvariante wurde in die Untersuchung aufgenommen
Reihenfolge der Navigationsvarianten durchmischt
Kleinere Anpassungen am Fragebogen zu den Probandeneigenschaften vorgenommen
Kleinere Anpassungen an den Eigenschaften der Navigationsvarianten durchgeführt
11.3 Untersuchungsvarianten
11.3.1 Varianten der Interaktiven Beziehungsdarstellung
Wie in der Studie LazyDog wird auch in dieser Studie die Darstellung der City-Floors-
Metapher genutzt, wie in Abbildung 54 gezeigt. Für die interaktive Darstellung von Bezie-
hungen werden zwei Varianten untersucht. In der ersten Variante Ohne Transparenz werden
Verbindungslinien wie in Abbildung 54 genutzt, welche zwischen den Punkten am Rand der
Elemente gezogen werden, die den kürzesten Abstand untereinander haben.
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Abbildung 54: AgileSnail  Darstellung City-Floors-Metapher
In der zweiten Variante Mit Transparenz werden zusätzlich zu den Verbindungslinien der ers-
ten Variante alle nicht verbundenen Elemente transparent dargestellt, wie Abbildung 55 zeigt.
Wie im Beispiel zu erkennen, tritt dabei sowohl die Eigenschaft der visuellen Unterstützung
hervor als auch die Möglichkeit, überlagerte Elemente visuell leichter identizieren zu können.
Da es in der zweidimensionalen Darstellung der Studien EarlyBird und LateWorm keine Über-
lagerung von Elementen gab, wurde in diesen lediglich der Eekt der visuellen Unterstützung
berücksichtigt.
Das Selektieren beziehungsweise Markieren von Elementen erfolgt in dieser Studie durch das
Gedrückthalten der linken beziehungsweise rechten Maustaste über einem Element. Dazu
muss die Taste eine halbe Sekunde gedrückt werden, ohne dabei die Maus zu bewegen, bevor
das Element selektiert oder markiert wird. Für eine visuelle Rückmeldung während dieser
Zeit wird eine rot beziehungsweise grün gefärbte Fortschrittsanzeige in Form eines Balkens
eingeblendet.
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Abbildung 55: AgileSnail  Darstellung City-Floors-Metapher transparent
11.3.2 Navigationsvarianten
Turntable
Die Variante Turntable ist die einzige in dieser Studie verwendete Navigationsvariante, die vom
X3DOM-Framework des Prototyps stammt. Ihre Möglichkeiten zur Navigation sind dabei
identisch mit der Variante Explore aus der Studie LazyDog (Abschnitt 10.3.4), wobei das
mehrfach kritisierte ungewollte Rotieren um die z-Achse behoben ist. Auch das Rotieren
unterhalb des Modells und über die Draufsicht hinaus ist blockiert, womit das Modell nicht
auf den Kopf gedreht werden kann.
Game-WASD
Die Variante Game-WASD stammt ebenfalls aus der Studie LazyDog (Abschnitt 10.3.4), da
sie dort nur von acht Probanden getestet wurde. Neben der ursprünglichen Variante wird
auch eine Erweiterung als Variante Game-WASD+ bezeichnet, eingeführt. In dieser wird eine
Verschiebung der Kamera per Mausrad entlang der y-Achse der Kamera ergänzt. Dies ist sonst
nur mit einer Kombination aus Rotation und Verschiebung möglich, was auch in der Studie
LazyDog bereits bemängelt wurde. Abgesehen von dieser Ergänzung handelt es sich um die




Die Variante Pan-Zoom-Rotate ist aus den Erwartungshaltungen der Probanden der Studie
LazyDog abgeleitet. Die Navigationsmöglichkeiten und die dafür nötigen Aktionen sind in
Tabelle 52 dargestellt. Ab der Iteration 2 wird diese Variante zur besseren Unterscheidung
von den anderen Varianten in Pan-Zoom-Rotate-All umbenannt.
Interaktionstechnik Aktionen
X/Y-Verschiebung des Modells Mausbewegung bei gedrückter linker Maustaste
Zoom gestuft Mausraddrehung
X/Y-Rotation um Zentrum Mausbewegung bei gedrückter rechter Maustaste
Rotationszentrum ändern Mausklick links
Fokussierung Kamera auf Element Mausklick links
Tabelle 52: AgileSnail  Navigationsvariante Pan-Zoom-Rotate
Das Rotationszentrum stellt in dieser Variante auch gleichzeitig den Punkt dar, auf den der
Proband zoomt. Ein Zoom über diesen Punkt hinaus ist nicht möglich. Diese Einschränkung
kann allerdings den Probanden überraschen, da dieser Punkt nicht als solcher dargestellt wird.
Dadurch kann der Eindruck entstehen, dass die Kamera an einem unsichtbaren Hindernis
hängen bleibt. Daher wird die Variante in Iteration 3 so angepasst, dass das Rotationszentrum
bei der Unterschreitung eines Mindestabstands zur Kamera ebenfalls in Richtung des Zooms
verschoben wird. Abgesehen von dieser Ergänzung sind die beiden Varianten identisch, womit
sie auch in der Auswertung und Diskussion als die Variante Pan-Zoom-Rotate betrachtet
werden.
Pan-Zoom-Rotate-Center
Die Variante Pan-Zoom-Rotate-Center greift den Aspekt des nicht sichtbaren Rotationszen-
trums der Variante Pan-Zoom-Rotate auf. In Abhängigkeit des Abstands zwischen Kamera
und Rotationszentrum unterscheidet sich die Rotation deutlich, was der Proband vorher somit
nicht abschätzen kann. Um dies zu erleichtern, wird in dieser Variante das Rotationszentrum
eingeblendet, wie Abbildung 56 links in Form einer Kugel zeigt.
Durch die Kugeldarstellung kann es aber insbesondere bei nahem Zoom dazu kommen, dass ein
Teil des Modells verdeckt und somit auch die Auswahl von Elementen behindert wird. Daher
wird in der Variante Pan-Zoom-Rotate-Axes das Rotationszentrum durch ein Kreuz aus den
drei als Linien dargestellten Achsen ersetzt, wie Abbildung 56 rechts zeigt. Zusätzlich kann
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Abbildung 56: AgileSnail  Variante Pan-Zoom-Rotate-Center mit Kugel und Achsen
in dieser Variante analog der Variante Pan-Zoom-Rotate-All das Rotationszentrum mittels
Zoom verschoben werden. Da sich beide Varianten ansonsten identisch verhalten, werden sie
zusammen als Variante Pan-Zoom-Rotate-Center betrachtet.
Look-At-Rotate-Element
Die Variante Look-At-Rotate-Element ist aus der Variante LookAt der Studie LazyDog (Ab-
schnitt 10.3.4) abgeleitet und mit ihren Navigationsmöglichkeiten in Tabelle 53 beschrieben.
Zusätzlich zum Zoom auf ein Element per Mausklick kann entsprechend der Auswertung der
Erwartungshaltung aus der Studie LazyDog auch das Mausrad genutzt werden. Die in der
Variante LookAt kritisierte Rotationsmöglichkeit wird durch die Rotation aus der Variante
Pan-Zoom-Rotate ersetzt, was auch der in der Studie LazyDog vorgeschlagenen Kombinati-
on mit der Variante Explorer entspricht (Abschnitt 10.8.2). Das Rotationszentrum entspricht
dabei dem fokussierten Element, welches zur besseren Orientierung orange gefärbt wird, wie
bereits in Abbildung 54 dargestellt wurde.
Interaktionstechnik Aktionen
Zoom gestuft Mausklick links/rechts
Zoom gestuft Mausraddrehung
Fokussierung Kamera auf Element Mausklick links
X/Y-Rotation um Element Mausbewegung bei gedrückter rechter Maustaste
Tabelle 53: AgileSnail  Navigationsvariante Look-At-Rotate-Element
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Game-Mouse
Die Variante Game-Mouse stellt neben der Variante Game-WASD eine weitere Navigation
mit Kamerafokus dar, wie Tabelle 54 mit den Navigationsmöglichkeiten zeigt. Der Zoom
erfolgt nach den Vorschlägen aus der Studie LazyDog auf einen Punkt in Abhängigkeit von
der Mausposition.
Interaktionstechnik Aktionen
X/Y-Verschiebung der Kamera Mausbewegung bei gedrückter linker Maustaste
X/Y-Rotation der Kamera Mausbewegung bei gedrückter rechter Maustaste
Zoom gestuft Mausraddrehung
Tabelle 54: AgileSnail  Navigationsvariante Game-Mouse
11.4 Aufgaben
Die Grundlage der Aufgaben bilden die vereinfachten Aufgaben aus der Studie LazyDog mit
den drei Teilen Ausgangselement, verbundene Elemente, Zielelemente. Damit die Probanden
in jeder Aufgabe so viel wie möglich navigieren und dabei die maximale verfügbare Zeit
ausschöpfen, wird noch ein vierter Teil zur Rekursion ergänzt. Dieser fordert im Anschluss
an die erfolgreiche Markierung aller Zielelemente auf, die Aufgabenstellung auch auf alle
nun markierten Elemente anzuwenden, die somit zu neuen Ausgangselementen werden. Um
die Verwechslungsgefahr von Markieren und Selektieren weiter zu verringern, wird in der
Aufgabenstellung auch noch einmal erwähnt, welche Aktionen dazu jeweils notwendig sind.
11.5 Ablauf
Der Aufbau aller drei Iterationen der Studie AgileSnail besteht aus den folgenden sieben
Schritten exklusive der Begrüÿung und der Verabschiedung (Abschnitt 7.6):
1. Der Proband absolviert das aus mehreren Einzelschritten bestehende Tutorial am Pro-
totyp. Es werden dabei keine Navigationsmöglichkeiten vorgestellt, sondern vorausge-
wählte Ausschnitte der Visualisierung zur Verfügung gestellt.
2. Der Proband füllt einen Fragebogen zu seinen Eigenschaften aus. Ab Iteration 3 wird
die erwartete Richtung des Zooms bei der Bewegung des Mausrads erfasst, welche im
211
weiteren Ablauf mit der jeweiligen Konguration der Benutzungsschnittstelle berück-
sichtigt wird.
3. Test aller Varianten zur Navigation:
(Iteration 1): Turntable, Game-WASD, Pan-Zoom-Rotate
(Iteration 2): Pan-Zoom-Rotate, Game-WASD, Look-At-Rotate-Element, Pan-Zoom-
Rotate-Center
(Iteration 3):Game-Mouse, Pan-Zoom-Rotate-Center,Game-WASD , Pan-Zoom-Rotate
• Der Proband liest die Beschreibung der Variante.
• Der Proband testet die Variante anhand des Suchens eines Beispielelements, ma-
ximal drei Minuten lang.
• Der Proband bearbeitet eine Aufgabe in maximal drei Minuten je Aufgabe, wei-
testgehend ohne den Experimentator dabei zu befragen
• Der Proband füllt einen Fragebogen zur Beurteilung der Variante aus.
4. Der Proband füllt einen Fragebogen zum Vergleich der drei vorgestellten Varianten aus.
Der dabei bestimmte Favorit wird in den letzten beiden Aufgaben zur interaktiven
Darstellung von Beziehungen verwendet.
5. Test der Varianten zur interaktiven Beziehungsdarstellung
Varianten: Mit Transparenz, Ohne Transparenz
• Der Proband liest die Beschreibung der Variante.
• Der Proband bearbeitet eine Aufgabe in maximal drei Minuten je Aufgabe, wei-
testgehend ohne den Experimentator dabei zu befragen
6. Der Proband füllt einen Fragebogen zum Vergleich der beiden vorgestellten Varianten
zur interaktiven Beziehungsdarstellung aus.
7. Der Proband füllt einen Fragebogen zur Beurteilung der Benutzungsschnittstelle, der
Aufgaben und den allgemeinen Eigenschaften des Prototyps aus.
Wenn nicht anders angegeben, gibt es bei den Schritten kein Zeitlimit und die Probanden
dürfen den Experimentator währenddessen befragen.
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11.6 Datenerhebung
Die Methoden zur Datenerhebung wurden bereits im Abschnitt 7.7 Studienplanung vorge-
stellt. Für die Studie AgileSnail ergeben sich die folgenden zu erhebenden Daten:
• Stichprobeneigenschaften aus der Selbsteinschätzung der Probanden in den Fragebögen
• Bewertung, Beurteilung und Favoriten der Untersuchungsvarianten zur Navigation aus
den Fragebögen
• Summen markierter Elemente während des Tests der Untersuchungsvarianten zur inter-
aktiven Beziehungsdarstellung aus dem automatisch aufgezeichneten Log
• Bewertung und Beurteilung der Untersuchungsvarianten zur interaktiven Beziehungs-
darstellung aus den Fragebögen
• Beurteilung der Benutzungsschnittstelle, der Aufgaben und des Prototyps aus dem Fra-
gebogen
• Anmerkungen, Beobachtungen und Hinweise während der Bearbeitung von Aufgaben
mit dem Prototyp aus dem Protokoll
11.7 Auswertung
11.7.1 Stichprobe
Tabelle 55 zeigt die Eigenschaften der insgesamt 24 Probanden im Überblick. Die Frage, wel-
ches Zoomverhalten die Probanden bei welcher Mausradbewegung erwarten würden, wurde
erst in der Iteration 3 ergänzt. Damit soll überprüft werden, ob möglicherweise das haupt-
sächlich verwendete Betriebssystem diese Erwartung eindeutig bestimmt oder es noch andere
Einussfaktoren gibt. Die Abbildung 57 zeigt die Selbsteinschätzung zur Softwareentwicklung.
Die Häugkeit der Nutzung einzelner Softwarearten wird in Abbildung 58 dargestellt.
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Eigenschaften Werte
Anzahl und Geschlecht Probanden 24, Männer 15, Frauen 9
Alter in Jahren Durchschnitt 22, Minimum 19, Maximum 28
Relevante Behinderungen Sehschwäche 10, kein räumliches Sehen 0,
farbenblind 0
Haupthand Rechts 22, Links 1, Beide 1
Muttersprache Deutsch 21, andere 3
Höchster Abschluss Hochschulreife 18, Bachelor 6
Bekanntheit Softwarevisualisierung genutzt 6, bekannt 7, Studienteilnahme 8
Mitarbeiter Universität Hilfskräfte 5
Bevorzugtes Betriebssystem Windows 18, macOS 4, Linux 2
Tabelle 55: AgileSnail  Übersicht Stichprobe
Abbildung 57: AgileSnail  Erfahrung Softwareentwicklung
(a) Wie lange haben Sie schon Erfahrung in der Softwarentwicklung?
(b) Wie schätzen Sie Ihre Fähigkeiten in der Softwareentwicklung ein?
(c) Wo haben Sie bereits Erfahrung in der Softwareentwicklung gesammelt?
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Abbildung 58: AgileSnail  Nutzungshäugkeit Softwarearten
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11.7.2 Bewertung und Favoritenwahl der Navigationsvarianten
Bewertung
Die Auswertung der Variantenbewertungen erfolgt über alle Iterationen hinweg. Tabelle 56
zeigt die ermittelten Mediane aus den Bewertungen der Probanden auf einer Skala von 1 (sehr
gut geeignet) bis 5 (sehr schlecht geeignet). Dabei wurden ebenfalls die bereits aus der Studie
LazyDog bekannten Kategorien Allgemein, Aufsuchen, Verbunden und Übersicht verwendet.
Aufgrund einer geraden Anzahl von Bewertungen kann es vorkommen, dass der Mittelwert
aus den beiden der Mitte am nächsten liegenden Werte gebildet wird, womit beispielsweise ein
Median von 2,5 entstehen kann. In der ersten Spalte ist die Anzahl der insgesamt abgegebenen
Bewertungen angeführt.
n Variante Allgemein Aufsuchen Verbunden Übersicht
5 Turntable 5 4 3 3
24 Game-WASD 2,5 2 2 3
24 Pan-Zoom-Rotate 2 2 2 2
19 Pan-Zoom-Rotate-Center 2 2 3 3
7 Look-At-Rotate-Element 3 2 3 3
12 Game-Mouse 3 2,5 3 2,5
Tabelle 56: AgileSnail  Bewertung Varianten
Favoritenwahl
Die Favoritenwahl wird in Tabelle 57 zusammengefasst. Sie enthält neben der Häugkeit, wie
oft die Variante favorisiert wurde und wie oft sie wählbar war, auch das Verhältnis dieser
beiden Häugkeiten. Eine zusätzliche Gewichtung nach der Position der Variante im Ablauf
soll einen möglichen Einuss dieser auf die Präferenz der Nutzer berücksichtigen. Dabei erhält
die letzte Variante das Gewicht 1, während die erste Variante das Gewicht 3 beziehungsweise
4 erhält, in Abhängigkeit der Anzahl der Varianten pro Iteration. Die Variante Game-Mouse
wurde beispielsweise an den Positionen 1, 2 und 3 von je vier Probanden getestet. Zwei
Probanden wählten sie als Favorit, als sie an der dritten Position war, womit die Anzahl
der Favoritenwahl mit dem Gewicht 2 multipliziert wird, also 2 x 2. Die Wählbarkeit wird
ebenfalls mit den Gewichten versehen, was anhand der Positionen und Wahlmöglichkeiten 4
x 4 + 3 x 4 + 2 x 4 = 36 ergibt. Somit ergibt sich ein Verhältnis von 4 zu 36 = 0,11.
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Variante Favorit Wählbar Verhältnis Gewichtet
Turntable 0 5 0 0
Game-WASD 7 24 0,29 0,27
Pan-Zoom-Rotate 12 24 0,50 0,40
Pan-Zoom-Rotate-Center 3 19 0,16 0,08
Look-At-Rotate-Element 0 7 0 0
Game-Mouse 2 12 0,17 0,11
Tabelle 57: AgileSnail  Favoritenwahl Varianten
11.7.3 Beurteilung der Navigationsvarianten
Variante Turntable
In der Variante Turntable ergibt sich aus den Aussagen der fünf Probanden (Iteration 1)
eine Einteilung in fünf positive und fünf negative Aussagen sowie vier Vorschläge zur Weiter-
entwicklung. Die daraus abgeleiteten Kategoriensysteme sind in den Tabellen 58, 59 und 60
dargestellt.
n Kategorie Ankerbeispiel
2 Intuitiv Intuitiv verständlich
2 Einfach erlernbar Sehr einfache Bedienung, schnell erlernbar
Tabelle 58: AgileSnail  Beurteilung Variante Turntable Positiv
n Kategorie Ankerbeispiel
3 Schwerfällig Es war anstrengend für mich, sich auf dem Bild zu bewegen
2 Mausrad invertiert Mausrad entgegen Intuition
Tabelle 59: AgileSnail  Beurteilung Variante Turntable Negativ
n Kategorie Ankerbeispiel
2 Zoomrichtung invertieren Den Zoom auf dem Rädchen umkehren
2 Alternatives Verschieben Die Möglichkeit, auch per Pfeiltatsen die Achsenrich-
tung zu steuern
Tabelle 60: AgileSnail  Beurteilung Variante Turntable Vorschlag
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Variante Game-WASD
Von insgesamt 24 Probanden ergeben sich für die Variante Game-WASD 22 positive Aussagen,
18 negative Aussagen und 17 Vorschläge, aus denen die Kategoriensysteme der Tabellen 61,
62 und 63 abgleitet wurden.
n Kategorie Ankerbeispiel
10 Intuitiv Intuitives Steuern mit WASD-Tasten
6 Einfach verständlich Simple Navigierung
6 Nutzung der Tastatur Bewegung über die Tastatur ist nicht so schnell
verrutscht, wie die mit der Maus
4 Präzise Steuerung Bewegung sehr natürlich und mit ein wenig
Übung äuÿerst präzise
4 Bekannt Intuitiv aus Spielen bekannt
Tabelle 61: AgileSnail  Beurteilung Variante Game-WASD Positiv
n Kategorie Ankerbeispiel
4 Kombinierte Steuerung schwierig Handhabbarkeit ist am Anfang etwas schwierig
3 Kamerarotation unerwartet Kameraschwenkung um die eigene Achse
3 Verschiebung y-Achse unerwartet Höhenverschiebung per Mausrad ungewohnt
2 Verschiebung y-Achse schwierig Von oben draufschauen war etwas umständlich
2 Nicht intuitiv Die Steuerung ist nicht unbedingt intuitiv
Tabelle 62: AgileSnail  Beurteilung Variante Game-WASD Negativ
n Kategorie Ankerbeispiel
4 Verschiebung y-Achse ergänzen Mit Tastatur hoch und niedrig machen
3 Geschwindigkeit anpassen Am Anfang war es zu langsam mit dem Zoom
3 Rotation ohne Mausklick Drehen der Kamera ohne Mausklick
2 Modellrotation Kameraschwenkung wie im Modus davor
2 Höhe beibehalten Navigationsmöglichkeit, sodass man vorwärts
und rückwärts gehen kann und die aktuelle Höhe
beibehält
Tabelle 63: AgileSnail  Beurteilung Variante Game-WASD Vorschlag
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Variante Pan-Zoom-Rotate
Die Auswertung der Aussagen der 24 Probanden, welche die Variante Pan-Zoom-Rotate getes-
tet haben, ergibt 21 positive Aussagen, 13 negative Aussagen und 12 Vorschläge zur Weiterent-
wicklung. In den Tabellen 64, 65 und 66 sind die abgeleiteten Kategoriensysteme dargestellt.
n Kategorie Ankerbeispiel
7 Modellrotation Das Rotieren fand ich gut
5 Rotationszentrum setzen Setzen des Rotationszentrums durch Klick
5 Einfach verständlich Einfach zu bedienen
2 Intuitiv Er wirkt intuitiver
4 Steuerung nur per Maus Einfachere Handhabung ohne Tasten
Tabelle 64: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate Positiv
n Kategorie Ankerbeispiel
3 Unpräziser Zoom Die Genauigkeit hat beim Zoomen nicht so gut
funktioniert
2 Gebäude versperren Sicht Höhere Gebäude stehen ab und zu im Weg
2 Steuerung nur per Maus Die Bedienung mit der Maus (ausschlieÿlich) ist
eher unangenehm
Tabelle 65: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate Negativ
n Kategorie Ankerbeispiel
2 Tastenbelegung ändern Rotieren eher auf linker Maustaste
2 Tastatur nutzen Bewegung mit Pfeiltasten/Tastatur
Tabelle 66: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate Vorschlag
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Variante Pan-Zoom-Rotate-Center
Die Beurteilungen der insgesamt 19 Probanden aus den Iterationen 2 und 3 ergeben 16 positive
Aussagen, 16 negative Aussagen und 15 Vorschläge. Daraus wurden die in den Tabellen 67,
68 und 69 dargestellten Kategoriensysteme gebildet.
n Kategorie Ankerbeispiel
6 Einfach verständlich Steuerung grundsätzlich leicht verständlich
5 Orientierungshilfe Die Kugel diente gut zur Orientierung
2 Fokus auf Element Das man mit einem kurzem Klick ein Objekt fo-
kussieren kann
2 Steuerung nur per Maus Beste Bedienung bisher, da nur die Maus benö-
tigt wird
Tabelle 67: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate-Center Positiv
n Kategorie Ankerbeispiel
10 Orientierungshilfe behindert Achsenzentrum hat Sicht beeinträchtigt
3 Umständliche Steuerung Nicht intuitiv, zum Teil umständlich
Tabelle 68: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate-Center Negativ
n Kategorie Ankerbeispiel
4 Orientierungshilfe transparent Transparenter Ball, wenn näher rangezoomt
3 Orientierungshilfe verkleinern Verkleinern der Kugel beim ranzoomen
2 Tastatur nutzen Tastatur integrieren, eventuell WASD-Steuerung
Tabelle 69: AgileSnail  Beurteilung Variante Pan-Zoom-Rotate-Center Vorschlag
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Variante Look-At-Rotate-Element
In der Variante Look-At-Rotate-Element ergeben sich aus den fünf positiven und fünf negati-
ven Aussagen der sieben Probanden die Kategoriensysteme 70 und 71. Der einzige von zwei
Probanden gegebene Weiterentwicklungsvorschlag ist die zusätzliche Nutzung der Tastatur
(Am besten mehr Operationen mit Keyboard nutzen).
n Kategorie Ankerbeispiel
3 Fokus auf Element Die automatische Fokussierung durch das Mausrad (bedingt)
2 Einfache Bedienung Noch einfachere Bedienung als bisher
Tabelle 70: AgileSnail  Beurteilung Variante Look-At-Rotate-Element Positiv
n Kategorie Ankerbeispiel
3 Zoom per Mausrad Einfacher per Links-/Rechts-Klick zu zoomen
2 Unpräziser Zoom Wenn man mit dem Mausrad auf einen bestimmten Punkt
gescrollt hat, og man aus der Ansicht raus
Tabelle 71: AgileSnail  Beurteilung Variante Look-At-Rotate-Element Negativ
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Variante Game-Mouse
Die Beurteilung der von zwölf Probanden getesteten Variante Game-Mouse ergibt elf positive
und elf negative Aussagen sowie acht Vorschläge. Die Tabellen 72 und 73 zeigen die beiden
Kategoriensysteme für die positiven und die negativen Aussagen. Bei den Vorschlägen zur
Weiterentwicklung lässt sich nur die sehr allgemeine Kategorie der Änderung der Rotation
identizieren.
n Kategorie Ankerbeispiel
5 Zoom auf Mausposition Das er sich beim Zoomen an der Maus und nicht
am Objekt orientiert
3 Präzise Steuerung Navigation üssig, recht intuitiv
Tabelle 72: AgileSnail  Beurteilung Variante Game-Mouse Positiv
n Kategorie Ankerbeispiel
5 Kamerarotation unerwartet Verwirrung bei Rotation mit rechter Maustaste
(Erwartung: Landschaft dreht sich)
4 Reaktion zu langsam Zu langsames Drehen des Kamerawinkels
2 Unpräziser Zoom Schnelles Verrutschen in der Navigation (verse-
hentliches Falschauswählen)
Tabelle 73: AgileSnail  Beurteilung Variante Game-Mouse Negativ
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11.7.4 Varianten zur interaktiven Beziehungsdarstellung
Markierungssummen
Für den Vergleich der Varianten zur interaktiven Beziehungsdarstellung werden die Summen
der Markierungen je Variante aus dem automatisch aufgezeichneten Log ermittelt (Abschnitt
7.7.3). Proband 13 muss dabei ausgeschlossen werden, da er nicht die maximalen drei Minuten
ausgeschöpft hat, sondern vorzeitig die Aufgabe nach der Markierung aller verbundener Ele-
mente des ersten Ausgangselements beendet hat. Tabelle 74 zeigt die Mittelwerte, Mediane,
Varianzen und Standardabweichung der beiden Varianten im Überblick. Die Abbildung 59
zeigt die Verteilung der Markierungssummen im Überblick.





Tabelle 74: AgileSnail  Vergleich Markierungssummen
Abbildung 59: AgileSnail  Verteilung der Markierungssummen
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Der durchgeführte ANOVA Test und anschlieÿende Wilcoxon-Vorzeichen-Rang-Test ergeben
keine statistische Signikanz für einen Unterschied der Mittelwerte. Eine Betrachtung der
Markierungssummen pro Navigationsvariante entfällt aufgrund der zu geringen Anzahl an
Messungen je Variante.
Probandenbewertung
Die Auswertung der Probandenbewertung auf einer Skala von 1 (Sehr gut) bis 6 (Sehr schlecht)
ergibt mit einem Median von 1 (Variante mit Transparenz) zu einem Median von 2 (Varian-
te ohne Transparenz) eine Präferenz für die Variante Mit Transparenz. Dies zeigt sich auch
in der Dierenz aus den Bewertungen, wonach 19 Probanden die Variante Mit Transparenz
besser bewerten. Die Dierenz wird dazu aus der Bewertung der Variante Mit Transparenz
abzüglich der Bewertung der Variante Ohne Transparenz gebildet. So ergibt beispielsweise ei-
ne Bewertung von 2 (Mit Transparenz ) abzüglich einer Bewertung von 3 (Ohne Transparenz )
die Dierenz -1 zu Gunsten der Variante Mit Transparenz. Die Abbildung 60 zeigt, dass auch
die gebildeten Häugkeiten der einzelnen Dierenzwerte zu Gunsten der Variante Mit Trans-
parenz ausfallen. Sie zeigen aber auch, dass die Probanden zumeist keinen groÿen Unterschied
zwischen beiden Varianten sehen.
Abbildung 60: AgileSnail  Bewertung Beziehungsdarstellung
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Probandenbeurteilung
Die ab Iteration 2 gestellte Frage nach der Begründung für die Einschätzung ergibt die in
Tabelle 75 gezeigten Kategorien Pro Transparenz und Kontra Transparenz. Diese wurden aus
der ersten Sichtung aller Aussagen abgeleitet, wobei auch Aussagen zu Kontra Transparenz
von Probanden gegeben wurden, welche die Variante Mit Transparenz besser bewertet haben.
n Kategorie Ankerbeispiel
Pro Transparenz
6 Übersicht Besserer Überblick
5 Optische Hervorhebung Konnte die Methoden besser/schneller erkennen
3 Verbindungen erkennen Die Orientierung, wohin die Kanten gehen, ist bes-
ser
3 Markierungen erkennen Bessere Übersicht, wo man noch nicht war
Kontra Transparenz
3 Überlagerung stört Überlagerung transparenter Häuser führt zu hö-
herer Dichte
3 Selektionen überlagert Teilweise erst Methoden, die optisch vor der aus-
gewählten Methode lagen, selektiert
Tabelle 75: AgileSnail  Beurteilung Beziehungsdarstellung
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11.7.5 Beurteilung des Prototyps
Benutzungsschnittstelle
Die Auswertung der Beurteilung der einzelnen Elemente der Benutzungsschnittstelle zeigt
Abbildung 61. Auf die Frage, welche Verbesserungsmöglichkeiten für die Elemente bestehen,
sehen elf Probanden kein Verbesserungspotenzial. Acht Probanden geben dagegen Möglich-
keiten zur besseren Unterscheidung und einfacheren Ausführung für das Selektieren und Mar-
kieren an. Darüber hinaus ergibt die Auswertung nur Einzelnennungen, die im weiteren nicht
näher analysiert werden.
Abbildung 61: AgileSnail  Beurteilung Benutzungsschnittstelle
Interaktive Darstellungselemente
Die Auswertung der in der ersten Iteration per Fünf-Punkte-Likert-Skala erhobenen Bewer-
tung der interaktiven Bestandteile der Darstellung zeigt Abbildung 62. Ab Iteration 2 ist diese
Frage als oene Frage zu möglichen Änderungsvorschlägen umformuliert worden, die bis auf
Einzelnennungen die folgenden zwei Vorschläge liefert:
• Unterschiedliche Farben für das Selektieren und das Überfahren der Elemente einführen
• Automatisches Ausblenden von Teilen der Darstellung, wenn diese die Sicht versperren
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Abbildung 62: AgileSnail  Beurteilung interaktive Darstellungselemente
Prototyp
Der Prototyp wird auf einer Fünf-Punkte-Likert-Skala von gar nicht hilfreich bis sehr hilfreich
als hilfreich bis sehr hilfreich beurteilt. Auf der Fünf-Punkte-Likert-Skala von sehr schlecht bis
sehr gut wird der Prototyp allgemein als gut bis sehr gut beurteilt. Entsprechend der positiven
Bewertung nennen auch nur sieben Probanden einen Vorschlag zur Weiterentwicklung, wobei
es sich vorrangig um Einzelnennungen handelt. Jeweils zwei Probanden schlagen vor, die




Die insgesamt 91 protokollierten Aussagen werden zunächst in die beiden Gruppen Varianten-
spezisch und Variantenunabhängig eingeteilt. Für die erste Gruppe wurde das in Tabelle 76
dargestellte Kategoriensystem abgleitet. In der Gruppe Variantenunabhängig sind sehr viele
Einzelnennungen enthalten. Die wenigen Mehrfachnennungen sind im Folgenden aufgeführt:
• Verbindungslinien nicht durch Häuser hindurch
• Transparenz wirkt auf den ersten Blick positiv
• Änderungen am Layout zum Ablesen von Eigenschaften




2 Tastenbelegung ändern Linke Maustaste sollte Funktion der mittleren haben
Game-WASD
6 Verschieben y-Achse Hätte gern Funktion zur Höhenverstellung
5 Spielvergleich Wirkt schon vertrauter/angenehmer -> Bekannt aus
Spielen
4 Gefällt Gefällt dem Probanden deutlich besser
3 Zoom per Mausrad erwartet Mausrad als Zoom erwartet, da bisherige Modi dies so
genutzt hatten
2 Modellrotation erwartet Spielevergleich Sims, daher eher Modelldrehung erwar-
tet als Kameradrehung
Pan-Zoom-Rotate
4 Ähnlichkeit andere Variante Ähnlich dem Turntable, nur andere Tasten
2 Gefällt Das, was von Anfang an gewollt war
Pan-Zoom-Rotate-Center
3 Zoom ungünstig Zoom zu langsam, bessere Skalierungsmöglichkeit
2 Orientierungshilfe behindert Kugel bei Nähe transparent
Game-Mouse
2 Greifen des Modells Würde beim Mausklick mehr eine Art Grap des Modells
erwarten
Tabelle 76: AgileSnail  Anmerkungen variantenspezisch
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Beobachtungen
Die 104 protokollierten Beobachtungen werden zunächst in die drei Gruppen Benutzungs-
schnittstelle, Aufgabenbearbearbeitung und Varianten unterteilt. Die daraus abgeleiteten Ka-
tegoriensysteme sind in den Tabellen 77, 78 und 79 dargestellt.
n Kategorie Ankerbeispiel
5 Neustart durch Absturz Firefox stürzt ab - Neustart
4 Neustart durch Probanden Proband hat das Setup aus Versehen neu gestartet
3 Darstellungsfehler Neustart erforderlich, da keine Markierungen oder Her-
vorhebungen mehr erschienen
3 Festgestellte Taste Nach Wechsel war immer noch die Bewegung nach vorn
getriggert
3 Ausbruch Prototyp Beim Verlassen des Canvas poppt sogar ein Popup auf
Tabelle 77: AgileSnail  Beobachtungen Benutzungsschnittstelle
n Kategorie Ankerbeispiel
9 Selektion/Markierung verwechselt Verwechselt Selektion und Markierung
4 Markierung Attribute Markiert auch ein paar Attribute
2 Proband wirkt unkonzentriert Wirkt langsam müde
2 Favoritenwahl überrascht Proband wählt am Ende Game-WASD, obwohl er
es vorher nicht optimal bewertet hat




3 Rotationszentrum intuitiv ge-
nutzt
Kommt mit dem nicht sichtbaren Rotationszentrum
recht gut klar
3 Verschieben per Tasten erwar-
tet
Drückt ab und an noch WASD
2 Rotation wenig genutzt Nutzt selten das Setzen eines Rotationszentrums
Pan-Zoom-Rotate-Center
2 Kugel zu nah zur Kamera Hat die Kugel ständig vor der Nase
Look-At-Rotate-Element
4 Zoom ungewohnt Hatte Probleme mit dem Mausrad und der Selektion
3 Rotation linke Maustaste er-
wartet
Erwartet Rotation auf linker Maustaste
Game-Mouse
4 Drehung zu langsam Geschwindigkeite der Maus wirkt zu gering
3 Zoom zur Mausposition
schwierig
Zoomt sehr weit hinein und nah heran
Tabelle 79: AgileSnail  Beobachtungen variantenspezisch
Hinweise
Das Protokoll erfasst 38 Hinweise vom Experimentator an die Probanden, aus denen das in
der Tabelle 80 dargestellte Kategoriensystem erstellt wurde.
n Kategorie Ankerbeispiel
10 Erklärungen allgmein Navigationsmodus erklärt
9 Nutzung der Varianten Kommt mit dem Zoom auf die Kugel nicht klar
7 Aufgaben erklärt Schwarze Markierungen beachten
5 Rotationszentrum erklärt Änderung Rotationspunkt nur auf Elementen
4 Fehler im Prototyp Aufgrund der Achsen zu Beginn einmal stark zoomen
Tabelle 80: AgileSnail  Hinweise
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11.8 Diskussion
11.8.1 Bewertung der Varianten
Die Auswertung der Bewertungen und der Favoritenwahl ergibt, dass die beiden Varianten
Pan-Zoom-Rotate und Game-WASD gegenüber den anderen bevorzugt werden. Dabei ent-
fallen 19 der 24 Favoritenwahlen direkt auf eine der beiden Varianten. Dies deckt sich auch
mit der erfassten Erwartungshaltung der Studie LazyDog (Abschnitt 10.8.1), aus denen beide
Varianten abgeleitet wurden.
Die Variante Pan-Zoom-Rotate schneidet dabei gegenüber der Variante Game-WASD in der
Wahl zum Favoriten noch einmal deutlich besser ab. Zusammen mit der Variante Pan-Zoom-
Rotate-Center, die die gleichen Möglichkeiten zur Navigation bietet, entfallen etwa doppelt so
viele Favoritenwahlen auf diese beiden Varianten als auf die Variante Game-WASD (15 zu 7).
Da die Variante Game-WASD von etwa einem Drittel der Probanden als Favorit gewählt
wurde, sollte sie aber auch aufgrund der guten Bewertungen und ihrem zum Teil von den
Probanden angesprochenen Bekanntheitsgrad als Alternative weiter betrachtet werden.
11.8.2 Beurteilung der Varianten
Turntable
Trotz einiger Verbesserungen gegenüber der in der Studie LazyDog verwendeten Variante
Explore wird die Variante Turntable am schlechtesten bewertet. Die teils positiven Einzelbe-
urteilungen lassen sich zum Teil mit der Position als erste getestete Variante begründen und
zeigen somit lediglich, dass die Variante grundsätzlich die Aufgabenbearbeitung unterstützt.
Als Verbesserungsvorschlag wird lediglich eine andere Tastenbelegung der Maus genannt, was
auf Kosten zur Planung und Ausführung der Interaktionstechniken hindeutet. Da die Variante
Pan-Zoom-Rotate bereits die gleichen Interaktionstechniken mit einer anderen Tastenbelegung
anbietet, wurde die Variante Turntable daher in Iteration 2 entfernt.
Game-WASD
Die Variante Game-WASD hat, wie auch in der Studie LazyDog, die meisten positiven Be-
urteilungen und Anmerkungen wie einfach zu verstehen, präzise, intuitiv erhalten. Dies
dürfte zu einem Teil der ebenfalls angemerkten Ähnlichkeit zur Steuerung in Computerspielen
geschuldet sein, womit auch die zweitbeste Bewertung begründet werden kann.
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Allerdings schien auch ein Teil der Probanden Probleme mit der kombinierten Steuerung aus
Verschieben und Rotieren mit Maus und Tastatur zu haben, wie mehrere Beurteilungen zei-
gen. Auch die Rotation der Kamera anstelle des Modells wird nicht von allen Probanden als
intuitiv empfunden. Beides schlägt sich in höheren Kosten für die Bildung der Systemopera-
tionen nieder, da es diesen Probanden anscheinend schwerer el, die Interaktionstechniken
zu bestimmmen, mit denen sie den gewünschten Bildausschnitt erreichen können. Eventuell
könnte eine längere Trainingsphase, die in dieser Studie mit einmalig drei Minuten knapp
ausel, die Akzeptanz steigern. Es zeigt sich somit, dass diese Variante nur von einem Teil
der Probanden klar präferiert wird, während der andere Teil die Variante nicht bevorzugt.
Das einzige identizierte Weiterentwicklungspotenzial ist eine zusätzliche Verschiebung ent-
lang der y-Achse, wie es auch schon in der Studie LazyDog beschrieben wurde (Abschnitt
10.8.2). In Iteration 2 wurde daher eine entsprechende Verschiebung entlang der y-Achse der
aktuellen Kameraausrichtung ermöglicht, was allerdings von einigen Probanden als noch nicht
optimal umgesetzt beurteilt wurde. Entsprechend kann von einer Erhöhung der Kosten zur
Bildung der Systemoperationen ausgegangen werden, welche bei einigen Probanden in Summe
dann zur Ablehnung der Variante als Favorit geführt haben dürfte.
Pan-Zoom-Rotate
Entsprechend der Erwartungshaltung der Studie LazyDog ist die Variante Pan-Zoom-Rotate
auch entsprechend positiv bewertet und beurteilt worden. Dies gilt auch für die einzelnen Na-
vigationsmöglichkeiten wie die Rotation, den Zoom oder das Setzen des Rotationszentrums.
Somit wird sie auch als favorisierte Variante der gesamten Studie gewertet, zumal keine direk-
ten Schwächen identiziert werden konnten. Änderungen, etwa die zusätzliche Nutzung der
Tastatur, wurde lediglich von wenigen Probanden vorgeschlagen. Mit Blick auf die überwie-
gend positiven Bewertungen und Beurteilungen wurden diese allerdings nicht weiter verfolgt.
Die einzige Anpassung an den Varianten erfolgte durch die vermuteten Kosten aufgrund der
Ungewissheit über die ausgeführten Aktionen. Da das Rotationszentrum in dieser Variante ein
beliebiger Punkt im Raum sein kann und dieser nicht in der Visualisierung dargestellt ist,
kann der Proband die Auswirkung der Rotation im Vorfeld nicht genau einschätzen. Um dies
zu erleichtern und so die entsprechenden Kosten zu senken, wurde die Variante Pan-Zoom-
Rotate-Center in Iteration 2 eingeführt.
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Pan-Zoom-Rotate-Center
Auch wenn das eingeblendete Rotationszentrum von mehreren Probanden als Orientierungs-
hilfe positiv erwähnt wurde, so äuÿert sich doch der überwiegende Teil der Probanden negativ
über die Behinderung bei der Sicht und der Auswahl von Elementen. Folglich sind die Kosten
der visuellen Verwirrung bei der Erfassung des geänderten Zustands aufgrund des permanent
eingeblendeten Rotationszentrums zu hoch. Insbesondere bei nahem Zoom wird ein erhebli-
cher Teil des Modells verdeckt, wie teilweise auch beobachtet werden konnte. Infolgedessen
führt die Verdeckung auch noch zu der negativen Beurteilung, dass die Variante eine umständ-
liche Steuerung besitzen würde, obwohl die Interaktionsmöglichkeiten mit denen der Variante
Pan-Zoom-Rotate identisch sind und bei dieser die Steuerung nicht als umständlich beurteilt
wurde. Somit muss von weiteren Kosten für die Bildung der Systemoperationen sowie für die
Planung und Ausführung der Interaktionstechniken ausgegangen werden, da die Probanden
zusätzliche Interaktionstechniken bestimmen und ausführen mussten, um das Problem der
Verdeckung zu umgehen.
Um dieses Problem zumindest abzuschwächen wurde in Iteration 3 einerseits die Kugel durch
ein Kreuz aus drei Achsen ersetzt. Andererseits wurde ergänzt, dass das Rotationszentrum in
Richtung des Zooms verschoben wird, sobald ein minimaler Abstand zur Kamera unterschrit-
ten wird. Allerdings konnten diese Anpassungen das Problem noch nicht zufriedenstellend
lösen. Der alternative Vorschlag der Probanden, das Rotationszentrum transparent darzustel-
len, könnte zwar das Problem der visuellen Überdeckung reduzieren. Aufgrund der techni-
schen Beschränkungen von X3DOM kann dadurch aber immer noch kein dahinter liegendes
Element ausgewählt werden, womit dies auch keine zufriedenstellende Lösung darstellt. Statt-
dessen sollte das Rotationszentrum nur bei Bedarf, etwa durch Drücken einer Taste, vom
Nutzer eingeblendet werden können.
Look-At-Rotate-Element
Die gröÿte Stärke dieser Variante sehen die Probanden im Fokus auf einzelne Elemente, so-
dass der Bildausschnitt auf diese zentriert wird und sie gleichzeitig das Rotationszentrum
darstellen. Insgesamt schneidet die Variante aber sowohl in der Bewertung als auch der Beur-
teilung schlecht ab, sodass sie kein einziges Mal als Favorit gewählt wurde. Die Schwächen der
Variante Look-At-Rotate-Element liegen laut Beurteilung im unpräzisen Zoom mit dem Maus-
rad und einer eher unerwarteten Navigation, was vier protokollierte Beobachtungen belegen.
Die dadurch entstehenden Kosten der visuellen Verwirrung bei der Erfassung des geänderten
Zustands und zur Interpretation und Nachvollziehen der zeitlichen Änderung begründen die
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geringe Akzeptanz der Variante. Bis auf kleinere Anpassungen am Zoomverhalten lieÿen sich
keine Weiterentwicklungsvorschläge denieren, die eine eigenständige Variante rechtfertigen,
weshalb sie in Iteration 3 wieder entfernt wurde. Die Fokussierung auf einzelne Elemente
könnte aber als optionale Interaktionstechnik in andere Varianten integriert werden, so dass
ein Nutzer im Bedarfsfall die beschriebene Stärke der Variante Look-At-Rotate-Element aus-
spielen kann.
Game-Mouse
Die Variante Game-Mouse wurde in Iteration 3 aus der Erkenntnis zur Variante Game-WASD
abgeleitet, dass einige Probanden die Kamerasteuerung grundsätzlich positiv beurteilen, da-
bei aber das Verschieben nicht über die Tastatur steuern wollen. Der damit verbundenen
Erwartung wird die Variante allerdings nur begrenzt gerecht, wie die Bewertungen, die Beur-
teilungen und die Favoritenwahl zeigen. So wurde sie immerhin zweimal als Favorit gewählt
und 3 Probanden empnden die Steuerung als präzise. Häugster Kritikpunkt ist die Rotati-
on der Kamera anstatt des Modells, was mehrere Probanden als ungewohnt und unerwartet
beschreiben. Zudem wurde von einigen Probanden die Reaktion beim Verschieben als auch
beim Rotieren als zu träge empfunden, was trotz mehrmaliger Anpassung in Iteration 3 nicht
vollständig beseitigt werden konnte. Die Stärke der Variante wird dagegen im Zoom gesehen,
welcher anders als etwa in der Variante Pan-Zoom-Rotate nicht auf das Rotationszentrum
hin erfolgt, sondern auf die Position des Mauszeigers. Die dafür verwendete Implementie-
rung des Verhaltens empfanden allerdings zwei Probanden als unpräzise, womit diese noch
Weiterentwicklungspotenzial aufweist. Abgesehen davon konnten keine direkten Vorschläge
zur Weiterentwicklung identiziert werden, die nicht zu einer bereits vorhandenen Variante
führen würden. Der Zoom zur Position des Mauszeigers könnte jedoch auch in der Variante
Pan-Zoom-Rotate verwendet werden, was folglich untersucht werden sollte oder als Wahlmög-
lichkeit in einer nalen Benutzungsschnittstelle integriert werden könnte.
11.8.3 Interaktive Beziehungsdarstellung
Die Auswertung der gemessenen Markierungssummen zu den Varianten der interaktiven Be-
ziehungsdarstellung liefert keine statistisch signikante Aussage. Ein Unterschied zwischen
den Mittelwerten der Markierungssummen je Variante kann somit nicht bestätigt werden.
Die nahezu identischen Werte lassen stattdessen keinen direkt messbaren Vorteil einer der
Varianten vermuten.
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Bei der Bewertung zeigt sich dagegen eine klare Präferenz der Probanden für die Variante
Mit Transparenz, auch wenn die meisten Probanden keinen sehr groÿen Vorteil sehen. In der
Beurteilung der beiden Varianten wird die visuell unterstützende Eigenschaft der Transpa-
renz von mehreren Probanden als Stärke identiziert, wie es bereits in der Studie EarlyBird
der Fall war. Aber auch die verbesserte Übersicht durch das Erkennen von überlagerten Ele-
menten wird als Grund für die Bevorzugung der Transparenz angegeben. Die Beurteilungen
zeigen allerdings, dass die sichtbare Überlagerung in manchen Situationen auch als störend
empfunden wird. Die dadurch entstehenden Kosten der visuellen Verwirrung bei der Erfas-
sung des geänderten Zustands wirken sich demnach negativ auf die Akzeptanz aus. Hinzu
kommt, dass durch die sichtbare Überlagerung zwar zusätzliche Elemente erkannt werden
können, diese jedoch nicht direkt ausgewählt werden können. Der nötige Perspektivwechsel
erzeugt somit zusätzliche Kosten zur Bildung der notwendigen Systemoperationen sowie zur
Planung und Ausführung der Interaktionstechniken. Dabei kann der Transparenzeekt sich
zusätzlich negativ auswirken, da es durch die Überlagerung schwerer zu erkennen ist, welche
Interaktionstechniken wie angewendet werden müssen. Die somit entstehenden Schwächen der
Variante Mit Transparenz können daher als Grund dafür angesehen werden, dass die Vari-
ante Mit Transparenz nur leicht besser bewertet wird als die Variante Ohne Transparenz.
Zur weiteren Steigerung der Akzeptanz der Variante Mit Transparenz sollten daher geeignete
Anpassungen gefunden und untersucht werden. Beispielsweise könnte das gezielte Ausblen-
den von Elementen, was von einigen Probanden vorgeschlagen wurde, die dahinter liegenden
Elemente auswählbar werden lassen.
Auch zu den Verbindungslinien gibt es mehrere Anmerkungen. Die Führung der Linien durch
Elemente der Darstellung wird als ungünstig kritisiert, da so der Verbindungslinie nicht direkt
gefolgt werden kann. Ein Weiterentwicklungsvorschlag beschreibt eine gekrümmte Führung
der Linien um die anderen Elemente herum, sodass eine Kollision vermieden wird. Das Aus-
blenden beziehungsweise das transparente Darstellen der mit der Linie kollidierenden Elemen-
te beschreibt dagegen ein anderer Vorschlag. Für beide Varianten sind wiederum Stärken und
Schwächen zu erwarten, sodass sie zusammen mit der Transparenz in einer eigenen Studie
weiter untersucht werden sollten.
11.8.4 Benutzungsschnittstelle
Wie auch in den Studien zuvor stellt das Markieren und das Selektieren den Hauptkritikpunkt
an der Benutzungsschnittstelle dar. Neben den Verbesserungsvorschlägen zeigt sich dies auch
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erneut in den Anmerkungen und den Beobachtungen. Sogar bei den Beurteilungen der Na-
vigationsvarianten wird es als Kritik geäuÿert, obwohl kein Bezug zur Navigation besteht.
Auch wenn die Implementierung in dieser Studie die Verwechslungsgefahr von Markieren und
Selektieren noch einmal verringert hat, so sind die dabei erzeugten Kosten für Planung und
Ausführung der Aktionen der beiden Interaktionstechniken zu hoch. Somit müssen weitere
Varianten dieser beiden Interaktionstechniken implementiert und untersucht werden, um die
Akzeptanz beim Nutzer zu erhöhen.
Ein zweiter Kritikpunkt an der Benutzungsschnittstelle betrit die gleiche Farbe bei der Se-
lektion und dem Überfahren eines Elements mit der Maus, was zu Kosten durch die visuelle
Verwirrung bei der Erfassung des geänderten Zustands führt. Eine mögliche Lösung wäre, ei-
ne andere Färbung bei einer der beiden Interaktionstechniken zu implementieren. Stattdessen
könnte aber auch eine andere Darstellungsmanipulation wie das Vergröÿern der überfahrenen
Elemente den Kritikpunkt entkräften, ohne eine weitere Farbe einführen zu müssen.
11.9 Ergebnis
In dieser Studie wurde die Variante Pan-Zoom-Rotate von der Mehrheit der Probanden als
favorisierte Variante zur Navigation in dreidimensionalen Softwarevisualisierungen bestimmt.
Sie entspricht zugleich der ermittelten Erwartungshaltung aus der Studie LazyDog, womit
zusammen mit der positiven Bewertung in dieser Studie von einer hohen Nutzerakzeptanz
ausgegangen werden kann. Somit wird auch die Forschungshypothese der Studie zur Naviga-
tionsvariante bestätigt. Zusätzlich wäre ein nutzergesteuertes Einblenden des Rotationszen-
trums, wie es in der Variante Pan-Zoom-Rotate-Center dargestellt ist, eine mögliche Weiter-
entwicklung der Variante, mit der die komplexe Navigation im 3D-Raum erleichtert werden
kann.
Da die Variante Game-WASD aber auch von etwa einem Drittel der Probanden als Favorit
gewählt wurde, sollte sie auch aufgrund der guten Bewertungen und der Erwartungshaltung
der Studie LazyDog als Alternative in einer nalen Benutzungsschnittstelle angeboten wer-
den (Abschnitt 6.5.11). So kann der Nutzer selbst entscheiden, welche Navigationsvariante er
einsetzen will, was die Akzeptanz für die Visualisierung insgesamt steigert.
Ein direkter Vergleich der beiden positiv bewerteten Varianten in einer eigenen Studie könnte
weitere Erkenntnisse liefern, die neben der Nutzerakzeptanz auch die Eektivität und Ezienz
betreen können. Dabei sollte allerdings der Bekanntheitsgrad der Variante Game-WASD
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berücksichtigt werden, etwa durch ein umfangreiches Training beider Varianten als Teil der
Studie.
Zusätzlich ergeben die übrigen Varianten einzelne in der Beurteilung positiv hervorgehobene
Interaktionstechniken, etwa der Fokus auf selektierte Elemente. Diese können auch in die
beiden favorisierten Navigationsvarianten integriert werden, wozu eine weitere Untersuchung
zu den so integrierten Varianten durchgeführt werden sollte.
Im zweiten Teil der Studie konnte gezeigt werden, dass die VarianteMit Transparenz und Ver-
bindungslinien gegenüber der Variante Ohne Transparenz, also ausschlieÿlich Verbindungslini-
en, bevorzugt wird. Dies deckt sich mit den Erkenntnissen der Studie EarlyBird, wonach eine
solche Kombination von mehreren Probanden erwartet wurde. Interessanterweise lässt sich
dieser Vorteil nicht hinreichend mit den Interaktionskosten begründen, da für die Variante
Mit Transparenz mehrere Schwächen, wie etwa die Überlagerung von Elementen, identiziert
werden konnten, die zu höheren Kosten in bestimmten Situationen führen. Dies erklärt auch
den geringen Vorsprung bei der Bewertung der Probanden, womit die zweite Forschungshypo-
these bezüglich der Nutzerakzeptanz in Abhängigkeit der Interaktionskosten nicht bestätigt
werden kann.
Bezüglich der Eektivität konnte statistisch kein Unterschied zwischen den beiden Varianten
ermittelt werden. Dies deckt sich auch mit der Erkenntnis aus der Studie LateWorm, bei der
ebenfalls statistisch kein Vorteil der kombinierten Variante aus Transparenz und Verbindungs-
linien belegt werden konnte. Der in dieser Studie zusätzlich berücksichtigte Einussfaktor der
Navigation lieferte entgegen den Erwartungen keine Daten, mit denen sich ein Vorteil bei der
Eektivität belegen lässt, womit auch der zweite Teil der zweiten Forschungshypothese nicht
bestätigt werden kann. Folglich stellt sich die Frage, ob überhaupt ein Vorteil bei Eektivi-
tät existiert oder ob die höhere Nutzerakzeptanz in den wahrgenommenen Eigenschaften der
interaktiven Beziehungsdarstellung begründet liegt. Zur Beantwortung dieser Frage müssten
weitere Untersuchungen unter Berücksichtigung der identizierten Weiterentwicklungsmög-
lichkeiten erfolgen.
Auch in dieser Studie gelten die generell formulierten Bedrohungen der Validität aus dem
Abschnitt 7.10 der Studienplanung.
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12 Fazit und Ausblick
Die in dieser Arbeit untersuchte Forschungsfrage wie die Interaktion mit Softwarevisuali-
sierungen gestaltet und evaluiert werden sollte, damit Erkenntnisse zur Erhöhung der Nut-
zerakzeptanz systematisch ermittelt werden können wurde anhand der drei vorgestellten Er-
gebnisartefakte beantwortet. Das erarbeitete Vorgehensmodell zur Evaluation auf Basis des
beschriebenen Interaktionskostenmodells ermöglicht es, komplexe Visualisierungen mit ver-
hältnismäÿigem Aufwand an die aufgabenspezischen, realen Bedürfnisse der Nutzer anzu-
passen, um so die Grundlage für die Akzeptanz von Softwarevisualisierungen für den prak-
tischen Einsatz zu schaen. Die vorliegende Arbeit liefert somit einerseits einen Beitrag zur
Schlieÿung der Lücke zwischen wissenschaftlicher Erforschung von Softwarevisualisierungen
und ihrem praktischen Einsatz. Andererseits liefert sie auch einen Beitrag zur Schlieÿung der
Forschungslücke über die Interaktion mit Visualisierungen allgemein und mit Softwarevisua-
lisierungen im Speziellen. Darüber hinaus lassen sich sowohl das Interaktionskostenmodell als
auch das Vorgehensmodell zur Evaluation auch auf das allgemeinere Gebiet der Informations-
visualisierung, in dem Softwarevisualisierung ein Teilgebiet ist, übertragen. Die Ergebnisse der
Studienreihe lassen sich entsprechend dem geschachtelten Modell aus Blöcken und Richtlinien
(Abschnitt 5.2.1) in eine allgemeine Wissensbasis einordnen, was zusammen mit einem Fazit
und Ausblick der Ergebnisartefakte in den folgenden drei Abschnitten erfolgt.
12.1 Interaktionskostenmodell
12.1.1 Fazit
Das aus der Literatur erarbeitete Interaktionskostenmodell liefert als erstes Ergebnisarte-
fakt ein wissenschaftliches Modell zur Erklärung der Nutzerakzeptanz bei der Interaktion mit
Visualisierungen. Die Basis bilden die für den Nutzer anfallenden Kosten bei der in sieben
Schritte unterteilten Ausführung von Interaktionstechniken zur Bearbeitung von Aufgaben
mittels Visualisierungen. Die in mehrere Kategorien unterteilten Kosten ermöglichen es, die
Akzeptanz des Nutzers in das Zentrum der Betrachtung zu stellen. Auf diese Weise lässt
sich die Interaktion mit Visualisierungen strukturiert erfassen und erklären, ohne auf grobe
quantitative Werte wie Zeit und Fehlerraten zurückgreifen zu müssen. Zwar lassen sich diese
leichter vergleichen, liefern dabei aber kaum Aussagen darüber, warum eine der Varianten ef-
fektiver oder ezienter ist und ob dieser Vorteil überhaupt vom Nutzer wahrgenommen wird.
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Da es sich bei der Bearbeitung von Aufgaben mit Visualisierungen mittels Visual Analytic
um einen komplexen nutzerzentrierten Prozess handelt, muss aber genau diese Akzeptanz
des Nutzers im Zentrum der Betrachtung stehen. Die Untersuchung, welche Kosten dieser
Akzeptanz entgegen wirken und wie diese verringert werden können, ist also von zentraler Be-
deutung, wenn es darum geht, die Akzeptanz von Softwarevisualisierungen für den praktischen
Einsatz allgemein zu steigern. Das vorgestellte Interaktionskostenmodell dient daher auch als
Grundlage für das Vorgehensmodell zur Evaluation der Nutzerakzeptanz bei der Interaktion
mit Visualisierungen.
In der nach diesem Vorgehensmodell aufgebauten Studienreihe hat sich bezüglich der betrach-
teten Interaktionskosten herausgestellt, dass die einzelnen Kostenarten nicht isoliert betrach-
tet werden sollten, da sie die folgenden Abhängigkeiten bilden können:
• Zustand der Darstellung
Ist das Modell beispielsweise aufgrund des weiteren Herauszoomens sehr klein darge-
stellt, können Kosten aufgrund der visuellen Verwirrung bei der Erfassung des geän-
derten Zustands entstehen. Bei sehr nahem Zoom auf einen Ausschnitt des Modells
können wiederum Kosten für die Interpretation der Änderungen anfallen, da die Aus-
wirkungen der Interaktionstechnik möglicherweise auÿerhalb des Bildausschnitts liegen.
Erst der Einsatz weiterer Interaktionstechniken ermöglicht es dem Nutzer, die Ände-
rung zu interpretieren und im Kontext der Aufgabenbearbeitung zu evaluieren, wozu
gegebenenfalls sogar die ursprünglich ausgeführte Interaktionstechnik noch einmal in
einem anderen Zustand der Darstellung ausgeführt werden muss. Folglich ergeben sich
Abhängigkeiten zwischen den Kostenarten und dem Zustand der Darstellung.
• Datengrundlage
Verfügt ein Element beispielsweise beim Einblenden von Verbindungslinien über sehr
viele Verbindungen, entstehen Kosten aufgrund der visuellen Verwirrung durch viele
sich überlagernde Linien. Soll zudem eine der Verbindungslinien ausgewählt werden,
entstehen zusätzlich physische Kosten bei der Ausführung der Aktion, da die Linie prä-
zise ausgewählt werden muss, um Fehler zu vermeiden. Die Kosten fallen bei einem
Element mit verhältnismäÿig wenigen Verbindungen deutlich geringer aus, womit sich
die Abhängigkeit zur Datengrundlage zeigt.
239
• Eigenschaften der Nutzer
Erwartet ein Nutzer beispielsweise eine bestimmte Auswirkung der Interaktionstechnik
oder bestimmte Aktionen zur Ausführung der Interaktionstechnik, können für ihn Kos-
ten entstehen, wenn diese nicht seinen Erwartungen entsprechen. So empfanden über
die Studienreihe hinweg einige Teilnehmer die Richtung des Zooms bei der Drehung
des Mausrads als invertiert, was auf das gewohnte Zoomverhalten des überwiegend ge-
nutzten Betriebssystems und der damit verbundenen Erwartungshaltung zurückgeführt
werden konnte. Entsprechend müssen zur Reduktion der Interaktionskosten auch die
Abhängigkeiten zu den Eigenschaften der Nutzer identiziert und berücksichtig werden.
• Andere Interaktionskosten
Führt der Nutzer in Folge von zu hohen Interaktionskosten alternative Interaktions-
techniken aus, um sein gewünschtes Ziel zu erreichen, können zusätzliche Kosten entste-
hen, die bei der sonst üblichen Anwendung dieser Interaktionstechniken nicht entstehen.
Das bei nahem Zoom übergroÿ eingeblendete Rotationszentrum der Navigationsvarian-
te Pan-Zoom-Rotate-Center führte beispielsweise bei einigen Probanden dazu, dass die
Kosten zur Interpretation der Änderungen so hoch auselen, dass sie zusätzliche Naviga-
tionstechniken zum Verschieben und Rotieren ausführten, um einen besseren Blickwinkel
einnehmen zu können. Da sie dabei aber die Ausführung in Abhängigkeit zum übergroÿ
eingeblendeten Rotationszentrum planen und ausführen mussten, entstanden entspre-
chende zusätzliche Kosten, die sonst beim Verschieben und Rotieren nicht entstehen.
Folglich müssen auch Abhängigkeiten von Interaktionskosten untereinander berücksich-
tigt werden, um die primären Schwächen korrekt identizieren zu können.
12.1.2 Ausblick
Entsprechend der identizierten Abhängigkeiten muss das Interaktionskostenmodell erwei-
tert werden, um die Komplexität der Interaktion mit Visualisierungen noch besser erfassen
und erklären zu können. Zudem sollten diese Abhängigkeiten auch in den einzelnen Interak-
tionstechniken berücksichtig werden, um die Kosten der Interaktion so niedrig wie möglich
zu halten. Im Beispiel der visuellen Verwirrung aufgrund zu vieler Verbindungslinien könnte
etwa eine Bündelung der Linien bei Elementen mit zahlreichen Abhängigkeiten helfen, die
Kosten zu reduzieren. Bei Elementen mit nur wenigen Abhängigkeiten würde dagegen keine
Bündelung erfolgen.
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Für die weitere Detaillierung der Interaktionskosten sowie der Möglichkeit zur Ermittlung
und Messung dieser sollte zudem das Zusammenspiel mit den angrenzenden Gebieten der
Wahrnehmung, der Darstellung, der Kognition und der Ableitung von Zielen aus einer Auf-
gabenstellung weiter erforscht werden (Abschnitt 5.5).
12.2 Vorgehensmodell
12.2.1 Fazit
Aufbauend auf dem Interaktionskostenmodell wurde ein empirisch exploratives Vorgehensmo-
dell auf Basis iterativ durchgeführter quasiexperimenteller Laboruntersuchungen erarbeitet,
welches das zweite Ergebnisartefakt der Arbeit repräsentiert. Dabei werden die folgenden
Anforderungen an die Evaluation der Nutzerakzeptanz bei der Interaktion mit Softwarevisua-
lisierungen berücksichtigt:
• Interaktionskostenmodell zur Erklärung der Nutzerakzeptanz
• Nutzerzentrierte Gestaltung der Evaluation
• Geringer Wissensstand über Interaktion mit Visualisierungen
• Hohe Variantenvielfalt bei der Gestaltung der Interaktion
• Hohe Komplexität beim Entwurf und der Durchführung von Studien
Ziel des Vorgehensmodells ist es, einen Rahmen für die Planung und Durchführung von Stu-
dien vorzugeben, um mit verhältnismäÿigem Aufwand möglichst umfassende Erkenntnisse
über die Varianten zur Interaktion mit Softwarevisualisierungen zu erlangen. Die mit diesem
Vorgehensmodell gewonnen Erkenntnisse können zum einen Aussagen zu Interaktionskosten
und Vorschläge zur Weiterentwicklung der Varianten umfassen, wie diese Kosten verringert
werden könnten. Zum anderen können aus diesen Erkenntnissen auch Hypothesen gebildet
und überprüft werden, welche zusammen mit der Bewertung von Varianten zur Bildung einer
gemeinsamen Wissensbasis über die Interaktion mit Softwarevisualisierungen beitragen.
Kernstück des Vorgehensmodells ist das iterative Vorgehen, welches sowohl eine Reihe von
aufeinander aufbauenden Studien vorsieht als auch eine Unterteilung der Studien in mehrere
Iterationen vorschlägt. Pro Iteration einer Studie wird nur eine verhältnismäÿig kleine Zahl an
Probanden eingesetzt und die daraus gewonnenen Erkenntnisse werden für die Anpassungen
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an der nächsten Iteration genutzt. Auf diese Weise soll pro Studie eine Variante entsprechend
der Zielstellung ermittelt werden, die von den meisten Nutzern akzeptiert wird, wobei gleich-
zeitig auch Erkenntnisse darüber gesammelt werden, welche Kosten der Akzeptanz anderer
Varianten entgegen stehen. Ob die so ermittelte favorisierte Variante auch als nale Variante
der Studienreihe genügt, wird anhand der identizierten Kosten und noch möglicher Potenzia-
le zur Weiterentwicklung eingeschätzt. Die Anwendbarkeit des Vorgehensmodells wurde am
Beispiel der durchgeführten Studienreihe erfolgreich demonstriert.
12.2.2 Ausblick
Aus der durchgeführten Studienreihe konnten mehrere Ansatzpunkte zur Detaillierung des
Vorgehensmodells identiziert werden. Der erste Ansatzpunkt ist die notwendige Unterstüt-
zung bei der Durchführung und Auswertung der Studien durch geeignete technische Werk-
zeuge. Die in der Studienreihe verwendete exibel kongurierbare Benutzungsschnittstelle
stellt bereits ein Werkzeug dar, ohne das die Abbildung und Verwaltung der Varianten in
den Studien nicht möglich wäre. Für die Aufzeichnung und Auswertung der Daten bedarf es
aber ebenfalls technischer Unterstützung, welche auch direkt in das Vorgehensmodell inte-
griert werden sollte. Das gleichzeitige Beobachten, Anweisen und Notieren von Anmerkungen
in einfachen Tabellen birgt die Gefahr, dass relevante Aspekte nicht erfasst oder nicht aus-
reichend detailliert berücksichtigt werden. Die anschlieÿende Auswertung mittels qualitativer
Inhaltsanalyse bedarf ebenfalls einer technischen Verzahnung mit der Datenerhebung, um
den Aufwand insgesamt zu verringern und auch die vorläuge Auswertung pro Iteration zu
vereinfachen. Einen ersten Ansatz für ein solches Werkzeug bietet der von Schilbach (2018)
entwickelte Evaluationsserver. Dieser sollte um Funktionen zur Erfassung und Auswertung
qualitativer Daten erweitert werden, welche sowohl die Anmerkungen des Probanden als auch
die Hinweise und Beobachtungen des Experimentators umfassen.
Eine zusätzliche Aufzeichnung der durchgeführten Interaktion könnte zudem die Zuordnung
und Nachvollziehbarkeit der erfassten Daten vereinfachen, was sich auch auf den zweiten An-
satzpunkt zur Detaillierung des Vorgehensmodells auswirkt. Die umfassende Beschreibung
der Datenauswertung je Studie und Iteration erfordert nämlich nicht nur einiges an Aufwand,
sondern ist zudem insbesondere durch den iterativen Charakter auch schwerer nachvollzieh-
bar. Selbst bei überschaubaren Unterschieden zwischen den Iterationen ist es schwieriger, die
beschriebenen Aussagen und Erkenntnisse einzuordnen als dies bei Studien ohne Iteration der
Fall ist. In Folge sollte also nicht nur auf eine klare Trennung der Iterationen geachtet werden,
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sondern es sollen auch Details zur besseren Nachvollziehbarkeit von Studien ins Vorgehens-
modell aufgenommen werden, die ebenfalls mittels eines geeigneten Werkzeugs unterstützt
werden sollten.
Der dritte Ansatzpunkt zur Weiterentwicklung des Vorgehensmodells betrit ebenfalls die
Iterationen. Die Herausforderung bei der Abgrenzung der einzelnen Iterationen ist neben der
Bestimmung, nach wie vielen Probanden die Abgrenzung erfolgen soll, auch die Entschei-
dung, welche Änderungen in die nächste Iteration aufgenommen werden. Gerade bei Neu-
oder Weiterentwicklung der Varianten besteht die Gefahr, dass vorrangig die Anpassungen
durchgeführt werden, die nur einen geringeren Aufwand verursachen und in relativ kurzer Zeit
erfolgen können. Folglich sollte zwischen den Iterationen ein gewisser Zeitraum als Puer ge-
plant werden und auch Unterstützung bei der Implementierung der Änderungen in Anspruch
genommen werden, was sich gleichzeitig positiv auf die Qualität der Prototypen auswirkt.
Bezüglich des Zeitpunkts der Abgrenzung zwischen den Iterationen gilt es abzuwägen, ob
auch genügend Änderungspotenzial erfasst wurde, da nicht jede Möglichkeit zur Weiterent-
wicklung sofort zu einer neuen Iteration führen kann. Stattdessen sollte auch innerhalb einer
Iteration geprüft werden, ob kleinere Anpassungen umgesetzt werden können, welche sich nur
positiv auf die Erfassung von Daten gemäÿ der Zielstellung auswirken können. So konnte der
Wechsel bei der Erfassung der Erwartungshaltung in der Studie LazyDog von einem Fragebo-
gen zu einem Interview den Umfang und die Qualität nur positiv beeinussen, wozu es aber
keiner neuen Iteration bedurfte. Zur einfacheren Anwendung des Vorgehensmodells sollten




Das in der Studienreihe untersuchte Anwendungsszenario der Abhängigkeitsanalyse der struk-
turellen Bestandteile eines objektorientierten Softwaresystems lieferte in vier Studien mit ins-
gesamt neun Iterationen und 66 Probanden mehrere Erkenntnisse über die untersuchten Va-
rianten von Interaktionstechniken, welche in der gemeinsamen Wissensbasis aus Blöcken und
Richtlinien eingeordnet werden können (Abschnit 5.2.2). Die Aufgaben des Anwendungsfalls
und die Datengrundlage der Strukturinformationen von Software bilden dabei jeweils einen
Block auf der Ebene der Daten- und Aufgaben-Abstraktion. Diese sind über Richtlinien so-
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wohl mit den beiden Blöcken der eingesetzten Metaphern als auch mit den Blöcken der in der
Studienreihe untersuchten Varianten von Interaktionstechniken auf Ebene der Darstellungs-
und Interaktionstechniken verbunden. Somit wird beispielsweise das Wissen dargestellt, dass
die Navigationsvariante Pan-Zoom-Rotate in Kombination mit der City-Floors-Metapher von
der Mehrheit der Probanden zur Bearbeitung von Aufgaben der Abhängigkeitsanalyse bevor-
zugt wird. Im Folgenden werden die Erkenntnisse der einzelnen Studien sowie die Entwicklung
der Studienreihe zusammengefasst.
In der Studie EarlyBird wurde der Einuss der Interaktionskosten bei der interaktiven Dar-
stellung von Beziehungen auf die Nutzerakzeptanz in einer zweidimensionalen Visualisierung
als Recursive-Disk -Metapher untersucht. Im Ergebnis zeigte sich, dass sowohl bei der Va-
riante mit Verbindungslinien als auch der Variante mit Transparenz die Interaktionskosten
noch so hoch liegen, dass keine von den Probanden eindeutig bevorzugt wird. Stattdessen
wurden jeweils Stärken und Schwächen der beiden Varianten in Abhängigkeit zur Perspektive
identiziert, die sich mithilfe der Interaktionskosten erklären lassen. Dazu wurden mehrere
mögliche Ansatzpunkte zur Reduzierung dieser Schwächen von den Probanden genannt und
auch der Vorschlag unterbreitet, die Verbindungslinien und die Transparenz in einer Variante
zu kombinieren.
Die somit drei weiterentwickelten Varianten der interaktiven Darstellung von Beziehungen
wurden in der zweiten Studie LateWorm an der gleichen Visualisierung hinsichtlich negativer
Auswirkungen der Interaktionskosten auf die Eektivität und Ezienz untersucht. Die statis-
tische Auswertung der gemessenen Zeiten und Fehlerraten konnte zeigen, dass ein negativer
Einuss unter Berücksichtigung der Perspektive existiert, wobei die Variante mit Transpa-
renz und ohne Verbindungslinien am besten abschnitt. Dabei zeigte sich, wie in der Studie
EarlyBird zuvor, dass die angebotenen Navigationstechniken von vielen Probanden als Ak-
zeptanzhürde wahrgenommen wurden, womit ein Einuss auf die Ergebnisse zur interaktiven
Beziehungsdarstellung nicht ausgeschlossen werden kann.
Die Untersuchung, ob eine von den Probanden erwartete und akzeptierte Variante der Na-
vigation existiert, wurde in der Studie LazyDog durchgeführt. Dazu wurde neben drei Navi-
gationsvarianten für eine dreidimensionale Visualisierung als City-Floors-Metapher auch die
Erwartungshaltung der Probanden zur Navigation erfasst. Es zeigte sich, dass keine eindeutige
Navigationsvariante von der Mehrzahl der Probanden erwartet wurde, sondern zwei Trends
existieren, wie die Probanden navigieren wollen. Im ersten erfolgt die Navigation ausschlieÿlich
per Maus und fokussiert sich auf das Verschieben und Rotieren des Modells, so wie es auch in
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drei der vorgestellten Navigationsvarianten erfolgt. Der zweite Trend stellt eine Navigation per
Maus und Tastatur dar, welche das Verschieben und Rotieren der Kamera anstelle des Modells
ermöglicht. Dementsprechend wurde eine vierte Navigationsvariante Game-WASD implemen-
tiert und in der dritten Iteration der Studie eingeführt. Obwohl die neue Variante etwas besser
abschnitt als die anderen drei Varianten, genügte dies noch nicht, um sie abschlieÿend als fa-
vorisierte Variante zu bestimmen. Der erste Trend der Erwartungshaltung einer Steuerung
ausschlieÿlich per Maus zusammen mit den ermittelten Möglichkeiten zur Weiterentwicklung
der anderen Varianten lässt vermuten, dass eine andere Navigationsvariante existiert, die von
einer Mehrzahl der Probanden akzeptiert wird.
Um dies zu untersuchen, wurden in der Studie AgileSnail an der gleichen dreidimensionalen
Visualisierung insgesamt sechs Navigationsvarianten hinsichtlich des Einusses der Interak-
tionskosten auf die Akzeptanz der Probanden untersucht. Im Ergebnis zeigt sich, dass die
Variante Pan-Zoom-Rotate von etwa zwei Dritteln der Probanden als favorisierte Variante
bestimmt wurde, wenn die um ein eingeblendetes Rotationszentrum erweiterte Variante Pan-
Zoom-Rotate-Center dazugezählt wird. Die favorisierte Variante entspricht dem ersten Trend
der Erwartungshaltung der Studie LazyDog. Etwa ein Drittel der Favoritenwahlen entfällt
aber auf die bereits aus der Studie LazyDog bekannte Variante Game-WASD. Es ist demnach
hervorzuheben, dass ein gewisser Teil der Probanden eine andere Variante bevorzugt, was
sich auch mit den Erkenntnissen zur Erwartungshaltung deckt, da diese Variante dem zweiten
Trend folgt.
Mit der vom Probanden favorisierten Navigationsvariante wurde anschlieÿend erneut der ne-
gative Einuss der Interaktionskosten auf die Akzeptanz und Eektivität bei der Darstellung
von Beziehungen untersucht. Auf Basis von Verbindungslinien wurden vom Probanden eine
Variante mit und eine ohne transparente Darstellung evaluiert. In der Auswertung zeigte
sich, dass die Variante Mit Transparenz (und Verbindungslinien) von den meisten Probanden
bevorzugt wurde, was auch dem Wunsch nach einer kombinierten Variante aus der Studie
EarlyBird entspricht. Ein Einuss auf die Eektivität, wie er auch in der Studie LazyDog
untersucht wurde, konnte dagegen statistisch nicht belegt werden. Durch den minimierten
Einuss der Navigationsvariante ist die Aussagekraft der gewonnen Ergebnisse höher als in
den Studien EarlyBird und LazyDog.
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Die Kombination aus der interaktiven Darstellung von Beziehungen mittels Verbindungslinien
und Transparenz sowie der Navigationsvariante Pan-Zoom-Rotate kann somit im Rahmen der
Studienreihe als nale Variante einer Benutzungsschnittstelle zur Unterstützung der Abhän-
gigkeitsanalyse der strukturellen Bestandteile eines objektorientierten Softwaresystems mittels
Softwarevisualisierung angesehen werden.
12.3.2 Ausblick
Trotz der Bestimmung einer nalen Variante der Studienreihe konnten sowohl für die in-
teraktive Beziehungsdarstellung als auch für Navigation noch Weiterentwicklungspotenziale
identiziert werden. So wurden trotz der mehrheitlichen Akzeptanz der kombinierten Variante
von Verbindungslinien Mit Transparenz mehrere Vorschläge zur Weiterentwicklung genannt,
die das Potenzial haben, die Interaktionskosten weiter zu verringern. Die Möglichkeit der
Auswahl von Elementen durch transparent dargestellte Elemente hindurch stellt dabei eine
vielversprechende Weiterentwicklung dar, mit der zusätzliche Navigation und somit Kosten
vermieden werden können. Das gleiche Ziel verfolgt auch der Vorschlag, überlagernde Ele-
mente oder Elemente, die mit Verbindungslinien kollidieren, auszublenden. Darüber hinaus
verspricht auch ein komplexer Filter groÿes Potenzial zur Reduzierung der Interaktionskos-
ten, welcher nur noch diejenigen Elemente einblendet, die mit dem selektierten Element in
Verbindung stehen. Dieses bedarf aber  wie auch die anderen beiden genannten Vorschläge
 einer weiteren Evaluation.
Auch die Navigationsvarianten lassen noch einiges Potenzial zur Weiterentwicklung vermuten.
So konnten etwa einzelne Interaktionstechniken wie das Fokussieren von Elementen aus der
Variante Look-At-Rotate-Element identiziert werden, die eine Ergänzung der favorisierten
Variante Pan-Zoom-Rotate sein können. Eine weitere vergleichende Untersuchung der bei-
den am zweithäugsten favorisierten Varianten Pan-Zoom-Rotate und Game-WASD, bei der
längeren Trainingsphasen gestattet werden, könnte zudem den grundlegenden Einuss der
Navigation in dreidimensionalen Softwarevisualisierungen auf die Nutzerakzeptanz noch ge-
nauer ergründen. Folglich lassen sich zwei weitere eigenständige Studienreihen formulieren,
welche explizit auf die beiden Kategorien von Interaktionstechniken eingehen. Dabei können
die Erkenntnisse der jeweils anderen Studienreihe für die Weiterentwicklung der Studienrei-
he genutzt werden, um noch mehr Erkenntnisse zur Interaktion mit Softwarevisualisierungen
hervorzubringen und so die Grundlage für die Verbreitung von Softwarevisualisierungen in
der Praxis zu legen.
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A Appendix
Alle Anhänge zu den vier durchgeführten Studien benden sich auf dem beigefügten Daten-
träger. Die folgende Liste zeigt die Ordnerstruktur und beschreibt die enthaltenen Daten:
• EarlyBird
- Qualitative Daten
Listen der Auswertung der Fragebögen, der Protokolle und der Interviews
Rohdaten der Aufnahmen, Fragebögen und Protokolle
- Quantitative Daten
Listen der Daten zu den erhobenen Zeiten und Fehlerraten
Rohdaten der Interaction Logs
- Technische Daten
Dateien zu Setup, Untersuchungsvarianten und Aufgabenbeschreibungen
• LateWorm
- Qualitative Daten
Listen der Auswertung der Fragebögen und Protokolle
Rohdaten der Aufnahmen, Fragebögen und Protokolle
- Quantitative Daten
Listen der Daten zu den erhobenen Zeiten, Fehlerraten und Navigationen
Rohdaten der Interaction Logs und der Untersuchungsvarianten
- Technische Daten
Dateien zu Setup, den Aufgabenbeschreibungen und dem Log Analyzer
• LazyDog
- Qualitative Daten
Listen der Auswertung der Fragebögen und den Protokolle
Rohdaten der Aufnahmen, Fragebögen und Protokolle
- Quantitative Daten
Rohdaten der Interaction Logs
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- Technische Daten
Dateien zu Setup, Untersuchungsvarianten und Aufgabenbeschreibungen
• AgileSnail
- Qualitative Daten
Listen der Auswertung der Fragebögen und Protokolle
Rohdaten der Aufnahmen, Fragebögen und Protokolle
- Quantitative Daten
Liste der Auswertung der Markierungssummen
Rohdaten der Interaction Logs und Markierungssummen
- Technische Daten
Dateien zu Setup, Untersuchungsvarianten und Aufgabenbeschreibungen
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