The Basel Committee on Banking Supervision (BIS) has recently sanctioned Expected Shortfall (ES) as the market risk measure to be used for banking regulatory purposes, replacing the well-known Value-at-Risk (V aR). This change is motivated by the appealing theoretical properties of ES as a measure of risk and the poor properties of V aR. In particular, V aR fails to control for "tail risk". In this transition, the major challenge faced by …nancial institutions is the unavailability of simple tools for evaluation of ES forecasts (i.e. backtesting ES). The main purpose of this article is to propose such tools. Speci…cally, we propose backtests for ES based on cumulative violations, which are the natural analogue of the commonly used backtests for V aR.
INTRODUCTION
The quanti…cation of market risk for derivative pricing, for portfolio choice and for risk management purposes has long been of interest to researchers and …nancial institutions alike. Ever since the early 1990s, the leading tool for measuring market risk has been the Value at Risk (V aR), see Jorion (2006) and Christo¤ersen (2009) for comprehensive reviews. V aR summarizes the worst loss over a target horizon that will not be exceeded at a given level of con…dence called coverage level. Despite its universality, conceptual simplicity and easy evaluation, V aR has been criticized because of its fundamental de…ciencies. V aR does not account for "tail risk". It only tells us the most we can lose if a tail event does not occur; if a tail event does occur, we can expect to lose more than the V aR, but the V aR itself gives us no indication of how much that might be. Other de…ciencies of the V aR are its lack of sub-additivity (see Artzner et al. (1997 Artzner et al. ( , 1999 and Acerbi and Tasche (2002) ) or of convexity (Basak and Shapiro (2001) ). These limitations have prompted the implementation of an alternative, coherent, measure of risk -the Expected Shortfall (ES). 1 ES is the expected value of losses beyond a given level of con…dence. In its consultative document on the Third Basel Accord, dated May 3, 2012, the Basel Committee explicitly raised the prospect of phasing out V aR and replacing it with the ES (Basel Committee, 2012). The major challenge in the implementation of the ES as the leading measure of market risk is the unavailability of simple tools for its evaluation (see Yoshiba (2002, 2005) and Kerkhof and Melenberg (2004) ). The main purpose of this article is to propose such tools.
Our proposal is based on the following observation. It is well-known that for each coverage level, violations -the days on which portfolio losses exceed the V aR-should be unpredictable if the risk model is appropriate, i.e. centered violations should be a martingale di¤erence sequence (mds) (see e.g. Berkowitz, Christo¤ersen and Pelletier (2011)). Indeed, rather than just one mds, centered violations form a class of mds indexed by the coverage level. The integral of the violations over the coverage level in the left tail, which we refer to as cumulative violations, also form a mds. The cumulative violation process accumulates all violations in the left tail, just like the ES accumulates the V aR in the left tail. We can therefore use existing methods to check for the mds property (see Escanciano (2009a) for a survey of these methods). In particular, we suggest a Box-Pierce test (cf. Box and Pierce (1970)). Our Box-Pierce test is the analogue for ES of the conditional backtests proposed by Christo¤ersen (1998) and Berkowitz, Christo¤ersen and Pelletier (2011) for V aR. There are also unconditional implications of the mds property of cumulative violations that can be checked to evaluate ES measures. This leads to the analogue for ES of the unconditional backtest for V aR proposed by Kupiec (1995) . See McNeil and Frey (2000) , Berkowitz (2001) , Kerkhof and Melenberg (2004) , Wong (2008 Wong ( , 2010 ) and Acerbi and Szekely (2014) for other unconditional backtests for ES. In this article, our main focus is on conditional backtests for ES, which, to the best of our knowledge, are not yet available in the literature. 2 However, for completeness we also consider unconditional backtests.
We investigate the asymptotic behavior of our backtests for ES accounting for the presence of estimation risk. Estimation error in V aR=ES forecasts has been studied, among others, in Christo¤ersen and Goncalves (2005) and more recently in Gourieroux and Zakoian (2013) and Francq and Zakoian (2015) . Escanciano and Olmo (2010) investigated estimation risk in backtesting V aR. In the context of backtesting ES; the only study of estimation risk that we are aware of is that of Kerkhof and Melenberg (2004) , who considered Historical Simulation ES forecasts for their unconditional backtest. In analogy to what Escanciano and Olmo (2010) do for V aR; we show theoretically and by simulations that not accounting for estimation e¤ects leads to noticeable size distortions in backtesting ES when the in-sample estimation period is not large relative to the out-of-sample evaluation period, which is often the case in practice. To address this limitation of the basic backtests we propose and study modi…ed versions that are robust to the presence of estimation risk, and con…rm their robustness through some Monte Carlo simulations.
The main message of this article is that, in contrast with most sentiments expressed in the academic and non-academic literatures, backtesting ES is not more di¢ cult than backtesting V aR: 3 The proposed tests are very easy to implement, they are the natural analogues of those for V aR, and they can be used as part of the toolkit for the internal 2 Conditional backtests are well-known to be generally more powerful than their unconditional counterparts for commonly used models such as the Filtered Historical Simulation model; see Escanciano and Pei (2012) for a formal explanation in the context of VaR. 3 Our assessment agrees with that of Kerkhof and Melenberg (2004) and Acerbi and Szekely (2014) , among others. See the latter reference for discussion on the possibility of backtesting ES and the concept of "elicitability".
model-based approach suggested by the Basel Committee, thereby leading to a measurement and evaluation of market risk that better captures tail risk.
The remainder of this article is organized as follows. Section 2 introduces some notations used throughout the paper and the building blocks for our backtests: the cumulative violation process. In Section 3 we propose the new unconditional and conditional backtests, and derive their asymptotic properties. Section 4 investigates the …nite-sample performance of the proposed backtests through a set of Monte Carlo experiments. In Section 5 we apply our tests to three major stock indexes, the S&P500, the Deutsche German Stock Index (DAX) and the Hang Seng Index, using daily data from the 2008 …nancial crisis. This empirical application shows that V aR is unresponsive to extreme events such as those experienced during the …nancial crisis, while ES provides a more accurate description of the risk involved. In Section 6 we conclude. An appendix contains the mathematical proofs of our results. 
THE CUMULATIVE VIOLATION PROCESS
That is, the V aR t ( ) is the th percentile of the distribution G;
De…ne the -violation or hit at time t as
where 1( ) denotes the indicator function. That is, the violation takes the value one if the loss at time t is larger than or equal to V aR t ( ), and it is zero otherwise. An implication of (1) This restriction has been the basis for the extensive literature on backtesting V aR. Two of its main implications, the zero mean property of the hit sequence fh t ( ) g 1 t=1 and its uncorrelation led to the unconditional and conditional backtests of Kupiec (1995) and Christo¤ersen (1998) , respectively, which are the most widely used backtests.
The V aR has been criticized for its inability to capture "tail risk". This can be seen from the hit sequence fh t ( ) g 1 t=1 itself, which contains information on whether losses are larger than V aR, but not on the actual size of the loss when a violation occurs. This and other limitations of V aR have motivated a move to ES, which, unlike V aR; measures the riskiness of a position by considering both the size and the likelihood of losses beyond a con…dence level. ES is de…ned as the conditional expected loss given that the loss is larger than V aR t ( ), that is,
De…nition of a conditional probability and a change of variables yield a useful representation of ES t ( ) in terms of V aR t ( );
Unlike V aR t ( ), which only contains information on one quantile level ; ES t ( ) contains information from the whole left tail, by integrating all V aRs from 0 to : To test the correct speci…cation of ES t ( ); it seems natural to consider the integral of h t ( ); or the cumulative violation process,
Since h t (u) has mean u; by Fubini's Theorem H t ( ) has mean 1= R 0 udu = =2: Moreover, again by Fubini's Theorem, the mds property of the class fh t ( ) :
is preserved by integration, which means that fH t ( ) =2g 1 t=1 is also a mds. This is the key observation of this article. For computational purposes, it is convenient to de…ne
, we obtain
Like violations, cumulative violations are distribution-free, since fu t g 1 t=1 comprises a sample of independent and identically distributed (iid) U [0; 1] variables (see Rosenblatt (1952) for an early use of this property and see also Berkowitz (2001) and Hong and Li (2005) for applications in …nance). Acerbi and Tasche (2002) and Emmer, Kratz and Tasche (2014) used the representation in (3) to approximate the integral with a Riemann sum with four terms. 4 Working with violations avoids approximations, as the integral in (4) can be computed exactly. Unlike violations, cumulative violations contain information on the tail risk: when violations are zero, cumulative violations are also zero, but when a violation occurs, the cumulative violation measures how far is the actual value of Y t from its quantile, through the term
The variables fu t g 1 t=1 necessary to construct fH t ( )g 1 t=1 are generally unknown, since the distribution of the data G is unknown. In practice, researchers and risk managers specify a parametric conditional distribution G( ; t 1 ; 0 ); where 0 is some unknown parameter in R p , and proceed to estimate 0 before producing V aR=ES forecasts. Popular choices for distributions G( ; t 1 ; 0 ) are those derived from location-scale models with Student's t distributions, but other choices can be certainly entertained in our setting. 6 With the parametric model at hand, we can de…ne the "generalized errors"
and the associated cumulative violations
4 See also the related literature that proposes backtesting V aR over a subset of risk levels (see Hurlin and Tokpavi (2006), Perignon and Smith (2008) and Colletaz, Hurlin and Perignon (2013)). 5 In fact, d(y; x) = jG(y; t 1) G(x; t 1)j is a distance function. 6 We could also extend our methods to semiparametric speci…cations where 0 includes an in…nite-dimensional component. We leave this extension for future research.
Very much like for V aRs, the arguments above provide a theoretical justi…cation for backtesting ES by checking whether fH t ( ; 0 ) =2g 1 t=1 have zero mean (unconditional ES backtest) and whether fH t ( ; 0 ) =2g 1 t=1 are uncorrelated (conditional ES backtest). We propose test statistics for these hypotheses in the next section.
BACKTESTING ES
In this section we propose our backtests for ES. The unconditional backtest is simply a t-test for the hypothesis E [H t ( ; 0 )] = =2; and it is the analogue for the ES of the unconditional V aR backtest proposed in Kupiec (1995) . The conditional backtest is a Portmanteau Box-Pierce test applied to sample versions of H t ( ; 0 ). Our conditional backtest is the analogue for ES of the conditional backtests proposed in Christo¤ersen (1998) and Berkowitz, Christo¤ersen and Pelletier (2011) for V aR. We …rst investigate the asymptotic distributions for our basic backtests allowing for estimation risk, and show that not accounting for it can potentially lead to size distortions. We then propose modi…ed backtests that are robust to estimation risk.
Basic Unconditional and Conditional Backtests
In practice, the parameters of the model 0 are unknown, and they need to be estimated to construct forecasts for ES. For simplicity of presentation we follow here a …xed forecasting scheme, although our theory can be trivially extended to other forecasting schemes (rolling and recursive); see, e.g., Escanciano and Olmo (2010) and references therein for details. That is, the in-sample period fY T +1 ;^ T ; :::; Y 0 ;^ 1 g of size T is used to estimate 0 ; say by b T ; where b T is a consistent estimator for 0 ; for example the conditional maximum likelihood estimator (CMLE), and^ t 1 is the observed information set that approximates the infeasible information set t 1 (for example by using some initial values for the unobserved in…nite past history of the data). With b T we construct residuals
and estimated cumulative violations
Then, an out-of-sample period fY 1 ;^ 0 ; :::; Y n ;^ n 1 g of size n is used to evaluate (backtest) the ES model. Our backtests are based on the estimated cumulative violations. 7 The unconditional backtest for ES is a standard t-test for the null hypothesis
Note that simple calculations show that E H 2 t ( ) = =3, and hence, V ar(H t ( )) = (1=3 =4): Therefore, a simple t-test statistic is as follows
where H( ) denotes the sample mean of f b H t ( )g n t=1 ; i.e.
Due to the parameter estimation e¤ect, the asymptotic distribution of U ES is generally not a standard normal and depends on the asymptotic relative magnitude of the in-sample (estimation) size T and the out-of-sample (evaluation) size n: Assume both T ! 1 and n ! 1; such that n=T ! < 1: The next theorem gives the null limit distribution of U ES .
Two quantities that appear in this and other asymptotic distributions are the conditional cdf of the parametric errors u t ( ); i.e.
and the in ‡uence function of the estimator b T ; denoted by l t ; see Assumption A2 in Appendix A for a de…nition of the in ‡uence function. The symbol ! d denotes convergence in distribution, and B 0 denotes the transpose of the vector or matrix B.
Theorem 1 Under Assumptions A0-A4 in Appendix A,
7 A referee pointed out that a "drawback" of backtests using cumulative violations is that they require more than the ex-ante ES and the ex-post returns series. There are (unconditional) backtests using only these inputs, but they are based on quantities that, unlike cumulative violations, are not distribution-free and require bootstrap methods; see, e.g., McNeil and Frey (2000) .
with the asymptotic variance 2 ( ) given by
where
Remark 1: In the proof of Theorem 1, we actually quantify the parameter estimation e¤ect as follows
which is analogous to what Escanciano and Olmo (2010) do for V aR in their Theorem 1.
In Appendix B, we give an explicit expression for R ES as well as its estimate for a general location-scale model. A special case of Theorem 1 under which knowledge of R ES and l t is not required is when = 0: Theorem 1 shows that U ES has a standard normal limit distribution when = 0; i.e. when the estimation period is much larger than the evaluation period. In this case, inference with the unconditional backtest is substantially simpli…ed.
Corollary 1 Under the assumptions of Theorem 1 and = 0,
Next, we consider the conditional backtest with the null hypothesis
which is the analogue of the null of conditional backtest for V aR, see e.g. Christo¤ersen (1998). We need the following notations. De…ne the lag-j autocovariance and autocorrelation of H t ( ) for j 0 by
respectively. We drop the dependence of j and other related quantities on for simplicity of notation. The sample counterparts of j and j based on a sample fH t ( )g n t=1 are
respectively. Notice that we use the unconditional mean restriction in the de…nition of autocorrelations. As a result, tests based on nj are expected to have power against deviations from H 0c where fH t ( )g are uncorrelated but have mean di¤erent from =2. 8 In our present context fH t ( )g n t=1 is, however, unobservable, as 0 is unknown and t 1 is not completely observed. Then, we substitute b H t ( ) for H t ( ) in nj and obtain
Notice that j = 0 for j 1 under H 0c : Simple conditional tests can be constructed using b nj ; for example the Box-Pierce test statistic
As with the unconditional backtest, the asymptotic distribution of C ES (m) depends on ;
as well as on other unknown quantities.
Theorem 2 Under Assumptions A0-A4 in Appendix A,
where f j g m j=1 are the m eigenvalues of the matrix with the ij th element given by
ij is the Kronecker delta function, which takes value 1 if i = j; and 0 otherwise, and fZ j g are independent standard normal variables.
One implication of Theorem 2 is that C ES (m) generally has a weighted chi-squared limit distribution that depends on R j ; and hence on the model and data generating process, in a 8 Some algebra shows that nj roughly equals 1=(n j)
with e Ht the sample mean of Ht( ): The …rst term brings power against deviations from zero autocorrelations of Ht( ); while the second term brings power against deviations from H0u: One could also consider tests that do not use the unconditional mean restriction in the de…nition of autocorrelations (i.e. using the sample mean of cumulative violations). However, Monte Carlo simulations suggest that these tests are less powerful than the ones we use here. complicated way. However, this limit distribution becomes standard when = 0; as in this case j = 1, for j = 1; :::; m:
Corollary 2 Under the assumptions of Theorem 2 and = 0,
where 2 m is a chi-square distribution with m degrees of freedom.
Summarizing, our basic unconditional and conditional backtests have standard null limiting distributions when = 0; i.e. when the estimation period is much larger than the evaluation period, and they have nonstandard null limiting distributions when > 0. This implies that these basic tests implemented with critical values from the standard distributions may not be able to properly control for the Type-I error due to estimation e¤ects, unless T is much larger than n (e.g. T = 2500 and n = 250). To overcome this limitation, we propose in the next section modi…cations of the basic tests that are robust to estimation risk.
Robust Unconditional and Conditional Backtests
In this subsection, we propose backtests that explicitly take into account the estimation e¤ects and have standard limit distributions for any ; 0 < 1. Theorem 1 already
gives an expression for the estimation e¤ect of the unconditional backtest (5), which suggests the following modi…ed test statistic
denotes a term that converges in probability to zero), and
withl t a consistent estimator of l t ; so that
That is, W T is a consistent estimator for the asymptotic variance of the estimator b T ; which is already implemented in many statistical packages. See Section 4 for expressions for b F t ( ; x) andl t ; respectively, in the context of GARCH models estimated by the CMLE method.
Similarly, by Theorem 2 one can modify the conditional backtest (6) as follows
where b with the ij th element
and
In Appendix B, we give explicit expressions for b R ES and b R j for location-scale models. See also Section 4 below.
From Theorem 1 and Theorem 2, it can be shown that the modi…ed test statistics M U ES
and M C ES (m) have standard limit distributions regardless of the value of . 
MONTE CARLO SIMULATIONS
To assess the …nite sample performance of our proposed tests, we carry out some Monte Carlo studies. For comparison purposes, we report the tests results for both ES and V aR. 
with e nj = e nj =e n0 and e nj = 1=(n j)
We also report the tests for V aR that are robust to the estimation e¤ects,
with e (m) n = (e n1 ; e n2 ; :::; e nm ) 0 and e ij = ij + n=T e R 0 i W T e R j : Expressions for e R V aR and e R j are given in Appendix B (see also Escanciano and Olmo (2010) ).
We use the popular AR(1)-GARCH(1,1) speci…cation as our null model for Y t , under which the V aR and ES are given by
respectively, where " t t v ; a Student's t distribution with unknown degrees of freedom v, In each simulation, using the in-sample data, we estimate 0 and v by the CMLE method.
We then obtain b 
5.
Here we only report the results for m = 5. 9 We simply use a N (0; 1) to approximate the limit distributions of U ES and U V aR , and a 2 m to approximate the limit distributions of C ES (m) and C V aR (m); although these are good approximations only for small n=T according to our theory in the previous section: We repeat the experiment 1000 times with in-sample sizes T = 250; 500; 2500 and out-of-sample sizes n = 250; 500:
Our null and alternative data generating processes for Y t are as follows:
In these models f" t g is generally iid t 5 , unless otherwise speci…ed. Similar models are studied in Escanciano and Velasco (2010) and Escanciano and Olmo (2010) . In A 1 and A 2 ;
9 The simulation results for m = 1 and 3 are available from the authors upon request.
only the conditional mean is incorrectly speci…ed while the other aspects of the distribution are correctly speci…ed. In A 3 ; A 4 and A 5 , only the conditional variance is incorrectly speci…ed. In A 6 , only the distribution of the innovations f" t g is incorrectly speci…ed. Tables 1-9 give the empirical sizes and size-corrected powers of the tests at 5% nominal level. Consistent with our theory in the previous section, the basic tests have severe size distortions for small T due to the estimation e¤ects; but these size distortions reduce sig- backtests if their in-sample size is small or moderate (e.g. T = 250; n = 250):
The simulations also suggest that unconditional and conditional tests are complementary rather than substitutes. Therefore, we recommend to use both in practice. Also, in these simulations backtests for ES compare favorably to those for V aR: The next section provides further empirical evidence for this comparison in the context of real data on three major stock indexes during the recent …nancial crisis.
EMPIRICAL APPLICATION
In this section we illustrate with an empirical application to three major stock indexes the advantages of using ES as a measure of market risk in periods of …nancial turmoil, respectively. In contrast, here we confront these classical V aR backtests with the newly proposed ES backtests. 11 We consider the daily S&P500 Index, the DAX and the Hang Seng Index (HS), three of the major stock indexes in the world. Our data are obtained from …nance.yahoo.com over the period January 1, 1997 -June 30, 2009. Table 10 The implied V aR and ES at level are given by
respectively, as de…ned in (9).
We estimate the parameters by CMLE using the in-sample data, and perform backtesting with the out-of-sample data. Table 11 reports the CMLE estimates, including estimates for the terms F 1 v ( ) and m( ) for the levels of considered. 12 We observe a similar high level of volatility persistence for the three indexes. Hang Seng has the smallest Student's t degree of freedom v of the innovation distribution, and hence a fatter tail, in agreement with the high kurtosis of Hang Seng observed in Table 10 . for example, when Lehman Brothers …led bankruptcy. S&P500 fell by 4.83% on that day, and the estimated V aR t (0:05) is 1.82%, while ES t (0:1) is 2.65%, closer to the actual loss. where S&P500 returns fall below their V aR t (0:05). The average loss of S&P500 for those cases is 3.82%, and the average of V aR t (0:05) is 2.79% while that of ES t (0:1) is 3.07%.
There are 11 cases where S&P500 returns fall below their V aR t (0:01). The average loss of S&P500 for those cases is 3.76%, and the average of V aR t (0:01) is 3.13% while that of ES t (0:025) is 3.20%. Therefore, ES better describes the extreme losses than V aR: The results for DAX and Hang Seng tell similar stories. Table 12 reports the number of violations V ( ) = P n t=1 b h t ( ) , cumulative violations Table 12 shows signi…cant discrepancies between violations and cumulative violations at the coverage level suggested by the Basel committee ( = 0:01 for V aR). For the three indexes there is substantial clustering of cumulative violations, which suggests deviations from the mds hypothesis implied by an appropriate ES forecast. To formally assess this hypothesis we apply our conditional backtest. corresponding number for S&P500 is eleven. The crisis originated and had a bigger impact in the US, which brought about more extreme losses in the stock market in the US than in Germany and Hong Kong. This also may explain why the unconditional test U V aR in Table 13 has a small p-value for S&P500, and a big p-value for the other two indexes. ever, is to consider a data-driven choice of m similar to that proposed in Escanciano and Lobato (2009b) . This combined procedure has been shown to deliver simple and reliable inferences in other contexts, and it can be certainly used here to provide a fully data-driven backtests for ES at a small computational price.
FIGURES 2-4 ABOUT HERE
CV ( ) = P n t=1 b H t ( )
The cumulative violations

APPENDIX Appendix A: Assumptions
This section introduces the assumptions and some formulae needed for our results and tests. We …rst introduce some notations. Let k k denote the Euclidean norm, and let C be a generic constant that may change from expression to expression. 
In the results of the main text we refer to the assumptions below holding for this speci…c choice of '; but the results in this appendix are shown for a general ' 2 : In the sequel, we simplify the notations as follows: Assumption A0: The conditional distribution of Y t given t 1 is given by G( ; t 1 ; 0 ).
Assumption A1: fY t ; X t g n t= T +1 is strictly stationary and ergodic.
Assumption A2: The estimator b T is p T -consistent for 0 , where 0 is in the interior of : Moreover, b T satis…es the following asymptotic (Bahadur) expansion,
where l t is such that E [l t j t 1 ] = 0 and E[l t l 0 t ] exists and is positive de…nite.
Assumption A3: The e¤ect of information truncation satis…es
Assumption A4: F t ( ; x) is continuously di¤erentiable in and x 2 [0; 1] a.s. Moreover,
Assumption A0 is standard in the literature, and it assumes the model is correctly speci…ed.
It can be relaxed to the condition
without changing the theory of this article. Assumption A1 is made here for easy exposition. Our results can be extended to some non-stationary and non-ergodic sequences, see e.g. Escanciano (2007) . Assumption A2 is satis…ed by most commonly used estimators, such as the (quasi-)maximum likelihood estimator and the generalized method of moments estimator, see e.g. Bose (1998) and Wu (2007) . Assumption A3 is on the e¤ect of information truncation due to the unavailability of the in…nite history of observations, and it holds for many time series models with …nite second moment, including stationary and invertible ARMA processes, GARCH processes etc., see e.g. the discussions in Bai (2003) and Hong and Lee (2003) . This assumption is not needed when the process is Markovian. Assumption A4 is required for the asymptotic equicontinuity 13 of certain empirical processes and the uniform law of large numbers.
Appendix B: Expressions for the Estimation E¤ects
Here we give explicit expressions for b R ES , b R j ; e R V aR and e R j for the general location-scale
and " t follows a distribution with cdf G " ( ) and density function g " ( ).
We have
with t = @ ( t 1 ; 0 )=@ and t = @ ( t 1 ; 0 )=@ : Therefore,
whose feasible counterpart is given by
Similarly, for the modi…ed backtests for V aR; we have
of independent interest, and they can be used to develop backtests for other coherent risk measures di¤erent from ES:
Theorem A1: Under Assumptions A0-A4,
Proof of Theorem A1: We …rst consider the case of no information truncation. This occurs if G depends only on a …nite number of lagged Y t and X t .
Similar arguments as the proof for Theorem 1 in Escanciano and
Olmo (2010) show that under Assumptions A0-A2 and A4
Therefore,
with e T an intermediate point between b T and 0 :
Notice that
Hence,
Notice that the …rst term on the right hand side converges in distribution to N (0; ' ); and the covariance between the …rst two terms are 0 as the summand in the …rst term is for outof-sample observations and the second term is for in-sample observations. These, together with the above display, imply Theorem A1.
Next we consider the case of information truncation. De…ne e u t = G(Y t ; t 1 ; b T ); and then we have
Assumption A3 implies that the …rst term on the right hand side is o p (1): Then notice that the arguments above for 1= p n P n t=1 ('(b u t ) c ' ) without information truncation can be applied directly to 1= p n P n t=1 ('(e u t ) c ' ), which completes the proof of Theorem A1.
Proofs of Theorem 1, Corollary 1 and Corollary 3:
The proofs follow directly from Theorem A1.
Next we prove a more general version of Theorem 2, for which we need the following lemmas. De…ne the processes
Lemma A1: Under Assumptions A0-A4, we have
Lemma A1 is a special case of Theorem 1 in Du (2015) , and hence, its proof is omitted.
Lemma A2: Let R(x; y) be a function de…ned on [0; 1] 2 such that R( ; y) 2 for 0 y 1, R(x; ) 2 for 0 x 1 and R = 0 on the boundaries. Denote by`([0; 1] 2 ) the metric space of all such functions endowed with the supremum norm: Then the mapping
is continuous in R for any ' 2 :
Proof of Lemma A2: By the Integration by Parts Theorem (Theorem 11, Shiryaev 1996, pp. 206) and the de…nition of R, we have
Noticing that
for any R 1 ; R 2 2`([0; 1] 2 ); and R j'(dx)j < 1 as ' 2 ; the proof is complete.
With the above two lemmas in place, we are ready to prove a more general version of Theorem 2. De…ne the lag-j autocovariance and autocorrelation of '(u t ) for j 0 by
respectively. The sample counterparts of j and j based on a sample fu t g n t=1 are
respectively. As fu t g n t=1 is unobservable, we substitute b u t for u t in nj and obtain
Theorem A2: Under Assumptions A0-A4,
with the ij th element of given by
and ij is the Kronecker delta function, which takes value 1 if i = j; and 0 otherwise.
Proof of Theorem A2:
We …rst consider the case of no information truncation. This occurs if G depends only on a …nite number of lagged Y t and X t .
By Lemma A1 and A2, we have
with R j de…ned in (14) . The interchange of expectation and integral above follows from Assumption A4, and the integration by parts follows from Theorem 11 of Shiryaev (1996, pp. 206 ).
Hence, we proved that
We then have
Notice that p n( n1 ; n2 ::: nm ) 0 ! d N (0; I m ); and the covariance between the …rst two terms are 0 as the summand in the …rst term is for out-of-sample observations and the second term is for in-sample observations. These, together with the above display, imply Theorem A2.
Next we consider the case of information truncation. De…ne e u t = G(Y t ; t 1 ; b T ) and e nj = 1=(n j) P n t=1+j ('(e u t ) c ' )('(e u t j ) c ' ); and then we have
We show that the …rst term on the right hand side is o p (1): Since
and '(e u t ) = O p (1) as ' 2 ; it follows from Assumption A3 that p n j(b nj e nj ) = o p (1):
Then notice that the arguments above for p n j(b nj nj ) without information truncation can be applied directly to p n j(e nj nj ), which completes the proof of Theorem A2.
Proof of Theorem 2:
One can write = Q Q 0 , where Q is an orthogonal matrix, and is a diagonal matrix with diagonal elements f j g m j=1 : By Theorem A2, Q 0 p nb 
n ). Proofs of Corollary 2 and Corollary 4: They follow from Theorem 2. Table 1 . Empirical rejection rates for backtesting ES t (:1) and V aR t (:05) at 5% signi…cance level, T = 250 signi…cance level, T = 500 signi…cance level, T = 500 Table 6 . Empirical rejection rates for backtesting ES t (:025) and V aR t (:01) at 5% signi…cance level, T = 500 signi…cance level, T = 2500 
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