This paper suggests a new nonparametric testing procedure for determining the rank of nonstationary multivariate cointegrated systems. The asymptotic properties of the procedure are determined and a Monte Carlo study is carried out.
Introduction
Interest in cointegration analysis has led to the development of a large number of testing procedures to determine the presence and rank of cointegration in nonstationary multivariate systems. Recently interest has partly moved away from the standard vector error correction model towards other possible generating mechanisms. An example is the threshold error correction model whose theoretical properties are still largely unknown but which has been used in a number of empirical applications (see e.g. Balke and Fomby (1997) ). This paper suggests a new nonparametric testing procedure for determining the rank of cointegrated systems to complement procedures by Shintani (2001) , Poskitt (2000) , Saikkonen and Luukkonen (1997) and Bierens (1997) .
The procedure relies on two steps. The first step involves estimation of the long run coefficient matrix of the infinite MA representation of the differences of the nonstationary process. The second step which forms the main part of the innovation of the paper is the use of a test of rank on the estimate of the long run coefficient matrix. We use the Cragg and Donald (1996) test of rank. This test requires a consistent and asymptotically normally distributed estimate of the matrix in whose rank we are interested and an estimate of its covariance matrix. One major advantage of the new procedure is that unlike any other nonparametric testing method it tests for r against an alternative of r − 1 rather than r + 1 cointegrating vectors. As argued by Snell (1999) such a test is preferable to the standard tests for economic data as the null of more cointegation usually follows from a priori economic reasoning.
Theory
In general terms we follow the setup of Bierens (1997) . Consider the mvariate unit root process with drift x t = µ + x t−1 + t , t = 1, . . . , T , where t is a zero mean stationary process and µ is a vector of drift parameters. The 2 Wold decomposition can be used to write the process t as
where ξ t is an m-variate white noise process and C(L) is a square q-dimensional matrix of lag polynomials.
We make the following assumptions:
Assumption 1 t is a stationary and ergodic process with finite fourth moments.
Assumption 2 ||C
The first assumption guarantees that the Wold decomposition holds for the process u t . The second assumption describes the limit behaviour of the seqeunce C i . Cointegration is assumed to imply that the matrix C(1) is of reduced rank. If r * is the rank of C(1), the cointegration rank of the system is r = m − r * . Our aim is to obtain a √ T -consistent and asymptotically normal estimate of the matrix C(1) and apply a test of rank on this matrix to determine its rank. We achieve this as follows: We firstly estimate a long (to be defined below) error correction model of the form
An infinite ECM representation of the nonstationary system is guaranteed to exist under assumption 2 (see Banerjee, Dolado, Galbraith, and Hendry (1993, Chapter 8) ). The behaviour of D i as i → ∞ mirrors that of C i . Below we will give conditions for k that guarantee consistent estimation of ξ t viaη t at appropriate rates. We then useη t in
3 to obtain consistent estimates of
We then apply the Cragg and Donald test of rank to the estimate of C(1),Ĉ (1). By the arguments of Berk (1974) (2) is consistent at rate √ T and asymptotically normally distributed under the √ T normalisation.
The proof of this theorem may be found in the appendix.
Next we use the Cragg and Donald test of rank to determine the rank of C(1). The procedure is based on the transformation of the matrix C (1) using Gaussian elimination with complete pivoting 2 . r * steps of Gaussian elimination with full pivoting on matrix C(1) amounts to the following operations:
1 It is interesting to note that a power logarithmic rate for k, i.e. k ∼ [ln(T )] α , α > 1 is enough for the result 2 For details on Gaussian elimination with complete pivoting see Cragg and Donald (1996) . 4 where R i and L i are pivoting matrices for step i and Q i are Gauss transformation matrices. The pivoting matrices used to perform the first r * steps of
Gaussian eliminination are applied to C(1) to obtain the following relation
where F is partitioned accordingly, i.e. F 11 (r * ) is of dimension r * × r * . Note that in this case F 11 (r * ) has full rank, under the null hypothesis that r * is equal to the true rank. It then follows, see Cragg and Donald (1996) , 
(m−r * ) 2 whereΓ andV are the sample estimates of Γ and V and χ We also note in passing that we can use our results to get nonparametric estimates of the cointegrating vectors β since β C(1) = 0 and we have a consistent estimate of C(1).
Monte Carlo
We consider a number of experiments. We assume that the m dimensional I(1) process, y t may be represented by the following nonstationary VAR(p)
Then, the following error correction representation may be obtained.
where
implies that the rank, r, of Π is greater than zero but less than m. We concentrate on a multivariate model with 5 variables. We control the rank of the coefficient matrix, Π in the error correction representation by specifying the vector of its eigenvalues. 5 different vectors are considered. They are given in Table 1 .
We construct a standard normal random matrix of eigenvectors, E which are almost surely linearly independent. These are transformed into an orthonormal basis,Ẽ, using the Gram-Schmidt process. The coefficient matrix is then given byẼΛẼ where Λ is a diagonal matrix containing the eigenvalues of the required coefficient matrix. We consider two different lag structures.
In experiments labelled A0-A4 the lag order is set to one and the matrix Π is constructed as above. In experiments B0-B4, the lag order is set to 2 and the matrix Ψ 1 is constructed as above but with full rank and all eigenvalues equal to 0.2. Using these matrices and random normal disturbances generated by the GAUSS random number generator with identity covariance matrix a sample from a process following the error correction representation in (3) is obtained. However, the class of finite order VECM models is not the most appropriate class to consider for nonparametric procedures. We therefore also consider the following model
where we allow two forms for F (.). We set F (∆y t−1 ) = 1 − e
The rest of the specification of the model is as before. These modifications lead to nonlinear VECM 6 models where the speed of convergence to equilibrium depends on ∆y t−1 . The first model is inspired by univariate smooth transition autoregressive (STAR) models whereas the other comes from self-exciting threshold autoregressive (SETAR) models. We carry out exactly the same experiments as in A0-A4 for the testing procedures using these models leading to experiment C0-C4 and D0-D4. The sample sizes considered are: 200, 400 and 1000. For each Monte Carlo experiment, 500 replications have been carried out. The significance level for all the tests has been set to 95%. We choose to set k (the order of the long autoregression) quite high to obtain a good approximation of the matrix C(1). We set it to α T T 1/3−0.01 where α 200 = 4, α 400 = α 1000 = 2
The motivation of the rate is obvious from the theoretical arguments. The choice of α follows experimentation and was chosen to be as high as possible without causing collinearity problems.
We also consider the rank determination procedures dicussed by Bierens (1997) (λ min ), Saikkonen and Luukkonen (1997) 
Conclusion
This paper provides a new nonparametric procedure for determining the cointegratio rank in nonstationary multivariate series. This procedure requires only mild regularity assumptions for the stochastic process under investigation and is otherwise nonparametric. We establish the asymptotic properties of the new testing procedure and carry out a relatively extensive Monte Carlo analysis which shows that the new test can compete with extant nonparametric procedures. One major advantage of the new procedure is that unlike any other nonparametric testing method it tests for r against an alternative of r − 1 rather than r + 1 cointegrating vectors. As argued by Snell (1999) such a test is preferable to the standard tests for economic data as the null of more cointegation usually follows from a priori economic reasoning.
Appendix

Lemma 1
The estimate of ξ t given byη t from (1) is T 1/2−1/r -consistent.
Proof of Lemma 1
The estimate of ξ t given byη t is T 1/2−1/r -consistent in the
, ∀t, ∀r < r as we now show.
By results of Saikkonen and Luukkonen (1997) 
term where r < r. The above holds in L 2 norm as well as in probability. The fourth term is o(T −1/2 ) by assumption 2. QED Proof of Theorem 1 We consider the following regression
First of all we note that ||C(1
is straightforward to obtain, under assumptions 1, 3 and 4 and from this the asymptotic distribution ofĈ(1) = I m + FĈ follows, where . . . , 1) . We need to show thatĈ −Ĉ = o p (1). But in fact, it is easy to show the stronger result that
∆x t ∆x t−j converges to its non zero expectation, each of
1) and therefore the whole term is o p (T −1/r ). (ii) follows from similar arguments as above and the facts that, firstly for positive definite matrices A and
for all finite a, and secondly, if
Therefore ,Ĉ is consistent for C and therefore if we develop a central limit theorem for for 1/ √ T (∆X Ĥ ) or equivalently for 1/ √ T T t=1 ∆x i,tηi,t−j i = 1, . . . , m, j = 1, . . . , k we have proven that vec(Ĉ), is asymptotically normal. A straightforward way is to prove thatη it is a near-epoque dependent (NED) process on ξ t and then use a central limit theorem for NED processes on mixing processes.
A stochastic process ) . The NED property focuses on the relationship between the process {y t } and the underlying process {z t }. When the underlying process, {z t }, is mixing, the NED property is used to extend results on limit laws which hold for mixing processes to the process {y t } which may not be mixing. The fact which permits this extension is that NED processes on mixing processes are, under regularity conditions, mixingales.
The main condition to be satisfied for the NED central limit Theorem 24.7 of Davidson (1994) is thatη it is NED on ξ t of size -1. However, closer examination of the proof of that theorem via Lemma 24.8 and Corollary 17.6 and the fact that the error sequence ξ t is mixing of any size due to independence suggests that the results of the theorem hold for NED processes of size smaller than −1/2. To show thatη t is L 2 -NED on ξ t we need to show that (η it − ξ it ) 2 is of stochastic order T −α for all −d < α, for some d < −0.5. But this follows from the above sincê η it − ξ it = o p (T −1/2+1/r ) for all r > 0 and any r > 0 is allowed by Assumption 4. Further, we know that ∆x t is NED of arbitrary size on ξ t because of assumption 2. The product of two NED processes is NED with size the minimum of the sizes of the two NED processes as shown in Theorem 17.9 of Davidson (1994) . We therefore see that the estimate of the matrix C(1) has, suitably normalised, an asymptotic normal distribution. It is easy to see that the asymptotic covariance matrix may be obtained from standard regression results. 
