Multi-objective recommender systems address the difficult task of recommending items that are relevant to multiple, possibly conflicting, criteria. However these systems are most o en designed to address the objective of one single stakeholder, typically, in online commerce, the consumers whose input and purchasing decisions ultimately determine the success of the recommendation systems. In this work, we address the multi-objective, multi-stakeholder, recommendation problem involving one or more objective(s) per stakeholder. In addition to the consumer stakeholder, we also consider two other stakeholders; the suppliers who provide the goods and services for sale and the intermediary who is responsible for helping connect consumers to suppliers via its recommendation algorithms. We analyze the multi-objective, multi-stakeholder, problem from the point of view of the online marketplace intermediary whose objective is to maximize its commission through its recommender system. We define a multi-objective problem relating all our three stakeholders which we solve with a novel learning-to-rerank approach that makes use of a novel regularization function based on the Kendall tau correlation metric and its kernel version; given an initial ranking of item recommendations built for the consumer, we aim to re-rank it such that the new ranking is also optimized for the secondary objectives while staying close to the initial ranking. We evaluate our approach on a real-world dataset of hotel recommendations provided by Expedia where we show the effectiveness of our approach against a business-rules oriented baseline model.
INTRODUCTION
In an academic se ing, learning to rank problems are typically framed in terms of the optimization of an objective function that orders items from most relevant to least relevant according to a given search query [9, 10] . Relevance is determined either directly from hand labelled data or more commonly, for large datasets, implicitly via user relevance feedback (e.g. using click logs of a web application) [17, 18, 23] . In a practical se ing, such as online commerce, optimizing for relevance is considered synonymous with optimization of conversion rate (CVR) or click-through rate (CTR) of the consumer [24, 25, 29] . However, such application of learning to rank and, more generally recommender systems, o en demands several objectives be taken into account [2, 3, 7, 19, 26, 27] . In addition to the aforementioned relevance criterion, the business may also demand the incorporation of additional factors representing the interests of the various stakeholders, such as product supply, lifetime customer value as well as short-term profit.
In online marketplaces one can consider three primary stakeholders, 1) first and foremost the consumer whose input and purchasing decisions ultimately determine the success of the recommendation systems, 2) the suppliers who provide the goods and services for sale, and 3) the intermediary who is responsible for helping connect consumers to suppliers via its recommendation algorithms and who receive compensation for this service.
Ideally, all these stakeholder interests and factors should then feature in the learning algorithm, but in practice this requires both a precise mathematical specification of each objective as well as a learning algorithm that is able to solve for multiple (and potentially opposing) objectives. Instead, to avoid such complexity, ad hoc business rules are o en applied on top of the underlying recommendation system to the overall detriment of some or all of our optimization criteria. is is not ideal and can impact the business model of the online marketplace through a decrease in the conversion rate of visitors because of sub-optimal recommendations, or the abandonment of suppliers from the marketplace because of lack of sales.
In this paper we take a novel machine learning perspective on the multi-objective (stakeholder) recommendation problem. We frame our approach as a learning-to-re-rank problem in which we define a novel optimization problem based on the kernelized Kendall tau metric [16] . To our knowledge, this is the first time a multiobjective recommendation problem is addressed within the learningto-rerank framework. Our proposal is also the first to address the difficult problem of optimizig for the profit of the online marketplace while respecting consumer preferences.
RELATED WORKS
Most works on multi-objective recommendation systems do not deal with multiple stakeholders as we do here. ey mainly focus on one stakeholder, typically the consumer, who can have multiple relevance criteria including proximity, reputation, freshness, diversity, engagement and other engagement metrics to only cite a few [2, 3, 7, 19, 26, 27] . We can distinguish two main approaches in these works; to learn how to aggregate labels in order to build one global model [2, 3, 7, 27] , or to learn how to aggregate multiple models, one built for each aspect/facet of relevance [19, 26] . Experimenting with the two approaches on a multi-aspect problem, [19] found the model aggregation method was more effective than the label aggregation method.
e model aggregation approach [19, 26] is close to our work since it amounts to learning a linear combination of specific-objective models, similarly to what we do here (see section 4). Also related is the work of [28] who propose a multi-objective optimization approach to trade-off the performance of a learning to rank model between risk and reward against a baseline model. e difference between our work and the aforementioned work is that we address the multi-objective problem as a learning-to-re-rank problem.
Lastly, we should note the work on revenue optimization in sponsored search, in which the dual problem of placing ads relevant to the customer while maximizing revenue of the platform is approached [11, 12] . ese works are however not considering the problem from a recommendation point of view, but from the view of auction mechanisms and game-theory. e only exception is the work of [22] , in which the authors provide a mathematical definition of the relation between suppliers and the Expedia recommendation engine from a revenue optimization perspective.
In this work, we propose to go one step ahead of the initial work of [22] by defining the multi-stakeholder problem for revenue optimization as a machine learning problem.
LEARNING TO RANK
Before proceeding to our problem statement, we will first describe the task of learning to rank which forms the basis of the online marketplace's recommendation algorithm. In the following, we will denote by X ∈ X the set of n items with consumer preference labels y ∈ Y. Also let f : X × Y → R be the recommender system 2 used at the first stage to produce the vector of scores u ∈ R n (o en transformed to probabilities) that describe the product's utility with respect to a consumer search, that is:
ese utility scores are then usually sorted from high to low in order to deliver a ranking of product recommendations to the consumer. To produce the scores state-of-the-art recommender systems [4] [5] [6] 17] typically proceed by following the pairwise or listwise approaches in which a ranking metric like the Normalized Discount Cumulative Gain (NDCG [15] ) is optimized over pairs or lists of consumer preferences so that items that are preferred are ranked in top positions of the search result page. In particular, the pairwise approach LambdaRank [5] is one of the most effective approaches [8] due to its ability to minimize a surrogate loss L r of the NDCG metric (equivalent to maximizing this metric):
2 In this paper, we let the form of f be unspecified as it depends on the type of model used by the recommender system. where
is the cost in terms of NDCG of swapping item i with item j from position r (u i ) to position r (u j ).
It is worth noting that the recommender system, f , described here is designed to solely focus on the consumer preferences or interest. It does not take into account the other stakeholders' interests, such as supplier profit and intermediary commission, to also maximize the business value of the recommendation. In the following section a detailed problem statement is provided that takes into account multiple stakeholders, which we frame as a multiobjective problem. Our goal is to find a linear combination of the intermediary's and supplier's interests with the consumer preferences provided by our recommender system f such that all three stakeholders are satisfied by the final product recommendations
PROBLEM SETTING
By playing the pivot role between consumers and suppliers a successful marketplace is able to maximize its compensation using two primary levers: by maximising the number of transactions on its online platform through its recommender system f , which is typically measured by the consumer's conversion rate (CVR) or click through rate (CTR), as well as endeavouring to obtain the maximum per-transaction commission from the suppliers. A common commission model 3 has the supplier paying the intermediary a portion of the sales transaction (herein referred to as margin, m), which is equal to the selling price p of the product minus the supplier's cost c, i.e. m = p − c, and in the expectation it is equal to:
In order to maximize its commission the intermediary has then to solve the following objective function L given by maximum loglikelihood of (2):
where α and β are tuning parameters (originally set to one) that gives the importance of the log margin component which we have separated into two parts, price and margin percent; i.e. log(m) = log(m/p) + log(p). On the surface, this problem (3) resembles a simple linear combination of three factors. In reality there is the potential for interactions between these factors, as such the task more closely resembles a multi-objective optimization problem where each factor corresponds respectively to the consumer's interest as defined by the score u, the supplier's interest as defined by price p and the intermediary's interest defined here as the percent commission m/p. In other words, the intermediary has to solve a problem relating our three stakeholders, in particular, the relation between consumers and suppliers, which is by nature contradictory since these two stakeholders typically have opposing preferences in terms of the price of the product of interest. Likewise, the commission percent is also a potential point of contention between the intermediary and suppliers since a higher commission benefits one party at the cost to the other, whereas the consumer is li le concerned with and is generally not aware of the commission amount.
e intrinsic relation between our three stakeholders that we have just described represents the core problem of any online marketplace. For such problems there is no unique Pareto optimal solution because of the aforementioned potentially complex and opposing interactions of the different stakeholder interests.
erefore, the importance one can confer to the suppliers and intermediary stakeholders in this relation most o en depends on some business rules following a short term profit, which is not optimal and can easily degrade the performance of all the stakeholder objectives in the long term view.
In this paper, we propose to go beyond the typical business approach by learning how to adjust the weight β of the intermediary with respect to the input a ribute X, the consumer preference utility scores u and the suppliers' margins m, that is:
where in this work we treat α as a fixed hyper parameter.
In the following section, we will frame problem (4) as a novel learning-to-re-rank problem whose task is to re-rank the recommended items such that the new ranking order provided by (4) stays as close as possible to the original ranking order u while maximizing at the same time the margins m of the online marketplace.
LEARNING TO RE-RANK FOR MULTI-OBJECTIVE PROBLEM
We will now present a novel learning-to-re-rank approach to address the multi-objective problem (4). Learning-to-re-rank is the machine learning approach to improve an initial ranking of items by taking into account second-order item information like co-clicks or co-image similarity [14, 20] . In this work, we consider the task of promoting items to higher positions that be er satisfy a secondary objective function (in this use case, the transaction commission) while staying as close as possible to the original ranking. Intuitively, this amounts to finding pairs of items for which a swap promoting an item with higher compensation will have li le impact on the other pairs. To do this, we will make use of the Kendall tau correlation metric [21] as this metric works on the level of pairwise agreements of two rankings. More precisely, we will operate on the relative pairwise order of the items -and not their scores -since our task is to produce a new ranking of items which maximizes the intermediary's compensation while minimizing the distance between the new and old rankings.
Optimization Problem
Let us first denote by u ′ ∈ R n the set of new scores derived from equation (4), i.e.
From a ranking perspective, u ′ is one permutation of u in the n 2 = n(n − 1)/2 permutation space of n items, and to measure the distance between our two score vectors in this space we can make use of the Kendall tau correlation measure [21] that counts the number n c of concordant pairs versus the number n d of discordant pairs between the two vectors. us given:
) e Kendall tau correlation measure can then be defined as:
which has been shown recently to be a positive-definite kernel [16] . is means that we can make use of the kernel trick [13] and optimize over this metric in our optimization problem. More precisely, we follow [16] by defining the mapping function ϕ : R n → R n(n−1)/2 , as well as its smooth versionφ which is given by transforming the indicator function I of the function ϕ to its sigmoid counterpart
i <j from which we can define the kernelized version of Kendall tau as:
where we make use of the smoothφ on the new score u ′ since learning will occur on this side of the kernel. We are now armed to present our novel optimization problem. As already stated, the task is two-fold: first, we want to learn a new ranking order u ′ of the items, described by features X, which maximizes the NDCG of the intermediary's commissions m. is can be expressed as a standard learning-to-rank problem similar to equation (1), but defined here as L r (m|X) and optimized for the new scores u ′ . Second, we also want to minimize the distance of the new ranking u ′ to the original ranking u, which we write down using our Kendall tau metric K(u, u ′ ). Our full optimization problem can be then wri en as:
In problem (7), we can see the kernelized Kendall tau metriĉ K(u, u ′ ) as playing the role of a similarity-based regularizer with the original ranking order u being the reference point to the new ranking order u ′ . Also, the hyper parameter γ gives the balance between the two terms of our optimization problem; with a high γ , the new ranking order u ′ will not diverge too much from the original one, but neither will the commission, while with a low γ items with a high commission will be more likely pushed on top, increasing then the chance of gaining more profit for the intermediary, unless they have a low utility (consumer preference) score. Overall, problem (7) can be seen as a reformulation of the multiobjective problem (4) in the learning-to-rank framework; it finds exactly the best weight β that maximize the intermediary's commission with the constraint of maintaining the importance of customer preferences u.
erefore by solving problem (7) we also solve problem (4) which is exactly what we want.
Training
We will see now how to train our function β for solving problem (7). For a given item i, the derivative of the loss with respect to weight β i is given by:
Because both the kernelized Kendall tau and the NDCG surrogate loss work in the n 2 permutation space, we can combine the derivatives of these two functions in a pairwise learning approach. For the NDCG surrogate loss L r , we follow the LambdaRank approach of [5] which decomposes this pairwise loss by first defining the so-called "lambda" gradient:
While for the kernelized Kendall tau K this can be decomposed by item pairs so that we have:
where σ ′ is the derivative of the sigmoid function. e overall training complexity of our approach is thus the same as any pairwise learning to rank algorithm with O(n 2 ).
EXPERIMENTAL EVALUATION
We have evaluated our approach on an in-house Expedia dataset built from world-wide hotel searches collected during 2016. e dataset describes pairs of search queries and hotels, where the hotels are ranked according to the Expedia sort algorithm and associated with either clicks or bookings implicitly provided by the consumers. It actually contains 1.5M search queries, each associated with 30 hotels in average among which at least one is booked. Our feature space X is composed of various search and hotel attributes, but for the purpose of learning the weights β we did not include the hotel price p since it is a component of the margin m, which is our target a ribute in problem (7) . In these experiments we use the matrix factorization technique [1] for the underlying recommendation algorithm. Note also that because of lack of time we did not use a validation set and all the reported metrics here are from the training set. is is a clear weakness of our experiments that we will correct in the near future. For the baseline model, we used the approach described in [22] . is approach models the weights α and β of problem (4) using an additional sigmoid function. e optimal weights are found using a line search to minimize the weighted aggregate Kendall tau distances between our sort model and target rankings of our different objective criteria (e.g. the original CVR-optimized hotel rankings and an 'ideal' ranking specification for margin defined by business rules). Note that this model has been thoroughly A/B tested and thus represents a challenging baseline. In the followings, we will call this line-search approach by LS.
For evaluation, we used a number of metrics. First, we used the NDCG@10 metric to evaluate the ranking of the three different scoring methods; the original Expedia sort (based purely on u i ), the LS model described above and our learning-to-re-rank (LRR) approach, relatively to the two objective criteria (4); the customer clicks+bookings and the intermediary margin. e results are provided in Table 1 . We can see there that both LS and our LRR approach deliver similar performances compared to the original sort scores; the two methods give a li of +16.7% on the NDCG of margin, but at the same time this incurs a decrease of -8.7% and -5.9% in terms of the NDCG of customer preferences.
We suspected that the similar performances of Table 1 between LS and our LRR method are due to an averaging effect of the NDCG metric over all the queries. us, we used as second metric a risksensitive metric that basically counts the percent of queries q where our LRR method beats (respectively, loses against) the baseline model for a given NDCG metric:
e results are provided in Table 2 . We can see there that the risk of LRR relatively to LS is systematically lower than its reward on both clicks+bookings and margin. In other words, our LRR method beats the LS baseline more times than it loses, where we obtain the highest reward (more than 50% of queries) on the margin objective, i.e. in principle, LRR should achieve more revenue per transaction than the current LS method while keeping CVR at the same level or be er.
In this work, we have proposed a novel learning-to-re-rank approach for solving multi-objective recommendation problems involving multiple stakeholders. We have addressed the difficult task of learning a linear combination of potentially conflicting stakeholder objectives by defining a novel learning to (re-)rank optimization problem built on the kernel version of the Kendall tau correlation metric [16] .
e experimental results on an Expedia dataset suggest that our approach is effective in solving this problem; it delivers the best performance trade-off for the two objectives under consideration; CVR and margin, compared to the original single-objective (CVR) model and baseline multi-objective model.
As future work, we plan to A/B test the real-world performance of our model against the current baseline to see if it is truly effective in increasing both revenue and CVR. We also aim to extend our approach to additional objectives than the three ones described in section 4.For instance, we would also like to consider various supplier participation metrics in the Expedia market place (cancellations, price competitiveness and room availabilities, etc.), which are important business indicators for Expedia in order to stay competitive against other online travel agencies.
