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Abstract
In this paper, we discuss the outer-synchronization of the asymmetrically connected recurrent time-varying neural networks. By
both centralized and decentralized discretization data sampling principles, we derive several sufficient conditions based on diverse
vector norms that guarantee that any two trajectories from different initial values of the identical neural network system converge
together. The lower bounds of the common time intervals between data samples in centralized and decentralized principles are
proved to be positive, which guarantees exclusion of Zeno behavior. A numerical example is provided to illustrate the efficiency of
the theoretical results.
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1. Introduction
Recurrently connected neural networks, also known as the
Hopfield neural networks, have been extensively studied in past
decades and found many applications in different areas. Such
applications heavily depend on the dynamical behaviors of the
system. Therefore, analysis of the dynamics is a necessary step
for practical design of neural networks.
The dynamical behaviors of continuous-time recurrently asym-
metrically connected neural networks (CTRACNN) have been
studied at the very early stage of neural network research. For
example, multistable and oscillatory behaviors were studied by
Amari (1971, 1972) and Wilson & Cowan (1972). Chaotic be-
haviors were studied by Sompolinsky, & Crisanti (1988). Hopfield, & Tank
(1984, 1986) studied stability of symmetrically connected net-
works and showed their practical applicability to optimization
problems. It should be noted that Cohen and Grossberg, see
Cohen, & Grossberg (1983) gave more rigorous results on the
global stability of networks.
The global stability of symmetrically connected networks
described by differential equations has now been well estab-
lished. See Chen (1999); Chen, & Amari (2001); Chen, & Lu
(2002); Fang, & Kincaid (1996); Forti, & Marini (1994); Hirsch
(1989); Kaszkurewicz, & Bhaya (1994); Kelly (1990); Li, Michel, & Porod
(1988); Matsuoka (1992); Yang, & Dillon (1994) and the ref-
erences therein. More related to the present paper, the previ-
ous paper (Liu, Lu, & Chen, 2011) addressed the global self-
synchronization of general continuous-time asymmetrically con-
nected recurrent networks and discussed the independent iden-
tically distributed switching process on the selecting the time-
varying parameters in detail.
However, in applications, discrete iteration is popular to be
employed to realize neural network process, rather than continuous-
time equations. Generally, synchronization analysis for differ-
ential equations cannot be applicable to the discrete-time situ-
ation. There are several papers (Jin, Nikiforuk, & Gupta, 1994;
Jin, & Gupta, 1999; Wang, 1997) that discussed different types
of discrete-time neural networks, where the step sizes were con-
stants. However, in Liu, Chen, & Yuan (2012); Manuel, & Tabuada
(2011); Seyboth, Dimarogonas, & Johansson (2013); Wang, & Lemmon
(2008), these papers pointed out that the constant time-step size
was costly. This motivates us to design adaptive step sizes for
synchronization of asymmetric recurrent time-varying neural
network.
Moreover, the discretization is related to the concept of sampled-
data control. There are a number of papers discussing dynam-
ics of neural networks, using sampled-data control. The papers
(Lam, & Leung, 2006; Wu, Shi & Su, 1972; Zhu, & Wnag, 2011)
applied the sampled-data control technique towards stabiliza-
tion of three-layer fully connected feedforward neural networks.
In Chandrasekar, Rakkiyappan, Rihan, & Lakshmanan (2014);
Jung, Park, & Lee (2014); Lee, Park, Kwon, & Lee (2013); Liu, Yu, Cao, & Chen
(2015); Rakkiyappan, Chandrasekar, Park, & Kwon (2014), the
authors used sampled-data control strategy for exponential syn-
chronization for the neural networks with Markovian jumping
parameters and time varying delays. Rakkiyappan, Sakthivel, Park, & Kwon
(2013) discussed state estimation for Markovian jumping fuzzy
cellular neural networks with probabilistic time-varying delays
with sampled-data.
The purpose of this paper is to give a comprehensive analy-
sis on out-synchronization of the discrete-time recurrently asym-
metrically connected time-varying neural networks. We pro-
pose two schemes of discretizations, named centralized and de-
centralized discretization respectively, and present sufficient con-
ditions for the global out-synchronization. The common step
size for every neuron in centralized discretization but in decen-
tralized discretization process, the distributed step size for each
neuron is used to guarantee that any two trajectories from dif-
ferent initial values converge together.
2. Preliminaries and problem formulation
In this section, we provide the models of asymmetric recur-
rent neural networks with data-sampling, and some notations.
The continuous-time version of the recurrent connected neural
networks is described by the following differential equations
dui(t)
dt
=− γi(t)ui(t) +
n∑
j=1
aij(t)gj
(
uj(t)
)
+ Ii(t), (1)
where γi(t), aij(t) and Ii(t) are piece-wise continuous and
bounded, γi(t) > 0, and gi(·) satisfies
0 ≤
gi(x)− gi(y)
x− y
6 Gi (2)
for all x 6= y, where Gi > 0 is a constant and i = 1, · · · , n.
In the centralized data-sampling strategy, the continuous-
time system (1) is rewritten as
dui(t)
dt
= −γi(t)ui(tk) +
n∑
j=1
aij(t)gj
(
uj(tk)
)
+ Ii(t) (3)
for i = 1, · · · , n. The increasing time sequence {tk}+∞k=0 or-
dered as 0 = t0 < t1 < · · · < tk < · · · is uniform for all the
neuron i ∈ {1, · · · , n} . Each neuron broadcasts its state to its
out-neighbours and receives its in-neighbours’ states informa-
tion at time tk.
Comparatively, in the decentralized data-sampling strategy,
Eq. (1) is rewritten as the following push-based decentralized
system
dui(t)
dt
= −γi(t)ui(t
i
k) +
n∑
j=1
aij(t)gj
(
uj(t
j
k)
)
+ Ii(t) (4)
for i = 1, · · · , n. The increasing time sequence {tik}
+∞
k=0 order
as 0 = ti0 < t
i
1 < · · · < t
i
k < · · · is distributed for the neuron
i ∈ {1, · · · , n} . Every neuron i pushes its state information
to its out-neighbours at time tik when it updates its state. It
receives its in-neighbours’ state information at time tjk when its
neighbour neuron j renews it state.
To begin the discussion, we give the following three norms
of Rn and recall the definition of out-synchronization proposed
in Wu, Zheng, & Zhou (2009).
1
Definition 1. Let ξi > 0 (i = 1, · · · , n) be a positive constant
and we can define three generalized norms as follow
(1) l1 norm: ‖x‖1,ξ =
n∑
i=1
ξi|xi|
(2) l2 norm: ‖x‖2,ξ =
(
n∑
i=1
ξi|xi|
2
)1/2
(3) l∞,ξ norm: ‖x‖∞ = max
i=1,··· ,n
ξ−1i |xi|
where x = [x1, · · · , xn]⊤ ∈ Rn is a vector.
Definition 2. Consider any two trajectories u(t) and v(t) start-
ing from different initial values u(0) and v(0) of the following
system
dx(t)
dt
= f
(
x(t), t
)
. (5)
The system (5) is said to achieve out-synchronization if there
exists a controller c(t) for the two trajectories u(t) and v(t)
such that
lim
t→+∞
∥∥u(t)− v(t)∥∥ = 0.
Other major notations which will be used throughout this
paper are summarized in the following definition.
Definition 3. Let ξi > 0 (i = 1, · · · , n) be a positive constant
and then we define
µ1,j(ξ, t) =γj(t)−Gj(ajj(t))
+ −Gj
∑
i6=j
ξi
ξj
∣∣aij(t)∣∣
µ2,j(ξ, t) =γi(t)−Gi(ajj(t))
+
−
1
2
∑
j 6=i
[
Gj
∣∣aij(t)∣∣ +Gi ξj
ξi
∣∣aji(t)∣∣
]
µ∞,j(ξ, t) =
{
γi(t)−Gi(ajj(t))
+ −Gi
∑
j 6=i
ξj
ξi
∣∣aij(t)∣∣
and
ν(t) = max
j=1,··· ,n
{
γj(t)−Gj(ajj(t))
−
}
where (a)+ = max{a, 0} and (a)− = min{0, a}.
Because of the boundedness of the functions, it can be seen that
ν(t) and µ1,2,∞(ξ, t) are bounded for all t ∈ [0,+∞). That is,
there exist positive constants M and Nm such that
sup
t∈[0,+∞)
ν(t) 6M, sup
t∈[0,+∞)
µm,j(ξ, t) ≤ Nm
with m = 1, 2,∞.
3. Structure-dependent data-sampling principle
In this section, we provide several the structure-based data-
sampling rules for the next triggering time point at which the
neurons renew their states and the control signals.
3.1. Structure-dependent centralized data-sampling
For any neuron i (i ∈ {1, · · · , n}), consider two trajecto-
ries u(t) and v(t) of the system (3) starting from different ini-
tial values. Denote w(t) = [w1(t), · · · , wn(t)]⊤ with wi(t) =
ui(t)− vi(t). And it holds
dwi(t)
dt
= −γi(t)wi(tk) +
n∑
j=1
aij(t)hj(tk) (6)
where hi(t) = gi(ui(t)) − gi(vi(t)) for all t ∈ [tk, tk+1), i =
1, · · · , n and k = 0, 1, 2, · · · .
The following theorem gives conditions that guarantee the
system (3) reaches out-synchronization via l1- norm.
Theorem 1. Let 0 < ǫc < 1 and ǫ0 > 0 be constants with
Mǫc ≤ ǫ0 and N1ǫc ≤ ǫ0(2 − ǫc). Suppose that there exist
ξi > 0, i = 1, · · · , n such that µ1,j(ξ, t) ≥ ǫ0 for all j =
1, · · · , n and t ≥ 0. Set an increasing time-point sequence
{tk} as
tk+1 = sup
τ>tk
{
τ : min
j=1,··· ,n
∫ t
tk
µ1,j(ξ, s)ds ≤ ǫc, ∀ t ∈ (tk, τ ]
}
(7)
k = 1, 2, · · · . Then the system (3) reaches out-synchronization.
Proof. From the condition Mǫc ≤ ǫ0, one can see that∫ t
tk
µ1,j(ξ, s)ds ≥ ǫ0(t− tk), ∀ j
which implies that tk+1 exists for all k and tk+1 − tk ≤ ǫc/ǫ0.
Thus, one can further see∫ t
tk
ν(t)dt ≤M(t− tk) ≤Mǫc/ǫ0 ≤ 1 (8)
and ∫ t
tk
µ1,j(ξ, t)dt ≤ N1(t− tk) ≤ N1ǫc/ǫ0 ≤ 2− ǫc (9)
for all j = 1, · · · , n and t ∈ [tk, tk+1]. Furthermore, we have
ǫc/ǫ0 ≥ tk+1 − tk ≥ ǫc/N1.
Consider wi(t) (i = 1, · · · , n) for each t ∈ [tk, tk+1], and
we have
n∑
i=1
ξi
∣∣wi(t)∣∣
=
n∑
i=1
ξi
∣∣∣∣wi(tk) +
∫ t
tk
w˙i(s) ds
∣∣∣∣
=
n∑
i=1
∣∣∣∣ξiwi(tk)−
∫ t
tk
[
γi(s)− aii(s)mi(s)
]
dsξiwi(tk)
+
n∑
j 6=i
∫ t
tk
[
aij(s)
ξi
ξj
mj(tk)ξjwj(tk)
)]
ds
∣∣∣∣∣∣
2
with
mj(tk) =
{
hj(tk)
wj(tk)
wj(tk) 6= 0
0 wj(tk) = 0
which implies 0 ≤ mj(tk) ≤ Gj for all j = 1, · · · , n and
k = 1, 2, · · · , according to (2). Note
(aii(s))
−Gi ≤ aii(s)mi(tk) ≤ (aii(s))
+Gi.
From (8), one can see∫ t
tk
[γ(s)− aii(s)mi(tk)]ds ≤
∫ t
tk
[γ(s)− (aii(s))
+Gi]ds
≤
∫ t
tk
µ(s)ds ≤M(tk+1 − tk) ≤ 1
which leads
0 ≤ 1−
∫ t
tk
[γ(s)− aii(s)mi(tk)]ds
≤ 1−
∫ t
tk
[γ(s)− (aii(s))
+Gi]ds (10)
Then, it follows
n∑
i=1
ξi
∣∣wi(t)∣∣ 6 n∑
j=1
{∣∣∣1− ∫ t
tk
[
γj(s)−Gja
+
jj(s)
]
ds
∣∣∣
+
∑
i6=j
ξi
ξj
∫ t
tk
∣∣aij(s)∣∣ds×Gjds
}
ξj
∣∣wj(tk)∣∣
=
n∑
i=1
∣∣∣∣1−
∫ t
tk
µ1,j(ξ, s)ds
∣∣∣∣ξj |wj(tk)| (11)
The last equality holds due to (10). Thus, according to the rule
(7) and (9), which implies
1− ǫc ≥ 1−
∫ tk+1
tk
µ1,j(ξ, s)ds ≥ −1 + ǫc, ∀ j
since the equality in (7) occurs at t = tk+1, thus we have
n∑
i=1
ξi
∣∣wi(tk+1)∣∣ 6 (1 − ǫc) n∑
i=1
ξi
∣∣wi(tk)∣∣
which implies
lim
tk→+∞
∥∥w(tk)∥∥1,ξ = 0.
In addition, for each t ∈ (tk, tk+1), from the rule (7) and the
condition µ(ξ, t) ≥ ǫ0 > 0, inequality (11) implies that for
each t ∈ (tk, tk+1), ‖w(t)‖1,ξ ≤ ‖w(tk)‖1,ξ. Hence, it holds
lim
t→+∞
∥∥w(t)∥∥
1,ξ
= 0.
The out-synchronization of system (3) is proved.
The proofs of the following results are analog to Theorem
3 but via l2 and l∞ norm. Their proofs are similar to that of
Theorem 3, which can be found in Zheng, Chen, & Lu (2015)
and so neglected in the present paper.
Proposition 1. Let 0 < ǫc < 1 and ǫ0 > 0 be constants with
Mǫc ≤ ǫ0 andN2ǫc ≤ ǫ0(2−ǫc). Suppose that there exist ξi >
0, i = 1, · · · , n such that µ2,j(ξ, t) ≥ ǫ0 for all j = 1, · · · , n
and t ≥ 0. Set an increasing time-point sequence {tk} as
tk+1 = sup
τ>tk
{
τ : min
j=1,··· ,n
∫ t
tk
µ2,j(ξ, t)ds ≤ ǫc, ∀ t ∈ (tk, τ ]
}
(12)
k = 0, 1, 2, · · · . Then the system (3) reaches out-synchronization.
Proposition 2. Let 0 < ǫc < 1 and ǫ0 > 0 be constants with
Mǫc ≤ ǫ0 and N∞ǫc ≤ ǫ0(2 − ǫc). Suppose that there exist
ξi > 0, i = 1, · · · , n such that µ∞,j(ξ, t) ≥ ǫ0 for all j =
1, · · · , n and t ≥ 0. Set an increasing time-point sequence
{tk} as
tk+1 = max
τ>tk
{
τ : min
j=1,··· ,n
∫ t
tk
µ∞,j(ξ, t)ds ≤ ǫc, ∀ t ∈ (tk, τ ]
}
(13)
k = 0, 1, 2, · · · . Then the system (3) reaches out-synchronization.
Remark 1. From the proof, one can see tk+1 − tk ≥ ǫc/Nm,
which excludes the Zeno behaviours for the rules (7,12,13).
To explain the independence of the results via three norms, we
give out the following example. Denote
L1 =


γ1(t)−G1a
+
11(t)−G1
ξ2
ξ1
∣∣a21(t)∣∣
γ2(t)−G2a
+
22(t)−G2
ξ1
ξ2
∣∣a12(t)∣∣


L2 =


γ1(t)−G1a
+
11(t)−
1
2
G1
ξ′2
ξ′1
∣∣a21(t)∣∣− 1
2
G2
∣∣a12(t)∣∣
γ2(t)−G2a
+
22(t)−
1
2
G2
ξ′1
ξ′2
∣∣a12(t)∣∣− 1
2
G1
∣∣a21(t)∣∣

 .
Let
[
G1, G2
]
=
[
1.0017, 0.9984
]
with
γ(t) =
[
2.1048
0.9234
]
A(t) =
[
1.0235 0.2538
0.5014 −0.1526
]
when t ∈ [tk, tk+1) and
γ(t) =
[
2.1048
0.9234
]
A(t) =
[
−0.3253 0.4384
−2.0341 −0.1526
]
when t ∈ [tk+1, tk+2).
In the first time interval [tk, tk+1), we have found that when[
ξ1
ξ2
]
=
[
0.8902
0.3562
] [
ξ′1
ξ′2
]
=
[
0.3479
0.7727
]
it holds
L1 =
[
0.8786
0.2901
]
> 0 L2 =
[
0.3951
0.6210
]
> 0
3
where 0 = [0, 0]⊤. In the second time interval [tk+1, tk+2), we
can find that when [
ξ1
ξ2
]
=
[
0.7182
0.3570
]
it follows
L1 =
[
1.0920
0.0429
]
> 0.
However, to maintain L2 > 0, we have to solve the following
inequalities

γ1(t)−G1a
+
11(t)−
1
2
G1
ξ′2
ξ′1
∣∣a21(t)∣∣ − 1
2
G2
∣∣a12(t)∣∣ > 0
γ2(t)−G2a
+
22(t)−
1
2
G2
ξ′1
ξ′2
∣∣a12(t)∣∣ − 1
2
G1
∣∣a21(t)∣∣ > 0
that is 

1.8860− 1.0189
ξ′2
ξ′1
> 0
−0.0954− 0.2188
ξ′1
ξ′2
> 0
.
One can see that there is no such solution of ξ′1 and ξ′2.
Hence, the conditions (7), (12) are uncorrelated. By using
the similar method, we can obtain that the three conditions are
pairwise independent. Therefore, we can assert that the results
via three norms are independent.
3.2. Structure-dependent push-based decentralized data-sampling
For each neuron i ∈ {1, · · · , n}, consider two trajecto-
ries u(t) and v(t) of system (4) starting from different initial
values. Denote w(t) = [w1(t), · · · , wn(t)]⊤ with wi(t) =
ui(t)− vi(t). It follows
dwi(t)
dt
= −γi(t)wi(t
i
k) +
n∑
j=1
aij(t)hj(t
j
k) (14)
where hj(t) = gj(uj(t)) − gj(vj(t)) for all t ∈ [tjk, t
j
k+1),
i = 1, · · · , n and k = 0, 1, 2, · · · .
The following theorem and propositions give conditions that
guarantee the convergence of system (14) via three generalized
norms (l1, l2 and l∞).
Theorem 2. Let 0 < ǫd < 1 and ǫ0 > 0 be constants with
Mǫd ≤ ǫ0 and N1ǫd ≤ ǫ0(2 − ǫd). Suppose that there exist
ξi > 0 (i = 1, · · · , n) such that µ1,j(ξ, t) ≥ ǫ0 for all j =
1, · · · , n and t ≥ 0. Set {tjk}
+∞
k=0 as the triggering time points
as
tjk+1 = sup
τ>tj
k
{
τ :
∫ t
tj
k
[
γj(s)−Gja
+
jj(s)
]
ds−Gj
∑
i6=j
ξi
ξj
×
∫ τ
ti
k
∣∣aij(s)∣∣ ds > ǫd, ∀ t ∈ (tjk, τ ]
}
(15)
for j = 1, · · · , n and k = 0, 1, 2, · · · . Then the system (4)
reaches out-synchronization.
Proof. For each t ≥ 0, let kj(t) = max{k : tjk ≤ t}. Similar
to the arguments up to (11) in the proof of Theorem 1, one can
derive the following inequality immediately:
n∑
i=1
ξi|wi(t)| ≤
n∑
i=1
∣∣∣∣1−
∫ t
tj
kj (t)
µ1,j(ξ, s)ds
∣∣∣∣ξj |wj(tjkj(t))|
(16)
From the arguments of (9), one can conclude
1 ≥ 1−
∫ t
tj
kj (t)
µ1,j(ξ, s)ds ≥ −1 + ǫc, ∀ j. (17)
in an analog way.
Let tk+1 be an increasing sequence such that t0 = 0 and
tk+1 − tk = 2ǫd/ǫ0, which implies that for each neuron j,
equality in the rule (15) occurs at least once. Thus, we have
Consider wi(t) for any neuron i at triggering time tik+1
where i = 1, · · · , n, and we have
n∑
i=1
ξi
∣∣wi(tik+1)∣∣
=
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξi
[
wi(t
i
k) +
∫ tik+1
ti
k
w˙i(s) ds
]
=
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξiwi(t
i
k) +
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξi
×
∫ tik+1
ti
k
[
− γi(s)wi(t
i
k) +
n∑
j=1
aij(s)hj
(
wj(t
j
k)
)]
ds
=
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξiwi(t
i
k)
−
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξiwi(t
i
k)
∫ tik+1
ti
k
γi(s) ds
+
n∑
i=1
sign
(
wi(t
i
k+1)
)
ξihi
(
wi(t
i
k)
) ∫ tik+1
ti
k
a+ii(s) ds
+
∑
i6=j
sign
(
wi(t
i
k+1)
)
ξi
n∑
j=1
hj
(
wj(t
j
k)
) ∫ tik+1
ti
k
aij(s) ds.
By the inequality (2), it holds
n∑
i=1
ξi
∣∣wi(tik+1)∣∣ 6 n∑
j=1
{
1−
∫ tj
k+1
tj
k
[
γj(s)−Gja
+
jj(s)
]
ds
+Gj
∑
i6=j
ξi
ξj
∫ tik+1
ti
k
∣∣aij(s)∣∣ ds
}
ξj
∣∣wj(tjk)∣∣
6 (1− ǫd)
n∑
j=1
ξj
∣∣wj(tjk)∣∣
Based on the triggering rule (15), we can obtain
n∑
i=1
ξi
∣∣wi(tik+1)∣∣ 6 (1− ǫd) n∑
i=1
ξi
∣∣wi(tik)∣∣
4
which means
lim
ti
k
→+∞
∥∥w(tik)∥∥1 = 0.
For any time t ∈ (tik, tik+1], the state wi(t) becomes
n∑
i=1
ξi
∣∣wi(t)∣∣
6
n∑
j=1
{
1−
∫ t
tj
k
[
γj(s)−Gja
+
jj(s)
]
ds
+Gj
∑
i6=j
ξi
ξj
∫ t
ti
k
∣∣aij(s)∣∣ ds
}
ξj
∣∣wj(tjk)∣∣
6
n∑
j=1
{
1−
∫ t
tj
k
[
γj(t)−Gja
+
jj(t)
]
dt+Gj
∑
i6=j
ξi
ξj
×
[∫ t
ti
k
∣∣aij(s)∣∣ ds+
∫ τ
t
∣∣aij(s)∣∣ ds
]}
ξj
∣∣wj(tjk)∣∣
6 (1− ǫd)
n∑
i=1
ξi
∣∣wi(tik)∣∣
where tik+1 > τ > t > tik. Thus,∥∥w(tik+1)∥∥1 6 ∥∥w(t)∥∥1 6 (1− ǫd)∥∥w(tik)∥∥1
for any t ∈ (tik, tik+1] and i = 1, · · · , n, which implies
lim
t→+∞
∥∥w(t)∥∥
1
6 lim
ti
k
→+∞
∥∥w(tik)∥∥1 = 0.
The proof for the out-synchronization of system (4) is com-
pleted.
Proposition 3. Let 0 < ǫd < 1 be a constant and ξi > 0 (i =
1, · · · , n). Set {tik}
+∞
k=0 as the time points such that
tik+1 = max
τ>ti
k
{
τ :
∫ t
ti
k
[
γi(s)−Gia
+
ii(s)−
1
2
∑
j 6=i
Gj
∣∣aij(s)∣∣
]
ds
−
1
2
Gi
∑
j 6=i
ξj
ξi
∫ τ
tj
k
∣∣aji(t)∣∣ dt > ǫd, ∀ t ∈ (tik, τ ]
}
(18)
for i = 1, · · · , n and k = 0, 1, 2, · · · . Then the system (4)
reaches out-synchronization.
Proposition 4. Let 0 < ǫd < 1 be a constant and ξi > 0 (i =
1, · · · , n). Set {tik}
+∞
k=0 as the time points such that
tik+1 = max
τ>ti
k
{
τ :
∫ t
ti
k
[
γi(s)−Gia
+
ii(s)
]
ds−Gi
∑
j 6=i
ξj
ξi
×
∫ τ
tj
k
∣∣aij(s)∣∣ds > ǫd, ∀ t ∈ (tik, τ ]
}
(19)
for i = 1, · · · , n and k = 0, 1, 2, · · · . Then the system (4)
reaches out-synchronization.
Remark 2. In centralized data-sampling rules (7), (12) and
(13), the design of time sequence {tk}+∞k=0 can guarantee that
the Zeno behavior is excluded, because there exists a common
positive lower bound ǫc
Mm
(m = 1, 2 or ∞) for the inter-event
time tk+1 − tk for all the neurons i = 1, · · · , n and k =
0, 1, 2, · · · .
Besides, in push-based decentralized updating rules (15),
(18) and (19), the controlling time sequence {tik}+∞k=0 for i =
1, · · · , n can also ensure the exclusion of Zeno behavior, be-
cause each inter-event time tik+1 − tik can be lower bounded
by ǫd
Mm
(m = 1, 2 or ∞) for all the neurons i = 1, · · · , n and
k = 0, 1, 2, · · · .
4. State-dependent data-sampling principle
In this section, we establish a group of state-dependent data-
sampling rules by predicting the next triggering time point at
which neurons should broadcast their state information and up-
date their control signals.
4.1. State-dependent centralized data-sampling
Consider the system (6) and define the state measurement
error vector e(t) = [e1(t), · · · , en(t)]⊤ as
ei(t) = wi(tk)− wi(t)
where t ∈ [tk, tk+1), i = 1, · · · , n and k = 0, 1, 2, · · · . The
centralized updating rule relied on neurons’ states is given as
follow.
Theorem 3. Let Φ(t) be a positive decreasing continuous func-
tion on [0,+∞) with Φ(0) > 0. Set tk+1 as the triggering time
point such that
tk+1 = max
τ>tk
{
τ :
∥∥e(t)∥∥
1
6 Φ(t), ∀ t ∈ [tk, τ)
}
. (20)
for all k = 0, 1, 2, · · · . If µ1(t) > εc for some εc > 0 and
lim
t→+∞
Φ(t) = 0,
then the system (3) reaches out-synchronization.
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Proof. Consider wi(t) for any neuron i (i = 1, · · · , n) and
ξi > 0 (i = 1, · · · , n)
d
∥∥w(t)∥∥
1
dt
=
n∑
i=1
ξisign
(
wi(t)
)dwi(t)
dt
=
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)wi(tk) +
n∑
j=1
aij(t)hj
(
wj(tk)
)]
=
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)wi(t) +
n∑
j=1
aij(t)hj
(
wj(t)
)]
+
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)
(
wi(tk)− wi(t)
)]
+
n∑
i=1
ξisign
(
wi(t)
) n∑
j=1
aij(t)
[
hj
(
wj(tk)
)
− hj
(
wj(t)
)]
.
By the inequality (2) and the triggering rule (20), it holds
d
∥∥w(t)∥∥
1
dt
6−
n∑
i=1
ξiγi(t)
∣∣wi(t)∣∣ + n∑
i=1
ξiγi(t)
∣∣ei(t)∣∣
+
n∑
i=1
ξia
+
ii(t)Gi
∣∣wi(t)∣∣ + n∑
i=1
ξia
+
ii(t)Gi
∣∣ei(t)∣∣
+
n∑
j=1
∑
i6=j
ξi
∣∣aij(t)∣∣Gj∣∣wj(t)∣∣+ n∑
j=1
∑
i6=j
ξi
∣∣aij(t)∣∣Gj∣∣ej(t)∣∣
6−
n∑
j=1
[
γj(t)−Gja
+
jj(t)−Gj
∑
i6=j
ξi
ξj
∣∣aij(t)∣∣
]
ξj
∣∣wj(t)∣∣
+
n∑
j=1
[
γj(t) +Gja
+
jj(t) +Gj
∑
i6=j
ξi
ξj
∣∣aij(t)∣∣
]
ξj
∣∣ej(t)∣∣
which implies
d
∥∥w(t)∥∥
1
dt
6− µ1(t)
n∑
j=1
ξj
∣∣wj(t)∣∣+M1 n∑
j=1
ξj
∣∣ej(t)∣∣
6− µ1(t)
∥∥w(t)∥∥
1
+M1Φ(t)
By the classical Gronwell inequality, we have
∥∥w(t)∥∥
1
6
∥∥w(t0)∥∥1e−σ(t,t0) +M1
∫ t
t0
e−σ(t,s)Φ(s) ds
= e−σ(t,t0)
[∥∥w(t0)∥∥1 +M1
∫ t
t0
eσ(s,t0)Φ(s) ds
]
with
σ(t, s) =
∫ t
s
µ1(τ) dτ
for s ∈ [tk, t], t ∈ [tk, tk+1). By using the L’Hospital rule, it
follows
lim
t→+∞
∥∥w(t)∥∥
1
6 lim
t→+∞
M1
eσ(t,0)
∫ t
0
eσ(s,0)Φ(s) ds
= lim
t→+∞
M1
Φ(t) eσ(t,0)
µ1(t) eσ(t,0)
6 lim
t→+∞
M1
εc
Φ(t)
= 0,
where t0 = 0, which implies that ‖w(t)‖1 converges to 0 by
the sampling time sequence {tk}+∞k=0. Therefore, the system
(3) reaches out-synchronization and this completes the proof of
Theorem 3.
Proposition 5. Let Φ(t) be a positive decreasing continuous
function on [0,+∞) with Φ(0) > 0. Set tk+1 as the triggering
time point such that
tk+1 = max
τ>tk
{
τ :
∥∥e(t)∥∥
2
6 Φ(t), ∀ t ∈ [tk, τ)
}
for all k = 0, 1, 2, · · · . If µ2(t) > εc for some εc > 0 and
lim
t→+∞
Φ(t) = 0,
then the system (3) reaches out-synchronization.
Proposition 6. Let Φ(t) be a positive decreasing continuous
function on [0,+∞) with Φ(0) > 0. Set tk+1 as the triggering
time point such that
tk+1 = max
τ>tk
{
τ :
∥∥e(t)∥∥
∞
6 Φ(t), ∀ t ∈ [tk, τ)
}
for all k = 0, 1, 2, · · · . If µ∞(t) > εc for some εc > 0 and
lim
t→+∞
Φ(t) = 0,
then the system (3) reaches out-synchronization.
4.2. State-dependent push-based decentralized data-sampling
For the system (14), we define the state measurement error
vector e(t) = [e1(t), · · · , en(t)]⊤ as
ei(t) = wi(t
i
k)− wi(t)
where t ∈ [tik, tik+1), i = 1, · · · , n and k = 0, 1, 2, · · · . The
push-based decentralized updating rule is given as follow.
Theorem 4. Let Ψ(t) = [Ψ1(t), · · · ,Ψn(t)]⊤ be a vector of
positive decreasing continuous functions with Ψ(0) > 0, that is,
Ψi(t) is a positive decreasing continuous function on [0,+∞)
and Ψi(0) > 0 for i = 1, · · · , n. Set tik+1 as the triggering
time point such that
tik+1 = max
τ>ti
k
{
τ :
∣∣ei(t)∣∣ 6 Ψi(t), ∀ t ∈ [tik, τ)} (21)
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for i = 1, · · · , n and all k = 0, 1, 2, · · · . If µ1(t) > εd for
some εd > 0 and
lim
t→+∞
Ψi(t) = 0
for i = 1, · · · , n, then the system (4) reaches out-synchronization.
Proof. Consider the l1-norm of the state wi(t) (i = 1, · · · , n)
and ξi > 0 (i = 1, · · · , n)
d
∥∥w(t)∥∥
1
dt
=
n∑
i=1
ξisign
(
wi(t)
)dwi(t)
dt
=
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)wi(t
i
k) +
n∑
j=1
aij(t)hj
(
wj(t
j
k)
)]
=
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)wi(t) +
n∑
j=1
aij(t)hj
(
wj(t)
)]
+
n∑
i=1
ξisign
(
wi(t)
)[
− γi(t)
(
wi(t
i
k)− wi(t)
)]
+
n∑
i=1
ξisign
(
wi(t)
) n∑
j=1
aij(t)
[
hj
(
wj(t
j
k)
)
− hj
(
wj(t)
)]
.
By the inequality (2) and the triggering rule (21), it holds
d
∥∥w(t)∥∥
1
dt
6−
n∑
i=1
ξiγi(t)
∣∣wi(t)∣∣ + n∑
i=1
ξiγi(t)
∣∣ei(t)∣∣
+
n∑
i=1
ξia
+
ii(t)Gi
∣∣wi(t)∣∣ + n∑
i=1
ξia
+
ii(t)Gi
∣∣ei(t)∣∣
+
∑
i6=j
n∑
j=1
ξi
∣∣aij(t)∣∣Gj∣∣wj(t)∣∣+∑
i6=j
n∑
j=1
ξi
∣∣aij(t)∣∣Gj∣∣ej(t)∣∣
6−
n∑
j=1
[
γj(t)−Gja
+
jj(t)−Gj
∑
i6=j
ξi
ξj
∣∣aij(t)∣∣
]
ξj
∣∣wj(t)∣∣
+
n∑
j=1
[
γj(t) +Gja
+
jj(t) +Gj
∑
i6=j
ξi
ξj
∣∣aij(t)∣∣
]
ξj
∣∣ej(t)∣∣
which implies
d
∥∥w(t)∥∥
1
dt
6− µ1(t)
n∑
j=1
ξj
∣∣wj(t)∣∣+M1 n∑
j=1
ξj
∣∣ej(t)∣∣
6− µ1(t)
∥∥w(t)∥∥
1
+M1
n∑
j=1
ξjΨj(t)
By the classical Gronwell inequality, we have
∥∥w(t)∥∥
1
6
∥∥w(ti0)∥∥1e−σ(t,ti0) +M1
∫ t
ti0
e−σ(t,s)
∥∥Ψ(s)∥∥
1
ds
= e−σ(t,t
i
0)
[∥∥w(ti0)∥∥1 +M1
∫ t
ti0
eσ(s,t
i
0)
∥∥Ψ(s)∥∥
1
ds
]
with
σ(t, s) =
∫ t
s
µ1(τ) dτ
for s ∈ [tik, t] and t ∈ [tik, tik+1). By using the L’Hospital rule,
it follows
lim
t→+∞
∥∥w(t)∥∥
1
6 lim
t→+∞
M1
eσ(t,t
i
0)
∫ t
ti0
eσ(s,t
i
0)
∥∥Ψ(s)∥∥
1
ds
= lim
t→+∞
M1
∥∥Ψ(t)∥∥
1
eσ(t,t
i
0)
µ1(t) eσ(t,t
i
0)
6 lim
t→+∞
M1
εd
∥∥Ψ(t)∥∥
1
= 0,
where ti0 = 0 for all i = 1, · · · , n, which means that ‖w(t)‖1
converges to 0 by the controlling time sequence {tik}
+∞
k=0 (i =
1, · · · , n). Hence, the system (4) achieves out-synchronization
and Theorem 4 is proved.
Proposition 7. Let Ψ(t) = [Ψ1(t), · · · ,Ψn(t)]⊤ be a vector
of positive continuous decreasing functions on [0,+∞) and
Ψ(0) > 0. Set tik+1 as the triggering time points such that
tik+1 = max
τ>ti
k
{
τ :
∣∣ei(t)∣∣ 6 Ψi(t), ∀ t ∈ [tik, τ)}
for i = 1, · · · , n and all k = 0, 1, 2, · · · . If µ2(t) > εd for
some εd > 0 and
lim
t→+∞
Ψi(t) = 0
for i = 1, · · · , n, then the system (4) reaches out-synchronization.
Proposition 8. Let Ψ(t) = [Ψ1(t), · · · ,Ψn(t)]⊤ be a vector
of positive continuous decreasing functions on [0,+∞) and
Ψ(0) > 0. Set tik+1 as the triggering time points such that
tik+1 = max
τ>ti
k
{
τ :
∣∣ei(t)∣∣ 6 Ψi(t), ∀ t ∈ [tik, τ)}
for i = 1, · · · , n and all k = 0, 1, 2, · · · . If µ∞(t) > εd for
some εd > 0 and
lim
t→+∞
Ψi(t) = 0
for i = 1, · · · , n, then the system (4) reaches out-synchronization.
Remark 3. The preliminary condition for systems (3) and (4)
to achieve out-synchronization is that the existing duration of
the solution in the Cauchy problem of systems (6) and (14)
should be [0,+∞) (equivalently limk→∞ tk = +∞ and limk→∞ tik =
+∞ for all i = 1, · · · , n). The verification of this condition will
be given in Section 5.
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Remark 4. To loosen the assumption that µm(t) > εd (m =
1, 2 or ∞) for some εd > 0 and limt→+∞Ψi(t) = 0, the func-
tion Ψi(t) can be designed as follow
δk(t) e
−βi(t−t
i
k)
where
δk(t) = inf
i=1,··· ,n


α
∥∥w(t)∥∥
1
n∑
i=1
e−βi(t−t
i
k
)
: t− tik ∈ [0, T ]


and
δk(t) = inf
i=1,··· ,n


α
∥∥w(t)∥∥
2√
n∑
i=1
ξi e−2βi(t−t
i
k
)
: t− tik ∈ [0, T ]


and
δk(t) = inf
i=1,··· ,n

 α ξi∗
∥∥w(t)∥∥
∞
max
i=1,··· ,n
{
e−βi(t−t
i
k
)
} : t− tik ∈ [0, T ]

 .
which depend on the global state information ‖w(t)‖1, ‖w(t)‖2
and ‖w(t)‖∞. In these design, the out-synchronization of sys-
tem (4) can be proved and the Zeno behavior can also be ex-
cluded without other restricted conditions.
5. Exclusion of Zeno behavior
In this section, we are to prove the absence of Zeno behav-
ior. To this aim, we will find a common positive lower bound
for the inter-event time tk+1−tk or tik+1−tik, for all the neurons
i = 1, · · · , n and k = 0, 1, 2, · · · .
Theorem 5. Under either the centralized data-sampling rule
in Theorem 3 or the push-based decentralized data-sampling
rule in Theorem 4, the inter-event interval of every neuron is
strictly positive and has a common positive lower bound. More-
over, the Zeno behavior is excluded.
Proof. (1) For the centralized rule, consider the following
derivative.
d
dt
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
=
d
dt
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
−
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
d
dt
∥∥w(t)∥∥
1∥∥w(t)∥∥
1
=−
n∑
i=1
ξisign
(
ei(t)
)
w˙i(t)∥∥w(t)∥∥
1
−
n∑
i=1
ξisign
(
wi(t)
)
w˙i(t)∥∥w(t)∥∥
1
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
6
[
µ1(t) + ν1(t)
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
][
1 +
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
]
6
[
m1 +M1
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
][
1 +
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
]
6M1
[
1 +
∥∥e(t)∥∥
1∥∥w(t)∥∥
1
]2
,
where m1 = supt∈[0,+∞){µ1(t)} and m1 6 M1. Via compar-
ison principle, we have ∥∥e(t)∥∥
1∥∥w(t)∥∥
1
6 φ(t)
where φ(t) is the solution of the following differential equation

dφ(t)
dt
=M1
[
φ(t) + 1
]2
φ(t0) = φ0
.
Hence the inter-event time tk+1−tk has a common lower bound
ηc which follows
ηc =
φ0
m1(1 + φ0)
.
For the lower bound ηc is uniform for all the neurons, the next
triggering time point tk+1 satisfies tk+1 > tk + ηc for all i =
1, · · · , n and k = 0, 1, 2, · · · . Therefore we can assert that there
is no Zeno behavior for all the neurons.
(2) For the push-based decentralized rule, let us consider
the following derivative of the state measurement error for any
neuron vi (i = 1, · · · , n).
∥∥e(t)∥∥
1
6
∫ t
ti
k
∥∥w˙(s)∥∥
1
ds
=
∫ t
ti
k
n∑
j=1
ξj
∣∣∣∣− γj(s)wj(tjk) +
n∑
l=1
ajl(s)hl
(
wl(t
l
k)
)∣∣∣∣ds
6
∫ t
ti
k
n∑
l=1
[
γl(t) +
n∑
j=1
ξj
ξl
∣∣ajl(t)∣∣Gl
]
ξl
∣∣wl(tlk)∣∣ds
6
n∑
l=1
ξl
∣∣wl(tlk)∣∣
∫ t
ti
k
M1 ds
6M1
∥∥w(0)∥∥
1
(t− tik),
where ‖w(0)‖1 is a given positive constant. Based on the trig-
gering rule (21), the event will not trigger until |ei(t)| = Ψi(t)
at time point t = tik+1. Hence, it holds
Ψi(t
i
k+1) =M1
∥∥w(0)∥∥
1
(tik+1 − t
i
k).
Given any positive time point T > 0, suppose that there
is at least one neuron i exhibiting the Zeno behavior on the
finite time period [0, T ] ⊂ [0,+∞), that is, there exist infinite
number of triggering on [0, T ]. Then it satisfies
lim
k→+∞
tik = t
∗ ∈ [0, T ].
Since Ψi(t) is a continuous function on [t0,+∞), we have
Ψi(t
∗) = lim
k→+∞
Ψi(t
i
k+1)
= lim
k→+∞
M1
∥∥w(0)∥∥
1
(tik+1 − t
i
k)
= 0,
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which means there exists a time point t∗ ∈ [0, T ] such that
Ψi(t
∗) = 0. This contradicts that Ψi(t) (i = 1, · · · , n) is a
positive function on [0,+∞). Therefore, for the arbitrariness
of T > 0, we can assert that there is no Zeno behavior for all
the neurons on [0,+∞). That is to say, the next inter-event
interval has a common positive lower bound for each neuron
i = 1, · · · , n, which satisfies
ηd = min
i=1,··· ,n
{
ηid : Ψi(η
i
d + t
i
k) =M1
∥∥w(0)∥∥
1
ηid
}
This completes the proof.
Remark 5. The proof for Theorem 5 is given under l1 norm.
By similar approach, one can also prove the theorem via l2 and
l∞ norm.
After proving the exclusion of Zeno behavior, we are at the
stage to conclude that limk→+∞ tk = +∞ and limk→+∞ tik =
+∞ for all i = 1, · · · , n. This implies the following result.
Theorem 6. Under the data-sampling rule described in The-
orem 3 and Theorem 4, existing duration of the solution in the
Cauchy problem of systems (6) and (14) are all [0,+∞), equiv-
alently
lim
k→∞
tk = +∞
and
lim
k→∞
tik = +∞
for all i = 1, · · · , n.
Proof. In fact, from Theorem 5, one can see that for all ini-
tial values, the trajectory of systems (6) and (14) possess dis-
continuous triggerring events with two positive lower bounds
ηc and ηd of inter-event time respectively. This implies that
limk→∞ tk = +∞ or limk→+∞ tik = +∞ for all the neuron
i = 1, · · · , n. Therefore, the solutions in the Cauchy problem
of systems (6) and (14) all exist for the duration [0,+∞).
6. Numerical simulation
In this section, we provide a numerical example to illustrate
the theoretical results. The comparisons between the central-
ized and push-based decentralized rules based on both structure
and state are also given. Let us consider the switching topolo-
gies S = {(Γ1, A1, I1), · · · , (Γ6, A6, I6)}, where
Γ1 = diag
{
0.8850, 0.9148, 0.8530, 0.7977, 0.8764
}
Γ2 = diag
{
0.7484, 0.9326, 0.6340, 0.9843, 0.5494
}
Γ3 = diag
{
0.7735, 0.7015, 0.8535, 0.8621, 0.9068
}
Γ4 = diag
{
0.8915, 0.7833, 0.9057, 0.7884, 0.9720
}
Γ5 = diag
{
0.9357, 0.7538, 0.8944, 0.7365, 0.9144
}
Γ6 = diag
{
0.6612, 0.9881, 0.6391, 0.5364, 0.8756
}
and
A1 =


−1.7919 −0.3948 0.2564 −0.3204 −0.0156
0.4671 0.2490 −0.7117 −0.1370 −0.0501
−0.7011 0.0369 −1.8727 −0.7410 −0.0184
−0.1982 0.1655 0.8427 0.3652 −0.7693
0.6181 0.5135 −0.5559 0.0658 −1.9569


A2 =


0.2630 −0.3615 0.8626 0.3302 0.2694
0.4676 −1.8345 −0.5973 −0.4837 −0.3797
−0.8931 0.0360 −1.7021 −0.1515 −0.8251
−0.0750 −0.3230 0.5239 −1.9542 −0.2013
−0.1842 −0.0325 0.2393 0.3162 0.2926


A3 =


0.3798 −0.5099 −0.4776 1.4789 0.8120
−0.4506 −1.7393 0.2600 0.4094 0.1505
0.3564 0.5781 −1.6185 0.2230 0.2439
0.1150 0.4990 −0.1876 −1.6549 −0.6292
0.2979 0.4720 −0.2338 −0.6050 0.8528


A4 =


−1.7522 −0.0166 0.3873 0.0970 −1.1968
−0.3338 −1.8286 0.3803 −0.5127 0.7253
−0.1573 0.4312 0.4020 −0.5886 −0.6525
0.0200 −0.7156 −0.6737 −1.0330 −0.5318
−0.1808 0.4284 0.2678 −0.0480 −1.3318


A5 =


−1.8018 −0.5470 −0.1406 0.2769 −0.8000
−0.4222 0.2530 0.4295 0.5383 0.1825
−0.7572 −0.4001 −1.9090 0.6196 0.6523
−0.7861 0.5978 0.2121 −1.5166 0.2531
0.1823 0.5187 −0.2007 0.3803 0.1668


A6 =


−1.6122 −0.4175 −0.4285 0.5557 0.4177
0.1750 0.6452 0.2641 −0.1387 −0.4541
0.6864 −0.1068 −1.0629 −0.1994 0.1796
0.4106 0.2553 −0.7769 0.7958 0.5536
0.2599 −0.1512 0.1097 −0.3196 −1.5582


and
I1 =


0.6353
0.5897
0.2886
−0.2428
0.6232

 I2 =


0.0657
−0.2985
0.8780
0.7519
0.1003

 I3 =


0.2450
0.1741
−0.5845
−0.3975
−0.0582


I4 =


−0.5390
0.6886
−0.6105
−0.5482
−0.6586

 I5 =


−0.5447
−0.1286
−0.3778
0.8468
−0.1396

 I6 =


−0.6304
0.8098
0.9595
−0.1223
−0.7778


The activation function satisfies gi(ui) = 1/(1 + e−ui) and
the switching time sequence of (Ai,Γi, Ii) follows a Poisson
process with λ = 1. In the structure-dependent rules, we set
α = 0.2, βi = 1 (i = 1, · · · , n), T = 500, ǫc = εc = 0.01 and
ǫd = εd = 0.02. In state-dependent rules, the function Φ(t) in
centralized data-sampling is given as
Φ(t) =
8000(
0.0065 t+ 6.5
)5
9
and the functions Ψi(t) (i = 1, · · · , n) in push-based decen-
tralized data-sampling are given as follow
Ψ1(t) =
27000(
0.007 t+ 0.68
)6 , Ψ2(t) = 90000(
0.01 t+ 1.27
)6 ,
Ψ3(t) =
80000(
0.012 t+ 1.02
)6 , Ψ4(t) = (t+ 100) e−0.01 t−1700 Γ(2) ,
Ψ5(t) =
2100(
0.005 t+ 0.5
)6 ,
where Γ(n) is a gamma function.
Figures 1(a), 1(b), 1(c) and 1(d) show that the two trajec-
tories u1(t) and v1(t) of neuron 1 starting from two different
initial values converge to each other. Figures 2(a), 2(b) and
2(c) plot the logarithm of the error dynamics log ‖u(t)− v(t)‖
in four data-sampling rules under three norms l1, l2 and l∞,
which implies that the convergence is exponential. Figure 2(d)
describes the statistical results of the triggering time points. We
can see that the number of the triggering time points {tk}+∞k=0 or
{tik}
+∞
k=0 (1, · · · , n) in structure-dependent rules is more than
that in state-dependent rules, and the average number of the
triggering time points 〈tik〉i over the five neurons in push-based
decentralized rules is more than the number of triggering time
points tk in centralized rules.
7. Conclusions
In this paper, the out-synchronization dynamics of both cen-
tralized and push-based decentralized asymmetrical time-varying
neural network by data-sampling are discussed. The sufficient
conditions for both sampled-data rules are proposed and proved
to guarantee the global out-synchronization. In addition, the
exclusion of the Zeno behavior can be verified by proving the
common lower-bounds of the time-varying time-steps. One nu-
merical example is provided to illustrate our theoretical results.
The results can also be extended to the case where the under-
lying systems involve stochastic disturbances or controlled in
networked environment. (Ding, Wang, Sheng, & Dong, 2015;
Shen, Wang, & Liu, 2012) may be the starting point of our fu-
ture extension on this issue.
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(a) The trajectory of neuron No.1 starting from two different initial values in
structure-dependent centralized system.
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(b) The trajectory of neuron No.1 starting from two different initial values in
structure-dependent push-based decentralized system.
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(c) The trajectory of neuron No.1 starting from two different initial values in
state-dependent centralized system.
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(d) The trajectory of neuron No.1 starting from two different initial values in
state-dependent push-based decentralized system.
Figure 1: The figures show the two trajectories of neuron No.1 for two different
initial values, which indicates the out-synchronization of the systems.
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(a) The logarithm of the error dynamics log ‖u(t) − v(t)‖1 in four data-
sampling rules under l1- norm.
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(b) The logarithm of the error dynamics log ‖u(t) − v(t)‖2 in four data-
sampling rules under l2- norm.
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(c) The logarithm of the error dynamics log ‖u(t) − v(t)‖∞ in four data-
sampling rules under l∞- norm.
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(d) The statistical results in the number of the triggering time points during each
time period by four different rules. The magenta lines show the maximum and
minimum number of the triggering time points in five neurons.
Figure 2: The figures show the logarithm of the error dynamics and the statisti-
cal results in the number of the triggering time points.
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