AbstractThis paper presents a new asymptotically exact lower bound on pairwise error probability of a space-time code as well as an example code that outperforms the comparable orthogonal-design-based space-time (ODST) code.
I. INTRODUCTION
C ONSIDER a space-time coded system with Q transmit antennas and P receive antennas. We assume under the quasi-static Rayleigh fading assumption that the channel is fixed for a duration of M symbol transmissions. Let A denote the signal alphabet (constellation) and S ⊂ A QM be a space-time code. Each element of the space-time code is thus a (Q × M ) matrix. Given that S ∈ S is the transmitted codeword (code matrix), the received signal is given by
where ρ t = ρ/Q, with ρ being the SNR. The components n p,m , h p,q of the noise matrix N and the (P × Q) channel fading-coefficient matrix H respectively, are independent, identically-distributed, zero-mean, complex Gaussian random variables having common density function
In order to enable ρ to be considered as the SNR, we constrain the components s qm of the signal matrix S to satisfy The known channel case corresponds to the case when the receiver has perfect channel-state information (CSI), i.e., the case when the entries of H are known to the receiver. As shown in Tarokh et al. [16] , for any pair of codewords S 1 = S 2 ∈ S, the squared Euclidean distance between the signal components of the corresponding received matrices Y is given by
where {λ q } are the eigenvalues of S S † , where S = (S 1 − S 2 ) is the difference-signal matrix, U is the corresponding eigenvector matrix and d pq = (HU ) pq . The authors of [16] also make use of the Chernoff bound to derive the upper bound on the PEP given below for the known channel case
Throughout the paper, we will use PEP to denote the pairwise error probability of codewords.
In the first part of the present paper, the PEP of a spacetime code over a quasi-static channel is studied, using an approach that allows both known and unknown channel cases to be considered simultaneously. The approach uses Craig's formula for the Gaussian probability integral to derive a general, closed-form expression for the PEP. It is next proven that given a constraint on eigenvalue sum, the optimal signal design is one in which ∆S∆S † has equal eigenvalues. This is followed by an asymptotically exact lower bound on PEP.
Some code design principles are stated and used to prove that a computer-generated signal design introduced here for the case of 4 transmit and 4 receive antennas significantly outperforms, the corresponding ODST code at all values of SNR. Finally, it is shown that ODST codes represent an instance of orthogonal signalling, thus providing a clearer explanation for the simplicity of the ODST code receiver.
The exact expression for PEP of codewords appears in Section II as well as optimality of the equal eigen-value case. The lower bound on PEP is presented in Section III. Section IV presents signal design guidelines and then goes on to introduce and compare a computer-generated signal design against the corresponding ODST code. The final section, Section V, provides a new explanation for the simplicity of the ODST code receiver.
II. AN EXACT EXPRESSION FOR THE PEP
We begin with an exact expression for the PEP. By making use of Craig's formula [2] for the Gaussian probability integral,
Let g be the number of distinct nonzero eigenvalues and assume a relabeling of the indices q under which λ i , i = 1, 2, · · · , g are nonzero and distinct. Letting e q denote the multiplicity of (1 + λ q x) as a factor of f (x) we can rewrite
A. Unknown Channel Case
In [7] , Hochwald et al. show that the PEP under the assumption of unitary modulation, i.e., SS † = M I Q and an unknown channel H is given by
where η =
, and where {λ q } denotes this time, the set of eigenvalues of
The similarity of the two expressions (5) and (8), allow the known and unknown channel cases to be treated simultaneously.
B. Closed-Form Expression
For the special case when all the eigenvalues of S S † are equal, i.e., λ 1 = λ 2 = · · · = λ Q = λ/Q, a closed-form expression for the integral in (5) can be obtained from [12] :
where
The equal-eigenvalue case applies for instance, in the situation when the collection of signal matrices is drawn from an orthogonal design, see [15] .
To obtain a closed-form expression for the general,unequal eigenvalue case, we begin with the partialfraction expansion as in [11] :
Setting x = 0 in this expansion, we find that
Combining the equations (5), (10), (11) , and (14) , and setting
we obtain the following, general, closed-form expression for the PEP
After the initial writing of this paper, we came to know that the exact PEP has already been considered by Simon [13] . However, only the case when the difference matrix ∆S is orthogonal is considered there. Other closed-form expressions for the PEP that are based on the theory of quadratic forms of Gaussian random variables and which lead to contour integral expressions may be found in [1] , [3] , [14] .
C. Optimality of Equal Eigenvalues
Let I := {q : λ q > 0} denote the set of nonzero eigenvalues and set ν := |I|. The integer ν, defined as the number of nonzero eigenvalues λ q , is also known as the transmit diversity. By making use of the arithmetic-mean, geometric-mean inequality, we have that
Since the arithmetic and geometric means coincide only when all the terms are equal, it follows from the above that for a given eigenvalue sum λ = q∈I λ q , the PEP is minimized when all the nonzero eigenvalues λ q , q ∈ I are equal 1 .
1 While this is a commonly accepted design rule and evidence for this is provided for instance in [8] , [4] , we have not previously come across a formal proof of this statement.
The eigenvalue sum λ is given by the Euclidean-distance separation between the signal pair (S 1 , S 2 ):
For the particular case of BPSK modulation, where the components of the signal matrices S are drawn from the constellation, A = {1, −1}, we have that
where d H is the Hamming-distance metric. In the case of QPSK modulation where
, where d L is the Lee-distance metric.
III. A LOWER BOUND ON PEP WITH THE CORRECT HIGH-SNR ASYMPTOTE
From the alternative expression for PEP given in (5), we obtain a simple lower bound by replacing sin 2 θ in the denominator by 1 to obtain
By replacing θ by π/2 in (5) one obtains the previously known upper bound appearing in (3): (10), upper (19), and lower (18) bounds on the PEP versus normalized SNR ζ = ηλ/Q for the case of equal eigenvalues (i.e., for the case λ q = λ/Q, all q) and P Q = 16 and shows the tightness of the lower bound. Note that in the high SNR region, the lower bound is a better approximation. This is explained below.
A power-series expansion for the PEP that is valid for sufficiently large SNR η can be derived as follows:
where λ gm is the geometric mean
Comparing (20) with our earlier lower bound on PEP (18), i.e.,
we see for sufficiently large SNR, the lower bound is tight, since the lower bound has the correct coefficient of the least degree term in η −1 . This also explains why in Fig. 1 the PEP approaches the lower bound for large SNR. 
IV. AN EXAMPLE SPACE-TIME CODE WITH GOOD PERFORMANCE
We begin with a brief discussion on general code design principles. The example code appears in the following subsection.
A. Implications for code design
Note from (5) , that the PEP performance is completely dictated by the polynomial
The coefficients σ i of the polynomial f (·) are elementary symmetric functions in the eigenvalues λ q . For this reason, we will refer to f (·) as the elementary polynomial. The traditional rank and determinant criterion for the design of space-time codes [16] , [4] seek to maximize the degree ν of f (·) as well as the constant term σ ν . However, as can be seen from (5), it is of interest to choose the coefficients of f in such a manner that the values of f in the interval [0, ∞) are maximized. One might for instance, try to maximize all the coefficients of f . From this point of view, the maximization of the coefficient σ 1 is seen to be important as a constraint on σ 1 places a constraint on the size of all the other coefficients σ i , i ≥ 2. Moreover, as noted above, the coefficient σ 1 is related to the Euclidean distance between code matrices and hence is somewhat under the control of the code designer. Thus a reasonable design strategy may be to choose the collection of code matrices so as to maximize the minimum squared Euclidean distance d
† ) = λ between a pair of code matrices. This ensures that the coefficient σ 1 of the elementary polynomial f is large. For a given value of σ 1 , the better design is then the one whose eigenvalues are more balanced.
We present in the subsection below a pair of code designs with are directly comparable based on the coefficients of their respective elementary polynomials.
B. The Example Code
An example space-time block code for the case of 4 transmit antennas and BPSK modulation will now be presented, that will be shown to outperform the corresponding Orthogonal-Design-Based Space-Time (ODST) code at all values of SNR. The discussion in this section is relevant only for the known-channel case, as unitary signal matrices lead to poor performance in the unknown-channel case [9] . The comparison makes use of the material in the previous section.
Consider the case Q = M = 4 and BPSK modulation, i.e., A = {+1, −1}. Let S be a space-time code that achieves maximum diversity advantage, i.e., transmit diversity = Q. Note that the entries of the difference signal matrix S = S 1 − S 2 , S 1 = S 2 ∈ S, are all divisible by 2 and that S must have full rank Q. Thus every row of S must be nonzero, forcing
Also, the determinant of S/2 is ≥ 1, so that the determi-
Thus we have the lower bounds 4Q and 4 Q respectively, on the sum and product of the eigenvalues of S S † in case of a space-time code that achieves maximum diversity advantage.
Consider the space-time block code S O [15] corresponding to BPSK modulation and the (4 × 4) orthogonal design
This design possesses attractive features such as ease in decoding, maximization of rate and flexibility in choosing signal constellation. However, when used in conjunction with BPSK modulation, it is always possible to identify a pair of matrices such that the sum of the eigenvalues of the corresponding S S † is the minimum possible, i.e., is equal to 4Q. As a result, it turns out that the product of the eigenvalues is also small and in fact meets the lower bound 4
Q .
We present below an alternative computer-generated space-time block code S that outperforms the PEP performance of S O . The corresponding signal matrices S are listed below. Note that each signal matrix is unitary.
It can be verified that S is a full-rate 1, space-time code where for any S 1 = S 2 ∈ S, (S 1 − S 2 ) has full rank. For any space-time code, let λ min denote the minimum value of eigenvalue sum λ = Q q=1 λ q as (S 1 , S 2 ), S 1 = S 2 are varied over all pairs of signal matrices drawn from a space-time code. The space-time code S was numerically determined to have λ min = 32.
There are 112 pairs of signal matrices (S 1 , S 2 ), for which S S † has eigenvalue sum = 32, however, only 32 of them have the smallest possible value of the determinant which happens to be 256. Also, all of these 32 signal matrix pairs turn out to share the same set of eigenvalues, namely the set {1.0718, 1.0718, 14.9282, 14.9282}.
The corresponding elementary polynomial is given by
In the case of the ODST code S O , we have λ min = 16 and there are 32 signal matrix pairs that have eigenvalues that sum to 16. Since each difference signal matrix S is also unitary (this is a feature of orthogonal designs [15] ), it follows that all eigenvalues λ q equal 4 so that the corresponding elementary polynomial is
It so happens that in this case, the difference between the elementary polynomial of the two space-time codes is a polynomial with nonzero coefficients:
for all η > 0. This proves that the space time code S outperforms in terms of PEP performance, the space-time code S O at all values of SNR. 
V. PERFORMANCE OF ODST CODES
The aim of this section is to provide a clearer picture of the commonly known fact that the receiver in the case of an ODST code has a simple structure. Specifically, we prove that real ODST codes are such that the signal matrices T at the receiver end corresponding to different message symbols are pairwise orthogonal, under the matrix inner product associated with the Frobenius norm. This observation also explains why the message symbol error probability in the case of ODST codes, can be determined in a simple way. A different definition of inner product is required to handle the complex case.
We restrict our discussion in this section to the knownchannel case, as the unitary signal matrices that comprise an ODST code lead to poor performance in the unknownchannel case [9] .
A. Real ODST Codes
Let S O be a real ODST code. Then each matrix S ∈ S O is a Q × Q matrix of the form:
for some x i ∈ A ⊆ R, where the {A i } are Q × Q matrices with {0, −1, +1} entries satisfying the following conditions:
where I Q is the identity matrix of size Q and [0] is the all zero matrix. Given the channel matrix H and transmitted signal matrix S ∈ S O , the received signal matrix is then given by
We use C, D to denote the real part of the inner product of two such matrices C and D, and ||C|| to denote the norm of a P × Q matrix C, i.e.,
The set {φ i | i = 1, 2, . . . , Q} of matrices is pairwise orthogonal since for i = j,
Their common norm φ i satisfies
for some real number h.
For the case h = 0 which occurs with probability 1, set
Then under the inner product · defined above, the {ψ i } form a set of orthonormal matrices. The received matrix can be written now as
The optimum receiver would project the received matrix Y onto the i-th coordinate, ψ i , to detect x i , i.e., would compute
where n i := N, ψ i and use only the projection y i to make a decision regarding symbol x i . Thus the receiver has a simple structure. The projections of N onto the orthonormal functions {ψ i } give rise to Q independent, identically distributed random variables {n i } having density function given by (2) . The independence of the {n i } allows us to pass from the pairwise error probability of codewords to the pairwise error probability of message symbols, i.e., from PEP to PEP-ms. Analogous to the definition of the PEP, we define the PEP-ms P (s 1 → s 2 ) of message symbols {s 1 , s 2 } as the probability of transmitting x i = s 1 and erroneously decoding x i = s 2 . This probability can be determined from
Averaging over all Rayleigh channel realizations, we have
where µ = ρ t |s 1 − s 2 | 2 ρ t |s 1 − s 2 | 2 + 4 .
Example 1: (ODST with BPSK Signaling) In the BPSK case, we have A = {+1, −1}. Since there are only two possible message symbols, the PEP-ms is in fact the symbol error probability SEP and is given by setting |s 1 − s 2 | 2 = 4 in (24)
where µ = ρ t ρ t + 1 .
B. Complex ODST Codes
In this case, let S O be a complex ODST code. Each matrix S ∈ S O is a Q × Q matrix and can be decomposed into the form [15] :
with each x i ∈ A ⊆ C, where the {A i , B i } are Q × Q matrices with {0, −1, +1} entries satisfying the following conditions:
Example 2: (ODST with QPSK Signaling) With QPSK signaling, we have A = {+1, −1, +j, −j}, where j = √ −1. Even in this case, it is possible as in the BPSK case to determine the exact symbol error probability. Given channel matrix H, the probability of erroneously decoding the i-th message symbol x i , i = 1, . . . , Q can be seen to be given by
Averaging over all channel realizations H leads to the desired SEP In arriving at this expression, we have borrowed from (8.140b) in [12] .
