We investigate in the present paper, the existence and uniqueness of solutions for functional differential inclusions involving a subdifferential operator in the infinite dimensional setting. The perturbation which contains the delay is single-valued, separately measurable, and separately Lipschitz. We prove, without any compactness condition, that the problem has one and only one solution.
Introduction
Our objective in this paper is to study in an infinite dimensional Hilbert space the existence of solutions for a perturbed evolution problem involving time dependent subdifferential operator whose perturbation is single-valued and contains a delay. Let T > 0, and for each t ∈ [0, T ] the (set-valued) operator ∂ϕ(t, ·) is the subdifferential of a time-dependent proper lower semi-continuous (lsc) convex function ϕ(t, ·) of a Hilbert space H into [0, +∞]. Given a finite delay r ≥ 0, one considers the space C 0 := C H ([−r, 0]) endowed with the norm of the uniform convergence · C 0 . With each t ∈ [0, T ], one associates a map τ (t) from C H ([−r, t]) into C 0 defined by, (τ (t)x(·))(s) := x(t + s) for all s ∈ [−r, 0].
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Let f : [0, T ] × C 0 → H be a single-valued map and let ψ be a fixed member of C 0 such that ψ(0) ∈ dom ϕ(0, ·) (where for all t ∈ [0, T ] dom ϕ(t, ·) denotes the effective domain of the function ϕ(t, ·)), then the problem is the following:
(P ψ ) −ẋ(t) ∈ ∂ϕ(t, x(t)) + f (t, τ (t)x(·)) a.e. t ∈ [0, T ],
x(s) = ψ(s) ∀s ∈ [−r, 0].
The main purpose of the present work is to show the existence of solutions for (P ψ ). Results related to (P ψ ) can be found in [2, 3, 5, 6, 11, 7, 8, 14] . Recently, existence (and uniqueness) was obtained for the sweeping process with delay ( [6, 10] ), i.e., for ϕ(t, ·) taken as the indicator function of a nonempty closed moving set C(t) which is ρ-prox-regular.
Here, we establish, in an infinite-dimensional setting, an existence and uniqueness result without any compactness condition for the perturbed problem with a map f measurable with respect to the first argument and Lipschitz with respect to the second one, and f (t, φ(·)) ≤ β(t)(1 + φ(·) C 0 ) for all (t, φ(·)) ∈ [0, T ] × C 0 . Note that as in [10] , this growth condition involves φ(·) C 0 instead of φ(0) . This result is obtained thanks to the one proved recently in [14] concerning perturbed problem governed by the subdifferential operator without delay, and through some ideas of Edmond [10] . We proceed as follows: We consider, for each n ∈ N, a partition of [0, T ] given by t n i := iT n (i = 0, · · ·, n). Then, on each subinterval [t n i , t n i+1 ], we replace f by the map f n i : [t n i , t n i+1 ] × H → H defined by f n i (t, x) := f (t, τ (t)h n i (·, x)), where
and h n i (·, ·) (i ≥ 1) are defined in a quasi similar way. Doing so, we obtain a perturbed problem without delay for which our result in [14] insures the existence of a solution x n (·). This approach is slightly different from the classic idea in that, in our definition of f n i , we allow the second argument to depend on each t ∈ [t n i , t n i+1 ]. In addition to other techniques used to overcome the absence of the compactness, this adaptation enables the proof of the convergence of the sequence x n (·) to a solution of the original problem.
We need the result of this paper, to prove the existence of a solution for an optimal control problem of the type
Delay perturbed evolution problems 63 where x ζ (·) is the unique solution of the delay perturbed problem
we address this problem in a forthcoming paper. The content of the paper is as follows. In Section 2, we recall some definitions and concepts which are used throughout the paper. Then, we state results of perturbed evolution equation governed by the subdifferential operator ∂ϕ(t, ·) of a proper lsc convex function without delay. Existence and uniqueness for the considered problem (P ψ ) are established in Section 3, and we conclude by some properties of the solution.
Preliminaries
The purpose of this section is to provide basic notions that will be used in the following sections.
In all the paper I := [0, T ] (T > 0) is an interval of R and H is a real Hilbert space whose scalar product is denoted by ·, · and the associated norm by · .
We will use the following definitions and notations. B is the closed unit ball of H and for η > 0, B[0, η], the closed ball of radius η centered at 0. On the space C H (I) of continuous maps x : I → H we consider the norm of uniform convergence x ∞ = sup t∈I x(t) . By L p H (I) for p ∈ [0, +∞[ (resp. p = +∞) we denote the space of measurable maps x : I → H such that I f (t) p dt < +∞ (resp. which are essentially bounded) endowed with the usual norm x L p H (I) = ( I x(t) p dt) 1 p , 1 ≤ p < +∞ (resp. endowed with the usual essential supremum norm ). We recall that the topological dual of
. Let ϕ be a lsc convex function from H into R ∪ {+∞} which is proper in the sense that its effective domain (dom ϕ) defined by dom ϕ = {x ∈ H; ϕ(x) < +∞} is nonempty. As usual, its Fenchel conjugate is defined by
The subdifferential ∂ϕ(x) of ϕ at x ∈ dom ϕ is ∂ϕ(x) = {v ∈ H : ϕ(y) ≥ v, y − x + ϕ(x) ∀y ∈ dom ϕ} and its effective domain is Dom ∂ϕ = {x ∈ H : ∂ϕ(x) = ∅}. It is well known (see, e.g., [4] ) that if ϕ is a proper lsc convex function, then its subdifferential operator ∂ϕ is a maximal monotone operator and satisfies the closure property, that is, for any maximal monotone operator A, if x = lim n→∞ x n strongly in H and y = lim n→∞ y n weakly in H, where x n ∈ dom A and y n ∈ A(x n ), then, x ∈ dom A and y ∈ A(x).
Concerning the properties of maximal monotone operators in Hilbert spaces, we refer to [4] and [1] . We also refer to [9] and [12] for details concerning convex analysis and measurable multifunctions.
Let us recall the following straightforward consequence of Gronwall's lemma proved in [10] .
Lemma 2.1. Let I = [T 0 , T ] and let (x n (·)) be a sequence of non-negative continuous functions defined on I, (α n ) a sequence of real numbers, and β(·) ∈ L 1 R + (I). Assume that lim n α n = 0 and, for all n,
We will close this section by recalling the two following results concerning perturbed problems without delay. The first one is an adaptation of Theorem 1 in Peralba [13] (see [14] ).
Proposition 2.2. Let H be a Hilbert space and let ϕ :
is proper, lsc, and convex; (H 2 ) there exist a non negative ρ-Lipschitz function k : H −→ R + and an absolutely continuous function a :
admits an unique absolutely continuous solution x(·) that satisfies
Now, we address the case of perturbation without delay depending on both time variable and state variable proved in [14] Theorem 2.3. Assume that (H 1 ) and (H 2 ) of Proposition 2.2 hold, and let
(ii) for every η > 0, there exists a non-negative function
Then, for any x 0 ∈ dom ϕ(T 0 , ·), the following problem
has one and only one absolutely continuous solution x(·) which satisfies
where
Perturbation with Delay
This section is devoted to the study of a perturbed problem involving a subdifferential operator whose perturbation is single-valued and contains a delay. We are going to investigate the existence of solutions for the following problem
We mean by a solution of (P ψ ) any map
is absolutely continuous and its derivative, denoted byẋ(·), satisfies the inclusion
Now, we are going to state and prove our existence result concerning the problem (P ψ ).
Theorem 3.1. Assume that ϕ satisfies (H 1 ) and (H 2 ) of Proposition 2.2. Let f : I × C 0 → H be a map satisfying:
(ii) for any η > 0, there exists a non-negative function γ η (·) ∈ L 2 R (I) such that, for all φ 1 , φ 2 ∈ C 0 with φ i C 0 ≤ η (i = 1, 2) and for all t ∈ I,
Then, for any ψ ∈ C 0 with ψ(0) ∈ dom ϕ(0, ·), the problem (P ψ ) has one and only one solution which satisfies
Proof. Let us consider
and let construct a sequence of maps (x n (·)) in C H ([−r, T ]) which converges uniformly on [−r, T ] to a solution of (P ψ ). For each n ≥ 1, consider the partition of [0, T ] defined by the points t n i := iT n (i = 0, . . . , n) and define the map f n 0 :
The map x → τ (t)h n 1 (·, x) is 1-Lipschitz, indeed we have for any t ∈ [0, t n 1 ] and for any x, y ∈ H,
On the other hand,
Thanks to (ii), there exists a non-negative function denoted by γ η (·) ∈ L 2 R (I) such that for all t ∈ [0, t n 1 ], and for any x, y ∈ B[0, η],
Note also that, due to the fact that
and hence f n 0 (·, x) is measurable. Consequently, according to Theorem 2.3, there exists one and only one absolutely continuous map
As previously, we show that, for any t ∈ [0, t n 2 ], the map x → τ (t)h n 1 (·, x) is 1-Lipschitz and
n satisfies the assumptions of Theorem 2.3, and hence there exists one and only one absolutely continuous map x n 1 (·) : [t n 1 , t n 2 ] → H such that x n 1 (t n 1 ) = x n 0 (t n 1 ) and,
and
We have for all t ∈ [t n i , t n i+1 ] and x, y ∈ H,
Due to Theorem 2.3, there exists one and only one absolutely continuous map
In this way, we define x n 0 (·), . . . , x n n−1 (·) such that, for each i ∈ {0, . . . , n − 1}, x n i (·) is absolutely continuous on [t n i , t n i+1 ], x n i (t n i ) = x n i−1 (t n i ) (with the convention x n −1 (0) := ψ(0)),
Then, for each i ∈ {0, . . . , n − 1},
One has, by construction, x n (0) = ψ(0) and, for almost all t ∈ I,
θn(t) (·, x n (t))) ∈ −∂ϕ(t, x n (t)). and x n (s) = ψ(s) for all s ∈ [−r, 0].
By (3.6), one has (3.8)
As −ϕ(T, x n (T )) ≤ 0, setting
we may write,
Thanks to (3.5)
This, along with (iii), implies
Now, let prove that (x n (·)) converges uniformly in C H ([−r, T ]). In view of (3.9) and (3.11), we may write
Making use of the absolute continuity of x n (·) on [0, T ], for any s ∈ I, one has
we may also write,
Then, using the preceding inequalities
Taking (3.2) into account, that is, 16σT
T 0 β 2 (t) dt < 1, it follows that (3.12)
Now, we proceed to prove that (x n (·)) is a Cauchy sequence in C H ([0, T ]). Thanks to (3.7)
, and the monotonicity property of the subdifferential operator, for p, q ≥ 1 and for almost all t ∈ I, we have
Hence,
and then
According to (ii), (3.10), and (3.12), we have, for some non-negative function
Then,
The map x → τ (t)h (·, x) being 1-Lipschitz, one has
Let i ∈ {0, . . . , p−1} and j ∈ {0, . . . , q −1} such that t ∈]t p i , t
In the case t
We have
Taking (3.11) and (3.12) into account, it follows that, for all n
Coming back to (3.9), we get
Hence, setting
along with the absolute continuity of x p , one has for all p, and for all s ∈ [t p i , t q j ], (t defined as above)
Thus,
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Likewise, if t q j ≤ t p i , interchanging t q j and t p i , we obtain the same previous inequality. Therefore, for any t ∈ [−r, T ], we get
Coming back to (3.14), we obtain
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Taking (3.13) into account, it follows that, for almost all
and, using (3.12), it results that
In the following, we use the fact that the map
The above inequality being true for any t ∈ [0, T ], it follows that
Note that lim p→∞ θ p (t) = t, lim q→∞ θ q (t) = t, for any t and hence lim p,q→∞ b p,q (t) = 0. Therefore, by the dominated convergence theorem, we get lim p,q→∞ a p,q = 0 and, according to Lemma 2.1 lim p,q→∞
which proves that the sequence (x n (·)) converges uniformly in C H ([−r, T ]) to some map x(·) ∈ C H ([−r, T ]) with x(s) = ψ(s) for all s ∈ [−r, 0], and then,
Moreover, thanks to (3.15), we may suppose that (ẋ n (·)) converges weakly in
. It results that, for all t ∈ [0, T ], x(t) = ψ(0) + t 0 g(s) ds and hence x(·) is absolutely continuous on [0, T ] witḣ x(t) = g(t) for almost t ∈ [0, T ]. Consequently,
Now, we aim at proving that x(·) is a solution of (P ψ ), first, let us prove that, for any t ∈]0, T ], one has
Fix t ∈]0, T ]. For each n ≥ 1, there exists j ∈ {0, . . . , n − 1} such that t ∈]t n j , t n j+1 ] and thus θ n (t) = t n j . Then,
It follows that
As a result,
Therefore,
Obviously, for all t ∈ [0, T i+2 − T i+1 ] and for all φ ∈ C 0
and, due to (3.22),
According to the part I) again, there exist a mapx(·) :
Consider the map
It follows from (3.25) and (3.28) that
Thanks to (3.23) and (3.24), along with (3.29), we obtain
In view of (3.28) and the preceding inequality (3.21), it follows that
Taking (3.25) and (3.26) into account, we may write
As x i+1 (t + T i+1 ) =x(t), then, it results that
Combining this results with the definition of x i+1 , and the fact that x i (T i+1 ) = x i+1 (T i+1 ), one has By repeating the process we obtain a solution on the whole interval [−r, T ].
It's easy to see that passing to the limit in (3.30) at the last step of the process, that is, on the interval [0, T ], (we proceed as in part I)), the inequality (3.21) holds true. Now, we turn to the uniqueness part. Assume that x 1 (·) and x 2 (·) are two solutions of (P ψ ). Consider The monotonicity property of the subdifferential operator yields, for almost all t ∈ I, −ẋ 1 (t) − f (t, τ (t)x 1 (·)) +ẋ 2 (t) + f (t, τ (t)x 2 (·)), x 1 (t) − x 2 (t) ≥ 0 and then (3.33) 1 2 d dt ( x 1 (t)−x 2 (t) 2 ) ≤ x 1 (t)−x 2 (t) f (t, τ (t)x 1 (·))−f (t, τ (t)x 2 (·)) .
By virtue of (ii) and (3.31), we have for some non-negative function γ η (·) ∈ L 2 R (I) and for almost all t ∈ I,
By integration on [0, t], we get
This implies that, for all t ∈ [0, T ], 
