This article extends the literature on copulas with discrete or continuous marginals to the case where some of the marginals are a mixture of discrete and continuous components by carefully defining the likelihood as the density of the observations with respect to a mixed measure. We focus in particular on mixtures of Gaussian and Archimedean copulas. The inference is Bayesian with the estimation carried out by Markov chain Monte Carlo. We illustrate the methodology and algorithms by applying them to estimate a multivariate income dynamics model.
Introduction
Copulas are a versatile and useful tool for modeling multivariate distributions. See, for example, Fan and Patton (2014) , Patton (2009) , Durante and Sempi (2015) and Trivedi and Zimmer (2007) . Modeling non-continuous marginal random variables is a challenging task due to computational problems, interpretation difficulties and various other pitfalls and paradoxes; see Smith and Khaled (2012) , for example. The literature on modeling noncontinuous random marginal problems has mostly focused on cases where all the marginals are discrete, and less extensively, on cases where some marginals are discrete and some are continuous. Relatively little attention has been paid to the case where some variables are a mixture of discrete and continuous components. See, for example, Genest and Neveshelova (2007) , Smith and Khaled (2012) , De Leon and Chough (2013) , and Panagiotelis et al. (2012) .
Our article extends the Bayesian methodology used for estimating continuous marginals to the case where the marginals can be mixtures of continuous random variables and point masses. In particular, we are interested in applying the new methodology to copulas that are mixtures of Gaussian and Archimedean copulas. To illustrate the methodology and sampling algorithm we apply them to estimate a multivariate income dynamics model. In this application, we use the copula framework to model the dependence structure of random variables that are mixtures of discrete and continuous components, and apply the model to empirical economic data. We note that there are many other real world economic applications that involve such mixtures of random variables as marginals, and these are briefly discussed in Section 5.
Our proposed methodology is an extension of that introduced in Pitt et al. (2006) and Smith and Khaled (2012) . Smith and Khaled (2012) allow the joint modeling of distributions of random variables that can be either discrete or continuous. However, neither paper covers the case where some random variables can be a mixture of an absolutely continuous random variable and some point masses. In a financial econometrics application, Brechmann et al. (2014) consider the case where the marginal distributions are mixtures of continuous and mass points of zeros. In contrast, our paper derives the likelihood equations in a much more general setting, allows for the margins to be arbitrarily classified into three groups: absolutely continuous, discrete and mixtures of continuous and point masses. Furthermore, there is no restriction on the number or location of points masses present in each margin.
This can occur in many economic data, for instance in cases where earnings are top-coded and have individuals with zero earnings. Equally, our setting covers the case of dependent interval-censored data.
The paper is organized as follows. Section 2 introduces the modeling strategy. Section 3 presents the simulation algorithms used for inference. Section 4 applies the methods and algorithms to model multivariate income dynamics. This section describes the data and presents the estimation results. Section 5 concludes. There are two appendices in the paper proper. Appendix A defines the difference notation. Appendix B presents and proves the results required to define the likelihood as a density with respect to a mixed measure.
There are also two online appendices C and D. Appendix C describes the Gaussian and Archimedean copulas used in the article, as well as the Markov chain Monte Carlo (MCMC) sampling scheme. Appendix D presents some additional empirical results.
Defining the Likelihood of a copula model with points masses
This section shows how to write the likelihood of an i.i.d. sample from our proposed model. Each random vector is modeled using a marginal distribution-copula decomposition and each marginal is allowed to be a mixture of an absolutely continuous component and a finite number of mass points. The MCMC sampling scheme in the next section is based on this definition of the likelihood.
Let X = (X 1 , . . . , X m ) be a m-dimensional X -valued random vector where X = X 1 × · · · × X m . This could be R m , [0, 1] × (0, ∞) × {0, 1} × R m−3 , etc. Let M = {1, . . . , m} be the index set, and 2 M its power-set (or the set of all of its subsets). Let the random variables X j have cumulative distribution functions F j for j = 1, . . . , m. By the Lebesgue decomposition theorem, and assuming there are no continuous singularities, the distribution of each X j can be written as a mixture of an absolutely continuous random variable and a discrete random variable. This means that F j is allowed to have jumps at a countable number of points. In order to exploit that result, we would like to be able to decide at each point of X , which indices have jumps in their corresponding CDFs.
We need a mapping C : X → 2 M that, for each x ∈ X , picks out the subset of the indices of x where F j is continuous at x j for each j ∈ C(x).
Similarly, we define the set D(x) = 2 M \C(x) (the complement of C(x) in 2 M , that is the set of indices j for which F j presents jumps at x j ). This means that for all x ∈ X , {C(x), D(x)} partitions the index set so that
As a first example, consider X = (X 1 , X 2 ), where X 1 ∼ N (0, 1) and X 2 is a mixture of an exponential distribution with parameter λ and a point mass at 0 with probability p, i.e.,
As a second example, let X = (X 1 , X 2 ), where X 1 is Bernoulli and X 2 ∼ N (0, 1). Then
Let U = (U 1 , . . . , U m ) be a set of latent uniform random variables whose distribution is given by some copula C. Assume that F −1 j are the quantile functions corresponding to F j (since F j is not invertible in general in the presence of jumps, this corresponds to picking one possible generalized inverse function).
The latent variables U are selected to satisfy the following criteria. If, at coordinate
, resulting in a deterministic one-to-one relationship when conditioning on either U j or X j . Otherwise, j ∈ D(x), and we require x j = F −1 j (u j ), resulting in an infinity of U j corresponding to one X j and spanning the interval (F j (X − j ), F j (X j )). This interval corresponds to gaps in the range of F j . If C(x) = M for every x, then C will be the copula of X. Otherwise, the copula structure will still create dependence between the non-continuous marginal variables. Mathematically, the above description leads to the joint density
where c is the copula density corresponding to C and I is an indicator variable. See Lemma 4, part (i), of Appendix B for a derivation of (1) and the corresponding measure. Notice that in (1), products over the indices j and j correspond to different partitions for each x.
To derive the likelihood function, that is the marginal density of X, from the joint density f (x, u), we introduce some notation. Let a, b be two vectors in R k such that a b componentwise and let g be an arbitrary function from R k into R. We denote by b a g(.) be the sum of 2 k terms that are obtained by repeatedly subtracting g(., a j , .) from g(., b j , .) for each j = 1, . . . , k. Appendix A contains more details on using this notation.
For each x ∈ X , denote by b = (F 1 (x 1 ), . . . , F m (x m )) the vector of upper bounds and similarly denote by a = (
) the vector of lower bounds. For each j ∈ C(x), b(j) = a(j), otherwise we have the strict inequality b(j) > a(j). Denote the partitions of a and b by a C(x) , a D(x) , b C(x) and b D(x) . For some sets A, B ⊂ M, denote by c A and c A|B , the marginal copula density over the indices of A, the conditional copula density where the variables in A are being conditioned upon the variables with index set B. It is possible to do the same for C A and C A|B , the copula distribution functions.
If (X, U ) has the joint density given by (1), then the marginal density of X is
which corresponds to writing the formula for the density of X as the product of the (marginal) density of continuous components at x
and the (conditional) density of the non-continuous components conditional on the continuous ones
See Lemma 4, part (ii), of Appendix B for a derivation of (2) and the corresponding measure.
The difficult part of implementing a simulation algorithm based on equations (1) and (2) is that the size of the vectors x C(x) and x D(x) changes with x. Another difficulty is that the second term is a sum of 2 |D(x)| terms for each x, where |D(x)| is the cardinality of the set
3 Estimation and Algorithms
Conditional distribution of latent variables
In any simulation-scheme (such as MCMC or simulated EM) where the latent variables U are used to help draw inference, it is necessary to know the distribution of U |X. This distribution is singular due to the deterministic relationship over C(x) for each x ∈ X . For this reason, it is useful to work only with U D(x) |X. A second issue is the need to work with different sizes of vectors U D(x) for each x in our sample (say x 1 , . . . , x n ), so we will be working with n distributions over different spaces. Recursively using Bayes formula and similar integration arguments to the ones described during the derivation of the X density, we obtain the density for
where the denominator is a constant of integration. As seen from the above conditional density, one of the complexities arising is that the distribution U D(x) |X = x depends on the whole vector x and not just on x D(x) . See Lemma 4, part (iii), of Appendix B for a derivation of (3) and the corresponding measure.
We can now proceed in two ways. We can either draw each U j in U D(x) separately conditionally on everything else. This is reminiscent of a single move Gibbs sampler. Alternatively, it turns out that in spite of the difficulties, the above distribution can also be sampled recursively without having to compute any of the above normalizing constants. By writing D(x) as {j 1 , . . . , j |D(x)| }, we can use the following scheme
The above sampling scheme requires knowing the marginal distribution of U J |X for J ⊂ D(x) and the conditional decomposition U j |U K , X where ({j}, K) is a partition of J (meaning {j} = J \K, the complement of K in J ). This distribution can be derived as
,
Metropolis-Hastings sampling
It is clear from the formulas for f (u j |u K , x) that they are quite intricate. They correspond to a product of a simple term c(u j |u K , b C(x) )I(a j u j < b j ) (a truncated conditional copula density) and a complicated term that depends on ratios of normalizing constants for f (u J |x) and f (u K |x). One of the most useful aspects of the Metropolis-Hastings (MH) algorithm is that it does not require knowledge of normalizing constants. The trick here is that those normalizing constants are obtained recursively. Assume that we sample
that is, if we use as proposal a truncated form of the copula marginal density over D(x), then computing the MH accept/reject ratio results in the computationally simple formula
where i represents the observation index. The complexity of this formula is much smaller than 2 |D(x)| .
Mixtures of Archimedean and Gaussian copulas
This section applies the previous results to the family of mixtures of Archimedean and
Gaussian copulas. Working with mixtures of copulas provides a simple and yet rich and flexible modeling framework because mixtures of copulas are copulas themselves,
We are particularly interested in having a mixture of three components, two Archimedean copulas, the Clayton copula (C Cl ) and the Gumbel copula (c Gu ) and a Gaussian copula (c G )
component. We will later apply this mixture to model the dependence between individual income distributions over 13 years. The copula density of this 3-component mixture is
where w 1 , w 2 , and w 3 = 1 − w 1 − w 2 are the mixture weights, and Γ, θ Cl , and θ Gu are respectively the dependence parameters of the Gaussian, Clayton, and Gumbel copulas.
Such a mixture of copula models has the additional flexibility to be able to capture lower and upper tail dependence. We will use a Bayesian approach to estimate the copula parameters in which empirical CDF's are used to model the marginal distributions, for simplicity.
Let the parameter w k denote the probability that the i-th observation comes from the k-th component in the mixture. Let
when the i-th observation comes from the k-th component in the mixture.
These indicator variables identify the component of the copula model defined in equation (4) to which the observation y i belongs. Then,
with w k > 0 and 3 k=1 w k = 1. Given the information on the n independent sample observations y = (y 1 , ..., y n ) and y i = (y i1 , ..., y iT ) and by using Bayes rule, the joint posterior density is obtained as
where
is an indicator variable which is equal 1 if observation i belongs to the k-th component of the copula mixture model, and is 0 otherwise.
We use a Dirichlet prior for w, p (w) = Dirichlet (φ), which is defined as
The Dirichlet distribution is the common choice in Bayesian mixture modeling since it is a conjugate of the multinomial distribution (Diebold and Robert, 1994) . We use the gamma density G(α, β) as the prior distribution for θ Cl and θ Gu . The hyperparameters in the prior PDFs are chosen so that the priors are uninformative. We use a Metropolis within Gibbs sampling algorithm to draw observations from the joint posterior PDF defined in equation (6) and use the resulting MCMC draws to estimate the quantities required for inference. The relevant conditional posterior PDFs are now specified.
The conditional posterior probability that the ith observation comes from the kth component in the copula mixture model is
, and p i3 = w 3 c Gu (u; θ Gu ) for k = 1, 2, 3. The conditional posterior PDF for the mixture weights w is the Dirichlet PDF
where n = (n 1 , ..., n k ) and φ = (φ 1 , ..., φ K ) . The conditional posterior PDF for the Gaussian copula parameter matrix Γ is
The conditional posterior PDF for the Clayton copula parameter θ Cl is
The conditional posterior PDF for the Gumbel copula parameter θ Gu is
Generating the conditional posterior density for θ Cl and θ Gu is not straightforward since the conditional posterior densities for both θ Cl and θ Gu are not in a recognizable form. We use a random walk Metropolis algorithm to draw from the conditional posterior densities of both θ Cl and θ Gu . The generation of the Gaussian copula matrix parameter Γ is more complicated and is explained in the next section.
The full MCMC sampling scheme is 1. Set the starting values for
Cl , and θ
Gu , y) from equation (10) 3. Generate
Gu , w (t+1) from equation (11) 4. Generate θ
Gu , w (t+1) from equation (12) 5. Generate θ
, w (t+1) from equation (13) 6. Set t = t + 1 and return to step 2.
We will give further details on the particulars of the sampling scheme in appendix C.
In particular, we will describe how to write the distributions and densities of the Gaussian, Gumbel and Clayton copulas respectively and how to sample from them. We will also detail how to sample the correlation parameters of the Gaussian copula. Finally, we will summarize how the one-margin at a time latent variable simulation works. It does not take into account that those who earned a high income in one year are more likely to earn a high income in subsequent years and vice versa. A common way to address this problem is to use a multivariate income distribution model that takes into account the dependence between incomes for different years.
Application to Individual Income Dynamics
The presence of dependence in a sample of incomes from panel datasets has rarely been addressed in the past. Only recently, Vinh et al. (2010) proposed using bivariate copulas to model income distributions for two different years, using maximum likelihood estimation.
However, in their applications, they do not take into account the point mass occurring at zero income. Our methodology is more general than Vinh et al. (2010) . We estimate a panel of incomes from the HILDA survey from 2001 to 2013 using a finite mixture of Gaussian, Clayton, and Gumbel copulas while taking into account the point mass occurring at zero incomes. Once the parameters for the multivariate income distribution have been estimated, values for various measures of inequality, mobility, and poverty can be obtained.
Our methodology is Bayesian which enables us to estimate the posterior densities of the parameters of the copula models and the inequality, mobility, and poverty measures. In this example, we consider the Shorrocks (1978b) and Foster (2009) indices for illustration purposes. Other inequality, mobility, and poverty indices can be estimated similarly. For other recent studies on income mobility dynamics, see also Bonhomme and Robin (2009) .
Although a number of income related variables are available, we use the imputed income series WSCEI in this example. This variable contains the average individual weekly wage and salary incomes from all paid employment over the period considered. It is reported before taxation and governmental transfers. The income data were also adjusted to account for the effects of inflation using the Consumer Price Index data obtained from the Australian Bureau of Statistics, which is based in 2010 dollars. From these data, a dependence sample was constructed by establishing whether a particular individual had recorded an income in all the years. Individuals who only recorded incomes in some of the years being considered were removed. In addition, we also focus our attention on individuals who are in the labor force (both employed and unemployed). We found that 1745 individuals recorded an income for all 13 years. Table 1 
Foster's (2009) Chronic Poverty Measures
The measurement of chronic income poverty is important because it focuses on those whose lack of income stops them from obtaining the "minimum necessities of life" for much of their life course. Let z ∈ R + be the poverty line. It is the level of income/wages which is just sufficient for someone to be able to afford the minimum necessities of life. For every i = 1, ..., n and t = 1, ..., T , the row vector y i = (y i1 , ..., y iT ) contains individual i's incomes across time and the column vector y * t = (y 1t , ..., y nt ) contains the income distribution at period t.
The measurement of chronic poverty is split into two steps: an "identification" step and an aggregation step. The identification function ρ (y i ; z) indicates that individual i is in chronic poverty when ρ (y i ; z) = 1, while ρ (y i ; z) = 0 otherwise. Foster (2009) proposed an identification method that counts the number of periods of poverty experienced by a particular individual, y it < z, and then expressed it as a fraction d i of the T periods. The
The aggregation step combines the information on the chronically poor people to obtain an overall level of chronic poverty in a given society. We use the extension of univariate Foster, Greer and Thorbecke (FGT) poverty indices of Foster et al. (1984) . These are given by
where g Then, identification is incorporated into the censored matrix
The entries for the non-chronically poor are censored to zero, while the entries for the chronically poor are left unchanged. When α = 0, the measure becomes the duration adjusted headcount ratio and is the mean of G 0 (z, τ ), and when α = 1, the measure becomes the duration adjusted poverty gap, and is given by the mean of G 1 (z, τ ).
Shorrocks (1978a) Income Mobility Measures
The measurement of income mobility focuses on how individuals' income changes over time.
Many mobility measures have been developed and applied to empirical data to describe income dynamics; see Shorrocks (1978b) , Shorrocks (1978a), Formby et al. (2004 ), Dardanoni (1993 , Fields and Ok (1996) , Maasoumi and Zandvakili (1986) , and references therein.
However, statistical inference on income mobility has been largely neglected in the literature. Only recently, some researchers have developed statistical inference procedures for the measurement of income mobility (Biewen, 2002; Maasoumi and Trede, 2001; Formby et al., 2004) . Here, we show that our approach can be used to obtain the posterior densities of mobility measures which can then be used for making inference on income mobility.
Shorrocks ( Pr τ
, where Pr τ
is the probability that an individual falls into income class i of
A Mobility measure M (P ) can be defined as a function of the transition matrix P . We say that a society with transition matrix P 1 is more mobile than one with transition matrix P 2 , according to mobility measure M (P ), if and only if M (P 1 ) > M (P 2 ). We consider a mobility measure developed by Shorrocks (1978b) and defined as
M 1 measures the average probability across all classes that an individual will leave his initial class in the next period.
Empirical Analysis
This section discusses the results from the analysis of the real individual wages data after estimating the proposed multivariate income distribution model using a Bayesian approach.
The univariate income distribution is usually modeled using Dagum or Singh-Maddala distri-butions (Kleiber, 1996) . In this example, the marginal income distribution is modeled using empirical distribution function, for simplicity. It is straightforward to extend the MCMC sampling scheme in section 3 to estimate both marginal and joint parameters as in Pitt et al.
(2006) and Smith and Khaled (2012).
First, we present the model selection results and the estimated parameters of the copula models. To select the best copula model, we use the DIC 3 criterion of Celeux et al. (2006) and the cross-validated log predictive score (LPDS) (Good, 1952; Geisser, 1980) . The DIC 3 criterion is defined as
where p (y) = n i=1 p (y i ). We next define the B-fold cross-validated LPDS. Suppose that the dataset D is split into roughly B equal parts D 1 , ..., D B . Then, the B−fold cross validated LPDS is defined as
In our work we take B = 5. Table 2 shows that the best model, according to both criteria, is the mixture of Gaussian, Clayton, and Gumbel copulas. We estimate the best model with an initial burnin period of 10000 sweeps and a Monte Carlo sample of 10000 iterates. Next, we use the iterates from the best model to estimate transition probabilities from 0 to positive wages and from positive wages to zero, Spearman's correlation coefficient, and the mobility and poverty measures, by averaging over the posterior distribution of the parameters. Table 3 shows some of the estimated parameters and corresponding 95% credible intervals for the chosen copula mixture model. The parameters and their 95% credible intervals are quite tight, indicating that the parameters are well estimated. It is clear that there are significant differences in the estimated parameters by taking into account the point mass at zero wages compared to the parameters estimated by not taking into account this point mass.
The estimated mixture weight parameters show that the Gaussian copula has the highest weight, followed by the Clayton and Gumbel copulas. As the weight of the Clayton copula is higher than of the Gumbel copula, it implies that there are more people with lower tail dependence than upper tail dependence. This may coincide with a relatively higher degree of income mobility amongst high income earners. 
Appendix A Difference operator notations
Since the difference operator notation can be easily confusing, it is useful to adopt the convention below. The notation has two components:
1. Whenever the operators are applied to a function, an indexing is used to make the domain of the function clear.
2. A dot is marked at the position of the variables that are being differenced.
Here are some examples to illustrate the use of that notation.
• Consider a function g(x) where x is a scalar. Then
• Consider a function g(x, y) where both x and y are scalars. By b a g x,y (., z) we mean that the differencing is only applied to x while the second argument is fixed at y = z,
• Consider a function g(x) where x is two-dimensional. By
• Consider a function g(x, y). If the differencing is applied to y and not x, and if y is
Appendix B Deriving the likelihood and the conditional density This appendix deals with densities defined with respect to mixed measures. Such densities are formally defined by Radon-Nikodym derivatives. In particular, we obtain the joint density (1) of X and U and the corresponding mixed measure. We then show how to obtain the closedform formulas for the densities (2) and (3), and their corresponding mixed measures, from the density (1).
We need the following three elementary lemmas to obtain the results. They are likely to be known in the literature, but we include their proofs for completeness. Lemma 1. Let F (x, y) be the distribution function of an absolutely continuous random vector (X , Y ) where x ∈ R k and y ∈ R p . Then,
where F (y|x) and f (x) are respectively the distribution function of Y conditional on X = x and the density of X. Similarly, in an obvious notation,
Proof. The identity comes from
The next lemma is an immediate consequence of the previous lemma.
Lemma 2. Let f (x, y) be the density of an absolutely continuous random vector (X , Y ) where x ∈ R k and y ∈ R p then
where F (y|x) and f (x) are respectively the conditional distribution function of Y on X = x and the density of X.
Proof. Write the density function
where the last line follows from the previous lemma. The desired result follows by an application of the fundamental theorem of calculus.
Lemma 3. Suppose that U is uniformly distributed on [0, 1].
(i) Suppose that X is a univariate random variable with CDF F (x) that has an inverse and a density f (x). Then, duδ F −1 (u) (dx) = δ F (x) (du)f (x)dx, where du, dx are Lebesgue measures.
(ii) Suppose that X is a discrete univariate random variable with support on the discrete
The proofs of parts (i) and (ii) are straightforward and are omitted.
Suppose that the indices M C correspond to the continuous random variables, the indices M D to the discrete random variables and the indices M J to a mixture of discrete and continuous random variables. We define the joint density of X and U as
with respect to the measure
Lemma 4. (i) Equation (1) gives the joint density of X and U at a given value X = x and U = u.
(ii) Equation (2) is the marginal density of X at X = x.
(iii) Equation (3) is the conditional density of U D(x) given X = x.
Proof. Part (i) follows directly from (14) and (15). Part (ii) follows by integrating out u using Lemma 2. Part (iii) follows from Lemma 3.
ONLINE APPENDICES.
Appendix C Details of the MCMC sampling scheme C.1 Density, Conditional Distribution Function, and Sampling
Methods for the Gaussian, Gumbel, and Clayton Copulas C.1.1 Gaussian copula
The Gaussian copula distribution and density function are given by Song (2000) as C (u 1 , u 2 , ..., u m ; Γ) = Φ m (y * 1 , y * 2 , ..., y * m ; Γ) and There are m (m − 1) /2 unknown parameters in the correlation matrix Γ. We can generate a random sample from the Gaussian copula as follows,
C.1.2 Clayton and Gumbel copulas
The material in this section is covered in more detail in Hofert et al. (2012) and Cherubini et al. (2004) .
We consider a strict generator function
which is continuous and strictly decreasing with ψ −1 completely monotonic on [0, ∞]. Then, the class of Archimedean copulas consists of copulas of the form (Cherubini et al., 2004 )
A function ψ on [0, ∞] is the Laplace transform of a CDF F if and only if ψ is a completely monotonic and ψ (0) = 1 and ψ (∞) = 0. Applying Bayesian methodology requires an efficient strategy to evaluate the density or the log-density of the parametric Archimedean copula family to be estimated. Although the density of an Archimedean copula has an explicit form in theory, it is often difficult to compute since computing the required derivatives is known to be extremely challenging, especially in high dimensional applications. Hofert et al. (2012) gives explicit formulae for the generator derivatives of the Archimedean family in any dimension. They also give an explicit formula for the density of some well-known
Archimedean copulas, such as Ali-Mikhail-Haq, Clayton, Frank, Gumbel, and Joe copulas.
The generator for the Clayton copula is ψ (u) = u −θ − 1 with ψ −1 (t) = (1 + t)
CDF of the Clayton m-copula is
The dependence parameter θ is defined on the interval (0, ∞). The Clayton copula favors data which exhibits strong lower tail dependence and weak upper tail dependence and thus is an appropriate choice of model if the data exhibits strong correlation at lower values and weak correlation at higher values. The density of the Clayton m-copula is
The following algorithm for sampling a m-dimensional exchangeable Archimedean copula with generator ψ is due to Marshall and Olkin (1988) • Sample V ∼ F = LS −1 (ψ −1 ), where LS −1 denotes the inverse Laplace-Stieljes transform of ψ −1 .
-For Clayton copula, • Sample iid X j ∼ U [0, 1] for j = 1, ..., m
C.2 Conditional posterior of the Gaussian Copula Parameters
At each iteration of the MCMC sampling scheme, the correlation matrix Γ of the Gaussian copula is generated conditional on the transformed Gaussian copula variables y * = y * ij ; i = 1, ..., n; j = 1, ..., m . Danaher and Smith (2011) proposed the following representation of Γ, The following steps generate each element of R:
1. Generate the r j * j element of the matrix R using a random-walk Metropolis step for j * = 1, ..., m and j = 2, ..., m with j * < j. To explain step 1 in more detail, the conditional posterior r j * j | {R \ r j * j } , y * , y is given by p (r j * j | {R \ r j * j } , y * , y) ∝ p (y|y * ) p (y * |R) p (r j * j )
with p (r j * j ) ∝ 1 for all elements of R. Here, {A \ B} means A with the parameters B omitted. First, we generate a new proposal value, r * j * j , from a candidate density N (r j * j , σ), where r j * j is the previous iterate value and σ is the pre-specified standard deviation of a normal distribution specified to obtain a reasonable acceptance rate of 0.3-0.4. The new value r * j * j is accepted with probability α = min 1, p r * j * j | {R \ r j * j } , y * , y p (r j * j | {R \ r j * j } , y * , y)
We draw a random variable u from U (0, 1); if u < α, then the new value of r j * j is accepted, otherwise the old value of r j * j is retained. This algorithm is used to generate all of the upper triangular elements of R, one at a time.
C.3 Generation of the latent variables
The following algorithm can be used to generate the latent variables one margin at a time.
• In the income application, the point mass occurs at zero wages.
• 
Appendix D Some extra empirical results
This appendix includes additional plots for the analysis of the income dynamics data. 
