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Modular Hydraulic Propulsion:
A Robot that Moves by Routing Fluid Through Itself
Matthew J. Doyle, Xinyu Xu1, Yue Gu1, Fernando Perez-Diaz, Christopher Parrott and Roderich Groß
Abstract—This paper introduces the concept of Modular
Hydraulic Propulsion, in which a modular robot that operates
in a fluid environment moves by routing the fluid through
itself. The robot’s modules represent sections of a hydraulics
network. Each module can move fluid between any of its
faces. The modules (network sections) can be rearranged
into arbitrary topologies. We propose a decentralized motion
controller, which does not require modules to communicate,
compute, nor store information during run-time. We use 3-D
simulations to compare the performance of this controller to
that of a centralized controller with full knowledge of the task.
We also detail the design and fabrication of six 2-D prototype
modules, which float in a water tank. Results of systematic
experiments show that the decentralized controller, despite its
simplicity, reliably steers modular robots towards a light source.
Modular Hydraulic Propulsion could offer new solutions to
problems requiring reconfigurable systems to move precisely
in 3-D, such as inspection of pipes, vascular systems or other
confined spaces.
I. INTRODUCTION
Robots are becoming increasingly adept at performing
tasks more effectively than humans, or performing tasks that
humans are unable to. However, most robots are only suited
for a limited range of tasks; new tasks are likely to require
different robots. Modular robots [1], [2] offer an alternative
approach. They comprise individual modules that can be
mechanically configured to perform a certain task, and then
be reconfigured (or self-reconfigure) to perform a different
task. The advantage of modular robots is thus their flexibility.
Two of the challenges in modular robotics are [3]:
• to effectively propel connected structures in three di-
mensions (3-D);
• to miniaturize the building blocks, that is, modules to
sub-millimetre scale.
Working towards these challenges may lead to effectively
propelling programmable matter [4], [5].
In this paper we propose the concept of Modular Hy-
draulic Propulsion (MHP). Each module of an MHP robot
represents a section of a fluid network. The modules
(and network sections) are mechanically linked. They can
be reconfigured into arbitrary network topologies, either
manually—as considered in this paper—or through self-
assembly. Each module can route fluid between any of
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Fig. 1. Modular Hydraulic Propulsion: (a) 3-D simulation of a robot,
comprising 512 cubic modules, approaching a target in a fluid environment.
Each module can route fluid between any of its faces. By deciding how to
route the fluid through the structure, both translation and rotation can be
controlled. (b) 2-D physical prototype floating in a water tank. Each module
is square shaped and contains four micro-pumps, one per side. When a pump
is off, it acts as a bypass.
its network interfaces—which lead either to a neighboring
module or the environment. The fluid motion, resulting from
the modules’ routing protocols, causes the MHP robot to
translate and rotate.
We describe the design of an MHP robot, which consists
of cubic modules (see Fig. 1a). Each module’s face has a
connection sensor and a light detection sensor. We propose a
decentralized motion controller (routing protocol) that steers
the MHP robot towards a light source (but has no control
over orientation). The controller is reactive—it simply maps
a module’s binary sensor readings onto the module’s binary
actuators. The controller does not require modules to com-
municate, perform arithmetic computation, nor store memory
during run-time. Its performance is compared against a cen-
tralized controller, adopted from [6]. The latter can control
both translation and rotation.
We present the design and fabrication of a two dimensional
(2-D) MHP robotic system (see Fig. 1b). The robot floats in
a water tank. Experiments show that MHP robots of different
topologies reliably move towards a light source.
The paper is organized as follows. Section II overviews
related work. Section III details the MHP concept. Section
IV presents the two motion algorithms—one centralized and
one decentralized. Section V presents the 3-D simulations.
Section VI details the physical prototypes and experiments.
Section VII concludes the paper.
II. RELATED WORK
Most modular robotic systems operate on the ground. They
are essentially confined to 2.5-D [7], [8], [9]. Truly reaching
into the third dimension would require either a supporting
structure or an excessive amount of modules. For only a
few systems, modules operate freely in 3-D environments,
such as in fluids [10], [11], [12], [13], [14], [15], [16] or
in the air [17]. The modular structures they form, however,
are either 1-D [10], [13], [16], 2-D [17], or not self-
propelling [11], [12], [14], [15]. To our knowledge, at present
no modular robot platform supports 3-D structures that self-
propel freely in 3-D. The MHP concept, if implemented in
3-D, would offer a route to overcoming this.
MHP is related to the concept of collective actuation [18].
In the latter, a modular robot deforms through local changes
in its topology, producing force in a similar way to muscles.
This force can lead to changes in position and orientation.
The concept of anatomy-based organization [19] can be
considered as collective actuation too; here a modular robot
is hierarchically organized into components representing
muscles, bones, joints etc. In both collective actuation and
MHP, modules act collectively to achieve propulsion. In
MHP however, individual modules are self-propelled too.
Lipson’s group designed several systems in which individ-
ual modules move passively in a 3-D oil tank [11], [12]. The
modules are externally propelled by agitating the fluid. They
receive power by docking to an immobile support structure.
While they can form 3-D structures, these are immobile, as
any attempt to undock from the support structure will result
in a loss of power. One of the systems described in [11]
uses fluid, which gets drawn through the modules by an
external pump, to facilitate the reconfiguration process. This
design has inspired MHP. Note however, that unlike MHP,
the modules presented in [11] have no motive capabilities
of their own. In [14] and [15], further systems are described
that undergo stochastic reconfiguration. Again the modules
are unpowered and not self-propelling.
Several modular underwater robotic systems utilising self-
propelled modules have been developed. Vasilescu et al. [10],
[13] present the AMOUR platform, a set of reconfigurable
modules, which helps deploy and monitor a static sensor
network. In [6], a centralized motion controller is presented
that can be applied to robots with arbitrary configurations of
thrusters. The algorithm is tested using a robot with config-
urable thrusters; translation and rotation are both achieved.
This work is followed up in [20], which proposes an algo-
rithm to learn the thruster configuration of the robot. In [21],
a system of underwater modular robots is described; their
body shapes and controllers are co-evolved. The robots swim
by using actuated joints to oscillate limbs in a similar manner
to that of humans. Mintchev et al. [16] present a chain-type
Fig. 2. 2-D cross-section of two connected modules. Boxes represent
routing units, which can be dynamically configured in three ways. Green
boxes indicate a routing unit configured as an active pump. Dark grey boxes
indicate a routing unit configured as a bypass—fluid can freely pass in
either way. Further options (not shown, and not used here) are to configure
a routing unit to block the flow or use bidirectional pumps. Blue arrows
indicate water flow direction.
modular system with two modes of locomotion. When acting
individually, modules use propellers to translate and rotate.
When linked in a chain together, they perform anguilliform
swimming movements. In [22], a surface water modular
robot is presented, simulating a collection of containers,
which can form structures such as dynamic bridges and
landing platforms.
Note that none of the modular robotic systems reported in
the literature propel by routing fluid through themselves.
III. MODULAR HYDRAULIC PROPULSION (MHP)
For the remainder of this paper, a robot is defined as
a connected configuration of one or more modules. We
consider a robot to exhibit Modular Hydraulic Propulsion
if its movement results from the routing of fluid through
a modular hydraulics network. The network is distributed
among the modules, each representing a section of it. Each
module can route fluid between any of its faces, which in-
corporate dedicated interfaces. These interfaces mechanically
link the modules (and network sections), leading either to a
neighboring module or to the environment. In the latter case,
the interface acts as a source or sink to the MHP robot.
The modules can be connected into different network
topologies. This happens either manually—as considered in
this paper—or automatically. For example, separate modules
could self-assemble.
In principle, the modules could support the formation of
1-D, 2-D or 3-D structures. Modules for 2-D structures could
be square shaped, as depicted in Figure 2. They would have
four thrusters and network interfaces located at the middle of
each side. Modules for 3-D structures could be cubic shaped.
They would have six thrusters and network interfaces located
at the center of each face.
Regardless of their morphology, modules have a central
reservoir of fluid, linked with the environment only via
the modules’ interfaces. Thrusters have two possible states,
active or inactive. When active, thrusters pump fluid from
the reservoir into the environment or neighboring modules.
When inactive, thrusters allow fluid to be passed through
freely, in any direction. This means that the fluid pumped
out by the active thrusters from an MHP robot (i.e. its
internal network of reservoirs) is instantly replaced by fluid
drawn in from the environment through passive thrusters.
By this method of environment-module and module-module
fluid routing, the robot will propel itself.
The actuators could optionally be bidirectional, and/or
have the ability to close, thereby preventing fluid flow in
and/or out. In the examples demonstrated in this paper
however, these options are not used.
Each module of an MHP robot has connection sensors,
one per face (side). This sensor reports whether or not
the corresponding face (side) is connected to a neighboring
module.
IV. CONTROL ALGORITHMS
In this paper, two motion controllers are considered: one
decentralized and one centralized. Both controllers allow
MHP robots to move to a target location such as a light
source or other point of interest within the environment.
For the decentralized motion controller, additional binary
target sensors are added at each module’s face (side). They
signal whether the target is detected or not. The sensor
is assumed to point along the normal to the face (side),
have a 180◦ field of view, and a range that is practically
infinite (larger than the size of the environments considered
here). For the centralized motion controller, we assume that
the relative target position and the robot’s 3-D posture are
known.
A. Decentralized motion controller
The decentralized motion controller operates at the level
of a module’s face (side). It maps the sensors’ state directly
onto the binary state of the corresponding thruster: if both the
connection sensor and target sensor return false, the thruster
fires; otherwise, the thruster is off. As a consequence, only
thrusters located on the external faces of the MHP robot may
get activated, but only if they do not detect the target. In
other words, all thrusters that are part of the robot’s surface
that is occluded with respect to the target location provide
thrust. They pump fluid directly into the environment. Simul-
taneously, fluid is drawn into the MHP robot from the non-
occluded parts of its surface, and passively routed through
the structure.
The motion controller is inspired by an occlusion-based
coordination algorithm for cooperative transport [23]: A
swarm of mobile robots cooperatively pushes a tall convex
object towards a target location. The robots push the object
only if their view of the target is occluded by the object to
be moved.
The validity of this controller can be proven for a 3-D
convex1 robot assuming quasi-static motion. The controller
operation is shown in Figure 3. Let B, a convex surface,
be the boundary of such a robot. Let C be the center of
mass of the robot, pi the center of each of its faces and
T the target location. The occluded points of the boundary,
1Robots with concave shapes are analyzed in simulation [see Section
V.B.3)].
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Fig. 3. A six module robot with center of mass C and a target point T ,
highlighted in orange. Faces one and two are occluded from the target point
by the body of the robot, and therefore all thrusters on those faces fire. The
short blue and green arrows denote the firing thrusters. Faces three and four
are not occluded and so do not fire. The firing of thrusters on face one and
face two produces forces F1 and F2 respectively. The resultant of these
forces, FT, has a positive component along CT, and so the robot moves
towards the target position.
O ⊂ B, are those which do not have direct line of sight
to the target. For a convex surface, the inwards normal at
any point X in O has a positive scalar product with vector
XT. For cubic modules the only convex shapes that can
be formed are cuboids. Therefore, a given robot face can
either be totally occluded or totally visible from T . Given that
the thrusters are evenly distributed over each robot face, no
torque is produced. Moreover, the translational force exerted
by the thrusters can be summed over each robot face i and
applied on C. Following the above, the force, Fi on face i
has a positive component in the piT direction, though not
necessarily positive along CT. The geometry of the robot
guarantees that if the force on an occluded face has a non-
positive component along CT, there will be an equal and
opposite force acting on a parallel face. Therefore, if all
the occluded thrusters are firing, they will exert a net force
FT =
∑
i
Fi with a positive component along CT, bringing
the robot towards the target.
B. Centralized motion controller
The centralized motion controller also considers only
thrusters on the MHP robot’s surface, that is, on its external
faces.
We adopted the centralized algorithm reported in [6]. This
algorithm calculates Moore-Penrose pseudoinverse matrices
to solve equation systems for translation and rotation of a
robot. It then feeds the resultant thruster error vectors into
separate translational and rotational proportional-integral-
derivative (PID) controllers. The resulting PID outputs are
then summed and fed to the thrusters. A small but important
distinction is our use of binary rather than continuous thruster
outputs. We set the thrusters to fire if the summed PID output
is above zero, and to not fire, otherwise.
Choosing good parameters for the PID controllers is
not trivial. A variety of module positions and orientations
are considered in the experiments, and parameters that are
appropriate for one modular structure may not be suitable
for others. One approach would be to determine empirically
a set of parameters for each structure. This would however
prove computationally expensive. Therefore, we calibrate the
parameters for a certain morphology, a 3 by 3 by 3 cube.
The method for the initial calibration is similar to that
in [6]. All PID terms are set to zero, and the proportional
constant increased until the robot can navigate to the target.
The differential constant is then increased until there is
minimal overshoot. As in [6] the integral constant is kept
at zero, as no steady-state offsets in the robot position are
observed in simulation.
V. 3-D SIMULATION
A. Implementation
The 3-D simulator used here is based on the open-source
Open Dynamics Engine (ODE) library [24]. The robots op-
erate in an unbounded continuous underwater environment,
and are assumed to be neutrally buoyant.
The robots are a 3-D implementation of the MHP concept.
They are configured at the beginning of each trial, and do
not change shape thereafter. Figure 1(a) shows a robot made
of 512 modules. Also included in the environment is a target
location.
The motion controllers considered in Section IV use only
thrusters on the robot-environment boundary. Active thrusters
are assumed to provide a constant force, and each of these
forces is integrated by ODE. For simplicity the internal fluid
flow is not modelled.
As the robots work in an underwater environment, the
drag forces caused by the water need to be simulated. A full
fluid dynamics treatment would prove too computationally
expensive [11]. Instead, the drag force for each module is
calculated, assuming a drag coefficient of 0.8, with ODE
then integrating all the forces to provide the net drag. This
adds a basic form of resistance to the motion of the robot
without taking into account its overall shape.
Unless otherwise stated, the robots are cubic with a total
side length of 8 cm, and a total force per side of 6.4mN. In
order to achieve this with different numbers of modules, the
module size and the thruster strength are scaled accordingly
(e.g. the one module used in a 13 module robot has a side
length of 8 cm and its thrusters have a force of 6.4mN; the
eight modules used in a 23 module robot have a side length
of 4 cm and thrusters of force 1.6mN). We refer to robots
by their total number of modules (e.g. a 43 module robot is
a cubic robot with 64 modules in total, and with 16 modules
on each face).
B. Results
In the following, we describe a number of simulation
experiments. For each set of parameters, 100 independent
trials were performed, with each trial starting with a single
modular robot centered on the origin. Its 3-D starting ori-
entation is uniformly random distributed using the method
described in [25]. A target position is set at a fixed distance
of 100 cm from the center of the robot. The robot is given 50
seconds to reach the target position. A robot is considered to
have reached the target position if its centroid comes within
6 cm of the target. This value was chosen to ensure that the
target position is always outside of the robot itself. Note that
if the target position resided within its boundaries, the robot
would be unable to sense it.2
For each set of trials, the success rate, that is, the per-
centage of robots that reach the target within 50 seconds
was measured. In addition, for successful trials, the average
velocity was determined.
1) Thruster inaccuracies: In this section, we model slight
manufacturing defects, or damage sustained in the course
of operation. Each thruster’s firing direction is permanently
offset by a vector that is randomly generated at the beginning
of the trial. The random length of the error vector has a
uniform distribution between 0 and some specified positive
real number. The error vector is set to be parallel to the
corresponding face with a random orientation about the face
normal. For both controllers, robots with 13, 23, 43, 83 and
16
3 modules were used.
The results from the first set of runs are shown in Figure 4.
In the case with no induced error, the distributions for the
decentralized controller are similar for all side lengths. This
is to be expected as the net force per face is the same across
the different sizes of robot. In addition to this, all the sensors
on one face will return the same value, meaning each of the
robots will receive the same net input, and produce the same
net output. The centralized controller displays better overall
velocity at zero error, with similar distributions for each side
length as in the decentralized case.
Thruster errors produce a reduced performance for robots
with a small number of modules using the decentralized
controller. Although the median velocity of the successful
robots does not appreciably decrease, the success rate drops
and the variance of the velocity increases. As the number
of modules increases the success rate again reaches 100%,
showing the increased resilience of the system to errors.
The change in median velocity with module number is not
as conclusive, however small increases can be noticed in
the 83 and 163 module case. Along with this, the variance
also decreases back to levels comparable to those in the no
error case. This is important as it makes the system more
predictable, and therefore easier to control. The centralized
controller also shows initial large drops in success rate, which
returns to 100% with an increase in module number. The
median velocity remains higher than that of the decentralized
controller except in the 23 module case with up to 45◦ error.
2) Thruster or sensor failure: In this section, we model
mechanical or electrical problems that cause a thruster or
sensor to fail without the robot being aware of the failure.
Having specified a probability of failure, each thruster (sen-
sor) will independently fail with such probability. If a thruster
fails it will not fire for the duration of the trial. If a sensor
fails it will return a constant value for the duration of the trial.
Only the decentralized controller is used in the experiments
2Note that the centralized controller would still be capable of reaching
the target exactly, assuming its position is known.
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Fig. 4. The bars show the success rate of the robots (the number of trials that succeeded out of 100) for the decentralized (orange) and centralized
(blue) controllers. The overlaid boxplots show the velocities of successful robots when subjected to permanent errors in their thruster directions for the
decentralized (orange) and centralized (blue) controllers. The top and bottom boundaries of the boxplots represent the 3rd and 1st quartiles respectively, and
the middle line the median. The top (bottom) whiskers represents the highest (lowest) datum within 1.5 inter-quartile range of the upper (lower) quartile.
Outliers are also indicated.
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Fig. 5. Color maps showing the success rates (top) and median velocities
(bottom) of robots using the decentralized controller when subjected to
permanently failing thrusters. The velocities are averaged over successful
trials only. Where there is a success rate of zero, the velocity is also recorded
as zero.
henceforth.
The results from the experiments with thruster failure
are shown in Figure 5. It is apparent that if the number
of modules is sufficiently high, success rate degrades more
gracefully. As the number of modules tends towards infinity,
the probability that an entire face fails tends towards zero.
The largest robots tested, the 163 module robots, exhibit a
success rate of 0.97 at a thruster failure probability of 0.7.
Similar to the case of thruster direction error, higher
numbers of modules do not seem to have an effect on the
rate of degradation of median velocity. Note that the median
velocity is only calculated over successful trials.
Results from experiments with sensor failure resemble
Fig. 6. Examples of randomly generated robots, moving towards a target
using the decentralized motion controller.
those in Figure 5. This can be explained by the fact that
a sensor returning the wrong value is equivalent to a thruster
firing (or not firing) at the wrong time.
3) Random morphologies: Robots with random mor-
phologies were also generated and analyzed. These robots
are composed of 100 modules each. Examples are shown in
Figure 6. The robots are generated in an iterative manner,
starting from a single module. One of the existing modules
is randomly selected, and then one of its neighborless faces,
if any, is selected. A new module is then affixed to this
selected face. This process continues until all 100 modules
are in place. The ability of the resultant robot to reach the
target is then tested using the decentralized algorithm. We
generated 100 such robots, all of which successfully reached
the target with an average time of 18.5 seconds. The shortest
time taken was 12.8 seconds and the longest time taken was
24.3 seconds.
4) Larger structures: The largest robots we simulated
were 643 module robots, consisting of 262144 modules and
24576 externally facing thrusters and target sensors. Due
to the prohibitive length of time needed to simulate these
robots (on an office computer), we only completed five trials.
The robots were simulated without induced errors, and all
successfully reached the target (at a distance of 100 cm).
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Fig. 7. Prototype module: (a) Assembled module. (b) Internal circuitry
in the opened upper section (top right), micropumps in situ in the bottom
section (bottom right) and annotated module (left). A: External programming
port. B: Magnetic switch (mounted internally). C: The corresponding
magnet. D: LDR mounted behind a clear barrier. E: Micropump output
port. F: Connection magnets (mounted internally).
VI. 2-D PHYSICAL PLATFORM
In order to test an embodied version of the MHP concept,
a set of six prototype modules has been developed and tested.
Floating on water, these represent a 2-D implementation of
MHP.
A. Hardware Design
1) Chassis: The module is a cuboid of dimensions 80 x
80 x 90mm (L x W x H) as shown in Figure 7. The 3-D
printed chassis consists of three sections: a lower section,
an upper section and a lid. The lower section houses the
thrusters—fluid micropumps—and is filled with water when
in operation. The upper section contains the electronics,
sensors and battery, and is enclosed and waterproofed. The
top is covered by the lid, which contains a port for pro-
gramming the microcontroller, and a magnetic switch to
allow the module to be turned on and off. The modules
are balanced such that during operation the water level will
be approximately 64mm high. Modules can connect to one
another using pairs of permanent magnets on each module’s
face, and can be reconfigured manually.
2) Sensors and actuators: One light dependent resistor
(LDR) is mounted on each lateral face of the module pointing
outwards. They are used to detect the target—an external
light source. In order to translate each analog LDR input
into a binary value, a threshold is set. If a calculated
background value subtracted from the LDR reading is less
than the threshold then the sensor input is treated as false.
Otherwise, it is treated as true.
The thrusters are submersible centrifugal micropumps,
with dimensions of 29 x 16 x 16mm, a maximum flow rate of
approximately 11ml/s and a current draw of 500mA. They
are mounted in the lower section such that the output ports
point outward from the horizontal center of each face. The
ports are wrapped with a plastic sleeve to improve water
tightness.
Each module maintains an internal reservoir of water that
is linked to the environment through the fluid pumps. The
pumps allow the water in these reservoirs to be passed
between modules or between module and environment. As
water is pumped out of a module, the resultant pressure
difference causes water be drawn in through any pump which
is not turned on.
For neighbor detection, the modules use a permanent
magnet and magnetic switch pair mounted in each face.
When two modules connect, the corresponding permanent
magnets will trip the magnetic switch on the connected
faces. In this way, modules can tell which of their faces
are connected to neighboring modules.
3) Electronics and control: The processing capability of
the modules is provided by an Arduino Micro. The micro-
controller drives all pumps using a quadruple half H-bridge
motor driver, and can receive analog inputs from the LDRs
and digital inputs from the magnetic switches. A custom
PCB is used to implement the circuit, which is powered
by a 9V Alkaline battery. Four green LEDs display the
activation status of the pumps. One further red LED is used
for debugging purposes.
The modules each run the decentralized motion controller.
An alteration to the controller is to prevent pumps in a
single module from working against each other. Whilst the
controller in Section V treats each face independently, the
controller here treats all four together. If a situation occurs
in which two opposite faces of the same module were to be
active, the controller will automatically render both inactive.
This has the same net effect, but is more efficient. As in
Section V, if a module’s face is connected to a neighbor, the
controller will disable the corresponding pump.
B. Experiments
1) Setup: The experimental environment consists of a
126 by 68 cm water tank, shown in Figure 8. The water
level is sufficiently high to prevent modules from coming
Fig. 8. The experimental environment and an example path taken by a four
module configuration. Each module of the robot executes the decentralized
motion controller. The left hand and right hand dashed orange lines show
the start and finish lines respectively. The white line shows the path the
robot took from left to right. The torch is located outside the water tank on
the right hand side.
into contact with the bottom. The robot has to move in the
direction of a static target light.
The light source is a 210 lumens electric torch. It is
positioned outside of the water tank on the right hand side (as
seen in Figure 8), pointing inwards. A start and finish line are
marked such that the distance between the lines is 50 cm, and
the distance from the finish line to the torch is approximately
20 cm. Each trial starts with the robot just beyond the start
line with a random orientation. As the robot’s center of mass
passes under the start line a timer is started. The timer stops
when the robot center of mass passes underneath the finish
line, and the time taken is recorded.3
2) Results: We performed trials using all nine possible
configurations of four modules, that is, configurations which
cannot be transformed into another configuration by either
rotation or mirroring. These configurations are shown picto-
rially in Figure 9, along with the centers of mass of each
configuration. Figure 8 shows an example of a path taken
by one of the robots. Three trials were performed for each
configuration, that is, 27 trials in total. All configurations
successfully completed all their trials with the maximum time
taken being 13.0 seconds, and the minimum time taken being
6.5 seconds. The average time taken over all trials of all
configurations was 9.6 seconds, corresponding to a velocity
of just under 5 cm/s. We also performed a small number of
trials with six modules, which were successfully completed
(see accompanying video).
Robots were allowed to continue moving after they passed
the finish line, until they reached the side of the water tank.
We noted that robots with multiple modules hit the wall
much closer to the center (the position at which the torch
was mounted) than robots consisting of a single module.
The torch used was not a good approximation for a light
source with isotropic emission, and so the light received by
the robot was unreliable. This provided a similar situation
to that tested in Section V, wherein inaccurate sensors give
3Upon being released into the water, the robot would slightly drift in
random directions. Each configuration took however less than five seconds
to cross the start line.
Fig. 9. All 9 distinct robot configurations using four modules. These are
configurations which cannot be transformed into another configuration by
rotation or mirroring. The red dots indicate 2D centers of mass.
incorrect responses.
In accordance with the MHP concept, water should be
expelled only at specified points (by active thrusters) and
drawn in only at specified points (sites of inactive thrusters).
However the physical fluid network formed by the prototypes
was not perfect and prone to leakage. This could result in
water not properly circulating through the network.
VII. CONCLUSION
We have presented the novel concept of modular robot
propulsion—MHP. We have shown that a centralized con-
troller from the literature could be applied to control the
robot’s position and potentially orientation. We have also
investigated a simpler, decentralized controller that, while
unable to control the orientation of the robot, would have
the advantage of scaling better with the number of modules
used. The decentralized controller is parameter-free and does
not require any communication or memory. It does not need
to retain knowledge of the target position and acts only on
what the sensors detect at the current time.
Chen et al. [23] presents an analysis of how a passive 2-
D object (rather than a modular robot) is pushed towards a
target using an infinite number of point robots with equal
force. We show that the analysis naturally extends to the
robots presented here, under the assumption of quasi-static
motion. This makes our decentralized algorithm provably
correct for 3-D convex shapes.
We have conducted 3-D simulations of an MHP robot
using both motion controllers. Given a sufficient granularity,
the robot was able to produce reliable movement towards a
target despite vast inaccuracies or faults affecting its sensors
or actuators.
We have presented a physical prototype of a 2-D MHP
robot. Using the decentralized controller this robot was able
to successfully navigate towards a light source in all possible
configurations using up to four modules. Robots with six
modules were also found to be able to accomplish the task.
A video showing the robot in operation is included in the
supplementary material.
In the future an interesting direction of research would
be to control the rotation in a decentralized way as well.
This could be achieved by coupling the occlusion algorithm
with a routing protocol to simulate a fluid based reaction
wheel. Another direction could be to further miniaturize the
physical system and extend it to 3-D. The routing units could
be realized using piezoelectric micro-pumps and/or -valves,
potentially allowing such modules to be produced at small
scales and in large numbers.
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