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A cooperative multi-agent robotics system: Design and modelling 
Cecilia Garcia Cena , Pedro F. Cardenas , Roque Saltaren Pazmino , Lisandro Puglisi 
Rafael Aracil Santonja 
A B S T R A C T 
This paper presents the development of the robotic multi-agent system SMART. In this system, the agent 
concept is applied to both hardware and software entities. Hardware agents are robots, with three and 
four legs, and an IP-camera that takes images of the scene where the cooperative task is carried out. Hard-
ware agents strongly cooperate with software agents. These latter agents can be classified into image pro-
cessing, communications, task management and decision making, planning and trajectory generation 
agents. To model, control and evaluate the performance of cooperative tasks among agents, a kind of Petri 
Net, called Work-Flow Petri Net, is used. Experimental results shows the good performance of the system. 
1. Introduction 
The field of multi-agent robotic systems (MARS) arose during 
the late 80s when several researchers started to work with mobile 
robots performing coordinated task (Arai et al., 1989; Asama et al., 
1989; Beni, 1988). Since this early research, the scientific interest 
in multi-agent robotic systems (MARS) has increased considerably, 
(Alami et al., 1997; Balch and Arkin, 1998; Deloach et al., 2002; 
Fiorino and Tessier, 1998; Kok et al., 2003, 2005). 
The increasing interest in MARS is due to a number of real world 
problems that are best modelled using a set of agents instead of a 
single agent. A multi-agent system is composed of a number of 
agents that are able to interact with each other in order to com-
plete a set of goals. Therefore, MARS topics involves all the disci-
plines in robotics field like distributed control (Wang and Silva, 
2010), perception (Franchi et al., 2009; LaValle, 2011; Liu et al., 
2010), cognition (Bibel, 2010; Mehrjerdi et al., 2010), coordination 
(Kitts and Mas, 2009) and configuration (Wang and de Silva, 2010) 
among others. 
However, multi-robot systems bring new problems that must be 
solved in order to increase the success of this "new" area in robotics: 
cooperation and coordination for being a social team. In Chen et al. 
(2010), a system of cooperative work where the robot responds to 
the targeted task and to temporary restrictions in a framework of 
individual automatic decision control and communications strategy 
through specifications of global task, is developed. The formulation 
of the problem is discrete. The Khepera robots are modelled as 
agents and the environment as a discrete graph. The execution of 
the task could be carried out individually or collectively. 
Path planning in multi-robot Systems is another important field 
of research. In concept, considering a group of robots being able to 
carry out a task in an autonomous manner in changing environ-
ments, mainly depends on the sensorization and multi-planning 
of trajectories, which can be defined as trajectory planning in real 
time and in parallel with dynamic environment. In Du et al. (2011), 
a novel procedure is presented for the recompilation of future 
information and its quality in the planning process. The approach 
to the solution is associated to the problem in the stochastic dy-
namic programming. In Kolling and Carpin (2010), evasion-perse-
cution technique in trees or graphs is used. The robotic agents 
perform a search and evasion on the graph, which models detect-
ing intruders in the complex environments. In Minguez and Mont-
ano (2009), an evasion method is proposed (in the detection layer 
of collision), which considers the exact geometry, the kinematics 
and the dynamic effects of the mobile robot. The idea is to project 
distance measurements in a space where the robot can be regarded 
as a holonomic point. In Peasgood et al. (2008), an alternative 
method of multi-phase planning that solves the problems of coor-
dinated planning, is discussed. In this method is necessary to make 
a graph of the environment, based on that, a tree branch is se-
lected. Both are considered as the general free collision route. Be-
sides the tree branch, heuristic approach for its selection is used. 
It maximizes the number of branches and their distances. 
In this paper, the mechatronics development of SMART multi-
agent system is presented. 
In SMART multi-agent robotic systems, an agent is defined as a 
software or hardware entity with specific skills and capabilities in 
order to cooperate and complete a common task. Hardware agents 
considered in SMART system are: 
• IP-Camera Agent. This sensor allows taking pictures of the 
robotic scene in which robotic agents perform the task in spite 
of the obstacles. 
• A walker robot with four legs and 13 degree of freedom. 
• A robot with three legs and eight degree of freedom. 
Software agents are developed under C++ language and are 
listed bellow and : 
• Image processing agent: functions developed in order to process 
the pictures taken by the IP-Camera and obtain information 
about the position of robots and obstacles in the scene. 
• Path planner agent: specific functions that generate and plan 
the robots's trajectories. 
• Communication agent: software that provides communication 
(TCP/IP and bluetooth) among agents and manages the informa-
tion packets generated by each agent. 
• Decision maker: this agent, called engine, has the knowledged of 
the system and the goals. Therefore it takes decisions about the 
next step in the system. 
A key aspect in the SMART systems is the problem of coordi-
nation: the process that ensures that the individual decision of 
the agents turns out to be a "good" decision for the entire group. 
In order to ensure the coordination and cooperation between 
agents, a Petri Net (WF-PN) Work-Flow is used. Fig. 1 summa-
rizes the philosophy of SMART systems. Robotic agents are de-
ployed in a bounded but not structured workspace. Agent 
camera takes a picture at 15 FPS in bmp format and it is then 
sent to the central PC via TCP/IP communication. The picture is 
processed and the information about global position of the robot 
and obstacles is taken by engine software to plan the task, de-
cide about the next step, which is to re-plan the trajectory (in 
the agent path-planner) or send a command to the robot by 
bluetooth communication. 
This work is organized as follows, Section 2 describes the elec-
tromechanical design of robotic agents. The kinematic model, un-
der screw theory, and the walking s pattern of robots are 
presented in Section 3. The path planner used for robotics agents 
is described in Section 4 and experimental results are showed in 
Section 5. Conclusion and futures works are explained at the end 
of the article. 
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Fig. 1. Multi-agent systems architecture mechatronic. 
2. Mechatronics design of the smart system 
In this section all the agents developed in this project are de-
scribed. Firstly, the hardware agent are presented and then the 
software agent. The mechanical design of robotics agents tries to 
weigh out complexity of design and performance. Therefore the 
main goal is to develop a robot with the sufficient degrees of free-
dom so as to carry out a wide variety of movements. The topics 
considered in order to achieve the best mechanical design are: 
1. The kinematic control must be as simple as possible. 
2. The robotic agent must be autonomous. 
3. The robotic agent must be able to perform many different task 
Two kinds of robotics agents were developed, with three and 
four legs. Each agent has different locomotion capabilities. The 
agent with three legs is faster than the agent with four legs, how-
ever this latter is able to climb stairs or jump obstacles. 
2.1. Agent Robot3L 
Fig. 2(a) The module consists of 3 legs and a platform base. The 
front legs have three degrees of freedom: two rotational and one 
translational while the hind leg has two rotational degrees of free-
dom. Likewise, the agent has the ability to go straight and to make 
turns. Because of the linear actuators, it is possible to move the 
gravity center up or down. For reasons of balance, it is absolutely 
necessary that the three legs are resting on the surface. Therefore, 
the robot moves sliding. Fig. 3(a) shows a picture of the agent built. 
2.2. Agent Robot4L 
This robot has four legs (see Fig. 2(b)) with three degree of free-
dom each one (two rotational and one prismatic). This agent can 
walk using different synchronized patterns like straight line, turns, 
move the gravity center. There is an extra degree of freedom in the 
middle of the robot that allows it to stand on two legs. Because it 
can stand on three legs, the fourth leg can move freely. It is possible 
to change speed or movement pattern easily. The geometry of the 
robots is based on the servo-actuators. It thereby reduces the total 
weight of the structure. Fig. 3(b) shows a picture of the agent built. 
The robotics agents are controlled by a simple Pololu control board 
which support Bluetooth protocol. Table 1 summarized the main 
components used in both prototypes. 
2.3. Communication agent 
In this project, two different protocols have been used: TCP/IP 
and Bluetooth. Communications among IP-camera, PCs and soft-
ware agents have been done using TCP/IP protocol. The communi-
cation between robotics agents and control PC has been done on 
Bluetooth protocol. The central PC is equipped with a Belkin Blue-
tooth USB adapter. Belkin F8T009 Bluetooth adapter supports Blue-
tooth version 1.2. SMART robots are equipped with OEMSPA 
312iadapter by ConnectBlue. Once connected to its host system 
and configured, the Serial Port Adapter can communicate, using 
Bluetooth, with a wide range of other Bluetooth enabled devices 
such as other Serial Port Adapters, mobile phones, handheld com-
puters and laptops. 
For the communication with the serial port adapter, baud rate 
has been changed to 9600, while Pololu mini servocontroller used 
to control the SMART robot servos, only works at 2400 or 9600 
baud. This can be done, using the OEMSPA312i Serial Port Adapter 
in AT mode. Communications between IP-Camera and control PC 
and between software agents and control PC is done on TCP/IP 
(a) (b) 
Fig. 2. CAD representation of the robotic modules, (a) Three legs Module (Robot3L), (b) four legs Module (Robot4L). 
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Fig. 3. Photograph of the robotic modules, (a) Robot3L photograph, (b) Robot4L photograph. 
Table 1 
Hardware components. 
Component 
Rotational servo 
Prismatic servo 1 
Prismatic servo 2 
Servo controller 
Bluetooth receptor 
Battery li-PM 
IP Camera 
Reference 
HS-475 
L12-Firgelli 
LM1247 Faulhaber 
Micro-Serial Pololu 
OEMSPA312i 
EON28 
Zaapa ZA-CIPRW 
Qty 
8/5 
4 
3 
1 
1 
1 
1 
Agent 
Robot4L/Robot3L 
Robot4L 
Robot3L 
Robot4L/Robot3L 
Robot4L/Robot3L 
Robot4L/Robot3L 
Camera 
i.e. when the command is for a certain robot to move to a point, 
the parameters will be an X and Y coordinate, a % sign is used. Sock-
et communication is also used to receive images from the webcam 
as an input for the computer vision delivered by the controlling 
software. The webcam acts as a server, sending images over the 
socket to the kernel reacting on HTTPGET/POST requests from 
the controlling software. The images are saved as bitmap images 
with the maximum resolution. 
protocol. It allows programming software agents in different PC's 
and to connect them easily and safely. 
Message structure The structure designed for the multi-agent 
environment supports command communication from client to 
server using a socket. The messages have a defined structure 
including the action identifier, some parameters and a character 
to indicate the end of a command. The protocol designed for this 
communication can be extended when new commands are in-
cluded in the system. The action identifier is a single number that 
is unique for each service the server fulfils. The command associ-
ated with a given identifier can take some parameters divided by 
a comma. While the protocol is a sequence of seven bytes, the % 
sign is used to divide different commands (Sims et al., 2008, chap. 
16). The first byte is the command identifier. This command is re-
lated to the task that must be performed. The ID of the SMART ro-
bot is given in the second byte, followed by a comma to separate 
the data. Bytes four and six are the parameters for the command 
2.4. Image processing agent 
The image (see Fig. 4(a)) captured by the IP-Camera is sent by 
"communication agent" to "process image agent" through sockets. 
This agent has used some functions of OpenCV, a free library avail-
able on the internet. However, specific functions have been pro-
grammed in order to obtain the position and orientation of the 
robotic agents and obstacles. The robotic agents are identified by 
colors: red, blue, yellow and green. The processing process follows 
five steps. See photograph processing in Fig. 4: 
• A non-linear transformation of the RGB to HSV (Hue, Saturation, 
Value or Brightness). Because RGB representation is highly sen-
sitive to changes in light intensity, it is convenient to use HSV 
representation. The angle and center of the tone in each HSV 
color for each robotic agent are defined. (See Fig. 4(b)). Each 
pixel has a value that is function of the HSV attributes and then 
the image is segmented taking in consideration the colors. 
Fig. 4. Image processing, (a) Real imagen captured by IP-camera, (b) non-lineal transformation of the RGB to HSV, (c) get contour of figures, (d) get position of the agent, (e) 
representation of robot in square model. 
1. 0 (white): ground floor. 
2. 1 (black): obstacle. 
3. 2,3,4,5: robotic agents. 
Filter: The image is subject to a nonlinear mode filter in a region 
around each pixel (neighborhood 8), eliminating loose pixels in 
a new image. 
Get the contours: (See Fig. 4(c)). For each pixel, the surrounding 
region (neighborhood 8) is analyzed and potential changes in 
pixel value are observed. Outer boundaries are determined by 
horizontal scanning. Finally, inner contours, robotic agents 
and obstacles are distinguished using white and black circles 
arranged in the robotic agents. 
Get position of the robotic agents: the location of each robot in 
the scene is defined by a point and a slope. Both are obtained by 
taking the midpoint (geometric center of the robotic agent) of 
the line that connects the two inner contours defined by black 
and white circles, and a vector perpendicular to this line. (See 
Fig. 4(d)). 
Robot Model in the image: each robotic agents is represented as 
a square with side L, and a equivalent color in a grey scale is 
assigned. (See Fig. 4(e)). 
2.5. Take-decision agent and control architecture 
In a multi-agent robotic system, coordination and cooperation 
among agents are probably the main factor in order to ensure good per-
formance of the task and achievement of the goals. The SMART system 
is a heterogeneous multi-agent system where the achieved tasks are 
necessary to be coordinated by hardware and software agents. 
Fig. 5 describes the concept of cooperation in SMART system: IP 
camera takes a picture that has been sent by the communications 
agent to the image processing agent. The Information about posi-
tion and orientation of the agent and the obstacles in the scene 
is shown. This information is again managed by the communica-
tion agent and sent, through sockets, to decision-maker agent. 
The latter agent has information about target to be met by robots. 
Therefore, it must decide whether to seek the cooperation between 
robots, in which case the trajectory planner must generate the 
optimal trajectory for each robot depending on the objective, or 
simply ask the planner to re-plan the path for the agents as they 
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Fig. 5. Scheme of cooperation among agents. 
need. This behavior is modeled by Petri Nets. This theory, proposed 
by Carl Adam Petri in his Ph.D. thesis in the early 1960s (Petri, 
1962), arises as a powerful tool to model concurrent, asynchronous 
and synchronous systems. In Section 5 dedicated to show experi-
mental results, a model of the system is proposed follow Petri 
Net concept. 
3. Kinematic model and walking patter for robotic agents 
One of the most relevant topics of a walking robot is the design 
of its legs. It must be focused not only on their individual behavior 
but also on the overall behavior of the robot, considering the de-
sired task and posture that the robot must achieve. 
The new SMART robotic walking agents proposes The new 
SMART robotic walking agents proposes 3 or 4-legged walking ro-
bots. Considering 3-legged robots, the posterior leg has 1 DoF, one 
translational and another rotational. 3 DoF is given to the rest of 
the legs of the 3-legged robot and the 4-legged robot. They are 
made up of two rotational joints (named hip and knee), and a pris-
matic joint for extending the leg, named ext (See Fig. 6). The artic-
ulation hip allows the robot to perform changes in direction. The 
ext articulation allows the robot to increase or decrease the centre 
of gravity of the robot upon performing same adjustment in its four 
legs and evading obstacles of smaller or bigger sizes that are pres-
ent in the trajectory of the extreme part of the leg. 
3.1. Direct kinematics 
The direct kinematic model of the leg is obtained by applying 
the successive screw displacement method (Tsai, 1999). This 
{HIP} qi«fs 
{1}. 
Fig. 6. Leg forward kinematics. 
method is based on the identification of the screw axes parameters 
($), the reference position (P0) and the target position (Pef). Let con-
sider the reference position of the mechanism as the one presented 
in Fig. 6. A fixed frame Oxyz is placed on the hip joint. One screw 
axis is placed in each joint with the same direction of the joint axis. 
The targeted position can then be found according to (1). 
p e f = AiA2A-i\i0 (1) 
where A( is the ith screw transformation matrix associated to the 
ith-screw axis, and p0 = [/„ + l3,- k,- l2 - U.l] are the homoge-
neous coordinates of the reference position. The parameters of each 
screw axis are presented in Table 2. 
3.2. Inverse kinematics 
Given the nature of the kinematic chain of the leg, two possible 
configurations may result from the inverse kinematic problem. 
These two possible configurations named: forward knee and back-
ward knee, depends on the selection of the state of qx. 
Consider an arbitrary position of the foot given by F = [Fx, Fy Fz], 
and take a closer look to the projection of the leg over the XY plane, 
as shown in Fig. 7, where P is the projection of F over the plane XY. 
As it can be seen, 
U0P ~ "0A> 
a = arctan(d/ip, C(OA), 
6 = arctan(Fy,Fz), 
(2) 
(3) 
(4) 
F x
 K 
o 
ql= 9-a 
Fx 
\ : , / C y'/ Knee 
Fj . . • • / 
' x 
(a) (b) 
Fig. 7. Possible configurations, (a) Backward-knee (b) forward-knee. 
Thus, the state of qx for a backward-knee or forward-knee con-
figuration is given by (5) 
ql = 8 + a, Knee front, 
q1=6 — ci, Knee back. 
(5) 
However, there still exists a blind gap where the selection of config-
uration is uncertain. 
With qx known, the position of the knee joint can be found 
according to (6). 
B = [cos q-idoc, sinq-idoc, -h], (6) 
where doc = J(k + kf + l]. The distance from the knee joint up to 
the foot, defines the state of q3, as expressed below. 
<J3 = II B f II " U, 
where llF =~0F -~0$. 
The state of q2 is defined as follows, 
(7) 
q, = arccos °£^z, 
llBFll 
q, = - arccos J^L^ 
llBFll 
where z= \Q, 0, -11. 
Backward - Knee, 
Forward - Knee. 
(8) 
where d0 IFi+Fi, and d0A= k + k 
3.3. Workspace of the leg 
The workspace of the kinematic chain is composed by all these 
possible positions where the foot can reach without exceeding the 
physical capabilities of the mechanism. Therefore, several positions 
for the foot (F = [Fx,Fy,Fz,]) are proposed, and using the inverse 
kinematic model of the kinematic chain, it is verified if the state 
of the joints resides in the range of work. If the proposed position 
passes the verification procedure, then the position belongs to the 
workspace of the kinematic chain, otherwise, it is discarded. For 
more detail see (Cardenas, 2010). (See Table 3.) 
3.4. Instantaneous kinematics 
In order to make a synchronized movement of the leg along a 
desired path with a prescribed speed, the motion of the individual 
Table 2 
Screw axis parameters. 
Joint 
(0,0,1) 
(1,0,0) 
(0,0,-1) 
9i 
92 
0 
Soi 
(0,0,0) 
(0,-/„-/2) 
(/o + /3,-/i,0) 
0 
0 
93 
Table 3 
Amplitude of work for each joint. 
Joint Min Max Unity 
9i 
92 
93 
- 7 C / 3 
- 7 C / 3 
0 
71/3 
Tift 
100 
rad 
rad 
mm 
joint must be carefully coordinated. This coordination is achieved 
relating the joint velocity space and the foot velocity space (end 
effector velocity space). 
According to Tsai (1999), the first-order instantaneous kinemat-
ics of a serial robot can be written as (9). 
s„ = £>i (9) 
where $„ = [co„, v0\' 
tesimal displacement of the end effector, $, is the unit twist associ-
ated to the ith joint and q, is the intensity of the ith twist. 
Expressing (9) in a matrix form, and defining J = [$ ],$2,... ,$„], 
the instantaneous kinematic equation can be written as, 
(10) 
Therefore, the columns of J (from now, the jacobian matrix of the 
kinematic chain), corresponds to the twists associated to each joint. 
Considering that the general expressions of an unit twist for a 
revolute joint and a prismatic joint is given by (11) respectively, 
"co„" 
.Vo. =J 
"qV 
<?2 
Az. 
S0 X S 
(11) 
where s and s0are given in Table 2, the Jacobian matrix of the leg 
can be expressed as follows, where s = sin(), c = cos(). 
Jo = 
OJf' 
VO. 
0 
0 
1 
0 
0 
.0 
c(<Ji) 
s(li) 
0 
ks(<Ii) 
-hc{qt) 
h 
0 
0 
0 
-s(q1)s(q2) 
c(<Ji)s(<J2) 
-c(q2) 
(12) 
However, v0 is the linear velocity of a point p0 in the end effector 
that is instantaneously coincident with the origin of a reference 
frame in which the twists are expressed (Tsai, 1999). Therefore, 
the velocity at any point °pf= [px,py,Pz] will be given according to 
the following expressions, (14). 
°03j = °03j 
°Vf = °V0 +><X>n X " P ; 
(13) 
Taking into consideration (13), the jacobian matrix can be rear-
ranged, and expressed as, 
(14) 
And the instantaneous kinematic equations can be rewritten as, 
0 
0 
1 
Py 
~Px 
0 
c(<Ji) 
c(<Ji) 
0 
sdiX-Pz + b) 
iPz~h)c{q-C) 
PxS{Qi) + h -PyCiqJ 
0 
0 
0 
-s(<Ji)s(<J2) 
c(<Ji)s(<fc) 
-c(q2) 
=Jf (15) 
3.5. Walking pattern for each leg 
Fig. 8 shows the robot's movements while it is performing a 
walking cycle (Estremera, 2003). Additionally, it can be observed 
the initial position of the robot agent and the description of the 
phase in every leg, see Fig. 8(a). The gait is divided in two 
phases; transference phase and support phase. During the trans-
ference phase, the leg is not in contact with the floor. The trans-
fer phase is represented by the initial point • and the final point 
• (see in 8(c)). Both points are linked by a straight line. The ar-
row shows the direction of the movement. In Fig. 8(c) the black 
circles indicate the support points of the robot. In order to guar-
antee the stability of the robot, it is necessary for the center of 
gravity to be inside the area formed by black circles. In order 
for the robot to perform a movement in straight line, the direc-
tion of the trajectory of the leg has to be parallel with the body 
as shown in Fig. 8(c). Considering rotation, the direction of the 
trajectory is tangent to the curve of direction of the rotation. 
The distance of the step is adjusted so as to guarantee the sta-
bility of the robot as shown in Fig. 8(b). 
In order to study the timing of the leg's trajectory, it is necessary 
to define the path to be followed by the foot as function of time. 
The movement of the foot should be done smoothly and continu-
ously, at least second-order differentiable (Kolter et al., 2008; 
Wang et al., 2007). Smooth movement of the foot implies that 
the movement of the robot's trunk is also smooth. In order to en-
sure the smooth foot trajectory, it is required to observe spatial 
and temporal restrictions imposed on the kickstand. Some criteria 
for selecting the path are listed below. 
• The orientation of the curve must be normal to the ground dur-
ing the upward or downward movement of the supporting foot. 
• Second derivative of the curve should be continuous. 
The walking mode is solved by fixing the paths that make the 
robot's feet (Goodwine and Burdick, 1997). Using the same path 
for all the legs and setting an identical relative gap. In the Smart 
system, it is proposed that legs follow an elliptical path. This path 
fulfills both restrictions imposed on the motion curve. Fig. 9 shows 
this trajectory where the middle point is limited by the maximum 
and minimum length in the third actuator. In order to complete the 
leg's movement, it is necessary for the leg to come back to the ini-
tial position after a relative gap. Since the leg is in contact with the 
ground, it is assumed that the path described by the leg is a 
straight line, which should join the starting and ending points (pini 
and pend) of the gap. See Fig. 9. 
4. Path planning 
The main goal on the cooperative tasks is that all the robotics 
agents could reach their target by avoiding obstacles without col-
liding between them and acting simultaneously. 
In this work, an uncouple strategy is used for path planning 
where the path planning for each robotic agent is treated 
individually. 
The path planning procedure is composed by six main steps, as 
shown in Fig. 10. 
Steps 1 and 2 consist of image capture and image processing of 
the scene respectively, as previously described in Section 2.4. These 
steps provide the scene of the workspace as a 640 x 480 grey scale 
image. 
In step 3, the grey scale image is converted to a binary map (0 
means free and 1 occupied) customized for each walking robot 
(WR), where the rest of the WR are treated as obstacles. Taking 
the binary map, the C-Space for each WR is obtained, considering 
that: 
1. Robotics agents are ideal mobile robots, i.e. they can perform 
unconstrained movements in the plane. Therefore, their C-space 
has three dimension: [x,y,a]. 
N-> 
(b) (c) 
Fig. 8. Crawl gait in straight line and rotation task, (a) Star point-leg and phases-leg to one cycle gait, (b) gait during rotation, (c) leg transition on one gait. 
X Y 
Fig. 9. Trajectory of the leg in the task space. 
2. Robotics agents are circles. Therefore, the slices of the C-space 
are independent of the agent's orientation (a). 
3. The workspace is finite, it can be discretized, and it is invariant 
in time. 
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Fig. 10. Schematic diagram of the uncouple path planning strategy. 
Each digitized map is divided into simpler regions, by defining 
cells as follows: 
1. Each cell will have a size of n x n pixels. 
2. The digitized map is explored, and the frontiers of the cells are 
stablished. 
3. Each cell is identified as occupied or free (1 or 0). If one of the 
cell's pixels is occupied, the entire cell will be defined as "occu-
pied". If all the cell's pixels are free, then the cell will be defined 
as "free". 
In step 4, the path planning for each WR is performed individ-
ually, considering their customized 320 x 240 binary map. 
The planned path is traduced into WR's movements 
in step 5 (see Section 2). After each completed movement 
of the WRs, the path tracking and correction algorithm (step 6) 
supervises whether the actual paths of the WRs needs to 
be corrected or not. This algorithm, evaluates if the WRs are 
out of the preplanned path, and if collision between them could 
arise. 
4.1. Path planning algorithm 
The path planning algorithm is executed individually for each 
robotic agent with a customized map, where the rest of the robotic 
agents are considered as obstacles. 
The algorithm is based on the A* algorithm, with the followings 
characteristics: 
1. The evaluation function is given by: /(n) = g(n) + h(n), where 
h(n) is evaluated as the Euclidean norm from the actual node 
to the target node. The real cost g(n), is evaluated as the quan-
tity of nodes routed from the initial node to the actual node n. 
2. Node selection based on priorities. If two nodes have the same 
cost (j[n)), for the next exploration, it will be chosen the node 
that is toward the direction of the target node. 
3. An 8-neighborhood is considered as expansion strategy for the 
exploration. 
4. Auxiliar data lists: 
• open nodes list: list of nodes that have already been visited, 
but not expanded. 
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Fig. 11. Schematic flow chart of the path planning algorithm. 
• closed nodes list: nodes that belong to the path. 
• null nodes list: nodes with out an exit. Once that they are 
detected, they are no longer allowed for reevaluation. 
5. All nodes are defined by a five field structure. This structure, 
contains the x and y coordinates of the node, its distance 
(g(n)), its cost (j[n)), and its father node. 
6. Elimination of unnecessary steps. Those nodes that do not rep-
resent a real approximation to the target node, are deleted from 
the "close node list". 
7. After completion of the algorithm, the close node list is routed 
backwards in order to find the minimum distance for the path. 
At the beginning of the path planning algorithm, it verifies that 
the origin and target point belongs to the free space of the map, 
and it proceeds as follows (see Fig. 11): 
1. The last node inserted in the "close node list" is taken as the 
father node. 
2. The father node is expanded considering an 8 neighborhood. 
3. The neighboring nodes will be considered as children nodes if 
they verify that they were not previously visited and that they 
belong to the free space. If none of the neighboring nodes veri-
fies it, the father node is eliminated from the "close node list" 
and it is added to the "null node list". 
4. f[n) and g(n) are evaluated for all the new children nodes, and 
are added to the "open node list". If any of the new children 
nodes are already listed in the "open node list", it will be kept 
in the list the element with lower g(n). 
5. The "open node list" is verified. If the list is empty, then there is 
no possible path, and the algorithm ends. 
6. The next father node is selected from the "open node list". The 
selected node must signify an approximation to the target node 
and guarantee continuity to the path. This is achieved by con-
sulting the "close node list" backwards. The selected node must 
also verify: g(n) < dmin. Where dmin is a distance that is updated 
in every iteration with the minimum g(n) found in the previous 
iteration. In the first iteration, dmin is set to the sum of all the 
cells of the binary map. 
7. The selected node is introduced in the "close nodes list", and is 
taken as the father node in the next iteration. 
8. If the father node corresponds with the target node, the algo-
rithm finds a solution. From all the possible paths that could 
be generated with the nodes in the "close node list", it is chosen 
the path with the minimum distance. 
4.2. Path tracking and correction 
The path tracking and correction algorithm is executed after the 
completion of every move performed by the WRs. This algorithm 
consists of two main functions: 
• Path correction: It detects whether a robotic agents is no 
longer following its preplanned path by evaluating the distance 
of its current location (dc) as follows: 
1. dc < dmin : It is considered that WR continues over the trajectory. 
2. dmin sg dc sg n It is considered that WR is found far from the tra-
jectory and has to come back to its place. 
3. r < dc: It is considered that WR is found very far from the trajec-
tory. Therefore, WR is detained and a new trajectory planning is 
done. 
Where dmin corresponds with the distance covered by the WR in 
a standard displacement, and r is the radius of the circle in which 
WR is defined. 
In case the trajectory of WR needs to be corrected, the algorithm 
proceeds in the following manner: 
1. It finds the optimal point for the reinsertion of the WR to the 
predefined trajectory. The distance of all points pertaining to 
the trajectory is thereby calculated. A search radius is defined 
given by the maximum displacement of the WR in its next 
move. Considering all possible trajectory points, the farthest 
point is chosen and moreover, it represents the approach 
towards the objective. 
2. The current localization of WR and the point of insertion to the 
trajectory define the new advancement of the robot, and the 
WR is put in movement. 
3. Once the point of reinsertion is reached in the trajectory, WR is 
oriented in the sense of the trajectory. The pace of advancement 
of the WR is regulated as it approaches the point of reinsertion. 
4. WR keeps the predefined trajectory. 
• Collision detection and avoidance: After the completion of 
every move performed by the WRs, an image of the scene 
is captured an analyzed. The distance between the WRs is 
measured. If this distance is less than two standard step of 
the WRs, then the WRs that are involved in the possible col-
lision, are detained and a new path planning is performed for 
the WR with higher priority. The WRs with lower priority are 
detained until the WR with higher priority surpasses the crit-
ical region. Afterwards, they recover their normal behavior. 
The priority of each WR is defined with the definition of 
the cooperative task. 
5. Experimental result 
This section shows the experimental results obtained in the 
SMART multi-agent system. 
5. J. Path planning algorithm 
In order to verify the capabilities of the path-planning algo-
rithm, several scenarios were simulated and tested before the algo-
rithm was implemented in the real system. Fig. 12 shows the path 
found for a spiral map, labyrinth map and zig-zag map type. In all 
of these experiments, the path was found in less than 30 ms. 
After doing the simulations, an experiment where an agent ro-
bot in located in the scene, together with various fixed obstacles, is 
carried out. The trajectory is planned in order for the robot to reach 
the final point, which is located in front of the scene. It goes 
through the obstacles without collision. 
Two experiments that allow validating the general performance 
of the software and hardware agents are shown below. The first 
experiment is about the performance of algorithm A*, which is sub-
ject to the modifications carried out (Section 4) when a robotic 
agent tries to abandon the planned trajectory. In the second exper-
iment, the possible collision of the robot agents is detected. The 
decision-maker agent forces the robot to detain. It then redefines 
its path trajectory, considering the first as a fixed obstacle. (See 
Fig. 13) 
Experiment 1: Reinsertion of a robot agent in the predefined 
trajectory. Fig. 14 shows the results from the first experiment. It 
can be observed in Fig. 14(a) how agent 1 begins to leave the pre-
planned path, and the path tracking control detects it. Fig. 14(b) 
shows the points where the control recognizes as possible reentry 
points to the former path, and the selection of the farthest one. 
Experiment 2: Avoidance collision between two robotics 
agents. This experiment allows to test the performance of the col-
lision algorithm. Fig. 15(a) shows two walking robots with their 
respective planned trajectory. The algorithm detects that the cur-
rent position of Agent 2 is not safe and interferes or could interfere 
in the trajectory of Agent 1. Therefore, the algorithm stops Agent 2 
and performs a new planning for Agent 1 (Agent 1 has the major 
priority in the task). See Fig. 15(b). 
5.2. Cooperation between robotic agents 
In this subsection an example of the many possibilities of coop-
erative tasks is presented. The reader is refereed to Garcia et al. 
(2012) and Garcia et al. (2010). The agents move inside a metallic 
structure with a colored IP-Camera placed 2 m above it. The 
camera takes the actual pictures into the host computer where 
the engine software runs and carries out recognition and proper 
decisions based on computer vision results. One of the main objec-
tives is to move a set of robotic agents in a coordinate way to 
complete the task. In this experiment, a helping task is performed. 
Suppose that the quadruped robot fell down and the three-leg 
Fig. 12. Path planning experiments results. A 0 corresponds to an empty space and a 1 an occupied space. 12(a): spiral map. 12(b): labyrinth map. 12(c): zig-zag map. 
Fig. 13. Path planning of a real robotic agent in a scene with multiple obstacles. 
robot help him to stand up. In this situation, the three-leg robot 
is just held the four-leg agent. 
The IP camera used captures images up to 15 fps in VGA format, 
which is used by the authors. If the processing software of the 
images is included, the speed is reduced to 11 fps. Nevertheless, 
the control loop (Fig. 5) is closed with 6 fps, which is good enough 
considering the speed of the movement of the robot. 
The cooperative task is described in Fig. 16. A yellow robotic 
agent with three legs approach to four-leg robot. The last one fell 
down and cannot stand up by himself. Therefore, it uses the tree-
leg robot for leaning on the three-leg agent. Using the camera 
information and the kinematic knowledge of the agents, the path 
planner gives the commands to four-leg robot to stand up. 
5.2.1. Modelling of behaviour using Work-Flow Petri Nets 
Petri Network (RdP) makes up a theory for modelling systems of 
flow where events can take place in sequential manner or concur-
rent. It thereby converts it into a powerful tool for modelling 
homogeneous or heterogeneous multi-agent systems. 
In the SMART system, the RdP is used for modelling the behav-
iour of every agent and/or a group of agents working for a common 
objective. Considering the broad variety of Petri nets available, the 
authors have chosen the Work-Flow kind since it comes with log-
ical transitions that simplify the modelling better than any other 
conventional network. The practical implementation of the net-
work has been done in C++ with multi-thread architectures as 
shown in detail in Garcia et al. (2010). 
In concept, when cooperation is established between hardware 
agents as shown in Fig. 16, the robot will move at the same time as 
long as there is no risk of collision. Upon the detection of a colli-
sion, an agent is detained. The other agent considers it as a fixed 
obstacle. Considering which agents is to detain or continue is 
determined deductively in accordance to the task being carried 
out. Formally, a marked RdP is defined as a given tuple in (16): 
(a) (b) 
Fig. 14. Recovering preplanned path Section 5.1: a real scenario with a real agent, (a) Agentl's trajectory is out of path, (b) neighboring points for possible reinsertion to 
former path. 
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Fig. 15. Collision detection and avoidance experiment, (a) Collision detection (b) new path planning. 
Fig. 16. Example 2: cooperative task between robotics agents. 
N={P,T,F,W,M), (16) 
where P is a finite set of status and T is a finite set of transitions. 
Both sets verified that P f| T = 0 and P \J T ¥= 0. F is the set of arches 
such as F c c (P x T) [j (T x P), the arc weight fik links the place p,-
with the transition tk and it is defined as w e W:F -> Na+ where 
Na+ = 1,2,... is the set of entire positives. An JVI mark on network 
N is a map of P -> Na. JVI(p,) denotes the number of marks in p, e 
P place and clearly becomes null. A Petri network marked, NM = (-
JV.JVI), has an initial JVI0 mark. Fig. 17 shows the model of cooperative 
behavior developed in this section. This model was performed and 
simulated in a free distributed software called WoPed (Eckleder 
and Freytag, 2008). The simulation results are shown in Fig. 18. 
In this model, some sub-nets can be distinguished. This WF-PN 
can be divided into sub-nets in order to model each agent in this 
way: 
• IP-Camera subnet, NJJ|~C, models the software of the image cap-
ture by the camera placed in the scene. In this net, P = {Pi,P2} 
is the set of status and defined as Pi-. Captured image, P2: Cam-
era on standby. r^T - ! , ^} and defined as: TV Image sent on 
bmp format to the processing software, T2: New image cap-
tured. In the initial status, M° = [10]T is maintained and 
W e SR4xl=' . The T2 transition occurs only in case the camera 
is not occupied and indicated by the control software (modelled 
in P6). 
pl l t9 
Fig. 17. Model of cooperative task between two smart robotic agents using Petri Nets. 
Fig. 18. Model of cooperative task between two smart robotic agents using Petri Nets. 
Image processing subnet, N'^s} models the image processing 
software, in order to get the location of the agents and obsta-
cles. The capture and image processing is done in 11 times 
per second. Where P = {P3,P4,P5} is the set of status and defined 
as: P3: Reception of the bmp image through the socket,P4: iden-
tification of agents and obstacles. Extraction of coordinates of 
position y orientation (as explained in Section 2.4). P5 on 
standby for the next image. r={r3 ,r4}, where T3 indicates the 
beginning of image processing, T4 sends the information to the 
control block of agents. This Communications is done through 
TCP/IP. In the initial status of the marking MM0 = [001 ]T and 
W e M5xl='. 
• Decision Maker subnet, N„M models the decision maker software 
agent that is the kernel of the application. Here, P = {P6} that 
decides what robot agent has to be assisted in order to complete 
its task. Transition T = {T5} is the AND-SPLIT type that locates a 
mark in only one status wherein it is connected. The decision 
taken in P6 status depends on the information obtained in the 
image processing and the previous information of the task to 
perform. In the initial status, M° = [0] and W = {w,} e SR/w, = 1. 
• Cooperative behavior, N„. This net models the cooperation 
between agents. P= {P7,P8,P9P10,P11} is the set of status where 
P7 and P8 will receive a token from AND-SPLIT transition. In P7 
the crashed robot receive an order: "wait for help". While the 
helper receive the order to start to help (P8). A trajectory and 
a final point are sent to helper (r7,P9,r8). When it reaches the 
final position, a token is placed in P10, therefore the transition 
I6 can be fired. After the fire, the crashed robot stars to stand 
up (Pil) while the helper stays in the final position (I9). In this 
subnet M° = [OOOOOf and W e M5xl='. 
The proposal net is simulated using Woped software and the re-
sults are shown in the sequence of 18. Here it can be follows the 
development of the cooperative task. 
6. Conclusions 
This article presents a modular robotic system called SMART. 
This system consists of different types of software and hardware 
agents. In the hardware agents, there are two kinds of robots with 
three and four legs. In any multi-agent systems, its success largely 
depends on the communications architecture. Therefore, this arti-
cle broadly describes the model and protocol used in this system. 
The software developed to control the system includes all func-
tionality planned for the SMART robots in this first phase of the 
project. The software can easily be expanded in the future when 
new tasks will be added to the modular robotic system. The devel-
oped software is typical modular robotics architecture. The multi 
agent system guarantees good performance of cooperation tasks 
between agent robots; camera; user interface and communications 
protocol. In the future, an auto-connected architecture will be 
developed. It will be done by using reciprocal communications. Ro-
bots will then be able to help each other. When a single robot can-
not finish the task, other robots will help in order to accomplish the 
task without the interaction of the control software. In the same 
way, a processor will be added on board in order to allow each 
module to take decisions by itself. 
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