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Abstract
L'installazione al CILEA degli HP Server con sistema operativo HP-UX 11.00 mette a disposizione
degli utenti un ambiente di sviluppo software omogeneo per una vasta gamma di piattaforme di calcolo
che comprende sia le workstation da tavolo mono processore sia i supercalcolatori con decine di
processori e GB di memoria. Tuttavia la programmazione delle macchine multi processore, più adatte
al calcolo intensivo, richiede la conoscenza del sistema e degli strumenti di analisi e controllo del
programma. In questo primo articolo sono date alcune informazioni utili agli sviluppatori di codici di
calcolo sugli HP Server installati al CILEA.
I server installati al CILEA sono di tipo SMP
(Symmetrical multiprocessor), con memoria
fisicamente distribuita, ma condivisa dai
processori a tutti gli effetti pratici. Questo
permette di mettere a disposizione di ogni
processore una quantità di memoria
usualmente non disponibile su un calcolatore
mono processore. Le macchine di questo tipo
possono essere considerate a metà strada tra i
cluster di workstation e i calcolatori vettoriali
multi processore, in quanto le risorse di calcolo
sono sufficientemente connesse da non poter
essere considerate distinte, ma nel contempo
non sono così unite da non risentire del tutto
delle comunicazioni tra le varie componenti. Per
questi sistemi vale il detto che il tutto è
superiore alla somma delle parti, in quanto non
possono essere considerati semplicemente come
una serie di workstation più o meno
strettamente connesse. Le loro caratteristiche,
che si cercherà di evidenziare nel seguito, sono
tali da dare buone prestazioni con i programmi
di simulazione di fenomeni fisici e i codici ad
elementi finiti, soprattutto se di tipo parallelo.
Prestazioni ancora migliori sono fornite nella
simulazione di fenomeni suddivisibili in domini
spaziali che non richiedono troppe interazioni
tra essi. In questi casi il problema è divisibile in
parti che possono essere fatte risolvere da più
processori nello stesso momento, con prestazioni
a volte migliori di quanto il numero dei
processori impegnati poteva far prevedere.
Gli HP Server installati al CILEA dispongono di
processori PA-8500 a 440 MHz. Queste
macchine sono aggiornabili ai futuri processori
IA-64 di tipo EPIC (Explicit Parallel Instruction
Computing), perciò rappresentano un buon
investimento a lungo termine, soprattutto per
quanto riguarda la conoscenza delle tecniche di
programmazione, che non dovranno essere
modificate con i nuovi processori.
Il processore PA-RISC 8500 è costruito con
tecnologia a 0,25 micron. Questa tecnologia ha
permesso di portare una grande cache di primo
livello (1 MB dati, 0,5 MB istruzioni) all'interno
del chip. La data cache è divisa in 2 banchi,
formati da 4 linee indipendenti, che permettono
l'esecuzione di più operazioni contemporanee di
lettura e scrittura.
Il processore è di tipo superscalare a 4 vie,
ovvero può eseguire 4 istruzioni per ciclo,
comprese 2 istruzioni di somma e
moltiplicazione in virgola mobile. Questo
permette ai processori installati sui server del
CILEA di raggiungere una potenza di picco di
1,76 GFlops.
Inoltre è stata migliorata la Branch prediction:
l'abilità di prevedere l'istruzione successiva ad
un'istruzione condizionale. I processori HP pre-
cedenti permettono di sfruttare le capacità dei
compilatori di prevedere il risultato di una
istruzione condizionale oppure, alternativa-
mente, permettono di prevedere dinamicamente
il risultato di un'istruzione condizionale sulla
base di semplici considerazioni statistiche. In
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aggiunta il processore PA-8500 implementa la
Branch History Table (BHT), che permette di
correggere dinamicamente le assunzioni fatte
dai compilatori, migliorando le prestazioni del
codice esecuzione per esecuzione .
Il processore PA-RISC 8500 ha unità
aritmetiche floating point e integer a 64 bit, così
come l'indirizzamento è a 64 bit. È binario-
compatibile con i processori HP PA-RISC
precedenti.
Come riportato nell'articolo "Apertura cluster
HP al CILEA" di questo Bollettino, cui si
rimanda per i dettagli, il CILEA ha installato 1
HP Server V2500 con 20 processori e 2 HP
Server N4000 con 8 processori ognuno. I due
tipi di piattaforme, pur avendo gli stessi
processori e lo stesso sistema operativo HP UX
11.00, sono molto diverse per architettura e
prestazioni.
Cenni sull'architettura di HP Server
N4000
Schema semplificato dell'N4000
Il server N4000 è costruito attorno ad una
coppia di IA-64 "system bus", collegati da un
"memory controller", dimensionati per
supportare processori di potenza molto
superiore a quelli attualmente montati.
La memoria è composta da 1 a 4 memory
carriers, ognuno contenente da 2 a 8 DIMM da
256 o 512 MB (gli N4000 del CILEA hanno 8
GB di RAM). I DIMM usano SDRAM da 64 o
128 Mb. La memoria è di tipo interleaving a 32
vie.
Il memory controller è formato da 3 VLSI chips
e connette la memoria ai 2 IA-64 system bus,
con prestazioni di 1,9 GB/s  ognuno. La latenza
nelle comunicazioni tra memoria e processore è
di 130 ns. Il memory controller consiste di 1
address controller e 2 data controller. Si ha un
totale di 7,6 GB/s memory bus bandwidth,
distribuito su 4 memory bus.
Ognuno dei due system bus connette il memory
controller a 2 IA-64 Runway bus converter e 1
I/O controller. Ogni bus converter è un VLSI
chip e supporta 2 processori PA-8500.
Ognuno dei 2 I/O controller è connesso a 6-8
slave I/O controller, connessi singolarmente a
slot PCI Turbo e Twin Turbo. Una coppia di
questi è connessa al "core I/O", una scheda
multi funzionale con funzioni Ultra2 SCSI,
100BaseT LAN, RS-232, console. Le prestazioni
arrivano fino a 5,8 GB/s I/O bus bandwidth
distribuito su  24 I/O channels.
Cenni sull'architettura di HP Server V2500
Schema semplificato del V2500
L'unità di calcolo di questo server è l'ipernodo,
che si basa su HP HyperPlane, un crossbar
capace di una bandwidth di 15,36 GB/s. Ogni
ipernodo può supportare attualmente fino 32
processori e  128 GB SDRAM (Synchronous
Dynamic Random Access Memory). Il server
installato al CILEA ha 16 GB SDRAM e 20
processori.
Ogni ipernodo può avere fino a 8 unità, che
possono contenere da 2 a 4 processori, connesse
ciascuna a 1 canale di I/O capace di supportare
fino a 28 PCI I/O controller.
Ognuna di queste 8 unità è connessa al crossbar
tramite un singolo "agente". Ogni agente
supporta quindi da 2 a 4 processori e un canale
di I/O di 240 MB/s (il throughput aggregato è di
1,875 GB/s). Ogni canale di I/O supporta un bus
PCI dedicato con 3 o 4 2X PCI (Peripheral
Component Interconnect) controller (28 per
nodo), ognuno con una performance di picco di
240 MB/s.
Ogni porta di I/O è in grado di effettuare
autonomamente trasferimenti di tipo Direct
Memory Access (DMA) diretti da e per ogni
memoria fisica del sistema, liberando i
processori da questa incombenza.
Dalla parte opposta del crossbar ci sono 8 porte,
ognuna delle quali connette con una memoria di
tipo interleaving a 32 vie da 4 GB.
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Le connessioni degli agenti e della memoria al
crossbar sono a 64 bit, con una frequenza di 120
MHz. Tutte le porte possono operare contempo-
raneamente in entrambe le direzioni, portando
la bandwidth totale a 15,36 GB/s.
Per quanto esemplificate, le descrizioni di que-
sti sistemi permettono già di capire che le piat-
taforme N4000 e V2500, pur avendo lo stesso
tipo di unità di calcolo, sono alquanto diverse
per modalità di funzionamento e prestazioni. Le
macchine N4000 appaiono più compatte ed in
effetti sono in grado di fornire buone prestazioni
con applicazioni che richiedono pochi processori
ma scambi di dati significativi tra le diverse
unità di calcolo e tra queste ed i dischi di me-
moria di massa. Viceversa i server di tipo V2500
sono più robusti, potendo supportare un numero
maggiore di processori per ogni esecuzione e
molte più esecuzioni contemporanee, oltre che
permettere l'uso di una più grande capacità di
memoria.
HP-UX 11.0
Gli HP Server installati al CILEA funzionano in
ambiente operativo HP-UX 11.00, nella versione
a 64 bit. Questo sistema operativo ha compati-
bilità binaria con le applicazioni a 32 e 64 bit
HP-UX 10.xx, che girano senza necessità di es-
sere ricompilate (a parte le considerazioni pre-
stazionali).
HP-UX 11.00 è binario compatibile con il
prossimo processore IA-64. Ciò che attualmente
è più importante, è binario compatibile e
sorgente compatibile con HP-UX 10.x; questo
include la compatibilità di programmi sorgente,
scripts, makefiles.
Invece non c'è compatibilità per gli oggetti
binari rilocabili tra le diverse versioni di HP-
UX.
HP UX 11.00 aderisce allo standard UNIX 95
come specificato da X/Open(R) Single UNIX
Specification. La versione a 64 bit aderisce allo
standard LP-64. HP-UX 11.00 fornisce API
compatibili con POSIX 1003.1c, per lo sviluppo
di applicazioni multi-threaded basate su kernel
threads.
In ogni caso la versione a 64 bit è compatibile
con la versione a 32 bit e ne supporta
completamente gli applicativi.
La funzionalità a 64 bit è generalmente indicata
per applicazioni relative a grosse banche dati e
per il calcolo intensivo, laddove si richiedano
grandi quantità di memoria o la gestione di
grossi file. L'indirizzamento della memoria
fisica (RAM) a 32 bit arriva fino a 3.75 GB, a 64
bit al momento arriva fino a 16 GB. Viceversa,
l'indirizzamento della memoria virtuale a 32 bit
è limitata a 2.75 GB, mentre a 64 bit arriva fino
a 8 TB.
Lo spazio dati per processi a 32 bit arriva fino a
1.9 GB, a 64 bit fino a 4 TB.
Perciò a 64 bit praticamente non ci sono più li-
miti teorici alla capacità di memoria utilizza-
bile. Questo migliora di molto le prestazioni di
programmi che lavorano con grandi quantità di
dati, perché l'accesso alla RAM è circa 10.000
volte più veloce dell'accesso ai dischi. Un altro
motivo per sviluppare un programma a 64 bit è
di poter manipolare date oltre l'anno 2.038.
Anche l'uso di meno file più grandi risulta in un
incremento delle prestazioni.
Tuttavia le applicazioni che non necessitano di
passare a 64 bit è meglio che continuino a
funzionare nella modalità a 32 bit perchè le
prestazioni potrebbero decrescere anche di 8-9
%, a causa di vari motivi, ad esempio il numero
di "cache misses", che generalmente aumenta
perché i dati a 64 bit occupano più spazio.
HP UX 11.00 supporta la Variable Page Size o
POPS (Performance Optimized Page Size). Que-
sto significa che, purché il sistema lo permetta,
mediante il comando chatr (vedi
man_1_chatr ), l'utente può specificare la di-
mensione di pagina di memoria che l'eseguibile
deve utilizzare.
Generalmente, più memoria richiede l'applica-
zione, maggiormente beneficerà di grosse pa-
gine di memoria.
Le applicazioni GUI (Graphical user Interface)
non sono supportate dall'attuale HP-UX 11.00 a
64 bit. Poichè un eseguibile a 64 bit deve essere
generato con librerie a 64 bit, le interfacce
grafiche degli applicativi devono essere
compilate nella versione a 32 bit.
Portando un programma da 32 a 64 bit occorre
fare particolare attenzione alla compatibilità
dei dati. La versione a 32 bit segue il modello
ILP32 per i dati del linguaggio C. La versione a
64 bit segue il modello LP64. Questo influenza
ad esempio la lunghezza in bit di variabili di
tipo 'long' e 'pointer'.
Linguaggi di programmazione
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I linguaggi di programmazione disponibili sulle
piattaforme del CILEA sono Fortran90, C, C++.
I compilatori relativi sono stati implementati
per sfruttare al massimo le risorse di calcolo di-
sponibili. Le ottimizzazioni disponibili da una
parte sono specifiche dei processori PA-RISC,
per sfruttare al massimo i processori, dall'altra
permettono di manipolare il programma sor-
gente in modo da ottenere una ottimizzazione di
tipo interprocedurale, sia con l'inlining automa-
tico, sia con il cloning delle procedure.
L'inlining è la capacità di sostituire la chiamata
ad una procedura con le istruzioni della
procedura stessa.
Il cloning è la sostituzione della chiamata di
una procedura con una chiamata di una sua
versione ottimizzata.
HP Fortran 90 diventa il compilatore Fortran di
riferimento, in quanto il compilatore FORTRAN
77 non è più supportato. Generalmente un
programma FORTRAN 77 viene compilato
senza necessità di modifiche dal compilatore
Fortran 90.
HP C è compatibile con ANSI C anziché K&R C.
HP C++ supporta la definizione ANSI
X3J16/ISO WG21 Draft Working Paper. Ha
header files pre-compilati per ridurre il tempo
di compilazione e insieme generare eseguibili
più   piccoli. È disponibile la libreria C++
standard, inclusa la Standard Template Library
(STL).
HP C++ permette la "template instantiation" e
l'"exception handling".
Inoltre è disponibile la Tools.h++, una
"foundation class" con più di 120 classi
riutilizzabili. Questo garantisce una interfaccia
di livello più alto alla libraria standard C++.
Al fine di generare un eseguibile portabile sia in
ambiente PA1.1 che in ambiente PA2.0, ovvero
su macchine HP PA7x00 e HP PA8x00, il
programma deve essere compilato con l'opzione
+DA1.1 o +DAportable .
Invece, l'utente che vuole il massimo delle
prestazioni dal suo programma dovrà
compilarlo sulle macchine del CILEA con
l'opzione +DA2.0N per un eseguibile a 32 bit;
con l'opzione +DA2.0W per un eseguibile a 64
bit. Si consiglia in questi casi, per avere il
massimo dell'ottimizzazione, di aggiungere
l'opzione +DS2.0.
Si consiglia di evitare nei programmi l'uso misto
di operandi a 32 e 64 bit, preferendo l'uso di
operandi a 32 bit, se possibile. La conversione
degli operandi da 32 a 64 bit richiede un certo
lavoro da parte del processore; inoltre le
operazioni di moltiplicazione e divisione a 64 bit
potrebbero essere più pesanti.
Si consiglia inoltre l'utilizzo dell'opzione
+Oprocelim, soprattutto nella compilazione di
programmi complessi. Questa opzione riduce la
grandezza dell'eseguibile eliminando le
procedure che non sono utilizzate.
Questo può essere vero soprattutto se si usano
le opzioni di ottimizzazione uguali o superiori a
+O3, che tendono a fare l'inlining delle
procedure, eliminando la necessità di averne
una copia autonoma.
PBO (Performance Based Optimization)
Questo strumento di ottimizzazione è
disponibile per programmi C e C++ e permette
di ottenere miglioramenti significativi delle
prestazioni sulla base del comportamento di
un'esecuzione campione del programma.
Il processo si svolge in 3 fasi:
1) Instrumentare l'applicazione C o C++
compilandola con +I
2) Lanciare un'esecuzione significativa
3) Ricompilare l'applicazione con l'opzione +P,
che ottimizza tenendo conto dei dati raccolti
durante l'esecuzione precedente.
Documentazione
-"HP-UX 11.x Software Developer's Guide" in
formato PostScript in:
/usr/share/doc/11dev.ps
-"How to Write a 64-bit Clean IO Driver for HP-
UX" in formato PostScript in:
/usr/share/doc/64bit_driver_migration.ps
-"HP-UX 11.00 Release Notes" in:
/usr/share/doc/11.00RelNotes
-"HP C/HP-UX Programmer's Guide"
-"HP Fortran 90 Programmer's Guide"
Dettagli sul porting delle applicazioni da 32 a
64 bit all'indirizzo internet:
http://www.software.hp.com/STK/howto.html
Riferimenti utili
- Dott. Maurizio Cremonesi (maucrem@cilea.it);
- Dott. Paolo Ramieri (ramieri@cilea.it), per il
software installato e le tecniche di
programmazione.
