Twin vertices of a graph have the same common neighbours. If they are adjacent, then they are called duplicates and contribute the eigenvalue zero to the adjacency matrix. Otherwise they are termed co-duplicates, when they contribute −1 as an eigenvalue of the adjacency matrix. On removing a twin vertex from a graph, the spectrum of the adjacency matrix does not only lose the eigenvalue 0 or −1. The perturbation sends a rippling effect to the spectrum. The simple eigenvalues are displaced. We obtain closed formulae for the characteristic polynomial of a graph with twin vertices in terms of two polynomials associated with the perturbed graph. These are used to obtain estimates of the displacements in the spectrum caused by the perturbation.
Introduction
The problem we study is considered as a "fool's move" in spectral graph theory. We limit ourselves to simple connected graphs, that is graphs with no multiple 1 Manuscript submitted March 28, 2019.
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Thu Apr 11 13:40 :31 2019 +0200 edges or loops. A graph G(V, E) has a vertex set V = {1, 2, . . . , n} and an edge set E whose elements are distinct pairs of vertices of V . The set E of non-edges of G are those pairs of distinct vertices not in E. The complement G(V, E) of G has the same vertex set as G and edge set E. Twin vertices are either duplicate or co-duplicate. Two vertices are called duplicate if they are non-adjacent and have the same neighbours. A pair of co-duplicate vertices in a graph G are adjacent, and they are duplicate vertices in the complement G. Let A(G), also written as A = (a i,j ), be the adjacency matrix of G with a i,j = 1 if the vertices i, j are adjacent and zero otherwise. The eigenvalues of A are referred to as the eigenvalues of G and form the spectrum of G. If G has a pair of duplicate vertices, then the corresponding rows (and columns) in A are the same. This means that A has the eigenvalue zero. In the case where G has two coduplicate vertices, the corresponding rows and columns are the same except for the two entries defining the edge between them. This means that −1 is in the spectrum of G. In both cases the associated eigenvector has two non-zero entries. Unlike what one may assume, removing a twin vertex does not just remove the eigenvalue 0 or −1 in the respective cases, while preserving the rest of the spectrum. Indeed, we investigate the shift in the eigenvalues of A on removing a twin vertex. In the literature, one finds expressions for the characteristic polynomial of an arbitrary graph, of graphs with particular geometric properties and of perturbed graphs in the work of Heilbronner, Schwenk and Rosenfeld [1, 2, 3, 4, 5, 6, 7] .
The rest of the paper is organised as follows. In Section 2, we apply similarity operations on the adjacency matrix of G, so that eigenvalues are preserved, to yield a matrix whose characteristic polynomial is easily expressed in terms of those of subgraphs of G. In Section 3, we show how the expressions obtained enable the estimates of the displacement of the eigenvalues of the adjacency matrix on removing a twin vertex. Finally, in Section 4, we give examples of graphs with estimates of the spectrum displaced on removing a duplicate or co-duplicate vertex from the graph.
Effect on the Characteristic Polynomial on Removing a Twin Vertex
To obtain the eigenvalues of a matrix M, it suffices to determine the roots of its characteristic polynomial φ (M, λ). If M is known to be real and symmetric, then its algebraic properties allow alternative methods of computation with possibly lower complexity. The Jacobi-Givens method [8] employs rotation of two axes of R n to introduce zero entries in a row of M via a similarity operation and therefore without altering the eigenvalues. The new form of the matrix allows the characteristic polynomials of M and of other principal submatrices of M to be easily related.
Definition 1 (Adjacency matrix). The adjacency matrix A of a graph G of order n, where the two first labelled vertices v 1 ,v 2 are twin vertices, can be written as
where
obtained from G by removing vertices v 1 ,v 2 and the edges incident to them. The entry a is 0 for duplicate and 1 for co-duplicate vertices.
The next result uses a technique due to Jacobi and Givens [8] . The objective is to simplify the matrix while preserving the spectrum.
Proposition 2. The adjacency matrix A is similar to the simpler matrix
Proof. Using the Jacobi-Givens method, we define A ′ = P −1 AP. Since twin vertices have the same open neighbourhood, a rotation by π 4 of the corresponding axes in R n is required. This is achieved by using
where I is the identity matrix. Then A ′ = P −1 AP.
Proposition 4. The characteristic polynomial of a graph G with adjacency matrix A having a pair of twin vertices is
where the adjugate adj(λI − C) is equivalent to the expression
for non-singular λI − C.
Proof. Using φ (A ′ , λ) from Corollary 3 we can express the characteristic polynomial of A as
written as (λ + a) det(M). Expanding this expression in terms of the Schur
The result follows immediately.
Lemma 5.
If v 1 is a twin vertex of G, then the characteristic polynomial of the subgraph G −v 1 , obtained from G by deleting vertex v 1 , is given by
Proof. Observe that
The result follows using the Schur complement expansion.
The well known Cauchy inequalities for real symmetric matrices are referred to as the interlacing theorem in spectral graph theory [9] . The interlacing theorem provides rough bounds for the displacement of the eigenvalues of A(G) when a duplicate vertex is deleted. Our objective is to obtain better estimates. To this end, relations of φ (A(G), λ) to polynomials of other submatrices of A are obtained. Definition 6. Let adj(λI − A) = (h ℓ,k ) n×n so that h ℓ,k denotes the entry in row ℓ and column k of the adjugate adj(λI − A).
Lemma 7.
Let v 1 and v 2 be twin vertices, and
Proof. The matrix adj(λI − A) is real and symmetric for real λ. So
The Schur complement expansion of the determinant, gives
The characteristic polynomial of A in (1) can also be expressed in terms of two determinants. Theorem 8. Let the first two labelled vertices v 1 and v 2 be twin vertices. Then (5) and (11) we obtain
Similarly, eliminating b ⊤ adj(λI − C)b from (9) and (11) we obtain
Finally, eliminating φ (C, λ) from (17) and (19) completes the proof.
Lemma 9. Pre-multiplying a matrix M = (m i,j ) n×n by the permutation matrix
The effect of pre-multiplying M by E ℓ,1 is to move row ℓ of M to row 1 of M ′ , shifting rows 1 to ℓ − 1 of M by one. Post-multiplying M by the transpose of E ℓ,1 has the same effect on the columns.
where row and column ℓ of M are moved to the first row and column of M ′′ .
The determinant of the product of two square matrices is the product of the separate determinants. Since E ⊤ ℓ,1 = E −1 ℓ,1 , the next result follows immediately.
Recall that entry ℓ, k of the adjugate of a matrix is h ℓ,k , the ℓ, k co-factor of the matrix.
where B is obtained from A by deleting rows and columns ℓ and k.
Proof. This follows immediately from Definition 6.
Applying Proposition 10, Theorem 8 can be generalized to:
Let v ℓ and v k be twin vertices. Then
An alternative perspective is that we can obtain the characteristic polynomial of the graph with a twin vertex removed.
Corollary 14.
Estimating the Displacement of Eigenvalues
In this section, the relation (25) is used to obtain first order and second order estimates of the displacement of eigenvalues on deleting a twin vertex. Define
, which is a polynomial in λ. Now, we can express f (λ) using the Taylor series
Choosing λ 0 to be a root of φ (A(G), λ) gives us an expression in terms of δ = λ 0 −λ, or the displacement from the eigenvalue λ 0 when f (λ) = 0. For a first order approximation, we truncate the Taylor series to the first power of δ, obtaining
Similarly, a second order approximation can be obtained by solving the quadratic equation
The two roots of (30) are either both real or else they are complex conjugates.
In the case of real roots, we first exclude roots with the wrong sign. By the interlacing theorem we know that all eigenvalues are displaced towards zero, so negative eigenvalues have a positive displacement and vice versa. If both roots have the correct sign, the value closest to the first order approximation is taken as the estimate. For complex conjugate roots, the real part is taken instead. Observe that f (λ 0 ), f ′ (λ 0 ), and f ′′ (λ 0 ) are easily obtained by evaluating the polynomials f , f ′ , and f ′′ at λ 0 . This allows us to obtain an estimate for the eigenvalues of G −v ℓ without solving the high-order polynomial equation f (λ) = 0.
Examples
We illustrate the use of the results from Section 3 on examples from the class of nested split graphs (NSG), also known in the literature as threshold graphs. Following the notation of [10] , the compact creation sequence is a = (a 1 , a 2 , . . . , a r ), where a i = n, the number of cells r is even, and a i ≥ 1 ∀i. This represents the connected graph (· · · ((K a 1 ▽ K a 2 )∪ K a 3 ) · · ·∪ K a r−1 ) ▽ K ar where K s is the complete graph on s vertices, K s is its complement, while ▽ and∪ are the graph operators join and disjoint union respectively. Note that a has r cells, of which (a 1 , a 3 , . . . , a r−1 ) are co-clique cells and (a 2 , a 4 , . . . , a r ) are clique cells. A NSG with r cells has r main eigenvalues if a 1 ≥ 2 and r − 1 if a 1 = 1. Recall that a main eigenvalue of a graph G is an eigenvalue µ of A if A has some eigenvector x not orthogonal to the all-one vector j associated with µ [11, 12] . The significance of the non-zero main eigenvalues is that they determine the number of walks of any length in G [13, 14] . A NSG has no main eigenvalues which are 0 or −1. In a NSG, the spectrum consists of the main eigenvalues (not 0 or −1), the eigenvalue zero with multiplicity determined by the duplicate vertices, and the eigenvalue −1 with multiplicity determined by the co-duplicate vertices.
Removing a duplicate vertex
Consider first the NSG G, having 18 vertices in 10 cells, with compact creation sequence a = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1). This graph therefore has 10 main eigenvalues. Its characteristic polynomial is
Consider deleting a vertex from the third cell, resulting in a graph G ′ with compact creation sequence given by a ′ = (2, 2, 1, 2, 2, 2, 2, 2, 1, 1), having 17 vertices in 10 cells. When listing the vertices in the same order in the adjacency matrix, this means that we are removing one of vertices 5 or 6, which are duplicates. From Theorem 13 we can obtain the characteristic polynomial of G ′ from that of G by first dividing by λ to remove a zero eigenvalue, then adding h 5,6 to obtain the necessary displacement in the remaining eigenvalues. Using Proposition 12 we obtain h 5,6 = 7λ 15 + 42λ 14 + 20λ 13 − 348λ 12 − 758λ 11 + 192λ 10 + 2220λ 9 + 2124λ 8 − 489λ 7 − 1722λ 6 − 616λ 5 + 224λ 4 + 128λ 3 .
It can be verified that applying Theorem 13 correctly gives
We can now estimate the shift in the main eigenvalues from G to G ′ using the method of Section 3. We first obtain the necessary functions
(31) f ′ (λ) = 17λ 16 − 1170λ 14 − 5684λ 13 − 7618λ 12 + 11088λ 11 + 42680λ 10 = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1) and G ′ with compact creation sequence a ′ = (2, 2, 1, 2, 2, 2, 2, 2, 1, 1) , the actual displacement, and the estimates computed using the first-order and second-order approximations.
Eigenvalues
Actual Estimates Table 1 gives the main eigenvalues of G and G ′ , the actual displacement, and the estimates computed using the first-order and second-order approximations of Section 3.
A special case of removing a duplicate vertex
Consider again the NSG G used in Section 4.1, with compact creation sequence a = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1). However, this time we delete a vertex from the first cell, resulting in a graph G ′ with compact creation sequence given by a ′ = (1, 2, 2, 2, 2, 2, 2, 2, 1, 1) . This is a special case, because a single vertex in the first cell is effectively a co-duplicate of the vertices in the second cell. As in the general case, we obtain the characteristic polynomial of G ′ from that of G by first dividing by λ to remove a zero eigenvalue, then adding h 1,2 to obtain the necessary displacement in the remaining eigenvalues. In this case, however, we know that Table 2 . Removing a duplicate vertex -special case: the main eigenvalues of G with compact creation sequence a = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1) and G ′ with compact creation sequence a ′ = (1, 2, 2, 2, 2, 2, 2, 2, 1, 1) , the actual displacement, and the estimates computed using the first-order and second-order approximations.
Eigenvalues
Actual Estimates the number of main eigenvalues reduces by one and the number of eigenvalues −1 increases by one, as effectively an additional co-duplicate is created. That is, we do not need one of the estimates that will be calculated. So, proceeding as in the earlier example, using Proposition 12 we obtain h 1,2 = 9λ 15 + 72λ 14 + 140λ 13 − 280λ 12 − 1370λ 11 − 1304λ 10 + 1228λ 9 + 2840λ 8 + 793λ 7 − 1328λ 6 − 800λ 5 + 128λ 4 + 128λ 3 .
Using Theorem 13 this correctly gives
Estimates for the shift in the main eigenvalues from G to G ′ using the first-order and second-order approximations of Section 3 are given in Table 2 , together with the main eigenvalues of G and G ′ and the actual displacement. For completeness, we also include the functions used to obtain these approximations below.
Removing a co-duplicate vertex
Finally, consider again the NSG G with compact creation sequence a = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1), as used in Sections 4.1-4.2. This time we delete a vertex from the second cell, resulting in a graph G ′ with compact creation sequence given by a ′ = (2, 1, 2, 2, 2, 2, 2, 2, 1, 1). In this case we are removing a co-duplicate vertex, so we obtain the characteristic polynomial of G ′ from that of G by first dividing by λ + 1 to remove one of the −1 eigenvalues, then adding h 3,4 to obtain the necessary displacement in the remaining eigenvalues. So, proceeding as in the earlier examples, using Proposition 12 we obtain Estimates for the shift in the main eigenvalues from G to G ′ using the first-order and second-order approximations of Section 3 are given in Table 3 , together with the main eigenvalues of G and G ′ and the actual displacement. For completeness, we also include the functions used to obtain these approximations below. Table 3 . Removing a co-duplicate vertex: the main eigenvalues of G with compact creation sequence a = (2, 2, 2, 2, 2, 2, 2, 2, 1, 1) and G ′ with compact creation sequence a ′ = (2, 1, 2, 2, 2, 2, 2, 2, 1, 1), the actual displacement, and the estimates computed using the first-order and second-order approximations.
Eigenvalues
Actual Estimates 
Conclusions
On deleting a vertex from a graph, the characteristic polynomial can be expressed in terms of that of several subgraphs of the graph [9] . For the case when the vertex removed is a twin, we derived a formula involving only two polynomials. Noting that a twin vertex is often considered as redundant, it may come as a surprise that there are shifts in most of the eigenvalues. Considering the limited interval in which the maximum eigenvalue can lie, we note that its displacement when the graph is perturbed is significant.
