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Résumé 
 
En cancérologie, la qualité de vie relative à la santé (QdV) est considérée comme 
second critère de jugement principal dans les essais cliniques en l’absence d’effet sur 
la survie globale. L’interprétation des scores de QdV et d’une différence de scores 
cliniquement pertinente entre deux temps de mesure est un problème majeur en QdV. 
Une différence de scores peut être significative d’un point de vue statistique sans être 
cliniquement significative du point de vue du patient. La différence minimale 
cliniquement importante (DMCI) a ainsi été définie comme la plus petite différence de 
score de QdV qui serait considérée comme ayant un sens clinique pour le patient. 
L’analyse longitudinale de la QdV est complexe, en particulier en raison de 
l’occurrence de l’effet « Response Shift » qui est susceptible de biaiser les résultats et 
en particulier les résultats de la DMCI. Dans ce contexte, le premier objectif de ce 
travail de thèse était une revue de la littérature concernant la détermination de la DMCI 
selon les méthodes les plus couramment utilisées : les méthodes basées sur l’ancre 
et les méthodes basées sur la distribution. Dans un second temps, la DMCI a été 
estimée pour les questionnaires EORTC QLQ-C30 et QLQ-BN20 chez des patients 
atteints d’un glioblastome par les méthodes basées sur l’ancre et la distribution en 
appliquant différents critères de distribution et plusieurs ancres différentes. L’objectif 
était de comparer les résultats obtenus par les différentes méthodes et de les comparer 
également aux résultats obtenus par les études antérieures. Enfin, l’objectif final de ce 
travail était d’étudier l’impact de l’effet Response Shift sur la détermination de la DMCI 
pour les questionnaires de QdV chez des patientes atteintes d’un cancer du sein. 
Mots clés : Qualité de vie relative à la santé, Différence minimale cliniquement importante, 
Response Shift, Méthode basée sur l’ancre, Méthode basée sur la distribution 
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Abstract 
 
In oncology, the health-related quality of life (HRQOL) is generally considered as a 
second endpoint in the clinical trials. The interpretation of the results of the longitudinal 
analysis of such data must be made in both statistical and clinical point of view in order 
to produce meaningful results for both patients and clinicians. The main objective is to 
assess the impact of the treatment on patient’s HRQOL level over time. The minimal 
clinically important difference (MCID) was defined as the smallest change between two 
scores in a treatment outcome that a patient would identify as important. Indeed, the 
longitudinal analysis of HRQOL remains complex, particularly due to the potential 
occurrence of a Response Shift effect characterizing the process of adaptation of the 
patient in relation to the illness and its treatment. Hence, the first objective of this work 
is a literature review concerning the determination of the MCID by the most commonly 
used methods: anchor-based and distribution-based methods. The second objective 
is to calculate the MCID for EORTC QLQ-C30 and QLQ-BN20 questionnaires in 
glioblastoma patients using anchor-based and distribution-based methods by applying 
different distribution criteria and several different anchors. The objective is to compare 
the results obtained by the different methods both to each other and to the results 
obtained by previous studies. The third and final objective is to study the impact of the 
Response Shift effect on the determination of MCID for the HRQOL questionnaires in 
cancer research using a data of patients with breast cancer. 
 
Keywords: health related quality of life, minimal clinically important difference, 
Response Shift, anchor-based method, distribution-based method. 
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I. INTRODUCTION 
 
La qualité de vie relative à la santé (QdV) est un domaine largement étudié et en 
particulier dans les essais cliniques en cancérologie. De nos jours, la QdV occupe une 
place très importante et est reconnue par la FDA et l’ASCO comme un second critère 
de jugement en absence d‘effet sur la survie globale [1]. Malgré la complexité de la 
QdV due à son caractère subjectif et dynamique, plusieurs recommandations ont été 
proposées afin de considérer la QdV comme un critère de jugement principal ou co-
critère principal dans les essais cliniques en cancérologie dans différentes situations 
(i.e. cancer colorectal et cancer de l’ovaire) [2,3]. Des autres recommandations ont été 
proposées ainsi pour considérer la QdV comme critère principal et notamment quand 
l’impact du traitement affecte plus la QdV que la survie globale (i.e. en soin palliatif) 
[4].  
Plusieurs méthodes ont été proposées pour réaliser l’analyse longitudinale des 
données de QdV. Cette analyse doit être interprétée au regard de la différence 
minimale cliniquement importante (DMCI) afin d’évaluer le sens clinique du 
changement. Cette DMCI doit être étudiée pour chaque questionnaire de QdV. 
Différentes méthodes ont été explorées pour déterminer cette DMCI, dépendant 
généralement d’un critère externe ou de la distribution du score. La DMCI est 
également primordiale pour déterminer le nombre des sujets nécessaires dans les 
études utilisant la QdV comme critère principal ou co-principal. Ainsi, afin d’assurer 
des résultats fiables suite à l’utilisation de ce critère, une méthodologie bien adaptée 
devrait être proposée pour déterminer la DMCI selon chaque méthode utilisée. 
Cependant, les études ayant pour objectif de déterminer la DMCI peuvent présenter 
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certaines limites, dont le manque de puissance dû à une taille d’échantillon faible. De 
plus, la DMCI étant généralement évaluée de façon longitudinale, les résultats peuvent 
être biaisés en raison de l’occurrence potentielle d’un effet dit « Response Shift » [5], 
caractérisant le processus d’adaptation du patient vis-à-vis de la maladie et du 
traitement. L’impact de cet effet « Response Shift » sur la détermination de la DMCI 
devrait donc être étudié afin de garantir des résultats fiables et utilisables dans les 
futures études. 
L’objectif de ce travail est 1) de faire une revue de la littérature des méthodes les plus 
utilisées pour déterminer la DMCI, en présentant les limites éventuelles des études, 2) 
d’utiliser les méthodes basées sur l’ancre et sur la distribution pour déterminer la DMCI 
sur des petits effectifs et 3) d’étudier l’impact de l’effet « Response Shift » sur la DMCI 
au cours du temps. 
Ce manuscrit est décomposé en plusieurs parties. La première partie est une 
introduction générale qui présente brièvement le sujet étudié, les problématiques ainsi 
que l’objectif à réaliser. La deuxième partie présente le contexte de ces travaux. 
Ensuite, les travaux réalisés ainsi qu’une discussion générale sont présentés dans la 
troisième partie de ce manuscrit. Enfin, la conclusion constitue la dernière partie de ce 
travail.   
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II. CONTEXTE  
 
1. Qualité de vie relative à la santé 
 
1.1. Histoire et définitions 
L’Organisation Mondiale de la Santé (OMS) a pris l’initiative de définir la santé en 1948 
comme suit : « un état de complet bien-être physique, mental et social, et ne consiste 
pas seulement en une absence de maladie ou d'infirmité » (Actes officiels de 
l'Organisation Mondiale de la Santé, 1948).  
Ensuite, la qualité de vie a été définie par l'OMS en 1993 comme « la perception qu’a 
un individu de sa place dans l’existence, dans le contexte de la culture et du système 
de valeurs dans lesquels il vit, en relation avec ses objectifs, ses attentes, ses normes 
et ses inquiétudes. Il s’agit d’un large champ conceptuel, englobant de manière 
complexe la santé physique de la personne, son état psychologique, son niveau 
d’indépendance, ses relations sociales, ses croyances personnelles et sa relation avec 
les spécificités de son environnement » [6]. La QdV découle de cette définition et 
intègre l’impact de la maladie et du traitement sur la qualité de vie du patient. De plus, 
l’absence d’un consensus sur une définition universelle laisse la liberté aux auteurs de 
choisir la définition qu’ils trouvent convenable. Quel que soit la définition retenue, la 
QdV est généralement considérée comme un concept multidimensionnel qui inclut au 
minimum le bien-être physique, psychologique et social mais aussi les symptômes liés 
à la maladie et aux traitements [7].  
Les premiers essais de mesure de la qualité de vie en santé ont été réalisés aux Etats-
Unis, à la fin des années 1960. Ces mesures se situent dans le prolongement de la 
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définition de la santé proposée par l’OMS, visant à prendre en compte toutes les 
dimensions du bien-être de la personne, dans le cadre de son environnement social. 
Au début des années 1970, les analyses de la QdV ont également commencé à être 
développées. Ce développement avait pour rôle de décrire et mesurer l’impact de 
différents états sur la vie quotidienne des personnes, en prenant en compte l’aspect 
émotionnel, les fonctions sociales ainsi que les conditions purement physiques [8,9]. 
Dans cette perspective globale, les approches économiques, psychosociale et 
biomédicale de la qualité de vie coexistent. 
Dans le contexte de la santé, on peut également définir la QdV comme la capacité de 
la personne à faire des activités qui ont une réflexion physique, psychologique et 
sociale sur sa santé et sa satisfaction sur ces activités [10].  
La QdV fait partie des « Patient-Reported Outcomes » (PROs). Ces PROs, que l’on 
pourrait traduire par résultats rapportés par le patient, n’ont pas de traduction française 
reflétant la globalité de ce terme. Les PROs sont des mesures de l’état de santé 
basées sur la perception du patient. Ces mesures peuvent être liées à la maladie ou 
au traitement et incluent la QdV ainsi que l’anxiété, la dépression, la fatigue etc. La 
satisfaction vis-à-vis des soins fait partie également du champ des PROs. Malgré le 
nombre assez important des définitions proposées de la qualité de vie, la définition 
proposée par l’OMS en 1993 reste la plus considérée. Ainsi, la subjectivité et la multi 
dimensionnalité représentent toujours les deux composantes fondamentales de la 
QdV [11–14].  
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1.2. Concept subjectif 
La QdV est considérée comme un concept subjectif puisque chaque patient a sa 
propre définition et sa propre perception de son niveau de QdV. Par exemple, un 
patient qui souffre d’un cancer depuis quelques années n’aura peut-être pas les 
mêmes attentes de santé et même définition d’une bonne QdV qu’un individu en bonne 
santé ou bien qui vient d’être diagnostiqué pour un cancer. L’évaluation de la QdV est 
donc liée à chaque patient comme chacun a ses propres attentes et espérances de 
santé [15]. Les critères utilisés par les professionnels cliniques sont considérés 
souvent comme gold standard (e.g. survie globale). Cependant, ces mesures ne sont 
pas adaptables à toutes les situations des patients et notamment en soin palliatif. Ainsi, 
de nombreux paramètres biomédicaux que nous considérons comme objectifs 
comprennent un degré élevé d'erreur de mesure (par exemple, tension artérielle, tests 
de la fonction pulmonaire) [16]. En outre, l’évaluation de QdV d’un patient par un 
investigateur externe (un clinicien ou un proche) risque de sous-estimer ou surestimer 
son niveau de QdV [17]. Par conséquent, le patient reste lui-même la meilleure source 
d’information concernant l’évaluation de son niveau de QdV. 
 
1.3. Concept multidimensionnel 
Malgré la diversité des définitions existantes de la QdV, toutes s’accordent sur le 
principe de considérer la QdV comme un concept multidimensionnel [7,14,18,19]. 
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Des nombreux facteurs ont été proposés afin d’évaluer l’aspect global de la QdV. 
Schipper et Levitt ont déterminé que la QdV est un concept multidimensionnel basé 
sur quatre facteurs principaux [20]:  
- La fonction physique qui permet au patient de pratiquer une activité physique 
ou d’accomplir un travail déterminé.  
- L’état psychologique correspondant à l’absence d’inquiétude et de sources de 
malaise (i.e. dépression, anxiété, etc.). 
- La sociabilité avec laquelle le patient est capable de maintenir des interactions 
sociales avec son entourage (relations avec les amis, la famille, les collègues 
de travail, etc.). 
- Le confort physique relatif à l’absence des symptômes dus à la maladie comme 
la douleur, la fatigue, la constipation, etc.  [14]. 
Bien que certains auteurs aient proposé d’évaluer la QdV en se basant sur au moins 
trois dimensions (le fonctionnement physique, psychologique et social) [19,22], les 
quatre facteurs cités ci-dessus incluant la symptomatologie représentent les piliers 
fondamentaux sur lesquels est basée l’évaluation de la QdV [7,23]. 
 
1.4. Concept dynamique 
La définition de la QdV peut également varier au cours du temps pour un individu 
donné, en fonction des expériences et des attentes de santé de l’individu. En effet, le 
patient n’évaluera pas nécessairement sa QdV avec les mêmes critères au cours du 
temps. On qualifie ainsi la QdV de concept dynamique. Ainsi, au moment du diagnostic 
ou du début du traitement de la maladie, les domaines importants pour le patient au 
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regard de sa QdV sont susceptibles d’être modifiés. Ainsi, les attentes et les 
espérances de santé du patient pourraient également changer à cause de l’adaptation 
du patient vis-à-vis de la maladie. Cette adaptation correspond à l’ensemble des efforts 
exercés par le patient aux niveaux cognitif et comportemental afin de maîtriser l’impact 
de la maladie sur sa QdV. Tout ceci a donc un impact sur son évaluation de sa QdV 
au cours du temps. 
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2. La qualité de vie relative à la santé en cancérologie 
 
2.1. L’évaluation de la QdV dans les essais cliniques en 
cancérologie 
Au cours des dernières décennies et notamment en cancérologie, le patient a 
commencé à avoir une place plus importante dans sa prise en charge. La prise en 
charge des patients cancéreux n’est plus centrée seulement sur le traitement de la 
tumeur mais aussi sur le patient lui-même. Avoir une méthodologie thérapeutique qui 
est capable d’assurer au patient des meilleurs résultats est indispensable. La QdV a 
été initialement évaluée en cas de situations incurables où l’objectif n’était pas d’éviter 
ou d’essayer de retarder l’issue fatale, mais plutôt de faire en sorte que la QdV du 
patient soit la meilleure possible durant ces derniers mois de vie. La QdV dans les 
essais cliniques est souvent définie comme « l’effet global d’une affection et son 
traitement sur l’état fonctionnel d’un malade, état composé de quatre grands domaines 
: la fonction d’activités physiques (professionnelles, domestiques), la fonction 
psychologique (anxiété, dépression), la vie sociale (famille, communauté), les signes 
fonctionnels corporels (douleur, etc.) » [24].  
 
2.2. La QdV comme critère de jugement en cancérologie 
L’évaluation de la QdV en tant que critère de jugement dans les essais de phase III 
randomisés a été proposée à la fin des années 1980 [25], premièrement afin d’aider 
le patient à être beaucoup plus soutenu pendant le traitement et deuxièmement afin 
d’ajouter aux critères cliniques les informations concernant la perception du patient 
quant à l'impact du traitement [25]. L’évaluation de la QdV est susceptible d’orienter la 
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décision des cliniciens impliqués dans le domaine du cancer vers le choix du traitement 
le plus efficace en l’absence d’effet sur la survie globale.    
Les critères de jugement dans les essais cliniques sont les références sur lesquelles 
l’efficacité d’un tel traitement est évaluée. En cancérologie, ces critères se sont 
généralement basés sur des mesures cliniques et biologiques. Ils sont regroupés en 
deux catégories : les  critères de jugement « centrés sur le patient » qui comprennent 
la survie globale et la QdV et les critères de jugement « centrés sur la tumeur » comme 
la survie sans progression [26,27]. La survie globale est le critère de jugement reconnu 
à ce jour comme le critère dit « gold standard » dans les essais cliniques en 
cancérologie. Cependant, l’utilisation des critères de substitution de la survie globale 
a pour objectif de diminuer la durée et le coût des nouveaux essais. Par exemple, dans 
le cas du cancer du sein non métastatique, cette maladie pourrait être traitée 
aujourd’hui par des différentes stratégies thérapeutiques. Par conséquent, l’utilisation 
de la survie sans progression est généralement considérée comme un critère principal 
plutôt que la survie globale pour ce type de cancer afin d’évaluer l’efficacité de la 
séquence thérapeutique et non la prise en charge globale [28]. De plus, la survie sans 
progression a été validée comme critère de substitution en situation avancée du cancer 
du poumon [29], du cancer colorectal [30] et du cancer du sein [31]. Cependant, cette 
valeur substitutive n’a pas été démontrée dans toutes les indications. 
  
2.3. Les recommandations d’utilisation la QdV comme un critère de 
jugement principal 
Généralement, la QdV est considérée comme un critère secondaire dans les essais 
cliniques en cancérologie [1,32]. L’évaluation de la QdV est devenue un enjeu très 
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important et en particulier, dans certaines situations de fin de vie où les possibilités 
thérapeutiques dont l’amélioration en terme de survie du patient est limitée [33–35]. 
L’utilisation de la QdV comme un critère afin de décider de recourir ou pas à un 
traitement conduit parfois à des situations difficiles à interpréter. Par exemple, une 
perte de survie pour les personnes âgées avec un bon niveau de QdV. La question qui 
se pose alors c’est de s’avoir si l’importance de l’amélioration de la QdV est 
suffisamment pertinente vis-à-vis de la perte de survie. 
Dans plusieurs situations la QdV a été recommandée comme un critère de jugement 
principal ou co-critère principal dans les essais cliniques en cancérologie (i.e. cancer 
colorectal et cancer de l’ovaire) [2,3]. De plus, selon Gotay and Moore, la QdV est 
recommandée comme critère de jugement principal et notamment dans les essais 
cliniques de phase III [4]. En particulier, la QdV pourrait être le critère de jugement 
principal en soin palliatif ou bien quand le patient est en état avancé du cancer. Quand 
l’impact des deux traitements est le même, d’où la préférence de celui qui apporte un 
bénéfice vis-à-vis la QdV du patient [4]. Ainsi, la QdV est considérée comme second 
critère de jugement principal par l’ASCO et la FDA en l’absence d’effet sur la survie 
globale [36]. 
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3. Mesure de la qualité de vie relative à la santé 
 
3.1. Quand mesure-t-on la qualité de vie ? 
Sélectionner un ou plusieurs questionnaires de QdV afin de pouvoir recueillir toutes 
les informations relatives à l’objectif principal de l’étude de QdV représente la première 
étape à accomplir. Au-delà de cette étape, plusieurs temps de mesure pour évaluer la 
QdV devraient être préalablement fixés. La première évaluation va dépendre de l’étude 
et de son objectif. Elle peut correspondre au moment du diagnostic mais elle est plus 
souvent faite juste avant le début du traitement pour servir de point de référence pour 
une comparaison ultérieure, en particulier, lorsque l’étude a pour objectif de comparer 
deux types de traitement. De plus, en pratique, cette première évaluation doit tenir 
compte par exemple des quelques éventuelles perturbations psychologiques récentes 
liées à l’apparition de la maladie et l'inquiétude du patient face à son avenir.  
Si l’objectif de l’étude est d’évaluer l’évolution de la QdV au cours du temps, ou 
d’étudier l’impact du traitement sur la QdV, des mesures répétées doivent ensuite être 
effectuées. L'intervalle de temps entre deux remplissages de questionnaires doit être 
choisi avec attention. Cet intervalle de temps varie selon ce que l'on souhaite mettre 
en évidence (la situation thérapeutique, le design de l’étude, le schéma 
d’administration des traitements, etc.). Une longue période est susceptible de biaiser 
les résultats si l’on considère que le niveau de QdV reste stable entre deux temps de 
mesure. De plus, la période entre le remplissage du questionnaire et le traitement 
(notamment quand l’évaluation s’est faite après le traitement) devrait également être 
choisie soigneusement afin de bien détecter tous les effets relatifs au traitement et son 
influence sur le patient. Plusieurs temps de mesure peuvent être considérés selon 
l’objectif prédéfini de l’étude et répartis dès la première évaluation jusqu’à la fin de 
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l’étude. Dans certaines études, le patient est suivi jusqu’à perte de vue (décès par 
exemple). 
 
3.2. Les instruments de mesure de la qualité de vie 
La QdV est généralement évaluée au moyen de questionnaires ou « échelles » soit en 
auto-évaluation, soit à l’aide d’un évaluateur externe. De nombreux questionnaires ont 
été développés afin de bien tenir compte de tous les aspects nécessaires pour évaluer 
la QdV selon le type des patients, les situations, la pathologie, la localisation, etc.  
3.2.1. Items, dimensions et génération des scores 
Lors du remplissage d’un questionnaire de QdV, le patient répond à une ou plusieurs 
questions dites « items » qui constituent ce questionnaire. Ces items peuvent être 
dichotomiques, i.e. avoir deux modalités de réponse de type « oui » ou « non », ou 
polytomiques et donc avoir trois modalités de réponse ou plus. Le nombre de modalité 
de réponse peut également varier entre les items au sein d’un même questionnaire. 
En cancérologie, l’une des échelles les plus couramment utilisée est l’échelle de Likert 
à 4 modalités de réponse de type « pas du tout », « un peu », « assez » et 
« beaucoup ». 
La QdV étant un concept multidimensionnel, la majorité des questionnaires permettent 
d’évaluer plusieurs dimensions de QdV et sont donc multidimensionnels. De plus, 
chaque dimension est composée d’un seul (uni-item) ou plusieurs items (multi-items). 
Un score est généré pour chaque dimension à partir des réponses aux items fournies 
par le patient. Un manuel de calcul des scores est établi pour chaque questionnaire, 
permettant de standardiser la manière de calculer chaque score, et en tenant compte 
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par exemple de l’occurrence des données manquantes. Ces scores correspondent 
généralement à la moyenne des réponses aux items, standardisée sur une échelle de 
0 à 100. 
3.2.2. L’échelle visuelle analogique 
L'Echelle Visuelle Analogique (EVA) est une échelle d'auto-évaluation utilisée à la 
base pour évaluer la douleur (Figure 1). L’EVA se présente historiquement sous la 
forme d’une réglette en plastique de 10 cm graduée en mm, qui peut être présentée 
au patient horizontalement ou verticalement. Cette échelle permet au patient lui-même 
en déplaçant le curseur d’indiquer son intensité de la douleur de 0 à 10 ou bien de 0 à 
100. L’EVA est souvent utilisée comme critère d’inclusion dans les études cliniques. 
Par exemple, pour une étude sur des patients atteints de douleur chronique, une valeur 
d’EVA de 3 ou plus peut être requise afin de les inclure dans un essai visant à diminuer 
leur niveau de douleur.     
 
Figure 1 : Echelle visuelle Analogique (http://www.antalvite.fr/pdf/echelle_visuelle_analogique.htm) 
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3.2.3. Les questionnaires génériques et spécifiques 
a) Les questionnaires génériques 
Les questionnaires génériques ont été créés pour être adressés à différents types de 
patients, indépendamment de la pathologie, du sexe, de l’âge, et du traitement. 
L’avantage de ces questionnaires génériques est de pouvoir comparer les résultats 
correspondants aux patients souffrant des différentes maladies ou encore de comparer 
des groupes de malades à des populations de référence non malades. De nombreux 
instruments génériques sont disponibles pour évaluer de façon assez globale l’état de 
santé, le fonctionnement physique et psychologique, l’environnement social du patient, 
etc. Les questionnaires génériques les plus couramment utilisés sont cités et décrits 
ci-dessous. 
 Le questionnaire “Medical Outcome Study -36 items Short-form 
(MOS SF-36)” 
Le questionnaire MOS SF-36 a été développé par Ware et Sherbourne en 1992 et 
considéré parmi les échelles multidimensionnelles et génériques pour évaluer la QdV 
des patients [37,38]. Ce questionnaire a été développé à partir de la « Medical 
Outcome Study » (MOS), composé de 149 items et a ensuite été réduit en une version 
simplifiée (« Short Form » (SF)) composée de 36 items. Il existe plusieurs 
questionnaires issus de cette étude : Medicare Health Outcome Survey (MHOS), Short 
Form 12, SF-20 etc. Le questionnaire SF-36 est souvent utilisé dans différentes études 
médicales et notamment en réanimation, le SF-36 a montré une excellente validité, 
fiabilité et sensibilité au changement (voir Partie 4, Propriétés psychométriques et 
validation des questionnaires) [23–28]. Ce questionnaire est validé dans un grand 
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nombre de langues dont le français. De plus, le SF-36 pourrait être administré en auto- 
ou hétéro-questionnaire et ne nécessite que 5 à 10 minutes pour le remplir.  
Le SF-36 est composé de 36 items et évalue 9 dimensions : activité physique (10 
items), limitations dues à l’état physique (4 items), douleurs physiques (2 items), santé 
perçue (5 items), vitalité (4 items), fonctionnement social (2 items), limitations dues à 
l’état psychique (3 items), et santé psychique (5 items) ainsi que l’évolution de la santé 
perçue comparée à un an auparavant avec un seul item. Pour chaque dimension, un 
score compris entre 0 et 100 est calculé. Un score de 0 indique un très bas niveau de 
QdV et 100 indique un très bon niveau de QdV pour toutes les 9 dimensions. , Un 
score résumé physique et l’autre psychique sont générés à partir les quatre 
dimensions physiques (activité physique, limitations dues à l’état physique, douleurs 
physiques et santé perçue) et les quatre psychiques (vitalité, fonctionnement social, 
limitations dues à l’état psychique et santé psychique) respectivement.   
 Le questionnaire WHOQOL 
L’OMS a développé le « World Health Organization Quality-of-Life » (WHOQOL-100), 
un instrument qui mesure de nombreux aspects de la QdV [45–47]. Le WHOQOL est 
composé de 100 items et sa version abrégée le WHOQOL-BREF composé de 26 items 
extrait du WHOQOL-100 est disponible en plus de 40 langues. Le WHOQOL-BREF 
couvre quatre domaines différents de la QdV et il est applicable dans les essais 
cliniques et dans des études épidémiologiques [48]. 
 Le questionnaire EUROQOL EQ-5D 
L'EQ-5D est l'une des mesures de l'état de santé générique les plus couramment 
utilisées. Sa validité et sa fiabilité ont été rapportées dans diverses conditions de santé. 
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L’EQ-5D est un instrument qui évalue la QdV, il est développé en Europe et largement 
utilisée dans le monde entier [49]. Il se compose de deux parties : un système descriptif 
et une échelle visuelle analogique (EVA). La première partie est composée de cinq 
dimensions chacune évaluée par un seul item. Les dimensions évaluées par ce 
questionnaire sont les suivantes : la mobilité, l’autonomie de la personne, les activités 
habituelles, la douleur / gêne et l’anxiété / dépression. La deuxième partie du 
questionnaire EQ-5D comprend l’EVA (présentée dans le paragraphe 3.3), par laquelle 
le patient évalue son état de santé actuel sur une échelle allant de 0 (le pire état de 
santé imaginable) à 100 (le meilleur état de santé imaginable). 
b) Les questionnaires spécifiques 
Les instruments spécifiques sont centrés sur une pathologie ou un public particulier. 
Ainsi, ces échelles sont plus sensibles aux variations cliniques que les échelles 
globales [50]. Il existe de nombreux questionnaires spécifiques du cancer ainsi que 
des questionnaires spécifiques par localisation cancéreuse. 
i) Les questionnaires du groupe QdV de l’EORTC 
 Le questionnaire “EORTC QLQ-C30” 
Le « Central Office Data Center » de l’ « European Organisation for Research and 
Treatment of Cancer » (EORTC) créé en 1974, s'intéresse à tous les aspects des 
essais cliniques de phase II et de phase III, depuis leur conception jusqu'à la 
publication des résultats finaux. Depuis sa création, plus de 80 000 patients ont 
participé aux essais menés par le Centre de données de l’EORTC. Le « Quality of Life 
Group » a lancé en 1986 un programme de recherche visant à développer une 
approche pour évaluer la QdV des patients participant à des essais cliniques sur le 
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cancer. Cela a conduit au développement de l'EORTC QLQ-C30, un instrument de 
QdV pour les patients atteints de cancer [51]. 
Le questionnaire EORTC QLQ-C30 est depuis devenu le questionnaire le plus 
largement utilisé en Europe et dans le monde entier pour les patients atteints de cancer 
[51]. C'est un instrument qui a été traduit et validé dans plus de 100 langues et a déjà 
été utilisé dans des divers études nationales et internationales. Différentes versions 
ont été proposées, et la version actuelle correspond à la 3.0.  
Ce questionnaire comprend 30 questions permettant de mesurer 15 dimensions 
composées soit de plusieurs items (pour 9 dimensions) soit d’items uniques (pour 6 
dimensions). Les dimensions mesurées par ce questionnaire sont les suivantes : 5 
échelles fonctionnelles : fonctionnement physique (5 items), fonctionnement de rôle (2 
items), fonctionnement émotionnel (4 items), fonctionnement cognitif (2 items) et 
fonctionnement social (2 items). De plus, une échelle de QdV/santé globale (2 items), 
échelle des difficultés financières (1 items) et 8 échelles de symptômes : fatigue (3 
items), nausées et vomissements (2 items), douleur (2 items), dyspnée (1 item), 
insomnie (1 item), perte d'appétit (1 item), constipation (1 item) et diarrhée (1 item) 
[51]. 
En ce qui concerne les réponses à chaque item, une échelle de Likert à quatre 
modalités de réponse est utilisée. Le patient répond aux premiers 28 items en 
choisissant l’une de ces quatre possibilités : 1 « Pas du tout », 2 « Un peu », 3 
« Assez » ou 4 « Beaucoup ». Pour les items 29 et 30 mesurant l’état de santé global, 
chaque question à 7 modalités de réponse allant de 1 (très mauvais) à 7 (excellent). 
Un score est généré par dimension, standardisé de 0 à 100 et interprété de la façon 
suivante [52]:   
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- Un score élevé pour une échelle fonctionnelle représente un niveau de 
fonctionnement élevé ; 
- Un score élevé pour l'état de santé global représente un niveau de QdV élevé ; 
-  Un score élevé pour une échelle de symptôme représente un niveau élevé de 
symptomatologie / problèmes. 
 Le questionnaire “EORTC QLQ-BR23” 
Le questionnaire EORTC QLQ-BR23 est spécifique du cancer du sein et il est 
administré conjointement avec le questionnaire QLQ-C30 [53]. Il comprend 23 
questions permettant de mesurer quatre échelles fonctionnelles (image corporelle, 
fonctionnement sexuel, plaisirs sexuels, perspectives d'avenir) et quatre échelles de 
symptômes (effets secondaires de la thérapie systémique, symptômes au niveau du 
sein, symptômes au niveau du bras et l’inquiétude vis-à-vis de la perte de cheveux). 
Le calcul des scores se fait de la même façon que pour le questionnaire EORTC QLQ-
C30. 
 Le questionnaire “EORTC QLQ-BN20” 
Le questionnaire EORTC QLQ-BN20 est validé par l’EORTC comme module 
spécifique des tumeurs cérébrales [54]. Ce module est composé de 20 items et mesure 
11 dimensions symptomatiques.  Parmi les 11 dimensions, il y a quatre échelles multi-
items qui évaluent l'incertitude future (4 items), le trouble visuel (3 items), le 
dysfonctionnement moteur (3 items) et le déficit de communication (3 items). Les 
autres éléments individuels évaluent les autres symptômes de la maladie (maux de 
tête, convulsions, somnolence, démangeaisons cutanées, perte de cheveux, faiblesse 
des jambes, contrôle de la vessie) [54]. Pour toutes ces échelles, un score élevé 
représente un niveau symptomatique élevé. 
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 Autres modules spécifique d’une localisation cancéreuse 
Des nombreux questionnaires spécifiques du cancer en général et d’une localisation 
spécifique en particulier ont été développés par l’EORTC et utilisés dans le domaine 
de la QdV. On cite par exemple parmi les différents modules validés de l’EORTC : le 
QLQ-OV28 spécifique du cancer de l’ovaire, le QLQ-CR29 spécifique du cancer 
colorectal ainsi que le QLQ-LC13 spécifique du cancer du poumon. 
ii) Les questionnaires du groupe FACT 
Les questionnaires du groupe FACT diffèrent des questionnaires de l’EORTC et 
notamment au niveau de la structure, des dimensions et de la modalité de réponse par 
item (Figure 2). En ce qui concerne la structure des questionnaires FACT, les items 
sont regroupés par dimension ce qui n’est pas le cas pour les questionnaires de 
l’EORTC. Ainsi, les dimensions des questionnaires de l’EORTC peuvent être 
constituées d’un seul item ou plusieurs items. Tandis que, les dimensions des 
questionnaires FACT sont toutes composées de plusieurs items. De plus, cinq 
modalités de réponse par item pour les questionnaires FACT et généralement quatre 
pour les questionnaires de l’EORTC. 
 Le questionnaire “Functional Assessment of Cancer Therapy-
General (FACT-G)” 
Le FACT-G est le questionnaire générique spécifique du cancer développé par le 
groupe  « Functional Assessment of Chronic Illness Therapy» (FACIT) [55]. Le FACT-
G est, tout comme le QLQ-C30, un des questionnaires les plus utilisé dans les essais 
cliniques en cancérologie. Il peut être utilisé pour tout type de tumeur. De plus, ce 
questionnaire peut être complété par une sous échelle spécifique à chaque localisation 
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cancéreuse qui traite des problèmes liés à la maladie, au traitement ou à l'état de santé 
qui ne sont pas déjà traités dans le questionnaire général. Le FACT-G est composé 
de 27 items permettant de mesurer quatre dimensions : le bien-être physique, le bien-
être social / familial, le bien-être émotionnel et le bien-être fonctionnel. Ainsi, une 
échelle de Likert à 5 modalités de réponse est généralement utilisée pour les 
questionnaires FACT codée : 0 « Pas du tout », 1 « Un peu », 2 « moyennement », 3 
« beaucoup » et 4 « énormément ». Les scores du FACT-G doivent être calculés selon 
les instructions fournies dans le manuel FACIT [56]. Un score élevé représentera un 
niveau de QdV élevé. 
Un score global est également calculé en utilisant les scores obtenus pour chaque 
dimension. Ce score varie entre 0 (mauvais niveau de bien-être) et 108 (bon niveau 
de bien-être) et sera standardisé de 0 à 100 pour faciliter la comparaison des résultats 
obtenus par d’autres questionnaires. 
 Autres questionnaires FACT 
Plusieurs modules FACT correspondant à des localisations spécifiques pour évaluer 
les symptômes associés à la maladie ont été proposés. Par exemple, le FACT-B 
spécifique du cancer du sein est composé du FACT-G ainsi que de 9 items 
supplémentaires liés au cancer du sein [57]. Le FACT-Br est composé du FACT-G 
ainsi d’une dimension supplémentaire (23 items) pour évaluer les symptômes liés aux 
tumeurs cérébrales [55]. Ainsi, de nombreux questionnaires ont été développés et 
utilisés en citant : Fact-L, FACT-P, FACT-M, etc. 
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Figure 2 : Différence de conceptualisation des questionnaires de QdV entre les groupes EORTC et 
FACT (Fiteni et al. https://doi.org/10.1016/j.bulcan.2015.02.014) 
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4. Propriétés psychométriques et validation des questionnaires 
 
En général, tout questionnaire utilisé dans une étude doit être validé pour la population 
d’analyse et dans la langue correspondante. L’étape de validation a pour objectif de 
vérifier si le questionnaire respecte ou pas certaines propriétés psychométriques. Il 
s'agit donc de vérifier et tester la fiabilité, la validité et la sensibilité au changement du 
questionnaire.  
  
4.1. La validité 
4.1.1. La validité d'apparence 
La validité d'apparence correspond à une mesure qualitative faite après le 
développement du questionnaire. Elle signifie que les items du questionnaire doivent 
être bien formulés, d’une façon concise et simple, compréhensibles, et conduire 
directement à ce que le questionnaire est censé mesurer. La validité d'apparence est 
mesurée par un jugement subjectif d'experts, ou simplement par un groupe de 
patients.  
4.1.2. La validité de contenu 
Cette étape de validation correspond au concept général évalué par le questionnaire. 
Deux aspects peuvent être vérifiés lors de cette étape : un aspect global et l’autre 
spécifique. L’aspect global représente la pertinence du questionnaire vis-à-vis du 
phénomène étudié. L’aspect spécifique est quant à lui défini par une représentation 
correcte des items pour chaque dimension et selon leur importance au regard des 
domaines de QdV évalués. 
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- La validité de critère 
La validité de critère sert à détecter la différence des résultats obtenus entre le 
questionnaire et un autre instrument de référence mesurant les mêmes aspects de la 
QdV, et spécifique de la même population. Cette propriété est appréciée en 
déterminant la matrice de corrélations entre les scores issus des deux questionnaires. 
Deux dimensions censées mesurer le même domaine de QdV doivent donc présenter 
une corrélation acceptable d’au moins 0.3 [58], contrairement aux dimensions 
distinctes qui devront présenter une faible corrélation.  
4.1.3. La validité de structure 
Afin de vérifier la validité de structure d’un questionnaire, trois types de validité doivent 
être étudiées : la validité convergente, la validité divergente et la validité de groupes 
connus. 
Les validités convergente et divergente : dans cette étape de validation, le test de 
Spearman est utilisé afin de tester la corrélation entre les items et les échelles relatives 
aux différents domaines du questionnaire étudié. Pour la validité convergente, la 
corrélation est calculée entre l’item et le score de la même échelle en excluant l’item 
concerné. Tandis que pour la validité divergente la corrélation est calculée entre l’item 
et le score obtenu pour les autres domaines du questionnaire. Une bonne validité 
convergente est déduite d’une bonne corrélation entre l’item d'un domaine donné et 
sa propre dimension. De même, une bonne validité divergente est déduite de 
l’absence de corrélation entre l’item et les autres dimensions. 
La validité de groupes connus : cette étape concerne plutôt les résultats obtenus 
par le questionnaire pour deux groupes de patients. L’instrument de mesure doit être 
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capable de bien différencier les groupes de patients présentant a priori des niveaux de 
QdV différents.  
 
4.2. La fiabilité 
La fiabilité d’un questionnaire comprend deux propriétés : la cohérence interne ainsi 
que la reproductibilité. La cohérence interne reflète la corrélation entre les items du 
questionnaire. En d’autres termes, plus la corrélation est élevée, plus les items qui 
constituent chaque dimension de l’instrument sont cohérents. Elle est déterminée pour 
les dimensions multi-items par le calcul du coefficient alpha de Cronbach variant de 0 
à 1. Plus ce coefficient est élevé, plus les items sont bien liés et homogènes. Plus 
précisément, une bonne cohérence interne d’une dimension correspond à un 
coefficient alpha supérieur à 0,7 [59].  
Un questionnaire reproductible est celui qui fournit des résultats proches lors de deux 
administrations entre deux temps de mesure successifs (intervalle de temps moins 
d’un mois) chez un groupe de patients en état de santé stable. La méthode utilisée 
pour mesurer la reproductibilité est la méthode « test-retest ». Cette méthode est 
basée sur le calcul des coefficients de corrélation intraclasse (CCI). Ce coefficient 
mesure pour chaque patient la corrélation entre ses deux réponses. Une bonne 
reproductibilité est considérée lorsque le coefficient CCI est supérieur à 0,7 [59].  
 
4.3. La sensibilité au changement 
La sensibilité au changement représente également une des propriétés à respecter 
afin de valider un questionnaire. Pendant la durée de l’étude, le patient est censé être 
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interrogé pour remplir le même questionnaire à plusieurs reprises. Alors, il est 
susceptible de se retrouver dans plusieurs situations différentes avec différents 
niveaux de QdV. Le questionnaire est conçu pour mesurer et distinguer les différents 
niveaux de QdV selon la situation correspondante. Un questionnaire sensible au 
changement signifie la capacité de ce questionnaire à mesurer même les très petites 
différences entre un groupe de patients ou chez le même patient au cours du temps.  
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5. Différence minimale cliniquement importante 
 
5.1. Définition 
Au cours des 30 dernières années, l'utilisation des PROs, dont la QdV, dans les essais 
cliniques en cancérologie a considérablement augmenté [60]. L’importance liée à cette 
augmentation permet beaucoup plus aux patients de participer dans les stratégies 
médicales concernant leur bénéfice des soins reçus. Les PRO sont essentiels pour 
comprendre l'efficacité globale du traitement et pour établir le bénéfice d'un 
médicament donné par rapport aux soins existants dans une population de cancer 
particulière [1,61]. L'interprétation des scores de PRO et de leur importance clinique 
représente toujours un challenge, notamment en termes de différences de score 
cliniquement pertinentes entre deux temps de mesure ou deux bras de traitement [62]. 
Le concept de la « différence cliniquement importante » est un moyen de surmonter 
les insuffisances de la « différence statistiquement significative ». Par exemple, une 
différence de score qui est statistiquement significative peut ne pas être cliniquement 
significative.  Une différence minimale cliniquement significative est définie comme la 
plus petite différence des scores de QdV qui serait perçue comme ayant un sens 
clinique pour le patient [63]. 
Le terme « différence minimale cliniquement importante » (DMCI) a ainsi été introduit 
en 1989 par Jaeschke et défini comme « le plus petit changement de score considéré 
comme important pour le patient » [59]. Plus concrètement, la DMCI est une valeur de 
seuil pour un tel changement, et toute valeur de modification supérieure à ce seuil est 
considérée comme significative ou importante. La détermination de la DMCI est 
cruciale pour évaluer l'efficacité des interventions de soins de santé, ainsi que pour le 
calcul de la taille de l'échantillon lorsque la QdV est définie comme un critère principal 
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ou co-critère principal dans les essais cliniques en cancérologie. D’après Osoba et al., 
une différence de scores moyenne de 5 à 10 points a été détectée comme petit 
changement pour un groupe de patients atteints du cancer du sein ou du poumon en 
utilisant le questionnaire EORTC QLQ-C30. De plus, une différence de 10 à 20 points 
a été détecté pour un changement modéré et une différence de plus de 20 points pour 
un changement important [62]. 
Les termes désignant la DMCI sont assez divers, les plus couramment utilisés sont la 
différence minimale importante, différence minimale clinique, différence minimale 
cliniquement significative, changement minimal important, changement minimal 
détectable [64]. En effet, le mot clinique relatif à cette définition est utilisé quand on 
détermine la DMCI en se basant sur des critères externes purement cliniques (par 
exemple, l’indice de Karnofsky comme ancre clinique).  
 
5.2. Méthodes de détermination de la DMCI 
Différentes méthodes ont été proposées pour déterminer la DMCI [65]. Les plus 
couramment utilisées sont classées en deux catégories : les méthodes basées sur 
l’ancre et celles basées sur la distribution [66,67]. Chacune de ces méthodes a ses 
avantages et ses inconvénients et aucune n’est considérée comme gold standard. Par 
contre, l’utilisation conjointe des deux méthodes a été proposée par Cella et al. pour 
calculer la DMCI [68]. Malgré cette proposition, différentes valeurs de DMCI peuvent 
être obtenues pour chaque dimension étudiée selon chaque méthode. 
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5.2.1. Méthodes basées sur l’ancre  
Le principe sur lequel les méthodes basées sur l'ancre reposent, c’est de comparer le 
changement de PRO à une autre mesure évaluée, cette mesure est appelée « ancre » 
et doit être un critère externe. Il existe deux types d’ancres utilisés pour calculer la 
DMCI : correspond aux mesures réalisées par le patient lui-même. Le patient évalue 
sa QdV selon ses ressentis et ses perceptions d’une façon subjective. Ce type d’ancre 
est appelé donc ancre subjective. Le deuxième type d’ancre utilisé est celui obtenu 
par les mesures cliniques qui sont effectuées par le médecin. Les résultats obtenus 
suite à ces mesures ne correspondent pas aux perceptions personnelles du patient 
vis-à-vis sa QdV. Ainsi, ces mesures sont utilisées comme indicateurs objectifs, d’où 
l’appellation d’ancre objective.     
L’utilisation de l’ancre subjective lors de la détermination de la DMCI parait plus 
cohérente avec le concept subjectif de la QdV. Bien que la subjectivité de l’ancre 
utilisée assure que le patient reste le seul juge sur son état de santé, son utilisation est 
limitée au manque des ancres objectives [69]. Très peu d'études s’appuient 
uniquement sur un critère externe objectif. Par exemple, l’étude de Cella et al. qui a 
avait pour objectif de déterminer la DMCI du questionnaire FACT-An pour des patients 
atteints de l’anémie en utilisant comme ancre le « performance status » et le taux 
d’hémoglobine [68]. Bien qu’il existe des études qui utilisent à la fois  des ancres 
subjectives et objectives [70,71], la détermination de la DMCI en se basant sur des 
ancres subjectives reste en générale la plus utilisée [69]. 
a) Moyenne des différences 
La moyenne des différences est utilisée par la majorité des études pour calculer la 
DMCI [72–74]. Différentes questions d’ancre subjectives ou objectives peuvent être 
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utilisées. Premièrement, la différence des scores pour chaque patient entre deux 
temps de mesures est calculée. Ainsi, les patients sont regroupés selon les différentes 
catégories de l’ancre utilisée. Ensuite, la moyenne des différences est déterminée pour 
chaque catégorie. En conséquence, les DMCI correspondant à la détérioration et à 
l’amélioration de la QdV sont les valeurs obtenues par les catégories d’ancre qui 
désigne la plus petite détérioration et la plus petite amélioration respectivement. 
b) Courbe ROC (Receiver operating characteristic) 
La courbe ROC est également utilisée pour identifier la DMCI [75,76]. Cette méthode 
est basée sur une distinction entre les patients « améliorés » et « stable » comme 
présenté dans l’étude faite par Van der Roer et al. [77]. Le principe de cette technique 
consiste à déterminer le score optimal, où la somme des faux positifs (1-sensibilité) et 
des faux négatifs (1-spécificité) est la plus petite, cela signifie que la somme de la 
sensibilité et de la spécificité est maximale [78,79]. Ce score est donc pris comme 
DMCI pour l’amélioration. De plus, l'aire sous la courbe représente la probabilité que 
les scores discriminent correctement les patients présentant une amélioration de la 
QdV des patients stables (selon la classification par le critère d’ancre externe). Par 
suite, les probabilités vont de 0,5 à 1, où 0,5 indique que la chance est le facteur 
principale produisant cette discrimination et 1 indique une discrimination parfaite et 
correcte de tous les patients. Une zone de 0,7 à 0,8 est considérée comme acceptable 
et une aire sous la courbe de 0,8 à 0,9 est excellente [80]. 
c) Régression linéaire 
La régression linéaire est considérée comme une des méthodes basées sur l’ancre 
pour déterminer la DMCI. Deux modèles linéaires bivariés sont créés afin de 
déterminer la DMCI en cas de détérioration et d’amélioration de la QdV selon les 
51 
 
 
catégories de l’ancre. La variable expliquée représente la différence des scores entre 
deux temps de mesure ainsi que la variable explicative est représentée par deux 
modèles différents. Dans le premier modèle, la variable explicative est codée par 1 
pour « une petite détérioration » et 0 pour « pas de changement » pour déterminer la 
DMCI en cas de détérioration de la QdV. Tandis que dans le deuxième modèle, la 
variable explicative est codée par 1 pour « une petite amélioration » et 0 pour « pas 
de changement » pour déterminer la DMCI en cas d’amélioration de la QdV. Le 
coefficient linéaire de chacun de ces deux modèles représente la DMCI obtenue par 
cette méthode.   
d) Méthode du modèle prédictif 
Cette méthode est une nouvelle approche basée sur la régression logistique et 
appliquée également pour déterminer la DMCI.  Un modèle logistique est défini en 
utilisant comme variable dépendante les réponses à l’ancre et codée par 1 pour « une 
petite détérioration » (resp. « une petite amélioration ») et par 0 pour « pas de 
changement » pour déterminer la DMCI en cas de détérioration (resp. amélioration) 
de la QdV. La variable explicative dans ce modèle représente la différence des scores 
entre deux temps de mesure. Une étude menée par Terluin et al. a pu montrer 
l’efficacité de cette méthode par rapport à la méthode de la courbe ROC [81].  
5.2.1.1. Les ancres subjectives et objectives utilisées  
Comme cité dans le paragraphe juste avant, deux types d’ancres sont 
habituellement retenues pour la détermination de la DMCI. Dans ce paragraphe, 
on va citer les ancres les plus utilisées pour déterminer la DMCI.  
i) Les ancres subjectives 
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Plusieurs critères sont considérés comme des ancres subjectives, parmi lesquels on 
cite : 
 Question de transition de Jaeschke (« Patient rating of change, PRC ») 
Cette ancre est considérée comme la plus utilisée en tant qu’ancre subjective. Cette 
question reflète le ressenti du patient vis-à-vis de l’évolution de son état de santé ou 
de QdV globale. Malgré la large utilisation de cette ancre, son utilisation fait l’objet d’un 
débat en raison de sa validité et de sa fiabilité incertaines [82]. Ainsi, en utilisant cette 
ancre entre deux temps de mesure séparant d’une période trop longue pourrait 
éventuellement induire un biais de rappel.  
Cette question peut être posée au patient de la façon suivante : « Au cours de ces trois 
derniers mois, considérez-vous que votre état de santé / qualité de vie :  
- Est restée globalement inchangée  
- S’est détériorée : énormément, beaucoup, un peu  
- S’est améliorée : un peu, beaucoup, énormément » 
 Dimension d’un questionnaire de QdV  
Le score de QdV globale est par exemple utilisé comme ancre pour déterminer la 
DMCI d’un questionnaire de QdV. Cette ancre représente l’item qui correspond à la 
QdV globale extrait soit du questionnaire EORTC QLQ-C30 [73,83], soit du 
questionnaire QLQ-C15 PAL, soit d’autres questionnaires tel que WHOQOL [73,82-85]. 
En cas d’utilisation du questionnaire EORTC QLQ-C30, l’item 30 est l’item concerné 
correspondant à l’item 15 pour le questionnaire QLQ-C15-PAL. La définition d’un seuil 
sur lequel on détecte le changement (amélioration, détérioration ou pas de 
changement) de la QdV varie d’une étude à l’autre. Par exemple dans l’étude de 
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Raman et al. l’ancre de la QdV globale du questionnaire EORTC QLQ-C30 a été 
utilisée et un changement de 10 points sur le score calculé sur une échelle de 0 (QdV 
minimale)  à 100 (QdV maximale) est pris comme petit changement important pour le 
patient [83]. Pour certaines autres études servies de cet item comme ancre, un 
changement de 2 points sur une échelle de 0 (beaucoup détériorée) à 7 (beaucoup 
améliorée) est considéré comme un changement minimal important pour le patient 
[84]. L’avantage d’utiliser ces ancres revient à leur disponibilité dans le questionnaire 
rempli par le patient durant la période de l’étude. Aucun remplissage d’un 
questionnaire supplémentaire n’est nécessaire. Malgré l’utilisation progressive de ce 
type d’ancre au cours du temps, on pourrait se demander s’ils remplissent bien la 
condition de critère externe puisqu’ils sont issus du questionnaire étudié. En outre, 
l’utilisation d’une dimension du questionnaire étudié empêche la détermination de la 
DMCI pour cette même dimension. Ainsi, cette problématique ne devrait pas concerner 
l’utilisation d’une ancre qui ne fait pas partie du questionnaire étudié pour calculer la 
DMCI.    
 Dimension d’un questionnaire de QdV externe 
D’autres dimensions issues d’un questionnaire autre que le questionnaire étudié 
peuvent être également utilisées comme ancre. Par exemple, l’EVA correspondant à 
l’échelle fatigue pourrait être utilisée comme ancre en déterminant la DMCI pour le 
questionnaire FACT-F. 
ii) Les ancres objectives  
Les ancres objectives correspondent à des évaluations effectuées par les cliniciens 
concernant l’état de santé du patient. L’utilisation de ces mesures est moins fréquente 
que celles des mesures subjectives. Les mesures sont plutôt des tests cliniques faits 
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ou recommandés par le clinicien et n’ont pas besoin d’être recueillis par l’investigateur. 
Contrairement aux mesures subjectives (question de transition de Jaeschke par 
exemple), les mesures objectives ne peuvent a priori pas être biaisées. Cependant, la 
corrélation entre ces mesures et les scores de la QdV étudiés doit être vérifiée [87–
89]. Parmi ces ancres on cite : 
 
 Le « Performance status » 
Le « Performance status » est souvent recueilli par les équipes médicales en tant 
qu’indicateur clinique pour évaluer l’état général des patients, et reflétant sa condition 
physique. Deux échelles peuvent ainsi être utilisées : (1) l’échelle de Karnofsky va de 
0 à 100, avec 100 représente l’état normal et (2) l’échelle de l’Organisation Mondiale 
de la Santé (OMS) qui va de 0 à 4, où 0 étant la valeur « normale ». Ces échelles 
internationales ont l’avantage de quantifier l’état général du patient et d’être 
universellement reconnues [70,90,91]. Cette mesure peut être considérée comme 
ancre, en particulier pour les dimensions liées à l’état physique du patient. 
  Mini mental state examination  
Le mini mental state examination (MMSE) est un test d'évaluation des fonctions 
cognitives est une échelle en 30 points qui est utilisé dans les milieux cliniques et de 
recherche pour mesurer la déficience cognitive [92]. Cette mesure a été utilisée 
comme ancre dans diverses études, en particulier pour les questionnaires évaluant la 
fonction cognitive du patient. 
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 Taux d’hémoglobine 
Le taux d’hémoglobine a également été utilisé comme ancre clinique et est utilisé dans 
certaines études afin de déterminer la DMCI en se basant sur un critère objectif externe 
[68,93].D’autres mesures cliniques peuvent également être utilisées comme ancre 
clinique pour déterminer la DMCI. Dans une étude en cours menées par l’EORTC [94] 
la toxicité selon la grille NCI-CTC AE a également été explorée comme ancre.   
5.2.1.2. Corrélation entre l’ancre et les scores de QdV 
Afin d’utiliser une ancre, qu’elle soit subjective ou objective, la corrélation avec cette 
ancre et les scores de la QdV des dimensions du questionnaire étudié devrait être 
vérifiée. Seules les dimensions retenues pour l’analyses sont celles corrélées avec 
l’ancre avec un coefficient de corrélation ≥ |0.3| en tant qu’une association acceptable 
[95]. Toute dimension qui a une corrélation < |0.3| avec l’ancre choisie devrait être 
exclue de l’analyse de détermination de la DMCI selon cette ancre.  
5.2.2. Méthodes basées sur la distribution  
L'autre méthode principale prise en compte dans la détermination de la DMCI est la 
méthode basée sur la distribution. Cette approche revient à déterminer une certaine 
mesure de la variabilité calculée par les scores obtenus pour chaque dimension du 
questionnaire. Les interprétations basées sur la distribution sont basées sur des 
caractéristiques statistiques de mesure ainsi de l’échantillon analysé [96]. L’avantage 
de cette méthode est sa simplicité de réalisation puisqu’elle ne nécessite pas de 
critères externes et ne repose pas sur des hypothèses particulières. La plupart des 
études faites dans les dernières décennies s’appuient sur cette méthode pour 
déterminer la DMCI et certaines études ont montré que cette approche est robuste 
[97]. Cependant, l’inconvénient de cette méthode est de ne pas différencier les 
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résultats selon le sens clinique du changement, i.e. l’amélioration et la détérioration. 
Or, de nombreuses études ont montré que la DMCI n’était pas similaire entre une 
amélioration et une détérioration [98].   
Des diverses méthodes basées sur la distribution ont été proposées, parmi lesquelles 
on cite : 
a) Ecart-type   
L’écart type est considéré comme une des méthodes de distribution utilisée pour 
déterminer la DMCI. Différentes distributions comme une fraction de 0.2 écart-type 
(« Standard Deviation », SD) [99], 0.3 SD [100] et 0.5 SD sont généralement 
appliquées. La fraction de 0,5 SD a été suggéré dans un certain nombre d'études 
comme la mesure qui reflète le mieux la  DMCI [97].  
b) Erreur standard de mesure   
L’erreur standard de mesure (« Standard Error of Measurement », SEM) est définie 
comme la variation des scores des résultats rapportés par les patients attribués à la 
non-fiabilité de l'instrument. Le SEM est calculé à partir de la formule 
suivante :SD √(1 − α) où α est le coefficient de fiabilité de Cronbach. Ainsi, le SEM est 
considéré comme une caractéristique de mesure et non pas de l'échantillon étudié 
[101]. Pour définir la DMCI, plusieurs valeurs seuils de 1 SEM, 1,96 SEM et 2,77 SEM 
ont été suggérées [101–103].  
c) Taille de l'effet   
La taille de l'effet (« Effect Size », ES) est une mesure du changement obtenu en 
divisant la différence des scores par l'écart-type du score de base (le score considéré 
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comme score de référence entre deux temps de mesure) [69]. En ce qui concerne la 
DMCI, la différence des scores correspondant à la plus petite taille de l'effet est 
considérée comme la DMCI [99,104–106]. Pour l'interprétation des tailles d'effet, 
Cohen a proposé les repères suivants: un ES < 0,2 correspond à un seuil de 
signification négligeable, entre 0,2 et 0,5 ce seuil est considéré comme modéré, et il 
est important s’il est > 0,5 [107].  
d) Changement minimal détectable  
Le changement minimal détectable (« Minimal Detectable Change », MDC) est une 
mesure de variabilité associée au SEM. Cette mesure représente le plus petit 
changement détectable pouvant être considéré au-dessus de l’erreur de mesure avec 
un seuil de confiance donné (généralement fixé à 5%) [69]. Le changement minimal 
détectable est donné par la formule suivante : 
𝑀𝐷𝐶 = 1,96 ∗ √2 ∗ 𝑆𝐸𝑀 
e) Indice de changement fiable  
L'indice de changement fiable (« Reliable Change Index », RCI) est une statistique qui 
évalue l'ampleur du changement nécessaire pour qu'une mesure donnée soit 
considérée comme statistiquement fiable. Il est calculé en divisant le score de 
changement du patient par la racine carrée du SEM [69]. Si le RCI est supérieur à 
1,96, le changement est considéré comme un changement important au seuil de 5% 
[108,109]. Cependant, le calcul du RCI ne constitue pas une DMCI, il est préférable 
qu’il soit utilisé conjointement avec d’autres méthodes afin de déterminer la DMCI 
[108]. 
 
58 
 
 
f) Réponse moyenne standardisée  
La réponse moyenne standardisée (« Standardized Response Mean », SRM) est 
similaire à l’ES, sauf que le changement de score est divisé par l'écart type de ce 
changement [66]. De plus, une interprétation des résultats obtenus par le SRM est 
également similaire à celle proposée pour l’ES [110–112].  
5.2.3. Autres méthodes 
a) Méthode de Delphi  
La technique Delphi est une méthode basée sur l'opinion pour développer un 
consensus formel [113,114] et peut servir comme complément utile pour déduire la 
DMCI suite à l'application des méthodes basées sur la distribution ou sur l’ancre. La 
méthode Delphi consiste à présenter un questionnaire à un certain nombre d’experts 
dans un domaine spécifique dans le but d'obtenir un consensus [115]. Les participants 
reçoivent d'abord un questionnaire et sont priés d'enregistrer leurs points de vue. 
Ensuite, ils révisent ces réponses après avoir vu les réponses des patients, 
généralement en utilisant une échelle de Likert. Ces réponses sont recueillies par les 
organisateurs et redistribuées aux personnes participantes en tant que résumé du 
jugement du groupe, ainsi que des réponses des individus [114]. Malgré une 
divergence substantielle des opinions individuelles au premier tour, une convergence 
des opinions vers un consensus après plusieurs itérations de ce processus en 
plusieurs étapes pourrait être atteinte (processus souvent répété plusieurs fois) [115].  
A titre d’exemple, une étude de Wells et al. a été effectuée sur un groupe de patients 
atteints de polyarthrite rhumatoïde et avait pour objectif de déterminer la DMCI pour 
chacune de ces trois dimensions : limitation d'activité, fatigue et qualité du sommeil. 
Dans un premier temps, une méthode basée sur l’ancre a été appliquée et a donné 
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des premiers résultats. Ensuite, la méthode Delphi a été appliquée pour parvenir à un 
consensus sur les DMCI finales [116]. 
b) Méthode de comparaison sociale  
Cette méthode est basée sur le principe de comparer l’état de santé d’un patient à 
celui d’un autre patient. Les patients sont regroupés deux à deux pour discuter de leur 
situation de santé. Après la discussion, le patient classifie son état de santé par rapport 
au patient avec lequel il a parlé dans une de ces différentes catégories : même, pire 
ou mieux (avec distinction des différents degrés de changement : peu, beaucoup ou 
énormément). Dans ce cas, la DMCI est la différence de scores des patients qui ont 
évalué leur état de santé comme «un peu mieux» ou «un peu pire » par rapport à 
l'autre patient [117] 
 
  
60 
 
 
  
61 
 
 
6. Analyse longitudinale de la qualité de vie 
 
Les données obtenues par une étude longitudinale sont des données collectées à 
plusieurs temps de mesure (mesures multiples ou répétées) pour chaque patient. Les 
études longitudinales sont souvent utilisées dans les essais cliniques et notamment 
en évaluation thérapeutique. L’analyse longitudinale en général et de la QdV en 
particulier nécessite donc des méthodes adéquates afin de bien analyser les données 
et interpréter les résultats. La détermination des dimensions de QdV cibles ainsi que 
la DMCI considérée pour interpréter les résultats est une étape importante à établir 
avant l’analyse longitudinale. Cette étape qui précède l’analyse longitudinale doit être 
bien définie et présentée dans le protocole de l’étude. 
 
6.1. Méthodes d’analyse longitudinale 
Plusieurs méthodes ont été proposées pour analyser les données longitudinales de 
QdV. Les modèles linéaires à effets mixte ainsi que le temps jusqu’à détérioration 
définitif sont les plus couramment utilisées dans ce domaine.  
6.1.1. Modèle linéaire à effets mixtes 
Le modèle linéaire à effets mixtes est une méthode d’analyse longitudinale décrit par 
Laird et Ware (Laird, Ware 1982) et basé sur les scores de QdV. Le modèle peut 
s’écrire de la façon suivante : 
 𝑌𝑖 est le vecteur des scores du patient i; 
 𝛽 est le vecteur d’effets fixes; 
 Zi est une sous matrice de Xi pour les effets aléatoires; 
 𝛾𝑖 est un vecteur d’effets aléatoires; 
62 
 
 
 εi est l’erreur aléatoire;  
Les données de QdV évaluées à différents temps de mesure pour chaque patient ne 
sont pas indépendantes. Par conséquent, l’application de ce modèle tient compte de 
la corrélation existante entre les scores de QdV pour chaque patient, ce qui distingue 
ce modèle des autres modèles classiques de régression ou de l’analyse de variance 
(ANOVA). Les paramètres correspondant aux effets fixes et aléatoires seront estimés 
par maximum de vraisemblance. Ce modèle présente quelques limites, par exemple il 
nécessite la normalité du score, ce qui n’est pas toujours le cas. De plus, 
l’interprétation des résultats doit se faire au sens de la DMCI pour pouvoir évaluer le 
sens clinique des résultats, ce qui n’est pas toujours effectué en pratique [118]. 
6.1.2. Temps jusqu’à détérioration d’un score de QdV 
La méthode du temps jusqu’à détérioration d’un score de QdV est devenue de plus en 
plus utilisée pour analyser les données longitudinales et en particulier dans les essais 
cliniques de phase III [119]. Cette méthode a été proposée pour la première fois par 
Awad et al. et est généralement estimée selon la méthode de Kaplan-Meier [120]. 
Plusieurs définitions ont été proposées [121] et l’une des définitions les plus utilisées 
est l’intervalle de temps depuis la date d’inclusion du patient et l’observation d’une 
première détérioration cliniquement significative du score de QdV par rapport au score 
de QdV à l’inclusion [122]. L’évènement considéré au sein de cette méthode est la 
détérioration. La survenue d’un évènement dépend donc du score à l’inclusion, de la 
DMCI et des données manquantes. La DMCI est généralement fixée à 5 ou 10 points 
sur une échelle allant de 0 à 100 pour les questionnaires de l’EORTC [119,122] et de 
5 ou 7 points pour les questionnaires du groupe FACT [123]. L’avantage de cette 
méthode est de prendre en compte directement la DMCI dans la définition de la 
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détérioration. Ainsi, le sens clinique est assuré. Cependant la DMCI est ici utilisée au 
niveau individuel alors qu’elle est généralement étudiée au niveau du groupe. 
 
6.2. Les données manquantes 
L’un des principaux problèmes liés à l’analyse des données longitudinales est les 
données manquantes [124]. Une proportion de 5% des données manquantes est 
considérée comme ayant un impact négligeable sur les résultats. Quand la proportion 
est de 10 à 20% les résultats sont un peu affectés, et une proportion de 30 à 50% est 
considérée comme importante et peut biaiser les résultats [124]. La proportion assez 
importante des données manquantes pourrait dans certains cas sur estimer ou sous-
estimer le niveau de QdV des patients. Ainsi, une détection d’une différence 
cliniquement significative est difficile suite au nombre réduit d’observations [124]. Afin 
d’éviter tout type de biais résultant des données manquantes, une stratégie appropriée 
d’imputation pour les prendre en compte selon le profil spécifié pourrait être envisagée.  
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7. Response Shift  
 
7.1. Définition 
Généralement, les mesures évaluant la QdV sont basées sur l'hypothèse que le patient 
évalue sa QdV selon les mêmes critères au cours du temps [125]. Ainsi, les scores de 
QdV pour un patient sont supposés être directement comparables entre deux temps 
de mesure [126]. Cependant, les chercheurs s’accordent sur le fait qu’un changement 
de l’état de santé peut être accompagné d’un changement ou reconsidération des 
concepts préalablement définis par le patient [127]. Puisque la QdV est un concept 
dynamique, les réponses du patient peuvent changer et le patient peut ne pas évaluer 
sa QdV selon les mêmes critères au cours du temps.Ce phénomène de changement 
survenu à l’évaluation de la QdV au cours du temps est défini par le terme de 
« Response Shift » [128]. 
Ce terme a été introduit pour la première fois en 1979 par Howard et al. dans le 
domaine psychologique et éducatif [129]. L’objectif était d'évaluer l'efficacité de 
diverses interventions de formation proposées par les psychologues dans les milieux 
académiques et professionnels.  Les données collectées auprès des participants ont 
été recueillies avant (pré-test) et après (post-test) la formation pour les comparer 
ensuite à un groupe contrôle.  
Dans le domaine de la santé, la Response Shift a été utilisée pour la première fois par 
Breetvelt et Van Dam en 1991 [130]. En effet, la définition de la Response Shift ainsi 
proposée était la suivante : « la Response Shift est définie comme le changement dans 
les standards internes du patient ». Cette définition a mis en évidence la nécessité de 
traiter attentivement les données issues des patients, ainsi que de mettre en place une 
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méthode appelée « then-test » qui permet d’évaluer d’une façon beaucoup plus 
précise les changements des mesures de la QdV en cancérologie.  
En 1999, la définition de la Response Shift a été développée et élargie par Sprangers 
et Schwartz [131]. Cette définition n’est alors plus limitée au changement des 
standards internes du patient mais intègre également deux composantes 
supplémentaires. Ainsi, la définition de la Response Shift comporte finalement trois 
composantes dans le domaine de QdV [131]. Ces trois composantes sont les 
suivantes : 
- Recalibration : « change in internal standard » : changement des références 
internes du patient à l’égard desquels il évalue sa QdV.  
- Reprioritization : « change in values » : changement de l’importance relative des 
différents domaines/dimensions que le patient accorde dans l’évaluation de sa 
QdV. 
- Reconceptualization : redéfinition du sens même de la QdV. 
La « recalibration » représente la composante clé par laquelle ce phénomène de 
Response Shift a été découvert et ensuite développé. Le terme recalibration signifie 
bien une reconsidération du score évalué par le patient selon ses références internes. 
Prenons l’exemple d’un patient atteint d’un cancer et on lui demande d’évaluer son 
niveau de douleur. Une évaluation de cette dimension est demandée entre deux temps 
de mesures (T1 et T2). Notons que, au temps T1, ce patient a évalué l’intensité de sa 
douleur à 50 (pré-test) sur une échelle de 0 (pas de douleur) à 100 (douleur maximale). 
Après traitement, au temps T2, le patient a évalué l’intensité de sa douleur à 60 (post-
test). Le patient a évalué à la hausse l’intensité de sa douleur au temps T2 sachant 
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que le traitement est considéré comme bénéfique et efficace pour diminuer l’intensité 
de la douleur.   
Les résultats inattendus liés aux mesures de QdV reviennent au changement des 
références internes du patient au cours du temps. D’où le recours à la mesure 
rétrospective ou then-test au temps T2 qui représente une réévaluation du score 
donné au temps T1. Dans notre exemple, imaginons que l’on demande au patient de 
réévaluer à T2 l’intensité de sa douleur au temps T1. Celui-ci donne une valeur de 70 
sur 100. Cette valeur nous permet de déduire que le patient a bien bénéficié du 
traitement donné et l’intensité de la douleur a baissé entre T1 et T2 suite au traitement 
reçu. De plus, les deux mesures then-test et post-test sont supposées être évaluées 
par le patient avec les mêmes références internes. Deux évaluations différentes 
impliquent donc un changement des références internes, d’où la composante 
recalibration.   
La composante « recalibration » représente donc un changement de l’évaluation du 
patient concernant la dimension elle-même. En revanche, la composante 
« reprioritization » ou « changement de valeurs » correspond au changement 
d’importance d’une dimension par rapport à l’autre. Un changement d’intérêt se traduit 
par une diminution ou une augmentation de l’importance d’un domaine par rapport à 
un autre. Par exemple, considérons deux dimensions de QdV évaluées par le 
questionnaire EORTC QLQ-C30 : le fonctionnement physique et le fonctionnement 
social. Supposons qu’un individu est habituellement très attaché à son apparence 
physique et accorde moins d’importance à sa vie sociale telle que ses liens avec sa 
famille et/ou ses amis. Après le diagnostic d’un cancer chez cet individu et après 
plusieurs consultations et initiation d’un traitement, l’état physique de cet individu se 
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détériore et il deviendra incapable d’être au même niveau de performance physique 
initial. Dans ce cas, le patient peut accorder plus d’importance à sa famille et à ses 
amis. Ainsi, les relations sociales gagnent de l’importance au regard de sa QdV.  
La troisième et la dernière composante de l’effet Response Shift est la 
« reconceptualization ». Cette composante est beaucoup plus conceptuelle, abstraite 
et difficile à appréhender. Elle correspond à la redéfinition du sens même de la QdV, 
i.e. que la définition des certains concepts de QdV change chez le patient. A titre 
d’exemple, un patient athée peut se tourner vers une religion après le diagnostic et 
après la détérioration de sa QdV. 
En outre, le premier modèle théorique permettant de déterminer comment l’effet 
Response Shift peut affecter l’évaluation de la QdV a été proposé par Sprangers et 
Schwartz en 1999 [131]. Sprangers et Schwartz ont distingué entre plusieurs facteurs 
principaux cités ci-dessous :   
Le « catalyseur » représente tout ce qui peut influencer d’une façon directe la QdV de 
la personne suite à un événement lié ou pas lié au traitement. 
Ensuite, il y a les « antécédents » qui sont des variables englobant tout ce qui fait 
partie des caractéristiques individuelles et environnementales de l'individu. Par 
exemple, les caractéristiques sociodémographiques, la personnalité et les 
expectations de l’individu qui affectent directement ou par interaction avec le 
catalyseur la QdV de l’individu. 
Les « mécanismes » se réfèrent aux processus comportementaux, cognitifs et au 
processus affectifs pour s’accommoder au catalyseur. Par exemple, chercher un 
soutien social, réorganiser les objectifs et s'engager dans la pratique spirituelle. 
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L’ensemble de ce qui précède introduit à la définition de l’effet Response Shift. Enfin, 
la QdV perçue est la variable résultante après toute affectation produite par le 
catalyseur, les antécédents ou bien les mécanismes. La QdV perçue est définie 
comme une construction multidimensionnelle incorporant au moins trois dimensions : 
fonctionnement physiques, psychologiques et sociaux.  
 
7.2. Détection de l’effet Response Shift 
Afin de détecter l’occurrence de l’effet Response Shift, un certain nombre de méthodes 
ont été proposées dans le domaine de la santé. Ces méthodes peuvent être classées 
en deux groupes [132]:  
- Les méthodes basées sur le plan de l’étude : ces approches reposent sur le fait 
de prévoir la mesure de l’effet Response Shift dans le design de l’étude. Cela 
se fait en général par passation d’un questionnaire supplémentaire lorsque la 
Response Shift est prévue comme l'un des principaux résultats d'intérêt.  
- Les méthodes statistiques : ces méthodes sont basées sur l'utilisation des outils 
statistiques. Par conséquent, on pourra les appliquer sans fixer aucune 
contrainte sur le design de l’étude. 
7.2.1. Les méthodes basées sur le design de l’étude 
a) Méthode « then-test » 
La méthode dite « then-test » initiée par Howard et al. [133] dans le domaine éducatif 
reste en principe parmi les méthodes appliquées jusqu’à nos jours. La première étude 
qui avait pour objectif de vérifier la faisabilité et l’application de cette méthode a été 
faite par Sprangers en 1996 [125]. La méthode de then-test a pour objectif principal de 
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comparer les évaluations de la QdV entre deux temps de mesure afin de détecter les 
modifications des mesures issues de changements des références internes du patient. 
Cette méthode vise donc à caractériser la composante « recalibration » de l’effet 
Response Shift. La recalibration intervient souvent quand on compare l’évaluation de 
la QdV, par exemple pour le fonctionnement physique, entre deux temps de mesure 
(i.e. au moment du diagnostic (T1) et ensuite après traitement donné (T2)). On 
demande au patient une évaluation à chaque temps de mesure, donc une évaluation 
par le score pre-test au temps T1 et puis un score post-test donné au temps T2. La 
comparaison d’évaluation du fonctionnement physique faite par le patient ne pourrait 
pas être pertinente et ne conduit à des résultats significatifs puisque l’évaluation n’est 
pas faite avec les mêmes références internes du patient. Une réévaluation 
rétrospective est donc demandée au temps T2 et le then-test est considéré comme 
une réévaluation du score pre-test donné au temps T1 (Figure 3). Par conséquent, la 
composante recalibration de l’effet Response Shift serait détectée par la différence de 
moyennes entre les score pré-test et then-test. De plus, la différence entre le post-test 
et le then-test est utilisée comme le changement ajusté en tenant compte de la 
composante recalibration [132].  
La méthode then-test est facile à implémenter dans le plan de l’étude puisqu’elle ne 
nécessite pas une mesure ou questionnaire différent. Afin d’appliquer cette méthode 
le même questionnaire est utilisé sauf qu’il faut bien préciser au patient que les 
questions concernent son niveau de QdV à une date antérieure (date correspondant 
à la première évaluation (pré-test) de QdV). Néanmoins, cette méthode présente 
également certaines limites [135]. Elle est facile à appliquer mais peut être impactée 
par la période séparant les deux évaluations de la QdV. Les deux évaluations T1 et T2 
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ne doivent être ni trop proches ni très éloignées afin de bien détecter l’effet du 
traitement après un moment donné et d’éviter le plus possible le biais de mémoire qui 
pourrait survenir suite à une longue durée. De plus, le concept de l’évaluation de la 
QdV avec les mêmes références et perceptions du patient sur lequel la méthode then-
test est développée a été critiqué dans l’étude de Nolte et al.[136]. Dans cette étude le 
changement des scores dérivé de l’application de then-test / post-test est trouvé moins 
robuste que la méthode traditionnelle de pré-test / post-test avec une petite indication 
de l’effet Response Shift [136].  
Des recommandations ont été également proposées par Schwartz et Sprangers pour 
améliorer et rendre cette méthode plus efficace. Parmi ces recommandations, il a été 
proposé de comparer les résultats des patients analysés à un groupe contrôle qui ne 
serait pas susceptible de présenter un effet Response Shift. De plus, le questionnaire 
de QdV doit être bien adapté avec les questions posées d’une façon rétrospectives 
afin d’évaluer le niveau de QdV antérieur [137]. 
  
Figure 3 : Détection de l’effet Response Shift par la méthode « then test » 
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b) Ideal Scale Approach 
La méthode dite « Ideal Scale Approach» correspond à une échelle sur laquelle le 
patient est demandé d’évaluer à la fois son niveau de QdV actuel ainsi que son niveau 
de QdV idéal [138]. Cette approche a été utilisée pour détecter les changements des 
références internes chez les patients [139]. Bien que cette échelle vise à détecter la 
composante recalibration, elle pourrait également permettre de détecter les deux 
autres composantes. Par exemple, il peut être demandé au patient d'indiquer 
l'importance relative à chaque domaine de QdV actuellement et idéalement. Le 
changement dans le classement et l’ordre des domaines idéals d’un temps de mesure 
à l’autre représente bien un changement des valeurs et ainsi la composante de 
changement de valeurs est prise en compte. De l’autre côté, les patients pourraient 
être invités à définir leur QdV idéale. Le changement au cours du temps de cette 
définition pourrait permettre de caractériser la reconceptualisation. 
La question est posée de la façon suivante : 
Considérez-vous que votre état de santé :  
- Est resté globalement inchangé  
- S’est Détérioré : énormément, beaucoup, un peu  
- S’est amélioré : un peu, beaucoup, énormément  
Considérez-vous que votre QdV :  
- Est restée globalement inchangée  
- S’est Détériorée : énormément, beaucoup, un peu  
- S’est améliorée : un peu, beaucoup, énormément  
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c) Patient Generated Index  et  Schedule for the Evaluation of 
Individual Quality of Life 
Les composantes changement de valeurs et reconceptualisation peuvent être 
détectées en utilisant chacun de deux instruments de mesure de la QdV: le Patient 
Generated Index  (PGI) ou  le Schedule for the Evaluation of Individual Quality of Life 
(SEIQoL) [140,141]. Le principe de ces questionnaires est de demander au patient de 
sélectionner et évaluer de façon individuelle les différents domaines de QdV. Le patient 
est donc demandé de choisir les cinq domaines considérés comme les plus importants 
ainsi une évaluation du niveau de QdV pour chacun de ces domaines est renseignée. 
Au cours du temps, un changement dans l’importance d’un domaine par rapport à 
l’autre reflète la composante de changement des valeurs de l’effet Response Shift. De 
plus, la préférence d’un domaine par rapport à un autre suite à des reconsidérations 
relatives à des raisons personnelles, spirituelles ou sociale reflète bien la 
reconceptualisation. 
d) Successive comparison approach 
Cette méthode d’évaluation est proche en principe de l’évaluation individuelle de la 
QdV. L’approche de comparaisons successives consiste à présenter au patient les 
dimensions ou les domaines de QdV dans toutes les paires possibles et de lui 
demander ensuite de juger quel domaine de la paire est le plus important de son point 
de vue. En utilisant cette technique, le changement de valeurs et la reconceptualisation 
de l’effet Response Shift pourraient être mis en évidence. Deux exemples ont été mis 
en évidence afin d’appliquer cette méthode, le « paired comparison » décrit par 
Edwards (1957) [142] ainsi le « card sort approach » présenté par Schwartz (1996) 
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[143]. Plusieurs évaluations sont considérées afin de comparer les différentes paires 
des dimensions de QdV au cours du temps. 
e) Evaluation qualitative 
Une approche qualitative est également proposée pour caractériser l’effet Response 
Shift. Cette approche est sous forme d’entretien fait avec l’individu. Plusieurs questions 
sont posées en ce qui concerne les objectifs à réaliser ainsi que les choses à éviter 
dans la vie de l’individu. Un changement de l'objectif précisé par le patient lui-même 
d’un entretien à l’autre représente un indice de reconceptualisation. Par exemple, si le 
patient à une mauvaise relation ou relation interrompue avec sa famille, après un 
diagnostic du cancer, cette relation n’est plus ni définie ni considérée de la même façon 
qu’avant le diagnostic. Le patient revient donc à s’approcher progressivement de sa 
famille afin de maintenir une bonne relation pendant le temps restant de sa vie. Ainsi, 
un changement de classement et de priorité de ces objectifs et de leurs valeurs pourrait 
être un indice de changement des valeurs [144]. 
7.2.2. Les méthodes statistiques 
De nombreuses méthodes statistiques ont également été proposées afin de détecter 
les différentes composantes de l’effet Response Shift. Les principales méthodes sont 
présentées par la suite. 
a) Analyses factorielles 
Les approches statistiques dont l’analyse factorielle fait partie, ne nécessitent aucune 
mesure supplémentaire, contrairement à la majorité des autres méthodes citées ci-
dessus. Cependant, les analyses des covariances proposées nécessitent des tailles 
d'échantillons assez importantes afin de s’assurer la faisabilité de cette méthode en 
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particulier et les méthodes statistiques en générale. L’analyse factorielle permet de 
caractériser la composante reconceptualisation de l’effet Response Shift [145]. 
b) Modèles à équations structurelles  
Les modèles à équations structurelles (« Structural Equation Modeling ») sont 
également utilisés pour détecter l’occurrence de l’effet Response Shift en distinguant 
deux sous-méthodes : la technique de Schmitt et la procédure de Oort.  
i) La technique de Schmitt 
La technique de Schmitt est une méthode conçue pour détecter l’effet Response Shift 
[146]. Cette technique de covariance a été utilisée pour identifier à la fois les deux 
composantes reconceptualisation et recalibration de l’effet Response Shift au cours 
du temps [145–148]. Elle consiste en deux étapes : tout d’abord la composante 
reconceptualisation est détectée puis la composante recalibration [149]. 
ii) La procédure de Oort  
La procédure de Oort proposée en 2005 est la deuxième méthode basée sur les 
modèles à équations structurelles et après celle proposée par Schmitt. Cette méthode 
permet de détecter les différentes composantes de l’effet Response Shift [150].  
En utilisant la méthode de Oort, la composante recalibration de l’effet Response Shift 
est considérée sous forme de deux composantes détectées chacune à part :  
- La recalibration uniforme, correspondant au changement d’intercept. Ce dernier 
signifie la facilité d’avoir un score élevé pour la dimension concernée. 
- La recalibration non uniforme, définie comme la différence au niveau de la 
variance des erreurs au cours du temps. 
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Plusieurs étapes sont considérées afin de conclure un modèle final basé sur les 
covariances observées. La première étape consiste à réaliser un premier modèle qui 
est le plus adéquat par rapport aux moyennes et covariances observées. Ensuite, un 
test global est appliqué afin de détecter l’occurrence de l’effet Response Shift (étape 
2). Dans l’étape 3 et selon Nolte et al., on détecte séquentiellement et par ordre les 
différentes composantes de l’effet Response Shift [136]. On commence d’abord par 
détecter la présence de la recalibration non uniforme puis la recalibration uniforme, le 
changement de valeurs et enfin la reconceptualisation de la QdV. La procédure 
s’arrête lorsque le nouveau modèle ne diffère pas significativement du modèle établi à 
l’étape 2. 
Contrairement à la procédure de Schmitt, la procédure d’Oort permet de détecter la 
recalibration uniforme et non uniforme en plus des deux autres composantes 
(changement de valeurs et reconceptualisation) de l’effet Response Shift [151]. 
c) Analyse discriminante et régression logistique 
Les deux méthodes de l’analyse discriminante et la régression logistique ont été 
proposées pour détecter la composante « changement de valeurs » de l’effet 
Response Shift [152,153]. L’analyse discriminante ou la régression logistique est 
utilisée en se basant sur les différences de scores des dimensions de QdV au cours 
du temps. L’analyse discriminante sert à tester le changement de poids des différentes 
associations entre les domaines de QdV par rapport à chaque groupe (un groupe de 
patients en état avancé du cancer versus des malades atteints d’un cancer primitif). 
Tandis que, la régression logistique teste le changement du rang des domaines 
étudiés. Le changement de valeurs est donc détecté dans un groupe par rapport à 
l’autre.  
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d) Modèles issus de la Théorie de Réponse à l’Item 
À ce jour, les modèles issus de la théorie de réponse à l’item (IRT) commencent 
également à être utiliser pour détecter l’effet Response Shift. Une étude faite par Anota 
et al. consiste à appliquer un model IRT défini par LLRA [154]. Cette méthode 
permettait de caractériser la composante recalibration de l’effet Response Shift. Le 
LLRA peut s'adapter aux réponses polytomiques (plusieurs items) et a été développé 
pour mesurer le changement détecté entre plusieurs temps de mesure [155]. Une autre 
méthode basée sur les modèles IRT « Response Shift ALgorithm in Item response 
theory, (ROSALI) » a été récemment proposée par Guilleux et al. [156]. ROSALI est 
une nouvelle méthode spécifiquement conçue pour détecter les deux composantes : 
la recalibration uniforme et non-uniforme ainsi que le changement des valeurs de l’effet 
Response Shift [156]. Cette méthode est basée sur des modèles IRT unidimensionnels 
ce qui ne permet pas de détecter la composante reconceptualisation de l’effet 
Response Shift qui nécessite une modélisation multidimensionnelle. 
 
7.3. Impact de l’occurrence de l’effet Response Shift  
L’effet Response Shift représente un enjeu complexe et un phénomène qui nécessite 
d’être pris en compte et notamment dans l’analyse longitudinale des données de QdV 
ainsi qu’au moment de la détermination de la DMCI. L’effet Response Shift pourrait 
affecter les résultats obtenus et ainsi une interprétation incorrecte qui ne représente 
pas l’état étudié est donc retenue. A titre d’exemple, un traitement considéré comme 
bénéfique face à une telle maladie, après l’évaluation de la QdV du patient d’un temps 
de mesure à l’autre, les résultats peuvent indiquer qu’aucun bénéfice n’est apporté. 
Ainsi, une sur ou sous-estimation de ce bénéfice suite à des évaluations biaisées par 
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l’occurrence de l’effet Response Shift pourrait être également produite. Par 
conséquent, des conclusions qui sont donc loin de la réalité et des décisions prises à 
tort sans tenir compte de cet effet. Ainsi, l’impact de l’effet Response Shift sur l’analyse 
longitudinale de la QdV a déjà été étudié [157]. 
L’effet Response Shift est également susceptible de biaiser les résultats de la DMCI. 
A ce jour et à notre connaissance, une seule étude a étudiée l’impact de l’effet 
Response Shift sur la DMCI [158]. A ce sujet, une comparaison de la DMCI a été 
présentée pour les quatre dimensions suivantes : QdV globale, fonctionnement 
physique, fatigue et douleur du questionnaire EORTC QLQ-C30. La DMCI a été 
calculé pour chaque dimension et en particulier pour les trois catégories de la question 
d’ancre (amélioration, pas de changement et détérioration). Par conséquent, l’effet 
Response Shift détecté a bien influencé les résultats de la DMCI et notamment en cas 
de détérioration. Par contre, la Response Shift pour les patients qui ont indiqué une 
amélioration de leur QdV n’avait pas un effet remarquable [158]. 
Des nombreuses études sont nécessaires en ce sens, et notamment quand la DMCI 
est calculée au cours du temps. Malgré le nombre croissant des études qui étudient la 
DMCI, aucune étude ne s’est intéressée à l’impact de l’occurrence de l’effet Response 
Shift sur la DMCI au cours du temps (en considérant plus de deux temps de mesure) 
à notre connaissance.  
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III. OBJECTIFS 
 
La QdV devient de plus en plus un enjeu très important et essentiel dans le domaine 
de la santé et notamment dans les essais cliniques en cancérologie. La considération 
de la QdV comme second critère de jugement principal par l’ASCO et la FDA en 
l’absence d’effet sur la survie globale met en évidence cette importance et motive les 
chercheurs à investir dans ce domaine. De plus, plusieurs recommandations ont été 
proposées afin de considérer la QdV comme le critère principal ou co-principal dans 
les essais cliniques en cancérologie [4,58]. 
L’analyse longitudinale des données de QdV doit donc être réalisée selon une 
méthodologie rigoureuse. Plusieurs méthodes ont été proposées, dont la méthode du 
temps jusqu’à détérioration qui devient de plus en plus utilisée. Cette méthode tient 
compte de la DMCI pour qualifier la détérioration. La DMCI joue donc un rôle important 
dans l’analyse longitudinale. Elle a également un rôle clé dans la détermination du 
nombre de sujets nécessaire pour un essai clinique où la QdV est considérée comme 
le critère de jugement principal ou co-principal. A ce jour, aucun consensus n’a été 
déclaré sur la meilleure façon ni sur une méthode standard pour déterminer la DMCI. 
Néanmoins, les méthodes basées sur l’ancre et sur la distribution reste les plus 
couramment utilisées. L’avantage des méthodes basées sur l’ancre, qui requiert un 
critère externe, et de pouvoir différencier les résultats selon le sens du changement, 
i.e., la détérioration et l’amélioration.  
Un challenge méthodologique pour l’analyse longitudinale de QdV ainsi que pour la 
détermination de la DMCI est l’occurrence de l’effet « Response Shift » [159]. 
L’occurrence de l’effet Response Shift est une problématique considérée comme un 
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biais qui est susceptible d’influencer l’interprétation des résultats et de conclure à tort 
sur l’effet du traitement sur la QdV du patient. Malgré les conséquences de l’effet 
« Response Shift » sur l’interprétation des résultats, une seule étude à notre 
connaissance a déterminé la DMCI en tenant compte de cet effet [158]. 
Ainsi, les objectifs de ce travail de thèse sont les suivants : 
1) Réaliser une revue de la littérature concernant la détermination de la différence 
minimale cliniquement importante (DMCI) selon les méthodes les plus 
couramment utilisées : les méthodes basées sur l’ancre et celles basée sur la 
distribution. 
2) Déterminer la DMCI par les méthodes basées sur l’ancre et la distribution afin 
de comparer les résultats obtenus par les différentes méthodes et de les 
comparer également aux résultats obtenus par les études antérieures. 
3) Etudier l’impact de l’occurrence de l’effet Response Shift sur la détermination 
de la DMCI au cours du temps. 
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IV. TRAVAUX REALISES 
 
L’évaluation de la QdV dans les essais cliniques et notamment dans les phases I en 
cancérologie nécessite beaucoup plus de recherche sur le rôle et l’importance d’en 
tenir compte dans les décisions médicales. Une revue de littérature est faite sur ce 
sujet et consiste sur les phases I évaluant la QdV en cancérologie. L’article n°1 
présente ce travail qui a été soumis à « BMC cancer ».   
Comme présenté précédemment la DMCI représente un aspect un peu particulier au 
niveau de la recherche de la QdV. Assurer la méthode la plus appropriée pour 
déterminer la DMCI n’est pas plus simple que de choisir et appliquer la question 
d’ancre convenable afin d’avoir des résultats qui reflètent bien le ressenti du patient 
vis-à-vis de son état de santé. Ainsi, ce dernier n’est pas plus simple que la décision 
qui doit être prise avant de calculer la DMCI, si on tient compte de l’effet RS ou pas et 
quelle méthode doit être appliquée. 
En ce sens, une revue de littérature a été faite afin de réviser les travaux publiés durant 
les deux dernières décennies (entre 01 Janvier 2000 et 31 Décembre 2017) consistant 
sur les différentes approches utilisées pour calculer la DMCI en utilisant les 
questionnaires de QdV des patients atteints de cancer.  
Le travail qui suit cette revue représente l’article n°3 qui présente la détermination de 
la DMCI selon la méthode de distribution ainsi que la méthode d’ancrage. Les données 
d'un essai clinique randomisé de phase II pour des patients atteints de glioblastome 
non résécable ont été utilisées (67 patients par bras de traitement). Les patients ont 
été randomisés pour recevoir le bevacizumab et l'irinotécan comme traitement 
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néoadjuvant et adjuvant associé au témozolomide ou seulement le témozolomide 
comme traitement néoadjuvant et adjuvant. 
Ensuite, les résultats de la détermination de l’effet Response Shift ainsi que la DMCI 
avec et sans tenir compte de l’effet Response Shift ont été présentés dans le quatrième 
article. Les données d'une cohorte prospective et multicentrique ont été utilisées. Trois 
cent quatre-vingts femmes hospitalisées pour un diagnostic ou un traitement du cancer 
primaire de sein ou pour une suspicion du cancer de sein ont été inclues dans l’étude.  
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1. Articles 
 
1.1. La QdV en tant que critère d'évaluation dans les essais 
cliniques de phase I en cancérologie : Revue de la littérature 
 
Introduction  
L’objectif principal des essais de phase I est d’identifier la dose recommandée pour 
une utilisation ultérieure. La qualité de vie relative à la santé (QdV) pourrait être un co-
critère de jugement avec l'échelle habituelle ‘National Cancer Institute Common 
Terminology Criteria for Adverse Events (NCI-CTCAE)’ de l'Institut national du cancer 
afin de détecter les événements indésirables et de définir les doses. L'objectif de cette 
étude est de réviser les phases I en oncologie qui évaluent la Qdv et de savoir si elle 
est utilisée comme critère de jugement ou pas. 
Méthodes 
Une recherche via PubMed a identifié les essais de phase I en oncologie avec la QdV 
comme critère de jugement, publiés entre Janvier 2012 et Mai 2016. Les phases I 
hématologiques et pédiatriques ont été exclues. 
Résultats 
Mille trois cent trente-trois phases I ont été identifiées et 15 essais ont considéré la 
QdV comme critère de jugement (1,1%). Le questionnaire EORTC QLQ-C30 était 
l'instrument le plus fréquemment utilisé dans 5 études (33,3%). Les dimensions ciblées 
et la DMCI ont été pré-spécifiées dans 1 étude (6,7%) et 2 études (13,3%), 
respectivement. Douze études (80%) ont décrit l'approche statistique pour analyser 
les données de la QdV. Les différentes méthodes/analyses statistiques étaient : pour 
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8 d’entre elles le changement moyen par rapport à l’inclusion (60%), pour 2 le score 
moyen à un temps de mesure (13,3%), pour 1 le modèle linéaire mixte pour mesures 
répétées (6,7%), pour 1 le temps jusqu’à détérioration du score de QdV (6,7%) et pour 
1 pourcentage des symptômes déclarés par le patient (6,7%). Aucune des études n'a 
pas utilisé la QdV pour identifier les doses. 
Conclusion 
Peu d'études de phase I ont utilisé la QdV comme critère de jugement. Et parmi ces 
études la méthodologie de mesure de la QdV et l'analyse statistique étaient 
hétérogènes et aucune étude n'a pas identifié la dose selon les résultats de la QdV. 
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1.2. Détermination de la DMCI en utilisant les méthodes basées sur 
la distribution et sur l’ancre : Revue de la littérature 
 
Introduction  
L'interprétation des différences ou des changements dans les scores de QdV ne doit 
pas seulement prendre en compte la signification statistique, mais aussi la signification 
clinique. Une détermination précise de la DMCI est cruciale pour évaluer l'efficacité 
des interventions de soins de santé, ainsi que pour le calcul de la taille de l'échantillon. 
Peu de recommandations ont été faites sur la meilleure façon de déterminer la DMCI, 
et des limitations importantes peuvent être signalées dans certaines études. Notre 
objectif était de réviser les méthodes statistiques utilisées pour déterminer la DMCI en 
utilisant des questionnaires de QdV des patients atteints de cancer, en se concentrant 
sur les approches basées sur la distribution et l'ancrage. 
Méthodes 
Les articles identifiés ont été sélectionné via PubMed. Deux examinateurs ont 
indépendamment procédé à une première sélection par titres et résumés pour exclure 
les articles non pertinents. Toutes les informations ont été extraites des articles 
éligibles en utilisant une fiche prédéfinie de recueil des données. Les discordances ont 
été résolues par la discussion et la participation d'un troisième examinateur.  
Résultats 
Soixante-trois articles ont été identifiés via PubMed, 17 articles ont été exclus après la 
lecture du résumé ou du document complet et 46 ont finalement été retenus pour 
l'analyse. Des approches fondées sur la distribution et l'ancrage ont été utilisées pour 
évaluer le DMCI dans 37 études (80,4%). Différents temps de mesure ont été utilisés 
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pour appliquer la méthode de distribution et la distribution la plus rapportée était 
0.5*écart type à l’inclusion. Un changement dans une échelle externe PRO (N = 13, 
30,2%) et le statut de performance (N = 15, 34,9%) étaient les ancres les plus souvent 
utilisées. La stabilité du DMCI au cours du temps a été rarement étudiée et seulement 
28,2% des études ont utilisé au moins 3 temps de mesure. La taille de l'échantillon 
utilisé pourrait être insuffisante avec 41,9% des études qui utilisent moins de 20 
patients par catégorie de l'ancre. 
 
Conclusion  
Des efforts sont toujours nécessaires pour améliorer la qualité de la méthodologie 
utilisée pour la détermination de la DMCI dans les questionnaires de la QdV utilisés 
en oncologie. En particulier, la taille de l'échantillon utilisé dans l'analyse devrait être 
bien considérée pour produire des résultats fiables et robustes. Cela pourrait 
augmenter l'utilisation de ces seuils dans les études ultérieurs. 
103 
 
 
104 
 
 
105 
 
 
106 
 
 
107 
 
 
108 
 
 
109 
 
 
110 
 
 
111 
 
 
112 
 
 
113 
 
 
114 
 
 
 
 
115 
 
 
1.3. Détermination de la DMCI pour les questionnaires EORTC QLQ-
C30 et QLQ-BN20 en utilisant les méthodes basées sur la distribution et sur 
l’ancre pour des patients atteints des glioblastomes non résécables 
 
Introduction  
La détermination de la DMCI représente un vrai challenge aux chercheurs au cours 
des dernières décennies. Plusieurs méthodes ont été proposées, généralement 
classées en méthodes basées sur l’ancre et d’autres basées sur la distribution. Utiliser 
conjointement ces deux méthodes en appliquant plusieurs distributions et ancres, 
devrait être recommandée afin de pouvoir comparer et étudier la cohérence et la 
fiabilité des résultats. Notre objectif était de calculer et comparer la DMCI obtenue par 
sept approches basées sur l’ancre et la distribution pour les questionnaires EORTC 
QLQ-C30 et QLQ-BN20 en utilisant une petite taille d'échantillon.  
Méthodes 
Les données d'un essai clinique de phase II randomisé chez des patients atteints de 
glioblastome non résécables ont été utilisées. Les patients ont rempli le questionnaire 
EORTC QLQ-C30 et le module QLQ-BN20 sur le cancer du cerveau au départ et 
pendant le traitement. Trois ancres ont été utilisées : la cote de changement de patient 
(PRC), la variation globale de QVLS (GHC) en utilisant l'article 30 de la QLQ-C30 et 
l'état de performance de Karnofsky (PS). Quatre approches basées sur la distribution 
ont été appliquées au départ : 0,2 écart-type (SD), 0,3 écart-type, 0,5 écart-type et 
l'erreur type de mesure (erreur-type). La corrélation entre les scores HRQOL et les 
ancres a été vérifiée. 
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Résultats 
Parmi les 134 patients impliqués dans cette étude, 102 patients (76%) avaient au 
moins un score QVRS disponible au départ et ont été inclus dans l'analyse basée sur 
la distribution. En ce qui concerne l'ancre, la dimension de fonctionnement du rôle du 
questionnaire QLQ-C30 a été corrélée avec les ancres PS et GHC (r> 0,30). La DMCI 
calculée pour cette dimension était de 5 points pour détérioration et de 2 points pour 
amélioration. Pour les distributions, les DMCI minimale et maximale étaient 
respectivement (4-18) et (2-16) pour les questionnaires QLQ-C30 et QLQ-BN20. 
Conclusion  
Dans cette étude, divers ancres ont été explorées afin d'estimer la DMCI (utilisation 
des ancre subjectives et cliniques). D'autre part, la taille de l'échantillon est un 
challenge vu le nombre assez petit de patients analysés en cas de l’application des 
méthodes basées sur l’ancre. Ces résultats seront comparés à d'autres résultats 
publiés sur le cancer du cerveau en utilisant le questionnaire EORTC QLQ-BN20.  
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1.4. Impact de l'occurrence de l'effet RS sur la détermination de la 
DMCI au cours du temps 
 
Introduction  
L'occurrence potentielle de l’effet RS représente toujours un challenge dans l'analyse 
longitudinale de la QdV. Bien que l'impact de l'effet RS sur l'analyse longitudinale de 
QdV ait été déjà étudié, peu d'études ont étudié son impact sur la détermination de la 
DMCI. Cette étude a pour objectif d’étudier l'impact de l'effet RS sur la détermination 
de la DMCI au cours du temps pour chaque dimension des questionnaires EORTC 
QLQ-C30 et QLQ-BR23 pour des patientes atteintes de cancer du sein. 
Méthodes 
Les patientes atteintes d'un cancer du sein ont rempli les questionnaires EORTC QLQ-
C30 et EORTC QLQ-BR23 à l’inclusion (temps du diagnostic; T0), trois mois (T1) et 
six mois après l’inclusion (T2). Quatre hôpitaux et centres de soins ont participé à cette 
étude : centres de cancérologie de Dijon et de Nancy, hôpitaux universitaires de Reims 
et de Strasbourg. Au temps T1 et T2, les patientes ont été invitées à évaluer leur 
changement de QdV au cours des 3 derniers mois en utilisant la question de transition 
Jaeschke. Elles étaient également invitées à évaluer rétrospectivement leur niveau de 
QdV avant les trois derniers mois. L’occurrence de l'effet RS a été étudiée par la 
méthode de then-test et son impact sur la détermination de le DMCI par la méthode 
basée sur l'ancre. 
Résultats 
Entre Février 2006 et Février 2008, 381 patientes ont été inclues avec âge moyen de 
58 ans (écart type = 11). Pour les patientes qui ont signalé une détérioration de leur 
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niveau de QdV à chaque suivi, une augmentation de l'effet RS a été détecté entre T1 
et T2 pour 13/15 dimensions du questionnaire QLQ-C30, et 4/7 dimensions du 
questionnaire QLQ-BR23. En revanche, une diminution de l'effet RS a été observée 
dans 8/15 dimensions du questionnaire QLQ-C30 et 5/7 dimensions du questionnaire 
QLQ-BR23 en cas d'amélioration. Au temps T2, la DMCI est devenue ≥ 5 points (fixé 
comme seuil) en tenant compte de l'effet RS dans 10/15 dimensions du questionnaire 
QLQ-C30 et 5/7 dimensions du questionnaire QLQ-BR23. 
Conclusion  
Cette étude a montré que l'effet RS augmente au cours du temps en cas de 
détérioration de la QdV et de diminue en cas d'amélioration. De plus, la DMCI obtenue 
était significative en tenant compte de l’effet RS. 
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2. Package « MRQoL » 
 
« MRQoL » est un package R qui a été créé pour déterminer la DMCI par la méthode 
basée sur l’ancre et la Response Shift effectpar la méthode Then-Test. 
Ce package MRQoL est composé de trois fonctions : 
La fonction « RS » permet d’estimer l’effet RS donnée par la formule Pre-test - Then-
test, appliquée pour chaque dimension de QdV en utilisant la méthode Then-test. Le 
nombre de patients analysés, l'intervalle de confiance, la p-valeur du test de Wilcoxon 
et l’effect size pour chaque catégorie sont ainsi reportés. 
La fonction « MCID » permet de calculer la différence minimale cliniquement 
importante (DMCI) en tenant compte ou pas de l’effet RS pour les 5 catégories de 
l’ancre utilisée. La question de transition de Jaeschke doit être formulée en 5 
catégories de la façon suivante : beaucoup détériorée, un peu détériorée, pas de 
changement, un peu améliorée, beaucoup améliorée. Lorsque l’on ne tient pas compte 
de l’effet RS, la MCID correspond à la différence moyenne entre le Post-test et le Pre-
test.  Lorsque l’effet RS est pris en compte, la MCID correspond à la différence 
moyenne entre le Post-test et le Then-test. Cette MCID est alors dite ajustée sur l’effet 
RS.  
La fonction « stat_MCID » permet de calculer le nombre de patients analysés (sans 
données manquantes), l'écart-type et l'intervalle de confiance relative à la MCID pour 
chaque catégorie. 
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V. DISCUSSION 
 
Au cours des dernières décennies, l’intérêt de la QdV et la place qu’elle occupe dans 
les essais cliniques en cancérologie ont progressivement augmenté. Néanmoins, 
l’analyse longitudinale de la QdV et la détermination de la DMCI nécessaire à 
l’interprétation des résultats restent complexes. Ainsi, des méthodologies bien 
adaptées sont indispensables afin de tenir compte de ces problèmes et d’améliorer 
l’interprétation des résultats. Dans ce contexte, la détermination de la DMCI ainsi que 
la détection de l’effet Response Shift ont été les deux objectifs principaux de ce travail. 
 
1. Détermination de la DMCI par la méthode basée sur l’ancre 
 
Un des objectifs de ce travail était de déterminer la DMCI en utilisant les méthodes 
basées sur l’ancre et sur la distribution selon différentes ancres subjectives et clinques 
pour les questionnaires QLQ-C30 et QLQ-BN20 de l’EORTC (Chapitre IV. Article 1.3.). 
En ce qui concerne la DMCI calculée par la méthode basée sur l’ancre, trois ancres 
ont été utilisées : la question de transition de Jaesckhe, la performance status et la 
qualité de vie globale (item 30 du questionnaire QLQ-C30). La limite principale de cette 
étude était le nombre assez petit de patients dans chaque catégorie d’ancre et 
notamment dans le cas de la question de transition de Jaeskhe (seulement 5 patients 
dans la catégorie amélioration). Néanmoins, des valeurs proches de la DMCI calculée 
ont été trouvées par Wong et al. en utilisant l’ancre de qualité de vie globale en cas 
d’amélioration pour les dimensions du questionnaires QLQ-BN20 [74].  
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Une revue de littérature sur la détermination de la DMCI en utilisant les méthodes les 
plus couramment utilisées a été effectuée dans le cadre de ce travail de thèse. Dans 
cette revue qui a révisé les études publiées pendant les deux dernières décennies, la 
majorité des études ont utilisé a minima la méthode basée sur l’ancre pour déterminer 
la DMCI. Afin d’appliquer cette méthode, plusieurs critères doivent être clairement 
défini et reportés. Les différents points que nous avons mis en évidence avec cette 
revue sont les suivants : 
- La nature de la question d’ancre (subjective, i.e. évaluée par le patient lui-même 
ou objective, i.e. évaluée par le clinicien). 
- La définition du seuil corrélation entre l’ancre et les scores de QdV du 
questionnaire étudié et vérification de la corrélation. 
- Le nombre minimal de patients à inclure dans chaque catégorie de l’ancre 
utilisée. Un calcul de nombre de sujets nécessaire ou de puissance a posteriori 
devrait être défini dans les futures études afin de s’assurer de la fiabilité des 
résultats. 
La question d’ancre utilisée peut être de nature objective ou subjective. L’ancre 
subjective est évaluée par le patient et reflète ses perceptions envers sa QdV. Ce type 
d’ancre permet au patient lui-même de juger une détérioration ou amélioration de son 
niveau de QdV. Inversement, l’ancre objective se distingue de l’ancre subjective et 
reflète un point de vue clinique (par exemple, un changement de performance status, 
l’apparition de toxicité selon la grille NCI-CTC-AE, etc.) afin de conclure une différence 
cliniquement pertinente pour le patient.  
Dans ce contexte, une étude est en cours à l’EORTC afin de déterminer la DMCI pour 
le questionnaire EORTC QLQ-C30 en se basant sur différentes méthodes basées sur 
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l’ancre [94]. Cette étude menée par Musoro et ses collaborateurs a pour objectif de 
déterminer la DMCI en appliquant plusieurs méthodes basées sur une ancre clinique 
et de comparer les résultats avec ceux obtenus dans des études antérieures. 
A noter que les valeurs de la DMCI diffèrent selon l’ancre utilisée. Une étude publiée 
par Kosinski et al. a bien montré les différentes valeurs de la DMCI obtenues par cinq 
ancres différentes pour le questionnaire SF-36 [160]. L’application donc de plusieurs 
et divers questions d’ancres subjectives et cliniques au sein de la même étude devrait 
être recommandée. Cela permettrait de comparer les valeurs de la DMCI obtenues par 
chaque question d’ancre ainsi qu’avec les études antérieures. Ainsi, des 
recommandations seront indispensables quant à la fiabilité des résultats lors de 
l’utilisation une ancre subjective ou clinique pour déterminer la DMCI.  
La détermination de la DMCI dépend également du niveau de QdV évalué par le 
patient à l’inclusion [161,162]. L’étude effectuée par Crosby et al. indique que la DMCI 
déterminée par la méthode basée sur l’ancre pour un score élevé à l’inclusion est plus 
grande que celle obtenue par l’erreur standard de mesure [161]. En ce sens, la DMCI 
en tenant compte de la problématique du score à l’inclusion a été déterminée et 
recommandée par Rouquette et al. [162]. 
Le nombre minimal de patient inclus dans chaque catégorie d’ancre est également un 
des problèmes qui limite la détermination de la DMCI. Dans notre revue de littérature, 
le nombre de patient ≤ 20 dans au moins une des catégories d’ancre est trouvé dans 
16 études (37,2%). L’effectif minimal de patients inclus dans chaque catégorie de 
l’ancre utilisée devrait être recommandé afin d’éviter tous biais relatif à la taille de 
l’échantillon sélectionné.       
168 
 
 
De plus, la question d’ancre doit être considérée comme un critère externe par rapport 
à l’échelle étudiée. Cependant, nous avons montré via la revue de la littérature réalisée 
que 7 articles (16,35%) utilisaient une ancre issue du questionnaire pour lequel la 
DMCI était étudiée. Ainsi, on pourrait se demander si ce type d’ancre constitue 
réellement une mesure externe. La sélection de cette mesure doit donc être justifiée 
dans les futures analyses et notamment quand la question d’ancre est issue du 
questionnaire pour lequel la DMCI est déterminée.   
La corrélation entre l’ancre utilisée et les scores de QdV du questionnaire étudié est 
une étape importante à vérifier avant de déterminer la DMCI. Seules les dimensions 
qui présentent une corrélation a minima modérée avec la question d’ancre selon un 
critère préalablement fixé (généralement, un coefficient de corrélation |r| ≥ 0,3 est 
utilisé) doivent être retenues pour l’analyse. Bien que la corrélation a été vérifiée dans 
la majorité des études analysées dans notre revue de littérature (76,2%), mais ce 
n’était pas le cas pour une proportion importante de 21.4% (9 études). Alors, pour ces 
études, la corrélation n’a pas été vérifiée et la DMCI a été calculée donc pour toutes 
les dimensions sans connaître la force du lien qui relie la question d’ancre aux 
dimensions étudiées. L’ancre peut ainsi ne pas être adaptée à toutes les dimensions 
de QdV. La DMCI obtenue dans ce cas est donc biaisée et ne peut pas être considérée 
comme fiable et robuste dans l’interprétation des résultats. Afin de calculer la DMCI 
dans les prochaines études en utilisant la méthode basée sur l’ancre, la corrélation 
entre les dimensions de la mesure utilisée et la question d’ancre devrait être vérifiée.  
De plus, la DMCI est déterminée généralement entre deux ou plusieurs temps 
de mesure. Un autre critère qui devrait être également vérifié avant de déterminer la 
DMCI est la période qui sépare deux temps de mesures. Quel que soit l’ancre utilisée, 
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une période entre 3 et 6 mois a été définie pour séparer deux temps de mesure pour 
déterminer la DMCI dans 6 articles (17%) parmi les articles identifiés dans notre revue. 
Cette période est importante et notamment quand la question de transition de 
Jaesckhe est utilisée comme ancre. La période qui sépare les deux temps de mesure 
ne devrait pas être ni courte ni longue. En particulier, une période trop longue pourrait 
éventuellement induire un biais de rappel. Par conséquent, une période moyenne 
convenable dans toutes les situations devrait être recommandée.   
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2. Détermination de la DMCI par la méthode basée sur la distribution 
 
La méthode basée sur la distribution est considérée également parmi les méthodes 
les plus couramment utilisées pour déterminer la DMCI. Afin de déterminer la DMCI 
selon cette méthode, plusieurs critères sont généralement utilisés. Les fractions de 
l’écart type (0.2 SD, 0.3 SD et 0.5 SD) et SEM sont les critères les plus utilisés et 
notamment au premier temps de mesure auquel la QdV a été évaluée. Cette méthode, 
contrairement à la méthode basée sur l’ancre, ne requiert aucun critère externe pour 
déterminer la DMCI. De plus, dans certaines études, la valeur de la DMCI obtenue en 
utilisant une fraction de 0.5 SD correspond à la valeur la plus proche de celle obtenue 
par la méthode basée sur l’ancre [84]. Ainsi, plusieurs auteurs ont montré que la valeur 
de la DMCI basée sur l’ancre GRC est proche de la valeur obtenue par SEM [163,164]. 
Ceci justifie l’utilisation de ces critères par la majorité des études basées sur la 
distribution.  
Un des objectifs de ce travail était également de déterminer la DMCI par la méthode 
basée sur la distribution en appliquant 0,2, 0,3 et 0,5 SD ainsi que SEM. Des résultats 
proches de ceux obtenus par Maringwa et al. (resp. Wong et al.) ont été trouvés dans 
notre étude en appliquant 0,2, 0,3, 0,5 SD et SEM (resp. 0.2, 0.3 et 0,5 SD) pour les 
dimensions du questionnaire QLQ-C30 (resp. QLQ-BN20) [74,92]. 
Une autre méthode de distribution également utilisée pour déterminer la DMCI 
consiste à déterminer la valeur minimale supérieure à la valeur obtenue par la méthode 
SEM. Cette méthode connue par MDC est très peu utilisée dans la détermination de 
la DMCI et est utilisée plutôt dans les études visant à détecter la « responsiveness » 
pour les mesures utilisées dans le domaine de la QdV [165].   
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Malgré la simplicité d’application, aucune distinction n’est possible avec la méthode 
basée sur la distribution entre l’amélioration et la détérioration du niveau de QdV ne 
peut être détectée. Or, des études ont montré que la DMCI pouvait varier selon le sens 
du changement considéré [161]. Ainsi, cette méthode est généralement utilisée 
conjointement avec la méthode basée sur l’ancre et rarement qu’elle soit utilisée seule 
pour déterminer la DMCI [68,100]. Selon notre revue, 37 articles (80,4%) ont déterminé 
la DMCI par la méthode basée sur la distribution et conjointement avec la méthode 
basée sur l’ancre. Tandis que, seulement 3 études (6,5%) étaient basées uniquement 
sur la méthode basée sur la distribution. L’application de cette méthode est donc 
souvent considérée pour appuyer les résultats obtenus par la méthode basée sur 
l’ancre pour le questionnaire étudié. 
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3. L’impact de l’effet Response Shift sur la DMCI au cours du temps 
 
Un des enjeux majeurs de l’analyse longitudinale ainsi que de la détermination de la 
DMCI est l’occurrence potentielle de l’effet Response Shift. En ce qui concerne cette 
problématique, un des principaux objectifs de ce travail était la détection de l’effet 
Response Shift ainsi que son impact sur la détermination de la DMCI au cours du 
temps. 
Jusqu’à ce jour, une seule étude avait été menée par Kvam et ses collaborateurs et 
avait pour objectif de détecter l’effet Response Shift et son impact sur la DMCI entre 
deux temps de mesure [158]. Cette étude a pu montrer que l’impact de l’effet Response 
Shift en cas de détérioration semble plus important que son impact en cas 
d’amélioration de QdV. Dans cette étude le nombre de sujets nécessaire a été calculé 
spécifiquement pour détecter la DMCI. Le nombre de sujet nécessaire devrait être 
considéré également parmi les critères principaux au regard de la détermination de la 
DMCI. Malgré les résultats intéressants obtenus par cette étude, seulement deux 
temps de mesure avaient été utilisés pour évaluer la QdV des patients ce qui ne permet 
pas de détecter le changement de l’effet Response Shift au cours du temps. Ainsi, une 
partie de nos recherches portait sur l’évolution de l’effet Response Shift en considérant 
trois temps d’évaluation de la QdV afin d’étudier le changement de l’effet Response 
Shift et son impact sur la DMCI au cours du temps. Dans cette étude, l’effet Response 
Shift a été détecté en utilisant la méthode then-test qui est capable de détecter la 
composante recalibration en utilisant les deux questionnaires EORTC QLQ-C30 et 
QLQ-BR23 chez des patientes atteintes d’un cancer du sein. La DMCI a été calculée 
selon la méthode basée sur l’ancre en ignorant dans un premier temps l’effet 
Response Shift (donnant une DMCI brute) puis en ajustant sur l’effet Response Shift.  
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La magnitude de l’effet Response Shift détectée dans notre étude a bien indiqué une 
augmentation de cet effet en cas de détérioration et une diminution en cas 
d’amélioration du niveau de QdV, confirmant les premiers résultats obtenus par Kvam 
et al.. Ces tendances ont été observées pour la majorité des dimensions des 
questionnaires étudiés. Plus la QdV du patient se détériore au cours du temps, plus 
une augmentation de l’effet Response Shift est détectée. Inversement, quand la QdV 
du patient s’améliore au cours du temps, nous avons observé une diminution de l’effet 
Response Shift et son impact est devenu négligeable pour certaines dimensions, telle 
que la dimension douleur du QLQ-C30 et les symptômes au niveau du bras du QLQ-
BR23 (voir Figure 4). Le changement de l’effet Response Shift étudié dans notre travail 
a été interprété en valeurs absolues. En effet, une valeur positive (négative) de l’effet 
Response Shift indique que le patient a surestimé (sous-estimé) son niveau de QdV 
évalué à l’inclusion. Dans les prochaines études, il sera recommandé d’interpréter les 
différentes valeurs obtenues en fonction du sens du changement de l’effet Response 
Shift au cours temps. Cette interprétation pourrait être intéressante notamment pour 
détecter si une surestimation ou sous-estimation du score à l’inclusion est plutôt en 
cas de détérioration ou d’amélioration de la QdV du patient.   
La méthode utilisée dans cette étude pour détecter l’effet Response Shift était la 
méthode then-test. Cette méthode est basée sur le score dit then-test qui représente 
une évaluation rétrospective du niveau de QdV renseigné par le patient au temps de 
mesure précédent. Les résultats obtenus par l’application de la méthode then-test pour 
détecter l’effet Response Shift ne peuvent pas être considérés comme fiable puisque 
la seule composante détectée est la composante « recalibration ». Ainsi, une autre 
limite de cette méthode est l’évaluation rétrospective sur laquelle se repose cette 
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méthode. Cette mesure est susceptible de biaiser les résultats suite à un biais de 
mémoire qui pourrait intervenir lors de l’évaluation [135].  Plusieurs recommandations 
ont été déjà proposées afin d’améliorer l’application de cette méthode, comme la 
comparaison des résultats des patients analysés à un groupe de contrôle qui ne 
présente pas un effet Response Shift [137].  
Plusieurs méthodes statistiques comme la procédure de Oort et les modèles IRT 
peuvent également être explorées pour mettre en évidence l’effet Response Shift 
[150,154,156]. La procédure de Oort basée sur les modèles à équations structurelles 
est capable, contrairement à la méthode then-test, de détecter les différentes 
composantes de l’effet Response Shift [150]. Cependant, cette méthode requiert un 
format spécifique des questionnaires pour l’appliquer comme le SF-36 et les 
questionnaires du groupe FACT [166,167]. L’application donc de cette méthode aux 
questionnaires de l’EORTC est toujours complexe à cause de leur composition de 
plusieurs dimensions uni et multi-items et non pas de deux grandes échelles comme 
dans le cas des questionnaires SF-36 et FACT. Certaines recherches sont encore en 
cours afin d’adapter cette procédure aux questionnaires de l'EORTC [168]. 
La détection de l’effet Response Shift par les modèles IRT représente une nouvelle 
stratégie qui diffère des méthodes classiques et son utilisation augmente 
progressivement au cours du temps [156]. Ainsi, les modèles IRT ont été déjà 
appliqués dans une étude menée par Rouquette et ses collaborateurs pour déterminer 
la DMCI [162]. Par conséquent, on trouve que les modèles IRT ont été déjà utilisés 
pour détecter l’effet Response Shift ainsi que pour déterminer la DMCI. Alors, 
l’application des modèles IRT pour déterminer la DMCI en tenant compte de l’effet 
Response Shift sera indispensable et recommandée dans les futures études. 
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Concernant la détermination de la DMCI avec et sans tenir compte de l’effet Response 
Shfit, des résultats intéressants ont été obtenus. Dans ce travail, une comparaison 
entre les valeurs de la DMCI calculée avec et sans tenir compte de l’effet Response 
Shift a été présentée. En cas de détérioration de QdV et trois mois après la chirurgie, 
la DMCI sans tenir compte de l’effet Response Shift variait de 5 à 26 points selon les 
échelles du QLQ-C30. En tenant compte de l’effet Response Shift la DMCI ne variait 
plus que de 8 à 18 points. Six mois après la chirurgie, l’augmentation de l’effet 
Response Shift influence de façon remarquable la détermination de la DMCI et 
l’intervalle devient donc plus restreint entre 4 et 18 points sur une échelle de 0 à 100. 
De plus, ce travail était l’opportunité de détecter le changement des valeurs de la DMCI 
pour chaque dimension des deux questionnaires étudiés par rapport au changement 
de l’effet Response Shift en cas de détérioration. Après six mois et en fixant un seuil 
de 5 points sur 100, pour 11 dimensions du questionnaire EORTC QLQ-C30 et 5 
dimensions du questionnaire EORTC QLQ-BR23 qui avaient une DMCI inférieure à 5 
points, cette DMCI est devenue supérieure à ce seuil après avoir tenu compte de l’effet 
Response Shift. Sachant que, après trois mois, toutes les dimensions des deux 
questionnaires avaient une DMCI supérieure à 5 points et après avoir tenu compte de 
l’effet Response Shift, la DMCI reste toujours supérieure à 5 points. 
En ce qui concerne la détermination de la DMCI avec et sans tenir compte de l’effet 
Response Shift, la méthode basée sur la question de transition de Jaeskhe a été 
appliquée. Par contre, l’impact de l’occurrence de l’effet Response Shift sur la 
détermination de la DMCI peut potentiellement varier selon l’ancre utilisée. L’utilisation 
d’une ancre subjective (i.e. la question de transition de Jaeskhe, une dimension d’un 
questionnaire de QdV) ou bien objective (i.e. la performance status) n’aurait pas 
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forcément le même impact de l’effet Response Shift sur la DMCI. Par conséquent, des 
études supplémentaires étudiant l’impact de l’effet Response Shift sur la DMCI au 
cours du temps en utilisant différentes ancres subjectives et objectives sont bien 
recommandées. 
Plusieurs recommandations sont donc indispensables afin de proposer une 
méthodologie qui est capable de détecter l'impact de toutes les composantes de l'effet 
Response Shift quel que soit le questionnaire utilisé. Ainsi, l’impact de l’effet Response 
Shfit devrait être pris en compte dans la détermination de la DMCI afin d’obtenir des 
résultats fiables pouvant servir dans les futures études.  
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Figure 4 : Changement de l’effet Response Shfit pour quelques dimensions des questionnaires 
EORTC QLQ-C30 et QLQ-BR23 en cas de détérioration et amélioration après 3 et 6 mois 
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VI. CONCLUSION 
 
Dans un premier temps, ce travail était l’opportunité de déterminer la DMCI selon les 
deux méthodes les plus couramment utilisées qui sont la méthode basée sur l’ancre 
et celle basée sur la distribution. Dans un second temps, l’impact de l’occurrence de 
l’effet Response Shift représentant une des vraies problématiques face à la 
détermination de la DMCI a été également étudié. La méthode then-test a été la 
méthode considérée pour étudier la première composante de l’effet Response Shift 
qui est la « recalibration » et son impact sur la DMCI. L’importance de l’utilisation de 
la DMCI dans le domaine de la QdV exige la nécessite d’avoir une stratégie standard 
basée sur des techniques bien précises et prédéfinies. Dans cette stratégie, l’impact 
de l’effet Response Shift sur la détermination de la DMCI devrait être bien considéré 
et pris en compte. Par conséquent, des DMCI fiables et robustes pourraient être 
utilisées pour les futures analyses.  
Plusieurs recommandations sont indispensables afin de bien éclaircir toute ambigüité 
relative à la détermination de la DMCI et en particulier quand la méthode basée sur 
l’ancre est utilisée. Ainsi, un certain nombre de critères devraient être vérifiés avant de 
pouvoir valider les résultats obtenus via cette méthode, notamment le nombre de 
sujets nécessaires et la corrélation entre l’ancre et le score de QdV étudié.  
En ce qui concerne la détermination de la DMCI et d’après les résultats obtenus dans 
ce travail, la DMCI sans tenir compte de l’effet Response Shift semble plutôt sous-
estimée par le patient et notamment quand son niveau de QdV se détériore au cours 
du temps. 
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Enfin, malgré les résultats présentés dans ce travail de thèse, des recherches restent 
nécessaires afin de proposer une meilleure stratégie pour déterminer la DMCI en 
tenant compte de l’effet Response Shift. 
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