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Recently, Lee and Hou (IEEE Signal Process Lett 13: 461-464, 2006) proposed one-dimensional and two-dimensional
fast algorithms for block-wise inverse Jacket transforms (BIJTs). Their BIJTs are not real inverse Jacket transforms
from mathematical point of view because their inverses do not satisfy the usual condition, i.e., the multiplication of
a matrix with its inverse matrix is not equal to the identity matrix. Therefore, we mathematically propose a fast
block-wise inverse Jacket transform of orders N = 2k, 3k, 5k, and 6k, where k is a positive integer. Based on the
Kronecker product of the successive lower order Jacket matrices and the basis matrix, the fast algorithms for
realizing these transforms are obtained. Due to the simple inverse and fast algorithms of Arikan polar binary and
Alamouti multiple-input multiple-output (MIMO) non-binary matrices, which are obtained from BIJTs, they can be
applied in areas such as 3GPP physical layer for ultra mobile broadband permutation matrices design, first-order q-ary
Reed-Muller code design, diagonal channel design, diagonal subchannel decompose for interference alignment, and
4G MIMO long-term evolution Alamouti precoding design.
Keywords: Arikan and Alamouti matrices, Fast block-wise inverse Jacket transform, Kronecker product,
Sparse matrix factorization1. Introduction
The orthogonal transforms, such as the discrete Fourier
transform (DFT) and Walsh-Hadamard transform (WHT),
have widely been used in images processing, data
compressing and coding, spatial multiplexing, and other
areas [1-11]. Using orthogonality of the WHT, the orthog-
onal matrices such as the element-wise or block-wise in-
verse matrices have been developed. It is shown that many
interesting orthogonal matrices say the Hadamard matrices
and the DFT matrices belong to the Jacket matrix family.
Jacket matrix [8,12,13], which is motivated by the center
weight Hadamard matrix [5,9,10], is a class of matrices with
its inverse being determined by element-wise of matrix.
Definition 1.1: An n × n matrix Jn = [αij]n×n is called
the element-wise inverse Jacket matrix (EIJM) of order n
if its inverse matrix Jn
−1 can be obtained by its element-
wise inverse, i.e., Jn
−1 = 1/n[αij
−1]n×n
T , where T denotes the
transpose, then [J]n[J]n
−1 = [I]n.* Correspondence: moonho@jbnu.ac.kr
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in any medium, provided the original work is pSince the inverse of the Jacket matrix can be calculated
easily, it is very helpful to employ this kind of matrix in sig-
nal processing [1,14-16], encoding [17], mobile communi-
cation [16,18], and so on. In addition, Jacket matrices are
associated with many kinds of matrices, such as unitary
matrices and Hermitian matrices which are very important
in signal processing [19,20] and communication [15,19,20].
Motivation of this article is to develop an efficient matrix
inverse with a big size. For single-input single-output
communication systems, this problem has been solved
based on the EIJM [10]. However, nowadays communica-
tion environment changes to multiple-input multiple-
output (MIMO)-based 4G mobile systems. For example,
the coordinated multi-point transmission and reception
(CoMP) technique [21] is a new promising interference
cancelling scheme which has been adopted in LTE-
advanced systems. For these LTE-advanced systems, CoMP
is mostly required to reduce inter-cell interference. It also
increases the intra cell edge user throughput and improves
the coverage. Most research works based on precoding with
feedback schemes mainly focus on an explicit feedback in
the downlink CoMP with diagonal subchannel decompose
for interference alignment. Otherwise, the diagonal block-pen Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
Lee et al. EURASIP Journal on Advances in Signal Processing 2013, 2013:37 Page 2 of 14
http://asp.eurasipjournals.com/content/2013/1/37wise precoding matrix MIMO has been studied in [16,22].
A recent study [15,19,20] is valid only for the intra coopera-
tive reciprocal matrix with many parameters. It is shown
that the inverse transform of the element-wise inverse
Jacket transform can easily be obtained by taking each re-
ciprocal entry of the forward matrix of Jacket transform
and then transposing the resulting matrix. Thus, this article
proposes only a simple block-wise inverse Jacket matrix
(BIJM) for an orthogonal code design of inter matrices such
as MIMO channel with Alamouti code.
Therefore, in this article, we mathematically propose a
new fast block-wise inverse (FBI) Jacket transform. Our
main contributions are summarized as follows.
1. We propose an FBI Jacket transform for the orders
of N = 2k, 3k, and 5k, where k is a positive integer.
With the help of the Kronecker product of the
successive lower order Jacket matrices and the
identity matrix, the fast algorithms can be realized.
2. We provide Arikan polar binary and Alamouti non-
binary matrices using the proposed simple inverse
and the fast inverse algorithm. It will be seen that the
resulting Arikan polar binary and Alamouti non-
binary matrices become the FBI Jacket transforms.
3. We derive the space–time block code (STBC) matrix
for the MIMO communications based on the
Alamouti nonbinary matrices.
This remainder of this article is organized as follows. In
Section 2, we present the conventional FBI Jacket trans-
form. Section 3 presents the proposed binary block-wise
inverse and Arikan polar binary basic matrices of order 2k.
Section 4 presents the binary block-wise inverse Jacket
transform (BIJT) of orders N = 3k and 5k for integer value
k. Section 5 presents the two-dimensional fast algorithms
for the binary BIJT. In Section 6, Alamouti MIMO non-
binary BIJT of order 2k is presented. Finally, conclusions
are drawn in Section 7.2. The conventional fast BIJT
In this section, we present the BIJM as follows [1]. Let p
be an odd prime and α denote a permutation matrix unit,
αp = I, which is corresponding to the complex unit
exp
ﬃﬃﬃﬃ1p 2π=pð Þ and the elements are over the same multi-
plicative group.
Definition 2.1: The BIJM is defined as





Vi ¼ α0; α1i; α2i; . . . ; α p1ð Þi
 
, i ∈ {0, 1,. . .,










  ¼ 1
p
J½ 1p ð2Þ
Given a BIJM over GF (2), which is defined by {α0,α1},
the permutation matrix unit αh = [ei,j]p, is defined as
ei;j ¼ 10 for i¼ jþhh iotherwise ;
n
ð3Þ
where hj + hi = (j + h)mod p, with 0 ≤ i, j, h ≤ p – 1. It can
easily be seen that {α0, α1, . . ., αp- 1} forms one Abelian
group with traditional matrix multiplication and I =αp cor-
responding to the complex unit exp
ﬃﬃﬃﬃ1p 2π=pð Þ
. Similar to
the Hadamard matrix, the BIJM [J]2 can be written as



























From Definition 2.1, the inverse matrix of [J]2 is given
by



























with (αh)–1 = (αh)T. Further, the higher-order BIJT can
be generated from the following recursive equation
J½ N ¼ J½ N=2⊗ J½ 2; N ≥ 4: ð6Þ
where ⊗ denotes the Kronecker product [23].
As an example, the order-4 matrix based on the block
factorization algorithm can be written as
α0 α0 α0 α0
α0 α1 α0 α1
α0 α0 α1 α1





α0 α0 0 0
α0 α1 0 0
0 0 α0 α0





α0 0 0 0
0 α0 0 0
0 0 α0 0





α0 0 α0 0
0 α0 0 α0
α0 0 α1 0
















where [I]N is the identity matrix. From Equations (6)
and (7), we can derive a generalized formula for con-
struction of order N = 2k, k ∈ {1, 2, 3, 4 . . .}, BIJMs as
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J½ N J½ 1N ≠ I½ N ð9Þ
which is a mathematic problem; therefore, we will per-
fectly solve this problem based on Arikan Polar binary
and Alamouti MIMO non-binary matrices in the follow-
ing sections.
3. Proposed binary block-wise inverse and Arikan
polar binary basic matrices of order 2k
3.1. Binary BIJT of order 2k
Definition 3.1: Let B be a square binary matrix of size m,
then B is called EIJM if it is invertible and B–1 = BT.
An m × m binary matrix [B]m over GF( 2), which has
only two elements 0 and 1, is called a binary EIJM if [B]m
is invertible and [B]m



















¼ I½ 2 ð10Þ
Therefore, [B]2
−1 = [B]2
T and [B]2 is EIJM. More gener-




B11 B12 . . . B1m
B21 B22 . . . B2m
. . . . . . . . . . . .







B11 B21 . . . Bm1
B12 B22 . . . Bm2
. . . . . . . . . . . .





be an m × m block-wise matrix and the transpose of block-
wise inverse matrix B, where Bij is a k × k matrix for all i,
j = 1,. . .,m. Defined [B]m is called a binary BIJM since
B½ m B½ Tm ¼ B½ m B½ 1m ¼ I½ m; ð12Þ
where [I]m is identity matrix of size m. In other words, [B]












then we have αα + ββ = [I]2 and αβ + βα = 02, where











¼ ααþ ββ αβþ βα
αβþ βα ααþ ββ
	 



























1 0 1 1
0 1 1 1
1 1 1 0












1 0 1 1
0 1 1 1
1 1 1 0





Clearly, J½ 22 is a BIJM since
J½ 22 J½ 122 ¼ I½ 22 ¼
1 0 0 0
0 1 0 0
0 0 1 0





Moreover, it can be considered a circular block-wise
permutation matrix as given in Example 3.3.
For our simple explanation, we consider only 2 × 2
case, where each block-wise matrix is a 2 × 2 submatrix.
We introduce the binary block-wise Jacket transform
(BJT) and binary BIJT. Let [J]m be a binary block-wise
Jacket matrix (BJM) for the one-dimensional binary
Jacket transform. We can transform a temporal or
spatial vector x into a transform vector y by
y ¼ J½ mx ð19Þ
then the input vector can be obtained via-binary BIJTs
as follows:
x ¼ J½ 1m y ¼ J½ Tm y: ð20Þ
A block-wise permutation matrix [P]N = (pkl) is de-
fined as for 1 ≤ k, l ≤ N,
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n
The block-wise permutation matrices Ph are referred
to circulant permutation matrices. Moreover, it is easy
to see that {I, P, . . ., PN−1} forms an Abelian group with
the conventional multiplication which is corresponding














While, we have the followings
P½ 022 ¼
I½ 2 0 0
0 I½ 2 0






0 I½ 2 0
0 0 I½ 2







0 0 I½ 2
I½ 2 0 0





In Equation ( 16), [J]2 is regarded to the smallest order
binary BIJT. Moreover, [J]2 is a circulant block-wise
matrix since it can be written as






A larger order binary BIJT can be generated by the fol-
lowing recursive relation, otherwise, the non-binary case
is proved in Section 6.
J½ N ¼ J½ N=2⊗ J½ 2;N ≥ 4: ð25Þ
From the definition of the transpose of the block-wise
transform, we have
J½ T4 ¼ J½ 2⊗ J½ 2
 T ¼ J½ T2⊗ J½ T2 : ð26Þ
Then
J½ 4 J½ T4 ¼ J½ 2⊗ J½ 2
 
J½ T2⊗ J½ T2
 
¼ J½ 2 J½ T2
 
⊗ J½ 2⊗ J½ T2
 
¼ I½ 2⊗ I½ 2 ¼ I½ 4:
ð27Þ
Note that since [J]4[J]4
−1 = [J]4[J]4
T = [I]4, [J]4 becomes a
4 × 4 binary BIJM. In general, we can prove that J½ 2k is
a 2k × 2k binary BJM for a positive integer k. In factJ½ 2k J½ T2k ¼ J½ 2k1⊗ J½ 2
 
J½ 2k1⊗ J½ 2
 T
¼ J½ 2k1⊗ J½ 2
 
J½ T2k1⊗ J½ T2
 
¼ J½ 2k1 J½ T2k1
 
⊗ J½ 2 J½ T2
 
¼ I½ 2k1⊗ I½ 2 ¼ I½ 2k :
ð28Þ
Thus, J½ 12k ¼ J½ T2k and J½ 2k J½ 12k ¼ J½ 2k J½ T2k ¼ I½ 2k .
For the 4 × 4 binary BIJM, J½ 42 can be decomposed to
the product of two sparse matrices,
J½ 42 ¼ J½ 22⊗ J½ 22 ¼ J½ 22⊗ I½ 22
 
I½ 22⊗ J½ 22
 
¼
α 0 β 0
0 α 0 β
β 0 α 0





α β 0 0
β α 0 0
0 0 α β





From Equation ( 25), we can derive a general formula
for construction of order N = 2k, k = 1, 2,. . ., binary
block-wise inverse as
J½ 2k ¼ J½ 2k1⊗ J½ 2
  ¼ J½ 2k1⊗ I½ 2  I½ 2k1⊗ J½ 2 




I½ 2k1⊗ J½ 2
 
¼ J½ 2k2⊗ J½ 2⊗ I½ 2
  
I½ 2k1⊗ J½ 2
 
¼ J½ 2k2⊗ I½ 22
 













This proof is given in Appendix. The fast signal flow
graph corresponding to Equation (30) is similar to the
graph in [1].3.2. Arikan polar binary basic matrix of order 2k
Polar coding introduced recently by Arikan [24] is a
structured coding technique which approaches capacity
for every output-symmetric discrete memoryless chan-
nels. Polarization has been applied later also in multi-
terminal information-theoretic settings, such as the mul-
tiple access channel. We present here two classes of
Arikan polar code matrix of order2k. For binary Jacket
matrices, the definition has a special form.
We first consider the following Arikan Polar binary
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¼ β½ 22; ð32Þ
































From Equations (32)–(33), we can readily find
α ¼ α1; β ¼ β1; α2 þ β2 ¼ I; αβ ¼ βα ¼ I; αβð Þ1 ¼ βα;
and
βαð Þ1 ¼ αβ: ð34Þ







¼ αβþ βα α
2 þ β2




















1 0 1 1
1 1 0 1
1 1 1 0










1 1 1 0
0 1 1 1
1 0 1 1





1 0 1 1
1 1 0 1
1 1 1 0








From Definition 3.1, it is certain that [J]2 is a binary
BIJM since it satisfies
J½ 22 J½ 122 ¼ I½ 22 : ð37Þ
These Jacket block matrices are useful in coding theory
and orthogonal code design. Let p be a positive number,
then from Equation (3) yieldsE½ h ¼ ei; j½ pp and ei;j ¼ 10 for i ¼ jþhh iotherwise ; ð38Þ
where hj + hi = j + h mod p and 0 ≤ i, j, h ≤ p – 1. The
matrices [E]h, for 0 ≤ h ≤ p – 1, are refer to circulant per-
mutation matrices. It can be seen that {I, E,. . ., Ep−1} form
an Abelian group with conventional matrix multiplication
and I = Ep.
Example 3.3: For 3GPP ultra mobile broadband, per-
mutation matrices based on order-4 Abelian group are
defined as follows.
I½ 22 ¼
1 0 0 0
0 1 0 0
0 0 1 0





0 0 0 1
1 0 0 0
0 1 0 0






0 0 1 0
0 0 0 1
1 0 0 0




7775; and E½ 322¼
0 1 0 0
0 0 1 0
0 0 0 1



















1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 1 1 0 0 0
1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0







1 0 0 0 0 1 0 0
0 1 0 0 0 0 1 0
0 0 1 0 0 0 0 1
0 0 0 1 1 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
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I 0 I Eh
Eh I 0 I
I Eh I 0










I Eh I 0
0 I Eh I
I 0 I Eh






J½ 24 J½ 124 ¼ I½ 16: ð43Þ
Thus, the proposed Arikan Polar binary matrix be-
comes BIJM.
4. Binary BIJT of order 3k and 5k
In this section, a binary BJT and binary BIJT with orders
3k and 5k are proposed. From Equation (23), the smallest
order 3 × 3 binary BJT can be written as
J½ 3 ¼ α0 P½ 03 þ α1 P½ 13 þ α2 P½ 23: ð44Þ
From the definition of the BJM, we can show that
J½ 3 J½ T3 ¼ α0 P½ 03 þ α1 P½ 13 þ α2 P½ 23
 
 α0 P½ 03 þ α1 P½ 13 þ α2 P½ 23
 T
¼ α0αT0 þ α1αT1 þ α2αT2
 
P½ 03
þ α0αT2 þ α1αT0 þ α2αT1
 
P½ 13
þ α0αT1 þ α1αT2 þ α2αT0
 
P½ 23
¼ I½ 3 ð45Þ
if the following conditions are satisfied,α0α
T
0 þ α1αT1 þ α2αT2
  ¼ I2; α0αT2 þ α1αT0 þ α2αT1 




α0 ¼ 0 00 1
	 

; α1 ¼ 1 00 0
	 






be three 2 × 2 binary matrices over GF(2) which satisfy
the above conditions in Equation (46). Similarly, the










0 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
1 0 0 0 0 0





Then we can show that
J½ 3 J½ 13 ¼ J½ 3 J½ T3 ¼ I½ 3
Clearly, [J]3 is also circulant binary BIJM. Using the
Kronecker product of BJMs, the larger order 3k binary
BJT can be determined by the following recursive rela-
tion, i.e.,
J½ N ¼ J½ NB⊗ J½ 3;N ≥ 9: ð49Þ
By a similar method, it can be proved that J½ 3k is a
binary block-wise inverse Jacket of order 3k according to
Equation (50). We can also derive a fast algorithm based
on the proposed factorization of the binary BIJT.
i ¼ 0; J½ 3k ¼
Yk1
i¼0
I½ 3k1i⊗ J½ 3⊗ I½ 3i
 
: ð50Þ
Example 4.2: For DFT 3 × 3 matrix, N = 32, p = 3, ω =
e2πi/3, and N = pn, we can get the fast transform of Jacket
matrix J32 as follows:
Figure 1 Fast signal flow graph of the proposed 1-dimensional [J]15 Jacket transform.














ω0 ω0 ω0 ω0 ω0 ω0 ω0 ω0 ω0
ω0 ω1 ω2 ω0 ω1 ω2 ω0 ω1 ω2
ω0 ω2 ω1 ω0 ω2 ω1 ω0 ω2 ω1
ω0 ω0 ω0 ω1 ω1 ω1 ω2 ω2 ω2
ω0 ω1 ω2 ω1 ω2 ω0 ω2 ω0 ω1
ω0 ω2 ω1 ω1 ω0 ω2 ω2 ω1 ω0
ω0 ω0 ω0 ω2 ω2 ω2 ω1 ω1 ω1
ω0 ω1 ω2 ω2 ω0 ω1 ω1 ω2 ω0
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J½ 132 ¼
ω0 ω0 ω0 ω0 ω0 ω0 ω0 ω0 ω0
ω0 ω2 ω1 ω0 ω2 ω1 ω0 ω2 ω1
ω0 ω1 ω2 ω0 ω1 ω2 ω0 ω1 ω2
ω0 ω0 ω0 ω1 ω1 ω1 ω2 ω2 ω2
ω0 ω2 ω1 ω1 ω0 ω2 ω2 ω1 ω0
ω0 ω1 ω2 ω1 ω2 ω0 ω2 ω0 ω1
ω0 ω0 ω0 ω2 ω2 ω2 ω1 ω1 ω1
ω0 ω2 ω1 ω2 ω1 ω0 ω1 ω0 ω2







Certainly, we get a fast algorithm Equation (50) for the
binary BIJT according to the following equation:
J½ 32 J½ 132 ¼ I½ 32 : ð53Þ
We can take the left-hand side Equation (51) of coeffi-
cientRM 1; 32
  ¼
0 0 0 0 0 0 0 0 0
0 1 2 0 1 2 0 1 2
0 2 1 0 2 1 0 2 1
0 0 0 1 1 1 2 2 2
0 1 2 1 2 0 2 0 1
0 2 1 1 0 2 2 1 0
0 0 0 2 2 2 1 1 1
0 1 2 2 0 1 1 2 0







This is the first-order ternary generator matrix of the
Reed-Muller (RM) matrix [25].
Now, we consider an order 5k binary BJT. The smallest
order 5 binary BJT can be defined as follows.




Table 1 Computational complexity of the proposed fast algorithms for the block Jacket transforms compared with its
direct computation (DC)
DC Proposed
N = 2k N = 3k N = 5k N = pk N = pmqn Two-dimensional: p = q, m = n
ADD
N(N – 1) Nlog2N 2Nlog3N 4Nlog5N (p – 1)NlogpN n(p – 1)p
n + m(q – 1)qm 2m(p – 1)pm
MUL
N × N 1/2Nlog2N 4/3Nlog3N 16/5Nlog5N
p1ð Þ2
P N logpN n(p – 1)
2pn–1 + 2 m(q – 1)qm–1 m(p2 – 1)pm–1
In Table 1, ADD and MUL, respectively, abbreviate real additions and real multiplications.
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4 are the 5 × 5 block-wise permu-
tation matrices. Thus, we can get
J½ 5 J½ T5 ¼ β0 P½ 05 þ β1 P½ 15 þ β2 P½ 25 þ β3 P½ 35 þ β4 P½ 45
 
 β0 P½ 05 þ β1 P½ 15 þ β2 P½ 25 þ β3 P½ 35 þ β4 P½ 45
 T
¼ β0βT0 þ β1βT1 þ β2βT2 þ β3βT3 þ β4βT4
 
P½ 05
þ β0βT4 þ β1βT0 þ β2βT1 þ β3βT2 þ β4βT3
 
P½ 15
þ β0βT3 þ β1βT4 þ β2βT0 þ β3βT1 þ β4βT2
 
P½ 25
þ β0βT2 þ β1βT3 þ β2βT4 þ β3βT0 þ β4βT1
 
P½ 35
þ β0βT1 þ β1βT2 þ β2βT3 þ β3βT4 þ β4βT0
 
P½ 45
¼ I½ 5 ð56Þ
if the following conditions are satisfiedFigure 2 Two-dimensional 4 × 4 fast signal flow graph of the proposeβ0β
T
0 þ β1βT1 þ β2βT2 þ β3βT3 þ β4βT4
  ¼ I½ 2;
β0β
T
4 þ β1βT0 þ β2βT1 þ β3βT2 þ β4βT3
  ¼ 0;
β0β
T
3 þ β1βT4 þ β2βT0 þ β3βT1 þ β4βT2
  ¼ 0;
β0β
T
2 þ β1βT3 þ β2βT4 þ β3βT0 þ β4βT1
  ¼ 0; and
β0β
T
1 þ β1βT2 þ β2βT3 þ β3βT4 þ β4βT0
  ¼ 0:
ð57Þ
The signal flow graph corresponding Equation (56) is
shown in Figure 1 and its factorization is defined by
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the condition defined in Equation (57). From this know-
ledge, the order 5 binary BJT can be written as
J½ 5 ¼
β0 β1 β2 β3 β4
β4 β0 β1 β2 β3
β3 β4 β0 β1 β2
β2 β3 β4 β0 β1






1 1 1 0 1 1 0 0 0 0
1 1 0 1 1 1 0 0 0 0
0 0 1 1 1 0 1 1 0 0
0 0 1 1 0 1 1 1 0 0
0 0 0 0 1 1 1 0 1 1
0 0 0 0 1 1 0 1 1 1
1 1 0 0 0 0 1 1 1 0
1 1 0 0 0 0 1 1 0 1
1 0 1 1 0 0 0 0 1 1






Then, we can show that
J½ 5 J½ 15 ¼ J½ 5 J½ T5 ¼ I½ 5:
Clearly, [J]5 is also circulant binary BIJM. Using the
Kronecker product of two matrices, we can generate a
higher order binary BJT according to the following re-
cursive form:








where I½ 50 ¼ 1 . Further, it is easy to construct binary
BJMs with orders 6, 10, 15, 25, and so on.
Similarly as in Equations (30) and (60), we can derive
an order pk fast binary BJT, where p is the prime num-
ber. For the matrix of order 6, the binary BJT can be
written as [J]6 = ([J]2 ⊗ [J]3). We can further express [J]6
in following block-wise form
J½ 6 ¼ J½ 2⊗ I½ 3
 
I½ 2⊗ J½ 3
 
: ð61Þ
Now, with the aid of recursive relation, the matrix
J½ 6k ¼ J½ 6k1⊗ J½ 6 becomes an order of 6k binary BJT.
The fast algorithm depends on the following sparse
factorization:
i ¼ 0; J½ 6k ¼
Yk1
i¼0
I½ 6k1i⊗ J½ 6⊗ I½ i6
 
; ð62Þ
If the matrix is of order 15, we can decompose [J]15 as
J½ 15 ¼ J½ 3⊗ J½ 5: ð63Þ
A corresponding block-wise form of Equation (63) is
given byJ½ 15 ¼ I½ 3⊗ J½ 5
 
J½ 3⊗ I½ 5
 
¼ I½ 3⊗
β0 β1 β2 β3 β4
β4 β0 β1 β2 β3
β3 β4 β0 β1 β2
β2 β3 β4 β0 β1












It can be seen that the computation of order-15 matrix
is the combination of three times of order 5 and five
times of order 3 of two sparse matrices as shown in
Figure 1. In general, the computational complexity of the
proposed fast algorithm and higher order binary BJT
implementations of inverse are similar to those in [1]. For
example, a binary BJT of order N = 2k requires Nlog2N ad-
ditions and 1/2Nlog2N multiplications. Another BJT of
order N = 3k requires 2Nlog3N additions and 4/3Nlog3N
multiplications. Also, a binary BJT of order N = 5k re-
quires 4Nlog5N additions and 16/5Nlog5N multiplications.
These results are summarized in Table 1.
5. Two-dimensional fast algorithm for binary BJT
The two-dimensional matrix transforms a temporal/
spatial matrix X into a transformed matrix Y as
Y ¼ J½ NX J½ N
 T
: ð65Þ
In general, the linear transform of matrix X verified as
AXB = Y can be expressed by the transformation of the
column-wise stacking vector of X as in [1,5,18].
J½ N⊗ J½ N
 
vec Xð Þ ¼ vec Yð Þ: ð66Þ
Thus, the two-dimensional binary BJM in Equation (56)
can be expressed by
vec Yð Þ ¼ J½ N⊗ J½ N
 
vec Xð Þ: ð67Þ
Based on this one-dimensional fast algorithm, the two-
dimensional fast algorithm for the binary BJT decom-
position can be described as follows:
J½ N ¼ J½ N2⊗ J½ N1
¼ I½ N2⊗ J½ N1
 
J½ N2⊗ I½ N1
 
ð68Þ
For example, N1 = N2 = 4 = 2
2, then we have
J½ 4⊗ J½ 4 ¼ I½ 22⊗ J½ 22
 
J½ 22⊗ I½ 22
 
¼ I½ 22⊗ J½ 2⊗ J½ 2
  




¼ I½ 22⊗ I½ 2⊗ J½ 2
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ} I½ 22⊗ J½ 2⊗ I½ 2 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
I½ 2⊗ J½ 2⊗ I½ 22
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ} J½ 2⊗ I½ 2⊗ I½ 22 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}:
ð69Þ
It is shown that block matrix J½ 22 is a 2-order BJT that
can be constructed in the recursive fashion on the basis
of [J]2 with the fast algorithm. The two-dimensional BJT
can be designed by the fast algorithm described by
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ces stages in Figure 2, i.e., log216 = log22
4 = 4. For the
two-dimensional 4 × 4 case, the fast algorithm requires
64 additions and 32 multiplications as shown in Table 1.Figure 3 Block diagram of the MIMO channel.6. Alamouti MIMO non-binary BIJT of order 2k
Similar to the binary case of Equations (18), (23), and (44),
a non-binary BIJT can be developed by the Kronecker
product of the successive lower order identity matrix and
the basis [J]2 matrix. The mobile communication diagonal
channel matrix is given by [17], Equation (32)
H½ N ¼ I½ N=2⊗ J½ 2; ð70Þ
where u ¼ cos t  sin t









































where U is eigenvector matrix and Λ is eigenvalue matrix.
From Equations (70) and (71), the MIMO channel
matrix H is decomposed by the singular value decom-
position (SVD) [26], that is, we have
H ¼ UXVH ; ð72Þ
where U and V are unitary matrices, and Σ is a rectangu-
lar diagonal matrix with non-negative real elements
which means the EIJM. Figure 3 shows the block dia-
gram of the considered MIMO channel. The diagonal el-
ements of Σ are the singular values of the channel
matrix H, denoting by σ1; σ2; . . . ; σNmin , where Nmin =
min(NT, NR). In case of Nmin = NT, SVD in Equation (72)
can be expressed as







VH ¼ UNminΣNminVH; ð73Þwhere UNmin is composed of Nmin left-singular vectors
and ΣNmin is a square matrix. In case of Nmin = NR, SVD
in Equation (72) can be expressed as








where VNmin is composed of Nmin right-singular vectors.
Then we get eigenvalue decomposition,
HHH ¼ UΣΣHUH ¼ UΛUH ð75Þ
where UHU ¼ INR and Λ∈CNRNR is a diagonal matrix.
Equation ( 75) is same as Equation (71). Based on Equa-










1 i 0 0
1 i 0 0
0 0 1 i
















¼ I½ 2⊗ J½ 2: ð76Þ





1 1 0 0
i i 0 0
0 0 1 1




CCA ¼ I½ 2⊗ J½ 12 : ð77Þ
From Equations (76) and (77), we can show that
H½ 2 H½ 12 ¼ 2 I½ 4; ð78Þ
which satisfies the property of the Jacket matrix.
Similar fashion as Equation (70), the Alamouti encoder
[22,27] encodes two consecutive symbols x1 and x2 by
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Encoded signals are transmitted from two transmit an-
tennas over two symbols intervals. In the first symbol
interval, two symbols x1 and x2 are transmitted from the
two transmit antennas, whereas in the second symbol
interval, −x2
* is transmitted from the first transmit an-
tenna and x1
* transmitted from the second transmit an-
tenna. From this employment, the Alamouti codeword
becomes a complex-valued orthogonal matrix as follows
A½ 2 A½ H2 ¼
x1j j2 þ x2j j2 0
0 x1j j2 þ x2j j2
 
¼ x1j j2 þ x2j j2
 
I2; ð80Þ
where I2 denotes the 2 × 2 identity matrix. Also, Equation
(79) becomes the EIJM.
For the STBC with two antennas in the transmitter



















¼ J½ 1 Λ½  J½ 2: ð81Þ


















J½ 1 Λ½  J½ 2 ¼
ac λ1 þ λ2ð Þ ad λ1  λ2ð Þ




By comparing with both sides of [A]2 = [J1][Λ][J2], it is
easy to get the following equations
ac λ1 þ λ2ð Þ ¼ x1 ; ad λ1  λ2ð Þ ¼ x2
bc λ1  λ2ð Þ ¼ x∗2 ; bd λ1 þ λ2ð Þ ¼ x∗1By solving the above equations, we have
ac λ1 þ λ2ð Þ




c λ1  λ2ð Þ



















We can put c ¼ ix1x1j j ; d ¼
x2
x2j j. Similarly, we have
a λ1 þ λ2ð Þ




a λ1  λ2ð Þ
b λ1 þ λ2ð Þ ¼
x2
x∗1
From these computations, we can obtain the following





λ1 þ λ2ð Þ ¼ x1 and ix1x

2
x1j j x2j j λ1  λ2ð Þ ¼ x2:
Having obtained these two symbols, we are able to get
the half rate Alamouti matrix [A]4 as follows
A½ 4 ¼
x1 x2 0 0
x2 x1 0 0
0 0 x1 x2





a a 0 0
b b 0 0
0 0 a a





λ1 0 0 0
0 λ2 0 0
0 0 λ3 0





c d 0 0
c d 0 0
0 0 c d





¼ I½ 2⊗ J½ 1 Λ½  J½ 2
  ¼ I½ 2⊗ J½ 1 diag Λð Þ I½ 2⊗ J½ 2 
ð82Þ
From Equation ( 82), we can rewrite as
A½ 4 ¼ I½ 2⊗ J1½ 2 diag λ1; λ2; λ3; λ4ð Þ J2½ 2
¼ I½ 2⊗ J1½ 2
 
diag λ1; λ2; λ3; λ4ð Þ I½ 2⊗ J2½ 2
  ð83Þ
where [I]2 is identity matrix, [J
1]2 is a unitary matrix,
λ1,λ2,. . .,λ4 eigenvalue, and [J
2]2 is another unitary
matrix. We know that the binary fast block-wise Jacket
transform (BFBJT) of 2k, 3k, 5k, and 6k is general Equations
(30), (50), (60), and (62). The non-binary Alamouti fast
BJT based on the BFBJT, then the general equation is
given









From Equation (82), if |x1|
2 = |x2|
2 = 1, we can show
that
A½ 4 A½ 14 ¼
x1 x2 0 0
x2 x1 0 0
0 0 x1 x2





x1 x2 0 0
x2 x1 0 0
0 0 x1 x2






x1j j2 þ x2j j2 0 0 0
0 x1j j2 þ x2j j2 0 0
0 0 x1j j2 þ x2j j2 0




CCA ¼ 2 I½ 4:
ð85Þ
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decomposed asA½ 4 A½ 14 ¼
x1 x2 0 0
x2 x1 0 0
0 0 x3 x4





x1 x2 0 0
x2 x1 0 0
0 0 x3 x4






x1j j2 þ x2j j2 0 0 0
0 x1j j2 þ x2j j2 0 0
0 0 x3j j2 þ x4j j2 0




CCCA ¼ 2 I½ 4:
ð86Þ
Appendix
Proof of Table 1 with N = pmqn




2 = 1, then [A]4
[A]4
−1 = 2[I]4, so that [H]2 and [A]4, respectively, in
Equations (76) and (82) become BIJTs.proaches specified in Equation (30), where p, q are prime
numbers and m and n are non-negative integer num-
bers. Then a larger size BIJM J½ N¼pmqn can be cons-
tructed in the following way similar to those in [30],

























Proof: Block-wise Jacket matrices [J]p and [J]q are given
by
J½ ip ¼ Ipmi1⊗Jp⊗Ipi and J½ iq ¼ Iqmi1⊗Jq⊗Iqi : ð88Þ
We can prove left side of Equation ( 88),





The fast Arikan Polar binary BIJTs and Alamouti MIMO
non-binary block-wise inverse transforms are proposed,
which overcome the mathematical problem raised in [1]
and also satisfy the relation [J]N[J]N
−1 = [I]N. The orders
2k, 3k, 5k, and 6k binary BJTs are constructed and their
binary block-wise inverse transforms are easily obtained
by the transpose of binary block-wise transforms. The
one- and two-dimensional binary block-wise fast trans-
forms are proposed based on their recursive forms. The
Kronecker product of the successive lower order matrix
and binary block-wise basis matrix are used in recursive
forms. Furthermore, the Alamouti MIMO non-binary
BJT is verified that it is the Kronecker product of lower
order identity matrix and the basis [J]2 matrix. From our
verification, the proposed BIJTs can be applied in areas
such as 3GPP ultra mobile broadband permutation
matrices design, RM code design, diagonal channel,
MIMO 4G LTE Alamouti code, and precoding design.
The diagonal block-wise basis identity matrices are well
suitable to without inter-symbol interference orthogonal
frequency division multiplexing, diagonal block zero for-
cing precoding, and SVD for multiuser MIMO.
where Ip is an identity matrix of order p









  ¼ Jp⊗Jmi1: ð89Þ
For a general form, we rewrite Equation (88) as





The second term can be written as





































where k∈{p, q} and l ∈{m, n}. Subsequently, a general [J]N
can be constructed as





In [31], Equation (15), similar fashion as Equations (6)
and (93) are Kronecker product of diagonal subchannel
and decomposed of interference alignment for cellular
networks. The idea is to align interferences into multidi-
mensional decompose subspace to one dimension.
Discussed of Equation (31) over GF(2)
We consider here matrices only over GF(2). Let 0 be the
all-zero matrix of size N.
For an arbitrary matrix [M]N, form the matrix
Λ½ 2N ¼
I½ N 0




For the matrix [M]N, we can check easily





















Suppose [M]N = [U]N is an orthogonal matrix then
Λ½ 2N Λ½ T2N ¼
I½ N 0
U½ N I½ N
	 





















U½ N I½ N
	 

¼ 0 U½ 
T
N














Now we form the matrix [Ω]4N.
Ω½ 4N ¼






this satisfies the orthogonality as
Ω½ 4N Ω½ T4N ¼








Λ½ 2N Λ½ T2N
 !
¼
Λ½ 2N Λ½ T2N þ Λ½ 
T
2N




















Therefore, [Ω] is an orthogonal of size 4 N. If [U] is
an orthogonal of size N then
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Ω½ 4N ¼
I½ N 0 I½ N U½ TN
U½ N I½ N 0 I½ N
I½ N U½ TN I½ N 0
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