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ECUACIONES INTEGRALES
J. Ortega .
Laprimera dificultad que encontramos al tratar con ecua-
ciones integrales es su propia definición . Suele decirse que
una ecuación integral es una ecuación en que una función in
c6gnita aparece bajo un signo integral . Inmediatamente obser
vamos que se trata de una definición excesivamente vaga, impre
cisa . Si queremos precisarla explicitando el tipo de operacio
nes que intervienen en la ecuación integral se observan dificul




u(t+h) -2u (t) +u (t-h) dt = f (x)
h3
lleva, mediante el cálculo del limite, a la ecuación u"(x)=f(x)
que es una ecuación diferencial . Si excluimos el paso al lími
te en las ecuaciones integrales no incluiríamos en las mismas
las ecuaciones singulares que tradicionalmente se han conside
rado como fáles .
De hecho no parece posible dar una definición única de
ecuaciones integrales sino que lo que si puede hacerse es sis
tematizar diferentes tipos de ecuaciones integrales . No pode
mos pretender ahora dar ni siquiera una panorámica de diferen-
tes tipos de ecuaciones integrales.; vamos a tratar tan sólo de
dar unas pinceladas sobre el inicio de la sistematización del
estudio de las ecuaciones integrales, señalar algún tipo parti
cular de las mismas y dar un ligero esbozo sobre su importan-,
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cía en el desarrollo de amplios campos de la matemática .
Con anterioridad a los intentos de sistematización de al
gún tipo de ecuaciones integrales aparecen ecuaciones integra
les concretas relacionadas casi siempre con problemas de la
técnica o de la física en general .
Así, Laplace en 1782 considera la ecuación integral con
incógnita u(x)-
f(x) = +w e-xt u(t)dt
m
Fourier en sus trabajos sobre la ecuación del calor en 1811
encuentra la ecuación





u (t) =~ cos(xt) f(x)dx ,
14 n 0
Abel en 1823 considera el siguiente problema . Un punto
material bajo la acción de la fuerza de la gravedad se mueve
en un plano vertical a lo largo de una curva partiendo del
reposo en un punto 0 . Conocido el tiempo de caída desde 0 a P
en función de la abscisa x de este último se trata de hallar
la longitud del arco de curva OP en función de x . Llega a una
ecuación del tipo :
f (x) = J
x
u (t) 1/2 dt
0 (x - t)





J a (u-t) °`
para las que da su solución :
(0<a<1)
t
u (t) = sen Ua d
r
J f (x)n 3t a (t _ x)
1-a
Liouville en 1832 muestra cómo algunos tipos de ecuacio
nes diferenciales se pueden resolver mediante ecuaciones in-
tegrales . Así, considera ecuaciones diferenciales del tipo :
u" (x) +
(p 2
-a (x) ) u (x) = 0
con las condiciones iniciales u(a) = 1 ,u'(a) = 0, y prueba
que u debe satisfacer a -una ecuación integral del tipo :
u (x) - 1 J x a (y) sen P (x - y) u (y) dy = cos ? (x - a) .P a
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Los parámetros en las ecuaciones diferenciales ordinarias
provenían en general de los métodos de separáci6n de varia-
bles aplicadas a ecuaciones en derivadas parciales .
Liouville obtuvo la solución por un método de aproxima-
ciones.sucesivas, método atribuido a Carl Neumann(1877) en
muchas ocasiones y que este último utilizó para resolver la
ecuación del potencial su = 0 en una superficie plana acota-
da por una curva C sobre la que se conocen los valores de u.
Lo hizo reduciendo el problema a la resolución de una ecua-
. ci6n del tipo :
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donde r(t ;x,y) es la distancia del punto (x,y) interior
o frontera del recinto al punto de la frontera
correspondiente al parámetro t y f(s) es el valor de u sobre el
contorno en función del paramétro arco s . O bien, alternati-
vamente a la ecuación :




que son ecuaciones del tipo de las de Abel y las de Liouville




J a K(x,y) u(y) dy
rb
u (x) = f (x) + Ja K(x,y) u(y) dy
que más tarde se llamarán ecuaciones de Fredholm de lá y de
2á especie .
Tenemos entonces que las técnicas de resolución de ecua-
ciones diferenciales concretas mediante ecuaciones integrales
impulsaron en gran medida el dasarrollo de estas últimas y con
tinuan hoy día siendo técnicas básicas en la resolución de ecua
ciones diferenciales .
Un punto importante en el desarrollo de las ecuaciones in
tegrales es el trabajo de Volterra(1896) que considera ecuacio
nes de a especie :






= u (x) + J a K (x, y)
u (y) dy
que es un caso particular de los anteriores en que K(x,y) = 0
para y > x, K y f continuas .
Volterra prueba que la solución existe y es única en el
intervalo la,bl . Su método, análogo a los de Liouville y Carl
Neumann es por aproximaciones sucesivas :
b
f 1
(X) = - Ja K(x,Y) f(Y) dy
b
fn (x) _ - Ja K(x,Y) fn-l (Y) dY
Volterra probó la convergencia uniforme de la serie
u (x) = f.(x) + É fn (x), serie de Neumann suele llamarse, que,
n=1
por sustitución, se comprueba es solución de la misma . Tam-
bién Volterra resolvió la ecuación de primera especie
l af(x) = Ja K(x,y)
u(y) dy reduciendola al primer caso . Hemos ya
apuntado que Liouville y Carl Neumann habían estudiado tipos
particulares de ecuaciones de 2a especie con parámetro a :
f (x) = u (x) + J
u
K (x, y) u (y) dy
sin la restricción sobre K(x,y) de Volterra . Su solución, ex
presada en serie de potencias en X es ahora convergente para
valores de X suficientemente pequeños .
zl
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Fredholm, 1900, investigó estas ecuaciones pero para to-
do posible valor de a . Esto y su método son sus principales
aportaciones .
Vamos a decir unas palabras sobre el método de Fredholm




- : J a
K(x,y) u(y) dy = f(x) con K y f continuas .
Fredholm sustituye la integral por una suma :
n
E K(x,y .) u(y,)h
j®l J J
y la ecuación integral por un sistema de ecuaciones lineales












con Kij = K(yi .yj ) . fi= f(yi ) .
El determinante del sistema puede ser desarrollado así :
A
2
h2 Kii Ki n n n1-~h E Kii*	2 7 IK . . K .?I + . . . .~ (-1)
~nh
J1 JJ
1n11 . . .Ki in n
b-a
(h = n yj
= a * jh)
El sistema admite entonces solución única con la excepción a
lo sumo de un número de valores de X y las soluciones pueden
calcularse en la forma conocida .
Fredholm pasa de una manera puramente formal al límite
cuando n -, con lo que obtiene unas expresiones que com
prueba tienen sentido y que dan la solución de la ecuación
integral de 271 especie . Así, si escribimos
K(xl y1 ) . . .K(xl yn )
K(
x1x2 . . .xn) -
	
. . . . . . .
.yly 2 .  yn
K(xn ,
.
yl) . . .K(xn .yn)
el límite formal del determinante es la suma de la serie ente
ra convergente para todo a :
b
b a	= 1 -a ~a K (x1
dxl + 2
2




x2) dxl dx2+ . . .
A esta función se le llama determinante de Fredholm .
El numerador de la fórmula clásica de las soluciones del sis
tema lineal finito por un paso al límite formal lleva a la se
rie :




X1)dxl+ 2! ,iaiaK(yxlx2) dxl dx2 . . .
que es convergente y cuya suma se llama menor del determinan
te de Fredholm.
Si b~gí 0 Fredholm obtiene que la solución de la ecuación
es única y viene dada por :




si ^1 es una raíz de 6





_ fa K(x,y) u(y) dy
tiene un número finito de soluciones linealmente independien
tes, número que no excede a la multiplicidad del cero de h l .
Las raíces de 6 se llaman los valores característicos
de K y a su conjunto espectro, y las soluciones de la ecua-
ción homogénea para cada
al
se llaman funciones caracterís-
ticas o valores propios .
Fredholm establece la siguiente alternativa : o bien para
un X la ecuación homogénea no tiene otra solución que u = 0
en cuyo caso la ecuación no homogénea tien siempre solución
o si la homogénea tiene n soluciones independientes entonces
la ecuación con núcleo traspuesto
rb
u(x) = A J a K(y,x) u(Y) dY
también tiene n soluciones Cp l . . .cpn independientes y la pri
mera es resoluble si y sólo si
J
b f(x) cp,(x) dx = 0 .
a 1
Se tiene entonces una situación análoga a la de los sis
temas lineales en espacios de dimensión finita, un teorema
de unicidad implica uno de existencia y éste es el punto
esencial de la solución de Fredholm al problema de Dirichlet .
La unicidad es consecuencia elemental del principio del ex
tremo para funciones armónicas . El método de Fredholm es sim
plemente probar que la determinación de la función u puede
reducirse'a la resolución de una ecuación integral de 2á es
pecie y, sin necesidad de resolver esta, la alternativa da
lugar a la existencia de la solución_
Los trabajos de Fredholm llevaron a Hilbert a estudiar
en los años 1904-1910 las ecuaciones integrales y sus apli
caciones a la física matemática . Hilbert sigue el trabajo
de Fredho
J
lm en el sentido de aproximar la ecuación integral
por sistémas de ecuaciones lineales y rigoriza el paso al
límite dé los sistemas finitos de ecuaciones lineales al ca
so infinito . Por otra parte mediante una "función de Green K"
para una región G y la ecuación del potencial, la ecuación
diferencial de la membrana oscilante pu + au = 0 se convier




K(s,t) u(t)dt = 0
0
con núcleo simétrico K(t,s) = K(s,t) y se percata que el pro
blema de los valores propios de esta .ecuaci6n es el análogo
para integrales al de la transformación de una forma cuadrá-
tica de n 1 variables a sus ejes principales . Prueba que exis
te una subesión de valores propios reales al ,a 2 , . . . -~ y
un conjunto de funciones un ,
funciones propias correspondien




J K(s,t) f(s) f(t) ds dt = En0 0 n
n
con gn el coeficiente de Four.ier 5n = d 0	f(s)un (s) ds y prue












longitud ( E X2 )1/2 finita, con K acotada .
n p
Hilbert prueba que por una transformación ortogonal K se
expresa
donde la integral se extiende a un recorrido o espectro conti
nuo . La consideración de este espectro es una de las mayores
contribuciones de Hilbert en este contexto ; para eliminar este
término introduce el concepto de completa continuidad para K .
Digamos simplemente que la contribución de Hilbert es no
s61o de resultados nuevos sino sobre todo de clasificación y
simplificación de métodos . Constituyen una pieza básica del pun
to de partida del Análisis Funcional .
Los métodos de Hilbert extendidos posteriormente a opera-
dores de clase traza en 1948 por Ruston y en 1956 independien-
temente por Grothendieck a operadores de clase traza en espa-
cios localmente convexos .
Es interesante hacer notar en el contexto de estos traba-
jos de Hilbert que la prueba de la equivalencia entre funcio-
nes con cuadrado integralee Lebesgue y el espacio de sucesio
nes de cuadrado sumable es posterior a las mismas realiza-
das por Fischer y Riesz ; con ello se aclaraba la teoría de Hilbert
y se extendían los resultados a ecuaciones integrales de núcleo
K de .cuadrado sumable.
que se aplica a vectores (Xp ) de
Es preciso comentar algo más sobre los trabajos de Riesz .
En 1910 extiende los resultados de Hilbert al caso en que la fu_n
ción f y las incógnitas sean de un espacio Lp. Obtiene resulta
dos análogos a los de Fredholm y lo que es más interesante intro
duce el concepto abstracto de operador y define para él el concep
to de completa continuidad . Su articulo quizá principal data
de 1917 y '_os métodos difieren de los anteriores . Se considera
un operador completamente continuo K en un espacio L2 y si lla-
mamos T = I - K y Mi = Nuc T 1 , se verifica que los espacios Mi
son de dimensión finita y que existe un v >_ 0 tal que :
M0 = { 0 } C M1 c . . . C Mv = Mv + 1 = Mv + 2 = . .
Análogamente si Ni = Img T l prueba que son subespacios cerrados
y que existe u >_ 0 de manera que :




Prueba que ~ = v y que todo f s L2 admite una descomposición
y una sola f = u + v con u e M y v e M y que para cada g e Nyyv v
n Z 0 la ecuación Tn f = g admite una solución y una sola de N .
v
Se presentan entonces dos casos esencialmente distintos se-
gún v sea ;0 o no . Si v = 0 la ecuación Tf = q admite una solución
única f para cada g y T = I -K admite inversa, es decir ñ = 1
no es valor espectral de K . Si v z 1, T no puede tener inverso .
Si designamos por S y R las transformaciones lineales que coinci-
den con K en Mv (respectivamente en NV ) y se anulan en Nv (respecti-
vamente en M ) se tiene K = S+ R, SR = RS = 0 y A = 1 es regular pa-
ra R y singular respecto a S ; S es de rango finito . A partir de
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esta descomposición puede obtenerse el teorema de la alternativa
de Fredholm en la forma que ya rabia hecho Schmidt de aproximar
K por un operador de rango finito de forma que la diferencia
sea lo suficientemente pequeña que permita aplicar el método
de las aproximaciones sucesivas .
Hagamos la observación que, en este contexto, durante
los años 1920-22 aparece la definición general de espacio
normado dada por Banach, Hahn, Helly y Wiener . El trabajo
del primero es quizá el de mayor importancia y es de notar
que fue motivado por una generalización de las ecuaciones in
tegrales . Prueba, por ejemplo, que para una ecuación del ti
po x + hF(x) = y con F continuo operando sobre lo que ahora





solución x y una única que verifica
0o n n nx = y + S (-1) h F (y) que es una generalización del mé
n=i
todo de Volterra de resolución de una ecuación integral .
La teoría de Riesz se extiende a un espacio de Banach
cualquiera y prácticamente ya aparece así en la memoria ori
ginal, es decir, la alternativa de Fredholm es válida para
una transformación lineal completamente continua en un espa-
cio de Banach .
Ahora bien el campo de las ecuaciones integrales no se
acaba ni mucho menos con las ecuaciones para las que vale el
teorema de Fredholm ni con los operadores completamente con
tinuos . Así, pueden presentarse ecuaciones en que a los va-
lores propios les corresponden infinitas funciones propias






t m e-1 x - y1 u (y) dy = f (x)
- 00
en que e-Ix -y¡
	
no es de clase Lz y que dan un espectro con
tinuo; o pueden considerarse ecuaciones integrales no linea-
les, etc . .
Vamos a limitarnos a tratar un tipo particular de ecua
ciones singulares unidimensionales, las ecuaciones singula-
res de Cauchy, teoría elaborada casi inmediatamente después
de la de Fredholm . El comienzo de la teoría se debe a H .
Poincaré "Legons de Mécanique Céleste" en 1910 y a los traba
jos de Hilbert sobre problemas de contorno de la teoría de
funciones analíticas en 1904 y 1910 . La teoría tiene impor=
tantes aplicaciones en la de las funciones analíticas y en
física matemática .
Supongamos que r es una curva abierta o cerrada del pla
no complejo y f(g) una función definida casi por todo sobre
r . Sea t de r y supongamos que si llamamos r al conjuntoE
de los puntos de r que distan de t en más o igual que







Recordemos que a este valor se le llama integral singu-
lar y lo denotaremos f(S)ds . A la integral 1 u (b) dcr ni r S-t
se le llama integral de Cauchy .Pueden darse diversas condi-
ciones sobre la regularidad de r y de u que permitan asegu
v
rar la existencia de la integral ; por ejemplo, supondremos
en lo sucesivo que u(C) es integrable sobre r y que ésta
es cerrada, con curvatura continua y con un número finito
de cambios de concavidad .
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La integral singular de Cauchy puede ser considerada





1 u (C) dC ,
ni rC-t
Una cuestión importante es encontrar espacios invaria_n
tes por el operador S ; por ejemplo los espacios Lp (r),
1 < p < w son invariantes por S y éste es un operador acota
do en tal espacio . Si P es un contorno de Liapunov (existe
tangente en cada punto y el ángulo que forman las mismas
correspondientes a los puntos t1 , t2 satisfacen una desi-
gualdad A < KIt1 -t2 1
a para K y n constantes positivas) en
tonces Lip (r) 0 < 9 < 1 es invariante y S es acotado en
este espacio .
Dado un operador lineal cerrado A en un espacio de Ba
nach F es interesante el concepto de regularizador por
la izquierda como el operador acotado B tal que BA = I } K,
K operador compacto ; y análogamente el de regularización por
la derecha . Un operador se dice normalmente resoluble si pa
ra que Au = f tenga solución es necesario y suficiente que
f sea incidente con todos los ceros del adjunto de A, A;` ;
es decir, si el"teorema de Fredholm"vale para esta ecuación
o lo que es equivalente Rec A es cerrado . Si A es un opera
dor y admite una regularización por la izquierda entonces el
operador es normalmente resoluble y si a (A) es la dimensión
del espacio de los ceros de A, éste es finito . Si A admite
una regularización por la derecha a(A ) es finita . Se lla-
ma Ind A = a (A) - a (A* )
	
y se verifica Ind (A +K) = Ind A
para K compacto, A con regularizador a la izquierda .
Para operadores acotados A 1 , A 2 con indices finitos se
verifica que
Ind (A 1 A 2 ) = Ind (A 2 A 1 ) = Ind A1 + Ind A 2
,
Volviendo a la integral de Cauchy se llama ecuación singu-
lar del tipo de Cauchy a una ecuación en LP (r) de la forma :
(Au) (t) = a (t) u (t) + b (t) (Su) (t) + (Ku) (t) = f (t),
a,b funciones continuas en r y K operador compacto en Lp(r) .
Vamos a dar condiciones suficientes para que un tal ope-
rador A verifique el teorema de Fredholm .
Se verifica que S2 = I y que el operador S y a(t)I no son
conmutativos pero el operador diferencia :
S(au)-asu = 1





u(S)ds es compacto en
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Lp (r) . De aquí que si llamamos símbolo del operador A a la fun
ci6n : 0A (t,e) = a(t) + b(t)g definida sobre rx(+1,-1} se pue
de probar que el símbolo es no degenerado (es decir no se anula
en ningún punto) si y s61o si el operador admite una doble re-
1gularizaci6n que viene dada por 2 2 (o (t)u(t)-b(t)5u),(t))
a (t)-b (t)
y por tanto que las ecuaciones integrales singulares de Cauchy
con símbolo no degenerado verifican el "teorema de Fredholm" .
Puede probarse inmediatamente que el símbolo de la suma o
el producto es la suma o el producto respectivamente de los sím
bolos, que el símbolo de la unidad es la unidad y que el sím-
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bolo de un operador compacto es cero .
Digamos también que una expresión muy interesante del ín-
dice de un tal operador es la obtenida por Noether en 1921
1
	
a (t) - b (t)Ind A = 2n r rd arg a (t ) + b (t)
para operadores con símbolo no degenerado y con condiciones de
regularidad sobre r . De esta expresión se obtienen inmediatamen
te condiciones de invarianza del índice por transformaciones
adecuadas de r y del operador. .
Las propiedades sobre el símbolo, conocidas ya en la déca
da de los años 50, sugieren la consideración del mismo como la
representación de Gelfand de un álgebra de Banach .
Así sea $ la Süiuáiyebra dei álgebra de los opera doresacotados en L-(r)
definida como la adherencia del conjunto de los operadores del
tipo : a(t)I + b(t)S .r. K y sea Ü, el álgebra cociente de ésta
por el ideal cerrado de los operadores compactos . a será un ál-
gebra conmutativa de .Banach . Veamos el Spec CZ . La aplicación
identidad sobre r, su conjugada y S forman un sisteira de gene-
radores topológicos de De la relación S 2 = I y del morfismo
natural ce (P) .., G1 , : a (t) #_, a (t) I obtenemos que todo elemento 0 e Spec
da un elemento de r x 1.-1, -1} y puede probarse que recíproca-
mente todo elemento de r x {+l, -1} da un elemento de Specc,2 .
Una verificación puede hacerse por reducción al absurdo . De lo
contrario existirá un operador T = a(t) + b(t)S con imagen del
símbolo con infinitos puntos de acumulación y del radical de a.
lo que es absurdo pues puede probarse que los elementos del r_a
dical de Ü.tienen un espectro con cero como único posible pun-
to de acumulación mientras que para 1 en la imagen del símbolo
de T :
a (t) I + b (t) S
	
- A I
tienen un símbolo degenerado que implica no tiene regulariza-
ci6n y por tanto no tiene inverso en Q, . Hemos llegado a contra
dicción.
Tendremos entonces que el símbolo de un operador A no es
otra cosa que la representación de Gelfand del mismo como ele-
mento de Ü. . Si r es el circulo unidad entonces a es un c -ál
gebra conmutativa y el supremo del símbolo coincide con
Inf H A +K¡¡ . No vamos a entrar en el estudio de los
K compacto
operadores con símbolos degenerados, digamos tan sólo que no vale
ya el teorema de Fredholm. Tampoco no podemos entrar en detá
lle sobre la resolución efectiva de las ecuaciones singulares .
Apuntemos tan sólo la intema relación de esta teoría con la de
las funciones analíticas . Así la ecuación
a(t) u (t) + b(t) (Su)(t) = f(t) con símbolo no degenerado con
a(t) y b(t) Lipzchitzianas con exponente positivo,
r contorno de un simplemente conexo que separa las regiones in
terior D+ y exterior b_ . Si
4(z) = 1 u (C) dS z t D+ U D y ~+ y i2n i C - z
r
son las respectivas restricciones a E¡4» y D-
1+ (t) = ím + (z) (t) = 1Im (z)
z~t z ..t
f e Lp (r) y
33
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para t de P, entonces :
~+ (t)
	




t.)	+ 2 su (t)
con adecuadas condiciones de regularidad sobre u .
mo :
De esta manera la ecuación integral se puede escribir co
+ a (t)-b(t) -	f (t)
(t) - a (t)+b(t)
(t) ° a (t)+b(t) t f ,
con lo que la ecuación integral se reduce a un problema de en
contrar funciones holomorfas ~+ y ~en D+ y D respectivamen
te cuyos valores en la frontera se relacionan por la ecuación
anterior . El problema ha sido tratado y resuelto por numerosos
autores y no insistiremos más sobre él .
Si queremos añadir que el ejemplo de los operadores de
Cauchy lo hemos querido traer a colación como una muestra más
del interés de la conexión entre la teoría de álgebras de Ba-
nach y la de las ecuaciones integrales o en general la de los
operadores en un álgebra de Banach . Es pues natural el estudio
del álgebra de Calkin B(X) sobre un espacio de Banach X asíK (X)
como de las subálgebras de la misma (B(X) operadores acotados
en un espacio de Banach y K(X) el ideal de los compactos) . Por
ejemplo los operadores acotados en un espacio de Banach con re
corrido cerrado y con núcleo y conúcleo de dimensión finita se
llaman operadores de Fredholm y son los que dan elementos inver
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tibles del álgebra de Calkin ; los operadores del radical del
álgebra de Calkin son los llamados de Riesz y pueden ser carac
terizados espectralmente y en términos de las dimensiones de
Rec
	
«XI-T) k ) y de Nuc «1,I-T) k), etc, etc . Muchas cuestiones
sobre estas álgebras son hoy día motivo de investigación . . . Lo
que queremos insistir una vez más es cómo la teoría de las ecua
clones integrales, en muchos casos ligadas muy directamente al
mundo físico, han dado lugar al estudio de toerías abstractas
del Análisis Funcional .
Digamos también y por . ultimo que el estudio 9e las ecua-
ciones integrales de Cauchy se ha extendido a sistemas de ecua
clones y a ecuaciones multidimensionales singulares y que en los
últimos 15 años se han estudiado ecuaciones integrales en espá
cios de distribuciones para r infinitamente diferenciable . La
consideración de éstos y otros tipos de ecuaciones integrales
y diferenciales ha dado lugar al estudio de los operadores pseu.
dodiferenciales, tema en el que se investiga actualmente y en
el que naturalmente no podemos entrar ahora .
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