the importance of reliable estimates of recovery rates. Finally, Section VI documents the cross-sectional relationship between recovery rates and default probabilities.
I Economic Determinants of the Risky Term Structure
For models with latent variables, a central question is what the latent variables capture. We answer this question by regressing the estimated …rm-speci…c latent factor on economic and …nancial variables that are known to explain credit spreads. Table 1 reports the results of this exercise. To motivate the use of the regressors, we also present regressions of the CDS spreads on the same variables. Finally, we also regress the errors on the same variables, to provide additional insight into the error structure, and to investigate if any economic variable is highly correlated with the model errors. Table 1 presents estimation results for two regressions. Identifying economic and …nan-cial variables that explain the spreads and latent factors is not our main objective, and we limit ourselves to variables that have been used in existing studies. The …rst regression, reported in the …rst three columns, exclusively uses the variables suggested by the Merton (1974) model and other structural models of credit risk: interest rates, leverage, and volatil-ity. Interest rates are captured by the ten-year Treasury yield. Volatility is measured using a simple exponentially weighted moving average of squared returns. Following the literature on the determinants of CDS spreads, leverage is measured as long term debt, Compustat variable DLTT, divided by the sum of long term debt and market value of equity, which are the product of stock price (Compustat variable PRCCD) and shares outstanding (Compustat variable CSHOC). The second regression includes a number of other explanatory variables suggested by the credit risk literature:
1 the slope of the term structure, which is de…ned as the spread between ten-year and two-year Treasury yield, the VIX volatility index, the S&P500 return, liquidity, which we measure using the Pastor-Stambaugh (2003) equity market liquidity variable. Treasury yields are from the Federal Reserve Board, and the Pastor-Stambaugh liquidity is obtained from Stambaugh's website.
Columns 1 and 4 report on regressions for the CDS spread. Columns 2 and 5 report on the latent variable, and columns 3 and 6 on the errors. We run the regressions on a …rm-by-…rm basis and report the median of the point estimates and standard errors. Standard errors are computed using a Newey-West correction with the integer value of 4 (T =100)
2=9
lags. Because there is only one latent factor per …rm, we only run one regression per …rm in the case of columns 2 and 5. For the CDS premia and the squared errors, we run three regressions per …rm, one for each maturity, and we report the medians for the distribution of all estimated coe¢ cients. explain a large proportion of the variation in the latent factor.
The regression analysis for the errors in columns 3 and 6 demonstrates that the errors are not statistically signi…cantly related to the economic and …nancial variables, suggesting that the latent factor does an adequate job of capturing the time variation in these variables.
We use squared errors in the regression because the loss function used in estimation consists of squared errors. However, the R 2 indicates that some of the variation in the errors can be explained by the economic and …nancial variables. These results suggest that some gains in model …t may be possible by including a second latent factor, but that the resulting gain is not likely to be spectacular. Since our objective is to estimate recovery rates rather than to optimize model …t, we do not further pursue this.
II Monte Carlo Analysis
While it has occasionally been argued that recovery rates cannot be identi…ed from creditrisky securities such as corporate bonds or credit default swaps, recent studies have argued conclusively that under the assumption of recovery of face value, identi…cation is possible.
See for instance Pan and Singleton (2008) and Schneider, Sogner, and Veza (2010) for discussions. Pan and Singleton (2008) argue that the use of multiple tenors in estimation helps identi…cation, and for this reason we simultaneously use three tenors in estimation.
The issue of econometric identi…cation is a complex one, and the same terminology is often used to refer to two somewhat di¤erent issues. The …rst type of identi…cation problem is one where the theoretical model is ill-suited for econometric estimation, in the sense that no matter how many data are brought to bear on the question, certain parameters cannot be identi…ed. In the credit risk literature, this is the case under the recovery of market value assumption, in which case the recovery rate cannot be identi…ed. See for instance Du¢ e and Singleton (1999) for a discussion. This problem is akin to trying to identify two unknowns from one equation. In the case of the recovery of market value, this occurs because a higher recovery rate can be compensated by a lower default probability, while yielding the same price for the risky security.
The second type of econometric identi…cation problem is more subtle, and much more prevalent. It concerns a situation where mathematically the problem is tractable, and in principle the parameters can be identi…ed, but the problem and the available data are such that it is di¢ cult to precisely identify and estimate the parameters of the problem. When pricing credit risky securities, the recovery rate and the default probability are both critically important, and this will be re ‡ected in the statistical loss function used in estimation. The loss function, which can be a log-likelihood, or a sum of squares, may not be very informative in certain directions. Therefore, estimation of both default probabilities and recovery rates jointly from credit risky securities will always be fraught with this type of identi…cation problem. The severity of the identi…cation problem depends on many issues, such as the theoretical model, the available data, and the estimation method. This does not mean that the parameters cannot be estimated. It does mean, however, that care must be taken in the interpretation of the results, and that one has to carefully check for evidence of model misspeci…cation and identi…cation problems.
We perform a Monte Carlo analysis to assess the robustness of our estimation methodology and to detect potential identi…cation problems of the second type. We simulate time series of three years worth of daily CDS spreads by Monte Carlo for a typical …rm in our sample, for all three tenors. We subsequently perturb the parameters of the data generating process by adding a random noise, drawing from a normal distribution with zero mean and standard deviation equal to two standard deviation of the empirical distribution of parameters. We use the resulting parameter values as starting values for the numerical search that …ts the simulated CDS spreads. We repeat this experiment one hundred times. Table 2 shows the resulting parameter distribution. It is very tightly distributed around the parameters of the data generating process. The averages of the estimated recovery rates are very close to the true recovery rate, and the same applies to the parameters governing default probabilities. None of the t-statistics for the di¤erences between the estimated parameters and the true parameters are greater than 0.5, suggesting di¤erences are not statistically signi…cant. This Monte Carlo experiment con…rms that our econometric methodology is able to reliably estimate model parameters, and recovery rates in particular. We conclude that recovery rates and default probabilities are adequately identi…ed in our econometric implementation.
III The Determinants of Recovery Rates: Data Sources
This section provides additional detail on data used in the regressions that document the determinants of recovery rates.
Panel A of The industry variables are also computed from Compustat. We use two industry distress variables. The …rst is a dummy variable that takes the value one if the median stock return of all the …rms in the 3-digit NAICS industry code is less than -20% in a …scal year, where returns are calculated using the Compustat variable PRCC. The second industry distress variable is a dummy variable that takes the value one if the median sales growth in a 3-digit NAICS code industry is negative for any of the last two years. 2 Sales is measured using the Compustat SALE variable. We also de…ne the industry's Q-ratio as the median of the ratio of the market value to book value of all the …rms in the 3-digit NAICS code, measured using the MKVALT and AT variables; we proxy industry illiquidity by the inverse of the quick ratio for the industry, computed as current assets minus inventory divided by current liabilities, for which we use the variables ACT, INVT, and LCT. We de…ne median industry leverage as the industry median ratio of long term debt to total assets, computed using all …rms in the 3-digit NAICS code. Industry speci…city is de…ned as the median ratio of machinery and equipment to total assets of all …rms in the 3-digit NAICS code, using the variables FATE and AT. Finally, the number of peer …rms in the industry is de…ned using the 3-digit NAICS code.
IV Model Errors
Figure 1 presents the ratio of the RMSE for the model with estimated recovery and the model with 40% recovery, for all three tenors. Note that even though the model with estimated recovery rate nests the model with 40% recovery rate, for some …rms the ratio is larger than one for one of the maturities because we use all three maturities jointly in estimation. The most important conclusion from Figure 1 is that for many …rms, the RMSE for the model with estimated recovery rate is only a fraction of the RMSE for the model with 40% recovery rate.
V The Impact of Default Probabilities and Recovery

Rates on CDS Premia
To motivate the importance of reliable estimates of the recovery rate, consider Notes: We report the parameters of the data generating process and the distribution of estimated parameters from the Monte Carlo simulations. (α, β 1 , β 2 ,β 3 ,β 4 ) capture the dynamics of the hazard rate process; (μ j , Ф j , Σ j ) capture the dynamics of the firm-specific latent factor; and (u 1 ,u 2 ,u 3 ) are the standard deviations of measurement errors of the 1-year, 3-year, and 5-year CDS spreads. Table 4 in the paper. Panel B reports the correlation matrix for these variables.
VI The Cross-Sectional Relation Between Recovery Rates and Default Probabilities
