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1. INTRODUCTION 
The objectives of this paper are to develop a method for the expansion of 
certain Schwartz distributions [l] into series of orthonormal functions and to 
generalize in a distributional way a variety of integral transforms. Any com- 
plete system of functions that are the eigenfunctions of a certain type of self- 
adjoint differentiation operator may be used in the expansions. The resulting 
integral transforms that are thereby generalized include the finite Fourier 
transform, the Laguerre transform, the Hermite transform, the Jacobi 
transform with its special cases: the Legendre, Chebyshev, and Gegenbauer 
transforms, and finally the finite Hankel transform. There is quite an exten- 
sive literature on these classical transforms. See for example [2-IO]. Appar- 
ently, however, they have not as yet been extended to Schwartz distributions, 
except for the finite Fourier and Hermite transforms [I, Vol. II, pp. 80-87 
and 116-1191. 
Other works that apply the technique of orthogonal series expansions to 
generalized functions are by Korevaar [I 11, Widlund [12], Giertz [13], and 
Walter [14]. Their procedures are developed for the generalized functions 
of Korevaar [15], Temple l-161, and Lighthill [17], whereas the present work 
is suitable for the distributions of Schwartz. 
The author is indebted to J. Korevaar who suggested a number of improve- 
ments and simplifications in the original manuscript. 
2. SOME DEFINITIONS AND ASSUMPTIONS 
Let I denote the open interval, u < x < b, on the real line. Here, a = - co 
and b = co are not excluded. L,(I) is the space of (equivalence classes of) 
* This work was supported by the Air Force Cambridge Research Laboratories, 
Bedford, Mass., under contract AF19(628)2981. 
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quadratically integrable functions on Z with the customary inner product, 
-~ 
(J g) = j:fCx) g(L4 dx ( f, g EL,(Z)), 
and norm Ilf II = Nf,f)l lj2. It is a sequentially complete space [18, p. 2161. 
By a smooth function on I, we mean a function that has ordinary derivatives 
of all orders at every point of I. k is a nonnegative integer and 8, denotes a 
complex-valued smooth function on I such that &(x) + 0 on 1. s% shall denote 
a linear differentiation operator of the form, 
m = O,Dn~B,Dns .a. D”&, , 
where the n, are nonnegative integers and Dk = d”/dxk. We also require that 
the Be and nk be such that 
iTI = e,(- 0)“~ ... (- 0)“~ I&( - D)“l go . 
Moreover, we shall assume that % possesses eigenvalues h, and normalized 
eigenfunctions *, (rz = 0, 1, 2, *em) with the following properties. The & 
form a complete orthonormal system in L,(Z). The h, are real and have no 
finite point of accumulation. (By this we also mean that no particular value 
of h, is assumed for more than a finite number of rz.) We shall always num- 
ber the h, such that 1 h, / < I h, I < 1 h, I < 0.. . This form of % will allow 
us to define a testing function subspace of L,(Z) on which X is self-adjoint. 
All the orthonormal systems arising from the classical orthogonal poly- 
nomials and many other standard sets of orthogonal functions appear as 
special cases of this general formulation. We list a number of these at the 
end of this paper. 
g1 denotes the space of smooth functions whose supports are contained 
in I. We assign to it the topology that makes its dual 9; the space of Schwartz 
distributions on Z [I, Vol. I, chapter 31. Thus, a sequence {$V}V~l is said to 
converge in g1 if the supports of the $, are all contained in a fixed compact 
subset of Z and, for each fixed k, {D”q$,}v”l converges uniformly. This concept 
of convergence in g1 is all we shall need. Clearly, g1 is sequentially complete. 
The number that f E 9; assigns to 4 E g1 is denoted by (f, 4). If f is a 
locally integrable function on I, we set 
This conforms with the inner product notation in L,(Z). We assign to 9; 
the (weak) topology generated by the seminorms p&f) = 1 (f, 4) 1 . 9%; is 
also sequentially complete [19, Section 2.21. 
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&‘1 is the space of all smooth functions on I. The topology of b, is generated 
by the following seminorms. For every compact subset 52 and for every 
nonegative integer m, we define the seminorm, 
The dual of d, is the space 6’; of all distributions whose supports are com- 
pact subsets of I [l, Vol. I, p. 891. 
3. THE TESTING FUNCTION SPACE 0? 
We shall now describe a certain space 0’ = 02(%, I) of testing functions. 
Its dual turns out to be a space of distributions which can be expanded into 
a series of the $, . a consists of all complex-valued functions + defined and 
smooth on I such that 
and (Sk+, A) = (4, Sk&J f or each n and K. (Our assumed form for !R allows 
us to impose the latter condition.) 0? is a linear space over the field of complex 
numbers. The rt(+) are taken as the seminorms of Q?. In accordance with this, 
a sequence {&}.zr is a Cauchy sequence in r3? if each 4” is in GE, and, for each k, 
~~(4, - 4,) + 0 as v and p tend to infinity independently. We shall refer to 
the corresponding kind of convergence as convergence in 0Z. 
Obviously, g1 is contained in G’ and convergence in gr implies conver- 
gence in GE 
Moreover, each lCln is in 0? because 
and, with 6,, denoting the Kronecker delta, 
We also note that the operator ‘% is a continuous linear mapping of 02 into 
itself. This follows directly from the definition of GY. 
THEOREM 1. Ol is a sequentially complete space. 
PROOF. Let {&}~=r be a Cauchy sequence in GZ Then, for each k, we have 
that ‘Sk& converges in L,(I) as m + co. By the sequential completeness of 
L,(I), there exists a function xk’ EL,(I) which is the limit in L,(I) of %JG#,,, . 
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We shall show that x~’ is almost everywhere (on I) equal to Fx,, where 
x0 E @ is independent of K. 
Let x1 be a fixed point of I and Y a variable point in I. Also, let D-l be the 
integration operator, 
D-1 = I“ . . . dt. 
- i-1 
Thus, for any function 5 having a continuous derivative, 
D-lD< = t(x) - L$x,). 
Using Schwarz’s inequality, we may write 
The first factor on the right-hand side is a bounded function on every Q 
(52 denotes an arbitrary compact subset of I), whereas the second factor 
converges to zero as m and n tend to infinity independently. This shows that 
the left-hand side converges uniformly on every Sz. 
We may remove the differentiations and multiplications by the or in the 
operator 91 step by step to obtain 91-%“+l& , where 
\l-l = e;‘D-“u . . . ,9;1D-“‘&l 
and D-n = (D-l)“. At each step the resulting quantity will converge uni- 
formly on every Q as m -+ co. We now observe that !J-l%~+l&(x) vanishes 
at x, together with all its derivatives of order < s = n, + .** + n, . Thus, 
where the sum denotes the solution of the differential equation !Ry = 0 
that has the same derivatives of every order < s at x1 as ‘%$4,(x). Taking 
for gj(x) the solution of the equation Xy = 0 such that gy’(x,) = 6ij , 
i = 0, . ..) s--l, (gj (” denotes the ith derivative of gj and aij is the 
Kronecker delta), the coefficient ami will be equal to the jth derivative of 
iQkcj, at x1 . Since Sk+, converges in L,(I) and V2-1%k+1&, converges 
uniformly on every S2 as m + co, we conclude that 
r> %njgi(x) j=cs 
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converges in the mean on every Sz. Because the gj are linearly independent, 
it follows that for each j, the coefficients OLmj converge to a limit 01~ . Conse- 
quently, (1) and therefore 5JP&,, converge uniformly on every Sz. 
Denoting the uniform limit of Y&$,,, by xk , we obtain 
XkCx) = x-lXk+l(x) + 2 WAX). 
j-c.3 
It follows that xk is a smooth function, and that x~+~ = Y&; hence, xk = 9Pxa. 
Clearly, x~‘(x) = xk(x) almost everywhere on I. 
To complete the proof, we have to show that (@x0, I,&) = (x0, !J’P$,) 
for every n and k. Since the inner product is a continuous function under 
convergence in&(I) [20, p. 751, 
We shall need the following lemmas. 
LEMMA 1. If$isin& then 
where the series converges in OZ. 
PROOF. By the definition of @, !J%$ is in L,(I) for each nonnegative integer k. 
Hence, we may expand Y&$ into a series of the orthonormal functions &, to 
obtain 
These series converge in L,(I). Consequently, for each k, 
(2) 
as N-+ co. This is what we had to show. 
We can characterize orthonormal series that converge in 6Y in the following 
way. 
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L~am.4 2. Let a, denote complex numbers. Then, xFF0 a,,& converges in 0? 
;f and only ifCLO 1 A, lzk 1 a,! ) i cowuerges.for every k. 
PROOF. We employ the fact that the #,, form an orthonormal set to write 
Our assertion follows directly from this equation. 
We now show that % is self-adjoint on LX Using (2) and the fact that the 
inner product is a continuous function under convergence in L,(I), we obtain 
C? is a dense subspace of I,. Moreover, convergence in GZ implies 
convergence in gl, as we shall now show. Again, Q denotes an arbitrary 
compact subset of I. We have already demonstrated in the proof of Theorem 1 
that, if {c#J~}~=~ converges in GY, then it converges uniformly on every Q. 
At the same time, X&, also converges uniformly on every Q. Using some of 
the notation of the proof of Theorem 1, we have, with k = 0, 
hence, 
It follows that D&,, converges uniformly on Q. By the same argument, D+,,, 
converges uniformly on Q for p = 2, ..*, s. A similar argument, based on a 
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formula for Q5, , shows that D%& converges uniformly on Q for 
/.L = 1, ***, s. From this one obtains successively the uniform convergence 
of OS+‘& , me*, D2s+m; etc. Thus, (&,J~=r converges in 8,. 
4. THE SPACE OF DISTRIBUTIONS C?!' 
02’ = al(%, I) denotes the dual of OZ. The number that f E GY assigns to 
any 4 E.GZ is again denoted by (f, 4). (Th’ is use of the inner product notation 
in three different ways does not lead to any inconsistency, as we shall see.) 
GY’ becomes a linear space upon defining equality, addition, and multiplica- 
tion by a complex number (y. in the customary way. For instance, 
(afs $1 = (f, +) = 4f, 4). w e assign to LY’ the (weak) topology generated by the seminorms, v+(f) = I(f, 4) I , where the C$ are arbitrary elements of 
GY. Sequences which converge under this topology are said to converge in G?. 
THEOREM 2. ed’ is a sequentially complete space. 
This theorem can be proved through a modification [21] of M. S. Brodskii’s 
proof of the sequential completeness of 9, the space of all distributions 
[19, Section 2.21. 
The operator % is defined on G?’ by (%f, 4) = (f, ~$6), where f E 6Y’ and 
4 E 6Y. It readily follows that Ytf is in G!’ and that ‘R is a continuous linear 
mapping of ed’ into fl. 
Since ~3~ is a subspace of G? and since convergence in g1 implies conver- 
gence in LX?, the restriction off E ed’ to .Q1 is in ~3;. Also, convergence in CZ 
implies convergence in 53,‘. 
We imbed L,(I) (and, therefore, a) into LZ” by defining the number that f E L,(I) assigns to any + E ed as 
( f9 4) = jb f(4 464 dx. a 
f is clearly linear on GY. Its continuity on @G follows from the fact that, if 
{+,},~r converges in GY to the zero function, then by the Schwarz inequality 
I (f, 43 I G [j: If I2 dr] 1’2 Y&A) -+0. 
Since 92 is a linear mapping of ~77 into O!‘, we can conclude that, if f = Xkg 
for some k, where g E L,(I), then f E CL?‘. 
Still another subspace of @ is c?;, the space of all distributions whose 
supports are compact subsets of I. This is a consequence of the facts that 
13 is dense in E1 and convergence in GZ implies convergence in gl. 
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5. ORTHONORMAL SERIES EXPANSONS AND DISTRIBUTIONAL TR.~NSFORMS 
THEORmI 3. If f E a‘, then 
f = i (f, ?M Ai (3) 
?I=0 
where the series is understood to converge in ~2’. 
PROOF. To show this we need merely invoke Lemma 1 and write, for any 
r$ E CT, 
(f? 4) = (f, 2 (4,&J A) = 2 (f, ?+u (47 Al) = 2 (f3 An) (At 7 4) (4) 
Q.E.D. 
We can view the orthonormal series expansion (3) as the inversion formula 
for a certain distributional transform 2, defined by 
Y =O) = (f, A) (f E CT, n = 0, 1, 2, *..). (5) 
Thus, Z is a mapping of 02’ into the space of complex-valued functions 
defined on n. For the inverse mapping 1-r we shall use the notation 
2-‘F(n) = z F(n) & = f. 
fl=O 
(6) 
(Henceforth, the transform function (5) shall be denoted by the capital 
letter corresponding to the lower case letter used for the original distribution 
in a,.) Clearly, Z is a linear mapping and is continuous in the sense that, if 
{ f,,},~l converges in O?’ to f, then {FV(n)},~r converges to F(n) for each n. 
THEOREM 4 (Uniqueness of 2). Iff, g E ~2’ and ifF(n) = G(n), thmf = g. 
PROOF. 
f -i? = 2 (f - A?, Ad (bn = z Nf* An) - (9, AdI h = 0. 
We now turn to the problem of precisely characterizing the functions F(n) 
that are generated by the transform 2. (The last part of the following proof 
was suggested by J. Korevaar.) 
THEOREM 5. Let b, denote complex numbers. Then, 
(7) 
ORTHONORMAL SERIES FOR DISTRIBUTIONS 271 
converges in CT if and on& if there exists an integer q > 0 such that 
z I &I I-%* I bn I2 (8) 
A,#0 
converges. Furthermore, if f denotes the sum in al of (7)) then b, = (f, &). 
PROOF. First, assume that (8) converges for some q 2 0. We wish to show 
that, for each 4 E a, 
m 
converges. Using the Schwarz inequality, we may write 
G [z I An l-2q I b, I2 z I A, l2q I (#, A) 12]1’2. 
The first series in the right-hand side of this inequality converges by assump- 
tion, whereas the second series converges by Lemmas 1 and 2. Thus, (9) 
truly does converge. 
Next, assume that (7) converges in ed’. Its sum f must be in GY’ because of 
the sequential completeness of cd’. Since I,&, E 02, we may write 
and by the orthonormality of the & we get (f, &,J = b,, . This verifies the 
last statement of the theorem. 
Still assuming that (7) converges in GY’, we finally wish to show that (8) 
converges for some q. We know from the proof of Theorem 3 that for every 
r$ = 2 a,& E 0, the series 1 crib, converges. From here on, it will be assumed 
that the arguments of the a, are always chosen in such a way 
that &bm = I a,b, 1 . We show first that the sequence {Aiqb,} is bounded for 
some value of q. Indeed, if not, the sequence is unbounded for every 
q = 1, 2, “‘; hence, there exists an increasing sequence of indices n, such that 
I &l,“b,, I 3 1, q = 1, 2, ... . 
However, the choice 
I an, I = I Gf l/q, q = 1, 2, .*-, ak = 0 for all k f nq, 
gives us an element 4 E &! (Lemma 2) for which C I a,b, ) diverges. 
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We may thus assume that ,\;“& -+ 0 for y J- Q,, . W’e will now show that (8) 
converges for some q >, qO . Indeed, if not, the series diverges for every 
q > q,,; hence, there is an increasing sequence of indices m4 such that 
VL-1 
This time, the choice 
I 6, I2 < 2, q = qo , qo + 1, *-* * 
I %I I = I KZQbz I/% my-, < n < rnQ , Y N 40 9 > 
gives us an elemnt 4 E 0? for which C I a& 1 diverges. This second ccntra- 
diction completes the proof. 
We can characterize the elements of I;z’ in still another way. 
THEOREM 6. A necessary and st@cient condition for f to be in GY’ is that there 
be some nonnegative integer q and a g E L,(Z) such that 
where the c, denote complex constants. 
PROOF. Su~ciency. We have already shown in Section 4 that %Qg E 12 
and that 6Y C a. Since I,& E 0?, it follows that f E LT. 
Necessity. Let f = CF(n) & E P. Set G(n) = h;“F(n) whenever h, # 0, 
where q >, 0 is such that &a 1 X, /p2* 1 F(n) I2 converges; also, set G(n) = 0 
when h, = 0. Hence, CEO 1 G(n) (s converges, and, by the Riesz-Fischer 
theorem, there exists a g EL,(Z) such that G(n) = (g, 4,). Moreover, since 
& E 02, the definition of ‘3 on 6Y yields (g, \31$,,) = (%g, 4,). Altogether, 
then, we may write 
ORTHONORMAL SERIES FOR DISTRIBUTIONS 213 
6. A TRANSFORM CALCULUS 
We have already indicated that the differential operator 91 is a continuous 
linear mapping on nl into 6I?. Therefore, we may write for every f E Gl 
We can use this fact to solve the differential equation, P(S) II = g, where P 
is a polynomial and the given g and unknown u are required to be in m. 
Through the transform Z, we obtain P(h,) U(n) = G(n). If P(h,) # 0 for 
every rz, we can divide by P(A,) and then apply Z-l to get 
By Theorems 4 and 5, this solution exists and is unique in 02’. If P(A,) = 0 
for some h, , say for Xnk (K = 1, e-e, m), then a solution exists only if G(Xnt) = 0 
for K = 1, 2, ***, m. In this case the solution (11) is no longer unique and we 
can add to it any complementary solution, 
where the ak are arbitrary numbers. 
7. SOMEEXAMPLES 
As was indicated in the introduction, all the transforms arising from the 
classical orthogonal polynomials as well as many others are special cases of 
our general formulation. In [21] we gave a number of examples, stating the 
operators %, their eigenfunctions I/I,, and eigenvalues h, , and the correspond- 
ing intervals I on which the above analysis can be made. The transforms listed 
are the finite Fourier, Laguerre, Hermite, Jacobi (which includes the 
Legendre, Chebyshev, and Gegenbauer transforms as special cases), and the 
finite zero-order Hankel transforms. We present here two of these. 
The Lagwrre Transform :
I = (0, co) 
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Here, 01 is a real number greater than -- 1, 
where the Lnor are the generalized Laguerre polynomials [2], 
&=-?I (n = 0, 1, 2, -..). 
The Jacobi Transform. 
I = (- 1, l), w&)=(1 -x)“(l +x)0 
01 and /3 are real numbers greater than - 1. 
t&(x) = &+yx) (?I = 0, 1, 2, **.), 
n 
where 
h 2-+P+l qn + fl + 1) m + B + 1) = 
n n!(2n+n+B+l)r(n+iuf19+1) 
and the Pk@( x are the Jacobi polynomials [2], ) 
As special cases we have the Legendre transform (a = /3 = O), the Chebyshev 
transform (a = fl = - 3), and the Gegenbauer transform (a = /3 > - 1). 
Finally, we note that in the case of the Hermite transform the space 6T 
can be shown to be identical to the space Y’ of tempered distributions 
[ll, 211. 
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