Estimación de estado de un sistema de potencia utilizando medición fasorial sincronizada y evaluación de su implantación en el sistema de transmisión colombiano by Rincón Ballesteros, Ricardo
Estimacio´n de Estado de un Sistema de Potencia
Utilizando Medicio´n Fasorial Sincronizada y
Evaluacio´n de su Implantacio´n en el Sistema de
Transmisio´n Colombiano
Ricardo Rinco´n Ballesteros
Universidad Nacional de Colombia
Facultad de Ingenier´ıa, Departamento de Ing. Ele´ctrica y Electro´nica
Bogota´ D.C., Colombia
2013

Estimacio´n de Estado de un Sistema de Potencia
Utilizando Medicio´n Fasorial Sincronizada y
Evaluacio´n de su Implantacio´n en el Sistema de
Transmisio´n Colombiano
Ricardo Rinco´n Ballesteros
Tesis presentada como requisito parcial para optar al t´ıtulo de:
Magister en Ingenier´ıa Ele´ctrica
Director:
Renato Humberto Ce´spedes Gandarillas, Ph.D.
L´ınea de Investigacio´n:
Sistemas de Potencia
Universidad Nacional de Colombia
Facultad de Ingenier´ıa, Departamento de Ing. Ele´ctrica y Electro´nica
Bogota´ D.C., Colombia
2013

Dedicatoria
A mi familia, especialmente a mi madre, quien
siempre ha estado presente para apoyarme.
A mi hija, quien ha sido mi mayor motivacio´n
para seguir adelante

Agradecimientos
Agradezco especialmente al Ing. Renato Humberto Ce´spedes Gandarillas, director de este trabajo,
por su valiosa orientacio´n, aportes, colaboracio´n y sobretodo paciencia que fueron fundamentales
durante el proceso de elaboracio´n de esta tesis.
Agradezco a mi madre por su apoyo, colaboracio´n y direccio´n para alcanzar mis metas.
Al Ing. Germa´n Velandia con quien se realizo´ un trabajo mancomunado de colaboracio´n en cada
uno de nuestros proyectos de tesis.
A mis amigos Edgar y Martha, quienes me apoyaron en la elaboracio´n de este trabajo y son una
parte muy importe de mi vida.
A Liliana, quien siempre me ha apoyado, incluso desde la distancia y por su valiosa orientacio´n
para tomar buenas decisiones.

ix
Resumen
Las PMUs se consideran como uno de los ma´s importantes dispositivos de medicio´n en un sistema
de potencia para un futuro cercano, aunque sus beneficios han sido discutidos desde la de´cada de
los 80s en el a´mbito internacional. Su principal ventaja radica en el hecho de poder contar con
mediciones fasoriales sincronizadas de tensiones y corrientes de diversos puntos del sistema de po-
tencia, aun cuando estos se encuentren separados por grandes distancias.
Obtener mediciones fasoriales sincronizadas de distintas localizaciones dentro de una red ele´ctrica
es posible mediante el sistema de posicionamiento global (GPS), el cual garantiza una exactitud de
1 µs para la sen˜al utilizada en el proceso de sincronizacio´n de las PMUs. Para un sistema con una
frecuencia nominal de 60 Hz, se refleja en un error de a´ngulo de 0,021o.
Simulaciones y pruebas de campo sugieren que las PMUs pueden revolucionar la manera en
que se monitorean y controlan los sistemas de potencia. Pero existen dos limitaciones importantes
en la implantacio´n de esta tecnolog´ıa que son: la inversio´n que debe realizarse en un sistema de
comunicaciones adecuado para soportar el tra´fico de informacio´n del sistema de medicio´n fasorial
sincronizado y el costo de cada unidad de medicio´n, incluyendo su instalacio´n. Teniendo en cuenta
estas limitaciones, el nu´mero de PMUs a instalar en un sistema de potencia depende de la aplicacio´n
de control o monitoreo que se desee llevar a cabo.
El propo´sito de este trabajo es evaluar el impacto de implementar un sistema de medicio´n fa-
sorial sincronizado en Colombia para realizar la estimacio´n del estado del sistema, con el fin de
monitorear, supervisar y controlar el sistema de potencia en tiempo real.
Primero se estudian algunos de los algoritmos de localizacio´n de PMUs para implementar un
sistema de medicio´n fasorial sincronizado con el propo´sito de realizar la estimacio´n de estado utili-
zando u´nicamente mediciones fasoriales.
Enseguida, se realiza una comparacio´n entre diferentes me´todos de estimacio´n de estado que se
pueden tener en cuenta cuando se tienen mediciones convencionales y fasoriales en un sistema de
potencia, determinando el me´todo de estimacio´n de estado ma´s aplicable al sistema de transmisio´n
colombiano.
Por u´ltimo, se valora el impacto de la implementacio´n de un sistema de medicio´n fasorial sin-
cronizado en Colombia para asistir la tarea de estimacio´n de estado, evaluando sus ventajas y
desventajas en comparacio´n con la forma en que se realiza esta tarea en la actualidad.
Palabras clave: Estimacio´n, Estado, sistema de potencia, PMU, sistema de medicio´n fasorial
sincronizado.
xAbstract
PMUs are considered one of the most important measuring devices in a power system in the near
future, although its benefits have been discussed since the early 80s in the international context. Its
main advantage is to have synchronized phasor measurements of voltages and currents in various
parts of the power system, even though they are separated by large distances.
To obtain synchronized phasor measurements from different locations within an electrical net-
work is possible through the Global Positioning System (GPS), which guarantees an accuracy of
1 µs for the signal used in the synchronization process of PMUs. For a system with a nominal
frequency of 60 Hz, it is reflected in an angle error of 0,021◦.
Simulations and field tests suggest that PMUs can revolutionize the way power systems are
monitored and controlled. But there are two important limitations in the implementation of this
technology: the investment to be made in a communication system adequate to support the infor-
mation traffic of the synchronized phasor measurement system and the cost of each measurement
unit, including its installation. Given these constraints, the number of PMUs to be installed in a
power system depends on the application of control or monitoring to perform.
The purpose of this study is to assess the impact of implementing a synchronized phasor mea-
surement system in Colombia to perform the state estimation of the system to monitor, supervise
and control the power system in real time.
First, some of optimal phasor measurement placement algorithms to implement a synchronized
phasor measurement system to perform state estimation are studied.
Next, a comparison is made between different state estimation methods which can take into
account when conventional and phasor measurements are present in a power system, determining
the state estimation method more applicable to the transmission system in Colombia.
Finally, the impact of implementing this technology in Colombia is assessed, evaluating the ad-
vantages and disadvantages of a phasor measurement system compared to the manner in which
this task is performed nowadays.
Keywords: State, estimation, power system, PMU, synchronized phasor measurement system.
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Introduccio´n
A nivel mundial se esta´n implementando cada vez ma´s los sistemas de medicio´n fasorial en los
sistemas de potencia, debido a los grandes beneficios que genera el obtener medidas sincronizadas
de tensio´n y corriente en cada una de las subestaciones monitoreadas, en tiempo real.
Durante los u´ltimos an˜os en los Estados Unidos, Europa y algunos pa´ıses de Latinoame´rica como
Brasil y Me´xico se han utilizado sistemas de medicio´n fasorial sincronizados (Synchronized Phasor
Measurement Systems), los cuales constan de una red de unidades de medicio´n fasorial (PMUs),
concentradores de datos fasoriales (PDC), un sistema de comunicacio´n confiable de alta velocidad
en fibra o´ptica y servidores adecuados para el almacenamiento de los datos recolectados. Todo esto
ha sido posible debido al gran avance de la tecnolog´ıa en el campo de las comunicaciones, de los
computadores y el sistema de posicionamiento global (GPS), potenciando los sistemas de medicio´n
fasorial para realizar las funciones de monitoreo y control de la seguridad dina´mica de grandes siste-
mas de potencia. El objetivo es utilizar medidas de las PMUs para evitar que alguna contingencia
en un a´rea de operacio´n del sistema pueda desencadenar un colapso total del mismo, as´ı como
brindar la posibilidad al operador de un sistema de potencia de monitorear sistemas vecinos con
interconexiones para la toma de decisiones en un momento determinado.
Una suspensio´n imprevista de energ´ıa ele´ctrica en un sistema de potencia, (blackout), afecta la
economı´a y el bienestar de un pa´ıs. Por esta razo´n, se obliga a las empresas ele´ctricas de genera-
cio´n, transmisio´n y distribucio´n de energ´ıa ele´ctrica a brindar un suministro de energ´ıa con un nivel
mı´nimo de confiabilidad y calidad. Para reducir la magnitud del impacto causado por un colapso
en el sistema de potencia, se podr´ıa implementar un sistema de medicio´n fasorial sincronizado. Los
beneficios que se pueden obtener para el sistema de potencia son mu´ltiples y de gran utilidad para
el o´ptimo funcionamiento del sistema.
Para el operador de la red es de vital importancia conocer las condiciones de operacio´n normal
de sistema de potencia, puesto que, con base en esta informacio´n se puede determinar si el sistema
esta´ operando adecuadamente o no. Esta labor se realiza con la ayuda del estimador de estado del
sistema, el cual cuenta con una serie de etapas para la estimacio´n final de los valores de las variables
de estado del sistema (tensiones en magnitud y a´ngulo). Con los datos obtenidos del estimador de
estado se puede validar el modelo del sistema, es decir, obtener un modelo “consistente” del sistema
en tiempo real.
Con la implementacio´n de un sistema de medicio´n fasorial sincronizado, se obtienen medidas de
tensio´n y corriente (magnitud y a´ngulo) en forma sincronizada en tiempo real, y en consecuencia
todas aquellas medidas que se deriven de estas, en cada una de las subestaciones monitoreadas
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del sistema. Esto proporciona una ventaja, puesto que, parte del vector de estado se esta´ midien-
do con precisio´n en magnitud y a´ngulo, medidas que se utilizar´ıan directamente para la validacio´n
del modelo del sistema y la toma de decisiones en un instante dado por parte del operador de la red.
1. Conceptos Preliminares
En este cap´ıtulo se presentan los principales conceptos relacionados con los sistemas de medicio´n
fasorial sincronizados.
1.1. Sistemas de Medicio´n Fasorial Sincronizados
Las PMUs son dispositivos capaces de medir el fasor de tensio´n nodal y los fasores de corrientes
de todos los elementos conectados al nodo (subestacio´n) donde se instala este dispositivo. Adema´s
se logra una sincronizacio´n en estas mediciones, basando el muestreo de las sen˜ales de tensio´n y
corriente en una sen˜al de sincronizacio´n suministrada por el sistema de posicionamiento global
(GPS), esta sen˜al de referencia de tiempo esta´ disponible en cada subestacio´n del sistema donde
existen PMUs.
Las PMUs realizan el ca´lculo de las componentes de secuencia positiva de cada medicio´n de ten-
sio´n y corriente. Los fasores dados por estos dispositivos se obtienen mediante la aplicacio´n de la
transformada discreta de Fourier (DFT) aplicada a una ventana de datos mo´vil, cuyo ancho puede
variar desde una fraccio´n de un ciclo hasta un mu´ltiplo de un ciclo. La tasa de muestreo de las
PMUs puede llegar a valores de 48 muestras/ciclo [1, 2].
En la Figura 1.1, se muestra un diagrama de bloques para una PMU.
Figura 1.1. Diagrama de Bloques de una PMU [3]
El filtro anti-aliasing es usado para suprimir las frecuencias superiores existentes en la sen˜al de
entrada a la determinada mediante el criterio de Nyquist. El oscilador convierte la sen˜al de un
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pulso por segundo (pps) suministrado por el sistema GPS en una secuencia de pulsos de tiempo de
alta velocidad, usada para el muestreo de la sen˜al. El micro-procesador realiza los ca´lculos del fasor
mediante la DFT de la sen˜al. Finalmente, se asigna una estampa de tiempo al fasor calculado y es
transmitido al concentrador de datos fasoriales (PDC), el cual funciona como un nodo en la red de
comunicacio´n donde los datos de deferentes PMUs o PDCs se correlacionan y se env´ıan en un solo
“stream” de datos hacia PDCs de niveles superiores, para ser utilizados por deferentes aplicaciones
[4]. En la Figura 1.2, se muestra una red de recoleccio´n de datos fasoriales.
Figura 1.2. Red de Recoleccio´n de Datos Fasoriales [4]
Las PMUs optimizan el monitoreo y control de los sistemas de potencia, incluyendo mediciones
directas, sincronizadas y ma´s exactas del estado del sistema. Las componentes de secuencia positi-
va de las tensiones nodales a frecuencia fundamental medidas mediante PMUs pueden ser usadas
directamente por aplicaciones avanzadas como ana´lisis de contingencias y flujos de carga en tiempo
real, siendo los indicadores de seguridad proporcionados por estas aplicaciones representativos de
las condiciones reales del sistema de potencia [1].
Una de las principales partes de un sistema de medicio´n fasorial sincronizado es el sistema de
comunicaciones que debe existir entre subestaciones con PMU instalada, el cual puede estar ba-
sado en canales de fibra o´ptica. Los fasores son transmitidos al PDC, usando medios como l´ıneas
de tele´fono dedicadas o la red de a´rea amplia (WAN), fibra o´ptica, enlaces de microondas y l´ıneas
de transmisio´n, entre otros. La velocidad del sistema de comunicaciones debe ser adecuada para
soportar el flujo de datos provenientes de las PMUs. Lo anterior impone una fuerte limitacio´n en
el nu´mero de PMUs a instalar en el sistema, pero los beneficios obtenidos al contar con un sistema
de medicio´n fasorial sincronizado podr´ıan justificar la instalacio´n de la infraestructura de comuni-
caciones adecuada.
Sin embargo, debe tenerse en cuenta que instalar PMUs en todos los nodos del sistema no ser´ıa
econo´micamente viable, y deben considerarse te´cnicas de localizacio´n o´ptima de PMUs, es decir,
minimizar la cantidad de PMUs necesarias para llevar a cabo determinada aplicacio´n de monitoreo
y/o control sobre el sistema.
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1.2. Algunas Aplicaciones de los SMFSs
El principal impacto de un sistema de medicio´n basado en PMUs se puede obtener de aplicacio-
nes de estimacio´n de estado y de proteccio´n y control de a´reas amplias (Wide Area). Una primera
aplicacio´n que debe evaluarse en su implementacio´n es una herramienta de visualizacio´n para los
operadores de la red [1]. Por ejemplo, ser´ıa de gran utilidad contar con la visualizacio´n de las mag-
nitudes y a´ngulos de las tensiones nodales en tiempo real, puesto que, de estas depende la direccio´n
de los flujos de potencia a trave´s de los elementos del sistema, detectando las a´reas que pueden
estar suministrando o consumiendo potencia dentro del sistema interconectado [5].
Se han estudiado aplicaciones de control remoto de los sistemas de excitacio´n de los generadores
para amortiguar las oscilaciones de modos local e inter-a´rea. Se utilizan directamente mediciones de
frecuencia y a´ngulos de fase de localizaciones remotas como sen˜ales de entrada y/o realimentacio´n
para los sistemas estabilizadores de potencia (PSS) asociados a los generadores controlados. Estas
mediciones se utilizan para separar el sistema en islas operativas en forma controlada y realizar un
deslastre de carga en caso de una contingencia mayor, con el fin de prevenir eventos en cascada.
En aplicaciones de proteccio´n adaptativa, los sistemas de medicio´n fasorial se han usado para
determinar el modelo del sistema, utiliza´ndolo para la prediccio´n de la envolvente de una oscilacio´n
que se puede presentar debido a un disturbio dentro del sistema [1].
Los sistemas de medicio´n basados en PMUs pueden usarse para determinar el modelo dina´mico
del sistema con una mayor exactitud, donde las PMUs miden la respuesta dina´mica del sistema
ante la salida de l´ıneas de transmisio´n, esta respuesta puede compararse con simulaciones del mismo
evento. Las PMUs son capaces de detectar feno´menos transitorios que ocurren en el sistema que
los dispositivos convencionales de medicio´n no pueden detectar debido a su baja tasa de muestreo
de las sen˜ales. Esto evidencia la ventaja de usar estos dispositivos en la estimacio´n de estado del
sistema, puesto que, las PMUs realizar´ıan un monitoreo ma´s adecuado del sistema en tiempo real.
2. Localizacio´n O´ptima de PMUs
Muchos de los enfoques existentes de localizacio´n o´ptima de PMUs dependen de una aplicacio´n
en particular, como por ejemplo conciencia situacional (Situational Awareness), visualizacio´n y
alarmas para operadores, ana´lisis de eventos post-falla para ingenieros entre otras. Las inversiones
en el desarrollo de Smart Grids requieren una visio´n clara del manejo de activos, conocimiento de
la infraestructura existente, una estrategia bien desarrollada y un mapa de ruta [6].
Debido a la implementacio´n de PMUs, la observabilidad de los sistemas de potencia se ha incre-
mentado y en consecuencia la informacio´n dina´mica del sistema se encuentra disponible, por esta
razo´n las aplicaciones de los sistemas SCADA/EMS se han extendido conduciendo al desarrollo de
Sistemas de Medicio´n de A´rea Amplia (WAMS).
2.1. Localizacio´n O´ptima de PMUs para la Estimacio´n de Estado del
Sistema de Potencia
La localizacio´n de PMUs en cada uno de los nodos - subestaciones del sistema - permite conocer
su estado directamente. Sin embargo, esta solucio´n no es viable desde el punto de vista econo´mico.
Existen diversos me´todos para determinar el mı´nimo nu´mero de PMUs que garantizan la observa-
bilidad completa del sistema.
Un pre-requisito para el monitoreo y control del sistema de potencia es el desarrollo de un adecua-
do esquema para la localizacio´n de mediciones. Muchas de las metodolog´ıas utilizan puntos piloto
localizados en el centro de regiones coherentes de un sistema dado. Estas regiones contienen nodos
de carga con tendencias de tensio´n similares o grupos de ma´quinas interconectadas con modos de
oscilacio´n comunes [7].
Las regiones pueden separarse o unirse cuando las condiciones de carga del sistema cambian, por
lo tanto, una localizacio´n que es o´ptima para una condicio´n particular de operacio´n puede com-
portarse inadecuadamente para otra. Esto puede tener un efecto adverso en el control de tensio´n
y de la estabilidad transitoria, debido a que grandes porciones de la red no pueden observarse,
haciendo que el sistema no pueda monitorearse apropiadamente, especialmente cuando el sistema
esta´ fuertemente cargado y los ma´rgenes de estabilidad son pequen˜os.
Un mejor me´todo es localizar PMUs para que el sistema sea observable. Debido a restricciones
econo´micas, se debe determinar la localizacio´n del mı´nimo conjunto de PMUs que hace que el sis-
tema sea observable. Este problema de optimizacio´n se resuelve usando deferentes me´todos tales
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como “Simulated Annealing”, algoritmos gene´ticos, “Search Tabu” y programacio´n de enteros. Al-
gunos me´todos definen funciones objetivo para encontrar los sitios de medicio´n para minimizar el
nu´mero de condicio´n de la matriz de estimacio´n de estado, otros me´todos consideran la pe´rdida del
canal de comunicacio´n en la subestacio´n [8].
A continuacio´n se presenta una breve descripcio´n de dos me´todos para realizar la localizacio´n
o´ptima de PMUs para garantizar la observabilidad del sistema, resaltando que no son los u´nicos,
existiendo entre otros, me´todos basados en la observabilidad completa e incompleta del sistema de
potencia [9, 10] y otros que tienen en cuenta restricciones en nu´mero de canales de comunicacio´n
[11].
2.2. Primer Me´todo. Me´todo Dual de Bu´squeda
2.2.1. Conceptos de Observabilidad
La observabilidad del sistema puede ser valorada considerando la topolog´ıa de la red y la locali-
zacio´n y tipo de mediciones existentes [7].
Observabilidad Nume´rica. Se define como la habilidad del modelo del sistema para resolver la
estimacio´n de estado. Si la matriz jacobiana H es de rango completo y esta´ bien condicionada,
entonces el sistema se considera nume´ricamente observable.
Observabilidad Topolo´gica. Se define como la existencia de al menos un a´rbol generador de medi-
cio´n (spanning measurement tree) en la red. Este a´rbol conecta todos los nodos a trave´s de ramas
con fasores de corriente medidos o calculados. La sub-matriz de incidencia asociada tiene un rango
igual al nu´mero de ramas de este a´rbol. La observabilidad nume´rica implica una observabilidad
topolo´gica, pero no se cumple lo contrario.
Un subgrafo de una red medida (subgraph of a measured network) es un subgrafo que consiste
en una coleccio´n de nodos y ramas tomados de la red medida.
Un subgrafo generador (spanning subgraph) es aquel que contiene todos los nodos del grafo.
Un subgrafo de medicio´n (measurement subgraph) es aquel que contiene mediciones de corriente
asignadas a cada una de sus ramas. Estas mediciones pueden ser reales o pseudo-mediciones calcu-
ladas mediante las leyes de Ohm y Kirchhoff.
El concepto de pseudo-mediciones incluye los siguientes casos:
Cuando en una rama se conocen los fasores de tensio´n en sus dos extremos, entonces la
corriente puede calcularse con la ley de Ohm.
Un nodo para el cual se conocen todas las corrientes excepto una de ellas, entonces esta
corriente puede calcularse mediante la ley de las corrientes de Kirchhoff.
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Un subgrafo generador de medicio´n (spanning measurement subgraph) es un subgrafo de me-
dicio´n que contiene todos los nodos de la red, implicando la existencia de un a´rbol generador de
medicio´n.
La cobertura de un conjunto de PMUs es el ma´ximo subgrafo generador de medicio´n que puede
construirse mediante este conjunto de PMUs, es decir, la ma´xima subred observable que puede
obtenerse.
Un nodo de separacio´n es aquel cuya eliminacio´n separa el grafo en dos o ma´s subgrafos conec-
tados, los cuales esta´n desconectados entre s´ı.
Se puede demostrar que una PMU localizada en un nodo de separacio´n observa todos los nodos
en cualquiera de los subgrafos resultantes por la eliminacio´n de este nodo. Este subgrafo puede no
considerarse en la bu´squeda del mı´nimo conjunto de PMUs. La PMU localizada en un nodo de
separacio´n es un elemento del conjunto o´ptimo.
2.2.2. Construccio´n de un Subgrafo Generador de Medicio´n
Regla 1. Asignar una medicio´n fasorial de corriente a cada rama conectada a un nodo con PMU.
Regla 2. Asignar una pseudo-medicio´n de corriente a cada rama conectada entre dos nodos con
tensiones conocidas.
Regla 3. Asignar una pseudo-medicio´n de corriente a cada rama cuya corriente puede inferirse
mediante la ley de las corrientes de Kirchhoff.
Para maximizar la cobertura, cada PMU nueva se localiza en un nodo con el mayor nu´mero de
ramas conectadas. El procedimiento se realiza hasta que toda la red sea observable.
Debe notarse que este procedimiento no conduce al mı´nimo conjunto de PMUs, por lo tanto,
cuando una nueva PMU se adiciona, las PMUs ya instaladas se deben re-localizar para maximizar
su cobertura.
2.2.3. Implementacio´n de una Te´cnica de Bu´squeda Dual
Un me´todo de bu´squeda bisectante (bisecting search) determina el nu´mero de PMUs en cada
iteracio´n, luego para un nu´mero dado de PMUs un me´todo basado en “simulated annealing” intenta
identificar el conjunto de localizacio´n que minimiza la regio´n no observable del sistema. La bu´squeda
dual se apoya en un procedimiento teo´rico de grafo que proporciona un conjunto de localizacio´n
inicial que hace que el sistema sea observable. Este conjunto inicial constituye el l´ımite superior
para la bu´squeda bisectante.
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2.2.3.1. Me´todo de Bu´squeda Bisectante
La filosof´ıa de este me´todo es estrechar el espacio entre los valores de n asociados con la regio´n
A y aquellos asociados con la regio´n B por debajo del punto mı´nimo de la regio´n A. El proceso
termina cuando se encuentran dos nu´meros adyacentes ν y ν − 1 tales que n pertenece a la regio´n
A y ν − 1 pertenece a la regio´n B. Por lo que, se toma el valor ν como νmin. El l´ımite superior
inicial νu lo proporciona un procedimiento teo´rico de grafo (νint)
2.2.3.2. Simulated Annealing
Busca la solucio´n de Ψ(ν). Requiere la definicio´n de:
Una funcio´n objetivo E, para ser minimizada.
Un generador aleatorio para los cambios en los conjuntos de localizacio´n de las PMUs.
Una funcio´n decreciente T .
Se selecciona la funcio´n Φ(S), nu´mero de nodos no observables como la funcio´n objetivo a ser
minimizada. Esto se realiza en el espacio de bu´squeda de conjuntos de localizacio´n de PMUs νtest.
El espacio de bu´squeda se explora secuencialmente usando un generador aleatorio que selecciona
un nuevo conjunto de los conjuntos vecinos.
Cada conjunto se compara con el conjunto anterior para determinar si el nu´mero de nodos no
observables disminuye, si es as´ı, el conjunto nuevo reemplaza al viejo, de lo contrario, el conjunto
nuevo reemplaza al viejo de acuerdo a una funcio´n de probabilidad T .
La decisio´n de aceptar un nuevo conjunto de PMUs se basa en el cambio incremental de la funcio´n
objetivo, ∆E y el valor de T . Cuando es negativo, se acepta el conjunto nuevo, de lo contrario, se
acepta con una probabilidad dada por la funcio´n de Boltzman:
Prob(∆E) = e(−∆E/T ) (2.1)
Debe decidirse cuantas iteraciones realizar para una funcio´n T dada, en cuanto reducir esta fun-
cio´n y cuando detenerse.
El nu´mero de conjuntos M evaluados para una funcio´n T dada, se basa en el taman˜o del espacio
de bu´squeda el cual tiene
(
N
νtest
)
conjuntos. Una buena seleccio´n para M esta´ dada por:
M = 0,002
(
N
νtest
)
(2.2)
Puede tomarse M para que var´ıe como una funcio´n de T .
El valor de ∆E es normalmente de ±5 nodos, dependiendo de la conectividad de la red. El valor
inicial de T se selecciona como tres veces el valor de ∆E, es decir, 15.
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La funcio´n decreciente T , se toma desde 15 hasta 0,0869 con un factor de escala de 0,879 de una
iteracio´n a otra.
Ti = 0,879Ti−1 (2.3)
Este proceso termina cuando se cumple cualquiera de los siguientes criterios:
La funcio´n objetivo alcanza el valor mı´nimo, cero. Para este valor el sistema es necesariamente
observable.
No existe un conjunto de PMUs aceptado por el algoritmo para un valor determinado de T .
Se alcanza el valor mı´nimo de T .
2.2.3.3. Procedimiento Teo´rico de Grafo
El me´todo de bu´squeda dual se puede acelerar comenzando la bu´squeda en un punto cercano a
la solucio´n mı´nima. El procedimiento teo´rico de grafo proporciona un punto de partida razonable,
identificando un conjunto de localizacio´n que hace que el sistema sea observable. Este procedimien-
to se basa en la topolog´ıa del sistema, construyendo un subgrafo generador de medicio´n.
Resultados de las simulaciones realizadas sobre varios sistemas de prueba muestran que cerca
de una 1/4 a 1/3 parte de los nodos del sistema necesitan PMUs para hacer que el sistema sea
observable.
2.3. Segundo Me´todo Procedimiento Basado en Programacio´n de
Enteros
Para un sistema de N nodos se formula el problema de localizacio´n como [12]:
mı´n
N∑
i=1
wixi (2.4)
s.a f(X) ≥ 1ˆ
Donde X es un vector binario variable de decisio´n, cuyas entradas se definen como:
xi =
{
1 Si una PMU se instala en el nodo i
0 De lo contrario
(2.5)
wi es el costo de una PMU instalada en el nodo i, f(X) es una funcio´n vectorial, cuyas entradas
no son nulas si la correspondiente tensio´n nodal es solucionable usando el conjunto de medicio´n y
cero de lo contrario, 1ˆ es un vector de unos.
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El producto interno del vector binario de decisio´n y el vector de costos representan los costos
totales de instalacio´n de las PMUs seleccionadas.
Las funciones de restriccio´n aseguran la observabilidad de todo el sistema mientras se minimiza
el costo total de instalacio´n.
2.3.1. Caso 1. Un Sistema sin Mediciones Convencionales y/o Inyecciones de
Potencia Cero
Se define la matriz de conectividad binaria A, cuyas entradas se definen as´ı:
Ak,m =
{
1 Si k = m o´ k y m esta´n conectados
0 De lo contrario
(2.6)
La matriz A se puede obtener a partir de la matriz de admitancia nodal del sistema cambiando
sus entradas a una forma binaria. Las restricciones esta´n dadas por:
f(X) = AX (2.7)
2.3.2. Caso 2. Un Sistema con Algunas Mediciones de Flujo de Potencia
Si se tiene una medicio´n de flujo de potencia en una rama, esta permite el ca´lculo de la tensio´n
(fasorial) de un extremo si la otra se conoce. Se unen las restricciones de la rama medida en una
sola. Lo que implica que si una tensio´n es observable, la otra tambie´n lo es.
2.3.3. Caso 3. Un Sistema con Mediciones de Inyeccio´n de Potencia (Cero o
Medida) y Flujos de Potencia
Este caso considera la situacio´n ma´s general, pero este conjunto de mediciones convencionales no
es suficiente para hacer observable a todo el sistema.
Existen dos formas diferentes de tratar las mediciones de inyeccio´n de potencia. Una es formando
restricciones no lineales para los nodos vecinos al nodo con potencia neta inyectada conocida y la
otra involucra una transformacio´n topolo´gica de la red.
2.3.3.1. Formacio´n de Restricciones No Lineales
Se modifican las restricciones asociadas a los nodos vecinos de un nodo con inyeccio´n de potencia
conocida o nula, formando un conjunto de restricciones no lineales. Estas expresiones se pueden
simplificar sabiendo que dados dos conjuntos A y B, donde A es un subconjunto de B, entonces
A+B = B y A ∗B = A.
Las restricciones correspondientes a otros nodos del sistema permanecen sin cambio alguno.
Las restricciones de los nodos con inyeccio´n de potencia conocida o nula se eliminan del conjunto
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general de restricciones, debido a que la informacio´n de este tipo de nodo ya esta´ contenida en las
restricciones no lineales de sus nodos vecinos.
2.3.3.2. Transformacio´n Topolo´gica
La idea principal es unir el nodo con inyeccio´n de potencia conocida con cualquiera de sus nodos
vecinos. Esto se basa en la observacio´n que si los fasores de tensio´n de todos los nodos vecinos son
conocidos, el fasor de tensio´n del nodo con inyeccio´n de potencia se puede hallar.
Este procedimiento es ma´s ra´pido y no introduce te´rminos no lineales en el conjunto de restriccio-
nes. Si la solucio´n o´ptima escoge al nuevo nodo ficticio como un nodo candidato para la instalacio´n
de una PMU, puede localizarse una PMU en uno de los nodos o dos PMUs en los dos nodos. Se
necesita realizar un ana´lisis de topolog´ıa para comprobar la observabilidad del sistema.
2.3.4. Procedimiento Basado en la Topolog´ıa
El procedimiento basado en programacio´n de enteros es bastante efectivo en la localizacio´n sis-
tema´tica de PMUs en sistemas en los cuales se tienen unas pocas mediciones convencionales exis-
tentes o sistemas monitoreados exclusivamente con PMUs.
En realidad, los sistemas de potencia poseen una cantidad significativa de mediciones conven-
cionales y se planea la instalacio´n de PMUs para mejorar el sistema de medicio´n existente. Para
estos sistemas que pueden ser no observables y contener pocas islas observables, un me´todo basado
en la topolog´ıa del sistema es mucho ma´s sencillo de aplicar. El me´todo encuentra las localizacio-
nes estrate´gicas de las PMUs uniendo las islas observables. Puesto que, solo los nodos de frontera
contribuyen en el proceso de unio´n de islas observables, estos nodos son localizaciones estrate´gicas
para nuevas PMUs.
Primero, se realiza un ana´lisis de observabilidad nume´rica para determinar las islas observables. El
nodo de frontera que se conecta con el ma´ximo nu´mero de otras islas o a una isla que tiene el ma´ximo
nu´mero de ramas conectadas a otras islas, se escoge para la localizacio´n de una PMU. Enseguida,
para tomar ventaja de las mediciones de inyecciones de potencia, despue´s de la localizacio´n de una
PMU se realiza de nuevo un ana´lisis de observabilidad nume´rica para actualizar las islas observables.
2.3.5. Estrategia de Localizacio´n contra la Pe´rdida de una PMU
Para mantener la observabilidad del sistema cuando se pierden las mediciones de una PMU, se
seleccionan dos conjuntos independientes de PMUs, uno primario y otro de respaldo. Cada conjunto
hace que el sistema sea observable y si se pierde una PMU, el otro conjunto de PMUs mantiene la
observabilidad del sistema.
El conjunto primario se escoge construyendo las restricciones de acuerdo a los procedimientos
descritos para resolver el problema de programacio´n de enteros. El conjunto de respaldo se escoge
removiendo los te´rminos en las restricciones que pertenecen al conjunto primario y se soluciona el
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problema.
El u´ltimo me´todo descrito se puede modificar en una formulacio´n generalizada de programacio´n
de enteros lineal, proponiendo que todas las restricciones obtenidas para un sistema sean lineales
para obtener tanto observabilidad completa como incompleta del sistema, adema´s de la localizacio´n
o´ptima de las PMUs en caso de pe´rdida de alguna de ellas [13].
3. Estimacio´n de Estado Utilizando PMUs
“La estimacio´n de estado” es el proceso de asignar un valor a una variable de estado desco-
nocida del sistema, basa´ndose en mediciones del sistema de acuerdo a un criterio determinado. En
general, el proceso involucra mediciones imperfectas que son redundantes, por lo que la estimacio´n
de estado debe basarse en un criterio estad´ıstico que estima el valor verdadero de las variables de
estado para minimizar o maximizar el criterio seleccionado [14].
Puesto que, las condiciones de operacio´n, es decir, el estado de un sistema de potencia se puede
determinar si se conocen todas las tensiones nodales del sistema en magnitud y a´ngulo, se definen
todas las tensiones nodales en magnitud y a´ngulo como las variables de estado del sistema.
Los estimadores de estado pueden ser de dos tipos esta´ticos y dina´micos, ambos tipo de esti-
madores han sido desarrollados para los sistemas de potencia. En la estimacio´n de estado esta´tica
se deben conocer las variables de estado para un instante de tiempo, conociendo de esta manera
las condiciones de operacio´n del sistema para ese momento en particular. La estimacio´n de esta-
do dina´mica (DSE) proporciona informacio´n del estado del sistema para un instante de tiempo
presente y adema´s para un instante de tiempo futuro, por lo tanto, se realiza una prediccio´n del
estado del sistema basada en el modelamiento dina´mico del sistema. En este trabajo se trataran
u´nicamente los estimadores esta´ticos.
Las mediciones son necesarias para estimar el comportamiento del sistema en tiempo real, para
ejecutar tareas como control de la seguridad del sistema y determinar las restricciones mı´nimas
necesarias para llevar a cabo un despacho econo´mico. Las entradas del estimador convencional se
pueden escoger de un conjunto de mediciones como magnitudes de tensiones nodales, flujos e inyec-
ciones de potencias activas y reactivas o magnitudes de corrientes por los elementos. El estimador
se disen˜a para generar la mejor estimacio´n de las variables de estado del sistema, reconociendo que
existen errores en las mediciones realizadas sobre el sistema y que adema´s se tiene un cierto grado
de redundancia en el conjunto de mediciones existente.
3.1. Modelamiento del Sistema de Potencia y sus Elementos
Se supone que el sistema de potencia esta´ operando en estado estacionario bajo condiciones
balanceadas, para que lo anterior se cumpla, se asume que: los flujos de potencia y las cargas
del sistema son balanceados, las l´ıneas transmisio´n esta´n totalmente transpuestas y el resto de
elementos del sistema series o shunt son sime´tricos en las tres fases. Estas suposiciones permiten
utilizar el circuito equivalente de secuencia positiva para modelar el sistema completo.
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3.1.1. L´ıneas de Transmisio´n
Las l´ıneas de transmisio´n se modelan mediante su modelo equivalente π. Se define la admitancia
serie del elemento que conecta el nodo k con el nodo l como ykl = gkl+ jbkl, y la admitancia shunt
del elemento conectado al nodo k y al nodo l como yk0 = gk0 + jbk0 = (g0total + jb0total)/2 = yl0 =
gl0 + jbl0, donde g0total representa la conductancia a tierra total de la l´ınea y b0total representa la
suceptancia capacitiva a tierra total de la l´ınea. El modelo se muestra en la Figura 3.1.
Figura 3.1. Modelo π de un Elemento Conectado entre los Nodos k y l
Los transformadores sin derivaciones, es decir, con relacio´n de transformacio´n 1 p.u. y sin despla-
zamiento en el a´ngulo, se modelan en la mayor´ıa de los casos como una admitancia serie conectada
entre los respectivos nodos.
3.1.2. Reactores y Capacitores Shunt
Estos dispositivos pueden ser necesarios para el control de las tensiones nodales y los flujos de
potencia reactiva a trave´s del sistema. Se representan mediante su admitancia por fase en el nodo
al cual se encuentran conectados.
3.1.3. Cargas y Generadores
Se modelan mediante inyecciones de potencia compleja, por lo que no tienen efecto sobre el
modelo de la red. Se pueden tener tambie´n cargas modeladas mediante impedancia constante, las
cuales se incluyen en el modelo de la red como admitancias shunt conectadas en los correspondientes
nodos.
3.1.4. Transformadores con Derivaciones (Taps) y Desplazamiento de A´ngulo de
Fase
Los transformadores con una relacio´n de transformacio´n fuera de la nominal, es decir diferente
de 1 en p.u., pero sin cambio en el a´ngulo de fase se pueden modelar como una admitancia en serie
con un transformador ideal, como se muestra en la Figura 3.2.
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Figura 3.2. Modelo de un Transformador con a 6= 1 p.u. sin Desplazamiento de Fase
Se puede determinar un modelo equivalente π para este transformador planteando las ecuaciones
nodales para el modelo de la Figura 3.2.
Ikl = y(Vk − aVl) (3.1)
Ilk = y(−aVk + a2Vl)
De las anteriores ecuaciones se obtiene el modelo π mostrado en la Figura 3.3.
Figura 3.3. Modelo π de un Transformador con a 6= 1 p.u.
Para transformadores con relacio´n de transformacio´n compleja diferente de 1 p.u., el modelo
pasivo mostrado en la Figura 3.3 no puede implementarse, pero se pueden resolver las siguientes
ecuaciones.
Ikl = y(Vk − aVl) (3.2)
Ilk = y(−a∗Vk + |a|2Vl)
No´tese que en estas ecuaciones no existe la propiedad de reciprocidad, siendo esta la razo´n por
la cual, no se puede implementar un modelo pasivo para un transformador con una relacio´n de
transformacio´n compleja.
3.1.5. Modelo Generalizado para L´ıneas de Transmisio´n y Transformadores
Es posible utilizar un modelo para l´ıneas de transmisio´n y transformadores, en el cual se manten-
ga la simetr´ıa que presenta el modelo de las l´ıneas, con el propo´sito obtener expresiones de corriente
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(o potencia activa y reactiva) sime´tricas en el sentido que si se intercambian los nodos entre los
cuales esta´ conectado un elemento, se tienen expresiones para la corriente de similar estructura [15].
Lo anterior se cumple para el modelo de l´ıneas de transmisio´n, pero como se aprecia de las expre-
siones (3.2), no es va´lido para el modelo de un transformador con derivaciones y desplazamiento
de a´ngulo de fase.
En la Figura 3.4 se muestra el modelo generalizado propuesto, para el cual es evidente su simetr´ıa
con respecto a los nodos k y l.
Figura 3.4. Modelo Generalizado para L´ıneas de Transmisio´n y Transformadores
Resolviendo el modelo para las corrientes Ikl y Ilk, se obtiene:
Ikl = |akl|2(yklsh + ykl)Vk − a∗klalkyklVl (3.3)
Ilk = −a∗lkaklyklVk + |alk|2(ylksh + ykl)Vl
Como se hab´ıa mencionado, las expresiones (3.3) poseen una estructura sime´trica, conservado la
misma estructura si se intercambian los nodos designados por las letras k y l.
3.1.6. Modelo de la Red
Aplicando las leyes de Kirchhoff se puede determinar la relacio´n entre las corrientes netas in-
yectadas de cada nodo y las tensiones nodales del sistema de potencia. Lo anterior se expresa
matema´ticamente como:
I1
I2
I3
...
IN

=

Y11 Y12 Y13 · · · Y1N
Y21 Y22 Y23 · · · Y2N
Y31 Y32 Y33 · · · Y3N
...
...
...
. . .
...
YN1 YN2 YN3 · · · YNN


V1
V2
V3
...
VN

(3.4)
I = Y · V (3.5)
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I: vector de corrientes netas inyectadas. V: vector de tensiones nodales. Y: matriz de admitancia
nodal de dimensio´n N ×N , donde N es el nu´mero de nodos del sistema de potencia.
Se define el elemento correspondiente a la fila k y la columna l de la matriz de admitancia nodal
como Ykl = Gkl+jBkl. Esta matriz es estructuralmente sime´trica. Si no existen elementos tales co-
mo transformadores con relacio´n de transformacio´n compleja tambie´n es sime´trica nume´ricamente.
En general, los elementos de la matriz de admitancia nodal se determinan as´ı:
Ykk =
N∑
l=1
|akl|2(yklsh + ykl) (3.6)
Ykl = −a∗klalkykl
Donde ykl = gkl+ jbkl es la admitancia del elemento conectado entre los nodos k y l. Se asigna el
nu´mero cero (nodo 0) al nodo de tierra para tener en cuenta las admitancias shunt de los modelos
de los elementos del sistema. El modelamiento de la red mediante la matriz de admitancia nodal
facilita la modificacio´n del modelo si se presentan cambios en la topolog´ıa del sistema.
3.2. Estimacio´n de Estado Usando Solamente PMUs
Cuando se realiza la estimacio´n de estado del sistema de potencia solamente usando PMUs, se
asume que el sistema es nume´ricamente observable mediante mediciones fasoriales, es decir, no se
tienen en cuenta las mediciones convencionales que puedan existir en el sistema de potencia.
Se pueden realizar dos formulaciones para el problema de estimacio´n de estado usando u´nicamen-
te PMUs. Una de ellas conserva las caracter´ısticas no lineales en las relaciones entre las mediciones
realizadas y el vector de estado, y la ma´s ventajosa plantea una relacio´n lineal entre las mediciones
realizadas y el vector de estado.
Como se menciono´ en el Cap´ıtulo 1, las PMUs son capaces de medir el fasor de tensio´n nodal y
los fasores de corrientes de todos los elementos conectados al nodo donde se instala.
3.2.1. Estimacio´n de Estado No Lineal Usando solamente PMUs
Para obtener el modelo de la estimacio´n de estado no lineal con PMUs se procede de la misma
forma que en el caso con mediciones convencionales. Se asume un modelo π generalizado para el
elemento que conecta los nodos k y l.
Se considera que el vector de estado se expresa en coordenadas polares, por lo tanto, las funciones
que relacionan las mediciones fasoriales de corriente con el vector de estado que se obtienen para
el modelo π generalizado mostrado en la Figura 3.4, tomando las admitancias en coordenadas
rectangulares y usando las definiciones (A.17) y (A.18), son:
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Ikl re = |akl|2(gklsh + gkl)|Vk| cos θk
−|akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]|Vl| cos θl
−|akl|2(bklsh + bkl)|Vk| senθk
+|akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]|Vl| senθl (3.7)
Ikl im = |akl|2(bklsh + bkl)|Vk| cos θk
−|akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]|Vl| cos θl
+|akl|2(gklsh + gkl)|Vk| senθk
−|akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]|Vl| senθl (3.8)
De nuevo, las expresiones (3.7) y (3.8) se simplifican para el caso de una l´ınea de transmisio´n:
Ikl re = (gklsh + gkl)|Vk| cos θk − gkl|Vl| cos θl
−(bklsh + bkl)|Vk| senθk + bkl|Vl| senθl (3.9)
Ikl im = (bklsh + bkl)|Vk| cos θk − bkl|Vl| cos θl
+(gklsh + gkl)|Vk| senθk − gkl|Vl| senθl (3.10)
Donde,
Ikl re: parte real de la corriente Ikl.
Ikl im: parte imaginaria de la corriente Ikl.
Las expresiones (3.9) y (3.10) proporcionan las relaciones entre las partes real e imaginaria de
las corrientes del sistema de potencia con las variables de estado, las cuales son no lineales, por
lo que para llegar a una solucio´n para la estimacio´n de estado ser´ıa necesario formular un proceso
iterativo similar al descrito en la seccio´n A.1.
3.2.2. Estimacio´n de Estado Lineal Usando solamente PMUs
Para realizar una formulacio´n lineal de la estimacio´n de estado se debe garantizar que el sistema
de potencia sea nume´ricamente observable, u´nicamente mediante las mediciones fasoriales prove-
nientes de las PMUs. Para esto se puede usar alguno de los me´todos descritos en el Cap´ıtulo 2.
El conjunto de mediciones fasoriales se puede expresar como:
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z¯ =

z¯1
z¯2
z¯3
...
z¯m

=

f1(x¯)
f2(x¯)
f3(x¯)
...
fm(x¯)

+

ε¯1
ε¯2
ε¯3
...
ε¯m

= f(x¯) + ε¯ (3.11)
x¯ =
[
V1 V2 V3 . . . VN
]T
: vector de estado. Se tienen N variables de estado en forma
fasorial.
z¯: vector de mediciones fasoriales en coordenadas rectangulares. Se tienen m mediciones en el
sistema de potencia.
ε¯: vector de errores de las mediciones fasoriales.
Como f(x¯) es un vector de funciones lineales la expresio´n (3.11) se puede escribir como:
z¯ = H¯x¯+ ε¯ (3.12)
Si el sistema de potencia cuenta con m mediciones fasoriales y N nodos, el vector de estado x¯
tiene una dimensio´n N × 1, puesto que se trata de las N tensiones nodales del sistema en forma
fasorial, entonces, H¯ es una matriz de m ×N . El vector de mediciones fasoriales se puede dividir
en mediciones de tensio´n y mediciones de corriente y el vector de variables de estado en tensiones
medidas y no medidas (calculadas), por lo que la expresio´n (3.12) se puede desagregar as´ı [7, 16]:z¯V
z¯I
 =
 1 0
YIM YIC
V¯M
V¯C
+
ε¯V
ε¯I
 (3.13)
z¯V : vector de mediciones fasoriales de tensio´n de dimensio´n mV × 1
z¯I : vector de mediciones fasoriales de corriente de dimensio´n mI × 1
V¯M : vector de variables de estado medidas de dimensio´n NM × 1
V¯C : vector de variables de estado no medidas de dimensio´n NC × 1
ε¯V : vector de errores de las mediciones fasoriales de tensio´n de dimensio´n mV × 1
ε¯I : vector de errores de las mediciones fasoriales de corriente de dimensio´n mI × 1
1: matriz identidad de dimensio´n mV ×NM (mV = NM )
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0: matriz de ceros de dimensio´n mV ×NC
YIM y YIC : matrices de dimensio´n mI ×NM y mI ×NC respectivamente, cuyos elementos son
las admitancias serie y shunt de las ramas de la red.
Para la ecuacio´n (3.13), aplicar el criterio de los mı´nimos cuadrados ponderados (WLS) no
tendr´ıa ninguna validez. Lo anterior se debe a que una medicio´n se esta´ ponderando mediante
una desviacio´n esta´ndar compleja. Puesto que, lo u´nico que se pretende con el criterio WLS es
asignar un peso determinado a cada medicio´n, se deben descomponer las mediciones fasoriales y las
variables de estado en coordenadas rectangulares, por lo que las desviaciones esta´ndar utilizadas
para ponderar cada una de las mediciones realizadas ser´ıan de nuevo nu´meros reales, retornando
de nuevo a la formulacio´n de la estimacio´n de estado WLS.
3.2.2.1. Algoritmo de Solucio´n de la Estimacio´n de Estado Lineal
Como se menciono´ anteriormente, dependiendo de la manera en que se descompongan las medi-
ciones fasoriales y las variables de estado, es decir, en forma rectangular o polar, se puede obtener
una formulacio´n lineal o no lineal del problema de estimacio´n de estado, sin que se presenten canti-
dades complejas en la funcio´n J(x) a minimizar. Tomando en coordenadas rectangulares tanto las
mediciones fasoriales realizadas como las variables de estado, la estimacio´n de estado de un sistema
de potencia usando u´nicamente mediciones fasoriales sigue conservando su formulacio´n lineal. Por
lo tanto, no es necesario utilizar un me´todo de solucio´n iterativo, obteniendo una solucio´n directa
y ma´s ra´pida.
Al realizar la descomposicio´n de la expresio´n (3.12) en coordenadas rectangulares se obtiene [17]:
z¯ = A+ jB = (Hre + jHim) (E + jF ) + ε¯ (3.14)
A: vector que contiene las partes reales de las mediciones fasoriales (tensio´n o corriente), m× 1
B: vector que contiene las partes imaginarias de las mediciones fasoriales (tensio´n o corriente),
m× 1
Hre: parte real de la matriz H¯, m×N
Him: parte real de la matriz H¯, m×N
E: vector que contiene las partes reales de las variables de estado del sistema, N × 1
F : vector que contiene las partes imaginarias de las variables de estado del sistema, N × 1
Realizando las operaciones indicadas en la expresio´n (3.14),
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A = HreE −HimF (3.15)
B = HimE +HreF
De la anterior expresio´n, es de notar que la estimacio´n de estado se puede plantear teniendo en
cuenta cantidades reales u´nicamente, en forma matricial:
z =
A
B
 =
Hre −Him
Him Hre
E
F
+ ε (3.16)
Simplificando,
z = Hx+ ε (3.17)
Debido a que la relacio´n entre las mediciones fasoriales, descompuestas en parte real e imaginaria
y las variables de estado descompuestas de igual manera es lineal, el valor estimado del vector de
estado se obtiene partiendo de la ecuacio´n (3.16). Como el vector de funciones f(x) es linealmente
dependiente de las variables de estado, entonces la matriz jacobiana de f(x) es una matriz de
constantes y se puede demostrar que es igual a la matriz,
H =
Hre −Him
Him Hre
 (3.18)
De donde se puede obtener,
∇J(x) = −2HTR−1 [z−Hx] = 0 (3.19)
Por lo tanto, el valor estimado del vector de estado es:
x =
[
HTR−1H
]−1
HTR−1z (3.20)
Expresando las variables de estado y la mediciones de la ecuacio´n (3.20) en coordenadas rectan-
gulares, E
F
 = [HTR−1H]−1HTR−1
A
B
 (3.21)
De la expresio´n (3.21), se observa que mediante este tipo de formulacio´n la solucio´n del problema
de estimacio´n de estado se realiza en un solo paso, una vez se disponga de los datos y el modelo
requerido.
En la Figura 3.5 se muestra el algoritmo de solucio´n de la estimacio´n de estado lineal.
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Figura 3.5. Diagrama de Flujo para el Algoritmo de Estimacio´n de Estado Lineal
A manera de ejemplo, se muestra la relacio´n lineal que existe entre las mediciones fasoriales y las
variables de estado para un sistema de potencia elemental conformado por dos nodos y un elemento
representado por el modelo π generalizado mostrado en la Figura 3.4. Asumiendo que se tiene una
PMU en el nodo k, se esta´n midiendo los fasores de tensio´n Vk y de corriente Ikl, de esta manera
se tendr´ıa observabilidad completa para este sistema. La corriente Ikl esta´ dada por:
Ikl = |akl|2(yklsh + ykl)Vk − a∗klalkyklVl (3.22)
En la expresio´n (3.22) se observa la relacio´n lineal entre la corriente medida y las variables de
estado en forma compleja. Como se menciono´ anteriormente es deseable trabajar con cantidades
reales, en lugar de complejas, por lo tanto, se expresan las tensiones y las corrientes, as´ı como las
admitancias en coordenadas rectangulares y se hace uso de las definiciones (A.17) y (A.18) para
este fin.
Ikl = Ckl + jDkl
= |akl|2[(gklsh + gkl) + j(bklsh + bkl)](Ek + jFk)
−|akl||alk|[cos(ϕlk − ϕkl) + j sen(ϕlk − ϕkl)](gkl + jbkl)(El + jFl) (3.23)
Realizando las operaciones indicadas y agrupando te´rminos, finalmente se logra:
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Ikl = |akl|2[(gklsh + gkl)Ek − |akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]El
−|akl|2(bklsh + bkl)Fk + |akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]Fl
+j{|akl|2(bklsh + bkl)Ek − |akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]El
+|akl|2(gklsh + gkl)Fk − |akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]Fl} (3.24)
De donde,
Ckl = |akl|2[(gklsh + gkl)Ek − |akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]El
−|akl|2(bklsh + bkl)Fk + |akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]Fl (3.25)
Dkl = |akl|2[(bklsh + bkl)Ek − |akl||alk|[gkl sen(ϕlk − ϕkl) + bkl cos(ϕlk − ϕkl)]El
+|akl|2(gklsh + gkl)Fk − |akl||alk|[gkl cos(ϕlk − ϕkl)− bkl sen(ϕlk − ϕkl)]Fl (3.26)
Si el elemento conectado entre los nodos k y l es una l´ınea de transmisio´n las expresiones (3.25)
y (3.26) se simplifican para obtener:
Ckl = (gklsh + gkl)Ek − gklEl − (bklsh + bkl)Fk + bklFl (3.27)
Dkl = (bklsh + bkl)Ek − bklEl + (gklsh + gkl)Fk − gklFl (3.28)
Expresando en forma matricial la relacio´n entre el vector de mediciones y el vector de estado,
entonces se tiene:
Ek
Ckl
Fk
Dkl
 =

1 0 0 0
gklsh + gkl −gkl −(bklsh + bkl) bkl
0 0 1 0
bklsh + bkl −bkl gklsh + gkl −gkl


Ek
El
Fk
Fl
+

εEk
εCkl
εFk
εDkl
 (3.29)
Errores de Medicio´n de las PMUs en Coordenadas Rectangulares. Los errores de los apara-
tos de medicio´n (PMUs) esta´n modelados en te´rminos de las varianzas o desviaciones esta´ndar en
coordenadas polares, es decir, en magnitud y a´ngulo.
Como lo que se quiere es determinar las partes real e imaginaria de las mediciones fasoriales en
funcio´n de la magnitud y el a´ngulo, los errores que existen en las mediciones se pueden propagar
en las cantidades que se desean calcular. Por ejemplo, si se desea calcular la varianza de los errores
de una medicio´n de tensio´n fasorial en coordenadas rectangulares, es decir, de las funciones E =
Vre = f(|V|, θ) y F = Vim = g(|V|, θ) con respecto a las variables |V| y θ, se puede expandir tanto
E como F mediante los te´rminos de primer orden de una serie de Taylor alrededor de la media de
cada funcio´n µE y µF respectivamente. En general, es posible demostrar que las varianzas esta´n
dadas por la expresiones (3.30) y (3.31) [18].
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σ2E =
n∑
k=1
(
∂E
∂xk
)2
σ2k +
n∑
k=1
k 6=l
n∑
l=1
(
∂E
∂xk
)(
∂E
∂xl
)
σkl (3.30)
σ2F =
n∑
k=1
(
∂F
∂xk
)2
σ2k +
n∑
k=1
k 6=l
n∑
l=1
(
∂F
∂xk
)(
∂F
∂xl
)
σkl (3.31)
Si los errores de cada una de las variables se consideran independientes y aleatorios, la covarianza
σkl desaparece y las varianzas se expresan mediante
σ2E =
n∑
k=1
(
∂E
∂xk
)2
σ2k (3.32)
σ2F =
n∑
k=1
(
∂F
∂xk
)2
σ2k (3.33)
Existe una dependencia estad´ıstica entre E y F que no puede despreciarse y se expresa mediante
la covarianza σEF = E[(E − µE)(F − µF )], la cual se puede expresar como [18],
σEF =
n∑
k=1
(
∂E
∂xk
)(
∂F
∂xk
)
σ2k +
n∑
k=1
k 6=l
n∑
l=1
(
∂E
∂xk
)(
∂F
∂xl
)
σkl (3.34)
De nuevo, si se asume que las variables son independientes y aleatorias, la covarianza σkl des-
aparece, obtenie´ndose:
σEF =
n∑
k=1
(
∂E
∂xk
)(
∂F
∂xk
)
σ2k (3.35)
Una medicio´n fasorial de tensio´n se puede expresar en coordenadas rectangulares, como:
Ek = |Vk| cos θk (3.36)
Fk = |Vk| senθk (3.37)
Para encontrar las varianzas en coordenadas rectangulares, se aplican las expresiones (3.32) y
(3.33) derivadas de la teor´ıa de propagacio´n de errores,
σ2Ek =
(
∂Ek
∂|Vk|
)2
σ2|Vk| +
(
∂Ek
∂θk
)2
σ2θk (3.38)
σ2Fk =
(
∂Fk
∂|Vk|
)2
σ2|Vk| +
(
∂Fk
∂θk
)2
σ2θk (3.39)
Tomando las derivadas enunciadas, se obtiene:
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σ2Ek = (cos
2 θk)σ
2
|Vk|
+ (|Vk|2 sen2θk)σ2θk (3.40)
σ2Fk = (sen
2θk)σ
2
|Vk|
+ (|Vk|2 cos2 θk)σ2θk (3.41)
La covarianza entre Ek y Fk esta´ dada por la expresio´n (3.35):
σEkFk = (senθk cos θk)σ
2
|Vk|
− (|Vk|2 senθk cos θk)σ2θk (3.42)
σEkFk = (senθk cos θk)(σ
2
|Vk|
− |Vk|2σ2θk) (3.43)
Procediendo de la misma forma para las mediciones fasoriales de corriente, Ikl = |Ikl|∠φkl, con
Ckl = Ikl re y Dkl = Ikl im, se obtiene:
σ2Ckl = (cos
2 φkl)σ
2
|Ikl|
+ (|Ikl|2 sen2φkl)σ2φkl (3.44)
σ2Dkl = (sen
2φkl)σ
2
|Ikl|
+ (|Ikl|2 cos2 φkl)σ2φkl (3.45)
σCklDkl = (senφkl cosφkl)(σ
2
|Ikl|
− |Ikl|2σ2φkl) (3.46)
Lo mencionado hasta ahora sobre el ca´lculo de las varianzas de los errores de las medidas en
coordenadas rectangulares se puede realizar con mayor facilidad utilizando notacio´n matricial,
mediante el uso de la matriz jacobiana de la mediciones de tensio´n y corriente, la cual relaciona cada
una de las medidas en coordenadas rectangulares en funcio´n de sus componentes en coordenadas
polares, 
∆E1
∆E2
...
∆F1
∆F2
...

=

cos θ1 0 · · · −|V1| senθ1 0 · · ·
0 cos θ2 · · · 0 −|V2| senθ2 · · ·
...
...
. . .
...
...
. . .
senθ1 0 · · · |V1| cos θ1 0 · · ·
0 senθ2 · · · 0 |V2| cos θ2 · · ·
...
...
. . .
...
...
. . .


∆|V1|
∆|V2|
...
∆θ1
∆θ2
...

(3.47)

∆C12
∆C13
...
∆D12
∆D13
...

=

cosφ12 0 · · · −|I12| senφ12 0 · · ·
0 cosφ13 · · · 0 −|I13| senφ13 · · ·
...
...
. . .
...
...
. . .
senφ12 0 · · · |I12| cosφ12 0 · · ·
0 senφ13 · · · 0 |I13| cosφ13 · · ·
...
...
. . .
...
...
. . .


∆|I12|
∆|I13|
...
∆φ12
∆φ13
...

(3.48)
Por tanto, si WV es la matriz que relaciona los errores de las tensiones en coordenadas polares
con los errores de las tensiones en coordenadas rectangulares, definida en (3.47) y WI es la matriz
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que relaciona los errores de las corrientes en coordenadas polares con los errores de las corrientes
en coordenadas rectangulares, definida en (3.48), se puede construir una matriz W para tener en
cuenta la totalidad de las mediciones fasoriales.
W =
WV 0
0 WI
 (3.49)
Finalmente, la matriz de covarianza de los errores de las mediciones fasoriales se puede expresar
mediante la expresio´n (3.50):
Rrec =WRpolW
T (3.50)
Donde,
Rrec: Matriz de covarianza de los errores de las mediciones en coordenadas rectangulares, no es
una matriz diagonal.
Rpol: Matriz de covarianza de los errores de las mediciones en coordenadas polares, es una matriz
diagonal.
3.2.2.2. Determinacio´n del Nodo de Referencia (Slack)
Las mediciones fasoriales esta´n sincronizadas con respecto a la referencia de tiempo proporcio-
nada por el sistema de posicionamiento global (GPS), razo´n por la cual, elimina la necesidad de
tomar como referencia el a´ngulo de fase de una tensio´n nodal del sistema.
Cuando en el sistema no existen mediciones fasoriales, la estimacio´n de estado se formula tomando
un a´ngulo de fase de una tensio´n nodal como referencia, por lo general, esta referencia es la misma
que la utilizada en el ana´lisis de flujo de carga. Usualmente el a´ngulo de fase del nodo de referencia
se toma como cero, por facilidad, aunque podr´ıa tomar cualquier valor, en el caso en que existie-
ra una u´nica medicio´n fasorial de a´ngulo, se tomar´ıa el valor de la medicio´n como referencia angular.
Con la introduccio´n de mediciones fasoriales, es decir, con la implementacio´n de PMUs en dife-
rentes nodos del sistema, la seleccio´n del nodo de referencia deja de ser arbitraria, existiendo dos
posibilidades:
Escoger como referencia un nodo donde no exista PMU, lo cual puede generar inconsistencias
entre el a´ngulo de referencia asignado arbitrariamente y las mediciones de a´ngulos propor-
cionadas por las PMUs para otros nodos del sistema. Lo anterior, se debe a que los a´ngulos
medidos por las PMUs dependen del instante en el cual se comienza el proceso de medicio´n.
Cabe resaltar que la diferencia angular entre las diferentes mediciones de a´ngulos de fase
se mantiene constante, independientemente del instante de tiempo en que se sincronizan las
PMUs.
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Escoger como referencia un nodo con PMU, para este caso se puede tomar como el a´ngulo de
referencia el valor medido por la PMU en el instante de la sincronizacio´n, estando los valores de
las dema´s mediciones de a´ngulos con respecto a esta referencia de fase. Esta opcio´n funciona
adecuadamente mientras la PMU y el sistema de comunicaciones se encuentren dentro de
funcionamiento normal. Si por algu´n motivo la medicio´n del a´ngulo de referencia es erro´nea,
no existe manera de detectar este error en la medicio´n, y todo el proceso de estimacio´n de
estado estar´ıa basado en mediciones incorrectas.
Otra alternativa consiste en plantear la estimacio´n de estado sin asumir arbitrariamente un nodo
de referencia. Adema´s, no hay necesidad de asignar arbitrariamente una referencia angular, siendo
importante u´nicamente la diferencia angular entre las diferentes mediciones fasoriales de a´ngulo.
3.3. Estimacio´n de Estado Mixta
En la actualidad los sistemas de potencia cuentan con un amplio conjunto de mediciones conven-
cionales y las mediciones fasoriales esta´n tomando suficiente acogida hasta ahora. Por esta razo´n,
es bastante lo´gico pensar en una estimacio´n de estado basada tanto en mediciones convencionales
como en mediciones fasoriales. Aunque, realmente lo deseable es que en un futuro no muy lejano
las mediciones sean solo de tipo fasorial, obteniendo datos del sistema de potencia en tiempo real.
Para realizar una estimacio´n de estado mixta se pueden tomar en cuenta dos enfoques. El pri-
mero consiste en tomar los resultados de la estimacio´n de estado convencional y tomarlos como
“pseudo-mediciones fasoriales” para finalmente realizar una estimacio´n de estado lineal. Y el se-
gundo, integra las mediciones fasoriales al proceso de estimacio´n de estado convencional.
En los dos casos mencionados se tiene que involucrar en algu´n punto del proceso de solucio´n un
me´todo iterativo de solucio´n, debido a la presencia de mediciones convencionales y su relacio´n no
lineal con el vector de estado.
3.3.1. Estimacio´n de Estado Mixta de Dos Etapas (EEML)
Se realiza la estimacio´n de estado convencional del sistema de potencia en la cual, se usa el
algoritmo mostrado en la Figura A.1. Se toma el vector de estado estimado y sus respectivas
covarianzas como datos de entrada, es decir, mediciones fasoriales “ficticias” con sus respectivos
errores para realizar una estimacio´n de estado lineal junto con las mediciones fasoriales adicionales
provenientes de las PMUs. Como se describio´ en la Seccio´n 3.2.2.1, para que la estimacio´n se pueda
formular como un problema lineal es necesario plantear el vector de mediciones y de estado en
coordenadas rectangulares. En la ecuacio´n (3.51) se muestra el planteamiento sugerido [19].
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
Ê
F̂

convA
B

pmu
 =

1 0
0 1
Hre −Him
Him Hre

E
F
+

ε
Êconv
ε
F̂conv
εApmu
εBpmu
 (3.51)
La principal ventaja de este enfoque es que no se debe cambiar en absoluto la estructura del
estimador de estado existente, sino simplemente debe realizar una etapa adicional de estimacio´n
lineal. Esto se ve reflejado en cambios menores del software EMS del sistema de potencia.
3.3.2. Estimacio´n de Estado Mixta de Una Etapa (EEMNL)
Se incrementa la dimensio´n del vector de mediciones adicionando las mediciones fasoriales dis-
ponibles en el sistema. En este caso el vector de estado se encuentra en coordenadas polares,
mientras que las mediciones fasoriales esta´n en coordenadas rectangulares, su relacio´n con el vector
de estado es no lineal en tanto este se encuentre en coordenadas polares. Las relaciones correspon-
dientes se describen en la seccio´n A.1. En la ecuacio´n (3.52) se muestra el planteamiento sugerido
[19, 20, 21, 22, 23]. zconv
zpmu
 =
fconv(x)
fpmu(x)
+
εconv
εpmu
 (3.52)
3.4. Robustez Nume´rica de la Estimacio´n de Estado WLS
La descomposicio´n en valores singulares (SVD) se utiliza para evaluar la robustez nume´rica de
una estimacio´n de estado por medio de los mı´nimos cuadrados ponderados (WLS), puesto que,
puede detectar el rango de una matriz con errores de redondeo y resolver problemas de mı´nimos
cuadrados [24]. Si se tiene una matriz A de dimensio´n m × n, existen dos matrices U (dimensio´n
m×m) y V (dimensio´n n×n) ortogonales y una matriz S (dimensio´n m×n) diagonal no cuadrada
que cumplen:
A = USV T (3.53)
Los valores diagonales positivos de S, denotados como si, son los valores singulares de la matriz
A. La estructura de la matriz S es:
S =

s1 0 · · · 0 · · · 0
0 s2 · · · 0 · · · 0
...
...
. . .
...
. . .
...
0 0 · · · sr · · · 0
...
...
. . .
...
. . .
...
0 0 · · · 0 · · · 0

(3.54)
30 3 Estimacio´n de Estado Utilizando PMUs
Donde se cumple que s1 ≥ s2 ≥ · · · ≥ sr ≥ 0 y Rango(A) = r. La expresio´n (3.53) se denomina
la descomposicio´n en valores singulares de A. Entonces los valores singulares de A proporcionan
informacio´n sobre el rango de la matriz. Si la matriz A de dimensio´n m × n cumple que m > n y
Rango(A) = n, es decir, r = n, se dice que la matriz es de rango completo, dando el nu´mero de
columnas de la matriz A que son linealmente independientes.
Se puede definir la matriz pseudo-inversa de una matriz A de dimensio´n m × n con m > n y
Rango(A) = n como la matriz A† de dimensio´n n×m dada por la expresio´n:
A† = (ATA)−1AT (3.55)
Si A es una matriz de dimensio´n n× n, se define el nu´mero de condicio´n como:
κ2 = ||A||2||A−1||2 (3.56)
La definicio´n dada por (3.56), esta´ evaluada mediante la norma euclidiana (|| • ||2), debido a que
el problema de los mı´nimos cuadrados esta´ relacionado con este tipo de norma, pero el nu´mero
de condicio´n podr´ıa ser evaluado usando otro tipo de norma. Si la matriz A es de dimensio´n
m× n, se usa la matriz pseudo-inversa en lugar de la inversa para evaluar el nu´mero de condicio´n,
obtenie´ndose:
κ2 = ||A||2||A†||2 (3.57)
El nu´mero de condicio´n cuantifica que tan cerca o lejos se encuentra una matriz de ser singular.
Una matriz ortogonal tiene un nu´mero de condicio´n igual a 1, mientras que una matriz singular
tiene un nu´mero de condicio´n que tiende infinito. El nu´mero de condicio´n tambie´n se puede expresar
en te´rminos de los valores singulares ma´s grande y ma´s pequen˜o como:
κ2 =
s1
sn
(3.58)
El valor singular ma´s pequen˜o sn se interpreta como la distancia de la matriz A a la matriz
singular ma´s cercana.
A partir de los conceptos descritos, para determinar la robustez del proceso de estimacio´n de
estado mediante los mı´nimos cuadrados ponderados, se analiza la robustez nume´rica de la matriz
jacobiana H y de la matriz de ganancia G.
3.5. Importancia de la Estimacio´n de Estado
Los resultados de la estimacio´n de estado son utilizados por el ana´lisis de contingencias de la
red, mejoramiento de la seguridad del sistema, aplicaciones de optimizacio´n, ana´lisis de seguridad
dina´mica y otras aplicaciones. Es la base del ana´lisis de seguridad de la red de un sistema de poten-
cia, en la estimacio´n de estado tambie´n se basan estudios de la topolog´ıa del sistema para realizar
pruebas de confiabilidad, la cual es una parte fundamental para el estudio de mercado del sistema
de potencia. En los u´ltimos an˜os con la aparicio´n de los mercados ele´ctricos y los grandes esfuerzos
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para mejorar la seguridad de la red debido a los blackouts, la estimacio´n de estado ha llegado a ser
una funcio´n cr´ıtica de los centros de control de los sistemas de potencia. La Figura 3.6 describe la
importancia de la estimacio´n de estado en la operacio´n de los sistemas de potencia [25].
Los impactos de la informacio´n suministrada por las PMUs sobre la estimacio´n de estado de-
penden de la precisio´n y calibracio´n de las mediciones fasoriales, el nu´mero de PMUs instaladas,
precisio´n de las mediciones convencionales (SCADA).
Figura 3.6. Papel de la Estimacio´n de Estado en la Operacio´n de un Sistema de Potencia
4. Simulacio´n y Resultados
Se han seleccionado 3 sistemas de prueba para realizar las simulaciones de estimacio´n de estado,
estos sistemas son:
1. Sistema IEEE de 14 Nodos.
2. Sistema IEEE de 57 Nodos.
3. Sistema de Transmisio´n Colombiano de 500 kV y 230 kV (STN).
Primero se muestran los resultados de la localizacio´n o´ptima de PMUs y los resultados de es-
timacio´n de estado, se describen el software utilizado y las herramientas desarrolladas para llevar
a cabo las simulaciones en los sistemas de prueba seleccionados. Luego, se describen las premisas
y suposiciones tomadas en consideracio´n para realizar las simulaciones planteadas, mostrando los
resultados para cada sistema. Por u´ltimo, se hace una evaluacio´n econo´mica preliminar de la im-
plementacio´n de un sistema de medicio´n fasorial en el STN.
Para los procesos de localizacio´n o´ptima de PMUs y estimacio´n de estado, si el sistema bajo
estudio cuenta con ma´s de un elemento en paralelo, sea una l´ınea de transmisio´n o un transforma-
dor entre dos nodos, estos elementos se modelan mediante un solo elemento equivalente, es decir,
que la matriz de admitancia del sistema no se modifica en ninguna forma. Lo anterior simplifica el
sistema de potencia, pero no modifica su topolog´ıa, la cual es una caracter´ıstica de la que dependen
la localizacio´n de o´ptima de PMUs y la estimacio´n de estado del sistema.
En el Ape´ndice B se muestran los datos de los sistemas utilizados en este trabajo, teniendo en
cuenta las simplificaciones que se han considerado para cada uno de ellos.
A continuacio´n se presentan los resultados obtenidos para cada uno de estos sistemas, los cua-
les esta´n clasificados en localizacio´n o´ptima de PMUs, comparacio´n de me´todos de estimacio´n de
estado, resultados de la estimacio´n de estado mixta no lineal y evaluacio´n econo´mica de la imple-
mentacio´n de PMUs en el STN.
4.1. Resultados Localizacio´n O´ptima de PMUs
Para realizar la localizacio´n o´ptima de PMUs se utilizo´ el software PSAT, que cuenta con una he-
rramienta de localizacio´n o´ptima de PMUs que dispone de los siguientes algoritmos de localizacio´n:
Primera Profundidad (Depth First), Procedimiento de Grafo Teo´rico (Graph Theoric Procedure),
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Me´todo de Bu´squeda Bisectante (Bisecting Search Method), Algoritmo Recursivo de Seguridad
N (Recursive Security N Algorithm), Algoritmo Directo de Seguridad N (Single Shot Security N
Algorithm).
Figura 4.1. Diagrama de Flujo Localizacio´n O´ptima de PMUs
Para determinar el conjunto o´ptimo de PMUs, se ejecutan los 5 me´todos de localizacio´n o´ptima
para un sistema de prueba, seleccionando aquel conjunto que contenga la menor cantidad de PMUs
definida. Enseguida se realiza una estimacio´n de estado lineal (EEL) utilizando este conjunto de
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PMUs, si la estimacio´n converge, significa que el sistema es nume´ricamente observable y se se-
lecciona este conjunto de PMUs como el conjunto mı´nimo de PMUs. Si el conjunto de PMUs no
cumple con la observabilidad nume´rica, se continu´a con el siguiente conjunto de PMUs hasta que
se llegue a aquel conjunto mı´nimo de PMUs que garantiza la observabilidad nume´rica del sistema.
La Figura 4.1 muestra el diagrama de flujo que describe el proceso de localizacio´n o´ptima de PMUs.
En la Tabla 4.1 se presenta el resumen de la aplicacio´n del proceso descrito a los sistemas de
prueba. Para el caso espec´ıfico del STN, no se obtuvo una solucio´n con el me´todo de bu´squeda
bisectante, posiblemente debido al tiempo requerido para llegar a una solucio´n con un sistema que
cuenta con 101 nodos.
Tabla 4.1. Resumen Me´todos de Localizacio´n O´ptima PMUs
No. PMUs Nume´ricamente Observable
Me´todo de Localizacio´n IEEE 14 nodos IEEE 57 nodos STN IEEE 14 nodos IEEE 57 nodos STN
Algoritmo Directo de seguridad N 4 16 28 Si No No
Algoritmo Recursivo de Seguridad N 3 13 25 No No No
Me´todo de Bu´squeda Bisectante 4 17 - Si Si -
Procedimiento de Grafo Teo´rico 5 17 31 - Si No
Primera Profundidad 6 22 35 - - Si
De la tabla 4.1, se puede confirmar que aunque con un conjunto determinado de PMUs se logre
obtener observabilidad topolo´gica, esto no implica que el sistema sea nume´ricamente observable,
es decir, se pueda realizar una estimacio´n de estado del sistema, mientras que la observabilidad
nume´rica si implica una observabilidad topolo´gica del sistema. En el Ape´ndice C se muestra en una
forma ma´s detalla los resultados de la localizacio´n o´ptima de PMUs.
Los resultados finales de la localizacio´n o´ptima de PMUs que hacen a cada sistema de prueba
nume´ricamente observable se muestran en la tabla 4.2.
Tabla 4.2. Resultados Finales Localizacio´n O´ptima PMUs
Sistema IEEE 14 nodos
No. PMUs Me´todo Nodos con PMU (a) No. Nodos del Sistema (b) (a/b)
4 Bu´squeda Bisectante 2, 6, 7, 9 14 0,29
Sistema IEEE 57 nodos
No. PMUs Me´todo Nodos con PMU (a) No. Nodos del Sistema (b) (a/b)
17 Bu´squeda Bisectante 1, 4, 7, 9, 15, 20, 24, 25, 27, 32, 36, 38, 39, 41, 46, 50, 53 57 0,30
STN
No. PMUs Me´todo Nodos con PMU (a) No. Nodos del Sistema (b) (a/b)
35 Primera Profundidad
6, 11, 16, 19, 21, 24, 26, 29, 32, 34, 35, 40, 42, 48, 54, 57, 61, 62
101 0,35
66, 67, 68, 70, 72, 74, 75, 77, 78, 81, 83, 85, 86, 88, 89, 90, 99
Como se puede observar, existen PMUs en aproximadamente 1/3 de los nodos de un sistema
de potencia para lograr que este sea nume´ricamente observable u´nicamente mediante mediciones
fasoriales. Para el caso del STN se tienen PMUs en el 35% de los nodos, que es un valor un poco
mayor al mencionado anteriormente.
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4.2. Resultados de Estimacio´n de Estado
4.2.1. Software
Para la simulacio´n de los diferentes sistemas de prueba, primero se realizaron los flujos de carga
para cada sistema en el programa PSAT R© (Power System Analysis Toolbox) desarrollado para
trabajar bajo el entorno de MATLAB R©, los resultados obtenidos del flujo de carga se asumen como
los valores que los dispositivos de medicio´n convencionales o fasoriales deber´ıan indicar. Con el
propo´sito de simular los errores de medicio´n de cada dispositivo, se aplico´ una fuente de errores
aleatorios con una distribucio´n gaussiana (ruido blanco), mediante un co´digo (script) desarrollado
en MATLAB R©. La magnitud del error incorporado a cada medicio´n depende de su tipo (conven-
cional o fasorial). Luego de realizar la simulacio´n de los errores se procedio´ a ejecutar los tipos de
estimacio´n de estado descritos en el Cap´ıtulo 3.
Con el a´nimo de realizar simulaciones y comparacio´n da cada uno de los tipos de estimacio´n
de estado descritos en este trabajo, se desarrollaron los co´digos en MATLAB R©, estos co´digos se
presentan en el Ape´ndice D. En la Figura 4.2 se presenta el diagrama de flujo que describe el
procedimiento de simulacio´n general para cada uno de los sistemas de prueba escogidos.
4.2.2. Caracter´ısticas de las Mediciones Utilizadas
4.2.2.1. Desviaciones Esta´ndar de las Mediciones Convencionales
Para modelar las desviaciones esta´ndar de las mediciones convencionales se tomo´ como referencia
la siguiente expresio´n [26]:
σconv =
(0,02m+ 0,0052fs)
3
(4.1)
Donde m depende del valor y tipo de medicio´n considerado, es decir, flujos de potencia, inyec-
ciones de potencia y magnitudes de tensio´n, tomando un valor segu´n la expresio´n (4.2).
m =

√
P 2kl +Q
2
kl para flujo de potencia del nodo k al nodo l√
P 2kk +Q
2
kk para inyeccio´n de potencia en el nodo k
|Vk| para la tensio´n de nodo k
(4.2)
fs es el valor de la escala completa (full scale) del instrumento de medicio´n. Debido a la ante-
rior definicio´n para la desviacio´n esta´ndar de las mediciones convencionales, se debe notar que la
matriz de covarianza de los errores de medicio´n se debe actualizar en cada iteracio´n del proceso de
estimacio´n de estado.
Debido a que el valor de las desviaciones esta´ndar se mantiene casi constante de una iteracio´n a
otra, y para lograr una mayor velocidad en la ejecucio´n de la estimacio´n de estado, se tomaron los
valores mostrados en la tabla 4.3 tomados de la referencia [27], los cuales son muy cercanos a los
valores dados por la expresio´n (4.1).
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Figura 4.2. Diagrama de Flujo del Proceso General de Simulacio´n
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Tabla 4.3. Desviacio´n Esta´ndar Mediciones Convencionales
Tipo de Medicio´n σ [p.u.]
Pkl - Qkl 0,008
Pkk - Qkk 0,010
|Vk| 0,004
4.2.2.2. Desviaciones Esta´ndar de las Mediciones Fasoriales
Para modelar los errores de las mediciones fasoriales se tuvo en cuenta la definicio´n del error
total del vector (TVE), definido en la Norma IEEE para mediciones fasoriales [28], el cual no debe
ser mayor a 1%.
TV E(n) =
√
[X̂r(n)−Xr(n)]2 + [X̂i(n)−Xi(n)]2
[Xr(n)]2 + [Xi(n)]2
(4.3)
Donde, X̂r(n) y X̂i(n) son los valores real e imaginario estimados por la PMU. Xr(n) y Xi(n)
son los valores teo´ricos real e imaginario respectivamente de la sen˜al de entrada para el instante de
tiempo (n).
Segu´n la expresio´n (4.3), cuando se asume u´nicamente que existe error en magnitud, este valor
es igual a 1%. Del mismo modo, cuando se asume que so´lo existe error de a´ngulo de fase, este
corresponde a 0,57◦, para seguir obteniendo un TVE de 1%. Para una PMU a la cual se le ha rea-
lizado un proceso de calibracio´n se puede obtener un TVE de 0,03% [29]. El valor de este error es
el ma´ximo obtenido y asumiendo que se tiene una distribucio´n normal para el mismo, para la cual
se tiene que aproximadamente el 99% de los valores posibles se encuentra en el intervalo [−3σ, 3σ]
[14], las desviaciones esta´ndar de las PMUs son 0,01% (0,0001 p.u.) para la magnitud, mientras
que para el a´ngulo de fase el mı´nimo error esta´ dado por el error de sincronizacio´n con la sen˜al
GPS, el cual es 0,0216◦ (≈ 0,000037 rad).
Adicionalmente, se deben considerar los errores introducidos por los transformadores de tensio´n
y corriente (CT s y PTs ), estos errores se muestran en la Tablas 4.4 y 4.5 [30]. Tambie´n, existe
informacio´n relacionada con la precisio´n de los transformadores de instrumentos en las referencias
[31, 32, 33].
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Tabla 4.4. Errores Ma´ximos de Magnitud y Fase de Transformadores de Corriente (CTs)
Clase de CT
% de la
Corriente
Nominal
Ma´ximo
Error de
Magnitud
[p.u.]
Ma´ximo
Error de
Fase [◦]
Aplicacio´n
0.1
20 ±0,002 ±0,133
Laboratorio
100 ±0,001 ±0,083
0.2
20 ±0,0035 ±0,25 Medicio´n de
precisio´n100 ±0,002 ±0,166
0.5
20 ±0,0075 ±0,75 Medicio´n
comercial100 ±0,005 ±0,5
1.0
20 ±0,015 ±1,5 Medicio´n
industrial100 ±0,01 ±1,0
3.0
50 ±0,03 -
Instrumentos
120 ±0,03 -
5.0
50 ±0,05 -
Instrumentos
120 ±0,05 -
10P
100 ±0,03 -
Proteccio´n
ALF †× In ±0,1 -
†
ALF : Accuracy Limit Factor - ma´ximo factor por el cual se multiplica la corriente nominal
obteniendo el error especificado. Los valores normalizados de ALF son 5, 10, 15, 20 y 30.
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Tabla 4.5. Errores Ma´ximos de Magnitud y Fase de Transformadores de Potencial (PTs)
Clase de PT
% de la
Tensio´n
Nominal
Ma´ximo
Error de
Magnitud
[p.u.]
Ma´ximo
Error de
Fase [◦]
Aplicacio´n
0.1 80 - 120 ±0,001 ±0,083 Laboratorio
0.2 80 - 120 ±0,002 ±0,166 Medicio´n de precisio´n
0.5 80 - 120 ±0,005 ±0,333 Medicio´n comercial
1.0 80 - 120 ±0,01 ±0,666 Medicio´n industrial
3.0 80 - 120 ±0,03 - Instrumentos
6P 5 - Vf
†× Vn ±0,06 ±4,0 Proteccio´n
†
Vf : Factor de tensio´n utilizado para corregir la operacio´n de los rele´s bajo condiciones de falla
desbalanceada en sistemas no aterrizados o aterrizados mediante impedancia.
Para determinar la desviacio´n esta´ndar de los errores en magnitud y a´ngulo introducidos por los
PTs o´ CTs, se procede de la misma manera como se hizo para las PMUs. Por ejemplo, para un PT
o´ CT clase 0.2, segu´n las Tablas 4.4 y 4.5, los errores ma´ximos son 0,2% y 0,166◦ en magnitud y
a´ngulo respectivamente. Asumiendo una distribucio´n normal de los errores, la desviacio´n esta´ndar
en magnitud es 0,00067 p.u. y de 0,00097 rad en a´ngulo de fase.
Finalmente, para determinar la desviacio´n esta´ndar del error total de la cadena de medicio´n
transformador/PMU se considera que este conjunto de dispositivos se encuentra conectado en serie
como se muestra en la Figura 4.3 [34].
Figura 4.3. Cadena de medicio´n Conectada en Serie
Se asume que el transductor, en este caso un CT o un PT, tiene una funcio´n de transferencia k1
y la PMU k2 respectivamente. Por lo tanto, para la configuracio´n de la Figura 4.3 se puede escribir:
y = k1k2x (4.4)
Las desviaciones esta´ndar del transformador y la PMU se denotan como σk1 y σk2 respectiva-
mente, de acuerdo a la ley de propagacio´n de errores y adema´s, teniendo en cuenta que los errores
de los dispositivos son independientes, se puede expresar la desviacio´n esta´ndar del error de la sen˜al
de salida y como [34]:
σy =
√
A2 +B2 (4.5)
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Donde,
A =
∂y
∂k1
k1
y
σk1 ; B =
∂y
∂k2
k2
y
σk2 (4.6)
Aplicando las definiciones dadas en (4.6) junto con (4.4) en la exprsio´n (4.5), se obtiene que:
σy =
√
σ2k1 + σ
2
k2
(4.7)
Con base en la expresio´n (4.7) obtenida para la desviacio´n esta´ndar del error de la variable de
salida de la cadena de medicio´n, en la Tabla 4.6 se muestran las desviaciones esta´ndar finales en
magnitud y a´ngulo de fase de acuerdo al PT o´ CT utilizado.
Tabla 4.6. Desviaciones Esta´ndar de Magnitud y Fase de la Cadena de Medicio´n - PT/CT+PMU
Clase
Tipo de
Transformador
Desviacio´n
Esta´ndar de
Magnitud [p.u.]
Desviacio´n
Esta´ndar de Fase
[rad]
0.1 CT 0,00035 0,00049
0.2 CT 0,00067 0,00097
0.5 CT 0,00167 0,00291
1.0 CT 0,00333 0,00582
3.0 CT 0,01 -
5.0 CT 0,01667 -
0.1 PT 0,00035 0,00049
0.2 PT 0,00067 0,00097
0.5 PT 0,00167 0,00194
1.0 PT 0,00333 0,00388
3.0 PT 0,01 -
4.2.2.3. Desviacio´n Esta´ndar en Magnitud
Para realizar las simulaciones de estimacio´n de estado, se eligieron un CT y un PT clase 0.2, la
desviacio´n esta´ndar final en magnitud calculada para este caso es 0,00067 p.u. segu´n la Tabla 4.6.
Se debe notar que la desviacio´n esta´ndar final se encuentra determinada por la mayor de las dos
desviaciones, es decir, por la desviacio´n del transformador de medida.
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4.2.2.4. Desviacio´n Esta´ndar en A´ngulo de Fase
Para realizar las simulaciones de estimacio´n de estado, se eligieron un CT y un PT clase 0.2, la
desviacio´n esta´ndar final en a´ngulo de fase calculada para este caso es 0,00097 rad segu´n la Tabla
4.6. Se debe notar que la desviacio´n esta´ndar final se encuentra determinada por la mayor de las
dos desviaciones, es decir, por la desviacio´n del transformador de medida.
4.2.2.5. Ruido Introducido a las Mediciones
Para propo´sitos de simulacio´n, se afectaron todas las mediciones utilizadas mediante una variable
generada aleatoriamente, con una distribucio´n normal y valor medio igual a cero.
ε = σrn (4.8)
Donde la variable rn posee un valor medio igual a cero y una desviacio´n esta´ndar igual a uno. σ
es la desviacio´n esta´ndar propia de la medicio´n.
4.2.3. Comparacio´n de Me´todos de Estimacio´n de Estado
Para cada sistema de prueba seleccionado se realizan los siguientes tipos de estimacio´n de estado:
1. Estimacio´n de estado no lineal convencional (EEC), descrita en el Ape´ndice A.
2. Estimacio´n de estado lineal (EEL), descrita en la seccio´n 3.2.2.
3. Estimacio´n de estado mixta de dos etapas (EEML), descrita en la seccio´n 3.3.1.
4. Estimacio´n de estado mixta de una etapa (EEMNL), descrita en la seccio´n 3.3.2.
5. Estimacio´n de estado No Lineal (EENL (PMUs)), descrita en la seccio´n 3.2.1.
En la Tabla 4.7 se muestra el resumen del nu´mero de mediciones consideradas para cada me´todo
de estimacio´n en los sistemas de prueba seleccionados. El nu´mero de mediciones fasoriales esta´ dado
por el conjunto mı´nimo de PMUs que hace que cada uno de los sistemas de prueba sea nume´rica-
mente observable sin la presencia de mediciones convencionales, segu´n se determino´ en la seccio´n 4.1.
Tabla 4.7. Mediciones por Me´todo de Estimacio´n
Me´todo
Estimacio´n
No. Mediciones Convencionales No. Mediciones fasoriales
IEEE 14 nodos IEEE 57 nodos STN IEEE 14 nodos IEEE 57 nodos STN
EEC 64 297 923 0 0 0
EEL 0 0 0 38 141 304
EEL (sin ref.) 0 0 0 38 142 304
EEML 27 113 201 38 141 304
EEML (sin ref.) 27 113 201 38 142 304
EEMNL 64 297 923 38 141 304
EENLPMU 0 0 0 38 141 304
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A continuacio´n se presentan los resultados de la comparacio´n de los me´todos de estimacio´n de
estado con respecto a su robustez y precisio´n.
4.2.3.1. Comparacio´n de Robustez de los Me´todos de Estimacio´n de Estado
Como se describio´ en la seccio´n 3.4 para determinar la robustez de cada tipo de estimacio´n de
estado, se analizan el rango, los valores singulares y el nu´mero de condicio´n para las matrices jaco-
biana H y de ganancia G.
Para realizar un ana´lisis consistente de la robustez nume´rica se asume que el valor de las medi-
ciones convencionales y fasoriales es constante para no tener en cuenta variaciones aleatorias en las
matrices H y G, es decir, se esta´ variando el nu´mero y tipo de mediciones segu´n requiera el me´todo
de estimacio´n de estado, pero no sus valores.
En la tablas 4.8 a 4.13, se muestra el resumen de los resultados obtenidos para los indicadores
de robustez de la estimacio´n de estado para los sistemas IEEE 14 nodos, IEEE 57 nodos y STN
respectivamente.
Tabla 4.8. Resultados Robustez Sistema IEEE 14 nodos, matriz H
Sistema IEEE 14 Nodos, Matriz H
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(H) 27 28 27 28 27 27 27
s27 0,82 0,53 0,53 1,13 1,13 1,16 0,53
s28 - 0,53 - 1,10 - - -
κH 64,90 44,50 44,50 21,54 20,95 50,19 44,38
Tabla 4.9. Resultados Robustez Sistema IEEE 14 nodos, matriz G
Sistema IEEE 14 Nodos, Matriz G
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(G) 27 28 27 28 27 27 27
s27 30516,75 587570,28 565673,61 1076466,03 1031676,55 695997,33 569517,012
s28 - 289736,04 - 939164,41 - - -
κG 1056,93 727301,03 372521,032 224375,85 204255,70 322018,43 370267,63
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Tabla 4.10. Resultados Robustez Sistema IEEE 57 nodos, matriz H
Sistema IEEE 14 Nodos, Matriz H
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(H) 113 114 113 114 113 113 113
s113 0,82 0,48 0,48 1,11 1,11 1,12 0,45
s114 - 0,48 - 1,11 - - -
κH 149,19 105,99 105,99 45,65 45,57 113,11 111,79
Tabla 4.11. Resultados Robustez Sistema IEEE 57 nodos, matriz G
Sistema IEEE 14 Nodos, Matriz G
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(G) 113 114 113 114 113 113 113
s113 10795,64 268850,94 268850,94 569184,16 399563,17 615821,47 241985,62
s114 - 258787,53 - 399563,17 - - -
κG 17197,99 1622158,84 1561439,49 1050635,26 1050635,26 1050635,26 1687877,73
Tabla 4.12. Resultados Robustez STN, matriz H
Sistema IEEE 14 Nodos, Matriz H
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(H) 201 202 201 202 201 201 201
s201 2,45 0,58 0,58 1,16 1,16 2,83 0,58
s202 - 0,58 - 1,15 - - -
κH 874,13 1304,12 1304,12 654,10 653,28 793,63 1316,95
Tabla 4.13. Resultados Robustez STN, matriz G
Sistema IEEE 14 Nodos, Matriz G
EEC
EEL EEL EEML EEML
EEMNL EENL (PMUs)
(sin referencia) (con referencia) (sin referencia) (con referencia)
Rango(G) 201 202 201 202 201 201 201
s201 120169,08 362948,50 326937,67 6366869,92 5582376,65 1017958,45 330194,41
s202 - 326937,67 - 5582376,28 - - -
κG 463943,94 5,59E+11 5,59E+11 3,28E+10 3,28E+10 1,85E+11 5,37E+11
La estimacio´n de estado mixta lineal (EEML) considerando nodo de referencia presenta el mejor
comportamiento en cuanto al nu´mero de condicio´n de la matriz jacobiana H para los 3 sistemas
bajo estudio y la estimacio´n de estado Convencional (EEC) muestra el mejor comportamiento para
el nu´mero de condicio´n de la matriz de ganancia G.
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En el caso de la estimacio´n de estado mixta lineal (EEML), a las mediciones fasoriales que se
tienen en el sistema se incluyen como pseudo-mediciones los resultados de una estimacio´n de estado
convencional, adicionando a la matriz H elementos que esta´n relacionados con el vector de estado
mediante unos y ceros, tal como se muestra en la expresio´n (3.51), siendo estos elementos los que
mejoran el condicionamiento de la matriz H con respecto a la estimacio´n de estado lineal (EEL)
usando solo mediciones fasoriales. La EEL muestra un mejor condicionamiento en la matriz H
que la EEC por tener en cuenta mediciones de tensiones y corrientes en magnitud y a´ngulo. Estas
mediciones hacen que el nu´mero de condicio´n de la jacobiana sea menor que en el caso de la EEC,
aun contando con un menor nu´mero de mediciones como se muestra en la tabla 4.7, para los tres
sistemas de prueba.
En cuanto al comportamiento de la matriz de ganancia G, como se trata del resultado de la
multiplicacio´n de tres matrices (G = HTR−1H), el caso en el cual la matriz inversa de covarianza
de las mediciones R−1, cuenta con los valores ma´s pequen˜os es la EEC, favoreciendo el condiciona-
miento de la matriz de ganancia, comparado con la EEL y la EENL (PMUs), para las cuales los
valores de elementos de la matriz (R−1) son mayores, debido a que se asume que las mediciones
fasoriales poseen una menor desviacio´n esta´ndar en comparacio´n con las desviaciones esta´ndar de
las mediciones convencionales. Por esta razo´n, la EEL y la EENL (PMUs) presentan el peor com-
portamiento para el nu´mero de condicio´n de la matriz G.
Con base en los anteriores resultados, la EEML presenta una mejor robustez nume´rica que el
resto de me´todos de estimacio´n, teniendo en cuenta que el conjunto total de mediciones es diferente
para cada me´todo de estimacio´n. Sin embargo, la diferencia entre el nu´mero de condicio´n de H
pare la EEML y la EEMNL, que tiene el segundo mejor comportamiento en el caso del STN, no es
muy marcada, aproximadamente 21%.
4.2.3.2. Comparacio´n de Precisio´n de los Me´todos de Estimacio´n de Estado
Para realizar la comparacio´n entre los diferentes tipos de estimacio´n de estado, se evalu´a la
desviacio´n esta´ndar del vector de estado estimado. Para determinar este valor, primero se debe
encontrar la matriz de covarianza del vector de estado estimado. Si la estimacio´n de estado es no
lineal, la solucio´n obtenida para el vector de estado estimado esta´ dada por:
x̂k = x̂k−1 +∆x (4.9)
Utilizando la expresio´n (A.36), se tiene que
x̂k = x̂k−1 + [H
TR−1H]−1HTR−1 [z− f(xk−1)] (4.10)
Aplicando el operador de covarianza a (4.10),
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Cov(x̂k) = Cov(x̂k−1 + [H
TR−1H]−1HTR−1 [z− f(x̂k−1)]) (4.11)
= Cov(x̂k−1) + Cov([H
TR−1H]−1HTR−1z)− Cov([HTR−1H]−1HTR−1f(x̂k−1))
= Cov([HTR−1H]−1HTR−1z)
Usando la propiedad Cov(Ax) = ACov(x)AT , en donde A es una matriz de variables no alea-
torias y x es un vector de variables aleatorias, se obtiene
Cov(x̂k) = [[H
TR−1H]−1HTR−1]Cov(z)[[HTR−1H]−1HTR−1]T (4.12)
Como z = f(x) + ε, se tiene que Cov(z) = Cov(ε) = R. Reemplazando la anterior definicio´n en
(4.12),
Cov(x̂k) = [H
TR−1H]−1HTR−1R[[HTR−1H]−1HTR−1]T (4.13)
= [HTR−1H]−1HT [HTR−1]T [[HTR−1H]−1]T
= [HTR−1H]−1[HTR−1H][[HTR−1H]T ]−1
= [HTR−1H]−1[HTR−1H][HTR−1H]−1
= [HTR−1H]−1
= G−1
Si se trata de una estimacio´n de estado lineal, se puede proceder de manera similar a la expues-
ta anteriormente para determinar las desviaciones esta´ndar de las variables de estado estimadas,
encontrando el mismo resultado de la expresio´n (4.13).
Como ahora se conoce la matriz de covarianza del vector de estado estimado y puesto que, por
definicio´n en la diagonal de la matriz de covarianza se encuentran las varianzas de cada variable
en consideracio´n, la desviacio´n esta´ndar de cada una de las variables de estado estimadas es la ra´ız
cuadrada de los elementos de la diagonal de la matriz G. Por lo tanto, la desviacio´n esta´ndar de la
variable de estado k es:
σk =
√
G−1kk (4.14)
Puesto que, en el proceso de estimacio´n de estado los errores de las mediciones utilizadas son
variables aleatorias, se consideraron 500 ejecuciones de estimacio´n de estado, para tomar como re-
sultado el promedio del vector de estado estimado. Como se cuenta con este nu´mero de estimaciones
de estado para un estado espec´ıfico de un sistema de prueba, se tienen tres formas de valorar la
desviacio´n esta´ndar de las variables estimadas:
Mediante la diagonal de la inversa de la matriz G segu´n lo indica la expresio´n (4.14), como se
cuenta con Ne estimaciones de estado se toma el promedio de las Ne matrices de ganancia G
se invierte el resultado y se toman los valores de la diagonal como las desviaciones esta´ndar
de las variables estimadas.
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σk =
√√√√ 1
Ne
Ne∑
i=1
G−1kki (4.15)
Mediante la desviacio´n esta´ndar de las variables estimadas con respecto al valor promedio (x)
de las mismas.
σk =
√√√√ 1
Ne − 1
Ne∑
i=1
(xki − x)2 (4.16)
Mediante la desviacio´n esta´ndar con respecto al valor obtenido del flujo de carga (xB) o caso
base.
σk =
√√√√ 1
Ne − 1
Ne∑
i=1
(xki − xB)2 (4.17)
En la Figura 4.4 se muestra una comparacio´n de las desviaciones esta´ndar de magnitud y a´ngu-
lo obtenidas mediante las tres definiciones anteriores para la estimacio´n de estado convencional
aplicada al sistema IEEE de 57 nodos.
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Figura 4.4. Comparacio´n Me´tricas para las Desviaciones Esta´ndar, IEEE 57 nodos
Como se puede apreciar los resultados no difieren significativamente. Lo anterior se extiende a
todos los me´todos de estimacio´n de estado. Con base en estos resultados, se tomo´ la desviacio´n
esta´ndar con respecto a los valores obtenidos del flujo de carga como me´trica para la comparacio´n
de los distintos me´todos de estimacio´n de estado. Adema´s, cuando se toma la desviacio´n esta´ndar
con respecto al caso base obtenido del flujo de carga, se esta´ evaluando el resultado de la estimacio´n
de estado con respecto al estado real del sistema de potencia.
De la Figura 4.5 a la 4.7 se muestran las desviaciones esta´ndar en magnitud y a´ngulo de las
variables de estado (tensiones nodales) para cada uno de los sistemas seleccionados. Para los tres
sistemas de prueba, cuando se debe considerar un nodo de referencia (slack), e´ste se considero´ en
el nodo 1.
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Figura 4.5. Comparacio´n Desviaciones Esta´ndar, IEEE 14 nodos
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Figura 4.7. Comparacio´n Desviaciones Esta´ndar, STN
En estas figuras se muestra que el me´todo de estimacio´n de estado con mayores valores de des-
viacio´n esta´ndar tanto en magnitud como en a´ngulo de fase es la estimacio´n de estado convencional
(EEC), mientras que la estimacio´n de estado mixta no lineal o de una etapa (EEMNL), muestra
los menores valores de desviacio´n esta´ndar. Adema´s, se hace evidente que el perfil de desviaciones
esta´ndar tanto en magnitud como en a´ngulo se hace ma´s homoge´neo para los casos en que se cuen-
ta con un mayor nu´mero de mediciones convencionales y fasoriales. Por estas razones, los mejores
resultados se obtienen con el me´todo de EEMNL.
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En el caso de la desviacio´n esta´ndar de a´ngulo de tensio´n para los me´todos de estimacio´n de
estado lineales, EEL y EEML, que pueden o no considerar un nodo de referencia, se evidencia que
cuando no se considera nodo de referencia las desviaciones esta´ndar de a´ngulo son mayores que
cuando se considera nodo de referencia. Lo anterior se debe a que cuando se considera un nodo de
referencia, el valor de a´ngulo de este nodo es la referencia absoluta para el proceso de estimacio´n,
mientras que cuando se incluye este a´ngulo en el proceso de estimacio´n, no existe esta referencia
absoluta, incrementando las desviaciones esta´ndar de os a´ngulos de tensio´n estimados.
Para el caso del STN las desviaciones esta´ndar de magnitud y a´ngulo tiene un valor promedio
de 1, 67 × 10−4 p.u. y 1,22 × 10−4 rad respectivamente, para el caso de una estimacio´n de estado
no lineal solo con PMUs, EENL (PMUs), con nodo de referencia y para el me´todo de EEMNL
los valores son 1, 17 × 10−4 p.u. y 0,59 × 10−4 rad. Los resultados de estos dos me´todos son los
mejores en cuanto a precisio´n y no se encuentran muy distantes entre s´ı, es decir, que con menos
mediciones, pero de mejor calidad como son las mediciones fasoriales, se pueden obtener excelentes
resultados para la estimacio´n de estado.
Los anteriores resultados en cuanto a la precisio´n de los me´todos de estimacio´n de estado, junto
con los resultados de robustez que colocan a la EEMNL en el segundo lugar en el comportamiento
del nu´mero de condicio´n de la matriz H para el STN, adema´s de saber que en los sistemas de
potencia actuales se cuenta con un gran nu´mero de mediciones convencionales, las cuales no se
deben descartar u´nicamente por contar con mediciones fasoriales, hacen de la estimacio´n de estado
mixta no lineal el mejor me´todo de estimacio´n para un sistema de potencia en el cual coexisten
mediciones convencionales y fasoriales.
4.2.4. Resultados de la Estimacio´n de Estado Mixta No Lineal (EEMNL)
Puesto que se ha seleccionado este me´todo de estimacio´n como el ma´s conveniente para un siste-
ma de potencia real, se procede a evaluar el impacto de las mediciones fasoriales en el proceso de
estimacio´n de estado. Para esto, se realiza un ana´lisis de sensibilidad, ejecutando la estimacio´n de
estado para cada sistema de prueba, partiendo de cuando solo se cuenta con mediciones conven-
cionales y aumentando el nu´mero de PMUs hasta cubrir la totalidad de los nodos del sistema bajo
estudio.
4.2.4.1. Ana´lisis de Sensibilidad para el Nu´mero de PMUs
Para realizar este ana´lisis, se consideraron dos o´rdenes de localizacio´n para las PMUs:
1. Orden de Localizacio´n 1. Primero se implementan gradualmente las PMUs que pertenecen al
conjunto o´ptimo para hacer el sistema de potencia nume´ricamente observable solamente con
mediciones fasoriales, desde aquellas asociadas a los nodos con mayor nu´mero de intercone-
xiones con otros nodos del sistema, es decir, las PMUs con mayor nu´mero de mediciones aso-
ciadas, aumentando gradualmente la cantidad de PMUs, hasta las PMUs con menor nu´mero
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de mediciones. Una vez realizado esto con el conjunto o´ptimo de PMUs, se procede a realizar
lo mismo con las PMUs restantes, hasta cubrir todos los nodos del sistema.
2. Orden de Localizacio´n 2. Solamente se tienen en cuenta el nu´mero de mediciones de cada PMU,
partiendo de aquella asociada con el nodo del sistema con mayor nu´mero de interconexiones,
aumentando gradualmente la cantidad de PMUs, hasta la PMU asociada al nodo que cuenta
con el menor nu´mero de interconexiones, hasta cubrir la totalidad de nodos del sistema.
Los resultados obtenidos para estas dos premisas de localizacio´n para los sistemas seleccionados,
se muestran de la Figura 4.8 a la Figura 4.10.
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Figura 4.8. Ana´lisis de Sensibilidad de PMUs, IEEE 14 nodos
4.2 Resultados de Estimacio´n de Estado 53
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 570
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2 x 10
−3
No. PMUs
σ
v 
[p.
u.]
 
 
200
300
400
500
600
700
800
N
o.
 M
ed
ici
on
es
σ
v
 Orden Localización 1
σ
v
 Orden Localización 2
No. Mediciones Orden Localización 1
No. Mediciones Orden Localización 2
(a) Desviacio´n Esta´ndar Promedio Magnitud, IEEE 57 nodos
0 3 6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 570
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6 x 10
−3
No. PMUs
σ
θ 
[ra
d]
 
 
200
275
350
425
500
575
650
725
800
N
o.
 M
ed
ici
on
esσθ Orden Localización 1
σθ Orden Localización 2
No. Mediciones Orden Localización 1
No. Mediciones Orden Localización 2
(b) Desviacio´n Esta´ndar Promedio A´ngulo, IEEE 57 nodos
Figura 4.9. Ana´lisis de Sensibilidad de PMUs, IEEE 57 nodos
54 4 Simulacio´n y Resultados
0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 1010
0.5
1
1.5
2
2.5
3
3.5
4 x 10
−4
No. PMUs
σ
v 
[p.
u.]
 
 
920
1030
1140
1250
1360
1470
1580
1690
1800
N
o.
 M
ed
ici
on
es
σ
v
 Orden Localización 1
σ
v
 Orden Localización 2
No. Mediciones Orden Localización 1
No. Mediciones Orden Localización 2
(a) Desviacio´n Esta´ndar Promedio Magnitud, STN
0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 1010
0.5
1
1.5
2
2.5
3 x 10
−4
No. PMUs
σ
θ 
[ra
d]
 
 
900
1050
1200
1350
1500
1650
1800
N
o.
 M
ed
ici
on
esσθ Orden Localización 1
σθ Orden Localización 2
No. Mediciones Orden Localización 1
No. Mediciones Orden Localización 2
(b) Desviacio´n Esta´ndar Promedio A´ngulo, STN
Figura 4.10. Ana´lisis de Sensibilidad de PMUs, STN
Para obtener las anteriores gra´ficas se tomo´ el promedio de las desviaciones esta´ndar de mag-
nitud y a´ngulo para el total de nodos del sistema de potencia. Para cada sistema de prueba, se
va incrementando la cantidad de PMUs consideradas desde cero hasta implementar PMUs en la
totalidad de los nodos del sistema. Por ejemplo, para el sistema de 14 nodos se tienen 15 escenarios
y para cada uno de ellos se toma el promedio de las desviaciones esta´ndar de magnitud y a´ngulo
respectivamente para los 14 nodos.
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Puesto que, para los dos o´rdenes de localizacio´n se consideran primero las PMUs con mayor
nu´mero de mediciones, la disminucio´n en la desviacio´n esta´ndar de magnitud y a´ngulo es apre-
ciable para las primeras PMUs instaladas en el sistema de potencia. Para el orden de localizacio´n
1 se aprecia un mejor comportamiento en la disminucio´n de las desviaciones esta´ndar, pero la
diferencia con respecto al orden de localizacio´n 2 no es significativa. Sin embargo, si se toma el
orden de localizacio´n 1, el cual parte de las PMUs que pertenecen al conjunto o´ptimo, se tienen
disminuciones de 75% para el sistema de 14 nodos, 78% para el sistema de 57 nodos y 70% pa-
ra el STN para el promedio de desviaciones esta´ndar de magnitud y 87% para el sistema de 14
nodos, 81% para el sistema de 57 nodos y 79% para el STN para el promedio de desviaciones
esta´ndar de a´ngulo, hasta cuando se completa el conjunto mı´nimo de PMUs. Una vez alcanzada
esta cantidad de PMUs (4 PMUs para el sistema de 14 nodos, 17 PMUs para el sistema de 57 nodos
y 35 para el STN), la disminucio´n en el promedio de las desviaciones esta´ndar no es tan significativa.
El aumento en el nu´mero de mediciones del sistema de potencia para el orden de localizacio´n 1 se
presenta un cambio de pendiente pronunciado cuando se han implementado en el sistema las PMUs
pertenecientes al conjunto o´ptimo. Esto se debe a que una vez se llega a este punto se implementan
PMUs con un nu´mero mayor de mediciones asociadas que aquellas PMUs con las que se termina
de implementar el conjunto mı´nimo de PMUs.
4.2.4.2. Disminucio´n de Mediciones Convencionales
Se llevo´ a cabo un ana´lisis de disminucio´n de las mediciones convencionales en los nodos donde
se implementan las PMUs que pertenecen al conjunto o´ptimo. Para esto, se tuvieron en cuenta dos
escenarios:
1. Escenario 1. Se considera que cada vez que se implementa una PMU en un nodo del sistema
de potencia, se eliminan las mediciones convencionales existentes en dicho nodo. Se comienza
con el caso sin PMUs, luego por el nodo con mayor nu´mero de mediciones convencionales
asociadas hasta el nodo que tenga el menor nu´mero de mediciones asociadas para el conjunto
mı´nimo de PMUs. Lo anterior representa la situacio´n de una migracio´n de un sistema de
mediciones convencionales a un sistema de mediciones fasoriales en una subestacio´n existente
del sistema.
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Figura 4.11. Disminucio´n de Mediciones Convencionales Opcio´n 1, IEEE 14 nodos
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Figura 4.12. Disminucio´n de Mediciones Convencionales Opcio´n 1, IEEE 57 nodos
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Figura 4.13. Disminucio´n de Mediciones Convencionales Opcio´n 1, STN
Para este escenario, se evidencia una reduccio´n en las desviaciones esta´ndar en magnitud y
a´ngulo de las variables estimadas para los tres sistemas de prueba. Au´n en el caso en que
se decida prescindir de las mediciones convencionales por el hecho de contar con medicio-
nes fasoriales en una subestacio´n del sistema, se obtiene una reduccio´n en las desviaciones
esta´ndar de las variables estimadas, debido a que el nu´mero de mediciones convencionales que
se eliminan es casi equivalente al nu´mero de mediciones fasoriales que se incluyen. Por otro
lado, la calidad de las mediciones fasoriales es mayor, mejorando la calidad de los resultados
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de la estimacio´n de estado.
Para el STN, el efecto neto de disminuir las mediciones convencionales en donde se incluyen
mediciones fasoriales, es disminuir la cantidad total de mediciones en el sistema, pero como
las desviaciones esta´ndar de las mediciones fasoriales son menores que aquellas de las medi-
ciones convencionales, se obtiene una reduccio´n en las desviaciones esta´ndar de las variables
estimadas, tal como se aprecia en la Figura 4.13.
2. Escenario 2. Se considera que se han implementado todas las PMUs pertenecientes al conjun-
to o´ptimo en el sistema de potencia y luego se van eliminando en forma gradual las mediciones
convencionales en estos mismos nodos, comenzando por el nodo en el cual existe una canti-
dad mayor de mediciones convencionales hasta el nodo con menor cantidad de este tipo de
mediciones.
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Caso Base (17 PMUs + med. conv.)
1 PMUs (sin med. conv. donde existe PMU)
2 PMUs (sin med. conv. donde existe PMU)
3 PMUs (sin med. conv. donde existe PMU)
4 PMUs (sin med. conv. donde existe PMU)
(b) Desviacio´n Esta´ndar A´ngulo, STN
Figura 4.14. Disminucio´n de Mediciones Convencionales Opcio´n 2, IEEE 14 nodos
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Caso Base (17 PMUs + med. conv.)
17 PMUs (sin med. conv. donde existe PMU)
(a) Desviacio´n Esta´ndar Magnitud, STN
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Caso Base (17 PMUs + med. conv.)
17 PMUs (sin med. conv. donde existe PMU)
(b) Desviacio´n Esta´ndar A´ngulo, STN
Figura 4.15. Disminucio´n de Mediciones Convencionales Opcio´n 2, IEEE 57 nodos
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Caso Base (35 PMUs + med. conv.)
35 PMUs (sin med. conv. donde existe PMU)
(a) Desviacio´n Esta´ndar Magnitud, STN
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Caso Base (35 PMUs + med. conv.)
35 PMUs (sin med. conv. donde existe PMU)
(b) Desviacio´n Esta´ndar A´ngulo, STN
Figura 4.16. Disminucio´n de Mediciones Convencionales Opcio´n 2, STN
En este escenario no es posible considerar que existe un aumento o disminucio´n considerable en
las desviaciones esta´ndar de los resultados de la estimacio´n de estado. Por lo tanto, no se puede
concluir que entre el caso base donde se han implementado la totalidad de las PMUs del conjunto
o´ptimo y el caso donde se tiene el nu´mero de PMUs pertenecientes al conjunto o´ptimo sin medicio-
nes convencionales en aquellos nodos donde existen mediciones fasoriales, posee una mejor o peor
precisio´n en los resultados de la estimacio´n de estado. Lo anterior se debe a que el cambio de un
caso a otro es muy pequen˜o para los tres sistemas de prueba, tal como se puede apreciar en las
anteriores figuras.
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4.3. Evaluacio´n Econo´mica de la Implementacio´n de PMUs en el STN
En esta seccio´n se realiza una valoracio´n preliminar del costo anual de la implantacio´n de PMUs
para la estimacio´n de estado en el STN, utilizando los costos asociados a equipamiento como lo
son PMUs y PDCs y el costo de utilizacio´n de una red de comunicaciones existente. Primero se
realiza una localizacio´n de PDCs en el STN, teniendo en cuenta diferentes escenarios. Con base
en los resultados obtenidos para la localizacio´n de PDCs, se incluyen los costos de las PMUs y los
PDCs para obtener un valor aproximado del costo anual de la implementacio´n de un sistema de
medicio´n fasorial.
4.3.1. Localizacio´n de PDCs en el STN
Teniendo en cuenta los costos a nivel de equipamiento y comunicaciones en los que se incurre
cuando se implementan mediciones fasoriales en un sistema de potencia, se realizo´ una localizacio´n
o´ptima de PDCs en el STN desde el punto de vista econo´mico. Suponiendo que se desea aumentar
progresivamente la cantidad de PMUs instaladas en el STN y teniendo en cuenta el sistema de
comunicaciones requerido para cumplir con esto, el cual debe tener en cuenta un canal de comuni-
caciones desde la subestacio´n (Nodo) donde se encuentra instalada una PMU hasta un concentrador
de datos (PDC), el cual debe ser localizado en una subestacio´n del sistema. Este concentrador debe
estar lo ma´s cerca posible del centro de control nacional, lo anterior se logra considerando que en
la subestacio´n Anco´n Sur existe un centro de control nacional alterno.
El costo de utilizacio´n de este canal de comunicacio´n que se considera punto a punto esta´ dado
por:
Ci = ki · ℓi (4.18)
Donde, ki es una variable que depende del ancho de banda necesario para transmitir los datos
de la PMU del nodo i hasta el concentrador de datos y esta´ expresado en unidades monetarias
por kilo´metro ($/km) y ℓi es la distancia desde el nodo i hasta el concentrador de datos, dada en
kilo´metros (km).
Asumiendo que el ancho de banda es constante y adecuado para la cantidad de datos a transmitir
para un horizonte de tiempo determinado y los dema´s costos en que se pueda incurrir son fijos,
para minimizar el costo de utilizacio´n del canal de comunicacio´n se debe minimizar la distancia del
canal.
mı´nCi = ki ·mı´n ℓi (4.19)
Por lo tanto, minimizar el costo de utilizacio´n del canal de comunicacio´n, es equivalente a en-
contrar la ruta ma´s corta desde el nodo i hasta el concentrador de datos. Para realizar esto, se
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utilizo´ MATLAB R©, software que cuenta con una herramienta basada en el algoritmo de la ruta
ma´s corta de Dijkstra. Para determinar la ruta ma´s corta no se tomo´ en cuenta una direccio´n
determinada de un nodo a otro. Teniendo en cuenta la topolog´ıa del STN y la longitud de cada
una de las lineas de transmisio´n se logro´ construir una matriz que contiene en los elementos ℓkl y
ℓlk la distancia ma´s corta entre un par de nodos cualquiera k y l del sistema.
Para determinar en que´ subestacio´n del sistema de debe implementar un concentrador de datos
se tomo´ como criterio que los datos deben ser transmitidos al centro de control localizado en Anco´n
Sur. Otra consideracio´n importante es que si es necesario localizar un PDC para un conjunto de
PMUs, se debe tener en cuenta que el propietario de esta subestacio´n debe ser ISA, puesto que esta
empresa cuenta con el servicio de una red de comunicaciones WAN que puede prestar el servicio a
otras empresas que as´ı lo requieran.
Para llevar a cabo este ana´lisis se consideraron las siguientes a´reas operativas dentro del STN:
Antioquia/Choco´, Caribe, Nordeste, Oriental y Suroccidental, considerando que de ser necesario
se implantar´ıa al menos un PDC por cada una de estas a´reas. Para localizar el PDC en un a´rea se
tomo´ como criterio que la sumatoria de las distancias desde los nodos donde se cuenta con PMUs
al nodo donde se encuentra el concentrador de datos sea la menor posible.
mı´nL =
p∑
i=1
ℓi (4.20)
Donde p es el nu´mero de PMUs consideradas por a´rea o para el STN completo, segu´n el escenario
seleccionado.
En la tabla 4.14 se muestran los escenarios considerados para la localizacio´n de PDCs en el STN,
en donde los escenarios de 13 a 24 consideran un PDC en San Carlos, puesto que, la sumatoria de
distancias mı´nimas de los nodos restantes a este nodo es la menor posible.
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Tabla 4.14. Escenarios Localizacio´n de PDCs
Escenario Descripcio´n
1 Un PDC en Anco´n Sur (Caso Base 1)
2 Un PDC en Anco´n Sur, un PDC en Caribe
3 Un PDC en Anco´n Sur, un PDC en Nordeste
4 Un PDC en Anco´n Sur, un PDC en Oriental
5 Un PDC en Anco´n Sur, un PDC en Suroccidental
6 Un PDC en Anco´n Sur, un PDC en Caribe y Nordeste
7 Un PDC en Anco´n Sur, un PDC en Caribe, Nordeste y Suroccidental
8 Un PDC en Anco´n Sur, un PDC en Caribe, Nordeste, Oriental y Suroccidental
9 Un PDC en Anco´n Sur, dos PDCs en Caribe y un PDC en Nordeste, Oriental y Suroccidental
10 Un PDC en Anco´n Sur, dos PDCs en Caribe y Nordeste, y un PDC en Oriental y Suroccidental
11 Un PDC en Anco´n Sur, dos PDCs en Caribe, Nordeste y Oriental, y un PDC en Suroccidental
12 Un PDC en Anco´n Sur, dos PDCs en Caribe, Nordeste, Oriental y Suroccidental
13 Un PDC en Anco´n Sur Para Antioquia y Un PDC en San Carlos para el resto de a´reas (caso Base 2)
14 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Caribe y el resto de a´reas llegando a un PDC en San Carlos
15 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Nordeste y el resto de a´reas llegando a un PDC en San Carlos
16 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Oriental y el resto de a´reas llegando a un PDC en San Carlos
17 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Suroccidental y el resto de a´reas llegando a un PDC en San Carlos
18 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Caribe y Suroccidental y el resto de a´reas llegando a un PDC en San Carlos
19 Un PDC en Anco´n Sur Para Antioquia y Un PDC en Caribe , Suroccidental y nordeste y el resto de a´reas llegando a un PDC en San Carlos
20 Un PDC en Anco´n Sur Para Antioquia y Un PDC en las cuatro a´reas restantes llegando a San Carlos
21 Un PDC en Anco´n Sur Para Antioquia, dos PDCs en Caribe y Un PDC en las tres a´reas restantes llegando a San Carlos
22 Un PDC en Anco´n Sur Para Antioquia, dos PDCs en Caribe y Nordeste y Un PDC en las dos a´reas restantes llegando a San Carlos
23 Un PDC en Anco´n Sur Para Antioquia, dos PDCs en Caribe, Nordeste y Oriental y Un PDC en el a´rea restantes llegando a San Carlos
24 Un PDC en Anco´n Sur Para Antioquia, dos PDCs en Caribe, Nordeste, Oriental y Suroccidental llegando a San Carlos
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Tabla 4.15. Distancias para Comunicaciones para 101 PMUs
101 PMUs
Escenario
Distancia Cambio de longitud con Localizacio´n No. Mediciones
Total [km] respecto al caso Base [km] PDCs Concentradas
1 37.127,20 0,00 Anco´n Sur 821
2 27.449,80 -9.677,40
Anco´n Sur 667
Sabanalarga 154
3 32.562,72 -4.564,48
Anco´n Sur 647
Guatiguara´ 174
4 33.406,48 -3.720,72
Anco´n Sur 707
La Mesa 114
5 33.016,25 -4.110,95
Anco´n Sur 601
San Marcos 220
6 22.885,32 -14.241,88
Anco´n Sur 447
Sabanalarga 154
San Marcos 220
7 18.774,37 -18.352,83
Anco´n Sur 273
Sabanalarga 154
San Marcos 220
Guatiguara´ 174
8
15.053,65
-22.073,55
Anco´n Sur 159
Sabanalarga 154
Guatiguara´ 174
La Mesa 114
San Marcos 220
9
14.753,65
-22.373,55
Anco´n Sur 159
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 174
La Mesa 114
San Marcos 220
10
14.222,95
-22.904,25
Anco´n Sur 159
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 114
San Marcos 220
11
13.979,54
-23.147,66
Anco´n Sur 159
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 44
Noroeste 70
San Marcos 220
12
13.933,39
-23.193,81
Anco´n Sur 159
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 44
Noroeste 70
San Marcos 190
Pa´ez 30
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101 PMUs
Escenario
Distancia Cambio de longitud con Localizacio´n No. Mediciones
Total [km] respecto al caso Base [km] PDCs Concentradas
13 32.950,47 0,00
Anco´n Sur 159
San Carlos 662
14 25.379,37 -7.571,10
Anco´n Sur 159
San Carlos 508
Sabanalarga 154
15 30.120,45 -2.830,02
Anco´n Sur 159
San Carlos 488
Guatiguara´ 174
16 30.407,83 -2.542,64
Anco´n Sur 159
San Carlos 548
La Mesa 114
17 27.900,57 -5.049,90
Anco´n Sur 159
San Carlos 442
San Marcos 220
18 20.329,47 -12.621,00
Anco´n Sur 159
San Carlos 288
Sabanalarga 154
San Marcos 220
19 17.499,45 -15.451,02
Anco´n Sur 159
San Carlos 114
Sabanalarga 154
San Marcos 220
Guatiguara´ 174
20 14.956,81 -17.993,66
Anco´n Sur 159
San Carlos 662
Sabanalarga 154
Guatiguara´ 174
La Mesa 114
San Marcos 220
21 14.656,81 -18.293,66
Anco´n Sur 159
San Carlos 662
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 174
La Mesa 114
San Marcos 220
22 14.126,11 -18.824,36
Anco´n Sur 159
San Carlos 662
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 114
San Marcos 220
23 13.882,70 -19.067,77
Anco´n Sur 159
San Carlos 662
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 44
Noroeste 70
San Marcos 220
24 13.836,55 -19.113,92
Anco´n Sur 159
San Carlos 662
Sabanalarga 118
Bol´ıvar 36
Guatiguara´ 96
Comuneros 78
La Mesa 44
Noroeste 70
San Marcos 190
Pa´ez 30
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Tabla 4.16. Distancias para Comunicaciones para 35 PMUs
35 PMUs
Escenario
Distancia Cambio de longitud con Localizacio´n No. Mediciones
Total [km] respecto al caso Base [km] PDCs Concentradas
1 14.592,92 0,00 Anco´n Sur 304
2 10.863,66 -3.729,26
Anco´n Sur 242
Sabanalarga 62
3 12.572,75 -2.020,17
Anco´n Sur 228
Guatiguara´ 76
4 13.745,80 -847,12
Anco´n Sur 264
La Mesa 40
5 13282,58 -1.310,34
Anco´n Sur 226
San Marcos 78
6 8.843,49 -5.749,43
Anco´n Sur 164
Sabanalarga 62
San Marcos 78
7 7.533,15 -7.059,77
Anco´n Sur 88
Sabanalarga 62
San Marcos 78
Guatiguara´ 76
8 6.686,03 -7.906,89
Anco´n Sur 48
Sabanalarga 62
Guatiguara´ 76
La Mesa 40
San Marcos 78
9 6.611,03 -7.981,89
Anco´n Sur 48
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 76
La Mesa 40
San Marcos 78
10 6.323,15 -8.269,77
Anco´n Sur 48
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 40
San Marcos 78
11 6.278,24 -8.314,68
Anco´n Sur 48
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 20
Noroeste 20
San Marcos 78
12 6.285,57 -8.307,35
Anco´n Sur 48
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 20
Noroeste 20
San Marcos 64
Pa´ez 14
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35 PMUs
Escenario
Distancia Cambio de longitud con Localizacio´n No. Mediciones
Total [km] respecto al caso Base [km] PDCs Concentradas
13 12.933,31 0,00
Anco´n Sur 48
San Carlos 256
14 9.999,21 -2.934,1
Anco´n Sur 48
San Carlos 256
Sabanalarga 62
15 11.677,52 -1.255,79
Anco´n Sur 48
San Carlos 180
Guatiguara´ 76
16 12.371,32 -561,99
Anco´n Sur 48
San Carlos 216
La Mesa 40
17 11.341,07 -1.592,24
Anco´n Sur 48
San Carlos 178
San Marcos 78
18 8.406,97 -4.526,34
Anco´n Sur 48
San Carlos 116
Sabanalarga 62
San Marcos 78
19 7.151,18 -5.782,13
Anco´n Sur 48
San Carlos 76
Sabanalarga 62
San Marcos 78
Guatiguara´ 76
20
6.589,19 -6.344,12
Anco´n Sur 48
San Carlos 256
Sabanalarga 62
Guatiguara´ 76
La Mesa 40
San Marcos 78
21
6.514,19 -6.419,12
Anco´n Sur 48
San Carlos 256
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 76
La Mesa 40
San Marcos 78
22
6.226,31 -6.707,00
Anco´n Sur 48
San Carlos 256
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 40
San Marcos 78
23
6.181,40 -6.751,91
Anco´n Sur 48
San Carlos 256
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 20
Noroeste 20
San Marcos 78
24
6.188,73 -6.744,58
Anco´n Sur 48
San Carlos 256
Sabanalarga 50
Bol´ıvar 12
Guatiguara´ 46
Comuneros 30
La Mesa 20
Noroeste 20
San Marcos 64
Pa´ez 14
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Las tablas 4.15 y 4.16 relacionan distancia total de cada escenario, la cual se tuvo en cuenta
para realizar el ca´lculo del costo por utilizacio´n del servicio de comunicaciones, junto con los PDCs
a implementar y el nu´mero de mediciones que debe concentrar cada PDC. Esto se realizo´ para
cuando se cuenta con las 35 PMUs perteneciente al conjunto o´ptimo y para cuando se cuenta con
101 PMUs, cubriendo la totalidad de los nodos del sistema.
A manera de ilustracio´n, en la Figura 4.17 se muestran las distancias que se deben considerar
para el escenario 8, con 35 PMUs, en el cual se tiene un PDC en las a´reas Caribe, Nordeste, Oriental
y Suroccidental y esta´n comunicados con el PDC que se considera en Anco´n Sur, que adema´s de
ser el enlace con el centro de control nacional, tambie´n es el PDC del a´rea Antioquia/Choco´. Segu´n
la tabla 4.16 la distancia total para este escenario es 6.686,03 km, logrando una disminucio´n de
7.906,89 km con respecto al caso base 1.
Figura 4.17. Diagrama Esquema´tico Escenario 8, Localizacio´n de PDCs
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4.3.2. Costos de PMUs y PDCs
Para obtener los costos de PMUs y PDCs, primero se realzo´ una comparacio´n de las principales
caracter´ısticas de una PMU dedicada con rele´s que aparte de sus funciones de proteccio´n y control
pueden tener funcionalidades de PMU. Para lograr esto, se compararon las funcionalidades de un
equipo PMU ABB RES670 y un rele´ SEL411L con funcionalidades de PMU. En la tabla 4.17 se
muestran algunas de las caracter´ısticas ma´s importantes para los dos equipos.
Tabla 4.17. Comparacio´n Rele´ con Funcionalidad de PMU Vs. PMU Dedicada
Caracter´ıstica SEL 411L [35] ABB RES670 [36]
Comunicaciones Ethernet Optico, DNP, EIA 232, SEL
Fast Messaging, FTP,IEEE C37.118, IEC
61850,
IEEE C37.118, IEC 61850-8-1, DNP3.0
(RS485 y Ethernet O´ptico)
Sincronizacio´n GPS, IRIG-B GPS, IRIG-B, SNTP, entrada binaria
Reportes IEEE C37.118 Vı´a protocolos IEEE 1344 y C37.118
TVE (Total Vector Error) ≤ 1% ≤ 1%
Funciones Proteccio´n diferencial, direccional, de dis-
tancia, recierre y verificacio´n de sincronis-
mo, deteccio´n de falla de interruptor, de-
tector de falla externa, monitoreo de even-
tos, medidas (ca´lculo de energ´ıa), graba-
cio´n de secuencia de eventos, grabacio´n de
eventos, conteo de eventos, mediciones Fa-
soriales
Medicio´n y configuracio´n PMU. Protec-
cio´n de sobrecorriente, alta temperatura,
sobre y baja tensio´n, sobre y baja frecuen-
cia, razo´n de cambio de frecuencia. Con-
trol y supervisio´n de corriente y fusibles,
monitoreo de eventos, medidas (ca´lculo de
energ´ıa), grabacio´n de secuencia de even-
tos, grabacio´n de eventos, conteo de even-
tos.
Interface L´ınea de comandos CLI Botones y
menu´ panel frontal, display LCD
LEDs de indicacio´n de estado, 15 LEDs de
alarma configurables, Pantalla LCD. Bo-
tones de navegacio´n panel frontal. Puerto
de comunicacio´n RJ45.
No. Entradas Binarias 8 16
No. Salidas Binarias 24 6+24
Frecuencia de Muestreo 2 kHz @60 Hz 1 kHz @60 Hz
Mensajes por segundo 60 en protocolo IEEE C37.118 hasta 240 en protocolo IEEE C37.118
Temperatura de Operacio´n -40 ◦C a 85 ◦C -10 ◦C a 55 ◦C
Precisio´n Magnitud de corriente: 0.2% A´ngulo de
corriente:0,2◦Magnitud de tensio´n: 0.1%
A´ngulo de tensio´n:0,05◦
Corrientes: 0.2% Tensiones: 0,3%
Precio USD 8.515 UDS 22.000-USD 30.000 [37]
Como se puede apreciar las funcionalidades de los equipos son muy completas y no muy diferentes,
pero la principal diferencia es el precio del equipo. Teniendo en cuenta que un rele´ con funciona-
lidades de PMU puede tener caracter´ısticas similares a las una PMU dedicada, se puede utilizar
un rele´ como parte del sistema de medicio´n sincronizada. Vale la pena mencionar que existen otros
modelos de rele´ con funcionalidades de PMUs en el mercado con diferentes funcionalidades y precios.
Otro costo que se debe tener en cuenta es el de los PDCs, en la referencia [37] se listan varios
modelos de PDCs de diferentes fabricantes, incluyendo algunos precios referenciales. Con base en
esta informacio´n se toma un precio de USD 80.000 para un PDC.
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Para obtener el costo anualizado de las PMUs y los PDCs, se tomo´ una vida u´til de 20 an˜os,
una tasa de intere´s de 10% y un costo de mantenimiento anual del 10% de la inversio´n inicial del
equipo. El costo anual de estos equipos se muestra en la tabla 4.18
Tabla 4.18. Costo Anual PMU y PDC
Inversio´n [USD] Costo Mantenimiento [USD/an˜o] Costo Anual [USD/an˜o]
PMU 8.515 851,50 1.851,67
PDC 80.000 8.000,00 17.396,77
El costo total anual esta´ dado por la siguiente expresio´n:
Costo total anual = NPMU · CostoanualPMU +NPDC · CostoanualPDC + kℓ · ℓtotal (4.21)
donde, NPMU es el nu´mero de PMUs implementadas, NPDC es el nu´mero de PDCs implementa-
dos, kℓ es el costo del alquiler o utilizacio´n de un canal de comunicaciones dado en (USD/(km·an˜o))
y ℓtotal es la longitud total de los canales de comunicacio´n.
De la expresio´n (4.21), se observa que el costo total anual de implementar un sistema de medicio´n
fasorial depende del escenario bajo consideracio´n. Estos escenarios fueron definidos en la seccio´n
4.3.1.
Se pueden tener valores de referencia para kℓ de 65 USD/(km·an˜o) para canales con un ancho de
banda de 50 Mbps y 84 USD/(km·an˜o) para un ancho de banda de 100 Mbps, pero es posible tomar
un valor menor cuando se realizan transacciones en bloque para proyectos de gran importancia,
como lo es la implementacio´n de un sistema de medicio´n fasorial sincronizado. Por ejemplo, usando
un valor para kℓ de 50 USD/(km·an˜o), en las tablas 4.19 y 4.20, se dan los resultados para cada
escenario definido, para cuando se tienen 35 PMUS y 101 PMUs, respectivamente.
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Tabla 4.19. Costo Total Anual 35 PMUs
Escenario PMUs PDCs Longitud [km] Costo PMUs+PDCs [USD] Costo Comunicaciones [USD] Costo Total [USD]
1 35 1 14.592,92 82.205,17 729.646,00 811.851,17
2 35 2 10.863,66 99.601,94 543.183,00 642.784,94
3 35 2 12.572,75 99.601,94 628.637,50 728.239,44
4 35 2 13.745,80 99.601,94 687.290,00 786.891,94
5 35 2 13.282,58 99.601,94 664.129,00 763.730,94
6 35 3 8.843,49 116.998,71 442.174,50 559.173,21
7 35 4 7.533,15 134.395,48 376.657,50 511.052,98
8 35 5 6.686,03 151.792,25 334.301,50 486.093,75
9 35 6 6.611,03 169.189,02 330.551,50 499.740,52
10 35 7 6.323,15 186.585,79 316.157,50 502.743,29
11 35 8 6.278,24 203.982,56 313.912,00 517.894,56
12 35 9 6.285,57 221.379,33 314.278,50 535.657,83
13 35 2 12.933,31 99.601,94 646.665,50 746.267,44
14 35 3 9.999,21 116.998,71 499.960,50 616.959,21
15 35 3 11.677,52 116.998,71 583.876,00 700.874,71
16 35 3 12.371,32 116.998,71 618.566,00 735.564,71
17 35 3 11.341,07 116.998,71 567.053,50 684.052,21
18 35 4 8.406,97 134.395,48 420.348,50 554.743,98
19 35 5 7.151,18 151.792,25 357.559,00 509.351,25
20 35 6 6.589,19 169.189,02 329.459,50 498.648,52
21 35 7 6.514,19 186.585,79 325.709,50 512.295,29
22 35 8 6.226,31 203.982,56 311.315,50 515.298,06
23 35 9 6.181,40 221.379,33 309.070,00 530.449,33
24 35 10 6.188,73 238.776,10 309.436,50 548.212,60
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Tabla 4.20. Costo Total Anual 101 PMUs
Escenario PMUs PDCs Longitud [km] Costo PMUs+PDCs [USD] Costo Comunicaciones [USD] Costo Total [USD]
1 101 1 37.127,2 204.415,31 1.856.360,00 2.060.775,31
2 101 2 27.449,8 221.812,08 1.372.490,00 1.594.302,08
3 101 2 32.562,72 221.812,08 1.628.136,00 1.849.948,08
4 101 2 33.406,48 221.812,08 1.670.324,00 1.892.136,08
5 101 2 33.016,25 221.812,08 1.650.812,50 1.872.624,58
6 101 3 22.885,32 239.208,85 1.144.266,00 1.383.474,85
7 101 4 18.774,37 256.605,62 938.718,50 1.195.324,12
8 101 5 15.053,65 274.002,39 752.682,50 1.026.684,89
9 101 6 14.753,65 291.399,16 737.682,50 1.029.081,66
10 101 7 14.222,95 308.795,93 711.147,50 1.019.943,43
11 101 8 13.979,54 326.192,70 698.977,00 1.025.169,70
12 101 9 13.933,39 343.589,47 696.669,50 1.040.258,97
13 101 2 32.950,47 221.812,08 1.647.523,50 1.869.335,58
14 101 3 25.379,37 239.208,85 1.268.968,50 1.508.177,35
15 101 3 30.120,45 239.208,85 1.506.022,50 1.745.231,35
16 101 3 30.407,83 239.208,85 1.520.391,50 1.759.600,35
17 101 3 27.900,57 239.208,85 1.395.028,50 1.634.237,35
18 101 4 20.329,47 256.605,62 1.016.473,50 1.273.079,12
19 101 5 17.499,45 274.002,39 874.972,50 1.148.974,89
20 101 6 14.956,81 291.399,16 747.840,50 1.039.239,66
21 101 7 14.656,81 308.795,93 732.840,50 1.041.636,43
22 101 8 14.126,11 326.192,70 706.305,50 1.032.498,20
23 101 9 13.882,70 343.589,47 694.135,00 1.037.724,47
24 101 10 13.836,55 360.986,24 691.827,50 1.052.813,74
Como se puede observar el costo de las comunicaciones predomina sobre el costo de los equipos,
llegando a ser para los escenarios caso base 1 y 2, casi el 90% del costo anual total de la imple-
mentacio´n del sistema de medicio´n fasorial.
Tanto para cuando se consideran 35 PMUs como para cuando se consideran 101 PMUs, el esce-
nario 8 presenta el costo ma´s bajo de implementacio´n del sistema de medicio´n fasorial, puesto que,
es un escenario para el cual se necesitan menos canales de comunicacio´n, haciendo que el costo por
este concepto disminuya de manera considerable al considerar un PDC en cada a´rea operativa del
STN y llevar la informacio´n a Anco´n Sur.
En la Figura 4.18, se presenta el comportamiento del costo total anual de implementacio´n del
sistema de medicio´n fasorial sincronizado con respecto al nu´mero de PDCs considerados, partiendo
de los casos base 1 y 2.
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Figura 4.18. Comportamiento Costo Total Anual respecto al Nu´mero de PDCs Considerados
Cuando se consideran 35 PMUs, se aprecia que el costo total anual disminuye a medida que se
implementa un PDC por cada a´rea operativa, una vez alcanzado este punto, el costo total anual
comienza a aumentar de nuevo. Cuando se parte del caso base 1, el punto mı´nimo se alcanza cuando
se tienen 5 PDCs, es decir, cuando se llega al escenario 8. Cuando se parte del caso base 2, el punto
mı´nimo se alcanza cuando se tienen 6 PDCs, que corresponde al escenario 20.
Cuando se consideran 101 PMUs, se aprecia que el costo total anual disminuye a medida que se
implementa un PDC por cada a´rea operativa, una vez alcanzado este punto, el costo total anual
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comienza a aumentar de nuevo, pero este aumento no es significativo, por lo que cuando se llega al
punto de menor costo, este se mantiene aproximadamente constante. Cuando se parte del caso base
1, este punto mı´nimo se alcanza cuando se tienen 5 PDCs, es decir, cuando se llega al escenario
8. Cuando se parte del caso base 2, el punto mı´nimo se alcanza cuando se tienen 6 PDCs, que
corresponde al escenario 20.
Como no se tiene un valor de referencia exacto para el costo de alquiler para la red de comuni-
caciones, se realizo´ una variacio´n para este valor entre 20 (USD/(km·an˜o)) y 80 (USD/(km·an˜o)).
En la Figura 4.19, se muestran los resultados de este ana´lisis para los dos escenarios en los cuales
que presentan el costo total anual presenta un valor mı´nimo con respecto a la cantidad de PDCs
implementados, que son los escenarios 8 y 20.
20 30 40 50 60 70 802.5
3
3.5
4
4.5
5
5.5
6
6.5
7 x 10
5
k [USD/(km⋅año)]
Co
st
o 
To
ta
l A
nu
al
 [U
SD
]
 
 
Escenario 8
Escenario 20
(a) 35 PMUs
20 30 40 50 60 70 800.5
0.75
1
1.25
1.5 x 10
6
k [USD/(km⋅año)]
Co
st
o 
To
ta
l A
nu
al
 [U
SD
]
 
 
Escenario 8
Escenario 20
(b) 101 PMUs
Figura 4.19. Ana´lisis de Sensibilidad Costo Total Anual
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Como se puede apreciar en la Figura 4.19, tanto para el caso en que se cuenta con 35 PMUs, como
en el caso de contar con 101 PMUs, el costo total anual de implementacio´n del sistema de medicio´n
fasorial aumenta en forma lineal con el incremento del factor kℓ, dando una mayor importancia al
costo por concepto de comunicaciones que el costo de equipos cuyo valor permanece constante para
cada escenario espec´ıfico.
5. Conclusiones y Recomendaciones
5.1. Conclusiones
Las principales conclusiones del presente trabajo sobre estimacio´n de estado utilizando PMUs y
su aplicacio´n en el Sistema de Transmisio´n Colombiano (STN) son:
De la comparacio´n entre los diferentes me´todos para obtener el conjunto o´ptimo de PMU pa-
ra un sistema de potencia, se observa que aunque todos los me´todos garantizan la observabilidad
topolo´gica, no todos garantizan la observabilidad nume´rica del sistema mediante la utilizacio´n de
mediciones fasoriales u´nicamente.
Los me´todos de estimacio´n de estado mixta, lineal y no lineal, evitan los problemas asociados
con la observabilidad nume´rica, pe´rdida de las mediciones de una o ma´s PMUs pertenecientes al
conjunto o´ptimo o un cambio en la topolog´ıa del sistema de potencia, puesto que, cuentan con
mediciones convencionales que hacen que el sistema de potencia sea nume´ricamente observable,
au´n en el caso que existan menos PMUs que las definidas por el conjunto o´ptimo.
Teniendo en cuenta consideraciones como precisio´n, robustez y pe´rdida de mediciones, la esti-
macio´n de estado mixta no lineal es la mejor opcio´n de estimacio´n de estado para un sistema de
potencia cuando existen mediciones convencionales y fasoriales. Adema´s, para su implementacio´n
se deben realizar cambios mı´nimos en el software de estimacio´n de estado en comparacio´n con otros
me´todos de estimacio´n.
Para los tres sistemas de prueba utilizados, utilizando la estimacio´n de estado mixta no lineal,
los mayores beneficios en la disminucio´n en las desviaciones esta´ndar de magnitud y a´ngulo de
las variables estimadas, se obtienen para cuando se han implementado las PMUs pertenecientes al
conjunto o´ptimo, que corresponde a implementar PMUs en aproximadamente 1/3 de los nodos del
sistema de potencia, llegando a una reduccio´n de hasta 78% en el promedio de las desviaciones
esta´ndar de magnitud y 81% en el promedio de las desviaciones esta´ndar de a´ngulo de fase.
Desde el punto de vista del proceso de estimacio´n de estado, los mayores beneficios en cuanto al
mejoramiento de su precisio´n se obtienen cuando adema´s de las mediciones convencionales existen-
tes, se implementan las mediciones fasoriales de las PMUs que pertenecen al conjunto o´ptimo. Sin
embargo, las PMUs se utilizan en otras aplicaciones diferentes a la estimacio´n de estado que son
de gran importancia, por lo que entre mayor sea el nu´mero de PMUs implementadas, mayor es el
nu´mero de aplicaciones que es posible implementar en los sistemas de potencia.
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Para obtener los mejores resultados en cuanto a disminucio´n de las desviaciones esta´ndar de las
variables estimadas, se deben implementar primero aquellas PMUs que poseen el mayor nu´mero de
mediciones asociadas, independientemente de si pertenecen o no al conjunto o´ptimo.
Aunque el propo´sito a largo plazo sea tener el mayor nu´mero posible de PMUs en un sistema de
potencia, no se debe prescindir de las mediciones convencionales existentes, puesto que, favorecen
la precisio´n del proceso de estimacio´n de estado.
En el caso que las empresas propietarias STN decidan establecer pol´ıticas para instalar gradual-
mente las PMUs del conjunto o´ptimo y simulta´neamente prescindir de las mediciones convencionales
donde se implementen PMUs, el impacto sobre la precisio´n de la estimacio´n sigue siendo el de dis-
minuir las desviaciones esta´ndar de las variables estimadas. Por el contrario, si ya existen en el
sistema las PMUs pertenecientes al conjunto o´ptimo de PMUs y se decide eliminar gradualmente
las mediciones convencionales una vez se ha alcanzado el nu´mero o´ptimo de PMUs, no se puede
decir que exista un deterioro la precisio´n de la estimacio´n de estado, debido a que los valores en las
desviaciones esta´ndar de las variables estimadas permanecen casi constantes.
El impacto de las PMUs en la estimacio´n de estado depende de la calibracio´n y precisio´n de
las mediciones fasoriales, del nu´mero de PMUs implementado y de la precisio´n de las mediciones
convencionales existentes.
Puesto que, el desempen˜o de un rele´ con funcionalidades de PMU es comparable con el de una
PMU dedicada, pero al mismo tiempo la gran diferencia entre estos equipos es el precio, se pueden
utilizar este tipo de rele´s como PMUs, logrando una disminucio´n importante en el costo de equi-
pamiento en la implementacio´n de un sistema de medicio´n fasorial sincronizado.
En la implementacio´n de un sistema de medicio´n fasorial sincronizado, se debe tener en cuenta
que el costo anual del servicio de comunicaciones es el rubro de mayor importancia. Este costo
puede ser disminuido en gran medida, teniendo en cuenta la localizacio´n de al menos un PDC por
a´rea operativa del STN.
La implementacio´n de ma´s de un PDC por a´rea operativa, implica un incremento en el costo
total anual de implementacio´n del sistema de medicio´n fasorial sincronizado, debido a que el incre-
mento en el costo de equipos es mayor que la disminucio´n en el costo del servicio de comunicaciones.
Debido a los altos costos en los que se incurre en la implementacio´n de un sistema de medicio´n
fasorial sincronizado y teniendo en cuenta u´nicamente los beneficios obtenidos para el proceso de
estimacio´n de estado de un sistema de potencia, no se deber´ıa llegar al punto de instalar PMUs en
todos los nodos del STN.
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5.2. Recomendaciones
De acuerdo con los resultados obtenidos en este trabajo se recomienda realizar los siguientes
trabajos futuros:
Estudio de la localizacio´n multi-objetivo de PMUs para su utilizacio´n en diferentes aplicaciones
dentro de un sistema de potencia.
Estudio detallado del disen˜o del sistema de comunicaciones utilizado en el sistema de transmisio´n
nacional para soportar un sistema de medicio´n fasorial sincronizado, debido a que en este trabajo
se ha realizado un ana´lisis preliminar utilizando como criterio minimizar distancias de los canales
de comunicacio´n.
Validacio´n de los resultados obtenidos en este trabajo para un estimador de estado mixto no
lineal, mediante su implementacio´n en el STN.
A. Anexo: Estimacio´n de Estado Convencional
mediante el Criterio de los Mı´nimos
Cuadrados Ponderados WLS
En el procedimiento de estimacio´n estad´ıstica se toman muestras, en este caso mediciones para
calcular el valor de uno o varios para´metros en un sistema dado. Como las mediciones que se toman
son inexactas, la estimacio´n obtenida de un para´metro desconocido tambie´n lo es. Esto conduce al
problema de co´mo formular la mejor estimacio´n de los para´metros desconocidos, dadas las medi-
ciones disponibles.
De muchos criterios que han sido examinados y utilizados en varias aplicaciones, tres son los ma´s
comu´nmente encontrados [14]:
Criterio de la ma´xima probabilidad (maximum likelihood criterion). El objetivo es
maximizar la probabilidad de que la estimacio´n de una variable de estado es el valor verdadero
de la variable:
ma´xP (x̂) = x (A.1)
x̂: Vector de estado estimado
x: Vector de estado verdadero
Criterio de los mı´nimos cuadrados ponderados (weighted least squares). El objetivo
es minimizar la suma de los cuadrados de las desviaciones ponderadas de las mediciones
estimadas ẑ y las mediciones reales z.
Criterio de la varianza mı´nima (miminum variance criterion). El objetivo es mini-
mizar el valor esperado de la suma de los cuadrados de las desviaciones de los valores de las
variables de estado estimadas x̂ y los valores de las variables de estado verdaderas x.
El valor obtenido de cada dispositivo de medicio´n esta´ cerca del valor verdadero del para´metro
que se esta´ midiendo, pero difiere por un error. Se asume que se conoce la funcio´n de densidad de
probabilidad (PDF) de los errores aleatorios de cada una de las mediciones realizadas. Usando el
criterio de los mı´nimos cuadrados ponderados, no se necesita conocer la funcio´n de densidad de
probabilidad de los errores de las mediciones. Pero, haciendo que esta PDF tenga una distribucio´n
normal (gaussiana) y usando el criterio de la ma´xima probabilidad, se llega a la misma expresio´n
de estimacio´n que si se utilizara el criterio de los mı´nimos cuadrados ponderados.
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Los para´metros que definen una PDF con distribucio´n normal son la media µ y su varianza σ2,
por lo tanto, el problema de la ma´xima probabilidad se resuelve para estos dos para´metros, para
cada una de las medidas realizadas sobre el sistema.
Lo anterior se puede expresar matema´ticamente como:
z = zv + ε (A.2)
Donde zv es el valor verdadero del para´metro medido y ε es el error aleatorio de medicio´n. El
valor aleatorio ε sirve para modelar la incertidumbre que se tiene en las mediciones realizadas. La
PDF gaussiana para el error ε esta´ dada por:
f (ε) =
1
σ
√
2π
e−
1
2
( εσ )
2
(A.3)
Se asume que el valor esperado o media de cada error es cero, E(εi) = 0. σ es la desviacio´n
esta´ndar y σ2 es la varianza del error. As´ı mismo, la PDF para una medicio´n z, tambie´n se asume
como una distribucio´n normal, que matema´ticamente se expresa como:
f (z) =
1
σ
√
2π
e−
1
2
( z−µσ )
2
(A.4)
Donde µ = E(z) es el valor esperado o la media de z. Ahora se considera la funcio´n de densidad
de probabilidad conjunta, que representa la probabilidad de medir m mediciones independientes,
cada una con una PDF gaussiana, que esta´ dada por:
fm(z) = f(z1) · f(z2) · f(z3) · · · f(zm) (A.5)
En donde se tiene que el vector de mediciones esta´ dado por:
zT =
[
z1 z2 z3 . . . zm
]
(A.6)
El objetivo de la estimacio´n basada en el criterio de la ma´xima probabilidad es maximizar la
funcio´n fm, para realizar esto, se toma el logaritmo natural de la funcio´n, con el a´nimo de simplificar
el problema de optimizacio´n. Entonces:
ℓ = ln (fm(z))
ℓ = ln (f(z1) · f(z2) · f(z3) · · · f(zm))
ℓ = ln (f(z1)) + ln (f(z2)) + ln (f(z3)) + · · ·+ ln (f(zm))
ℓ = ln
(
1
σ1
√
2π
e
− 1
2
(
z1−µ1
σ1
)
2
)
+ ln
(
1
σ2
√
2π
e
− 1
2
(
z2−µ2
σ2
)
2
)
+ · · ·
+ ln
(
1
σm
√
2π
e
− 1
2
(
zm−µm
σm
)
2
)
ℓ = −1
2
m∑
k=1
(
zk − µk
σk
)2
− m
2
ln(2π)−
m∑
k=1
ln(σk) (A.7)
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Entonces se maximiza la funcio´n ℓ, ma´x ln(fm(z)), o en forma equivalente,
mı´n
m∑
k=1
(
zk − µk
σk
)2
(A.8)
Este problema de minimizacio´n se puede escribir en te´rminos del residuo rk de cada medicio´n k,
que se define como:
rk = zk − E(zk)
rk = zk − µk (A.9)
El valor esperado de la medicio´n zk puede expresarse como una funcio´n fk(x), que relaciona el
vector de estado x con la medicio´n zk.
zk = fk(x) + rk (A.10)
Por lo que, el problema de optimizacio´n puede expresarse como:
mı´n
m∑
k=1
r2k
σ2k
(A.11)
s.a zk = fk(x) + rk para k = 1, 2, 3, . . . ,m
Cada residuo es ponderado por el inverso de la varianza de la respectiva medicio´n. La varianza
se calcula de manera que refleje la exactitud esperada de cada uno de los dispositivos de medicio´n
usados. La solucio´n del anterior problema de optimizacio´n se conoce con el nombre de estimador
de estado basado en el criterio de los mı´nimos cuadrados ponderados (WLS).
El conjunto de mediciones realizadas sobre el sistema se puede expresar de la siguiente forma:
z =

z1
z2
z3
...
zm

=

f1(x1, x2, x3, . . . , xn)
f2(x1, x2, x3, . . . , xn)
f3(x1, x2, x3, . . . , xn)
...
fm(x1, x2, x3, . . . , xn)

+

ε1
ε2
ε3
...
εm

= f(x) + ε (A.12)
x: vector de estado. Se tienen n variables de estado.
z: vector de mediciones. Se tienen m mediciones en el sistema de potencia.
f(x): vector de funciones no lineales que relaciona el vector de mediciones z con el vector de
estado x.
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ε: vector de errores de las mediciones.
La estimacio´n de estado con base en el criterio de los mı´nimos cuadrados, minimiza la suma de
los cuadrados residuos de cada una de las mediciones realizadas:
mı´n J(x1, x2, x3, . . . , xn) =
m∑
k=1
(zk − fk(x1, x2, x3, . . . , xn))2
σ2k
(A.13)
En forma compacta,
mı´n J(x) =
m∑
k=1
(zk − fk(x))2
σ2k
(A.14)
El anterior problema de minimizacio´n se puede enunciar en forma matricial como:
mı´n J(x) = [z− f(x)]T R−1 [z− f(x)] (A.15)
Donde R es la matriz de covarianza de los errores de medicio´n. Para determinar la estructura de
la matriz de covarianza R se hacen dos suposiciones importantes:
El valor esperado (o media) de los errores de medicio´n es cero, E(εk) = 0, para k =
1, 2, 3, . . . ,m.
Se asume que los errores son independientes, es decir, σkl = E (εk · εl) = 0, para k 6= l. Se
sabe que R = E
(
ε · εT ), entonces, Rkl = σkl. Por tanto,
R = cov(ε) =

σ21 0 0 · · · 0
0 σ22 0 · · · 0
0 0 σ23 · · · 0
...
...
...
. . .
...
0 0 0 · · · σ2m

(A.16)
A.1. Algoritmo de Solucio´n de la Estimacio´n de Estado Convencional
Para un sistema de N nodos se tienen n = 2N − 1 variables de estado, N magnitudes de tensio´n
y N − 1 a´ngulos de fase. Lo anterior se debe a que se toma un nodo como la referencia para medir
las diferencia angulares de las tensiones nodales. Los cinco tipos de mediciones convencionales ma´s
usadas en los sistemas de potencias son las inyecciones y flujos de potencia (activa y reactiva), y
magnitudes de tensiones nodales.
A continuacio´n se presentan las expresiones para cada una de estas medidas en funcio´n de las
variables de estado, tomando el modelo π generalizado de la Figura 3.4 y descrito en la seccio´n
3.1.5. Partiendo de las expresiones de corriente (3.3) y definiendo las relaciones de transformacio´n
complejas de los transformadores asociados a los nodos k y l como:
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akl = |akl|ejϕkl (A.17)
alk = |alk|ejϕlk (A.18)
Se puede llegar a las siguientes expresiones para los flujos de potencia del nodo k al nodo l:
Pkl = |akl|2 |Vk|2 (gklsh + gkl) (A.19)
−|akl| |Vk| |alk| |Vl| [gkl cos (θk − θl + ϕkl − ϕlk) + bkl sen (θk − θl + ϕkl − ϕlk)]
Qkl = −|akl|2 |Vk|2 (bklsh + bkl) (A.20)
−|akl| |Vk| |alk| |Vl| [gkl sen (θk − θl + ϕkl − ϕlk)− bkl cos (θk − θl + ϕkl − ϕlk)]
Si se trata de una l´ınea de transmisio´n, |akl| = |alk| = 1 y ϕkl = ϕlk = 0, obtenie´ndose unas
expresiones ma´s familiares para los flujos de potencia activa y reactiva dadas por (A.21) y (A.22).
Pkl = |Vk|2 (gklsh + gkl)− |Vk| |Vl| [gkl cos (θk − θl) + bkl sen (θk − θl)] (A.21)
Qkl = − |Vk|2 (bklsh + bkl)− |Vk| |Vl| [gkl sen (θk − θl)− bkl cos (θk − θl)] (A.22)
Inyecciones de potencia para el nodo k:
Pkk = |Vk|
N∑
l=1
|Vl| [Gkl cos (θk − θl) +Bkl sen (θk − θl)] (A.23)
Qkk = |Vk|
N∑
l=1
|Vl| [Gkl sen (θk − θl)−Bkl cos (θk − θl)] (A.24)
Donde,
|Vk|: magnitud de tensio´n del nodo k.
θk: a´ngulo de fase de la tensio´n del nodo k.
Ykl = Gkl+ jBkl: elemento correspondiente a la fila k y la columna l de la matriz de admitancia
nodal.
ykl = gkl + jbkl: admitancia serie de un elemento que se conecta los nodos k y l.
yk0 = gk0 + jbk0: admitancia shunt de un elemento conectado al nodo k.
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Para minimizar la funcio´n J(x) se debe satisfacer que cada una de sus primeras derivadas con
respecto a las variables de estado sea iguales a cero,
∂J (x)
∂xk
= 0 para k = 1, 2, 3, . . . , n (A.25)
Lo anterior se puede expresar matricialmente definiendo el gradiente de J(x) as´ı:
∇J(x) =

∂J(x)
∂x1
∂J(x)
∂x2
∂J(x)
∂x3
...
∂J(x)
∂xn

(A.26)
Realizando esta operacio´n sobre la expresio´n (A.15) y escribie´ndola en forma matricial, se obtiene:
∇J(x) = −2

∂f1(x)
∂x1
∂f2(x)
∂x1
· · · ∂fm(x)∂x1
∂f1(x)
∂x2
∂f2(x)
∂x2
· · · ∂fm(x)∂x2
...
...
. . .
...
∂f1(x)
∂xn
∂f2(x)
∂xn
· · · ∂fm(x)∂xn


1
σ2
1
0 · · · 0
0 1
σ2
2
· · · 0
...
...
. . .
...
0 0 · · · 1
σ2m


z1 − f1(x)
z2 − f2(x)
...
zm − fm(x)
 (A.27)
Se define la matriz jacobiana de J(x) como:
H =
∂f(x)
∂x
=

∂f1(x)
∂x1
∂f1(x)
∂x2
∂f1(x)
∂x3
· · · ∂f1(x)∂xn
∂f2(x)
∂x1
∂f2(x)
∂x2
∂f2(x)
∂x3
· · · ∂f2(x)∂xn
∂f3(x)
∂x1
∂f3(x)
∂x2
∂f3(x)
∂x3
· · · ∂f3(x)∂xn
...
...
...
. . .
...
∂fm(x)
∂x1
∂fm(x)
∂x2
∂fm(x)
∂x3
· · · ∂fm(x)∂xn

(A.28)
Entonces, la expresio´n (A.27) se puede escribir en forma matricial compacta:
∇J(x) = −2HTR−1 [z− f(x)] (A.29)
Como se desea minimizar la funcio´n J(x), se hace ∇J(x) = 0
∇J(x) = −2HTR−1 [z− f(x)] = 0 (A.30)
−HTR−1 [z− f(x)] = 0 (A.31)
Con el conjunto de medidas que se tienen en el sistema de potencia, el vector f(x) contiene
funciones no lineales que relacionan las mediciones con las variables de estado, por lo tanto, se
linealiza el problema alrededor de un valor dado para cada una de las componentes el vector de
estado. Para esto, se procede como sigue:
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g(x) = −HTR−1 [z− f(x)] = 0 (A.32)
La jacobiana de g(x) se define como:
G =
∂g(x)
∂x
= HTR−1H (A.33)
Expandiendo la funcio´n mediante su serie de Taylor alrededor del vector de estado x, se obtiene:
g(x+∆x) = g(x) +
∂g(x)
∂x
∆x = g(x) +G∆x = 0 (A.34)
De la expresio´n (A.34) es evidente que se desprecian los te´rminos de orden superior, puesto que,
se asume que se esta´ en un punto cercano de la solucio´n y el valor de ∆x es bastante pequen˜o, por
tanto,
∆x = −G−1g(x) (A.35)
Reemplazando (A.32) y (A.33) en (A.35), se tiene que,
∆x = [HTR−1H]−1HTR−1 [z− f(x)] (A.36)
En forma alternativa,
∆x = G−1HTR−1∆z (A.37)
La expresio´n (A.36), proporciona la forma de encontrar el vector de estado mediante un proceso
iterativo.
El vector de estado para un sistema de potencia, asignando al nodo 1 como el nodo de referencia,
esta´ dado por:
xT =
[
|V1| |V2| |V3| . . . |VN | θ2 θ3 θ4 . . . θN
]
(A.38)
La estructura de la matriz jacobiana se puede determinar con base en los elementos del vector
de estado y la cantidad y tipo de medicio´n que se realice en el sistema de potencia, tal como se
muestra en (A.39).
H =

∂Pflujo
∂|V|
∂Pflujo
∂θ
∂Qflujo
∂|V|
∂Qflujo
∂θ
∂Pinyec
∂|V|
∂Pinyec
∂θ
∂Qinyec
∂|V|
∂Qinyec
∂θ
∂|V|
∂|V| 0

(A.39)
A continuacio´n se muestran las expresiones para cada uno de los elementos de la matriz jacobiana
de mediciones:
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Elementos correspondientes a los flujos de potencia activa, relacionados con las magnitudes
de las tensiones nodales:
• Modelo π generalizado
∂Pkl
∂ |Vk| = 2|akl|
2 |Vk| (gklsh + gkl) (A.40)
−|akl||alk| |Vl| [gkl cos (θk − θl + ϕkl − ϕlk) + bkl sen (θk − θl + ϕkl − ϕlk)]
∂Pkl
∂ |Vl| = −|akl||alk| |Vk| [gkl cos (θk − θl + ϕkl − ϕlk) + bkl sen (θk − θl + ϕkl − ϕlk)]
(A.41)
• L´ınea de transmisio´n
∂Pkl
∂ |Vk| = 2 |Vk| (gklsh + gkl)− |Vl| [gkl cos (θk − θl) + bkl sen (θk − θl)] (A.42)
∂Pkl
∂ |Vl| = − |Vk| [gkl cos (θk − θl) + bkl sen (θk − θl)] (A.43)
Elementos correspondientes a los flujos de potencia activa, relacionados con los a´ngulos de
las tensiones nodales:
• Modelo π generalizado
∂Pkl
∂θk
= |akl| |Vk| |alk| |Vl| [gkl sen (θk − θl + ϕkl − ϕlk)− bkl cos (θk − θl + ϕkl − ϕlk)]
(A.44)
∂Pkl
∂θl
= −|akl| |Vk| |alk| |Vl| [gkl sen (θk − θl + ϕkl − ϕlk)− bkl cos (θk − θl + ϕkl − ϕlk)]
(A.45)
• L´ınea de transmisio´n
∂Pkl
∂θk
= |Vk| |Vl| [gkl sen (θk − θl)− bkl cos (θk − θl)] (A.46)
∂Pkl
∂θl
= − |Vk| |Vl| [gkl sen (θk − θl)− bkl cos (θk − θl)] (A.47)
Elementos correspondientes a los flujos de potencia reactiva, relacionados con las magnitudes
de las tensiones nodales:
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• Modelo π generalizado
∂Qkl
∂ |Vk| = −2|akl|
2 |Vk| (bklsh + bkl) (A.48)
−|akl||alk| |Vl| [gkl sen (θk − θl + ϕkl − ϕlk)− bkl cos (θk − θl + ϕkl − ϕlk)]
∂Qkl
∂ |Vl| = −|akl||alk| |Vk| [gkl sen (θk − θl + ϕkl − ϕlk)− bkl cos (θk − θl + ϕkl − ϕlk)]
(A.49)
• L´ınea de transmisio´n
∂Qkl
∂ |Vk| = −2 |Vk| (bklsh + bkl)− |Vl| [gkl sen (θk − θl)− bkl cos (θk − θl)] (A.50)
∂Qkl
∂ |Vl| = − |Vk| [gkl sen (θk − θl)− bkl cos (θk − θl)] (A.51)
Elementos correspondientes a los flujos de potencia reactiva, relacionados con los a´ngulos de
las tensiones nodales:
• Modelo π generalizado
∂Qkl
∂θk
= −|akl| |Vk| |alk| |Vl| [gkl cos (θk − θl + ϕkl − ϕlk) + bkl sen (θk − θl + ϕkl − ϕlk)]
(A.52)
∂Qkl
∂θl
= |akl| |Vk| |alk| |Vl| [gkl cos (θk − θl + ϕkl − ϕlk) + bkl sen (θk − θl + ϕkl − ϕlk)]
(A.53)
• L´ınea de transmisio´n
∂Qkl
∂θk
= − |Vk| |Vl| [gkl cos (θk − θl) + bkl sen (θk − θl)] (A.54)
∂Qkl
∂θl
= |Vk| |Vl| [gkl cos (θk − θl) + bkl sen (θk − θl)] (A.55)
Elementos correspondientes a las potencias netas inyectadas activas, relacionados con las
magnitudes de las tensiones nodales:
∂Pkk
∂ |Vk| =
Pkk
|Vk| + |Vk|Gkk (A.56)
∂Pkk
∂ |Vl| = |Vk| [Gkl cos (θk − θl) +Bkl sen (θk − θl)] (A.57)
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Elementos correspondientes a las potencias netas inyectadas activas, relacionados con los
a´ngulos de las tensiones nodales:
∂Pkk
∂θk
= −Qkk − |Vk|2Bkk (A.58)
∂Pkk
∂θl
= |Vk| |Vl| [Gkl sen (θk − θl)−Bkl cos (θk − θl)] (A.59)
Elementos correspondientes a las potencias netas inyectadas reactivas, relacionados con las
magnitudes de las tensiones nodales:
∂Qkk
∂ |Vk| =
Qkk
|Vk| − |Vk|Bkk (A.60)
∂Qkk
∂ |Vl| = |Vk| [Gkl sen (θk − θl)−Bkl cos (θk − θl)] (A.61)
Elementos correspondientes a las potencias netas inyectadas reactivas, relacionados con los
a´ngulos de las tensiones nodales:
∂Qkk
∂θk
= Pkk − |Vk|2Gkk (A.62)
∂Qkk
∂θl
= |Vk| |Vl| [−Gkl cos (θk − θl)−Bkl sen (θk − θl)] (A.63)
Elementos correspondientes a las magnitudes de las tensiones nodales, relacionados con las
magnitudes de las tensiones nodales:
∂ |Vk|
∂ |Vk| = 1 (A.64)
∂ |Vk|
∂ |Vl| = 0 (A.65)
Elementos correspondientes a las magnitudes de las tensiones nodales, relacionados con los
a´ngulos de las tensiones nodales:
∂ |Vk|
∂θk
= 0 (A.66)
∂ |Vk|
∂θl
= 0 (A.67)
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Como se ha mencionado, para determinar la solucio´n de la estimacio´n estado es necesario rea-
lizar cierto nu´mero de iteraciones hasta llegar a un punto cercano del valor del vector de estado.
El algoritmo de solucio´n de estimacio´n de estado mediante el criterio de los mı´nimos cuadrados
(WLS) se muestra en el diagrama de flujo mostrado en la Figura A.1.
Figura A.1. Diagrama de Flujo para el Algoritmo de Estimacio´n de Estado Convencional WLS
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A.2. Problemas Asociados a las Mediciones de Corriente
Cuando se encuentran disponibles mediciones de magnitud de corriente a trave´s de los elementos
del sistema, se puede expresar en te´rminos de las variables de estado mediante el siguiente desarrollo:
|Ikl| =
√
P 2kl +Q
2
kl
|Vk| (A.68)
Despreciando la admitancia shunt,
|Ikl| =
√
(g2kl + b
2
kl) (|Vk|2 + |Vl|2 − 2|Vk||Vl| cos(θk − θl)) (A.69)
Utilizando la ecuacio´n (A.69), se pueden determinar los elementos de la matriz jacobiana asocia-
dos con las magnitudes de los flujos de corrientes por los elementos.
∂|Ikl|
∂|Vk| =
g2kl + b
2
kl
|Ikl| (|Vk| − |Vl| cos(θk − θl)) (A.70)
∂|Ikl|
∂|Vl| =
g2kl + b
2
kl
|Ikl| (|Vl| − |Vk| cos(θk − θl)) (A.71)
∂|Ikl|
∂θk
=
g2kl + b
2
kl
|Ikl| |Vk||Vl| sen(θk − θl) (A.72)
∂|Ikl|
∂θl
= −g
2
kl + b
2
kl
|Ikl| |Vk||Vl| sen(θk − θl) (A.73)
La utilizacio´n de mediciones de corriente (solo en magnitud) presenta varias dificultades, la
cuales deterioran el desempen˜o del estimador de estado. Los siguientes problemas nume´ricos y/o
de observabilidad se pueden presentar [27]:
Al asumir un perfil de tensiones plano (todas las magnitudes de tensio´n 1 p.u. y a´ngulos de
0◦) como valores de inicio en proceso de estimacio´n de estado, existen elementos de la matriz
jacobiana indeterminados, lo cual significa que las mediciones de corriente son inu´tiles en esta
situacio´n. Por esta razo´n, cualquier ana´lisis de observabilidad debera´ basarse en la matriz
jacobiana calculada en un punto diferente a este. Con el propo´sito de solucionar este incon-
veniente se pueden adicionar elementos shunt artificiales que se deben eliminar despue´s de la
primera iteracio´n o inicializar las variables de estado incluyendo una pequen˜a perturbacio´n
aleatoria.
Se presentan cambios abruptos en los te´rminos de la jacobina asociados con las magnitudes
de corriente debido a la fuerte no linealidad de su relacio´n con las variables de estado. Esta
dependencia de los te´rminos de la jacobiana con el vector de estado puede causar problemas
de convergencia para l´ıneas con poca carga, a menos que la longitud del paso se escoja
adecuadamente para el proceso de iteracio´n.
En ausencia de mediciones de potencia, la u´nica informacio´n disponible de los a´ngulos de fase
se obtiene de la expresio´n (A.69), rescribiendo esta expresio´n se obtiene:
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cos(θk − θl) =
|Vk|2 + |Vl|2 − (|Ikl|2/g2kl + b2kl)
2|Vk||Vl| (A.74)
Por lo tanto, para un conjunto de valores determinado de magnitudes de tensio´n y corriente se
obtienen en dos valores diferentes en el argumento de la funcio´n coseno ±(θk − θl), lo que se refleja
a su vez en dos posibles soluciones para cada una de las ecuaciones del flujo de carga (ecuaciones
(A.70) a (A.73)). Cuando tambie´n se tienen mediciones de potencia la multiplicidad de soluciones
para la estimacio´n de estado se incrementa. En la Tabla A.1 [27], se muestra las posibles soluciones
que se pueden obtener para |Vl| y θl, asumiendo valores conocidos para |Vk| y θk.
Tabla A.1. Posibles Soluciones para Diferentes Combinaciones de Mediciones
No. de Posibles
Soluciones
Variables Medidas |Vl| θl
Pkl - Qkl 1 1
Pkl - |Vl| 1 1
Qkl - |Vl| 1 2
|Ikl| - |Vl| 1 2
Pkl - |Ikl| 2 2
Qkl - |Ikl| 2 2
De la Tabla A.1, se puede concluir que para el estimador de estado convencional no se obtienen
mu´ltiples soluciones si te tienen las mediciones de potencia en parejas.
B. Anexo: Sistemas de Prueba
En este anexo se presentan los datos de los sistemas de prueba seleccionados para realizar las
simulaciones del presente trabajo.
B.1. Sistema IEEE de 14 Nodos
Figura B.1. Diagrama Unifilar Sistema IEEE 14 Nodos
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Tabla B.1. Tensiones Nodales Sistema IEEE 14 Nodos
Nodo |V| [p.u.] θ [rad]
1 1,0600 0,0000
2 1,0450 -0,1356
3 1,0100 -0,3316
4 0,9977 -0,2635
5 1,0024 -0,2275
6 1,0700 -0,3795
7 1,0347 -0,3539
8 1,0900 -0,3539
9 1,0111 -0,4019
10 1,0105 -0,4049
11 1,0346 -0,3950
12 1,0461 -0,4014
13 1,0362 -0,4032
14 0,9957 -0,4285
Tabla B.2. Datos Elementos Sistema IEEE 14 Nodos
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] |a| [p.u.] ϕ [◦]
2 5 0,0570 0,1739 0,0340 - -
6 12 0,1229 0,2558 0,0000 - -
12 13 0,2209 0,1999 0,0000 - -
6 13 0,0662 0,1303 0,0000 - -
6 11 0,0950 0,1989 0,0000 - -
11 10 0,0821 0,1921 0,0000 - -
9 10 0,0318 0,0845 0,0000 - -
9 14 0,1271 0,2704 0,0000 - -
14 13 0,1709 0,3480 0,0000 - -
7 9 0,0000 0,1100 0,0000 - -
1 2 0,0194 0,0592 0,0528 - -
3 2 0,0470 0,1980 0,0438 - -
3 4 0,0670 0,1710 0,0346 - -
1 5 0,0540 0,2230 0,0492 - -
5 4 0,0134 0,0421 0,0128 - -
2 4 0,0581 0,1763 0,0374 - -
4 9 0,0050 0,5562 0,0000 0,9690 5,0000
5 6 0,0000 0,2520 0,0000 0,9320 0,0000
4 7 0,0000 0,2091 0,0000 0,9780 0,0000
8 7 0,0000 0,1762 0,0000 0,0000 0,0000
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B.2. Sistema IEEE de 57 Nodos
Figura B.2. Diagrama Unifilar Sistema IEEE 57 Nodos
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Tabla B.3. Tensiones Nodales Sistema IEEE 57 Nodos
Nodo |V| [p.u.] θ [rad]
1 1,0400 0,0000
2 1,0100 -0,0207
3 0,9850 -0,1045
4 0,9808 -0,1281
5 0,9765 -0,1492
6 0,9800 -0,1514
7 0,9842 -0,1327
8 1,0050 -0,0781
9 0,9800 -0,1673
10 0,9863 -0,1998
11 0,9740 -0,1779
12 1,0150 -0,1828
13 0,9789 -0,1711
14 0,9703 -0,1632
15 0,9881 -0,1255
16 1,0134 -0,1546
17 1,0175 -0,0942
18 1,0010 -0,2047
19 0,9705 -0,2308
20 0,9641 -0,2346
21 1,0087 -0,2257
22 1,0100 -0,2247
23 1,0085 -0,2259
24 0,9992 -0,2319
25 0,9820 -0,3171
26 0,9588 -0,2265
27 0,9816 -0,2009
28 0,9967 -0,1829
29 1,0102 -0,1705
Nodo |V| [p.u.] θ [rad]
30 0,9622 -0,3267
31 0,9356 -0,3383
32 0,9498 -0,3232
33 0,9476 -0,3239
34 0,9595 -0,2470
35 0,9665 -0,2428
36 0,9761 -0,2380
37 0,9852 -0,2347
38 1,0131 -0,2223
39 0,9831 -0,2355
40 0,9731 -0,2384
41 0,9963 -0,2457
42 0,9667 -0,2711
43 1,0096 -0,1982
44 1,0170 -0,2070
45 1,0361 -0,1618
46 1,0599 -0,1940
47 1,0335 -0,2184
48 1,0276 -0,2201
49 1,0365 -0,2258
50 1,0235 -0,2341
51 1,0523 -0,2187
52 0,9804 -0,2007
53 0,9710 -0,2139
54 0,9964 -0,2044
55 1,0308 -0,1885
56 0,9685 -0,2804
57 0,9650 -0,2895
B.2 Sistema IEEE de 57 Nodos 97
Tabla B.4. Datos Elementos Sistema IEEE 57 Nodos
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
2 1 0,0083 0,0280 0,1290 -
3 2 0,0298 0,0850 0,0818 -
9 12 0,0648 0,2950 0,0772 -
13 9 0,0481 0,1580 0,0406 -
14 13 0,0132 0,0434 0,0110 -
15 13 0,0269 0,0869 0,0230 -
1 15 0,0178 0,0910 0,0988 -
1 16 0,0454 0,2060 0,0546 -
1 17 0,0238 0,1080 0,0286 -
3 15 0,0162 0,0530 0,0544 -
5 6 0,0302 0,0641 0,0124 -
7 8 0,0139 0,0712 0,0194 -
4 3 0,0112 0,0366 0,0380 -
12 10 0,0277 0,1262 0,0328 -
13 11 0,0223 0,0732 0,0188 -
13 12 0,0178 0,0580 0,0604 -
16 12 0,0180 0,0813 0,0216 -
17 12 0,0397 0,1790 0,0476 -
15 14 0,0171 0,0547 0,0148 -
18 19 0,4610 0,6850 0,0000 -
19 20 0,2830 0,4340 0,0000 -
21 22 0,0736 0,1170 0,0000 -
23 22 0,0099 0,0152 0,0000 -
5 4 0,0625 0,1320 0,0258 -
23 24 0,1660 0,2560 0,0084 -
26 27 0,1650 0,2540 0,0000 -
27 28 0,0618 0,0954 0,0000 -
28 29 0,0418 0,0587 0,0000 -
25 30 0,1350 0,2020 0,0000 -
30 31 0,3260 0,4970 0,0000 -
31 32 0,5070 0,7550 0,0000 -
33 32 0,0392 0,0360 0,0000 -
35 34 0,0520 0,0780 0,0032 -
36 35 0,0430 0,0537 0,0016 -
6 4 0,0430 0,1480 0,0348 -
37 36 0,0290 0,0366 0,0010 -
38 37 0,0651 0,1009 0,0020 -
39 37 0,0239 0,0379 0,0000 -
36 40 0,0300 0,0466 0,0000 -
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
22 38 0,0192 0,0295 0,0000 -
42 41 0,2070 0,3520 0,0000 -
43 41 0,0000 0,4120 0,0000 -
44 38 0,0289 0,0585 0,0020 -
46 47 0,0230 0,0680 0,0032 -
47 48 0,0182 0,0233 0,0000 -
7 6 0,0200 0,1020 0,0276 -
48 49 0,0834 0,1290 0,0048 -
49 50 0,0801 0,1280 0,0000 -
50 51 0,1386 0,2200 0,0000 -
29 52 0,1442 0,1870 0,0000 -
52 53 0,0762 0,0984 0,0000 -
53 54 0,1878 0,2320 0,0000 -
54 55 0,1732 0,2265 0,0000 -
45 44 0,0624 0,1242 0,0040 -
56 41 0,5530 0,5490 0,0000 -
56 42 0,2125 0,3540 0,0000 -
8 6 0,0339 0,1730 0,0470 -
57 56 0,1740 0,2600 0,0000 -
38 49 0,1150 0,1770 0,0060 -
48 38 0,0312 0,0482 0,0000 -
8 9 0,0099 0,0505 0,0548 -
9 10 0,0369 0,1679 0,0440 -
11 9 0,0258 0,0848 0,0218 -
4 18 0,0000 0,2423 0,0000 0,9745
15 45 0,0000 0,1042 0,0000 0,9550
14 46 0,0000 0,0735 0,0000 0,9000
10 51 0,0000 0,0712 0,0000 0,9300
13 49 0,0000 0,1910 0,0000 0,8950
11 43 0,0000 0,1530 0,0000 0,9580
40 56 0,0000 1,1950 0,0000 0,9580
39 57 0,0000 1,3550 0,0000 0,9800
9 55 0,0000 0,1205 0,0000 0,9400
21 20 0,0000 0,7767 0,0000 1,0430
24 25 0,0000 0,6028 0,0000 1,0000
24 26 0,0000 0,0473 0,0000 1,0430
7 29 0,0000 0,0648 0,0000 0,9670
34 32 0,0000 0,9530 0,0000 0,9750
11 41 0,0000 0,7490 0,0000 0,9550
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Figura B.3. Diagrama Unifilar STN [38]
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Figura B.4. Detalle Expansio´n Definida 2014
Dentro de la informacio´n perteneciente al STN, se ha tenido en cuenta una expansio´n definida
para el an˜o 2014 que es la mostrada en la figura B.4, segu´n las convenciones utilizadas [38].
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Tabla B.5. Tensiones Nodales STN
Nodo Nombre |V| [p.u.] θ [rad]
1 01SC220kV 1,0577 0,0000
2 AAnchicaya 1,0051 -0,0506
3 Alferez 1,0175 -0,1396
4 Altamira 1,0375 -0,1012
5 AnconSur 1,0008 -0,0105
6 Bacat220kV 0,9919 -0,1326
7 Bacat500kV 0,9617 -0,1484
8 Balsillas 0,9843 -0,1449
9 Banadia 0,9718 -0,2758
10 Barbosa 1,0062 0,0838
11 Barranca 0,9844 -0,1204
12 Barranquil 1,0154 -0,0349
13 Bello 0,9910 0,0628
14 Betania 1,0352 -0,0593
15 Boliv220kV 1,0201 -0,1047
16 Boliv500kV 1,0134 -0,1309
17 Bucaramang 0,9929 -0,1379
18 Candelaria 1,0092 -0,0977
19 Cartagena 1,0102 -0,0995
20 Cartago 1,0114 -0,1396
21 Can˜olimo´n 0,9583 -0,3176
22 Cerro220kV 1,0045 -0,0279
23 Cerro500kV 1,0061 -0,0506
24 Chinu´ 1,0000 -0,0698
25 Chivor 1,0242 -0,0052
26 CiraInfant 0,9823 -0,1257
27 Circo 0,9805 -0,1361
28 Comuneros 0,9847 -0,1222
29 Copey220kV 1,0149 -0,1710
30 Copey500kV 1,0402 -0,1536
31 Cucuta 1,0060 -0,2234
32 Cuestecita 1,0070 -0,1850
33 Envigado 0,9836 0,0105
34 Esmeralda 1,0166 -0,1187
35 Flores 1,0189 -0,0297
36 Fundacio´n 1,0197 -0,1309
37 Guaca 0,9981 -0,1012
38 GuadalupIV 1,0191 0,1292
39 Guajira 1,0083 -0,1326
40 Guatape´ 1,0203 0,0489
41 Guatiguara´ 0,9971 -0,1309
42 Guavio 1,0195 -0,0122
43 Jaguas 1,0204 0,0506
44 Jamondino 1,0564 -0,2618
45 Juanchito 0,9990 -0,1466
46 LaEnea 0,9999 -0,1187
47 LaHermosa 1,0109 -0,1344
48 LaMesa 0,9975 -0,1065
49 LaSierra 1,0457 -0,0052
50 LaTasajera 0,9954 0,0785
51 LaVir220kV 1,0147 -0,1257
Nodo Nombre |V| [p.u.] θ [rad]
52 LaVir500kV 1,0296 -0,0925
53 Malena 1,0133 -0,0349
54 Merilectri 0,9847 -0,1222
55 Miel1 1,0271 -0,0157
56 Miraflores 0,9940 0,0087
57 Mocoa 1,0525 -0,2025
58 Mirolindo 0,9854 -0,1431
59 Noroeste 0,9908 -0,1344
60 Ocan˜a220kV 1,0140 -0,1536
61 Ocan˜a500kV 1,0151 -0,1222
62 Occidente 0,9860 0,0279
63 Oriente 0,9951 0,0175
64 Paez 1,0056 -0,1641
65 Paipa 0,9591 -0,1693
66 Palos 0,9851 -0,1623
67 Pance 0,9999 -0,1292
68 Paraiso 0,9995 -0,0995
69 Playas 1,0069 0,0471
70 Pomasqui 1,0434 -0,3002
71 PorceII 1,0192 0,1326
72 Prima220kV 1,0129 -0,0436
73 Prima500kV 1,0079 -0,0611
74 Purnio 1,0317 -0,0314
75 Quimbo 1,0364 -0,0785
76 Reforma 0,9690 -0,1553
77 SCa500kV 1,0053 -0,0279
78 SMarc220kV 1,0149 -0,1414
79 SMarc500kV 1,0185 -0,1152
80 SMateo 0,9940 -0,1449
81 Saban220kV 1,0129 -0,0646
82 Saban500kV 1,0014 -0,0663
83 Salto 1,0191 0,1222
84 Salvajina 1,0023 -0,0750
85 Samore´ 0,9787 -0,2443
86 SanBernard 1,0549 -0,1641
87 SanFelipe 1,0131 -0,0750
88 SanMateo 1,0047 -0,2234
89 SantaMarta 1,0003 -0,1588
90 Sochagota 0,9634 -0,1606
91 Tasajero 1,0050 -0,2147
92 Tebsa 1,0006 -0,0209
93 Termocentr 1,0130 -0,0436
94 Ternera 1,0090 -0,1012
95 Toledo 0,9818 -0,2164
96 Torca 0,9887 -0,1257
97 Tunal 0,9930 -0,1553
98 Uraba´ 0,9989 0,0070
99 Urra´ 1,0127 0,0419
100 Valledupar 0,9891 -0,2164
101 Yumbo 1,0110 -0,1379
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Tabla B.6. Datos Elementos STN
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
30 61 0,0023 0,0309 2,9984 -
16 30 0,0015 0,0206 1,9989 -
73 77 0,0007 0,0096 0,9370 -
42 27 0,0042 0,0452 0,4565 -
97 42 0,0109 0,1196 0,3416 -
97 76 0,0053 0,0579 0,1655 -
42 76 0,0056 0,0620 0,1772 -
74 59 0,0055 0,0481 0,3445 -
74 55 0,0014 0,0129 0,0866 -
17 41 0,0020 0,0146 0,0216 -
55 87 0,0032 0,0282 0,1903 -
48 87 0,0045 0,0402 0,2642 -
87 46 0,0068 0,0664 0,1110 -
46 34 0,0035 0,0318 0,0524 -
87 34 0,0103 0,0988 0,1643 -
74 1 0,0054 0,0452 0,3083 -
74 49 0,0057 0,0508 0,3424 -
77 52 0,0018 0,0270 2,7737 -
49 40 0,0079 0,0671 0,1086 -
72 49 0,0086 0,0678 0,0970 -
1 34 0,0109 0,0994 0,6453 -
1 40 0,0016 0,0179 0,1223 -
1 5 0,0059 0,0553 0,3549 -
34 5 0,0069 0,0648 0,4343 -
52 79 0,0015 0,0213 2,1737 -
34 51 0,0014 0,0122 0,0800 -
34 101 0,0104 0,0877 0,6204 -
34 47 0,0024 0,0214 0,0374 -
51 47 0,0030 0,0268 0,0448 -
20 51 0,0021 0,0185 0,0303 -
78 51 0,0187 0,1663 0,2725 -
78 101 0,0007 0,0061 0,0103 -
2 101 0,0073 0,0542 0,0904 -
100 29 0,0074 0,0499 0,2870 -
67 2 0,0072 0,0539 0,0896 -
67 101 0,0036 0,0268 0,0445 -
78 45 0,0006 0,0057 0,0097 -
67 45 0,0030 0,0230 0,0385 -
84 67 0,0065 0,0495 0,0827 -
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
84 45 0,0083 0,0634 0,1060 -
64 45 0,0040 0,0350 0,0599 -
86 64 0,0135 0,1141 0,1969 -
3 101 0,0014 0,0147 0,0255 -
44 86 0,0116 0,0935 0,6396 -
70 44 0,0021 0,0192 0,5092 -
44 57 0,0119 0,0837 0,1137 -
86 14 0,0049 0,0697 0,5045 -
75 14 0,0042 0,0315 0,0948 -
4 57 0,0142 0,1067 0,3296 -
36 29 0,0076 0,0506 0,0727 -
14 4 0,0082 0,0612 0,1887 -
14 58 0,0269 0,2182 0,3400 -
58 48 0,0048 0,0431 0,2902 -
43 40 0,0008 0,0068 0,0435 -
53 43 0,0091 0,0761 0,1106 -
53 72 0,0005 0,0041 0,0060 -
69 72 0,0120 0,1026 0,1762 -
69 63 0,0066 0,0552 0,0906 -
69 40 0,0026 0,0213 0,0350 -
40 63 0,0046 0,0379 0,0630 -
63 33 0,0032 0,0264 0,0439 -
40 33 0,0076 0,0631 0,1048 -
33 62 0,0029 0,0287 0,0486 -
5 62 0,0029 0,0282 0,0478 -
40 56 0,0062 0,0517 0,0849 -
40 10 0,0049 0,0408 0,0670 -
10 56 0,0059 0,0493 0,0809 -
71 38 0,0002 0,0020 0,0033 -
81 36 0,0069 0,0473 0,2964 -
10 50 0,0015 0,0144 0,0244 -
83 10 0,0051 0,0443 0,0728 -
38 10 0,0059 0,0488 0,0801 -
71 10 0,0060 0,0527 0,0862 -
5 56 0,0024 0,0203 0,0326 -
83 13 0,0082 0,0690 0,1120 -
38 83 0,0011 0,0089 0,0144 -
38 62 0,0090 0,0812 0,1354 -
71 83 0,0012 0,0111 0,0177 -
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Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
50 62 0,0023 0,0229 0,0387 -
44 75 0,0153 0,1163 0,3498 -
50 13 0,0019 0,0162 0,0261 -
20 78 0,0172 0,1493 0,2446 -
92 12 0,0038 0,0258 0,0267 -
75 4 0,0044 0,0333 0,1028 -
3 75 0,0069 0,0519 0,6398 -
3 86 0,0113 0,1149 0,1988 -
82 24 0,0010 0,0122 4,6316 -
81 12 0,0019 0,0152 0,2182 -
92 81 0,0021 0,0141 0,1855 -
35 12 0,0006 0,0041 0,0203 -
81 15 0,0052 0,0396 0,2424 -
15 94 0,0008 0,0055 0,0080 -
81 94 0,0128 0,0877 0,1285 -
94 18 0,0003 0,0019 0,0109 -
15 19 0,0015 0,0122 0,0195 -
18 19 0,0003 0,0019 0,0109 -
89 36 0,0069 0,0471 0,2764 -
39 89 0,0074 0,0504 0,2957 -
32 39 0,0076 0,0521 0,3053 -
100 32 0,0183 0,1224 0,1761 -
22 99 0,0054 0,0452 0,2743 -
99 98 0,0062 0,0522 0,0791 -
88 60 0,0161 0,1275 0,1935 -
66 60 0,0215 0,1713 0,2565 -
24 23 0,0007 0,0087 3,2971 -
88 91 0,0026 0,0192 0,0303 -
88 31 0,0012 0,0091 0,0138 -
31 91 0,0017 0,0128 0,0180 -
66 91 0,0140 0,1099 0,1568 -
41 91 0,0143 0,1282 0,2139 -
41 66 0,0039 0,0308 0,0506 -
17 66 0,0038 0,0239 0,0376 -
66 95 0,0088 0,0847 0,1265 -
23 77 0,0020 0,0278 2,6042 -
95 85 0,0063 0,0486 0,0698 -
85 9 0,0072 0,0561 0,0793 -
9 21 0,0122 0,0948 0,1341 -
Nodo A Nodo B R [p.u.] X [p.u.] B [p.u.] a [p.u.]
17 11 0,0165 0,1009 0,1606 -
11 28 0,0017 0,0123 0,0173 -
41 28 0,0135 0,0958 0,1539 -
54 28 0,0004 0,0024 0,0044 -
26 28 0,0027 0,0176 0,0274 -
93 72 0,0005 0,0041 0,0272 -
61 73 0,0022 0,0296 2,8734 -
28 72 0,0079 0,0599 0,3390 -
41 72 0,0181 0,1593 0,2767 -
90 41 0,0094 0,0785 0,4977 -
90 65 0,0002 0,0026 0,0177 -
90 25 0,0061 0,0596 0,3940 -
23 73 0,0025 0,0327 3,1733 -
25 42 0,0012 0,0113 0,0733 -
25 96 0,0052 0,0540 0,3458 -
42 96 0,0029 0,0413 0,2902 -
96 6 0,0018 0,0141 0,1430 -
59 6 0,0018 0,0141 0,1430 -
59 8 0,0015 0,0144 0,0229 -
73 7 0,0019 0,0257 2,4987 -
59 48 0,0042 0,0411 0,0657 -
8 48 0,0027 0,0277 0,0444 -
37 48 0,0002 0,0025 0,0168 -
68 37 0,0003 0,0037 0,0252 -
68 80 0,0031 0,0336 0,0571 -
68 27 0,0046 0,0497 0,0842 -
80 97 0,0014 0,0148 0,0256 -
97 27 0,0027 0,0296 0,0501 -
82 81 0,0000 0,0579 0,0000 1,0000
79 78 0,0000 0,0575 0,0000 1,0000
30 29 0,0000 0,1147 0,0000 1,0000
16 15 0,0000 0,1140 0,0000 1,0000
23 22 0,0000 0,0553 0,0000 1,0000
61 60 0,0000 0,1079 0,0000 1,0000
73 72 0,0000 0,0575 0,0000 1,0000
7 6 0,0000 0,1145 0,0000 1,0000
77 1 0,0000 0,0296 0,0000 1,0000
52 51 0,0000 0,0575 0,0000 1,0000
C. Anexo: Resultados Localizacio´n O´ptima
PMUs
Se presentan los resultados completos de los diferentes me´todos de localizacio´n o´ptima de PMUs
para los sistemas IEEE de 14 nodos, IEEE de 57 nodos y el STN, utilizando la herramienta de
localizacio´n de PMUs de PSAT.
C.1. Localizacio´n O´ptima PMUs Sistema IEEE 14 Nodos
Tabla C.1. Resultados Completos Localizacio´n O´ptima PMUs Sistema IEEE 14 Nodos
No. Bus Depth First Graph Theoretic Procedure Annealing Method Minimum Spanning Tree Direct Spanning Tree
1 1 1 0 0 0
2 0 0 1 1 1
3 0 0 0 0 0
4 1 1 0 0 0
5 0 0 0 0 0
6 1 1 1 1 0
7 0 0 1 0 1
8 1 0 0 0 0
9 0 0 1 1 0
10 1 1 0 0 0
11 0 0 0 0 1
12 0 0 0 0 0
13 0 0 0 0 1
14 1 1 0 0 0
Total PMUs 6 5 4 3 4
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C.2. Localizacio´n O´ptima PMUs Sistema IEEE 57 Nodos
Tabla C.2. Resultados Completos Localizacio´n O´ptima PMUs Sistema IEEE 57 Nodos
Minimum Spanning Tree Direct Spanning Tree
No. Bus Depth First Graph Theoretic Procedure Annealing Method Set1 Set2 Set3 Set4 Set5 Set6 Set7 Set1 Set2 Set3 Set4
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1 1 0 0 0 0 0 0 0 0 1 1 0 0
4 0 0 1 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 1 1 1 0 0 0 0 0 0 1 1
6 1 1 0 0 0 0 1 1 1 1 0 0 0 0
7 0 0 1 0 0 0 0 0 0 0 1 1 1 1
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 1 1 0 0 0 0 0 0 1 1 1 1
10 1 1 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 1 1 0 0 1 1 1 1 1 1 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 1 1 1 1 1 1 1 1 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 1 1 0 0 0 0 0 0 0 0 1 1 1 1
20 0 0 1 1 1 1 1 1 1 1 0 0 0 0
21 1 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 1 1 1 1
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 1 1 1 1 1 0 0 1 0 0 0 0 0 0
25 0 0 1 0 0 0 0 0 0 1 1 1 1 1
26 0 0 0 0 0 1 0 0 1 0 0 0 0 0
27 1 0 1 0 0 0 1 0 0 1 1 1 1 1
28 0 1 0 0 0 0 0 0 0 0 0 0 0 0
29 1 0 0 1 1 1 0 1 1 0 0 0 0 0
30 1 1 0 0 0 0 0 1 1 0 0 0 0 0
31 0 0 0 1 1 1 1 0 0 0 0 0 0 0
32 1 1 1 1 1 1 1 1 1 1 1 1 1 1
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 1 0 1 0 0 0 0 0 0 0 1 0 1 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 1 1 1 0 0 0 0 0 0 0 0 0 0 0
39 1 0 1 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 1 0 0 0 0 0 0 0 1 1 1 1
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 1 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 1 1 0 0 0 0 0 0 0 0 1 1 1 1
46 0 1 1 0 0 0 0 0 0 0 0 0 0 0
47 1 0 0 1 1 1 1 1 1 1 1 1 1 1
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 1 1 1 0 0 0 0 0 0 0 0 0 0 0
51 0 0 0 1 1 1 1 1 1 1 1 1 1 1
52 0 0 0 0 0 0 1 0 0 1 1 1 1 1
53 1 1 1 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 1 1 1 1 1 1 1 1 1 1 1
55 1 1 0 0 0 0 0 0 0 0 0 0 0 0
56 1 1 0 1 1 1 1 1 1 1 0 0 0 0
57 0 0 0 0 0 0 0 0 0 0 0 1 0 1
Total PMUs 22 17 17 13 13 13 13 13 13 13 16 16 16 16
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C.3. Localizacio´n O´ptima PMUs STN
Tabla C.3. Resultados Completos Localizacio´n O´ptima PMUs STN
Minimum Spanning Tree
No. Bus A´rea Depth First Graph Theoretic Procedure Set1 Set2 Set3 Set4 Set5 Set6 Set7 Direct Spanning Tree
1 01SC220kV Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
2 AAnchicaya Suroccidental 0 0 0 0 0 0 0 0 0 0
3 Alferez Suroccidental 0 0 0 0 0 0 0 0 0 1
4 Altamira Suroccidental 0 0 0 0 0 0 0 0 0 0
5 AnconSur Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
6 Bacat220kV Oriental 1 0 0 0 0 0 0 0 0 0
7 Bacat500kV Oriental 0 0 0 0 0 0 0 0 0 0
8 Balsillas Oriental 0 0 0 0 0 0 0 0 0 0
9 Banadia Nordeste 0 0 1 1 1 1 1 1 1 1
10 Barbosa Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
11 Barranca Nordeste 1 1 0 0 0 0 0 0 0 0
12 Barranquil Caribe 0 0 1 1 1 1 1 1 1 1
13 Bello Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 1
14 Betania Suroccidental 0 0 1 1 1 1 1 1 1 1
15 Boliv220kV Caribe 0 0 1 1 0 1 1 1 1 0
16 Boliv500kV Caribe 1 1 0 0 0 0 0 0 0 0
17 Bucaramang Nordeste 0 0 0 0 0 0 0 0 0 0
18 Candelaria Caribe 0 0 0 0 0 0 0 0 0 1
19 Cartagena Caribe 1 1 1 1 1 1 1 1 1 0
20 Cartago Suroccidental 0 0 0 0 0 0 0 0 0 0
21 Can˜olimo´n Nordeste 1 1 0 0 0 0 0 0 0 0
22 Cerro220kV Caribe 0 0 0 0 0 0 0 0 0 0
23 Cerro500kV Caribe 0 0 0 0 0 0 0 0 0 0
24 Chinu´ Caribe 1 0 0 0 0 0 0 0 0 1
25 Chivor Oriental 0 0 0 0 0 0 0 0 0 0
26 CiraInfant Nordeste 1 0 0 0 0 0 0 0 0 0
27 Circo Oriental 0 0 0 0 0 0 0 0 0 1
28 Comuneros Nordeste 0 0 1 1 1 1 1 1 1 1
29 Copey220kV Caribe 1 1 1 1 0 1 1 1 1 0
30 Copey500kV Caribe 0 0 0 0 1 0 0 0 0 1
31 Cucuta Nordeste 0 0 0 0 0 0 0 0 0 0
32 Cuestecita Caribe 1 1 0 0 1 0 0 0 0 1
33 Envigado Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
34 Esmeralda Suroccidental 1 1 1 1 1 0 0 0 0 1
35 Flores Caribe 1 1 0 0 0 0 0 0 0 0
36 Fundacio´n Caribe 0 0 0 0 0 0 0 0 0 1
37 Guaca Oriental 0 0 0 0 0 0 0 0 0 0
38 GuadalupIV Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 1
39 Guajira Caribe 0 0 1 1 1 1 1 1 1 0
40 Guatape´ Antioquia/Choco´ 1 1 1 1 1 1 1 1 1 1
41 Guatiguara´ Nordeste 0 0 1 1 1 1 1 1 1 0
42 Guavio Oriental 1 1 1 1 1 1 1 1 1 0
43 Jaguas Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
44 Jamondino Suroccidental 0 0 1 1 1 1 1 1 1 1
45 Juanchito Suroccidental 0 0 0 0 1 0 0 0 0 0
46 LaEnea Suroccidental 0 0 0 0 0 0 0 0 0 0
47 LaHermosa Suroccidental 0 0 0 0 0 0 0 0 0 0
48 LaMesa Oriental 1 1 0 0 0 0 0 0 0 1
49 LaSierra Nordeste 0 0 0 0 0 0 0 0 0 0
50 LaTasajera Antioquia/Choco´ 0 0 1 1 1 0 0 0 0 0
51 LaVir220kV Suroccidental 0 0 0 0 0 1 1 1 1 0
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Minimum Spanning Tree
No. Bus A´rea Depth First Graph Theoretic Procedure Set1 Set2 Set3 Set4 Set5 Set6 Set7 Direct Spanning Tree
52 LaVir500kV Suroccidental 0 0 0 0 0 0 0 0 0 0
53 Malena Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
54 Merilectri Nordeste 1 1 0 0 0 0 0 0 0 0
55 Miel1 Suroccidental 0 0 0 0 0 0 0 0 0 0
56 Miraflores Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
57 Mocoa Suroccidental 1 1 0 0 0 0 0 0 0 0
58 Mirolindo Suroccidental 0 0 0 0 0 0 0 0 0 0
59 Noroeste Oriental 0 0 1 1 1 1 1 1 1 0
60 Ocan˜a220kV Nordeste 0 0 0 0 0 0 0 0 0 0
61 Ocan˜a500kV Nordeste 1 1 0 0 0 0 0 0 0 0
62 Occidente Antioquia/Choco´ 1 1 0 0 0 1 1 1 1 0
63 Oriente Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
64 Paez Suroccidental 0 0 0 0 0 0 0 0 0 1
65 Paipa Nordeste 0 0 0 0 0 0 0 0 0 0
66 Palos Nordeste 1 1 0 0 0 0 0 0 0 1
67 Pance Suroccidental 1 1 1 1 0 1 1 1 1 1
68 Paraiso Oriental 1 1 1 1 1 1 1 1 1 0
69 Playas Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
70 Pomasqui Suroccidental 1 1 0 0 0 0 0 0 0 0
71 PorceII Antioquia/Choco´ 0 0 0 0 0 0 0 0 0 0
72 Prima220kV Nordeste 1 1 1 1 1 1 1 1 1 1
73 Prima500kV Nordeste 0 0 0 0 0 1 1 0 0 0
74 Purnio Suroccidental 1 1 1 1 1 0 0 0 0 1
75 Quimbo Suroccidental 1 1 0 0 0 0 0 0 0 0
76 Reforma Oriental 0 0 0 0 0 0 0 0 0 1
77 SCa500kV Antioquia/Choco´ 1 0 0 0 0 0 0 0 0 0
78 SMarc220kV Suroccidental 1 1 1 1 1 0 0 1 1 1
79 SMarc500kV Suroccidental 0 0 0 0 0 0 0 0 0 0
80 SMateo Oriental 0 0 0 0 0 0 0 0 0 1
81 Saban220kV Caribe 1 1 1 0 1 1 0 1 0 0
82 Saban500kV Caribe 0 0 0 1 0 0 1 0 1 0
83 Salto Antioquia/Choco´ 1 1 1 1 1 1 1 1 1 0
84 Salvajina Suroccidental 0 0 0 0 0 0 0 0 0 0
85 Samore´ Nordeste 1 1 0 0 0 0 0 0 0 0
86 SanBernard Suroccidental 1 1 1 1 0 1 1 1 1 0
87 SanFelipe Suroccidental 0 0 0 0 0 1 1 1 1 0
88 SanMateo Nordeste 1 1 1 1 1 1 1 1 1 1
89 SantaMarta Caribe 1 1 0 0 0 0 0 0 0 0
90 Sochagota Nordeste 1 1 0 0 0 0 0 0 0 1
91 Tasajero Nordeste 0 0 0 0 0 0 0 0 0 0
92 Tebsa Caribe 0 0 0 0 0 0 0 0 0 0
93 Termocentr Nordeste 0 0 0 0 0 0 0 0 0 0
94 Ternera Caribe 0 0 0 0 0 0 0 0 0 0
95 Toledo Nordeste 0 0 0 0 0 0 0 0 0 0
96 Torca Oriental 0 0 0 0 0 0 0 0 0 0
97 Tunal Oriental 0 0 0 0 0 0 0 0 0 0
98 Uraba´ Caribe 0 0 0 0 0 0 0 0 0 0
99 Urra´ Caribe 1 1 1 1 1 1 1 1 1 1
100 Valledupar Caribe 0 0 0 0 0 0 0 0 0 0
101 Yumbo Suroccidental 0 0 0 0 1 0 0 0 0 0
Total PMUs 35 31 25 25 25 25 25 25 25 28
D. Anexo: Co´digos de los Algoritmos de Solucio´n
de Estimacio´n de Estado
Este anexo contiene los co´digos en MATLAB de los diferentes me´todos de estimacio´n de estado
utilizados en este trabajo.
D.1. Estimacio´n de Estado Convencional
%==========================================================================
% ESTIMACIO´N DE ESTADO CONVENCIONAL
% ( teniendo en cuenta l a s admitancias shunt y
% t r a f o s con a˜=1, compleja en genera l )
%==========================================================================
% entradas :
% Ybus : matriz de admitancia nodal
% Yc : matriz con l a s admitancias a t i e r r a
%A: matriz con l a s r e l a c i one s de transformaci o´n d i f e r e n t e s de 1 p . u .
% S : matriz de mediciones de potenc ia
% vm: vec to r que cont iene l o s nodos donde se t i ene medicio´n de magnitud de tens i o´n
%dm: v a r i a b l e que de f i ne s i l a s d . s son d e f i n i d a s o funci o´n de l va l o r
%de l f l u j o de potenc ia o magnitud de tensi o´n , 0 s i son funci o´n de l a s mediciones
% s : nodo s l a c k
% s a l i d a s :
%X: Vector de es tado
%H: Matriz jacob iana
%G: Matriz de Ganancia
%R: Matriz de covar i za de l o s e r rore s de l a s mediciones
% de l taZ : r e s i duos de l a s mediciones
%Xc : Vector de es tado en forma compleja
% Ginvpol : inver sa de l a matriz G en coordenadas po l a r e s
% dvx : d iagona l de l a inver sa de G
% t : tiempo empleado para terminar e l proceso de es t imaci o´n
function [X,H,G,R, deltaZ ,Xc , Ginvpol , dvx , t ]= eec (Ybus ,Yc ,A, S ,vm,dm, s )
N=length (Ybus ) ;
disp ( ’ESTIMACION DE ESTADO CONVENCIONAL’ )
%de f i n i c i o´ n de l v ec to r de mediciones de po tenc ia s
a=0;
for k=1: length (S)
for l =1: length (S)
i f k˜=l&&real (S(k , l ) )˜=0
a=a+1;
Zs ( a , 1 )=real (S(k , l ) ) ;
end
end
end
for k=1: length (S)
for l =1: length (S)
i f k˜=l&&imag(S(k , l ) )˜=0
a=a+1;
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Zs (a , 1 )=imag(S(k , l ) ) ;
end
end
end
b=a ;
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
Zs ( a , 1 )=real (S(k , k ) ) ;
end
end
for k=1:N
i f imag(S(k , k ) )˜=0
a=a+1;
Zs ( a , 1 )=imag(S(k , k ) ) ;
end
end
%Def in i c i o´n de l v ec to r de magnitudes de tens i o´n medidas
Zv=(vm( find (vm˜=0) ) ) ’ ;
%Def in i c i o´n de l v ec to r completo de mediciones
Z=[Zs ; Zv ] ;
%Def in i c i o´n de R cons tante ( cada d . s . es un va l o r e s p e c i f i c a do )
i f dm==1
ds =[0.008∗ ones (1 , b ) 0 .01∗ ones (1 , length ( Zs )−b) ] ;
%Def in i c i o´n de l a s d . s de magnitudes de tens i o´n
dvv=0.004∗ ones (1 , length (Zv) ) ;
dv=dvv ( find ( dvv ) ) ;
%Def in i c i o´n de l a matriz de covar ianzas de l a s mediciones
R=diag ( [ ds . ˆ2 dv . ˆ 2 ] ) ;
end
v=ones (N, 1 ) ;
ang=zeros (N, 1 ) ;
X=[v ; ang ] ;
X(N+s , : ) = [ ] ;
n=0;
t ic ;
while n<30
n=n+1;
%Def in i c i o´n de l a s func iones para l a s po tenc ia s Pkl
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&real (S(k , l ) )˜=0
i f A(k , l )˜=1
P(k , l )=(v (k ) /abs (A(k , l ) ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) )
)−((v ( k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
P(k , l )=(v (k ) /abs (A(k , l ) ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) )−((v (
k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang
(k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
P(k , l )=(v (k ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ) )−((v (k ) ∗v ( l ) ) ) ∗( real(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
end
end
end
P(k , k )=0;
for m=1:N
i f real (S(k , k ) )˜=0
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P(k , k )=P(k , k )+v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )+imag(Ybus (k ,m) ) ∗
sin ( ang (k )−ang (m) ) ) ;
end
end
end
%Def in i c i o´n de l a s func iones para l a s po tenc ia s Qkl
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&imag(S(k , l ) )˜=0
i f A(k , l )˜=1
Q(k , l )=−(v (k ) /abs (A(k , l ) ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) )
) )−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Q(k , l )=−(v (k ) /abs (A(k , l ) ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) )−((v
( k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Q(k , l )=−(v (k ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) )−v (k ) ∗v ( l ) ∗( real(−Ybus (
k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
end
end
Q(k , k )=0;
for m=1:N
i f imag(S(k , k ) )˜=0
Q(k , k )=Q(k , k )+v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
cos ( ang (k )−ang (m) ) ) ;
end
end
end
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real (S(k , l ) )˜=0
a=a+1;
f ( a , 1 )=P(k , l ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&imag(S(k , l ) )˜=0
a=a+1;
f ( a , 1 )=Q(k , l ) ;
end
end
end
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
f ( a , 1 )=P(k , k ) ;
end
end
for k=1:N
i f imag(S(k , k ) )˜=0
a=a+1;
f ( a , 1 )=Q(k , k ) ;
end
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end
for k=1:N
i f vm(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ;
end
end
%Def in i c i o´n de R como funci o´n de l a s mediciones
i f dm==0
f s s =2; %1 en p . u
f s v =2; %1 en p . u
for k=1: length ( f )
ds ( k ) =(0.02∗abs ( f ( k ) ) +0.0052∗ f s s ) /3 ;
end
R=diag ( ds . ˆ 2 ) ;
end
%Def in i c i o´n de l a matriz jacob iana H
%elementos re l ac ionados con Pkl
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real (S(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Ha(a ,m)=0;
Hb(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Ha(a ,m)=2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (
k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k
, l ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (
A( l , k ) )−angle (A(k , l ) ) ) ) ;
Hb(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) )
)−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l ,
k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Ha(a ,m)=2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗
A( l , k ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A
( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−
Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k ,
l ) ) ) ) ;
Hb(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ha(a ,m)=2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k )−v ( l ) ∗( real(−Ybus
(k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l )
) ) ;
Hb(a ,m)=v(k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Ha(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag
(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
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Hb(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l )
) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l
, k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Ha(a ,m)=−(v (k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k
) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus
(k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )
) ;
Hb(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ha(a ,m)=−v (k ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k ,
l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
Hb(a ,m)=−v (k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con Qkl
a=0;
for k=1:N
for l =1:N
i f k˜=l&&imag(S(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Hc(a ,m)=0;
Hd(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hc(a ,m)=−2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l )
∗conj (A(k , l ) ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus
(k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle
(A( l , k ) )−angle (A(k , l ) ) ) ) ;
Hd(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l )
) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l
, k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hc(a ,m)=−2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l )
∗A( l , k ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
Hd(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hc(a ,m)=−2∗(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k )−v ( l ) ∗( real(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k , l ) ) ∗cos ( ang (k )−
ang ( l ) ) ) ;
Hd(a ,m)=−v (k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
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end
e l s e i f m==l
i f A(k , l )˜=1
Hc(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
Hd(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) )
)+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l ,
k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hc(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k
) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus
(k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )
) ;
Hd(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hc(a ,m)=−v (k ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k ,
l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
Hd(a ,m)=v(k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con Pkk
a=0;
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
for m=1:N;
i f k==m
He(a ,m)=(P(k , k )+(v (k ) ) ˆ2∗ real (Ybus (k ,m) ) ) /v (k ) ;
Hf ( a ,m)=−Q(k , k )−(v (k ) ) ˆ2∗imag(Ybus (k ,m) ) ;
e l s e i f k˜=m&&Ybus (k ,m)˜=0
He(a ,m)=v(k ) ∗( real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )+imag(Ybus (k ,m) ) ∗ sin ( ang
(k )−ang (m) ) ) ;
Hf ( a ,m)=v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
cos ( ang (k )−ang (m) ) ) ;
e l s e i f k˜=m&&Ybus (k ,m)==0
He(a ,m)=0;
Hf ( a ,m)=0;
end
end
end
end
%elementos re l ac ionados con Qkk
a=0;
for k=1:N
i f imag(S(k , k ) )˜=0
a=a+1;
for m=1:N;
i f k==m
Hg(a ,m)=(Q(k , k )−(v (k ) ) ˆ2∗imag(Ybus (k ,m) ) ) /v (k ) ;
Hh(a ,m)=P(k , k )−(v ( k ) ) ˆ2∗ real (Ybus (k ,m) ) ;
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e l s e i f k˜=m&&Ybus (k ,m)˜=0
Hg(a ,m)=v(k ) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗cos ( ang
(k )−ang (m) ) ) ;
Hh(a ,m)=v(k ) ∗v (m)∗(−real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
sin ( ang (k )−ang (m) ) ) ;
e l s e i f k˜=m&&Ybus (k ,m)==0
Hg(a ,m)=0;
Hh(a ,m)=0;
end
end
end
end
%elementos re l ac ionados con Vk
a=0;
for k=1:N;
i f vm(k ) ˜=0;
a=a+1;
for m=1:N
Hj (a ,m)=0;
i f k==m;
Hi ( a ,m)=1;
else
Hi (a ,m)=0;
end
end
end
end
H=[Ha Hb;Hc Hd;He Hf ;Hg Hh; Hi Hj ] ;
H( : ,N+s ) = [ ] ;
de l taZ=Z−f ;
G=H’∗ inv (R) ∗H;
deltaX=inv (G) ∗H’∗ inv (R) ∗ de l taZ ;
i f max(abs ( deltaX ) ) >0.00001
X=X+deltaX ;
a=0;
for k=1:N
a=a+1;
v (k )=X( a ) ;
end
for k=1:N
i f k˜=s
a=a+1;
ang (k )=X( a ) ;
end
end
cont inue
else
break
end
end
%detecc i o´n e i d e n t i f i c a c i o´ n de datos malos
%de tecc i o´n
J=deltaZ ’∗ inv (R) ∗ de l taZ ;
k=length (Z)−(2∗N−1) ;
a l f a =0.999;
j t=ch i2 inv ( a l f a , k ) ;
disp ( ’ ’ ) ;
i f J<j t
disp ( [ ’ J=’ num2str( J ) ’< j t=’ num2str( j t ) ’ . No ex i s t en datos malos ’ ] )
else
disp ( [ ’ J=’ num2str( J ) ’> j t=’ num2str( j t ) ’ . Ex isten datos malos ’ ] )
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end
%id e n t i f i c a c i o´ n
K=H∗ inv (G) ∗H’∗ inv (R) ;
S=eye ( length (Z) )−K;
omega=S∗R;
for k=1: length (Z)
rn (1 , k )=abs ( de l taZ (k ) ) /sqrt ( omega (k , k ) ) ;
end
disp ( ’ ’ ) ;
disp ( [ ’ e l r e s i duo normalizado de mayor va l o r e s t a asoc iado a l a medici o´n ’ num2str( find ( rn==
max( rn ) ) ) ’ , y su va l o r es : ’ num2str(max( rn ) ) ’ ’ ] ) ;
t=toc ;
%resu l t ado
disp ( ’ ’ ) ;
i f n==30
error ( ’ l a e s t imac ı´ o´n de estado no converge ! ! ’ ) ;
else
disp ( [ ’ l a e s t imac i o´n de estado converge en ’ num2str(n) ’ i t e r a c i o n e s y ’ num2str( t ) ’ s ’
] ) ;
end
Xc=(v .∗exp( ang ∗(1 i ) ) ) . ’ ;
Ginvpol=inv (G) ;
dvx=diag ( inv (G) ) . ’ ;
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%==========================================================================
% ESTIMACIO´N DE ESTADO LINEAL
% ( teniendo en cuenta l a s admitancias shunt y
% t r a f o s con a˜=1, compleja en genera l )
%==========================================================================
% entradas :
% Ybus : matriz de admitancia nodal
% Yc : matriz con l a s admitancias a t i e r r a
%A: matriz con l a s r e l a c i one s de transformaci o´n d i f e r e n t e s de 1 p . u .
%Vpmu: vec to r de mediciones de t ens i one s f a s o r i a l e s
% Zi : vec to r de co r r i en t e s f a s o r i a l e s medidas
% Ipmu : matriz de c o r r i en t e s f a s o r i a l e s medidas
% s a l i d a s :
% Xpol : Vector de es tado
%Xcomp: vec to r de es tado complejo
%H: Matriz jacob iana
%G: Matriz de Ganancia
%R: Matriz de covar i za de l o s e r rore s de l a s mediciones
% r : r e s i duos de l a s mediciones
% t : tiempo empleado para terminar e l proceso de es t imaci o´n
function [ Xpol ,Xcomp ,H,G,R, Ginvpol , Ginvpoldiag , r , t ]= e e l (Ybus ,Yc ,A,Vpmu, Zi , Ipmu)
disp ( ’ESTIMACION DE ESTADO LINEAL ’ )
N=length (Ybus ) ;
%de f i n i c i o´ n de l v ec to r de t ens i one s f a s o r i a l e s medidas
Vnpmu= find (Vpmu) ;
Vnnopmu= find (Vpmu==0) ;
s l =0; %s l : 1 : d e f i n i r nodo s l a c k . 0 : no d e f i n i r nodo s l a c k
i f s l==1
s=1; %depende de l s i s tema se l e cc ionado
i f Vpmu( s )˜=0
g=1;
e l s e i f Vpmu( s )==0
g=0;
end
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end
vf=Vpmu( find (Vpmu) ) . ’ ;
Zvim=imag( v f ) ;
%errore s de l a s mediciones de tens i o´n
dvv=0.0007∗ ones (1 , length ( v f ) ) ; % d . s de magnitud en p . u .
dvvang=0.001∗ ones (1 , length ( v f ) ) ; % d . s de angulo en rad .
dv=dvv ( find ( dvv˜=0) ) ;
dvang=dvvang ( find ( dvvang˜=0) ) ;
%errore s de l a s mediciones de co r r i en t e
di =0.0007∗ ones (1 , length ( Zi ) ) ; % d . s de magnitud en p . u .
diang=0.001∗ ones (1 , length ( Zi ) ) ; % d . s de angulo en rad .
i f s l==1&&Vpmu( s )˜=0
b=find ( v f==Vpmu( s ) ) ;
Zvim(b) = [ ] ;
end
%de f i n i c i o´ n de l v ec to r de mediciones f a s o r i a l e s
ZZ=[ v f ; Zi . ’ ] ;
Z=[ real ( v f ) ; real ( Zi ) . ’ ; Zvim ; imag( Zi ) . ’ ] ;
%de f i n i c i o´ n de matriz de covar ianza en coordenadas r e c t angu l a r e s
RR=diag ( [ dv .ˆ2 d i . ˆ2 dvang .ˆ2 diang . ˆ 2 ] ) ;
ROT=[diag ( cos ( angle (ZZ) ) ) diag(−abs (ZZ) .∗ sin ( angle (ZZ) ) ) ; diag ( sin ( angle (ZZ) ) ) diag (abs (ZZ)
.∗ cos ( angle (ZZ) ) ) ] ;
R=ROT∗RR∗ROT. ’ ;
i f s l==1&&Vpmu( s )˜=0 %v e r i f i c a r e s to
c=length ( v f )+length ( Zi )+b ;
R( : , c ) = [ ] ;
R( c , : ) = [ ] ;
end
%matriz H
t ic ;
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for l =1:N
i f k==l
Ha(a , l )=1;
else
Ha(a , l )=0;
end
end
end
end
a=0;
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&Ipmu(k , l )˜=0 %cuando se t i enen pmus en k y l se t i ene en
cuenta e s t e e f e c t o en l a co r r i en t e I k l y I l k
a=a+1;
for m=1:N
i f k˜=m&&l˜=m
Hb(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hb(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ) ;
e l s e i f A( l , k )˜=1
Hb(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hb(a ,m)=real (Yc(k , l ) )+real(−Ybus (k , l ) ) ;
end
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e l s e i f m==l
i f A(k , l )˜=1
Hb(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) )−(imag(−Ybus (k , l ) ∗conj (A(k , l
) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hb(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) )−(imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hb(a ,m)=real (Ybus (k , l ) ) ;
end
end
end
end
end
end
a=0;
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&Ipmu(k , l )˜=0 %cuando se t i enen pmus en k y l se t i ene en
cuenta e s t e e f e c t o en l a co r r i en t e I k l y I l k
a=a+1;
for m=1:N
i f k˜=m&&l˜=m
Hd(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hd(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l )
) ) ) ;
e l s e i f A( l , k )˜=1
Hd(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hd(a ,m)=imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Hd(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) )+(imag(−Ybus (k , l ) ∗conj (A(k , l
) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hd(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) )+(imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hd(a ,m)=imag(Ybus (k , l ) ) ;
end
end
end
end
end
end
%de f i n i c i o´ n de de H en coordenadas r e c t angu l a r e s
H = [Ha imag(Ha) ;Hb −Hd; imag(Ha) Ha ;Hd Hb ] ;
i f s l==1
H( : ,N+s ) = [ ] ; %Debido a l nodo s l a c k
i f g==1
H( c , : ) = [ ] ; %s i e l nodo s l a c k t i ene pmu
end
end
X=inv (H’∗ inv (R) ∗H) ∗H’∗ inv (R) ∗Z ;
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%detecc i o´n e i d e n t i f i c a c i o´ n de datos malos
%de tecc i o´n
J=(Z−H∗X) ’∗ inv (R) ∗(Z−H∗X) ;
i f s l==1
k=length (Z)−(2∗N−1) ;
e l s e i f s l==0
k=length (Z)−(2∗N) ;
end
a l f a =0.99;
j t=ch i2 inv ( a l f a , k ) ;
disp ( ’ ’ ) ;
i f J<j t
disp ( [ ’ J=’ num2str( J ) ’< j t=’ num2str( j t ) ’ . No ex i s t en datos malos ’ ] )
else
disp ( [ ’ J=’ num2str( J ) ’>=j t=’ num2str( j t ) ’ . Ex isten datos malos ’ ] )
end
%i d e n t i f i c a c i o´ n
G=H’∗ inv (R) ∗H;
K=H∗ inv (G) ∗H’∗ inv (R) ;
S=eye ( length (Z) )−K;
omega=S∗R;
r=Z−H∗X;
for k=1: length (Z)
rn (1 , k )=abs ( r ( k ) ) /sqrt ( omega (k , k ) ) ;
end
disp ( ’ ’ ) ;
disp ( [ ’ e l r e s i duo normalizado de mayor va l o r e s t a asoc iado a l a medici o´n ’ num2str( find ( rn==
max( rn ) ) ) ’ , y su va l o r es : ’ num2str(max( rn ) ) ’ ’ ] ) ;
t=toc ;
%resu l t ado
disp ( ’ ’ ) ;
disp ( [ ’ l a e s t imac i o´n de estado se obt i ene en ’ num2str( t ) ’ s ’ ] ) ;
X;
%coordenadas po l a r e s
Xre=X( find (X)<=N) ;
XXim=X( find (X)>N) ;
a=0;
i f s l==1
Xim=zeros (N, 1 ) ;
for k=1:N
i f k˜=s
a=a+1;
Xim(k , 1 )=XXim(a , 1 ) ;
end
end
e l s e i f s l==0
Xim=XXim;
end
Xpol=[abs (Xre+Xim∗1 i ) ; angle (Xre+Xim∗1 i ) ] ;
Xcomp=Xre+Xim∗1 i ;
ROTX=[diag ( cos ( angle (Xcomp) ) ) diag(−abs (Xcomp) .∗ sin ( angle (Xcomp) ) ) ; diag ( sin ( angle (Xcomp) ) )
diag (abs (Xcomp) .∗ cos ( angle (Xcomp) ) ) ] ;
i f s l==1
x=length (Xcomp)+s ;
ROTX( : , x ) = [ ] ;
ROTX(x , : ) = [ ] ;
end
Ginv=inv (G) ;
Ginvpol=inv (ROTX) ∗Ginv∗ inv (ROTX. ’ ) ;
Ginvpoldiag=diag ( Ginvpol ) ;
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D.3. Estimacio´n de Estado Mixta Lineal
%==========================================================================
% ESTIMACIO´N DE ESTADO MIXTA LINEAL
% (Dos Etapas )
% ( teniendo en cuenta l a s admitancias shunt y
% t r a f o s con a˜=1, compleja en genera l )
%==========================================================================
% entradas :
% Ybus : matriz de admitancia nodal
% Yc : matriz con l a s admitancias a t i e r r a
%A: matriz con l a s r e l a c i one s de transformaci o´n d i f e r e n t e s de 1 p . u .
%Vpmu: vec to r de mediciones de t ens i one s f a s o r i a l e s
% Zi : vec to r de co r r i en t e s f a s o r i a l e s medidas
% Ipmu : matriz de c o r r i en t e s f a s o r i a l e s medidas
%mc: vec to r r e su l t ado de l a es t imaci o´n de es tado convenciona l
% Vvvc : var ianzas r e s u l t a n t e s d e l est imador de es tado convenciona l
% s a l i d a s :
% Xpol : Vector de es tado
%Xcomp: vec to r de es tado complejo
%H: Matriz jacob iana
%G: Matriz de Ganancia
%R: Matriz de covar i za de l o s e r rore s de l a s mediciones
% r : r e s i duos de l a s mediciones
% t : tiempo empleado para terminar e l proceso de es t imaci o´n
function [ Xpol ,Xcomp ,H,G,R, Ginvpol , Ginvpoldiag , r , t ]=eeml (Ybus ,Yc ,A,Vpmu, Zi , Ipmu ,mc, Vvvc )
disp ( ’ESTIMACION DE ESTADO LINEAL − DOS ETAPAS’ )
N=length (Ybus ) ;
%de f i n i c i o´ n de l v ec to r de t ens i one s f a s o r i a l e s medidas
Vnpmu= find (Vpmu˜=0) ;
Vnnopmu= find (Vpmu==0) ;
s l =0; %1: determinar nodo s l a c k . 0 : no determinar nodo s l a c k
i f s l==1
s=1; %depende de l s i s tema se l e cc ionado
i f Vpmu( s )˜=0
g=1;
e l s e i f Vpmu( s )==0
g=0;
end
end
vf=Vpmu( find (Vpmu) ) . ’ ;
Zvim=imag( v f ) ;
%errore s de l a s mediciones de tens i o´n
dvv=0.0007∗ ones (1 , length ( v f ) ) ; % d . s de magnitud en p . u .
dvvang=0.001∗ ones (1 , length ( v f ) ) ; % d . s de angulo en rad .
dv=dvv ( find ( dvv ) ) ;
dvang=dvvang ( find ( dvvang ) ) ;
%errore s de l a s mediciones de co r r i en t e
di =0.0007∗ ones (1 , length ( Zi ) ) ; % d . s de magnitud en p . u .
diang=0.001∗ ones (1 , length ( Zi ) ) ; % d . s de angulo en rad .
%re su l t ado de l est imador de es tado convenciona l
vc=mc( find (mc) ) . ’ ;
Zvimc=imag( vc ) ;
e=find ( imag( vc )==0) ;
Zvimc ( e , : ) = [ ] ; %la par te imaginaria de l a t ens i o´n nodo de r e f e r enc i a no se encuentra en e l
r e su l t ado de l est imador de es tado convec iona l
Vvc=Vvvc ( find (Vvvc ) ) ;
Vmc=Vvc( find (Vvc)<=length ( vc ) ) ;
Vac=Vvc( find (Vvc)>length ( vc ) ) ;
i f s l==1
D.3 Estimacio´n de Estado Mixta Lineal 119
i f Vpmu( s )˜=0
b=find ( v f==Vpmu( s ) ) ;
Zvim(b) = [ ] ;
end
i f mc( s )˜=0&&e˜=s
d=find ( vc==mc( s ) ) ;
Zvimc (d) = [ ] ;
end
end
%de f i n i c i o´ n de l v ec to r de mediciones
ZZ=[ v f ; Zi . ’ ; vc ] ;
Z=[ real ( v f ) ; real ( Zi ) . ’ ; real ( vc ) ; Zvim ; imag( Zi ) . ’ ; Zvimc ] ;
%de f i n i c i o´ n de matriz de covar ianza en coordenadas r e c t angu l a r e s
RR=diag ( [ dv .ˆ2 d i . ˆ2 Vmc dvang .ˆ2 diang .ˆ2 Vac ] ) ;
ROT=[diag ( cos ( angle (ZZ) ) ) diag(−abs (ZZ) .∗ sin ( angle (ZZ) ) ) ; diag ( sin ( angle (ZZ) ) ) diag (abs (ZZ)
.∗ cos ( angle (ZZ) ) ) ] ;
i f imag( vc ( e ) )==0
f=length ( dv )+length ( d i )+length (Vmc)+length ( dvang )+length ( diang )+e ;
ROT( f , : ) = [ ] ;
ROT( : , f ) = [ ] ;
end
R=ROT∗RR∗ROT. ’ ;
i f s l==1
i f Vpmu( s )˜=0
c=length ( v f )+length ( Zi )+length ( vc )+b ;
R( : , c ) = [ ] ;
R( c , : ) = [ ] ;
i f mc( s )˜=0&&e˜=s
h=2∗( length ( v f )+length ( Zi ) )+length ( vc )+d−1;
R( : , h ) = [ ] ;
R(h , : ) = [ ] ;
end
e l s e i f mc( s )˜=0&&e˜=s
h=2∗( length ( v f )+length ( Zi ) )+length ( vc )+d ;
R( : , h ) = [ ] ;
R(h , : ) = [ ] ;
end
end
%matriz H
t ic ;
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for l =1:N
i f k==l
Ha(a , l )=1;
else
Ha(a , l )=0;
end
end
end
end
a=0;
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&Ipmu(k , l )˜=0 %cuando se t i enen pmus en k y l se t i ene en
cuenta e s t e e f e c t o en l a co r r i en t e I k l y I l k
a=a+1;
for m=1:N
i f k˜=m&&l˜=m
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Hb(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hb(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ) ;
e l s e i f A( l , k )˜=1
Hb(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hb(a ,m)=real (Yc(k , l ) )+real(−Ybus (k , l ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Hb(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) )−(imag(−Ybus (k , l ) ∗conj (A(k , l
) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hb(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) )−(imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hb(a ,m)=real (Ybus (k , l ) ) ;
end
end
end
end
end
end
a=0;
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&Ipmu(k , l )˜=0 %cuando se t i enen pmus en k y l se t i ene en
cuenta e s t e e f e c t o en l a co r r i en t e I k l y I l k
a=a+1;
for m=1:N
i f k˜=m&&l˜=m
Hd(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hd(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l )
) ) ) ;
e l s e i f A( l , k )˜=1
Hd(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hd(a ,m)=imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Hd(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗conj (A(k , l )
) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) )+(imag(−Ybus (k , l ) ∗conj (A(k , l
) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hd(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗ ( ( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) )+(imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hd(a ,m)=imag(Ybus (k , l ) ) ;
end
end
end
end
end
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end
a=0;
for k=1:N
i f mc(k )˜=0
a=a+1;
for l =1:N
i f k==l
He(a , l )=1;
else
He(a , l )=0;
end
end
end
end
%de f i n i c i o´ n de de H en coordenadas r e c t angu l a r e s
H = [Ha imag(Ha) ;Hb −Hd;He imag(He) ; imag(Ha) Ha ;Hd Hb; imag(He) He ] ;
i f imag( vc ( e ) )==0
f=length ( dv )+length ( d i )+length (Vmc)+length ( dvang )+length ( diang )+e ;
H( f , : ) = [ ] ;
end
i f s l==1
H( : ,N+s ) = [ ] ;
i f g==1
H( c , : ) = [ ] ;
i f mc( s )˜=0&&e˜=s
h=2∗( length ( v f )+length ( Zi ) )+length ( vc )+d−1;
H(h , : ) = [ ] ;
end
e l s e i f mc( s )˜=0&&e˜=s
h=2∗( length ( v f )+length ( Zi ) )+length ( vc )+d ;
H(h , : ) = [ ] ;
end
end
X=inv (H’∗ inv (R) ∗H) ∗H’∗ inv (R) ∗Z ;
%detecc i o´n e i d e n t i f i c a c i o´ n de datos malos
%de tecc i o´n
J=(Z−H∗X) ’∗ inv (R) ∗(Z−H∗X) ;
i f s l==1
k=length (Z)−(2∗N−1) ;
e l s e i f s l==0
k=length (Z)−(2∗N) ;
end
a l f a =0.99;
j t=ch i2 inv ( a l f a , k ) ;
disp ( ’ ’ ) ;
i f J<j t
disp ( [ ’ J=’ num2str( J ) ’< j t=’ num2str( j t ) ’ . No ex i s t en datos malos ’ ] )
else
disp ( [ ’ J=’ num2str( J ) ’>=j t=’ num2str( j t ) ’ . Ex isten datos malos ’ ] )
end
%i d e n t i f i c a c i o´ n
G=H’∗ inv (R) ∗H;
K=H∗ inv (G) ∗H’∗ inv (R) ;
S=eye ( length (Z) )−K;
omega=S∗R;
r=Z−H∗X;
for k=1: length (Z)
rn (1 , k )=abs ( r ( k ) ) /sqrt ( omega (k , k ) ) ;
end
disp ( ’ ’ ) ;
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disp ( [ ’ e l r e s i duo normalizado de mayor va l o r e s t a asoc iado a l a medici o´n ’ num2str( find ( rn==
max( rn ) ) ) ’ , y su va l o r es : ’ num2str(max( rn ) ) ’ ’ ] ) ;
t=toc ;
%resu l t ado
disp ( ’ ’ ) ;
disp ( [ ’ l a e s t imac i o´n de estado se obt i ene en ’ num2str( t ) ’ s ’ ] ) ;
X;
%coordenadas po l a r e s
Xre=X( find (X)<=N) ;
XXim=X( find (X)>N) ;
a=0;
i f s l==1
Xim=zeros (N, 1 ) ;
for k=1:N
i f k˜=s
a=a+1;
Xim(k , 1 )=XXim(a , 1 ) ;
end
end
e l s e i f s l==0
Xim=XXim;
end
Xpol=[abs (Xre+Xim∗1 i ) ; angle (Xre+Xim∗1 i ) ] ;
Xcomp=Xre+Xim∗1 i ;
ROTX=[diag ( cos ( angle (Xcomp) ) ) diag(−abs (Xcomp) .∗ sin ( angle (Xcomp) ) ) ; diag ( sin ( angle (Xcomp) ) )
diag (abs (Xcomp) .∗ cos ( angle (Xcomp) ) ) ] ;
i f s l==1
x=length (Xcomp)+s ;
ROTX( : , x ) = [ ] ;
ROTX(x , : ) = [ ] ;
end
Ginv=inv (G) ;
Ginvpol=inv (ROTX) ∗Ginv∗ inv (ROTX. ’ ) ;
Ginvpoldiag=diag ( Ginvpol ) ;
D.4. Estimacio´n de Estado Mixta No Lineal
%==========================================================================
% ESTIMACIO´N MIXTA NO LINEAL
% (Una Etapa )
% ( teniendo en cuenta l a s admitancias shunt y
% t r a f o s con a˜=1, compleja en genera l )
%==========================================================================
% entradas :
% Ybus : matriz de admitancia nodal
% Yc : matriz con l a s admitancias a t i e r r a
%A: matriz con l a s r e l a c i one s de transformaci o´n d i f e r e n t e s de 1 p . u .
% S : matriz de mediciones de potenc ia
% vm: vec to r que cont iene l o s nodos donde se t i ene medicio´n de magnitud de tens i o´n
%dm: v a r i a b l e que de f i ne s i l a s d . s son d e f i n i d a s o funci o´n de l va l o r
%de l f l u j o de potenc ia o magnitud de tensi o´n , 0 s i son funci o´n de l a s mediciones
%Vpmu: vec to r de mediciones de t ens i one s f a s o r i a l e s
% rp : v a r i a b l e que de f i ne s i l a s mediciones de tens i o´n f a s o r i a l se toman
%en coordenadas po l a r e s o r e c t angu l a r e s para e l proceso de es t imaci o´n
% s : nodo s l a c k
% Zi : vec to r de co r r i en t e s f a s o r i a l e s medidas
% Ipmu : matriz de c o r r i en t e s f a s o r i a l e s medidas
% s a l i d a s :
%X: Vector de es tado
%H: Matriz jacob iana
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%G: Matriz de Ganancia
%R: Matriz de covar i za de l o s e r rore s de l a s mediciones
% de l taZ : r e s i duos de l a s mediciones
% Ginvpol : inver sa de l a matriz G en coordenadas po l a r e s
% dvx : d iagona l de l a inver sa de G
% t : tiempo empleado para terminar e l proceso de es t imaci o´n
function [X,H,G,R, deltaZ , Ginvpol , dvx , t ]=eemnl (Ybus ,Yc ,A, S ,vm,dm,Vpmu, rp , s , Zi , Ipmu)
disp ( ’ESTIMACION DE ESTADO MIXTA − UNA ETAPA’ )
N=length (Ybus ) ;
%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ conjunto de mediciones convenc iona les ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
%de f i n i c i o´ n de l v ec to r de mediciones de po tenc ia s
a=0;
for k=1: length (S)
for l =1: length (S)
i f k˜=l&&real (S(k , l ) )˜=0
a=a+1;
Zs ( a , 1 )=real (S(k , l ) ) ;
end
end
end
for k=1: length (S)
for l =1: length (S)
i f k˜=l&&imag(S(k , l ) )˜=0
a=a+1;
Zs ( a , 1 )=imag(S(k , l ) ) ;
end
end
end
b=a ;
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
Zs (a , 1 )=real (S(k , k ) ) ;
end
end
for k=1:N
i f imag(S(k , k ) )˜=0
a=a+1;
Zs (a , 1 )=imag(S(k , k ) ) ;
end
end
%Def in i c i o´n de l v ec to r de magnitudes de tens i o´n medidas
Zv=(vm( find (vm) ) ) ’ ;
%Def in i c i o´n de l a s d . s de l a s mediciones
i f dm==1
ds =[0.008∗ ones (1 , b) 0 .01∗ ones (1 , length ( Zs )−b) ] ;
%Def in i c i o´n de l a s d . s de magnitudes de tens i o´n
dvvc=0.004∗ ones (1 , length (Zv) ) ;
dvc=dvvc ( find ( dvvc ) ) ;
end
%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ conjunto de mediciones f a s o r i a l e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
%de f i n i c i o´ n de l a s mediciones f a s o r i a l e s de tens i o´n
vf=Vpmu( find (Vpmu) ) . ’ ;
%de f i n i c i o´ n de l a s d . s de l a s mediciones f a s o r i a l e s de tens i o´n
dvv=0.00067∗ ones (1 , length ( v f ) ) ; % d . s de magnitud en p . u .
dvvang=0.00097∗ ones (1 , length ( v f ) ) ; % d . s de angulo en rad .
dv=dvv ( find ( dvv ) ) ;
dvang=dvvang ( find ( dvvang ) ) ;
Vvv=diag ( [ dv .ˆ2 dvang . ˆ 2 ] ) ;
i f rp==1
Zvf=[ real ( v f ) ; imag( v f ) ] ;
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ROTV=[diag ( cos ( angle ( v f ) ) ) diag(−abs ( v f ) .∗ sin ( angle ( v f ) ) ) ; diag ( sin ( angle ( v f ) ) ) diag (abs (
v f ) .∗ cos ( angle ( v f ) ) ) ] ;
Vv=ROTV∗Vvv∗ROTV. ’ ;
e l s e i f rp==0
Zvf=[abs ( v f ) ; angle ( v f ) ] ; %´angulos en radianes
Vv=Vvv ;
end
s l =1; %1: determinar nodo s l a c k . 0 : no determinar nodo s l a c k
i f s l==1
i f Vpmu( s )˜=0
b=length ( v f )+find ( v f==Vpmu( s ) ) ;
Zvf (b) = [ ] ;
Vv ( : , b ) = [ ] ;
Vv(b , : ) = [ ] ;
end
end
%de f i n i c i o´ n de l v ec to r de co r r i en t e s f a s o r i a l e s medidas
Z i f =[ real ( Zi ) . ’ ; imag( Zi ) . ’ ] ;
%de f i n i c i o´ n de l a s d . s de l a s mediciones f a s o r i a l e s de co r r i en t e
di =0.00067∗ ones (1 , length ( Zi ) ) ; % d . s de magnitud en p . u .
diang=0.00097∗ ones (1 , length ( Zi ) ) ; % d . s de angulo en rad .
Vi i=diag ( [ d i . ˆ2 diang . ˆ 2 ] ) ;
ROTI=[diag ( cos ( angle ( Zi ) ) ) diag(−abs ( Zi ) .∗ sin ( angle ( Zi ) ) ) ; diag ( sin ( angle ( Zi ) ) ) diag (abs ( Zi )
.∗ cos ( angle ( Zi ) ) ) ] ;
Vi=ROTI∗Vi i ∗ROTI . ’ ;
i f dm==1
R=[diag ( [ ds . ˆ2 dvc . ˆ 2 ] ) zeros ( length ( ds )+length ( dvc ) , length (Vv)+length (Vi ) ) ; zeros (
length (Vv)+length (Vi ) , length ( ds )+length ( dvc ) ) [Vv zeros ( length (Vv) , length (Vi ) ) ; zeros
( length (Vi ) , length (Vv) ) Vi ] ] ;
end
%Def in i c i o´n de l v ec to r de mediciones mixtas
Z=[Zs ; Zv ; Zvf ; Z i f ] ;
v=ones (N, 1 ) ;
ang=zeros (N, 1 ) ;
X=[v ; ang ] ;
i f s l==1
X(N+s , : ) = [ ] ;
end
n=0;
t ic ;
while n<30
n=n+1;
%Def in i c i o´n de l a s func iones para l a s po tenc ia s Pkl
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&real (S(k , l ) )˜=0
i f A(k , l )˜=1
P(k , l )=(v (k ) /abs (A(k , l ) ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) )
)−((v ( k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
P(k , l )=(v (k ) /abs (A(k , l ) ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) )−((v (
k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang
(k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
P(k , l )=(v (k ) ) ˆ2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ) )−((v (k ) ∗v ( l ) ) ) ∗( real(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
end
end
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end
P(k , k )=0;
for m=1:N
i f real (S(k , k ) )˜=0
P(k , k )=P(k , k )+v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )+imag(Ybus (k ,m) ) ∗
sin ( ang (k )−ang (m) ) ) ;
end
end
end
%Def in i c i o´n de l a s func iones para l a s po tenc ia s Qkl
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&imag(S(k , l ) )˜=0
i f A(k , l )˜=1
Q(k , l )=−(v (k ) /abs (A(k , l ) ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) )
) )−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Q(k , l )=−(v (k ) /abs (A(k , l ) ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) )−((v
( k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin (
ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Q(k , l )=−(v (k ) ) ˆ2∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) )−v (k ) ∗v ( l ) ∗( real(−Ybus (
k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
end
end
Q(k , k )=0;
for m=1:N
i f imag(S(k , k ) )˜=0
Q(k , k )=Q(k , k )+v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
cos ( ang (k )−ang (m) ) ) ;
end
end
end
%Def in i c i o´n de l a s func iones para l a s c o r r i en t e s f a s o r i a l e s Ire , Iim
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&real ( Ipmu(k , l ) )˜=0
i f A(k , l )˜=1
I r e (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) )
∗v (k ) ∗cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(1/abs (A
(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang
(k ) ) +(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
I r e (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗
cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A
(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k
, l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗ sin ( ang (k ) ) +(1/(abs (A(k , l ) ) ∗abs (A
( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin (
ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
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I r e (k , l )=(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) )−real(−Ybus (k ,
l ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k
) )+imag(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
end
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&imag( Ipmu(k , l ) )˜=0
i f A(k , l )˜=1
Iim (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) )
∗v (k ) ∗cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(1/abs (A
(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang
(k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
Iim (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗
cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A
(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k
, l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A
( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin (
ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Iim (k , l )=(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) )−imag(−Ybus (k ,
l ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k
) )−real(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
end
end
end
end
%Def in i c i o´n de l v ec to r funci o´n de l v ec to r de es tado
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real (S(k , l ) )˜=0
a=a+1;
f ( a , 1 )=P(k , l ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&imag(S(k , l ) )˜=0
a=a+1;
f ( a , 1 )=Q(k , l ) ;
end
end
end
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
f ( a , 1 )=P(k , k ) ;
end
end
for k=1:N
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i f imag(S(k , k ) )˜=0
a=a+1;
f ( a , 1 )=Q(k , k ) ;
end
end
for k=1:N
i f vm(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ;
end
end
aa=a ;
i f rp==1
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ∗cos ( ang (k ) ) ;
end
end
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ∗ sin ( ang (k ) ) ;
end
end
e l s e i f rp==0
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ;
end
end
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=ang (k ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&real ( Ipmu(k , l ) )˜=0
a=a+1;
f ( a , 1 )=I r e (k , l ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&imag( Ipmu(k , l ) )˜=0
a=a+1;
f ( a , 1 )=Iim (k , l ) ;
end
end
end
i f s l==1&&Vpmu( s )˜=0
f ( aa+b) = [ ] ;
end
%de f i n i c i o´ n de R s i l a s d . s . de l a s mediciones convenc iona les son funci o´n de l a s
mediciones
i f dm==0
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f s s =2; %1 en p . u
f s v =2; %1 en p . u
for k=1:aa
ds ( k ) =(0.02∗abs ( f ( k ) ) +0.0052∗ f s s ) /3 ;
end
R=[diag ( ds . ˆ 2 ) zeros ( length ( ds ) , length (Vv)+length (Vi ) ) ; zeros ( length (Vv)+length (Vi ) ,
length ( ds ) ) [Vv zeros ( length (Vv) , length (Vi ) ) ; zeros ( length (Vi ) , length (Vv) ) Vi ] ] ;
end
%Def in i c i o´n de l a matriz jacob iana H
%elementos re l ac ionados con Pkl
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real (S(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Ha(a ,m)=0;
Hb(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Ha(a ,m)=2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (
k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k
, l ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (
A( l , k ) )−angle (A(k , l ) ) ) ) ;
Hb(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) )
)−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l ,
k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Ha(a ,m)=2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗
A( l , k ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A
( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−
Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k ,
l ) ) ) ) ;
Hb(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ha(a ,m)=2∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k )−v ( l ) ∗( real(−Ybus
(k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l )
) ) ;
Hb(a ,m)=v(k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Ha(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag
(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
Hb(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l )
) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l
, k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Ha(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k
) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag(−Ybus
(k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )
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) ;
Hb(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ha(a ,m)=−v (k ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−Ybus (k ,
l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
Hb(a ,m)=−v (k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−
Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con Qkl
a=0;
for k=1:N
for l =1:N
i f k˜=l&&imag(S(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Hc(a ,m)=0;
Hd(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hc(a ,m)=−2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l )
∗conj (A(k , l ) ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus
(k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle
(A( l , k ) )−angle (A(k , l ) ) ) ) ;
Hd(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l )
) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l
, k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hc(a ,m)=−2∗(v (k ) /(abs (A(k , l ) ) ˆ2) ) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l )
∗A( l , k ) ) )−(v ( l ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
Hd(a ,m)=−((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l
) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hc(a ,m)=−2∗(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k )−v ( l ) ∗( real(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k , l ) ) ∗cos ( ang (k )−
ang ( l ) ) ) ;
Hd(a ,m)=−v (k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Hc(a ,m)=−(v (k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag
(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−
angle (A(k , l ) ) ) ) ;
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Hd(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗conj (A(k , l ) ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) )
)+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l ,
k ) )−angle (A(k , l ) ) ) ) ;
e l s e i f A( l , k )˜=1
Hc(a ,m)=−(v ( k ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k
) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )−imag(−Ybus
(k , l ) ∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )
) ;
Hd(a ,m)=((v (k ) ∗v ( l ) ) /(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l )
∗A( l , k ) ) ∗cos ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(k , l ) ) )+imag
(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( ang (k )−ang ( l )+angle (A( l , k ) )−angle (A(
k , l ) ) ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hc(a ,m)=−v (k ) ∗( real(−Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) )−imag(−Ybus (k ,
l ) ) ∗cos ( ang (k )−ang ( l ) ) ) ;
Hd(a ,m)=v(k ) ∗v ( l ) ∗( real(−Ybus (k , l ) ) ∗cos ( ang (k )−ang ( l ) )+imag(−
Ybus (k , l ) ) ∗ sin ( ang (k )−ang ( l ) ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con Pkk
a=0;
for k=1:N
i f real (S(k , k ) )˜=0
a=a+1;
for m=1:N;
i f k==m
He(a ,m)=(P(k , k )+(v (k ) ) ˆ2∗ real (Ybus (k ,m) ) ) /v (k ) ;
Hf ( a ,m)=−Q(k , k )−(v (k ) ) ˆ2∗imag(Ybus (k ,m) ) ;
e l s e i f k˜=m&&Ybus (k ,m)˜=0
He(a ,m)=v(k ) ∗( real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )+imag(Ybus (k ,m) ) ∗ sin ( ang
(k )−ang (m) ) ) ;
Hf ( a ,m)=v(k ) ∗v (m) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
cos ( ang (k )−ang (m) ) ) ;
e l s e i f k˜=m&&Ybus (k ,m)==0
He(a ,m)=0;
Hf ( a ,m)=0;
end
end
end
end
%elementos re l ac ionados con Qkk
a=0;
for k=1:N
i f imag(S(k , k ) )˜=0
a=a+1;
for m=1:N;
i f k==m
Hg(a ,m)=(Q(k , k )−(v (k ) ) ˆ2∗imag(Ybus (k ,m) ) ) /v (k ) ;
Hh(a ,m)=P(k , k )−(v ( k ) ) ˆ2∗ real (Ybus (k ,m) ) ;
e l s e i f k˜=m&&Ybus (k ,m)˜=0
Hg(a ,m)=v(k ) ∗( real (Ybus (k ,m) ) ∗ sin ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗cos ( ang
(k )−ang (m) ) ) ;
Hh(a ,m)=v(k ) ∗v (m)∗(−real (Ybus (k ,m) ) ∗cos ( ang (k )−ang (m) )−imag(Ybus (k ,m) ) ∗
sin ( ang (k )−ang (m) ) ) ;
e l s e i f k˜=m&&Ybus (k ,m)==0
Hg(a ,m)=0;
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Hh(a ,m)=0;
end
end
end
end
%elementos re l ac ionados con Vk
a=0;
for k=1:N;
i f vm(k ) ˜=0;
a=a+1;
for m=1:N
Hj (a ,m)=0;
i f k==m;
Hi ( a ,m)=1;
else
Hi (a ,m)=0;
end
end
end
end
%elementos re l ac ionados con l a s t ens i one s f a s o r i a l e s Vpmu
i f rp==1
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for m=1:N;
i f k==m
Hk(a ,m)=cos ( ang (k ) ) ;
Hl ( a ,m)=−v (k ) ∗ sin ( ang (k ) ) ;
else
Hk(a ,m)=0;
Hl ( a ,m)=0;
end
end
end
end
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for m=1:N;
i f k==m
Hm(a ,m)=sin ( ang (k ) ) ;
Hn(a ,m)=v(k ) ∗cos ( ang (k ) ) ;
else
Hm(a ,m)=0;
Hn(a ,m)=0;
end
end
end
end
e l s e i f rp==0
a=0;
for k=1:N;
i f Vpmu(k ) ˜=0;
a=a+1;
for m=1:N
Hl (a ,m)=0;
i f k==m;
Hk(a ,m)=1;
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else
Hk(a ,m)=0;
end
end
end
end
a=0;
for k=1:N;
i f Vpmu(k ) ˜=0;
a=a+1;
for m=1:N
Hm(a ,m)=0;
i f k==m;
Hn(a ,m)=1;
else
Hn(a ,m)=0;
end
end
end
end
end
%elementos re l ac ionados con I r e k l
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real ( Ipmu(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Ho(a ,m)=0;
Hp(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Ho(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(
k , l ) ) ) ) ∗cos ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−
Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗ sin ( ang (k ) ) ;
Hp(a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+
imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A( l , k )˜=1
Ho(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) )
) ∗cos ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k ,
l ) ∗A( l , k ) ) ) ∗ sin ( ang (k ) ) ;
Hp(a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k )
) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−
Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ho(a ,m)=(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗cos ( ang (k ) )−(imag(Yc(k ,
l ) )+imag(−Ybus (k , l ) ) ) ∗ sin ( ang (k ) ) ;
Hp(a ,m)=−(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(imag
(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Ho(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) ) +(1/(
abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
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Hp(a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )
+(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) )
) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
Ho(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) ) +(1/(abs (A(k , l ) ) ∗
abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hp(a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) +(1/(abs (A(k ,
l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )
−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Ho(a ,m)=−real(−Ybus (k , l ) ) ∗cos ( ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang ( l
) ) ;
Hp(a ,m)=real(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) )+imag(−Ybus (k , l ) ) ∗v ( l ) ∗
cos ( ang ( l ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con I imk l
a=0;
for k=1:N
for l =1:N
i f k˜=l&&imag( Ipmu(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Hq(a ,m)=0;
Hr(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hq(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(
k , l ) ) ) ) ∗cos ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−
Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗ sin ( ang (k ) ) ;
Hr( a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+
real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A( l , k )˜=1
Hq(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) )
) ∗cos ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k ,
l ) ∗A( l , k ) ) ) ∗ sin ( ang (k ) ) ;
Hr( a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k )
) ) ∗v (k ) ∗ sin ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−
Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hq(a ,m)=(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗cos ( ang (k ) )+(real (Yc(k ,
l ) )+real(−Ybus (k , l ) ) ) ∗ sin ( ang (k ) ) ;
Hr( a ,m)=−(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k ) )+(real
(Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
end
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e l s e i f m==l
i f A(k , l )˜=1
Hq(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) )−(1/(
abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hr( a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )
−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) )
) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
Hq(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) )−(1/(abs (A(k , l ) ) ∗
abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hr( a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )−(1/(abs (A(k ,
l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )
−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hq(a ,m)=−imag(−Ybus (k , l ) ) ∗cos ( ang ( l ) )−real(−Ybus (k , l ) ) ∗ sin ( ang ( l
) ) ;
Hr( a ,m)=imag(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) )−real(−Ybus (k , l ) ) ∗v ( l ) ∗
cos ( ang ( l ) ) ;
end
end
end
end
end
end
H=[Ha Hb;Hc Hd;He Hf ;Hg Hh; Hi Hj ;Hk Hl ;Hm Hn;Ho Hp;Hq Hr ] ;
i f s l==1
H( : ,N+s ) = [ ] ;
i f Vpmu( s )˜=0
H( aa+b , : ) = [ ] ;
end
end
de l taZ=Z−f ;
G=H’∗ inv (R) ∗H;
deltaX=inv (G) ∗H’∗ inv (R) ∗ de l taZ ;
i f max(abs ( deltaX ) ) >0.00001
X=X+deltaX ;
a=0;
for k=1:N
a=a+1;
v (k )=X( a ) ;
end
for k=1:N
i f s l==1&&k˜=s
a=a+1;
ang (k )=X( a ) ;
e l s e i f s l==0
ang (k )=X(k ) ;
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end
end
cont inue
else
break
end
end
%detecc i o´n e i d e n t i f i c a c i o´ n de datos malos
%de tecc i o´n
J=deltaZ ’∗ inv (R) ∗ de l taZ ;
i f s l==1
k=length (Z)−(2∗N−1) ;
e l s e i f s l==0
k=length (Z)−(2∗N) ;
end
a l f a =0.99;
j t=ch i2 inv ( a l f a , k ) ;
disp ( ’ ’ ) ;
i f J<j t
disp ( [ ’ J=’ num2str( J ) ’< j t=’ num2str( j t ) ’ . No ex i s t en datos malos ’ ] )
else
disp ( [ ’ J=’ num2str( J ) ’>=j t=’ num2str( j t ) ’ . Ex isten datos malos ’ ] )
end
%i d e n t i f i c a c i o´ n
K=H∗ inv (G) ∗H’∗ inv (R) ;
S=eye ( length (Z) )−K;
omega=S∗R;
for k=1: length (Z)
rn (1 , k )=abs ( de l taZ (k ) ) /sqrt ( omega (k , k ) ) ;
end
disp ( ’ ’ ) ;
disp ( [ ’ e l r e s i duo normalizado de mayor va l o r e s t a asoc iado a l a medici o´n ’ num2str( find ( rn==
max( rn ) ) ) ’ , y su va l o r es : ’ num2str(max( rn ) ) ’ ’ ] ) ;
t=toc ;
%resu l t ado
disp ( ’ ’ ) ;
i f n==30
error ( ’ l a e s t imac ı´ o´n de estado no converge ! ! ’ ) ;
else
disp ( [ ’ l a e s t imac i o´n de estado converge en ’ num2str(n) ’ i t e r a c i o n e s y ’ num2str( t ) ’ s ’
] ) ;
X;
end
Ginvpol=inv (G) ;
dvx=diag ( inv (G) ) . ’ ;
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%==========================================================================
% ESTIMACIO´N MIXTA NO LINEAL
% (Una Etapa )
% ( teniendo en cuenta l a s admitancias shunt y
% t r a f o s con a˜=1, compleja en genera l )
%==========================================================================
% entradas :
% Ybus : matriz de admitancia nodal
% Yc : matriz con l a s admitancias a t i e r r a
%A: matriz con l a s r e l a c i one s de transformaci o´n d i f e r e n t e s de 1 p . u .
%Vpmu: vec to r de mediciones de t ens i one s f a s o r i a l e s
% rp : v a r i a b l e que de f i ne s i l a s mediciones de tens i o´n f a s o r i a l se toman
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%en coordenadas po l a r e s o r e c t angu l a r e s para e l proceso de es t imaci o´n
% Zi : vec to r de co r r i en t e s f a s o r i a l e s medidas
% Ipmu : matriz de c o r r i en t e s f a s o r i a l e s medidas
% Sa l i da s :
%X: Vector de es tado
%H: Matriz jacob iana
%G: Matriz de Ganancia
%R: Matriz de covar i za de l o s e r rore s de l a s mediciones
% de l taZ : r e s i duos de l a s mediciones
% Ginvpol : inver sa de l a matriz G en coordenadas po l a r e s
% dvx : d iagona l de l a inver sa de G
% t : tiempo empleado para terminar e l proceso de es t imaci o´n
function [X,H,G,R, deltaZ , Ginvpol , dvx , t ]=eenlpmu (Ybus ,Yc ,A,Vpmu, rp , Zi , Ipmu)
disp ( ’ESTIMACION DE ESTADO NO LINEAL PMUs ’ )
N=length (Ybus ) ;
%∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ conjunto de mediciones f a s o r i a l e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
%de f i n i c i o´ n de l a s mediciones f a s o r i a l e s de tens i o´n
vf=Vpmu( find (Vpmu) ) . ’ ;
%de f i n i c i o´ n de l a s d . s de l a s mediciones f a s o r i a l e s de tens i o´n
dvv=0.0007∗ ones (1 , length ( v f ) ) ; % d . s de magnitud en p . u .
dvvang=0.001∗ ones (1 , length ( v f ) ) ; % d . s de angulo en rad .
dv=dvv ( find ( dvv ) ) ;
dvang=dvvang ( find ( dvvang ) ) ;
Vvv=diag ( [ dv .ˆ2 dvang . ˆ 2 ] ) ;
i f rp==1
Zvf=[ real ( v f ) ; imag( v f ) ] ;
ROTV=[diag ( cos ( angle ( v f ) ) ) diag(−abs ( v f ) .∗ sin ( angle ( v f ) ) ) ; diag ( sin ( angle ( v f ) ) ) diag (abs (
v f ) .∗ cos ( angle ( v f ) ) ) ] ;
Vv=ROTV∗Vvv∗ROTV. ’ ;
e l s e i f rp==0
Zvf=[abs ( v f ) ; angle ( v f ) ] ; %´angulos en radianes
Vv=Vvv ;
end
s l =1; %1: determinar nodo s l a c k . 0 : no determinar nodo s l a c k
i f s l==1
s=1;
i f Vpmu( s )˜=0
b=length ( v f )+find ( v f==Vpmu( s ) ) ;
Zvf (b) = [ ] ;
Vv ( : , b ) = [ ] ;
Vv(b , : ) = [ ] ;
end
end
%de f i n i c i o´ n de l v ec to r de co r r i en t e s f a s o r i a l e s medidas
Z i f =[ real ( Zi ) . ’ ; imag( Zi ) . ’ ] ;
%de f i n i c i o´ n de l a s d . s de l a s mediciones f a s o r i a l e s de co r r i en t e
di =0.0007∗ ones (1 , length ( Zi ) ) ; % d . s de magnitud en p . u .
diang=0.001∗ ones (1 , length ( Zi ) ) ; % d . s de angulo en rad .
Vi i=diag ( [ d i . ˆ2 diang . ˆ 2 ] ) ;
ROTI=[diag ( cos ( angle ( Zi ) ) ) diag(−abs ( Zi ) .∗ sin ( angle ( Zi ) ) ) ; diag ( sin ( angle ( Zi ) ) ) diag (abs ( Zi )
.∗ cos ( angle ( Zi ) ) ) ] ;
Vi=ROTI∗Vi i ∗ROTI . ’ ;
R=[Vv zeros ( length (Vv) , length (Vi ) ) ; zeros ( length (Vi ) , length (Vv) ) Vi ] ;
%Def in i c i o´n de l v ec to r de mediciones mixtas
Z=[Zvf ; Z i f ] ;
v=ones (N, 1 ) ;
ang=zeros (N, 1 ) ;
X=[v ; ang ] ;
i f s l==1
X(N+s , : ) = [ ] ;
end
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n=0;
t ic ;
while n<30
n=n+1;
%Def in i c i o´n de l a s func iones para l a s c o r r i en t e s f a s o r i a l e s Ire , Iim
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&real ( Ipmu(k , l ) )˜=0
i f A(k , l )˜=1
I r e (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) )
∗v (k ) ∗cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(1/abs (A
(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang
(k ) ) +(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
I r e (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗
cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A
(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k
, l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗ sin ( ang (k ) ) +(1/(abs (A(k , l ) ) ∗abs (A
( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin (
ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
I r e (k , l )=(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) )−real(−Ybus (k ,
l ) ) ∗v ( l ) ∗cos ( ang ( l ) )−(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k
) )+imag(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
end
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&Ybus (k , l )˜=0&&imag( Ipmu(k , l ) )˜=0
i f A(k , l )˜=1
Iim (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) )
∗v (k ) ∗cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗
conj (A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(1/abs (A
(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang
(k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin (
angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
Iim (k , l )=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗
cos ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A
(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k
, l ) )+real(−Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/(abs (A(k , l ) ) ∗abs (A
( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−
imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin (
ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Iim (k , l )=(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) )−imag(−Ybus (k ,
l ) ) ∗v ( l ) ∗cos ( ang ( l ) )+(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k
) )−real(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) ;
end
end
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end
end
%Def in i c i o´n de l v ec to r funci o´n de l v ec to r de es tado
a=0;
i f rp==1
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ∗cos ( ang (k ) ) ;
end
end
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ∗ sin ( ang (k ) ) ;
end
end
e l s e i f rp==0
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=v (k ) ;
end
end
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
f ( a , 1 )=ang (k ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&real ( Ipmu(k , l ) )˜=0
a=a+1;
f ( a , 1 )=I r e (k , l ) ;
end
end
end
for k=1:N
for l =1:N
i f k˜=l&&imag( Ipmu(k , l ) )˜=0
a=a+1;
f ( a , 1 )=Iim (k , l ) ;
end
end
end
i f s l==1&&Vpmu( s )˜=0
f (b) = [ ] ;
end
%Def in i c i o´n de l a matriz jacob iana H
%elementos re l ac ionados con l a s t ens i one s f a s o r i a l e s Vpmu
i f rp==1
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for m=1:N;
i f k==m
Ha(a ,m)=cos ( ang (k ) ) ;
Hb(a ,m)=−v (k ) ∗ sin ( ang (k ) ) ;
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else
Ha(a ,m)=0;
Hb(a ,m)=0;
end
end
end
end
a=0;
for k=1:N
i f Vpmu(k )˜=0
a=a+1;
for m=1:N;
i f k==m
Hc(a ,m)=sin ( ang (k ) ) ;
Hd(a ,m)=v(k ) ∗cos ( ang (k ) ) ;
else
Hc(a ,m)=0;
Hd(a ,m)=0;
end
end
end
end
e l s e i f rp==0
a=0;
for k=1:N;
i f Vpmu(k ) ˜=0;
a=a+1;
for m=1:N
Hb(a ,m)=0;
i f k==m;
Ha(a ,m)=1;
else
Ha(a ,m)=0;
end
end
end
end
a=0;
for k=1:N;
i f Vpmu(k ) ˜=0;
a=a+1;
for m=1:N
Hc(a ,m)=0;
i f k==m;
Hd(a ,m)=1;
else
Hd(a ,m)=0;
end
end
end
end
end
%elementos re l ac ionados con I r e k l
a=0;
for k=1:N
for l =1:N
i f k˜=l&&real ( Ipmu(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
He(a ,m)=0;
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Hf (a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
He(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A(
k , l ) ) ) ) ∗cos ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−
Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗ sin ( ang (k ) ) ;
Hf ( a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+
imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A( l , k )˜=1
He(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k ) )
) ∗cos ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k ,
l ) ∗A( l , k ) ) ) ∗ sin ( ang (k ) ) ;
Hf ( a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k , l ) ∗A( l , k )
) ) ∗v (k ) ∗ sin ( ang (k ) )−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−
Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
He(a ,m)=(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗cos ( ang (k ) )−(imag(Yc(k ,
l ) )+imag(−Ybus (k , l ) ) ) ∗ sin ( ang (k ) ) ;
Hf ( a ,m)=−(real (Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k ) )−(imag
(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
He(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) ) +(1/(
abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hf ( a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )
+(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) )
) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
He(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) ) +(1/(abs (A(k , l ) ) ∗
abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hf ( a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) ) +(1/(abs (A(k ,
l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )
−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
He(a ,m)=−real(−Ybus (k , l ) ) ∗cos ( ang ( l ) )+imag(−Ybus (k , l ) ) ∗ sin ( ang ( l
) ) ;
Hf ( a ,m)=real(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) )+imag(−Ybus (k , l ) ) ∗v ( l ) ∗
cos ( ang ( l ) ) ;
end
end
end
end
end
end
%elementos re l ac ionados con I imk l
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a=0;
for k=1:N
for l =1:N
i f k˜=l&&imag( Ipmu(k , l ) )˜=0&&Ybus (k , l )˜=0
a=a+1;
for m=1:N;
i f k˜=m&&l˜=m
Hg(a ,m)=0;
Hh(a ,m)=0;
e l s e i f m==k
i f A(k , l )˜=1
Hg(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A(
k , l ) ) ) ) ∗cos ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−
Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗ sin ( ang (k ) ) ;
Hh(a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ) ∗v (k ) ∗ sin ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+
real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A( l , k )˜=1
Hg(a ,m)=(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k ) )
) ∗cos ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−Ybus (k ,
l ) ∗A( l , k ) ) ) ∗ sin ( ang (k ) ) ;
Hh(a ,m)=−(1/abs (A(k , l ) ) ˆ2) ∗( imag(Yc(k , l ) )+imag(−Ybus (k , l ) ∗A( l , k )
) ) ∗v (k ) ∗ sin ( ang (k ) )+(1/abs (A(k , l ) ) ˆ2) ∗( real (Yc(k , l ) )+real(−
Ybus (k , l ) ∗A( l , k ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hg(a ,m)=(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗cos ( ang (k ) )+(real (Yc(k ,
l ) )+real(−Ybus (k , l ) ) ) ∗ sin ( ang (k ) ) ;
Hh(a ,m)=−(imag(Yc(k , l ) )+imag(−Ybus (k , l ) ) ) ∗v (k ) ∗ sin ( ang (k ) )+(real
(Yc(k , l ) )+real(−Ybus (k , l ) ) ) ∗v (k ) ∗cos ( ang (k ) ) ;
end
e l s e i f m==l
i f A(k , l )˜=1
Hg(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k
, l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (
A(k , l ) ) ) ∗cos (angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) )−(1/(
abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k , l ) ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hh(a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗conj (A
(k , l ) ) ) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )
−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗conj (A(k , l ) )
) ∗cos ( angle (A(k , l ) )−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗conj (A(k ,
l ) ) ) ∗ sin ( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A( l , k )˜=1
Hg(a ,m)=−(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗cos ( ang ( l ) )−(1/(abs (A(k , l ) ) ∗
abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )−
angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗ sin ( ang ( l ) ) ;
Hh(a ,m)=(1/(abs (A(k , l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗
sin ( angle (A(k , l ) )−angle (A( l , k ) ) )+imag(−Ybus (k , l ) ∗A( l , k ) ) ∗cos
( angle (A(k , l ) )−angle (A( l , k ) ) ) ) ∗v ( l ) ∗ sin ( ang ( l ) )−(1/(abs (A(k ,
l ) ) ∗abs (A( l , k ) ) ) ) ∗( real(−Ybus (k , l ) ∗A( l , k ) ) ∗cos ( angle (A(k , l ) )
−angle (A( l , k ) ) )−imag(−Ybus (k , l ) ∗A( l , k ) ) ∗ sin ( angle (A(k , l ) )−
angle (A( l , k ) ) ) ) ∗v ( l ) ∗cos ( ang ( l ) ) ;
e l s e i f A(k , l )==1&&A( l , k )==1
Hg(a ,m)=−imag(−Ybus (k , l ) ) ∗cos ( ang ( l ) )−real(−Ybus (k , l ) ) ∗ sin ( ang ( l
) ) ;
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Hh(a ,m)=imag(−Ybus (k , l ) ) ∗v ( l ) ∗ sin ( ang ( l ) )−real(−Ybus (k , l ) ) ∗v ( l ) ∗
cos ( ang ( l ) ) ;
end
end
end
end
end
end
H=[Ha Hb;Hc Hd;He Hf ;Hg Hh ] ;
i f s l==1
H( : ,N+s ) = [ ] ;
i f Vpmu( s )˜=0
H(b , : ) = [ ] ;
end
end
de l taZ=Z−f ;
G=H’∗ inv (R) ∗H;
deltaX=inv (G) ∗H’∗ inv (R) ∗ de l taZ ;
i f max(abs ( deltaX ) ) >0.00001
X=X+deltaX ;
a=0;
for k=1:N
a=a+1;
v (k )=X( a ) ;
end
for k=1:N
i f s l==1&&k˜=s
a=a+1;
ang (k )=X( a ) ;
e l s e i f s l==0
ang (k )=X(k ) ;
end
end
cont inue
else
break
end
end
%detecc i o´n e i d e n t i f i c a c i o´ n de datos malos
%de tecc i o´n
J=deltaZ ’∗ inv (R) ∗ de l taZ ;
i f s l==1
k=length (Z)−(2∗N−1) ;
e l s e i f s l==0
k=length (Z)−(2∗N) ;
end
a l f a =0.99;
j t=ch i2 inv ( a l f a , k ) ;
disp ( ’ ’ ) ;
i f J<j t
disp ( [ ’ J=’ num2str( J ) ’< j t= ’ num2str( j t ) ’ . No ex i s t en datos malos ’ ] )
else
disp ( [ ’ J=’ num2str( J ) ’>=j t=’ num2str( j t ) ’ . Ex isten datos malos ’ ] )
end
%id e n t i f i c a c i o´ n
K=H∗ inv (G) ∗H’∗ inv (R) ;
S=eye ( length (Z) )−K;
omega=S∗R;
for k=1: length (Z)
rn (1 , k )=abs ( de l taZ (k ) ) /sqrt ( omega (k , k ) ) ;
end
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disp ( ’ ’ ) ;
disp ( [ ’ e l r e s i duo normalizado de mayor va l o r e s t a asoc iado a l a medici o´n ’ num2str( find ( rn==
max( rn ) ) ) ’ , y su va l o r es : ’ num2str(max( rn ) ) ’ ’ ] ) ;
t=toc ;
%resu l t ado
disp ( ’ ’ ) ;
i f n==30
error ( ’ l a e s t imac ı´ o´n de estado no converge ! ! ’ ) ;
else
disp ( [ ’ l a e s t imac i o´n de estado converge en ’ num2str(n) ’ i t e r a c i o n e s y ’ num2str( t ) ’ s ’
] ) ;
X;
end
Ginvpol=inv (G) ;
dvx=diag ( inv (G) ) . ’ ;
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