Indiana
This paper continues the study of Hilbert spaces of analytic functions which are involved in the structural analysis of nonself-adjoint transformations in Hilbert space.
The theory of nonself-adjoint transformations originates in the quantum mechanical problems of nuclear scattering theory. Although the ordinary use of the Schriidinger equation leads to self-adjoint transformations, it is customary for physicists to subdivide the nuclear reaction in such a way that nonself-adjoint transformations occur. This observation, made by Livgic [l], caused him to found a general theory of nonself-adjoint transformations. Although LivBic's theory is extensive and powerful, it has received very little recognition because no one, apparently, can follow his arguments. The difficulties are so great that Dolph and Penzlin [2] have attempted an independent derivation of the main results. The trouble is due not so much to logical gaps as it is to insufficient motivation of the main tool, the characteristic operator function. This quantity arises in the description of fundamental solutions of formally self-adjoint differential equations under variations of the boundary conditions. Yet the characteristic operator function is applied to transformations which have no connection with differential equations. The trouble is that LivGc has missed the meaning of the characteristic operator function, which is to be found in the construction of certain Hilbert spaces of analytic functions [3] . To explain how these spaces originate, we must go back to the basic work of Stone [4] and to our previous work with entire functions [5-81. Stone's book has two different objectives, apart from a general formulation of concepts. The first is the study of self-adjoint transformations.
It is important to note how he goes about the study of these transformations.
From his point of view the structure theorem is an abstract analogue of the integral representation of functions which are analytic and have a nonnegative real part in the upper half-plane.
(See, for example, Nevanlinna and Nieminen [9] for a more detailed reconstruction of the same argument.) It has * Research sponsored by the Alfred P. Sloan Foundation.
since been discovered [lo] that the occurrence of such analytic functions is characteristic of pairs of self-adjoint transformations. In retrospect this fact accounts for the difference between Stone's work and von Neumann's Von Neumann is genuinely concerned with isolated transformations. The natural consequence of his approach is the study of spectrai multiplicity through the commuting operator algebra. Stone's point of view, on the other hand, leads to the study of other situations which involve more than one self-adjoint transformation.
The study [IO] of pairs of self-adjoint transformations has since been identified by Kuroda with the scattering theory concept, as it is presented by Dolph and Pen&n [2] or, more abstractly, by Birman and Krein [II]. Kuroda's work, which is still unpublished, is an extension of his previous work on scattering theory [12, 161 , which culminates in an explicit construction of the scattering operator. The operator turns out to be identical with the operator constructed in [lo] . N ow that a more complete picture of these theories has emerged, it is quite clear that they are separate from the study of operator algebras. Once the distinction has been made, Stone's book becomes especially relevant for modern work in Hilbert space.
The second objective of Stone's book is the study of symmetric transformations, especially those which have one (and hence many) selfadjoint extensions. He is concerned mainly with transformations of deficiency index (1, l), and since he is unable to construct a complete theory, he presents what he knows by means of examples in the last chapter of the book. Although he never says so, he actually concentrates on special transformations H with the property that H-w has a bounded (partially defined) inverse for every complex number w. He conceives of the Fourier transformation in these terms, and shows that these transformations underlie the study of Jacobi matrices. Most of the symmetric transformations which occur in the study of self-adjoint, second-order differential operators are of this kind.
For reasons unknown, Stone did not complete his theory, and it has only recently found its natural formulation in terms of certain Hilbert spaces, whose elements are entire functions. The spaces have these properties:
(Hl ) Whenever F(z) is in the space and has a nonreal zero w, the function F(z) (.z -W)/(z -w) is in the space and has the same norm as F(z).
(H2) For every nonreal number w, the linear functional defined on the space by F(z) -+8'(w) is continuous.
(H3) Whenever F(z) is in the space, the function F*(z) = @z) is in the space and has the same norm as F(z). Now consider a transformation, multiplication by x, defined byF(z) + zF(z) whenever F(z) and z+'(z) are in the space. The axioms imply that multiplication by z is a closed, symmetric transformation of deficiency index (1, 1). Because the elements of the space are entire functions, multiplication by Z-W has a bounded inverse for every complex number 'w. A closed, symmetric transformation of deficiency index (1, 1) such that H-w has a bounded inverse for every complex number w, is unitarily equivalent to multiplication by x in some such Hilbert space of entire functions. (As it is explained in [ 171, the theory of Hilbert spaces of entire functions was originally presented as a theory of entire functions, rather than a theory of Hilbert space. Many of the Hilbert space aspects of the work must await a definitive formulation of the theory.)
The point is that abstract transformations are represented in an explicit way in function spaces. The representation is made in such a way that properties of the transformation are expressed by properties of the space, as it is described say by its kernel function. This is a function K(w, x) of two complex variables such that K(w, Z) belongs to the space as a function of z for every w. Its characteristic property is that
for every F(z) in the space. The axioms (HI), (H2), and (H3) imply that the kernel function is of the form where A(z) and B(z) are functions of one variable. These functions give complete information about the structural properties of the transformation. The theory just described applies only to symmetric transformations of deficiency index (1, l), but it can be made quite general by the introduction of vector valued functions.
The axioms (Hl) and (H2) have an obvious interpretation in the vector case. The axiom (H3), which is just a convenient normalization in the scalar case, is ignored. The kernel function generalizes as an operator valued function of two complex variables. The axioms imply, as before, that K(w, Z) is determined by two functions A(z) and B(z) of one variable. These functions are now operator valued, and the bar occurring in the formula for K(w, 2) must now be interpreted as an adjoint. (We have been careful to write the formula so that the factors appear in the right order for the operator case.) The theory of these spaces has never been published although it has been known since 1959.
The fact is that the general study of symmetric transformations does involve many technical difficulties.
LivSic's contribution is to realize that most of these can be swept away in an important special case. His hypothesis is that the symmetric transformation has a special kind of nonsymmetric extension. But he formulates the theory without reference to the initial symmetric transformation.
It is now a theory of nonself-adjoint transformations. He is successful essentially because the kernel function K(w, Z) for the relevant function space is now determined by a single function M(Z) of one variable. This function is the characteristic operator function.
The theory of nonself-adjoint transformations is in many ways analogous to the theory of selfadjoint transformations. The goals of the two theories are the same, and Stone's formulation of them [4] is curiously up-to-date. The problems are to determine the closed invariant subspaces of given transformations, and to express transformations in terms of invariant subspaces. These problems are quite different from the problem of existence of invariant .subspaces.
At the present time the existence of invariant subspaces is not known for general transformations, and this question is obtaining almost exclusively the attention of people interested in invariant subspaces. It turns out that function space representations are of interest also for this problem, but the most natural spaces are quite different, consisting as they do of functions analytic in the unit disk. These spaces are treated by Rovnyak [18] , who has more recently made important progress with the problem. It is to be hoped that it will soon be solved so that mathematicians can again return to the fundamental question. What can you do with invariant subspaces when you have them?
What is needed is an expression for the transformation in terms of invariant subspaces-in other words, an integral representation. Known integral representations require the existence of invariant subspaces having special, properties. It is necessary for the representation that the spectrum of the transformation be modifiable in an arbitrary way by restriction of the transformation to invariant subspaces. Such special invariant subspaces do not exist for general transformations. They do, of course, exist for self-adjoint transformations.
A main conclusion of Livlic's theory is that they exist for certain nonself-adjoint transformations T. His hypothesis is that T-T* is of trace class. Under this hypothesis T admits an integral representation.
Th.e trace class hypothesis is of interest in connection with scattering theory because it guarantees the existence of a certain infinite determinant (Kuroda [IS] ), h h w ic is used in showing the existence and the unitary property of the scattering operator [lo] . Very likely it will prove to be adequate in most applications. However, the theory of nonself-adjoint transformations can be developed without determinants and so exists under much weaker hypotheses. These hypotheses, which are due to Macaev [19] , are interesting because they cannot be weakened in any obvious way without destroying the validity of the theorems.
Macaev states his result only as an existence theorem for invariant subspaces. But when it is taken in conjuction with the previous work of Gohberg and Krein [20] , it leads to a complete integral representation. Our principal goal below is to give a new derivation of these basic results. The existence theorem is obtained by a more natural route without using an awkward estimate of resolvents (which Macaev states without proof). We obtain the results under weaker hypotheses since we do not require the spectrum of the transformations to be real. The resulting formulation is more natural since it contains, as a special case, the theory of transformations in finite dimensional spaces. It is also more useful in applications since the nonreal nature of the spectrum is the most salient feature of the theory of nonself-adjoint transformations.
(See Dolph [21] for the problems which arise in applications of the theory.)
At the present time the Russian theory has appeared only in the form of brief research announcements, and proofs are not easily compared. Their estimation procedures depend on complicated results relating the growth and zeros of entire functions.
The corresponding estimates in our work are obtained directly from the characteristic operator function. Two kinds of spaces are used, the spaces Z(q) and the spaces Z'(M).
The spaces P'(v) have been used previously [IO] in the perturbation theory of selfadjoint transformations, which is now known to be equivalent to scattering theory. These spaces now occur principally as an aid in studying Z(M). The space 9(M) is constructed from the characteristic operator function of a nonself-adjoint transformation, and it gives a canonical model of the transformation. Our analysis is made in such a way as to exhibit the close relationship between Z(F) and Z'(M).
In Livgic's approach the values of the characteristic operator function are operators on the given Hilbert space. There is a conceptual advantage in having a separate Hilbert space, the coefficient space, on which the operators act. In applications the coefficient space can be chosen equal to, or equivalent to, the given Hilbert space. It can at times be chosen (advantageously) of smaller dimension.
In the simplest case, the coefficient space %' will be the one-dimensional Hilbert space formed by the complex numbers in their euclidean metric. This example is a useful guide in all that follows. A good way to read the theorems is to work them out in this special case. A notation has been devised which should make generalization painless. It is logically convenient to think of the coefficient space 97 as being a lixed space. (In practice it is chosen to suit the needs of a problem.) By a vector we will always mean an element of this space. By an operator we mean a bounded linear transformation of vectors into vectors. Numbers are considered to be a special kind of operator, so that for instance the number 1 is the identity operator. If a and b are vectors, ~3 is the inner product (b, a). On the other hand, a6 is the operator defined by (a&) c = a(&) for every vector c. The adjoint of an operator A is written 2, rather than A*, which is the notation for general transformations.
The bar notation has the advantage of creating a helpful analogy with the complex numbers and is consistent with complex conjugation of numbers when they are regarded as operators. For example a possible choice of coefficient space is the space of all r-dimensional column vectors with complex entries. An operator on this space is an r x r matrix with complex entries. The bar of the operator is obtained by transposing the matrix and conjugating its entries. The bar of a column vector can be identified with the conjugate transpose row vector. The products czb and a6 of vectors a and b are consistent with the standard matrix multiplication. The bar notation is a natural Hilbert space notation which will no doubt gain general acceptance in time. A similar notation is used by Schatten [22], but he inserts an additional tensor product in the designation of a&. Why include an additional symbol which has no informative value ? The multiplications occurring here are associative, so that parentheses and other groupings are redundant. A Hilbert space is a generalization of the number concept and deserves an analogous notation.
The work also requires an operator analogue of the imaginary unit i. For this let I be the choice of a fixed operator such that I= -I =1-l. Then every vector can be written uniquely as the sum of an eigenvector for the eigenvalue + i, and an eigenvector for the eigenvalue -i. It is convenient to think of I as being fixed in the discussion. But in practice I is chosen according to the needs of a problem, so that its eigensubspaces have appropriate dimensions. The use of the operator I is a convention which frees the theory from dissipative hypotheses on the transformations studied.
Convergence of vectors and operators is always taken in the norm topologies unless there is a contrary instruction. The absolute value symbol is used for the norm of a vector and for the operator norm of an operator.
The significance of a space Z(y) is that it describes a self-adjoint transformation, whose resolvents appear as the taking of difference quotients in the space. Self-adjointness of the transformation is expressed in an identity for difference quotients. The first theorem is a characterization of the spaces now used, which differ in minor technical details from those of [3] or [lo] . 
and G(z) in 9 when 01 and ,Q are not real. Suppose that lim yF(iy)
exists for every F(z) in Y as y + + co, and that the limit depends continuously on F(z). Then there exists a unique selfadjoint transformation H in 2' such that 
exists in the strong operator topology as y + + co. The function v(z) is determined in the lower half-plane by a(z) = -q~(f). The space 64 is uniquely determined by v(z).
Since q(z) specifies 3 uniquely, the space 8 will be called P(v). The space exhibits the well-known correspondence between self-adjoint transformations and analytic functions which have a nonnegative real part in the upper half-plane. The last condition (6) is a simplifying hypothesis which is made because it does not seem to restrict the theory in any essential way. A more general theory could be constructed at some sacrifice in notational convenience. THEOREM II. Let p(z) be a given operator valuedfunction which is analytic for y > 0, has a nonnegative real part, and satisfies (6) . 'Then there exists a space Z(v) which is associated with v(z) as in Theorem I.
The proof of Theorem II, and of other theorems below, requires an integral representation of v(z), which is closely related to the integral representation of self-adjoint transformations.
The theory requires integrals of the form if(t) dp(t), where p(x) is a bounded, nondecreasing, operator valued function of X, and where f (zc) is a continuous, complex valued function with limit zero at infinity. The result of integration is an operator, and the limit exists in the operator norm. If p(x) is a bounded, nondecreasing, operator valued function of real x, v(z) = (mi)-l/+m (t -z)-l dp(t) --cc (7) is an operator valued function of z which is analytic for y > 0, has a non- HILBERT   SPACES  OF ANALYTIC  FUNCTIONS  II  51 negative real part, and satisfies (6) with m = (VI L4-t a) -PC-a>l.
The symmetry q(z) = -p'( -) z is also a consequence of the representation (7). Every ~(.a) has such a representation. LEMMA 1. If p)(x) is an operator valued function which is analytic for y > 0, has a nonnegative real part, and satisftes (6), then it is of the form (7) for some nondecreasing operator valued function p(x) such that 0 <p(x) <*n-m (9) for all real x. If (a, b) is any real interval across which v(z) can be de&ted continuously, so that q(z) = -v(S), then p(x) is constant in (a, b).
A consequence of the integral representation is a relation between the spectrum and the singularities of y(z). THBOREM III. If H and P'(q) are as in Theorem I, a necessary and su~cient condition that an interval (a, b) contain no point of the spectrum of H is that q$z) can be defined continuously, and hence analytically, across (a, b).
The spaces s(M), which will now be constructed, have the same relationship to nonself-adjoint transformations as the spaces L?(v) do to self-adjoint transformations. The nonself-adjoint transformations T which we will study are allowed to be unbounded. It is however assumed that T is densely defined, that the adjoint T* of T has the same domain as T, and that T -T* is bounded. Under these conditions the spectrum of T is contained in a strip 1 z -f 1 < // T -T* /I around the real axis. These transformations include the self-adjoint transformations as a special case, but we will make a reduction to remove any trace of self-adjointness which may initially be present. THEOREM IV. Let T be a densely defined transformation in a Hilbert space ti such that T* has the same domain as T and T -T* is bounded. Let X,, be the set of elements f of A? such that (T -w)-l f = (T* -w)-lf whenever 1 w -W ) > 1) T -T* // . Then X,, is a closed subspace of X which is invariant under the resolvents of T and T*. The restriction of T to X, is a self-adjoint transformation in .#',, . The orthogonal complement X1 of Z0 in 2 is a closed subspace of SP which is invariant under the resolvents of T and T*. The restriction of T to Zpl is a densely defined transformation T, in Z1 , whose adjoint T,* (in X1) has the same domain as T1 , and T, -T," is bounded.
Since a self-adjoint transformation has a known integral representation, the study of a nonself-adjoint transformation T is reduced to the case in which there is no nonzero element f of the Hilbert space such that 
holds for all F(z) and G(z) in X,, when
Iol--iu.>>IT-T*/I and IB-~l>llT--*Il.
For every F(z) in 3Yoo , lim yF(iy) exists as y -+ + co, and the limit depends continuously on F(z). As we will show in Theorem IX, such a transformation J always exists if one is free to choose $7 and I according to the needs of the problem.
The new function spaces are quite similar to those of Theorem I. They differ in that they satisfy a more complicated identity for difference quotients. The new spaces, like the old ones, are characterized by a single, operator valued, analytic function.
THEOREM VI.
Let 3? be a given Hilbert space, whose elements are continuous, vector valued functions, defined for / z -f j > h > 0. Suppose that [F(z) -F(w)]/(z -w) belongs to &? whenever F(z) belongs to 2, if / w -W I > h, and that (10) holds. Suppose that JF = lim (-zj~) F(iy) exists for every F(z) in 2, as y + + 00, and that JF depends continuously on F.
Then there exists a unique transformation T in 2 such that
when 1 w -G 1 > h. The transformation is densely defined, its adjoint T* has the same domain as T, and the bounded transformation 2n J * IJ extends T -T*. There exists a unique operator valued function M(z), defined for 1 x -f 1 > h, such that M(z) c -c belongs to Z'for every vector c and
for every F(z) in 2. It satisfies the identity
If c is any vector and if 1 w -W 1 > h, then
belongs to S-P as a function of z and
for every F(z) in Z. When 1 w -65 1 > h,
The space 2 is uniquely determined by M(x).
The space will be called X(M). If M(z) is a given function, K(w, z) is understood to be defined for M(Z) as in Theorem VI. As we will now show, the spaces Z(M) are closely related to the previously studied spaces Z(y). This relationship determines the condition on a function M(z) for the existence of a corresponding space Z(M).
THEOREM VII. A necessary and su@ient condition for the existence of Z(M)
is that
where S(y) exists. In this case the elements of S(M) are defked for Ix--f(>lml,and fb4 --64 = + 11 + M(4lfh4 (17) is an isometric transformation of 9(q) onto 3?(M). If H is the self-adjoint transformation in Z(v) defined by (2) and if T is the nonself-adjoint transformation in X(M) defined by (II), then H is unitarily equivalent to the real part fr (T -+-T*) of T under the correspondence (17) .
When M(z) is given, y(z) is always understood to be the corresponding function as in (16) , and m is the corresponding operator defined by (6) . The operator m is related to the imaginary part of T. THEOREM VIII.
In Theorem VI the restriction of 2n J * IJ to the orthogonal complement of its kernel is unitarily equivalent to the restriction of m1121m1/2 to the orthogonal complement of its kernel,
The relationship is a particularly simple one if m, and hence m112, commutes with I. The theorem then suggests a condition for the existence of the transformation J of Theorem VI. THEOREM IX.
Let T be a densely defined transformation in a Hilbert space .YF such that T* has the same domain as T and T -T* is bounded. Suppose that there is no nonzero element f of 9 such that (T -w)-'f zz (T'* -~ w)-'f whenever j w -W 1 > I/ T -T* 11. Let P-and P, be the spectral projections, corresponding to (-co, 0) and (0, 00) for the self-adjoint extension A of &i(T* ~ T). If th e d' zmension of the range of P-is no more than the dimension of the kernel of I + i, and if the dimension of the range of P, is no more than the dimension of the kernel of 1 -i, then there exists a bounded transformation J of Z into V such that iA = 7~ J * IJ. It can always be chosen so that the resulting M(z), de$ned by Theorems F' and VI, has the property that m commutes with I.
The following theorem is the analogue of Theorem III for the spaces WM>.
THEOREM X. Let T be the transformation in a space Z(M), defined by (11) . A necessary and suficient condition that the vertical strip a < x < b contain no point of the spectrum of T is that M(z) h ave an analytic continuation to this strip.
The structure problem for T is closely related to a factorization problem for M(z), which is called the characteristic operator function in the Russian literature. By the structure problem for an everywhere defined transformation, we mean the problem of determining its invariant subspaces and the problem of writing the transformation as an integral in terms of invariant subspaces. These problems require interpretation for partially defined transformations, at least so far as the concept of invariance is concerned. We will look for closed subspaces which are invariant under the resolvents of the transformation.
Let Z(M2) be a given space and let T be the corresponding transformation defined by (11) 
In the analogous theorem of [3] , Th eorem VI, we falsely asserted that M(u, b, .a), M(b, c, a), and M(u, c, z) satisfy an additional condition which implies that the underlying transformations are selfadjoint in these spaces. Counterexamples can be constructed when %? is a one-dimensional space. The error in our previous work is due to a miscalculation of the adjoint of the inclusion of 2(p) in x(M(b, c)). We feel intuitively that .%' (M(a, b) ), x(M(b, c)), and Z'(M(u, c)) have special properties which should make their structure especially simple. What, if anything, can be concluded about these spaces ?
Most existence theorems for invariant subspaces require, at least implicitly, some form of complete continuity.
The essential property of a completely continuous transformation is that it can be approximated in the operator norm by transformations of finite dimensional range, which have known invariant subspaces. In the theory of nonself-adjoint transformations, the relevant hypothesis is that T -T*, rather than T, is completely continuous. We will now obtain a factorization theorem under the equivalent hypothesis that the operator m is completely continuous.
The essence of the proof is to obtain an integral representation of the associated T(Z) function and to approximate the integral by finite sums.
As this paper is being written, a new factorization method has been developed by Rovnyak (private communication).
He observes that compactness always exists in the weak operator topology, and that a kernel function has a weakly continuous characterization by means of positive definiteness. All one needs to implement his arguments is a weakly continuous characterization of the particular kernel functions associated with spaces H(M).
He has obtained such a characterization for analogous spaces of functions analytic in the unit disk. We persist in our approach only because complete continuity, and more, is needed for the theorems below. 
and %(&'(a, b)) has dimension 0 or 1. This result is not an existence theorem for invariant subspaces since the inclusions need not be isometric. It is not known how to extract an isometric inclusion from this situation except when the stronger hypotheses of our later theorems are made. The proof of the theorem requires a factorization theorem in finite dimensional spaces. such that M(z) = Tim Mn(z), when Iz-21 >jml,andm,<mforeveryn. The final step in the proof requires a compactness argument. We will obtain compactness through an operator version of the Helly selection principle. CL(X) = lim ~~d4
The limit function p(x) is, of course, a nondecreasing, operator valued function of x. Russian work is concerned with existence theorems for invariant subspaces in which a strong conclusion is obtained from a strong hypothesis. We will now explain what kind of conclusion is wanted. Let T be a densely defined transformation such that T* has the same domain as T and T -T* is bounded. Let &! be a closed subspace which is invariant under the resolvents of T. Let h be a real number. We will say that ~5' cleaves the spectrum of Tat h if the restriction of T to .4! has its spectrum in the half-plane x < h, and if the restriction of T* to the orthogonal complement of J& has its spectrum in the half-plane x > h. (These definitions will be applied to transformations which have their spectra on or near the real axis, so that it is unnecessary to consider more general divisions of the spectrum.) The existence of invariant subspaces which cleave the spectrum is of vital importance in the theory of integral representations of the transformations.
Complete continuity of T -T* is not in itself sufficient to guarantee the existence of such subspaces. A completely continuous operator A is always of the form where (a,) and (6,) are orthogonal sequences of vectors, and /I a, 11 = 11 b, 11
is a nonincreasing function of n = 1, 2, 3, ..., which has limit 0 as n + co.
The numbers 11 a, iI2 are the eigenvalues of 
Although we will introduce no special symbol for this quantity, we will say that the operator A is of Macaev class if (32) is finite. (An analogous definition can be made for any completely continuous transformation of one Hilbert space into another.)
Macaev uses this hypothesis to form an estimate for the bound of a completely continuous transformation from a knowledge of its imaginary part. Although he assumes that the origin is the only point in the spectrum of the transformation, the estimate is true generally of transformations having imaginary spectrum. In this generalized form the estimate becomes essen-tially one for finite matrices, from which the full statement of the theorem follows by a routine approximation. If A = A is a self-adjoint Y x r matrix, let l!? = B be the unique selfadjoint matrix, which has zeros on its main diagonal, such that A -iB has zeros below the main diagonal. Then Macaev's estimate gives a bound for the eigenvalues of B from a knowledge of the eigenvalues of A. A more general problem, which is still unsolved, is to give a best possible estimate for every eigenvalue of B. Macaev [24] has related this problem to the problem of estimating Hilbert transforms. This, in turn, is related to the problem of estimating the modulus of an entire function from a knowledge of its phase function (in the terminology of [25] ). Th ese q uestions seem to be fundamental from several different points of view.
The problems for estimating completely continuous transformations seem to originate in the work of Gohberg and Krein [20] . They are also treated in their subsequent work, [26] and [27] , as well as in that of Macaev [19] , [24] . Some of the principal estimates seem to have been obtained from theorems connecting the growth and zeros of entire functions. The following estimate, which is of the same nature, is obtained purely by Hilbert space methods.
THEOREM XVI.
Let T be a densely defined transformation in a Hilbert space S such that T* has the same domain as T and T -T* has a completely continuous extension. where (a,) is an orthogonal set in X, indexed by the odd integers, I/ ak+2 11 < I/ ak 11 for k > 0, 11 akp2 I/ < II ak Ilfor k < 0, and (34) for every k. Note that the hypotheses of the theorem require that the eigenvalues of i(T* -T) all be positive (or zero). Can a similar estimate be given when negative eigenvalues are present ? The Macaev estimate now follows by an ingenious duality (which he ascribes to Lidski'). Macaev states only (A), and then when T has a real spectrum. But (B) and (C) are easily deduced from it. We will use these alternative formulations below to give a new proof of bis existence theorem. Since T may have a nonzero spectrum, the duality method he uses must be modified in the following way. (The spur of an operator is germanic for its trace.) (We use it only in finite dimensional spaces.) Macaev [19] states his existence theorem under the hypothesis that the transformation T has a real spectrum, but it is true under the sole condition that T ~-T* is of Macaev class. He derives the theorem from a complicated estimate of resolvents, which is stated without proof. But the theorem is a direct consequence of his fundamental estimate, Theorem XVII, at least in the alternative formulations (B) and (C).
THEOREM XVIII. Let T be a densely defined transformation in a Hilbert space X such that T* has the same domain as T and T -T* has a completely continuous extension of Macaev class. Then if h is a given real number, there exists a closed subspace M of 2, which is invariant under the resolvents of T and which cleaves the spectrum of T at h.
The proof is similar to that of Theorem XV except for an additional estimate. We will now recast the existence theorem in a more useful form and show that it is a best possible result of its kind. To do this we will first prove a comparison theorem for invariant subspaces. Let T be a densely defined transformation in a Hilbert space .Z such that T* has the same domain as T and T -T" has a completely continuous extension of Macaev class. Then the union of the spaces which cleave the spectrum of T is dense in ~9, and the intersection of these spaces contains no nonxero element.
A consequence is that the cleaving subspaces can be described by continuity properties of the resolvents.
COROLLARY.
Under the hypotheses of the theorem, a su#czent condition that an element f of fl belong to the largest subspace which cleaves the spectrum at h is that (T -x)-l f have a continuous extension in the half-plane x > h.
The condition is obviously necessary. Macaev's existence theorem is stated on the hypothesis that T is, in a technical sense, nearly self-adjoint. A similar theorem holds when T is nearly unitary. THEOREM XXI. Let T be an everywhere defked and bounded transformation in a Hilbert space JF, which has an everywhere dejked and bounded inverse. Suppose that T*T -1 is of Macaev class. Let 01 be a given real number,: 0 < a! < ST. Then there exists a closed subspace &Z of &, which is invariantunder T and T-l, such that the restriction of T to A? has its spectrum in the sector -01 < 19 < 01, and the restriction of T* to the orthogonal complement of A has its spectrum in the complementary sector ct < 0 < 27r -01.
The same conclusion is known to hold under different hypotheses in which the complete continuity of T*T -I is not required. The new hypothesis is then the convergence of I + rP)-l log+ 11 Tn 11.
--a,
(See Wermer [30] , who however proves a weaker result.) The sum need not converge under the hypotheses of Theorem XXI since there is no restriction there on the spectrum of T. Nevertheless we conjecture that the sum is finite in the cases in which the spectrum of T lies in the unit circle 1 z 1 = 1. What is the best possible estimate for !I T" /I in this case, in terms of the eigenvalues of T*T -1 ?
We do not know the answer. Another unsolved problem is to relate the Macaev theory to other existence theorems which occur in the theory of entire functions. It would be of great interest to have general existence theorems which contain, say, Theorem VII of [25] as a special case. (See the remarks at the end of that paper.)
We will now apply the methods of [25] to show that Theorem XXI is a best possible result of its kind. (Better theorems might however be obtained with hypotheses of a different nature. The subject is not closed.) THEOREM 
XXII.
Let A be a completely continuous, selfadjoint transformation in a Hilbert space X, such that /I A /I < 1 and A is not of lMacaev class. Suppose that A has kernel zero unless the number of positive or of negative eigenvalues isfinite, in which case the dimension of the kernel of A is to be countably in.nite. Then there exists an everywhere de$ned and bounded transformation T in 2, which has an everywhere dejned and bounded inverse, such that T * T -1 = A, and the restriction of T to every nonzero closed subspace &I, which is invariant under T and T-l, has the full unit circle / z 1 = 1 as its spectrum.
In the remainder of the paper we will use the known invariant subspaces to obtain integral representations of given transformations. The original representation is due to LivSic [31], who supposes that T -T* is of trace class. The trace class hypothesis is so natural in his presentation, that it took some time to realize the results are true more generally. A new technique was introduced by SahnoviE [32], who obtains the representation when T -T* is of Schmidt class. A further generalization is claimed by Schwartz [33] when the eigenvalues of T -T* have summable pth powers. But his results are contained implicitly in prior ones of Macaev, which we now present. Doklady papers are terse, and it is often necessary to read several to obtain the full meaning of any one. Although Macaev does not state an integral representation, such a representation follows from the work because of the previous theory of Gohberg and Kre:n [20] . These consequences are clearly stated by Brodskii [34] . We discuss them now only to show how they can be generalized for transformations with nonreal spectrum. The integral representations are generalizations of a representation of transformations in finite dimensional spaces. An everywhere defined transformation T in a finite dimensional Hilbert space 2 always has invariant subspaces. There is at least one invariant subspace of dimension k for every number k = 0, 1, 2, '.., which does not exceed the dimension of YL". It is possible to make a choice of a K-dimensional subspace for every k so that the resulting family of subspaces is totally ordered (by inclusion). If Pk is the (orthogonal) projection into the kth subspace of this family, then the family of projections will satisfy the inequalities (36), and the projections Pk -P,-, will have one-dimensional range for every k. If e, is the choice of an element of norm 1 in the range of Pk -Pkml , the family (ek) will form an orthonorma1 basis for S. The transformation T will have a matrix representation with respect to this basis. That is, there will exist numbers (Tij) such that T = E T,eigj . These numbers are in fact given explicitly by T<j = t$Tej .
In this notation the action of Ton e, is Te, = E Ti,ei , where the summation is on i. Since ek belongs to the range of Pk and since the range of Pk in invariant under T, we must have Tik = 0 when i > k. In other words, the matrix (Tij) has zeros below its main diagonal. The adjoint T* of T has the matrix representation T = C Fj;eifj. An obvious calculation will now show that T = 2 kk(pk -P,-,) + 2 9 (Prc + p,-I) (T -T*) (pk -PM)
if the coefficients h, are suitably chosen real numbers. In fact, h, is the real part of T,, . Formula (41) is verified by showing that left and right sides have the same action on each basic vector ei . The general case of the formula follows by linearity. Formula (41) is the integral representation of a transformation in a finite dimensional space. This representation is equivalent to the fact that a transformation in a finite dimensional space has a matrix representation with zeros below the main diagonal for some orthonormal basis in the space. The significance of the zeros is that they allow one to exhibit a totally ordered family of invariant subspaces for the matrix as a transformation. If the action of the matrix is on column vectors, the kth invariant subspace is given by the set of all column vectors which have zeros below the kth entry.
When a matrix has zeros below the main diagonal, the determinant of the matrix is the product of its diagonal entries. Therefore, when a matrix has zeros below the main diagonal the spectrum of the associated transformation is equal to the set of diagonal entries of the matrix. It follows that when a transformation T has the representation (41), the numbers (h,) are the projection of its spectrum on the real axis. A corollary of this representation is that T = H + S, where H = C h,(P, -Pkel) is a self-adjoint transformation, whose spectrum is the projection of the spectrum of T on the real axis, and S = 2 + (Plc + P,-,) (T -T*) (P, -Pz+-I) is still valid. Any integration theory of nonself-adjoint transformations involves, at least implicitly, three distinct topics: (a) the uniqueness of transformations having given invariant subspaces, (b) the existence of sufficiently many invariant subspaces to characterize given transformations, and (c) the existence of transformations having given invariant subspaces. The actual definition of an integral as a limit of finite sums is only one aspect of the integration theory, and falls under topic (c). Before one can consider such sums, one must have a conception of what one wants, as discussed under topic (a). On the other hand, the characterization given under topic (a) is of little use if it is not satisfied for some large class of transformations, as described under topic (b). When the Macaev hypotheses are satisfied, it is possible to construct an integration theory which is satisfactory from each of these different points of view.
In stating the results we will use the known integral representation of selfadjoint transformations.
If H is a self-adjoint transformation in a Hilbert space Z, there exists an invariant subspace which cleaves the spectrum of H at any given real number X. If P(x) is the projection of 2' into this invariant subspace, then P(X) is a nondecreasing projection valued function of real x such that P(-co) = 0 and P(+ co) = I. The transformation H has an integral representation of the form H = J-'m t dP(t). The infinite integral is defined as a limit of finite integrals s" tdP(L)y The finite integral is taken as a limit of Stieltjes sums and convergecin the operator norm to an everywhere defined and bounded transformation.
The infinite integral is defined by j+" t dP(t)f = lim J* t dP(t)f --m a in the metric of Z whenever the limit exists. In general the transformation H is only partially defined, but it is densely defined, and its adjoint is equal to itself. The integral representation of nonself-adjoint transformations is similar except that there is now no natural way to parametrize the cleaving subspaces. The trouble is that there may exist many essentially different subspaces which cleave the spectrum at any given point. (In the case of self-adjoint transformations the cleaving subspaces are unique except for the location of eigenvectors for the eigenvalue at the point of cleavage. The choice of cleaving subspace does not affect the resulting integral.) The integral representation in the nonself-adjoint case requires an arbitrary choice of a totally ordered family of cleaving subspaces, and the subspaces must be given a convenient parametrization. Before we can consider these questions, we must restate the representation of self-adjoint transformations in a more flexible terminology.
We will now consider nondecreasing, projection valued functions P(X) which are not defined for all real X. The values of x for which P(X) is defined then need a name. Such values of x will be called regular points for the family of projections. In all cases we will suppose that the regular points form a nonempty, closed set of real numbers. By a gap in the regular points, we mean an interval (a, b) which has regular end points and which contains no regular points in its interior. We will also call a half-line (-co, LZ) a gap if a is regular and if there are no regular points to the left of a. Similarly for a half line (b, co). By P(x +) we mean the projection into the intersection of the ranges of the projections P(t), where t is regular and t > X. (This quantity is defined only if there are regular points to the right of x.) By P(x -) we mean the projection into the closure of the union of the ranges of the transformations P(t), where t is regular and t < X. (This quantity is defined only if there are regular numbers less than x.) We will always suppose that P(x -) and P(x +) belong to the family of projections whenever they are defined. By P( -CD) we mean the projection into the intersection of the ranges of the projections P(X). By P(+ co) we mean the projection into the closure of the union of their ranges. We will always suppose that P(-co) = 0 is the zero projection and that P( + co) = 1 is the identity projection. We will call such a function P(X) a (partially defined) resolution of the identity. (The definition is that of Stone [4] except that we do not require P(X) to be defined for all x and we do require P(x +) and P(x -) to be in the family.)
Now let h(x) be a nondecreasing function of real x which is continuous on the left and is constant in every gap. We allow the values of the function to be infinite, but only in infinite gaps. Then J+m h(t) D(t) has a natural interpretation as a Stieltjes integral. The definition:f this transformation proceeds through the consideration of finite integrals l" h(t) d'(t), where a < b are regular points at which h(x) is finite. Each such &rite integral is an everywhere defined transformation. Its action on an element f of the Hilbert space is taken to be the limit of the Stieltjes sums corresponding to partitions of the interval [a, b] in regular points. The limit is taken in the Hilbert space metric as the essential mesh of the partition goes to zero. The essential mesh is the maximum length of intervals (t,-, , tk) which are not gaps. (The mesh is taken to be zero if all the intervals are gaps.)
The infinite integral is now the transformation defined (partially) by Jtm h (t) dP(l)f = lim Ib h (t) dP(t)f -03 a whenever the limit on the right exists in the Hilbert space metric. The transformation so defined is self-adjoint. Its resolvents are the transformations J-T: (h(t) -w)-' dP( ) t , w h ere the integral is given a similar interpretation. Now consider a densely defined transformation T such that T* has the same domain as T and T -T* is bounded. Let d be the unique self-adjoint extension of Bi(T* -T). We will say that a resolution of the identity P(z) is a spectral resolution of T under the following conditions:
The range of P(u) is invariant under the resolvents of (T -w)-1 for every regular number a when / u: -W / > 11 T -T* //.
(B) There exists a nondecreasing function h(x), which is constant in every gap, such that the range of P(u) cleaves the spectrum of T at h(a) for every regular number a.
(C) For every finite gap (a, b), the transformation coincides with some constant multiple of P(b) -P(a). The function h(x) which arises here will be called a spectral function for T in the resolution P(x). The function is uniquely determined only at its points of continuity.
We choose it for uniqueness so that it is continuous on the left. The function may be infinite in infinite gaps. Conditions (A) and (B) for a spectral resolution are naturally derived from the preceding discussion. Condition (C) is a hypothesis which makes it unnecessary to use a maximal family of invariant subspaces (as is assumed in Russian work). In practice the hypothesis is usually obtained by constructing a maximal family. The conception of an integration theory requires that transformations can be characterized through their invariant subspaces. The following characterization depends on the existence of a completely continuous transformation S which we construct later.
THEOREM XXIII.
Let T be a densely defined transformation in a Hilbert space Z such that T* has the same domain as T and T -T* is bounded. Let P(x) be a spectral resolution of T corresponding to the spectral function h(x). Suppose that P(x) is also the spectral resolution of a completely continuous transformation S having imaginary spectrum. If T -T* C S -S*, then T = S + H where H = J'" h(t) dP(t).
A spectral resolution alw:ys exists if T -T* has a completely continuous extension and if there are sufficiently many invariant subspaces which cleave the spectrum of T. Let T be a densely de$ned transformation in a separable Hilbert space Z such that T* has the same domain as T and T -T* C 2iA, where A is a completely continuous transformation.
Suppose that for each real number h, there is given an invariant subspace A(h) which cleaves the spectrum of T at h. Suppose that &(h,) C &(h,) whenever h, < h, . Suppose that the union of these subspaces is dense and that their intersection contains no nonxero element. Then there exists a spectral resolution P(x) of T.
The integration theory is now completed by showing the existence of transformations, having imaginary spectrum, which have a given resolution of the identity as their spectral resolution. (The corresponding spectral function is then identically zero.) THEOREM XXV. Let P(x) be a given resolution of the identity in a Hilbert space % and let A b e a given, bounded, self-adjoint transformation.
If A is of Macaev class, the integral S = 2i j +m P(t) AdP(t) --a, converges in the operator norm. It represents a completely continuous tramformation S, having imaginary spectrum, such that S -S* = 2iA and the range of P(a) is invariant under S for every regular number a.
The infinite integral is defined as the limit of finite integrals Jb P(t) AdP(t), where the limit is taken through regular points a < b. The fitite integrals are defined as the limits of Stieltjes sums z: + P(tk) + P(L-l)l d FY4J -w+Jl corresponding to partitions a = t, < t, < .*-< t, = b of the interval (a, b) in regular points. The limit in the definition of the finite integrals is taken as the essential mesh of the partitions goes to zero. All the limits are taken in the operator norm.
Note that the hypotheses of the last three theorems are satisfied if T is a densely defined transformation such that T* has the same domain as T and T -T* C 2iA has a completely continuous extension of Macaev class. In this case the conclusion of Theorem XXIII can be written T= j+z h(t) dP(t) + 2i j'm P(t) AdP(t).
--m --m
This representation is analogous to (41) for transformations in finite dimensional spaces, to which it reduces in that case. The integral representation of a nonself-adjoint transformation is equivalent to a continuous product representation of its characteristic operator function. For lack of space we have not included this equivalence, which has been important in our thinking about the problem. It is worked out by Brodskii [34-361, to whom we are indebted generally in our discussion.
Since the integral representation of nonself-adjoint transformations requires a choice of invariant subspaces, it is not uniquely determined by the transformation.
An unsolved problem is to determine the remaining invariant subspaces of a transformation given in the form (42). Another unsolved problem is to determine the relationship between two different representations of the same transformation.
The essential cases of these problems occur when the transformations have imaginary spectra, so that the first term on the right of (42) is absent. In these cases the problems are equivalent to factorization problems for the characteristic operator functions.
Since the nonreal points in the spectrum are eigenvalues, it is sufficient to study transformations which have the origin as the only point in the spectrum. The problems can then be reformulated as problems for entire functions since M(Z) is then an entire function of z-l.
The only general result known for the problem is given by Theorem VI of 181. The theorem is stated for entire functions and should be read in relation to the notation of [3] , rather than that of the present paper. The theory gives a determination of the invariant subspaces of a bounded transformation T when the origin is the only point in the spectrum, the range of T -T* is at most two dimensional, and both nonzero eigenvalues of T -T* do not lie on the same side of the real axis.
The integral representation of nonself-adjoint transformations is a generalization of the expansion theorem for Hilbert spaces of entire functions (Theorem III of [7] ). But in this case the representation does not contain the full results of [7] . The trouble is that present work is based on the study of nonself-adjoint transformations. The right concept is that of a symmetric transformation and its extensions. There should be a more general integral representation associated with symmetric transformations. Such a representation is needed to clarify the eigenfunction expansions associated with the Schrodinger equation. The correct expansion should be a generalization of the Fourier transformation and it should be stated in terms of entire functions. See [17] for the entire function point of view in eigenfunction expansions. We believe it is the one relevant for the needs of quantum mechanics.
Proofs of theorems are given in Part III of the paper. 
