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Abstract
A four-stage Hermite–Birkhoff–Obrechkoff method of order 14 with four quantized variable steps, denoted by HBOQ(14)4,
is constructed for solving non-stiff systems of first-order differential equations of the form y′ = f (t, y) with initial conditions
y(t0) = y0. Its formula uses y′, y′′ and y′′′ as in Obrechkoff methods. Forcing a Taylor expansion of the numerical solution to agree
with an expansion of the true solution leads to multistep- and Runge–Kutta-type order conditions which are reorganized into linear
Vandermonde-type systems. To reduce overhead, simple formulae are derived only once to obtain the values of Hermite–Birkhoff
interpolation polynomials in terms of Lagrange basis functions for 16 quantized step size ratios. The step size is controlled by a
local error estimator. When programmed in C++, HBOQ(14)4 is superior to the Dormand–Prince Runge–Kutta pair DP(8,7)13M
of order 8 in solving several problems often used to test higher order ODE solvers at stringent tolerances. When programmed in
Matlab, it is superior to ode113 in solving costly problems, on the basis of the number of steps, CPU time, and maximum global
error. The code is available on the URL www.site.uottawa.ca/˜remi.
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1. Introduction
In this paper, an explicit four-step Obrechkoff method [14] and a four-stage Runge–Kutta method of order 4 are
cast into a four-stage four-step Hermite–Birkhoff–Obrechkoff method of order 14 with quantized step size. This new
method, named HBOQ(14)4, is designed for solving non-stiff systems of first-order initial value problems of the form
y′ = f (t, y), y(t0) = y0, where ′ = ddx , (1)
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in the case where y′′ and y′′′ can be calculated analytically or recursively, for instance, in dynamical systems [1,16,2,
8,3,19]. Its name comes from the fact that the method uses Hermite–Birkhoff interpolation polynomials and values of
y′, y′′, y′′′ like Obrechkoff methods. The link between the two types of methods is that values at off-step points are
computed by means of predictors which use values at previous points [12].
Forcing a Taylor expansion of the numerical solution to agree with an expansion of the true solution leads to
multistep- and Runge–Kutta-type order conditions which are reorganized into linear Vandermonde-type systems.
Solutions of these systems are calculated only once for 16 quantized values of the ratio hQn+1/h
Q
n , where h
Q
n is
the quantized step size from xn−1 to xn . To reduce CPU time, hQn+1 is kept constant for three consecutive steps. The
first four steps are calculated by a one-step self-starting method of order 7.
It is found that the C++ version of HBOQ(14)4 requires fewer steps and less CPU time than the Dormand–Prince
Runge–Kutta pair DP(8,7)13M of order 8 [15] on several problems often used to test higher order ODE solvers. The
Matlab version of HBOQ(14)4 is superior to Matlab’s ode113 in solving costly problems on the basis of the number
of steps, CPU time, and maximum global error.
Section 2 introduces a variable step HBOQ(14)4. Order conditions are listed in Section 3. In Section 4, HBOQ(14)4
is represented in terms of Vandermonde-type systems. In Section 5, 16 quantized step sizes lead to 16 Vandermonde
systems to be solved only once. Section 6 considers the region of absolute stability of a constant step HBOQ(14)4
and its principal local truncation error coefficients. In Section 7, several criteria are used to compare the numerical
performance of HBOQ(14)4, DP(8,7)13M and ode113.
2. Variable step HBOQ(14)4
The defining formulae of HBOQ(14)4 depend on three variable backstep points and four off-step points, which, in
this paper, are taken to be
c1 = 0, c2 = 13 , c3 =
2
3
, c4 = 1. (2)
This choice, which is based on extensive numerical experimentation, is simple and involves only two new points, thus
reducing computation time.
Our HBOQ(14)4 requires the following five formulae to perform the integration step from xn to xn+1, where, for
notational simplicity, c1 = 0 is used in the summations and c4 is used instead of its value 1 to keep track of it and
distinguish the values yn+c4 and fn+c4 from yn+1 and fn+1, respectively.
For ` = 2, 3, 4, Hermite–Birkhoff polynomials (HBP) of degree 10 + ` are used as predictors P` to obtain yn+c`
to order 12,
yn+c` = yn + hn+1
[
`−1∑
j=1
a`j fn+c j +
3∑
j=1
β`j fn− j
]
+ h2n+1
3∑
j=0
γ`j f
′
n− j + h3n+1
3∑
j=0
δ`j f
′′
n− j . (3)
An HBP of degree 15 is used as integration formula IF to obtain yn+1 to order 14,
yn+1 = yn + hn+1
[
4∑
j=1
b j fn+c j +
3∑
j=1
β1 j fn− j
]
+ h2n+1
3∑
j=0
γ1 j f
′
n− j + h3n+1
3∑
j=0
δ1 j f
′′
n− j . (4)
An HBP of degree 15 is used as step control predictor P5 to control the step size, hn+2, and obtain y˜n+1 to order 13,
y˜n+1 = yn + hn+1
[
3∑
j=1
a5 j fn+c j + a54 fn+1 +
3∑
j=1
β5 j fn− j
]
+ h2n+1
3∑
j=0
γ5 j f
′
n− j + h3n+1
3∑
j=0
δ5 j f
′′
n− j . (5)
We note that f ′n and f ′′n are computed only once per step at xn .
The off-step points of HBOQ(14)4 satisfy the following Runge–Kutta-type simplifying conditions:
ci =
i−1∑
j=1
ai j +
3∑
`=1
βi`, i = 2, 3, 4. (6)
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3. Order conditions for HBOQ(14)4
As in similar searches for ODE solvers, we impose the following simplifying assumptions [6,11] on HBOQ(14)4:
i−1∑
j=1
ai jc
k
j + k!Bi (k + 1) =
1
k + 1 c
k+1
i ,
{
i = 2, 3, 4,
k = 0, 1, 2, . . . , 11, (7)
where
Bi ( j) =
3∑
`=0
βi`
η
j−1
`+1
( j − 1)! +
3∑
`=0
γi`
η
j−2
`+1
( j − 2)! +
3∑
`=0
δi`
η
j−3
`+1
( j − 3)! ,
{
i = 2, 3, 4,
j = 0, 1, 2, . . . , 14, (8)
and
η1 = 0, η j = − 1hn+1 (tn − tn+1− j ) = −
1
hn+1
j−2∑
i=0
hn−i , j = 2, 3, 4. (9)
There remain the following equations to be solved:
4∑
i=1
bic
k
i + k!B1(k + 1) =
1
k + 1 , k = 0, 1, . . . , 14, (10)
4∑
i=2
bi
[
i−1∑
j=1
ai j
c12j
12! + Bi (13)
]
+ B1(14) = 114! , (11)
4∑
i=2
bi
ci
14
[
i−1∑
j=1
ai j
c12j
12! + Bi (13)
]
+ B1(15) = 115! , (12)
4∑
i=2
bi
[
i−1∑
j=1
ai j
(
j−1∑
k=1
a jk
c12k
12! + B j (13)
)
+ Bi (14)
]
+ B1(15) = 115! , (13)
where
B1( j) =
3∑
i=0
β1i
η
j−1
i+1
( j − 1)! +
3∑
i=0
γ1i
η
j−2
i+1
( j − 2)! +
3∑
i=0
δ1i
η
j−3
i+1
( j − 3)! , j = 1, . . . , 15. (14)
We note that Eq. (10), for k = 0, 1, . . . , 12, are multistep-type order conditions. On the other hand, Eq. (10) for
k = 13, 14 and Eqs. (11)–(13) are Runge–Kutta-type order conditions. The numbers B1(k), B2(k), B3(k) and B4(k)
are associated with IF, P2, P3 and P4, respectively.
4. Vandermonde-type formulation of HBOQ(14)4
The Vandermonde-type formulation of HBOQ(14)4 will be constructed by means of leading parts of the following
matrices and vectors written with the Matlab colon “:” notation:
M(1 : 15, 1 : 12) =

1 0 0 1 0 0 · · · 1 0 0
0 1 0 η2 1 0 · · · η4 1 0
0 0 1 η22/2! η2 1 · · · η24/2! η4 1
0 0 0 η32/3! η22/2! η2 · · · η34/3! η24/2! η4
...
...
0 0 0 η142 /14! η132 /13! η122 /12! · · · η144 /14! η134 /13! η124 /12!

, (15)
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N j (1 : 15) =
[
ci−1j
(i − 1)!
]
, i = 1, 2, . . . , 15, ci−11 = 1, (16)
vi (1 : 11) = [γi0, δi0, βi1, γi1, δi1, . . . , βi3, γi3, δi3]T , (17)
and
r j (1 : 15) =
[
cij
i !
]
, i = 1, 2, . . . , 15, ci1 = 1. (18)
4.1. The integration formula IF
The 15× 15 system for IF in (4) is
[M(1 : 15, 1 : 12], N4(1 : 15), N3(1 : 15), N2(1 : 15)] [b1, v1(1 : 11), b4, b3, b2]T = r1(1 : 15). (19)
The leading error term of IF is[
3∑
j=1
β1 j
η15j+1
15! +
3∑
j=1
γ1 j
η14j+1
14! +
3∑
j=1
δ1 j
η13j+1
13! +
4∑
j=2
b j
c15j
15! −
1
16!
]
h16n+1y
16
n .
4.2. The predictor P2
The 12× 12 system for P2 in (3) with ` = 2 is
M(1 : 12, 1 : 12) [a21, v2(1 : 11)]T = r2(1 : 12). (20)
A truncated Taylor expansion, about xn , of the right-hand side of (3) with ` = 2 gives
15∑
j=0
S2( j)h
j
n+1y
( j)
n
with coefficients
S2( j) =

c j2
j ! , j = 1, 2, . . . , 12,
3∑
i=1
β2i
η
j−1
i+1
( j − 1)! +
3∑
i=0
[
γ2i
η
j−2
i+1
( j − 2)! + δ2i
η
j−3
i+1
( j − 3)!
]
, j = 13, 14, 15.
(21)
The leading error term of P2 is[
S2(13)− c
13
2
13!
]
h13n+1y
(13)
n .
4.3. The predictor P3
The 13× 13 system for P3 in (3) ` = 3 is
[M(1 : 13, 1 : 12), N2(1 : 13)] [a31, v3(1 : 11), a32]T
=
 r3(1 : 12)1
(1− c3)b3
[
1
15! − (1− c2)b2S2(13)+ B1(14)− 14B1(15)
]  . (22)
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The 13th component of the right-hand side corresponds to the Runge–Kutta order condition (11) minus order condition
(12).
A truncated Taylor expansion, about xn , of the right-hand side of (3) ` = 4 gives
15∑
j=0
S3( j)h
j
n+1y
( j)
n
with coefficients
S3( j) =

c j3
j ! , j = 1, 2, . . . , 12,
a32S2( j − 1)+
3∑
i=1
[
β3i
η
j−1
i+1
( j − 1)! + γ3i
η
j−2
i+1
( j − 2)! + δ3i
η
j−3
i+1
( j − 3)!
]
, j = 13, 14, 15.
(23)
4.4. The predictor P4
The 14× 14 system for P4 in (3) ` = 5 is[
M(1 : 14, 1 : 12),
[
N3(1 : 13)
S3(13)
]
,
[
N2(1 : 13)
S2(13)
]]
[a41, v4(1 : 11), a43, a42]T
=

r4(1 : 12)
1
b4
[
1
14! − b2S2(13)− b3S3(13)− B1(14)
]
1
b4
[
1
15! − b2S2(14)− b3S3(14)− B1(15)
]
 . (24)
The 13th and 14th components of the right-hand side correspond to the Runge–Kutta order conditions (11) and (13)
respectively.
A truncated Taylor expansion, about xn , of the right-hand side of (3) ` = 4 gives
15∑
j=0
S4( j)h
j
n+1y
( j)
n
with coefficients
S4( j) =

c j4
j ! , j = 1, 2, . . . , 12,
a43S3( j − 1)+ a42S2( j − 1)+
3∑
i=1
[
β4i
η
j−1
i+1
( j − 1)! + γ4i
η
j−2
i+1
( j − 2)! + δ4i
η
j−3
i+1
( j − 3)!
]
,
j = 13, 14, 15.
(25)
Predictors Pi for i = 2, 3, 4 are of order 12 since their Taylor coefficients satisfy the order conditions Si ( j) = c ji /j !
for j = 1, 2, . . . , 12 as given in (21), (23) and (25), respectively.
4.5. The step control predictor P5
The 15-vector of the reordered coefficients of P5 in (5) is
u˜5 = [a51, v5(1 : 11), a54, a53, a52]T .
By setting a54 = b4 + ω4 and a53 = b3 + ω3, u˜5 is reduced to the 13-vector u5 which is the solution of the system of
order conditions
[M(1 : 13, 1 : 12), N2(1 : 13)]u5 = s5(1 : 13), (26)
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where
s5(i) = 1i ! −
4∑
j−3
(b j + ω j )
ci−1j
(i − 1)! , i = 1, 2, . . . , 13,
and ω4 6= 0 and ω3 6= 0 can be chosen arbitrarily. For any such choice, P5 yields y˜n+1 to order 13. After numerical
experimentation, a good choice was found to be ω4 = −0.025 and ω3 = 0.029.
5. Quantized step size
Since the parameters c2, c3 and c4 of HBOQ(14)4 are fixed, the method depends only on hn+1 and on the current
and three previous nodes, xn, xn−1, xn−2, xn−3, which determine η2, η3, η4 in (9).
To increase the efficiency of the method, the step sizes are quantized to 16 levels. Let hQn be the quantized step size
from xn−1 to xn . For given tolerance TOL, the step size hn+1 = hnew from xn to xn+1 is calculated using the formula
(see [9]):
hnew = min
{
hmax, β hold
[
TOL
‖yn − y˜n‖∞
]1/κ
, 4 hQn
}
, (27)
with κ = 14 and safety factor β = 0.64.
The quantized step size hQn+1 is determined by the two ratios
r = hn+1
hQn
, rQ = h
Q
n+1
hQn
, (28)
where rQ is determined by the following 16 rules:
r ∈ (0, 0.15)⇒ rQ = 0.1,
r ∈ [s − 0.05, s + 0.05)⇒ rQ = s, s = 0.2 : 0.1 : 1.2,
r ∈ [1.25, 1.4)⇒ rQ = 1.3,
r ∈ [s − 0.1, s + 0.1)⇒ rQ = s, s = 1.5 : 0.2 : 1.9.
To reduce the number of combinations to 16, the method uses three consecutive equal step sizes, hQn+1 = hQn+2 = hQn+3
so that
η2 = − 1rQ , η3 = −
2
rQ
, η4 = − 3rQ , from xn to xn+1,
η2 = −1, η3 = −r
Q + 1
rQ
, η4 = −r
Q + 2
rQ
, from xn+1 to xn+2,
η2 = −1, η3 = −2, η4 = −2r
Q + 1
rQ
, from xn+2 to xn+3.
(29)
It will therefore suffice to solve (19), (20), (22), (24) and (26) only once for the coefficients of IF, P2, P3, P4 and P5
successively for the 16 values of rQ . Then these coefficients are stored in matrix form in the HBOQ(14)4 system and
used to advance the solution by three equal steps. This leads to a reduction in overhead (CPU time) with a very slight
increase in the number of function evaluations.
We summarize the procedure to advance integration from xn to xn+3 (a different procedure is used to get the starting
values, see later).
(a) The three consecutive step sizes, hn+1 = hn+2 = hn+3, are obtained by (27).
(b) These step sizes are quantized to hQn+1 = hQn+2 = hQn+3 by (28).
(c) The values yn+ j+c2 , yn+ j+c3 , yn+ j+c4 , yn+ j+1, and y˜n+ j+1 are obtained successively by formulae (3)–(5), for
j = 0, 1, 2, with precomputed coefficients whose locations in the matrix of the system are determined by rQ . The
current quantized step sizes are used to compute the new error estimate ‖yn+3 − y˜n+3‖∞.
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Fig. 1. Unscaled region of absolute stability, R, of HBOQ(14)4 (α = −0.7).
(d) If ‖yn+3 − y˜n+3‖∞ is smaller than the chosen tolerance TOL, then the quantized step sizes are accepted and
the program goes to (a) with n replaced by n + 3. Otherwise the program returns to (a) with smaller step
hold = 0.7hn+1.
6. Region of absolute stability and principal error term
The region of absolute stability, R, of HBOQ(14)4 is numerically approximated by applying P2,P3,P4 and IF,
with constant h, to the linear test equation
y′ = λy, y0 = 1.
This gives the difference equation and the corresponding characteristic equation
4∑
j=0
γ j yn+ j = 0,
4∑
j=0
γ jr
j = 0, (30)
respectively. A complex number λh is in R if the four roots of the characteristic equation satisfy the root condition
|rs | ≤ 1 provided the multiple roots satisfy |rs | < 1. The method used to find R is similar to the one used for k-step
multistep methods (see [7, pp. 378–380]). The region R is symmetric with respect to the real axis and its upper half is
shown in gray in Fig. 1. The unscaled interval of absolute stability is (α, 0) = (−0.70, 0). It is seen that HBOQ(14)4
has a larger scaled interval of absolute stability (−0.116, 0) than the Adams–Bashforth–Moulton methods of orders
12 (−0.11, 0) and 13 (−0.03, 0) in PECE mode [17, pp. 139–140].
The principal local error term of HBOQ(14)4 is[
δ {2 f 13}2
]
h15, (31)
expressed in terms of elementary differentials defined in [5,10,7]. The principal local truncation coefficient of the
principal error term is δ = −1/20991948321.
7. Numerical results
The four starting values for HBOQ(14)4 are calculated by a one-step Hermite–Birkhoff–Taylor method, HBT(7)6S,
of order 7 found in [13]. The initial step size, h1, is chosen by a method similar to items (a)–(f) of [7, p. 169] and the
next three equal steps are h2 = h3 = h4 = h1. The four starting steps are accepted if the estimated error, ‖y4− y˜4‖∞,
calculated using HBT(7)6S, is smaller than the initial tolerance TOLinit = TOL/500. Otherwise, the program retries
with a smaller initial step by means of formula (27) with hold = 0.7 hQ1 , TOLinit, κ = 6 and safety factor β = 0.9. Our
numerical testing showed that with such a small value of TOLinit, the errors in the starting values had an insignificant
effect on the integration error and step size selection. In fact, our testing showed that the value TOLinit was very
conservative.
Our numerical tests were performed in C++ and Matlab on a Mac with a dual 2.5 GHz PowerPC G5 and 4 GB
DDR SSRAM running under Mac OS X Version 10.4.7 and Matlab Version 7.0.4.352 (R14) Service Pack 2.
The global error of a numerical solution was calculated as the difference between the solution and a reference
solution found using DP(8,7)13M or ode113 as appropriate with the stringent tolerance of 5× 10−14. The CPU time
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Fig. 2. log10 GE as a function of CPU time.
for a prescribed GE was calculated from a linear least squares fit to the CPU time for a set of values to TOL. The CPU
time is in seconds.
In the summaries below, we use GE to denote the maximum of the norm of the global error across an interval of
integration. Some of our test problems are Hamiltonian systems. For these, EE denotes the maximum of the magnitude
of the relative error in the Hamiltonian, and JE denotes the corresponding error for the angular momentum.
7.1. HBOQ(14)4 against DP(8,7)13M
In this subsection, we present four sets of comparisons between HBOQ(14)4 and DP(8,7)13M written in C++.
The first set of comparisons is on the test problems:
• dynamical systems: a problem in artificial satellite theory [3,1,19], a problem in Galactic dynamics [2], and the
He´non–Heiles problem [8],
• DETEST problems: growth problem of two conflicting populations B1, Euler equations B5, Kepler’s two-body
problems D1–D5, and Van der Pol’s equation E2 with  = 1 [9].
In Fig. 2, log10 GE is plotted as a function of the CPU time for eight of the 11 problems. The results for
the remaining three problems were similar. We observe that HBOQ(14)4 uses a similar amount of CPU time
as DP(8,7)13M at relaxed tolerances, and significantly less CPU time at stringent tolerances. The latter result is
something we expected given HBOQ(14)4 is of a lot higher order than DP(8,7)13M.
Our next set of comparisons is also of the CPU time, this time using the percentage efficiency gains (PEGs) of
Sharp [18]. These gains are an estimate of how much less CPU time, expressed as a percentage, one method uses
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Fig. 3. log10 (EE) as a function of the CPU time for Kepler’s two-body problem with eccentricities of 0.99 and 0.999999. The interval of integration
is [0, 400pi ].
Table 1
The average of the percentage efficiency gains calculated from the CPU time and GE
Problem Range of GE CPU PEG (%)
Eq. main prob. [1e−3,1e−11] 54
Galactic dynamics [1e−3,1e−9] 60
He´non–Heiles [1e−4,1e−13] 146
Growth problem B1 [1e−3,1e−12] 71
Euler equations B5 [1e−3,1e−12] 77
Kepler D1 (e = 0.1) [1e−3,1e−12] 121
Kepler D3 (e = 0.5) [1e−3,1e−12] 73
Kepler D5 (e = 0.9) [1e−3,1e−9] 71
Van der Pol E2 [1e−3,1e−12] 48
The second column gives the range of GE over which the average was calculated.
compared with another. The gains thus complement the results shown in Fig. 2. Further details about PEGs can be
found in [18].
In Table 1, we have listed the average PEGs for each of nine problems, where the average is calculated over the
range of GE given in the second column of the table. A positive value means HBOQ(14)4 is more efficient than
DP(8,7)13M. For example, with problem B5, the average PEG is 77. This means DP(8,7)13M used, on average,
approximately 77% more CPU time than HQOQ(14)4 across the specified range of GE. We observe from Table 1
that the average PEGs are all significantly positive, which means HBOQ(14)4 uses significantly less CPU time
than DP(8,7)13M over the specified ranges of GE. The ranges in column two are problem dependent because the
dependence of GE on TOL is problem dependent.
For Hamiltonian systems, the error EE in the Hamiltonian H can be used to measure the accuracy of a numerical
solution. In Fig. 3, log10 (EE) is plotted as a function of the CPU time for Kepler’s two-body problem with
eccentricities of 0.99 and 0.999999. The interval of integration is [0, 400pi ]. The Hamiltonian for the problem is
HKepler = 12
(
y23 + y24
)
−
(
y21 + y22
)−1/2
. (32)
A high eccentricity forces an integration method to vary the step size considerably around an orbit if the integration
is to be reliable. These two problems thus provide a good test of the step size control of an integrator. We calculated
the average percentage efficiency gains from the CPU time and EE and found that DP(8,7)13M used 99% more CPU
time for an eccentricity of 0.99 and 60% more for an eccentricity of 0.999999. Collectively, the results in Fig. 3 and
the average PEGs shows our quantized step size control works well on these demanding problems.
Table 2 lists several numerical results related to the step control for the problems in hand on the time interval [0, t f ]
with set tolerance (TOL), namely, CPU time, number of function evaluations (NFE), number of failed attempts (REJ)
and maximum global error (GE) of HBOQ(14)4 and DP(8,7)13M. For HBOQ(14)4, NFE splits into the ratios 4/6,
1/6 and 1/6 between f , f ′ and f ′′, respectively.
It is seen from Table 2 that, generally, at moderate tolerance HBOQ(14)4 has a smaller GE by an order 10 with
slightly smaller CPU time and slightly fewer NFE’s than DP(8,7)13M, but for some problems the former method has
T. Nguyen-Ba et al. / Journal of Computational and Applied Mathematics 222 (2008) 608–621 617
Table 2
For each problem, time interval [0, t f ] and LT = log10(TOL), the table lists CPU time, number of function evaluations (NFE), number of failed
attempts (REJ) and maximum global error (GE) in corresponding left and right columns for HBOQ(14)4 and DP(8,7)13M, respectively
Problem LT HBOQ(14)4 and DP(8,7)13M
CPU time NFE REJ GE
Equat. main pr.
t f = 70
−04 1.30e−03 8.40e−04 1 616 1 196 15 16 2.02e−02 4.60e−02
−07 1.50e−03 1.48e−03 2 222 2 327 13 4 1.22e−06 8.93e−06
−10 2.00e−03 4.44e−03 2 984 7 072 1 0 2.02e−10 6.18e−11
Galactic dynamics
t f = 1000
−04 1.34e−02 9.40e−03 17 642 12 363 126 117 1.86e−02 9.73e−03
−07 1.78e−02 1.96e−02 25 322 28 457 136 0 2.18e−06 1.85e−05
−10 2.46e−02 6.16e−02 34 634 89 466 3 0 8.26e−10 5.80e−10
He´non–Heiles
t f = 70
−04 5.60e−04 4.20e−04 938 858 0 0 6.47e−07 2.74e−04
−07 6.70e−04 1.11e−03 1 394 2 613 0 0 4.41e−10 1.14e−08
−10 9.90e−04 3.42e−03 2222 8216 0 0 9.59e−14 4.71e−13
B1
t f = 20
−04 3.20e−04 2.20e−04 860 650 7 6 7.97e−06 2.74e−04
−07 3.90e−04 4.40e−04 1 088 1 417 3 0 1.16e−08 1.88e−07
−10 5.40e−04 1.20e−03 1 682 4 420 6 0 2.56e−12 2.28e−11
B5
t f ≈ 52.15
−04 3.90e−04 2.70e−04 902 754 0 0 1.05e−06 1.40e−04
−07 5.70e−04 7.20e−04 1 448 2 132 0 0 2.55e−10 1.74e−08
−10 8.70e−04 2.16e−03 2 360 6 539 0 0 3.55e−13 8.82e−13
D1
t f = 16pi
−04 8.00e−04 1.00e−03 794 819 0 0 7.32e−05 3.74e−03
−07 1.00e−03 1.40e−03 1 154 2 171 0 0 5.23e−08 2.11e−07
−10 1.55e−03 4.60e−03 1 874 6 565 0 0 1.44e−11 6.82e−12
D3
t f = 16pi
−04 1.50e−03 1.00e−03 1 940 1 417 20 18 1.74e−03 4.51e−02
−07 2.00e−03 2.00e−03 2 546 2 860 14 0 1.25e−07 1.41e−06
−10 2.65e−03 6.20e−03 3 422 8 983 0 0 1.45e−10 1.80e−11
D5
t f = 16pi
−04 3.20e−03 2.80e−03 4 178 3 978 36 96 5.37e−02 7.85e−01
−07 3.80e−03 4.00e−03 5 396 5 460 42 0 1.21e−05 8.94e−04
−10 4.85e−03 1.06e−02 6 776 15 145 8 0 7.39e−09 1.63e−08
E2
t f = 20
−04 2.60e−04 2.00e−04 950 728 6 6 3.90e−07 6.03e−05
−07 3.20e−04 3.40e−04 1 214 1 313 1 0 1.92e−09 4.79e−08
−10 4.80e−04 9.40e−04 1 952 3 965 0 0 1.56e−13 5.86e−12
more failed attempts than the latter one. We note that the NFE’s for one failed attempt by HBOQ(14)4 and DP(8,7)13M
are 18 and 13, respectively. On the other hand, at stringent tolerance, HBOQ(14)4 uses fewer function evaluations than
DP(8,7)13M, but the CPU time is often only slightly lower by roughly 50%. The slanted entries at tolerances 10−7
and 10−10 are used to help the reader see the slight superiority of HBOQ(14)4 over DP(8,7)13M in the event of failed
attempts. It is also seen that, for a given tolerance, the step control of both methods gives comparable GE to a factor
of 10−1 in favor of HBOQ(14)4.
7.2. Comparing HBOQ(14)4 against ode113
In this subsection, we compare HBOQ(14)4 and MATLAB’s ode113 in MATLAB. We use the cubic wave problem
of [4], the problem in artificial satellite theory from the previous subsection, the He´non–Heiles problem, and the
DETEST problems D1–D5. The cubic wave problem was included because the derivative is expensive to evaluate and
Adams integrators such as ode113 are often at their best when solving such problems.
In Fig. 4, log10 GE is plotted as a function of the CPU time for six problems, and in Table 3 the average PEGs
calculated from the CPU time and GE for six problems are listed.
We observe from Fig. 4 that HBOQ(14)4 almost always uses less CPU time than DP(8,7)13M and uses significantly
less CPU time at stringent tolerances. This difference in efficiency is confirmed by the gains of Table 3. We note the
gain is least on the expensive cubic wave problem.
In Fig. 5, log10 (EE) is plotted as a function of the CPU time for Kepler’s two-body problem with eccentricities of
0.99 and 0.999999. The interval of integration is [0, 400pi ]. We observe from Fig. 5 that HBOQ(14)4 uses significantly
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Fig. 4. log10 GE as a function of the CPU time.
Fig. 5. log10 (EE) as a function of the CPU time on Kepler’s two-body problem with eccentricities of 0.99 and 0.999999. The interval of integration
is [0, 400pi ].
Table 3
The percentage efficiency gains of HBOQ(14)4 over ode113
Problem [a, b] CPU PEG (%)
Cubic wave [1e−4,1e−10] 37
Eq. main prob. [1e−3,1e−9] 88
He´non–Heiles [1e−3,1e−10] 126
Kepler D1 (e = 0.1) [1e−3,1e−12] 102
Kepler D3 (e = 0.5) [1e−3,1e−10] 116
Kepler D5 (e = 0.9) [1e−2,1e−8] 142
The gains are calculated from the CPU time and GE. Column two lists the range of GE on which the gains were calculated.
less CPU time than ode13. This conclusion was confirmed by the average PEGs calculated from the CPU time and
EE.
Table 4 lists several numerical results related to the step control for the problems in hand on the time interval [0, t f ]
with set tolerance (TOL), namely, CPU time, number of function evaluations (NFE), number of failed attempts (REJ)
and maximum global error (GE) of HBOQ(14)4 and ode113.
For equivalent GE, it is seen from Table 4 that HBOQ(14)4 uses less CPU time and fewer function evaluations
than ode113 despite the fact that a failed attempt with HBOQ(14)4 costs 18 function evaluations as opposed to two
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Table 4
For each problem, time interval [0, t f ] and LT = log10(TOL), the table lists CPU time, number of function evaluations (NFE), number of failed
attempts (REJ) and maximum global error (GE) in corresponding left and right columns for HBOQ(14)4 and ode113, respectively
Problem LT HBOQ(14)4 and ode113
CPU time NFE REJ GE
Cubic w.
t f = 1.0e+6
−04 2.18e+2 8.35e+1 7 976 3 109 0 4 7.85e−06 1.00e−01
−07 2.39e+2 1.79e+2 8 858 6 659 0 4 7.44e−08 2.56e−04
−10 3.76e+2 3.30e+2 13 922 12 309 0 4 1.39e−11 2.28e−07
Eq. main pr.
t f = 70
−04 1.39e−01 1.12e−01 1 592 690 15 39 2.33e−02 2.04e+00
−07 1.67e−01 1.83e−01 2 240 1 293 14 26 1.42e−07 1.30e−03
−10 2.12e−01 3.16e−01 2 960 2 224 1 27 1.73e−10 6.99e−07
He´non–Heiles
t f = 70
−04 1.02e−01 1.32e−01 920 505 0 4 6.23e−07 1.32e−03
−07 1.04e−01 1.97e−01 1 358 1 103 0 4 2.84e−09 4.60e−07
−10 1.46e−01 2.77e−01 2 186 1 763 0 4 2.24e−13 6.85e−10
D1
t f = 16pi
−04 9.22e−02 5.82e−02 764 450 0 7 1.22e−05 2.11e−02
−07 1.11e−01 1.12e−01 1 124 886 0 5 9.63e−08 7.48e−06
−10 1.45e−01 1.88e−01 1 826 1 480 0 3 1.80e−11 1.06e−07
D3
t f = 16pi
−04 1.49e−01 1.02e−01 1 856 785 17 26 3.89e−03 4.32e−01
−07 1.81e−01 2.07e−01 2 492 1 530 13 25 8.57e−07 4.75e−04
−10 2.28e−01 3.63e−01 3 368 2 688 0 27 9.38e−11 5.98e−07
D5
t f = 16pi
−04 5.90e−01 2.15e−01 4 058 1 662 46 77 8.54e−03 4.56e+00
−07 3.11e−01 4.06e−01 5 330 2 970 40 61 1.18e−05 4.00e−02
−10 3.91e−01 6.96e−01 6 830 5 099 10 56 3.01e−09 2.91e−06
function evaluations with ode113. The slanted entries in the table are used to help the reader compare the results with
tolerances 10−7 and 10−10 for HBOQ(14)4 and ode113, respectively, at equivalent GE.
7.3. Long integrations of Hamiltonian systems
Our last set of results is a combined comparison of HBOQ(14)4, DP(8,7)13M and ode113 on long integrations
of Hamiltonian systems. For these comparisons, we used Kepler’s two-body problem with eccentricities of 0.1, 0.9,
0.99 and 0.999999 and an interval of integration of [0, 400pi ], and the Galactic dynamics problem [2] with an interval
of integration of [0, 10 000] with tolerances in the interval [10−13, 10−8] to have a roughly equal number of function
evaluations.
The Hamiltonian for the Galactic problem is
HGalactic = 12
(
p21 + p22 + p23
)
+ Ω (p1q2 − p2q1)+ A ln
(
C + q
2
1
a2
+ q
2
2
b2
+ q
2
3
c2
)
, (33)
where a = 1.25, b = 1.0, c = 0.75, A = 1.0, C = 1.0, and Ω = 0.25.
In Fig. 6, log10(EE) and log10(JE) are plotted as functions of t . We observe that EE and GE are smaller for
HBOQ(14)4 than for DP(8,7)13M and ode113 for all problems except Kepler’s two-body problem with eccentricity
0.999999 where EE is smaller for ode113 (ode113 used significantly more CPU time than HBOQ(14)44 to achieve
the smaller error).
In Fig. 7, log10(EE) and log10(GE) are plotted as a function of t . It is seen that HBOQ(14)4 wins over DP(8,7)13M
and ode113.
8. Conclusion
A quantized variable four-step four-stage Hermite–Birkhoff–Obrechkoff method of order 14 was constructed
by pre-solving only once 16 sets of Vandermonde-type systems satisfying multistep- and Runge–Kutta-type order
conditions. The step size is controlled by a local error estimator. This method, in its Lagrange form, was tested on
Galactic dynamics, the He´non–Heiles problem and the equatorial main problem in artificial satellite theory, and the
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Fig. 6. log10(EE) (dash–dot lines) and log10(|JE|) (solid lines) as a function of t for Kepler’s two-body problem. The interval of integration is
[0, 400pi ].
Fig. 7. log10(EE) (dash–dot lines) and log10(GE) (solid lines) as a function of t for the Galactic dynamics problem. The interval of integration is
[0, 10 000].
following non-stiff DETEST problems: growth problem of two conflicting populations B1, Euler equations B5, two-
body problems D1–D5, and Van der Pol’s equation E2. It is seen that HBOQ(14)4 in C++ has lower global error, uses
less CPU time and requires fewer function evaluations than DP(8,7)13M for the problems in hand. A similar situation
holds with HBOQ(14)4 in Matlab and ode113.
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Appendix. Code repositories
The Fortran, C++ and Matlab codes can be found at the following URL: www.site.uottawa.ca/˜remi and others to
be added.
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