Principal component analysis (PCA) is a classical dimension reduction method which projects data onto the principal subspace spanned by the leading eigenvectors of the covariance matrix. However, it behaves poorly when the number of features p is comparable to, or even much larger than, the sample size n. In this paper, we propose a new iterative thresholding approach for estimating principal subspaces in the setting where the leading eigenvectors are sparse. Under a spiked covariance model, we find that the new approach recovers the principal subspace and leading eigenvectors consistently, and even optimally, in a range of high-dimensional sparse settings. Simulated examples also demonstrate its competitive performance.
Introduction
In many contemporary datasets, if we organize the p-dimensional observations x 1 , . . . , x n , into the rows of an n × p data matrix X, the number of features p is often comparable to, or even much larger than, the sample size n. For example, in biomedical studies, we usually have measurements on the expression levels of tens of thousands of genes, but only for tens or hundreds of individuals. One of the crucial issues in the analysis of such "large p" datasets is dimension reduction of the feature space.
As a classical method, principal component analysis (PCA) [25, 10] reduces dimensionality by projecting the data onto the principal subspace spanned by the m leading eigenvectors of the population covariance matrix Σ, which represent the principal modes of variation. In principle, one expects that for some m < p, most of the variance in the data is captured by these m modes. Thus, PCA reduces the dimensionality of the feature space while retaining most of the information in data. In addition, projection to a low-dimensional space enables visualization of the data. In practice, Σ is unknown. Classical PCA then estimates the leading population eigenvectors by those of the sample covariance matrix S. It performs well in the traditional data setting where p is small and n is large [2] .
In high-dimensional settings, a collection of data can be modeled by a low-rank signal plus noise structure, and PCA can be used to recover the low-rank signal. In particular, each observation vector x i can be viewed as an independent instantiation of the following generative model:
(1.1)
Here, µ is the mean vector, A is a p ×m deterministic matrix of factor loadings, u i is anm-vector of random factors, σ > 0 is the noise level, and z i is a p-vector of white noise. For instance, in chemometrics, x i can be a vector of the logarithm of the absorbance or reflectance spectra measured with noise, where the columns of A are characteristic spectral responses of different chemical components, and u i 's the concentration levels of these components [33] . Here, the number of observations are relatively few compared with the number of frequencies at which the spectra are measured. In econometrics, x i can be the returns for a collection of assets, where the u i 's are the unobservable random factors [31] . The assumption of additive white noise is reasonable for asset returns with low frequencies (e.g., monthly returns of stocks). Here, people usually look at tens or hundreds of assets simultaneously, while the number of observations are typically also at the scale of tens or hundreds. In addition, model (1.1) also represents a big class of signal processing problems [34] . Without loss of generality, we assume µ = 0 from now on. In this paper, our primary interest lies in PCA of high-dimensional data generated as in (1.1). Let the covariance matrix of u i be Φ, and suppose that A has full column rank and u i and z i are independent. Then, the covariance matrix of x i becomes
Here, λ 2 1 ≥ · · · ≥ λ 2 m > 0 are the eigenvalues of AΦA ′ , with q j , j = 1, . . . ,m, the associated eigenvectors. Therefore, the j-th eigenvalue of Σ is λ 2 j +σ 2 for j = 1, . . . ,m, and σ 2 otherwise. Since there arem spikes (λ 2 1 , . . . , λ 2 m ) in the spectrum of Σ, (1.2) has been called the spiked covariance model in the literature [12] . For data with such a covariance structure, it makes sense to project the data onto the low-dimensional subspaces spanned by the first few q j 's. Here and after,m denotes the number of spikes in the model, and m is the target dimension of the principal subspace to be estimated.
Classical PCA encounters both practical and theoretical difficulties in high dimensions. On the practical side, the eigenvectors found by classical PCA typically involve all the p features, which makes their interpretation challenging. On the theoretical side, the sample eigenvectors are no longer always consistent estimators of their population counterparts. Sometimes, they can even be nearly orthogonal to the target direction. When both n, p → ∞ with n/p → c ∈ (0, ∞), at different levels of rigor and generality, this phenomenon has been examined by a number of authors [27, 17, 11, 23, 19, 21] under model (1.2) . See [16] for similar results in the case where p → ∞ and n is fixed.
In recent years, to facilitate interpretation, researchers have started to develop sparse PCA methodologies, where they seek a set of sparse vectors spanning the low-dimensional subspace that explains most of the variance. See, for example, [15, 37, 3, 29, 32, 36] . These approaches typically start with a certain optimization formulation of PCA and then induce a sparse solution by introducing appropriate penalties or constraints.
On the other hand, when Σ indeed has sparse leading eigenvectors (perhaps in some transform domain), it becomes possible to estimate them consistently under high-dimensional settings via new estimation schemes. For example, under normality assumption, when Σ only has a single spike, i.e., whenm = 1 in (1.2), Johnstone and Lu [14] proved consistency of PCA obtained on a subset of features with large sample variances when the leading eigenvalue is fixed and log p/n → 0. Under the same single spike model, if in addition the leading eigenvector has exactly k non-zero loadings, Amini and Wainwright [1] studied conditions for recovering the non-zero locations using the methods in [14] and [3] , and Shen, et al [28] established conditions for consistency of a sparse PCA method in [29] when p → ∞ and n is fixed. For the more general multiple component case, Paul and Johnstone [24] proposed an augmented sparse PCA method for estimating each of the leading eigenvectors, and showed that their procedure attains near optimal rate of convergence under a range of high-dimensional sparse settings when the leading eigenvalues are comparable and well separated. Notably, these methods all focus on estimating individual eigenvectors.
In this paper, we focus primarily on finding principal subspaces of Σ spanned by sparse leading eigenvectors, as opposed to finding each sparse vector individually. One of the reasons is that individual eigenvectors are not identifiable when some of the leading eigenvalues are identical or close to each other. In addition, if we view PCA as a dimension reduction technique, it is the low-dimensional subspace onto which we project data that is of the greatest interest.
We propose a new iterative thresholding algorithm to estimate principal subspaces, which is motivated by the orthogonal iteration method in the matrix computation literature. In addition to the usual steps of orthogonal iteration, an additional thresholding step is added to seek a sparse basis for the subspace. When Σ follows the spiked covariance model, the algorithm is shown to yield a uniformly consistent subspace estimator over a wide range of high-dimensional sparse settings, and the rate of convergence is given under an appropriate loss function. Moreover, for any individual leading eigenvector whose eigenvalue is well separated from the rest of the spectrum, our algorithm also yields an eigenvector estimator which attains near optimal rate of convergence. In addition, the algorithm also has appealing model selection property and computational efficiency.
The contribution of the current paper is twofold. First, we propose to estimate principal subspaces. This is natural for the purpose of dimension reduction and visualization, and avoids the identifiability issue for individual eigenvectors. Second, we construct a new algorithm to estimate the subspaces, which is theoretically justified under an informative model, efficient in computation, and easy to implement.
The rest of the paper is organized as follows. In Section 2, we frame the principal subspace estimation problem and propose the iterative thresholding algorithm. The statistical properties and computational complexity of the algorithm are examined in Sections 3 and 4 under normality assumption. Simulation results in Section 5 demonstrate its competitive performance. Section 6 presents the proof of the main theoretical results.
Reproducible code: The Matlab package SPCALab implementing the proposed method and producing the tables and figures of the current paper is available at the author's website.
Methodology

Notation
We use x 2 to denote the Euclidean norm of a vector x. For an m×n matrix A, its submatrix with rows indexed by I and columns indexed by J is denoted by A IJ . If I or J includes all the indices, we replace it with a dot. For example, A I· is the submatrix of A with rows in I and all columns.
The spectral norm of A is A = max x 2 =1 Ax 2 , and the range, i.e., the column subspace, of A is ran(A). If m ≥ n, and the columns of A form an orthonormal set in R m , we say A is orthonormal.
We use C, C 0 , C 1 , etc. to represent constants, though their values might differ at different occurrences. For real numbers a and b, let a ∨ b = max(a, b) and a ∧ b = min(a, b). We write a n = O(b n ), if there is a constant C, such that |a n | ≤ Cb n for all n, and a n = o(b n ) if a n /b n → 0 as n → ∞. Throughout the paper, we use ν as the generic index for features, i for observations, j for eigenvalues and eigenvectors, and k for iterations in the algorithm to be proposed.
Framing the Problem: Principal Subspace Estimation
When the covariance matrix Σ follows the spiked covariance model (1.2), its j-th largest eigenvalue ℓ j (Σ) = λ 2 j + σ 2 for j = 1, . . . ,m, and equals σ 2 for all j >m. Let span{·} denote the linear subspace spanned by the vectors in the curly brackets. If for some m ≤m, ℓ m (Σ) < ℓ m+1 (Σ), the principal subspace
is well defined, regardless of the behavior of the other ℓ j (Σ)'s. Therefore, it is an identifiable object for the purpose of estimation. Note that Pm is always identifiable, because ℓm(Σ) > ℓm +1 (Σ). The primary goal of this paper is to estimate the principal subspace P m , when the target dimension m is given.
We do not always aim at Pm directly for two reasons. First, the number of factorsm is usually not known a priori and needs to be estimated. So, always aiming for Pm can be too ambitious. Second, under certain circumstances, one might only be interested in the first several principal subspaces. For example, to visualize the data, one typically only need P 2 or P 3 .
To measure the accuracy of an estimator for a subspace, consider a subspace S and an estimator S such that dim( S) = dim(S). Note that for each linear subspace, there is a unique orthogonal projection matrix with that subspace as its range. Let P and P be the projection matrices associated with S and S, respectively. The distance between S and S is given by the spectral norm of the difference between P and P : dist(S, S) = P − P . See, for example, Sec. 2.6.3 in [9] . Thus, we can define a loss function by the squared distances between S and S:
By definition, this loss function measures the maximum possible discrepancy between the projections of any unit vector onto the two subspaces. The loss ranges in [0, 1], and equals zero if and only if S = S. Geometrically, it equals the squared sine of the largest canonical angle between S and S [30, Theorem 5.5] . Throughout the paper, we use the loss function (2.1) for principal subspace estimation.
Orthogonal Iteration
Given a positive definite matrix A, a standard technique to compute its leading low-dimensional eigenspace is orthogonal iteration [9] . In the special case where only the first eigenvector is sought, it is also known as the power method. Suppose that A is p × p, and we want to compute its leading eigenspace of dimension m. Starting with a p × m orthonormal matrix Q (0) , orthogonal iteration generates a sequence of p × m orthonormal matrices Q (k) , k = 1, 2, . . . , by alternating the following two steps till convergence: Input: 1. Sample covariance matrix S; 2. Target subspace dimension m; 3. Thresholding function η, and threshold levels γ nj , j = 1, . . . , m;
4. Initial orthonormal matrix Q (0) .
Output: Subspace estimator P m = ran( Q (∞) ), where Q (∞) denotes the Q (k) matrix at convergence.
5 until convergence;
(1) Multiplication:
Denote the orthonormal matrix at convergence by Q (∞) . Then its columns are the leading eigenvectors of A, and ran(Q (∞) ) gives the eigenspace. In practice, one terminates the iteration once ran(Q (k) ) stabilizes. Orthogonal iteration is useful for computing low-dimensional eigenspaces of high-dimensional matrices. However, when applied directly to a sample covariance matrix S, it gives the classical PCA result, which could be problematic in high dimensions. Observe that all the coordinates are included in orthogonal iteration. When the number of coordinates is large, not only the interpretation is hard, but the variance accumulated across all the coordinates becomes so high that it makes consistent estimation impossible.
If the eigenvectors spanning P m are sparse, one sensible way to reduce estimation error is to focus only on those coordinates at which the leading eigenvectors have large values, and to estimate other coordinates by zeros. Of course, one introduces bias this way, but hopefully it is much smaller compared to the amount of variance thus reduced.
The above heuristics motivate us to develop in the next subsection an estimation scheme which incorporates this coordinate screening idea, while at the same time retains the simplicity of orthogonal iteration.
Iterative Thresholding Algorithm
An effective way to incorporate coordinate screening into orthogonal iteration is to 'kill' small coordinates of the T (k) matrix after each multiplication step, which leads to the iterative thresholding scheme summarized in Algorithm 1. Although the later theoretical study is conducted under normality assumption, Algorithm 1 itself is not confined to normal data.
In addition to the two basic steps in orthogonal iteration, Algorithm 1 adds a thresholding step in between them, where we threshold each element of T (k) with a user-specified thresholding Algorithm 2: DTSPCA (Diagonal thresholding sparse PCA) Input: 1. Sample covariance matrix S; 2. Target subspace dimension m; 3. Diagonal thresholding parameter α n .
Output: Orthonormal matrix Q (0) . 1 Variance selection: select the set B of coordinates (which are likely to have "big" signals):
2 Reduced PCA: compute m leading eigenvectors, q B 1 , . . . , q B m , of the submatrix S BB ; 3 Zero-padding: construct
function η which satisfies for all t and all γ > 0,
Here, 1 (E) denotes the indicator function of an event E. We note that both the hard-thresholding function η H (t, γ) = t1 (|t|>γ) and the soft-thresholding function η S (t, γ) = sgn(t)(|t| − γ) + satisfy condition (2.2). So does any η that is sandwiched by them, such as the thresholding function resulting from a SCAD criterion [7] . In η(t, γ), the parameter γ is called the threshold level. In Algorithm 1, for each column of T (k) , a common threshold level γ nj needs to be specified for all its elements. These threshold levels remain unchanged across iterations.
Remark 2.1. The ranges of Q (k) and T (k) are the same, because QR factorization only amounts to a basis change within the same subspace. However, as in orthogonal iteration, the QR step is essential for numerical stability, and should not be omitted. Moreover, although the algorithm is designed for subspace estimation, the column vectors of Q (∞) can be used as estimators of leading eigenvectors under sparsity assumption.
Construction of Q (0) Note that Algorithm 1 requires an initial orthonormal matrix Q (0) . It can be generated by the 'diagonal thresholding' sparse PCA algorithm proposed by Johnstone and Lu [14] . The multiple eigenvector version of their proposal is summarized in Algorithm 2. When σ 2 is unknown, we could replace it by an estimator σ 2 in the definition of B. For example, Johnstone and Lu [14] suggested
for normal data. When available, subject knowledge could also be incorporated into the construction of Q (0) .
Bibliographical note
In the special case of m = 1, Algorithm 1 is similar to the sPCA-rSVD algorithm by Shen and Huang [29] and the SPC algorithm by Witten, et al [36] . When m > 1, both the sPCA-rSVD and the SPC methods propose to iteratively find the first leading eigenvectors of residual covariance matrices, which becomes different from our approach.
Statistical Properties
This section is devoted to analyzing the statistical properties of Algorithm 1 under normality assumption. The main results include rate of convergence for principal subspace estimation and a correct exclusion property. We also investigate the convergence rate for individual eigenvector estimation under appropriate conditions. Assume that the observation vectors x 1 , . . . , x n are i.i.d. N p (0, Σ) distributed, with Σ following the spiked covariance model (1.2). Further assume that σ 2 is known -though this assumption could be removed by estimating σ 2 using, say, σ 2 in (2.3). Since one could always scale the data first, we assume σ 2 = 1 from now on. Thus, (1.1) reduces to the following orthogonal factor form
Here, v ij are i.i.d. standard normal random factors, which are independent of the i.i.d. white noise vectors z i ∼ N p (0, I), and {q j , 1 ≤ j ≤m} is a set of leading eigenvectors of Σ. Throughout the section, the target subspace dimension is assumed to be pre-specified by some m ≤m, and both m andm remain unchanged as p grows. Here and after, let p n = p∨n, because we are mostly concerned with settings where p is greater than n and scales at certain rate as n → ∞. For concreteness, the initial orthonormal matrix Q (0) is always obtained via Algorithm 2 with
for constructing the set B in step 1. In addition, the threshold levels in Algorithm 1 are set at
Here, α and γ are user specified constants, and ℓ j (S BB ) is the j-th largest eigenvalue of S BB , where the set B is obtained in step 1 of Algorithm 2.
A Special Case
To facilitate understanding, we first state the rate of convergence result for principal subspace estimation in a special case. Consider the asymptotic setting where n → ∞ with p ≥ n and log p/n → 0, while the spikes
Suppose that the q j 's are sparse in the sense that, for some r ∈ (0, 2), the ℓ r norm of the eigenvectors are uniformly bounded by s, i.e., q j r = ( p j=1 |q νj | r ) 1/r ≤ s, for j = 1, . . . ,m. Here, s ≥ 1 is a constant not depending on p. Under the above setup, for h(x) = x 2 /(x + 1), we have the following upper bound on the rate of convergence for subspace estimation error. Theorem 3.1. Under the above setup, for sufficiently large constants α and γ in (3.2) and (3.3), there exist constants C 0 , C 1 = C 1 (γ, r, m) and C 2 , such that for sufficiently large n, with probability at least 1 − C 0 p −2 n , the subspace estimator P
The upper bound in Theorem 3.1 consists of two terms. The first term is a "nonparametric" term, which can be decomposed as the product of two components. The first component, ms r [nh(λ 2 m )/ log p] r/2 , up to a multiplicative constant, bounds the number of coordinates used in estimating the subspace, while the second component, log p/[nh(λ 2 m )], gives the average error per coordinate. The second term in the upper bound, g m (λ) log p/n, up to a logarithmic factor, has the same form as the cross-variance term in the "fixed p, large n" asymptotic limit for classical PCA estimator (cf., [2, Theorem 1]). We could call it a "parametric" error term, because it always arises when we try to separate the first m eigenvectors from the rest, regardless of how sparse they are. Under the current setup, both terms in the upper bound converge to 0 as n → ∞, which establishes the consistency of our estimator.
To better understand the upper bound, we compare it with some lower bound result. Suppose λ 2 1 > λ 2 2 . Consider the simplest case where m = 1. Then, estimating P 1 is the same as estimating the first eigenvector q 1 . For estimating any individual eigenvector q j , Paul and Johnstone [24] considered the loss function l(q j , q j ) = q j − sgn(q ′ jq j )q j 2 2 . In the special case here, the λ 2 j 's, s and r ∈ (0, 2) are fixed and p ≥ n, so when n is large, s r [nh(λ 2 1 )/ log p] r/2 ≤ Cp 1−c for some c ∈ (0, 1). For this case, Theorem 2 in [24] asserts that for any estimator q 1 , sup q j r ≤s,∀j
So the above lower bound also holds for any P 1 and EL(P 1 , P 1 ). Therefore, Theorem 3.1 shows that the estimator from Algorithm 1 is near optimal, since it attains the minimax lower bound within a logarithmic factor.
The theorem also states that the estimator could be obtained in O(log n) iterations, and the upper bound holds for all thresholding function η satisfying (2.2). Last but not least, since the choices of α n and γ nj do not involve any unknown parameter, the theorem establishes the adaptivity of our estimator: the near optimal rate of convergence is obtained without any knowledge of the power r, the radius s or the spikes λ 2 j . Remark 3.1. Although special, the case considered here is still reasonable for a number of settings. For example, the settings of numerical experiments in Section 5.
Later in Section 3.4, Theorem 3.2 establishes analogous rate of convergence result, but for a much wider range of high-dimensional sparse settings. In particular, the above result will be extended simultaneously along two directions:
1. The spikes λ 2 1 , . . . , λ 2 m will be allowed to scale as n → ∞, and λ 2 m+1 , . . . λ 2 m could even be of smaller order as compared to the first m spikes; 2. Each individual eigenvector q j will be constrained to a weak-ℓ r ball of radius s j (which contains the ℓ r ball of the same radius), and the radii s j 's will be allowed to diverge as n → ∞.
In what follows, we first state precise assumptions for the aforementioned extension in Section 3.2, followed by the introduction of a few key quantities in Section 3.3. Finally, the main results are stated in Section 3.4.
Assumptions
Here, we state assumptions for the general theoretical results in Section 3.4.
As outlined above, the first extension of the special case is to allow the spikes λ 2 j = λ 2 j (n) > 0 to depend on n, though the dependence will usually not be shown explicitly. Recall that p n = p ∨ n, we impose the following growth rate condition on p and the λ 2 j 's.
Condition GR. As n → ∞, we have
2. the largest spike λ 2 1 satisfies log(λ 2 1 ) = O(log(p n )); the smallest spike λ 2 m satisfies log(p n ) = o(nλ 4 m ); and their ratio satisfies
The first part of condition GR requires the dimension to grow at a sub-exponential rate of the sample size. The second part ensures that the spikes grow at most at a polynomial rate with p n , and are all of larger magnitude compared to log(p n )/n. In addition, the condition on the ratio λ 2 1 /λ 2 m allows us to deal with the interesting cases where the first several spikes scale at a faster rate with n than the others. This is more flexible than the assumption previously made in [24] that all the spikes grow at the same rate.
Turn to the sparsity assumption on the q j 's. We first make a mild extension from ℓ r ball to weak-ℓ r ball [6] . To this end, for any p-vector u, order its coordinates by magnitude as |u| (1) ≥ · · · ≥ |u| (p) . We say that u belongs to the weak-ℓ r ball of radius s, denoted by u ∈ wℓ r (s), if
For r ∈ (0, 2), the above condition implies rapid decay of the ordered coefficients of u, and thus describes its sparsity. For instance, consider u = (1/ √ k, . . . , 1/ √ k, 0, . . . , 0) ′ with exactly k nonzero entries all equal to 1/ √ k. Then, for fixed r ∈ (0, 2), we have u ∈ wℓ r (k 1/r−1/2 ). In particular, when k = 1, u ∈ wℓ r (1). Note that weak-ℓ r ball extends ℓ r ball, because u r ≤ s, i.e., u ∈ ℓ r (s), implies u ∈ wℓ r (s).
In what follows, we assume that for some fixed r ∈ (0, 2) and all j ≤m, q j ∈ wℓ r (s j ) for some s j ≥ 1. We choose to use the notion of "weak-ℓ r decay", because it provides a unified framework for several different notions of sparsity, which is convenient for analyzing a statistical estimation problem from a minimax point of view [6] . Hence, at any fixed n, we will consider whether Algorithm 1 performs uniformly well on n i.i.d. observations x i generated by (3.1) whose covariance matrix Σ belongs to the following uniformity class
For our general results, we allow the radii s j 's to depend on or even diverge with n, though we need to assume that they do not grow too rapidly, so the leading eigenvectors are indeed sparse. This leads to the following sparsity condition.
Condition SP. As n → ∞, the radius s j of the weak-ℓ r ball satisfies s j ≥ 1 and
We note that this type of condition also appeared in previous investigation on estimating individual eigenvectors in the multiple component spiked covariance model [24] . The condition is, for example, satisfied if condition GR holds and the largest spike λ 2 1 is bounded away from zero while the radii s j 's are all bounded above by an arbitrarily large constant. That is, if there exist a constant C > 0, such that λ 2 1 ≥ 1/C and s j ≤ C for all j ≤m and all n. It is straightforward to verify that conditions GR and SP are satisfied by the special case in Section 3.1. We conclude this part with an example.
Example.
When each x i collects noisy measurements of an underlying random function on a regularly spaced grid, model (3.1) becomes discretization of a functional PCA model [26] , and the q j 's are discretized eigenfunctions. When the eigenfunctions are smooth or have isolated singularities either in themselves or in their derivatives, their wavelet coefficients belong to some weak ℓ r ball [6] . So do the discrete wavelet transform of the q j 's. Moreover, the radii of the weak ℓ r balls are determined by the underlying eigenfunctions and are thus uniformly bounded as the size of the grid p gets larger. In this case, condition SP is satisfied when condition GR holds and λ 2 1 is bounded away from zero. So, for functional data of this type, we could always first transform to the wavelet domain and then apply Algorithm 1.
Preliminaries
We now introduce a few quantities which appear later in the general theoretical results.
The first quantity gives the rate at which we distinguish high from low signal coordinates. Recall that h(x) = x 2 /(x + 1). For j = 1, . . . ,m, define
According to Paul [22] , up to a logarithmic factor, τ 2 nj can be interpreted as the average error per coordinate in estimating an eigenvector with eigenvalue λ 2 j + 1. Thus, a coordinate can be regarded as of high signal if at least one of the leading eigenvectors is of larger magnitude on this coordinate compared to τ nj . Otherwise, we call it a low signal coordinate.
Given the cutoff rate τ nj between high and low signals, we can define the set of high signal coordinates
Here, β is a constant that does not depend on n, the actual value of which will be specified later.
In addition, we let L = {1, . . . , p}\H be the complement of H. Here, H stands for "high", and L for "low" (also recall the set B in Algorithm 2, where B stands for "big"). The dependence of H, L and B on n is suppressed for notational convenience.
To understand the convergence rate of our subspace estimator, it is important to have an upper bound for card(H), the cardinality of H. As we shall show later, the upper bound is a constant multiple of
(3.6)
Here we use capital letter to indicate the order m ≤m ≤ M n . In the general result, M n plays the same role asms r [nh(λ 2 )/ log p] r/2 plays in Theorem 3.1. See the discussion following Theorem 3.1.
The last quantity we introduce is related to the "parametric" term in the convergence rate. For j = 1, . . . ,m, define
where λ 2 m+1 = 0. So the second term of the upper bound in Theorem 3.1 is then C 2 ǫ 2 nm . For the interpretation of this quantity, see the discussion following Theorem 3.1.
Main Results
We turn to the statement of main theoretical results.
A key condition for our results is the asymptotic distinguishability (AD) condition introduced below. Recall that all the spikes λ 2 j (hence all the leading eigenvalues) are allowed to depend on n. The condition AD will guarantee that the largest few eigenvalues are asymptotically well separated from the rest of the spectrum, and so the corresponding principal subspace is distinguishable.
Definition. We say that condition AD(j, κ) is satisfied if there exists a numeric constant κ, such that the gap between the j-th and the (j + 1)-th eigenvalues satisfies
, for all n.
In Corollary 3.2 below, we will need a pair of conditions AD(j − 1, κ) and AD(j, κ) for some j ≤m, hence we define AD(0, κ) and AD(m, κ) by letting λ 2 0 = ∞, and λ 2 m+1 = 0. Therefore, AD(0, κ) always holds trivially.
In the special case of Section 3.1, the spikes are all constants with
Rate of Convergence for Principal Subspace Estimation
Recall that the thresholding parameters α n and γ nj are specified in (3.2) and (3.3). The following theorem establishes the rate of convergence of the principal subspace estimator obtained via Algorithm 1 under relaxed assumptions, which generalizes Theorem 3.1.
Theorem 3.2. Suppose conditions GR and SP hold, and condition AD(m, κ) holds for the given subspace dimension m and some κ. Let β = c/ √ m in the definition (3.5) of H, and let α and
2) and (3.3) be sufficiently large. Then, there exist constants
and C 2 , such that for sufficiently large n, with probability at least 1 − C 0 p −2 n , the subspace estimator
for all k = K, . . . , 2K, where
Theorem 3.2 states that for appropriately chosen threshold levels and all thresholding function satisfying (2.2), after enough iterations, Algorithm 1 yields principal subspace estimators whose errors are, with high probability, uniformly bounded over F n by a sequence of asymptotically vanishing constants as n → ∞. In addition, the probability that the estimation error is not well controlled vanishes polynomially fast. Therefore, the subspace estimators are uniformly consistent over F n .
The interpretation of the two terms in the error bound (3.8) is similar to those in Theorem 3.1. Having introduced those quantities in Section 3.3, we could elaborate a little more on the first, i.e., the "nonparametric", term. By Theorem 3.3 below, when estimating P m , Algorithm 1 focuses only on the coordinates in the set H, the cardinality of which is card(H) = O(M n ). Since τ 2 nm can be interpreted as the average error per coordinate, the total estimation error accumulated over all the coordinates in H is thus of order O(M n τ 2 nm ). Moreover, as we will show later, the squared bias induced by focusing only on H is also of order O(M n τ 2 nm ). Thus, this term indeed comes from the bias-variance tradeoff of the nonparametric estimation procedure. The meaning of the second, i.e., the "parametric", term is exactly the same as in Theorem 3.1. Finally, we note that both terms vanish as n → ∞ under conditions GR, SP and AD(m, κ).
The expression in (3.9) implies that Algorithm 1 only needs a relatively small number of iterations to yield the desired estimator. In particular, when the largest spike λ 2 1 is bounded away from zero, (3.9) implies that K = O(log n) iterations suffice.
The threshold levels α n and γ nj in (3.2) and (3.3) does not depend on unknown parameters. Thus, similar to the special case, the estimation procedure is adaptive to a wide range of highdimensional sparse settings. In the simulation studies, fixing α = 3 in (3.2) and γ = 1.5 in (3.3) usually leads to satisfactory results. For details, see Section 5.
The result in Theorem 3.2 could also be extended to an upper bound for the risk. Note that
, and that the loss function (2.1) is always bounded above by 1. The following result is a direct consequence of Theorem 3.2.
Corollary 3.1. Under the setup of Theorem 3.2, we have
Correct Exclusion Property
We now switch to the model selection property of Algorithm 1. By our discussion in Section 2, an important motivation for the iterative thresholding procedure is to trade bias for variance by keeping low signal coordinates out of the orthogonal iterations. More specifically, it is desirable to restrict our effort to estimating those coordinates in H and simply estimating those coordinates in L with zeros.
By construction, Algorithm 2 yields an initial orthonormal matrix with a lot of zeros, but Algorithm 1 is at liberty to introduce new non-zero coordinates. The following result shows that with high probability all the non-zero coordinates introduced are in the set H. Theorem 3.3. Under the setup of Theorem 3.2, with probability at least 1 − C 0 p −2 n , for all k = 0, . . . , 2K, the orthonormal matrix Q (k) has zeros in all its rows indexed by L, i.e., Q (k)
We call the property in Theorem 3.3 "correct exclusion", for it ensures that all the low signal coordinates in L are correctly excluded from iterations. In addition, Theorem 3.3 shows that our principal subspace estimator is indeed spanned by a set of sparse loading vectors, where all loadings in L are exactly zero.
Rate of Convergence for Individual Eigenvector Estimation
The primary focus of the current paper is on estimating principal subspaces. However, when an individual eigenvector, say q j , is identifiable, it may also be of interest to see whether Algorithm 1 could estimate it well. The following result shows that for large enough k, the j-th column of Q (k) estimates q j well, provided that the j-th eigenvalue is well separated from the rest of the spectrum.
Corollary 3.2. Under the setup of Theorem 3.2, if in addition for some j ≤ m, both conditions AD(j − 1, κ) and AD(j, κ) hold, then with probability at least 1
Moreover, sup Fn EL(span{q j }, span{ q (k) j }), the supremum risk over F n , is also bounded by the right side of the above inequality. 
, which is equivalent to the restriction of the loss function (2.1) to one-dimensional subspaces, since
When the radii of the weak-ℓ r balls grow at the same rate, i.e., max j s j / min j s j = O(1), the upper bound in the last display matches the lower bound in Theorem 2 of [24] up to a logarithmic factor. Thus, when the j-th eigenvalue is well separated from the rest of the spectrum, Algorithm 1 yields a near optimal estimator of q j in the adaptive rate minimax sense, since the thresholds α n and γ nj do not depend on the unknown parameters.
Computational Complexity
In this section, we study the computational complexity of Algorithm 1. Throughout, we assume the same setup as in Section 3. In addition, we restrict the calculation to the high probability event on which the conclusions of Theorems 3.2 and 3.3 hold. In what follows, for any matrix A, we use supp{A} to denote the index set of the rows of A which has at least one non-zero entry.
Consider a single iteration, say, the k-th. In the multiplication step, the (ν, j)-th element of T (k) , t (k) νj , comes from the inner product of the ν-th row of S and the j-th column of Q (k−1) . Though both are p-vectors, Theorem 3.3 asserts that for any column of Q (k−1) , at most card(H) of its entries are non-zero. Thus, if we know supp{ Q (k−1) }, then t (k) νj could be calculated in O(card(H)) flops, and T (k) in O(mp card(H)) flops. Since supp{ Q (k−1) } can be obtained in O(mp) flops, the multiplication step can be completed in O(mp card(H)) flops. Next, the thresholding step performs elementwise operation on T (k) , and hence can be completed in O(mp) flops. Finally, consider the QR step. First, we can obtain supp{ T (k) } in O(mp) flops. Then, QR factorization could be performed on the reduced matrix which only includes the rows in supp{ T (k) }. Since Theorem 3.3 implies supp{ T (k) } = supp{ Q (k) } ⊂ H, the complexity of this step is O(m 2 card(H)).
Since m = O(p), the complexity of the multiplication step dominates the other two steps, and so the complexity of each iteration is O(mp card(H)). Theorem 3.2 shows that K iteration is enough to achieve the error bound in (3.8) . Therefore, the overall complexity of Algorithm 1 is O(Kmp card(H)).
When the true eigenvectors are sparse, card(H) is of manageable size. Moreover, in many realistic situations, λ 2 1 is bounded away from 0 and so K = O(log n). For these cases, Algorithm 1 is scalable to very high dimensions.
We conclude the section with a brief discussion on parallel implementation of Algorithm 1. In the k-th iteration, both matrix multiplication and elementwise thresholding can be computed in parallel. For QR factorization, one needs only to communicate the rows of T (k) with non-zero elements, the number of which is no greater than card(H). Thus, the overhead from communication is O(m card(H)) for each iteration, and O(Km card(H)) in total. When the leading eigenvectors are sparse, card(H) is manageable, and parallel computing of Algorithm 1 is feasible.
Numerical Experiments
Single Spike Settings
We first consider single spike settings, where each observed data vector x i is generated by (3.1) withm = 1. Motivated by functional data with localized features, four different test vectors q 1 are considered, where q 1 = (f (1/p), . . . , f (p/p)) ′ , with f one of the four functions in Fig. 1 . For each test vector, the dimension p = 2048, the number of observations n = 1024, and the spike value λ 2 ranges in {100, 25, 10, 5, 2}.
Before applying any sparse PCA method, we transform the observed data vectors into the wavelet domain using the Symmlet 8 basis [18] , and scale all the observations by σ with σ 2 given in (2.3). The multi-resolution plots of wavelet coefficients of the test vectors are shown in Fig. 2 . In the wavelet domain, the four vectors exhibits different levels of sparsity, with step the least sparse, and sing the most. Table 1 several existing methods in the literature, including augmented sparse PCA (AUGSPCA) by Paul and Johnstone [24] , correlation augmented sparse PCA (CORSPCA) by Nadler [20] , and diagonal thresholding sparse PCA (DTSPCA) given in Algorithm 2. For ITSPCA, we computed Q (0) using Algorithm 2. The thresholds α n and γ n1 are specified by (3.2) and (3.3) with α = 3 and γ = 1.5. Moreover, we stopped the iteration once L(ran( Q (k) ), ran( Q (k+1) )) ≤ 10 −6 . To make fair comparison, parameters in the competing algorithms are all set to the values recommended by their authors.
From Table 1 , ITSPCA and CORSPCA outperform the other two methods for all test vectors and across different spike values. Between the two, CORSPCA only wins by small margin when the spike values are large. Otherwise, ITSPCA wins, sometimes with large margin. Moreover, at the same spike value and for the same algorithm, the sparser the signal, the smaller the estimation error. Table 1 also presents the average sizes of the sets of selected coordinates. While all the four methods yield sparse PC loadings, AUGSPCA and DTSPCA seem to select too few coordinates, and thus introduce too much bias. ITSPCA and CORSPCA apparently result in a better biasvariance tradeoff.
Multiple Spike Settings
Next, we simulated data vectors using model (3.1) withm = 4. The q j vectors are taken to be the four test vectors used in single spike settings, in the same order as in Fig. 1 , up to orthonormalization 1 . We tried four different configurations of the spike values (λ 2 1 , . . . , λ 2 4 ), as specified in the first column of Table 2 . For each configuration of spike values, the dimension of data vectors is p = 2048, and the number of observations is n = 1024. For each simulated dataset, we estimate P m for m = 1, 2, 3, and 4. The last four columns of Table 2 present the losses in estimating subspaces, averaged over 100 runs, using the same sparse PCA methods as in single spike settings. For ITSPCA, we set the thresholds {γ nj , j = 1, . . . , 4} as in (3.3) with γ = 1.5. All other implementation details are the same. Again, we used recommended values for parameters in all other competing methods.
The simulation results reveal two interesting phenomena. First, when the spikes are relatively well separated (the first and the last blocks of Table 2 ), all methods yield decent estimators of P m for all values of m, which implies that the corresponding eigenvectors are also estimated well. In this case, ITSPCA always outperforms the other three competing methods. Second, when the spikes are not so well separated (the middle two blocks, with m = 1, 2, or 3), no method leads to decent subspace estimator. On the other hand, all methods give reasonable estimators for P 4 , for λ 2
Main Ideas and Outline of Proof
The proof is based on an oracle sequence approach, the main ideas of which are as follows. First, assuming oracle knowledge of the high signal feature set H, we construct a sequence of p × m orthonormal matrices { Q (k),o , k ≥ 0}. Then, for this sequence, we study how fast it converges, and how well each associated column subspace approximates the principal subspace P m of interest. Finally, we show that, with high probability, this oracle sequence is exactly the sequence { Q (k) , k ≥ 0} obtained by Algorithm 1. Therefore, the actual estimating sequence inherits from the oracle sequence various properties in terms of estimation error and number of steps needed to achieve the desired error rate. Here, the actual sequence mimics the oracle one because the thresholding step forces it to only consider the high signal coordinates.
In what follows, we first construct the oracle sequence and then lay out a road map of the proof. Here and after, we use an extra superscript "o" to indicate oracle quantities. For example, Q (k),o denotes the k-th orthonormal matrix in the oracle sequence.
Construction of The Oracle Sequence
First, we construct Q (0),o using an oracle version of Algorithm 2, where the set B is replaced by its oracle version B o = B ∩ H. This ensures that Q (0),o L· = 0. Here, α n is given by (3.2). To construct the rest of the sequence, suppose that the p features are organized (after reordering) in such a way that those in H always have smaller indices than those in L, and that within H, those in B o precede those not. Define the oracle sample covariance matrix
Here, I LL is the identity matrix of dimension card(L). Then, the matrices { Q (k),o , k ≥ 0} are obtained via an oracle version of Algorithm 1, in which the initial matrix is Q (0),o , and S is replaced by S o . Here, the γ nj 's are specified as in (3.3).
Remark 6.1. The above formal construction does not guarantee that the Q (k),o matrices have full column rank or that Q (k),o L· = 0 for all k. Later, we show in Lemma 6.3, Proposition 6.1 and Lemma 6.4 that these statements are true with high probability for all k ≤ 2K.
Major Steps of The Proof
We first introduce some notation. In the k-th iteration of the oracle Algorithm 1, denote the matrices obtained after the multiplication and the thresholding steps by
, and
Moreover, denote the QR factorization of
. With the oracle sequence, a joint proof of Theorems 3.2 and 3.3 can be completed by the following three major steps:
1. Show that the principal subspace of S o with dimension m, denoted by P o m , satisfies the error bound in (3.8) for estimating P m ; 2. Show that for K in (3.9), after K steps, the approximation error of P In each step, we only need the result to hold with high probability. By the triangle inequality, steps 1 and 2 imply that the error of P
In what follows, we complete the three steps in Sections 6.2-6.4.
The Principal Subspace of S o
To study how well the principal subspace of S o approximates P m , we divide into a "bias" part and a "variance" part.
Consider the "bias" part first. Define the oracle covariance matrix
which is the expected value of S o . The following lemma gives the error of the principal subspace of Σ o in approximating P m , which could be regarded as the "squared bias" induced by feature selection. 
A proof is given in the appendix. Weyl's theorem [30, Corollary 4.4.10] and Davis-Kahn's sin θ theorem [5] play the key roles in the proof here, and also in those for Lemmas 6.2 and 6.3.
Turn to the "variance" part. We look at how well the principal subspace of S o estimates that of Σ o . Since Σ o = E[S o ], the error here is analogous to "variance". . Then, uniformly over F n , with probability at least 1 − C 0 p −2 n ,
(2) For sufficiently large n, Q o L· = 0, and for P o m = ran( Q o ), there exist constants C 1 = C 1 (m, r, κ) and C 2 , s.t.
A proof is given in the appendix. By the triangle inequality, the above two lemmas imply that the error in estimating P m with P o m satisfies the bound in (3.8), which completes step 1.
Properties of The Oracle Sequence
In step 2, we investigate the properties of the oracle sequence. The goal is to show that, with high probability, for all k ≥ K, the error of the oracle subspace estimator P 
The Initial Point
We start with the initial point of the oracle sequence. The following lemma shows that Q (0),o is orthonormal, and is a good initial point for (oracle) Algorithm 1.
Lemma 6.3. Uniformly over F n , with probability at least 1
For sufficiently large n, Q (0),o has full column rank, and
A proof is given in the appendix. Claims (1) and (2) here, together with Lemmas 6.1 and 6.2, also imply that ℓ j (S BB )/(λ 2 j + 1) → 1 as n → ∞. So, the ℓ j (S BB )'s are good estimators of the leading eigenvalues of Σ.
Evolution of The Oracle Sequence
Next, we study the evolution of the oracle sequence. Let θ (k) ∈ [0, π/2] be the largest canonical angle between the subspaces P o m and P (k),o m . By the discussion after (2.1), we have
In addition, let
denote the ratio between the (m + 1)-th and the m-th largest eigenvalues of S o . The following proposition describes the evolution of θ (k) over iterations.
Proposition 6.1. Let n be sufficiently large. On the event such that the conclusions of Lemmas 6.1-6.3 hold, uniformly over F n , for all k ≥ 1,
(2) For any a ∈ (0, 1/2], If
then so is sin 2 θ (k) . Otherwise,
A proof is given in the appendix, the key ingredient of which is Wedin's sin θ theorem for singular subspaces [35] .
The recursive inequality (6.6) characterizes the evolution of the angles θ (k) , and hence of the oracle subspace P By (6.4), the inequality (6.8) gives the rate at which the approximation error L(
For a given a ∈ (0, 1/2], the decrease rate is maintained until the error becomes smaller than 1.01(1 − a) −2 ω 2 (1 − ρ) −2 . Then the error continues to decrease, but at a slower rate, say, with a replaced by a/2 in (6.8), until (6.7) is satisfied with a replaced by a/2. The decrease continues at slower and slower rate in this fashion until the approximation error falls into the interval [0, 1.01ω 2 /(1 − ρ) 2 ], and remains inside thereafter.
Remark 6.2. Together with Lemma 6.3, Proposition 6.1 also justifies the previous claim that elements of the oracle sequence are orthonormal with high probability.
Convergence
Finally, we study how fast the oracle sequence converges to a stable subspace estimator, and how good this estimator is.
To define convergence of the subspace sequence { P (k),o m , k ≥ 0}, we first note that 1.01ω 2 /(1−ρ) 2 is almost the smallest possible value of L( P o m , P (k),o m ) that (6.6) could imply. Indeed, when sin θ (k) converges and is small, we have sin θ (k) ≈ sin θ (k−1) , and cos θ (k) ≈ 1. Consequently, (6.6) reduces to sin
In addition, Lemma 6.2 suggests that we can stop the iteration as soon as L( P o m , P (k),o m ) becomes smaller than a constant multiple of ǫ 2 nm , for we always get an error of order O(ǫ 2 nm ) for estimating P m , even if we use P o m directly. In observation of both aspects, we say that P
Under this definition, the following proposition shows that it takes K iterations for the oracle sequence to converge, and for all k ≥ K, the error of approximating P o m by P (k),o m satisfies (3.8).
2 Here, the introduction of the multiplier (1 − n −1 ) −2 is only for mathematical convenience.
Proposition 6.2. Let K be specified in (3.9). For sufficiently large n, on the event such that the conclusions of Lemmas 6.1-6.3 hold, uniformly over F n , it takes at most K steps for the oracle sequence to converge. In addition, there exist constants C 1 = C 1 (γ, r, m, κ) and C 2 , such that for
A proof is given in the appendix, and this completes step 2.
Proof of Main Results
Here we come back to prove the properties of the actual estimating sequence. The proof relies on the following lemma, which establishes the equivalence of the actual sequence to the oracle one up to 2K iterations.
There exist a constant γ 0 = γ 0 (c), such that if we set γ nj as in (3.3) for some γ ≥ γ 0 , then for sufficiently large n, with probability at least 1 − C 0 p −2 n , for
A proof is given in the appendix, and this completes step 3. We now prove Theorems 3.2 and 3.3 by showing that the actual sequence inherits the desired properties from the oracle sequence. Since Theorem 3.1 is a special case of 3.2, we do not give a separate proof.
Proof of Theorem 3.2. Note that the event on which the conclusions of Lemmas 6.1-6.4 all hold has probability at least 1 − C 0 p −2 n . On this event, we have,
Here, the first equality comes from Lemma 6.4. The first two inequalities result from the triangle inequality and Jensen's inequality, respectively. Finally, the last inequality is obtained by replacing all the error terms by their corresponding bounds in Lemmas 6.1, 6.2 and Proposition 6.2.
Proof of Theorem 3.3. Again, we consider the event on which the conclusion of Lemmas 6.1-6.4 all hold. Then Lemma 6.4 directly leads to the conclusion that Q
We conclude the section by proving Corollaries 3.1 and 3.2.
Proof of Corollary 3.1. Under conditions GR, SP and AD(m, κ), we have p −2 n = o(τ 2 nm ∨ ǫ 2 nm ), and so p −2 n = o(C 1 M n τ 2 nm + C 2 ǫ 2 nm ). In addition, we note that the loss function (2.1) is always bounded above by 1. Let E denote the event on which the conclusions of Lemmas 6.1-6.4 hold. Then we have
This completes the proof.
. By the construction of Algorithm 1, for any l < m, span{ q
is the estimating subspace obtained after the k-th iteration of Algorithm 1 with target rank l. Therefore, when AD(l, κ) holds for l = j −1, j, Theorem 3.2 leads to
(6.11)
For l = j−1, j, write the projection matrices associated with P l and P (k) l as P l and P (k) l , respectively. Then, the projection matrices onto span{q j } and span{ q (k) j } are P j − P j−1 and P
The last inequality comes from (6.11) and the fact that τ 2 nj > τ 2 n,j−1 .
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A Proof of Intermediate Results
This appendix gives proofs of Lemmas 6.1-6.4 and Propositions 6.1 and 6.2. To facilitate later discussion, we note that the data matrix X n×p admits the representation 
A.1 Proof of Lemma 6.1
We use Weyl's theorem (Corollary 4.4.10 in [30] ) to prove claim (1), and Davis-Kahn's sinθ theorem (Theorem B.1) to prove claim (2) . In addition, the following lemma is useful.
Lemma A.1. The quantities q jL 2 2 and card(H) satisfy the following bounds:
(2) When n is sufficiently large,m ≤ card(H) ≤ CM n , where C = C(m, r).
Proof. For claim (1), we apply the "ideal risk calculation trick" in [14] . Let t j = t j (n) be the solution of s j t −1/2 = βτ nj . We have
On the other hand, by the definition of L, we always have the bound q jL 2 2 ≤ card(L)·max ν∈L {q 2 νj } ≤ p(βτ nj ) 2 . Recall the definition of M n , we complete the proof of (1).
For claim (2), we first show that card(H) ≤ CM n . To this end, for j = 1, . . . ,m, let
we get C = C(m, r).
To show card(H) ≥m, it suffices to show thatQ H· has full column rank. Note thatQ is orthonormal. So, this is equivalent to showing Q L· < 1. For Q L· , claim (1) implies that
Here, the last equality comes from condition SP. So, when n is large, Q L· < 1, which completes the proof of (2).
Proof of claim (1) Weyl's theorem states that |ℓ
, where Σ HL =Q H· Λ 2Q′ L· and Σ LL − I LL =Q L· Λ 2Q′ L· . Thus, Σ o − Σ ≤ 2 Σ HL + Σ LL − I LL . Note that q jH 2 , q jL 2 ≤ 1, and that Lemma A.1, together with condition SP, implies that m j=1 q jL 2 = o(1). Thus, we obtain
Proof of claim (2) First, claim (1) implies that, when n is large, ℓ o m ≥ λ 2 m + 1− o(λ 2 1 ) > 1. Thus, the m leading eigenvectors of Σ o could be constructed by first taking the m leading eigenvectors of Σ HH , and then augmenting all the coordinates in L with zeros. Consequently, Q o L· = 0, To further obtain the bound on L(P m , P o m ), we apply Davis-Kahn's sin θ theorem (Theorem B.1). In Theorem B.1, let A = Σ, A + E = Σ o , G 0 = Q, and F 0 = Q o . Since G 0 is orthonormal, the theorem states that
where Q o c is a p × (p − m) orthonormal matrix whose columns are orthogonal to those in Q o . The subscript 'c' is used to indicate the range of Q o c is the orthogonal complement to that of Q o . Consider the right side of (A.2). For the denominator, claim (1) and condition AD(m, κ) imply
For the numerator, since Q o c is orthonormal, we can bound it as (
In what follows, we bound each of the three terms on the right side. Take
(A.4)
Here, the second equality comes from the identity
, we obtain that
Since λ 2 1 /(λ 2 m − λ 2 m+1 ) ≤ κ under condition AD(m, κ), we complete the proof by bounding the q jL 2 2 's using Lemma A.1.
A.2 Proof of Lemma 6.2
We prove Lemma 6.2 by a similar approach to that for Lemma 6.1. The major difference here is that we are dealing with a random matrix S o instead of a deterministic one.
Many of the bounds to appear in the proof involve the following two quantities:
Here, l, m, n ∈ N and b > 0. By Proposition B.1, ζ(n, l) gives a probabilistic bound on the spectral norm of the difference between a random (scaled) Wishart matrix A and its mean I. On the other hand, Proposition B.2 shows that ξ(n, l, m; b) is a probabilistic bound on the spectral norm of Y ′ Z/n, where Y and Z are independent n × l and n × m matrices with i.i.d. N (0, 1) entries. For controlling these quantities, the following lemma will be used multiple times.
Lemma A.2. There exist constants C 1 (β, r, κ), C ′ 1 (β, r, κ), C 2 and C ′ 2 , such that when n is large,
Proof. By Lemma A.1, we have
Here, the second inequality comes from condition AD(m, κ). Therefore, we obtain
The bound on ξ(n,m, card(H); 2) follows from similar arguments.
To facilitate the arguments, note that the difference S o − Σ o = E HH 0 0 0 , and we decompose
we obtain
Finally, for E 3 , since Q H· ≤ 1 and Λ ≤ λ 1 , on the event
. Combine these bounds and apply Lemma A.2. We obtain
Here, the last equality comes from conditions GR and SP. Furthermore, observe that Propositions B.1 and B.2 imply the events in (A.9), (A.10) and (A.11) occur with probability at least 1 − C 0 p −2 n , and so does the intersection of them. This completes the proof of claim (1).
Proof of claim (2)
We use Theorem B.1 again. In the theorem, let
orthonormal matrices whose columns are orthogonal to those in Q o . As before, the subscript 'c' is used to indicate the range of Q o c is the orthogonal complement to that of Q o . With this setup, Theorem B.1 asserts that
Consider the right side of (A.12). For the denominator, claim (1), Lemma 6.1 and condition (1)). For the numerator, (A.8) leads to the decomposition:
Here, Q o c,H· denotes the submatrix of Q o c that contains all its rows in H. Thus, the triangle inequality leads to an upper bound of the numerator if we bound each E 0 k , which we carry out below.
H· ≤ 1, on the event (A.9), we have
To further control the last term on the right side, we apply an "orthogonal decomposition" trick.
orthonormal matrix whose columns are orthogonal to those in Q o H· , we obtain the decomposition
The first term on the right side can be bounded as
Here, the first inequality holds because Q o H· , Q H· ≤ 1 and Λ ≤ λ 1 , and the last equality comes from the observation that Q o L· = 0. By (A.4), the second term in the last display could be further decomposed as (
, and the spectrum norms of all the other matrices are uniformly bounded above by 1. Thus, we obtain that
Combining the parts leads to
Turn to E 0 2 . (A.14) leads the decomposition E 0 2 = E 0 21 + E 0 22 , where
we obtain E 0 22 ≤ ξ(n, m, card(H); 2) ≤ ξ(n,m, card(H); 2). Combine the two parts and apply Lemma A.2. We obtain
For E 0 3 , (A.8) and (A.13) lead to E 0 3 = E 0 31 + E 0 32 , where
For E 0 31 , on the event
In addition, on the event (A.11), we obtain E 0 32 ≤ λ 1 ξ(n,m, card(H); 2). Then the triangle inequality and Lemma A.2 lead to
Summing up the above bounds for the E 0 k 's leads to
We collect terms and apply Jensen's inequality to obtain
Since Z ·H Q o H· is a n × m matrix with i.i 
A.3 Proof of Lemma 6.3
We first introduce some preliminary results. The first result shows that, with high probability, the set B selects all the "big" coefficients in the leading eigenvectors up to order O 4 log(p n )/(nλ 4 j ) . Indeed, for 0 < a − < 1 < a + , define
Lemma A.3. Let B ± be defined as above. For appropriately chosen α and a ∓ , when n is sufficiently large, with probability at least 1
Consider the event {B − ⊂ B}. We have
Here, the last inequality comes from Lemma B.2. On the other hand, we have
Here, the second last inequality comes from Lemma B.2. From the above bounds, if we choose α and a ± properly, then B − ⊂ B ⊂ B + holds with probability at least 1 − C 0 p −2 n . To show B + ⊂ H, observe that for any ν ∈ B + , there exists some j ∈ {1, . . . ,m}, s.t.
. By the definition of H, it then suffices to show that for large enough n,
The inequality holds because, under conditions GR and SP, both log(p n )/(nλ 4 m ) and log(p n )/n converge to 0 as n → ∞. We now prove Lemma 6.3. Throughout, we restrict our attention to the high probability event on which the conclusion of Lemma A.3 holds. Let M = H\B o , and define
Proof of claim (1) First, claim (1) is a direct consequence of Lemma A.3. Recall that B o = B ∩ H. On the event such that the conclusion of Lemma A.3 holds, we get B ⊂ H, and so B o = B.
Proof of claim (2) Here, we first apply Weyl's theorem to obtain
, where
Note that Q B o · ≤ 1 and that M ⊂ B c − . So, on event (A.9), Lemma A.4 leads to
2 ensures that with probability at least 1−C 0 p −2 n , 1 n max ν∈H Z ·ν 2 2 = 1 + o(1). On the other hand, since B o only depends on { Z ·ν 2 , ν ∈ H}, which are independent of {Z ·ν , ν ∈ H}, we obtain thatZ ·H is independent of B o . So,Z ·M is independent ofZ ·B o . Let
. N (0, 1) entries, and so Lemma B.3 asserts that with probability at least 1
In addition, Lemma B.2 shows that with probability at least 1 − C 0 p −2 n , min j u j = n(1 − o (1)). Thus, we obtain that, with probability at least 1
Here, the last inequality comes from Lemma A.4. Thus, we obtain D 2 = o(e n ). For D 3 and D 4 , on the event (A.11), Lemmas A.2 and A.4 lead to
Combining the four parts leads to
Consider the intersection of the events in (A.9), (A.10) and (A.11). Lemmas A.2 and A.4 lead to
Thus, we combine the three parts to obtain (1)). Therefore, Theorem B.1 leads to
The last inequality comes from conditions SP, AD(m, κ) and the definition of ρ, and holds when n is sufficiently large.
A.4 Proof of Proposition 6.1
Here, we restrict the proof on the event such that the conclusions of Lemmas 6.1-6.3 hold. Thus, all the arguments are deterministic. Recall that T (k),o denotes the matrix obtained after the multiplication step of the k-th iteration in oracle Algorithm 1. Denote ran(T (k),o ) by T (k),o , and let φ (k) be the largest canonical angle between T (k),o and P
). In what follows, we first prove both claims for the first iteration, and then extend them to subsequent iterations.
The First Iteration Claim (1) relies on the following lemma, which describes the effects of the multiplication and the thresholding steps separately. Proof. Claim (1) is essentially one-step analysis of orthogonal iteration, which is obtained by directly applying Theorem 8.2.2 in [9] to a single iteration.
The proof of claim (2) relies on Wedin's sin θ theorem for singular subspaces (Theorem B.2). In the theorem, let A = T (0),o and B = T (1),o . Then, the theorem gives that
In what follows, we study the numerator and the denominator of the right side separately. First, we derive a lower bound for σ m (T (1),o ). To this end, for any unit vector x ∈ R m , let y = Q (0),o x, then y is a unit vector in R p . Decompose y as y =ỹ +ỹ c , withỹ ∈ ran( Q o ) and
To bound the numerator, we define matrix ∆T ∈ R p×m , whose (ν, j)-th entry is given by
Then, we obtain . To this end, we note that Lemma 6.3 shows cos 2 θ (0) ≥ 4/5, while (A.26) shows that ω = o(1). Therefore, ω < cos 2 θ (k 0 ) for large enough n, which completes the proof.
By the discussion following the loss function (2.1), we have the triangle inequality
Here, the second inequality comes from Lemma A.5. This completes the proof of claim (1).
Turn to claim (2) . We first show that, for any a ≤ 1/2,
Let x = sin θ (0) . Multiply both sides of the last display with x √ 1 − x 2 and collect terms. Then it is equivalent to ω ≤
The right side of last inequality is non-negative, because x 2 ≤ (1 − ρ) 2 /5 (by Lemma 6.3) and a ≤ 1/2. So, we can square both sides of it, and some simple algebra shows that the inequality holds if
Here, Q(x 2 ) is a quadratic form of x 2 , with discriminant ∆ = (1 − a)
Note that Lemmas 6.1-6.3 lead to
(A.26)
Here, C = C(γ, r, m, κ). Moreover, conditions GR and SP imply that the rightmost side of (A.26) tends to 0 as n → ∞. Therefore, for sufficiently large n ≥ n 0 (γ, r, m, κ), we have
and so ∆ > 0. Let the two roots of Q be x 2 ± . We solve Q to obtain that (A.25), and hence the conclusion, holds when
(A.27) Note that, by (A.26), x 2 ≤ (1 − ρ) 2 /5 ≤ x 2 + always holds. Therefore, the case is completed because (A.24) implies (A.27).
Next, we show that if sin
Multiply both sides by cos θ (k 0 ) (1−a)(1−ρ) √
1.01ω
. We obtain that the last inequality holds when
because the right side is no greater than cos θ (0) by the condition on sin θ (0) . Since √ x ≥ x for x ∈ [0, 1], it further suffices to have the last inequality hold but with the square root of the right side removed, which is equivalent to have
By (A.26), the last desired inequality holds when n ≥ n 0 (γ, r, m, κ). This completes the case.
Subsequent Iterations Now we have Q (1),o is orthonormal with sin 2 θ (1) ≤ (1−ρ) 2 /5. Therefore, we can essentially repeat the whole argument to prove both claims for k = 2, and so on by induction. This is valid because the minimum sample size needed, n 0 = n 0 (γ, r, m, κ), such that both claims hold does not depend on the iteration index k.
A.5 Proof of Proposition 6.2
we divide the proof into two parts, depending on whether the following condition holds or not:
Without loss of generality, we assume that n = 2 l for some l ≥ 1. So, l = log n/ log 2. First, consider the case where (A.28) holds. Let k 1 be the number of iterations needed to achieve
Before the last inequality is satisfied, the decay rate of the approximation error satisfies the bound in claim (2) of Proposition 6.1 with a = 1/2. Thus, it suffices to have
for all x ∈ (0, 1). Thus, it suffices to set
Now, let k 2 − k 1 be the number of additional iterations needed to achieve L(
Then, before the inequality is satisfied, the decay rate satisfies claim (2) of Proposition 6.1 with a = 1/4. Thus, it suffices to have [ 
This is guaranteed if we set
Recursively, we define
Repeating the above argument shows it suffices to have
, for i = 3, . . . , l.
Therefore, if we set
We complete the proof for this case by noting that K ≥ k l for large enough n and that
Turn to the case where (A.28) does not hold. Then, the decay rate in claim (2) of Proposition 6.1 holds with a = 1/2 for all k such that L(
Since the approximation error is monotone decreasing, it suffices to verify that [ 
.
Note that the second term on the right side is bounded above by log h(λ 2 m ). Since log(p n ) = o(n) and | log(1 − x)| ≥ x for x ∈ (0, 1), it suffices to verify
which is indeed satisfied by K for large enough n.
nm . This completes the proof.
A.6 Proof of Lemma 6.4
First of all, we restrict our attention to the event on which all the conclusions of Lemmas 6.1-6.3 hold. Lemma A.3 shows that B o = B, which leads to Q (0) = Q (0),o . In what follows, we start with the equivalence between Q (1) and Q (1),o , and then extend the argument to subsequent iterations.
jH . Here, the second equality holds because q (0),o jL = 0. Our goal is to show that for sufficiently large numeric constant γ, the size of t (1) νj is bounded by the threshold γ nj in Theorem 3.1 with high probability. Following the discussion after Lemma 6.3, it suffices to show that t (1) νj is bounded by a constant multiple of (λ 2 j + 1) log(p n )/n, since ℓ j (S BB )/(λ 2 j + 1) → 1. By (A.14), we decompose t
Moreover, S νH admits the decomposition S νH = 4 i=1 S νH,i , where
In what follows, we bound t
i , i = 1, 2, respectively. The argument is lengthy but elementary. The key conclusions are (A.31) and (A.36), which then lead to (A.43).
1 o . Bound for t
1 . We show below
To this end, using (A.30), we decompose t
1i . For t (1) 11 , we further decompose it as
Since ν ∈ L, we have |q νj | ≤ βτ nj , and so
, with γ and γ nj specified as in Theorem 3.1. Similarly,
On the other hand, on the event (A.9), we have
Here, the last equality comes from conditions GR and SP. Finally, the triangle inequality leads to
For t
12 , define event
Note that ξ(n, 1, m;
On this event, we have
13 , on the event (A.18), we have
Switch to t Without loss of generality, we could assume that λ 1 /λ m → 1 as n → ∞. When this is the case, (A.35) reduces to (A.31). If this is not the case, let 1 < m 0 ≤ m be the smallest index such that λ m 0 /λ m → 1. We further divide the set {1, . . . , m} into {1, . . . , m 0 − 1} ∪ {m 0 , . . . , m}, and similar but lengthier argument would also lead to (A.31). To this end, observe that (A.30) leads to t
2i . jH is a function of S HH and hence is independent of Z ·ν . In addition, Z ·H is independent of Z ·ν . Thus, we have y Thus, we obtain |t
23 | = o(γ nj ). For t (1) 24 , we could bound it using the same strategy as for t jH is a function of V and Z ·H , which is independent of Z ·L , and so both y Under our assumption, for any given ν, j, and k, the tail bound of standard normal distribution gives P |y
Since m is fixed, card(L) ≤ p n , and K = O( n log(p n ) ), we obtain that P |y
The same argument extends to the event in (A.46). Finally, on the intersection of (A.45), (A.46), and the other events involved in the calculation of the first iteration, we can essentially repeat the arguments for the first iteration 2K − 1 times to obtain (A.44). This complete the proof of Lemma 6.4.
B Auxiliary Results
We collect here some auxiliary results used in the proofs. First, we present two sin θ theorems. One is for principal subspaces, which comes from [5] and is used extensively in the proofs of Lemmas 6.1-6.3. The other is for singular subspaces, which comes from [35] and is used in the proof of Proposition 6.1. The last inequality holds as R = A ′ W = −E ′ W .
Next, we present two probabilistic bounds on matrix norms.
Proposition B.1 ([22] and [8] ). Let Y be an n × p matrix with i.i.d. N (0, 1) entries. For t n = 6 log n/n and any fixed c > 0, there exist n 0 (c) > 0, such that for any n ≥ n 0 (c),
Proposition B.2. Let Y ∈ R n×l and Z ∈ R n×m be two independent matrices with i.i.d. N (0, 1) entries. Then for any 0 < a < This completes the proof.
Finally, we list three probabilistic bounds which have been used multiple times.
Lemma B.1. Let x ∼ N (0, 1). For any t ≥ 0, P{|x| > t} ≤ 
