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CHAPTER 1
Basi theory
Well, said Owl, the ustomary proedure in suh ases is as follows.
A. A. Milne, Winnie-the-Pooh.
5
6Introdution
In the viinity of the zero xed point
1
of the dierential equation
x˙ = Ax+ o(x) (x ∈ Rn), (1)
the behaviour of other solutions is mostly determined
2
by the loation of the eigenvalues
of the matrix A with respet to the imaginary axis. For instane, if the spetrum of the
matrix A lies in the open left half-plane of the omplex plane, then the xed point is
asymptotially stable. It is unstable if the matrix A has at least one eigenvalue with
positive real part. If we know that the matrix A has no purely imaginary eigenvalues,
then the loal struture of the phase portrait of the system (1) an be determined by the
number of eigenvalues of the matrix A in the left and right half-planes of the omplex
plane. For all these reasons, matrix theory methods and tehniques for answering suh
questions are of great interest in stability theory. Sine the spetrum of the matrix A is
the set of all roots of its harateristi polynomial p(λ) ≡ det(λI − A), then the same
questions are to be answered in the theory of polynomials, too.
3
A polynomial p is alled stable if all its roots lie in the open left half-plane. The Routh-
Hurwitz problem onsists in nding onditions of polynomial stability
4
and, generally, in
the study of those properties of the polynomial that are in some way onneted with
loation of its roots with respet to the imaginary axis.
The Hurwitz riterion is traditionally viewed as the main result on stable polyno-
mials. It will be disussed in  6. The pratial use of this theorem is usually limited,
in the ontext of diret omputations, to polynomials of low degrees (3rd, 4th, or 5th).
In fat, the Hurwitz riterion is only one of the fats of a ompat algebrai theory 
a theory that ontains other pratially useful results, that is related to important and
interesting hapters of algebra and analysis, and, nally, that is beautiful. The last point
is important. It is most diult to master the art of produing mathematial results, of
posing and solving problems, but it is an art worth learning
5
. Unexpeted ideas, subtle
arguments are seldom fruits of pure imagination; more often, they are results of observa-
tion, perseverane, and good taste of their author. That kind of experiene omes with
learning things that are worth emulating. The theory of stable polynomials provides a
great sample of this kind. Within this theory, everyday mathematial notions and ideas
interat, reshape themselves, and bring about new realms of possible appliations. Taking
these didati ideas to heart, the author did not intend to simply give a standard list
of fats, but instead to show the development of this mathematial theory, so that the
1
Lit.: point of equilibrium [translators' remark℄.
2
In the so-alled ritial ase, the nonlinear term o(x) gets voting rights and inuenes the be-
haviour of solutions in an arbitrarily small viinity of the xed point.
3
The transition from a matrix to its harateristi polynomial is far from being harmless. Firstly,
matrix properties that may have an inuene on its spetrum may be lost or hidden as a result. For
example, it is easy to establish that all eigenvalues of a symmetri matrix must be real, but it is more
diult to understand how this property aets the oeients of its harateristi polynomial. Seondly,
the harateristi polynomial is useful only for general theoretial questions and does not easily submit
to numerial omputations and analytial derivations.
4
Both terms beame ustomary but they are rather unsatisfatory. The former is not good beause
there is a stable xed point of a system of dierential equations not of a polynomial. The latter is
also bad, sine the rst person who posed the Routh-Hurwitz problem and who obtained fundamental
results in this area was in fat C.Hermite. Here is the hronology of works: C.Hermite  1856, E. J. Routh
 1877, A.Hurwitz  1895.
5
The reader is referred to textbooks [23℄[24℄ and problem book [25, 26℄.
7reader may beame a partiipant in its re-reation. Aknowledging that the interest of
some student readers may be quite pragmati, the author at the same time tried to sepa-
rate the basi material, whih one ought to learn in any ase and whih is presented very
tersely, from disussions and additional points made in remarks, problems, footnotes et.
Inidentally, one an learn to apply the Hurwitz theorem by solving the following fairly
typial problem.
Problem. Find all xed points of the Lorentz system
6
X˙ = σY − σX, Y˙ = rX − Y −XZ, Z˙ = XY − bZ. (2)
(σ, r, b are positive parameters). Get to know the statement of Hurwitz' theorem in  6
and apply it to investigate the stability of the xed points found.
A solution to this problem is given in the Appendix. It is however reommended that
the reader obtains this solution on her/his own or at least tries to do so.
Aknowledgment
The author thanks Mikhail Tyaglov, who pointed out a number of typos in the rst version
of these notes; those typos are orreted in the present version. The author is also grateful
to Olga Holtz for her ative interest in these notes and assistane with their publiation.
1. Stodola ondition
One of the most basi but rather useful fats on stable polynomials is ontained in the
following theorem, whih is usually attributed to the Slovak engineer A. Stodola (1893).
Theorem 1 (Stodola). If a polynomial with real oeients is stable, then all its oe-
ients are of the same sign.
Proof. The roots of a real polynomial are symmetri with respet to the real axis.
Let
p(z) = a0
∏
j
(z − λj) ·
∏
k
(z − αk − iβk) (z − αk + iβk) ,
where λj are the real and αk ± iβk are the nonreal roots of the polynomial p (note that
λj, αk < 0). Sine the binomials z − λj and the trinomials z2 − 2αkz + (α2k + β2k) have
positive oeients, their produt has the same property. 
The role of Theorem 1 is quite lear: it provides a very easily veried neessary on-
dition of polynomial stability. It annot be reversed, exept for very low degrees:
Problem 2. A quadrati polynomial with positive oeients is stable.
In general, the following partial onverse holds:
Problem 3. A polynomial of degree n with positive oeients has no roots in the setor
| arg z| ≤ pi
n
. (3)
Hint: Consider a broken line with n+1 segments whose kth segment is parallel to the
vetor akz
n−k
(k = 0, . . . , n). If arg z is too small, this broken line annot be losed.
6
This system is related to one of the lassial hydrodynamial problems, viz., the onset problem for
onvetional motion in a uid horizontal layer heated from below. The Lorentz system is interesting due
to the fat that its trajetories have very omplex behaviour for ertain values of parameters.
8Problem 4. A polynomial p(z) = a0z
n + a1z
n−1 + · · ·+ an−1z − an (a0, . . . , an > 0) has
exatly one root on the positive half-axis; it is smaller than the absolute value of any other
root of p.
The question how the signs of the oeffiients affet the root distribution
of a polynomial is quite interesting per se (see [11, part V, Chapter I℄), but leads
away from the topi of stable polynomials. On the other hand, the onstru-
tions of our next setion turn out to be very fruitful.
2. Nyquist-Mikhailov hodograph
Let p(z) be a polynomial7 of degree n. In the omplex plane C, onsider the urve8
Γp ≡
{
i−np(iω) : ω ∈ R} . (4)
As the parameter ω runs from −∞ to∞, the urve is traversed in a ertain diretion. This
oriented urve is alled the Nyquist-Mikhailov
9
hodograph
10
, or simply the hodograph, or
the amplitude-phase harateristi of the polynomial p.
Assume that the polynomial p has no roots on the imaginary axis. In this ase, Γp
does not go through zero and the funtion
ϕp(ω) ≡ Arg i−np(iω) = ImLog i−np(iω) (ω ∈ R) (5)
is ontinuous at eah point of the real axis. Note that this funtion is dened up to an
additive onstant of the form 2pik (k ∈ Z), and its values do not have to lie in the interval
[0, 2pi]. In the sequel, we will be interested in the inrement11
∆p ≡ ϕp
∣∣+∞
−∞
, (6)
whih is dened unambiguously.
Lemma 5. If p(z) = z − λ (Reλ 6= 0), then ∆p = −pi signReλ.
Proof. The hodograph Γp is a horizontal line traversed from left to right that in-
tersets the imaginary axis at the point iReλ. Obviously, as ω runs from −∞ to +∞,
the radius-vetor of a point on the hodograph makes a lokwise turn of magnitude pi if
Reλ > 0 (ounter-lokwise if Reλ < 0). 
Theorem 6 (Hermite). If a polynomial p has n− roots in the left half-plane and n+ roots
in the right half-plane but no roots on the imaginary axis, then
∆p = pi(n− − n+). (7)
Proof. If p = a0 p1 · · · pn, where pk(z) = z − λk, then
ϕp = arg a0 + ϕp1 + · · ·+ ϕpn and ∆p = ∆p1 + · · ·+∆pn .
7
For now, we do not need to assume that the oeients of the polynomial are real, although this is
indeed the ase in most appliations.
8
The normalizing fator i−n is not of vital importane. It is needed to simplify some formulæ of the
next setions.
9
Nyquist's name was added in translation [translators' remark℄.
10
The work of A. V. Mikhailov (1937) as well as the earlier work of the Amerian engineer H.
Nyquist (1932) attrated attention to the geometrial method that we desribe here. Espeially important
appliations of this method were found in automati ontrol theory, mostly thanks to papers of the
Romanian mathematiian V. M. Popov. However, Mikhailov's hodograph was disovered by C. Hermite.
11
Along the way, we will also prove that the limits ϕp(±∞) exist.
9From Lemma 5, it follows that
∆p = −pi (signReλ1 + · · ·+ signReλn) = pi(n− − n+).

Remark 7. Sine there are no roots on the imaginary axis, we have n− + n+ = deg p.
Together with (7), this enables us to nd both numbers n− and n+.
Remark 8. The inrement ∆p ahieves its maximal value, whih equals pi deg p, for stable
polynomials.
Problem 9. If a polynomial p is stable, prove that ϕp is monotone inreasing on R.
Problem 10. Let γ be a losed oriented urve on the Riemann sphere (e.g., the
imaginary axis is suh a urve). Let us introdue the generalized hodograph Γγp ≡
{ i−np(ω) : ω ∈ γ } and dene the quantities ϕγp and ∆γp analogously to (5) and (6). Con-
sider the unit irle and the setor (3) and formulate for them the analogue of Theorem 6.
Problem 11. Theorem 6 is related to the argument priniple in the theory of analyti
funtions. What is the value of the integral
1
2pii
+i∞∫
−i∞
p′(z)
p(z)
dz, taken over the imaginary
axis in the sense of the Cauhy prinipal value?
Problem 12. Investigate the hodograph of a rational funtion. Whih rational funtions
do you think should be alled stable?
Problem 13. On the front page you see a stylized piture of the hodograph of the poly-
nomial p(z) = 32z6 + 12z5 + 46z4 + 21z3 + 16z2 + 7z + 1 (the thikness of the urve
dereases as the parameter ω inreases). Where are the roots of p(z) loated with respet
to the imaginary axis? Using Maple, draw this urve on your own. Try to hange one of
the oeients of p(z). What happens with the hodograph?
Theorem 6 obtained by suh simple tools an already be applied to ount
the number of roots of the polynomial p to the left and to the right of the
imaginary axis. We an entrust the drawing of hodographs to a omputer and
determine the number of half-turns visually.
It is worth onsidering the following questions:
Why not use a omputer to ount all roots of a polynomial as well? Whih
of the two problems will require more alulations? For whih polynomials
will the pertinent alulations be hard and their results unreliable? Whih
problems may arise for a developer and for a user of suh a program?
Most likely, we will ome to the onlusion that it is premature to write a
program, and the speifi question of ounting the number ∆p of half-turns
requires a mathematial rather than a programming solution. This is indeed the
ase.
3. Cauhy indies
The quantity ∆p haraterizes quite general topologial properties of the urve Γp. It
turns out that for ounting ∆p it is enough to know in whih order a point moving along
Γp rosses the oordinate half-axes.
Let
p(z) ≡ a0zn + a1zn−1 + · · ·+ an (a0 ∈ R, a0 > 0). (8)
10
Let us onsider the real polynomials
f0(ω) ≡ +Re
[
i−np(iω)
]
= a0ω
n + · · · ,
f1(ω) ≡ − Im
[
i−np(iω)
]
= (Re a1)ω
n−1 + · · · (9)
satisfying
i−np(iω) = f0(ω)− if1(ω), deg f1 < deg f0. (10)
If all oeients of the polynomial (8) are real, then we have:
f0(ω) ≡ a0ωn − a2ωn−2 + a4ωn−4 − · · · ,
f1(ω) ≡ a1ωn−1 − a3ωn−3 + a5ωn−5 − · · · .
(11)
Now it is time to disuss the assumption of the previous setion that the polynomial p
has no roots on the imaginary axis. How an we hek this ondition? From (10) one an
see that, for ω ∈ R,
p(iω) = 0 ⇔ f0(ω) = f1(ω) = 0 ⇔ gcd(f0, f1)(ω) = 0. (12)
Thus, we need to use the Eulidean algorithm to nd the greatest ommon divisor d ≡
gcd(f0, f1). In the simplest ase we get d = 1. Otherwise, we need to nd out whether the
polynomial d has real roots.
Remark 14. As we will see later, the idea of using the Eulidean algorithm is extraordi-
narily fruitful. Now we simply ran into it and risk to pass it by, not notiing that it is key
to solving the entire problem. Can we at this stage guess, perhaps only feel, the value of
this aidental idea to develop it afterwards?
Assume that the polynomial p is ontinuously perturbed so that, at some moment,
one or several of its roots interset the imaginary axis, thus hanging the values of n− and
n+, whih we are interested in. If we apply the Eulidean algorithm to the orresponding
polynomials f0 and f1, then its nal result, the greatest ommon divisor d, will forget
what happened. Most likely, d was equal to 1 and will again beome equal to 1. But what
if the memory of those events will be preserved in the by-produt of the algorithm, whih
are usually thrown out as useless? Later we will see that this guesswork will be onrmed
in its entirety.
Still assuming that the urve Γp does not go through zero, let us now onsider how it
intersets the imaginary axis. Let ω0 < ω1 < · · · < ωm be the values of the parameter ω
for whih the intersetions our. Aording to (9), ωk are real roots of the polynomial f0
of odd multipliity (so typially simple). Denote
ik ≡ lim
ω→ωk
sign
d
dω
ϕp(ω) (k = 0, 1, . . . , m). (13)
In other words, ik = −1 (ik = +1) if the radius-vetor of a point on the hodograph turns
lokwise (ounter-lokwise) when ω passes through the point ωk (see the piture).
1 2 3 4
11
Lemma 15. ϕp
∣∣∣∣
ωk
ωk−1
=
pi
2
(ik−1 + ik) (k = 1, . . . , m)
Proof. For deniteness, suppose that ωk−1 orresponds to an intersetion of type 1
on the piture. Then the next value ωk orresponds to an intersetion of type 2 or 3. In the
former ase, ϕp
∣∣ωk
ωk−1
equals +pi, in the latter ase, zero, whih agrees with the statement
of the lemma. The remaining three possibilities an be onsidered similarly. 
Lemma 16. ϕp
∣∣∣∣
ω0
−∞
=
pi
2
i0, ϕp
∣∣∣∣
+∞
ωm
=
pi
2
im
Proof. Sine deg f0 > deg f1, we have
tanϕp(ω) = −f1(ω)
f0(ω)
→ 0 (ω → ±∞).
Consequently, the limit diretions of the radius-vetor are horizontal.
For deniteness, suppose that the radius-vetor approahes the diretion of the positive
real half-axis when ω → −∞. Then between −∞ and ω0 there must be an intersetion of
type 2 or 3 (see the piture). In the former ase ϕp
∣∣∣∣
ω0
−∞
equals +
pi
2
. In the latter ase it is
equal to −pi
2
. This agrees with the statement of the lemma. The remaining possibilities
must be onsidered similarly. 
Lemma 17. If p has no roots on the imaginary axis, then
∆p = pi (i0 + i1 + · · ·+ im) (14)
Proof. The inrement is additive:
∆p = ϕp
∣∣∣∣
ω0
−∞
+ ϕp
∣∣∣∣
ω1
ω0
+ · · ·+ ϕp
∣∣∣∣
ωm
ωm−1
+ ϕp
∣∣∣∣
+∞
ωm
.
Therefore, the appliation of Lemma 15 and Lemma 16 implies (14).
Stritly speaking, we should also onsider the ase m = −1, i.e., the ase when the
hodograph does not interset the imaginary axis at all. Using the same reasoning as in
the proof of Lemma 16, we then will see that ∆p = 0. This is indeed the proper way to
understand the formula (14) in ase m = −1. 
The quantities ik and their sum our in other appliations. They have spei names.
Let us onsider the rational funtion
R(ω) ≡ f1(ω)
f0(ω)
(deg f1 < deg f0), (15)
where the numerator and the denominator are arbitrary real polynomials and are not
neessarily determined from (9).
Let ω0 < ω1 < · · · < ωm be the real poles of R of odd order. This means that R(ω)
hanges its sign as it goes through ∞ when ω goes through ωk.
The quantity
Indωk(R) ≡
{
+1, if R(ωk − 0) < 0 < R(ωk + 0),
−1, if R(ωk − 0) > 0 > R(ωk + 0)
(16)
is alled the index of the funtion R at its real pole ωk of odd order.
12
The quantity
Indba(R) ≡
∑
k : a<ωk<b
Indωk(R) (17)
is alled the Cauhy index of the funtion R on the interval (a, b).
A omparison with (13) and with the piture now shows that
ik = Indωk(R), where R ≡
f1
f0
.
Theorem 18. Let the polynomial (8) have n− roots in the left half-plane, n+ roots in the
right half-plane, and no roots on the imaginary axis. Then
n− − n+ = Ind+∞−∞
(
f1
f0
)
,
where f0 and f1 are dened in (9).
Proof. The theorem follows from Theorem 6 and from Lemma 17. 
Remark 19. Undoubtedly, the ase when the polynomial is stable deserves speial on-
sideration. We will devote to it a setion of Chapter II.
Remark 20. If we introdue the step funtion
U(ω) ≡
∑
k : −∞<ωk<ω
Indωk(R),
then (17) implies
Indba(R) =
b∫
a
dU(ω) = U(b− 0)− U(a + 0). (18)
If we ould alulate values of the funtion U(ω) without alulating the roots ωk, we
ould onveniently apply Theorem 18.
Problem 21. What is the Cauhy index of the logarithmi derivative
R ≡ d
dω
ln f =
f ′
f
.
of a real polynomial f?
Hint: It equals the number of distint roots of the polynomial f in the interval (a, b).
Problem 22. The hoie of the imaginary axis for omputing values of ∆p is most on-
venient. But we ould take any other line that goes through 0, exept for the real axis.
Prove this and explain the problem with the real axis.
Problem 23. Let us draw a graph of the rational funtion R on the torus S1×S1 instead
of the plane R
1×R1. This is useful sine one of the points on the irle S1 must orrespond
to the point at innity on the axis R1. Verify that suh a graph is a losed urve on the
torus. Whih geometri (more exatly, topologial) meaning does Ind+∞
−∞
(R) aquire?
Theorem 18 is a better tool than Theorem 6. However, we seem to go around
in irles: trying to avoid an expliit alulation of the roots of the initial
polynomial p, we ame to the neessity of alulating the roots of another
polynomial f0! The next setion will show that this is in fat unneessary.
13
4. Sturm method
In the book [19℄, one an nd an elegant theorem of Sturm on ounting the number
of real roots of a polynomial in a given interval. In fat, this theorem  or, more exatly,
its method  has a wider sope.
A nite sequene of polynomials {f0, f1, . . . , fn} is alled a Sturm sequene on the
interval (a, b) if
f0(c) = 0 (a < c < b) ⇒ f1(c) 6= 0, (19)
fn(c) 6= 0, ∀c ∈ (a, b), (20)
fk(c) = 0 (0 < k < n, a < c < b) ⇒ fk−1(c) fk+1(c) < 0. (21)
Given a Sturm sequene, let us introdue the integer-valued funtion V (x) dened to
be the number of sign hanges in the sequene {f0(x), f1(x), . . . , fn(x)}. The domain of
this funtion is the interval (a, b) from whih the roots of the polynomials in the sequene
are exluded. At these points, the funtion V (x) an have a disontinuity of the rst kind.
However, V (x) does not have too many disontinuities:
Lemma 24. If c ∈ (a, b) is not a zero of odd multipliity of the initial polynomial f0, then
V (c+ 0) = V (c− 0).
Proof. If fk(c) = 0, then k < n in aordane with (20). Now let k > 0; then (21)
implies that fk−1(c) and fk+1(c) are nonzero and have dierent signs. Therefore, the
subsequene {fk−1(c), fk(c), fk+1(c)} (0 < |x − c| < ε) ontains exatly one sign hange
regardless of the sign of fk(x) for x in a small neighborhood of c.
But if c is a zero of the polynomial f0 of even multipliity, then f0(x) does not hange
sign in the puntured neighbourhood 0 < |x− c| < ε. By (19), this also applies to f1(x).
Thus, the subsequene {f0(x), f1(x)} has the same number of sign hanges (0 or 1) to the
left of the point c as it does to the right of c. 
Lemma 25. If c ∈ (a, b) is a zero of f0 of odd multipliity, then
V (c+ 0)− V (c− 0) = − Indc
(
f1
f0
)
. (22)
Proof. If the index at c is equal to +1, then the funtion f1/f0 hanges its sign from
− to + when x goes through the point c. The subsequene {f0(x), f1(x)} thus loses a sign
hange and V (x) dereases by 1. In ase the index is negative, the opposite holds. 
Theorem 26 (Sturm).
12
Indba
(
f1
f0
)
= V (a+ 0)− V (b− 0). (23)
Proof. Use the two previous lemmata and the fat that the full inrement of a step
funtion is the sum of its inrements at points of disontinuity.
V (b− 0)− V (a+ 0) =
∑
[V (c+ 0)− V (c− 0)],
where summation is taken over all disontinuities of the funtion V , that is, over all zeros
of f0 of odd multipliity that lie in (a, b). 
12
We foresaw the existene of suh a formula  see Remark 20. It would resemble (18) even more if
we dened V (x) as the number of sign retentions rather than the number of sign hanges.
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Remark 27. Note that neither in the denition of Sturm sequenes nor in the proof of
the Sturm theorem was it essential that f0, . . . , fn are polynomials. Only the fat that
these funtions are ontinuous and have nitely many roots was used
13
.
Let us onsider an important speial ase of Theorem 26.
A Sturm sequene {f0, f1, . . . , fn} is alled regular if
deg fk = n− k (k = 0, 1, . . . , n).
Theorem 28. Let hk be the leading oeient of a polynomial fk from a regular Sturm
sequene {f0, f1, . . . , fn}. Then
Ind+∞
−∞
(
f1
f0
)
= n− 2 v(h0, h1, . . . , hn), (24)
where v(h0, h1, . . . , hn) is the number of sign hanges in the sequene {h0, h1, . . . , hn}.
Proof. For large |x|, the sign of fk(x) oinides with the sign of its leading term
hk x
n−k
. Therefore,
V (+∞) = v(h0, h1, . . . , hn),
V (−∞) = v(hn,−hn−1, . . . , (−1)nh0) = n− v(h0, h1, . . . , hn)
(the latter quantity is the number of sign retentions, whih, together with the number of
sign hanges in the sequene {h0, . . . , hn}, sums up to n). 
It remains to disuss how a Sturm sequene an be onstruted from an initial pair
of polynomials {f0, f1}. For the ase deg f0 > deg f1, whih we fous on, a modied
Eulidean algorithm an be used. The modiation onsists in hanging the sign of the
remainder at eah step:
fk−1 = dkfk − fk+1, deg fk+1 < deg fk. (25)
It does not hange the original meaning of the algorithm sine, at the last step, we will
still obtain gcd(f0, f1), but it guarantees that the ondition (21) is satised. Regarding
the onditions (19) and (20), for this onstrution they are equivalent (prove it).
Remark 29. This is not the only possible method for onstruting a Sturm sequene.
Remark 30. Though the Sturm method is exellent in theory, it is not onvenient
in pratie due to the enormous number of numerial oeients of various powers of
x in a sequene of Sturm funtions when an equation of high enough degree is given.
(P. L. Chebyshev)
Problem 31. How an we onstrut a Sturm sequene if deg f0 ≤ deg f1?
Problem 32. Use the result of Problem 21 and suggest an algorithm for ounting the
number of distint roots of a polynomial f on an interval (a, b). Use this algorithm to
ount the number of roots of the polynomial p on the imaginary axis.
We have solved the Routh-Hurwitz problem, and not only for real but also
for omplex polynomials. We found out that this problem is algorithmially
equivalent to finding the greatest ommon divisor of two polynomials and is
therefore rather simple. It turns out that, when used to examine the stability
of real polynomials, it simplifies further due to the speifi struture of the
initial polynomials (11). This will be taken up in the next setion.
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Thus, the Sturm method solves problems of algebra by means of analysis. As a result, it is disliked
by both algebraists and analysts.
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5. Routh sheme
Let polynomials f0 and f1 be dened as in (11). If a1 6= 0, then the quotient and the
remainder in (25) are
d1(ω) = c ω
(
c =
a0
a1
)
, (26)
f2(ω) = (a2 − c a3) ωn−2 − (a4 − c a5) ωn−4 + · · · . (27)
We see that, rst of all, f2 has the same struture as f0 and f1, and if its leading oef-
ient is nonzero, then the same proedure an be applied to the pair {f1, f2}. Seondly,
the oeients of f2 our in the seond row of the retangular matrix(
a1 a3 a5 . . .
a0 a2 a4 . . .
)
(28)
after the Gaussian elimination of the entry a0.
This is the basis for the omputational Routh sheme. In textbooks and handbooks,
the Routh sheme is usually desribed in a form suitable for omputations by hand.
Thanks to the progress of programming, mathematis now has new tools for reording its
algorithms. Let us use standard Pasal.
Let the oeients of the polynomial (8) be stored in the array var h: array[0..n℄
of real; The transition from {f0, f1} to {f1, f2} desribed in (26)-(27) orresponds to
the formal transition from the polynomial p to the polynomial
a1 z
n−1 + (a2 − ca3) zn−3 + a3 zn−3 + (a4 − ca5) zn−4 + . . . ,
whereupon the proess goes on provided that orresponding oeients are not zero. This
algorithm is realized by the routine Routh , whih returns the logial value true after
a normal ompletion; in this ase, it plaes the leading oeients h0, h1, . . . , hn of the
Sturm sequene polynomials into the array h, to whih Theorem 4.2 is then applied.
funtion Routh(var h:array[0..n℄ of real):boolean;
var k,j:integer;
:real;
begin
k:=1;
while (k<n-1) and (h[k℄<>0) do
begin
:=h[k-1℄/h[k℄;
k:=k+1;
j:=k;
repeat
h[j℄:=h[j℄-*h[j+1℄;
j:=j+2
until j>=n
end;
Routh:=(k=n-1)
end {Routh};
After the kth step, the tail [k..n℄ of the array h is lled with the alternating
oeients of the polynomials {fk, fk+1}, but the head ontains the leading oeients
of all preeding polynomials of the sequene as some sort of useful trash.
We begin our analysis of the algorithm by ritiizing it. If Routh(h)=false, then
we will only know that the given polynomial generates a nonregular sequene, but the
16
question of where its roots are loated will remain open. This is not a dead end sine the
original Sturm method an work with these nonregular situations too. We will not go into
details, sine all is well in the ase of interest to us:
Theorem 33. A polynomial is stable if and only if Routh(h)=true and h0, h1, . . . , hn
are not zero and of the same sign.
Proof. By Theorems 18 and 26, stability implies V (−∞)−V (+∞) = n. On the other
hand, sine V (−∞) ≤ n and V (+∞) ≥ 0, this must be the extreme ase V (−∞) = n,
V (+∞) = 0. The former equality shows that the length of a Sturm sequene is maximal
and equal to n+1; suh a sequene is regular. The latter equality implies that all hk are
of the same sign. Hereby the neessity is proved. Now, Theorems 28 and 18 imply the
suieny. 
Here omes a pleasant surprise of the algorithm
14
. As Routh was developed, it was
assumed that the polynomial has no roots on the imaginary axis and that it generates a
regular Sturm sequene
fk(z) = hk z
n−k + · · · (hk 6= 0, k = 0, 1, . . . , n).
But Routh does not require division by the last two oeients hn and hn−1, so these
oeients, unlike the rest, an take the value zero. Thus, the sope of Routh is wider
than originally intended. This property of the algorithm omes in handy. The point is
that the loss of stability of a xed point of the system (1)
15
is aompanied by eets
determined by preisely how the eigenvalues of the matrix A leave the left half-plane16.
The following two senarios are most ommon:
• a simple real eigenvalue rosses the imaginary axis at the point 0 when it enters
the right half-plane;
• a pair of simple non-real eigenvalues rosses the imaginary axis at points ±iω
(ω 6= 0).
The Routh algorithm an distinguish between these two variants:
Theorem 34. Let Routh(h)=true. Then,
a) if hn−1 6= 0, hn 6= 0, then the polynomial has no roots on the imaginary axis, and
n+ = v(h0, . . . , hn), n− = n− v(h0, . . . , hn); (29)
b) if hn−1 6= 0, hn = 0, then the polynomial has one simple root on the imaginary
axis at the point 0, and
n+ = v(h0, . . . , hn−1), n− = n− 1− v(h0, . . . , hn−1); (30)
) if hn−1 = 0, hn−2hn < 0, then the polynomial has no roots on the imaginary axis,
and
n+ = v(h0, . . . , hn−2) + 1, n− = n− v(h0, . . . , hn−2)− 1; (31)
14
Why keep talking about sad things?
 . . . ?סעדָא ןיא ערילח רעד חכּמ סעפּע ךיז טרעה סָאװ : סרעכעלײרֿפ סעפּע ןוֿפ ןדער רעסעב רימָאל
[Let us talk of something amusing. What is the news about holera in Odessa?℄ (Sholom Aleihem)
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Under perturbation of the system (1) and therefore of A [translators' remark℄.
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A new xed point or a limit yle an branh from a xed point that loses stability. Bifuration
theory studies suh phenomena.
17
d) if hn−1 = 0, hn−2hn > 0, then the polynomial has two simple roots on the imagi-
nary axis at the points ±iω (ω 6= 0), and
n+ = v(h0, . . . , hn−2), n− = n− 2− v(h0, . . . , hn−2); (32)
e) if hn−1 = 0, hn = 0, then the polynomial has one double root on the imaginary
axis at the point 0, and
n+ = v(h0, . . . , hn−2), n− = n− 2− v(h0, . . . , hn−2). (33)
Proof.
17
The last three polynomials of the Sturm sequene are:
fn−2(x) = hn−2x
2 − hn, fn−1(x) = hn−1x, fn(x) = hn.
In ase (a), the sequene is regular. In the remaining ases, one or both polynomials
fn−1, fn are identially zero. Reall that we deal with the Eulidean algorithm, therefore
the onstrution of fk must be stopped as soon as there is division without remainder
in (25); then the last nonzero polynomial fk is the greatest ommon divisor of the initial
polynomials up to a numeri fator. We have:
d(ω) =
1
hn−1
fn−1(ω) = ω in ase (b),
d(ω) =
1
hn−2
fn−2(ω) = ω
2 − hn
hn−2
in ases (), (d), (e).
The statements of the theorem about the number and the loation of roots of p(z) on
the imaginary axis follow from (12). It sues to verify (29)(33).
In the safe ase (), the last polynomial fn−2 is not equal to zero on the real axis, and
the system {f0, f1, . . . , fn−2} is a Sturm sequene. Therefore we have to use Theorem 26
instead of Theorem 28.
Cases (b), (d) and (e) require orretion of the initial polynomial p(z). It should be
divided by il d(−iz), where l = deg d, in order to remove its purely imaginary roots. At
the same time, f0 and f1 should be divided by their greatest ommon divisor d. Their
leading oeients h0 and h1 do not hange sine we normalized d beforehand. Therefore
the orreted polynomial requires no realulations. We just have to take into aount
that its degree has dereased and to reuse Theorem 28. 
Remark 35. A substantial dierene between hn and hn−1 is that the last omponent of
the array does not get proessed. It remains equal to the last term an of the polynomial
p. On the ontrary, the penultimate term of the array is subjeted to the largest number
of arithmetial operations.
Problem 36. Run Routhmanually for polynomials of degree 3 and 4 and nd neessary
and suient onditions for the stability of these polynomials.
Problem 37. Program the routine
funtion IsStable(h:array[0..n℄ of real):boolean;
that inputs the array h of oeients of a real polynomial p and returns true if the
polynomial p is stable or false otherwise. Program also the routine IsStableStodola
whih diers from IsStable by testing a polynomial rst for the Stodola ondition. Is
suh an improvement of IsStable useful?
Problem 38. The following soure ode is written in APL (see [12℄):
17
We reommend that the reader give a proof on his/her own.
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∇ B← WhatIsIt A
LOOP: ((1=1↓ ρA)∨ (A[2;1℄60)) /EXIT
A←(2 2ρ 0 1 1 -A[1;1℄÷A[2;1℄) + × (0 1↓ A)
→ LOOP
EXIT: B←(A[2;1℄>0)
∇
The input parameter A is a matrix of the form (28). Whih algorithm does the funtion
WhatIsIt realize? How an it be improved? Give a omparative analysis of Pasal versus
APL as algorithmi languages.
So we now have at our disposal a simple (possibly unimprovable) algorithm
for testing the stability of a real polynomial. We just have no expliit formulæ
that express the output of this algorithm. For omparison, the Gauss algorithm
and the Cramer formulæ are omplementary in the theory of linear systems:
the former desribes how to find a solution, the latter how this solution looks.
6. Hurwitz theorem
Given a polynomial (8) with real oeients, onsider a orresponding n×n matrix of
the following struture:
Hp ≡


a1 a3 a5 a7 · · ·
a0 a2 a4 a6 · · ·
0 a1 a3 a5 · · ·
0 a0 a2 a4 · · ·
0 0 a1 a3 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


(34)
(the oeients a0, . . . , an are not enough to ll the rows, but we set an+1 = an+2 = · · · =
0). The matrix Hp is alled the Hurwitz matrix of the polynomial p. Let us denote by ηk
the leading prinipal minor of this matrix formed from the rst k rows and olumns. It is
easy to hek that there is only one (diagonal) nonzero term in the last olumn of Hp. It
equals an. Therefore
ηn = ηn−1an. (35)
Lemma 39. In the regular ase,
h1 = η1, h2 =
η2
η1
, . . . , hn =
ηn
ηn−1
. (36)
Proof. First note that the matrix Hp onsists of bloks of type (28), whih are in
turn made up from the oeients of the polynomials f0 and f1. Let us redue the matrix
Hp to upper triangular form using Gaussian elimination without pivoting. By (26)-(27),
the elimination of the term a0 from the seond, fourth et. rows leaves these rows lled
with the oeients of f2, the next polynomial of the sequene. The rst row and olumn
are no longer needed. Crossing them out (temporarily), we obtain an (n − 1) × (n − 1)
matrix of the same Hurwitz struture formed from the oeients of the polynomials
f1 and f2. Repeating the same proedure, we will arrive at a triangular matrix

h1 ∗ ∗ · · · ∗
0 h2 ∗ · · · ∗
0 0 h3 · · · ∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · hn


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whose kth row onsists of the oeients of the polynomial fk, starting with the leading
oeient hk on the main diagonal.
Eah elementary transformation that we applied onsisted in subtrating the preeding
row (multiplied by a suitable number) from a given row. Suh transformations preserve
not only the determinant |Hp| = ηn but also all leading prinipal minors ηk. Consequently,
ηk = h1h2 · · ·hk (k = 1, 2, . . . n), (37)
whih implies (36). 
Theorem 40 (Hurwitz). A polynomial
p(z) = a0z
n + a1z
n−1 + · · ·+ an (a0, a1, . . . , an ∈ R; a0 > 0) (38)
is stable if and only if all leading prinipal minors of its Hurwitz matrix Hp are positive:
ηk > 0 (k = 1, 2, . . . , n). (39)
Proof. The assertion of the theorem follows immediately from the preeding Lemma
and Theorems 33 and 34. 
Remark 41. Let us assume that the polynomial p depends ontinuously on one or several
parameters and is initially stable. Lemma 6.1 and Theorem 5.2 imply that its stability is
maintained for as long as |Hp| = ηn is not zero18. At the same time, owing to (34) and to
Theorem 5.2 again, a sign hange in an (for ηn−1 6= 0) orresponds to the transition of a
simple real root from the left to the right half-plane. A sign hange in ηn−1 (for an 6= 0,
ηn−2 6= 0) orresponds to the transition of a pair of simple omplex onjugate roots from
the left to the right half-plane.
Remark 42. The observation we just made appears useful: in order to ath the
moment when a ontinuously varying polynomial loses stability, it is suient to hek
only the sign of the last minor ηn. This is, however, no reason to elebrate: Theorem 33
implies that, while the polynomial remains stable, the determinant |Hp| is best omputed
using the ompat Gauss sheme, whih yields all the leading prinipal minors ηk as
a by-produt anyway. In general, it makes no sense to apply the Hurwitz theorem for
omputations  to this end one should use the Routh sheme.
Remark 43. In 1914, A. Liénard and M. Chipart proposed a dierent riterion of polyno-
mial stability. They established that a polynomial (38) of degree n with positive oeients
is stable if and only if the following onditions are satised:
η2 > 0, η4 > 0, . . . , ηn−1 > 0, if n is odd,
η1 > 0, η3 > 0, . . . , ηn−1 > 0 if n is even.
(40)
The Liénard-Chipart onditions (40) look simpler than the Hurwitz onditions (39)
sine they ontain half that many determinantal inequalities. Although the simpliity
is misleading from the omputational point of view (for reasons given in Remark 42),
onditions (40) may be more useful for formal derivations, and the equivalene of (39)
and (40) is very interesting from the theoretial point of view.
Problem 44. Assuming the minors η1, . . . , ηn are all nonzero, prove that the number
of zeros of the polynomial p in the right (left) half-plane is equal to the number of sign
variations (retentions) in the sequene
{
a0, η1,
η2
η1
, . . . ,
ηn
ηn−1
}
.
18
Unlike the sh, the Hurwitz onditions rot from the tail.
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Problem 45. Let all ηk be nonnegative. Does this imply that all roots of p lie in the losed
left half-plane?
Hint: No, it does not. Give a ounterexample.
Problem 46. Prove that the statement of the Hurwitz theorem remains valid if
a0, a1, a2, . . . in (34) are the oeients of the polynomial
p(z) ≡ a0 + a1z + a2z2 + · · · (a0, a1, . . . ∈ R; a0 > 0). (41)
Hint: if p(0) 6= 0, then the polynomials p(z) and q(z) ≡ zn p(z−1) (n = deg p) are
simultaneously stable or unstable.
Problem 47. If p(z) is an analyti funtion represented by the power series (41), then we
an formally onstrut its innite Hurwitz matrix and require the positivity of its leading
prinipal minors. Give an example showing that the Hurwitz theorem does not generalize
to analyti funtions. In this onnetion, see [27, 1, 7℄.
Our goals are ahieved, and we are done with the basi material. In Chapter
II we will onsider many variations on the topi of stable polynomials. That
optional material an be used for seminars as well as for independent study.
Appendix to Chapter I
Here we onsider the stability problem of the Lorentz system posed in the Introdu-
tion
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:
X˙ = σY − σX, Y˙ = rX − Y −XZ, Z˙ = XY − bZ. (42)
1. Determining xed points. A xed point of the system (42) is a point (Xk, Yk, Zk) ∈
R
3
that annihilates the right hand sides in (42), i.e., a solution to the following system of
algebrai equations:
σYk − σXk = 0, rXk − Yk −XkZk = 0, XkYk − bZk = 0. (43)
One of the solutions to (43) is easy to spot: it is the zero xed point
(X0, Y0, Z0) = (0, 0, 0). (44)
In addition, the system (43) has two more solutions
(X1,2, Y1,2, Z1,2) = (±
√
b(r − 1),±
√
b(r − 1), r − 1). (45)
Remark 48. The zero xed point exists for all positive values of the parameters σ, b, r.
A pair of nonzero xed points (45) bifurates from it when r > 1.
2. Linearization. In order to linearize the system x˙ = f(x) in the neighborhood of a
xed point xk (where f(xk) = 0), one has to replae the funtion f(x) by its linear form
Ak(x− xk) where Ak = f ′(xk) is the Jaobian matrix onsisting of the partial derivatives
of the funtion f(x) taken at the point xk. In our ase,
Ak =

 −σ σ 0r − Zk −1 −Xk
Yk Xk −b

 (k = 0, 1, 2).
19
We remind the reader that the parameters b, r, σ are assumed to be positive [translators' remark℄.
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3. Computing the harateristi polynomial. We have
pk(λ) = |λI −Ak| = (λ+ σ)(λ+ 1)(λ+ b) + σX2k + σ(Zk − r)(λ+ b) +X2k(λ+ σ)
sine Xk = Yk for all three xed points.
For the zero xed point (44), we obtain
p0(λ) = (λ+ b)[λ
2 + (σ + 1)λ+ σ(1− r)];
for the xed points (45), we get
p1,2(λ) = a0λ
3 + a1λ
2 + a2λ+ a3, where
a0 = 1, a1 = σ + b+ 1, a2 = b(σ + r), a3 = 2σb(r − 1).
4. Stability of xed points. The Hurwitz theorem is in fat not needed to analyze
the stability of the polynomial p0  the elementary Vieta's Theorem is enough. This
polynomial is stable for 0 < r < 1.
Remark 49. At r = 1, one of the roots of the polynomial p0 rosses the imaginary axis
and enters the right half-plane. The zero xed point loses its stability, and exatly then
the xed points (45) bifurate from it.
For the polynomials p1,2 of degree 3, the Hurwitz matrix has the form
 a1 a3 0a0 a2 0
0 a1 a3

 ,
and the onditions of Theorem 40 say
a1 > 0,
∣∣∣∣ a1 a3a0 a2
∣∣∣∣ > 0,
∣∣∣∣ a1 a3a0 a2
∣∣∣∣ a3 > 0.
As a1 > 0, a3 > 0 for r > 1, there remains just one inequality
a1a2 − a0a3 = b(σ + b+ 1)(σ + r)− 2bσ(r − 1) > 0,
whih an be viewed as an answer. However, it is better to represent the answer as follows:
1 < r < r∗ where r∗ =
{
σ σ+b+3
σ−b−1
σ > b+ 1,
+∞ otherwise.
Remark 50. The xed points that bifurate from (0, 0, 0) are initially stable. When the
parameter r reahes its ritial value r∗, they lose their stability sine, by Theorem 34
(also see Remark 41), a pair of nonreal roots of the polynomial p1,2 rosses the imaginary
axis. One an in fat show that, at r = r∗, limit yles branh from the xed points that
lose stability. Further disussion of these diult and interesting questions is beyond the
sope of our notes; these questions are subjet of bifuration theory.

CHAPTER 2
Extensions
Π
"Voilà le sujet simplié, argumentum omni denudatum ornamento. Je ferais
ave ela, ontinua le jésuite, deux volumes de la taille de elui-i."
Et, dans son enthousiasme, il frappait sur le saint Chrysostome in-folio
qui faisait plier la table sous son poids.
D'Artagnan frémit.
Alexander Dumas. Les Trois Mousquetaires.
Chapitre XXVI. La thèse d'Aramis.
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7. Stieltjes Frations
The denition of the Cauhy index Ind+∞
−∞
(R) given in  3 presupposed that the rational
funtion R vanishes at innity. Let us try to generalize this notion to arbitrary rational
funtions. A useful idea is ontained in Problem 23: the point at innity ∞ should be
made equal to the other points, and it makes sense to onsider the funtion R as a
map of the projetive line
1 PR1 ≡ R1 ∪ {∞} into itself. In partiular, if R = f1/f0 and
deg f1 > deg f0, then we will view R as having a pole at ∞ of order deg f1 − deg f0. If
that pole is of odd order, then, analogously to (16) ( 3), we let
Ind∞(R) =
{
+1, if R(+∞) < 0 < R(−∞)
−1, if R(+∞) > 0 > R(−∞), (46)
in all other ases, let Ind∞(R) = 0. This summand should be added to (17) ( 3):
IndPR(R) ≡ Ind+∞−∞(R) + Ind∞(R). (47)
Remark 51. Inidentally, (46) implies that rays (C,+∞) should be viewed as left half-
neighborhoods of the point ∞, and rays (−∞,−C) as its right neighborhoods. The pro-
jetive line is in one-to-one orrespondene with the irle S1, as illustrated below:
0 PR
1
S
1
∞
Remark 52. Let d(ω) = cων + · · · (ν = deg d) be a polynomial. Then
Ind∞(d) =
{
− sign c, if ν is odd,
0, if ν is even.
(48)
Now note how the index IndPR(R) hanges when various projetive maps at on R.
Lemma 53. If d ∈ R is a onstant, then IndPR(d+R) = IndPR(R).
Proof. The addition of a onstant does not hange the behaviour of a funtion near
its poles. 
Lemma 54. If d is a polynomial and R(∞) = 0, then IndPR(d+R) = Ind+∞−∞(R)+Ind∞(d).
Proof. See (46)(47). 
Lemma 55. IndPR
(− 1
R
)
= IndPR(R).
1
For sure, the point is not just to add a new element to the set R1; we need to inorporate that
element into the algebrai and topologial strutures that exist in R
1
. More about projetive spaes PRn
an be found in [9, 13℄.
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Proof. The projetive line PR1 is divided by its two points 0 and∞ into its positive
R
+
and negative R
−
rays. Let a variable ω traverse PR1 and return to its starting point.
Clearly, the number of rossings fromR− to R+ must equal the number of reverse rossings.
The rossings through ∞ our at the poles of the funtion R, and they are aounted
for in the sum (47) with the appropriate sign. The rossings through 0 our at the zeros
of R, i.e., at the poles of 1
R
, and they are aounted for in the analogous formula for
IndPR
(
1
R
)
. As a result, IndPR
(
1
R
)
+ IndPR(R) = 0. 
Remark 56. The transformations ω 7→ ω+ d are alled shifts of the projetive line PR1.
The point − 1
ω
is referred to as the polar of ω ∈ PR1. If the diameter of the irle on Fig. 2
is equal to 1, then the polar B of the point A is onstruted by drawing the perpendiular
BC to AC. By a theorem from elementary geometry, OA ·OB = OC2. Another theorem
(on a subsribed and a entral angle) implies that A′B′ is a diameter.
O A
C
B
A’
B’
Alternating between shifts ω 7→ ω + d and the polar transformation ω 7→ − 1
ω
, we
obtain a ontinued fration. The right-hand sides of the following formula are examples
of ontinued frations:
Lemma 57. If αδ − βγ = 1, then
αω + β
γω + δ
=


1
γ
− 1
γ − 1
1
γ
− 1
αγ − 1
δ
γ
+ ω
(γ 6= 0),
(αβ + α)− 1
1
α
− 1
α− 1
ω
(γ = 0).
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Lemma 58. If αδ − βγ = 1, then
αω + β
γω + δ
=


1
γ − 1
γ − 1
1
γ − 1
αγ − 1
δ
γ
+ ω
(γ 6= 0),
(αβ + α)− 1
1
α− 1
α− 1
ω
(γ = 0).
(49)
Proof. By straightforward alulation. 
The frational-linear map
Φ : ω 7→ αω + β
γω + δ
(α, β, γ, δ ∈ R; αδ − βγ = 1)
performs a projetive transformation PR1 → PR1. Suh transformations form the group2
denoted by SL(2,R).
Theorem 59. The Cauhy index is invariant under the ation of the group SL(2,R) on
rational funtions:
IndPR(Φ ◦R) = IndPR(R), ∀Φ ∈ SL(2,R).
Proof. Apply Lemmata 57, 53, 55. 
Now let us explore onnetions between projetive geometry, ontinued frations, and
the Eulidean algorithm. For deniteness, suppose that R(∞) = 0, so that R = f1/f0,
deg f1 < deg f0 in Setions 3 and 4. Run the modied Eulidean algorithm, whih we used
in  4 to onstrut Sturm sequenes:
fk−1 = dkfk − fk+1 (k = 1, . . . , m; deg fk+1 < deg fk; fm+1 = 0). (50)
If
Rk ≡ fk+1
fk
(k = 0, 1, . . . , m; R0 = R, Rm = 0), (51)
then (50) yields the reurrene relation
−Rk−1 = − 1
dk −Rk , (52)
2
One an nd information about this group  and other things  in [3, 5℄.
27
and we obtain the following expansion of the rational funtion −R into a ontinued
fration:
−R = − 1
d1 −
1
d2 −
1
.
.
. − 1
dm
, (53)
A funtional ontinued fration of type (53), where d1, . . . , dm are polynomials, is alled
a Stieltjes ontinued fration (see [11, 28, 29, 30, 31℄).
Theorem 60. If a rational funtion R is represented by a ontinued fration (53), then
IndPR(R) = −
m∑
k=1
Ind∞(dk). (54)
Proof. Apply Lemmata 54 and 55 indutively, using the relation (52). 
Remark 61. Theorem 60 shows a way to ompute Cauhy indies, whih parallels Shur's
method. It uses the same (Eulidean) algorithm, but its validity is established by dierent
reasoning.
Now onsider the extreme ase when the funtion R is generated by a stable polyno-
mial, as desribed in  3. It is time to give suh funtions a name. We will all a rational
funtion R = f1/f0 proper if deg f1 < deg f0 and IndPR(R) = deg f0; the lass of all proper
funtions will be denoted by R.
Theorem 62. R ∈ R if and only if
−R(ω) = − 1
α1ω + β1 −
1
α2ω + β2 −
1
.
.
. − 1
αnω + βn
, (55)
where β1, . . . , βn ∈ R, α1, . . . , αn > 0.
Proof. Formula (50) implies that n =
∑m
k=1 deg dk, whereas (48) implies the inequal-
ity − Ind∞(d) 6 deg d, where equality ours if and only if d(ω) = αω+β (β ∈ R, α > 0).
A omparison with (54) now shows that the polynomials d1, . . . , dm in (53) must satisfy
exatly these onditions, and their number must be exatly n. 
Remark 63. The transformations z 7→ αz + β (β ∈ R, α > 0) and z 7→ −1
z
map
the omplex upper half-plane {z ∈ C : Im z > 0} into itself. Therefore, this property is
inherited by the funtion −R if it admits an expansion of type (55). This theme will be
taken up again in  8, but our next problem already has a hint of a variation on this idea:
Problem 64. Let
R(ω) =
1
α1ω + β1 +
1
α2ω + β2 +
1
.
.
. +
1
αnω + βn
, (56)
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where αk, βk > 0 (k = 1, 2, . . . , n). Then the funtion R maps the right half-plane {z ∈
C : Re z > 0} into itself; all its poles and zeros must lie in the left half-plane.
Problem 65. Consider a tridiagonal matrix
A =


a1 c2 0 . . . 0 0
b2 a2 c3 . . . 0 0
0 b3 a3 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . an−1 cn
0 0 0 . . . bn an


.
Prove that
• all eigenvalues of A are real and simple whenever b2c2, . . . , bncn > 0 and
a1, . . . , an ∈ R;
• all eigenvalues of A lie in the open right (resp., left) half-plane whenever b2c2,
. . . , bncn < 0 and a1, . . . , an > 0 (resp., < 0).
Hint: Consider the rational funtion R(λ) ≡ ∆n−1(λ)/∆n(λ) where ∆n(λ) denotes the
determinant of the matrix λI − A and ∆n−1(λ) denotes its prinipal minor obtained by
omitting its last row and olumn. For this funtion, obtain a deomposition of type (55)
or (56) and use the idea from Remark 63 and Problem 64.
Problem 66. Let A : B → B be a bounded linear operator on a Banah spae B, let
u ∈ B be a vetor in B, and let ϕ ∈ B′ be a bounded linear funtional ating on B suh
that ϕ(u) 6= 0. We introdue
• the subspae B1 = {x ∈ B : ϕ(x) = 0} ⊂ B,
• the operator A1 : B1 → B1, A1 : x 7→ Ax− ϕ(Ax)ϕ(u) u,
• the vetor u1 ∈ B1 by u1 = Au− ϕ(Au)ϕ(u) u,
• the funtional ϕ1 ∈ B′1, ϕ1 : x 7→ ϕ(Ax),
and onsider the two analyti funtions
R(λ) ≡ ϕ ((λI −A)−1u) , R1(λ) ≡ ϕ1 ((λI − A1)−1u1) .
Prove that
−R(λ) = − s
2
0
λs0 − s1 − R1(λ) , where sk ≡ ϕ(A
ku) (k = 0, 1).
Consequently, if dimB <∞, then Ind+∞
−∞
(R) = sign s0 + Ind
+∞
−∞
(R1).
Problem 67. Prove that the projetive transformations
Φτ : PR
1 → PR1, Φτ : ω 7→ ω
1− τω (τ ∈ R) (57)
form a one-parameter group, i.e.,
Φt ◦ Φτ = Φt+τ , Φ−1τ = Φ−τ
Problem 68. Using the notation of Problem 66, onsider
At : B → B, At : x 7→ Ax+ t ϕ(x) u, Rt(λ) ≡ ϕ
(
(λI −At)−1u
)
,
and let Φτ be dened as in (57). Prove that Rt+τ = Φτ ◦Rt. Consequently, if dimB <∞,
then
Ind+∞−∞(Rt) = Ind
+∞
−∞(Rτ ) (∀t, τ ∈ R).
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Problem 69. Theorem 59 dealt with the left ation of the group SL(2,R), where the
group ats on the value of the funtion R. Prove that IndPR(R) is also invariant under
the right ation of the group SL(2,R), where the group ats on the argument:
IndPR(R ◦ Φ) = IndPR(R), ∀Φ ∈ SL(2,R).
Problem 70. If polynomials f0 and f1 are as in  5, then the funtion R = f1/f0 is odd,
and Routh's algorithm, when it halts, yields an expansion of R into a ontinued fration
of the following form:
R(ω) =
1
c1ω −
1
c2ω −
1
.
.
. − 1
cnω
.
Prove that the following expansions are valid as well:
R(ω) =


ω−1 · 1
c1 −
1
c2ω2 −
1
c3 −
1
.
.
. − 1
c2k−1
(n = 2k − 1),
ω · 1
c1ω2 −
1
c2 −
1
c3ω2 −
1
.
.
. − 1
c2k
(n = 2k).
Problem 71. The expression
{R, z} ≡ R
′′′(z)
R′(z)
− 3
2
[
R′′(z)
R′(z)
]2
is alled the dierential Shwarz invariant, or the Shwarzian derivative of the funtion
R (see [15℄). Prove that
{Φ ◦R, z} = {R, z} ∀Φ ∈ SL(2,C).
If R(z) = s0z + s1z
2 + s2z
3 + · · · , prove that
{R, 0} = 6
s20
∣∣∣∣s0 s1s1 s2
∣∣∣∣ .
8. Hermite-Biehler Theorem
Let a polynomial
p(z) = a0z
n + a1z
n−1 + · · ·+ an (a0 > 0; a1, . . . , an ∈ R)
be stable. Aording to Theorem 3.1, the funtion R ≡ f1/f0, with real polynomials f0
and f1 that are dened by
i−np(iω) = f0(ω)− if1(ω) (ω ∈ R), (58)
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is proper : Ind+∞
−∞
(R) = deg f0 = n. Sine the sum (17) (or, equivalently, (47)) has no more
than n terms ±1, this equality is possible only if the number of terms is exatly n, and
they are all equal to +1. Therefore, the polynomial f0 neessarily has n distint real roots
ω1 < · · · < ωn, and sine deg f0 = n, it annot have additional (nonreal or multiple) roots.
Hene R splits into elementary frations as follows:
R(z) =
n∑
k=1
αk
z − ωk , αk = Resωk(R). (59)
By (16), Indωk(R) = signαk, and all indies are equal to +1 in our ase, so all residues
αk must be positive. Thus
ImR(z)
Im z
= −
n∑
k=1
αk
|z − ωk|2 < 0 (Im z 6= 0),
d R(z)
d z
= −
n∑
k=1
αk
(z − ωk)2 < 0 (Im z = 0).
The funtion −R therefore maps the upper half-plane {z : Im z > 0} into itself,
and monotonially inreases between its onseutive (real) poles. So, between any two
onseutive roots ωk−1, ωk (k = 2, . . . , n) of the denominator f0 there must lie exatly one
(simple) root of the numerator f1. Sine deg f1 ≤ n − 1, the polynomial f1 annot have
any additional roots.
Furthermore, the formula (58) is algebrai, so it does not matter that the argument ω
was initially assumed to be real. This formula may be re-written as
i−np(z) = f0(−iz) − if1(−iz) (z ∈ C). (60)
Hene
p(z) = 0 =⇒ R(−iz) = −i =⇒ Im(−iz)
Im(−i) = Re z < 0.
The polynomial p is stable! We now summarize this walk there and bak again:
Theorem 72. Given a polynomial p, let polynomials f0 and f1 be dened by (58), and
let R ≡ f1/ f0. The following onditions are equivalent:
(1) the polynomial p is stable;
(2) the funtion R is proper;
(3) the funtion R admits a representation of type (59), with ωk ∈ R and αk > 0
(k = 1, . . . , n);
(4) the funtion −R maps the upper half-plane into itself;
(5) the roots of the polynomials f0, f1 are real and simple, between any two onseutive
roots of f0 there is exatly one root of f1, and
3
∃ω ∈ R : f ′1(ω) f0(ω)− f ′0(ω) f1(ω) < 0. (61)
Remark 73. The statement that onditions (1) and (5) are equivalent is alled the
HermiteBiehler theorem. The two mathematiians obtained this result simultaneously
(1879) and independently - see [11, 27, 18℄; analogues for entire funtions are given in
[7℄.
3
The last ondition is a boring add-on. The pair f0, f1 should be normalized so that the ratio f1/f0
be an dereasing rather than an inreasing funtion over R.
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Proof. We already know that
(1) ⇐⇒ (2)
⇑ ⇓
(4) ⇐= (3) =⇒ (5)
To prove the impliation (3) ⇐= (5), note that the reality and simpliity of the roots of
f0 imply the possibility of a deomposition of type (59). Next, if two onseutive residues
αk−1 and αk were of dierent sign, then the interval (ωk−1, ωk) would ontain an even
number of roots of R. All residues αk are therefore of the same sign, namely positive, in
view of (61). 
Remark 74. Analyti funtions that map the upper half-plane into itself are well studied.
They play an important role in the spetral theory of self-adjoint operators (see [2, 16,
17℄). The generi representation of suh a funtion is
F (z) = αz + β +
+∞∫
−∞
1 + ωz
ω − z dθ(ω) (Im z 6= 0), (62)
where α ≥ 0, β ∈ R, and θ(ω) is a nondereasing funtion with nite limits θ(±∞). The
funtion θ has only a nite number of growth points if and only if R = −F is a proper
rational funtion.
Problem 75. Prove that the logarithmi derivative of a polynomial f with (not neessarily
real) roots ω1, . . . , ωn satises (59), where the residues αk are equal to the multipliities
of the roots ωk.
Problem 76. Without reourse to (62), prove that a real rational funtion F maps the
upper half-plane into itself if and only if
F (z) = αz + β +
n∑
k=1
αk
ωk − z , where α ≥ 0, β ∈ R, αk > 0, ωk ∈ R.
Problem 77. Let A be a bounded self-adjoint operator on a Hilbert spae H, let u ∈ H,
and onsider
R(λ) ≡ ((λI − A)−1u, u) . (63)
Prove that
ImR(λ)
Imλ
= −∥∥(λI − A)−1u∥∥2 (Imλ 6= 0)
and therefore −R maps the upper half-plane into itself.
Problem 78. Assuming that the operator of Problem 77 is ontinuous, prove that the
orresponding funtion (63) admits the deomposition
R(λ) =
∞∑
k=1
|(u, ek)|2
λ− ωk ,
where {e1, e2, . . . } is an orthonormal basis onsisting of eigenvetors of A, and
{ω1, ω2, . . . } are the orresponding eigenvalues.
Problem 79. Let R be a rational funtion that vanishes at innity. Then it admits a
Laurent series representation that onverges for suiently large |z|:
R(z) =
s0
z
+
s1
z2
+
s2
z3
+ . . .
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Prove that R is proper if and only if the oeients s0, s1, s2, . . . satisfy
sk =
n∑
j=1
αjω
k
j for some α1, . . . , αn > 0, ω1 < · · · < ωn. (64)
Problem 80. If R ∈ R, then −ImR(z)
Im z
> |R′(z)| (Im z > 0).
Let γ be a smooth urve lying in the upper half-plane
Π ≡ { z ∈ C | Im z > 0 } .
Dene a non-Eulidean urve length γ by the formula s(γ) ≡ ∫
γ
(Im z)−1 |dz|. This makes
the half-plane Π into the Poinaré model of the Lobahevsky plane (see [9, 14℄). The
geodesis of this plane are half-irles with enter on the real axis R, and vertial rays.
The Lobahevsky-Poinaré plane is shown on the front page in a somewhat stylized form.
Problem 81. If R ∈ R, then the map −R : Π→ Π dereases urve lengths on Π:
s(−R ◦ γ) < s(γ).
Problem 82. Let R ∈ R, α, β, γ, δ ∈ R. Then the equation R(z) = αz + β
γz + δ
• has only real solutions if αδ − βγ ≥ 0;
• has no more than one pair of omplex onjugate solutions if αδ − βγ < 0;
Problem 83. View the funtion p(z) = ez as being analogous to a polynomial. This
entire funtion has no roots in the right half-plane (in fat, no roots whatsoever) so an
be thought of as stable. Can one apply the results of Theorem 72, at least to some extent,
to this funtion? Without suumbing to premature enthusiasm, onsider also the funtion
p(z) = e−z.
9. Hankel forms
Given a real rational funtion
4 R, let us assoiate with it a sesquilinear form5 H
dened on the (innite-dimensional) omplex linear spae P of all polynomials by the
formula
H(x, y) ≡ 1
2pii
∮
γ
R(ζ) x(ζ) y(ζ) dζ (x, y ∈ P). (65)
Here y(ζ) ≡ y(ζ), and γ is a positively oriented losed ontour enlosing all poles of the
funtion R. By the Cauhy residue theorem,
H(x, y) =
∑
Resωk(Rxy) (66)
where the summation is over all poles of R.
A residue is espeially easy to ompute at a simple pole:
f0(ω) = 0, f
′
0(ω) 6= 0, f1(ω) 6= 0 =⇒ Resω
(
f1
f0
)
=
f1(ω)
f ′0(ω)
.
4
In ontrast to  7, where a rational funtion was onsidered as a map on the real projetive line,
here we onsider it as an analyti funtion of a omplex variable.
5H ←− Hermite, Hankel, Hurwitz.
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So, if all poles ω1, . . . , ωn of the funtion R are real and simple, then
H(x, x) =
n∑
k=1
αk |x(ωk)|2 , where αk ≡ Resωk(R) ∈ R. (67)
We thus redued the Hermitian form H(x, x) to a sum of squares, and formula (67) shows
that the rank rankH of this form (i.e., the total number of squares) is equal to n, the
number of poles of the funtion R, whereas its signature signH (i.e., the dierene between
the number of positive and negative squares) is equal to Ind+∞
−∞
(R) (Hermite 1856).
When the funtion R has multiple or nonreal poles, one fails to nd suh an expres-
sive formula as (67). However, the qualitative onnetion remains valid: rankH = deg f0,
signH = Ind+∞
−∞
(R) (Hurwitz, 1895). Let us try to penetrate the essene of this phenom-
enon.
Given a polynomial g ∈ P, onsider the subspaes
Pg ≡ {gu : u ∈ P}, Pg ≡ {v ∈ P : deg v < deg g}.
The restritions of the form H to these subspaes will be denoted by Hg and Hg, respe-
tively. Long division of polynomials (x = gu+ v, deg v < deg g) shows that6
P = Pg ⊕ Pg =⇒ codimPg = dimPg = deg g. (68)
Remark 84. In addition to being a linear spae, P is a ommutative algebra: its elements
are multiplied aording to well-known rules (see [20, 4, 5, 6℄). The subspae J = Pg is
an ideal of the algebra P:
x ∈ J , y ∈ P =⇒ xy ∈ J .
We now assign the inonvenient poles of the funtion R = f1/f0 to a polynomial g:
• if ω is a nonreal pole of R of order ν lying, say, in the upper half plane, then it
will be a root of g of multipliity ν (then ω will be a root of g);
• if ω is a real pole of R of order ν > 1, then it will be a root of g of multipliity
⌊ν
2
⌋ ≥ 1.
As a result, the denominator f0 splits (assuming that f0 and f1 have no fators in ommon)
into the produt
f0 = g g h, (69)
where the roots of h are all simple and oinide with real poles of R of odd order .
Now assume that x, y ∈ Pg, x = g xg, y = g yg, and let Rg ≡ ggR = f1/h. Then (65)
turns into
Hg(x, y) =
1
2pii
∮
γ
Rg(ζ) xg(ζ) yg(ζ) dζ. (70)
All poles of the funtion Rg are real and simple; therefore, by the argument above,
rankHg = deg h, signHg = Ind+∞
−∞
(Rg). (71)
On the other hand, the polynomial gg is nonnegative on R, hene the funtions Rg and
R have equal signs in the neighborhood of their ommon real poles, and hene
Ind+∞
−∞
(Rg) = Ind+∞
−∞
(R). (72)
6codimY is the odimension of a subspae Y of a linear spae X . It is equal to the dimension of a
maximal subspae of Z ⊂ X that intersets Y trivially (aording to Zorn's lemma, suh a subspae Z
always exists). If dimX <∞, then codimY = dimX − dimY .
34
We are now in a position to state and prove the main theorem of this setion.
Theorem 85. The rank of the form H is equal to the number of poles of the rational
funtion R (ounted aording to their multipliities), and its signature oinides with the
Cauhy index Ind+∞−∞(R).
Proof. The following two lemmata are neessary and suient for our proof.
Lemma 86 (rank). rankH = rankHg + 2 deg g = deg f0.
Proof. The seond equality follows from (69) and (71). We now prove the rst.
By the theory of quadrati and Hermitian forms (see [20, 4, 5, 6℄),
rankH = codimN , where N ≡ {x ∈ P : H(x, y) = 0, ∀y ∈ P}
is a subspae alled the kernel of H . To desribe the kernel, note that
x ∈ N ⇐⇒
∮
γ
R(ζ)x(ζ) ζj dζ = 0 (j = 0, 1, 2, . . . ),
whih means that Rx is a polynomial, x is divisible by the denominator f0, and x ∈ Pf0 .
Thus, N = Pf0 =⇒ codimN = deg f0 . 
Lemma 87 (signature). signH = signHg .
Proof. Denote the number of positive (resp., negative) squares of the form H by
posH (resp., negH). The number posH oinides with the dimension of a maximal
subspae where the form H(x, x) is positive denite (see [20, 4, 5, 6℄); the same holds
for posHg, negH , negHg. Lemma 86 implies that all these quantities are nite, and
moreover,
posH + negH = (posHg + deg g) + (negHg + deg g). (73)
Let P+ be a subspae of P of dimension posH , where H|P+ is positive denite. Then
the restrited form Hg is positive denite on the subspae Pg ∩ P+, so that
dim(Pg ∩ P+) ≤ posHg. (74)
On the other hand,
dimP+ ≤ dim(Pg ∩ P+) + codimPg. (75)
(Indeed, if Q is a maximal subspae of P+ that intersets Pg trivially, then dimQ =
dimP+−dim (Pg ∩ P+) and dimQ ≤ codimPg.) Sine codimPg = deg g, formulæ (74)
(75) imply
posH ≤ posHg + deg g and, analogously, negH ≤ negHg + deg g,
but (73) implies that these must be equalities. Thus,
signHg = posHg − negHg = posH − negH = signH.

This onludes the proof of Theorem 85 as well: the statement about the rank follows
from Lemma 86, and the statement about the signature follows from Lemma 87 and from
equalities (71)(72) . 
Remark 88. We now understand the inuene of nonreal and multiple roots that were
olleted into g: they give the formH some ballast onsisting of an equal number (deg g)
of positive and negative squares, whih brings up the rank of H . These rather nondesript
squares get ltered out when H is restrited to the ideal Pg of the algebra P.
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Remark 89. Theorem 85 deals with Ind+∞
−∞
(R)  not with IndPR(R), as in  7. However,
if deg f1 ≤ deg f0, the two indies oinide.
So far, it was onvenient
7
to onsider the form H on a omplex innite-dimensional
spae. We take a more pratial position now.
First of all, the form H is real: H(x, y) = H(x, y). This implies that, for real polyno-
mials u and v, the equality H(u+ iv, u+ iv) = H(u, u) +H(v, v) holds. So, without loss
of generality, P an be assumed to be a real spae (or algebra).
Seondly, denote for simpliity f ≡ f0 and reall that P = Pf ⊕Pf (relation (68)) as
well as Pf = N (the proof of Lemma 86). This implies that
H(xf + x
f , yf + y
f) = Hf(xf , yf) (xf , yf ∈ Pf ; xf , yf ∈ Pf ). (76)
Lemma 90. rankH = rankHf , signH = signHf
Proof. With P+ as in the proof of Lemma 87, formula (76) yields
x ∈ P+, x 6= 0 =⇒ H(x, x) = Hf(xf , xf) > 0 =⇒ xf 6= 0.
So, the projetor x 7→ xf to the rst omponent of the diret sum8 Pf ⊕Pf is injetive on
P+, hene does not derease its dimension. Therefore posHf ≥ posH , while the reverse
inequality is obvious. Analogously, negHf = negH . 
Thus, we an onsider the form H on the nite-dimensional spae Pf . However, Pf ,
unlike P, is not an algebra. On the other hand, the form Hf is neessarily nondegenerate:
x ∈ Pf , Hf(x, y) = 0, ∀y ∈ Pf =⇒ x = 0.
Finally, onsider a basis in Pf and write the form Hf in its anonial form.
Let the basis onsist of monomials ζj (j = 0, 1, . . . , n − 1; n ≡ deg f , f ≡ f0). Then
(65) shows that
x(ζ) =
n−1∑
j=0
ξjζ
j =⇒ Hf (x, x) =
n−1∑
i,j=0
si+jξiξj, (77)
where
sk ≡ 1
2pii
∮
γ
R(ζ) ζk dζ (k = 0, 1, 2, . . . ). (78)
If the rational funtion R is expanded into a series
R(ζ) = s−mζ
m−1 + · · ·+ s0
ζ
+
s1
ζ2
+ · · · (m = deg f1 − deg f0) (79)
(whih onverges absolutely for large values of |ζ | if m ≤ 1), then, substituting (79) into
(78) and integrating term by term, we verify that the oeients sk (k ≥ 0) in (79) satisfy
onditions (78).
An unusual property of (77) is that eah of its oeients si+j depends only on the
sum of its indies. Quadrati forms of this type are alled Hankel forms.
The next theorem adds to our already large olletion of statements that haraterize
rational funtions from the lass R:
7
Does the reader see why?
8
Simply, this is division of the polynomial x with quotient f and remainder xf .
36
Theorem 91. Let
R(ζ) =
f1(ζ)
f0(ζ)
=
s0
ζ
+
s1
ζ2
+ · · · (deg f1 < deg f0 = n).
Then R ∈ R if and only if
s0 > 0,
∣∣∣∣s0 s1s1 s2
∣∣∣∣ > 0,
∣∣∣∣∣∣
s0 . . . sn−1
.
.
.
.
.
.
.
.
.
sn−1 . . . s2n−2
∣∣∣∣∣∣ > 0. (80)
Proof. The ondition R ∈ R is equivalent to the positive deniteness of the
form (77), whih is by Sylvester's riterion equivalent to (80). 
Remark 92. It would be interesting to nd out how the determinants in (80) an be
expressed diretly in terms of the oeients of the polynomials f1 and f0. We will take
up this question in the next setion.
Problem 93. Prove that P is a prinipal ideal domain. The latter means [20, 4, 5, 6℄
that any ideal J ⊂ P (see Remark 84) is generated by some polynomial g ∈ P: J = Pg.
Problem 94. Let f, g ∈ P and let d = gcd(f, g), k = lcm(f, g). Prove that Pk = Pf ∩Pg
and Pd = Pf+Pg. This explains the real meaning and role of the terms greatest ommon
fator and least ommon multiple.
Problem 95. Under the assumptions of Problem 91, suppose the following inequalities
hold as well:
s1 > 0,
∣∣∣∣s1 s2s2 s3
∣∣∣∣ > 0,
∣∣∣∣∣∣
s1 . . . sn
.
.
.
.
.
.
.
.
.
sn . . . s2n−1
∣∣∣∣∣∣ > 0. (81)
What additional properties of the funtion R follow?
Problem 96. Prove the Borhardt-Jaobi Theorem: Let f be a real polynomial of degree
n with (omplex) roots λ1, . . . , λn, and let
9
sk = λ
k
1 + · · ·+ λkn (k = 0, 1, 2, . . . ).
Then the number of positive squares of the form
∑n−1
i,j=0 si+jξiξj oinides with the number
of distint roots of the polynomial f , and the number of its negative squares with the
number of distint omplex onjugate pairs of roots.
Hint: One an apply the results of this and previous Setions to the logarithmi derivative
of the polynomial f , but a diret argument is also possible.
Problem 97. Derive Newton's identities that onnet the Newton sums s0, s1, . . . with
the oeients a0, a1, . . . , an of the polynomial f from the previous problem.
Hint: Prove the relation
na0ζ
n−1 + · · ·+ an−1
a0ζn + · · ·+ an =
s0
ζ
+
s1
ζ2
+
s2
ζ3
+ · · ·
and make use of it.
9
The quantities being dened here are alled Newton sums. They are symmetri funtions of the
roots λj ; therefore they an be found without knowing the atual roots (see [7℄).
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Problem 98. As in Problem 66, let R(λ) ≡ ϕ ((λI − A)−1u), where A : B → B is a
bounded linear operator on a Banah spae B, u ∈ B, ϕ ∈ B′. Prove that
R(λ) =
s0
λ
+
s1
λ2
+
s2
λ3
+ · · · , where sk = ϕ
(
Aku
)
(k = 0, 1, 2, . . . ).
Problem 99. As in problem 77, let R(λ) ≡ ((λI − A)−1u, u), where A : H → H is a
bounded self-adjoint operator on a Hilbert spae H. Prove that the Hankel forms
n−1∑
i,j=0
si+jξiξj (n = 1, 2, . . . ), where sk =
(
Aku, u
)
(k = 0, 1, . . . )
are nonnegative denite. In whih ase are they positive denite?
Problem 100. Let A be a real n×n-matrix whose elements and minors are all positive10.
Let sk (k = 0, 1, 2, . . . ) be the (1, 1) entry of the kth power A
k
of the matrix A. Prove that
inequalities (80) and (81) hold.
Hint: Find formulæ onneting the determinants in (80)-(81) with the minors of A.
10. Liénard-Chipart riterion
We now attempt to ombine the ideas of the preeding three setions.
The rank and the signature of a Hankel form are not projetive invariants, sine they
do not aount for a possible pole of the funtion R = f1/f0 at the point ∞. However, if
deg f1 6 deg f0, then R(∞) 6=∞ and IndPR(R) = Ind+∞−∞(R). Moreover, if, as in  7,
Φ ∈ SL(2,R), Φ : ω 7→ αω + β
γω + δ
(αδ − βγ = 1),
then
(Φ ◦R)(z) = αf1(z) + βf0(z)
γf1(z) + δf0(z)
,
and
deg(αf1 + βf0) = deg(γf1 + δf0) = max {deg f1, deg f0}
for all Φ ∈ SL(2,R), exept for exatly two elements: Φ0 when Φ0 ◦ R has a zero at the
point z =∞, and Φ∞ if z =∞ is a pole of Φ∞ ◦R.
Lemma 101. If
R(z) ≡ b0z
n + b1z
n−1 + · · ·+ bn
c0zn + c1zn−1 + · · ·+ cn = s−1 +
s0
z
+
s1
z2
+ · · · (c0 6= 0), (82)
then
11
∇2k ≡
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c0 c1 c2 . . . ck−1 ck . . . c2k−1
b0 b1 b2 . . . bk−1 bk . . . b2k−1
0 c0 c1 . . . ck−2 ck−1 . . . c2k−2
0 b0 b1 . . . bk−2 bk−1 . . . b2k−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . c0 c1 . . . ck
0 0 0 . . . b0 b1 . . . bk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= c2k0 det [si+j ]
k−1
0
(k = 1, 2, . . . , n; as in  6, we set cj = bj = 0 for j > n).
(83)
10
Suh matries are alled totally positive; for details, see [10℄.
11
Lo and behold the Hurwitz matrix!
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Proof. First interhange the rows of the determinant in (83) to obtain
∇2k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c0 c1 c2 . . . ck−1 ck . . . c2k−1
0 c0 c1 . . . ck−2 ck−1 . . . c2k−2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . c0
√
c1 . . . ck
0 0 0 . . . b0
√
b1 . . . bk
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 b0 b1 . . . bk−2 bk−1 . . . b2k−2
b0 b1 b2 . . . bk−1 bk . . . b2k−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (84)
This does not hange the sign of ∇2k. Indeed, lower the kth and (k+1)st rows12 to their
initial positions in (83). This will require an even number of transpositions. The next pair
of rows will then meet, the lowering operation will be applied to them, and so on.
Now let us establish a onnetion between b, c and s. Multiplying (82) by the denom-
inator and equating oeients, we get:
bj =
j∑
i=0
cj−isi−1 (j = 0, 1, 2, . . . ). (85)
These formulæ suggest by themselves what to do next, namely, to eliminate the entries
in the lower left orner of the determinant (84). From eah k + jth row (j = 1, 2, . . . , k)
subtrat rows k− j + 1, k− j + 2, . . . , k multiplied by s−1, s0, . . . , sj−2, respetively. As
a result, we get zeros down and to the left, and the entry
dij ≡ bi+j−1 − ci+j−1s−1 − · · · − cisj−2 = ci−1sj−1 + · · ·+ c0si+j−2
(i, j = 1, 2, . . . , k)
in position (k + i, k + j). In matrix form, this will look as follows:∣∣∣∣∣∣∣∣
d11 d12 . . . d1k
d21 d22 . . . d2k
.
.
.
.
.
.
.
.
.
.
.
.
dk1 dk2 . . . dkk
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
s0 s1 . . . sk−1
s1 s2 . . . sk
.
.
.
.
.
.
.
.
.
.
.
.
sk−1 sk . . . s2k−2
∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣
c0 c1 . . . ck−1
0 c0 . . . ck−2
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . c0
∣∣∣∣∣∣∣∣
.

Remark 102. The quantities ∇2k = ∇2k(R) are invariants under the ation of the group
SL(2,R), sine the struture of determinants (83) implies that ∇2k(R + d) = ∇2k(R)
(d = onst) and ∇2k(− 1R) = ∇2k(R) due to Lemmata 7.17.3.
Remark 103. ∇2n oinides, up to a sign, with the resultant of the polynomials f1 and
f0. Hene
∇2n 6= 0 ⇐⇒ gcd(f0, f1) = 1
More about the resultant and other symmetri polynomials an be found in [7℄; this topi
is worth studying per se, but we do not need to invoke external results to justify the fat
we just stated. Indeed, the inequality ∇2n 6= 0 together with Lemma 101 imply that the
rank of the orresponding Hankel form H , whih oinides with the total number of the
poles of the funtion f1/f0, is at least deg f0, hene the fration f1/f0 is in lowest terms.
12
They are marked by
√
in (84).
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Lemma 104. With the notation of Lemma 101,
∇2 > 0, ∇4 > 0, . . . , ∇2n > 0 =⇒ ImR(z)
Im z
< 0 (Im z 6= 0).
If n is the number of poles of the rational funtion R, then the onverse holds as well.
Proof. If b0 = 0, apply Lemma 101, Theorem 91, and Theorem 72. If b0 6= 0, apply
the same results to the funtion R(z)− s−1. 
We already notied that the determinants ∇2k (k = 1, 2, . . . , n) are the even leading
prinipal minors of the 2n× 2n matrix built exatly as the Hurwitz matrix Hp from  6.
This is not just a superial similarity. Let us go bak to the main objet of our study,
viz., the real polynomial
p(z) ≡ a0zn + a1zn−1 + · · ·+ an (a0 > 0) (86)
and let us rewrite it as
p(z) = g0(z
2) + zg1(z
2).
The polynomials g0 and g1 so dened are very muh reminisent of f0 and f1, whih rst
appeared in  3 and were studied in detail in  5, 6. If the degree n is odd n = 2m + 1,
then
g0(w) = a1w
m + a3w
m−1 + · · ·+ a2m+1,
g1(w) = a0w
m + a2w
m−1 + · · ·+ a2m;
if n = 2m, then
g0(w) = a0w
m + a2w
m−1 + · · ·+ a2m,
g1(w) = a1w
m−1 + a3w
m−2 + · · ·+ a2m−1.
In either ase, deg g0 ≥ deg g1, and the minors ∇2k = ∇2k(g1/g0) and the minors ηk of
the Hurwitz matrix Hp (see  6) are onneted as follows13:
∇2k =
{
η2k (k = 1, . . . , m), if n = 2m+ 1
a0η2k−1 (k = 1, . . . , m), if n = 2m.
(87)
If, as usual, R ≡ g1/g0, then
p(z) = 0 ⇐⇒ R(z2) = −1
z
. (88)
We are now ready to prove the Liénard-Chipart riterion, whih was mentioned in  6:
Theorem 105 (LiénardChipart). A polynomial (86) is stable if and only if
an > 0, an−1 > 0, an−2 > 0, . . . (89)
ηn−1 > 0, ηn−3 > 0, ηn−5 > 0, . . . (90)
Proof. Neessity: follows from the Stodola ondition and the Hurwitz riterion.
Suieny: 1. Sine the minors are positive, Lemma 104 and formula (87) imply
ImR(z)
Im z
< 0 (Im z 6= 0)
13
Note that in both ases the last ∇2m orresponds to the seond-last ηn−1, whih, as we know from
 5, guards the imaginary axis!
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So, if p(z) = 0, Im z 6= 0, then (88) and (90) give
ImR(z2)
Im z2
=
Im z
|z|2 Im z2 =
1
2|z|2 Re z < 0.
Thus, by (90), the roots of the polynomial p lie in the union of the open left-hand plane
and the real positive half-line.
2. Sine the oeients are positive, the polynomial p annot have any roots on the
nonnegative side of the real axis. 
Remark 106. If we drop (89) but keep (90) in Theorem 105, then some roots of p may
ross over into the right half-plane, but in that ase they must stay on the positive real
half-line. From the stability point of view, this behavior is very interesting, sine it means
that the xed point does not bifurate into a limit yle (these bifurations are desribed
in detail in [21℄).
Problem 107. For a polynomial disussed in Remark 106 whose roots with positive real
part annot leave the real axis, it is natural to expet that these roots stay simple (a simple
root annot leave the real axis other than by oalesing with another root). Prove that this
is indeed so, i.e., that the positive roots of a polynomial satisfying (90) are simple.
Afterword
Half a page is still left  it would be sinful to leave it blank. Let us draw onlusions.
In stability theory, the Routh-Hurwitz problem, whih was onsidered in these leture
notes from many points of view, ertainly does not play a role ommensurate with the
attention we devoted to it; more preisely, it does not yet play a role it is destined for.
Destined by whom? I don't know. Still, I believe that intrinsially beautiful mathematial
onstruts must be neessarily onneted to the understanding and explanation of the
real world that surrounds us. If you wish, you may label this a mathematial religion
of sorts; I think many mathematiians, perhaps most, are suh onsious or unonsious
believers. It is impossible to imagine that the unreal world studied by mathematis has
been reated by human intellet; mathematiians do not invent theorems and theories
but disover them. And this ideal world of mathematial onstrutions always turns out
to parallel the real one; remarkably, its researhers are driven neither by logi, as
laymen think, nor by applied needs, nor even by aquired experiene and knowledge,
both ertainly indispensable. They are driven by an irrational, strange intuition that lets
them feel that intrinsi beauty and harmony, just as our senses an feel warmth and
determine its soure. It is true that the mathematiian Hurwitz was handed a problem
by the turbine engineer Stodola, but Hurwitz took up and solved that problem not to
help Stodola build his turbines. Well, he would have not taken it up just for that. Suh
is indeed the relationship between mathematis and its various appliations: the latter
are soures of problems for the former, and the origin of these problems is a ertain a
priori guarantee of the harmony and beauty to be found there, and of the progress in
mathematis that their solutions must bring about.
Returning to the beginning of our sholia, let me venture an opinion: the sad fat that
the Routh-Hurwitz problem is not muh in demand does not mean that it is only of
aademi interest. This should rather mean that there is a hidden door behind whih there
may be lots of interesting stu. Just as in the instrutive story of The golden key
14
. :)
14
"The golden key" by Alexei Tolstoi, a famous Russian adaptation of the book "The adventures of
Pinohio" by Carlo Collodi [translators' remark℄.
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Comments.
15
The books [11, 27, 18℄ oer a thorough treatment of the subjet. The book
[27℄ is most elementary and detailed. The monograph [11℄ remains one of the best matrix
theory books in the world. The paper [18℄ ontains an exhaustive review of lasssial works
on stable polynomials. The textbook [8℄ states the Hurwitz theorem and the Mikhailov
riterium. However, the relevant setions of this overall good book are in my opinion not
quite satisfatorily, and it is better to use [27℄.
The monographs [1, 7℄ are devoted to the Routh-Hurwitz problem for entire funtions.
The books [22, 23, 24, 25, 26℄ of G. Polya mentioned in the Introdution are not
diretly related to our topi of stable polynomials, but their reading is useful for every
beginning mathematiian.
The book [12℄ is outdated and is written for dummies. However, the now forgotten
language APL, whih was reated by Kenneth Iverson not exatly as a pratial pro-
gramming language but rather as a notation system for mathematial algorithms, is per
se interesting to a mathematiian.
15
Many of the author's original referenes, in Russian or translated into Russian, were replaed by
the orresponding referenes in English [translators' remark℄.
