The extended atmosphere of the M supergiant Betelgeuse is complex with cool plasma dominating the structure by mass and small amounts of embedded hotter chromospheric plasma. A major challenge is to understand the interrelationship and juxtaposition of these different components, which in turn may provide clues to the nature of the process of nonradiative heating and the mechanisms that drive mass loss. We examine the chromospheric C ii] k2325 multiplet emission line electron density diagnostic using spatially scanned HST STIS echelle spectra. Escape probability models for the electron density-sensitive line ratios reveal that the mean electron density decreases by 0.6 dex as the sight line goes from disk center to AE75 mas. Radiative transfer simulations using spherical model atmospheres show that this trend can be explained if the electron density declines with radius by nearly 2 dex across ÁR $ 2R Ã . The emission profiles indicate that the chromospheric material corotates with the star and then becomes decoupled by AE75 mas from disk center. We find no evidence for radial outflow in the chromospheric plasma. We find that the strongest C ii] k2325 emission lines are opacity broadened and that the gradient of atmospheric turbulence is surprisingly small. Using empirical constraints, we derive a relation between the relative C ii column densities in the cool and chromospheric atmospheric components and the excitation temperature. These UV chromospheric results and previous radio analyses suggest that the chromosphere is pervasive but has a small filling factor at $3R Ã , suggestive of confinement and heating in magnetic structures.
INTRODUCTION
The most significant recent development in the study of the extended atmospheres of M supergiants was the discovery by Lim et al. (1998) that the atmosphere of Betelgeuse was cool, with temperatures declining from 3500 K at 1.6 stellar radii (R Ã ) to 1400 K at 6R Ã , and not warm ($8000 K ) as previously thought. Previous expectations were based on spatially unresolved radio flux measurements, observations of extended H emission, and the Alfvén wave model of Hartmann & Avrett (1984) . The multiwavelength study of Lim et al. (1998) , using the Very Large Array 1 (VLA) in the high spatial resolution A configuration, resolved Betelgeuse's atmosphere and provided both mean thermal temperatures and angular sizes.
Following this discovery, the pertinent question became, how does the hot plasma responsible for the UVemission and off-limb H scattering emission coexist with the dominant cool plasma observed in the radio? The crucial point here is that the radio opacity is very sensitive to ionized plasma, which is normally associated with hotter plasma. If the hot plasma has a large filling factor, then the radio would be weighted toward this material and not the cooler plasma as observed. Harper et al. (2001) explored the thermodynamic implications of the VLA observations and constructed a detailed semiempirical model of Betelgeuse ( hereafter referred to as the HBL2001 model). They found that the mean temperature increases toward the star until about 1:45R Ã (assuming an angular diameter of 56 mas) and then declines again toward the photosphere. We have subsequently confirmed the findings of Lim et al. (1998) using new higher resolution VLA data obtained with the A configuration and the Pie Town link . These advances in the radio have come from the ability of high spatial resolution observations to resolve the radio emission. Concurrently, high spatial resolution ultraviolet (UV ) observations also became available from instruments on board the Hubble Space Telescope (HST ): images from the Faint Object Camera and spectra from the Goddard High Resolution Spectrograph (GHRS; Gilliland & Dupree 1996) . Uitenbroek et al. (1998) analyzed the GHRS spectra obtained through the 220 ; 220 mas Small Science Aperture, and while these are only weakly resolved, they confirmed the extended nature of the UV emission and revealed that the northwest and southeast limbs are approaching and receding at 5 km s À1 , respectively. More recently, Lobel & Dupree (2000) obtained even higher spatial resolution UV spectra with the HST Space Telescope Imaging Spectrograph (STIS; Woodgate et al. 1998) . These data include E230M echelle spectra obtained through the 100 ; 25 mas aperture, which is well matched to the HST spatial point-spread function (PSF). Lobel & Dupree (2000) constructed semiempirical chromospheric models for Betelgeuse using the chromospheric H , Mg ii h and k, and TiO band heads as diagnostics and inferred electron densities (n e ) of $3 ; 10 7 cm À3 where the chromospheric temperature peaks near 5000 K. This is in stark contrast to the estimates by Judge & Carpenter (1998) , who derived a mean n e ' 2 ; 10 8 cm À3 for T e ' 6300 K with an overlying hydrogen column density 2 of N H $ 3:2 ; 10 23 cm À2 . The electron density is a crucial thermodynamic quantity in understanding the nature of the hot atmospheric component. Not only does it provide a clue to the radio opacity and ionization state of the atmosphere, but it also controls the radiative cooling of the atmosphere and is a key ingredient in determining the energy balance.
The VLA radio observations show that we have to abandon one-dimensional chromospheric models because the dominant component, by mass, of the extended atmosphere is cool (Lim et al. 1998 ). The centimeter-radio optical depth for H free-free opacity, appropriate for the warm partially ionized chromosphere, corrected for stimulated emission is given by Brown 1987) . For n e $ 2 ; 10 8 cm À3 and T e $ 6300 K, derived from spatially unresolved spectra by Judge & Carpenter (1998) , the thickness of a shell required to provide Á rad ' 1 at 3.5 cm from equation (1) is Á R $ 10 10 cm, which is a tiny fraction (0.0002) of the stellar radius. One-dimensional chromospheric models with similar thermodynamic conditions would therefore present large angular diameters with the respective thermal temperature. For example, evaluating the optical depth increments in Table 2 of Lobel & Dupree (2000) starting at the outer edge and moving inward quickly reveals that the optical depth unity radius is much too large compared with the observations ( Lim et al. 1998) . The radio source function is thermal and in the Rayleigh-Jeans limit, so the radio fluxes in these chromospheric models are going to be even larger. In Table 1 we show the observations of Lim et al. (1998) and the predictions from the two chromospheric models of Lobel & Dupree (2000) . Clearly such one-dimensional models fail utterly and completely to reproduce the observed radio fluxes and angular diameters. The high electron density plasma of the warm chromosphere must be restricted to small area-filling factors in order not to be directly detected in the radio interferometry.
In this paper we continue our study of inhomogeneous stellar atmospheres by analyzing the STIS E230M spatially resolved spectra of Betelgeuse using the well-known C ii] k2325 n e -sensitive emission line multiplet that contains three densitysensitive ratios. Lobel & Dupree (2001) chose not to use this diagnostic because the stronger lines in this multiplet are optically thick. However, Judge & Carpenter (1998) showed that by taking optical depth effects into account, the scatter in the individual n e estimates derived from the three C ii ratios is greatly reduced, leading to a consistent mean electron density. The self-reversed Al ii] k29669 emission lines shown in Figure 2 of Lobel & Dupree (2001) show that large column densities are indeed present, and the results of the present paper validate many of the conclusions of Judge & Carpenter (1998) concerning Betelgeuse.
We interpret the spatial scans of the C ii] k2325 multiplet by fitting emission-line templates to both the observed spectra and radiative transfer simulations made using S-MULTI (Harper 1994) . While spatially unresolved spectra can provide characteristic values for n e and the turbulence (v turb ), to address the physics of the atmospheric processes requires that, at the very least, the gradients also be known. This is our aim in this paper. This is the first spatially resolved study that directly probes the radial electron density and turbulence gradients in the extended atmosphere of a single evolved cool star.
In x 2 we briefly describe the HST archive data sets and describe observations of the point-source calibrator BD +75 325. A numerical PSF is required for the forward radiative transfer modeling of Orionis's extended atmosphere, and a spatial scan of BD +75 325 provides an empirical check on TinyTim PSF simulations. We review the C ii] n e -sensitive diagnostic and discuss new atomic data that have become available since the study of Judge & Carpenter (1998) in x 3. The atmosphere of Ori contains at least two thermodynamically distinct components, and in x 4 we explore constraints on the likely thermal and scattering conditions. We also describe the procedure adopted to measure the line ratios and profiles and then use escape probabilities to estimate spatially unresolved n e . The measured spatial distributions of fluxes, radial velocity shifts, line widths, and C ii] ratios are presented in x 5. In x 6 we first provide an initial interpretation of these results with an approximate escape probability analysis that reveals the spatial variations of the mean electron density, and then we consider detailed radiative transfer solutions. For these exact solutions we explore the effects of geometry and radiative transfer on the interpretation of both constant property models and those in which thermodynamic gradients are present. We then present a model for the radial distribution of the electron density and turbulence. The discussion of the results is given in x 7, where we consider previous models and the constraints on the geometry and filling factor of the hot plasma. Concluding remarks are given in x 8.
OBSERVATIONS
The primary observations used in this study are archival HST STIS spectra from programs GO 7347 (PI: A. Dupree) and GO 9369 (PI: A. Lobel) and are summarized in Table 2 . Some aspects of the data from GO 7347 have been described in Lobel & Dupree (2000 . We also consider previously published GHRS spectra. In Table 2 , columns (1) and (2) give the epoch of Notes.-Values are those observed ( Lim et al. 1998 ) and predicted from the 1993 and 1996 chromospheric models of Lobel & Dupree (2000) at the standard VLA wavelengths of 0.7, 1.3, 2, 3.5, and 6 cm. The flux errors given here are upper limits to the actual errors. The errors presented here are based on the angular diameter fit, which is less well determined.
the data set and the field of view (FOV ) of the aperture, respectively. For Betelgeuse the position angle (P.A.) of the long spatial ( y) axis of the aperture is given in column (3). The scan offsets are given in column (4). Column (5) gives an estimate of the HST focus range during the observing sequence, and these are described in detail below.
The STIS archival data sets from the nine observations listed in Table 2 were downloaded in uncalibrated form from the Multimission Archive at Space Telescope. The STIS echelle spectra were calibrated with the IDL-based CALSTIS package developed by the STIS instrument team at Goddard Space Flight Center (Lindler 1999) . This software produces a flat-fielded spectral image from which bad pixels have been removed. The background-subtracted stellar spectrum is then extracted using appropriate extraction windows. Zero-point corrections to the STIS wavelength scales are derived based on Pt-Ne lamp exposures taken intermittently during each observation. The spectra are fluxcalibrated and the wavelengths corrected to the heliocentric frame. Corrections for the echelle scattered light are derived iteratively and applied to the spectra. Spatial scanning with the small 100 ; 25 mas aperture is not a standard calibrated observing mode; therefore, the hot subdwarf point source BD +75 325 was also observed with the same observing sequence and provides a test of the peak-up procedure and shape of the STIS PSF.
The CALSTIS procedure applies a throughput correction for point-source observations to correct for flux that does not pass through the narrow apertures. For our analysis this correction is not required because the aperture is scanned across the telescope PSF as it is imaged onto the STIS aperture plate. Therefore, for the k2325 spectral region that contains the C ii] multiplet, the spectral flux vectors were multiplied by the factors of 0.357 and 0.566 to compensate for the CALSTIS default processing for the 100 ; 25 mas and 200 ; 63 mas apertures, respectively. The C ii] n e -sensitive multiplet in the E230M spectra is completely contained within a single order, while an adjacent order does not contain the lines shortward of 2326 8 (air) and is not used here.
To compare the distribution of UV-bright chromospheric plasma with the cool plasma observed with multiwavelength centimeterradio interferometric VLA observations (Lim et al. 1998; ), the position of the 100 ; 25 mas aperture for three out of the four À75 to +75 mas scans is shown in Figure 1 . The K-band (1.33 cm) VLA map shown in Figure 1 was obtained in A configuration with the Pie Town antenna link. Note that these orientations differ from those shown by Lobel & Dupree (2000 . 3 The scans for 1998 April 1, 1998 September 21, and 1999 March 28 step approximately in the same direction: 1998 April 1 and 1999 March 28 scan along the northwest!southeast direction, and 1998 September 21 in the southeast!northwest direction. Only the 1998 January 8 scan is approximately west!east.
2.1. The Point-Source Calibrator BD +75 325 and Peak-up BD +75 325 was presumably observed originally to provide a check of the systematic behavior of the observing sequence and Notes.
-The length of the aperture is aligned with the y (spatial) axis, which has a P.A. measured from north through east. The spectral scans across the star are stepped in the x (dispersion) direction, which is perpendicular to y. STIS PSF. The observations of this star have not been discussed at all in the papers by the original observers. The same peak-up sequence used for the primary science observations of Betelgeuse was also used for BD +75 325: the acquisition /peak-up sequence was performed at 2325 8 with the G230LB low-resolution grating and the STIS/CCD detector, which has 50 mas pixels. The peak-up sequence proceeded through successively smaller apertures: from 52 00 ; 0B5, to 0B2 ; 0B2, and finally to the small 0B1 ; 0B03 (100 ; 25 mas) aperture, which was then used for the science observations with the NUV-MAMA detector and the E230M grating.
After peak-up a spectrum is obtained at an offset of À75 mas in the dispersion (x) direction, and then subsequent spectra are obtained after stepping by +25 mas in the x-direction until the final spectrum is obtained at +75 mas. The spectrum corresponding to the peak-up position is therefore fourth in the sequence. The actual position on the sky of each x-offset depends on the HST roll angle and hence the time of year when the observation was performed.
The pointing jitter during these observations was typically better than 3 mas rms with a maximum position offset of 4 mas. These jitter levels are too small to have any effect on the observed spectrum. Inspection of the spatial scans of BD +75 325 reveals two noticeable features: first, the AE25 mas fluxes are not symmetric about the presumed stellar position, and second, at AE75 mas the fluxes increase toward shorter wavelengths relative to those at AE50 mas. BD +75 325 is an HST flux standard, and its flux at 2325 8 measured with the 0B2 ; 0B2 aperture is 1:34 ; 10 À11 ergs cm À2 s À1 8 À1 after throughput correction. However, the flux inferred from the 100 ; 25 mas aperture peak-up position is only 8:6 ; 10 À12 ergs cm À2 s À1 8 À1 with the 100 ; 25 mas throughput correction applied. Clearly, in this case, the pointing and /or throughput correction is/are not accurate, the measured value implying a throughput of only 23% rather than 36%.
To explore the shape of the PSF, its changes during the observing sequence, and the effects of pointing offsets on the throughput of a point source, we generated simulations of the STIS PSF using the fast and portable TinyTim version 6.3 (Krist & Hook 2004) . Thermal changes cause the HST focal length to change continually on orbital timescales, and this ''breathing'' affects the shape of the STIS PSF. Changes in focus caused by breathing can be included in the TinyTim PSF simulations. We adopt the full temperature model ephemerides 4 for the HST focal length variations ( Hershey 1998) , which are given as a function of microns of motion of the secondary mirror. A +4.3 m adjustment is also applied to the default TinyTim STIS imaging focus setting to generate a model of the PSF on the STIS aperture plate. Models for the monochromatic (2325.4 8) PSF were generated on a square 2.5 mas grid for different HST focal lengths (see Table 2 ), and then the throughput of the 25 ; 100 mas aperture at different pointing positions was computed. During the two-orbit observing sequence, the model PSFs do not show reasonable agreement with the observed fluxes for the relative pointing positions; i.e., at À75, À50, À25, 0, +25, +50, +75 mas, the observed fluxes are (14:8; 16:5; 208:3; 308:1; 78:1; 13:4; 19:8) ; 10 À14 ergs cm
, respectively. This is shown graphically in Figure 2 . The full temperature breathing model does not provide an exact representation of the focus changes, so we broadened our search by generating PSFs for a wider range of focus positions. We then searched for the combination of focus and peak-up offset that agreed closest with the measured fluxes for each group of pointings. We assigned equal weight to each of the offset positions since the systematic errors in the shape of the PSF dominate the errors in the flux measurements. In this search the focus was assumed fixed during the observing sequence; however, TinyTim model PSFs do show variations of $20% at a given offset during the two-orbit observation.
The central core of the PSFs is symmetric, but in order to approximately match the fluxes of the central three pointings (À25, 0, +25 mas) we find that peak-up errors of $10 mas in the x-direction and $30 mas in the y-direction are required to improve the match noticeably. These offsets also give reasonable values for the throughput for the 100 ; 25 mas aperture. Figure 2 shows the monochromatic 2325.4 8 fluxes of BD +75 325 and a range of TinyTim models. The TinyTim PSFs have been oriented in the pointing offset direction to place the pronounced shoulder at +25 mas where there is excess observed flux. While 0, À25, and AE70 mas points are in good agreement, the PSF overestimates the +25 and AE50 mas points significantly. Focus breathing does not explain the mismatch between TinyTim and the observed fluxes. In the radiative transfer modeling presented in xx 6.2 and 6.3 we require a PSF to model the extended UV emission. Because the TinyTim simulations show structure not observed in the BD +75 325 data, we adopt a simpler PSF that is constructed from the Airy pattern for a 2.4 m primary with a 0.33 m secondary mirror that is then broadened with a Gaussian with a FWHM of 20 mas. This is also shown in Figure 2 , shifted by 9 mas to align it with the TinyTim profile.
If the PSF, pointing, and jitter were all stable during the complete observing sequence, then the sum of the fluxes from all of the pointings within the entire sequence should recover a significant fraction of the true stellar flux irrespective of the shape of the PSF. To obtain an estimate of the true stellar flux would require a correction to account for the area of the sky not scanned by the aperture. For all of the observations the jitter was small and the pointings showed no anomalies. To estimate the total integrated stellar flux, the individual pointings were summed and model PSFs were used to estimate the additional contribution from the spatial regions not scanned by the observing sequence. 4 See http://www-int.stsci.edu/instruments/observatory/focus/ephem.html. The PSFs indicate that the sum of the observed fluxes should represent $43%-46% of the total flux, with there being a much smaller uncertainty in this fraction than in the detailed PSF shape. . We conclude that pointing offsets of up to 35% in each aperture dimension probably occurred, and also that the shape of the PSF on these small scales is not fully described by the TinyTim models. For Ori, which is spatially extended, such peak-up pointing offsets may not be obvious, but fortunately there are four sets of scans and it is unlikely that they will all have the same peak-up positional errors. For analysis of the Ori data, we therefore consider the overall trends rather than unduly focus on individual spectral scans. The uncertainty in the shape of the PSF is, however, a cause for concern for our quantitative studies, especially where the UV-bright chromosphere has large gradients in specific intensity.
C ii n e -SENSITIVE DIAGNOSTICS
Here we briefly review the C ii] n e -sensitive diagnostics, including the adopted atomic data. The anticipated excitation conditions in Betelgeuse's extended atmosphere are discussed in x 4. Stencel et al. (1981) examined the n e sensitivity of the boronlike C ii intercombination ( 2s 2 2p 2 P o -2s2p 2 4 P ) UV 0.01 emission line multiplet at 2325 8 for chromospheric conditions in the Sun, as well as cool evolved stars that had been observed with the International Ultraviolet Explorer (IUE ). They found that the flux ratios within the multiplet are sensitive in the range 10 7 < n e (cm À3 ) < 10 9 , which encompasses the values observed in the evolved late-type stars, while the Sun is in the high-density limit (n e $ 10 11 cm À3 ). This multiplet provides the best n e diagnostic for stellar chromospheres: the multiplet covers only 5 8 and therefore suffers negligible differential absorption from circumstellar or interstellar dust and lies in a wavelength region without strong bound-free opacity from neutral species, which become important at shorter wavelengths. The line ratios are insensitive to changes in electron temperature (T e ) because the collisional de-excitation rate is proportional to 1/(T e ) 1 = 2 ; this removes one degree of uncertainty in analysis. Although Si ii has a similar intercombination multiplet at 2328.5-2350.2 8 (Judge et al. 1991) , the C ii UV 0.01 emission is stronger and less affected by blends.
There are five UV 0.01 emission lines, and definitions for five diagnostic ratios were given by Judge (1994) and are restated in Table 3 . The n e -sensitive ratios R 1 , R 2 , and R 3 are the same as those discussed by Stencel et al. (1981) . The opacity-sensitive ratios, R 4 and R 5 , are formed from lines that share common upper levels, and multiple scattering redistributes photons between the transitions (note that the n e -sensitive C ii] ratios may not necessarily correspond to any actual electron density in the atmosphere, but rather to a ''mean'' density; Almleaky et al. 1989; Judge 2000) . Carpenter (1984) studied IUE high-resolution spectra of Betelgeuse obtained through the 10 00 ; 20 00 large aperture. Using the ratios from Stencel et al. (1981) , he found a range of mean log n e (cm À3 ) 5 spanning 8.1-8.3 for four different epochs between 1978 and 1982. He found, however, that the individual ratios gave log n e (cm À3 ) values that spanned an order of magnitude. Byrne et al. (1988) reanalyzed IUE C ii] spectra from late-type stars and found that the atomic data given by Lennon et al. (1985) led to an upward revision of n e . They compared their results with a similar sample from Carpenter et al. (1985) (who used diagnostic ratios from Stencel et al. 1981) and found a mean increase in n e of $0.75 dex. Since those studies, the spectrographs on board HST have provided spectra with superior spectral resolution, much higher signal-to-noise ratios (S/ Ns), and better noise characteristics. The STIS E230M spectra have a spectral resolution of R ' 30; 000, which is twice that of the IUE high-resolution long-wavelength spectrograph. These new spectra permit a vast improvement in the treatment of line blends.
C ii Atomic Data
Since the last detailed analysis of spatially unresolved C ii] by Judge & Carpenter (1998) , new electron excitation rates, lifetime measurements, and theoretical Einstein A-values have become available.
There now appears to be some convergence of the theoretical and measured lifetimes of the 2s2p 2 4 P fine-structure levels and an improvement in agreement with astrophysical observations. Judge & Carpenter (1998) noted that for evolved late-type stars the observed R 4 opacity-sensitive ratio was noticeably less than expected from the optically thin limit, which at that time was thought to be 7.3, for stars with a wide range of surface gravities and thus chromospheric optical depths. The theoretical A-values of Corrégé & Hibbert (2002) result in a reduced value for this ratio of 6.05, which also reduced this discrepancy (note that differences in 2s2p 2 4 P lifetime measurements from different experiments are not yet fully understood; Träbert 2001) . For the intercombination A-values we combine the theoretical branching ratios from calculations of Corrégé & Hibbert (2002) with the lifetime measurements from Träbert et al. (1999) , with which they are in good agreement. These are shown in Table 4 . The infrared A-values are taken from Nussbaumer & Storey (1981) .
We adopt the R-matrix electron excitation rates of Wilson & Bell (2002) and Wilson et al. (2005) , which are $15% larger than those of Blum & Pradhan (1992) . Both sets of calculations Smith et al. (1996) . For the k1335 UV 1 resonance triplet we adopt the rates of Lennon et al. (1985) .
Neutral hydrogen collision rates for the 2s 2 2p 2 P o fine-structure ground term have been calculated by Barinovs et al. (2005) using accurate CH + molecular potentials. For the range of expected excitation conditions in Betelgeuse's atmosphere [i.e., 1000 < T e (K) < 10; 000, log n e (cm À3 ) > 6, and 10 À4 < n e /n H < 1], electron and hydrogen de-excitation completely dominates the 158 m radiative transition rate of 2:3 ; 10 À6 s À1 . In the cool plasma, which has a relatively low abundance of free electrons, hydrogen dominates the de-excitation. The situation is reversed when hydrogen becomes significantly ionized. Under all conditions considered in our analysis the fine-structure levels (ÁE ¼ 63:42 cm À1 ) are in thermal equilibrium and are populated according to their statistical weights, n 3/2 : n 1/2 ¼ 2 :1.
For the metastable 2s2p 2 4 P fine-structure levels, kT 3 ÁE. The slower velocity of metal ions and protons, as compared to electrons, could potentially enhance the collision rates relative to n e (Seaton 1964) . Proton excitation within 2s 2 2p 2 P o and 2s2p 2 4 P has been considered by Foster et al. (1996) and Foster et al. (1997b) , respectively. At 10,000 K, when hydrogen starts to become collisionally ionized, the proton rates within 2s2p 2 4 P reach up to 10% of the electron rates. By 5000 K they are less than 5%. However, at these temperatures the dominant positively charged species are the heavier singly ionized metals (i.e., K, Na, Al, Mg, Fe, Si), and collisions with these ions may exceed those for protons. Foster et al. (1997a) give fine-structure excitation rates for collisions with singly ionized deuterium and tritium. At 5000 K the 2s2p 2 4 P rates between adjacent levels increase slowly, by 10%-20%, with ion mass but decrease for the J 1/2 ! J 5/2 transition. A potentially greater uncertainty in the total collision rates within 2s2p 2 4 P is from collisions with neutral hydrogen, for which rates are unavailable. If the deexcitation rates are similar to those of the ground term fine structure, namely, $10 À9 cm 3 s
À1
, then this process could dominate the collisional mixing of the 2s2p 2 4 P populations. Theoretical calculations for these rates are highly desirable.
For both the approximate and radiative transfer solutions for the C ii level populations we use the same atomic model with the first seven fine-structure energy levels: (Edlén 1981) , including all radiative transitions and electron excitation rates. The next four energy levels that go up to 116; 538 cm À1 are all of even parity and do not radiatively couple with the upper level of the C ii] multiplet. Under chromospheric conditions these levels do not influence the C ii] diagnostics. We do not include the ion or hydrogen rates within 2s2p 2 4 P, except for a sensitivity calculation described in x 6.1.
C ii Multiplet Fitting Procedure
To measure the C ii] multiplet properties for all of the spatially scanned observations, we adopt a uniform fitting procedure, which we then also apply to synthetic spectra computed from spherical radiative transfer models of Betelgeuse.
The 12 C/ 13 C isotopic ratio for Betelgeuse is $6 (Harris & Lambert 1984) , and the
13
C ii] lines are shifted by À5.4 km s À1 ( Morton 1991 ) with respect to 12 C. This is small compared to the expected turbulent velocities but leads to an apparent redshift of +0.9 km s À1 if 13 C is not included in the multiplet fit. For each spectrum we performed a global fit to the lines listed in Table 5 (except Fe ii) using two different profile models: the relative wavelengths were fixed to their laboratory values, but a different global offset was permitted at each pointing position. We include the effect of the 13 C isotope as a wavelength shift in the C ii] lines. This global fitting allows us to use as much spectral information as possible from the emission lines to measure shifts, widths, and line fluxes and to help avoid undue influences from blends.
The most significant blend is on the redward side of the C ii] k2326.9 profile, which overlaps with the blueward profile of the self-reversed Fe ii UV 3 k2327.397. We have attempted to remove the Fe ii contribution to the C ii] k2326.9 line by subtracting similar Fe ii profiles contained in the STIS E230M spectra. We shift in wavelength, scale the flux of the redward profiles of the Fe ii UV 3 kk2332.798, 2338.008 and UV 35 k2331.307 lines, and then subtract the resulting profile and propagate the errors into the C ii] k2326.9 error vector. These Fe ii transitions have their lower levels in the a 6 D ground (UV 3) or a 4 F first excited (UV 35) terms, and under chromospheric excitation conditions the populations will be in proportion to their statistical weights. The k2338.008 line shares a common upper level with the offending Fe ii blend, while the k2331.307 line has a similar optical depth.
In spatially unresolved IUE spectra self-reversed lines from a given Fe ii multiplet show trends in profile shape with line optical depth. The most opaque lines typically show more flux in the blue or violet (V ) emission peak, while lines of intermediate strength show more red (R) emission and weaker lines are more symmetric (Carpenter 1984) . Using an Fe ii template from the same multiplet ( UV 3) but different optical depth might introduce a systematic error because the V/R asymmetry may not be the same, so the use of these different Fe ii templates provides an assessment of the systematic errors introduced by this procedure.
In the figures shown later we adopt the Fe ii UV 35 k2331.307 template because it has a very similar optical depth to the offending blend while the other two have slightly larger opacities. In a dynamic scattering atmosphere it is our preference to match the opacity of the proxy because differences in the source functions are scaled out. Other blends were treated as individual lines in the template. The C ii] and Si ii] fluxes were forced to be positive. A linear continuum was included, but this is only important for the spectra taken far off-limb where the calibrated spectra are noisy and the extracted continuum is slightly negative.
We considered two cases for the stellar line shapes: (1) all lines have Gaussian profiles with the same intrinsic line width, and (2) the line profiles are those implied by formation in a slab of line-center optical depth 0 with a constant source function. In case 2 the ratio of line FWHM to the optically thin case is given by
where
1/2 V turb and V turb is the most probable isotropic velocity ( Munday 1990, p. 71) . Case 2 allows for differential opacity broadening among the individual lines.
The individual lines that form the template are then merged into a spectrum that is then convolved with the line-spread function appropriate for each aperture. We performed a LevenbergMarquardt least-squares fit using the IDL routine MPCURVEFIT.
6 Figure 3 shows a typical E230M spectrum and the fit to the C ii] multiplet. The Fe ii k2331.307 profile is scaled, shifted, and then subtracted before the model fit to the emission lines. The quality of the deblending procedure can be judged by the match between the fit and deblended spectrum. The subtracted profile is also shown. The profile shapes in cases 1 and 2 slightly underestimate the observed peak flux in the k2325.398 line in the 1998 January spectra, indicating a more complex velocity field than adopted here. This narrow excess emission at the peak of k2325.398 is typically less than 5% of the total and not as apparent at other epochs.
EXCITATION CONDITIONS

The Angular Diameter and Stellar Radius
When discussing Betelgeuse, for continuity, we adopt the angular diameter used in the previous detailed semiempirical study of HBL2001, namely, 56 mas based on the 11.15 m ISI interferometry (Bester et al. 1996) . Recent studies that have sought to understand the puzzling behavior of angular diameter with wavelength suggest that there is an additional emission source that gives rise to the apparent 11 m 56 mas angular diameter, while the true photospheric diameter is closer to 44 mas (Perrin et al. 2004; Ohnaka 2004 ). The HBL2001 model is insensitive to the adopted angular diameter because it reflects the direct observation of angular scales from the VLA interferometry. In the following we have used angular scales where possible, but where we have used R Ã it refers to Ã ¼ 56 mas with a Hipparcos distance (Perryman et al. 1997 ) of 131 pc. For researchers who adopt ¼ 44 mas the distances given here in stellar radii should be increased by a factor of 1.27.
Relative Opacities
For the study of Betelgeuse with its massive overlying wind, the C ii] k2325 multiplet, in addition to being stronger and less blended, has one more advantage over the Si ii] k2335 multiplet as n e -diagnostics: it is less opaque. Both multiplets are optically thin in higher gravity, thinner chromosphere, cool giants (see, e.g., Harper 1992) . However, in the low surface gravity of Betelgeuse the large column densities of overlying material scatter photons and lead to self-reversals in the intercombination Al ii] k2669.155 and Si ii] lines. The top panel of Figure 4 shows disk center emission profiles of Al ii] k2669 and C ii] k2325.4 obtained on 1998 April 1. These lines are both collisionally excited from the ground term and will be formed at similar temperatures and conditions. The Al ii] k2669 is more opaque, despite its lower relative abundance (assuming solar A Al ¼ 2:95 ; 10 À6 ; Grevesse & Sauval 1998), and shows a self-reversal, while C ii] k2325.4 has a more Gaussian-like appearance. Assuming a silicon abundance of A Si ¼ 3:8 ; 10 À5 , the Si ii] k2350 has a similar optical depth to Al ii] k2669 (see atomic data compilation of Morton 1991) and is also broad and/or self-reversed. The Si ii] k2328.510 line, which is blended in the wing of C ii] k2328.122, is much less opaque than Si ii] k2350 and is expected to have a shape characteristic of the C ii] lines.
Carbon Ionization Balance
We can use the relative line widths of the Al ii] k2669 and C ii] k2325 lines to examine the ionization balance of carbon. C i has ionization potentials of 11.26, 10.00, and 8.58 eV for the first three metastable terms and is less easily ionized than Al i, which has a lower ionization potential of 5.99 eV. Adopting the photospheric carbon abundance relative to hydrogen (A C ) of 1:86 ; 10 À4 (Carr et al. 2000; Lambert et al. 1984 ) appropriate for T eA ¼ 3600 K, and if both carbon and aluminum are singly ionized (C iii] k1908 is not observed), then C ii] k2325.398 is about 5 times less opaque than Al ii] k2669.
If 0 ¼ 1 for C ii] k2325.4, then this line will be broadened by 18% above the optically thin value. The bottom panel of Figure 4 shows the FWHM ratio of Al ii] to C ii] for a grid of C ii] linecenter optical depths, computed from equation (2) for three ratios of line opacity. Indeed from Judge & Carpenter (1998) there is an indication that the optical depth in C ii] k2325.4 is of order unity, so equation (2) hints that the ratio of optical depths is 10-20. This is slightly larger than expected if carbon is singly ionized and suggests that within the scattering atmosphere, but not necessarily the emitting region, there may be significant amounts of C i. The uncertainty in the abundances precludes a more quantitative statement.
Temperature Constraints
Although the C ii] diagnostics are insensitive to T e , it is useful to examine the likely formation temperature as this provides clues to the ionization state and the relationship of the C ii]-emitting plasma to the pervasive cool plasma. The flux (F ) in collisionally excited UV emission lines has a strong T e dependence, namely,
where dV is the volume, n i is the population of the lower level i, and for k2325 the thermal excitation term G(T e ) is
where g i is the statistical weight of the lower level (Mariska 1992) . The Maxwellian-averaged collision strength,, is a weak function of T e . The relative emissivity for T e ¼ 3000, 5000, and 8000 K is 0:0003 : 1: 80, respectively. Furthermore, the ionization of hydrogen, which dominates n e as T e approaches 8000 K, is also exponentially sensitive to temperature through the collisional excitation of the H i n ¼ 2 level (10.2 eV ). Combined, these two effects can lead to the observed flux originating from a hotter component of the inhomogeneous atmosphere, even when n C ii ÁV is much smaller, where n C ii is the population of the lower term: n 1/2 þ n 3/2 , which contains most C ii. However, centimeter-radio continuum observations, which are also strongly weighted toward more ionized material being proportional to n e n ion (where n ion is the density of protons and metal ions), show the atmosphere to be predominately cool (Lim et al. 1998 ). Therefore, we must also examine the possibility that the C ii] emission has a significant contribution from the cooler material.
Estimates of the characteristic formation temperature can be found by considering the emission measure derived from the observed C ii] k2325 multiplet flux, the column density of C ii required for 2325:4 1, and a typical value ofn e $ 2 ; 10 8 cm
À3
from Judge & Carpenter (1998 ) is given by
where D ¼ 131 AE 30 pc is the distance to the star and C red is a correction to account for circumstellar absorption and interstellar reddening. Betelgeuse, at 131 pc, probably lies in the warm interstellar medium (ISM ) in a direction (Galactic coordinates:
parallel to a wall of enhanced hydrogen column density ( Paresce 1984) . If Betelgeuse lies within the warm ISM, it is not expected to suffer significant dust attenuation. Using the dust model adopted in HB2001, the ratio of opacity at 9.7 m to 0.2325 m is $0.1, and adopting 9:7 ¼ 0:06 (Skinner & Whitmore 1987) , we adopt a rather uncertain
emis is the C ii radial column density of the UV-emitting plasma. Since the emission is observed to be spatially extended, we assume that most photons, once created, eventually escape.
Since inhomogeneities with different temperatures can both scatter the k2325.4 line, we can write the radial line-center optical depth as rad 0 ' 0:0265
where we have considered the simple case of scattering in two atmospheric components. The term (n C ii Á R) emis represents the same chromospheric emitting plasma as in equation (5), and n C ii Á R ð Þ scat is the cool low-emissivity scattering component. The population ratio of the J ¼ 3/2 level to the total C ii n 3/2 /n C ii ¼ 4 6 for all atmospheric components.
Writing for the relative column density filling factor ( linear) of cool scattering material
and then combining equations (5) and (6) with equation (7), we obtain an equation of the form
where T 0 is the temperature obtained if there is no scattering material (i.e., f lin ¼ 0) and the coefficient c 0 is given by
where n e and V turb are in cgs units. The UV chromospheric emission is extended well beyond the photosphere, and there is a potential of limb brightening in the C ii] lines. Judge & Carpenter (1998) noted the absence of significant opacity broadening, which suggests that the tangential column density appropriate for the limb sight line gives tan ' 1. An approximate relationship between the tangential and radial columns for different radial density distributions is (see the Appendix) tan ' rad 1:3
where b is the impact parameter and H(b) is the density scale height at b. We estimate the scale height (H ) in this dynamic atmosphere where the turbulent motions, V turb ¼ 20 km s
À1
, are assumed to be on spatial scales less than H, assuming log g Ã ' 0:0 cm s À1 ( Verhoelst et al. 2006) , to be H $ Z ( Harper et al. 2001; Bester et al. 1996) , the electron collision strengths of Wilson & Bell (2002) ( mult ¼ 1:62), and taking Z sh ' 2 from the diameter of the UV chromosphere seen in HST FOC images (Gilliland & Dupree 1996) , we obtain
Our final result valid for T e < 5 ; 10 4 K is then
An increase or decrease in the argument of the natural logarithm in equation (9) by a factor of 2 results in a change ofT e of À180/+200 K, respectively, while f lin ¼ 10 2 leads toT e ' 6000 K. Under most circumstances the log (T 1/2 e ) dependence in equation (9) can be safely ignored, by adopting a typical value for T e , or alternatively it could be iterated with equation (13). Note that if f lin $ 0, then the implied chromospheric temperature is similar to the observed radio brightness temperature at 7 mm (Lim et al. 1998) ; however, the predicted radio angular diameter would be too high because of the high n e as described in x 1.
The maximum chromospheric temperature is hard to determine. The optically thin Si iii] k1892 and C iii] k1908 emission lines, typically formed near 5 ; 10 4 K, are not detected in Betelgeuse. Other more ionized states are also not observed (Carpenter et al. 1994) , perhaps because of the presence of neutral bound-free edges in the UV that may obscure the signature of hotter buried material, as occurs in the K2 giant Arcturus (Ayres et al. 2003) . H Ly photoexcites the O i k1303 resonance triplet, which in turn pumps the O i kk1356, 1359 lines. The O i lines are observed in Betelgeuse, and this suggests that material !8000 K is present to thermally excite H i n ¼ 3 (12.08 eV ), although this value is very uncertain. The O i k1303 resonance triplet is weak relative to the O i kk1356, 1359 lines, which suggests that there is significant Si i opacity shortward of ground-state edge at 1521 8 (Carlsson & Judge 1993) . Since the C ii] line ratios are insensitive to T e , in the exploratory analysis in xx 4.4, 4.5, and 6.1 we adopt T e ¼ 6300 K. This will allow us to closely compare our results with previous studies, i.e., Judge & Carpenter (1998) . In the quantitative detailed model in x 6.3 we adopt values in line with those implied by equation (13) . If the C ii] is thermally excited from 6300 K gas, then the observed low radio brightness temperature requires that the hot emitting material have a small areal filling factor and f lin > 1. There is likely sufficient photoionized carbon in the cool gas observed in the radio that it dominates the scattering opacity in the C ii] multiplet.
Opacity Effects
In nearly all previous analyses using the C ii] diagnostic it has been assumed that all of the lines within the multiplet are optically thin. However, Judge & Carpenter (1998) showed that while for most of the stars they studied this may be a good assumption, for Betelgeuse there is evidence that the characteristic optical depth of the k2325.398 line is of order unity.
In the presence of sufficient line opacity the flux ratios can be modified from their optically thin values. For lines that share a common upper level, scattering in the stronger line leads to enhanced emission in the weaker line (Jordan 1967) . Judge & Carpenter (1998) found that the optical depth in the strongest C ii] line at 2325.4 8 is of order unity, which is not sufficient to cause significant broadening or a self-reversal in the emission line. The simplest model to account for optical depth effects in the line ratios is the ''mean'' (single flight) escape probability method, whereby the mean net radiative bracket is replaced by the mean escape probability P esc (Capriotti 1965) in the statistical equilibrium equations. This was the approach followed in Judge & Carpenter (1998) where the mean escape probability was computed for planar slabs with a uniform source function, and this also provides our starting point, for continuity from their work. It is important to note that inclusion of line scattering has the effect of reducing the scatter in n e inferred from the individual ratios rather than significantly changing the average n e . The opacity-sensitive ratios are R 4 and R 5 . The ratio R 5 is insensitive to changes in column density because the lines have similar opacities. We do not use this ratio to infer N H because any error in the Einstein A-values will lead to a significant systematic bias, and we therefore use R 5 as a check. The ratio R 4 involves the weakest and least reliably determined A-value, but it has a good dynamic range and we include it to constrain N H in the joint estimates of n e and N H .
Escape Probability Ratios
Escape probability methods are useful tools in astrophysics because they are fast and allow a large parameter space to be explored before focusing on more exact and time-consuming numerical methods. Using the atomic model described in x 3.1, we precomputed C ii level populations for a find grid of log n e (cm À3 ) and log N H (cm À2 ), using the ''mean'' escape probability method described above assuming steady statistical equilibrium. Here the characteristic timescales for photoionization and recombination are long compared to those in the formation of C ii] and naturally decouple from the rate equations under these conditions. The absence of C iii k1908 emission suggests that the available pool of C iii is negligible. We assume that carbon is singly ionized. The parameter space was log n e (cm À3 ) ¼ 6:00 (0:01) 10:00 and log N H (cm À2 ) ¼ 21:00 (0:01) 26:00 for T e ¼ 6300 K. For a given set of diagnostic ratios, i.e., R 1 , R 2 , R 3 , and R 4 , we searched this grid for the best simultaneous fit for n e and N H , i.e., a two-parameter search. These values were then used as a starting point for the interpretation of the spatial scans.
Spatially Unresolved Mean n e
We start by considering the analysis of Judge & Carpenter (1998) , who examined n e derived from spatially unresolved HST GHRS pre-COSTAR Small Science Aperture grating and echelle spectra of Betelgeuse. They found a mean electron density of log n e (cm À3 ) ¼ 8:3 with log N H (cm À3 ) ¼ 23:5 from R 1 ¼ 3:4, R 2 ¼ 2:7, and R 3 ¼ 0:83.
Using the atomic data and atmospheric properties given by Judge & Carpenter (1998) , we can reproduce their Figures 5 and 6. In our Figure 5 we show similar figures computed with the newly available atomic data discussed in x 3.1 and with different values of turbulence (V turb ¼ 22 km s À1 ) and a lower carbon abundance for Betelgeuse. For a given optical depth in C ii] k2325.398 this implies a larger total hydrogen column density of log N H (cm À2 ) ¼ 24:3. Using the multiplet fitting procedure just described in x 3.2, we measured the emission-line fluxes and ratios independently from the GHRS echelle and first-order grating spectra.
We find good agreement between the two GHRS spectra for the four ratios with R 1 ¼ 3:26 (echelle) and 3.26 (first order), R 2 ¼ 2:48 and 2.55, R 3 ¼ 0:82 and 0.86, and R 4 ¼ 6:01 and 5.59, which leads to log n e (cm À3 ) of 8.12 and 8.16 and log N H of 24.45 and 24.41, respectively. Note that the second decimal place is not significant but is given to show the difference in the results. With the revised atomic data n e and N H are 40% lower and higher, respectively, than derived by Judge & Carpenter (1998) . The top panel of Figure 5 shows the n e -sensitive ratios for an optically thin case and that with log N H ¼ 24:4. The scattering of the individual estimates of n e from R 1 , R 2 , and R 3 is greatly reduced when allowance is made for opacity effects, in agreement with the findings of Judge & Carpenter (1998) . The bottom panel of Figure 5 shows the ratios for a fixed log n e (cm À3 ) ¼ 8:14 but with different scattering columns. The ratio R 4 has the greatest dynamic range, while R 5 shows almost no variation.
These electron densities are well in excess of those derived by Lobel & Dupree (2000) in their warm one-dimensional chromospheric models. In the chromosphere above the temperature minimum their maximum log n e (cm À3 ) is 7.85, and at the peak chromospheric temperature of 5444 K where the emission is strongly weighted, the 1993 model has a maximum of log n e (cm À3 ) ¼ 7:46, a factor of 5 smaller than the mean n e derived from the unresolved direct C ii] diagnostics.
OBSERVED PROPERTIES OF C ii] IN BETELGEUSE
We now consider the detailed radial variations of n e and turbulence from spatially scanned HST STIS E230M spectra. The results of the emission-line fitting procedure described in x 3.2 to the STIS spectra are shown in Figures 6, 7 , and 8. These correspond to the fits made with the case 1 fixed intrinsic line widths. The fits made with the differential opacity broadening model of case 2 are almost identical and are also described below. Figure 6 shows the region within AE75 mas, Figure 7 shows the sensitivity of the diagnostic ratios to the different Fe ii blend correction models, while Figure 8 shows disk center and the region between 200 mas and 1 00 . The scans of BD +75 325 suggest that pointing offsets of the order of a fraction of the aperture dimension may occur, so assuming that the relative offsets between individual spectra are reliable, offsets in the peak-up positions would lead to horizontal spatial shifts of the data sets in these figures. Furthermore, HST FOC images near 2550 8 show that the pattern of bright features changes with time ( Dupree 2003) , so even under ideal conditions the peak-up position on the UV disk may not be quite the same for each epoch.
Since the extended UV emission is convolved with the HST PSF, each spectrum represents emission from material in that sight line with a nonnegligible contribution from neighboring spatial positions. Within the combined uncertainties in the peak-up, PSF shape, and multiplet fitting procedure the measured C ii] properties are symmetric. With the exception of the radial velocity shifts the atmosphere can be considered approximately spherically symmetric. Here we give the key observational results, and later in x 6.3 we discuss these empirical constraints in the context of the detailed spherically extended radiative transfer model. The top left panel of Figure 6 shows the k2325.398 flux collected in the 100 ; 25 mas aperture as a function of positional offset. Intensity models for a point source and a uniform disk of angular diameter 98 mas when convolved with a TinyTim PSF (described in x 2.1) are compared to the observed flux distribution. For these two simple models we have sampled a range of focus positions and plotted the envelope of the different PSFs. This range is shown to indicate typical uncertainties in the PSF from HST breathing. The chromospheric emission is clearly extended and the overall size is in broad agreement with previous studies. Since the C ii] lines only have modest optical depths, we are sampling the true spatial extent of the hot excitation component of the atmosphere. The broadband FOC images also -C ii] n e -sensitive (top) and opacity-sensitive (bottom) diagnostic ratios computed for T e ¼ 6300 K. The top panel shows the difference in the n esensitive ratios for the optically thin (thin lines) and for log N H ¼ 24:4 (thick line). The scatter in the individual ratios is greatly reduced when allowance for scattering within the multiplet is included. The bottom panel shows how all five ratios vary with N H for fixed log n e (cm À3 ) ¼ 8:14. The shaded boxes are 1 estimates for the measured ratios. The format of this figure is based on Judge & Carpenter (1998). include intensity contributions from strong scattering lines such as Fe ii, and scattering within the wind may increase the size of the resulting images beyond that of the line excitation region.
The integrated multiplet fluxes from the sum of the individual spectra at each epoch should be relatively insensitive to the peak-up position. These fluxes varied by only AE6% about the mean value of 7:4 ; 10 À12 ergs cm À2 s
À1
. Note that these are somewhat less than the GHRS fluxes because they are not aperture throughput corrected.
Radial Velocity Distribution
The radial velocity measured at each positional offset is shown in Figure 6 . We applied a radial velocity offset to bring the spectra into the stellar rest frame. 7 The actual radial velocity of the star is not known at the 0:1 km s À1 level because of the irregular AE3 km s À1 photospheric velocity variations. Sanford (1933) found a systemic velocity of +20.3 km s
À1
, consistent with that found during 1966 -1981 (Goldberg 1984 , while between 1985 and 1989 it systematically increased (Smith et al. 1989) . The velocity centroid of the CO(2-1) envelope emission has been measured at +19:6 AE 0:4 km s À1 by Huggins (1987) , but there is a slight asymmetry in the emission near the terminal velocity ( Knapp et al. 1998 ). Here we adopt a stellar radial velocity of V rad ¼ þ21 km s
. The mean value of all of the points is close to zero and within the uncertainty of the stellar radial velocity correction. There is no indication of mean blueshifted outflow emission associated with a wind.
There is a clear pattern in the radial velocity shifts in the northwest!southeast scans with an ''S'' shape: within AE50 mas the velocity typically changes by 6 km s À1 with the northwest quadrant approaching us and the southeast quadrant receding. The outermost points, however, reverse the trend and tend toward zero. The west!east scan does not show this trend. The global shifts for each spectra are well determined. The uncertainty in the absolute wavelength scale from the calibration is $1 km s À1 as judged from the dispersion of the individual orders to the global wavelength correction. Such errors would appear as small vertical offsets of each epoch.
The inner region trend behavior is very similar to that expected for stellar rotation and probably demonstrates that the chromosphere corotates with the star out to a certain distance beyond which the chromosphere decouples from the star. These values imply a photospheric v sin i $ 2 km s À1 . The trend is not identical for each scan, and this may reflect differences in the distribution of emitting structures. The hot spot seen in the FOC images changes position with time, so we cannot confidently identify it with the pole of the rotation axis; hence, we are unable to infer the angular velocity of the star. Uitenbroek et al. (1998) found a similar trend from UV absorption line shifts (see their Fig. 10 ). For the inner 150 mas arcsecond of a northwest!southeast scan they found a shift of $8 km s
, and their northeast!southwest scan showed no trend. Given the lack of observed shifts in the west!east and northeast!southwest scans, the position angle of the rotation axis is probably close to or between these directions, i.e., $65 (east of north).
Turbulence
The C ii] lines are not expected to be very opaque, so we characterize their widths by an empirical measure of the velocity field, V LW ; this is used to generate the line profiles used to fit the observations. If a line is optically thin and V LW is the most probable isotropic velocity, then FWHM ¼ 1:665V LW (V LW is the empirically determined value of V turb used in eq. [2]). There is a clear trend in V LW , which is corrected for the E230M line-spread function, with most scans showing a peak of 23 km s À1 and declining to 21.5 km s
À1
. We note that in the outer regions (see x 5.2) this further declines to 17.5 km s À1 at +200 mas. These velocities greatly exceed the thermal motions of C ii at the expected formation temperature and the radial gradient constrains the spatial scales of the dynamic velocity fields, L, to L 1R Ã .
These line profiles appear to have a small contribution to their widths from opacity effects. The fitting model that schematically includes differential opacity broadening gives values for V LW that are $0.3 km s À1 narrower with a maximum characteristic radial optical depth for the k2325.398 line of o $ 0:35. These fits, however, are not significantly better than for the fixed width case. In practice, the spectra obtained at a given offset contain flux from different spatial regions with greatly different optical depths. We therefore explore this further with detailed radiative transfer calculations in x 6.3.
Since these lines are not very opaque, V LW reflects velocities at all spatial scales within the FOV. Photospheric analyses of line profile shapes typically adopt the artifice of separating unresolved velocity fields into those with scales smaller than the photon mean free path (microturbulence, v mic ) and those on larger scales (macroturbulence, v mac ). To compare the present results, we consider
. Atmospheric velocity fields are known to increase with decreasing surface gravity, and Betelgeuse is no exception. Photospheric studies typically adopt v mic ' 4 km s
, and Gray (2001) finds an optical photospheric macroscopic velocity of $15 km s
, while Ryde et al. (2006) find $7 km s À1 at 12 m, probably reflecting motions farther out in the atmosphere. The motions observed in C ii] lines are significantly larger than the infrared value but only slightly larger than the optical value. The C ii] motions presumably relate to the underlying mechanisms that heat the chromosphere.
As the pointings move successively farther away from the disk center, they change from sampling the mainly radial motions at disk center to motions that are transverse to the radial direction off-limb. Carpenter & Robinson (1997) noted that the GHRS echelle spectra with R $ 80; 000 have excess emission in the wings as compared to a Gaussian. They find that an improved fit can be made by assuming highly anisotropic turbulence. The spatially scanned STIS spectra are at a lower resolution, but the lines do narrow slightly away from disk center, which might indicate that the amplitude of mass motions is peaked in the radial direction. If the emission at 200 mas (see Fig. 8 ) is representative of that projected distance, then the sampling of velocity is almost tangential to the radial direction, and this would give a maximum anisotropic ratio of radial turbulence/tangential turbulence of $23/17 ¼ 1:4. A visual inspection of the multiplet fits indicates that there is a small excess of narrow emission unaccounted for in our fitting procedure in the 1998 January spectra, but this should be taken only as an indication of possible anisotropy. At this juncture we conclude either that there is a slow decline in mostly isotropic turbulence, or that the amplitude of radial motions slightly exceeds that of tangential motions.
Finally, it might be expected that the west!east scan would show a small additional broadening at disk center because it samples emission from both the approaching and receding limbs. This is not observed in our profile fitting presumably because the line widths are already so broad. 5.1.4. Line Ratios R 1 , R 2 , and R 3 These are the n e -sensitive ratios and all appear approximately symmetric about disk center, including the west!east scan, which has slightly smaller values. The results are similar for both the fixed and differential line width models. The ratio R 1 shows a broad minimum near 3.0 and increases slightly to 3.3-3.5 at AE75 mas. Here R 2 declines from disk center, and the west!east scan shows two positions that lie significantly below the northwest! southeast scans. The ratio R 3 also declines from disk center and shows the greatest dynamic range of any ratio. The trends in all of these ratios are consistent with n e declining with increased radius. Fig. 7. -Sensitivity of the extracted line ratios to the adopted Fe ii blend template. At each pointing offset the mean of the four scans and the standard deviation are shown for each Fe ii template: k2331.307 (red filled circles), k2332.789 (blue diamonds), and k2338.008 (blue triangles). It can be seen that there are small systematic differences in the ratios containing the C ii] k2326.93 line, which are of the order of the standard deviations and smaller than the estimated uncertainties in individual measurements shown in Fig. 6 . The overall spatial trends for each ratio are, however, unaffected.
In reference to the idealized formation model shown in the top panel of Figure 5 , these trends, for a fixed column density, all indicate that the density declines with distance from disk center. The trend in line fluxes suggests that there may be a trade between the decrease in n e and a small increase in temperature or volume emission measure.
The ratios are shown again in Figure 7 where different Fe ii proxies have been used to correct for the blend of the C ii k2326 line, which is the denominator of R 2 and R 3 and the numerator in R 4 . Systematic differences can be seen that are of the order of the standard deviation (error bars), while the spatial trends remain the same. If the blend is undercorrected, then R 1 and R 2 will be systematically decreased, leading to an underestimate of n e derived from these ratios and making R 4 larger. This may produce a bias in the absolute derived n e , but its effect on the radial gradients will be much less since the spatial trends are the same.
Line Ratios R 4 and R 5
These are the N C ii -sensitive ratios, with R 5 being our check ratio. Both R 4 and R 5 increase from disk center. Our initial expectation was that R 5 would remain flat, but it increases by about 0.15 away from the disk center. The ratio R 4 is the most sensitive to N C ii and shows an increase of 1-2 between disk center and AE75 mas, which suggests a decrease in column density. We show below that radiative transfer modeling does predict a very slight increase of R 5 away from disk center, but not of the same magnitude.
It is of interest that the spatially resolved R 4 at AE75 mas are slightly higher than the optically thin limit of '6 (Corrégé & Hibbert 2002 ; see also x 3.1 for a discussion of the pertinent radiative atomic data). If the atomic data are close to their true values and no radiative transfer effects are present, this could indicate that R 4 is slightly overestimated. However, each Fe ii proxy leads to similar R 4 , so it is not simply a matter of using an inappropriate Fe ii line to correct for the blend.
Outer Region: Disk Center and 200-1000 mas
The results for the far-field scans are shown in Figure 8 , and these also represent a disk center!northwest sampling of the source. The first observation was at the peak-up position with the 100 ; 25 mas aperture, and the results for this pointing are typical of the other scans, except with V LW being a little larger at 25.2 km s
À1
. The subsequent spectra were obtained with the larger 200 ; 63 mas aperture for increased S/ N. The TinyTim PSF model for that epoch, combined with a 98 mas angular diameter uniform disk source, is shown for comparison in Figure 8 . This immediately shows the limitations of the model PSF. It is not clear from the outset what fraction of the signal recorded at each offset is from the wings of the PSF and what is intrinsic to the stellar atmosphere. We can mitigate against this somewhat by using information from within the spectra themselves, although the S/ N is lower than for the inner region scans.
The radial velocity relative to the photosphere, ÁV , at peakup position is consistent with the inner scans. At 200 mas it is ). The blue line represents a TinyTim model for this extended region. This highlights the problem of determining how much emission at a particular pointing offset is from on-source emission in the wings of the PSF and how much is intrinsic emission. The ratio R 4 is not shown beyond 200 mas as the errors in the ratio are very large. slightly higher and continues to rise to about +15 km s À1 (i.e., receding). This is in the opposite sense to the corotation seen close to the star. This shift is not an artifact of the multiplet fitting procedure since the Al ii] k2669 line also shows a redshift. At this time we cannot offer an explanation, except to point out that asymmetries in the wind / dust shell may produce apparent velocity shifts.
The line widths decrease from the disk center value to 17 km s À1 at 200 mas. If the flux at 200 mas were heavily contaminated by the PSF contribution from a bright disk, then the line width would reflect that, which it does not. This provides evidence that the turbulence continues to decrease beyond 75 mas. At greater distances the width begins to increase, which might reflect that hot plasma is entrained in the cooler wind outflow and the geometric projection providing additional broadening, or simply that PSF contamination or measurement errors are significant. At 200 mas all ratios are still consistent with the inner scan trends: R 1 continues to increase, and R 2 and R 3 continue to decrease beyond AE75 mas. By 400 mas, where the flux is 2 orders of magnitude smaller than at disk center, the errors on the ratios make any conclusions about the ratios unreliable. At these flux levels the presence of UV dust scattering might also become important.
INTERPRETATION OF OBSERVED PROPERTIES OF C ii]
To interpret the observations presented in Figures 6 and 8 , we first consider a simple planar escape probability model. We then proceed to consider exact solutions for different atmospheric models to examine the magnitude of geometric and radiative transfer effects that occur in a spherical atmosphere. Finally, we consider in more detail what atmospheric properties are required to satisfy the observational constraints.
Escape Probability Results
We use the escape probability grid described in x 4.6 to determine the best simultaneous fit of n e and N H for observed ratios as a function of aperture offset. R 1 , R 2 , R 3 , and R 4 are given equal weighting and R 5 is not included, recalling that R 5 is quite N H insensitive. These ratios reflect a volume integral of emitting plasma within the FOV at each pointing offset and thus likely sample a range of n e and N H . The results are shown in Figure 9 . The 1 error bars shown in this figure are derived from a search of the minimum and maximum values of n e and N H that occur within Á 2 ¼ 1 about the best fit. The mean electron density decreases from log n e (cm À3 ) ¼ 8:4 at center to $7.9 at AE75 mas and has a similar value at 200 mas. The inferred column density, which is not tightly constrained, shows a small increase of 0.2 dex away from center, but the scatter is significant. The same analysis for the summed spectra for each epoch leads to an n e that is an average of these values. Since the disk center pointing samples plasma at all radii along the sight line and the mean n e decreases with radius, the disk center pointing includes volumes of n e that are significantly higher than log n e (cm À3 ) ¼ 8:4, such that the mean value is attained. We believe that this is the first direct spatial evidence for an electron density gradient in the atmosphere of an evolved cool star. Furthermore, the flux recorded at each pointing contains contributions from nearby sight lines via the wings of the PSF. Since the emission is brighter near to disk center where n e is larger, the signal recorded off-center will include intensity contributions from regions of higher n e .
Note that if we had considered the simple case of fixed n e and N H in Figure 5 , we would have concluded an opposite trend in N H . To assign the apparent increase in column density at AE50 mas to the increased path length on the chromospheric limb would be an overinterpretation of the spatially unresolved escape probability model to this resolved source. If the geometry of the structure is known a priori, then escape probability ratios should be evaluated for each viewing angle.
We reanalyzed these ratios with a change in the 2s2p 2 4 P collision rates in the solution of the C ii level populations. The neutral hydrogen collision rates are unknown (see x 3.1), so we doubled the electron collision rates within this term to test the effects of a potentially higher neutral hydrogen collision rate. Adoption of these new level populations had the effect of lowering the inferred electron densities by 0.3 dex and increasing N H . Such a high collision rate might be unrealistic, but we provide this result to assess the magnitude of the effect. This represents a significant change in n e and emphasizes the need for theoretical calculations of the hydrogen collision rates for 2s2p 2 4 P.
Radiative Transfer Solutions: Idealized Cases
In the previous subsection we derived electron densities from the approximate escape probability approach, which is strictly applicable to unresolved sources. Here we use the more physical and realistic case of a resolved extended spherical atmosphere and compute exact radiative transfer solutions for C ii with S-MULTI ( Harper 1994 ) and the atomic model described in x 3.1.
To explore the effects of geometry and radiative transfer, we first consider the case of a model atmosphere with fixed electron density and excitation temperature. We consider two cases: (a) an extended bare chromosphere with a radial column of log N H (cm À2 ) ¼ 24:3 and (b) the same chromosphere surrounded by the cool plasma observed in the radio taken from the HBL2001 semiempirical model. The HBL2001 model suggests that the chromospheric emission may have its peak near R ¼ 1:45R Ã . We therefore adopt fixed values for the electron density (2 ; 10 8 cm À3 ), hydrogen density (6:6 ; 10 10 cm
À3
), and temperature (T e ¼ 6300 K ), between R $ 1:33 and 1.88.
Since the emissivity is very strongly weighted to higher temperatures, this model leads to C ii] excitation that is essentially restricted to this radial range. In case b the atmosphere extended to 8R Ã with an additional overlying column of log N H (cm À2 ) ¼ 23:3. The velocity fields were fixed throughout the atmosphere: no mean flow with a nonthermal isotropic microturbulence of 22 km s À1 (most probable velocity), which corresponds to an optically thin emission line width of 37 km s À1 FWHM. Each of the STIS spectra provides partially resolved spatial information. The flux recorded during each scan samples the convolution of the intrinsic extended stellar source intensity with the PSF of HST STIS, followed by an integration over the aperture dimensions, i.e.,
where for the innermost scans Á x ¼ 25 mas and Áy ¼ 100 mas.
We solved the self-consistent radiation field and level populations for C ii and then computed a synthetic C ii] spectrum on a Áv ¼ 1 km s À1 grid for each impact parameter in the atmospheric model. Radial velocity shifts induced by stellar rotation, when included, were applied to each point in the sky. At each frequency the image was convolved with the simpler, nonTinyTim spatial PSF model shown in Figure 2 and then integrated over the physical dimensions of the aperture as indicated in equation (14). The resulting spectra were convolved with the E230M line-spread function. Finally, the resulting spectra at different spatial offsets were fitted using the same multiplet template fitting procedures described in x 3.2. In this way the observations and the theoretical models are analyzed in a uniform fashion. The resulting ratios are shown in Figure 10 , and the values of n e and N H inferred from the escape probability model described above are shown in Figure 11 .
In Figure 10 the case a ''bare chromosphere'' results are shown in red, and the case b ''enshrouded chromosphere'' results are shown in blue and extend to larger angular offsets. The dashed lines show the ratios derived from the sky integrated fluxes. The scale ranges for these panels match those used for the observations in Figure 6 . While the emission beyond the photon excitation region (AE50 mas) falls very rapidly because the cooler plasma has a much lower emissivity, there is a significant rise in all of the ratios. This is a result of additional scattering into the sight line, with all of the ratios having greater opacity in the transition in the numerator of the ratios. The ratios R 2 and R 3 show Fig.  9 . The bare and enshrouded idealized chromospheres are shown in red and blue, respectively. The input atmosphere has a uniform log n e (cm À3 ) ¼ 8:3, which is close to that derived from the unresolved source. The spatially resolved n e values vary across the disk, but not by amounts significant compared to the observed gradients. The dashed lines in this figure represent the n e and N H values that would be inferred for a spatially unresolved source.
significant increases in the model computations that are not seen in the observed ratios.
The normalized flux for the k2325 line and inferred n e and N H are shown in Figure 11 . Recalling that in this model the characteristic electron density is 2 ; 10 8 cm À3 with case a having log N H (cm À2 ) ¼ 24:3, we find that values of n e and N H derived from the unresolved fluxes are indistinguishable from those in the model. This is primarily because the escape probability model captures most of the essential line formation physics. The similarity of the deduced chromospheric column density is a little surprising: the ratio of shell thickness to midshell radius is '0.35 and is sufficiently small that sphericity effects are not significant for this diagnostic under these circumstances. The enshrouded case b model has a total log N H (cm À2 ) ¼ 24:34, which is 0.04 dex larger, and accounts for additional scattering in the overlying layers.
The n e and N H derived from the spatially resolved ratios do not replicate exactly the input values, but they deviate by only AE0.05 dex in log n e (cm À3 ) and AE0.1 dex in log N H within 75 mas. These variations are a result of the different degrees of centerto-limb behavior for lines of different opacity. However, in the ''shrouded'' scattering atmosphere few photons are lost and the total number of photons in each line is nearly conserved. Beyond 75 mas, the inferred electron density is larger than the actual value because ratios R 1 , R 2 , and R 3 all increase as the source functions become dominated by scattering. The R 2 and R 3 ratios have greater leverage in the solution matrix than R 1 , leading to an apparent increase in n e . The observed ratios in Ori do not show this trend, indicating that the emission at 75 mas is still dominated by collisional excitation and not scattering in the pervasive cool component.
In summary, even when n e is constant, radiative transfer effects in spherical geometry lead to small apparent variations in the measured n e across the emitting region, but the system as a whole reflects the input conditions. These variations are much smaller than those inferred from the escape probability model applied to the spatially resolved spectra. The enshrouded model shows higher optical depths resulting from the overlying material. If spectra were available for other extended objects and high values of n e were inferred where the flux is also small, this would be a potential indication of the presence of a strongly scattering exterior envelope.
Radiative Transfer Solutions: Betelgeuse
With the information gleaned from the previous subsections, we now consider what thermodynamic properties Betelgeuse likely possesses in order to satisfy the observed trends in the C ii ratios and dynamical constraints. We have already seen from x 6.2 that the observed ratios R 2 and R 3 shown in Figure 6 do not turn up at 75 mas, which indicates that there is intrinsic emission beyond Á ¼ 53 mas (in agreement with the FOC images) and that the inferred mean n e from the escape probability model reflects a physical decrease in n e with radius because radiative transfer effects are relatively small for the conditions in Ori's envelope.
The observed positional trends in line shifts and turbulence, both of which are greater than any measurement or calibration uncertainty, show that material with different bulk velocities has different intrinsic properties. The emitting gas also shows different line ratios and hence apparent n e . This indicates that we are observing a true radial gradient in the electron density, with n e decreasing with increasing radial distance. For example, the material at AE75 mas appears to have a lower radial velocity and is no longer corotating with the inner region. It also has a lower, and different, apparent n e than closer to disk center.
Simulating a Multicomponent Atmosphere with a Spherical
One-dimensional Calculation
We now consider what radial distribution of chromospheric properties is required to bring simulated C ii] spectra toward agreement with the observations. We know that the atmosphere of Betelgeuse is complex with different atmospheric structures. In order to represent the multicomponent atmosphere in a spherical one-dimensional calculation, we assume that the chromospheric emitting regions are uniformly distributed and that the cool plasma observed in the radio only scatters the C ii]. Since n e is $2 dex smaller in the cool plasma ( HBL2001), collisional excitation and de-excitation rates are much smaller. Indeed the C ii] diagnostics are in the low-density limit within the cool plasma. The ground term fine structures of C ii are populated according to the statistical weights, as they are in the chromospheric component. The cool component serves as a scattering medium that modifies the line ratios that share common upper levels. Since the atmosphere is not very thick, the C ii] photons move freely between the two components. The important assumption being made here is that in the one-dimensional representation the scattering and collisional de-excitation occur cospatially, while in a multicomponent atmosphere the scattering occurs in all regions and collisional de-excitation occurs in the regions of high n e .
We represent the emissivity in the one-dimensional model by a combination of n C ii and T e . Since we do not yet know the filling factor (size, shape, etc.) of the chromospheric component, we cannot, at this time, disentangle the combination of filling factor, n C ii , and T e . However, the C ii] diagnostics are relatively insensitive to T e , so this approach is a reasonable first step. The calculations were made using S-MULTI with the Uppsala opacity package included with the MULTI (Carlsson 1986 ) code distribution. The background absorption opacity at 2325 8 is from bound-free transitions from neutral species. We used the artifice of scaling the LTE background absorption by a factor (here $0.02) to approximate the observed flux continuum level, which we discuss in the context of the line widths below. The reduction of the LTE opacity required to match the UV continuum may reflect the photoionization of metals by the ambient UV radiation field. The C ii] line formation is only weakly affected by the background opacity, except in the deeper layers, and since our observed multiplet templates subtract the continuum, the actual value of background is of secondary importance.
We set the atmosphere interior and exterior to the emitting region to be the cool HBL2001 mean temperature model. That model shows a mean temperature rise toward a peak at 1:45R Ã , so using that as a guide, we adopt an inner chromospheric radius of 1:33R Ã , noting that closer to the photosphere the continuum opacity will effectively cut off contributions from the deeper layers. In the following models the k2325 chromospheric continuum has a radial optical depth of unity near 1:1R Ã and the size of the UV stellar disk is controlled by limb brightening caused by the rise in source function and the larger tangential optical depth. The STIS scans have most spatial sensitivity to larger radii where the long aperture is more nearly tangent to the projected radial direction, so we regard the inner chromospheric region as largely unexplored.
Although the STIS PSF is apparently not accurately determined out to 200 mas, our model extends beyond this distance so that it can be convolved with a schematic PSF required to compare the simulations with observations. In the following we have not attempted to model the emission exterior to AE75 mas in detail.
The resulting spectral simulations contain an accumulation of systematic errors including those in the adopted atomic data, opacity sources, and those resulting from adopting a schematic model atmosphere to represent the (as yet) unknown multicomponent structure. For this reason it is as important to match the spatial trends (shapes) in the observed data as the absolute values in the line ratios. For example, systematic errors in atomic data can lead to global offsets in the line ratios.
Matching the Empirical Spatial Trends
To match the empirical spatial trends, we imposed by trial and error the following properties: (1) an extension of the excitation region to larger radii, (2) a radial decline in n e , (3) a radial decline in n H , (4) a gentle radial increase in T e to match the observed emissivity, (5) a gentle radial decline in the turbulence, and (6) corotation imposed near the star but with strong decoupling beyond a particular radius.
For simplicity we have adopted a power-law form for the thermodynamic properties (y) such that in the emitting region
. The resulting fits to the synthetic spectra are shown in Figure 12 , along with the observations in Figure 6 . The emitting region was extended to 3:2R Ã , but its radial extent is not well determined because the inner scans are limited to AE75 mas and the PSF is not sufficiently well known to use the 200 mas point as a firm reference. We find that n e $ 10 9 cm À3 and n H $ 10 11 cm À3 at R ¼ 1:33R Ã , declining by about 2 orders of magnitude across the emitting region ( $ 7), and that N H has a similar scale height to n e . Parameter n H in this one-dimensional representation of an inhomogeneous atmosphere is a measure of the total C ii column density and should not be taken as an estimate of the physical density in the chromospheric plasma. In Figure 12 the atmospheric turbulence is 18.7 km s À1 at 1:33R Ã and is almost constant with ¼ 0:05. The electron density at R ¼ 1:33R Ã is higher than inferred from the escape probability (x 6.1) model [log n e (cm À3 ) ' 8:4] because the mean value derived from the disk center projection actually represents emission from plasma with a wide range of n e , with 8.4 being a weighted mean value. Given the relative insensitivity of these results to the onset of the chromospheric emission, the change in electron density should be regarded as the total change over Á R ¼ 2:2R Ã . Note that 3 ; 10 7 -3 ; 10 9 cm À3 is the range over which the C ii] is density sensitive, so that plasma with higher or lower n e may also be present, but the diagnostics are not sensitive to these values.
We confirm that the magnitude of the projected rotational velocity, v sin i, is '5 km s À1 at 56 mas as found by Uitenbroek et al. (1998) . For the emission to appear to be decoupled or decoupling by 75 mas requires that the following conditions are met: the noncorotating plasma must have sufficient emissivity to be detected against on-source emission from the wings of the HST PSF, which must not be too broad, and a dramatic decoupling with radius must occur. For the model shown in Figure 12 we find an upper limit to the corotation velocity of '7 km s À1 at Á ¼ 39:2 mas, which is slightly larger than found by Uitenbroek et al. (1998) but is by no means a unique fit. Note that in our radiative transfer treatment noncorotation is not formally consistent with a one-dimensional spherical model because the shear introduces an extra dimension into the problem. Here we have solved for the corotating system problem and then applied different radial Doppler shifts depending on impact parameter. This is intended to illustrate the effect on noncorotating cylinders on the resulting line profile properties. That being said, the material must become very decoupled to be in agreement with observed radial velocity shifts at AE75 mas. A more detailed analysis of this intriguing point, which seems to offer important clues to the dynamics of mass loss from rotating stars, is beyond the intended scope of the present work.
We are able to explain the observed spatial variations of V LW with an almost constant atmospheric turbulence. The simulated line widths are in good agreement with those shown in Figure 6 despite the turbulence being nearly constant and $19 km s À1 . The inferred value of the turbulence is similar to that observed at +200 mas. This is because the C ii] lines are indeed broadened by line scattering and even self-reversed near the UV limb that contributes a significant amount of the total flux. When the profile is integrated over the STIS aperture, the self-reversal is no longer apparent. Indeed, if it were not for the observed width of the 200 mas emission lines, then the trend within AE75 mas could also be modeled with constant turbulence. The combination of line broadening, differential rotation, convolution with the PSF, and the spatial integration by the aperture leads to the 2-5 km s À1 difference in the intrinsic atmospheric turbulence and that measured from the line profile at disk center. By explaining the disk center and far off-limb line profiles, the almost constant turbulence removes the need to invoke even modest anisotropic turbulence.
We found that changes in the assumed background opacity (the reduction from LTE values) changed the effective size of the UV stellar disk. This modified the limb brightening and hence the contribution of the line broadened emission to the total flux. For example, a reduction of LTE opacity by a factor of 100 leads to a disk size 10% smaller and to more C ii] line broadening. To match the observed profiles, this model would require that the adopted turbulence be lowered by 1.5 km s À1 but with a similar gradient. Similarly, if the C ii emission has significant contributions from within 1:33R Ã where the UV limb column densities are higher, the turbulence may also be 1 km s À1 smaller depending on the dominant atmospheric structure at those levels. The synthetic spectra for the west!east sweep scans do not show significant additional broadening from the sampling of the approaching and receding limbs in agreement with the observed trend.
On larger scales we are unable to constrain the n e -gradient. The value inferred at 200 mas [ log n e (cm À3 ) ' 7:8] is slightly lower than the mean 75 mas points and is not in the low-density limit, but again it is unclear what actual impact parameter this value characterizes. The decrease of n C ii is constrained, however, by the decline in apparent column density with increasing impact parameter. The fluxes shown in Figure 12 are scaled relative fluxes because n H , the filling factor of scattering column, and temperature combine to form a combined parameter as described in x 6.3.1. Parameter n H is physically limited to be in the range 10 À4 < n e /n H < 1:1, and this constraint was not violated in this one-dimensional representation.
We were unable to match simultaneously the exact numerical value and distribution with positional offset for all of the ratios. This is not surprising because the atomic data are not perfectly known and we are making a one-dimensional representation of an atmosphere that is known to be inhomogeneous. Changes in n e (r) and n H (r) were both explored. Sufficient column density is required to globally lower R 2 , which is otherwise too high. R 3 is relatively insensitive to N H under these conditions, and increasing n e increases R 3 . The most difficult aspect of this procedure is to match simultaneously the ratios at all projected offset positions. There are also uncertainties in the adopted atomic Fig. 12. -Results of the C ii] multiplet fitting procedure on the S-MULTI synthetic spectrum using the detailed atmospheric model described in x 6.3. The model results are on the left and the observations are reshown on the right. The atmospheric model contains radial gradients of thermodynamic properties and a prescription for the chromospheric corotation and decoupling. Note the good agreement between the observed and predicted radial velocities and V LW . The spatial trends (or shapes) of R 1 , R 2 , and R 3 are also in generally good agreement. The ratio R 4 is flatter than observed and R 5 does not follow the observed trend, which has yet to be explained. data, especially the radiative rates in R 4 and R 5 . We have been able to match the opposing trends of R 1 with R 2 and R 3 at different offsets.
It was expected that R 5 should remain nearly constant because the opacity in both transitions is similar, but there is an observed 20% decrease near disk center. Only in the outer regions does the ratio approach the expected values. The observed disk center values go below the high column density values shown in Figure 5 (bottom panel ), and the simulated spectra only show a very small decrease near disk center. The high column density limit appears ruled out by other ratios, so there may be a coincident blend that has not been accounted for in the fitting procedure. If the branching ratio for R 5 is correct and the fitting procedure sufficiently accurate, then there would need to be extra absorption in k2328.1 or extra emission in the k2324.7 line to reduce R 5 below its theoretical value. C ii] k2328.2 is a strong emission line, and a hidden 20% absorption localized spatially near disk center and close to line center seems unlikely, as is a missing source of emission being present in the k2324.7 line. A systematic error of 20% may therefore be present in the ratio sharing this line, R 3 . A 20% enhancement of R 3 is small compared to the overall dynamic range of R 3 and would mimic a slightly higher n e and would therefore not significantly alter the results presented here.
After an initial assessment of the spectra, the escape probability model described in x 4.3 could have been refined. First, the specific geometry could have been included by computing a mean P esc for a spherical shell and then formal solutions obtained for the observed impact parameters. Second, the inherent radiative transfer approximation could be improved by estimating the run of the C ii] source functions with radius and then recomputing P esc as suggested by Irons (1991) .
In summary, the results of our detailed spatially resolved simulations of the C ii] spectra confirm the radial decrease in the electron density suggested by the escape probability analysis shown in Figure 9 . The atmospheric turbulence is remarkably constant and does not appear to be highly anisotropic. There is evidence of a zone of strong radial velocity decoupling between disk center and 75 mas.
DISCUSSION
We have found direct evidence for an electron density gradient within the extended outer atmosphere of Betelgeuse. Within 3:2R Ã , n e varies by nearly 2 orders of magnitude and encompasses the values inferred from unresolved spectra; i.e., the unresolved value is a weighted mean of the spatially resolved values. The general atmospheric properties were consistent, but not identical, between 1998 January and 1999 March. The maximum mean n e found from the escape probability models of the STIS E230M and the 1992 GHRS data sets are all higher than those found indirectly by Lobel & Dupree (2000) for 1993 and 1996 (see x 4.5). Furthermore, the mean n e underestimates the actual peak n e .
At 0.7 cm (43 GHz) Lim et al. (1998) find an ellipsoidal fit to the radio angular diameter of 95 AE 2 mas and 80 AE 2 mas with a position angle of 67 AE 7 . This position angle is approximately the same as that inferred for the rotational axis from absorption line shifts by Uitenbroek et al. (1998) and in x 5.1.2 from the chromospheric emission line shifts. Most ratios in the west-!east scan are similar to the other northwest-southeast values, and any structural asymmetry (other than rotation) and inferred n e are not apparent. The degree of asymmetry observed in the radio is rather small compared to the 100 ; 25 mas aperture, which may be why it is not observed in the UV spectra. The 0.7, 1.3, and 2 cm angular radii all lie within the C ii]-emitting region inferred from the STIS spectra, i.e., <90 mas. Very thin radial structures would be required if the chromospheric component is not completely opaque and highly visible in the radio. Existing one-dimensional warm chromospheric models cannot satisfy the thermal and size constraints from radio observations of Lim et al. (1998) and , and we do not consider such atmospheric models further. Lobel (2005) has reported the results of a new model that includes a volume filling factor and has log n e (cm À3 ) ' 8 out to 6R Ã with T e ' 5000 K. Irrespective of the actual filling factors, that model does not satisfy the observed radial decline in n e .
The one-dimensional semiempirical HBL2001 model of the dominant cool atmosphere has log n e (cm À3 ) $ 6:4 at 1:6R Ã , which is at least an order of magnitude smaller than determined directly for the UV chromosphere. The relevant question is then, what structures are required to simultaneously satisfy both the chromospheric UV C ii] constraints and the cool component radio interferometry? Spherical shells are unlikely as they would have to be very thin, much less than a density scale height, to avoid producing opaque centimeter-radio shells, and they would need just the right conditions to mimic the change in apparent angular size with wavelength. Fragments of shells, perhaps caused by nonradial pulsations or mass ejections, could potentially provide highly nonuniform ''patchy'' conditions, although we do not see blueshifts that might be associated with the outward shock interactions. The rather uniform turbulence of the C ii]-emitting plasma hints at a driving source that is rather insensitive to the local n e and n H .
In x 4.2 we showed that if the column density filling factor of the warm / hot plasma is of order unity (i.e., f lin ' 0), then the C ii] emission could originate from a warm ($4000 K) massive chromosphere that is similar to the peak mean temperature inferred from the radio observations of Lim et al. (1998) . In this case the temperature constraint would be satisfied, but the high n e deduced from C ii] would lead to an excessive angular diameter. For example, at 1.3 cm the angular radius would be $165 mas, compared to the observed 114 AE 4 mas. Both the temperature and size constraints must be satisfied. If the chromospheric gas is $8000 K, the column density filling factor of the cool scattering material would be f lin $ 10 3 . Presumably this corresponds to a small physical volume filling factor. The solid angle subtended by the hot plasma would then be very small and provide a small radio signature. We note that the angular scales derived from existing radio interferometry involve simple model fits to two-dimensional visibility data. The presence of bright structures of different geometries embedded in the cool plasma might provide signatures or biases that affect these radio size determinations. Now that the presence of n e gradients has been established, equation (13) should ideally be recast to reflect the radial variations of f lin ; furthermore, it is desirable to relate f lin to a physical spatial scale, but this required additional thermodynamic constraints. Parameter n H given in x 6.3.2 should not literally be interpreted as the hydrogen density in the chromospheric component; rather, it is a measure in our schematic approach of the C ii column density in the combined hot and cold components. The atmospheric cooling is proportional to n e n H ÁV, but it is not clear that the chromospheric gas has a higher heating rate because n H ÁV may be so much smaller. Because the cool gas is weakly ionized, the higher electron densities in the chromospheric component may not reflect a significant overpressure of the plasma, unless hydrogen is mostly ionized.
For the chromospheric gas to present a small solid angle, as required to minimize its radio signature, and to be heated throughout the atmosphere suggests some form of connected ''filamentary'' structures. If the C ii] regions are isolated clumps, it is not clear how they could be heated. The empirical constraints from the different spatial scans are quite similar: the spatial trends being more similar than the specific values. This suggests that there are many emitting structures and that they are distributed approximately symmetric about the star. Otherwise, more variation in the properties would be seen. This pervasive ''filamentary'' picture suggests heating by chromospheric magnetic fields. The decoupling in radial velocity of the emitting plasma near AE50 mas suggests that the fields, if present, may be open, or at least the decoupled material is heated by a common process. The apparent pervasive but small-scale nature of the UV emission may result from temporal rather than fixed spatial effects. One could imagine that at any particular time certain filaments of gas ''light up'' with energy being channeled into heating the gas, and that the actual density does not vary widely at a given radius. Pinning down the volume filling factor, rather than f lin , is crucial in this respect.
WKB Alfvén wave-driven wind models predict a weak sensitivity of the wave amplitudes (assumed / turbulence) to the gas density. In the limit of small Alfvénic Mach number, in the subsonic wind flow region, V / À1/4 (Hartmann & MacGregor 1980) . This result is also valid for radial divergent ''on-axis'' flows (Hartmann & MacGregor 1982) . Within the first 3R Ã both n e and n H change by an order of magnitude while v turb is not observed to increase. This suggests that if the C ii] emission originates in radial filaments in the very slow moving base of an MHD wind, then the properties are more complex than assumed in these idealized models. The observed turbulence gradient and lack of strong anisotropy are strong constraints on any MHD wind models.
If the chromospheric filling factor is very small, then from equation (13) the plasma is warm and partially ionized, and n H iþH ii ! n e . The magnetic field strength, B, can be estimated by assuming B B and v ¼ B/(4) 1/2 . For n e $ 3 ; 10 8 cm À3 and v ¼ v turb ¼ 19 km s
À1
, B > 0:2 G. If the plasma is not fully ionized as estimated in the present work, then, for n e /n H $ 0:01, B $ 2 G. In low-gravity supergiants, magnetic fields of this size would have dynamic significance for stellar winds. The surface gravity of Betelgeuse is thought to be log g Ã $ 0 (Verhoelst et al. 2006) . Although the pioneering WKB Alfvén wave model of Betelgeuse by Hartmann & Avrett (1984) is not correct in detail, MHD models should not be discounted. Note that preliminary magnetohydrodynamic simulations of dynamo action in a star with stellar parameters similar to Betelgeuse suggest that significant photospheric magnetic fields may exist (Dorch 2004) . The physical processes responsible for mass loss from early M supergiants remain to be identified. Silicate dust shells are formed, or become detectable, far from the stellar surfaces (Danchi et al. 1994) , and radiation pressure on atoms and molecules is not sufficient. However, these stars do have healthy winds withṀ $ 2 ; 10 À6 M yr À1 . If magnetic fields heat the chromosphere, then perhaps magnetic processes are responsible for mass loss from these stars. This may also be true for more dusty stars, where charged dust can very efficiently damp Alfvén waves ( Havnes et al. 1989) .
Another possible explanation for the weak dependence of the turbulence with radius is some form of limiting acoustic/pulsational strength, which would be a function of temperature. If shocks are responsible for the observed chromospheric structure, then the small filling factor would correspond to layers of thin shocks with cool weakly ionized plasma in between. As we found above, the shocks would have to be very thin indeed to minimize their radio signature. A sound wave-driven wind with shocks of this amplitude would require a nonlinear or time-dependent theory ( Koninx & Pijpers 1992) .
For Betelgeuse, opacity effects are important for the interpretation of the C ii] k2325 multiplet, and the large column densities on the UV limb lead to profile broadening, but not self-reversals, at the observed spatial and spectral resolution. The radiative transfer models reveal that with sufficient spatial and spectral resolution a self-reversal would occur on the UV limb in the k2325.398 line. The atmospheric turbulence is higher than observed in spatially unresolved HST spectra of giant stars and remains remarkably constant, $19 km s
, out to significant radial distances. The shallow gradient of the turbulence with impact parameter suggests that the motions are not highly anisotropic. If the atmospheric motions are driven by trains of spherical shocks, then the process that randomizes the motions must be efficient.
One consequence of the decoupling of the outer layers at AE75 mas from the corotation with the star is that self-reversed emission lines, such as Al ii] k2669, will undergo scattering in different parts of the profile depending on whether it is observed at the approaching or receding limb. A consequence of this decoupling is that as the Al ii] profile is observed approaching us in the northwest quadrant (blueshifted) to receding from us in the southeast quadrant (redshifted), the scattering, which has a low projected radial velocity Doppler shift, first scatters the red (R) and then the blue (V ) part of the emission profile. The predicted trend is that the V/R flux ratio decreases from À50 mas toward +50 mas. The observed profiles are consistent with this trend; however, the disk center line profiles are seldom symmetric. The physical decoupling is likely to be a messy process.
H
The notion of a confined chromospheric plasma raises troubling questions: why does H show an absorption minima that is blueshifted in the rest frame of the star when the C ii] emission is not blueshifted, and how is H scattered far above the photosphere?
Blueshifted H absorption minima are common among the more evolved cool stars ( luminosity classes I and II ), especially the G and K supergiants (Mallik 1993) . These earlier spectral types might have warm and more excited winds where the minima might arise from Doppler-shifted wind absorption. The M supergiants, however, do not appear to have such warm winds. Smith et al. (1989) conclude from a time sequence study of H profiles that the location of Betelgeuse's absorption minima is a result of the complex interplay of additional absorption and/or emission. This interpretation would allow the dynamics that control the H profile to occur within the extended chromospheric emission. Eaton (1995) concluded from his H study of a large sample of cool giants that the remarkable similarity of the H profiles indicated that the chromospheric gas is fairly uniformly distributed on larger scales across the stellar disks. On the small scale he suggests that it is probably clumped to explain the spatially unresolved electron density estimates and the H formation. Thus, Eaton reached similar conclusions to ours, but from different lines of reasoning. The importance of the n e diagnostics is again illustrated. H emission is observed far above the photosphere of Betelgeuse (e.g., Hebden et al. 1987) . This most likely arises from scattering of the photospheric radiation by a population of H i n ¼ 2 in the extended atmosphere, such as within the extended chromospheric structures observed with HST STIS. In this picture, the material that scatters the H at large radii is not responsible for the blueshifted absorption minima. We point out one other possible effect that requires further study. The developing picture of confined chromospheric plasma within a vast cool envelope presents some interesting opportunities for fluorescence and scattered effects. H consists of two groups of transitions that arise from the 2 P o and 2 S lower level terms; the latter decays to the ground term by two-photon emission with a rate of 8.2 s À1 (Nussbaumer & Schmutz 1984) . When the particle densities are sufficiently low, n e < 10 4 cm À3 (Osterbrock 1989, p. 94) , the 2 P o and 2 S terms collisionally decouple. In evolved cool stars H Ly is thought to photoexcite O i UV 2 k1304 and the products of this process are observed in UV spectra (Carlsson & Judge 1993 ). Here we point out that scattering of H Ly photons created in the pervasive small filling factor chromosphere by neutral hydrogen in the low-density cool envelope can only lead to a decay back to the ground state or to a population of the relatively long-lived 2 S term. The H transitions from this level are biased toward the blue of the combined term weighted H line center and might lead to an apparent blueshift in an otherwise static plasma. Another possibility is resonance scattering of H Ly populating the 2 P o level in the envelope where the wind is underway. The presence of chromospheric illuminating sources within the scattering envelope then mimics the large filling factor that is seemingly required to explain the H profile in the absence of redshifted emission.
A possible diagnostic of the physical scales of the inhomogeneous structure is that of fluorescence; e.g., McMurry & Jordan (2000) studied CO emission pumped by the O i UV 2 k1304 triplet in Tau. Such studies reveal the juxtaposition of the photoexcitation source, e.g., shocks, and the properties of the plasma surrounding it. In cool evolved stars Fe i UV 44 kk2823.28, 2843.98 are photoexcited by the Mg ii k line at 2795.54 8 (Gahm 1974; Harper 1990) . The Fe i UV 44 lines are prominent in the spectra of Betelgeuse, and an analysis of this fluorescence system might also prove useful.
MOLspheres and ALMA
Another development pertinent to the analysis of inhomogeneities in the extended atmospheres of M supergiants has been the popular rise of the MOLsphere concept. MOLspheres are envelopes of warm $1700 K molecular material that lie above, but are dynamically detached from, M supergiant photospheres. They contain substantial columns of water vapor (N H 2 O $ 10 19 10 20 cm À2 ), CO, and presumably other molecules. They have been invoked to explain different observed aspects of infrared water spectra ( Tsuji 2000 and references therein) and also to explain the differences in angular diameter between K-band and 11 m data (Ohnaka 2004) .
In Betelgeuse this MOLsphere layer apparently lies inside an angular radius of $40 mas where the chromosphere is becoming optically thick in the UV continuum and the photosphere (22 mas; Perrin et al. 2004 ). Our present analysis has focused on the more extended regions where there is more spatial sensitivity; however, the chromospheric material may well extend down to the photosphere. Given the buried nature of magnetic fields in evolved cool stars (Ayres et al. 2003) , the structures defining the C ii] plasma may well exist down to the stellar surface, and the molecular material may exist side by side with chromospheric plasma. Chromospheric emission lines formed at these depths will also be attenuated by the UV continuum.
The physical mechanisms that lead to MOLspheres and their very nature have not been established, and the proposed models are still very crude, e.g., constant density shells with n H 2 O $ 2 ; 10 7 cm À3 and n H $ 10 12 cm À3 (Ohnaka 2004) . The implications of such detached shells have not been fully explored. Other alternatives, which include geometrically extended nonclassical photospheres and molecular catastrophes caused by radiative instabilities (Cuntz & Muchmore 1994) , should also be explored. High-resolution Texas Echelon Cross Echelle Spectrograph (R $ 70; 000; Lacy et al. 2002) observations show that existing MOLsphere models for Betelgeuse cannot reproduce the observed 12 m water spectral features ( Ryde et al. 2006 ). This disagreement may result from the simplifying assumption of LTE that is adopted when computing the water vapor spectrum and/or the water vapor required to match the near-infrared features has a more complex distribution of matter that lies within the complex inhomogeneity of the chromosphere and wind. The HST GHRS spectrum below 2000 8 shows the CO fourth positive A-X (electronic) system absorption (Carpenter et al. 1994 ). This absorption occurs exterior to the UV chromospheric continuum emission, and a detailed non-LTE analysis of this spectral region may also shed light on the conditions within the molecular component. Note that Verhoelst et al. (2006) have recently proposed that the opacity source that gives rise to the large 11 m angular diameter is amorphous alumina. Tsuji (2006) suggests that this source of dust opacity together with a MOLsphere may explain the observations of Ryde et al. (2006) .
VLA 7 mm observations ( Lim et al. 1998) have resolved down to an angular radius of 45 mas. Future constraints on the mean temperature and ionized density structure between 45 mas and the photosphere will come from the Atacama Large Millimeter Array (ALMA). ALMA submillimeter interferometry will be able to resolve this region and determine both the angular diameter and mean temperature. This region is not well constrained in the HBL2001 model, and the ALMA observations will provide both tests and refinement of the HBL2001 semiempirical model.
CONCLUDING REMARKS
The HST STIS E230M spatial scans of Betelgeuse have revealed the radial gradients of the electron density and turbulence. These direct measurements of C ii] emission line ratios reveal particle densities and velocity fields that provide the most stringent constraints for theoretical models to date. While the electron density decreases by over an order of magnitude within Á R ¼ 2:2R Ã of the surface, the atmospheric turbulence remains remarkably constant. The observed increase in C ii] line widths at disk center is mostly a result of opacity broadening on the UV limb.
In combination with radio interferometry, these data sets allow us to probe the inhomogeneous structure for the first time. An understanding of the relationship between the cool plasma observed in the radio and the hotter plasma responsible for the UV C ii] emission will provide important clues to the nature of the processes that structure and heat the atmosphere and drive the stellar wind. The pervasiveness of the hot plasma as indicated by the STIS spatial scans, along with its very small column density filling factor, suggests that magnetic fields of order 1 G are present that heat the plasma. They may also participate in the mass-loss process.
The next step toward extracting the maximum possible information from the STIS spectral scans is to improve the C ii] multiplet fitting procedure by directly fitting the observations with synthetic spectra computed with S-MULTI using a parameterized atmospheric model: the model atmosphere S-MULTI becomes a fitting function. This technique would provide a more physical approach to the analysis of the line profile shapes and help place more accurate limits on the anisotropy of the turbulence. Including multiplet line overlap and a simultaneous radiative transfer treatment of Fe ii UV 3 would also be valuable.
To further understand the radio interferometry, we plan to construct three-dimensional multicomponent models to determine potential radio visibility signatures of the hidden hot plasma (shell fragments, filaments, etc.). These may lead to some revision of the radio angular diameter estimates. Future upgrades of the VLA, particularly the higher sensitivity from the increased bandwidth of the correlators and a better beam shape at higher spatial resolutions from more antennas outside the main array, would allow us to examine the source shape in more detail. Future multiwavelength ALMA observations will enable us to extend the approach we developed for the HBL2001 model, as they will provide a more complete spatial overlap with the chromospheric C ii]-emitting region.
A study on the effects of multiple atmospheric components on the formation of C ii] diagnostics would also be valuable. Finally, the relevant available atomic data for C ii] n e -diagnostics may be incomplete. Currently there is no available atomic data for hydrogen-induced fine-structure transitions within the 2s2p 2 4 P metastable term. For emission from warm chromospheres where hydrogen has yet to dominate the source of electrons, neutral hydrogen collision rates of order 10 À9 cm À3 would be important for the derived values of n e . We hope that researchers will make estimates for these collisional rates. In the present context the degree of hydrogen ionization is not known as the filling factor and hence T e are not yet determined.
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The local density scale height is defined by
where the radial vector, R, increases outward. In a spherical exponential atmosphere with a constant density scale height the density is given by
and the radial column density to a radius R is given by
The total tangential column for a sight line with impact parameter p is, according to H. Bateman (private communication to Christie & Wilson [1935] ) and Tatum (1965) ,
where K 1 is the modified Bessel function of the third kind of order unity (Abramowitz & Stegun 1970) . When H Tp, and using equations (A3) and (A2), the following approximation is obtained ( Menzel 1931) :
For an atmosphere with a radial density power law of the form
