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STRONG SHIFT EQUIVALENCE AND POSITIVE DOUBLY
STOCHASTIC MATRICES
SOMPONG CHUYSURICHAY
Abstract. We give sufficient conditions for a positive stochastic matrix to
be similar and strong shift equivalent over R+ to a positive doubly stochastic
matrix through matrices of the same size. We also prove that every positive
stochastic matrix is strong shift equivalent over R+ to a positive doubly sto-
chastic matrix. Consequently, the set of nonzero spectra of primitive stochastic
matrices over R with positive trace and the set of nonzero spectra of positive
doubly stochastic matrices over R are identical. We exhibit a class of 2 × 2
matrices, pairwise strong shift equivalent over R+ through 2× 2 matrices, for
which there is no uniform upper bound on the minimum lag of a strong shift
equivalence through matrices of bounded size. In contrast, we show for any
n×n primitive matrix of positive trace that the set of positive n×n matrices
similar to it contains only finitely many SSE-R+ classes.
1. Introduction
Strong shift equivalence theory (for matrices over Z+) was introduced by R.F.
Williams [?] as a tool for classifying shifts of finite type. Subsequently, strong shift
equivalence over other semirings has been used for classification of other symbolic
dymamical systems such as SFTs with Markov measure [?, ?] and SFTs with a free
finite group action [?].
Despite its good-looking definition, strong shift equivalence is still very difficult
to fully understand. Williams also introduced a more tractable equivalence rela-
tion called shift equivalence and conjectured that shift equivalence and strong shift
equivalence over Z+ are the same. The conjecture was proved false by K.H. Kim
and F.W. Roush in 1992 (reducible case) [?] and 1997 (irreducible case) [?]. Al-
though Williams’ conjecture is false in general, the gap between shift equivalence
and strong shift equivalence over Z+ remains mysterious. We study Williams’ con-
jecture by relaxing the problem to the level of positive rational and real matrices, as
in [?, ?, ?, ?]. We expect that the Williams’ conjecture is true for positive rational
(or real) matrices. This is the conjecture posed by Mike Boyle in [?, Conjecture
5.1]. Understanding this relation is a natural step toward understanding strong
shift equivalence over Z+, and a natural matrix problem independently.
The purpose of this paper is twofold. Firstly, it gives a connection between
stochastic matrices and doubly stochastic matrices via strong shift equivalence, in
both local and global aspects. In section 3, we give sufficient conditions for an n×n
positive stochastic matrix P over a subfield U of R to be strong shift equivalent
over U+ to a positive doubly stochastic matrix through matrices of the same size.
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By conjugating P with some involution, we show that if P + Jn(In − P ) is also
positive (Jn is a matrix all of whose entries are
1
n
) then P is similar and strong
shift equivalent over U+ to a doubly stochastic matrix through matrices of the same
size. It is not true, however, that every positive stochastic matrix is strong shift
equivalent over R+ to a doubly stochastic matrix of the same size: a counterexample
was found by Johnson [?]. In section 4, we prove that any positive stochastic matrix
is strong shift equivalent over U+ to a positive doubly stochastic matrix, assuming
U is a subring of R containing Q. Consequently, the set of nonzero spectra of
positive doubly stochastic matrices over a subfield U of R and the set of nonzero
spectra of primitive stochastic matrices over U with positive trace coincide. We do
not know whether the result can be extended to irreducible matrices.
The second aim of the paper is to give results and counterexamples for natural
finiteness questions involving strong shift equivalence over R+. We prove that
strong shift equivalence over R+ of irreducible stochastic matrices can be studied
using generalized stochastic matrices in section 5. We give a family of 2×2 matrices,
pairwise strong shift equivalent over R+, such that there is no uniform bound on
the minimum lag of a strong shift equivalence over R+ through matrices of bounded
size between members of the family. In contrast, we prove that the collection of
positive n × n matrices similar over R to any primitive n × n matrix of positive
trace over R contains only finitely many SSE−R+ classes.
2. Definitions and Background
Let A = (aij) be a real m × n matrix. A is nonnegative if aij ≥ 0 for all
i, j ∈ {1, 2, . . . , n}, and A is said to be positive if aij > 0 for all i, j ∈ {1, 2, . . . , n}.
A is irreducible if A is nonnegative, square, and for any (i, j) there is some k ∈ N
such that (Ak)ij > 0. A is primitive if A is nonnegative, square, and there is some
r ∈ N such that Ar is positive. A is stochastic if it is nonnegative, square, and
every row sum of A is 1. A is doubly stochastic if A and AT are both stochastic.
We denote the identity matrix by In.
Let ∆n−1+ denote the set of row vectors l = (l1, l2, . . . , ln) where l is positive and∑n
k=1 lk = 1. A vector l ∈ ∆
n−1
+ is called the left Perron eigenvector of an n × n
stochastic matrix P if lP = l. Let jn denote the row vector in R
n whose all entries
are 1. For any l ∈ ∆n−1+ , let Jl be an n × n matrix whose the (i, j)th entry is lj.
If l = 1
n
jn, Jl is also denoted by Jn. If U is a subring of R we denote by U+ the
subsemiring of U consisting of all nonnegative elements in U.
Definition 2.1. Let A and B be square matrices over a semiring R containing 0
and 1 as the additive and multiplicative identities.
(1) A is elementary strong shift equivalent over R (ESSE−R) to B if there
exist matrices U, V over R with A = UV,B = V U .
(2) A is strong shift equivalent over R (SSE−R) to B if there exists a finite
sequence of matrices over R, A = A0, A1, . . . , Al = B, such that Ai is
ESSE−R to Ai+1 for all i ∈ {0, 1, . . . , l − 1}. Such a finite sequence is
a strong shift equivalence over R. The number l is the lag of the strong
shift equivalence. By the size of the strong shift equivalence, we mean
max{ni | 0 ≤ i ≤ l, Ai is ni × ni}.
(3) A is shift equivalent over R (SE−R) to B if there exist matrices U, V over
R and l ∈ N such that Al = UV,Bl = V U and AU = UB, V A = BV . The
number l is the lag of the shift equivalence.
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For any semiringR, SSE−R and SE−R are equivalence relations whereas ESSE−R
is not transitive. For all the semirings R under our consideration the implica-
tion cannot be reversed. If (Ui, Vi)
ℓ
i=1 is a lag ℓ SSE−R from A to B, then
(U, V ) = (U1U2 · · ·Uℓ, VℓVℓ−1 · · ·V1) is a lag ℓ SE−R from A to B.
Next, we recall some basic constructions from [?].
Definition 2.2. An amalgamation matrix is a matrix with entries from {0, 1} such
that every row has exactly one 1 and every column has at least one 1. A subdivision
matrix is the transpose of an amalgamation matrix.
Definition 2.3. An elementary row splitting is an elementary strong shift equiva-
lence A = UX,C = XU in which U is a subdivision matrix. In this case, C is an
elementary row splitting of A, and A is an elementary row amalgamation of C.
Definition 2.4. An elementary column splitting is an elementary strong shift
equivalence A = XV,C = V X in which V is an amalgamation matrix. In this
case, C is an elementary column splitting of A, and A is an elementary column
amalgamation of C.
A special case of an elementary column splitting is the following example.
Example 2.5. Let A be an n×n nonnegative matrix. LetX be an n×(n+1) matrix
obtained by splitting column i of A into columns i and i+1 and the other columns
of A and X are the same. We duplicate row i of X and form an (n+ 1)× (n+ 1)
matrix C. Let V be an (n + 1) × n matrix obtained by duplicating row i of In.
Then A = XV and C = V X . Thus C is an elementary column splitting of A.
We will only use elementary column splittings of this type in section 4.
Definition 2.6. Let A be a square matrix. The Jordan form away from zero of
A, J×(A), is the matrix obtained by removing from the Jordan form of A all rows
and columns with zeros on the main diagonal. The nonzero spectrum of A is the
set of all nonzero eigenvalues of A.
It is known that SE−R+ preserves Jordan forms away from zero and so does
SSE−R+. Hence SE−R+ and SSE−R+ also preserve nonzero spectra of matrices
over R. A proof can be found in [?, Theorem 7.4.6].
Definition 2.7. Let A be an irreducible matrix with spectral radius λ. The stochas-
ticization of A is the stochastic matrix S(A) = 1
λ
D−1AD, where D is the diagonal
matrix whose vector of diagonal entries is the right eigenvector of A corresponding
to the eigenvalue λ.
3. Strong Shift Equivalence within the Same Size
We assume throughout this section that U is a subfield of R. We give sufficient
conditions for positive stochastic matrices over U to be similar and SSE−U+ to a
positive doubly stochastic matrix of the same size. We will use the following theo-
rem of Kim and Roush [?] (see [?] for a thorough exposition and generalizations).
Theorem 3.1. Let A and B be positive n × n matrices over U. Suppose A and
B are similar over U and (At)0≤t≤1 is a path of positive, real n × n matrices, all
in the same similarity class over R, from A = A0 to B = A1. Then A and B are
SSE−U+ through matrices of the same size.
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We begin with the following lemma.
Lemma 3.2. Let P be an n× n positive stochastic matrix. Then
P + Jv(In − P )
is similar to P for all v ∈ ∆n−1+ .
Proof. Let l be the left Perron eigenvector of P . It is straightforward to verify that
JlP = PJl = Jl, PJv = Jv, J
2
v = Jv, and JvJl = Jl.
Define X = In − Jl − Jv. A computation shows that X
2 = In. Thus, using the
above relations,
XPX−1 = (P − Jl − JvP )X = P + Jv(In − P ).

We now in a position to prove the main result of this section.
Theorem 3.3. Let P be an n×n positive stochastic matrix over U. If P+Jn(In−P )
is positive then P is similar and SSE−U+ to a positive doubly stochastic matrix
through matrices of the same size.
Proof. Let v = 1
n
jn andQ = P+Jn(In−P ). ThenQ is similar to P . A computation
shows that vQ = v. Thus Q is positive and doubly stochastic. Next, we show that Q
is SSE−U+ to P . Let l be the left Perron eigenvector of P . Define l(t) = (1−t)l+tv
and Pt = P + Jl(t)(In − P ) for all t ∈ [0, 1]. Using the fact that JlP = Jl and
Jl(t) = (1 − t)Jl + tJn, we get Pt = (1 − t)P + tQ for all t ∈ [0, 1]. Hence Pt is
positive for all t ∈ [0, 1]. By Theorem 3.1, P and Q are SSE−U+ through matrices
of the same size. 
Corollary 3.4. Every positive 2×2 stochastic matrix over U is similar and SSE−U+
to a positive doubly stochastic matrix through matrices of the same size.
Proof. Let P =
(
a 1− a
1− b b
)
where a, b ∈ (0, 1). Then
P + J2(I2 − P ) =
1
2
(
a+ b 2− a− b
2− a− b a+ b
)
is positive and hence the result follows from Theorem 3.3. 
Corollary 3.5. Every positive stochastic matrix of rank one is similar and SSE−R+
to a positive doubly stochastic matrix through matrices of the same size.
Proof. Any positive n× n stochastic matrix of rank one is of the form Jl for some
l ∈ ∆n−1+ . Since Jl+Jn(In−Jl) = Jn, Jl is similar and SSE−R+ to Jn by Theorem
3.3. 
Remark 3.6. For a positive n× n stochastic matrix P = (pij), the following condi-
tions are equivalent:
(1) P + Jn(In − P ) is positive.
(2)
n∑
k=1
pkj < 1 + npij for all i, j ∈ {1, 2, . . . , n}.
(3)
n∑
i=1
pij < 1 + n min
1≤i≤n
pij for all j ∈ {1, 2, . . . , n}.
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We will use the third condition to prove the following results.
Corollary 3.7. Let P = (pij) be an n× n positive stochastic matrix over U where
n ≥ 2. Suppose that one of the following conditions holds:
(1) max
1≤i≤n
pij − min
1≤i≤n
pij <
1
n− 1
for all j ∈ {1, 2, . . . , n}.
(2) max
1≤i,j≤n
pij − min
1≤i,j≤n
pij <
1
n
.
(3) min
1≤i,j≤n
pij >
1
n
−
1
n2
.
Then P is similar and SSE−U+ to a positive doubly stochastic matrix through
matrices of the same size.
Proof.
(1) For each j ∈ {1, 2, . . . , n}, we have
n∑
i=1
pij = min
1≤i≤n
pij +
n∑
i=1
pij − min
1≤i≤n
pij
≤ min
1≤i≤n
pij + (n− 1) max
1≤i≤n
pij
< min
1≤i≤n
pij + 1 + (n− 1) min
1≤i≤n
pij
= 1 + n min
1≤i≤n
pij .
(2) For each j ∈ {1, 2, . . . , n}, we have
n∑
i=1
pij ≤ n max
1≤i,k≤n
pik
< 1 + n min
1≤i,k≤n
pik
≤ 1 + n min
1≤i≤n
pij .
(3) If pij ≥
2
n
− 1
n2
for some i, j ∈ {1, 2, . . . , n} then
n∑
k=1
pik > (n− 1)
(
1
n
−
1
n2
)
+ pij
≥
(n− 1)2
n2
+
2n− 1
n2
= 1
which is a contradiction. Thus 1
n
− 1
n2
< pij <
2
n
− 1
n2
for all i, j ∈
{1, 2, . . . , n}. For any j ∈ {1, 2, . . . , n}, we have
n∑
i=1
pij < n
(
2
n
−
1
n2
)
= 1 + n
(
1
n
−
1
n2
)
< 1 + n min
1≤i≤n
pij .

6 SOMPONG CHUYSURICHAY
Remark 3.8. For similarity, the third condition in Corollary 3.7 improves the suf-
ficient condition pij >
1
n+1 for all i, j ∈ {1, 2, . . . , n} observed by Johnson in [?,
Observation 4].
Lemma 3.9. P is strong shift equivalent to Q iff PT is strong shift equivalent to
QT .
Proof. P is strong shift equivalent to Q via (R1, S1), (R2, S2), . . . , (Rn, Sn) iff P
T
is strong shift equivalent to QT via (ST1 , R
T
1 ), (S
T
2 , R
T
2 ), . . . , (S
T
n , R
T
n ). 
Theorem 3.10. Let P be an n× n positive stochastic matrix over U with the left
Perron eigenvector l = (l1, l2, . . . , ln). If
n∑
k=1
li
lk
pik < 1 + n
li
lj
pij
for all i, j ∈ {1, 2, . . . , n}, then P is similar and SSE−U+ to a positive doubly
stochastic matrix through matrices of the same size.
Proof. Let D = diag(l1, l2, . . . , ln) and P˜ = S(P
T ) = D−1PTD. Note that p˜ij =
ljpji
li
for all i, j ∈ {1, 2, . . . , n}. By assumption, P˜ + Jn(In − P˜ ) is positive. By
Theorem 3.3, P˜ is similar and SSE−U+ to a positive doubly stochastic matrix, say
Q, through matrices of the same size. Then PT is also similar and SSE−U+ to Q
through matrices of the same size. By Lemma 3.9, P is similar and SSE−U+ to Q
T
through matrices of the same size. Since Q is doubly stochastic, QT is also doubly
stochastic and the proof is completed. 
It is not true in general that every positive stochastic matrix is SSE−R+ to
a positive doubly stochastic matrix of the same size, because there are positive
stochastic matrices whose nonzero spectra cannot be the nonzero spectra of doubly
stochastic matrices of the same size. An example can be found in [?], which we will
reprove here. Firstly, we reprove the following result of Johnson [?].
Proposition 3.11. There is no 3× 3 doubly stochastic matrix with the character-
istic polynomial t(t− 1)(t+ 1).
Proof. Suppose there is such a matrix
A =

 a b 1− a− bc d 1− c− d
1− a− c 1− b − d a+ b+ c+ d− 1

 .
Observe that det(A) = 0 and Tr(A) = 0. Since A is nonnegative and Tr(A) = 0,
we have a = d = a+ b+ c+ d− 1 = 0. Thus b+ c = 1. Then A can be rewritten as
A =

 0 b cc 0 b
b c 0

 .
Hence b3 + c3 = det (A) = 0. This implies b = c = 0 which is a contradiction. 
Next, we define for any n ∈ N the matrix
An =
1
n+ 2

 1 n 1n 1 1
n 1 1

 .
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Suppose that there is a sequence of 3 × 3 doubly stochastic matrices {Bn} such
that Bn and An are similar for all n ∈ N. By compactness, {Bn} has a convergent
subsequence {Bnk}. Suppose that {Bnk} converges to a matrix B. Then B is
doubly stochastic since the set of doubly stochastic matrices is closed. For any
n ∈ N, the characteristic polynomial of An is pn(t) = t(t − 1)(t +
n−1
n+2 ) which
converges to t(t − 1)(t + 1) as n → ∞. Thus B must have the characteristic
polynomial t(t−1)(t+1) which is a contradiction. So there must be some matrix An0
which is not similar to a doubly stochastic matrix. Since strong shift equivalence
preserves the Jordan form away from zero (and in this case it is the Jordan form),
An0 is not SSE−R+ to a 3× 3 doubly stochastic matrix.
4. General Strong Shift Equivalence
Throughout this section, we assume that U is a subring of R containing Q. In
contrast to similarity, we prove that every positive stochastic matrix over U is
SSE−U+ to a positive doubly stochastic matrix. We begin with a technical lemma.
Lemma 4.1. Every positive stochastic matrix over U is similar and SSE−U+ to a
positive stochastic matrix whose left Perron eigenvector is rational.
Proof. Let P be an n×n positive stochastic matrix with the left Perron eigenvector
l = (l1, l2, . . . , ln). For each k ∈ N, let rk ∈ Q
n−1
+ be such that rkj ≤ lj for all
j ∈ {1, 2, . . . , n− 1} and lim
k→∞
rk = (l1, l2, . . . , ln−1). Define
Mk =


l1
rk1
0 · · · 0 1− l1
rk1
0 l2
rk2
· · · 0 1− l2
rk2
...
...
. . .
...
...
0 0 · · · ln−1
rk,n−1
1− ln−1
rk,n−1
0 0 · · · 0 1


and Pk =MkPM
−1
k . Note that Mk → In and Pk → P as k →∞ and
M−1k =


rk1
l1
0 · · · 0 1− rk1
l1
0 rk2
l2
· · · 0 1− rk2
l2
...
...
. . .
...
...
0 0 · · ·
rk,n−1
ln−1
1−
rk,n−1
ln−1
0 0 · · · 0 1


is nonnegative for all k ∈ N. Choose N such that MNP is positive. Let l̂ =
(l̂1, l̂2, . . . , l̂n) where l̂j = rNj for j ∈ {1, 2, . . . , n− 1} and l̂n = 1−
n−1∑
j=1
rNj . Then l̂
is rational, l̂MN = l, and
l̂PN = l̂MNPM
−1
N
= lPM−1N
= lM−1N
= l̂.
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Thus l̂ is the left Perron eigenvector of PN . Since MNP is positive, P is similar
and SSE−U+ to PN . 
Theorem 4.2. Every positive stochastic matrix over U is SSE−U+ to a positive
doubly stochastic matrix over U.
Proof. Let P be an n×n stochastic matrix over U. By Lemma 4.1, we can assume
that the left Perron eigenvector of P is rational, namely
l =
(
r1
s1
,
r2
s2
, . . . ,
rn
sn
)
where ri, si ∈ N for all i ∈ {1, 2, . . . , n}. Let
M = lcm(s1, s2, . . . , sn).
Then l can be written as
l =
1
M
(m1,m2, . . . ,mn)
where mi =
riM
si
∈ N for all i ∈ {1, 2, . . . , n}. If m1 6= 1, we perform an elementary
column splitting on the first column of P as follows:
P (1) =


1
m1
p11 (1−
1
m1
)p11 p12 · · · p1n
1
m1
p11 (1−
1
m1
)p11 p12 · · · p1n
1
m1
p21 (1−
1
m1
)p21 p22 · · · p2n
...
...
...
. . .
...
1
m1
pn1 (1−
1
m1
)pn1 pn2 · · · pnn

 .
The left Perron eigenvector of P (1) is
l(1) =
1
M
(1,m1 − 1,m2, . . . ,mn) .
If m1 − 1 6= 1 we perform an elementary column splitting on the second column of
P (1) by splitting the second column of P (1) as 1
m1−1
C
(1)
2 and (1−
1
m1−1
)C
(1)
2 where
C
(1)
2 is the second column of P
(1). Suppose P (2) is the matrix after splitting P (1).
Then the left Perron eigenvector of P (2) is
l(2) =
1
M
(1, 1,m1 − 2, . . . ,mn) .
Continuing in this manner, we finally get an M ×M matrix P (k) whose the left
Perron eigenvector l(k) is 1
M
jM for some k ∈ N. Note that P
(i) is stochastic for
all i ∈ {1, 2, . . . , k}. Therefore, P (k) is doubly stochastic. This completes the
proof. 
Example 4.3. Let P =
1
10

 7 2 12 7 1
2 2 6

. Then l = 15 (2, 2, 1) is the left Perron
eigenvector of P . Using the process in the proof of Theorem 4.2, we obtain
P (1) =
1
20


7 7 4 2
7 7 4 2
2 2 14 2
2 2 4 12

 and P (2) = 120


7 7 2 2 2
7 7 2 2 2
2 2 7 7 2
2 2 7 7 2
2 2 2 2 12

 .
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Corollary 4.4. If U is a subfield of R, then the set of nonzero spectra of posi-
tive doubly stochastic matrices over U and the set of nonzero spectra of primitive
stochastic matrices over U with positive trace coincide.
Proof. Let A be a primitive stochastic matrix over U with positive trace. By [?,
Proposition B.3], A is SSE−U+ to a positive matrix A˜ over U. The right eigenvector
of A˜ corresponding to the eigenvalue 1 is a positive vector over U. Thus S(A˜) is a
positive stochastic matrix over U. By Theorem 4.2, S(A˜) is SSE−U+ to a positive
doubly stochastic matrix B over U. This implies A is SSE−U+ to B. Thus A and
B have identical nonzero spectrum. 
Remark 4.5. The bound on the size of a doubly stochastic matrix obtained from
Theorem 4.2 is still unknown. We mention also that a primitive n× n matrix over
U is SSE-U+ to a positive matrix of size at most 2n
2 × 2n2 [?, Proposition B.3].
5. Unboundedness of Lags of SSE−R+
The purpose of this section is to provide the following example.
Theorem 5.1. For t ∈ [0, 1], define
Pt =
1
4
(
3 + t 1− t
1 + t 3− t
)
.
For 0 ≤ t < 1, the matrices Pt are positive, similar, and SSE−R+. However, for
any positive integer L ≥ 2, there exists t ∈ (0, 1) such that there is no SSE−R+ of
lag less than L between P0 and Pt using only matrices with size less than L.
Definition 5.2. A (not necessarily square) matrix A is called generalized row
stochastic if it is nonnegative and every row sum of A is 1.
We need the following theorem for the proof of Theorem 5.1.
Theorem 5.3. Let A and B be respectively m×m and n× n irreducible matrices
over R. If A and B are ESSE − R+ then S(A) and S(B) are also ESSE − R+.
Moreover, there exist generalized row stochastic matrices R,S such that S(A) = RS
and S(B) = SR.
Proof. Since A and B are ESSE−R+, they have the same Perron eigenvalue λ. Let
v = (v1, v2, . . . , vm) ∈ R
m and w = (w1, w2, . . . , wn) ∈ R
n be such that Av = λv
and Bw = λw. Let D = diag(v1, . . . , vm) and E = diag(w1, .., wn). Then S(A) =
1
λ
D−1AD and S(B) = 1
λ
E−1BE. Suppose that A = XY and B = Y X . Then
S(A) =
(
1
λ
D−1XE
)(
E−1Y D
)
and S(B) =
(
E−1Y D
)(
1
λ
D−1XE
)
.
Thus S(A) and S(B) are ESSE−R+. Next, suppose that S(A) = UV and S(B) =
V U . Since S(A)U = US(B), we have S(A)UjTn = US(B)j
T
n = Uj
T
n . Thus Uj
T
n is
a right eigenvector of S(A) corresponding to an eigenvalue 1 and hence UjTn = αj
T
m
for some α > 0. Similarly, V jTm = V S(A)j
T
m = S(B)V j
T
m, so V j
T
m = βj
T
n for
some β > 0. Let R = 1
α
U and S = 1
β
V . Then RjTn =
1
α
UjTn = j
T
m and Sj
T
m =
10 SOMPONG CHUYSURICHAY
1
β
V jTm = j
T
n . Thus R,S are generalized row stochastic matrices. Furthermore, we
have S(A) = UV = (αβ)RS and S(B) = V U = (αβ)SR. Note that
m = jmS(A)j
T
m
= αβjmRSj
T
m
= αβjmRj
T
n
= αβjmj
T
m
= mαβ.
Thus αβ = 1 and hence S(A) = RS and S(B) = SR. 
Proof of Theorem 5.1. The similarity holds because Tr(Pt) = 6, det(Pt) = 8 for
all 0 ≤ t < 1. By Theorem 3.1, Pt and P0 are SSE−R+ for all 0 ≤ t < 1. It
is well-known that strong shift equivalence preserves irreducibility [?, Proposition
7.4.1]. So P0 and P1 are not SSE−R+ because P0 is irreducible whereas P1 is
reducible. Next, suppose that P0 and Pt are SSE over R+ via 2 × 2 matrices with
lag l ≤ k and size n ≤ k for all t ∈ (0, 1). Without loss of generality, we assume
that the lag l = k for all t ∈ (0, 1). For each t ∈ (0, 1) we have a chain of ESSEs
over R+, P0, A1(t), . . . , Ak−1(t), Pt, together with a chain of intermediate matrices
(R1(t), S1(t)), . . . , (Rk(t), Sk(t)). Since Pt is positive for each 0 ≤ t < 1, each Ai(t)
has a unique maximal irreducible submatrix, say Aˆi(t). The given SSE restricts
to an SSE of the Aˆi(t). So, without loss of generality, we assume Aˆi(t) = Ai(t).
By using Theorem 5.3, we can assume that Ai(t), Ri(t), Si(t) are generalized row
stochastic for all i ∈ {1, 2, . . . , k} and all t ∈ (0, 1). Then all matrices are bounded
(by 1), so there is a subsequence tn → 1 such that, for each i ∈ {1, 2, . . . , k},
Ai(tn) → Ai, Ri(tn) → Ri, Si(tn) → Si for some nonnegative matrices Ai, Ri, Si.
But then we get a strong shift equivalence over R+ between P0 and P1 which is a
contradiction. 
Question 5.4. Does Theorem 5.1 remain true if the constraint “using only matrices
with size less than L”is deleted?
Definition 5.5. A semialgebraic subset of Rn is a subset of points in Rn which is
the solution set of a boolean combination of polynomial equations and inequalities
with real coefficients.
In contrast to Theorem 5.1, we have the following results.
Theorem 5.6. Let A be an n×n primitive matrix with positive trace. The collection
of positive n×n matrices similar over R to A contains only finitely many SSE−R+
classes.
Proof. Let M+(A) = {X | X is n × n, positive and similar to A}. We will prove
thatM+(A) contains only finitely many connected components. It suffices to prove
that M+(A) is a semialgebraic set since it is well-known that a semialgebraic set
has finitely many connected components [?, Theorem 2.4.4]. Let pA(t) be the
characteristic polynomial of A. Suppose that pA(t) =
∏m
k=1(qk(t))
jk where the qk
are irreducible and distinct, and jk ∈ N for all k ∈ {1, 2, . . . ,m}. Then X ∈ M+(A)
if and only if
(1) xij > 0 for all i, j ∈ {1, 2, . . . , n}, and
(2) rank(qk(X))
j = rank(qk(A))
j for all k ∈ {1, 2, . . . ,m} and j ∈ {1, 2, . . . , jk}.
STRONG SHIFT EQUIVALENCE AND POSITIVE DOUBLY STOCHASTIC MATRICES 11
That a matrixM has a given rank r is equivalent to r×r being the size of the largest
submatrix of M with nonzero determinant. This is a semialgebraic condition on
M . ThusM+(A) is semialgebraic. By Theorem 3.1, M+(A) contains only finitely
many SSE−R+ classes. 
Remark 5.7. Theorem 5.6 (taken from [?]) was generalized to any positive matrix
over a dense subring of R in [?, Theorem 5.16].
Theorem 5.8. Let A be an n×n primitive matrix with positive trace. The collection
of positive n×n matrices SE−R+ to A contains only finitely many SSE−R+ classes.
Proof. Let SE(n,A) = {X | X is n×n, positive and SE−R+ to A}. Since SE−R+
preserves the Jordan form away from zero [?, Theorem 7.4.6], any n × n positive
matrix which is SE−R+ to A must have J
×(A) as its Jordan form away from zero.
There are only finitely many Jordan forms with the same J×(A). Each Jordan type
contributes only a finite number of SSE−R+ classes by Theorem 5.6. Therefore,
SE(n,A) contains finitely many SSE−R+. 
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