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A traditional representation of aerodynamic characteristics based on the concept of 
aerodynamic derivatives fails to be accurate at high angles of attack due to significant 
dynamic effects generated from separated and vortical flow. As the possibility of performing 
controlled flight at high angles of attack has already become a common requirement for 
modern combat aircraft, the problem of an adequate model for aerodynamic loads at high 
incidences is the issue of the day. 
This thesis presents a phenomenological approach to modelling of unsteady aerody- 
namic characteristics at high angles of attack. In this approach aerodynamic characteris- 
tics are considered as a combination of two components having different characteristic time 
scales which describe the contribution to the total aerodynamic load from the different flow 
structures. It is assumed that all dynamic properties of the flow are amassed in the "slow" 
component. To describe its behaviour specially designed nonlinear differential equations are 
used. Depending on the parameters, this model can reproduce both "weak" and "strong" 
nonlinear effects including static hysteresis. A special identification technique has been 
developed for the estimation of the model parameters using dynamic wind tunnel test data. 
To verify the proposed technique, mathematical models of unsteady aerodynamic loads 
of a 65° delta wing and a high aspect ratio rectangular wing which has hysteresis in the 
static dependence of its normal force have been developed. These models demonstrate good 
quantitative and qualitative coincidence with the experimental data. 
The limitations of a conventional aerodynamic model based on the aerodynamic deriva- 
tives concept are analyzed considering the longitudinal motion of a hypothetical aircraft 
with the 65° delta wing and thrust vectoring control. A dynamic unsteady aerodynamic 
model approximating the vortical and separated flow time lag effects is considered along 
with a conventional aerodynamic model and their impact on aircraft dynamics and control 
law design is discussed. 
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List of notations 
cx Angle of attack, deg or rad 
,ß 
Sideslip angle, deg or rad 
Sk Deflection of k-th control surface 
0 Roll angle, deg or rad 
(D Cost function 
ýb Heading angle, deg or rad 
0 Pitch angle, deg or rad 
p Air dencity, kg/m3 
Ti Characteristic time constant 
w= 
22Vc Non-dimensional frequency of oscillations 
b Wing span, m 
c Mean aerodynamic chord, m 
CD Drag force coefficient 
CL Lift coefficient 
CN Normal force coefficient 
CY Side force coefficient 
Cl Rolling moment coefficient 
CM Pitching moment coefficient 
C, Yawing moment coefficient 
Cidtt Aerodynamic force/moment coefficient on attached flow conditions 
Cist Static dependence of i-th aerodynamic force/moment coefficient 
Cidyn Dynamic component of the mathematical model 
f Frequency of oscillations, Hz 
V1 
g Gravity acceleration, m/sect 
H Altitude, m 
Ixx X body-axis moment of inertia, kg m2 
ki Parameter of the model 
IT Engine trust arm, m 
M Mach number 
p Vector of unknown parameters of the model 
pX body-axis angular velocity component, rad/sec 
b Non-dimensional X body-axis angular velocity component, rad/sec V 
qY body-axis angular velocity component, rad/sec 
q=c Non-dimensional Y body-axis angular velocity component, rad/sec 2V 
rZ body-axis angular velocity component, rad/sec 
2V Non-dimensional Z body-axis angular velocity component, rad/sec 
Re = Reynolds number 
S Wing arear, m2 
Sh = 
Vt Strouhal number 
t Time, sec 
2V Non-dimensional time 
Taft Normalized afterburning thrust 
T max Normalized normal thrust 
TA Maximum afterburning thrust, kgf 
TM Maximum normal thrust, kgf 
V Velocity, m/s 
x State vector 
xcg Centre of gravity location 
XT Throttle position, [0,2] 
Subscript 
mod Result of modelling 
exp Experimental result 
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Chapter 1 
Introduction 
The problem of aerodynamic modelling is one of the most important and difficult chal- 
lenges in modern flight dynamics. An adequate description of the aerodynamic forces and 
moments acting on an airplane in an arbitrary motion is required in flight dynamics for 
many tasks such as analysis of aircraft stability and dynamic properties, control law design, 
flight simulation, etc. A reasonably accurate description of the unsteady aerodynamic loads 
even at high angles of attack with a complex flow structure can be reached by means of 
advanced computational methods. Since the direct application of these methods jointly 
with the equations of aircraft motion complicates the solution of flight dynamics prob- 
lems considerably, simplified mathematical models of aerodynamic forces and moments are 
commonly used. 
When elaborating the mathematical model two, somewhat contradictory requirements 
must be taken into account. At first, the model has to encompass as many phenomena as 
possible to provide reasonable accuracy. But on the other hand it should have a simple, easy 
to handle structure, which leaves the equations of motion in a form suitable for analytical 
consideration. 
From the beginning of aviation the most accepted formulation of aerodynamic loads 
in motion equations was the so called aerodynamic derivative approach (see Chapter 3). 
The aerodynamic loads in this case are considered as functions of instantaneous values 
of aircraft incidence, angular rates, control surfaces deflection, etc. The assumption that 
the aerodynamic loads and aircraft motion are described by analytical functions allows 
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the aerodynamic forces and moments to be represented in the form of a Taylor series 
expansion along kinematic parameters and control functions, with the terms higher than 
linear normally neglected. Thus the corresponding first derivatives totally define increments 
in the aerodynamic loads in response to variation of kinematic parameters and deflection 
of control surfaces. Moreover, it was found that these derivatives, called the aerodynamic 
derivatives, are invariant for some range of variation of the parameters which allows a rather 
simple representation of aerodynamic loads at various flight conditions. 
In the case of small perturbations near the trim point such a representation of aerody- 
namic loads makes possible numerous simplifications of the equations of motion. The most 
important ones are linearization and splitting the full system into subsystems describing the 
longitudinal and lateral/ directional modes of motion. All the modes defined by these sub- 
systems correspond to characteristic frequencies of a rigid body dynamics. As the classical 
theory of ordinary differential equations provides a large number of techniques for analysis 
of such systems a set of simple criteria and methods has been proposed for assessment of 
aircraft stability, dynamic properties, controllability, performance, etc on the basis of the 
aerodynamic derivatives. 
There are two main approaches for determining the aerodynamic derivatives for flight 
dynamics applications. The first one is based on the application of computational methods 
using simplified aerodynamical codes (vortex lattice, panel methods, etc) and advanced 
CFD methods. The second approach relies on experimental tests in wind tunnels. In spite 
of significant progress in computational methods the experimental methods still remain the 
most reliable instrument in real engineering practice, especially for high angles of attack 
conditions. A long practice of using of the aerodynamic derivatives approach has proven its 
ability to describe aerodynamic loads rather accurately at normal flight regimes and during 
not very intensive manoeuvering. 
The classical dynamics of atmospheric flight considers an aircraft as a rigid body with 
characteristic frequency of the motion 0.2 ... 1 
Hz. Under these conditions a prehistory 
of motion does not significantly affect aerodynamics and the quasi-steady model of aero- 
dynamic loads turns out to be acceptable. Beside this case there is a classical unsteady 
aerodynamic theory dealing with the structural dynamics of an elastic aircraft. At high 
frequencies corresponding to structural elastic modes (5 ... 20 
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Figure 1.1: Approaches to unsteady aerodynamics modelling and their scopes of applicability. 
become sensitive to prehistory of motion therefore an unsteady aerodynamic model is re- 
quired. A typical application of such a kind of aerodynamic model is for the analysis of 
unstable flexural-and-torsional vibration of aircraft wing consoles in a stream known as 
flutter. The mathematical description of aerodynamic loads acting on an oscillating aero- 
foil was proposed by Theodorsen in 1930s within the framework of the potential flow and 
a thin aerofoil theory. Fundamental studies of an airfoil lift due to abrupt change of angle 
of attack (indicial response) and sharp-edge gust were performed by Wagner and Küssner 
respectively, [14]. These works underlay the classical approach to unsteady aerodynamic 
modelling at low angles of attack. The theoretical results obtained for the frequency de- 
pendence of the aerodynamic loads are widely used for simulation and analysis of flutter 
and gust alleviation problem. The scope of the discussed modelling techniques covering 
the linear aerodynamic region is schematically shown in Fig. 1.1 in the angle of attack vs. 
frequency plane. 
During the last two decades a high emphasis has been placed on the problem of flight 
at high angles of attack. The ability to fly and perform controllable manoeuvres at critical 
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and post-critical incidences is highly requested for modern fighter aircraft. The so called 
super manoeuvrability in many cases enables an aircraft to get significant advantage over its 
rivals especially in a close air combat [20]. These advanced manoeuvres cannot be designed 
and simulated in the absence of an adequate aerodynamic model which is valid at high 
incidence flight (see the hatched region in Fig. 1.1). 
The extension of the angle of attack range is also useful for common airplanes as this 
increases safety during manoeuvering at normal flight regimes. An adequate aerodynamic 
model in this case is required for design of the control system, which would suppress the 
onset of critical processes, for example, due to careless pilot behavior or action of strong 
gusts. 
Due to the loss of lateral directional stability at a high angle of attack an aircraft en- 
counters stall and enters spin motion. This happens due to changes in aerodynamic loads 
resulting from onset of complex vortical and separated flow. For example, the interac- 
tion between a rigid body motion and vortical flow results in complicated large amplitude 
oscillations in roll known as "wing rock". Again, an adequate mathematical model of aero- 
dynamic loads is important for analysis, simulation and suppression of these critical flight 
regimes. 
Leading edge Experimental investigations of aerody- 
vortex 
Unsteady wake 
namic characteristics at high angles of at- 
tack presented in Chapter 2 demonstrate a 
complicated nonlinear behavior of aerody- 
Separated 
_1,,,  
Figure 1.2: Flow around an aerofoil. 
flow namic loads resulting trom now separation 
processes over an aircraft. During aircraft 
manoeuvering the complex flow is subject 
to readjustment processes, which have their 
own dynamics leading to delays in aerodynamic responses to a variation of the kinematic 
parameters. Theodorsen's theory becomes inaccurate in these case as it was developed 
under the assumption of the attached potential flow without any account of vortical and 
separated flow effects. 
The main problem peculiar to airplanes with a high aspect ratio wing at high angles of 
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Figure 1.3: Vortex induced increment of the lift in case of delta wing. 
when increasing incidence, the stalled flow starts from the trailing edge and develops towards 
the leading edge covering the entire wing surface. This results in a lift force decrement 
compared to attached (potential) flow conditions and is accompanied by dangerous aircraft 
behaviors. 
In the case of swept wings, which are 
typical of modern manoeuvrable aircraft, 
separation starts at the leading edge and 
rolls up into a vortex sheet (Fig. 1.4). This 
results in a decrease of pressure over the up- 
per surface leading to a significant increase 
of the lift in a nonlinear manner compared 
to potential flow case (Fig. 1.3). This effect 1, -, " "°"°- "°p 
can be calculated by applying modern CFD Figure 1.4: Vortical flow around the fighter at 
methods, but a simplified empirical method high angle of attack. 
proposed by Polhamus [76] is widely used 
for the estimation of this vortical lift. The Polhamus method states that the extra normal 
force produced by a highly swept wing at high angles of attack is equal to the loss of the 
leading edge suction associated with the separated flow. 
Starting with some angle of attack the vortices begin to break over the wing. A further 
increase in incidence leads to propagation of the vortex bursting points from the trailing 
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to the leading edges. In this case a significant loss of the vortex generated lift takes place 
and the value of this loss strongly depends on the extent of the development of the vortex 
breakdown. 
Location of the vortex breakdown points during incidence variation was investigated 
in [39] based on a flow field visualization in a water tunnel. It was found that the lo- 
cation of vortex breakdown points in unsteady conditions essentially differ from that in 
static conditions. The same conclusion is valid for the instant value of the lift. Thus, a 
proper mathematical model of aerodynamic loads at high incidence has to take into account 
dynamic processes occurring in unsteady vortical or stalled flow and resulting in complex 
nonlinear behavior of aerodynamic characteristics. 
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at high angles of attack (a = 25'.. . 50°) derivatives on angle of attack and reduced fre- 
there is a strong dependence on the reduced 
quencies of forced oscillations. 
frequency, which disappears again at higher 
(a > 50°) angles of attack. The frequency dependency of aerodynamic derivatives signifi- 
cantly complicates the application of the conventional model in the time domain and may 
result in an incorrect prediction of dynamic characteristics (see Chapter 7). Although the 
model still may be used for small amplitude manoeuvers at high angles of attack provided 
that the frequency of oscillations is known, it totally fails for maneuvers with large ampli- 
tude (see Chapter 5). 
The above mentioned problems associated with high incidence flight clearly demonstrate 
the need for a more adequate technique for the mathematical description of aerodynamic 
loads acting on intensively manoeuvering aircraft. Several main requirements can be 
for- 
7 
mulated for such a model. At first, it should reproduce aerodynamic responses to kinematic 
parameters variation as accurately as possible within the required flight envelope. Special 
emphasis should be made on a qualitative similarity to experimentally measured loads. The 
second requirement is that this model should inherit the conventional aerodynamic deriva- 
tives model at low incidence. In the end, the structure of the model should be consistent 
with the equations of motion in order to leave it suitable for classical methods of analysis 
and simulation. 
Due to the complexity of the problem and the lack of effective theoretical solutions 
for high incidence flight conditions (see the hatched region in Fig. 1.1), the only way to 
develop the mathematical model is based on the analysis of the experimentally obtained 
aerodynamic responses. The identification of the model structure and the estimation of 
the model parameters require a comprehensive set of experimental data covering the whole 
range of flight conditions and motion parameters. Fortunately, a huge amount of wind 
tunnel test data obtained in TsAGI both in static and dynamic conditions have provided a 
reliable background for the development of such an empirical modelling technique. 
The maintenance of such a database which normally can contain hundreds of lookup 
tables is a very time consuming and tiring work. Apparently, a special software is required 
for keeping, visualizing, correcting and processing all the experimental data used for the 
identification of the aerodynamic model. Such a software also has to be able to produce a 
standalone aerodynamic model in a form suitable for postprocessing and coupling with the 
other software for the flight simulation and analysis. 
This thesis summarises the cycle of works devoted to unsteady aerodynamic modelling 
carried out in TsAGI and DMU under the support of QinetiQ Ltd, UK (former DERA). The 
personal contributions of the author to this project were to develop and validate an adequate 
technique for the unsteady aerodynamic modelling for high incidence flight conditions, to 
analyze the impact of this modelling approach on typical flight dynamics problems and to 
develop a software for facilitation of the aerodynamic modelling. 
There are three logical parts in the thesis. The first one which includes Chapters 2,3 
and 8 gives a review of experimental investigations carried out both in TsAGI and world- 
wide, discusses the existing approaches and software developed by the author to support 
the process of aerodynamic modelling. The second part, which is the major one, describes 
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the developed technique for high incidence aerodynamic modelling using nonlinear dynam- 
ical systems (see Chapter 4) and a method for the identification of model parameters using 
wind tunnel experimental data. Chapter 5 presents the results of the practical application 
and validation of the proposed technique to the modelling of the longitudinal and lateral 
aerodynamic characteristics of the 65° and 70° delta wings. A comparison with the con- 
ventional aerodynamic derivatives model is performed to estimate at what conditions the 
application of the developed aerodynamic model is indispensable. The extension of the 
modelling technique to the case of static aerodynamic hysteresis taking into account the 
bifurcational character of the flow is given in Chapter 6. Finally, Chapter 7 is dedicated to 
a comparison of aircraft dynamic properties obtained using the conventional and the pro- 
posed unsteady aerodynamic models. This comparison is performed in terms of stability 
analysis of the open- and the closed-loop system, their transient processes and regions of 
attraction. 
Chapter 2 
Experimental investigation of 
unsteady aerodynamic 
characteristics 
The ability to fly at high angles of attack and perform rapid and large amplitude manoeu- 
vers is an essential requirement for modern fighters. Such manoeuvers result in a highly 
nonlinear dependence of aerodynamic characteristics on the kinematic parameters mainly 
due to complicated vortical and separated flow structures around the aircraft. In order to 
accurately describe aircraft dynamics at these regimes it is required to develop an adequate 
aerodynamic model. In spite of significant progress in CFD methods, experimental investi- 
gations are still the most reliable and accurate source of information about flow structures 
and aerodynamic loads. Therefore, a large number of experimental facilities have been 
developed in aeronautical research centers such as NASA (USA), DRA' (UK), DLR (Ger- 
many), ONERA (France), IAR (Canada), TsAGI (Russia), etc to support high incidence 
dynamic tests. These rigs are able to perform free and forced angular oscillations with small 
and large amplitudes at different frequencies, translational and rotary motion, etc. In order 
to outline the principles of dynamic testing in wind tunnels a brief review of several test rigs 
and typical results are presented in this chapter. Further information about the dynamic 
test facilities can be found in [2,17,1,8,37,7]. The main emphasis is made on TsAGI's 
'Currently QinetiQ 
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forced oscillation test rig because all data which are used in the thesis for aerodynamic 
modelling were obtained using this rig. 
2.1 Experimental setups for dynamic tests 
2.1.1 Dynamic Plunge-Pitch-Roll rig in Virgina Polytechnic Institute 
The DyPPiR [25] installed in Virginia Tech's Stability Wind Tunnel is shown in Fig. 2.1. It 
combines three hydraulic actuators to plunge a model through a 1.5 m range vertically, pitch 
the model through ±45° range, and roll the model through a ±140° range. Maximum model 
weight is about 45 kg, plunge rate is up to 9 m/s and pitch rate is over 90 deg/s. The DyPPiR 
is digitally controlled by a personal computer, so it is capable of performing arbitrary pre- 
programmed manoeuvers. The model is mounted on an internal six-component strain-gauge 
balance, which in turn is mounted on one end of the sting. 
2.1.2 Small amplitude forced oscillation rig in DRA 
The oscillatory rig used in DRA [2] is shown in Fig. 2.2. The model is fixed on the rig 
which can be oscillated with five degrees of freedom, i. e. pitch, plunge, yaw, sideslip or roll. 
Forces acting on the model are measured by the strain gauge balance mounted in the sting. 
The flared downstream sting end is mounted on a swinging arm assembly which provides 
oscillatory harmonic motion. The amplitude of translational and rotational motion is about 
50 mm and 2°, respectively. The mean angle of attack may be set up to 42°. The rig is 
mounted in the 4x2.7 m2 Low Speed (up to 90 m/s) Wind Tunnel at DRA, Bedford. 
2.1.3 Rotary balance rig in DLR 
The rotary balance rig mounted in the working section of the 3.25 x 2.8 m2 low speed wind 
tunnel in DLR, Braunschweig [2] is shown in Fig. 2.3. The pitch angle may be set from 
10° to 90° and remotely controlled within 30° range. The experiment can be conducted at 
Reynolds numbers up to 5.5 x 106 per meter at a rate of rotation up to 300 rpm in either 
clockwise or counterclockwise directions. The rate is kept constant by an electro-hydraulic 
control system. Due to the horizontal orientation of the rotation axis the model is subject 
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to periodic gravity loads superimposed on the steady aerodynamic and inertia loads. 
2.1.4 ONERA-IMFL dynamic tests rigs 
The oscillatory test setup used in France [2] is shown in Fig. 2.4. It allows kinematic rep- 
resentation of the Euler degrees of freedom. The heading angle 0 and roll angle 0 are fixed 
during the test while the pitch angle 9 is changing in time according to a specified pro- 
gramme such as pitch oscillations, plunging motion or any arbitrary manoeuver meeting the 
rig constraints. The following angles may be achieved: ýb E [-200,15°], 0E [-180°, 180°] 
0E [-90°, 100°] ý9 E 500 deg/s and E 5000 deg/sect. The system is mounted in a 2.4 m 
diameter horizontal wind tunnel providing a flow speed up to 50 m/s. 
The rotary balance (Fig. 2.5) used in ONERA is installed in the vertical wind tunnel that 
makes possible direct simulation of developed steady spin. The advantage of this approach 
is elimination of variable mechanical loads due to gravity which occurs in horizontally 
oriented balances. 
2.1.5 Pendulum support rig 
The above mentioned experimental rigs are mainly able to perform only specific type of 
a single degree of freedom motion due to kinematic features or preprogrammed motion. 
Although dynamic rigs are designed to meet real flight conditions such as characteristic 
frequencies of oscillations or steady spin rotation rates they are unable in many cases to 
reproduce free flight effects. For example, due to the immobility of the aircraft center 
of mass many rigs are unable to separate effects of angular and translational motion on 
aerodynamic derivatives. Known attempts of development of multiple degree of 
freedom 
rigs resulted in complicated and very expensive facilities [1]. 
A novel low-cost approach to dynamic wind tunnel testing proposed in 
[36] has been 
recently implemented in the University of Bristol, UK [64]. The movable aircraft model 
is 
suspended in a wind tunnel on a pendulum strut providing three angular and two 
trans- 
lational degrees of freedom (Fig. 2.6). The model is controlled remotely through control 
surface deflections rather than support motion that significantly extends the set of possible 
aircraft manoeuvers. 
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2.1.6 TsAGI forced oscillation test rig 
The whole set of experimental data which are used in this work for mathematical modelling 
has been obtained in the TsAGI low speed wind tunnel T-103 in 1999-2001. The wind tunnel 
has a closed circuit and elliptical open jet test section 2.3 x4 m2, the flow speed range is 
5= 70 m/s at continuous type operation. Dynamic tests are usually conducted at speeds of 
25 = 50 m/s that corresponds to Reynolds number Re 106 per meter. 
The forced oscillation rig OVP-102B is mounted on the rotating floor of the wind tunnel 
test section, which provides sideslip in the range -90° = 20°. The rig is used for static and 
dynamic tests with small and large amplitudes in pitch, yaw and roll. The frequency 
and amplitude of oscillations is in the ranges f=0.2 = 2.5 Hz, and DO = 0.5° . 26°, 
respectively. To produce yaw oscillations the model is mounted in the vertical plane with 
a 90° bank angle. The angle of attack, in this case, is changed using the rotating floor. 
Oscillatory motion of the model is excited by the oscillating vertical rod driven by an electric 
motor/gearbox unit placed on the rotating floor of the wind tunnel test section. 
The aerodynamic loads acting on the model are measured by the five component internal 
strain gauge balance placed on the sting tip, which is mounted on the vertical and L-shaped 
rotated struts of the rig. The sting has a very small thickness (0 33 mm) leaving a very 
small size for the docking adapter for the strain gage balance. The signals from the strain 
gauge balance are measured by a high speed analogue-to-digital converter and collected on 
a PC as time histories of aerodynamic loads, angles and wind tunnel flow parameters. 
After 
that the records are filtered and reduced to one period of oscillation. 
2.1.6.1 Configuration for small amplitude oscillations 
Small amplitude oscillations are used for extracting aircraft aerodynamic 
derivatives de- 
pending on the angle of attack and frequencies. The following derivatives and combinations 
can be obtained as a result of oscillations along the appropriate degree of 
freedom: 
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Pitch Yaw Roll 
CZ,,,, Cm" CYO cos a, CY. - CYO Cosa Cy., sin a, Cy, + Cy, sin a 
CZq + CZ«-CnO cos a, Cnr - C, ý)3 cos a C, Q sin a, 
C,,, 
p + 
Cß sin a 
C Ma- 
q+ 
Cm Cla cos a, Cl, -Cep cos a Cl. sin a, Cl, + Clß sin a 
Sketches of the rig configurations reproducing these degrees of freedom are shown in Fig. 2.7. 
The derivatives are extracted from the time histories of loads using the following linear 
regression model. For example, during small amplitude pitch oscillatory motion with mean 
angle of attack ao the aerodynamic force/moment coefficient may be presented as the 
following Taylor series expansion: 
ý2.1) C(t) = C(ao) + Ca(ao)a(t) + (C9(ao) + ca(ao))2V6z(t)) 
where a(t) and ä(t) are considered as independent values. Applying the regression tech- 
nique described in Appendix B one can estimate values of the regressors C, Ca and Cq + 
C& at each ao. 
During the test the dependence a(t) is measured by a sensor fitted between the vertical 
and L-shaped rotated struts. The signal cx(t) may be measured by a model sensor if it 
is available or obtained by means of differentiation of the a(t) dependance. Due to the 
presence of noise in the experimental records, direct differentiation using, for example, a 
finite difference algorithm will lead to incorrect results. To overcome this problem, the 
original signal is filtered by means of a low pass Butterworth digital filter. Zero phase 
shift is reached by applying the filter in forward and reverse directions. The order of the 
Butterworth filter and cut-off frequency are chosen as a result of signal spectrum analysis. 
After has been filtered the signal is differentiated using the polynomial of the best 
approximation. If z(t) = it(t) and u is the equally spaced vector ul, u2, ... 'UN with sample 




(3u2+1 + 10ui - 18ui-1 + 6ui-2 - Ui-3)- 
(2.2) 
This technique has been included in the ADDB toolset (see section 8.1.3) and applied to 
the experimental data processing. 
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2.1.6.2 The rig configuration for large amplitude oscillations 
The forced oscillations experimental setup configured for pitch motion is shown in Fig. 2.8(a). 
The angle of attack which is equal in this case to the pitch angle is assigned by means of 
the sting inclination, while the sideslip angle is set by a rotating floor. The aircraft model 
is installed in a horizontal flight with zero bank angle. 
In order to produce the large amplitude oscillations in yaw the model is rotated to 
90° in roll as shown in Fig. 2.8(b). The pitch angle in this case is set by rotation of the 
working section floor and deflection of the sting results in the yaw angle variation. If the 
floor rotation angle is 9 and the angle of the sting inclination is 0 then the angle of attack 
a and sideslip 0 are expressed as follows: 
tan a= tan 9/ cos zb 
sin, ß = cos 0 sin 0. 
(2.3) 




One can see that at higher angles of attack the amplitude of the sideslip variation is de- 
creasing at the same sting variation amplitude. The relation between pitch and yaw angles 
provided by the experimental setup during yaw motion and the model angle of attack and 
sideslip is shown in Fig. 2.9. 
During large amplitude oscillations in a roll a wing model is rotated about the axis 
coinciding with the sting axis as shown in Fig. 2.8(c). As in the case of yaw motion, pitch 
angle is set by rotating the flow. The rotation of the model for roll angle 
0 results in the 
development of a model sideslip angle. Due to the rig kinematics, a model angle of attack 
and sideslip are expressed as follows: 
tan a 
sin ,3 
tan 6 cos 
sin 0 sin 0. 
(2.5) 
For a not very large roll angle 0 these expressions can be presented in the simplified 
form: 
a= 0 (2.6) 
,ß= 
Osin B. 
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One can see that at a smaller angle of attack, the amplitude of the sideslip variation is 
decreasing at the same roll variation amplitude. The transformation of the pitch and roll 
angles produced by the experimental setup during roll motion to angle of attack and sideslip 
of the model is shown in Fig. 2.10. 
During the dynamic experiment, the internal strain gauge measures the total loads 
acting on the aircraft model namely: aerodynamic, centrifugal and inertial components. 
These signals are passed to a high speed 16 channel analogue-to-digital converter installed 
in the PC. The process is controlled by the data acquisition system based on LABVIEW. 
To separate pure aerodynamic components, the tests are conducted in two stages. At first 
the run without wind flow is executed during which centrifugal and inertial components are 
measured for the current model configuration, then a series of tests with wind is performed. 
After that pure aerodynamic loads are extracted using results of "wind on" and "wind off' 
runs. Finally, the signals are filtered using the low-pass Butterworth filter with zero phase 
lag and reduced to one period of oscillation. As a result of the signal processing, each run 
in dynamic mode is represented by a time history of pitch, yaw or roll angle (depending on 
the setup configuration), normal and side forces, pitch, roll and yaw moments. Timing is 
set to provide 128 samples per period of oscillation which is typically about 1 sec. Thus, 
this sampling results in time step At - 0.01 sec that is enough for typical flight dynamics 
applications. 
2.1.6.3 The rig configuration for static and slow sweep motion tests 
Static and slow sweep motion tests with constant angular rate in both directions can 
be also 
conducted on the dynamic rig. The rod driving the L-shaped rotated struts is replaced 
in 
this case with a special remotely controlled expanding rod. Model angle and total 
loads may 
be registered both during continuous slow (quasi-steady) angle variation and at specified 
fixed angles i. e. in statics. 
2.2 Typical results of the dynamic tests 
Five simple wings, namely, three 700 delta wings 
(two with rounded leading edges hav- 
ing c= 727 mm and 494 mm, and one with sharp leading edges 
having c= 494 mm), 
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one 65° delta wing (e = 437 mm) and one 60°-80° (c = 860 mm) double delta wing (see 
Fig. 2.11) have been tested in TsAGI within the joint programme with QinetiQ in 1999- 
2001 [56,55,52,53,51] The wings have been investigated using a wide range of pitch, 
roll and yaw motions including static tests, slow sweep motions, small and large amplitude 
oscillations, oscillatory-coning tests and pure plunging motions. These data were used for 
the investigation of high incidence flow properties and mathematical modelling but only 
results obtained for the 65° delta wing with central body are considered in detail in the 
thesis. However, comparative analysis of characteristic time functions and some results of 
the mathematical modelling for other delta wings are also discussed in order to complete 
the picture. 
2.2.1 Motion frequency/ amplitude effects 
Effects of the frequency/ amplitude of oscillations in the aerodynamic derivatives are directly 
connected with the internal dynamics of vortical flow. The static and dynamic aerodynamic 
derivatives obtained by a standard harmonic analysis of the experimentally measured aero- 
dynamic loads during small amplitude oscillations for the 65° and 70° delta wings are pre- 
sented in Fig. 2.12. One can see that due to frequency effects, these aerodynamic derivatives 
may change not only in magnitude but even in sign. Significant dependence in these aero- 
dynamic derivatives on the frequency of oscillations corresponds to the range of angles of 
attack and sideslip where vortex breakdown is present. 
The comparison of the static and the dynamic derivatives for the 70° delta wings with 
rounded and sharp leading edges given in Fig. 2.13 shows that the sharp leading edges 
which generate stronger vortices shift the start of the vortex breakdown to smaller angles 
of attack. 
2.2.2 Slow sweep motion 
Slow sweep motion with variations of the model attitudes over a wide range may be used to 
detect the critical states crossing, reflecting changes in the flow structure. 
These crossings 
are usually characterized by hysteresis loops in the dependencies of 
loads corresponding 
to slow forward and reversed attitude variations. This effect may 
be ascribed to delays 
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in vortex bursting/readjusting process that leads to some uncertainties in loads within the 
region of incidences where vortex breakdown takes place. Contrary to braking down vortical 
flow, the attached and fully separated flows are free from hysteresis type dependencies 
during slow sweep motion (see Fig. 2.14). This fact allows an approximate evaluation of 
the region in the plane of angles of attack and sideslip where the vortex burst points are 
above the wing. 
2.2.3 Large amplitude motion 
Oscillatory motions in pitch, roll and yaw covering the incidences with different flow struc- 
tures have been deeply investigated for all available delta wings. The aerodynamic loads 
acting on a wing undergoing large amplitude oscillations reveal complicated nonlinear be- 
haviour which can be ascribed both to the nonlinear static dependencies and the time lag 
effects. An example of aerodynamic responses during large amplitude oscillations in pitch 
at non zero sideslip 0= -10° is given in Fig. 2.15. At low reduced frequency cD = 0.0194 
the aerodynamic responses in the normal force coefficient CN and the pitching moment 
coefficient Cm bear a resemblance to the shape of the static dependencies while at higher 
frequencies w=0.0388,0.0466 they lose this memory i. e. the effect of dynamic straightening 
takes place. 
2.2.4 Free to roll motion 
With use of the "free to roll" experimental setup which is assembled on the base of the 
OVP-102B rig it is possible to investigate "Wing Rock" type motion [50]. A sketch of such a 
rig used in TsAGI [56] is shown in Fig. 2.16. A wing model is mounted on the tip of the 
fixed 
sting using a ball-bearing hinge providing free rotation in roll. The required angle of attack 
is set by the sting inclination angle (pitch angle). At a given angle of attack, various initial 
positions of roll deflection can be installed and fixed. After a model has been released 
by 
means of a remotely controlled lock, it either converges to a stable position or self-induced 
oscillations with a significant amplitude are developed. Under certain conditions, 
this one 
degree of freedom system can even demonstrate chaotic dynamics. 
Some experimental 
results obtained in TsAGI [51] for the 80°-60° double delta wing are presented 
in Figs. 2.17- 
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2.19. 
To investigate the dynamics of the system, let us consider a mathematical model of 
the experimental setup. It can be represented as a classical torsion pendulum where the 
elasticity is provided by an aerodynamic rolling moment. Thus the following equation for 
the roll angle 0 is valid: 
d20 pV 2Sbci 
dt2 21xx 
(2.7) 
Friction in the hinge is neglected here due to its minor effect. Using a conventional approach 
to aerodynamic loads modelling, the rolling moment coefficient is represented as a nonlinear 
function of the kinematic parameters: C1 = Due to the rig kinematics 
a= a(0) and 3= 0(0), therefore, C1 = Ci(q, c). Thus the system (2.7) belongs to the 
class of autonomous second order nonlinear differential equations. According to Cauchy's 
theorem concerns singular solutions this system cannot have crossing phase trajectories. 
Moreover, it cannot demonstrate chaotic behavior. 
Analysis of the experimental results presented in Figs. 2.17-2.19 leads to some conclu- 
sions about the system dynamics. For example, at 0= 300 there are three different attrac- 
tors which are reached by phase trajectories on the plane ý-0, with one of them being 
stable equilibrium. At 0= 350 and 9= 50° there are two and one attractors, respectively. 
In all cases the phase trajectories intersect each other and demonstrate irregular behavior 
within the regions of attractions. In some cases they even jump to adjacent attractors that 
makes this picture resemble the Lorenz's strange attractor. 
Such a behavior can be explained if we assume that we deal with q-0 projections of 
the phase trajectories of higher than a second order dynamic system. This means that a 
widely used representation of rolling moment coefficient in terms of aerodynamic derivatives 
becomes inconsistent as the second order system describes just rigid body dynamics while 
according to experimental results at least one additional dimension seems to exist. 
This 
internal dynamics of the system may be ascribed to processes taking place in vortical and/or 
separated flow at high incidences, which cannot be described by conventional representation 
of aerodynamic loads as the Taylor series expansion along kinematic parameters. 
That is 
why an adequate mathematical model of aerodynamic loads taking into account 
internal 




A brief review of the experimental rigs which are used in different research centres for wind 
tunnel dynamic tests has been presented to demonstrate the basic principles, objectives and 
capabilities of such an experiments. In spite of the variety of designs almost all of them are 
aimed at providing variation of at least one degree of freedom. The dynamic rigs may be 
divided into two main groups according to the type of operation. The first group includes 
the rigs providing predefined forced motion. 
Small amplitude forced oscillations are used to evaluate aerodynamic derivatives, which 
are very important for local stability analysis and control law design. At high angles of 
attack analysis of the dependence of the derivatives upon the frequency of oscillations pro- 
vides valuable information about changes of the flow structure and the dynamic properties 
of the flow readjustment processes. The time lags of aerodynamic loads with respect to the 
motion parameters may be evaluated using these frequency dependency. 
Large amplitude tests are indispensable for aerodynamic load analysis during manoeu- 
vers covering regions with different flow structures. These data are used for the identification 
of mathematical models of the aerodynamic characteristics which are necessary for global 
stability analysis, adequate simulation of aircraft dynamics at high incidence, planning of 
extreme manoeuvers like, for example, "Cobra" when the angle of attack varies from 0° up 
to 100° and backwards for several seconds. 
The second group includes rigs performing free motion or controlled by onboard effectors 
within constraints imposed by the rig. In this case some manoeuvers close to real flight 
conditions may be naturally reproduced. For example, rotary balance is usually used for 
the investigation of aerodynamic loads during intensive rotation at high angles of attack 
which is typical for spin. If a dynamically similar aircraft model is used in a vertical wind 
tunnel then due to the interaction between inertial (rigid body dynamics) and aerodynamic 
loads rotation can be developed at some conditions similar to real flight spin. 
Remotely 
controlled aerodynamic surfaces may be used in this case for perturbing the motion. 
"Free to roll" rigs are capable of reproducing "Wing Rock" type motion which is pecu- 
liar to practically all modern fighters at high angles of attack in subsonic 
flight. The "'Wing 
Rock" results in regular or chaotic oscillations in the lateral/ directional motion with sig- 
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nificant amplitude. A special case of "Wing Rock" is "Wing Drop" [3] motion, which is 
characterized by abrupt loss of lateral stability at relatively small angles of attack at tran- 
sonic speeds due to the asymmetrical development of local compression shocks. This "Wing 
Rock" is found to be due to the interaction of rigid body motion with vortices and sepa- 
ration processes having their own dynamics which is ignored in conventional aerodynamic 
models. 
It worth mentioning that "Wing Rock" is a striking but not the only possible example 
of "real life" flight dynamic problems which demonstrate the need for more sophisticated 
technique of aerodynamic modelling than the traditional one. Flight at high angles of 
attack with intensive manoeuvering is still a real challenge for adequate mathematical 
modelling. That is why numerous papers proposing different approaches to high incidence 
aerodynamics modelling have been published. There have been several techniques having 
merits and demerits proposed, but no one is still able to solve the problem [41,61]. Some 
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Figure 2.2: DRA's oscillatory rig. 
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Figure 2.5: ONERA's rotary balance. Figure 2.6: 
Pendulum Support Rig in the Uni- 
versity of Bristol. 
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Figure 2.7: Sketch of t li(, OV1'-lU2B esperiilwiltii1 i11) fot t, it (11. toll n11d Y; iýý <<: it II 
sumll n111p1itrtdes. 
Figure 2.8: Configurations ()[the forced uscillatiull rig 0V'P-10213 in cm«' of large ii1 i1 1itudr' louti()io 
ill pitch (L), ymv (1)) <u>d roll (c). 
Figure 2.9: Ibieniatics of the OVP-1(), 2B ex- Figure 2.10: 
Iiineniatics of the OVP-1U2B ex- 
p('riuicntal setatp iii aýw uwtioii. periiuental setrnp in roll uiotioii. 
2.3 Summary 23 
S=0,2mz 
b=0,611 m 
MAC = 0,437 m 
CG = 0,5 MAC 





MAC = 0,494 m 
CG =0,5 MAC 
f 





MAC = 0,850 m 
CG = 0,5 MAC 
Figure 2.11: Sketches of delta wings which have been investigated in TsAGh within the joint 
programme with QinetiQ [37]. 

































x= 700 rounded I. e. 
-ý- f=0.5Hz 














Figure 2.12: The 65° delta wing with center Figure 2.13: The 70° delta wings with sharp 
body. Derivatives of rolling moment coefficient and rounded leading edges. Derivatives of 
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rolling moment coefficient in yaw motion. 
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Figure 2.16: TsAGI free to roll motion exper- Figure 2.17: 1`lulti-attractor dynamic of the 
imental setup. free to roll system at 0= 30° (80°-60° double 
delta wing). 
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Figure 2.18: Multi-attractor dynamic of the Figure 2.19: Multi-attractor dynamic of the 
free to roll system at 0= 35° (80°-60° double free to roll system at 0= 50° (80°-60° double 
delta wing). delta wing). 
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Chapter 3 
Review of unsteady aerodynamic 
modelling approaches 
3.1 Aerodynamic derivative concept 
Unsteady aerodynamic loads acting on manoeuvering aircraft are usually presented in the 
form of aerodynamic derivatives. Many years experience demonstrates that this approach 
is rather accurate for different aircraft configurations at low angles of attack and relatively 
slow angular motion. The conventional description of aerodynamic loads is usually based 
on experimental data obtained in wind tunnels using facilities for static, forced oscillations 
and rotary balance tests [22,1]. In order to build an adequate mathematical model it is 
very important to properly combine all the available data for different flight regimes. A set 
of experimental facilities and computational methods have been developed to support this 
approach. To complement the experiment data, modern CFD methods are usually applied. 
In the general case unsteady aerodynamic loads are represented as functionals of kine- 
matic parameters and control deflections: CZ = CC (a, 0, p, q, r, cx, ý, Sj, M, Re, Sh, ... 
), where 
i= (L, D, Y, 1, m, n) - lift, drag, side forces and rolling, pitching, yawing moment coeffi- 
cients, M- Mach number, Re = pVl/µ - Reynolds number, Sh = 1/Vt - Strouhal number 
and ö- j-th control surface deflection. Assuming that the motion is an analytical function 
of time and aerodynamic reactions are also analytical functions of instant values of the 
state variables and their time derivatives, aerodynamic coefficients are expanded as Taylor 
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series with only the linear terms being considered. Thus, for example, the longitudinal 
aerodynamic coefficients (i = L, m) can be represented as follows: 
Ci = Ciaa+ 2V(Cigq+Ciad) +>Cibk6k. (3.1) k 
This representation of the aerodynamic coefficients is correct only when they can be 
presented by a linear function of angular rates. The effect of frequency and amplitude on 
the aerodynamic derivative is negligible as well. Such an approach is able to describe the 
aerodynamic loads rather accurately at relatively low incidences. 
This approach has been later adapted to high incidence regimes by means of introducing 
nonlinear dependencies on the angle of attack. The longitudinal aerodynamic coefficients 
in this case are represented as follows [46] : 
CL = CLo (a) + 2V 
CLq (a)q + CLse 
l 
(a)Se, i + CLde 
T 
(a)Se 
r (3. _) 
Cm = Cmo W+ 2V 
Cmq (a) q+ Cmse 1 
(a)be l+ Cmöe r 
(a)6, 
T. 
where CLo and CO mare the static dependencies of normal 
force and pitch moment coeffi- 
cients. 
Intensive rotation at high angles of attack considerably influences the vortical and sep- 
arated flow structure which results in a nonlinear dependency of aerodynamic coefficients 
on the coning rate. In this case, in particular, during spin or stall motion, the body-axis 
force and moment coefficients can be represented as functions of the wind-body angular 
velocity components, and results of rotary balance tests are directly taken into account. 
The following example, borrowed from [35], demonstrates this representation in case when 
disturbances of the pure conical motion are small: 
P' bV7 S1 +Cigw 2j% + Cif 2j% + Cirw 2V + ciQ 
ýV 
Ci = CiRB a, N 'Z 
((ýý r (3.3) 
= CiRB 
(a) 
N7w7 S) +r \Cigw + Ciä/ cos 
ß) 2V + (Cirw - CZQý 2V 
gwsP cr Cia 2V cos 
+ C'i 2V 




(p cos a+ r sin a) cos /3 +g sin, ß 
=- (p cos a+ r sin a) sin ,ß+g cos ,ß 
=r cos a-p sin a 
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define both the unsteadiness and spirality of motion: (q21-g213 q, cos /3, -r,, +7"zS 
The values of q,,,, s,, rz19P are 
the wind-body angular rates in steady state spiral motion and 
their nondimensional values are usually very small. 
The aerodynamic derivative concept has been using for the representation of aerody- 
namic loads in the equations of motion since the infancy of aviation. It gives good results 
for conventional aircraft at relatively low incidences but this approach can not be already 
adequate for high angles of attack conditions in the presence of flow separation and vortex 
breakdown. The unsteady aerodynamic derivatives in such conditions depends both on 
the amplitude and on the frequency of oscillations and, therefore, can not be implemented 
for simulation in a time domain. Some theoretical and practical failings of the aerody- 
namic derivative concept have been also observed in [42]. In particular, it has been shown 
that normally neglected angular acceleration effects can be significant for combat aircraft. 
Nevertheless, the conventional concept is still used in flight dynamics because more ade- 
quate alternative methods are now only under construction and are yet unable to satisfy 
all practical requirements. 
3.2 Linear indicial functions 
A fundamental study of the unsteady lift on an aerofoil due to abrupt changes in the angle 
of attack was made by Wagner [90]. The work was extended by Theodorsen who calculated 
the forces and moments acting on an oscillating aerofoil. Their works made in the 1920s- 
1930s became classical ones. They have been described in detail in numerous textbooks on 
aerodynamics [14,13]. 
The indicial approach is based on the concept that a characteristic variable 
f (t), which 
describes the state of the flow can be linearized with respect to its 
boundary condition E(t) 
if the variation of f (t) is a smooth function of E(t). In this case 
f (t) can be represented as 
the Taylor series expansion about some value of E= Eo: 
f (t) =f (0) + DE 
E 
1E-EO + ... 
(3.4) 
09 
If f (0) is zero then 
f (t) = AE 
ý IE-EO (3.5) 
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This approximation becomes more accurate at DE -* 0 and is exact when f (t) is a linear 
function of E(t). If the response 
WE depends only on the elapsed time as in the case of 





dTf It - 
T)d-r, (3.6) 
0 
where f (t) _ E=Eo is the so called "indicial function". If f (t) is known from some 
computation or experiment then Eq. 3.6 defines the value of f (t) for any schedule of the 
boundary condition function E(t). 
Following the above mentioned concept, aerodynamic characteristics can be formulated 
as [59] 
t 






where a= (X, Y, Z, 1, m, n), ý is a vector of aircraft state variables, Ca, - the indicial 
function that can be defined as a transient aerodynamic reaction to a step change in the 
angle of attack. 
In [58] the indicial functions have been identified by means of a procedure, which con- 
sists of a combination of the stepwise regression and the maximum likelihood methods. 
The identification scheme was applied to wind tunnel oscillatory data in pitch for a tail- 
less aircraft and the F-16XL aircraft. Aerodynamic model equations for the longitudinal 
motion of an aircraft with a horizontal tail were developed in [57] using linear indicial func- 
tions. These functions represent responses in the lift for a wing and tail alone and also the 
interference between these surfaces. 
The power of linear indicial theory is in the fact that if a system can be approximated 
by a linear time-invariant system then knowledge of only indicial functions of this system 
makes possible to determine its response to any arbitrary variation of boundary conditions 
(or forcing function). This leads to a significant reduction of computations. Furthermore, 
in [62] it has been shown that if the indicial function can be approximated by exponential 
fits than the problem of unsteady aerodynamic prediction is reduced to solving a system 
of inhomogeneous first order ordinary differential equations. The shortcoming of the linear 
indicial theory is that it is valid at small perturbations and away from points where the flow 
structure is changed. Moreover, the aerodynamic model being used together with the flight 
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dynamic equations leads to an integro-differential system describing the aircraft motion, 
which is not convenient for classical methods of analysis. 
3.3 Nonlinear indicial functions 
The nonlinear approach for aerodynamic modelling was formulated by Tobak and his col- 
leagues in [85] and has been under development since the 1980s [83]. The linear indicial 
response method was modified by introducing the concept of a nonlinear indicial response 
and a generalized superposition integral, which is a generalization of the linear convolution 
model (Duhamel convolution integral). The indicial response f is now taken to be a func- 
tional f (E(ý), t, T), where E(ý) denotes the dependence on the entire motion history. Thus, 
Eq. (3.6) is transformed to the following form: 
t 
.f 
(t) =f (t, E(0)) +J dT. f (E(ý)t, -r)d-r. (3.8) 
0 
In this formulation the nonlinear indicial function f (E(ý), t, 'r) is defined as the following 
derivative [78] : 
f (E(ý), t, T) = lim 
Of (t) 
= lim 
[f(e(e) + H(- T)DE) - 3.9) DE- O DE DE J 
where the step in boundary condition DE is applied at time t=T and H is the Heaviside 
step function. 
Thus, linear (3.6) and nonlinear (3.8) indicial approaches have fundamental distinctions. 
The nonlinear indicial function f (E(ý), t, T) has a separate dependence on t and T and also 
depends on E(ý) rather than linear function which depends only on elapsed time t-T. 
This signifies that the nonlinear indicial function can depend on all the past history of the 
boundary conditions (memory effect). 
In practice, in place of f might usually be aerodynamic loads CL, Cm, ... while the 
boundary conditions E(t) might be angle of attack, aeroelastic model amplitude, etc. When 
angle of attack is treated as a boundary condition it is possible to describe a full dependence 
of CL, Cm, ... 
by means of Eq. (3.8) for any arbitrary schedule of cr(t). It is worth mentioning 
that this approach is not valid for bifurcation points where the function is not differentiable 
according to Eq. (3.9). 
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In order to get round this problem the theory was modified by Tobak [84]. Bifurcation 
points are considered as discrete points during the aircraft motion at which differentiability 
is lost. Due to the loss of stability at these points the solution is changing to a new stable 
equilibrium. If the jump to a new equilibrium occurs in time To, then the integral in (3.8) 
is split as follows: 
fM=f (t, E(0)) + 
To 
dc 
f ýE(ý), t'T) + Of (t, E(TO)) +t 
cf 




where Af (t, E(ro)) =f (E(ý), t, To + ST) -f (E(ý), t, To - ST) at Sr -+ 0. This representation 
permits the critical states like bifurcation transitions in static hysteresis to be taken into 
account. To substantiate the approach, it was shown that it can be derived directly from 
the Navier-Stokes equations [89]. 
The nonlinear indicial response theory supposes that the indicial functions should be 
obtained from numerical computations, experimental tests or by analytical means. A non- 
linear indicial response model of the lift coefficient in the case of 1-DOF pitch motion was 
developed by Reisenthel [78]. The model was based on functional interpolation of the pa- 
rameterized responses. In this work Eq. (3.8) for the lift coefficient was reduced to the 
following form: 
CL(t) = CL(O) +t 




[S' ]T is the local approximation of the indicial function around a= am (-r), where 
am (t) is the reference motion, which was used to determine the indicial response. In this 
]k 
case time partition [tk_1 i tk) 
is assigned one representative indicial function 
[S 
.A 
finite number of indicial responses was determined in nodes during the aircraft motion 
trajectory am (t). To determine indicial function at every time instant -r, zero-order, 
linear, 
quadratic and spline interpolation schemes were considered. In general, all the considered 
schemes can be expressed as 
JCL 
= 
1: ýE dpnk(T) 
Sý Ln 




p T k-1 p=1 n=1 
(3.12) 
The development, testing and validation of the nonlinear indicial prediction model re- 
quire a large amount of unsteady aerodynamic data. Up to that time only a 
limited number 
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of experimental investigations were performed. These data unfortunately are not sufficient 
for generating the required indicial functions and/or critical state responses. Therefore; to 
calculate indicial functions Reisenthel used the state-space mathematical model which was 
developed by Goman and Khrabrov [31]. 
In [48], the Taylor series expansion was applied to approximate the indicial function for 
a thin aerofoil. Away from the bifurcation points, the indicial function was expressed about 
zero angle of attack as follows: 
CL, [a(ý), t- T] , CLa ýa(T)7 t- T] = CLa (0, oo) + 0.5 
02 
7 CL', (0, oo)a2(T)- (3.13) 
- Fo(0, t-T)-0.5F2(0, t-7-)a2(T)+..., 
In order to calculate FO and F2 the Jones' [27] approximation was used: 
FO ale-a2T1 + (R- - al)e-a3T1 
F2 -- bi (1 - e-b2T1)e-b3T1 
(3.14) 
where Ti =t-T. Coefficients ai and bi were defined by fitting experimental (numerically 
calculated in this paper) data. 
It was shown that if a serial expansion approximation of the indicial response is given 
then the generalized superposition integral can be approximated by an asymptotic expan- 
sion, valid for sufficiently slow motions. Finally, a representation for the lift response to an 
arbitrary motion is given by the equation 
CL = CL ama(t) + CL« (0, oo)a(t) + CL««« 
a- + 
00 
ö (In+i (0) [ dt (t)] - In+i (t) 
[(0)]) + (3.15) 
00 




n(t)l - Jn+i (t) 
f dndt2) 
/ 
where CL am is an apparent mass term which/ accounts 
for the noncirculatory part of the 
lift response, In = Ion and Jn = I2n, 
Iin(t) =f 
ntimes 
f Fi(Ti)dTi... d-riIT1=t. 
In [44], Jenkins and Hsia used experimental data for the 65° delta wing, which was forced 
harmonically in roll to determine the indicial functions. This interpretation of the nonlinear 
indicial response approach resulted in a reasonable practically realizable technique, which 
is valid for sufficiently slow motion. For harmonic motion this series representation 
diverges 
for frequencies greater then the slowest varying exponential involved in the corresponding 
indicial function. 
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3.4 Fourier functional analysis 
One more simplification of the nonlinear indicial function approach was proposed in [15]. 
The Fourier transformation is used to relate the aerodynamic response to a step change 
in angle of attack of a wing with aerodynamic loads obtained in large-amplitude forced 
oscillations at high angles of attack with different frequencies. 
As shown in [85] unsteady aerodynamic lift for arbitrary planar motion can be presented 
as the following integral: 
t tf 
cLýt) = CL(0) +f CL, t, -F] 
ýad-r 
+ 
V. J cLq [a(ý), q(ý), t, T] ýqdT, 00 
where ýE [0, T] . 
To be used in practice, the integrals in Eq. (3.16) need to be simplified. Assuming that a 
and q are analytical functions in the vicinity of ý_ -r they are expanded in the Taylor series 
at ý=T with only zero and first order terms being considered. For further simplification 
the indicial response is considered as a function of the elapsed time t- T. Furthermore, 
when in wind tunnel testing the pitch axis coincides with the center of gravity, the q effect 
cannot be separated from the ä effect. That is why ä is used instead of q. The effect of ä 
is included in the response without lag like the apparent mass effect in 2D incompressible 
flow. Thus (3.16) is reduced to 
t 





CLq[t-T, a(T), &(T))]d6dT, 
where CLzcr includes the effect of apparent mass, which does not depend on the past history 
of motion [13] and, therefore, was moved out from the time integral. 
The main problem in calculation of the integrals in Eq. (3.17) is to find a form of 
the analytical representation of the indicial responses CL« and CLq and relate them to 
responses in the forced oscillation tests. In the frame of linear theory of 2D incompressible 
flow Theodorsen (see [14]) found that the unsteady lift of a slender aerofoil undergoing small 
amplitude oscillatory motion can be presented as a sum of two parts: non-circulation and 
circulation lifts. The last component is presented as a product of amplitude 
A(a, ä) and 
phase cD(k) functions. The amplitude function depends only on a and cx while the phase 
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function defines lag between response and excitation and depends only on the reduced 
frequency k. It is the phase function which considers the past history of the motion. 
CL = CLo + Cl{Ellcxl + E2iäi +A(a, ä)(D(k)}. 
noncirculation lift circulation lift 
(3.18) 
For large amplitude oscillations Eq. (3.18) is unable to describe the nonlinear behaviour 
of the response because of dynamic effects in the flow structure changing. These effects can 
be considered by introducing high order terms of the same structure as in the linear case: 
M 
CL = CLo +E Aj(ce, a)(Dj(k). (3.19) 
j=1 
Taking into account Eq. (3.18) and (3.19) Lan suggested the following approximation for 
response due to large amplitude motion: 
CL=Ao(k)+ 
Mj 




where PDT - 2nd order Pade approximation, äj = ikAaje-ijkt and dj = -k20aje-ijkt. 
Equation (3.20) is the general form of the nonlinear unsteady lift model. It interpolates 
a set of experimental relations during large amplitude oscillatory motion with different fre- 
quencies. At M=1, Eq. (3.20) reduces to the classical dependence, and each parameter of 
this dependence can be expressed analytically, but high order terms are semi-empirical ap- 
proximations. To determine the amplitude and phase functions, Fourier functional analysis 
is used. The motion is considered to be harmonic oscillations. Then, using complex nota- 
tion, experimentally measured responses to the variation of a() = Acxeikt are presented by 
the Fourier series 
(3.21) CL(t) = Ao + r(Aj - iBj)eijkt) 
which coefficients are related to those in (3.20) by means of some kind of regression tech- 
nique. 
For the case of arbitrary motion, Lan obtains the following representation 
for the re- 
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sponse in the time domain: 
MM 





a1j e-a3j (f-7-) - a2j e-a4j 
(t-T) ) ýc dT+ 
j 
ýCjýdAdä' ä) (1 - al j e-agj a2 j e-a4j (T-7-) ) 
ýa dT, 
j 
where A(a, ä) =1 
(H(m+l), 




Ca, =ME (alkeq(TI a=ao) + ao) - the contribution of the zero term Ao(k) of the Fourier 
m=1 
expansion. Thus, in this representation a nonlinear response to large amplitude motion is 
fully determined by a set of constant coefficients E2j and Hzj. 
Since the amplitude functions are determined in the frequency domain using complex 
algebra, an arbitrary motion is locally represented by a cosine function al (T) = ao + 
Aa cos(kegT + Oeq) at any time, where a1 describes an arbitrary motion, ao and Da - the 
mean angle and amplitude of the oscillations that were used for the determination of the 
unknown model parameters. Having calculated the equivalent frequency keg and the phase 
Oeq the lift response to arbitrary motion can be calculated using Eq. (3.22). 
This approach was applied in [45] for the representation of the drag, lift and pitch 
moment coefficients of the F-18 aircraft. Also, the method was utilized in [5] for the 
representation of unsteady lift of a 70° delta wing. The results demonstrate that this method 
is capable of modelling nonlinear responses with a large hysteresis effect. Aerodynamic 
models identified using the large amplitude oscillation test data predict rather well the 
responses to small amplitude oscillations and to a ramp-type motion. 
The nonlinear indicial response method is the most rigorous approach to unsteady aero- 
dynamic modelling. However, in practical applications it presents a considerable challenge 
because special experimental or theoretical techniques for determining the nonlinear indi- 
cial responses are required. Analysis of existing works in this area reveals that numerous 
simplifying assumptions are made that lead to the lack of accuracy and reduce the scope of 
applicability of such models. The final flight dynamics model is formulated in the class of 
integro-differential equations, which leads to significant complications in the motion simu- 
lation, stability analysis and control law design. This fact really limits the applicability of 
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the approach only on calculation of responses to predefined incidence variation. 
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In [77,69] the Volterra theory of nonlinear systems was applied to describe unsteady aero- 
dynamic effects. The theory asserts that a time invariant nonlinear system can be modelled 
as an infinite sum of multidimensional convolution integrals. Let y(t) be the output (re- 
sponse) of the system to input x(t). Then the Volterra series expansion of y(t) with respect 
to x(t) is given by 
t 00 f 
tf 
yýt) =EJ... J K7Z(t - Tl, ..., 







where KK,, is the n-th order Volterra kernel. The Volterra series approach provides a math- 
ematically rigorous approximation technique to describe nonlinear systems but known at- 
tempts of practical application faced the challenge of kernel identification. 
Some progress in kernel identification using experimental data was achieved in [69] where 
a Neural Network model equivalent to a discrete time Volterra series truncated to 2nd order 
was used. In [77] the unknown kernels were expanded using some known basis function set 












The unknown coefficients c(n) of the basis function were identified then using multiple time 
histories {x(t), y(t)} describing the system behavior. 
This method was used to identify the first and second order Volterra kernels for the 
aerodynamic loads acting on a wing during pitch oscillations. A set of functions consisting 
of nine decaying exponentials was considered as the base functions for the first order kernel. 
For the two-dimensional kernel this set was extended to a 10 x 10 matrix. Identification of 
the higher order terms presents too many difficulties and seems unlikely to be achieved in 
practice. 
The fact that the identification procedure was developed only for kernels up to the 
second order restricts possible applications only to systems with weak nonlinearities. 
Similar 
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to the indicial functions approach, the Volterra series aerodynamic model having been 
coupled with equations of motion will result in an integro-differential system, which is 
extremely complicated for analysis. 
3.6 State-space representation 
The approximate approach based on the application of nonlinear dynamic systems for 
unsteady aerodynamic modelling at high angles of attack was proposed in [39,31]. In order 
to describe the dynamic flow effects affecting the integrated aerodynamic loads internal 
state variables are introduced. The behaviour of these variables is governed by a nonlinear 
dynamic system, which is designed in such a way to reproduce the physical properties of 
the flow. In some cases, a physical meaning is ascribed to the state vector, for example, 
the coordinate of the vortex burst point or flow separation point. It was shown that their 
positions during changing of incidence can be described rather accurately by a first order 
differential equation. 
The state-space approach postulates [39,31] that in general case the internal flow dy- 
namics can be approximated by the following n-dimensional system: 
g(X, ý, ý), dt = 
(3.25) 
where the vector xE R' describes the state of separated and vortex flow about an aircraft 
and the vector ý= (ca, ß, p, q, r, 8)T is composed of the aircraft motion kinematical parame- 
ters and aerodynamic controls. The aerodynamic coefficients C= (CX, Cy, CZ, C1, Cm, Cn)T 
depend not only on the aircraft motion parameters ý, ý but also on the internal state vari- 
ables x: 
C= f(x, e, ý). (3.26) 
The state-space representation (3.25) - (3.26) is more appropriate for flight dynamics 
problems since it retains the state-space form of the aircraft motion equations. There is 
only an increase in dimension of the mathematical model, while the possibility of numerical 
simulation and stability analysis by means of classical methods is retained contrary to the 
case of the indicial functions approach, which results in the equations of motion being 
represented by a set of integro-differential equations. The state-space representation can 
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naturally model bifurcations [4] in flow equilibrium states for outlining the static hysteresis, 
model self oscillation flow regimes, involve different physical considerations like interference 
effects between different aerodynamic surfaces [54], etc. 
The determination of the system (3.25) structure and the definition of the aerodynamic 
coefficients representation (3.26) presents a serious challenge. But it is possible to take into 
account experimentally observed flow dynamics processes, qualitative solutions resulting 
from simple analytical models, etc. For example, analysis of the vortex breakdown point 
behaviour above the triangular wing, visualized in a water tunnel, showed that vortex 
breakdown dynamics can be described by a very simple first order linear differential equation 
[391. A similar model can be applied to the process of trailing edge flow separation above 
an aerofoil and a large aspect ratio wing. 
Recently a number of works utilizing modifications of the state-space approach for high 
incidence unsteady aerodynamics modelling has been published. Thus in [31,32,33], the 
simple form for the mathematical model (3.25) - (3.26) implementation was proposed. Since 
two vortices arising on the apex of a highly swept delta wing dominate in aerodynamic load 
formation, the coordinates XL and XR of vortex breakdown points were considered as state 
variables. In the case of symmetrical flow structure, the vortices burst position is described 
by a single coordinate x which is governed by the first order linear differential equation 
Tlx+x=xp((k-TZCY)ý (3.27) 
where the nonlinear function x0 is a static position of vortex breakdown that depends on 
the angle of attack, parameters 'Ti and T2 are characteristic time constants. These constants 
may be different for different flow structures, therefore, they can be functions of the angle 
of attack a. 
The general representation for the normal force coefficient (3.26) (here q due to 
dynamic rig kinematics) is simplified supposing that dependency on the internal variable x 
can be separated by introducing the normalized weight function 0< g(x) < 1: 
CN = 
(CN1(a)+ 
VCNg14) 9(x) + 
(CNO(a)+ 
VCNgoq) 
(1 - 9(x)), (3.28) 
where the functions Carl (a), Caro (a) are analogues to static dependencies of the normal 
force coefficient for fixed flow structures corresponding to x=1 (unburst vortex flow) and 
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x=0 (fully separated flow), respectively. The unknown model parameters were identified 
using small and large amplitude oscillation experimental data for the 70° delta wing. Rather 
accurate prediction of the aerodynamic derivatives as well as responses to small and large 
amplitude variations of angle of attack was reached. 
In [8,4] linear equation (3.27) was extended to the third order polynomial form 
dx 
dt = 
kp + k1(a)x + k2(a)x2 + k3((x)x3 (3.29) 
that introduced a capability to model static hysteresis typical for many separated flows. It 
is seen that using the Nth order polynomial as the right hand side function results in the 
possibility of multiple (up to N) equilibrium points at each angle of attack. A technique 
capable of building the right hand side function, which reproduces the experimental static 
dependence was proposed. The model was verified using large amplitude oscillatory data for 
a high aspect ratio wing with NACA-0018 aerofoil. It was assumed that the flow separation 
starts from the trailing edge and extends to the leading edge with an increase in the angle 
of attack. The state variable x was considered as the position of the upper boundary of 
the separated flow region. The results of simulation demonstrated good agreement with 
experimental data both in static and in dynamic conditions. 
In [23], Fan and Lutze used the following first order equation in order to describe the 
dynamics of the flow separation point: 
Tld +x =xo(a-T2d -TSg(a-a*)), 
(3.30) 
where xo(a) =1+ 
eO' a-a*) 
is the approximation of the static dependence of the flow 
separation or vortex breakdown position on the angle of attack, and parameter a 
is used to 
vary the shape of xO. Contrary to Eq. (3.27), the additional term T3q(a - a*) 
is included to 
take into account the effect of pitch up (down) rate, which causes the 
local angles of attack 
to increase (decrease) along the chord. The lift coefficient is presented as the 
Taylor series 
expansion with respect to the kinematic parameters: 
8CL aCL 1 [a2cL 2 a2CL 2 
aCL 
3.31 CL (x, a, q) = CLo + öa a+ äq q+2 aa2 
a+ öq2 q+2 äaäq aq 
+ ... 
() 
For a full aircraft configuration consisting of different elements which generate 
both 
vortical (highly swept strakes, fore-bodies, leading-edge wing extensions) and separated 
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(moderately swept wings and tail surfaces) flow fields, the model was extended to take into 
account interaction between these two flow types [24,25]: 
Tx1dx dt +x= xo(a - Tx2ck) 
Ty1 
d+ 
Yy= µx+(1 - µ)Yo(a - ry2&) , ýý 




(x, ýJ) a2 + CL49 ýxý y)q2 + 2CLae (x, y)aq] . 
ýý. ýýý 
The mathematical model (3.30)-(3.31) was identified using experimental data for a 
NACA-0015 aerofoil pitching up at a constant rate and for the 70° delta wing in sinu- 
soidal pitch oscillation. The model (3.32) for the F-18 aircraft was identified using constant 
rate pitch up and down experimental dependencies. The results of the modelling presented 
in [23,24,25] show that these models are able to predict aerodynamic responses with a 
rather good accuracy but it seems that the experimental data set consisting of a few re- 
sponses for each model was used for identification therefore it is difficult to appreciate the 
quality of modelling at more extensive ranges of manoeuvers. 
In [80] the state-space model was applied for identification of the lateral-directional 
behavior of the C-160 aircraft from the flight test data at stall and post-stall regimes. 
Nonlinear behaviour of the lift and drag coefficients was approximated using Kirchhoff's 
theory of flow separation: 
CL = CL« [(1 + V/'x-)/2]2 sin a 
A CD = CLa [(1 - \)/2]2 sin a tan a. 
(3.33) 






xo(a - T2CY) 
ý [1 - tanh(u(a - a*))] 
(3.34) 
Here the parameters have the same sense as in (3.30). The asymmetry of flow separation 
on two wing panels was accounted in the model as follows: 
C1 = C10 + C1ßß + Cipp + C1r + Clbrör + Clöaba + 
2b (CNL - CNR) (3.35) 
Cn = Cno + Cnßß + Cnpp + Cnrr + Cnörar + Cnöa5a + 2b (CCL - CcR) 
The results demonstrated that the model (3.35) was able to identify the 
longitudinal and 
lateral dynamics in stall. 
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3.7 Discussion 
The state-space approach was recently evaluated by a number of researchers and was suc- 
cessfully applied to some practical flight dynamics problems. It was confirmed that the 
application of dynamic systems provides a rather simple and accurate tool for the time do- 
main modelling and prediction of arbitrary aerodynamic responses at high angles of attack 
conditions with flow separation and vortex breakdown. 
For the identification of unsteady aerodynamic models at high angles of attack a large 
amount of experimental data covering the whole range of possible aircraft manoeuvers is 
required. Such data is available now both for simple configurations such as delta wings and 
for full aircraft configurations. Using this data a number of unsteady aerodynamic models 
have been developed applying variations of these technique. 
The main problem in the implementation of the nonlinear dynamic system method is 
caused by an uncertainty of dynamical model structure, the dimension of the internal state 
vector and a nonlinear transformation for the aerodynamic coefficients. An other problem 
arises in case of complex configurations when a lot of separation zones and vortices exist. 
To describe complex dynamics of such a hybrid flow, the state vector of higher dimension 
is required. Moreover, nowadays it is not clear how to describe the interaction between 
these components. Physical analysis sometimes can significantly help to select dominating 
components and simplifying factors. Ascribing a meaningful sense to the state variables 
is simultaneously a merit and a demerit of this approach because it requires 
"low-level" 
consideration. It can help in relatively simple cases and overload the system 
in the case 
of complex configurations. Thus, in the case of delta wing non-planar motion at 
least two 
state variables are required for the description of the breakdown 
dynamics of two vortices 
that results in additional difficulties in the model parameter 
/structure identification. Some- 
times it is better to decompose total aerodynamic loads into several parts with different 
characteristic times [71,8] of flow adjustment, for example, 
loads generated by unburst 
vortex flow and loads generated by vortex breakdown processes, which can 
be described by 
a differential equation. 
The method, which takes into account flow dynamic properties 
dealing with "higher" 
level effects such as integral loads is considered in this thesis as a 
baseline for aerodynamic 
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modelling. On the basis of physical consideration, the aerodynamic loads are assumed to 
be partitioned into components having different dynamic properties and consequently dif- 
ferent characteristic time constants. These components result from different flow structures 
contribution to the entire loads, for example, attached, separated, attached vortical flow or 
flow with partially broken vortices. To describe their dynamics, nonlinear differential equa- 
tions which are able to reproduce both "weak" and "strong" nonlinearities and bifurcation 
points crossing are used. The general form of this approach and identification procedure 
is considered in Chapter 4. Its practical applications are discussed in Chapter 5 for the 
case of weak nonlinearities and in Chapter 6 for the case when static hysteresis exists. The 
validity of the proposed approach is verified by comparison with the experimental data. 
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Chapter 4 
Modelling of high incidence 
aerodynamic loads using dynamic 
systems 
Aerodynamic forces and moments acting on an aircraft at high angles of attack and at 
high angular rates due to vortical and separated flow adjustment processes depend on all 
motion history. Vortical and separated flow, rearranging during the motion, interacts with 
the aircraft that results in complicated flow dynamics and consequently in vagueness in the 
aerodynamic loads. The frequency and amplitude dependence of the aerodynamic deriva- 
tives also result from the internal vortical flow dynamics. Analysis of experimental data 
shows that the dynamic effects due to vortical flow adjustment processes are significant in 
the frequency range of aircraft rigid body dynamics. Under these conditions, the conven- 
tional representation dealing with the instantaneous values of the state variables becomes 
invalid. That is why the representation of the aerodynamic loads model by means of the 
dynamic system has been found more appropriate in the presence of vortex breakdown 
processes. Moreover, dynamic representation of the aerodynamic model is very suitable for 
aircraft dynamics simulation and stability analysis. 
This chapter is devoted to the problem of mathematical modelling of aerodynamic 
characteristics at vortical and separated flow conditions. The model structure, the method 
of identification of the characteristic time constants and other unknown parameters are 
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suggested. To verify the approach, mathematical models of aerodynamic force and moment 
coefficients are developed and discussed in the subsequent chapters. Comparisons of the 
experimental data and the results of simulation both for the longitudinal and lateral motion 
are then presented to demonstrate the models' capabilities. 
4.1 Aerodynamic loads partitioning 
The influence of oscillation frequency and amplitude on aerodynamic derivatives is directly 
related to the internal dynamics of vortical flow. The example of the "in-phase" and "out-of- 
phase" aerodynamic derivatives for the 65° delta wing with central body is given in Fig. 4.1. 
These derivatives were obtained using experimental data in pitch oscillations with different 
frequencies and amplitude DO = 3°. One can see a strong dependence of aerodynamic 
derivatives on the frequency resulting even in a change of their sign. This effect usually 
occurs in the region of angles of attack and sideslip where the process of vortex breakdown 
takes place. 
In order to estimate the influence of dynamic flow properties on resulting aerodynamic 
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Figure 4.1: Example of aerodynamic derivatives obtained 
from small amplitude pitch oscillations. 
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loads one looks at Fig. 4.2. There is the experimental dependence of the normal force coef- 
ficient CN on the angle of attack along with the static dependencies of CN calculated using 
different approximate techniques. The attached flow model (the vortex lattice method) 
was used to obtain the first dependence, which characterizes the normal force that would 
be present if the flow was fully attached. The second dependence would take place in the 
unburst vortical flow according to Polhamus vortex suction analogy theory [76]. The third 
dependence was computed using a conical approximation of the Kirchhoff model with the 
region of constant pressure above the wing. It would be in the fully stalled flow. 
The vortices generated by a delta wing leading edge produce the increment ACN,, in the 
normal force in comparison with the attached flow model (case 1). The vortex breakdown 
processes, which start at approximately 30° results in the normal force decrement ACN,, b 
in comparison with the unburst vortical flow. Finally, when the vortices are fully broken 
(at oz > 45°) the aerodynamic loads tend to the fully stalled case (3). This simple model 
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sheds light on a character of the aerodynamic loads variation due to flow structure change. 
Since the flow separation and vortex breakdown processes result in considerable delays in 
flow structure adjustment, unsteady aerodynamic derivatives are strongly nonlinear and 
depend on the frequency and amplitude of the oscillations. Relatively low dynamics of the 
vortices burst points lead to the time delay in the change of the aerodynamic loads. That 
is why the contribution of the vortex breakdown process to the total force/moments has 
to be described by a dynamic system which reflects the characteristic times of the flow 
adjustment processes. 
Internal dynamics of the vortical flow can be described without consideration of the 
internal variable x with a definite physical meaning like the coordinate of vortex burst or 
the flow separation [31]. To do this, the total aerodynamic load is partitioned into several 
components resulting from different flow structures, and the assumption that the resulting 
load is a superposition of these components is made. It is known that the adjustment 
processes in different flow structures have different time scales, for example, the dynamics 
of vortex breakdown is much slower than the dynamics of unburst vortical flow or vortex- 
free attached flow. Taking into account these facts the following empirical model structure 
is postulated in the thesis: a total aerodynamic load can be represented as the sum of the 
"fast" and "slow" components, namely, the component for the attached vortical flow and the 
component describing the vortex breakdown dynamics, respectively. The first one is treated 
as an inertialess component while the second one is dynamic. All unsteady and nonlinear 
behaviour is amassed in variation of the dynamic component Cdyn. Thus, for example, in 
the case of longitudinal motion the force/moment coefficients can be represented by the 
following equation: 
C(t) =Catt(a, ýý+C&ate(a, 0)2Va+Cdyný4.1ý 
where Catt (a, , ß) is the force coefficient which would 
be in the case of unburst vortical flow, 
Caatt (a) is the complex of unsteady aerodynamic derivatives. 
To describe the behaviour of the dynamic component, which is the result of vortex 
breakdown processes, the following nonlinear dynamic equation is used: 
(1.2) dCdyn 
_ 
2V E ki (AC(a, ý) - Cdyn)Z dt c i=o 
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where OC(a, 0) = C9t(ce, 13) - Ca, tt(ct, 13), ki are coefficients of the expansion and n is the 
number of terms in the right hand side polynomial function. Typical dependencies of the 
mathematical model components as well as the experimental and simulated responses are 
shown in Fig. 4.3. 
Static dependence of the force/moment coefficient is measured during the experiment, 
the unburst vortical flow component Ca (cx, ß) can he calculated using numerical meth- 
ods such as the vortex lattice, the Polhamus vortex suction analogy method or it can he 
parameterized and identified as in [33]. This dependence is the analogy of the envelope 
function, which was used in [33] to represent the normal force coefficient value at x=1 
corresponding to the attached vortical flow conditions. 
If we consider only the first term in (4.2) we will have the same equation as was used 
in [39,31,321 to describe the behaviour of the internal variable x. The additional second 
and third terms allow the modelling equation to take into account the nonlinear effects of 
aa = 30.00, Aa = 20.0°, ß=0.0°, f=0.5 Hz 
20 30 40 
Angle of attack, deg 
Figure 4.3: Typical experimental and predicted aerodynamic responses. 
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the amplitude of oscillation. In order to represent bistable static hysteresis, it is required 
to keep four terms (n = 3) in equation (4.2) at least in the non-uniqueness region. The 
technique for the specification of the unknown parameters in equation (4.2) is suggested 
in this thesis both for the case of unique static dependence (this Chapter) and bistable 
static hysteresis (Chapter 6). It is shown there that model (4.1)-(4.2) is suitable both for 
dynamic and for static hysteresis simulation. 
The nonlinear terms in (4.2) allow the simulation of changes of the characteristic time 
constant Ti = 1/k, subject to the distance from stable state (third order term) and the 
different convergence rate from different sides of the stable state (second term). This may be 
useful to describe the convergence from regions with qualitatively different flow structures, 
for example, from the deep stall or from the region with unburst vortical flow. 
When coefficients ki in (4.2) are being determined the static condition has to be fulfilled: 
n 
1: kZ (OC(a,, 3) - Cdyn)2 =0. 
i=0 
(4.3) 
If there is no hysteresis in the static dependence the following condition must be met: 
ko(a) =0 
k2(a)2 - 4k3(a)kl(a) G0. 
(4.4) 
The first condition guarantees that the (4.3) has solution Cdyn, (a, ß) = OC(a, 0) and the 
second one assures that there are no other real solutions. 
The terms k2(a) 0 and k3 (a) 0 while ko(a) =0 produce a "weak" nonlinearity 
which transforms only the effective time scale (local slope) depending on the amplitude 
of the motion. The strong nonlinearity leading to static hysteresis needs the following 
conditions: 
ko(a) =A 0 
D= k2(a) - 4k3(a)kl(a) >0. 
(4.5) 
The slope of the curve 
d ýtC (AC) in the equilibrium point Co (Fig. 4.4) defines the 
characteristic time scale T: tan 0= -k1 = -1/'r. In the case of a 
"strong" nonlinearity an 
additional stable equilibrium OC1 can appear, signifying the onset of static 
hysteresis. It is 
clearly seen from the sketch that the effective time scale depends on the 
distance between 
a stable state and a current value of Cdy,,,. 
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In contrast to the described case, the internal state variable x in [39,31,32] was driven 
by a linear dynamic equation while a nonlinearity was introduced in the model through the 
dependance of total load on the internal state variable. Such an approach was unable to 
reproduce possible changes in the time constants and the variation of rates of convergence 
to the static state. It was implied that the characteristic time constant at any x is the same 
as at x=x, stat. This fact is illustrated by thin line in Fig. 4.4. 
d4C T 
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Strongnonlinectliy I The mathematical model (4.1)-(4.2) in- 
-WI , 10-1 
cludes a set of unknown functions of the 
angle of attack and sideslip such as ki (a, , 
ß) 
or Catt(a, ß). During the research, different 
strategies of the model parameters identifi- 
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beginning, when a limited amount of ex- 
perimental data for the 70° delta wing was 
Figure 4.4: Nonlinear dynamic equation and available, all unknown functions were pa- 
characteristic time scales. 
rameterized at several nodes, and identified 
using the whole set of time responses. In this case, the identification procedure consisted 




ýý [Ckxp/ ýti) - Cý od(ti, P)] I 
k=1 i=1 
(4.6) 
where p is the vector of unknown parameters, N is the number of experimental dependen- 
cies, M is the number of sampling points. A set of experimental responses during small 
amplitude (Da = 3°) oscillations was used for the preliminarily identification of kl (a) de- 
pendence. The function C,, tt(a) was estimated using the Polhamus method, k2(a) -0 
and k3(a) -0 were fixed. After determining ki(a) providing a minimum to the cost func- 
tion, the large amplitude experimental responses were added, and all other functions were 
released. Then the cost function defined using the whole set of experimental data was 
minimized again. 
Normally, the model contained 20 to 30 unknown parameters, and the final identification 
of the unknown functions required significant effort and time even being equipped with 
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such a powerful dynamic system identification tool as PIIMTM [34]. The minimization 
procedure for the cost function (4.6) is complicated by the fact that its surface can have 
a complex geometry, containing multiple local minimums, ravines, etc. As a result, the 
process of minimization may strongly depend on the initial conditions, which were usually 
taken based on some physical consideration. Nevertheless, it was successfully accomplished 
each time, and obtained parameters providing good coincidence between the experimental 
and simulated data [8]. 
The main difficulty for identification in this manner was the estimate of the character- 
istic time scale r(a) from small amplitude responses. In order to make the identification 
procedure more robust and reliable, a systematic identification technique, which would sep- 
arate the influence of particular data sets on specific parameters was required. Since the 
characteristic time scale T(a) defines the dynamic properties of the system in the vicin- 
ity of the statics, the linear aerodynamic model can be used for its estimate. Analysis of 
the linearized mathematical model presented in the next section underlies the technique 
able to provide a reasonable estimate of the characteristic time scales using corresponding 
aerodynamic derivatives. The advantage of this approach is that it is based on a linear 
regression technique, which makes it possible to obtain a result instantly and avoid the 
direct minimization of the cost function (4.6). 
4.2 Linear model analysis 
4.2.1 Oscillation frequency effect on the aerodynamic derivatives 
Let us consider identification of the linearized aerodynamical model using small amplitude 
longitudinal oscillations in pitch. According to equation (4.1) the model for force/moment 
coefficients C can be written as follows: 
Cýtý = Catt(a) + CCYatt (OZ) a 2V 
+ Cdyn (4.7) 
For a small amplitude variation of the angle of attack with respect to its mean value equation 
(4.2) for the dynamic component CNdy,, l may 
be reduced to the following first order form: 
TdCýtn =OC(a)-Cdyn7 (4.8) 
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where 
2c t- the non-dimensional time, T= 1/k1 - the characteristic time constant 
and 
OC(a) = Cst(a) - Catt(a). (4.9) 
Has been linearized with respect to the mean angle of attack ao equation (4.8) becomes 
d 8C Cdy, 
+ BCdyn = OCa (a0) 8a, (4.10) 
where 8a and SCdyn are the small variations of angle of attack and the force/moment 
coefficient, respectively. After rewriting this equation in the form of a transfer function we 
obtain: 
SCdyn OCa(aO) 
!, ý 111 
Sa' 1+TS 
During forced oscillation tests, the angle of attack varies with a small amplitude Da 
around a mean angle of attack cao: 
a(t) = ao + Da sin wt 
ä (t) = Daw cos wt, 
where w is the frequency of oscillations. Thus, the variation of the dynamic component 
SCdyn (t) is described in the time domain as follows: 
Oa sin wt DawT cos wt Aawye-t/T SCdyn(t) =1+ 




where the last term in parentheses tends to zero in steady harmonic oscillations. 
An aerodynamic response to a small amplitude harmonic variation of the angle of attack 
can be represented by the first term of the Fourier series expansion: 
C(t) = Co (t) + Ca (ao, w) Ace sin wt + Ca (ao, w)w0a cos wt, 
(4.13) 
where Co is the mean value of the aerodynamic coefficient, Ca and C& are 
"in-phase" and 
"out-of-phase" aerodynamic derivatives, which can depend on the frequency of oscillation. 
Substituting (4.12) into (4.7) and comparing the respective terms with 'sin' and 'cos' in 
(4.7) and (4.13) we find that 
OCa(ao) 
Ca(aOi W) - Caatt(a0) +1 +W2T2 
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Thus, we have a representation of the measured aerodynamic derivatives as a sum of the 
potential (attached unburst vortical flow) and dynamic contributions. 
4.2.2 Identification of the characteristic time scales 
"In-phase" and "out-of-phase" derivatives Ca(ao, w) and C&(ao, w) are calculated using 
experimental data obtained in a wind-tunnel at small amplitude forced oscillations and, 
consequently, can be considered as experimentally measured functions. Multiplying the 
first equation in (4.14) by rr and adding the second one, we have: 
C(aO, W) _ -TCa(aOI W) + \C&att(a0) +TCaatt(a0))" (-1.15) 
Denoting ao = Cdatt (ao)+TCaatt (a0) we obtain a linear dependence between the "in-phase" 
and "out-of-phase" aerodynamic derivatives: 
C& (cxOiW) _ -TCa(aO, w) +a0, (4.16) 
which can be considered as a linear regression equation with independent variable Ca(ao, w), 
dependent variable C& (ao, w) and two unknown constants T and ao for each experimental 
angle of attack ao. Usually there are several different frequencies for each mean angle ao 
available from the experiment. To obtain the estimates for ao and T with their standard 
square deviations, the number of tested frequencies has to be at least three, but it is 
desirable to have five-six for more reliable results [59]. 
Using this data set, one can estimate the unknown parameters in (4.16). Details of 
the linear regression technique are given in Appendix E. The result of an application of 
this regression technique to estimate the time scales from aerodynamic derivatives for the 
X-31 aircraft is presented in Fig. 4.5 [7]. One can see that the linear functions fit the 
experimentally measured dependencies of CC(ao, w) on Ca(ao, w) rather accurately at a 
wide range of angles of attack. 
4.2.3 Identification of the attached flow parameters 
After an estimate of characteristic time functions T, equations (4.14) can be considered as 
a linear regression system for the unknown parameters Caatt (ao), Cat, (ao) and 
AC"' (ao) 
for different mean angles of attack, with the constraint (4.9) being taken into account. 
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Figure 4.5: The linear regression results for CN oscillatory data for the X-31 aircraft. 
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Normally, there are several dependencies of the "in-phase" and "out-of-phase" aerodynamic 
derivatives on angles of attack corresponding to different frequencies wi, (i = 1, ..., 
N) 
obtained as a result of the small amplitude oscillation tests. Hence, at each angle of attack 
ao equations (4.14) can be presented in the following vector-form: 
I Y1 = Y2 = 
b1I + kxl 
b21 + kx2 
(4.17) 
where w= (Wi, .., WN)T 
is the vector of tested frequencies and I= (1, ... , 
1)T is the vector 
N 
with all components equal to one. All other vectors are 
defined through their components 
as follows: xi =1+w, x2i 1 ++ WLTL , 
yiz Ca (ao, wi) and y2i = C6 (ao, wi ) 
The constraint equation similar to (4.9) can be written 
for aerodynamic derivatives: 
z= ca. yr 
(ao) = bi + k. 
(4.18) 
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To estimate the parameters bl = Caatt (ao) , 
b2 = Catt (ao) and k= ACa (ao) in the 
presence of the constraint (4.18), the following cost function has to be minimized: 
`D(b1, b2, k, A) = Si 81 + 
äS2 
S2 + A(z - bl - k), (4.19) 
where fie = y2 - biI - kx2, i=1,2 - the discrepancy between the calculated and experi- 
mental data, cr is the relative error for the experimental aerodynamic derivatives, and A 
is the Lagrange multiplier. 
Unknown parameters providing an extremum to the cost function (4.19) can be found 
from the following system of equations: 
a. (D - a(l) - aq) - aq) 
or 
= U, -- = U, - =U, - =0 Ok dA 
T 
-2Sa =0 01 
2S2I =0 
2 
2S? ýS? -ý =0 ý1 072 
z- bl -k=0. 
(4.20) 
(4.21) 
Rewriting equations (4.21) in matrix form one can obtain the following linear system 





















This system can be solved analytically but in order to avoid cumbersome formulas, it seems 
better to do it numerically using, for example, MATLAB. 
Thus, system (4.22) provides an estimate of the aerodynamic derivatives for the potential 
(inertialess) flow components and the vortex breakdown flow contribution ACast (ao). With 
a characteristic time scale T known from the first step of the linear regression, there is now 
a full set of relations to estimate all the parameters of the linear mathematic model (4.7)- 
(4.8). 
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The linear mathematical model (4.7)-(4.8) provides rather good agreement with experimen- 
tal data during small (Da - 3°) and medium (Da - 10°) amplitudes of oscillation while it 
significantly loses accuracy during large amplitude oscillations (Figs. 5.11 and 5.20). Also, 
this model will be unable to describe static hysteresis adequately. To reconcile the model 
with this condition a higher order equation for the dynamic component is to be used. If 
there is only one stable branch in the static dependence of the aerodynamic coefficient, it 
is sufficient to use the dynamic equation (4.2) with N=3 and k0 = 0: 
C dCdyn 
_ AC(a) - Cdyn) +- k2 (OC(Ck) - Cdyn)2 + k3 (OC(CY) - Cdyn)3 . (4.23) 2V Cýt 
ý1 / 
In order to produce only a "weak" nonlinearity which transforms the effective time scale 
for an increase of the amplitude of motion, conditions (4.4) have to be satisfied at every 
angle of attack. The case of strong nonlinearity leading to static hysteresis appearance is 
considered later in Chapter 6. 
4.3.1 Parameter identification technique 
One of the most important points for the wide practical application of the nonlinear math- 
ematical model (4.1)-(4.2) is the availability of a reliable identification procedure. Success 
in the identification of the unknown parameters providing the best representation of all 
experimental responses strongly depends on the adequacy of the initial guesses. There- 
fore, the initial estimates obtained using the linearized model significantly help to reduce 
ambiguity due to the complicated multiextremum geometry of the cost function for the 
nonlinear model. The block diagram of the nonlinear model identification algorithm, which 
was drawn up and applied during the course of the research is presented in Fig. 4.6. 
The experimental data set usually contains aerodynamic forces and moments time re- 
sponses during forced oscillations in pitch, yaw, roll with small and large amplitude at 
different frequencies and mean angles of attack and sideslip. At first, the "in-phase" and 
"out-of-phase" aerodynamic derivatives are calculated using small amplitude experimental 
data according to the technique described in Chapter 2. The obtained experimental deriva- 
tives are used as the input data in the first step of the linear regression method, which 
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provides estimates for the characteristic time constant T and the parameter ao. Then, 
these two parameters, along with the aerodynamic derivatives are considered as inputs for 
the second step of the linear regression procedure. As a result of this step estimates for 
the aerodynamic derivatives of the "potential" flow components Catt (ao), C&att (ao) and 
AC, (ao) are obtained. 
At some angles of attack, the standard square deviation for the estimated parameters 
of the mathematical model is reasonably small, however, at some point they turned out to 
be very high (see Fig. 5.21, top plot). The consistency of the results of identification can 
be improved if an increased number of the aerodynamic derivatives obtained for a more 
extensive set of the frequencies are used (see Fig. 5.21, bottom plot). Unfortunately, during 
this study the aerodynamic derivatives were available only for three different frequencies 
which was found to be insufficient under some conditions. Therefore, all results obtained 
from the regression analysis of the linearized model were considered only as a first approx- 
imation. After smoothing and some corrections according to the physical meaning, these 
results were used for the nonlinear model identification. 
The technique for the mathematical model development accepted in this study im- 
plies that all experimental and calculated aerodynamic dependencies are kept in the same 
Forced oscillations data 
Small amplitude 

























Figure 4.6: Model identification procedure. 
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database in the ADDB program [9] which makes all data available in the MATLAB en- 
vironment and provides necessary tools for aerodynamic data processing. This approach 
significantly facilitates gathering all data relevant to the mathematical model identification 
and effective manipulation of them, avoiding programming and lookup data table process- 
ing. 
The final stage of the identi- 
fication process is the full nonlin- 
ear model parameters estimation. 
After the initial steps have been 
completed, we have estimates for 








Figure 4.7: Nonlinear model identification. 
and functions associated with the attached flow. All these dependencies are then included 
into the full nonlinear model either "as is" or with some correction factor. Unknown func- 
tions k2(a, lß), 
k3(a, /3), etc are defined by a set of values in nodes (aZßZ), and linear or 
cubic interpolation is used to calculate the values at intermediate points. 
The identification of the full nonlinear mathematical model is performed using the 
large amplitude experimental data (See Fig. 4.7). Inputs to the mathematical model are 
time histories of an aircraft model attitude and angular rates measured in time points 
t2, i=0, ..., 
N-1 while the outputs are the variation of the force/moment coefficients 
having the same time sampling. To eliminate the dependence of the responses on the initial 
conditions, two periods are simulated but only the second one, corresponding to steady 
oscillations, is taken into account. Then the following cost function is used to compare 
experimentally measured and simulated aerodynamic force/moment coefficients: 
., D(P) = 
a(t), ß(t) 
p(t), q(t), 8(t) 
nn nr _ 1 ýý 12 1 
NM k=1 z-1 
lc, 'kWr(t2ý - 
(4.24) 
where M is a number of aerodynamic responses, N is a number of sample points. All 
unknown parameters are determined as a result of the cost function (4.24) minimization, 
after that the identification procedure is considered to be accomplished. 
In order to facilitate the process of dynamic system identification the PIIMTM software 
is used. It implements descent, gradient and conjugate gradient methods for extremum 
seeking and provides a user-friendly interface to observe and interactively control the cost 
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function minimization process. 
4.3.2 Analysis of mathematical model sensitivity to parameter variation 
(1) 
The identified parameters are obtained us- 
ing the least square method by means of 
minimization of the cost function (>. The 
local minimum for this function provides 
the magnitudes for the mathematical model 
ý-ý parameters and its shape in the vicinity of 
this ininimum reveals the level of paranie- 
ter sensitivity. To formalize the parameter 
sensitivity analysis, the following procedure 
is used. Some level of the cost function ex- 
Figure 4.8: Sensitivity of the cost function to 
ceeclmg its local minünum value is selected: 
uncertainty of model parameters. 
(Do = (1 + 0)4) z i,,. After that possible 
variations of the parameters are calculated for the condition, when (1) < see Fig. 4.8. 
The obtained dispersion of the parameters will demonstrate the sensitivity of the math- 
ematical model to a variation of its different parameters and the tendency of other local 
extremum to exist. Such information is also very valuable for the further improvement of 
the mathematical model structure, for example, identifying more and less important pa- 
rameters. If a parameter scatter is small one can say that the mathematical model is very 
sensitive to this parameter and, therefore, consistent to it. Otherwise, either additional 
experimental data should be used to make the result more consistent or the impact of such 
a parameter on the model may be admitted as inessential for some range of incidences. 
4.3.3 Model validation 
The outlined technique was validated many times being applied to experimental data 
analysis and mathematical model identification for different wings and aircraft models 
[8,29,37,7]. The quality of the mathematical model is mainly evaluated by compar- 
ison of the simulated and experimental responses at all available mean angles of attack 
and sideslip, amplitudes and reduced frequencies that allows one to reveal the 
domain of 
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applicability for the model. Special emphasis is made on the ability of the technique to re- 
produce the qualitative effects and physical meanings of the estimated parameters. Usually 
an extensive set of available experimental data such as statics, small and large amplitude 
oscillations, etc is used for identification but it is also important to compare the simulated 
results with experimental responses which were not involved in the identification. This com- 
parison makes it possible to check the "interpolational" and "extrapolational" capabilities 
of the models. 
Chapter 5 is mainly devoted to the practical application of the above technique for 
mathematical modelling of the 65° delta wing aerodynamic force/moment coefficients at 
high incidence conditions. Some results obtained for the 70° delta wing are also discussed. 
The case when hysteresis occurs in static dependence is considered in Chapter 6 in the 
example of a high aspect ratio wing. 
4.4 Comparison with alternative modelling techniques 
Let us consider model (4.1)-(4.2) in the linear form: 
CN(a) - 




k1 (OCN - CNdyfl) . 
Add and subtract the OCN = CNst - CNatt function in the first equation of the system 
above. 





Assuming that the variation of the angle of attack with respect to the static position is small 
and applying the Laplace transformation, the second equation for the dynamic component 
can be written in terms of transfer functions as follows: 
CN =1 ACN, (4.27) dyn Ts+1 
where 'r = 1/k1. Substituting equation (4.27) to (4.26) and linearizing the static 
dependence 
LCr with respect to the angle of attack we obtain the following expression 
for the normal 
force coefficient: 
CN = CNst (a) +f CN&att 
(ao)8 
3+ k1 `cNast 
(a0) - cNaatt 
(00))] a. (4.28) 
L 
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Aerodynamic derivatives 
It is known that the conventional unsteady aerodynamic modelling approach is unable to 
capture the dynamic flow properties because it deals only with instantaneous values of the 
aerodynamic derivatives. This situation could take place in an inertialless flow where the 
characteristic time constant of the flow readjustment processes 'r is equal to zero. Taking 
into account that kl =T -> oc equation (4.28) is reduced to the conventional aerodynamic 
derivatives form: 
CN = CNst (a) + CN&att (ao)ä. (4.29) 







CNst (a) = CNatt (a) i. e. in the range of angles of attack where the flow is fully attached 
or vortices are not broken down. Thus one can conclude that models (4.1)-(4.2) and the 
conventional aerodynamic derivative model are equivalent at low incidences. 
Linear Indicial Functions Approach (V. Klein) 
The mathematical model of the normal force coefficient based on the linear indicial response 










For obtaining a model with a limited number of parameters the indicial function is assumed 
in the simple exponential form: 
. CL« (t) = CL« (oo) - ae-bit (4.31) 
Finally, an expression for CL is obtained by substitution of (4.31) into (4.30) and applying 
the Laplace transformation to (4.30). 
CL(S) = CL. (oo) a+[- 
as 
s+ bl 
+V CLgSJ a. (4.32) 
Comparing (4.32) with (4.28) one can see that these equations are equivalent, with 
bl being 
equal to kl and a= CNast - CN«att " 
The only difference is that equation (4.28) describes 




Volterra Series Approach (P. Reisenthel) 
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In order to accurately describe nonlinear unsteady aerodynamic effects, the application of 
the Volterra Series has been proposed in [77]. This approach provides a mathematically 
rigorous technique for the modelling of time-invariant nonlinear systems expressed as a 
series of multidimensional convolution integrals: 
t tt 
CL(t) = ho +f hl(t - Tl)a(T1)dTl 
+ff h2(t - Tl, t- T2)CY(Tl)CY(T2)dTldT2 +... 
0 00 
tt f 
7ý a/ J 
ý2ý, (t 
- Tl, ..., 






Avoiding any discussion about the implementation of this method and difficulties of kernel 
identification, it is worth mentioning that the general idea of this approach is to introduce 
higher order terms capturing nonlinear effects. One can clearly notice some similarity to 
the nonlinear differential systems approach: 
dCNdy, 
a c= kl (CN - CNdyý 
)+ k2 (CN - CNdy,, 





" The nonlinear unsteady aerodynamic modelling approach based on the nonlinear dif- 
ferential equations and aerodynamic loads partitioning on components with different 
time scales has been proposed. 
" It is shown that the suggested model structure is able to reproduce both the "weak" 
and "strong" nonlinearities typical for high incidence flight. The "weak" nonlinearity 
produces amplitude dependence of the time scale while the "strong" one 
leads to 
static hysteresis. 
" The regular technique for identification of unknown parameters 
has been developed for 
the linear mathematical model providing reasonable initial estimates 
for the nonlinear 
model, which is then identified by means of the least square error method. 
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" The relation of the proposed technique to conventional aerodynamic derivatives, linear 
indicial response (LIR) and Volterra series approaches is considered. It is shown that 
under the attached and unburst vortical flow conditions the mathematical model can 
be reduced to the aerodynamic derivative one. At a small incidence variation with 
respect to the static conditions, the identity of the LIR and the proposed models 
is revealed. The similarity of the proposed nonlinear modelling technique and the 
Volterra series approach to modelling of the nonlinear effects is also noted. 
Chapter 5 
Delta wing nonlinear unsteady 
aerodynamic models 
In the framework of the research collaborative programme between DERA and TsAGI, a 
systematic experimental study of high angle of attack unsteady aerodynamics of several 
delta wings has been carried out in 1998-2001 [56,55,52,53,51]. As a result a substantial 
database of static, slow sweep motion and unsteady aerodynamic characteristics of the 65° 
delta wing with and without a central body, two 70° delta wings of different sizes and 
the 80°/60° double delta wing has been collected. The majority of the tests have been 
conducted in the TsAGI low speed wind tunnel T-102 using the forced oscillations rig 
OVP-102B, which is able to perform oscillatory motion with small and large amplitudes 
in pitch, yaw and roll. The main attention in the experiments was given to the dynamic 
properties of the vortical flow with vortex breakdown at high incidences. 
The experiments revealed a strong dependence of the aerodynamic derivatives extracted 
from small amplitude oscillatory tests on the frequency of oscillations at the range of inci- 
dences where the vortex breakdown effects take place [52]. The large amplitude oscillatory 
motion shows a complicated nonlinear behaviour of the aerodynamic loads, which is due to 
static nonlinearities and the time lag effects [53]. Thus, the results obtained provide excel- 
lent material for the analysis of the structure and dynamic properties of flow near a highly 
swept wing. The extensive set of time histories of aerodynamic loads for several delta wings 
in motion with different amplitudes and frequencies can be used to perform identification 
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of mathematical models of unsteady aerodynamic loads at wide range of incidences for any 
tested wings. 
During the 1990s the USA Air Force Research Laboratory and Canadian Institute for 
Aerospace Research carried out a comprehensive cycle of investigations of the 65° delta wing 
having a central body at high angles of attack [74,11]. This wing was considered as a base- 
line for the land-based high performance, low observable fighter investigated in the frame of 
the innovative control effectors (ICE) program, sponsored by both the Wright Laboratory 
and Naval Air Warfare Center [18]. The concept of a low observable agile fighter forces the 
flight envelope to be extended to high angles of attack conditions and to consider a low sig- 
nature configuration without a vertical tail and equipped with innovative control effectors 
such as trailing and leading edge flaps, movable wing tips, etc. (see Fig. 5.1). Following 
the ICE program, the 65° delta wing with central body has been chosen for development 
of the aerodynamic mathematical model (Fig. 5.2). After that the developed models of 
the normal force and pitch moment coefficients are coupled with the aircraft longitudinal 
motion equations in order to evaluate the contribution of the unsteady aerodynamic model 
to the aircraft dynamics at high angles of attack and to compare it with conventional model 
(see Chapter 7). 
This chapter is mainly focused on the development of unsteady aerodynamic models 
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Figure 5.1: Land-based baseline configura- Figure 5.2: The 65° delta wing tested 
in 
tion: an all-wing tailless concept employing a TsAGI low speed wind 
tunnel [8,37,7]. 
65° sweep delta wing [18]. 
5.1 Longitudinal aerodynamic characteristics of the 65° delta wing 67 
according to the approach described in the previous chapter. A similar mathematical model 
previously developed for the 70° delta wing [55] makes possible more advanced verification 
of the aerodynamic loads partitioning and identification techniques. This also allows one 
to compare the characteristic time scales for different platforms. 
The conventional aerodynamic derivative approach to aerodynamic loads modelling is 
compared with the proposed one. It is shown that the aerodynamic derivatives approach 
becomes inadequate for simulation of the aerodynamic forces/moments at angles of at- 
tack where the effect of internal flow dynamics is essential while the proposed unsteady 
aerodynamic model turns out to be able to capture nonlinear behavior of the loads. 
5.1 Longitudinal aerodynamic characteristics of the 65° delta 
wing 
5.1.1 Normal force coefficient CN 
According to the aerodynamic loads partitioning technique described in Chapter 4 the 
mathematical model for the normal force coefficient CN can be written in the following 
form: 
, CN(t) - 





where the behaviour of the dynamic component is governed by the third order dynamic 
equation 
C dCNdyn 
_23 2V dt 
kl (CN(a) - CNd, y, ý, 




The "in-phase" and "out-of-phase" aerodynamic derivatives for the normal force coef- 
ficient CN at three different frequencies of small amplitude pitch oscillations are presented 
in Fig. 5.3. It is seen that at low incidence there is no dependence on the frequency of 
oscillations but in the range of angles of attack a= 22° ... 
48° it is significant. Thus, the 
characteristic time scales can be evaluated in this region using the linear regression tech- 
nique (4.16). The estimated dependencies T(a) and ao(a) are shown in 
Fig. 5.4 with their 
standard deviations. Comparison of the experimental aerodynamic derivatives 
(markers) 
with those one predicted by the linearized version of the model 
(5.1)-(5.2) (solid lines) is 
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presented in Fig. 5.5 in CNa - CN6, coordinates for different angles of attack. It is seen that 
the linear mathematical model fits experimental points rather accurately in most cases and 
there is clear dependence between the magnitude of the error bars and the proximity of ex- 
perimental points to the line. Thus, for example, the linear model demonstrates an excellent 
result at a= 43° and fails at a= 35°. Possible reasons for this are insufficiently accurate 
experimental data, a low number of tested frequencies or more complex flow properties, 
which could not be captured by the first order phenomenological model. 
The upper plot in Fig. 5.6 contains a derivatives for the attached flow component CNaatt 
of the normal force coefficient and the difference of static and potential components /CNa, 
which have been estimated during the second step of the linear regression. The function 
CNast, which has been obtained from differentiation of the steady experimental dependence 
of the normal force coefficient is also presented on the same plot. The lower plot contains 
the estimated function CN« . 
In order to validate the obtained results, the dependencies of the aerodynamic deriva- 
tives on the frequencies of oscillations are calculated according to the linear model (4.14). 
These results are shown in Fig. 5.7 by solid lines in comparison with corresponding ex- 
perimental aerodynamic derivatives denoted by markers. The "in-phase" and the "out-of- 
phase" aerodynamic derivatives are shown on the upper and lower plots, respectively. It 
is seen that the mathematical model predicts the experimental data rather accurately but 
the attached flow derivatives look very rough and scattered that is most likely due small 
number of the tested frequencies. 
At this stage we have determined all the unknown functions of the linear model but only 
in the range of angles of attack where the aerodynamic derivatives depend on frequency 
i. e. in the range where vortex breakdown takes place. In order to build the mathematical 
model at lower and higher incidences, the obtained derivatives should be smoothed and 
extended on the whole range of angles of attack. 
The attached flow component CNatt (a), the static dependence CNst (a) and their differ- 
ence ACN(a) are shown in Fig. 5.8 (top plot). The smoothed "out-of-phase" 
derivative of 
the attached flow component CNaatt (a) is shown in Fig. 5.8 (bottom plot) in comparison 
with the estimated one and the experimental ä derivatives. All these 
functions are in the 
form used in the nonlinear mathematical model of the normal force coefficient. 
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The characteristic time scale -r(a) was considered as an unknown function out of the 
incidence range with strong dependence on the frequency (a E [22°, 48°]) and was param- 
eterized there for identification. The full range dependence of -r(a) as well as the identified 
coefficients k2(a) and k3(a) are presented in Fig. 5.9. The possible variations of the k2(a) 
and k3 (a) coefficients resulting in an increment of the cost function of 1% are presented in 
Fig. 5.10. 
These results show that the sensitivity of the cost function to the parameters k2, k3 
of the nonlinear model is rather low at a< 40° and becomes considerable only at higher 
incidences. Comparing Fig. 5.10 with Fig. 5.7 one can see that terms with k2, k3 becomes 
significant at angles of attack where the dependence of the aerodynamic derivatives on the 
frequency of oscillations is pronounced. Fig. 5.11 demonstrates that nonlinear terms can 
significantly improve prediction in the case of large amplitude motion, especially during 
back swing. On the contrary, the contribution of the nonlinear term is negligible at small 
and medium amplitudes. 
The experimental aerodynamic responses for the normal force coefficient of the 65° delta 
wing during large amplitude oscillations (square markers) along with the predicted ones are 
presented in Figs. E. 1-E. 3. One can see that the predicted results (solid line) coincide with 
the experimental ones with very good accuracy in a wide range of the various frequencies 
and amplitudes. 
5.1.2 Pitch moment coefficient C,, 
Similar to the normal force coefficient, the same technique can be used for mathematical 
modelling of the pitch moment coefficient. Assuming that the dependence of C", 
(cx) is a 
sum of the attached (inertialess) and the dynamic components, the pitch moment coefficient 
model is expressed as follows: 
c 
Cm ýt) - 
Cmatt (a, ß) + Cm«att ýaý ý) 2V a+ Cmdyn ý (5.3) 
where the dynamic component is described by the following nonlinear 
differential equation: 
dCmdyn 
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The "in-phase" and "out-of-phase" aerodynamic derivatives for the pitch moment coef- 
; ient Cm,,, at three different frequencies of small amplitude pitch oscillations are presented 
Fig. 5.12. As in the case of normal force coefficient, there is no dependence on the 
equency of oscillations at low incidence. It becomes significant in the range of angles 
attack 25° to 48° where the linear regression technique can be effectively applied. The 
aracteristic time T(a), parameter ao(a) with their standard deviations determined as a 
suit of regression of (4.16) are presented in Fig. 5.13. 
Comparison of the experimental aerodynamic derivatives (markers) with the predicted 
. ie by the linearized model (5.3)-(5.4) (solid lines) is presented in Fig. 5.14 in Cma - C,,,, 6 
)ordinates for different angles of attack. One can see that similar to the normal force 
)efficient, the linear model of the pitch moment coefficient fits the experimental points 
tther accurately in most cases. 
The upper plot of Fig. 5.15 contains a derivatives of the attached flow component Cmaatt 
F the pitch moment coefficient and the difference of static and potential components 
'hick were estimated after the second step of the linear regression. The function Cmast 
btained by differentiation of the static experimental dependence of the pitch moment 
Defficient is also presented on the same plot. The lower plot in the figure contains the 
stimated function Cm,,. 
The dependency of the aerodynamic derivatives on the frequency of oscillations calcu- 
ited according to the linear model (4.14) is shown in Fig. 5.16 
(solid lines) in comparison 
iith the corresponding experimental aerodynamic derivatives 
(markers). The "in-phase" 
. erivatives are shown 
in the upper plot and the "out-of-phase" derivatives are in the lower 
, ne. It is seen that the mathematical model predicts the experimental results rather 
ac- 
urately but similar to the normal force coefficient the attached 
flow derivatives look very 
erratic. 
Smoothed and extended attached flow component Cmatt 
(a), static dependence Cmst (a) 
end their difference LCm(a) are shown in the top plot of 
Fig. 5.17. The ä derivative of 
he attached flow component Cm6, att 
(a) is shown in the bottom plot of the same figure in 
. omparison with the identified one and the experimental 
"out-of-phase" derivatives. All 
; hese functions are presented in the same form as in the nonlinear mathematical model 
of 
he pitch moment coefficient. 
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The identified dependencies T(a) and k2(a), k3(a) are presented in Fig. 5.18 for the 
angles of attack 0° to 60°. The ranges of the k2 (a) and k3(a) coefficients change which 
results in a 1% cost function increment are presented in Fig. 5.19. One can see, that similar 
to CN, the nonlinear terms considerably influence on the quality of the model prediction 
only at high incidences (a > 35°) where the dependence of the aerodynamic derivatives on 
the frequency of oscillations is substantial. From Fig. 5.20, one can see that the nonlinear 
terms significantly rectify the linear model in the case of large amplitude motion and are 
not essential at small and medium amplitudes. 
The experimental aerodynamic responses for the pitch moment coefficient during the 
large amplitude oscillations (square markers) and the predicted ones using the nonlinear 
mathematical model are presented in Figs. E. 4-E. 6. It is seen that the predicted results 
(solid line) fit the experimental responses with very good accuracy at different frequencies 
and amplitudes of oscillations. 
5. Delta wing nonlinear unsteady aerodynamic models 
so 
ý ý 40 
10 m -- -3 _ so 
Angle of Attack, deg 
Figure 5.3: Experimental aerodynamic deriva- 






















E3 a= 49.9 
-26 .4 -0b 
-CN 
a 
- CN en 
ý f=0.5Hz 
° f=1.0Hz 
  f=1.5Hz 
20 30 40 50 00 70 










10 20 30 40 
20 30 40 




Figure 5.4: Characteristic time r and param- 
eter air from the first step of linear regression. 
1.6 20 30 w 
Angle of Attack, deg 
Figure 5.5: First step linear regression results 
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Figure 5.7: Experimental aerodynamic deriva- 
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Figure 5.8: Estimated components in the form 
as they were included in the nonlinear model. 
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Figure 5.11: Large amplitude pitch oscillations: the experimental normal 
force coefficient responses 
(squares) in comparison with the predicted ones by the linear (dashed 
line) and nonlinear (solid line) 
mathematical models. 
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Figure 5.20: Large amplitude pitch oscillations: the experimental pitch moment coefficient re- 
sponses (squares) in comparison with predicted ones using the linear (dashed 
line) and nonlinear 
(solid line) mathematical models. 
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5.1.3 Comparison of the characteristic time constants for the normal 
force and pitch moment coefficients 
The characteristic time scales in the mathematical models of normal force and pitch mo- 
ment coefficients were identified independently for each coefficient using corresponding ex- 
perimental data. Taking into account that the characteristic time scales describe dynamic 
properties of the same flow, one can expect that their values will be very close for both 
coefficients. Comparison of the characteristic time scales obtained for the 65° delta wing 
at different angles of attack is presented in Fig. 5.21 (top plot). It is seen that within the 
accuracy limits we deal with the same function measured by two different ways. 
Similar results of identification are shown in Fig. 5.21 (bottom plot) for the X-31 air- 
plane. The characteristic time scales were estimated using the experimental aerodynamic 
derivatives obtained in NASA LaRC [81] at six different frequencies. One can see better 
accuracy of the linear model in this case. The standard square deviations for the charac- 
teristic time scales of the X-31 airplane are very small practically for all angles of attack. 
The characteristic time functions for the normal force and the pitch moment coefficients 
are also practically identical at angles of attack in the range aE [37°, 650]. 
It is known [39] that different components of the flow such as the attached flow, vortices, 
partially burst vortices, separation zones, etc have different dynamic properties in unsteady 
conditions. Taking into account that the physical meaning of the characteristic time scales 
is the rate of development and readjustment of the typical flow components in response to 
the variation of the aircraft attitude, sometimes it is possible to outline the flow structure 
around the aircraft provided that we are aware of the characteristic time scales. 
As can be seen in the top plot of Fig. 5.21, the attached vortical flow exists in the range 
of angles of attack aE [25°, 37°] where T is approximately constant. At higher angle of 
attack (a E [37°, 50°]) there is a peak which is typical for the flow with partially burst 
vortices. Then, this peak is followed by the region with the fully separated flow 
(a > 50°) 
having significantly less characteristic times. 
In case of the X-31 airplane (see Fig. 5.21, bottom plot) the picture is more difficult 
as there are no distinct peaks like for the delta wing. Since the aircraft has more complex 
geometry than the wing, this can be explained by the presence of several vortical systems 
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arising at the nose part of the fuselage, the leading edge of the wing, etc. All these vortical 
systems have their own dynamic properties and interfere with each others that results in 
a vague dependence of the characteristic time function on angle of attack as the proposed 
regression technique is able to capture only the total effect. 
Angle of Attack, deg 
H 
30 
Angle of Attack, deg 
so 
Figure 5.21: Characteristic time constants obtained using the normal force and the pitch moment 
data for the 65° delta wing (top plot) and for the X-31 airplane (bottom plot). 
5. Delta wing nonlinear unsteady aerodynamic models 78 
5.2 Lateral aerodynamic characteristics of the 65° delta wing 
5.2.1 Rolling moment coefficient C1 
A mathematical model for the lateral rolling moment coefficient is developed in this section 
using the technique similar to that of used for the modelling of the longitudinal pitching 
moment and normal force coefficients. Unfortunately, static dependence of the rolling 
moment coefficient on sideslip was not measured in the wind tunnel tests for the whole 
required range of angles of attack. Therefore, the data obtained during the slow variation 
of the yaw angle (r = f4°/sec) at fixed pitch angle is used to build this static dependence. 
During this quasi-steady experiment two dependencies of the rolling moment coefficient 
corresponding to the forward and backward swings in yaw were measured for each fixed 
pitch angle yE [10°, 60°]. Since the pitch and yaw angles of an aircraft model on the 
OVP-102B forced oscillation rig are related to the angle of attack and sideslip according 
to equations (2.5) and that the yaw angle did not exceed 20°, the following simplified 
expressions for these angles can be used for further calculations: ay and ßO cos a. 
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Figure 5.22: Rolling moment coefficient C1 at slow variation of yaw angle 
(r = f4 deg/s) for 
different angles of attack (red line -r>0, green 
line -r< 0) 
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angles of attack aE [20°, 40°], ±10° where the rolling moment coefficient has a strong 
nonlinear dependence on the angle of attack and sideslip due to the vortex breakdown 
processes over the wing. High sensitivity of the vortex breakdown processes to the rate of 
attitude variation produces the hysteresis type dependencies, and this hysteresis takes place 
even at a very slow change of incidence as in presented quasi-steady tests. The dynamic 
hysteresis loops signify the critical states crossings, for example, when the vortex breakdown 
point crosses the trailing edge in both directions when sideslip either increases or decreases. 
Based on these experimental results and the assumption that there is no static hysteresis 
inside these dynamic loops, the static dependence for the rolling moment coefficient on 
angle of attack and sideslip has been defined for further use in mathematical modelling as 
mean values of the corresponding dependencies (See Fig. 5.23 and Fig. 5.24). 
The experimental derivatives obtained using small amplitude forced oscillation tests 
data for the rolling moment coefficient in yaw and roll at a fixed pitch angle and zero mean 
sideslip are presented in Fig. 5.25. It is seen that at angles of attack aE [25°, 40°] they 
significantly depend on the frequency of oscillations f, consequently the approach discussed 
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Figure 5.23: Cross-sections of static dependence of the rolling moment coefficient 
Cl,, (a, V). 
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Figure 5.25: "In-phase" and "out-of-phase" aerodynamic derivatives for the rolling moment coef- 
ficient during yaw (left plot) and roll (right plot) oscillations. 
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5.2.1.1 Identification of the linear model using small amplitude oscillatory data 
in yaw 
In the case of yaw oscillations, the aerodynamic loads partitioning equation (4.1) can be 
rewritten for the rolling moment coefficient in the following form: 
Cc = Catt (a, 0) + Cldy f+ 
Clratt (a) 
`Y7 (5"'5) 
where Clatt (a, , 
3) represents a hypothetical moment and Clratt (a) = 
(Clr (a) - C1. (a) cos a) 
att is the complex of derivatives, which would be in the case of unburst attached vortical flow. 
To describe the dynamic component Cldy". representing the unsteady contribution from the 
vortical or separated flow the following linear dynamic equation similar to (4.2) is used: 
b dCldyn 
= OCi (a, ß) - Cldyfl " (5.6) T 2V dt 
The nonlinear function OCi (a, ß) represents the difference between the experimentally 
determined static dependence of the rolling moment coefficient C1 st 
(a, 
, 
ß) and hypothet- 
ical static dependence, which would be in the case of unburst attached vortical flow: 
AC, (a,, 3) = Qt (a,, 3) - Ciatt (a, 0). Plots of these functions can be found in Fig. E. 7. 
During small amplitude yaw oscillations, the yaw angle 0 varies in time harmonically 
0(t) = Li o sin wt, where A0 is the amplitude and w is the frequency of oscillations. 
Taking into account the kinematics of the forced oscillations rig (Eq. 2.5), assuming a small 
amplitude variation in yaw and applying the linearization procedure as in the longitudinal 
motion, equations (5.5) and (5.6) are reduced to the form describing the dependence of 
"in-phase" and "out-of-phase" rolling moment derivatives on the frequency of oscillations. 
Thus for each angle of attack ao we have: 
ACr (an. W') cos an ! "Y f_ /Y / ,.. .\.,..., ,.. _I ý'lA lcxo, c; )cu5 cxo = Cl (ao)COS ao+ --" --' ,-2 patt 1+T L<1 




where Ct (ao, w) = Clr (ao, w) -Clß (ao, w) cos ao is the complex of aerodynamic 
derivatives. 
Multiplying the first equation by r and subtracting from the second one the following linear 
regression equation is obtained: 
ClT (ao, w) = ao + TCIQ (ao, w) cos ao 
a0(a0) = ClTatt (ap) - TClpatt (ao) cos ao. 
(5.8) 
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Since the values of Ci" (ao, w) and CIO (ao, w) cos ao are experimentally determined for 
three different frequencies w at a number of fixed angles of attack ao, the first equation 
in (5.8) can be applied for estimating the characteristic time scale T in a range of angles 
of attack where the "in-phase" and "out-of-phase" rolling moment derivatives depend on 
reduced frequency of oscillations w. Then, the second step of the linear regression technique 
is used to evaluate the derivatives associated with the attached flow. 
The results of the application of this linear regression technique to the experimental data 
for the 65° delta wing are shown in Figs. 5.26-5.28. The first figure contains the estimated 
characteristic time scale 7(a) and the parameter ao(a) with their standard deviations. 
One can see a very high accuracy of the estimates in the range of angles of attack ao E 
[25°, 40°] where the aerodynamic derivatives significantly depend on frequency. Analysis of 
the experimental data on the Cla - Cj* plane (Fig. 5.26) shows that the linear dependencies 
fit them very well in the range cao E [25°, 40°] . This means that the 
first order dynamic 
model (5.5)-(5.6) is good enough to capture the unsteady aerodynamic effects. 
Results of the second step of the linear regression i. e. the "in-phase" (upper plot) and 
"out-of-phase" (bottom plot) aerodynamic derivatives associated with the attached flow 
components are shown in Fig. 5.28. One can see that the obtained dependencies are rather 
smooth except for the leftmost and rightmost points. This is due to a singularity resulting 
from the weak dependence of the experimental aerodynamic derivatives on the reduced 
frequency w at small and large incidences. 
5.2.1.2 Identification of the linear model using small amplitude oscillatory data 
in roll 
As can be seen from Fig. 5.25 (right plot) the experimental "in-phase" and "out-of-phase" 
derivatives for the rolling moment coefficient significantly depend on the frequencies of the 
roll oscillations. Hence, the aerodynamic load partitioning technique can be also applied 
in 
this case: 
C1 = Ciatt (a, Q) + Cady + ClPatt 
(a)ch, (5.9) 
where Ciatt (a, 0) is the hypothetical moment and 
ClPatt (a) = 
(c1P (a) + Ciß (a) sin a) 
att 
is 
the complex of derivatives, which would occure in the case of unburst attached vortical 
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flow. 
To describe the dynamic component Cldyn, representing the unsteady contribution from 
vortical and separated flow a linear equation similar to (5.6) is used: 
b dCldyn 
2V dt oCl 
(a, a) - ctdyn (5.10) 
During small amplitude roll oscillations, an aircraft model roll angle 0 varies in time 
harmonically: q(t) = 0o sin wt, where 0O is the amplitude and w is the frequency of 
oscillations. Taking into account the kinematics (Eq. 2.6) of the forced oscillations rig, 
assuming a small amplitude variation in roll and applying a linearization procedure similar 
to the longitudinal motion, the equations (5.9) and (5.10) are reduced to those which 
describe the dependence of the "in-phase" and "out-of-phase" rolling moment derivatives 
on the frequency of oscillations. Thus for each angle of attack ao we have: 
OCIR (ao) sin ao CIO (ao, w) sin ao = Claa, tt 
(ao) sin ao { 1 +T w 
Cl*, (cep' w) Cl*,,,,, (cep) +T 
OCIp (Ctip) sin ap 
1+Tw' 
(5.11) 
where CtP (as, w) = C1P (ao, w) +C14 (ao, w) sin ao is the complex of aerodynamic derivatives. 
Multiplying the first equation in (5.11) by -r and subtracting from the second 
following linear regression equation is obtained: 
Clý (cxp, w) = ap -i- TCp 
(cxp, w) sin cxp 
ao(ao) = 
ClPatt (co) Y+ TCl/3att (cep) sin cep. 
one the 
(5.12) 
As in the previous case with yaw oscillations, the values of C* (ao, w) and Cla (ao, w) sin a0 
have been experimentally determined for three different reduced frequencies w at different 
angles of attack ao. Thus, the first equation in (5.12) can be used for the estimation 
of the characteristic time scales -r at each angle of attack ao where the "in-phase" and 
"out-of-phase" rolling moment derivatives significantly depend on the reduced frequency 
of oscillations w. Then the aerodynamic derivatives associated with the attached flow are 
evaluated during the second step of the linear regression. 
The results of an application of the regression technique to the experimental data for 
the 65° delta wing are shown in Figs. 5.29-5.31. The first figure contains the estimated 
characteristic time scales T(a) and parameter ao(a) with their standard deviations. One 
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can see a high accuracy of the estimated results in the range of angles of attack ao e 
[20°, 38°] where the experimental aerodynamic derivatives significantly depend on frequency. 
Analysis of the experimental data on the C1 - CAF plane (Fig. 5.29) shows that the linear 
dependencies fit them with very good accuracy that signifies that the first order model 
(5.9)-(5.10) is able to capture the internal dynamics of the flow. 
The results of the second step of the regression i. e. the "in-phase" (upper plot) and 
"out-of-phase" (bottom plot) aerodynamic derivatives associated with the attached flow 
components are shown in Fig. 5.31. It is seen that the dependencies obtained are rather 
smooth except for some points at high incidences where the linear mathematical model fails 
due to a singularity resulting from the weak dependence of the experimental aerodynamic 
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Figure 5.26: First step linear regression re- Figure 5.27: Characteristic time scale r((A) 
sults for different angles of attack. and parameter ao(a) resulted 
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step of the linear regression. 
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Results of second step of regres- 
and parameter ao(a) resulted from the first sion: 
"in-phase" and "out-of-phase" derivatives 
step of the linear regression. associated with attached 
flow. 
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5.2.1.3 Comparison of the models estimated using small amplitude oscillatory 
data in roll and yaw 
In the previous sections we have analysed two sets of aerodynamic derivatives obtained from 
small amplitude forced oscillations tests in yaw and roll at different angles of attack. This 
resulted in the estimation of two sets of functions, which fully determine linear mathematical 
models of the rolling moment coefficient for two different types of motion namely, yaw and 
roll. Some functions like Cjra (a) and CýPa (a) are specific to the type of motion but the 
dependence ClOatt (a) turned out to be evaluated in two different ways. Thus, the function 
C1Oatt cos a has been found from the yaw motion data with C(la<< sin a from the roll one. It 





3) does not depend on the type of motion. The functions Cifa, 
I 
(a) estimated from 
roll and yaw motion data are presented in Fig. 5.32. One can see that these functions are 
very close in the range of angles of attack where the linear regression technique is consistent. 
The characteristic time functions r(a) have been also estimated both from the yaw and 
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Figure 5.32: Comparison of Cl,,,,, derivatives (upper plot) and characteristic 
time functions 7 
(lower plot) determined using experimental oscillatory data 
in yaw and roll. 
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in the whole range of angles of attack. Thus, for example, at aE [30°, 37°] they differ 
by approximately 30%, and the accuracy of the estimate is very high for this range of 
incidences. The most likely reason for this difference is the dependence of the characteristic 
time scale on the type of motion, i. e. roll or yaw, in this range of angles of attack. This 
fact will be discussed in Section 5.5 in connection with configurations of different wings. 
An application of the described linear regression technique to the experimental data at 
angles of attack where vortices are not burst or flow is fully separated, e. g. where aero- 
dynamic derivatives do not depend on frequency (a < 20° or a> 40° ... 45°) results in a 
singularity in the linear regression equations. At the angles of attack where the dependency 
of aerodynamic derivatives on frequency is moderate, the linear regression technique be- 
comes sensitive to the experimental data that can lead to unreliable results. A high value of 
the standard deviation at some angles of attack can results from an insufficient number of 
tested frequencies or an inconsistency of the linearized mathematical model which cannot 
reflect more complicated flow separation processes. Thus, the analysis of standard devia- 
tions can provide estimates for the domain of applicability of the linear model regression 
technique. 
5.2.1.4 Identification of the nonlinear model using large amplitude oscillatory 
data in yaw 
The linear mathematical model can lose its accuracy at large amplitude oscillations or when 
a hysteresis loop appears in the static dependence. To reconcile the mathematical model 
with these conditions, the equation describing the dynamic component of an aerodynamic 
load has to be transformed to the nonlinear form. In this case, the dynamic part of the 
mathematical model for the rolling moment coefficient can be represented by the following 
equation: 
b dCldyn 
= kl(OCc(a, 0)-Cldyn)+k2(OCI(a, 
0)-Cldyn)2+k3(OC1 (a) 
13)-cldyn)32V dt 
where kl = 11T. 
(5.13) 
The attached flow component of the rolling moment coefficient Cl,,,, is also considered 
as a nonlinear function of the angle of attack and sideslip: 
Cl,,,, (a, ß) = Cl,,,,, (a)Kc,, ai 
(a)ß + ClPattg (a)ß3, (5.14) 
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where Cl,,,,, (a) is the rolling moment coefficient derivative associated with the attached 
flow at zero sideslip. 
This function has been estimated using small amplitude oscillatory data in yaw and 
roll by means of the linear regression technique. As a result, two dependencies, which are 
rather close in the range of angles of attack aE [25°, 35°], have been obtained in two 
different ways (see Fig. 5.32). In order to be used in the nonlinear mathematical model 
a single dependence can be built on the basis of the estimated ones. Such a dependence, 
which is a smoothed combination of these two estimated functions, is shown by the green 
line on the same figure. Since the accuracy of the estimated dependencies Cl, 
",, 
(a) is 
rather low at angles of attack a> 35° the resulting function Cl,,,,, (a) has to be improved 
in this range using additional experimental data such as the results of large amplitude 
oscillations in yaw. For this purpose, the correction function Kc ß 
(a) has been introduced 
into dependence (5.14). This correction function is parameterized in several nodes along 
the angle of attack and calculated at intermediate points by means of linear interpolation. 
Initially, the function values were set to one in all nodes and considered as free parameters 
during the identification. The nonlinear term Clßatt3 (a)ß3 has been also introduced into 
dependence (5.14) in order to improve the prediction of aerodynamic responses in the case 
of large amplitude. Similar to Kc1pl (a) the dependence Clßatt3 (a) was parameterized and 
initially set to zero at all nodes. 
As in the case of large amplitude yaw or roll oscillations, the wing model is subject 
to considerable variation of sideslip ,ß at an approximately constant angle of attack a 
the oscillating wing can pass through areas with different flow structures, and the model 
parameters reflecting these changes can vary significantly. To allow for possible variations of 
the flow structure in the mathematical model, a dependence on sideslip has to be introduced 
into the parameters k1, k2, k3 in addition to that on the angle of attack. 
As a result of the linear model regression, the characteristic time scale T(a) 
has been 
estimated at different angles of attack for zero sideslip. The dependence on sideslip can 
be introduced as a parametric function at each fixed angle of attack, and the relation 
kl (a, 
, 
ß) jß=o = 1/T(a) has to be kept. Thus, a value of ki 
(a, 
, 
ß), i=1,2,3 can be approxi- 
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mated by the following symmetrical function: 
ki(a, ') = ddspl (L 1(a), 2(a)], [kii(a), kz2(a)], 
IY'J) 
(. 5. l-5) 
where ddspl is the nonlinear function joining two constant sections with the spline, z/> = 
, 
ß/ cos a- an aircraft model yaw angle, functions 1(a) and z)2 (a) such that 0< 1011 < 1021 
are interpolation nodes, kit and k22 are values of the coefficient ki at the corresponding nodes 
01 and 'I'2. For '% E [-2/)1i V)1], the value of k2 = ki1, for 0> 02 and 0< -02 the value of 
ki = ki2. A typical dependence of the characteristic time function on 0 at fixed a is shown 
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Figure 5.33: Typical dependence of characteristic time on 
sideslip at fixed angle of attack. 
Similar to Cl,,, 
" 
(a) estimated 
using results of small amplitude 
oscillatory tests and the linear model, 
the characteristic time scale T(a) 
is multiplied by a correction func- 
tion Kl (a) to improve the results 
of linear identification using large 
amplitude experimental responses, 
so ki1(a) =1 Ki(a). Initially, the values of Ki are set to one at the interpolation nodes Ti (a) 
and determined during the identification. All other parameters k12, k21, k22, k31 and k32 
are parameterized and identified at each fixed angle of attack. 
All unknown coefficients in the mathematical model are identified at this stage using 
experimental aerodynamic responses obtained at large amplitude yaw oscillations. This ex- 
perimental data contains time records of the Cl coefficient and the angle during forced os- 
cillations in yaw with amplitudes 0= 10° and 20° and frequencies f=0.5,1.0 and 1.5 Hz 
(corresponding reduced frequencies w=0.023,0.046 and 0.070). The tests were conducted 
at several fixed angles of attack between 20° and 45° with a step of 5°. This set of data cov- 
ers regions with unburst vortical flow, the transient zone where vortex bursting dynamics 
is significant and fully stalled flow. 
In order to identify the unknown parameters a procedure based on the minimization of 
the discrepancy (4.24) between the experimental and the predicted results was applied. Six 
time histories (two amplitudes at three different frequencies) were used for the parameter 
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identification at each fixed angle of attack between 20° and 45°. Totally 36 experimental 
records have been used for the identification. The model description for the PIIMTM 
program which has been used for the identification is presented in Appendix D. 
One can see from Fig. 5.23 that there is a small asymmetry with respect to zero sideslip 
in the experimental static dependence of C1, which is probably due to the influence of 
the experimental rig. To compensate this asymmetry, the following shift in sideslip is 
introduced: 0= (/ - . ipo) cos a. The unknown parameter 00 correlating dynamic and static 
data is also identified using large amplitude responses. 
The identified parameters k12, k21, k22, k31, k32, parameters defining the attached flow 
component and correction factors, which are functions of the angle of attack only, are 
presented in Fig. 5.34. One can see that the correction function Kc`pi (a) is two times 
greater in the range of angle of attack aE [37°, 45°], which rectifies the dependence Cl,,,, (a) 
where it is ill-defined by the linear regression. Functions Catt, T, k2, k3 depending on the 
angle of attack and yaw angle are presented in Figs. 5.35-5.38 as 3D surfaces. It is clearly 
seen in Fig. 5.36 that the characteristic time scales T(a, V)) rises in the region of vortical 
flow and decreases in the region of fully separated flow. 
A detailed comparison of the aerodynamic responses predicted by the identified mathe- 
matical model and those obtained in experiment are presented in Figs. E. 7-E. 12 for different 
angles of attack, frequencies and amplitudes of oscillations in yaw. These plots contain the 
2 
Figure 5.34: Estimated parameters of the model of rolling moment coefficient. 
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experimental aerodynamic response Cjexp(t) (yellow squares), the predicted aerodynamic 
response Clm, d(t) 
(blue solid line), the experimental static dependence C1, (red line with 
diamonds), the attached flow contribution to the rolling moment coefficient C, (cyan line 
with circles), the function AC1 (red line with triangles) and the vortical dynamic contribu- 
tion Cdyn, (t). It is clearly seen that the identified mathematical model rather well reflects the 
behaviour of the aerodynamic responses in all the considered conditions both qualitatively 
and quantitatively. 
Unfortunately, due to the absence of large amplitude forced oscillation data in roll, it 
turned out to be impossible to identify a similar nonlinear mathematical model for this 
type of motion. 
es 
Figure 5.35: Attached flow component Cl,,, of Figure 5.36: Characteristic time function for 
the rolling moment coefficient model. the rolling moment coefficient model in yaw. 
Figure 5.37: Dependence of k2 for the nonlin- Figure 5.38: 
Dependence of k3 for the nonlin- 
ear model of rolling moment coefficient. ear model of rolling moment coefficient. 
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5.3 Comparison with the conventional aerodynamic deriva- 
tive model 
Unsteady aerodynamic effects at low angles of attack are normally described in the form of 
aerodynamic derivatives, and this approximation is found to be rather accurate for different 
aircraft configurations. It is well supported by computational methods, wind tunnel exper- 
imental equipment and verified in many practical applications. The same aerodynamic 
derivative formulation has been rather formally adapted for high incidence conditions sim- 
ply by including nonlinear dependencies on the angle of attack. A typical representation 
of longitudinal aerodynamic coefficients contains static dependency, rotary/unsteady and 
control aerodynamic derivatives considered now as functions of the angle of attack: 
Cz = Ci (a) + Ci, (a) -+ C26, (a) 2V 
+ CZb (a)6 (5.16) 
where i=N, m, c is a mean aerodynamic chord. 
If representation (5.16) is based on the forced oscillations experimental data, the terms 





+ CzIX (a) 2V' 
because the forced-oscillation tests are usually kinematically coupled ä=q. 
Unfortunately, representation (5.16) at high incidence flight in many cases is not consis- 
tent with the modelling tasks in the time domain due to the dependence of the aerodynamic 
derivatives on frequency and amplitude of oscillations. Experimental results obtained for 
the 65° delta wing in dynamic wind tunnel tests with small amplitude oscillations at dif- 
ferent frequencies are presented in Fig. 5.3 and Fig. 5.12. The amplitude of the pitch 
oscillations is 3° and reduced frequencies are w=0.017,0.034,0.051 which correspond to 
forced oscillation frequencies f=0.5,1.0,1.5 Hz. One can see that the "in-phase" and 
"out-of-phase" aerodynamic derivatives both for the normal force and the pitch moment 
coefficients heavily depend on frequency in the range of angle of attack aE [22,50°]. 
In practical applications, the frequency effect in representation (5.16) is normally vol- 
untarily ignored as it is difficult to reconcile it with the analysis of dynamics and simulation 
in the time domain. Consequently, the reduced frequency w can be considered as a free 
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parameter, and its improper choice can lead to a very high uncertainty in the magnitudes 
of the aerodynamic derivatives used in the mathematical model. 
To illustrate a possible discrepancy in the aerodynamic loads, the experimental aero- 
dynamic responses for the normal force coefficient (empty squares) are compared with 
responses predicted by (5.16). A number of experimental time dependencies of a(t) have 
been used as inputs to the conventional model (5.16). Since the conventional aerodynamic 
model (5.16) depends on a reduced frequency w at which the aerodynamic derivatives have 
been obtained as on a parameter, the responses have been simulated for three different 
frequencies w. The results obtained are shown in Fig. 5.39 in comparison with the exper- 
imental data. One can clearly see a very large qualitative and quantitative difference in 
both experimental and predicted aerodynamic responses. The only satisfactory result is 
shown in the upper-left plot where the aerodynamic derivative model applied at frequency 
w=0.051 (f = 1.5 Hz) was able to reproduce the experimental response relatively accu- 
rately. The possible reason for this is a relatively low pitch rate and shallow entering of the 
wing model into the range of angles of attack where the vortex breakdown effect is most 
relevant. Opposite to the traditional aerodynamic derivative model the identified unsteady 
aerodynamic model reflects the joint effect of the amplitude Aa and the reduced 
frequency 
w at large amplitude oscillations. This can be seen in Figs. E. 1-E. 9. 
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Figure 5.39: CN (left column) and Cm (right column) predicted by conventional model 
depending 
on frequency vs. experimental response. 
n=370°, 
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5.4 Unsteady aerodynamic models for the 70° delta wing 
Aerodynamic loads acting on the 70° delta wing at high angles of attack are also character- 
ized by the presence of vortical flow phenomena. Similar to the 65° delta wing the vortex 
breakdown processes dominate at high incidences, and their dynamics produce significant 
time lag effects in all aerodynamic responses. The mathematical model of the normal force 
coefficient for the 70° delta wing having a similar structure to the model for the 65° delta 
wing was identified using two different sets of experimental data: 1) the large amplitude 
oscillations in pitch at different fixed sideslip angles and 2) the large amplitude yaw oscil- 
lations at different fixed angles of attack. The mathematical model for the rolling moment 
coefficient was also identified using the yaw oscillations data. 
These mathematical models were developed before the linearized regression technique 
described in section 4.2 was started for use on the characteristic times estimation. That 
is why the characteristic time functions T were parameterized along the angle of attack 
and estimated by means of the direct minimization of the cost function (4.6) using oscilla- 
tory data at zero sideslip. After that the dependence on sideslip was introduced into the 
coefficients k1, k2, k3 and the function CN,,, tt, and then they were 
identified using large 
amplitude experimental responses. Note, that the mathematical model for the 70° delta 
wing has an additional parameter T2 in comparison with the latest models for the 65° delta 
wing. At the latest stage of the work this parameter was found redundant as its effect could 
be incorporated into the "nonlinear" parameters k2 and k3. 
Hereafter, only a brief description of the identified models and some results of simulation 
are presented as these models have already been published and can be found in [8]. 
5.4.1 Normal force coefficient for pitch motion at constant sideslip. 
The mathematical model of the normal force coefficient during pitch motion according to 
the loads partitioning technique is presented in the following form: 








ßý _ CNatt k602). (5.18) 
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Initially, the mathematical model of the lift coefficient CN has been identified using data 
obtained during small and large amplitude pitch oscillations at zero sideslip. Dependencies 
k (a), i=1,2,3 on the angle of attack were parameterized at five nodes and were linearly 
interpolated at intermediate points. After unknown parameters of the mathematical model 
had been found at zero sideslip, this model was identified for ,ß= 5°, 10°, 15° using corre- 
sponding experimental data for large amplitude oscillations. It was found that values of 
the characteristic time scales vary from approximately 10 up to 27, reflecting changes in 
the vortex flow dynamics along the angle of attack. It is worth mentioning that a similar 
increase of the time scales -rl for the 70° delta wing were obtained in [42] as a result of an 
analysis of the aerodynamic derivatives for the rolling moment coefficient. Also, the same 
effect was pointed out in [58] for the F-16XL aircraft. 
5.4.2 Normal force and rolling moment coefficients for yaw motion at 
constant angle of attack. 
To describe the normal force coefficient during yawing motion at a constant angle of attack 
the mathematical model is presented as follows: 
b 
CN = CjVatt (a, )3) + CNdy, + Kbdb2V00' (5.20) 
dCN 2V sb 1Z ) 
dt 
yfl =b k2(a0) 
(CN(c/3- 
2V T2 
ý) - CNdyn l (5.21 
A similar structure of the mathematical model is used 
for the rolling moment coefficient 
but only with the first term in the dynamic equation: 
b (5.22) C1 = Cidtt (a) ß) + CidyT + Clä 2V 
dCla, tt = 




The identified characteristic time function Ti 
(a, 
, 
ß) = 1/ki (a, ß) for the 70° delta wing 
is shown in Fig. 5.40. It was identified only for the normal 
force coefficient model (5.21) and 
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then applied in model (5.23) for the rolling moment coefficient. This assumption was made 
to check the hypothesis that due to the same physical processes in the flow, the characteristic 
time scales should he reflected identically in both aerodynamic load components. 
Some predicted results for the normal force and pitch moment coefficients during large 
amplitude yaw motion are shown in Figs. E. 13-E. 16 in comparison with the experimental 
data. It is seen that the results of the modelling are in good agreement with the experi- 
mental data at different angles of attack and different frequencies. This fact confirms the 
assumption about the coincidence of the characteristic times in the models of normal force 
and rolling moment coefficients for the 70° delta wing during yaw oscillations. 
Note, that only a small part of the results concerning the 70° delta wing is presented 
in this section. A more detailed description of the models for unsteady aerodynamic loads 




Figure 5.40: Characteristic time function for 70° delta wing. 
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5.5 Comparison of the characteristic time scales for different 
delta wings 
Characteristic time scales in the mathematical models of unsteady aerodynamic loads for 
the 65° delta wing were identified independently for each aerodynamic coefficient in pitch, 
yaw and roll motion. Comparison of the characteristic time scales estimated from the ex- 
perimental data in pitch for the normal force and pitch moment coefficients of the 65° delta 
wing with central body have already been considered in section 5.1.3. The results obtained 
led to the conclusion that the characteristic time scales for these coefficients coincide in 
the case of pitch motion. In section 5.2.1.3 it was shown that the characteristic time scales 
can also depend on the type of motion. For example, the characteristic times in the model 
for the rolling moment coefficient estimated from the data in yaw, significantly differ from 
that of estimated from the roll motion data. Since aerodynamic derivatives for other delta 
wings are also available now, the comparison of the characteristic times peculiar to these 
wings and types of motion could be very important for the physical interpretation of the 
results obtained. 
In [52] these characteristic time scales were calculated for five different delta wings 
using the linear regression technique described in section 4.2. These characteristic time 
scales estimated from the experimental aerodynamic derivatives of the normal force and 
pitch moment coefficients for the pitch motion are presented in Fig. 5.41. It is seen that 
within the standard deviation they are practically the same for both coefficients for each 
wing. Unfortunately, the dispersion is very high at some angles of attack, probably due to 
insufficient numbers of tested frequencies, however, in general, the dependencies obtained 
look rather consistent. Comparing the results obtained from the pitch oscillations data for 
the 65° delta wings with and without a central body, one can conclude that the body does 
not significantly affect the characteristic time scales. As for the 70° delta wings differing by 
shape of the leading edge (sharp and rounded), one can see some quantitative difference, 
but qualitatively they are close. And finally, one can note that the characteristic time scales 
are most subject to the influence of the wing sweep angle, which likely plays the main role 
in the vortical flow structure formation in case of simple wing configurations. 
The characteristic time scales in the lateral/directional models have been estimated 
for 
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these five wings using experimental data obtained during small amplitude oscillations in 
yaw and roll. These results are presented in Fig. 5.42. The characteristic time functions 
in the models of the normal force and pitch moment coefficients are shown by blue and 
green lines, respectively. The results for the rolling moment coefficient model due to roll 
oscillations are shown by the red line and due to yaw oscillations - by the cyan line. One 
can see that the influence of the central body on the 65° delta wing is more significant then 
in the longitudinal case and leads to a higher difference of the time constants determined 
in several ways. It is clearly seen that the characteristic time functions extracted from 
pitch, roll and yaw derivatives for the 65° delta wing without a central body are very close 
to each other. But for the 65° delta wing with a central body, the characteristic time 
scales estimated from the pitch and yaw experimental data differ from that determined 
from the roll oscillatory data. Thus, for example, at aE [30°, 38°] the characteristic time 
function for the rolling moment coefficient due to roll motion is about two times greater 
than that estimated from the pitch and yaw oscillatory data. Moreover, the dispersion of 
the characteristic time scales estimated from the pitch and yaw data are more significant in 
comparison with the same wing without a central body. This result was firstly mentioned 
in [21,70] for a similar 65° American-Canadian delta wing with central body. So, one can 
conclude that the central body on the 65° delta wing produces significant changes 
in the 
flow structure such as the formation of additional vortices and their interaction with 
the 
main vortices that affect the flow dynamic properties 
[12]. 
The dependence of the characteristic time scales on the type of motion poses a serious 
challenge to the structure of the mathematical model 
for arbitrary non-planar motion. A 
non-planar model should be, in this case, a multidimensional 
dynamic system with a set of 
eigenmodes excited by different types of motion. 
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Figure 5.41: Characteristic times for different delta wings identified using longitudinal unsteady 
aerodynamic derivatives for CN and Ct coefficients (C. B. - central body). 





















Figure 5.42: Characteristic times for different delta wings identified using unsteady aerodynamic 
derivatives for C1 in roll and yaw in comparison to that of for longitudinal 
CN and C,,, coefficients 
(C. B. - central body). 
800/600 Double Delta wing 
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5.6 Summary 
Mathematical models of nonlinear unsteady aerodynamic characteristics for high incidence 
flight conditions have been developed for the 65° and 70° delta wings using the experimen- 
tal wind-tunnel data. Unsteady aerodynamic derivatives extracted from small amplitude 
oscillatory data were used for the estimation of the characteristic time functions by means 
of the linear regression model. It is shown that the linear dynamic model is able to repro- 
duce these aerodynamic derivatives and the total aerodynamic loads at small and modest 
amplitudes of motion with high accuracy, but this model loses fidelity for a large amplitude 
motion. In order to extend the range of applicability of the mathematical model to a large 
amplitude motion nonlinear terms are introduced and identified using corresponding ex- 
perimental data. A comparison of the experimental and simulated aerodynamic responses 
demonstrates that the technique used for the nonlinear model parameter identification is 
able to separate steady, and unsteady aerodynamics effects and obtain a mathematical 
model providing an accurate prediction of aerodynamic loads at high incidence conditions. 
Due to the experimental rig kinematics, variation of a wing model sideslip at fixed 
angle of attack can be performed both through yaw and roll motion, therefore the same 
characteristic time scales were expected to be obtained in these two ways. It was revealed 
that characteristic time scales obtained using roll and yaw aerodynamic derivatives are 
equal within the accuracy to each other and to that obtained in longitudinal case for the 
65° delta wing without a central body but they are different for the same wing having 
a central body. This means that the mathematical model for an aircraft configuration 
with a fuselage could require the nonlinear unsteady aerodynamic model based on a higher 
dimension dynamical system providing dependence on the type of motion. 
Finally, one can conclude that the proposed approach is able to simulate aerodynamic 
loads acting on a wing in conditions when the vortical flow dynamics is essential, and con- 
ventional methods become inadequate. The identified characteristic time scales for different 
delta wings provide an insight into the physical properties of separated and vortical 
flow 
at high incidences, and their behaviour can serve as a good indicator of vortex breakdown 
processes and changes of the flow structure. 
Chapter 6 
Modelling of static aerodynamic 
hysteresis 
This chapter considers a problem of mathematical modelling of unsteady aerodynamic loads 
in the case of hysteresis in their static dependencies (static hysteresis). The mathematical 
model is based on the assumption that the total value of the unsteady aerodynamic loads 
can be split into the attached (potential) and dynamic components. The behaviour of the 
dynamic component is described by a nonlinear dynamic equation, which is constructed in 
such a way as to be able to reproduce the static hysteresis and dynamic properties during 
critical state crossing. A technique for such a system design within the mathematical 
modelling framework (4.1)-(4.2) is proposed. A mathematical model of the normal force 
coefficient has been developed and verified using wind-tunnel experimental data for the 
high aspect ratio wing with the NACA-0018 aerofoil. It is shown that the model reproduces 
experimental dependencies rather well both at attached and separated flow conditions. 
6.1 Physical aspects of static aerodynamic hysteresis 
The flying safety problem for passenger and general aviation airplanes is closely connected 
with the investigation of nonlinear unsteady aerodynamic characteristics of airplanes with 
high aspect ratio wings at high angles of attack. A series of experimental works were 
undertaken in TsAGI and worldwide to investigate aerodynamic loads acting on high aspect 
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Figure 6.1: Visualization of the flow structure at forward and backward variation of angle of attack. 
ratio wings at critical and post-critical angles of attack. Some experimental results obtained 
in static and dynamic tests for such a kind of configuration are presented in [82,91,79,49]. 
It was shown that in addition to the dynamic effects similar to the delta wing planforms, 
in the case of high aspect ratio wings aerodynamic loads can even have a non-unique static 
dependency for some range of incidence. Physically, a static hysteresis results from the 
possibility of the existence of two or more different stable structures in a separated flow at 
the same incidence. 
In most cases the flow structure is formed independently of the direction of parameters 
variation and their onset that results in unique dependencies of aerodynamic loads. This 
behaviour is typical for small and very high incidence where the flow is attached and fully 
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stalled, respectively. 
The transient region of angles of attack is characterized by the presence of two or 
more stable separated flow structures at the same values of the parameters, some of these 
structures exist during increase while others arise during decrease of the angle of attack. 
In this case the flow structure and aerodynamic loads to be realized depend on the onset 
and/or direction of the variation of the parameters, i. e. prehistory of motion. 
The results of flow visualization for a 
high aspect ratio wing at different incidences 1.00 
are shown in Fig. 6.1. At a< 15.4° flow 
0.75 
separation starts on the trailing edge of the 
wing and covers more and more area with 
0 
0.50 
an increase of the angle of attack. This at- () 0.25 
tached flow structure corresponds to a prac- 
0 tically linear monotonous rise of the lift. A 
further increase of the angle of attack leads -0.25 
to arising of a stable and well developed sep- 
arated flow (15'. - . 25°). 
Then after some 
critical value of the angle of attack (c r, 
CN 
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v' Figure 6.2: Static dependance of the normal 
26°) is reached, an abrupt change of the flow force and pitch moment coefficients for high as- 
structure results in an abrupt loss of the lift. pect ratio wing with NACA-0018 aerofoil. 
The new fully stalled flow structure is sta- 
ble and remains qualitatively the same with increases of incidence (a > 26°), and the lift 
dependence monotonously rises. When the angle of attack decreases the stalled flow trans- 
forms to highly separated flow and then to the flow with separation on the trailing edge 
only. The last transformation taking place at another critical value of the angle of attack 
acre :.. 14° gives rise to an abrupt increase of the lift (see Fig. 6.2). 
Comparing the flow patterns in the left and right columns in Fig. 6.1 it is seen that 
different flow structures exist at the same angles of attack during the forward and backward 
incidence variation. This obviously leads to different lift values at the same angle of attack. 
Since c2< aC,. l the normal 
force coefficient will have hysteresis in its static dependence. 
An example of the static dependence of the normal force and pitch moment coefficients 
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on the angle of attack obtained at forward and reversed quasi-steady swing is given in 
Fig. 6.2, with standard deviation [92]. One can see that there is an essential hysteresis in 
the CN(a) and C,,,, (a) dependencies during an increase and decrease of the angle of attack. 
Since a difference between up and down branches is much more than the uncertainty of the 
measurements, one can conclude that there are two stable states at each aE [14°, 26°]. 
Experimental investigations carried out in TsAGI revealed the possibility of the exis- 
tence of static hysteresis with more than two stable branches or a cascade of hystereses 
(multiple hysteresis). Some results of this research are discussed in [60]. A very narrow 
intermediate branch seems to exists in the CN dependence shown in Fig. 6.2 at a ti 24° 
but within the current analysis all such minor effects are neglected. The normal force 
dependence is considered in the form of a bi-stable hysteresis as shown in Fig. 6.3 that 
is sufficient to reflect the most important flow properties in the case under consideration. 
This dependence is accompanied by the illustrative pictures demonstrating a qualitative 
flow structure such as attached flow, separated flow and fully stalled flow. 
The idea of using a nonlinear dynamic equation for static hysteresis modelling was 
proposed in [281. To describe the nonlinear behavior of the pitch-moment coefficient C, of 
a cylindric body, the nonlinear equation 
dct 
= F(C,, a) was used. Within the static 
hysteresis region, function F was made up of a cubic polynomial on Cm which has three 
roots at each fixed a. Outside the static hysteresis region, the righthand side function was 
linear. As a result, the function F was combined from three fragments and turned out to 
be discontinuous at the bifurcational points. 
Later, in [8,4] the state-space approach was applied to the problem of unsteady aero- 
dynamic characteristics modelling in the presence of hysteresis in a static dependance. A 
nonlinear dynamic equation was used to describe the dynamic behaviour of a separation 
point location x(t) on the aerofoil. Aerodynamic loads in this case were considered as 
functions of x(t). The procedure for constructing a continuous equation which reflects 
that bifurcational flow properties has developed. The proposed approach was verified using 
experimental data for a high aspect ratio wing with NACA-0018 aerofoil. 
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6.2 Bifurcational model of static aerodynamic hysteresis 
In order to describe the unsteady aerodynamic loads in the case of static hysteresis a 
mathematical model (4.1)-(4.2) may be used. The order of the dynamic equation is chosen 
such that it has the same number of stable equilibrium solutions at each angle of attack as 
the static dependence of the aerodynamic coefficient. Taking into account that the right 
hand side function in (4.2) is a polynomial, then its order n has to be at least 2m - 1, where 
in is the number of branches measured in experiment. For example, the experimentally 
measured dependence of the normal force coefficient of a high aspect ratio wing with the 
NACA-0018 aerofoil has two stable branches in 16° <a< 26° and only one branch outside 
this region (see Fig. 6.3). Therefore, the dynamic equation has to be constructed in such 
a way as to have two stable solutions within the hysteresis region and only one solution 
outside. The simplest function which satisfies this requirement is a third order polynomial 
with coefficients depending on the angle of attack. 
Thus, different static values of the CN coefficient in the static hysteresis region which are 
observable in the experiment will be represented by the same number of stable equilibria 
of the nonlinear dynamic system while transient processes will be locally characterized 
by a disturbed motion near the corresponding equilibrium points. Jumps in the static 
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Figure 6.3: Static aerodynamic hysteresis of the normal 
force coefficient and corresponding flow 
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this case the angle of attack cx), which results in changing of a number of the system 
solutions. These critical points are in fact bifurcational points in the nonlinear dynamical 
model. 
Taking into account all aforesaid, the mathematical model of the normal force coefficient 
CN may be written as follows: 
CNýtý 
- 
CNatt ýaý + CN&att (a) 
2V 
ca+ Cdyn) (G. 1) 
where CNatt (a) and CN,,, 
att 
(a) are the normal force coefficient and its unsteady aerodynamic 
derivative which would be in the hypothetical conditions of potential and unseparated flow. 
The dynamic component Cdyl which describes the flow separation processes is governed by 
the following nonlinear equation: 
C dCdyn 
= 2V C k0 + ki(CO - Cdyn) + k2 (CO - Cdyj2 + k3(C0 - Cdyn)3, (6.2) 
where Co is an analogue of the AC function in equation (4.2). 
Steady-state aerodynamic loads observed in the static experiment correspond to equi- 
librium solutions of equation (6.2) and satisfy the equation 
dCdyn 
dt = F(a, Cdyn) = 0. (6.3) 
Then one or two zeros of the function 
F(a, Cdyn) = ko(a) + k1(a)(Co - Cdv,, ) + k2(a)(Co - Cdyn)2 + k3(0)(Co - Cdyn)3 (6.4) 
have to coincide with the static experimental dependencies of an aerodynamic coefficient 
at each angle of attack. 
Let CN13t (cr) and CN23t (a) be the experimentally measured static dependencies of the 
normal force coefficient obtained during forward and backward quasi-steady motion, re- 
spectively. Then, equation (6.2) has the following stable equilibria: 
c= J Cl = CNist - CNatt C2 = CN2st - CNatt " (6.5) 
Function Co(a) in (6.4) is defined as a smooth continuous dependence which coincides 
with the first stable branch C, (a) at a< aA and with the second stable branch C2(a) at 
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a> aB. Between the bifurcation points OA and aB it is represented by a cubic spline as 
shown in Fig. 6.4. 
Let y= Co - Cdyn, then the right-hand side function in equation (6.2) will have the 
following form: 
F(a, y) = ko(a) + kl (a) y+ k2(a)yZ + k3(0)y'j- (6.6) 
The cross-sections of the function F(y, a) 
0 
at different fixed angles of attack, which re- 
I (CO C_I 
-0 4r\/°, "1 veal the bifurcational character of the nn(-)- 
-06 d-08 el are shown in Fig. 6.5. The solid lines 
(a) 
correspond to regions with a unique flow 
10 12 tA 16 18 20 22 24 
Angle of Attack, deg structure and, as follows, with a single sta- 
ble point (these regions exist fora < 16° 
Figure 6.4: Branches of the static aerodynamic and a> 26°). The dotted line corresponds 
hysteresis in a-C coordinates. to the region with a non-unique flow struc- 
ture, where there are two stable and one unstable solutions. The dashed lines correspond 
to boundary situations (bifurcation points). Stable solutions are marked by black circles, 
unstable by empty circles and bifurcational points by black-white circles. It is seen that 
on approaching the bifurcational points from outside of the hysteresis region, stable and 
unstable solutions close in and join into the same multiple root and then pass into the 
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Figure 6.5: Cross-sections of the function F(y, a= fix) corresponding to different 
flow structures. 
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complex plane. 
At every equilibrium point {ye : F(a, ye) = 0}, the mathematical model has a char- 
acteristic time scale, defining the time lag effects in aerodynamic responses during small 
amplitude motion. The characteristic time scales have a physical meaning and can be 
identified at every stable branch from the results of small amplitude oscillations using the 
technique presented in the previous chapters for delta wings. The characteristic time scale 





dF dF 1 
T dC dy dC dy dy y=ye T 
(6.7) 
There are two critical states in the static dependency Cst(a), marked by points A and 
B. In the vicinity of these points, the characteristic time scale approaches infinity (-r oc) 
because the slope of the function F(a, y) approaches zero (OF -* 0). The crossing of 
the critical state points leads to a long time transient process from one branch of the 
static hysteresis to another one, and the duration of this process significantly exceeds the 
characteristic time scales T on the branches. The bifurcational points A and B with zero 
slope of the function F(a, y) are clearly seen in Fig. 6.5. 
The nonlinear function F(a, y) in equation (6.4) can be designed to provide all the 
necessary properties for unsteady aerodynamic responses observed in the presence of static 
hysteresis. Under static conditions, i. e. when F(a, y) = 0, the mathematical model has to 
generate stable branches of the aerodynamic coefficient CNet with bifurcational points A 
and B which are observed in the experiment. Along with these stable branches, a third one 
(dashed line in Fig. 6.6) will be generated in the static hysteresis region due to continuity 
of the function F. This is an intermediate unstable branch which does not appear in the 
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Figure 6.6: Bifurcation diagrams of system (6.2) in terms of y and CN against parameter a. 
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dividing the regions of attraction of the two stable branches. Also, the condition for local 
stability has to be fulfilled in equation (6.3) for the experimentally observable branches: 
aFl 
(a) > 0. (6.8) 
ay Y Ye 
with the equality being possible only at the bifurcation points. So, the bifurcation diagrams 
of the dynamic system (6.2) in terms of y and CN with respect to angle of attack have to 
be as shown in Fig. 6.6. 
6.3 Design of the nonlinear dynamic system 
6.3.1 Internal region of the static hysteresis loop 
The coefficients k0 (a), ... , 
k3 (a) of the mathematical model inside the static hysteresis loop 
can be found using the conditions specified on the two observable branches of the static 
dependence. These conditions require that the branches provide solutions for the equation 
F(a, y) = 0, and that the partial derivatives specify inverse values of the characteristic 
time scales Tl (a) and T2 (a) at each branch. As a result, at the stable branches yl (a) and 
Y2 (cti) coefficients ko, ... , 
k3 have to satisfy the following equations: 
ko + k1y1 + k2yi + k3yi =0 
ko + kly2 + k2y2 + k3y2 =0 
ki + 2k2y1 + 3k3yi =i 
k1 + 2k2y2 + 3k3y2 =2 
(6.9) 
System (6.9) provides the following solutions for the unknown coefficients 
k0, ..., 
k3 at each 
angle of attack as functions of the characteristic time scales 'Ti 
(a) and 'r2 (a): 
kola) _ _Y1Y2(YiT1 
+Y2T2) 
(y1 
- Y2) T1T2 
kl (a) _ 
y2T1 + Y2-r2 + 22J1Y2(T1 + T2) 
(Y1 
- Y2) T1T2 (6.10) 
k2(a) _ _T2 
(y1 +( 2y2) + T1 (2Y1 + y2) 
(y1 
- y2) 'T1 T2 
k3 (a) =+ 
72 71 
(y1 - Y2) T1T2 
Note, that T1(a) and T2 (a) are unknown functions to be identified 
from the experimental 
data, and the condition that the characteristic time scales approach 
infinity at the bifurca- 
tion points has to be taken into account. 
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6.3.2 External region of the static hysteresis loop 
Since there is only one stable branch outside the static hysteresis region, the nonlinear 
function F(a, y) has only one real and two complex roots at each angle of attack: 
yl(a) = Co(a) - C(a) =0 
Y (a) = y2(a) = a(a) + jb(a) 
y3(a) = a(a) - jb(a), 
(6. ll) 
where the index i=1 at a< aA and i=2 at a> aB, a(a) and b(ca) are unknown 
functions, which can be identified from the experimental data. 
In order to reproduce only one stable branch in the aerodynamic coefficient, conditions 
(4.4) have to be satisfied outside the static hysteresis loop. Thus, similar to the system 
(6.9), for the case of a single branch of the static dependence, the following conditions have 
to be met: f 
J kly2+k2y? +k3y3 =O 
kl + 2k2yZ + 3k3y2 =T 
(6.12) 
From equations (6.11) and (6.12) it follows that the function F(a, y) =0 can be repre- 
sented in the following form: 




y+ y2 yk3 = (y - y2) ýy - y3)yk3 = 0. C k3 k3 (6.13) 
According to the Vietta theorem we have: 
12 
= -y3 - y2 = -2a k3 (6.14) 
ki 
= y2y3 = a2 + 
b2. 
Finally, the following representation of the coefficients k0, ... , 
k3 at angles of attack outside 
the static hysteresis loop is obtained: 
ko(a) _ 
_ ki (a) 
k2(a) _ 









where the index i=1,2 defines one of the two single branches of 
the static hysteresis. 
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6.4 Mathematical model of CN for the high aspect ratio wing 
The mathematical model for the normal force coefficient CN for the high aspect ratio wing 
having NACA-0018 aerofoil has been developed according to the technique described in the 
previous section. All unknown parameters and dependencies such as Tl (a), T2(a), a(a), b(a) 
were parameterized along the angle of attack and identified by means of direct minimiza- 
tion of the cost function (4.6). To identify the mathematical model a set of experimental 
responses for the rectangular wing with aspect ratio A=5 in the range of angles of attack 
aE [-10,60°] has been used. The data was obtained in TsAGI's low-speed wind-tunnel 
T-103 using the forced oscillation rig at different amplitudes Aa = 3... 25° and frequen- 
cies f=0.2 ... 1.5 Hz 
(q = 0.01... 0.03). The measurements were carried out using a five 
component strain gauge at the flow speed V= 40 m/sec (Re = 0.67.106) . 
The set of experimental data used for the identification consists of smoothed time de- 
pendencies of the aerodynamic loads and incidence measured during the pitch oscillations 
with different frequencies, amplitudes and mean angles of attack. The duration of each 
record is one period of oscillation. The static experimental set of data contains dependen- 
cies of aerodynamic loads at an angle of attack in the range aE [-10°, 60°] which was used 
to determine the stable branches of the static hysteresis (see Fig. 6.4). 
The static hysteresis branches which are solutions of the equation F(a, y) =0 are 
presented in Fig. 6.6 in terms of the internal variable y and the total force coefficient 
CN. The identified derivatives 
OF (a 
TY___ 
ý, y) and 




values of the characteristic time scales at corresponding stable branches are presented in 
Fig. 6.7. The identified dependencies a(a) and b(a) are presented in Fig. 6.8. The coef- 
ficients k0(a), 
... , 
k3(a), calculated using the estimated values of the characteristic time 
scales ri (a), i=1,2, are given in Fig. 6.9. 
The nonlinear function F(a, y) calculated using the identified parameters k0(a), ... , 
k3(a) 
is shown in Fig. 6.10. Cross-sections of this function at several values of angle of attack 
both inside and outside of the static hysteresis loop have been presented in Fig. 6.5. It 
is seen that the constructed function is continuous and rather smooth in the vicinity of 
the static hysteresis branches. This means that one can expect the model to reproduce 
unsteady aerodynamic loads adequately at least at slow and moderate pitch rates. 
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Figure 6.10: Function F(a, y). The solid and dashed lines correspond to 
the static dependency of y(a). 
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6.5 Validation of identified aerodynamic model with static 
hysteresis 
6.5.1 Quasi-steady motion 
The mathematical model which has been developed was applied to the simulation of the 
static hysteresis loop in the normal force coefficient during a quasi-steady variation of the 
angle of attack. The predicted dependence of the normal force coefficient CN is shown 
in Fig. 6.11. It is seen that during the increase of the angle of attack from a= 10°, 
this dependence follows the upper branch of the static hysteresis until the point aB where 
bifurcation takes place. At this point, the value of CN jumps to the second static branch 
and then follows it. A similar jump takes place during the backward swing at the bifurcation 
point at aA, which is at a lower angle of attack than aB. This test shows that the model 
can reproduce the non-unique dependence of the normal force coefficient observed in the 
wind-tunnel static experiment and produce the hysteresis loop between the two bifurcation 
points aA and OB. 
The bifurcation points or the critical states A and B are very sensitive to various distur- 
bances as they have a neutral stability. These points can be strongly affected by the flow 
turbulence leading to a narrowing of the static hysteresis loop. Even a very slow variation 
16 20 25 30 36 40 
Angle of attact, deg 
20 30 40 60 60 
Angle of Attack, deg 
Figure 6.11: Hysteresis loop during quasi- Figure 6.12: Experimental dependence of the 
steady angle of attack variation (result of simu- normal force coefficient 
CN during quasi-steady 
lation). sweep motions (d .^ 3°/sec). 
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of the angle of attack can significantly transform the shape of the static hysteresis due to 
transient dynamics after crossing the critical states points. The experimental dependence 
of the normal force coefficient CN obtained during a very slow variation of angle of attack 
(cz = 3°/sec) and presented in Fig. 6.12 clearly demonstrate the transformation of the 
static hysteresis. It is seen that there are no clearly distinguished bifurcation points, and 
the critical state crossing processes are slightly tightened, as if being suspended, spreading 
the bifurcation points. 
6.5.2 Large amplitude oscillatory motion 
Analysis of the experimental aerodynamic responses obtained during a large amplitude 
variation of the angle of attack shows that the faster motion of the wing, the wider the 
hysteresis loop and the longer the transition regions after crossing the bifurcation points. 
The experimental aerodynamic responses and the predicted ones using the identified math- 
ematical model are presented in Fig. 6.13. One can see a good agreement both for the 
aerodynamic responses placed entirely on one branch of the static hysteresis and for aero- 
dynamic responses surrounding the static hysteresis loop at different frequencies of the pitch 
oscillations. It is seen that the model reproduces these dependencies very well for small and 
moderate oscillation frequencies (f = 0.2 ... 1.2 
Hz which corresponds to a dimensionless 
pitch rate up to gmax 0.004). At higher frequencies, such as f=1.6 Hz (q,,,, ax ti 0.006), 
the mathematical model fails to reproduce these experimental responses because it falls 
into a region of attraction of another static hysteresis branch. This problem, however, can 
be eliminated if the nonlinear function F(y, a) is represented by a fifth order polynomial, 
which gives more flexibility in the redistribution of the regions of attraction. 
6.6 Summary 
"A mathematical modelling technique for unsteady aerodynamic characteristics with 
static hysteresis has been developed based on the assumption that the unsteady aero- 
dynamic loads can be split into attached and dynamic components. The technique 
able to tailor nonlinear differential equation governing the dynamic component ac- 
cording to bifurcational properties of the non-unique separated flow structure has 
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been developed. 
"A mathematical model of the normal force coefficient CN(a) of a high aspect ratio 
wing with a NACA-0018 aerofoil having static hysteresis has been developed and iden- 
tified using experimental wind-tunnel data. A comparison of the simulated and the 
experimental results clearly demonstrates that the mathematical model reproduces 
experimental dependencies rather accurately at all ranges of the angles of attack and 
at a wide range of pitch rates. 
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Chapter 7 
Aircraft dynamics with account of 
unsteady aerodynamics effects 
A mathematical representation of the aerodynamic forces and moments is an important part 
of aircraft mathematical modelling required for stability analysis, dynamics simulation and 
control law design. Mathematical models of aerodynamic characteristics normally used 
for flight dynamics applications are mainly based on the aerodynamic derivatives concept. 
Under attached flow conditions, existing at low angles of attack, they are practically inde- 
pendent of the frequencies and amplitude of the oscillations that makes this representation 
sufficiently accurate. 
At high angles of attack, with the onset of flow separation and vortex breakdown, the 
conventional aerodynamic derivatives reveal strong dependence on frequency and amplitude 
of the oscillations. With this dependence, the aerodynamic derivatives cannot be adequately 
applied in a mathematical model considered in the time domain as there are no clear criteria 
for specifying the frequency and amplitude. Nevertheless, the aerodynamic derivatives 
approach is still applied in practice. 
The main objective of this chapter is to analyze closed-loop aircraft dynamics with an 
account of unsteady aerodynamic effects specific for a high incidence flight in order to reveal 
the impact of the two different forms of the aerodynamic load representation on the result- 
ing aircraft dynamic properties. To do this a comparative analysis of the aircraft open-loop 
and closed-loop dynamics for two different forms of aerodynamic load representation is un- 
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dertaken. The aircraft dynamics is analysed separately with the dynamic mathematical 
model identified in Chapter 5 and with the traditional model based on aerodynamic deriva- 
tives. A hypothetical aircraft configuration with the 65° delta wing is considered just to 
implement the developed mathematical models. 
7.1 Frequency dependence effect in the time domain 
Possible approaches for an aircraft dynamics analysis and control law design are discussed 
in this section to illustrate the peculiarities of the aerodynamic derivatives utilization in 
mathematical models for a high incidence flight. 
The main difficulty in stability analysis, control low design or flight simulation is how 
to specify the frequency of oscillations in the aerodynamic model. Let us consider simpli- 
fied equations of a short-period motion where the pitch moment depends on the reduced 
frequency parameter k: 
q 
M(a, q, k), 
(7.1) 
where M=p 221SCCm(cx, k) is the aerodynamic pitch moment. 
Being linearized in the 
vicinity of the trim angle of attack ao system (7.1) is represented by the following linear 
differential equation: 
ä-MQ(cao, k)ä -Ma(ao, k)a=0. (7.2) 
Parameter k in equations (7.1) and (7.2) is external, but it defines the values of the 
aerodynamic derivatives Mq and M«, which affect the frequency and damping properties 
of the short-period motion. Unfortunately, there is no way to specify the parameter k in 
the time domain without preliminary physical assumptions or imposed constraints. 
By definition, the reduced frequency parameter k is connected with the natural fre- 




An expression for the frequency of short-period oscillations can be derived from differential 
equation (7.2), and with account of (7.3), the following nonlinear algebraic equation 
is 
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obtained for the definition of the parameter k: 




This equation can be solved using, for example, Newton's method or by a direct iterative 
procedure. A reasonable initial value of the reduced frequency parameter k= ko is required 
in both cases. The Newton method requires the calculation of the Mak and Mqk derivatives, 
while the iterative procedure can converge to the solution quite effectively without the 
calculation of these derivatives. Thus, equation (7.4) give us an estimate of the required 
value of the parameter k, which is necessary for the correct description of the aerodynamic 
loads and, consequently, for the adequate simulation of short-period motion dynamics. 
However, this approach has a weak point, namely, in order to obtain the correct values of the 
aerodynamic loads during a real-time flight simulation, the value of k has to be determined 
at each step of the integration. This can significantly slow down the calculations. Moreover, 
convergence of the Newton method or the iterative procedure must be ensured. 
If an aircraft is equipped with a control system, the dynamic properties of the closed- 
loop system will depend on the control law and the feedback gains. Normally, the control 
system is designed to provide the required dynamic properties for the aircraft. In this case, 
the location of the closed-loop system eigenvalues is preset according to the requirements 
for the handling qualities (see [22], ch. 12), i. e. location of the "short-period" eigenvalues 
is used as a design criteria. Thus, the short-period motion frequency and, consequently, 
the parameter k can be considered as predetermined which makes possible an adequate 
determination of the aerodynamic loads. 
At first sight it seems that the approaches described provide a regular technique for 
the calculation of aerodynamic loads in spite on some drawbacks. It is worth mentioning, 
however, that the aerodynamic derivatives concept is valid only in the vicinity of statics 
where linear dependence of the force/moment coefficients on the kinematic parameters can 
be assumed. In large amplitude motion an aircraft may pass through both the attached 
flow 
region and through the range of angles of attack where vortex breakdown and 
flow separa- 
tion processes take place. In this case, as was shown in section 5.3, the 
linear mathematical 
model of aerodynamic loads becomes inaccurate and can result in too much uncertainty 
dis- 
torting the motion dynamics. Summarizing the aforesaid, one can conclude 
that the linear 
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Weight, ri 11365 kg 
Moment of inertia, I, j, j 106365 kg in2 
Wing area, S 75.12 m2 
Wing span, b 11.43 in 
Mean aerodynamic chord, c 8.76 in 
C. G. location, x, -,, 0.40 
Table 7.1: A hypothetical 65° delta wing aircraft with thrust vectoring control and its parameters. 
aerodynamic derivative technique can be accurately used in the case of weakly disturbed 
motion provided that the reduced frequency parameter k is determined correctly. Some 
results obtained when the correct specification of the parameter k was neglected are dis- 
cussed in the following sections to emphasize the importance of an adequate aerodynamic 
loads modelling technique. 
7.2 Longitudinal motion dynamics 
A hypothetical tailless aircraft with a 65° delta wing and thrust vectoring control is con- 
sidered in the chapter as a case study for the investigation of the influence of unsteady 
aerodynamic effects at a high incidence flight on aircraft dynamics, stability and control 
law design in longitudinal motion. Mass, inertia, geometric parameters and the view of a 
hypothetical aircraft with the 65° delta wing and the pitch thrust vectoring considered for 
this comparison are given in Table 7.1. The throttle deflection IT E [0,2] and the thrust 
vector deflection angle in pitch 6T are used for the speed and the angle of attack control. 
The aircraft is considered to be equipped with two engines with parameters similar to that 
used on a F-18 airplane and with thrust vectoring in pitch. The normalized maximum 
(Tmax) and afterburning (Taft) thrust force dependencies on the Mach number for a given 
altitude are shown in Fig. 7.9. Throttle positions IT E [0,1] and IT E [1,2] correspond to 
normal and afterburning regimes, respectively. Maximum normal and afterburning thrust 
forces of each engine at zero altitude are equal to TM = 4808 kgf and TA = 7167 kgf, re- 
spectively. The thrust force produced at an intermediate throttle setting IT is calculated 
7.2 Longitudinal motion dynamics 
as follows: 
T (M, H, xT) _ 
tmaxxT 
i 0<IT <1 
123 
(7.. ) tmax + (taft - tmax) (XT - 1), 1G XT G 2, 
where tmax = TMT, nax(M, H) and to, ft = TATa, ft(M, H). 
Longitudinal aircraft dynamics is governed by the following equations: 
2S V=m cos (a + 8T) - (CX cos a+ CN sin a) 
ýV 
-g sin ry 
T 
sin(a + ST) + (CN cos a- CX sin a) PVS 2- 
V cos -y 
cx = g-%y 





where V is the speed of flight, -y is the trajectory slope angle, q is the pitch rate, T= 
T(H, V, XT) is the engine thrust, lT is the nozzle arm, p is the air density, CN, C, and Cx 
are the normal force, pitch moment and drag coefficients. 
For the normal force CN and pitch moment C, coefficients, the following two aerody- 
namic models are used (here i=N, m): 
the conventional aerodynamic derivatives model: 
Ci= Cist (a) + (Ciq + Cia ) 
(a7 
W) 2V 4 
(7.7) 
the nonlinear unsteady aerodynamic model: 
Ci (t) = Cio. tt 
(a) + ci«o, 
tt 
(a) 2V + cidy,, 











During wind tunnel tests, the dependencies of the pitch moment coefficient were mea- 
sured with respect to the axis of rotation coinciding with the model centre of gravity location 
xcg = 0.50 MAC, although the CG location for the ICE prototype is 0.39 MAC. A direct 
application of the mathematical model identified using this data to the hypothetical air- 
craft would lead to an abnormally high level of instability. Therefore, to have a level of 
instability typical of modern combat aircraft, the pitch moment coefficient is recalculated 
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Cm«0 - OxTCNýo 
(CNq + CN« )1 = (CNq + CN«J0 + OxTCNýo 
(Cmq + CmIX)l = (Cmq + Cma)O - OxT(CNq + CNaýO -{- OxTCmýO - OxTCNýO 
(7.9) 
The static dependencies of the pitch moment coefficient corresponding to different CG 
locations are presented in Fig. 7.1. 
7.2.1 Trim in horizontal flight 
Thrust vectoring control ST and throttle control IT allow the aircraft to be trimmed in 
a level flight at various angles of attack. The computation of equilibrium solutions for 
equations (7.6) corresponding to the level flight conditions -y =0 provides the required 
thrust vectoring deflection ST and throttle control XT. 
The speed V as well as the control variables 6T and IT at equilibrium level flight are 
presented in Fig. 7.2 for altitude H=1 km as functions of the trim angle of attack ad. 
The speed of flight decreases significantly at small angles of attack and above a= 25° the 
speed varies very little V Pzý 40 ... 50 m/s. 
7.2.2 The open-loop system eigenvalues analysis 
As discussed earlier, the aerodynamic derivatives in the conventional aerodynamic model 
strongly depend on the reduced frequency of oscillations in the range of angles of attack 
25° <a< 48°. As the reduced frequency of an aircraft short-period oscillations is un- 
known in advance, the problem of the proper choice of the aerodynamic derivatives arises. 
Otherwise, significant inaccuracies in prediction of the aircraft dynamics can be produced. 
To evaluate these inaccuracies, some dynamic properties of the aircraft are to be compared 
for the cases when the conventional aerodynamic derivatives model at different values of 
reduced frequencies k and the unsteady aerodynamic model are used. 
The root loci corresponding to a short-period motion were calculated for the aerody- 
namic derivatives model at frequencies f=0.5 Hz, f=1.0 Hz, f=1.5 Hz and 
for the 
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unsteady aerodynamic model. These results are presented in Fig. 7.3. One can see that 
the system dynamics strongly depends on the type of aerodynamic model and sometimes 
demonstrates qualitatively different behavior at the same angle of attack. For example, the 
system responses to a five degree disturbance in the angle of attack at trim angle a= 47° 
are shown in Fig. 7.4 for the conventional model at three different frequencies and for the 
unsteady aerodynamic model. The corresponding plot containing eigenvalues of the lin- 
earized system is given in Fig. 7.6. It is seen that in the case of the conventional model at 
f=0.5 Hz the open-loop system is aperiodically unstable. At f=1.0 Hz the process con- 
verges towards the limit cycle with amplitude approximately 0.5° (note, that the linearized 
system has oscillatory unstable eigenvalues), and at f=1.5 Hz the system is oscillatory 
stable. In the case of the unsteady aerodynamic model, the system is oscillatory unstable, 
and two additional real eigenvalues corresponding to the unsteady aerodynamic model ap- 
pear. Thus one can see that even in the case of a relatively small disturbance, the system 
behaviour can strongly depend on the type of aerodynamic model, and an incorrect choice 
of the aerodynamic derivatives can lead to very significant changes in the dynamics. 
Typical plots of the eigenvalues corresponding to a short and long period motion and 
unsteady aerodynamics effect are shown in Fig. 7.5 and Fig. 7.6. It is seen that the quasi- 
steady model based on aerodynamic derivatives provides a very broad range of results, 
from aperiodic instability at f=0.5 Hz to oscillatory instability with significantly different 
real parts of the eigenvalues at f=1.0 Hz and f=1.5 Hz. At the same time, the open- 
loop system with the unsteady aerodynamic model is oscillatory unstable both at a= 39° 
and a= 47°. The same situation take place for the whole range of angles of attack 
a= 30'... 470 (see Fig. 7.3). So, one can conclude that the quasi-steady aerodynamic 
model introduces very high uncertainty in the eigenvalues corresponding to a short-period 
motion. 
7.2.3 Stabilizing control law 
The aircraft configuration considered in the case study is unstable at angles of attack 
a< 48° (see Fig. 7.3). To stabilize the aircraft short-period motion, the following PID 
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control law for thrust vectoring deflection is used: 
ST =ka(a-ad)+kqq+k1 J (a-ad)dt, (7.10) 
where ad is the demanded trim angle of attack, k, kq and kI are feedback gains. 
The thrust vector is deflected by the actuator, whose dynamics is approximated by the 
first order model: 
Sa=-Q(Sa-ST), (7.11) 
where Sa is a current thrust deflection angle, Q is the quality factor. The deflection limit 
151 < 5max and rate constraint 1S1 < Smax are also implemented in the actuator model. The 
actuator dynamics (7.11) is taken into account only for the simulation and stability region 
calculation. For trimming purposes and the linearized system eigenvalues computation, the 
actuator transfer function is assumed equal to one. 
The feedback control law (7.10) can allocate the closed-loop system eigenvalues associ- 
ated with the short-period dynamics in a region with required handling quality characteris- 
tics and simultaneously maintain the equilibrium angle of attack equal to the control input 
ad 
For comparison purposes, the feedback coefficients in (7.10) have been calculated for 
both aerodynamic models. The closed-loop system eigenvalues have been allocated in ac- 
cordance with the handling qualities requirements for the short-period motion mode [22]. 
In Fig. 7.10 the feedback gains are presented for the unsteady aerodynamic model and 
quasi-steady aerodynamic model with f=1.0 Hz as function of the angle of attack in the 
range aE [10°, 60°]. One can see that at angles of attack corresponding to peak values 
of the aerodynamic derivatives (a = 38° ... 
45°) the feedback gains for the quasi-steady 
aerodynamic model significantly rise responding to an increase of the q-derivative while the 
feedback gains for the unsteady aerodynamic model are monotonic and have reasonable 
magnitudes. The unsteady model of the aerodynamic loads is considered as an adequate 
one because it is able to capture time lag effects from the flow dynamics. So, the feedback 
gains obtained using this model should provide the required dynamics in the closed-loop 
system in real flight conditions. The feedback gains obtained using the quasi-steady aero- 
dynamic model can significantly depend on the frequency f, and the closed-loop dynamics 
with these gains will definitely fail to meet the formulated requirements. 
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7.2.4 Closed-loop system analysis 
7.2.4.1 Eigenvalues analysis 
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The aerodynamic models (7.7) and (7.8) are compared in terms of their impact on the 
closed-loop system dynamics. The following scenario is considered. The system with the 
dynamic model of aerodynamics (7.8) is stabilized by the control law (7.10) providing the 
required stability and handling quality characteristics. After that the obtained eigenvalues 
are compared with the eigenvalues of the closed-loop system with the conventional aerody- 
namic model (7.7) at different frequencies f and the feedback coefficients ka, kq, kI obtained 
with the unsteady aerodynamic model. This comparison will show the uncertainty intro- 
duced by the quasi-steady aerodynamic model in the eigenvalues of the closed-loop system. 
The eigenvalues for both models under level flight conditions are presented in Fig. 7.7 
for a= 200. The closed-loop system eigenvalues with the dynamic aerodynamic model are 
shown by empty circles, while the eigenvalues for the conventional aerodynamic model at 
different frequencies f=0.5,1.0,1.5 Hz are shown by dots, crosses and asterisks, respec- 
tively. Two contours confine regions of "acceptable" (external contour) and "satisfactory" 
(internal contour) pilot's opinion ratings [22]. 
The closed-loop longitudinal dynamics with the model based on aerodynamic derivatives 
has a fifth order because of the integral in the control law. The closed-loop system with 
the dynamic model of aerodynamics has two additional dimensions, and its order equals 
to seven. These two additional real eigenvalues located in the range A -0.82... - 0.25 
reflect relaxation processes in the unsteady model of aerodynamics. 
The closed-loop system eigenvalues for both types of aerodynamic model at all 
frequen- 
cies practically coincide when a= 20° (see Fig. 7.7). So, two considered aerodynamic 
models are practically identical in terms of the aircraft short-period 
dynamics, when there 
is no strong frequency dependence in the aerodynamic derivatives. 
In the range of the angle 
of attack with a strong dependence of the aerodynamic derivatives on 
frequency one can see 
an essential variation of the eigenvalues in the closed-loop system. 
For example, at a= 28° 
the eigenvalues corresponding to the conventional model with 
frequencies f=0.5 Hz and 
f=1.0 Hz, move to the right semi-plane leading to oscillatory 
instability in the closed- 
loop system while eigenvalues corresponding to f=1.5 Hz are still oscillatory stable 
(see 
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Fig. 7.7). 
The root loci of the closed-loop system with the conventional aerodynamic model and 
feedback gains designed using the unsteady aerodynamic model are presented in Fig. 7.8. 
One can see that the root loci for the short-period eigenvalues are significantly different for 
various frequencies both quantitatively and qualitatively. 
In another comparison scenario, the closed-loop system with the aerodynamic derivative 
model at f=1.0 Hz is stabilized by the control law (7.10) with feedback coefficients provid- 
ing the required handling quality (see Fig. 7.10, bottom plot). Then the obtained control 
law is used with the unsteady aerodynamic model and the quasi-steady aerodynamic model 
with frequencies f=0.5 Hz and 1.5 Hz. 
The closed-loop system eigenvalues for all these cases are presented in Fig. 7.11 for 
a= 25°, 35°, 40°, 50°. The difference between the aerodynamic models at a= 25° is not 
very substantial, and all short-period mode eigenvalues are located within the "satisfac- 
tory" region. At a= 35° this difference becomes more significant but not resulting in 
qualitative changes of the closed-loop system stability. The eigenvalues for the unsteady 
aerodynamic model are overdamped and located out of the "acceptable" region. At a= 45° 
the eigenvalues for the conventional aerodynamic model at different frequencies are scat- 
tered significantly from the stable overdamped ones at f=1.5 Hz to aperiodically unstable 
at f=0.5 Hz. This results in a qualitatively different behavior of the closed-loop system 
at different frequencies f. At an angle of attack a> 49° when flow dynamics is not so 
essential all short-period mode eigenvalues are located in the "satisfactory" region close to 
each other. 
As the unsteady aerodynamic model is considered as an adequate model for a high 
incidence flight, the closed-loop system eigenvalues should provide an accurate prediction 
of the aircraft dynamics. At moderate angles of attack a< 25° two aerodynamic models 
considered are practically identical in terms of aircraft longitudinal dynamics as there is no 
strong frequency dependence in the aerodynamic derivatives. At higher angles of attack a> 
25°, the real aircraft dynamic behaviour is more stable than was expected after the control 
design. It is a very lucky situation as the control law was designed using an inadequate 
mathematical model of aerodynamics and, nevertheless, the closed-loop system remained 
stable, although it failed to meet the handling quality requirements. 
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The presented comparisons clearly demonstrate that in the case of the aerodynamic 
derivatives model, a level of uncertainty in the closed-loop aircraft model due to the ne- 
glected frequency dependence is very high and unacceptable for stability analysis and con- 
trol law design in the time domain while the unsteady aerodynamic model is free of these 
drawbacks. 
Note, that the closed-loop system phugoid eigenvalues do not vary significantly for the 
cases considered as the long-period time scale is much higher than the characteristic time 
scales of unsteady aerodynamics. 
7.2.4.2 Stability regions analysis 
The eigenvalue analysis reflects the local dynamic characteristics of the closed-loop system. 
The numerical simulation and stability regions analysis provides additional information 
about the closed-loop system dynamics. The disturbed motion with large amplitudes can 
reveal the effect of the aerodynamic model non-linearities. 
It is well known, that stabilization of an unstable system with constraint control input 
needs special analysis of the controllability region for the open-loop system and analysis of 
the region of attraction for the closed-loop system as they can both be bounded. The size of 
the closed-loop system stability region specifies the critical level of the external disturbances 
and can be considered as an important design criteria [30]. 
A direct numerical simulation has been used to compute the stability regions in the plane 
of angle of attack and the pitch rate cti - q. The control input, i. e. the thrust vectoring 
deflection, was constrained both in amplitude JST J< 30° and the rate of deflection JST j< 
8Tmax 
. The 
feedback gains obtained for the unsteady aerodynamic model (see Fig. 7.10) 
were used in the stabilizing control law (7.10). 
The computed stability regions or regions of attraction for the trimmed level flight 
at a= 30° and a= 46° are presented in Figs. 7.12-7.13. The regions of attraction 
for unsteady aerodynamic model at different rate saturation limits for thrust vectoring 
control l6T,,, ax 
I= 20,40,60°/sec are shown in Fig. 7.12. The comparison of the regions of 
attraction for the closed-loop system with the unsteady aerodynamic model and the quasi- 
steady aerodynamic model at different frequencies f=0.5 Hz, 1.0 Hz and 1.5 Hz are shown 
in Fig. 7.13. It is seen that an increase of the rate saturation limit leads to an increase in 
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the size of the stability region and this effect is approximately linear. 
The closed-loop system stability region is much bigger for the unsteady aerodynamic 
model than for the quasi-steady aerodynamic model with different values of the frequency 
parameter. It means that the control law design with the quasi-steady aerodynamic models 
provides more conservative results in terms of the closed-loop system eigenvalues and the 
size of stability region. If the control law designed using the quasi-steady aerodynamic 
model is acceptable from a stability point of view, the real dynamics will be even more 
stable. This fact at least could explain some successful practical applications, in particular, 
the design and flight tests of the control system for the X-31 aircraft. 
Unfortunately, no one can guarantee that the above conclusion is true for all possible 
situations. The simulation results presented in Fig. 7.14 act as a counter example. The 
trimmed level flight at a= 48° is stable for the quasi-steady model with f=1.0 Hz and 
f=1.5 Hz and unstable for the same model with f=0.5 Hz and the unsteady aerodynamic 
model. 
7.3 Summary 
Analysis of the open- and closed- loop system eigenvalues and transient dynamics in a wide 
range of angles of attack for a hypothetical aircraft with the 65° delta wing revealed that: 
" at high angles of attack with the onset of the flow separation and vortex 
breakdown 
processes the conventional aerodynamic derivatives model produces a 
high level of 
uncertainty in the open- and closed-loop system eigenvalues 
due to a strong depen- 
dence on the frequency of oscillations and, therefore, can not 
be directly applied in 
the time domain with adequacy; 
" the proposed unsteady aerodynamic model naturally incorporates 
frequency and am- 
plitude dependence and can be effectively used in the time 
domain for dynamics 
simulation and control law design at high incidence 
flight conditions; 
" at low angles of attack with the attached flow conditions, 
both types of aerodynamic 
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Figure 7.4: Open-loop system responses to initial disturbance 6a = 5° relative to the trim angle 
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Figure 7.7: Closed-loop system eigenvalues for the dynamic and quasi-steady aerodynamic models 
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Chapter 8 
Aerodynamic model development 
tools 
During the last two decades a significant number of works concerning nonlinear aircraft 
dynamics has been carried out [43,75,47,73,40,38,66,67,68,65,63]. These works 
complement the classical approaches to flight dynamics [22,16,93] and demonstrate the 
importance of nonlinear analysis for flight dynamics purposes but, due to complexity, the 
techniques are still not widely used in industry. In order to facilitate the nonlinear dy- 
namic systems analysis for flight dynamic purposes the joint DMU-QinetiQ project "Flight 
Clearance Tools using Nonlinear Bifurcation Analysis Framework" [72] was initiated several 
years ago. This project resulted in an extensive toolset addressing a wide range of problems 
and having a user-friendly interface. 
Since the aerodynamic model development is an essential part of the aircraft design and 
analysis process the special module called ADDB (AeroDynamic DataBase) supporting 
this process has been developed within the framework of the DMU-QinetiQ project. The 
ADDB program was intensively utilized for managing the experimental and computed 
aerodynamic data and for the development and identification of the mathematical model 
for the 65° delta wing. 
The ADDB toolset [10] is aimed to facilitate the development of aircraft aerodynamic 
models and support of these models during their life cycle and provide easy access to all 
aerodynamic characteristics from MATLAB. The database containing results of static and 
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dynamic wind tunnel tests and the results of identification has been developed in the ADDB 
environment and bounded together with the aircraft equations of motion implemented in 
MATLAB. 
The PIIMTM program [34], developed in TsAGI in the middle of the 1990th, has 
been used for nonlinear dynamic model identification. It provides an interface and tools 
for a search for the unknown parameters of a dynamic model at which the best fit to the 
experimental time records is reached. A dynamic model is coded in the C language using 
a special library of macros. Then by means of a special preprocessor it is connected to 
the graphical environment. The conjugate gradient and the coordinate search methods are 
used for the parameters estimation. The graphic interface provides convenient tools for the 
optimization process control and assessment. 
A detailed description of the software which has been developed during the work and 
user guides can be found in [10,9]. This chapter gives a brief review of the original software 
applied during the aerodynamic models development. 
8.1 ADDB - experimental data storage and processing tool 
Maintenance of aerodynamic databases and development of aerodynamic models for aircraft 
flight dynamics and control design applications is an important and very time consuming 
stage of the aircraft design process. The aerodynamic data is normally obtained from 
different computational tools, the wind tunnel and flight tests for various aircraft configu- 
rations, and different flight conditions. Normally, results of the wind tunnel tests require 
special corrections to be transformed to real flight conditions. In the end, the aerodynamic 
database for the whole flight envelope is developed by means of processing and fusion of all 
computational and experimental data (Fig. 8.1). The aerodynamic characteristics in the 
aerodynamic database are represented in the form of multidimensional lookup tables, which 
are incorporated into the aerodynamic model by means of some kind of interpolation. Dur- 
ing an aircraft development cycle, the aerodynamic database and aerodynamic model are 
modified and upgraded taking into account additional wind tunnel and flight test results. 
This makes maintenance of the aerodynamic database even more complicated (Fig. 8.2). 
The ADDB program is designed to provide easy access to all aerodynamic charac- 
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Figure 8.1: Aerodynamic data collection. Figure 8.2: Aerodynamic model development. 
teristics from different applications and may be considered as a common environment for 
experimental aerodynamicists, flight tests and control design engineers. The main feature 
of the ADDB program is that an engineer can operate with basic aerodynamic functions 
created on the base of lookup data tables as with simple graphical objects. The program 
provides an environment for the development of aerodynamic models, which are in fact 
composite functions depending on the aircraft configuration, flight conditions and the basic 
aerodynamic functions, and tools for generating different outputs for these aerodynamic 
models. 
The ADDB contains tools for: 
" managing, viewing, editing, importing and exporting aerodynamic dependencies (nor- 
mally obtained in wind tunnel tests); 
" representation of lookup data tables as continuous functions accessible from MATLAB 
command line or user's applications; 
" developing a model for the total force/moment coefficients (including unsteady aero- 
dynamic models); 
" splitting or merging multidimensional arrays, fusing different data sets; 
" filtering and differentiation of noisy processes; 
" flight-test data conditioning; 
" generation of the total aerodynamic model in Fortran, C or as SIMULINK S-function 
in the KRIT'-compatible format; 
" automatic report generation. 
1KRIT 
- toolbox for analysis of the nonlinear dynamic systems 
[72] 
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Figure 8.3: ADDB toolkit structure. 
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The general structure of the ADDB Toolkit is presented in Fig. 8.3. 
The ADDB program has been mainly written using the MATLAB language. In addition, 
the C++ language has been used for the development of some complex interfaces such as 
the data editor in the form of a lookup data table. The current version of the ADDB 
program is designed for MATLAB 6.5 (Release 13) but it will also work in MATLAB 5.3 
(Release 11) with some restrictions. 
0 
8.1.1 Program interface 
The ADDB program is activated by calling the addb function without parameters. The 
main program window is shown in Fig. 8.4. The left part of this window shows the figure 
with a selected function. Control panels are placed in the right and the bottom parts 
of the window. A database browser contains information about opened databases and 
its structure. Items marked by [-] or [+] signs are groups that can be minimized or 
maximized by a double click of the left mouse button. The popup menu, which is called 
by the right mouse button and buttons at the bottom of the browser panel are used 
for 
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Figure 8.4: Main program window: function depending on one (left) and on two arguments (right). 
database managing and control. 
A list of arguments of the current function is shown in the bottom panel. It contains 
names of arguments, their data array length and title. To edit data array of arguments 
the Edit button opens a dialog window. Buttons Add and Delete add a new argument or 
delete a selected one. fT and 4 arrows change the order of the arguments. This allows the 
user to plot different cross-sections of multi-argument functions. 
Table "Current point" presents values of the arguments in the top row. Function values, 
corresponding to the current "cross-section" are given in the bottom row. The current point 
is marked on the figure by a bold black marker. Its coordinates are shown in the central 
column. = and = arrows move the bold marker along the curve. 
8.1.2 Database objects 
Basic functions 
Objects incorporating arguments and function lookup table data sets in the ADDB database 
are called as Basic Functions. All these functions are organized as stand-alone M- and Mat- 
files with the same name and registered in a database. This approach transfers the manner 
of data processing from the lookup tables to a functional level. A graphical editor imple- 
mented in ADDB allows the user to operate with data arrays as with graphical objects 
avoiding "low-level" tables processing. Data arrays of any dimension are supported but in 
case of three and more arguments the selected cross-section of function data array corre- 
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sponding to fixed third and higher argument can be displayed and edited at each moment. 
Figure 8.4 demonstrates some possible forms of lookup data representation in ADDB. 
Composite functions 
A term composite function is used in the program for a function created by the user and de- 
pending on a number of basic functions and parameters stored in the database. A composite 
function can incorporate text of a subroutine, input parameters and results of calculations. 
The subroutine is described as a regular m-function using the MATLAB language. Parame- 
ters already defined in a database may be used in a composite function without additional 
definitions and values stored in a database will be set. 
A composite function may be calculated at specified nodes of the arguments and plotted 
using a defined interpolation method. If show tolerances option is on and the tolerances 
of all basic functions involved in the composite function are correctly defined, the tolerance 
for the composite function will be calculated using a Monte-Carlo method. The number 
of iterations for the Monte-Carlo method is defined in a popup menu on the control panel. 
As an example of a composite function with tolerances, the coefficient of dynamic stability 
C'ýýdy = -C, ýý (a) cos a-i-Clp 
(a) 
59 
sin a is shown in Fig. 8.5. Note, that the basic functions 
Cflß(cx) and Clp(ca) are stored in a database with their tolerances. 
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Figure 8.5: Calculation of composite function Figure 8.6: 
Different form of the vector- 
with tolerances. 
function {X (t), Y(t), Z(t)} representation. 
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Vector functions 
If a set of different functions of the same dimensions depends on the same arguments it can 
be saved in ADDB as one record. For example, wind-tunnel test protocols can be repre- 
sented as vector-functions like F(X) = If, (xl,... , x),. .., 
fm(xl, 
... , x7)}, where aerody- 
namic loads fi are considered as components depending on the kinematic parameters xi. If 
vector function components are functions of the same one argument, the first subfunction in 
the list may be considered as an independent argument so that the remaining functions can 
be represented as dependencies on the first function (so called parametric plot). Different 
methods of presenting the vector function are given in Fig. 8.6. The upper subplot contains 
three components depending on time while the lower plots are their representations in a 
parametric form with linear and spline interpolation, respectively. 
Parameters 
Every aerodynamic model usually contains a set of aircraft parameters describing geometry, 
mass, inertia characteristics. To keep these data in the same database, a parameter type 
was introduced. The name, value, etc of these constants can be changed in corresponding 
fields of the control panel. If the prepared model is going to be converted in the Fortran 
and used with KRIT, the index of this parameter in the KRIT PR-Array should be specified 
in the corresponding edit box, otherwise these indices have to be entered in the Fortran 
code manually. 
Dynamic models 
The application of nonlinear dynamic systems for unsteady aerodynamic modelling in 
ADDB is considered in this thesis. In general case the vector of aerodynamic forces and 
moments are described by the following nonlinear system: 




A large amount of experimental data covering the whole range of possible aircraft ma- 
neuvers is used for the identification of unsteady aerodynamic models at high angles of 
attack. This data are usually distributed in the form of Excel or ASCII tables. Keeping, 
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processing, selecting, and visualization of such an amount of experimental data is rather 
time consuming and cumbersome work. For more effective work with the experimental time 
histories for measured aerodynamic loads, the fast processing and evaluation of dynamic 
mathematical models, the ADDB program has been extended to support the work with 
dynamic experimental data and dynamic aerodynamic models of the type (8.1). 
r 
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system are defined as regular m-functions 
and registered in corresponding fields of the 
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the unsteady aerodynamic model for a nor- -ý __ 
mal force coefficient is presented in Appendix 
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Figure 8.7: Lorentz system simulation results 
eters are defined in the corresponding fields and view of dynamic system simulation panel. 
of the dialog panel, which is called by the 
Options button. In order to eliminate the influence of the initial transient process on the 
final result it is possible to define the time range [ti, t2], in which data will be plotted. 
In this case, the output of a function will be a matrix [y (t 1: t2) ,x 
(t i: t2) ] instead of 
[y (t_init : tf in) ,x 
(t_init : t-f in) ]. If ti and t2 are not specified, the whole time in- 
terval is used. The result of the above technique applied to the Lorentz dynamic system 
and a view of the dynamic system simulation panel are given in Fig. 8.7. 
C. Initial and final times of integration, the 
time samnline for outrnit and other na. ra. ni- 
8.1.3 Experimental data processing 
The data measured in experiments are usually noisy which embarrasses such data use and 
analysis (Fig. 8.8). The tool for noisy processes to be filtered and differentiated is also 
included into ADDB. A view of the filter window is shown in Fig. 8.9. The upper part 
of the window contains the original (red line) and smoothed (blue line) processes. 
The 
process spectrum is plotted in the bottom figure where a cut-off frequency of the 
low-pass 
Butterworth filter can be specified using the ruler. The first derivative is calculated using 
special algorithm, which reduces the influence of noise. 
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Figure 8.8: Real experimental record [17]. Figure 8.9: Filtering and differentiating tool. 
8.1.4 Data fusion tool 
A data fusion tool is designed to support the process of merging data obtained from differ- 
ent sources and covering different parts of the argument range. It allows the user to specify 
priority of certain data over others by introducing variable weights, to generate automat- 
ically "mean" values and tolerances, to fill gaps with approximate data, to edit obtained 
values by the mouse. The main window of the data fusion tool is shown in Fig. 8.10. It 
contains two plots. The top one shows the fused functions and the result of fusion. The 
bottom one shows the weight functions applied for fusion. All data sent from ADDB for 
fusion are shown together with their tolerances on the upper plot. The original data is 
"frozen" and cannot be modified. Only the merged function can be edited by the mouse. 
The solid magenta line with black dots is a mean value function calculated automatically 
using default weights. Dashed magenta lines represent "up" and "down" tolerances. The 
mean-value line and tolerances may be edited by means of the mouse in ADDB manner. 
The bottom plot contains the weight functions for each curve presented on the top plot 
with the identical colours. The weight functions may be also edited by means of the mouse 
in ADDB style. 
8.1.5 Electronic digitizer - DIGIT 
Digitizing of graphical data from different papers, reports, etc, is often an important source 
of information for developing aerodynamic databases. In the absence of a 
digitizer, this 
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Figure 8.10: Data fusion tool. Figure 8.11: DIGIT main window. 
simple program allows the user to digitize data electronically having just a scanner or 
downloaded image. To connect mathematical coordinates with physical points on a screen 
the user has to input three reference points and specify mathematical coordinates for them 
(the axis frame need not necessarily he orthogonal). To do this, three points must he 
indicated by mouse pointer. Further data are pointed by the mouse similar to a digitizer. 
One can input only one curve or a family of curves. To increase accuracy a zoom tool 
is used. All results may he saved into a file or the ADDB database. This program has a 
user-friendly interface and some other functions that are very useful for work. View of the 
main window is given in Fig. 8.11. 
8.1.6 Flight-test data processing 
Correlating and correcting the data measured by onboard sensors during flight tests is 
a vital step in the methodology of the identification of aircraft aerodynamic parameters. 
The aircraft state variables recorded during flight tests differ from the genuine ones due 
to the random and systematic errors and noise. The magnitudes of the errors and noise 
intensity depend on a large number of factors. For example, atmospheric turbulence, sensor 
dynamics, biases in the instrumentation system, analogue to digital signal conversion and 
many other factors may cause noise and errors. The ADDB provides tools implementing 
some engineering approaches for the data compatibility check, conditioning, correlation and 
model regression. 
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Figure 8.12: Data correlation program DCOR Figure 8.13: Model regression program DREGR 
8.1.7 Linear regression tool 
The linear regression, due to its simplicity and computational efficiency, is the most widely 
used technique for conventional aerodynamic model development. Linear regression analysis 
methods are used for assessing the structure of the mathematical model and the values of 
corresponding parameters. A detailed description of this technique can be found in [19]. A 
summary of the algorithms realized in DREGR is given in Appendix E. 
The DREGR program [9] employs a linear regression technique to estimate a functional 
relationship of a dependent variable (process) to one or more independent variables (regres- 
sors). The structure of the mathematical model is selected interactively. Polynomials or 
splines are used for the approximation of aerodynamic coefficients. A user friendly interface 
facilitates the analysis and allow its efficiency to be enhanced. 
8.1.8 Automatic generation of an aerodynamic model 
After the aerodynamic database and functions for the total forces and moments have been 
verified it is reasonable to prepare the mex-file for further computations. The mex-files are 
more time efficient when the source code is written in Fortran or C. The KRIT-compatible 
Fortran or C aerodynamic module can be generated automatically on the basis of the de- 
veloped database. Structure of the resulting aercof module is specified in ini file where 
inputs, outputs, predefined constants and the correspondence of PR elements to variables 
and some other parameters are described. As a result, the module containing the aerody- 
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namic database and a wrapper for MATLAB will be generated. This module may be also 
used together with a special SIMULINK wrapper for the aerodynamic model creation in the 
form of S-function. 
8.2 PIIMTM- dynamic system identification tool 
Suppose we have a set of experimental responses G;,; p(tk) to some input, and these de- 
pendencies are measured in time samples tk, k=1... K, where K is the number of 
sampling points and in is the number of response. Suppose further, these responses are 
described by the following mathematical model: z= F(x, u, p), Gm°d = G(x, u, p), 
where xE" W- state vector, ue sR' input vector, pE X329 - vector of parameters 
which components satisfy the inequalities pi min < pi < pi,,,,, where iE 
[1, q]. Let 
K 
E,,, (p) _ (Gmod(x(tk) uZ, p) Ge p(tk))2 he the error function between a simulated 
k=1 
and experimental process. Similar to the linear regression technique (see appendix E) it is 
required to find a vector of parameters p minimizing this error function. 
If a number M of experimental records which are used for the model parameters iden- 




mi umi P) - CmY(tk, m)ý2. 
m=1 k=1 
(8.2) 
To minimize the total cost function (8.2), direct methods such as gradient or descent are 
used. This approach to the identification of the dynamic systems was implemented in the 
very flexible and effective program PIIMTM, whose screen shot is shown in Fig. 8.14. 
Figure 8.14: Screen shots of the dynamic system identification program 
PIIMTM. Identification 
of oscillator + 2ý± + w2x =0 parameters from the experimental response. 
Chapter 9 
Conclusions and suggestions for 
future research 
9.1 Summary 
This thesis presents an original technique for modelling of unsteady aerodynamic loads act- 
ing on aircraft at high incidence in the presence of vortex breakdown and flow separation. 
Unsteady aerodynamic characteristics are considered as a combination of two components 
which describe the contribution of different flow structures to the total load. The first com- 
ponent which would arise in the case of unburst vortical or attached flow is supposed to be 
inertialess. The second component represents a decrement in aerodynamic loads due to the 
vortex breakdown or flow separation. It is assumed that all dynamic properties of the aero- 
dynamic characteristics are amassed in this component. To describe its dynamics specially 
formed nonlinear differential equations are used. Depending on the parameters of these 
equations either weak or strong nonlinearities (i. e. static hysteresis) can be reproduced. 
The proposed model structure has an empirical nature and contains several parameters, 
which are identified using a large number of experimental responses to kinematic parameters 
variation obtained in the static and dynamic wind tunnel tests. A regular technique for 
the mathematical model parameters identification has been proposed both for the case of 
unique and non-unique (static hysteresis) static dependencies of the aerodynamic loads. 
The mathematical models of the longitudinal and lateral directional aerodynamic char- 
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acteristics of the 65° an 70° delta wings have been identified using the proposed approach 
for the case of weak nonlinearities. The bifurcational model of the normal force coeffi- 
cient for the high aspect ratio wing has been identified using the proposed approach for 
the case of strong nonlinearities (static hysteresis). It has been demonstrated that the 
developed techniques are able to reproduce aerodynamic loads taking into account bifurca- 
tional changes of the flow structure. The validation of the identified models demonstrated 
a very good agreement with the experimental results over a wide range of the kinematic 
parameters variation. It has been also shown that the proposed modelling technique can 
be reduced to the conventional one at low incidences i. e. the proposed approach embraces 
the conventional aerodynamic derivatives model under these conditions. 
A coupling between aircraft dynamics and unsteady aerodynamics effects has been an- 
alyzed considering the longitudinal motion of a hypothetical aircraft with thrust vectoring 
control performing high incidence flight. The two different approaches to unsteady aerody- 
namic modelling have been considered and their impact on aircraft dynamics and control 
law design has been distinguished. The representation based on the aerodynamic derivative 
concept in the presence of a strong dependence of aerodynamic derivatives on frequency 
of oscillations produces a high level of uncertainty in the open- and closed-loop system 
eigenvalues. Therefore, this representation cannot be adequate for dynamics simulation 
and control law design in the time domain. The unsteady aerodynamic model approximat- 
ing internal flow dynamics and represented in the form of nonlinear differential equations 
allows the aerodynamic responses with small and large amplitude of oscillations to be fitted 
accurately and naturally extrapolates these aerodynamic responses to real flight conditions. 
This mathematical model adequately simulates the local stability characteristics as well as 
the large amplitude motion dynamics and is more appropriate for the design of control laws 
at high incidence. 
9.2 Suggestions for future research 
During the research work a number of problems still remained unsolved and can 
be inves- 
tigated in future: 
. The effect of unsteady aerodynamics on the lateral-directional motion. 
The dynamic 
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properties of the lateral-directional motion at a high incidence flight can be compared 
when two different models are applied i. e. the conventional aerodynamic derivatives 
model and the unsteady aerodynamic model. One can expect that the proposed un- 
steady aerodynamic model will give more adequate prediction of the lateral-directional 
stability. The available lateral-directional departure prediction criteria can be revised 
with account of this unsteady aerodynamic model. The developed unsteady aerody- 
namic model can be also used to simulate and analyze the "Wing Rock" type motion 
providing an adequate basis for the active suppression of this effect. 
" All mathematical models presented in this work are so called planar models, i. e. 
they were designed to reproduce aerodynamic responses to a separate single degree of 
freedom motion such as the pitch, yaw or roll. To simulate aerodynamic loads during 
an arbitrary spatial motion, a more complicated mathematical model is required. 
Such a non-planar model can be based on a multidimensional dynamic system with 
a set of eigenmodes excited by different types of motion. The development of such a 
kind of aerodynamic model could be a sequel of this work. 
" Normally, due to wind tunnel walls and the presence of model support rigs, interfer- 
ence effects arise in the wind tunnel investigations. At high angles of attack the vortex 
breakdown processes are highly sensitive to minor disturbances. As a result, inter- 
action of the vortices with the support sting or the rig struts can lead to significant 
variations of the aerodynamic loads. For more accurate modelling of the aerodynamic 
loads, the level of such interference has to be estimated and, if it is significant, taken 
into account. Analysis of the experimental results obtained using different rigs and 
aircraft models can help to eliminate the interference problem. 
" The interference problem is also connected with the development of the mathematical 
model of aerodynamic loads for aircraft model control surfaces. Due to the strong 
sensitivity of the aerodynamic loads at high angles of attack to small disturbances even 
a small deflection of a trailing edge control surface can result in significant changes in 
the flow structure and, consequently, in significant changes in the aerodynamic loads. 
To develop an adequate unsteady aerodynamic model taking into account control 
surface deflections, special experimental tests have to be carried out to provide a 
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comprehensive set of data. 
" The development of the unsteady aerodynamic model for an arbitrary non-planar 
motion will require experimental data obtained during multiple degree of freedom 
motion. For this purpose the development of multi-degree of freedom dynamic test 
rigs, like the pendulum suspension rig, with remotely controlled aircraft models seems 
to be promising. 
" Mathematical models of the unsteady aerodynamic loads normally depend on a large 
number of parameters. In this thesis a least-squares based method was used to de- 
termine the model parameters providing the best fit to the experimental data. The 
non-planar mathematical model will likely contain more parameters, and a more ex- 
tensive set of experimental data will be necessary for its identification. Therefore, 
advanced methods could be demanded for the efficient identification of such mathe- 
matical models, and further research can be focused on the development of an appro- 
priate identification technique. 
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Appendix A 
Linear regression technique 
The linear regression technique is employed to estimate a functional relationship of a de- 
pendent variable to one or more independent variables. It is assumed that a dependent 
variable can be approximated as a linear combination of the independent variables: 
f (tý = kl "1+ k2 " cp2 (t) +... + kn, ' (Pn (t) (A. 1) 
where f (t) is the dependent variable, cpz (t) i=1... n are the independent variables or 
regressors (the first regressor is a unit function). 
A. 1 Least squares estimates 
Suppose that the structure of (A. 1) is known, and a sequence of N observations on both 
f and cpi has been made at times t1, t2, ... , tN. 
The measured data can be related by the 
following set of N linear equations: 
f (2ý = k1 "1 -I- k2 " W2 (i) +... -f- Ien, " (pn (i) +e (i) i=1, ..., N 
(A. 2) 
Let f be the vector of size N of measured values of f (i), be the vector of size N of 
discrepancies between measured and estimated values. The vector k is a vector of size n of 
parameter estimates and the matrix X is an Nx n-matrix comprising measured values of 
the independent variables. Then equation (A. 2) may be re-written as follows: 
Xk+ (A. 3) 
A. Linear regression technique 
The functional 4) equals the sum of squares of the errors: 
(1) = ETE 
164 
(A. 4) 
where the superscript T denotes the transpose matrix. Substituting (A. 3) into (A. 4) one 
can get 
fTf 
- 2fTXk+kTXTXk (A. 5) 
Since f and X are known, the value of kmin the minimizing the functional 0 can be 
determined analytically: 
(XTX) kmin XT, 
hence 
kmin _ 
(XTX) +XTf (A. 6) 
where the superscript "+" denotes the generalized inverse matrix [26]. If the matrix XT X 
is non-singular, equation (A. 6) may be re-written as 
kmin = 
(XTX)'XT f (A. 7) 
Under the following assumptions: 
1. E is a stationary vector with zero mean value, 
2. E is uncorrelated with X, 
3. X is the deterministic quantity i. e. the state and input variables are measured without 
errors, 
4. e (i) is identical and uncorrelated with zero mean and variance ax, 
the estimates of k are unbiased, consistent and efficient. If these assumptions are extended 
by the assumption of a normal distribution of e, the significance of k,,,, i,, can be evaluated 
using the F-criterion: 
F= 
kminXTf - N"f (A. 8) 
(n - 1) s2 
where s= d)/ (N - n) is the covariance matrix for E, and F is a random value which has 
an F-distribution with the number of degrees of freedom vl =n-1 and v2 =N-n. 
A. 2 Stepwise regression 165 





(A. 9) P 
s2 (k ) mine 
where s2 (kmini) is the variance estimate of ki and Fp obeys the same distribution as F 
(see A. 8). 
A. 2 Stepwise regression 
Equation (A. 1) represents a postulated model where the significant terms in this equation 
are to be found from measured data. Several techniques for the selection of the regression 
model have been developed [19]. One of them, the stepwise regression, has been prefered 
by statisticians and researchers in many applications. 
The stepwise regression is a procedure which inserts independent variables into the 
regression model, one at a time, until the regression equation becomes satisfactory. The 
order of insertion is determined by using the partial correlation coefficient as a measure of 
the importance of variables which are not yet in the regression equation. The procedure 
starts with postulation of the regression model given by eq. 
(A. 2). The first independent 
variable from the postulated model is chosen as one which is most closely correlated with 
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If, for example, cp2 is selected, then the model 
(A. 10) 
(A. 11) 
f= kl "1+ k2 *ýP2 +6 
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is used to fit the data. A new independent variable z3 is constructed by finding the residuals 
of cp3 after regressing it on cp2, that is, the residuals from fitting the model 
c03=a0+a1"c02+z3 




Similarly, the variables z4, ... , z7z are 
formed. A new dependent variable f* is repre- 
sented by residuals of f regressed of cp2 using the model from (A. 11); that is 
f*- f-1ý1 1- k2 ' ý02 " (A. 14) 
In the next step, a new set of correlations which involves the variables f*, z3 i ... ,Z. is 
formulated. 
At every step of the regression, the variables incorporated into the model in the previous 
stages and a new variable entering the model are reexamined. The significance value is 
computed for each variable, this value is compared with a predefined value. Any variable 
having too low a significance value is removed from the model. The process of selecting and 
checking variables continues until the situation arises when there are no more variables to 
be added to the equation, and no more to be rejected. 
A. 3 Principal components regression 
The development of the principal components regression starts by transforming the original 








The columns of Z, formed by the orthogonal regressors z27 are referred to as principal 
components. After the transformation, the regression model becomes 
f=Zy+ý (A. 17) 
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The least squares estimates of =y are formed as 
= 
(ZTZ) 1 
ZTf = A-1ZTf 
and the covariance matrix of =y as 
Cov < ̂y1 = U2 . A-1 
(A. 18) 
(A. 19) 
The principal components regression "overcomes" the problem of collinearity of re- 
gressors by using less than a full set of principal components in (A. 17). The principal 
components corresponding to very minor eigenvalues are removed from the analysis, and 
the least squares method is applied to the remaining components. 
The principal components regression can improve the accuracy of parameter estimates 
over the least squares estimates when the data is ill-conditioned. 




The conventional unsteady aerodynamic modelling approach is based on the assumption 
that aerodynamic loads depend only on the instantaneous values of the motion parameters 
and are linear functions of them. For example, the normal force coefficient CN is expressed 
as follows: 
CN(t) CN0 + CNaa(t) + CNgq(t) 
2V 
+ CNý, a2V (B. 1) 
During small amplitude harmonic oscillations the angle of attack varies as a(t) = a0 + 
Da sin wt. Thus, taking into account the linearity of (B. 1) with respect to the input param- 
eters then an aerodynamic coefficient will be a harmonic signal with the same frequency. 
Output of the system may be expressed as follows 
l 
Dawc 
CN ýtý = CNo + CNý Da sin wt + (CNq + CN&l 2V cos wt. (B. 2) 
Expanding the experimentally measured dependence in a Fourier series and taking into 
account only the first harmonic, the aerodynamic coefficient may be represented as follows 
C(t) = Ao +A sin wt +B cos wt, (B. 3) 
where A0, A, B are coefficients of the Fourier expansion. 
Comparing (B. 2) and (B. 3) one 
can obtain expressions for the aerodynamic 
derivatives via the Fourier series coefficients 
CN,, = A/Da 
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_ 
2VB CN9 + cN& 
Ocxwc. 
(B. 4) 
Conducting a set of runs at several different frequencies at each tested angle of attack 
in the range [cxo, all with sufficiently small step one can obtain a family of aerodynamic 
derivatives, as shown on Figs. 2.12-2.13. 
Appendix C 
Example of dynamic system 
implementation in ADDB 
This section presents an example of the dynamic system implementation in the ADDB 
database for the unsteady aerodynamic model of the normal force coefficient. 
In the first stage, a dynamic system (Model) object has to be added to a database 
using the Add button. Then a right-hand-side function of the dynamic system is defined as 
a regular m-function according to the syntax required by Matlab ode** functions and to 
then registered in the options dialog panel. Usually for the RHS-function x=f (t, x) at 
least two arguments are required. 
The third and higher arguments can be any additional parameters, and they are passed 
into a RHS function according to the ode** functions syntax. The RHS-function output 
defines the rate vector x. 
An example of a RHS-function dCNvbRHS(t, CN-vb, flag, AlphaO, DelAlpha, f) 
calculating the contribution of vortex breakdown 
dynamics in the normal force coefficient 
model is presented. 
function out = dCNvbRHS(t, Cy_vb, flag, 
AlphaO, DelAlpha, f) 
Alpha = AlfEx(t, AlphaO, DelAlpha, 
f); 
DotAlpha = DotAlfEx(t, AlphaO, DelAlpha, f); 
CN_vb_st = CN_st_1(Alpha) - CN_v_st_1(Alpha); 
dCy = Cy_vb_st - Cy_vb; 
dCyvb = (k_i_cy_1(Alpha, 1)*dCy + 
k_i_cy_1(Alpha, 2)*dCy. '2 + 
k_i_cy_1(Alpha, 3)*dCy. '3)*2*V/CBAR; 
out = dCyvb; 
C. Example of dynamic system implementation in ADDB 172 
%# dCN_vb 
return 
The second step is to develop function G calculating the full model. Any number of 
arguments can be passed into and returned from this function. The following function 
ModCN (t , CNvb) and the 
RHS function form the full dynamic model of the normal force 
coefficient for the longitudinal motion. 
function CN = ModCN(t, CNvb, AlphaO, DelAlpha, f) 
D2R = pi/180; 
Alpha = AlfEx(t, AlphaO, DelAlpha, f); 
DotAlpha = DotAlfEx(t, AlphaO, DelAlpha, f); 




Example of the model 
implementation in PIT 
/* Include C libraries 
#include <stdio. h> 
#include <math. h> 
#include "PIIMath. h" 
/* Model description */ 
$PERIODIC /* Periodic input */ 
$TASK 
65 deg Delta Wing, Rolling moment coefficient in yaw 
Beta = variable, Alpha = const 
Version 15.03.2002 
$END 
/* Model data structure description */ 
$DATA /* Input data (experimental records) 
TIME 
$INDEP /* Independent variables 
Alpha Psi DotPsi 
$DEP /* Dependent variable 
Cl 
$END 
$INTERNAL /* Internal state variable */ 
Cl_dyn 
$END 
$CALCULATED /* Auxiliary variables */ 
D C1St ClDelta ClAtt ClrAtt TAU DotPsiDl 
$END 
$FIXED /* Model parameters (constants) */ 
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$END 
SysOrd bV Weight 
$PARAMETER /* Model parameters to be identified */ 
psiO kclbl clb3 psis psi2 K11 ki_psi2 k2_psil k2_psi2 k3_psii k3_psi2 
$END 
/* Functions and variables declaration */ 
float fCl_st (float alpha, float psi) ; 
float fClDelta(float alpha, float psi) ; 
float fCl_att (float alpha, float psi) ; 
float fClr_att (float alpha) ; 
float fki (float alpha, float psi, int i) ; 
static float dim = 61; 
static float DIMa = 13; 
static float DIMb = 73; 
static float alphaO [611; 
static float Clb_att [61] ; 
static float Clr_att [61] ; 
static float k1 [61] ; 
static float Alpha-i[131; 
static float Psi_i E731; 
static float Clst_i [949]; 
/* Model body, begin */ 
$SYSTEM 
float Delta, rhs, b_2V, DotPsi_dl, tau, fk1, fk2, fk3; 
int i; 
FILE *fp; 
static int flag = 1; 
if (flag) 
{ 
flag = 0; 
if (! (fp = fopen("ClOdat. d")"r"))) exit(0); 
for(i=0; i<dim; i++) 
{ 
fscanf(fp, "%f %f %f %f", &alpha0 [i] , &tau, &Clb_att 
&Clr_att [i] ); 
ki [i] = 1. /tau; 
} 
for(i=0; i<DIMa*DIMb; i++) 
fscanf(fp, "Yaf" , &Clst_i 
[i] ); 
for(i=0; i<DIMa; i++) 
fscanf(fp, "%f", &Alpha_i [i] ); 
for(i=0; i<DIMb; i++) 




fkl = fki(@A1pha, @Psi, 1); 
b_2V = @b/(2. *@V); 
DotPsi_dl = @DotPsi*DTOR*b_2V; 
@C1St = fCl_st(@Alpha, @Psi); 
@ClDelta = fClDelta(@A1pha, @Psi); 
@ClAtt = fCl_att(@Alpha, @Psi); 
@ClrAtt = fClr_att(@Alpha); 
@TAU = 1. /fkl; 
@DotPsiDl = DotPsi_dl; 
Delta = @ClDelta-@C1_dyn; 
if (int(@SysOrd)==1) 
rhs = fkl*Delta; 
else if (int(@SysOrd)==3) 
{ 
fk2 = fki(@Alpha, @Psi, 2); 
fk3 = fki(@Alpha, @Psi, 3); 
rhs = Delta*(fkl + Delta*(fk2 + fk3*Delta)); 




@Cl_dyn' = rhs/b_2V; 
@C1 = @ClAtt + @C1_dyn + @C1rAtt*DotPsi_dl; 
$END 
/* Model body, end */ 
/* Constraint violation penalty 
$FUNCTIONAL 
if (@D > 0) 
FUNCT = @Weight; 
else 
FUNCT = 0; 
$END 
/* Attached flow component calculation 
float fCl_att (float alpha, float psi) 
{ 
float bt = (psi-@psiO)*cos(alpha*DTOR)*DTOR; 
float clbl = Matlnterpolate(dim, alphaO, Clb_att, alpha); 
return (clbl*@kclbl + @clb3*bt*bt)*bt; 
} 
D. Example of the model implementation in PIT 
/* Attached flow yaw derivative calculation */ 
float fClr_att(float alpha) 
{ 
} 
return Matlnterpolate(dim, alphaO, Clr_att, alpha); 
/* Calculation of difference between attached component 
float fClDelta(float alpha, float psi) 
{ 
} 
return fCl_st(alpha, psi) -fCl_att(alpha, psi); 
/* Static dependence */ 
float fCl_st (float alpha, float psi) 
{ 
and statics */ 
return Matlnterpolate3d(DIMb, DIMa, Psi-i, Alpha-i, Clst_i, psi, alpha); 
} 
/* Calculation of parameters k1, k2 and k3 */ 
float fki(float alpha, float psi, int n) 
{ 
float ki_psii; 
if (n == 1) 
{ 
kl_psil = MatlnterpolateLin(dim, alphaO, k1, alpha); 
return MatDdspl(@psi1, @psi2, @K11*k1_psi1, @k1_psi2, f abs(psi)); 
} 
else if(n == 2) 
return MatDdspl(@psi1, @psi2, @k2_psi1, @k2_psi2, f abs(psi)); 
else if (n == 3) 
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Figure E. 1: Large amplitude pitch oscillations: the experimental normal force coefficient responses 
in comparison with predicted ones using the nonlinear mathematical model; other components of 
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Figure E. 2: Large amplitude pitch oscillations: the experimental normal force coefficient responses 
in comparison with predicted ones using the nonlinear mathematical model; other components of 
the mathematical model. 
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Figure E. 3: Large amplitude pitch oscillations: the experimental normal force coefficient responses 
in comparison with predicted ones using the nonlinear mathematical model; other components of 
the mathematical model. 
E. Experimental 
and predicted aerodynamic responses 
0=<0.0". CU=10.0". II=00°, I=0.5Ht 
e 




o. 20.0°, Na . 20A°. ß-00' , 
1.0 5 Hi 
E 
U 
o= 200°, -= 2U. o°, 4= 0 °, i= io Mz 
8 
® Cm 





o=20D=. a. =20o°, 











10 20 30 G0 
Angle of attack. dog 
50 
, e30.00. ma1000.0 .0 O°. 1e05N2 
Cm 
- 
30 agie a enea Mp 
o. 
300°. -. 1 00' >ß. 













C) Cm. r 
L- °_i 
0 
n=300°.. Mi= 100°. 
11=00° I= 15Mz 
Figure E. 4: Large amplitude pitch oscillations: the experimental pitch moment coefficient re- 
sponses in comparison with predicted ones using nonlinear mathematical model; other components 
of the mathematical model. 
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Figure E. 5: Large amplitude pitch oscillations: the experimental pitch moment coefficient re- 
sponses in comparison with predicted ones using nonlinear mathematical model; other components 
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Figure E. 6: Large amplitude pitch oscillations: the experimental pitch moment coefficient re- 
sponses in comparison with predicted ones using nonlinear mathematical model; other components 
of the mathematical model. 
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Figure E. 7: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
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Figure E. 8: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
in comparison with predicted by nonlinear mathematical model and other model components. 
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Figure E. 9: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
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Figure E. 10: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
in comparison with predicted by nonlinear mathematical model and other model components. 
E. Experimental 


























-20 -15 -10 -5 0 









































ý0°. AW. 200°. I. osM¢ 
SWSYSSpOSp 
o. 
ý U°. ew. 20 0°. 1. tO Mt 
0 
$IGetMSp. m7 









































Figure E. 11: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
in comparison with predicted by nonlinear mathematical model and other model components. 
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Figure E. 12: Large amplitude yaw oscillations: experimental rolling moment coefficient responses 
in comparison with predicted by nonlinear mathematical model and other model components. 
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Figure E. 13: Predicted and experimental responses of the normal 
force coefficient Cv (a, ; j) for 
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Figure E. 14: Predicted and experimental responses of the normal force coefficient 
CN (o. l3) for 
the 70° delta wing at different fixed angle of attack. 
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Figure E. 15: Predicted and experimental responses of the rolling moment coefficient 
Ci (a; /3) for 

























































































































Figure E. 16: Predicted and experimental responses of the rolling moment coefficient 
C1(a, ß) for 
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Figure E. 17: Predicted and experimental responses of the normal 
force coefficient CN(a, /3) for 
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Figure E. 18: Predicted and experimental responses of the normal force coefficient CN(a, 
ß) for 
the 70° delta wing at different fixed sideslip angles. 
