Let A be abelian variety over the function field K of a compact Riemann surface B. Fix a model f : A → B of A/K and a certain effective horizontal divisor D ⊂ A. We study various properties concerning the finiteness, growth order, and generic emptyness of the set of (S, D)-integral sections in A. Here, S ⊂ B is an arbitrary subset and thus not necessarily finite nor countable. These integral sections σ correspond to rational points in A(K) which satisfy the extra geometric condition f (σ(B) ∩ D) ⊂ S. This notion of integral points generalizes the integral solutions of a system of Diophantine equations. Developing the idea of Parshin, we introduce in this context the so-called hyperbolic-homotopic height as a substitute for the classical intersection theory. We then establish several new results concerning the finiteness of various large unions of (S, D)integral points and their polynomial growth in terms of #S ∩ U , where the sets S ⊂ B is required to be finite only in a small open subset U of B. Such results are out of reach of a purely algebraic method. Thereby, we give some new evidence and phenomena to the Geometric Lang-Vojta conjecture. As an application, we obtain certain strong generic emptiness properties of integral points on abelian varieties over function fields.
LetC be a smooth projective curve defined over an algebraically closed field k of characteristic zero. Let S be a finite set of points ofC and denote C =C \ S. Consider a smooth affine variety X/k(C) of log-general type with a model X → C. Let D be the hyperplane at infinity in a compactificationX of X . The so-called Geometric Lang-Vojta conjecture (cf. [22, F.3.5] , [48, Conjecture 4.4] , [28] , cf. also [11] , [12] ) says the following: Conjecture 1.1 (Lang-Vojta) . There exists a proper closed subset Z ⊂ X and a finite number m > 0 with the following property. Let Z be the Zariski closure of Z in X . For every section σ : C → X with σ(C) ⊂ Z, letσ :C →X be the extension of σ then
The bound (1.1) is well-known when X is a curve. Moreover, when X is an elliptic curve, the bound is in fact effective (cf. [21, Corollary 8.5] ). Besides that, several results are known whenX = P 2 in all arithmetic, analytic and algebraic settings (cf. for example, [11] , [12] , [46] and the references therein). When X is the complement of an effective ample divisor in an abelian varietyX, the exceptional set Z is taken to be empty in Conjecture 1.1 (by an immediate induction using [49, Lemma 4.2.1] ). It is also known, always for S finite, that Conjecture 1.1 holds when X is the complement of an effective ample divisor in an abelian variety A/k(C) such that the trace Tr k(C)/k (A) (cf. [8] , [9] ) of A is zero (cf. [6] ) or when A is defined over k = C (cf. [32] ). Even in these cases, finding a purely algebraic proof for Conjecture 1.1 has proven to be particularly difficult. The proof in [6] uses the Kolchin differential theory while the proof of [32] is based on the tool of jet-differentials. No similar results were known in the literature for a general abelian variety.
The main goal of the paper is to provide some new phenomena and evidence for Conjecture 1.1 in the context whenX →C is a family of abelian varieties over a compact Riemann surface, i.e., when k = C (cf. Conjecture A, Theorem A, Corollary 1.13). For this, we develop the idea of Parshin in [34] to introduce the so-called hyperbolic-homotopic height machinery (cf. Theorem C, Lemma 13.10, Proposition 9.2) as a substitute for the classical intersection theory. This machinery allows us to address quantitative problems concerning generalized integral points ofX →C (cf. Definition 1.2, Theorem A). The hyperbolic part (cf. Theorem C) is a statement on compact Riemann surfaces which is of independent interest. Notably, results in Theorem A cannot be proved by a purely algebraic method such as the classical intersection height theory (cf. [17] ). Moreover, we obtain a very reasonable estimation of growth of generalized integral points ofX →C in the sense that it recovers corresponding results for integral points in all special known cases in the literature (cf. Remark 1.10). We also obtain certain results on the topology of the intersection locus of sections with a horizontal divisor in an abelian fibration (cf. Theorem B).
1.1. Generalized integral points. It may be helpful to regard #S in Conjecture 1.1 as a bound on #σ(C) ∩ D. To generalize this condition, we propose a natural geometric notion of generalized integral points and sections. Definition 1.2 ((S, D)-integral point and section). Let B/k be a smooth projective connected curve over a field k. Let K = k(B) be the function field of B. Let f : X → B be a proper flat morphism of integral varieties. Let S ⊂ B be a subset (not necessarily finite) and let D ⊂ X be a subset (not necessarily an effective divisor). A section σ : B → X is (S, D)-integral if it satisfies the set-theoretic condition (cf. Figure 1) :
For every P ∈ X K (K), let σ P : B → X be the corresponding section (cf. Remark 1.3). Then P is said to be (S, D)-integral if the section σ P is (S, D)-integral.
B σ X f D S Figure 1 . An (S, D)-integral section σ
It is not hard to see that Definition 1.2 generalizes the notion of integral solutions of a system of Diophantine equations (cf. [35, Introduction] ). Remark 1.3. With the notations be as in Definition 1.2, we have a natural identification X(B) = X K (K) by the valuative criterion for properness. The set of (S, D)-integral sections of X → B is then identified with a certain subset of X K (K). Remark 1.4. For S = B or D = ∅, Condition (1.2) is empty. The set of (B, D)-integral sections and the set of (S, ∅)-integral sections are thus identified with the set X K (K) of rational points of the generic fibre X K . Another extreme situation is when S = ∅. In this case, Condition (1.2) implies that the set of (S, D)-integral sections is empty whenever D contains a vertical fibre or D is an ample divisor. Remark 1.5. In Definition 1.2, (S, D)-integral sections are considered with respect to a given fixed model X → B and should be distinguished from the relative notion of quasiintegral sets of rational points on X K (cf. [39, §7.1] ). Fix an ample reduced effective divisor H ⊂ X K . A subset A ⊂ X K (K) \ H is (S, H)-quasi integral if there exists a model X → B of X K , i.e., X K = X K , and an effective divisor H ⊂ X such that H K = H and for every point P ∈ A, the corresponding section σ P : B → X is (S, D)-integral.
Notations. In the rest of the paper, we fix throughout a compact Riemann surface B of genus g. Denote K = C(B) its function field. We equip B with an arbitrary Riemannian metric d. For every complex space X, the pseudo Kobayashi hyperbolic metric on X is denoted by the symbol d X (cf. Definition 9.3). Discs in Riemannian surfaces are assumed to have sufficiently piecewise smooth boundary. The symbol # stands for cardinality. Remark 1.8. Let T ⊂ B be the finite subset of T containing b ∈ B such that A b is not smooth. In the special cases when Tr K/C (A) = 0 or when A = A 0 × B is a constant family, we can take (cf. Remark 10.2) Z ε to be any finite disjoint union of closed discs around every points of T (such that vol d (Z ε ) < ε). Remark 1.9. Continue with the notations in Theorem A. By a standard counting argument on the lattice Γ = A(K)/ Tr K/C (A)(C) (cf. [43, Lemma 6] ), a bound on the canonical height of (S, D)-integral points, if it is a polynomial p in #S, would imply also a polynomial bound in #S of the form (c p(#S) + 1) rank Γ on the number of such integral points (modulo the trace). Conversely, with height theory, it is necessary to establish a uniform bound on the intersection multiplicities (as predicted Conjecture 1.1) in order to of obtain a polynomial bound in #S on (S, D)-integral points, where S ⊂ B is finite.
Such uniform bounds on the intersection multiplicities, and thus linear bounds on the canonical height h A,L , where L is a symmetric ample line bundle on A (cf. [22] , [10] ), are only available in the case Tr K/C (A) = 0 (established in [6] using Kolchin differentials, or in [21] for elliptic curves) or when the family A → B is trivial (cf. [32] for D constant, where the main tool is jet-differentials, see [37] for the case of a general divisor D). However, no similar results were known for a general abelian variety A/K.
To this point, we could, motivated by Theorem A, possibly expect the following (with N = 1 in the above two special cases and N ≤ 2 in general):
Conjecture A. Let A/K be an abelian variety with a model f : A → B, i.e., A K = A. Let D ⊂ A be an effective ample divisor and let D be its Zariski closure in A. There exists m, N > 0 depending only on A, B, D such that for every (S, D)-integral point P ∈ A(K) with S ⊂ B, we have h A,L (P ) ≤ m(#S + 1) N .
Conjecture A is of course a consequence of the Geometric Lang-Vojta conjecture 1.1. Remark 1.10. We argue below that the exponent 2 dim A rank π 1 (B 0 ) in the bound (1.3) in Theorem A is as reasonable, up to a factor 1/2, as we can possibly expect. We remark again that no quantitative estimations as in the bound (1.3) were known in the literature except when Tr K/C (A) = 0 or when A is a constant family (with B 0 = B in both cases).
Let T ⊂ B be the finite subset above which the fibres of f : A → B is not smooth and t = #T . Let r = rank A(K)/ Tr K/C (A)(C) be the Mordell-Weil rank of A. For s ∈ N, let J s denote the union of (S, D)-integral points over all subsets S ⊂ B such that #S ≤ s. It is clear that J s ⊂ I s for every s ∈ N.
Assume first that A is a nonisotrivial elliptic curve so that the trace of A is zero. Then we can take Z ε in Theorem A to be a disjoint union of discs around T (cf. Remark 1.8). We choose W = ∅ so that B 0 = B \ Z ε and rank π 1 (B 0 ) = 2g − 1 + t. Shioda's result in [41, Theorem 2 .5] provides a very general bound on the Mordell-Weil rank:
Best known results using height theory due to Silverman [21, Corollary 8.5] tell us that #J s is bounded by a polynomial in s of degree
Therefore, Theorem A implies, up to a factor 1/2, the known polynomial growth for the set J s ⊂ I s . More generally, when A is an abelian variety with Tr K/C (A) = 0, the Ogg-Shafarevich formula (cf. [40] , [33] , see also [20] ) implies that r ≤ 2 dim A.(2g − 2 + t).
In this case, best results using height theory (due to Buium [6] , see Remark 1.9) tell us that #J s is bounded by a polynomial in s of degree r/2 ≤ dim A.(2g − 2 + t). Again, the set Z ε in Theorem A can be taken as any finite disjoint union of discs around points in T (Remark 1.8) so rank π 1 (B 0 ) = 2g − 1 + t. As vol d (Z ε ) can be arbitrarily closed to vol d (B) (for ε 1), the set I s is a priori much larger than J s . However, Theorem A assures that the polynomial growth degree of #I s is still at most ∼ dim A. rank π 1 (B 0 ) just as J s . This feature cannot be detected by Silverman's and Buium's results.
If A is a constant family, then T = ∅. Noguchi-Winkelmann's results (cf. [32] , see Remark 1.9) imply that #J s mod Tr K/C (A)(C) is bounded by a polynomial in s of degree r/2 ≤ 2 dim A.g. By Remark 1.8, we can take Z ε empty and W any finite disjoint union of closed discs. Theorem A thus also improves known upper bounds on the growth degree to the much larger set I s ⊃ J s .
1.3.
Application to the generic emptyness of integral points. As the parameter space B (s) of subsets S ⊂ B of cardinality at most s ≥ 1 is a variety of dimension s, the finiteness of the union I s (cf. Theorem A) of (S, D)-integral points should imply that for a general choice of such S, there is very few or no (S, D)-integral points at all. In fact, we can show an even stronger property (cf. Section 11):
Corollary A. Let the notations be as in Theorem A. Assume Tr K/C (A) = 0 and D horizontally strictly nef, i.e., D · C > 0 for all curves C ⊂ A not contained in a fibre. Then:
(i) for each s ∈ N, there exists a finite subset E ⊂ B such that for any S ⊂ B \ E with #(S ∩ B 0 ) ≤ s, the set of (S, D)-integral points is empty. Moreover, we can choose E such that
(ii) for each s ∈ N, there exists a Zariski proper closed subset ∆ ⊂ B (s) such that for any
It is clear that Corollary A.(i) cannot not be obtained by means of classical algebraic methods (e.g., height theory). The subsets S ⊂ B satisfying Corollary A.(i) can be taken as S = (B \(B 0 ∪E))∪N = (U \E)∪N where N ⊂ B 0 \E is any finite subset of cardinality at most s. Since B 0 can be taken arbitrarily small (cf. Theorem A), such transcendental subsets S are very large. In this sense, we find that Corollary A.(i) is quite surprising.
1.4.
Intersection locus of sections with divisors. Let A/K be an abelian variety with Tr K/C (A) = 0. Let D ⊂ A be an effective ample divisor not containing any translate of nonzero abelian subvarieties. Let D be its Zariski closure in a model f : A → B of A. For every subset R ⊂ A(K) \ D, we define the intersection locus:
For ε > 0, let Z ε ⊂ B satisfying vol d Z ε < ε be given by Theorem A.
Concerning the topology of the intersection of sections of an abelian scheme with a horizontal divisor, we prove the following result (cf. Section 12).
Theorem B. Assume that R is infinite. The following properties hold:
(i) I(R, D) is countably infinite but it is not analytically closed in B; (ii) I(R, D) has uncountably many limit points I(R, D) ∞ in B;
(iii) For every ε > 0, I(R, D) ∞ is not contained in the union of Z ε with any finite union of disjoint closed discs in B \ Z ε .
Here are some motivations for Theorem B. Assume that B is a smooth projective curve defined over a number field k. Let K = k(B) and let f : A → B be a nonisotrivial elliptic surface. Assume that D is the zero section of f and R = {nQ : n ∈ N * } ⊂ A K (K) for some non torsion point Q ∈ A K (K). Let I(R, D) := ∪ P ∈R f (σ P (B k ∩D)) ⊂ B k where σ P ∈ A(B) denotes the induced section of P ∈ A K (K). It is known that the intersection locus I(R, D) ⊂ B k is analytically dense in B(C) (cf. [50, Notes to chapter 3]). Theorem B thus provides some evidence that analogous density results on the intersection locus could be true in higher dimensional abelian varieties over function fields. In fact, recent results in [13] imply that I(R, D) is even equidistributed in B(C) with respected to a certain Galois-invariant measure. Another supporting result is recently given in [37, Corollary C] in the same context of Theorem B but without of the hypothesis Tr K/C (A) = 0. 1.5. Hyperbolic height on Riemann surfaces. One of the new ingredients in the proof of Theorem A is the following linear bound on the hyperbolic length of loops in various complements of a Riemann surface. Let U be a finite union of disjoint closed discs in the Riemann surface B and denote B 0 := B \ U . We prove the following growth estimation which is of independent interest (cf. Section 7):
There exists L > 0 with the following property. For any finite subset S ⊂ B 0 , there exists a piecewise smooth loop γ ⊂ B 0 \ S which represents the free homotopy class α in B 0 and satisfies:
Recall that d B 0 \S denotes the intrinsic Kobayashi hyperbolic metric on B 0 \ S (cf. Definition 9.3). A stronger statement is given Theorem 7.1 where we provide some more geometric information on the loop γ. We sketch briefly below the interest of Theorem C to the study of generalized integral points as in Theorem A.
Consider an abelian fibration f : A → B with an effective divisor D ⊂ A whose generic part D K ⊂ A K does not contain any translate of nonzero abelian subvarieties. We define B 0 := B \ U where U is certain finite union of disjoint closed discs in B. For every finite subset S ⊂ B 0 , the image of every holomorphic section
is a totally geodesic subspace with respect to the Kobayashi hyperbolic metrics d B 0 \S and
Every algebraic section σ : B 0 → A B 0 induces a homotopy section i σ of the short exact sequence:
A reduction step of Parshin says that it is enough to bound the number of homotopy sections i σ in order to bound the number of algebraic sections σ. Now fix a system of generators α 1 , . . . , α k of π 1 (B 0 , b 0 ). A theorem of Green says that (A\D) B 0 is hyperbolically embedded in A. Therefore, the number of homotopy sections will be controlled if we can bound length
. . , k. Therefore, Theorem C will play a crucial role for the quantitative growth estimation in terms of s ∈ N of the union of (S ∪ U, D)-integral sections of A over all finite subsets S ⊂ B 0 with #S ≤ s .
We investigate some further related aspects of Theorem C. For each free homotopy class α ∈ π 1 (B 0 ) and each s ∈ N, we can associate a constant (1.9) L(α, s) := sup
where S runs over all subsets of B 0 of cardinality at most s and γ runs over all loops in B 0 \ S representing the homotopy class α. Theorem C then asserts that the function L(α, s) grows at most linearly in terms of s. Moreover, we prove the following optimal lower bound (cf. Section 8 and Remark 8.3 for the optimality):
Theorem D. Given α ∈ π 1 (B 0 ) \ {0}, there exists c > 0 such that for every s ∈ N:
(1.10) L(α, s) ≥ cs 1/2 log(s + 1).
It would be interesting to understand the asymptotic behavior of L(α, s) in terms of s. For example, we may ask: which correspond respectively to the lower and upper polynomial growth degrees of L(α, s) in terms of s?
By Theorem C and Theorem D, we know that for every α ∈ π 1 (B 0 ) \ {0}, we have:
If we require α to belong to a certain base of π 1 (B 0 ) (cf. Lemma 3.2), the constant L > 0 in Theorem C depends only on U and the Riemann surface B (cf. Theorem 7.1). Our proof does not provide an explicit estimate of L. But an upper bound of L only in terms of some invariants of B and U could be established in principle. We expect also that the bound in Theorem C can be improved (as closed as possible) to be linear in (#S) 1/2 log(#S + 1), which is best possible by Theorem D. They are our ongoing projects. Remark 1.12. Results in Theorem C and Theorem D are in a sense orthogonal to various remarkable results on the growth of the counting functions c X (L), s X (L) for the number of certain type of closed geodesics of length ≤ L on a complete hyperbolic bordered Riemann surface X of finite area (cf., for example, [29] , [2] , [23] , [31] ).
It may be helpful to illustrate the difference of our results to the related Bers' theorem (cf. [7, Theorem 5.2.6] ). Let X be a complete hyperbolic Riemann surface of genus g with n cusps. A partition on X is a set of 3g − 3 + n pairwise disjoint simple closed geodesics, which generate the free homotopy group π 1 (X). A partition is in fact the same as a decomposition into pants. Bers' theorem asserts that X has a partition with geodesics of hyperbolic length bounded by 13(3g − 3 + n).
Remark that Bers' theorem applies to complete hyperbolic Riemann surfaces with cusps that have finite area. On the contrary, punctured Riemann surfaces B 0 \ S (as in Theorem C and Theorem D) have infinite area (whenever U is not finite) and look like the punctured Poincaré disc locally around the punctured points.
Therefore, Bers' theorems do not apply to the punctured Riemann surfaces B 0 \ S which are equipped with the intrinsic hyperbolic metric d B 0 \S (cf. Definition 9.3). Moreover, our proofs of Theorem C and of Theorem D work with the very definition of the pseudo Kobayashi hyperbolic metric and do not require any tools from hyperbolic trigonometry. It is also worth mentioning that the finite union of closed discs U ⊂ B in Theorem C can be easily taken to be large and complex enough (but with piecewise smooth boundary) so that it cannot be contained in any union of regular discs with geodesic boundary components. Proof. We equip A/K with a symmetric ample line bundle L and consider the corresponding canonical Néron-Tate height function h L : A(K)/ Tr K/C (A)(C) → R + . Since L is ample, there exists n ∈ N * such that the line bundle L ⊗n ⊗ O(−D) is very ample on A. By standard positivity properties of height theory (cf. [22] , [10] ), there exists a finite number c > 0 such that for every P ∈ A(K) with σ P ∈ A(B) the corresponding section, we have: As I s mod Tr K/C (A)(C) is finite by Theorem A and as the canonical height h L is invariant under translations by the trace, we can define a finite number H = max P ∈Is h L (P ). Since every section σ : B → A with #f (σ(B 0 ) ∩ D) ≤ s belongs to Σ s , (1.14) implies that:
The conclusion follows by setting
In particular, the Lefschetz Principle and Corollary 1.13 imply immediately that Conjecture 1.1 is true for X =X \ D with moreover an empty exceptional set Z, whereX/k(C) is an abelian variety and D ⊂X is any effective ample divisor not containing any translates of nonzero abelian subvarieties ofX. We conclude with several remarks. Remark 1.14. It is worth notice the similarity between the bound (1.7) in Theorem C and the bound (1.1) in Conjecture 1.1 in their linearity in terms of #S. WhenX = A is an abelian variety, the linear bound (1.1) implies an polynomial bound in #S on the number of (S, D)-integral sections of A modulo the trace (cf. Remark 1.9).
In this aspect, the bound (1.7) in Theorem C serves, together with the geometry of fundamental groups (cf. Lemma 13.10), as a certain hyperbolic-homotopic height to establish a polynomial bound in #S of the number of (U ∪ S, D)-integral sections ofX modulo the trace when k = C and U ⊂C is a union of disjoint discs (cf. Theorem A). Notably, we only need to care about the cardinality of the intersection σ(C) ∩ D over the complement C \ U which can be taken to be as small as we want. Remark 1.15. Another interesting aspect of the linear bound 1.7 in Theorem C is that it is a purely geometric statement on the base B. The linearity in terms of S is thus an intrinsic property seen already on the base B, independently of the abelian varietyX and the divisor D. This feature is predicted by the Geometric Lang-Vojta conjecture where 2g(C) − 2 + #S =: χ(C) is nothing but the Euler characteristic of the afine curve C. Remark 1.16. Theorem C, Theorem A and Corollary 1.13 thus provide some new evidence and phenomena to the Geometric Lang-Vojta conjecture. They suggest, for example, that in many situations, the constant m in Conjecture 1.1 should depend only onC, the model X , the divisor D. As such, m should be completely independent of the finite set S, as for the constants L, m in Theorem C, Theorem A and Conjecture A. As another evidence, [11, Theorem 1.1] (see also [12, Theorem 1] ) confirms that we can take m = 2 17 .35 when χ(C) > 0 and X =C × (P 2 \ D), where D ⊂ P 2 is a quartic consisting of the union of a smooth conic and two lines in general position.
A weak form of Theorem C and a discussion
In this section, we shall give a short proof of the following weak form of Theorem C to present some of the ideas as well as the difficulties that we have to overcome in the proof of Theorem C which will occupy the first part of the paper in Sections 3 -7.
We notice that this weak form of Theorem C is already sufficient for a certain weaker finiteness result not concerning the growth of integral points (cf. Remark 10.3) as shown in Theorem A, Corollary A, except for the quantitative bounds given in (1.3) and (1.5).
Since B s * is compact, we can find a finite cover B s * = ∪ x∈I U x where I ⊂ B * is a finite subset. Hence, we can define:
Then for every finite subset S of cardinality at most s, we can find y ∈ B s * and x ∈ I such that S y = S and y ∈ U
We can thus conclude from (2.1) and the distance-decreasing property of the pseudo hyperbolic metric:
To prove the claim, let
. . , b s }, we can obviously deform slightly these loops so that S x ∩ γ j = ∅ for j = 1, . . . , m. The claim follows immediately by taking small enough open discs around each point of S x .
As it may be helpful to better understand the proof of Theorem C, we mention some technical difficulties that we must tackle: Remark 2.2. Given Lemma 2.1 and its proof above, we must carry out a careful analysis to overcome the following problems: (1) to better appreciate the steps in our proof and the result of Theorem C, it would be helpful to keep in mind the configurations where points in the set S are "evenly distributed" in B 0 and/or they can accumulate at any point in B 0 ; (2) when S varies, even when of bounded cardinality, the hyperbolic metric on the spaces B 0 \ S are not at all the same nor induced by a single given metric on B 0 ; we notice that even the analysis of the hyperbolic metric on the punctured complex plan C \ {a 1 , . . . , a s } (s ≥ 2) is already a nontrivial research area in the literature (cf., for instance, [30] , [5] , [45] and the references therein); To deal with the points (5) and (6), we shall describe a detailed algorithm on simple loops called Procedure ( * ) given in Lemma 5.2 (see also Lemma 6.1 for the global case independent of the base points). primitive if its homotopy class [γ] ∈ π 1 (X, γ(0)) is primitive, i.e., [γ] = 0 and there does not exist n ≥ 2 and α ∈ π 1 (X, γ(0)) such that [γ] = α n .
Simple base of loops
Every non-nullhomotopic simple closed curve in an orientable surface is primitive (cf. [16, Proposition 1.4] ). The converse is false in general. Nevertheless, we remark the following elementary property:
Let X be an orientable connected compact surface possibly with boundary. Then for every x 0 ∈ X, π 1 (X, x 0 ) admits a canonical system of primitive generators α 1 , . . . , α k such that each α i admits a representative simple piecewise smooth closed loop γ i : [0, 1] → X \ ∂X based at x 0 . The classes α 1 , . . . , α k can be chosen to be unique up to conjugation and independently of x 0 .
Proof. By the classification of surfaces, X is a compact orientable surface of genus g and with k boundary components, i.e., homeomorphic to Σ g,k . It is clear that there exists a primitive canonical basis of π 1 (Σ g,k , x 0 ) with the desired property. Using local charts and the compactness, the loops can be made to be piecewise-smooth. Definition 3.3 (Simple base). Let (X, x 0 ) be an orientable connected compact surface possibly with boundary. A homotopy class α ∈ π 1 (X, x 0 ) is called simple if it contains a simple piecewise smooth loop. Every system of simple generators α 1 , . . . , α k of π 1 (X, x 0 ) as in Lemma 3.2 is called a simple base or a simple system of generators of π 1 (X, x 0 ).
The notion of simple homotopy classes and the existence of a simple base (Lemma 3.2) shall be necessary in Procedure ( * ) described in Section 5.
By the remark below, we can suppose in the rest of the paper that the classes α 1 , . . . , α k in the statement of Theorem C form a simple system of generators.
Remark 3.4. It suffices to prove Theorem C for a simple base
then each α i can be written as a finite product of the β j 's. Hence, by taking a suitable finite multiple of the constant L given by Theorem C applied for the simple base β 1 , . . . , β m , we obtain a constant that satisfies Theorem C for the classes α 1 , . . . , α k . Remark 3.5. We mention here a useful elementary property of a simple piecewise smooth loop γ in a compact Riemannian surface (X, d) with γ ∩ ∂X = ∅. For every x ∈ γ and ε > 0, we can find an arbitrarily small contractible closed region
Preliminary lemmata
To recall the notations, we denote ∆(x, r) ⊂ C the open complex disc centered at a point x ∈ C and of radius r > 0. For a complex space X, the infinitesimal Kobayashi-Royden pseudo metric λ X on X corresponding to the Kobayashi pseudo hyperbolic metric d X can be defined as follows. For x ∈ X and every vector v in the tangent cone of X at x,
where the minimum is taken over all R > 0 for which there exists a holomorphic map f : ∆(0, R) → X such that f (0) = v. Remark that when x ∈ X is regular, the tangent cone of X at x is the same as the tangent space T x X.
We begin with the following simple estimation: fix a Riemannian metric d on a compact Riemann surface B. Define the d-unit tangent space of B by: 
Proof. As B is a compact Riemann surface, it is clear that there exists a finite subset I ⊂ B and r 0 > 0 such that B = ∪ t∈I f t (∆(0, r 0 )) and every t ∈ I admits an open neighborhood U t ⊂ B and a biholomorphism f t : ∆(0, 3r 0 ) → U t satisfying f t (0) = t, and
Since I is finite, there exists a > 1 such that for every t ∈ I, the pullback metric d t = (f * t d)| ∆(0,2r 0 ) and the Euclidean metric λ euc on ∆(0, 2r 0 ) ⊂ C are bi-Lipschitz:
for some x ∈ ∆(0, r 0 ). As r < r 0 and a > 1, we have ∆(x, a −1 r) ⊂ ∆(0, 2r 0 ). Then (4.2) implies that
. 
Using the distance-decreasing property of the Kobayashi pseudo hyperbolic metric (cf. Lemma 9.4), we obtain the following consequence: 
Proof. Let γ be parametrized by a map f : [0, 1] → B. For every 0 < r < r 0 (B, d), we find: 
Proof. By the compactness of M , we see that the Gaussian curvature K with respect to the metric d is bounded on M . Therefore, we can define 0 < µ := max x∈M |K(x)| + 1 ∈ R.
The Bertrand-Diguet-Puiseux theorem (cf. [44] ) tells us that for every x ∈ M :
, and
Consider the open covering M = ∪ x∈M D(x, r x ), we obtain a finite set I ⊂ M and a finite subcovering M = ∪ x∈I D(x, r x ) by the compactness of M . Let r 0 = min x∈I r x > 0 then for all x ∈ M and for all 0 < r ≤ r 0 , we find that length d ∂D(x, r) ≤ 2πr + µπr 3 3 , vol d (D(x, r)) ≤ πr 2 + µπr 4 12 and the conclusion follows immediately by setting c 0 = π(2 + µr 2 0 )/3.
Procedure ( * ) for simple loops
Given a subset Ω of a metric space (X, d) and let r ≥ 0, we recall the notations:
We shall consider a > 0 small enough (depending only on γ, B, d) such that:
We require furthermore that a satisfies:
⊂ U x and that the restriction γ ∩ U x contains exactly one connected branch of γ.
Lemma 5.1. There exists a > 0 depending only on γ, B, d which satisfies (P1) and (P2).
Proof. Suppose on the contrary that for every n ≥ 5, there exists x n ∈ γ and for all simply connected open neighborhood U n of x n in B with V (x, 2L/n) ⊂ U n ⊂ V (x n , L/2), the restriction γ ∩ U n has more than two connected components. By the compactness of γ, we can suppose, up to passing to a subsequence, that for some x ∈ γ, we have x n → x as n → ∞. Remark that since γ is piecewise smooth, it has only a finite number of singular points. As γ is also compact, it can be seen easily, for example using a local chart at x, that there exists a simply connected open neighborhood U ⊂ V (x, L/3) of x such that γ ∩ U has exactly one connected component (cf. Remark 3.5). We can choose r > 0 small enough such that V (x, r) ⊂ U . Since x n → x and 2L/n → 0, the triangle inequality implies that for all n 1, we have:
Thus, we obtain a contradiction to the hypothesis on the x n 's for all n 1 and the conclusion follows.
Let c 0 (B, d) > 0 be given by Lemma 4.3. We show that:
Proof. We can write the union of discs V (S, a/s) = ∪ x∈S V (x, a/s) ⊂ B as a disjoint union of connected components V 1 , . . . , V m . Remark that the V j 's are also path connected. For every j ∈ {1, . . . , m}, let n j be the number of elements of S in V j then
By the triangle inequality, we also find that diam d (V j ) ≤ n j 2a/s ≤ s × 2a/s = 2a.
Consider the following m-step algorithm. Define γ 0 := γ. Suppose that we are given the curve γ j ⊂ B where j ∈ {0, . . . , m − 1}. Denote by s j , t j ∈ γ j the first and the last points, if they exist, on the intersection between the directed curve γ j and V j+1 . If there is no such points, we set γ j+1 = γ j and continue the algorithm. Otherwise, we replace the directed part of γ j between s j and t j by any directed simple curve τ j+1 lying on the boundary of V j which connects s j and t j (cf. Figure 2 ). This is possible since V j is path connected. Define γ j+1 the resulting curve and continue until we reach γ m .
As min x∈S d(b, x) > a/s by hypothesis, b / ∈ V j for every j and thus the base point b 0 ∈ γ is not modified at any step. The boundary of each V j is piecewise smooth since each
∂V (x, a/s), x ∈ S, is smooth by the property of the injectivity radius as a/s ≤ L/4 by (P1). It follows that γ 1 , . . . , γ m are piecewise smooth loops in B based at b 0 . Moreover, it is evident that for every 0 ≤ j ≤ m − 1, we have:
Since V 1 , . . . , V m are disjoint, a direct induction shows that s j , t j ∈ γ ∩ γ j and each of the curves τ 1 , . . . , τ j (whenever they are defined) is either non modified or does not appear in γ j+1 at the j-th step for every 0 ≤ j ≤ m − 1. Hence, γ m contains some pairwise disjoint curves τ i 1 , . . . , τ i k and γ m coincides with γ outside the directed paths σ ip ⊂ γ between s ip−1 and t ip−1 where p = 1, . . . , k.
We claim that there exists a homotopy in B with base point b 0 between γ m and γ. Let
As γ ∩ U p contains exactly one connected branch of γ and U p is simply connected, replacing σ ip (see the above paragraph) by τ ip for every p = 1, . . . , k will not change the homotopy class of γ. As the resulting loop is γ m , the claim is proved.
Since diamV (S, a/s) ≤ s×2a/s = 2a and 4a < d(γ, ∂B) by Property (P1), it follows that d(γ m , ∂B) > 2a. Thus by construction, d(γ m , S ∪ ∂B) ≥ a/s since s ≥ 1. To summarize, γ = γ m is a piecewise smooth loop based at b 0 homotopic to γ and γ ⊂ B \D(S ∪∂B, a/s).
Let c 0 = c 0 (B, d) > 0 be given by Lemma 4.3 then we have by Lemma loc. cit. that
It follows that we have:
Remark 5.3. The hypothesis saying that γ is simple is necessary in Lemma 5.2. For example, when we replace γ by the loop nγ (n ≥ 1) then in Inequality 5.4, we can only obtain length d (γ ) ≤ length d (γ) + n j length d (τ j ) and the conclusion must read
Similarly, Condition (P2) on a is necessary for the proof of Lemma 5.2. For example, when the connected component V j intersects n ≥ 2 different connected branches of γ, then Inequality 5.2 must also read length For every x ∈ ∆, we have γ x ⊂ Γ by Condition (b) above and thus L(B, d, γ x ) ≥ L. Now, suppose on the contrary that for every n ≥ 5, there exists x n ∈ ∆, z n ∈ γ x such that for all simply connected open neighborhood U n of x n in B with V (z n , 2L/n) ⊂ U n , the restriction γ x ∩ U n has more than two connected components.
By the compactness of Γ, we can suppose, up to passing to a subsequence, that z n → z as n → ∞ for some z ∈ Γ. We distinguish two cases. First, assume that z ∈ U . Then for n 1, we have z n ∈ U and V (z n , 2L/n) ⊂ U . This is a contradiction since U ⊂ B \ ∂B is simply connected by hypothesis and γ x ∩ U has only one connected branch of γ x by Condition (b). Assume now that z ∈ B \ U . Then as in Lemma 5.1, we also find a contradiction since γ x and γ coincides as paths over B \ ∆ and ∆ is closed and contained in U . The conclusion thus follows.
Riemannian lengths of special loops with varying base points
We continue with the following global version of Procedure ( * ) described in Lemma 5.2 for simple loops with arbitrary base points. In other words, we show that the constant a verifying Conditions (P1) and (P2) necessary to trigger Procedure ( * ) can be chosen independently of the base point.
Let (B, d) Moreover, for every i ∈ {1, . . . , k}, a verifies (P1) and (P2) for the data (γ i , B 0 , d).
Proof. For each b ∈ B 0 with d(b, ∂B 0 ) ≥ ε, we can choose simple piecewise smooth loops γ b,1 , · · · , γ b,k ⊂ B 0 \ ∂B 0 based at b representing the classes α 1 , . . . , α k respectively up to a single conjugation. We denote Consider the following construction for every x ∈ B . We can choose b ∈ I such that
be respectively the first and the last intersections of the directed curve γ b,i with the boundary ∂∆ b . Notice that s b,i = t b,i . Let σ be any maximal geodesic segment passing through x and contained in ∆ b . Let s, t ∈ σ ∩ ∂∆ b be the two extremal points of σ such that s and s b,i do not lie on distinct arcs delimited by t b i and t on ∂∆ b (cf. Figure 3) . The two directed geodesic segments δ s from x to s and δ t from t to x do not intersect except at x. We replace the restriction γ b,i ∩ ∆ b by the union of the directed arc T i ⊂ ∂∆ b from t b,i to t not containing s b,i , the paths δ t , δ s and the directed arc S i ⊂ ∂∆ b from s to s b,i not containing t b,i . Denote the resulting loop with base point x by γ x,i .
It is clear by construction that the loop γ x,i is also simple and piecewise smooth. Moreover, the restrictions of γ b,i and γ x,i to B 0 \ ∆ b coincide. As ∆ b ⊂ U b,i and U b,i is simply connected and contains only one branch of γ b,i , the loops γ b,i and γ x,i are homotopic up to a conjugation induced by the change of base points. Setting
we find that:
. . , k}. Therefore, Lemma 5.4 applied to γ b,i , b, U b , and ∆ b implies that there exists A b,i > 0 such that for every x ∈ ∆ b , the constant A b,i satisfies Properties (P1) and (P2) for the loop γ x,i in the Riemannian surface (B 0 , d). As I is finite, we can define:
It is clear that H, a > 0 are independent of x ∈ B and verify the desired properties.
Hyperbolic height and Proof of Theorem C
Recall that for every complex space X, the Kobayashi pseudo hyperbolic metric on X is denoted by d X . Let U be finite union of disjoint closed discs in a compact Riemann surface B. Let b 1 ∈ B 1 := B \ U . Fix a base of simple generators α 1 , . . . , α k of π 1 (B 1 , b 1 ) as in 
Proof. Fix a number ε > 0 small enough so that we have vol
Let a, H > 0 be the constants given by Lemma 6.1 applied to the Riemannian surface (B 0 , d), to ε > 0 and to the base 
(since s ≥ 1 and by (7.2)) It follows that there exists b ∈ B ε ⊂ B 1 such that b ∩ V (S, 2a/s) = ∅, i.e., d(b, S) ≥ 2a/s. Therefore, Lemma 6.1 implies that there exists simple piecewise smooth loops σ 1 , . . . , σ k ⊂ B 1 based at b representing α 1 , . . . , α k respectively up to a single conjugation with:
Moreover, as 0 < A < a by (7.2), we also have by Lemma 6.1 that A verifies (P1) and (P2) for the data (σ i , B 0 , d) for every i ∈ {1, . . . , k}.
Since d(b, S) = min x∈S d(b, x) ≥ 2a/s > A/s by (7.2), we can apply Lemma 5.2 to the loops σ 1 , . . . , σ k to obtain piecewise smooth loops γ 1 , . . . , γ k ⊂ B 0 \ V (S ∪ ∂B 0 , A/s) based at b of the same homotopy classes as σ 1 , . . . , σ k in π 1 (B 0 , b 1 ) and satisfy:
In particular, for every i ∈ {1, . . . , k}, we have V (γ i , A/s) ⊂ B 1 \ S. It follows from the distance-decreasing property of the hyperbolic metric that: The conclusion follows since by construction, the loops γ 1 , . . . , γ k ⊂ B 1 \ S represent the homotopy classes α 1 , . . . , α k respectively up to a (single) conjugation.
The following remark suggests that the in our machinery of hyperbolic-homotopic height, the hyperbolic part given in Theorem C cannot be better than a linear function in #S, at least when using strictly the presented method in this paper. Therefore, modifications are needed to obtain a better bound. This is an ongoing project where our goal is to obtain in Theorem C an optimal bound which as close as possible to a linear function in (#S) 1/2 log(#S + 1).
Remark 7.2. Let the notions be as in the proof of Theorem C. Suppose that we want to construct a loop γ ⊂ B 1 \ V (S, a/s p ) for some real number p > 0 and some a > 0 small enough such that γ is homotopic to γ and then control its hyperbolic length in B 1 \ S. The total volume of V (S, a/s p ) is of order s/s 2p = s 1−2p in s. Then we must require that p ≥ 1/2 since otherwise, Lemma 4.3 implies that V (S, a/s p ) will eventually cover all the surface B for s large enough and for S in general position and thus no such loop γ can exist. Then the the procedure ( * ) in Lemma 5.2, if applicable, tells us that we can deform γ in the region near S into another loop γ ⊂ B 1 \ V (S, a/s p ) satisfying: Let X be a hyperbolic surface. Let x ∈ X and v ∈ T X . The infinitesimal hyperbolic metric is denoted by λ X (x, v). Then we have
where the minimum is taken over all R > 0 for which there exists a holomorphic map f :
Let Ω = CP 1 \ {0, 1, ∞} and consider the Fubini-Study metric d F S on CP 1 given by d F S z = |dz|/(1 + |z| 2 ) where z is the standard affine coordinate chart on CP 1 . We denote by T 1 CP 1 the unit tangent space with respect to the metric d F S . The following fundamental estimation says that the hyperbolic metric on Ω near the cusp 0 behaves exactly as the hyperbolic metric of the punctured unit disc: Theorem 8.1 (Ahlfors) . There exists δ > 0 and C > 0 such that for every (z, v) ∈ T 1 CP 1 such that z ∈ Ω and d F S (z, 0) < δ, we have Proof. It is clear that we only need to show the existence of r 0 for s large enough. Let ∆ 2 = {z ∈ C : |z| ≤ 2} ⊂ C. Denote d the Euclidean metric on C. For each ε > 0, let N (ε) denotes the minimum number of closed discs of d-radius ε in C which can cover ∆ 2 . Then Kershner's theorem (cf. [24] ) tells us that lim s→∞ s −1 N (s −1/2 ) = 8π3 1/2 /9. Remark that N (s −1/2 ) is an increasing function in s. It follows that there exists a real number c > 1 such that N (s −1/2 ) < cs for all s ≥ 1. Replacing s by s/c, we deduce that for every s ≥ c, there exists a covering of ∆ 2 by ≤ s discs of d-radius (c/s) 1/2 . In particular, since (c/s) 1/2 ≤ 1 for s ≥ c, we can find a subset of k ≤ s discs D 1 , . . . , D k which cover ∆ 1 and whose centres z 1 , . . . , z k belong to ∆ 2 . Consider the stereographic projection p N from the north pole of CP 1 onto C. We obtain a cover of the Southern hemisphere of CP 1 by p −1 N D 1 , . . . , p −1 N D k . Since d F S z = |dz|/(1 + |z| 2 ) ≥ |dz|/5 for every z ∈ ∆ 2 , it follows that every p −1 N D i , where i = 1, . . . , k, is contained in the disc centered at p −1 N (z i ) of d F S -radius 5(c/s) 1/2 . By symmetry, we obtain a cover of CP 1 by 2s discs of d F S -radius ≤ 5(c/s) 1/2 for every s ≥ c and the conclusion follows.
Proof of Theorem D. Consider an arbitrary ramified cover π : B → CP 1 of B to the Riemann sphere. Let d F S be the Fubini-Study metric on CP 1 . We denoted the induced metric on B \ R π where R π ⊂ B is the branch locus of π which is finite.
Since α ∈ π 1 (B 0 ) \ {0}, it is well-known that there exists c 0 > 0 such that every loop γ ⊂ B 0 representing α has boundedd-length from below by c 0 , i.e., lengthd(γ) > c 0 (cf., for example, [7, Theorem 1.6.11]). In particular, it follows that
By Lemma 8.2, there exists r 0 > 0 such that for every s ≥ 2, we can cover the Riemann sphere CP 1 in a certain regular manner by s discs of d F S -radius r 0 s −1/2 . Let Z ⊂ CP 1 be the set containing the centres of these discs. For each point z ∈ Z, let z ∈ CP 1 be any point on the equator relative to z as a pole. Consider the stereographic projection P w from the opposite pole w ∈ CP 1 of z to the complex plane such that P w (z) = 0 and P w (z ) = 1. P w induces a biholomorphic isometry with respect to the induced Fubini-Study metric d F S :
For every x ∈ CP 1 \ T , we can find by construction some z ∈ Z such that d F S (x, z) < r 0 s −1/2 . By Theorem 8.1 applied to x ∈ CP 1 \ {w, z, z } Ω, we deduce that for all s large enough so that r 0 s −1/2 < δ and for every unit vector v ∈ (T 1 CP 1 ) x , we have: Now let γ ⊂ B 0 \ S be any piecewise smooth loop representing α and is parametrized by a map f : [0, 1] → B 0 \ S. We find that: 7) . Therefore, for the choice given in the above proof of certain uniform distribution of the s points on CP 1 , the asymptotic growth s 1/2 log(s + 1) of the function L(α, s) is obtained.
The homotopy reduction of Parshin and metric properties of hyperbolic spaces
Let A/K be an abelian variety. Let D ⊂ A be an effective ample divisor of A not containing any translate of nonzero abelian subvarieties. Let D be its Zariski closure in a model f : A → B of A. The Mordell-Weil abelian group A(K)/ Tr K/C (A)(C) is finitely generated by Lang-Néron theorem (cf. [27] ). Let t A = #(A(K)/ Tr K/C (A)(C)) tors ∈ N. Without loss of generality, we suppose in the rest of the paper that A[n] ⊂ A(K) for some integer n ≥ 2.
The proof of our Theorem A is a combination of a homotopy reduction step due to Parshin to reduce to the study of morphisms between certain fundamental groups (cf. Proposition 9.2), and the estimation given in Theorem C on the hyperbolic lengths of loops in various complements of the Riemann surface B
The bridges connecting the above two blocks in the proof of Theorem A are the following. The first one is the Fundamental Lemma of the geometry of groups, which we formulated in Proposition 13.9 and in Lemma 13.10 (cf. Appendix 13). In particular, Lemma 13.10 can be regarded in our approach as an analogous counting tool of the Counting Lemma of Lenstra (cf. [43, Lemma 6] ) which is frequently used in height theory. The second one is a theorem of Green (cf. Theorem 9.5) which allow to transfer hyperbolic metric informations from the Riemann surface B to the family A. 9.1. The homotopy reduction step of Parshin. The approach of Parshin in his Theorem 1.6 is based on Proposition 9.1 below which is stated without proof in [34] . From this, we can obtain Proposition 9.2 which allows us to reduce the problem of finiteness of integral points to a finiteness problem of certain bounded morphisms between certain fundamental groups. 
for some integer n ≥ 2. Then we have a natural commutative diagram of homomorphisms:
In the above proposition, G denotes as usual the profinite completion of the group G. By the theory of theétale fundamental groups, G = Gal(K ω /K) where K ω /K is the maximal Galois extension of K which is unramified outside of the finite subset ω containing the centres of the discs in U such that T ⊂ ω.
We first indicate below how Proposition 9.1 allows us to reduce the problem to a the finiteness of certain morphisms between certain fundamental groups. Since A B 0 → B 0 is a proper submersion, it is a fibre bundle by Ehresmann's fibration theorem (cf. [15] ).
It follows that we have an exact sequence of fundamental groups induced by the fibre bundle
To fix the ideas, w 0 is chosen here and in the rest of the paper to be the zero point of A b 0 , which also lies on the zero section of A B 0 .
Every rational point P ∈ A(K) induces a homotopy section i P : π 1 (B 0 , b 0 ) → π 1 (A B 0 , w 0 ) of the exact sequence (9.2) (cf. (9.7) ). The quantitative version of the homotopy reduction step of Parshin can be stated as follows: Proposition 9.2. Let the notations be as in Proposition 9.1. Modulo the translations by the trace Tr K/C A(C), every section i of the exact sequence (9.2) is induced by at most t A = #(A(K)/ Tr K/C (A)(C)) tors rational points P ∈ A(K).
Proof. (see also [34, Proposition 2.1]) Let P, Q ∈ A(K) and assume that the induced sections i P and i Q (cf. (9.7)) of the exact sequence (9.2) are equal as homomorphisms π 1 (B 0 , b 0 ) → π 1 (A B 0 , w 0 ). By the description of α in (9.8), it follows that α(P ) = α(Q). Since α is a homomorphism, we deduce that α(P − Q) = 0. Proposition 9.1 then implies that δ(P − Q) = 0 and that P − Q ∈ nA(K). Thus, we have P − Q = nR for some R ∈ A(K). Observe that nα(R) = α(nR) = α(P − Q) = 0 in the torsion free abelian group H 1 (G, H 1 (A b 0 , Z)). We deduce that α(R) = 0 since n = 0. Therefore, by an immediate induction, the same argument shows that P − Q ∈ n k A(K) for every k ∈ N. But since Ω := A(K)/ Tr K/C (A)(C) is a finitely generated abelian group by the Lang-Néron theorem (cf. [27] ) and since n ≥ 2, the translation class modulo Tr K/C (A)(C) of P − Q in A(K) must belong to Ω tors . The conclusion follows.
Proof of Proposition 9.1. In what follows, we shall regard the abelian scheme f : A B 0 → B 0 as a locally constant sheaf of abelian groups over the complex space B 0 . We have a canonical short exact sequence of sheaves over B 0 induced by the exponential map:
Consider the multiplication-by-n B-morphism [n] : A → A. Since we are in characteristic 0, the induced map [n] : T A → T A on the tangent space T A is an isomorphism with inverse [n −1 ] : T A → T A given by the multiplication by n −1 .
Moreover, since B is a proper curve, the group of global sections A(B) is identified with A(K) and thus with the abelian group A(B 0 ) of algebraic sections. Remark that
The morphism [n] : A → A and the sequence (9.3) induce naturally the following commutative diagram:
By the snake lemma, we have a natural isomorphism A[n] Q. The cohomology long exact sequences induced by Diagram (9.4) give a natural commutative diagram:
) in the first column into a composition:
we obtain a natural commutative diagram from (9.5):
It is well-known that the category of local systems on a Eilenberg-MacLane K(π, 1)space X (i.e., π i (X) = 0 for all i > 0) is equivalent to the category of π-modules. As A 0 and B 0 are K(π, 1)-spaces, there are canonical isomorphisms
Here, the group G acts naturally on Γ by monodromy (see below) and acts trivially on A[n]. Notice also the natural isomorphism H 1 ( G, Γ) H 1 (G, Γ) induced by the injection G → G (cf. [38, I.2.6.b]). Using these isomorphisms, Diagram (9.6) implies immediately the commutative diagram (9.1).
9.2.
The homomorphism α and the monodromy action of G. As A b 0 is a torus, we can fix a collection of smooth geodesics l w 0 ,w : [0, 1] → A b 0 such that l w 0 ,w (0) = w 0 and l w 0 ,w (1) = w ∈ A b 0 . Now, each section (analytic or algebraic) σ P : B 0 → A B 0 induces naturally a section i P : π 1 (B 0 , b 0 ) → π 1 (A B 0 , w 0 ) of (9.2) as follows. Take any loop γ of B 0 based at b 0 , we define the section i P by the formula:
. As a convention, we concatenate oriented paths as above, as oppose to the usual composition of homotopy classes, so the multiplication order reverses. As i P , i O are sections of ρ,
This map is independent of the chosen paths l w 0 ,w since H 1 (A b 0 , Z) is abelian.
By the exact sequence (9.2), it is not hard to check that i P − i O is a 1-cocycle of the group G = π 1 (B 0 , b 0 ) with coefficients in Γ = H 1 (A b 0 , Z) Z 2 dim A . By this way, we obtain a natural induced natural homomorphism of groups:
where the monodromy G-action on Γ is given by conjugation as follows. Let λ :
. It is clear that [γ] · [λ] depends only on the homotopy classes [λ] and [γ] (with base points). The detailed descriptions of the homomorphisms α, β, γ can be found in [35] . 9.3. Some metric properties of hyperbolic manifolds. We recall below some fundamental properties of the pseudo Kobayashi hyperbolic metric and of hyperbolic manifolds due to Green. Let X be a complex manifold. The pseudo Kobayashi hyperbolic metric d X : X × X → X is defined as follows. Let ρ be the Poincaré metric on the unit disc ∆ = {z ∈ C : |z| = 1}. Let x, y ∈ X. Consider the data L consisting of a finite sequence of points x 0 = x, x 1 , . . . , x n = y in X, a sequence of holomorphic maps f i : ∆ → X and of pairs (a i , b i ) ∈ ∆ 2 for i = 0, . . . , n such that f i (a i ) = x i and f (b i ) = x i+1 . Let H(x, y; L) = n i=0 ρ(a i , b i ). Definition 9.3 (cf. [25] ). For x, y ∈ X, we define d X (x, y) := inf L H(x, y; L).
If d X (x, y) > 0 for all distinct x, y ∈ X, i.e., when d X is a metric, X is called a hyperbolic manifold. Recall the fundamental distance-decreasing property (cf. [26, Proposition 3.1.6]):
Lemma 9.4. Let f : X → Y be a holomorphic map of complex manifolds. Then for all A complex space X is said to be Brody hyperbolic if there is no nonconstant holomorphic map C → X. Thanks to the distance-decreasing property of the pseudo-Kobayashi hyperbolic metric, we have the following important property of sections. Lemma 9.7. Let f : X → Y be a holomorphic map between complex spaces. Suppose that σ : Y → X is a holomorphic section. Then σ(Y ) is a totally geodesic subspace of X, i.e., for all x, y ∈ Y , we have:
Proof. The lemma is a direct consequence of distance-decreasing property of the pseudo-Kobayashi hyperbolic metric Lemma 9.4:
10. Growth of generalized integral points and Proof of Theorem A 10.1. Some geometry of Riemann surfaces. We shall need the following auxiliary lemma to control the area of the set Z ε in the proof of Theorem A.
Lemma 10.1. Let R be a closed countable subset of a compact Riemann surface B equipped with a Riemannian metric ρ. Let T ⊂ B be a finite subset. Then for every ε > 0, R ∪ T is contained in a finite union Z of disjoint closed discs such that vol ρ Z ≤ ε and such that any two distinct points in T are contained in different discs.
Proof. Write T = {t 1 , . . . , t p }. Since the set R ∪ T is countable, it can be written as a sequence R ∪ T = (x n ) n≥1 such that x 1 = t 1 , . . . , x p = t p . Let δ = (ε/c) 1/2 > 0 where c 1 is some large constant to be chosen latter.
We define by recurrence a (possibly finite) sequence (y n ) n≥1 ⊂ R such that each y n is contained in a small closed disc V n of B of radius r n < δ/2 n . For n = 1, let y 1 = x 1 = t 1 and let D ⊂ B be the closed disc of radius δ/2 centered at y 1 . Since R is countable and ]0, δ/2[ is uncountable, there exists clearly a smaller closed disc V 1 ⊂ D of radius r 1 ∈]0, δ/2[ also centered at x 1 such that ∂V 1 ∩ R = ∅ and that V 1 ∩ T = ∅. Similarly, we can find successively for i = 2, . . . , p a closed disc V i of radius r i ∈]0, δ/2 i [ such that
Now for n = k + 1 > p, let m ≥ 1 be the smallest integer such that x m / ∈ V 1 ∪ · · · ∪ V k . Define y k+1 = x m and let V k+1 ⊂ B be a closed disc of radius r k+1 ∈]0, δ/2 k+1 [ centered at y k+1 such that ∂V k+1 ∩ R = ∅ and V k+1 ∩ (V 1 ∪ · · · ∪ V k ) = ∅. Observe again that such V k+1 exists since R is countable. By construction, it is clear that R ∪ T ⊂ ∪ n≥1 (V n \ ∂V n ). As R ∪ T ⊂ B is closed and B is compact, R ∪ T is compact. Hence, R ∪ T is contained in some finite union Z of disjoint closed discs Z = V n 1 ∪ · · · ∪ V nq . It is immediate that {1, . . . , m} ⊂ {n 1 , . . . , n q } since t i ∈ V i but t i / ∈ V j for all i ∈ {1, . . . , p} and j = i. In other words, any two distinct points in T are contained in different discs of Z.
By compactness of B, there exists a constant d > 0 such that for every point b ∈ B and for every small enough r > 0, we have
where D(b, r) ⊂ B be the closed disc centered at b and of radius r. Therefore, we find for all c d that : for some constant L > 0 independent of s, S, b and P . By Theorem 9.6 and by construction of Z ε ⊃ V ∪ T , the varieties D b and A b \ D b are hyperbolic for every b ∈ B 0 . Since we can always suppose that there is at least one closed disc (of strictly positive radius) in Z ε , B 0 is hyperbolic as well. Let h :
Thus, by the definition of V (cf. (10.2) ), Theorem 9.6 implies that A b \ D b is hyperbolic. It follows that h is constant. We can clearly enlarge slightly Z ε if necessary so that ∂Z ε ∩ (V ∪ T ) is empty. Therefore, we see that the analytic closure of (A \ D)| B 0 in A is Brody hyperbolic. Similarly, the analytic closure D| B 0 is also Brody hyperbolic. Hence, Theorem 9.5 implies that there exists c > 0 such that d (A\D)| B 0 ≥ cρ| (A\D)| B 0 . Now, let σ P : B → A be the corresponding section of the rational point P . Notice that for every j ∈ {1, . . . , k}, we have by the definition of (S, D)-integral points that:
It follows that for every j ∈ {1, . . . , k}, we have:
Recall the following short exact sequence associated to the locally trivial fibration A B 0 → B 0 (cf. (9.2) which follows Proposition 9.1):
Here, π 1 (B 0 , b 0 ) acts on π 1 (A b 0 , w 0 ) by conjugation (see Section 9.2), which is also the monodromy action and is denoted by:
Let δ 0 be the diameter of the analytic closure of A B 0 in A with respect to the metric ρ. We deduce from (10.4) that the homotopy section i P (cf. (9.7)) of the sequence (10.5) induced by the section σ P sends the basis (α j ) 1≤j≤k of π 1 (B 0 , b 0 ) to homotopy classes in π 1 (A B 0 , w 0 ) which admit representative loops of ρ-lengths bounded by Via the semi-direct product π 1 (A B 0 , w 0 ) = π 1 (A b 0 , w 0 ) ϕ π 1 (B 0 , b 0 ), we can write i P (α j ) = (β j , α j ) where β j ∈ π 1 (A b 0 , w 0 ) for every j ∈ {1, . . . , k}.
As already remarked above, we can replace B 0 by B 0 ∪ ∂B 0 without loss of generality. Thus, (A B 0 , ρ) can be regarded as a compact Riemannian manifold with boundary. Let π :Ã 0 → A B 0 , u : R 2n → A b 0 , and v : ∆ → B 0 be the universal covering maps. We havẽ A 0 R 2n × ∆ and a commutative diagram where the composition of the top row is π:
The right-most square is the pullback of the fibre bundle A B 0 → B 0 over the contractible open unit disc ∆ (in the category of differential manifolds). Fix a pointw = (x 0 ,ỹ 0 ) ∈ R 2n × ∆ in the fibre π −1 (w 0 ) above w 0 ∈ A B 0 . Denote
Let j ∈ {1, . . . , k}. We claim that the deck transformation i P (α j )w 0 = (β j , α j )w 0 ∈ R 2n × ∆ is then simply given by the couple of deck transformations (ϕ α j (β j )x 0 , α j y 0 ) ∈ R 2n × ∆ (cf. the monodromy action ϕ in (10.6)) with respect to the chosen pointsw ∈ π −1 (w 0 ), 
The claim thus follows. The metric ρ on A B 0 pullbacks to a geodesic Riemannian metricρ on R 2n ×∆ Ã 0 . The metricρ induces in turn a geodesic Riemannian metric d j =ρ| R 2n ×{α j y 0 } on R 2n × {α j y 0 } for every j = 1, . . . , k. Then u : R 2n → A b 0 makes A b 0 into a compact geodesic Riemann manifold with the induced metric d j for every j = 1, . . . , k. By construction and by (10.7), we find that:
Z 2n is an abelian group of finite rank, Lemma 13.10.(i) and Proposition 13.9 (cf. Appendix 13) imply that for every j = 1, . . . , k, there exists a constant m j > 1 independent of s such that there are at most m j (H(s)+1) 2n possibilities for ϕ α j (β j ) and thus for i P (α j ) = (β j , α j ) as well.
Let m 0 = (max 1≤j≤k m j ) k > 1. We deduce that the number of sections i P of (10.5), where P is an (S, D)-integral point, is at most m 0 (H(s) + 1) 2nk . We can therefore conclude from Proposition 9. Therefore, in the above two special cases, the beginning of the above proof shows that we can take Z ε to be any finite disjoint union of closed discs around each point of T (and such that vol d (Z ε ) > ε). Remark 10.3. Let the notations be as in the above proof. Using Lemma 2.1, we can give another proof for certain weaker finiteness part of Theorem A under the additional assumption that the sets S are taken outside a certain open subset U 0 ⊂ B containing the point b 0 ⊂ B 0 . In fact, instead of obtaining a bound length ρ (σ P (γ j )) ≤ c −1 (Ls + 1) which is linear in s as in the above proof, we obtain a weaker bound but sufficient for the finiteness:
where the constant δ > 0 is given in Lemma 2.1. The rest of the proof goes verbatim as in the above proof and we obtain again the finiteness of the set I s modulo the trace of A K .
Proof of Corollary A
Let the notations be as in Theorem A. We suppose furthermore that Tr K/C (A) = 0.
Proof of Corollary A.(i). The hypothesis Tr K/C (A) = 0 and Theorem A imply that the union of all (S, D)-integral points where S ⊂ B with #S ∩B 0 ≤ s, is finite. Let P 1 , . . . , P q ∈ A(K) be all such integral points where q ≤ m(s + 1) r for m = m(A, B 0 ) given in Theorem A and r = 2 dim A. rank π 1 (B 0 ). By the definition of (S, D)-integral points, for each i = 1, . . . , q, we have f (σ P i (B) ∩ D) ∩ B 0 = S i for some finite subset S i ⊂ B 0 of cardinality at most s. In particular, for every i = 1, . . . , q, we have σ P i (B) ⊂ D so that σ P i ∩ D is finite as σ P i is algebraic. Hence, we can define the finite intersection loci in B by
We claim that E verifies the point (i). Indeed, let S ⊂ B \ E be any subset such that #S ∩ B 0 ≤ s and suppose on the contrary that P ∈ A(K) is an (S, D)-integral point. Then P = P j for some 1 ≤ j ≤ q by the definition of the P i 's. Hence, f (σ P (B) ∩ D) ⊂ E. But P is (S, D)-integral so that f (σ P (B) ∩ D) ⊂ S. As S ∩ E = ∅, we deduce that f (σ P (B) ∩ D) = ∅ and thus deg B σ * P D = 0. This is a contradiction since D is strictly nef by hypothesis. We conclude the proof of Corollary A.(i). 
Proof of Corollary
Then #S 0 ≤ s and it follows from the construction of ∆ 0 that S 0 ∩ E 0 = ∅. For every P ∈ A(K), σ P (B) ∩ D is non empty since D horizontally strictly nef. We deduce as above that non of the P i 's is an (S 0 , D)-integral point by the definition of E. By the definition of the P i 's, it follows that there is no
Proof of Theorem B
Proof of Theorem B. By the Lang-Néron theorem, A(K) is a finitely generated abelian group since Tr K/C (A K ) = 0. In particular, the subset R ⊂ A(K) is at most countable. On the other hand, for every P ∈ R, the set σ P (B) ∩ D is finite since P / ∈ D. It follows that the set I(R, D) is at most countable.
Let
Then Z is an analytically closed subset of B (cf. [4] ) which is at most countable by Lemma 14.2 since Z ⊂ Z(A, D) by Theorem 9.6 where Z(A, D) is defined in Lemma 14.2.
For (i), we suppose on the contrary that I(R, D) is analytically closed in B. Let T ⊂ B be the finite subset above which the fibres of f are not smooth. Then by Lemma 10.1 applied for the the union I(R, D) ∪ T , we see that I(R, D) ∪ T is contained in some union U of finite disjoint closed discs such that any two distinct points in T are contained in different discs. Then the proof of theorem A applied for B 0 = B \ U tells us that A(K) and thus R ⊂ A(K) contains only finitely many (U, D)-integral points, since Tr K/C (A) = 0. On the other hand, since I(R, D) ⊂ U , we deduce from the definition of I(R, D) that every P ∈ R is an (U, D)-integral point. It follows that R must be a finite subset, which is a contradiction to the assumption that R is infinite. Hence, I(R, D) is not analytically closed in B and in particular, it must be infinite. The proof of (i) is thus completed. Observe that the same argument proves also the property (iii).
Since the set of limit points of any subset is closed, it is clear that I(R, D) ∞ is closed in the analytic topology. For (ii), suppose also on the contrary that I(R, D) ∞ is countable. Then (i) implies that the closure
is a countable and analytically closed subset of B. Therefore, the same argument as above shows that R is a finite subset of A(K) which is again a contradiction. This proves (ii).
Appendix: Geometry of the fundamental groups
In this section, we concisely collect standard results on the geometry of the fundamental groups which are necessary for the proof of Theorem A. For the convenience of future works, we decided to give the main statements Proposition 13.9 and Lemma 13.10 which are slightly more general than what we shall actually need.
We first recall the following notion of quasi-isometry introduced by Gromov:
Definition 13.1 (Gromov) . Let X, Y be metric spaces. Let L, A > 0. We say that a map f : X → Y (not necessarily continuous) is (L, A)-quasi-isometry if:
for all x, y ∈ X; (2) (quasi-surjective) there exists R > 0 such that for every point y ∈ Y , we have f (X) ∩ B(y, R) = ∅.
Remark 13.2. A direct verification shows the following. Let X, Y be metric spaces.
Suppose that X is quasi-isometric to Y . Then Y is also quasi isometric to X. Moreover, being quasi-isometric to is an equivalence relation.
We recall also the notion of the word metric of a finitely generated group.
Definition 13.3. Let G be a finitely generated group and let S be a finite generating subset. The function d S : G × G → N given by (g, h) → 0 if g = h min{n : g −1 h = s 1 · · · s n for some s 1 , . . . s n ∈ S ∪ S −1 } otherwise defines a metric on G called the word metric associated to the generating set S.
The following sufficient conditions of quasi-isometry is due to Milnor and Svarc. It is sometimes called the Fundamental Lemma of Geometric Group Theory.
Theorem 13.4 (Milnor-Svarc). Let (X, d) be a geodesic metric space and G a finitely generated group acting on X by isometries, i.e., d(gx, gy) = d(x, y). Let x 0 ∈ X and suppose also that:
(i) The action is cobounded: there exists R > 0 such that the translates of the ball B(x 0 , R) cover X, i.e., X = ∪ g∈G (gB(x 0 , R)) = ∪ g∈G B(gx 0 , R);
(ii) The action is metrically proper: for any r > 0, the following set is finite:
Then G is finitely generated and the map p : G → X defined by p(g) = gx 0 is a quasiisometry where G is equipped with an arbitrary word metric associated to a finite system of generators.
Proof. See [3, Proposition I.8.19 ].
Lemma 13.5. Every finitely generated group G has at most exponential growth, i.e., for every finite generating subset S ⊂ G, there exists a constant N > 1 such that for every R > 0, we have
Proof. We will show that every N ≥ 2s + 1 satisfies the inequality (13.1), where s = #S is the cardinality of S. Moreover, the equality holds only if G is a free group of finite rank. Indeed, observe that we have by definition of the word metric d S that for every R > 0,
where R denotes the largest integer smaller than or equal to R. It follows that
and the lemma is proved by taking N = 2s + 1.
We mention here the famous theorem of Gromov classifying groups of polynomial growth.
Theorem 13.6 (Gromov) . Let (G, 1 G ) be a finitely generated group. Fix a finite generating system S ⊂ G and consider the corresponding word metric d S . Let n(L) be the number of elements g ∈ G such that d S (g, 1 G ) ≤ L. Then there exist a, r > 0 such that: We recall without proof the following standard theorem.
Theorem 13.7. Let M be a compact (Hausdorff ) space which admits a finite cover by open simply connected sets, and which is locally path connected (i.e., there is a base for the topology consisting of path connected sets). Then π 1 (M ) is finitely generated. In particular, this holds for all compact semi-locally simply connected spaces and thus for all compact Riemann manifold with or without boundary.
Definition 13.8 (Equivalence of growth functions). Two increasing functions f, g : R + → R + are said to have the same order of growth if there exist constants a, c > 0 such that for all r > 0, we have: f (r) ≤ cg(ar), and g(r) ≤ cf (ar).
In particular, if f, g have the same order of growth, then f is bounded from above (resp. from below) by a polynomial of degree m if and only if so is g.
The main statement of the section is the following.
Proposition 13.9. Let (M, d) be a connected compact Riemann manifold with or without boundary. Let π :M → M be the universal cover of M . Then for any point x 0 ∈ M not lying on the boundary, the map p : π 1 (M, x 0 ) → π −1 (x 0 ) given by g → gx 0 is a bijective quasi-isometry. In particular, the growths of π 1 (M, x 0 ) are the same whether calculated with respect to the induced geometric norm by d on π −1 1 (x 0 ) or with respect to the algebraic word norm associated to an arbitrary finite system of generators of π 1 (M, x 0 ).
Proof. By Theorem 13.7, π 1 (M ) is a finitely generated group. Since M is a connected compact Riemann manifold with boundary, it is also a geodesic metric space. Fix a point x 0 ∈ π −1 (x 0 ). Theorem 13.4 implies that the deck transformation action of π 1 (M, x 0 ) on the universal coverM induces a quasi-isometry between (π 1 (M, x 0 ), d word ) and (M ,d), say an (L, A)-quasi-isometry. Here d word denotes the word metric of the group π 1 (M, x 0 ) associated to some finite generating set andd denotes the induced metric of d onM . The action of π 1 (M, x 0 ) commutes with π :M → M . Hence, we deduce from the above paragraph that the same quasi-isometry g → gx 0 gives us a bijective (L, A)-quasi-isometry between (π 1 (M, x 0 ), d word ) and the fibre π −1 (x 0 ) equipped with the induced metricd| π −1 (x 0 ) : L −1 d word (g, h) − A ≤d| π −1 (x 0 ) (gx 0 , hx 0 ) ≤ Ld word (g, h) + A, for every g, h ∈ π 1 (M, x 0 ).
Hence, by the bijection g → gx 0 between π 1 (M, x 0 ) and π −1 (x 0 ), we find for every D > 0: #B(π 1 (M, x 0 ), L −1 D + A) ≤ #B((π −1 (x 0 ),x 0 ), D) ≤ #B(π 1 (M, x 0 ), LD + LA).
Here, B(π 1 (M, x 0 ), r) denotes the ball of d word -radius r in π 1 (M, x 0 ) centered at 0. Similarly, B((π −1 (x 0 ),x 0 ), r) denotes the ball ofd| π −1 (x 0 ) -radius r in π −1 (x 0 ) centered atx 0 . Since LD+A and LD + LA are fixed linear functions in D, the growths of π −1 (x 0 ) and of π 1 (M, x 0 ) are clearly of the same order.
An important application of Proposition 13.9 is the following lemma which can be seen as the hyperbolic-homotopy analogue of Lenstra's Counting Lemma (cf. [43, Lemma 6] ): Lemma 13.10. Let (M, d) be a connected compact Riemannian manifold with (possibly empty) boundary. Let x 0 ∈ M . For every L > 0, define n(L) to be the number of homotopy classes in π 1 (M, x 0 ) which admit some representative loops of length at most L with respect to the metric d. The following hold:
(i) if π 1 (M ) is virtually nilpotent, there exists a, r > 0 such that: n(L) ≤ a(L + 1) r for all L > 0.
If π 1 (M ) is abelian, r can be chosen to be the rank of π 1 (M ); (ii) In general, there exists p > 0 such that: n(L) ≤ exp(p(L + 1)) for all L > 0.
Proof. Let π :M → M be the universal cover of M and fixx 0 ∈ π −1 (x 0 ). ThenM is a connected geodesic Riemannian manifold with metricd which makes π into a local isometry. The length of loops in (M, x 0 ) is the same as the length of their lifts inM . The geometric metric on π −1 (x 0 ) is induced byd. Hence, a loop γ in M based at x 0 of length at most L is uniquely determined by a point [γ]x 0 ∈ π −1 (x 0 ) such thatd([γ]x 0 ,x 0 ) ≤ L.
By Theorem 13.4, π 1 (M, x 0 ) is quasi-isometric to the fibre π −1 (x 0 ). Hence, they have the same order of growth (Proposition 13.9) where the metric on π −1 (x 0 ) is induced byd while the one on π 1 (M, x 0 ) is the word metric with respect to a finite system of generators (which exists since π 1 (M, x 0 ) is finitely generated by Theorem 13.7). Since the growth of π 1 (M, x 0 ) is at most exponential (cf. Lemma 13.5), the point (ii) is proved. The above discussion and Theorem 13.6 of Gromov imply the point (i) except for the second statement.
If Γ = π 1 (M, x 0 ) is an abelian, r = rank Γ ≥ 0 is finite (since Γ is finitely generated by Theorem 13.7). Hence, Γ = Zg 1 ⊕ · · · ⊕ Zg r ⊕ Γ tors for some g 1 , . . . , g r ∈ Γ. Recall the word metric d S on Γ where S = {g 1 , . . . , g r }. It is easy to see that: #{g ∈ Γ : d S (g, 1 Γ ) ≤ L} ≤ #Γ tors .# g = r j=1 n j g j : L ≤ n j ≤ L ≤ #Γ tors (2L + 1) r is bounded by a degree-r polynomial in L. The conclusion follows by Proposition 13.9.
Appendix: Hilbert schemes of algebraic groups
By the general theory of Hilbert schemes of subvarieties developed by Grothendieck, Altmann-Kleiman, we have the following important properties needed in the proof of Theorem 1.6 and Theorem A. do not take into account zero degree polynomials. Since each S-scheme of finite type has finitely many irreducible components, it follows from the stratification by Hilbert polynomials that all Hilbert schemes in the lemma have only countably many irreducible components. In particular, this proves (e). The assertions (c) and (d) are also clear. Suppose on the contrary that X dominates B. Then we can find a 1-dimensional irreducible closed subscheme C ⊂ X such that C dominates B. Up to replacing X by C, we can thus assume that dim X = 1. Let η be the generic point of X and let V → F (G/B),D × B G be the universal group scheme. Then L = κ(η) ⊂ K is a finite extension of K. On the other hand, it follows from the functorial property of Hilbert schemes that V L is the universal group scheme of G L /L avoiding D L but F (G L /L),D L is empty by the hypothesis of (i). This contradiction shows that X cannot dominate B and (i) is proved as explained in the above paragraph. The proof of (ii) is similar.
