Abstract. Nonparametric multivariate analysis of ecological data using permutation tests has two main challenges: (1) to partition the variability in the data according to a complex design or model, as is often required in ecological experiments, and (2) to base the analysis on a multivariate distance measure (such as the semimetric Bray-Curtis measure) that is reasonable for ecological data sets. Previous nonparametric methods have succeeded in one or other of these areas, but not in both. A recent contribution to Ecological Monographs by Legendre and Anderson, called distance-based redundancy analysis (db-RDA), does achieve both. It does this by calculating principal coordinates and subsequently correcting for negative eigenvalues, if they are present, by adding a constant to squared distances. We show here that such a correction is not necessary. Partitioning can be achieved directly from the distance matrix itself, with no corrections and no eigenanalysis, even if the distance measure used is semimetric. An ecological example is given to show the differences in these statistical methods. Empirical simulations, based on parameters estimated from real ecological species abundance data, showed that db-RDA done on multifactorial designs (using the correction) does not have type 1 error consistent with the significance level chosen for the analysis (i.e., does not provide an exact test), whereas the direct method described and advocated here does.
INTRODUCTION
Many ecologists are faced with the task of analyzing the simultaneous responses of many species to several factors in some experimental design. This requires a multivariate analysis, where each species is considered a variable. The traditional approach is to use parametric MANOVA. For ecological applications, however, nonparametric approaches may be preferred for three reasons. First, the assumption that counts of abundances of species conform to a multivariate normal distribution (required by MANOVA) is not generally, or even likely, to be true. Distributions of abundances of species are often highly aggregated or skewed, and there are also usually rare species that contribute many zeros to ecological data sets. Second, partitioning in traditional MANOVA implicitly uses Euclidean distances among sampling units. By partitioning, we mean attributing additive proportions of the total variability to individual factors in an experimental design. It is generally agreed that the Euclidean distance measure is not appropriate for use with ecological data of species abundances (e.g., Faith et al. 1987 , Clarke 1993 , Legendre and Legendre 1998 . Finally, there are often more variables (species) in the system than there are sampling units (or degrees of freedom), which makes the traditional MANOVA statistics impossible to calculate. Several nonparametric multivariate methods for use in biology, ecology, and the social sciences have been proposed (Mantel 1967 , Mantel and Valand 1970 , Hubert and Schultz 1976 , Mielke et al. 1976 , Smith et al. 1990 , McArdle 1991 , Clarke 1993 , Pillar and Orlóci 1996 . For these, a test statistic is obtained directly from distances calculated among sampling units. Thus, a distance measure other than the Euclidean distance may be used as the basis of the analysis. Also, the P value associated with these tests is calculated by permutation (i.e., shuffling of the sampling units across treatments and recalculating the test statistic to obtain its distribution under a true null hypothesis), thus avoiding any need to comply with the assumption of multivariate normality.
A sharp dichotomy exists among the methods proposed. First, there are those that can be based on any distance measure of choice, including semimetric measures such as the Bray-Curtis measure (Mantel 1967 , Hubert and Schultz 1976 , Smith et al. 1990 , Clarke 1993 . For these, the variability is not partitioned according to an experimental design, because it has previously been unclear how to partition a semimetric measure such as the Bray-Curtis measure. Second, there are those that can partition the total variation according to any linear analysis of variance model, but these must use metric distance measures, such as 2 or Euclidean distances (Mielke et al. 1976, Pillar and Orló ci 1996) . In the latter category, one may include the FITTING MODELS TO COMMUNITY DATA traditional MANOVA statistics, such as Pillai's trace (1955) , but where permutations are used instead of tabled values for obtaining probabilities.
Recently published in Ecological Monographs, Legendre and Anderson (1999, hereafter referred to as LA) have proposed a method called distance-based redundancy analysis (db-RDA). It has been presented as advantageous over previous methods and as especially appropriate for use in ecology for two important reasons: (1) it can be based on any distance measure of choice (including the semimetric Bray-Curtis measure), and (2) it can provide a multivariate partitioning to test any individual term in a multifactorial ANOVA experimental design. This is a significant development, because it is precisely such designs that are most often used in ecological studies, due to the inclusion of several interacting factors and/or spatial and temporal replication.
To achieve this end, db-RDA uses principal coordinate analysis (Gower 1966) . Gower (1966) has shown how any distance matrix can be written as a linear form of Euclidean coordinates. Now, when a semimetric measure such as the Bray-Curtis distance measure is used (Bray and Curtis 1957) , such an analysis produces both real and imaginary Euclidean coordinates (vectors), corresponding to positive and negative eigenvalues, respectively. The big dilemma faced by LA and previous workers was this: what does one do with the coordinates corresponding to negative eigenvalues, i.e., the imaginary (or complex) portion of information in the semimetric distance measure?
Others have suggested simply leaving the imaginary portion out of the analysis and using the coordinates corresponding to positive eigenvalues only (e.g., Pillar and Orló ci 1996) . It is generally thought that, proportionally, not much information will be tied up in these imaginary axes, and, in any event, no ecologically meaningful interpretation can necessarily be found for them, as separated from the real axes. Thus, although ecologists generally agree that a semimetric index, namely the Bray-Curtis measure, seems to provide the most meaningful intuitive measure of dissimilarity in ecological community structure (Odum 1950 , Hajdu 1981 , Faith et al. 1987 , Clarke 1993 , Legendre and Legendre 1998 , the mathematically complex portion of the information inherent in the measure has generally been ignored.
The LA approach to this dilemma was to ''correct'' for negative eigenvalues by adding a constant to the squared distances in the manner of Lingoes (1971) (called correction Method 1 in LA, see also Gower and Legendre 1986 ). It is not altogether clear, however, what the effect of adding such a constant might be on the test statistics and corresponding P values for the ensuing multifactorial MANOVA on corrected coordinates, although LA did provide some simulation results for constants added to Euclidean distances.
Here we give a direct method of partitioning a symmetric distance matrix according to any linear model. Our purpose is to show that multivariate models (including MANOVA) based on semimetric distances can be tested without using any correction to distances. This is so because the negative eigenvalues simply correspond to negative sums of squares. We show that db-RDA inflates the total sum of squares in the analysis. The approach of using only the axes corresponding to positive eigenvalues also inflates the total sum of squares. While the correction advocated by LA, being monotonic with respect to squared distances, does not affect P values obtained by permutation in the case of one-way ANOVA (as shown by LA for Euclidean distances, this is also true for the semimetric Bray-Curtis distances), it does affect P values in more complex models, e.g., multifactorial designs. First we provide the necessary theory for our approach. We then reanalyze a data set presented in LA as an example to demonstrate the difference between our approach and db-RDA. Finally, we provide some simulations for two-way factorial designs to investigate how db-RDA with the correction advocated by LA, or the use of real axes only, may affect rates of rejection of a true null hypothesis (type 1 error).
THEORY
The sums of squares associated with any term in any linear model (i.e., for MANOVA, MANCOVA, or multivariate regression) can be calculated directly from a distance matrix. This is because, for any centered data matrix Y (nϫp) (of n sample units for each of p variables), the relevant information contained in the ( p ϫ p) inner product matrix YЈY (used in classical multivariate analysis) is also contained in the (n ϫ n) outer product matrix YYЈ . In addition, an outer product matrix can be obtained from any (n ϫ n) distance matrix (Gower 1966) , thus allowing the analysis to be based on a distance measure of choice, including semimetric measures like Bray-Curtis. (For earlier references and discussion, see Seber [1984:238] ).
Let X (nϫm) be a model (aka design or regression) matrix, with m the number of parameters. Traditional multivariate analysis proceeds through partitioning of the ( p ϫ p) total sum of squares and cross products (SSCP) matrix, which is the inner product YЈY . The total sum of squares (S T ) is the trace, or sum of diagonal elements (sums of squares for each variable) in this matrix, which we will symbolize by tr(YЈY). Partitioning can be done according to the linear model Y ϭ X␤ ϩ ⑀, where ␤ is the matrix of model parameters, ⑀ is the matrix of errors, and we wish to test H 0 : ␤ ϭ 0. The least-squares solution for ␤ is B ϭ (XЈX) Ϫ1 XЈY. The matrix of fitted values is Ŷ ϭ XB ϭ HY, where H is the idempotent ''hat'' matrix X(XЈX) Ϫ1 XЈ (e.g., Johnson and Wichern 1992). So the matrix of residuals is R ϭ Y Ϫ Ŷ ϭ (I Ϫ H)Y. The total SSCP matrix is thus partitioned into predicted (model) and residual SSCP matrices in the following manner: YЈY ϭ Ŷ ЈŶ ϩ RЈR. Also, S T is partitioned into hypothesis sums of squares S H ϭ tr(Ŷ ЈŶ ) and residual sums of squares S R ϭ tr(RЈR), as follows:ˆt r(YЈY) ϭ tr(YЈY) ϩ tr(RЈR).
(1)
An appropriate statistic to test the null hypothesis of no effect of the model parameters is a pseudo F statistic:ˆt
Note that if there is only one variable, then Eq. 2 reduces to Fisher's univariate F statistic. For a nonparametric test, the P value may be obtained as P ϭ P(F Ն F ) where F is the value of F obtained by a random equiprobable permutation across the n units. The degrees of freedom (m Ϫ 1) and (n Ϫ m) are not necessary in Eq. 2 for the test by permutation, as they remain constant. Now, the same partitioning can be achieved using outer product matrices. This is so because, for any two matrices A (nϫp) and B (pϫn) , tr(AB) ϭ tr(BA). Thus, tr(YЈY) ϭ tr(YYЈ). The (n ϫ n) outer product matrix contains the same information that the (p ϫ p) inner product matrix contains, in an exact duality, so far as the trace is concerned. So, exactly the same partitioning can be achieved using outer product matrices aŝt
Indeed, even if all that is available is an outer product (n ϫ n) matrix (YYЈ) and one does not know Y, partitioning is still achievable because Ŷ Ŷ Ј ϭ H(YYЈ)H and RRЈ ϭ (I Ϫ H)(YYЈ)(I Ϫ H) (McArdle 1991) . The reason this duality is important is that an (n ϫ n) outer product matrix, ready for partitioning, can be obtained from any (n ϫ n) symmetric matrix of distances or dissimilarities (Gower 1966) 
trix (G) by centering the elements of A, i.e.,
where 1 is a column of 1's of length n. Matrix G is then an outer product matrix that can be partitioned directly in the manner we have described. Thus, replacing (YYЈ) with G, we have S T ϭ tr(G) and the pseudo F statistic is
This can be tested using permutation. Once again, the constants (m Ϫ 1) and (n Ϫ m) can be dropped from Eq. 4 for the permutation test. We have included them to maintain the relationship of this statistic with Fisher's F ratio: namely, for one variable and Euclidean distances, Eq. 4 is the traditional univariate F. This is a type III statistic (sensu Shaw and Mitchell-Olds 1993) and is therefore suitable for regression, MANCOVA, MANOVA, and unbalanced experimental designs. Partitioning for multifactorial designs is an easy extension of this procedure. An appropriate pseudo F ratio can be constructed as in Eq. 4 for terms in mixed or nested models, using relevant traces of outer product matrices.
If D is a matrix of Euclidean distances, then G ϭ (YYЈ) and Eq. 4 is exactly equal to Eq. 2. This is how classical methods are based implicitly on the Euclidean distance measure. The great advantage of the approach using outer product matrices is that one is not restricted to using Euclidean distances as the basis of the analysis. G can be calculated from any symmetric distance matrix, and the test statistic in Eq. 4 can then be calculated directly. Thus, one can fit any linear model to metric or semimetric distance matrices, without the use of any corrections or the loss of possibly relevant information. Individual model parameters (or sets of them) can then be tested by permutation. (Note that we chose to consider the centered data matrix Y in order to avoid complexity in notation, but without any loss of generality. It is not necessary to center the raw data before calculating distances for this analysis).
As an alternative to the direct calculations that we have described, one can consider the eigenvalues and eigenvectors of G in a principal coordinate analysis, as in LA. Here, the sum of the eigenvalues of G is equal to the total sum of squares. The essential point is that this relationship holds, even if some of the eigenvalues are negative. That is, if l for l ϭ 1, . . . , r denote the r nonzero ordered eigenvalues of G, and if there are p positive and q negative eigenvalues (p ϩ q ϭ r), then
When coordinates are scaled to (i.e., so that their ͙ l sum of squares equals their corresponding eigenvalue, as is customary in principal coordinate analysis), then negative eigenvalues correspond to complex (imaginary) axes (Gower 1966, Legendre and Legendre 1998) . So, if l have corresponding scaled centered orthogonal coordinates u lj , j ϭ 1, . . . , n, we can let u lj ϭ iv lj wherever l is negative, using to i ϭ ͙Ϫ1 indicate the imaginary axes. One can then separately calculate the sums of squares corresponding to real and imaginary portions of information as positive (S T(ϩ) ) and negative (S T(Ϫ) ) sums of squares, respectively:
Then S T ϭ S T(ϩ) ϩ S T(Ϫ) , or, perhaps more transparently, since i 2 ϭ Ϫ1
Thus, the total sum of squares in the system of n points, as dictated by the distance measure, is equal to FITTING MODELS TO COMMUNITY DATA 
Note:
The methods used were (1) partitioning of the sums of squares of the Bray-Curtis distances, calculated directly from the distance matrix, (2) distance-based redundancy analysis (db-RDA) with correction for negative eigenvalues, (3) partitioning using the principal coordinates associated with positive eigenvalues only (real axes), and (4) partitioning using the principal coordinates associated with negative eigenvalues only (imaginary axes).
the positive sum of squares (corresponding to the real axes) minus the absolute value of the negative sum of squares (corresponding to the imaginary axes). It is not necessary, therefore, to correct for negative eigenvalues. The correction advocated by LA (i.e., adding a constant to each of the squared distances) inflates the total sum of squares. Similarly, ignoring the imaginary axes also inflates the total sum of squares.
Methods of permutation for multifactorial ANOVA and multiple regression are discussed elsewhere (Edgington 1995 , Manly 1997 , Gonzalez and Manly 1998 . Permutation of raw data (i.e., randomly shuffling individual sampling units across treatments) provides an exact unbiased test for the one-way case; for more complex designs, either the permutation of raw data or of residuals will provide an asymptotically unbiased test . Permutation of raw data can be achieved by simultaneously permuting rows and columns of matrix G, as in a Mantel's test. Permutation of residuals under either the reduced or full model (Freedman and Lane 1983, ter Braak 1992) can be achieved by simultaneously permuting rows and columns of the (n ϫ n) matrix of residuals (I Ϫ H)G(I Ϫ H), where H contains the hat matrix corresponding to either the reduced or full model, respectively. Pillar and Orló ci (1996) suggested using their Q statistic (equivalent to a sum of squares, described by them for Euclidean metric measures only) as the test statistic for a test by permutation of raw data. This is fine for the one-way case, but sums of squares cannot be used as test statistics in the case of multifactorial designs or partial tests in regression. In multifactorial ANOVA, unrestricted permutation of raw data (Manly 1997) or permutation of residuals (Freedman and Lane 1983, ter Braak 1992) will only give a correct test when the test statistic used is pivotal, like a t or F statistic (Manly 1997 , Gonzalez and Manly 1998 .
EXAMPLE
We provide a reanalysis of the data set concerning effects of grazing by gastropods in Australian intertidal estuarine communities used in Legendre and Anderson (1999) (LA; for further details of the study, see Anderson and Underwood [1997] ). The experimental design was a two-way factorial mixed model ANOVA including the fixed effect of gastropod grazers (three treatments: grazers excluded by cages, grazers not excluded, and a control for the presence of a cage) and the random effect of three repeated trials of the experiment, with n ϭ 8 experimental units per treatment combination (Table 1) . These data (18 taxa, after excluding gastropods and algal species) were transformed to their fourth roots, and the Bray-Curtis distance measure was calculated between all pairs of units. Nonparametric MANOVA was done for the entire data set using one of three methods: (1) a direct analysis using sums of squared Bray-Curtis distances and the pseudo F ratio, as we have outlined, (2) distance-based redundancy analysis (db-RDA) advocated in LA, including the correction for negative eigenvalues, and (3) analysis of the data using real Euclidean axes only (corresponding to positive eigenvalues). For completeness and to demonstrate the relationship among the methods, we also provide (4) the analysis of the data using the imaginary axes only (corresponding to negative eigenvalues). Permutation of residuals under the full model was used to obtain P values in all cases (999 permutations). Results using permutation of raw data gave similar results (not shown here). Table 1 shows that the total sum of squares, as calculated directly from Bray-Curtis distances, can indeed be partitioned into additive components corresponding to factors in the experimental design. Second, notice that the sum of squares for each term in the model obtained directly from the distance matrix in nonparametric MANOVA method 1 is equivalent to the positive sum of squares in method 3, minus the negative sum of squares in method 4, providing direct evidence of the validity of Eq. 6. Also, the analysis using db-RDA has inflated the total sum of squares, as has the analysis based only on real axes.
The inflation of total sum of squares in db-RDA results in the pseudo F ratios for each term being very different from those obtained using the direct method (method 1). The P values obtained under permutation for db-RDA are not wildly different, however, from the P values obtained for the direct test; for these analyses, there is no change to the interpretation of results using the direct method as opposed to db-RDA (method 2).
If one chooses to consider the redundancy (sensu Gittins [1985] , redundancy is the proportion of multivariate variability explained by particular factors, analogous to R 2 in multiple regression), then db-RDA will give, in general, quite different results to the direct approach. The proportion of explained variability for the full model in the direct analysis is 71% (including grazers at 35%, time at 29%, and their interaction [G ϫ T] at 7%); whereas, for db-RDA, it is a mere 25% (with grazers at only 10%, time at 9%, and their interaction at 6%). Thus, the inflation of the total sum of squares using db-RDA can have important effects on the interpretation of results concerning variance partitioning (as in Borcard et al. [1992] or Anderson and Gribble [1998] ).
It is difficult, however, to determine from such an individual example how the correction for negative eigenvalues might generally affect rates of type 1 error in multifactorial designs. We provide some simulations to investigate this.
EMPIRICAL SIMULATIONS
The proof in Appendix B of Legendre and Anderson (1999) (LA) shows that adding a constant to squared Euclidean distances results in a monotonic transformation of the pseudo F statistic. Thus, for a one-way analysis, db-RDA and the direct method (method 2 vs. method 1; see Example) will give the same P value under permutation, because this proof also holds for semimetric distance measures. However, db-RDA does not necessarily give the same P values as the direct method in the multifactorial case.
Simulations of multivariate ecological data sets were done. Data from a study by Connell and Anderson (1999) were used as the basis of simulations. This was a study of the effects of predation by fish on assemblages of invertebrates and algae colonizing wooden surfaces in the intertidal zone of the Port Stephens Estuary in New South Wales (Australia; see Connell and Anderson [1999] for details). For each of 21 taxa, a mean and variance were estimated from the real data, and correlations among all pairs of taxa were also estimated. New data were then generated by drawing randomly from a multivariate normal distribution with parameters set to the estimates from the real data. The values were rounded to the nearest integer, because counts of the abundances of individual taxa cannot occur as noninteger values. Also, any negative values obtained were set at zero. Thus, rare species with very small means occurred in simulated data infrequently, and data sets realistically contained many zeros. In addition, data were simulated in the same manner, but using a multivariate lognormal distribution. For this, means, variances, and correlations were estimated for the original data after a transformation of xЈ ϭ ln(x ϩ 1) was applied. Nonmetric multidimensional scaling ordinations of simulated data with real data showed that data generated in this way from either the multivariate normal or lognormal distribution gave reasonable models for the joint multivariate distribution of these taxa (not shown).
The data were generated for a two-way factorial design (factor A with two levels and factor B with two levels), where the null hypotheses of no significant main effects or interaction were true. We examined the following situations: the fixed effects model (A and B fixed), the mixed model (A fixed, B random), and the random effects model (A and B random), where the number of units per treatment combination was either n ϭ 5 or 10, and where data were either left untransformed or transformed to fourth root. For each situation, we simulated 1000 data sets. For each data set, nonparametric MANOVA was done using (1) the direct method, (2) db-RDA, and (3) axes from positive eigenvalues only, with probabilities obtained from 999 random permutations under the full model (ter Braak 1992). Type 1 error was recorded as the proportion of the number of rejections of the null hypothesis out of each of the 1000 simulations at a significance level of 0.05. The entire set of simulations was also done using permutation of raw data, instead of permutation of residuals (Manly 1997) .
Similar results were obtained using either method of permutation. Results using permutation of residuals are shown in Table 2 . As the rejection rate has a binomial distribution, type 1 error rates falling outside the range {0.036-0.064} were considered to differ significantly from the expected value of 0.05. In general, type 1 error associated with the tests of significance of main effects or interaction was not affected for the fixedeffects model. However, with a mixed model or random-effects model and n ϭ 5, db-RDA generally gave results that were too conservative for tests of main effects. This conservatism was most notable for data simulated using the multivariate lognormal distribution, which is also a more realistic model of species data (Table 2) . With a larger sample size (n ϭ 10), the type 1 error was, however, comparable for the three methods and did not differ significantly from 0.05. Importantly, type 1 error is not inflated by db-RDA, which is good news for the studies that have used this approach. As there are many kinds of alternatives possible in multivariate analyses, no explicit calculations of power are provided here. We suggest that, if anything, FITTING MODELS TO COMMUNITY DATA 
Notes:
The methods compared were (1) the direct analysis of Bray-Curtis distances (Dir), (2) the Legendre and Anderson (1999) method of distance-based redundancy analysis (db-RDA) with correction for negative eigenvalues (LA), and (3) the analysis of real axes, corresponding to positive eigenvalues (Pos). Numbers in bold indicate significant deviation from the expected value of 0.05. both db-RDA (method 2) and the use of real axes alone (method 3) are generally more conservative tests and so may have less power to detect alternatives than the direct method (method 1).
DISCUSSION
The present results provide an improved method for the analysis of multivariate response data in complex designs (including MANOVA, MANCOVA, and multiple or partial regression) directly from a symmetric distance or dissimilarity matrix. A more complete description of the present method for nonparametric MANOVA in ecology, including reference to available software, is described elsewhere (Anderson, in press ).
This method is an elegant and rigorous alternative to the partial Mantel test (Smouse et al. 1986 ), partial redundancy analysis (partial RDA, Davies and Tso 1982) , or partial canonical-correspondence analysis (partial CCA, ter Braak 1988) . Note also that, like CCA or RDA, an eigenvalue decomposition of matrix HGH gives orthogonal axes that can be readily used for constrained (i.e., canonical) ordination. Whereas partial RDA implicitly preserves Euclidean distances and partial CCA implicitly preserves 2 distances, the method given here provides partitioning on the basis of any symmetric distance or dissimilarity measure.
The method is a slight, but important, improvement to the method of distance-based redundancy analysis (db-RDA) given by Legendre and Anderson (1999) (LA) . P values obtained using the direct method described here (Eq. 4, method 1) have correct type 1 error. The other advantages of this direct approach are that principal coordinate analysis (eigenanalysis of matrix G) and subsequent correction for negative eigenvalues are not necessary. Because the correction for negative eigenvalues advocated by LA is monotonic across the squared distances, db-RDA still gives a reasonable nonparametric test under permutation. Nevertheless, P val-ues are affected in multifactorial designs using db-RDA with a correction. Simulations show that db-RDA (or the test using vectors of positive eigenvalues only) will generally be too conservative.
We do not make any statements concerning the ecological meaning per se of the negative eigenvalues. Indeed, the concept of negative sums of squares, like negative variance, is hard to grasp. We prefer to consider that an ecologist will choose a distance measure, such as the Bray-Curtis measure, because of its properties as a descriptor of multivariate ecological dissimilarities among assemblages of species. It is perhaps not surprising, after all, that a multivariate measure that intuitively encapsulates ecological information does not exactly conform to a straight-line distance, but instead contains some real and some complex information.
We also do not wish to presume that the Bray-Curtis measure is necessarily going to be the measure of choice for ecologists in all situations, even for data on abundances of species. Indeed, some metric measures, such as the 2 distance, may be the measure of choice for a multivariate analysis of ecological community composition. An excellent resource concerning the multitude of available coefficients of ecological similarity or dissimilarity, and their properties and uses, is found in Legendre and Legendre (1998:Chapter 7) .
Provided an ecologist is satisfied that the distance measure chosen is reasonable, possessing all properties relevant for the kind of variables being investigated, then the direct analysis of these distances (method 1) follows as a logical nonparametric procedure. This contrasts with the rather complex series of analyses needed to do db-RDA. An appealing aspect of the approach outlined here is that, if only one response variable is measured and the Euclidean distance is used, then the pseudo F statistic in Eq. 4 is Fisher's univariate F statistic, which is well understood and widely used by practicing researchers. If a semimetric distance measure is to be used with multivariate data, our approach using the pseudo F statistic does not ignore complex portions of the information in the data, nor does it inflate the total sum of squares, and can be applied to any experimental design.
