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Abstract—This paper investigates the control of a massive
population of UAVs such as drones. The straightforward method
of control of UAVs by considering the interactions among them to
make a flock requires a huge inter-UAV communication which is
impossible to implement in real-time applications. One method of
control is to apply the mean field game (MFG) framework which
substantially reduces communications among the UAVs. However,
to realize this framework, powerful processors are required to
obtain the control laws at different UAVs. This requirement limits
the usage of the MFG framework for real-time applications such
as massive UAV control. Thus, a function approximator based on
neural networks (NN) is utilized to approximate the solutions of
Hamilton-Jacobi-Bellman (HJB) and Fokker-Planck-Kolmogorov
(FPK) equations. Nevertheless, using an approximate solution can
violate the conditions for convergence of the MFG framework.
Therefore, the federated learning (FL) approach which can share
the model parameters of NNs at drones, is proposed with NN
based MFG to satisfy the required conditions. The stability
analysis of the NN based MFG approach is presented and the
performance of the proposed FL-MFG is elaborated by the
simulations.
Index Terms—Autonomous UAV, communication-efficient on-
line path control, mean-field game, federated learning.
I. INTRODUCTION
Real-time control of a large number of unmanned aerial
vehicles (UAVs) is instrumental in enabling mission-critical
applications, such as covering wide disaster sites in emer-
gency cell networks [1], search-and-rescue missions to deliver
first-aid packets, and firefighting scenarios [2], [3]. One key
challenge is inter-UAV collision, notably under random wind
dynamics [1], [4]. A straightforward solution is to exchange
instantaneous UAV locations, incurring huge communication
overhead, which is thus unfit for real-time operations. Alter-
natively, in this article we propose a novel real-time massive
UAV control framework leveraging mean-field game (MFG)
theory [5]–[7] and federated learning (FL) [8], [9].
In our proposed FL-MFG control method, each UAV de-
termines its optimal control decision (e.g., acceleration) not
by exchanging UAV states (e.g., position and velocity), but
by locally estimating the entire UAV population’s state dis-
tribution, hereafter referred to as MF distribution. According
to MFG [6], such a distributed control decision asymptoti-
cally achieves the epsilon-Nash equilibrium as the number of
UAVs goes to infinity. To implement this, the UAV needs
to solve a pair of coupled stochastic differential equations
(SDEs), namely, the Fokker-Plank-Kolmogorov (FPK) and
HamiltonJacobiBellman (HJB) equations, for the population
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Fig. 1. An illustration of dispatching massive UAVs from a source point
to a destination site. Each UAV communicates with neighboring UAVs for
achieving: 1) the fastest travel, while jointly minimizing 2) motion energy
and 3) inter-UAV collision, under wind perturbations.
distribution estimation and optimal control decision, respec-
tively. The complexity of solving FPK and HJB increases with
the state dimension, creating another bottleneck in real-time
applications.
To resolve this complexity issue, FL-MFG control utilizes
neural-network (NN) based approximations [4], [10], [11]
and FL [8]. Specifically, instead of solving HJB and FPK
equations, every UAV runs a pair of two NNs, HJB NN and
FPK NN whose outputs approximate the solutions of HJB
and FPK equations, respectively. The approximation accuracy
increases with the number of UAV state observations, i.e.,
NN training samples. To accelerate the NN training speed,
by leveraging FL, each UAV periodically exchanges the HJB
NN and FPK NN model parameters with other UAVs, thereby
reflecting the locally non-observable training samples. In a
source-destination UAV dispatching scenario shown in Fig. 1,
simulation results corroborate that FL-MFG control achieves
up to 50% shorter travel time, 25% less motion energy, 75%
less total transmitted bits, and better collision avoidance mea-
sured by 50% lower collision probability number, compared to
baseline schemes: FL-MFG exchanging only either HJB NN
or FPK NN model parameters, and a control scheme running
only HJB NN while exchanging state observations.
A. Background and Related Works
1. UAV Path Planning: Path planning control is about
controlling the movement of UAVs to accomplish a target
mission. The mission can be broadly categorized into two
scenarios. One is to control the UAVs to provision a service,
such as ground surveillance [12], emergency networks [1], and
hotspot aerial cellular networks [13]. In this case, the mission
can be achieved by maximizing the provisioning network
coverage [14], surveillance range [15], and traffic offloading
rate [16], while minimizing a cost such as the motion and
communication energy consumption. The energy consumption
is highly dependent on the altitude of UAVs and the types
of UAVs (e.g., fixed-wing or multi-copter) [17], as well as
communication channels as we shall briefly review in the next
part of this subsection.
The other mission is to reach a target destination for the
purpose of disaster aid delivery, firefighting, or search and
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2rescue [2], [3]. To this end, the objective is to minimize the
travel time/path, while also minimizing a cost function of
their motion and communication energy consumption [17],
the risk of collision [4], base-station-UAV disconnection [18]
and interference of UAVs on the ground base-stations (BS)
[19]. Particularly, the collision avoidance is one key issue
in such a mission wherein inter-UAV distances can be very
short when collectively lifting a heavy load and/or sharing
the same shortest path to the destination. Furthermore, the
mission should be executed in real time under a harsh en-
vironment [20], [21], e.g., disturbed by wind due to the
low altitude in a rescue mission, aggravating the mission
completion difficulty, compared to the aforementioned UAV-
as-an-infrastructure missions wherein the optimal UAV paths
can be pre-programmed for their long-term operations under
stationary environments. The latter type mission is of prime
interest throughout this article.
For a given mission, the UAV path planning can be imple-
mented in an offline or online way. In an offline method, the
optimal path is pre-programmed [1], [22], so is vulnerable to
environmental dynamics such as random wind perturbations
and moving obstacles. Online methods [11], [23] resolve
such a problem by continuously updating their models during
exploitation, at the cost of the difficulty in training, in terms
of accuracy and convergence speed due to the lack of training
samples. To accelerate the training speed to achieve higher
accuracy in real time, in this work we apply federated learning
across multiple UAVs through UAV-to-UAV communications.
The communication models will be briefly reviewed in the
next part of this subsection.
2. UAV Communication: In the existing literature, UAV
communications are grouped into UAV-to-ground communi-
cation and inter-UAV communication. For the UAV-to-ground
communication, the channel characteristics are sensitive to
the blockages and fading near the ground, as well as to
the interference from UAVs, ground base stations (BSs),
and ground users. This communication scenario includes a
remotely controlled UAV path planning wherein UAVs’ states
are downloaded by a ground station, and the control commands
are uploaded to UAVs [11]. Since direct wireless communica-
tions between the UAV and its ground controller are limited
by the signal attenuation in long-range UAV operations, the
3GPP Release 15 has enabled long-range UAV-to-ground
communications through cellular networks [23]–[25]. In this
context, interference management is one major issue in UAV-
to-ground communication. Recent studies have addressed this
issue by adjusting the UAV altitude [19], ground BS height
and antenna tilting angle [26], while exploiting multi-antenna
UAVs [27], transmit power control [28], and optimal sub-
carrier assignment [29]. For given channel conditions, the
UAV-to-ground connectivity should be ensured by limiting the
range of UAV operations [18], [30]. Alternatively, one can
partly offload the controlling operations to the UAVs so that
they can locally carry out decisions even when the connectivity
is temporarily lost [11].
On the other hand, inter-UAV communications have dif-
ferent channel characteristics compared to UAV-to-ground
communications. For instance, in a high altitude, signal scat-
tering becomes sparse due to the thin atmosphere and lack
of obstacles. In this case, only path loss may dominate the
channel quality without fading [31]. An example of this case
is autonomously controlled UAVs that communicate with each
other for collective path planning while avoiding inter-UAV
collision [1], [4]. Some of these UAVs may communicate
with the ground BS or satellite system [32]. In this case, by
balancing the UAV-to-UAV communications, UAV-to-ground
communications, and UAV action optimization, in terms of
the energy budget and spectrum bandwidth, the UAVs can
achieve efficient data transmission rate [33]. In this study, we
focus only on the case where UAVs communicate only with
neighbors for avoiding collision while accelerating their online
training speed.
3. (Windy) Environment: Most works in UAV control rely
on the knowledge of the environment and the quality of mea-
surements [34]–[36]. Wind profile information is one of the
most significant challenging requirements for the UAV control,
which can be obtained from various sources such as land-based
systems (e.g., weather station, costly meteorological mast, or
portable sonar/lidar sensors), airborne platforms (e.g., tethered
balloon, or kite), and UAVs (e.g., by installing anemometers
on them or by calculations on the state of the UAV) [37],
[38]. Still, by utilizing the most accurate tools, obtaining the
exact information about the environment in realistic real-time
control applications is not possible.
In addition to wind, presence of static and moving obstacles,
threats, other UAVs, and the uncertainties of state observation
and the action generators make the real-time path planning
of UAV a complex and challenging problem [39]–[41]. For
uncertain and dynamic environments, the learning tools such
as reinforcement learning models [42], [43], Bayesian methods
[44], and models based on MFG [1], [45] can be promising
control alternatives since they can adapt themselves within the
environment. To the best of our knowledge, there are not many
works considering the massive number of UAVs scenario in a
windy environment in an online manner all together for real-
time applications, and the existing works usually suffer from
complex computations or communications cost.
4. UAV Control: In general, two models are used to handle
the massive UAV flocking problem. First, the direct control
model where a stochastic differential equation (SDE) at each
UAV should be solved to obtain the control inputs. Second, the
mean-field approximation approach, where the global behavior
of the agents is obtained to control the UAVs.
Following [45], in the direct control model, agents can ob-
tain the optimal solution by exchanging the exact information
of their states with each other and solving their SDEs. Nev-
ertheless, due to high complexity and cost of communications
for high number of agents, the direct SDE method is only
limited to a small number of agents.
Two mean-field based approaches, i.e., the mean-field game
(MFG) theory and mean-field control (MFC) theory, are devel-
oped to study the behavior of a large population by approx-
imating the behavior with mean-field under exchangeability
assumptions, and describing it by a pair of partial differential
equations [5]–[7].
In MFC, an optimal action rule for the whole population
is obtained by solving the optimization problem in a collab-
orative way. However, in MFG theory which is developed
mainly in [5]–[7], the agents are competing in the N -player
non-cooperative game, where the population behavior is ap-
proximated by a mean-field and as a result, the game problem
becomes tractable.
In MFG, the optimal action at each agent is obtained
by solving a pair of coupled partial differential equations
(PDEs): one, called HJB equation which depends on the
agent’s own state and the interaction term which depends on
the distribution of the states of all the agents; and the other one,
called FPK equation, describes the evolution of the distribution
3of the agents depending on the general control rule obtained
from HJB equation.
5. ML Aided Control: Many of the numerical methods to
solve the HJB-FPK equations are computationally expensive
especially because of curse of dimensionality, and are ill-
suited for real-time applications [46]–[52]. In [46] a numerical
approximation method is proposed to approximate the Kol-
mogorov PDE considering the curse of dimensionality issue.
In [47] a type of iterative method for discrete HJB is obtained
and its convergence is investigated. In [48] a probabilistic
numerical method based on least-square regressions to solve
nonlinear HJB equation together with its analysis is obtained.
Besides, there are many more numerical methods to solve
PDEs as in [49]–[52] with high processing requirements.
Therefore, new methods based on machine learning (ML),
e.g., (deep) reinforcement learning and neural-network-based
online methods, are important to obtain the solution for PDEs
with more accuracy or speed [10], [53]–[55]. The (deep)
reinforcement learning methods are developed to learn the
solution of the HJB equation and control rule in [53]–[55].
In [10] a neural-network-based online solution of the HJB
equation is used to explore the infinite horizon optimal robust
guaranteed cost control of uncertain nonlinear systems.
Classical centralized multi-agent learning requires commu-
nication resources, such as bandwidth and energy, in order
to gather all data samples from the agents in the central
unit or server. Federated learning is proposed in [8], [9] to
enable model training without sharing data. Instead, every
agent trains its local model with its local data samples, and the
global training model is obtained by sharing and averaging the
local models (rather than the local samples). FL has several
benefits such as communication cost reduction and privacy
preservation. FL was also shown to be useful in enabling
URLLC [56]. In addition, there are several research works
considering communication cost in control, such as the work
in [57] that investigates channel delays in swarm stability
for autonomous vehicular platoon systems, [58] that improves
communication efficiency of a control system, and [59] which
improves communication cost and adaptive estimation error
by leveraging sparsity. In summary, there is a need for
communication-efficient methods to enable ML and control
in autonomous applications such as UAVs.
6. Major Challenges: Based on the research works men-
tioned above, still there are some important challenges of
implementing MFG framework for real-time control of UAVs
in a dynamic environment including: 1) except for few cases
obtaining an analytical solution for HJB-FPK differential equa-
tions is impossible due to its untractability, and the available
numerical methods incur high processing power which is not
suitable for real-time applications; 2) the approximation meth-
ods depending on each agents solution might result in different
control rules at the agents which violates the interchangeability
condition of MFG; 3) for distributed approximation methods,
the effect of communication channel and the payload size is an
important issue in multi agents systems; 4) ML based methods
require enough samples for training, and have convergence
concerns, which are not considered in MFG frameworks.
B. Contributions and Organization
In this paper, we study the real-time control of a large
population of UAVs in a windy environment. We start this
by explaining the scenario of multiple UAVs to be moved
from a starting region to a destination region as shown in
Fig.1. Then, two control methods are described in detail,
i.e. the HJB control method and the MFG control method
to dispatch multiple UAVs quickly, safely, and with low
energy consumption. The main contribution of this paper are
summarized as follows:
• To reduce the computational cost of HJB control and MFG
control, an NN-based function approximator is utilized to
approximate the solution of HJB and FPK equations adap-
tively. The method used here is a variant of our previous
work in [4], where one single-layer network with two
outputs is utilized to estimate the solution of each HJB and
FPK equations. This method gives an approximate solution
to the HJB and MFG framework. It is shown in [4] that
MFG-based learning method requires less communications
cost than HJB-based control.
• To validate the feasibility of the proposed method, the
Lyapunov stability analysis is used for HJB and FPK
approximation error. These analyses show that the error
of approximate solutions for HJB and FPK is bounded,
which means that the obtained approximate control actions
from NNs are an approximation of the optimal control
actions. However, one main requirement for the stability
of the approximate solution of MFG is that enough data
samples should be provided to update NN’s weights, which
is challenging in real-time applications.
• To make sure the UAVs do not lack data samples and to
mitigate the communication costs and stability concerns
of MFG, an FL based MFG strategy is proposed, which
will be named as MfgFL-HF control in this paper. This
method benefits from the communication reduction property
of the FL method for better training of the NN models. The
performance and stability of MfgFL-HF are verified by the
simulations. It is shown that adopting FL can yield faster,
safer, energy-efficient, and communication-efficient control
over the baseline methods.
The remainder of this paper is organized as follows. Section
II describes the system model for controlling the population
of UAVs. Section III explains the HJB and MFG control
methods and the necessity to propose an alternative method.
Section IV proposes the online NN-base method to obtain
an approximate solution for HJB and FPK equations, with
their stability analysis brought in the appendices. Section V
proposes FL-based MFG methods in detail. Section VI vali-
dates the performance of the proposed method by simulations,
followed by our conclusions in Section VII.
II. SYSTEM MODEL
Consider the scenario of Fig.1, where a set N of N UAVs
are set to go from a starting position to a specified destination
in a windy environment. There are three major issues in this
problem as: A) Dynamics of the control system, which
reflects the relationship between the parameters of the system,
and also the effect of the environment in the system. The more
information we have about the environment, the better model
we can utilize for control. Here we will assume the wind
perturbations as the main source of randomness in the system.
B) Control problem, which will consider the costs and
interests to formulate a problem where its solution can control
the UAVs to the destinations. Here, one major assumption for
control is that the number of UAVs, i.e. N , is large. When
the number of UAVs is getting larger, the complexity and
the risk of the problem increases consequently, especially in
the real-time application with expensive UAVs such as UAVs.
4C) Channel, in a multi-UAV control, the communications
among the UAVs are of critical importance to achieving the
control objectives. Here, following the explanations in the
Introduction, we will only consider inter-UAV channels, which
are modeled as Rician in [60]. In the following, we will
consider these three challenges to address the objective of the
paper. However, the more focus will be on control with more
details on the next sections.
A. Dynamics of Control System
In order to solve the UAV control problem, we should ob-
tain the relationships among its location, velocity, acceleration,
and effect of wind on them at the coordinate system. Then let
us use a Cartesian coordinate system with the origin at the
target position as the global reference coordinate. We define
ri(t) ∈ R2 as the vector from the target destination to the
current position of i-th UAV ui at time t ≥ 0. Therefore,
the objective of each ui, 1 ≤ i ≤ N , is to gradually reduce
the distance between destination point and the ui’s current
position, by tuning its velocity vi(t) ∈ R2 by controlling
the acceleration ai(t) ∈ R2 under random wind dynamics.
Following [61], the wind dynamics are assumed to follow an
Ornstein-Uhlenbeck process with an average wind velocity vo.
The temporal state dynamics are thereby given as:
dvi(t) = ai(t)dt− c0 (vi(t)− vo) dt+ VodWi(t) (1a)
dri(t) = vi(t)dt, (1b)
where c0 is a positive constant, Vo ∈ R2×2 is the covariance
matrix of the wind velocity, and Wi(t) ∈ R2 is the stan-
dard Wiener process independently and identically distributed
(i.i.d.) across UAVs.
Now in order to write the dynamics of the controlled system
(1a-1b) in a compact form, let us define the state of each ui
as si(t) =∆ [ri(t)ᵀ, vi(t)ᵀ]ᵀ ∈ R4; so the SDEs (1a-1b) can be
rewritten as
dsi(t) = (Asi(t) +B(ai(t) + c0vo)) dt+GdWi(t), (2)
where A =∆
(
0 I
0 −c0I
)
, B =∆ ( 0I ), G =
∆ ( 0
Vo
)
, and I denotes
the two-dimensional identity matrix. Furthermore, by defining
f(si(t)) = Asi(t) + c0Bvo, we rewrite the equation (2), in a
compact form as
dsi(t) = (f(si(t)) +Bai(t)) dt+GdWi(t). (3)
B. Control Problem
In general, a model to solve the mentioned control problem
should consider three high-level interests for the UAVs. First,
travel time minimization: each UAV i should increase
speed in the direction to the destination point, to reduce the
remaining distance to the destination point while considering
to limit the total speed of the UAV. Second, motion energy:
each UAV i should reduce the (motion) energy consumption
since the UAVs flight time depends on its battery capacity.
Lastly, collision avoidance: the collective interest of the
whole population is to make a flock of the UAVs traveling
together to avoid UAVs colliding each other and also to
complete the mission quickly. Nevertheless, there is a trade-off
among the interests which should be considered in the control
problem.
To achieve the aforementioned points, UAV ui at time t<Tf
aims to minimize its average cost ψaii (si, t; s−i), where Tf is
the terminal control time, and si(t) = si, s−i(t) = s−i are the
state of UAV ui and the set of states of all UAVs excluding
UAV ui at time t, respectively. The average is taken with
respect to a measure (of the integral inside the expectation)
with a probability distribution depending on (si, t), and it
is calculated for the trajectory {si(τ)}[t,T ] obtained by the
control law ai. The cost ψaii (si, t; s−i) consists of the term
g(ai(τ), si(τ); s−i(τ)) depending on the local state si(τ) and
the control action ai(τ) with given states of other UAV’s as
s−i(τ), i.e.,
ψai (si, t; s−i)=E
[ ∫ Tf
t
g(ai(τ), si(τ); s−i(τ))dτ
]
, (4)
where E is the expectation operator, and g(ai(τ), si(τ); s−i(τ))
is
g(ai(τ), si(τ); s−i(τ))=φL(si(τ))+ c3‖ai(τ)‖2+c2φG(si(τ); s−i(τ))
(5)
in which, the term φL(si(τ)) depends only on the local state
si(t) and the term φG(si(τ); s−i(τ)) relies on the global state
{si(t), s−i(t)}, given as:
φL(si(τ)) =
vi(τ) · ri(τ)
‖ri(τ)‖
+ c1‖vi(τ)‖2, (6)
φG(si(τ); s−i(τ)) =
1
N
∑
uj∈N
‖vj(τ)− vi(τ)‖2(
ε+ ‖rj(τ)− ri(τ)‖2
)β , (7)
and the terms c1, c2, c3, β, and ε are positive constants.
The local term φL(si(τ)) and the second term in (5) focus
on the the two objectives, i.e. travel time and motion energy
minimization. It is intended to minimize the remaining travel
distance ‖ri(τ)‖ by maximizing the speed towards the destina-
tion, i.e., minimizing the projected speed vi(τ) ·ri(τ)/‖ri(τ)‖
towards the opposite direction to the destination. Also, we
minimize the kinetic energy and the acceleration control en-
ergy by minimizing proxy terms ‖vi(τ)‖2 (speed) and ‖ai(τ)‖2
(acceleration), respectively [45], [62]. The actual instantaneous
motion power consumption P (τ) of a UAV in the environment,
knowing the UAV’s speed ‖v(τ)‖, and characteristics of the
UAV and air, is calculated by
P (τ)=λ0(1+
3‖v(τ)‖2
ω2tip
) + λ1(
√
1+
‖v(τ)‖4
4χ4o
− ‖v(τ)‖
2
2χ2o
)
1
2 +λ2
‖v(τ)‖3
2
,
(8)
where λ0, λ1, and λ2, rotor blade tip speed as ωtip, and
mean rotor induced velocity in hovering χo are the physical
characteristics of UAV in the environment [63]. Then, the
motion energy E(t) for each UAV i at time t, is defined as
E(t) =
∫ t
τ=0
P (τ)dτ, (9)
which is used as the energy metric to compare different
algorithms in our work.
In addition, for comparison purposes, the mission comple-
tion metric for each agent i is defined as the time t = Ti, when
the state si(t) of the agent enters the area defined as {sdest :
‖sdest‖ = const.} for the first time, i.e., ‖si(Ti)‖≤‖sdest‖. Then,
the average travel time is defined as Tavg =
∑
ui∈N Ti, and the
mission completion time is defined as Tmax = arg maxT∈{Ti} T .
The global term φG(si(τ); s−i(τ)) in (5) refers to collision
avoidance and is intended to form a flock of UAVs moving
together [64]. The flocking leads to small relative inter-UAV
velocities for avoiding collision even when their controlled
velocities are slightly perturbed by wind dynamics. A col-
lision happens when the inter-UAV distance is less than a
defined distance rcoll. Furthermore, the flocking yields closer
inter-UAV distances without collision. This is beneficial for
allowing more UAVs to exchange their local states through
better channel quality, thereby contributing also to collision
avoidance. The formation of a flock as mentioned in [65]
5is a result of three components: a) separation, i.e. steer to
avoid crowding; b) alignment, i.e. steer toward the average
heading of neighbors; c) cohesion, i.e. steer toward the average
position of neighbors. In view of this, we adopt the Cucker-
Smale flocking [1], [64] that reduces the relative speeds for
the UAVs. The relative speed ‖vj(τ) − vi(τ)‖ and the inter-
UAV distance ‖rj(τ) − ri(τ)‖ are thus incorporated in the
numerator and denominator of φG(si(τ); s−i(τ)), respectively.
In addition, inspired by [66], the velocity alignment φA(t) and
number of collision risks φC(t) as metrics to compare different
algorithms, are defined as
φA(t) =
1
tN2
∫ t
0
∑
ui∈N
∑
uj∈N
‖vj(τ)− vi(τ)‖dτ , (10)
φC(t) =
1
tN2
∫ t
0
∑
ui∈N
∑
uj∈N
1‖rj(τ)−ri(τ)‖≤rC dτ , (11)
where the hazard radius rC defines a dangerous potential
collision zone around the UAV. Lower values of φA(t) means
that the amplitudes of velocity differences between UAVs
are small and hence they have made a better flock to travel
together. Lower values of φC(t) mean that the UAVs do not
tend to be too close to each other and the risk of them colliding
each other is smaller.
Incorporating the cost (4) under the temporal dynamics (3),
the control problem of UAV ui at time t is formulated as:
ψ(si, t; s−i) = min
ai
ψai (si, t; s−i) (12)
s.t. dsi(t) = (f(si(t)) +Bai(t)) dt+GdWi(t), (13)
The minimum cost ψ(si, t; s−i) is referred to as the value
function of the optimal control, and should be derived to obtain
the optimal action ai(t) for UAV ui. The methods to encounter
this problem will be introduced in the following sections.
C. UAV to UAV Wireless Channel Model
In many multi-UAV control problems, communication
among the UAVs is a critical condition. However, in the prob-
lem of this paper the UAVs will be required to communicate
their data with each other while they are moving at a height h.
Following [60] for the UAV to UAV communication channels,
the Rice model can be used to model both dominant LOS and
NLOS paths. The Rice distribution is given by:
pz(ζ) =
ζ
χ2
exp
(−ζ2 − ξ2
2χ2
)
I0
(
zξ
χ2
)
, (14)
where ζ ≥ 0, and ξ and χ are the strength of LOS and
NLOS paths respectively. However, when there is no LOS
path between UAVs, this model is reduced to Rayleigh model
by setting ζ = 0. Therefore, depending on the scenario, the
channel model parameters can be set. Assuming the frequency
division multiple access (FDMA) is used for each UAV to
UAV communication, with the transmission power Po, and the
distance rd from a UAV to another UAV, the received signal-
to-noise (SNR) at each time is
SNR =
Pozr
−α
d
Woσn
, (15)
where σn is the noise power, Wo is the bandwidth, α ≥ 2 is
the path loss exponent, and z is the Rice random variable de-
fined in (14) and is assumed to be independent and identically
distributed (i.i.d) across the different UAVs and times.
Another parameter which we will use in this paper is the
communication latency. A signal is successfully decoded if the
SNR at time t is greater than a target SNR η, i.e., SNR(t) ≥ η.
The number of bits bi(D0), transmitted during D0 time slots,
is given as:
bi(D0) = θ
D0∑
t=1
1SNR(t)≥ηWo log2(1 + η), (16)
where θ is the channel coherence time. The latency of
transmitting b bits is the minimum D0, i.e. Dm that satisfies
bi(D0) ≥ b. A latency outage occurs when Dm is greater than
a predefined threshold DM , i.e., Dm > DM in an algorithm.
III. HJB AND MFG CONTROL
At each time instant, each UAV seeks a solution for the
defined objective function. The first intuitive method is to
analyze the problem directly as solving an HJB equation and
then see if there is a need for other alternatives and also have
the basis for the proposed methods. However, in the following,
it will be clarified that when the number of UAVs is high,
the communications and processing complexity will increase
to the extent that the real-time implementation will not be
possible. Therefore, an alternative MFG method which can
reduce the number of communications significantly will be
explained.
A. HJB Control
In this method, we assume that all N UAVs perform their
optimal action based on the observed local states of all other
UAVs. Then according to Bellman’s principle for optimal
control, for each time t ≤ Tf and state si of agent i, we
can rewrite (12) as
ψ(si, t; s−i)=min
ai
E
[ ∫ Tf
t
g(ai(τ), si(τ); s−i(τ))dτ
]
(17)
=min
ai
{g(ai(t), si; s−i)+E [ψ(si + dsi, t+ dt; s−i)]} (18)
By utilizing (13), the second order Taylor expansion of the
second term in (18) is calculated as
E [ψ(si + dsi, t+ dt; s−i)] = { [∇siψ(si, t; s−i)]ᵀ (f(si) +Bai(t))
+
1
2
tr(GGᵀ[∆siψ(si, t; s−i)]) + ψ˙(si, t; s−i) } dt+ ψ(si, t; s−i). (19)
Therefore, the HJB equation with this method is obtained as
ψ˙(si, t;s−i)+min
ai
{g(ai(t), si; s−i)+[∇siψ(si, t; s−i)]ᵀ
×(f(si)+Bai(t))+ 1
2
tr(GGᵀ[∆siψ(si, t; s−i)])}=0, (20)
where ∇ and ∆ denote the gradient and Laplacian operators,
respectively. The optimal action at UAV i is obtained as
ai(t) = − 1
2c3
Bᵀ∇siψ(si, t; s−i). (21)
Therefore, substituting (21) in (20) yields the HJB equation
ψ˙(si, t; s−i)+
(
f(si)− 1
4c3
BBᵀ∇siψ(si, t; s−i)
)ᵀ
[∇siψ(si, t; s−i)]
+
1
2
tr(GGᵀ[∆siψ(si, t; s−i)])+φL(si)+c2φG(si; s−i) = 0. (22)
Solving this HJB equation requires an enormous exchange of
states among the UAVs, which becomes impossible when the
number of UAVs, i.e. N , is high. In order to address this
challenge, we leverage the capabilities of the MFG framework
explained in the next subsection. Therefore, the UAVs will
need to exchange the states only at the beginning of the
mission, and after that, they will calculate the optimal actions
based on their own state.
6B. MFG Control
Another method to encounter this problem is to use MFG
framework when the number of UAVs is very high. Let
mN (s, t) be the empirical state distribution function of the
UAVs at time instant t defined as
mN (s, t) =
∆ 1
N
N∑
j=1
δ(s− sj(t)), (23)
where δ(·) is the Dirac delta function. Then, the interaction
term (7) can be rewritten as
φG(si(t); s−i(t)) =
∫
s
mN (s, t)
‖vi(t)− v‖2
(ε+ ‖ri(t)− r‖)2)β
ds. (24)
Since the states si(t) for i = 1, . . . , N are independent and
identically distributed which evolve according to SDE (13),
utilizing the ergodic theory gives
lim
N→∞
mN (s, t) = m(s, t), (25)
where m(s, t) is the distribution of generic UAV’s state, i.e.,
s, corresponding to the SDE (13) with optimal policy a(t) ob-
tained by (21). The distribution m(s, t), which is called mean
field (MF), is the solution of the Fokker-Plank-Kolmogorov
(FPK) equation as
m˙(s, t)+∇s ·[(f(s)+Ba(t))m(s, t)]− 1
2
tr(GGᵀ∆sm(s, t))=0, (26)
where ∇s· denotes the divergence operator, and the initial
distribution of the UAVs is given as m(s, 0) = 1
N
∑N
j=1 δ(s −
sj(0)). For an optimal action rule a(t), the FPK equation (26)
can give the distribution m(s, t) of state of a typical agent s at
each time t. In MFG framework, FPK and HJB equations are
coupled through the optimal action a(t) obtained by (21) and
the interaction term φG(si; s−i) which can be approximated by
φG(si(t);m(s, t)) defined in (27) (since according to (25), for
large N , the actual distribution mN (s, t) can be approximated
by m(s, t) ).
φG(si(t);m(s, t)) =
∆
∫
s
m(s, t)
‖vi(t)− v‖2
(ε+ ‖ri(t)− r‖)2)β
ds (27)
By this definition, the HJB equation (22) can be rewritten as
ψ˙(si, t;m(s, t)) +
1
2
tr(GGᵀ[∆siψ(si, t;m(s, t))])
+
(
f(si)− 1
4c3
BBᵀ∇siψ(si, t;m(s, t))
)ᵀ
∇siψ(si, t;m(s, t))
+φL(si)+c2φG(si;m(s, t))= 0, (28)
and the corresponding action is
ai(t) = − 1
2c3
Bᵀ∇siψ(si, t;m(s, t)), (29)
Therefore, by substituting (29) in (26) the FPK equation can
also be rewritten in the following form:
m˙(s, t) +∇s · [(f(s)− 1
2c3
BBᵀ∇sψ(s, t;m(s, t)))m(s, t)]
− 1
2
tr(GGᵀ∆sm(s, t)) = 0 (30)
By solving HJB and FPK equation pairs, i.e., (28) and (30),
the optimal action for each UAV can be calculated.
IV. NN-BASED HJB AND MFG LEARNING CONTROL -
STATE SHARING METHODS
In this section, inspired by [67], we discuss NN-based
methods to obtain approximate solutions for HJB and FPK
equations for the multiple UAV control application. However,
to have better readability and due to lack of space, we will
use the simplifications of Table I unless there is a need for
complete forms to avoid confusion.
TABLE I
LIST OF SIMPLIFIED NOTATIONS.
Notation Simplified Notation Simplified
Definition Definition
ψ(si, t;m(s, t)) ψ
m(s, t) m
ψ(si, t; s−i) wHd (t) wHd
φL(si) φL σH(si;m(s, t)) σHφG(si;m(s, t)) φG
σH(si; s−i)
φG(si; s−i) σF(s) σF
f(si) f eH(si, t) eH
∇si ∇ eF(s, t) eF∇s JH(wˆH0 , wˆH1 ) JH
∆s ∆
JF(wˆF0 , wˆF1 ) JF
∆s ai(t) ai
∇s· ∇· εH(si, t) εH
H(si, t;m(s, t)) H εF(s, t) εFH(si, t; s−i) Ls(si(t)) Ls
F(s, t; a(t)) F Ri(t) Ri
A. HJB Learning Control
Here, following our previous work [4], we find an approxi-
mate solution to the HJB equation to obtain the corresponding
action. Any approximate solution will result in some error,
and the approximated HJB equation may not be exactly equal
to zero. Therefore, first, based on the defined simplifications
above, we represent the HJB equation (22) and (28) by H as
H =∆ ψ˙+
(
f−BB
ᵀ∇ψ
4c3
)ᵀ
∇ψ+ φL+c2φG+ 1
2
tr(GGᵀ∆ψ)=0,
(31)
where we obtain the φG empirically by (7) in this subsection.
Similar to [67], given the state distribution of UAVs at
each time t, let the function ψ(si, t; s−i) and its derivative
correspondingly be approximated by functions as
ψˆ(si, t; s−i) =
∆
wˆH0(t)
ᵀσH(si; s−i) , (32)
ˆ˙
ψ(si, t; s−i) =
∆
wˆH1(t)
ᵀσH(si; s−i) , (33)
where vector functions wˆH0(t) and wˆH1(t) are approximations
to the optimal vector weight functions wH0(t) and wH1(t),
respectively, and the value error of these approximations are
εH0(si, t) =
∆
ψ(si, t; s−i)− wH0(t)ᵀσH(si; s−i) , (34)
εH1 (si, t) =
∆
ψ˙(si, t; s−i)− wH1(t)ᵀσH(si; s−i) . (35)
Then, using these definitions, and notation simplifications as
in Table I, the HJB equation (31) and its approximatation are
written as
H = wᵀH1σH+
(
f− 1
4c3
BBᵀ([∇σH]ᵀwH0 )
)ᵀ
[∇σH]ᵀwH0
+
1
2
[
N∑
k=1
tr(GGT [∆σ[k]H ])ek
]ᵀ
wH0 +φL+c2φˆG+εH =0, (36)
Hˆ = wˆᵀH1σH+
(
f− 1
4c3
BBᵀ([∇σH]ᵀwˆH0 )
)ᵀ
[∇σH]ᵀwˆH0
+
1
2
[
N∑
k=1
tr(GGT [∆σ[k]H ])ek
]ᵀ
wˆH0 +φL+c2φˆG, (37)
where the superscript [k] shows the k’s element of the corre-
sponding vector, ek is a vector with k’s element equal to 1
and other elements equal to zero, and εH is the error of HJB
equation with the function approximator defined as
εH =
∆
c2εφG+εH1−
1
4c3
[∇εH0 ]ᵀBBᵀ[∇σH]ᵀwH0−
1
4c3
[∇εH0 ]ᵀBBᵀ∇εH0
+
(
f− 1
4c3
BBᵀ[∇σH]ᵀwH0
)ᵀ
∇εH0 +
1
2
tr(GGᵀ∆εH0 ) (38)
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1: Initialization: wˆH0(0) = 0 and wˆH1(0) = 0.
2: for Each UAV i = 1, . . . , N , in parallel, do
3: Collect the states s−i(t) from neighboring UAVs.
4: Update the weights wˆH0(n) and wˆH1(n) by (43) and
(44).
5: Calculate the value ψˆ = wˆᵀH0σH.
6: Take the optimal action aˆ=− 12c3Bᵀ[∇σH]ᵀwˆH0 .
7: end for
where εφG is the uncertainty of the interaction term. Then, the
corresponding approximate action can be obtained by
a = − 1
2c3
Bᵀ[∇σH]ᵀwH0 −
1
2c3
Bᵀ[∇εH0 ], (39)
aˆ = − 1
2c3
Bᵀ[∇σH]ᵀwˆH0 . (40)
Therefore, the error of approximating HJB by NNs is
eH =
∆ Hˆ−H
=
1
2c3
w˜ᵀH0 [∇σH]BB
ᵀ[∇σH]ᵀwH0−
1
2
[
N∑
k=1
tr(GGT [∆σ[k]H ])ek
]ᵀ
w˜H0
−w˜ᵀH1σH−w˜
ᵀ
H0
[∇σH]f−
1
4c3
w˜ᵀH0 [∇σH]BB
ᵀ[∇σH]ᵀw˜H0−εH, (41)
where w˜H0 =
∆ wH0 − wˆH0 , and w˜H1 =∆ wH1 − wˆH1 . The optimal
weights wH1 and wH0 should minimize the loss function
defined as
JH(wˆH0 , wˆH1 )=
∆ 1
2
eᵀHeH+cH max
{
0, L˙s
}
1‖si(t)‖≥sdest︸ ︷︷ ︸
Ri
(42)
where cH is a positive constant, Ls as the simplified notation
of Ls(si(t)) is a Lyapunov candidate function, and L˙s is its
derivative with respect to time. The regularizer term shown as
as Ri or Ri(t) is meant to stop the movement when reaching
the destination, i.e., ‖si(t)‖ = ‖[ri(t)ᵀ, vi(t)ᵀ]ᵀ‖≤‖sdest‖. Then,
by discretizating the time with small dt steps, the gradient
descent updates are written as
wˆH0(n+1)= wˆH0(n)−µH(∇wˆH0eH)eH−µHcH∇wˆH0Ri, (43)
wˆH1(n+1)= wˆH1 (n)−µH(∇wˆH1eH)eH, (44)
where the gradients ∇wˆH0 eH and ∇wˆH1 eH are obtained as
∇wˆH0 eH =
1
2c3
[∇σH]BBᵀ[∇σH]ᵀw˜H0−
1
2c3
[∇σH]BBᵀ[∇σH]ᵀwH0
+ [∇σH]f +
1
2
[
N∑
k=1
tr(GGT [∆σ[k]H ])ek
]
, (45)
∇wˆH1 eH =σH. (46)
The corresponding Hjb learning control based on these up-
date equations is described in Algorithm 1. After initialization
of the weights, each UAV has to collect instantaneous states of
other UAVs and use it to update the equations (43) and (44).
Then, it uses the updated model to take the proper action.
However, the stability of this algorithm is explored by the
following Proposition 1.
Proposition 1 (HJB Lyapunov stability): For small uncer-
tainty of interaction term, i.e., ‖εφG‖1, and a bounded inter-
action term, i.e., ‖φˆG‖ ≤ M1, the system state and the model
weights of constructed adaptive HJB neural network obtained
by Algorithm 1 are uniformly ultimately bounded (UUB), i.e.,
there exist sdest, w0, and w1 at time T such that ‖s(t)‖≤sdest,
‖wH0(t) − wˆH0(t)‖ ≤ w0, and ‖wH1(t) − wˆH1(t)‖ ≤ w1 for all
t ≥ T + T ′.
Proof. See Appendix A.
B. MFG Learning Control
Here, we find an approximate solution to the pair of HJB-
FPK equations in MFG framework. Regarding the HJB equa-
tion, we follow the method explained in previous subsection
and by considering that the interaction term is obtained using
(27). Then, we follow the similar approximation procedure to
approximate the solution for FPK equation. Let us first rewrite
the FPK equation (30) by using the simplified notations in
Table I, and define F as
F =∆ m˙+∇ · [(f − 1
2c3
BBᵀ∇ψ)m]− 1
2
tr(GGᵀ∆m) = 0 (47)
Using the equality ∇ · [a~b] = a∇ ·~b+~bᵀ∇a, where ~b is a
vector and a is scalar, we rewrite this FPK equation as
F = m˙+m∇ · [(f − 1
2c3
BBᵀ∇ψ)]
+ [(f − 1
2c3
BBᵀ∇ψ)]ᵀ∇m− 1
2
tr(GGᵀ∆m) = 0 (48)
Now, we seek to find an approximate solution to the equation
(48). Let us define the linear function approximator mˆ(s, t),
which approximates the density function m∗(s, t), as
mˆ(s, t) =
∆
wˆF0 (t)
ᵀσF(s) , (49)
ˆ˙m(s, t) =
∆
wˆF1 (t)
ᵀσF(s) , (50)
where σF(s) is a vector of linear or nonlinear functions,
and wˆF0(t) and wˆF1(t) are the approximation to the optimal
weight functions wF0(t) and wF1(t) respectively. Then, the
errors of approximating the distribution function m(s, t) and
its derivative m˙(s, t) are
εF0(s, t) =
∆ m(s, t)− wF0(t)ᵀσF(s) , (51)
εF1(s, t) =
∆ m˙(s, t)− wF1(t)ᵀσF(s) . (52)
Considering this definition, and notation simplifications of
Table I, the FPK equation (47) and its corresponding approx-
imatation are written as
F = wᵀF0σF∇ · [(f −
1
2c3
BBᵀ∇ψˆ)] + [(f − 1
2c3
BBᵀ∇ψˆ)]ᵀ[∇σF]ᵀwF0
− 1
2
[
N∑
k=1
tr(GGT [∆σ[k]F ])ek
]ᵀ
wF0 + w
ᵀ
F1
σF + εF = 0, (53)
Fˆ = wˆᵀF0σF∇ · [(f −
1
2c3
BBᵀ∇ψˆ)] + [(f − 1
2c3
BBᵀ∇ψˆ)]ᵀ[∇σF]ᵀwˆF0
− 1
2
[
N∑
k=1
tr(GGT [∆σ[k]F ])ek
]ᵀ
wˆF0 + wˆ
ᵀ
F1
σF, (54)
where εF denotes the error of FPK equation caused by the
NN, and it is defined as
εF =
∆∇ · [(f− 1
2c3
BBᵀ∇εψ)(wˆᵀF0σF+εF0 )]−
1
2
tr(GGᵀ∆εF0 )+εF1
+εF0∇ · [(f −
1
2c3
BBᵀ∇ψˆ)]+[(f− 1
2c3
BBᵀ∇ψˆ)]ᵀ[∇εF0 ], (55)
where εψ is the uncertainty in finding ψ. Therefore, the error
of approximating FPK equation by neural networks is
eF =
∆ Fˆ− F
= −w˜ᵀF0σF∇ · [(f−
BBᵀ∇ψˆ
2c3
)]−w˜ᵀF0 [∇σF][(f−
BBᵀ∇ψˆ
2c3
)]
+
1
2
w˜ᵀF0
[
N∑
k=1
tr(GGT [∆σ[k]F ])ek
]
− w˜ᵀF1σF − εF, (56)
where w˜F0 =
∆ wF0−wˆF0 , and w˜F1 =∆ wF1−wˆF1 . Based on these
definitions, the optimal weights wˆF1and wˆF0 should minimize
the loss function defined as
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1: Initialization: mˆ(s, 0) = 1
N
∑N
j=1 δ(s−sj(0)), wˆH0(0) = 0,
wˆH1(0) = 0, wˆF0(0) = 0, wˆF1(0) = 0 .
2: for Each UAV i = 1, . . . , N , in parallel, do
3: for n = 1, . . . , T0 do
4: Update weights wˆH0(n) and wˆH1(n) by (43) and (44).
5: Calculate value ψˆ = wˆᵀH0σH.
6: Update weight wˆF0(n) and wˆF1(n) by (58) and (59).
7: Obtain MF distribution mˆ = wˆᵀF0σF.
8: end for
9: Take the optimal action aˆ=− 1
2c3
Bᵀ[∇σH]ᵀwˆH0 .
10: end for
JF(wˆF0 , wˆF1 ) =
1
2
eᵀFeF (57)
Therefore, by discretizating the time with dt time steps, the
gradient descent updates for FPK weights are obtained as
wˆF0(n+1)= wˆF0(n)−µF(∇wˆF0eF)eF (58)
wˆF1(n+1)= wˆF1(n)−µF(∇wˆF1eH)eF (59)
where the gradients ∇wˆF0 eF and ∇wˆF1eF are calculated as
∇wˆF0 eF = σF∇ · [(f−
1
2c3
BBᵀ∇ψˆ)] + [∇σF][(f−
1
2c3
BBᵀ∇ψˆ)]
− 1
2
[
N∑
k=1
tr(GGT [∆σ[k]F ])ek
]
(60)
∇wˆF1eF = σF. (61)
However, based on these update pairs and update pairs for
HJB equation, the Mfg learning algorithm is described as in
Algorithm 2. In this algorithm, first, the UAVs share their
states sj(0) at time t = 0 to obtain the distribution of the
population and initial samples. Then, the UAVs start collecting
samples and and updating theirs weights until they reach the
destination at time T = T0dt.
We have shown in our previous works [4] that Mfg control
algorithm provides better results in terms of energy con-
sumption, communications cost, and flocking of UAVs when
sufficient samples are used in model training. However, there
are stability concerns which is analyzed in this section. The
MFG learning solution consists of two coupled NNs coined
HJB NN and FPK NN, which should be stable to ensure
stability of MFG learning. Proving stability of the coupled
HJB-FPK equations is a challenging issue. To simplify the
stability analysis, we decouple the HJB and FPK equations
and separately obtain the stability conditions for each of them.
Then stability can be proved, when the initial conditions of
HJB NN and FPK NN meet the stability conditions required
for each of them separately, and if the output of each HJB
NN (and FPK NN) falls into the stability space of the other
FPK NN (and HJB NN). Starting with the HJB NN, we
obtained the stability condition for HJB NN in Proposition 1.
In Propositions 2 and 3, we show the stability and convergence
conditions required for FPK NN. Then we conclude the
stability of MFG NN in Corollary 1.
Proposition 2 (FPK Lyapunov stability): For almost certain
ψ, i.e., ‖εψ‖1, and differentiable and bounded value function
ψ, i.e., ‖ψ‖ ≤ M2, the weights of constructed adaptive FPK
neural network obtained in Algorithm 2, which is controlled
by its corresponding HJB equation, are UUB,i.e., there exist
w2, and w3 at time T such that ‖wF0(t) − wˆF0(t)‖ ≤ w2, and
‖wF1(t)− wˆF1(t)‖≤w3 for all t ≥ T + T ′.
Proof. See Appendix B.
Proposition 3 (FPK Convergence): Under the assumptions
of Proposition 2 and with small step-sizes µF, the weights of
FPK neural network function approximator converges to its
optimal weights in mean with no bias and it is stable in mean
square deviation sense.
Proof. See Appendix C.
Corollary 1: Considering Propositions 1, 2, and 3, we can
conclude that the system state and weights of constructed HJB-
FPK neural networks obtained by Algorithm 2 are UUB.
Proof. The Algorithm 2 has two parts as HJB part and FPK
parts. It is initialized by the states of the UAVs at the source
region. At the initial iterations the states are used directly in
the algorithm to update the weights of HJB and FPK neural
networks, and hence the uncertainty of interaction term is
small, i.e., ‖εφG‖ 1. Also, by starting with well trained or
zero initialized neural network weights, both the interaction
term and value functions are upper-bounded, i.e., ‖φˆG‖ ≤M1
and ‖ψ‖ ≤ M2. Hence, there is a design, i.e., a choice of
parameters in proofs in Appendices A, B, and C, such that
all assumptions necessary for Propositions 1, 2, and 3 hold
together and completely
V. FEDERATED MFG LEARNING - MODEL SHARING
METHODS
In this section, we propose federated mean field game
learning strategy (MfgFL) and its different implementations,
i.e., MfgFL-H, MfgFL-F, and MfgFL-HF, to make the UAVs’
control models close to each other and to use sample diversity
among the UAVs efficiently. In MfgFL-H the model param-
eters of HJB neural network are shared with central unit to
obtain the global HJB NN model, so the action rules of UAVs
are close to each other. In MfgFL-F the FPK NN models are
transmitted to the central unit to obtain the global FPK NN
model, so the estimation of the population density function at
UAVs be more accurate. In MfgFL-HF, both HJB and FPK
neural network models are averaged to obtain better global
online MFG learning model. In the following, we explain
general form of MfgFL strategy, which covers three different
implementations.
Although Algorithm 2 can reduce the communications cost
of the control algorithm by leveraging the MFG framework, it
still requires big sample sets to train and provide conditions of
stability. In other words, there is still a need to share a subset of
samples among the UAVs or with a central unit, which requires
extra communication costs in addition to privacy concerns.
Therefore, instead of state sharing, we adopt the federated
learning method to address these issues.
In the MfgFL algorithm, one UAV out of all is set to act
as a control center, which we call is as leader (or header)
UAV. This leader UAV depending on the application may be
chosen randomly or considering UAVs power consumption or
flight time, which is beyond the scope of this work. Then, we
simply set one of the UAVs as the leader, i.e., uh, and indicate
it by index h in the algorithm.
The proposed MfgFL learning control is described in
Algorithm 3. Following the FedAvg algorithm, the leader
collects models wˆi,d(n) of Nh UAVs at times n = kn0,
where d ∈ {H,F,HF} which corresponds to three types of
implementations as
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1: Initialization: mˆ(s, 0) = 1
N
∑N
j=1 δ(s−sj(0)), wˆH0(0) = 0,
wˆH1(0) = 0, wˆF0(0) = 0, wˆF1(0) = 0.
2: for n = 0, 1, 2, . . . , T0 do
3: if n = kn0 then
4: Nh UAVs, in parallel, send their model wˆi,d(kn0) to
the leader.
5: Leader updates the model parameters wˆh,d(k), via
(62).
6: Leader broadcasts the model wˆh,d(k).
7: end if
8: for each UAV i = 1, . . . , N , in parallel, do
9: if UAV i receives wˆh,d(k) then
10: Update wˆi,d(n), as wˆi,d(n)← wˆh,d(k).
11: end if
12: Update wˆH0(n), wˆH1(n), wˆF0(n), and wˆF1(n) by (43)
and (44), (58), and (59).
Take the optimal action aˆ=− 1
2c3
Bᵀ[∇σH]ᵀwˆH0 .
13: end for
14: end for
• In MfgFL-H (d=H), the model wˆi,d(n), which is shared
with the leader, is equal to the set {wˆH0(n), wˆH1(n)} at the
UAV i. However, the FPK models wˆF0(n), and wˆF1(n) are
not shared in this implementation.
• In MfgFL-F (d=F ), the model wˆi,d(n), which is shared
with the leader, is equal to the set {wˆF0(n), wˆF1(n)} at the
UAV i. However, the HJB models wˆH0(n), and wˆH1(n) are
not shared in this implementation.
• In MfgFL-HF, (d = HF ), the model wˆi,d(n), which
is shared with the leader, is equal to the set
{wˆF0(n), wˆF1(n), wˆH0(n), wˆH1(n)} at the UAV i. In other
words, the complete model of MFG is shared with the
leader.
It should be noted that the model parameters in different
implementations of MfgFL are only shared between the leader
and swam of UAVs, and only the models are transmitted rather
than raw data samples. This saves significant communication
energy as we will see in Section VI. At each iteration n in
Algorithm 3, the leader obtains the average model wˆh,d after
collecting models wˆi,d(kn0) from Nh UAVs of the swarm as
wˆh,d(k)←
1
Nh
∑
i∈Nh
wˆi,d(kn0), (62)
However, after the average model is calculated at the leader
and broadcasted to the UAVs, the updates are done locally by
the set local samples Si at each UAV i, which is the set of local
states sampled from the mission starting time to the current
time t = ndt, i.e., Si = {si(j)|j = 0, . . . , n}. This procedure is
repeated until all the UAVs reach the destination at repetition
T0.
One main benefit of this procedure is that the UAVs do not
need to exchange their local states to update the HJB-FPK
models, and communication cost is reduced compared to Mfg
and Hjb control methods. An approximate communications
payload up to time t = ndt for the MfgFL methods is N ×
n
n0
× L(wˆi,d) × b, where L(wˆi,d) is the size of wˆi,d and b
is the resolution in bits, and for Mfg and Hjb methods, it is
N×n×L(si)×b×Ns, where L(si) is the size of states and Ns is
the number of samples at each time interval dt. Then, the Mfg
control requires less Ns than Hjb which corresponds to smaller
communications cost of Mfg control, and the MfgFL requires
smaller payload than Mfg control because Ns  1 and n0  1.
This result will be evaluated in Section VI. In addition, it is
not always safe to share the state information, and privacy is
also preserved for the UAVs with MfgFL method.
In addition to reducing communication costs and increasing
the privacy of the UAVs, the MfgFL method can provide
other benefits as well such ensuring stability conditions for
MFG framework and increasing training speed. One major
condition for the MFG based approach is that the UAVs are in-
distinguishable. It means that the UAVs should have the same
action rule, and hence, it is reasonable that they are trained by
big enough samples. Nonetheless, due to energy/bandwidth
limitations, it is not possible to provide this huge samples
for model training. From this viewpoint, FL-based approaches
can increase the model similarity among the UAVs and make
them indistinguishable by efficiently using their samples for
training.
Another benefit of using the MfgFL approach is the in-
creased training speed of the models at UAVs. This is closely
related to the communication cost of the algorithm, since uti-
lizing model averaging means that the algorithm benefit from
the various sample of UAVs in a shorter time span. Therefore,
it is safe to say that it can provide higher model training
speed. However, the performance of MfgFL is explored in
next section.
VI. NUMERICAL RESULTS
In this section, we numerically validate the effectiveness of
the proposed algorithm MfgFL-HF compared to the baseline
methods Hjb control, MfgFL-F, and MfgFL-H, in terms of
travel time, motion energy, collision avoidance, and communi-
cations cost. Throughout the simulations, we consider N UAVs
controlled in a two-dimensional plane at the fixed altitude of
h = 40m. Initially, the UAVs are equally separated with the
distance
√
2m each other, and located at a source, which is a
square region centered at (150, 100)m in a 2-dimensional plane
(see Fig. 2-a). Each UAV aims to reach the destination at the
origin, under the wind dynamics described by Vo = σwindI and
vo = (1,−1)m/s (see Sec. II).
Following [4], [10] single hidden layer models (32) and
(33) are considered for HJB model, where each hidden node’s
activation function, i.e., σH,j(si(t)) for j = 1, · · · ,MH, cor-
responds to each scalar term in a polynomial expansion. The
polynomial for σH(si(t)) is heuristically chosen as: (1+xi(t)+
vx,i(t))
6 +(1+yi(t)+vy,i(t))
6, where ri(t) = [xi(t), yi(t)]ᵀ and
vi(t) = [vx,i(t), vy,i(t)]
ᵀ, thus the model size for HJB model is
MH =54.
For the MFG based methods, the same neural network
structure described above is considered to approximate HJB
model. In a similar way, single hidden layer models (51)
and (52) are considered for FPK model, where each hidden
node’s activation function, i.e., σF,j(si(t)) for j = 1, · · · ,MF,
corresponds to each scalar term in a polynomial expansion.
The polynomial for σF(si(t)) is heuristically chosen as: (1 +
xi(t) +vx,i(t))
6 + (1 +yi(t) +vy,i(t))
6. Thus the model size for
FPK model is MF =69.
Unless otherwise stated, the default simulation parameters
are: Po = 20dBm, Wo = 2MHz, σn = −110 dBm/Hz, α = 0,
χ = 1.347, ξ = 6.649; σwind = 0.1; Nh = 0.8N ; rcoll = 0.1m,
rC =
√
2/2m; c0 = 0.1, c1 = c2 = 0.015, c3 = 0.005, µH = µF =
0.01, cH = 0.5, n0 = 100 for MfgFL-H and MfgFL-F, n0 = 200 for
MfgFL-HF, and dt = 0.1s for the purpose of discretizing time
in simulations. In addition the physical characteristics of UAVs
are λ0 = 0.0049, λ1 = 0.0887 and λ2 = 0.0092, ωtip = 15m/s,
and χo = 1.6120m/s.
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Fig. 2. Trajectory snapshots (left, 4 subplots for each control method) of 25 UAVs under (a) Hjb: HJB learning control with the communication range d = 100m,
(b) MfgFL-H: MFG learning control with HJB model averaging, (c) MfgFL-F: MFG learning control with FPK model averaging, and (d) MfgFL-HF: MFG
learning control with both HJB and FPK model averaging. During the travel time t = 0∼125s, MfgFL-HF shows the best flocking behavior and the most
stable HJB model parameters w1,H (rightmost subplot for each control method) of a randomly selected reference UAV u1. Consequently, MfgFL-HF yields
no collision during its entire travel, in sharp contrast to the others.
Fig. 2 shows the trajectories of N = 25 UAVs under Hjb,
MfgFL-H, MfgFL-F, and MfgFL-HF control methods. With
Hjb control, all the UAVs should communicate instantaneous
states with each other, and use the received states to update
their local HJB model. Therefore, Hjb control is extremely
costly to be implement in real-time. However, for comparison
purposes, it is assumed that the UAVs communicate their states
at each time step to calculate the instantaneous interaction
term, but the processing at each UAV is limited to one update
of (43) and (44) per time step. This results in a fair comparison
with FL-based methods, as they are also limited to one update
of (43) and (44) per time step.
In all the methods, at first, the untrained UAVs follow the
average wind direction while they train the models until the
models are trained to the extend that their output commands
turn the UAVs towards the destination. Then, the differences
among algorithms in terms of collision, model weights, and
interaction terms become observable from the trajectory and
model weight plots, as explained in the following.
Collision occurrences is shown by star marks in the trajec-
tories. It can be seen that in the proposed MfgFL-HF method,
no collision has happened thanks to more sample utilization
for HJB and FPK model training by adopting FL averaging
for both models. Unlike MfgFL-HF, only one of the HJB or
FPK models in MfgFL-H and MfgFL-F methods is trained
with enough samples by utilizing FL method. The less-trained
model results in more collisions of MfgFL-H and MfgFL-F
methods as seen in the trajectory plots Fig. 2-b and Fig. 2-
c. In Hjb method, although enough samples are provided, the
UAVs can not use them to train the model in real-time due to
limited processing power of the UAVs. Therefore, the models
are not trained with enough samples, and a few collisions
occur on the path to the destination as seen in the trajectory
plots Fig. 2-a. These training behaviors can also be seen in
HJB model parameters on the most right side of the Fig. 2,
where in comparison to the other control methods, the model
parameters in MfgFL-HF are less divergent after a period of
time.
Fig. 2 shows the interaction term φG for each UAV using
the color map on the trajectories. The bluer trajectories of
MfgFL-HF method compared to other methods indicates lower
interaction term values and better alignment of UAVs on
the path to the destination. The reason is better training
of the models in the proposed method as explained above.
One main benefit of flocking of the UAVs instead of trav-
eling individually or in different clusters is that it results
in better communication channels among the UAV due to
shorter distances, which can help in better model training and
control. Further features of the proposed MfgFL-HF method
corresponding to Fig. 2 is explained below using Fig. 3 and
Fig. 4.
Fig. 3 represents the motion energy, communications pay-
load, velocity alignment, number of collision risks, speed, and
travel distance of the UAVs corresponding to the scenario and
methods in Fig. 2. Fig. 3-a represents the average motion en-
ergy and its variance among the UAVs. The proposed method
MfgFL-HF consumes at least 16% less energy than the other
methods, and requires at least 4 times less communication
costs than Hjb method (see Fig. 3-b) at the cost of 10%
and 6% more average travel time Tavg compared to MfgFL-
F and MfgFL-FH, respectively. The reason for less energy
consumption of MfgFL-HF is that the UAVs can travel in a
flock with smaller speed (Fig. 3-e) and smaller interaction term
on the trajectory as we observed in Fig. 2. Furthermore, the
reason for less communication costs for MfgFL-HF, MfgFL-
F, and MfgFL-H methods is due to adopting the FL method.
In FL-based methods, at every n0 = 100 time steps, 80% of
the UAVs transmit their models to the leader and the leader
broadcasts it to all the UAVs. However, in Hjb method, all 25
UAVs broadcasts their states to all the neighbor UAVs at each
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Fig. 3. The comparison of different methods in terms of (a) motion energy,
(b) communications payload (c) velocity alignment, (d) number of collision
risks, (e) mean/max/min speed, and (f) traveled distance.
time step.
Despite the disadvantage of more travel time for the MfgFL-
HF method in this scenario, it demonstrates better velocity
alignment and collision avoidance properties than the other
defined FL-based methods as shown in Fig. 3-c and Fig. 3-
d. As explained in definition of metrics φA(t) in (10) and
φC(t) (11), their smaller values corresponds to better flock-
ing behavior and lower probability of collision occurrence,
respectively. Clearly, the cumulative value of φA(t) at time
Tavg = 175s for MfgFL-HF method is at least 7% less than
the other methods, which means better velocity alignment of
MfgFL-HF. Furthermore, the cumulative value of φC(t) at time
Tavg = 175s for MfgFL-HF is at least 8% less than the other
methods, which means lower risk of collision occurrence of the
proposed method. This complies with the training discussion
above for Fig. 2.
Furthermore, the average, maximum and minimum speed
of the UAVs are shown in Fig. 3-e and Fig. 3-f. The obtained
maximum speed for the mentioned algorithms are: 12.9m/s
for MfgFL-HF, 16.0m/s for MfgFL-F, 14.3m/s for MfgFL-H,
16.2m/s for Hjb. The lower maximum speed of MfgFL-HF is
because of less interaction among the UAVs which is a direct
result of better flocking. The better flocking is obtained at the
cost of increasing the travel distance about 10% compared to
the Hjb as shown in Fig. 3-f. This is also consequently because
of better model training of MfgFL-HF by utilizing FL method.
Fig. 4 represents the absolute values of approximation errors
of HJB in (41) and FPK in (56) equations corresponding to the
scenario and methods in Fig. 2. It is noticeable that the values
of approximation errors of HJB and FPK, despite not being
too small, are acceptably small. This is in compliance with the
analysis that the model weights are UUB. The approximation
errors of HJB, i.e., eH in (41), depends on the error value of
HJB model weights which is proved to be UUB in Proposition
1, and The approximation errors of FPK, i.e., eF in (56),
depends on the error value of FPK model weights which is
proved to be UUB in Proposition 2. Then, when the error
value of model weights is below a threshold, the corresponding
absolute values of approximate error of HJB in (41) and/or
FPK in (56) will be bounded. This can be seen in Fig. 4-a
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Fig. 4. Approximation error values of (a) HJB model, (b) FPK model, are
small during the training for all methods.
Fig. 5. Performance of different methods vs number of UAVs in terms of
(a) motion energy, (b) travel time (c) velocity alignment, and (d) number of
collision risks.
and Fig. 4-b that the corresponding absolute error values are
below 1.5 and 0.02, respectively.
Fig. 5 illustrates the performance of different methods
versus N number of UAVs. Clearly, MfgFL-HF requires less
motion energy for N = 16, . . . , 64, and its performance in
terms of travel time T ≤ Tmax, velocity alignment φA(Tavg), and
number of collision risks φC(Tavg), improves as the number of
UAVs increases. This is because, for higher N , more samples
can be provided for both HJB and FPK models in MfgFL-HF
which results in better training of both models. However, for
the other two FL base methods, i.e., MfgFL-H and MfgFL-
F, provided samples due to averaging improves only one of
the HJB or FPK models, and the other corresponding model
still remains less trained. Therefore, the coupled HJB-FPK
equation in these two methods still is not well trained and
non of MfgFL-H and MfgFL-F can benefit much when number
of UAVs increases. Regarding Hjb, increasing the number of
UAVs does not improve the performance much since it does
not utilize the more provided samples for training the model
due to the processing power limitations of the UAVs.
Fig. 6 shows the impact of model update period n0 on
the performance criteria for the FL-based methods. For n0
larger than 100, the MfgFL-HF method consumes less energy
than the other FL-based methods to complete the travel (see
Fig. 6-a), while its travel time is only more than MfgFL-
H for most of the choices of n0 (see Fig. 6-b). Regarding
the velocity alignment φA(Tavg) and number of collision risks
φC(Tavg), for n0 in the interval n0 ∈ {100, · · · , 400}, MfgFL-
HF method has lower velocity alignment and number of
collision risks than other FL-based methods (see Fig. 6-c and
Fig. 6-d). Additionally, there is an acceptable trade-off among
the performance criteria for MfgFL-HF method in this interval.
This is due to the fact that, for small values of n0, e.g., 50,
fewer UAVs can successfully transmit their data to the leader
because of communication costs such as limited transmission
power of UAVs. On the other hand, for very high values of n0,
e.g., 500, the algorithms cannot benefit from adopting the FL
method in real-time application, because when n0 increases
the models at UAVs rely mostly on local samples for larger
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Fig. 6. Performance of different FL-based methods vs model update period
in terms of (a) motion energy, (b) travel time (c) velocity alignment, and (d)
number of collision risks.
Fig. 7. Performance of different FL-based methods vs wind variance in terms
of (a) motion energy, (b) travel time (c) velocity alignment, and (d) number
of collision risks.
amount of time and become less trained.
Fig. 7 represents the effect of wind perturbations on the
online control of UAVs in the scenario of Fig. 2. Here,
the UAVs are set to move under different wind perturbation
variances σwind = 0.1, · · · , 0.5 and the various comparison
criteria are calculated for the algorithms. From Fig. 7-a, the
proposed algorithm MfgFL-HF consumes less control energy
than the other baselines, and the energy consumption variance
is increasing with the wind variance. This is because the agents
with MfgFL-HF keep a distance away from each other to avoid
collision. Also, Fig. 7-b to Fig. 7-d show smaller travel time
of MfgFL-HF than MfgFL-F and Hjb, and better collision
avoidance of MfgFL-HF than all other mentioned methods.
Overall, these figures emphasize that the algorithm MfgFL-
HF is more robust against wind dynamics, thanks to better
learning capability of the proposed method.
All the previous figures show the performance of untrained
UAVs in a windy environment. However, there is still an im-
portant concern remaining: How the proposed method behaves
in comparison to the offline methods in windy environments?
This comparison is shown in Fig. 8. The term offline method
here means that the UAVs are separated enough at the starting
point and they are programmed to follow some pre-defined
actions to reach the destination when there is no randomness
in the environment, i.e., σwind = 0 as in [68] and without
any collaboration among UAVs. Fig. 8(a) shows the optimal
shortest path which the UAVs can follow in an imaginary
perfect environment without any collision occurrences. Never-
theless, the offline method fails to reach the destination with
no collision in the presence of random wind dynamics, i.e.,
σwind = 0.1, as shown in Fig. 8(b). Moreover, Fig. 8(c) shows
(a) Offline, no wind (b) Offline, random wind (c) Online, random
wind
Fig. 8. The comparison of online training of UAV by MfgFL-HF algorithm
with the UAVs pre-programmed for deterministic environment.
that the trajectory of the trained UAVs with the proposed
method in the windy environment with σwind = 1.5 is higher
than the training environment with σwind = 0.1. The proposed
method MfgFL-HF is much more robust to random wind
perturbations and can reach the destination with no collision
on the path towards the destination, while there is no such
collision avoidance guarantee in the offline method.
VII. CONCLUSION
In this paper, a novel path planning approach is proposed
for a population of UAVs being effected by random wind
perturbations in the environment. To this end, the objective
is to minimize the transmission time, motion energy, and the
interactions among the UAVs. First, the MFG framework is
applied in order to reduce the high amount of communications
required to control a massive number of UAVs. Next, a
function approximator based on neural networks is proposed to
approximate the solution of the HJB and FPK equations. The
Lyapunov stability analysis for MFG learning is provided to
show that the approximate solution for HJB and FPK equations
are bounded. Then, on the bases of these assumptions and
analyses, an FL-based MFG learning method named MfgFL-
HF is proposed to use the samples of UAVs more efficiently
for the purpose of training the model weights of neural
networks at UAVs. The numerical results confirm the stability
of the proposed method and show that it can be used to control
a massive UAV population in a windy environment efficiently.
APPENDIX A
PROOF OF PROPOSITION 1.
This proof is based on methodology of [67], but with a few
differences in system model and the update algorithms. The
candidate Lyapunov function is chosen as
L(t)=
1
2µH
w˜ᵀH0 w˜H0 +
1
2µH
w˜ᵀH1 w˜H1 +cHLs1‖si‖≥sdest . (A.1)
Then, the corresponding derivative function is
L˙(t)=
1
µH
w˜ᵀH0
˙˜wH0 +
1
µH
w˜ᵀH1
˙˜wH1 +cH[∇Ls]ᵀs˙1‖si‖≥sdest , (A.2)
which can be rewritten in the following form
L˙(t) = w˜ᵀH0 [(∇wˆH0eH)eH+cH∇wˆH0Ri]
+ w˜ᵀH1 [(∇wˆH1eH)eH]+cH[∇Ls]
ᵀs˙1‖si‖≥sdest
= [w˜ᵀH0 (∇wˆH0eH)+w˜
ᵀ
H1
(∇wˆH1eH)]eH
+ cHw˜
ᵀ
H0
∇wˆH0Ri + cH[∇Ls]
ᵀs˙1‖si‖≥sdest
= −[w˜ᵀH0bH + w˜
ᵀ
H0
RHw˜H0 + w˜
ᵀ
H1
σH]
× [w˜ᵀH0bH +
1
2
w˜ᵀH0RHw˜H0 + w˜
ᵀ
H1
σH +εH]
+ cHw˜
ᵀ
H0
∇wˆH0Ri + cH[∇Ls]
ᵀs˙1‖si‖≥sdest (A.3)
where bH and matrix RH are defined as
13
bH = [∇σH](f−
1
2c3
BBᵀ[∇σH]ᵀwH0−
1
2c3
BBᵀ[∇εH0 ]
+
1
2c3
[∇σH]BBᵀ[∇εH0 ])+
1
2
N∑
k=1
tr(GGT [∆σ[k]H ])ek
=[∇σH]¯˙s+
1
2
N∑
k=1
tr(GGT [∆σ[k]H ])ek+
1
2c3
[∇σH]BBᵀ[∇εH0 ],
(A.4)
RH =
1
2c3
[∇σH]BBᵀ[∇σH]ᵀ, (A.5)
and ¯˙s is the dynamics of nominal system defined as
¯˙s = f− 1
2c3
BBᵀ[∇σH]ᵀwH0−
1
2c3
BBᵀ[∇εH0 ]. (A.6)
Using the following relation as
ab =
1
2
(
−(ha− b
h
)2 + h2a2 +
b2
h2
)
, (A.7)
for scalars a and b, we obtain the upper-bounds for the terms
on the right hand side of (A.3) as
− 3
2
(w˜
ᵀ
H0
bH)(w˜
ᵀ
H0
RHw˜H0 ) ≤
3
4
h
2
1λ
2
1M‖w˜H0‖
2
+
3
4h21
λ
2
2M‖w˜H0‖
4
, (A.8)
−(w˜ᵀH0bH)(εH) ≤
1
2
h
2
2λ
2
1M‖w˜H0‖
2
+
1
2h22
λ
2
3M , (A.9)
−(w˜ᵀH0RHw˜H0 )(εH) ≤
1
2
h
2
3λ
2
2M‖w˜H0‖
4
+
1
2h23
λ
2
3M , (A.10)
− 3
2
(w˜
ᵀ
H1
σH)(w˜
ᵀ
H0
RHw˜H0 ) ≤
3
4
h
2
4λ
2
4M‖w˜H1‖
2
+
3
4h24
λ
2
2M‖w˜H0‖
4
, (A.11)
−(w˜ᵀH1σH)(εH) ≤
1
2
h
2
5λ
2
4M‖w˜H1‖
2
+
1
2h25
λ
2
3M , (A.12)
−2(w˜ᵀH0bH)(w˜
ᵀ
H1
σH) ≤ h26λ21M‖w˜H0‖
2
+
1
h26
λ
2
4M‖w˜H1‖
2
, (A.13)
−(w˜ᵀH0bH)
2 ≤ −λ21m‖w˜H0‖
2
, (A.14)
− 1
2
(w˜
ᵀ
H0
RHw˜H0 )
2 ≤ − 1
2
λ
2
2m‖w˜H0‖
4
, (A.15)
−(w˜ᵀH1σH)
2 ≤ −λ24m‖w˜H1‖
2, (A.16)
where we assumed that
λ1m ≤ ‖bH‖ ≤ λ1M , (A.17)
λ2m ≤ ‖RH‖ ≤ λ2M , (A.18)
‖εH‖ ≤ λ3M , (A.19)
λ4m ≤ ‖σH‖ ≤ λ4M . (A.20)
Therefore, the derivative of Lyapunov function is upper-
bounded as
L˙(t) ≤ −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2
+ cHw˜
ᵀ
H0
∇wˆH0Ri + cH[∇Ls]
ᵀs˙1‖si‖≥sdest , (A.21)
where λ0, λ1, λ2, and λ3 are defined as
λ0 = − 3
4h21
λ22M −
1
2
h23λ
2
2M −
3
4h24
λ22M +
1
2
λ22m,
λ1 =
3
4
h21λ
2
1M +
1
2
h22λ
2
1M + h
2
6λ
2
1M − λ21m,
λ3 = −3
4
h24λ
2
4M −
1
2
h25λ
2
4M −
1
h26
λ24M + λ
2
4m,
λ22 =
1
2h22
λ23M +
1
2h23
λ23M +
1
2h25
λ23M . (A.22)
Depending on the state of the UAV, three cases can occur
in (A.21) as
Case 1: 1‖si‖≥sdest = 0. With this condition, we can conclude
that the UAVs are in destination, and we focus only on the
weights of the models
L˙(t) ≤ −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2. (A.23)
Then, when the following conditions hold, i.e.,
‖w˜H0‖ ≥
√√√√λ1 +√λ21 + 4λ0λ22
2λ0
=
∆
ω0,1, (A.24)
‖w˜H1‖ ≥
√
4λ22λ0 + λ
2
1
4λ3λ0
=
∆
ω1,1, (A.25)
the stability condition L˙(t) < 0 is satisfied.
case 2: 1‖si‖≥sdest = 1 and L˙s ≤ 0. In this case, the
regulizer term is inactive, and the upper-bound for derivative
of Lyapunov is reduced to
L˙(t) ≤−λ0‖w˜H0‖
4
+λ1‖w˜H0‖
2
+λ
2
2−λ3‖w˜H1‖
2
+ cH[∇Ls]ᵀs˙1(‖si‖≥sdest)
≤ −λ0‖w˜H0‖
4
+ λ1‖w˜H0‖
2
+ λ
2
2 − λ3‖w˜H1‖
2
+ cHλ4‖∇Ls‖
(A.26)
where λ4 is a number such that 0 < λ4‖∇Ls‖ ≤ −[∇Ls]ᵀs˙ .
Therefore, when the following inequalities as
‖w˜H0‖ ≥
√√√√λ1 +√λ21 + 4λ0λ22
2λ0
=
∆
ω0,2 (A.27)
‖w˜H1‖ ≥
√
4λ22λ0 + λ
2
1
4λ3λ0
=
∆
ω1,2 (A.28)
‖∇Ls(si(t))‖ ≥
4λ22λ0 + λ
2
1
4λ4λ0
=
∆
γ2 (A.29)
occur, the stability condition L˙(t) < 0 holds.
case 3: 1‖si‖≥sdest = 1 and L˙s ≥ 0. In this case, we find the
upper-bound for the L˙(t) as
L˙(t) ≤ −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2
+ cHw˜
ᵀ
H0
∇wˆH0Ri + cH[∇Ls]
ᵀs˙1‖si‖≥sdest
= −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2
+ cHw˜
ᵀ
H0
∇wˆH0 [[∇Ls]
ᵀs˙] + cH[∇Ls]ᵀs˙
(1)
= −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2
+ cH[∇Ls]ᵀ ¯˙s+
cH
2c3
[∇Ls]ᵀBBᵀ[∇εH0 ]
(2)
≤ −λ0‖w˜H0‖4 + λ1‖w˜H0‖2 + λ22 − λ3‖w˜H1‖2
− cHλ5m‖∇Ls‖2 +
cH
2c3
λ6M‖∇Ls‖, (A.30)
where equality (1) is obtained by the calculations as
cHw˜
ᵀ
H0
∇wˆH0 [[∇Ls]
ᵀs˙] =
1
2c3
cH[w˜H0 ]
ᵀ[∇σH]BBᵀ[∇Ls], (A.31)
cH[∇Ls]ᵀs˙ = cH[∇Ls]ᵀ(f −
1
2c3
BBᵀ[∇σH]ᵀwˆH0 ), (A.32)
and inequality (2) is based on the following assumptions,
[∇Ls]ᵀ ¯˙s = −[∇Ls]ᵀA[∇Ls], (A.33)
≤ −λ5m‖∇Ls‖2, (A.34)
BBᵀ[∇εH0 ] ≤ λ6M . (A.35)
where λ5m is the minimum eigenvalue of matrix A.
Therefore, when the following conditions occur, i.e.,
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‖w˜H0‖ ≥
√√√√√λ1 +
√
λ21 + 4λ0(λ
2
2 +
cHλ
2
6M
16c23λ5m
)
2λ0
=
∆
ω0,3 (A.36)
‖w˜H1‖ ≥
√√√√4(λ22 + cHλ26M16c23λ5m )λ0 + λ21
4λ3λ0
=
∆
ω1,3 (A.37)
‖∇Ls(si(t))‖ ≥
cH
2c3
λ6M+
√
(
cH
2c3
λ6M )2+4cHλ5m(λ
2
2+
λ21
4λ0
)
cHλ5m
=
∆
γ3
(A.38)
the Lyapunov stability condition holds, i.e., L˙(t) < 0.
In summary, when ‖w˜H0‖ ≥ ω0 = max{ω0,1, ω0,2, ω0,3},
or ‖w˜H1‖ ≥ ω1 = max{ω1,1, ω1,2, ω1,3}, or ‖∇Ls(si(t))‖ ≥
max{γ2, γ3} occurs, then the Lyapunov stability condition
holds, i.e., L˙(t) < 0. Considering all the cases 1-3, we can
conclude that there exist sdest, w0, and w1 at time T such that
‖s(t)‖ ≤ sdest, ‖wH0(t) − wˆH0(t)‖ ≤w0, and ‖wH1(t) − wˆH1(t)‖ ≤
w1 for all t ≥ T + T ′.
APPENDIX B
PROOF OF PROPOSITION 2.
The candidate Lyapunov function is chosen as
L(t) =
1
2µF
w˜ᵀF0 w˜F0 +
1
2µF
w˜ᵀF1 w˜F1 . (B.1)
Then, the derivative of Lyapunov function is obtained as
L˙(t) = w˜ᵀF0 (∇wˆF0 eF)eF + w˜
ᵀ
F1
(∇wˆF1 eF)eF,
= −[w˜ᵀF0 [∇wˆF0 eF] + w˜
ᵀ
F1
[∇wˆF1 eF]],
× [w˜ᵀF0 [∇wˆF0 eF] + w˜
ᵀ
F1
[∇wˆF1 eF] + εF],
= −[w˜ᵀF [∇wˆFeF]][w˜ᵀF [∇wˆFeF] + εF]. (B.2)
Each term of the derivative of Lyapunov function has an upper-
bound obtained as
−(w˜ᵀF∇wˆFeF)2 ≤ −λ27m‖w˜F‖2, (B.3)
−(w˜ᵀF [∇wˆFeF])(εF) ≤ λ8Mλ7M‖w˜ᵀF‖, (B.4)
where it is assumed that
λ7m ≤ ‖∇wˆFeF‖ ≤ λ7M , (B.5)
‖εF‖ ≤ λ8M . (B.6)
Then, the derivative of Lyapunov is upper-bounded as
L˙(t) ≤ −λ27m‖w˜F‖2 + λ8Mλ7M‖w˜ᵀF‖. (B.7)
Therefore, when the following condition occurs, i.e.,
‖w˜ᵀF‖ ≥
λ8Mλ7M
λ27m
, (B.8)
the stability condition holds, i.e., L˙(t) ≤ 0. However, (B.8)
means that the model which makes the term ‖εF‖ small, can
increase the stability of FPK learning algorithm.
APPENDIX C
PROOF OF PROPOSITION 3.
Here we aim to show the convergence and bias of the FPK
learning updates following the proof method of [69]. Let us
first define extended vectors as
wˆF(n) = [[wˆF0 (n)]
ᵀ [wˆF1 (n)]
ᵀ]ᵀ, (C.1)
w˜F(n) = [[w˜F0 (n)]
ᵀ [w˜F1 (n)]
ᵀ]ᵀ, (C.2)
∇wˆFeF = [[∇wˆF0 eF]
ᵀ [∇wˆF1 eF]
ᵀ]ᵀ. (C.3)
Then, the FPK error vector update is obtained as
w˜F(n+1)=[I−µF[∇wˆFeF][∇wˆFeF]ᵀ]w˜F(n)− µF[∇wˆFeF]εF. (C.4)
A. FPK Mean Stability
Taking the expectation of equation (C.4) yields
E[w˜F(n+1)] = [I−µFE[[∇wˆFeF][∇wˆFeF]ᵀ]]E[w˜F(n)]
− µFE[[∇wˆFeF]εF], (C.5)
We can assume that the vector [∇wˆFeF] which depends on the
inputs, and εF which depends on the neural network design,
are independent. Then we can write
E[[∇wˆFeF]εF] = 0. (C.6)
Let us define the matrix R as
R =
∆ E[[∇wˆFeF][∇wˆFeF]ᵀ]. (C.7)
By substituting (C.6) and (C.7) in equation (C.5), it can be
rewritten in the form
E[w˜F(n+1)] = [I − µFR]E[w˜F(n)]. (C.8)
Then, the necessary condition for the convergence of this
equation is
0 < µF <
2
λmax
, (C.9)
where λmax is the largest eigenvalue of the matrix R.
B. Biasness
Assuming small step-sizes and also the condition (C.9), the
bias of estimation is calculated as
bias = lim
n→∞−E[w˜F(n)] = 0, (C.10)
which means that if the step size is small enough such that
the convergence condition holds, the parameters of the FPK
equation tend to its optimal values.
C. Mean Square Convergence Analysis
The mean square deviation (MSD) of the estimation algo-
rithm is defined as
MSDF = lim
n→∞E[‖w˜F(n)‖
2]. (C.11)
In order to find the MSD, let us first define the weighted MSD
of the algorithm as E[‖w˜F(n)‖2Σ], which can be obtained by
the recursive equation
E[‖w˜F(n+ 1)‖2Σ] = E[‖w˜F(n)‖2Σ′ ] + µ
2
Ftr(RΣ)‖εF‖2, (C.12)
where Σ is a positive definite matrix, and
Σ′ = (I − µFR)ᵀΣ(I − µFR), (C.13)
RΣ = E[[∇wˆFeF]ᵀΣ[∇wˆFeF]]. (C.14)
We know that tr(ΣX) = [vec(X)]ᵀσ, and vec(UΣV ) =
(V ᵀ ⊗ U)σ, where vec(·) is a vectorazation operator, i.e.,
vec(Σ) = σ. Using these equalities, we can obtain
tr(RΣ) = [vec(R)]ᵀσ, (C.15)
σ′ = Fσ, (C.16)
F = (I − µFR)ᵀ ⊗ (I − µFR)ᵀ. (C.17)
At the convergence stage, the MSD is written as
lim
n→∞E[‖w˜F(n)‖
2
Ω] = µ
2
F‖εF‖2[vec(R)]ᵀ(I −F)−1vec(Ω), (C.18)
where vec(Ω) = (I − F)σ Therefore the steady state MSD is
obtained as
MSDF = µ
2
F‖εF‖2[vec(R)]ᵀ(I −F)−1vec(I), (C.19)
The value of MSD can be very small by choosing a small
value for step sizes, i.e., µF, and choosing a model which
makes ‖εF‖ small.
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