This paper develops a statistical model to study the business cycles of the eight U.S. BEA regions. By combining unobserved component and VAR techniques I identify not only common and idiosyncratic sources of innovation, but also common and idiosyncratic responses to common shocks. Using this model, I show, at the usual levels of statistical significance, that U.S. regions deviate significantly from Mundell's notion of an optimum currency area. I identify five core regions that have similar sources of disturbances and responses to disturbances (New England, Mideast, Great Lakes, Rocky Mountains and Far West) and three non-core regions that differ significantly from the core in their sources of disturbances and/or responses to disturbances (Southeast, Plains and Southwest), at business cycle frequencies.
How far the EMU is from an OCA is an open question for research. At first glance, the data seem to support the skeptics' view that the EMU is not an OCA. First, EMU countries have experienced frequent and often large idiosyncratic shocks over recent years. A well-known example is German reunification. Second, persistent high unemployment rates throughout Europe suggest that EMU economies are slow to adjust to all economic disturbances.
These observations have spawned a small, but growing body of formal empirical research that assesses the long-run viability of potential European currency unions. These papers typically approach the issue of whether a region will be a viable monetary union by comparing the region with a well-functioning monetary union (the U.S.) along OCA criteria. 3 The basic idea is that if the monetary union is as close as the U.S. is to an OCA, then there can be no presumption that the monetary union will not be viable in the long run. Alternatively, if the monetary union is less like an OCA than the U.S., then there is some doubt about the long-run viability of the monetary union. Implicit in this hypothesis is the critical joint assumption that satisfying OCA criteria is sufficient for a monetary union to be viable and that the U.S. is an OCA. This paper examines the usefulness of this research to the EMU debate by formally investigating whether the U.S. is an OCA.
I do so, by estimating a quarterly structural vector autoregression (VAR) that allows me to examine whether the eight U.S. Bureau of Economic Analysis (BEA) regions satisfy (i)-(iv). The VAR includes the growth rates of real personal income in the BEA regions, the relative price of oil, and a monetary policy variable (federal funds rate). The estimation period is 1969:Q1 to 2002:Q1. Model based forecast error decompositions suggest that U.S. regions are largely subject to common sources of innovation. The relative importance of common shocks differs somewhat across regions. However, the main influence on regional activity appears to be a common shock to income that is not explained by shocks to the relative price of oil or monetary policy. Impulse responses functions estimated from the VAR suggest that, with the exception of the Plain and Southwest regions, U.S. regions have similar responses to common shocks. Variance decompositions suggest that there is a great deal of variation in the share of income fluctuations explained by region specific shocks. While, the model's impulse response functions suggests that regions adjust quickly to region specific disturbances, with most of the adjustment to these shocks occurring in the first year after the shock.
The remainder of the paper is organized as follows. Section 2 introduces the data by way of the second-moment properties of the business cycle components of U.S. regional income. Section 3 describes in detail the structural VAR and estimation strategy. The empirical findings of the paper (details of forecast error decompositions, variance decompositions and impulse response functions) are reported in section 4. Section 5 concludes by summarizing the paper's main findings.
Business cycle properties of U.S. regional income
A simple and direct way of making a preliminary assessment of whether the U.S. is an OCA is to calculate the correlation between U.S. regional business cycles. A high correlation implies common sources of disturbances and similar responses to disturbances across U.S. regions, while a low correlation indicates differences in the sources of disturbances and/or different responses to disturbances across U.S. regions. Regional cyclical fluctuations are estimated by applying a Baxter and King (1999) business cycle band-pass filter to U.S. Department of Commerce, Bureau of Economic Analysis (BEA) quarterly state personal income from 1969:Q1 to 2001:Q1, deflated by the national consumer price index. 4, 5 Estimates reported in first column of the upper panel of Table 1 indicate a high level of comovement across U.S. regions, with the contemporaneous correlation between regional and aggregate U.S. income ranging from 0.77 for the Southwest to 0.99 for the Southeast. A similar picture emerges for the interregional correlation statistics. Regions that are geographically close tend to have correlation coefficients that are higher than regions that are not geographically close.
For example, the correlation of New England and Mideast business cycle fluctuations is 0.94, while the correlation between New England and Southwest business cycle fluctuations is 0.52.
The lower panel of Table 1 reports the correlation coefficients for leads and lags of regional income. The main diagonal describes the persistence of regional fluctuations. Regional cycles are roughly as persistent as the aggregate cycle, with own-lag-correlation coefficients of between 0.92 and 0.95. The remaining cells of this panel do not indicate a strong lead/lag relationship for U.S. regional business cycles at one quarter: there are only a few cases where the lead/lag correlation exceeds the contemporaneous correlation and the differences are not statistically significant. The lead/lag relationship is considerably weaker at longer horizons of two to four quarters.
Overall, these results suggest that U.S. regions have common sources of innovation and common responses to these disturbances. On the basis of these findings the U.S. can not be ruled out as an OCA. An obvious weakness of this simple approach is that it does not allow for a comparison of the sources of disturbances or responses to disturbances across regions. 4 Gross state product (GSP) is an alternative measure of regional activity. The main drawback of GSP is that it is collected annually, which makes it less able to pick business cycle turning points with any precision. 5 The Baxter-King business cycle filter isolates frequencies of the data that occur at 18 months to 8 years. I use this filter in large part because these frequencies are arguably of more interest to policymakers.
One way of overcoming the limitations of the simple correlation analysis is to use a structural vector auto regression (VAR). With appropriate parameter restrictions a VAR can identify common and idiosyncratic sources of innovation, and identify the shape of common and idiosyncratic responses to common shock.
The model
I approach the problem of identifying shocks and responses to shocks by classifying them as either being common or idiosyncratic. Common shocks affect all regions, while idiosyncratic shocks only affect one region. Similarly, a common response is a response to common shock that is the same across regions, while an idiosyncratic response is a response to a common shock that is region specific.
Working toward that end, I assume that the log-first-difference of real regional income in region i at time t, it y , is the sum of two unobserved components, a common component of regional output t x and an idiosyncratic (or region specific) component it x . I permit regions to have different sensitivity to the common component governed by a parameter i γ , so that,
for all 1,...,8 i =
.
In this setting, if U.S. regions had no idiosyncratic component it x , then regional income it y would simply be proportional to the common component t x , their business cycles would be perfectly correlated and they would easily satisfy the OCA criteria, (i)-(iv).
I follow the literature on regional business cycles by allowing for two other sources of economic disturbance to affect real regional income. In addition to shocks to the common and Under these assumptions the dynamics of region i's idiosyncratic component is explained by, 
With this model in hand, I assess the similarity of U.S. regional business cycles along two dimensions. First, by studying the sources of regional economic disturbances I can determine the extent to which fluctuations are caused by common and region-specific shocks. Second, by studying the model's impulse response functions, I can assess whether regions have similar responses to common shocks and determine the time it takes a region to adjust to idiosyncratic shocks.
Previous approaches to modeling regional income fluctuations
The most closely related study is Carlino and Defina (1998) , hereafter (CD). 6 They use a structural VAR to estimate the effects of U.S. monetary policy on the eight BEA regions. My approach to identifying shocks and responses to shocks differs from CD in three significant ways.
First, they assume that there is no common income component across the eight BEA regions. In their model common shocks to the relative price of energy and monetary policy affect regional output with a one period lag, while the residual shocks to regional incomes are region specific.
This is a major shortcoming of their study since my analysis suggests that a large share of the variation regional income across the eight BEA regions is explained by innovations in the common income component.
Second, following their earlier paper Carlino and Defina (1995) they allow region specific income shocks to spillover to other regions. However, the approaches of the two studies are quite different. The earlier paper controls for common shocks by removing a common component from regional income growth equal growth rate of aggregate income. This is similar to my approach, with the main difference being that I allow for the common component to be estimated in the model. The stated objective of allowing for spillovers in the later paper is so that there is an aggregate income shock affecting regional income in the model. In other words, this is meant to capture common income fluctuations across regions. CD estimate their model using first differences of the log of regional output. While there is a very strong correlation between current and lagged regional incomes at business cycle frequencies (see Table 1 ) the correlation coefficients are significantly lower for first-difference data, which means that lagged aggregate regional output fails to capture the contemporaneous comovement of regional income across BEA regions. My model does not allow for spillovers of region specific shocks, since the impulse responses of region specific shocks from other regions were found to be not significantly different from zero. I use maximum likelihood to estimate the model's parameters, so the variables used in the estimation must be stationary. Table 2 reports the results of Augmented Dickey-Fuller unit root tests applied to the log-levels and log-first-differences of real regional income and the relative oil price, and the levels and first-difference of the federal funds rate. The null of a unit root cannot be rejected for any of the log-level data series at the 5 percent level of significance. However, the null of a unit root is rejected for the log-first-difference data at the same level of significance. In light of this, I specify and estimate the model using the log-first-differences of real regional income and the relative oil price, and the first-difference of the federal funds rate. Finally, I
multiply the log-first-difference data is by 100 so that standard deviations of disturbances and impulse response functions are expressed as percentages of regional income.
Estimation strategy
The model described by (1)- (5) 
and transition equation, 
an1 2 × matrix of polynomials in the lag operator L. These parameter matrices map into the model specified in (1)- (5) The number of lags of all variables was increased up to the point where the likelihood ratio statistic could not reject the null that the additional parameters were jointly equal to zero. Using this criterion the model was restricted to two lags in all variables.
I estimate the DYMIMIC model using the recursive EM algorithm described in Watson and Engle (1983) . To avoid local optimization problems I examined a wide range of starting values and impose severe convergence criteria on the parameter space of 
Variance decompositions at business cycle frequencies
A goal of this paper is to decompose the variance of regional income at business cycle frequencies according to the various common and idiosyncratic sources of innovation. I do this by way of a linear filter ( ) G L that allows me to map from the covariance of the first-difference of the regional income to the covariance of the business cycle components of regional income. The precise form of the filter is,
, where 6,32 ( ) BP L is the Baxter-King approximate band-pass filter for quarterly data; and L is the lag operator. The mapping of covariance of the first-difference data to covariance of the business cycle frequency data is carried using standard spectral/Fourier analysis tools.
Empirical results
With estimates of the model in hand, I assess the similarity of U.S. regional business cycles along two dimensions. First, by studying the sources of regional economic disturbances I determine the extent to which fluctuations are caused by common and region-specific shocks. Second, by studying the model's impulse response functions, I assess whether regions have similar responses to common shocks and determine the time it takes a region to adjust to idiosyncratic shocks.
Sources of variation
The upper panel of Table 3 describes the level of the estimated standard deviation of the model's eleven structural disturbances, while the lower panel of Table 3 describes the relative volatility of region-specific shocks, using the Southeast as the normalizing region.
Focusing on the upper panel, we see that innovations to the common income component are estimated to have a standard deviation that is more than more than twice as large are the standard deviation of region specific shock to the Southeast. This implies that common shocks are an important source of variation in the Southeast. While, the lower panel reveals that there is a great deal of statistically significant variation in the relative size of the standard deviations of regionspecific shocks. Estimates range from 1.29 for the Great Lakes up to 2.85 for the Plains, which, holding other things constant, suggests that region specific shocks are more important source of income variation in the Plains than in the Great Lakes.
Decompositions of the forecast errors of regional income reported in Table 4 , provide a more complete picture of the relative importance of disturbances. These decompositions indicate the share of the forecast error attributable to a particular disturbance for a given horizon. The one-step-ahead errors are informative about the similarity of the sources of disturbances across regions, while step lengths of greater than one contain joint information about the similarity of disturbances and responses to disturbances. Table 4 reveals that a large share of the disturbance to U.S. regions is due to common shocks (that is, unanticipated shocks to oil prices, monetary policy, and common income component). regions have similar sources of economic disturbances. Table 4 also provides some indication of the similarity of responses to disturbances. Looking at horizons of greater than one quarter, the relative importance of common and idiosyncratic disturbances is similar across regions. This suggests that responses to common and idiosyncratic shocks are similar. A common finding is that unanticipated shocks to the common income component are less important at longer horizons.
Impulse response functions
Figures 1 to 6 describe in detail the cumulative responses of the log-first-difference of income of the eight BEA regions to common shocks. These impulse response functions describe the way that the level of regional income responds over time to a permanent one-standard deviation shock to the relative price of oil, the federal funds rate, and common component of income. The Responses to an unanticipated increase in the common income component are described in 
Idiosyncratic responses
The model developed in the previous section is flexible enough to allow for different regional responses to common shocks. These so-called idiosyncratic responses capture the difference between the region's total and common response to a common shock. Idiosyncratic responses to unanticipated shocks to monetary policy are plotted in Figure 8 .
They reveal that idiosyncratic responses to monetary policy shocks are not statistically different from zero in all eight BEA regions. This finding stands in contrast to the general conclusion of Carlino and Defina (1998) that monetary policy has a greater effect on the income of more manufacturing oriented regions, such as the Great Lakes. There is, however, some evidence in support of their conclusion that the Southwest is less sensitive to monetary policy. This is revealed by the fact that the idiosyncratic response of the Southwest is very close to being statistically different from zero at the 5 percent level. Plains. The main implication of this observation is that the relative importance of region-specific disturbances is relatively smaller at longer horizons in the Southeast and Plains, when compared to New England, Southwest and Far West (see Table 4 ).
Variance decomposition at business cycle frequencies
Panel A of Table 5 
Income at time t Income at time t+1
Notes: US=United States, SE=Southeast, NE=New England, ME=Mideast, GL=Great Lakes, PL=Plains, SW=Southwest, RM=Rocky Mountains, and FW=FarWest. Regional and aggregate income data filtered using the quarterly business cycle band-pass filter described in Baxter and King (1999) . 
Percentage of total variation due to innovation
Percentage of common variation due to innovation Number of quarters after shock Cummulative % change Number of quarters after shock Cummulative % change Number of quarters after shock Cummulative % change Number of quarters after shock Cummulative % change Number of quarters after shock Cummulative % change Number of quarters after shock Cummulative % change
