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Abstract
In this paper we study scattering of two-dimensional massless Dirac fermions
by a potential that depends on a single Cartesian variable. Depending on the
energy of the incoming particle and its angle of incidence, there are three dif-
ferent regimes of scattering. To find the reflection and transmission coefficients
in these regimes, we apply the Wentzel-Kramers-Brillouin (WKB), also called
semiclassical, approximation. We use the method of comparison equations to
extend our prediction to nearly normal incidence, where the conventional WKB
method should be modified due to the degeneracy of turning points. We com-
pare our results to numerical calculations and find good agreement.
Keywords: Massless Dirac fermions, Semiclassical approximation, Scattering,
Graphene, Topological insulators
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In this paper we present a systematic theory of potential scattering for mass-
less Dirac fermions. Being the effective charge carriers in graphene [1, 2, 3, 4],
and topological insulators [5, 6, 7], these particles attracted a keen interest.
The discovery of massless Dirac fermions in condensed matter systems stimu-
lated the fabrication of ‘artificial graphene’, a material with a hexagonal lattice,
where quantum dots [8], or molecules [9], play the role of carbon atoms. The
electron excitations in these materials give rise to massless Dirac fermions. The
main feature of massless Dirac fermions is chirality (as it is called for graphene)
or helicity (for topological insulators), i.e. an additional degree of freedom that
relates to two kinds of particles (electrons and holes) simultaneously present in
the system. Chirality makes the behavior of massless Dirac fermions dramat-
ically different from that of Schro¨dinger particles. One of the most prominent
examples is Klein tunneling [2, 10, 11, 12, 13, 14, 15, 16]. Due to this effect, a
massless Dirac fermion normally incident on an electrostatic potential will be
transmitted with unit probability.
In this paper we consider scattering of massless Dirac fermions by quasi-
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Figure 1: Illustration of angular scattering by a quasi one-dimensional potential barrier (gray
area). The incoming and reflected waves are shown by arrows on the left of the potential and
the transmitted wave is shown on the right.
one dimensional potential barriers (the corresponding potentials depend on a
single Cartesian variable, see figure 1). Such barriers occur for instance in
graphene heterostructures that were fabricated in [15, 16]. They can also be
intrinsic, as in the case of puddles in graphene [17, 10]. We always assume that
the potential profile is smooth enough, so that the Wentzel-Kramers-Brillouin
(WKB) or semiclassical approximation [18, 19, 20, 21, 22, 23] can be used.
The latter allows us to obtain generic formulas valid for arbitrary potentials.
Another method that can be used to study generic potentials numerically was
suggested in [24].
We distinguish three different regimes of scattering and show that the mass-
less Dirac equation is equivalent to a pair of effective Schro¨dinger equations
with complex potentials. We then solve the scattering problem for each of
these three regimes with the help of the WKB approximation. The specific
formulation we use is the one pioneered by Zwaan [25], and further developed
in [26, 27, 18, 19, 20, 23]. Since we do not expect that all readers are familiar
with this technique, it is summarized in Appendix A.
We start from preliminary considerations based on classical mechanics, sec-
tion 1. In section 2 we introduce the semiclassical scattering states. Then, in
section 3, we formulate a set of simple rules that form the basis of the WKB
method and are sufficient to solve the scattering problem for angular scatter-
ing. Here and further on we use the term “angular scattering” for incidence
far from both normal and tangential (see figure 1). In section 4, we consider
tunneling through a barrier supporting hole states, or an n-p-n junction. Due
to the classically allowed hole states within the barrier, one finds Fabry-Pe´rot
oscillations in the transmission coefficient [10, 13, 14], which were used to exper-
imentally verify Klein tunneling [15]. We show that the WKB approximation
does not accurately describe near-normal incidence on this barrier, since the
classical turning points are nearly degenerate in this case. To circumvent this
obstacle and to obtain a solution that is uniformly valid in the entire range
of incidence angles, we use the technique of comparison equations, developed
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in [28, 29, 30, 31, 32] and summarized in Appendix B. The results presented in
this section were already published by the authors in [14], but no proofs were
given there. Here we present a complete and systematic treatment, including
the detailed derivation.
In section 5, we apply the WKB approximation to the case of above-barrier
scattering, and in section 6 we consider tunneling through the barrier without
hole states. In section 7, we consider an exact solution, first constructed in [33],
which is used to analyze the case of a single monotonous n-n junction. Surpris-
ingly, when applying the WKB approximation to this case, we find that along
a certain path in the complex plane this situation can be reduced to the case of
Klein tunneling. To stress the interconnection, this case is referred to as “vir-
tual Klein tunneling”. Finally, in section 8, we compare our predictions with
numerical calculations.
Our main results are presented in the form of easy-to-use analytic expressions
for reflection and transmission coefficients.
1. Preliminary considerations: three regimes of scattering
The wave function Ψ of a massless Dirac fermion obeys the effective Dirac
equation
[vσ · pˆ+ u(x/l, y/l)] Ψ(x, y) = EΨ(x, y), (1)
where v is the Fermi velocity, σ = (σx, σy) is the two-dimensional vector of Pauli
matrices, pˆ = −i~∇ is the momentum operator and l is the characteristic scale
of change of the potential. In this paper we consider a potential u that depends
on x only. Then the separation of variables gives Ψ(x, y) = Ψ(x) exp(ipyy/~),
and we obtain [
v
(
0 pˆx − ipy
pˆx + ipy 0
)
+ u(x/l)
]
Ψ = EΨ. (2)
Denoting the characteristic value of |u− E| as vp0 and introducing the dimen-
sionless variables x˜ = x/l, p˜x = −ihd/dx˜, p˜y = py/p0, h = ~/p0l, u˜ = u/vp0
and E˜ = E/vp0, we can write (2) in the form[(
0 p˜x − ip˜y
p˜x + ip˜y 0
)
+ u˜(x˜)
]
Ψ = E˜Ψ, (3)
or, equivalently, (
σ · p+ u(x))Ψ = EΨ. (4)
Here and further on we omit the tildes.
Let us consider the classically different scattering regimes comprised in equa-
tion (4). It is well known [34, 14] that the classical Hamiltonian functions cor-
responding to the matrix quantum Hamiltonian are given by the eigenvalues of
this matrix, where momentum operators are replaced by c-numbers and correc-
tions of the order h are neglected. Applying this prescription to (4) we obtain
two Hamiltonian functions
L±0 (px, x) = ±|p|+ u(x), (5)
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Figure 2: Effective potentials and phase portraits in the combined representation for the cases
E < 0: a, d ; E = 0: b, e and E > 0: c, f. In the figure u(x) = −x2.
where L+0 and L
−
0 give rise to the electron and hole dynamical systems respect-
ively. These Hamiltonian functions coincide at the point x0 if for a certain
energy u(x0) = E. This implies px = py = 0, i.e. the electron and hole systems
merge for the case of normal incidence for sub-barrier scattering. The intersec-
tion of classical Hamiltonian functions is the origin of the Klein paradox [10, 14].
It implies that the electron and hole systems cannot be treated separately for
near-normal incidence. This forces us to change the representation to the one
where electrons and holes are treated together. Such a representation can be
easily found from (5). Indeed, for a given energy E we have
E = ±|p|+ u(x), (6)
or ∓|p| = v(x), where we introduced the short-hand notation v(x) = u(x)−E.
Squaring the last equality, we find
L(px, x) = p2x − v2(x) = −p2y. (7)
where L(px, x) can be treated as the new Hamiltonian function and the para-
meter  = −p2y plays the role of energy, so that the level lines of L(px, x) corres-
ponding to  coincide with level lines of L±0 (px, x) corresponding to the energy
E. In the representation given by L, electrons and holes are treated together.
The phase portraits of the Hamiltonian systems that originate from L are
cuts of the original four-dimensional phase space {px, py, x, y} by the hyperplane
E = const. Every individual trajectory in this cut is defined by a certain
value −p2y. In figure 2 one sees the effective potentials −v2(x) for different
values of E and the corresponding phase portraits. These pictures describe all
4
qualitatively different regimes for a Dirac particle scattered by a single hump
potential.
When the energy E does not exceed u0, the maximal value of u(x) (fig-
ure 2 a, d), there exist either four (for small |py|) or two real turning points (for
larger |py|). In the opposite case (figure 2 c, f), when E is larger than u0, real
turning points are absent for small |py| and there appear two of them for larger
values of |py|. Thus we differentiate three different scattering regimes:
1. E < u0, |py| < u0 − E: Klein tunneling regime, or tunneling through a
barrier supporting hole states
2. E > u0, |py| < E − u0: above-barrier scattering
3. E < u0 and |py| > u0 − E, or E > u0, |py| > E − u0: conventional
tunneling regime, tunneling through a barrier without hole states.
For each of these scattering regimes we will construct a separate description.
Representation (7) allowed us to combine electrons and holes within a single
dynamical system. This transformation has a straightforward quantum ana-
logue. Indeed, let us rewrite (4) as (σ ·p+ v(x))Ψ = 0. We can now act on this
equation from the left with the operator (σ · p− v(x)) to obtain [14],(
σ · p− v(x))(σ · p+ v(x))Ψ = (pˆ2x + p2y − v2(x)− ihσxv′(x))Ψ = 0. (8)
Since the last equation contains only a single Pauli matrix, it can be diagonalized
by writing
Ψ =
(
1
1
)
η1 +
(
1
−1
)
η2, (9)
and one obtains (
h2
d2
dx2
+ v2(x)− p2y ± ihv′(x)
)
η1,2 = 0. (10)
The functions η1 and η2 are not independent, they are related by:
η2,1 =
1
py
(
h
d
dx
± iv(x)
)
η1,2, (11)
as can be found from equation (4). The real part of equation (10) corresponds
to (7), and the imaginary part gives a quantum correction to the classical trans-
formation.
2. Semiclassical scattering states
Before we can solve the scattering problem for the different regimes outlined
in the previous section, we first have to define the asymptotic scattering states.
From now on we assume that v(z) is an analytic function in the complex plane.
Therefore we can consider equations (10) and (11) for η1 in the complex plane:(
h2
d2
dz2
+ v2(z)− p2y + ihv′(z)
)
η1(z) = 0, (12)
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and
η2 =
1
py
(
h
d
dz
+ iv(z)
)
η1(z). (13)
The semiclassical solution for equation (12) has the form
η1(z) = A(z, h)e
is(z)/h, (14)
where A(z, h) = A0(z) + hA1(z) + . . . is a power series in h. Substituting this
function into equation (12), we find[(
h
d
dz
+ is′(z)
)2
+ v2(z)− p2y + ihv′(z)
]
A(z, h) = 0. (15)
Equating the terms on the left hand side to zero for all powers of h, we obtain
equations that determine s(z) and A(z, h). The terms of order h0 give
(s′(z))2 = v2(z)− p2y, (16)
whilst collecting the terms of order h1, we find
2s′(z)A′0(z) + s
′′(z)A0(z) + v′(z)A0(z) = 0. (17)
Multiplying the latter equation by A0(z), we obtain
d
dz
[s′(z)A20(z)] + v
′(z)A20(z) = 0. (18)
Assuming that s′(z) does not vanish we get
A20(z) =
B
s′(z)
exp
(
−
∫ z
z0
dζ
v′(ζ)
s′(ζ)
)
, (19)
where B is a constant, z0 is an (up to now) arbitrary point and the integration
should be performed along a suitable path in the complex plane. Equation (16)
has two solutions, namely ±s(z0, z), where
s(z0, z) = ±
∫ z
z0
px(ζ)dζ, px(z) =
(
v2(z)− p2y
)1/2
. (20)
Note that the square root is not a single-valued function in the complex plane,
which means that we have to insert branch cuts emanating from every point
where its argument vanishes. To distinguish the square root as an analytic
function defined as discussed above from the positive square root of a positive
number, we will denote the former by z1/2, and the latter by
√
x. Combining
equations (19) and (20) and choosing the constants B± in an appropriate way,
we obtain two asymptotic solutions,
η˜±1 (z) =
1
p
1/2
x (z)
exp
(
∓1
2
∫ z
z0
dζ
v′(ζ)
px(ζ)
)
exp
(
± i
h
s(z0, z)
)
. (21)
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The integral in the exponent can also be computed explicitly,∫ z
z0
dζ
v′(ζ)
px(ζ)
=
∫ v(z)
v(z0)
dv
(v2 − p2y)1/2
= ln
[
v(z) + (v2(z)− p2y)1/2
|py|
]
+ const, (22)
which gives rise to the representation
η±1 (z) =
g∓1/2(z)
p
1/2
x (z)
e±is(z0,z)/h, g(z) =
v(z) + px(z)
|py| . (23)
It is important to note that g(z) does not vanish at any point z if py does not
vanish and |z| <∞.
At this point, let us come back to the real axis and introduce refection and
transmission coefficients. First we establish the current conservation condition.
It is convenient to start from equation (4), and to multiply it from the left by
Ψ†. This gives
Ψ†
(
σ · p+ u(x))Ψ(x) = EΨ†(x)Ψ(x). (24)
Subtracting from equation (24) its complex conjugate, we obtain
− ihΨ†(x)σxΨ′(x)− ih[Ψ†(x)]′σxΨ(x) = −ih[Ψ†(x)σxΨ(x)]′ = 0. (25)
Hence the conserved current is given by jx(x) = Ψ
†(x)σxΨ(x), which can also
be written as Re [ψ∗1(x)ψ2(x)] = const. Using relation (9) between Ψ and η1,2,
we find
|η1(x)|2 − |η2(x)|2 = const. (26)
It is useful to understand the conservation equation (26) from the point of view
of the effective equation (10), and equation (11). For the equation(
h2
d2
dx2
+ v2(x)− p2y + ihv′(x)
)
η1(x) = 0, (27)
the conserved quantity is given by the Wronskian,
W =
∣∣∣∣ η1(x) η(x)η′1(x) η′(x)
∣∣∣∣ , (28)
where η1(x) and η(x) are linear independent solutions of (27). Since, after
complex conjugation, equation (10) for η2 coincides with equation (27), one can
choose η(x) = η∗2(x), where the star denotes the complex conjugation. From
(28) we then find
η1(x)(η
∗
2)
′(x)− η∗2(x)η′1(x) = const. (29)
Using equation (11) to eliminate the derivatives, we arrive at (26).
Now we introduce the scattering solutions in a given classically allowed re-
gion,
η1(x) =
a1√
px(x)
√
G(x)
eiS(x0,x)/h + a2
√
G(x)√
px(x)
e−iS(x0,x)/h. (30)
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Note that we now use the symbol
√
x, i.e. we assume that we are on the real
axis. We denoted
G(x) =
( |v(x)|+ px(x)
|py|
)ν
, ν = sgn[v(x0)] (31)
and the momentum px(x) and the action S(x0, x) are defined through
px(x) =
√
v2(x)− p2y, S(x0, x) =
∫ x
x0
px(ζ)dζ. (32)
In the electron region one has E > u(x), hence v(x) < 0. Applying equation (11)
to the expansion (30), we can find η2(x) as
η2(x) = iν
|py|
py
(
a1
√
G(x)√
px(x)
eiS(x0,x)/h + a2
1√
px(x)
√
G(x)
e−iS(x0,x)/h
)
. (33)
To obtain (33), we used the equalities
v(x) + px(x)
|py| = νG,
v(x)− px(x)
|py| =
ν
G
. (34)
Inserting η1(x) and η2(x) into the current conservation law (26), we find
|η1(x)|2 − |η2(x)|2 = 1
px(x)
(
1
G(x)
−G(x)
)
(|a1|2 − |a2|2),
= − 2ν|py| (|a1|
2 − |a2|2), (35)
where we assumed that the action S(x0, x) is purely real.
When we consider scattering from an electron region on the left to an electron
region on the right, we can introduce the coefficients a1 = 1 and a2 = r on
the left, and a1 = t and a2 = 0 on the right. Since ν = −1 on both sides,
equation (35) tells us that
|r|2 + |t|2 = 1. (36)
Therefore r and t can be treated as the reflection and transmission coefficient
respectively.
Now let us turn to scattering from an electron region on the left to a hole
region on the right. From equation (5) one infers that holes with positive velocity
vx = ∂L
−
0 (px, x)/∂px have negative momentum, see also [14]. Therefore the
coefficient of the right-moving hole state is a2, and we set a2 = t and a1 = 0.
Since v(x) > 0, we also have ν = +1. Inserting this into the current conservation
law (26), we again obtain equation (36).
In a previous paper [14], the authors constructed the asymptotic scattering
states with the help of a different method, and defined expansion coefficients
that slightly differ from those given above. The relation between these two
expansions is given in Appendix C.
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a) b) c)
Figure 3: Stokes diagrams for the three different regimes outlined in section 1: a) Klein
tunneling, b) above-barrier scattering and c) conventional tunneling. Bold points show the
turning points, the solid lines correspond to anti-Stokes lines and the wavy lines designate
branch cuts of the function (z − z0)1/2. In the figure u(z) = −z2.
3. Stokes diagrams and the WKB approximation in the complex
plane
In the previous section we established that the functions η±1 (z), given by (21),
solve the reduced equation (10) for η1 up to order h. Let us now choose the
constant z0 to be a turning point, i.e. a point where px(z) vanishes; px(z0) = 0.
There are lines, called anti-Stokes lines [18, 19, 23], emanating from the point z0
along which the imaginary part of the function s(z0, z), given by equation (20),
vanishes, that is Im[s(z0, z)] = 0.
1 Along an anti-Stokes line both asymptotic
solutions are of order one with respect to the small parameter h. On the anti-
Stokes line γ the exact solution ψ(z) can be represented as
ψ(z) = Cγ+η
+
1 (z) + C
γ
−η
−
1 (z), (37)
where the superscript ‘γ’ relates to the anti-Stokes line. Equality (37) only holds
up to order h.
Let us introduce a so-called Stokes diagram, in which the anti-Stokes lines
are drawn in the complex plane, together with the choice of the branch cuts
of the square root in the definition of px(z). In figure 3, we show the Stokes
diagrams for the regimes outlined in section 1. The bold circles depict the
turning points, the solid lines depict the anti-Stokes lines, and the wavy lines
represent the branch cuts. Near a simple turning point, which means that px(z)
has a simple root z = z0, we can approximate px(z) by α(z − z0)1/2, where α
is some constant. It is then easy to show [18, 19, 20, 23] that three anti-Stokes
lines emanate from it.
In figure 3 a), corresponding to the regime of Klein tunneling, one sees four
real turning points. There are classically forbidden regions between the left two
1We remark that what we call an anti-Stokes line is sometimes denoted as Stokes line, see
e.g. [20].
9
and between the right two turning points, while the anti-Stokes line connecting
the middle two turning points represents the classically allowed hole region.
The position of these turning points depends on the transversal momentum |py|.
When it goes to zero, the two turning points on the left (and on the right) come
close together and eventually merge, that is, the classically forbidden region
disappears, as discussed in [14]. When |py| becomes larger, the turning points
on the left (and on the right) move further apart, and whenever u0 −E = |py|,
the middle two turning points merge. If |py| increases further, they disappear
off the real axis, and there are only two real turning points left. However, in
this case px(z) acquires two complex roots, and hence we have two complex
turning points. This is the situation in the conventional tunneling regime, the
corresponding Stokes diagram is shown in figure 3 c). We use this term because
the situation is similar to that of a Schro¨dinger particle that tunnels through a
potential hump. Obviously, the analogy can be used only if the complex turning
points are sufficiently far from the real axis.
In the regime of above-barrier scattering, figure 3 b), all four turning points
are complex. Since the potential u(x) is real on the real axis, the turning points
come in complex conjugate pairs. Each of the two turning points closest to
the real axis gives rise to one finite anti-Stokes line, and to two infinite anti-
Stokes lines. If the potential u(x) vanishes along the real axis at |x| → ∞, the
infinite anti-Stokes lines approach horizontal asymptotes. If u(x) is unbounded
at |x| → ∞, as in the figure 3 b), the infinite anti-Stokes lines approach the
real axis. When |py| becomes smaller, the upper (and lower) two turning points
come close together and eventually merge whenever |py| vanishes. When |py|
increases, the distance between points closest to the real axis becomes smaller,
and when u0 − E = |py| they merge. When |py| grows further, we once again
end up in the conventional tunneling regime, figure 3 c).
Now we can reformulate the scattering problem in terms of the Stokes dia-
gram. Every scattering problem can be reduced to the determination of the
coefficients Cγ1+ , C
γ1
− along the anti-Stokes line γ1 emanating from the turning
point z1, under the assumption that the expansion coefficients C
γ
+, C
γ
− along the
anti-Stokes line γ emanating from the turning point z0 are known. Generally
speaking z0 and z1 do not coincide. The problem of establishing the connection
between the expansion coefficients at different anti-Stokes lines is known as the
connection problem. It was first found by Stokes [35], and was further elabor-
ated by many others, see e.g. [19, 23]. There are various ways to solve it. The
approach that was used to produce the first connection formulas [36, 37, 38], and
is usually taken in textbooks on quantum mechanics, e.g. [39], is to approximate
the potential near the turning point, and to solve the resulting equation exactly.
In its most rigorous form, this method is known as the method of comparison
equations [28, 29, 30, 18, 31, 32], and is summarized and applied in Appendix B.
In the remainder of this section we introduce a different approach, that was pi-
oneered by Zwaan [25], and further developed in [26, 27, 18, 20, 19, 23]. In this
method one passes from one anti-Stokes line to another along a suitable path
in the complex plane avoiding the vicinities of turning points. In the rest of
this section we give an introduction to this method, more details can be found
10
Figure 4: The Stokes diagram for a simple turning point z0. The wavy line depicts the cut.
The blue arrows show the direction of the growth of the action s(z0, z). The letters ‘s’ and
‘d’ indicate the sectors where η+1 is subdominant and dominant respectively
in Appendix A.
Following the idea first set forth by Furry [27], see also [18, 20, 19, 23], we
first consider the transition between two anti-Stokes lines emanating from the
same turning point z0. We notice that though η
+
1 (z) and η
−
1 (z) are asymptotic
solutions for (27), every single of them does not provide an asymptotic solution
of any exact solution within an area around z0. This already becomes clear
if we take into account that η±1 have cuts emanating from z0, while the exact
solution does not have such cuts. These cuts correspond to the definition of
px(z) in the complex plane. To resolve this apparent contradiction, let us first
consider an exact solution η1(z) which has an asymptotic expansion η
+
1 (z) along
an anti-Stokes line γ. We assume that the action s(z0, z) grows along γ (as
indicated by a blue arrow in figure 4). For convenience let us choose the cut
in the definition of px(z) along the anti-Stokes line next to γ in the clockwise
direction. If we now leave γ in the counterclockwise direction, the action s(z0, z)
acquires a positive imaginary part and η+1 (z) gets exponentially small. Along
the anti-Stokes line γ1 we thus recover an asymptotic expansion in the form of a
single “incoming” wave, meaning that s(z0, z) decays along this line. The 2pi/3-
sector between γ and γ1 is designated by ‘s’ (subdominant) in figure 4, meaning
that within it η+1 (z) gets exponentially small values. In the next 2pi/3-sector
in the counterclockwise direction, designated by ‘d ’ (dominant), η+1 (z) becomes
exponentially large. It still gives the asymptotic expansion of η1(z) everywhere
apart from some vicinity of the anti-Stokes line that coincides with the cut. In
this vicinity the asymptotic representation fails since in the considered sector
we can not avoid the appearance of the additional term given by η−1 (z) in the
asymptotic of η1(z) against the background of exponentially large values of
η+1 (z). Thus η
+
1 (z) gives only one term of the asymptotic expansion of η1(z)
11
a) b)
Figure 5: The Stokes diagram for two simple turning points z0 and z1. The wavy lines depict
cuts. Blue arrows show the direction of the growth of the action s(z0, z). The letters in circles
are given with respect to z0. Diagram a) corresponds to η1(z) = η
+
1 (z) along γ and diagram
b) to η1(z) = η
−
1 (z).
along the right lip of the cut. Left and right lips of the cut are defined with
respect to an observer standing on the cut with the turning point behind him.
A similar consideration shows that the other term of the asymptotic expansion
of η1(z) is given by η
+
1 (z) on the left lip of the cut.
For any point z on the cut we can define a nearby point on the right lip
zr and a nearby point on the left lip zl. Then one has px(zl) = e
−ipipx(zr),
g1/2(zl) = νg
−1/2(zr), see also Appendix A. Therefore we obtain the following
asymptotic representation of the exact solution η1(zr), i.e. on the right lip of
the cut,
η1(zr) =
g1/2(zr)
p
1/2
x (zr)
eis(z0,zr)/h + iν
g−1/2(zr)
p
1/2
x (zr)
e−is(z0,zr)/h. (38)
The latter can be written as
η1(zr) = η
+
1 (zr) + iνη
−
1 (zr). (39)
The fact that η1(z) can not be approximated by η
+
1 (z) along every anti-
Stokes line is associated with the Stokes phenomenon [35]. The constant i in
front of η−1 (z) in (39) is called the Stokes constant. In contrast to the Schro¨dinger
equation [18, 19, 20, 23] we found an extra factor ν in front η−1 (zr), which relates
to the additional amplitude factor g(z), see Appendix A.
Now we turn to the case where the anti-Stokes lines emanate from differ-
ent turning points. When we are dealing with a finite anti-Stokes line that
connects the two turning points, the initial expansion is valid along the entire
line. However, we do have to change the reference point of the action, that is,
write s(z0, z) = s(z0, z1) + s(z1, z). This introduces the additional phase factor
eis(z0,z1) by which the coefficients have to be multiplied.
When we are dealing with two turning points z0 and z1 that are not con-
nected by an anti-Stokes line, the situation is more complicated. In figure 5
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Figure 6: The potential u(x), together with the effective potential p2y − v2(x). There are two
classically forbidden regions, separating the classically allowed electron and hole regions.
one sees two simple turning points and corresponding anti-Stokes lines. Let us
consider the same asymptotic solution η+1 (z) as was considered above. In the
regionM bounded by four anti-Stokes lines, η+1 (z) gets dominant when viewed
from the reference point z0. Against the background of exponentially large val-
ues of η+1 (z), an exponentially small term in (39), given by η
−
1 (z), should be
neglected within the accuracy of the WKB approximation. This means that
the connection procedure prescribed by WKB-method is not bijective: func-
tions differing by η−1 (z) on the clockwise lip of the cut will be mapped into the
same expansions along the anti-Stokes lines emanating from z1. This leads to
the so-called one-directional nature of the connection formulae, see Appendix A
and [18, 19, 23, 21].
Let us summarize this section. We have formulated a set of rules on how to
pass between different anti-Stokes lines. Using these rules one can solve certain
kinds of scattering problems. However degenerate turning points cannot be
treated within this approximation. In the next section we consider necessary
generalizations of the WKB-method.
4. Tunneling through a barrier supporting hole states
In this section we solve the scattering problem for the first case of section 1,
that is, tunneling through a barrier supporting hole states. The classically
allowed region for this case has been extensively studied by the authors in [14]
with the canonical operator method [34], and particular emphasis was placed
there on its geometric interpretation. In this section we are mainly interested
in the transition through the classically forbidden region.
In figure 6 we show the potential u(x) of the original (Dirac) equation (4)
and the effective (classical) potential p2y − v2(x) in equation (10). One sees
that there is a classically allowed hole region, separated from the two classically
allowed electron regions by two classically forbidden regions. Note that this
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classically allowed hole region corresponds to the anti-Stokes line in the middle
of figure 3a. We assume that this region is broad enough to use the semiclassical
solutions (21) within it. Therefore we can split the problem of transmission
through a barrier supporting hole states into two simpler problems:
1. Transmission from the electron region to the hole region; we will call this
transmission through an n-p junction.
2. Transmission from the hole region to the electron region; which will be
denoted by transmission through a p-n junction.
We start our treatment by introducing the transfer matrix, that connects
the expansion coefficients a1,2 in the electron and hole regions, and relate its
elements to the reflection and transmission coefficients for the n-p and p-n junc-
tions. We proceed by obtaining the reflection and transmission coefficients from
the complex WKB method. The formulas we find this way are not valid for
near-normal incidence, that is, when the transversal momentum |py| is small.
Applying the comparison equation technique, Appendix B, we finally obtain
expressions for the reflection and transmission coefficients that are uniformly
valid in the entire range of incidence angles.
4.1. Transfer matrix
Let us start by considering an n-p junction, with an electron region on the
left, and a hole region on the right. In these regions we have the expansions (30).
We introduce coefficients aelr , a
el
l and a
h
r , a
h
l corresponding to a right/left moving
electron and right/left moving hole respectively. We then define the transfer
matrix Tnp as the matrix that connects the expansion coefficients (a
h
r , a
h
l ) and
(aelr , a
el
l ), (
aelr
aell
)
= Tnp
(
ahr
ahl
)
, Tnp =
(
T11 T12
T21 T22
)
, (40)
where the coefficients on the left are defined with respect to the turning point
x−, v(x−) = −|py|, and the coefficients on the right are defined with reference
to the turning point x+, where v(x+) = |py|. Now let us express the coefficients
of this matrix in terms of the reflection and transmission coefficients.
To determine Tnp it is enough to know two linear independent solutions. As
it was shown in section 2, one can take η1 and η
∗
2 . For η1 we have(
1
r
)
=
(
T11 T12
T21 T22
)(
t
0
)
. (41)
Having already constructed η2, equation (33), we obtain
−
(
r∗
1
)
=
(
T11 T12
T21 T22
)(
0
t∗
)
, (42)
where the minus sign on the left comes from opposite values of ν for the electron
and hole regions. Since complex conjugation interchanges eiS/h and e−iS/h, the
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coefficients in (42) are swapped as compared to (41). Solving (41), (42), we find
that
Tnp =
(
1/t −r∗/t∗
r/t −1/t∗
)
. (43)
To find transfer matrix Tpn for a p-n junction,(
ahr
ahl
)
= Tpn
(
aelr
aell
)
, Tpn =
(
T˜11 T˜12
T˜21 T˜22
)
. (44)
we exploit the fact that an n-p junction for η1 is a p-n junction for η2, a fact
that follows from equation (10). Therefore two linear independent solutions in
this case are η2 and η
∗
1 . Starting from the reflection and transmission problem
for η1, we find the following equation for transfer matrix Tpn by considering η
∗
1 ,(
1
r∗
)
=
(
T˜11 T˜12
T˜21 T˜22
)(
t∗
0
)
. (45)
In obtaining the above result, note that the right-moving hole wave is propor-
tional to e−iS/h, and that the electron and hole regions for η∗1 are interchanged
as compared to η1. On the other hand, from the solution given by η2 we obtain
−
(
r
1
)
=
(
T˜11 T˜12
T˜21 T˜22
)(
0
t
)
. (46)
From (45), (46) we obtain the transfer matrix as
Tpn =
(
1/t∗ −r/t
r∗/t∗ −1/t
)
. (47)
Formulas (43) and (47) show that once we have the reflection and trans-
mission coefficients for an n-p junction, we immediately know the full transfer
matrix for both an n-p and p-n junction.
Now we come back to our initial problem, transmission through a barrier
supporting hole states. The transfer matrix for this problem can be obtained
from the two transfer matrices considered before, but one has to take into ac-
count that the wave functions in the hole region are defined with respect to
different reference points. Therefore we will need the additional matrix
Tpp =
(
eiL/h 0
0 e−iL/h
)
, L =
∫ x2−
x1+
√
v2(x)− p2y, (48)
where x1+ and x2− are the turning points on the left and on the right of the hole
region, respectively. To distinguish the two different junctions we also denote
Tpn =
(
1/t˜∗ −r˜/t˜
r˜∗/t˜∗ −1/t˜
)
. (49)
Then we compute the total transfer matrix as
Tnpn = TnpTppTpn. (50)
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As x → ∞, we have aelr = t, aell = 0 and for x → −∞ we write aelr = 1,
aell = r. This gives (
1
rnpn
)
= Tnpn
(
tnpn
0
)
. (51)
From (51) and the assumption that the transmission coefficient is real, cf. [22],
we find the total transmission as
tnpn =
1
Tnpn,11
=
tt˜e−iL/h
1− r∗r˜∗e−2iL/h , (52)
which is the familiar Fabry-Pe´rot formula [13, 14].
4.2. Transmission coefficient from the complex WKB method
Now let us analyze the problem of reflection and transmission using the
theory outlined in section 3. We consider an n-p junction, and assume that
the classically forbidden region is broad enough to allow for the use of the
semiclassical wave functions between the two turning points, x− < x+.
On the right-hand side, we start with the transmitted wave,
η1(x) = t
√
G(x)
px(x)
exp
(
− i
h
∫ x
x+
px(x
′)dx′
)
, (53)
where px(x) =
√
v2(x)− p2y, and
G(x) =
v(x) +
√
v2(x)− p2y
|py| . (54)
We now choose the analytic continuation of the square root such that
(v2(x)− p2y)1/2 =
√
v2(x)− p2y, x > x+, (55)
so in this region G(x) = g(x), and η1(x) coincides with η
−
1 (z), as defined in
equation (23). Hence the analytic continuation of (53) reads
η1(z) = t
g1/2(z)
(v2(z)− p2y)1/4
exp
(
− i
h
∫ z
x+
(v2(z′)− p2y)1/2dz′
)
(56)
Now we consider the behavior of η+1 along a certain path and compare it
to that for the exact solution. The path is chosen by the requirement that the
outgoing wave becomes subdominant when we move away from the real axis at
positive infinity. Finally the branch cuts are chosen in such a way that the path
does not cross them, see figure 7. Following the green path, we first arrive on the
anti-Stokes line where the exact solution is still accurately represented by η1(z).
According to the arguments from section 3, this function then becomes dominant
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a) b) c)
Figure 7: Stokes diagrams for a) n-p junction, b) p-n junction and c) propagation through
a single hump potential for a Schro¨dinger particle. Bold points, solid lines and wavy lines
depict turning points, anti-Stokes lines and cuts respectively. The colored lines show the
paths transferring the transmitted wave on the right of the classically forbidden region to the
incoming (blue) and reflected (pink) waves on the left. The qualitative difference between the
first two diagrams and the third one, i.e. between Dirac and Schro¨dinger particles, is that to
transfer the outgoing wave to the incoming wave, one has to circumvent both turning points
in the same direction in the Dirac case, whereas for the Schro¨dinger particle both turning
points are circumvented in different directions.
between the two turning points, and we can proceed with it. Considering the
behavior of η1(z) on both lips of the cut along the negative real axis, we can
find the coefficients of the incoming and reflected waves.
For an n-p junction, η1(z) becomes subdominant in the lower half-plane, so
we choose the contour shown in figure 7 a). Then we have for x between x− and
x+,
(v2 − p2y)1/2 = e−ipi/2
√
p2y − v2(x), x− < x < x+. (57)
Proceeding along the same contour, we find that on the lower lip of the cut
(v2 − p2y)1/2 = e−ipi
√
v2(x)− p2y, x < x−. (58)
Therefore, the process of analytic continuation turns the outgoing hole wave
into the incoming electron wave, as can also be seen from figure 7 a). One sees
that both turning points are circumvented in the same direction. This is in stark
contrast with the scattering problem for a conventional Schro¨dinger particle: in
that case the same path transforms the outgoing wave into the reflected wave,
and one has to circumvent both turning points in opposite directions to turn
the outgoing wave into the incoming wave, see figure 7 c).
We just saw that upon analytic continuation along the green contour in
figure 7 a, px(x) turns into −px(x). However, we see from the definition of g(z)
and equation (31) that at the same time G(x) turns into −1/G(x), since v(x)
changes sign. This means that the ratio G(x)/px(x) turns into 1/G(x)px(x),
without an additional sign. To determine its phase on the lower lip of the cut,
we can consider the limit py → 0. Then in the lower complex half-plane we have
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Figure 8: The Stokes diagram for an n-p junction. The contour C shows the path along which
the integration should be performed in (63). The dashed line shows the equivalent path.
(v2(z)− p2y)1/2 → v(z) and g(z)/px(z)→ 2/|py|. Hence the process of analytic
continuation gives the incoming wave on the left as
η1(x) =
t√
G(x)px(x)
exp
(
i
h
∫ x
x+
px(x
′)dx′
)
, (59)
which can be rewritten as
η1(x) =
t exp (K/h)√
px(x)G(x)
exp
(
i
h
∫ x
x−
px(x
′)dx′
)
, (60)
where
K =
∫ x+
x−
√
p2y − v2(x)dx. (61)
Since the amplitude of the incoming wave should equal one, we find the trans-
mission coefficient as
t = e−K/h. (62)
Following the reasoning in [26, 22], we note that equality (62) holds for any
distance between the two turning points. To show this, we note that instead of
the contour shown in figure 7 a, one can take an arbitrarily large half-circle in
the lower complex plane. As a result, the integration in equation (59) should be
performed along the contour C shown in figure 8, giving rise to the transmission
coefficient
t = exp
(
− i
h
∫
C
px(z)dz
)
, (63)
Once we have obtained equation (63), we can deform the contour in the complex
plane to reduce this result to equations (62) and (61), see figure 8.
In accordance with the theory from the previous section, we have to take
the pink contour in figure 7 a) to reconstruct the reflected wave. Since we now
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go around the left turning point in the counterclockwise direction, we find that
on the upper lip of the cut
(v2 − p2y)1/2 =
√
v2(x)− p2y, x < x−. (64)
Studying the analytic continuation of G(x), we see that it turns into −G(x) on
this lip of the cut. Therefore the reflected wave is given by
η1(x) = t exp (K/h)
(
−G(x)
px(x)
)1/2
exp
(
− i
h
∫ x
x−
px(x)dx
)
. (65)
Since we now have a negative number under the square root, we have to determ-
ine its phase. To this end we consider how the incoming wave is transformed
into the reflected wave along the circle circumventing the left turning point.
Since the direction of this path is counterclockwise, px(x) on the lower lip of
the cut turns into eipipx(x) on the upper lip of the cut. Similarly, 1/G(x) is
transformed into G(x) on the upper lip of the cut. Therefore the reflected wave
becomes
η1(x) = −it exp (K/h)
√
G(x)
px(x)
exp
(
− i
h
∫ x
x−
px(x)dx
)
, (66)
and with the help of equation (62) we conclude that the reflection coefficient
equals
r = −i. (67)
The modulus of the reflection coefficient can be refined from (36). We obtain
|r| =
√
1− |t|2 =
√
1− e−2K/h, (68)
which gives the uniform approximation for the modulus of the reflection coeffi-
cient. Combining these two equations, r can be written as
r = e−ipi/2+iθ
√
1− e−2K/h, (69)
where θ is an additional phase factor. From our previous considerations, we
conclude that θ is small whenever both turning points are substantially separ-
ated, i.e. when |py| is not too small. The method we used until now fails to
give a uniform approximation for the phase θ. This is related to the fact that
any contour that transforms the outgoing wave into the reflected wave passes
through the region between the turning points, if we do not want it to cross the
cut. When both turning points become nearly degenerate, η1(z) in this region
ceases to be semiclassical. In the next subsection we will use the method of
comparison equations to obtain a uniform approximation for the phase θ.
With the results (62) and (69), we can write down the full transfer matrix
for an n-p junction using equation (43). The determinant of the transfer matrix
equals
detTnp =
|r|2 − 1
|t|2 . (70)
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The approximation (67) gives detTnp = 0, so that Tnp cannot be inverted.
Therefore the transfer matrix obtained by using r = −i is unidirectional. The
unidirectionality closely relates to the fact that we neglected the subdominant
solution between the two turning points. Using expression (69) for the reflection
coefficient, one obtains detTnp = −1. Thus, the transfer matrix obtained with
the use of equality (69) can be inverted. It is therefore bidirectional.
Using equation (47), one immediately finds the transfer matrix for a p-n
junction. Alternatively, one can derive the same result using the contour shown
in figure 7 b). In Appendix A, we show how to derive these matrices using a
different formulation of the complex WKB method.
4.3. An n-p-n junction and the method of comparison equations
To obtain the transmission coefficient for a full n-p-n junction, we now
use equation (52). Inserting the WKB result (67), we obtain a transmission
coefficient that diverges at the transversal momenta satisfying the semiclassical
quantization condition
1
h
∫ x2−
x1+
dx′
√
v2(x′)− p2y = pi
(
n+
1
2
)
, (71)
where x1+ and x2− are the left and right turning points at the border of the hole
region, respectively. This divergence is due to the one-directional nature of the
transfer matrix, as explained in the previous subsection. If we use (69) instead
of (67) for the reflection coefficient and (62) for the transmission coefficient, we
obtain
tnpn =
e−Knp/he−Kpn/he−iL/h
1−
√
1− e−2Knp/h
√
1− e−2Kpn/he−2iL/h+ipi−iθnp−iθpn
, (72)
where the quantity L is the classical action in the hole region, given by equa-
tion (48), Knp and Kpn are the action integrals in the classically forbidden re-
gions for the n-p and p-n junction respectively, and are given by equation (61).
Finally, θnp and θpn are the phases of the reflection coefficients (69). For angular
scattering, formula (72) gives a rather good result for the transmission coeffi-
cient even if we put θ = 0, as we show numerically in section 8, see also [14].
However for nearly normal incidence this result is no longer accurate. Thus the
final step in the construction of the uniform approximation is to find phase θ in
(69).
In order to obtain a uniform approximation for the reflection coefficient, we
use the method of comparison equations. In Appendix B.3, we explain how to
map the potential of a general n-p or p-n junction to a quadratic potential. The
latter can be solved explicitly, and with the help of the mapping we can then
construct an approximate solution of the original equation. We find that θ is
given by
θ = Arg
[
Γ
(
1 + i
K
pih
)]
− pi
4
+
K
pih
− K
pih
ln
(
K
pih
)
. (73)
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Using the asymptotic expansion of the Γ-function [40, 41], one easily finds that
θ → 0 when K/h is large, which agrees with the result of the previous section.
Equation (73) was already anticipated in [14], where it was obtained by explicitly
solving the case of a linear potential, and then replacing the action between the
two turning points by K. In Appendix B.3 we now give a rigorous proof for this
result. Further discussion of equation (72) is postponed until section 8.
5. Semiclassical treatment of above-barrier transmission
In this section we consider the second regime from section 1, namely above-
barrier scattering. This regime can be split in two cases, i) scattering above a
potential hump, and ii) scattering above a monotonous finite range potential.
The first case describes for instance finite-range gating in graphene. The
Stokes diagram for this potential is shown in figure 3 b). One sees that there
are four turning points, two in the upper half-plane and two in the lower half-
plane. In what follows we will assume that the potential tends to a constant
at |x| → ∞. An example of such a potential is u(x) = exp(−x2). The Stokes
diagram corresponding to this potential has infinitely many turning points. The
approximation we made in section 3 is that only the four turning points closest
to the real axis should be taken into account, while the others can be neglected.
The second case is a monotonous finite range potential, that is, a finite
increase of the potential. It corresponds to a single n-n junction, which can
be used to model a transition between two macroscopically wide areas with
different gates applied. The n-n junction can be simulated by the potential
u(x) = tanh(x). It is important to note that a finite increase cannot be captured
by a finite polynomial, or a rational polynomial function. Therefore, the Stokes
diagram corresponding to this potential differs substantially from that of case
i), and should be considered separately. In section 7, we will construct the exact
solution for this case, and also give a semiclassical treatment.
Let us return to the Stokes diagram from figure 3 b). In the first approxim-
ation, we can neglect the two outermost turning points z2±, that correspond to
v(z±) = |py|, and consider only those in the middle, namely z1±, that corres-
pond to v(z1±) = −|py|. The Stokes diagram we obtain in this way coincides
with the one for a usual Schro¨dinger equation. The reflection coefficient for this
case was first obtained in [42, 43], using a perturbation expansion. It was shown
that the reflection coeffficient is exponentially small, in agreement with classical
mechanics, where the above-barrier transmission is always equal to unity. We
will use a different approach, that can be found in [44, 18, 19, 22, 45]. In
our derivation we will implicitly assume that the energy is comparable to the
height of the potential hump and will not consider the transition to the Born
approximation, i.e. to the case E →∞, which was studied in [44].
Let us first turn to the definition of the scattering states. When calculating
the current (35), we assumed that the action s(z0, x) was purely real. However,
in the case of above-barrier scattering the turning point z0 is complex, which
means that we cannot take it as the lower limit of integration in the action,
since it adds a complex part. Therefore, we take this lower limit to be a point
21
on the real axis. More specifically, we introduce so-called Stokes lines by the
requirement that Re[s(z0, z)] is zero, which implies that the action is purely
imaginary. It turns out that the middle two turning points are connected by
such a Stokes line, which therefore crosses the real axis, see figure 9. We call
the point where this line crosses the real axis x0, and take it as the reference
point for the action.
Figure 9: The upper half of the Stokes diagram for scattering above a short-range potential.
The solid lines depict anti-Stokes lines, while the dashed line depicts a Stokes line, and the
wavy line depicts a cut. The path in the complex plane is shown by the green and pink
contour, and transforms the transmitted wave into the reflected wave. The integration contour
C connects x0 on the right lip of the cut with the same point on the left lip of the cut and
consists of the two black lines, the green line and the pink line.
Let us now choose a convenient path in the complex plane. Starting at
positive infinity, we first make a transition to the anti-Stokes line above or
below the real axis. If the potential tends to a constant at plus (and minus)
infinity, this transition does not change the expansion coefficients [45], since the
asymptotic solutions become exact and the distance between the real axis and
the anti-Stokes line remains finite.
To decide whether we should take a path in the upper or in the lower half
plane, we start from the expected result. With respect to the reference point
x0, we have an incoming wave with unit amplitude, and we expect an exponen-
tially small reflection. When changing the reference point to the upper turning
point z1+, the coefficient in front of the incoming wave is multiplied by an ex-
ponentially small factor, and the coefficient in front of the reflected wave is
multiplied by an exponentially large factor, in such a way that they are of the
same order of magnitude at the upper anti-Stokes line. This condition is neces-
sary to pass between two anti-Stokes lines that emanate from the same turning
point, see section 3. It turns out that this condition is not satisfied in the lower
half plane.
After these preliminaries, we can follow the procedure that was used for
Schro¨dinger equations [44, 18, 19, 22, 45]. We start with a transmitted wave at
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positive infinity,
η1(x) = t
√
1
px(x)G(x)
exp
(
i
h
∫ x
x+0
√
v(x′)2 − p2ydx′
)
, (74)
where px(x) =
√
v2(x)− p2y and by x±0 we denote the point x0±ε, where ε→ 0.2
We choose the analytic continuation of the square root as
(v2(x)− p2y)1/2 =
√
v2(x)− p2y, x > x0, (75)
(v2(x)− p2y)1/2 = eipi
√
v2(x)− p2y, x < x0. (76)
which implies that η1(x) coincides with η
+
1 (z) along the positive real axis. Let us
consider η+1 (z) along the path shown in figure 9. It becomes subdominant above
the anti-Stokes line on the right. Therefore on the anti-Stokes line between
z1+ and z2+, the function η
+
1 (z) correctly reproduces the behavior of η(z),
see section 3. When we continue along the contour, the transmitted wave is
transformed into the reflected wave. Following the complex continuation, we
see that px(x) is transformed into e
ipipx(x), and that 1/G(x) is transformed
into G(x). Therefore, at negative infinity, we end up with
η1(x) = −it
√
G(x)
px(x)
exp
(
i
h
∮
C
(v2(z)− p2y)1/2dz
)
× exp
(
− i
h
∫ x
x−0
√
v(x′)2 − p2ydx′
)
, (77)
Note that the integral in the second exponent is to be performed from x−0 . The
first integral is associated with the change of reference point; it goes along a
contour C that connects x+0 with x
−
0 . Since the square root has opposite signs
on opposite lips of the cut, it can be rewritten as
exp
(
i
h
∮
C
(v2(z)− p2y)1/2dz
)
= exp
(
2i
h
∫ z1+
x+0
(v2(z)− p2y)1/2dz
)
. (78)
Approximating the transmission coefficient by one, we find that the reflection
coefficient is given by
r = −ieK/h, K = 2i
∫ z1+
x+0
(v(z)2 − p2y)1/2dz < 0. (79)
The fact that K is a negative real number can be seen by performing the cal-
culation for the prototype potential v2 − p2y = z2 + a2, see also [18, 19].
2Note that in the terminology of section 3, we would say that the point x+0 is on the left
lip of the cut, which is somewhat counterintuitive.
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Figure 10: The upper half of the Stokes diagram for scattering above a short-range potential.
The solid lines depict anti-Stokes lines, two of which are labelled by γ1,2, while the dashed
line depicts a Stokes line, and the wavy line depicts a cut. The green line shows the path
taken in the complex plane.
Approximation (79) does not hold when |py| is close to E − u0, since in
this case the middle two turning points are close together. We can get a more
accurate prediction for the modulus of the reflection coefficient by considering
the current conservation (36). In fact, equation (77) is equivalent to
r = −iteK/h. (80)
Combining this with |r|2 + |t|2 = 1, we find that
|t| = 1√
1 + e2K/h
. (81)
Note that we can now deform the contour into a large semi-circle, and as long as
the upper-most turning point z2+ does not come into play, the above derivation
still holds. Therefore we conclude that equation (81) holds regardless of the
distance between the middle two turning points. The same result is obtained by
applying the method of comparison equations, see Appendix B.4, from which
we also find the correct phases,
t =
eiφ√
1 + e2K/h
, r = −i e
iφeK/h√
1 + e2K/h
, (82)
where K was defined in equation (79), and
φ = Arg
[
Γ
(
1
2
+
iK
pih
)]
+
K
pih
− K
pih
ln
( |K|
pih
)
. (83)
All the above results coincide with the results for an ordinary Schro¨dinger equa-
tion [23].
Since the above results are identical to those for an ordinary Schro¨dinger
equation, they fail to explain the total transmission at normal incidence. Indeed,
when the transversal momentum |py| becomes small, that is, for near-normal
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incidence, the upper two turning points come close together (as do the lower
two) and therefore they have to be treated as a cluster. As long as E − u0
is sufficiently large, the two clusters can be treated separately. To derive the
reflection coefficient, we now position the branch cut differently, and use the
contour shown in figure 10.
To find the reflection coefficient in this approximation, we start with the
outgoing wave (74) with t equal to one. Then we change the reference point,
i.e. the lower limit of the integral, to z1+ and obtain
η1(z) = e
K/2h (−g)−1/2(z)
p
1/2
x (z)
eis(z1+,z)/h. (84)
In Appendix B.5 we use the method of comparison equations, to show that upon
passing from the anti-Stokes line γ1 to γ2, the accurate representation of the
exact solution becomes
η1(z) = e
K/2h (−g)−1/2(z)
p
1/2
x (z)
eis(z1+,z)/h − iaeK/2h (−g)
1/2(z)
p
1/2
x (z)
e−is(z1+,z)/h, (85)
where
a =
1
Γ(−S/pih)
√
2pi
−S/pihe
−(S/pih) ln(−S/pih)−(−S/pih), (86)
and
S =
∫ z2+
z1+
(v2(z)− p2y)1/2dz < 0. (87)
Changing the reference point back to x0, one sees that the first term in equa-
tion (85) is the incoming wave normalized by one. The second term is the
reflected wave, and the reflection coefficient equals
r = −iaeK/h. (88)
It is readily seen from the Stirling approximation for the Γ-function [40, 41]
that a approaches one when −S/pih becomes large. Upon normal incidence, the
upper two turning points merge and S vanishes. One can check that a vanishes
in this case, and therefore equation (88) correctly predicts total transmission
at normal incidence. We see that similar to the case of conventional Klein
tunneling, or scattering in the presence of hole states, total transmission comes
from the merging of two turning points. However, this time they do not merge
on the real axis, but in the complex plane.
Equation (88) was derived under the assumption that the upper two turning
points are close together, whereas equation (82) was derived under the assump-
tion that the middle two turning points are close together. In the intermediate
regime, we can combine the two expressions into
|r| = ae
K/h
√
1 + e2K/h
, (89)
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which shows the correct behavior for normal incidence. The transmission coef-
ficient can be derived from this from the current conservation |r|2 + |t|2 = 1. In
section 8 we show that, surprisingly, equation (89) is in better agreement with
our numerical result than equations (82) and (88).
6. Tunneling through a barrier without hole states
Now let us consider the third regime from section 1, the conventional tunnel-
ing regime. We consider a short-range potential, for which the Stokes diagram is
shown in figure 2 c). Two of the four turning points are real, and the other two
are imaginary. In the previous section, we saw that imaginary turning points
give rise to exponentially small reflections, so we will start by neglecting their
influence.
To relate the transmission coefficient to the reflection coefficient, we use the
contour shown in figure 7 c. Following the green and pink contours in a way
similar to section 4, we find
r = −i, t = e−K/h, K = 1
h
∫ x+
x−
dx
√
p2y − v2(x) > 0. (90)
Note that in this case the analytical continuation of g(z), see equation (23),
does not give rise to an additional phase factor. A second way to see this is
by realizing that both turning points x− and x+ correspond to v(x±) = −|py|.
Considering the additional amplitude factor in equation (21), and integrating it
both turning points, we find
exp
−i ∫ x+
x−
v′(x)dx√
p2y − v(x)2
 = 1. (91)
Therefore, the result is essentially the same as that for an ordinary Schro¨dinger
equation, and we call this regime the conventional tunneling regime.
We note that equation (90) does not hold when the two turning points come
close together. However, by similar reasoning as in section 4, see also [22], we
can conclude that the relation
r = −iteK/h, (92)
does hold regardless of the distance between the two turning points, as long as
there are no other turning points close to the contour in the complex plane.
Combining equation (92) with the current conservation |r|2 + |t|2 = 1, we can
obtain the modulus of the transmission coefficient. In Appendix B.4, we outline
how we can use the method of comparison equations to reconstruct the correct
phases, with the result
t =
eiφ√
e2K/h + 1
, r = −i e
iφeK/h√
e2K/h + 1
, (93)
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where φ is defined by equation (83). This result coincides with the one derived
for above-barrier scattering, equation (82), except for the fact that K is now pos-
itive instead of negative. The same result is found for an ordinary Schro¨dinger
equation [23].
In section 8, we compare our result to numerical calculations, and see that
the agreement is reasonable. The discrepancy is due to the influence of the
other two turning points, that were neglected in the above treatment. Finally,
we note that equation (90) also holds for cases when there are more than two
complex turning points, as long as these are not too close to the real axis, and
the turning points on the real axis are not too close together.
7. The exactly solvable model of the monotonous finite range poten-
tial
Up to now we have considered scattering of massless Dirac fermions by a
potential hump. Implicitly, we assumed that we only have to keep four turning
points in the Stokes diagram to find the major contribution to the scattering.
This assumption naturally led to Stokes diagrams topologically equivalent to
those for a parabolic potential, u(x) = −x2. In contrast to a potential hump,
a monotonous finite range potential (finite increase) cannot be modeled by a
polynomial function. This leads to a topologically different Stokes diagram. As
an example let us consider an exactly solvable model for a finite range potential,
provided by the function
u(x) =
u0
2
(1 + tanh(x)). (94)
The exact solution for this potential was constructed in [33]. Here we present
a slightly different approach, following the general method outlined in [22, 46].
Similar techniques was employed in [47], where the eigenvalue problem for a
potential well u(x) = −1/ cosh(x) was solved.
Inserting the potential (94) into equation (10), we find the differential equa-
tion
h2
d2η1
dx2
+
[
q2 tanh
2(x) + q1 tanh(x) + q0
]
η1 = 0, (95)
where
q2 =
u0
2
(u0
2
− ih
)
, q1 = u0
(u0
2
− E
)
, q0 =
(u0
2
− E
)2
−p2y+ih
u0
2
. (96)
To solve this equation, we first perform the substitution
ξ = (1− tanh(x))/2, (97)
leading to
4ξ2(1− ξ)2 d
2η1
dξ2
+ 4ξ(ξ − 1)(2ξ − 1)dη1
dξ
+ h−2
[
q2(1− 2ξ)2 + q1(1− 2ξ) + q0
]
η1 = 0. (98)
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Substitution (97) maps the real axis to the interval 0 ≤ ξ ≤ 1 in such a way the
limit x→∞ corresponds to ξ → 0 and x→ −∞ corresponds to ξ → 1. When
ξ → 0 the part in square brackets in equation (95) tends to p21, where
p1 =
√
(u0 − E)2 − p2y, (99)
and when ξ → 1, it becomes p22, where
p2 =
√
E2 − p2y. (100)
Therefore, let us make the substitution
η1 = ξ
ip1/2h(1− ξ)ip2/2hw. (101)
After some algebraic calculations, one finds that w satisfies the hypergeometric
differential equation,
(1− ξ)ξ d
2w
dξ2
+
(
c− (a+ b+ 1)ξ)dw
dξ
− abw = 0, (102)
with the parameters
a = 1 +
ip1
2h
+
ip2
2h
+
iu0
2h
, b =
ip1
2h
+
ip2
2h
− iu0
2h
, c = 1 +
ip1
h
. (103)
Two linearly independent solutions of (102) can be taken as formulas (15.5.3)
and (15.5.4) in [40],
w1 = 2F1(a, b, c; ξ), w2 = ξ
1−c(1− ξ)c−a−b2F1(1− a, 1− b, 2− c; ξ). (104)
Hence η1 can be written as
η1 = c1ξ
ip1/2h(1− ξ)ip2/2h2F1(a, b, c; ξ)
+ c2ξ
−ip1/2h(1− ξ)−ip2/2h2F1(1− a, 1− b, 2− c; ξ). (105)
When x→∞ we can use the approximate relation ξ ' e−2x. From the equality
2F1(a, b, c; ξ = 0) = 1, we find the asymptotic behavior of η1
η1 → c1e−ip1x/h + c2eip1x/h. (106)
Therefore we conclude that the function
η
(t)
1 = ξ
ip1/2h(1− ξ)ip2/2h2F1(a, b, c; ξ), (107)
where the superscript ‘t’ stands for tunneling, gives the solution for the scat-
tering problem in the regime of Klein tunneling (E + |py| < u0). On the other
hand, the function
η
(a)
1 = ξ
−ip1/2h(1− ξ)−ip2/2h2F1(1− a, 1− b, 2− c; ξ), (108)
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where the superscript ‘a’ stands for above, gives the solution for the scattering
problem in the regime of above-barrier scattering (E − |py| > u0). Now we use
formula (15.3.6) from [40],
F (a, b, c; ξ) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) 2F1(a, b, a+ b+ 1− c; 1− ξ)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− ξ)c−a−b2F1(c− a, c− b, c+ 1− a− b; 1− ξ), (109)
that relates the values of the hypergeometric function at the singular points
ξ = 0 and ξ = 1. Using that for x→ −∞, ξ ' 1− e2x, we find that
η
(a)
1 →
Γ(2− c)Γ(c− a− b)
Γ(1− a)Γ(1− b) e
ik2x/h +
Γ(2− c)Γ(a+ b− c)
Γ(1 + a− c)Γ(1 + b− c)e
−ik2x/h,
η
(t)
1 →
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)e
ik2x/h +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
e−ik2x/h. (110)
To find the proper reflection and transmission coefficients, we remember that
the semiclassical scattering states are defined as (30). From these equations,
we conclude that the ratio of the coefficients in front of e−ik2x/h and eik2x/h at
x→ −∞ is equal to
r(a,t)
E − p2
|py| . (111)
This gives
r(a) =
|py|
E − p2
Γ(a+ b− c)Γ(1− a)Γ(1− b)
Γ(1 + a− c)Γ(1 + b− c)Γ(c− a− b) , (112)
r(t) =
|py|
E − p2
Γ(a+ b− c)Γ(c− a)Γ(c− b)
Γ(a)Γ(b)Γ(c− a− b) . (113)
Analogous arguments give the transmission coefficients as
t(a) =
√
p1
p2
√
E − U0 − p1
E − p2
Γ(1− a)Γ(1− b)
Γ(2− c)Γ(c− a− b) , (114)
t(t) =
√
p1
p2
|py|√
(U0 − E + p1)(E − p2)
Γ(c− a)Γ(c− b)
Γ(c)Γ(c− a− b) . (115)
Of course these transmission coefficients should equal one at normal incidence.
To see this, one has to take the limit |py| → 0, upon which p1 → |U0 − E|,
p2 → E and E − p2 ≈ p2y/(2E). This means that for both the Klein tunneling
regime and for above-barrier scattering, the factor in front of the Γ-functions
becomes one upon normal incidence. Furthermore, we note that at py = 0,
we have b = 0 for the regime of Klein tunneling and c = 1 + b for above-
barrier scattering. Therefore in both cases the quotient of Γ-functions equals
one and the exact solution shows total transmission at normal incidence. By
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Figure 11: Part of the Stokes diagram for scattering by a tangent hyperbolic potential. The
cross at z = ipi/2 depicts the pole of the tangent, and γ3 denotes the anti-Stokes line that
starts at z2+ and ends at the pole. Going along the contour C, and making use of the method
of comparison equations, one finds the transmission coefficient (116).
the same methods, one can construct the solution for the decreasing potential
u(x) = u0[1− tanh(x)]/2.
To get more generic insight in the process of above-barrier scattering by
a finite range monotonous potential, let us now treat scattering by a tangent
hyperbolic potential semiclassically. In figure 11 one sees the corresponding
Stokes diagram. The main peculiarity of this diagram is the existence of a pole
at z = ipi/2, and the existence of a finite anti-Stokes line, that ends at the pole.
To obtain an approximation for the transmission coefficient in the case when z1+
and z2+ are far apart, we can apply the WKB approximation in the same way
as in section 5. This takes only the right-most turning point into account, and
we once again find the transmission coefficient (81). This answer however fails
to explain total transmission at normal incidence. The reason for this is that
at normal incidence: turning points z1+ and z2+ merge, and the approximation
considered above is no longer valid.
To obtain a prediction that is also valid for near-normal incidence, one has to
treat the two turning points in the upper half plane as a cluster. This problem
can be solved by the method of comparison equations, see Appendix B.6, and
gives the reflection coefficient as
r = −ieK/h
√
1− e−2S/he−iθ, (116)
where K is given by equation (79), and
S = i
∫ z1+
z2+
dz(v2(z)− p2y)1/2 > 0. (117)
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In turn, θ is given by
θ = Arg
[
Γ
(
1 +
iS
pih
)]
+
S
pih
− S
pih
ln
(
S
pih
)
− pi
4
. (118)
Note that this result does give total transmission at normal incidence, since S
tends to zero when |py| tends to zero.
The same answer can also be derived in a simpler way, by making effective use
of our previous results for the Klein tunneling regime. Indeed, let us consider the
half axis z = x+ ipi/2, x > 0. Along this axis we have tanh(x+ ipi/2) = coth(x).
When x → 0, the potential u(x) is proportional to 1 + coth(x) → ∞, which
means that we are dealing with a p-n junction along this line! Along this line,
the equation for η1(x+ ipi/2) reads(
h2
d2
dx2
+ V 2(x)− p2y + ihV ′(x)
)
η1 = 0, (119)
where V (x) = U0(1 + coth(x))/2 − E. Sufficiently far from the pole at x = 0,
we can use the transfer matrix for a p-n junction, equation (47), to establish
the connection between the wave function on the anti-Stokes line γ1, on the the
right of the classically forbidden region, and on anti-Stokes line γ3, to the left
of the classically forbidden region. This gives the relation
Tpn,11
√
G(x)√
px(x)
e−iS(x2+,x)/h + Tpn,21
eiS(x2+,x)/h√
px(x)
√
G(x)
↔ e
iS(x1+,x)/h√
px(x)
√
G(x)
, (120)
where all quantities relate to equation (119), and x1,2+ = z1,2+ − ipi/2. One
can now establish the relation between G(x) in equation (120) and g(x+ ipi/2),
to find η1(z) in the complex plane. Since the term with coefficient Tpn,21 turns
out to be dominant between γ3 and γ2, it provides one of the two terms of
the asymptotic expansion along γ2. When continues to the real axis, this term
becomes the reflected wave. Changing the reference point of the action from z2+
to x0, one finally arrives at the previous result (116) for the reflection coefficient.
Upon normal incidence, the turning points z1+ and z2+ merge. Along the
line x+ ipi/2 we have conventional Klein tunneling. Therefore Tpn,21 vanishes,
i.e. there is no reflected wave. From the previous arguments, we then conclude
that the reflection coefficient for above-barrier scattering vanishes as well. Thus
total transmission for a particle that is normally incident on an monotonous
increasing potential is related to conventional Klein tunneling in the complex
plane. This effect can therefore be referred to as “virtual Klein tunneling”.
Of course the same calculations can be done for a finite decrease of the
potential. In this case one finds that the reflection coefficient is given by
r = −ieK/h
√
1− e−2S/heiθ, (121)
where S > 0 is the action between the two complex turning points in the upper
half of the complex plane, similar to equation (117). Given this definition of S,
the phase θ is defined by equation (118).
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Glueing the increasing and decreasing potentials together, we obtain a finite
step potential of an arbitrary width. In contrast to the potential hump, con-
sidered in section 5, the transmission through this structure reveals Fabry-Pe´rot
oscillations,
|tnnn| = |t1||t2|∣∣1− r1r2e2iL/h∣∣ , (122)
where r1 and r2 are given by equation (121) with parameters corresponding to
the left and right junction respectively. The transmission coefficients are given
by |t1,2| =
√
1− |r1,2|2. Finally, L is the action between the two reference points
for the separate junctions, x0− and x0+,
L =
∫ x0,+
x0,−
√
v2(x)− p2ydx. (123)
8. Comparison with numerical results
In this section we compare our semiclassical predictions from the previous
sections to numerical results. These are obtained by approximating the potential
by a series of small steps. Since the potential is constant between each of
them, one can use the exact solution for a constant potential [10]. Matching
the coefficients at each interface with the help of a computer, we obtain the
reflection and transmission coefficients.
Let us start by considering a finite increase of the potential, which corres-
ponds to an n-p junction for E < u0. We model it by
u(x/l1) = 0.5u0 [1 + tanh(10x/l1 − 5)] . (124)
When x changes from 0 to l1, the potential saturates with an accuracy of 0.01%.
Therefore, the junction can be cut at these points, without any substantial
numerical error. An n-p-n junction is modeled as an n-p junction with length l1,
a p-n junction with length l3 and a constant potential of length l2 in between.
Figure 12 shows the transmission |t|2 depending on the angle of incidence φ,
which is related to the transversal momentum py by py = E sinφ. We compare
the numerical transmission for an asymmetric n-p-n junction with the semiclas-
sical result, equation (72) with θ = 0, and the uniform result, where θ is given
by equation (73). In the computation of the dimensionless parameters we take
the maximum of the potential u0 and the length l1/2 as the typical values vp0
and l introduced in section 1. Then figure 12 corresponds to h = 0.08 and
E˜ = 0.4. In the case of graphene, this would correspond to an electron energy
of 100 meV, a barrier height of 250 meV, and length scales l1 = 70 nm, l2 = 150
nm and l3 = 90 nm.
We see that the agreement between the numerical result and equation (72)
with θ = 0 becomes better as the angle of incidence increases, that is, deep in
the semiclassical regime. Indeed, when we use equation (73) for θ, we uniformly
approximate the numerical data over the entire range of incidence angles. Con-
cerning the validity of the semiclassical approximation, we note that the agree-
ment improves when the potential is smoother, i.e. when l1 and l3 are large.
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Figure 12: Left panel: The transmission for an electron incident on an n-p-n junction as a
function of the angle of incidence φ. The dimensionless parameters are h = 0.08 and E˜ = 0.4.
The barrier width l2/l = 4.3 and the n-p and p-n regions have lengths l1/l = 2 and l3/l = 2.6,
respectively. The blue line (solid) shows the numerical results for 99 steps, the green line
(large dashes) shows the WKB approximation, equation (72) where θ = 0, and the red line
(small dashes) shows the uniform approximation, where θ is given by equation (73). Right
panel: Top view of the potential, showing the angle of incidence φ, and side view, showing
the length scales l1-l3.
The exact solution obtained in section 7 perfectly coincides with the numerical
results.
One sees that apart from total transmission at normal incidence, there are
also additional side resonances. This is a well-known phenomenon for transmis-
sion through a metastable hole state. For a more detailed consideration, it is
convenient to rewrite equation (72) in the form
|tnpn|2 = e
−2(Knp+Kpn)/h[
1−
√
(1− e−2Knp/h)(1− e−2Kpn/h)
]2
+ 4
√
(1− e−2Knp/h)(1− e−2Kpn/h) sin2 ϑ
,
(125)
where ϑ = L/h+θnp/2+θpn/2−pi/2. From this expression one immediately sees
that the transmission coefficient is maximal at ϑ = npi, and that its modulus
equals
|tnpn|res = e
−(Knp+Kpn)/h
1−
√
(1− e−2Knp/h)(1− e−2Kpn/h) (126)
For a perfectly symmetric junction, Knp = Kpn, the amplitude is unity, and
the corresponding angles were called ‘magic’ [10, 14]. For a generic asymmet-
ric junction the height of the resonances decays. When we consider the truly
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semiclassical regime Knp/h 1, Kpn/h 1, we find that
|tnpn|res ≈ 1
cosh(Knp/h−Kpn/h) . (127)
The possible consequences of such behavior for graphene-based electronics were
mentioned in [14].
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Figure 13: The angular dependence of the transmission for an electron incident on an short-
range potential profile (128). The dimensionless parameters are h = 0.2 and E˜ = 2. The
length scale in the potential is given by l1/l = 2. In both panels the blue line (solid) shows
the numerical result with 49 steps, and the red line (small dashes) shows the semiclassical
prediction for the transmission in the regime of above-barrier scattering derived from equa-
tion (88). In the left panel, the green line (large dashes) shows the semiclassical result (82),
that smoothly goes over in the result (93) for the conventional tunneling regime. In the
right panel, the black line (large dashes) shows the transmission derived from the reflection
coefficient (89) for the regime of above-barrier scattering.
To test our semiclassical results for scattering above a short-range potential,
we use the model potential
u(x/l1) =
u0
cosh(10x/l1 − 10) . (128)
Without substantial numerical error, we can cut this junction at x = 0 and
x = 2l1. In figure 13, we show the transmission for an electron incident on such
a short-range potential. The dimensionless parameters are given by h = 0.2 and
E˜ = 2. For the case of graphene, this corresponds to a particle of energy 200
meV, a potential height of 100 meV and a length l1 = 70 nm.
In the left panel of figure 13, we compare the numerical transmission with
the semiclassical result derived from (88) and the equality |t|2 = 1 − |r|2, and
the semiclassical result (82). Note that we use cartesian plots instead of an-
gular plots from now on, in order to make the difference between the different
approximations more pronounced. As anticipated in section 5, the semiclassical
prediction (88), that takes the upper two turning points into account, works well
at normal incidence. However, once we get closer to the point where the above-
barrier scattering regime turns into the conventional tunneling regime (around
30 degrees in the figure), the discrepancy becomes larger. Equation (82), which
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was derived by considering the middle two turning points as a cluster, gives a
slightly better result at this point. Note that this result for the transmission
smoothly goes over in (93), which is seen to give a reasonable prediction for the
conventional tunneling regime. The discrepancy is due to the influence of the
two complex turning points, which were not taken into account in the derivation.
In the right panel of figure 13, we compare the numerical result with the
results obtained from the semiclassical prediction (88) and the equality |t|2 =
1−|r|2, and our heuristic formula (89). We see that for above-barrier scattering,
the heuristic expression (89) is more accurate than equation (88). Overall, the
agreement improves when the potential gets smoother, that is, when l1 increases.
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Figure 14: The angular dependence of the transmission for an electron. In the left panel we
consider a finite range increase of the potential, with h = 0.3, E˜ = 2 and a length l1/l = 2.
The blue (solid) line shows the numerical result with 49 steps, and the red (dashed) line shows
the semiclasical result (116). In the right panel, we consider a broad potential barrier with
h = 0.2 and E˜ = 2. The width of the constant part l2/l = 2.9 and the potential increase
and decrease have lengths l1/l = 2 and l3 = 2.6, respectively. The blue (solid) line shows
the numerical result with 99 steps and the red (dashed) line shows the semiclassical result,
equations (122) and (121).
To test our results for scattering above a finite increase of the potential,
we go back to the potential (124). In the left panel of figure 14, we compare
our semiclassical result (116) for this case, with the numerical result and the
exact solution (114). The dimensionless parameters are h = 0.3, E˜ = 2 and
l1/l = 2. In the case of graphene, this corresponds to an energy of 200 meV, a
potential of height 100 meV and a length l1 = 50 nm. The exact solution and
the numerical transmission coincide exactly, and therefore only the numerical
result is shown. We see that there is good agreement between the numerical
result and the semiclassical prediction. Once again, this agreement improves as
the potential gets smoother.
In the right panel, we consider above-barrier scattering for a broad poten-
tial hump that is modeled as a potential increase of length l1, a constant part
of length l2, and a decrease of length l3. The dimensionless parameters are
h = 0.2, E˜ = 2 and l1/l = 2. In the case of graphene, this corresponds to an
energy of 200 meV and a potential of height 100 meV. The lengths are l1 = 70
nm, l2 = 100 nm and l3 = 90 nm. The semiclassical result is given by equa-
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tion (122), with reflection coefficient (121), and the modulus of the transmission
coefficient is constructed from |r|2 = 1−|t|2. Since the exact solution once again
coincides with the numerical result, it is not shown. The agreement between the
semiclassical prediction and the numerical result is quite good, and improves as
the potential gets smoother. However, the positions of the maxima in the os-
cillations are not perfectly reproduced. This is due to the fact that the turning
points above and below the real line are quite close in this case, that is, K/h is
of order one, and our approximation is not strictly valid.
9. Conclusion
In this paper we have studied potential scattering of massless Dirac fermions
in semiclassical approximation. We have shown that, depending on the energy
of the incoming particle and its angle of incidence, there are three different re-
gimes. These are i) the regime of the Klein tunneling, i.e. the regime when
the scattering of electrons is mediated by hole states supported by the barrier,
ii) the above-barrier scattering regime, and iii) the conventional tunneling re-
gime. For each of these regimes we found easy-to-use analytic expressions for
the transmission and reflection coefficients. We have shown that the conven-
tional WKB method does not allow to study near-normal incidence, due to the
degeneracy of turning points at normal incidence. Therefore we cannot ob-
tain expressions for reflection and transmission coefficients uniformly valid for
any incidence angle. For near-degenerate turning points, the initial problem
has to be reduced to a certain comparison equation with a well-known analytic
solution. Using the solution of this comparison equation, we were able to ob-
tain reflection and transmission coefficients for near-normal incidence, which is
clearly crucial for physical applications. We completed the analytical part of
the paper with the consideration of an exactly solvable model that simulates
a monotonous n-n junction. This case is somewhat peculiar due to the pole
of the potential in the complex plane. The unconventional Stokes diagram for
this case is closely related to the one for the Klein tunneling regime. Therefore
above-barrier scattering for such a junction can be treated as “virtual Klein
tunneling” in the complex plane. The predictions provided by our analytic
expressions show good agreement with numerical calculations.
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Appendix A. The complex WKB method
In this appendix we summarize the WKB approximation in the complex
plane, as it was developed in [25, 26, 18, 20, 19, 23, 21]. We start with the
explanation of the general method, and then discuss its application to potential
scattering for massless Dirac fermions.
Appendix A.1. General formulation
We start with the equation
h2
d2ψ
dz2
+ q(z)ψ(z) = 0, (A.1)
where h 1 is a small parameter and q(z) is an analytic function of the complex
variable z, that may also depend on h. It has two approximate solutions,
f1(z0, z) = q
−1/4 exp
(
i
h
∫ z
z0
dz′ q1/2(z′)
)
,
f2(z0, z) = q
−1/4 exp
(
− i
h
∫ z
z0
dz′ q1/2(z′)
)
,
(A.2)
that will be referred to as basis functions from now on. Similar to the main
text, we introduce anti-Stokes lines by the condition that
s(z0, z) =
∫ z
z0
q1/2(z′)dz′ (A.3)
is a real function, Here z0 is a turning point, defined by the requirement that
q(z0) = 0. On each anti-Stokes line γ the exact solution can then be represented
as
ψ(z) = Cγ1 f1(z0, z) + C
γ
2 f2(z0, z). (A.4)
The main problem when approximating the exact solution in this way is given by
the Stokes phenomenon [35, 18, 19, 20, 23], that we briefly touched in section 3:
the exact solution ψ(z) has different representations (A.4) in different sectors of
the complex plane. This naturally leads to the connection problem [18, 19, 20,
23]; given certain constants Cγ1 , C
γ
2 on the anti-Stokes line γ, which constants
Cγ11 , C
γ1
2 are needed to represent the exact solution on the anti-Stokes line γ1?
To connect the coefficients along the anti-Stokes lines γ and γ1, we introduce
the matrix M , (
Cγ11
Cγ12
)
= M
(
Cγ1
Cγ2
)
. (A.5)
In the rest of this appendix we will determine the matrix M for the various
transitions described in section 3. We will not give a precise estimate of the
errors that are involved. Instead, we mention that precise estimates for the
error terms are derived in [19, 23].
We start by considering the transition between two anti-Stokes lines that em-
anate from the same turning point. Let us consider the situation of figure A.15,
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Figure A.15: From a simple turning point (large circle) three anti-Stokes lines (solid) emanate.
The wavy line indicates the branch cut, and the blue arrows indicate the direction in which
the quantity s(z0, z) increases. The points z1 and z4 lie on the left and the right lip of the
cut, respectively. Both γ1 and γ4 indicate the same anti-Stokes line, and are only used to
distinguish different lips of the cut. The points z2 and z3 lie on the other two anti-Stokes lines
γ2 and γ3 respectively.
with a simple turning point and a branch cut along the positive axis. Remem-
ber that in section 3 we defined the left and right lip of the cut with respect to
an observer standing on the cut with the turning point behind him. When we
are on the right lip of the branch cut, we denote the anti-Stokes linealong the
positive x-axis by γ1. On the left lip of the branch cut, we use the notation γ4.
When proceeding from γ1 in the clockwise direction, we first arrive at γ2 and
then at γ3. Now assume that the expansion coefficients on γ1 are given, and
that s(z0, z) increases along the anti-Stokes line, as indicated by the blue arrow
in figure A.15. This implies that when we move away from γ1 in the clockwise
direction, the action s(z0, z) obtains a negative complex part, as can be derived
from the Cauchy-Riemann relations [18]. Therefore the basis function f1(z0, z)
attains exponentially large values (dominant term), whereas f2(z0, z) becomes
exponentially small (subdominant term). At a certain distance from γ1, the
subdominant term will be much smaller than the error in the dominant term,
and we cannot keep the subdominant term within the accuracy of the method.
Closer to the anti-Stokes line γ2, both terms become comparable again. How-
ever, the information about the coefficient in front of the subdominant term has
been lost. The coefficient in front of the dominant term does not change, so we
have Cγ11 = C
γ2
1 . In the most general form, the relation between the constants
Cγ21,2 and C
γ1
1,2 reads (
Cγ21
Cγ22
)
=
(
1 0
α β
)(
Cγ11
Cγ12
)
. (A.6)
Let us consider two linearly independent solutions ψ(z) and ψ˜(z), with coeffi-
cients Cγ11,2 and C˜
γ1
1,2 on the anti-Stokes line γ1, respectively. This can be written
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as (
ψ ψ˜
ψ′ ψ˜′
)
=
(
f1 f2
f ′1 f
′
2
)(
Cγ11 C˜
γ1
1
Cγ12 C˜
γ1
2
)
. (A.7)
Taking the determinant on both sides, we see that the left-hand side is just the
Wronskian, which is constant due to the current conservation for second order
ordinary differential equations. On the right-hand side, the first determinant is
also constant, which can be verified by inserting the definitions (A.2). Hence
the determinant of the second matrix is constant, and this constant does not
depend on the anti-Stokes line γ1. We can then consider the transition from the
anti-Stokes line γ1 to γ2, and write(
Cγ21 C˜
γ2
1
Cγ22 C˜
γ2
2
)
=
(
1 0
α β
)(
Cγ11 C˜
γ1
1
Cγ12 C˜
γ1
2
)
. (A.8)
Taking the determinant on both sides and using the fact that the determinants
of the matrices with coefficients are equal, we find that the determinant of the
first matrix on the left should equal one, and therefore β = 1.
The change in the subdominant coefficient is therefore given by the so-called
Stokes constant times the dominant coefficient, see also [18, 19, 20, 23], that is,(
Cγ21
Cγ22
)
=
(
1 0
α 1
)(
Cγ11
Cγ12
)
, (A.9)
where α is the Stokes constant. The fact that only the coefficient in front of the
subdominant term changes was called the ‘principle of exponential dominance’
in [21]. Note that when we start with a subdominant term only, its coefficient
is unchanged, as can also be seen from equation (A.9).
Now let us compute the actual value of the Stokes constant. Following [27],
we start by noting that the exact solution should be single-valued when one
makes a full turn around the turning point. However, the basis functions (A.2)
contain the square root of z, which has a branch cut in the complex plane. Let
z4 be a point on γ4, on the left lip of the cut, and let z1 be the same point, but
this time on the right lip of the cut, on γ1, see figure A.15. When we assume
that we are dealing with a simple turning point, so that in the vicinity of the
turning point, q(z) = α(z − z0) = reiφ, we can write
q(z4) = re
iδ, q(z1) = re
iδ+2pii, q1/2(z1) = e
ipiq1/2(z4), (A.10)
where δ is the angle at which the branch cut emanates from the turning point
and equals zero in figure A.15. We find that
f1(z0, z1) = −if2(z0, z4), f2(z0, z1) = −if1(z0, z4). (A.11)
Since the exact solution is single-valued,
ψ(z) = Cγ11 f1(z0, z1) + C
γ1
2 f2(z0, z1) = C
γ4
1 f1(z0, z4) + C
γ4
2 f2(z0, z4). (A.12)
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From equation (A.11), we then find that
Cγ41 = −iCγ12 , Cγ42 = −iCγ11 . (A.13)
Hence, the Stokes constants have to be chosen in such away that when we go
from z1 to z4 in the clockwise direction, see figure A.15, the matrix M from
equation (A.5) reads
M =
(
0 −i
−i 0
)
. (A.14)
From the above logic we know that f1(z0, z) is dominant in the region between
γ1 and γ2, and therefore the matrix A that connects the coefficients can be
found from equation (A.9),
A =
(
1 0
a 1
)
. (A.15)
Since f1(z0, z) is subdominant between γ2 and γ3, the matrix B that connects
the coefficients on these anti-Stokes lines, is the transpose of the matrix in
equation (A.9). Between γ3 and γ4, f1(z0, z) is once again dominant, and we
find the matrix C,
B =
(
1 b
0 1
)
, C =
(
1 0
c 1
)
. (A.16)
From the identity M = ABC, one then finds that(
1 + bc b
a(1 + bc) + c 1 + ab
)
=
(
0 −i
−i 0
)
. (A.17)
One of these equations turns out to be redundant, and solving the remaining
three we find that all three Stokes constants are equal;
a = b = c = −i. (A.18)
When one goes in the counterclockwise direction, it turns out that all Stokes
constants equal i. Since our basis functions (A.2) are only accurate up to order
h, we emphasize that the Stokes constant we derived here has the same accuracy.
For a very precise error estimate, see [19, 23]. Finally, we mention that for a
cluster of two turning points, from which four anti-Stokes lines emerge, a similar
procedure one only gives a relation between the different Stokes constants, but
not their actual value [23].
The second case, when two turning points are connected by a finite anti-
Stokes line, was already completely discussed in the main text. We therefore
turn to the third case, when we have a transition between two anti-Stokes lines
γ1 and γ2, that emanate from different turning points z0 and z1. As discussed
in the main text, one of the basis functions, say f1(z0, z), for definiteness, will
be dominant, and the other one, say f2(z0, z) will be subdominant. Under
the assumption that Cγ11 and C
γ1
2 are comparable, it is shown in [23] that
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sufficiently far from the turning point z0, the solution is accurately represented
by the dominant term only, and the subdominant term should be neglected.
Furthermore, an estimate of the error is derived. In terms of the matrices, this
statement can be cast in the form
M =
(
eis(z0,z1)/h 0
0 0
)
, s(z0, z1) =
∫ z1
z0
dz′ q1/2(z′). (A.19)
The above reasoning leads to the simple statement that [23] “one cannot proceed
with an approximate solution, or an exact solution with approximately known
initial conditions, in a classically forbidden region from the initial point in the
direction in which the wave function decreases.” This leads to the so-called
‘one-directional nature of the connection formulae’ [18, 19, 23, 21]; a connection
formula between a classically forbidden region and a classically allowed region
can only be used in one direction. In equation (A.19) the one-directionality is
manifest, since the matrix M has zero determinant.
One may ask what happens when one does keep the subdominant solution
between γ1 and γ2, assuming that the coefficient in front of it does not change.
In [19, 23], the result of such a procedure was compared with the exact solu-
tion for a parabolic potential, and it was shown that such a naive procedure
gives wrong results for the exponentially small corrections. We therefore stress
that the WKB-method applied to simple turning points can only give results
in the leading-order approximation. When exponentially small corrections are
required, one needs to resort to either unitarity arguments or one needs to make
use of an exact solution, in the way that is explained in the main text and
in Appendix B.
Appendix A.2. Application to potential scattering for massless Dirac fermions
We now want to make the connection between the abtract theory from the
previous subsection, and the particular case of potential scattering for massless
Dirac fermions which is considered in the main text. From equation (10), we
see that for the case of graphene
q(z) = v2(z)− p2y + ihv′(z). (A.20)
This makes the basis functions (A.2) slightly different from the asymptotic solu-
tions (21) introduced in the main text. However, we can recover the latter by
expanding the square root of q(z),
(
v2(z)− p2y + ihv′(z)
)1/2
=
(
v2(z)− p2y
)1/2
+
ihv′(z)
2(v2(z)− p2y)1/2
. (A.21)
Since we only considered the leading order when constructing the functions (A.2),
corrections of order h2 do not play a role. Therefore we can also neglect the
correction in the amplitude factor q−1/4 and we recover the approximate solu-
tions (21). Also note that the ‘quantum’ part in q(z) also slightly shifts the
turning points, as compared to the way they were introduced in the main text.
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However, one can show that this shift is of order h and that it also does not
change the results to leading order.
At this point we have to choose how we look at the term
exp
(
1
2
∫ z
z0
v′(z)
(v2(z)− p2y)1/2
)
(A.22)
in the solutions (21). The first option is to look at this term as being part of
the action. In that case, we have to change the lower limit in the integral when
making a transition from one turning point to another. We see from the previous
subsection that the Stokes constant for a clockwise rotation equals −i in this
case. Note that to leading order this result is not changed by the correction
in equation (A.20). Using the method of comparison equations, we give an
independent proof of this fact in Appendix B.2. This first option naturally
arises for the method of comparison equations, see Appendix B.
The second option is to calculate the integral once, and to regard it as an
amplitude factor. This was done in the main text, and leads to the solutions (23)
that include the additional amplitude factor g(z). However, in this case equa-
tion (A.11) is no longer valid. When v(z0) is positive, i.e. we are dealing
with a turning point that separates a hole region from a classically forbidden
region, one still has g1/2(z1) = g
−1/2(z4). However, when v(z0) is negative,
i.e. we are dealing with a turning point that limits an electron region, one has
g1/2(z1) = −g−1/2(z4). These two statements can be combined as
f1(z0, z1) = −iνf2(z0, z4), f2(z0, z1) = −iνf1(z0, z4), (A.23)
where ν = sgnv(x0). Repeating the derivation presented in the previous subsec-
tion, one finds that the Stokes constant for a clockwise rotation equals −iν, cf.
equation (39). To comply with the main text, we will choose this second option
in this appendix.
We can now rederive the results from section 4.2 using the matrix approach
that we just explained. The Stokes diagram for an n-p junction is shown once
more in figure A.16. In section 4.2, we had to carefully select the path that
we take in the complex plane, but now we no longer have to be so careful. We
therefore start on the anti-Stokes line γ1 with two coefficients, C
γ1
1 and C
γ1
2 .
Taking the path indicated in the figure, the analytic continuation of the square
root is defined as
(v2(x)− p2y)1/2 =
√
v2(x)− p2y, x > x+
(v2(x)− p2y)1/2 = e−ipi/2
√
p2y − v2(x), x− < x < x+,
(v2(x)− p2y)1/2 = e−ipi
√
v2(x)− p2y, x < x−.
(A.24)
With this definition f1(x+, z) is dominant between γ1 and γ2, and since v(x+) > 0,
we use the matrix (A.9) with α = −i, that is,(
Cγ21
Cγ22
)
=
(
1 0
−i 1
)(
Cγ11
Cγ12
)
. (A.25)
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Figure A.16: The Stokes diagram for an n-p junction, together with the path we take in the
complex plane. The solid circles represent the turning points x±, with v(x±) = ±|py |, and the
wavy lines represent the cuts. The relevant anti-Stokes lines (solid lines) are labelled γ1−4.
Upon going from the anti-Stokes line γ2 to γ3, we see that η
+
1 is subdominant,
whereas η−1 is dominant. Therefore we use the matrix(
Cγ31
Cγ32
)
=
(
0 0
0 e−is(x+,x−)/h
)(
Cγ21
Cγ22
)
(A.26)
In the region between γ3 and γ4 the function η
−
1 (z) is dominant and since
v(x−) < 0, our matrix becomes(
Cγ41
Cγ42
)
=
(
1 i
0 1
)(
Cγ31
Cγ31
)
. (A.27)
The final step is to match the coefficients of the semiclassical solutions (23) to
the coefficients aelr,l and a
h
r,l of the right- and left-moving electron and hole waves,
see section 4. Using that Cγ11 = a
h
l , C
γ1
2 = a
h
r , C
γ4
1 = −aell and Cγ42 = −aelr and
multiplying the three matrices above, we find that for an n-p junction(
aelr
aell
)
=
(
eK/h −ieK/h
−ieK/h −eK/h
)(
ahr
ahl
)
, (A.28)
where K is given by equation (61). The result for a p-n junction can be derived
from this by using the relation between the transfer matrices (43) and (47).
The reflection and transmission coefficients that can be obtained from equa-
tion (A.28), coincide with equations (62) and (67). We once again note that
this matrix has zero determinant. This is a direct consequence of the fact that
we neglected the exponentially small solution within the barrier, and implies
that we can only use these matrices in one direction, “from the right to the
left.”
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Appendix B. The method of comparison equations
In this appendix we consider the second way to solve the connection problem,
the method of comparison equations [28, 29, 30, 31, 32]. The basic idea of this
method is to express the solutions of the original differential equation in terms of
the solutions of a ‘related’ equation that is exactly solvable. This is the rigorous
formulation of the approach usually taken in text books on quantum mechanics,
see e.g. [39], where one approximates the potential by a linear function, and
writes down its solution in terms of Airy functions. Generally speaking, the Airy
equation is the prototype equation if a simple turning point is taken into account.
If more turning points are considered, one can reduce the initial problem to more
complicated prototype equations with the same number of turning points. In
this appendix we use the formulation given in [32].
Appendix B.1. Explanation of the method
We consider the second order differential equation
h2
d2ψ
dz2
+R(z, h)ψ(z) = 0, (B.1)
where h 1 is a small parameter, and z lies in a (possibly complex) domain D.
The function R(z, h) is supposed to be analytic, with asymptotic expansion
R(z, h) =
∞∑
n=0
Rn(z)h
n (B.2)
with respect to h. A point zj at which R0(z) has a root of order mj is called a
turning point of order mj .
3 The total number of turning points is denoted by
N + 1 and we set µ =
∑N
j=0mj .
We will reduce (B.1) to the related equation
h2
d2V
dφ2
+Q(φ, h)V (φ) = 0. (B.3)
The exact choice of Q(φ, h) will be specified below. Following [32], we write
ψ(z, h) = (φ′(z))−1/2V (φ(z)). (B.4)
Substituting this into equation (B.1), we find that it is satisfied if
h2
(
3
4
(φ′′)2
(φ′)2
− φ
′′′
2φ′
)
−Q(φ, h)(φ′)2 +R(z, h) = 0 (B.5)
3Note that this definition is different from the one employed in Appendix A, where we
called a zero of q(z) = R(z, h) a turning point, but that it coincides with the definition in the
main text.
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We will solve this equation order by order in h, assuming that
Q(φ, h) =
∞∑
n=0
Qn(φ)h
n (B.6)
φ(z, h) =
∞∑
n=0
φn(z)h
n. (B.7)
Collecting all terms of order h0, we find that
Q0(φ0)(φ
′
0)
2 = R0(z). (B.8)
Gathering terms of order h1, we obtain
Q1(φ0)(φ
′
0)
2 +Q′0(φ0)φ1(φ
′
0)
2 + 2Q0(φ0)φ
′
0φ
′
1 = R1(z). (B.9)
Differentiating (B.8) and substituting the result into (B.9), we obtain
φ1(z) =
1
2
φ′0R
−1/2
0
∫ z
z0
dz′R−1/20
(
R1 − (φ′0)2Q1(φ0)
)
. (B.10)
We assume that the mapping φ(z) is non-singular, i.e. φ′ does not vanish
within D. According to equation (B.8), this means that Q0(φ0) should van-
ish whenever R0(z) vanishes. By differentiating equation (B.8), one sees that
Q0(φ0) should have a root φ0(zj) of order mj at every turning point zj . Thus
we conclude that Q0(φ0) and R0(z) have the same number of turning points
within D, and that the order of their degeneracy coincides.
In the simplest cases, we can choose Q0(φ) to be a polynomial function.
Since we just concluded that Q0(φ0) should have the same number of turning
points within D, we can write this polynomial as
Q0(φ) = γµ0
N∏
j=0
(φ− φ0(zj))mj . (B.11)
Taking the square root of (B.8), substituting the above expression and integrat-
ing from a turning point to an arbitrary point z, we find∫ φ0(z)
φ0(z0)
ds
N∏
j=0
[s− φ0(zj)]mj/2 =
∫ z
z0
dz′ [γ−1µ0 R0(z
′)]1/2. (B.12)
If we take z = zj in (B.12) to be one of the turning points, then this equation al-
lows us to determine the constants φ0(zj). However, this gives only N equations
for the N + 1 unknowns φ0(zj), and also leaves the constant γµ0 undetermined.
On a heuristic level, this means that in constructing the mapping one is free
to choose both the origin and the scale. However, the sign of γµ0 is important,
since it determines whether we are dealing with a barrier-type, or a well-type
problem. Equation (B.12) also determines the mapping φ0(z) implicitly.
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We can also choose Q1(φ, h) to be a polynomial function,
Q1(φ) =
∞∑
k=0
γk1φ
k. (B.13)
Then equation (B.9) becomes
φ1(z) =
1
2
φ′0R
−1/2
0
∫ z
z0
dz′R−1/20
(
R1 − (φ′0)2
µ∑
k=0
φk0γk1
)
. (B.14)
Now we require that this expression is non-singular at the turning points. This
implies that [31, 32]∫ zj
z0
dz′R−1/20
(
R1 − (φ′0)2
µ∑
k=0
φk0γk1
)
= 0, (B.15)
dq
dzq
(
R1 − (φ′0)2
µ∑
k=0
φk0γk1
)
= 0 at z = zj , (B.16)
where j runs from 0 to N and q runs from 0 and mj − 2. These conditions
determine the constants γk1. One should note that there are only µ−1 equations,
while there are µ+1 constants. Therefore, some of them can be set to zero, and
this considerably simplifies the expression for Q1(φ). When these constants are
determined, equation (B.14) determines φ1(z).
In a similar way, one can show that φj , with j ≥ 2 exist. Therefore, the
mapping (B.7) is well-defined. Here we do not consider higher order corrections,
for the purpose of the current paper it is enough to know that they exist [31, 32].
Appendix B.2. Application to a first-order turning point
In this subsection we illustrate the method explained in the previous section
by the case of a single turning point on the real axis. We will use the method
of comparison equations to solve the connection problem. We consider the case
where the turning point separates a classically forbidden region (on the left)
and a classically allowed region (on the right). From equation (10) for massless
Dirac fermions, we see that
R0(x) = v
2(x)− p2y, R1(x) = iv′(x). (B.17)
Since we consider a first-order turning point x0 on the real axis, we have m0 = 1
and µ = 1, and for convenience we can set φ0(x0) = 0. Since we assume that
the classically forbidden region is on the left, we also have γ10 = 1. Defining
the square root as
x1/2 =
√
x, x > 0, (B.18)
x1/2 = −i
√
|x|, x < 0, (B.19)
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from equation (B.12) we obtain
2
3φ
3/2
0 (x) =
∫ x
x0
dx′R1/20 (x
′). (B.20)
Since we have only one turning point, condition (B.15) does not give us any
information, and we can set γ11 = γ01 = 0. Inserting these constants into
equation (B.14), we obtain φ1(x) as
φ1(x) =
1
2
φ′0R
−1/2
0
∫ x
x0
R1(x
′)
R
1/2
0 (x
′)
dx′. (B.21)
Equations (B.20) and (B.21) together determine the mapping φ(x).
Having established the mapping, we can now solve our related equation,
h2
d2V
dφ2
+ φV (φ) = 0. (B.22)
This is the well-known Airy (or Stokes) equation, and its solutions are given in
terms of the Airy functions [41, 40];
V (φ) = c1Ai(−h−2/3φ) + c2Bi(−h−2/3φ). (B.23)
Assuming that we are sufficiently far from the turning point, we can use the
asymptotic expansions of the Airy functions. For ξ →∞, they read
Ai(ξ) =
e−
2
3 ξ
3/2
2
√
pi ξ1/4
, Bi(ξ) =
e
2
3 ξ
3/2
√
pi ξ1/4
, (B.24)
Ai(−ξ) = sin
(
2
3ξ
3/2 + 14pi
)
√
pi ξ1/4
, Bi(−ξ) = cos
(
2
3ξ
3/2 + 14pi
)
√
pi ξ1/4
. (B.25)
We can then find the solutions to the original equation (B.1) from equation (B.4)
and the mapping. From equation (B.7), we find that
(h−2/3φ)3/2 =
1
h
φ
3/2
0 +
3
2
φ
1/2
0 φ1 +O(h), (B.26)
and from equation (B.20) that
φ
1/2
0 φ
′
0 = R
1/2
0 . (B.27)
We then construct the solution to the original equation using (B.4) and insert
the mapping (B.20) and (B.21). Let us define
η˜±1 (x) =
1
R
1/4
0
exp
(
± i
2
∫ x
0
R1
R
1/2
0
dx′
)
exp
(
± i
h
∫ x
0
R
1/2
0 dx
′
)
. (B.28)
Note that these waves are equal to the ones defined in equation (21). Further-
more, they coincide with the basis functions (A.2) defined in Appendix A when
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we do not regard the first exponent as an amplitude, but instead as part of
the action, see the discussion in Appendix A.2. After a short computation, one
obtains that for x→∞,
ψ(x) =
eipi/4
2pi1/2
(−ic1 + c2)η˜+1 (x) +
e−ipi/4
2pi1/2
(ic1 + c2)η˜
−
1 (x). (B.29)
On the other hand, we find that for x→ −∞,
ψ(x) =
e−ipi/4
2pi1/2
c1η˜
+
1 (x) +
e−ipi/4
pi1/2
c2η˜
−
1 (x), (B.30)
where R0(x) in equation (B.28) is now negative and we have used the defini-
tion (B.19) of the square root.
In Appendix A we stated that inside the classically forbidden region, only the
term that increases along a given path should be kept [23], and we put the other
coefficient to zero by hand. Therefore one has to be careful when interpreting
the results (B.29) and (B.30). When going from the classically allowed into the
classically forbidden region, these equalities give [18, 19, 23]
cr,∞η˜+1 + cl,∞η˜
−
1 → (−icr,∞ + cl,∞)η˜−1 (B.31)
where cr,∞ = eipi/4pi−1/2(−ic1 + c2)/2 and cl,∞ = e−ipi/4pi−1/2(ic1 + c2)/2.
Comparing this result with the ones obtained in Appendix A, we conclude that
the factor −i in front of cr,∞ on the right is nothing but the Stokes constant.
Let us also see what happens when we go from the classically forbidden
region into the classically allowed region. Then the connection formula reads
η˜+1 (x)→ η˜+1 (x) + iη˜−1 (x). (B.32)
This concludes our discussion of the connection formulae for a single turning
point and their one-directional nature.
Appendix B.3. Application to n-p and p-n junctions
When we want to construct a uniform approximation for the transmission
coefficient through an n-p junction, we should take into account two turning
points x− < x+. We assume that they are nondegenerate, i.e. m0 = m1 = 1
and µ = 2. Since we consider a barrier type problem, we have γ20 = 1, and we
set φ0(x−) = −φ0(x+) = −a. Defining the square root as in equation (A.24),
one finds from equation (B.12) that
pia2
2
=
∫ x+
x−
√
p2y − v2(x) dx = K, (B.33)
where the last equality is implied by equation (61). This determines the constant
a in the related equation in terms of the parameters of our initial problem. We
use the same equation (B.12) to determine the mapping φ0(z). Then we formally
use the expansion φ0  a, though the mapping may not be defined for such
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φ0. However, this does not influence the coefficients in front of the asymptotic
solutions. One finds that the mapping φ0(z) is given by∫ x
x−
√
v2(x′)− p2y dx′ ∼= −
1
2
φ20 +
a2
4
+
a2
2
ln
(
−2φ0
a
)
, x < x−,∫ x
x+
√
v2(x′)− p2y dx′ ∼=
1
2
φ20 −
a2
4
− a
2
2
ln
(
2
φ0
a
)
, x > x+.
(B.34)
For the case of an ordinary Schro¨dinger equation, one has R1 = 0 and hence the
first correction φ1 is zero. This leads to the scattering matrices stated in [23].
However, for massless Dirac fermions φ1 does not vanish, since R1 = iv
′(x).
Inserting this into equation (B.15), and setting the upper limit to x+, we find
that
γ01 = i. (B.35)
From equation (B.14), we then obtain φ1(x) as
φ1(x) ∼= 1
2φ0
−∫ x
x−
iv′√
v2 − p2y
dx′ + i ln
(
− a
2φ0
) , x < x−,
φ1(x) ∼= 1
2φ0
∫ x
x+
iv′√
v2 − p2y
dx′ − i ln
(
2φ0
a
) , x > x+,
(B.36)
where we have once more made an expansion for large φ0.
We find that the related equation (B.3) reduces to
h2
d2V
dφ2
+
(
φ2 − a2 + ih)V (φ) = 0, (B.37)
which is exactly the equation for an n-p junction in graphene with a linear
potential [11, 14, 48]. Its solution is given by
V (ξ) = c1Dν(
√
2eipi/4h−1/2φ) + c2D−ν−1(
√
2e3ipi/4h−1/2φ), ν =
ia2
2h
, (B.38)
where Dν(x) are the parabolic cylinder functions [49, 41]. Its asymptotic ex-
pansions are given by
Dν(z) =

zνe−z
2/4, − pi/2 < arg (z) ≤ pi/2
zνe−z
2/4 − z−ν−1ez2/4e−ipiν
√
2pi
Γ(−ν) , arg (z) ≤ −pi/2
zνe−z
2/4 − z−ν−1ez2/4eipiν
√
2pi
Γ(−ν) , arg (z) > pi/2
,
(B.39)
Just as in the previous subsection, the solution of the original differential equa-
tion is now given by
ψ(x) = (φ′(x))−1/2V (φ(x)), (B.40)
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in which one has to insert the mapping (B.34), (B.36). Then we match the
resulting expressions to the scattering states (30). After some calculations, one
finds that the transfer matrix (43) connecting the hole states on the right and
the electron states on the left is given by
Tnp =
(
eK/h
√
e2K/h − 1 e−iθ−ipi/2√
e2K/h − 1 eiθ−ipi/2 −eK/h
)
, (B.41)
where K is given by equation (61) and θ by equation (73). To find the transfer
matrix for a p-n junction, one can either do a similar calculation, or use the
connection between the transfer matrices (43) and (47). Either way, one obtains
Tpn =
(
eK/h
√
e2K/h − 1 eiθ+ipi/2√
e2K/h − 1 e−iθ+ipi/2 −eK/h
)
. (B.42)
From these matrices, one can easily derive the transmission coefficient (62) and
the reflection coefficient (69). Finally, note that in the limit K/h → ∞, the
matrix (B.41) reduces to the matrices obtained from the WKB approximation,
equation (A.28).
Appendix B.4. Application to Schro¨dinger-like cases
In the previous subsection, one of the turning points corresponded to v(z) =
−|py|, and the other one to v(z) = |py|. In this subsection we consider the
situation where the two turning points correspond to v(z) = −|py|. This includes
both the conventional tunneling regime from section 6, where we took only the
two real turning points into account, as well as the regime of above-barrier
scattering from section 5 when we consider only the middle two turning points.
The final answers for the reflection and transmission coefficients in this case are
similar to those for an ordinary Schro¨dinger equation. Therefore we speak of
Schro¨dinger-like cases.
The computations for both cases are similar [23], but the one for above-
barrier scattering is slightly more complicated. Therefore we will focus on it
below, leaving the other one to the reader. For above-barrier scattering the
turning points are complex. Hence we have to consider the method of compar-
ison equations in a complex domain D, containing these turning points as well
as the real axis.
Let us consider two simple complex turning points, z1− and z1+. Since the
problem is of barrier-type, γ20 = 1, and we set φ0(z1−) = −φ(z1+) = −ib. We
assume that the branch cut is placed between the two turning points, and define
x1/2 =
√
x, x > x0, (B.43)
x1/2 = e−ipi
√
x, x < x0, (B.44)
where x0 is the point where the Stokes line from z1+ to z1− crosses the real
axis, see section 5. Performing the integration on the positive side of the cut,
we find that
K = 2i
∫ z1+
x+0
(v2(z)− p2y)1/2dz = i
∫ z1+
z1−
(v2(z)− p2y)1/2dz = −
pib2
2
. (B.45)
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We remind the reader that x0 is the point where the Stokes line from z1+ to
z1− crosses the real axis, see section 5, and that with x±0 , we mean the point
x0 ± ε when ε → 0. The first equality above follows from the definition in
equation (79), and the second one from the fact that v(x) is a real function.
The third equality, which is the most important for this subsection, follows
from equation (B.12).
With the help of equation (B.12), one then determines the mapping φ0(z).
We set the lower limit to z1−, and then split the integrals into two parts. The
first part goes along the cut, and connects the turning point to the real axis.
Using equation (B.45) and expanding for large φ0, we find that∫ x
x−0
√
v2(x′)− p2y dx′ ∼= −
1
2
φ20 −
b2
4
− b
2
2
ln
(
−2φ0
b
)
, x < x0∫ x
x+0
√
v2(x′)− p2y dx′ ∼=
1
2
φ20 +
b2
4
+
b2
2
ln
(
2
φ0
b
)
, x > x0.
(B.46)
Contrary to the two previous examples, equation (B.15) shows that this time
γ01 = 0, (B.47)
due to the fact that both turning points correspond to v(z1±) = −|py|. This
implies that the comparison equation will be identical with the one for an or-
dinary Schro¨dinger equation, and that we can therefore expect similar results.
Using equation (B.14), we find that φ1(x) equals
φ1(x) ∼= −1
2
φ−10
∫ v(x)
−|py|
idv√
v2 − p2y
, x < x0,
φ1(x) ∼= 1
2
φ−10
∫ v(x)
−|py|
idv√
v2 − p2y
, x > x0.
(B.48)
The related equation (B.3) reduces to
h2
d2V
dφ2
+
(
φ2 + b2
)
V (φ) = 0, (B.49)
which is indeed the same as for an ordinary Schro¨dinger equation. Its solution
is given by
V (φ) = c1Dν(
√
2eipi/4h−1/2φ) + c2D−ν−1(
√
2e3ipi/4h−1/2φ), ν = −1
2
− ib
2
2h
.
(B.50)
As in the previous subsection, we now construct the exact solution using equa-
tion (B.4). Then we make asymptotic expansions of the parabolic cylinder
functions and apply the mapping (B.46), (B.48). Matching the result to the
scattering states (30), we obtain the reflection and transmission coefficients (82),
which are similar to those for an ordinary Schro¨dinger equation [23].
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The computation for tunneling through the barrier runs entirely similar, the
main difference being that this time the turning points are real and that K
is positive instead of negative. However, as indicated in section 6 and shown
in [23], up to these differences the final answer is exactly the same.
Appendix B.5. Application to above-barrier scattering
In the previous subsection we applied the method of comparison equations
to above-barrier scattering for two turning points that both correspond to
v(z) = −|py|. However, in section 5, we saw that upon near-normal incidence on
a short-range potential, the two complex turning points z1+ and z2+, that cor-
respond to v(z1+) = −|py| and v(z2+) = |py| respectively, merge. So if we want
to derive an expression for the reflection coefficient that is valid at near-normal
incidence, we should apply the method of comparison equations to these two
turning points. Since they are connected by an anti-Stokes line, we are dealing
with a well-type problem, and hence γ20 = −1. The turning points z1+ and z2+
are mapped to −ib and ib respectively, and the branch cut is placed between
these two points. Applying the mapping (B.12), we find that
S =
∫ z2+
z1+
(v2(z)− p2y)1/2dz = −
pib2
2
, (B.51)
where S was defined earlier in equation (87). From figure 3 b), we see that
four anti-Stokes lines emerge from the cluster. Since we are interested in the
wave function along the lower two lines, we consider φ0 in the lower half-plane.
Applying equation (B.12) once more, we find∫ z
z1+
(v2 − p2y)1/2dz′ = −
pib2
4
+
i
2
φ0(φ
2
0 + b
2)1/2 +
ib2
2
ln
[
φ0
b
+
(
φ20
b2
+ 1
)1/2]
.
(B.52)
We proceed by determining γ01 with equation (B.15), and obtain γ01 = 1. This
allows us to calculate φ1(z). We find that
φ1(z) =
1
2φ
′
0R
−1/2
0
(∫ z
z1+
iv′(z′)
(v2 − p2y)1/2
dz′ + i ln
[
φ0
b
+
(
φ20
b2
+ 1
)1/2]
− pi
2
)
.
(B.53)
The related equation (B.3) reduces to
h2
d2V
dφ2
+
(−φ2 − b2 + h)V (ξ) = 0, (B.54)
and has the solution
V (φ) = c1Dν(
√
2h−1/2φ) + c2D−ν−1(i
√
2h−1/2φ), ν = − b
2
2h
, (B.55)
in terms of the aforementioned parabolic cylinder functions. Looking at the
asymptotic expansions (B.39), we see the solutions represent traveling waves
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along the lines Arg(φ) = −pi/4 and Arg(φ) = −3pi/4 in the lower half plane.
Therefore we make an expansion along these lines, and then make use of the
mapping (B.52) and (B.53). We then obtain the asymptotic expansion of the
solution of the original equation on the anti-Stokes lines γ1 and γ2 in figure 10.
In terms of the functions η˜±1 (z), defined in (21), let us write
ψ(z) = cγ11 η˜
+
1 (z), (B.56)
on γ1 and
ψ(z) = cγ21 η˜
+
1 (z) + c
γ2
2 η˜
−
1 (z), (B.57)
on γ2. Then we find that
cγ21
cγ11
= 1,
cγ22
cγ11
= −ia, (B.58)
where a was defined in equation (86). The first exponent in (21) becomes
(−g)∓1/2, and we immediately see that upon passing from γ2 to γ1, equation (84)
goes over in equation (85).
Appendix B.6. Application to the exactly solvable potential increase
In this final subsection, we apply the method of comparison equations to the
situation considered in section 7. As before, we consider a cluster of two turning
points, namely the turning points z2+ and z1+ that lie above the real axis,
with Re(z2+) < Re(z1+), and v(z2+) = |py|, v(z1+) = −|py|. These turning
points are mapped to −a and a respectively, and we see that the situation
exactly coincides with the p-n junction that was considered in Appendix B.3.
However, this time we want to consider the asymptotic representation of the
exact solutions along different anti-Stokes lines. To find the transmitted wave,
we need the solution along the anti-Stokes line γ1 in figure 11, which corresponds
to Arg(φ) = 0 in the comparison equation. On the other hand, we find the
incoming and reflected waves by considering the solution along the anti-Stokes
line γ2, that corresponds to the line Arg(φ) = −pi/2 in the comparison equation.
A second difference is that we want to have all wavefunctions defined with
respect to the reference point z1+.
Applying the method of comparison equations as in Appendix B.3, one can
show that the comparison equation for this case equals
h2
d2V
dφ2
+
(
φ2 − a2 − ih)V (φ) = 0, (B.59)
which has the solution
V (ξ) = c1Dµ−1(
√
2eipi/4h−1/2φ)+ c2D−µ(
√
2e3ipi/4h−1/2φ), µ =
ia2
2h
, (B.60)
in terms of the parabolic cylinder functions. We then use the asymptotic ex-
pansions of the parabolic cylinder functions and apply the mapping φ = φ(z) to
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find the asymptotic expansion of the exact solution along the anti-Stokes lines
γ1 and γ2 in figure 11. Introducing the coefficients c
γ1
1 and c
γ2
1,2 as in the previous
subsection, one finds that
cγ21
cγ11
= 1,
cγ22
cγ11
= −i
(
1− e−2S/h
)1/2
e−iθ, (B.61)
in terms of the quantities S and θ defined by equations (117) and (118), respect-
ively.
The reflection coefficient (116) is then obtained by a procedure similar to
that in section 5. One starts with a transmitted wave, that is defined with
respect to the point x0 on the real axis. Then one changes the reference point
to z1+, and uses the result (B.61) to make the transition from the anti-Stokes
line γ1 to the anti-Stokes line γ2. Finally, one changes the reference point back
to x0 and finds the reflection coefficient (116).
Appendix C. Relations between asymptotic scattering states
In a previous paper [14] the authors placed particular emphasis on the geo-
metric interpretation of the amplitude factor of the function Ψ(x) in (4) in terms
of the Berry phase. The scattering states defined there are different from those
we have introduced in the current paper. Here we establish the relationship
between different scattering states.
First we notice that using (11) we can write relation (9) as
Ψ =
(
1 + i sgn(py)gˆ
1− i sgn(py)gˆ
)
η1(x), gˆ =
1
|py|
(
−ih d
dx
+ v(x)
)
. (C.1)
Using equation (30) and (34) we find
Ψ± =
e±iS(x0,x)/h√
px(x)
(
G∓1/2(x) + i ν sgn(py)G±1/2(x)
G∓1/2(x)− i ν sgn(py)G±1/2(x)
)
. (C.2)
In the electron region (ν = −1) the latter can be written as
Ψ± =
e±iS(x0,x)/h√
px(x)
√
2|v(x)|
|py|
(
e−iφ
±
p /2
eiφ
±
p /2
)
, (C.3)
where φ+p + φ
−
p = pi sgn(py),
cos(φ+p ) =
px
|v(x)| , sin(φ
+
p ) =
py
|v(x)| . (C.4)
For the hole region (ν = 1) we can write (C.2) as
Ψ± =
e±iS(x0,x)/h√
px(x)
eipi sgn(py)/2
(
G±1/2(x)− i sgn(py)G∓1/2(x)
−G±1/2(x)− i sgn(py)G∓1/2(x)
)
, (C.5)
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or
Ψ± = eipi sgn(py)/2
e±iS(x,x0)/h√
px(x)
√
2|v(x)|
|py|
(
e−iφ
±
p /2
−eiφ±p /2
)
. (C.6)
Comparing (C.3), (C.6) with asymptotic scattering states Ψ˜± defined in [14] we
find that in the electron region
Ψ± =
√
2|py|−1/2Ψ˜±, (C.7)
while in the hole region
Ψ± =
√
2eipi sgn(py)/2|py|−1/2Ψ˜±. (C.8)
The change in the definition of the asymptotic scattering states leads to a cor-
responding change of the phase of the transmission coefficient for tunneling from
an electron region to a hole region, cf. equation (62) of the current paper and
equation (125) in [14].
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