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The methodical approach to an estimation of efficiency of the masking means is developed, 
allowing strictly enough to consider distributions of intensity of radiation on surfaces of object 
and a spreading surface. By embedding the amplitude distribution of the object radiation along 
the external surface of camouflaged means in the total distribution of the whole area received 
compound distribution in a subject plane with the further transfer of the image to a focal plane of 
sweeping system. It is shown, that at equal values of noise in images of the disguised object and 
a spreading surface distinction in signal levels in 5-10 % does not render essential influence on 
likelihood indicators of distinction.
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Разработан методический подход к оценке эффективности маскирующих средств, 
позволяющий достаточно строго учитывать распределения интенсивностей излучения 
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по поверхностям объекта и подстилающей поверхности. Путем вложения амплитудного 
распределения излучения объекта по внешней поверхности маскирующего средства в 
суммарное распределение общей площади получено составное распределение в предметной 
плоскости с дальнейшим переносом изображения в фокальную плоскость системы разведки. 
Показано, что при равных значениях шумов в изображениях замаскированного объекта и 
подстилающей поверхности различие в уровнях сигнала в 5-10 % не оказывает существенного 
влияния на вероятностные показатели различения. 
Ключевые слова: маскировочное средство, интенсивность излучения, распознавание.
Выбор и анализ средств маскировки объектов в ИК-диапазоне длин волн, когда в качестве 
разведывательного приемника используются приемники на основе матричных фотоэлементов, 
в настоящее время требуют достаточно строгих методических подходов [1–6]. С одной сто-
роны, придание средствам маскировки возможности полного скрытия защищаемого объекта, 
когда его излучающий контраст на фоновом излучении подстилающей поверхности близок 
к нулю, существенно усложняют его использование в типовых боевых условиях. С другой 
стороны, пропускание средством маскировки всего лишь некоторой части излучения объекта 
и представление его в рассматриваемых типах ИК-систем разведки в виде изображения по-
зволяют осуществлять достоверное обнаружение с использованием специальных алгоритмов 
распознавания (по фрагменту изображения объекта). Это подтверждает необходимость раз-
работки строгого методического подхода к обоснованию способов и характеристик средства 
маскировки, которые обеспечили бы эффективное скрытие объекта и были бы пригодны к их 
широкому использованию без ограничений.
При такой постановке задачи различения в поле зрения разведывательного приемника, 
имеющего соответствующее площадное ограничение, будет попадать замаскированный объ-
ект и не прикрытая маскировочным средством (МС) часть подстилающей поверхности (ПП), 
что соответствует в нашей задаче гипотезе H1. Когда в поле зрения наблюдается лишь ПП, 
ограниченная размерами поля зрения, то эта ситуация соответствует гипотезе H0. В обоих слу-
чаях размеры площадей поверхностей излучающих объектов ограничены. В случае гипотезы 
H1 общая ограниченная площадь поверхности, образованная полем зрения разведывательного 
приемника, разделяется на часть, которая прикрыта маскирующим средством (под которым, в 
свою очередь, находится объект и сугубо ПП), и на часть, которая представляет собой ПП. Для 
гипотезы H0 должна рассматриваться общая ограниченная площадь поверхности, образован-
ная полем зрения разведывательного приемника. 
Наличие таких ограничений требует учета размеров излучающих и пропускающих 
площадей, что предполагает использование для описания образования и распространения 
излучения (изображения) метода «интегрирования по источнику». В этом случае с исполь-
зованием функций размытия и начального амплитудного распределения излучения, исхо-
дящего с поверхности объекта, можно определить путем интегрирования по поверхности 
объекта амплитудное распределение излучения, исходящего от прикрываемого объекта, 
по внешней поверхности маскирующего средства. Это распределение «мозаичным обра-
зом» вкладывается в суммарное распределение общей площади, ограниченной полем зрения 
разведывательного ИК-приемника. Образованное таким путем составное распределение в 
предметной плоскости является в некотором смысле исходным для описания процесса пе-
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реноса изображения из рассматриваемой плоскости в фокальную (плоскость изображения) 
ИК-системы разведки.
С учетом изложенного рассмотрим задачу определения амплитудного распределения в 
плоскости изображения, соответствующего гипотезе H1. На рис. 1 представлена геометрия пас-
сивной локации замаскированного объекта с необходимыми обозначениями. Условия пассив-
ной локации, соответствующие гипотезе H0, представлены с необходимыми обозначениями на 
рис. 2.
Предположим, что амплитудное распределение излучения объекта задано и описывается 
функцией U0(α, β). Амплитудную функцию размытия маскировочного средства обозначим че-
рез F1(xм, yм, α, β). Тогда амплитудное распределение на внешней поверхности маскировочного 
средства будет иметь вид 
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Рис. 1. Геометрия пассивной локации замас-
кированного объекта (ситуация, соответст-
вующая гипотезе 1H ) 
Fig. 1. Geometry of passive location the ca-
mouflaged vehicle (the situation corresponding 
to the hypothesis 1H ) 
Рис. 2. Геометрия пассивной локации (ситуация, 
соответствующая гипотезе 0H ) 
Fig. 2. Geometry of passive location (the situation 
corresponding to the hypothesis 0H ) 
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ется функцией 0 ( , )U α β . Амплитудную функцию размытия маскировочного средства обозна-
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 Интегрирование в данном случае ведется по поверхности объекта, подлежащего мас-
кировке. Кроме того, будем полагать, что маскировочное средство обладает собственным 
излучением, так что амплитудное распределение на внешней поверхности маскировочного 
средства представляется в виде 
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где 2 м м( , )U х yΔ  – амплитудное распределение на внешней поверхности маскировочного 
средства, вызванное собственным распределением. 
Амплитудное распределение подстилающей поверхности может носить любой харак-
тер в зависимости от температурных и атмосферных условий, растительности, состава поч-
вы, времени года. Обозначим амплитудное распределение подстилающей поверхности через 
2пп м м( , )U х y , где координаты м м,х y  находятся вне внешней поверхности маскирующего сред-
ства. Следовательно, в предметной плоскости амплитудное распределение представляет со-
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где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегрирование ведется по внешней поверхности маскировочно-
го средства, а во втором – по поверхности подстилающей поверхности, исключая внешнюю 
поверхность маскировочного средства, и в пределах поверхности, ограниченной полем зре-
ния средства ИК-разведки.  
При известном амплитудном распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усреднения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выполняется по всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излучением 
подстилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, 
определим аналогично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
(3)
Амплитудное распределение для гипотезы H1 в плоскости изображения находится (в слу-
чае невозмущенной среды распространения) на основе интегрирования по соответствующим 
источникам:
 4
бой сумму распределений, имеющей различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения находится (в 
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 (5) 
где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегрирование ведется по внешней поверхности маскировочно-
го средства, а во втором – по поверхности подстилающей поверхности, исключая внешнюю 
поверхность маскировочного средства, и в пределах поверхности, ограниченной полем зре-
ния средства ИК-разведки.  
При известном амплитудном распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усреднения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выполняется по всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излучением 
подстилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, 
определим аналогично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t




бой сумму аспределений, имеющей различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения находится (в 
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 (5) 
где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – сре няя длина пт ческой волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегриро ание ведется по внешней поверхности маскировочно-
го средства, а во втором – по поверхности подстилающей поверхности, исключая внешнюю 
поверхность маскировочного средства, и в пределах поверхности, ограниченной полем зре-
ния средства ИК-разведки.  
При известном амплитудном распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усреднения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выполняется по всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излучением 
подстилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, 
определим аналогично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t




бой сумму распределений, имеюще  различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y х y
U х y х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения находится (в 
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 (5) 
где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемо  интегрирова ие ведется по внешней поверх ости маскировочно-
го средства, а во втором – по поверхности подстилающей поверхности, исключая внешнюю 
поверхность маскировочного средства, и в пределах поверхности, огра иченной полем зре-
ния средства ИК-разведки.  
При известном амплитудно  распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усреднения пр изведения комплексно-со ряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y х y F x y х y dx dy= ∫∫  (7) 
Интегрирова ие выпол яется о всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излуче ием 
подстилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, 
определим аналогично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
ординаты в  вход ой плоскости ф рмирующей оптики ( ис. 1 и 2); 
 4
бой сумму распределений, им ющей различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение ля гипот зы 1H  в п оскости изображения наход тся (в 
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 (5) 
где ,x y   – координаты во входн й пл ск сти ф рми ующей оптик  (р с. 1 и 2) об 1M f z= ; 
λ  – средняя длина оптической во ны; с ( , )P x y   – функция зрачка бъек ва. 
В первом слагае ом интегрирован е ведется по внешн й поверхн сти маскировочн -
го средства, а во тором – п  поверхности подстилающей поверхности, исключая внешнюю 
поверхность маскировочного средства, и в пределах по рхности, огран ченной полем зре-
ния средства ИК-разведки.  
При известном амплитудном распределении ( , )U х y  распределение инт сивности ус-
танавливаются путем усреднения про де ия комплекс -сопряж нных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x х y dx dy= ∫∫  (7) 
Интегрирование выполняется по всей верхности, огран ченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение инте сивности в плоскост  изображения, бусловленной злучением 
подстилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, 
определим аналогично пр дыдущему случаю:
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
; 
 4
бой сумму распределений, имеющей различную природу образования: 
2 м м 2 м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения находится (в 
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 (5) 
где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегрирование ведется по внеш ей поверхности маскировочно-
го средства, а во втором – по поверхнос и подстилающ й поверхности, исключая внешнюю 
поверхность маскировочн го с едства, и в п еделах верхности, ограниче ной полем зре-
ния средства ИК-разведки.  
При звестном амплитудном распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усред ения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выполняется по всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излучением 
подстилающей поверхности, находящейся в поле зрения разведыв тельног  ИК-приемника, 
определим аналогично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
 редня  длина оптической волны; 
 4
бой сум  распределений, меющей различную природу бразов ния: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения аходится (в 




1 2 м м 2.4 м м м
2пп м м 2.4 м м м
ПП
( , ) ( , ) ( , , , )
( , ) ( , , , ) ,
S
U х y U х y F x y х y dx dy





  (4) 
в выражении (4) 
( ) ( )









1 1( , , , )
( , ) ,
j x yj x y
fz
j x Mx x y My y
f
F x y x y e e
z f






− + + +⎡ ⎤⎣ ⎦
∞
= ×
×∫∫     
 (5) 
где ,x y   – координаты во вх дной плоскости форми ующей оптики (р с. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической в лны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегрирование ведется по внеш й поверхности маскиро очно-
го средства, а во вт ром – п  поверхности подст лающей поверхности, исключая внеш юю 
поверхность маскировочного средства, и в пределах поверхности, ограниченной полем зре-
ния средства ИК-разведки.  
При известном амплитудном распределении ( , )U х y  распределение интенсивности ус-
танавливаются путем усредн ния произведения комплексно- опряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выполняетс  по всей поверхности, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение интенсивности в плоскости изображения, обусловленной излучением 
подстилающей поверхности, находящейся в поле зр ния разведывательного ИК-приемника, 
определим анал гично предыдущ му сл чаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
 ункция зрачка объектива.
В первом слагаемом интегрирование ведется по внешней поверхности маскировочного 
средства, а во втором – по поверхности подст лающ й пов рх с и, исключая внешнюю п -
верхность маскировочного средства, и в пределах поверхности, ограниченной полем зрения 
средства ИК-разведки. 
При известном амплитудном распределении U(x, y) распределение интенсивности 
устанавливается путем усреднения произведения комплексно-сопряженных значений 
U(x, y) [7]
 4
бой сумму распределений, имеющей различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= +  (3) 
Ам литудное распределение д я г потезы 1H  в плоскости изобр жения находится (в 
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 (5) 
где ,x y   – координаты во входной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В пер ом слагаемом интегрирование ведется по внешней поверхности маскировочно-
го средства, а во втором – по поверхности подстилающей поверхности, исключая внешнюю 
поверхность маски ов ног  ср дства, и в пределах поверхности, ог ани енной полем зре-
ния средства ИК-разведки. 
П и известн м амплитудном распредел н и ( )U х y  спр деление интенси ости ус-
танавливаются путем усреднения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределени  в плос сти изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy∫∫  (7) 
Ин егриров ние выпол яется о всей поверхн ти, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Р спределение интенси н сти  плоскости зображения, бусловленной излучением 
подстилающей поверхности, аход щейся в поле зрения разведывательног  ИК-приемника, 
опред л м а алогично предыдущему случ ю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8) 
(6)
В этом случае амплитудное распределение в плоскости изображения 
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Интегрирование выполняется по всей поверхности, ограниченной полем зрения разведы-
вательного ИК-прие ника. 
Распределение интенсивности в плоскости изображения, обусловленной излучением под-
стилающей поверхности, находящейся в поле зрения разведывательного ИК-приемника, опре-
д лим а огично п едыдущему случаю:
 4
бой сумму распределений, имеющей различную природу образования: 
2 м м 2 м м 2 м м 2пп м м
2 м м 2пп м м
( , ) ( , ) ( , ) ( , )
( , ) ( , ).
U х y U х y U х y U х y
U х y U х y
Σ ′= + Δ + =
= + (3) 
Амплитудное распределение для гипотезы 1H  в плоскости изображения находится (в 
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 (5) 
где ,x y   – координаты во вх дной плоскости формирующей оптики (рис. 1 и 2); об 1M f z= ; 
λ  – средняя длина оптической волны; с ( , )P x y   – функция зрачка объектива. 
В первом слагаемом интегрирование ведется по внешней поверхности маскировочно-
г  средс ва, а о второ  – по поверхност  подст лающей поверхности, и ключая внешнюю 
п верхность маскировочног средства, и в пределах поверхности, огран ченной полем зре-
ния ства ИК-разведки.  
При известном ампл тудном распределении ( , )U х y  распределение интен ивн сти ус
танавливаются путе  усреднения произведения комплексно-сопряженных значений ( , )U х y  
[7] 
1( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (6) 
В этом случае амплитудное распределение в плоскости изображения  
п3
0 2пп м м 2.4 м м м м( , ) ( , ) ( , , , ) .
S
U х y U х y F x y х y dx dy= ∫∫  (7) 
Интегрирование выпо няется по всей поверхн сти, ограниченной полем зрения раз-
ведывательного ИК-приемника.  
Распределение нтенсивности в плоскости изображения, обусловленной излучением 
подстил ющ й оверхности, нах дящей я в поле з е я разведыват ьного ИК-прием ка,
преде м анал гично предыдущему случаю: 
0 0 0( , , ) ( , , ) ( , , )I x y t U x y t U x y t
∗= ⋅ . (8)  (8)
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Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на вход 
в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей различению, 
поставить в соответствие аддитивные смеси:
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
ход в виде добавки к фон вому излучению), о можно к ждой гипотезе, подлежащей разли-
чению, поставить в соответствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ) ( , , ).
H x y t I x y t n x y t




= +  (9) 
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ( , , )x y tξ  содержится сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . При этом гипотезы составляют полную группу событий, так что сумма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Размеры элемента матричного ИК-приемника удовлетворяют условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ  – чувствительная площадь поверхности 
элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего координа-
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
ηξ ξν
−Δ −Δ
= ∫ ∫ , (10) 
где e  – заряд электрона; h– постоянная Планка; ν  – средняя частота оптических колебаний. 
Применительно к сигналу от замаскированного объекта можем записать: 
1 1












Шум, обусловленный фоновым излучением и, возможно, излучением постановщика 
помех, прикрывающего объект, описывается выражением  
1 1












Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
 (9)
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ξ(x, y, t) содержится сигнал I1(x, y, t) или сигнал 
I0(x, y, t). При этом гипотезы составляют полную группу событий, так что сумма вероятностей 
P(H1) + P(H0) = 1.
Размеры элемента матричного ИК-приемника удовлетворяют условию 
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
вход в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей разли-
чению, поставить в соотв тствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ) ( , , ).
H x y t I x y t n x y t




= +  (9) 
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ( , , )x y tξ  содержится сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . При этом гипотезы составляют полную группу событий, так что сумма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Размеры элемента матричного ИК-приемника удовлетворяют условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ  – чувствительная площадь поверхности 
элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего координа-
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
ηξ ξν
−Δ −Δ
= ∫ ∫ , (10) 
где e  – заряд электрона; h– постоянная Планка; ν  – средняя частота оптических колебаний. 
Применительно к сигналу от замаскированного объекта можем записать: 
1 1












Шум, обусловленный фоновым излучением и, возможно, излучением постановщика 
помех, прикрывающего объект, описывается выражением  
1 1












Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
где ΔS – чувст и ельная площадь поверхн -
сти элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего коорди-
наты (xi, yi), можно определить с помощью выражения
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
вход в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей разли-
чению, поставить в соответствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ) ( , , ).
H x y t I x y t n x y t




= +  (9) 
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой с ес  ( , , )x y tξ  содерж тся сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . Пр  это  гипотезы составляют полную г уппу событий, так чт  умма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Разм ры элемента матричного ИК-приемника уд вл творяют условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ – ч встви ельная площадь поверхности 
элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего координа-
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
ηξ ξν
−Δ −Δ
= ∫ ∫ , (10) 
где e  – заряд электрона; h– постоянная Планка; ν  – средняя частота оптических колебаний. 
П именительно к сигналу от замаскированного бъекта можем записать: 
1 1












Шум, обусловленный фоновым излучением и, возможно, излучением постановщика 
помех, прикрывающего объект, описывается выражением  
1 1












Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распр деление внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
 (10)
где e – заряд электрона; h – постоянная Планка; 
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
вход в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей разли-
чению, поставить в соответствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ) ( , , ).
H x y t I x y t n x y t




= +  (9) 
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ( , , )x y tξ  содержится сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . При этом гипотезы составляют полную группу событий, так что сумма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Размеры элем нта матричного ИК-приемника удовлетво яю  условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ  – чувствительная площадь поверхности 
элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего координа-
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
ηξ ξν
−Δ −Δ
= ∫ ∫ , (10) 
где e  – заряд электрона; h– постоян ая Планка; ν  – средняя частота оптических колебаний. 
Применительно к сигналу от замаскированного объекта можем записать: 
1 1












Шум, обусловленный фоновым излучением и, возможно, излучением постановщика 
помех, прикрывающего объект, описывается выражением  
1 1












Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
  редня  частота оптических колебаний.
Применительно к сигналу от замаскированного объекта можем записать:
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
вход в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей разли-
чению, поставить в соответствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ( , , ).
H x y t I x y t n x y t




= +  (9) 
Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ( , , )x y tξ  содержится сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . При этом гипотезы составляют полную группу событий, так что сумма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Размеры элемента матричного ИК-приемника удовлетворяют условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ  – чувствительная площадь поверхности 
элемента приемника. Величину сигнала (тока), снимаемого с элемента, имеющего координа-
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
ηξ ξν
−Δ −Δ
= ∫ ∫ , (10) 
где e  – заряд электрона; h– пост янная Планка; ν  – средняя частота оптических колебаний. 
Применительно к сигналу от замаскированного объекта можем записать: 
1 1












Шум, обусловленный фоновым излучением и, возможно, излучением постановщика 
помех, прикрывающего объект, описывается выражением  
1 1












Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
. (11)
Шум, обусловленный фоновым излучением и, возможно, излучением постановщика по-
мех, прикрывающего объект, опис вается выражением 
 5
Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
вход в виде добавки к фоновому излучению), то можно каждой гипотезе, подлежащей разли-
чению, поставить в соответствие аддитивные смеси: 
1 1 1
0 0 0
: ( , , ) ( , , ) ( , , );
: ( , , ) ( , , ) ( , , ).
H x y t I x y t n x y t
t I x y t n x y t
ξ = +
+  (9) 
Определим «за противника» оптимальный алго итм обработки входного воздействия, 
обеспечивающего наилучшим образом (в смысле минимального значения суммарной ошиб-
ки) определение, что в принимаемой смеси ( , , )x y tξ  содержится сигнал 1( , , )I x y t  или сиг-
нал 0 ( , , )I x y t . При эт м гипотезы составляют полную руппу событий, так что сумма вероят-
ностей 1 0( ) ( ) 1P H P H+ = . 
Размеры элемента матр чного ИК-приемника удовлетворяют условию 
2
1 1 1 1 1( ) ( )i i j jS x x y y x y− −Δ = − ⋅ − = Δ ⋅Δ = Δ ⋅Δ = Δ , где SΔ  – чувствительная площадь поверхности 
элемента приемника. Величину сигнала (тока), с имаемого с элемента, имеющего координа
ты ( , )i jx y , можно определить с помощью выражения 
1 1





ei j x y dxdyh
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где e  – заряд электрона; h– постоянная Планка; ν  – средняя частота оптических колебаний. 
Применительно к сигналу от замаскированного объекта можем записать: 
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Шум, обусловленный фоновым из учением и, возможно, излучением постановщика 







Аналогичными выражениями ожно описать  сигнал от подстилающей поверхности.
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
. (12)
Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать:
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Если учесть фоновое излучение и внутренние шумы приемника (пересчитанные на 
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Определим «за противника» оптимальный алгоритм обработки входного воздействия, 
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Аналогичными выражениями можно описать и сигнал от подстилающей поверхности. 
Следовательно, мы можем записать: 
1 1 1 1 1
0 0 0 0 0
: ( , ) ( , ) ( , )
: ( , ) ( , ) ( , )
ij ij
ij ij
H i j n i j I i j n I
H i j n i j I i j n I
ξ
ξ
= + = +
= + = +
 
  , (13) 
где 1... ; 1... ,i m j l m l= = ×  – размеры матрицы ИК-приемника. 
В рассматриваемом случае распределение внутренних шумов приемника является, как 
правило, нормальным. В соответствии с [8] плотность вероятности шума можно записать как 
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где i = 1…m; j = 1…l; m × l – размеры матрицы ИК-приемника.
В рассматриваемом случае распределение вну енних шумов приемника является, как 
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где 2шσ  – средний квадрат (дисперсия) флуктуац й шум ; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
Поэтому многомерные условные плотности распределения изображений на выходе 
приемника, соответствующие гипотезам 1H  и 0H  в предположении о статистической незави-
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
Применительно к задаче различения сигналов в данной ситуации наиболее приемлем 
критерий идеального наблюдателя [9]. Определим алгоритм принятия решения: 
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где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
лей равны, алгоритм принятия решения примет следующий вид: 
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где 2шσ  – средний квадрат (диспе сия) флуктуац й шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента при ника за время отсчета. 
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где 1( )prP H  и 0( )prP H  – априорные вероят ости. 
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат зн чения шумов на 
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где 1( )prP H  и 0( )prP H  – априорные ве оятности. 
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Учитывая, что приорн е ве оятности получения сиг алов от истинной и ложной це-
лей равны, алгоритм принятия решения примет следующий в д: 
 1 011
01 1









Σ − Σ≥= Δ + Δ =〈∑∑   (19) 
квадрат значения шумов а ы-
ходе ij-го элемента приемника за время отсчета.
– 268 –
Yuri L. Koziratsky, Andrey N. Smarov… The Methodical Approach to an Estimation of Camouflage Means Efficiency
Поэтому многомерные условные плотности распределения изображений на выходе прием-
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
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где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
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где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
Поэтому многомерные условные плотности распределения изображений на выходе 
приемника, соответствующие гипотезам 1H  и 0H  в предположении о статистической незави-










1(..., ,... / ) ;
2





















1(..., ,... / ) ,
2













гд 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
Применительно к задаче различения сигналов в данной ситуации наиболее приемлем 
критерий идеального наблюдателя [9]. Определим алгоритм принятия решения: 
2 2




0 0 1 12
ш 1 1
( ) ( )
1 2
0 1 1
1 ( ) ( )
21
0
(..., ,... / ) ( )1




ij ij ij ij ij ij
l m
ij ij ij ij ij ij
i j




I n I n
pr
pr











− − − − −
= =








  (17) 
где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
лей равны, алгоритм принятия решения примет следующий вид: 
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где 2шσ  – средний квадрат (дисперсия) флуктуаций ума; 2ijn  – квадрат значения умов на 
в ходе ij -го элемента приемника за время отсчета. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
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где Ppr(H1) и Ppr(H0) – априорные вероятн сти.
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
Поэт му огомерные условные плотности распределения изображений на выходе 
прие ика, соответствующи  гипотезам 1H  и 0H  в п ед олож и о статистической незави-
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
Применительно к задаче различения сигналов в данной ситуации наиболее приемлем 
критерий ального наблюдате я [9]. О ре елим алгоритм принятия решения: 
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  (17) 
где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
лей равны, алгоритм принятия решения пр мет с едующий вид: 
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
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приемника, соответствующие гипотезам 1H  и 0H  в предположении о статистической незави-
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответстве но. 
Применительно к задаче различения сигналов в данной ситуации наиболее приемлем 
критерий идеального наблюдателя [9]. Определим алгоритм принятия решения: 
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где 1( )prP H  и 0( )prP H  – априорные вероятности. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
лей равны, алгоритм принятия решения примет следующий вид: 
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где 2шσ  – средний квадрат (дисперсия) флуктуаций шума; 2ijn  – квадрат значения шумов на 
выходе ij -го элемента приемника за время отсчета. 
Поэтому многомерные условные плотности распределения изображений на выходе 
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где 1ijI  и 0ijI  – значения токов в элементе матрицы приемника от замаскированного объекта и 
ПП соответственно. 
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
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Учитывая, что априорные вероятности получения сигналов от истинной и ложной це-
лей равны, алгоритм принятия р ш ни  примет с едующий вид: 
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Структурная схема оптимального приемника, реализующего алгоритм (3.36), представле-
на на рис. 3. 
Проведем анализ алгоритма, изображенного на рис. 3. Как видно из выражения (9), ве-
личина q1 представляет собой сумму большого числа случайных величин и в соответствии с 
центральной предельной теоремой ее закон распределения может быть признан нормальным. 
Поэтому для определения вероятности суммарной ошибки Pc(q1) достаточно найти математи-
– 269 –
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ческое ожидание и дисперсии плотности вероятности распределения q1 при условии справед-
ливости гипотез H1 и H0. 
Если справедлива гипотеза H1, то 
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ведливости гипотез 1H  и 0H .  
 
 
Рис. 3. Структурная схема оптимального приемника при различении двух изображений  
Fig. 3. Block diagram of the optimal receiver for distinguishing between two images 
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Тогда плотности вероятности распределения величины 1q  будут описываться выражениями: 
 математическое ожидание 
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Тогда плотности вероятности распределения величины 1q  будут описываться выражениями: 
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Тогда плотности вероятности распределения величины 1q  будут описываться выражениями: 
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Аналогично для гипотезы H0:
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Тогда плотности вероятности распределения величины 1q  будут описываться выражениями: 
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Вероятность суммарной ошибки с учетом выбранного критерия и выражений (24) 
можно определить с помощью выражения 
( )
* *
c 1 1 0 1 0 1 0
* *
0 1 1 0 1 2 1 1 0 1
( ) ( ) ( / ) ( ) ( / )
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(25) 
где 1 0( ) ( ) 0,5pr prP H P H= =  – априорные вероятности появления в поле зрения замаскированно-
го объекта и лишь ПП; *0 1( / )P H H  – вероятность принятия замаскированного объекта за ПП; 
*
1 0( / )P H H  – вероятность принятия ПП за замаскированный объект. 
  Вероятности перепутывания будут определяться выражением 
(1) (2)
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Полученные таким образом вероятности перепутывания позволяют оценить эффек-
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Рис. 3. Структурная схема оптимального приемника при различении двух изображений 
Fig. 3. Optimal receiver structural schematics with the differences of two images
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Структурная схема оптимального приемника, реализующего алгоритм (3.36), пред-
ставлена на рис. 3.  
Проведем анализ алгоритма, изображе о на рис 3. Как видно из выра  (9), ве-
личина 1q предс авляет собой сумму большого числа случайных величин и в с тствии с 
центральной предельной теоремой ее закон распределе ия мож т быть признан нормальным. 
Поэтому для преде ения в роят ости суммарной ошибки 1( )cP q  достаточно найти матема-
тическое ожидание и дисперсии плотности вероятности распределения 1q  при условии спра-
ведливости гипотез 1H  и 0H .  
 
 
Рис. 3. Структурная схема оптимального приемника при различен и двух изображений  
Fig. 3. Block diag m of the optimal receiver for di tinguishing between two images 
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Аналогично для гипотезы 0H : 
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Тогда плотности вероятности распределения величины 1q  будут описываться выражениями: 
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Полученные таким образом вероятности перепутывания позволяют оценить эффектив-
ность средства маскировки и кроме этого, что весьма важно, обеспечивают построение модели 
процесса поиска замаскированного бъекта в усл виях реднамерен ых омех.
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 от значений сигналов и шу ов 
было проведено математическое моделирование на ПЭВМ в среде Matcad. Пример распределе-
ния интенсивностей по поверхностям изображений подстилающей поверхности и замаскиро-
ванного объекта приведен на рис. 4. 
В качестве тестового изображения задано изображение квадрата размерностью 10х10 эле-
ментов с неоднородной интенсивностью излучения (среднее значение интенсивности 55-60). 
Каждый элеме т изображения соответствует элементу матрицы фотоприемника с соответ-
ствующими этому элементу значениями токов, возникающих в матрице приемника. В центре 
изображения задавался тестовый замаскированный объект в виде квадрата размерностью 4х4 
элемента, имеющий увеличенную интенсивность.
Для оценки вероятности суммарной ошибки от степени подобия изображений в изображе-
нии замаскированного объекта изменялись значения элементов (К элементов имели интенсив-
ность большую, чем в изображении подстилающей поверхности, на 10-90 %), при этом уровень 
шумов был одинаковым.
На рис. 5 представлены графики зависимости вероятности суммарной ошибки от степени 
подобия изображений.
Из анализа полученных зависимостей можно сделать следующие выводы. При равных 
значениях шумов (в нашем случае 1 2 10n n= = ) в изображениях замаскированного объекта и 
H1                                                                   H0
Рис. 4. Пример распределения интенсивностей на изображениях замаскированного объекта и 
подстилающей поверхности














































Вероятность суммарной ошибки с учетом выбранного критерия и выражений (24) 
можно определить с помощью выражения 
( )
* *
c 1 1 0 1 0 1 0
* *
0 1 1 0 1 2 1 1 0 1
( ) ( ) ( / ) ( ) ( / )




P q P H P H H P H P H H





⎧ ⎫⎪ ⎪= + = +⎨ ⎬
⎪ ⎪⎩ ⎭∫ ∫  
(25) 
где 1 0( ) ( ) 0,5pr prP H P H= =  – априорны  вероятности появления в пол  зрения замаскированно-
го бъекта и лишь ПП; *0 1( / )P H H  – вероятность приня я з маскированног  объект  за ПП; 
*
1 0( / )P H H  – вероятность принятия ПП за замаскированный объект. 
  Вероятности перепутывания будут определяться выражением 
(1) (2)
пер 1 0 1 пер 1 1 1( / ) ;    ( / ) .
h
h




= =∫ ∫  (26) 
Полученные таким образом вероятности перепутывания позволяют оценить эффек-
тивность средства маскировки и кроме этого, что весьма важно, обеспечивают построение 
модели процесса поиска замаскированного объекта в условиях преднамеренных помех. 
Для исследования зависимости вероятностей cP , (1)перP  и (2)перP  от значений сигналов и 
шумов было проведено математическое моделирование на ПЭВМ в среде Matcad. Пример 
распределения интенсивностей по поверхностям изображений подстилающей поверхности и 
замаскированного объекта приведен на рис. 4.  
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подстилающей поверхности различие в уровнях сигнала в 5-10 % не оказывает существенного 
влияния на вероятностные показатели различения. Для достижения максимальных значений 
вероятности суммарной ошибки и перепутывания при прикрытии объектов маскировочными 
средствами будет эффективным применение активных маскирующих помех, подобранных по 
мощности, при этом уровень необходимой мощности помехи не слишком отличается (на еди-
ницы процентов) от уровня мощности сигнала.
Таким образом, с использованием метода интегрирования по источнику получено ампли-
тудное распределение излучения, исходящего от прикрываемого объекта, по внешней поверх-
ности маскирующего средства. Путем его вложения в суммарное распределение общей площа-
ди, ограниченной полем зрения разведывательного ИК-приемника, можно оценить составное 
распределение в предметной плоскости с дальнейшим переносом изображения из рассматри-
ваемой плоскости в фокальную плоскость системы разведки. Это позволило разработать ме-
тодический подход к оценке эффективности маскирующих средств, позволяющий достаточно 
строго учитывать распределения интенсивностей излучения по поверхностям объекта и под-
стилающей поверхности. 
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В качестве тестового изображения задано изображение квадрата размерностью 10х10 
элементов с неоднородной интенсивностью излучения (среднее значение интенсивности 55-
60). Каждый элемент изображения соответствует элементу матрицы фотоприемника с соот-
ветствующими этому элементу значениями токов, возникающих в матрице приемника. В 
центре изображения задавался тестовый замаскированный объект в виде квадрата размерно-
стью 4х4 элемента, имеющих увеличенную интенсивность. 
Для оценки вероятности суммарной ошибки от степени подобия изображений в изо-
бражении замаскированного объекта изменялись значения элементов (К элементов имели ин-
тенсивность большую, чем в изображении подстилающей поверхности, на 10-90 %), при этом 
уровень шумов был одинаковым. 
На рис. 5 представлены графики зависимости вероятности суммарной ошибки от сте-
пени подобия изображений. 
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