Purpose: A prototype QC phantom system and analysis process were developed to characterize the spectral capabilities of a fast kV-switching dual-energy computed tomography (DECT) scanner. This work addresses the current lack of quantitative oversight for this technology, with the goal of identifying relevant scan parameters and test metrics instrumental to the development of a dual-energy quality control (DEQC). Methods: A prototype elliptical phantom (effective diameter: 35 cm) was designed with multiple material inserts for DECT imaging. Inserts included tissue equivalent and material rods (including iodine and calcium at varying concentrations). The phantom was scanned on a fast kV-switching DECT system using 16 dual-energy acquisitions (CTDIvol range: 10.3-62 mGy) with varying pitch, rotation time, and tube current. The circular head phantom (22 cm diameter) was scanned using a similar protocol (12 acquisitions; CTDIvol range: 36.7-132.6 mGy). All acquisitions were reconstructed at 50, 70, 110, and 140 keV and using a water-iodine material basis pair. The images were evaluated for iodine quantification accuracy, stability of monoenergetic reconstruction CT number, noise, and positional constancy. Variance component analysis was used to identify technique parameters that drove deviations in test metrics. Variances were compared to thresholds derived from manufacturer tolerances to determine technique parameters that had a nominally significant effect on test metrics. Results: Iodine quantification error was largely unaffected by any of the technique parameters investigated. Monoenergetic HU stability was found to be affected by mAs, with a threshold under which spectral separation was unsuccessful, diminishing the utility of DECT imaging. Noise was found to be affected by CTDIvol in the DEQC body phantom, and CTDIvol and mA in the DEQC head phantom. Positional constancy was found to be affected by mAs in the DEQC body phantom and mA in the DEQC head phantom. Conclusion: A streamlined scan protocol was developed to further investigate the effects of CTDIvol and rotation time while limiting data collection to the DEQC body phantom. Further data collection will be pursued to determine baseline values and statistically based failure thresholds for the validation of long-term DECT scanner performance.
INTRODUCTION
Currently, the standard for routine quality control of singleenergy computed tomography (SECT) is set by the American College of Radiology (ACR) in its CT QC Manual. 1 It recommends daily artifact analysis and monitoring of the mean and standard deviation of the CT number of water. While this document represents an excellent standard for use with SECT imaging, little attention has been paid to quality control of clinical dual-energy CT (DECT) systems. These scanners often incorporate more advanced hardware, such as the fastkVp switching system used by GE 2 or the split-filter system both used by Siemens, or the dual-layer detector system used by Philips. 3, 4 In addition, dual-energy CT scanners produce distinct image types such as virtual monoenergetic, virtual noncontrast and material density images that are unique to DECT imaging. 5, 6 Neither the capabilities of this hardware nor the consistency of these unique image types can be monitored using a single-energy quality control program.
Since the release of the first clinical dual-energy CT scanner in 2006, 3 many studies have investigated the growing range of dual-energy hardware and software solutions as well as the novel data produced by them. Of particular interest was the use of the virtual monoenergetic reconstructions, which allow the user to vary the image contrast by selecting the virtual keV of the reconstruction and thus the relative influence of photoelectric and Compton processes. [7] [8] [9] Monoenergetic reconstructions have been evaluated for iodine contrast-to-noise ratio (CNR), [10] [11] [12] noise equivalence to SECT, 10, [12] [13] [14] [15] NPS across keV, 13 spatial resolution, 13 and low-contrast detectability. 16 Due to the theoretical reduction in beam hardening possible with dual-energy techniques, [6] [7] [8] [9] higher energy monoenergetic images have been investigated for their reduction in beam hardening from bone, 14, 17 as well as reduction in metal artifact. [18] [19] [20] [21] [22] Since dual-energy CT has the potential to be used in a quantitative fashion, it is vital to validate the attenuations derived from monoenergetic reconstructions as well as the material concentrations derived from material density images. Of particular interest has been the quantification of iodine, either using calculated concentration [23] [24] [25] [26] or enhancement 6, 27, 28 based on concentration values from a material density image provided by GE systems or iodine overlay images provided by Siemens systems, respectively. 13, 29 In general, measurements of iodine concentration and enhancement were found to be highly correlated with true iodine concentration. 23, 25, 29, 30 Iodine quantification error was shown to vary based on position within a phantom by Zhang et al., 13 however the opposite was found by Matsuda et al. 29 It is worth noting, however, that Matsuda et al. evaluated iodine quantification solely based on a 65 keV monoenergetic reconstruction and not with material density images. Iodine quantification error was also shown to increase with increasing phantom size; 25 however, this effect has been disputed by other studies. 6, 23, 29 Evaluation of the CT number stability for monoenergetic reconstructions has shown dependence on phantom size, as well as greater inaccuracies for dense materials in low keV reconstructions. 30, 31 This effect may be due to suboptimal correction of beam hardening effects for these energies. The presence of tin filtration has also been shown to affect the CT numbers from monoenergetic reconstructions created using the Siemens systems. 27, 28 While these studies have shed light on the characterization of these dual-energy CT systems, evaluation has yet to be performed on multiple scanners over time in order to lay the framework for a dual-energy quality control (DEQC) process. A number of steps must be taken in order to work toward a pertinent and clinically implementable DEQC process. First, the system response must be characterized through exploratory research using a comprehensive phantom and a wide range of acquisition parameters, phantom inputs and test metrics, isolating a subset worthy of continued study. Second, long-term data collection should be pursued to determine relative failure rates and establish limits based on clinical endpoints. Finally, a streamlined phantom and protocol can be designed that targets the acquisition parameters, phantom inputs, and test metrics shown to be tied to scanner performance, while allowing for ease of implementation in a typical clinical setting. To that end, this paper targets the first of the three steps through the development of a prototype exploratory phantom system and protocol for extensive data collection using a fast kV-switching DECT system.
MATERIALS AND METHODS

2.A. Prototype phantom design
In order to investigate both body-specific and neuro-specific challenges and acquisition techniques as part of our investigation, a two-part prototype phantom was designed (Fig. 1) . The outer shape of the phantom was elliptical to approximate the shape of the human torso. The phantom was designed to mimic the body habitus of a larger patient with an equivalent diameter of approximately 35 cm. This elliptical body phantom contained an insert which could be removed for separate scanning with neuro specific Gemstone Spectral Imaging (GSI) presets, which define fixed combinations of technique parameters available in dual-energy mode. When separate from the body phantom, this insert is referred to as the "DEQC head phantom". Both the DEQC body and head phantoms were constructed from a uniform epoxy resin-based background material (of approximately 22 HU at 120 kVp) with a high-density polyethylene (HDPE) slip-ring between the head insert and the larger body phantom.
2.A.1. Material inserts
Given the exploratory nature of the investigation, a variety of tissue and material inserts were included in the DEQC phantom (Table I ). These inserts, unlike the materials traditionally used in SECT phantoms, were designed to be spectrally equivalent across the range of virtual keVs simulated in DECT. Insert compositions and concentrations were chosen based on their applicability to current clinical and research applications of DECT. While this variety of inserts allowed for the evaluation of a range of clinically relevant endpoints, including virtual calcium removal, iron and iodine differentiation, material density linearity and effective Z estimation, a smaller subset of inserts were used to evaluate possible DEQC test metrics.
The arrangement of the inserts within the phantom is shown in Fig. 1 and was determined based on the reduction of beam hardening and test metric considerations (see below). The insert rods measure 2.8 cm in diameter and extend the entire 15 cm length of the phantom to ensure that data incorporated in the image due to helical overranging did not include any air gaps or background material. Both material and tissue equivalent inserts detailed in Table I were developed and manufactured in conjunction with Gammex, Inc (Middleton, WI, USA).
All inserts underwent both quantitative and qualitative testing to ensure uniformity, accuracy, and, if needed, intercomparability. Any inserts not uniform to within 2 HU along the z-axis or showing any visible defects were returned to the vendor for replacement. The three soft tissue inserts included in the phantom were further validated to verify that they were interchangeable based on both their single-energy attenuation data and dual-energy spectral curves.
2.B. Test metrics
Decades of SECT use has led to the identification of a core group of evaluations necessary for routine verification of SECT scanner performance. The 2012 ACR CT quality control manual 1 outlines the necessary evaluations for daily single-energy CT quality control: standard deviation of water (image noise), mean CT# of water (absolute CT number accuracy), and artifact analysis (detector uniformity). While both hardware and software differences set dual-energy CT scanners apart from traditional single-energy CT scanners, these tests provide the basis for our development of a dualenergy CT quality control program.
While certain test metrics would undoubtedly benefit from a more uniform phantom, the exploratory DEQC phantom system was designed to allow for a wide range of dual-energy investigation, limiting the ability to generate a large uniform area. Given the constraints of a heterogeneous phantom model, as well as the unique capabilities and imaging concerns involved in DECT imaging, modifications were made to these standard single-energy QC tests.
Noise in CT images is usually assessed over a large ROI in a uniform phantom; however, due to the constraints of our phantom model, noise was assessed as the standard deviation within the brain insert in the head phantom portion of the DEQC phantom system. This insert is present during both body phantom and separate head phantom scanning and is the insert with the SECT attenuation (HU) closest to water (15 HU vs. 0 HU). This noise test metric was applied to both monoenergetic and material density image types.
Due to the ability of DECT to create virtual monoenergetic data visualizations at a variety of different keV levels, the concept of absolute CT number accuracy is more complicated. While it is expected that monoenergetic reconstructions at different keVs will result in different CT numbers, it is assumed that variations in technique parameters would not affect these values. In order to assess the effect of technique parameters on the monoenergetic CT numbers, a new test metric, monoenergetic HU stability, was developed. This metric describes the stability of the monoenergetic CT numbers with respect to technique parameter variation and was defined as the average CT number over all voxels within the In addition to the tests described above, an evaluation of uniformity was also included. While uniformity is typically defined in a uniform phantom, the heterogeneity of our DEQC phantom required modification of this classical definition. Soft tissue rods were positioned at the center of the DEQC phantom, periphery of the DEQC head phantom and periphery of the DEQC body phantom (Fig. 1) . To minimize the potential of beam hardening from linearly positioned inserts, the head phantom peripheral inserts were offset from the body phantom peripheral inserts. Positional constancy was then defined as the mean ROI value of the most peripheral soft tissue rod minus the mean ROI value of the central soft tissue rod. It was assessed on both monoenergetic and material density image types. Both water and iodine material density images were assessed due to the differing influence of the 80 and 140 kV acquisitions on these image types. Water density images have a higher percent contribution from the higher 140 kV beam, while iodine density images have a higher percent contribution from the lower 80 kV beam. Given that the two beam spectra would likely be affected by phantom (or patient) size and beam hardening to different extents, the collection of positional constancy data using both water and iodine density images was pursued.
While SECT QC can help inform DECT QC, the introduction of material density-based imaging necessitates additional quality control metrics unique to these image types. In DECT, the process of material decomposition is used to create paired material density images which display the densities of two different materials that together would mimic the attenuation properties of the target material or tissue. 2, 5 These material density images are expressed in units of mg/mL and, unlike Hounsfield numbers, are absolute measures of a physical quantity associated with the material or tissue. These values can be quantitative if the material is made solely of the two compounds present in the material basis pair. For example, a water/iodine material decomposition of a solution of iodine and water should yield accurate results for both the water density in the water material image and iodine density in the iodine material image. It is important to note, however, that an insert containing materials other than iodine and water would still be decomposed into the two basis materials. For example, an insert containing polyethylene and calcium would contribute signal to both the water and iodine images, and thus may have measurable values present in both iodine and water images even though no water or iodine was present in the insert. In this case, the material density images cannot be evaluated quantitatively and serve only as a qualitative mapping of the low-Z to high-Z contributions to the overall attenuation of the material.
In order to test the quantitative accuracy of the water/ iodine material decomposition, three inserts consisting solely of spectrally equivalent solid water and iodine were included in the DEQC phantom, each with a different known density of iodine: 2.0 AE 0.1 mg/mL, 5.0 AE 0.2 mg/mL, and 15 AE 0.5 mg/mL (written communication, Gammex). The quantification of the measured concentration on an iodine material density image -from an iodine/water basis pairwas then compared to the known iodine concentration for each rod and the error calculated. This value was investigated as both absolute error and percent error relative to the known iodine material concentration for each of the three rods.
Test metrics included in the DEQC program are detailed in Table II , including their application to relevant image types. 
2.C. DEQC protocol version 1: Identification of relevant technique parameters
Unlike single-energy acquisitions, where the various technique parameters can be modified individually, dual-energy acquisitions using the GE 750HD CT system (GE Healthcare, Waukesha, WI, USA) are limited to a number of GSI-presets wherein the bowtie filter, collimation, rotation time, and mA (and thus CTDIvol) are fixed. Protocols were therefore designed using a range of GSI-presets to allow for variation in CTDIvol, rotation time, pitch, and image thickness across both the DEQC head (Table III) and body protocols (Table IV) . Image thickness values were selected for their clinical applicability. CTDIvol values were selected to span the wide range of dose levels achievable using the pitch values under investigation and the GSI-presets available on the scanner (minimum: 9 mGy, maximum: 62 mGy), and should not be taken to imply that these values are clinically acceptable. The range included higher doses to enhance the consistency of the image quality and reduce variability in the data in order to more easily identify small deviations in the results. These protocols were used to scan both the DEQC head and body phantoms a total of 28 times over the course of 2 weeks on 10 different GE 750HD CT scanners.
Based on the DEQC program test metrics, a number of dual-energy reconstructions were performed, including both monoenergetic and material density image types (Table II, Fig. 2 ). For all reconstructions, the minimum number of images allowable was created to facilitate data transmission and storage. The minimum number of images allowed using a material density reconstruction was one, while monoenergetic reconstructions required the full image set (5 images) to be reconstructed.
2.C.1. Statistical analysis and visualization
For the central image in each DEQC phantom acquisition, mean and standard deviation data were collected for each rod using Matlab (Version 2014a, MathWorks). Test metrics were calculated for appropriate image types for both the DEQC head and body phantom. The ROI summary statistics, as well as the results of the test metrics were then written out to a text file for all images and exams.
A linear mixed model was used to compare primary endpoints (Positional Constancy, Noise, Monoenergetic HU Stability, and Iodine Quantification Error) between technique parameters (CTDI vol , Pitch, Rotation Time, Image Thickness). The mixed model took into account the correlation between measurements from the same scanner. Pairwise comparisons between imaging settings were carried out if the overall likelihood ratio test was significant. Tukey-Kramer adjustment was used to control family-wise type I error rate at 5% for all pairwise comparisons in each model. All tests were two-sided and p-values of 0.05 or less were considered statistically significant. Statistical analysis was carried out using SAS version 9 (SAS Institute, Cary, NC, USA). Factors with statistically significant impact on primary endpoints were identified and selected for further analysis. While statistical significance can be a useful tool, it is wise to consider the tolerances established for the system. In other words, a 1 HU difference may be statistically significant; however, if the manufacturer tolerance allows an error of more than 3 HU, then the difference would not be considered nominally significant. Therefore, statistically significant changes in test metrics were then compared against the manufacturer's specifications for the system. Test metrics that resulted in changes above the expected variance in the system were then identified as nominally significant.
Given the lack of dual-energy tolerances, either stated by manufacturers or in the literature, tolerances were based on those for single-energy acquisition. The technical reference manual for the GE 750 HD 32 states that the CT number of water is in tolerance if it is within 3 HU of its reference value. Since monoenergetic images are expected to present the same quantitative precision as traditional single-energy CT images, this tolerance was extended to the 50, 70, 110, and 140 keV images.
This threshold was extended to water (iodine) images based on the understanding that an increase in 3 HU correlates with an increase from 1,000 mg/mL of water to 1,003 mg/mL of water. Although iodine (water) images are technically derived from the same base data as the water (iodine) and monoenergetic images, these images are used not only quantitatively but also directly represent the physical concentration of a material, and thus must not only be precise but also accurate. No tolerance for either the precision or the accuracy of iodine (water) images could be found in GE documentation. Written communication with the manufacturer provided an internal tolerance of AE1 mg/mL for a 5 mg/mL iodine solution scanned at 36.34 mGy. Considering the wide range of iodine concentrations investigated and the unknown effect of dose on iodine accuracy, the tolerance was expanded to consider both a fixed error of AE1 mg/mL and a percentage error of 10%. A summary of the nominal significance criteria can be seen in Table V. Factors identified as both statistically and nominally significant were then used to inform the development of the DEQC protocol version 2 for scanner characterization.
2.D. DEQC protocol version 2: Scanner characterization
After the initial data collection based on DEQC protocol version 1, a second protocol version was developed to target those factors found influential while removing those not warranting further investigation. To further separate the effects of rotation time and dose, GSI-presets with similar CTDIvol values but differing rotation times were included. Three such groups were found among the body GSI-presets, while only one dose matched pair was found among the head GSI-presets. Pitch was varied solely to provide additional variation in CTDI vol across the limited GSI-preset options. Image thickness was reduced to a single value across both DEQC head and body phantom protocols to allow for more direct comparison of DEQC results across the two phantoms. A 5 mm thickness was selected due to its clinical applicability and reduced noise. The updated DEQC head and body phantom protocols are shown in Tables VI and VII. Dual-energy reconstructions were performed identically as in protocol version 1.
Weekly DEQC scans were performed on ten GE 750HD CT scanners over a 13-week period in order to characterize the test metric dependence on technique parameters in order to inform the creation of a streamlined DEQC protocol appropriate for clinical implementation.
2.D.1. Statistical analysis and visualization
Automated ROI placement was carried out in a similar manner as that described in 2.C.1, resulting in the mean and standard deviation data from each rod. A MySQL database (Oracle, Redwood City, CA, USA) and Python script were employed to allow further automation for the more extensive data collection. Summary statistics of primary endpoints (Positional Constancy, Noise, Monoenergetic HU Stability, and Iodine Quantification Error) were analyzed using variance component analysis. Noise was transformed to the logarithmic scale before statistical modeling due to right skewness. Variance component analysis was also used to estimate random error in the data.
Variance was estimated based on technique parameters including mA, rotation time, mAs and CTDIvol. These variance contributions were then compared to that from random error, and those technique parameters with variance contributions greater than random error were identified as major variance contributors. Rotation time and mA were analyzed separately from mAs to ensure that neither factor was solely responsible for variance contributions attributed to mAs. Statistical analysis was carried out using SAS version 9 (SAS Institute, Cary, NC, USA).
The variance from those parameters identified as major variance contributors were then transformed to a 95% confidence interval defined as twice the square root of the variance. This transformation enabled manufacturer tolerances to be applied and nominal significance of the effect to be assessed. For example, if there was a 95% chance a new data point would fall between À1 and 1 HU, and the manufacturer tolerance is from À3 to 3 HU, then that technique parameter, although potentially a major variance contributor, is not considered nominally significant. While statistical analysis is useful in identifying factors that have a substantial impact, and manufacturer tolerances are useful in determining if that impact is nominally significant, neither sheds light on the manner of impact the factor has on the endpoint in question. To this end, technique parameters identified as both major variance contributors and having a nominally significant effect on the test metric were then graphed.
RESULTS
3.A. DEQC protocol version 1: Identification of relevant technique parameters
Results of the linear mixed model for the version 1 data from the DEQC body phantom are shown in Table VIII . Values represent the maximum impact from modifying the technique parameter in question within the range investigated by the DEQC protocol (Table IV) . For example, the monoenergetic HU stability for 50 keV images may vary by as much as 14.45 HU depending on the choice of CTDIvol within the range of 10.3-62 mGy. Values in bold represent cases where the technique parameter was found to have a statistically significant effect on the test metric and image type in question. Underlined values represent outcomes that exceed our nominal significance criteria (Table V) .
While statistically significant, changes in technique parameters did not have a nominally significant effect on iodine quantification error for any of the iodine concentrations investigated. Both CTDIvol and rotation time were found to have statistically and nominally significant effects on monoenergetic HU stability, image noise, and positional constancy. Pitch and image thickness were found to only affect image noise at both the statistically and nominally significant levels. Effects of technique parameters on monoenergetic HU stability and positional constancy were reduced for 70 keV reconstructions.
Based on these results, CTDIvol and rotation time were identified as scan parameters worthy of further investigation. The effect of image thickness on image noise is well understood 33 and the effects of pitch can be easily explained by the large differences in CTDIvol between the two pitch settings evaluated. Results for the DEQC head phantom (data not shown) were remarkably similar, however showed a reduced impact of all technique parameters across all test metrics. 
3.B. DEQC protocol version 2: Scanner characterization
The results of the variance component analysis from protocol 2 are shown in Table IX . Technique parameters found to have a major contribution to the overall variance (variance greater than the calculated random error) for a combination of test metric and image type are listed. While variance component analysis on the natural log of noise allowed for the comparison of the variances from random error and various technique parameters, it did not allow for the direct calculation of a 95% CI. Therefore, the effect of technique parameters on noise could not be assessed for nominal significance due to the transformation applied to the data. Nominal significance is thus limited to interpretation of the graphical visualizations of the raw data.
Based on this analysis, mAs was identified as a major variance contributor to monoenergetic HU stability for both the DEQC head and body phantoms. For the DEQC body phantom, the effect of mAs on monoenergetic HU stability was found to be nominally significant for all image types except 70 keV, while for the DEQC head phantom, the effect was only nominally significant for 110 and 140 keV.
For the DEQC body phantom, mAs was identified as a major variance contributor to positional constancy for all image types except for 70 keV, and the effect was nominally significant in all image types except 70 keV and iodine (water). In contrast, mA was identified as a major variance contributor to positional constancy for the DEQC head phantom; however, the effect was not nominally significant for any image type.
CTDIvol was identified as a major variance contributor to noise for both phantoms and all image types. In addition to CTDIvol, mA was also identified as a major variance contributor to noise for the DEQC head phantom for all image types. Nominal significance could not be assessed based on the quantitative variance results due to the distribution's right skewness.
mAs was identified as a major variance contributor to iodine quantification error for the 15 mg/mL insert in the DEQC body phantom, while mA was identified as a major variance contributor to iodine quantification error for the 5 mg/mL insert in the DEQC head phantom. Neither were found to be nominally significant.
Iodine quantification results for both the DEQC head and body phantoms are shown in Fig. 3 . For the DEQC body phantom, increased mAs results in lower absolute error in iodine quantification and smaller variation within the collected data. For the DEQC head phantom, tube current has a minimal effect on iodine quantification error and does not seem to influence the variation in the collected data. The absolute error in the iodine quantification was generally less than 1.5 mg/mL for the DEQC body phantom and less than 0.3 mg/mL for the DEQC head phantom. Neither effect was found to be nominally significant (Table IX) .
Monoenergetic HU stability results based on mAs for both the DEQC body and head phantoms are shown in Fig. 4 . For the DEQC body phantom, mAs was shown to have a nominally significant impact on all monoenergetic reconstructions apart from 70 keV. The spectral separation between the reconstructions is markedly reduced at 208 mAs and below and increases slightly from 315 to 600 mAs. Standard deviation across the data points is also greatly reduced in the higher mAs range.
Noise results within the brain material insert based on CTDIvol for both the DEQC head and body phantoms are shown in Fig. 5 . Results for monoenergetic and material density reconstructions are shown separately due to the different units and ranges of interest. Unsurprisingly, increased CTDIvol resulted in reduced noise for all reconstructions and in both phantoms. While 50 keV reconstructions resulted in much greater noise than the higher energy reconstructions, noise results varied less with reconstruction energy for the DEQC head phantom. Although mA was also identified as a major variance contributor to noise, plotting noise by this technique parameter alone did not elucidate any trends based on mA.
Positional constancy results by mAs for the DEQC body phantom and by mA for the DEQC head phantom are shown in Fig. 6 . For the DEQC head phantom, increasing mA resulted in improved positional constancy for material density and monoenergetic reconstructions. The 70 keV reconstructions resulted in optimized constancy regardless of mA. For the DEQC body phantom, 70 keV constancy was consistent across mAs values but the distribution of results was centered at 4-5 HU rather than the ideal of 0 HU. Positional constancy values for different monoenergetic reconstructions approached 70 keV results as mAs was increased, converged at 400 mAs and subsequently diverged at 600 mAs. A discontinuity in this trend is observed at 315 mAs corresponding to GSI-preset 1 (Table IX) . Standard deviation across the data points is also reduced for 315 mAs and higher.
DISCUSSION
4.A. DEQC protocol version 1: Identification of relevant technique parameters
The results of protocol version 1 (Table VII) allowed for a more targeted investigation into technique parameters relevant to the scanners dual-energy performance. Both CTDIvol The nominal significance of CTDIvol and mAs on noise cannot be assessed using this method due to the log transformation of the data. Table IX : mAs for the DEQC body phantom (left) and mA for the DEQC head phantom (right). Iodine quantification error was measured as the difference between the nominal and measured iodine concentration for all iodine inserts present (see Fig. 1 for iodine insert positioning). Error bars represent standard deviation across 10 scanners and 13 weeks.
FIG. 3. Iodine quantification error measured on the Iodine (Water) images for the technique parameter isolated as a major variance contributor in
and rotation time were found to have statistically and nominally significant effects on monoenergetic HU stability, noise, and positional constancy. Of particular interest, iodine quantification error was not affected by any of the technique parameters in a nominally significant manner. This result is encouraging for the quantitative use of dual-energy CT across a range of protocol variations. While both pitch and image thickness had a statistically and nominally significant effect on noise, these technique parameters were not targeted for further investigation. The effect of image thickness on noise has been well characterized 33 and it is unlikely that the relationship between these technique parameters and noise would be affected by the material decomposition process. While pitch was found to have a statistically and nominally significant effect on noise, the effects of pitch are unfortunately convoluted with those of CTDIvol. Unlike single-energy acquisitions where the various technique parameters can be modified individually, dual-energy acquisitions using this scanner model are limited to a number of presets comprised of fixed bowtie filter, collimation, rotation time and CTDIvol. Given these constraints, variation in pitch was used as a driver for variation in CTDIvol, limiting the utility of independent investigation of pitch as an influential factor. For the DEQC body phantom protocol, the average CTDIvol for the 0.516 pitch was 41 mGy, while the average CTDIvol for 0.984 pitch was 22 mGy. For the DEQC head phantom protocol, the average CTDIvol for the 0.531 pitch was 94 mGy, while the average CTDIvol for 0.969 pitch was 51 mGy. Given the difficulty of evaluating effects of pitch separate from CTDIvol, and the fact that this effect was limited to noise (where the effect of CTDIvol is the most substantial) it was decided to focus further investigation on CTDIvol and rotation time.
4.B. DEQC protocol version 2: Scanner characterization
4.B.1. Iodine quantification error
Iodine quantification error was measured for several iodine concentration levels over a wide range of technique parameters. A statistically significant effect on iodine quantification error was found for one rod in each phantom: the 15 mg/mL rod in the DEQC body phantom, and the 5 mg/ mL rod in the DEQC head phantom. These were the highest iodine concentration inserts present in each phantom configuration. This effect is likely due to the local environment of the rod; however, this cannot be assessed given the current data and is beyond the scope of the study. There was a slight trend toward improved accuracy at higher mAs; however, this effect was not found to be statistically significant. In fact, despite the wide range of values investigated, none of the technique parameters were identified as having a nominally significant effect on iodine quantification error. Iodine quantification error was generally less than 1.5 mg/mL in the DEQC body phantom and less than 0.3 mg/mL in the DEQC head phantom.
Several studies have been performed investigating the effects of position within the phantom, 13 rotation time, 34 phantom size, 35 and iodine concentration 13, 34, 35 on iodine quantification error. Studies using fast-switching DECT technology have shown that iodine quantification error was greater at the phantom base (6 o'clock position relative to center and other peripheral positions) and with 0.6 s rotation time (relative to 0.8 and 1 s). The potential impact of the positional dependency on iodine quantification error in this study cannot be directly assessed using the data collected as none of the inserts investigated were positioned at the   FIG. 4 . Monoenergetic HU Stability plotted by the technique parameter isolated as a major variance contributor in Table IX : mAs for both the DEQC body (left) and head phantom (right). Results are shown for all monoenergetic reconstructions investigated (50, 70, 110 and 140 keV). Monoenergetic HU Stability is represented as the average of all voxels across the soft tissue inserts in the phantom (see Fig. 1 for soft tissue insert positioning). Error bars represent standard deviation across 10 scanners and 13 weeks.
phantom's base. While our results do not show a direct correlation between iodine quantification error and rotation time, the effect of mAs on this test metric was seen in the DEQC body phantom.
Although dual-source, split-filter, and dual-layer detector DECT technologies feature very different data acquisition methods from the fast switching method used in this paper, studies across DECT platforms report iodine quantification error increasing with iodine concentration and phantom size. 23, 36, 37 In our study, we found that across all 10 DECT scanners, iodine quantification errors were reported to be within 5%-10%, corresponding to AE0.3 and AE1.5 mg/mL for the 2 and 15 mg/mL inserts, respectively. This low error and the low dependence on the technique parameters investigated, suggest that iodine density maps may be used in a quantitative manner for clinically relevant iodine concentrations regardless of the technique parameters used. 30 
4.B.2. Monoenergetic HU stability
Monoenergetic stability was found to be both statistically and clinically affected by variation in mAs. Graphing this relationship helped highlight the dramatic effect of protocol mAs on the utility of monoenergetic imaging. Protocols employing less than 315 mAs resulted in very similar CT numbers across all monoenergetic reconstructions investigated. One of the greatest advantages of dual-energy CT over single-energy CT is the variable contrast based on reconstructed keV that is derived from the dual-energy data. However, in order to acquire dual-energy data, both the 80 and 140 kVp beams must penetrate through the patient in sufficient quantities to be reconstructed into an image. In the case of the DEQC body phantom, it is likely that protocols below 315 mAs did not provide sufficient tube output to result in adequate photon collection at the detector for the 80 kVp beam. Having limited 80 kVp data to draw from, the material decomposition process was highly affected, resulting in fixed CT numbers across all monoenergetic reconstructions (Fig. 4) . To our knowledge, this is the first study to demonstrate the reduced utility of monoenergetic images, and dualenergy acquisition in general, in larger patient sizes when aggressive tube current reduction is employed. While it is clear that the loss of the 80 kVp beam occurred between 208 and 315 mAs for this particular object's size and shape, the specific mAs necessary for adequate penetration cannot be determined from the data collected. In addition, the mAs required for material decomposition likely is not static but FIG. 5 . Noise plotted by the technique parameter isolated as major variance contributors in Table IX : CTDIvol for the DEQC body phantom for both monoenergetic (upper left) and material density reconstructions (lower left). Noise was measured as the standard deviation within the brain material insert (see Fig. 1 for brain insert positioning). Error bars represent standard deviation across 10 scanners and 13 weeks.
highly dependent on patient size. Therefore, attempts at dose reduction in DECT protocols should be pursued with particular attention to ensuring adequate tube current to avoid material decomposition collapse and the resulting uniform contrast across monoenergetic reconstructions.
Monoenergetic stability was also found to be both statistically and nominally effected by mAs in the DEQC head phantom. Unlike the DEQC body phantom, all mAs values provided spectral separation from successful material decomposition. In fact, the attenuation measures from the monoenergetic reconstructions appear remarkably stable with the exception of the 315 mAs station (Fig. 4) . This mAs value corresponds with a combination of the lowest rotation time (0.5 s) and one of the highest mA levels (630 mA) available for use in dual-energy mode. While independent verification proved elusive, it is hypothesized that this lowest rotation time has a detrimental effect on spectral separation between the 80 and 140 kVp datasets. The time spent switching between kVp levels is independent of rotation time, and data are collected continuously. For a low rotation time, the switching time represents a larger fraction of the waveform period than at higher rotation times, potentially rounding the waveform and degrading spectral separation.
4.B.3. Noise
While variance component analysis isolated both CTDIvol and mA as major variance contributors in the DEQC head phantom, graphs of these relationships highlighted the strong effect of CTDIvol on image noise (Fig. 5) . For both the DEQC head and body phantoms, increasing CTDIvol led to decreased image noise. This is a direct result of Poisson statistics as the increase in CTDIvol led to an increase in photons at the detector. Both monoenergetic and iodine/water material density image types followed this relationship. Although both iodine and water material density maps can be expressed in mg/mL, the fundamental nature of said units (mg/mL of iodine, representing the high-Z component of the attenuation, for iodine density images and mg/mL of water, representing the low-Z component of the attenuation, for water density images) invalidates direct comparison of the values. It is worth noting the greater disparity between 50 and 70 keV, 110 and 140 keV images for the DEQC body phantom, relative to the more uniform results for the DEQC head phantom. This could again be a consequence diminished penetration of the 80 kVp beam for the much larger DEQC body phantom; however, without direct access to the 80 kVp image that cannot be confirmed at this time. Table IX : mAs for the DEQC body phantom for monoenergetic (upper left) and material density reconstructions (lower left); and mA for the DEQC head phantom for monoenergetic (upper right) and material density reconstructions (lower right). Positional constancy was measured as the difference between the peripheral and central soft tissue rod (see Fig. 1 for soft tissue insert positioning). Error bars represent standard deviation across 10 scanners and 13 weeks.
4.C. Positional constancy
For the DEQC head phantom, positional constancy (peripheral soft tissue CT number -central soft tissue CT number) improves and converges across monoenergetic reconstructions as the mA is increased (Fig. 6) ; however, this effect was not found to be nominally significant. While this same convergence is seen in the DEQC body phantom as mAs is increased, the positional constancy does not converge to zero, but to approximately 5 HU. At all mAs stations, the 70 keV reconstruction's constancy metric is static at approximately 5 HU. Given the low variability in the result across the dataset, representative of extensive data collection using 10 different scanners, it is reasonable to assume that this is not the result of a calibration error or need for service. It is likely, therefore, that this offset is a consequence of an intended setting or calibration resulting in suboptimal beam hardening correction. Of particular note is the discontinuity at 315 mAs. As noted above, this mAs station corresponds to a combination of the lowest rotation time (0.5 s) and highest mA (630) available in dual-energy imaging mode.
4.D. Global discussions
Over the course of our investigation it became apparent that 70 keV reconstructions provided better results for most test metrics compared to the other monoenergetic levels investigated. In the case of noise, 70 keV images provided equivalent, or in the case of the DEQC head phantom, superior results compared to 50, 110, or 140 keV reconstructions. For both monoenergetic HU stability and uniformity, 70 keV reconstructions were less effected by variations in technique parameters, and in the case of the uniformity, provided more optimized results. In addition, for both initial (protocol version 1) and detailed (protocol version 2) investigations, statistical and nominal effects seen at 50, 110, and 140 keV were often not valid for 70 keV reconstructions. These results suggest that 70 keV reconstructions provide more consistent image quality across a wider range of technique parameters than any of the other monoenergetic reconstructions investigated. Several prior studies have noted that 68-70 keV reconstructions provide optimized noise and contrast-to-noise ratio.
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4.E. Differences in DEQC body and head phantom results
In general, the DEQC head phantom provided more stable and improved results over the DEQC body phantom (Fig. 3) . This is likely due to the difference in the penetration ability of the 80 kVp beam in the larger, elliptical DEQC body phantom versus the smaller, circular DEQC head phantom over the range of mAs stations available on the scanner. Iodine accuracy results for the DEQC head phantom showed 60% improvement in iodine accuracy relative to the DEQC body phantom. Monoenergetic HU stability results were dramatically improved in the DEQC head phantom due to the lack of over-attenuation of the 80 kVp beam (Fig. 4) . After eliminating those protocols with inadequate transmission, the results for attenuation (HU) range across protocols were similar for both phantoms. While the DEQC body phantom provided inconsistent results on the effect of protocol mAs on positional constancy (Fig. 6) , the DEQC head phantom provided steady improvement in measured constancy with increasing protocol mAs. In addition, the positional constancy for 50 keV monoenergetic reconstructions was vastly improved from a maximum value of 18 HU in the DEQC body phantom to 5 HU in the DEQC head phantom.
4.F. Limitations
The exploratory and comprehensive nature of this investigation resulted in a very heterogeneous phantom that limited the application of some test metrics. While a more uniform phantom would have allowed direct use of the more traditional definitions of some of the test metrics, for example noise and uniformity, modifications of these metrics allowed for investigation of a wide range of endpoints and acquisition techniques in the more heterogeneous phantom. These test metric modifications have been discussed extensively in the methods section and should be considered when interpreting the results.
While efforts were made to mimic relevant patient sizes and both head and body anatomy, certain features of the DEQC head and DEQC body phantoms should be noted. First, in order to include relevant material rods, the size of the DEQC head phantom was increased to 22 cm, larger than the diameter of the typical human head, which measures approximately 17 cm on average. 38 Second, the profile of the DEQC head phantom was simplified to a circle, enabling easy insertion and removal from the DEQC body phantom. Third, the DEQC head phantom was not designed with anthropomorphic features like a skull, which would influence its applicability to patient scans. Due to its size and shape, the DEQC head phantom was imaged on a stand on the CT tabletop instead of in a head holder, which would better approximate clinical imaging. For both the DEQC head and body phantoms, material rods were fixed to a single location. Although an attempt was made to optimize the rod layout to minimize the effect of beam hardening on the evaluation of test metrics, it is likely that test metric results were influenced by both a rod's location and local environment. This is especially true for noise, which was evaluated within a single centrally located rod and not over a larger or more representative portion of the phantom. Iodine quantification error was assessed using a material decomposition of pure iodine and water, although the rods were fabricated by adding iodobenzene (C 6 H 5 I) to a 0 HU epoxy resin material. This discrepancy between the fabrication materials and the basis materials for the material decomposition may influence the accuracy of the iodine concentration results. Finally, ground truth for iodine quantification error was derived from the stated iodine concentration by the rod manufacturer. Without a method of independent verification, errors in iodine quantification error could potentially be confounded by errors in rod fabrication. In addition to the phantoms, analysis was limited by the inability to independently investigate technique parameters due to the use of fixed GSI-presets.
Given the differences in acquisition and analysis methods between the various DECT manufacturers, it is important to note that the results of this study are specific to fast-kVp switching and should not be generalized to dualsource, split-filter, or dual layer scanners. Additionally, enhancements to fast-kVp switching acquisition or modification to the material decomposition or post processing may affect these results. As such, the conclusions of this study are specific to the GE 750HD DECT system. And finally, thresholds utilized for statistical analysis in this study were established based on single-energy QC equivalences and manufacturer tolerances and are therefore individually defined for all image types.
CONCLUSIONS
Although a scan protocol covering the full range of multiple parameters is essential for the full characterization of a system, long-term collection of such data is impractical. To develop a protocol for the long-term collection of quality control data, a streamlined protocol was developed based on the results from the 13 weeks of DEQC analysis (Table X) . Given the stronger impact of acquisition parameters on test metrics using the DEQC body phantom, relative to results in the DEQC head phantom, and the current increase of DECT applications in the body relative to the head, long-term data collection was limited to the DEQC body phantom. Facilities specializing in neurological applications of DECT technology may benefit more from extended data collection using the DEQC head phantom. Phantom scanning was limited to six acquisitions covering a more clinical CTDIvol range of 17.2-33.9 mGy, while maintaining those acquisitions necessary to separate effects due to CTDIvol and rotation time. The authors recommend that DECT QC be performed on a monthly basis; however, weekly assessment is encouraged if logistically feasible for the facility. This more limited protocol will allow for the more routine and long-term data collection crucial to the determination of baseline values and statistically based failure thresholds necessary for the establishment of a DECT quality control program.
5.A. Future work
Future work includes development of a dual-energy quality control process for split-filter dual-energy systems, dual-source dual-energy systems, and dual-layer detector dual-energy systems. In addition, investigation will continue into the effect of phantom (or patient) size on the mAs threshold to avoid uniform contrast across monoenergetic reconstructions (Fig. 4) , as well as the creation of a more advanced and rigorous noise metric. Data will continue to be collected in order to determine baseline values and failure threshold criteria for the validation of long-term DECT scanner performance. 
