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5This document is the result of my PhD during which I investigated box spaces.
We investigate coarse equivalence for full box spaces of free groups. Both for abelian free groups and non-abelian
free group. In both cases we find a restriction on the number of generators.
We also construct an example of a box spaces of a free group that do not coarsely embed into a Hilbert space,
but do not contain coarsely nor weakly embedded expanders, such example did not yet exist.
We also prove a rigidity result for finitely presented group. We show that the most of the filtration can be
recovered by the coarse equivalence class of the box space.
We also construct an example of a box space of a free group that embeds into a Hilbert space, but where the
index of the subgroups in the filtration grows only slowly.
Finally we show that Box spaces of virtually nilpotent groups have finite asymptotic dimension.
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Chapter 1
Preliminaries
1.1 Groups
In this section we will look at groups. A group consists of a set G and an operation that is a well-defined map
G2 → G. Every group has a neutral element, which is denoted by either e or 1. There are many examples of
groups with wildly different properties. In this section we introduce some of the most well-known properties of
groups. For more details we refer to [Rob12], a book Robinson.
1.1.1 Subgroups
A subgroup H of a group G denoted by H < G is a subset of G that is a group itself according to the restriction
of the operation. A coset of H is a set gH = {gh : h ∈ H} for g ∈ G. These cosets form a partition of the
group. The set of these cosets is denoted by G/H. There is a natural operation on the set of cosets, that is
g1H · g2H = g1g2H. However this does not necessarily form a group. It is a group if the subgroup is conjugacy
invariant. These subgroups are called normal, equivalently a subgroup H of G is normal if ghg−1 ∈ H for
every g ∈ G and h ∈ H and is denote by H C G. This property can be strengthened. A subgroup is called a
characteristic subgroup if H is invariant under every automorphism of G and is denoted by H Cchar G.
If H is a normal subgroup we can consider the quotient group G/H. There is a natural map G→ G/H called
the quotient map and a natural action of G on G/H with g · (xH) = (gx)H.
An example of a characteristic subgroup of G is the commutator group [G,G], which is the group gener-
ated by elements [g, h] = ghg−1h−1.
We remark that N CH CG does not imply N CG, for example G = Z2oα Z4 where α(x, y) = (−y, x), H = Z2
and N = {(x, 0) ∈ H} = Z. Here G as a set is Z2 × Z4 with operation (v, k) · (w, `) = (v α(w), k + `). So
((0, 0), 1) · ((x, 0), 0) · ((0, 0),−1) = (α(x, 0), 0) = ((0, x), 0).
However for we do have that N Cchar H Cchar G implies N Cchar G and that N Cchar H CG implies N CG.
Of every subgroup H < G we can consider the index, that is the number of cosets denoted by [G : H].
Note that every finite index subgroup contains a finite index normal subgroup. Indeed, for H < G take
N =
⋂
g∈G gHg
−1. Clearly NCG and N < H, so it suffices to show that N is a finite index subgroup of G. For g1
and g2 in the same coset of H there exists an h ∈ H such that g1 = g2h. So g1Hg−11 = g2hHh−1g−12 = g2Hg−12 .
So N is equal to the intersection of [G : H] conjugates of H, therefore N is of finite index in G.
If G is finitely generated, then H contains a finite index characteristic subgroup of G.
A finite index subgroup of a finitely generated group is also finitely generated. In fact the Nielsen-Schreier
rank formula says that rk(H) − 1 ≤ [G : H](rk(G) − 1) with equality if G and H are free groups (see section
1.1.2).
One technique we will use to construct finite index subgroups is to consider the group generated by the squares,
denoted as Γ(G). For a finitely generated group G we have that Γ(G) is of finite index in G. Note Γ(G) is the
normal subgroup of G such that G/Γ(G) = Zn2 with n the biggest possible value.
Similarly we take Γm(G) such that G/Γm(G) = Znm with n the biggest possible value. Here G is generated by
mth-powers of elements in G and commutators.
1.1.2 Presentations
Let S be a set. The free group FS is the group consisting of words with letters in S. The group operation is
the concatenation of words and words can be reduced by removing subwords of the form ss−1 and s−1s with
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s ∈ S.
Groups can be presented by a set of generators S and a set of relators R, denoted by G = 〈S,R〉. Here G
is defined as FS/N where N is the normal subgroup generated by the elements in R, meaning that N is the
smallest normal subgroup of FS such that R ⊂ N .
Note that every group has a presentation. We can take S = G and R = {ghk−1 : g, h, k ∈ G, k = gh}.
Then G = 〈S,R〉. If G is finite, then both S and R are finite. Groups with a presentation such that S and R
are finite are called finitely presented. Such groups are not necessarily finite for example Z2 has a presentation
with S = {a, b} and R only containing [a, b].
At the same time not all finitely generated groups are finitely presented, for example the lamplighter group
Z2 o Z. Here G oH is equal to
⊕
H GoH where H acts by shifts on
⊕
H G. This group can be represented by
a man lighting lamps Z2 on a street Z.
1.1.3 Nilpotency and solvability
Two elements of a group commute if gh = hg for g and h in G. The groups of which the elements commute are
called abelian, here [G,G] = {e}. These groups are well understood, however not all groups are abelian.
A first generalization is being nilpotent. Consider G1 = [G,G] and Gn+1 = [G,Gn]. A group is nilpotent if
there exists an n such that Gn is trivial. The smallest such n is called the step of a nilpotent group.
For a nilpotent group G with step n consider the map ϕ : Gn−2 → Gn−1.
For any property P we can define a new property called poly-P. A group G is poly-P if there exists a se-
quence G = G0 BG1 B . . .BGn = {e} such that Gk−1/Gk is P for every k between 1 and n.
One particular such property is polyabelian, also known as solvable. Every nilpotent group is solvable, because
Gn/Gn+1 = Gn/[G,Gn] is abelian. An other such property is polycyclic. A cyclic group is a group that can be
generated by a single element. All cyclic groups are abelian, so every polycyclic group is solvable. We also have
that every finitely generated nilpotent group is polycyclic.
Remark that every polycyclic group is finitely generated. Also remark that a group G is solvable if and only if
the nth derived group G(n) is trivial for some n. The derived group G′ is equal to [G,G].
Note that not all polycyclic groups are nilpotent, for example Z2oαZ where α(1, 0) = (0, 1) and α(0, 1) = (1, 1).
Here every Gn = Z2 for n ≥ 1. Also note that not all finitely generated solvable groups are polycyclic, for
example the lamplighter group Z2 o Z =
⊕
Z Z2 oα Z defined above, where α is the shift operator.
1.1.4 Residual and virtual properties
We can also define new properties using already existing properties. For a property P we say that a group G is
virtually P if there exists a subgroup H < G of finite index such that H is P.
Note that some properties are preserved by finite extentions, in those case we do not have a new property.
However for properties like nilpotent we do get a new property called virtually nilpotency.
For a property P we say that a group G is residually P, if for every g ∈ G \ {e} there exists a quotient
G/N of G such that g /∈ N and G/N is P.
An example of such a property is being residually finite. We will often assume groups to be finitely generated
and residually finite, because we want to take a sequence of finite index normal subgroups Nn such that they
are nested (Nn+1 CNn) and their intersection is trivial (
⋂
Nn = {e}). Such a sequence is called a filtration.
A group with such a filtration is residually finite by definition. In fact any finitely generated residually finite
group G has such a sequence. Indeed, a finitely generated group is countable, therefore G = {e, g1, g2, . . .}. As
G is residually finite there exist normal subgroups Hn C G such that gn /∈ Hn and G/Hn is finite. Now for
Nn =
⋂n
i=1Hi we have that G/Nn is finite. As gi /∈ Nn for every i ≤ n we have that
⋂
Nn = {e}.
1.2 Graphs and box spaces
In this section we define graphs. Colloquially graphs are representations of a network. They contain dots
(called vertices) and connections (called edges). We also introduce Cayley graphs, which are graphs that are
constructed using a group.
1.2.1 Graphs
A graph consists of a set of vertices and set of edges that connect some pairs of these vertices. We will be
working with simple graphs, i.e. undirected graphs without loops and without multiple edges. Considering
these properties we can define a graph as follows.
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Definition 1.2.1. A graph G is a pair (V,E) consisting of a set V of vertices and a set E ⊂ V [2] = {{x, y} |
x, y ∈ V, x 6= y} of edges.
Now we will look at some properties for graphs. A graph G = (V,E) is called finite if both V and E are
finite sets. Note that if V is finite, then E is also finite. Now consider a vertex x of the graph. We call the
number of edges that contain x the degree of x. A graph is called k-regular if the degree of every vertex is k.
For these regular graphs, the degree k of every vertex is also called the degree of the graph.
A path of length n ∈ N between the vertices x and y of a graph is a sequence of vertices x = x0, x1, . . . , xn = y
where {xi−1, xi} is an edge for every i in {1, . . . , n}. (Not to be confused with r-paths as defined in section
1.6.2.) Now a graph is called connected if there exists a path between every two vertices. Connected graphs
have a natural metric: the distance between two vertices is defined as the shortest path between them.
A cycle is a path in a graph that starts and end in the same point, does not have any backtracks and is not
of length 0. The girth of a graph is the length of the shortest cycle. Note that for any graph G we have that
girth(G) ≤ 2 diam(G) + 1.
The boundary ∂F of a subset F ⊂ V of a graph G = (V,E) is equal to the set of edges {v, w} ∈ E such that
v ∈ F and w /∈ F (or vice versa).
Finally note that if two graphs are coarsely equivalent, then they are quasi-isometric. As both graphs are
quasi-geodesic spaces, due to the observation made in section 1.4.1, we can assume ρ− and ρ+ to be linear.
1.2.2 Cayley graphs
When we are working with graphs, we will mainly be interested in Cayley graphs, which are graphs that
represent the structure of finitely generated groups.
Definition 1.2.2. Let G be a group and let S be a finite generating subset of G not containing 1. Then the
Cayley graph Cay(G,S) is the graph with G as the set of vertices and {(g, gs) : g ∈ G, s ∈ S} as the set of edges.
Note that if {g, gs} is an edge of a Cayley graph, then {gs−1, (gs−1)s} = {g, gs−1} is also an edge. Therefore
replacing S with S ∪ S−1 does not make a difference, so we can assume that S is symmetric.
Also note that Cayley graphs are connected regular graphs.
Proposition 1.2.3. Let G be a finitely generated group and let S ⊂ G \ {1} be a finite generating set. Then
the Cayley graph Cay(G,S) is a connected |S ∪ S−1|-regular graph.
Proof. Let g be an element of G. Then the set of edges containing g is given by {{g, gs}|s ∈ S}∪{{gs−1, g}|s ∈
S}. This set equals {{g, gs}|s ∈ S ∪ S−1}, so the cardinality of this set equals |S ∪ S−1|. So the degree of g
equals |S ∪ S−1|.
Since S is a generating set we have that every vertex of Cay(G,S) is connected to 1 ∈ G, therefore Cay(G,S)
is connected.
As Cay(G,S) is constructed using a group G there exists a natural isometric group action of G on Cay(G,S).
This action is the left regular action λ : G→ Iso(Cay(G,S)) : g 7→ λg also known as the action by left multipli-
cation as λg(h) = gh and λg({h, hs}) = {gh, ghs} for every h ∈ G and s ∈ S.
Every edge of a Cayley graph Cay(G,S) corresponds to an element of the generating set S. Similarly the paths
in Cay(G,S) that start in the neutral element e have a one-to-one corresponds with the words with letters in
S. Note that the words corresponding to loops in Cay(G,S) are the relators of G = 〈S|R〉.
1.3 Representations of groups
In this section we introduce representations of groups these are maps from the group to the linear operators on
a vector space. We also introduce Banach spaces, certain normed vector spaces and representations on these
Banach spaces. Then we define characters of representation and how they can be used to study the repre-
sentations. Finally we define properties of groups related to representations called amenability, the Haagerup
property and property (T). For more information on representations and property (T) we refer to [BHV08].
1.3.1 Banach spaces
A vector space (F, V,+) over a field F is an abelian group (V,+) with a scalar multiplication, i.e. every vector
in V can be multiplied with a scalar in F.
We will only consider vector spaces over R or C.
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A normed vector space is a vector space with a norm ‖ ·‖, the norm represents the length of the vector. Normed
vector spaces have a natural metric d(v, w) = ‖v − w‖ for every v and w in the vector space.
A Banach space is a normed vector space such that the norm induced metric is complete: i.e. every Cauchy
sequence converges. A Hilbert space is a Banach space with an inner product 〈·, ·〉 such that ‖v‖2 = 〈v, v〉.
Example of Banach spaces are the `p spaces. For p ≥ 1 define the p-norm ‖ ·‖p such that ‖(xn)n‖pp =
∑∞
i=0 |xn|p
for any sequence (xn)n. The space of sequences (either in R or C) with finite p-norm is called `p and is a Banach
space. For p = 2 we have a Hilbert space with inner product 〈(xn)n, (yn)n〉 =
∑∞
i=0 xnyn.
1.3.2 Representations
A representation of a group is a map from the group to the operators on a vector space.
Definition 1.3.1. A representation of a group G on a vector space V is a map pi : G → L(V ) : g 7→ pig such
that pi1 = IdV and pigh = pig ◦ pih for every g, h ∈ G.
Note that L(V ) is the space of linear operators on V .
The degree of a representations is the dimension of the vector space V .
We will be working exclusively with unitary representations on a Hilbert space. In fact we will often omit the
word unitary. Unitary refers to unitary operators, which are linear operators that are isometric.
Definition 1.3.2. A unitary representation of a group G on a Hilbert space H is a map pi : G→ B(H) : g 7→ pig
such that pi1 = IdH, pigh = pig ◦ pih for every g, h ∈ G and pig is unitary for every g ∈ G.
Note that representations also exist for topological groups, these are groups with a topology such that the
multiplication and inversion maps are continuous. For those topological groups we consider strongly continuous
representations. These are representations for which the map g 7→ pigξ is continuous for every ξ.
We will only consider discrete groups, for these groups all representations are strongly continuous. In that sense
the groups we use could be considered as a discrete groups even though the topology never gets brought up.
An important aspect of representation theory is the concept of invariant vectors. An invariant vector of a
representation of a group G on a Hilbert space H is a vector ξ ∈ H such that pig(ξ) = ξ for every g ∈ G. These
vectors form a subspace of H, which will be denoted by Hpi(G).
Every group G has an trivial representation where every element of G gets mapped to the identity opera-
tor. It also has the left regular representation λ : G→ B(`2(G)) with λgδh = δg−1h for every g, h ∈ G.
It is also possible to do the following constructions:
We can lift a representation pi of a quotient G/N . Here p˜ig is equal to pigN .
We can add two representations pi and ρ together pi⊕ ρ : G→ B(Hpi ⊕Hρ) with (pi⊕ ρ)g(ξ, η) = (pig(ξ), ρg(η)).
It is possible to decompose representations according to this addition. Representations that can not be de-
composed are called irreducible representations. Equivalently representations are irreducible if they only have
trivial G-invariant subspaces.
Finally we can create new representations by taking the tensor product pi ⊗ ρ : G → B(Hpi ⊗ Hρ) with
(pi ⊗ ρ)g(ξ ⊗ η) = pig(ξ)⊗ ρg(η).
1.3.3 Character theory
The character χpi of a unitary representation pi of G on a finite dimensional Hilbert space is χpi : G → C such
that χpi(g) = Tr(pig).
Note that for any two unitary representations pi and ρ of a group G and any g ∈ G we have that χpi⊕ρ(g) =
χpi(g) + χρ(g) and χpi⊗ρ(g) = χpi(g) · χρ(g).
As χpi is an element of `
2(G) we can consider the inner product 〈χpi, χρ〉 = 1|G|
∑
g∈G
χpi(g)χρ(g).
Character theory is useful because of the orthogonality properties:
• For every two irreducible unitary representations pi and ρ we have that 〈χpi, χρ〉 is equal to 1 if pi and ρ
are isomorphic and 0 otherwise.
• For any g, h ∈ G we have that the sum over all irreducible unitary representations pi of χpi(g)χpi(h) is
equal to the size of the centralizer of g if g and h are conjugates or 0 otherwise.
As all characters of unitary representations are the linear combination of characters of irreducible unitary
representations and the characters of non-isomorphic irreducible unitary representations are orthogonal we
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have a one to one correspondence between characters and isomorphism classes of unitary representations.
We also have that
|G| =
∑
pi irred.
|χpi(e)|2 =
∑
pi irred.
|χpi|2 =
∑
pi irred.
deg(pi)2.
1.3.4 Amenability and the Haagerup property
Amenability is a group property that is a generalization of both finiteness and being abelian. A group G is
amenable if it has a left invariant mean, that is there exists a linear map ϕ : `∞(G)→ R that is left invariant,
non-negative and has norm 1. Here `∞(G) is the space containing all bounded maps G → R. This map is
non-negative if every map G → R+ is mapped to a non-negative value. For non-negative maps `∞(G) → R
norm 1 means that the image of the constant 1 map is mapped to 1. Left invariant means that for every g ∈ G
and every f ∈ `∞(G) we have ϕ(g · f) = ϕ(f) where g · f(x) = f(g−1x) for every x ∈ G.
Remark that finite groups have a natural mean, that is the average: ϕ : `∞(G)→ R : f 7→ 1|G|
∑
g∈G
f(g).
Also remark that for any normal subgroup N is G we have that if N is amenable and G/N is amenable, then
G is amenable as well. Indeed, if there exist two left invariant means ϕN and ϕG/N , then we can define a map
ϕ : `∞(G)→ `∞(G/N) such that ϕ(f)(gN) = ϕN (f |gN ). Then ϕG/N ◦ ϕ is a left invariant mean of G.
Here we say that G is an extension of N by G/N . So amenability is preserved by amenable extensions.
Amenability has many alternative definitions. We will use the Følner condition, shown in [Fol55].
A finitely generated group G is amenable if for every finite subset S and every ε > 0 there exists a finite subset
F ⊂ G such that |F4gF | < ε|F | for every g ∈ S. This is equivalent with having finite sets in the Cayley graph
Cay(G,S) with small boundary.
Indeed, if |F4gF | < ε|F | for every g ∈ S, then |∂F | = ∑s∈S |F \ sF | ≤∑s∈S |F4sF | ≤ |S|ε|F |. In the other
direction we remark that small boundary is a quasi-isometric invariant, so due to Proposition 1.4.8 we have for
every finite generating set S there exists a finite subset F ⊂ Cay(G,S) such that |∂F | < ε|F |. So for every
s ∈ S we have that |F4gF | ≤ |∂F | < ε|F |. Therefore G satisfies the Følner condition.
A last characterization of amenable uses representation theory. A group is amenable if and only if the left
regular representation λ has almost invariant vectors. Indeed, for any generating set S and any ε > 0 there
exists a finite set F in G such that |F4gF | < ε|F | due to the Følner condition. Now for every g ∈ S we have
‖λgχF − χF ‖ = |gF∆F | < ε|F | = ε‖χF ‖, so λ indeed has almost invariant vectors.
With the FøIner condition it is easy to show that Z is amenable. In Cay(Z, {1}) we can take F = [1, 2n] ∩ Z,
then |∂F | = 2 while |F | = 2n, so |∂F |/|F | can be arbitrary small.
As amenability is preserved by amenable extentions we have that all abelian groups and even all solvable groups
are amenable.
Remark that class of amenable groups is closed under directed unions. This means that for every sequence
G1 < G2 < . . . of amenable groups we have that
⋃∞
n=1Gn is amenable.
We can consider the smallest class of groups that contains abelian and finite groups and is closed under ex-
tentions and directed unions. Groups in this class are called elementary amenable groups. These are not all
amenable group for example the Grigorchuk group is amenable, but not elementary amenable.
An other important property is the Haagerup property also known as a-T-menability. A group has the Haagerup
property if it is either finite or has a C0 unitary representation with almost invariant vectors. A representation
pi on H is C0 if for every ξ, ν ∈ H we have that limg→∞〈pig(ξ), ν〉 = 0.
Note that the left regular representation of an infinite group is C0, so every amenable group has the Haagerup
property.
1.3.5 Property (T) and property (τ)
Another property related to the notion of almost invariant vectors is that of property (T). This is a property
of locally compact groups. However we will restrict to discrete groups.
To define property (T) we need the notion of almost invariant vectors. A representation pi : G → B(H) of the
group G has almost invariant vectors if for every finite S ⊂ G and every ε > 0 there is a ξ ∈ X such that
sup
g∈S
‖pig(ξ)− ξ‖ < ε‖ξ‖.
16 CHAPTER 1. PRELIMINARIES
Definition 1.3.3. A discrete group G has property (T) if every unitary representation pi of G having almost
invariant vectors has a non-zero invariant vector.
This property has many different characterisations. The name property (T) comes from the characterisation
that the trivial representation is isolated for the Fell topology. For a proof of this equivalence and other details
we refer to [BHV08].
Another characterisation is the existence of a Kazhdan pair. A group G has a property (T) if there exists a
finite generating set S and a Kazhdan constant C > 0 such that for every unitary representation pi of G on H
without non-trivial invariant vectors and any ξ ∈ H there exists an s ∈ S such that ‖pis(ξ)− ξ‖ ≥ C‖ξ‖. This
is proved in Proposition 2.1 of [BHV08].
Property (T) is often used as an obstruction to amenability. If a discrete group is both amenable and has
property (T), then it is finite. This is proved in Theorem 1.1.6 of [BHV08].
Let G be a group with an infinite subset Y . The pair (G, Y ) has relative Property (T) if for every repre-
sentation pi of G and every almost invariant sequence of unit vectors ξn we have sup
y∈Y
‖piyξn−ξn‖ → 0 as n→∞.
Property (τ) is a weaker version of property (T). The group G has property (τ) relative to a sequence of
finite index normal subgroups Nn if it has a Kazhdan pair relative to the representations of G without invariant
vectors that are trivial on one of the subgroups Nn.
Definition 1.3.4. A group G with a sequence of finite index normal subgroups Nn has property (τ), if there
exists a constant C > 0 and a finite generating set S such that for every unitary representation pi of G on H
that is trivial on one of the subgroups Nn and without any non-trivial invariant vectors we have that for every
ξ ∈ H there exists an s ∈ S such that ‖pis(ξ)− ξ‖ ≥ C‖ξ‖.
Note that every group with property (T) has property (τ) for any sequence of finite index normal subgroups.
1.4 Large scale geometry
In this section we will be looking at metric spaces. A metric space (X, d) consists of a set X and a metric
d : X ×X → R+, which determines a distance between every two point in X.
We want to study the large scale structure of metric spaces. First we will define bi-Lipschitz, quasi-isometric
and coarse maps, these kinds of maps partially preserve the distance, in all three cases sets that are bounded get
mapped to something bounded, i.e. they preserve the large scale structure. For these maps there exists a related
equivalence relation. Then we will define some properties that are invariant for these equivalence relations.
For more information on large scale geometry we refer to [NY12].
1.4.1 Quasi-isometries and coarse equivalence
In this section we will take a look at maps that at least partially preserve distance and we will define equivalences
that partitions the family of metric spaces in classes with a similar metric structure.
Consider two metric spaces (X, dX) and (Y, dY ) and a map f : X → Y . We will define a variety of condi-
tions that partially preserve the distance.
The strongest preservation of distance is being isometric. We say that f is isometric or an isometric embedding
if dX(x, x
′) = dY (f(x), f(x′)) for every x and x′ in X. If f is also a bijection, then X and Y are isometric and
f is a isometry.
The first weakening that we consider is called bi-Lipschitz, f is bi-Lipschitz if there exists a constant C > 1
such that for every x, x′ ∈ X we have that 1C dX(x, x′) ≤ dY (f(x), f(x′)) ≤ CdX(x, x′). This property is called
bi-Lipschitz because the map f and its inverse f−1 : Im(f)→ X are both C-Lipschitz for some constant C. If
f is also a bijection, then X and Y are bi-Lipschitz equivalent.
The next weakening we consider is quasi-isometric, this is a large scale version of bi-Lipschitz.
Definition 1.4.1. A map f : (X, dX)→ (Y, dY ) is quasi-isometric or a quasi-isometric embedding if there exists
two constants B and C such that for every x and x′ in X we have that 1C dX(x, x
′) − B ≤ dY (f(x), f(x′)) ≤
CdX(x, x
′) + B. If on top of that the image of f is C-dense for some constant C, i.e. for every element in
y ∈ Y there exists an element z in the image of f such that dY (y, z) ≤ C , then f is a quasi-isometry and X
and Y are quasi-isometric.
To say that X and Y are quasi-isometric we write X ∼=QI Y .
The weakest preservation to distance is being coarse.
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Definition 1.4.2. A map f : (X, dX)→ (Y, dY ) is coarse or a coarse embedding if there exists two functions ρ±
such that ρ±(n) → +∞ as n → +∞ for every x and x′ in X we have that ρ−(dX(x, x′)) ≤ dY (f(x), f(x′)) ≤
ρ+(dX(x, x
′)). If on top of that the image of f is C-dense for some constant C, then f is a coarse equivalence
and X and Y are coarsely equivalent.
If X is a geodesic space, then we can take ρ+ to be a linear function. Indeed, for every x and x
′ in X with
dX(x, x
′)− 1 ≤ n ∈ N we can take x1, . . . , xn such that dX(x, x1), dX(x1, x2), . . . , dX(xn, x′) ≤ 1. Then
dY (f(x), f(x
′)) ≤ dY (f(x), f(x1)) + dY (f(x1), f(x2)) + . . .+ dY (f(xn), f(x′)) ≤ (n+ 1)ρ+(1),
so we can conclude that dY (f(x), f(x
′)) ≤ ρ+(1)(dX(x, x′) + 1).
Similarly if X is a quasi-geodesic bounded geometry and Y is a Hilbert space, then we may suppose that
ρ+(x) = x for every x ∈ R+.
An alternative definition of coarse is the preservation of boundedness.
Proposition 1.4.3. Let (X, dX) and (Y, dY ) be metric spaces. Then a map f : X → Y is a coarse embedding
if and only if
dX(xn, yn)→ +∞⇐⇒ dY (f(xn), f(yn))→ +∞
for any two sequences (xn)n and (yn)n in X.
Note that the equivalences we defined are indeed equivalence relations. However in the quasi-isometric
and coarse case, it is not straightforward the relation is symmetric. Let f : X → Y be the map realizing the
quasi-isometry (or coarse equivalence), then for every x, x′ ∈ X we have that ρ−(dX(x, x′)) ≤ dY (f(x), f(x′)) ≤
ρ+(dX(x, x
′)) where ρ± is linear (or tends to +∞ respectively) and the image of f is C-dense. So for every
y ∈ Y we can take xy ∈ X such that dY (f(xy), y) ≤ C. Then the map f ′ : Y → X : y 7→ xy can be used to
show that Y is quasi-isometric with X (or that Y is coarsely equivalent with X respectively).
1.4.2 Metrized disjoint unions
Given a sequence of bounded metric spaces (Xn)n we want to consider it as a single metric space. As a set we
can take the disjoint union
⊔
Xn. Unfortunately there is no natural way to define the metric on this disjoint
union. Therefore we take any possible metric such that the distance between two points of the same component
is the distance within that metric space and the distance between elements of different components only depends
on those components and for every R the pairs of components such that the distance between their elements is
less than R is finite.
Every such metric is called a metrization of the disjoint union
⊔
Xn. Fortunately all these metrizations are
coarsely equivalent.
Proposition 1.4.4. Let Xn be a sequence of bounded metric spaces and let d1 and d2 be two metrizations of
the disjoint union, then (
⊔
Xn, d1) is coarsely equivalent to (
⊔
Xn, d2).
Proof. Let f : (
⊔
Xn, d1)→ (
⊔
Xn, d2) be the identity map. Due to Proposition 1.4.3 it suffices to show that if
d1(xn, yn) 6→ +∞, then d2(xn, yn) 6→ +∞.
Assuming d1(xn, yn) does not go to infinity, we know there exists a subsequence ni and a constant C such
that d1(xni , yni) ≤ C for every i. The number of pairs of components where the elements of one are at a
distance of at most C to the elements of the other one is finite, for each of these pairs we can take the distance
between the elements of these pair for d2. Let D be the maximum of these distances over all such pairs.
Now if xni and yni are in the same component, then d2(xni , yni) ≤ C. If xni and yni are in different components,
then d2(xni , yni) ≤ D. So d2(xni , yni) ≤ max(C,D) for every i and therefore d2(xn, yn) does not go to infinity
either.
As all these metrization are coarsely equivalent we can take the metrized disjoint union to be that coarse
equivalence class containing all the different metrization. If the diameter of Xn goes to infinity as n→∞, then
we can represent that coarse equivalence class with the metrized disjoint union for which the distances between
elements of Xn and Xm is equal to diam(Xn) + diam(Xm) for every n 6= m.
We will mainly be working with sequences of graphs with bounded degree, these metric spaces are bounded
geometries, meaning that the for every R the size of the balls of radius R is bounded. For sequences of graphs
we have that the metrized disjoint union is of bounded geometry as well.
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Proposition 1.4.5. Let Xn be a sequence of finite graphs with bounded degree. Then the metrized disjoint
union
⊔
Xn is of bounded geometry.
Proof. Let K be the upper bound on the degree and take R > 0. Let C be the number of pairs of components
with elements at a distance at most R. Now let x ∈ ⊔Xn and let i be such that x ∈ Xi. Note that K must be
at least 2, so the number of elements in Xi at a distance of at most R is at most 1 +K
(K−1)R−1
K−2 if K ≥ 3 and
at most 2R + 1 if K = 2, so in both cases it is less than KR+1 + 1. For other elements take y ∈ Xj 6= Xi with
d(x, y) ≤ R. Then diam(Xj) ≤ 2R, so |Xj | ≤ K2R+1 + 1. So |B[x,R]| ≤ (KR+1 + 1) +C(K2R+1 + 1), which is
independent of x, therefore
⊔
Xn is of bounded geometry.
1.4.3 Box Spaces
Given a residually finite, finitely generated group G, we say that a sequence of nested finite index normal
subgroups of the group is a filtration if this sequence of subgroups has trivial intersection. Given such a
filtration {Ni} of G and fixing a generating set of G, we can consider each finite quotient G/Ni with the Cayley
graph metric induced by image the generating set of G.
Definition 1.4.6. Let G be a finitely generated group with generating set S. The box space NiG of a group
G with respect to a filtration {Ni} is the metrized disjoint union of the Cayley graphs Cay(G/Ni, S¯), where S¯
is the image of S under the quotient map G→ G/Ni.
Note that such a filtration only exists if G is residually finite. There also exist some similar constructions.
The most notable example is the full box space.
Definition 1.4.7. Let G be a finitely generated group with generating set S. Then fG, the full box space of
G, is the metrized disjoint union of Cay(G/N, S¯) over all normal subgroup N of G and where S¯ is the image
of S under the quotient map G→ G/N .
There exist more variations on this construction. One such variation weakens the definition of filtration
to Farber sequence, here the subgroups are not necessarily normal, so Cay(G/N, S¯) is replaced by a Schreier
graph.
As a variation on the full box space it is possible to take the metrized disjoint union over all subgroup or all
characteristic subgroup.
Note that two Cayley graphs of the same group are quasi-isometric.
Proposition 1.4.8. Let G be a finitely generated group and let S and T be two finite generating groups. Then
Cay(G,S) and Cay(G,T ) are quasi-isometric.
Proof. Take ϕ : Cay(G,S) → Cay(G,T ) to be the identity on G and take Ds = diamCay(G,T )(S) and Dt =
diamCay(G,S)(T ). Then for every g ∈ G, s ∈ S and t ∈ T we have that dCay(G,T )(g, gs) ≤ Ds and dCay(G,S)(g, gt) ≤
Dt. So for every g and h in G we have that
1
Ds
dCay(G,T )(g, h) ≤ dCay(G,S)(g, h) ≤ DtdCay(G,T )(g, h).
As two Cayley graphs of the same group are quasi-isometric we know that the coarse equivalence class of a
box space is independent of the generating set for any of these constructions.
The following standard result says that the components of a box space locally ‘look like’ the group.
Proposition 1.4.9. Let G be a residually finite, finitely generated group and let (Nn)n be a filtration of G.
Then there exists an increasing sequence (in)n such that for every k ∈ N the balls of radius k of G are isometric
to the balls of radius k of G/Ni, where i ≥ in.
Proof. For a given k and large enough i we have BG(e, 2k) ∩Ni = {1}, which in turn implies that BG(e, k) is
isometric to BG/Nn(e, k).
1.4.4 Asymptotic dimension
Asymptotic dimension is a coarse version of the topological dimension and was defined by Gromov [Gro93].
There exist many equivalent definitions of asymptotic dimension, see theorem 19 of [BD08]. In every one of
these definition we define when the asymptotic dimension is smaller that an natural number n. Then the
asymptotic dimension is the smallest such n.
A first definition of asymptotic dimension uses the notion of R-multiplicity. Let X be a metric space and
let U be a covering of X, a family of subsets of X such that every element of X is contains in one subset in
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U . For a number R > 0 the R-multiplicity of U at x ∈ X is equal to the number of sets U ∈ U containing an
element u ∈ U such that d(x, u) ≤ R. The R-multiplicity of U is the supremum of the R-multiplicity at every
point.
A covering is uniformly bounded if there exists an S > 0 such that diam(U) ≤ S for every U ∈ U .
Definition 1.4.10. The metric space X has asymptotic dimension smaller than n, denoted as asdim(X) ≤ n,
if for every R > 0 there exists a uniformly bounded covering with R-multiplicity at most n+ 1.
Note that some metric spaces do not satisfy asdim(X) ≤ n for any n. In this case we say that the asymptotic
dimension of X is infinite.
A second definition of asymptotic dimension is very similar. The asymptotic dimension of X is smaller than n
if for every R > 0 there exist families U0, . . . ,Un such that the union of these families is a uniformly bounded
covering of X and every U and V in the same family are R-disjoint, for every u ∈ U and v ∈ V we have that
d(u, v) > R.
The last definition of asymptotic dimension considers coarse maps from X to a simplicial complex. A sim-
plicial complex is a set composed of simplices, i.e. sets σn = {(x0, . . . , xn) ∈ (R+)n+1 : x0 + . . .+ xn = 1}.
The asymptotic dimension of X is smaller than n, if for every ε > 0 there exists a coarse map X → K where
K is an n dimensional simplicial complex and the upper control function ρ+ is such that ρ
+(x) = εx.
Note that asymptotic dimension is a coarse invariant. Indeed, suppose asdimX = n and there exists a coarse
map ϕ : X → Y . Let ρ± be the control functions of ϕ and let C be such that the image of ϕ is C-dense.
Let R > 0, then there exists a covering U of X with ρ−1+ (R+ C)-multiplicity is at most n+ 1 and let V be the
C-neighbourhood of ϕ(U). The (R + C)-multiplicity of ϕ(U) is at most n+ 1 and therefore the R-multiplicity
of V is at most n+ 1 as well. As the image of ϕ is C-dense and ϕ(U) is a covering of that image, we have that
V is a covering of Y . So we can conclude that asdimY = n.
Some examples of metric spaces with finite asymptotic dimension are the Cayley graphs of polycyclic groups
(see [BD06] and [DS06]), Rn with the standard metric, as it is coarsely equivalent to any Cayley graph of Zn and
the Cayley graphs of hyperbolic groups (see [Gro93]). An example of a metric space with infinite asymptotic
dimension is Z o Z, as it contains a subspace that is coarsely equivalent to Zn for every n.
1.4.5 Property A
Property A is a generalization of amenability similar to the Følner condition.
Definition 1.4.11. A metric space X has property A if for every R, ε > 0 there exists a constant C and there
exist finite sets Ax ⊂ X×N for every x ∈ X such that Ax ⊂ B(x,C)×N and for every x, y ∈ X with d(x, y) ≤ R
we have that
Ax∆Ay
Ax∩Ay ≤ ε.
A space with finite asymptotic dimension has property A. Indeed, let asdimX = n − 1 and let R, ε > 0.
There exists a uniformly bounded covering U of X with Rnε -multiplicity at most n. If S is the uniform bound
on U , then we take C = S + Rnε .
For every set U ∈ U we can fix xU ∈ U . For every x ∈ X we take Ax to be the set containing the elements
(xU , k) with U ∈ U and k ∈ N with d(x, U) + k ≤ Rnε .
We know that (xU , k) can only be in Ax if d(x, U) ≤ Rnε and xU is at most at a distance S from the closest
element to x. So d(x, xU ) ≤ S + Rnε = C and therefore Ax ⊂ B(x,C)× N.
Now there exists at most n sets in U that intersect the ball B (x, Rnε), so for any y with d(x, y) ≤ R we have
that |Ax∆Ay| ≤ |Ax| ≤ n · Rnε = Rε .
However not every metric space with property A has finite asymptotic dimension for example any Cayley graph
of Z o Z.
It is also known that spaces with property A can be coarsely embedded into a Hilbert space, this is shown
in Theorem 2.7 of [Yu00]. A metric space X embeds into a Hilbert space if there exists a Hilbert space H and
a coarse map ϕ : X → H.
1.5 Expanders
In this section we give several definitions of what it means for a graph (or family of graphs) to be an expander
family. We also compare their coarse structure to that of a Hilbert space. For an extended introduction to
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expanders we refer to [HLW06].
1.5.1 Expanders
An expander is a property for sequence of finite graphs Gn such that |Gn| → ∞. It has several equivalent
definitions.
The first definition uses the Cheeger constant. Recall that the boundary of a subset F of a finite graph G is
∂F =
{{x, y} | x ∈ F, y /∈ F}. Now the Cheeger constant, also called the edge expansion ratio of G, is defined
as
h(G) = min
F⊂V
{ |∂F |
|F |
∣∣∣∣ 2|F | ≤ |V |} .
A sequence of finite graphs (Gn)n is an expander, if |Gn| → ∞ and there exists a constant ε > 0 such that
ε ≤ h(Gn) for every n.
An alternative definition is the existence of a spectral gap, a gap in the eigenvalues of the Laplacian: The
Laplacian of a regular graph G is an operator on `2(G), where `2(G) is the set of functions from the vertex set
of G to C with the 2-norm. The Laplacian is defined by ∆(f)(x) =
∑
y∼x
f(x)−f(y) for every f ∈ `2(G) and x ∈ G.
If f is constant, then ∆(f) = 0. Therefore 0 is an eigenvalue of ∆. All eigenvalues of ∆ lie in [0, 2k], where k is
the degree of G in every vertex. Indeed, for f an eigenvector for eigenvalue λ we have that 〈f,∆(f)〉 = λ‖f‖2
and at the same time we have the following:
〈f,∆(f)〉 =
∑
x∈G
f(x)
∑
y∼x
f(x)− f(y)
=
∑
x∈G
∑
y∼x
f(x)(f(x)− f(y))
≤
∑
x∈G
∑
y∼x
f(x)(f(x) + f(x))
=
∑
x∈G
∑
y∼x
2f(x)2
= 2k‖f‖2
and
0 ≤
∑
x∈G
∑
y∼x
(f(x)− f(y))2
=
∑
x∈G
∑
y∼x
f(x)(f(x)− f(y))−
∑
x∈G
∑
y∼x
f(y)(f(x)− f(y))
= 2
∑
x∈G
∑
y∼x
f(x)(f(x)− f(y))
= 2〈f,∆(f)〉.
Now we can take λ1(G) to be the smallest eigenvalue of an eigenvector that is not a constant function. The
Cheeger inequality states that 2h(G) ≥ λ1(G) ≥ h(G)
2
2
A last definition of being an expander is the existence of a certain Poincare´ inequality. Specifically we want
that 1|Gn|2
∑
x,y∈Gn ‖ϕ(x)− ϕ(y)‖
2
is uniformly bounded over all n and all 1-Lipschitz maps ϕ : Gn → `2.
Theorem 1.5.1. Let (Gn)n be a sequence of k-regular Cayley graphs. This sequence is an expander if one of
the following equivalent statements is true:
1. There exists a c > 0 such that h(Gn) ≥ c for every n.
2. There exists an ε > 0 such that λ1(Gn) ≥ ε.
3. There exists a C such that for every n and every 1-Lipschitz map ϕ : Gn → `2 we have∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 ≤ C|Gn|2.
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Proof. The equivalence 1⇔ 2 is due to the Cheeger-Buser inequality.
The proof of 2⇒ 3 is based on Proposition 5.7.2 of [NY12].
Set C = kε . Now for any n we can take v0 = 1Gn , v1, . . . , v|Gn|−1 to be the eigenvectors of the Laplacian ∆n onGn.
Let f : Gn → R such that
∑
x∈Gn
f(x) = 0, we can write f = a1v1 + . . .+ a|Gn|−1v|Gn|−1. Using that 〈vi, vj〉 = 0 if
i 6= j we can make the following computations:∑
d(x,y)=1
|f(x)− f(y)|2 =
∑
d(x,y)=1
f(x)(f(x)− f(y))− f(y)(f(x)− f(y))
=
∑
d(x,y)=1
f(x)(f(x)− f(y)) + f(x)(f(x)− f(y))
=
∑
d(x,y)=1
2f(x)(f(x)− f(y))
=
∑
x∈Gn
2f(x)(∆n(f)(x))
= 2〈f,∆n(f)〉
= 2
〈
a1v1 + . . .+ a|Gn|−1v|Gn|−1, a1λ1v1 + . . .+ a|Gn|−1λ|Gn|−1v|Gn|−1
〉
= 2
(
λ1 ‖a1v1‖2 + . . .+ λ|Gn|−1
∥∥a|Gn|−1v|Gn|−1∥∥2)
≥ 2λ1 ‖f‖2
= 2λ1(Gn)
∑
x∈Gn
|f(x)|2.
Now let ϕ : Gn → `2 be a 1-Lipschitz map. Without loss of generality we may assume that
∑
x∈Gn
ϕ(x) = 0. We can
decompose ϕ according to an orthonormal basis. Using this decomposition we find that 2λ1(Gn)
∑
x∈Gn
‖ϕ(x)‖2 ≤∑
d(x,y)=1
‖ϕ(x)− ϕ(y)‖2 ≤
∑
d(x,y)=1
1 ≤ k|Gn|.
Now we can bound
∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 as follows:
∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 =
∑
x,y∈Gn
‖ϕ(x)‖2 + ‖ϕ(y)‖2 − 2〈ϕ(x), ϕ(y)〉
=
∑
x∈Gn
2|Gn| ‖ϕ(x)‖2 − 2
〈∑
x∈Gn
ϕ(x),
∑
y∈Gn
ϕ(y)
〉
≤ k|Gn|
λ1(Gn) |Gn|
≤ C|Gn|2.
This proves that 2⇒ 3.
Now we only have to prove that 3 ⇒ 2. Set ε = 1C and suppose that λ1(Gn) < ε for some n. Let f
be the eigenvector v1 for this n. Set B =
∑
d(x,y)=1
|f(x) − f(y)|2. Now we can take ϕ : Gn → `2(Gn) with
ϕ(x) : Gn → R : y → 1√B f(y−1x). Note that Gn is a Cayley graph, therefore y−1x is well-defined. Now ϕ is
1-Lipschitz because for every x, y ∈ Gn with d(x, y) = 1 we have
‖ϕ(x)− ϕ(y)‖2 ≤ 1
B
∑
z∈Gn
|f(z−1x)− f(z−1y)|2 ≤ 1
B
∑
d(x′,y′)=1
|f(x′)− f(y′)|2 = 1.
Showing that 2ε
∑
x∈Gn
|f(x)|2 > B would show that ϕ does not satisfy
∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 ≤ C|Gn|2, because
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of the following argument:∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 =
∑
x,y∈Gn
‖ϕ(x)‖2 + ‖ϕ(y)‖2 − 2〈ϕ(x), ϕ(y)〉
=
∑
x∈Gn
2|Gn| ‖ϕ(x)‖2 − 2
〈∑
x∈Gn
ϕ(x),
∑
y∈Gn
ϕ(y)
〉
.
But we have the following computation(∑
x∈Gn
ϕ(x)
)
(z) =
∑
x∈Gn
1√
B
f(z−1x) =
∑
y∈Gn
1√
B
f(y) =
1√
B
〈f, 1Gn〉 = 0
so that we have 〈∑
x∈Gn
ϕ(x),
∑
y∈Gn
ϕ(y)
〉
= 0
and thus ∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 =
∑
x∈Gn
2|Gn| ‖ϕ(x)‖2
=
2
B
|Gn|
∑
x,y∈Gn
|f(y−1x)|2
=
2
B
|Gn|2
∑
y∈Gn
|f(y)|2
≥ C|Gn|2.
To show that 2ε
∑
x∈Gn
|f(x)|2 > B we make the following computations:
B =
∑
d(x,y)=1
|f(x)− f(y)|2
=
∑
d(x,y)=1
f(x)(f(x)− f(y))− f(y)(f(x)− f(y))
=
∑
d(x,y)=1
f(x)(f(x)− f(y)) + f(x)(f(x)− f(y))
=
∑
d(x,y)=1
2f(x)(f(x)− f(y))
= 2
∑
x∈Gn
f(x)(∆n(f)(x))
= 2
∑
x∈Gn
λ1(Gn)f(x)f(x)
= 2λ1(Gn)
∑
x∈Gn
|f(x)|2
< 2ε
∑
x∈Gn
|f(x)|2.
This concludes the proof.
1.5.2 Weakly embedded expanders
An a priori weaker notion of coarse embedding is that of a weak embedding. It was used in [Gro03] to construct
a group which does not admit a coarse embedding into a Hilbert space.
Definition 1.5.2. Given a sequence of finite metric spaces (Xn)n∈N, and a metric space Y , a sequence of maps
fn : Xn → Y is a weak embedding if there is C > 0 such that each fn is C-Lipschitz, and for all r > 0, we have
lim
n→∞ supx∈Xn
|f−1n (BY (fn(x), r))|
|Xn| = 0,
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where BY (y, r) denotes the ball of radius r about y ∈ Y .
When the target space Y is of bounded geometry (i.e. the cardinality of balls is uniformly bounded by some
constant depending only on the radius), then the above condition is equivalent to
lim
n→∞ supx∈Xn
|f−1n (fn(x))|
|Xn| = 0.
We remark that a coarse embedding of a metrized sequence of finite graphs of bounded geometry into a space
Y implies a weak embedding of the sequence of graphs into Y .
We also remark that expanders do not weakly embed into a Hilbert space. This follows from Theorem 1.5.1
with a similar argument as in section 1.5.4.
1.5.3 Generalized expanders
It is well known that expanders do not coarsely embed into a Hilbert, however these are not the only such
metric spaces. In order to include all non-embeddable metric spaces we generalise expanders.
Definition 1.5.3. A sequence of bounded metric spaces Xn is a generalised expander if there exists a sequence
rn > 0, a sequence of probability measures µn on Xn ×Xn and a constant C such that the following conditions
are met:
• The sequence rn tends to infinity as n→∞.
• We have that µn(D) = 0 for D = {(x, y) : d(x, y) < rn}.
• For every ϕ : Xn → `2 that is 1-Lipschitz we have∑
x,y∈Xn
‖ϕ(x)− ϕ(y)‖2µn(x, y) ≤ C.
This is a generalization of being an expander. Indeed, for any expander Gn the set Gn×Gn can be partitioned
into two equal subsets of pairs that are close and pairs that are far. Let Yn be the subset with pairs that are far
and let rn be equal to minimum of d(x, y) over all (x, y) in Yn. As every expander is a bounded geometry and
|Gn| tends to infinity, we have that rn →∞. Let µn be the uniform measure on Yn. By definition D = Gn \ Yn,
so µn(D) = µn(Gn \ Yn) = 1− 1 = 0.
Finally there exists a constant C such that for every 1-Lipschitz map ϕ : Xn → `2 we have∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 ≤ C|Gn|2.
So we can conclude that∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2µn(x, y) =
∑
(x,y)∈Yn
‖ϕ(x)− ϕ(y)‖2 1|Yn|
=
∑
(x,y)∈Yn
2
|Gn| |Gn| ‖ϕ(x)− ϕ(y)‖
2
≤ 2C.
Many examples of generalized expander that are not expanders can be found in [AT15]. In that paper Arzhant-
seva and Tessera define expanders relative to subsets. The Cayley graphs of a sequence of groups Gn with
generating sets Sn is an expander relative to the subsets Yn of Gn, if the following conditions are satisfied:
• the cardinality of Sn is bounded,
• the sets Yn are unbounded in Gn, and
•
∑
x∈Gn
∑
y∈Yn
‖ϕ(x)− ϕ(xy)‖2 ≤ C|Gn| |Yn|.
Due to proposition 3 of [AT15] we know that if (G, Y ) has relative property (T) and Nn is a filtration of G,
then NnG is a relative expander.
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1.5.4 Non embeddability in Hilbert spaces
As mentioned before expanders do not coarsely embed into a Hilbert space. In fact generalized expander do not
embed either. Indeed, if there exists a coarse embedding ϕ form a generalized expander Gn to a Hilbert space
H, then
C ≥
∑
x,y∈Xn
‖ϕ(x)− ϕ(y)‖2µn(x, y) ≥
∑
x,y∈Xn
ρ−(rn)2µn(x, y) = ρ−(rn)2.
As rn tends to infinity and lim
t→+∞ ρ−(t) =∞ we get a contradiction.
In fact a metric space embeds into a Hilbert space if and only if it contains a generalized expander. See
Theorem 5.7.3 of [NY12].
1.6 Algebraic topology
In this section we give an introduce some objects from algebraic topology. First we introduce fundamental
groups, this group provides information about the paths in a given topological space. Then we look at a coarse
version of this construction called the coarse fundamental group. We also introduce simplicial homology and
finally we introduce covering spaces. For an introduction to topology and algebraic topology we refer to [Mun00]
and [Hat02].
1.6.1 Fundamental groups
A path in a topological space X is a continuous map p : [0, 1]→ X and a loop is a path p such that p(0) = p(1).
Two paths p and q with the same begin point and end point are homotopic if there exists a continuous map
f : [0, 1]2 → X such that f(0, x) = p(0) = q(0), f(1, x) = p(1) = q(1), f(x, 0) = p(x) and f(x, 1) = q(x). A loop
p is nulhomotopic if it is homotopic to the trivial loop q : [0, 1]→ X : x 7→ p(0).
Two paths p and q can be composed such that
(p ∗ q)(x) = p
(x
2
)
if x ∈ [0, 1
2
] and
(p ∗ q)(x) = q
(
1 + x
2
)
if x ∈ [ 1
2
, 1].
This defines a group action on the homotopy classes of loops p in X with p(0) fixed. This group is called the
fundamental group pi1(X) of X.
If X is connected, then pi1(X) is independent of the base point.
Graphs are not connected not even connected graphs. However given a connected graph we can add a path
between every two adjacent vertices. Then the metric space we find is connected. So we can consider the
fundamental group of a connected graph to be the fundamental group of that metric space.
Note that the fundamental group of a graph is always a free group. In fact for a group G with representation
〈S|R〉 we have that pi1(Cay(G,S)) = 〈R〉.
1.6.2 Coarse fundamental groups
In the classical fundamental group, two paths are homotopic if we can deform one path into the other in
a continuous way. The coarse version first defined for simplicial complexes in [BKLW01] and then in full
generality in [BCW14], (see also [BBdLL06], [BL05]). In this coarse setting, we take quasi-paths and we will
make these deformations in discrete steps. This will depend on a constant r > 0. An r-path p in a metric space
X is a map p : {0, . . . , n} → X with n ∈ N and d(p(i − 1), p(i)) ≤ r for every i ∈ {1, . . . , n}. Remark that
paths on a graph, as defined in section 1.2.1, are 1-paths. The deformation of the paths will also depend on the
constant r, and if such a deformation exists, we will call the two paths r-close.
We say that two paths p and q in a graph G are r-close if one of the two following cases is satisfied:
(a) For every i ≤ min(`(p), `(q)) we have that p(i) = q(i) and for bigger i we either have p(i) = p(`(q)) or
q(i) = q(`(p)), depending on which path is defined at i.
(b) We have that `(p) = `(q) and for every 0 ≤ i ≤ `(p) we have d(p(i), q(i)) ≤ r.
Now we define a coarse version of homotopy by combining these deformations.
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Definition 1.6.1. Let G be a graph, let r > 0 be a constant and let p and q be two r-paths in G. We say that p
and q are r-homotopic if there exists a sequence p0 = p, p1,. . . , pn = q such that pi is r-close to pi−1 for every
i ∈ {1, 2, . . . , n}.
Note that r-homotopy is an equivalence relation, so we can now define the fundamental group up to r-
homotopy as the group of r-homotopy equivalence classes of r-loops rooted in a basepoint, with the group
operation corresponding to concatenation of loops.
Definition 1.6.2. The fundamental group up to r-homotopy pi1,r(G, x) is defined to be the group of equivalence
classes of r-loops rooted in a basepoint x with the operation ∗ : pi1,r(G, x)2 → pi1,r(G, x) : ([p], [q]) 7→ [p ∗ q] with
p ∗ q : {0, 1, . . . , `(p) + `(q)} → G :
{
i 7→ p(i) if 0 ≤ i ≤ `(p),
i 7→ q(i− `(p)) if `(p) + 1 ≤ i ≤ `(p) + `(q).
As we will focus on the case where G is a Cayley graph Cay(G,S), we will write pi1,r(G) = pi1,r(G, e), since
the basepoint will always be taken to be the identity element.
1.6.3 Homology
In this section we will define simplicial homology.
Fix a ring R. The simplex σn is the space
{
(x0, x1, . . . , xn) ∈ Rn+1 : x0 + . . .+ xn = 1
}
. For a topological space
X consider the free R-module Cn(X) generated by the image of continuous maps σn → X, consider for every i
between 0 and n the map ∂in : Cn(X)→ Cn−1(X) such that for any f : σn → X we have
∂in(f)(x0, x1, . . . , xn−1) = f(x0, . . . , xi−1, 0, xi, . . . , xn−1)
and finally consider the boundary map ∂n : Cn(X)→ Cn−1(X) such that for any f : σn → X we have
∂n(f) =
n∑
i=0
(−1)i∂in(f).
Note that for every f : σn+1 → X and every i and j such that 0 ≤ i ≤ j ≤ n we have that ∂jn ◦ ∂in+1(f) =
∂in ◦ ∂j+1n+1(f). So we have
∂n ◦ ∂n+1(f) =
n∑
i=0
(−1)i∂in
n+1∑
j=0
(−1)j∂jn+1(f)

=
n∑
i=0
n+1∑
j=0
(−1)i+j∂in ◦ ∂jn+1(f)
=
n∑
i=0
i∑
j=0
(−1)i+j∂in ◦ ∂jn+1(f) +
n∑
i=0
n+1∑
j=i+1
(−1)i+j∂in ◦ ∂jn+1(f)
=
n∑
i=0
i∑
j=0
(−1)i+j∂jn ◦ ∂i+1n+1(f) +
n+1∑
j=1
j−1∑
i=0
(−1)i+j∂in ◦ ∂jn+1(f)
= 0.
As ∂n ◦ ∂n+1 is the zero map. The following sequence is called a chain complex:
. . .
∂n+1
// Cn
∂n // Cn−1
∂n−1
// . . .
∂1 // C0 // 0 .
Now the simplicial homology groups of this chain complex are Hn(X,R) =
Im(∂n+1)
ker(∂n)
. Elements of Im(∂n+1)
are the boundaries and elements of ker(∂n) are called cycles, not to by confused with cycles in a graph.
Remark that H1(X,Z) is the abelianization of pi1(X). Also remark that if X is connected, then H0(X,R)
is equal to R.
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1.6.4 Covering spaces
A topological space Y is a covering space of a topological space X if there exists a map P : Y → X such that
for every x ∈ X there exists a neighbourhood U of x such that P−1(U) is the union of disjoint sets that are
homeomorphic to U . Note that if X and Y are path connected, then there is a natural inclusion of pi1(Y ) into
pi1(X).
A specific covering of a path connected space X we use is the m-homology cover, where m is an integer
greater than 1. This is the covering space Y such that pi1(Y ) is equal to the kernel of the quotient map
pi1(X)→ H1(X,Zm).
Given a finite graph X, one can construct a covering graph X˜ of X such that X˜ is the cover corresponding to
the the quotient pi(X) →⊕r Zm of highest rank r possible. Indeed, since pi(X) is a free group, the rank r is
simply the rank of this free group.
Note that as a graph, the cover can be viewed in the following way. First, choose a maximal spanning tree T
of the graph X. Construct the Cayley graph of
⊕r Zm with respect to the image of the free generating set of
pi(X). Note that the free generating set of pi(X) is in bijection with its image in
⊕r Zm, and also in bijection
with the edges of X not contained in the maximal tree T . Let κ be the bijection between the edges not in T
and this generating set of
⊕r Zm.
Now, replace by a copy of T each of the vertices of the Cayley graph of
⊕r Zm with respect to the image of
the free generating set of pi(X), where the different copies of T are connected according to how the vertices in
the Cayley graph
⊕r Zm are connected, via the correspondence between the edges not in T and the generating
set of
⊕r Zm (that is, if two vertices v and w in X are connected by an edge e which is not in T , then given
such a vertex v˜ in one of the copies of T corresponding to a vertex a of
⊕r Zm, we connect it via an edge to a
vertex w˜ in the copy of T corresponding to the element aκ(e) of
⊕r Zm).
The covering space X˜ obtained in this way is called the m-homology cover of X.
Chapter 2
Overview
2.1 History
2.1.1 Gromov’s polynomial growth theorem
One of the most important results in geometric group theory is Gromov’s polynomial growth theorem. In a
sparse graph G, i.e. a graph with bounded degree, we can consider the balls of a certain radius r. We say that
B(x, r) is such a ball centred at x ∈ G. If G is a Cayley graph then the size of these balls is independent of the
point x, so we can define β(r) = |B(x, r)|, which is called the growth function of G.
The growth function of the Cayley graph of a finitely generated infinite group can be polynomial, exponential
or in between, which is called intermediate growth. This growth type is a quasi-isometry invariant, so for any
group this growth type is independent of the finite generating set. For a group with polynomial growth even
the degree of the polynomial is independent of the finite generating set.
Due to the Følner condition non-amenable groups always have exponential growth. However there also exist
amenable groups with exponential growth for example Z2 oα Z where α corresponds to the matrix
[
1 1
1 0
]
.
In [Mil68] and [Wol68], Milnor and Wolf show that a finitely generated solvable group has polynomial growth
if and only if it is virtually nilpotent. They also show that finitely generated solvable groups, who do not have
polynomial growth, have exponential growth.
In [Gro81] Gromov shows that any finitely generated groups has polynomial growth if and only if it is virtually
nilpotent. This theorem gives a one to one correspondence between a group theoretical property and geometric
property of the Cayley graph. There exists many other such results, for example the different characterizations
of amenability: the existence of a left invariant mean is a group analytic property, while the existence of Følner
set (sets with an arbitrary small boundary) is a geometric property.
2.1.2 Margulis: property (T) and expanders
The existence of expanders was shown in 1967 by Kolmogorov and Barzdin (see [Bar93]). However they did not
provide a construction. The first explicit construction came 6 years later by Margulis in [Mar73]. He considers a
sequence of increasing quotient of a group G and shows if G has property (T) then the sequence of their Cayley
graphs is an expander sequence. In fact this result can be strengthened: If a group G with a sequence of finite
index normal subgroups Nn has property (τ) and [G : Nn] → ∞, then (Cay(G/Nn, S¯)) is an expander for any
finite generating set S of G with S¯ the projection of S in G/Nn.
Indeed, for any n we have the representation pi : G/Nn → `20(G/Nn), which is the restriction of the left regular
representation to the functions f that sum to zero, i.e.
∑
g∈G f(g) = 0. For the eigenvalue λ1(Cay(G/Nn, S¯))
we have an eigenvector ξ in `20(G/Nn). As pi does not have any invariant vectors there exists a g ∈ S¯ such that
‖pig(ξ)− ξ‖ ≥ C‖ξ‖ where C > 0 is independent of n.
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Recall that 〈∆(ξ), ξ〉 = λ1(Cay(G/Nn, S¯))‖ξ‖2. Now we have that
〈∆(ξ), ξ〉 =
∑
x∈G/Nn
〈∑
s∈S¯
ξ(x)− pis(ξ)(x), ξ(x)
〉
=
∑
s∈S¯
∑
x∈G/Nn
〈ξ(x)− pis(ξ)(x), ξ(x)〉
≥ 〈ξ(x)− pig(ξ)(x), ξ(x)〉 pi is unitary: 〈ξ(x)− pis(ξ)(x), ξ(x)〉 ≥ 0
=
1
2
‖ξ(x)− pig(ξ)(x)‖2 pi is unitary: ‖pig(ξ)‖ = ‖ξ‖
≥ C
2
2
‖ξ‖2,
so λ1(Cay(G/Nn, S¯)) ≥ C22 .
We can therefore conclude that the sequence Cay(SL(3,Z/nZ), S¯) is an expander for any generating set S
of SL(3,Z).
Remark that this result states the box space of a group with property (T) to be an expander.
Note that this result by Margulis can not be reversed, there exist box spaces of groups without property
(T) that are expanders, for example the sequence Cay(SL(2,Z/nZ), S¯) with any generating set S of SL(2,Z),
this follows from Selberg’s theorem, see theorem 4.4.2 of [Lub10]. However consider a group G with a filtration
Nn. If the box space NnG is an expander, then G has property (τ) with respect to Nn.
Indeed, if G does not have property (τ) with respect to Nn, then for any generating set S of G and for every ε > 0
there exists a representation of G that is trivial on Nn for some fixed n such that supg∈S ‖pig(ξε)− ξε‖ < ε‖ξ‖.
Now this representation induces a representation pi of G/Nn. This is a representation of a finite group, so it
can be decomposed into a direct sum of irreducible representations and these irreducible representation are
also contained in the decomposition of ρ : G/Nn → `20(G/Nn), which is again the restriction of the left regular
representation to the functions that sum to zero.
So ξε can be decomposed into
⊕
i ξε,i where all ξε,i are vectors in `
2
0(G/Nn). So
〈∆(ξε), ξε〉 =
∑
i
〈∆(ξε,i), ξε,i〉
=
∑
i
∑
x∈G/Nn
〈∑
s∈S¯
ξε,i(x)− pis(ξε,i)(x), ξε,i(x)
〉
=
∑
i
∑
x∈G/Nn
∑
s∈S¯
1
2
‖ξε,i(x)− pis(ξε,i)(x)‖2 pi is unitary: ‖pis(ξ)‖ = ‖ξ‖
≤
∑
i
∑
x∈G/Nn
|S¯|
2
ε2 ‖ξε,i(x)‖2
=
|S¯|
2
ε2 ‖ξε‖2
As λ1(G/Nn) is the smallest eigenvalue of ρ and ξε 6= 0 we have that λ1(G/Nn) ≤ |S¯|2 ε2. So for every ε > 0
there exists an n such that λ1(G/Nn) ≤ |S¯|2 ε2, therefore (Cay(G/Nn, S¯))n is not an expander.
2.1.3 Amenability and property A
An other result that links a property of the group to a property of its box space is given by Guentner. Proposition
11.39 of [Roe03] shows that for a residually finite group G with a filtration Nn we have that G is amenable if
and only if its box space NnG has property A.
2.1.4 Rigidity of box spaces
Finally there also exist some rigidity results considering box spaces a first one is given by Khukhro and Valette
in [KV15]. First they show that following lemma:
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Lemma 2.1.1 (Khukhro-Valette, Lemma 1). Let X =
+∞⊔
k>0
Xk and Y =
+∞⊔
k>0
Yk be coarse disjoint unions of
graphs such that the diameter tends to infinity as k tends to infinity and let Φ: X → Y be a coarse equiva-
lence between these metric spaces. Then there exists a constant A and an almost permutation φ between the
components of X and the components of Y such that Φ|Xi is an (A,A)-quasi-isometry between Xi and φ(Xi).
Note that an almost permutation between sets A and B is a bijection between a co-finite subset of A and a
co-finite subset of B. Also note that the lemma was only stated for coarse disjoint unions of graphs with strictly
increasing diameter, however the proof only uses that the diameter tends to infinity.
We can therefore conclude that the if two box space G and H are coarsely equivalent, then the balls are
quasi-isometric. By taking a limit in the space of marked group we find that G and H must be quasi-isometric.
Theorem 2.1.2 (Khukhro-Valette, Theorem 7). Let G and H be residually finite groups, with filtrations NnCG
and Mn CH. If NnG is coarsely equivalent to MnH, then G is quasi-isometric to H.
This theorem implies that the partition of the class of box spaces due to coarse equivalence is finer than the
partition caused by the quasi-isometry of the underlying group. Therefore every quasi-isometric property of a
group corresponds to a coarse property of the box space. So amenability is not the only property of the group
that can be detected by the coarse equivalence class of a box space, it is also possible to determine the growth
type, the asymptotic dimension, the number of ends and many more.
An other rigidity result is given by Das in [Das15].
Theorem 2.1.3 (Das, Theorem 1.1). Given two finitely generated groups G and H with respective filtrations
Ni and Mi, (Ni)G 'CE (Mi)H implies that G and H are uniformly measure equivalent.
An application of these results is being able distinguish box spaces up to coarse equivalence, which one can
for example use as in [KV15] to show that there exist uncountably many expanders with geometric property
(T) of Willett and Yu ([WY12]).
2.2 Summary
2.2.1 Full box spaces
Chapter 3 is based on [Del17], there we investigate full box spaces. In particular what can be said about a
residually finite group G if the full box space is coarsely equivalent to the full box space Zn for some n. We
know that it has to be virtually Zn.
Indeed, due to Theorem 2.1.2 we know that G is quasi-isometric to a quotient of Zn, so G is virtually Zm with
m ≤ n. Due to Theorem 2.1.2 we also know that Zn is quasi-isometric to a quotient of G, so m ≥ n, therefore
G is virtually Zn.
In that chapter we show that G can not be 2-generated if n > 2. We also show that the full box space of free
groups Fd and Fk are not coarsely equivalent whenever d ≥ 8k + 10.
2.2.2 A box space of the free group
Chapter 4 is based on [DK16], joint work with Khukhro. In that chapter we investigate box spaces of the free
group. In [LPS88] Lubotzky, Phillips and Sarnak construct a box space of the free group that is an expander.
In [AGSˇ12] Arzhantseva, Guentner and Sˇpakula construct a box space of the free group that embeds into a
Hilbert space. This technique is generalized in [Khu14].
In that chapter we construct box spaces of a free group that do not coarsely embed into a Hilbert space, but do
not contain coarsely nor weakly embedded expanders. We do this by considering two sequences of subgroups of
the free group: the sequence provided by Lubotzky, Phillips and Sarnak which forms an expander, and another
created using the techniques from [Khu14] which gives rise to a box space that can be coarsely embedded into
a Hilbert space.
We then take certain intersections of these subgroups, and prove that the corresponding box space contains
generalized expanders. We show that there are no weakly embedded expanders in the box space corresponding
to our chosen sequence by proving that a box space that covers another box space of the same group that is
coarsely embeddable into a Hilbert space cannot contain weakly embedded expanders.
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2.2.3 Coarse fundamental groups and box spaces
Chapter 5 is based on [DK18], joint work with Khukhro. In that chapter we prove the following strong rigidity
theorem for box spaces of finitely presented groups.
Theorem 2.2.1. Let G and H be finitely presented groups with respective filtrations Ni and Mi such that
(Ni)G 'CE (Mi)H. Then there exists an almost permutation with bounded displacement f of N such that
Ni ∼= Mf(i) for every i in the domain of f .
Here, an almost permutation is defined as in Lemma 2.1.1.
Definition 2.2.2. An almost permutation f of N is a bijection between two cofinite subsets of N. We say that
f has bounded displacement if there exist A and N such that |f(n)− n| ≤ A for all n ≥ N .
We achieve this rigidity result by using the coarse fundamental group of [BCW14]. The idea of using the
coarse fundamental group in this context comes from the following intuitive idea: if G = 〈S|R〉 is a finitely
presented group, and N is a normal subgroup of G such that non-trivial elements in N are “sufficiently long”
with respect to the generating set of G, then one can use the coarse fundamental group at a scale which lies
between the length of the longest element in R and the shortest element in N , so that only loops coming from
N are detected in Cay(G/N).
This idea works well for eventually detecting the normal subgroups used to construct box spaces, since the con-
dition that a filtration (Ni) must be nested and have trivial intersection implies that the length of non-trivial
elements in the Ni tends to infinity as i tends to infinity.
We give applications of this theorem in various contexts, in particular, we prove the following results.
Theorem 2.2.3. There exist two box spaces NiG 6'CE MiG of the same group G such that G/Ni  G/Mi
with [Mi : Ni] bounded.
Theorem 2.2.4. There exist infinitely many coarse equivalence classes of box spaces of the free group F3 that
contain Ramanujan expanders.
2.2.4 A slowly growing box space of a free group that embeds into a Hilbert space
Chapter 6 is based on upcoming research, we give an example of a box space NiG of a non amenable group G
that embeds into a Hilbert space such that the size of the components grows as slowly as possible, i.e. we have
that [Ni : Ni−1] = 2 for all i in N.
This resolves a question posed by Damian Sawicki.
We show this result by generalizing the techniques used in [AGSˇ12] and [Khu14]. We consider the sequence
from [AGSˇ12] which is defined inductively by N0 = F2 and Ni+1 = Γ(Ni). Then we define subgroups in between
and show that the entire box space still embeds with techniques similar to those of [Khu14].
2.2.5 Box spaces of virtually nilpotent groups and asymptotic dimension
Chapter 7 is based on [DT18], joint work with Tointon. In that chapter we look at asymptotic dimension.
It is known that a virtually polycyclic group with a Cayley-graph metric has finite asymptotic dimension.
Indeed, given a virtually polycyclic group G we write h(G) for the Hirsch length of G, which is to say the
number of infinite factors in a normal polycyclic series of a finite-index polycyclic subgroup of G. Dranishnikov
and Smith [DS06, Theorem 3.5] show that if G is residually finite and virtually polycyclic then
asdimG = h(G). (2.1)
It is not unreasonable to expect that box spaces of virtually polycyclic groups should also have finite asymp-
totic dimension, and indeed there have been some results in this direction. For example, Szabo´, Wu and
Zacharias [SWZ14] show that every finitely generated virtually nilpotent group has some box space with finite
asymptotic dimension. Finn-Sell and Wu [FSW15] show moreover that for certain box spaces of virtually poly-
cyclic groups the asymptotic dimension of the box space is, like that of the group itself, equal to the Hirsch
length of the group. These results are not ideal in their current form, as they rely on certain subgroup inclusions
inducing coarse embeddings of the corresponding box spaces, a fact that doesn’t hold in general due to [DK18,
Theorem 4.9].
The main purpose of that chapter is to clarify the situation and strengthen these results in the case of
virtually nilpotent groups. Indeed, we show that if G is a finitely generated virtually nilpotent group then in
fact every box space of G has asymptotic dimension equal to the Hirsch length of G, as follows.
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Theorem 2.2.5. Let G be a finitely generated residually finite virtually nilpotent group and let (Nn)n be a
filtration of G. Then asdim(Nn)G = h(G).
2.2.6 Large girth and asymptotic dimension
In appendix A is part of unpublished research. we show that a metrized disjoint union of a graph sequence of
large girth does not have asymptotic dimension 2.
Theorem 2.2.6. Let Xn be a sequence of finite, connected graphs with large girth.
Then asdim
(∐
n
Xn
)
6= 2.
We decided not to publish this result due to the publication of [Yam17]. Theorem 1.3 of that paper is a
stronger result than Theorem 2.2.6.

Chapter 3
Full box spaces of free and free abelian
groups
This chapter is based on [Del17]. Here we investigate some full box spaces and coarse equivalences between
them. We do this in two parts. In part one we compare the full box spaces of free groups on different numbers
of generators. In particular the full box space of a free group Fk is not coarsely equivalent to the full box space
of a free group Fd, if d ≥ 8k + 10. In part two we compare fZn to the full box spaces of 2-generated groups.
In particular we prove that the full box space of Zn is not coarsely equivalent to the full box space of any
2-generated group, if n ≥ 3.
In both cases we use Lemma 2.1.1, which states that if two groups have coarsely equivalent full box spaces, then
there exists an almost bijection φ between the normal subgroups of both groups such that the quotient by N
and φ(N) are (A,A)-quasi-isometric for some A independent of N .
Then we will use some counting argument on the normal subgroups. In the first part we will count the normal
subgroups with a low index and in the second part we will count normal subgroups with a quotient with small
diameter.
3.1 The full box spaces of the free groups
In this section we will prove that the full box spaces of free groups are different, at least if the amount of
generators is sufficiently different. This suggests that the full box spaces of all free groups are different.
In the proof we make use of normal subgroup growth, for further reading on (normal) subgroup growth we refer
to [LS12]. Here we only need the number of normal subgroups of a given index, denoted by: aCn (G), where n is
the given index.
Theorem 3.1.1. Let 2 ≤ k ≤ d with 2(k + 1) < (d−1)24d . Then fFd is not coarsely equivalent to fFk.
Proof. Suppose that the full box spaces of the free groups Fd and Fk are coarsely equivalent where 2(k + 1) <
(d−1)2
4d , i.e. there is a coarse equivalence Φ between fFd and fFk. Due to Lemma 2.1.1 there exists an almost
permutation φ between the components of fFd and the components of fFk. As there is some C ′ such that
Im Φ is C ′-dense, components of order less than some n must be mapped to a component of order less than
n · |B[0, C ′]|, where B[0, C ′] is the closed ball of radius C ′. Now set C = |B[0, C ′]| and set D equal to the
number of components that are not in the domain of φ.
So |{N C Fd | #(Fd/N) ≤ n}| −D is not greater than |{N C Fk | #(Fk/N) ≤ Cn}| for any n. Note that
{N C Fd | #(Fd/N) ≤ n} = {N C Fd | [Fd : N ] ≤ n} =
n∑
i=1
aCi (Fd),
so we find the following inequality:
Cn∑
i=1
aCi (Fk) +D ≥
n∑
i=1
aCi (Fd) ≥ aCn (Fd)
It suffices to find an n for which this is not the case.
Let n be a power of 2, n = 2m. Then aCn (Fd) ≥ 2cm
2
if c < (d−1)
2
4d due to Theorem 3.7 of [LS12]. As
(d−1)2
4d > 2(k + 1) we can take c = 2(k + 1) + 2δ, where δ > 0. Due to Theorem 2.6 and Lemma 2.5 of
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[LS12], aCi (Fk) ≤ iki2(k+1) log2(i) for every i ∈ N. By combining these two bounds we can make the following
computation:
2cm
2 −D ≤ aCn (Fd)−D
≤
Cn∑
i=1
aCi (Fk)
≤
Cn∑
i=1
iki2(k+1) log2(i)
≤
Cn∑
i=1
(Cn)k(Cn)2(k+1) log2(Cn)
= Ck+1nk+1C2(k+1)(log2(n)+log2(C))n2(k+1)(log2(n)+log2(C))
= 2(k+1) log2(C)2m(k+1)22(k+1)(m+log2(C)) log2(C)22m(k+1)(m+log2(C))
= 2(k+1) log2(C)+m(k+1)+2(k+1)(m+log2(C)) log2(C)+2m(k+1)(m+log2(C))
= 22(k+1)m
2+m(k+1)+4m(k+1) log2(C)+2(k+1) log2(C)
2+(k+1) log2(C)
= 2(k+1)(2m
2+m+4m log2(C)+2 log2(C)
2+log2(C))
Now we can take m  0 such that 2m2 + m + 4m log2(C) + 2 log2(C)2 + log2(C) ≤ (2 + δk+1 )m2 and D <
2cm
2 − 2(2(k+1)+δ)m2 . But then we find the following contradiction.
2cm
2 −D ≤ 2(k+1)(2m2+m+4m log2(C)+2 log2(C)2+log2(C))
≤ 2(k+1)(2+ δk+1 )m2
= 2(2(k+1)+δ)m
2
< 2cm
2 −D
This proves that fFd is not coarsely equivalent to fFk for 2(k + 1) < (d−1)
2
4d .
To use Theorem 3.1.1 we only need to find appropriate values for k and d. The condition 2(k + 1) < (d−1)
2
4d
is satisfied if and only if d is not smaller than 8k + 10. For example fF2 is not coarsely equivalent to fF26.
3.2 The full box spaces of Zn
In this section we will prove that the full box space of Zn is not coarsely equivalent to the full box space of
a 2-generated group for every n ≥ 3.To do so we will compare the growth in k of #{quotients with diameter
≤ k}, which we will call the diameter growth of the components of these full box spaces. Note that the term
diameter growth is often used to compare the growth of the diameter with that of the index, however that is
not how we will use it.
Theorem 3.2.1. Let n ≥ 3 and let H be a 2-generated group. Then fH is not coarsely equivalent to fZn.
Once we know the diameter growth we can compare the full box spaces using the following result:
Proposition 3.2.2. Let G and H be two groups, with fG coarsely equivalent to fH and let a ∈ N. If
#{N CG | diam(G/N) ≤ k} = O(ka), then #{N CH | diam (H/N) ≤ k} = O(ka).
Proof. As there exists a coarse equivalence Φ: fG→ fH we can use Lemma 2.1.1 to find an almost permuta-
tion φ between the components of fG and the components of fH such that Φ|G/N is an (A,A)-quasi-isometry
between G/N and φ(G/N), if G/N lies in the domain of φ. Therefore diam (φ(G/N)) ≤ A diam (G/N) +A.
We can take a constant C such that #{N C G | diam (G/N) ≤ k} ≤ Cka for every k. Now φ is an almost
permutation, so we can define D = |(Imφ)c|. Then we can bound #{N CH | diam (H/N) ≤ k} as follows:
#{N CH | diam (H/N) ≤ k} ≤ #{N CH | diam (H/N) ≤ k,H/N ∈ Im(φ)}+D
≤ #{N CG | diam (φ(G/N)) ≤ k,G/N ∈ dom(φ)}+D
≤ #{N CG | diam (G/N) ≤ Ak +A2, G/N ∈ dom(φ)}+D
≤ #{N CG | diam (G/N) ≤ Ak +A2}+D
≤ C(Ak +A2)a +D.
3.2. THE FULL BOX SPACES OF ZN 35
So #{N CH | diam (H/N) ≤ k} = O(ka).
Now we want to calculate the diameter growth of fZn.
Proposition 3.2.3. For every n ∈ N we have a lower bound
#{N C Zn | diam (Zn/N) ≤ k} = Ω
(
kn
2
)
.
Note that f(x) = Ω(g(x)) if there exists a C > 0 such that f(x) ≥ Cg(x) for every x.
Proof. Fix a k and consider the subgroups of Zn generated by x1, . . . , xn with k2n < xii ≤ kn and |xij | ≤ k2n2 for
every i 6= j, where xi = (xi1, . . . , xin). The number of possibilities for x1, . . . , xn is
(
k
2n
)n ( 2k
2n2 + 1
)n(n−1)
. This
is more than 1(2n)n
1
n2n(n−1) k
n2 . So it suffices to show that all these subgroups N are different and the diameter
of Z/N is not greater than k.
To show that these subgroups are different take N = N ′ where N is generated by x1, . . . , xn and N ′ is generated
by x′1, . . . , x
′
n. For every i ≤ n we can take x′i = a1x1 + . . . + anxn with a1, . . . , an ∈ Z, since N = N ′. Now
take j 6= i such that aj is maximal. By projecting on the jth-component we get the following:
k
2n2
≥ |a1x1j + . . .+ anxnj |
≥ |aj |xjj −
∑
k 6=j
|akxkj |
>
k
2n
|aj | −
∑
k 6=j
k
2n2
|ak|
≥ k
2n
|aj | − (n− 1) k
2n2
|aj |
=
k
2n2
|aj |.
We can conclude that aj = 0, therefore only ai can be different from 0, which has to be equal to 1, because
k
2n < xii, x
′
ii ≤ kn , so x′i = xi. This is true for every i, so N and N ′ are generated by the same vectors x1, . . . , xn.
To prove that diam (Zn/N) ≤ k suppose there is such a subgroup N for which diam (Zn/N) > k. So there is
an element in Zn/N such that for every representing vector y = (y1, . . . , yn) in Zn we have
n∑
i=1
|yi| > k. Let
y be the representing vector for which ‖y‖ is minimal and let i be such that |yi| is maximal. Without loss of
generality we may assume yi to be positive. Now as
n∑
i=1
|yi| > k, we find that yi > kn ≥ xii > 0 and we get the
following:
‖y − xi‖ =
n∑
j=1
|yj − xij |
≤ yi − xii +
∑
j 6=i
(|yj |+ |xij |)
< yi − k
2n
+
∑
j 6=i
(
|yj |+ k
2n2
)
= ‖y‖ − k
2n2
.
Now y − xi is a smaller representing vector of the same element as y, which is a contradiction.
So for all these subgroups N we have diam (Zn/N) ≤ k, which proves that #{N C Zn | diam (Zn/N) ≤ k} =
Ω
(
kn
2
)
.
In the proof of Theorem 3.2.1 we will show that H must be quasi-isometric to Zn, therefore it will suffice to
know the diameter growth of 2-generated virtually Zn, as virtually Zn groups are the only ones quasi-isometric
to Zn. Consequently H must be Zn-by-finite, because one can turn the finite index subgroup Zn into a finite
index normal subgroup by taking the intersection of all conjugates, which is again Zn as it is a finite index
subgroup in Zn. In order to calculate this growth we will first restrict the normal subgroups of H to the
finite index normal subgroup Zn CH. To better understand these normal subgroups of Zn we define minimal
generating sets.
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Definition 3.2.4. A minimal generating set of N C Zn is the subset {x1, . . . , xn} of N where x1 is the
smallest vector in N (for the euclidean norm) and xi is the smallest vector in N \ 〈x1, . . . , xi−1〉 such that
N ∩ span (x1, . . . , xi) = 〈x1, . . . , xi〉.
A minimal generating set is a generating set of N , because it is linearly independent and therefore N =
N ∩ span (x1, . . . , xn) = 〈x1, . . . , xn〉.
Note that such a generating set always exists. Also note that a subset of a minimal generating set is a minimal
generating set of what it generates. This notion will be important to control the diameter of Zn/(N ∩ Zn).
Lemma 3.2.5. For every n ∈ N there exists a constant Dn ∈ N such that for every subgroup N of Zn and every
minimal generating set {x1, . . . , xn} we have ‖a1x1 + . . .+ anxn‖ ≥ 1Dn maxi {‖aixi‖} for every a1, . . . , an ∈ R.
As we will do in the proof of Lemma 3.2.5, we define Dn recursively with D1 = 1 and Dn = D
2
n−1(4n
2D3n−1)
n.
If the minimal generating set we choose happens to be orthogonal, this lemma would be obvious. The main
idea behind the proof is to show that minimal generating sets are sufficiently similar to being orthogonal. In the
proof we will assume that Lemma 3.2.5 is true up to some value n. We will use this to prove an intermediate
result (Lemma 3.2.6 for m = n) and then we will use that to show that Lemma 3.2.5 is true for n+ 1.
Lemma 3.2.6. Let {x1, . . . , xm+1} be a minimal generating set and let p be the orthogonal projection on
span (x1, . . . , xm), so we can write p(xm+1) = a1x1 + . . . + amxm. Suppose Lemma 3.2.5 is satisfied for all
n ≤ m. Then |am| ≤ m2 Dm and |ai| ≤ m2 D2m for all i < m.
For this lemma we will also assume that Di+1 ≥ i2D2i + 1 for every i ≥ 1, which will be the case in the proof
of Lemma 3.2.5.
Proof. We proceed by contradiction. Let {x1, . . . , xm+1} be a minimal generating set with the smallest m such
that it does not satisfy Lemma 3.2.6. Then we find
‖p(xm+1)‖ = ‖a1x1 + . . .+ amxm‖ ≥ 1
Dm
max
i
‖aixi‖ ≥ |am|
Dm
‖xm‖ .
However as {x1, . . . , xm+1} is a minimal generating set we have that for every b1, . . . , bm in Z ‖xm+1‖ ≤
‖xm+1 − b1x1 − . . .− bmxm‖, we even have ‖p(xm+1)‖ ≤ ‖p(xm+1)− b1x1 − . . .− bmxm‖, because the projec-
tions of both vectors onto span (x1, . . . , xm)
⊥
are equal. If we take bi such that |bi − ai| ≤ 12 , then we find the
following inequality:
‖p(xm+1)‖ ≤ ‖p(xm+1)− b1x1 − . . .− bmxm‖ ≤ ‖(a1 − b1)x1‖+ . . . + ‖(am − bm)xm‖ ≤ m
2
‖xm‖ .
Combining these inequalities we conclude that |am| ≤ m2 Dm. As we assume this minimal generating set does
not satisfy the lemma there must be an ai such that |ai| > m2 D2m, let l be the largest such i.
Now let pi be the orthogonal projection onto span (x1, . . . , xi). We will use these projections to bound the
corresponding |ai|. We already have p(xm+1) = a1x1 + . . . + amxm. Now we take something similar for the
projections pi:
pm−1(amxm) = am−1,mxm−1 + . . .+ a1,mx1
pm−2((am−1 + am−1,m)xm−1) = am−2,m−1xm−2 + . . .+ a1,m−1x1
...
pl((al+1 + al+1,m + . . .+ al+1,l+2)xl+1) = al,l+1xl + . . .+ a1,l+1x1
Let m′ be such that l ≤ m′ < m. As before we have
‖pm′(xm+1)‖ = ‖a1x1 + . . .+ am′xm′ + a1,mx1 + . . .+ am′,mxm′ + . . .+ am′,m′+1xm′‖
≥ 1
Dm′
‖(am′ + am′,m + . . .+ am′,m′+1)xm′‖ ≥ |am
′ + am′,m + . . .+ am′,m′+1|
Dm′
‖xm′‖ .
As before we can take b1, . . . , bm in Z such that |bi − ai − ai,m − . . .− ai,m′+1| ≤ 12 for every i. Now we find
‖pm′(xm+1)‖ ≤ ‖pm′(xm+1)− b1x1 − . . .− bm′xm′‖ ≤ 1
2
‖x1‖+ . . . + 1
2
‖xm′‖ ≤ m
′
2
‖xm′‖ .
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So m
′
2 Dm′ ≥ |am′ + am′,m + . . .+ am′,m′+1|. As m is assumed to be the smallest value for which this lemma is
not true, we have that when pm′(xm′+1) is written as a linear combination of x1, . . . , xm′ , where the coefficient
of xm is not greater than
m′
2 Dm′ and the other coefficients are not greater than
m′
2 D
2
m′ . Now as
pm′((am′+1 + am′+1,m + . . .+ am′+1,m′+2)xm′+1) = am′,m′+1xm′ + . . .+ a1,m′+1x1
we have |am′,m′+1| ≤ m′2 Dm′ |am′+1 + am′+1,m + . . . + am′+1,m′+2| ≤ m
′
2 Dm′
m′+1
2 Dm′+1 and |ai,m′+1| ≤
m′
2 D
2
m′ |am′+1 + am′+1,m + . . .+ am′+1,m′+2| ≤ m
′
2 D
2
m′
m′+1
2 Dm′+1 for i < m
′.
Now we had l2Dl ≥ |al + al,m + . . .+ al,m′+1|, so using the fact that Di+1 ≥ i2D2i + 1 and iDi ≤ (i+ 1)Di+1 for
every i ≥ 1, we can make the following computation.
|al| ≤ |al,m|+ . . .+ |al,l+1|+ l
2
Dl
≤ m− 1
2
D2m−1
m
2
Dm + . . .+
l + 1
2
D2l+1
l + 2
2
Dl+2 +
l
2
Dl
l + 1
2
Dl+1 +
l
2
Dl
≤ m− 1
2
D2m−1
m
2
Dm + . . .+
l + 1
2
D2l+1
l + 2
2
Dl+2 +
l + 1
2
Dl+1
(
l
2
Dl + 1
)
≤ m− 1
2
D2m−1
m
2
Dm + . . .+
l + 1
2
D2l+1
l + 2
2
Dl+2 +
l + 1
2
D2l+1
≤ m− 1
2
D2m−1
m
2
Dm + . . .+
l + 1
2
D2l+1
l + 2
2
Dl+2 +
l + 2
2
Dl+2
...
≤ m− 1
2
D2m−1
m
2
Dm +
m
2
Dm
≤
(
m− 1
2
D2m−1 + 1
)
m
2
Dm
≤ m
2
D2m
But we assumed |al| > m2 D2m, and so we have a contradiction, which proves this lemma.
Now we can use this result to prove Lemma 3.2.5.
Proof of Lemma 3.2.5. We define Dn recursively with D1 = 1 and Dn = D
2
n−1
(
4n2D3n−1
)n
. For every sub-
group N C Zn we can take a minimal generating set x1, . . . , xn.
Let n be the smallest value for which the lemma is not true, i.e. there exist ai such that
1
Dn
max
i
{‖aixi‖} >
‖a1x1 + . . .+ anxn‖. As the lemma is obvious for n = 1, we may assume that n ≥ 2.
First we observe that ‖aixi‖ must be similar for all i, that is min
i
{‖aixi‖} > 12Dn−1 maxi {‖aixi‖}. We can see this
by combining the reverse triangular inequality with the fact that a subset of a minimal generating set is a minimal
generating set of what it generates: 1Dnmaxi
{‖aixi‖} > ‖a1x1 + . . .+ anxn‖ ≥ 1Dn−1 maxi {‖aixi‖}−mini {‖aixi‖}.
So we get the desired result that min
i
{‖aixi‖} >
(
1
Dn−1
− 1Dn
)
max
i
{‖aixi‖} ≥ 12Dn−1 maxi {‖aixi‖}.
To continue we would prefer for xn to be orthogonal to span (x1, . . . , xn−1). However a partial result will
suffice. We will show that the angle between xn and the span of x1, . . . , xn−1 can not be arbitrarily small, which
will prove the lemma. So let p be the orthogonal projection onto span (x1, . . . , xn−1).
Now distinguish two cases according to whether or not nD2n−1|an| is greater or smaller than max
i
{|ai|}.
Suppose max
i
{|ai|} > nD2n−1|an|. As such we can write p(xn) as the linear combination a′1x1 + . . .+ a′n−1xn−1.
Due to Lemma 3.2.6 we know that |a′i| ≤ n2D2n−1 for every i. Now we can take k such that |ak| is maximized. By
combining |a′k| ≤ n2D2n−1 with maxi {|ai|} = |ak| > nD
2
n−1|an| we find that |ak+a′kan| ≥ |ak|−
nD2n−1
2 |an| ≥ 12 |ak|.
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This admits the following computation:
1
Dn
max
i
{‖aixi‖} ≥ ‖a1x1 + . . .+ anxn‖
≥ ‖p(a1x1 + . . .+ an−1xn−1 + anxn)‖
≥ ‖a1x1 + . . .+ an−1xn−1 + anp(xn)‖
≥ ∥∥(a1 + a′1an)x1 + . . .+ (an−1 + a′n−1an)xn−1∥∥
≥ 1
Dn−1
max
i
{‖(ai + a′ian)xi‖}
≥ 1
2Dn−1
‖akxk‖
≥ 1
2Dn−1
min
i
{‖aixi‖}
≥ 1
4D2n−1
max
i
{‖aixi‖}.
Now n ≥ 2, so Dn = 2Dn−1
(
2n2Dn−1
)n
> 4D2n−1, which contradicts the earlier computations.
Up to this point we essentially only used that xn can not be shortened by adding a linear combination
λ1x1 + . . . + λn−1xn−1 with λ1, . . . , λn−1 ∈ Z. However if max
i
{|ai|} ≤ nD2n−1|an| this will not be possi-
ble. For example for every ε > 0 we have (2, 0, 0, 0, 0), (0, 2, 0, 0, 0), (0, 0, 2, 0, 0), (0, 0, 0, 2, 0), (1, 1, 1, 1, ε), but
the group generated by these vectors contains (0, 0, 0, 0, 2ε). In the continuation of this proof we will look for a
vector like (0, 0, 0, 0, 2ε), more precisely a short vector that is almost orthogonal to x1, . . . , xn−1.
As max
i
{|ai|} ≤ nD2n−1|an|, we have nD2n−1 ‖anxn‖ ≥ max
i
‖aixi‖, as xn is the biggest vector in the basis
{x1, . . . , xn}. Let e be a unit vector perpendicular to span (x1, . . . , xn−1). Then we have nD
2
n−1
Dn
‖anxn‖ ≥
‖a1x1 + . . .+ anxn‖ ≥ |anxn · e|, so ‖xn‖ ≥ DnnD2n−1 |xn · e|.
Now for every m ∈ N we can take p(mxn) = b1x1 + . . . + bn−1xn−1 + c1x1 + . . . + cn−1xn−1 with bi ∈ Z and
|ci| ≤ 12 for every i. What we are looking for is an m such that c1, . . . , cn−1 are close to zero. In that case
p(mxn − b1x1 − . . .− bn−1xn−1) is small.
To make this precise: for every i < n there exists a ki ∈ N such that ci ∈
[
ki
4n2D3n−1
, ki+1
4n2D3n−1
]
, with ki between
−2n2D3n−1 and 2n2D3n−1−1. Now due to the pigeonhole principle there will be an m,m′ ≤ (4n2D3n−1)n−1 with
ki = k
′
i for every i. Now (m−m′)xn will be the vector we are looking for, because c′i− ci ∈
[
−1
4n2D3n−1
, 1
4n2D3n−1
]
.
As x1 is the smallest vector in N we can make the following computation:
‖x1‖2 ≤
∥∥(b1 − b′1)x1 + . . .+ (bn−1 − b′n−1)xn−1 + (m′ −m)xn∥∥2
=
∥∥(b1 − b′1)x1 + . . .+ (bn−1 − b′n−1)xn−1 + p(m′xn)− p(mxn)∥∥2 + |m′ −m|2|xn · e|2
≤
(
n−1∑
i=1
‖(c′i − ci)xi‖
)2
+ (4n2D3n−1)
2n−2n
2D4n−1
D2n
‖xn‖2
≤
(
n−1∑
i=1
‖xi‖
4n2D3n−1
)2
+
(
(4n2D3n−1)
n
4nDn−1Dn
)2
‖xn‖2
≤
(
(n− 1) ‖xn‖
4n2D3n−1
)2
+
1
8n2D6n−1
‖xn‖2
<
1
4n2D6n−1
‖xn‖2
However, this contradicts the earlier results that max
i
|ai| ≤ 2nD2n−1 and min
i
‖aixi‖ ≥ ‖anxn‖
‖x1‖ = 1|a1| ‖a1x1‖ ≥
1
nD2n−1|an|
min
i
‖aixi‖ ≥ 1
2nD3n−1
1
|an| ‖anxn‖ ≥
1
2nD3n−1
‖xn‖ .
So for every a1, . . . , an ∈ R we have ‖a1x1 + . . .+ anxn‖ ≥ 1Dn maxi {‖aixi‖}.
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As mentioned earlier this lemma will help us to control the diameter of Zn/(N ∩ Zn). However we need to
control the diameter of H/N . We will show that H must be Zn-by-finite and then we will consider Zn/(N ∩Zn).
While it is not necessarily true that diam (H/N) ≥ diam (Zn/(N ∩ Zn)), it is true up to a constant.
Lemma 3.2.7. Let G and H be two groups such that H is G-by-finite. Then there exists a constant C such
that C diam (H/N) ≥ diam (G/(N ∩G)) for every N CH.
Proof. Due to Proposition 2 of [Khu12], there exists a C ′ such that diamG (G/(N ∩G)) ≤ C ′ diamH (G/(N ∩G))
for every N ∈ H. So it suffices to show that there exists a C such that diamH (G/(N ∩G)) ≤ C diam (H/N).
As H is G-by-finite we can take F = H/G finite and set C = 3|F |.
We can take g ∈ G such that |g|H = |gN |H/N = diamH (G/(N ∩G)). Now take a path between 1 and g and
take 1 = b0, b1, . . . , b|F | = g on this path with dH(bi, bi+1) ≥
⌈
|g|H
|F |
⌉
. Then for every i there exists an ni ∈ N
such that dH(bi, ni) ≤ diam (H/N). As we have |F | + 1 elements ni, there will be two indices i < j such that
ni and nj lie in the same coset of G. So there exists an x ∈ G ∩N such that nj = xni. Now we can make the
following computation:
|g|H ≤ dH(x, g)
≤ dH(x, xbi) + d(xbi, xni) + d(nj , bj) + d(bj , g)
≤ dH(1, bi) + d(bj , g) + d(bi, ni) + d(nj , bj)
≤ |g|H − dH(bi, bj) + d(bi, ni) + d(nj , bj)
≤ |g|H −
⌈ |g|H
|F |
⌉
+ 2 diam (H/N)
So
|g|H
|F | ≤ 2 diam (H/N) + 1 ≤ 3 diam (H/N), which proves the lemma.
Finally we need to show that as the 2-generated group H contains an element with a non-trivial conjugation
action on Zn.
Lemma 3.2.8. Let n ∈ N and let H be an (n − 1)-generated group that is Zn-by-finite. Then there exists an
element h ∈ H such that the conjugation action of h on Zn is neither Id, nor − Id.
Proof. Let K be the subgroup of H for which the conjugation action on Zn is trivial. Suppose that the
conjugation action of every element is either Id or − Id. Then [H : K] is either 1 or 2. Due to Schur’s Theorem
[K,K] is finite, because K is a finite central extention of Zn. So Zn < H/[K,K] and therefore we may assume
without loss of generality that K is abelian. If [H : K] = 1, then H = K is abelian of rank at least n, so H is
not (n− 1)-generated.
If [H : K] = 2 and K is an abelian subgroup of H of index 2. Let g be in H, but not in K. Now remark that
for x, y ∈ K we have that [x, y] = e, [gx, y] = gxyx−1g−1y−1 = y−2 and [gx, gy] = e. So [H,H] = (2Z)n and
therefore Zn2 < H/[H,H]. So we can conclude that H is not (n− 1)-generated.
Now we can calculate the amount of intersections N ∩ Zn we can have such that diam (H/N) ≤ k.
Lemma 3.2.9. Let H be 2-generated and Zn-by-finite with n ≥ 3. Then #{N ∩ Zn | N C H,diam (H/N) ≤
k} = O
(
kn
2−1
)
.
Proof. Due to Lemma 3.2.7 it suffices to show that #{N ∩Zn | N CH,diam (Zn/(N ∩ Zn)) ≤ k} = O
(
kn
2−1
)
.
So take N CH such that diam (Zn/(N ∩ Zn)) ≤ k. Then we can take N ∩ Zn generated by {x1, . . . , xn} as in
Lemma 3.2.5 and without loss of generality we can assume ‖x1‖ ≥ . . . ≥ ‖xn‖. Now for every vector x ∈ Rn we
have d(x,Zn) ≤
√
n
2 , in particular we have d
(
x1
2 ,Z
n
) ≤ √n2 . So we can make the following computation:
k +
√
n
2
≥ diam (Zn/(N ∩ Zn)) +
√
n
2
≥ d
(x1
2
+N, 0 +N
)
= inf
a1,...,an∈Z
(∥∥∥∥(12 + a1
)
x1 + a2x2 + . . .+ anxn
∥∥∥∥)
≥ 1
Dn
inf
a1
(∣∣∣∣12 + a1
∣∣∣∣ ‖x1‖) by Lemma 3.2.5
=
1
2Dn
‖x1‖ .
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We can conclude that 2Dnk + Dn
√
n ≥ ‖x1‖ ≥ . . . ≥ ‖xn‖. So for any i we have that xi lies within
[−Dn(2k +
√
n), Dn(2k +
√
n)]
n
.
Due to Lemma 3.2.8 we can choose h ∈ H such that αh ∈ Aut(Zn) is different from ± Id, with αh(x) = hxh−1.
Note that αh is of finite order and note that N ∩ Zn is αh-independent. So there exist ai such that αh(xn) =
a1x1 + . . .+ anxn. Note that αh is an bounded operator on Rn, which allows the following computation:
‖αh‖ ‖xn‖ ≥ ‖a1x1 + . . .+ anxn‖
≥ 1
Dn
max
i
{‖aixi‖}
≥ 1
Dn
max
i
{|ai|} ‖xn‖ .
So Dn ‖αh‖ ≥ max
i
{|ai|}.
Now we still have to count the different possibilities for N . There are fewer of these than the different possi-
bilities for x1, . . . , xn, as different subgroups have different generators. Note that every possibility of x1, . . . , xn
admits values of a1, . . . , an associated to αh.
Now we will show that for any given a sequence a1, . . . , an, the number of x1, . . . , xn satisfying earlier conditions
is bounded by (4Dnk+2Dn
√
n+1)n
2−1. As the number of possibilities for any ai is bounded by 2Dn ‖αh‖, the to-
tal number of possibilities for x1, . . . , xn is bounded by (2Dn ‖αh‖)n(4Dnk+2Dn
√
n+1)n
2−1 = O(kn2−1). These
earlier conditions are Dn ‖αh‖ ≥ max
i
{|ai|}, 2Dnk+Dn
√
n ≥ ‖x1‖ ≥ . . . ≥ ‖xn‖ and αh(xn) = a1x1+. . .+anxn.
If there is an i < n such that ai 6= 0, then xi can be deduced from all other xj . So the number of possibilities
of x1, . . . , xn is bounded by (4Dnk + 2
√
nDn + 1)
(n−1)n
.
If for every i < n we have ai = 0, then an = ±1, because otherwise αh is not an automorphism. Since αh 6= ± Id
we know that {x ∈ Rn | αh(x) = anx} is not the entirety of Rn. Therefore it is at most an (n− 1)-dimensional
subspace of Rn, which reduces the possibilities for xn to at most (4Dnk + 2Dn
√
n+ 1)
n−1
, while the possibilities
of other x1, . . . , xn−1 is bounded by (4Dnk + 2Dn
√
n+ 1)
(n−1)n
. Therefore the total number of possibilities in
this case is also bounded by (4Dnk + 2Dn
√
n+ 1)
n2−1
.
In conclusion we have that for any fixed sequence a1, . . . , an the number of possibilities of x1, . . . , xn is
bounded by (4Dnk + 2Dn
√
n+ 1)
n2−1
. So the total number of possibilities for x1, . . . , xn is bounded by
(Dn ‖αh‖)n (4Dnk + 2Dn
√
n+ 1)
n2−1
. Therefore the possibilities of N ∩ Zn is bounded by that same num-
ber, which means #{N ∩ Zn | N CH,diam (H/N) ≤ k} = O
(
kn
2−1
)
.
Now every intersection Zn ∩N can be realized by multiple normal subgroups N CH. However this amount
is bounded. We give the following improved version of our original proposition, due to Alain Valette.
Proposition 3.2.10 (A.Valette). let H be a finite group with a normal abelian subgroup A generated by n ≥ 1
elements, and with index d = [H : A]. Let S(H,A) be the set of normal subgroups N /H such that N ∩A = {1}.
Then |S(H,A)| is bounded above by a function only depending on n and d.
Proof. Indeed, let pi : H → H/A be the quotient map. For N1 ∈ S(H,A), since pi|N1 is injective, there are (very
crudely) at most 2d possibilities for pi(N1).
Now we estimate how many N2 ∈ S(H,A) are such that pi(N1) = pi(N2). The subgroup N1A is isomorphic to
the direct product N1 × A, we write its elements as pairs (n1, a). Now since N2A = N1A we may view N2 as
the graph of a map α : N1 → A (we identify pi on N1 × A with the projection on the first factor). So we write
N2 = {(g, α(g)) : g ∈ N1} and N1 → N2 : g 7→ (g, α(g)) is an isomorphism.
Fixing g ∈ N1, we estimate the number of possibilities for α(g). Since gd = 1, we must have α(g)d = 1 in A.
So we must bound d-torsion in A.
By the theory of elementary divisors, there exist integers f1, . . . , fk, with fi|fi+1, such that A '
⊕k
i=1 Z/fiZ.
We have k ≤ n as A is n-generated. Now there are at most d elements of d-torsion in a cyclic group (by
uniqueness of subgroups). So there are at most dk elements of d-torsion in A. So the number of possibilities for
α(g) is at most dk ≤ dn.
Therefore the number of possibilities for N2 is at most (d
n)|N2| ≤ dnd. Finally we have |S(H,A)| ≤ 2d · dnd.
Corollary 3.2.11. Let H be Zn-by-finite for some n ≥ 3. Then there exists a C > 0 such that for every N CZn
of finite index the set #{N CH | N ∩ Zn = N} ≤ C.
This is an easy consequence of Proposition 3.2.10 as #{N CH | N ∩ Zn = N} = |S(H/N ,Zn/N )|.
Now combining Lemma 3.2.9 and Corollary 3.2.11 we can control the diameter growth of H, which suffices
to prove Theorem 3.2.1.
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In the proof of Theorem 3.2.1 we will use a generalized version of Theorem 7 of [KV15]. We will essentially find
two coarsely equivalent sequences of groups that each converge to a group in the space of marked groups. Now
by combining Lemma 2.1.1 and Proposition 3 in [KV15] we find that these two groups are quasi-isometric.
Proof of Theorem 3.2.1. Suppose there is a coarse equivalence Φ between fH and fZn, with H 2-generated.
We may assume that H is residually finite, because if H is not residually finite, i.e.
⋂
NCH
N 6= {1}, then
fH = fH/
⋂
NCH
N and H/
⋂
NCH
N is residually finite. Note that H is still 2-generated.
Now due to Lemma 2.1.1 there is an almost permutation φ between the components of fH and the components
of fZn, where Φ|X is a quasi-isometry between X and φ(X) for every component X of fH in the domain
of φ. Since H is residually finite, there is a box space (Nk)H contained in fH. Via φ this corresponds to
a subspace
∐
k
Zn/Mk of fZn. Now this sequence (Zn/Mk)k has a subsequence that is constant on bigger
and bigger balls, i.e. there exists a sequence kr such that kr → ∞ as r → ∞ and for every k, k′ ≥ kr in this
subsequence we have Mk ∩ B[1, r] = Mk′ ∩ B[1, r]. Now due to a generalized version of Theorem 7 of [KV15]
H is quasi-isometric a quotient of Zn, because the intersection of the subsequence Mk converges to a normal
subgroup of Zn. So H is virtually Zm with m ≤ n, due to the quasi-isometric rigidity of Zm.
Due to Lemma 3.2.9 we have #{N∩Zn | NCH,diam (H/N) ≤ k} = O
(
km
2−1
)
and due to Corollary 3.2.11 we
have #{N CH | diam (H/N) ≤ k} = O
(
km
2−1
)
. However due to Proposition 3.2.2 we have that #{N C Zn |
diam (Zn/N) ≤ k} = O
(
km
2−1
)
, but as m ≤ n this is in contradiction with Proposition 3.2.3.

Chapter 4
Box spaces of the free group that
neither contain expanders nor embed
into a Hilbert space
As stated in section 1.5.2, expander do not embed into a Hilbert space. For a long time, the presence of weakly
embedded expanders was in fact the only known obstruction to a bounded geometry metric space coarsely
embedding into a Hilbert space. Note that if one does not impose the condition of bounded geometry, then `p
with p > 2 is a space which does not contain expanders, yet does not admit an embedding into a Hilbert space
([JR06]).
An important step towards answering the question of whether expanders are indeed the only possible ob-
struction was the paper of Tessera [Tes09], in which he was able to give a characterization of spaces which do
not embed coarsely into a Hilbert space in terms of generalized expanders, which satisfy corresponding Poincare´
inequalities relative to a measure.
In the groundbreaking article [AT15], Arzhantseva and Tessera gave examples of sequences of finite Cayley
graphs of uniformly bounded degree which do not contain weakly embedded expanders but do not embed
coarsely into a Hilbert space. Their examples make use of relative expanders, which are a specific case of
generalized expanders. One of their examples is a box space of Z2 o SL(2,Z), a group with relative property
(T): this box space does not embed into a Hilbert space because the parent group does not have the Haagerup
property, and it does not contain expanders thanks to a proposition (Proposition 2, [AT15]) which shows that
expanders cannot be embedded into a sequence of group extensions where the sequence of quotients and the
sequence of normal subgroups which make up the extension both embed coarsely into a Hilbert space. They
also give constructions of box spaces of wreath products, including an example which admits a fibred coarse
embedding into a Hilbert space (i.e. it is a box space of a group with the Haagerup property, see [CWW13] for
the proof of this equivalence). All of these examples are constructed using sequences of finite groups which do
embed into a Hilbert space, and the non-embeddability of the resulting spaces is encoded in the action of one
subgroup on another.
The following problem ([AT15], section 8: Open Problems) remained open: does there exist a sequence of
finite graphs with bounded degree and girth (i.e. the length of the smallest cycle) tending to infinity that does not
coarsely embed into a Hilbert space but does not contain a weakly embedded expander? The original motivation
for this question of Arzhantseva and Tessera was the possibility to use such a sequence for the construction of
a group with these properties (although the presence of such a sequence would not guarantee that the group
constructed would not contain expanders elsewhere). Arzhantseva and Tessera have since constructed such a
group without the use of such a sequence of graphs ([AT15]), and the question about the existence of such a
large girth sequence remained unanswered. A natural way to construct such a sequence would be to use a box
space of a non-abelian free group. This requires a different method to the one used in [AT15], since there are
no obvious “building blocks” which can be used to construct the sequence (as with the semidirect products of
embeddable groups in [AT15]).
This chapter is based on [DK16], joint work with Khukhro. There we answer this question by showing that
there exists a filtration of the free group F3 such that the corresponding box space does not coarsely embed
into a Hilbert space, but does not admit a weakly embedded expander sequence.
4.1 Overview
In this chapter we prove the following theorem.
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Theorem 4.1.1. There exists a filtration of the free group F3 such that the corresponding box space does not
coarsely embed into a Hilbert space, but does not admit a weakly embedded expander sequence.
The overall structure of the proof is as follows. We construct a sequence of subgroups {Ni} of F3 which
gives rise to expanders (section 4.3.1), and consider the sequence of homology covers of the quotients {F3/Ni};
this gives rise to another sequence of subgroups Γq(Ni) < Ni of F3 (section 4.3.2) such that the corresponding
quotients of F3 coarsely embed into a Hilbert space. Recall that Γm(G) is the subgroup of G generated by
mth-powers of elements in G and commutators. We then consider the quotients of F3 by intersections of these
sequences of subgroups, as in the following diagram, where the arrows represent quotient maps.
F3/Γq(N3) · · ·

F3/Γq(N2)

F3/(N3 ∩ Γq(N2)) · · ·

oo
F3/Γq(N1)

F3/(N2 ∩ Γq(N1))

oo F3/(N3 ∩ Γq(N1)) · · ·

oo
{1} F3/N1oo F3/N2oo F3/N3 · · ·oo
In section 4.4, we choose a subsequence of quotients {F3/(Nni ∩ Γq(Nki))} which lie on some path that moves
sufficiently slowly away the horizontal (expander) sequence in this “triangle” of intersections.
We do this so that for such a quotient F3/(Nni ∩ Γq(Nki)), we can control the eigenvalues corresponding
to those eigenvectors of the Laplacian which are not coming from lifts of eigenvectors of the Laplacian on
the quotient F3/(Nni−1 ∩ Γq(Nki)) which is horizontally to the left of F3/(Nni ∩ Γq(Nki)) (we do this using
representation theory in section 4.3.3). This ensures, via the results on generalized expanders of section 4.2.1
that the chosen sequence will not coarsely embed into a Hilbert space.
On the other hand, each of the quotients F3/(Nni ∩ Γq(Nki)) surjects onto F3/Γq(Nki), and we prove in
section 4.2.2 that such a sequence then cannot contain weakly embedded expanders.
4.2 Expanders and embeddability into Hilbert spaces
4.2.1 Expanders and generalized expanders
Let X = (E, V ) be a finite, k-regular graph, and number the vertices of X, V = {v1, v2, ..., vn}. The adjacency
matrix of X is the matrix A indexed by pairs of vertices vi, vj ∈ V such that Aij is equal to the number of
edges connecting vi to vj . We will restrict ourselves to considering simple graphs, and so for us, this number
will always be equal to either 0 or 1.
The Laplacian is defined as the matrix ∆ := k Id−A, which can be viewed as an operator `2(V ) → `2(V ).
If |V | = n, then ∆ is an n× n symmetric matrix and thus, counting multiplicities, has n real eigenvalues,
λ0 = 0 ≤ λ1 ≤ · · · ≤ λn−1.
Note that the corresponding eigenvectors are orthogonal. The first non-trivial eigenvalue λ1 is linked to con-
nectivity properties of the graph X, namely via the Cheeger constant h(X) := inf |∂F |/|F |, where the infimum
is taken over all subsets F of X satisfying 0 < |F | ≤ |X|/2. The well-known Cheeger-Buser inequality links the
first non-trivial eigenvalue of the Laplacian with the Cheeger constant: λ12 ≤ h(X) ≤
√
2kλ1.
While any finite connected graph X has a non-zero Cheeger constant, it is rather difficult to construct a
sequence of k-regular graphs of growing size such that their Cheeger constants are bounded uniformly away
from zero. Given a sequence of k-regular graphs {Xn} with |Xn| → ∞, we say that {Xn} is an expander
sequence if there exists an ε > 0 such that h(Xn) > ε for all n. In Section 1.5.1 we give three characterizations
of expanders.
Theorem 4.2.1 (Theorem 1.5.1). Let (Gn)n be a sequence of k-regular Cayley graphs. This sequence is an
expander if one of the following equivalent statements is true:
1. There exists a c > 0 such that h(Gn) ≥ c for every n.
2. There exists an ε > 0 such that λ1(Gn) ≥ ε.
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3. There exists a C such that for every n and every 1-Lipschitz map ϕ : Gn → `2 we have∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 ≤ C|Gn|2.
The following definition of Tessera [Tes09] was introduced in order to characterize the failure to embed into
a Hilbert space.
Definition 4.2.2. Let (Gn)n be a sequence of graphs. This sequence is said to be a generalized expander if there
exists a sequence rn with rn →∞ as n→∞, a sequence of probability measures µn on Gn ×Gn and a constant
C > 0 such that for every 1-Lipschitz map ϕ : (Gn)n → `2 we have the following condition:∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 µn(x, y) ≤ C.
In particular, expanders in the usual sense (as above) are generalized expanders. It is proved in [Tes09]
that a metric space does not embed coarsely into a Hilbert space if and only if it contains a coarsely embedded
sequence of expanders. In [AT15], Arzhantseva and Tessera define the notions of expansion relative to subgroups,
partitions, and measures, to differentiate between different cases of generalized expansion, and give examples of
box spaces which do not embed into a Hilbert space and do not contain coarsely (and even weakly) embedded
expanders. We now give a natural way to find generalized expanders, which coincides with the special case of
expansion relative to subgroups.
Proposition 4.2.3. Let rn be a sequence such that rn → ∞ as n → ∞. Let Gn be a sequence of finite k-
generated groups with their corresponding Cayley graphs, and let Hn be a sequence of quotient groups of Gn
with the induced metrics such that the kernel Nn of Gn → Hn is non-trivial, but BGn(e, rn) ∩Nn = {e}.
If there exists a constant ε > 0 such that for every eigenvector of the Laplacian ∆n on Gn that is not the
lift of an eigenvector of the Laplacian of Hn, the corresponding eigenvalue is bigger than ε. Then the Cayley
graphs of Gn form a generalized expander.
Proof. Take D = |Gn|(|Nn| − 1) and take µ such that µ(x, y) is equal to 1D if x−1y lies in Nn \ {e} and 0
otherwise. Take C = 2kε .
Now for any n we can take MNn to be the averaging operator, i.e. MNn(f)(x) =
1
|Nn|
∑
g∈Nn
f(gx). The
space generated by the lifts of eigenvectors of the Laplacian of Hn is equal to the image of MNn , so the space
generated by all other eigenvectors is the image of Id−MNn . These eigenvectors correspond to eigenvalues
bigger than ε, so ∆n(1 −MN ) ≥ ε(1 −MN ), where ∆n denotes the Laplacian on Gn. Note that as Nn is
a normal subgroup we have for every s ∈ S, every f ∈ `(Gn) and every x ∈ Gn that (λs ◦MNn)(f)(x) =
MNn(f)(s
−1x) =
1
|Nn|
∑
g∈Nn
f(gs−1x) =
1
|Nn|
∑
h∈Nn
f(s−1hx) = (MNn ◦ λs)(f)(x). So as ∆n = k Id−
∑
s∈S
λs we
have that MNn commutes with ∆n.
As MNn is an orthogonal projection and the Laplacian ∆n is a positive self-adjoint operator, we can conclude
that ∆n ≥ (1−MN )∆n = ∆n(1−MN ) ≥ ε(1−MN ).
So we can make the following computation:∑
d(x,y)=1
|f(x)− f(y)|2 =
∑
d(x,y)=1
f(x)(f(x)− f(y))− f(y)(f(x)− f(y))
=
∑
d(x,y)=1
2f(x)(f(x)− f(y))
=
∑
x∈Gn
2f(x)(∆n(f)(x))
= 2〈f,∆n(f)〉
≥ 2ε〈f, (Id−MNn)f〉
= 2ε
∑
x∈Gn
f(x)
(
f(x)− 1|Nn|
∑
z∈Nn
f(xz)
)
Now let ϕ : Gn → `2 be a 1-Lipschitz map. We can decompose ϕ according to an orthonormal basis. Using
this decomposition we find the following:
2ε
∑
x∈Gn
〈
ϕ(x), ϕ(x)− 1|Nn|
∑
z∈Nn
ϕ(xz)
〉
≤
∑
d(x,y)=1
‖ϕ(x)− ϕ(y)‖2 ≤
∑
d(x,y)=1
1 ≤ k|Gn|.
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Now we can bound
∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2 as follows:
∑
x,y∈Gn
‖ϕ(x)− ϕ(y)‖2µ(x, y) = 2
∑
x,y∈Gn
(‖ϕ(x)‖2 − 〈ϕ(x), ϕ(y)〉)µ(x, y)
=
2
D
∑
x∈Gn
∑
z∈Nn\{e}
(‖ϕ(x)‖2 − 〈ϕ(x), ϕ(xz)〉)
=
2
D
∑
x∈Gn
∑
z∈Nn
(‖ϕ(x)‖2 − 〈ϕ(x), ϕ(xz)〉)
≤ 2
D
∑
x∈Gn
(
|Nn|‖ϕ(x)‖2 −
∑
z∈Nn
〈ϕ(x), ϕ(xz)〉
)
≤ 2|Nn|
D
∑
x∈Gn
(
‖ϕ(x)‖2 −
〈
ϕ(x),
1
|Nn|
∑
z∈Nn
ϕ(xz)
〉)
≤ 2|Nn|
D
· k|Gn|
2ε
≤ 2k
ε
= C.
Note that the second-to-last inequality follows from the inequality |Nn|·|Gn|D ≤ |Nn||Nn|−1 ≤ 2. Therefore we can
conclude that Gn is a generalized expander.
4.2.2 Expanders and finite covers
Proposition 2 of [AT15] states that given a sequence of short exact sequences of finite groups {Nn → Gn → Qn}n
such that the quotient groups {Qn} and the subgroups {Nn} coarsely embed into a Hilbert space (with respect
to the induced metrics from {Gn}), the sequence {Gn} cannot contain weakly embedded expanders.
We now show that the assumption on the subgroups is satisfied if the sequences {Qn} and {Gn} both
approximate the same group, i.e. if they are both box spaces of the same infinite group.
Proposition 4.2.4. Let G be a finitely generated, residually finite group with a filtration {Ni}, and let {Mi} be
another sequence of finite index normal subgroups of G such that Ni > Mi for all i. If (Ni)G coarsely embeds
into a Hilbert space, then (Mi)G does not contain weakly (and thus coarsely) embedded expanders.
Proof. Consider the sequence of short exact sequences
{Ni/Mi → G/Mi → G/Ni}i,
where G/Mi and G/Ni are considered with the metric induced by the restriction of the respective box space
metrics, and Ni/Mi is considered with the metric induced by viewing Ni/Mi as a subspace of G/Mi.
Since both (Mi)G and (Ni)G are box spaces of G and G/Ni is a quotient of G/Mi, for all R there is some
m(R) such that for all i ≥ m(R), the balls of radius R in G/Mi and G/Ni are isometric to balls of radius R in
G; moreover, the quotient map pii : G/Mi → G/Ni is an isometry when restricted to a ball of radius R. This
means that the ball of radius R in G/Mi does not contain any non-trivial element of Ni/Mi, and so we see that
the Ni/Mi are sparse with respect to the subspace metric, i.e. there exists a sequence ri → ∞ such that any
two points of Ni/Mi are at distance at least ri from each other.
We can deduce from this that the sequence (Ni/Mi) coarsely embeds into a Hilbert space: indeed, consider
the embedding of each Ni/Mi into `
2(Ni/Mi) defined by sending each element x of Ni/Mi to riχx, that is, the
characteristic function of x in `2(Ni/Mi) scaled by ri.
Thus, since we also assume that the box space (Ni)G coarsely embeds into a Hilbert space, this sequence
of short exact sequences satisfies the assumptions of Proposition 2 of [AT15], and so the box space (Mi)G does
not contain a weakly embedded expander.
4.3 Subgroups of the free group
To construct box spaces of the free group which do not admit a coarse embedding into a Hilbert space without
containing weakly embedded expanders, we will use two sequences of subgroups of the free group: one which
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gives rise to a box space which is an expander, and one which does admit a coarse embedding into a Hilbert
space. We then use information about these two sequences to prove that the box space obtained using certain
intersections of these subgroups has the desired properties. In the following two subsections, we will describe
the two sequences of subgroups.
4.3.1 Constructing subgroups of F3
In this section we will define a sequence of nested finite index normal subgroups Nn of the free group F3. We
will rely heavily on the machinery described in [Lub10] to construct a sequence of Ramanujan graphs, and will
frequently refer to relevant results and proofs in [Lub10].
We fix the prime p = 5, noting that p ≡ 1 mod 4, and an odd prime q 6= 5 such that −1 is a quadratic
residue modulo q and 5 is a quadratic residue modulo 2q. Such a prime exists, for example q = 29 (in fact,
there exist infinitely many such primes, see for example the proof of Theorem 5.2.6).
Consider H(Z), the integer quaternions, with the equivalence relation a ∼ b if there exists m,n ∈ N such
that 5na = ±5mb. Note that the equivalence relation ∼ is compatible with multiplication in H(Z). Recall that
the norm N on H(Z) is defined by N(α) = αα¯, where α¯ is the quaternion conjugate to α. Abusing the notation,
we will also write α for the equivalence class of α with respect to ∼. Note that for elements α ∈ H(Z)/ ∼ with
N(α) = 5m for some m ∈ Z, we have α−1 = α¯.
Proposition 4.3.1. The subgroup Λ(2) of H(Z)/ ∼ generated multiplicatively by the set S5 := {1 + 2i, 1 +
2j, 1 + 2k} is the free group F3 on the set S5.
Proof. This is precisely Corollary 2.1.11 of [Lub10].
An equivalent way to see this free group is as in section 7.4 of [Lub10]. Consider Γ to be the group
H(Z[ 1p ])
×/Z(H(Z[ 1p ])
×), where Z denotes the center. Following the notation of [Lub10]1, we can define a
sequence of subgroups of Γ by Γ(N) := ker(Γ→ H(Z[ 1p ]/NZ[ 1p ])×/Z(H(Z[ 1p ]/NZ[ 1p ])×)). The subgroup Γ(2) is
generated by the image of the set S±5 := {1± 2i, 1± 2j, 1± 2k} and is exactly the free group Λ(2) above.
The following theorem of [Lub10] tells us that we can construct quotients of the free group which are
expanders. Recall that a Ramanujan graph is a k-regular graph such that all of its eigenvalues apart from 0
and possibly 2k lie in the interval [k − 2√k − 1, k + 2√k − 1] (thus a family of Ramanujan graphs achieves the
best possible spectral gap).
Theorem 4.3.2. [Theorem 7.4.3, [Lub10]] Let p ≡ 1 mod 4 be a prime, and let N = 2M be an integer such
that (M, 2p) = 1. Assume that there is ε ∈ Z such that ε2 ≡ −1 mod M . Consider the set S±p of the p + 1
solutions x0 +x1i+x2j+x3k of x
2
0 +x
2
1 +x
2
2 +x
2
3 = p (where x0 > 0 is odd, and x1, x2, x3 are even). Associate
to each element x0 + x1i+ x2j + x3k of Sp the matrix
[
x0 + x1ε x2 + x3ε
−x2 + x3ε x0 − x1ε
]
mod M in PGL2(M). Then the
image of the group generated by S±p under this map is the quotient Γ(2)/Γ(N), which is isomorphic to PSL2(M)
if p is a quadratic residue modulo N , and the Cayley graph of Γ(2)/Γ(N) with respect to the image of S±p is a
non-bipartite Ramanujan graph.
We will apply this theorem to a particular sequence of our free group Γ(2) (to which we will from now on
refer to simply as F3), namely the sequence of subgroups Nn := Γ(2q
n).
We have chosen q such that −1 is a quadratic residue modulo q, and now we show that it is also a quadratic
residue modulo qn for any n.
Proposition 4.3.3. Let q be an odd prime. For every u ∈ Z and every n ∈ N, if u is a quadratic residue
modulo q and u is not zero modulo q, then u is a quadratic residue modulo qn.
Proof. By induction we may assume that there exists a number b such that b2 ≡ u mod qn−1. So there exists a
number c such that b2 = u+cqn−1. Now take a = b−tcqn−1, where t is the inverse of 2b modulo q (2b is invertible
modulo q since u is not zero modulo q). Now a2 = b2−2btcqn−1+t2c2q2n−2 ≡ u+cqn−1−cqn−1 = u mod qn.
We note that this implies that there exists a q-adic integer ε such that ε2 = −1. We can thus use this ε to
define the map in Theorem 4.3.2 so that the maps are compatible for M equal to different powers of q.
Similarly, since we chose q so that 5 will be a quadratic residue modulo 2q, it is also a quadratic residue
modulo 2qn for all n.
Proposition 4.3.4. Let q be an odd prime. For every u ∈ Z and every n ∈ N, if u is a quadratic residue
modulo 2q and u is not zero modulo q, then u is a quadratic residue modulo 2qn.
1Note that we use this notation in this subsection only to make it easier for the reader to refer to results in [Lub10]; the notation
Γ is redefined and used differently in the next subsection.
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Proof. By induction, we can assume that there is a number b such that b2 ≡ u mod 2qn−1. So there exists
a number c such that b2 = u + 2cqn−1. Now take a = b − tcqn−1, where t is the inverse of b modulo q (b is
invertible modulo q since u is not zero modulo q). Now a2 = b2−2btcqn−1 + t2c2q2n−2 ≡ u+ 2cqn−1−2cqn−1 =
u mod 2qn.
Thus, the assumptions of Theorem 4.3.2 are satisfied, and we obtain the following.
Corollary 4.3.5. For any n ∈ N we have that F3/Nn is isomorphic to PSL2(qn).
We will now investigate the properties of certain intermediate quotients Nk/Nn. We first need the following
lemma.
Lemma 4.3.6. Let k, n ∈ N with 0 < k ≤ n ≤ 2k. Then the kernel ker(PSL2(qn) → PSL2(qk)) of reduction
modulo qk is isomorphic to Z3qn−k .
Proof. We have that ker(PSL2(q
n)→ PSL2(qk)) is equal to
{
B ∈ PSL2(qn) | B ≡ I2 mod qk
}
, where I2 denotes
the 2-by-2 identity matrix. This is precisely the set of matrices of the form
[
1 + aqk bqk
cqk 1− aqk
]
with a, b and c
in Zqn−k . For every two such matrices, we find[
1 + aqk bqk
cqk 1− aqk
] [
1 + a′qk b′qk
c′qk 1− a′qk
]
≡
[
1 + aqk + a′qk bqk + b′qk
cqk + c′qk 1− aqk − a′qk
]
mod qn.
Thus we have that ker(PSL2(q
n)→ PSL2(qk)) is isomorphic to Z3qn−k .
Corollary 4.3.7. Let k, n ∈ N with 0 < k ≤ n ≤ 2k. Then Nk/Nn is isomorphic to Z3qn−k .
Proof. The map in Theorem 4.3.2 which provides the isomorphism between Γ(2)/Γ(2qn) and PSL2(q
n) com-
mutes with the map of reduction modulo qk, and thus we have that Nk/Nn ∼= Γ(2qk)/Γ(2qn) ∼= ker(PSL2(qn)→
PSL2(q
k)) ∼= Z3qn−k .
Remark 4.3.8. A fact that will be of direct use to us later is that, since every element of Nn−1/Nn can be
viewed as a matrix of the form
[
1 + cqn−1 dqn−1
fqn−1 1− cqn−1
]
with c, d and f in Zq, a generating set of Nn−1/Nn can
be given by the matrices [
1 + qn−1 0
0 1− qn−1
]
,
[
1 qn−1
0 1
]
,
[
1 0
qn−1 1
]
.
We note that for any k < n− 1, the matrix
[
1 + qn−1 0
0 1− qn−1
]
is equivalent to the matrix
[
q2n−2 + qn−1 + 1 −qn+k
q2n−k−3 −qn−1 + 1
]
,
which is the commutator of the matrices
[
1 qk+1
0 1
]
and
[
1 0
qn−k−2 1
]
.
4.3.2 Homology covers
Recall the construction of the m-homology cover given in section ??. Given a finite graph X, one can construct
a covering graph X˜ of X such that X˜ is the cover corresponding to the the quotient pi(X)→⊕r Zm of highest
rank r possible. Indeed, since pi(X) is a free group, the rank r is simply the rank of this free group.
The situation we are interested in is as follows: we have a sequence of quotients of the free group, {F3/Ni},
metrized using the Cayley graph metric coming from the free generating set of F3, and we consider the sequence
of their q-homology covers, with q as in the previous subsection. By covering space theory (for details, see for
example [Khu14]), the q-homology covers of the F3/Ni are also quotients of F3, by the subgroups
Γq(Ni) := N
q
i [Ni, Ni]
where Nqi denotes the subgroup 〈gq : g ∈ Ni〉 of F3 generated by all the qth powers of elements of Ni. Since
Γq(Ni) < Ni, we have that ∩iNi = {1} implies that ∩iΓq(Ni) = {1} and so we can consider the box space
Γq(Ni)F3.
The box space of a free group corresponding to a 2-homology cover was first considered by Arzhantseva,
Guentner and Sˇpakula in [AGSˇ12], who proved that such a box space coarsely embeds into a Hilbert space, as
one can construct a wall structure on it using the covering space structure.
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In [Khu14], this was generalised as follows: given any m ≥ 2 and any sequence {Xi} of 2-connected finite
graphs where the number of maximal spanning trees in Xi not containing a given edge does not depend on
the edge, the sequence of Zm-homology covers of the Xi coarsely embeds into a Hilbert space (uniformly with
respect to i) if girth(Xi)→∞. Note that this holds even if the sequence {Xi} does not embed coarsely into a
Hilbert space.
In particular, we have that the box space Γq(Ni)F3 corresponding to the q-homology covers of any box
space NiF3 of the free group embeds coarsely into a Hilbert space, even if the box space NiF3 is an expander
sequence.
We now restrict ourselves to the following setting: the sequence {Ni} is as defined in the previous subsection,
and we consider the sequence of subgroups {Γq(Ni)} corresponding to the q-homology covers. We have the
following relation between the sequences, which we will need in the subsequent sections.
Proposition 4.3.9. Let k, n ∈ N with 0 < k < n. Then NnΓq(Nk) = Nk+1.
Proof. We will prove this proposition by induction on n − k. For n = k + 1 we clearly have that Nk+1 <
Nk+1Γq(Nk). So it suffices to show that Γq(Nk) = N
q
k [Nk, Nk] < Nk+1. We will in fact show that N
q
k < Nk+1
and [Nk, Nk] < Nk+1.
To see that Nqk < Nk+1, take an element x ∈ Nk < F3. Up to the equivalence relation ∼, we can assume
that x has the form x = 1 + aqk + bqki+ cqkj + dqkk. Then we can make the following computation:
xq =
(
1 + aqk + bqki+ cqkj + dqkk
)q
= 1 + qk+1(a+ bi+ cj + dk) +
q(q − 1)
2
q2k(a+ bi+ cj + dk)2 + . . .
≡ 1 modqk+1
and so we have that xq ∈ Nk+1 and thus Nqk < Nk+1.
We also have that [Nk, Nk] < Nk+1, since the quotient Nk/Nk+1 is abelian by Corollary 4.3.7. Therefore we
have Γq(Nk) ⊂ Nk+1, and this proves the proposition for n = k + 1.
Now by induction we may assume that Nn−1Γq(Nk) = Nk+1. As Nn < Nn−1 we have that NnΓq(Nk) <
Nk+1.
We have that Nn−1Γq(Nk) > NnΓq(Nk). It suffices now to show that Nn−1Γq(Nk) < NnΓq(Nk), or equiva-
lently that Nn−1Γq(Nk)/NnΓq(Nk) is trivial. Due to the second isomorphism theorem we have that
Nn−1Γq(Nk)
NnΓq(Nk)
=
Nn−1NnΓq(Nk)
NnΓq(Nk)
∼= Nn−1
Nn−1 ∩NnΓq(Nk) .
Now this is a quotient of Nn−1/Nn since Nn−1 ∩NnΓq(Nk) > Nn, and is therefore isomorphic to a quotient
of Z3q as a consequence of Corollary 4.3.7. So it suffices to take a generating set of Nn−1/Nn and show that the
elements of this generating set lie in NnΓq(Nk) modulo Nn. This will ensure that the quotient Nn−1/Nn−1 ∩
NnΓq(Nk) of Nn−1/Nn is trivial.
In fact it suffices to show that the generating elements lie in Γq(Nn−2) modulo the subgroup Nn, since
Γq(Nn−2) < NnΓq(Nk).
Due to Corollary 4.3.5 we can view Nn−1/Nn as a subgroup of PSL2(qn). As in Remark 4.3.8, an example
of a generating set of Nn−1/Nn is{[
qn−1 + 1 0
0 −qn−1 + 1
]
,
[
1 qn−1
0 1
]
,
[
1 0
qn−1 1
]}
.
Now modulo qn, [
qn−1 + 1 0
0 −qn−1 + 1
]
≡
[
qn−2 + 1 0
0 −qn−2 + 1
]q
[
1 qn−1
0 1
]
≡
[
1 qn−2
0 1
]q
[
1 0
qn−1 1
]
≡
[
1 0
qn−2 1
]q
.
Thus all elements of Nn−1/Nn lie in NnΓq(Nk)/Nn so Nn−1/(Nn−1 ∩ NnΓq(Nk)) is trivial and therefore
NnΓq(Nk) = Nn−1Γq(Nk) = Nk+1.
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4.3.3 Representation theory
The aim of this section is to study representations of the quotients F3/(Nn ∩ Γq(Nk)) for certain values of n
and k.
All representations of F3/(Nn−1 ∩ Γq(Nk)) can be lifted to representations of F3/(Nn ∩ Γq(Nk)). In this
section we want to show that the dimensions of the representations of F3/(Nn ∩ Γq(Nk)) which are not such
lifts grow like qn for k fixed. 2
For k, n ∈ N with 0 < 2k ≤ n define Bk,n as follows:
Bk,n :=
{[
a b
0 a−1
]
∈ Nk/Nn | a ∈ Z×qn , b ∈ Zqn
}
.
Another way of stating this condition on a ∈ Z×qn and b ∈ Zqn is that a ≡ 1 mod qk and b ≡ 0 mod qk. Note that
Bk,n is a subgroup of Nk/Nn. In fact, for every such choice of a and b, we have that
[
a b
0 a−1
]
is an element of
Nk/Nn and we thus see that Bk,n has order (q
n−k)2 = q2n−2k.
Lemma 4.3.10. Let k, n, l ∈ N with 0 < 2k ≤ 2k + l ≤ n. Then every irreducible representation pi of Bk,n for
which pi
([
1 qn−l
0 1
])
= Id and pi
([
1 qn−l−1
0 1
])
6= Id has dimension qn−2k−l.
Proof. If n = 2k, then l = 0 and due to Corollary 4.3.7 we know that Bk,n is abelian. In this case all irreducible
representations of Bk,n have dimension 1, which satisfies this proposition.
For other values of k and n, we will now consider the irreducible representations of Bk,n.
Take ω = e
2pii
qn−k . As k ≥ 1 we have that 1 + qk is of order qn−k in Z×qn and therefore generates {α ≡
1 mod qk | α ∈ Z×qn}. Now for every j ∈ {0, 1, . . . , qk − 1} define ρj : Bk,n → C by[
(1 + qk)β b
0 (1 + qk)−β
]
7→ ωβj .
For every such j with j 6≡ 0 mod q set Vj to be the finite-dimensional Hilbert space with {ξx | x ≡ j mod
qk, x ∈ Zqn−k} as orthogonal basis, where ξx denotes the sequence indexed by elements of Zqn−k which takes
the value 1 at x ∈ Zqn−k and 0 elsewhere. Let pij be the representation of Bk,n on Vj such that
pij
([
a b
0 a−1
])
ξx = e
2piiabx
qn ξa2x.
Now we can calculate the characters of these representations:
χρj
([
a b
0 a−1
])
= ρj
([
a b
0 a−1
])
χpij
([
a b
0 a−1
])
=
∑
x≡j mod qk
〈
ξx, pij
([
a b
0 a−1
])
ξx
〉
=
∑
x≡j mod qk
〈
ξx, e
2piiabx
qn ξa2x
〉
=
∑
x≡j mod qk
e
2piiabx
qn 〈ξx, ξa2x〉
Note that if a ≡ 1 mod qk and a2 ≡ 1 mod qn−k, then a ≡ 1 mod qn−k. Thus, if a 6≡ 1 mod qn−k, then for every
x ∈ Zqn−k we have 〈ξx, ξa2x〉 = 0, so χpij
([
a b
0 a−1
])
= 0. If b 6≡ 0 mod qn−k, then
∑
x≡j mod qk
e
2piiabx
qn = 0, so
χpij
([
a b
0 a−1
])
= 0. If a ≡ 1 mod qn−k and b ≡ 0 mod qn−k, then a2x ≡ x mod qn−k and
∑
x≡j mod qk
e
2piiabx
qn =
qn−2ke
2piijb
qn . Now for every j, j′ ∈ {0, . . . , qk− 1} with j 6≡ 0 mod q we can compute 〈χpij⊗ρj′ , χpij⊗ρj′ 〉 using the
2Alain Valette pointed out to us that a proof of this can also be given using the Mackey machine.
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fact that |χρj (g)| = 1 for every g ∈ Bk,n:
〈χpij⊗ρj′ , χpij⊗ρj′ 〉 =
1
|Bk,n|
∑
a≡1,b≡0 mod qk
∣∣∣∣χρj ([a b0 a−1
])
χpij
([
a b
0 a−1
])∣∣∣∣2
=
1
q2n−2k
∑
a≡1,b≡0 mod qn−k
∣∣∣qn−2ke 2piijbqn ∣∣∣2
=
1
q2n−2k
q2kq2n−4k
= 1.
Varying j and j′, we find q2k − q2k−1 irreducible representations of dimension qn−2k. Note that all of these
representations are different.
For every irreducible representation pi of Bk,n−1, we can lift this to an irreducible representation pi of Bk,n.
We can now consider the (also irreducible and pairwise distinct) representations pi ⊗ ρj , for j ∈ {0, 1, . . . , q −
1}, pi running through irreducible representations of Bk,n−1. For these representations we have that pi ⊗
ρj
([
1 qn−1
0 1
])
= Id, since the matrix
[
1 qn−1
0 1
]
lies in Nn−1 and thus is trivial in Bk,n−1.
Now we can check if we have found all irreducible representations of Bk,n:
∑
pi rep. ofBk,n
|χpi(I2)|2 =
qk−1∑
j=0
∑
j′ 6≡0 mod q
∣∣∣χpij⊗ρj′ (I2)∣∣∣2 + q−1∑
j=0
∑
pi rep. of Bk,n−1
∣∣χpi⊗ρj (I2)∣∣2
=
qk−1∑
j=0
∑
j′ 6≡0 mod q
q2n−4k +
q−1∑
j=0
∑
pi rep. of Bk,n−1
|χpi(I2)|2
= (q2k − q2k−1)q2n−4k +
q−1∑
j=0
q2n−2k−2
= q2n−2k − q2n−2k−1 + q2n−2k−1
= |Bk,n| .
Thus we have found all the irreducible representations of Bk,n.
By induction we may assume that the proposition is true for Bk,n−1. If l = 0, then all the irreducible
representations of Bk,n where the image of
[
1 qn−1
0 1
]
is not the identity have dimension qn−2k, as they are
necessarily those representations not arising as pi ⊗ ρj with pi an irreducible representation of Bk,n−1, i.e. they
are those representations of the form pij ⊗ ρj′ constructed above.
If l > 0, then all irreducible representations where the image of
[
1 qn−l
0 1
]
is the identity, but the image of[
1 qn−l−1
0 1
]
is not, are of the form pi⊗ ρj where pi is the lift of an irreducible representation pi of Bk,n−1. This
is because if we consider the other representations, which are of the form pij ⊗ ρj′ , considering where the vector
ξ1 is mapped by pij
([
1 qn−l
0 1
])
, we see that the image of
[
1 qn−l
0 1
]
cannot be equal to the identity.
Now due to the induction hypothesis we have that the dimension of pi is q(n−1)−2k−(l−1) = qn−2k−l. Now
the representation pi ⊗ ρj has the same dimension, which completes the proof of the theorem.
Proposition 4.3.11. Let k, n ∈ N be such that 3k ≤ n−1, then every representation of F3/(Nn∩Γq(Nk)) that
is not the lift of a representation of F3/(Nn−1 ∩ Γq(Nk)) has dimension at least qn−3k−3.
Proof. First note that Γq(Nk)/(Nn ∩ Γq(Nk)) is isomorphic to Nk+1/Nn:
Γq(Nk)/(Nn ∩ Γq(Nk)) ∼= (NnΓq(Nk))/Nn
∼= Nk+1/Nn.
We have used the second isomorphism theorem and Proposition 4.3.9. Let us call this isomorphism Ψ,
Ψ : Γq(Nk)/(Nn ∩ Γq(Nk))→ Nk+1/Nn.
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We can thus view Nk+1/Nn as a subgroup of F3/(Nn ∩ Γq(Nk)), via Ψ.
Let pi be a representation of F3/(Nn∩Γq(Nk)) that is not the lift of a representation of F3/(Nn−1∩Γq(Nk)).
This means that pi is non-trivial on the kernel of the map
F3/(Nn ∩ Γq(Nk))→ F3/(Nn−1 ∩ Γq(Nk)).
This kernel is equal to (Nn−1 ∩ Γq(Nk))/(Nn ∩ Γq(Nk)). Considering this kernel, we see that it is in fact
isomorphic to Nn−1/Nn:
(Nn−1 ∩ Γq(Nk))/(Nn ∩ Γq(Nk)) ∼= (Nn−1 ∩ Γq(Nk))/(Nn ∩ (Nn−1 ∩ Γq(Nk)))
∼= ((Nn−1 ∩ Γq(Nk))Nn)/Nn
∼= (Nn−1Nn ∩ Γq(Nk)Nn)/Nn
∼= (Nn−1 ∩Nk+1)/Nn
∼= Nn−1/Nn.
Here, we have used the fact that the Ni are nested, the second isomorphism theorem, Proposition 4.3.9, and
that n is sufficiently larger than k. Let us call this isomorphism Φ,
Φ : (Nn−1 ∩ Γq(Nk))/(Nn ∩ Γq(Nk))→ Nn−1/Nn.
Now the isomorphisms Ψ and Φ are compatible, in the sense that Φ is just a restriction of Ψ. This means that
when we restrict the representation pi to Nk+1/Nn (viewed as a as a subgroup of F3/(Nn∩Γq(Nk)), via Ψ), this
restriction is non-trivial on Nn−1/Nn as pi is not a lift. This implies that at least one of the following elements
of Nn−1/Nn has an image under pi that is not the identity:[
1 + qn−1 0
0 1− qn−1
]
,
[
1 qn−1
0 1
]
,
[
1 0
qn−1 1
]
.
This is because, as in Remark 4.3.8, these matrices generate Nn−1/Nn. The matrix
[
1 + qn−1 0
0 1− qn−1
]
is
equivalent to
[
q2n−2 + qn−1 + 1 −qn+k
q2n−k−3 −qn−1 + 1
]
, which is the commutator of
[
1 qk+1
0 1
]
and
[
1 0
qn−k−2 1
]
, as
we have seen in Remark 4.3.8, and so the images of both of these must be non-trivial, if the image of their
commutator is non-trivial. The transpose-inverse map is an automorphism, and thus, we may assume without
loss of generality that pi
([
1 qn−k−2
0 1
])
6= Id (since one of the other two generators have non-trivial images,
this also implies that this matrix has a non-trivial image).
Let B be the subgroup corresponding to upper triangular matrices of Nk+1/Nn under the isomorphism Ψ
between Γq(Nk)/(Nn∩Γq(Nk)) and Nk+1/Nn. Due to Lemma 4.3.10 we know that pi|B contains a representation
of dimension at least qn−3k−3 (considering Bk+1,n and l = k + 1). Thus we can conclude that pi has dimension
at least qn−3k−3.
4.4 Box spaces of the free group
In this section we will prove that there exist box spaces of the free group F3 that do not embed into a Hilbert
space, but do not contain weakly embedded expanders either. To do so we will use the following diagram, made
up of quotients of the free group F3 by intersections of the subgroups Ni with the subgroups Γq(Nk) coming
from the q-homology covers of the F3/Nk (see Figure 1).
Note that the quotients F3/Ni appearing along the bottom row are expanders by Corollary 4.3.5 and the
result of Lubotzky (Theorem 4.3.2).
Set fn,k(m) = #{g ∈ Nn ∩ Γq(Nk) : |g| ≤ m} and set An,k = [F3 : Nn ∩ Γq(Nk)].
Lemma 4.4.1. If a2 ≡ b2 mod qn and q - b, then a ≡ ±b mod qn.
Proof. We will prove this lemma by induction. For n = 2 the lemma follows from Exercise 1 in section 4.3 of
[DSV03]. For bigger n, we have that a2 ≡ b2 mod qn implies a2 ≡ b2 mod qn−1, so by induction we have that
a ≡ ±b mod qn−1. Therefore there exists a c ∈ Zq such that a ≡ cqn−1 ± b modulo qn.
Now it suffices to show that c ≡ 0 mod q. We have that b2 ≡ a2 ≡ b2 ± 2cbqn−1 mod qn, so q | 2cb. As q is
prime, either q | c or q | 2b. As q - b, we have that q | c and therefore a ≡ ±b mod qn.
Lemma 4.4.2. For any k, n,m ∈ N with m even, we have fn,k(m) = O
(
5
13
12
m
q3n +
5
7
12
m
qn
)
.
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F3/Γq(N4) · · ·

F3/Γq(N3)

F3/(N4 ∩ Γq(N3)) · · ·

oo
F3/Γq(N2)

F3/(N3 ∩ Γq(N2))

oo F3/(N4 ∩ Γq(N2)) · · ·

oo
F3/Γq(N1)

F3/(N2 ∩ Γq(N1))

oo F3/(N3 ∩ Γq(N1))

oo F3/(N4 ∩ Γq(N1)) · · ·

oo
{1} F3/N1oo F3/N2oo F3/N3oo F3/N4 · · ·oo
Figure 4.1: The magic triangle
Proof. Clearly it suffices to prove the theorem for k = 0. We have that
fn,0(m) = # {α ∈ H(Z) | [α] ∈ Nn, N(α) = 5m} = #
{
a+ qn(bi+ cj + dk) | a2 + q2n(b2 + c2 + d2) = 5m} .
Now a2 ≡ 5m mod q2n, so due to Lemma 4.4.1 we have a ≡ ±5m2 mod q2n. This leaves at most 4·5
m
2
q2n + 2
possibilities for a.
Now due to [DSV03] we know that for any fixed ε > 0 we have that #{(a, b, c) | a2+b2+c2 = x} = O
(
x
1
2+ε
)
.
So we find a bound for fn,0(m):
fn,0(m) ≤
∑
a
O
((
5m − a2
q2n
) 1
2+ε
)
≤
(
4 · 5m2
q2n
+ 2
)
O
((
5m
q2n
) 1
2+ε
)
≤ O
((
4 · 5m2
q2n
+ 2
)(
5m(
1
2+ε)
qn
))
= O
(
5m(1+ε)
q3n
+
5m(
1
2+ε)
qn
)
.
Now for ε = 112 we find fn,k(m) = O
(
5
13
12m
q3n
+
5
7
12m
qn
)
.
Theorem 4.4.3. There exists N > 0 such that for every k, n ∈ N with n ≥ N , 18 < 18(k + 1) ≤ n and
An,k ≤ q 196 n, we have that every eigenvalue λ of the adjacency operator A of F3/(Nn ∩ Γq(Nk)) such that some
corresponding eigenvector is not the lift of an eigenvector of the adjacency operator of F3/(Nn−1 ∩ Γq(Nk))
satisfies λ ≤ 5 7172 + 5 172 < 6.
Proof. Without loss of generality we may assume that λ ≥ 2√5. Take θj such that µj = 2
√
5 cos(θj), where µj
are the eigenvalues of the adjacency operator A. Due to the results of section 4.4 of [DSV03] we have
fn,k(m) ≥ 1
An,k
5
m
2
An,k−1∑
j=0
sin(m+ 1)θj
sin θj
.
Take ψj = iθj . If |µj | ≤ 2
√
5, then θj is real and
∣∣∣ sin(m+1)θjsin θj ∣∣∣ ≤ (m+ 1), and if |µj | ≥ 2√5, then ψj is real and
sin(m+1)θj
sin θj
=
sinh(m+1)ψj
sinhψj
≥ 0. So we find the following inequality for any l, and in particular for µl = λ:
An,k
5
m
2
fn,k(m) ≥
An,k−1∑
j=0
sin(m+ 1)θj
sin θj
≥M(λ) sinh(m+ 1)ψl
sinhψl
− (m+ 1)An,k,
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where M(λ) denotes the multiplicity of the eigenvalue λ. When we take m to be the biggest even integer such
that 5
m
2 ≤ q3n, we can use Lemma 4.4.2 and the fact that we chose An,k ≤ q 196 n to obtain the following:
(m+ 1)An,k +
An,k
5
m
2
fn,k(m) ≤ q 196 n
(
m+ 1 +O
(
5
7
12m
q3n
+
5
1
12m
qn
))
≤ q 196 n
(
6n log5(q) + 1 +O
(
q
7
2n
q3n
+
q
1
2n
qn
))
≤ q 196 n
(
6n log5(q) + 1 +O
(
q
1
2n + q
−1
2 n
))
= O
(
q
22
6 n
)
.
Let Vλ be the eigenspace of A corresponding to λ on F3/Nn ∩ Γq(Nk); since some eigenvector is not a lift
from F3/Nn−1 ∩ Γq(Nk), the representation of F3/Nn ∩ Γq(Nk) on Vλ is not a lift from a representation of
F3/Nn−1 ∩ Γq(Nk). Since the eigenspace Vλ is a representation space of the group F3/Nn ∩ Γq(Nk) (see for
example [DSV03]), we thus have M(λ) ≥ qn−3k−3 due to Proposition 4.3.11.
We also have
sinh(m+ 1)ψl
sinhψl
≥ e
(m+1)|ψl|
e|ψl|
> e(6n log5(q)−2)|ψl| =
q
6n
log(5)
|ψl|
e−2|ψl|
.
We assumed λ ≥ 2√5, so ψl ≥ 0. As e2ψl is bounded by e
√
5 we have the following:
qn−3k−3+
6n
log(5)
ψl ≤ e
√
5M(λ)
sinh(m+ 1)ψl
sinhψl
= O
(
q
22
6 n
)
So for big n we find n − 3k − 3 + 6nlog(5)ψl ≤ 4512n. As 18(k + 1) ≤ n we see that n − n6 + 6nlog(5)ψl ≤ 4512n. So
6
log(5)ψl ≤ 3512 and therefore ψl ≤ 3572 log(5). Now we can compute λ as follows:
λ = 2
√
5 cos(θl) = 2
√
5 cosh(ψl) ≤
√
5
(
5
35
72 + 5
−35
72
)
= 5
71
72 + 5
1
72 < 6.
This proves the theorem.
Corollary 4.4.4. Let ki and ni be non-decreasing sequences in N with ni increasing, 18 < 18(ki + 1) ≤ ni and
Ani,ki ≤ q
19
6 ni . Then Nni∩Γq(Nki )F3 does not embed into a Hilbert space.
Proof. We want to apply Proposition 4.2.3, so we need to check that all the hypotheses hold.
Due to Theorem 4.4.3 we know there exists an N > 0 such that for all ni ≥ N , for eigenvalues λ of
the adjacency operator A of F3/(Nni ∩ Γq(Nki)) such that the corresponding eigenvector is not the lift of an
eigenvector of the adjacency operator of F3/(Nni−1 ∩ Γq(Nki)), we have that λ ≤ 5
35
36 + 5
1
36 .
Since the Laplacian ∆ is in this case equal to 6 Id−A we have that every non-trivial eigenvalue of the
Laplacian is greater than 6− 5 3536 − 5 136 . The quotients F3/(Nni−1 ∩ Γq(Nki)) and F3/(Nni ∩ Γq(Nki)) look like
F3 (and thus like each other) on bigger and bigger balls, so there exists a sequence ri such that ri → ∞ as
i→∞ with
B(e, ri) ∩
(
Nni−1 ∩ Γq(Nki))/(Nni ∩ Γq(Nki)
)
= {e},
where B(e, ri) denotes the ball of radius ri about the identity in F3/(Nni ∩ Γq(Nki)). But on the other hand,
due to the isomorphism Φ given as part of the proof of Proposition 4.3.11, and Corollary 4.3.7, we have
Nni−1 ∩ Γq(Nki) 6= Nni ∩ Γq(Nki), since (Nni−1 ∩ Γq(Nki))/(Nni ∩ Γq(Nki)) ∼= Nni−1/Nni ∼= Z3q.
Now Proposition 4.2.3 can be applied to the subsequence of F3/(Nni∩Γq(Nki)) with ni ≥ N . So Nni∩Γq(Nki )F3
contains a generalized expander and therefore does not embed into a Hilbert space, by the characterization of
Tessera [Tes09].
This chapters Main Theorem now follows from the following result.
Theorem 4.4.5. There exist increasing sequences ki and ni in N such that 18 < 18(ki + 1) ≤ ni and Ani,ki ≤
q
19
6 ni , and for such ni, ki, the box space Nni∩Γq(Nki )F3 does not embed into a Hilbert space, but does not contain
weakly embedded expanders.
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Proof. Let us first check that such a sequence (ni, ki) exists. We have, using the information we have obtained
in sections 4.3.1 and 4.3.2 about the sizes of quotients in Figure 1,
Ani,ki = |F3/(Nni ∩ Γq(Nki))|
≤ |F3/Nni | · |F3/Γq(Nki)|
≤ |F3/Nni | · |F3/Nki | · |Nki/Γq(Nki)|
≤ |PSL2(qni)| · |PSL2(qki)| · |Z2|PSL2(qki )|+1q |
≤ q4 · q3(ni−1) · q4 · q3(ki−1) · q2(q4q3(ki−1))+1
= q3ni+3ki+3+2q
3ki+1
.
This means that we need 3ki + 3 + 2q
3ki+1 to be less than or equal to 16ni in order to satisfy Ani,ki ≤ q
19
6 ni .
Now it is clear that for a sequence of large enough ni we can take a sequence of ki which will simultaneously
satisfy this and the condition 18 < 18(ki + 1) ≤ ni. By taking subsequences if necessary, we can ensure that
the sequences ni and ki are increasing.
Corollary 4.4.4 gives us the first part of the statement. For the second part of the statement, we can now
apply Proposition 4.2.4 to the box space Nni∩Γq(Nki )F3 and the box space Γq(Nki )F3, which is embeddable
into Hilbert space by the main result in [Khu14] (described in Section 4.3.2) as it is a sequence of q-homology
covers of the graphs F3/Nki which satisfy the necessary conditions.

Chapter 5
Coarse fundamental groups and box
spaces
Given a free group G = FS on a set S, and the Cayley graph of a quotient G/N of this free group with respect
to the image of S, one can recover the subgroup N by computing the fundamental group of this Cayley graph,
which will be isomorphic to the free group N . If the group G is not free, one cannot use the fundamental group
in this way.
This chapter is based on [DK18], joint work with Khukhro. Here we use a coarse version of the fundamental
group, first defined in [BCW14], to recover normal subgroups used to construct quotients in the context of box
spaces of finitely presented groups. Specifically we prove Theorem 2.2.1 which states that if two box spaces
of finitely presented groups are coarsely equivalent, then there exists a almost bijection between the normal
subgroups in the filtrations such that the corresponding subgroups are isomorphic.
5.1 Coarse homotopy
In this section we give some properties of paths with respect to r-homotopy, and then use these to prove our
main results.
5.1.1 r-homotopic paths
We will now prove some elementary propositions about 1-paths, and then show that for a given r-path, there
is a 1-path which is r-homotopic to it. We do this because it will be useful to consider 1-paths in the proof of
the main theorem. We remark that a 1-path is also an r-path for r ≥ 1.
The first proposition shows that we can remove any backtracking (including staying at the same vertex) of
a 1-path. Note that given a 1-path in the Cayley graph, there is a corresponding word in S ∪ {e}, which is the
word read along the labelled edges of the path (with an occurrence of e denoting staying at a vertex).
Proposition 5.1.1. Let G = 〈S〉 be a group and let r ≥ 1. Let p be a 1-path in Cay(G), let w be the word in
elements of the set S ∪ {e} corresponding to p and let q be the path corresponding to the reduced version of w.
Then q is r-homotopic to p.
Proof. Suppose that w is a word that is not in its reduced form, then it can be written as w = u1ss
−1u2 or
w = u1eu2, where u1 and u2 are words in the elements of S ∪ {e} and s ∈ S. By induction it suffices to show
that the 1-path corresponding to u1u2 is r-homotopic to p, because we can reduce w by removing these ss
−1
and e until w is in its reduced form.
In the case that w = u1eu2 we see that p is r-homotopic to the 1-path corresponding to the word u1u2e,
call this path q˜. Then removing q˜(`(q˜)), we recover the 1-path corresponding to u1u2, and thus we see that the
1-path corresponding to w is r-homotopic to the 1-path corresponding to u1u2.
In the case that w = u1ss
−1u2, we see that p is r-homotopic to the 1-path corresponding to the word u1e2u2,
call this path q′ (in fact p and q′ are r-close, because `(p) = `(u1)+2+`(u2) = `(q′) and d(p(i), q′(i)) ≤ r). Then,
by inductively using the other case, we show that p is r-homotopic to the 1-path corresponding to u1u2.
The second proposition shows that r-homotopies can pass holes of “size” 2r.
Proposition 5.1.2. Let G be a group and let r ≥ 1. Let u, v and w be three words in the elements S such that
uw and v correspond to e in G and `(v) ≤ 2r. Then the 1-paths corresponding to uw and uvw are r-homotopic.
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In fact it is possible to show that the proposition still holds for holes of size 4r (i.e. `(v) ≤ 4r), but we
restrict ourselves to `(v) ≤ 2r to avoid unnecessarily complicating the proof.
Proof. As `(v) ≤ 2r the 1-path corresponding to uvw is r-homotopic to the one corresponding to ue`(v)w and
due to Proposition 5.1.1 they are r-homotopic to the 1-path corresponding to uw.
Finally, we prove a proposition which will allow us to work with 1-paths in the next section.
Proposition 5.1.3. Let G be a graph, let r ≥ 1 and p be an r-path in G, then there exists a 1-path q in G which
is r-homotopic to p.
Proof. If `(p) = 0, then p is already a 1-path.
If `(p) ≥ 1, then by induction we can assume that d(p(i), p(i + 1)) ≤ 1 for i ≥ 1. As G is a graph we can
take a geodesic 1-path g between p(0) and p(1). Then take
q : {0, . . . , `(p) + `(g)} → G :
{
i 7→ g(i) if 0 ≤ i ≤ `(g)
i 7→ p(i− `(g)) if `(g) + 1 ≤ i ≤ `(p) + `(g).
Now q is a 1-path and since `(g) ≤ r, it is r-close to
q˜ : {0, . . . , `(p) + `(g)} → G :
{
i 7→ p(i) if 0 ≤ i ≤ `(p)
i 7→ p(`(p)) if `(p) + 1 ≤ i ≤ `(p) + `(g),
which is r-close to p. Thus q is r-homotopic to p.
5.1.2 Box spaces of finitely presented groups
In this section we will prove the main result, that box spaces of finitely presented groups eventually detect the
normal subgroups used to construct them, even when we look up to coarse equivalence, i.e. given the coarse
equivalence class of a box space, one can deduce the sequence of normal subgroups (from some index onwards).
In order to show this, we first prove that coarse fundamental groups of a Cayley graph of a quotient can
detect the normal subgroup used to construct the quotient.
Given a presentation G = 〈S|R〉, and a normal subgroup N CG, we denote by | − |FS the length of relators
in R viewed as a subset of the free group FS on the set S with its natural metric, and by | − |G the length of
elements of G in the Cayley graph Cay(G,S).
Lemma 5.1.4. Let G be a finitely presented group with G = 〈S|R〉, let k be equal to max{|g|FS : g ∈ R},
let N C G with 2k < n = inf{|g|G : g ∈ N \ {e}}, and let r be a constant such that 2k ≤ 4r < n. Then
A1,r(Cay(G/N, S¯), e) is isomorphic to N .
Proof. Define Φ: N → A1,r(Cay(G/N), e) as follows: For g ∈ N write g as a word in the elements of S. This
corresponds to a 1-loop in Cay(G/N) based at e. We take Φ(g) equal to this loop (note that it is in particular
an r-loop).
To show that Φ is uniquely defined, suppose that g ∈ N can be written in two ways as a word in the elements
of S, say v and w. Due to Proposition 5.1.1 we can assume these words are reduced as elements of the free
group FS on S. As v and w realize the same element in G we can write w
−1v = a where a is in the normal
subgroup of FS generated by the elements of R, so we can write a = a1a2 . . . am with each ai the conjugate of
an element in R.
As being r-homotopic is an equivalence relation, it suffices to show that the paths corresponding to the
words w and whbh−1 are r-homotopic for every b ∈ R, every h ∈ FS and every word in w in FS representing a
loop in G/N .
Since `(b) ≤ k ≤ 2r, we have that whbh−1 and whh−1 correspond to r-homotopic loops due to Proposi-
tion 5.1.2, and then by Proposition 5.1.1 we have that these loops are r-homotopic to the one corresponding to
w.
Thus Φ is well-defined. We now need to show that Φ is an isomorphism.
It is clearly a homomorphism, because of the correspondence between words in FS and paths in Cay(G/N).
To show that it is injective, it suffices to show that Φ(g) is not null-r-homotopic if g ∈ N \ {e}. Therefore
we suppose there exists a element g that does correspond to a null-r-homotopic loop. This means there exists
a sequence p0, p1, . . . , pn = Φ(g), where p0 is the trivial loop and pi is r-close to pi+1 for every i.
Now as 2r < n, there is a unique way of lifting an r-path in Cay(G/N) to an r-path in Cay(G), and so we
can take p˜i to be the lift of pi for every i. We know that p˜0(`(p0)) = e and p˜n(`(pn)) = g. Now take i to be
the biggest value such that p˜i(`(pi)) = e. Then p˜i+1(`(pi+1)) 6= e (since p˜n(`(pn)) = g and g 6= e). However
p˜i+1(`(pi+1)) ∈ N , since pi+1 is an r-loop in Cay(G/N), so d(p˜i(`(pi)), p˜i+1(`(pi+1))) ≥ n > r.
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We know that pi is r-close to pi+1 and there are two ways, (a) and (b), in which this can happen, according
to the definition. If we were in the case of (a), then pi would be equal to pi+1 on the interval where both of
them are defined and constantly e on the rest, and so then we would have that e = p˜i(`(pi)) = p˜i+1(`(pi+1)).
But we had assumed that i is the biggest value for which p˜i(`(pi)) = e, so the paths must be r-close as in (b),
i.e. pi and pi+1 are of the same length and d(pi(x), pi+1(x)) ≤ r for every 0 ≤ x ≤ `(pi).
Now d(p˜i(`(pi)), p˜i+1(`(pi))) ≥ n while d(p˜i(0), p˜i+1(0)) = 0. Therefore there exists a j between 0 and `(pi)
such that d(p˜i(j), p˜i+1(j)) ≤ r and d(p˜i(j + 1), p˜i+1(j + 1)) > r. However, since d(pi(j + 1), pi+1(j + 1)) ≤ r,
there exists a h ∈ N \ {e} such that d(p˜i(j + 1), p˜i+1(j + 1)h) ≤ r.
We also note that n ≤ d(p˜i+1(j + 1), p˜i+1(j + 1)h), since d(p˜i+1(j + 1), p˜i+1(j + 1)h) = |h|G, and h is a
non-trivial element of N , so that |h|G > n.
Now we can make the following computation:
n ≤ d(p˜i+1(j + 1), p˜i+1(j + 1)h)
≤ d(p˜i+1(j + 1), p˜i+1(j)) + d(p˜i+1(j), p˜i(j))
+d(p˜i(j), p˜i(j + 1)) + d(p˜i(j + 1), p˜i+1(j + 1)h)
≤ r + r + r + r
≤ 4r < n.
As this is impossible, we find that Φ(g) can not be null-r-homotopic and therefore Φ is injective.
To show that Φ is surjective, take an r-loop in Cay(G/N). Due to Proposition 5.1.3 this loop is r-homotopic
to a 1-loop p. This loop corresponds to a word w in F (S) and this word gets mapped to an element g in G via
the map FS → G. As p is a loop, g ∈ N . Now by definition Φ(g) = p.
So we can conclude that Φ is an isomorphism.
We need the following lemma which tells us how A1,r behaves under quasi-isometries of the underlying
graph. Given two graphs G and H, recall that φ : G → H is a quasi-isometry with constant C > 0 if for all
x, y ∈ G,
dH(φ(x), φ(y)) ≤ CdG(x, y) + C
and there exists a quasi-inverse map φ′ : H → G which satisfies dG(φ′(x), φ′(y)) ≤ CdH(x, y)+C for all x, y ∈ H,
dG(x, φ′(φ(x))) ≤ C for all x ∈ G and dH(y, φ(φ′(y))) ≤ C for all y ∈ H.
Lemma 5.1.5. Let C > 0 be a constant, let G 'QI H be two Cayley graphs that are quasi-isometric with
constant C and let r ≥ 2C. Then there exists a homomorphism Ψ: A1,r(G)→ A1,Cr+C(H) that is surjective.
It will be very useful to assume that both the quasi-isometry and its quasi-inverse map the neutral element
of one group to the neutral element of the other group. It is always possible to do this, as Cayley graphs have
a natural isometric action of the group. The composition of the quasi-isometry and its quasi-inverse may then
not be C-close to the identity map, but it will be 2C-close.
Proof. Let φ : G → H be a quasi-isometry with constant C. To construct the map Ψ: A1,r(G) → A1,Cr+C(H),
given a path p in G, we define Ψ(p) by Ψ(p)(i) = φ(p(i)) for every 0 ≤ i ≤ `(p). As we have assumed that
φ(e) = e, we have that Ψ(p) is a (Cr + C)-loop based at e.
In order to show that Ψ is well-defined, we also have to show that when p and q are r-loops in G that are
r-close, then Ψ(p) and Ψ(q) are (Cr + C)-close. We can check this for the two cases, (a) and (b), of being
r-close.
In case (a), p(i) = q(i) for every 0 ≤ i ≤ `(p) and q(i) = e for every i ≥ `(p), and so Ψ(p)(i) = Ψ(q)(i) for
every 0 ≤ i ≤ `(p) and Ψ(q)(i) = e for every i ≥ `(p).
In case (b), `(p) = `(q) and d(p(i), q(i)) ≤ r, and so d(Ψ(p)(i),Ψ(q)(i)) = d(φ(p(i)), φ(q(i))) ≤ Cr + C. So
Ψ(p) and Ψ(q) are (Cr + C)-close, whenever p and q are r-close. Therefore Ψ is well-defined.
Now we will show that Ψ is surjective. To do so, take a (Cr + C)-loop q in H. Due to Proposition 5.1.3 q
is (Cr + C)-homotopic to a 1-loop q˜.
As φ is a quasi-isometry, there exists a quasi-inverse φ′. Now we can define an r-loop p in G such that
p(i) = φ′(q˜(i)). This is an r-loop since d(p(i), p(i+ 1)) = d(φ′(q˜(i)), φ′(q˜(i+ 1))) ≤ 2C ≤ r (as q˜ is a 1-loop and
so d(q˜(i), q˜(i+ 1)) ≤ 1).
It suffices to show that Ψ(p) is (Cr + C)-homotopic to q˜. By definition we have that Ψ(p)(i) = φ(p(i)) =
φ(φ′(q˜(i))) for every 0 ≤ i ≤ `(p), so d(Ψ(p)(i), q˜(i)) ≤ 2C ≤ Cr + C. So Ψ(p) is (Cr + C)-homotopic to q.
Therefore Ψ is surjective.
Now we are ready to prove the main result, that coarsely equivalent box spaces must be constructed using
essentially the same sequence of normal subgroups.
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Proof Theorem 2.2.1. As (Ni)G 'CE (Mi)H, we know due to Lemma 1 of [KV15] that there exists an almost
permutation of N with bounded displacement and a constant C such that G/Ni is quasi-isometric, with constant
C, to H/Mf(i) for every i in the domain of f .
Now take finite presentations of G = 〈S,R〉 and H = 〈S′, R′〉, where S and S′ are the generating sets used
for the construction of the box spaces. Also take k = max ({|g| : g ∈ R ∪R′} ∪ {2C}) and take I such that
inf{|g| : g ∈ Ni \ {e}} > Ck + C and inf{|g| : g ∈ Mf(i) \ {e}} > Ck + C for every i ≥ I. Such an I exists,
because Ni and Mi are filtrations and f is an almost permutation of N with bounded displacement.
By combining Lemma 5.1.4 and Lemma 5.1.5 we find for any i ≥ I that
Ni ∼= A1,k (Cay(G/Ni)) A1,Ck+C
(
Cay(H/Mf(i))
) ∼= Mf(i).
Similarly we find for any i ≥ I that
Mf(i) ∼= A1,k
(
Cay(H/Mf(i))
)
 A1,Ck+C (Cay(G/Ni)) ∼= Ni.
Combining these maps provides a surjective homomorphism Ni  Ni. Now NiCG is residually finite, therefore
it is Hopfian. This means that this surjective homomorphism is also injective. Therefore Ni ∼= Mf(i), when
i ≥ I. Now we can remove all i < I from the domain of f . Then f is still an almost permutation of N with
bounded displacement and Ni ∼= Mf(i) for every i in the domain of f .
5.2 Applications
In this section we look at some applications of Theorem 2.2.1.
5.2.1 Bounded covers
A first application of Theorem 2.2.1, is that there exist two box spaces NiG 6'CE MiG of the same group G
such that G/Ni  G/Mi with [Mi : Ni] bounded. This is surprising, because for two groups G H with finite
kernel, we have that G and H are quasi-isometric.
An example of such box spaces can be found for the free group. Consider F2 as a subgroup of SL(2,Z),
where the generating set is taken to be {[
1 2
0 1
]
,
[
1 0
2 1
]}
.
Then take Ni to be the kernel of F2 → SL(2,Z/4iZ) and take Mi to be the kernel of F2 → SL(2,Z/22i+1Z).
Now for i ≥ 2 we have [F2 : Ni] = 26i−4, while [F2 : Mi] = 26i−1. As they are subgroups of F2, Ni and Mi are
free groups for every i, and we can calculate the rank for any N C F2 using the Nielsen-Schreier rank formula,
rk(N) = [F2 : N ] + 1.
If we assume that NiF2 'CE MiF2, then due to Theorem 2.2.1 there exist some i and j in N such that
Ni ∼= Mj . So 26i−4 + 1 = rk(Ni) = rk(Mj) = 26j−1 + 1. So 6i − 4 = 6j − 1 which is impossible if i and j are
both in N.
5.2.2 Rigidity of box spaces
Another consequence of Theorem 2.2.1 is that for finitely presented groups we can strengthen Theorem 7 of
[KV15], which states that two box spaces that are coarsely equivalent stem from quasi-isometric groups.
Theorem 5.2.1. Let G and H be finitely presented groups, then there exist two filtrations Ni and Mi of G and
H respectively such that (Ni)G and (Mi)H are coarsely equivalent if and only if G is commensurable to H
via a normal subgroup.
Note that two groups are commensurable via a normal subgroup if there exist finite index normal subgroups
of each of the groups such that these subgroups are isomorphic.
One of the implications of this theorem follows immediately from Theorem 2.2.1. For the other direction,
we first recall the following well-known result.
Proposition 5.2.2. If a group G is finitely generated and residually finite, then it has a filtration consisting of
characteristic subgroups.
Proof. As G is residually finite, it has a filtration Ni. Now take Mi = ∩ϕϕ(Ni), where the intersection is
taken over all automorphisms ϕ in Aut(G). The subgroups Mi are characteristic, since for any ψ ∈ Aut(G),
ψ(Mi) = ψ (∩ϕϕ(Ni)) = ∩ϕ(ψϕ)(Ni) = Mi.
Now we need to show that Mi is a filtration of G, in other words we need to show that Mi is a sequence of
nested finite index subgroups of G such that their intersection is trivial. As the intersection of all Ni is trivial,
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we find the same for Mi, since Mi < Ni. To show that Mi is nested, we use that Ni+1 < Ni, because this
implies that we have ϕ(Ni+1) < ϕ(Ni), so Mi+1 < Mi. Now we only need to show that Mi is of finite index in
G for every i. For every automorphism ϕ of G we have [G : Ni] = [G : ϕ(Ni)]. Thus, there are finitely many
possibilities for ϕ(Ni), as G is finitely generated and the index of ϕ(Ni) in G is independent of ϕ. Now Mi is
the intersection of finitely many finite index subgroups, and therefore it is also of finite index.
We can use this proposition to prove Theorem 5.2.1.
Proof Theorem 5.2.1. If (Ni)G is coarsely equivalent to (Mi)H, then due to Theorem 2.2.1 we have that for
a large enough i there exists a j such that Ni is isomorphic to Mj . As both Ni and Mj are normal subgroups,
this proves one direction of the theorem.
Conversely, if G and H are commensurable via normal subgroups, they both have finite index normal
subgroups that are isomorphic to one another. In fact we may say that they have a common finite index normal
subgroup K. As G is residually finite, we have that K is also residually finite. Now due to Proposition 5.2.2 we
can take a filtration Ni of K consisting of characteristic subgroups. Now as K is a finite index normal subgroup
of G and H, we have that Ni is a filtration of G and of H, and the corresponding box spaces are coarsely
equivalent.
We remark that this result is in some sense optimal, since by Proposition 10 of [KV15], there exist non-
commensurable groups which admit isometric box spaces. The groups used are the wreath products Z/4Z o Z
and (Z/2Z× Z/2Z) o Z, which are “easy” examples of groups which are not fnitely presented.
This result also allows us to answer the question posed at the end of [Das15], which asks whether residually
finite groups that are uniformly measure equivalent necessarily admit coarsely equivalent box spaces. The answer
can be seen to be negative, by taking two residually finite, finitely presented, uniformly measure equivalent
groups which are not commensurable (for example, cocompact lattices in SL(2,C) are a source of such examples).
5.2.3 Rank gradient and first `2 Betti number
From Theorem 2.2.1 we can deduce that non-zero rank gradient of the group is a coarse invariant for box spaces
of finitely presented groups.
For a finitely generated, residually finite group G, the rank gradient RG(G, (Ni)) of G with respect to a
filtration (Ni) is defined by
RG(G, (Ni)) := lim
i→∞
rk(Ni)− 1
[G : Ni]
,
where rk(N) denotes the rank of N , i.e. the minimal cardinality of a generating set. This notion was first
introduced by Lackenby in [Lac05], and is connected in interesting ways to analytic properties of G, see for
example [AJZN11].
Theorem 5.2.3. Given two finitely presented, residually finite groups G and H and respective filtrations (Ni)
and (Mi), if (Ni)G is coarsely equivalent to (Mi)H then RG(G, (Ni)) > 0 if and only if RG(H, (Mi)) > 0.
Proof. We begin with the remark that “ rk−1 ” is submultiplicative, that is, if H < G, then
rk(H)− 1 ≤ (rk(G)− 1)[G : H].
Thus the limit in the definition is an infimum, and for all i,
rk(Ni)− 1
[G : Ni]
≤ rk(Ni−1)− 1
[G : Ni−1]
and
rk(Mi)− 1
[H : Mi]
≤ rk(Mi−1)− 1
[H : Mi−1]
.
By Theorem 2.2.1 and Lemma 1 of [KV15], there is an almost permutation f : N→ N with bounded displacement
such that Ni ∼= Mf(i) for every i in the domain of f , and such that there is a constant C > 0 with G/Ni and
H/Mf(i) C-quasi-isometric for all i in the domain of f . Thus we have
inf
i
rk(Ni)− 1
[G : Ni]
= inf
i
rk(Mf(i))− 1
[G : Ni]
≥ inf
i
rk(Mi)− 1
|BG(C2)| · [H : Mi] ,
where |BG(C2)| denotes the cardinality of a ball of radius C2 in G. So we have that RG(H, (Mi)) > 0 implies
that RG(G, (Ni)) > 0, and the theorem follows.
As another corollary of Theorem 2.2.1, we have that having the first `2 Betti number equal to zero is a
coarse invariant of box spaces of finitely presented groups. For the definition and properties of the first `2 Betti
number, we refer the reader to [Lu¨c02]. By the Lu¨ck Approximation Theorem ([Lu¨c94]), we have that for a
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finitely presented group G, the first `2 Betti number β
(2)
1 (G) can be approximated using a filtration (Ni) of G
as follows:
β
(2)
1 (G) = lim
i→∞
b1(Ni)
[G : Ni]
,
where b1(N) denotes the classical first Betti number of N .
Thus, by the same argument as above, we have
lim
i→∞
b1(Ni)
[G : Ni]
= lim
i→∞
b1(Mf(i))
[G : Ni]
≥ lim
i→∞
b1(Mi)
|BG(C2)| · [H : Mi] ,
under the same hypotheses as above, and so we obtain the following theorem.
Theorem 5.2.4. Given two finitely presented, residually finite groups G and H and respective filtrations (Ni)
and (Mi), if (Ni)G is coarsely equivalent to (Mi)H then β
(2)
1 (G) > 0 if and only if β
(2)
1 (H) > 0.
5.2.4 Box spaces of free groups
The main theorem also allows us to easily distinguish box spaces of the free group.
Theorem 5.2.5. For each n ≥ 2, there exist infinitely many coarse equivalence classes of box spaces of the free
group Fn that coarsely embed into a Hilbert space.
Proof. Given m ≥ 2, consider the m-homology filtration (Ni), defined inductively by N1 := Fn, Ni+1 =
Nmi [Ni, Ni]. Since for each j, Nj/Nj+1
∼= Zrk(Nj)m , using the Nielsen-Schreier rank formula we can deduce that
rk(Ni) = m
∑
rk(Nj)(n− 1) + 1,
where the sum in the exponent runs from j = 1 to j = i−1. By consideration of these ranks for coprime m and
k, we see that the corresponding m-homology and k-homology filtrations (Ni) and (Mi) will satisfy Ni 6∼= Mj for
all i, j sufficiently large. Thus, considering m-homology filtrations for various pairwise coprime m gives rise to
box spaces of Fn which are not coarsely equivalent by Theorem 2.2.1. Such box spaces are coarsely embeddable
into a Hilbert space by the main result of [Khu14].
We now prove Theorem 2.2.4 from the summary. Note that since being a Ramanujan expander is not
preserved by coarse equivalences, the relevant question becomes how many coarse equivalence classes of box
spaces there are such that each equivalence class contains at least one box space which is a Ramanujan expander.
Theorem 5.2.6. There exist infinitely many coarse equivalence classes of box spaces of the free group F3 that
contain Ramanujan expanders.
Proof. We begin by fixing an odd prime q such that −1 is a quadratic residue modulo q, and 5 is a quadratic
residue modulo 2q. By Theorem 7.4.3 of [Lub10], there exists a filtration (Ni) of F3 with the property that the
quotients F3/Ni ∼= PSL2(qi) form a Ramanujan expander sequence, and such that Ni/Ni+1 ∼= Z3q (see [DK16]).
Using this, and the Nielsen-Schreier rank formula, we obtain
rk(Ni) = 2q
3i + 1.
By taking such expanders corresponding to different primes q satisfying the above conditions, consideration of
the ranks mean that we obtain box spaces of F3 which are not coarsely equivalent by Theorem 2.2.1.
See also [Hum17], where a continuum of regular equivalence classes of expanders with large girth (i.e. the
length of the smallest loop tending to infinity) is constructed.
Theorem 5.2.7. Given n ≥ 3, there exists a box space of the free group Fn such that no box space of Fm with
m− 1 coprime to n− 1 is coarsely equivalent to it.
Proof. Consider the (n−1)-homology filtration of Fn, (Ni). If (Mi) is a filtration of Fm, then by Theorem 2.2.1,
if (Ni)Fn 'CE (Mi)Fm then for some i, j, we must have
(n− 1)a + 1 = [Fm : Mj ](m− 1) + 1
with a ∈ N (by rank considerations). But this is impossible due to the assumptions on m.
Chapter 6
A slowly growing box space of the free
group that embeds into a Hilbert space
In this chapter we create a box space of the free group F2 with a filtration Nn such that NiG embeds into a
Hilbert space and [Ni+1 : Ni] = 2 for i in N.
The filtration is defined as follows: Let a and b be the two generators of F2. Then the normal subgroups Ni
are defined inductively: we take N0 = F2, N1 = 〈a2, ab, ab−1〉 and N2 = Γ(N0). For every n > 2 there exists a
unique i such that n > i+ 2i + 1, but n ≤ i+ 2 + 2i+1. Then we take Nn = [Ni, Nn−2i−1]Γ(Ni+1).
Recall that Γ(G) is that subgroup of G generated by the squares of elements in G.
6.1 Overview
In order to show that (Nn)F2 is a linearly growing box space that embeds into a Hilbert space, we need to
show two propositions: We need to show that [Nn : Nn+1] is bounded and that (Nn)F2 embeds coarsely into
a Hilbert space.
In Proposition 6.2.4 we show that [Nn : Nn+1] is equal to 2. At the same time we show that the map
ϕn :
Nn+1
Γ(Nn)
→ [Nn, Nn+1]Γ(Nn+1)
Γ(Nn+1)
: x 7→ [g, x] is an isomorphism for every n. We also show that Γ(Nn) =
Nn+2n+1.
Unfortunately the proofs of these three propositions are nested. In Proposition 6.2.1, Lemma 6.2.2 and Propo-
sition 6.2.3 we will assume that the index is 2. Then in Proposition 6.2.4 will show that the index is indeed 2,
such that we have all three results.
To show that (Nn)F2 embeds coarsely into a Hilbert space we use the same technique as is used in [AGSˇ12]
and [Khu14]. First we define a new metric on (Nn)F2 that clearly embeds into `1. As `1 embeds into a Hilbert
space it suffices to show that the new metric is coarsely equivalent to the old one.
The new metric dn on (Nn)F2 which is used in Theorem 6.3.9 is the linear combination of pseudo-metrics
defined using a maximal spanning tree of F2/Nk with k < n. These pseudo-metrics are defined by lifting the
chosen maximal spanning tree via the quotient map F2/Nn → F2/Nk and contracting the different copies of
the tree, this graph which is the contraction of the Cayley graph of F2/Nn defines a pseudo-distance between
elements of F2/Nn.
Note that a maximal spanning tree can be shifted via the left multiplication action on F2/Nk, when we average
over these translation we find a pseudo-metric that is translation invariant as shown in Proposition 6.3.2.
In order to construct the metric such that it is coarsely equivalent to the old metric we need to coarsely differ-
enciate between any two elements of F2/Nn which are coarsely different in the old metric. For any n we can
take i to be the biggest integer such that Nn < Γ(Ni). Then for any two elements x and y in F2/Nn consider
d(f(x), f(y)) where f : F2/Nn → F2/Γ(Ni) is the quotient map. This pseudo-distance coarsely differentiates
between a lot of point, in fact now we only need to differentiate between x and y with x−1y in Γ(Ni).
So now we need some other pseudo-metric that differentiates between these elements. If Nn = Γ(Ni), then
there are no elements to differentiate. Due to Proposition 3.11 of [AGSˇ12] we already have a coarse bound for
this embedding.
Otherwise we take dn(x, y) =
1
2 (d(f(x), f(y)) + d˜n(x, y)), where d˜n(x, y) is a pseudo-metric that coarsely differ-
entiates between elements x and y of F2/Nn with x
−1y ∈ Γ(Ni).
For Nn−1 = Γ(Ni) the pseudo-metric d˜n only needs to provide a small adjustment provided in Proposition 6.3.5.
For other cases we use Proposition 6.3.4 to inductively differentiate between all elements x and y in F2/Nn with
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x−1y ∈ Γ(Ni).
Finally in Theorem 6.3.9 we we combine these pseudo-metrics to conclude that dn is coarsely equivalent to the
old metric and therefore (Nn)F2 embeds coarsely into a Hilbert space.
6.2 Algebraic properties of the sequence
In this section we will prove some algebraic properties of the sequence (F2/Nn)n. We want to show that the
index of Nn in F2 indeed grows linearly and we want to define a generating set which will be used in Section 6.3.
We want to show that for every i we have [Ni : Ni+1] = 2. This will be shown by induction, but first we
need some other observations.
Proposition 6.2.1. For any free group N and any M CN with [N : M ] = 2 we have that [N,Γ(N)] < Γ(M)
and [N,N ] = [N,M ].
Proof. Let x and y be in N . To show that [N,Γ(N)] < Γ(M) it suffices to show that [x, y2] ∈ Γ(M). Note
that [M,M ] < Γ(M) and Γ(N) < M , so if x ∈ M , then [x, y2] ∈ Γ(M). If however x ∈ N \M and y ∈ M ,
then [x, y2] = (xyx−1)2y2 ∈ Γ(M). Finally if x and y lie in N \M , then [x, y2] = xy(yx−1)2xy ∈ Γ(M). So
[N,Γ(N)] < Γ(M).
To show that [N,N ] = [N,M ] it suffices to show that [x, y] ∈ [N,M ]. If either x or y in M , then we have that
[x, y] ∈ [N,M ]. So we may suppose that x and y in N \M . As [N : M ] = 2 there exists a z ∈ M such that
y = xz. Therefore [x, y] = x2 z x−2 xz−1x−1 = [x2, z][z, x] ∈ [N,M ].
Lemma 6.2.2. For any free group N and any M CN with [N : M ] = 2 we have [Γ(N) : [N,M ]Γ(M)] = 2.
Proof. First consider the quotient map ρ : N → N/[N,N ]. Then ρ(Γ(M)) = Γ(ρ(M)) as both groups are
generated by squares of elements in ρ(M). So [N,N ]Γ(M)/[N,N ] = Γ(M/[N,N ]), because [N,N ] < M .
Due to Proposition 6.2.1 we have that
N/([N,M ]Γ(M)) = N/([N,N ]Γ(M)) =
N/[N,N ]
[N,N ]Γ(M)/[N,N ]
=
N/[N,N ]
Γ(M/[N,N ])
.
NowN/[N,N ] = Zrk(N) andM/[N,N ] is an index 2 subgroup ofN/[N,N ] and Γ(M/[N,N ]) = {(2x1, . . . , 2xrk(N)) :
(x1, . . . , xrk(N)) ∈ M/[N,N ]}. So we can conclude that [N : [N,M ]Γ(M)] = [N/[N,N ] : Γ(M/[N,N ])] =
2 · 2rk(N) = 2[N : Γ(N)] and therefore [Γ(N) : [N,M ]Γ(M)] = 2.
Proposition 6.2.3. For any free group N , any M CN with [N : M ] = 2 and any g ∈ N \M we have that the
map ϕ :
M
Γ(N)
→ [N,M ]Γ(M)
Γ(M)
: x 7→ [g, x] is an isomorphism.
Proof. Note that the map ϕ˜ : NΓ(M) → [N,N ]Γ(M)Γ(M) : x 7→ [g, x] is a homomorphism. In fact this is true for every
2-step nilpotent group and due to Proposition 6.2.1 we have that [N, [N,N ]] < [N,Γ(N)] < Γ(M) and therefore
N/Γ(M) is a 2-step nilpotent group. Due to Proposition 6.2.1 we have that Γ(N)/Γ(M) lies in the kernel of ϕ˜
and [N,N ]Γ(M)Γ(M) =
[N,M ]Γ(M)
Γ(M) . Therefore ϕ is a homomorphism as well.
Let [h, x]Γ(M) be an element of [N,M ]Γ(M)Γ(M) with h ∈ N \M and x ∈M . We have that ϕ(xΓ(N)) = [h, x]Γ(M),
because [h, x] = g g−1hxh−1g g−1 x−1 = g[g−1h, x]g−1[g, x] ∈ [g, x]Γ(M). Therefore ϕ is surjective, so it suffices
to show that [M : Γ(N)] is equal to [[N,M ]Γ(M) : Γ(M)].
Due to the Nielsen-Schreier formula we have [M : Γ(N)] = 12 [N : Γ(N)] =
1
22
rk(()N) = 2[F2:N ]. On the other
hand we have due to Lemma 6.2.2 that
[[N,M ]Γ(M) : Γ(M)] =
1
2
[Γ(N) : Γ(M)] =
1
2
[N : Γ(M)]
[N : Γ(N)]
=
[N : M ] [M : Γ(M)]
2 [N : Γ(N)]
=
2rk(()M)
2rk(()N)
= 2[F2:M ]−[F2:N ] = 2[F2:N ].
So we can conclude that ϕ is an isomorphism.
Using these results we can compute the index of each Nn.
Proposition 6.2.4. For every n we have [Nn : Nn+1] = 2 and [F2 : Nn] = 2
n.
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Proof. For n = 0 we have that N1 is the subgroup of words with even length, because it contains every
word of length 2: a2, ab, ab−1, a−2, a−1b = a−2ab, ab−1 = a−2ab−1, b2 = (ab−1)−1ab, ba = (ab−1)−1a2,
ba−1 = (ab−1)−1, b−2 = (ab)−1ab−1, b−1a = (ab)−1a2 and b−1a−1 = (ab)−1, so [N0 : N1] = 2.
For n = 1 we have that N2 = Γ(N0), so [N0 : N2] = [N0 : Γ(N0)] = 2
rk(()N0) = 4. Therefore [N1 : N2] =
[N0:N2]
[N0:N1]
= 42 = 2.
So it suffices to prove the theorem for n ≥ 2. Take i the biggest integer such that n ≥ i+2i+1. As the proposition
is true for n ≤ 1 we may assume by induction that for every n ≤ i+ 2i we have that [Nn : Nn+1] = 2.
For n = i + 2i + 1 we have that [Nn : Nn+1] = [Γ(Ni) : [Ni, Ni+1]Γ(Ni+1)] = 2 due to Lemma 6.2.2. So we
only need to show that [Nn : Nn+1] = 2 for every n with i + 2
i + 2 ≤ n ≤ i + 1 + 2i+1 or equivalently that
[Ni+2i+2 : Nn+1] = 2
n−i−2i−1.
Fix g ∈ Ni \Ni+1, then due to Proposition 6.2.3 we have that ϕ : Ni+1
Γ(Ni)
→ [Ni, Ni+1]Γ(Ni+1)
Γ(Ni+1)
: x 7→ [g, x] is an
isomorphism, since [Ni : Ni+1] = 2.
Now ϕ(Nn−2i) = [Ni, Nn−2i ]Γ(Ni+1) = Nn+1, so as ϕ is an isomorphism we have that [Ni+2i+2 : Nn+1] =
[Ni+1 : Nn−2i ] = 2n−i−2
i−1.
So we can conclude that [Nn : Nn+1] = 2 for every n and therefore [F2 : Nn] = 2
n.
Corollary 6.2.5. For every i we have that Ni+2i+1 = Γ(Ni).
Proof. For i = 0 we have N2 = Γ(N0), so by induction we may assume that Ni+2i−1 = Γ(Ni−1). Therefore
Ni+2i+1 = [Ni−1,Γ(Ni−1)]Γ(Ni). Now by combining Proposition 6.2.1 and Proposition 6.2.4 we have that
[Ni−1,Γ(Ni−1)] < Γ(Ni), so Ni+2i+1 = Γ(Ni).
Now we want to define a generating set of Nn for each n. We define this generating set using a maximal
spanning tree Tn on F2/Nn.
Figure 6.1: The spanning trees Tn for n ∈ {0, 1, 2, 3} and for g0 = a, g1 = ab, g2 = a2. The edges in red are
due to the generator a ∈ F2 and the black edges are due to the generator b ∈ F2. Edges of F2/Nn that are not
contained in Tn are represented by a dotted line.
These trees are defined inductively: T0 is trivial and for any other Tn we can choose a generator gn of Nn,
which is not in Nn+1, to construct Tn+1, an example in given in Fig. 6.1. As we lift Tn from F2/Nn to F2/Nn+1
we get two copies of Tn and the element gn which corresponds to a loop in F2/Nn gets lifted to a path from
the neutral element in F2/Nn+1 to the other element in Nn/Nn+1. Note that this element in unique, because
[Nn : Nn+1] = 2 as shown in Proposition 6.2.4.
As gn is a generator we have that its corresponding path crosses only one edge that is not in the lift of Tn, that
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edge connects the two copies of Tn in F2/Nn+1. Adding this edge gives a maximal spanning tree of F2/Nn+1,
we take Tn+1 to be that spanning tree.
Remark 6.2.6. Remark that the generating set of Nn+1 is the set containing g
2
n, gnh and gnh
−1 for h a
generator of Nn that is not in Nn+1 and h and gnhg
−1
n for h a generator of Nn that is in Nn+1. An example
for n = 1 and n = 2 is given in Fig. 6.3. To prove that the generators of Nn+1 are of that form, consider the
two copies of Tn in Cay(F2/Nn+1). When we contract these two copies of Tn, we find Cay(Nn/Nn+1, S) where
S is the generating set of Nn constructed by Tn. The tree Tn+1 gets contracted to the graph with two vertices
and one edge, this edge corresponds to the generator gn. Now Fig. 6.2 shows why we have this classification.
We say that a generator of Nn+1 lift-corresponds to a generator h of Nn if that generator is equal to either gnh,
gnh
−1, h or gnhg−1n .
Figure 6.2: The Cayley graph of Nn/Nn+1 as a contraction of Cay(F2/Nn+1) using Tn. In other words the two
vertices represent the two copies of Tn in Cay(F2/Nn+1), every edge represents an edge that is not in a copy
of Tn and every such edge corresponds to a generator of Nn. The tree Tn+1 consists of the two copies of Tn
connected by the edge corresponding to a fixed generator gn, drawn with a full edge. Other generators of Nn
that are not contained in Nn+1 are represented by h1, while the generators of Nn that are contained in Nn+1
are represented by h2.
The generators of Nn+1 are loops in Cay(Nn/Nn+1) that only contain one dotted line. On this picture you pass
gn and then return by either g
−1
n , h1 or h
−1
1 , giving the generators g
2
n, gnh
−1
1 and gnh1 respectively. You can
also cross h2 or pass gn, cross h2 and return via gn giving the generators h2 and gnh2g
−1
n .
Now we need to fix a generator gn of Nn that is not in Nn+1, for n ≤ 1 we take g0 = a and g1 = ab where
a and b are the generators of F2. For n ≥ 2 we could take gn to be an arbitrary generator of Nn that is not in
Nn+1. However we want to classify the generators of Nn. In order to have a good classification we need to take
specific generators of Nn. For any such n ≥ 2 we can take i to be the biggest integer such that i+ 2i + 1 ≤ n.
If n = i + 2i + 1, then we take gn = g
2
i . If n > i + 2
i + 1 the choice of gn is more complicated, we want
gn ≡ [gi, gn−2i−1] modulo Γ(Ni+1). Unfortunately it is not obvious that such a generator exists, so for now we
will only assume that gn is a generator of Nn that is not in Nn+1. In Corollary 6.2.11 we will show that gn can
be taken such that gn ≡ [gi, gn−2i−1].
Proposition 6.2.7. For every i we can classify the generators of Ni+2i+1 = Γ(Ni) as follows:
• For every generator h 6= gi of Ni which is not in Ni+1, there are 22i generators of Γ(Ni) which are equal
to g2i [gi, h] modulo Γ(Ni+1).
• For every generator h of Ni which is in Ni+1, there are 22i generators of Γ(Ni) which are equal to [gi, h]
modulo Γ(Ni+1).
• There are 22i generators of Γ(Ni) which are equal to g2i modulo Γ(Ni+1).
6.2. ALGEBRAIC PROPERTIES OF THE SEQUENCE 67
Figure 6.3: Every generator of Nn corresponds to an edge in Cay(F2/Nn) that is not in Tn. These graphs show
the relation between the generators of Nn on the left and those of Nn+1 on the right for n equal to 1 or 2 and
for g0 = a, g1 = ab, g2 = a
2. The edges in red are due to the generator a ∈ F2 and the black edges are due to
the generator b ∈ F2. Edges of F2/Nn that are not contained in Tn are represented by a dotted line.
• Every other generator of Γ(Ni) lies in Γ(Ni+1).
Lemma 6.2.8. Let i and j be such that i < j ≤ i + 2i + 1. Then for every generator h of Ni that is not in
〈gi, gi+1, . . . , gj−1〉Γ(Ni) there are two sets of 2j−i−1 generators of Nj with the following properties:
• generators from the same set are equal modulo Γ(Ni+1),
• generators from any of the two sets are equal to h modulo 〈gi, gi+1, . . . , gj−1〉Γ(Ni), and
• generators from the two different sets differ by h′−11 h′2 modulo Γ(Ni+1), where h′1 and h′2 are the two
generators of Ni+1 lift-corresponding to h.
Proof. First we show that 〈gi, gi+1, . . . , gj−1〉Γ(Ni) is a normal subgroup of Ni: for every k ∈ Ni and k′ ∈
〈gi, gi+1, . . . , gj−1〉 we have that kk′Γ(Ni)k−1 = k′[k′−1, k]Γ(Ni) = k′Γ(Ni), because [k′−1, k] ∈ Γ(Ni)CNi.
Now we consider the case where j = i + 1. Let h be a generator of Ni that is not in 〈gi〉Γ(Ni). Due to
Remark 6.2.6 we can take the sets as follows:
If h ∈ Ni+1, then we have two set {h} and {gihg−1i } of 2j−i−1 generators.
If h ∈ Ni \Ni+1, then we have two set {gih} and {gih−1} of 2j−i−1 generators.
In both cases these sets satisfy all three properties.
By induction we can assume to sets of generators for Nj−1. Now let h′1 and h
′
2 be the generators of Ni+1
lift-corresponding to h. Then there are two sets of 2j−i−2 generators of Nj−1, which are equal to each other
modulo Γ(Ni+1), which are equal to h
′
1 or h
′
2 respectively modulo 〈gi+1, . . . , gj−2〉Γ(Ni) and generators from
the two different sets differ by h′−11 h
′
2 modulo Γ(Ni+1).
Let k be such a generator of Nj−1. If k ∈ Nj , then k and gj−1kg−1j−1 are generators of Nj and they are equal to
k modulo Γ(Ni+1). If k ∈ Nj−1 \Nj , then gj−1k and gj−1k−1 are generators of Nj and they are equal to gj−1k
modulo Γ(Ni+1).
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All generators are modulo Γ(Ni+1) either equal or differ by h
′−1
1 h
′
2, so we have that whether or not k ∈ Nj
depends only on h, because due to Remark 6.2.6 we have that h′−11 h
′
2 is equal to (gih)
−1gih−1 = h−1 or
h−1gihg−1i = [h
−1, gi], in either case we have h′−11 h
′
2 ∈ Γ(Ni) < Nj . So we have that all elements of the two sets
of 2j−i−1 generators are equal modulo Γ(Ni+1), they are all equal to h1 or h2 modulo 〈gi, gi+1, . . . , gj−1〉Γ(Ni)
and two such generators of different sets still differ by h′−11 h
′
2 modulo Γ(Ni+1).
Lemma 6.2.9. Let i and j be such that i < j ≤ i + 2i + 1. Then there are j − i generators of Ni that are in
〈gi, . . . , gj−1〉Γ(Ni).
Proof. Note that we need to prove the lemma for 2i + 1 values of j, so it suffices to show that there is always
one generator of Ni that is in 〈gi, . . . , gj−1〉Γ(Ni), but not in 〈gi, . . . , gj−2〉Γ(Ni).
Due to Remark 6.2.6 we know that for every generator h′ of Nj there exists a generator of Nj−1 that is equiv-
alent to h′ modulo 〈gj−1〉Γ(Ni). So by induction there exists a generator of Ni that is equivalent to h′ modulo
〈gi, . . . , gj−1〉Γ(Ni) for every j. Therefore there exists a generator h of Ni that is equivalent to gj−1 modulo
〈gi, . . . , gj−2〉Γ(Ni).
Now it suffices to show that gj−1 is not in 〈gi, . . . , gj−2〉Γ(Ni), because then h is in 〈gi, . . . , gj−1〉Γ(Ni), but not
in 〈gi, . . . , gj−2〉Γ(Ni).
For any such j we have that Nj  〈gj−1〉Nj < Nj−1, because gj−1 ∈ Nj−1 \ Nj . Due to Proposition 6.2.4 we
have that [Nj−1 : Nj ] = 2, so Nj−1 = 〈gj−1〉Nj . Now due to Corollary 6.2.5 we have that 〈gi, . . . , gi+2i〉Γ(Ni) =
〈gi, . . . , gi+2i〉Ni+2i+1 = Ni.
Now suppose that gj−1 ∈ 〈gi, . . . , gj−2〉Γ(Ni). Then Ni = 〈gi, . . . , gj−2, gj , . . . , gi+2i〉Γ(Ni), so Ni/Γ(Ni) =
Zrk(()Ni)2 is generated by 2i elements, but to the Nielsen-Schreier formula and Proposition 6.2.4 we have that
rk(()Ni) = [F2 : Ni] + 1 = 2
i + 1.
So we can conclude that gj−1 is not in 〈gi, . . . , gj−2〉Γ(Ni) and therefore there exists a generator h of Ni
that is in 〈gi, . . . , gj−1〉Γ(Ni), but not in 〈gi, . . . , gj−2〉Γ(Ni). As there exists such a generator for all 2i + 1
values of j and Ni only has 2
i + 1 generators we can conclude that h is unique. Therefore 〈gi, . . . , gj−1〉Γ(Ni)
contains j − i generators of Ni.
Proof Proposition 6.2.7. In order to classify the generators of Γ(Ni) we classify the generators of Nj with
i < j ≤ i+ 2i + 1. We classify the generators of Nj as follows:
1. For every generator h of Ni that is not in 〈gi, gi+1, . . . , gj−1〉Γ(Ni) there are two sets of 2j−i−1 generators
of Nj with the following properties:
• generators from the same set are equal modulo Γ(Ni+1),
• generators from any of the two sets are equal to h modulo 〈gi, gi+1, . . . , gj−1〉Γ(Ni), and
• generators from the two different sets differ by h′−11 h′2 modulo Γ(Ni+1), where h′1 and h′2 are the two
generators of Ni+1 lift-corresponding to h.
2. There are 2j−i−1 generators of Nj which are equal to g2i modulo Γ(Ni+1).
3. For every generator h 6= gi of Ni in 〈gi, gi+1, . . . , gj−1〉Γ(Ni) there are 2j−i−1 generators of Nj which are
either equal to [gi, h], if h ∈ Ni+1, or equal to g2i [gi, h] modulo Γ(Ni+1), if h /∈ Ni+1.
4. Every remaining generator of Nj lies in Γ(Ni+1).
We will finish the proof by showing that case 1 is empty for j = i+ 2i + 1, which implies the proposition.
First we suppose that j = i + 1. Note gi ∈ 〈gi〉Γ(Ni) and due to Lemma 6.2.9 this is the only generator
of Ni in 〈gi〉Γ(Ni). So it suffices to show that every generator of Ni+1 that is not g2i is in case 1. Due to
Remark 6.2.6 every other generator h′ of Ni+1 lift-corresponds to a generator h ∈ Ni. If h ∈ Ni+1, then we
have two set {h} and {gihg−1i } of 2j−i−1 generators. If h ∈ Ni \Ni+1, then we have two set {gih} and {gih−1}
of 2j−i−1 generators. Note that in both cases one of these sets is {h′}, so h′ is in case 1, because of Remark 6.2.6.
By induction we may assume to have this classification for the generators of Nj−1. We will show that the
generators of Nj are in the same case as the lift-corresponding generator in Nj−1, except when that lift-
corresponding generator is in case 1, then that generator could also be in cases 3 or 4.
Case 1 is shown by Lemma 6.2.8.
Next we show case 2. To show that there are also 2j−i−1 generators of Nj which are equal to g2i modulo
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Γ(Ni+1), we may assume by induction that there are 2
j−i−2 generators of Nj−1 which are equal to g2i modulo
Γ(Ni+1). As g
2
i ∈ Γ(Ni) < Nj we have that for each such generator k of Nj−1 there are two generators of Nj
that lift-correspond to k, namely k and gj−1kg−1j−1. Therefore there are 2
j−i−1 generators of Nj which are equal
to g2i modulo Γ(Ni+1).
Now we show case 3. Let h be a generator of Ni that is not gi, but is in 〈gi, gi+1, . . . , gj−1〉Γ(Ni). We need to
show that there are 2j−i−1 generators of Nj which are either equal to [gi, h] modulo Γ(Ni+1), if h ∈ Ni+1, or
equal to g2i [gi, h] modulo Γ(Ni+1), if h /∈ Ni+1.
Here we have two cases to consider: either h lies in 〈gi, gi+1, . . . , gj−2〉Γ(Ni) or it does not. If h is in
〈gi, gi+1, . . . , gj−2〉Γ(Ni), then by induction there are 2j−i−2 generators of Nj−1 which are either all equal
to [gi, h] or all equal to g
2
i [gi, h] modulo Γ(Ni+1), depending on h. As all these generators lie in Γ(Ni) we have
that each one lift-corresponds to two generators of Nj , the initial generator of Nj−1 and its conjugate by gj−1.
This gives 2j−i−1 generators of Nj which are either equal to [gi, h], if h ∈ Ni+1, or equal to g2i [gi, h] modulo
Γ(Ni+1), if h /∈ Ni+1.
Now we consider the other case. Due to Lemma 6.2.9 there is only on generator of Ni in 〈gi, gi+1, . . . , gj−1〉Γ(Ni)
that is not in 〈gi, gi+1, . . . , gj−2〉Γ(Ni), let h be that generator. Let h′1 and h′2 be the generators of Ni+1 lift-
corresponding to h such that gj−1 is equal to h′1 modulo 〈gi, gi+1, . . . , gj−2〉Γ(Ni).
By induction we know there are 2j−i−2 generators of Nj−1 which are equal to gj−1 modulo Γ(Ni+1). Let k be
such a generator. If k 6= gj−1, then gj−1k and gj−1k−1 are generators of Nj which lie in Γ(Ni+1). We also
know that there are 2j−i−2 generators of Nj−1 which are equal to gj−1h′−11 h
′
2 modulo Γ(Ni+1). Let k be such
a generator, then both gj−1k and gj−1k−1 are equal to h′−11 h
′
2 modulo Γ(Ni+1).
So it suffices to show that h′−11 h
′
2 is equal to [gi, h] if h ∈ Ni+1 and equal to g2i [gi, h] modulo Γ(Ni+1) if h /∈ Ni+1.
Note that h′1 and h
′
2 lie in Ni+1, so h
′−1
1 h
′
2 ≡ h′1h′2 ≡ h′1h′−12 ≡ h′2h′−11 modulo Γ(Ni+1). If h ∈ Ni+1, then
without loss of generality we have that h′1 = gihg
−1
i and h
′
2 = h, so h
′
1h
′−1
2 = [gi, h]. If h ∈ Ni \Ni+1, then with-
out loss of generality we have that h′1 = gih and h
′
2 = gih
−1, so h′1h
′
2 = gihg
2
i g
−1
i h
−1 ≡ g2i [gi, h] modulo Γ(Ni+1).
Finally we show case 4, which says that the remaining generators of Nj lie in Γ(Ni+1). Let k
′ be a remaining
generator of Nj and let k be its lift-corresponding generator of Nj−1.
By induction we may assume that k satisfies one of the four cases. In cases 2 and 3 we have that k ∈ Γ(Ni), so
then k′ is also in either case 2 or 3 respectively. If k satisfies case 4, then k ∈ Γ(Ni+1), so k′ is either k or its
conjugate by gj−1, both of which lie in Γ(Ni+1).
So suppose that k is in case 1, which means k is equal to h modulo 〈gi+1, . . . , gj−2〉Γ(Ni+1), where h is a
generator of Ni not in 〈gi, gi+1, . . . , gj−2〉Γ(Ni+1). As k′ is a remaining generator we have that h is not in
〈gi, gi+1, . . . , gj−1〉Γ(Ni+1). In fact k must be equal to gj−1 modulo Γ(Ni+1). Therefore k′ is either gj−1k or
gj−1k−1 and both lie in Γ(Ni+1).
Due to Lemma 6.2.8 we know that 〈gi, gi+1, . . . , gj−1〉Γ(Ni) contains exactly j − i generators of Ni. So for
j = i+ 2i + 1 we have that 〈gi, gi+1, . . . , gj−1〉Γ(Ni) = Ni. Therefore there are no generators of Ni+2i+1 in case
1.
In order to conclude the prove consider the proven classification for j = i+ 2i + 1:
Note that Corollary 6.2.5 we have that Ni+2i+1 = Γ(Ni).
Due to Lemma 6.2.9 we know that every generator of Ni is in 〈gi, . . . , gj−1〉Γ(Ni). So there are no generators
in case 1. For every generator h 6= gi of Ni which is not in Ni+1, there are 22i generators of Γ(Ni) which are
equal to g2i [gi, h] modulo Γ(Ni+1) and for every generator h of Ni which is in Ni+1, there are 2
2i generators of
Γ(Ni) which are equal to [gi, h] modulo Γ(Ni+1), because of case 3.
There are 22
i
generators of Γ(Ni) which are equal to g
2
i modulo Γ(Ni+1), because of case 2.
Every other generator of Γ(Ni) must be in case 4, so they lie in Γ(Ni+1).
Proposition 6.2.10. Let i and j be such that i < j ≤ i+ 2i + 1 and let gj+2i be equivalent to [gi, gj−1] modulo
Γ(Ni+1) for every n with i + 2
i + 1 < n < j. For every generator h of Nj such that h /∈ Γ(Ni), the group
Nj+2i+1 has 2
2j generators which are all equal to [gi, h] modulo Γ(Ni+1) and all other generators of Nj+2i+1 lie
in Γ(Ni+1).
Proof. First we take j = i+1, let h be a generator of Ni+1 which is not in Γ(Ni) and due to Remark 6.2.6 we can
take h′ to be the lift-corresponding generator of Ni, so h is equal to h′, gih′g−1i , gih
′ or gih′−1. Due to Proposi-
tion 6.2.7 there are 22
i
generators of Nj+2i which are either all equal to [gi, h
′] or all equal to g2i [gi, h
′] modulo
Γ(Ni+1). Since gi+2i+1 = g
2
i we get 2
2j generators of Nj+2i+1 which are equal to [gi, h
′] modulo Γ(Ni+1). So it
suffices to show that [gi, h
′] ≡ [gi, h] modulo Γ(Ni+1).
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Due to Proposition 6.2.4 we can apply Proposition 6.2.3 to Ni and Ni+1. As either h ∈ h′Γ(Ni) or h ∈
h′g−1i Γ(Ni) we conclude that [gi, h] is either equal to [gi, h
′] or [gi, h′g−1i ] = gih
′g−1i g
−1
i gih
′−1 = [gi, h′] modulo
Γ(Ni+1) and therefore there are 2
2i+1 generators which are all equal to [gi, h] modulo Γ(Ni+1).
Now every other generator h of Ni+2i+2 is either g
2
i+2i+1 ∈ Γ(Ni+1) or lift-corresponds to a generator of Ni+2i+1
that is equal to 1 or g2i modulo Γ(Ni+1). As gi+2i+1 = g
2
i we have that h ∈ Γ(Ni+1). This proves the proposition
for j = i+ 1.
By induction we may assume that the proposition is true for j − 1. Let h be a generator of Nj which is
not in Γ(Ni). Note that h is not g
2
j+2i ∈ Γ(Ni+1). So due to Remark 6.2.6 there exists a lift-corresponding
generator h′ of Nj−1 such that h is equal to h′, gj−1h′g−1j−1, gj−1h
′ or gj−1h′−1. By induction there are 22
j−1
generators of Nj+2i which are all equal to [gi, h
′] modulo Γ(Ni+1).
Note that due to Proposition 6.2.3 and Proposition 6.2.4 the map ϕ : MΓ(N) → [N,M ]Γ(M)Γ(M) : x 7→ [g, x] is an
isomorphism.
If h′ ∈ Nj , then h is equal to h′ modulo Γ(Ni) and [gi, h] is equal to [gi, h′] modulo Γ(Ni+1), because ϕ is an
isomorphism. As [gi, h
′] ∈ Nj+2i+1 these 22j−1 generators of Nj+2i lift-correspond to 22j generators of Nj+2i+1
which are all equal to [gi, h] modulo Γ(Ni+1).
If h′ /∈ Nj , then h is equal to gj−1h′ modulo Γ(Ni). As ϕ is an isomorphism we have that [gi, h] ≡ [gi, gj−1][gi, h′] ≡
gj+2i [gi, h
′] modulo Γ(Ni+1). As [gi, h′] /∈ Nj+2i+1 these 22j−1 generators of Nj+2i lift-correspond to 22j gener-
ators of Nj+2i+1 which are all equal to [gi, h] modulo Γ(Ni+1).
Now it suffices to show that every other generator of Nj+2i+1 lies in Γ(Ni+1). Let k be such a generator.
If k = g2j+2i , then k ∈ Γ(Ni+1). Otherwise there exist generator k′ of Nj−1 that lift-corresponds to k, as noted
in Remark 6.2.6.
If k′ ∈ Γ(Ni+1), then k is either k′ or gj−1k′g−1j−1 and therefore lies in Γ(Ni+1). If k′ /∈ Γ(Ni+1), then by
induction there exists a generator h of Nj−1 such that h /∈ Γ(Ni) and k′ is equal to [gi, h] modulo Γ(Ni+1).
As k′ /∈ Γ(Ni+1), but k ∈ Γ(Ni+1), we have that k = gj+2ik′ or k = gj+2ik′−1. As k = gj+2ik′±1 we have
that k ≡ [gi, gj−1][gi, h′±1]. As ϕ is an isomorphism we have that k ≡ [gi, gj−1h′±1]. Note that gj−1h′±1 is a
generator of Nj , because h
′ is a generator of Nj−1 that is not in Nj .
We assumed that k is not one of the 22
j
generator of Nj that is equal to [gi, h] modulo Γ(Ni+1) with h a
generator of Nj that is not in Γ(Ni). Therefore we have that h ∈ Γ(Ni). Now due to Corollary 6.2.5 we have
that k ∈ [Ni,Γ(Ni)]Γ(Ni+1) = Ni+2i+1 = Γ(Ni+1).
So all other generators of Nj+2i+1 lie in Γ(Ni+1), which concludes this corollary.
In Proposition 6.2.10 had the condition that gj+2i is equivalent to [gi, gj−1] modulo Γ(Ni+1). Now we will
show that gn can be taken such that this condition is always satisfied.
Corollary 6.2.11. There exist a choice of gn such that gn ≡ [gi, gn−2i−1] modulo Γ(Ni+1) for any i and n such
that i+ 2i + 1 < n < i+ 1 + 2i+1 + 1.
Proof. We fixed g0 = a and g1 = ab. For n ≥ 2 we take i to be the biggest integer such that i+ 2i + 1 ≤ n. If
n = i+ 2i + 1, then gn = g
2
i . If n > i+ 2
i + 1, then i < n− 2i− 1 ≤ i+ 2i + 1. By induction we can assume that
gm is equivalent to [gi, gm−2i−1] modulo Γ(Ni+1) for every i+ 2i + 1 < m < n. Then due to Proposition 6.2.10
there exist 22
n−2i−1
generators that are equal to [gi, gn−2i−1] modulo Γ(Ni+1). So we can choose gn to be one
of these generators.
Now we can rephrase Proposition 6.2.10.
Corollary 6.2.12. For every i and j such that i < j ≤ i + 2i + 1 and every generator h of Nj such that
h /∈ Γ(Ni), the group Nj+2i+1 has 22j generators which are all equal to [gi, h] modulo Γ(Ni+1) and all other
generators of Nj+2i+1 lie in Γ(Ni+1).
6.3 Metric properties of the sequence
In this section we will define a new metric on (Nn)F2, using the generating sets of the subgroups Nn defined in
the previous section. Then we will use this metric to show that (Nn)F2 embeds coarsely into a Hilbert space.
First we define a pseudo-metric dmT on Nn/Nm relative to a maximal spanning tree T in F2/Nn and n < m ≤
n + 2n + 1. Consider the elements of Nn corresponding to a loop in F2/Nn that only crosses one edge that is
not in T . This set provides a generating set of Nn. Now d
m
T is the word metric on Nn/Nm according to this
generating set. For any other element x ∈ F2/Nm there exists a unique lift of T containing x. The neutral
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element e ∈ F2/Nn gets lifted to an element y ∈ Nn/Nm. Now we can identify x with y, i.e. dmT (x, y) = 0. This
defines a pseudo-metric on F2/Nm.
In order to control these pseudo-metrics, we will show that the isomorphism given in Proposition 6.2.3 is
isometric for these pseudo-metrics. Note that λ is the left multiplication action on any group, i.e. λx(y) = xy.
Proposition 6.3.1. Let α be the automorphism of F2 such that α(a) = b and α(b) = a. For every i and j with
i < j < m ≤ i+ 2i + 1 and every x ∈ F2 we have that the following two maps are isometric isomorphisms:
ϕx :
(
Nj
Nm
, dmλx(Tj)
)
→
(
[Ni, Nj ]Γ(Ni+1)
[Ni, Nm]Γ(Ni+1)
, dm+2
i+1
λx(Tj+2i+1)
)
: y 7→ [λx(gi), y] and
ϕ′x :
(
Nj
Nm
, dmλx◦α(Tj)
)
→
(
[Ni, Nj ]Γ(Ni+1)
[Ni, Nm]Γ(Ni+1)
, dm+2
i+1
α◦λx(Tj+2i+1)
)
: y 7→ [α ◦ λx(gi), y].
Proof. Let x ∈ F2, let ϕ be either ϕx or ϕ′x and σ be equal to either λx or λx ◦ α respectively. Then
ϕ :
(
Nj
Nm
, dmσ(Tj)
)
→
(
[Ni, Nj ]Γ(Ni+1)
[Ni, Nm]Γ(Ni+1)
, dm+2
i+1
σ(Tj+2i+1)
)
: y 7→ [σ(gi), y]. Due to Proposition 6.2.3 and Propo-
sition 6.2.4 we know that
Ni+1
Γ(Ni)
→ [Ni, Ni+1]Γ(Ni+1)
Γ(Ni+1)
: x 7→ [σ(gi), x] is an isomorphism. In that map Nj and
Nm get mapped to [Ni, Nj ]Γ(Ni+1) and [Ni, Nm]Γ(Ni+1) respectively, therefore ϕ is also an isomorphism. To
show that it is isometric it suffices to check that for x and y in
Nj
Nm
we have that dmσ(Tj)(x, y) = 1 if and only if
dm+2
i+1
σ(Tj+2i+1)
(ϕ(x), ϕ(y)) = 1, because both metrics are word metrics.
Suppose that dmσ(Tj)(x, y) = 1, then without loss of generality σ
−1(x−1y) is a generator of Nj/Nm which is
non-trivial and therefore the corresponding generator of Nj does not lie in Γ(Ni). Due to Corollary 6.2.12
we know that there exists a generator of [Ni, Nj ]Γ(Ni+1) = Nj+2i+1 which is equal to [gi, σ
−1(x−1y)] =
σ−1([σ(gi), x−1y]) modulo Γ(Ni+1). As ϕ is an isomorphism, we have that ϕ(x) 6= ϕ(y) and [σ(gi), x−1y] =
[σ(gi), x]
−1[σ(gi), y], so we can conclude that 1 ≤ dm+2
i+1
σ(Tj+2i+1)
(ϕ(x), ϕ(y)) = dm+2
i+1
σ(Tj+2i+1)
([σ(gi), x], [σ(gi), y]) ≤ 1,
so dm+2
i+1
σ(Tj+2i+1)
(ϕ(x), ϕ(y)) = 1.
Suppose that dm+2
i+1
σ(Tj+2i+1)
(ϕ(x), ϕ(y)) = dm+2
i+1
σ(Tj+2i+1)
([σ(gi), x], [σ(gi), y]) = 1. Then without loss of general-
ity we know that σ−1([σ(gi), x])−1σ−1([σ(gi), y]) = [gi, σ−1(x−1y)] is a non-trivial generator of the group
[Ni, Nj ]Γ(Ni+1)/[Ni, Nm]Γ(Ni+1). Due to Corollary 6.2.12 we know that there exists a generator h of Nj
with h /∈ Γ(Ni) and ϕ(hNm) = [gi, σ−1(x−1y)]. So [gi, h−1σ−1(x−1y)] = 1 in [Ni, Nj ]Γ(Ni+1)/[Ni, Nm]Γ(Ni+1)
and as ϕ is an isomorphism we have that h−1σ−1(x−1y) = 1 in Nj/Nm. Therefore dmσ(Tj)(x, y) = 1, because h
is a generator of Nj .
So ϕ is an isometric isomorphism.
Now we want to define a new distance on (Ni)F2 which is coarsely equivalent to the usual distance and
isometrically embeds into `1. This new distance is a linear combination of the pseudo-metrics dmT . First we add
these pseudo-metrics such that the result is invariant for the left multiplication action.
Let α be the automorphism on F2 that switches its generators a and b and let An,m be equal to {g :
g generator of Nn, g /∈ Nm}. For every n and m with n < m ≤ n + 2n + 1 we take dmn such that for ev-
ery x and y in F2/Nm we have that
dmn (x, y) =
2n−m
|An,m|
∑
z∈F2/Nm
(
dmλz(Tn)
(
Cλz(Tn)x , C
λz(Tn)
y
)
+ dmλz(α(Tn))
(
Cλz(α(Tn))x , C
λz(α(Tn))
y
))
. (6.1)
Here CTx is the element of Nn/Nm that is contained in the same lift of T as x.
Now we will prove some properties of these pseudo-metrics. First we show that it is invariant for the left
multiplication action.
Proposition 6.3.2. For every n and m with n ≤ m ≤ n + 2n + 1, every x in F2/Nm and every y in Nn/Nm
we have that dmn (x, xy) = d
m
n (e, y).
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Figure 6.4: On the left we have the graphs of F2/N1 with the maximal spanning tree T1 in full lines for g0 = a.
On the right we have the graph of F2/N3 with the lifts of T1. These lifts of T1 are called slices. When we
contract these slices to the unique vertex that corresponds to an element of N1/N3 we find the Cayley graph of
N1/N3 with the generating set corresponding to T1. In Eq. (6.1) we have C
T
x , which is the element of N1/N3
to which the slice of x gets contracted.
Note: you could also say that CTx is the slice itself and the distance is induced by the contractions.
Proof. This proposition is shown by the following computation:
dmn (x, xy) =
2n−m
|An,m|
∑
z∈F2/Nm
(
dmλz(Tn)
(
Cλz(Tn)x , C
λz(Tn)
xy
)
+ dmλz(α(Tn))
(
Cλz(α(Tn))x , C
λz(α(Tn))
xy
))
=
2n−m
|An,m|
∑
z∈F2/Nm
(
dmλx−1z(Tn)
(
C
λx−1z(Tn)
e , C
λx−1z(Tn)
y
)
+ dmλx−1z(α(Tn))
(
C
λx−1z(α(Tn))
e , C
λx−1z(α(Tn))
y
))
=
2n−m
|An,m|
∑
z∈F2/Nm
(
dmλz(Tn)
(
Cλz(Tn)e , C
λz(Tn)
y
)
+ dmλz(α(Tn))
(
Cλz(α(Tn))e , C
λz(α(Tn))
y
))
= dmn (e, y).
Next we show that these pseudo-metrics are 1-Lipschitz compared to the graph metric.
Proposition 6.3.3. For every n and m with n ≤ m ≤ n + 2n + 1 and every x and y in F2/Nm we have that
dmn (x, y) ≤ d(x, y), where d is the graph distance on F2/Nm.
Proof. As d is a graph distance, it suffices to show the proposition for d(x, y) = 1. Let x and y be such elements
with d(x, y) = 1, let e be the projection of the edge between x and y on F2/Nn and let T be any maximal
spanning tree of F2/Nn. Then we have that d
m
T (x, y) = 1 if and only if e is not and edge of T and the generator
of Nn that corresponds to e /∈ T is not in Nm. If we shift Tn and α(Tn) by every element of F2/Nn, then the
edge e gets mapped to every edge of F2/Nn. So d
m
n (x, y) =
2n−m
|An,m| |An,m|[Nn, Nm] = 1
Proposition 6.3.4. For every i, m and k with i < m < k ≤ i+ 2i + 1 and every x in F2/Nk and every y 6= e
in Nm/Nk we have that d
k+2i+1
m+2i+1(x, x[gi, y]) = 2d
k
m(x, xy).
Proof. Due to Proposition 6.2.4 we have that [Nm : Nm+2i+i] = 2
2i+1 and due to Corollary 6.2.12 we know
that |Am+2i+1,k+2i+1| = 22i |Am,k|. Combining these two results with Proposition 6.3.1 and Proposition 6.3.2
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gives the following result:
dk+2
i+1
m+2i+1(x, x[gi, y]) = d
k+2i+1
m+2i+1(e, [gi, y])
=
2m+2
i+1−k−2i−1
|Am+2i+1,k+2i+1|
∑
z∈F2/Nk+2i+1
(
dk+2
i+1
λz(Tm+2i+1)
(
C
λz(Tm+2i+1)
e , C
λz(Tm+2i+1)
[gi,y]
)
+ dk+2
i+1
λz(α(Tm+2i+1))
(
C
λz(α(Tm+2i+1))
e , C
λz(α(Tm+2i+1))
[gi,y]
))
=
2m−k2−2
i
|Am,k|
∑
z∈F2/Nk+2i+1
(
dk+2
i+1
λz(Tm+2i+1)
(e, [gi, y]) + d
k+2i+1
λz(α(Tm+2i+1))
(e, [gi, y])
)
=
2m−k
|Am,k|2
−2i ∑
z∈F2/Nk+2i+1
(
dkλz(Tm) (e, y) + d
k
λz(α(Tm))
(e, y)
)
=
2m−k
|Am,k|2
∑
z∈F2/Nk
(
dkλz(Tm)
(
Cλz(Tm)e , C
λz(Tm)
y
)
+ dkλz(α(Tm))
(
Cλz(α(Tm))e , C
λz(α(Tm))
y
))
= 2dkm(e, y)
= 2dkm(x, xy),
which proves the proposition.
Proposition 6.3.5. For every n and for every x in F2/Nn+1 we have that d
n+1
n (x, xgn) ≥ girth(F2/Nn).
Proof. For n = 0 we have d10(x, xg0) = 1 = girth(F2/N0) and for n = 1 we have d
2
1(x, xg1) = 2 = girth(F2/N1).
So let n ≥ 2 and take i the biggest integer such that n ≥ i+ 2i + 1.
First we look at the cases where n > i+ 2i + 1. Due to Corollary 6.2.11 we were able to take gn = [gi, gn−2i−1],
so due to Proposition 6.3.4 we have dn+1n (x, xgn) = d
n+1
n (x, x[gi, gn−2i−1]) = 2d
n−2i
n−2i−1(x, xgn). By induction
we can conclude that dn+1n (x, xgn) ≥ 2 girth(F2/Nn−2i−1). So it suffices to show that 2 girth(F2/Nn−2i−1) ≥
girth(F2/Nn). Note that 2 girth(F2/Ni) = girth(F2/Γ(Ni)), so due to Corollary 6.2.5 we can conclude that
2 girth(F2/Nn−2i−1) ≥ 2 girth(F2/Ni+1) ≥ girth(F2/Ni+2i+1+2) ≥ girth(F2/Nn).
So now we only need to consider the case where n = i + 2i + 1. Due to Proposition 6.3.2 we have that
dn+1n (x, xgn) = d
n+1
n (e, gn) =
[F2:Nn+1]
|An,n+1| , due to Proposition 6.2.7 we have that |An,n+1| = 22
i |Ai,i+1| and due to
Proposition 6.2.4 we have that [F2 : Nn+1] = 2
2i+1[F2 : Ni+1]. So by induction we can conclude that
dn+1n (x, xgn) =
[F2 : Nn+1]
|An,n+1| = 2
[F2 : Ni+1]
|Ai,i+1| = 2d
i+1
i (e, gi) ≥ 2 girth(F2/Ni) = girth(F2/Nn).
Proposition 6.3.6. For every i and j such that i < j < i + 2i + 1 and every x and y in F2/Ni+2i+1 with
e 6= x−1y ∈ Nj/Ni+2i+1 we have the following:
• We have that d(x, y) ≤ girth(F2/Ni) if and only if di+2
i+1
j (x, y) ≤ girth(F2/Ni).
• If d(x, y) ≤ girth(F2/Ni), then di+2
i+1
j (x, y) = d(x, y).
This proof is similar to the proof of Proposition 1 of [Khu14].
Proof. Note that Ni+2i+1 = Γ(Ni), which is shown in Corollary 6.2.5.
Let x and y be in F2/Γ(Ni) and let γ be a geodesic from x to y. Consider γ¯ the projection of γ onto F2/Ni.
If γ¯ does not cross the same edge twice, then the projection of γ onto F2/Nj does not cross the same edge twice,
nor does it cross two edges that project to the same edge in F2/Ni. So for every z ∈ F2/Γ(Ni) we have that
di+2
i+1
λz(Tj)
(
Cλz(Tj)x , C
λz(Tj)
y
)
=
∑
(x1,x2) edge in γ
di+2
i+1
λz(Tj)
(
Cλz(Tj)x1 , C
λz(Tj)
x2
)
and we have that
dmλz(α(Tn))
(
Cλz(α(Tn))x , C
λz(α(Tn))
y
)
=
∑
(x1,x2) edge in γ
dmλz(α(Tn))
(
Cλz(α(Tn))x1 , C
λz(α(Tn))
x2
)
.
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Therefore we can conclude that di+2
i+1
j (x, y) =
∑
(x1,x2) edge in γ
di+2
i+1
j (x1, x2) = (length of γ) = d(x, y).
If d(x, y) ≤ girth(F2/Ni), then γ¯ does not cross the same edge twice. So it suffices to show that di+2
i+1
j (x, y) ≤
girth(F2/Ni) implies d(x, y) ≤ girth(F2/Ni) when γ¯ does cross the same edge twice.
Let x¯ and y¯ be the projections of x and y respectively onto F2/Ni. Consider γ¯ without double edges, this
is a path between x¯ and y¯ plus same additional disconnected loops. If there are no additional loops, then the
path between x¯ and y¯ can be lifted to a path from x to y that is shorter than γ, because the projection of γ
had double edges.
So γ¯ contains a cycle γ′ of single edges. Now the contribution of edges on γ′ to the value di+2
i+1
j (x, y) does not
get undone, so di+2
i+1
j (x, y) ≥ (length of γ′) ≥ girth(F2/Ni).
Corollary 6.3.7. For every i and j such that i < j < i + 2i + 1 and every x and y in F2/Γ(Ni) with
e 6= x−1y ∈ Nj/Γ(Ni) we have di+2
i+1
j (x, y) ≥ girth(F2/Ni).
Now we are almost ready to define the alternative metric on (Nn)F2. For any n and m with n < m ≤
n + 2n + 1 we define another pseudo-metric d˜mn on F2/Nm. For n = 0 we take d˜
m
0 = d
m
0 . For n = 1 and
m = 2 we take d˜21 = d
2
1. For n = 1 and m = 3 we take d˜
3
1 =
1
2d
2
1 +
1
2d
3
2. For n = 1 and 3 < m ≤ 5 we take
d˜31 =
1
8d
2
1 +
1
8d
3
2 +
3
4d
m
3 .
For n ≥ 2 take i the biggest integer such that i+2i+1 ≤ m. If m = i+2i+1, then d˜mn = dmn . If m = i+2i+2 and
n = m−1, then d˜mn = dmn . If m = i+ 2i+ 2 and n < m−1, then d˜mn = 12dm−1n + 12dmm−1. Now let m > i+ 2i+ 2.
If n > i + 2i + 1 then due to Proposition 6.3.4 we can lift the metric d˜m−2
i−1
n−2i−1 to a metric d˜
m
n on F2/Nm. If
n = i+2i+1, then we can take d˜mn =
1
4d
n+1
n +
3
4 d˜
m
n+1. If n < i+2
i+1, then d˜mn =
1
8d
i+2i+1
n +
1
8d
i+2i+2
i+2i+1+
3
4 d˜
m
i+2i+2.
Proposition 6.3.8. For every n and m such that n < m ≤ n + 2n + 1 and for every x and y in F2/Nm with
x−1y ∈ Nn/Nm and x 6= y we have d˜mn (x, y) ≥ 116
√
girth(F2/Nm).
Proof. If m = 1 and therefore n = 0, then dmn (x, y) = d
1
0(x, y) = 1 ≥ 116
√
girth(F2/N1) for x 6= y. For every
other value of m we can take i to be the biggest integer such that i+ 2i + 1 ≤ m. Let x and y in F2/Nm with
x−1y in Nn/Nm.
Note that for any k ∈ N we have that 2 girth(F2/Nk) = girth(F2/Γ(Nk)), girth(F2/Nk+1) ≥ girth(F2/Nk) and
due to Corollary 6.2.5 we know that Nk+2k+1 = Γ(Nk). So for any k and ` with k + 2
k + 1 < ` ≤ k + 2k+1 + 2
we have
2 girth(F2/Nk) ≥ girth(F2/N`−2k−1) ≥
1
2
girth(F2/N`),
because 2 girth(F2/N`−2k−1) ≥ 2 girth(F2/Nk+1) = girth(F2/Nk+2k+1+2) ≥ girth(F2/N`).
If m = i+ 2i + 1, then d˜mn = d
m
n . Due to Corollary 6.3.7 we have that
d˜mn (x, y) ≥ girth(F2/Ni) = girth(F2/Nm)/2 ≥
1
16
√
girth(F2/Nm).
If m = i + 2i + 2, then we have two different cases n = m − 1 and n < m − 1. The first case is shown in
Proposition 6.3.5 as d˜mn = d
m
n . In the second case we have d˜
m
n =
1
2d
m−1
n +
1
2d
m
m−1. So for x
−1y not in Nm−1/Nm
we have that d˜mn (x, y) ≥ 12 girth(F2/Ni) ≥ 18 girth(F2/Nm) ≥ 116
√
girth(F2/Nm), due to Corollary 6.3.7. For
x−1y in Nm−1/Nm on the other hand we have that d˜mn (x, y) ≥ 12 girth(F2/Nn) ≥ 116
√
girth(F2/Nm) due to
Proposition 6.3.5.
Now we may suppose that m > i + 2i + 2. If n > i + 2i + 1, then due to Proposition 6.3.1 we can write x−1y
as [gi, z] with z ∈ Nn−2i−1/Nm−2i−1. Since d˜mn is the lift of d˜m−2
i−1
n−2i−1 as in Proposition 6.3.4, we have that
d˜mn (x, y) = d˜
m
n (x, x[gi, z]) = 2d˜
m−2i−1
n−2i−1 (x, xz). Therefore
d˜mn (x, y) ≥
1
8
√
girth(F2/Nm−2i−1) ≥ 18
√
girth(F2/Nm)/2 ≥ 1
16
√
girth(F2/Nm).
If n = i+ 2i + 1, then d˜mn =
1
4d
n+1
n +
3
4 d˜
m
n+1. If x
−1y /∈ Nn+1/Nm, then due to Proposition 6.3.5 we have
d˜mn (x, y) ≥
1
4
girth(F2/Nn) ≥ 1
16
√
girth(F2/Nm).
6.3. METRIC PROPERTIES OF THE SEQUENCE 75
If on the other hand x−1y ∈ Nn+1/Nm, then we have that
d˜mn (x, y) ≥
3
4
d˜mn+1(x, y) ≥
1
8
√
9
16
girth(F2/Nm)/2 ≥ 1
16
√
girth(F2/Nm),
because d˜mn+1(x, y) ≥ 18
√
girth(F2/Nm)/2.
At last if n < i + 2i + 1, then d˜mn =
1
8d
i+2i+1
n +
1
8d
i+2i+2
i+2i+1 +
3
4 d˜
m
i+2i+2. If x
−1y /∈ Ni+2i+1/Nm, then due to
Corollary 6.3.7 we have
d˜mn (x, y) ≥
1
8
girth(F2/Ni) ≥ 1
8
√
girth(F2/Nm)/4 ≥ 1
16
√
girth(F2/Nm).
If x−1y ∈ Ni+2i+1/Nm and x−1y /∈ Ni+2i+2/Nm, then due to Proposition 6.3.5 we
d˜mi+2i+2(x, y) ≥
1
8
girth(F2/Ni+2i+2) ≥ 116
√
girth(F2/Nm).
Finally if x−1y ∈ Ni+2i+2/Nm, then as before
d˜mn (x, y) ≥
3
4
d˜mi+2i+1(x, y) ≥
1
8
√
9
16
girth(F2/Nm)/2 ≥ 1
16
√
girth(F2/Nm).
This proves the proposition.
Now we are ready to define this new metric on (Nn)F2. However we will immediately use this metric to
prove that this box space embeds into a Hilbert space.
Theorem 6.3.9. The box space NnF2 embeds into a Hilbert space.
Proof. First we define an equivalent metric (dn)n on NnF2. For n ≥ 2 we can take the biggest i such that
i + 2i + 1 ≤ n. For x and y in F2/Nn take dn(x, y) = 12di+2
i+1
i (x¯, y¯) +
1
2 d˜
n
i+2i+1(x, y) where x¯ and y¯ the
projections of x and y respectively onto F2/Ni+2i+1.
Note that dn is a linear combination of pseudo-metrics d
m
T on F2/Nm with m ∈ N and T a maximal spanning
tree on some quotient F2/Nk with k < m ≤ k + 2k + 1. These pseudo-metrics are isometrically equivalent to
the Cayley graph of Zd2 with the standard generating set for some d. Therefore it embeds into `1 and its linear
combinations embeds into `1 as well. So we have that (NnF2, (dn)n) embeds isometrically into `1.
As `1 embeds into a Hilbert space, it suffices to show that (dn)n is coarsely equivalent to the graph metric.
Indeed, then (Nn)F2 is coarsely equivalent to (NnF2, (dn)n), which coarsely embeds into `1 and therefore
coarsely embeds into a Hilbert space. Which would prove the theorem.
So we only need to show that (dn)n is indeed coarsely equivalent to the usual graph metric. Due to Propo-
sition 6.3.3 we have by induction that dn ≤ d, so as girth(F2/Nn) → ∞ as n → ∞, it suffices to prove that
if d(x, y) ≤ 12 girth(F2/Ni), then dn(x, y) ≥ 12d(x, y) and if d(x, y) > 12 girth(F2/Ni), then either dn(x, y) >
1
4 girth(F2/Ni) or dn(x, y) ≥ 132
√
girth(F2/Nn).
If d(x, y) ≤ 12 girth(F2/Ni), then d(x, y) = d(x¯, y¯) ≤ 12 girth(F2/Ni) where x¯ and y¯ are the projections of x and
y onto F2/Ni+2i+1, so due to Proposition 6.3.6 we have that dn(x, y) ≥ 12di+2
i+1
i (x¯, y¯) =
1
2d(x¯, y¯) =
1
2d(x, y).
Now suppose that d(x, y) > 12 girth(F2/Ni) and dn(x, y) ≤ 14 girth(F2/Ni). Then it suffices to show that
dn(x, y) ≥ 132
√
girth(F2/Nn). As dn(x, y) ≤ 14 girth(F2/Ni) we have that di+2
i+1
i (x¯, y¯) ≤ 12 girth(F2/Ni), so
d(x¯, y¯) = di+2
i+1
i (x¯, y¯) ≤ girth(F2/Ni) due to Proposition 6.3.6. Take z such that d(x, zy) = d(x¯, y¯). Then we
can make the following computations:
dn(x, y) =
1
2
di+2
i+1
i (x¯, y¯) +
1
2
d˜ni+2i+1(x, y)
≥ 1
2
d(x¯, y¯)− 1
2
d˜ni+2i+1(x, zy) +
1
2
d˜ni+2i+1(zy, y)
≥ 1
2
d˜ni+2i+1(zy, y).
Due to Proposition 6.3.8 we can conclude that dn(x, y) ≥ 132
√
girth(F2/Nn).
Therefore (dn)n is coarsely equivalent to the usual graph metric and so (Ni)F2 embeds coarsely into a Hilbert
space.

Chapter 7
The asymptotic dimension of box
spaces of virtually nilpotent groups
This chapter is based on [DT18], joint work with Tointon. Here we prove that the box spaces of virtually
nilpotent groups have finite asymptotic dimension.
The chapter is organised as follows. In section 7.1 we present some basic facts about box spaces and about
asymptotic dimension; in section 7.2 we compute the asymptotic dimension of certain box spaces in terms of
the asymptotic dimensions of the groups they are constructed from; and then finally, in section 7.3, we bound
the asymptotic dimension of box spaces of groups of polynomial growth in terms of the growth rate and deduce
Theorem 2.2.5.
7.1 Background
In this section we collect together various results about asymptotic dimension.
Recall that asymptotic dimension has several equivalent alternative definitions.
Proposition 7.1.1 ([BD08, Theorem 19]). Let X be a metric space. Then the following are equivalent:
• asdim(X) ≤ n,
• for every R > 0 there exists S > 0 and a covering U of X such that U has R-multiplicity at most n + 1
and diam(U) ≤ S for every U ∈ U ,
• for every R > 0 there exist families U0, . . . ,Un such that the union of these families is a uniformly bounded
covering of X and every U and V in the same family are R-disjoint, for every u ∈ U and v ∈ V we have
that d(u, v) > R.
Lemma 7.1.2 ([BD01, Finite Union Theorem]). Let X be a metric space and let X1, . . . , Xn be a finite partition
of X. Then asdimX = max (asdimXi).
Let U be a family of metric spaces. We say that U has asymptotic dimension at most n uniformly, and
write asdimU ≤unif n, if for every R > 0 there exists S > 0 such that (R,S)- dimX ≤ n for every X ∈ U . This
definition is particularly useful to us in light of the following result.
Lemma 7.1.3 ([BD01, Theorem 1]). Let X be a metric space, and let U be a family of subspaces that covers
X. Suppose that asdimU ≤unif n, and that for every k ∈ N there exists Fk ⊂ X with asdimFk ≤ n such that
the family {Y \Fk : Y ∈ U} is k-disjoint. Then asdimX ≤ n.
Corollary 7.1.4. If X is a coarse disjoint union of metric spaces (Xn)
∞
n=1 then asdim(Xn) ≤unif m if and only
if asdimX ≤ m.
We also record the following trivial fact as a lemma for ease of later reference.
Lemma 7.1.5. Let X be a metric space, and let U be a family of metric spaces each of which is isometric to a
subspace of X. Then asdimU ≤unif asdimX.
The following result is presumably well known, although we could not find a reference.
Lemma 7.1.6. Let G be a finitely generated infinite group, and let B be a coarse disjoint union of the balls
BG(e, r) as r ranges over the natural numbers. Then asdimB = asdimG.
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Proof. The fact that asdimB ≤ asdimG follows from Corollary 7.1.4 and Lemma 7.1.5.
To prove that asdimG ≤ asdimB it suffices to show that (R,S)−dimG ≤ (R,S)−dimB for every R,S > 0.
To that end, fix R,S > 0 and suppose that (R,S) − dimB = n ∈ Z, so that there exist R-disjoint families
U0,U1, . . . ,Un of subsets of B that cover B such that diam(U) ≤ S for every U ∈ Uj and j ∈ {0, 1, ..., n}.
We partition G into sets U0, . . . , Un as follows. First, enumerate the elements of G as x1, x2, x3, . . . in such
a way that |xm| is non-decreasing. We will specify for the xm in turn which set Uj will contain xm. Note that
for each m and each r ≥ |xm| there is a copy of xm lying in the component BG(e, r) of B.
There exists i1 and an infinite sequence r1,1 < r1,2 < . . . such that for each r1,j the copy of x1 in the
component BG(e, r1,j) lies in a set belonging to Ui1 . We declare that x1 ∈ Ui1 . Similarly, there exists i2 and an
infinite subsequence r2,1 < r2,2 < . . . of r1,1 < r1,2 < . . . such that for each r2,j the copy of x2 in the component
BG(e, r2,j) lies in a set belonging to Ui2 . We declare that x2 ∈ Ui2 . Continuing in this way, for each m in turn
there exists im and an infinite subsequence rm,1 < rm,2 < . . . of rm−1,1 < rm−1,2 < . . . such that for each rm,j
the copy of xm in the component BG(e, rm,j) lies in a set belonging to Uim . We declare that xm ∈ Uim .
It follows from the definition of the Ui that each Ui can be partitioned into subsets of diameter at most S
that are R-disjoint, and this completes the proof.
7.2 The asymptotic dimension of arbitrary box spaces
Yamauchi [Yam17, Theorem 1.3] shows that a coarse disjoint union of a sequence of graphs with girth tending
to infinity has asymptotic dimension either infinite or at most 1. The following is an adaptation of his argument.
We are grateful to Rufus Willett (private communication) for pointing it out to us.
Proposition 7.2.1. Let G be an infinite, residually finite, finitely generated group and let Nn be a filtration.
Then asdim
(
(Nn)G
)
is either infinite or equal to asdimG.
Proof. We may assume that asdim
(
(Nn)G
)
< ∞, and so asdim ((Nn)G) = m for some m ∈ N. We first
prove that asdim
(
(Nn)G
) ≤ asdimG.
By definition, for every k ∈ N there exists Sk ∈ N such that (k, Sk)- dim
(
(Nn)G
) ≤ m. For every such k
there therefore exist k-disjoint families Uk0 ,Uk1 , . . . ,Ukm of subsets of (Nn)G, such that diam(U) ≤ Sk for every
U ∈ Ukj and such that
⋃m
j=1 Ukj covers (Nn)G. By Proposition 1.4.9 we can take a sequence ik → ∞ such
that for every i ≥ ik the balls of radius max{k, Sk} in G/Ni are isometric to balls of radius max{k, Sk} in G.
Without loss of generality we may assume that (ik)k is a non-decreasing sequence.
If U ∈ Ukj satisfies U ⊂ G/Ni for some i then U is contained in a ball of radius at most Sk inside G/Ni, and
if this i is at least ik then U is isometric to a subspace of G. Lemma 7.1.5 therefore implies that
asdim
⋃
j,k
{U ∈ Ukj : U ⊂ G/Ni for some i ≥ ik}
 ≤unif asdimG. (7.1)
Now if i ≥ ik then G/Ni is at a distance greater than Sk from its complement in (Nn)G, and so if U ∈ Ukj
intersects G/Ni non-trivially then in fact U ⊂ G/Ni. This implies that for every i ≥ ik the set G/Ni is covered
by the sets U ∈ Ukj with U ⊂ G/Ni and j ∈ {0, . . . ,m}. This means that, defining families Ykj of subsets of
(Nn)G for j ∈ {0, . . . ,m} and k ∈ N via
Ykj = {U ∈ Ukj : U ⊂ G/Ni for some i ∈ [ik, ik+1)},
and then defining families Y≥kj via
Y≥kj =
⋃
k′≥k
Yk′j ,
for each k the set
⋃∞
i=ik
G/Ni is covered by the families Y≥kj with j ∈ {0, . . . ,m}. In particular, setting
F =
⋃i1−1
i=1 G/Ni and Xj =
⋃
Y ∈Y≥1j Y we have
(Nn)G = F ∪
m⋃
j=0
Xj . (7.2)
Note that for each j we have asdimY≥1j ≤unif asdimG by (7.1). Note also that each family Y≥kj is k-disjoint
by the definitions of Ukj and ik. Finally, note that if we write Fk =
⋃ik−1
i=1 G/Ni then we have Y≥kj = {Y \Fk :
Y ∈ Y≥1j }. Since Fk is finite, and hence of asymptotic dimension 0, it therefore follows from Lemma 7.1.3 that
asdimXj ≤ asdimG, and then from (7.2) and Lemma 7.1.2 that
asdim
(
(Nn)G
) ≤ asdimG,
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as desired.
Conversely, since Nn is a filtration there is a subspace B of (Nn)G that is isometric to a coarse disjoint union
of the ballsBG(e,R) asR ranges over the natural numbers. It follows from Lemma 7.1.6 that asdimB = asdimG,
and since B is a subspace of (Nn)G this implies that
asdim
(
(Nn)G
) ≥ asdimG,
which completes the proof.
7.3 Coarse disjoint unions of groups of polynomial growth
Given a group G with a fixed finite generating set S we write BG(x,R) for the ball of radius R about the
element x ∈ G in the Cayley graph Cay(G,S). The group G is said to have polynomial growth of degree d if
there exists C > 0 such that |BG(e, r)| ≤ Crd for every r ≥ 1. It is well known and easy to check that this
notion does not depend on the choice of finite generating set.
We say that a family (Gα)α∈A of groups with fixed generating sets Sα has uniform polynomial growth of
degree at most d if there exists C > 0 such that |BGα(e, r)| ≤ Crd for every r ≥ 1 for every α ∈ A.
Proposition 7.3.1. Let Gn be a sequence of finite groups with generating sets Sn, and suppose that the sequence
(Cay(Gn, Sn))
∞
n=1 has uniform polynomial growth of degree at most d. Let X be a coarse disjoint union of the
Cay(Gn, Sn). Then asdimX ≤ 4d.
Proof. We start with the standard observation that a polynomial growth bound implies a so-called doubling
condition, as used by Gromov [Gro81] in his proof of his polynomial-growth theorem, for example. Specifically,
let K = 4d + 1, let R > 0, and take S0 = 4
m+1R with m such that (K/4d)m ≥ CRd. Then we claim that for
every n there exists an Rn such that R ≤ Rn ≤ S04 and |BGn(4Rn)| ≤ K|BGn(Rn)|. Indeed, if this were not the
case then Ki|BGn(R)| < |BGn(4iR)| ≤ C4idRd for every i with 4iR ≤ S0, and so setting i = m would imply
that C4mdRd > Km|BGn(R)| ≥ C4mdRd|BGn(R)|, contradicting the growth assumption.
Following Ruzsa [Ruz99], for every n ∈ N with diam(Gn) > R we take Xn maximal in Gn such that
BGn(x,Rn) and BGn(y,Rn) are disjoint for every x and y in Xn. We then define FR =
⋃
n : diam(Gn)≤RGn, take
U = {FR} ∪
⋃
n : diam(Gn)>R
{BGn(x, 2Rn) : x ∈ Xn},
and set S = max{S0,diamFR}.
First we show that U is a covering of ⊔nGn. Let z ∈ Gm for some m. If diam(Gm) ≤ R, then z ∈ FR.
If diam(Gm) > R, then as Xm is maximal, there exists an x ∈ Xm such that BGm(z,Rm) ∩ BGm(x,Rm) is
non-empty, so z ∈ BGm(x, 2Rm).
Next we note that diam(U) ≤ S for every U ∈ U . For U = FR this is true by definition of S. On the other
hand, for U ∈ U with U 6= FR then U ⊂ Gm for some m and diam(U) = 4Rm ≤ S0 ≤ S.
Finally, we show that U has R-multiplicity at most K. The R-multiplicity of U in Gn with diam(Gn) ≤ R
is 1 ≤ K, so take z ∈ G/Nm with m such that diam(Gm) ≥ R. Now for every BGm(x, 2Rm) ∈ U which has
an element at a distance at most R to z, we have that x ∈ BGm(z, 2Rm + R) ⊂ BGm(z, 3Rm). Now consider
BGm(z, 3Rm) ∩ Xm. As BG/Nm(x,Rm) and BG/Nm(y,Rm) are disjoint for any x and y in Xm, we have that
|BGm(z, 3Rm) ∩ Xm| ≤ |BGm (z,4Rm)||BGm (z,Rm)| ≤ K. Therefore the R-multiplicity of U is at most K = 4
d + 1, and so
asdim
⊔
nGn ≤ 4d by Proposition 7.1.1.
Corollary 7.3.2. Let G be a finitely generated virtually nilpotent group. Then fG has finite asymptotic
dimension.
Proof. As G is virtually nilpotent there exist constants k and C such that |BG(e, r)| ≤ Crk for every r ≥ 1.
This also means that |BG/N (e, r)| ≤ Crk for every r ≥ 1 for every N C G, and so the result follows from
Proposition 7.3.1.
Proof of Theorem 2.2.5. Since (Nn)G is a subspace of fG we have asdim(Nn)G ≤ asdimfG < ∞ by
Corollary 7.3.2. Proposition 7.2.1 therefore implies that asdim(Nn)G = asdim(G). Since G is virtually
polycyclic, the result therefore follows from (2.1).

Appendix A
Large girth and asymptotic dimension
This appendix is based on some unpublished work. Here we show that sequences of large girth do not have
asymptotic dimension 2. This work was never made public because of the publication of [Yam17].
A.1 Preliminaries
In this appendix we restrict to a specific kind of metrization of the disjoint union. We define the metric relative
to a sequence `n in R+.
Definition A.1.1. Let (Xn, dn) be a sequence of finite metric spaces and let `n be a sequence in R+ such
that `n ≥ diam(Xn) and `n → ∞ as n → ∞. Then the metrized disjoint union X =
∐
n
Xn corresponding to
the sequence `n is the disjoint union with the metric d defined such that d(x, y) = dn(x, y) if x, y ∈ Xn and
d(x, y) = `n + `m if x ∈ Xn, y ∈ Xm and n 6= m.
In this appendix we also use an alternative definition of asyptotic dimension.
Definition A.1.2. Let X be a metric space and let n ∈ N, then asdimX ≤ n if and only if for every ε there is
a uniformly cobounded, ε-Lipschitz map ϕ : X → K where K is a simplicial complex of dimension n.
This definition of asymptotic dimension is equivalent to usual definitions. This is shown in Theorem 19 of
[BD08]. This property will not depend on the sequence `n we used to define the metriced disjoint union.
Proposition A.1.3. Let (Xn)n be a sequence of finite metric spaces and let X =
∐
n
Xn. Then for any m ∈ N
we have that asdim(X) ≤ m if and only if for every ε > 0 there exists an increasing map ρ : N → R such that
ρ(n)→ +∞ as n→∞, there exist simplicial complexes Kn of dimension m and there exist maps ϕn : Xn → Kn
such that for every n and every x, y ∈ Xn we have that ρ(d(x, y))) ≤ d(ϕn(x), ϕn(y)) ≤ εd(x, y).
Proof. If asdim(X) ≤ m, then by definition for every ε there exists a uniformly cobounded, ε-Lipschitz map
ϕ : X → K where K is a simplicial complex of dimension m. For any n let ϕn be the restriction of ϕ to Xn.
These maps are ε-Lipschitz and they are uniformly cobounded in a uniform way. This proves one implication
of the proposition.
For the other implication let ε > 0. Then there exists an increasing map ρ : N → R such that ρ(k) → +∞ as
k →∞, there exist simplicial complexes Kn of dimension m and there exist maps ϕn : Xn → Kn such that for
every n and every x, y ∈ Xn we have that ρ(d(x, y))) ≤ d(ϕn(x), ϕn(y)) ≤ εd(x, y).
To construct K take a point k. For every n consider bε`nc − 1. For n such that bε`nc − 1 is larger than zero
connect each vertex of Kn to k via a path of length bε`nc − 1, as shown in Fig. A.1. Now define ϕ for every
x ∈ Xn, if bε`nc − 1 is equal to 0 or −1, then ϕ(x) = k, otherwise take ϕ(x) = ϕn(x) as Kn is embedded in K.
Now we need to show that ϕ is ε-Lipschitz and uniformly cobounded. To show that is ε-Lipschitz, take x ∈ Xi
and y ∈ Xj . If i = j, then d(ϕ(x), ϕ(y)) ≤ εd(x, y), either because d(ϕ(x), ϕ(y)) = d(ϕi(x), ϕi(y)) or because
d(ϕ(x), ϕ(y)) = 0. If i 6= j, then d(ϕ(x), ϕ(y)) ≤ 1 + (bε`ic − 1) + (bε`jc − 1) + 1 = bε`ic + bε`jc ≤ ε(`i + `j).
Now it suffices to show that ϕ is uniformly cobounded. To do so define ρ′(x) = ρ(x) − 2 and let x ∈ Xi
and y ∈ Xj . If i = j, then as ρ is an increasing map we have that ρ′(d(x, y)) ≤ ρ(d(x, y)) and therefore
ρ′(d(x, y)) ≤ d(ϕi(x), ϕj(y)) = d(ϕ(x), ϕ(y)). Now suppose that i 6= j. Note that ρ(r) ≤ εr for every r ∈ N and
there exist vertices (0-dimensional simplices) vx ∈ Ki and vy ∈ Kj such that the geodesic between ϕ(x) and
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Figure A.1: Contruction of the simplicial complex K in the proof of Proposition A.1.3 with bε`1c = 2 and
bε`2c = 3.
ϕ(y) passes through vx and vy. Then we can make the following computation:
ρ′(d(x, y)) = ρ(`i + `j)− 2 d(x, y) = `i + `j
≤ ε(`i + `j)− 2 ∀r ∈ N : ρ(r) ≤ εr
≤ bε`ic+ bε`jc ∀r ∈ R : r − 1 ≤ brc
= d(vx, k) + d(k, vy) vx (res. vy) is vertex in Ki (res. Kj)
≤ d(ϕ(x), ϕ(y)) vx, vy and k lie on the geodesic between ϕ(x) and ϕ(y).
So ϕ is uniformly cobounded, which proves the theorem.
A.2 Sequences of graphs with large girth
In this section we will prove Theorem 2.2.6. We will do this using Proposition A.1.3. We will transform maps
on a simplicial complex of dimension 2 such that the image lies in its 1-skeleton. First we show that you can
deform the ε-Lipschitz map such that if x gets mapped in a simplex of dimension 2 and x ∼ y in X, then y gets
mapped into the closure of that simplex. This will be used to transform the map one simplex at a time.
Lemma A.2.1. Let X be a finite connected graph, let K be a simplicial complex of dimension 2, let 0 < ε < 14 ,
let ρ : N→ R and let ϕ : X → K be such that ρ(d(x, y))) ≤ d(ϕn(x), ϕn(y)) ≤ εd(x, y). Then there exists a map
ϕ′ : X → K with the following properties for every x, y ∈ X:
• ρ(d(x, y)))− 4ε ≤ d(ϕ′n(x), ϕ′n(y)) ≤ 5εd(x, y),
• if ϕ′(x) lies in a 2 dimensional simplex σ2 ⊂ K and dX(x, y) = 1, then ϕ′(y) lies in the closure of σ2.
Proof. Let x ∈ X. If there exists a v that lies in a simplex in K of dimension 0 such that d(ϕ(x), v) ≤ 2ε,
then take ϕ′(x) = v. If instead there exists a v that lies in a simplex of dimension 1 such that d(ϕ(x), v) ≤ ε,
then ϕ′(x) = v′ where v′ is such a v that minimizes d(ϕ(x), v). If none of the above cases can be applied, then
ϕ′(x) = ϕ(x).
Now we will show that ϕ′ is well-defined. For the first case suppose there exist two points v1 and v2 in K such
that d(ϕ(x), vi) ≤ 2ε < 12 for i ∈ {1, 2}. Then d(v1, v2) < 1, so if both lie in a simplex of dimension 0, then
v1 = v2.
In the second case we know that for every simplex σ1 of dimension 1 there exist a unique point in σ1 that
minimize its distance towards ϕ(x). So suppose there exist v1 6= v2 such that they both minimize the distance
towards ϕ(x). Then ϕ(x) lies in a simplex of dimensional 2, which is an equilateral triangle. So using that
d(ϕ(x), vi) ≤ ε for i ∈ {1, 2}, we find a corner v of the triangle such that d(ϕ(x), v) ≤ 2ε.
Note that d(ϕ(x), ϕ′(x)) ≤ 2ε for every x. So for every x, y ∈ X with x 6= y we have that ρ(d(x, y))) − 4ε ≤
d(ϕn(x), ϕn(y))−4ε ≤ d(ϕ′n(x), ϕ′n(y)) and as d(x, y) ≥ 1 we have that d(ϕ′n(x), ϕ′n(y)) ≤ d(ϕn(x), ϕn(y))+4ε ≤
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5εd(x, y). If instead x = y, then we already have ρ(d(x, y))) − 4ε ≤ ρ(d(x, y))) ≤ 0 = d(ϕ′n(x), ϕ′n(y)) ≤
εd(x, y) ≤ 5εd(x, y).
Let x ∈ X be such that ϕ′(x) lies in a 2 dimensional simplex σ2 ⊂ K and let y be adjacent to x in X. Then
it suffices to show that ϕ′(y) lies in the closure of σ2. As ϕ′(x) lies in a 2 dimensional simplex, we know that
ϕ′(x) = ϕ(x) and d(ϕ(x), v) > ε for every v in a simplex of dimension less than 2, so ϕ(y) ∈ σ2, because
d(ϕ(x), ϕ(y)) ≤ ε. So ϕ′(y) lies in the closure of σ2.
This shows that ϕ′ satisfies the necessary conditions.
Due to Lemma A.2.1 we can try to deform the map ϕ by keeping the images that already map onto the
1-skeleton of K and then solving the rest one simplex at a time. We will however not entirely succeed, we will
have to deform ϕ when it maps to the 1-skeleton of K, but we will solve this problem after solving it for a single
simplex of dimension 2.
Lemma A.2.2. Let ε > 0, let T be a tree, let σ2 be a simplicial simplex of dimension 2, let ϕ : T → σ2 be a
ε-Lipschitz map, let x ∈ T such that ϕ(x) ∈ ∂σ2 and let M = ∂σ2 \ Sx, where Sx is a simplex of dimension 1
such that ϕ(x) ∈ Sx. Then there exists a map ϕ′ : T → ∂σ2 with the following properties:
• It is 10ε-Lipschitz,
• ϕ′(x) = ϕ(x),
• for every v in M and every y ∈ T we have that d(ϕ′(y), v) ≤ 10 d(ϕ(y), v),
• for every y ∈ T if ϕ′(y) ∈ Sx, then d(ϕ′(y), ϕ(x1)) = 10εd(y, x1) and ϕ′(y) lies on the segment between
ϕ(x1) and the corner of the triangle that is the closest to ϕ(x1).
An graphical representation of Lemma A.2.2 can be found in Fig. A.2
(a) Representation of ϕ (b) Representation of ϕ′
Figure A.2: The graphical representation of the maps ϕ and ϕ′ coming from Lemma A.2.2.
Proof of Lemma A.2.2. Take v1, v2 and v3 to be the corners of the triangle σ2 with ϕ(x) on the line segment
between v1 and v2 and closer to v2. (see Fig. A.2) Let α : [0, 3] → ∂σ2 be such that on [0, 1] it is the standard
path from v1 to v2, on [1, 2] it is the standard path from v2 to v3 and on [2, 3] it is the standard path from v3
to v1.
Let Ψ: T → [0, 3] : y 7→ min
(
3, α−1(ϕ(x)) + 10εd(y, x), inf
v∈M
α−1(v) + 10 d(ϕ(y), v)
)
and let ϕ′ : T → ∂σ2 : y 7→
α(Ψ(y)).
First we show that ϕ′ is 10ε-Lipschitz. To do so it suffices to show that |Ψ(y1) − Ψ(y2)| ≤ 10εd(y1, y2) for
every y1, y2 ∈ T . Without loss of generality we can assume that Ψ(y2) ≤ Ψ(y1). Now we can make the following
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computation:
Ψ(y1) = min
(
3, α−1(ϕ(x)) + 10εd(y1, x), inf
v∈M
α−1(v) + 10 d(ϕ(y1), v)
)
≤ min
(
3, α−1(ϕ(x)) + 10εd(y2, x) + 10εd(y2, y1),
inf
v∈M
α−1(v) + 10 d(ϕ(y2), v) + 10 d(ϕ(y2), ϕ(y1))
)
≤ min
(
3, α−1(ϕ(x)) + 10εd(y2, x), inf
v∈M
α−1(v) + 10 d(ϕ(y2), v)
)
+ 10εd(y2, y1)
= Ψ(y2) + 10εd(y2, y1).
So we can conclude that |Ψ(y1)−Ψ(y2)| ≤ 10εd(y1, y2).
Secondly we show that ϕ′(x) = ϕ(x). It suffices to show that Ψ(x) = α−1(ϕ(x)). As for every v ∈ M we have
α−1(v) ≥ α−1(ϕ(x)), we can conclude that Ψ(x) = α−1(ϕ(x)) + 10εd(x, x) = α−1(ϕ(x)).
Next we show that for every v in M and every y ∈ T we have that d(ϕ′(y), v) ≤ 10 d(ϕ(y), v). So let v ∈M and
y ∈ T . It suffices to show that |Ψ(y)−α−1(v)| ≤ 10 d(ϕ(y), v). We have Ψ(y) ≤ inf
v′∈M
α−1(v′) + 10 d(ϕ(y), v′) ≤
α−1(v) + 10 d(ϕ(y), v). So now we only need to show that Ψ(y) ≥ α−1(v)− 10 d(ϕ(y), v). Clearly 3 ≥ α−1(v) ≥
α−1(v)− 10 d(ϕ(y), v). As ϕ(x) is closer to v2 than v1 we have that α−1(ϕ(x)) + 10d(v, ϕ(x)) ≥ α−1(v), so we
can make the following computation:
α−1(ϕ(x)) + 10εd(y, x) ≥ α−1(ϕ(x)) + 10 d(ϕ(y), ϕ(x))
≥ α−1(ϕ(x)) + 10 d(v, ϕ(x))− 10 d(ϕ(y), v)
≥ α−1(v)− 10 d(ϕ(y), v).
Similarly for every v′ ∈M we have that α−1(v′)+10d(v, v′) ≥ α−1(v), so we can make the following computation:
α−1(v′) + 10 d(ϕ(y), v′) ≥ α−1(v′) + 10 d(v, v′)− 10 d(ϕ(y), v)
≥ α−1(v)− 10 d(ϕ(y), v).
Combining these results we find that Ψ(y) ≥ α−1(v)− 10 d(ϕ(y), v).
Finally we need to show that for every y ∈ T if ϕ′(y) ∈ Sx, then d(ϕ′(y), ϕ(x1)) = 10εd(y, x1) and ϕ′(y) lies
on the segment between ϕ(x1) and the corner of the triangle that is the closest to ϕ(x1). So take y ∈ T such
that ϕ′(y) ∈ Sx. As α−1(v) ≥ 1 for every v ∈M , we know that Ψ(y) = α−1(ϕ(x)) + 10εd(y, x) ≤ 1. Therefore
d(ϕ′(y), ϕ(x1)) = 10εd(y, x1).
This proves the lemma.
We will not be able transform the map one triangle at a time, the vertex x in Lemma A.2.2 might get
mapped somewhere else when seen as an element of another triangle. So we will transform the map such that
we can still choose where to map x.
Lemma A.2.3. Let ε > 0, let T be a tree, let σ2 be a simplicial simplex of dimension 2, let ϕ : T → σ2 be a
ε-Lipschitz map, let A be a non-empty subset of {1, 2, 3}, let Si be the edges of the triangle σ2 where i ∈ {1, 2, 3}
and let xi be vertices in T such that ϕ(xi) ∈ Si for every i ∈ A.
Let vi ∈ σ2 be such that d(ϕ(xi), vi) ≤ 12 and vi is a corner of σ2. Let K be ∂σ2, where for every i you attach
a line segment of length d(ϕ(xi), vi) at the point vi with one end and let wi be the other end. Then there exists
a map ϕ′ : T → K with the following properties:
• It is 103ε-Lipschitz,
• for every i we have ϕ′(xi) = wi,
• for every i and every y ∈ T with ϕ(y) ∈ Si we have that either ϕ′(y) lies on ∂σ2 or it lies on the segment
between vi and wi,
• for every i and every y ∈ T if ϕ′(y) lies on the segment between vi and wi, then d(vi, ϕ(y)) ≤ 35 and
d(vi, ϕ
′(y)) ≤ d(vi, ϕ(y)),
• for every corner v of the triangle σ2 and every y ∈ T we have d(ϕ′(y), v) ≤ 104d(ϕ(y), v).
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(a) Representation of ϕ (b) Representation of ϕ′1 (c) Representation of ϕ1
(d) Representation of ϕ′2 (e) Representation of ϕ2 (f) Representation of ϕ
′
3
(g) Representation of ϕ3 = ϕ
′
Figure A.3: The graphical representation of the maps ϕ, ϕ′i, ϕi and ϕ
′ coming from Lemma A.2.3.
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Proof. If 1 ∈ A, then we can use Lemma A.2.2 to transform ϕ into ϕ′1 (the ϕ′ in Lemma A.2.2), now we will
define ϕ1 very similar: Let x ∈ T if ϕ′1(x) /∈ S1, then ϕ1(x) = ϕ′1(x). If instead ϕ′1(x) ∈ S1, then as ϕ(x) lies in
the line segment between v1 and ϕ(x1) and d(ϕ(x1), v1) = d(v1, w1), there exists a unique point v
′ on the line
segment between v1 and w1 such that d(v
′, v1) = d(ϕ′1(x), v). Then we take ϕ1(x) = v
′.
If 1 6= A, then we take ϕ1 = ϕ. To continue we can do the same thing to create ϕ2 and ϕ3. A graphical
representation can be found in Fig. A.3. Finally we can take ϕ3 = ϕ
′.
First we show that ϕ′ is 103ε-Lipschitz. Due to Lemma A.2.3 we know that ϕ1 is 10ε-Lipschitz, that ϕ2 is
102ε-Lipschitz and that ϕ3 = ϕ
′ is 103ε-Lipschitz.
Secondly we show that for every i ∈ A we have ϕ′(xi) = wi. If i = 1, then due to Lemma A.2.2 ϕ′1(x1) = ϕ(x1)
and therefore ϕ1(x1) = w1. As ϕ1(x1) /∈ σ2 we have that ϕ1(x1) = ϕ3(x1) = ϕ′(x1). If i = 2, then due to
Lemma A.2.2 we have that ϕ(x2) = ϕ
′
1(x2) = ϕ1(x2). As before w2 = ϕ2(x2) and therefore w2 = ϕ
′(x2). If
i = 3, then as before we have that ϕ(x3) = ϕ
′
2(x3) = ϕ2(x3) due to Lemma A.2.2 and w3 = ϕ3(x3) = ϕ
′(x3).
Next we show that for every i and every y ∈ T with ϕ(y) ∈ Si we have that either ϕ(y) lies on ∂σ2
or it lies on the segment between vi and wi. Suppose that for some i and some y ∈ T we have that
ϕ(y) ∈ Si, but ϕ′(y) lies on the segment between vj and wj where i 6= j. Due to Lemma A.2.2 we have
that d(ϕ′(y), wj) ≥ 10εd(y, xj) ≥ 10d(ϕ(y), ϕ(xj)). As ϕ(y) lies on another edge of the triangle σ2, we have
that d(ϕ(y), ϕ(xj)) ≥ 12d(vj , ϕ(xj)). So d(ϕ′(y), wj) ≥ d(vj , ϕ(xj)), therefore ϕ′(y) does not lie on the segment
between vj and wj , which contradict our assumption.
Next we show that if ϕ′(y) lies on the segment between vi and wi, then d(vi, ϕ(y)) ≤ 35 and d(vi, ϕ′(y)) ≤
d(vi, ϕ(y)). Due to Lemma A.2.2 we know that d(ϕ
′(y), wi) ≥ 10εd(y, xi) and d(wi, vi) = d(ϕ(xi), vi) ≤ 12 .
So d(vi, ϕ(y)) ≤ d(vi, ϕ(xi)) + d(ϕ(xi), ϕ(y)) ≤ 12 + εd(y, xi) ≤ 12 + 110d(ϕ′(y), wi) ≤ 12 + 110d(wi, vi) ≤ 35 and
d(vi, ϕ
′(y)) = d(vi, wi)− d(wi, ϕ′(y)) ≤ d(vi, ϕ(xi))− 10εd(y, xi) ≤ d(vi, ϕ(xi))− 10d(ϕ(y), ϕ(xi)) ≤ d(vi, ϕ(y)).
Finally let v be a corner of the triangle σ2 and let y ∈ T , we need to show that d(ϕ′(y), v) ≤ 104d(ϕ(y), v). Note
that v always lies in the set M in Lemma A.2.2 and transforming ϕ′i to ϕi only changes the distance towards v if
ϕ′(x) lies on the line segment between vi and wi, which can happen for at most one value of i and if it happens it
only changes the distance by at most a factor of 3. Therefore d(ϕ′(x), v) ≤ 3 ·103d(ϕ(x), v) ≤ 104d(ϕ(x), v).
Theorem A.2.4. Let X be a finite connected graph, let K be a simplicial complex of dimension 2, let K ′ be
the 1-skeleton of K, let 0 < ε < 12 and let ϕ : X → K be a ε-Lipschitz map such that
if d(x, y) ≥ girth(X)/2, then d(ϕ(x), ϕ(y)) ≥ 2
and if x ∈ X such that ϕ(x) lies in a simplex σ2 in K of dimension 2 and y ∈ X such that d(x, y) = 1, then
ϕ(y) lies in the closure of σ2.
Then there exists a 107ε-Lipschitz map ϕ′ : X → K ′ such that d(ϕ′(x), ϕ(x)) ≤ 2.
Proof. First we want to isolate the element of X that map into a simplex of dimension 2. Let X2 be the set
of elements x ∈ X such that ϕ(x) lies in a simplex of dimension 2. Note that for every x, y ∈ X2 such that
d(x, y) = 1 we have that ϕ(x) and ϕ(y) lie in the same simplex. So when we restrict ϕ to a component of X2
the image is contained in a simple simplex. Let τ be the set of components of X2. To determine the points xi
in Lemma A.2.3 we work edge by edge. We define ν to be the set of non-empty ϕ−1(σ1) where σ1 is a simplex
in K of dimension 1. As X is finite we know that ν is finite as well, so we can write ν = {ν1, ν2, . . . , νm}. Note
τ is finite as well.
Now we want to have a notion of crossing an edge. We say T ∈ τ crosses νi to T ′ ∈ τ , if there exists a
component Cν of νi such that we can take v ∈ T , v′ ∈ T ′ and u, u′ ∈ Cν such that v is adjacent to u and v′ is
adjacent to u′.
First we show that for every i and every τ ′ ⊂ τ either there is no element of τ ′ crossing νi to an other element
of τ ′ or there exists an element of τ ′ that crosses νi to only one other element of τ ′.
To show this suppose that there exists such a crossing form T1 to T2, but for every element of τ
′ there exists more
than one such a crossing. Then T2 also crosses to an other component T3 and T3 crosses to some T4. As there
are only finitely many elements of τ there must exist an n1 and n2 such that Tn1 = Tn2 . Note that this provides
a cycle in X without backtracking such that the diameter of its image is smaller than 2, as all Tn are connected
components of X2 and they are connected with each other via components of νi. If this were to exist, then we
can take a sub path of this cycle of length girth(X)/2, as the length of this cycle must be bigger than girth(X).
Let x and y be the end points of this path. Then d(ϕ(x), ϕ(y)) < 2, so d(x, y) < girth(X)/2, but this means we
can add a path from y to x that is shorter than girth(X)/2, which provides a cycle that is shorter than the girth.
Next we can put the elements of τ into a sequence. For every i we can take Ti,1 ∈ τ such that it crosses
νi only once to an element of τ . Then we can take Ti,2 ∈ τ \ {Ti,1} such that it crosses νi only once to an
element of τ \ {Ti,1}. We can continue until it is impossible to take such an element of τ . We will get to
such a point as we already established that there exist only finitely many elements of τ that have an element
connecting to an element of νi. So we find a sequence Ti,1, . . . , Ti,mi . Then we can add the other elements of τ
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that contain a vertex that connects to a vertex in νi. So we find a sequence Ti,1, . . . , Ti,mi , Ti,mi+1, . . . , Ti,m′i .
Putting these sequences together we find a sequence T1,1, . . . , T1,m′1 , T2,1, . . . , T2,m′2 , . . . , Tm,mm . For each Ti,j
with j ≤ mi we can uniquely define xi,j as follows: We know that Ti,j is chosen to be such that it crosses νi
only once to an other element of τ that is not Ti,j′ with j
′ < j, then we take xi,j to be the vertex on νi such
that it is adjacent to a vertex in Ti,j and there exists a vertex in the component of νi containing xi,j such that
it is adjacent to an element of Ti,j′ with j
′ > j.
For every T denote the unique simplex of K that contains ϕ(T ) by σT . Note that for every T ∈ τ there exists
at least one combination (i, j) such that T = Ti,j , because X is connected. Also note that there can be at most
three such combination (i, j), one for every edge of σT . Finally note that for these combinations correspond to
vertices xi,j we have that ϕ(xi,j) lies on ∂σT .
For a fixed T ∈ τ consider the union of the following sets: T , {xi,j | T = Ti,j} and for every i the components
of νi that contain a vertex adjacent to a vertex in T , but do not contain xi,j with T = Ti,j . Denote this set by
UT and define the map ϕT : UT → σT : x 7→ ϕ(x).
If for T ∈ τ there exists an i and a j ≤ mi such that T = Ti,j , then due to Lemma A.2.3 we can take a map
ϕ′T : UT → σ+ where σ+ is ∂σT with some line segments attached to it such that ϕ′T is 103ε-Lipschitz, xi,j are
mapped to the ends of the line segments if T = Ti,j , the distance toward corners of the triangle σT gets at most
104 times bigger and if ϕT (x) lies on the edge containing xi,j then either ϕ
′
T (x) lies in ∂σT or it lies on the line
segment containing ϕ′T (xi,j).
If for T ∈ τ there does not exist an i and a j ≤ mi such that T = Ti,j . Then there still exists an x ∈ ∂σT ,
so due to Lemma A.2.2 we can take a 103ε-Lipschitz map ϕ′T : UT → ∂σT such that ϕ′T (x) = ϕT (x) and the
distance toward corners of the triangle σT gets at most 10 times bigger, so less than 10
4 times.
Now we will define ϕ′ for every x ∈ X. If x ∈ UT for any T ∈ τ , then we take ϕ′(x) = ϕ′T (x). Now we can
work backwards from i = m and j = m′m to i = j = 1 and define ϕ
′(x) if x ∈ UTi,j and ϕ′Ti,j (x) lies on the line
segment between ϕ′T (xi,j) and corner vi,j of σTi,j . We claim that there exists a j
′ > j such that xi,j ∈ UTi,j′ , so
ϕ′(xi,j) is already defined, therefore we can pick a geodesic between vi,j and ϕ′(xi,j) and choose ϕ′(x) on this
geodesic respectively to the position of ϕ′T (x) on the line segment between ϕ
′
T (xi,j) and vi,j . Now if ϕ
′(x) is
not jet defined, then we take ϕ′(x) = ϕ(x).
At last it suffices to show that ϕ′ is well defined, 107ε-Lipschitz and d(ϕ′(x), ϕ(x)) ≤ 2 for every x ∈ X.
First we show that for every i and j there exists a j′ such that xi,j ∈ UTi,j′ . Consider the component of νi that
contains xi,j and take j
′ the biggest such that Ti,j′ contains a vertex adjacent to a vertex of this component.
Then by definition this component is a subset of UTi,j′ .
Secondly we show that ϕ′ is uniquely defined for every x ∈ X. If x ∈ X2, then there is only one T ∈ τ such
that x ∈ UT , so ϕ′(x) is uniquely defined. If ϕ(x) lies in a simplex of dimension 0, then for every i and j with
x ∈ UTi,j we have d(ϕ′T (x), ϕ(x)) ≤ 104d(ϕ(x), ϕ(x)) = 0. So ϕ′(x) = ϕ(x).
If ϕ(x) lies in a simplex of dimension 1, then there exists an i such that x ∈ νi. Take Cx to be the component
of νi containing x and take j1 > j2 > . . . such that Ti,jk contains an element that is adjacent to an element of
Cx for every k. Note that for k > 1 we have Ti,jk crosses νi to Ti,j1 , so either x = xi,jk or x /∈ UTi,jk . Either
way ϕ′(x) is defined using ϕ′Ti,j1 .
Before we show that ϕ′ is 107ε-Lipschitz and d(ϕ′(x), ϕ(x)) ≤ 2 for every x ∈ X, we need to show that for every
i and j and every v in a simplex of K of dimension 1 we have d(ϕ′(xi,j), v) ≤ 104d(ϕ(xi,j), v) and there exists
a simplex σ2 of dimension 2 such that ϕ
′(xi,j) and ϕ(xi,j) lie in σ2.
By induction we may assume that for all bigger j this is true. For this j we know there exists a j′ > j such
that xi,j ∈ UTi,j′ . Then ϕ′Ti,j′ (xi,j) either lies in ∂σTi,j′ or on the line segment containing ϕ′Ti,j′ (xi,j′). In
the first case we know that ϕ′(xi,j) = ϕ′Ti,j′ (xi,j) and d(ϕ
′
Ti,j′
(xi,j), v) ≤ 104d(ϕ(xi,j), v). So d(ϕ′(xi,j), v) ≤
104d(ϕ(xi,j), v) and ϕ
′
Ti,j′
(xi,j) lies in ∂σTi,j′ . In the second case, if ϕ
′
Ti,j′
(xi,j) lies on the line segment con-
taining ϕ′Ti,j′ (xi,j′), then by induction we know that d(ϕ
′(xi,j′), v) ≤ 104d(ϕ(xi,j′), v) and there exists a sim-
plex σ2 of dimension 2 such that ϕ
′(xi,j′) and ϕ(xi,j′) lie in σ2. So both ϕ′(xi,j) and ϕ′(xi,j) also lie in σ2.
Now d(ϕ′(xi,j), v) ≤ 2 + d(ϕ(xi,j), v). So we only need to show that d(ϕ′Ti,j′ (xi,j), v) ≤ 104d(ϕ(xi,j), v) for
d(ϕ(xi,j), v) ≤ 29999 < 25 . Due to Lemma A.2.3 we know that v is contained in the line segment containing
ϕ′Ti,j′ (xi,j′) and therefore d(ϕ
′
Ti,j′
(xi,j), v) ≤ d(ϕ(xi,j), v). As by induction d(ϕ′(xi,j′), v) ≤ 104d(ϕ(xi,j′), v) we
find that d(ϕ′(xi,j), v) ≤ 104d(ϕ′Ti,j′ (xi,j), v) ≤ 104d(ϕ(xi,j), v).
Next we show that ϕ′ is 107ε-Lipschitz. As X is a graph, it suffices to show that for every x and y with
d(x, y) = 1 we have that d(ϕ′(x), ϕ′(y)) ≤ 107ε.
If ϕ(x) and ϕ(y) lie in different simplexes of dimension 0 or 1, then there exist a vertex v such that {v} is a
simplex in K and d(v, ϕ(x)), d(v, ϕ(y)) ≤ 2ε. Due to Lemma A.2.3 we know for every T ∈ τ that if x ∈ UT , then
d(v, ϕ′T (x)) ≤ d(v, ϕ(x)) or ϕ′T (x) ∈ K ′ either way d(v, ϕ′T (x)) ≤ 104d(v, ϕ(x)). The same of true for y ∈ UT .
So d(ϕ′(y), ϕ′(x)) ≤ d(v, ϕ′(x)) + d(v, ϕ′(y)) ≤ 104d(v, ϕ(x)) + 104d(v, ϕ(y)) ≤ 2 · 104ε+ 2 · 104ε ≤ 107ε.
If ϕ(x) or ϕ(y) lies in simplex of dimension 2, then there exists a T ∈ τ that contains x or y, in fact both x and
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y lie in UT . Then d(ϕ
′
T (x), ϕ
′
T (y)) ≤ 103ε, since ϕ′T is 103ε-Lipschitz. As we know that for every corner v and
every i and j we have d(ϕ′(xi,j), v) ≤ 104d(ϕ(xi,j), v) we can conclude that d(ϕ′(x), ϕ′(y)) ≤ 107ε.
If ϕ(x) and ϕ(y) lie in the same simplexes of dimension 0 or 1, then there exists an i such that x and y lie
in νi. As x and y are adjacent, they lie in the same component of νi. If that component does not have any
element adjacent to an element in X2, then d(ϕ
′(x), ϕ′(y)) = d(ϕ(x), ϕ(y)) ≤ ε < 107ε. If that component
has an element adjacent to an element in X2, then we can take j the biggest such that Ti,j has an element
adjacent to an element of this component. Then xi,j does not lie in this component, so x, y ∈ UTi,j . As before
d(ϕ′(x), ϕ′(y)) ≤ 107ε. So ϕ′ is 107ε-Lipschitz.
Finally if suffices to show that for every x ∈ X we have that d(ϕ′(x), ϕ(x)) ≤ 2. If there exists no T ∈ τ such that
x ∈ UT , then ϕ′(x) = ϕ(x). If however we can take T ∈ τ such that x ∈ UT , then either ϕ′(x) ∈ ∂σT or there ex-
ist i and j such that ϕ′T (x) lies on the line segment containing ϕ
′
T (xi,j). In the first case d(ϕ(x), ϕ
′(x)) ≤ 1 ≤ 2.
In the second case d(ϕ(x), ϕ(xi,j)) ≤ 1 and there exist a simplex σ2 in K of dimension 2 such that ϕ(xi,j)) and
ϕ′(xi,j)) lie in ∂σ2. As ϕ′T (x) lies on the line segment containing ϕ
′
T (xi,j), we have that ϕ
′(x) also lies in ∂σ2.
So d(ϕ(x), ϕ′(x)) ≤ d(ϕ(x), ϕ(xi,j)) + d(ϕ(xi,j), ϕ′(x)) ≤ 1 + 1 = 2.
Proof of Theorem 2.2.6. Suppose that asdimX ≤ 2, then it suffices to show that asdimX ≤ 1.
Let ε > 0 with ε ≤ 1. Then due to Proposition A.1.3 there exist simplicial complexes Kn of dimension 2, a
map ρ : N→ R and maps ϕn : Xn → Kn such that ρ(n)→ +∞ as n→∞ and ρ(d(x, y))) ≤ d(ϕn(x), ϕn(y)) ≤
2 · 10−8εd(x, y) for every n and every x, y ∈ Xn.
Due to Lemma A.2.1 we know that for every n there exists a map ϕ˜n : Xn → Kn such that for every x, y ∈ Xn
we have ρ(d(x, y))) − 1 ≤ d(ϕ˜n(x), ϕ˜n(y)) ≤ 10−7εd(x, y) and if d(x, y) = 1 and ϕ˜n(x) lies in a simplex of
dimension 2, then ϕ˜n(y) lies in the closure of that simplex.
Let K ′n be the 1-skeleton of Kn. Then due to Theorem A.2.4 we can take ϕ
′
n : Xn → K ′n to be ε-Lipschitz with
d(ϕ˜n(x), ϕ
′
n(x)) for every x ∈ Xn, if ρ(girth(Xn)/2) ≥ 2. As the sequence Xn has large girth, there exists an N
such that for n ≥ N we have that ρ(girth(Xn)/2) ≥ 2. For n < N we can take ϕ′n : Xn → K ′n : x 7→ v where v
is an arbitrary element of K ′n.
Set C = max
n<N
(diam(Xn)). Also take ρ
′ : N→ R such that ρ′(k) = ρ(k)−max(ρ(C), 5).
For n < N and for every x, y ∈ Xn we have ρ′(d(x, y)) ≤ ρ′(C) ≤ 0 = d(ϕ′n(x), ϕ′n(y)) ≤ εd(x, y).
For n ≥ N we know there exists an ε-Lipschitz map ϕ′n : Xn → K ′n such that dKn(ϕ˜n(x), ϕ′n(x)) ≤ 2. Then for
every x, y ∈ Xn we can conclude with the following computation:
ρ′(d(x, y)) ≤ ρ(d(x, y))− 5
≤ d(ϕ˜n(x), ϕ˜n(y))− 4
≤ d(ϕ˜n(x), ϕ′n(x)) + d(ϕ′n(x), ϕ′n(y)) + d(ϕ′n(y), ϕ˜(y))− 4
≤ d(ϕ′n(x), ϕ′n(y))
As we already know that ϕ′n is ε-Lipschitz, so due to Proposition A.1.3 we can conclude the theorem.
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