Abstract
a growing need to provide an alternative Internet service model to the conventional one-size-fits-all best-effort service model.
One approach to solving this problem is the Integrated Services (IntServ) model proposed by the Internet Engineering Task Force (IETF). IntServ is inherently reservation based-to achieve predictable performance, an application is expected to reserve resources, such as network bandwidth and buffers, using a protocol such as Resource Reservation Setup Protocol (RSVP) [12] . This raises two important deployment issues. First, all the routers along an end-to-end network path must be RSVP-capable in order to realize IntServ benefits. Second, a router has to manage per-flow state and perform per-flow processing. This makes it difficult for IntServ to scale well to tens of thousands of network flows. Although there are proposals for alleviating these difficulties [5] , [19] , designing a scalable IntServ model is still an open and challenging problem.
Recently, another service model known as Differentiated Services (DS) is proposed by the IETF and has received a lot of attention [15] . Under the DS model, traffic flows are aggregated and identified as classes. Since the number of DS traffic classes is expected to be far fewer than the number of flows in IntServ, DS is much less susceptible to the scalability problem. Rather than providing end-to-end performance guarantees for individual flows like IntServ, the DS service objective is to differentiate among classes of traffic using per-hop packet forwarding behaviors. In general, there are two approaches for delivering the DS service model: absolute differentiated services and relative differentiated services.
Under the absolute DS approach, the goal is to achieve performance measures similar to those in the IntServ model, but without keeping per-flow state within routers. Two most prominent schemes for absolute DS are premium services [16] and assured services [1] . In [13] , [17] , the authors present some elegant mathematical models for analyzing the performance of the absolute DS service model. In [20] , the authors illustrate that in order to provide service assurance with coarse spatial granularity and high network utilization, some form of route pinning is required.
In [2] , the authors propose a differentiated services model which provides proportional performance spacings, rather than absolute spacings. The goal is to give better performance to class traffic, relative to class traffic, with a "fixed" quality spacing. If the goal is consistently achieved, then class users will see a better performance than class users. In return, the ISP can legitimately charge class traffic a higher tariff rate than class traffic. In [2] , the authors propose two algorithms, called backlog-proportional rate (BPR) and WTP, respectively, for implementing proportional delay differentiation. For WTP scheduling in particular, they show that in order to achieve a delay ratio of between two traffic classes when the system is nearly 100% utilized, the corresponding control parameters should also be set to have ratio . As we will illustrate, however, the WTP control parameters should in fact depend on the distribution of traffic loads. We also formally illustrate the conditions under which given delay ratios are feasible. Specifically, our paper addresses the following questions.
• Given desired waiting-time ratios for traffic classes, under what conditions (e.g., traffic load distribution for the classes) can feasible WTP control parameters be found so as to achieve the waiting-time ratios?
• Given that the waiting-time ratios are feasible, how can one efficiently obtain WTP control parameter values that will achieve the waiting-time ratios? • Given the obtained control parameters, can we maintain the waiting-time spacings at different time scales? • Given that real traffic workloads are time-varying in nature, how can we adapt to the time-varying traffic and still be able to maintain the waiting-time ratios? The balance of the paper is organized as follows. In Section II, we review proportional differentiated services as described in [2] . In Section III, we characterize and analyze the performance of a time-dependent-priority (TDP) algorithm (which is the same as the WTP algorithm [2] ) in achieving proportional delay differentiations. We discuss the conditions under which feasible control parameters for the TDP algorithm exist and how they can affect a given set of quality spacings. We also present an efficient iterative method for finding the values of these control parameters when they exist. In Section IV, we present several dynamic adjustment algorithms to handle time-varying traffic. In Section V, we present experimental results that illustrate the performance of our methods. In particular, we compare waiting-time spacings achieved between different classes of traffic using the control parameters in [2] versus using those obtained by our proposed iterative method. We present waiting-time spacing results under different time scales, different traffic arrival patterns and time varying traffic patterns. Experiments are carried out to illustrate the achieved end-to-end accumulative waiting times for different classes of traffic under proportional-delay differentiated services. Section VI concludes the paper.
II. BACKGROUND
In this section, we review the proportional differentiation service model proposed in [2] . The model has two objectives. First, it should provide consistent service differentiation between classes, i.e., a class with higher advertised quality should consistently outperform a class with lower advertised quality. Second, it should allow the quality spacings between classes to be adjusted based on pricing and other criteria. For example, it should be possible to configure the average packet delay of a higher quality service class to be, say, 80% of the delay of a lower quality class. Further, the authors stipulate that these two goals should be met even for "short" timescales.
In [2] , the authors propose two scheduling algorithms for approximating the proportional DS model for delay differentiation under heavy-load conditions. The first one, called the backlog-proportional rate (BPR) scheduler, is based on GPS, but with the modification that the class service rates are dynamically adjusted so that they are in proportion to the corresponding ratios of measured class loads. Specifically, let be the service rate that is assigned to the queue at time . If queue is empty at time , . For two backlogged queues, and , the service rate allocation in BPR satisfies the proportionality constraint where is the backlog of queue at time , and is a set of control variables where . When the system utilization tends to one, the ratios of the 's tend to the target long-term waiting-time ratios. The service rate of each class during a busy period can be calculated from the workconservation constraint where is the link capacity. The BPR algorithm exhibits sawtooth-type delay variations over short timescales [2] .
The second algorithm, called the waiting-time priority (WTP) scheduler, is based on Kleinrock's time-dependent-priorities (TDP) algorithm [8] . Specifically, the priority of a packet from flow at time is proportional to the waiting time of that packet at time , where the proportionality constant, denoted by (using the notation in [2] ), is a service parameter for flow . In other words, the priority of a packet in the queue at time is where is the waiting time of the packet at time . Using simulations, the authors [2] show that, under heavy system load, the relative average delay experienced by two flows, say and , in a WTP server has value close to , for monitoring timescales as short as a few tens of packet transmission times. Hence, WTP approximates the proportional delay differentiation model under heavy-load conditions (e.g., when the system utilization is close to 1). The reason it is an approximation is that, on the one hand, it is known that consistent quality spacing cannot be achieved over timescales that are arbitrarily short. On the other hand, no conditions are given in [2] to assess feasibility given a certain value of the monitoring timescale. Hence, the notion of "short" timescales remains imprecise.
Given the lack of a complete characterization of the proportional DS model, we set out to further evaluate its theoretical and physical properties. Our objectives are: 1) to further contribute to the understanding of feasibility conditions for achieving proportional-delay differentiated services; and 2) when it is feasible, to derive the values of the control parameters that can achieve given target delay spacings. We mainly focus on the WTP algorithm, which is shown to be highly effective in [2] . We use an analytical approach to characterize the feasibility for achieving proportional delays. We found that, independent of the timescale parameter, system utilization impacts feasibility. Further, we show that when system utilization varies (i.e., traffic intensities are time-varying in practice), the per-flow WTP control parameters should be dynamically adjusted to maintain the target delay differentiations when feasible.
III. CHARACTERIZATION AND PERFORMANCE ANALYSIS
In this section, we summarize some results of TDP scheduling. We first characterize a necessary and sufficient condition for a given delay spacing to be feasible under TDP for two traffic classes. We then extend the characterization of TDP to classes. We also present an iterative method for obtaining the values of the feasible control parameters.
In general, TDP is a nonpreemptive packet-scheduling algorithm which provides a set of control variables where . The control variable dictates the dynamic instantaneous priority of class packets. Specifically, if the th packet of the class arrives at the queue at time , then its priority at time (for ), denoted by , is
(1) Fig. 1 illustrates a two-class TDP. Assume that the first packet of class 1 arrives at time 0 and the first packet of class 2 arrives at time , and both packets remain in the system until time . During the time interval , the class 1 packet will have a higher priority than the class 2 packet. But since the control parameter is larger than , after time , the class 2 packet will have a higher priority. Let denote the number of class packets waiting in the queue at time . If the server is ready to transmit a packet at time , it only needs to consider the priority of the packets at the head of the queue for each class. It is because for the same class, the earlier arrival packets always have a higher priority than the later arrival packets. Let us define as the priority of the packet at the head of the class queue. When the server is ready to transmit a packet, it chooses a packet from class where (2) Ties for the highest priority are broken by serving the packet that has been waiting the longest in the system. If there is no packet in the system, then the server will be idle and it will be activated by a newly arriving packet. Note that in the TDP scheduler, a class packet increases in priority at a faster rate ( ) than packets of any class . We can obtain the expected long-term waiting time of each class of traffic under the TDP scheduling algorithm. Assuming that the arrival process of class traffic is Poisson with an average rate of , and the services times of class packets have a general distribution with the first and second moments given by and , respectively, the system utilization, denoted by , of a TDP server is equal to where . In [8] , the author derives a closed-form expression for the average long-term waiting time for class packets. The closed-form expression is given as (3) where is the expected residual service time. It is interesting to note that the above expression was derived by assuming that packet service times are exponentially distributed. In [14] , the authors illustrate that the closed-form expression in (3) is also valid for any general service time distribution.
One attractive feature about the TDP scheduler is that if one wants to maintain certain proportional differentiation of waiting times between different classes of traffic, one can simply adjust the control parameters 's so as to achieve the desired waiting-time spacings. Let be the target long-term average waiting-time ratio between class and class traffic, and be the achieved long-term average waiting-time ratio between class and class traffic (i.e.,
). The goal of proportional-delay differentiated services is to make the achieved long-term waiting-time ratio equal to the target long-term waiting-time ratio, i.e., to achieve . In [2] , the authors study the proportional average delay behavior of the TDP scheduler and show that when the system utilization tends to 100%, can be achieved by setting the control parameters equal to the inverse of the target ratio. However, the authors only consider the asymptotic case of 100% utilization. In practice, a router is not under 100% loading at all times. Thus, we investigate other loadings as well. In this paper, we address the following important questions. 1) Given the waiting-time ratio requirements for all classes (where ), under what conditions of 's does a solution for 's exist? 2) Given , the traffic loads of all classes, how to obtain the values so that the achieved waiting-time ratios are equal to the target ratios ?
To understand the problem, we start with a simple case of two traffic classes. We then go on to solve the general problem of traffic classes. (6) where and are some constants such that . By substituting it into (3), we get . Remarks: The implication of the above theorem is that in order to achieve the target ratio , we need to have a sufficient amount of traffic and enough packets which are backlogged in the system. For example, if the requirement is , then the system has to be at least 90% utilized so as to achieve the desired waiting-time spacing. In other words, if the system utilization is less than 90%, then we cannot achieve . We make two observations from the above theorem. First, the ratio of the average waiting times does not solely depend on , but rather, depends on the system utilization also. Only when the utilization tends to one ( ) will the control parameters achieve the desired waiting-time spacing. Second, if the system utilization is known, we can adjust and such that the achieved waiting-time ratio will be equal to our target value . Let us present how to choose the proper values for 's.
A. Two-Class Proportional DS
Corollary 1: If , , and , then . Proof: By substituting , into (3), we can achieve . Corollary 2: If , then any and such that can achieve . Proof: First, we need some results for the TDP system. In [8] , the author states that for two TDP systems and wherein the control parameters for system are and the control parameters for system are . If we maintain the following relationship for then in will be equal to in . In other words, the average waiting time of a TDP system depends not on the exact value of the control parameters 's but rather, depends on the ratios of 's.
If , from Corollary 1, , can achieve . As TDP system depends on the ratios of 's only, any and such that can achieve . In conclusion, to satisfy a specified system performance requirement , we need to measure the system utilization and set the parameters and accordingly. The traffic loading measurement and dynamic adjustment of the control parameters 's will be discussed in detail in Section IV. Then the achieved long-term average waiting-time ratio of class-one traffic to class-two traffic will be equal to the target value of , provided that is within the feasibility region .
B. N-Class Proportional DS
For the general case of classes, the problem becomes very complicated because to find the values of the control parameters 's, we need to solve (3), which is a system of nonlinear equations. Nevertheless, we can calculate by using the conservation law principle, provided that the configuration of the system ( and ) is known. The conservation law [8] states that if a scheduling discipline is independent of the service time of jobs, then the weighted average of the waiting times of all classes is invariant, and it is equal to the average waiting time of an M/G/1 system. Mathematically, the relationship is (7) Let us define . If we can achieve , then , so we can express all 's in terms of and . That is for all . Substituting this expression of in (7), we have
We can express in terms of , and :
From the above equations, we observe that if is achieved, the only unknown in (3) is the vector . Now, putting all 's in (3) on the left-hand side, we have Remarks: The implication of the above theorem is that a necessary condition for a feasible region (e.g., a region wherein a positive solution of 's exist) is and . If the system configuration ( , ) falls outside of this region, it is possible that there exist no positive values of the 's for which the TDP scheduler can obtain the target waiting-time ratios.
The first condition implies (11) where is the average waiting time of the aggregate traffic. If we want a large waiting-time differentiation, has to be larger than . Since , this implies the fraction on the left-hand side of (11) has to be small. Thus, should be close to one to make the inequality hold. The physical meaning is that to have a large waiting-time differentiation, there should be a sufficient amount of higher class packets to keep the system busy so that the lower class packets are delayed adequately.
The second condition is , which implies (12) By the conservation law, . If we put it back into (12), we have (13) Since , to make the right-hand side of (13) positive, one way is for to be large (i.e., tend to 1). If tends to 1, the value of the left-hand side in (12) will be large. To make the inequality hold, the value of the right-hand side in (12) should be larger. Since and the major part of is the weighted average of the mean waiting time of the first classes, to attain a large value, should be large, especially for the lower traffic classes. The physical meaning is that in order to have a large waiting-time differentiation, the server has to delay packets of the lower classes so as to have large waiting times . If their traffic loading is high, many of them will be backlogged and their waiting time will increase. Last but not least, another important implication of the above necessary conditions is that even though the system utilization remains unchanged, it is still possible that certain distributions of 's will not lead to a positive solution of 's. In such cases, the system cannot achieve the target waiting-time ratios.
We now present an efficient algorithm for computing the values of 's, provided that the necessary condition is satisfied. In general, we have to find a solution for the set of nonlinear equations in (9) . To achieve this, the following iterative algorithm is proposed. The iterative algorithm is based on the Gauss-Seidel iteration method [9] , which has a well-known condition for convergence.
First In line 2, we initialize the starting point of the iterative algorithm. The functional evaluation operator in line 4 is the set of (15) . That is, for the th iteration control parameters , we test whether these control parameters can satisfy (15) or not. If the absolute aggregated error is less than a predefined error threshold, then we obtain the correct control parameters. For completeness, we show the convergence condition of our algorithm in [11] , [21] .
IV. DYNAMIC ADJUSTMENT AND RELATED ISSUES
From Corollary 1 and Theorem 2, it is clear that the values of the control parameters to support a given quality spacing are a function of traffic loadings. These traffic loadings are not constant in a realistic system. To maintain a given quality spacing, it is thus necessary to monitor changes in system conditions and to adapt the control parameters accordingly. (Other researchers have also looked at adapting network control parameters based on past measurements of network utilization, in different contexts than ours. For example, adapting admission control criteria for predictive service using past measurements of network traffic is discussed in [7] ; adapting the ECN marking probabilities of packets-for router congestion control-based on the total traffic arrival rate at a router is proposed in [18] .) In this section, we present efficient dynamic measurement algorithms for tracking the loads of different traffic classes.
Assuming that the traffic conditions evolve slowly in practice, we can predict present traffic arrival rates by a history of past arrival rates. Specifically, we monitor the number of packet arrivals over definite time windows. To estimate the present arrival rate of a flow given these past samples, we experimented with two possible strategies. 1) Jumping window. We use a jumping window of size (in seconds). At the end of each window, the number of packet arrivals for a flow during the window divided by gives a new arrival rate estimate for the flow. Estimates for all flows are fed to the iterative algorithm to give new control parameters, 's, for use in the current window. The window size provides controlled tradeoff between system stability and responsiveness. This is because a larger incorporates more history into the estimation, giving estimates that are more robust against transient conditions. A smaller , on the other hand, allows quicker adaptations based on more instantaneous measures of system behavior. The jumping-window algorithm is specified in Fig. 2. 2) Exponential averaging. Instead of using a jumping window of size , this algorithm is based on the exponential averaging technique proposed by Jacobson and Karels [6] for estimating TCP round trip times, which includes second-order statistics for added robustness. In the algorithm specification in Fig. 3 , delta, sigma, and zeta are input parameters. Of these, delta and sigma (between 0 and 1) control, independently of the measurement window, how much the new estimate for the arrival rate and its variance, respectively, is weighted by previous history. As the parameters become smaller, more history is admitted. This contributes to system stability at the expense of responsiveness. In each strategy, we set initial control parameters such that their ratios are inverses of the corresponding target spacing ratios, i.e., , . Adaptations are then made periodically, with period . Besides giving a more eagerly reacting system, a smaller clearly adds to the operation cost of a router, in that the iterative algorithm has to run with higher frequency. We also consider a very efficient baseline approach in which after the initial control parameters are determined, they remain unchanged thereafter (i.e., is and there is no adaptation). We call it the static control approach.
In Section V, we evaluate the performance of our adaptation strategies, when compared with the use of static control parameters. For dynamic operating environments, such as described by an MMPP with significantly varying flow arrival rates between states, we show that adaptation can be generally beneficial and allow target quality spacings to be maintained. Further issues regarding the stability, robustness, and responsiveness of the jumping window and exponential averaging algorithms are also discussed.
V. EXPERIMENTAL RESULTS
In this section, we present the results of our experiments (further experiments are also be found in [11] , [21] ). We classify the experiments into four types, A, B, C, and D, for which the goals are:
Type A (Comparisons With [2] ): Illustrate the effectiveness of our iterative algorithm, as compared to the results in [2] , in finding the values of the WTP control parameters. We compare both long-term and short-term achieved waiting-time ratios between different classes of traffic.
Type B (Non-Poisson Traffic): Illustrate the insensitivity of our iterative algorithm for non-Poisson traffic. To do so, we study achievable waiting-time spacings when the input traffic is Pareto, MMPP, or mixed (i.e., combination of Poisson, MMPP, and Pareto traffic).
Type C (Dynamic Adjustment Algorithms): Illustrate the effectiveness of our dynamic adjustment algorithms. We study the quality of the achieved waiting-time spacings under varying traffic intensities and see how well our dynamic algorithms can adjust the WTP control parameters under changing operating conditions. We study both long-and short-term waiting-time ratios achieved under heterogeneous input traffic models (i.e., Pareto, MMPP, and Poisson).
Type D (End-to-End Accumulative Waiting Time): Illustrate the achieved end-to-end accumulative waiting times for different traffic classes, when the traffic traverses multiple network nodes. We investigate the achieved end-to-end accumulative waiting times under different traffic scenarios, such as different router loads and cross traffic patterns.
A. Type A: Comparisons With [2]
In this subsection, we report results from several experiments. In the first experiment, we compare performance results using the control parameters taken from [2] versus control parameters obtained using our iterative algorithm. We investigate long-term and short-term average waiting-time spacings under various system utilizations.
Experiment A.1 (Comparisons With [2] ): We consider three classes of traffic. The arrival process of class ( ) is Poisson with a rate of . The packet length distribution is the same for all classes where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes. The output link capacity is 441 bytes/unit time, where the time unit can be normalized to achieve an arbitrary link speed. In each run of the experiment, we generate at least 50 000 packet arrivals for each class. Then, we average the waiting times for each class and compare the achieved waiting-time ratios with the target ratios. In part one of the experiment, we set (since the service time requirement is normalized to one, the system utilization is ) and consider the target waiting-time spacing of . Table I illustrates the achievable spacings, using the control parameters in [2] and our proposed method. We observe that the proposed control parameters in [2] cannot achieve the target spacings even at high system loading. However, our proposed algorithm can find the appropriate values of the control parameters such that the target waiting-time ratios can be achieved. In the second part of the experiment, we set the arrival rates as (or ) and . Table II illustrates the achievable spacings. As shown, our algorithm can determine that it is not possible to achieve the target waiting-time spacings ( ) for the given load distribution. Indeed, using the proposed control parameter values in [2] , we can only achieve spacing values around 1.3. These experiments illustrate that our iterative algorithm can determine whether it is feasible to achieve given waiting-time spacings, and if so, the correct values of the control parameters.
Experiment A.2 (Long-Term Waiting-Time Spacing):
In the first part of the experiment, we want to test whether we can achieve the target waiting-time ratios under different system utilizations. We consider three classes of traffic. All arrival processes are Poisson. For a low system utilization case ( ), the arrival rates are . For a medium utilization case ( ), the arrival rates are . For a high utilization case ( ), the arrival rates are . The packet length distribution is similar to the one in Experiment A.1. The experimental results are summarized in Tables III and IV. As we can observe, our iterative algorithm is very efficient (less than 20 iterations of the algorithm are needed) in finding the correct control parameter values.
In the second part of the experiment, we vary the number of traffic classes, and see how robust our algorithm is in finding the appropriate control parameter values. In experiment A, we consider four classes, whose traffic arrival rates are , respectively. In experiment B, we consider five classes, whose traffic arrival rates are , respectively. In experiment C, we consider six classes, whose traffic arrival rates are , respectively. In experiment D, we consider seven classes, whose traffic arrival rates are , respectively. The results are shown in Table V . In all the cases, our iterative algorithm is highly efficient (requiring between 12 and 39 iterations) in obtaining the control parameter values for given target waiting-time spacings.
Lastly, we evaluate system performance under different class load distributions. We consider three classes of traffic with target spacings of . In all the cases considered, the system utilization is
. The results are shown in this subsection, we conclude that our proposed algorithm can robustly determine accurate control parameter values under a variety of operating conditions (i.e., different system utilizations, different numbers of traffic classes, and different traffic load distributions).
Experiment A.3 (Short-Term Waiting-Time Spacing):
Besides long-term analysis, we also study the short-term behavior of our packet-scheduling algorithm. In these experiments, we want to find out the ratios of the average waiting times between successive classes within a fixed time interval (or what we call the monitoring window). We measure the average waiting times of all the packets that get served within a monitoring window. The length of the monitoring window is varied to be 100, 1000, 3000 and 10 000 p-units, where a p-unit is the average packet transmission (or service) time. Fig. 4 is the histogram for the achieved short-term waiting-time ratios under different system utilizations, target waiting-time spacings and monitoring window sizes. The -axis in a histogram shows the whole range of possible waiting-time ratios (the end partitions are less than 0.2 and greater than 2.2, respectively). As an example, Fig. 4(d) is the histogram for the waiting-time spacings under and 0.9, target ratios and monitoring window size of 10 000 p-units. From Fig. 4 , we make two observations.
1) The short-term waiting-time ratios approach asymptotically the target waiting-time ratios as we increase the monitoring window size, i.e., the larger the monitoring window size, the higher the chance of achieving the target waiting-time ratios over a short time scale. As the length of the monitoring window size increases to infinity (which corresponds to the steady state waiting-time ratios), the target waiting-time ratios can be exactly achieved.
2) The higher the system utilization, the short-term waiting-time ratios approach the target waiting-time ratios at a faster rate than with lower system utilization. Note that if the system is highly utilized, then the achievable waiting-time ratios can be kept close to our target spacings even in short timescales. As can be observed from these figures, most of the waiting-time ratios fall within our target spacings. Moreover, the variance of the ratios is small. However, if the system utilization is low, the variance of the waiting-time spacings is large. For very short time scales (e.g., monitoring window size of 100 p-units), only a small percentage of the data points lies within our target region. The reason is that when the system utilization is low, the scheduler needs a longer time to serve sufficient packets so that the per-class waiting times can reach the equilibrium values. This makes the target waiting-time ratios difficult to achieve over a short monitoring window. When the system utilization is high, sufficient packets can arrive, even within a small monitoring window, so that the waiting times of traffic within the monitoring window will be close to the equilibrium values.
B. Type B: Non-Poisson Traffic
Realistic traffic may not be Poisson, and a robust packet scheduler should not depend on modeling assumptions. In [3] , the authors study a scheduling approach in which the delay ratios between service classes are dynamically monitored to affect the scheduling decision. However, the approach can cause large delay ratio deviations in short time scales. Although the WTP scheduler does not depend on modeling assumptions, its control parameters are computed based on M/G/1 queueing analysis. Therefore, in this subsection, we consider non-Poisson input traffic. We evaluate the effectiveness of our iterative algorithm in finding WTP control parameter values to meet target waiting-time ratios. For all the experiments in this subsection, we consider three classes of traffic. The load is evenly distributed among the three classes. The packet length distribution is the same for all the classes, where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes. The output link capacity is 441 bytes/unit time, where the time unit can be normalized to achieve an arbitrary link speed. 
Experiment B.1 (Pareto Traffic):
We consider three Pareto traffic arrival processes. The packet interarrival times for each class are Pareto distributed with the shape parameter equal to 1.9. We vary the system utilization from 0.5 to 0.95 and compare the achieved long-term waiting-time ratios between our iterative algorithm and the method in [2] . We consider two target waiting-time spacings, and . Fig. 5 presents the comparisons. From these figures, we observe that, using our iterative algorithm, 1) the long-term achieved waiting-time ratios are significantly closer to the target waiting-time ratios, as compared to the approach in [2] ; and 2) we can successfully obtain the control parameter values even when the traffic arrivals are non-Poisson.
Experiment B.2 (Mixed Traffic):
In this experiment, we consider three vastly different input traffic sources. Class 1 traffic is generated based on a Poisson process with rate , class 2 traffic is generated based on a Pareto distribution with shape parameter , and class 3 is generated based on a two-state MMPP [4] . Specifically, the two-state MMPP has four parameters and , where and are the conditional traffic arrival rates, and and are the conditional transitional rates given that the Markov chain is in states 1 and 2, respectively. These four parameters are computed based on five values: the mean arrival rate of the overall process , the variance of the arrival rate , the third moment of the arrival rate , the time interval , and the lag-1 autocorrelation coefficient . Note that and can control the length of the resident time in a state of the Markov Chain. For simplicity, we set and in all our experiments. The parameters are related as follows: (16) (17) (18) The experiment setting in this case is similar to the setting of Experiment B.1. Here, we set , , , and . Each class of traffic contributes the same amount of system load. The results are summarized in Fig. 6 . From these figures, observe that both our iterative algorithm and the approach in [2] are not effective in achieving the target waiting-time ratios. However, as we will show in the following section, we can obtain much better results using a dynamic adjustment algorithm to find the control parameter values. We will give a more detailed explanation of this phenomenon in the following section.
C. Type C: Dynamic Adjustment Algorithms
In this subsection, we consider the use of a dynamic adjustment algorithm to monitor changing traffic loads and dynamically adjust the control parameter values in response to the changes. Our goal is to evaluate the effectiveness of such an approach.
We first give an outline of the experiments carried out. In the first experiment, we aim to demonstrate that some form of dynamic adjustment is needed when system utilization can vary significantly. In a second set of experiments, we study the performance of different dynamic adjustment algorithms under Poisson arrivals. (Further results showing how the adaptation window size can impact performance are found in [11] , [21] .) We also carry out similar experiments for Pareto and MMPP traffic arrivals. Lastly, we conduct experiments to study the short-term behavior of dynamic adjustment. For the experiments described below, we consider three classes of traffic. The load is evenly distributed among the three classes. The packet length distribution is the same for all classes, where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes. The output link capacity is 441 bytes/unit time.
Experiment C.1 (Necessity of Dynamic Adjustment):
In this experiment, we illustrate that it is necessary to use some form of dynamic adjustment to cope with system load changes. There are three independent classes of arrivals. Each of them is Poisson distributed. Initially, the arrival rates of the three classes are 0.2, 0.2, and 0.2, respectively. At time 100 000 p-unit, the arrival rates of the three classes increase to 0.3, 0.3, and 0.3, respectively. This implies that the system utilization changes from 0.6 to 0.9 at time unit 100 000. The target ratio is 1.5 and the adaptation window (i.e., how often we update load estimates and adjust control parameter values) is chosen to be 100 p-units. We compare the performance of the jumping-window algorithm with that using static control, as defined in Section IV. The results are shown in Fig. 7 . In the figure, the -axis is the time line while the -axis is the ratio of the average waiting times. A data point is an average packet waiting time measured over the last 500 time units. The graph shows that dynamic adjustment using the jumping-window algorithm can maintain the target waiting-time ratios (e.g., ) even when the system utilization changes significantly. By monitoring per-class traffic arrival rates, any increase in system utilization can be detected in time. The control parameters are then adjusted to new values consistent with the new utilization. In contrast, static control cannot maintain the target waiting-time ratios when the utilization changes.
Experiment C.2 (Comparisons of Dynamic Adjustment Algorithms Under Poisson Traffic):
In this experiment, we want to compare the effectiveness of the dynamic adjustment algorithms proposed in Section IV. We use three independent classes of Poisson arrivals, and run the adjustment algorithms (i.e., jumping window, exponential averaging, and static control) under different system utilizations. The adaptation window is chosen to be 100 p-units. We also compare the results with the method in [2] , in which the parameters are statically chosen as proportional to the target spacings (e.g., , ). Fig. 8 illustrates the result where , while Table VII illustrates the result where  and . We have the following observations. 1) Dynamic adjustment is effective. By using jumping window, the waiting-time ratio can be kept close to our target ratios under various utilizations, while the method in [2] cannot achieve the targets most of the time. 2) Exponential averaging fails to keep the waiting-time ratios close to 1.5, according to the choice of the input parameters in Fig. 3 . The reason for this effect is that a correct choice of the delta and sigma parameters of exponential averaging (Fig. 3) should also depend on the arrival distributions of the different classes of traffic. When the arrival rate fluctuates more, the weight of previous history in parameter estimation should also be increased. Therefore, exponential averaging requires another control algorithm to tune the weightings dynamically, giving rise to another parameter tuning problem. It makes the adjustment problem more difficult and convoluted. On the other hand, jumping window appears more straightforward to tune and is able to maintain the waiting-time ratios very well in this experiment (this observation is also supported in our later experiments). Therefore, we believe that for our purposes, the simpler jumping-window algorithm can be as effective as the more sophisticated exponential averaging approach.
Experiment C.3 (Comparisons of Dynamic Adjustment Algorithms Under Pareto Traffic):
The experiment setting is the same as Experiment C.2, except that the arrival processes for the three input traffic classes are Pareto-distributed. The packet interarrival times for each class are generated by a Pareto distribution with the shape parameter equal to 1.9. This experiment serves to evaluate algorithm performance under long-range dependent traffic. We experiment with the jumping window, exponential averaging, and static control algorithms under system utilizations ranging from 0.5 to 0.95. We also compare the results with the method in [2] . The target waiting-time ratios are and the adaptation window is chosen to be 100 p-units. The results are shown in Fig. 9 .
From these figures, we conclude that: 1) traffic monitoring and parameter adjustment are needed; 2) jumping-window dynamic adjustment is effective in maintaining the target waiting-time spacings even for long-range dependent traffic; and 3) exponential averaging with the choice of input parameters, as shown in Fig. 3 , is considerably less effective than the simpler jumping-window algorithm.
Experiment C. 4 refer to (16) and (17) for setting MMPP traffic parameters). The average system utilization is kept at 0.6. Fig. 10 illustrates the results. It shows that the jumping-window algorithm can maintain the target waiting-time ratios under a variety of operating conditions. However, by comparing Fig. 10 (a) (variance 0.001) and 10(b) (variance 0.05), notice that with a higher variance of input traffic, incorporating too much history with a large adaptation window size can result in suboptimal performance. With small variance of input [ Fig. 10(a) ] traffic, algorithm performance is largely insensitive to the adaptation window size.
Experiment C.5 (Achieved Short-Term Waiting-Time Ratios Using Jumping Window):
The objective of these experiments is to study the short-term behavior of our packet-scheduling algorithm using the jumping-window dynamic adjustment algorithm. We measure the ratios of the average waiting times between successive classes in consecutive time intervals. (The average is calculated over the waiting times of all packets that get served within a specified adaptation window.) The length of the adaptation window is varied to be 50, 100, 500, and 1000 p-units. The adaptation window size we use in the experi- ment is 100 p-units, the system utilization is 0.6, and the target waiting-time ratios are .As seen from Figs. 11 and 12, our iterative algorithm in Section III, when used with the jumping-window dynamic adjustment algorithm, can achieve the target waiting-time ratios better than the approach in [2] . (Corresponding results for MMPP traffic can be found in [11] , [21] .) That is, as we increase the monitoring window size, our short-term waiting-time ratios will approach the target value of 1.5. On the other hand, the algorithm in [2] appears to approach a value different from the target. Another observation is that we can more accurately achieve the target waiting-time ratios as we increase the monitoring window size. In fact, the achieved average waiting-time ratios should approach asymptotically the target ratios as the monitoring window size approaches infinity.
Besides the histograms, we present the sample mean and the modified variance of the waiting times under different monitoring windows. We provide results from experiments under both medium and high system utilizations ( 0.6 and 0.9, respectively). The sample mean and the modified variance are defined as follows. We take the average waiting-time ratio ob- tained in each time monitoring window as a sample. By averaging the samples over the number of monitoring windows measured, the sample mean is obtained. Formally, we have Sample mean (19) where is the sample average waiting-time ratio at the th monitoring window and is the total number of monitoring windows. Let be the target waiting-time ratio (in this case ). The modified variance is defined as modified variance (20) Note that the modified variance can measure the deviation of the sample mean from the target waiting-time ratio. As can be seen from Tables VIII and IX, our proposed jumping-window dynamic adjustment algorithm is more accurate in achieving the target waiting-time ratios, for Poisson arrivals. Corresponding results for Pareto and MMPP arrivals support the conclusion, and can be found in [11] , [21] .
D. Type D: End-to-End Accumulative Waiting Time
In this subsection, we illustrate the end-to-end accumulative waiting-time performance for a sequence of nodes employing the adaptive WTP scheduling algorithm. We carry out three sets of experiments. The first one consists of three heterogeneous nodes and three classes of end-to-end traffic. The second one consists of three homogeneous nodes, two classes of end-to-end traffic, and a class of cross traffic at each link. The third one consists of three heterogeneous nodes, two classes of end-to-end traffic, and a heterogeneous class of cross traffic going through each link.
Experiment D.1 (Heterogeneous Nodes):
The simulation setup is as follows. There are three nodes connected in series (Fig. 13) , and three classes of traffic going through nodes 1, 2, and 3, before arriving at a common destination. Each class is a Poisson source with the same arrival rate . The packet length distribution is the same for all the classes, where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes. The link capacities of 1-2, 2-3 and 3-destination are 441 bytes/unit time, 551 bytes/unit time and 735 bytes/unit time, respectively. 1 (The time unit can be normalized to achieve an arbitrary link speed.) Hence, the capacities of 2-3 and 3-destination are 25% and 67%, respectively, higher than that of 1-2. We run different simulations with ranging from 0.80 to 0.95. At each node, the jumping-window adjustment algorithm is used, and the adjustment window size is 100 p-units. In a simulation, each traffic class generates at least 50 000 packets. We measure the achieved long-term waiting-time ratios between consecutive classes at each node, and their achieved long-term end-to-end accumulative waiting-time ratios. The target waiting-time ratios are 1.5. The results are summarized in Table X .
Experiment D.2 (Homogeneous Nodes With Cross Traffic):
The simulation setup is as follows. There are three nodes connected in series (Fig. 14) . Two classes of traffic (class 2 and class 3), each Poisson with arrival rate , go through nodes 1, 2, and 3, in that order, before arriving at a common destination. In addition, a class 1 Poisson source of cross traffic, also of rate , traverses each link. The packet length distribution is the same as in Experiment D.1, and the capacity of each link is 441 bytes/unit time. We run different simulations with ranging from 0.5 to 0.95. We measure the achieved long-term waiting-time ratio between class 2 and class 3 traffic at each node, and their achieved long-term end-to-end accumulative waiting-time ratio. The target waiting-time ratios are 1.5. The results are summarized in Table XI .
Experiment D.3 (Heterogeneous Nodes With Heterogeneous Cross Traffic):
The simulation setup is as follows. There are three nodes connected in series (Fig. 15) . Two classes of end-to-end traffic (classes one and two), each Poisson with rate 0.25, go through nodes 1, 2 and 3, in that order, and arrive at a common destination. In addition, class-one Poisson sources of cross traffic traverse links 1-2, 2-3 and 3-destination with rates 0.25, 0.45 and 0.35, respectively. The packet length distribution is the same as in the previous experiment, while the link capacities of 1-2, 2-3, and 3-destination are 441 bytes/unit time, 882 bytes/unit time, and 630 bytes/unit time, respectively. The target waiting-time ratios are and . At each node, the jumping-window algorithm is used, with the adjustment window size being 100 p-units. In a simulation, each traffic source generates at least 50 000 packet arrivals. We measure the achieved long-term waiting-time ratio between class 2 and class 3 at each node, and also the achieved long-term end-to-end accumulative waiting-time ratio between the two classes. The results (with statistics reset after an initial 500 p-unit warmup period) are summarized in Table XII .
Observations: There are two major observations from the above experiments: 1) the achieved long-term waiting-time ratios are close to the target waiting-time ratios ( ), and 2) the end-to-end accumulative waiting-time ratios are also very close to the target waiting-time ratios (provided that the flows traverse a same sequence of WTP nodes, as in our experiments). The observation holds even when the links traversed have possibly cross traffic and heterogeneous service capacities. Note that the waiting-time ratios at nodes 2 and 3 are not as accurate as that at node 1, because the traffic pattern is distorted after going through node 1. Thus, the traffic arrivals at nodes 2 and 3 may no longer be Poisson, which causes minor deviations from the target waiting-time ratios.
E. Summary of Experimental Results
Here, we provide a summary of our experimental results.
• Our proposed iterative algorithm can efficiently determine whether it is feasible to achieve given target waiting-time spacings.
• When it is feasible, our proposed iterative algorithm can accurately determine control parameter values such that the achieved waiting-time ratios are equal or very close to the target waiting-time ratios.
• Although the theoretical result is based on the assumption that the input traffic is Poisson, our results show that even when the input traffic is non-Poisson (e.g., Pareto, MMPP or mixed traffic), the proposed iterative algorithm can still efficiently and accurately determine the control parameter values so as to achieve the given target waiting-time ratios.
• Our proposed jumping-window dynamic adjustment algorithm can effectively adapt to changes in input traffic intensity and update the control parameters accordingly. Therefore, the achieved waiting-time ratios remain close to the target waiting-time ratios.
• For short-term waiting-time ratio performance, we can achieve the target waiting-time ratios over time scales greater than about 1000 p-units.
• If two end-to-end flows traverse a same sequence of nodes each providing proportional-delay differentiated services, their achieved end-to-end accumulative waiting-time ratio can be very close to the target waiting-time ratio.
VI. CONCLUSION
In this paper, we consider a WTP scheduler to achieve proportional-delay differentiated services. The scheduler tries to ensure that the average waiting time of class traffic relative to that of class traffic is consistently a specifiable ratio. This way, an ISP can legitimately charge users of class traffic a higher tariff rate (compared to the rate of class traffic) because class users consistently enjoy better performance than class users. For two-class WTP, we obtain a necessary and sufficient condition for a given delay spacing to be feasible. For the general -class WTP, we present a set of necessary conditions, and give their physical meanings. Using these conditions, we can easily determine if a given delay-proportional differentiation can be achieved or not. We also present an efficient iterative algorithm for finding values of the WTP control parameters that will realize a set of specified waiting-time spacings, provided that these parameters exist. Since the arrival rates of flows are time varying, we present a dynamic measurement and adaptation technique so that the system can track the arrival rates of each flow and adjust values of the control parameters so as to maintain the target waiting-time spacings.
Experiments are carried out to illustrate that using our control parameter values, we can obtain waiting-time spacings that are closer to the given target waiting-time ratios, when compared with the results in [2] . We also show that the achieved waiting-time ratios are close to the target waiting-time ratios under short, medium, and long time scales for different traffic arrival patterns. We show that by using the dynamic adjustment approach and the iterative algorithm, we can provide proportional waiting-time differentiated services under different time scales and under different input arrival processes. Lastly, we demonstrate that useful delay ratios can be obtained even when traffic has to traverse multiple nodes in the network. Future work includes, for classes, how a router can efficiently solve the systems of nonlinear equations every time the load conditions change.
