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Abstract
Let p  5 be an odd prime. In this paper the third line Ext3,∗
A∗ (Z/p,Z/p) of the Adams spectral sequence (ASS) is divided into
the direct sum of three sub-modules, say T , C and N . We proved that the generators of T are in the images of the Thom map,
and the generators of C can survive to some low dimensional elements of the Adams–Novikov spectral sequence (ANSS). Thus
they have trivial secondary Adams differentials. By computing the Adams differentials induced by d2(hi+1) = a0bi and the matrix
Massey products, we determined the secondary Adams differentials on the generators of N .
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction and statement of results
Let p  5 be an odd prime and S be the sphere spectrum localized at p. To determine the stable homotopy groups
π∗S, we have the Adams spectral sequence (ASS) based on the mod (p) Eilenberg–Mac Lane spectrum KZ/p.
The E2-term of the ASS is the cohomology of the Steenrod algebra A (cf. [1]) Es,t2 = Exts,tA∗(Z/p,Z/p), which
is simply denoted by Exts,tA∗ . We also have the Adams–Novikov spectral sequence (ANSS) with E2-term E
s,t
2 =
Exts,tBP∗,BP (BP∗,BP∗), where BP denote the Brown–Peterson spectrum at the prime p. In this paper, the Ext groups
Exts,tBP∗,BP (BP∗,BP∗) is denoted by Ext
s,t
BP∗,BP or H
s,tBP∗ for simple.
From [6], we know that Ext1,∗A∗ is the Z/p-module generated by a0 and hi for i  0. Ext
2,∗
A∗ is the Z/p-module
generated by a1h0, a20, a0hi (i > 0), gi (i  0), ki (i  0), bi (i  0) and hihj (0 i  j − 2). The Ext groups Ext3,∗A∗
were detected in [2] (see Table 5). We see from [10] (cf. [8], Theorem 2.2) that Ext1,∗BP∗,BP is generated by αspn/n+1
for n 0, p  s  1, where αspn/n+1 has order pn+1. Ext2,∗BP∗,BP was determined in [8].
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Generators of T
Generator Degree Range of indices
h0hi+1hn+2 2(p − 1)(1 + pi+1 + pn+2) n > i > 0
h0bn 2(p − 1)(1 + pn+1) n 0
hi+1bn+1 − bihn+2 2(p − 1)(pi+1 + pn+2) n > i  0
gn+1h0 2(p − 1)(1 + 2pn+1 + pn+2) n > 0
knh0 2(p − 1)(1 + pn + 2pn+1) n = 1
k0hn+2 2(p − 1)(1 + 2p + pn+2) n > 0
h2,0g1 2(p − 1)(1 + 3p + p2)
h3,0k1 2(p − 1)(1 + 2p + 3p2)
b2,nhn+1 2(p − 1)(2pn+1 + pn+2) n 0
b2,nhn+2 2(p − 1)(pn+1 + 2pn+2) n 0
Table 2
Generators of N (except for a0bi )
Generator Degree Range of indices
hihj hk 2(p − 1)(pi + pj + pk) k − 2 j , j − 2 i  1
a0hihj 2(p − 1)(pi + pj )+ 1 j − 2 i  1
a20hi 2(p − 1)(pi )+ 2 i  1
hi+1bn 2(p − 1)(pi + pn+1) i + 1 > n 0
gihj 2(p − 1)(2pi + pi+1 + pj ) j = i + 2, i ± 1, i,0
a0gi 2(p − 1)(2pi + pi+1)+ 1 i  1
kihj 2(p − 1)(pi + 2pi+1 + pj ) j = i + 2, i ± 1 and i, j  1
a0ki 2(p − 1)(pi + 2pi+1)+ 1 i  1
h3,igi 2(p − 1)(3pi + 2pi+1 + pi+2) i  0
h2,igi+1 2(p − 1)(pi + 3pi+1 + pi+2) i > 0
a1g0 2(p − 1)(3 + p)+ 1
h3,ihi+2hi 2(p − 1)(2pi + pi+1 + 2pi+2) i  0
h3,i ki+1 2(p − 1)(pi + 2pi+1 + 3pi+2) i  1
Table 3
Generators of C
Generator Degree Range of indices
a30 3
a1h0hn+1 2(p − 1)(2 + pn+1)+ 1 n 1
a2k0 2(p − 1)(3 + p)+ 1
a21h0 2(p − 1) · 3 + 2
Between the ANSS and the ASS, there is the Thom map
Φ : Exts,∗BP∗,BP (BP∗,BP∗) → Exts,∗A∗ (Z/p,Z/p)
induced by Φ : BP → KZ/p. By showing that hi ’s (i > 0) are not in the images of the Thom map, Shimada and
Yamanoshita [12] proved:
Of all the generators of Ext1,∗A∗ (Z/p,Z/p), only a0, h0 can survive.
In a similar way, Miller, Ravenel and Wilson [8] proved:
Of all the generators of Ext2,∗A∗ (Z/p,Z/p) only the generators a1h0, bi (i  0),
k0, a
2
0, h0hi (i  2) can survive in the Adams spectral sequence.
These put a strong upper bound on the possible survivors in the first and the second lines of ASS. In this paper
Ext3,∗A∗ (Z/p,Z/p) is divided into the direct sum of three submodules, T, C and N (see Tables 1–3). Then we proved
that the generators of T are in the images of the Thom map. The generators of C can survive to some low dimensional
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Theorem 8.2), we proved that all the generators of N (except for a0bi ) have non-trivial secondary Adams differentials.
Thus only the generators of T ⊕C can survive in the ASS.
To compute the Ext groups Exts,tBP∗,BP (BP∗,BP∗), we have the chromatic spectral sequence (cf. [8,11]), induced
by the short exact sequences
0 → Nsn j−→ Msn k−→ Ns+1n → 0, (1.1)
where N0n = BP∗/In, In is the ideal of BP∗ generated by {p,v1, . . . , vn−1} with I0 = 0. Msn is inductively defined by
Msn = v−1n+sNsn . To determine the chromatic E1-term Ext∗,∗BP∗,BP (BP∗,Ms0), which is simply denoted by H ∗Ms0 , we
have the Bockstein spectral sequence induced by the short exact sequences
0 → Mis−i → Mi+1s−i−1 → Mi+1s−i−1 → 0. (1.2)
Thus we have the chromatic spectral sequence {⊕i+j=3 HiMj0 } which converges to the third line Ext3,∗BP∗,BP (BP∗,
BP∗) of the ANSS. H 3M00 and H 2M10 are trivial by [8]. H 1M20 was determined in [13]. But since we don’t have a
complete calculation of H 0M30 , we cannot completely calculate the third line of the ANSS.
To determine the chromatic E1-term H 0M30 we have the long exact sequence
0 → H 0M21 1/p−−→ H 0M30 p−→ H 0M30 δ−→ H 1M21 → ·· ·
induced by (1.2). Nakai [9] determined H 0M21 . Thus the map H 0M21
1/p−−→ H 0M30 gives a subgroup Im 1/p of H 0M30 .
By the chromatic spectral sequence, the subgroup
H 3M00 ⊕H 2M10 ⊕H 1M20 ⊕ Im 1/p
of
⊕
i+j=3 HiM
j
0 determines a subgroup of Ext
3,∗
BP∗,BP (BP∗,BP∗). Applying the Thom map on this subgroup, we
will prove in Section 3:
Theorem 1. The following generators (see Table 1) of Ext3,∗A∗ (Z/p,Z/p) are in the images of the Thom map.
The submodule of Ext3,∗A∗ generated by the elements in Theorem 1 is denoted by T .
Remark. Of all the generators of T , Cohen [3] proved that h0bn survives to E∞ and then it represents a non-trivial
element of the stable homotopy groups of spheres. −6h3,0k1 is known to be the homotopy element γ3 for p > 5.
Next consider the secondary Adams differentials d2 : Es,t2 → Es+2,t+12 . It is well known that d2(hi+1) = a0bi for
i  0 (cf. [6,12]). Then for any x ∈ Exts,tA∗(Z/p,Z/p)
d2(hi+1 · x) = a0bi · x − hi+1 · d2(x).
Furthermore we see from [4], Theorem 8.2 that:
Lemma 1.4. (See [4], Theorem 8.2.) In the Adams spectral sequence, let the Massey product 〈V1, . . . , Vn〉 be defined
in Es,t2 = Exts,tA∗ and α ∈ 〈V1, . . . , Vn〉. Let d2(Vk) = Yk and
X1 = (Y1,V 1), Xi =
(
Vi 0
Yi V i
)
for 1 < i < n and Xn =
(
Vn
Yn
)
then the matrix Massey product 〈X1,X2, . . . ,Xn〉 is defined in Exts,tA∗ and contains an elements γ which is −d2(α).
By computing d2(hi+1 · x) and the secondary Adams differentials induced by the matrix Massey products, we will
prove in Sections 5 and 6:
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tials.
Furthermore in the 5th line of the ASS Ext5,∗A∗ (Z/p,Z/p), we have the following non-zero homology classes:
a0bi−1hjhk − a0hibj−1hk + a0hihjbk−1 for k − 2 j, j − 2 i  1,
a20bi−1hj − a20hibj−1 for j − 2 i  1,
a30bi−1 for i  1,
a0bibn for i + 1 > n 0,
a0b2,i−1hihj + a0gibj−1 for i > 0, j = i + 2, i ± 1, i,0,
a1h0b0hj for j  3,
a20b2,i−1hi for i  1,
a20b2,i−1hi+1hj + a0kibj−1 for j = i + 2, i ± 1 and i, j  1,
a20b2,i−1hi+1 for i  1,
a0b3,i−1gi for i  1,
a0b2,i−1gi+1 − a0b2,iki for i  1,
a0b3,i−1hi+2hi for i  1,
a0b3,i−1ki+1 for i  1, and
a1b2,0g0, a21h0b0, a1b2,0h2h0.
The secondary Adams differentials are given by:
(1) d2(hihjhk) = a0bi−1hjhk − a0hibj−1hk + a0hihjbk−1 for k − 2 j, j − 2 i > 1.
(2) d2(a0hihj ) = a20bi−1hj − a20hibj−1 for j − 2 i  1.
(3) d2(a20hi) = a30bi−1 for i  1.
(4) d2(hi+1bn) = a0bibn for i + l > n 0.
(5) d2(gihj ) = a0b2,i−1hihj + a0gibj−1 for i > 0, j = i + 2, i ± 1, i,0.
(6) d2(g0hj ) = −a1h0b0hj for j  3.
(7) d2(a0gi) = a20b2,i−1hi for i  1.
(8) d2(kihj ) = a0b2,i−1hi+1hj + a0kibj−1 for j = i + 2, i ± 1 and i, j  1.
(9) d2(a0ki) = a20b2,i−1hi+1 for i  1.
(10) d2(h3,igi) = a0b3,i−1gi for i  1.
(11) d2(h3,0g0) = −a1b2,0g0.
(12) d2(h2,igi+1) = a0b2,i−1gi+1 − a0b2,iki for i  1.
(13) d2(a1g0) = −a21h0b0.
(14) d2(h3,ihi+2hi) = a0b3,i−1hi+2hi for i  1.
(15) d2(h3,0h2h0) = −a1b2,0h2h0.
(16) d2(h3,iki+1) = a0b3,i−1ki+1 for i  1.
Denote the submodule of Ext3,∗A∗ generated by a0bi and the elements in Theorem 2 by N . Recall from [2], Table 8.1
(see Table 5), we see that Ext3,∗A∗ is the direct sum of T , N and C, where C is the Z/p-module generated as given
in Table 3. a30 survives to p
3
. From [14] we see that a2k0 and a21h0 survive to 1/6 · β3 and −1/3 · α3, respectively.
Furthermore we have the generator βpn/pn−2 ∈ Ext2,q(2+p
n+1)
BP∗,BP , where q = 2(p − 1). Thus a1h0hn+1 can survive to
βpn/pn−2 in the ASS. Indeed
−2a1h0hn ∈ 〈h0, a0, h0hn〉. (1.3)
Thus a1h0hn survives to the Toda product − 12 〈α1,p, ζn〉 if h0hn survives to the order p homotopy element ζn. Noticed
that Φ(βpn/pn−1) = h0hn+1 and d2(h0hn+1) = 0, we see from Lemma 1.4 that the secondary Adams differential of
a1h0hn+1 is zero.
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that the images of the Thom reduction must survive to the E2p−1-term in the ASS, we see from Theorem 2 that the
generators in N are not in the images of the Thom map. Thus the generators of T are all the images of the Thom
reduction
Φ : Ext3,∗BP∗,BP (BP∗,BP∗) → Ext3,∗A∗ (Z/p,Z/p).
2. May spectral sequence and Ext3,∗A∗ revisited
From now on, we denote 2(p − 1) by q . Let A denote the modp Steenrod algebra. Its dual A∗ is isomorphic to
A∗ = P [ξ1, ξ2, . . .] ⊗E[τ0, τ1, τ2, . . .],
where the inner degree of ξi is q(1 +p + · · · +pi−1) and that of τi is q(l + · · · +pi−1)+ 1. Set May filtration on A∗
by M(τi−1) = M(ξp
j
i ) = 2i − 1. Then the associated Hopf algebra E0A∗ = FMA∗/FM−lA∗ is isomorphic to
E0A∗ = E[τi |i  0] ⊗ T [ξi,j |i > 0, j > 0], (2.1)
where T [ ] denotes the truncated polynomial algebra of height p on the indicated generators, and E[ ] denotes the
exterior algebra, τi is the projection of τi and ξi,j is the projection of ξp
j
i . Applying the May filtration to the cobar
construction Cs,t (A∗), we get the May spectral sequence (MSS) (Es,t,Mr , dr) ⇒ Exts,tA∗(Z/p,Z/p) (cf. [11], Theo-
rem 3.2.5). The E0-term of the MSS is Cs,t (E0A∗) and the E1-term E1 = H ∗(E0, d0) is isomorphic to
E1 = E(hi,j |i > 0, j  0] ⊗ P [bi,j |i > 0, j  0] ⊗ P [ai |i  0]. (2.2)
The first May differential d1 is given by
d1(hi,j ) =
∑
0<k<i
hi−k,k+j hk,j ,
d1(ai) =
∑
0k<i
hi−k,kak and d1(bi,j ) = 0. (2.3)
And in the E1-term, we have the following relations (cf. Proposition 2.5 of [5]):
amhn,j = hn,j am, hm,khn,j = −hn,j hm,k, ambn,j = bn,j am,
hm,kbn,j = bn,jhm,k, aman = anam, bm,nbi,j = bi,j bm,n. (2.4)
Furthermore let
p · b¯i,j
( ∑
0ki
c
(
t
pk
i−k
)⊗ c(tk))pj+1 − ∑
0ki
c
(
t
pk+j+1
i−k
)⊗ c(tpj+1k )
in the cobar complex Cs,t (BP∗BP) for (BP∗,BP∗BP) (cf. [11] and [5], Lemma 3.1). Let Φ(b¯i,j ) = b˜i,j ∈ C2,∗(A∗),
where Φ : Cs,t (BP∗BP) → Cs,t (A∗) is the Thom map. Then b˜i,j is sent to bi,j in the E1-term of the MSS and
d(b˜i,j ) = −
∑
0<k<i
b˜i−k,j+k ⊗ ξp
j+1
k +
∑
0<k<i
ξ
pj+k+1
i−k ⊗ b˜k,j . (2.5)
From [6], Theorem 3.0.1, we see that Ext1,∗A∗ (Z/p,Z/p) is the Z/p-module generated by a0 and hi for i  0, where
a0 and hi are represented by a0 and h1,i , respectively, in the MSS. Ext2,∗A∗ (Z/p,Z/p) is the Z/p-module generated
by a1h0, a20, a0hi (i > 0), gi (i  0), ki (i  0), bi (i  0) and hihj (0 i  j − 2).
In [2] Aikawa determined Ext3,∗A∗ (Z/p,Z/p) by Λ-algebra. Here we rewrite Table 8.1 of [2] in the language of the
May spectral sequence.
Proposition 2.8. The third line of the Adams spectral sequence Ext3,∗A (Z/p,Z/p) is divided into direct sum of T , C
and N , where T is given in Theorem 1, N is given in Theorem 2 and C is given in Table 3.
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A Z/p-basis of Ext1,∗
A∗ and of Ext
2,∗
A∗
Generator Representation in MSS Degree Range of indices
a0 a0
hi h1,i qpi i  0
a1h0 a1h1,0 2q + 1
a20 a
2
0 2
a0hi a0h1,i qpi + 1 i  1
gi h2,ih1,i q(2pi + pi+1) i  0
ki h2,ih1,i+1 q(pi + 2pi+1) i  0
bi b1,i qpi+1 i  0
hihj h1,ih1,j q(pi + pj ) 0 i  j − 2
Table 5
A Z/p-basis of Ext3,∗
A∗ (Z/p,Z/p)
Generator Representation in MSS Degree Range of indices
hihj hk h1,ih1,j h1,k q(pi + pj + pk) k − 2 j and
j − 2 i  0
a0hihj a0h1,ih1,j q(pi + pj )+ 1 j − 2 i  1
a20hi a
2
0h1,i q · pi + 2 i  1
a30 a
3
0 3
bihj b1,ih1,j q(pi+1 + pj ) j  0, j = i + 2
a0bi a0b1,i q · pi+1 + 1 i  1
gihj h2,ih1,ih1,j q(2pi + pi+1 + pj ) j = i + 2, i, i − 1
gia0 h2,ih1,ia0 q(2pi + pi+1)+ 1 i  1
kihj h2,ih1,i + h1,j q(pi + 2pi+1 + pj ) j = i + 2, i ± 1, i
kia0 h2,ih1,i+1a0 q(pi + 2pi+1)+ 1 i  1
a1h0hj a1h1,0h1,j q(2 + pj )+ 1 j  2
h3,igi h3,ih2,ih1,i q(3pi + 2pi+1 + pi+2) i  0
a2k0 a2h2,0h1,1 q(2 + 3p) + 1
h2,igi+1 h2,ih2,i+1h1,i+1 q(pi + 3pi+1 + pi+2) i  0
a1g0 a1h2,0h1,0 q(3 + p)+ 1
h3,ihi+2hi h3,ih1,i+2h1,i q(2pi + pi+1 + 2pi+2) i  0
h3,i ki+1 h3,ih2,i+1h1,i+2 q(pi + 2pi+1 + 3pi+2) i  0
a21h0 a
2
1h1,0 q · 3 + 2
b2,ihi+1 b2,ih1,i+1 q(2pi+1 + pi+2) i  0
b2,ihi+2 b2,ih1,i+2 q(pi+1 + 2pi+2) i  0
Proof. Recall form [5], Lemma 3.1 (cf. (2.5)), we see that
d2p−1(b2,i ) = −b1,i+1h1,i+1 + h1,i+2b1,i .
Thus bi+1hi+1 = bihi+2, and the generator bihi+2 in [2], Table 8.1, is replaced by bi+1hi+1. The proposition follows
from direct computation. 
We finish this section by giving some representative cycles of the homology classes of Exts,tA∗(Z/p,Z/p) in the
cobar complex Cs,t (A∗).
Lemma 2.9. Let x˜ ∈ F s,t,M be a cycle in the filtered cobar complex. If the Er+1-terms of the May spectral sequence
E
s,t,M = 0 for all k M . Then there is a chain x¯ ∈ F s−1,t,M such that d(x¯) = x˜.r+1
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suppose that r1  r is the number such that x is a nonzero element of Es,t,Mr1 but homologous to zero in E
s,t,M
r1+1 . Then
there is a chain x¯1 ∈ F s−1,t,M+r1 ⊂ F s−1,t,M+r such that d(x¯1) = x˜ mod F s,t,M−1. Let x˜ − d(x¯1) = x˜1 ∈ F s,t,M−1
and x˜1 is sent to x1 ∈ Es,t,M10 . Then M1 < M and x1 is an infinite cycle. Again from Es,t,M1r+1 = 0, we suppose that
r2  r is the number such that x1 is a nonzero element of Es,t,M1r2 but homologous to zero in E
s,t,M1
r2+1 . Then there is a
chain x¯2 ∈ F s−1,t,M1+r2 ⊂ F s−1,t,M+r such that
d(x¯2) ≡ x˜1 mod F s,t,M1−1 and then d(x¯1 + x¯2) ≡ x˜ mod F s,t,M1−1.
By induction on the May filtration M , we get the lemma. 
Lemma 2.10. In the filtered cobar complex Cs,t (A∗), there are the cycles g˜i , k˜i , b˜2,i h˜1,i+1 and b˜2,i h˜1,i+2 for i  0.
They represent the homology classes gi, ki, b2,ihi+1 an b2,ihi+2, respectively. Furthermore, we also have:
g˜i ≡
[
ξ
pi
2 |ξp
i
1
]
mod F 2,q(2pi+pi+1),3, k˜i ≡
[
ξ
pi
2 |ξp
i+1
1
]
mod F 2,q(pi+2pi+1),3, and
b˜2,i h˜1,i+1 ≡
[
b˜2,i |ξp
i+1
1
]− [ξpi+11 |b˜1,i] mod F 3,q(2pi+1+pi+2),p+2,
b˜2,i h˜1,i+2 ≡
[
b˜2,i |ξp
i+2
1
]− [ξpi+12 |b˜1,i+1] mod F 3,q(2pi+1+pi+2),p+2.
Proof. Recall from [6], Table 1, we get the representative cycles of gi and ki from direct computation:
g˜i =
[
ξ
pi
2 |ξp
i
1
]+ 1
2
[
ξ
pi+1
2 |ξ2p
i
1
]
, k˜i =
[
ξ
pi
2 |ξp
i+1
1
]− [ξpi1 · ξpi+11 |ξpi+11 ]− 12 [ξpi1 |ξ2pi+11 ].
From (2.5) we compute in the cobar complex that
d
([
b˜2,i |ξp
i+1
1
]− [ξpi+12 |b˜1,i])
= −[b˜1,i+1|ξpi+11 |ξpi+11 ]+ [ξpi+21 |b˜1,i |ξpi+11 ]− [ξpi+21 |ξpi+11 |b˜1,i].
We see from (2.2) and (2.4) that in May E1-term
b1,i+1h1,i+1h1,i+1 = 0 and h1,i+2b1,ih1,i+1 − h1,i+2h1,i+1b1,i = 0.
Thus there are chains u¯1 and u¯2 ∈ F 3,q(2pi+1+pi+2),p+2 such that
d(u¯1) = −
[
b˜1,i+1|ξp
i+1
1 |ξp
i+1
1
]
mod F 3,q(2pi+1+pi+2),p+1,
d(u¯2) = −
[
ξ
pi+2
1 |b˜1,i |ξp
i+1
1
]− [ξpi+21 |ξpi+11 |b˜1,i] mod F 4,q(2pi+1+pi+2),p+1.
This implies that d([b˜2,i |ξp
i+1
1 ] − [ξp
i+1
2 |b˜1,i] − u¯1 − u¯2) = 0 mod F 4,q(2p
i+1+pi+2),p+1
.
Suppose that d([b˜2,i |ξp
i+1
1 ]− [ξp
i+1
2 |b˜1,i]− u¯1 − u¯2) = x˜ ∈ F 4,q(2p
i+1+pi+2),p+1 then x˜ is a cycle. An easy compu-
tation (cf. Method 5.8 of [5]) shows that E4,q(2pi+1+pi+2),k1 = 0 for all k  p+ 1. Then by Lemma 2.9, there is a chain
x¯ ∈ F 3,q(2pi+1+pi+2),p+1 such that d(x¯) = x˜, and then d([b˜2,i |ξp
i+1
1 ] − [ξp
i+1
2 |b˜1,i] − u¯1 − u¯2 − x¯) = 0. This gives the
representative cycle b˜2,i h˜1,i+1 such that
b˜2,i h˜1,i+1 ≡
[
b˜2,i |ξp
i+1
1
]− [ξpi+12 |b˜1,i] mod F 3,q(2pi+1+pi+2),p+2.
Notice that b˜2,i h˜1,i+1 is sent to b˜2,i h˜1,i+1 ∈ E3,q(2p
i+1+pi+2),3p+1
1 in the May E1-term.
We compute that E2,q(2p
i+1+pi+2),M
1 = 0 except for M = 4, where E2,q(2p
i+1+pi+2),4
1 is the Z/p-module generated
by h2,i+1h1,i+1. Then from 4 < 3p+ 1 we see that b2,ih1,i+1 is not a boundary in the May SS. Denote that b2,ih1,i+1
converges to the homology class b2,ihi+1. The third follows.
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d
([
b˜2,i |ξp
i+2
1
]− [ξpi+12 |b˜1,i+1])
= −[b˜1,i+1|ξpi+11 |ξpi+21 ]+ [ξpi+21 |b˜1,i |ξpi+21 ]− [ξpi+21 |ξpi+11 |b˜1,i+1],
we get the representative cycle b˜2,i h˜1,i+2 such that
b˜2,i h˜i+2 ≡
[
b˜2,i |ξp
i+2
1
]− [ξpi+12 |b˜1,i+1] mod F 3,q(2pi+1+pi+2),p+2.
It is easy to see that b2,ih1,i+2 is not a boundary in the May SS. Then it converges to a non-trivial element say
b2,ihi+2 in the May spectral sequence. The fourth follows. 
3. The Thom maps
In this section we study the Thom map
Φ : Ext3,∗BP∗BP (BP∗,BP∗) → Ext3,∗A∗ (Z/p,Z/p)
and prove Theorem 1.
Recall from [8] and [13], (3.4), (3.6), that BP∗ = Z(p)[v1, v2, . . . , vn, . . .] and BP∗BP = BP∗[t1, t2, . . . , tn, . . .].
The structure maps ηR : BP∗ → BP∗BP and Δ : BP∗BP → BP∗BP ⊗BP∗ BP∗BP are given by
ηR(v1) = v1 + pt1,
ηR(v2) ≡ v2 + v1tp1 + pt2 − (p + 1)vp1 t1 mod (p2),
ηR(v3) ≡ v3 + v2tp
2
1 − vp2 t1 + v1tp2 mod
(
p,v21
)
, and
ηR(v3) ≡ v3 + v2tp
2
1 − vp2 t1 + pt3 mod (p2, v1). (3.1)
Δ(t1) = t1 ⊗ 1 + 1 ⊗ t1,
Δ(t2) = t2 ⊗ 1 + t1 ⊗ tp1 + 1 ⊗ t2 − v1b¯1,0, (3.2)
where b¯1,0 is given by p · b¯1,0 = (t1 ⊗ 1 + 1 ⊗ t1)p − tp1 ⊗ 1 − 1 ⊗ tp1 .
The Thom map Φ : BP∗BP → A∗ sends vn to 0 and ti to c(ξi), where c : A∗ → A∗ is the conjugation.
Consider the long exact sequences
· · · → HtNs−10
j∗−→ HtMs−10 k∗−→ HtNs0 δ
′−→ Ht+1Ns−10 → ·· · (3.3)
and
· · · → HtMs−11
1/p−−→ HtMs0 p−→ HtMs0 δ−→ Ht+1Ms−11 → ·· · (3.4)
induced by (1.1) and (1.2), respectively. From [8], Proposition 6.9, we see that:
δ
(
xn
pv
pn−1
1
)
= −x1t1
v
p
1
+ v
p−1
2 t
p
1
v
p−2
1
if n = 1,
= −x2t1
v
p2
1
+ v
p2−1
2 (t1 − v1ζ2 + · · ·)
v
p2−p−1
1
if n = 2,
= −xnt1
v
pn
1
+ v
(p2−1)pn−2
2 (2t1 − v1ζp
n−2
2 )
v
pn−pn−1−pn−2
1
if n 3, (3.5)
where xn ∈ v−12 BP∗ is the element defined by Miller, Ravenel and Wilson (cf. [8], (2.4)), whose leading is vp
n
2 ,
ζ2 is the homology class of H 1M02 represented by v
−1
2 t2 + v−p2 (tp2 − tp
2+p
1 ) (cf. [8], Proposition 3.18). Thus from
1/p · δ(xn/pvp
n−1
) = 0 and [13], Proposition 5.7, we have the following relations in H 1M2:1 0
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pn
2 t1/pv
pn
1 = y1/pv1 + · · · if n = 0,
= V/pvp−21 + · · · if n = 1,
= yp2−1/pvp
2−p−1
1 + · · · if n = 2,
= 2y(p2−1)pn−2/pvp
n−pn−1−pn−2
1 + · · · if n 3,
where ym and V are the elements in the cobar complex whose leading terms are vm2 t1 and v
p−1
2 t
p
1 respectively (cf.
[13], (3.5), (3.8) and (4.14) for the definitions).
It is easy to see that
v22 t1
pv1
,
v2(v2t
p
2 − vp2 t2)
pv1
,
v
pn
2 t1
pv
pn
1
,
(v
pn
2 t
pn+1
2 − vp
n+1
2 t
pn
2 )
pv
pn
1
for n 0 and
(v
pn
2 t
pn+1
2 − vp
n+1
2 t
pn
2 )
pv
pn−1
1
for n > 0
are homology classes of H 1N20 . The homomorphism j∗ : H 1N20 → H 1M20 sends them to y2/pv1, xp+20 ζ/pv1,
v
pn
2 t1/pv
pn
1 , x
p+1
n ζ/pv
pn
1 and x
p+1
n ζ/pv
pn−1
1 , respectively, where ζ is a cocycle which is homologous to ζ2 in
Ω1Γ A(p,v1) (cf. (4.10) and Proposition 5.7 of [13]).
Similarly we also have the following homology classes of H 0N30 :
v
pn
3
pv
pi−1
1 v
pn−pi
2
,
v
pn
3
pv
pi
1 v
pn−pi
2
,
v
pn
3
pv1v
pn−2
2
,
v
2pn
3
pv
pn−1
1 v
pn
2
,
v
2pn
3
pv
pn
1 v
pn
2
,
v33
pv1v2
.
Under the homomorphism j∗ : H 0N30 → H 0M30 , they are sent to
1/p
(
x(pn−i/pn−i − 1, i)/vpi−11
)
, 1/p
(
x(pn−i/pn−i − 1, i)/vpi1
)
,
1/p
(
x(pn/pn − 2,0)/v1
)
, 1/p
(
x(2/1, n)/vp
n−1
1
)
,
1/p
(
x(2/1, n)/vp
n
1
)
, 1/p
(
x(3/1,0)/v1
)
of H 0M30 , respectively (cf. [9], Theorem). Let η : HtNs0 → Ht+sBP∗ denote the composite
HtNs0
δ′−→ Ht+1Ns−10 δ
′−→ · · · δ′−→ Ht+sN00 = Exts+t,∗BP∗BP (3.6)
induced by the connecting homomorphisms δ′ in (3.3). We have:
Proposition 3.7. For the Thom maps Φ : Ext3,∗BP∗BP (BP∗BP∗) → Ext3,∗A∗ we have:
Φ · η(v22 t1/pv1)= −2k0h0,
Φ · η(vpn2 t1/pvpn1 )= −h0bn, n 0,
Φ · η((vpn2 tpn+12 − vpn+12 tpn2 )/pvpn1 )= b2,nhn+1, n 0,
Φ · η((vpn2 tpn+12 − vpn+12 tpn2 )/pvpn−11 )= gn+1h0, n > 0,
Φ · η(v2(v2tp2 − vp2 t2)/pv1)= 2h2,0g1,
Φ · η(vpn3 /pvpi−11 vpn−pi2 )= −h0hi+1hn+2, n > i > 0,
Φ · η(vpn3 /pvpi1 vpn−pi2 )= hi+1bn+1 − bihn+2, n > i  0,
Φ · η(vpn3 /pv1vpn−22 )= −2k0hn+2, n > 0,
Φ · η(v2pn3 /pvpn−11 vpn2 )= −2h0kn+1, n > 0,
Φ · η(v2pn3 /pvpn1 vpn2 )= −2b2,nhn+2, n 0,
Φ · η(v3/pv v )= −6h k .3 1 2 3,0 1
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the I -adic filtration: that is, for k ∈ Z,vE = pe0ve11 ve22 . . . ∈ FkM∗0 if and only if
∑
ei  k. This induces a filtration on
the subcomodule Ns0 . Applying the cobar construction, we get a filtration on H
tMs0 and H
tNs0 . The connecting homo-
morphism δ′ : HtNs0 → Ht+1Ns−10 is filtration-preserving. Thus η : HtNs0 → Ht+sBP∗ is filtration-preserving.
Now Ω∗(BP∗/I) is isomorphic to the unnormalized cobar construction of the Hopf algebra Z/p[t1, t2, . . .]; and
Ω∗BP∗ → Ω∗(BP∗/I) induces the Thom map Φ . Thus Φ kills F 1H ∗BP∗ and for x ∈ HtNs0 ,Φ · η(x) = 0 only if
x /∈ F 1HtNs0 .
We compute Φ · η(v2pn3 /pvp
n−1
1 v
pn
2 ) and leave the others to the reader. From (3.1) we see that
δ′
(
v
2pn
3 /pv
pn−1
1 v
pn
2
)≡ 2vpn3 tpn+21 + vpn2 t2pn+21
pv
pn−1
1
mod F 1,
δ′
(2vpn3 tpn+21 + vpn2 t2pn+21
pv
pn−1
1
)
≡ 2v1t
pn+1
2 ⊗ tp
n+2
1 + v1tp
n+1
1 ⊗ t2p
n+2
1
p
mod F 1, and
δ′
(2v1tpn+12 ⊗ tpn+21 + v1tpn+11 ⊗ t2pn+21
p
)
≡ 2t1 ⊗ tp
n+1
2 ⊗ tp
n+2
1 + t1 ⊗ tp
n+1
1 ⊗ t2p
n+2
1 .
Thus Φ · η(v2pn3 /pvp
n−1
1 v
pn
2 ) = 2c(ξ1) ⊗ c(ξp
n+1
2 ) ⊗ c(ξp
n+2
1 ) + c(ξ1) ⊗ c(ξp
n+1
1 ) ⊗ c(ξ2p
n+2
1 ) which represents
−2h0kn+1 of Ext3,∗A∗ . 
This complete the proof of Theorem 1.
4. The matrix Massey products
Recall from [7], Section 1, let E be a differential graded module. We assume that the differentials have degree +1
and d(x ·y) = d(x) ·y+ (−1)degxx ·d(y), where degx denote the total degree of x. Let ME denote the set of matrices
with entries in E. If x ∈ E, we define x¯ = (−1)1+degxx. For a matrix X = (xij ) with entries in E, we define X = (x¯ij ).
Let R be a differential graded algebra. We say that two matrices V = (vi,j )p×q and W = (wi,j )p′×q ′ with entries
in R or the homology H(R) are multipliable if q = p′ and the degree of vi,kwk,j is independent of k for each i and j ,
so that the sum
∑
k vi,kwk,j is well defined. For a multipliable pair V and W in MR, we have the following relations:
d(V ) = −d(V ), V ·W = −V ·W and d(V ·W) = d(V ) ·W − V · d(W). (4.1)
We say that a system (V1, . . . , Vn) of matrices is multipliable, if each pair (Vi,Vi+1) is multipliable. Suppose that
(V1, . . . , Vn) is a multipliable system, where Vi ∈ MH(R) are matrices with entries in the homology H(R). Let
Ai−1,i ∈ MR be a matrix of representative cycles for Vi , abbreviated {Ai−1,i} = Vi . Suppose that V iVi+1 = 0. Then
there exist Ai−1,i+1 ∈ MR such that d(Ai−1,i+1) = Ai−1,iAi,i+1. Then Ai−1,iAi,i+2+Ai−1,i+1Ai+1,i+2 is a matrix of
cycles, in MR, and we say that its homology class belongs to (Vi,Vi+1,Vi+2). Inductively suppose we get Ai,j ∈ MR
for 0 i < j  n and (i, j) = (0, n) such that
{A˜i−1,i} = Vi, d(Ai,j ) = A˜i,j =
j−1∑
k=i+1
Ai,kAk,j . (4.2)
Then
A˜0,n =
n−1∑
k=1
A0,kAk,n (4.3)
is a matrix of cycles in MR. We say that {A˜0,n} ∈ 〈V1, . . . , Vn〉. We say that the matric Massey product 〈V1, . . . , Vn〉
is defined if there exist matrices Ai,j ∈ MR, 0 i < j  n and (i, j) = (0, n), that satisfies (4.2). The set of matrices
{Ai,j } is said to be a defining system for 〈V1, . . . , Vn〉. We say that 〈V1, . . . , Vn〉 is strictly defined if each
〈Vi, . . . , Vj 〉, 1 j − i  n− 2
is defined and contains only the zero matrix. In particular, every defined triple product is strictly defined.
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its homology H(C(A∗), d) is the Ext groups Exts,tA∗ . Applying the May filtration, we get an increasingly filtered
differential module FM(Cs,t (A∗)), which is denoted by F s,t,M for simple. Notice that the product μ : Cs(A∗) ⊗
Cs
′
(A∗) → Cs+s′(A∗) is filtration preserving, we have the well-defined parings
Erμ : Es,t,Mr ⊗Es
′,t ′,M ′
r → Es+s
′,t+t ′,M+M ′
r
which makes the Er -term of the MSS a differential trigraded algebra. Thus the matrix Massey products are well
defined on Es,t,Mr and Exts,tA∗ .
Lemma 4.4. Let 〈V1, . . . , Vn〉 be defined in May Er+1-term Er+1 = H(Er, dr) and {Ai,j } be a defining system for
〈V1, . . . , Vn〉. For 1  i  n, let Vi be an infinite cycle which converges to Wi ∈ Ext∗,∗A∗ . Assume that the following
condition holds:
(A) Let (s + 1, t,M) be the degree of an entry of A˜i,j , n > j − i > 1. Then for k > 0, Es+1,t,M−kr+1 = 0.
Then 〈W1, . . . ,Wn〉 is defined in Ext∗,∗A∗ and A˜0,n is an infinite cycle which converges to an element of 〈W1, . . . ,Wn〉.
Proof. We will construct a defining system {Bi,j } for 〈W1, . . . ,Wn〉 such that π(Bi,j ) = Ai,j , where
π : F ∗,∗,M → F ∗,∗,M/F ∗,∗,M−1 = E∗,∗,M0 → E∗,∗,Mr
is the projection. We proceed by induction on j − i.
For j − i = 1, {Bi−1,i} = Wi by (4.2), we simply choose appropriate matrices of representative cycles for Wi since
Vi converges to Wi . Suppose that Bi,j have been found for j − i < k,1 < k < n. Fix i and j such that j − i = k, then
B˜i,j =∑Bi,kBk,j is defined and π(B˜i,j ) = A˜i,j . Let e˜ be any entry of B˜i,j say (y, z)th, and π(e˜) = e ∈ Es+1,t,Mr .
Let a ∈ Es,t,M+rr be the (y, z)th entry of Ai,j . Then dr(a) = e by the induction hypothesis. We may therefore choose
a¯ ∈ F s,t,M+r such that π(a¯) = a ∈ Es,t,M+rr and d(a¯) ≡ e˜ mod F s+1,t,M−1. It suffices to show that by adding a
suitable chain x¯ of F s,t,M+r−1 to a¯ we can obtain a chain a¯′ such that d(a¯′) = e˜.
Denote x˜ = e˜ − d(a¯). Then e˜ and therefore x˜ must be cycles since B˜i,j is a matrix of cycles. Suppose that x˜ ∈
F s+1,t,M1 . Then M1 <M and by condition (A) we see that Es+1,t,kr+1 = 0 for all k M1. From Lemma 2.9, we get the
chain x¯ ∈ F s,t,M1+r ⊂ F s,t,M+r−1 such that d(x˜) = x˜. Thus d(a¯ + x¯) = e˜. 
Lemma 4.5. Let 〈V1, . . . , Vn〉 be defined in May Er+1-term, Er+1 = H(Er, dr) and {Ai,j } be a defining system for
〈V1, . . . , Vn〉. Assume that Vi converges to Wi ∈ Ext∗,∗A∗ and 〈W1, . . . ,Wn〉 is strictly defined. Assume further that thefollowing condition (B) is satisfied
(B) Let (s, t,M) be the degree of an entry of Ai,j , n > j − i > 1. Then for k  0, Es,t,M+kr+1 = 0.
Then A˜0,n is a permanent cycle which converges to an element of 〈W1, . . . ,Wn〉.
Proof. In a manner similar to that of the proof of Lemma 3.4, we construct a defining system {Bi,j } for 〈W1, . . . ,Wn〉
by induction on j − i.
For j − i = 1, {Bi−1,i} = Wi , we choose appropriate matrices of representative cycles for Wi such that π(Bi−1,i ) =
Ai−1,1. Suppose that Bi,j have been found for j − i < k, 1 < k < n. Fix i and j such that j − i = k, then B˜i,j =∑
Bi,kBk,j is defined and π(B˜i,j ) = A˜i,j . Similarly, let a ∈ Es,t,Mr be any entry of Ai,j , say the (y, z)th. Let e˜ and e
denote the (y, z) entries of B˜i,j and A˜i,j . Then dr(a) = e and π(e˜) = e by the induction hypothesis. Choose a¯ ∈ F s,t,M
such that π(a¯) = a, then d(a¯) ≡ e˜ mod F s+1,t,M−r−1. Let e˜ − d(a¯) = g˜. Then e˜ and therefore g˜ must be a boundary,
since 〈W1, . . . ,Wn〉 is strictly defined. Suppose that π(g˜) is not zero in Es+1,t,M−ku but is zero in Es+1,t,M−ku+1 . Then
k  r + 1 and there is an element b ∈ Es,t,M−k+uu such that du(b) = π(g˜). From the condition (B), we see that
u < k. Choose a representation b¯ ∈ F s,t,M−k+u ⊂ F s,t,M−1 of b and replace a¯ by a¯ + b¯, we have π(a¯ + b¯) = a and
d(a¯ + b¯) ≡ e˜ mod F s+1,t,M−r−2. From the finiteness of M , we get a¯′ such that π(a¯′) = a and d(a¯′) = e˜. 
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sume that the following condition (C) is satisfied:
(C) Let (s, t) be the degree of an entry of Ai,j , for n > j − i > 1. Then
Exts,tA∗(Z/p,Z/p) = 0.
Then the indeterminacy of 〈V1, . . . , Vn〉 is zero.
Proof. Let {Ai,j } and {A′i,j } be two defining systems for 〈V1, . . . , Vn〉. We may choose matrices Ci,i+1 such that
d(Ci,i+1) = Ai,i+1 − A′i,i+1, since both Ai,i+1 and A′i,i+1 represent the matrix of homology classes Vi . It is easy to
see from (4.1) that
d(Ci,i+1Ai+1,i+2 +A′i,i+1Ci+1,i+2)
= −(Ai,i+1 −A′i,i+1)Ai+1,i+2 −A′i,i+1(Ai+1,i+2 −A′i+1,i+2)
= −A˜i,i+2 + A˜′i,i+2,
then Ai,i+2 − A′i,i+2 + (Ci,i+1Ai+1,i+2 + A′i,i+1Ci+1,i+2) is a matrix of cycles. From the condition (C) we see that
Ai,i+2 − A′i,i+2 + (Ci,i+1Ai+1,i+2 + A′i,i+1Ci+1,i+2) is a matrix boundaries. Thus there is a matrix Ci,i+2 for each
0 i  n− 2 such that
d(Ci,i+2) = Ai,i+2 −A′i,i+2 + (Ci,i+1Ai+1,i+2 +A′i,i+1Ci+1,i+2).
Inductively suppose we have found the Ci,j for j − i < k < n such that
d(Ci,j ) = Ai,j −A′i,j +
∑
i<s<j
Ci,sAs,j +
∑
i<s<j
A′i,sCs,j .
Then for j − i = k < n
d
( ∑
i<s<j
Ci,sAs,j +
∑
i<s<j
A′i,sCs,j
)
=
∑
i<s<j
(A′i,s −Ai,s)As,j +
∑
i<l<s<j
Ci,lAl,sAs,j +
∑
i<l<s<j
A′i,lCl,sAs,j −
∑
i<s<j
Ci,sA˜s,j
+
∑
i<s<j
A˜′i,sCs,j −
∑
i<s<l<j
A′i,s (As,j −A′s,j )−
∑
i<s<l<j
A′i,sA′s,lCl,j −
∑
i<s<l<j
A′i,sCs,lAl,j
= −A˜i,j − A˜′i,j .
This implies that Ai,j − A′i,j +
∑
i<s<j Ci,sAs,j +
∑
i<s<j A
′
i,sCs,j is a matrix of cycles. Again from the condition
(C), we get Ci,j such that
d(Ci,j )−Ai,j −A′i,j +
∑
i<s<j
Ci,sAs,j +
∑
i<s<j
A′i,sCs,j .
Suppose that Ci,j for all j − i < n has been found, then
d
( ∑
0<k<n
C0,kAk,n +
∑
0<k<n
A′0,kCk,n
)
= A˜′0,n − A˜0,n. 
5. Some matrix Massey products in the MSS
In this section we will compute some matrix Massey products in the MSS. Then using Lemma 1.4, we will compute
the secondary Adams differentials of gi , ki , a1g0, f3,0h2h0 and h3,0g0.
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(1) h2,ih1,i ∈ 〈h1,i+1, h1,i , h1,i〉,
(2) −h2,ih1,i+1 ∈ 〈h1,i , h1,i+1, h1,i+1〉,
(3) −h2,ih2,i+1h1,i+1 ∈ 〈h2,i+1h1,i+1, h1,i+1, h1,i〉,
(4) −h3,ih1,i+2h1,i ∈ 〈h2,i+1, h1,i+2, h1,i , h1,i〉,
(5) −a1h2,0h1,0 ∈ 〈h2,0h1,0, h1,0, a0〉,
(6) − 12h3,ih2,ih1,i ∈ 〈h2,i+1h1,i+1, h1,i , h1,i , h1,i〉,
(7) − 12h3,ih2,i+1h1,i+2 ∈ 〈h2,ih1,i+1, h1,i+2, h1,i+2, h1,i+2〉,(8) −2a1h1,0h1,n ∈ 〈h1,0, a0, h1,0h1,n〉,
(9) a1h1,0b1,0 ∈
〈
(a0b1,0, h1,1),
( h1,0 0
0 h1,0
)
,
( h1,0
0
)〉
,
(10) −a21h1,0b1,0 ∈
〈
(−a1b1,0h1,0,−h2,0h1,0),
( h1,0 0
0 h1,0
)
,
( a0
0
)〉
,
(11) −a1b2,0h1,2h1,0 ∈
〈
(a0b2,0h1,2,−h2,1h1,2),
( h1,0 0
0 h1,0
)
,
( h1,0
0
)〉
,
(12) − 12a1b2,0h2,0h1,0 ∈
〈
(a0b2,0h1,1,−h2,1h1,1),
( h1,0 0
0 h1,0
)
,
( h1,0 0
0 h1,0
)
,
( h1,0
0
)〉
.
Furthermore in the E2-term of the Adams spectral sequence Exts,tA∗(Z/p,Z/p), the following Massey products are
defined and
gi ∈ 〈hi+1, hi, hi〉, −ki ∈ 〈hi, hi+1, hi+1〉,
−h2,igi+1 ∈ 〈gi+1, hi+1, hi〉, −h3,ihi+2hi ∈ 〈ki+1, hi, hi〉,
−a1g0 ∈ 〈g0, h0, a0〉, −12h3,igi ∈ 〈gi+1, hi, hi, hi〉,
−1
2
h3,iki+1 ∈ 〈ki, hi+2, hi+2, hi+2〉, −2a1h0hn ∈ 〈h0, a0, h0hn〉.
Proof. All of the defining systems for the matrix Massey products (1)–(12) in May E2-term are constructed directly
from the first May differential formulae (2.3) and the relations (2.4) in May E1-term. Here we leave the detailed
computations to the readers.
We see the Massey products in Exts,tA∗(Z/p,Z/p) from (l)–(8) and Lemma 4.4 by showing that all the correspond-
ing conditions (A) hold. 
Lemma 5.2. In the E2p-term of the May spectral sequence, the following matrix Massey products are defined and
(1) −a0b2,i−1h1,i ∈
〈
(a0b1,i , h1,i+1),
( h1,i 0
a0b1,i−1 h1,i
)
,
( h1,i
a0b1,i−1
)〉
,
(2) a0b2,i−1h1,i+1 ∈
〈
(a0b1,i−1, h1,i ),
( h1,i+1 0
a0b1,i h1,i+1
)
,
( h1,i+1
a0b1,i
)〉
.
Proof. We prove the lemma by constructing the defining systems one by one.
(1) For the Massey product 〈(a0b1,i , h1,i+1),
( h1,i 0
a0b1,i−1 h1,i
)
,
( h1,i
a0b1,i−1
)〉, let
A0,1 = (a0b1,i , h1,i+1), A1,2 =
(
h1,i 0
a0b1,i−1 h1,i
)
, A2,3 =
(
h1,i
a0b1,i−1
)
.
Then
A˜0,2 = (−a0b1,ih1,i + h1,i+1a0b1,i−1, h1,i+1h1,i )
= (−a0b1,ih1,i + a0h1,i+1b1,i−1,0) ∈
(
E
4,q(pi+pi+1)+1,p+2
2p−1 ,E
2,q(pi+pi+1),2
2p−1
)
,
A˜1,3 =
(
h1,ih1,i
−a0b1,i−1h1,i + h1,ia0b1,i−1
)
=
(
0
0
)
∈
(
E
2,2qpi ,2
2p−1
E
4,2qpi+1,p+2
2p−1
)
.
From d2p−1(b2,i−1) = −b1,ih1,i + h1,i+1b1,i−1 (cf. (2.5) or [5], Lemma 3.1), let
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(
E
3,q(pi+pi+1)+1,3p+1
2p−1 ,E
1,q(pi+pi+1),2p+1
2p−1
)
,
A1,3 =
(
0
0
)
∈
(
E
1,2qpi ,2p+1
2p−1
E
3,2qpi+1,3p+1
2p−1
)
.
Then A˜0,3 = A0,2A2,3 +A0,1A1,3 = −a0b2,i−1h1,i .
(2) For the Massey product 〈(a0b1,i−1, h1,i ),
( h1,i+1 0
a0b1,i h1,i+1
)
,
( h1,i+1
a0b1,i
)〉, let
A0,1 = (a0b1,i−1, h1,i ), A1,2 =
(
h1,i+1 0
a0b1,i h1,i+1
)
, A2,3 =
(
h1,i+1
a0b1,i
)
.
Then
A˜0,2 = (−a0b1,i−1h1,i+1 + h1,ia0b1,i , h1,ih1,i+1)
= (a0b1,ih1,i − a0h1,i+1b1,i−1,0) ∈
(
E
4,q(pi+pi+1)+1,p+2
2p−1 ,E
2,q(pi+pi+1),2
2p−1
)
,
A˜1,3 =
(
h1,i+1h1,i+1
−a0b1,ih1,i+1 + h1,i+1a0b1,i
)
=
(
0
0
)
∈
(
E
2,2qpi+1,2
2p−1
E
4,2qpi+1+1,p+2
2p−1
)
.
Similarly one can construct
A0,2 = (−a0b2,i−1,0) ∈
(
E
3,q(pi+pi+1)+1,3p+1
2p−1 ,E
1,q(pi+pi+1),2p+1
2p−1
)
,
A1,3 =
(
0
0
)
∈
(
E
1,2qpi+1,2p+1
2p−1
E
3,2qpi+1+1,3p+1
2p−1
)
such that d2p−1(A0,2) = A0,1A1,2 = A˜0,2 and d2p−1(A1,3) = A1,2A2,3 = A˜1,3. Thus A˜0,3 = a0b2,i−1h1,i+1. The
lemma follows. 
Proposition 5.3. In the Adams spectral sequence, we have the following Adams differentials:
(1) d2(gi) = a0b2i−1hi for i > 0, (2) d2(g0) = −a1h0b0,
(3) d2(ki) = a0b2i−1hi+1 for i > 0, (4) d2(a1g0) = −a21h0b0,
(5) d2(h3,0h2h0) = −a1b2,0h2h0, (6) d2(h3,0g0) = −a1b2,0g0.
Proof. Notice that gi ∈ 〈hi+1, hi, hi〉,−ki ∈ 〈hi, hi+1, hi+1〉 for i  0 and d2(hi) = a0bi−1 for i  1. Then by
Lemma 1.4, the following triple matrix Massey products are strictly defined and contain the elements which are
−d2(gi) and d2(ki), respectively:
−d2(gi) ∈
〈
(a0bi, hi+1),
(
hi 0
a0bi−1 hi
)
,
(
hi
a0bi−1
)〉
, (5.3.1)
d2(ki) ∈
〈
(a0bi−1, hi),
(
hi+1 0
a0bi hi+1
)
,
(
hi+1
a0bi
)〉
. (5.3.3)
From Lemma 5.2, we know that the following matrix Massey products are defined in May E2p-term:
−a0b2,i−1h1,i ∈
〈
(a0b1,i , h1,i+1),
(
h1,i 0
a0b1,i−1 h1,i
)
,
(
h1,i
a0b1,i−1
)〉
,
a0b2,i−1h1,i+1 ∈
〈
(a0b1,i−1, h1,i ),
(
h1,i+1 0
a0b1,i h1,i+1
)
,
(
h1,i+1
a0b1,i
)〉
.
Then we see that −a0b2,i−1h1,i and a0b2,i−1h1,i+1 are infinite cycles in the matrix Massey products (5.3.1) and (5.3.3)
by showing that the corresponding conditions (B) of Lemma 4.5 hold.
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i+pi+1)+1,3p+2
1 and a0b2,i−1h1,i+1 ∈ E4,q(p
i+2pi+1)+1,3p+2
1 . An easy
computation shows that E3,q(2p
i+pi+1)+1,M
1 = 0 except for M = 5, E3,q(p
i+2pi+1)+1,M
1 = 0 except for M = 5, where
E
3,q(2pi+pi+1)+1,5
1 = Z/p{a0h2,ih1,i} and E3,q(p
i+2pi+1)+1,5
1 = Z/p{a0h2,ih1,i+1}.
Thus −a0b2,i−1h1,i and a0b2,i−1h1,i+1 are not boundaries in the MSS, and then they converge to non-trivial homology
classes say −a0b2,i−1hi and a0b2,i−1hi+1, respectively.
Now both −d2(gi) and −a0b2,i−1hi are contained in the matrix Massey product (5.3.1), d(ki) and a0b2,i−1hi+1 are
contained in the matrix Massey product (5.3.3). Then we see that d2(gi) = a0b2,i−1hi , d2(ki) = a0b2,i−1hi+1 if the
indeterminacies of the matrix Massey products are zero. This is done by showing that the corresponding conditions (C)
of Lemma 4.6 hold.
In a similar way one can prove that
(2) d2(g0) = −a1h0b0, (5) d2(h3,0h2h0) = −a1b2,0h2h0,
(6) d2(h3,0g0) = −a1b2,0g0
from g0 ∈ 〈h1, h0, h0〉,−h3,0h2h0 ∈ 〈k1, h0, h0〉,− 12h3,0g0 ∈ 〈g1, h0, h0, h0〉 and (9), (11), (12) of Lemma 5.1. Then
from −a1g0 ∈ 〈g0, h0, a0〉d2(g0) = −a1h0b0 and (10) of Lemma 5.1, we get the fourth d2(a1g0) = −a21h0b0. 
6. Some matrix Massey products in Exts,tA∗(Z/p,Z/p)
In this section we will compute the matrix Massey products〈
(a0b2,ihi+1,−gi+1),
(
hi 0
a0bi−1 hi
)
,
(
hi 0
a0bi−1 hi
)
,
(
hi
a0bi−1
)〉
. (6.01)〈
(a0b2,i−1hi+1,−ki),
(
hi+2 0
a0bi+1 hi+2
)
,
(
hi+2 0
a0bi+1 hi+2
)
,
(
hi+2
a0bi+1
)〉
. (6.02)〈
(a0b2,ihi+1,−gi+1),
(
hi+1 0
a0bi hi+1
)
,
(
hi
a0bi−1
)〉
. (6.03)〈
(a0b2,ihi+2,−ki+1),
(
hi 0
a0bi−1 hi
)
,
(
hi
a0bi−1
)〉
. (6.04)
Then from
−1
2
h3,igi ∈ 〈gi+1, hi, hi, hi〉, −12h3,iki ∈ 〈ki, hi+2, hi+2, hi+2〉,
−h2,igi+1 ∈ 〈gi+1, hi+1, hi〉, −h3,ihi+2hi ∈ 〈ki+1, hi, hi〉,
and d(gi) = a0b2,i−1hi, d2(ki) = a0b2,i−1hi+1 we get the secondary Adams differentials h2,igi+1, h3,ihi+2hi, h3,igi
and h3,iki+1 for i > 0. Unfortunately because of the May filtration, the MSS representative systems of matrices
corresponding to matrix Massey products (6.01)–(6.04) are not multipliable. Thus we have to work them out in the
filtered cobar complex Cs,t,M(A∗).
Lemma 6.1. In the filtered cobar complex C2,∗,3p+1(A∗) there is the chain (b˜2,i ) ·Δ(ξp
j
1 ) such that
d
(
(b˜2,i ) ·Δ(ξp
j
1 )
)≡ [b˜2,i |ξpj1 ]− [ξpj1 |b˜2,i] mod F 3,∗,p+2.
Proof. Let xi, ui ∈ P [ξ1ξ2, . . .] be two elements in the sub-Hopf algebra of A∗. In the filtered cobar complex denote([x1|x2| . . . |xn]) · ([u1|u2| . . . |un])= [x1 · u1|x2 · u2| . . . |xn · un].
Suppose that
Δ(x) = x ⊗ 1 + 1 ⊗ x +
∑
x′ ⊗ x′′,
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From its definition, we see that d(x) =∑[x′|x′′] and from
Δ
(
x · ξpj1
)= (x ⊗ 1 + 1 ⊗ x +∑(x′ ⊗ x′′)) · (ξpj1 ⊗ 1 + 1 ⊗ ξpj1 )
= xξpj1 ⊗ 1 + 1 ⊗ xξp
j
1 + x ⊗ ξp
j
1 + ξp
j
1 ⊗ x +
∑
x′ξp
j
1 ⊗ x′′ +
∑
x′ ⊗ x′′ξpj1
we know that
d
(
x · ξpj1
)= [x|ξpj1 ]+ [ξpj1 |x]+∑[x′ · ξpj1 |x′′]+∑[x′|x′′ · ξpj1 ]
= [x|ξpj1 ]+ [ξpj1 |x]+ d(x) ·Δ(ξpj1 ).
Thus
d
(([x|y]) ·Δ(ξpj1 ))= d([x · ξpj1 |y]+ [x|y · ξpj1 ])
= [d(x · ξpj1 )|y]− [x · ξpj1 |d(y)]+ [d(x)|y · ξpj1 ]− [x|d(y · ξpj1 )]
= [x|y|ξpj1 ]+ [x|ξpj1 |y]+ ([d(x)|y]) · ([Δ(ξpj1 )|1])− ([x|d(y)]) · ([ξpj1 |1|1])
+ ([d(x)|y]) · ([1|1|ξpj1 ])− [x|ξpj1 |y]− [ξpj1 |x|y]− ([x|d(y)]) · ([1|Δ(ξpj1 )]).
Notice that [Δ(ξpj1 )|1] + [1|1|ξp
j
1 ] = [1|Δ(ξp
j
1 )] + [ξp
j
1 |1|1] = Δ2(ξp
j
1 ). We see that
d
(([x|y|]) ·Δ(ξpj1 ))= [x|y|ξpj1 ]− [ξpj1 |x|y]+ (d([x|y])) ·Δ2(ξpj1 ). (6.1)
Let b˜2,i =∑[x|y] and (b˜2,i ) ·Δ(ξpj1 ) =∑([x|y]) ·Δ(ξpj1 ). Then from (6.1) we see that
d
(
(b˜2,i ) ·Δ
(
ξ
pj
1
))= [b˜2,i |ξpj1 ]− [ξpj1 |b˜2,i]+ (d(b˜2,i )) ·Δ2(ξpj1 ).
Notice from (2.5) that d(b˜2,i ) = −[b˜1,i+1|ξp
i+1
1 ] + [ξp
i+2
1 |b˜1,i]. Thus all the generators in (d(b˜2,i )) · Δ2(ξp
j
1 ) have
May filtration  p + 2. The lemma follows. 
Lemma 6.3. In the filtered cobar complex C3,q(pi+pi+1+2pi+2)(A∗), there is the chain b˜3,i−1h˜1,i+2 which is sent to
b3,i−1h1,i+2 ∈ E3,∗,5p+11 and modF 4,q(p
i+pi+1+2pi+2),p+3
d(b˜3,i−1h˜1,i+2) ≡
[
b˜2,i |ξp
i+2
1 |ξp
i
1
]− [ξpi+12 |b˜1,i+1|ξpi1 ]+ [ξpi+12 |ξpi+21 |b˜1,i−1].
Proof. From (2.5) we compute that
d
([
b˜3,i−1|ξp
i+2
1
])= −[b˜2,i |ξpi1 |ξpi+21 ]1 − [b˜1,i+1|ξpi2 |ξpi+21 ]4
+ [ξpi+12 |b˜1,i−1|ξpi+21 ]+ [ξpi+21 |b˜2,i−1|ξpi+21 ]2,
d
(−[ξpi3 |b˜1,i+1])= −[ξpi+12 |ξpi1 |b˜1,i+1]− [ξpi+21 |ξpi2 |b˜1,i+1]5.
From d(b˜2,i−1) = −[b˜1,i |ξp
i
1 ] + [ξp
i+1
1 |b˜1,i−1] and Lemma 6.1, we compute that modF 4,q(p
i+pi+1+2pi+2),p+3
d
([
b˜2,i |ξp
i
1 · ξp
i+2
1
])≡ [b˜2,i |ξpi1 |ξpi+21 ]1 + [b˜2,i |ξpi+21 |ξpi1 ],
d
(−[(b˜2,i−1) ·Δ(ξpi+21 )|ξpi+21 ])≡ [b˜2,i−1|ξpi+21 |ξpi+21 ]3 − [ξpi+21 |b˜2,i−1|ξpi+21 ]2,
d
([
−1 b˜2,i−1|ξ2p
i+2
1
])
≡ −[b˜2,i−1|ξpi+21 |ξpi+22 ]3.2
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modF 4,q(pi+pi+1+2pi+2),p+3
d(u) ≡ [b˜1,i+1|ξpi2 |ξpi+21 ]4 + [ξpi+21 |ξpi2 |b˜1,i+1]5.
Sum them up, we get the chain b˜3,i−1h˜1,i+2 as desired from
h2,i+1h1,ib1,i+1 = h2,i+1b1,i+1h1,i and h2,i+1b1,i−1h1,i+2 = h2,i+1h1,i+2b1,i−1.
Here sum of the underlined terms with the same subscript are zero. 
Lemma 6.4. There are the chains b˜3,i−1h˜+1,i+1 and b˜3,i−1h˜
−
1,i+1 such that
b˜3,i−1h˜+1,i+1 ≡
[
b˜3,i−1|ξp
i+1
1
]+ ([b˜2,i |ξpi2 ]− [ξpi+12 |b˜2,i−1]),
b˜3,i−1h˜−1,i+1 ≡
[
b˜3,i−1|ξp
i+1
1
]− ([b˜2,i |ξpi2 ]− [ξpi+12 |b˜2,i−1])
mod F 3,q(pi+2pi+1+pi+2),3p+2and mod F 4,q(pi+2pi+1+pi+2),p+3
d
(
b˜3,i−1h˜+1,i+1
)≡ 2([b˜2,i |ξpi+11 |ξpi1 ]1.1 − [ξpi+12 |b˜1,i |ξpi1 ]1.2 + [ξpi+12 |ξpi+11 |b˜1,i−1]1.3),
d(b˜3,i−1h˜−1,i+1) ≡ −2
([
b˜2,i−1|ξp
i+1
1 |ξp
i+2
1
]
2.1
− [ξpi2 |b˜1,i |ξpi+21 ]2.2 + [ξpi2 |ξpi+11 |b˜1,i+1]2.3).
Proof. From (2.5), we compute that
d
([
b˜3,i−1|ξp
i+1
1
])= −[b˜2,i |ξpi1 |ξpi+11 ]− [b˜1,i+1|ξpi2 |ξpi+11 ]
+ [ξpi+12 |b˜1,i−1|ξpi+11 ]+ [ξpi+21 |b˜2,i−1|ξpi+11 ],
d
(−[ξpi3 |b˜1,i])= [ξpi+12 |ξpi1 |b˜1,i]− [ξpi+21 |ξpi2 |b˜1,i] and
d
([
b˜2,i |ξp
i
2
])= [b˜2,i |ξpi+11 |ξpi1 ]− [b˜1,i+1|ξpi+11 |ξpi2 ]+ [ξpi+21 |b˜1,i |ξpi2 ],
d
(−[ξpi+12 |b˜2,i−1])= −[ξpi+21 |ξpi+11 |b˜2,i−1]− [ξpi+12 |b˜1,i |ξpi1 ]+ [ξpi+12 |ξpi+11 |b˜1,i−1].
Similar to the proof of Lemma 6.3, we have
d
([
b˜3,i−1|ξp
i+1
1
]− [ξpi3 |b˜1,i]+ · · ·)
≡ ([b˜2,i |ξpi+11 |ξpi1 ]1.1 − [ξpi+12 |b˜1,i |ξpi1 ]1.2 + [ξpi+12 |ξpi+11 |b˜1,i−1]1.3)
− ([b˜2,i−1|ξpi+11 |ξpi+21 ]2.1 − [ξpi2 |b˜1,i |ξpi+21 ]2.2 + [ξpi2 |ξpi+11 |b˜1,i+1]2.3),
d
([
b˜2,i |ξp
i
2
]− [ξpi+12 |b˜2,i−1]+ · · ·)
≡ ([b˜2,i |ξpi+11 |ξpi1 ]1.1 − [ξpi+12 |b˜1,i |ξpi1 ]1.2 + [ξpi+12 |ξpi+11 |b˜1,i−1]1.3)
+ ([b˜2,i−1|ξpi+11 |ξpi+21 ]2.1 − [ξpi2 |b˜1,i |ξpi+21 ]2.2 + [ξpi2 |ξpi+11 |b˜1,i+1]2.3)
modF 4,q(pi+2pi+1+pi+2),p+3. Thus we get the chains
b˜3,i−1h˜+1,i+1 =
([
b˜3,i−1|ξp
i+1
1
]− [ξpi3 |b˜1,i])+ ([b˜2,i |ξpi2 ]− [ξpi+12 |b˜2,i−1])+ · · · ,
b˜3,i−1h˜−1,i+1 =
([
b˜3,i−1|ξp
i+1
1
]− [ξpi3 |b˜1,i]− ([b˜2,i |ξpi2 ]− [ξpi+12 |b˜2,i−1])+ · · ·
as desired. 
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(1) 12a0b3,i−1gi ∈
〈
(a0b2,ihi+1,−gi+1),
( hi 0
a0bi−1 hi
)
,
( hi 0
a0bi−1 hi
)
,
( hi
a0bi−1
)〉
.
(2) 12a0b3,i−1ki+1 ∈
〈
(a0b2,i−1hi+1,−ki),
( hi+2 0
a0bi+1 hi+2
)
,
( hi+2 0
a0bi+1 hi+2
)
,
( hi+2
a0bi+1
)〉
.
(3) a0b2,i−1gi+1 − a0b2,iki ∈
〈
(a0b2,ihi+1,−gi+1),
( hi+1 0
a0bi hi+1
)
,
( hi
a0bi−1
)〉
.
(4) a0b3,i−1hi+2hi ∈
〈
(a0b2,ihi+2,−ki+1),
( hi 0
a0bi−1 hi
)
,
( hi
a0bi−1
)〉
.
Proof. We prove the proposition by constructing the defining systems one by one.
(1) For the Massey product〈
(a0b2,ihi+1,−gi+1),
(
hi 0
a0bi−1 hi
)
,
(
hi 0
a0bi−1 hi
)
,
(
hi
a0bi−1
)〉
,
set
A0,1 =
([τ0|b˜2,i h˜i+1],−g˜i+1), A1,2 =
( [ξpi1 ] 0
[τ0|b˜1,i−1] [ξp
i
1 ]
)
,
A2,3 =
( [ξpi1 ] 0
[τ0|b˜1,i−1] [ξp
i
1 ]
)
, and A3,4 =
(
[ξpi1 ]
[τ0|b˜1,i−1]
)
from Lemma 2.10. Thus mod (F 5,q(pi+2pi+1+pi+2)+1,p+4,F 3,q(pi+2pi+1+pi+2),4),
A˜0,2 =
([
τ0|b˜2,i h˜i+1|ξp
i
1
]+ [g˜i+1|τ0|b˜1,i−1], [g˜i+1|ξpi1 ])
≡ ([τ0|b˜2,i |ξpi+11 |ξpi1 ]− [τ0|ξpi+12 |b˜1,i |ξpi1 ]+ [ξpi+12 |ξpi+11 |τ0|b˜1,i−1], [ξpi+12 |ξpi+11 |ξpi1 ])
and
A˜1,3 =
( [ξpi1 |ξpi1 ] 0
−[τ0|b˜1,i−1|ξp
i
1 ] + [ξp
i
1 |τ0|b˜1,i−1] [ξp
i
1 |ξp
i
1 ]
)
,
A˜2,4 =
( [ξpi1 |ξpi1 ]
−[τ0|b˜1,i−1|ξp
i
1 ] + [ξp
i
1 |τ0|b˜1,i−1]
)
.
From Lemma 6.4, one can construct the chain 12 a˜0b˜3,i−1h˜
+
1,i+1 = 12 [τ0|b˜3,i−1h˜+1,i+1] + · · · such that
d
(
1
2
a˜0b˜3,i−1h˜+1,i+1
)
≡ [τ0|b˜2,i |ξpi+11 |ξpi1 ]− [τ0|ξpi+12 |b˜1,i |ξpi1 ]+ [ξpi+12 |ξpi+11 |τ0|b˜1,i−1]
≡ [τ0|b˜2,i h˜i+1|ξpi1 ]+ [g˜i+1|τ0|b˜1,i−1] mod F 5,q(pi+2pi+1+pi+2)+1,p+4.
Let d( 12 a˜0b˜3,i−1h˜
+
1,i+1) = [τ0|b˜2,i h˜i+1|ξp
i
1 ] + [g˜i+1|τ0|b˜1,i−1] − x˜1. Then x˜1 is a cycle of May filtration p + 4. An
easy computation shows that E5,q(p
i+2pi+1+pi+2)+1,k
1 = 0 for all k  p + 4. Then by Lemma 2.9, we have a chain
x¯1 ∈ F 4,q(pi+2pi+1+pi+2)+1,p+4 such that d(x¯1) = x˜1 and then
d
(
1
2
a˜0b˜3,i−1h˜+1,i+1 + x¯1
)
= [τ0|b˜2,i h˜i+1|ξpi1 ]+ [g˜i+1|τ0|b˜1,i−1]. (6.5.1)
In the MSS we have the first May differential formula d1(− 12 (h3,ih1,i+1 + h2,i+1h2,i )) = h2,i+1h1,i+1h1,i . Thus
there is a chain in the cobar complex
−1 (h˜3,i h˜1,i+1 + h˜2,i+1h˜2,i ) = −1
([
ξ
pi
3 |ξp
i+1
1
]+ [ξpi+12 |ξpi2 ])+ · · ·2 2
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d
(
−1
2
(h˜3,i h˜1,i+1 + h˜2,i+1h˜2,i )
)
≡ [ξpi+12 |ξpi+11 |ξpi1 ]≡ [g˜i+1|ξpi1 ].
Similarly from E3,q(p
i+2pi+1+pi+2),k
1 for all k  4, we get the chain y¯ ∈ F 2,∗,4 such that
d
(
−1
2
(h˜3,i h˜1,i+1 + h˜2,i+1h˜2,i + y¯)
)
= [g˜i+1|ξpi1 ]. (6.5.2)
Notice that −a0b1,i−1hi,1 + hi,1a0b1,i−1 = 0. We have the chain u¯i ∈ F 3,2qpi+1,p+2 such that d(u¯i) ≡
−[τ0|b˜1,i−1|ξp
i
1 ] + [ξp
i
1 |τ0|b˜1,i−1] mod F 4,2qp
i+1,pi+1
. Then from E4,2qp
i+1,k
1 = 0 for all k  p + 1, we get the
chain v¯i = u¯i + · · · such that
d(v¯i) = −
[
τ0|b˜1,i−1|ξp
i
1
]+ [ξpi1 |τ0|b˜1,i−1]. (6.5.3)
From the discussion above, we get
A0,2 =
(
1
2
a˜0b˜3,i−1h˜+1,i+1 + x¯1,−
1
2
(h˜3,i h˜1,i+1 + h˜2,i+1h˜2,i )+ y¯
)
,
A1,3 =
( 1
2 [ξ2p
i
1 ] 0
v¯i
1
2 [ξ2p
i
1 ]
)
∈
(
F 1,2qp
i ,2 F−1,2qp
i−1,∗
F 3,2qp
i+1,p+2 F 1,2qpi ,2
)
,
A2,4 =
( 1
2 [ξ2p
i
1 ]
v¯i
)
∈
(
F 1,2qp
i ,2
F 3,2qp
i+1,pi+2
)
such that d(A0,2) = A˜0,2, d(A1,3) = A˜1,3 and d(A2,4) = A˜2,4, where from the context, the entry 0 of A1,3 is known
to be in C−1,2qpi−1(A∗).
From Lemma 6.4, we see that
A˜0,3 =
(
1
2
([
τ0|b˜3,i−1|ξp
i+1
1 |ξp
i
1
]+ [τ0|b˜2,i |ξpi2 |ξpi1 ]− [τ0|ξpi+12 |b˜2,i−1|ξpi1 ]),
1
2
([
ξ
pi
3 |ξp
i+1
1 |ξp
i
1
]+ [ξpi+12 |ξpi2 |ξpi1 ])) mod (F 5,q(2pi+2pi+1+pi+2)+1,3p+4,F 3,q(2pi+2pi+1+pi+2),6)
and
A˜1,4 =
( 1
2 ([ξ2p
i
1 |ξp
i
1 ] + [ξp
i
1 |ξ2p
i
1 ])
−[v¯i |ξp
i
1 ] + [ξ2p
i
1 |τ0|b˜1,i−1] − [τ0|b˜1,i−1|ξ2p
i
1 ] + [ξp
i
1 |v¯i]
)
∈
(
F 2,3qp
i ,3
F 4,3qp
i+1,p+3
)
.
From
d
([
τ0|b˜3,i−1|ξp
i
2
])≡ [τ0|b˜3,i−1|ξpi+11 |ξpi1 ]− [τ0|b˜2,i |ξpi1 |ξpi2 ]+ [τ0|ξpi+21 |b˜2,i−1|ξpi2 ],
d
(−[τ0|ξpi3 |b˜2,i−1])≡ −[τ0|ξpi+12 |ξpi1 |b˜2,i−1]− [τ0|ξpi+21 |ξpi2 |b˜2,i−1] mod F 5,q(2pi+2pi+1+pi+2)+1,3p+4
and in May E1-term d1(−h3,ih2,i ) = h3,ih1,i+1h1,i + h2,i+1h2,ih1,i , one can construct
A0,3 =
(
1
2
a˜0b˜3,i−1h˜2,i ,−12 h˜3,i h˜2,i
)
∈ (F 4,q(2pi+2pi+1+pi+2)+1,5p+4,F 2,∗,8),
such that d(A0,3) = A˜0,3, where
1
2
a˜0b˜3,i−1h˜2,i = 12
([
τ0|b˜3,i−1|ξp
i
2
]− [τ0|ξpi3 |b˜2,i−1])+ · · · ,
−1 h˜3,i h˜2,i = −1
[
ξ
pi
3 |ξp
i
2 |
]+ · · · .2 2
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i
1 ]+ [ξ2p
i
1 |τ0|b˜1,i−1]− [τ0|b˜1,i−1|ξ2p
i
1 ]+ [ξp
i
1 |v¯i] ∈ F 4,3qp
i+1,p+3 is a cycle. But E4,3qp
i+1,M
1 = 0
for all M . Then there is the chain w¯i ∈ F 3,3qpi+1,p+3 such that
d(w¯i) = −
[
v¯i |ξp
i
1
]+ 1
2
[
ξ
2pi
1 |τ0|b˜1,i−1
]− 1
2
[
τ0|b˜1,i−1|ξ2p
i
1
]+ [ξpi1 |v¯i]. (6.5.4)
Let A1,4 =
( 1
6 [ξ3p
i
1 ]
w¯i
)
, we have d(A1.4) = A˜1,4.
From the computation above we get
A˜0,4 ≡ 12
[
τ0|b˜3,i−1|ξp
i
2 |ξp
i
1
]
mod F 5,q(3pi+2pi+1+pi+2)+1,5p+4
which represents 12a0b3,i−1h2,ih1,i May E1-term. It is easy to see that a0b3,i−1h2,ih1,i is not a boundary in the MSS.
Denote that a0b3,i−1h2,ih1,i converges to the homology class a0b3,i−1gi , we get the first matrix Massey product.
(2) For the Massey product〈
(a0b2,i−1hi+1,−ki),
(
hi+2 0
a0bi+1 hi+2
)
,
(
hi+2 0
a0bi+1 hi+2
)
,
(
hi+2
a0bi+1
)〉
,
set
A0,1 =
([τ0|b˜2,i−1h˜i+1],−k˜i), A1,2 =
(
ξ
pi+2
1 0
[τ0|b˜1,i+1] ξp
i+2
1
)
,
A2,3 =
(
ξ
pi+2
1 0
[τ0|b˜1,i+1] ξp
i+2
1
)
, and A3,4 =
(
ξ
pi+2
1
[τ0|b˜1,i+1]
)
.
Then
A˜0,2 ≡
([
τ0|b˜2,i−1|ξp
i+1
1 |ξp
i+2
1
]− [τ0|ξpi2 |b˜1,i |ξpi+21 ]+ [ξpi2 |ξpi+11 |τ0|b˜1,i+1],[
ξ
pi
2 |ξp
i+1
1 |ξp
i+2
1
])
mod
(
F 5,q(p
i+2pi+1+pi+2)+1,p+4,F 3,q(pi+2pi+1+pi+2),4
)
,
A˜1,3 =
( [ξpi+21 |ξpi+21 ] 0
−[τ0|b˜1,i+1|ξp
i+2
1 ] + [ξp
i+2
1 |τ0|b˜1,i+1] [ξp
i+2
1 |ξp
i+2
1 ]
)
, and
A˜2,4 =
( [ξpi+21 |ξpi+21 ]
−[τ0|b˜1,i+1|ξp
i+2
1 ] + [ξp
i+2
1 |τ0|b˜1,i+1]
)
.
Similar to (1), one could construct A0,2, A1,3 and A2,4 from Lemma 6.4 and (6.5.3) as:
A0,2 =
(
−1
2
a˜0b˜3,i−1h˜−1,i+1,−
1
2
(h˜3,i h˜1,i+1 − h˜2,i+1h˜2,i )
)
,
A1,3 =
( 1
2 [ξ2p
i+2
1 ] 0
v¯i+2 12 [ξ2p
i+2
1 ]
)
, A2,4 =
( 1
2 [ξ2p
i+2
1 ]
v¯i+2
)
, where
−1
2
a˜0b˜3,i−1h˜−1,i+1 = −
1
2
[τ0|b˜3,i−1h˜−1,i+1] + · · ·
(cf. Lemma 6.4) and
−1
2
(h˜3,i h˜1,i+1 − h˜2,i+1h˜2,i ) = −12
([
ξ
pi
3 |ξp
i+1
1
]− [ξpi+12 |ξpi2 ])+ · · · .
Then from
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(
− 1
2
([
τ0|b˜3,i−1|ξp
i+1
1 |ξp
i+2
1
]− [τ0|b˜2,i |ξpi2 |ξpi+21 ]+ [τ0|ξpi+12 |b˜2,i−1|ξpi+21 ]),
1
2
([
ξ
pi
3 |ξp
i+1
1 |ξp
i+2
1
]− [ξpi+12 |ξpi2 |ξpi+21 ]))mod (F 5,q(pi+2pi+1+2pi+2)+1,3p+4,F 3,q(pi+2pi+1+2pi+2),6),
A˜1,4 =
( 1
2 ([ξ2p
i+2
1 |ξp
i+2
1 ] + [ξp
i+2
1 |ξ2p
i+2
1 ])
−[v¯i+2|ξp
i+2
1 ] + 12 [ξ2p
i+2
1 |τ0|b˜1,i+1] − 12 [τ0|b˜1,i+1|ξ2p
i+2
1 ] + [ξp
i+2
1 |v¯i+2]
)
one can construct A0,3 and A1,4 as:
A0,3 =
(
1
2
[
τ0|b˜3,i−1|ξp
i+1
2
]+ · · · , 1
2
[
ξ
pi
3 |ξp
i+1
2
]+ · · ·), A˜1,4 = ( 16 [ξ3pi+21 ]
w¯i+2
)
,
where w¯i+2 is given in (6.5.4).
Thus A˜0,4 = 12 [τ0|b˜3,i−1|ξp
i+1
2 |ξp
i+2
1 ] mod F 5,q(p
i+2pi+1+3pi+2)+1,5p+4
, which represents 12a0b3,i−1h2,i+1h1,i+2 ∈
E
5,q(pi+2pi+1+3pi+2)+1,5p+5
1 in May E1-term.
Similarly one can prove that 12a0b3,i−1h2,i+1h1,i+2 is not a boundary in the MSS. Denote that
1
2a0b3,i−1h2,i+1h1,i+2
converges to the homology class 12a0b3,i−1ki+1, we get the second of the proposition.
(3) For the Massey product 〈(a0b2,ihi+1,−gi+1),
( hi+1 0
a0bi hi+1
)
,
( hi
a0bi−1
)〉, set
A0,1 =
([τ0|b˜2,i−1h˜i+1],−g˜i+1), A1,2 =
( [ξpi+11 ] 0
[τ0|b˜1,i] [ξp
i+1
1 ]
)
, A2,3 =
(
[ξpi1 ]
[τ0|b˜1,i−1]
)
.
Similarly we construct the defining system as:
A0,2 =
(
1
2
[
τ0|b˜2,i |ξ2p
i+1
1
]+ x¯,−1
2
[
ξ
pi+1
2 |ξ2p
i+1
1
]+ y¯),
A1,3 =
( [ξpi2 ]
[τ0|b2,i−1] + v¯
)
,
where x¯ ∈ F 4,∗,p+5, y¯ ∈ F 2,∗,4 and v¯ ∈ F 3,∗,p+2. Then
A˜0,3 ≡
[
τ0|b˜2,i |ξp
i+1
1 |ξp
i
2
]+ [ξpi+12 |ξpi+11 |τ0|b˜2,i−1] mod F 5,q(pi+3pi+1+pi+2)+1,3p+4
which is sent to a0b2,i−1h2,i+1h1,i+1 − a0b2,ih2,ih1,i+1 of May E1-term.
It is easy to see that the infinite cycle a0b2,i−1h2,i+1h1,i+1 − a0b2,ih2,ih1,i+1 is not a boundary in the MSS. Then
it converges to a homology class a0b2,i−1gi+1 − a0b2,iki . The third one follows.
(4) For the Massey product 〈(a0b2,ihi+2,−ki+1),
( hi 0
a0bi−1 hi
)
,
( hi
a0bi−1
)〉, set
A0,1 =
([τ0|b˜2,i h˜i+2],−k˜i+1), A1,2 =
( [ξpi1 ] 0
[τ0|b˜1,i−1] ξp
i
1
)
, and
A2,3 =
(
[ξpi1 ]
[τ0|b˜1,i−1]
)
.
Then from Lemma 2.10 we see that
A˜0,2 ≡
([
τ0|b˜2,i |ξp
i+2
1 |ξp
i
1
]− [τ0|ξpi+12 |b˜1,i+1|ξpi1 ]+ [ξpi+12 |ξpi+21 |τ0|b˜1,i−1],[
ξ
pi+1
2 |ξp
i+2
1 |ξp
i
1
])
mod
(
F 5,q(p
i+pi+1+2pi+2)+1,p+4,F 3,q(pi+pi+1+2pi+2),4
)
,
A˜1,3 =
( [ξpi1 |ξpi1 ]
˜ pi pi
)
∈
(
F 2,2qp
i ,2
F 4,2qp
i+1,p+2
)
.−[τ0|b1,i−1|ξ1 ] + [ξ1 |τ0|b1,i−1]
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A0,2 = (a˜0b˜3,i−1h˜1,i+2,−h˜3,i h˜1,i+2), A1,3 =
(
1
2 [ξ2p
i
1 ]
v¯i
)
,
where a˜0b˜3,i−1h˜1,i+2 = [τ0|b˜3,i−1h˜1,i+2] + · · · (cf. Lemma 6.3) and −h˜3,i h˜1,i+2 = −[ξp
i
3 |ξp
i+2
1 ] + · · · . Thus
A˜0,3 ≡
[
τ0|b˜3,i−1|ξp
i+2
1 |ξp
i
1
]
mod F 5,q(2pi+pi+1+2pi+2)+1,5p+2
which is sent to a0b3,i−1h1,i+2h1,i ∈ E5,q(2p
i+pi+1+2pi+2)+1,5p+2
1 .
Notice that a0b3,i−1h1,i+2h1,i is not a boundary in the May spectral sequence. We get the fourth. 
Proposition 6.6. In the Adams spectral sequence we have the following secondary differentials:
d2(h2 igi+1) = a0b2 i−1gi+1 − a0b2 iki , d2(h3 ihi+2hi) = a0b3 i−1hi+2hi,
d2(h3 igi) = a0b3 i−1gi, d2(h3 i−1ki+1) = a0b3 i−1ki+1.
Proof. Notice from Lemma 5.1 that
−h2 igi+1 ∈ 〈gi+1, hi+1, hi〉, −h3 ihi+2hi ∈ 〈ki+1, hi, hi〉,
−1
2
h3 igi ∈ 〈gi+1, hi, hi, hi〉, −12h3 iki+1 ∈ 〈ki, hi+1, hi+1, hi+1〉.
Then we get the secondary Adams differentials from Proposition 6.5 by showing that the indeterminacies of the matrix
Massey products (6.01)–(6.04) are zero. 
Proof of Theorem 2. It is easy to see that
(1) a0b1,i−1h1,j h1,k − a0h1,ib1,j−1h1,k + a0h1,ih1,j b1,k−1 ∈ E5,q(p
i+pj+pk)+1,p+3
1 for k − 2 j, j − 2 i  1,
(2) a20b1,i−1h1,j − a20h1,ib1,j−1 ∈ E5,q(p
i+pj )+2,p+3
1 for j − 2 i  1,
(3) a30b1,i−1 ∈ E5,qp
i+3,p+3
1 for i  1 and
(4) a0b1,ib1,n ∈ E5,q(p
i+1+pn)+1,2p+1
1 for i + 1 > n 0.
By showing that E4,q(p
i+pj+pk)+1,M
1 = 0 for M > p + 3, E4,q(p
i+pj )+2M
1 = 0 for M > p + 3, E4,qp
i+3,M
1 = 0
for M > p + 3 and E4,q(pi+1+pn)+1,M1 = 0 for M > 2p + 1, we see that a0b1,i−1h1,j h1,k − a0h1,ib1,j−1h1,k +
a0h1,ih1,j b1,k−1, a20b1,i−1h1,j − a20h1,ib1,j−1, a30b1,i−1 and a0b1,ib1,n are not boundaries in the May spectral se-
quence. Thus they converge to non-trivial classes of Ext5,∗A∗ (Z/p,Z/p) say a0bi−1hjhk − a0hibj−1hk + a0hihjbk−1,
a20bi−1hj − a20hibj−1, a30bi−1 and a0bibn, respectively. Then from d2(hi) = a0bi−1 and d2(hi · x) = d2(hi) · x −
hid2(x) we get (1), (2), (3) and (4).
(5), (6) and (7) follow from d2(gi) = a0b2 i−1hi for i > 0 and d2(g0) = −a1b0h0 (cf. Proposition 5.3 (1), (2)). (8)
and (9) follow from d2(ki) = a0b2,i−1hi+1 (cf. Proposition 5.3(3)). (11), (13) and (15) are proved in Proposition 5.3
(6), (4) and (5), respectively. (10), (12), (14) and (16) are proved in Proposition 6.6. 
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