Consider the optimum strategy for using channel state (\side") information in transmission over a modulo-additive noise channel, with state dependent noise, where the receiver does not have access to the side information. Recent work showed that capacity-wise, the optimum transmitter shifts each code letter by a \prediction" of the noise sample based on the side information. We show that this structure achieves also the random-coding error exponent, and therefore is optimum at some range of rates below capacity. Speci cally, the optimum transmitter-predictor minimizes the R enyi entropy of the prediction error; the R enyi order depends on the rate, and goes to one (corresponding to Shannon entropy) for rates close to capacity. In contrast, it is shown that this \prediction strategy" may not be optimal at low transmission rates.
I. Introduction
The somewhat uncommon scenario of a time varying channel with side information at the transmitter did not attract much attention in the communication literature. In his 1958 paper 21], Shannon showed that the capacity of this channel is given This work was supported in part by the TAU research fund. This work was presented in part at the IT workshop in Metsovo, June 1999.
1 by the ordinary capacity of a derived channel with an extended input alphabet. A number of researchers extended Shannon's result to channels with memory 16] , and to channels with non-causal side information 12], and treated some special cases 2, 15] . To the best of our knowledge, optimum transmission with side information at rates below capacity, and the corresponding error exponents, were treated in the literature only for the case of non casual side information 14] .
This paper considers the class of discrete modulo-additive noise channels, with (time-varying) noise state information at the transmitter. The channel output at time i is given by Y i = X i + Z i i = 1:::n
where X i is the channel input at time i, X; Y; Z 2 X = f0; ::::; a ? 1g, and + denotes addition modulo a. The analysis applies also if X is the interval 0; a) in R and addition is performed modulo-a. The transmitter, which maps the message W = 1:::2 nR to the codeword X 1 ; :::; X n , has access to the channel \state" sequence S 1 :::S n . It is assumed that S i is correlated with the \noise" Z i , and is statistically independent of the message W; furthermore, the joint distribution of the message, states, inputs and noise samples can be written as p(w; s 1 :::s n ; x 1 :::x n ; z 1 :::z n ) = p(w) p(s 1 :::s n ) p(x 1 :::x n jw; s 1 :::s n )
p(z i js i );
i.e., (W; X 1 ; : : : ; X n ; S 1 ; : : : ; S i?1 ; S i+1 ; : : : ; S n ) is conditionally independent of Z i given S i . In the memoryless channel case we assume further that p(s 1 ; :::; s n ) = Q p(s i ). The case where the message W determines the state sequence (\intersym-bol interference channel") is di erent; see 8].
We consider two types of transmitters, a causal transmitter for which x i = f i (w; s 1 ; :::; s i ), and a non-causal transmitter x i = f i (w; s 1 ; :::; s n ). In either case the receiver does not have access to s 1 ; :::; s n , and decodes w asŵ = g(y 1 ; :::; y n ).
Note that an average cost condition (\power constraint") on the transmitter output changes the nature of the problem, and will not be treated here. See, e.g., 2
1, 10]. Shannon's solution for the capacity in the memoryless causal case is given in terms of the ordinary capacity of a \derived" channel, with a jSj inputs called \strate-gies". An important feature of Shannon's optimum transmitter is that it is \instan-taneous" with respect to the states, i.e., at each moment it su ces to use the current state (rather than the entire state history) in order to achieve capacity.
The nite-state additive-noise channel model above has some unique properties: (i) the same symmetry of the transition distribution holds with respect to all states; (ii) the input alphabet and the output alphabet are of the same size; and (iii) memory, if it exists, enters only through the state process. Since capacity (as well as random coding error exponent) is achieved by assigning positive probabilities to no more input letters than the size of the output alphabet, the second property above implies that most of the letters of Shannon's derived channel are not needed. These special properties, as well as the general nature of channels with side information, motivate us to raise the following questions:
Which a out of the a jSj strategies are needed to achieve capacity? Which are needed for optimum transmission at rates below capacity? Does the structure of the optimum transmitter obey a simple / intuitive law? Particularly, can an \instantaneous" transmitter (like the one proposed by Shannon for achieving capacity) achieve the optimum error-exponent?
Can we nd simple solutions for channels with memory and for non-causal side information?
Which side of the communication channel makes a better use of the sideinformation -the transmitter or the receiver?
In a recent paper 9] we answered these questions with regard to capacity. We showed that an \instantaneous prediction encoder" of the form x i = f i (w) ? t (s i ) i = 1 : : : n (3) achieves the capacity of the channel (1) with side information at the transmitter, where n is the block length, w is the message to be transmitted, f(w) = (f 1 (w); : : : ; f n (w)) is a \side information independent" code, and the function t (s), the \noise predictor", minimizes the Shannon entropy of Z ? t(S).
When working at rates below capacity, one is usually interested in P opt e (n; R), the average error probability of the optimal code for a given block length n and rate R. In general, the codes appropriate for di erent rates are di erent. As we shall see, for the additive noise channel with side information at the transmitter, the instantaneous prediction structure (3) achieves the exponent of P opt e (n; R) for rates above the critical rate; for this encoding structure the e ect is that the optimal noise predictor varies with the rate, and coincides with the capacity achieving predictor for R = C. At lower transmission rates, however, the instantaneous prediction transmitter is not necessarily optimal; we provide an example of a channel for which at a certain rate the largest error exponent cannot be achieved by a code which has the structure of (3).
Our main result is stated and proved in the next Section. Section III extends the results to non-causal side information and to channels with memory. Section IV discusses transmission at low rates.
II. Main Result
Recall the basic de nition of a causal encoder with side-information. At time instant i, the encoder transmits x i = f i (w; s i 1 ), where s i 1 denotes s 1 ; : : : ; s i . This setting can be viewed as a regular channel with extended input alphabet T i = ft : S i 1 ?! Xg and output alphabet Y, where the encoding function f i is replaced by mapping w to a t i 2 T i such that t i (s i 1 ) = f i (w; s i 1 ). For a block of length n we thus regard the channel as having input alphabet T 1 T 2 : : : T n = A (n) (4) and output alphabet Y n . Each input t 2 A (n) is called a \strategy vector", and the transition probability P(yjt) from A (n) to Y n is de ned by taking the expectation over S n with respect to the underlying channel p(yjx; s) 21, 9] , i.e., P(yjt) = X s n p(s n )p(y n jx n = t(s n ); s n ):
Thus, even if the underlying channel is memoryless, the resulting channel in general is not.
Let Q n (t) be an arbitrary probability assignment on the possible strategy vectors of length n, i.e. on f(t 1 ; t 2 ; : : : ; t n )g = A (n) . For a given rate R, the Gallager random coding bound on the optimum error probability P opt e (n; R) when transmitting at rate R through the channel P(yjt) ( (5) for 0 1, where E n r (Q n ; ; R) is the block form of the Gallager random coding error exponent. For a given rate, the tightest bound is obtained by maximizing E n r (Q n ; ; R) over Q n and . De ne E n r ( ; R) = max Qn E n r (Q n ; ; R): (6) It follows from the discussion above that for a general strategy vector t the transition distribution P(yjt) in (5) has memory. Nonetheless, as Shannon 21] showed with respect to the capacity, we show in Theorem 1 below that if the underlying channel is memoryless with additive noise, E n r ( ; R) is achieved by instantaneous strategies only, i.e., strategies belonging to T 1 . This implies that the maximizing distribution Q n is i.i.d., and that the error exponent E n r ( ; R) does not depend on the block length n. We derive an explicit expression for E n r ( ; R) in terms of the R enyi entropy.
For any , > 0; 6 = 1, the R enyi entropy of a distribution p(x) is de ned by 3] H (X) = 1 ? log kp(x)k > 0 ; 6 = 1
5 where
and log( ) denotes natural logarithm. The R enyi entropy of order = 1, de ned by taking the limit of (7) as ?! 1, coincides with the Shannon entropy, i.e.
H 1 (X) = H(X).
Theorem 1 (Memoryless causal case) The Gallager random coding error exponent (6), for the discrete memoryless additive noise channel (1) with causal side information S at the transmitter, is given by E n r ( ; R) = h log jXj ? min
independently of n, where 0 1 and = 1 1+ . For the proof we need a property of convex functions which we call \irrelevancy". The following lemma states this property and Appendix A proves it.
Lemma 1 (\Irrelevancy") Let U be a r.v. de ned over the nite alphabet U, and let F( ) be a convex \ function de ned upon the probability distributions on X. If U; S; Z form a Markov chain U $ S $ Z then for any function g : S U ! X F(Z ? g(S; U)) F(Z ? t (S)) (9) where t ( ) = arg min t:S!X F(Z ? t(S)) (10) and F(X) denotes F(P X ). In particular, if the pair (Z; S) is independent of U then F(Z ? g(S; U)) F(Z ? t (S)). Also, if Z is independent of (S; U) then F(Z ? g(S; U)) F(Z).
Note that the lemma applies for R enyi entropies for any (i.e., taking F( ) to be H ( )) since
Proof of Theorem 1: Partition the set of strategy vectors A (n) into classes of constant di erence. That is, two n-sequences t 1 (s 1 ); : : : ; t n (s n 1 )] and t 1 (s 1 ); : : : ; t n (s n 1 )] in A (n) are members of the same class i t i (s i 1 ) ? t i (s i 1 ) = c i 8i = 1 : : : n (11) for some constants c 1 ; : : : ; c n 2 X that do not depend on the states. Thus each class contains jXj n members. Due to the additivity of the channel, we have that P yjt (yjt + c) = P yjt (y ? cjt): (12) We can thus associate with each class an \e ective noise" as follows. Pick an arbitrary t to represent the class, and de ne the e ective noise Z t to have the distribution p Z t (z) = P yjt (zjt) i.e., Z t = Z + t(S): (13) Picking a di erent representative for the class would only shift the noise by some constant vector c. It follows that a distributionQ n (t) which is uniform within the class containingt and zero elsewhere induces a uniform distribution on Y n . Hence substituting thisQ n in (5) gives (see Appendix D)
E n r (Q n ; ; R) = h log jXj ? 1 n H (Z) ? R i ; (14) whereZ is the e ective noise associated with the class oft, and H ( ) denotes joint R enyi entropy of order . Theorem 5.6.5 of 11] gives a necessary and su cient condition for an input distribution Q n to maximize the Gallager error exponent for a given . Applying this theorem toQ n above (note that Gallager's \ j (Q n )" is independent of j in our case) we obtain that it achieves E n r ( ; R) i the following inequality is satis ed for all strategy vectors t 2 A (n)
Taking the logarithm and dividing by 1? , we see that inequality (15) (21) follows from independence. Since replacing the \+" sign by a \?" would not change the result of the minimization, we de ne Z = Z ? t (S) ; t ( ) = arg min t:S!X H (Z ? t(S)) (22) as the minimum R enyi entropy e ective noise, and the \optimal predictor" of order , respectively. Then, (19)- (21) imply that setting t n = t can only reduce the entropy of H ( e Z). Having done so, due to the causality of the side information, the above 8 argument can be applied to t n?1 , and by induction, the entire minimization reduces to that of the single letter minimization of H (Z ? t(S)). Therefore the minimizing strategy vector in (16) is t (s 1 ); : : : ; t (s n )], the minimum R enyi entropy is H (Z ) = nH (Z ? t (S)); (23) and the minimum overZ of the error exponent (14) becomes the one given in (8).
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Remarks:
1) Tightness of the bound: By (5), (8) and (22) 
where o(1) ?! 0 as n ?! 1. Therefore, we have an explicit expression for the exponent of P opt e (n; R) for rates above the critical rate (the rate above which E r (R; ) is maximized by < 1) 11].
2) The optimum transmitter: The proof above shows that the optimizing Q n (t) in (5) is positive only for strategies t which are constant shifts of t (s 1 ); : : : ; t (s n )].
Thus, for rates above the critical rate the \instantaneous prediction" encoding structure x i = f i (w) ? t (s i ; R) (26) achieves the exponent of P opt e (n; R), where t (s i ; R) is the optimal \noise predictor" t associated with the that achieves the minimum in (24), and f(w) is a \good" rate R code for a modulo-additive noise channel without side information (See Figure 1) . We show in the sequel by example that for low rates this ceases to be true. 
and (28) is an upper bound to the zero error capacity of the channel 4].
4)
Dependence of the optimal predictor on the rate: It is known that the error exponent is more sensitive to the tail of the noise distribution for rates small compared to the channel capacity. As discussed in the previous remark, and by the monotonicity of the R enyi entropy H ( ) in , the optimal predictor will tend to squeeze the support of the e ective noise more and more as the rate decreases. To illustrate this, consider the channel depicted in Figure 2 Figure 2 depicts two e ective noise channels (corresponding to two di erent predictors). By examining the behavior of the R enyi entropy of the e ective noise as a function of the relative displacement of the two component noises, it can be veri ed that these two predictors are the only optimal ones for any 0. Predictor (b) is optimal up to some rate from which predictor (a) is optimal up to capacity. Figure 3 depicts E r (Q i ; R), i = 1; 2, for these two predictors (predictor i corresponds to a uniform distribution Q i (t) within the corresponding class) from the critical rate of the channel (which is the greater of the critical rates of the two) up to capacity. Thus E r (R) = max E( ; R) is the upper envelope of the two curves. Formally, noiseless feedback in a modulo-additive noise channel, which amounts to de ning S n = Z n?1 , does not fall into our model in (2), since S n+1 and Z n are not conditionally independent given S n . Nevertheless, we might note that the above derivation can be applied to a memoryless symmetric (modulo-additive noise) channel with noiseless feedback. Speci cally, in view of Lemma 1, it is evident from (18) , since Z n is independent of (Z n?1 ; Z n?2 ; : : :), that prediction is useless, and therefore the error exponent of block codes cannot exceed the sphere packing bound as is well known (see e.g., 4 
7) Continuous amplitude channels: The above derivation can be extended to non modulo-additive noise channels, with continuous amplitude (i.e., X = R) and peak input constraint, in the limit of high signal to noise ratio. Speci cally, if the input X must satisfy the constraint jXj A=2, and if E(Z 2 jS = s) A 2 8s, then the error exponent (6) of the channel can be approximated by the error exponent of a modulo-A channel 18]. This follows since the optimum input distribution tends to a uniform over (?A=2; A=2) in the limit as A ! 1, and by the continuity of the error exponent in the channel distribution. Thus, under some technical conditions on the \smoothness" of the noise distribution, (31) -(33) give good approximations for the corresponding error exponents, provided that log jXj is replaced by log(A).
We emphasize again that with an average cost (\power") constraint the problem is inherently di erent.
III. Non-Causal Side Information and State Process with Memory
In this section we generalize our results to state processes with memory as well as to \non causal" side information, as de ned in the Introduction.
For a general noise distribution p(zjs), the crucial step in the proof of Theorem 1, i.e. (19)- (21), does not carry over if the state process S 1 ; S 2 ; : : : has memory and/or the encoder is non-causal. To overcome this obstacle, we con ne our treatment to a special class of noise distributions, the so called State Weight Independent Prediction (SWIP) noises, which allows us to treat both problems together and to obtain simple expressions for the error exponent for both cases. For SWIP noise we establish that having the entire state sequence in advance does not yield a greater error exponent than that obtained by a causal encoder, having the \instantaneous prediction" form of (26).
De nition 1 (\SWIP Noise") The conditional distribution p(zjs) is \ -SWIP" if the optimal predictor t does not depend on the state weights, i.e. on p(s).
In particular, if p(zjs) (as a function of z) is either unimodal and symmetric for each state s, or monotonically increasing/decreasing for all the states, then it is \ -SWIP" for all 0. In both cases the assertion follows from the observation that choosing t (s) so as to align the maxima together minimizes the corresponding R enyi entropy (see Appendix B). Note that a general noise p(zjs) is not necessarily -SWIP; see the treatment in 9] for the case = 0.
Theorem 2 (SWIP Noise with Memory: Causal and Non-Causal Case)
For -SWIP noise and stationary state process, the instantaneous shift function t n (s n ) = (t (s 1 ); : : : ; t (s n )); where t ( ) is de ned in (22) , achieves the random coding error exponent for both causal and non causal side information at the encoder. Thus E n r ( ; R) = h log jXj ? 1 n H Z 1 ? t (S 1 ); : : : ; Z n ? t (S n ) ? R]; (35) which can be achieved by the instantaneous-prediction encoder of (26).
Note that the Gallager random coding bound (5) is not asymptotic, therefore the error exponent (35) provides a bound for each n. It might be possible to compute the asymptotic form of (35) as n ! 1 using, e.g., the technique of 22].
Proof: Analogously to our treatment in Section II we now regard the channel as having a block of length n as its input alphabet. In e ect, the input alphabet is T 1 ] n = A (n) and the output alphabet is Y n . The whole derivation leading to (16) can be carried over. We thus wish to nd the strategy vector t 1 (s n 1 ); t 2 (s n 1 ); : : : ; t n (s n 1 )] inducing e ective noise, Z t = Z 1 +t 1 (S n 1 ); : : : ; Z n +t n (S n 1 )], having the minimum possible R enyi entropy of order . Minimizing H (Z) is equivalent to minimizing A (Z) of (17) . At this point our derivation diverges from that of Theorem 1, because (Z n ; S n ) is no longer independent of (S n?1 1 ; Z IV. Transmission at rates below the critical rate
So far we have shown that noise prediction achieves the error exponents for rates above the channel's critical rate. Given the simplicity of the scheme, one may wonder whether the instantaneous noise prediction scheme of (26) might be optimal for any rate of transmission. However, it is easily seen that the pair of strategies maximizing the Bhattacharyya distance may belong to di erent classes. This hints that at low rates the prediction scheme may cease to be optimal. The following is an example of a channel having a zero error capacity (i.e., an in nite error exponent below some rate) which cannot be achieved by prediction.
Let the alphabet size be jXj = 16 and the number of states jSj = 2. Figure 4A and 4B show the support of the channel output distribution for x = 0 and states s1 and s2, respectively (stars: p(yjx = 0; s1) circles: p(yjx = 0; s2)). For x = 1; 2; : : : ; 15 this picture is appropriately \rotated" according to modulo-16 addition. Figure 4C depicts the e ective output distribution associated with two strategies, t 1 (s) = Clearly, these two strategies do not belong to the same equivalence class as de ned in (11) , and thus they do not correspond to a single predictor. Also, they are disjoint, i.e. for any y p(yjt 1 ) 6 = 0 , p(yjt 2 ) = 0; so they allow zero-error transmission of 1 bit. On the other hand, it can readily be veri ed that none of the e ective noise channels, corresponding to an equivalence class of a single strategy, has a zero-error capacity. Therefore, for rates below 1 bit, the prediction scheme does not achieve the best error exponent and is therefore suboptimal.
V. Discussion
We have investigated the error exponent for modulo-additive noise channels with side information at the transmitter and obtained simple expressions for rates above the critical rate. As far as we know, this is the rst treatment of error exponents of time varying channels with causal side information at the transmitter. It should be noted that our treatment assumed transmission with xed block codes only. Next, repeat this process to column j = 1 with all the other columns j = 3; : : : ; m successively. We thus obtain an ordering of the original distribution with the rst column containing entries that are the greatest in their respective rows. We next perform this procedure upon the second column with all the columns to its right and so forth. This process can be continued until we obtain an ordered average. In each step the resulting average cannot increase the value of F( ). Thus our claim is proved. 2
Taking (x) = x ; 0 1, the lemma applies to the function F(p 1 ; p 2 ; : : : ; p m ) = P m 1=1 p and since the exponential function is monotonic increasing, the lemma also applies to R enyi entropies. The lemma also applies to the Shannon entropy by taking (x) = ?x log x. The latter is stated in Elias 6] and is proved in 7].
C. Proof of (34)
To compare the error exponents in (34), note that for < 1 the L \norm", jj jj , is convex \, i.e. for any two vectors of positive numbers u; v and 0 < < 1 jj u + (1 ? )vjj jjujj + (1 ? )jjvjj
This assertion follows from the Minkowski inequality for < 1 13] 
D. Error exponent in terms of R enyi entropy (Eq. (14))
We now derive equation (14) . Starting with (5) we have P opt e (n; R;Q n ) e nR where (49) follows from (12) and since sinceQ n equals 1 jXj n for each member of the class; (50) follows by change of variable of summation, c 0 = y ?c; (51) follows since the summation over y is independent of y. Using the de nition of the R enyi entropy (7), by taking the logarithm of (52) and dividing by ? 1 n we obtain (14) .
