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A family of series representations of the multipa-
rameter frational Brownian motion
Anatoliy Malyarenko
Abstrat. We derive a family of series representations of the multiparame-
ter frational Brownian motion in the entred ball of radius R in the N-
dimensional spae R
N
. Some known examples of series representations are
shown to be the members of the family under onsideration.
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1. Introdution
The frational Brownian motion with Hurst parameter H ∈ (0, 1) is dened as the
entred Gaussian proess ξ(t) with the autoorrelation funtion
R(s, t) = Eξ(s)ξ(t) =
1
2
(|s|2H + |t|2H − |s− t|2H).
This proess was introdued by Kolmogorov (1940) and beame a popular statis-
tial model after the paper by Mandelbrot and van Ness (1968).
There exist two multiparameter extensions of the frational Brownian mo-
tion. Both extensions are entred Gaussian random elds on the spae RN . The
multiparameter frational Brownian sheet has the autoorrelation funtion
R(x,y) =
1
2N
N∏
j=1
(|xj |2Hj + |yj |2Hj − |xj − yj |2Hj ), Hj ∈ (0, 1),
while themultiparameter frational Brownian motion has the autoorrelation fun-
tion
R(x,y) =
1
2
(‖x‖2H + ‖y‖2H − ‖x− y‖2H), (1.1)
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where ‖ · ‖ denote the Eulidean norm in RN and where H ∈ (0, 1).
Malyarenko (2008) derived a series expansion of the multiparameter frational
Brownian motion. His expansion onverges almost surely (a. s.) in the spae C(B)
of ontinuous funtions in the entred ball B = {x ∈ RN : ‖x‖ ≤ 1 }.
In fat, the above mentioned series expansion is a member of a family of
series expansions. To desribe this family, introdue the following notation. Let
cNH =
√
2pi(N−2)/2Γ(N/2 +H)Γ(H + 1) sin(piH), (1.2)
where Γ denote the gamma funtion. A review of speial funtions is given in
Setion 2. Denote
am(s, u) =


cNHu
H−1/2G2,02,2
(
u2
s2
∣∣∣∣∣N/2, 10, 1−H
)
, m = 0,
cNHs
2H−mum−H−1/2G1,01,1
(
u2
s2
∣∣∣∣∣N/2 +H0
)
, m ≥ 1,
(1.3)
where Gm,np,q
(
z
∣∣∣∣a1, . . . , an, an+1, . . . , apb1, . . . , bm, bm+1, . . . , bq
)
is the Meijer G-funtion.
Let Z+ be the set of all nonnegative integers. For a xed m ∈ Z+, there exist
h(m,N) =
(2m+N − 2)(m+N − 3)!
(N − 2)!m!
dierent real-valued spherial harmonis Slm(x/‖x‖) of degree m. Fix R > 0, and
for eah pair (m, l) with m ∈ Z+ and 1 ≤ l ≤ h(m,N), let { elmn(u) : n ≥ 1 } be
a basis in the Hilbert spae L2[0, R]. Let blmn(s) be the Fourier oeients of the
funtion am(s, u) with respet to the introdued basis:
blmn(s) =
∫ R
0
am(s, u)e
l
mn(u) du. (1.4)
Finally, let { ξlmn : m ∈ Z+, n ≥ 1, 1 ≤ l ≤ h(m,N) } be the set of independent
standard normal random variables.
Theorem 1. For any hoie of the bases { elmn(u) : n ≥ 1 }, the multiparameter
frational Brownian motion ξ(x) has the following series expansion
ξ(x) =
∞∑
m=0
h(m,N)∑
l=1
∞∑
n=1
blmn(‖x‖)Slm(x/‖x‖)ξlmn. (1.5)
The series (1.5) onverges in mean square in the entred losed ball BR = {x ∈
R
N : ‖x‖ ≤ R }.
In Setion 2 we review the neessary denitions and properties of some speial
funtions. In Setion 3 we give an outline of proof of Theorem 1. Setion 4 ontains
examples, while proofs of tehnial lemmas are postponed to Setion 5.
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2. Speial funtions
This setion is intended for readers who are not experts in the theory of spe-
ial funtions. We review denitions and state some elementary properties of the
relevant speial funtions.
This material an be found online at http://funtions.wolfram.om, a
omprehensive online ompendium of formulas.
2.1. The gamma funtion
The gamma funtion of a omplex variable z with Re z > 0 is dened by1
Γ(z) =
∫ ∞
0
tz−1e−t dt.
By partial integration, we obtain
2
Γ(z − 1) = Γ(z)
z − 1 . (2.1)
This formula is used to extend Γ to an analyti funtion of z ∈ C \ Z−, where
Z− = {0,−1, . . . ,−n, . . .}. The points z ∈ Z− are the poles.
2.2. The Meijer G-funtion
Let m, n, p, and q be four nonnegative integers with 0 ≤ m ≤ q and 0 ≤ n ≤ p. Let
a1, . . . , ap, b1, . . . , bq be points in the omplex plane. Assume that for eah k = 1,
2, . . . , p and for eah i = 1, 2, . . . , q we have ak − bi + 1 /∈ Z+. Then, there exists
an innite ontour L that separates the poles of Γ(1 − ak − s) at s = 1 − ak + j,
j ∈ Z+ from the poles of Γ(bi + s) at s = −bi − l, l ∈ Z+. The Meijer G-funtion
is dened by
3
Gm,np,q
(
z
∣∣∣∣a1, . . . , an, an+1, . . . , apb1, . . . , bm, bm+1, . . . , bq
)
=
1
2pii
∫
L
Γ(s+ b1) · · ·Γ(s+ bm)Γ(1− a1 − s) · · ·Γ(1− an − s)
Γ(s+ an+1) · · ·Γ(s+ ap)Γ(1 − bm+1 − s) · · ·Γ(1− bq − s)z
−s ds.
The number p+ q is the order of the Meijer G-funtion.
The lassial Meijer's integral from two G-funtions4 is:∫ ∞
0
τα−1Gs,tu,v
(
wτ
∣∣∣∣c1, . . . , ct, ct+1, . . . , cud1, . . . , ds, ds+1, . . . , dv
)
×Gm,np,q
(
zτ
∣∣∣∣a1, . . . , an, an+1, . . . , apb1, . . . , bm, bm+1, . . . , bq
)
dτ
= w−αGm+t,n+sv+p,u+q
(
z
w
∣∣∣∣a1, . . . , an, 1− α− d1, . . . , 1− α− dv, an+1, . . . , apb1, . . . , bm, 1− α− c1, . . . , 1− α− cu, bm+1, . . . , bq
)
.
(2.2)
1
http://funtions.wolfram.om/06.05.02.0001.01
2
http://funtions.wolfram.om/06.05.16.0004.01
3
http://funtions.wolfram.om/07.34.02.0001.01
4
http://funtions.wolfram.om/07.34.21.0011.01
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A plenty of speial funtions are speialised values of the Meijer G-funtion.
In partiular, the Gegenbauer polynomials Cλn(x) appear as
5
G0,22,2
(
z
∣∣∣∣a, cb, b+ 1/2
)
=
Γ(2b− 2c+ 2)ϑ(|z| − 1)
Γ(a− 2b+ c− 1/2)(2(a− 2b+ c− 1))2b−2c+1
× zb(z − 1)a−2b+c−3/2Ca−2b+c−12b−2c+1 (
√
z),
(2.3)
where (a)n = Γ(a+ n)/Γ(a) is the Pohhammer symbol, and
θ(x) =
{
1, x ≥ 0,
0, x < 0
is the unit step funtion. In partiular, the Legendre polynomials Pn(x) are just
Gegenbauer polynomials with λ = 0.
The generalised hypergeometri funtion pFq(a1, . . . , ap; b1, . . . , bq; z) appears
as
6
qFp(a1, . . . , ap; b1, . . . , bq; z) =
Γ(b1) · · ·Γ(bq)
Γ(a1) · · ·Γ(ap)G
1,p
p,q+1
(
−z
∣∣∣∣1− a1, . . . , 1− ap0, 1− b1, . . . , 1− bq
)
.
The Bessel funtions appear as
7
Jν(z) = G
1,0
0,2
(
z2
4
∣∣∣∣ ·ν/2,−ν/2
)
. (2.4)
2.3. Spherial harmonis
Let m be a nonnegative integer, and let m0, m1, . . . , mN−2 be integers satisfying
the following ondition
m = m0 ≥ m1 ≥ · · · ≥ mN−2 ≥ 0.
Let x = (x1, x2, . . . , xN ) be a point in the spae R
N
. Let
rk =
√
x2k+1 + x
2
k+2 + · · ·+ x2N ,
where k = 0, 1, . . . , N − 2. Consider the following funtions
H(mk,±,x) =
(
xN−1 + ixN
rN−2
)±mN−2
r
mN−2
N−2
N−3∏
k=0
r
mk−mk+1
k
× Cmk+1+(N−k−2)/2mk−mk+1
(
xk+1
rk
)
,
and denote
Y (mk,±,x) = r−m0 H(mk,±,x).
The funtions Y (mk,±,x) are alled the (omplex-valued) spherial harmonis.
They are orthogonal in the Hilbert spae L2(SN−1) of the square integrable
5
http://funtions.wolfram.om/07.34.03.0105.01
6
http://funtions.wolfram.om/07.31.26.0004.01
7
http://funtions.wolfram.om/03.01.26.0107.01
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funtions on the unit sphere SN−1, and the square of the length of the vetor
Y (mk,±,x) is
L(mk) = 2pi
N−2∏
k=1
pi2k−2mk−N+2Γ(mk−1 +mk +N − 1− k)
(mk−1 + (N − 1− k)/2)(mk−1 −mk)![Γ(mk + (N − 1− k)/2)]2 .
Let l = l(mk,±) be the number of the symbol (m0,m1, . . . ,mN−2,±) in the
lexiographi ordering. The real-valued spherial harmonis, Slm(x), an be dened
as
Slm(x) =


Y (mk,+,x)/
√
L(mk), mN−2 = 0,√
2ReY (mk,+,x)/
√
L(mk), mN−2 > 0, l = l(mk,+),
−√2 ImY (mk,−,x)/
√
L(mk), mN−2 > 0, l = l(mk,−).
The spherial harmonis Slm(x) form a basis in the Hilbert spae L
2(SN−1).
3. Proof of Theorem 1 modulo tehnial lemmas
Note that the multiparameter frational Brownian motion ξ(x) is weakly isotropi,
i.e., the autoorrelation funtion (1.1) is invariant with respet to the group O(N)
of the orthogonal matries of order N . Let t > 0, let St = {x ∈ RN : ‖x‖ = t } be
the entred sphere in the spae RN , and let dω be the Lebesgue surfae measure on
St. Let η(x) be a entred weakly isotropi random eld. In fat, the autoorrelation
funtion R(x,y) of the random eld η(x) is a funtion R(s, t, u) of the three real
variables s = ‖x‖, t = ‖y‖, and u being the osine of the angle between the vetors
x and y. Yadrenko (1983) proved that the stohasti proesses
X lm(t) =
∫
St
η(x)Slm(x/‖x‖) dω
are entred and unorrelated. The autoorrelation funtion of the proess X lm(t)
is
Rm(s, t) = c
∫ 1
−1
R(s, t, u)C(N−2)/2m (u)(1− u2)(N−3)/2 du,
with
c =
2N−2pi(N−2)/2m!Γ((N − 2)/2)
Γ(m+N − 2) .
The random eld η(x) an be represented as
η(x) =
∞∑
m=0
h(m,N)∑
l=1
X lm(‖x‖)Slm(x/‖x‖), (3.1)
where the series onverges in mean square for any x ∈ RN .
The multiparameter frational Brownian motion ξ(x) is Gaussian random
eld. Therefore, the orresponding stohasti proesses X lm(t) are Gaussian and
independent.
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Lemma 1. The autoorrelation funtion of the stohasti proess X lm(t) has the
form
Rm(s, t) =


c2NH
2 s
2HG2,24,4
(
s2
t2
∣∣∣∣∣1−H, 0, N/2, 10, 1−H, 1−H −N/2,−H
)
, m = 0,
c2NH
2 s
mt2H−mG1,12,2
(
s2
t2
∣∣∣∣∣H + 1−m,N/2 +H0, 1−N/2−m
)
, m ≥ 1.
(3.2)
Reall that a funtion a(s, u) : (0,∞) × (0,∞) 7→ R is alled the Volterra
kernel, if it is loally square integrable, and
a(s, u) = 0 for s < u. (3.3)
A Volterra proess with Volterra kernel a(s, u) is a entred Gaussian stohasti
proess η(t) with autoorrelation funtion
R(s, t) =
∫ min{s,t}
0
a(s, u)a(t, u) du.
Lemma 2. The stohasti proesses X lm(t) are Volterra proesses with Volterra
kernels (1.3).
Volterra proesses are important in the theory of stohasti integration with
respet to general Gaussian proesses, see Dereusefond (2005) and the referenes
herein.
By Lemma 2, the autoorrelation funtion of the stohasti proess X lm(t)
has the form
Rm(s, t) =
∫ min{s,t}
0
am(s, u)am(t, u) du.
By (3.3), the last display an be rewritten as
Rm(s, t) =
∫ R
0
am(s, u)am(t, u) du, s, t ∈ [0, R].
By denition of a basis in the Hilbert spae L2[0, R], we obtain
Rm(s, t) =
∞∑
n=1
blmn(s)b
l
mn(t), 1 ≤ l ≤ h(m,N).
It follows that the stohasti proess X lm(t) itself has the form
X lm(t) =
∞∑
n=1
blmn(t)ξ
l
mn,
where the series onverges in mean square. Substituting this formula to (3.1), we
obtain (1.5).
We onjeture that (1.5) onverges uniformly a.s.
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4. Examples
Example 1. Let ν be a real number, and let jν,1 < jν,2 < · · · < jν,n < . . . be the
positive zeros of the Bessel funtion Jν(u). For any ν > −1, the FourierBessel
funtions
ϕν,n(u) =
√
2u
Jν+1(jν,n)
Jν(jν,nu), n ≥ 1
form a basis in the spae L2[0, 1] (Watson (1995), Setion 18.24). By hange of
variable we onlude that the funtions
elmn(u) =
√
2u
RJν+1(jν,n)
Jν(R
−1jν,nu), n ≥ 1
form a basis in the spae L2[0, R].
To alulate blmn(s), use (1.4). First, onsider the ase of m = 0:
bl0n(s) =
∫ R
0
cNHu
H−1/2G2,02,2
(
u2
s2
∣∣∣∣N/2, 10, 1−H
) √
2u
RJν+1(jν,n)
Jν(R
−1jν,nu) du.
Using (3.3), rewrite this formula as
bl0n(s) =
cNH
√
2
RJν+1(jν,n)
∫ ∞
0
uHJν(R
−1jν,nu)G
2,0
2,2
(
u2
s2
∣∣∣∣N/2, 10, 1−H
)
du.
To alulate this integral, use formula 2.24.4.1 from Prudnikov et al (1990) with
partiular values of parameters k = l = 1:∫ ∞
0
uα−1Jν(bu)G
m,r
p,q
(
ωu2
∣∣∣∣a1, . . . , apb1, . . . , bq
)
du =
2α−1
bα
Gm,r+1p+2,q
(
4ω
b2
∣∣∣∣1− (α+ ν)/2, a1, . . . , ap, 1− (α− ν)/2b1, . . . , bq
)
,
(4.1)
where α = H +1, b = R−1jν,n, m = p = q = 2, r = 0, ω = s
−2
, a1 = N/2, a2 = 1,
b1 = 0, and b2 = 1−H . We obtain
bl0n(s) =
cNH2
H+1/2RH
Jν+1(jν,n)j
H+1
ν,n
G2,14,2
(
4R2
s2j2ν,n
∣∣∣∣1− H+1+ν2 , N2 , 1, 1− H+1−ν20, 1−H
)
.
Formula 8.2.2.9 from Prudnikov et al (1990) states
Gm,np,q
(
z
∣∣∣∣a1, . . . , ap−1, b1b1, . . . , bq
)
= Gm−1,np−1,q−1
(
z
∣∣∣∣a1, . . . , ap−1b2, . . . , bq
)
. (4.2)
If we put ν = 1−H , then (4.2) dereases the order of the Mejer G-funtion from
6 to 4. We get
bl0n(s) =
cNH2
H+1/2RH
J2−H(j1−H,n)j
H+1
1−H,n
G1,13,1
(
4R2
s2j21−H,n
∣∣∣∣0, N/2, 10
)
.
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For further simpliation, use the symmetry relation
8
Gm,np,q
(
z
∣∣∣∣a1, . . . , apb1, . . . , bq
)
= Gn,mq,p
(
1
z
∣∣∣∣1− b1, . . . , 1− bq1− a1, . . . , 1− ap
)
. (4.3)
We get
bl0n(s) =
cNH2
H+1/2RH
J2−H(j1−H,n)j
H+1
1−H,n
G1,11,3
(
s2j21−H,n
4R2
∣∣∣∣11, 1−N/2, 0
)
.
Then, use the argument transformation
9
Gm,np,q
(
z
∣∣∣∣α+ a1, . . . , α+ apα+ b1, . . . , α+ bq
)
= zαGm,np,q
(
z
∣∣∣∣a1, . . . , apb1, . . . , bq
)
(4.4)
with α = 1 to obtain
bl0n(s) =
cNH2
H+1/2RH
J2−H(j1−H,n)j
H+1
1−H,n
s2j21−H,n
4R2
G1,11,3
(
s2j21−H,n
4R2
∣∣∣∣00,−N/2,−1
)
,
and use the formula
10
1F2(a1; b1, b2; z) =
Γ(b1)Γ(b2)
Γ(a1)
G1,11,3
(
−z
∣∣∣∣1− a10, 1− b1, 1− b2
)
with a1 = 1, b1 = N/2 + 1, b2 = 2, and z = −s2j21−H,n/(4R2) to get
bl0n(s) =
cNH2
H+1/2RH
J2−H(j1−H,n)j
H+1
1−H,n
s2j21−H,n
4R2
1
Γ(N/2 + 1)
× 1F2(1;N/2 + 1, 2;−s2j21−H,n/(4R2)).
Finally, use the formula
11
1F2(1; 2, c; z) = Ic−2(2
√
z)Γ(c)z−c/2 +
1− c
z
with c = N/2 + 1 and z = −s2j21−H,n/(4R2). Here I denote the modied Bessel
funtion
Iν(z) = e
−νpii/2Jν(e
pii/2z).
We obtain
bl0n(s) =
cNH2
H+1/2RH
J2−H(j1−H,n)j
H+1
1−H,nΓ(N/2)
×
[
2(N−2)/2Γ(N/2)
J(N−2)/2(R
−1j1−H,ns)
(R−1j1−H,ns)(N−2)/2
− 1
]
.
(4.5)
8
http://funtions.wolfram.om/07.34.17.0012.01
9
http://funtions.wolfram.om/07.34.16.0001.01
10
http://funtions.wolfram.om/07.22.26.0004.01
11
http://funtions.wolfram.om/07.22.03.0030.01
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Continue with the remaining ase of m ≥ 1. Using (1.4), we obtain
blmn(s) =
∫ R
0
cNHs
2H−mum−H−1/2G1,01,1
(
u2
s2
∣∣∣∣N/2 +H0
)
×
√
2u
RJν+1(jν,n)
Jν(R
−1jν,nu) du.
Using (3.3), rewrite this formula as
blmn(s) =
cNH
√
2s2H−m
RJν+1(jν,n)
∫ ∞
0
um−HJν(R
−1jν,nu)G
1,0
1,1
(
u2
s2
∣∣∣∣N/2 +H0
)
du.
To alulate this integral, use (4.1) with α = m −H + 1, b = R−1jν,n, m = p =
q = 1, r = 0, ω = s−2, a1 = N/2 +H , and b1 = 0. We obtain
blmn(s) =
cNH2
m−H+1/2s2H−mRm−H
Jν+1(jν,n)j
m−H+1
ν,n
×G1,13,1
(
4R2
s2j2ν,n
∣∣∣∣1− m−H+1+ν2 , N2 +H, 1− m−H+1−ν20
)
.
To derease the order of the Meijer G-funtion from 4 to 2, put ν = m−1−H
and use (4.2). We get
blmn(s) =
cNH2
m−H+1/2s2H−mRm−H
Jm−H(jm−1−H,n)j
m−H+1
m−1−H,n
G0,12,0
(
4R2
s2j2m−1−H,n
∣∣∣∣1−m+H,N/2 +H
·
)
.
For further simpliation, use the symmetry relation (4.3). We obtain
blmn(s) =
cNH2
m−H+1/2s2H−mRm−H
Jm−H(jm−1−H,n)j
m−H+1
m−1−H,n
G1,00,2
(
s2j2m−1−H,n
4R2
∣∣∣∣ ·m−H, 1−N/2−H
)
.
Then, use the argument transformation (4.4) with α = m/2 + 1/2−N/4 −H to
get
blmn(s) =
cNH2
H+(N−1)/2RH+(N−2)/2
s(N−2)/2Jm−H(jm−1−H,n)j
H+N/2
m−1−H,n
×G1,00,2
(
s2j2m−1−H,n
4R2
∣∣∣∣ ·m/2 + (N − 2)/4,−m/2− (N − 2)/4
)
.
Finally, use (2.4) to obtain
blmn(s) =
cNH2
H+1/2RH
Jm−H(jm−1−H,n)j
H+1
m−1−H,nΓ(N/2)
× 2(N−2)/2Γ(N/2)Jm+(N−2)/2(R
−1jm−1−H,ns)
(R−1jm−1−H,ns)(N−2)/2
.
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The last formula and (4.5) an be unied as
blmn(s) =
cNH2
H+1/2RH
J|m−1|−H+1(j|m−1|−H,n)j
H+1
|m−1|−H,nΓ(N/2)
× [gm(R−1j|m−1|−H,ns)− δm0 ]
with
gm(z) = 2
(N−2)/2Γ(N/2)
Jm+(N−2)/2(z)
z(N−2)/2
.
Substituting the value of cNH from (1.2), we obtain
blmn(s) =
2H+1
√
pi(N−2)/2Γ(N/2 +H)Γ(H + 1) sin(piH)RH
Γ(N/2)J|m−1|−H+1(j|m−1|−H,n)j
H+1
|m−1|−H,n
× [gm(R−1j|m−1|−H,ns)− δm0 ].
This result was proved by Malyarenko (2008) for the ase of R = 1.
Example 2. For simpliity, put R = 1. The funtions
ϕn(u) =
√
2n+ 1Pn(2u− 1), n ≥ 1,
where Pn(x) are Legendre polynomials, form a basis in the Hilbert spae L
2[0, 1].
The orresponding Fourier oeients blmn(s) have the following form:
bl0n(s) = cNH
√
2n+ 1
∫ ∞
0
uH−1/2G2,02,2
(
u
∣∣∣∣−n, n+ 10, 0
)
G2,02,2
(
u2
s2
∣∣∣∣N/2, 10, 1−H
)
du,
blmn(s) = cNH
√
2n+ 1s2H−m
∫ ∞
0
um−H−1/2G2,02,2
(
u
∣∣∣∣−n, n+ 10, 0
)
×G1,01,1
(
u2
s2
∣∣∣∣N/2 +H0
)
du.
This follows from (1.4) and (2.3) with λ = 0.
The integrals in the last display are ompliated, beause the arguments of
the two Meijer G-funtions ontain dierent powers of the independent variable
u. However, they still an be alulated analytially, using formula 2.24.1.1 from
Prudnikov et al (1990). The answer is
bl0n(s) =
cNH
√
2n+ 1
2
×G2,46,6
(
s−2
∣∣∣∣ 1−2H4 , 3−2H4 , 1−2H4 , 3−2H4 , N2 , 10, 1−H, 1−2H+2n4 , 3−2H+2n4 , −1−2H−2n4 , 1−2H−2n4
)
,
blmn(s) =
cNH
√
2n+ 1s2H−m
2
×G1,45,5
(
s−2
∣∣∣∣ 1−2m+2H4 , 3−2m+2H4 , 1−2m+2H4 , 3−2m+2H4 , N2 +H0, 1−2H+2n−2m4 , 3−2H+2n+2m4 , −1−2H−2n−2m4 , 1−2H−2n−2m4
)
.
The details are left to the reader.
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5. Proofs of tehnial lemmas
Proof of Lemma 1. It follows from (1.1) that the autoorrelation funtion of the
multiparameter frational Brownian motion an be written as
R(s, t, u) =
1
2
(s2H + t2H − (s2 − 2stu+ t2)H).
Therefore, the autoorrelation funtion of the stohasti proess X lm(t) has the
form
Rm(s, t) = I1 − lim
α→(N−1)/2
I2(α),
where
I1 =
c
2
(s2H + t2H)
∫ 1
−1
C(N−2)/2m (u)(1− u2)(N−3)/2 du,
I2(α) =
c
2
(2st)H
∫ 1
−1
(u+ 1)α−1(1− u)(N−3)/2
(
s2 + t2
2st
− u
)H
C(N−2)/2m (u) du.
To alulate I1, we use formula 2.21.2.17 from Prudnikov et al (1988):∫ a
−a
(a2 − x2)λ−1/2Cλn(x/a) dx = δ0m
√
pia2λ
Γ(λ+ 1/2)
Γ(λ+ 1)
with a = 1, λ = (N − 2)/2, and n = m. Here, δ0m is the Kroneker's delta. After
simpliation, we obtain
I1 =
2N−3pi(N−1)/2Γ((N − 2)/2)Γ((N − 1)/2)
Γ(N − 2)Γ(N/2) (s
2H + t2H)δ0m.
This expression an be further simplied using the doubling formula
12
Γ(2z) =
22z−1√
pi
Γ(z)Γ(z + 1/2)
with z = (N − 2)/2. We get
I1 =
piN/2
Γ(N/2)
(s2H + t2H)δ0m.
To alulate I2(α), we use formula 2.21.4.15 from Prudnikov et al (1988):∫ a
−a
(x+ a)α−1(a− x)λ−1/2(z − x)−ϑCλn(x/a) dx =
(−1)n
n!
(1/2 + λ− α)n(2λ)n Γ(α)Γ(λ + 1/2)
Γ(α+ λ+ n+ 1/2)
(2a)α+λ−1/2(z + a)−ϑ
× 3F2(α, θ, 1/2 + α− λ; 1/2 + α− λ− n, 1/2 + α+ λ+ n; 2a/(a+ z))
12
http://funtions.wolfram.om/06.02.16.0006.01
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with a = 1, λ = (N − 2)/2, z = (s2 + t2)/(2st), ϑ = −H , and n = m. After
simpliation, we obtain
I2(α) = (−1)m2α+3(N−3)/2pi(N−2)/2
× Γ((N − 2)/2)Γ((N − 1)/2− α+m)Γ(α)Γ((N − 1)/2)
Γ((N − 1)/2− α)Γ(N − 2)Γ(α+ (N − 1)/2 +m) (s+ t)
2H
× 3F2
(
α,−H,α− N − 3
2
;α− N − 3
2
−m,α+ N − 1
2
+m;
4st
(s+ t)2
)
.
Using the doubling formula with z = (N − 2)/2, we get
I2(α) = (−1)m2α+(N−3)/2pi(N−1)/2 Γ((N − 1)/2− α+m)Γ(α)(s + t)
2H
Γ((N − 1)/2− α)Γ(α + (N − 1)/2 +m)
× 3F2
(
α,−H,α− N − 3
2
;α− N − 3
2
−m,α+ N − 1
2
+m;
4st
(s+ t)2
)
.
(5.1)
In the ase of m = 0, (5.1) simplies as follows.
I2(α) = 2
α+(N−3)/2pi(N−1)/2
Γ(α)(s + t)2H
Γ(α+ (N − 1)/2)
× 3F2
(
α,−H,α− N − 3
2
;α− N − 3
2
, α+
N − 1
2
;
4st
(s+ t)2
)
.
Aording to paragraph 7.2.3.2 from Prudnikov et al (1990), the value of the gener-
alised hypergeometri funtion pFq(a1, . . . , ap; b1, . . . , bq; z) is independent on the
order of upper parameters a1, . . . , ap and lower parameters b1, . . . , bq. Moreover,
formula 7.2.3.7 from Prudnikov et al (1990) states that
pFq(a1, . . . , ap−r, c1, . . . , cr; b1, . . . , bq−r, c1, . . . , cr; z)
= p−rFq−r(a1, . . . , ap−r; b1, . . . , bq−r; z).
(5.2)
Using these properties, we get
I2(α) = 2
α+(N−3)/2pi(N−1)/2
Γ(α)(s+ t)2H
Γ(α+ (N − 1)/2)2F1
(
α,−H ;α+ N − 1
2
;
4st
(s+ t)2
)
.
In partiular,
lim
α→(N−1)/2
I2(α) = 2
N−2pi(N−1)/2
Γ((N − 1)/2)(s+ t)2H
Γ(N − 1)
× 2F1
(
N − 1
2
,−H ;N − 1; 4st
(s+ t)2
)
.
The appliation of the doubling formula with z = (N − 1)/2 yields
lim
α→(N−1)/2
I2(α) =
piN/2
Γ(N/2)
(s+ t)2H2F1
(
N − 1
2
,−H ;N − 1; 4st
(s+ t)2
)
.
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The argument simpliation formula
13
states:
2F1(a, b; 2b; 4z/(z + 1)
2) = (z + 1)2a2F1(a, a− b + 1/2; b+ 1/2; z2).
Use this formula with a = −H , b = (N − 1)/2, and z = s/t. We obtain
lim
α→(N−1)/2
I2(α) =
piN/2
Γ(N/2)
t2H2F1(−H, 1−H −N/2;N/2; s2/t2).
and, nally
R0(s, t) =
piN/2
Γ(N/2)
[s2H + t2H(1− 2F1(−H, 1−H −N/2;N/2; s2/t2))]. (5.3)
It remains to prove that the rst ase in (3.2) simplies to (5.3). To do
this, use the representation of the Meijer G-funtion through hypergeometri fun-
tions
14
Gm,np,q
(
z
∣∣∣∣a1, . . . , apb1, . . . , bq
)
=
m∑
k=1
∏
j∈{1,2,...,m}\{k} Γ(bj − bk)
∏m
j=1 Γ(1− aj + bk)∏p
j=n+1 Γ(aj − bk)
∏q
j=m+1 Γ(1 − bj + bk)
zbk
× pFq−1
(
1− a1 + bk, . . . , 1− ap + bk;
1 + a1 − ak, . . . , 1 + ak−1 − ak, 1 + ak+1 − ak, . . . , 1 + aq − ak; (−1)p−m−nz
)
with m = n = 2, p = q = 4, z = s2/t2, a1 = 1−H , a2 = b1 = 0, a3 = N/2, a4 = 1,
b2 = 1−H , b3 = 1−H −N/2, and b4 = −H . We obtain
I1 =
c2NH
2
s2H
[
Γ(1−H)Γ(H)
Γ(N/2)Γ(N/2 +H)Γ(1 +H)
4F3
(
H, 1, 1−N/2, 0;
H,H +N/2, 1 +H ; s2/t2
)
+
Γ(H − 1)Γ(2−H)
Γ(N/2 +H − 1)Γ(H)Γ(N/2 + 1)
s2(1−H)
t2(1−H)
4F3
(
1, 2−H, 2−H −N/2, 1−H ;
2−H,N/2 + 1, 2; s2/t2
)]
.
The rst term is simplied, using the following formula
15
pFq(0, a2, . . . , ap; b1, . . . , bq; z) = 1,
while the seond term is simplied by (5.2). We get
I1 =
c2NH
2
s2H
[
Γ(1−H)Γ(H)
Γ(N/2)Γ(N/2 +H)Γ(1 +H)
+
Γ(H − 1)Γ(2−H)
Γ(N/2 +H − 1)Γ(H)Γ(N/2 + 1)
s2(1−H)
t2(1−H)
3F2
(
1, 2−H −N/2, 1−H ;
N/2 + 1, 2; s2/t2
)]
.
Using the formula
16
3F2(1, b, c; 2, e; z) =
e− 1
(b− 1)(c− 1)z [2F1(b− 1, c− 1; e− 1; z)− 1].
13
http://fun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om/07.23.16.0005.01
14
http://funtions.wolfram.om/07.34.26.0004.01
15
http://funtions.wolfram.om/07.31.03.0012.01
16
http://fun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om/07.27.03.0120.01
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with b = 2−H −N/2, c = 1−H , e = N/2 + 1, and z = s2/t2 yields
I1 =
c2NH
2
s2H
[
Γ(1 −H)Γ(H)
Γ(N/2)Γ(N/2 +H)Γ(1 +H)
+
Γ(H − 1)Γ(2−H)(N/2)
Γ(N/2 +H − 1)Γ(H)Γ(N/2 + 1)(1−H −N/2)(−H)
t2H
s2H
× [2F1(1−H −N/2,−H ;N/2; s2/t2)− 1]
]
.
To simplify the seond line, use (2.1) in the following way:
Γ(H − 1) = Γ(H)/((H − 1),
Γ(2 −H) = (1 −H)Γ(1−H),
Γ(N/2 +H − 1)(1−H −N/2) = −Γ(N/2 +H),
Γ(H)(−H) = −Γ(H + 1),
Γ(N/2 + 1) = (N/2)Γ(N/2).
After simpliation, we obtain
I1 =
c2NHΓ(1−H)Γ(H)
2Γ(N/2)Γ(N/2 +H)Γ(H + 1)
[s2H+t2H(1−2F1(−H, 1−H−N/2;N/2; s2/t2))],
or, by (5.4) with z = H ,
I1 =
c2NHpi
2Γ(N/2)Γ(N/2 +H)Γ(H + 1) sin(piH)
× [s2H + t2H(1 − 2F1(−H, 1−H −N/2;N/2; s2/t2))].
Substituting (1.2) to the last display, we get
I1 =
piN/2
Γ(N/2)
[s2H + t2H(1− 2F1(−H, 1−H −N/2;N/2; s2/t2))].
This ompletes the proof of the ase of m = 0.
In the ase of m ≥ 1, (5.1) an be rewritten as
lim
α→(N−1)/2
I2(α) = (−1)m2N−2pi(N−1)/2 (m− 1)!Γ((N − 1)/2)(s+ t)
2H
Γ(N − 1 +m)
× lim
α→(N−1)/2
3F2
(
α,−H,α− N−32 ;α− N−32 −m,N − 1 +m; 4st(s+t)2
)
Γ(α− (N − 3)/2−m)
× lim
α→(N−1)/2
Γ(α− (N − 3)/2−m)
Γ((N − 1)/2− α) .
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To alulate the rst limit, we use the following formula
17
lim
b1→−n
pFq(a1, . . . , ap; b1, . . . , bq; z)
Γ(b1)
=
zn+1
(n+ 1)!
∏p
j=1(aj)n+1∏q
j=2(bj)n+1
× pFq(a1 + n+ 1, . . . , ap + n+ 1; b2 + n+ 1, . . . , bq + n+ 1, n+ 2; z), n ∈ Z+
with n = m − 1, p = 3, q = 2, a1 = (N − 1)/2, a2 = −H , a3 = 1, b1 = 1 −m,
b2 = N − 1 +m, and z = 4st/(s+ t)2. We get
lim
α→(N−1)/2
3F2
(
α,−H,α− N−32 ;α− N−32 −m,N − 1 +m; 4st(s+t)2
)
Γ(α− (N − 3)/2−m) =
22m(st)mΓ((N − 1)/2 +m)Γ(m−H)Γ(N − 1 +m)
(s+ t)2mΓ((N − 1)/2)Γ(−H)Γ(N − 1 + 2m)
× 3F2((N − 1)/2 +m,m−H,m+ 1;N − 1 + 2m,m+ 1; 4st/(s+ t)2).
Using the doubling formula with z = (N − 1)/2 +m and (5.2), we get
lim
α→(N−1)/2
3F2
(
α,−H,α− N−32 ;α− N−32 −m,N − 1 +m; 4st(s+t)2
)
Γ(α− (N − 3)/2−m) =
(st)mΓ(m−H)Γ(N − 1 +m)√pi
(s+ t)2mΓ((N − 1)/2)Γ(−H)2N−2Γ(N/2 +m)
× 2F1((N − 1)/2 +m,m−H ;N − 1 + 2m; 4st/(s+ t)2).
Rewrite the seond limit as
lim
α→(N−1)/2
Γ(α− (N − 3)/2−m)
Γ((N − 1)/2− α) = limα→(N−1)/2
Γ(α − (N − 3)/2−m)
Γ(α− (N − 1)/2
× lim
α→(N−1)/2
Γ(α− (N − 1)/2)
Γ((N − 1)/2− α) .
For the rst part, use the formula
18
Γ(z − n)
Γ(z)
=
n∏
k=1
1
z − k
with z = α − (N − 1)/2 and n = m − 1. For the seond part, use (2.1) with
z = α− (N − 3)/2. We get
lim
α→(N−1)/2
Γ(α− (N − 3)/2−m)
Γ((N − 1)/2− α) =
(−1)m−1
(m− 1)! (−1) =
(−1)m
(m− 1)! .
Combining everything together, we obtain
Rm(s, t) = −pi
N/2(s+ t)2(H−m)(st)mΓ(m−H)
Γ(−H)Γ(N/2 +m)
× 2F1((N − 1)/2 +m,m−H ;N − 1 + 2m; 4st/(s+ t)2).
17
http://fun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Use (2.1) with z = 1−H :
Rm(s, t) =
piN/2(s+ t)2(H−m)(st)mΓ(m−H)H
Γ(1−H)Γ(N/2 +m)
× 2F1((N − 1)/2 +m,m−H ;N − 1 + 2m; 4st/(s+ t)2).
By the additional formula for the gamma funtion
19
Γ(z)Γ(1− z) = pi
sin(piz)
(5.4)
with z = H , and (2.1) with z = H + 1 we get
Rm(s, t) =
pi(N−2)/2(s+ t)2(H−m)(st)mΓ(m−H)Γ(H + 1) sin(piH)
Γ(N/2 +m)
× 2F1((N − 1)/2 +m,m−H ;N − 1 + 2m; 4st/(s+ t)2),
and then, using the following formula
20
(
√
z + 1)−2a2F1(a, b; 2b; 4
√
z/(
√
z + 1)2) =
Γ(b+ 1/2)Γ(b− a+ 1/2)
Γ(a)
×G1,12,2
(
z
∣∣∣∣1− a, b− a+ 1/20, 1/2− b
)
with z = s2/t2, a = m−H , and b = (N − 1)/2 +m, we nally obtain
Rm(s, t) =
c2NH
2
smt2H−mG1,12,2
(
s2
t2
∣∣∣∣H + 1−m,N/2 +H0, 1−N/2−m
)
, m ≥ 1.
This ompletes the proof. 
Proof of Lemma 2. (3.3) for the ase of m = 0 is obvious from the formula21
G2,02,2
(
x
∣∣∣∣a1, a2b1, b2
)
=
xb1(1 − x)a1+a2−b1−b2−1+
Γ(a1 + a2 − b1 − b2)
× 2F1(a2 − b2, a1 − b2; a1 + a2 − b1 − b2; 1− x)
with x = u2/s2, a1 = N/2, a2 = 1, b1 = 0, and b2 = 1−H , where we use a shortut
(1 − x)+ for max{1− x, 0}. Similarly, (3.3) for the ase of m ≥ 1 is obvious from
the formula
22
G1,01,1
(
x
∣∣∣∣ab
)
=
xb(1− x)a−b−1+
Γ(a− b)
with x = u2/s2, a = N/2 +H , and b = 0.
It remains to alulate two integrals. The rst one is as follows:
I1 = c
2
NH
∫ min{s,t}
0
u2H−1G2,02,2
(
u2
s2
∣∣∣∣N/2, 10, 1−H
)
G2,02,2
(
u2
t2
∣∣∣∣N/2, 10, 1−H
)
du.
19
http://funtions.wolfram.om/06.05.16.0010.01
20
http://fun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om/07.03.26.0031.01
21
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22
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Taking into aount (3.3), we an substitute ∞ for the upper limit of integration.
After hange of variable u =
√
x, we obtain
I1 =
c2NH
2
∫ ∞
0
xH−1G2,02,2
(
x
s2
∣∣∣∣N/2, 10, 1−H
)
G2,02,2
(
x
t2
∣∣∣∣N/2, 10, 1−H
)
dx.
To alulate this integral, use (2.2) with α = H , s = m = u = v = p = q = 2,
t = v = 0, w = 1/s2, z = 1/t2, c1 = a1 = N/2, c2 = a2 = 1, d1 = b1 = 0, and
d2 = b2 = 1−H . We get
I1 =
c2NH
2
s2HG2,24,4
(
s2
t2
∣∣∣∣1−H, 0, N/2, 10, 1−H, 1−H −N/2,−H
)
.
This ompletes the alulation of the rst integral.
The seond integral is as follows.
I2 = c
2
NH(st)
2H−m
∫ min{s,t}
0
u2m−2H−1G1,01,1
(
u2
s2
∣∣∣∣N/2 +H0
)
G1,01,1
(
u2
t2
∣∣∣∣N/2 +H0
)
du.
Taking into aount (3.3), we an substitute ∞ for the upper limit of integration.
After hange of variable u =
√
x, we obtain
I2 =
c2NH
2
(st)2H−m
∫ ∞
0
xm−H−1G1,01,1
(
x
s2
∣∣∣∣N/2 +H0
)
G1,01,1
(
x
t2
∣∣∣∣N/2 +H0
)
dx.
To alulate this integral, use (2.2) with α = m−H , s = m = u = v = p = q = 1,
t = v = 0, w = 1/s2, z = 1/t2, c1 = a1 = N/2 +H , and d1 = b1 = 0. We get
I2 =
c2NH
2
smt2H−mG1,12,2
(
s2
t2
∣∣∣∣H + 1−m,N/2 +H0, 1−N/2−H
)
.
This ompletes the proof. 
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