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Komunikační sítě současnosti se zásadním způsobem liší od sítí, které vznikaly postupně od doby, 
kdy  Alexander  Graham  Bell  vynalezl  na  tehdejší  dobu  převratný  vynález  –  telefon.  Byla  to 
především tehdejší úroveň techniky a stupeň vývoje elektrotechniky, co umožňovalo rozvoj prvních 
systémů a jejich vzájemných propojení, na základě čehož vznikly první sdělovací sítě. Vše se týkalo 
převážně  hlasového  provozu.  Sítě  byly  tehdy  samozřejmě  analogové  a  tvořily  je  především 
metalické  –  měděné  vodiče,  v  oblasti  radiokomunikací  se  přešlo  na  elektromagnetické  vlny, 
prostřednictvím kterých se uskutečňovalo spojení míst, kde nebylo možné nebo účelné natáhnout 
dálkové  kabely.  Sdělovací  technika,  ať  už  po  vedeních  či  radiokomunikace,  učinila  obrovský 
kvantitatiní  skok  a  kvalitativní  pokrok;  přecházelo  se  postupně  na  různé  typy  vedení,  které 
umožňovaly přenášet vyšší a vyšší kmitočty, zvyšovat počet uskutečněných spojení i racionalizovat 
přenosové cesty. V 50. letech minulého století se začala šířit elektronická zábava prostřednictvím 
televizního vysílání, což vyžadovalo propojovat televizní studia s vysílacími systémy, zdokonaloval 
se i rozhlas. V této době byly v oblasti telekomunikací v provozu již velké automatické ústředny 
vybavené krokovými voliči,  později  křížovými a  maticovými spínači.  Sítě  se  v té  době začaly 
rozlišovat na přístupové, které vedly od koncových zařízení účastníků až po první přípojný bod, 
kupříkladu  první  veřejnou  telefonní  ústřednu.  Mezi  těmito  ústřednami  pak  vznikaly  jejich 
vzájemným propojováním transportní neboli přepravní sítě, aby posléze, po dosažení cíle (poslední 
ústředny) přešly opět do přístupových sítí vzdálených účastníků.
Cílem  práce  je  popsat  některé  vlastnosti  transportních  sítí,  těch  soudobých,  které  již 
používají  plně  digitální  technologie.  Zaměříme  se  na  sítě  datové,  tedy  takové,  které  jsou  pro 
soudobého  člověka  k  dispozici  a  popíšeme  některé  technologie  i  komponenty,  které  je  možno 
použít.  Seznámíme  se  s  programem  Opnet  Modeler  a  filozofií  práce  s  ním.  Doporučíme 
optimalizaci navržené transportní sítě na základě výsledků simulace v Opnet Modeleru. Navrhneme 
poté vhodnou laboratorní úlohu pro studenty bakalářského oboru  Teleinformatika.
Klíčová slova




The communication networks, that we know nowadays has been changing since the time when 
Alexander Graham Bell discovered the great invention of that time – the telephone. It was mainly 
the level of the technique and electronics that helped to improve the first systems of connection 
between each other. This process caused the first communication networks. All the changes were 
done on the field of the radio operation. The networks were analog and were contained mainly by 
metallic – cooper wire. On the field of radio communication were mainly electromagnetic waves 
which  maintained  the  connection  of  the  places  where  was  not  able  to  stretch  trunk  cables.  
Communication has made huge qualitative improvement. This process has used different types of 
wire  that  were  able  to  transmit  higher  and higher  frequencies  and to  raise  a  number  of  made 
connections. All those changes were involved in radio network. 
In  1950s  the  entertainment  was  made  mainly  through  television  broadcast.  This  improvement 
needed the new studios and broadcast systems and also the radio improved. In that time there was 
huge automatic PBX equipped with stepper drivers matrix switches. The networks started to be 
divided into access drivers which resulted from the subscriber terminal to the first connection point, 
for  example,  the  first  public  telephone  exchange.  Among  these  exchanges  was  formed  their 
interlinking transport  or  transportation network,  to  finally,  after  reaching the  target  (last  panel) 
would be merged back into the network access for remote users.
The aim is to describe some properties of transport networks, the contemporary, which has been 
fully  digital  technology.  We  will  focus  on  data  networks,  i.e.  those  that  are  available  to 
contemporary man, and describe some of the technologies and components that can be used. We 
meet with OPNET Modeler software and the philosophy of working with him.
We recommend  optimalization  of  the  designed  transportation  network  on the  basis  of  OPNET 
Modeler simulation results. Afterwards we design a suitable laboratory task for bachelor degree 
students of Teleinformatics.
Keywords
Local Area Network, Metropolitan Area Network, Wide Area Netvork,  Transportation Network, 
Optimalization, Opnet Modeler, Opnet IT Guru
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Komunikační sítě současnosti se zásadním způsobem liší od sítí, které vznikaly postupně od 
doby, kdy Alexander Graham Bell vynalezl na tehdejší dobu převratný vynález – telefon. Byla to 
především tehdejší úroveň techniky a stupeň vývoje elektrotechniky, co umožňovalo rozvoj prvních 
systémů a jejich vzájemných propojení, na základě čehož vznikly první sdělovací sítě. Vše se týkalo 
převážně  hlasového  provozu.  Sítě  byly  tehdy  samozřejmě  analogové  a  tvořily  je  především 
metalické  –  měděné  vodiče,  v  oblasti  radiokomunikací  se  přešlo  na  elektromagnetické  vlny, 
prostřednictvím kterých se uskutečňovalo spojení míst, kde nebylo možné nebo účelné natáhnout 
dálkové  kabely.  Sdělovací  technika,  ať  už  po  vedeních  či  radiokomunikace,  učinila  obrovský 
kvantitatiní  skok  a  kvalitativní  pokrok;  přecházelo  se  postupně  na  různé  typy  vedení,  které 
umožňovaly přenášet vyšší a vyšší kmitočty, zvyšovat počet uskutečněných spojení i racionalizovat 
přenosové cesty. V 50. letech minulého století se začala šířit elektronická zábava prostřednictvím 
televizního vysílání, což vyžadovalo propojovat televizní studia s vysílacími systémy, zdokonaloval 
se i rozhlas. V této době byly v oblasti telekomunikací v provozu již velké automatické ústředny 
vybavené krokovými voliči,  později  křížovými a  maticovými spínači.  Sítě  se  v té  době začaly 
rozlišovat na  přístupové, které vedly od koncových zařízení účastníků až po první přípojný bod, 
kupříkladu  první  veřejnou  telefonní  ústřednu.  Mezi  těmito  ústřednami  pak  vznikaly  jejich 
vzájemným  propojováním  transportní neboli  přepravní  sítě,  aby  posléze,  po  dosažení  cíle 
(poslední ústředny) přešly opět do přístupových sítí vzdálených účastníků.
I když je toto model typické analogové telefonní sítě, v dnešní době již zastaralé, přesto je 
toto dělení sítí účelné. Ukazuje se totiž, že i ty nejmodernější digitální systémy a technologie se 
skládají ze základních stavebních prvků – koncových zařízení, místních sítí,  přístupových bodů, 
páteřních  sítí,  které  již  můžeme  nazvat  sítí  transportní,  až  do  rozlehlých  celků,  zahrnujících 
prakticky celou planetu. Vzhledem k tomu, že existují i  tělesa, která jsou ve vesmíru a s nimiž 
člověk komunikuje,  dálkově je  řídí  a  přijímá od nich údaje,  lze  bez nadsázky říci,  že  soudobé 
komunikační sítě dosahují až k samé hranici sluneční soustavy, i když o komunikaci v reálném 
slova  smyslu  se  asi  hovořit  nedá  –  konečná rychlost  elektromagnetického  vlnění  nedovoluje  v 
reálném čase a online komunikovat např. se sondami Voyager, které jsou již v oblasti Kuiperova 
pásu. Nicméně i zde jsme schopni určitá data vyslat a přijmout.
Cílem  práce  je  popsat  některé  vlastnosti  transportních  sítí,  těch  soudobých,  které  již 
používají  plně  digitální  technologie.  Zaměříme  se  na  sítě  datové,  tedy  takové,  které  jsou  pro 
soudobého  člověka  k  dispozici  a  popíšeme  některé  technologie  i  komponenty,  které  je  možno 
použít.  Seznámíme se s  programem Opnet  Modeler  a  filozofií  práce s  ním.  V prostředí  tohoto 
nástroje pak ukážeme jednotlivé funkce jednoduché transportní sítě a uvedeme její optimalizaci. 
Optimalizace a vhodné nastavení sítí je v dnešní době stále naléhavější požadavek. I když se 
kromě satelitních spojů používají  již vesměs optické kabely,  je nutno stále  zvyšovat  přenosové 
rychlosti,  šířku  přenášeného  pásma  i  počet  uskutečněných  spojení.  To  vyžaduje  schopnosti 
předvídat,  jak  se  daná  síť  bude  chovat.  Není  myslitelné,  aby  se  navrhla  rozlehlá  síťová 
infrastruktura, která, po nasazení do ostrého provozu zkolabuje nebo bude pravidelně zahlcována. 
Rovněž je nutno minimalizovat počet vedení, tedy slučovat do jednoho vedení různé technologie, 
tvořit multiplexy... Soudobým trendem je přivést ke koncovému účastníkovi  jeden kabel,  který se 
bude  podílet  na  propojení  různých  technologií  –  digitální  televize,  telefonu,  počítačové  sítě,  
zabezpečení  a  ostrahy,  popřípadě dalších služeb.  Již  dnes takové sítě  máme a jsou běžně a za 
rozumné ceny nabízeny firmám i jednotlivcům. Jednotliví poskytovatelé nabízejí převážně datové 
služby – připojení k Internetu, dále digitální kabelovou televizi a telefon, zpravidla technologii VoIP 
telefonie. 
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 2 Typy komunikačních sítí
 2.1 Rozdělení sítí podle velikosti
Mnozí  autoři  se  v  různém  dělení  sítí  liší;  v  seriozních  publikacích,  zabývajících  se 
komunikačními sítěmi však najdeme mimo jiné následující dělení sítí podle velikosti:
Obr. 1 Hierarchie telekomunikačních sítí podle velikosti
 2.1.1 LAN (Local Area Network) 
Této síti se říká lokální, podniková, v poslední době rovněž domácí, neboť si takové sítě 
začínají budovat i lidé ve svých domech či bytech. Zahrnuje koncová zařízení, kabeláž a aktivní 
prvky, které se starají o propojení koncových zařízení, distribuci signálu po budově, domě, bytě či 
kampusu a jednoduché či vícenásobné propojení do sítě vyšší – metropolitní, kterou již je možno 
nazvat sítí transportní. Lokální síť má zpravidla pevně stanovenou fyzickou topologii, která udává, 
jak jsou vedena přenosová média (kabely či  optické propojky)  a  logickou topologii  – tedy jak 
proudí data. V konkrétním provedení pak v současnosti převažují v této kategorii datové sítě Fast 
Ethernet  či  Gigabit  Ethernet,   hlavním  přenosovým  médiem  je  souměrné  vedení  –  kroucená 
dvojlinka  kategorie  5e  či  6,  která  je  určena  pro  přenosové  rychlosti  do  řádů  jednotek  Gbps. 
Protokoly zde jednoznačně zastupují TCP/IP verze 4, v poslední době se vzhledem k omezenému 
adresnímu  prostoru  začíná  uvažovat  o  verzi  6.  Na  LAN  síti  Ethernet  běží  zpravidla  služby 
souborových a tiskových serverů,  databází  a  je  zde  možno distribuovat  i  multimediální  datové 
proudy – streamy, síť je distributorem pro hlasové služby VoIP (Voice over IP, tedy „pravé“ digitální 
telefonie).  Prostřednictvím této služby je možno provozovat i  videokonference,  a to  nejenom v 
rámci takové sítě, ale i směrem ven.
Typické služby běžící v lokální síti:
• Souborový server, řadič domény
• DHCP – dynamické přidělování IP adres pro stanice v síti (nikoli pro servery)
• DNS  –  systém  převodu  plně  kvalifikovaných  doménových  jmen  na  IP  adresy,  služba 
obsahuje zpravidla dva servery, primární a sekundární
• Tiskový server, řídící sdílené tiskárny a výstupní zařízení
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• Aplikační a databázový server
• WWW prezentační server
• Poštovní  systém (služba  SMTP a  IMAP,  popřípadě  POP;  implementováno  bývá  WWW 
rozhraní pro práci s poštou)
• Další služby, jako SFTP, apod.
• Server  multimediálních  datových  proudů  (např.  streamování  digitální  televize  do  sítě 
TCP/IP, apod.)
• Služby digitální telefonie VoIP. Sem patří i známá a velice oblíbená služba Skype, která však 
používá své proprietární řešení.
Vyčerpávající přehled služeb těchto sítí lze nalézt např. v [2], zde nebudeme tuto kategorii sítí dále 
popisovat, neboť není náplní této práce. 
Popis by však nebyl úplný, kdybychom nezmínili, že do kategorií sítí LAN patří i podnikové 
hlasové sítě, ať už jsou to klasické analogové telefonní rozvody po budovách úřadů či větších firem 
nebo částečně či  plně digitalizované hlasové sítě.  I  zde se setkáváme s koncovým zařízením – 
telefonním přístrojem a aktivním prvkem – pobočkovou telefonní ústřednou. Formálně lze tytéž 
komponenty nalézt i u stařičkého vnitropodnikového rozhlasu – reproduktory jako koncová zařízení 
a  rozhlasovou  ústřednu  jakožto  hlavní  aktivní  prvek  takové  sítě.  Rozhlasové  sítě  jsou  stále  v 
provozu, např. ve školách.
Mezi  lokální  sítě  lze  zařadit  i  systémy  elektronické  ostrahy.  Ty  sestávají  z  řídících 
komponent, nepřerušitelných napájení, čidel, ústředny a napojení přes hlasovou či datovou síť na 
systém ostrahy. Elektronické systémy ostrahy jsou v dnešní době stále vyvíjeny a jejich role je 
nezastupitelná. Sem patří nejenom ostraha proti narušení objektů, ale i např. protipožární systémy. 
Vrátíme-li se k pohledu na lokální sítě jako celek, musíme si zejména všímat normalizace, 
které se v lokálních sítích uplatňují. Jde o normalizační podvýbory IEEE 802, které se v současnosti 
zabývají  nejenom  lokálními  sítěmi,  ale  i  metropolitními  (transportními)  sítěmi  a  rovněž  tak  i 
mobilním provozem.
Typy LAN a jejich normalizace:
• IEEE 802.3:  Ethernet  (přenosová  rychlost  10  Mbps),  Fast  Ethernet  (přenosová  rychlost 
100Mbps;  100BASE-T:  802.3u-1995,  100BASE-T2:  802.3y-1997),  Gigabit  Ethernet 
(přenosová rychlost 1 Gbps; 802.3z-1998, 100BASE-T: 802.3ab-1999), 10Gigabit Ethernet 
(přenosová rychlost 10 Gbps; IEEE 802.3ae-2002; 802.3ak/n) – norma vyšla ze specifikace 
DIX,  Digital-Intel-Xerox,  označené  Ethernet  II,  ale  je  s  ní  kvůli  rozdílu  ve  struktuře 
datového  rámce  nekompatibilní;  používá  nedeterministický  náhodný  přístup  podle 
CSMA/CD
• IEEE 802.4: Token Bus (1-20 Mbps)  používá deterministickou metodu přístupu k otevřené 
topologii - sběrnici na základě předávání pověření – tokenu („peška“), tedy specifického 
rámce. Dnes se prakticky nepoužívá.
• IEEE 802.5: Token Ring (4 nebo 16 Mbps, poslední verze 1998: 100 Mbps: 802.5t-2000 a 1 
Gbps: IEEE 802.5v-2001) – identický s IBM Token Ring; používá deterministickou metodu 
přístupu ke kruhové topologii na základě předávání pověření – tokenu („peška“). Podobné 
jako u Token Bus, ale aktivní prvek – koncentrátor vytváří logický kruh.
• IEE 802.9: IsoEthernet (izochronní Ethernet; 10+6,144 Mbps). Používá stejně jako Ethernet 
metodu CDMA/CD s prioritami pro různý přenos, např. hlas. Tato architektura se neujala.
• IEEE  802.11:  bezdrátová  lokální  síť(WLAN;  od  r.  1997;  11/54  Mbps,  100+  Mbps). 
Architektura používá náhodný přístup podle CSMA 
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• IEEE  802.12:  100VG-AnyLAN  (definovaná  přenosová  rychlost  100Mbps;  VG,  Voice 
Grade; 1995, poslední verze normy z 1998) - tržně neúspěšná alternativa k Fast Ethernetu od 
HP, deterministický přístup (DPAM, Demand Priority Access Method);
• ETSI:  HIPERLAN (HIgh PErformance Radio  LAN,  přenosová rychlost  do  54  Mbps)  - 
deterministický  přístup   (TDMA/TDD),  evropské  řešení  WLAN  ustoupilo  populárnímu 
802.11;
• ANSI:  FDDO – přenosová rychlost  100 Mbps  rychlá  páteřní  síť  se  značným dosahem, 
deterministický přístup k (dvojímu) kruhu na základě předávání tokenu;
• ANSI: Fibre Channel – přenosová rychlost od stovek Mbps po Gbps, specifické řešení pro 
ukládání dat.
 2.1.2 Transportní síť (síť MAN)
Je  mezistupněm  mezi  sítí  LAN  a  WAN.  Z  hlediska  telekomunikační  terminologie  se  jí  říká 
transportní, a to proto, že připojuje lokální sítě (přístupové sítě) do sítí rozlehlých (globálních popř. 
páteřních). Z hlediska topologie jde u menších sítí, zejména poskytovatelů k Internetu buď o hvězdu 
či uzlinovou topologii a z hlediska implementovaných služeb se tyto sítě podobají LAN. Mohou být 
realizovány metalickým vedením (kroucená dvojlinka stíněná nebo nestíněná) nebo – a to zejména 
–  optickými  kabely.  Optické  kabely  je  možno  vést  venku  podpovrchově,  v  kolektorech 
inženýrských sítích nebo v nadzemní formě.
Úkolem transportní sítě je bez chyb a v co nekratší době dopravit data ze zdroje do cíle . Proto 
je kladen obzvláštní důraz na její propustnost a na provedení kvalitních propojení. Není dopředu 
dáno, že propojka musí být po vedeních; na velké vzdálenosti nebo v přírodně těžkých podmínkách 
(hory, odlehlé oblasti) je možno použít i technologie bezdrátové. Vždy ovšem platí, že transportní 
síť je nejužším hrdlem celého spojovacího řetězce; pokud  za transportní síť považujeme i  sítě 
WAN, pak je zejména kritickým místem směrování a hledání datově nejkratší cesty.
V principu nemusí být transportní sítí jen síť paketově pojatá. Tak například technologie ATM byla 
ještě  nedávno  předurčena  právě  pro  tuto  část  celého  spojovacího  řetězce.  Ovšem  ekonomická 
stránka, mohutný rozvoj služeb v paketových sítích a vlastnosti gigabitového Ethernetu, spolu s 
vynikajícími vlastnostmi nově budovaných optických spojovacích tras dal prozatím jednoznačně 
zelenou právě Ethernetu a technologii WiFi.
Obr. 2 Vymezení transportní sítě v telekomunikačním řetězci
 2.1.3 Rozlehlá síť (WAN)
To je již jádro například Internetu. Nemá jediného správce, ani za tuto síť není jako celek 
odpovědný žádný stát. Každý si spravuje to, co se vyskytuje právě na jeho území. Je úžasné, k jaké 
dohodě a  standardizaci  došlo v této oblasti  mezi  kontinenty,  státy a  národy.  Globální  charakter 
Internetu jakožto nejrozsáhlejší sítě na bázi TCP/IP využívá dnes každý. Jednotlivé segmenty této 
sítě transportních i přístupových sítí si spravují  státy či  světadíly; síť jakožto celek nemá jedno 
centrum ani majitele.
 2.1.4 Topologie sítě
Komunikační síť se vyznačuje určitou architekturou a hlavně topologií. Jako topologii sítě 
můžeme označit jednak fyzické zapojení sítě(ať už jde o jakýkoli druh sítě), jednak cesty, kterými 
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tečou data, tedy kterými se komunikuje. Topologii tedy dělíme na 
• fyzickou
• logickou
O  fyzické topologii se dá hovořit zejména na nejnižší  úrovni zasíťování, tedy zpravidla v sítích 
LAN,  z  hlediska  telekomunikačního  v  případě  sítí  přístupových.  Ale  i  v  sítích  transportních  a 
páteřních, respektive v oblasti MAN a WAN lze vysledovat fyzické zapojení až do konkrétních 
komponent, které síť tvoří. Fyzická topologie je skutečný obraz toho, jak je síť zapojena.
Základní  fyzickou  topologií  v  dnešní  době  je  hvězda,  která  je  propojena  uzlinově;  jednotlivé 
hvězdy jsou propojovány mezi sebou různými médii a technologiemi. Propojení nemusí být pouze 
jedno. Pomocí směrovačů a bran lze propojení zdvojit či znásobit tak, aby při výpadku jedné cesty 
bylo možno jít „náhradní cestou“. Na konkrétní technologii pak záleží, zda jsou aktivní prvky sítě 
propojeny rovnocenně (peer-to-peer), jako je tomu například u paketových sítí Fast Ethernet či s 
nějakou hierarchií (kupř. stromově), jako například u sítí  100VG-AnyLAN. 
U sítí Fast Ethernet a gigabit Ethernet je na nejnižší úrovni před aktivními prvky či koncovými 
zařízeními základním propojovacím médiem v topologii hvězdy kroucená dvojlinka v nestíněném 
nebo stíněném provedení, opatřena konektory RJ-45. Je to osmižilový symetrický kabel, kde jsou 4 
páry celistvých vodičů nebo lanek vodičů vzájemně zkrouceny a svojí polohou zajišťují vysokou 
odolnost před průmyslovým rušením. Na tomto typu vedení, byť je velmi jednoduché, dosahujeme 
velikých přenosových rychlostí – testují se desítky Gbps; běžně na kabelu kategorie 6 (na menších 
vzdálenostech i kategorie 5e) se dosahuje přenos řádů jednotek Gbps. Pro univerzálnost použití je 
kroucená dvojlinka nejrozšířenějším typem kabelu ve slaboproudých rozvodech a pokud pomineme 
dálkové metalické telekomunikační kabely, které se mnohdy nahrazují optickými vlákny, dá se s ní 
realizovat téměř jakýkoli slaboproudý rozvod po budově či kampusu.
Obr. 3 Topologie hvězda – základní segment soudobé komunikační sítě
Logická topologie je schéma,  jak sítí proudí data. V principu se od fyzické topologie může lišit, 
kupř. síť Token Ring je fyzicky hvězda, avšak aktivní prvek – koncentrátor z ní tvoří logický kruh. 
Sítě  typu  Ethernet  mají  fyzickou  i  logickou  topologii  prakticky  shodnou.  Vzhledem  k 
nedeterministickým  vlastnostem  přístupových  metod  této  sítě  (CSMA/CD,  popř.  CSMA/CA u 
WiFi) se jeví všechny komponenty zapojeny paralelně. Topologie hvězda je otevřená a odolná proti 
výpadku  jednotlivých  větví.  Aktivní  prvky  (switche,  routery,  brány)  řídí  provoz  tak,  aby 
nedocházelo  ke  kolizím  či  zahlcování  sítě  a  rovněž  při  poruše  logicky  odpojí  poškozenou  či 
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nefunkční část sítě. 
Obr. 4 Uzlinová topologie vzniká spojením několika sítí s hvězdovou topologií do většího celku
Obr. 5 Transportní síť složená z několika metropolitních sítí v pavučinové topologii
 2.1.5 Služby v komunikačních sítích
V komunikačních sítích je implementováno mnoho různých služeb, které jednak slouží k vlastnímu 
zajištění  chodu síťové infrastruktury,  jednak k vlastní komunikaci.  I  když je v současnosti  toto 
spektrum služeb známo, například viz výše, připomeňme si alespoň ty nejvýznamnější, které v síti 
založené na protokolech TCP/IP  existují:
a) vybrané služby zajišťující chod a funkčnost sítě
DHCP – dynamické přidělování adres koncovým zařízením. Pokud  koncové zařízení (může to být 
i malá síť LAN, zapojená za routerem) neobsahuje servery pro poskytování dalších služeb, které 
vyžadují mapování plně kvalifikovaných doménových jmen na statické IP adresy,  je to nejlepší 
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způsob, jak zabránit adresní kolizi a plně optimalizovat adresní prostor vymezený maskou podsítě.
DNS – převod plně kvalifikovaných doménových jmen na IP adresy a napoak. Populárně řečeno, 
jde o jakýsi seznam, kdy jsou plně kvalifikovaným jménům přidělovány IP adresy, podobně, jako v 
telefonním seznamu jsou účastníkům přidělována telefonní čísla. Tato služba není pro chod sítě 
nezbytná, ale pokud chceme kupř. zavolat webový server přes URL ve tvaru http://www.firma.cz/ , 
pak se bez ní  neobejdeme.  Tato služba je distribuovaná,  to  znamená,  že se  neudržuje centrální 
databáze převodu jmen na adresy, nýbrž DNS servery v rámci celé sítě spolupracují.
Firewally  a  proxy  servery –  problematika  firewallů  a  služeb  proxy je  velice  rozsáhlá.  Jde  o 
bezpečnostní  prvky sítě,  implementované  jak  na  routerech  či  branách,  tak  i  na  koncových 
zařízeních.  Firewally  fungují  zpravidla  jako  paketové  filtry.  Každý  paket  TCP/IP  má  svoji 
identifikaci v hlavičce, svůj „průkaz totožnosti“. Podle této identifikace je možno filtrovat žádoucí 
provoz od nežádoucího, povolovat či zakazovat provoz určitých služeb v síti, apod.
NAT (Network Address Translation) – služba překladu síťových adres.
b) vybrané služby komunikační
Elektronická pošta je jednou z nejstarších služeb, která je z hlediska telekomunikací považována 
za offline obousměrnou komunikaci. Není náročná na okamžitou rychlost ani propustnost sítě, je 
však pro ni podstatné, aby se v transportní síti neztrácela data. Nedoručitelná data se totiž nesmí 
ztratit,  nýbrž  se  vrací  zpět  k  odesilateli.  Skládá  se  z  odchozího  poštovního  serveru  (SMTP)  a 
příchozího  serveru  (POP nebo  IMAP).  Jako  klient  pošty  slouží  buď  specializovaný  program 
instalovaný na počítači  uživatele  nebo (častěji)  webová aplikace (založená např.  na technologii 
PHP), běžící ve webovém prohlížeči.
World Wide Web je původně pojat jako hypertextový dokumentografický informační systém. V 
dnešní době však slouží  jako klientské rozhraní pro online i  offline komunikaci,  jako klientské 
rozhraní  databází,  administrativní  rozhraní  síťových  zařízení  a  pro  svoji  univerzálnost  a 
multiplatformnost proniká i do různých mobilních zařízení. Podporuje další technologie – applety 
Javy a Flash, skripty Javy a zejména serverové skripty, jako např. PHP. Jádro služby se skládá z 
webového serveru a jeho rozšíření (PHP, databáze, např. MySQL a PostgreSQL, modulu pro práci s 
elektronickou  poštou,  popř.  speciální  a  proprietární  rozšíření).  Je  to  nejrozšířenější  služba  sítě 
Internet.  Vyžaduje  vyšší  rychlosti  a  dobrou propustnost  sítě,  aby aplikace  v prohlížeči  správně 
běžely a komunikovaly,  neboť jsou graficky orientované.  Podpora QoS je fakultativní;  záleží,  s 
jakou další službou je web spojen, popř. zda je jím řízena nějaká další služba (např. konfigurace 
nějakého zařízení).  Službu jze  provozovat  se  šifrovaným i  nešifrovaným protokolem,  takže  lze 
přenášet i důvěrná data.
FTP a SFTP jsou služby obousměrného přenosu souborů. Liší se prakticky pouze v zabezpečení 
protokolů. Protokol SFTP (nebo i méně robustní SCP) je šifrovaný, takže není třeba se obávat ani o 
přenášená  data  ani  o  vyzrazení  autentizace.  Vyžaduje však  minimální  chybovost  sítě  a  velikou 
propustnost,  aby  se  data  jednak  nepoškodila,  dále  pak  aby  v  rozumném  čase  byl  proveden 
požadovaný úkon (kopírování, mazání, práce s adresáři, apod.).
SMB (Samba) je významná služba pro vytváření sdílených jednopísmenných diskových jednotek v 
UNIXové  síti  a  jejich  následné  mapování  pro  klienty  Windows.  Používá  se  prakticky  jen  v 
lokálních sítích, máme-li však síť MAN např. v rámci jedné firmy umístěné v jednom městě, lze ji 
použít i tam. Vyžaduje perfektní rychlost a propustnost sítě, aby měl uživatel pocit, že nepracuje se 
vzdáleným diskem, ale se zařízením v jeho počítači.
VoIP  je v  současnosti  nejdůležitější  forma  digitální  telefonie.  Vzhledem  ke  stoprocentní 
kompatibilitě se sítěmi založenými na TCP/IP, a tím i s Internetem, nezná hranic. Je určena čistě pro 
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paketovou síť, čímž se „telekomunikačnímu“ pojetí sítě s přepínanými okruhy poněkud vymyká. 
Praxe a její rozšiřování však předpovídá, že toto je správná a reálná cesta vytváření hlasových sítí 
nad již existujícími IP sítěmi. Ve VoIP existuje několik protokolů, v dnešní době převládá protokol 
SIP a proprietární řešení Skype, které navíc implementuje velice mohutné a solidní šifrování dat při 
přenosu. Jako klienty lze používat jednak klasické analogové telefonní přístroje, připojené přes SIP 
adaptéry  či  brány  (SIP ATA),  proprietární  VoIP telefonní  přístroje,  připojené  přímo  rozhraním 
Ethernet či softwarové telefony (program v počítači) ve spojení s headsetem či USB telefonním 
přístrojem.  Pokud  chceme  vytvořit  vnitřní  telefonní  síť,  můžeme  ji  implementovat  pomocí 
softwarové ústředny (registračního serveru) či volat přímo mezi klienty přes URL. Pokud chceme 
propojit  naši  síť  s  veřejnou  telekomunikační  sítí  a  získat  tím  vlastně  plnohodnotnou  pevnou 
telefonní  linku,  využijeme nějakého VoIP operátora  –  poskytovatele,  který  nám přidělí  veřejné 
telefonní číslo. Takové číslo se zvenku chová jako klasická telefonní či ISDN stanice nebo ADSL 
přípojka, kterou provozuje např. O2. Síť vyžaduje minimální kolísání zpoždění (jitter), střední až 
vyšší  přenosovou rychlost.  Naopak ojedinělá ztráta paketu nemusí tolik vadit,  vždy,  když jde o 
hlasovou komunikaci,  si  uživatelé  smysluplnost  přijaté  zprávy mohou „domyslet“  (samozřejmě, 
pokud je zpráva ještě slyšitelná). Navíc při digitálním spojení je v závislosti na volbě hlasového 
kodeku zpráva zpravidla ve stoprocentní kvalitě, popř. není vůbec. Nejlepším hlasovým kodekem je 
v současnosti G729, nejrozšířenějším G711, nejméně náročným pak GSM..
Multimediální datové proudy (streamy)  umožňují grabovat jednak do IP sítě televizní digitální 
multiplexy,  jednak  poskytovat  videoslužby  podobně  jako  např.  server  YouTube  či  Stream. 
Technologie  je založena na myšlence, že je jednodušší, než přenést celý videosoubor, a poté jej 
přehrát,  přenášet  jen aktuální  část  do přehrávače a poté,  co jej  přehrajeme,  jej  zahazovat.  Tato 
metoda je dokonce v reálněčasovém přenosu, jako např. televizní vysílání, jediná možná. V IP síti 
se  pak vysílá  na hromadnou multicastovou adresu  a  poté  si  jednotliví  uživatelé  mohou takové 
vysílání pustit. Řešení je velice dobře zvládnuto od firmy VideoLan, přičemž jejich legendární VLC 
Player používá dnes skoro každý nejen na implementaci této technologie, nýbrž třeba i jen k vysoce 
kvalitnímu přehrávání audio a video souborů v počítači, DVD, apod. Síť optimalizovaná pro tuto 
technologii vyžaduje nízký jitter, vysokou přenosovou rychlost (podle kvality streamu až desítky 
Gbps),  nizkou  chybovost  a  vysokou  propustnost.  Ta  je  v  tomto  případě  úzkým hrdlem,  neboť 
Ethernet je i přes pokročilé přístupové metody stále síť nedeterministická.
 2.1.6 Kabely a propojovací média u vysokorychlostních 
transportních sítí
Jako  propojovací  médium  se  u  vysokorychlostních  komunikačních  sítí  dnes  používá 
převážně optické vlákno. Důvodů je více, ale dnes je to zejména možnost multiplexování provozu, 
takže se spojovací cesta využije mnohonásobně. Rovněž cena vláken klesá, takže je možno jimi 
nahrazovat staré  metalické měděné rozvody,  které již dosloužily či  dosluhují  a  jejich elektrické 
vlastnosti neumožňují nasazení náročných digitálních technologií. Velikou výhodou je  galvanické 
oddělení elektrických obvodů (aktivních prvků), které jsou propojeny optickým vláknem. Nejsou 
potřeba  žádné  bleskojistky  či  přepěťové  ochrany.  Útlum je  ve  srovnání  s  měděnými  kabely 
zanedbatelně malý – o mnoho řádů méně. Zkreslení signálu závisí na provedení spojů, avšak rovněž 
zde dosahujeme řádově lepších výsledků než u metalického vedení. Nevýhodou optického vlákna je 
poměrně pracná metoda konektorování a zakončování. Při propojení sítí optickým vláknem je nutno 
nasadit speciální optoelektronické spojovací členy a rovněž konvertory pro metalickou část sítě. 
Tyto prvky je nutno nepřetržitě napájet  z elektrizační soustavy, takže rovněž cena spotřebované 
energie hraje roli. Rovněž při poškození vlákna je problematické jej svařit a takto opravený spoj již 
nikdy nedosáhne kvalit původního vedení. 
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Obecně však lze říci, že optické vlákno je v současné době nejlepší a nejspolehlivější přenosové 
médium, odolné proti průmyslovému rušení, šumu, apod. Jeho použití je v komunikačních sítích 
opravdu široké. Pokud uvažujeme sítě kabelové, pak je to jediná správná cesta. Natažení optiky je 
samozřejmě velice  drahá  záležitost  a  v  některých případech to  není  ani  technicky proveditelné 
(např. drobné ostrůvky v Tichomoří, ale i některé nepřístupné horské oblasti naší republiky), avšak 
vždy  se  jedná  o  permanentní spoj,  který  není  závislý  na  rozmarech  počasí,  vyšší  moci   či 
přítomnosti speciálních automatů na geostacionární dráze.
Optické  vlákno  je  buď  skleněné  nebo  plastové  (novější).  Existuje  ve  dvou  formách,  a  to 
mnohovidové a jednovidové.
Mnohovidové optické vlákno (Multimode Optical Fiber) je levný typ vlákna, který se používá 
především k propojování komponent v sítích LAN a MAN, a to na krátké vzdálenosti, zejména v 
rámci budovy, kampusu či části sídliště. 
Jednovidové optické vlákno je podstatně tenčí,  dokonalejší  a dražší  než vlákno mnohovidové. 
Proto i práce s ním bude náročnější a implementačně složitější.  Hodí se však na dálkové spoje, 
neboť má vynikající přenosové vlastnosti.
 2.1.7 Základní parametry sítí a jejich optimalizace
Každá  komunikační  síť  se  vyznačuje  mnoha  požadavky,  které  na  ni  klademe,  aby 
komunikace přes ni byla smysluplná. Jiné budou požadavky na komunikaci elektronickou poštou, 
jiné  pro  telefonii  založenou  na  technologii  VoIP  a  jiné  pro  provoz  IP  televize  či  jiného 
multimediálního vysílání datových proudů. O kvalitu služeb se stará souhrn pravidel QoS (Quality 
of  Services).  Transportní  síť  je  však  úzkým hrdlem datového  provozu;  jestliže  selže,  pak  celé 
skupiny malých či větších sítí se ocitnou bez spojení. Propustnosti a spolehlivosti těchto sítí se proto 
musí věnovat veliká pozornost. 
Mezi  transportní  sítě  patří  celé  skupiny  sítí  MAN,  které  provozují  poskytovatelé 
komunikačních a datových služeb. Prakticky každé místo v naší republice má již dostupnou nějakou 
komunikační síť, ať již mobilní nebo po vedeních. Samozřejmě – jak jsme uvedli – nejlépe by bylo 
síťovat všechny stacionární objekty optickými vlákny, ale to je ještě vzdálená budoucnost. 
Internet a jeho technologie jsou  založeny na protokolové sadě TCP/IP, v dnešní době stále 
verze  4.  I  když  je  již  implementačně  zvládnuta  verze  6,  která  plně  respektuje  vrstevný model 
ISO/OSI, musíme stále provozovat spoustu zařízení na verzi 4, která se pojetí ISO/OSI poněkud 
vymyká. Ne, že by to bylo na závadu, taková síť může bez problémů fungovat, avšak nejslabším 
článkem sítě založené na TCP/IP je její omezený adresní prostor.
Prvotní  optimalizace  tedy  spočívá  v  „šetření“  veřejnými  (celosvětově  viditelnými)  IP 
adresami. Tato adresa má pouhé 4B, což již naprosto nedostačuje. Proto se vyvinuly techniky jako 
NAT, privátní sítě, apod.
Dalším kritickým místem je nedeterminismus přístupu k médiu. Síť Ethernet (všech typů 
a rychlostí) používá protikolizně zabezpečenou přístupovou metodu CSMA/CD, avšak přenosová 
rychlost je i přesto silně závislá na hustotě síťového provozu. Může se stát, že kupř. v  hlavní 
provozní hodině stoupne zatížení přenosových cest  na takovou hodnotu,  která  další  komunikaci 
učiní nemožnou.
Instalací  mnoha  síťových  prvků  (opakovače,  routery,  brány,  switche,  apod.)  roste 
paketizační  zpoždění a  tím narůstá  jitter,  na  jehož  nízké  hodnotě  závisí  úspěšné  provozování 
telefonie  technologií  VoIP.  Samotná  kabeláž,  a  to  i  optika,  není  bezeztrátová;  vlivem útlumu i 
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fázového posuvu se mohou  některé pakety ztrácet natolik, že obnovení smysluplné zprávy bude 
vyloučeno.  Navíc  –  všechny  tyto  vlivy  můžeme  při  návrhu  sítě  sice  předvídat  a  empiricky 
eliminovat jejich vlivy na základě dřívějších zkušeností s podobnými implementacemi, na druhou 
stranu  mají  stochastický  charakter,  neboť  nevíme,  jaké  okamžité  skutečné  zátěži uživatelé 
transportní síť v jednotlivých částech provozního dne vystaví.
Úzkými  hrdly  jsou  dálkové  propojky.  V  hlavní  provozní  hodině  roste  jejich  vytížení  k 
hodnotám, které mnohdy způsobují zpomalování provozu až jeho zahlcení. Optimalizací pak 
rozumíme nastavení takových parametrů dálkového vedení, aby i ve špičkách provozu byl tento 
provoz  plynulý  a  bezchybný.  Souvisí  to  i  s  volbou  přenosového  média,  přičemž  volíme  to 
nejrychlejší s ohledem na proveditelnost i cenu propojky.  Sem patří i problematika QoS.
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 3 Popis Ethernetu
Ethernet je technologie pro univerzální paketovou komunikační síť pro přenos dat všeho druhu. 
Vyskytuje se zejména v těch nejnižších částech sítí (sítě domácí,  podnikové – tedy přístupové), 
uplatnění  nachází  rovněž  v  sítích  metropolitních  a  rozlehlých  (transportních  a  páteřních).  Čím 
„vyšší“ je kategorie sítě, tím více se klade důraz na přenosovou rychlost, ale i na nízkou, pokud to 
lze,  pak  nulovou,  chybovost  přenosu.  Nezanedbatelné  jsou  rovněž  energetické  nároky provozu 
takové sítě, neboť síťové prvky musí být napájeny trvale a nepřerušitelně.
V  našem  popisu  uvažujme  vysokorychlostní  Ethernet  s  implementovanou  protokolovou  sadou 
TCP/IP verze 4. Poměrně zevrubný popis najdeme na webu Svět sítí, autor Petr Odvárka.
Dovolíme si tento článek citovat:
V současné době je nejpoužívanější síťovou technologií Ethernet. Tato technologie je, nezávisle na tom zda 
jde klasický 10 Megabitový Ethernet nebo jeho rychlejší mutace (Fast a Gigabit Ethernet), založena na velice 
jednoduchém principu, nazývaném CSMA/CD. 
Na strukturovaném kabelovém systému lze používat  rozličné síťové technologie  založené na rozdílných 
přenosových metodách - např. Ethernet, Token Ring, FDDI, ATM, ... 
V současné době je nejpoužívanější síťovou technologií Ethernet. Tato technologie je, nezávisle na tom zda 
jde klasický 10 Megabitový Ethernet nebo jeho rychlejší mutace (Fast a Gigabit Ethernet), založena na velice 
jednoduchém principu, nazývaném CSMA/CD. 
CSMA (Carrier Sense Multiple Access) - stanice připravená vysílat data si "poslechne" zda přenosové 
médium (kabel)  nepoužívá jiná stanice. V případě, že ano, stanice zkouší přístup později  až do té doby 
dokud není médium volné. V okamžiku kdy se médium uvolní začne stanice vysílat svá data. 
CD (Collision Detection) - stanice během vysílání sleduje zda je na médiu signál odpovídající vysílaným 
úrovním (tedy aby se např. v okamžiku kdy vysílá signál 0 nevyskytl signál 1). Případ kdy dojde k interakci 
signálů více stanic se nazývá kolize. V případě detekce  kolize stanice generuje signál JAM a obě (všechny) 




fáze 1 - stanice vlevo si poslechla na drátu zda někdo vysílá, zjistila, že ne a začala sama posílat data;  
v okamžiku kdy ještě signál nedorazil  ke stanici  vpravo si  tato stanice ověřila stav média,  zjistila,  že je  
možnost zahájit vysílání 
fáze 2 – obě stanice posílají data 
fáze 3 – stanice vpravo zjistila kolizi a generuje signál JAM, všechny vysílající stanice zastavují vysílání a  
generují náhodné číslo 
Díky této jednoduchosti bylo dosaženo nízké ceny síťových adaptérů a aktivních prvků a tím i značného 
rozšíření  Ethernetu.  Jednoduchost  řešení  ovšem přináší  i  jednu  významnou nevýhodu  –  s narůstajícím 
počtem uzlů  narůstá  počet  kolizí  a  tím klesá  teoretická  propustnost  sítě.  Soubor  uzlů  jejichž vzájemná 
činnost může vygenerovat kolizi se nazývá kolizní doména. Logicky lze odvodit, že kolizní doména by měla 
být co nejmenší. Používané aktivní prvky mají ke kolizní doméně rozdílný vztah. Některé kolizní doménu 
rozšiřují, některé kolizní domény oddělují. Jejich volbou lze proto propustnost sítě ovlivnit. 
Vedle  pojmu  kolizní  doména  existuje  pojem  broadcastová  doména.  Na  počítačové  síti  se  vyskytují  
principielně dva typy paketů – tzv.  unicasty a nonunicasty.  Unicasty jsou pakety které mají  konkrétního 
adresáta vyjádřeného regulérní síťovou adresou. Nonunicasty používají skupinovou adresu a jsou určené 
buď všem uživatelům sítě (broadcasty) nebo vybrané skupině uživatelů (multicasty). Problém je v  tom, že 
nonunicastu se musí počítač věnovat  i  když není určen pro něj.  S nárůstem počtu uzlů  v broadcastové 
doméně narůstá i  množství nonunicastů. Z tohoto důvodu je nutné udržet velikost broadcastové domény 
v rozumné velikosti. Používané aktivní prvky mají k broadcastové doméně rozdílný vztah a proto lze jejich  
volbou propustnost sítě ovlivnit. 
Formát paketu 
Již  bylo  řečeno,  že  všechny  rychlostní  modifikace  Ethernetu  používají  stejnou  komunikační  metodu 
CSMA/CD. Používají však i stejný formát a velikost paketu. Ethernetový paket je definován na 1. a 2. vrstvě 
OSI. 
Základní částí paketu je hlavička linkové vrstvy, která je následována daty (včetně hlaviček vyšších vrstev). 




Podrobnosti ponecháme na odbornou literaturu. Zde si představíme ten nejjednodušší formát – Ethernet_II. 
Preamble adresa určení (DA) zdrojová adresa (SA) typ paketu data CRC 
8 byte 6 byte 6 byte 2 byte 46 až 1500 byte 4 byte 
Každý  paket  je  uvozen  preambulí,  která  slouží  k synchronizaci  vysílající  stanice  a  přijímajících  stanic. 
Následuje  adresa  určení  (MAC)  a  zdrojová  adresa  (MAC),  číslo  označující  typ  paketu,  datová  část  a 
kontrolní součet. 
Typ paketu obsahuje číslo větší než 0x05DC. Jako příklad může být použit např. číslo 0800 označují IP 
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paket nebo 8137 označují Novell IPX paket. Ostatní čísla lze najít např. v RFC např. 1700. 
Používaná média 
Ethernet je dnes standardizován v těchto verzích: 
1. "Klasický" Ethernet s přenosovou kapacitou 10 Mbit/s: 
10Base-2 
– používá jako přenosové médium dvakrát stíněný koaxiální kabel označovaný jako Thin Ethernet (v 
jednodušší verzi  Cheapernet) s impedancí 50 ohm- délka segmentu kabelu může být maximálně 
185 m (i když existují i varianty karet umožňující délku až 300 m)- na jednom segmentu může být 
maximálně 25 stanic
– - segment musí být na obou koncích ukončen pomocí tzv. terminátorů 
10Base-5 
• používá jako přenosové médium pětkrát  stíněný koaxiální  kabel  ozn.  jako Thick Ethernet  neboli  
Yellow Cable  s impedancí  50 ohm- délka segmentu může být  maximálně 500 m; na kabel  jsou 
připevňovány transceivery,  stanice může být  max. 50 m od transceiveru -  transceivery musí být 
připevňovány ve vzdálenostech násobku 2,5 m (na kabelech bývá označení)- segment musí být na 
obou koncích ukončen pomocí tzv. terminátorů 10Base-T 
• používá jako přenosové médium kroucený dvoudrát (stíněný nebo nestíněný) s impedancí 100 ohm 
(min. Cat 3)
• - délka kabelu mezi uzlem a aktivním prvkem může být max. 100 m 
10Base-FL - používá jako přenosové médium multimodový optický kabel 
- délka kabelu mezi uzly může být max. 2 km - existuje i modifikace používající singlemodový optický kabel
2. Fast Ethernet s přenosovou kapacitou 100 Mbit/s: 
100Base-TX 
• -  používá jako přenosové médium kroucený dvoudrát  (stíněný nebo nestíněný) s impedancí 100 
ohm (min. Cat 5) - délka kabelu mezi uzlem a aktivním prvkem může být max. 100 m
100Base-T4 
• – používá jako přenosové médium kroucený dvoudrát (stíněný nebo nestíněný) s impedancí 100 
ohm (min.  Cat 3)-  délka kabelu mezi  uzlem a aktivním prvkem může být  max. 100 m- používá  
všechny 4 páry kabelu- technologie není příliš rozšířena
100Base-FX 
• používá  jako  přenosové  médium  multimodový  optický  kabel-  délka  kabelu  mezi  uzly  může  být 
v případě plně duplexního provozu max. 2 km; v příp. polovičního duplexu je vzdálenost ovlivněna 
zapojením sítě- existuje i modifikace používající singlemodový optický kabel
3. Gigabit Ethernet s přenosovou kapacitou 1000 Mbit/s: 1000Base-SX 
• používá jako přenosové médium multimodový optický kabel- délka kabelu mezi uzlem a aktivním 
prvkem je ovlivněna parametry kabelu 
1000Base-LX 
• používá jako přenosové médium multimodový nebo singlemodový optický kabel- délka kabelu mezi 
uzlem a aktivním prvkem je ovlivněna typem a parametry kabelu 





1000BASE-SX MM 62,5 160 2 až 220*
1000BASE-SX MM 62,5 200 2 až 275**
1000BASE-SX MM 50 400 2 až 500
1000BASE-SX MM 50 500 2 až 550***
1000BASE-LX MM 62,5 500 2 až 550
1000BASE-LX MM 50 400 2 až 550
1000BASE-LX MM 50 500 2 až 550
1000BASE-LX SM 9 N/A 2 až 5000
Pozn: 
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*  Standard  TIA  568  pro  kabeláže  budov  specifikuje  mnohavidové  vlákno  160/500  MHz*km
**  Standard  ISO/IEC  11801  pro  kabeláže  budov  specifikuje  mnohavidové  vlákno  200/500  MHz*km
*** ANSI standard Fibre Channel specifikuje mnohavidové vlákno 500/500 MHz*km o průměru 50 mikronů a 
bylo navrženo jako doplněk ISO/IEC 11801. 
MHz*km ... jednotka pro měření přenosové kapacity vlákna. Hodnota ukazuje omezení kapacity vlákna, čímž 
je určena max. vzdálenost v závislosti na přenosové rychlosti. 
Nyní  se  zastavme  u  některých  faktů  z  předchozího  článku:  Vysokorychlostním  Ethernetem 
rozumíme  zpravidla  stomegabitový  a  gigabitový  Ethernet.  V  současné  době  se  pro  pomalejší 
rychlosti nová síťová rozhraní ani nevyrábí. Klasické 100 Mbps rozhraní je montováno do netbooků 
a notebooků. Častěji je ale síťové rozhraní hybridní, kdy je možno po přepojení kupř. na 1Gbps 
switch  využít přenos 1Gbps. 
Je rovněž nutno  připomenout, že při přechodu na 1 Gbps je nutno proměřit strukturovanou 
kabeláž a pokud je provedena kroucenou dvojlinkou nižší než kategorie 5e, pak je tuto kabeláž 
nutno vyměnit za kategorii 5e nebo rovnou kategorii 6. Vedení kategorie 6 je ovšem konstrukčně 
jiné – kabel je díky distančnímu jádru tvrdší a nepoddajnější. Rovněž keystony a konektory RJ-45 
pro vysokorychlostní vedení kategorie 6 jsou robustnější a práce s nimi je o něco náročnější.
Metalické vedení na vysokorychlostním Ethernetu používáme zásadně pouze v koncových 
segmentech sítě. Všude, kde je to možné, přecházíme k optické kabeláži, u gigabitového Ethernetu 
na multividové (multimodové) či jednovidové (singlemodové) optické vlákno. Výzkum v oblasti 
optických vláken směřuje k využití plastových optických vláken.
Na gigabitový Ethernet zhotovujeme metalickou kabeláž tak, aby bylo propojeno všech 8 žil 
kroucené  dvojlinky,  neboť  všech  8  žil  se  skutečně  využívá.  Toto  bývá  nejčastější  chybou  při 
využívání  stávajících  kabeláží  5e  ze  100  Mbps  Ethernetu,  neboť  ne  všichni  technici  důsledně 
všechny páry spojovali (ve 100 Mbps se využívají pouze 4 žíly kabelu). Pořadí pinů a barev žil se 
definuje  na  konektoru  RJ-45,  z  toho  pak  vychází  uspořádání  na  protikusu  –  zásuvce  neboli 
keystonu. Existují varianty A a B, jsou v podstatě rovnocenné. V celé kabeláži je však nutno tuto 
variantu dodržet. V praxi je lepší se přidržet varianty B, neboť je plně kompatibilní s variantou A u 
gigabitového Ethernetu. Vše dokumentuje následující tabulka 
(zdroj: http://www.wikipedia.cz/  heslo RJ-45):
Zhotovenou  kabeláž  je  před  spuštěním  nutno  prověřit  kvalitativním  proměřením správnosti 
zapojení, abychom odhalili případné nepropojené body či zkraty a rovněž chyby v zapojení, např. 
překřížení žil. Slouží k tomu jednoduché a finančně dostupné zkoušečky strukturované kabeláže, 
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které si  může pořídit  každý síťový technik.  Naopak  parametrické měření kabeláže je záležitost 
přístrojově velice nákladná a vyplatí se stále si jednorázově nechat změřit síť odbornou firmou.
 3.1 Přístupová metoda CSMA/CD
Je pro Ethernet jakéhokoli druhu typická. Ethernet je síť stochastická, nedeterministická. To 
je za určitých okolností limitující faktor, neboť při rostoucí zátěži klesá její propustnost – klesá 
efektivní přenosová rychlost. Přístupová metoda CSMA/CD sice odstraňuje možnost totální kolize 
dat  na  přenosovém  médiu,  ovšem  s  rostoucím  provozem  má  každý  uzel  stále  menší 
pravděpodobnost úspěšného vysílání. Patří do  třídy CSMA, tedy metod s vícenásobným kolizním  
přístupem a nasloucháním nosné. Tato třída se hojně využívá i u WiFi (Wireless Fidelity), a to ve 
variantě  CSMA/CA (Carrier  Sense Multiple  Access  with Collision Avoidance) .  Zastavme se u 
CSMA/CD -  osvědčené metody, která v praxi bohatě prokázala svoji životaschopnost, blíže.
Pokud chce stanice odeslat data, postupuje se následovně:
• Nejprve poslouchá, zda je přenosový kanál volný. Pokud ne, pak čeká (tím je vysvětleno i 
snižování propustnosti za provozu v závislosti na zatížení sítě)
• Při uvolnění kanálu se zahájí vysílání. Zároveň detekuje, zda nevysílá jiná stanice zapojená 
do téhož segmentu sítě. Pokud ano, pak dochází ke kolizi, vysílající stanice vysílání ukončí 
a vyšle ostatním kolizní signál jam. Poté vybere náhodné číslo z intervalu 0 až 2k-1, kde k je 
pořadové číslo pokusu o vysílání. Toto číslo nabývá hodnot max. do  10. Hodnota tohoto 
čísla je tedy nejvýše 1023. je to délka čekací doby, po jejímž uplynutí stanice opakuje pokus 
o vysílání (od začátku). Maximální počet pokusů je 16, poté je pokus o odesílání považován 
za neúspěšný.
Důležité je zastavit se rovněž u pojmu kolizní okno. V algoritmu CSMA/CD má totiž přímé dopady 
na nejmenší datovou část Ethernetového rámce. Podíváme se na situaci poněkud podrobněji:
Ke kolizi  může dojít,  jen pokud dvě (či  více) stanice zahájí  vysílání  současně nebo v krátkém 
časovém úseku za sebou. Jakmile první vysílající stanice „obsadí“ médium, ostatní již čekají. Doba, 
která uplyne od okamžiku zahájení vysílání stanice do okamžiku, kdy se její signál rozšíří do celého 
přenosového média, se nazývá kolizní okno. Je jasné, že pouze během této doby může dojít ke 
kolizi. Tento signál se šíří rychlostí elektromagnetického záření, resp. rychlostí světla (max. hranice 
této rychlosti je cca 3.108 m/s), závisí tudíž na délce a kvalitě média a na zpoždění v aktivních 
prvcích. Aby byl algoritmus CSMA/CD úspěšný, musí být kolizní okno menší než doba vysílání 
nejmenšího rámce. Dá se odvodit, že datová část ethernetového rámce má minimální délku 46 B, 
což společně s hlavičkami představuje minimální rámec velikosti 64 B.
Další dopady existence kolizního okna:
• Minimální velikost celého rámce 64B
• Maximální délka média a počet opakovačů na trase jsou omezeny. 
• Komplikuje se zvýšení přenosové rychlosti. Vede ke zkrácení doby vysílání minimálního 
rámce, která vynucuje příslušné zkrácení kolizního okna.
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Obr. 6 Algoritmus CSMA/CD (volně podle www.svetsiti.cz)
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 4 Kvalita služeb
Popis úvodní síťové problematiky by nebyl úplný, kdybychom nezmínili  aspekty QoS – 
Quality of Services. To je velice důležité pro provozní praxi. Zejména tam, kde provozujeme služby 
běžící v reálném čase, se často pohybujeme doslova na hraně možností dané technologie. Pro VoIP 
či IPTV je nemyslitelné, aby se síť zahlcovala, naopak při přenosu e-mailu či souborů preferujeme 
spolehlivost přenosu.
Kvalitu  služeb  zásadně  ovlivňuje  i  fakt,  zda  jsou  protokoly  typu  TCP  či  UDP.  TCP 
(Transmission Control Protocol) protokoly jsou  spolehlivé; transportní vrstva kontroluje doručení 
paketů, což nese určitou časovou režii. Stochastičnost Ethernetu pak činí v časovém ohledu tento 
proces  poměrně  nepředvídatelným.  I  když  je  Ethernet  sítí  velice  rychlou,  tato  rychlost  pak  ve 
výsledku může značně kolísat z důvodu zahlcení a řešení kolizí, kdy metoda CSMA/CD už prostě 
přestane „stíhat“ ošetřovat jamy na fyzickém médiu.
Multimediální provoz se proto odehrává na protokolech UDP (User Datagram Protocol) jsou 
protokoly  nespolehlivé  –  ne  proto,  že  by  z  hlediska  bezpečnosti  sítě  nevyhovovaly,  ale  že  se 
nevyžaduje  „doručenka“  -  potvrzení  doručení  paketu.  Krátkodobý  (řádově  milisekundový) 
ojedinělý výpadek VoIP či IPTV signálu uživatel obvykle pochopí, avšak přenos po zahlcené síti,  
byť transportně spolehlivé, je nepřijatelný.
Výběr protokolů TCP versus UDP je tedy tím nejzákladnějším softwarovým ovlivněním QoS.
Sebedokonalejší  technologie  či  služba,  která  nemá  zajištěnu  minimální  garanci  kvality,  tedy 
dostupnosti, není v praxi použitelná. Proto se přenosem dat v paketových sítích zabývá disciplína 
zvaná Hodnocení kvality služeb (QoS quality of Services). Zaměříme se na popis těchto ukazatelů 
kvality poněkud podrobněji.
QoS je  tedy soubor řady technologií,  který řeší  hned několik problémů okolo přenosu . 
Cílem  je  umožnit  nastavení  určité  kvality  přenosu pro data  přenášená  sítí.  Navíc  QoS dokáže 
rozlišovat mezi jednotlivými přenosy a každému typu nastavit jinou kvalitu. Zjednodušeně můžeme 
říci, že QoS zajišťuje, aby se důležitý provoz doručil v pořádku a včas. 
QoS je  problematika  značně  rozsáhlá  a  ne  zrovna  jednoduchá  (z  teoretického  hlediska, 
vlastní konfigurace nemusí být složitá). Skládá se z celé řady oblastí, v praxi nám často stačí použít 
pouze určitou část. V současnosti je hodně populární díky přenosu hlasu (VoIP) či videa přes IP 
protokol,  kdy je  potřeba  zajistit  určité  vlastnosti/parametry provozu.  Primárně  můžeme říci,  že 
potřebujeme  upřednostnit nějaký provoz před ostatním, aby nedocházelo ke zpoždění. V hlasové 
službě by to totiž účastník ihned „uslyšel“. QoS ale nabízí i další užitečné a používané funkce.  
Jedná se o omezení přenosového pásma (nastavení maximálního pásma, které může být použito) a 
vyhrazení přenosového pásma (nastavení minimálního pásma, které bude pro daný provoz vždy k 
dispozici). 
Následující popis metod QoS se zaměří zejména na telekomunikační služby VoIP a multimediální 
přenos dat, neboť tyto služby jsou na kvalitu a stabilitu parametrů přenosové cesty nejcitlivější.
 4.1 Bez QoS
Bez QoS dochází v okamžiku konkurentních požadavků k prodlužování doby odezvy sítě (latence), 
kolísání  (jitter),  výpadkům a  zpomalení  přenosu.  Např.  jeden  z  více  počítačů  v  domácnosti  se 
sdíleným internetem svým zatížením sítě, stahováním velkého objemu dat, může přerušit komfortní 
práci ostatním uživatelům sítě, zejména pokud používají aplikace citlivé na horší kvalitu sítě. Mezi 
ně patří zejména multimediální služby, jako je přenos hlasu (VoIP), videa (např. IPTV – televize 
přes počítačovou síť) a síťové počítačové hry.
Pokud  není  sdíleno  celé  připojení,  např.  je  použito  jednoduché  omezováním  rychlosti 
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koncových zařízení, nebo pokud je kapacita sítě dostatečně dimenzována i pro provoz ve špičkách, 
není třeba QoS uvažovat.  Praxe ukazuje,  že pro běžné IP sítě pracující  na principu Best-effort  
services je složitější zavést QoS než zajistit dostatečnou přenosovou rychlost a šířku pásma.
 4.2 Metody a implementace QoS
V sítích se v dnešní době používají především tři typy mechanismů QoS:
• Best-effort service - znamená žádné QoS, klasický TCP/IP provoz, bitrate a doba doručení 
je proměnlivá a nespecifikovatelná a mění se podle zatížení sítě. 
• Integrated services - IntServ -dnes málo používaná technologie garantovaného QoS, musí 
být podpora u aplikace a všech routerů na cestě, nejprve se vyjedná a rezervuje cesta, pak se 
posílají data, používá Resource ReSerVation Protocol (RSVP) pro rezervace cesty, je značně 
náročná na zdroje. 
• Differentiated services  -  DiffServ -  dnešní hlavní  metoda,  řeší  se per  router,  pakety se 
rozdělí do tříd podle typu při příchodu na router, tato klasifikace se může zaznamenat do 
hlavičky paketu, s třídami se zachází podle konfigurovaných parametrů. 
 4.2.1 Nyní k jednotlivým podrobnostem mechanismu DiffServ:
• klasifikace  se  provádí  na  hranici  sítě  a  nastavuje  Differentiated  Services  Code  Point 
(DSCP) 
• vše se děje na aktivních prvcích a ne v aplikaci (i když i to je možné) 
• protože se řeší na každém hopu (routeru), tak projde i přes router, který QoS nepodporuje, 
ale nejedná se pak o ucelené QoS řešení 
• používá se několik front a odbavuje se podle určitého algoritmu 
 4.2.2 Základní body aplikace DiffServ 
• Identifikace provozu 
• Rozdělení do tříd 
• Definice politik pro jednotlivé třídy 
 4.2.3 Základní oblasti/akce
• Classification and Marking - rozlišení a označení provozu  
• Traffic Rate Management -  Shaping and Policing - správa datového toku, omezování a 
vyhrazování 
• Congestion Management - Queuing - správa zahlcení pomocí front 
• Congestion Avoidance - zabránění zahlcení pomocí řízeného zahazování 
• Signaling - vyjednávání end-to-end spojení, IntServ RSVP 
• Link  Efficiency  Management -  správa  efektivního  využití  (pomalé)  linky,  komprese, 
fragmentace 
Určité  akce  se  aplikují  na  vstupu  a  určité  na  výstupu.  Detaily  závisí  na  zařízení  (počet  front,  
algoritmy, akce). Následující obrázek ukazuje možné akce na Cisco switchi. 
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Obr. 7  Princip implementace QoS (přeloženo volně podle www.cisco.com)
Obr. 8 Totéž v poněkud detailnějším rozkreslení (přeloženo volně podle www.cisco.com)
Poznámka: Volně podle http://www.samuraj-cz.com/ autor uveden pod pseudonymem Samuraj
U  metody  DiffServ se  při  použití  IP  protokolu  zaznamená  nastavení  do  pole  8  bitů 
označované DS (differentiated services). Pro  Differentiated Services Codepoint (DSCP) je zde 
vyhrazeno 6 bitů. Uvnitř něj je tzv. IP precendce (IPP) o velikosti 3 bity. Dříve se používala pouze 
hodnota IPP, později se pole pro metodu DiffServ rozšířilo na DSCP, které je zpětně kompatibilní s  
IPP, což je naznačeno v tabulce hodnot IPP a DSCP. Pole DSCP nabývá honoty 0 až 63 a to podle  
typu aplikace služby. Zbývající 2 bity jsou využity pro Explicit Congestion Notification (ECN), 
což  je  volitelná  hodnota,  používá  se  pouze  tehdy,  pokud  je  oba  koncové  uzly  chtějí  využít  a 
umožňuje oznámení o přetížení sítě bez ztráty paketů. Vše ilustruje následující tabulka:
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IPP DSCP Typická aplikace
7 Rezerva
6 48 Směrování
5 46 Hlasové služby 
5 34 videokonference
4 32 Multimediální datový proud
3 26 Kritická data
3 24 Signalizace
2 18 Transakční data, databázové operace
2 16 Administrace sítě
1 10 Přenos souborů
1 8 E-mail
0 0 Best-effort data (bez QoS)
Tab.1 Hodnoty IPP a DSCP a k nim přiřazené typy aplikace (volně podle www.wikipedia.cz/)
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 5 Simulační prostředí OPNET Modeler a OPNET IT Guru
Aby  se  informatikům  a  elektroinženýrům  lépe  navrhovaly  komunikační  sítě,  přišlo  s 
rozvojem výpočetní techniky mnoho uživatelsky přátelských systémů pro simulaci vlastností těchto 
sítí.  Mezi nejdokonalejší  a nejdražší  v této oblasti  patří  software firmy Opnet,  který se nazývá 
Opnet Modeler, resp. jeho akademická verze Opnet IT Guru, která má sice méně možností, avšak 
umožní studentům informatických a telekomunikačních oborů naučit se podobné nástroje využívat. 
Pro zjednodušení nazývejme v této stati Opnet Modelerem i akademickou verzi Opnet IT Guru, 
která je omezena oproti plné verzi a nedisponuje tolika rozšířeními.
Je  nutno  připomenout,  že  Opnet  Modeler  není  jediným simulačním nástrojem.  Je  však 
natolik komplexní, že umožní „doprogramovat“ jednotlivé síťové komponenty v jazyce C a jejich 
chování tak ovlivňovat na nejnižší úrovni výpočetních modelů – na úrovni konečných automatů. V 
našem  jednoduchém  úvodním  ilustrativním  příkladě  to  nebude  zapotřebí;  necháme  tedy  na 
programu  samotném,  aby  nastavil  základní  parametry  sítě  implicitně,  později  budeme  jejich 
změnou ovlivňovat chod simulované sítě a sledovat jednotlivé statistiky.
Vyčerpávající informace (samozřejmě v angličtině) a manuál ke konkrétní verzi programu najdeme 
ve  firemní  dokumentaci  k  programu  na  adrese  http://www.opnet.com/ .  Zde  rovněž 
najdeme spoustu tipů a příkladů, jak sítě simulovat.
Vlastní  návrh  spočívá  v  nakreslení  schématu  sítě  –  scénáře  (scenario).  Na  základě 
konkrétního scénáře pak můžeme doladit některé eventuality a predikovat chování skutečné sítě. 
 5.1 Seznámení s programem
Opnet Modeler se skládá z několika základních prvků. I když není cílem této práce přímo tento 
program popisovat, omezíme se na stručný popis funkčních bloků, neboť komplexní dokumentace k 
tomuto  programu v  češtině  zatím není  a  vzhledem k ceně  jde  o  program u běžných uživatelů 
nezvyklý.
Obr. 9 Opnet Modeler po spuštění
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OPNET Modeler disponuje celou řadou editorů, které umožňují vytvářet modely sítí a navrhovat 
jejich  vlastnosti  s  různým  stupněm  abstrakce.  V  začátcích  práce  vystačíme  s  těmito  třemi 
základními typy editorů:
• Editor  projektu  (Project  Editor).  Je  to  hlavní  grafický  editor,  ve  kterém  se  kreslí  a 
modeluje  topologie  a  komunikace  v  síti.  Síť  se  skládá  z  uzlů  a  odkazů  na  objekty 
konfigurovatelné přes dialogový box. Je možné použít předchystané uzly i modely nebo, 
pokud nevyhovují, vytvořit své vlastní. Projektový editor má v sobě implementovánu mapu 
světa, která slouží k větší názornosti. Projekt je pak tvořen jedním nebo více scénáři, které 
umožňují nastavit síť pro různé eventuality a potom tato nastavení v rámci projektu různě 
srovnávat.
• Editor uzlů  (Node Editor).  Je  to  rozhraní  nižší  úrovně než projektový editor.  Ukazuje 
architekturu  síťového  zařízení  nebo  systému  a  jeho  vzájemné  vztahy  mezi  funkčními 
modely a volanými funkcemi. Model uzlu se skládá z modulu uzlů (modules), které jsou 
vzájemně propojeny datovými propojkami, a to buď tokem paketů (packet streams) nebo 
statickými spoji (static wires). Každý modul může generovat, posílat či přijímat pakety od 
ostatních  modulů  uvnitř  celého  uzlu.  Moduly  typicky  představují  aplikace,  protokolové 
vrstvy, algoritmy a fyzické prostředky, jako zásobník, port a sběrnice.
• Editor  procesů  (Process  Editor).  Je  to  editor  nejnižší  úrovně.  Je  to  konečný  stavový 
automat (FSM), pomocí něhož můžeme specifikovat chování modelu do detailu. Stavy a 
přechody tohoto konečného automatu jsou zobrazeny graficky. Každý stav a proces modelu 
obsahuje kód v jazyce C/C++, který můžeme doplnit či modifikovat a tím změnit implicitní 
vlastnosti modelu. 
Další editory jsou tyto:
• Executive Editor – textově orientovaný editor pro definici příkazů jazyka C/C++
• Link Editor – editor pro definici propojení dvou sousedních uzlů
• Path Editor – definice logických cest pro datový provoz nesousedních uzlů sítě
• Packet Editor – editor pro definici struktury datových jednotek
• Demand Editor – definice vzájemných závislostí mezi různými prvky modelu
• Probe Editor – editor rozšířených možností nastavení monitorovaných parametrů (zejména 
nastavení statistik)
• Analysis Editor – nástroj s rozšířenými schopnostmi zobrazení výsledků simulace
• Probability Density Function Editor – definice pravděpodobnostní funkce hustoty
• Simulation Sequence Editor – zde nastavíme uživatelský průběh simulace, pokud původní 
nastavení nevyhovuje
• Antenna Pattern Editor – nastavení vyzařovacích charakteristik antén bezdrátových sítí
• Filter Editor – vytváření uživatelských datových filtrů
• ICI  (Interface  Control  Information)  Editor  –  definice  vnitřní  struktury  zpráv  rozhraní, 
použitelné při meziprocesové komunikaci
• Modulation Curve editor – je určen pro definici modulační funkce charakterizující závislost 
bitové chybovosti na odstupu signál/šum, dostupný pouze s „Wireless Module“
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 5.2 Definice modelu jednoduché paketové sítě – cvičný příklad
Úvodní praktický příklad pro práci se systémem Opnet Modeler
Pro ilustrativní úvodní příklad, jak lze simulovat chod sítě a její následnou optimalizaci,  
vytvoříme dvoubodovou síť a spustíme v ní jednoduchou simulaci. Vytvoříme projekt, který bude 
obsahovat  námi  definovaný  paketový  vysílač  a  přijímač.  Jednotlivými  změnami  v  nastavení 
parametrů pak zajistíme odlišné vlastnosti a porovnáme simulační výsledky.
 5.2.1 Vytvoření paketu
V hlavním  okně  Opnet  Modeleru  nejprve  vytvoříme  paketový  vysílač  a  přijímač.  Poté 
založíme projekt a využijeme námi definované komponenty k simulaci malé sítě.  Poté budeme 
měnit vlastnosti vysílače a přijímače a tím i výsledky simulace. Tento ilustrativní příklad slouží k 
pochopení toho, jak Opnet Modeler funguje, abychom pak mohli simulovat vlastnosti rozsáhlejší (a 
reálnější) síťové architektury.
Vytvoříme paket s parametrem dle obrázku:
Obr.10 Definice testovacího paketu v editoru paketů
Poté vytvoříme paketový generátor a vysílač:
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Obr. 11  Definice vlastního paketového vysílače v editoru uzlů
Generátor paketů je zdroj vysílající konstantní pakety následujících parametrů:
Obr. 12 Kvalitativní parametry generátoru
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Vlastní vysílač paketů má tyto základní vlastnosti:
Obr. 13 Vlastnosti paketového vysílače
Stejným způsobem uživatelsky definujeme přijímač a cílové zařízení, které bude přijaté pakety 
zpracovávat.
Obr. 14 Definice vlastního paketového přijímače v editoru uzlů
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Vlastnosti přijímače:
Obr. 15 Vlastnosti přijímače paketů
Cílové zařízení již jenom pakety přijímá. Nastavení ponecháme implicitní.
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Zbývá definovat vlastnosti propojky – linkový model:
Obr. 16 Základní nastavení abstraktní pevné propojky mezi zdrojem a cílem
Toto nastavení je poněkud nestandardní; připojíme si proto externí knihovnu link_delay.
Do  palety  objektů  vložíme  námi  definovaný  zdroj  i  cíl  a  z  těchto  objektů  vytvoříme  tento 
jednoduchý projekt o 3 scénářích. Ty se liší přenosovou rychlostí simplexní propojky zdroje a cíle.
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Obr. 17 Okno projektu pro paketovou síť
Zbývá otestovat korektnost propojení a můžeme se věnovat simulaci a výpočtům v modelovém 
příkladu.
 5.2.2 Výsledky optimalizace nastavení propojky
Bude nás zajímat, jak se chová propojka s nastavenou přenosovou rychlostí (v praxi může být 
ovlivněna např. nastavením poskytovatele připojení či technickými možnostmi přenosového média) 
při plynulém přenosu paketů konstantní velikosti.
Scénář 1
Vysílač vysílá za každých 0,5 s jeden paket o velikosti 3200 b. Přenosová rychlost zdroje je tedy 
3200/0,5 = 6400 bps
Nastavili jsme přenosovou rychlost propojky  na 9600 bps, to znamená, že tok paketů se do této sítě 
„vejde“ a vytížení  je (6400/9600).100 = 67% .
Příslušné point – to – point statistiky (doba simulace 1 hodina):
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Obr.  18 Vybrané statistiky pro nastavenou rychlost propojky 9600 bps
Scénář 2
Teď síť „odlehčíme“, t.j zvýšíme při stejném objemu i kvalitě dat přenosovou rychlost propojky na 
1048576 bps. Pakety i čas vysílání ponecháme stejné.
Vytížení této  sítě je (6400/1048576).100 = 0,61% 
Příslušné point – to – point statistiky (doba simulace 1 hodina):
Obr.  19 Vybrané statistiky pro nastavenou rychlost propojky 1048576 bps
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Scénář 3
Konečně zde síť „přiškrtíme“, tj. snížíme přenosovou rychlost linky na 4096bps. Propojka se stává 
úzkým hrdlem a v přenosové frontě se pakety městnají, aby tímto úzkým hrdlem mohly projít. V 
praxi to znamená, že síť je zahlcena – nestíhá odbavovat v reálném čase provoz.
Teoretické vytížení této sítě je (6400/4096).100 = 156% , což je nad technické možnosti propojky. 
Už při hodnotě kolem 90 % nastávají problémy, neboť rychlost zdrojů i velikost paketů kolísá.
Příslušné point – to – point statistiky (doba simulace 1 hodina):
Obr.  20 Vybrané statistiky pro nastavenou rychlost propojky 4096 bps
 5.2.3 Zhodnocení využití a optimalizace propojky 
Síť je původně vytížena na 67%. Při uvážení, že v praxi se nevysílají pakety konstantní rychlostí,  
nýbrž zatížení a v IP síti i velikost paketů kolísá, bude kolísat i vytížení linky. Volíme proto co 
nejrychlejší přenosová média, v praxi optická vlákna.
Z grafů je vidět, že s měnící se nastavenou maximální rychlostí propojky se v čase mění doba 
zpoždění  paketů ve frontě i  procento  využití  –  vytížení  propojky.  Vzhledem k tomu,  že jsme 
testovali  jednoduchou  síť  point  –  to  –  point,  jsou  statistiky  na  všech  komponentách  prakticky 
shodné;  chtěli  jsme  dokázat,  jaký  vliv  mají  vlastnosti  propojek  uzlů  v  transportní  síti  vliv  na 
rychlost provozu a tím i na kvalitu poskytovaných služeb.  To potvrzuje, jak již bylo uvedeno, 
nutnost  věnovat  právě  spojům náležitou  pozornost.  Při  využívání  multiplexů  z  důvodů  šetření 
přenosových cest je nutno předvídat skutečné provozní zatížení a následně podle toho transportní 
síť náležitě dimenzovat.
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 6 Praktická část – optimalizace nastavení transportní sítě
 6.1 Úvodem
Zde  demonstrujeme  vlastnosti  programu  Opnet  Modeler  na  metropolitní  síti  založené  na 
protokolové  sadě  TCP/IP s  implementovanými  službami.  Zohledníme  hardwarové  i  softwarové 
aspekty,  zejména  manipulacemi  s  nastavením  a  kvalitou  meziuzlových  routerů  a  serverových 
switchů. Topologicky jde o síť hvězdovou, jednotlivé její vnitřní prvky neuvažujeme do transportní 
části sítě, kterou budeme sledovat. V dalším scénáři propojíme síť uzlinově – tj. „každý s každým“ 
a budeme sledovat tyto dopady na statistiky, zejména propustnost jednotlivých částí sítě.
Srovnáním odpovídajících grafů pak získáme přehled o chování uvažovaných technologií a 
vytížení linek. Závěrem provedeme některá doporučení pro praxi při eventuální praktické realizaci 
– stavbě podobné sítě.
 6.1.1 Architektura sítě
Pro zjednodušení jsme uvažovali propojku mezi jednotlivými přístupovými částmi pouze 
jedinou;  samozřejmě  v  praxi  jde  tyto  cesty  zdvojit,  ztrojit...Důležité  je  ovšem  v  každé  síti 
vysledovat slabá místa (každá síť je má), tedy například centrální switche zapojené k aplikačním 
serverům či  routery,  které  „rozdělují“  provoz do dalších  segmentů  sítě.  V našem případě  jsme 
vytvořili  projekt  1.  líšeňská  přípojná fiktivního  providera,  který  kromě  této  brněnské  čtvrti 
zasíťoval  i  část  Brno-střed a  další,  poměrně vzdálenou lokalitu,  město  Bystřice pod Hostýnem. 
Kromě centrálního uzlu Líšeň se v dalších segmentech nachází pouze router a sítě LAN, kde jsme 
nespecifikovali  jejich vnitřní  strukturu;  na routerech běží  DHCP služba,  která  uděluje  lokálním 
sítím IP adresy,  a tím je de facto tvořena rozšířitelná struktura až do omezení daných adresním 
prostorem IP v4.  V každém segmentu  (městě)  je  několik  bytových domů či  institucí  napojeno 
technologií  Ethernet,  kde  uvažujeme technologii  gigabitového  Ethernetu.  V transportní  části  je 
podle scénáře zvolena technologie 10 gigabitového Ethernetu (všechno plně duplexní linky). Zde se 
projeví stochastičnost přístupové metody CSMA/CD, kdy s rostoucím provozem rostou i odezvy a 
klesá celková propustnost sítě, a to jak v přístupové tak i (a to zejména) v transportní části.
Základní myšlenka je aplikovat na hardwarově prakticky shodnou topologii a konfiguraci 
provoz služeb, kupř. e-mail, FTP , web,  multimediální datový proud (stream) a digitální telefonie 
VoIP.
 6.1.2 Slabá místa
Jako slabé  místo  označíme  prvky,  jejichž  poruchy či  zahlcení  (jamy či  pouhé  nárazové 
přetížení) má rozhodný vliv na chování sítě.  Zde tato slabá místa budeme hledat zejména v uzlu  
Líšeň,  kde jde kromě aplikačních serverů o routery – rozdělovače provozu a zejména kmenový  
router, který oboustranně směruje veškerý serverový provoz. Též switch, na který jsou bezprostředně  
zapojeny tyto routery, má zásadní podíl na kvalitě přenášených dat.
Simulaci a optimalizaci nastavení musíme směřovat zejména na tyto prvky, neboť v praxi 
má  provider  velice  malou  možnost  změnit  v  celém  rozsahu  použitou  kabeláž  či  technologii 
propojení. Co však může, je zejména pečlivý výběr výše uvedených komponent, které musí volit 
tak, aby časové režie na nich byly co nejnižší. 
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Pokud používáme firewally – paketové filtry, pak je nutno tyto firewally nastavit tak, aby 
propouštěly požadovaná data do těch segmentů sítě, kam plánujeme. Špatně nastavený firewall se 
tím hůře hledá a rekonfiguruje, čím je síť rozsáhlejší.
Vzhledem  k  tomu,  že  většina  serverových  služeb  má  dnes  implementovánu  webovou 
administraci (rozhraní ve formě interaktivních webových stránek), je rovněž důležité na serverech 
mít instalovány funkční webové servery. Nejedná se však o servery prezentační – tyto servery musí 
zajistit  pouze  přístup  ke  konfiguraci,  a  proto  jejich  nastavení  tomu  bývá  uzpůsobeno  –  je 
minimalistické  a  dovoluje  např.  jen  několik  souběžných  připojení.  Často  rovněž  používáme 
protokol https pro ochranu administrativního provozu, zejména administrátorských autentizačních 
údajů.
Databázové  servery  pro  poskytování  hostingu  databáze  vyžadujících  aplikací  (redakční 
systém, e-learningová aplikace, ale i sofistikovanější webové stránky) je lepší vytvářet dedikované 
– vyhrazené na zvláštním hardwaru. Zatížení hardwaru v tomto případě je velmi vysoké, neboť 
databázové operace jsou implementovány prostorově i časově poměrně složitými algoritmy. Pokud 
uvážíme,  že  na  takovou  aplikaci  se  mohou  přihlásit  tisíce  až  desetitisíce  uživatelů,  pak  je 
obezřetnost zcela namístě.
Multimediální  a  hlasové  aplikace  jsou  náročné  zejména  na  tok  dat  v  reálném čase.  Na 
propustnosti sítě bude v tomto případě záviset nejen kvalita hovoru či multimediálních dat, ale i 
samotná režie tohoto provozu – u VoIP zejména signalizace. Nerespektování aspektů QoS  může 
způsobit  např.  i  úplné  „vymizení“  multimediálního  datového  proudu  (streamu)  či  telefonního 
hovoru.
 6.2 Popis simulované sítě
V programu Opnet  Modeler  jsme vytvořili  síť,  která  byla  stručně slovy popsána výše.  Nyní  ji 
popíšeme poněkud podrobněji. Vzhledem k tomu, že elektronickou přílohou této práce je hotový 
pracovní list  pro laboratorní úlohu a kompletní data k popisovaným simulacím, omezíme se na 
popis vytvoření sítě a nastavení parametrů stručněji; jako základní český manuál k Opnet Modeleru 
může sloužit např. [5], odkud autor rovněž některé tipy čerpal.
Základní architekturu vytvoříme v Editoru projektu. Vzhledem k tomu, že používáme realistické 
komponenty,  nemusíme  prakticky editovat  paletu  objektů  a  přejdeme  tedy rovnou  k  vytvoření 
scénáře. 
Stručný postup:
1. Spustíme Opnet Modeler.
2. Z přiloženého CD nebo ze zadaného místa  v síti  stáhneme archiv projektu  1lp.zip a 
rozbalíme jej do pracovního adresáře. Ten může být libovolný, ale takový, aby ho Opnet 
Modeler mohl po celou dobu práce používat.
3. Poklepeme myší na soubor 1lp.prj a tím se nastartuje Opnet Modeler a nahraje se do něj 
celý projekt. Pokud se tak nestane, spustíme Opnet Modeler „ručně“ poklepáním na jeho 
ikonu na ploše nebo v nabídce Start a po spuštění otevřeme projekt volbou File – Open. 
4. Po natažení projektu již můžeme přistoupit k modifikaci komponent a případné vytváření 
dalších, alternativních scénářů.
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Základní scénář v Editoru projektu vypadá následovně:
Obr. 21 Základní scénář 1LP sítě – otevřená architektura
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Obr. 22 Základní scénář 1LP sítě – uzlinová architektura
K jednotlivým službám jsou provedeny definice a konfigurace aplikací, prakticky lze říci definice 
profilů, které chápeme jako kombinace aplikaci s předem definovanými vlastnostmi. Volili jsme 
zpravidla implicitní nastavení Opnet Modeleru. Zde lze rovněž ovlivňovat základní parametry QoS, 
které později povolíme či zakážeme na jednotlivých aktivních prvcích sítě uvnitř uzlů. K těmto 
definicím a konfiguracím se ještě  vrátíme,  zde je  pouze zdůvodnění,  proč jsou ve  scénáři  tyto 
objekty.
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Vnitřní architektury uzlů jsou uvedeny dále: 
Obr. 23 Uzel Líšeň – centrála se servery služeb
Obr. 24 Uzel Brno – střed, pobočka v rámci města
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Obr. 25 Uzel Bystřice pod Hostýnem, vzdálená síť využívající služeb z Líšně
Jak je na architekturách uvedeno, vzdálené sítě jsou poměrně jednoduché; jednotlivé sítě LAN jsou 
mezi  sebou síťovány technologií  1000 Base T,  což je  metalický jednogigabitový Ethernet;  tato 
technologie vede až do centrálního uzlu sítě, který je s routery či  switchi spojen rovněž linkou 
1000Base T. Zde končí přístupová část sítě a za uzlovým routerem se již nachází transportní část  
sítě,  tvořena  vysokorychlostní  technologií  10  GB Ethernetu  (jednovidová  optika)  či  je  využito 
techologie PPP se začleněním do E3. Tam činí  přenosová rychlost  dle  popisu modelu v Opnet 
Modeleru řádově desítky Gbps.
Ve scénáři nazvaném PPP si můžeme odsimulovat rovněž výsledky sítě propojené na transportní 
části  touto  technologií.  Jako  další  náměty  pro  laboratorní  činnost  můžeme  propojky  různě 
obměňovat a sledovat kupř. změny  zpoždění, propustnosti, jitter u VoIP technologie, apod.
Projekt obsahuje 6 scénářů. Vzhledem k tomu, že simulace všech scénářů, což potřebujeme pro 
srovnání  a  stanovení  optimalizačních  zásahů  vyžaduje  poměrně  hodně  času  (jeden  scénář 
čtyřminutové  simulace  plného  chodu  sítě  vychází  cca  na  10  minut),  zvolili  jsme  postup  již 
předchystané úlohy, neboť by ve stanoveném dvouhodinovém limitu nebylo časově možné síť plně 
definovat  i  odsimulovat.  Simulace  potrvá  cca  1  hodinu  (60  minut).  Zatímco  poběží  simulace, 
mohou studenti vyhledat podrobnosti ohledně QoS či potřebnou teorii ohledně typů propojovacích 
technologií.
Aplikace  jsou nastaveny v objektu  Application  Definition,  ve scénáři  je  tento  konkrétní  objekt 
pojmenován Aplikace. Klepneme na něj pravým tlačítkem myši a zvolíme Edit Attributes. Opnet 
Modeler nabízí 16 předdefinovaných služeb sítě založené na TCP/IP. Jsou vždy ve variantě Light a 
Heavy. Mají doporučené, již optimalizované nastavení a všechny jsou z hlediska QoS nastaveny v 
položce Type of Service na Best Effort (0), t. j. bez zohlednění QoS. Pokud běží v síti simultánně 
takto služeb víc, pak ve výsledku provoz optimální nebude – jiné nároky má e-mail a jiné např. 
VoIP.
Kontrola nastavení QoS v definici aplikací u scénářů s QoS:
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Scénář  bez  QoS duplikujeme  pomocí  Scenarios –  Duplicate  Scenario.  Nový  scénář  vhodně 
pojmenujeme a tím zajistíme, že kromě našich optimalizačních zásahů jsou oba scénáře shodné – to  
je pro srovnávání statistik velice důležité.
QoS (DiffServ) nastavíme pro příslušný scénář (zde jen zkontrolujeme, již je nastaveno) 
takto: Klepneme pravým tlačítkem na objekt Aplikace v editoru scénáře. Zvolíme Edit Attributes. 
Objeví se okno
Obr. 26 Základní editace vlastností aplikací
Rozklepneme Application Definitions a vybereme příslušnou službu. Klepneme na (...) u položky 
Description a zvolíme Edit. Vybereme službu, kterou budeme upravovat a  klepneme na (…). Opět 
zvolíme Edit a v Type of Service změníme hodnotu Best Effort (0) na Interactive Voice (6). Takto 
jsou nastaveny následující služby podle této tabulky: 
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IPP Nastavení v Opnet Modeleru
7 Neobsazeno
6 VoIP (PCM, GSM)
5 Neobsazeno







Tab. 2 Nastavení QoS v definici aplikací v Opnet Modeleru
Nakonec zaškrtneme Apply to selected objects a potvrdíme. Projekt znovu uložíme.
Nyní zbývá nastavit QoS na aktivních prvcích sítě – v našem případě na routerech a switchi tak, aby 
tyto prvky námi nastavené QoS respektovaly – musíme tam tedy QoS povolit.  Opět využijeme 
implicitní  nastavení  Modeleru,  neboť  problematika  QoS  je  velice  obsáhlá  a  v  praxi  musíme 
vycházet z toho, co nám konkrétní vyrobený prvek umožní nastavit.  V tomto příkladě jde o to,  
ukázat, zda se vůbec QoS zabývat či ponechat síť „svému osudu“. 
Nastavení na routeru: Stručně si ukážeme povolení QoS na modelu routeru. Ten jsme označili 
slabým místem sítě, tedy místem, kde bychom mohli „nabírat“ zpoždění a tím snižovat propustnost, 
podobně jako na ucpané křižovatce.
Klepneme na model routeru pravým tlačítkem myši a zvolíme  Edit Attributes. Vybereme 
IP –  IP QoS  Parameters.  Klepneme  na  (…) a  zvolíme  Edit.  V položce  Forwarding  Class 
Configuration zkontrolujeme, zda jsou povoleny všechny třídy. Dále v položce  Multicast QoS 
zeditujeme všechny položky tak, aby byly povoleny. Ostatní ponecháme výchozí. Takto nastavíme 
všechny routery v celé síti. Zvolíme  Apply to selected objects a potvrdíme. Zdůrazňujeme, že v 
našem příkladu je již tak nastaveno.
Nastavení na switchi: Rovněž switch je slabým místem sítě, proto provedeme povolení QoS i zde. 
Na rozdíl od routeru máme možnost povolit QoS buď pro jednotlivé porty nebo pro celé zařízení. 
Vzhledem k tomu, že síť připojujeme k tomuto zařízení paralelně, povolíme QoS pro celé zařízení. 
Klepneme  na  model  routeru  pravým tlačítkem myši  a  zvolíme  Edit  Attributes.  Rozklepneme 
Bridge Parameters a  u položky QoS klepneme na (…) a zvolíme Edit.  Položky  QoS Support: 
Enabled,  Default  Port  QoS  Scheme:  WRR.  Ostatní  ponecháme  výchozí.  Zvolíme  Apply  to 
selected objects a potvrdíme. Opět zdůrazňujeme, že v našem příkladu je již tak nastaveno.
Takto zkontrolujeme všechna nastavení routerů a switchů v síti. 
Nastavení statistik pro simulaci
Pomocí volby DES –  Choose Individual Statistics...   můžeme nastavit statistiky pro naši 
simulaci. Nastavení statistik je libovolné, avšak někdy méně znamená více – nastavujeme proto jen 
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to, co skutečně budeme potřebovat. 
V našem projektu jsou již vybrané statistiky nastaveny; my se omezíme jen na popis jejich 
nastavování a na druhy statistik, které Opnet Modeler nabízí. Statistiky se dělí na globální, uzlové a 
linkové. To podle toho, z jakého úhlu pohledu se na síť díváme. Pokud chceme zjišťovat propustnost 
sítě,  pak  volíme  linkové  statistiky,  kde  sledujeme  jednotlivé  propojky.  V  případě  chování 
jednotlivých podsítí  či  větších  celků,  ale  i  síťových komponent  –  routerů,  switchů,  opakovačů, 
firewallů, apod., jsou to uzlové statistiky. Konečně globální statistiky „průměrují“ výkon a chování 
sítě jako celku. 
Pokud sledujeme služby a jejich chování (odesílaná a přijímaná data, apod.),  pak má smysl 
volit statistiky globální a uzlové. Propustnost a zpoždění na linkách nám nejlépe zobrazí statistiky 
linkové. Nutno však připomenout pravidlo „vše souvisí se vším“ - síť je celistvý systém, proto je 
jednotlivé statistiky promítají do sebe navzájem, tu více, tu méně. Pro přehlednost proto ponechme 
základní nastavení takové, jaké je v projektu a případně můžeme některé statistiky přidat a jiné 
odebrat podle toho, co v konkrétním scénáři budeme sledovat.
Kontrola hardwarové korektnosti sítě
Hardwarově  musí  být  síť  korektní,  neboť  nesmyslně  zvolené  komponenty  a  špatně 
provedené propojky by poskytly nesmyslné výsledky, popřípadě by simulaci nebylo možno provést 
vůbec. Při propojování podsítí – červených uzlů v Editoru projektu vždy propojujeme linkovými 
modely routery jednotlivých podsítí a po celkovém zhotovení modelu se přesvědčíme o korektnosti 
propojení  kontrolou  pomocí  volby  Topology –  Verify  Links,  popřípadě  použijeme klávesovou 
zkratku CTRL+L. Poté opět potvrdíme Verify Links. Funkce „proleze“ celou síť a zkontroluje její 
správné propojení. V případě, že nalezne na propojce chybu, označí ji červeným přeškrtnutím. Poté 
musíme tuto propojku opravit. 
Nejčastější chybou bývá „zapojení“ kabelu do neexistujícího portu switche nebo routeru – 
zejména,  pokud  překročíme  maximální  počet  portů  zařízení.  Rovněž  zapojení  do  nesmyslného 
zařízení je vyhodnoceno jako chybné – např. pokud bychom zapojili Ethernet linku do Token Ring 
prvku přímo, pak tyto technologie nejsou v praxi ani na modelu slučitelné a Opnet Modeler tuto 
chybu  odhalí.  Proto  před  zadáním  jakékoli  simulace  vždy  kontrolu  korektního  hardwarového 
propojení provedeme.
Simulace
Simulace je vlastní rozběhnutí síťového modelu. Jak již bylo zdůrazněno, simulace všech 
scénářů projektu trvá asi necelou hodinu, podle rychlosti počítače, na němž Opnet Modeler běží; 
orientačně počítejme s touto dobou. Doba simulace je stanovena na 4 minuty u každého scénáře. 
Služby se spouští simultánně v limitu mezi 100 až 110 sekund od zahájení simulace. Jeden scénář  
trvá odsimulovat asi 10 až 12 minut. Zásadně simulujeme všechny scénáře zároveň, abychom mohli 
jednotlivé výsledky srovnávat a kreslit do společných grafů.
Spuštění  simulace  všech  scénářů  zároveň  provedeme  volbou  Scenarios –  Manage  Scenarios. 
Objeví se okno 
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Obr. 27 Manažer scénářů – zde spustíme za sebou všechny simulace
U všech scénářů  zvolíme  ve sloupci  Results položku  collect nebo  recollect (předtím je  nutno 
projekt uložit). Potvrdíme tlačítkem OK. Od tohoto okamžiku běží simulace scénářů v pořadí, jak 
jsou vytvořeny. 
Výsledky simulace
Po odsimulování všech scénářů v projektu klepneme na tlačítko :              
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Objeví se okno výsledků
Obr. 28 Okno výsledků
Nyní  již  můžeme  zobrazovat  vytvořené  statistiky  podle  toho,  jakou  vlastnost  zkoumané  sítě 
sledujeme.  Sledujeme  vždy  dvě  kategorie  současně  –  dva  scénáře,  jeden  základní,  druhý 
optimalizovaný.  V  položce  Presentation nastavíme  Overlaid  Statistics a  podle  toho,  zda 
sledujeme okamžitou či průměrnou hodnotu veličin pak nastavíme As Is (okamžitá hodnota) nebo 
Average (průměrná hodnota).
Graf pro použití do průvodní zprávy získáme následovně: Klepneme na tlačítko Show a provedeme 
klávesový příkaz Alt+PrintScreen. Okénko s grafem se uloží ve formě obrázku do schránky. Poté 
spustíme program  Malování (je  implicitně  ve  Windows) nebo např.  Gimp a  pomocí  klávesové 
zkratky  CTRL+V „vysypeme“ obsah schránky do bufferu grafického editoru. Následně obrázek 
uložíme, např. ve formátu jpg, gif nebo png k dalšímu použití v dokumentech.
V tomto pojednání budeme srovnávat různé statistiky při následujícím uspořádání transportní části 
sítě  (vnitřní  hardwarové uspořádání  ponecháváme stejné;  pouze  podle  potřeby implementujeme 
QoS na aktivních prvcích). Další analýza může být předmětem laboratorní práce – viz dále:
• 10 G Ethernet bez QoS versus 10 G Ethernet s QoS
• 10 G Ethernet s QoS hvězdová topologie versus 10 G Ethernet s QoS uzlinová topologie
Dále  uvádíme  jednotlivé  statistiky jako dílčí  výsledky simulací;  navržený projekt  je  širší  a  po 
současném  odsimulování  scénářů  si  můžeme  zvolit  vzájemné  srovnání  prakticky  libovolných 
statistik.
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 6.2.1 10 G Ethernet bez QoS versus 10 G Ethernet s QoS
 6.2.1.1 Globální statistiky:
Obr. 29 Odchozí e-mailový provoz- globální statistika 
Obr. 30 Příchozí e-mailový provoz – globální statistika
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Obr. 31 Čas odezvy při stahování mailů – globální statistika
Obr. 32 Čas odezvy při odesílání mailů – globální statistika
Jak je vidět, zde je nastavena QoS „Best Effort (0), tedy bez QoS. Průběhy na to náležitě reagují –
data je nutno doručit za každou cenu, třeba pomaleji, ale vždy a spolehlivě.
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Obr. 33 Čas stahování a odesílání souborů službou FTP
Obr. 34 Rychlost příchozího FTP provozu
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Obr. 35 Rychlost odchozího FTP provozu
Ani u FTP se v souladu s nastavením QoS neprojevuje příliš razantně – stahování souborů by mělo 
být spolehlivé, aby se data cestou nepoškodila.
Obr. 36 Rychlost příchozího a odchozího provozu WWW
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Obr. 37 Čas odezvy na požadavky WWW
Obr. 38 Zpoždění paketů multimediálních proudů při videokonferenci
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Obr. 39 Rychlost síťového provozu videokonference, strana příjmu
Obr. 40 Rychlost síťového provozu videokonference,strana vysílání
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Obr. 41 Jitter při provozu VoIP – globální statistika
Obr. 42 Rychlost síťového provozu VoIP – příchozí směr
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Obr. 43 Rychlost síťového provozu VoIP – odchozí směr
 6.2.1.2 Uzlové statistiky
Uzel Líšeň
Obr. 44 Doba odezvy na požadavek WWW klienta
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Obr. 45 Paketové zpoždění při provozu VoIP – uzel Líšeň
Obr. 46 Jitter v uzlu Líšeň
Jitter v uzlu Líšeň byl vyšší, nicméně po zavedení QoS méně kolísal. V obou případech však jeho 
absolutní hodnota je velice nízká, takže kvalitní hlasový i multimediální provoz je možný, a to lépe 
s QoS, neboť chování sítě se jeví stabilnější.
57
Uzel Bystřice pod Hostýnem
Zde se již naplno projeví vliv transportní sítě – propojky Líšně a Bystřice pod Hostýnem.
Obr. 47 Doba odezvy na požadavek WWW klienta
Obr. 48 Paketové zpoždění při provozu VoIP – uzel Bystřice pod Hostýnem
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Obr. 49 Jitter v uzlu Bystřice pod Hostýnem
Výborný výsledek – i  přes  provoz VoIP z uzlu Bystřice pod Hostýnem směrem k příslušnému 
serveru služby byl po implementaci QoS jitter  téměř nulový a navíc nekolísal. Rovněž odezva na 
kliknutí webové stránky klienta byla výborná a QoS optimalizace „zabrala“
 6.2.1.3 Linkové statistiky
zde má smysl sledovat pouze transportní část sítě, tedy propojky mezi uzly Líšeň, Brno – Střed a 
Bystřice pod Hostýnem. Srovnáme paketové zpoždění a propustnost v obou směrech:
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Obr. 50 Zpoždění ve směru Líšeň – Bystřice pod Hostýnem
Obr. 51 Zpoždění ve směru Bystřice pod Hostýnem – Líšeň
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Obr. 52 Propustnost paketů ve směru Líšeň – Bystřice pod Hostýnem
Obr. 53 Propustnost paketů ve směru  Bystřice pod Hostýnem - Líšeň
Linkové statistiky ukazují, že zpoždění i propustnost sítě se i po optimalizaci drží kolem konstantní 
hodnoty; nicméně při zavedení QoS je kolísání statistik nižší, síťový provoz vyváženější 
Závěr pro tuto konfiguraci: Simulace prokázaly, že  nastavení QoS má na provoz sítě významný 
vliv. Prakticky na stejném hardwarovém provedení můžeme dosáhnout mnohem lepších výsledků, 
pokud aktivní prvky respektují nastavení QoS. Samozřejmě – precizní nastavení je mnohdy složité 
více než zajistit propustnost sítě jiným způsobem, avšak lze říci, že po optimalizačním nastavení 
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komponent  i  implementovaných  služeb  buď  vzrostla  propustnost  propojek  či  alespoň  přestala 
kolísat. V některých statistikách se po implementaci QoS nastavení ukazatele v absolutních číslech 
sice zhoršily, avšak toto „zhoršení“ je nutno brát v potaz v celém síťovém kontextu. Předně – a to je 
nutno zdůraznit především – paketová síť na bázi Ethernetu zůstane vždy sítí stochastickou, tedy 
nedeterministickou.  Je  to  síť  paketová,  tedy  kdo  momentálně  zapne  počítač  či  svoji  část  sítě, 
pravděpodobně (a je to žádoucí) se k ní připojí.
Architektonicky  musíme  v  tomto  síťovém  modelu  zajistit  propustnost  transportní  části,  neboť 
vzdálené  uzly  (podsítě  Brno-Střed  a  Bysřice  pod  Hostýnem)  nemají  implementovány  servery 
služeb. Uživatelé, resp. sítě připojené k těmto místům jsou tak plně odkázáni na funkčnost těchto 
propojek. Proto se budují  alternativní cesty, které zajistí propojení v případě porušení či zahlcení 
primárního spoje.
Vliv  takového  „zdvojeného“  spoje  vyšetříme  v  následující  části,  kde  srovnáme  spojení  uzlů 
technologií  10  G  Ethernet  „každý  s  každým  –  tedy  uzlinovou  topologii.  Pro  zjednodušení 
neuvažujme ani u jednoho scénáře QoS, aby se projevila jen změna fyzické topologie.
 6.2.2 10  G  Ethernet  bez  QoS  versus  10  G  Ethernet  bez  QoS  s 
uzlinovou topologií
Úvodní hodnocení: Na první pohled se u sledovaných statistik výsledky příliš nelišily. Znamená to, 
že „zdvojení“ propojek v našem případě nevedlo k razantnímu zvýšení propustnosti sítě tak, jak  
jsme to pozorovali  u optimalizace definicí  politik QoS.  Jediná výhoda tohoto uspořádání  je ve 
zvýšení spolehlivosti transportní části sítě – a právě z toho důvodu se podobná opatření dělají u 
zasíťování v rámci Internetu. Samozřejmě – pokud je transportní část sítě přetížena, automaticky 
nastupuje alternativní, méně vytížená trasa. Přitom to nemusí nutně být trasa geograficky kratší.  To 
se projeví zvláště při silném provozu v síti Internet, kdy jsou mnohé propojky silně multiplikovány 
z hlediska propustnosti  Proto se dá tvrdit,  že  u velkých transportních sítí  má toto uspořádání  
smysl,  zejména, můžeme-li využít  stávajících vysokorychlostních vedení (například PPP E3, jak 
jsme  simulovali  či  SDH,  ale  i  již  vybudované  optické  trasy  pro  Ethernet)  –  zvyšuje  se  tím 
spolehlivost transportní části při výpadku, zničení nebo poruše části kabeláže.
Jediným rozdílem byl globálně jitter, který v uzlinovém uspořádání byl sice vyšší, nicméně 
nekolísal. Lze říci, že v rámci naměřených mezí je výhodnější mít jitter sice vyšší, nicméně v čase  
stálejší.
Pro  ilustraci  uveďme několik  zajímavých statistik  z  této  simulace,  i  když  poněkud  stručněji  – 
podrobný rozbor lze provést v rámci laboratorního cvičení na přiloženém projektu:
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 6.2.2.1 Globální statistiky
Obr. 54 Globální jitter
I  když  byl  jitter  v  uzavřené  (uzlinové)  topologii  téměř  dvojnásobný,  nekolísal  tolik,  jako  při 
propojení pouze jednou propojkou. To je důležité pro kvalitu hovoru – při kolísání jitteru kolísá i  
tok bitů nesoucích hlasová data, což se na kvalitě hovoru negativně projevuje – musíme se pak 
spokojit např. s méně kvalitním kodekem (kupř. GSM).
Z dalších globálních statistik uvedeme tok bitů příchozího a odchozího VoIP provozu. Pokud není 
jedna z propojek extrémně přetížena, pak nezaznamenáváme prakticky žádný rozdíl – výkyvy jsou 
dány pseudonáhodným chováním sítě a po zprůměrování se křivky prakticky kryjí.
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Obr. 55 Příchozí VoIP provoz
Obr. 56 Odchozí VoIP provoz
 6.2.2.2 Uzlové statistiky
Zde si uvedeme několik statistik souvisejících s webovými službami. Jak je z grafů vidět, data jdou 
„cestou nejmenšího odporu“, avšak odchozí i příchozí webový provoz se prakticky nemění. Podle 
toho, jak uživatelé „klikají“ kolísá i datový tok v příchozím i odchozím směru a v obou případech je 
rámcově stejný.
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Obr. 57 Odchozí provoz WWW v uzlu Brno – střed 
 Obr. 58 Odchozí provoz WWW v uzlu Brno – střed 
Podobné statistiky jsme zaznamenali i v uzlu Bystřice pod Hostýnem – žádné výrazné zlepšení ani 
zhoršení parametrů.
 6.2.2.3 Linkové statistiky
Zde sledujeme, jako obvykle, propustnost paketů sítí či paketové nebo bitové zpoždění sítě Jde o 
obecné kvantitativní údaje a na síť se díváme jako na spojení bod proti bodu..
Obr. 59 Propustnost sítě ve směru Líšeň – Brno-střed 
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Obr. 60 Propustnost sítě ve směru Brno-střed  - Líšeň 
Stejně  jako  v  předchozích  případech  se  zde  spíše  uplatní  hardwarová  „pojistka“  zdvojené  či 
znásobené cesty; statistiky se po průměrování prakticky kryjí, a to pro všechny linky.
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 7 Závěry a doporučení optimalizačních postupů
Byly uvedeny statistiky po simulacích scénářů se zaměřením na jednoduchou implementaci 
QoS  v  paketově  orientované  metropolitní  síti  se  zaměřením  na  propojky  transportní  části. 
Sledovány  byly  statistiky  globální,  uzlové  i  linkové,  a  to  v  souvislosti  s  implementovanými 
službami.  Nejdůležitější  optimalizací  se  ukázala,  kromě  vybudování  hardwarově  spolehlivých 
vysokorychlostních datových spojů, především implementace kvality služeb (QoS), a to zejména 
tam,  kde  provozujeme  hlasové  či  multimediální  služby.  Projekt,  který  jsme  navrhli,  je  možno 
zkoumat z více úhlů pohledu, v rámci simulací měnit propojky transportní části i posuzovat různé 
statistiky či dvojice statistik navzájem. 
Pro  začínající  administrátory  i  síťové  návrháře  se  Opnet  Modeler  může  zdát  poměrně 
složitý;  v tom případě je možno sáhnout po odlehčené verzi  tohoto softwaru – Opnet IT Guru 
academic Edition. Ta je pro školní a domácí využití zcela zdarma, pouze se čas od času musí online  
obnovit licence. Tu lze získat pouhou registrací na http://www.opnet.com/ . Akademická verze je 
však určena pouze pro nekomerční účely a pro výuku filozofie práce s tímto produktem. Skutečné 
projekty se doporučuje simulovat v plné verzi – Opnet Modeler.
V našem případě shrňme zjištěné závěry do následující tabulky:
Optimalizace nastavení transportní paketové sítě 1. líšeňská přípojná - shrnutí
Bez QoS S QoS
Hvězdová (otevřená) 
topologie transportní části
Základní provedení sítě – 
chování místy nevyzpytatelné, 
silně stochastické. Pozor na 
provoz multimediálních a 
hlasových služeb. Lze označit 
za síť bez optimalizace
Výsledky dobré, mnohdy 
výborné, lze bez obav 
implementovat služby včetně 
hlasových a multimediálních. 
Doporučujeme pro privátní  
malé a střední metropolitní sítě
Uzlinová (uzavřená) topologie 
transportní části
Výsledky podobné hvězdové 
topologii – pojistka proti 
výpadkům či zahlcování 
propojek a proti hardwarovému 
poškození transportní části
Jako u hvězdové topologie s 
QoS; síť je navíc hardwarově 
jištěna proti výpadku propojek 
či jejich poškození. 
Doporučujeme pro větší  
metropolitní a rozlehlé sítě a  
zejména pro zálohy páteřních 
propojek
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 8 Laboratorní úloha „Optimalizace nastavení 
transportní sítě“
Než  přistoupíme  k  zadání  laboratorní  úlohy  pro  studenty  bakalářského  oboru 
Teleinformatika, zhodnoťme pedagogický přínos simulací sítí, a to nejen v prostředí Opnet Modeler 
či  Opnet  IT Guru  Academic  Edition.  Simulace  se rozvíjejí  v  současné  době,  kdy je  stále  více 
zřejmé,  že  počítače  jsou  nezbytným a  nezastupitelným  pomocníkem techniků  a  specialistů  na 
hardwarovou i softwarovou realizaci komunikačních technologií. Každé realizaci vždy předchází 
teoretické  výpočty  a  odhad  chování  navrhovaného  systému.  Čím je  tento  systém rozsáhlejší  a 
sofistikovanější, tím nesnadněji se predikují jeho vlastnosti a právě simulace chování modelů nám 
mohou ušetřit spoustu času a finančních prostředků. Na druhou stranu – ani nejdokonalejší simulace 
či emulace provozu nemůže být brána stoprocentně, neboť vždy jde o model, který se od skutečné 
realizace zákonitě liší, neboť funguje v předem daných, zjednodušených podmínkách.
Ve školní praxi mají simulace ještě jeden nezastupitelný úkol – názorně studenty seznamují s 
chováním systémů, které studují. Projevuje se to samozřejmě v celém odvětví vědy i techniky – 
vždyť např. v jaderné fyzice či astrofyzice můžeme simulovat situace a jevy, které v praxi nejde 
realizovat,  neboť bychom způsobili  nedozírné  škody –  např.  havárie  reaktoru,  zamoření  území 
radioaktivitou, různé režimy běhu jaderných zařízení, atd. V kosmonautice pak průběh kosmické 
mise či průlety plavidel nebezpečnými místy (pásy asteroidů, horních vrstev atmosféry planety při 
přistávání, apod.).
V našem oboru, kde se probírá veliké množství různých technologií, si mohou studenti na 
tyto  technologie  „sáhnout“,  aniž  by  je  nutně  museli  přímo  realizovat.  Výsledky  takových 
informatických  „pokusů“  se  pak  snáze  fixují  a  student  získává  hlubší,  neformální  znalost 
problematiky. Výhodné je i spojení simulačních technik s e-learningem – mnozí vyučující k těmto 
nástrojům sahají při demonstraci chování různých systémů, neocenitelným pomocníkem je např. 
Matlab.
Produkty  a  řešení  firmy  Opnet  jsou  dokonalým  řešením  pro  výuku  architektury 
komunikačních sítí všeho druhu. Limitujícím faktorem je pro evropského uživatele cena produktů a 
do jisté míry i absence neanglicky psané dokumentace, i když toto není tím nejkritičtějším místem, 
neboť angličtina manuálů není složitá a navíc se již úspěšně (mimo jiné právě na FEKT VUT v 
Brně) rodí dokumentace česká.
Každý krok, který bude učiněn pro pochopení produktů Opnet – jedinečných a prozatím 
nenahraditelných nástrojů pro simulaci chování komunikačních sítí, bude i krokem pro zdokonalení 
budoucích absolventů teleinformatiky ve světě návrhů sítí, krokem pro jejich snadnější uplatnění v 







Číslo úlohy Název úlohy
Optimalizace nastavení transportní sítě
Zadání:
S  použitím  programu  Opnet  Modeler  demonstrujte  chování  metropolitní  sítě  fiktivní  firmy  1. 
líšeňská přípojná a navrhněte optimalizační kroky k zajištění dobrého chodu její transportní části. 
Uvažujte různé technologie propojení transportní části, různou topologii i dopady QoS na chod této 
sítě.  Uveďte  různé  statistiky  po  odsimulování  příslušných  scénářů  a  navrhněte,  co  a  jak  lze 
optimalizovat. V jednotlivých uzlech odůvodněte propojení a uvažte, jak lze při realizaci využít 
stávajících datových spojů mezi zadanými místy a podsítěmi.
Teoretický úvod:
Zde  demonstrujeme  vlastnosti  programu  Opnet  Modeler  na  metropolitní  síti  založené  na 
protokolové  sadě  TCP/IP s  implementovanými  službami.  Zohledníme  hardwarové  i  softwarové 
aspekty,  zejména  manipulacemi  s  nastavením  a  kvalitou  meziuzlových  routerů  a  serverových 
switchů. Topologicky jde o síť hvězdovou, jednotlivé její vnitřní prvky neuvažujeme do transportní 
části sítě, kterou budeme sledovat. V dalším scénáři propojíme síť uzlinově – tj. „každý s každým“ 
a budeme sledovat tyto dopady na statistiky, zejména propustnost jednotlivých částí sítě.
Srovnáním odpovídajících grafů pak získáme přehled o chování uvažovaných technologií a 
vytížení linek. Závěrem provedeme některá doporučení pro praxi při eventuální praktické realizaci 
– stavbě podobné sítě.
Pro zjednodušení jsme uvažovali propojku mezi jednotlivými přístupovými částmi pouze jedinou; 
samozřejmě v praxi jde tyto cesty zdvojit, ztrojit...Důležité je ovšem v každé síti vysledovat slabá 
místa (každá síť je má), tedy například centrální switche zapojené k aplikačním serverům či routery, 
které  „rozdělují“  provoz  do  dalších  segmentů  sítě.  V našem případě  jsme  vytvořili  projekt  1.  
líšeňská přípojná fiktivního providera, který kromě této brněnské čtvrti zasíťoval i část Brno-střed 
a další, poměrně vzdálenou lokalitu, město Bystřice pod Hostýnem. Kromě centrálního uzlu Líšeň 
se v dalších segmentech nachází pouze router a sítě LAN, kde jsme nespecifikovali jejich vnitřní 
strukturu; na routerech běží DHCP služba, která uděluje lokálním sítím IP adresy, a tím je de facto 
tvořena rozšířitelná struktura až do omezení daných adresním prostorem IP v4. V každém segmentu 
(městě)  je  několik  bytových  domů  či  institucí  napojeno  technologií  Ethernet,  kde  uvažujeme 
technologii  gigabitového Ethernetu.  V transportní části  je podle scénáře zvolena technologie 10 
gigabitového Ethernetu  (všechno plně  duplexní  linky).  Zde se projeví  stochastičnost  přístupové 
metody CSMA/CD, kdy s rostoucím provozem rostou i odezvy a klesá celková propustnost sítě, a 
to jak v přístupové tak i (a to zejména) v transportní části.
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Základní myšlenka je aplikovat na hardwarově prakticky shodnou topologii a konfiguraci 
provoz služeb, kupř. e-mail, FTP , web,  multimediální datový proud (stream) a digitální telefonie 
VoIP.
Jako slabé místo označíme prvky, jejichž poruchy či zahlcení (jamy či pouhé nárazové přetížení) má 
rozhodný vliv na chování sítě.  Zde tato slabá místa budeme hledat zejména v uzlu Líšeň, kde jde  
kromě  aplikačních  serverů  o  routery  –  rozdělovače  provozu  a  zejména  kmenový  router,  který  
oboustranně směruje veškerý serverový provoz. Též switch, na který jsou bezprostředně zapojeny  
tyto routery, má zásadní podíl na kvalitě přenášených dat.
Simulaci a optimalizaci nastavení musíme směřovat zejména na tyto prvky, neboť v praxi 
má  provider  velice  malou  možnost  změnit  v  celém  rozsahu  použitou  kabeláž  či  technologii 
propojení. Co však může, je zejména pečlivý výběr výše uvedených komponent, které musí volit 
tak, aby časové režie na nich byly co nejnižší. 
Pokud používáme firewally – paketové filtry, pak je nutno tyto firewally nastavit tak, aby 
propouštěly požadovaná data do těch segmentů sítě, kam plánujeme. Špatně nastavený firewall se 
tím hůře hledá a rekonfiguruje, čím je síť rozsáhlejší.
Vzhledem  k  tomu,  že  většina  serverových  služeb  má  dnes  implementovánu  webovou 
administraci (rozhraní ve formě interaktivních webových stránek), je rovněž důležité na serverech 
mít instalovány funkční webové servery. Nejedná se však o servery prezentační – tyto servery musí 
zajistit  pouze  přístup  ke  konfiguraci,  a  proto  jejich  nastavení  tomu  bývá  uzpůsobeno  –  je 
minimalistické  a  dovoluje  např.  jen  několik  souběžných  připojení.  Často  rovněž  používáme 
protokol https pro ochranu administrativního provozu, zejména administrátorských autentizačních 
údajů.
Databázové  servery  pro  poskytování  hostingu  databáze  vyžadujících  aplikací  (redakční 
systém, e-learningová aplikace, ale i sofistikovanější webové stránky) je lepší vytvářet dedikované 
– vyhrazené na zvláštním hardwaru. Zatížení hardwaru v tomto případě je velmi vysoké, neboť 
databázové operace jsou implementovány prostorově i časově poměrně složitými algoritmy. Pokud 
uvážíme,  že  na  takovou  aplikaci  se  mohou  přihlásit  tisíce  až  desetitisíce  uživatelů,  pak  je 
obezřetnost zcela namístě.
Multimediální  a  hlasové  aplikace  jsou  náročné  zejména  na  tok  dat  v  reálném čase.  Na 
propustnosti sítě bude v tomto případě záviset nejen kvalita hovoru či multimediálních dat, ale i 
samotná režie tohoto provozu – u VoIP zejména signalizace. Nerespektování aspektů QoS  může 
způsobit  např.  i  úplné  „vymizení“  multimediálního  datového  proudu  (streamu)  či  telefonního 
hovoru.
Postup:
V programu Opnet  Modeler  jsme vytvořili  síť,  která  byla  stručně slovy popsána výše.  Nyní  ji 
popíšeme poněkud podrobněji. Vzhledem k tomu, že elektronickou přílohou této práce je hotový 
pracovní list  pro laboratorní úlohu a kompletní data k popisovaným simulacím, omezíme se na 
popis vytvoření sítě a nastavení parametrů stručněji; jako základní český manuál k Opnet Modeleru 
může sloužit např. [5], odkud autor rovněž některé tipy čerpal.
Základní architektura je vytvořena v Editoru projektu. Vzhledem k tomu, že používáme realistické 
komponenty,  nemusíme  prakticky editovat  paletu  objektů  a  přejdeme  tedy rovnou  k  vytvoření 
scénáře.  Z  časových důvodů je  projekt  předchystán na  přiloženém CD a studenti  si  jej  mohou 
rovnou otevřít:
1. Spustíme Opnet Modeler.
2. Z přiloženého CD nebo ze zadaného místa  v síti  stáhneme archiv projektu  1lp.zip a 
rozbalíme jej do pracovního adresáře. Ten může být libovolný, ale takový, aby ho Opnet 
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Modeler mohl po celou dobu práce používat.
3. Poklepeme myší na soubor 1lp.prj a tím se nastartuje Opnet Modeler a nahraje se do něj 
celý projekt. Pokud se tak nestane, spustíme Opnet Modeler „ručně“ poklepáním na jeho 
ikonu na ploše nebo v nabídce Start a po spuštění otevřeme projekt volbou File – Open. 
4. Po natažení projektu již můžeme přistoupit k modifikaci komponent a případné vytváření 
dalších, alternativních scénářů.
Po úspěšném natažení projektu vypadá základní obrazovka Opnet modeleru přibližně takto:
Obr. L1 Základní scénář 1LP sítě – otevřená architektura
Dále jsou zde scénáře s uzavřenou (uzlinovou) topologií transportní části:
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Obr. L2 Základní scénář 1LP sítě – uzlinová architektura
K jednotlivým službám jsou provedeny definice a konfigurace aplikací, prakticky lze říci definice 
profilů, které chápeme jako kombinace aplikaci s předem definovanými vlastnostmi. Volili jsme 
zpravidla implicitní nastavení Opnet Modeleru. Zde lze rovněž ovlivňovat základní parametry QoS, 
které později povolíme či zakážeme na jednotlivých aktivních prvcích sítě uvnitř uzlů. K těmto 
definicím a konfiguracím se ještě  vrátíme,  zde je  pouze zdůvodnění,  proč jsou ve  scénáři  tyto 
objekty.
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Vnitřní architektury uzlů jsou uvedeny dále: 
Obr. L3 Uzel Líšeň – centrála se servery služeb
Obr. L4 Uzel Brno – střed, pobočka v rámci města
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Obr. L5 Uzel Bystřice pod Hostýnem, vzdálená síť využívající služeb z Líšně
Jak je na architekturách uvedeno, vzdálené sítě jsou poměrně jednoduché; jednotlivé sítě LAN jsou 
mezi  sebou síťovány technologií  1000 Base T,  což je  metalický jednogigabitový Ethernet;  tato 
technologie vede až do centrálního uzlu sítě, který je s routery či  switchi spojen rovněž linkou 
1000Base T. Zde končí přístupová část sítě a za uzlovým routerem se již nachází transportní část  
sítě,  tvořena  vysokorychlostní  technologií  10  GB Ethernetu  (jednovidová  optika)  či  je  využito 
techologie PPP se začleněním do E3. Tam činí  přenosová rychlost  dle  popisu modelu v Opnet 
Modeleru řádově desítky Gbps.
Ve scénáři nazvaném PPP si můžeme odsimulovat rovněž výsledky sítě propojené na transportní 
části  touto  technologií.  Jako  další  náměty  pro  laboratorní  činnost  můžeme  propojky  různě 
obměňovat a sledovat kupř. změny  zpoždění, propustnosti, jitter u VoIP technologie, apod.
Projekt obsahuje 6 scénářů. Vzhledem k tomu, že simulace všech scénářů, což potřebujeme pro 
srovnání  a  stanovení  optimalizačních  zásahů  vyžaduje  poměrně  hodně  času  (jeden  scénář 
čtyřminutové  simulace  plného  chodu  sítě  vychází  cca  na  10  minut),  zvolili  jsme  postup  již 
předchystané úlohy, neboť by ve stanoveném dvouhodinovém limitu nebylo časově možné síť plně 
definovat  i  odsimulovat.  Simulace  potrvá  cca  1  hodinu  (60  minut).  Zatímco  poběží  simulace, 
mohou studenti vyhledat podrobnosti ohledně QoS či potřebnou teorii ohledně typů propojovacích 
technologií.
Aplikace  jsou nastaveny v objektu  Application  Definition,  ve scénáři  je  tento  konkrétní  objekt 
pojmenován Aplikace. Klepneme na něj pravým tlačítkem myši a zvolíme Edit Attributes. Opnet 
Modeler nabízí 16 předdefinovaných služeb sítě založené na TCP/IP. Jsou vždy ve variantě Light a 
Heavy. Mají doporučené, již optimalizované nastavení a všechny jsou z hlediska QoS nastaveny v 
položce Type of Service na Best Effort (0), t. j. Bez zohlednění QoS, na nejlepší hodnotu. Pokud 
běží v síti simultánně takto služeb víc, pak ve výsledku provoz optimální nebude – jiné nároky má 
e-mail a jiné např. VoIP.
Kontrola nastavení QoS v definici aplikací u scénářů s QoS:
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Scénář  bez  QoS duplikujeme  pomocí  Scenarios –  Duplicate  Scenario.  Nový  scénář  vhodně 
pojmenujeme a tím zajistíme, že kromě našich optimalizačních zásahů jsou oba scénáře shodné – to  
je pro srovnávání statistik velice důležité.
QoS (DiffServ) nastavíme pro příslušný scénář (zde jen zkontrolujeme, již je nastaveno) 
takto: Klepneme pravým tlačítkem na objekt Aplikace v editoru scénáře. Zvolíme Edit Attributes. 
Objeví se okno
Obr. L6 Základní editace vlastností aplikací
Rozklepneme Application Definitions a vybereme příslušnou službu. Klepneme na (...) u položky 
Description a zvolíme Edit. Vybereme službu, kterou budeme upravovat a  klepneme na (…). Opět 
zvolíme Edit a v Type of Service změníme hodnotu Best Effort (0) na Interactive Voice (6). Takto 
jsou nastaveny následující služby podle této tabulky: 
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IPP Nastavení v Opnet Modeleru
7 Neobsazeno
6 VoIP (PCM, GSM)
5 Neobsazeno







Tab. L1 Nastavení QoS v definici aplikací v Opnet Modeleru
Nakonec zaškrtneme Apply to selected objects a potvrdíme. Projekt znovu uložíme.
Nyní zbývá nastavit QoS na aktivních prvcích sítě – v našem případě na routerech a switchi tak, aby 
tyto prvky námi nastavené QoS respektovaly – musíme tam tedy QoS povolit.  Opět využijeme 
implicitní  nastavení  Modeleru,  neboť  problematika  QoS  je  velice  obsáhlá  a  v  praxi  musíme 
vycházet z toho, co nám konkrétní vyrobený prvek umožní nastavit.  V tomto příkladě jde o to,  
ukázat, zda se vůbec QoS zabývat či ponechat síť „svému osudu“. 
Nastavení na routeru: Stručně si ukážeme povolení QoS na modelu routeru. Ten jsme označili 
slabým místem sítě, tedy místem, kde bychom mohli „nabírat“ zpoždění a tím snižovat propustnost, 
podobně jako na ucpané křižovatce.
Klepneme na model routeru pravým tlačítkem myši a zvolíme  Edit Attributes. Vybereme 
IP –  IP QoS  Parameters.  Klepneme  na  (…) a  zvolíme  Edit.  V položce  Forwarding  Class 
Configuration zkontrolujeme, zda jsou povoleny všechny třídy. Dále v položce  Multicast QoS 
zeditujeme všechny položky tak, aby byly povoleny. Ostatní ponecháme výchozí. Takto nastavíme 
všechny routery v celé síti. Zvolíme  Apply to selected objects a potvrdíme. Zdůrazňujeme, že v 
našem příkladu je již tak nastaveno.
Nastavení na switchi: Rovněž switch je slabým místem sítě, proto provedeme povolení QoS i zde. 
Na rozdíl od routeru máme možnost povolit QoS buď pro jednotlivé porty nebo pro celé zařízení. 
Vzhledem k tomu, že síť připojujeme k tomuto zařízení paralelně, povolíme QoS pro celé zařízení. 
Klepneme  na  model  routeru  pravým tlačítkem myši  a  zvolíme  Edit  Attributes.  Rozklepneme 
Bridge Parameters a  u položky QoS klepneme na (…) a zvolíme Edit.  Položky  QoS Support: 
Enabled,  Default  Port  QoS  Scheme:  WRR.  Ostatní  ponecháme  výchozí.  Zvolíme  Apply  to 
selected objects a potvrdíme. Opět zdůrazňujeme, že v našem příkladu je již tak nastaveno.
Takto zkontrolujeme všechna nastavení routerů a switchů v síti. 
Nastavení statistik pro simulaci
Pomocí volby DES –  Choose Individual Statistics...   můžeme nastavit statistiky pro naši 
simulaci. Nastavení statistik je libovolné, avšak někdy méně znamená více – nastavujeme proto jen 
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to, co skutečně budeme potřebovat. 
V našem projektu jsou již vybrané statistiky nastaveny; my se omezíme jen na popis jejich 
nastavování a na druhy statistik, které Opnet Modeler nabízí. Statistiky se dělí na globální, uzlové a 
linkové. To podle toho, z jakého úhlu pohledu se na síť díváme. Pokud chceme zjišťovat propustnost 
sítě,  pak  volíme  linkové  statistiky,  kde  sledujeme  jednotlivé  propojky.  V  případě  chování 
jednotlivých podsítí  či  větších  celků,  ale  i  síťových komponent  –  routerů,  switchů,  opakovačů, 
firewallů, apod., jsou to uzlové statistiky. Konečně globální statistiky „průměrují“ výkon a chování 
sítě jako celku. 
Pokud sledujeme služby a jejich chování (odesílaná a přijímaná data, apod.),  pak má smysl 
volit statistiky globální a uzlové. Propustnost a zpoždění na linkách nám nejlépe zobrazí statistiky 
linkové. Nutno však připomenout pravidlo „vše souvisí se vším“ - síť je celistvý systém, proto je 
jednotlivé statistiky promítají do sebe navzájem, tu více, tu méně. Pro přehlednost proto ponechme 
základní nastavení takové, jaké je v projektu a případně můžeme některé statistiky přidat a jiné 
odebrat podle toho, co v konkrétním scénáři budeme sledovat.
Kontrola hardwarové korektnosti sítě
Hardwarově  musí  být  síť  korektní,  neboť  nesmyslně  zvolené  komponenty  a  špatně 
provedené propojky by poskytly nesmyslné výsledky, popřípadě by simulaci nebylo možno provést 
vůbec. Při propojování podsítí – červených uzlů v Editoru projektu vždy propojujeme linkovými 
modely routery jednotlivých podsítí a po celkovém zhotovení modelu se přesvědčíme o korektnosti 
propojení  kontrolou  pomocí  volby  Topology –  Verify  Links,  popřípadě  použijeme klávesovou 
zkratku CTRL+L. Poté opět potvrdíme Verify Links. Funkce „proleze“ celou síť a zkontroluje její 
správné propojení. V případě, že nalezne na propojce chybu, označí ji červeným přeškrtnutím. Poté 
musíme tuto propojku opravit. 
Nejčastější chybou bývá „zapojení“ kabelu do neexistujícího portu switche nebo routeru – 
zejména,  pokud  překročíme  maximální  počet  portů  zařízení.  Rovněž  zapojení  do  nesmyslného 
zařízení je vyhodnoceno jako chybné – např. pokud bychom zapojili Ethernet linku do Token Ring 
prvku přímo, pak tyto technologie nejsou v praxi ani na modelu slučitelné a Opnet Modeler tuto 
chybu  odhalí.  Proto  před  zadáním  jakékoli  simulace  vždy  kontrolu  korektního  hardwarového 
propojení provedeme.
Simulace
Simulace je vlastní rozběhnutí síťového modelu. Jak již bylo zdůrazněno, simulace všech 
scénářů projektu trvá asi necelou hodinu, podle rychlosti počítače, na němž Opnet Modeler běží; 
orientačně počítejme s touto dobou. Doba simulace je stanovena na 4 minuty u každého scénáře. 
Služby se spouští simultánně v limitu mezi 100 až 110 sekund od zahájení simulace. Jeden scénář  
trvá odsimulovat asi 10 až 12 minut. Zásadně simulujeme všechny scénáře zároveň, abychom mohli 
jednotlivé výsledky srovnávat a kreslit do společných grafů.
Spuštění  simulace  všech  scénářů  zároveň  provedeme  volbou  Scenarios –  Manage  Scenarios. 
Objeví se okno 
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Obr. L7 Manažer scénářů – zde spustíme za sebou všechny simulace
U všech scénářů  zvolíme  ve sloupci  Results položku  collect nebo  recollect (předtím je  nutno 
projekt uložit). Potvrdíme tlačítkem OK. Od tohoto okamžiku běží simulace scénářů v pořadí, jak 
jsou vytvořeny. Jak jsme uvedli, jeden scénář trvá odsimulovat cca 10 minut; za 60 minut by měly 
být odsimulovány všechny.
Úkoly pro zpracování během simulace:
• Zatímco běží simulace, prostudujte si podrobně metodu DiffServ v problematice QoS, a to z 
libovolného dostupného zdroje, zejména prohlédněte česky psané internetové zdroje. Jak se 
tato metoda liší od IntServ?
• Proč zdvojujeme, resp. multiplikujeme propojky na transportní části sítě? 
• Jaký je rozdíl mezi jednovidovým a mnohovidovým optickým vláknem, kde použijete které?
• Můžeme  využít  současných  plastových  optických  vláken?  Jaké  mají  vlastnosti  proti 
klasickým optickým vláknům?
• Co je propustnost sítě a zpoždění? Kde jsou slabá místa v síti?
Výsledky:
Po odsimulování všech scénářů v projektu klepneme na tlačítko 
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Objeví se okno výsledků
Obr. L8 Okno výsledků
Nyní  již  můžeme  zobrazovat  vytvořené  statistiky  podle  toho,  jakou  vlastnost  zkoumané  sítě 
sledujeme.  Sledujeme  vždy  dvě  kategorie  současně  –  dva  scénáře,  jeden  základní,  druhý 
optimalizovaný.  V  položce  Presentation nastavíme  Overlaid  Statistics a  podle  toho,  zda 
sledujeme okamžitou či průměrnou hodnotu veličin pak nastavíme As Is (okamžitá hodnota) nebo 
Average (průměrná hodnota).
Graf pro použití do průvodní zprávy získáme následovně: Klepneme na tlačítko Show a provedeme 
klávesový příkaz Alt+PrintScreen. Okénko s grafem se uloží ve formě obrázku do schránky. Poté 
spustíme program  Malování (je  implicitně  ve  Windows) nebo např.  Gimp a  pomocí  klávesové 
zkratky  CTRL+V „vysypeme obsah schránky do bufferu grafického editoru.  Následně obrázek 
uložíme, např. ve formátu jpg, gif nebo png k dalšímu použití v dokumentech.
Globální statistiky:
Zde uveďte a okomentujte vybrané globální statistiky pro různé dvojice scénářů
Uzlové statistiky:
Zde uveďte a okomentujte vybrané uzlové statistiky pro různé dvojice scénářů
Linkové statistiky:
Zde uveďte a okomentujte vybrané linkové statistiky pro různé dvojice scénářů
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Optimalizační doporučení:
Uveďte, jak doporučujete optimalizovat tuto síť. Shrnutí můžete uvést i do tabulky
Závěr:
Stručně popište nejdůležitější závěry této laboratorní úlohy.
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 9 Závěr
Transportní sítě se starají o rychlý, správný a bezchybný přenos dat v komunikačních sítích. 
Jsou jedním z nejdůležitějších článků telekomunikačního řetězce. Ať je sít pojata jako okruhová či  
paketová, jde o nejdůležitější článek, základní infrastrukturu, na které je závislý úspěch či neúspěch 
implementované technologie. Z toho důvodu je nutno návrhu transportní sítě věnovat mimořádnou 
pozornost.
Soudobé softwarové prostředky umožňují před vlastní realizací simulovat mnohé přenosové 
vlastnosti  a tím dopředu předpovědět,  jak se daná síť bude chovat v praxi.  I když není možno 
zachytit  dopad  všech  náhodných  vlivů  (zejména  průmyslového  rušení),  mnohé  vlastnosti  lze 
předpovědět, a tak se vyvarovat mnohým provozním problémům.
Opnet  Modeler  je  komplexní  nástroj  pro  návrh  a  simulaci  chování  komunikačních  sítí. 
Pomocí něj můžeme předpovědět chování sítě jako celku i jednotlivých komponent. Pokusili jsme 
se  simulovat  chování  jednoduché  metropolitní  sítě  se  zaměřením  na  její  transportní  část 
(vysokorychlostní propojky) a podle výsledků statistik shrnout a navrhnout oprimalizační postupy. 
Ukázalo se, že zejména tam, kde lze zajistit vyšší prostupnost sítě metodami QoS (DiffServ) jsme 
dosáhli dobrých výsledků. Zkušební projekt fiktivní sítě  1. Líšeňská přípojná byl pojat poměrně 
jednoduše s ohledem na časové možnosti simulace. I tak odsimulování všech scénářů trvá cca 1 
hodinu. Doba simulace musela být stanovena na 4 minuty pro každý scénář, stačí však ke stabilizaci 
přechodných jevů v síti a poskytuje celkem věrný obraz ustáleného síťového provozu reálně pojaté 
sítě. V mnoha případech jsme vycházeli ze standardních nastavení aplikací Opnet Modeleru, pouze 
v  případě  QoS jsme  nastavovali  hodnoty ručně.  Tento  nástroj  je  přes  svoji  komplexnost  pojat 
jednoduchým způsobem a každá skupina síťových specialistů si může v něm najít zajímavé využití. 
Věříme,  že i  studenti  teleinformatiky v něm naleznou nezastupitelného pomocníka při  návrzích 
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