Abstract-We study jitter control in networks with guaranteed quality of service (QoS) from the competitive analysis point of view: we propose on-line algorithms that control jitter and compare their performance to the best possible (by an off-line algorithm) for any given arrival sequence. For delay jitter, where the goal is to minimize the difference between delay times of different packets, we show that a simple on-line algorithm using a buffer of slots guarantees the same delay jitter as the best off-line algorithm using buffer space 2. We prove that the guarantees made by our on-line algorithm hold, even for simple distributed implementations, where the total buffer space is distributed along the path of the connection, provided that the input stream satisfies a certain simple property. For rate jitter, where the goal is to minimize the difference between inter-arrival times, we develop an on-line algorithm using a buffer of size 2 + for any 1, and compare its jitter to the jitter of an optimal off-line algorithm using buffer size . We prove that our algorithm guarantees that the difference is bounded by a term proportional to .
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I. INTRODUCTION
T HE NEED for networks with guaranteed quality of service (QoS) is widely recognized today (see, e.g., [8] , [11] ). Unlike today's "best effort" networks such as the Internet, where the user has no guarantee on the performance it may expect from the network, QoS networks guarantee the end-user application a certain level of performance. For example, ATM networks support guaranteed QoS in various parameters, including end-to-end delay and delay jitter (called cell transfer delay and cell delay variation, respectively [5] , [12] ).
Jitter measures the variability of delay of packets in the given stream, which is an important property for many applications (for example, streaming real-time applications). Ideally, packets should be delivered in a perfectly periodic fashion; however, even if the source generates an evenly spaced stream, unavoidable jitter is introduced by the network due to the variable queuing and propagation delays, and packets arrive at the destination with a wide range of inter-arrival times. The jitter increases at switches along the path of a connection due to many factors, such as conflicts with other packets wishing to B. Patt-Shamir is with the Department of Electrical Engineering, Tel Aviv University, Tel Aviv, Israel (e-mail: boaz@eng.tau.ac.il).
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use the same links, and nondeterministic propagation delay in the data-link layer.
Jitter is quantified in two ways. One measure, called delay jitter, bounds the maximum difference in the total delay of different packets (assuming, without loss of generality, that the abstract source is perfectly periodic). This approach is useful in contexts such as interactive communication (e.g., voice and video tele-conferencing), where a guarantee on the delay jitter can be translated to the maximum buffer size needed at the destination. The second measure, called rate jitter, bounds the difference in packet delivery rates at various times. More precisely, rate jitter measures the difference between the minimal and maximal inter-arrival times (inter-arrival time between packets is the reciprocal of rate). Rate jitter is a useful measure for many real-time applications, such as a video broadcast over the net; a slight deviation of rate translates to only a small deterioration in the perceived quality.
Another important reason for keeping the jitter under control comes from the network management itself, even if there are no applications requiring jitter guarantees. For example, it is well known that traffic bursts tend to build in the network [8] , [15] . Jitter control provides a means for regulating the traffic inside the network so that the behavior of internal traffic is more easily manageable. A more subtle argument in favor of jitter control (given by [16] ) proceeds as follows. When a QoS network admits a connection, a type of "contract" is agreed upon between the network and the user application; the user is committed to keeping its traffic within certain bounds (such as peak bandwidth, maximal burst size etc.), and the network is committed to providing certain service guarantees, (such as maximal delay, loss rate, etc.). Since the network itself consists of a collection of links and switches, its guarantees must depend on the guarantees made by its components. The guarantees made by a link or a switch, in turn, are contingent on some bounds on the locally incoming traffic. As mentioned above, unless some action is taken by the network, the characteristics of the connection may in fact get worse for switches further down the path, and thus they can only commit to lower QoS. Jitter control can be useful in allowing the network to ensure that the traffic incoming into a switch is "nicer," and get better guarantees from the switch.
Jitter control implementation is usually modeled as follows [16] , [8] . Traffic incoming into the switch is input into a jitter regulator, which re-shapes the traffic by holding packets in an internal buffer. When a packet is released from the jitter-regulator, it is passed to the link scheduler, which schedules packet transmission on the output link. In this work, we focus on studying jitter regulators. Nature of our Results: Before we state concrete results, we would like to explain the insight we seek. Prior to our work, performance of the jitter-control algorithm was measured either by worst-case input behavior, or under statistical assumptions. Thus, the properties of the algorithms were either deterministic (given deterministic worst-case assumptions on the input stream), or probabilistic (given stochastic assumptions on the input stream). In this work, we prove relativistic guarantees: we compare the performance of the algorithm in question to the performance of the best possible algorithm, which we treat as an adversary we compete against. The adversary algorithm is not assumed to be constrained by the on-line nature of the problem; it is assumed to produce the best possible output for the given input, even if the best output may be computable only in hindsight (hence the adversary algorithm is sometimes called the off-line algorithm). Algorithms whose performance can be bounded with respect to the performance of an off-line adversary are called competitive [10] , [7] , [1] . We argue that proving that an algorithm is competitive is meaningful, and sometimes superior, to proving deterministic or stochastic guarantees. First, deterministic or stochastic guarantees say nothing about the case where the underlying assumptions do not hold for some reason (even worse, the underlying assumptions-in particular, tractable stochastic assumptions-are notoriously hard to justify). On the other hand, a competitive algorithm does not assume anything about the input, and therefore, its guarantees are more robust in this sense. Secondly, deterministic guarantees usually do not say much about individual cases; e.g., an algorithm may be called deterministically optimal even if it performs always as bad as the worst case; competitive algorithms, by contrast, are guaranteed to do relatively well on each and every instance. 1 Thirdly, if we add an assumption about the input sequence, the relativistic guarantee would immediately translate to a specific deterministic guarantee.
We remark that, unlike conventional competitive analysis, in most cases we shall compare the performance of our on-line algorithms to the performance of an (optimal, off-line) adversary, which is restricted to use less buffer space. For example, we prove statements such as "an algorithm using space produces jitter which never more than the jitter produced by an optimal algorithm, for the given arrival sequence, using space ." One possible interpretation for this result is that algorithm always uses at least half of its buffer space optimally-as if it knew the future in advance.
Our Results: We consider both delay jitter and rate jitter. For delay jitter, we give a very simple on-line algorithm, and prove that the delay jitter in its output is no more than the delay jitter produced by an optimal (off-line) algorithm using half the space. We give a lower bound on delay jitter, showing that doubling the space is necessary. We also consider a distributed implementation of our algorithm, where the total space of is distributed along a path. We prove that the distributed algorithm guarantees the same delay jitter of a centralized off-line algorithm using space , provided that an additional condition on the beginning of the sequence is met. To complete the picture, we also describe an efficient optimal off-line algorithm. For all our delay-jitter algorithms, we assume that the average inter-arrival time of the input stream (denoted ) is given ahead of time. This assumption is natural for real-time connections (for example, it is included in the ATM standard [12] ).
One way to view the relativistic guarantee of our algorithm is the following. Assume that the specific arrival sequence is such that using a buffer of size one can reduce the jitter completely (i.e., zero jitter). In such a case, our online algorithm, using space would also output a completely periodic sequence (i.e., zero jitter).
For rate jitter, we assume that the on-line algorithm receives, in addition to , two parameters denoted and , which are a lower and an upper bound on the desired time between consecutive packets in the output stream. The on-line algorithm we present uses a buffer of size where is a parameter, and is such that an off-line algorithm using buffer space can release the packets with inter-departure times in the interval (but the optimal jitter may be much lower). The algorithm guarantees that the rate jitter of the released sequence is at most the best off-line jitter plus an additive term of . We also show how the algorithm can adapt to unknown . Finally, we prove that on-line algorithms using less than buffer space are doomed to have trivial rate-jitter guarantees with respect to an off-line algorithm using space .
Related Work: QoS has been the subject of extensive research in the current decade, starting with the seminal work of Ferrari [2] (see [18] for a comprehensive survey). A number of algorithms have been proposed for jitter control. Partridge [9] proposed to time-stamp each message at the source, and fully reconstruct the stream at the destination based on a bound on the maximal end-to-end delay. Verma et al. [13] proposed the jitter-EDD algorithm, where a jitter controller at a switch computes for each packet its eligibility time, before which the packet is not submitted for to the link scheduler. The idea is to set the eligibility time to the difference between maximum delay for the previous link and the actual delay for the packet: this way the traffic is completely reconstructed at each jitter node. Note that jitter-EDD requires nodes to have synchronized clocks. The Leave-in-Time algorithm [3] replaces the synchronized clocks requirement of jitter-EDD with virtual clocks [19] . Golestani [4] proposed the Stop-and-Go algorithm, which can be described as follows. Time is divided to frames; all packets arriving in one frame are released in the following frame. This allows for high flexibility in re-shaping the traffic. Hierarchical Round-Robin (HRR), proposed in [6] , guarantees that in each time frame, each connection has some predetermined slots in which it can send packets. A comparative study of rate-control algorithms can be found in [17] . A new jitter-control algorithm was proposed in [14] .
Paper Organization: In Section II, we give the basic definitions and notations. In Section III, we study delay jitter for a single switch. In Section IV, we extend the results of Section III to a distributed implementation. In Section V, we study rate jitter. 
II. MODEL
We consider the following abstract communication model for a node in the network (see Fig. 1 ). We are given a sequence of packets denoted , where each packet arrives at time . Packets are assumed to have equal size. Each packet is stored in the buffer upon arrival, and is released some time (perhaps immediately) after its arrival. Packets are released in FIFO order. The time of packet release (also called packet departure or packet send) is governed by a jitter control algorithm. Given an algorithm and an arrival time sequence, we denote by the time in which packet is released by . We consider jitter control algorithms which use bounded-size buffer space. We shall assume that each buffer slot is capable of storing exactly one packet. All packets must be delivered, and hence the buffer size limitation can be formalized as follows. The release time sequence generated by algorithm using a buffer of size must satisfy the following condition for all :
(1)
where we define for . 2 The lower bound expresses the fact that a packet cannot be sent before it arrives, and the upper bound states that when packet arrives, packet must be released due to the FIFOness and limited size of the buffer. We call a sequence of departure times -feasible for a given sequence of arrival times if it satisfies (1), i.e., it can be attained by an algorithm using buffer space . An algorithm is called on-line if its action at time is a function of the packet arrivals and releases which occur before or at ; an algorithm is called off-line if its action may depend on future events, too.
A times sequence is a nondecreasing sequence of real numbers. We now turn to define properties of times sequences, which are our main interest in this paper. Given a times sequence , we define its average, minimum, and maximum inter-arrival times as follows.
• The average inter-arrival time of is 2 Note that our definition allows for zero-length intervals where more than B packets are in the system, and that more than one packet can be released at the same time. This formal difficulty can be overcome by assuming explicitly that each event (packet arrival or release) occurs in a different time point. For clarity of exposition, we prefer this simplified model, although our results hold in both models.
• The minimum inter-arrival time of is
• The maximum inter-arrival time of is
We shall omit the superscript when the context is clear. The average rate of is simply . Note that since the definitions are given for a single sequence, "inter-arrival times" may sometimes mean inter-departure time, depending on the context.
We shall talk about the jitter of . We distinguish between two different kinds of jitter. The delay jitter, intuitively, measures how far off is the difference of delivery times of different packets from the ideal time difference in a perfectly periodic sequence, where packets are spaced exactly time units apart. Formally, given a times sequence , we define the delay jitter of to be
We shall also be concerned with the rate jitter of , which can be described intuitively as the maximal difference between interarrival times, which is equivalent to the difference between rates at different times. Formally, we define the rate jitter of to be
The following simple property shows the relationship between delay jitter and rate jitter.
Lemma 2.1: Let be a times sequence.
1) The delay jitter of equals 0 if and only if the rate jitter of equals 0. 2) If the delay jitter of is , then the rate jitter of is at most . 3) For all and , there exists a sequence with rate jitter at most and delay jitter at least . Proof: Suppose that . 1) The delay jitter of is 0 iff for all we have , which is true iff the rate jitter of is 0. 2) Consider the definition of rate jitter. For any , we have that and the result follows. (The first inequality is the triangle inequality, and the second inequality follows from the assumption on the delay jitter bound.) 3) Let . Choose an even number , and let be defined inductively as follows. For , define , and for , define . Clearly, the resulting is a times sequence with average inter-arrival rate and rate jitter at most . However, we have that , and hence the delay jitter is at least by choice of . Our means for analyzing the performance of jitter-control algorithms is competitive analysis [1] . In our context, we shall measure the (delay or rate) jitter of the sequence produced by an on-line algorithm against the best jitter attainable for that sequence. As expected, finding the release times which minimize jitter may require knowledge of the complete arrival sequence in advance, i.e., it can be computed only by an off-line algorithm. Our results are expressed in terms of the performance of our on-line algorithms using buffer space as compared to the best jitter attainable by an off-line algorithm using space , where usually . We are interested in two parameters of the algorithms: the jitter (guaranteed by our on-line algorithms as a function of the best possible off-line guarantee) and the buffer size (used by the on-line algorithm, as a function of the buffer size used by an optimal off-line algorithm).
III. DELAY-JITTER CONTROL
In this section, we analyze the best achievable delay jitter. We first present an efficient off-line algorithm which attains the best possible delay jitter using a given buffer with space . We then proceed to the main result of this section, which is an on-line delay-jitter control algorithm which attains the best jitter guarantee that can be attained by any (off-line) algorithm which uses half the buffer space. Finally, we present a lower bound which shows that any on-line algorithm whose jitter guarantees are a function of the jitter guarantees of an off-line algorithm, must have at least twice the space used by the off-line algorithm.
A. Off-Line Delay-Jitter Control
We start with the off-line case. Suppose we are given the complete sequence of packet arrival times. We wish to find a sequence of release times which minimizes the delay jitter, using no more than buffer space. The off-line algorithm is defined as follows. 
We now distinguish between two cases. If , then , and hence , and we are done. The second case is that , and then . In this case, (2) implies that and the proof of correctness is complete. The optimality of the solution follows immediately from the minimality of : it is easy to verify that any solution induces an interval that intersects all the intervals.
B. On-Line Delay-Jitter Control Algorithm
We now turn to our main result for delay-jitter control: an on-line algorithm using buffer space, which guarantees delay jitter bounded by the best jitter achievable by an off-line algorithm using space. The algorithm is simple: first the buffer is loaded with packets, and when the st packet arrives, the algorithm releases the first buffered packet. From this time on, the algorithm tries to release packet after time. Formally, the algorithm is defined as follows. Clearly, Algorithm B is an on-line algorithm. We prove its jittercontrol property.
Theorem 3.2: If, for a given arrival sequence, an off-line algorithm using space can attain delay jitter , then the release sequence generated by Algorithm B has delay jitter at most using no more than buffer space. Proof: Obviously, the buffer space used by Algorithm B is at most . The bound on the delay jitter follows from Lemmas 3.4 and 3.6 proven below.
The following definition is useful in the analysis (see Fig. 2 ). 
and (4) Summing (3), (4), the result follows. 3) By choosing and in (3), (4), respectively. The following lemma shows that the deviation of the actual release time generated by Algorithm B from the ideal 0-jitter sequence of is bounded. Somewhat surprisingly, it is bounded by the oriented jitter bounds of two specific packets in any -feasible sequence.
Lemma 3.4: Let be any -feasible sequence for a given arrival sequence. Then, for all , we have . by -feasibility of off-line by definition of since The reader may note that, since Lemma 3.3-1), 2) implies that , Lemma 3.4 can be used to easily derive a bound of on the delay jitter attained by Algorithm B. Proving the promised bound of requires a more refined analysis of the oriented jitter bounds. To facilitate it, we now introduce the following concept.
Definition 3.2:
Let be a times sequence. Let be any time point. The times sequence perturbed at to , denoted is defined as follows.
• If , then .
• If , then . Intuitively, is the sequence obtained by assigning release time to packet , and changing the times of other packets to preserve the FIFO order (see Fig. 3 for an example): if packet is to be released earlier than , then some packets before may be moved as well; and if packet is to be released later than , then some packets after may be moved.
The following properties for perturbed sequences are a direct consequence of the definition.
Lemma 3.5: Let be a times sequence, let be any packet, and let be any time point.
• If , then: A1) ; A2) ; A3)
for all . • If , then: B1) ; B2) ; B3) for all . Proof: The simplest way to verify these claims is geometrical: Consider Fig. 3 , which corresponds to the case of . Assertion B1) says that if point is moved left but not to the left diagonal line (or beyond), then all points remain between the two diagonal lines, and that there are points which lie on the diagonal lines. Assertion B2) states that the horizontal distance between point and left diagonal line strictly decreases, and Assertion B3) states that for points below point , the horizontal distance to the left diagonal line does not increase. The case of is analogous. To prove Theorem 3.2, we prove an interesting property of oriented jitter bounds in optimal sequences. Intuitively, the lemma below says the following. Fix an arrival sequence, and consider all optimal release sequences using buffer space. Fix any two packets at most apart. Then it cannot be the case that in all optimal release sequences both the first packet is too early and the second packet is too late. Formally, we have the following. Lemma 3.6: Let be the minimal delay jitter for a given arrival sequence using space , and let be packets such that . Then there exists a -feasible sequence for the given arrival sequence with delay jitter such that . Note that Lemma 3.6 with and , combined with Lemma 3.4, completes the proof of Theorem 3.2. We shall use the general statement in Section IV.
Proof: Let be an optimal release sequence attaining jitter for the given arrival sequence, in which is minimal among all optimal sequences. First, note that if either or , then we are done since by Lemma 3.3-1), 2) we have that , . So assume from now on that and . We claim that in this case , i.e., packet and packet are released together (and hence all packets are released together). We prove this claim by contradiction; suppose that . Then it must be the case that either: i) or ii)
, or both i) and ii) hold. If case i) holds, let and consider the perturbed sequence in which packet is released at time . By choice of , we have that . The perturbed sequence has the following properties . 1) is -feasible, since it may differ from at most by packets . These packets are held a little longer in , but they are released at time . 2) by Lemma 3.5 A1). 3) by Lemma 3.5 A2). 4) by Lemma 3.5 A3). The claim now follows for case i), since Properties 1) and 2) imply that is a sequence using buffer space which attains jitter , but Properties 3) and 4) contradict the assumed minimality of . A similar argument shows that if case ii) holds, then for , the perturbed sequence contradicts the minimality of . Thus, we have proved that for an optimal sequence, either or (in which cases the lemma is proven), or else, for a sequence minimizing , it must be the case that . We now proceed to bound using the fact that . First, note that since by definition there exists a packet such that , and since by definition , we get from the fact that that (5) Similarly, we have that (6) Adding (5), (6), we get that Since , we conclude that as required.
C. A Lower Bound for On-Line Delay-Jitter Control Algorithms
We close this section with a lower bound for on-line delayjitter control algorithms. The following theorem says that any on-line algorithm using less than buffer space pays heavily in terms of delay jitter when compared to an off-line algorithm using space .
Theorem 3.7: Let . There exist arrival sequences for which an off-line algorithm using space gets jitter 0, and any on-line algorithm using buffer space gets delay jitter at least . Moreover, there exist arrival sequences for which an off-line algorithm using space gets 0-jitter, and no on-line algorithm using less than buffer space can guarantee any finite delay jitter.
Proof: Consider the following scenario. At time 0, packets arrive, and at time , packets arrive. First, note that there is an off-line algorithm attaining 0 jitter by releasing each packet at time . Consider now any on-line algorithm . We first claim that cannot release packet 0 before packet arrives: otherwise, packet may arrive arbitrarily far in the future, making the delay jitter of the on-line algorithm arbitrarily large. Hence, at time , when new packets arrive, algorithm still stores the first packets, and since it has buffer space by assumption, it is forced to release at least packets immediately. Since the delays of packets 0 and are equal, it follows from the definition of delay jitter that the delay jitter of the release sequence is at least . For the case of an on-line algorithm with less than space, consider the scenario where a batch of packets arrive together at time 0, and then a batch of more packets arrive at time for some very large . Since the on-line algorithm has to release packet 0 at time 0, we have that its delay jitter is at least , which can be arbitrarily large.
IV. DISTRIBUTED DELAY-JITTER CONTROL
In Section III, we have considered a single delay-jitter regulator. In this section, we prove an interesting property of composing many delay-jitter regulators employing our Algorithm B. Specifically, we consider a path of links connecting nodes , where is the source and is the destination. We make the simplifying assumption that the propagation delay in each link is deterministic. We denote the event of the arrival of packet at node by , and the release of packet from node by . The input stream, generated by the source, is (or ), and the output stream is . Each node has buffer space, and for simplicity we assume that divides . The distributed algorithm is the following.
Algorithm BD-Distributed On-Line Delay-Jitter Control: For each , node employs Algorithm B with buffer space . Specifically, node sets , and it releases packet as close as possible to subject to -feasibility (see Algorithm B).
We prove that the jitter control capability of Algorithm BD is the same as the jitter control capability of a centralized jitter control algorithm with total buffer space, under a certain condition for the beginning of the sequence (to be explained shortly). Put differently, one does not lose jitter control capability by dividing the buffer space along the path. The precise result is given in the theorem below.
Theorem 4.1: Suppose that for a given arrival sequence , there exists a centralized off-line algorithm attaining jitter using space , with packet 0 released before time . Then if is the release sequence of node , the release sequence generated by Algorithm BD at node has delay jitter at most .
Intuitively, the additional condition is that there is a way to release the first packet relatively early by a centralized optimal algorithm. This condition suffices to compensate for the distributed nature of Algorithm BD. The condition is also necessary for the algorithm to work: if packets are input into the system at the start of the algorithm, then an off-line algorithm can still wait arbitrarily long before starting to release packets, while Algorithm BD is bound to start releasing packets even if only packets arrive. The proof is essentially adapting the proofs of Algorithm B in Section III to the distributed setting. We highlight the distinguishing points.
Let the propagation delay over link be , and denote , the total delay of links on the path. The first lemma below bounds the desired release times of all packets at one node in terms of the desired release times in upstream nodes.
Lemma 4.2: For all nodes and all packets ,
Proof: Consider the lower bound first. By the algorithm, we have that for all , . Since for all , , we obtain by induction on that , proving the lower bound.
We now prove the upper bound. First, we claim that for all for
Equation (7) follows from the fact that by the specification of Algorithm B, a node starts releasing packets only if all first packets are in its buffer, and therefore none of the first packets is released too late in any node. We now prove the upper bound by induction on . The base case, , is trivial. For the inductive step, fix and consider . We have by algorithm by (7) by induction rearranging For the case of underflow, we argue that if a packet is "late" in the output node , then it was late in all nodes on its way. 
V. RATE-JITTER CONTROL
In this section, we consider the problem of minimizing the rate-jitter, i.e., how to keep the rate at which packets are released within the tightest possible bounds. We shall use the equivalent concept of minimizing the difference between inter-departure times. We present an on-line algorithm for rate-jitter control using space and compare it to an off-line algorithm using space and guaranteeing jitter . Our algorithm guarantees rate jitter at most , where is a constant (that may depend on the input, see Section V-A for explanation). We also show how to obtain rate jitter which is a multiplicative factor from optimal, with a simple modification of the algorithm. The algorithm can work without knowledge of the exact average inter-arrival time: in this case, jitter guarantees will come into effect after an initial period in which packets may be released too slowly. We also show that without doubling the space, no guarantees in terms of the optimal rate-jitter can be made. As an aside, we remark that off-line rate-jitter control can be solved optimally using linear-programming technique.
A. On-Line Rate-Jitter Control Algorithm
We now turn to describe the main result for this section: an on-line algorithm for rate-jitter control. The algorithm is specified with the following parameters, where:
buffer size of an off-line algorithm, i.e., ; space parameter for the on-line algorithm, such that ; bounds on the minimum and maximum interdeparture time of an off-line algorithm, respectively. average inter-departure time in the input (and also the output) sequence The parameters and can be thought of as requirements; these should be the worst rate-jitter bounds the application is willing to tolerate. The goal of a rate-jitter control al-gorithm is to minimize the rate jitter, subject to the assumption that space is sufficient (for an off-line algorithm) to bound the inter-departure times in the range . A trivial choice for and is and , which are the minimal and maximal inter arrival times in the input sequence. However, using tighter and , one may get a much stronger guarantee. The jitter guarantees will be expressed in terms of , , , , , and , the best rate jitter for the given arrival sequence attainable by an off-line algorithm using space .
Note that for an on-line algorithm, even achieving rate jitter may be nontrivial. These are bounds on the performance of an off-line algorithm, whose precise specification may depend on events arbitrarily far in the future.
The basic idea in our algorithm is that the next release time is a monotonically decreasing function of the current number of packets in the buffer. In other words, the more packets there are in the buffer, the lower the inter-departure time between the packets (and thus the higher the release rate).
Algorithm C: On-Line Rate-Jitter Control: The algorithm uses buffer space. With each possible number of packets in the buffer, we associate an inter-departure time denoted IDT , defined as follows. Let
IDT if if if
Note that IDT is a monotonically decreasing function in . The algorithm starts with a buffer loading stage, in which packets are only accumulated (and not released) until the first time that the number of packets in the buffer satisfies IDT . Let IDT , and let denote the first time in which the number of packets in the buffer reaches . At time , the loading stage is over: the first packet is released and the following rule governs the remainder of the execution of the algorithm. A variable is maintained, whose value is the time at which the last packet was sent. If at time , we have IDT , where is the number of packets currently in the buffer, then we deliver a packet and update . The rate-jitter bound of Algorithm C is given in the following theorem.
Theorem 5.1: Let be the best rate-jitter attainable (for an off-line algorithm) using buffer space for a given arrival sequence. Then the maximal rate-jitter in the release sequence generated by Algorithm C is at most , and never more than . The idea in the proof of Theorem 5.1 is that the number of packets in the buffer is never more than buffer slots away from the slots which correspond to rates generated by an optimal off-line algorithm. We now formally analyze Algorithm C. Fix an optimal execution of the off-line algorithm. Let us denote the maximum and minimum inter-departure times of the off-line execution by and , respectively. (Hence, the jitter attained by the off-line algorithm is .) With these quantities, we also define the following terms:
. We shall also use the following shorthand notation. Let and denote the number of packets stored in time in the buffers of the Algorithm C and of the off-line algorithm, respectively, and let , i.e., how many packets does the Algorithm C has more than the off-line algorithm at time . We use extensively the following trivial property of the difference. . A packet arrival increases the number of stored packets for both the off-line and Algorithm C, and hence does not change their difference. It follows that is exactly the difference in the number of packets sent by the two algorithms in the given interval.
The significance of Lemma 5.3 is that it allows us to ignore packet arrivals when analyzing the space requirement of an algorithm; all we need is to consider the difference from the space requirement of the off-line algorithm. The following lemma, which bounds the minimal inter-departure time of Algorithm C, is an example of that. Proof of Theorem 5.1: By Lemma 5.4, at all times , and hence the minimal inter-departure time of Algorithm C is smaller than by less than . By Lemma 5.5, for all times , the maximal inter-departure time of Algorithm C is larger than by less than . Since and since no packet is released before time , the theorem follows. It is worthwhile noting that doubling the space is mandatory for on-line rate-jitter control (as well as for delay-jitter control), as the following theorem implies.
Theorem 5.6: Let . There exist arrival sequences for which an off-line algorithm using space gets 0-jitter, and any on-line algorithm using buffer space gets rate-jitter at least . The proof of Theorem 5.6 is similar to the proof of Theorem 3.7, and we therefore omit it.
B. Adapting to Unknown
We can avoid the need of knowing in advance, if we are willing to tolerate slow rate in an initial segment of the online algorithm. This is done by changing the specification of the loading stage of Algorithm C to terminate when the buffer contains packets (which corresponds to inter-arrival time of , as opposed to inter-arrival time of in the original specification). Thereafter, the algorithm starts releasing packets according to the specification of IDT. Call the resulting algorithm C . Below, we bound the time which elapses in an execution of C until the buffer size will reach the value of . Clearly, from that point onward, all guarantees made in Theorem 5.1 hold true for Algorithm C as well.
Lemma 5.7: Consider an execution of Algorithm C . Let be the first time such that and let be the first time such that . Then
Proof: For , define to be the first time after where . Consider a time interval , and denote its length by . Denote the number of packets arriving in the interval by . Consider the off-line algorithm: For all , we have that (8) Consider now the execution of Algorithm C : in the time interval , the inter-departure time is at least , and therefore . Using . (8) and since by definition, we have i.e.,
Summing over and noting that and that
, we obtain
C. Multiplicative Rate Jitter
For some applications, it may be useful to define jitter as the ratio between the maximal and minimal inter-arrival times. We call this measure the multiplicative rate jitter, or -rate jitter for short. It is easy to adapt Algorithm C to the case where we are interested in the -rate jitter. All that is needed is to define . In this case, we obtain the following result, using the same proof technique as for Theorem 5.1.
Theorem 5.8: Let be the best -rate-jitter attainable (for an off-line algorithm) using buffer space for a given arrival sequence. Then the maximal -rate-jitter in the release sequence generated by Algorithm C using function IDT is at most .
VI. CONCLUSION
In this paper, we have studied jitter-control algorithms, measured in terms of guarantees relative to the best possible by an off-line algorithm. Our results for delay jitter show that the simple algorithm of filling half the buffer has a very strong relative property. For rate jitter, we proposed a simple algorithm where the release rate is proportional to the fill level of the buffer, and showed that its relative guarantees are quite strong as well. We have studied a very simple distributed model for jitter control. We leave for further work analyzing more realistic models of systems, including multiple streams and more interesting network topologies.
