


































宇宙論パラメータを  として，用いる統計量を T () とする．どの
ような統計量を用いるか，どうやって観測された統計量からパラメータ



















タの間の Kullback Leiblerダイバージェンスや Hellinger距離がわかれば，
その値から Fisher情報量行列を推定できる．ダイバージェンスや距離を
推定する様々なノンパラメトリックな方法が提案されていることから，
そうした方法を用いて D(p(T ; ); p(T ; + ))を推定し，Fisher情報行列
を計算すれば，統計量の性質を知ることが可能となる．
結果と考察
(a) Hellinger 距離を用いて計算した Fisher
情報行列．
(b) 各変数間の共分散構造．
Figure 2: ダークマターの重さに対する Fisher 情報行列．
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