Acyclic orientations and chromatic generating functions  by M. Gessel, Ira
Discrete Mathematics 232 (2001) 119–130
www.elsevier.com/locate/disc
Note
Acyclic orientations and chromatic generating functions
Ira M. Gessel 1
Department of Mathematics, Brandeis University, P.O. Box 9110, Waltham,
MA 02454-9110, USA
Received 22 June 1999; revised 10 March 2000; accepted 29 March 2000
Abstract
Let P(k) be the chromatic polynomial of a graph with n¿2 vertices and no isolated ver-
tices, and let R(k) = P(k + 1)=k(k + 1). We show that the coe/cients of the polynomial
(1 − t)n−1∑∞k=1 R(k)tk are nonnegative and we give a combinatorial interpretation to R(k)
when k is a nonpositive integer. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The problem of characterizing chromatic polynomials was considered by Wilf [18],
who gave several necessary conditions for a polynomial to be a chromatic polynomial.
Linial [10] (see also [7,16,2]) gave another necessary condition: if PG(k) is the chro-
matic polynomial of a graph G with n vertices, then the coe/cients of the polynomial
AG(t) de=ned by AG(t) = (1 − t)n+1
∑∞
k=0 PG(k)t
k are nonnegative. Linial’s result is
a consequence of Richard Stanley’s theory of P-partitions [12; 15, pp. 211–221]: Any
proper coloring of G with colors 1; 2; : : : ; k yields an acyclic orientation of G in which
each edge is directed from the lower color to the higher color. As noted by Stanley
[13], the number of colorings corresponding to a given orientation O is a strict order
polynomial BO(k) and it is known [12, Proposition 13:3; 15, Theorem 4:5:14] that the
coe/cients of (1−t)n+1∑∞k=0 BO(k)tk are nonnegative. Stanley observed that the same
decomposition could be used to prove that the number of acyclic orientations of G is
(−1)nPG(−1) and to give an analogous combinatorial interpretation to (−1)nPG(−k)
for any positive integer k.
In this paper we prove a similar, but stronger result: Let G be a graph with
n¿2 vertices and no isolated vertices, and de=ne the polynomial RG(k) of degree
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n− 2 by RG(k) = PG(k + 1)=k(k + 1). Then the coe/cients of the polynomial BG(t),
de=ned by
BG(t)
(1− t)n−1 =
∞∑
k=1
RG(k)tk (1)
are nonnegative. Our proof is similar to that of Linial’s theorem, but requires a more
careful analysis of the colorings corresponding to each acyclic orientation. We also
obtain, in analogy with Stanley’s theorem on acyclic orientations, a result of Greene
and Zaslavsky [9, Theorem 7:2] on acyclic orientations with a single source and sink,
and a combinatorial interpretation of (−1)nRG(−k) when k is a nonnegative integer.
We give two proofs of this combinatorial interpretation, one using P-partitions and one
using the Cartier–Foata theory of free partially commutative monoids.
We also note that if G is connected, then the coe/cients of RG(k) alternate in sign.
Although this is equivalent to a known result (see the proof of part (i) of Theorem 2.1
below), it does not seem to be as well known as the weaker result that the coe/cients
of the chromatic polynomial alternate in sign.
2. Proof of the main theorem
Theorem 2.1. Let G be a graph with n¿2 vertices and at least one edge. Let PG(k)
be the chromatic polynomial of G, and let RG(k) = PG(k + 1)=k(k + 1).
(i) If G is connected then (−1)nRG(−k) is a monic polynomial in k of degree n− 2
with nonnegative coe3cients.
(ii) If G has no isolated vertices then BG(t), as de4ned by (1), is a polynomial in t
of degree at most n− 1 with nonnegative coe3cients, and BG(1) = (n− 2)!.
Proof: (i) It is known [3, Proposition 6:3:1] that if G is a connected graph with n
vertices then PG(k) = (−1)n−1k tG(1− k; 0), where tG(x; y) is the Tutte polynomial of
G. Moreover, the Tutte polynomial is known to have nonnegative coe/cients and no
constant term [3, Theorem 6:2:13(vii)]. It follows that (−1)nRG(−k) = k−1tG(k; 0) is
a polynomial with nonnegative coe/cients. Since PG(k) is monic of degree n, RG(k)
must be monic of degree n− 2.
(ii) Pick two adjacent vertices, a and z, in G. Then for k¿1, PG(k +1)=k(k +1)=
RG(k) is the number of proper colorings of G in k + 1 colors, numbered 0 to k, in
which a has color 0 and z has color k.
To any proper coloring of G there corresponds an acyclic orientation of G, in which
each edge is directed from the lower-colored vertex to the higher-colored vertex. For
each acyclic orientation O, let RO(k) be the number of corresponding colorings in
which vertex a has color 0 and vertex z has color k. Then RG(k) =
∑
O RO(k), where
the sum is over all acyclic orientations O of G for which a is a source and z is a
sink. We shall show that RO(k) is a nonnegative linear combination of the polynomials
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( k+n−2−in−2 ), with i = 1; : : : ; n− 1. This, together with the identity
∞∑
k=1
(
k + n− 2− i
n− 2
)
tk =
ti
(1− t)n−1 ; i¿1;
which follows from the binomial theorem expansion of (1−t)−(n−1), implies that BG(t)
is a polynomial in t of degree at most n− 1 .
The acyclic orientation O induces a partial order 4 on the vertices of G in which
x 4 y if there is a directed path from x to y. Then a coloring c corresponds to the
acyclic orientation O if and only if c has the property that x ≺ y implies c(x)¡c(y).
We now =x an acyclic orientation O and consider RO(x) in more detail. First, we
make some assumptions about the labeling of the vertices of G that are helpful in
describing a useful decomposition for the colorings counted by RO(k). We assume that
the vertex set of G is [n] = {1; 2; : : : ; n}. Without loss of generality, we may assume
that the vertices of G have the property that if i ≺ j then i¡ j. Since G has no isolated
vertices, no vertex is both a source and a sink of O, and we may therefore assume
that a is greater (in the usual total ordering of [n]) than every other source of O, and
that z is less than every other sink of O.
For each permutation  of [n], let C() be the set of colorings c of G with colors
0; 1; : : : ; k satisfying
(a) c((i))6c((i + 1)) for i = 1; : : : ; n− 1.
(b) If i¡ j and (i)¡(j) then c((i))¡c((j)).
(Note that (b) is implied by (a) together with the special cases of (b) for which
j= i+1, but the more general form of (b) will be useful.) Now, let L(O) be the set
of permutations of {1; 2; : : : ; n} such that the sequence (1); : : : ; (n) extends 4 to a
total order; i.e., if i ≺ j then −1(i)¡−1(j). Then by Stanley’s fundamental theorem
on P-partitions [12, Theorem 6:2; 15, Lemma 4:5:3] the set of colorings corresponding
to an acyclic orientation O is the disjoint union of C() over all permutations  in
L(O).
We wish to count colorings in C() in which vertex a has color 0 and vertex z has
color k. We claim that if c is a coloring in C() with c(a) = 0 then (1) = a. To
see this, suppose that (1) = a and let c be a coloring in C(). Then (1) must be
a source of O other than a, so (1)¡a, and thus by (b) we have c((1))¡c(a), so
c(a) = 0. This proves the claim. Similarly, if c is a coloring in C() with c(z) = k
then (n) = z.
If (1) = a and (n) = z then the number of colorings in C() satisfying (a) and
(b) with colors from 0 to k, and with c(a) = 0 and c(z) = k, is easily seen to be
( k+n−2−()n−2 ), where () is the number of ascents of , that is, the number of values
of i from 1 to n− 1 such that (i)¡(i + 1). Since a= (1)¡(n) = z, there must
be at least one ascent, and there can be at most n− 1 of them. It follows that
RO(k) =
n−1∑
i=1
ui
(
k + n− 2− i
n− 2
)
; (2)
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where ui is the number of permutations  in L(O) with i ascents satisfying (1) = a
and (n) = z.
Finally, BG(1) = (n − 2)! since each permutation  of the vertex set of G
with (1) = a and (n) = z contributes (after appropriate relabeling) one term ti to
BG(t). (Alternatively, this is a consequence of the fact that RG(k) is monic of degree
n− 2.)
The prohibition of isolated vertices cannot be removed in Theorem 2.1, since if G
is the graph on three vertices with one edge, then PG(k)= k2(k−1), so RG(k)= k+1,
and
∞∑
k=1
(k + 1)tk =
2t − t2
(1− t)2 :
It remains to show that our result implies Linial’s. Since PG(k)=k(k−1)R(k−1) it
su/ces (at least for graphs without isolated vertices) to show that for j=0; : : : ; n− 2,
(1− t)n+1
∞∑
k=1
k(k − 1)
(
k + n− 2− j
n− 2
)
tk
has nonnegative coe/cients. We have
∞∑
k=1
k(k − 1)
(
k + n− 2− j
n− 2
)
tk
= t2
d2
dt2
tj
(1− t)n−1
=
j(j − 1)tj + 2j(n− j)tj+1 + (n− j)(n− j − 1)tj+2
(1− t)n+1 ;
and the coe/cients in the numerator are clearly nonnegative.
By the similar reasoning, one can show that Linial’s theorem also holds for graphs
with isolated vertices, since adding an isolated vertex to a graph multiples its chromatic
polynomial by k.
3. Interpretation of RG (k) for k60
Since RG(k) is a polynomial in k, it is well de=ned for all values of k. Our next
theorem, due to Greene and Zaslavsky [9, Theorem 7:2] gives a combinatorial inter-
pretation to RG(0), which is also equal to P′G(1). It is analogous to Stanley’s theorem
[13] that (−1)nPG(−1) is the number of acyclic orientations of G.
Theorem 3.1. Let G be graph with n vertices and with no isolated vertices and let a
and z be adjacent vertices in G. Then (−1)nRG(0) is the number of acyclic orientations
of G in which a is the only source and z is the only sink.
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Proof: If k = 0 then ( k+n−2−in−2 ) is 0 for i = 1; : : : ; n − 2, and is (−1)n for i = n − 1.
Then by (2), (−1)nRO(0) is the number of permutations  in L(O) with n−1 ascents
satisfying (a) = 1 and (n) = z. The only permutation of [n] with n − 1 ascents is
the identity permutation, which is always in L(O), so the identity permutation will
contribute to (−1)nRO(0) if and only if a= 1 and z = n, and this holds if and only if
a is the only source and z the only sink of O:
More generally, Stanley [13] gave the following combinatorial interpretation to the
chromatic polynomial evaluated at a negative intger:
Theorem 3.2. Let k be a nonnegative integer. Then (−1)nPG(−k) is the number of
pairs (O; f) in which O is an acyclic orientation of G and f is a function from the
vertex set of G to {1; 2; : : : ; k} with the property that for all vertices x and y, if O
has a directed edge from x to y then f(x)6f(y).
We give a similar interpretation for (−1)nR(−k) that generalizes Theorem 3.1. As
before, we =x two adjacent vertices a and z of G. Let O be an acyclic orientation of
G for which a is a source and z is a sink. Let V be the vertex set of G. We say
that a function f :V → {0; 1; : : : ; k} is O-compatible if the following conditions are
satis=ed:
(i) If (i; j) is an edge of O then f(i)6f(j).
(ii) f(a) = 0 and f(z) = k.
(iii) If s is a source of O other than a then f(s)¿ 0.
(iv) If t is a sink of O other than z then f(t)¡k.
Theorem 3.3. Let k be a nonnegative integer. Then under the hypotheses of Theorem
3:1, (−1)nRG(−k) is the number of pairs (O; f) such that O is an acyclic orientation
of G in which a is a source and z is a sink, and f is an O-compatible function
V → {0; 1; : : : ; k}.
Proof: With the notation used in the proof of Theorem 2:1, it is su/cient to prove
that if O is an acyclic orientation of G in which a is a source and z is a sink, then
(−1)nRO(−k) is the number of O-compatible functions V → {0; 1; : : : ; k}. Without loss
of generality we assume that V = [n] and that the vertices of G are labeled as in
Theorem 1: if i ≺ j in O then i¡ j, a is greater than every other source of O, and z
is less than every other sink of O. For each permutation  of [n], let F() be the set
of functions [n]→ {0; 1; : : : ; k} satisfying
(a) f((i))6f((i + 1)) for i = 1; : : : ; n− 1.
(b) If i¡ j and (i)¿(j) then f((i))¡f((j)).
By Stanley’s fundamental theorem on P-partitions, the disjoint union of F() over all
 in L(O) is the set of all functions f : [n] → {0; 1; : : : ; k} with the property that
i ≺ j in O implies f(i)6f(j).
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As in the proof of Theorem 2.1, we wish to count functions in F() which are
O-compatible. We =rst claim that if f is in F() and is O-compatible then (1) = a.
To see this, suppose that (1) = a and let f be in F(). Then (1) must be a source
of O other than a, and so by (iii), we have f((1))¿ 0. Thus 0¡f((1))6f(a),
so f(a) = 0, and thus f is not O-compatible. Similarly, if f is in F() and is
O-compatible then f(z) = k.
Next we show that if  ∈ L(O) with (1) = a and (n) = z, and f ∈ F() with
f(a)=0 and f(z)=k, then f is O-compatible. We need only show that properties (iii)
and (iv) hold. To prove (iii), suppose that s is a source of O other than a. By our as-
sumption on the labeling of the vertices of G, we have a¿s, but 1=−1(a)¡−1(s).
Then by (b), we have 0 = f(a)¡f(s). The proof that (iv) holds is similar.
Now suppose that  is a permutation in L(O) with (1)=a and (n)= z. Then the
characterization of O-compatible functions in F() just given implies that the number
of these functions is ( k+n−2−()n−2 ), where () is the number of descents of , that is,
the number of values of i from 1 to n− 1 such that (i)¿(i+1). Thus, the number
of O-compatible functions is
n−2∑
j=0
vj
(
k + n− 2− j
n− 2
)
; (3)
where vj is the number of permutations in L(O) with j descents satisfying (1) = 1
and (n) = z. For any permutation  of [n], () + () = n− 1, and we have(−k + n− 2− i
n− 2
)
= (−1)n
(
k + n− 2− j
n− 2
)
;
where i + j = n − 1. Thus by comparing (2) and (3) we see that (3) is equal to
(−1)nRO(−k).
It is easy to check that if we allow G to have isolated vertices, then the conclusion
of Theorem 3.3 still holds for k ¿ 0 (but not for k = 0).
Greene and Zaslavsky [9] also showed that (−1)n−1P′G(0) is the number of acyclic
orientations of G in which a speci=ed vertex is the only source. By our methods we
can obtain a generalization of this result analogous to Theorem 3.3.
We de=ne the polynomial SG(k) to be PG(k)=k, so that for k ¿ 0, SG(k) is the
number of colorings of G with k colors in which the color of a speci=ed vertex is =xed.
The proof of the next theorem is similar to that of Theorem 3.3 so we omit it here.
Theorem 3.4. Let G be a graph with vertex set V, let a be a vertex of G, and let
k be a nonnegative integer. Then (−1)n−1SG(−k) is the number of pairs (O; f) such
that O is an acyclic orientation of O in which a is a source, and f is a function
V → {0; 1; : : : ; k} satisfying these conditions:
(i) If (i; j) is an edge of O then f(i)6f(j).
(ii) f(a) = 0.
(iii) If s is a source of O other than a then f(s)¿ 0.
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4. The Cartier–Foata theory of free partially commutative monoids
In this section, we give another approach to Theorems 3:3, 3:4, and 3:2, using the
Cartier–Foata theory of free partially commutative monoids [4,5,17]. We note that it
is also possible to prove these results using Stanley’s generalized Ehrhart polynomial
reciprocity theorem [14, Proposition 8:2]. To any graph G with vertex set V , we
associate a monoid MG whose elements are equivalence classes of words in the free
monoid V ∗: two words are equivalent if one can be obtained from the other by a
sequence of steps each of which consists of switching two consecutive letters that are
nonadjacent vertices in G. Thus if G is the path graph
a—b—c—d
then the two words adcdb and dcabd are equivalent via the sequence of switches
adcdb→ dacdb→ dacbd→ dcabd:
We shall follow the terminology of Mazurkiewicz [11] and call the equivalence classes
with respect to this equivalence relation traces, and we call the monoid MG the trace
monoid of G. Of particular importance to us are equivalence classes of words in which
every vertex of G appears exactly once. We call these equivalence classes G-traces.
Let w be a word in V ∗ in which no element of V appears more than once, and let
H be the induced subgraph of G on the set of vertices that appear in w. Then we may
associate to w the acyclic orientation of H in which each edge of G is oriented from
the vertex appearing earlier in w to the vertex appearing later. It is clear that switching
two consecutive letters in w that are nonadjacent vertices of G does not change the
associated acyclic orientation, so equivalent words give the same acyclic orientation.
One of the fundamental results of the theory [11, Theorem 1; 5, Proposition 1:2:4] is
that the converse is true: if two words give the same acyclic orientation then they are
equivalent. Thus, traces in which no letter appears more than once may be identi=ed
with acyclic orientations of induced subgraphs of G. (A similar interpretation can
be given for arbitrary traces.) In particular, G-traces correspond to acyclic orientations
of G.
If t is a trace than a source of t is a letter that occurs as a =rst element of some
representative of t; thus if t is a G-trace then s is a source of t if and only if s is a source
of the corresponding acyclic orientation of G. We de=ne sinks of traces similarly. We
call a letter in a trace t isolated if it occurs only once in t and commutes with every
other letter in t. Clearly every isolated letter is both a source and sink; conversely, if
a letter occurs only once in a trace and is both a source and a sink then it is isolated.
We call a source or sink that is not isolated a proper source or sink.
It is not di/cult to show that a letter v is a source of a trace t if and only if
in any representative w of t, v commutes with every letter occurring before the =rst
occurrence of v in w. A similar result holds for sinks.
For any commutative ring R, we de=ne the ring RTMU to be the ring of formal
sums of elements of M , with coe/cients in R, where addition and multiplication are
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de=ned in the obvious way. We may think of RTMU as a ring of formal power series
in variables of which only some pairs commute.
We shall derive Theorems 3.2–3.4 from the following results on trace monoids,
which we prove in Section 5.
We write l(t) for the length of the trace t (which is the same as the length of any of
its representatives). If W is an independent set of vertices in G (i.e., a set of mutually
commuting letters) then the product of the elements of W is independent of their order
and is thus well-de=ned.
Lemma 4.1. Let M be the trace monoid of the graph G. Let C be the set of all
products of independent sets in G, including 1 (the empty product) and each vertex
of G. For each vertex v of G, let Cv be the set of products of all independent sets in
G that contain v. Then the following identities hold in ZTMU:
(i) The sum of all elements of M is(∑
x∈C
(−1)l(x) x
)−1
:
(ii) Let u be a vertex of G. Then the sum of all words in M for which u is the only
source is(∑
x∈Cu
(−1)l(x)−1x
)∑
y∈C
(−1)l(y)y


−1
;
and the sum of all words in M for which u is the only sink is
∑
y∈C
(−1)l(y)y


−1(∑
z∈Cu
(−1)l(z)−1z
)
:
(iii) Let u and v be vertices of G. Then the sum of all words in M for which u is
the only source and v is the only sink is(∑
x∈Cu
(−1)l(x)−1x
)∑
y∈C
(−1)l(y)y


−1(∑
z∈Cv
(−1)l(z)−1z
)
+ J;
where every trace occurring in J has at least one isolated letter.
Part (i) of Lemma 4.1 is due to Cartier and Foata [4, ThOeorPeme 2:4], part (ii) is
due to Foata [6, Theorem 3.1] (see also Viennot [17, Proposition 5:3]), and part (iii)
is closely related to a result of Bousquet-MOelou [1, Lemme 1:2].
Proof of Theorem 3.2: First recall that n denotes the number of vertices of G. If k is
a positive integer, then (−1)n times the coe/cient of a G-trace t in (∑x∈C (−1)l(x)x)k
is the number of k-tuples (x1; x2; : : : ; xk) such that each xi is in C and x1x2 · · · xk = t;
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i.e., the number of ordered partitions (A1; : : : ; Ak) of V into k independent sets such
that the acyclic orientation of G corresponding to t is obtained if we direct each edge
joining Ai with Aj from Ai to Aj, for all i¡ j. Thus (−1)n times the coe/cient of
t in (
∑
x∈C (−1)l(x)x)k is the number of proper colorings of G in k colors whose
associated acyclic orientation corresponds to t, and the sum of these numbers over
all G-traces t is the chromatic polynomial PG(k). Since the coe/cient of each trace
is a polynomial in k, if k is a nonnegative integer then (−1)nPG(−k) is equal to
the sum of the coe/cients of the G-traces in (
∑
x∈C (−1)l(x)x)−k , which by (i) of
Lemma 4.1 is(∑
w∈M
w
)k
: (4)
Now, the coe/cient of a G-trace t in (4) is the number of k-tuples (w1; w2; : : : ; wk) of
traces for which w1w2 · · ·wk= t. To each such factorization of a G-trace t we associate
the pair (O; f) where O is the acyclic orientation of G corresponding to t, and the
function f is determined by the property that for each vertex v, v occurs in wf(v).
This gives a bijection from these factorizations to the pairs (O; f) in the statement of
Theorem 3.2.
A sketch of the case k =−1 of this proof can be found in [17, Section 8b].
Proof of Theorem 3.4: We choose a vertex v of G and consider the coe/cient of a
G-trace t in
(∑
x∈Cv
(−1)l(x)−1x
)∑
y∈C
(−1)l(y)y


k−1
; (5)
where, for now, we take k to be a nonnegative integer. Here (−1)n−1 times this
coe/cient is the number of ordered partitions (A0; : : : ; Ak−1) of V into k independent
sets such that v ∈ A0 and the acyclic orientation of G corresponding to t is obtained
if we direct each edge joining Ai and Aj from Ai to Aj, for all i¡ j. As in the proof
of Theorem 3.2 above, the sum of these numbers over all G-traces t is same as the
number of proper colorings of G with colors 0; 1 : : : ; k−1 in which vertex v is colored
in color 0, and this is PG(k)=k = SG(k). As before, since SG(k) is a polynomial in k,
this interpretation for the coe/cient of (5) is valid for all k.
Now let Mv be the set of G-traces in which v is the only source. Then by (i) and
(ii) of Lemma 4.1, for k a nonnegative integer, (−1)n−1SG(−k) is the sum of the
coe/cients of all G-traces in( ∑
w∈Mv
w
)(∑
w∈M
w
)k
;
and this is easily seen to be the same interpretation as that given by Theorem 3.4.
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Proof of Theorem 3.3: Let u and v be two adjacent vertices of G and consider
(∑
x∈Cu
(−1)l(x)−1x
)∑
y∈C
(−1)l(y) y


k−1(∑
z∈Cv
(−1)l(z)−1z
)
: (6)
As in the previous two proofs, if k is a positive integer, the sum of the coe/cients
of all G-traces in (6) is (−1)n times the number of proper colorings of G in colors
0; 1; : : : ; k in which u is colored 0 and v is colored k, and this is (−1)nRG(k). As
before, this interpretation holds for all k.
Next, we consider RG(0) and RG(−k) for k positive separately. First, (−1)nRG(0)
is the sum of the coe/cients of the G-traces in(∑
x∈Cu
(−1)l(x)−1x
)∑
y∈C
(−1)l(y) y


−1(∑
z∈Cv
(−1)l(z)−1z
)
;
which by (iii) of Lemma 4.1 (if G has no isolated vertices) is the same as the inter-
pretation given in Theorem 3.1 (which is the case k = 0 of Theorem 3.3).
For k positive, (−1)nRG(−k) is the sum of the coe/cients of all the G-traces in(∑
x∈Cu
(−1)l(x)−1x
)∑
y∈C
(−1)l(y)y


−1
∑
y∈C
(−1)l(y)y


−k+1
×

∑
y∈C
(−1)l(y)y


−1(∑
z∈Cv
(−1)l(z)−1z
)
:
Then by (i) and (ii) of Lemma 4.1, we see that this gives the same result as Theorem
3.3 (with no restriction on isolated vertices).
5. Counting traces by sources and sinks
We now prove Lemma 4.1. In fact, we prove a more general result, since it is just
as easy to prove and is of independent interest. A similar result was used in [8] to
count acyclic digraphs by sources and sinks.
Lemma 5.1. Let M be the trace monoid of a graph G. For any independent set S of
vertices of G, let CS to be the set of all products of independent sets containing S.
Let A and B be independent sets of vertices in G (not necessarily disjoint) and let 
and ( be indeterminates. Then in the ring Z[; (]TMU we have the identity∑
x∈CA
l(x)−|A| x
∑
y∈M
y
∑
z∈CB
(l(z)−|B| z =
∑
t
(1 + )so(t)(1 + + ()is(t)(1 + ()si(t)t;
where the sum on the right is over all traces t for which the set of sources contains
A, the set of sinks contains B, no element of A ∩ B is isolated, so(t) is the number
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of proper sources of t not in A, is(t) is the number of isolated letters of t in neither
A nor B, and si(t) is the number of proper sinks of t not in B.
Proof: It is clear that in any trace appearing in the product, the set of sources contains
A, the set of sinks contains B, and no element of A∩B is isolated. If t is such a trace,
then every factorization t = xyz, where x ∈ CA, y ∈ M , and z ∈ CB, can be obtained
by choosing for x all the letters in A plus some subset of the sources of t not in A
and choosing for z all the letters in B plus some subset of the sinks of t not in B,
with the restriction that an isolated letter of t cannot appear in both x and z. Thus
each isolated letter of t not in A or B can appear in either x, y, or z, contributing
a factor of 1 +  + (, each proper source of t not in A can appear in either x or y,
contributing a factor of 1 + , and each proper sink of t not in B can appear in either
y or z, contributing a factor of 1 + (.
Proof of Lemma 4.1: For (i), take A= B= ∅, =−1, and (=0 in Lemma 5.1. This
gives (with C = C∅)∑
x∈C
(−1)l(x)x
∑
y∈M
y =
∑
t
t;
where the sum on the right, is over all traces t in M with no proper sources and no
isolated letters. The only such trace is the empty trace, so the sum on the right is equal
to 1.
For (ii), take A= u; B= ∅; =−1; and ( = 0. Then writing Cu for C{u}, we have∑
x∈Cu
(−1)l(x)−1x
∑
y∈M
y =
∑
t
t;
where the sum on the right is over all traces t for which the set of sources (both
proper and isolated) is {u}. Applying the formula of (i) gives the desired result.
For (iii), we take A= {u}, B= {v}, =−1 and ( =−1. Then Lemma 5.1 yields∑
x∈Cu
(−1)l(x)−1x
∑
y∈M
y
∑
z∈Cv
(−1)l(z)−1z =
∑
t
(−1)is(t)t;
where the sum is over all traces t in which u is a source, v is a sink, if u = v then
u is not an isolated letter of t, every proper source is in {u}, every proper sink is in
{v}, and is(t) is the number of isolated letters of t not equal to u or v. In particular,
if t has no isolated letters then t appears with coe/cient 1 if u is the only source of
t and v is the only sink of t, and with coe/cient 0 otherwise.
6. Further comments
If G contains a triangle, then the chromatic polynomial PG(k) is divisible by
k(k − 1)(k − 2), so it is reasonable to ask whether the polynomial TG(k) =
PG(k)=k(k − 1)(k − 2) has the property that (1 − t)n−2
∑
k TG(k)t
k has nonnegative
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coe/cients for some appropriate starting value of k. This is not always the case:
if G is the graph on =ve vertices obtained from the complete graph K4 by inserting a
vertex of degree two in one edge then PG(k)= k(k − 1)(k − 2)(k2− 4k +5), so TG(k)
= k2− 4k+5, and (1− t)3∑k (k2− 4k+5)tk has some negative coe/cients for every
starting value of k.
Another natural question is whether the polynomials BG(t) are always unimodal. The
answer is no, since if G is a 4-cycle, then BG(t) = t + t3.
Note added in proof. Other proofs of Theorem 3.1 and the case k = 0 of Theorem 3.4
(both due to Greene and Zaslavsky [9]) have recently been given by D.D. Gebhard
and B.E. Sagan, “Sinks in acyclic orientations of graphs”, J. Combinatorial Theory 80
(2000) 130–146.
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