and u Opi -u i>0 = 0. Yeh showed that m was a probability measure over (C 2 , go) and considered the Caratheodory extension g of the algebra go relative to m. It is well known that g contains the Borel σ-algebra.
We consider the stochastic process X(s, t, x) = x(s, t),xe C 2 . X(s, t) is analogous to ordinary Brownian motion and proceeding accordingly, we define a stochastic integral analogous to Ito's and denote such integrals of a process f(s, t, x) on C 2 by \ f (s, t, x) dX.
Next, the Volterra operator T defined by (1.2) (
Tx)(s, t) = x(s, t) + (TίΓ(w, v)x(u, v)dudv
Jojo is considered. The kernel K(s, t) of T is assumed to be continuous over the unit square D. It is well-known that T is a one-to-one map of C 2 onto C 2 with a bounded inverse. We can now state our main results.
2* Statement of main results* THEOREM 1. Let F(x) be bounded and continuous on C 2 and vanish outside a bounded subset of C 2 . Let K(s, t) be continuous over the unit square D. Then (2.1) ί F(x)dm{x) = [ F(Tx)J(x)dm(x)
S srt \ K (u, v)x(u, v) 
dudv, xe C 2 and J(x) is
ojo given by the formula (2.2) J(χ) = exp{- [ K(u, v)X(u, v)dX --[ K(u, v)*x(κ, vfdudv] .
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The first integral in the expression for J(x) is the stochastic integral of the process K(s, t)X(s, t, x) with respect to the process X(s, t, x) = x(s, ί)
. THEOREM 
Let T and J{x) be as in Theorem 1. Then for every Γ e g, T~ι(F) e g and T(Γ) e g and (2.3) m(Γ) = [ J(x)dm(x) and
JT-1 (Γ) (2.4 
) m(T(Π) = \j(x)dm(x) .
Furthermore, if F(x), xeC, is measurable with respect to %, then
in the sense that the existence of one side implies the existence of the other and the equality of the two.
3* Definition of the stochastic integral* In this section the basic definition of the stochastic integral is given and some fundamental properties are listed. The proofs are omitted since they are strictly analogous to those of K. Itδ in [2] .
Let (Ω, S3, P) be a probability space and let {X{s, t): s, te [0, 1]} be a stochastic process with two time parameters defined over (Ω, SB, P). If for any pair (m, n) of positive integers, and any set S -{a ly
, m, i = 1, •••, ^ are independent random variables, the process X(s, t) will be called biadditive. If a biadditive process X(s, t) is Gaussian and has the additional properties that for all (s, t) e D E(X(s, t)) = 0, var (X(s, t)) = st, and X(0, t) = X(s, 0) = 0, then X(s, t) will be said to be a generalized Brownian motion. The process X(s, t, x) = x(s, t), xeC 2 defined on (C 2 , %, m) is an example of a generalized Brownian motion. Now let X(s, t) be a fixed generalized Brownian motion and denote the increments
Let ® denote the Borel subsets of D. For each choice of (s, ί) e i), let Sί(s, ί) be a sub σ-algebra of S3 which contains σ{X (u, v) : u ^ s and v ^ ί}, the cr-algebra generated by X(s, t) up to (s, ί), and which is independent of tf{// (s, t, u, v) : u^ s or ί ;> v}. Assume also that if s ^ s' and ί ^ t\ U(s, ί)cU(s', ί') Let 39? denote the class of stochastic processes f(s, t, ω) defined on (Ω, S3, P) with domain of definition D which satisfy ( i ) /(s, t, ω) is ® x S3 measurable and (ii) f(s,t, •) is ll(s, £) measurable. Sϋlo will denote the subset of -Ml such that if f(s, t, ω) e 2K 0 , there are real numbers 0 = a Q < a t < < a m = 1 and 0 = /5 0 < β x < < β n = 1 such that /(s, ί) = /(a^, β k^) whenever α'y_! ^ s < <x, and /S^-i ^ t < β k Έi ι will denote the subset of SJi such that f(s, t, ω) e fΰt t whenever (f(u, v, aήfdP (s, t) and is defined by
where the α's and /S's are taken as in the definition of Wl Q .
The following properties follow from this definition for fe 9K 0 in the same way as for the usual stochastic integral. As in the one variable case, 3K 0 ΓΊ2Ki is dense in •3Jl 1 with respect to the Hubert norm on L 2 (D x Ω). Denoting this norm by |j || and using property (5) , t) = lim (\f n dX) (s, t) where the limit on the right is that of convergence in the norm of L 2 (Ω) and {/J is any sequence of functions in SK 0 Π 9K L such that
The following properties hold for functions in SK : . THEOREM 
Let f and g be in Tt lm
The following statements are true.
(1) If f(s,t,ω) = g(s,t,ω) on D for ω e Ae*®, then(\fdX\(s, t, ω) = (\gdX)(s, t, ω) for ωeA Q c:A where A Q e%5 and P(A Q ) = P(A). (2) If a and β are any two real numbers and (s, t) e D then almost surely
, t) = αQ/<θr)(s, t) + /S^ώXJ(s, t) . 
Then F n e^& and ^c^c^c ••• and from the definition of 2W 2 , P(UΓ F n ) = 1. Using property (1) of the last theorem, we see that there is a set F n)O aF n such that F n>o e%5, P(F n J = P(F n ) and for ω e F n>0J (s, ί) 
\n n/ \n n/ n *=i i=i \n n LEMMA 1. Let H(η n , --,η n n) be a real-valued bounded and continuous function on R n2 and let G(x), xe C 2 , be defined by
Proof. From the definition of m, we have
Let S n denote the linear transformation of R n2 onto itself defined by Vij = ί<y + Λ-Σ Σ iΓ mZ ί m , i,i = 1,2, ...,n .
m=l ^=i
The Jacobian of S w is equal to 1. Applying S n to the right side of (4.6) we obtain
On the other hand,
Again from the definition of m, we see that the right side of (4.7) is equal to
which is precisely the right side of (4.5).
LEMMA 2. Let X be a random variable on a probability space (Ω, 33, P) which is distributed normally with mean 0 and variance v. Let Y be a random variable on (Ω, 33, P) which is measurable with respect to a σ-algebra Sic S3.
If the σ-algebra σ{X}c33 generated by X and the σ-algebra 31 are independent, then
Proof. To prove the lemma we show that for every A e 31
( exp \XY -±-vY 2 \dP = [ dP .
Let P% be the restriction of P to 31. Let us write σ{M} to mean the σ-algebra generated by a collection of sets 9ft. Consider the transformation T of the measure space (Ω 9 S3) into the measure space
x SI}) defined by T(ω) = (X(ω), ω). This is a measurable transformation since
x SI)} which is contained in S3 since ^"'(SS 1 x SI) is. Let U be the transformation of
This too is a measurable transformation since Y is 3I-measurable. Let P τ be the probability measure on σ^S 1 x 33} induced by T. For B e S3 1 and A e 33, we have from the independence of σ{X) and 31
P T (B xA) = P(T^(B x A)) = P{Xe B}P{A) = P X {B)P%{A)
where P x is the probability measure on S3 1 induced by X, i.e., the normal distribution with mean 0 and variance v. Thus P τ is the product measure of P x and Psί. Now for A e SI we have by Tonelli's Theorem 
LEMMA 4. Let X(s, t, x), g(s, t) and f n (s, t, x) be as defined in Lemma 3. Then the random variables
where η iS -x(i/n,j/ri). The continuity of F and L n implies the gmeasurability of F°L n .
If R n2 is topologized according to the supnorm, it is easy to see that H is continuous. Since F is bounded, so is H. Let
Since lim^^ \\\L n x -x\\\ = 0 and
n-*°= JC 2 JC 2 We now show that the integral on the right side of 5.1 converges to
which will complete the proof. Since F vanishes off a bounded set, The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
Mathematical papers intended for publication in the Pacific Journal of Mathematics should be in typed form or offset-reproduced, (not dittoed), double spaced with large margins. Underline Greek letters in red, German in green, and script in blue. The first paragraph or two must be capable of being used separately as a synopsis of the entire paper. The editorial "we" must not be used in the synopsis, and items of the bibliography should not be cited there unless absolutely necessary, in which case they must be identified by author and Journal, rather than by item number. Manuscripts, in duplicate if possible, may be sent to any one of the four editors. Please classify according to the scheme of Math. Rev. Index to Vol. 39. All other communications to the editors should be addressed to the managing editor, Richard Arens, University of California, Los Angeles, California, 90024. 50 reprints are provided free for each article; additional copies may be obtained at cost in multiples of 50.
