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Resum
Aquest treball final de grau es basa en la creacio´ d’un sistema d’autolocalitzacio´
per a robots mo`bils, utilitzant imatges. S’utilitzara` la biblioteca OpenCV i di-
ferents algorismes de visio´ per computador. El sistema final haura` de permetre
al robot trobar i desplac¸ar-se cap a un punt de l’entorn, partint de la seleccio´ de
l’usuari mitjanc¸ant una imatge.
This final project is based on creating an autolocation system for mobile robots
using images. Different computer vision algorithms and techniques will be used
with the help of the OpenCV library. The final system should be able to allow
the robot to find and move to a point in the enviroment dessignated by the user,
selecting a region on an image.
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1. Introduccio´ i abast
Aquest projecte es desenvolupa com a treball final de grau dels estudis de grau en
enginyeria informa`tica, de l’especialitat en tecnologies de la informacio´. Es tracta
d’un projecte de modalitat A, realitzat a la Facultat d’Informa`tica de Barcelona
(Universitat Polite`cnica de Catalunya) i proposat pel director Joan Climent, del
departament d’ESAII (Enginyeria de Sistemes, Automa`tica i Informa`tica Indus-
trial).
Els avenc¸os tecnolo`gics dels u´ltims anys, han millorat la capacitat de les ma`quines
per extreure informacio´ i resoldre problemes de manera auto`noma, imitant cada
vegada millor el comportament huma`. En aquest treball, es treballara` la visio´ per
computador aplicada a un problema de robo`tica.
El projecte es divideix en 10 cap´ıtols. El primer cap´ıtol serveix com a intro-
duccio´ del projecte, on s’explica l’abast, objectiu, motivacio´ i estat de l’art de les
tecnologies a tractar. En el segon cap´ıtol es detalla la planificacio´ i els recursos
utilitzats per realitzar el treball.
Els cap´ıtols 3 a 7 conformen el treball principal. Al tercer cap´ıtol s’explica el
disseny i l’arquitectura del sistema desenvolupat. Al quart, l’estructura i configu-
racio´ del servidor. Les te`cniques de visio´ utilitzades s’expliquen al cinque` cap´ıtol,
amb la seva implementacio´ detallada al sise`. Al cap´ıtol 7 s’explicaran els experi-
ments realitzats i els resultats obtinguts.
Al cap´ıtol 8 podeu trobar una ana`lisi de la gestio´ econo`mica del projecte, on
es detallen els costos humans, de programari, de maquinari, indirectes i possibles
imprevistos. I al nove` cap´ıtol es presenta l’informe de sostenibilitat. Per acabar,
hi haura` les conclusions del projecte, on es valorara` l’aportacio´ del projecte en
l’a`mbit personal i si s’han complert els objectius inicials proposats.
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1.1 Descripcio´ del problema
El treball prete´n resoldre un problema d’autolocalitzacio´ de robots mo`bils en un
entorn variable, de tal manera que el robot sigui capac¸ de desplac¸ar-se d’un punt
inicial a un punt final escollit per l’usuari. Per fer aixo`, s’utilitzaran diverses
te`cniques de visio´ per ordinador.
1.2 Motivacio´
Visio´ per computador i Robo`tica van ser sense cap mena de dubte dos de les
assignatures me´s interessants que he cursat a la universitat, aix´ı que quan vaig
veure l’oferta del projecte vaig pensar que seria una bona idea per profunditzar els
meus coneixements sobre la mate`ria.
1.3 Actors implicats
En aquesta seccio´ es descriuen els actors implicats del projecte, e´s a dir, totes
aquelles persones que es veuran beneficiades directament o indirectament amb la
realitzacio´ d’aquest.
• Autor/Desenvolupador: E´s el ma`xim responsable del projecte. En tractar-
se d’un treball final de grau, l’autor del projecte sera` tambe´ el ma`xim benefi-
ciari, ja que la realitzacio´ d’aquest li permetra` acabar la carrera d’enginyeria
informa`tica.
• Usuaris: Qualsevol persona qui ho desitgi, tindra` acce´s a tots els codis
desenvolupats durant el projecte, ja que es llanc¸aran sota una llice`ncia de
programari lliure que permetra` veure i adaptar el codi a les necessitats d’al-
tres usuaris.
• Altres beneficiaris: Qualsevol persona, empresa o institucio´ interessada
podra` utilitzar el sistema desenvolupat i adaptar-lo a les seves necessitats,
com podria ser per exemple un sistema de transport d’equipatge basat en
robots.
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1.4 Estat de l’art
1.4.1 Visio´ per computador
La visio´ per computador[1] e´s una cie`ncia que te´ com a objectiu dotar les ma`quines
o ordinadors de la capacitat de “veure”. Es basa en l’extraccio´ i ana`lisi de dades
obtingudes a partir d’imatges.







En aquest treball, ens interessa utilitzar la visio´ per computador en el camp de
la robo`tica, per aconseguir guiar a un robot mo`bil cap a un objectiu determinat
basant-se en la deteccio´ d’un punt o regio´ en una imatge.
Nous algorismes
En els darrers anys, han aparegut nous algorismes d’obtencio´ de punts i extraccio´
de caracter´ıstiques que suposen una alternativa als cla`ssics SIFT[2] (Scale Invariant
Feature Transform) i SURF[3] (Speeded-Up Robust Features). Alguns d’aquests
algorismes so´n BinBoost[4] o un dels me´s recents: LATCH[5]
En aquest projecte s’analitzara` si e´s adequat emprar algun d’aquests algorismes
en la implementacio´ del sistema d’autolocalitzacio´.
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1.4.2 Robo`tica
La robo`tica e´s un camp de la tecnologia que estudia el disseny i la construccio´ de
robots.
Que e´s, doncs, un robot? Al llarg de la histo`ria, s’han donat diverses definici-
ons del concepte de robot, sense existir encara una definicio´ exacta acceptada per
tothom. I a mesura que passa el temps, cada vegada resulta me´s complicat deter-
minar si una ma`quina e´s o no un robot. Per no complicar-nos massa, entendrem
com a robot una ma`quina programable capac¸ de realitzar una se`rie de tasques
concretes interactuant amb l’entorn, sigui de manera automa`tica o dirigida.
Existeixen diversos tipus de robots, podent fer una classificacio´ senzilla segons
la seva arquitectura: robots mo`bils, poliarticulars (industrials, me`dics, etc.), hu-
manoides, zoomo`rfics1 i h´ıbrids.
Els robots mo`bils, que so´n els que ens interessen per aquest projecte, acostu-
men a tenir una se`rie de sensors i dispositius per permetre’n el desplac¸ament, la
localitzacio´, esquivar obstacles i realitzar tasques concretes. Alguns exemples de
sensors utilitzats per robots mo`bils so´n:
• Odometria: S’utilitza la informacio´ obtinguda amb sensors de moviment
(encoders a les rodes, per exemple) per estimar la posicio´ del robot respecte
a la inicial.
• GPS (Global Positioning System): Es determina la ubicacio´ del robot amb
la xarxa de sate`l·lits.
• Sensors de contacte: Permeten detectar si el robot esta` en contacte amb un
altre objecte.
• Sensors d’ultrasons: Detecten objectes mitjanc¸ant ones ultraso`niques.
• Accelero`metre: Determina l’acceleracio´ del robot quan es mou.
• Ca`mera: Permet capturar imatges de l’entorn.
En el nostre cas, nome´s ens interessaran les dades obtingudes a trave´s d’una
ca`mera, e´s a dir, les imatges. El treball no se centrara` per tant en la part robo`tica
del sistema, i no es tindran en compte els sensors i algorismes necessaris per poder
moure el robot.
1Robots zoomo`rfics: Robots que imiten caracter´ıstiques pro`pies de determinats animals.
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En cas d’aplicar el sistema desenvolupat en robots en un futur, aleshores s’hauran
de tenir en compte altres sensors per permetre el moviment de la ma`quina i arribar
a la destinacio´ evitant obstacles.
1.5 Objectius
L’objectiu principal del projecte consisteix a dissenyar i desenvolupar un sistema
d’autolocalitzacio´ per a robots mo`bils.
Aquest sistema estara` basat en te`cniques de visio´ per computador i consistira`,
ba`sicament, a comparar dues imatges (una global i una altra capturada pel robot)
i localitzar un punt o regio´ seleccionat per l’usuari.
Per arribar a aquest objectiu, es dividira` el treball en diverses fases:
• Estudi dels diferents algorismes de visio´ existents
• Obtencio´ de keypoints en una imatge
• Extraccio´ de caracter´ıstiques
• Matching de dues imatges
1.6 Requeriments
El sistema d’autolocalitzacio´ implementat ha de complir amb una se`rie de reque-
riments mı´nims presentats a continuacio´:
• L’usuari ha de poder seleccionar un punt o regio´ d’intere`s en una imatge
donada.
• El sistema ha de ser capac¸ d’adaptar-se mı´nimament a diverses condicions
de l’entorn (canvis de lluminositat, perspectiva, etc.).
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1.7 Obstacles
Durant la planificacio´ i realitzacio´ del treball, s’hauran de tenir en compte els pos-
sibles obstacles que es trobaran. A continuacio´ es detallen alguns dels problemes
que es podran trobar.
Noves eines
Un dels principals obstacles sera` el fet de treballar amb noves eines i algorismes.
Per tal d’evitar problemes en aquest aspecte, caldra` fer una planificacio´ acurada i
documentar-se apropiadament. Tambe´ sera` important mantenir una bona comu-
nicacio´ amb el tutor en tot moment, per poder resoldre possibles dubtes referents
als algorismes.
Calendari
Un altre obstacle important sera` la falta de temps, ja que esta` previst realitzar
el projecte en el transcurs d’un quadrimestre. Gestionar correctament el temps
sera` clau per aconseguir finalitzar el projecte sense problemes. Per tant, s’haura`
de fer una planificacio´ el me´s realista possible i escollir una metodologia de treball
adequada i flexible.
Errors de programacio´
Com a qualsevol projecte on s’ha de programar, el codi sera` una font important
d’errors. Per aixo`, caldra` realitzar diverses proves cada vegada que es realitzi una
modificacio´ en el codi o s’implementi una nova funcionalitat.
Condicions variables en les imatges
Les imatges capturades a trave´s d’una ca`mera no presentaran sempre les mateixes
condicions. La lluminositat, perspectiva o resolucio´ de la imatge influiran a l’hora
de processar les imatges i comparar-les.
Per intentar minimitzar aquests efectes, s’analitzaran diversos algorismes d’ob-
tencio´ de punts i extraccio´ de caracter´ıstiques. Tambe´ s’estudiara` si e´s necessari
realitzar un preprocessament o filtratge de les imatges abans d’aplicar els algoris-
mes.
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1.8 Ampliacions
Encara que el calendari e´s forc¸a estricte i no hi ha gaire marge d’ampliacio´, es
podria estendre el projecte amb les segu¨ents ampliacions:
• Ana`lisi del rendiment d’algorismes alternatius per l’obtencio´ de punts i ca-
racter´ıstiques de les imatges.
• Creacio´ d’una aplicacio´ d’Android que permeti seleccionar un punt o regio´
d’una imatge.
• Execucio´ del codi del sistema via servidor web, utilitzant les dades enviades
per l’aplicacio´ d’Android.
1.9 Metodologia
Per aquest projecte, s’utilitzara` una metodologia de treball a`gil amb cicles de
desenvolupament curts. Com que nome´s hi ha un desenvolupador, no s’utilitzaran
exactament les metodologies Scrum o XP[6] (Extreme Programming), pero` s´ı que
s’aplicaran moltes de les pra`ctiques pro`pies d’aquestes dues metodologies (proves,
simplicitat, refaccio´ de codi, etc.). Aixo` ens donara` me´s flexibilitat a l’hora de fer
canvis i adaptar-nos a una nova planificacio´.
Es comenc¸ara` treballant amb imatges de prova (casos senzills) i algorismes cone-
guts com ara Harris[7] i SIFT. Me´s endavant, s’aniran introduint modificacions
en el codi per intentar aconseguir un sistema capac¸ de funcionar amb fotografies
“reals” i es provaran altres algorismes de visio´ per computador.
Per altra banda, s’utilitzara` el me`tode en cascada per la realitzacio´ del curs de
GEP.
1.10 Eines de desenvolupament
El codi del projecte es desenvolupara` amb Python i s’utilitzaran, sempre que sigui
possible, eines de programari lliure o de codi obert.
En cas de crear una aplicacio´ per a dispositius Android, es realitzara` mitjanc¸ant
Android Studio (Java).
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1.10.1 OpenCV
Per tal d’utilitzar algorismes de visio´ per computador en el codi amb relativa fa-
cilitat, s’utilitzara` la biblioteca de codi obert OpenCV[8] (Open Source Computer
Vision Library), disponible per a Python. La versio´ emprada sera` la 3.1.
En concret, hi haura` tres passos indispensables que faran u´s d’aquesta biblio-
teca:
• Obtencio´ de punts en una imatge
• Extraccio´ de caracter´ıstiques
• Matching de dues imatges
1.11 Eines de seguiment
A continuacio´ es detallen les eines de programari usades per fer el seguiment del
treball final de grau:
LibreOffice Calc
Per fer un seguiment de les hores dedicades al projecte, es creara` un full de ca`lcul
amb les hores dia`ries dedicades a cada tasca. S’utilitzara` LibreOffice Calc, inclo`s
en la suite ofima`tica LibreOffice.
Gantt Project
Per tal d’organitzar totes les tasques a realitzar i mirar si hi ha desviacions respecte
el pla inicial, s’utilitzara` l’eina de software lliure Gantt Project[9]. Aquesta eina
ens permetra` realitzar tant un diagrama de Gantt com un diagrama de PERT.
Git + GitHub
Tot i que no es tracta d’un projecte col·laboratiu (nome´s hi ha un desenvolupador),
s’ha decidit utilitzar el sistema de control de versions Git juntament amb la pa`gina
web GitHub. D’aquesta manera es facilitara` treballar amb diverses ma`quines i
portar un control dels canvis realitzats. A me´s, permetra` compartir el codi amb
el director amb facilitat.
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1.12 Me`tode de validacio´
Es faran validacions parcials durant la realitzacio´ del projecte, fent proves del
sistema amb diverses imatges.
Contacte amb el director
Hi haura` reunions presencials amb el director, aix´ı com comunicacio´ via correu
electro`nic, per tal de resoldre dubtes i validar la feina realitzada. Tambe´ es realit-
zara` una reunio´ de seguiment, per cone`ixer l’estat del projecte i poder escollir el
torn de lectura.
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2. Planificacio´ i recursos
2.1 Planificacio´ temporal
Inicialment s’esperava realitzar el treball entre els mesos de setembre i gener, pero`
finalment s’ha optat per ampliar el termini fins a l’abril. La ca`rrega total sera`
d’unes 480 hores.
Es dividira` el projecte en quatre blocs, descrits a continuacio´:
Bloc Descripcio´ Metodologia Hores
Bloc 0 Preparacio´ de l’entorn - 5h
Bloc 1 Curs de GEP Cascada 75h
Bloc 2 Desenvolupament del projecte A`gil 355h
Bloc 3 Preparacio´ de la defensa - 45h
Taula 2.1: Blocs del projecte
2.1.1 Bloc 0: Preparacio´ de l’entorn
Inicialment, s’instal·lara` tot el programari necessari per comenc¸ar a desenvolupar
el projecte i es faran algunes proves ba`siques per familiaritzar-se amb el nou entorn
de treball. Aquest primer bloc tindra` una durada aproximada de 5 hores.
Per poder comenc¸ar a treballar en el projecte, caldra` instal·lar:
• Desenvolupament: Python, OpenCV, Geany i Git.
• Curs de GEP: Gantt Project.
• Documentacio´: LATEX i Zathura.
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2.1.2 Bloc 1: Curs de GEP
Aquest bloc correspon a la realitzacio´ del curs de GEP, amb inici el dia 19/09/2016
i finalitzacio´ el 24/10/2016 (amb una presentacio´ final entre el 7 i l’11 de novem-
bre). Te´ com a depende`ncia el bloc 0.
Durant el curs s’entregaran 6 lliurables, detallats a continuacio´:
Descripcio´ Inici Finalitzacio´ Durada Hores
Introduccio´ i abast 19/09/2016 27/09/2016 9 dies 16h
Planificacio´ temporal 28/09/2016 03/10/2016 6 dies 9h
Gestio´ econo`mica i sosteni-
bilitat
04/10/2016 10/10/2016 7 dies 10h
Presentacio´ en v´ıdeo 11/10/2016 17/10/2016 7 dies 11h
Plec de condicions 18/10/2016 24/10/2016 7 dies 13h
Document final + presenta-
cio´
18/10/2016 24/10/2016 7 dies 16h
Taula 2.2: Lliurables de GEP
2.1.3 Bloc 2: Desenvolupament del projecte
El bloc principal consistira` en el desenvolupament del projecte en si mateix: bus-
car informacio´, implementar el codi, redactar la memo`ria, etc.
Aquest bloc te´ com a depende`ncia el bloc 0 i es dividira` en quatre tasques.
Tasca Inici Finalitzacio´ Durada Hores
Implementacio´ i proves 13/09/2016 15/02/2017 156 dies 225h
Experiments 20/01/2017 30/03/2017 70 dies 40h
Ampliacions (opcional) 01/03/2017 30/03/2017 30 dies 40h
Redaccio´ de la memo`ria 10/10/2016 13/04/2017 186 dies 50h
Taula 2.3: Tasques desenvolupament
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Recerca d’informacio´, implementacio´ i proves
Una part molt important del projecte sera` la cerca d’informacio´ i l’estudi de les
diverses eines i algorismes a utilitzar (com per exemple OpenCV i les seves fun-
cions). Se cercara` informacio´ cont´ınuament i s’aniran fent proves a mesura que
s’implementa el codi.
La fase d’implementacio´ es dividira` en diverses tasques, que s’aniran realitzant
a mesura que avanci el projecte. Algunes d’aquestes tasques seran:
• Obtencio´ de keypoints (Harris)
• Extraccio´ de caracter´ıstiques (SIFT)
• Matching i homografia
• Algorismes alternatius (ORB[10], BRISK[11], LATCH...)
• Disseny de l’aplicacio´ d’Android/web
• Creacio´ de l’aplicacio´ d’Android/web
Experiments
Un cop enllestida la implementacio´, es procedira` a realitzar diversos experiments
amb el programa. Es compararan els resultats obtinguts amb diferents algorismes
de visio´ i es faran proves del sistema amb diverses imatges.
Ampliacions i millores
Un cop realitzats els experiments ba`sics, es faran ampliacions i millores en el pro-
grama.
En cas de patir un retard en la planificacio´ del projecte, s’utilitzara` aquest temps
per acabar l’etapa d’experimentacio´.
Redaccio´ de la memo`ria
La memo`ria s’anira` redactant a mesura que es realitza el projecte. No hi ha per
tant cap depende`ncia, encara que es dedicara` me´s temps en l’etapa final del treball.
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2.1.4 Bloc 3: Preparacio´ de la defensa
En aquest bloc final es revisara` la memo`ria del projecte i es preparara` la presen-
tacio´. Esta` previst dedicar unes 45 hores al bloc, que comenc¸ara` el dia 28 de marc¸
i acabara` el 23 d’abril. La defensa del projecte es dura` a terme entre els dies 24 i
28 d’abril.
2.1.5 Diagrames
Durant la fase de planificacio´ del treball, s’han realitzat diversos diagrames. A
continuacio´ podeu trobar els diagrames de PERT i el Gantt del projecte.
Figura 2.1: PERT del projecte
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2.2 Recursos
En aquesta seccio´ es detallen els recursos necessaris per a la realitzacio´ del projecte.
2.2.1 Recursos humans
El projecte el realitzara` una sola persona, que haura` d’assumir els rols de cap de
projecte, analista, dissenyador, programador i tester. Tambe´ es comptara` amb
l’ajuda del director del projecte, que assumira` el paper de consultor/supervisor.
2.2.2 Recursos de maquinari
Per la realitzacio´ del projecte no sera` necessari adquirir cap mena de maquinari
espec´ıfic. Es podra` utilitzar un ordinador personal per treballar a casa i els ordi-
nadors disponibles a la FIB per treballar des de la universitat.
Es treballara` principalment amb un ordinador equipat amb un processador AMD
FX 6300 hexa-core 3.5GHz, 4GB de RAM i 250GB de disc dur SSD. Tambe´ s’u-
tilitzara` una ca`mera o smartphone qualsevol.
Pel servidor s’ha decidit utilitzar una Raspberry Pi 2.
2.2.3 Recursos de programari
Durant la realitzacio´ del projecte i el curs de GEP, s’utilitzaran diverses eines de
programari, detallades a continuacio´:
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Nom Tipus U´s
Arch Linux/Raspbian Eina de desenvolupament Execucio´ del programari
Python Eina de desenvolupament Programacio´
Flask Eina de desenvolupament Programacio´ (framework)
OpenCV Eina de desenvolupament Algorismes de VC
Nginx Eina de desenvolupament Servidor web / proxy
uWSGI Eina de desenvolupament Servidor uwsgi
Geany/Atom Eina de desenvolupament Programacio´ del codi
Android Studio Eina de desenvolupament Programacio´ del codi
Gimp/Inkscape Eina de desenvolupament Retocs i creacio´ d’imatges
LATEX Documentacio´ Redaccio´ de la memo`ria
Zathura Documentacio´ Visualitzacio´ de pdf
Gantt Project Eina de gestio´ Creacio´ diagrames de Gantt
LibreOffice Calc Eina de gestio´ Control de les hores
Git + GitHub Desenvolupament i gestio´ Control de versions
Taula 2.4: Recursos de programari
2.3 Desviacions i pla d’actuacio´
Mala planificacio´ [Impacte: mig]
Hi haura` reunions amb el director i s’usaran eines de planificacio´ per mirar de
corregir la planificacio´ i acabar el projecte a temps. Tambe´ es reserven unes hores
a l’ampliacio´ del treball, que es podrien utilitzar en cas que una tasca s’allargue´s
me´s del previst. Si fos necessari, es podria incrementar una mica la ca`rrega de
treball setmanal.
Fallades de maquinari [Impacte: baix]
En cas de fallades en l’ordinador principal, no hi hauria cap problema en utilitzar-
ne un altre. No hi ha depende`ncies de hardware i es disposa d’altres ordinadors
(a casa i a la FIB). Tampoc hi hauria una pe`rdua de dades important, ja que es
treballa amb GitHub i una co`pia local.
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3. Disseny i arquitectura
En aquest cap´ıtol es detalla l’arquitectura del sistema i el disseny de les aplicacions
desenvolupades.
3.1 Arquitectura del sistema
L’arquitectura del sistema esta` formada per tres parts diferenciades: el client (apli-
cacio´ web o per smartphones), un servidor i el robot. A continuacio´ podeu veure
un esquema de l’arquitectura i l’explicacio´ de cada una de les parts.
Figura 3.1: Arquitectura del sistema
Font: Madebyoliver i Freepik
• Aplicacio´ mo`bil/web: Permet a l’usuari seleccionar una regio´ en una imat-
ge i l’envia al servidor.
• Servidor: Rep la seleccio´ de l’aplicacio´ i les imatges del robot. S’encarrega
de fer el matching per obtenir el punt on s’haura` de desplac¸ar el robot.
• Robot: Envia les imatges capturades al servidor i espera rebre les ordres
per desplac¸ar-se i girar.
El treball se centrara` en la part del servidor i segons el temps disponible es realit-
zara` la comunicacio´ entre el servidor i l’aplicacio´ per a smartphones.
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3.2 Aplicacio´ de proves
Inicialment es desenvolupara` una aplicacio´ per realitzar les diverses proves sen-
se interf´ıcie gra`fica, que simplement mostrara` el resultat obtingut del matching.
Me´s endavant, pero`, s’incloura` una interf´ıcie mı´nima que ens permetra` escollir les
imatges a tractar i la regio´ d’intere`s (punt de dest´ı).
Seleccio´ de les imatges
Per seleccionar les imatges s’utilitzara` Tkinter[12], una GUI esta`ndard de Python.
Seleccio´ de la regio´ d’intere`s
Per poder escollir el punt de dest´ı del robot, l’usuari haura` de seleccionar una regio´
d’intere`s en una imatge. Aixo` es fara` de manera molt senzilla, fent una seleccio´
amb el ratol´ı. Un cop realitzada la seleccio´, l’usuari tindra` l’opcio´ de refer-la (sim-
plement seleccionant de nou) o d’acceptar-la polsant la tecla c.
Figura 3.2: Aplicacio´ de proves
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3.3 Disseny de l’aplicacio´ mo`bil
La interf´ıcie de l’aplicacio´ mo`bil i de l’aplicacio´ web ha de ser molt simple. L’usuari
nome´s hauria de veure una imatge, d’on podria seleccionar-ne una regio´ i acceptar
la seleccio´.
Figura 3.3: App/Webapp - Seleccio´ de la regio´ d’intere`s
Tambe´ s’hauria d’oferir una opcio´ pels administradors, per tal de poder canviar
la imatge a mostrar. El menu´ principal de l’aplicacio mo`bil hauria de tenir les
segu¨ents opcions:
Fer una foto
Permet a l’usuari fer una foto amb la ca`mera del dispositiu, per despre´s pujar-la
al servidor.
Figura 3.4: App - Ca`mera
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Seleccionar una imatge
Si ja es disposa d’una imatge de l’entorn a la memo`ria del dispositiu, aquesta opcio´
permetria a l’usuari seleccionar-la.
Figura 3.5: App - Galeria
Opcions
Des del menu´ d’opcions, l’usuari hauria de poder posar les dades per connectar-se
al robot (adrec¸a IP).




S’utilitzara` una Raspberry Pi 2 com a servidor de proves. La idea e´s que l’usuari
pugui accedir a una aplicacio´ web per utilitzar el sistema, ja sigui desde Internet
o des d’una xarxa local.
L’estructura d’aquest servidor sera` la segu¨ent:





Per desenvolupar l’aplicacio´ web he decidit utilitzar Flask[13], un micro-framework
de Python que permetra` utilitzar el codi desenvolupat del projecte amb facilitat.
A me´s, tambe´ permet utilitzar un servidor per provar l’aplicacio´ en la fase de
desenvolupament sense necessitat d’inicialitzar el servidor web.
Un exemple d’aplicacio´ en Flask (el t´ıpic “Hello World”) seria aix´ı:
from flask import Flask




if name == " main ":
app.run()
4.1.2 Nginx
Nginx[14] e´s un servidor web i proxy invers lleuger i d’alt rendiment. Com que
s’ha decidit utilitzar una Raspberry com a servidor de proves, Nginx e´s una bona
opcio´, ja que no consumeix gaires recursos i ofereix molt bon rendiment.
Nginx, pero`, no e´s capac¸ de comunicar-se amb l’aplicacio´ web per WSGI. Per
tant, necessitarem instal·lar un altre servidor que faci d’intermediari.
4.1.3 uWSGI




4.2 Instal·lacio´ del software
El sistema operatiu a utilitzar sera` la versio´ lite de Raspbian, el sistema oficial
de la fundacio´ de Raspberry. Es pot baixar la imatge des del web de Raspberry i
instal·lar a la targeta SD amb la comanda dd.
Tot i que a continuacio´ s’especifiquen les comandes utilitzades amb Raspbian,
el mateix proce´s es podria replicar en qualsevol altre sistema basat en Linux amb
poques difere`ncies. I evidentment, el hardware tampoc ha de ser el d’una Rasp-
berry Pi 2.
$ sudo dd bs=4M if=/home/joan/Downloads/raspbian.img
of=/dev/mmcbk0
Un cop tenim el sistema operatiu instal·lat, abans de comenc¸ar a fer res, actualit-
zarem els paquets del sistema.
$ sudo apt -get update && sudo apt -get upgrade
Python
Sera` necessari instal·lar Python per poder executar el codi principal i l’aplicacio´
web. Tambe´ caldra` instal·lar altres depende`ncies del projecte com numpy i mat-
plotlib.
$ sudo apt -get install python3 -pip python3 -dev
$ sudo apt -get install python3 -numpy
python3 -matplotlib
OpenCV
Evidentment, com que el projecte esta` desenvolupat utilitzant la biblioteca OpenCV,
sera` necessari instal·lar-la al servidor. Abans, pero`, haurem d’instal·lar algunes ei-
nes i biblioteques per poder compilar OpenCV i tractar amb imatges.
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$ sudo apt -get install cmake
$ sudo apt -get install libjpeg -dev libtiff5 -dev
libjasper -dev libpng12 -dev
$ sudo apt -get install libatlas -base -dev gfortran
La versio´ a instal·lar e´s la 3.2, que ens podem baixar des del repositori oficial d’O-
penCV al GitHub.
$ wget -O opencv.zip https :// github.com/Itseez/
opencv/archive /3.2.0. zip
$ unzip opencv.zip
Com que tambe´ utilitzem algorismes no lliures com SIFT i SURF, tambe´ sera` ne-
cessari descarregar OpenCV Contrib.
$ wget -O opencv_contrib.zip https :// github.com/
Itseez/opencv_contrib/archive /3.2.0. zip
$ unzip opencv_contrib.zip
Un cop obtinguts els arxius necessaris, ja podem preparar, compilar i instal·lar
OpenCV al nostre sistema.
$ cd ~/opencv -3.2.0/
$ mkdir build
$ cd build
$ cmake -D CMAKE_BUILD_TYPE=RELEASE \




~/ opencv_contrib -3.2.0/ modules \
-D BUILD_EXAMPLES=ON ..
$ make -j4





Per instal·lar el servidor web nome´s cal utilitzar la comanda apt-get.
$ sudo apt -get install nginx
Flask
Podem instal·lar Flask a trave´s del gestor de paquets pip.
$ sudo pip3 install flask
uWSGI
Tambe´ es pot instal·lar el servidor uWSGI de la mateixa manera.
$ sudo pip3 install uwsgi
4.3 Configuracio´
Ara que tenim tots els programes necessaris al servidor, ja podem configurar-lo
perque` s’executi la nostra aplicacio´ web quan accedim a la IP del servidor.
S’ha de tenir en compte que la configuracio´ segu¨ent ens permetra` accedir a l’a-
plicacio´ web des de la xarxa local. En cas que es vulgui accedir des de l’exterior,
s’haura` de configurar l’encaminador perque` redirigeixi el tra`fic del port cap al ser-
vidor.
Suposant que l’aplicacio´ web s’anomena “project.py”, el primer que haurem de





from project import app
if name == " main ":
app.run()







chmod -socket = 664
vacuum = true
die -on-term = true
Amb aixo` ja podr´ıem executar uWSGI sense problemes, pero` volem que el ser-
vei s’executi de manera automa`tica quan iniciem el sistema. Per aconseguir aixo`,
afegirem una l´ınia al fitxer ‘rc.local’ que s’encarregui d’executar l’arxiu .ini creat
anteriorment.
$ sudo nano /etc/rc.local
[...]
/usr/local/bin/uwsgi --ini /home/pi/moras/moras.ini





Per tal que Nginx redirigeixi les peticions al servidor uWSGI, hem de crear un nou
lloc a ‘/etc/nginx/sites-available’.









Finalment, nome´s caldra` activar el lloc web creant un soft link a ‘sites-enabled’ i
reiniciar el servidor Nginx per aplicar la nova configuracio´.
$ sudo ln -s /etc/nginx/sites -available/moras
/etc/nginx/sites -enabled
$ sudo systemctl restart nginx
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5. Te`cniques de visio´ usades
En aquesta seccio´ es descriuen les te`cniques de visio´ per ordinador i tractament
d’imatges emprades durant la realitzacio´ del projecte.
5.1 Preprocessat digital d’imatges
El preprocessament digital en una imatge, consisteix a aplicar diverses te`cniques
per tal d’aconseguir una imatge d’on poder obtenir la informacio´ que necessitem
me´s fa`cilment. Es tracta d’eliminar distorsions o be´ ressaltar determinades parts
de la imatge.
Algunes de les te`cniques que es poden aplicar i s’han provat durant la realitzacio´
del projecte so´n:
• Suavitzat de la imatge i reduccio´ de soroll: S’han provat filtres senzills
com la mediana.
• Reduccio´ de mides: Reduir la mida de la imatge ens permet millorar el
temps d’execucio´.
• Escala de grisos: Els p´ıxels de la imatge passen a tenir un valor en el rang
0-255. D’aquesta manera s’aconsegueix reduir el pes de la imatge. Encara
que es perd la informacio´ del color, moltes vegades pot ser irrellevant o fins
i tot portar a errors.
• Equalitzacio´ de l’histograma: Per tal de millorar el contrast de les imat-
ges, s’ha provat d’utilitzar CLAHE (Contrast Limited Adaptive Histogram
Equalization).
• Operacions morfolo`giques: Erode, dilate, open, close
Finalment, s’ha decidit no aplicar cap filtre i utilitzar les imatges tal com so´n, ja
que o be´ no feien cap efecte o funcionaven correctament nome´s amb determinats
tipus d’imatges i empitjoraven d’altres. El que s´ı que s’ha fet e´s reduir la mida i
convertir les imatges a escala de grisos.
34
CAPI´TOL 5. TE`CNIQUES DE VISIO´ USADES
5.2 Obtencio´ de keypoints en una imatge
Consisteix a obtenir punts de la imatge amb caracter´ıstiques distintives, que ens
puguin ser u´tils me´s endavant.
Figura 5.1: Keypoints
La deteccio´ es pot classificar en:
• Deteccio´ de vores
• Deteccio´ de cantonades
• Deteccio´ de regions
Les principals te`cniques d’obtencio´ de keypoints que s’han utilitzat so´n: SIFT, Har-
ris i ORB. Tambe´ s’han provat altres algorismes com FAST[16], SURF, MSER[17]
o Shi-Tomasi[18].
Harris
Harris e´s un detector que es basa a trobar cantonades. La idea ba`sica e´s que mit-
janc¸ant una finestra de NxM p´ıxels, es recorre la imatge buscant els punts on hi
ha canvis d’intensitat en diverses direccions.
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Segons els canvis d’intensitat de cada p´ıxel, es poden classificar els punts en flat,
vores i cantonades.
Figura 5.2: Flat, vora i cantonada
Font: Wikipedia
El problema principal de Harris e´s que no e´s invariant a l’escala. Com podeu veure
en la figura 5.3, punts considerats cantonada en una escala, podrien convertir-se en
vores en una altra. Per aixo`, existeixen algunes solucions alternatives com Harris-
Laplace.
Figura 5.3: Vores a diferent escala
Font: OpenCV
En el nostre cas, s’ha optat per aplicar Harris en diverses escales, fent una pira`mide
de la imatge original. A cada nivell, es redueix la imatge a la meitat.
SIFT
SIFT ens permet trobar punts en diverses escales mitjanc¸ant una difere`ncia de
gaussianes (DoG), que s’utilitza com a aproximacio´ d’una laplaciana de gaussia-
nes.
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DoG s’obte´ com la diferencia de les imatges “borroses”de Gauss en diferents es-
cales. Aquest proce´s es realitza per diferents octaves de la imatge en la pira`mide
gaussiana (a cada nivell es redimensiona la imatge, fent-la cada vegada me´s peti-
ta), tal com es veu en la imatge segu¨ent (Figura 5.4):
Figura 5.4: SIFT - DoG
Font: OpenCV
Un cop tenim les DoG, es busquen ma`xims i mı´nims locals en l’espai i l’escala.
Per cada p´ıxel, es compara amb els seus 8 ve¨ıns, aix´ı com amb els 9 p´ıxels de la
segu¨ent escala i els 9 de l’anterior (Figura 5.5). Si e´s un ma`xim o un mı´nim el
considerem potencial keypoint.
Figura 5.5: SIFT - Local extrema
Font: OpenCV
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Un cop obtinguts els possibles keypoints, s’eliminen els menys robustos. S’utilitza
l’expansio´ de Taylor per aconseguir una millor localitzacio´ dels ma`xims i mı´nims, i
si la seva intensitat e´s menor a un llindar (0,03 segons Lowe), es rebutgen. Tambe´
s’han d’eliminar vores, utilitzant un me`tode similar a Harris. S’agafa una matriu
hessiana de 2x2 per calcular la principal curvatura. Sabent que les vores tenen
un autovalor major a l’altre, si la ra`tio dels autovalors supera un llindar (10 per
Lowe) es descarta el punt.
SIFT tambe´ assigna una orientacio´ als punts d’intere`s per aconseguir ser invariant
a la rotacio´. S’agafa un ve¨ınatge al voltant de la localitzacio´ del keypoint segons
l’escala i es calcula la magnitud i direccio´ del gradient. Es crea un histograma
d’orientacio´ de 36 bins que cobreix els 360 graus.
ORB
El detector d’ORB (Oriented FAST and Rotated BRIEF ) utilitza el detector FAST
amb modificacions per millorar el rendiment.
FAST e´s un detector de cantonades enfocat a aconseguir els punts de manera
molt ra`pida, a canvi d’empitjorar una mica l’efica`cia. S’agafa la intensitat d’un
p´ıxel i es compara amb el conjunt de N p´ıxels ve¨ıns que el rodegen.
Figura 5.6: FAST, N=16
Font: https://www.edwardrosten.com/work/fast.html
Suposant que N = 16 i definint un llindar t, si 12 p´ıxels ve¨ıns (3⁄4 parts) so´n majors
a Ip + t o be´ menors a Ip - t, es considera que el punt e´s d’intere`s. El problema
principal de FAST e´s que no te´ en compte l’orientacio´.
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ORB utilitza FAST aplicant les segu¨ents millores:
• S’agafen els N millors punts despre´s d’aplicar la mesura de Harris.
• Es fa una pira`mide per fer multi-escala.
• S’utilitzen els moments per calcular l’orientacio´.
5.3 Extraccio´ de caracter´ıstiques
L’extraccio´ de caracter´ıstiques e´s el que ens permetra` comparar els punts obtinguts
en les dues imatges.
• Descriptors vectorials: SIFT, SURF
• Descriptors binaris: ORB, BRISK
Principalment s’han utilitzat SIFT, ORB i BRISK, encara que tambe´ s’han provat
d’altres com SURF, LATCH o DAISY[19].
SIFT
Per cada keypoint, s’agafa un ve¨ınatge de 16x16 p´ıxels al voltant del punt. Aixo`
es divideix en 16 blocs de mida 4x4. Per cada sub-bloc, es calcula l’histograma
d’orientacions en 8 direccions, de manera que podem obtenir 128 valors (Figura
5.7), que es representaran en forma de vector.
A part d’aquest proce´s, tambe´ s’aplicaran mesures per fer me´s robust el descriptor
contra canvis d’intensitat, rotacio´, etc.
Figura 5.7: Descriptor SIFT
Font: https://www.researchgate.net
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ORB
El descriptor d’ORB e´s una modificacio´ de BRIEF[20], un descriptor ra`pid i senzill
basat en strings binaris.
Per cada keypoint s’agafen N punts ve¨ıns i d’aquests s’agafen parells de forma
me´s o menys aleato`ria. Per cada parell es compara la intensitat i es retorna un
string binari de mida N amb ’1’ o ’0’ segons si la intensitat del primer punt e´s
major a la del segon o no. Aixo` ens permet comparar els descriptors amb una
simple operacio´ XOR.
E´s un me`tode molt ra`pid, pero` no e´s invariable ni a la rotacio´ ni a l’escala. Per
aixo`, ORB intenta solucionar el problema de la rotacio´ girant els patrons en funcio´
de l’angle de la caracter´ıstica.
BRISK
E´s un descriptor binari que utilitza un patro´ de cercles conce`ntrics (Figura 5.8).
S’agafen N punts del patro´ i per cada parell de punts es compara la intensitat del
primer amb el segon. Si el valor del primer e´s major, es posa ’1’, si no ’0’.
D’aquesta manera s’obte´ una cadena de N cara`cters (binari) molt fa`cil de com-
parar a l’hora de fer matching. Utilitzant el mateix patro´ i sequ¨e`ncia de parells,
nome´s caldra` comparar les cadenes bina`ries amb la suma del resultat d’una XOR.
Figura 5.8: Sampling pattern BRISK
Font: https://gilscvblog.com
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5.4 Matching de caracter´ıstiques
Un cop tenim els keypoints i les caracter´ıstiques dels punts, necessitarem obtenir
coincide`ncies entre els punts de les dues imatges.
Ba`sicament podem obtenir els aparellaments de dues maneres:
• Forc¸a bruta: Consisteix a provar totes les combinacions possibles per cada
punt.
• Aproximacio´
Com que el temps d’execucio´ no e´s un factor essencial, s’aplicara` el me`tode de
forc¸a bruta, una mica me´s lent. Pels descriptors binaris s’utilitzara` la dista`ncia de
Hamming, mentre que pels vectorials s’utilitzara` l’euclidiana.
Figura 5.9: Matching
En la imatge anterior (Figura 5.9) podem veure determinats punts on el match e´s
clarament erroni. Aquest error es pot minimitzar escollint punts me´s significatius,
caracter´ıstiques me´s distintives, aplicant la ra`tio de Lowe o eliminant outliers.
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5.5 Homografia
L’objectiu principal del programa e´s trobar una part d’una imatge en una altra
imatge diferent i per fer aixo` utilitzarem l’homografia. Trobant la relacio´ entre
els p´ıxels de les dues imatges podrem reprojectar el pla d’una imatge en l’altre i
trobar el punt on volem dirigir el robot.
Figura 5.10: Homografia
A l’hora de buscar l’homografia aplicarem RANSAC (Random Sample Consen-





6.1 Programa principal en Python
Per facilitar la utilitzacio´ del codi en possibles adaptacions o millores futures,
s’ha decidit implementar una petita biblioteca1 en Python amb totes les funcions
necessa`ries. El programa principal fara` u´s d’aquesta biblioteca, que permetra`:
1. Preprocessar les imatges
2. Seleccionar la regio´ d’intere`s
3. Obtenir els keypoints
4. Extreure les caracter´ıstiques
5. Fer matching de caracter´ıstiques
6. Homografia: Obtenir la regio´/punt demanat
6.1.1 Preprocessat de les imatges
S’han provat diverses te`cniques de preprocessat com ara filtres gaussians o canvis
en el contrast, pero` els resultats obtinguts no han sigut satisfactoris i finalment
s’ha optat per deixar les imatges tal com so´n.
Simplement es transforma la imatge a escala de grisos per poder treballar amb
tots els algorismes de visio´ i es redimensiona per agilitzar la seleccio´ de keypoints,
extraccio´ de caracter´ıstiques i matching.
def prep(image):
img = cv2.resize(image, (0,0), fx=0.5, fy=0.5)
return img, cv2.cvtColor(img, cv2.COLOR BGR2GRAY)
1Codi disponible a https://github.com/wildux/tfg
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6.1.2 Seleccio´ de la regio´ d’intere`s
Per tal de poder seleccionar la regio´ d’intere`s amb facilitat, s’ha definit la funcio´
selectROI(image), que permet a l’usuari seleccionar una regio´ rectangular de la
imatge donada com a para`metre. La imatge resultant sera` aquesta seleccio´.
def click and crop(event, x, y, flags, param):
global refPt, cropping , sel rect endpoint , img
if event == cv2.EVENT LBUTTONDOWN: # Initial coordinates. Cropping = true
cropping = True
refPt = [(x, y)]




cv2.rectangle(clone, refPt[0], refPt[1], (0, 255, 255), 2) # Draw a rectangle (ROI)
cv2.imshow("image", clone)
elif event == cv2.EVENT MOUSEMOVE and cropping: # Update position (moving rectangle)
sel rect endpoint = [(x, y)]
def selectROI(image):
global img, refPt, sel rect endpoint
img = image
cv2.namedWindow("image")




sel rect endpoint = []
elif cropping and sel rect endpoint: # Display rectangle (moving)
clone = img.copy()
cv2.rectangle(clone, refPt[0], sel rect endpoint[0], (0, 255, 0), 1)
cv2.imshow(’image’, clone)
if (cv2.waitKey(1) & 0xFF) == ord("c"):
break
cv2.destroyAllWindows()
if len(refPt) == 2:




6.1.3 Obtencio´ de keypoints
Per obtenir els punts d’intere`s d’una imatge, s’utilitzaran diversos algorismes de
visio´ per computador.
La funcio´ point selection(gray, alg) sera` l’encarregada de cridar l’algoritme
escollit per l’usuari (per defecte s’utilitzara` Harris). Els para`metres necessaris se-
ran una imatge en escala de grisos i l’algorisme desitjat. La funcio´ retornara` un
array amb els keypoints trobats.





Una de les opcions sera` utilitzar SIFT (DoG). Per fer aixo`, simplement cridarem
la funcio´ d’OpenCV detect() en la insta`ncia de SIFT creada. Modificarem el
para`metre sigma perque` funcioni millor amb les imatges utilitzades.
if alg == SIFT:
sift = cv2.xfeatures2d.SIFT create(sigma=1.4)
kp = sift.detect(gray,None)
ORB
Per utilitzar ORB tambe´ cridarem la funcio´ detect() d’OpenCV, pero` en aquest
cas haurem de modificar una mica els para`metres per defecte de la creacio´ de l’ob-
jecte ORB, ja que els resultats obtinguts en primer moment no eren gaire bons.
elif alg == ORB:
orb = cv2.ORB create(nfeatures = 2500, nlevels = 8, edgeThreshold = 8,





En el cas de Harris, el detector no utilitza diferents escales i simplement detecta
corners en la imatge. Per tant, utilitzarem la funcio´ d’OpenCV pyrDown() per
reduir la mida de la imatge (1⁄2) i aplicar Harris en diverses escales.
Per detectar els keypoints farem servir la funcio´ goodFeaturesToTrack() en
comptes del detector de corners de Harris, ja que permet obtenir els punts me´s
fa`cilment i tambe´ te´ l’opcio´ d’utilitzar Shi-Tomasi si ens interesse´s.
elif alg == HARRIS:
G = gray.copy()
for i in range(5):






for corner in corners:
x,y = corner.ravel()
k = cv2.KeyPoint(x∗scale, y∗scale, scale∗3)
kp.append(k)
MSER
Per u´ltim, tindrem l’opcio´ d’utilitzar MSER. Tal com fem amb SIFT i ORB, tambe´
farem servir la funcio´ detect().
elif alg == MSER:




6.1.4 Extraccio´ de caracter´ıstiques
De la mateixa manera en que` podem aconseguir keypoints, OpenCV tambe´ disposa
de diversos algorismes d’extraccio´ de caracter´ıstiques a partir dels keypoints d’una
imatge.
La funcio´ creada feature detection(image, kp, alg) sera` l’encarregada d’ex-
treure les caracter´ıstiques utilitzant algun dels algorismes disponibles. Els para`metres
necessaris de la funcio´ so´n: la imatge en escala de grisos, l’array de keypoints ob-
tinguts i l’algorisme desitjat. Retornara` tant els descriptors com els keypoints.











S’utilitzaran els algorismes ja implementats en la biblioteca OpenCV de la segu¨ent
manera:
elif alg == LATCH:
latch = cv2.xfeatures2d.LATCH create()
kp, des = latch.compute(image, kp)
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6.1.5 Matching i homografia
La funcio´ matching() retornara` els aparellaments trobats.
def matching(img1, img2, des1, des2, kp1, kp2, fe):
draw params = dict(matchColor = (0,255,0), singlePointColor = None,
matchesMask = matchesMask , flags = 2)
return x, y, cv2.drawMatches(img1,kp1,img2,kp2,good,None,∗∗draw params)
Matching
En el cas dels descriptors binaris, utilitzarem la dista`ncia de Hamming, mentre
que per la resta s’utilitzara` l’euclidiana. En els dos casos, s’utilitzara` la funcio´
BFMatcher(), que aplicara` el matching per forc¸a bruta.
if fe == LATCH or fe == ORB or fe == BRISK:
bf = cv2.BFMatcher(cv2.NORM HAMMING)
else:
bf = cv2.BFMatcher()
matches = bf.knnMatch(des1, des2, k=2)
Ratio test
Un cop obtinguts els aparellaments, aplicarem el ratio test per descartar-ne alguns.
good = []
for m,n in matches:





La funcio´ homography() retornara` les coordenades de dest´ı (x,y) i una imatge
amb els aparellaments i la regio´ de dest´ı pintats.
homography(img1, img2, des1, des2, kp1, kp2, good):
...
draw params = dict(matchColor = (0,255,0), singlePointColor = None,
matchesMask = matchesMask , flags = 2)
img3 = cv2.drawMatches(img1,kp1,img2C,kp2,good,None,∗∗draw params)
return x, y, img3
Si hi ha prou coincide`ncies (considerem acceptable com a mı´nim 10), es buscara`
l’homografia i es pintara` la regio´ trobada en la imatge. S’aplicara` RANSAC.
if len(good) >= MIN MATCH COUNT:
src pts = np.float32([ kp1[m.queryIdx].pt for m in good ]).reshape(−1,1,2)
dst pts = np.float32([ kp2[m.trainIdx].pt for m in good ]).reshape(−1,1,2)
M, mask = cv2.findHomography(src pts , dst pts , cv2.RANSAC, 5.0)
matchesMask = mask.ravel().tolist()
h,w, = img1.shape
pts = np.float32([ [0,0],[0,h−1],[w−1,h−1],[w−1,0] ]).reshape(−1,1,2)
dst = cv2.perspectiveTransform(pts,M)
img2C = cv2.polylines(img2C,[np.int32(dst)],True,255,3, cv2.LINE AA)
Coordenades de dest´ı
Per obtenir el punt on volem que es dirigeixi el robot agafarem els valors de “dst”
i retornarem el punt mitja`.
x1, y1 = np.int32(dst)[0].ravel()
x2, y2 = np.int32(dst)[1].ravel()
x3, y3 = np.int32(dst)[2].ravel()
x4, y4 = np.int32(dst)[3].ravel()
x = (x1+x2+x3+x4)/4
y = (y1+y2+y3+y4)/4




L’aplicacio´ web s’ha desenvolupat amb Flask (Python).
6.2.1 Pujar imatge al servidor
Per poder canviar la imatge que mostrara` el sistema, es defineix la ruta ‘/update’,
que ens mostra un formulari per penjar un arxiu (imatge).
app.config[’UPLOAD FOLDER’] = ’static/’
app.config[’ALLOWED EXTENSIONS’] = set([’png’, ’jpg’, ’jpeg’, ’gif’])
def allowed file(filename):
return ’.’ in filename and







if file and allowed file(file.filename):
ext = filename.rsplit(’.’, 1)[1]
filename = "scene." + ext
file.save(os.path.join(app.config[’UPLOAD FOLDER’], filename))
return redirect(url for(’uploaded file’, filename=filename))
@app.route(’/uploads/<filename>’)
def uploaded file(filename):
return send from directory(app.config[’UPLOAD FOLDER’], filename)
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El formulari de l’arxiu ‘upload.html’ e´s el segu¨ent:
<form action =" upload" method ="post"
enctype =" multipart/form -data">
<div class ="col -lg -6 col -sm -6 col -12">
<label class="input -group -btn">
<span class ="btn btn -primary">
Browse&hellip; <input type="file"




<div class ="col -lg -6 col -sm -6 col -12">




6.2.2 Seleccio´ de la regio´ d’intere`s
Per seleccionar la regio´ d’intere`s s’ha utilitzat jQuery i el plugin imgAreaSelect,
essent tambe´ compatible amb dispositius mo`bils.
En la pa`gina principal es mostra una imatge i un boto´ per acceptar la selec-
cio´. El plugin imgAreaSelect s’encarrega de permetre a l’usuari fer una seleccio´ i
actualitzar els camps amagats del formulari.
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<form action ="send" method ="post" >
<input type=" hidden" name="x1" value ="" />
<input type=" hidden" name="y1" value ="" />
<input type=" hidden" name="x2" value ="" />
<input type=" hidden" name="y2" value ="" />
<input type=" hidden" name=" width" value ="" />
<input type=" hidden" name=" height" value ="" />
<input class="btn btn -primary" style="float:right"
type=" submit" value=" Acceptar sel." />
</form >
<script type="text/javascript">
jQuery(document ).ready(function () {





jQuery(’img#scene ’). imgAreaSelect ({
handles: true ,
persistent: true ,
x1: 50, y1: 50, x2: 200, y2: 200,

















El formulari ens porta a la ruta ‘/send’, que executara` el codi principal de visio´

















scale h = h/height
scale w = w/width
x1 = int(x1∗scale w)
x2 = int(x2∗scale w)
y1 = int(y1∗scale h)
y2 = int(y2∗scale h)
img = img[y1:y2, x1:x2]
imgRobot = cv2.imread(imgRobotPath)
imgRes, x, y = vc.getResult(img, imgRobot , vc. SIFT)
resultPath = "static/" + strftime("%Y−%m−%d−%H:%M") + ".png"
cv2.imwrite(resultPath , imgRes)




L’aplicacio´ mo`bil s’esta` desenvolupant amb Android Studio i el llenguatge de pro-
gramacio´ Java (amb l’SDK d’Android).
6.3.1 Capturar imatge
Per poder utilitzar la ca`mera del mo`bil s’ha hagut d’afegir el permı´s necessari.
Com que Android ja disposa d’una activitat que ens permet llanc¸ar la ca`mera
des d’una altra aplicacio´, nome´s ha sigut necessari fer l’Intent corresponent.
if (v.getId () == R.id.capture_btn) try {




} catch (ActivityNotFoundException anfe) {...}
6.3.2 Seleccio´ d’imatges de la galeria
Android tambe´ disposa d’una activitat que ens permet obrir la galeria des d’una
altra aplicacio´, aix´ı que s’ha seguit el mateix proce´s que per obrir la ca`mera.
else if (v.getId() == R.id.browse_btn) try {





} catch (ActivityNotFoundException anfe) {...}
6.3.3 Enviament de dades al servidor
Per poder enviar dades al servidor, sera` necessari l’u´s d’una connexio´ a Internet.
Per tant, s’haura` d’habilitar el permı´s necessari.
Inicialment s’havia pensat d’enviar la imatge seleccionada, codificada en base 64,
pero` nome´s funcionava amb imatges molt petites. Per tant, s’ha considerat millor
opcio´ utilitzar alguna biblioteca d’Android com Volley o Retrofit.
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En aquest cap´ıtol es detallen els experiments realitzats i els resultats obtinguts a
partir d’aquests.
7.1 Experiments realitzats
S’han realitzat diversos experiments per comprovar tant la deteccio´ de keypoints
com la fiabilitat del matching. Els para`metres utilitzats en tots els algorismes so´n
els descrits al Cap´ıtol 6: Implementacio´.
Podeu trobar el codi dels scripts utilitzats per la realitzacio´ dels experiments al
GitHub del projecte.
7.1.1 Comparacio´ detectors de keypoints
Tot i que la velocitat d’execucio´ no e´s un factor determinant pel projecte, s’ha rea-
litzat una comparacio´ inicial de la velocitat d’execucio´ dels algorismes de deteccio´
de keypoints.






Per mesurar el temps d’execucio´, s’ha fet la mitjana de 5 execucions de la funcio´
d’obtencio´ de keypoints utilitzada.
Un cop obtinguts els temps d’execucio´, s’ha analitzat la repetibilitat dels detectors
a ull, utilitzant imatges similars i subimatges.
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7.1.2 Comparacio´ deteccio´ i extraccio´ de keypoints
En aquest experiment s’analitzen els diversos algorismes de deteccio´ i extraccio´ de
keypoints, tant en la velocitat d’execucio´ com en fiabilitat dels aparellaments, que
sera` el me´s important pel sistema desenvolupat.
Es compararan els segu¨ents algorismes:
• Harris + SIFT
• SIFT + SIFT
• ORB + ORB
• ORB + BRISK
En primer lloc es provaran els algorismes utilitzant subimatges. Despre´s es pro-
vara` el sistema amb imatges amb poques variacions (canvis d’il·luminacio´, blur...).
L’u´ltima prova sera` amb fotografies del campus i els jardins de palau reial, que
presenten canvis de perspectiva i zoom entre d’altres.
Per comprovar els aparellaments, s’hauran de mirar manualment un per un, ja que
les imatges no ens permeten utilitzar cap mecanisme per automatitzar el proce´s.
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7.2 Resultats i comparacio´ d’algorismes
7.2.1 Detectors de keypoints
En primer lloc s’han realitzat proves amb imatges t´ıpiques de visio´ per computador.
Figura 7.1: Imatges graff, boat i ubc
Graff Boat Ubc
Algorismes Punts Temps (s) Punts Temps (s) Punts Temps (s)
Harris 587 0.0128 686 0.0071 535 0.0060
SIFT 1096 0.0675 1599 0.0755 1284 0.0639
SURF 1467 0.0182 1768 0.0213 1533 0.0181
ORB 2500 0.0102 2500 0.0128 2500 0.0116
MSER 1044 0.2323 924 0.1586 286 0.0565
Taula 7.1: Detectors de keypoints - comparacio´
Amb aquestes imatges, podem veure com Harris, ORB i SURF so´n forc¸a me´s
ra`pids que el detector de keypoints de SIFT (DoG). MSER sembla ser el me´s lent
en general.
S’ha de tenir en compte que el detector ORB s’ha limitat a 2500 punts.
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Tambe´ s’ha provat el sistema amb imatges reals d’entorns coneguts (campus nord
i jardins de palau reial).
Figura 7.2: Imatges UPC i jardins
Campus Jardins Campus 2
Algorismes Punts Temps (s) Punts Temps (s) Punts Temps (s)
Harris 1553 0.0789 1282 0.0779 1302 0.0785
SIFT 4621 0.7358 9690 0.8172 4750 0.7405
SURF 7676 0.1761 14888 0.2332 10720 0.1990
ORB 2500 0.0515 2500 0.0878 2500 0.0618
MSER 2135 0.6790 1141 0.3930 1798 0.6397
Taula 7.2: Detectors de keypoints - comparacio´ 2
SURF e´s el que me´s keypoints detecta, seguit de SIFT. Pel que fa al temps d’e-
xecucio´, SIFT e´s el me´s lent, seguit de MSER. Els me´s ra`pids amb difere`ncia so´n
ORB i Harris. MSER i Harris so´n els que obtenen menys keypoints.
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7.2.2 Deteccio´ i extraccio´ de keypoints
En primer lloc es prova el sistema amb imatges similars i subimatges, per compro-
var que funciona correctament en els casos me´s senzills.
Figura 7.3: Imatges campus
Campus 1 (subimatge) Campus 2 (subimatge)
Algorismes Kp1 Kp2 Parells t Kp1 Kp2 Parells t
Harris + SIFT 1133 1554 835 1.463s 265 1308 187 1.070s
SIFT + SIFT 3518 5769 2784 2.357s 1269 6168 1134 1.910s
ORB + ORB 2500 2500 793 0.181s 2500 2500 243 0.182s
ORB + BRISK 2500 2500 1012 1.073s 2500 2500 301 1.061s
Taula 7.3: Extraccio´ - Subimatges
Campus 1 (subimatge) Campus 2 (subimatge)
Algorismes Correctes Erronis Correctes Erronis
Harris + SIFT 816 19 184 3
Taula 7.4: Matching - Subimatges
En general, quan s’utilitzen subimatges el sistema funciona correctament. Es de-
tecten bastants aparellaments i la majoria so´n correctes. Com es pot veure en la
taula anterior, Harris+SIFT encerta en la majoria dels aparellaments, tot i que
falla en alguns casos.
Analitzant els casos on hi ha falsos aparellaments, podem veure que les carac-
ter´ıstiques so´n molt similars, fallant sobretot en la finestra correcta.
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Pel que fa al temps d’execucio´, ORB e´s amb difere`ncia el me´s ra`pid, mentre que
SIFT e´s el me´s lent.
Figura 7.4: Imatges motos i cotxes
Motos Cotxes
Algorismes Kp1 Kp2 Parells t Kp1 Kp2 Parells t
Harris + SIFT 126 242 111 0.162s 135 136 102 0.148s
SIFT + SIFT 1195 1237 515 0.374s 612 523 302 0.209s
ORB + ORB 2500 2500 1132 0.096s 2500 2500 907 0.061s
ORB + BRISK 2500 2500 1250 0.994s 2500 2500 1161 0.983s
Taula 7.5: Extraccio´ - imatges similars
Motos Cotxes
Algorismes Correctes Erronis Correctes Erronis
Harris + SIFT 110 1 98 4
Taula 7.6: Matching - imatges similars
Amb canvis d’il·luminacio´ i blur, els algorismes tambe´ presenten una bona taxa
d’encert. ORB continua sent el me´s ra`pid, pero` en aquest cas ORB+BRISK e´s
me´s lent que SIFT, ja que es detecten me´s aparellaments.
Tambe´ s’han realitzat proves amb les segu¨ents fotografies, que presenten canvis
de perspectiva i zoom:
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Figura 7.5: Imatges campus i jardins
Campus Jardins
Algorismes Kp1 Kp2 Parells t Kp1 Kp2 Parells t
Harris + SIFT 417 1099 71 1.714s 757 1276 66 0.917s
SIFT + SIFT 1342 5921 150 2.595s 5148 12582 120 4.328s
ORB + ORB 2500 2500 180 0.221s 2500 2500 86 0.272s
ORB + BRISK 2500 2500 143 1.093s 2500 2500 87 1.145s
Taula 7.7: Extraccio´ - canvis de perspectiva i zoom
Campus Jardins
Algorismes Correctes Erronis Correctes Erronis
Harris + SIFT 47 24 64 2
SIFT + SIFT 94 56 91 29
ORB + ORB 112 68 62 24
ORB + BRISK 78 65 81 6
Taula 7.8: Matching - canvis de perspectiva i zoom
Quan utilitzem escenes diferents, amb canvis de zoom i de perspectiva, el nombre
d’aparellaments disminueix considerablement. La taxa d’encert tambe´ disminueix,
pero` sempre superant el 50%.
En les imatges de la universitat, el millor algorisme e´s Harris+SIFT (tot i que
troba menys aparellaments), mentre ORB+BRISK seria el pitjor. En el cas dels
jardins, tots els algorismes presenten una bona taxa d’encert, especialment Har-
ris+SIFT i ORB+BRISK.
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Pel que fa als temps d’execucio´, SIFT e´s bastant me´s lent, encara que troba molts
me´s keypoints. Harris en comparacio´ troba molts menys punts pero` acaba funcio-
nant millor.
Campus Jardins
Algorismes RANSAC OK Erronis RANSAC OK Erronis
Harris + SIFT 30 30 0 24 24 0
SIFT + SIFT 41 41 0 31 31 0
ORB + ORB 60 60 0 33 33 0
ORB + BRISK 42 42 0 41 41 0
Taula 7.9: RANSAC - canvis de perspectiva i zoom
Un cop aplicat RANSAC, el nombre d’aparellaments restants es redueix un altre
cop, pero` en aquest cas tots els aparellaments so´n correctes.
Tambe´ s’ha provat el sistema amb regions me´s concretes, que e´s so´n realment
el tipus d’imatges que utilitzara`.
Figura 7.6: Imatges campus i jardins (objectes)
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Campus (moto) Jardins (font)
Algorismes Kp1 Kp2 Parells t Kp1 Kp2 Parells t
Harris + SIFT 67 417 30 0.790s 304 757 38 0.375s
SIFT + SIFT 125 1342 16 1.058s 570 5148 51 1.110s
ORB + ORB 830 2500 15 0.077s 2405 2500 62 0.130s
ORB + BRISK 830 2500 19 0.940s 2405 2500 77 1.037s
Taula 7.10: Extraccio´ - objectes
Campus (moto) Jardins (font)
Algorismes Correctes Erronis Correctes Erronis
Harris + SIFT 30 0 38 0
SIFT + SIFT 15 1 49 2
ORB + ORB 14 1 52 10
ORB + BRISK 19 0 71 6
Taula 7.11: Matching - objectes
En les imatges me´s petites, com era d’esperar, s’obtenen menys keypoints. Per
tant el nombre total d’aparellaments trobats tambe´ sera` menor.
Harris+SIFT funciona molt be´ amb aquests tipus d’imatges, essent tots els apa-
rellaments trobats correctes. La resta d’algorismes tambe´ obtenen bons resultats,
essent ORB el pitjor (amb un 93% i 84% d’encert).
Campus (moto) Jardins (font)
Algorismes RANSAC OK Erronis RANSAC OK Erronis
Harris + SIFT 18 18 0 23 23 0
SIFT + SIFT 13 13 0 26 26 0
ORB + ORB 12 12 0 33 33 0
ORB + BRISK 18 18 0 49 49 0
Taula 7.12: RANSAC - objectes
63
CAPI´TOL 7. EXPERIMENTS I RESULTATS
Un cop aplicat RANSAC, tots els aparellaments considerats inliers so´n correctes.
Finalment, s’ha provat el sistema utilitzant parells d’imatges totalment diferents,
per comprovar que el nombre d’aparellaments trobats no sigui elevat.
Figura 7.7: Imatges campus i jardins (diferents)
Campus 1 (subimatge) Campus 2 (subimatge)
Algorismes Kp1 Kp2 Parells t Kp1 Kp2 Parells t
Harris + SIFT 67 757 0 0.331s 304 417 2 0.839s
SIFT + SIFT 125 5148 1 0.987s 570 1342 5 1.113s
ORB + ORB 830 2500 2 0.840s 2405 2500 7 0.113s
ORB + BRISK 830 2500 1 0.942s 2405 2500 7 1.003s
Taula 7.13: Matching - imatges diferents
Analitzant els resultats es pot veure que no es troben gaires aparellaments, pero`
tot i aix´ı se’n troben alguns. Harris+SIFT sembla ser el que en troba menys.
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7.2.3 Matching i homografia
Aqu´ı podeu veure alguns dels resultats obtinguts en executar el programa selecci-
onant una regio´ me´s concreta:
Figura 7.8: Homografia - Resultats
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8. Gestio´ econo`mica
8.1 Recursos de programari
Tot el software utilitzat en aquest projecte e´s gratu¨ıt i de codi obert. Per tant,
el programari no suposara` cap despesa. Podeu trobar el llistat del programari
utilitzat a la taula 2.4 (Recursos de programari).
8.2 Recursos humans
El projecte el desenvolupara` una sola persona, que assumira` diversos rols durant
la realitzacio´ d’aquest. Tenint en compte les tasques descrites a la seccio´ 2.1, les
hores de treball queden repartides de la segu¨ent manera:
Tasca Cap Analista Programador
Preparacio´ de l’entorn 3h 2h
Curs de GEP 75h





Total 173h 40h 267h
Taula 8.1: Recursos humans (hores)
Suposem uns costos de 25€/h pel cap de projecte, 20€/h per l’analista i 15€/h
pel programador/tester.
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Rol Hores Cost/hora Cost total
Cap de projecte 173h 25€/h 4325€
Analista 40h 20€/h 800€
Programador 267h 15€/h 4005€
Total 9130€
Taula 8.2: Recursos humans (costos)
8.3 Recursos de maquinari
El hardware necessari per a la realitzacio´ del treball sera` nome´s un ordinador (usat
durant tot el projecte) i una ca`mera (per la fase d’implementacio´/proves).
Producte Preu U´s Vida u´til Amortitzacio´
Ordinador personal 500€ 7 mesos 5 anys 58,33€
Smartphone 39€ 1 mes 3 anys 1,08€
Total 59,41€
Taula 8.3: Recursos de maquinari (costos)
8.4 Costos indirectes
Tambe´ es tindran en compte els costos indirectes me´s importants: la connexio´ a In-
ternet i el consum ele`ctric. La connexio´ a Internet costara` 40€ al mes (considerem
240 hores) i l’electricitat 0,141033€/kWh (considerem la pote`ncia 0,2kW).
Tipus Temps Cost Cost total
Electricitat 480h 0,028€/h 13,44€
Acce`s a Internet 480h 0,17€/h 81,6€
Total 95,04€
Taula 8.4: Costos indirectes
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8.5 Imprevistos
Es podria donar el cas que el projecte ocupi me´s temps de l’esperat, pel que es
considerara` un extra de 30 hores de treball, que es dividirien entre el programador
i el tester. Aixo` suposaria un increment de 600€ en el pressupost.
No es tindran en compte possibles fallades de maquinari, ja que l’ordinador prin-
cipal amb que` es treballa esta` en garantia i tambe´ es disposa d’altres ordinadors.
8.6 Continge`ncia




Recursos de programari 0€





Taula 8.5: Costos totals
8.8 Control de gestio´
Despre´s de cada tasca es fara` una valoracio´ del pressupost i es revisara` si e´s ne-
cessari. Tambe´ es dura` a terme un control de les hores de treball per cada rol
mitjanc¸ant un full de ca`lcul, que s’anira` actualitzant cada dia de treball.
Es calculara` la desviacio´ en ma` d’obra, programari, maquinari i altres costos (cost
estimat - cost real).
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9. Informe de sostenibilitat
En aquest cap´ıtol es fara` una ana`lisi de la sostenibilitat del projecte, que es divi-
deix en tres parts, identificades per les columnes de la matriu:
• El projecte posat en produccio´ (PPP), que inclou la planificacio´, el desenvo-
lupament i la implantacio´ del projecte.
• La vida u´til del projecte, que comenc¸a un cop implantat el sistema i finalitza
amb el seu desmantellament.
• Els riscos inherents al mateix projecte, considerant tota la construccio´ i la
vida u´til d’aquest.
Cadascuna de les columnes s’analitzara` des dels punts de vista ambiental, econo`mic
i social, les tres dimensions de la sostenibilitat. A continuacio´ podeu veure la ma-
triu de sostenibilitat del projecte:






















Valoracio´ total 53 [-60:90]
Taula 9.1: Matriu de sostenibilitat
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9.1 Posada en produccio´
En aquesta seccio´ es detalla la sostenibilitat del sistema des de la seva planificacio´
fins a la possible implantacio´. Es tindra` en compte el consum del disseny, la factura
i l’impacte personal que ha suposat la realitzacio´ d’aquest treball.
9.1.1 Consum del disseny
Els recursos necessaris per al desenvolupament d’aquest projecte so´n mı´nims. No
e´s necessari comprar cap tipus de maquinari addicional i tot el hardware utilitzat
ha estat comprat a la unio´ europea, pagant una taxa pel correcte reciclatge dels
residus. A me´s, el maquinari seguira` essent funcional un cop acabat el projecte.
L’impacte ambiental del projecte sera` mı´nim, ja que nome´s es consumira` l’energia
necessa`ria per utilitzar un ordinador personal. No es generara` cap tipus de residu
durant el desenvolupament o el desmantellament.
9.1.2 Factura
Tal com podeu veure a l’apartat “Gestio´ econo`mica”, per analitzar la viabilitat
del projecte s’ha realitzat un pressupost tenint en compte els costos directes, indi-
rectes i possibles imprevistos. Com es pot veure, els costos de software i hardware
so´n mı´nims, pel que el projecte resulta econo`micament viable. L’u´nica manera de
rebaixar costos seria incrementant el nombre d’hores dia`ries (baixarien els costos
de llum i Internet) o contractant a algu´ amb me´s experie`ncia. No esta` prevista
cap col·laboracio´ amb altres projectes, pero` s’utilitzaran eines i algorismes exis-
tents que no caldra` programar de nou.
El cost inicial ha sigut aproximadament el mateix que el final, ja que no hi ha
hagut modificacions en els recursos de programari o maquinari.
9.1.3 Impacte personal
Aquest projecte m’ha perme`s profunditzar els meus coneixements sobre les te`cniques
de visio´ per computador actuals i la seva possible aplicacio´ en sistemes robo`tics.
Amb la realitzacio´ d’aquest treball, tambe´ he hagut d’utilitzar una metodologia
de treball a`gil, que fins ara no havia utilitzat i he hagut de realitzar la planificacio´
i la gestio´ dels recursos d’un projecte real, fet que estic segur que m’ajudara` en un
futur a l’hora d’emprendre altres projectes en l’a`mbit professional.
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9.2 Vida u´til
A continuacio´ es descriu la sostenibilitat del projecte des de la implantacio´ fins al
desmantellament. Es tindra` en compte la petjada ecolo`gica, la viabilitat i l’impacte
del projecte en la societat.
9.2.1 Petjada ecolo`gica
Es tracta d’un projecte de programari, que a me´s es publicara` sota una llice`ncia
de software lliure, de manera que qualsevol usuari se’n podra` beneficiar i podra`
reutilitzar el codi per a futurs projectes. No suposaria un augment en la petjada
ecolo`gica ni tampoc una disminucio´, encara que amb la utilitzacio´ del programari
desenvolupat es necessitarien menys recursos materials pel control d’un robot.
9.2.2 Pla de viabilitat
En principi, no esta` prevista la implantacio´ o la comercialitzacio´ del sistema en
un futur. El codi estara` disponible al repositori de GitHub i podra` ser utilitzat i
adaptat lliurement. Per tant, seran els mateixos usuaris els que s’hauran de preo-
cupar dels costos en cas d’utilitzar el sistema.
Si es volgue´s implantar el sistema, s’haurien de considerar els costos de la utilitza-
cio´ i possible manteniment d’un servidor on allotjar el codi desenvolupat (sigui un
servidor local o extern). I en cas de voler millorar o actualitzar el codi amb noves
funcionalitats, s’haurien de tenir en compte els recursos humans necessaris.
9.2.3 Impacte social
El projecte no suposara` cap canvi important en la situacio´ social o pol´ıtica del pa´ıs
ni te´ intencio´ de canviar substancialment la vida de les persones. Actualment, exis-
teixen mu´ltiples maneres de controlar un robot, sigui manualment o amb altres
me`todes de localitzacio´, com podria ser utilitzant les coordenades GPS. Tambe´ hi
ha sistemes que utilitzen marques visuals (punts de refere`ncia) o que operen en un
entorn conegut pel robot. El propo`sit d’aquest projecte sera` oferir una alternati-
va, un sistema d’autolocalitzacio´ barat (no sera` necessari dotar el robot de molts
sensors) i disponible per a tothom.
Qualsevol usuari podra` beneficiar-se del sistema, ja que el codi sera` publicat so-
ta una llice`ncia de software lliure en un repositori de GitHub. I evidentment, la
realitzacio´ d’aquest TFG no perjudicara` cap col·lectiu de cap manera.
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9.3 Riscos
Finalment, s’analitzaran els riscos inherents del projecte en les tres dimensions de
la sostenibilitat: ambientals, econo`mics i socials.
9.3.1 Riscos ambientals
En principi la petjada ecolo`gica del projecte te´ un marge molt limitat. Un cop
desenvolupat el codi, s’allotjara` a GitHub. El que altres usuaris facin despre´s ja
no depe`n de la feina de l’autor.
9.3.2 Riscos econo`mics
En cas d’implantar el sistema desenvolupat, l’u´nic risc econo`mic serien les possibles
fallades del sistema pel que fa al servidor. Els costos del maquinari o del programari
no podrien suposar cap problema, ja que el programari e´s gratu¨ıt i el sistema no
depe`n d’un maquinari espec´ıfic. Un cop implementat el codi, el sistema nome´s
depe`n d’un servidor que pugui executar Python i OpenCV.
9.3.3 Riscos socials
Aquest treball no perjudicara` en cap cas a algun sector de la poblacio´, ni en la
posada en produccio´, ni durant la possible implantacio´ o posterior desmantella-
ment. El sistema desenvolupat e´s un programari inofensiu, que nome´s podria ser
perjudicial si algun usuari en fes un mal u´s en un servidor extern, fet que ja no
seria responsabilitat de l’autor.
L’u´nica depende`ncia del programa principal e´s la biblioteca OpenCV, pero` tractant-
se d’una biblioteca de software lliure no hauria de suposar cap problema. S’utilit-
zen els algorismes SIFT i SURF, que estan patentats i per tant no es poden utilitzar
gratu¨ıtament en productes comercials. Tot i que no esta` previst comercialitzar el
sistema desenvolupat de cap manera, tambe´ s’utilitzen algorismes alternatius com
ORB que no suposarien cap problema si algun usuari volgue´s comercialitzar un
producte derivat d’aquest projecte.
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10. Conclusions
En aquest apartat es descriuen les conclusions extretes despre´s de realitzar aquest
treball final de grau. En primer lloc es descriuran les conclusions te`cniques, segui-
des de les conclusions personals i finalment es detallara` els plans de treball futurs
i les possibles ampliacions i millores del sistema.
En general, l’objectiu principal del projecte, crear un sistema d’autolocalitzacio´,
s’ha complert.
10.1 Conclusions te`cniques
Veient els resultats dels experiments realitzats, considero que la taxa d’encert del
sistema e´s acceptable. Tot i aix´ı, crec que encara hi ha molt marge de millora.
Analitzant els resultats, considero que Harris e´s el detector de punts d’intere`s
que obte´ punts me´s robustos i juntament amb el descriptor de SIFT aconsegueix
bons aparellaments. Per altra banda, ORB sembla una bona alternativa en casos
en que` el temps d’execucio´ sigui cr´ıtic.
10.2 Conclusions personals
Aquest treball m’ha perme`s profunditzar els meus coneixements sobre visio´ per
computador. Tambe´ m’ha ajudat en poder planificar projectes, gestionant recursos
i establint objectius. Considero que de cara al mo´n laboral la realitzacio´ d’aquest




En principi no esta` previst continuar amb el treball en un futur, pero` el codi sera`
pu´blic i no es descarta continuar amb el projecte me´s endavant (personalment o a
trave´s d’altres persones).
En tot cas, hi ha una se`rie de possibles millores i ampliacions que caldria mencionar:
• Comparacio´ i ana`lisi d’algorismes: E´s necessari fer una ana`lisi me´s ex-
haustiva dels diversos algorismes de deteccio´ i extraccio´ de caracter´ıstiques.
• Diferents imatges: El sistema s’hauria de provar amb imatges diverses.
Imatges d’entorns diferents, condicions diferents i capturades amb diverses
ca`meres.
• Pre-processat: S’hauria d’investigar amb me´s profunditat quines te`cniques
de pre-processat podrien ajudar als algorismes a detectar millors keypoints i
caracter´ıstiques.
• Aplicacio´ mo`bil: S’hauria d’acabar l’aplicacio´ d’Android.
• Provar el sistema en un entorn real i un robot: Com que no es dis-
posava del temps necessari per fer les proves amb un robot, no s’ha pogut
experimentar amb el sistema en casos reals. Per tant, considero necessa`ria
l’execucio´ de proves amb robots.
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