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Título  
 
Modelação de padrões de conectividade cerebral funcional.  
 
Resumo  
 
O estudo da conectividade cerebral, da integração e segregação das funções das diferentes 
partes do cérebro será no futuro próximo uma das ferramentas mais importantes na 
compreensão do cérebro humano. Contudo, a variedade de processos e dinâmicas lá 
presentes tornam esta tarefa extremamente complexa.  
Assim, o objectivo principal deste trabalho passa por desenvolver e testar um modelo capaz de 
representar redes de conectividade cerebral. A teoria de grafos, em conjugação com 
modalidades de neuroimagiologia como a ressonância magnética, tem-se mostrado uma 
ferramenta extremamente valiosa neste sentido. 
O trabalho aqui apresentado foca-se em três pontos: o pré-processamento das imagens de 
ressonância magnética; a definição dos elementos que constituem a rede, comparando 
diferentes estratégias, e construção das redes; a utilização de métricas e conhecimentos de 
teoria de grafos para caracterizar e comparar as redes. 
Utilizando dados reais foi possível construir redes esparsas, eficientes, resilientes, com forte 
divisão em comunidades e arquitetura small-world. Foi observado o efeito das diferentes 
estratégias nas características das redes, e mesmo na falta de fortes conclusões sobre qual a 
mais adequada, foi possível compreender a dificuldade inerente á comparação de redes 
complexas e dados passos importantes no sentido de melhorar essa comparação. 
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Title  
Modeling patterns of functional brain connectivity. 
 
Abstract  
 
The study of the brain connectivity, the integration and the segregation of the functions of the 
different parts of the brain will, in the near future, be one of the most important tools in the 
understanding of the human brain. However, the variety and dynamic of processes that can be 
found there make this task extremely complex. 
Thus, the main objective of this work is to develop and test a model able to represent networks 
of brain connectivity. The discipline of graph theory in conjunction with neuroimaging 
modalities, such as magnetic resonance imaging, has proven to be an extremely valuable tool 
in this regard. 
The work presented here focuses on three points: the pre-processing of MRI images; the 
definition of the elements of the network, comparing different strategies, and construction of 
networks; the use of metrics and knowledge of graph theory to characterizing and comparing 
networks. 
Using real data it was possible to build sparse, efficient and resilient networks, with a strong 
division in communities and small-world architecture. We observed the effect of different 
strategies on characteristics of networks, and even in the absence of strong conclusions about 
the best one, it was possible to understand the inherent difficulty in comparing complex 
networks as well as important steps were taken to improve this comparison. 
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Capítulo 1                                  
Introdução  
 
Numa atualidade onde a investigação e os avanços tecnológicos são uma constante e uma 
necessidade, a aplicação destes em áreas que permitem melhorar o conforto e a qualidade de 
vida do ser humano, em particular na medicina, dá origem à área multidisciplinar da 
Engenharia Biomédica.  
O crescente desenvolvimento das Tecnologias de Informação (TI) é evidente num mundo onde 
a Internet domina a vida quotidiana e os sistemas informáticos potenciam a atividade diária do 
ser humano. A aplicação destas TI na medicina dá origem à disciplina de Informática Médica 
(IM). Apesar de ser uma área relativamente recente, com cerca de 50 anos, a IM, tem 
acompanhado a incrível evolução que tem marcado a humanidade e os serviços de cuidados 
de saúde. De facto, já é quase impossível imaginar um mundo onde os cuidados de saúde 
sejam prestados sem recurso a ferramentas de diagnóstico como aplicações de imagiologia; 
onde se desenvolvam terapêuticas sem software que verificam incompatibilidades em 
medicações; hospitais e centros de saúde se organizem sem recorrer a ferramentas de 
processo clinico electrónico; ou cirurgias sejam realizadas sem software de apoio ao seu 
planeamento e realização (Haux, 2010). 
Embora não exista uma definição única e consensual para o conceito de IM, (Greenes & 
Shortlife, 1990) definem Informática Médica como o campo que se preocupa com o 
processamento e comunicação de informação relacionada com a prática, educação e 
pesquisa médica, incluindo todas as tecnologias informáticas necessárias para apoiar estas 
tarefas. (Hasman, Haux, & Albert, 1996) dizem que Informática Médica é a disciplina que se 
debruça sobre o processamento sistemático de dados e informação em medicina e nos 
cuidados de saúde. Adicionam que é um domínio que cobre as áreas computacionais e de 
informação da medicina com o objectivo de estudar os princípios de processamento de dados, 
informação e conhecimento, fornecendo soluções para estes problemas.  
Introdução  
 2 
(Degoulet & Fieschi, 1997) sugerem dividir a área em três dimensões, o auxilio na prestação 
de cuidados de saúde, a gestão de informação e conhecimento e a influência na sociedade, 
alterando a forma como a comunidade médica interage com o mundo. Existem várias frentes 
onde a Informática Médica tem conhecido forte crescimento, entre elas, a área de Imagem 
Médica. 
A área de Imagiologia, ou Imagem Médica, inclui todas as técnicas e processos que permitem 
de alguma forma obter e processar imagens do corpo humano com o objectivo de permitir 
e/ou facilitar o diagnóstico e tratamento de pacientes. Entre as principais técnicas utilizadas 
encontram-se o raio-x, ultrassons, medicina nuclear de imagem e ressonância magnética. Esta 
última destaca-se por ser uma técnica não invasiva, sem qualquer risco associado conhecido e 
capaz de fornecer imagens com grande detalhe (Elliott, 2005).  
Entre os órgãos do corpo humano, o cérebro destaca-se tanto como um órgão essencial à vida 
e ao controlo do funcionamento de todo o corpo, como um dos mais difíceis de compreender 
e estudar na sua função e estrutura. Isto deve-se não só à dificuldade de acesso como 
também à complexa interação entre todos os seus elementos na realização de tarefas 
sensoriais, motoras e cognitivas. A neuroimagiologia é a área responsável pela investigação 
das estruturas e respectivas funções do cérebro, utilizando técnicas como tomografia por 
emissão de positrões (PET- Positron Emission Tomography), Tomografia Computorizada (CT-
Computed Tomography), Electroencefalografia (EEG) e Imagem por Ressonância Magnética 
(MRI- Magnetic Resonance Imaging) (Horwitz, 2003). 
Uma das mais fortes tendências atuais na neuroimagiologia é o interesse na análise da 
conectividade cerebral: a integração de diferentes estruturas cerebrais nas mais diversas 
funções e a avaliação da influência destas ligações em doenças como esquizofrenia, autismo e 
envelhecimento saudável do cérebro (Zalesky, Cocchi, Fornito, Murray, & Bullmore, 2012; 
Iglesia-Vayá, et al., 2010).  Entre as técnicas de MRI, a Ressonância Magnética funcional 
(fMRI- functional Magnetic Resonance Imaging), que permite estabelecer medidas de 
conectividade funcional, imagem por tensor de difusão (DTI-Diffusion Tensor Imaging) e a 
análise estrutural, que permitem estabelecer medidas de conectividade estrutural, têm sido 
utilizadas para estabelecer diferentes formas de conectividade cerebral (He & Evans, 2010; 
Stam & Reijneveld, 2007; Fingelkurts, Fingelkurts, & Kahkonen, 2005; Rogers, Morgan, 
Newton, & Gore, 2007). São criadas redes de conectividade onde diferentes regiões cerebrais 
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representam nodos ou vértices entre os quais se inferem ligações que representam alguma 
medida de interação entre elas. Estas redes apresentam muitas características comuns a 
redes complexas estudadas em diferentes áreas da ciência como arquitetura small-world, 
estruturas modulares e hubs altamente interligados (Zalesky, Cocchi, Fornito, Murray, & 
Bullmore, 2012; Stam & Reijneveld, 2007).  
Nesta abordagem o principal problema com que nos deparamos é encontrar ferramentas que 
permitam estabelecer uma representação para estas redes e que as permitam avaliar em 
relação a diferentes parâmetros e características das mesmas. É necessário um modelo que 
permita generalizar a construção destas redes definindo uma base para a comparação e 
interpretação de redes provenientes de diferentes estudos. Grafos cerebrais são uma forma 
bastante simples e apropriada de estabelecer modelos de ligações, definindo o cérebro como 
um conjunto de nós interligados entre si e utilizando teoria de grafos para avaliar as 
propriedades dessas redes (Bullmore & Basset, 2011).  
A teoria de grafos tem as suas raízes nos estudos de Euler (Euler, 1736). Tem sido 
acompanhada por muitas avanços ao longo dos séculos sendo hoje em dia uma ferramenta 
chave para o estudo de redes complexas. Com aplicações desde a química, na representação 
de compostos, à biologia, na modulação da interação de diferentes espécies, à investigação 
operacional e otimização de modelos (Shirinivas, Vetrivel, & Elango, 2010). Devido ás suas 
capacidades e utilidade a teoria de grafos tem nos últimos anos sido considerada como uma 
ferramenta de grande potencial no estudo das complexas redes cerebrais. 
 
1.1 Enquadramento 
Talvez a tendência mais forte de investigação na área da neuroimagiologia no século XXI seja 
o interesse crescente na investigação da conectividade cerebral. A capacidade não só de 
representar mas também classificar e comparar características de redes cerebrais obtidas In-
Vivo, em conjunto com a capacidade de estudar relações entre a integração e segregação das 
funções do cérebro, e entre estas e a própria estrutura anatómica do cérebro, têm despertado 
o interesse da comunidade científica. Nisto, reflete-se o crescimento do número de 
publicações na área, e em volta do tema conectividade cerebral, culminando no surgimento do 
“The Human Connectome Project”, financiado pelo National Health Institute, nos Estados 
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Unidos. Um projeto que visa criar um mapa completo da conectividade cerebral no ser 
humano (Sporns O. , 2012). 
Contribuindo para este crescente interesse estão as contribuições de duas áreas bastantes 
distintas. Primeiro a Imagiologia Médica, com destaque para a MRI, que permite obter 
imagens com cada vez mais qualidade e detalhe e sobre diferentes aspectos do 
funcionamento e estrutura do cérebro. Em segundo, a teoria de grafos, que fornece um 
conjunto de ferramentas, metodologias e arquiteturas já testadas em vários ambientes 
científicos, que permitem avaliar e classificar redes complexas. 
Como ponto central de interesse de investigação temos então a necessidade de conseguir 
conjugar as duas áreas criando e analisando, a partir de estudos de imagiologia, grafos de 
conectividade cerebral. 
 
1.1.1 Conectividade cerebral 
O cérebro humano, é composto por um número de elementos anatómicos distintos, 
interligados entre si por uma rede de ligações estruturais que definem a forma como os 
diferentes processos cognitivos se formam e desenvolvem ao longo do tempo. Metodologias de 
investigação do cérebro focam-se em dois aspectos diferentes, mas profundamente 
relacionados: a estrutura e a função cerebral  (Honey, Thivierge, & Sporns, 2010).  
A investigação das funções do cérebro tem sido marcada por dois conceitos distintos, a 
segregação e a integração funcional. A tendência original, predominante durante o século XX, 
focava-se em estudos de segregação ou especialização funcional, ou seja na forma como 
diferentes funções cognitivas são realizadas por zonas especificas do cérebro. Por outro lado, 
a investigação da integração funcional, uma tendência mais recente, foca-se na forma como 
essas regiões cerebrais interagem e se influenciam mutuamente para dar origem ás diferentes 
funções cerebrais, ou seja, a investigação da conectividade cerebral (Iglesia-Vayá, et al., 2010; 
Behrens & Sporns, 2012). Apesar do conceito e mesmo algum interesse na investigação das 
ligações e interação entre as diferentes zonas existir, pelo menos, desde o início do século XX, 
foi na década de 90 com desenvolvimentos na área de imagiologia, principalmente a MRI, e 
na análise de redes complexas que o potencial da investigação desta área começou a tomar 
forma (Sporns O. , 2012). 
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Quando se fala na conectividade cerebral, existem três conceitos complementares que importa 
referir: a conectividade anatómica ou estrutural, a conectividade funcional, e a conectividade 
efetiva.  Esta última é geralmente referida como um conceito abstracto que é interpretada a 
partir dos resultados obtidos nos dois outros tipos de conectividade e refere-se aos efeitos 
causais reais de um sistema sobre o outro (Friston, 1994).  
A conectividade anatómica ou estrutural é o conjunto de ligações estruturais entre diferentes 
unidades neuronais. Pode ser observada em diferentes escalas espaciais desde circuitos de 
ligações sinápticas entre neurónios a redes de grande escala que incluem todo o cérebro. 
Padrões de ligações anatómicas são relativamente estáticos em termos temporais, podendo 
ser dinâmicos quando observados ao longo de grandes períodos de tempo (dias/semanas) 
(Sporns, Chialvo, Kaiser, & Hilgetag, 2004). 
A conectividade funcional estabelece padrões de interações dinâmicas, baseando-se em 
desvios da independência estatística entre unidades neuronais. Mede a correlação/covariância 
ou a coerência espectral da ativação de diferentes unidades cerebrais. A conectividade 
funcional é bastante dependente da escala temporal, podendo variar na escala das centenas 
de milissegundos. Ao medir a interdependência estatística, sem qualquer referência a efeitos 
causais, é considerada uma medida livre de modelos (Sporns, Chialvo, Kaiser, & Hilgetag, 
2004). Uma dificuldade das análises de conectividade funcional é a sua dependência nas 
técnicas utilizadas, quer na aquisição, quer na construção dos modelos, não sendo muitas 
vezes possível estabelecer comparações entre diferentes estudos. 
A relação entre a estrutura e a função é bastante estudada em sistemas biológicos de 
diferentes escalas, desde o estudo de proteínas ao esqueleto de mamíferos. É fácil de 
perceber que a estrutura de um sistema irá invariavelmente influenciar as suas funções, 
limitando ou potenciando-as. Embora estudos de conectividade cerebral sejam capazes de 
detectar padrões de ligações entre regiões cerebrais, tem sido posta a questão  da origem 
desses padrões e da influência das estruturas e ligações anatómicas nesses padrões. Faz 
assim todo o sentido que seja observável um interesse em unificar estudos de conectividade 
estrutural e funcional, desenvolvendo modelos que as permitam comparar e relacionar (Honey, 
Thivierge, & Sporns, 2010; Hlinka & Coomes, 2012). 
Olhando então para as ferramentas necessárias para a avaliação da conectividade cerebral, 
existem duas áreas fundamentais que é preciso abordar, a aquisição da informação, 
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primariamente na forma de imagens de ressonância magnética, e a modelação e análise das 
redes complexas. 
Na aquisição de MRI existem dois métodos que importa diferenciar no âmbito da 
conectividade cerebral: o estrutural, onde se destaca a DTI, e o funcional. Estudos estruturais, 
como o próprio nome indica, pretendem revelar as estruturas anatómicas existentes no corpo 
em estudo. As aplicações inicias e mais básicas de MRI focavam-se exatamente em estudos 
estruturais, utilizando propriedades dos tecidos em estudo para estabelecer contrastes. Com 
estas imagens é possível realizar diferentes estudos da estrutura. No caso do cérebro 
destacam-se a segmentação, a voxel based morphometry e estudos da espessura cortical 
(Klauschen, Goldman, Barra, Linderberg, & Lundervold, 2009; Ashburner & Friston, 2001; 
Certaines, Bovée, & Podo, 1992).    
Ainda nas análises estruturais, uma técnica que tem recebido grande destaque no estudo da 
conectividade estrutural é a DTI. Esta técnica utiliza informação sobre a difusão das partículas 
de água para determinar a presença e orientação das fibras cerebrais. A partir desta 
informação é possível construir tractografias, onde se tentam reconstruir os diferentes feixes 
neuronais do cérebro (Jones, 2008; Le Bihan & Breton, 1985).  
Estudos fMRI utilizam o efeito BOLD (Blood Oxygen Level Dependent), que estabelece 
contrastes perante diferentes níveis de oxigenação do sangue, para detectar zonas de ativação 
cerebral em diferentes situações, quer perante a realização de tarefas (em estudos com 
paradigmas), quer em repouso (no estudo das redes de repouso) (Brown & Semelka, 2003; 
Liao, et al., 2010; Ogawa, Le, Kay, & Tank, 1990). O estudo das interdependências 
estatísticas entre as variações dos níveis de oxigenação do sangue de diferentes regiões 
permite estabelecer medidas de conectividade funcional. 
 
1.1.2 Redes complexas 
A teoria moderna de grafos e análise de redes complexas, é atualmente utilizada numa 
diversidade de disciplinas, desde as ciências sociais, a ciências da computação, na química e 
biologia (Shirinivas, Vetrivel, & Elango, 2010). O que torna as redes complexas é não só a sua 
dimensão, com elevados números de vértices e ligações, mas também a complexa relação e 
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interação entre a própria arquitetura da rede e os comportamentos dinâmicos dos vértices 
individuais (Sporns, Chialvo, Kaiser, & Hilgetag, 2004). 
No centro da análise de redes complexas está a teoria de grafos. Um grafo é uma abstração 
matemática que pode ser entendida como um conjunto de vértices no espaço ligados por 
arestas. Enquanto os vértices representam os indivíduos que constituem as redes, as arestas 
representam alguma forma de ligação entre eles (Gross & Yellen, 1998).   
A descoberta das redes small-world por (Watts & Strogatz, 1998), foi um passo essencial na 
aplicação da teoria de grafos à análise de redes complexas. Até à altura, a incapacidade das 
arquiteturas existentes (regulares e aleatórias) de descreverem de forma satisfatória sistemas 
encontrados na natureza, dificultava a aplicação de conceitos da teoria de grafos em muitas 
áreas. Redes small-world, são caracterizadas pela forte presença de clusters e pequenas 
distâncias entre qualquer par de vértices da rede.  A  combinação de propriedades de redes 
regulares e aleatórias abriu assim a porta à aplicação de ferramentas de teoria de grafos na 
análise de vários tipos de redes do mundo real, incluindo redes de conectividade cerebral 
(Sporns O. , 2012). 
A principal vantagem da aplicação da teoria moderna de grafos na análise de conectividade 
cerebral é então no acesso a um vasto leque de ferramentas e medidas que podem ser 
utilizadas para caracterizar essas redes e a capacidade de generalizar essa caracterização, 
permitindo estabelecer medidas de comparação entre diferentes estudos. As medidas mais 
comuns utilizadas para avaliar e caracterizar redes de conectividade cerebral são: o coeficiente 
de clustering, que avalia existência de zonas com forte ligação interna; o caminho mais curto 
médio, que caracteriza a distância entre diferentes elementos da rede; e a distribuição de 
graus, que permite caracterizar a forma como os elementos da rede se ligam entre si 
(Bullmore & Basset, 2011). 
A teoria de grafos fornece também ferramentas que facilitam o estudo da integração e 
segregação de diferentes zonas do cérebro definindo módulos estruturais e funcionais que 
podem ser divididos em diferentes níveis hierárquicos. Estes módulos são grupos de vértices 
fortemente ligados entre si, e com poucas ligações para o exterior e estão geralmente 
associados à realização de tarefas específicas. Redes que apresentam este tipo de estruturas 
apresentam várias vantagens, desde a capacidade de integrar diferentes módulos para realizar 
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tarefas complexas, à capacidade de se adaptar e evoluir perante ambientes mutáveis (Kashtan 
& Alon, 2005; Meunier, Lambiotte, Fornito, Ersche, & Bullmore, 2009). 
A aplicação de metodologias de estudo de redes complexas ao estudo da conectividade 
cerebral, apesar de recente, tem apresentado já alguns resultados que demonstram o seu 
potencial. Alguns estudos foram já capazes de demonstrar uma ligação entre a conectividade 
estrutural e funcional (van den Heuvel, Stam, Boersma, & Pol, 2008; Greicius, Supekar, 
Menon, & Dougherty, 2009). Foram também feitos progressos no relacionamento da 
arquitetura das redes de conectividade cerebral com outras redes complexas conhecidas, com 
arquitetura small-world (Sporns & Zwi, 2004), na sua descrição como redes modulares e na 
detecção de hubs (Meunier, Lambiotte, Fornito, Ersche, & Bullmore, 2009) e em geral, na 
aplicação das medidas mais comuns utilizadas para avaliar grafos (Rubinov & Sporns, 2010). 
 
1.1.3 Modelação 
Apesar do trabalho já realizado na aplicação da teoria moderna de grafos na análise de redes 
de conectividade cerebral, grande parte do foco dos estudos realizados esteve até agora na 
validação da aplicação dos conceitos e medidas de teoria de grafos à área. É muitas vezes 
notória uma falta de ligação entre os vários estudos realizados principalmente no que diz 
respeito aos modelos utilizados e a todo o processo de construção das redes, normalmente 
feitos com um objectivo especifico em mente. Ainda assim, é importante  referir uma 
crescente convergência nas metodologias, e uma preocupação em construir de forma muita 
mais cuidada e pensada esses modelos. Regressa-se então aos conceitos básicos do que 
define uma rede de conectividade cerebral, tentando tirar o máximo partido da informação que 
as diferentes técnicas de imagiologia podem fornecer (Behrens & Sporns, 2012). 
Um dos maiores desafios com que a aplicação de análise de redes complexas em estudos de 
conectividade cerebral se depara, é a dificuldade em comparar diferentes redes. Por um lado, 
a diversidade de modelos e de fluxos de processamento cria grandes diferenças na 
interpretação de diferentes estudos e dificuldades na comparação de resultados. Por outro 
lado, foi demonstrado que a própria natureza das redes complexas dificulta a comparação de 
resultados em estudos conceptualmente semelhantes. A própria topologia da rede e as 
métricas normalmente utilizadas para as caracterizar variam de forma não linear com as 
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características mais elementares da rede: o seu número de elementos e de ligações (van Wijk, 
Stam, & Daffertshofer, 2010). 
Existem então dois pontos essenciais que é preciso ter em atenção na construção de um 
modelo de conectividade cerebral. Primeiro, a capacidade desse modelo representar redes de 
conectividade funcional e estrutural de forma válida e relacionável, permitindo estabelecer 
medidas de comparação entre estas, e em segundo ser um modelo que possa e seja aplicado 
a estudos de diferentes cariz, incluindo diferentes aspectos e perspectivas da conectividade 
cerebral, potenciando os estudos e não limitando-os. 
 
1.2 Objectivos 
Tendo em conta os problemas descritos, o objectivo principal deste trabalho passa então por 
desenvolver e avaliar modelos para a representação da conectividade cerebral a partir de 
dados de fMRI.  
Deverá, assim, ser desenvolvido uma metodologia de processamento que defina os vários 
passos necessários para construir os diferentes elementos da rede, devendo estes ter em vista 
a possível expansão para a construção de outro tipo de redes como redes estruturais. 
Pretende-se também integrar algumas formas elementares de avaliação topológica e 
geométrica dessas redes, fornecendo bases numéricas para a sua caracterização, e 
estabelecer métodos para a comparação de redes que permitam comparar o efeito da 
utilização de diferentes esquemas de segmentação e diferentes fluxos de processamento. 
Por fim serão utilizados dados reais e relevantes para testar e avaliar os modelos 
desenvolvidas face aos modelos existentes capazes de traduzir a informação de MRI em redes 
de conectividade cerebral. 
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1.3 Organização do documento 
O presente trabalho compreenderá, para além deste capítulo introdutório, mais quatro 
capítulos distintos estruturados da seguinte forma: 
• Capítulo 2 – Ressonância Magnética  
Neste capítulo é abordado o tema da Ressonância Magnética. São apresentados os princípios 
físicos associados e descrito o processo de aquisição. São também apresentadas as principais 
modalidades existentes, sendo descritas as características da sua aquisição, os passos de pré-
processamento e análise e a sua utilidade clinica. 
• Capítulo 3 – Redes de conectividade funcional 
Neste capítulo é introduzido o conceito de conectividade funcional e a sua relevância. É feito 
um estudo do estado da arte da conectividade cerebral e introduzida a necessidade de 
recorrer a conceitos de teoria de grafos. A segunda parte deste capítulo introduz a teoria de 
grafos e explica todos os conceitos necessários para a sua aplicação.   
• Capítulo 4 – Grafos de conectividade funcional 
Neste capítulo, são apresentados todos os passos necessários para se obter redes de 
conectividade funcional. São descritos os passos de pré-processamento necessários e software 
que pode ser utilizado para este efeito. São apresentadas as alternativas para a definição dos 
diferentes elementos da rede. É proposto um fluxo de processamento capaz de realizar todas 
as tarefas necessárias à construção dos grafos e quatros estratégias diferentes a serem 
testadas.  
Por fim é apresentada e descrita a forma como podemos utilizar os grafos obtidos em estudos 
de grupo e na comparação de diferentes redes. São descritas as métricas utilizadas para 
caracterizar e comparar grafos e algumas formas como estes podem ser visualizados. 
• Capítulo 5 – Resultados e Conclusões 
Neste Capítulo são descritos os resultados da aplicação do fluxo de processamento e das 
diferentes estratégias a um conjunto de dados reais. Primeiro são apresentados os resultados 
da caracterização das redes, seguido dos resultados da comparação das diferentes estratégias. 
Por fim todos estes resultados são analisados e discutidos. 
 
  
 
Capítulo 2                     
Ressonância Magnética 
 
Nas últimas décadas, a MRI tem-se tornado uma das mais relevantes modalidades de 
Imagiologia, com aplicações nas áreas de Engenharia, Biologia, Química e Medicina. As 
principais vantagens desta técnica prendem-se com o facto de esta proporcionar um bom 
contraste em tecidos moles e excelente resolução espacial. Quando comparada com outras 
técnicas de imagiologia médica, a MRI apresenta também a vantagem de ser uma técnica não 
invasiva e sem efeitos adversos conhecidos comparativamente ao CT que utiliza radiação 
ionizante (Kuperman, 2000). 
 
2.1 Fundamentos de Ressonância Magnética 
As técnicas de MRI inspiram-se em princípios electromagnéticos e métodos matemáticos cujo 
desenvolvimento se estendem ao longo de mais de um século de história e com contribuições 
de autores ligados a diferentes áreas. Desde o matemático Jean Fourier e o físico Sir Joseph 
Larmour, responsáveis respectivamente pela Transformada de Fourier e pela Equação de 
Larmour. Nikola Tesla, famoso pelo seu trabalho com campos magnéticos e corrente 
alternada. Isidor Rabi, Edward Purcell e Felix Bloch, responsáveis por descobertas de 
interações entre os núcleos de diferentes elementos e campos magnéticos. Paul Lauterbur e 
Peter Mansfield, que descreveram como se podiam utilizar gradientes de campo magnético 
para se obter localização espacial, estabelecendo as bases essenciais para a utilização da MRI 
na medicina. Richard Ernst foi o primeiro a utilizar a transformada de Fourier para a 
reconstrução de imagens 2D. Nos anos 70 surgiram as primeiras experiências que permitiram 
obter as primeiras imagens in vivo de humanos e nos anos 80 surgiram as primeiras 
aplicações clínicas. Desde aí o interesse na utilização da MRI tem crescido, refletindo-se isso 
também no desenvolvimento de novas modalidades (Geva, 2006). 
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As técnicas de ressonância magnética dividem-se em duas grandes áreas, a MRI estrutural, 
que permite estudar estruturas anatómicas de forma estática e a MRI funcional que permite 
estudar funções cerebrais de forma dinâmica. 
 
2.1.1  Princípios de funcionamento 
O conceito de ressonância magnética (MR-Magnetic Resonance) tem a sua origem nos blocos 
básicos que constituem toda a matéria, os átomos, e na interação dos seus núcleos com 
campos magnéticos. Os átomos são constituídos por três tipos de unidades diferentes: os 
protões e os neutrões (com carga positiva e neutra respectivamente) presentes no núcleo do 
átomo e pelos electrões (com carga negativa), presentes na periferia do núcleo. Os núcleos da 
maioria dos átomos conhecidos apresentam (pelo menos num dos seus isótopos) 
propriedades de momento nuclear, próprio do movimento de rotação do núcleo, e 
propriedades magnéticas. O momento angular nuclear (ou spin nuclear no átomo de 
hidrogénio) é um movimento de rotação em torno de um eixo próprio representado pelo 
número quântico de spin nuclear (I). Elementos com número atómico e peso atómico  impar 
irão apresentar um valor de I de metade de um inteiro (e.g. 1/2 no átomo de hidrogénio) e 
interagem de forma mais forte com campos magnéticos. Elementos com I inteiro (numero 
atómico impar e peso atómico par) também podem interagir, embora de forma mais fraca. 
Para além dos diferentes valores de orientações de momento nuclear, esta orientação poderá 
também assumir valores paralelos e antiparalelos ao eixo de rotação (seguindo o exemplo 
anterior, traduz-se respectivamente em +1/2 e -1/2). Esta orientação está relacionada com o 
nível de energia do protão sendo que protões no nível de energia mais baixo são os mais 
comuns e apresentam uma orientação paralela e protões com um nível de energia superior 
apresentam uma orientação antiparalela (Figura 2-1), explicada pela interação de Zeeman.  
Segundo os conceitos electromagnéticos clássicos, tal carga em movimento irá constituir uma 
carga eléctrica que por sua vez se reflete num campo magnético, estabelecendo-se as duas 
propriedades atómicas essenciais à MR: spin nuclear e magnetismo. Assim, cada núcleo 
presente num volume, irá funcionar de forma análoga a um íman (Figura 2-2).   
Quando livres de qualquer influência externa os campos de uma massa de átomos apontam 
todos para direções aleatórias, anulando-se uns aos outros, não existindo assim a 
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possibilidade de se formar um campo uniforme. O vector de magnetização resultante, M, será 
então igual a 0. (Brown & Semelka, 2003; Certaines, Bovée, & Podo, 1992). 
 
Figura 2-1 Distribuição de núcleos com spin 1/2 num cone de magnitudes, com diferença notória 
entre spin paralelo e antiparalelo. Adaptado de (Certaines, Bovée, & Podo, 1992). 
Como referido anteriormente, elementos com número atómico e peso atómico impar 
apresentam propriedades favoráveis à aplicação em MR. O átomo de hidrogénio 1H, é o mais 
comum de se utilizar, tanto por ser bastante suscetível aos campos magnéticos como por ser 
um dos elementos mais comuns na natureza e no corpo humano. Outros elementos que 
apresentam estas propriedades são 13C, 19F, 23Na, 31P. 
O fenómeno de MR pode ser observado quando um grupo de núcleos é colocado sobre o 
efeito de um campo magnético externo, B0, que irá provocar um alinhamento geral dos eixos 
magnéticos dos núcleos dos átomos afectados, forçando a que M≠0 (Kuperman, 2000). 
Nestas condições M assume uma orientação paralela a B0 e é normalmente designado de M0. 
Exposto e orientado pelo campo magnético B0, o momento magnético do protão irá rodar à 
volta do eixo de B0, num fenómeno que se denomina de precessão. O movimento de 
precessão pode ser descrito de forma análoga ao movimento de um giroscópio num campo 
gravitacional, este encontra-se ligeiramente inclinado em relação ao eixo do campo, mas ainda 
paralelo a este. A taxa de precessão é proporcional ao campo gravitacional sendo uma 
constante denominada de momento giroscópio e função do momento de inércia do giroscópio. 
De forma equivalente, o campo magnético irá assumir o mesmo papel do campo gravitacional 
e γ representará a constante giro magnética. O produto destas constantes dá-nos a frequência  
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Figura 2-2 Núcleo em rotação produz um campo magnético. B é a orientação do eixo de rotação e do 
campo magnético. Adaptado de  (Brown & Semelka, 2003) 
de Larmour ou frequência de ressonância 𝜔, presente na equação 2.1 (Certaines, Bovée, & 
Podo, 1992; Kuperman, 2000). 𝜔 = 𝛾𝐵!              Equação  2.1  
O movimento de precessão é normalmente representado usando um sistema de coordenadas 
cartesianas, variando em x e y de forma circular e com uma componente fixa em z (Figura 2-
3). 
É simples de observar que se de alguma forma o momento magnético do grupo de núcleos 
que constituem M0 for manipulado a desviar-se do seu estado de equilíbrio orientado, o 
resultado do realinhamento irá produzir um campo magnético próprio. O efeito deste campo 
numa bobine dará origem a uma corrente alternada, colocada de forma perpendicular ao 
plano transversal, que será posteriormente amplificada e examinada (Certaines, Bovée, & 
Podo, 1992). 
 
Figura 2-3 Precessão do momento magnético em torno de B0. Adaptado de  (Kuperman, 2000); 
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A forma de manipulação mais simples de M0 passa pela aplicação de um pulso de excitação 
de radiofrequência (RF-Radio Frequency), que pode possuir vários valores numa gama restrita 
de frequências. Durante o pulso, os protões irão absorver a energia da gama de frequências 
definida pela equação de Larmour (Equação 2-1) e após o pulso irão reemitir esta mesma 
energia. Este pulso é aplicado com uma frequência central em ω0, gerando uma campo 
magnético adicional B1 com uma orientação perpendicular a B0, permitindo o acoplamento 
entre M e o pulso RF, e a transmissão de energia para os protões. Esta transmissão de 
energia faz com que M  se desloque do seu estado de equilíbrio tomando uma orientação 
perpendicular a B0 e B1, até atingir o plano transverso. Este pulso é assim conhecido como 
pulso de 90º. Quando os protões são irradiados com a energia de B1, dois fenómenos podem 
acontecer, os protões no estado baixo de energia são excitados para o nível alto de energia e 
os protões no estado alto de energia libertam energia e passam para o estado baixo de 
energia. Quando o pulso termina o processo inverso ocorre e a orientação de M tende 
novamente para o estado original. Como existem sempre mais protões no estado baixo de 
energia (Figura 2-1), estes passam para o estado de maior energia e o resultado geral, 
considerando todo o sistema, é a absorção de energia durante o pulso RF.  Após o mesmo dá-
se a libertação da energia absorvida através de um fenómeno conhecido por relaxação (Brown 
& Semelka, 2003).  
Durante a fase de relaxação, os protões irão libertar energia na frequência ω0 e o momento 
magnético irá voltar ao movimento de precessão em torno de B0. Durante esta fase será 
induzida uma voltagem na bobine conhecida como free induction decay (FID). Este sinal decai 
ao longo do tempo conforme mais e mais protões libertam a sua energia criando uma 
oscilação amortecida (Figura 2-4). Este sinal será dependente da magnitude de M0 (Certaines, 
Bovée, & Podo, 1992).  
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Figura 2-4 Resposta amortecida de M a um pulso RF, conhecida como free induction decay. Adaptado 
de  (Brown & Semelka, 2003). 
O processo de relaxamento dos protões é um dos fenómenos mais importantes na aquisição 
de MR. Traduz a forma como os protões libertam a energia absorvida através de processos 
naturais e é a base essencial para estabelecer diferentes contrastes. 
 
2.1.2 Contrastes 
Existem dois tipos diferentes de tempos de relaxação que podem ser medidos. O primeiro 
conhecido por tempo de relaxação longitudinal ou spin-lattice relaxation (T1-Figura 2-5 a)), 
traduz a forma como os electrões libertam energia e voltam ao seu estado relaxado orientado 
a M0. O segundo, conhecido como tempo de relaxação transversal, ou spin-spin relaxation (T2* 
Figura 2-5 b)), mede o decaimento de energia no plano transversal. Estes factores estão 
relacionados pela equação 2.2 (Certaines, Bovée, & Podo, 1992). !!!∗ = !!! + 𝛾𝛥𝐵        Equação 2.2  
T1 e T2 traduzem diferentes características da matéria, não avaliando o comportamento de cada 
protão individualmente mas sim o comportamento estatístico geral de  diferentes regiões 
(Brown & Semelka, 2003; Kuperman, 2000). 
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Figura 2-5 Diferentes contrastes na aquisição: a) Contraste T1; b) Contraste T2; 
O tempo de relaxação longitudinal T1 (cuja curva pode ser vista na Figura 2-6 a)), avalia o 
tempo que a magnetização resultante demora a atingir 63% do seu valor original na 
componente longitudinal. Este regresso ao estado magnético e energético inicial segue um 
crescimento exponencial definido pela equação 2.3, onde τ representa o tempo após o pulso 
RF e T1 a constante que descreve a taxa de crescimento. 𝑀 𝜏 = 𝑀!(1− 𝑒! !!!)   Equação 2.3 
 
Figura 2-6 Curvas de relaxação após um impulso RF. a) T1 b) T2. Adaptado de (Brown & Semelka, 
2003). 
Um ponto chave para a transferência de energia para os protões é o facto de estes possuírem 
alguma espécie de movimento ou vibração com uma frequência ωL.  
Quanto mais próximo ω0 for dessa frequência, mas rápida será a transferência de energia, 
permitindo um mais rápido retorno ao estado de equilíbrio. A maioria das moléculas possuem 
ωL perto de 1MHz, logo para menores valores de B0, haverá um melhor acoplamento entre ωL 
e ω0, traduzindo-se num menor T1. Assim T1 irá diminuir perante um menor B0. Para maiores 
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valores de B0, ocorrerá um maior tempo de saturação, logo um maior B0, não se traduz num 
melhor sinal para T1 (Brown & Semelka, 2003). 
O tempo de relaxação transversal, conhecido por T2, representa o decaimento exponencial da 
componente transversal de M. Após a aplicação do pulso RF os protões irão apresentar uma 
coerência na orientação ao plano transversal, ou plano xy, na frequência e na fase do seu 
momento de precessão. Enquanto nesta situação a energia perdida por um protão será 
absorvida por um protão vizinho não saindo energia do sistema. Interações inter e 
intramoleculares provocam pequenas flutuações em ω0, causando uma gradual perda de 
coerência de fase entre os spins reduzindo a magnitude transversal do sinal, a perda de 
coerência vai então diminuir, até desaparecer completamente. T2 avalia o tempo que esta 
perda de magnetização demora a atingir 37% do valor após o pulso RF. Esta perda de 
coerência tem essencialmente duas origens, as diferenças de rotação e vibração entre 
diferentes rotações, que dá origem ao T2 teórico e a falta de uniformidade nos campos 
aplicados, que adicionado a T2, origina T*2. T2 segue uma curva de decaimento exponencial, 
caraterizada pela equação 2.4, e que pode ser vista na figura 2-6 b). 𝑀!"(𝑡) = 𝑀!",!"#𝑒(! !!!)       Equação 2.4  
Apesar de apresentar pouca sensibilidade a este factor, valores de B0 altos tendem a melhorar 
o contraste em imagens T2 (Brown & Semelka, 2003; Kuperman, 2000).  
 
2.1.3 Gradientes espaciais e sequências 
Um ponto essencial na construção de imagens em RM é a forma como se associam os 
diferentes valores de intensidade à sua posição na região em exame e a forma como se 
combinam diferentes pulsos para desenhar um exame.  
Numa aquisição de ressonância magnética existem três aspectos essências do sinal a serem 
considerados: a amplitude, a frequência e a fase do sinal. Um sinal FID é constituído por uma 
grande variedade de frequências que evoluem ao longo do tempo. Uma forma mais simples 
de analisar estes sinais passa por analisar o domínio das frequências, obtido utilizando a 
transformada de Fourier. A utilização deste domínio permite examinar o ambiente magnético a 
que o protão está sujeito, com a desvantagem que deixa de ser possível observar a 
intensidade absoluta da resposta (ou o número de protões com essa resposta) sendo apenas 
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possível estabelecer uma relação relativa entre a intensidade de diferentes frequências (Brown 
& Semelka, 2003). 
O princípio básico do processo de localização espacial em MRI é o de que a frequência de 
ressonância dos núcleos é proporcional ao campo magnético a que estes estão expostos. 
Assim, a utilização de gradientes magnéticos ao longo dos três diferentes eixos permitirá 
escolher espacialmente a região em estudo, permitindo construir imagens a três dimensões. A 
imagem será essencialmente um mapa das frequências e de fases dos protões expostos a 
campos magnéticos únicos ao longo da região a ser examinada. A utilização de gradientes dá 
origem a uma equação de Larmour modificada (equação 2.5) onde se consideram as 
diferenças ao longo do gradiente. 𝜔! = 𝛾(𝐵! + 𝐺. 𝑟!)        Equação 2.5  
Nesta equação a frequência do protão ωi depende agora também da sua posição ri e do vector 
de gradientes G. 
O primeiro gradiente aplicado, Gss, tem como objectivo permitir a seleção da região de corte. 
Este gradiente pode ser orientado a qualquer um dos eixos: x, y ou z, sendo que o corte 
selecionado será sempre perpendicular a esta orientação. Assim, diferentes cortes ao longo 
deste eixo possuirão diferentes frequências de ressonância. A utilização de um pulso RF 
permite escolher qual a frequência de excitação e consequentemente a região que se pretende 
estudar. A frequência central deste pulso permite determinar qual a região que se pretende 
estudar e a amplitude de Gss permite determinar a espessura do corte. 
A segunda dimensão, e primeira das duas dimensões do corte é obtida através de uma nova 
codificação de frequência. Após a excitação dos protões pelo pulso de 90º, um segundo 
gradiente, conhecido por gradiente de leitura GRO, é aplicado de forma perpendicular ao 
gradiente de seleção do corte. Perante este gradiente, os protões irão precessar a diferentes 
frequências dependendo da sua posição ao longo do eixo de GRO. O sinal lido irá então possuir 
valores numa gama de frequências que poderão, usando a transformada de Fourier, ser 
associadas às respectivas posições. A magnitude de GRO está dependente do campo de visão 
(FOVRO-Field of view) desejado e pela frequência de Nyquist (ωNQ), estando relacionados com a 
gama de frequências utilizadas no gradiente magnético (ΔωRO) pela equação 2.6. 
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𝛥𝜔!" = 2 ∗ 𝜔!" = 𝛾𝛥(GRO*  FOVRO  )     Equação  2.6  
Estes factores irão influenciar a resolução espacial e de frequência do sinal obtido. 
A construção da terceira e final dimensão da imagem é feita através da codificação de fase, 
realizada através de um terceiro gradiente (GPE) aplicado de forma perpendicular a GSS e GRO. 
Após a aplicação do pulso RF, a precessão dos diferentes protões é inicialmente feita à 
mesma frequência ω0, e em sincronia de fase. A aplicação de GPE, faz com que a frequência de 
precessão aumente ou diminua, conforme a equação modificada de Larmour, adiantando ou 
atrasando a sua fase respectivamente. Quando o gradiente é removido a frequência de 
precessão dos protões voltam ao seu valor original, mantendo-se o desfasamento de fase. Este 
desfasamento estará associado à magnitude do gradiente, à duração da aplicação e à 
localização do protão. 
A repetição da excitação do corte e leitura para diferentes amplitudes de GPE permite utilizar a 
segunda transformada de Fourier para relacionar as diferentes amplitudes com a fase. A 
resolução estabelecida neste processo é definida pelo FOVPE e pelo número de repetições 
(Brown & Semelka, 2003). 
Um ponto essencial na obtenção de imagens de MRI é a técnica de medida ou sequência de 
pulsos utilizados para construir a imagem. Uma sequência de pulsos define o conjunto de 
parâmetros (pulsos de RF, gradientes e tempos) a utilizar. Geralmente estes são controlados 
pelo utilizador, escolhendo este parâmetros (tempo de repetição e FOV) e conjuntos de 
variáveis definidas em templates. Cada fabricante tem o seu conjunto de templates e valores 
de parâmetros sugeridos, mas existem alguns modelos gerais  que se podem estudar como as 
sequências spin echo, gradient echo e echo planar imaging (EPI). Estas sequências são 
geralmente representadas em diagramas de sequências de pulsos que representam um 
tempo de repetição (Figura 2-7) (Liney, 2006).  
Como mencionado, uma das características mais úteis da MRI é a capacidade de estabelecer 
contrastes, ou diferenças de intensidade, entre tecidos essenciais ao diagnóstico de patologias. 
As principais fontes de contraste estão associadas ás diferenças nos tempos de relaxação de 
T1 e T2 e à densidade de protões nos tecidos.  
Nos dois primeiros casos estes são normalmente manipulados pelos rácios entre tempo de 
repetição (TR) e T1 e entre tempo de eco (TE, tempo após o impulso RF que se espera até ler 
o sinal) e T2. Em imagens ponderadas a T1, tecidos com menor valor de T1 irão aparecer 
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com mais intensidade do que tecidos com T1 mais longo. Estas são captadas utilizando um 
TE inferior a T2, para diminuir a influência deste e manipulando TR. Imagens ponderadas a T2 
irão possuir maior intensidade em tecidos com T2 mais longo. É utilizado um TR bastante 
maior que T1 e um TE superior ao T2 mais longo. Imagens de densidade de protões são 
adquiridas reduzindo a influência de T1 e T2, com longo TR e curto TE, e como o nome diz, a 
intensidade de um local é a tradução da densidade de protões que lá respondem (Kuperman, 
2000). 
                                       
Figura 2-7 Sequência single echo-spin standard. Constituída por pulsos RF, seleção de cortes e fase, 
gradiente de leitura-readout, tempo de eco-TE e leitura do coeficiente de difusão aparente (Apparent 
Diffusion Coefficient-ADC). Adaptado de (Brown & Semelka, 2003).  
 
2.2 Modalidades Neuroimagiológicas 
Um dos mais importantes campos de aplicação da MRI é na investigação médica e nas 
neurociências. A quantidade e qualidade da informação que é possível obter nesta modalidade 
torna-a uma ferramenta de eleição no estudo do corpo humano e, no contexto deste trabalho, 
no estudo do cérebro. A utilização de diferentes modalidades de MRI permite a realização de 
diferentes estudos que avaliam diferentes características do cérebro e dividem-se em dois 
grupos: modalidades de estudo estrutural e funcional. 
Um problema transversal aos estudos desenvolvidos utilizando as diferentes modalidades de 
MRI, e ás neurociências em geral, é a necessidade de estabelecer comparações entre sujeitos.  
A utilização de atlas cerebrais e espaços padrão é atualmente uma das ferramentas chave em 
estudos de mapeamento do cérebro e das suas funções. O uso de sistemas de coordenadas 
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3D padronizados é uma ferramenta essencial para reportar e comparar diferentes estudos. Os 
atlas permitem essencialmente capturar as relações espaciais e temporais de uma diversidade 
métricas anatómicas e fisiológicas. A existência de espaços como o MNI e o Talairach permite 
padronizar estas relações e as dimensões das imagens (Evans, Janke, Collins, & Baillet, 2012). 
A transformação das imagens dos diferentes sujeitos para estes espaços padrão, permite 
relacionar e comparar o seu estudo. 
A primeira definição moderna de um espaço padrão foi feita por Talairach e colaboradores 
(Talairach & Tournoux, 1998; Talairach, et al., 1967) com o objectivo de guiar cirurgias 
cerebrais. A partir do cérebro de um sujeito foram geradas duas séries de secções nos planos 
coronal e sagital. Uma normalização para o espaço Talairach exige a identificação da linha AC-
PC e pontos de referencia associados seguida da aplicação de transformações lineares. Este 
atlas não considera a assimetria entre os hemisférios e pode levar a erros de localização 
devido a variabilidade anatómica. 
Uma alternativa desenvolvida mais recentemente é o espaço MNI. Em (Evans, Collins, & 
Milner, 1992a) e (Evans, et al., 1992b) é descrita a construção do atlas em dois passos. 
Primeiro, foi feita a identificação manual de pontos de referencia de forma semelhante ao 
Talairach a partir de imagens MRI de jovens adultos, que foram conjugadas por regressão 
linear. No segundo passo foram mapeados de forma automática cada um dos volumes MRI 
nativos para o espaço obtido manualmente. O modelo resultante é uma aproximação do 
Talairach com aproximadamente mais 3.5mm de comprimento no eixo dos Z (Figura 2-8). 
 Desde então novas versões com melhor resolução foram criadas tal como o MN152 
(Mazziotta, et al., 2001).  
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Figura 2-8 Comparação da normalização para o espaço MNI (esquerda) e para o espaço Talaraich; 
(Lancaster, et al., 2007) 
 
2.2.1 Ressonância Magnética estrutural – Segmentação e volumetria  
A complexidade do cérebro humano pode ser expressa em diferentes escalas. Numa 
perspectiva macroscópica o cérebro pode ser dividido em diferentes regiões (e.g. cerebelo e 
tronco cerebral) associadas a diferentes mecanismos como a locomoção ou a percepção 
sensorial. Estas regiões por sua vez dividem-se em subestruturas de menor escala e com 
grande relevância funcional (e.g. amígdala, hipocampo). Apesar de muitas vezes uma análise 
qualitativa ser suficiente para diagnosticar uma doença, uma análise quantitativa é essencial 
em muitas aplicações (Pitiot A. , Delingette, Thompson, & Ayachea, 2004). A capacidade de 
segmentar e classificar diferentes regiões a partir de imagens MRI estrutural tem grande 
importância em estudos de desenvolvimento do cérebro, degeneração  neuronal e na 
avaliação de doenças neurológicas e psicológicas (Klauschen, Goldman, Barra, Linderberg, & 
Lundervold, 2009).  
Independentemente do método usado, a segmentação tridimensional de MRI cerebral 
apresenta-se como um grande desafio. A quantidade de estruturas com diferentes formas e 
aparências existentes no cérebro em conjunto com a necessidade de alta precisão e qualidade 
dos resultados obtidos justificam a diversidade de métodos existentes. 
2.2.1.1 Aquisição e Pré-Processamento 
Em análises de volumetria e segmentação, a capacidade de distinguir entre diferentes tecidos 
e estruturas anatómicas é um requisito essencial. Assim, uma aquisição com contraste T1 de 
alta resolução é a mais comum de se utilizar.  
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Antes de aplicar qualquer método de segmentação é necessário ter em conta a necessidade 
de efetuar alguns passos de pré-processamento. Estes passos não são de todo exclusivos a 
análises de segmentação podendo ser aplicados a outros exame de MRI. A existência de 
factores como ruído próprio da aquisição, artefactos que distorcem a imagem e a presença de 
outros tecidos como o crânio dificulta a segmentação de imagens de MR.  Assim, um primeiro 
passo essencial passa por remover o ruído (que se assume Gaussiano) e corrigir 
heterogeneidades com origem nas bobinas. Para a remoção os artefactos existem vários tipos 
de métodos que podem ser utilizados baseados em filtros, histogramas e ajuste de superfície. 
Outro passo consiste na remoção do crânio que pode ser efectuado usando diferentes 
aplicações, como a McStrip que utiliza um algoritmo híbrido com thresholding de intensidade, 
detecção de bordas e deformação não linear. Outros passos comuns de pré-processamento 
podem ser aplicados como a normalização da intensidade e a transformação para um espaço 
padrão (Lladó, et al., 2012). 
2.2.1.2 Segmentação manual e semi-automática 
O método mais tradicional para a segmentação é a delineação manual por parte de um 
especialista, que analisa cada imagem individualmente e faz a segmentação. Este método é 
muito ineficaz em termos de tempo necessário, sendo usado apenas como uma referência ou 
Gold-standard. Outros métodos dizem-se semi-automáticos quando necessitam da interação 
do utilizador no início ou durante o processo. Estes métodos não são necessariamente 
utilizados de forma isolada podendo ser combinados para atingir melhores resultados. Entre 
os métodos existentes que podem ser utilizados na segmentação pode referir-se o thresholding, 
crescimento por regiões, classificadores (técnicas de reconhecimento de padrões que 
classificam perante características conhecidas), Clustering (semelhante aos classificadores 
mas sem informação de treino) e métodos guiados por atlas (utilizam informação espacial 
previamente reunida, segmentada e classificada num atlas de referencia) (Pham, Xu, & Prince, 
2000) .  
2.2.1.3 Segmentação automática 
Métodos de segmentação automática, como o nome diz, pretendem segmentar as imagem 
sem ser necessária a ajuda do utilizador para definir regiões de interesse ou pré 
segmentações. Estes métodos são normalmente mais complexos e requerem a integração de 
várias ferramentas. (Caldairou, Passat, Habas, Studholme, & Rousseau, 2011) desenvolveram 
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um algoritmo baseado em Fuzzy C-Means e non-local framework. (Pitiot A. , Delingette, 
Thompson, & Ayache, 2004) combinaram a utilização de modelos deformáveis com regras 
explicitas derivadas de especialistas, na criação de um método de segmentação automático.  
O software FreeSurfer possui um módulo para a segmentação semi-automática cujo algoritmo 
combina informação de intensidade da imagem, localização probabilística de atlas e relações 
espaciais entre estruturas, em alternativa o software SPM8, possui um módulo semelhante 
(Klauschen F. , Goldman, Barra, Linderberg, & Lundervold, 2009).  
                              
Figura 2-9 Visualização do resultado da segmentação do FreeSurfer em 3d; 
 
2.2.1.4 Volumetria 
Na base dos estudos de volumetria cerebral, está o conceito que o volume é uma propriedade 
do cérebro e seus componentes regulado por processos de evolução e desenvolvimento. O 
volume característico dos diferentes elementos do cérebro deverá estar diretamente associado 
à sua capacidade de processar informação, refletirá o resultado do processo de evolução e 
deverá ser uniforme para diferentes indivíduos da mesma espécie. Assim, as características 
volumétricas serão uma manifestação direta dos processos histológicos e genéticos (Caviness, 
Lange, Makris, R., & Kennedy, 1999; Armstrong, 1983; Gerhart & Kirschner, 1997). 
Em estudos de volumetria, onde a capacidade de distinguir tecidos e estruturas do cérebro é 
essencial, a ressonância magnética, com imagens com contraste T1, é a técnica de imagiologia 
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mais utilizada. Os estudos podem ser realizados a diferentes escalas, desde a análise da 
totalidade do córtex a diferentes estruturas obtidas por esquemas de segmentação. O 
processo de segmentação é um passo essencial na análise volumétrica, pequenas variações 
neste processo de classificação, irão influenciar diretamente os volumes calculados. 
Análises de volumetria são especialmente relevantes em estudos relacionados com o 
envelhecimento do cérebro (Fjell, et al., 2005) e em doenças do foro neurológico como a 
esquizofrenia (Steen, Mull, Mcclure, Hamer, & Lieberman, 2006). 
Entre as aplicações utilizadas em estudos de volumetria destaca-se o Freesurfer , FSL e o SPM, 
sendo o primeiro considerado mais robusto e capaz de lidar com imagens com diferente 
qualidade, enquanto o segundo e terceiro se mostraram mais capazes em estudos onde a 
sensibilidade à substância cinzenta é essencial (Klauschen F. , Goldman, Barra, Lindenberg, & 
Lundervold, 2009). 
2.2.1.5 Voxel-Based Morphometry 
Uma forma de medir diferenças estruturais do cérebro entre grupos de população é a 
comparação da composição de diferentes tecidos cerebrais, ou o estudo da morfometria 
cerebral. Voxel-Based Morphometry (VBM) é uma técnica completamente automática que 
permite a identificação de diferenças locais na densidade de substância cinzenta e substância 
branca através de testes estatísticos que comparam todos os vóxeis de diferentes grupos 
(Ashburner & Friston, 2001). O mais comum é serem utilizadas imagens de MRI com 
contraste T1 (Yu, Li, Li, Shan, Wang, & Xue, 2008).  
Para permitir a comparação de diferentes grupos, o primeiro passo na VBM consiste na 
segmentação que divide o cérebro em substância branca, substância cinzenta e liquido 
cefalorraquidiano, sobre os quais diferentes hipóteses são testadas. O passo seguinte consiste 
na normalização espacial, transformando todas as imagens para um template comum. Neste 
processo as imagens são distorcidas para corresponderem o mais fidedignamente ao template 
escolhido. Caso as intensidades de cada vóxel sejam mantidas, estas refletirão a densidade de 
substância cinzenta. No entanto, se as intensidades de cada vóxel forem moduladas 
consoante o grau de distorção a que foram sujeitos, as intensidades corresponderão a 
alterações volumétricas. Por fim, as imagens são suavizadas usando a média dos vóxeis 
vizinhos segundo um kernel de suavização (Yu, Li, Li, Shan, Wang, & Xue, 2008; Whitwell, 
2009).  
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A análise estatística é normalmente feita aplicando um General Linear Model (GLM) e a teoria 
Gaussiana. A hipótese nula utilizada é que não existe diferença na densidade ou volume dos 
tecidos dos grupos em estudo, gerando um mapa estatístico de todo o cérebro dos vóxeis que 
refutam a hipótese nula perante um nível de significância p, escolhido pelo utilizador (Whitwell, 
2009).  
Os resultados apresentados por esta técnica devem ser sempre interpretados com bastante 
cuidado devido à quantidade de factores que influenciam os resultados. Os métodos de 
processamento, em especial a normalização espacial, a quantidade de sujeitos utilizados no 
teste e o valor escolhido para p, são alguns dos factores que podem variar entre testes 
exigindo especial cuidado nas conclusões que se tira do estudo e na comparação entre 
diferentes estudos (Ashburner & Friston, 2001; Whitwell, 2009). 
As principais aplicações de destaque em estudos estruturais do cérebro, (FSL, SPM e AFNI) 
possuem um módulo dedicado a análises VBM. 
2.2.1.6 Cortical Thickness 
A capacidade de medir a espessura cortical é uma das aplicações mais interessantes da 
análise estrutural de imagens de MRI. Esta medida pode ser útil na avaliação do 
desenvolvimento de doenças, avaliar tratamentos e no estudo da forma como o cérebro se 
desenvolve e envelhece. 
Existem duas metodologias principais para avaliar a espessura cortical. A Voxel-Based cortical 
thickness (VBCT) análoga à VBM, estabelece fronteiras entre substância cinzenta e branca 
usando a informação dos vóxeis. A espessura é depois calculada dependendo da distância 
entre as diferentes fronteiras. O resultado será um mapa onde cada vóxel na substância 
cinzenta é atribuído um valor de espessura. Tal como na VBM é possível utilizar normalização 
espacial para permitir comparar diferentes estudos (Hutton, Vita, Ashburner, Deichmann, & 
Turner, 2008).  
A segunda metodologia baseia-se em técnicas de superfície. Utiliza a informação da imagem e 
geometria de superfícies para criar modelos geométricos que correspondam à substância 
branca e substância cinzenta. A espessura do córtex é definida avaliando a distância entre 
pontos ou vértices da superfície (Hutton, Draganski, Ashbourner, & Weiskopf, 2009; Hutton, 
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Vita, Ashburner, Deichmann, & Turner, 2008).  Técnicas para avaliar a espessura cortical 
podem fazer uso de apenas uma destas metodologias ou uma combinação delas. 
 
2.2.2 Ressonância Magnética de Difusão 
A ressonância magnética de difusão surgiu nos anos 80 com o intuito de permitir estudos 
funcionais do cérebro, baseando-se na ideia que esta poderia ser utilizada para avaliar o fluxo 
de sangue no cérebro. No entanto, tem-se tornado um standard para avaliar distúrbios na 
substância branca, avaliar vitimas de acidentes vasculares cerebrais e criar mapas de ligações 
cerebrais (Le Bihan D. , 2011).  
A Imagem por Tensor de Difusão (DTI-Diffusion Tensor Imaging) baseia-se no principio de 
difusão das moléculas de água, um movimento aleatório que em condições normais, e na 
ausência de factores limitadores, ocorre de forma uniforme em todas as direções (isotrópico). 
Quando este movimento não é uniforme em todas as direções, devido, por exemplo, à 
presença de obstáculos à difusão, diz-se anisotrópico. 
Uma imagem de DTI irá refletir, em cada vóxel, informação sobre a distribuição de 
deslocamento das moléculas de água, permitindo extrapolar a organização de tecidos e 
estruturas. In vivo, esta difusão foi observada como anisotrópica nos músculos, na medula 
espinhal e na substância branca cerebral. Nesta última, a difusão é notoriamente mais rápida 
na direção das fibras axonais que se organizam de forma paralela (Le Bihan & Breton, 1985).  
2.2.2.1 Aquisição e pré-processamento 
Na presença de um campo magnético com gradiente, a movimentação das moléculas de água 
origina o desfasamento do sinal de RM, produzindo uma atenuação A, caracterizada pela 
equação 2.7, que é proporcional à magnitude da difusão da água na direção do gradiente 
aplicado (Le Bihan, et al., 2001; Makris, et al., 2002). b caracteriza o gradiente de pulsos e D 
é um tensor simétrico 3x3 que descreve a difusão nas várias direções. 𝐴 = 𝑒𝑥𝑝  (−𝑏𝐷)      Equação 2.7  
Para a construção da imagem de DTI são necessárias, pelo menos, imagens do efeito de 
difusão ao longo de seis direções diferentes, em relação a um sistema de eixos. São utilizadas 
no mínimo as orientações dos eixos x, y e z, tal como xy, xz e yz. Embora o valor mínimo 
obrigatório seja 6, é comum serem utilizadas pelo menos 30 direções diferentes para 
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melhorar a caracterização do tensor (Makris, et al., 2002; Soares, Marques, Alves, & Sousa, 
2013). Em conjunto com estas é também utilizada uma imagem base sem qualquer 
informação de difusão (b=0). Das imagens ponderadas serão calculados os diferentes 
componentes do tensor de difusão Dij. Com o tensor de difusão poderão ser calculadas a 
anisotropia fraccional, a difusividade média e a direção de difusão para cada vóxel, obtida pela 
diagonalização do tensor de difusão e representadas pelos vectores (e1, e2 e e3) e valores 
próprios (λ1, λ2 e λ3) que  irão corresponder ás direções e magnitudes principais de difusão, 
respectivamente. Para a representação visual da informação do tensor para cada vóxel são 
utilizadas elipsoides, que representam a distância percorrida por difusão em cada uma das 
direções, sendo o seu eixo principal, o eixo onde ocorre maior difusão  (Le Bihan, et al., 2001). 
Ainda não existe na comunidade científica grande consenso quanto aos melhores fluxos de 
pré-processamento a aplicar. Em (Soares, Marques, Alves, & Sousa, 2013) são sugeridos 6 
passos a aplicar: verificar a informação de cabeçalho e parâmetros de aquisição; inspeção 
visual das imagens para a detecção de distorções e cortes em falta; detecção de imagens 
corrompidas; conversão do formato das imagens; correção de artefactos de movimento e 
correntes residuais; remoção do crânio; correção das direções de gradiente. 
2.2.2.2 Análise das imagens 
Existem várias formas de avaliar a informação presente em DTI, que variam em complexidade 
e no contexto onde são usadas. A mais simples pode ser entendida como a difusividade média 
(também conhecida por trace), e é uma quantidade independente de direções e obtida 
utilizando os 3 valores próprios do tensor de difusão para calcular um valor médio.  Outras 
duas medidas utilizadas são anisotropia relativa (RA-relative anisotropy) e a anisotropia 
fraccional (FA-fractional anisotropy). FA mede a fração do tensor que pode ser atribuído a 
difusão anisotrópica e assume valores entre 0 (completamente isotrópica) e 1 (infinitamente 
anisotrópica). RA  representa o rácio entre as partes anisotrópicas e isotrópicas, sendo um 
desvio padrão normalizado  (Le Bihan, et al., 2001; Jones, 2008). Estas três medidas podem 
ser usadas para construir imagens DTI que traduzem informação relevante à prática médica. 
A principal direção da difusão nos vóxeis é assumida como sendo colinear com a orientação 
dos feixes neuronais. A tractografia (figura 2-7) consiste em estimar trajetórias tridimensionais 
para estruturas anisotrópicas, como as fibras da substância branca, a partir da orientação dos 
tensores de cada vóxel (Le Bihan, et al., 2001).  
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Existem dois tipos de metodologias possíveis para calcular essa orientação: determinísticas e 
probabilísticas. Métodos determinísticos, iniciam o processo com a escolha de um conjunto de 
seedpoints e regiões de interesse (ROI-region of interest), que indicam os locais onde o 
processo se irá iniciar e o espaço a que estão limitados. A partir destes pontos é feita uma 
reconstrução vóxel a vóxel utilizando informação do tensor e adaptando modelos matemáticos 
para estabelecer um caminho. Esta metodologia pode apresentar resultados clinicamente 
úteis. Contudo encontra ainda algumas dificuldades, não permitindo criar vários ramos a partir 
de um vóxel e não apresentando qualquer medida da confiança que se pode ter no resultado.  
Os métodos probabilísticos constroem, a partir de um seedpoint, uma grande quantidade de 
caminhos possíveis. Existem vários métodos probabilísticos que podem ser utilizados, mas 
todos eles produzem um mapa que quantifica o número de caminhos gerados a partir de um 
seedpoint que passam em cada vóxel. Representam, no fundo, a probabilidade de ligação 
entre diferentes vóxeis. Estes métodos apresentam sempre um grau de confiança que se pode 
ter em cada caminho obtido (Jones, 2008). 
2.2.2.3 Aplicações clínicas 
As principais aplicações clínicas de DTI estão ligadas ao cérebro e vão desde avaliação de 
isquemia e derrames cerebrais, estudo da substância branca no diagnóstico de doenças como 
Alzheimer,  e tumores cerebrais, como ferramenta de ajuda em exames de RM funcional (Le 
Bihan, et al., 2001), na avaliação do envelhecimento e do desenvolvimento cerebral e em 
doenças neuro-psiquiátricas (Thomason & Thompson, 2011). Entre as aplicações que podem 
ser utilizadas no  processamento de imagens DTI pode referir-se o Diffusion Toolkit e o 
visualizador Trackvis (www.trackvis.org). 
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Figura 2-10 Tractografia construída no Trackvis; a) vista coronal; b) vista sagital;  
 
2.2.3 Ressonância Magnética funcional 
A modalidade de ressonância magnética funcional (fMRI-functional Magnetic Resonance 
Imaging) é atualmente uma das técnicas mais utilizadas para o mapeamento do 
funcionamento do cérebro humano na área das neurociências. Os seus métodos podem medir 
a perfusão, volume ou oxigenação (neste, a técnica BOLD é a mais comum) do sangue no 
cérebro. São métodos conhecidos por possuírem excelente resolução espacial mas fraca 
resolução temporal. A fMRI tem sido utilizada para investigar e testar hipóteses da topografia 
funcional do cérebro e redes neuronais e investigar mecanismos neuro-fisiológicos (Matthews 
& Jezzard, 2004; Ramsey, Hoogduin, & Jansma, 2002). 
O método BOLD é sensível a variações na oxigenação do sangue e baseia-se nas diferentes 
propriedades magnéticas da oxi e desoxihemoglobina, possuindo este segundo menos 
susceptibilidade magnética, afectando os protões adjacentes e criando uma perda de 
coerência na precessão dos protões e, consequentemente, uma perda no sinal captado. Por 
outro lado, um aumento do sangue oxigenado irá traduzir-se num aumento na intensidade do 
sinal T2* medido. 
Durante a ativação sináptica ocorre um aumento na extração de oxigénio de sangue que 
provoca um aumento drástico localizado do fornecimento de sangue oxigenado, que por sua 
vez se irá traduzir num aumento da intensidade do sinal de fMRI (Ogawa, Le, Kay, & Tank, 
1990).  
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Os estudos fMRI dividem-se em duas grandes áreas: estudos de repouso, onde se 
caracterizam as dinâmicas que existem por defeito no cérebro, e estudos com estímulos, onde 
se avalia a resposta do cérebro a estímulos específicos. 
2.2.3.1 Aquisição e Pré-Processamento 
Enquanto uma aquisição estrutural se pretende visualizar estruturas que variam muito pouco 
ao longo do tempo, uma aquisição de fMRI pretende-se visualizar variações da resposta BOLD, 
que é bastante dinâmica. Desta forma é necessário adquirir vários volumes cerebrais ao longo 
do tempo e com um curto intervalo de tempo entre cada volume. Uma imagem fMRI é então 
constituída por várias dezenas de volumes (mais de 30). Cada imagem 2D demora 
aproximadamente 60 ms a adquirir, com um TR entre 2 e 3 segundos e vóxeis com 
dimensões entre os 3 e 4 mm3. Assim, normalmente, as aquisições fMRI são feitas utilizando 
sequências EPI por permitirem aquisições rápidas que são também úteis para diminuir 
problemas de movimentos do sujeito. 
Tomando como referência um vóxel ou grupo de vóxeis, este pode ser caracterizado por um 
conjunto de pontos, que refletem o seu valor de intensidade ao longo da aquisição. Este 
conceito é também conhecido como série temporal e traduz as variações dos níveis de 
oxigenação para a região compreendida no vóxel.   
Independente da forma como se processa a informação existem alguns passos de pré-
processamento comuns de se aplicar: correção do desfasamento temporal, correção de 
movimentos e distorções fisiológicas, normalização, suavização e filtragem do sinal (Glover, 
2011). 
2.2.3.2 Tarefas e paradigmas 
Uma das características principais e mais distintiva da fMRI são as tarefas (com a exceção da 
fMRI de repouso). As tarefas são apresentadas aos sujeitos enquanto estes se encontram no 
scâner. As tarefas podem ser de natureza receptiva, como a percepção de estímulos visuais 
ou auditivos, ou natureza reativa, como responder a estímulos ou memorizar palavras. A 
construção, organização temporal e previsões de comportamento das tarefas executadas pelo 
sujeito em estudo designa-se de paradigma (Ramsey, Hoogduin, & Jansma, 2002; Amaro Jr & 
Barker, 2006). 
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O desenho mais comum dos paradigmas é em blocos. São usados períodos longos, de por 
exemplo 30 segundos, ao longo dos quais se tenta manter um estado cognitivo. São 
efectuadas repetições para se garantir que variações não relacionadas com a análise funcional 
não influenciam o sinal final (e.g. movimentos do paciente) (Matthews & Jezzard, 2004). Estas 
repetições são intervaladas com períodos de repouso que estabelecem um nível de base da 
atividade neuronal. 
Um dos maiores problemas da fMRI, está na dificuldade de isolar estados cognitivos, já que 
várias funções estão por vezes associadas a uma só tarefa. Se o objectivo é procurar por 
regiões que medeiam uma tarefa, o único caminho a seguir é fazer uma análise estatística 
assumindo apenas a ativação relacionada com a tarefa e utilizar ferramentas matemáticas 
para determinar os vóxeis de interesse. Se o objectivo for determinar quais as funções de uma 
determinada região um desenho cuidado do paradigma será suficiente para ultrapassar as 
dificuldades. Para isto pode-se incluir pequenas variações nas tarefas que diferem num 
aspecto em particular, permitindo estudar vários estados cognitivos (Ramsey, Hoogduin, & 
Jansma, 2002). 
Uma alternativa aos desenho de paradigmas de blocos que tem ganho cada vez mais 
popularidade são os paradigmas de eventos. Estes paradigmas avaliam a reposta do cérebro a 
eventos, que podem ser desde um som, a um padrão visual ou um momento de escolha num 
jogo de sorte (Buckner, 1998). Distingue-se dos paradigmas em blocos ao não fixar o tempo 
de duração de estímulos e individualizar cada estimulo, sendo assim capaz de caracterizar 
temporalmente a resposta aos estímulos e estados cognitivos subjacentes. O principal factor 
que possibilita a realização deste tipo de paradigmas em MRI é a rapidez de aquisição de 
imagens, impossível em técnicas como PET (Amaro Jr & Barker, 2006). 
Após a aquisição das imagens os dados das séries temporais serão processados criando um 
mapa da ativação cerebral (Figura 2-11). De forma a eliminar os efeitos dos vários ruídos que 
podem ser por vezes superior ao sinal de interesse, a análise estatística é feita comparando 
diferentes estados cognitivos. Diferentes análises podem ser feitas, dependendo do objectivo 
que se deseja atingir. O General Linear Model (GLM), pode ser utilizado quando se deseja 
testar uma hipótese, permitindo testar as diferenças entre diferentes estados cognitivos. A 
análise de componentes independentes (ICA-Independent Component Analysis) é um método 
puramente exploratório e é utilizada para identificar padrões de ativação sem que haja à priori 
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informação de áreas específicas envolvidas ou funções em estudo (Ramsey, Hoogduin, & 
Jansma, 2002).  
 
Figura 2-11 Mapa de ativações cerebrais num aquisição com paradigmas. A vermelho ativações, a azul 
desativações; 
O estudo das dinâmicas funcionais do cérebro é potenciado pela grande quantidade de 
software e pacotes de ferramentas para o seu processamento. Praticamente todas as opções 
existentes incluem algum módulo ou ferramenta para a realização dos passos de pré-
processamento, pós processamento ou análise de imagens funcionais. O estudo de imagens 
funcionais está na origem de alguns dos software mais famosos como o FSL e o AFNI, e tem 
direito a diferentes módulos no SPM.  
2.2.3.3 Redes Neuronais de Repouso 
Enquanto a fMRI tradicional se foca na resposta BOLD a estímulos externos e tarefas, tem 
surgido ao longo  dos anos o interesse no estudo de flutuações espontâneas em repouso 
desse sinal. A associação de componentes de baixa frequência (entre 0.01 e 0.1 Hz) a 
conjuntos de estruturas da substância cinzenta com funções conhecidas, como as áreas 
motoras, visuais, linguagem e processamento auditivo, tem apoiado a teoria que estas 
flutuações estão associadas à atividade neuronal base do cérebro (Damoiseaux, et al., 2006). 
Investigações apontam que a atividade intrínseca em repouso é organizada espacialmente em 
padrões coerentes específicos denominados de Redes Neuronais de Repouso (RSN- Resting 
State Networks) (Liao, et al., 2010).  
As RSN refletem sistemas centrais de percepção e processamento cognitivo. Mostram, por 
exemplo, de forma consistente, padrões de conectividade funcional em núcleos do tálamo e 
cerebelo permitindo a investigação de ligações cortico-cerebelares e cortico-subcorticais em 
maior detalhe do que medidas de conectividade estrutural. No espectro de frequência, as RSN 
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são referidas como possuindo variações de baixa frequência. Inicialmente as oscilações BOLD 
foram associadas a oscilações entre 0.01 e 0.08 Hz, separada de frequências respiratórias e 
cardiovasculares. Mais recentemente foi mostrado que filtrando o sinal para ter em conta a 
resposta hemodinâmica, a distribuição se estende até aos 0.15 Hz, sugerindo que as RSN 
possuam uma gama menos tendenciosa para as baixas frequências (Cole, Smoth, & 
Beckmann, 2010).  
Das RSNs conhecidas, a rede conhecida por default-mode network (DMN) é aquela que tem 
recebido maior atenção por parte da comunidade científica. Esta rede tem a particularidade de 
possuir um maior sinal BOLD em descanso do que durante a realização de várias tarefas 
levando a hipótese de que esta se encontra ativa durante descanso e suspensa quando tarefas 
especificas estão a ser realizadas (Damoiseaux, et al., 2006).  
Ao contrário da fMRI com paradigmas, durante esta aquisição é apenas dada a indicação ao 
sujeito para permanecer de olhos fechados e em repouso, sem pensar em nada em particular 
e sem adormecer (Liao, et al., 2010).  
Na análise dos dados existem dois métodos habitualmente utilizados. A análise de correlação 
baseada em seeds (SCA- Seed-based Correlation Analysis) que necessita da definição à priori 
de uma região de interesse de onde será extraída a respectiva série temporal que será 
utilizada numa análise de correlação linear com as restantes regiões cerebrais criando um 
mapa de conectividade funcional em relação à região de interesse. Outra forma de análise é a 
análise ICA  já mencionada anteriormente (Cole, Smoth, & Beckmann, 2010) que permite 
isolar padrões espaciais de conectividade funcional que maximizam o grau de independência 
temporal entre si.   
2.2.3.4 Aplicações Clínicas 
Entre as aplicações clínicas da fMRI a mais comum é como ferramenta de apoio no 
planeamento de cirurgias ao cérebro. É possível, utilizando os mapas funcionais do cérebro, 
identificar quais as zonas críticas às diferentes funções do cérebro e planear a melhor 
aproximação em cirurgias como remoções de tumores ou tratamento da epilepsia (Adcock, 
Wise, Oxbury, Oxbury, & Matthews, 2003; Sunaert & Yousry, 2001). É também usada como 
ferramenta de diagnóstico precoce de algumas doenças cerebrais como Alzheimer, como 
ferramenta de apoio na identificação da origem de convulsões e no desenvolvimento de novos 
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tratamentos de doenças cerebrais permitindo avaliar a neuro-reabilitação (Matthews & Jezzard, 
2004) e na investigação de doenças mentais (Liao, et al., 2010). 
Mais recentemente, e acompanhado o crescente interesse na sua investigação, têm surgido 
diversos estudos que associam o comportamento das RSN a diferentes doenças, estados 
mentais e ao envelhecimento do cérebro. No Alzheimer, tem sido estudada a forma como a 
doença pode afectar estas redes em casos pré-clínicos (Sheline & Raichle, 2013), como se 
compara com o envelhecimento saudável do cérebro (Greicius, Srivastava, Reiss, & Menon, 
2004) e em pacientes foi demonstrado um défice nas redes associadas à atenção tal como a 
ausência de certas ligações (Sorg, et al., 2007). As RSN têm também sido utilizadas em 
estudos associados à doença de Parkinson (Tessitorea, et al., 2012), esquizofrenia (Medaa, et 
al., 2012) e problemas de défice de atenção (Weissman, Roberts, Visscher, & Woldorf, 2006).
  
 
Capítulo 3                                        
Redes de Conectividade Funcional 
 
O processo de desenvolvimento de um modelo capaz de representar e caracterizar a 
conectividade cerebral é sem duvida bastante ambicioso e complexo. Necessita 
invariavelmente de recorrer a conceitos e conhecimentos de uma grande diversidade de 
disciplinas: desde a medicina, com os conceitos necessários de fisiologia e anatomia cerebral, 
à neuroimagiologia na aquisição e processamento de imagens, até à construção e análise de 
redes complexas feita pela teoria de grafos. Perante tal diversidade de disciplinas, é essencial 
definir claramente a relação entre elas e a forma como cada uma contribui para a construção 
e caracterização das redes. 
Na base de um modelo de conectividade cerebral estarão invariavelmente os conceitos que 
caracterizam os processos e dinâmicas que definem o funcionamento do cérebro. A partir 
destes conceitos, existem duas possíveis estratégias a seguir: o estudo da conectividade 
estrutural e o estudo da conectividade funcional. Ambas têm recebido bastante atenção pela 
comunidade científica, não sendo, de todo, estratégias incompatíveis. De facto, é desejável 
que as duas eventualmente convirjam, permitindo criar um modelo completo da conectividade 
cerebral. Na ausência atual desta possibilidade, será focada a análise da conectividade 
funcional, por ser atualmente mais aceite como capaz de caracterizar ligações funcionalmente 
significativas entre diferentes estruturas do cérebro. A escolha da conectividade funcional 
permite também colher os benefícios de todo o conhecimento e experiência existentes no 
processamento  de imagens funcionais.    
Formados os conceitos que permitem relacionar diferentes regiões do cérebro, o verdadeiro 
desafio está na escala em que o fazemos. Este aumento drástico no número de elementos 
considerados na análise, e as diferentes dinâmicas assim criadas, criam a necessidade de 
procurar novas ferramentas capazes de suportar este novo tipo de análise.  
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A aplicação da teoria de grafos e análise de redes complexas ao estudo de redes de 
conectividade funcional, possibilita a utilização de ferramentas desenvolvidas ao longo de 
dezenas de anos em diferentes campos de estudo e com resultados mais que comprovados.  
 
3.1 Conectividade funcional 
Apesar de a noção que o cérebro humano se mantém ativo mesmo quando nenhuma tarefa 
está a ser executada já existir há muitos anos, foi com o advento das tecnologias de 
imagiologia de PET e fMRI que as primeiras provas começaram a surgir. De facto, apenas em 
1995 em (Biswal, Yetkin, Haughton, & Hyde, 1995) foi demonstrado pela primeira vez a 
existência de padrões atividade cerebral em situações de repouso.  
No estudo de Biswal e colegas, os sujeitos em estudo eram instruídos a manterem-se em 
repouso sem pensar em nada em especifico durante uma aquisição EPI. Das imagens obtidas 
foram escolhidos vóxeis de ambos os hemisférios relacionados com a atividade motora 
primária como seeds. O cálculo da correlação entre estas seeds e os restantes vóxeis da 
imagem demonstrou a existência de fortes correlações entre estas e zonas que se sabem 
estar associadas a funções motoras, criando o primeiro mapa de conectividade funcional 
(Figura 3-1).  
                           
Figura 3-1 Primeiro mapa de conectividade funcional que permite observar a correlação entre 
diferentes zonas motoras; adaptado de (Biswal, Yetkin, Haughton, & Hyde, 1995). 
Assim, em apenas um artigo, foram dados dois passos essenciais para a compreensão do 
cérebro humano: foi demonstrada a existência de atividade cerebral relevante em repouso, e 
foi criado o primeiro tipo de análise de conectividade funcional: a seed correlation analysis 
(SCA-Figura 3-2).  
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Desde esse primeiro estudo, tem sido demonstrado que a conectividade funcional em repouso 
é capaz de fornecer muita informação sobre a organização das redes cerebrais (Figura 3-3) 
(Behrens & Sporns, 2012).  Foi também demonstrado que regiões que apresentam variação 
do sinal adquirido coerentes entre si, se dividem em redes distintas, de forma consistente ao 
longo de diferentes sujeitos (DeLuca, Beckmann, & Stefano, 2006; Damoiseaux, et al., 2006). 
Resultados de diferentes estudos demonstram também que variações nesta conectividade 
funcional estão associadas a diferenças genéticas e comportamentais e a processos neuro-
degenerativos (Filippini, et al., 2009; Sperling, et al., 2009; Seeley, et al., 2007). Por fim, foi 
demonstrado que as redes obtidas em repouso podem também ser obtidas calculando quais 
as regiões que apresentam atividade comum ao longo de milhares de estudos fMRI com 
paradigmas, sugerindo que as RSN têm de facto um papel central no funcionamento do 
cérebro (Smith, et al., 2009). 
        
 
Figura 3-2 a) Extração das séries temporais e cálculo das correlações; b) Mapa de conectividade 
resultante. Adaptado de (van den Heuvel & Pol, 2010) 
Ligações funcionais não refletem necessariamente ligações sinápticas diretas. Fortes 
correlações podem resultar de ligações diretas, onde as fontes do sinal estão diretamente 
ligadas, ou indiretas, onde as fontes podem estar ligadas por uma ou mais zonas intermédias, 
ou recebem sinais de uma região em comum. O que verdadeiramente reflete é uma sincronia 
na variação da ativação de zonas espacialmente distintas. Pode ser interpretada como uma 
relação temporal ou associação estatística entre os processos que ocorrem nessas zonas 
(Behrens & Sporns, 2012; Friston K. , 2002). 
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Figura 3-3 Redes funcionais conhecidas: a) rede da memória do trabalho direita; b) sistema da atenção 
visuoespacial dorsal; c) rede visual secundária; d) rede dos ganglios da base e cerebelo; e) rede da 
memória do trabalho esquerda; f) rede sensoriomotora; g) rede visual primária; h) rede auditiva e da 
linguagem; i) DMN; j) sistema da atenção visuoespacial ventral (Binnewijzend, et al., 2012);  
A passagem de estudos de conectividade de zonas especificas, para o estudo de toda a rede 
de conectividade cerebral força uma alteração significativa na estratégia de análise. O cálculo 
de correlação deixa de se focar numa seed especifica, passando a ser calculada a relação 
entre um maior número de regiões de interesse (Regions of Interest-ROIs), todas com igual 
significância. As diferentes relações entre estas zonas dá origem a uma rede de conectividade. 
A natureza dos resultados obtidos é assim bastante diferente de uma análise SCA, sendo 
necessário recorrer a ferramentas apropriadas para a análise deste tipo de estruturas. A teoria 
de grafos e a análise de redes complexas especializa-se na formalização da definição destas 
redes e na sua caracterização. 
O sistema nervoso é, por natureza, uma rede complexa, com a capacidade de gerar e integrar 
informação a partir de diferentes fontes, de forma dinâmica, criando padrões de dependência 
estatística e de interações diretas. Estes padrões e interações espalham-se por todo o cérebro 
em combinações que mudam rapidamente perante diferentes tarefas (Sporns, Chialvo, Kaiser, 
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& Hilgetag, 2004). Neste contexto, uma rede, é uma abstração utilizada para representar 
sistemas complexos do mundo real e a interação dos seus elementos. Na análise de 
conectividade cerebral, as redes são constituídas por nós ou vértices que representam as 
estruturas anatómicas, e por arestas que representam a ligação entre estas.  
A combinação de estudos MRI com a teoria de grafos na análise da conectividade cerebral é 
relativamente recente. Em (Sporns O. , 2012) é descrita a evolução da área nas ultimas duas 
décadas. Entre as dificuldades iniciais relatadas encontravam-se a resistência dos neuro-
cientistas a metodologias primariamente teóricas, a falta de conjuntos de dados, e uma 
preferência pela investigação das propriedades de unidades cerebrais individuais. Contudo, já 
durante a primeira parte da década de 90, alguns trabalhos apresentaram o potencial da 
análise de padrões na conectividade cerebral (Sporns, Tononi, & Edelman, 1991; Felleman & 
vann Essen, 1991; Young, 1992). A introdução da fMRI em 1992, foi um passo importante na 
observação da dinâmica de ativações cerebrais. Os trabalhos de McIntosh e colegas (McIntosh, 
Nyberg, Bookstein, & Tulving, 1997; McIntosh, Rajah, & Lobaugh, 1999), sobre os 
mecanismos de memória que associaram a diferentes estados mentais e padrões de 
conectividade, e (Watts & Strogatz, 1998) sobre arquiteturas small-world, foram essenciais 
para construir momento no desenvolvimento da área. Já o novo milénio, foi marcado por 
estudos que se focaram na análise de pequenos conjuntos de dados e pelas primeiras edições 
de workshops sobre conectividade cerebral, onde foi apresentado um dos primeiros estudos 
que aplicava teoria de grafos à fMRI (Achard, Salvador, Whitcher, Suckling, & Bullmore, 2006) 
e, posteriormente, na análise da DMN (Smitha, et al., 2009; Raichle, 2011). Atualmente, o 
The Human Connectome Project fornece grandes quantidades de dados de conectividade no 
cérebro humano, que permite aos participantes criar os seus modelos e métodos de análise 
da conectividade do cérebro humano.  
Entre as técnicas de imagiologia utilizadas na criação de redes de conectividade cerebral, é 
possível encontrar relatos de utilização de PET (Huang, et al., 2010)  e EEG/MEG (Yu, Huang, 
Singer, & Nikolic, 2008) na construção de redes de conectividade funcional. Contudo, a 
utilização de dados de MRI é de longe a mais comum, não só pelas vantagens que a própria 
técnica apresenta, mencionadas anteriormente, mas principalmente pela diversidade e 
quantidade de informação a que é possível aceder. No resto deste subcapítulo serão descritos 
alguns dos métodos utilizados na construção das diferentes redes de conectividade, 
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nomeadamente na definição dos elementos da rede, e nas medidas de conectividade que os 
ligam.  
A combinação destes dois factores deve ser feita cuidadosamente, pois a natureza dos seus 
elementos e das ligações da rede determinará a interpretação que pode ser feita dos 
resultados (Butts, 2009). 
O primeiro passo essencial na construção de uma rede é a definição dos seus elementos ou 
vértices. É importante que ao definir um vértice se tenham em consideração duas 
características que vértices de redes, em geral, devem possuir. Devem ser uma porção 
separável do resto do sistema,  serem capazes de assumir uma estrutura independente, 
correndo o risco de as interações entre eles se tornarem menos significativas, em termos de 
interpretação, quanto mais os vértices são similares entre si. Devem também ser 
internamente homogéneos, encapsulando informação que tenha integridade em si (Bullmore 
& Basset, 2011; Rubinov & Sporns, 2010; Butts, 2009).  
Talvez o método mais comum, para dividir o cérebro em diferentes ROIs, seja a utilização de 
algoritmos ou atlas para segmentação cerebral, que dividem o cérebro em diferentes regiões 
anatómicas. Os métodos mais utilizados segmentam o cérebro entre 90 a 132 regiões 
diferentes (embora seja possível dividir em maior número), separadas por ambos os 
hemisférios e limitadas ou não à substância cinzenta/branca, dependendo do estudo. (Tian, 
Wang, Yan, & He, 2011) e (Minati, Grisoli, A.K., & Critchley, 2012) utilizaram o atlas AAL 
(Automated Anatomic Labeling). Em (Richiardi, Eryilmaz, Schwartz, Vuilleumier, & Ville), 
(Messé, et al., 2012) e (Iturria-Media, et al., 2007), foi utilizado o atlas MNI e ferramentas 
IBASPM para fazer essa segmentação. Em (Cammoun, et al., 2012) foi aplicado um método 
um pouco mais complexo. A partir de uma divisão inicial em 66 parcelas, foi aplicada uma 
heurística de divisão em duas fases de (Hagmann, et al., 2007) para fazer uma subdivisão em 
998 zonas de igual tamanho. É ainda referido que estas zonas podem ser novamente 
agrupadas, dependendo da aplicação, criando 5 divisões diferentes com 998, 483, 241, 133 
e 66 zonas. Em (Vandenberghe, et al., 2012), um estudo que usa fMRI, são identificados 
clusters de vóxeis de maior interesse, e ordenados. De seguida, por ordem decrescente de 
interesse, são identificadas as coordenadas MNI, dos máximos locais, separados por pelo 
menos 20 mm. A interseção de uma ROI com 6 mm de raio centrada nesses máximos com os 
respectivos clusters, deu origem a 57 vértices.  
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Uma ideia semelhante, de dividir o cérebro em ROIs, foi aplicada em  (Sun, et al., 2012) (cuja 
rede resultante pode ser vista na Figura 3.2)  e (Zhu, et al., 2012), contudo, em vez de 
seguirem a divisão estrutural, foram identificadas as zonas mais relevantes nos mapas de 
ativação funcional  do estudo em questão, começando por  fazer a detecção das regiões 
relevantes no grupo, e aplicando posteriormente a cada um dos indivíduos.  
       
Figura 3-4 Rede de conectividade funcional construída em (Sun, et al., 2012)    
Em (van den Heuvel, Stam, Boersma, & Pol, 2008), um estudo de redes de repouso, foi 
construído uma rede que compara todos os vóxeis das imagens, construindo redes com um 
número de vértices à volta dos 10000, que serão todos relacionados entre si.  
Se a definição dos vértices da rede pode ser difícil de concretizar, estabelecer as medidas de 
conectividade apresenta iguais dificuldades. As duas formas mais comuns de avaliar a 
conectividade entre diferentes regiões in-vivo, são a tractografia e a conectividade funcional 
(Behrens & Sporns, 2012). Inicialmente é necessário ter em conta o tipo de aresta que se vai 
utilizar, com ou sem pesos, onde os pesos em redes anatómicas podem representar a 
densidade ou coerência anatómica, ou em redes funcionais ou efetivas representar a 
magnitude da correlação ou interação. A utilização de arestas binárias (sem peso) é bastante 
comum, simplificando todo o processo de análise, embora com perda de informação. É 
também possível distinguir entre arestas direcionadas ou não-direcionadas, utilizando modelos 
dinâmicos causais (Stephan, et al., 2008). Por outro lado estudos de tractocrafia validam a 
utilização de arestas sem direção (Rubinov & Sporns, 2010). É também bastante importante 
ter em consideração, principalmente em redes de conectividade funcional, a forma como se 
adquire e processa o sinal. Desde a escolha entre fMRI em repouso, à utilização de diferentes 
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paradigmas, sendo que uma escolha não será necessariamente melhor que outra, tendo que 
se olhar ao contexto e à informação que se deseja obter (Bullmore & Basset, 2011).  
Na construção de redes de conectividade funcional, a metodologia usual começa (após todos 
os passos de pré processamento considerados necessários) por processar as séries temporais. 
Como os vértices podem representar vários vóxeis, é comum atribuir a toda a região que este 
apresenta o valor médio dos seus vóxeis. Por fim, é estabelecido um coeficiente de correlação 
entre cada par de vértices, que são agrupados numa matriz. A aplicação de um threshold 
permite selecionar a densidade de ligações que vamos encontrar na rede (Messé, et al., 2012). 
A aplicação deste threshold pode também ser usada para transformar a rede numa rede sem 
pesos (van den Heuvel, Stam, Boersma, & Pol, 2008). O cálculo das correlações parciais foi 
feito em (Marrelec, et al., 2006) e (Vandenberghe, et al., 2012), calculando a inversa da 
matriz de covariância e aplicando posteriormente a transformada de Fisher. Em (Tian, Wang, 
Yan, & He, 2011) foi calculado o coeficiente de correlação de Pearson. Ambas as 
metodologias procuram obter estimativas da sincronia do sinal BOLD entre diferentes regiões 
(Lord L. , et al., 2011).  
Na construção de redes de conectividade anatómica, procura-se estabelecer uma medida de 
conectividade física. A abordagem mais comum, utiliza imagens DTI e construções de 
tractografias, mas outras abordagens utilizando medidas de volume e espessura cortical 
também são utilizadas (Bullmore & Basset, 2011). (Messé, et al., 2012) utilizam um método 
de tractografia probabilístico para determinar a probabilidade de existirem feixes neuronais 
que ligam diferentes ROIs, construindo depois um índice que indica a fração de fibras que liga 
cada par. Em (Cammoun, et al., 2012) são utilizadas as fibras criadas por tractografia, para 
estabelecer um peso na ligação entre dois vértices. É feito um somatório do numero total de 
fibras, corrigido por um termo que diminui o seu peso, quanto maior for o cumprimento da 
fibra. (Basset, Bullmore, Verchinski, Mattay, Weinberger, & Meyer-Lindenberg, 2008) 
estabelecem uma medida de conectividade entre regiões de substância cinzenta, medindo a 
correlação de volumes entre cada região, ao longo de todos os sujeitos do estudo. (He, Chen, 
& Evans, 2007) estabelecem uma medida de conectividade, calculando a correlação de 
Pearson da espessura cortical de diferentes zonas (Figura 3-5). 
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Figura 3-5 Construção de redes de conectividade estrutural utilizando espessura cortical. a) Extração 
da espessura cortical; b) Matriz de adjacências com pesos; c) Matriz de adjacência binarizada; 
Adaptado de (He, Chen, & Evans, 2007) 
3.2 Teoria de Grafos 
As origens da área de investigação atualmente conhecida como teoria de grafos remontam ao 
trabalho desenvolvido por Euler em 1736, num artigo onde resolveu o problema das pontes de 
Konisgsberg. O problema consistia em determinar se era possível atravessar todas as 7 
pontes que ligam as diferentes partes da cidade, passando apenas uma vez por cada ponte. 
Para resolver o problema Euler utilizou uma representação abstracta em rede do problema e 
provou que este era impossível de resolver (Euler, 1736). Desde ai a teoria de grafos tem sido 
uma área importante de investigação matemática e uma ferramenta essencial para resolver e 
estudar problemas que podem ser representados por redes (Stam & Reijneveld, 2007).  
A teoria de grafos, em grande parte devido à sua simplicidade e capacidade para estudar e 
modelar redes complexas, tem tido aplicações numa grande diversidade de áreas. Na química, 
é utilizada para modelar as ligações de moléculas e compostos químicos. Em sociologia é 
Redes de Conectividade Funcional 
 46 
utilizada para explorar mecanismos de difusão de informação e comportamentos. Em 
investigação operacional, com o exemplo clássico do caixeiro viajante, é utilizada para modelar 
redes de transporte e planear projetos de grande complexidade. Nas ciências da computação 
onde é utilizada na construção de redes seguras, no desenho de mecanismos anti-falha e no 
estudo da World Wide Web, que pode ser vista como um grafo entre diferentes páginas 
(Shirinivas, Vetrivel, & Elango, 2010; Deo, 1974).    
 
3.2.1 Estrutura e Representação 
Em termos práticos, o conceito de grafo é bastante simples e pode ser definido como um 
conjunto de pontos ou vértices no espaço ligados por um conjunto de arestas. De forma mais 
formal, um grafo G é um par de conjuntos disjuntos (V,E) onde V é o conjunto de vértices e E é 
o conjunto de arestas (edges). Uma aresta {ab} liga os vértices a e b, e se {ab} ∈ G esses 
vértices são considerados vértices adjacentes em G e incidentes de {ab}. 
A forma mais comum e mais simples de grafo não inclui aquilo a que se chama de arestas 
múltiplas (quando dois vértices são ligados por mais que uma aresta) e laços (quando uma 
aresta liga um vértice a si mesmo). Neste caso temos o que se chama de grafo simples. Na 
presença dos dois tipos de arestas anteriormente referidos diz-se estar na presença de um 
multigrafo ou pseudografo respectivamente.  
Uma forma simples de representação gráfica de um grafo pode ser vista na Figura 3-6. Se nas 
arestas for definida uma direção estas podem ser chamadas de arcos, e o grafo será 
direcionado ou um dígrafo. É também bastante comum em muitas aplicações as ligações 
entre os vértices estarem associadas a um função de peso que traduz a força ou o custo da 
ligação entre dois vértices. Essa força é representada visualmente pelo valor junto à aresta 
(Figura 3-6 b)). É um atributo bastante usado mas é sempre dependente de contexto. 
Outras formas de representação de grafos utilizam matrizes ou tabelas. A matriz de adjacência 
AG (Figura 3-7 a)), possui nas colunas e nas linhas os diferentes vértices e os seus valores 
representam  o número de ligações ou o custo das ligações entre esses vértices. Embora esta 
representação seja por vezes considerada pouco eficiente em termos de espaço que necessita, 
é uma ferramenta importante que permite a aplicação de métodos de álgebra linear na teoria 
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de grafos. Uma alternativa a esta representação é a tabela de incidências que para cada 
vértice lista todas as arestas associadas (Figura 3-7 b)). 
 
Figura 3-6 a) grafo com vértices a, b, c, d, e, f, g, h e arestas ab, bc, bd, ce, df, eg, fg e gh; b) Grafo 
direcionado com função de peso; 
Como muitas aplicações reais podem ter grafos com centenas ou milhares de vértices, a 
representação gráfica torna-se muitas vezes difícil ou mesmo impraticável. Este tipo de 
representação mais formal facilita não só esses casos mas também todo o processo de 
computação associado à resolução de problemas. 
 
Figura 3-7  a) Matriz de adjacências do grafo da figura 1.a); b) Tabela de incidências de 1.a);   
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3.2.2 Subgrafos e propriedades básicas 
Um grafo G’=(V’,E’) diz-se um subgrafo de G se V’ ⊂ V e E’ ⊂ E, tendo-se então G’ ⊂ G. Se V’ 
= V, então G’ denomina-se de subgrafo abrangente. O subgrafo induzido por um conjunto de 
vértices U, com U ⊂ V, é o grafo que contém todas as arestas cujos vértices terminais destas 
estão em U. Um subgrafo induzido por um conjunto de arestas é definido de forma 
equivalente.  
A ordem n de um grafo G é o número de vértices em G, sendo representada como a 
cardinalidade de um conjunto por |G| e, naturalmente, |G|=|V(G)|. Um qualquer grafo G de 
ordem n pode ser escrito como Gn. O tamanho m de G é o número de arestas existentes em G 
representado por E(G). Para um qualquer grafo, G(n,m) denota a ordem e tamanho do grafo, 
por exemplo no grafo da Figura 3-6, teremos G(8,9).  
Um grafo completo é um grafo onde todos os pares de vértices estão ligados por uma aresta. 
Um grafo completo com n arestas denota-se Kn. Um subgrafo completo denomina-se de clique. 
Na Figura 3-1, o subgrafo composto pelo conjunto de vértices (a,b,d) e pelas arestas {ab}, {bd} 
e {ad} será um clique ou cluster. 
Um grafo bipartido G é um grafo cujo conjunto de vértices V pode ser dividido em dois 
subconjuntos U e V, de tal forma que todas as arestas de G ligam um vértice de U a um 
vértice de V. 
O grau, d(a), do vértice a é igual ao tamanho da sua vizinhança, Γ(a), sendo d(a)=|Γ(a)| e 
Γ(a) o conjunto de vértices adjacentes a a. Quando um vértice possui grau 0, diz-se isolado. 
Um grafo onde o grau mínimo δ(G), de todos os vértices presentes no grafo, é igual ao grau 
máximo Δ(G), diz-se regular de grau k, e δ(G)=Δ(G)=k. Tendo em conta que cada  aresta 
possui sempre dois vértices, é possível estabelecer a relação presente na equação 3.1.  𝑑(𝑥!!! ) = 2𝑒(𝐺)    Equação 3.1 
Ou seja, o somatório de todos os graus dos vértices, será igual ao dobro do número de arestas 
existentes. Um grafo onde todos os vértices têm o mesmo grau diz-se regular.  
Um vértice de corte é um vértice que ao ser eliminado aumenta o número de componentes do 
grafo. De forma semelhante, uma ponte é uma aresta que ao ser eliminada aumenta o 
número de componentes do grafo. 
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Um caminho (path) P é um grafo com a forma V(P)={x0,x1,...xl}, E(P)={x0x1,x1x2,...xl-1xl}, ou seja, P 
é o conjunto de arestas e vértices que nos levam de x0 a xl (x0-xl), ou vice-versa e pode ser 
desenhado de forma que todos os vértices estão numa linha recta. Num grafo direcionado x0 
será o vértice inicial e xI o vértice terminal. Um grafo cíclico é um caminho onde x0=xl e pode 
ser desenhado de forma que todos os seus vértices façam parte de um circulo.  
Um passeio (walk) W é uma sequência de vértices e arestas que representa uma travessia ao 
longo do grafo da seguinte forma W=(x0, x0x1, x1,..., xn-1xn, xn). É no fundo uma representação 
mais detalhada de um caminho. Um grafo diz-se ligado se para qualquer par de vértices 
distintos {i,j} existe um passeio de i até j. 
Uma árvore é um grafo ou subgrafo ligado onde não existem ciclos. Numa árvore todas as 
arestas são pontes. Uma árvore com n vértices possui n-1 arestas. Cada conjunto de vértices 
é ligado por exatamente um caminho apenas. Uma árvore pode ser dirigida e, nesse caso, 
possuir uma raiz. Uma raiz é um vértice a partir do qual existe um caminho dirigido para todos 
os outros vértices do grafo. 
O conceito de independência pode ser aplicado a diferentes aspectos de um grafo. Dois 
vértices dizem-se independentes se não são adjacentes, de forma semelhante, duas arestas 
são independentes se não têm nenhum vértice em comum. Um conjunto de caminhos diz-se 
independente quando não partilham nenhum vértice, com a exceção do vértice terminal. 
 
3.2.3 Métricas em Grafos Cerebrais 
Uma das principais vantagens em utilizar teoria de grafos como modelo para a representação 
de redes cerebrais, redes sociais e mesmo a Web, está na capacidade de descrever as 
características destas segundo um conjunto de métricas próprias que permitem detectar 
aspectos específicos da integração e segregação funcional, quantificar a importância de certas 
regiões e detectar padrões. Permitem avaliar propriedades a diferentes níveis, desde os 
vértices e os caminhos que os ligam, caracterizando a forma como estes se integram na rede 
(parâmetros locais), até ás características gerais de toda a rede (parâmetros globais) (Rubinov 
& Sporns, 2010). Estas métricas podem ser divididas em dois tipos: propriedades geométricas, 
que avaliam a relação física entre os vértices no espaço euclidiano, e medidas topológicas que 
avaliam a relação entre vértices independentemente da sua localização espacial. Embora 
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ambas sejam relevantes e possam até ser combinadas para revelar novas características das 
redes cerebrais, a utilização de medidas topológicas é a mais aceite como capaz de revelar 
novas características do funcionamento do cérebro (Bullmore & Basset, 2011; Tian, Wang, 
Yan, & He, 2011).   
Uma das medidas mais simples que permite avaliar um grafo a diferentes níveis de abstração 
é o conceito de distância. A distância dij, entre dois vértices i e j é o comprimento do passeio 
mais curto que liga esses dois vértices. O comprimento Lij de um caminho ou de um passeio 
que liga os vértices i e j é determinado pelo número de arestas presentes no mesmo, Lij=e(P).  
No caminho mais curto, lij, não existe repetição de vértices nem arestas. Existem vários 
algoritmos dedicados a encontrar o passeio mais curto como o algoritmo Bellman-Ford e o 
algoritmo de Dijkstra (Dijkstra, 1959; Bellman, 1958). Apesar da definição apresentada não 
referir a distância física, este modelo pode facilmente ser adaptado para um grafo com pesos. 
Se o peso for uma medida da distância física entre os dois vértices, dij torna-se numa medida 
geométrica essencial (Chen, Hall, & Chklovskii, 2006; Kaiser & Hilgetag, 2006; Iturria-Medina, 
Sotero, Canales-Rodríguez, Alemán-Gómez, & Melie-García, 2008). Num grafo onde o peso de 
uma aresta reflete a probabilidade ou força da sua existência, vários autores assumem uma 
medida de comprimento da aresta que liga dois vértices vizinhos i e j, l!" = !!!" (Iturria-Medina, 
Sotero, Canales-Rodríguez, Alemán-Gómez, & Melie-García, 2008; Boccaletti, Latora, Moreno, 
Chavez, & Hwang, 2006). Uma das medidas normalmente utilizadas na classificação dos 
grafos é o caminho mais curto médio L definido pela equação 3.2, onde n é o número total de 
vértices existentes (Iturria-Medina, Sotero, Canales-Rodríguez, Alemán-Gómez, & Melie-García, 
2008).  𝐿 = !!(!!!) 𝑙!"!,!  !  !,      !!!    Equação 3.2 
Num grafo G, a excentricidade de um vértice u, é a maior distância entre u e qualquer outro 
vértice de G. O diâmetro de G será o maior valor de excentricidade existente no grafo, diam G = max!,! d i, j , e o raio de G será o menor valor de excentricidade presente em 
G: rad G = min!max!   d i, j . Um vértice central de G é um vértice cuja excentricidade 
seja igual ao raio de G (Morgan, Mukwembi, & Swart, 2011).  
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Fazendo a média de todas as entradas da matriz de adjacência A, é possível obter uma 
medida de densidade ρ de ligações presentes no grafo, como se pode observar na  equação 
3.3 (Lord, et al., 2012). 𝜌 = !!(!!!) 𝐴!"!!,!!!    Equação 3.3 
É possível obter uma medida de proximidade CC de um vértice i com o resto da rede utilizando 
o conceito de distância. A proximidade, definida na equação 3.4, é calculada como o inverso 
da distância média do vértice ao resto dos vértices do grafo (Sporns, Honey, & Kotter, 2007). C!! = !!!!!"!!!    Equação 3.4 
A proximidade central média de uma rede permite interpretar quão próximos os vértices de 
uma rede estão uns dos outros, permitindo perceber quão rapidamente a informação se pode 
espalhar numa rede. 
A betweeness centrality (CB) de um nó i, é definida como a fração de caminhos mais curtos do 
grafo que passam pelo nó, como pode ser visto na equação 3.5 (Freeman, 1977; Sporns, 
Honey, & Kotter, 2007).  𝐶!! = !!(!!!) !!"(!)!!"!!!!!     Equação 3.5 𝜎!"(𝑖) é o número total de caminhos mais curtos entre o vértice s e o vértice t que passam 
pelo vértice i, e 𝜎!" é o número total de caminhos mais curtos ligando s e t.  
Enquanto o valor médio da rede por si não será necessariamente capaz de traduzir achados 
significantes, uma grande variação nos valores de CB  ao longo dos vértices da rede será capaz 
de trazer mais informação. Numa rede em que todos os vértices apresentem valores  similares, 
será impossível de classificar qualquer um destes como mais importante. Se por outro lado 
uma rede possuir um maior desvio padrão, isto será indicativo que, embora a maior parte dos 
vértices sejam menos relevantes na comunicação da rede, existem vértices com alto valor de 
CB, logo, a existência de hubs importantes na comunicação. 
É possível avaliar a eficiência global Eglob com que a informação circula dentro de uma rede 
calculando uma média do inverso das menores distâncias presentes no grafo como pode ser 
visto na equação 3.6. A eficiência local Eloc é uma média da eficiência global aplicada ao 
subgrafo Gi, constituído pelos vizinhos de i, traduz a eficiência de comunicação entre os 
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vizinhos de i, representando uma medida da integração dos diferentes elementos da rede e 
pode ser vista na equação 3.7 (Latora & Marchiori, 2001; Achard & Bullmore, 2007). 𝐸!"#$ = !!(!!!) !!!"!!!∈!    Equação 3.6 𝐸!"# = !! 𝐸!"#$(𝐺!)!∈!    Equação 3.7 
Uma das medidas locais mais comuns utilizadas para avaliar vértices é o conceito já 
introduzido de grau de vértice. É considerada uma medida de quão essencial um nó é dentro 
de um grafo. É possível caracterizar um grafo pela sua sequência de graus, que ordena os 
graus dos vértices em ordem crescente, contando o número de ocorrências (Gross & Yellen, 
1998). Em grafos orientados é também possível estabelecer a diferença entre, e comparar, 
grau de entrada (número de arestas que conduzem ao vértice) e grau de saída (número de 
arestas que saem do vértice) (Sporns & Zwi, 2004). P(k) é a distribuição de conectividade de G 
e descreve a probabilidade de, escolhendo um vértice aleatoriamente, este ter grau k (van den 
Heuvel, Stam, Boersma, & Pol, 2008; Erdős & Rényi, 1959). Esta distribuição é um dos 
factores normalmente utilizados na classificação das redes. Redes aleatórias apresentam uma 
distribuição Gaussiana. Outras redes, como a World Wide Web ou certas redes biológicas, 
apresentam distribuições que seguem uma lei de potência, resultando em  P(k)≈k-λ (Bullmore 
& Sporns, 2009).  
A resiliência de uma rede é a sua capacidade de resistir à remoção aleatória ou dirigida de 
vértices (Newman, 2003). A assortatividade r de uma rede é uma medida de correlação entre 
o grau de cada vértice e o grau médio dos seus vizinhos mais próximos (Newman, 2002). 
Valores de r >0, indicam que é provável que os vértices se encontrem ligados a vértices de 
grau semelhante, sendo provável que diferentes hubs estejam ligadas entre si. Por outro lado, 
valores de r<0 indicam que é pouco provável que estas hubs se encontrem ligadas entre si 
(Basset, Bullmore, Verchinski, Mattay, Weinberger, & Meyer-Lindenberg, 2008). A 
assortatividade de uma rede é interpretada como uma medida de resiliência da rede. 
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3.2.4 Clusters, Motifs, Hubs e Módulos 
Se os vizinhos mais próximos de um vértice i estão fortemente ligados entre si, diz-se que eles 
formam um cluster (Bullmore & Sporns, 2009; Watts & Strogatz, 1998). Considerando a 
vizinhança de um vértice, é  visível que o conjunto de ligações entre 2 vizinhos de i e as suas 
ligações a i irão formar um triângulo. A existência de muitos triângulos dentro de uma região 
de um grafo indica uma forte ligação local e a presença de clusters (Onnela, Saramäki, 
Kertész, & Kaski, 2005). O coeficiente de clustering CP de um grafo é a média dos coeficientes 
de clustering de todos os vértices individuais. O coeficiente de clustering CP de um vértice i, 
que pode ser visto na equação 3.8, é o rácio entre o número de ligações existentes e o 
máximo de ligações possíveis entre os vizinhos do vértice que formam o subgrafo Gi, ou, de 
outra forma, o rácio de triângulos que existe (Messé, et al., 2012).  𝐶! = !! 𝐶!!∈! , 𝐶! = !(!!)!(!)(! ! !!)/!   Equação 3.8 
Na equação 3.8. o denominador apenas será dividido por dois se for considerado que apenas 
pode existir uma ligação entre dois vértices. Em grafos dirigidos, pode ser necessário existir 
mais que uma ligação entre dois vértices, nesse caso a divisão por dois do numerador deverá 
ser removida. 
É possível adaptar a equação 3.8 para considerar os pesos dos arcos. (Onnela, Saramäki, 
Kertész, & Kaski, 2005) sugerem a substituição do numerador pelo somatório (!,! 𝜛!"𝜛!"𝜛!")1/3, onde 𝜛ij, é o peso do arco que liga os vértices i e j, normalizado pelo 
maior peso de todo o grafo, 𝜛!" = !!"!"#  (!!"). No fundo, esta expressão traduz o somatório do 
peso de todos os triângulos presentes em Gi , que incluem o vértice que se quer estudar.  
A presença de clusters em redes cerebrais é normalmente interpretada como uma medida de 
segregação funcional. Em redes anatómicas são interpretados como zonas potenciais para 
segregação funcional, enquanto em redes funcionais sugerem uma organização de 
dependências estatísticas que indicam processamento neuronal segregado (Rubinov & Sporns, 
2010).   
É possível ter uma melhor visão do funcionamento de redes complexas investigando a sua 
composição em termos de blocos de pequena dimensão. Estes blocos, ou motifs,  são 
pequenos padrões de ligações entre diferentes zonas cerebrais, que traduzem padrões de 
funcionamento (Milo, Shen-Orr, Itzkovitz, Kashtan, Chklovskii, & Alon, 2002). (Sporns & Kotter, 
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2004) sugerem a divisão de motifs de redes cerebrais em dois grupos. Motifs estruturais 
identificam blocos anatómicos, zonas do cérebro e suas potenciais ligações. Motifs funcionais 
representam combinações especificas de vértices e arestas e consequentemente de 
combinações de ativações que podem ocorrer de forma seletiva na rede.  
Na detecção de motifs num grafo, é natural que o número de vértices e o número de arestas 
existentes sejam um factor importante. Contudo, mesmo mantendo esses números constantes, 
é fácil de perceber que existe um grande número de possíveis combinações que podem 
ocorrer. O primeiro passo na detecção de motifs estruturais é escolher o tamanho M dos 
motifs que se pretende estudar. Depois, para cada combinação de M vértices do grafo e suas 
ligações (Figura 3-8 a)), classifica-se o motif  candidato como uma das possíveis classes 
existentes (Figura 3-8 b)), que representam todas as possíveis combinações. Por fim uma 
instância de um motif estrutural pode possuir vários motifs funcionais (Figura 3-8 c)), 
dependendo dos seus padrões de ativação. 
Encontrando todos os possíveis motifs dentro de uma rede, e organizando-os em função da 
sua classe, é possível obter o espectro de frequência que regista o número de motifs em cada 
classe. Com este espectro é fácil obter dados como o número de ocorrências para cada classe 
e a diversidade de motifs existentes (Sporns & Zwi, 2004; Milo, Shen-Orr, Itzkovitz, Kashtan, 
Chklovskii, & Alon, 2002). 
Para melhor detectar e classificar vértices com grande importância dentro de uma rede é 
introduzida a noção de hub. Hubs são vértices com um papel preponderante no 
funcionamento das suas redes. A forma como estas regiões estão inseridas na arquitetura 
geral da rede pode ser determinante na forma como estas participam no seu funcionamento e 
a sua detecção e classificação poderá ser útil na classificação da rede (Sporns, Honey, & 
Kotter, 2007). Diferentes publicações mencionam diferentes formas de distinguir estes hubs. 
(Bullmore & Basset, 2011) mencionam o grau do vértice como uma medida essencial para 
encontrar hubs (vértices com grau superior a um threshold podem ser classificados como 
hubs), (Bullmore & Sporns, 2009) e (Rubinov & Sporns, 2010) sugerem adicionar a este uma 
medida de centralidade, como a betweeness centrality e (Sporns, Honey, & Kotter, 2007) 
adicionam a identificação de motifs ao processo. É possível classificar hubs, conforme o papel 
que estes possuem dentro de um grafo. Hubs que ligam vértices em diferentes módulos são 
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classificados como hubs de ligação, hubs primariamente ligados a vértices no seu modulo são 
classificados como hubs provinciais (Figura 3-9) (Bullmore & Sporns, 2009).  
 
Figura 3-8 Detecção de motifs num grafo dirigido a) Seleção do motif com M=3 b) Possíveis 
combinações de um motif  c) Possíveis motifs funcionais existentes num motif estrutural. Adaptado de 
(Sporns & Kotter, 2004). 
Numa rede complexa, define-se um módulo ou comunidade como um subconjunto de vértices 
que estão fortemente ligados entre si, mas com poucas ligações para o exterior (Figura 3-9). 
Uma rede topologicamente modelar pode ser decomposta em vários módulos com algumas 
ligações entre si. É comum também esta modularidade ser hierárquica, ou seja, existir a 
várias escalas, de forma que uma comunidade pode ser composto por vários sub-módulos, e 
estes por sua vez por sub-sub-módulos. Redes com estas características dizem-se possuir a 
propriedade fractal da modularidade hierárquica (Meunier, Lambiotte, Fornito, Ersche, & 
Bullmore, 2009; Meunier, Lambiotte, & Bullmore, 2010).   
A capacidade de combinar diferentes módulos especializados em diferentes tarefas, na 
solução de problemas complexos, dota as redes modulares com a capacidade de se 
adaptarem facilmente a ambientes mutáveis (Kashtan & Alon, 2005). Facilita também a 
evolução das redes ao permitir que os módulos evoluam e modifiquem as suas funções sem  
comprometer a estabilidade de toda a rede (Robinson, Henderson, Mater, Riley, & Gray, 2009).  
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Figura 3-9 Grafo dividido em dois módulos; A-Hub conectora; B-Hub provincial. Adaptado de (Bullmore 
& Sporns, 2009)  
Encontrar uma solução exata para o problema de partição (neste caso, na divisão de em 
módulos) de um grafo é considerado um problema NP-completo, tornando-o impossível de 
resolver de forma eficiente para grafos de grande dimensão, sendo comum recorrer-se a 
métodos heurísticos (Newman & Girvan, 2004). Vários autores referem o trabalho de Newman 
no desenvolvimento de algoritmos capazes de resolver este problema.  
Em (Newman & Girvan, 2004)  é proposto um método de divisão que se foca em encontrar 
arestas com um grande valor de betweenness centrality, uma medida que favorece arestas 
que se encontram entre comunidades em detrimento de arestas que se encontram no interior 
destas. A ideia é que se diferentes módulos se encontram ligados por um número reduzido de 
arestas, os caminhos entre diversos módulos deverão passar por elas. Esta medida pode ser 
obtida de diferentes formas, uma das mais simples a shortest-path betweenness, que conta 
quantos dos caminhos mais curtos da rede passam por cada aresta. O algoritmo de Newman 
remove de forma iterativa as arestas do grafo com maior valor de betweenness,, avaliando a 
cada iteração a qualidade da divisão. 
Para avaliar a qualidade dos módulos gerados, é introduzida uma medida de modularidade Q 
(equação 3.9). É construída uma matriz e, que indica a fração de arestas que liga cada um 
dos diferentes módulos. 𝑇𝑟  𝑒 =    𝑒!!!! , ou seja indica a fração de arestas na rede que ligam 
a vértices da mesma comunidade. 𝑒!  é o valor que se obteria numa rede com as mesmas 
divisões mas com ligações aleatórias entre vértices. Q varia entre 0, quando a divisão não é 
melhor do que se fosse feita de forma aleatória e 1. Na implementação do algoritmo deverão 
procurar-se picos deste valor que representam boas divisões. 
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𝑄 = 𝑇𝑟  𝑒 −    𝑒!    Equação 3.9 
Em (Blondel, Guillaume, Lambiotte, & Lefebvre, 2008) é descrito um algoritmo alternativo, 
especialmente desenhando para detectar estruturas modulares em redes de grandes 
dimensões (milhões de vértices). É um algoritmo iterativo com dois passos diferentes que se 
apoia na definição de Q de Newman. Agrupa os vértices aos pares formando de forma iterativa 
comunidades cada vez maiores e avaliando o efeito desta divisão em Q. 
É comum na comunidade científica a defesa da teoria de que as redes cerebrais deverão 
observar uma estrutura modular. É possível associar diferentes regiões anatómicas do cérebro 
a diferentes funções especializadas, associar o funcionamento do cérebro a  atividades 
extremamente dinâmicas e a conjugações complexas de atividade integrada e segregada, 
características comuns a vários casos de redes modelares conhecidas (Meunier, Lambiotte, & 
Bullmore, 2010). Assim, a identificação das várias comunidades dentro de uma rede cerebral, 
deverá fornecer informação importante sobre quais regiões ou tratos cerebrais apresentam 
quais papéis na topologia cerebral (Bullmore & Basset, 2011; Meunier, Lambiotte, & Bullmore, 
2010; Stam & van Straaten, 2012; Lang, Tomé, & Górriz-Sáez, 2012).  
O coeficiente de participação de um vértice é uma métrica naturalmente associado ao 
conceito de modularidade. Quantifica a forma como cada vértice se liga a elementos no 
exterior da sua comunidade, em relação ás suas ligações ao interior da comunidade. Vértices 
com grau alto de ligação a elementos da sua comunidade mas coeficiente de participação 
baixos estarão naturalmente associados ao processo de segregação da rede, enquanto 
vértices com alto valor de participação serão importantes na integração (Rubinov & Sporns, 
2010). O seu valor médio nas redes funcionais será capaz de indicar quão separadas as 
diferentes comunidades estão, valores mais baixos indicam que a comunicação entre 
comunidades é mediada por hubs enquanto valores mais altos poderão indicar uma maior 
participação de todos os vértices.  
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3.2.5 Arquitectura de Redes Complexas 
Avanços na teoria de grafos e na forma como esta contribui para a análise de redes complexas 
têm sido, em grande parte, marcados pela descoberta de diferentes arquiteturas que esta 
pode caracterizar (Stam & Reijneveld, 2007). A análise destas redes é inerentemente 
complexa devido a factores como a própria complexidade estrutural das ligações; à sua 
dinâmica, com ligações a mudarem ao longo do tempo; a diversidade de ligações, com 
diferentes pesos e diferentes direções; a dinâmica e diversidade dos vértices; e por fim, a 
forma como todos estes factores se influenciam mutuamente (Strogatz, 2001).  
Na sua forma mais simples as redes podem assumir uma estrutura regular. Estas redes 
representam um conjunto de pequenos sistemas dinâmicos idênticos, ligados de forma 
geometricamente regular. Seguem de forma bastante aproximada a definição de grafo regular 
que foi dada na secção 3.2.2. Representam um dos extremos da organização das redes sendo 
bastante comum representarem-se por reticulados, ou  por um anel de ligações simples 
(Figura 3-10 a)), normalmente utilizado como referência para comparação, ou construção de 
outras arquiteturas (Strogatz, 2001). (Sporns & Zwi, 2004) sugerem a criação de uma rede 
regular de n vértices a partir da sua matriz de adjacência. Sugerem preencher a matriz 
começando pelos elementos adjacentes à diagonal principal e afastando gradualmente até se 
atingir o número de ligações desejadas. Para um número de ligações k=2n, obtém se o anel 
presente na figura 3-10 a). Estas redes são normalmente caracterizadas por possuírem 
valores de Cp e L altos. 
Um grande avanço na teoria de grafos e na análise de redes complexas foi a descoberta dos 
grafos aleatórios (Figura 3-10 c)) (Erdos & Renyi, 1960). Grafos aleatórios, são construídos 
estabelecendo ligações entre os vértices com uma probabilidade p. Representam o segundo 
extremo na organização da arquitetura dos grafos ao apresentar uma estrutura 
completamente desorganizada (Messé, et al., 2012). Em (Sporns & Zwi, 2004) é sugerida a 
criação de ligações aleatórias estabelecendo um 𝑝 = !(!!!!), onde k é o número de ligações 
desejadas e n o número de vértices. Grafos aleatórios são caracterizados por possuírem 
valores baixos de Cp e L, quando comparados com outras arquiteturas e, como referido 
anteriormente, possuem uma distribuição gaussiana de graus (Messé, et al., 2012). Esta 
arquitetura foi bastante importante no desenvolvimento da teoria clássica de grafos, com a 
demonstração da transição de propriedades dos grafos em função de p. Apesar da sua 
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utilidade, a incapacidade deste modelo de representar sistemas observados na natureza, levou 
a que este se tornasse essencialmente um modelo de referência e comparação para outras 
arquiteturas (Stam & Reijneveld, 2007; Stam & van Straaten, 2012). 
As redes regulares e as redes aleatórias, apesar de úteis como modelos teóricos, não são 
capazes de representar grande parte das redes existentes no mundo real que muito 
frequentemente se encontram num ponto intermédio, denominadas de redes small-world 
(Figura 3-10 b)) (Strogatz, 2001). Apesar de o conceito não ter sido formalizado até ao final do 
século XX, a ideia de que redes que combinam aspectos regulares e aleatórios são capazes de 
representar vários sistemas reais existe já desde a primeira metade do século. (Karinthy, 
1929) especulou que é improvável que a distância entre qualquer par de pessoas no mundo 
seja superior a 5 pessoas. (Milgram, 1967) foi a primeira pessoa a estudar experimentalmente 
o fenómeno, quantificando distancias em redes sociais e estabelecendo o conceito de seis 
graus de separação. Seguiram-se outros estudos semelhantes, mas durante muito tempo 
faltou uma explicação satisfatória (Stam & Reijneveld, 2007). A primeira explicação do 
fenómeno e formalização do modelo subjacente foi fornecida por (Watts & Strogatz, 1998).  
A partir de um grafo regular em anel com n vértices e k arestas, descrito anteriormente, foi 
considerado um processo de religação, onde cada aresta é religada aleatoriamente com uma 
probabilidade p. É possível “sintonizar” o grafo entre regular e aleatório modificando o valor de 
p entre 0 e 1 respectivamente. Os principais factores que os autores utilizam para descrever 
as redes são o coeficiente de clustering Cp e o caminho mais curto médio L. Assim, para 𝑛 ≫ 𝑘 ≫   𝑙𝑛(𝑛) ≫ 1 , onde 𝑘 ≫ 𝑙𝑛(𝑛)  é utilizado para garantir que o grafo aleatório é 
ligado, obtém-se 𝐿 ≈ !!! ≫ 1 e 𝐶 ≈ 3/4   para p a tender para 0, e 𝐿 ≈ 𝑙𝑛(𝑛)/𝑙𝑛(𝑘)  e 𝐶 ≈ 𝑘/𝑛1  para p a tender para 1. Os autores demonstraram que a evolução destes factores 
podem ser interpretados como características de redes small-world, ao demonstrar que o valor 
de L se mantem baixo para uma grande gama de valores de p, resultado da introdução de 
algumas arestas que ligam pontos afastados, introduzindo vários atalhos dentro do grafo. A 
introdução de cada uma destas arestas liga não só os dois vértices incidentes, mas toda a sua 
vizinhança. Por outro lado, Cp diminui, na pior das hipóteses, de forma linear para a remoção 
de uma aresta da vizinhança, permitindo manter um valor alto mesmo para valores altos de p. 
Caracterizam-se assim redes small-world como sendo organizadas em clusters e com 
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caminhos normalmente curtos entre todos os vértices da rede, propriedades partilhadas por 
redes genéticas, metabólicas e de informação (Sporns, Chialvo, Kaiser, & Hilgetag, 2004). 
Para melhor quantificar a arquitetura de uma rede são normalmente calculados dois valores 
escalados que comparam  o Cp (equação 3.10) e o L (equação 3.11)  da rede com os de uma 
rede aleatória. 
Crand e Lrand, são os valores de uma rede aleatória com uma constituição equivalente em termos 
de número de vértices e ligações. Esperam-se encontrar para redes small-world Lscaled baixos, e 
Cscaled altos (Sporns O. , 2006). Podem-se combinar estes dois valores num só parâmetro, 𝜎 = !!"#$%&!!"#$%&. Diz-se que se está na presença de uma rede small-world  para σ>1 (Humphries, 
Gurney, & Prescott, 2006).  
 
Figura 3-10 Arquiteturas de redes complexas com crescentes graus de aleatoriedade nas suas ligações. 
Adaptado de (Watts & Strogatz, 1998). 𝐶!"#$%& = !!!!"#$   Equação 3.10 𝐿!"#$%& = !!!"!"   Equação 3.11 
Uma outra contribuição essencial para a teoria de grafos moderna foi a descoberta de redes 
scale-free. (Barabasi & Albert, 1999) demonstraram que a distribuição de graus  P(k) de várias 
redes reais, segue uma lei de potência com a seguinte forma: 𝑃(𝑘) ≈ 𝑘!!.  
Até à altura, grande parte dos modelos que tentavam representar redes reais, falhavam em 
incluir factores relacionados com o seu crescimento. Assumiam ao construir uma rede que o 
número de vértices n, era fixo ao longo de todo o processo, enquanto em várias redes a adição 
de novos membros é bastante comum, sendo o processo de crescimento  essencial na sua 
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topologia. Existia também a assunção que as ligações entre os diferentes membros era 
uniformemente aleatória, enquanto várias redes mostravam preferências de ligação, 
nomeadamente, a tendência de novos vértices se ligarem a vértices com grau elevado 
(fenómeno comum em várias redes sociais). A inclusão destes dois factores na construção de 
redes, permitiu observar uma tendência na distribuição dos graus, com valores muito altos 
para poucos vértices, e um decaimento bastante rápido nos restantes, não mostrando 
qualquer noção de escala e seguindo uma lei de potência com 𝛾 = 2.9± 0.1.  Redes que 
seguem esta arquitetura scale-free são então caracterizadas pela presença de hubs e por um 
número elevado de vértices com baixo grau. São conhecidas por serem bastante robustas 
perante a falha, embora vulneráveis a ataques direcionados (Barabasi & Bonabeua, 2003).  É 
possível estabelecer outros tipos de topologia a partir da distribuição dos graus. Single-scale 
networks, seguem uma distribuição exponencial P(k)=e-k e broad-scale networks são um 
intermédio das duas anteriores com uma distribuição P(k)=e-kk- λ (Messé, et al., 2012).
  
 
Capítulo 4                                                                                     
Grafos de Conectividade 
Funcional 
 
A construção de grafos de conectividade funcional a partir de imagens de fMRI é um processo 
que engloba vários passos de natureza bastante distinta.  
O primeiro passo essencial é o pré-processamento das imagens. O pré-processamento 
consiste num conjunto de etapas que visam preparar os dados para subsequentes 
processamentos, reduzindo a quantidade de ruído e melhorando a qualidade das imagens. A 
importância destes passos reside na influência direta que exerce nos resultados que podem 
ser obtidos, influenciando a informação presente em cada imagem, determinando o seu 
formato e espaço anatómico em que se encontram. Assim é importante compreender o 
significado e influência de cada uma das possíveis etapas, de forma a ser possível escolher o 
melhor fluxo de trabalho. 
Algo que se torna bastante relevante neste processo é o facto da construção de redes de 
conectividade cerebral a partir de imagens de ressonância magnética ser uma ideia 
relativamente recente, e que apenas tem recebido atenção nos últimos anos. Diferentes 
autores utilizam frequentemente diferentes fluxos e passos de pré-processamento ou seja não 
existe ainda grande consenso tanto sobre os melhores passos para o pré-processamento 
como sobre os seus parâmetros e consequentemente com o que se pretende obter deste. Isto 
também se reflete nas diferentes formas referidas para construir grafos. 
No pré-processamento será considerada a utilização de todos os passos tradicionais: 
conversão de formato, remoção de volumes iniciais, correção de movimento, correção dos 
tempos de aquisição, remoção de crânio, normalização, suavização, filtragem e remoção do 
efeito dos sinais da substância branca e fluido cérebroespinal para as imagens funcionais; e 
remoção do crânio e normalização, para as imagens estruturais. 
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O segundo passo essencial a definir é o processo de extração da informação a partir das 
imagens funcionais e a definição dos vértices e arestas dos grafos. Importa compreender de 
que diferentes formas as regiões do cérebro se podem traduzir em vértices do grafo e como 
estas influenciam a construção da rede e as suas características. Importa por fim perceber de 
que forma a informação das imagens funcionais se pode transformar em sinal que possa ser 
utilizado para avaliar a conectividade entre as diferentes zonas do cérebro e como podemos 
utilizar este sinal para construir as ligações. A importância destas definições já foi explicada no 
capítulo 3.  
O conjunto das escolhas aqui tomadas dará origem a um fluxo de processamento que nos 
permitirá, partindo de imagens funcionais, construir um grafo de conectividade funcional. 
Construídos os grafos, a teoria de grafos fornece várias ferramentas que permitem caracterizar 
e comparar estas redes. 
 
4.1 Análise de Software 
Tendo em conta a importância já referida do pré-processamento é essencial fazer um 
levantamento das principais ferramentas informáticas disponibilizadas à comunidade científica 
para realizar este processo de forma a ser possível optar por aquelas que mais se adequam 
ao propósito do presente trabalho. Será dado destaque a software que seja referenciado em 
publicações científicas e cuja credibilidade de robustez esteja por estas comprovada. Além 
disso procura-se software que seja versátil, permitindo moldar o processamento das imagens 
conforme seja necessário, eficiente em termos computacionais, que possa ser utilizado nos 
principais sistemas operativos, que não seja necessária a compra de licenças e que sejam 
passíveis de poderem ser integrados com outras ferramentas existentes. 
4.1.1 FSL-FMRIB’s Software Library 
O FSL (FMRIB’s Software Library) (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/), desenvolvido pelo 
centro Functional MRI of the Brain de Oxford, é um conjunto de ferramentas de 
processamento de imagem disponíveis de forma livre que resultam das metodologias 
desenvolvidas pela equipa para a análise de imagens de ressonância magnética estrutural e 
funcional (Smith, et al., 2004).  
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Utilizado em mais de mil laboratórios por todo o mundo, o FSL é uma das ferramentas mais 
utilizadas e referenciadas em artigos científicos. É constituído por vários pacotes relacionados 
com diferentes aspectos do processamento de imagens MRI, com destaque para o FEAT que 
implementa uma ferramenta completa para análise de fMRI, o BET que permite isolar o 
cérebro de outros tecidos, o FAST capaz de segmentar diferentes tipos de tecido cerebral e o 
FLIRT capaz de alinhar imagens com base nas suas intensidades.  
Foi desenvolvido em C++ em conjunto com scripts de shell. Esta combinação é bastante 
eficiente em termos de velocidade, portabilidade e modularidade. Praticamente todas as 
funções podem ser utilizadas tanto a partir de uma interface gráfica como executadas a partir 
da linha de comandos, estando o software disponível para Mac OS e Linux (M., F., Behrens, 
W., & Smith, 2012).  
4.1.2 AFNI-Analysis of Functional NeuroImage 
AFNI (Analysis of Functional NeuroImage) (http://afni.nimh.nih.gov/) é um dos pacotes de 
software mais antigos e mais utilizados na análise de imagens funcionais (Cox, 2012). O seu 
desenvolvimento começou em 1994 no Medical College of Wisconsin (MCW) com o principal 
objectivo de fornecer ferramentas que permitissem aos investigadores do MCW trabalhar com 
imagens 3D. Transformar as imagens para o espaço Talairach e permitindo  visualizar e 
navegar pelas imagens de forma prática. Desde então o software cresceu para incluir 
ferramentas para vários tipos de processamento de imagens funcionais e estruturais, análises 
estatísticas e estudos de grupo.  
Grande parte das suas funcionalidades e plug-ins podem ser acedidos através da sua interface 
gráfica que fornece também alguns fluxos padrão para certos tipos de pré-processamento. 
Todas as funcionalidades presentes na interface gráfica e ainda outras podem também ser 
utilizadas através da linha de comandos ou por scripts criados pelo utilizador que permitem 
um controlo mais extenso de todas as operações efectuadas.  
De referir também a existência e disponibilidade de centenas de funções e scripts 
desenvolvidos pelos autores e pela comunidade com uma grande variedade de objectivos. 
Entre esses destaca-se o afni_proc, que implementa muitos dos passos necessários ao pré-
processamento, juntando de forma mais fácil para o utilizador  funcionalidade de alguns dos 
plug-ins mais importantes, tal como oferecendo no seu manual algumas sugestões de 
execução do script perante diferentes objectivos. 
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Escrito principalmente em C, corre em sistemas operativos Mac OS, Linux, Solaris e SGI, 
estando o código fonte livre para acesso. É um software livre não necessitando de qualquer 
licença para ser utilizado. 
4.1.3 SPM-Stastical Parametric Mapping 
O SPM (Stastical Parametric Mapping) (http://www.fil.ion.ucl.ac.uk/spm/) é também um dos 
grandes pacotes de software utilizados no processamento de neuroimagem. Desenvolvido no 
Wellcome Trust Centre for Neuroimaging, apresenta-se como um conjunto de ferramentas 
para processamento de imagens funcionais em Matlab (Penny, Friston, Ashburner, Kiebel, & 
Nichols, 2006).  
Possui funções dedicadas ao pré-processamento das imagens capazes de realizar operações 
de realinhamento, co-registo, normalização, correção dos tempos de aquisição, suavização e 
segmentação. Permite também realizar análise utilizando o GLM e obter diferentes estatísticas. 
A popularidade do SPM traduz-se também na diversidade de pacotes para MATLAB que 
utilizam as suas funções. 
A versão 8 e atual do SPM pode ser obtida de forma livre sem qualquer licença necessária. 
Contudo, como é uma ferramenta para Matlab, a sua utilização está condicionada pela 
obtenção de uma licença para este. Está disponível para Windows, Mac e Linux. 
4.1.4 REST e DPARSF 
REST (Resting-State fMRI Data Analysis Toolkit) (http://www.restfmri.net/forum/index.php) é 
uma toolbox desenvolvida em Matlab para a análise de estudos fMRI em repouso. É capaz de 
realizar vários tipos de análise, entre as quais análise de conectividade funcional. É 
dependente de outras toolboxes ou programas como SPM e AFNI para realizar o pré-
processamento (Xiao-Wei, et al., 2011). 
Desenvolvido pelo mesmo laboratório, DPARSF (Data Processing Assistant for Resting-State 
fMRI) (http://www.restfmri.net/forum/DPARSF), é capaz de realizar desde as mais usuais 
tarefas de pré-processamento como suavização ou normalização, até funções mais avançadas 
como calcular a conectividade funcional a nível do vóxel (Chao-Gan & Yu-Feng, 2010). 
Utiliza tanto funções do SPM como da toolbox REST, e apresenta-se com uma interface 
amigável e fácil de utilizar, com o fluxo de processamento da informação já pré-definido 
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tornando de forma geral o trabalho do utilizador mais fácil. Está disponível de forma 
completamente livre para MATLAB necessitando que haja uma instalação prévia do SPM e do 
REST. 
4.1.5 CONN: functional connectivity toolbox 
CONN (http://www.nitrc.org/projects/conn/) é uma toolbox desenvolvida sobre SPM para 
Matlab para a análise de conectividade cerebral em fMRI (Whitﬁeld-Gabrieli & Nieto-Castanon, 
2012). Implementa um fluxo completo de processamento das imagens funcionais, desde os 
passos de pré-processamento espacial e temporal. Destaca-se na estratégia para a remoção 
de sinais não desejados e ruídos CompCor e a implementação da remoção de covariáveis 
temporais e de movimento.  
Realiza a análise de conectividade a dois níveis. No primeiro são extraídas as séries temporais 
e calculados valores de correlação/anti-correlação, correlação semi-parcial ou correlação 
bivariada/multivariada. Estes podem ser calculados de 3 formas, entre  todos os pares de 
vóxeis, entre uma ROI específica e todos os vóxeis, e entre conjuntos de ROIs definidas pelo 
utilizador. O segundo nível de análise está preparado para realizar estudos de grupo e calcular 
métricas associadas, incluindo resultados de análise de teoria de grafos. 
Encontra-se disponível para Matlab de forma completamente livre, possuindo uma interface 
que implementa um fluxo de processamento. Permite também ao utilizador definir os seus 
próprios fluxos através de uma funcionalidade batch. 
4.1.6 FreeSurfer 
FreeSurfer é um conjunto de ferramentas desenvolvidas para a análise de imagem de 
ressonância magnética estrutural e funcional, no Martinos Center for Biomedical Imaging 
(Fischl, FreeSurfer, 2012). É especialmente conhecido pelas suas ferramentas de 
segmentação e reconstrução de superfícies, sendo bastante utilizado para segmentar cérebros 
por um conjunto de diferentes atlas e com diferentes fluxos para segmentação cortical e 
subcortical. Assim, é uma ferramenta praticamente indispensável em qualquer estudo que 
pretenda avaliar a influência de diferentes formas de segmentação do cérebro. Possui várias 
ferramentas dedicadas ao pré-processamento das imagens, nomeadamente para o registo 
para o espaço Talairach, extração do crânio e normalização de intensidades. Possui também 
ferramentas para visualização a 2 e 3 dimensões. 
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O FreeSurfer foi desenvolvido em linguagem C, corre essencialmente a partir de comandos de 
shell, possuindo algumas interfaces gráficas. Está disponível para os sistemas operativos Linux 
e Mac-Os, de forma completamente livre. 
4.1.7 Braincat 
Braincat (http://biim.di.uminho.pt/index.php/cat) é uma ferramenta desenvolvida na 
Universidade do Minho para o processamento automatizado de imagens de fMRI/DTI e 
análises combinando as duas modalidades. Atualmente possui três módulos: um dedicado ao 
pré-processamento das imagens funcionais, estruturais e DTI, um dedicado à análise ICA e 
por fim um último dedicado à reconstrução de tractografias. Permite por fim juntar os 
resultados das duas análises tornando-a numa verdadeira análise multimodal (Soares, 
Marques, Alves, & Sousa, 2013).  
Construído em grande parte sobre funções do FSL e desenvolvido em objective-C, possui um 
fluxo de processamento pré-definido que facilita todo o processamento para o utilizador, 
possuindo definições padrões para os diferentes passos de processamento, que podem 
naturalmente ser alterados pelo utilizador. Encontra-se atualmente disponível para Mac OS.  
  
4.2 Etapas de pré-processamento 
Partindo das imagens que saem do equipamento de RM e antes de obtermos um grafo 
representativo da conectividade cerebral funcional entre diferentes regiões cerebrais, é 
necessário um vasto  conjunto de etapas de pré-processamento, que preparem as imagens. 
Começando pela imagem funcional em si é necessário definir os passos de pré-
processamento necessários para que a imagem apresente a melhor e mais apropriada 
qualidade e formato às operações que se pretendem realizar. Passos que vão desde a 
conversão do formato da imagem, à melhoria da qualidade e redução do ruído presente nas 
imagens, ao registo para um espaço normalizado, e à remoção de sinal considerado não 
relevante à análise. Alguns passos semelhantes deverão ser utilizados no pré-processamento 
das imagens estruturais, sendo que esta será essencialmente utilizada como suporte ao 
processamento das imagens funcionais. 
Um fluxo padrão de pré-processamento pode ser visto na Figura 4-1, e será de seguida 
descrito. 
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Figura 4-1 Fluxo de Pré-Processamento das imagens funcionais e estruturais. As imagens são 
representadas por caixas tracejadas, os passos de processamento em caixas continuas. O fluxo das 
imagens funcionais está representado a vermelho, o das imagens estruturais a verde. Passos comuns, 
ou em que o resultado de um fluxo é utilizado no outro encontram-se a amarelo. 
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4.2.1 Conversão de formato 
Grande parte do software para processamento de neuroimagem utiliza um formato diferente 
daquele das imagens obtidas à saída do equipamento de RM. As imagens são normalmente 
exportadas do equipamento em formato DICOM, o formato padrão utilizado em ambiente 
hospitalar e nos departamentos imagiológicos, enquanto os mais importantes pacotes de 
software como FSL e SPM usam o formato NIfTI. No caso do AFNI, é usado um formato 
próprio que divide cada imagem em dois ficheiros, um HEAD que possui informação de 
cabeçalho, e um BRIK que contem a informação da imagem em si, contudo, é também 
compatível com o formato NIfTI, possuindo uma função 3dAFNItoNIFTI que converte as 
imagens e que está naturalmente incorporada em todos os scripts relevantes. O pacote 
FreeSurfer também utiliza um formato próprio, .mgz (ficheiro .mgh comprimido) para guardar 
a informação das suas imagens, possuindo no entanto também ferramentas (comando 
mri_convert) para os converter para formato NIfTI. Assim o formato NifTI também se encontra 
no centro de vários formatos diferentes sendo um formato excelente para centrar todo o 
processamento. 
O software dcm2nii é capaz de realizar de forma simples a conversão entre DICOM e NIfTI, 
podendo ser executado a partir de uma interface gráfica ou da linha de comandos. Este para 
além da conversão de formato, pode ser utilizado simultaneamente para remover parte do 
pescoço da imagem estrutural, reduzindo assim o tamanho da imagem e removendo 
estruturas que não são relevantes para a análise. 
4.2.2 Remoção de Volumes Iniciais 
Quando uma aquisição de ressonância magnética é iniciada, o campo magnético demora 
algum tempo a estabilizar, assim, é prática comum removerem-se os volumes iniciais de cada 
aquisição que poderão possuir informação distorcida.  
Os principais pacotes de software referidos anteriormente possuem diferentes ferramentas 
que permitem realizar esta operação. Está presente na interface do SPM e do DPARSF, 
podendo ser realizado pelo comando do FSL fslroi, e estando incluído como uma opção por 
defeito no script afni_proc. 
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4.2.3 Correção de movimentos 
A existência de movimentos da cabeça durante uma aquisição funcional pode ter sérios efeitos 
no sinal fMRI, podendo invalidar possíveis conclusões sobre diferenças na fisiologia cerebral 
(Friston, Williams, Howard, Frackowiak, & Turner, 1996).  
Os principais pacotes de software referidos apresentam todos alguma forma de corrigir este 
problema. No FSL a correção de movimentos é feita utilizando a função McFlirt. A correção é 
feita utilizando uma imagem como padrão, normalmente o volume central, pela qual são 
alinhados os restantes volumes. A transformação espacial calculada corresponde a um 
alinhamento rígido (apenas movimentos de rotação e translação). Esta transformação é depois 
utilizada como ponto de partida para alinhar os volumes seguintes, repetindo-se o processo 
(Jenkinson M. , Bannister, Brady, & Smith, 2002). 
Tanto o SPM  como o AFNI, na sua função 3dvolreg apresentam funcionamentos semelhantes. 
De facto, numa análise ás ferramentas do género existentes, (Oakes, et al., 2005) concluem 
que os resultados são bastante semelhantes entre as várias ferramentas, remetendo a escolha 
entre elas, para aquela com que o utilizador se sentir mais confortável. 
4.2.4 Correção de tempos de aquisição 
Cada corte de um volume de fMRI é obtido em diferentes instantes de tempo. No entanto, 
como nas análise de fMRI se assume que cada volume cerebral representa a resposta BOLD 
de um só instante temporal, é essencial corrigir este desfasamento. 
Para este efeito o sinal ao longo do tempo de cada um dos vóxeis de um corte é deslocado por 
uma fração do TR equivalente à sua distância a um corte de referência, alinhando 
temporalmente os dois cortes. Devido a este deslocamento temporal, será necessário efetuar 
uma interpolação da intensidade dos vóxeis para que estes melhor representem o que de 
facto se passou nesse instante temporal.  
A ferramenta responsável por esta operação no FSL chama-se de slicetimer, à qual é 
necessário fornecer o TR da aquisição, a ordem pela qual os cortes são obtidos e realiza a 
interpolação utilizando uma função seno. No AFNI a função 3dTshift funciona de forma 
semelhante, permitindo no entanto escolher entre diferentes tipos de interpolação. Também 
utilizando o SPM é possível realizar esta operação. 
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4.2.5 Remoção do crânio 
Devido à própria natureza da aquisição de RM, as imagens de fMRI contêm informação de 
vários tipos de tecido para além dos tecidos cerebrais. É assim desejável isolar o tecido 
cerebral dos restantes, de forma a facilitar futuros passos de pré-processamento como a 
normalização, e mais importante, garantir que posteriores análises utilizem apenas a 
informação que pretendemos estudar. 
Sendo  um dos passos de pré-processamento mais comuns de se realizar, os principais 
pacotes de software já referidos apresentam ferramentas para realizar esta operação. No FSL 
a ferramenta bet (Smith S. M., 2002) é responsável por este passo e, tal como é 
implementada no programa BrainCAT, deverá ser realizado num processo com duas etapas. 
Numa primeira fase, a remoção do crânio é aplicada apenas a um volume que corresponde à 
média dos volumes da aquisição funcional, gerando uma máscara que permite isolar o 
cérebro. Na segunda fase, a máscara calculada deve ser aplicada aos restantes volumes. No 
AFNI, a função 3dSkullStrip, é responsável pelo mesmo processo. 
4.2.6 Normalização 
Quando se realizam estudos que incluem vários sujeitos em que se pretendem estabelecer 
comparações é necessário que as imagens se encontrem todas num espaço anatómico 
comum. A este processo dá-se a designação de normalização. Após a normalização, vóxeis 
posicionados nas mesmas coordenadas em imagens de indivíduos diferentes, corresponderão, 
tanto quanto possível, à mesma estrutura anatómica, eliminando efetivamente factores de 
variabilidade entre sujeitos, facilitando a sua utilização conjunta em estudos. 
A normalização mais comum de se realizar regista as imagens para um espaço anatómico 
standard como o MNI ou o Talaraich. O co-registo é uma operação semelhante à normalização 
e consiste em alinhar as imagens funcionais de um indivíduo com as respectivas imagens 
estruturais. Os alinhamentos podem ser realizados utilizando transformações rígidas (apenas 
movimentos de rotação e translação) e transformações não rígidas (onde são alteradas as 
dimensões da imagem) e jogará sempre entre o beneficio de possuir as diferentes imagens 
num espaço comum, e possíveis distorções da informação das imagens. Estas transformações 
são tipicamente representadas sob a forma de matrizes. A forma mais comum de 
normalização ocorre em duas etapas. Numa etapa é calculada a matriz de normalização das 
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imagens estruturais para o espaço anatómico de referência e noutra etapa é calculada a 
matriz de co-registo dos volumes funcionais com a imagem estrutural. A combinação destas 
duas matrizes permite normalizar as imagens funcionais para o espaço anatómico de 
referência. 
A função flirt do FSL pode ser utilizada para calcular e aplicar a matriz de alinhamento que 
possui todas as operações realizadas para alinhar duas imagens perante uma função de custo 
(Jenkinson & Smith, 2001) (Jenkinson, Bannister, & Smith, 2002). Para alinhar as imagens 
estruturais e funcionais, utiliza-se a imagem média funcional e a imagem estrutural, 
fornecendo os graus de liberdade (6 para alinhamento rígido, já que não é necessário alterar 
dimensões), os ângulos de procura (180º em cada sentido) e uma função de custo (rácio de 
correlação, recomendada pelo autor da função). Deste processo obtém-se uma matriz de 
alinhamento que pode ser aplicada a todos os volumes funcionais. A inversão desta matriz 
permitirá transformar a imagem estrutural para o espaço funcional.  
                           
Figura 4-2 Imagem estrutural registada no espaço nativo estrutural, no espaço funcional e no espaço 
MNI.  
Para normalizar as imagens para o espaço anatómico padrão (espaço MNI) utilizam-se 12 
graus de liberdade, que permitem alterar as dimensões e proporções da imagem, e uma 
função de custo de correlação normalizada. Obtidas as matrizes de transformação, a função 
convert_xfm permite concatenar matrizes (obter a transformação do espaço funcional para 
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MNI) e inverter matrizes, permitindo as transformações inversas. Passa-se então a ter a 
capacidade de transformar todas as imagens para o espaço MNI e para o espaço funcional 
nativo. O resultado do registo e normalização para os diferentes espaços pode ser visto na 
Figura 4-2. 
No AFNI as funções align_epi_anat e @auto-tlrc podem ser utilizadas com resultados 
semelhantes. A primeira é utilizada para converter uma imagem funcional para espaço 
anatómico, e vice-versa, e a segunda para normalizar um volume de referência para o espaço 
Talaraich. 
4.2.7 Suavização 
O processo de suavização funciona calculando para cada vóxel uma média pesada dos seus 
vóxeis vizinhos. Este processo suaviza o sinal de toda a imagem diminuindo diferenças 
acentuadas entre estruturas anatómicas próximas, diminuindo variações entre sujeitos e 
melhorando a relação sinal-ruído.  
Com o FSL é possível realizar esta operação utilizando a função fslmaths. É aplicado um 
kernel gaussiano cuja extensão pode ser definida em termos de FWHM (full width at half 
maximum). Foi demonstrado que a relação sinal-ruído pode ser maximizada fazendo 
corresponder a largura deste kernel à largura do sinal esperado (Mikla, et al., 2008). Tanto o 
SPM como o AFNI na função 3dFWHMx implementam o mesmo tipo de suavização. 
4.2.8 Filtragem 
Como referido anteriormente, as redes neuronais de repouso apresentam frequências na 
gama dos 0,01 Hz a 0,08 Hz. Para preservar o sinal destas e remover sinal associado a ruído 
e sinais fisiológicos é comum aplicar-se um filtro passa-banda que limite o sinal a estas 
frequências. 
No FSL esta operação pode ser realizada utilizando a função fslmaths, sendo aplicado um 
filtro passa alto não linear e um filtro passa baixo linear gaussiano. No AFNI, a função 
3dBandpass aplica um filtro passa banda baseado na Fast Fourier Transform (FFT). Por fim, 
no DPARSF também é possível realizar a operação de filtragem.  
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4.2.9 Remoção de sinal SB e LCR 
A remoção do sinal da substância branca (SB) e do liquido cefalorraquidiano (LCR) permite 
remover a influência de variações no sinal BOLD que podem interferir nos resultados finais. 
Estas variações no sinal da SB e do LCR têm origem em factores externos, como 
instabilidades do scâner, fazendo que semelhanças de intensidade possam ser acentuadas ou 
atenuadas corrompendo as análises de correlação. 
Para remover o sinal de SB e LCR são calculadas as respectivas máscaras, segmentando os 
volumes estruturais. Usando essas máscaras, as séries temporais médias para cada tecido 
podem ser calculadas. O sinal obtido pode então ser removido utilizando regressão linear. 
O programa CONN inclui por defeito no seu fluxo de processamento, como parte da estratégia 
CompCor a remoção do efeito da SB e LCR seguindo exatamente os passos referidos. 
No AFNI o script afni_proc, inclui nas suas opções a possibilidade de remover o sinal da SB e 
LCR de forma equivalente à do CONN e utilizando a função 3dSeg para o processo de 
segmentação das imagens anatómicas. 
No FSL ainda não existe nenhuma ferramenta que automatize este processo, contudo 
continua a ser possível de fazer. Utilizando a função FAST é possível segmentar as imagens 
estruturais obtendo máscaras de SB e LCR. De seguida usando o fslmaths é possível binarizar 
as imagens de forma que os valores entre 0.95 e 0.99 sejam 1 e tudo o resto 0, garantindo 
que as máscaras não estão contaminadas por sinal de substância cinzenta. De seguida, com 
o flirt é possível converter as mesmas para o espaço funcional. Utilizando a máscara e a 
imagem funcional pode-se com a função meants extrair as séries temporais. O sinal obtido 
pode ser utilizado com a função FEAT, para por fim remover a influencia da SB e LCR do sinal 
BOLD. 
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4.3 Definição de Vértices e Arestas 
Terminado o pré-processamento é agora essencial definir a forma como podem ser extraídas 
medidas de conectividade funcional a partir das imagens e como estas se podem traduzir num 
grafo. Como já foi mencionado anteriormente, existem dois aspectos essenciais a definir: a 
tradução das estruturas anatómicas para vértices do grafo e a relação entre essas estruturas, 
que representará as arestas do grafo.  
As ROIs que podem ser desde representações macroscópicas de estruturas cerebrais 
conhecidas até à unidade mais básica do cérebro, o neurónio, irão determinar o espaço onde 
a informação é extraída. 
Para a sua definição existem tipicamente duas abordagens diferentes: utilizando um atlas já 
existente, com a divisão do cérebro num numero razoável de regiões, sendo necessário 
normalizar as imagens de cada indivíduo para o espaço do atlas, ou vice-versa; utilizando 
técnicas de segmentação aplicadas à aquisição estrutural de cada indivíduo. Em última 
análise a definição dos vértices resulta numa imagem em que cada vóxel possui um valor que 
corresponde à estrutura que representa. 
Para construção das ligações entre os diferentes vértices definidos importa perceber como 
podemos extrair o sinal das imagens funcionais, e como este é utilizado para estabelecer uma 
medida de conectividade funcional através do cálculo de correlações. A partir das correlações 
calculadas é possível construir uma matriz de correlações, que será aqui equivalente a uma 
matriz de adjacências, e consequentemente a um grafo de conectividade funcional. 
 
4.3.1 Atlas cerebrais 
A utilização de atlas cerebrais é uma prática bastante comum na neuroimagem. Nas suas 
origens estes atlas mapeavam de forma cartográfica e estabeleciam relações espaciais entre 
diferentes estruturas cerebrais, numa representação estática de cérebros examinados post-
mortem. Em anos mais recentes, com o desenvolvimento de técnicas de imagiologia e de 
ferramentas de computação o conceito estendeu-se permitindo agora incluir uma maior 
variedade de informação sobre cada elemento do cérebro (Toga, Thompson, Mori, Amunts, & 
Zilles, 2006). A maior fonte do grande interesse que se verifica atualmente em atlas capazes 
de fornecer mapas da arquitetura do córtex cerebral humano está diretamente associada a 
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estudos de imagem funcional. Investigadores que fazem uso de técnicas como PET e fMRI 
deparam-se com a necessidade de fazer corresponder os focos de atividade cerebral a 
estruturas anatómicas. 
Nos dias de hoje existe uma grande variedade de atlas que mapeiam diferentes estruturas 
cerebrais de diferentes formas, e com diferentes resoluções. Enquanto uns se focam em 
algumas estruturas cerebrais especificas como o cerebelo (Diedrichsen, Balster, Cussans, & 
Ramnani, 2009) ou o tálamo (Behrens, et al., 2003), outros focam-se no mapeamento 
completo do córtex humano. 
O atlas AAL (Automated Anatomic Labelling) resulta da segmentação anatómica de uma 
imagem espacialmente normalizada para o espaço MNI descrita em (Tzourio-Mazoyer, et al., 
2002), e utilizada para definir o espaço referência MNI. Divide cada hemisfério do cérebro em 
45 áreas anatómicas e define 26 outras áreas dedicadas ao cerebelo e vérmis, fazendo um 
total de 116 regiões. Esta segmentação traduz-se numa imagem NIfTI em que cada vóxel  
possui um valor entre 1 e 116 conforme a estrutura anatómica em que foi classificado (Figura 
4-3).  
O atlas Destrieux possui uma maior resolução que o AAL, dividindo cada hemisfério do cérebro 
em 74 regiões diferentes. Na sua construção, a partir de imagens MRI, foi feita uma 
segmentação manual assistida por computador que procurou e classificou sulcos do cérebro.  
12 conjuntos de dados foram utilizados para desenvolver regras e algoritmos consistentes com 
regras anatómicas e de segmentação automatizada, que permitiram construir o atlas 
(Destrieux, Fischl, Dale, & Halgren, 2010). 
 
Figura 4-3 Vistas coronal e sagital do atlas AAL; 
Enquanto os atlas anteriormente descritos foram construídos a partir de um grupo restrito de 
sujeitos, representando apenas estes de forma precisa, o atlas de Desikan foi desenvolvido 
tendo em mente a existência de variabilidade entre sujeitos. Construído a partir de imagens de 
RM de 40 sujeitos, cada aquisição foi segmentada manualmente. As segmentações 
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resultantes foram co-registadas criando um atlas com 68 regiões diferentes (Desikan, et al., 
2006).  
 
4.3.2 Segmentação FreeSurfer 
A alternativa à utilização de um atlas pré-segmentado para todos os casos passa por realizar a 
segmentação para cada um dos casos individualmente. Quando a identificação das estruturas 
cerebrais em uma imagem é feita simplesmente pela sobreposição com o atlas, não existe 
garantias, mesmo estando as duas imagens no mesmo espaço anatómico, da fiabilidade dos 
resultados (Toga, Thompson, Mori, Amunts, & Zilles, 2006). Uma das tendências mais fortes 
na utilização e classificação de imagens é a utilização de ferramentas de classificação 
anatómica automática, tal como o FreeSurfer.  
O fluxo de processamento do FreeSurfer para a segmentação e classificação de imagens de 
RM compreende três grandes passos. O primeiro é responsável pelas tarefas mais 
elementares de pré-processamento: correção de movimentos, normalização de intensidades, 
normalização espacial e remoção do crânio. No segundo são realizados mais alguns passos 
de pré-processamento e algumas das primeiras operações de segmentação. O passo final  é 
responsável pelo registo, parcelação e reconstrução das superfícies, e pela classificação 
utilizando as labels existentes. 
 
4.3.3 Extração das séries temporais e cálculo de correlações 
Com as imagens funcionais processadas e com as regiões de interesse definidas, o processo 
de extração das séries temporais torna-se bastante simples. Para cada ponto temporal é 
calculada para cada região anatómica da máscara de ROIs, o valor médio puro da intensidade 
de ativação dos vóxeis correspondentes. 
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Figura 4-4 Série temporal de uma região anatómica. 
Extrai-se desta forma um vector para cada região anatómica com tantos elementos quantos 
pontos volumes da imagem funcional. Com estas séries temporais será possível calcular quão 
relacionadas as diferentes regiões estão, obtendo-se então efetivamente os valores das arestas 
do grafo.  
Como resultado da extração das séries temporais obtém-se essencialmente para cada zona 
anatómica uma função de como a sua intensidade média varia ao longo do tempo (Figura 4-4). 
Medidas de correlação e dependência quantificam quão relacionadas duas variáveis estão ao 
longo de uma dimensão, neste caso quão relacionadas as séries estão ao longo do tempo. 
A medida mais comum de se utilizar no mundo estatístico para avaliar a relação entre duas 
variáveis é a correlação de Pearson (Rodgers & Nicewander, 1988), sendo outras formas de 
avaliar a correlação e dependência usualmente variações desta. 
A correlação de Pearson, normalmente associada à letra r, pode ser vista na Equação 4.1, 𝑟 = !!!! !!!!!!!! ! !!!! ! ! !   Equação 4.1 
onde X e Y representam a média de cada uma das variáveis a relacionar, e i cada um dos 
momentos temporais ao longo dos quais é calculada a correlação. Essencialmente a equação 
define r como sendo o produto cruzado, centrado e uniformizado de duas variáveis. Pode 
assumir valores entre -1 e 1, significando 1 uma correlação perfeita, e -1 que as variáveis se 
encontram completamente anti-correlacionadas. No caso de duas variáveis serem 
completamente independentes, r será 0. 
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Para além de ser capaz de medir apenas correlações lineares, funciona como uma análise 
bivariada, onde não é considerada a possível influência de outras variáveis na correlação 
Uma alternativa à utilização da análise bivariada é a utilização de medidas de correlação 
parciais e semi-parciais. No cálculo de correlações parciais e semi-parciais, pretende-se 
calcular a correlação entre quaisquer duas variáveis, se a influência de um conjunto de outras 
variáveis fosse retirado.  
a)  b)  
c)  
Figura 4-5 Cálculo da correlação entre A e B; 
a)Sobreposição da variância de três variáveis 
independentes; b) Remoção do efeito de C de 
ambas as variáveis-correlação parcial; c) 
Remoção do efeito de C de B- Correlação semi-
parcial; Adaptado de (Cohen, Cohen, West, & 
Aiken, 2003) 
  
Olhando para o estudo presente, e utilizando a Figura 4-3 como referência, no cálculo da 
correlação entre as séries temporais de duas quaisquer regiões A e B, o relacionamento entre 
estes dois sinais e uma terceira região C, irá invariavelmente refletir-se na correlação calculada. 
Como pode ser visto na figura, a sobreposição das áreas A e B, está também sobreposta com 
C. Assim a correlação parcial calculada entre A e B, será a correlação entre as componentes 
de ambas que não estão relacionadas com C (Figura 4-5 b)), calculando-se a contribuição 
independente de cada par (Fisher R. A., 1925; Whitﬁeld-Gabrieli & Nieto-Castanon, 2012; 
Cohen, Cohen, West, & Aiken, 2003). 
No cálculo da correlação parcial (pr) entre as variáveis A e B, o efeito de C em cada uma das 
variáveis é removido diretamente segundo a equação 4.2. Esta equação pode facilmente ser  𝑝𝑟!".! = !!"!!!"!!"(!!!!"! )(!!!!"! )  Equação 4.2 
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expandida para um qualquer número desejado de variáveis, apresentando a desvantagem de 
se tornar rapidamente pesada para altos números de variáveis a ser removidas. Um problema 
diretamente associado a este factor na aplicação da correlação parcial ao estudo em questão, 
é o facto de não haver conhecimento à partida de quais regiões anatómicas poderão estar 
associadas, não havendo qualquer conhecimento de quais regiões especificas se deve regredir, 
ficando a única opção, remover o efeito de todas. 
Uma terceira alternativa é o calculo de correlações semi-parciais.  à semelhança das 
correlação parcial pretende-se remover do cálculo da correlação o efeito de variáveis externas. 
Pode ser entendida como como a correlação entre uma variável independente completa, e 
uma segunda variável, depois de removido o efeito de uma terceira sobre esta (Figura 4-3 c)). 
É chamada semi-parcial porque o efeito de C é removido de B mas não de C (Cohen, Cohen, 
West, & Aiken, 2003). 
O cálculo da correlação semi-parcial (sr) entre A e B, removendo de B o efeito de C, é feito 
utilizando a equação 4.3. 𝑠𝑟!(!.!) !!"!!!"!!"!!!!"!   Equação 4.3 
Segundo esta fórmula, o calculo da correlação semi-parcial entre A e B, será diferente do 
cálculo da correlação semi-parcial entre B e A. 
Apesar de, pela Figura 4-5, as áreas que parecem sobrepostas serem iguais, na correlação 
semi-parcial, a variância de A que se tenta explicar é bastante maior, resultando que em geral, 
a correlação parcial será sempre superior à semi-parcial. Tal como no caso da correlação 
parcial, o cálculo da correlação semi-parcial torna-se mais complexa com o aumento do 
número de variáveis cujo efeito pretendemos remover.   
Um dos problemas na utilização da correlação de Pearson na análise estatística que se segue 
é que não é possível assumir uma distribuição normal para todas as distribuições de 
coeficiente. Este problema foi abordado em (Fisher R. A., 1915), onde o autor sugere a 
aplicação de uma transformação conhecida nos dias de hoje como transformação de Fisher. A 
aplicação desta transformada tem como resultado a estabilização da variância ao longo de 
toda a gama de valores de r, tendo maior influência nos valores mais altos, e permitindo 
assumir uma distribuição normal na análise estatística de correlação bivariada. A 
transformada de Fisher z, pode ser calculada segundo a equação 4.4. 
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𝑧 = arctanh  (𝑟) Equação 4.4 
 
4.4  Fluxo de Processamento 
Um fluxo de processamento para a construção de grafos de conectividade funcional 
apresentará sempre uma elevada complexidade. Partindo das imagens funcionais adquiridas 
na RM até chegar a uma matriz de adjacências existem vários passos de pré-processamento, 
extração de informação e cálculo de ligações que é preciso ter em conta. Será agora descrito o 
fluxo definido neste trabalho (Figura 4-6), todos os passos realizados e opções tomadas.  
Grande parte do pré-processamento realizado neste estudo foi feito utilizando a ferramenta 
BrainCAT, escolhido pelo facto de automatizar grande parte do pré-processamento e reduzir o 
tempo e número de operações manuais necessárias. Partindo das imagens DICOM iniciais o 
BrainCAT utiliza o software dcm2nii para converter o formato. Aqui não foram utilizadas as 
imagens estruturais usuais, mas sim as imagens com o pescoço removido. A utilização destas 
melhorou comprovadamente o desempenho do processo de extração de crânio.  
Convertido o formato, foram removidos os 5 volumes iniciais, feita a correção de movimentos 
com um limite de rotação de 0,19 rad e de translação de 3 mm, seguida da correção dos 
tempos de aquisição e da extração do crânio. A extração do crânio utilizou o comando bet, 
com um threshold de 0,35 para as imagens funcionais. Para as imagens estruturais, e tendo 
em conta a importância da extração do crânio para passos posteriores, foi feita uma extração 
individual para cada caso com threshold a variar entre 0,35 e 0,55.  
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Figura 4-6 Fluxo completo do processamento das imagens de ressonância magnética e construção dos 
grafos de conectividade cerebral; 
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Na etapa de normalização foram testadas duas estratégias diferentes. Embora seja bastante 
mais comum em estudos funcionais utilizar imagens normalizadas num espaço padrão, as 
transformações realizadas nesta operação irão inevitavelmente distorcer a informação das 
séries temporais por melhor que seja a função de interpolação. É necessário também ter em 
conta que para cada imagem funcional será construída uma rede individual, não sendo de 
facto necessário ser possível sobrepô-la às imagens funcionais dos restantes sujeitos do 
estudo desde que seja ainda possível relacionar cada vóxel da imagem funcional com uma 
estrutura anatómica.  
Assim as duas estratégias possíveis são bastante óbvias, podemos normalizar a imagem 
funcional para o espaço da imagem com as ROIs, seguindo o processo descrito anteriormente, 
ou inverter o processo, convertendo as imagens que estão no espaço padrão/estrutural, para 
o espaço funcional nativo.  
Independentemente da escolha em questão, utilizou-se a função flirt do FSl para realizar todas 
as funções de normalização e co-registo, sempre utilizando 180º no espaço de procura. Na 
conversão das imagens estruturais com o crânio removido, calculou-se primeiro o co-registo 
da imagem média funcional para o espaço estrutural utilizando 6 graus de liberdade. 
Utilizando o atlas a imagem MNI152 (Fonova, Evans, Botteron, Almli, McKinstry, & Collins, 
2011) como referência calculou-se a transformação da imagem estrutural para espaço padrão, 
utilizando 12 graus de liberdade. Com a função fslmaths é possível calcular as restantes 
matrizes de transformação necessárias, concatenando a transformação do espaço funcional 
nativo para o estrutural e do estrutural para o espaço padrão; obtêm-se as transformações 
necessárias para colocar todas as imagens no espaço MNI, e invertendo essas matrizes 
obtêm-se todas as transformações necessárias para colocar todas as imagens no espaço 
funcional nativo. 
Para a primeira estratégia de processamento foram transformadas as imagens funcionais, 
estruturais e a imagem que define as ROIs para o espaço MNI. Na segunda estratégia, os 
volumes estruturais foram transformados para espaço funcional utilizando a matriz inversa da 
transformação. Para os volumes de ROIs foi calculada uma nova transformação utilizando 6 
graus de liberdade tendo as imagens estruturais no espaço funcional como referência.  
A utilização de um passo de suavização tem um objectivo semelhante ao passo de 
normalização. Pretende-se com este diminuir a variabilidade entre sujeitos e dentro de cada 
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imagem, para além de melhorar a relação sinal-ruído. Contudo, como já foi referido, na 
construção de um grafo cada imagem deverá ser trabalhada individualmente, sendo 
posteriormente apenas os grafos obtidos para cada sujeito utilizados na análise de grupo. Por 
outro lado, a suavização entre diferentes regiões anatómicas adjacentes diminuirá possíveis 
contrastes e diferenças de ativação, aumentando de forma falsa a sua correlação. Por fim, as 
imagens funcionais utilizadas durante este estudo possuíam já alguma suavização à saída do 
equipamento. Por todos estes motivos decidiu-se não incluir qualquer outro passo de 
suavização no pré-processamento. 
A todas as imagens foi aplicado um filtro passa banda entre 0,01 e 0,08. 
A remoção do sinal de SB e LCR foi feito utilizando a ferramenta CONN, da forma descrita 
anteriormente. 
Na definição das regiões de interesse também serão comparadas duas estratégias diferentes: 
utilizando um atlas pré-segmentado para a identificação por sobreposição das regiões de 
interesse; e a utilização do FreeSurfer para segmentar e rotular individualmente o cérebro de 
cada sujeito, tal como descrito anteriormente. 
Como o atlas Destrieux é utilizado na segmentação do FreeSurfer, e de forma a permitir uma 
maior diferenciação entre as metodologias, foi escolhido o atlas AAL para a primeira estratégia.  
Um dos problemas mais imediatos na utilização do atlas AAL como referencia para a extração 
das séries temporais é o facto de cada região possuir ainda um volume considerável. Por 
observação direta é possível verificar que o sinal BOLD ao longo de várias regiões será pouco 
homogéneo, de forma que o sinal médio extraído não será representativo nem de fortes nem 
fracas correlações. De forma a diminuir o efeito desta variação do sinal, cada região de 
interesse será restringida a um menor volume centrado no seu centro de gravidade. Embora 
não seja obrigatoriamente o que acontece em todas regiões, espera-se, para além de tornar as 
ROIs mais homogéneas, focar o estudo nas regiões com sinal mais forte. 
Utilizando a função fslstats do fsl é possível extrair de uma imagem o centro de gravidade de 
um conjunto de vóxeis entre dois thresholds de valor. Esta função é normalmente utilizada 
para extrair o centro de gravidade de uma gama de ativações de sinal BOLD, contudo, 
impondo aos dois thresholds um intervalo de uma unidade, é possível extrair as coordenadas 
xyz do centro de gravidade de cada uma das zonas anatómicas. 
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Com o centro de gravidade de cada zona, a função 3dUndump do AFNI é capaz de criar uma 
máscara com as esferas desejadas, utilizando todas as coordenadas dos centros de gravidade 
e o valor de intensidade correspondente a cada zona anatómica do atlas AAL e permitindo 
escolher o raio da esfera. Neste caso foi escolhido um raio de 5 vóxeis.  
Combinando então ferramentas do FSL e AFNI é possível obter um atlas modificado que 
restringe as regiões em estudo a uma área mais controlada e com mais interesse (Figura 4-7). 
Na transformação da máscara AAL para o espaço funcional, realizou-se primeiro a 
transformação da máscara completa para o espaço funcional nativo e apenas depois se 
realizaram outros processamentos necessários, de forma a evitar distorções das esferas. 
Figura 4-7 Atlas AAL modificado; 
Na segunda estratégia, a utilização do FreeSurfer para classificar cada vóxel das imagens 
estruturais terá como resultado final um conjunto de labels que podem ser utilizadas com o 
comando mri_label2vol para gerar uma máscara que inclui as segmentações desejadas para 
cada individuo. As imagens geradas pelo Freesurfer encontram-se no espaço padrão Talairach, 
sendo necessário convertê-las para o espaço anatómico original. Isto pode ser feito ao 
executar a função que converte as labels para volumes, fornecendo a imagem T1 à opção –
temp.  
Todos os volumes do FreeSurfer encontram-se em formato .mgz. É realizada a conversão para 
NIfTI utilizando a função mri_convert do FreeSurfer. Finalmente, para que a segmentação 
esteja em plena correspondência com as restantes imagens do estudo utiliza-se a função flirt 
do FSL para normalizar a imagem para as dimensões corretas, utilizando a imagem estrutural 
com o crânio extraído como referência, com 180º de procura e 6 graus de liberdade e função 
de interpolação vizinho mais próximo, para que os valores unitários da máscara não sejam 
alterados. Desta forma a segmentação estará alinhada com a imagem estrutural. Qualquer 
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outra operação de normalização que seja necessário aplicar será feita da mesma forma que a 
aplicada à imagem estrutural, apenas divergindo a função de interpolação. 
São utilizados labels provenientes de dois atlas. Do atlas Destrieux são utilizadas um total de 
148 áreas, divididas de forma simétrica por ambos hemisférios (Destrieux, Fischl, Dale, & 
Halgren, 2010). Da segmentação realizada em (Fischl, et al., 2002), são utilizadas 14 das 37 
possíveis zonas, fazendo um total de 162 ROIs a utilizar que podem ser consultadas no anexo. 
A segmentação resultante pode ser vista na Figura 4-8. 
 
Figura 4-8 Resultado da segmentação utilizando o FreeSurfer; 
Temos então quatro estratégias possíveis que combinam diferentes formas de definição dos 
vértices da rede (Atlas AAL e Segmentação FreeSurfer) e espaços onde a informação é 
processada (espaço MNI e espaço funcional nativo).  
A remoção do sinal SB/LCR, a extração das séries temporais e o cálculo das matrizes de 
correlação serão realizadas utilizando a toolbox CONN, por ser a única que implementa estes 
três passos de forma sequencial. Outros programas como FSL ou AFNI poderiam ser 
utilizados para a extração das séries temporais, mas não apresentam qualquer ferramenta 
para os cálculos das correlações, obrigando à utilização de outras ferramentas.  
O CONN implementa duas medidas diferentes de calcular a correlação entre duas séries 
temporais: correlação bivariada de Pearson e correlação semi-parcial. A utilização da medida 
semi-parcial daria origem a uma matriz não simétrica, e consequentemente a um grafo 
dirigido, dificultando a interpretação do significado de cada ligação individual e do grafo em si. 
Por este motivo foi escolhida como medida de correlação a correlação de Pearson. 
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O processo de construção de uma matriz de correlação pode ser observado na figura 4-5.  
         
Figura 4-9 Construção de uma matriz de correlações. a) Séries temporais; b) Cálculo da correlação de 
Pearson utilizando o Conn; c) Cada valor é inserido nas duas posições correspondentes da matriz de 
correlações; 
Cada par de séries temporais (Figura 4-9 a)) será correlacionado segundo a métrica de 
Pearson (Figura 4-9 b)), sendo o valor obtido colocado nas duas posições correspondentes na 
matriz de correlação (Figura 4-9 c)). O processo será repetido de forma iterativa para todos os 
pares de regiões anatómicas até a matriz ficar completamente preenchida. 
 
4.5  Análise e Visualização de Grafos 
Com o pré-processamento e a construção de matrizes de adjacência terminadas, importa 
agora perceber como se pode usar este tipo de dados em estudos de conectividade funcional. 
Devido à variabilidade e circunstancialidade de cada aquisição de MRI, é impossível afirmar 
que o grafo de um sujeito apenas seja representativo e prova da existência de qualquer 
achado significativo numa rede cerebral, ou de forma mais generalizada, em qualquer estudo 
de conectividade cerebral. A utilização de um grupo de estudo passa a permitir a utilização de 
ferramentas estatísticas na análise da rede de conectividade, permitindo determinar quais as 
ligações que são estatisticamente significativas e representativas de algum achado.  
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Terminada a análise de grupo, pode-se passar à análise e caracterização dos grafos, quer 
calculando as métricas que caracterizam a rede, descritas no capitulo 3, incluindo a utilização 
de algoritmos para a detecção de estruturas modulares, quer utilizando diferentes formas para 
a visualização das redes. 
Embora existam muitas métricas e ferramentas para a caracterização de grafos, a 
comparação de diferentes redes de conectividade é uma tarefa bastante mais complexa e um 
dos principais obstáculos à utilização de teoria de grafos nas neurociências. Importa assim 
perceber como podemos comparar as diferentes estratégias definidas no fluxo de 
processamento. 
 
4.5.1 Análise de Grupo 
Um dos factores chave na construção de um modelo capaz de representar de forma fiel as 
ligações relevantes existentes no cérebro humano, é a capacidade de distinguir entre 
correlações casuais, ocorrentes das circunstâncias, e aquelas que podem ser encontradas de 
forma recorrente num grupo de sujeitos. Em qualquer estudo de grupo, apesar das 
características da aquisição serem sempre as mesmas, e se tentar que estas sejam feitas de 
forma mais uniforme possível, é impossível eliminar completamente a variabilidade entre elas. 
Variabilidade proveniente da própria aquisição com pequenas variações nos campos 
magnéticos, e variações na anatomia e estado mental do sujeito em estudo. Desta forma, a 
construção de uma rede representativa das correlações significativas entre diferentes zonas do 
cérebro deverá ser capaz de distinguir entre correlações consistentes ao longo do grupo, e 
aquelas que sejam fruto das circunstâncias. 
Todos os passos da análise estatística são implementados utilizando o Matlab. 
4.5.1.1 Familywise Error Rate 
Utilizando um grupo de aquisições como base para um estudo, o passo inicial será obter uma 
medida que represente da forma mais equilibrada as correlações obtidas em todos os sujeitos. 
O cálculo da média dos valores de correlação para cada par de zonas anatómicas ao longo de 
todos os sujeitos, será capaz de reunir numa só matriz de correlações valores representantes 
de toda a população. Importa agora avaliar e controlar quais destas correlações médias 
podem ser consideradas significativas, perante as variações da população.  
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Perante um grupo de n hipóteses nulas 𝐻!, . . . ,𝐻!, cada uma correspondente à hipótese de 
cada um dos n valores de correlação não ser estatisticamente significativo, pretendemos 
rejeitar, ou não a hipótese nula, determinando, com uma certeza estatística, quais correlações 
podem ser consideradas significativas, ou seja, quais valores de correlação apresentam uma 
média significativamente superior a 0. 
O procedimento mais forte no controlo estatístico de múltiplas hipóteses nulas é conhecido 
como k-Family Wise Error(k-FWER) e controla a probabilidade de se obter um ou mais erros do 
tipo 1 (rejeitar uma hipótese nula verdadeira) a um nível α (Holm, 1979).    
O procedimento original de Bonferroni rejeitava 𝐻! com o valor 𝑝! associado, quando 𝑝! ≤ !!, 
sendo m o numero total de hipóteses nulas a testar. Holm construiu sobre esta premissa 
criando aquele que é um dos procedimentos mais usados  para o controlo do FWE, criando 
um procedimento mais forte sem ser necessário qualquer conhecimento sobre  a 
independência das variáveis (Keselman, Cribbie, & Holland, 2002).   
Segue os seguintes passos (Holm, 1979): 
• Ordenar de forma crescente os vector de valores p associados a cada hipótese nula; 
• Encontrar o primeiro k que verifique a condição: 𝑝! > !!!!!!; 
• Rejeitar as hipóteses nulas 𝐻!,… ,𝐻!!!  ; 
Por ser um dos procedimentos mais fortes no controlo de hipóteses múltiplas, e não 
necessitar de qualquer assunção sobre a independência das variáveis, este procedimento foi 
escolhido para detectar as ligações significativas e filtrar as matrizes de adjacência (Figura 4-
10). 
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Figura 4-10 Filtragem da matriz de adjacência pelo procedimento de comparações múltiplas Holm-
Bonferroni; 
4.5.1.2 Comparação de redes 
O problema da comparação de diferentes redes cerebrais é atualmente uma das maiores 
limitações à utilização de teoria de grafos nas neurociências. Em (van Wijk, Stam, & 
Daffertshofer, 2010) é explicitado que o número de vértices (n) e o grau médio (k) influencia 
de diferentes formas métricas utilizadas para classificar e comparar grafos. É demonstrado em 
particular que os valores usualmente utilizados para caracterizar a arquitetura de uma rede, o 
coeficiente de clustering (CP), e o caminho mais curto médio (L), variam de forma tendenciosa 
perante estes dois factores (CP varia principalmente com n, L com k, sendo a variação de C 
mais acentuada). Além disso a forma como variam é normalmente dependente da arquitetura 
e topologia da rede (se estas se aproximam mais de redes aleatórias ou regulares), algo à 
partida desconhecido em atividades experimentais. Concluem assim que a comparação direta 
entre redes com n e k diferentes poderá levar a conclusões errôneas, levando à necessidade 
de corrigir estas tendências,  impossibilitando a comparação direta das redes filtradas com o 
FWE. 
São referidos dois métodos diferentes de corrigir estas tendências. Forçando o número de 
vértices e o número de ligações este efeito seria naturalmente eliminado, contudo as redes 
seriam de tal forma distorcidas que seria impossível tirar qualquer conclusão a partir destas.  
Uma alternativa é fixar a densidade das redes, correndo-se no entanto o risco de ignorar 
ligações significativas ou impondo a existência de ligações não relevantes e de ainda assim 
modificar a arquitetura da rede. O segundo método normaliza os valores obtidos perante uma 
rede referência. À semelhança da normalização em relação a redes aleatórias, utilizada para 
determinar o coeficiente de small-world, na caracterização de redes,  é sugerida a 
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normalização das métricas obtidas em relação a uma rede aleatória particular. Nesta o n é 
mantido fixo e o k é correspondido ao das redes que se pretende estudar. Normalizando as 
redes em relação a esta rede padrão, espera-se poder eliminar o efeito da variação do seu 
tamanho. É demonstrado, contudo, que mesmo estas redes estão sujeitas ao efeito 
tendencioso que o seu tamanho tem nas métricas calculadas, correndo-se o risco de estar a 
introduzir novas tendências na comparação. É proposta a hipótese que a caraterização exata 
destas tendências para as diferentes arquiteturas permitirá remover os seus efeitos da análise. 
Na ausência desta possibilidade, sugere-se a combinação das duas diferentes metodologias 
descritas. 
Para comparar as diferentes estratégias, serão escolhidas métricas que caracterizem as redes 
de formas diferentes: C como medida de segregação, EfGl como medida de integração, 
assortatividade r como medida de resiliência e Bc como medida de centralidade. Estas 
métricas serão calculadas para a rede de cada sujeito ao longo de um conjunto de densidades 
diferentes, com intervalos de densidade de 5%. Serão também calculadas as métricas 
associadas à arquitetura small-world (C e  EfGl) normalizadas por uma rede aleatória com 140 
vértices e mesma densidade da rede em estudo. Com os resultados obtidos será realizado um 
paired t-test, com a hipótese nula que não existe qualquer diferença significativa entre os 
resultados obtidos. 
4.5.1.3 t-Test 
Para aplicar o k-FWER e caracterizar os grupos, ou para comparar as diferentes estratégias, é 
necessário calcular, para cada valor de correlação, o p correspondente. Este p representa a 
probabilidade, segundo uma certa distribuição, que o valor médio da população (na 
caracterização) ou a diferença dos dois valores (na comparação) tenha um valor 
correspondente a uma hipótese nula.  
A distribuição definida por (Student, 1908), permite-nos calcular a probabilidade associada a 
cada valor de t, que pode ser calculado segundo a equação 5.3, onde X, é o valor médio da  𝑡 = !!!! ! Equação 5.5 
populaçã, s o desvio padrão, n a quantidade de amostras utilizadas e µ o valor da hiptoese 
nula a testar. O valor de p pode então ser óbtido consultando a tabela da distribuição de 
Student, (com o respectivo valor de t, e as caracteristicas do estudo em questão.  
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Assumindo uma distribuição normal, o método mais comum de se aplicar para calcular os 
valores de p é utilizar um one-sample t-test segundo a distribuição de Student (Salvador, 
Suckling, Coleman, Pickard, Menon, & Bullmore, 2005; Lord L. , et al., 2011; Lord L.-D. , et 
al., 2012). Na comparação de amostras emparelhadas, tal como na comparação das diferente 
estratégias, um paired t-test é capaz de detectar diferenças significativas entre os valores das 
duas amostras. 
Na implemetação prática, o cálculo dos p’s é feito utilizando a função ttest do Matlab.  
 
4.5.2 Análise de Grafos 
O crescente interesse que tem sido verificado ao longo dos últimos anos na aplicação de teoria 
de grafos a diferentes áreas do conhecimento, tem resultado no surgimento de diferentes 
software e ferramentas capazes de analisar estas redes. Contudo, e não obstante a 
quantidade de opções existentes, grande parte destas ferramentas foram desenhadas com um 
fim muito especifico em vista. Seja na aquisição ou numa representação característica de 
redes sociais, ou na análise muito própria de mecanismos de tradução de proteínas. Por outro 
lado, soluções que têm em vista uma análise mais abrangente de redes complexas, 
apresentam-se normalmente sobre o formato de bibliotecas de funções escritas normalmente 
em alguma das variantes da linguagem C ou Python, oferecendo ao utilizador a possibilidade 
de realizar as suas próprias implementações. No fundo, é notória a falta de ferramentas 
completamente desenvolvidas capazes de tratar vários tipos de redes complexas e em 
particular, a existência de ferramentas próprias para analisar grafos de conectividade cerebral. 
Será então feita uma breve análise de algumas ferramentas disponíveis para a análise de 
redes cerebrais. 
A caracterização de uma rede complexa pode ser resumida a três dimensões, a análise das 
métricas geométricas e topológicas, tal como descritas no capitulo três. Serão enunciadas as 
métricas escolhidas e as ferramentas utilizadas para as obter. A segunda dimensão, a 
detecção de estruturas modulares na rede, também já descrita e explicada no capítulo 3. Esta 
pode ser feita segundo diferentes algoritmos, sendo neste trabalho aplicados dois diferentes 
para as encontrar. Por fim, importa olhar para a forma como se podem visualizar os grafos, e 
como se podem utilizar diferentes layouts para evidenciar diferentes características destes.   
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4.5.3 Software Para Análise de Grafos 
4.5.3.1 Gephi 
Gephi é um software open source criado para a análise, visualização e manipulação de grafos 
(Bastian, Heymann, & Jacomy, 2009). Capaz de lidar com redes com até 20,000 vértices, 
divide o seu funcionamento em diferentes módulos. É capaz de importar e exportar redes 
guardadas em diferentes formatos, incluindo ficheiros .csv, o formato ideal para exportar 
matrizes do Matlab. Permite também importar atributos relativos aos vértices, tal como os 
nomes correspondentes e a posição do seu centro de gravidade. 
O seu módulo de visualização utiliza um motor 3D que faz uso da placa gráfica libertando 
recursos do CPU. Possui 18 diferentes layouts de visualização após a instalação, que 
permitem alterar a forma como a rede é visualizada. Apesar de ser um motor 3D, as 
capacidades deste são um pouco limitadas, permitindo apenas alternar entre dois eixos de 
visualização. Permite  também explorar as redes de forma interativa,  com a possibilidade de 
fazer zoom em diferentes partes desta, visualizar subgrafos associados a um vértice e guardar 
as redes em diferentes formatos de imagem. 
Na análise de grafos permite aplicar diferentes filtros à rede, filtrando pelos seus atributos, 
dinâmicas, arestas ou topologia. Permite calcular as principais métricas associadas à análise 
de grafos e o cálculo de estruturas modulares existentes na rede. 
Finalmente, dois dos grandes trunfos deste software é a existência de ferramentas que 
permitem à comunidade criar os seus plugins, segundo os autores, de forma bastante simples, 
e a capacidade para visualizar e analisar grafos dinâmicos, que evoluem ao longo do tempo. 
Sendo provavelmente um dos software mais completos na análise de grafos, sofre por vezes 
em termos de desempenho. Desenvolvido em Java para Windows, Mac e Linux, é muitas 
vezes notória durante a sua utilização dificuldades na transição entre módulos, na visualização 
com alguns dos layouts mais complexos e na utilização de memória RAM prejudicando o 
desempenho de outros software a correr no sistema. 
4.5.3.2 Biblioteca iGraph 
A biblioteca iGraph foi desenvolvida tendo em mente a análise grafos de grandes dimensões 
de forma eficiente, e criando uma ferramenta que possa ser incluída em programas em 
linguagens de nível alto (Csárdi & Tamas, 2006).  
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Oferece ferramentas capazes de gerar diferentes grafos regulares e aleatórios, permitindo 
também a construção de grafos a partir de alguns dos tipos de ficheiros mais comuns como 
Pajek e GraphML. Permite ainda criar grafos a partir de estruturas de informação como 
matrizes de adjacência construídas em C. 
Na análise de métricas possui funções capazes de avaliar todas as características essenciais 
de um grafo, nas suas propriedades geométricas, com a distancia entre vértices, medidas de 
centralidade, análise de módulos (através do algoritmo de Newman) e motivos existentes na 
rede. 
O código fonte base desenvolvido em C e testado em Linux, Mac Os, Windows e Sun Os, 
encontra-se disponível de forma completamente livre. Possui interfaces para duas linguagem 
de alto nível: Python e R, que se apoiam na biblioteca de funções criada em C. 
Uma das principais desvantagens na utilização do igraph comparado com outras ferramentas 
é a visualização de redes, estando apenas algumas (poucas) formas de visualização 
implementadas com a interface Python e R. Para os utilizadores das biblioteca em C é 
sugerida a utilização de outras ferramentas próprias para a visualização, como o ubiGraph. 
Finalmente, a maior vantagem da utilização de uma biblioteca como o igraph, do ponto de 
vista de um programador, está no acesso simultâneo a todas as estruturas de informação, 
permitindo criar novas formas de a manipular de forma conjugada com outras bibliotecas de 
funções matemáticas em C, e no acesso direto a uma enorme biblioteca de funções ara 
análise e manipulação de grafos e aos parâmetros que as regem. 
4.5.3.3 Conn 
Para além de todas as funcionalidades já descritas da caixa de ferramentas CONN (Whitﬁeld-
Gabrieli & Nieto-Castanon, 2012), este possui também a capacidade de calcular algumas das 
métricas mais relevantes na análise grafos e de os representar graficamente sobre o espaço 
anatómico. 
O destaque da utilização do CONN na análise de grafos está na integração desta no fluxo de 
processamento do CONN, sendo possível com uma só ferramenta executar desde alguns 
passos de pré-processamento, à construção, análise estatística (incorpora algumas formas de 
inferência estatística) e análise de grupos de teoria de grafos. É possível ao utilizador escolher 
Grafos de Conectividade Funcional  
 95 
quais regiões de interesse deseja incluir na sua análise e o software é capaz de determinar 
diferenças estatisticamente significativas nas características dos grafos de diferentes grupos. 
Apesar de ser uma excelente ferramenta para obter alguns resultados, a utilização do CONN 
na análise de grupos está limitada às poucas medidas incluídas pelos autores, não havendo 
grande documentação sobre como estas são exatamente implementadas. Também a 
visualização é bastante limitada, sendo apenas possível visualizar as redes segundo a 
distribuição anatómica das regiões de interesse. 
4.5.3.4 Brain Connectivity Toolbox 
Em conjunto com um artigo onde descrevem aquelas que consideram ser as medidas mais 
relevantes na análise de redes complexas, (Rubinov & Sporns, 2010) disponibilizaram uma 
toolbox em Matlab onde estas são implementadas. Uma das características chave desta 
toolbox é o facto de incluir a maioria das mais recentes medidas para análise de grafos que 
não estão ainda implementadas na maioria das ferramentas disponíveis. Implementa desde as 
medidas mais tradicionais como coeficiente de clustering, caminho mais curto, grau médio, a 
medidas mais complexas de caracterização da rede como eficiência global, medidas de 
centralidade e a detecção de motivos, caminhos e passeios na rede. Possui também 
diferentes algoritmos para a detecção de comunidades, sendo capaz de realizar este tipo de 
análises para redes binárias, com pesos, e com ou sem direção.  
Outra característica que distingue esta toolbox é o facto de possuir algoritmos capazes de 
gerar redes com determinadas topologias, como redes aleatórias ou regulares, importantes na 
análise dos parâmetros smal-world das redes em estudo. 
Apresenta-se como um conjunto de funções de matlab resultante da contribuição de vários 
autores, estando o código fonte de qualquer função disponível para o utilizador. Peca apenas 
por não possuir qualquer ferramenta para a visualização de grafos.  
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4.5.4 Métricas  
O cálculo das métricas escolhidas para a análise de grafos será feito utilizando a Brain 
Connectivity Toolbox, pois esta segue todos os métodos mais modernos para o seu cálculo tal 
como descrito no capitulo 3. A utilização de um pacote de ferramentas implementadas em 
Matlab também facilita a integração do cálculo destas métricas no fluxo de processamento. 
Segue-se uma breve descrição das medidas calculadas e, nos casos necessários, alguns 
cuidados especiais necessários no seu cálculo. Algumas das implementações das métricas 
utilizadas em redes com peso consideram que este representa uma medida de distância. 
Assim, para garantir  a uniformidade da caracterização, este não será considerado sendo 
utilizadas as versões binárias do grafo e das funções. 
• D - Densidade da rede: traduz a percentagem de ligações presentes na rede, do total 
de ligações possíveis. Representa o resultado da aplicação da correção FWE para 
múltiplas comparações, ou seja a percentagem de ligações que sobreviveu a este 
processo. É calculado utilizando a função density_und(); 
• Dg – Grau Médio da rede, traduz o valor médio do grau de todos os vértices da rede. 
O grau de um vértice é o número de vértices a que se liga. É obtido calculando a 
média dos graus de cada vértice que pode ser obtido com a função degrees_und(); 
• CP - Coeficiente de Clustering médio: valor médio dos coeficientes de clustering de 
todos os vértices da rede. Traduz a fração de triângulos à volta de cada vértice. A 
função clustering_coef_bin(), tem como resultado um vector com os coeficientes de 
clustering de cada vértice. 
• 1/EfGl – Inverso da Eficiência Global da rede: a eficiência de uma rede quantifica 
quão bem a informação circula dentro desta. É calculada como o inverso da distância 
dos diferentes elementos da rede. Esta métrica é utilizada em detrimento do caminho 
mais curto médio, pois ambas traduzem a mesma informação, não apresentando esta 
qualquer problema no cálculo em redes com mais do que um componente. A 
utilização do inverso da eficiência permite a análise da arquitetura. Pode ser calculado 
utilizando a função efficiency_bin(); 
• r – Assortatividade da rede: a assortatividade de uma rede avalia quanto os vértices de 
uma rede estão ligados a vértices com o mesmo grau. Traduz a resiliência de uma 
rede e a sua resistência a ataques. É calculada utilizando a função assortativity_bin();  
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• CB – Betweeness Centrality da rede: de forma a permitir identificar grandes variações 
no papel dos vértices na comunicação da rede, será calculado o valor médio e o 
desvio padrão para cada rede, utilizando a função betweeness_bin();    
• σ-Coeficiente de small world: enquanto o coeficiente small-world, tal como descrito 
no capítulo 3, é calculado utilizando a métrica L, e perante a impossibilidade de 
calcular L em redes com vários componentes, será utilizado o inverso da eficiência 
global, que apresenta o mesmo significado. Cscaled  e 1/Escaled serão calculados utilizandos 
os valores de eficiência e clustering calculados anteriormente e os valores médios de 
100 redes aleatórias, com o mesmo número de vértices e de ligações, Crand e Erand; 
A detecção de estruturas modulares existentes na rede será feita utilizando duas ferramentas 
e os dois algoritmos  para a detecção de comunidades, descritos no capítulo 3.   
O algoritmo de Newman é o mais comum de se encontrar em literatura referente à análise de 
grafos cerebrais, estando implementado na Brain Connectivity Toolbox.  
O algoritmo de Blondel, apesar de ser desenhado para redes de dimensões superiores às que 
serão a criadas, apresenta a vantagem de estar implementado no software Gephi, tendo então 
a vantagem de os resultados obtidos poderem ser visualizados nesta ferramenta. Uma das 
inovações introduzidas na implementação deste algoritmo no Gephi é a introdução de um 
parâmetro de resolução de procura temporal tal como descrito em (Lambiotte, Delvenne, & 
Barahona, 2008). Este factor de resolução permite, para valores mais baixos (inferiores a 1) 
encontrar mais comunidades dentro de uma rede do que com a aplicação tradicional do 
algoritmo. De forma a permitir a comparação com o algoritmo de Newman, este factor será 
mantido a 1. 
A aplicação destes algoritmos às diferentes combinações de regiões de interesse/fluxos de 
processamento será traduzida em três métricas diferentes; 
• N: o número de comunidades obtidas; 
• Q: valor de modularidade obtido; 
• nP – número de hubs com alta participação: A existência de vértices com grau de 
participação superiores ao valor médio da rede será indicativo da existência de hubs 
especializadas na facilitação da comunicação entre comunidades. O grau de 
participação é calculado utilizando a função participation_coef(), fornecendo a divisão 
efectuada pelo algoritmos de Newman. Como esta métrica não está implementada no 
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gephi, não será calculado para o algoritmo de Blondel. Serão procurados vértices que 
tenham um grau de participação superior à media da rede mais um desvio padrão; 
 
4.5.5 Visualização  
Uma das áreas mais complexas no estudo de redes complexas é a sua visualização. Em redes 
com milhares de vértices, a quantidade de dinâmicas possíveis de organização dos seus 
elementos torna o processo de visualização não só complexo em termos de planeamento 
como muito pesado em termos computacionais. A questão essencial é qual das características 
da rede se pretende evidenciar na sua visualização. Em redes  que, por exemplo, representem 
o sistema de comunicações de telemóvel de um país, será certamente importante visualizar os 
vértices nas suas coordenadas geográficas. De forma semelhante, em redes cerebrais, 
visualizar a posição anatómica de cada vértice é uma das formas mais comuns de se 
visualizar a rede. Por outro lado pode-se pretender evidenciar tendências de comunicação 
entre diferentes zonas, fazendo-se uso de algoritmos que evidenciem as comunidades. 
O problema mais notório de grande parte do software desenvolvido para a visualização de 
grafos, é que se focam normalmente num aspecto apenas da sua visualização. A título de 
exemplo, em software de análise e visualização de grafos desenvolvido para estudar processos 
de tradução de proteínas, a sua visualização foca-se puramente em evidenciar organizações 
em comunidades, não implementado alternativas que permitam evidenciar outras 
características.  
São poucas as opções de software que não impõem à partida alguma espécie de restrição. 
Uma exceção é o software Gephi, devido à sua natureza  de código livre e à sua popularidade, 
possui vários layouts diferentes desenvolvidos tanto pelos autores como pela comunidade. 
Permite visualizar as redes em formas tão simples como uma organização circular, onde todos 
os vértices se organizam formando um círculo, a formas mais complexas como o Force Atlas, 
que utiliza a força das ligações entre os vértices para permitir visualizar a sua organização em 
comunidades em diferentes graus. 
Neste trabalho serão demonstrados três layouts diferentes que evidenciam a existência de 
comunidades, a força da ligação entre os seus membros e a sua distribuição anatómica. Outro 
aspecto importante na escolha do Gephi para a visualização é a capacidade de importar 
livremente novos atributos sobre os vértices, como o nome, ou as suas coordenadas 
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anatómicas. Permite também alterar a cor e o tamanho dos vértices conforme propriedades 
como o seu grau, coeficiente de clustering e comunidade a que pertencem. Nos exemplos de 
visualização aqui expostos todos os vértices encontram-se coloridos conforme a comunidade a 
que pertencem. Foram então utilizados os três seguintes layouts. 
• Radial Axis Layout: organiza todos os vértices em torno de um eixo, agrupando-os 
segundo um atributo à escolha do utilizador. Escolhendo modularity como atributo é 
possível visualizar e comparar facilmente o tamanho de cada comunidade, os 
elementos que as constituem e como estas se ligam entre si (Figura 4-11 c)); 
• Force Atlas 2:  é um layout que simula forças num sistema físico, os vértices repelem-
se uns aos outros enquanto as arestas atraem os vértices que ligam. O balanço 
destas duas forças acabar por se equilibrar estabilizando o grafo. Permite ter uma 
nova perspectiva sobre a organização das redes, não só na organização interna das 
suas comunidades como nas ligações entre estas (Figura 4-11 b)); 
• Geo: este layout desenvolvido por um membro da comunidade permite visualizar as 
redes segundo as suas coordenadas. Desenvolvido para ser utilizado com 
coordenadas geográficas possui 8 diferentes projeções segundo as quais estas 
coordenadas podem ser interpretadas. A projeção Equirectangular permite utilizar as 
coordenadas dos centros de gravidade obtidas com o FSL, para visualizar, a duas 
dimensões segundo as coordenadas xy, o posicionamento anatómico de cada região 
de interesse (Figura 4-11 a))a. 
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Figura 4-11 Visualização da matriz de adjacência de a) segundo três layouts diferentes: b) Geo Layout; 
c) Force Atlas 2; c) Radial Axis layout; 
  
 
Capítulo 5                       
Resultados e Conclusões 
 
A capacidade de construir redes representativas da conectividade do cérebro será, no futuro 
próximo, uma das principais ferramentas na compreensão de um dos órgãos mais 
enigmáticos do corpo humano. Uma das principais dificuldades neste caminho será avaliar e 
julgar quais os processos e resultados que melhor traduzem estas redes. Devido à 
complexidade e novidade da análise em questão é difícil encontrar qualquer convergência 
significativa nas metodologias utilizadas para construir e avaliar as redes.  
É então essencial começar a estabelecer as bases para esta análise, e embora não existam 
ainda métodos completamente estabelecidos para avaliar redes cerebrais, a aplicação de 
teoria de grafos noutras áreas fornece as bases suficientes para se poder saber quais os 
parâmetros que melhor podem caracterizar uma rede. Esta é em geral a forma como a maior 
parte dos autores aproxima o problema, e só com o tempo será possível de facto perceber 
quais os melhores métodos para avaliar redes cerebrais, e mesmo como estes se distinguem, 
ou não, de outras redes complexas existentes na natureza. 
Para testar o fluxo de processamento, a construção de redes de conectividade funcional e a 
análise de grafos, foram utilizadas aquisições de MRI de 47 voluntários  (31 homens, 16  
mulheres), com idades compreendidas entre os 51 e 82 anos de idade (média =63.62± 9.18). 
Todos os voluntários fizeram parte do conjunto de indivíduos recrutados para o projeto 
SWITCHBOX (Switchbox, 2012). Os objectivos do estudo e os testes realizados foram 
previamente explicados a todos os participantes, para o qual assinaram um consentimento 
informado. O estudo foi conduzido de acordo com os princípios da Declaração de Helsínquia e 
foi aprovado pela comissão de ética do Hospital de Braga. 
As aquisições foram realizadas num equipamento Siemens Avanto 1.5 T (Siemens Medical 
Solutions, Erlangen, Alemanha) no Hospital de Braga e utilizando uma antena Siemens de 12 
canais. Para este estudo foram utilizadas duas aquisições diferentes. Uma aquisição estrutural 
T1 MPRAGE (magnetization prepared rapid gradient echo) optimizada aplicação do fluxo de 
Resultados e Conclusões 
 102 
processamento do Freesurfer com os seguintes parâmetros: TR = 2730 ms, TE = 3.5 ms, FoV 
= 256 mm x 256 mm, flip angle = 7°, resolução no plano de 1 mm x 1 mm e espessura de 
corte de 1 mm. Uma aquisição funcional EPI de repouso T2* com os seguintes parâmetros: 
TR = 2000 ms, TE = 30 ms, FoV = 224 mm x 224 mm, flip angle = 90°, resolução no plano 
de 3.5 mm x 3.5 mm e espessura de corte de 4 mm e espaçamento entre cortes de 0.5 mm. 
Durante a aquisição os participantes foram instruídos a permanecer de olhos fechados e a não 
pensar em nada em particular. 
Como explicado anteriormente, as redes forma construídas segundo dois conjuntos de ROIs 
diferentes, denominadas por AAL_sph, para a máscara de regiões com esferas centradas nas 
zonas anatómicas do Atlas AAL e FreeSurf para as máscaras obtidas a partir do FreeSurfer. 
Foram também utilizados dois fluxos de processamento que divergem no espaço onde as 
imagens de MRI e as máscaras com as regiões de interesse se encontravam. O fluxo MNI no 
caso da normalização para o espaço MNI e o fluxo func no caso da utilização do espaço 
funcional nativo. As quatro combinações utilizadas foram então AAL_sph_MNI, AAL_sph_func, 
FreeSurf_MNI e FreeSurf_func. 
A apresentação dos resultados foi dividida em duas partes: a caracterização das redes obtidas 
através após a aplicação da correção FWE para caracterização do grupo, utilizando métricas 
elementares como a percentagem de ligações sobreviventes e grau da rede, métricas de 
integração, segregação, resiliência e centralidade, pela análise de comunidades e análise 
visual; a comparação das quatros estratégias de processamento diferentes, feita utilizando 
uma métrica cada de segregação, segregação normalizada, integração, integração 
normalizada, resiliência e centralidade; 
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5.1 Caracterização de Grafos 
A versão binária de cada uma das redes foi caracterizada segundo 7 métricas diferentes, todas 
calculadas utilizando a Brain Connectivity Toolbox. A aplicação do procedimento Holm-
Bonferroni com um nível de significância α=0,05, permitiu identificar com um  grau de 
confiança de 95% sobre quais as ligações estatisticamente significativas ao longo dos 47 
sujeitos do estudo, para cada combinação de regiões de interesse e fluxo de processamento 
 
Figura 5-1 Resultado da detecção das ligações significativas através do teste de comparação múltipla 
FWE; a)AAL_sphere_MNI; b)AAL_sphere_func; c)FreeSurfer_MNI; d) FreeSurfer_func; 
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ROIs_Processa
mento 
D Dg 𝟏 𝑬 Cp 𝑪𝒔𝒄𝒂𝒍𝒆𝒅𝟏 𝑬𝒔𝒄𝒂𝒍𝒆𝒅 = 𝝈 r CB 
AAL_sph_MNI 0.070 6.624 3.472 0.481 𝟔.𝟔𝟖𝟏𝟏.𝟑𝟕𝟓 = 𝟒.𝟖𝟓𝟗 0.514 319.931 
(+-489.071) 
AAL_sph_func 0.075 6.638 3.236 0.478 6.5491.032 = 6.346 0.407 312.631 (+-413.809) 
FreeSurf_MNI 0.089 12.39
5 
2,397 0.401 4.2661.133 = 3.785 0.353 275.840 
(+-259.891) 
FreeSurf_func 0.112 15.99 2,155 0.4183 3.3451.110 = 3.014 0.3297 233.247 (+-205.442) 
utilizados. Na Tabela 5-1 podem-se observar os resultados da computação  das métricas para 
as redes resultantes. O coeficiente de clustering CP representa as métricas de segregação, a 
eficiência global EfGl as métricas de integração, a assortatividade r as métricas de resiliência, 
a betweenness centrality CB as métricas de centralidade e o coeficiente de small-world σ, a 
arquitetura da rede. 
 
5.1.1 Análise de comunidades 
A identificação de comunidades foi realizada aplicando dois algoritmos em duas ferramentas 
diferentes. O algoritmo de Newman, implementado na Brain Connectivity Toolbox, e aplicando 
o algoritmo de Blondel et al, implementado no software Gephi. Os resultados podem ser vistos 
na tabela 5-2. 
 
 
 
 
Tabela 5-1 Resultados da caracterização das redes: D-densidade da rede; Dg-grau médio; 1/EfGL-
inverso da eficiência global; Cp-coeficiente de clustering; EfGlrand/Cprand-Eficiência global e clustering 
de 100 redes aleatórias com k e n iguais;  𝜎 -coeficiente mundo pequeno; r-assortatividade; CB-
Betweeness Centrality média e desvio padrão.  
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5.1.2 Visualização de redes 
A representação gráfica dos grafos foi feita utilizando o software Gephi, segundo três layouts 
de representação diferentes, capazes de evidenciar:  
• a força da ligação entre os vértices da rede e a distribuição dos módulos nesta pelo 
Force Atlas 2 (figura 5-2); 
• as estruturas modulares existentes pelo Radial Axis Layout (Figura 5-3); 
• a posição anatómica de cada elemento da rede pelo Geo Layout (Figura 5-4 ); 
Como não existem diferenças notórias na representação das mesmas estratégias de 
normalização pelos layouts Radial Axis e Geo traduz redes, apenas um exemplo destes para 
cada estratégia de construção das redes de interesse é apresentado.  
 
 
 
 
 
Tabela 5-2 Resultados da análise comunidades segundo algoritmo de Newman e de Blondel et al; Q-
qualidade da comunidade; N-numero de comunidades; nP-número de vértices com elevada 
participação; 
ROIs/Processamento Newman Blondel et al (R=1) 
Q N nP Q N 
AAL_sph_MNI 0.7899 16 20 0.721 11 
AAL_sph_func 0.7725 14 25 0.711 11 
FreeSurf_MNI 0.6401 8 37 0.553 7 
FreeSurf_func 0.577 8 28 0.515 7 
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Figura 5-2 Visualização das quatro estratégias segundo o layout force atlas 2; a)AAL_sphere_MNI; 
b)AAL_sphere_func; c)FreeSurfer_MNI; d)FreeSurfer_func; Em todas as visualizações a cor dos 
vértices identifica o módulo a que pertencem 
 
Figura 5-3 Visualização das redes pelo layout radial Axis; a) AAL_sphere_MNI; b) FreeSurfer_MNI; Em 
todas as visualizações a cor dos vértices identifica o módulo a que pertencem. 
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Figura 5-4 Visualização das redes pelo layout Geo; a) AAL_sphere_MNI; b) FreeSurfer_MNI; Em todas 
as visualizações a cor dos vértices identifica o módulo a que pertencem. 
 
5.2 Comparação de redes 
A comparação das redes obtidas com as diferentes estratégias de processamento foi feita 
segundo 6 métricas diferentes: coeficiente de clustering e coeficiente de clustering 
normalizado, como métricas de segregação; Eficiência global e eficiência global normalizada 
como métricas de integração; assortatividade como métrica de resiliência; Betweenness 
centrality como métrica de centralidade.  
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5.2.1 AAL_sphere_MNI e FreeSurf_MNI 
Na Figura 5-5 é possível observar o resultado da comparação da construção das redes a partir 
das ROIs do atlas AAL e da segmentação do FreeSurfer no espaço MNI. Em todas as métricas, 
para todos os valores de densidade, foram encontradas diferenças significativas. 
 
Figura 5-5 Comparação das redes AAL_sphere_MNI e FreeSurf_MNI; a) coeficiente de Clustering (CP); 
b) coeficiente de clustering normalizando (CP scaled); c) betweenness centrality média (CB); d) eficiência 
global (Eglob); e) eficiência global normalizada (Eglob  scaled); f) desvio padrão da centralidade (CBstd); 
g) assortatividade da rede (r); 
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5.2.2 AAL_sphere_func e FreeS_func 
Na Figura 5-6 pode ser observado o resultado da comparação das duas estratégias para 
construir as redes no espaço funcional nativo. Foram encontradas diferenças significativas em 
todas as métricas para todos os valores de densidade 
 
Figura 5-6 Comparação das redes AAL_sphere_func e FreeSurf_func; a) coeficiente de Clustering (CP); 
b) coeficiente de clustering normalizando (CP scaled); c) eficiência global (Eglob); d) eficiência global 
normalizada (Eglob  scaled); e) betweenness centrality média (CB);  f) desvio padrão da centralidade (CB 
std); g) assortatividade da rede (r);  
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5.2.3 AAL_sphere_MNI e AAL_sphere_func 
Na Figura 5-7 é possível observar o resultado da comparação das estratégias de normalização 
nas redes construídas com o atlas AAL. Apenas no desvio padrão da betweenness centrality, 
para os três valores de densidade mais altos  foram encontradas diferenças significativas.  
  
Figura 5-7 Comparação das redes AAL_sphere_MNI e AAL_sphere_func; a) coeficiente de Clustering 
(CP); b) coeficiente de clustering normalizando (CP scaled); c) eficiência global (Eglob); d) eficiência 
global normalizada (Eglob  scaled); e) betweenness centrality média (CB);  f) desvio padrão da 
centralidade (CB std); g) assortatividade da rede (r); 
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5.2.4 FreeS_MNI  e FreeS_func 
Na Figura 5-8 pode ser observado o resultado da comparação das duas estratégias de 
normalização nas redes construídas utilizando as segmentações do FreeSurfer. Foram 
encontradas diferenças significativas em 6 das 7 métricas, em diferentes valores de densidade. 
 
Figura 5-8 Comparação das redes FreeSurf_func e FreeSurf_MNI; a) coeficiente de Clustering (CP); b) 
coeficiente de clustering normalizando (CP scaled); c) eficiência global (Eglob); d) eficiência global 
normalizada (Eglob  scaled); e) betweenness centrality média (CB);  f) desvio padrão da centralidade 
(CB std); g) assortatividade da rede (r); 
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5.3 Análise e discussão  
A análise e discussão dos resultados focou-se em três pontos diferentes: os resultados da 
aplicação do procedimento FWE, com o número de ligações consideradas significativas e a 
sua interpretação; os resultados da caracterização das redes resultantes do procedimento FWE, 
usando as métricas estabelecidas, a divisão das redes em comunidades e a sua visualização; 
e a comparação dos resultados das diferentes estratégias para a construção das redes pelo 
uso das métricas de grafos; 
 
5.3.1 Análise dos resultados de grupo 
O primeiro resultado relevante de ser discutido resulta da aplicação do teste de hipóteses 
múltiplas FWE. Este aplica um threshold às redes, distinguindo com uma certeza estatística as 
relações significativas daquelas que podem ser resultado do acaso. O seu impacto é 
observável pela densidade da rede D, presente na tabela 1, e pela Figura 5-1. Todas as redes 
apresentam valores próximos entre 0.07 e 0.112 podendo assim ser classificadas como 
esparsas. Comparando com outros estudos de caracterização de redes de conectividade 
funcional em sujeitos saudáveis, estes valores encontram-se acima dos apresentados em 
(Salvador, Suckling, Coleman, Pickard, Menon, & Bullmore, 2005), onde é apresentada uma 
rede com uma densidade de 0.019, e na gama dos valores encontrados em (Achard, Salvador, 
Whitcher, Suckling, & Bullmore, 2006), um estudo semelhante, onde são apresentadas redes 
com densidade de 0,1. Em ambos os casos as redes foram classificadas como esparsas. 
Embora existam algumas diferenças no processo de construção das redes, o número de 
ligações sobreviventes encontra-se numa gama semelhante. Vários factores distinguem o 
trabalho atual do realizado por Salvador e colegas. A utilização da correlação parcial traduz-se 
naturalmente em valores de correlação mais baixos. Por outro lado o FDR, utilizado nos 
referidos trabalhos, é um procedimento mais fraco no controlo de hipóteses múltiplas 
(Benjamin & Hochberg, 1995) rejeitando, normalmente menos hipóteses nulas. Apesar disto, 
uma diferença mais significativa está provavelmente no número de sujeitos utilizados, 12 e 5 
nos estudos em questão, contra 47 no estudo presente.  
Tanto o valor médio de correlação ao longo dos estudos como o desvio padrão são utilizados 
no teste FWE. O número de ligações sobreviventes traduz assim não só a existência de valores 
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de correlação alta (que mais facilmente sobrevivem ao teste), como a homogeneidade ao 
longo dos sujeitos do estudo, para valores de correlação mais baixos. De facto, é nestas 
ligações, com valor de correlação entre 0.1 e 0.4, que podemos observar algumas das 
ligações mais interessantes. A esmagadora maioria dos valores mais altos de correlação 
encontrados nas várias redes refletem ligações previsíveis: entre regiões fisicamente 
adjacentes ou entre zonas simétricas do cérebro. Por outro lado, verificou-se que nas gamas 
de valores mais intermédios se encontravam ligações entre regiões que formam redes 
neuronais de repouso conhecidas. A titulo de exemplo, as ligações entre regiões do cíngulo e 
regiões frontais mediais apresentaram valores de correlação entre 0.179 e 0.297, sendo este 
um par de regiões típico da DMN. Enquanto a detecção destas ligações nas redes construídas 
adiciona alguma validade ao estudo realizado, a gama onde elas se encontram sugere que a 
utilização de um threshold extra que filtre os valores de correlação mais altos, poderá ser 
capaz de melhor isolar algumas das redes de repouso já conhecidas. Em alternativa, a procura 
explicita destas sub-redes dentro da rede principal poderá permitir definir as gamas de 
correlação que as caracterizam, fornecendo bases para futuros estudos. Uma ideia 
semelhante é aplicada em (Achard, Salvador, Whitcher, Suckling, & Bullmore, 2006) onde as 
características expectáveis da rede são utilizadas para avaliar os parâmetros do cálculo das 
correlações. 
 
5.3.2 Caracterização de redes 
Comparando os valores de clustering das quatro redes, com os valores de redes aleatórias 
com o mesmo n e k, é possível observar uma tendência bastante forte por parte das redes de 
conectividade funcional para formar grupos distintos. No caso das redes construídas a partir 
do atlas AAL, verificou-se que apresentavam um CP Scaled próximos de 6 (Tabela I), o que indica 
uma tendência para se formarem  estes grupos com seis vezes mais frequência do que seria 
expectável para uma rede aleatória. Um valor bastante elevado quando comparado com os 
resultados de (Achard, Salvador, Whitcher, Suckling, & Bullmore, 2006), mas bastante mais 
próximos dos apresentados em  (Messé, et al., 2012) e (Tian, Wang, Yan, & He, 2011) para 
valores de densidade semelhantes. Utilizando a segmentação do FreeSurfer verificou-se a 
mesma tendência embora com valores menos elevados. 
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A eficiência global representa uma medida de integração funcional. Traduz a facilidade com 
que a informação se propaga entre as diversas regiões do cérebro. Os valores normalizados 
encontrados para todas as redes (1.032  < 1 𝐸!"#$%&  <1.375)   também se encontram na 
gama esperada, sendo aproximadamente tão eficazes como uma rede aleatória (1 𝐸!"#$%& ≈1), redes notoriamente eficientes. Mais uma vez, estes resultados vão de encontro aos obtidos 
em publicações científicas, e ao descrito em (Watts & Strogatz, 1998) como uma das 
características das redes que se espera encontrar na natureza. 
A caracterização da arquitetura da rede foi feita utilizando o coeficiente de clustering e a 
eficiência global. A razão destes dois valores normalizados segundo redes aleatória traduz-se 
no coeficiente de small-world 𝜎 . Assume-se que redes com 𝜎 > 1, onde o coeficiente de 
clustering é superior ao de uma rede aleatória e a eficiência global é aproximadamente igual, 
são redes com arquitetura small-world. Todas as redes construídas verificam esta condição 
(3.014 < 𝜎 < 6.346), podendo ser assim caraterizadas como redes small-world. 
A assortatividade da rede foi utilizada como medida de resiliência da rede. Todas as redes 
apresentaram valores positivos podendo ser classificadas como assortativas. Este resultado 
permite concluir que as redes de conectividade cerebral aqui construídas são resistentes a  
danos e à remoção de vértices, podendo manter uma boa funcionalidade.  Embora seja uma 
medida pouco comum de encontrar em estudos de conectividade cerebral, em (Braun, et al., 
2012) são reportados valores muito próximos para redes com densidade semelhante. 
Finalmente, a medida de centralidade betweenness centrality (CB) traduz, para cada vértice, 
quão central é para a comunicação da rede. Neste estudo foi avaliada em duas componentes, 
o seu valor médio e o desvio padrão. Espera-se que as redes de conectividade funcional se 
dividam em comunidades, possuindo altos valores de clustering (já demonstrados) e que 
possuam vértices essenciais à comunicação entre estas comunidades (hubs). Neste tipo de 
redes espera-se uma grande divergência nos valores de CB: hubs possuirão um valor de 
centralidade bastante alto, enquanto os restantes vértices apresentarão valores baixos. Assim, 
o valor médio da rede poderá naturalmente encontrar-se na zona intermédia, não traduzindo 
necessariamente nenhum dos fenómenos. Contudo, grande parte dos valores deverão 
encontrar-se desviados deste valor médio. De facto, como se pode observar na Tabela I, os 
valores de CB calculados possuem desvios padrão elevados. Podemos interpretar estes 
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resultados como o reflexo da existência de grandes variações no papel dos vértices no fluxo de 
informação da rede. 
Os resultados da procura de comunidades está também em conformidade com os valores 
obtidos na métrica de centralidade. Parece existir uma relação direta entre os valores médios e 
desvio padrão de centralidade obtidos e o número de comunidades detetadas (N). Assumindo 
que maiores valores de centralidade refletem um maior número de hubs é expectável que 
esses hubs permitam uma maior divisão da rede e com maior qualidade, algo que também se 
verifica observando diretamente a métrica de qualidade Q. Por outro lado, observa-se uma 
relação inversa entre as métricas previamente descritas e o número de vértices com 
participação superior ao desvio padrão da média (nP). Isto indica que as redes com maior 
número de comunidades possuem menos vértices a interligar essas comunidades, ou seja, 
maior é a segregação da rede. A título de exemplo, na rede AAL_sphere_MNI a ligação entre 
as comunidades é efectuada por um menor número de vértices (nP inferior), tendo 
necessariamente estes vértices um papel bastante mais central (maior valor médio de CB), e 
possibilitando uma divisão com maior qualidade (maior Q). O aumento gradual da densidade e 
do grau médio encontrado nas outras três redes parece estar em conformidade com esta 
hipótese. O aumento do número de ligações na rede aumenta o número de caminhos 
possíveis entre as diferentes comunidades, havendo menos vértices centrais à sua 
comunicação e dificultando o processo de separação em comunidades. 
Comparando os dois algoritmos utilizados para a detecção de comunidades, o algoritmo de 
Newman apresenta consistentemente maior qualidade (Q) de divisão e  maior número de 
comunidades, sendo a diferença mais acentuada nas redes com menor número de vértices. 
Isto pode ser justificado pelo facto do algoritmo de Blondel et al ter sido desenhado para 
aplicação em redes com elevado número de vértices, embora esta relação necessite de ser 
melhor avaliada. 
A utilização de ferramentas de visualização também permite traduzir a relação entre CB, Q, N e 
nP de uma forma diferente. O layout force atlas 2 (Figura 5-2) mostra uma separação bastante 
mais forte entre as comunidades  das redes construídas utilizando o atlas AAL, estando estas 
mais distantes umas das outras do que ocorre na visualização das redes construídas com as 
segmentações do Freesurfer. Pelo layout radial axis (Figura 5-3) este fenómeno é mais uma 
vez visível, sendo possível observar que vértices nas redes AAL tendem a comunicar muito 
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mais para vértices da mesma comunidade, do que para vértices de outras comunidades. Nas 
redes FreeSurfer existem bastantes mais ligações entre comunidades. 
 
5.3.3 Comparação de redes 
Na caracterização e comparação das redes ao longo de várias densidades, o primeiro 
resultado visível (Figura 5-5 a Figura 5-8) é que as métricas evoluem em todas as redes de 
forma semelhante e expectável, com tendências claras para aumento de clustering e de 
eficiência global e diminuição de assortatividade e centralidade para redes com maior 
densidade. 
Os valores de clustering e eficiência global normalizados também seguem a tendência 
esperada, aproximando-se ambos daqueles encontrados em redes aleatórias, significando que 
com o aumento da densidade, a arquitetura destas redes se aproxima mais daquela 
encontrada em redes aleatórias.   
A diminuição notória dos desvios padrões da métrica de centralidade para maiores densidades 
está também de acordo com a interpretação feita desta. Com o aumento de número de 
ligações na rede, menos vértices vão ser centrais à comunicação da rede, diminuindo 
gradualmente a centralidade média da rede, mas tendo um forte impacto no desvio padrão. 
Enquanto para as densidades mais baixas, o desvio padrão será em alguns casos superior ao 
próprio valor da média, para maiores densidades este fenómeno desaparece, sendo o desvio 
padrão muito menos significativo. 
Todas as tendências e curvas encontradas estão de acordo com as que foram observadas 
noutros estudos (Braun, et al., 2012; Tian, Wang, Yan, & He, 2011; Messé, et al., 2012; van 
Wijk, Stam, & Daffertshofer, 2010; Wang, et al., 2009). 
Efeito da utilização de diferentes atlas 
Comparando as diferentes estratégias para a definição dos vértices existem algumas 
diferenças significativas nos resultados obtidos.  
O coeficiente de clustering apresenta comportamentos semelhantes em ambos os espaços 
(MNI na Figura 5-5 a)  e funcional nativo Figura 5-6 a)). Para todos os valores de densidade, o 
coeficiente de clustering das redes construídas a partir das segmentações do FreeSurfer é 
significativamente superior ao das construídas com o atlas AAL. Contudo, após a normalização 
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para uma rede com n fixo e k correspondente (Figura 5-5 b) e Figura 5-6 b)), a tendência 
inverte-se, sendo as redes construídas com o atlas AAL mais distintas das redes aleatórias.  
A eficiência global também evolui de forma semelhante para ambas as estratégias (Figura 5-5 
b) e Figura 5-6 b)). Para todos os valores de densidade  as redes construídas a partir do atlas 
AAL é significativamente mais eficiente. Comparando os valores normalizados (Figura 5-5 d) e 
Figura 5-6 d)) é possível observar uma tendência inversa á encontrada no coeficiente de 
clustering, sendo os valores das redes construídas utilizando o AAL mais próximos aos valores 
das redes aleatórias.   
Pela comparação da assortatividade das duas estratégias é visível que as redes FreeSurfer têm 
uma maior resiliência que as do AAL ao longo de todos os valores de densidade testados 
(Figura 5-5 g) e Figura 5-6 g)). É também notório que os seus vértices possuem uma maior 
centralidade média (Figura 5-5 e) e Figura 5-6 e)) e uma maior variação (Figura 5-5 f) e 5-6 f)).  
As diferenças observas entre os dois esquemas podem ser justificadas pela diferença no 
número de regiões utilizadas. O aumento do número de regiões na segmentação do 
FreeSurfer é feito á custa de uma maior divisão das estruturas do que no atlas AAL. Esta 
divisão dará origem a mais regiões adjacentes que naturalmente formam clusters. Por outro 
lado, o aumento do número de vértices que é necessário percorrer na rede irá prejudicar a 
eficiência da comunicação no interior desta, sendo necessário percorrer caminhos que 
passam por mais vértices. Na assortatividade da rede, a divisão em maiores numero de 
estruturas que terão tendência a ligar-se entre si, dividindo vértices preponderantes na 
comunicação da rede em várias unidades, também traduz um aumento lógico da resiliência 
da rede. Por fim, o aumento do número de caminhos mais curtos necessários á comunicação 
dos vértices traduz-se naturalmente num aumento da medida de centralidade.    
Os valores superiores de coeficiente de clustering nas redes FreeSurfer podem ser deceptivos 
da verdadeira natureza da rede e apenas comparando os coeficientes normalizados é possível 
observar que na verdade as redes AAL são as que mais se diferenciam da arquitetura aleatória. 
Independentemente desta comparação, os valores de clustering e de eficiência global 
normalizados indicam que estamos perante redes com arquitetura small-world para grande 
parte dos valores de densidade. 
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Os resultados obtidos são representativos da dificuldade de interpretação referenciada em (van 
Wijk, Stam, & Daffertshofer, 2010; Wang, et al., 2009) na comparação de redes com número 
de vértices diferentes.  
 
Efeito da utilização de diferentes espaços  
Comparando os diferentes espaços utilizados (MNI e funcional nativo) existem menos 
diferenças significativas a reportar. A comparação dos espaços utilizando o atlas AAL não 
traduz qualquer diferença significativa em termos de coeficiente de clustering e eficiência 
global (Figura 5-7 a), b), c) e e)). Com as segmentações  do FreeSurfer verificam-se duas 
tendências diferentes. O Coeficiente de clustering e coeficiente de clustering normalizado 
(Figura 5-8 a) e b)) é, para valores de densidade entre 0.1 e 0.4, significativamente superior 
para as redes no espaço funcional. A eficiência global e eficiência global normalizada (Figura 
5-8 c) e d)) apresentam uma tendência inversa para a gama de densidades mais baixas (entre 
0.05 e 0.25), tendo as redes construídas no espaço MNI valores superiores. 
Na comparação da assortatividade não foi encontrada qualquer diferença significativa (Figura 
5-7) g) e Figura 5-8 g)). Na comparação do valor médio da betweenness centrality foram 
encontradas diferenças significativas nas gamas de intensidade entre 0.15 e 0.25, para a 
comparação das redes FreeSurfer (Figura 5-8 e)) e não foram encontradas nenhumas 
diferenças significativas nas redes construídas com o atlas AAL (Figura 5-7 e)). Na 
comparação dos desvios padrão da betweenness centrality foram encontradas diferenças 
significativas entre 0.3 e 0.4 nas redes construídas a partir do AAL (Figura 5-7 f)) e entre 0.1 e 
0.4 nas redes construídas a partir das segmentações do FreeSurfer (Figura 5-8 f)).  
O menor número de diferenças significativas entre espaços utilizando o atlas AAL indica que o  
efeito do espaço escolhido para fazer o processamento tem um menor impacto nas redes 
construídas a partir deste atlas do que nas redes construídas a partir das segmentações do 
FreeSurfer. Apesar disso verificam-se as mesmas tendências, isto é métricas com valores 
superiores no espaço funcional nativo com o atlas AAL são também superiores utilizando a 
segmentação do FreeSurfer e vice-versa. Observa-se que no espaço funcional nativo o 
coeficiente de clustering  é maior e a eficiência global é menor quando comparado com o 
espaço MNI, embora estas diferenças sejam significativas apenas utilizando a segmentação do 
FreeSurfer. Estas diferenças vão de encontro ao esperado uma vez que a normalização para o 
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espaço MNI envolve interpolação das séries temporais, ou seja distorce-as. As distorções têm 
um maior impacto nas correlações mais altas onde é mais provável que qualquer alteração 
nas séries temporais se traduza num menor valor de correlação.  
Foram encontradas mais diferenças significativas entre diferentes atlas do que na utilização de 
diferentes espaços para as imagens. Isto sugere assim a hipótese que enquanto a utilização 
de ferramentas de segmentação e a maior resolução da zonas escolhidas afecta as métricas 
obtidas, o impacto do número de regiões em estudo tem um impacto mais forte. 
 
5.4 Conclusões 
O enorme desenvolvimento das tecnologias de informação nas últimas décadas tem mudado a 
forma como vemos e interagimos com o mundo. Em particular, a sua aplicação na 
investigação médica tem sido a base para grandes avanços na compreensão do corpo 
humano. De todos os órgãos aquele que mais questões levanta atualmente é o cérebro 
humano, quer pela complexidade e dinâmica dos processos lá existentes, como pela 
dificuldade em lhe aceder e o visualizar. A área multidisciplinar da neuroimagiologia é 
atualmente uma ferramenta de eleição no estudo do cérebro, baseando-se em princípios 
físicos, fazendo uso de ferramentas de informática médica e conceitos de neurociências. 
Um dos principais desafios atuais no estudo do cérebro é o estudo da conectividade cerebral, 
a compreensão de como as diferentes partes do cérebro estão relacionadas e interagem, 
formando redes complexas de conectividade.  
Na presente dissertação estudou-se a forma como a utilização de teoria de grafos e análise de 
redes complexas pode ser utilizada para descrever e estudar estas redes. Foram descritos os 
princípios básicos desta disciplina e como estes são utilizados para caracterizar as redes. A 
construção de redes de conectividade funcional foi dividida em duas partes: o pré-
processamento das imagens e a construção dos elementos da rede. 
No pré-processamento foram estudadas as principais ferramentas existentes para efetuar este 
passo, tal como as diferentes etapas que podem ser realizadas. Foram escolhidos os passos a 
incluir no fluxo de processamento e duas estratégias de normalização a comparar. 
Na construção das redes foram descritas duas estratégias na definição dos vértices que 
divergem na forma como cada vóxel da imagem é classificado. Foram estudadas diferentes 
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métrica de conectividade funcional e justificada a escolha da correlação de Pearson. Por fim 
foi descrita a forma como, utilizando estudos de grupo, é possível obter redes com 
significância estatística. 
Terminada a construção foram estudadas algumas formas como se podem caracterizar e 
comparar as redes obtidas. Foram estudadas ferramentas existentes para a análise de grafos, 
diferentes métricas utilizadas para os caracterizar e como diferentes formas de visualização 
podem ser utilizadas para evidenciar diferente características. 
A utilização de um conjunto de casos reais permitiu testar o fluxo de processamento definido e 
testar as diferentes estratégias. As redes resultantes demonstraram uma arquitetura small-
world, com grande resiliência, eficientes, fortemente divididas em comunidades e com vértices 
especializados na facilitação da comunicação. Esta caracterização foi apoiada tanto pelas 
métricas utilizadas como pela visualização das redes.  
 
5.5 Trabalho Futuro 
Este trabalhou demonstrou o grande potencial da utilização de teoria de grafos na análise de 
redes de conectividade e que o casamento entre estas disciplinas será certamente um ponto 
central na compreensão do cérebro humano. Contudo foi também possível perceber que ainda 
existem muitas lacunas de conhecimento a preencher e muitos dos assuntos aqui abordados 
estão ainda em fases embrionária. 
O comportamento observado das métricas utilizadas na caracterização e comparação sugere a 
necessidade de estudar mais aprofundadamente a forma como estas variam com as 
dimensões da rede. Em particular a influência do números de vértices utilizados parece ter 
uma maior influência nas métricas utilizadas para caracterizar a arquitetura da rede. A 
caracterização desta influência é essencial para a interpretação das redes. 
Uma dificuldade notória encontrada ao longo do trabalho é a falta de ferramentas dedicadas á 
construção de redes de conectividade cerebral. Enquanto existem diversas ferramentas 
dedicadas ao pré-processamento das imagens, vários conceitos para a construção das redes e 
diferentes formas para as caracterizar, não existe ainda muito trabalho feita na ligação entre 
estas áreas, e o que está feito é normalmente algo restritivo. Assim, um passo essencial para 
o sucesso dos estudos de conectividade funcional, passa pela integração dos diferentes 
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passos e ferramentas numa aplicação fácil de utilizar e que não restrinja, tanto quanto 
possível, os tipos de estudos que podem ser realizados.  
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Apêndices 
Apêndice A- Detecção de Comunidades 
AAL_sphere_MNI 
Tabela   A.1 Comunidades detetadas na rede AAL_sphere_MNI pelo algoritmo de Newman; 
Comunidade Regiões 
1 'AAL.CerebelumCrus1(L)_1_1' 'AAL.CerebelumCrus1(R)_1_1' 
'AAL.CerebelumCrus2(L)_1_1' 'AAL.CerebelumCrus2(R)_1_1' 'AAL.Cerebelum6(L)_1_1' 
'AAL.Cerebelum6(R)_1_1' 'AAL.Cerebelum7b(L)_1_1' 'AAL.Cerebelum7b(R)_1_1' 
'AAL.Cerebelum8(L)_1_1' 'AAL.Cerebelum8(R)_1_1' 'AAL.Cerebelum9(L)_1_1' 
'AAL.Cerebelum9(R)_1_1' 'AAL.Vermis6_1_1' 'AAL.Vermis7_1_1' 'AAL.Vermis8_1_1' 
'AAL.Vermis9_1_1' 'AAL.Vermis10_1_1' 
2 'AAL.Calcarine(L)_1_1' 'AAL.Calcarine(R)_1_1' 'AAL.Cuneus(L)_1_1' 
'AAL.Cuneus(R)_1_1' 'AAL.Lingual(L)_1_1' 'AAL.Lingual(R)_1_1' 
'AAL.OccipitalSup(L)_1_1' 'AAL.OccipitalSup(R)_1_1' 'AAL.OccipitalMid(L)_1_1' 
'AAL.OccipitalMid(R)_1_1' 'AAL.OccipitalInf(L)_1_1' 'AAL.OccipitalInf(R)_1_1' 
3 'AAL.RolandicOper(L)_1_1' 'AAL.RolandicOper(R)_1_1' 'AAL.Insula(L)_1_1' 
'AAL.Insula(R)_1_1' 'AAL.Heschl(L)_1_1' 'AAL.Heschl(R)_1_1' 
'AAL.TemporalSup(L)_1_1' 'AAL.TemporalSup(R)_1_1' 
4 'AAL.FrontalSupOrb(L)_1_1' 'AAL.FrontalSupOrb(R)_1_1' 'AAL.Olfactory(L)_1_1' 
'AAL.Olfactory(R)_1_1' 'AAL.FrontalMedOrb(L)_1_1' 'AAL.FrontalMedOrb(R)_1_1' 
'AAL.Rectus(L)_1_1' 'AAL.Rectus(R)_1_1' 'AAL.CingulumAnt(L)_1_1' 
'AAL.CingulumAnt(R)_1_1' 'AAL.CingulumPost(L)_1_1' 'AAL.CingulumPost(R)_1_1' 
'AAL.Precuneus(L)_1_1' 'AAL.Precuneus(R)_1_1' 
5 'AAL.ParacentralLobule(L)_1_1'  'AAL.ParacentralLobule(R)_1_1' 
6 'AAL.Hippocampus(L)_1_1' 'AAL.Hippocampus(R)_1_1' 'AAL.ParaHippocampal(L)_1_1' 
'AAL.ParaHippocampal(R)_1_1' 'AAL.Amygdala(L)_1_1' 'AAL.Amygdala(R)_1_1' 
'AAL.Caudate(L)_1_1' 'AAL.Caudate(R)_1_1' 'AAL.Putamen(L)_1_1' 
'AAL.Putamen(R)_1_1' 'AAL.Pallidum(L)_1_1' 'AAL.Pallidum(R)_1_1' 
7 'AAL.Thalamus(L)_1_1'  'AAL.Thalamus(R)_1_1' 
8 'AAL.TemporalPoleSup(L)_1_1' 'AAL.TemporalPoleSup(R)_1_1' 
'AAL.TemporalPoleMid(L)_1_1' 'AAL.TemporalPoleMid(R)_1_1' 
9 'AAL.Precentral(L)_1_1' 'AAL.Precentral(R)_1_1' 'AAL.SuppMotorArea(L)_1_1' 
'AAL.SuppMotorArea(R)_1_1' 'AAL.CingulumMid(L)_1_1' 'AAL.CingulumMid(R)_1_1' 
'AAL.Postcentral(L)_1_1' 'AAL.Postcentral(R)_1_1' 
10 'AAL.FrontalMidOrb(L)_1_1' 
11 'AAL.ParietalSup(L)_1_1' 'AAL.ParietalSup(R)_1_1' 'AAL.ParietalInf(L)_1_1' 
'AAL.ParietalInf(R)_1_1' 'AAL.SupraMarginal(L)_1_1' 'AAL.SupraMarginal(R)_1_1' 
'AAL.TemporalInf(R)_1_1' 
12 'AAL.FrontalSup(L)_1_1' 'AAL.FrontalSup(R)_1_1' 'AAL.FrontalMid(L)_1_1' 
'AAL.FrontalMid(R)_1_1' 'AAL.FrontalInfOper(L)_1_1' 'AAL.FrontalInfOper(R)_1_1' 
'AAL.FrontalInfTri(L)_1_1' 'AAL.FrontalInfTri(R)_1_1' 'AAL.FrontalSupMedial(L)_1_1' 
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'AAL.FrontalSupMedial(R)_1_1' 'AAL.Angular(L)_1_1' 'AAL.Angular(R)_1_1' 
13 'AAL.FrontalMidOrb(R)_1_1' 'AAL.FrontalInfOrb(L)_1_1' 'AAL.FrontalInfOrb(R)_1_1' 
'AAL.TemporalMid(L)_1_1' 'AAL.TemporalMid(R)_1_1' 
14 'AAL.TemporalInf(L)_1_1' 
15 'AAL.Fusiform(L)_1_1' 'AAL.Fusiform(R)_1_1' 'AAL.Cerebelum3(L)_1_1' 
'AAL.Cerebelum3(R)_1_1' 'AAL.Cerebelum45(L)_1_1' 'AAL.Cerebelum45(R)_1_1' 
'AAL.Vermis12_1_1' 'AAL.Vermis3_1_1' 'AAL.Vermis45_1_1' 
16 'AAL.Cerebelum10(L)_1_1' 'AAL.Cerebelum10(R)_1_1'   
AAL_sphere_func 
Tabela   A.2 Comunidades detetadas na rede AAL_sphere_func pelo algoritmo de Newman; 
Comunidad
e 
Regiões 
5.6 1  
1)  
'AAL.CerebelumCrus1(L)_1_1' 'AAL.CerebelumCrus1(R)_1_1' 'AAL.CerebelumCrus2(L)_1_1'
 'AAL.CerebelumCrus2(R)_1_1' 'AAL.Cerebelum6(L)_1_1'
 'AAL.Cerebelum6(R)_1_1' 'AAL.Cerebelum7b(L)_1_1' 'AAL.Cerebelum7b(R)_1_1' 
'AAL.Cerebelum8(L)_1_1' 'AAL.Cerebelum8(R)_1_1' 'AAL.Cerebelum9(L)_1_1'
 'AAL.Cerebelum9(R)_1_1' ‘AAL.Vermis6_1_1' 'AAL.Vermis7_1_1' 
'AAL.Vermis8_1_1' 'AAL.Vermis9_1_1' 'AAL.Vermis10_1_1' 
5.7 2 
2)  
'AAL.RolandicOper(L)_1_1' 'AAL.RolandicOper(R)_1_1' 
'AAL.Insula(L)_1_1''AAL.Insula(R)_1_1''AAL.SupraMarginal(L)_1_1’ ’AAL.SupraMarginal(R)_1
_1' 'AAL.Heschl(L)_1_1' 'AAL.Heschl(R)_1_1' 'AAL.TemporalSup(L)_1_1' 
'AAL.TemporalSup(R)_1_1' 
5.8 3  'AAL.Thalamus(L)_1_1'    'AAL.Thalamus(R)_1_1' 
5.9 4 
3)  
'AAL.Calcarine(L)_1_1' 'AAL.Calcarine(R)_1_1' 'AAL.Cuneus(L)_1_1' 'AAL.Cuneus(R)_1_1' 
'AAL.Lingual(L)_1_1' 'AAL.Lingual(R)_1_1' 'AAL.OccipitalSup(L)_1_1' 
'AAL.OccipitalSup(R)_1_1' 'AAL.OccipitalMid(L)_1_1' 'AAL.OccipitalMid(R)_1_1'
 'AAL.OccipitalInf(L)_1_1' 'AAL.OccipitalInf(R)_1_1' 
5.10 5 'AAL.Fusiform(L)_1_1'    'AAL.Fusiform(R)_1_1' 
5.11 6 
4)  
'AAL.Precentral(L)_1_1' 'AAL.Precentral(R)_1_1' 'AAL.SuppMotorArea(L)_1_1' 
'AAL.SuppMotorArea(R)_1_1' 'AAL.CingulumMid(L)_1_1' 'AAL.CingulumMid(R)_1_1' 
'AAL.Postcentral(L)_1_1' 'AAL.Postcentral(R)_1_1' 'AAL.ParacentralLobule(L)_1_1' 
'AAL.ParacentralLobule(R)_1_1' 
5.12 7 'AAL.Cerebelum10(L)_1_1'    'AAL.Cerebelum10(R)_1_1' 
5.13 8 'AAL.TemporalInf(L)_1_1' 
5.14 9 'AAL.TemporalPoleSup(L)_1_1' 'AAL.TemporalPoleSup(R)_1_1' 
'AAL.TemporalPoleMid(L)_1_1' 'AAL.TemporalPoleMid(R)_1_1' 
5.15 10 'AAL.Vermis12_1_1'  'AAL.Vermis3_1_1'  'AAL.Vermis45_1_1' 
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5.16 11 'AAL.Hippocampus(L)_1_1' 'AAL.Hippocampus(R)_1_1' 'AAL.ParaHippocampal(L)_1_1' 
'AAL.ParaHippocampal(R)_1_1' 'AAL.Amygdala(L)_1_1' 'AAL.Amygdala(R)_1_1' 
'AAL.Putamen(L)_1_1' 'AAL.Putamen(R)_1_1' 'AAL.Pallidum(L)_1_1''AAL.Pallidum(R)_1_1' 
5.17 12 'AAL.FrontalSup(L)_1_1' 'AAL.FrontalSup(R)_1_1' 'AAL.FrontalMid(L)_1_1' 
'AAL.FrontalMid(R)_1_1' 'AAL.FrontalInfOper(L)_1_1' 'AAL.FrontalInfOper(R)_1_1' 
'AAL.FrontalInfTri(L)_1_1' 'AAL.FrontalInfTri(R)_1_1' 'AAL.FrontalSupMedial(L)_1_1' 
'AAL.FrontalSupMedial(R)_1_1' 'AAL.ParietalSup(L)_1_1' 'AAL.ParietalSup(R)_1_1' 
'AAL.ParietalInf(L)_1_1' 'AAL.ParietalInf(R)_1_1' 'AAL.Angular(L)_1_1' 'AAL.Angular(R)_1_1' 
'AAL.TemporalMid(L)_1_1' 'AAL.TemporalMid(R)_1_1' 
13 'AAL.FrontalSupOrb(L)_1_1' 'AAL.FrontalSupOrb(R)_1_1' 'AAL.FrontalMidOrb(L)_1_1' 
'AAL.FrontalMidOrb(R)_1_1' 'AAL.FrontalInfOrb(L)_1_1' 'AAL.FrontalInfOrb(R)_1_1' 
'AAL.Olfactory(L)_1_1' 'AAL.Olfactory(R)_1_1' 'AAL.FrontalMedOrb(L)_1_1' 
'AAL.FrontalMedOrb(R)_1_1' 'AAL.Rectus(L)_1_1' 'AAL.Rectus(R)_1_1' 
'AAL.CingulumAnt(L)_1_1' 'AAL.CingulumAnt(R)_1_1' 'AAL.CingulumPost(L)_1_1' 
'AAL.CingulumPost(R)_1_1' 'AAL.Precuneus(L)_1_1' 'AAL.Precuneus(R)_1_1' 
'AAL.Caudate(L)_1_1' 'AAL.Caudate(R)_1_1' 
5.18 14 'AAL.TemporalInf(R)_1_1' 
 
FreeSurfer_MNI 
Tabela   A.3 Comunidades detetadas na rede FreeSurfer_MNI pelo algoritmo de Newman; 
Comunidade Regiões 
5.19 1 'ctx_lh_G_and_S_paracentral' 'ctx_lh_G_front_inf-Opercular' 'ctx_lh_G_occipital_sup’ 
'ctx_lh_G_oc-temp_lat-fusifor' 'ctx_lh_G_oc-temp_med-Lingual' 'ctx_lh_G_oc-temp_med-
Parahip' 'ctx_lh_Pole_temporal'  'ctx_lh_S_calcarine' 'ctx_lh_S_central' 
'ctx_lh_S_collat_transv_post' 'ctx_lh_S_front_inf' 'ctx_lh_S_oc_sup_and_transversal' 
'ctx_lh_S_occipital_ant' 'ctx_lh_S_oc-temp_lat' 'ctx_lh_S_oc-temp_med_and_Lingual' 
'ctx_lh_S_orbital_lateral' 'ctx_rh_G_and_S_paracentral' 'ctx_rh_G_front_inf-Opercular' 
'ctx_rh_G_occipital_sup' 'ctx_rh_G_oc-temp_lat-fusifor' 'ctx_rh_G_oc-temp_med-
LinguaL' 'ctx_rh_G_oc-temp_med-Parahip' 'ctx_rh_Pole_temporal' 'ctx_rh_S_calcarine'  
'ctx_rh_S_central' 'ctx_rh_S_collat_transv_post' 'ctx_rh_S_front_inf' 
'ctx_rh_S_oc_sup_and_transversal'     'ctx_rh_S_occipital_ant'     'ctx_rh_S_oc-
temp_lat' 'ctx_rh_S_oc-temp_med_and_Lingual' 'ctx_rh_S_orbital_lateral' 
5.20 2 'ctx_lh_G_and_S_subcentral' 'ctx_lh_G_parietal_sup' 'ctx_lh_G_postcentral' 
'ctx_lh_G_precentral' 'ctx_lh_S_oc_middle_and_Lunatus' 'ctx_lh_S_precentral-inf-part' 
'ctx_rh_G_and_S_subcentral' 'ctx_rh_G_parietal_sup' 'ctx_rh_G_postcentral' 
'ctx_rh_G_precentral' 'ctx_rh_S_oc_middle_and_Lunatus' 'ctx_rh_S_precentral-inf-part' 
'ctx_rh_S_precentral-sup-part' 
5.21 3 'ctx_lh_G_and_S_occipital_inf' 'ctx_lh_G_and_S_cingul-Ant' 'ctx_lh_G_front_inf-Orbital' 
'ctx_lh_G_front_inf-Triangul' 'ctx_lh_G_front_middle' 'ctx_lh_G_front_sup' 
'ctx_lh_G_Ins_lg_and_S_cent_ins' 'ctx_lh_G_pariet_inf-Angular' 'ctx_lh_G_pariet_inf-
Supramar' 'ctx_lh_G_temporal_middle' 'ctx_lh_Lat_Fis-ant-Horizont' 'ctx_lh_Lat_Fis-ant-
Vertical' 'ctx_lh_Lat_Fis-post' 'ctx_lh_S_front_middle' 'ctx_lh_S_front_sup' 
'ctx_lh_S_interm_prim-Jensen' 'ctx_lh_S_intrapariet_and_P_trans' 
'ctx_lh_S_orbital_med-olfact' 'ctx_lh_S_precentral-sup-part' 'ctx_lh_S_temporal_sup' 
'ctx_lh_S_temporal_transverse' 
5.22 4 'ctx_rh_G_and_S_occipital_inf' 'ctx_rh_G_and_S_cingul-Ant' 'ctx_rh_G_front_inf-
Triangul' 'ctx_rh_G_front_middle' 'ctx_rh_G_front_sup' 
'ctx_rh_G_Ins_lg_and_S_cent_ins' 'ctx_rh_G_pariet_inf-Angular' 'ctx_rh_G_pariet_inf-
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Supramar' 'ctx_rh_G_temporal_middle' 'ctx_rh_Lat_Fis-ant-Horizont' 
'ctx_rh_S_front_middle' 'ctx_rh_S_front_sup' 'ctx_rh_S_interm_prim-Jensen' 
'ctx_rh_S_intrapariet_and_P_trans' 'ctx_rh_S_orbital_med-olfact' 
'ctx_rh_S_temporal_sup' 'ctx_rh_S_temporal_transverse' 
5.23 5 'ctx_lh_G_and_S_transv_frontopol' 'ctx_lh_G_insular_short' 'ctx_lh_G_occipital_middle' 
'ctx_lh_G_temp_sup-Lateral' 'ctx_lh_G_temp_sup-Plan_polar' 'ctx_lh_G_temp_sup-
Plan_tempo' 'ctx_lh_G_temporal_inf' 'ctx_lh_Pole_occipital0' 
'ctx_lh_S_circular_insula_inf'  'ctx_lh_S_circular_insula_sup' 
'ctx_lh_S_collat_transv_ant' 'ctx_rh_G_and_S_transv_frontopol' 'ctx_rh_G_front_inf-
Orbital' 'ctx_rh_G_insular_short' 'ctx_rh_G_occipital_middle' 'ctx_rh_G_temp_sup-
Lateral' 'ctx_rh_G_temp_sup-Plan_polar' 'ctx_rh_G_temp_sup-Plan_tempo' 
'ctx_rh_G_temporal_inf' 'ctx_rh_Lat_Fis-ant-Vertical' 'ctx_rh_Lat_Fis-post' 
'ctx_rh_Pole_occipital' 'ctx_rh_S_circular_insula_inf' 'ctx_rh_S_circular_insula_sup' 
'ctx_rh_S_collat_transv_ant' 
5.24 6 'Left-Thalamus-Proper' 'Left-Caudate' 'Left-Putamen' 'Left-Pallidum' 'Left-Hippocampus' 
'Left-Amygdala' 'Left-Accumbens-area' 'Right-Thalamus-Proper' 'Right-Caudate' 'Right-
Putamen' 'Right-Pallidum' 'Right-Hippocampus' 'Right-Amygdala' 'Right-Accumbens-area' 
'ctx_lh_G_and_S_frontomargin' 'ctx_lh_G_orbital' 'ctx_lh_G_subcallosal' 
'ctx_lh_G_temp_sup-G_T_transv' 'ctx_lh_S_orbital-H_Shaped' 
'ctx_rh_G_and_S_frontomargin' 'ctx_rh_G_orbital' 'ctx_rh_G_subcallosal' 
'ctx_rh_G_temp_sup-G_T_transv' 'ctx_rh_S_orbital-H_Shaped' 
5.25 7 'ctx_lh_G_and_S_cingul-Mid-Ant' 'ctx_lh_G_and_S_cingul-Mid-Post' 'ctx_lh_G_cingul-
Post-dorsal' 'ctx_lh_G_precuneus' 'ctx_lh_S_cingul-Marginalis' 'ctx_lh_S_postcentral' 
'ctx_lh_S_suborbital' 'ctx_rh_G_and_S_cingul-Mid-Ant' 'ctx_rh_G_and_S_cingul-Mid-
Post' 'ctx_rh_G_cingul-Post-dorsal' 'ctx_rh_G_precuneus' 'ctx_rh_S_cingul-Marginalis' 
'ctx_rh_S_postcentral' 'ctx_rh_S_suborbital' 
5.26 8 'ctx_lh_G_cingul-Post-ventral' 'ctx_lh_G_cuneus' 'ctx_lh_G_rectus' 
'ctx_lh_S_circular_insula_ant' 'ctx_lh_S_parieto_occipital' 'ctx_lh_S_pericallosal' 
'ctx_lh_S_subparietal' 'ctx_lh_S_temporal_inf' 'ctx_rh_G_cingul-Post-ventral' 
'ctx_rh_G_cuneus' 'ctx_rh_G_rectus' 'ctx_rh_S_circular_insula_ant' 
'ctx_rh_S_parieto_occipital' 'ctx_rh_S_pericallosal' 'ctx_rh_S_subparietal' 
'ctx_rh_S_temporal_inf' 
 
AAL_sphere_MNI 
Tabela   A.4 Comunidades detetadas na rede AAL_sphere_MNI pelo algoritmo de Newman; 
Comunidade Regiões 
1 'ctx_lh_G_and_S_subcentral';  'ctx_lh_G_postcentral'; 'ctx_lh_G_precentral'; 
'ctx_lh_S_oc_middle_and_Lunatus'; 'ctx_lh_S_precentral-inf-part';  
'ctx_rh_G_and_S_subcentral'; 'ctx_rh_G_postcentral'; 'ctx_rh_G_precentral'; 
'ctx_rh_S_oc_middle_and_Lunatus'; 'ctx_rh_S_precentral-inf-part' 
2 
 
'ctx_lh_G_and_S_occipital_inf'; 'ctx_lh_G_and_S_cingul-Ant'; 
'ctx_lh_G_front_middle'; 'ctx_lh_G_front_sup';  'ctx_lh_G_pariet_inf-Angular'; 
'ctx_lh_G_temporal_middle';  'ctx_lh_S_front_middle'; 'ctx_lh_S_front_sup';  
'ctx_lh_S_interm_prim-Jensen';  'ctx_lh_S_intrapariet_and_P_trans'; 
'ctx_lh_S_orbital_med-olfact'; 'ctx_lh_S_parieto_occipital'; 'ctx_lh_S_precentral-
sup-part'; 'ctx_lh_S_temporal_sup';  'ctx_rh_G_and_S_occipital_inf'; 
'ctx_rh_G_and_S_cingul-Ant'; 'ctx_rh_G_front_middle'; 'ctx_rh_G_front_sup'; 
'ctx_rh_G_pariet_inf-Angular'; 'ctx_rh_G_temporal_middle';  
'ctx_rh_S_front_middle'; 'ctx_rh_S_front_sup'; 'ctx_rh_S_interm_prim-Jensen'; 
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'ctx_rh_S_intrapariet_and_P_trans'; 'ctx_rh_S_orbital_med-olfact'; 
'ctx_rh_S_parieto_occipital'; 'ctx_rh_S_precentral-sup-part'; 
'ctx_rh_S_temporal_sup' 
2 'ctx_lh_G_and_S_transv_frontopol'; 'ctx_lh_G_front_inf-Orbital';  
'ctx_lh_G_front_inf-Triangul';  'ctx_lh_G_insular_short'; 
'ctx_lh_G_occipital_middle';  'ctx_lh_G_parietal_sup'; 'ctx_lh_G_temp_sup-
Lateral'; 'ctx_lh_G_temp_sup-Plan_polar'; 'ctx_lh_G_temp_sup-Plan_tempo'; 
'ctx_lh_G_temporal_inf'; 'ctx_lh_Lat_Fis-ant-Vertical'; 'ctx_lh_Lat_Fis-post'; 
'ctx_lh_Pole_occipital0'; 'ctx_lh_S_circular_insula_inf'; 
'ctx_lh_S_circular_insula_sup';  'ctx_lh_S_collat_transv_ant'; 
'ctx_rh_G_and_S_transv_frontopol'; 'ctx_rh_G_front_inf-Orbital'; 
'ctx_rh_G_front_inf-Triangul’; 'ctx_rh_G_insular_short'; 
'ctx_rh_G_occipital_middle'; 'ctx_rh_G_parietal_sup'; 'ctx_rh_G_temp_sup-
Lateral'; 'ctx_rh_G_temp_sup-Plan_polar'; 'ctx_rh_G_temp_sup-Plan_tempo'; 
'ctx_rh_G_temporal_inf'; 'ctx_rh_Lat_Fis-ant-Vertical'; 'ctx_rh_Lat_Fis-post'; 
'ctx_rh_Pole_occipital'; 'ctx_rh_S_circular_insula_inf'; 
'ctx_rh_S_circular_insula_sup'; 'ctx_rh_S_collat_transv_ant'; 
'ctx_rh_S_temporal_transverse' 
4 'ctx_lh_G_and_S_cingul-Mid-Ant'; 'ctx_lh_G_and_S_cingul-Mid-Post'; 
'ctx_lh_G_Ins_lg_and_S_cent_ins'; 'ctx_lh_G_pariet_inf-Supramar'; 
'ctx_lh_Lat_Fis-ant-Horizont'; 'ctx_lh_S_postcentral'; 
'ctx_lh_S_temporal_transverse'; 'ctx_rh_G_and_S_cingul-Mid-Ant'; 
'ctx_rh_G_and_S_cingul-Mid-Post'; 'ctx_rh_G_Ins_lg_and_S_cent_ins'; 
'ctx_rh_G_pariet_inf-Supramar'; 'ctx_rh_Lat_Fis-ant-Horizont'; 
'ctx_rh_S_postcentral' 
5 'Left-Thalamus-Proper'; 'Left-Caudate'; 'Left-Putamen'; 'Left-Pallidum'; 'Left-
Hippocampus';  'Left-Amygdala'; 'Left-Accumbens-area'; 'Right-Thalamus-Proper'; 
'Right-Caudate’; 'Right-Putamen'; 'Right-Pallidum'; 'Right-Hippocampus'; 'Right-
Amygdala'; 'Right-Accumbens-area'; 'ctx_lh_G_and_S_frontomargin'; 
'ctx_lh_G_orbital'; 'ctx_lh_G_temp_sup-G_T_transv'; 'ctx_lh_S_orbital-
H_Shaped'; 'ctx_rh_G_and_S_frontomargin'; 'ctx_rh_G_orbital’; 
'ctx_rh_G_temp_sup-G_T_transv'; 'ctx_rh_S_orbital-H_Shaped' 
6 'ctx_lh_G_cingul-Post-ventral'; 'ctx_lh_G_cuneus'; 'ctx_lh_G_rectus'; 
'ctx_lh_G_subcallosal'; 'ctx_lh_S_circular_insula_ant'; 'ctx_lh_S_pericallosal'; 
'ctx_lh_S_subparietal'; 'ctx_lh_S_temporal_inf'; 'ctx_rh_G_cingul-Post-ventral'; 
'ctx_rh_G_cuneus'; 'ctx_rh_G_rectus'; 'ctx_rh_G_subcallosal'; 
'ctx_rh_S_circular_insula_ant'; 'ctx_rh_S_pericallosal'; 'ctx_rh_S_subparietal'; 
'ctx_rh_S_temporal_inf' 
7 'ctx_lh_G_cingul-Post-dorsal’; 'ctx_lh_G_precuneus'; 'ctx_lh_S_cingul-
Marginalis'; 'ctx_lh_S_suborbital'; 'ctx_rh_G_cingul-Post-dorsal'; 
'ctx_rh_G_precuneus’; 'ctx_rh_S_cingul-Marginalis'; 'ctx_rh_S_suborbital' 
   8 'ctx_lh_G_and_S_paracentral'; 'ctx_lh_G_front_inf-Opercular'; 
'ctx_lh_G_occipital_sup’; 'ctx_lh_G_oc-temp_lat-fusifor'; 'ctx_lh_G_oc-
temp_med-Lingual'; 'ctx_lh_G_oc-temp_med-Parahip'; 'ctx_lh_Pole_temporal’; 
'ctx_lh_S_calcarine'; 'ctx_lh_S_central'; 'ctx_lh_S_collat_transv_post'; 
'ctx_lh_S_front_inf'; 'ctx_lh_S_oc_sup_and_transversal'; 
'ctx_lh_S_occipital_ant': 'ctx_lh_S_oc-temp_lat'; 'ctx_lh_S_oc-
temp_med_and_Lingual'; 'ctx_lh_S_orbital_lateral'; 
'ctx_rh_G_and_S_paracentral’; 'ctx_rh_G_front_inf-Opercular'; 
'ctx_rh_G_occipital_sup'; 'ctx_rh_G_oc-temp_lat-fusifor'; 'ctx_rh_G_oc-
temp_med-LinguaL’; 'ctx_rh_G_oc-temp_med-Parahip'; 'ctx_rh_Pole_temporal'; 
'ctx_rh_S_calcarine' 'ctx_rh_S_central'; 'ctx_rh_S_collat_transv_post'; 
'ctx_rh_S_front_inf'; 'ctx_rh_S_oc_sup_and_transversal'; 
'ctx_rh_S_occipital_ant';  'ctx_rh_S_oc-temp_lat'; 'ctx_rh_S_oc-
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temp_med_and_Lingual'; 'ctx_rh_S_orbital_lateral' 
 
  
Apêndices 
 144 
Apêndice B- Regiões de interesse 
116 Regiões do Atlas AAL 
Precentral(L); Precentral(R); FrontalSup(L); FrontalSup(R); FrontalSupOrb(L); FrontalSupOrb(R); 
FrontalMid(L); FrontalMid(R); FrontalMidOrb(L); FrontalMidOrb(R); FrontalInfOper(L); 
FrontalInfOper(R); FrontalInfTri(L); FrontalInfTri(R); FrontalInfOrb(L); FrontalInfOrb(R);  
RolandicOper(L); RolandicOper(R); SuppMotorArea(L); SuppMotorArea(R); Olfactory(L); 
Olfactory(R); FrontalSupMedial(L); FrontalSupMedial(R); FrontalMedOrb(L); FrontalMedOrb(R); 
Rectus(L); Rectus(R); Insula(L); Insula(R); CingulumAnt(L); CingulumAnt(R); CingulumMid(L); 
CingulumMid(R); CingulumPost(L); CingulumPost(R);  
Hippocampus(L); Hippocampus(R); ParaHippocampal(L); ParaHippocampal(R); Amygdala(L); 
Amygdala(R); Calcarine(L); Calcarine(R); Cuneus(L); Cuneus(R); Lingual(L); Lingual(R); 
OccipitalSup(L); OccipitalSup(R); OccipitalMid(L); OccipitalMid(R); OccipitalInf(L); 
OccipitalInf(R); Fusiform(L); Fusiform(R);  
Postcentral(L); Postcentral(R); ParietalSup(L); ParietalSup(R); ParietalInf(L); ParietalInf(R); 
SupraMarginal(L); SupraMarginal(R); Angular(L); Angular(R); Precuneus(L); Precuneus(R); 
ParacentralLobule(L); ParacentralLobule(R); Caudate(L); Caudate(R); Putamen(L); Putamen(R); 
Pallidum(L); Pallidum(R); Thalamus(L); Thalamus(R); Heschl(L); Heschl(R);  
TemporalSup(L); TemporalSup(R); TemporalPoleSup(L); TemporalPoleSup(R); TemporalMid(L); 
TemporalMid(R); TemporalPoleMid(L); TemporalPoleMid(R); TemporalInf(L); TemporalInf(R);  
CerebelumCrus1(L); CerebelumCrus1(R); CerebelumCrus2(L); CerebelumCrus2(R); 
Cerebelum3(L); Cerebelum3(R); Cerebelum45(L); Cerebelum45(R); Cerebelum6(L); 
Cerebelum6(R); Cerebelum7b(L); Cerebelum7b(R); Cerebelum8(L); Cerebelum8(R); 
Cerebelum9(L); Cerebelum9(R); Cerebelum10(L); Cerebelum10(R);  
Vermis12; Vermis3; Vermis45; Vermis6; Vermis7; Vermis8; Vermis9; Vermis10; 
 
162 Regiões resultantes da segmentação FreeSurfer 
Left-Thalamus-Proper; Left-Caudate; Left-Putamen; Left-Pallidum; Left-Hippocampus; Left-
Amygdala; Left-Accumbens-area; Right-Thalamus-Proper; Right-Caudate; Right-Putamen; Right-
Pallidum; Right-Hippocampus; Right-Amygdala; Right-Accumbens-area; 
ctx_lh_G_and_S_frontomargin, ctx_lh_G_and_S_occipital_inf, ctx_lh_G_and_S_paracentral, 
ctx_lh_G_and_S_subcentral; ctx_lh_G_and_S_transv_frontopol; ctx_lh_G_and_S_cingul-Ant; 
ctx_lh_G_and_S_cingul-Mid-Ant; ctx_lh_G_and_S_cingul-Mid-Post; ctx_lh_G_cingul-Post-
dorsal; ctx_lh_G_cingul-Post-ventral; ctx_lh_G_cuneus; ctx_lh_G_front_inf-Opercular,; 
ctx_lh_G_front_inf-Orbital; ctx_lh_G_front_inf-Triangul; ctx_lh_G_front_middle;; 
ctx_lh_G_front_sup; ctx_lh_G_Ins_lg_and_S_cent_ins; ctx_lh_G_insular_short;; 
ctx_lh_G_occipital_middle; ctx_lh_G_occipital_sup; ctx_lh_G_oc-temp_lat-fusifor;;; 
ctx_lh_G_oc-temp_med-Lingual; ctx_lh_G_oc-temp_med-Parahip; ctx_lh_G_orbital;; 
ctx_lh_G_pariet_inf-Angular; ctx_lh_G_pariet_inf-Supramar; ctx_lh_G_parietal_sup; 
ctx_lh_G_postcentral; ctx_lh_G_precentral; ctx_lh_G_precuneus; ctx_lh_G_rectus; 
ctx_lh_G_subcallosal; ctx_lh_G_temp_sup-G_T_transv; ctx_lh_G_temp_sup-Lateral; 
ctx_lh_G_temp_sup-Plan_polar; ctx_lh_G_temp_sup-Plan_tempo; ctx_lh_G_temporal_inf, 
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ctx_lh_G_temporal_middle: ctx_lh_Lat_Fis-ant-Horizont; ctx_lh_Lat_Fis-ant-Vertical; 
ctx_lh_Lat_Fis-post ctx_lh_Pole_occipital0 ctx_lh_Pole_temporal; ctx_lh_S_calcarine; 
ctx_lh_S_central; ctx_lh_S_cingul-Marginalis; ctx_lh_S_circular_insula_ant;; 
ctx_lh_S_circular_insula_inf; ctx_lh_S_circular_insula_sup;; ctx_lh_S_collat_transv_ant; 
ctx_lh_S_collat_transv_post; ctx_lh_S_front_inf; ctx_lh_S_front_middle; ctx_lh_S_front_sup; 
ctx_lh_S_interm_prim-Jensen; ctx_lh_S_intrapariet_and_P_trans; 
ctx_lh_S_oc_middle_and_Lunatus; ctx_lh_S_oc_sup_and_transversal; 
ctx_lh_S_occipital_ant; ctx_lh_S_oc-temp_lat; ctx_lh_S_oc-temp_med_and_Lingual; 
ctx_lh_S_orbital_lateral; ctx_lh_S_orbital_med-olfact; ctx_lh_S_orbital-H_Shaped; 
ctx_lh_S_parieto_occipital; ctx_lh_S_pericallosal; ctx_lh_S_postcentral; ctx_lh_S_precentral-
inf-part; ctx_lh_S_precentral-sup-part; ctx_lh_S_suborbital; ctx_lh_S_subparietal; 
ctx_lh_S_temporal_inf; ctx_lh_S_temporal_sup; ctx_lh_S_temporal_transverse 
ctx_rh_G_and_S_frontomargin; ctx_rh_G_and_S_occipital_inf; ctx_rh_G_and_S_paracentral; 
ctx_rh_G_and_S_subcentral; ctx_rh_G_and_S_transv_frontopol; ctx_rh_G_and_S_cingul-Ant; 
ctx_rh_G_and_S_cingul-Mid-Ant; ctx_rh_G_and_S_cingul-Mid-Post; ctx_rh_G_cingul-Post-
dorsal; ctx_rh_G_cingul-Post-ventral; ctx_rh_G_cuneus; ctx_rh_G_front_inf-Opercular; 
ctx_rh_G_front_inf-Orbital; ctx_rh_G_front_inf-Triangul; ctx_rh_G_front_middle; 
ctx_rh_G_front_sup; ctx_rh_G_Ins_lg_and_S_cent_ins; ctx_rh_G_insular_short; 
ctx_rh_G_occipital_middle; ctx_rh_G_occipital_sup; ctx_rh_G_oc-temp_lat-fusifor; 
ctx_rh_G_oc-temp_med-LinguaL; ctx_rh_G_oc-temp_med-Parahip; ctx_rh_G_orbital; 
ctx_rh_G_pariet_inf-Angular; ctx_rh_G_pariet_inf-Supramar; ctx_rh_G_parietal_sup, 
ctx_rh_G_postcentral; ctx_rh_G_precentral, ctx_rh_G_precuneus; ctx_rh_G_rectus; 
ctx_rh_G_subcallosal, ctx_rh_G_temp_sup-G_T_transv, ctx_rh_G_temp_sup-Lateral; 
ctx_rh_G_temp_sup-Plan_polar; ctx_rh_G_temp_sup-Plan_tempo; ctx_rh_G_temporal_inf; 
ctx_rh_G_temporal_middle; ctx_rh_Lat_Fis-ant-Horizont; ctx_rh_Lat_Fis-ant-Vertical; 
ctx_rh_Lat_Fis-post; ctx_rh_Pole_occipital; ctx_rh_Pole_temporal; ctx_rh_S_calcarine; 
ctx_rh_S_central; ctx_rh_S_cingul-Marginalis; ctx_rh_S_circular_insula_ant; 
ctx_rh_S_circular_insula_inf; ctx_rh_S_circular_insula_sup; ctx_rh_S_collat_transv_ant; 
ctx_rh_S_collat_transv_post; ctx_rh_S_front_inf; ctx_rh_S_front_middle; 
ctx_rh_S_front_sup; ctx_rh_S_interm_prim-Jensen; ctx_rh_S_intrapariet_and_P_trans; 
ctx_rh_S_oc_middle_and_Lunatus; ctx_rh_S_oc_sup_and_transversal; 
ctx_rh_S_occipital_ant; ctx_rh_S_oc-temp_lat; ctx_rh_S_oc-temp_med_and_Lingual; 
ctx_rh_S_orbital_lateral; ctx_rh_S_orbital_med-olfact; ctx_rh_S_orbital-H_Shaped; 
ctx_rh_S_parieto_occipital; ctx_rh_S_pericallosal; ctx_rh_S_postcentral; ctx_rh_S_precentral-
inf-part; ctx_rh_S_precentral-sup-part; ctx_rh_S_suborbital; ctx_rh_S_subparietal; 
ctx_rh_S_temporal_inf; ctx_rh_S_temporal_sup; ctx_rh_S_temporal_transverse 
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