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OBSTRUCTIONS FOR COMPACTNESS OF HANKEL OPERATORS: COMPACTNESS
MULTIPLIERS
MEHMET C¸ELI˙K AND YUNUS E. ZEYTUNCU
ABSTRACT. We establish a connection between compactness of Hankel operators and geometry
of the underlying domain through compactness multipliers for the ∂-Neumann operator. In par-
ticular, we prove that any compactness multiplier induces a compact Hankel operator. We also
generalize the notion of compactness multipliers to vector fields and matrices and then we use this
generalization to generate compact Hankel operators.
1. INTRODUCTION
In this paper we study obstructions for compactness of Hankel operators on general pseudo-
convex domains in Cn. One of the most stimulating results for compactness of Hankel operators
is due to Axler [Axl86], which states that on the Bergman space of the unit disc the Hankel op-
erator H f for a holomorphic function f , is compact if and only if f is in the little Bloch space B0.
In particular, if the holomorphic function f is additionally smooth up to the boundary then f is
automatically in the little Bloch space and hence the operator H f is compact. However, on a gen-
eral domain in Cn if we take a holomorphic symbol f that is also smooth up to the boundary, we
can not immediately conclude that the corresponding operator H f is compact. In other words,
in higher dimensions there is no universal characterization of compactness, and the geometry of
the domain plays a decisive role.
As for a more specific example, consider a convex domain in C2 that contains an analytic disc
in its boundary. On these domains, if g is smooth up to the boundary then the Hankel operator
Hg is compact if and only if g is holomorphic along the analytic disc in the boundary, see [CˇS¸09b,
Corollary 2]. This result indicates that one needs to investigate the boundary geometry of the
underlying domain to understand compact Hankel operators.
The L2 theory of the ∂-Neumann operator is one of the common ways of relating the boundary
geometry and compact Hankel operators, see [Has01], [CˇS¸09b], [S¸ah12], [C¸S¸12], [C˘S¸13], [CˇS¸14b],
and [S¸Z] for some recent results. One reason for this connection is the Kohn’s formula that con-
veniently links Hankel operators and the ∂-Neumann operator. Another tool in this context is
the notion of compactness multipliers, which have been studied with the purpose of character-
izing obstructions to compactness of the ∂-Neumann problem [C¸el08]. Therefore it is natural
to relate these multipliers and obstructions for compactness of Hankel operators. As a first ob-
servation, on a bounded convex domain a function that is smooth up to the boundary of the
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domain is a compactness multiplier if and only if it vanishes on the closure of the union of all
the (nontrivial) analytic discs in the boundary [C¸S09a]. On the same domain, a symbol function
that is smooth up to the boundary induces a compact Hankel operator if and only if the symbol
is holomorphic along analytic discs in the boundary [CˇS¸09b]. Therefore, on convex domains any
compactness multiplier induces a compact Hankel operator. Without the convexity assumption,
such a connection between compactness multipliers and symbols of compact Hankel operators
was less understood and the following specific question was posed in [CˇS¸09b].
Assume that Ω is a smooth bounded pseudoconvex domain in Cn and f is a compactness multiplier,
then is the Hankel operator H f compact on Ω?
In the first part of this paper, we establish a connection between compactness of Hankel opera-
tors and boundary geometry through compactness multipliers and as a consequence we answer
the question above.
Theorem 1. Let Ω be a smooth bounded pseudoconvex domain in Cn and f ∈ C(Ω). If f is a compact-
ness multiplier then the Hankel operator H f is compact on A2(Ω).
In the second part, we generalize the compactness multipliers tool to vector fields and matrices
and then by using the generalized compactness multiplier device, we show how to generate
symbols that induce compact Hankel operators.
Theorem 2. Let Ω be a smooth bounded pseudoconvex domain in Cn that admits a smooth plurisubhar-
monic defining function r. Let
L :=
[
∂2r
∂zi∂zj
]
1≤i,j≤n
=

∂2r
∂z1∂z1
∂2r
∂z1∂z2
... ∂
2r
∂z1∂zn
...
...
...
...
...
...
∂2r
∂zn−1∂z1
∂2r
∂zn−1∂z2 ...
∂2r
∂zn−1∂zn
∂2r
∂zn∂z1
∂2r
∂zn∂z2
... ∂
2r
∂zn∂zn

(1)
be the complex Hessian matrix. Then the Hankel operator Hdet(L) is compact on A2(Ω).
Finally, by following the ideas from [Str08] we obtain a more general theorem that shows how
to generate many more compact Hankel operators.
Theorem 3. Let Ω be as in Theorem 2. If A(z) is a positive semidefinite self-conjugate matrix (of entries
continuous functions on Ω) such that for all z ∈ Ω and ξ ∈ Cn
0 ≤ (Am(z) · ξ , ξ) ≤ (L(z) · ξ , ξ) for some m ∈ Z+(2)
then the Hankel operator Hφ is compact on A2(Ω), where φ(z) = det(A(z)).
The remainder of the paper is organized as follows. In the second section, we recall the L2 the-
ory of the ∂-Neumann operator, we introduce compactness multipliers, allowable vector fields,
allowable matrices, and the connection between the ∂-Neumann operator and Hankel operators.
In the same section, we relate the compactness multiplier notion to that of a symbol of a compact
Hankel operator. In Section 3, we prove Theorem 1, present a counterexample for its converse,
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and remark on the extensions to higher degree forms. In Section 4, we prove Theorems 2 and 3.
Finally, in the last section we conclude with some examples and remarks.
2. DEFINITIONS AND NOTATIONS
Let Ω ⊂ Cn be a bounded, smooth pseudoconvex domain and let  = ∂∗∂ + ∂∂∗ be the
∂-Neumann Laplacian, where ∂∗ stands for the L2-adjoint of the Cauchy-Riemann operator. Un-
der these assumptions on Ω, the operator ∂ : L2(0,q)(Ω) → L2(0,q+1)(Ω) is closed and densely
defined. Furthermore, the operator  acting on its domain is invertible with a bounded inverse
N, which is called the ∂-Neumann operator, [Ho¨r65], see also [CS01] and [Str10]. Compactness
of the ∂-Neumann problem is a basic property with many applications. When bΩ is smooth,
compactness implies global regularity of the ∂-Neumann problem. Also, the Fredholm theory
for Toeplitz operators is a direct consequence of the compactness of the ∂-Neumann problem.
The following estimate is a reformulation of the compactness property [Str10, Chapter 4].
A compactness estimate of the ∂-Neumann operator is said to hold on Ω if for a given ε > 0
there is a constant Cε > 0 such that the following estimate
‖u‖2 ≤ ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε ‖u‖2−1
is valid ∀u ∈ Dom(∂) ∩Dom(∂∗) ⊂ L2(0,q)(Ω). (‖·‖−1 is the L2-Sobolev (−1)-norm.)
One way to investigate compactness of the ∂-Neumann problem through the compactness
estimate is to consider the set of functions f for which one can estimate the L2-norm of f u in
terms of L2-norms of ∂u, ∂
∗
u, and the Sobolev (−1)-norm of u; the constant Cε is allowed to
depend on f . Such functions are known as compactness multipliers [C¸S09a]. Compactness
multipliers are inspired by the well-known subelliptic multipliers [Koh79], with compactness
estimates taking the place of the subelliptic estimates.
Definition 1. A function f ∈ C(Ω) is called a compactness multiplier on Ω if for every ε > 0 there
is a constant Cε, f > 0 such that the following estimate
‖ f u‖2 ≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε, f ‖u‖2−1(3)
is valid ∀u ∈ Dom(∂) ∩Dom(∂∗) ⊂ L2(0,q)(Ω).
Remark 1. f is a compactness multiplier if and only if f is a compactness multiplier. Then, the
real and imaginary parts of f are compactness multipliers. As a result, it is sufficient to consider
real valued compactness multipliers.
Compactness multipliers have been studied with the purpose of characterizing the obstruc-
tions to compactness of the ∂-Neumann problem. Let Jq be the set of compactness multipliers
associated with (0, q)-forms, 1 ≤ q ≤ n, and denote by Aq the common zero set of the elements
in Jq, i.e. Jq = { f ∈ C(Ω)| f ≡ 0 on Aq}. Then the ∂-Neumann operator is compact if and only
if Aq is empty [C¸S09a]. In the same paper, it was also showed that on bounded convex domains,
the set Aq is exactly the closure of the union of q-dimensional analytic disks in the boundary.
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In our work, we will also use the derivatives of the compactness multipliers. For a real valued
function, we set ∑nj=1
∂ f
∂zj
uj to be the interior product (the adjoint of exterior multiplication) of
the vector field ∂ f = ∑nj=1
(
∂ f
∂zj
)
∂
∂zj
and the (0, 1)-form u = ∑nj=1 ujdzj. One can estimate the
L2-norm of ∑nj=1
∂ f
∂zj
uj in terms of L2-norms of ∂u, ∂
∗
u, and the Sobolev (−1)-norm of u; again
constant Cε is allowed to depend on ∂ f .
We will also employ the term “allowable” which was used in the study of subelliptic multipliers
by D’Angelo in [D’A93].
Definition 2. A vector field
v =
n
∑
j=1
vj
∂
∂zj
of type (1, 0) is allowable (for compactness estimate of the ∂-Neumann problem) if for every ε > 0
there is Cε > 0 such that ∥∥∥∥∥ n∑j=1 vjuj
∥∥∥∥∥
2
≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1(4)
for all u = ∑nj=1 ujdzj ∈ Dom(∂) ∩Dom(∂
∗
) ⊂ L2(0,1)(Ω).
We will also need the following notation.
Mv : Dom(∂) ∩Dom(∂∗)→ L2(0,0)(Ω)
Mv(u) :=
n
∑
j=1
vjuj, where u =
n
∑
j=1
ujdzj.
Thus, the estimate (4) can be rewritten as
‖Mv(u)‖2 ≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1(5)
for all u = ∑nj=1 ujdzj ∈ Dom(∂) ∩Dom(∂
∗
) ⊂ L2(0,1)(Ω).
In the next definition we generalize the definition of an allowable vector field to an allowable
matrix.
Definition 3. An n× n matrix A(z) with smooth entries on Cn is called an allowable matrix if for
each ε > 0 there is a constant Cε > 0 such that.
‖A(z)u‖2 ≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1(6)
for all u = ∑nk=1 ukdzk ∈ Dom(∂) ∩Dom(∂
∗
) ⊂ L2(0,1)(Ω)
‖A(z)u‖2 in (6) represents ∑nj=1
∥∥∑nk=1 Ajk(z)uk∥∥2. Note that this definition is equivalent to
saying that each row of the matrix is an allowable row. The definition allows the replacement of a
row’s entries with components of an allowable vector field.
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Let A2(Ω) be the subspace of holomorphic functions in L2(Ω). The operator P : L2(Ω) −→
A2(Ω) denotes the Bergman projection. The Hankel operator with symbol ψ ∈ L∞(Ω) is the
operator defined as
Hψ = (I − P)ψ : A2(Ω) −→ L2(Ω),
where the symbol ψ is identified with the corresponding multiplication operator. Using Kohn’s
formula P = I− ∂∗N1∂, the following relation between the ∂-Neumann operator N and the Han-
kel operator Hψ with symbol ψ ∈ C1(Ω) is obtained Hψ( f ) = ∂∗N1∂(ψ f ) = ∂∗N1( f ∂ψ), ∀ f ∈
A2(Ω). Because of this formula it is natural to expect strong connections between N1 and Hψ.
3. PROOF OF THEOREM 1
Let HΩφ denote the Hankel operator on Ω with symbol φ and RU be the restriction opera-
tor onto an open set U. One can still use functions from A2(Ω) and work locally, on a neigh-
borhood Ω ∩ U of p ∈ bΩ by using the composition of the Hankel and restriction operators,
HΩ∩URΩ∩U(φ)RΩ∩U. The composition of those two operators is well-defined on A
2(Ω).
On bounded pseudoconvex domains the set of compactness multipliers in C(Ω) is a closed
ideal J and we can express J = { f ∈ C(Ω) | f |K ≡ 0}, where K denotes the common zero set
of the elements in J. Moreover, K is a subset of the set of infinite type points on bΩ, (bΩ)∞, and
it can easily be shown that the set (bΩ)∞\K is benign for the compactness of the ∂-Neumann
operator [C¸el08].
Theorem 1. Let Ω be a smooth bounded pseudoconvex domain in Cn and f ∈ C(Ω). If f is a compact-
ness multiplier then the Hankel operator H f is compact on A2(Ω).
Proof. We start with the localization of Hankel operators technique introduced in [CˇS¸09b, Propo-
sition 1, (ii)]. First, we show that for every p ∈ bΩ there is an open neighborhood Up such that
Ω ∩Up is a domain, and HΩ∩UpRΩ∩Up ( f )RΩ∩Up is compact on A
2(Ω), then by using [CˇS¸09b, Proposi-
tion 1, (ii)], we conclude that HΩf is compact on A
2(Ω). For this purpose, we look at the points
p ∈ bΩ in two separate cases.
Case 1: If p ∈ bΩ\K, then there is a complex ball B(p, r) centered at p with radius r > 0 such
that B(p, r) ∩ K = ∅. Define
Up := B(p, r) ∩Ω.
The ∂-Neumann operator is compact on L2(Up). The set of infinite type points, not in K, is benign
for the compactness of the ∂-Newmann operator [C¸el08] and the rest of the boundary points are
of finite type.
If the ∂-Neumann operator is compact on L2(Up) then RUp( f ) ∈ C(Up) (for all f ∈ C(Ω)) is a
compactness multiplier and HUpRUp ( f )
RUp is a compact operator on A
2(Ω) for all f ∈ C(Ω).
Case 2: As for the points in K, we use the following construction. For each j ≥ 1 define an
open set
Uj := {z ∈ Cn | dist(z, K) < 1/j}
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containing the zero set K and choose χj(z) ∈ C∞(Cn) such that 0 ≤ χj(z) ≤ 1, χj(z) ≡ 1
on Cn\Uj, and χj(z) = 0 on U2j. Now, define f j(z) := χj(z) · f (z), where f (z) ∈ C(Ω) is a
compactness multiplier.
Thus, for every j ≥ 1, { f j(z)} ⊂ C(Ω) such that f j(z) ≡ 0 on U2j and f j(z) is a compactness
multiplier (because K ⊂ U2j). Moreover, for every j ≥ 1, HU2j∩ΩRU2j∩Ω( f j)RU2j∩Ω ≡ 0 and is a compact
operator on A2(Ω).
Thus, by Cases 1 and 2 we conclude that for every p ∈ bΩ there is an open neighborhood Up
such that Ω ∩Up is a domain, and HΩ∩UpRΩ∩Up ( f j)RΩ∩Up is compact on A
2(Ω). By [CˇS¸09b, Proposi-
tion 1, (ii)] we conclude that HΩf j is compact on A
2(Ω).
Now, the idea is to approximate f uniformly on Ω by the above constructed sequence of
functions { f j}. To show that HΩf is a compact operator on A2(Ω), it is enough to see that the
Hankel operators
{
HΩf j
}
converge to HΩf in operator norm. Indeed,
HΩf − HΩf j = (I − P)( f )− (I − P)( f j) = ( f − f j)I − P( f − f j)(7)
and the operator norm of the multiplication by ( f − f j) on L2(Ω) is maxz∈Ω|( f − f j)|. Thus,
‖HΩf − HΩf j ‖ → 0, as j→ ∞.(8)

Remark 2. If H f is a compact Hankel operator on A2(Ω) then its symbol function f is not neces-
sarily a compactness multiplier. For example, Hz1 ≡ 0 and so is compact on A2(Ω) where Ω is a
smoothed bi-disc, however z1 is not a compactness multiplier because z1 6= 0 on {(z1, z2) : 0 ≤
|z2| ≤ 1/2 and |z1| = 1}. See Example 1 for more details.
Remark 3. A Hankel operator with a symbol function f is equal to the negative of the commutator
operator with the multiplication symbol f and Bergman projection P, H f (u) = (I − P)( f u) =
−[P, f ](u). The result in Theorem 1 also applies for the commutator operator [P, f ] on A2(Ω).
We conclude that on a smooth bounded pseudoconvex domain Ω, if f ∈ C(Ω) is a compactness
multiplier then the commutator operator [P, f ] is compact on A2(Ω). Moreover, by employ-
ing [C¸S¸14a, Corollary 2] we further deduce that the commutator operator [Pq, f ] is compact on
A2(0,q)(Ω) for all 0 ≤ q ≤ n− 1, where Pq denotes the orthogonal projection from L2(0,q)(Ω) onto
the subspace of ∂-closed forms.
4. COMPACTNESS MULTIPLIERS MACHINERY
A subelliptic estimate of the ∂-Neumann problem is a stronger condition than a compactness
estimate. Thus, every subelliptic multiplier is also a compactness multiplier but the converse
is false. Indeed, consider a convex domain Ω in C2 and on the boundary of this domain have
a set of infinite type points with empty Euclidean interior, any smooth function on Ω not van-
ishing on the boundary of the domain, bΩ, is a compactness multiplier, but not a subelliptic
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multiplier. Kohn [Koh79] developed subelliptic multipliers and created an algorithmic proce-
dure for computing certain ideals. He used these ideals to find out if there is a complex analytic
variety in the boundary and if there is a subelliptic estimate. Creating an analogue algorithmic
procedure with ideals of compactness multipliers for compactness estimate can be helpful to
examine obstructions for the compactness property of the ∂-Neumann operator and of Hankel
operators. However, it is important to note that Kohn’s algorithm is in space of real analytic
functions. The ring of real analytic functions is a Noetherian ring, where every prime ideal of
the ring is finitely generated. This property of the ring of functions plays a fundamental role in
Kohn’s algorithm, it determines when such ideals define trivial varieties on the boundary of the
domain. Since the ∂-Neumann operator and its compactness property very much depend on the
boundary geometry of the domain, the role of the defining function in the theory of compactness
multipliers becomes fundamental. The defining function itself being a compactness multiplier
helps us to connect the geometry of the domain with the compactness multiplier notion. Be-
cause we are working on domains with smooth boundaries (not necessarily real analytic) this
forces us to work with compactness multipliers from the ring of smooth functions. However,
the ring of smooth functions is not Noetherian. Absence of this essential property makes estab-
lishing an analogous algorithm with compactness multipliers challenging. In this write up, we
ignore questions relating to the algorithmic point of view. Instead, we study the connections of
compactness multipliers with a symbol function of a compact Hankel operator.
The following proposition establishes a connection between a compactness multiplier and an
allowable vector field, analogous to subelliptic multiplier case, see [Koh79] or [D’A93].
Proposition 1. Let Ω be a smooth bounded pseudoconvex domain in Cn. Suppose that f ∈ C2(Ω)
is a compactness multiplier. Then ∂ f is an allowable vector field. That is, for every ε > 0 there exists
Cε,∂ f > 0 such that ∥∥∥∥∥ n∑j=1 ∂ f∂zj uj
∥∥∥∥∥
2
≤ ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε,∂ f ‖u‖2−1
for all u ∈ Dom(∂∗) ∩Dom(∂) ⊂ L2(0,1)(Ω).
Remark 4. Consequently, for 1 ≤ q ≤ n, the operator M∂ f : Dom(∂)∩Dom(∂∗)
(
⊂ L2(0,q)(Ω)
)
→
L2(0,q−1)(Ω) is a compact operator, providing a property weaker than compactness of the ∂-
Neumann operator.
Corollary 1. LetΩ be a smooth bounded pseudoconvex domain inCn. Let r be a smooth defining function
for Ω. Then the vector field ∂r = ∑nj=1
∂r
∂zj
∂
∂zj
is allowable.
Proof of Corollary 1. To see that r is a compactness multiplier check with [C¸S09a, Remark 2] (or
[C¸el08, Proposition 4]) and then by Proposition 1 we obtain that ∂r is an allowable vector field.

Proof of Proposition 1. Initially, we work with smooth (0, 1)-forms in Dom(∂
∗
) and then at the end
of the proof we use the Density Lemma [CS01, Lemma 4.3.2] (or [Str10, Proposition 2.3]) to move
the result to Dom(∂)∩Dom(∂∗). Thus, let u ∈ C∞(0,1)(Ω) ∩Dom(∂
∗
).
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Let ψ := ∑nj=1
∂ f
∂zj
uj, so∥∥∥∥∥ n∑j=1 ∂ f∂zj uj
∥∥∥∥∥
2
=
(
n
∑
j=1
(
∂( f uj)
∂zj
− f ∂uj
∂zj
)
,ψ
)
(9)
=
(
n
∑
j=1
∂( f uj)
∂zj
,ψ
)
+
(
− f
n
∑
j=1
∂uj
∂zj
,ψ
)
Now, let’s estimate the last term,∣∣∣∣∣
(
−
n
∑
j=1
∂uj
∂zj
, fψ
)∣∣∣∣∣ = ∣∣∣(∂∗u, fψ)∣∣∣ ≤ ∥∥∥ ∂∗u∥∥∥ ‖ fψ‖
≤ (a/2)
∥∥∥∂∗u∥∥∥2 + 1/(2a) ‖ fψ‖2 for any a > 0.(10)
The second inequality follows from the small constant-large constant inequality1. As for the last
term ‖ fψ‖2, first notice that
ψ =
n
∑
k=1
∂ f
∂zk
uk =
n
∑
k=1
∂
∂zk
( f uk)−
n
∑
k=1
f
∂uk
∂zk
=
n
∑
k=1
[
∂
∂zk
, f
]
uk,
and
fψ = f
n
∑
k=1
[
∂
∂zk
, f
]
uk = f
n
∑
k=1
∂ f
∂zk
uk
= 2 f
n
∑
k=1
∂ f
∂zk
uk + f 2
n
∑
k=1
∂uk
∂zk
− f
n
∑
k=1
∂ f
∂zk
uk − f 2
n
∑
k=1
∂uk
∂zk
=
n
∑
k=1
∂
∂zk
(
f 2uk
)
− f
n
∑
k=1
∂
∂zk
( f uk)
=
n
∑
k=1
[
∂
∂zk
, f
]
( f uk)
As an operator, ∑nk=1
[
∂
∂zk
, f
]
is a zeroth-order pseudo-differential operator, so
‖ fψ‖2 =
∥∥∥∥∥ n∑k=1
[
∂
∂zk
, f
]
( f uk)
∥∥∥∥∥
2
.
∥∥∥∥∥ n∑k=1 f uk
∥∥∥∥∥
2
.
Second, since f is a compactness multiplier (from the hypothesis) for every ε > 0 there exists
Cε, f > 0 such that
‖ fψ‖2 . ‖ f u‖2 ≤ ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε, f ‖u‖2−1(11)
1We refer to (a/2) as a small constant, 1/(2a) as a large constant.
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for all u ∈ Dom(∂∗) ∩Dom(∂) ⊂ L2(0,1)(Ω). When we put this estimate in (10) we obtain
∣∣∣∣∣
(
−
n
∑
j=1
∂uj
∂zj
, fψ
)∣∣∣∣∣ ≤ (a/2) ∥∥∥∂∗u∥∥∥2 + 1/(2a)
(
ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε, f ‖u‖2−1) for any a > 0.
(12)
To handle the remaining term ∑nj=1
(
∂( f uj)
∂zj
,ψ
)
in (9) we use integration by parts,
n
∑
j=1
(
∂( f uj)
∂zj
,ψ
)
=
n
∑
j=1
(
− f uj, ∂ψ∂zj
)
+
n
∑
j=1
∫
bΩ
f
∂r
∂zj
ujψ(13)
=
n
∑
j=1
(
− f uj, ∂ψ∂zj
)
.
The boundary integral in the integration by parts vanishes because u is in the domain of ∂
∗
.
Then,
n
∑
j=1
(
∂( f uj)
∂zj
,ψ
)
=
n
∑
j=1
(
− f uj, ∂ψ∂zj
)
(14)
=
n
∑
j=1
(
− f uj, ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
))
Now, by the Cauchy-Schwartz inequality we get
n
∑
j=1
(
− f uj, ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
))
≤
n
∑
j=1
∥∥ f uj∥∥ n∑
j=1
∥∥∥∥∥ ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
)∥∥∥∥∥
Then by the small constant-large constant inequality we obtain
n
∑
j=1
∥∥ f uj∥∥ n∑
j=1
∥∥∥∥∥ ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
)∥∥∥∥∥ ≤ 1/(2a) n∑j=1
∥∥ f uj∥∥2 + (a/2) n∑
j=1
∥∥∥∥∥ ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
)∥∥∥∥∥
2
An estimate for the second term follows from the bar derivatives of u, which are controlled (in
L2(Ω)) by ∂u and ∂
∗
u. That is,
1/(2a)
n
∑
j=1
∥∥ f uj∥∥2 + (a/2) n∑
j=1
∥∥∥∥∥ ∂∂zj
(
n
∑
k=1
∂ f
∂zk
uk
)∥∥∥∥∥
2
. 1/(2a) ‖ f u‖2 + (a/2)
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) .
(15)
When we put this estimate back in (14) and (13) we get∣∣∣∣∣ n∑j=1
(
∂( f uj)
∂zj
,ψ
)∣∣∣∣∣ . 1/(2a) ‖ f u‖2 + (a/2)
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) .
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When we use (11) for the first term we get
∣∣∣∣∣ n∑j=1
(
∂( f uj)
∂zj
,ψ
)∣∣∣∣∣ . 1/(2a)
(
ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε, f ‖u‖2−1)+ (a/2)(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) .
(16)
Finally, we put (16) and (12) into (9) to get∥∥∥∥∥ n∑j=1 ∂ f∂zj uj
∥∥∥∥∥
2
. (a/2)
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)(17)
+ (a/2)
∥∥∥∂∗u∥∥∥2 + 1/a(ε(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε, f ‖u‖2−1)
≤
(
a +
ε
a
)(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε, f
a
‖u‖2−1
We set a =
√
ε and choose ε small enough to get the desired estimate in Proposition 1.

Recall that an allowable matrix is the same thing as saying that each row of the matrix is an
allowable row. For example, if each jth-row of a matrix is constructed from components {vij} of
an allowable vector field vj = ∑ni=1 vij
∂
∂zi
then the matrix is an allowable matrix.
Proposition 2. Let Ω be a smooth bounded pseudoconvex domain in Cn. If A(z) is an allowable matrix
with Aij(z) ∈ C∞(Ω) then the determinant of the matrix A is a compactness multiplier.
Proof. Let A(z) be such an allowable matrix. Then B(z) := A∗(z)A(z) is a Hermitian positive
semi-definite matrix, Bij(z) ∈ C∞(Ω) and there exists strictly positive C(z) ∈ C∞(Ω) such that
(det (B(z)) u, u)E ≤ C(z)(B(z)u, u)E,(18)
where the inner product (·, ·)E is the standard one in Cn and do not involve integration.
Indeed, if det (B(z)) = 0 then (18) holds trivially. If det (B(z)) > 0, that is B(z) is a Hermitian
positive definite matrix, then there exists strictly positive C′(z) ∈ C∞(Ω) such that
C′(z) |ξ|2 ≤ (B(z)ξ, ξ)E
for all ξ ∈ Cn. Multiply both sides by det(B(z))C′(z) to have
det (B(z)) |ξ|2 ≤ det (B(z))
C′(z) (
B(z)ξ, ξ)E .
Set C(z) = det(B(z))C′(z) to get (18). We also set C = maxΩ C(z), then considering the inequality (18)
and u ∈ C∞(0,1)(Ω) ∩ dom(∂
∗
), we have
(det(A(z)A∗(z))u, u)E ≤ C(A∗(z)A(z)u, u)E = C |A(z)u|2E .
Then
‖det (A(z)) u‖2L2 =
n
∑
j=1
∫
Ω
|det(A(z))|2E
∣∣uj∣∣2 ≤ C ∫ |A(z)u|2E = C ‖A(z)u‖2L2 .
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Since A(z) is an allowable matrix, we have det (A(z)) as a compactness multiplier.

Remark 5. A special set of allowable matrices for the compactness estimate of the ∂-Neumann
problem has already been studied by Straube in [Str08].
4.1. Complex Hessian and Compact Hankel Operators. We also present ways of producing
other symbols which induce compact Hankel operators on the same domain. First, we present
an installment of a fundamental symbol, developed completely from the defining function, more
specifically, complex Hessian, carrying information about the boundary geometry of the domain.
Second, we present how to identify more compact Hankel operators by using derivatives of the
symbols in an iterative sense, with every iteration of the derivative one will be able to generate
another compact Hankel operator on the domain.
Theorem 2. Let Ω a smooth bounded pseudoconvex domain in Cn that admits a smooth plurisubhar-
monic defining function r such that |dr| = 1 on bΩ. Then Hdet(L) is a compact Hankel operator on
A2(Ω), where L is the complex Hessian matrix.
Proof. If the determinant of L is a compactness multiplier, then by Theorem 1 we conclude that
Hdet(L) is a compact Hankel operator on A2(Ω). SinceΩ is a pseudoconvex domain, L is positive
semidefinite matrix. Then, by the same linear algebra idea in Proposition 2 we can find a constant
C > 0 such that (
|det(L)|2 u, u
)
E
≤ C · (Lu, u)E
and so
‖det(L)u‖2 =
∫
Ω
(det(L)u, det(L)u) =
∫
Ω
(|det(L)|2 u, u) ≤ C
∫
Ω
(Lu, u)E.
Thus, to show the determinant of L is a compactness multiplier we need to show that for a
given ε > 0 there is a Cε > 0 such that
∫
Ω
(Lu, u)E . ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2)+ Cε ‖u‖2−1
∀u ∈ C∞(0,1) (Ω) ∩ dom
(
∂
∗)
.
This estimate has already been proven by Straube in [Str08]. We go over the proof for conve-
nience.
Note that
∫
Ω(Lu, u) =
∫
Ω ∑
n
j,k=1
∂2r(z)
∂zj∂zk
ujuk dV(z).
2 Let’s split u into its tangential and normal
parts near bΩ, u = uN + uT. Let η(z) be a cutoff function whose support is contained in a µ-
neighborhood of bΩ, {z ∈ Ω | − µ < r(z) < µ}; η(z) ≡ 1 on {z ∈ Ω | − µ/2 ≤ r(z) ≤ µ/2};
and u = (1− η)u + ηuN + ηuT.
2A . B if ∃c > 0 such that A ≤ cB.
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∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
uj(z)uk(z) dV(z)
=
∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
[(1− η)u + ηuN + ηuT]j (z) · [(1− η)u + ηuN + ηuT]k(z) dV(z)
.
∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z) + ‖ηuT‖ ‖ηuN‖+ ‖ηuN‖2 + ‖(1− η)u‖2 .(19)
and then by using the large constant-small constant inequality on the second term on the right
we get
‖ηuT‖ ‖ηuN‖ . (a/2) ‖ηuT‖2 + 1/(2a) ‖ηuN‖2 .
Thus, the right hand side of (19) can be bounded from above by (we replace (a/2) with ε and
1/(2a) with Cε )
.
∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z) + ε ‖ηuT‖2 + Cε ‖ηuN‖2 + ‖(1− η)u‖2 .(20)
‖(1− η)u‖2 is supported at the interior points of Ω, so it has a compactness estimate by the
interior elliptic regularity. For the Cε ‖ηuN‖2 term we use interpolation inequality between
Sobolev norms (that is, the estimate ‖u‖2 ≤ ε ‖u‖21 + Cε ‖u‖2−1), and that the normal com-
ponent is having Sobolev 1- subelliptic estimate (that is, ‖uN‖1 .
∥∥∥∂u∥∥∥ + ∥∥∥∂∗u∥∥∥. Moreover,
‖ηuT‖2 ≤ ‖u‖2 .
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2. Thus, the right hand side of (20) is bounded by
.
∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z) + ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1 .(21)
As for the first term of (21): Let Ωδ := {z ∈ Ω | d(z, bΩ) < −δ} for 0 ≤ δ ≤ ε. Note that uT is in
dom(∂
∗
) on Ωδ by the definition of uT. Thus, we split the integral,
∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z)
into two integrals
∫
ΩupslopeΩε
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z) +
∫
Ωε
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z).(22)
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The second term on the right is supported at the interior points of Ω so it has an estimate by
the interior elliptic regularity. The first term on the right can be estimated by the help of Kohn-
Morrey formula and the Fubini’s theorem.∫
ΩupslopeΩε
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dV(z)(23)
=
∫ ε
0
∫
bΩδ
n
∑
j,k=1
∂2r(z)
∂zj∂zk
(ηuT)j(z) (ηuT)k(z) dσ(z) dδ
≤
∫ ε
0
(
∥∥∥∂(ηuT)∥∥∥2 + ∥∥∥∂∗(ηuT)∥∥∥2) dδ
Then, the right side of (23) is bounded from above by ε
(∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2).
Therefore, from (21), (22), and (23) we have∫
Ω
n
∑
j,k=1
∂2r(z)
∂zj∂zk
uj(z) uk(z) dV(z)(24)
. ε (
∥∥∥∂ u)∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1

Corollary 2. Let Ω be a smooth bounded pseudoconvex domain in Cn that admits a smooth plurisubhar-
monic defining function r. If f ∈ C2(Ω) is a compactness multiplier then Hdet(B) is a compact Hankel
operator on A2(Ω), where B is a matrix created by replacing the jth- row of the complex Hessian matrix
with the components of the vector field ∂ f = ∑nj=1
∂ f
∂zj
∂
∂zj
:
B :=

∂2r
∂z1∂z1
∂2r
∂z1∂z2
... ∂
2r
∂z1∂zn
...
...
...
...
∂2r
∂zj−1∂z1
∂2r
∂zj−1∂z2 ...
∂2r
∂zj−1∂zn
∂ f
∂z1
∂ f
∂z2
... ∂ f∂zn
∂2r
∂zj+1∂z1
∂2r
∂zj+1∂z2
... ∂
2r
∂zj+1∂zn
...
...
...
...
∂2r
∂zn∂z1
∂2r
∂zn∂z2
... ∂
2r
∂zn∂zn

.
Proof of Corollary 2. f ∈ C2(Ω) is a compactness multiplier then by Proposition 1 we have ∂ f
is an allowable vector field (for a compactness estimate). We will show in Corollary 4 that the
complex Hessian matrix is allowable, that is, every row is an allowable vector field.
The matrix B is formed by replacing the entire j th row of the complex Hessian matrix (in
Theorem 2) with components of ∂ f ,
(
∂ f
∂z1
, ∂ f∂z2 , ...,
∂ f
∂zn
,
)
. The matrix B is allowable. Then, by
Proposition 2 the determinant of the matrix B is a compactness multiplier. Finally, by using
Theorem 1 we conclude that Hdet(B) is a compact Hankel operator.
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
Let f1, f2, ..., fn ∈ C2(Ω) and
F :=

∂ f1
∂z1
∂ f1
∂z2
... ∂ f1∂zn
∂ f2
∂z1
∂ f2
∂z2
... ∂ f2∂zn
...
...
...
...
∂ fn
∂z1
∂ fn
∂z2
... ∂ fn∂zn

.
Corollary 3. Let Ω be a smooth bounded pseudoconvex domain in Cn. If f1, f2, ..., fn ∈ C2(Ω) are
compactness multipliers then Hdet(F) is a compact Hankel operator on A2(Ω).
Proof. The proof is the same as in Corollary 2.

Remark 6. In Corollary 3 we can replace one of the compactness multipliers in the hypothe-
sis with the resulting compactness multiplier det(F) and then apply Corollary 3 to get another
compact Hankel operator.
Corollary 2 presents a connection between two compact Hankel operators with two different
symbols: one of the symbols is just making the operator compact and the other symbol involves
the characteristics of the domain itself (the second symbol partially involves the complex Hes-
sian matrix of the domain). Furthermore, Corollary 3 presents a connection between a set of
compact Hankel operators with another compact Hankel operator whose symbol is completely
developed from the gradients of the symbols of the other compact Hankel operators.
4.2. Allowable Matrices and their relation to Hankel operators. In this subsection we further
investigate allowable matrices for the compactness estimate. After developing some technical
work, we formulate Corollary 4 and Theorem 3.
Proposition 3. If A ∈ Rn×n is a symmetric positive semi-definite matrix then there exist a unique
matrix X ∈ Rn×n satisfying the equation X2 = A. Moreover, X is also symmetric positive semi-definite.
Proof. See [HJ13, proof of Theorem 7.2.6.].

Lemma 1. Let B(z) and D(z) be two symmetric positive semi-definite matrices with entries continuous
on Ω. If for all z ∈ Ω and ξ ∈ Cn
0 ≤ (B(z) · ξ , ξ) ≤ (D(z) · ξ , ξ)
and for all ε > 0 there is Cε > 0 such that
〈D(z)u, u〉L2 ≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1 .(25)
then B(z) is an allowable matrix.
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Proof. The square root of the matrix B(z) is unique by Proposition 3 and has a compactness
estimate on Ω: ∥∥∥B1/2u∥∥∥2 = ∫
Ω
(Bu)u = 〈Bu, u〉L2 ≤ 〈D(z)u, u〉L2 .
Then by the hypothesis of the theorem we have the estimate for all ε > 0 there is Cε > 0 such
that ∥∥∥B1/2u∥∥∥2
L2
≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1 .(26)
It follows that,
‖Bu‖2L2 = (Bu, Bu)L2
=
(
B1/2B1/2u, Bu
)
L2
=
(
B1/2u, (B1/2)
t
Bu
)
L2
≤
∥∥∥B1/2u∥∥∥
L2
∥∥∥(B1/2)tBu∥∥∥
L2
≤ 1/(2a)
∥∥∥B1/2u∥∥∥2
L2
+ (a/2)
∥∥∥(B1/2)tBu∥∥∥2
L2
≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1 .
In the first inequality, we use the Cauchy-Schwarz inequality. In the second one, we use the
large constant-small constant inequality. As for the last inequality, the second term on the right
is under control because the entries of the matrix B(z) are smooth on Ω and the norm of the
matrix B(z) is bounded on Ω. Then the small constant represented as (a/2) will take care of the
constant coming from (B1/2(z))
t
B(z) in front of the norm and the term will be estimated with
(a/2)(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2). As for the first term 1/(2a) ∥∥B1/2u∥∥2L2 , we use the above estimate (26).

As an application of Lemma 1 one can see that on a smooth bounded pseudoconvex domain
Ω in Cn the complex Hessian matrix L (see eq. (1)) is an allowable matrix.
Corollary 4. Let Ω be a smooth bounded pseudoconvex domain in Cn that admits a smooth plurisubhar-
monic defining function. Then the complex Hessian matrix L is an allowable matrix.
Proof. Consider B(z) = D(z) = L (in Lemma 1) to get the result. Note that the estimate (25) in
the hypothesis of Lemma 1 for L is showed in the proof of Theorem 2. 
Remark 7. Combining Corollary 4 and Proposition 2 it follows that det(L) is a compactness mul-
tiplier and thus the result in Theorem 2 follows. Note that in Theorem 2 we do not use that
complex Hessian is an allowable matrix, but we use an inequality relation between a matrix and
its determinant.
A more general application of Lemma 1 is the following.
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Theorem 3. Let Ω be as in Theorem 2. If A(z) is a positive semidefinite self-conjugate matrix (of entries
continuous functions on Ω) such that for all z ∈ Ω and ξ ∈ Cn
0 ≤ (Am(z) · ξ , ξ) ≤ (L(z) · ξ , ξ) for some m ∈ Z+(27)
then the Hankel operator Hφ is compact on A2(Ω), where φ(z) = det(A(z)).
Proof. If A(z) is allowable, by Proposition 2 we see that det(A(z)) is a compactness multiplier
and then by Theorem 1 it follows that Hdet(A(z)) is a compact operator on A2(Ω). Therefore, it
suffices to show that for any cases of m ∈ Z+ the matrix A(z) is allowable.
If the hypothesis of the theorem is satisfied for m = 1, we have
0 ≤ 〈A(z)u, u〉L2 ≤ 〈L(z)u, u〉L2(28)
∀u ∈ C∞(0,1)(Ω) ∩ dom(∂
∗
). It follows from Lemma 1 that the matrix A(z) is allowable. Note that
the estimate (25) in the hypothesis of Lemma 1 for L is showed in the proof of Theorem 2.
With the hypothesis 0 ≤ (Am(z)u, u)L2 ≤ (L(z)u, u)L2 for some m ∈ Z+ and ∀u ∈ C∞(0,1)(Ω) ∩
dom(∂
∗
), we show that Am is an allowable matrix by using the same approach as for m = 1:
To complete the proof it is enough to show that for given m ∈ Z+ and ε > 0, there exists
Cε > 0 such that
‖Au‖2L2 ≤ ε ‖Amu‖2L2 + Cε,m ‖u‖2L2(29)
∀u ∈ C∞(0,1)(Ω) ∩ dom(∂
∗
)
If m = 2 then this simply follows from the small constant-large constant inequality. Indeed,
‖Au‖2L2 = (Au, Au) = (A∗Au, u)L2
(A∗=A) =
(
A2u, u
)
L2
≤
∥∥∥A2u∥∥∥
L2
‖u‖L2
≤ 1
2a
∥∥∥A2u∥∥∥2
L2
+
a
2
‖u‖2L2
For case m = 3 we are going to use the following interpolation inequality;∥∥∥A2u∥∥∥2 = (A2u, A2u) = (A3u, Au) ≤ ∥∥∥A3u∥∥∥ ‖Au‖
which, actually can be generalized as follows;∥∥∥A r+l2 u∥∥∥2 ≤ ‖Aru‖ ∥∥∥Alu∥∥∥(30)
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so we have
‖Au‖2 ≤ 1
2a
∥∥∥A2u∥∥∥2 + a
2
‖u‖2(31)
≤ 1
2a
∥∥∥A3u∥∥∥ ‖Au‖+ a
2
‖u‖2 (one more lc-sc inequality)
≤ 1
2a
(
1
4a
)∥∥∥A3u∥∥∥2 + 1
2a
a ‖Au‖2 + a
2
‖u‖2 .
We subtract the middle term from both sides, and multiply both sides by 2 to get
‖Au‖2 ≤ 1
4a2
∥∥∥A3u∥∥∥2 + a ‖u‖2 .
When we choose a sufficiently large we we get (29). The general case m > 3 is virtually the same
where the generalized interpolation inequality (30) is used.

5. EXAMPLES AND REMARKS
We start with the classical example of a rounded polydisc.
Example 1. Let
λ(t) = 0 if t ≤ 0 & λ(t) = e−1/t if t > 0
λ is a convex function on (−∞, 1/2). Then, consider the following domain
Ω :=
{
(z1, z2) | ρ(z1, z2) = λ
(
1
2
(
|z1|2 − 14
))
+ λ
(
1
2
(
|z2|2 − 14
))
− e−8/3 < 0
}
.
Ω is a smooth bounded pseudoconvex domain. Let
L1 := {(z1, z2) : 0 ≤ |z2| ≤ 1/2 and |z1| = 1}
and
L2 := {(z1, z2) : 0 ≤ |z1| ≤ 1/2 and |z2| = 1}
then
L := L1 ∪ L2 ⊂ bΩ
is (Levi flat) foliated with analytic discs.
Note that the defining function of Ω, ρ(z1, z2) is a compactness multiplier: ρ(z1, z2) vanishes on
L. Theorem 1 implies that Hρ is compact on A2(Ω).
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L : =
[
∂2ρ
∂zi∂zj
]
1≤i,j≤2
=

(−2|z1|4+4|z1|2+1/8)
(|z1|2−1/4)4
λ
(
1
2(|z1|2 − 1/4)
)
0
0 (−2|z2|
4+4|z2|2+1/8)
(|z2|2−1/4)4
λ
(
1
2(|z2|2 − 1/4)
)

is the complex Hessian matrix and by Theorem 2 the matrix L is allowable. The determinant of
L is
det(L) = k(z1, z2)λ
(
1
2
(|z1|2 − 1/4)
)
λ
(
1
2
(|z2|2 − 1/4)
)
.
where k(z1, z2) =
4(|z1|2−1)2(|z2|2−1)2−17/8(|z1|2−1)2−17/8(|z2|2−1)2+172/182
(|z1|2−1/4)4(|z2|2−1/4)4
.
det(L) vanishes on the set L and so Proposition 2 gives us that det(L) is a compactness mul-
tiplier and by Theorem 1 it follows that the Hankel operator Hdet(L) is compact on A2(Ω).
Let’s form matrix B by replacing the second row of the complex Hessian matrix L with the
allowable vector field ∂ρ.
B : =

∂2ρ
∂z1∂z1
∂2ρ
∂z1∂z2
∂ρ
∂z1
∂ρ
∂z2

=

(−2|z1|4+4|z1|2+1/8)
(|z1|2−1/4)4
λ
(
1
2(|z1|2 − 1/4)
)
0
2z1
(|z1|2−1/4)2λ
(
1
2
(
|z1|2 − 14
))
2z2
(|z2|2−1/4)2λ
(
1
2
(
|z2|2 − 14
))

det(B) =
2z2(−2|z1|4 + 4|z1|2 + 1/8)
(|z1|2 − 1/4)4 (|z2|2 − 1/4)2
λ
(
1
2
(|z1|2 − 1/4)
)
λ
(
1
2
(|z2|2 − 1/4)
)
.
Corollary 2 implies that the Hankel operator Hdet(B) is compact on A2(Ω).
Let f1(z) = (|z1|2 − 1)(|z2|2 − 1) and f2(z) = sin
(
(|z1|2 − 1)(|z2|2 − 1)
)
. f1(z) and f2(z) are
both vanishing on L, so they are compactness multipliers. Then Corollary 4 tells us that
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F : =

∂ f1
∂z1
∂ f1
∂z2
∂ f2
∂z1
∂ f2
∂z2

=
 (|z2|2 − 1)z1 (|z1|2 − 1)z2
(|z2|2 − 1)z1 cos
(
(|z1|2 − 1)(|z2|2 − 1)
)
(|z1|2 − 1)z2 cos
(
(|z1|2 − 1)(|z2|2 − 1)
)
,
det(F) = (z1 − z2)(|z1|2 − 1)(|z2|2 − 1) cos
(
(|z1|2 − 1)(|z2|2 − 1)
)
,
and the Hankel operator Hdet(F) is compact on A2(Ω).
On the other hand, to show that the Hankel operators Hdet(F) is compact on A2(Ω) one may
use the result from [CˇS¸09b], which requires showing that for all analytic discs f : D → L ⊂ bΩ
the compositions det(F) ◦ f (z) are holomorphic onD.
Remark 8. One can find a smooth allowable vector field of type (1, 0) such that its integral solu-
tion is not a compactness multiplier. For example, in C2, let Ω be a bounded smooth pseudocon-
vex domain where the ∂-Neumann operator not compact, that is, Ω be a domain with boundary
(Levi flat) foliated with analytic discs. Consider, in a special boundary chart see [Str10, pg.13], the
Y = 0 · ∂∂z1 + 1 · ∂∂z2 which is allowable vector field of type (1, 0). Y is allowable vector field be-
cause u ∈ C∞(0,1)(Ω) ∩ dom(∂
∗
) and so the normal component of u, that is u2, vanishes on L2. On
the other hand, its integral solution y = c + z2, where c is a constant, can not be a compactness
multiplier, in general. In Example 1, if y = c+ z2 is a compactness multiplier then because y does
not vanish on the set L, there would exists compactness estimate on B(p, r) ∩Ω, where p ∈ L
and B(p, r) is a ball. This would contradict [FS01, Proposition 9] (see also [S¸S06]).
Example 2. If a Hankel operator H f is compact on A2(Ω) then ∂ f is not necessarily an allow-
able vector field. Hz1 ≡ 0, so is compact on A2(Ω) for any domain Ω ⊂ Cn, but z1 is not a
compactness multiplier on the domain defined in Example 1, since z1 6= 0 on L. Moreover,
∂z1 = 1 · ∂∂z1 + 0 · ∂∂z2 is not an allowable vector field on the domain Ω in the same example.
Remark 9. One can find a matrix whose determinant is a compactness multiplier, but the matrix
is not an allowable one. From the elementary algebra perspective this is because, the determi-
nant map is a group homomorphism map from the algebra of square matrices (under matrix
multiplication) to the algebra of real numbers (under multiplication), but it is not a group iso-
morphism. In C2 consider Ω bounded smooth pseudoconvex domain where the ∂-Neumann
operator is not compact, letΩ be a domain with boundary (Levi flat) foliated with analytic discs.
Then, in a special boundary chart, on the boundary, we will have u2, the normal component of the
form u = u1dz1 + u2dz2 as 0. Now consider the matrix
A =
(
1 0
0 r
)
.
20 MEHMET C¸ELI˙K AND YUNUS E. ZEYTUNCU
Then det(A) = r. We know that the defining function r is a compactness multiplier, so does
det(A).
Assume that A is allowable, that is, each row of the matrix A is allowable row. However, if
the first row of the matrix A, (A11, A12) is allowable then we have ∀ε > 0 ∃Cε > 0 such that
‖u1‖2 = ‖u‖2 ≤ ε(
∥∥∥∂u∥∥∥2 + ∥∥∥∂∗u∥∥∥2) + Cε ‖u‖2−1
∀u ∈ C∞(0,1)(Ω) ∩ dom(∂
∗
). This implies the existence of compactness on the domain Ω which
contradicts [FS01, Proposition 9] (see also [S¸S06]). Thus, the matrix A is not allowable although
its determinant is a compactness multiplier.
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