Introduction
Analytical expressions for atomic wave functions are widely used in X-ray charge-density analysis to evaluate the charge density and to calculate the electrostatic properties from models ®tted to the X-ray intensities (Coppens, 1997) . The well known functions by Clementi & Roetti (1974) have been commonly employed for this purpose and have similarly been applied in many other theoretical applications. However, with the increased accuracy of experimental charge densities due to recent technical developments, there is a need for more accurate analytical functions, especially for heavier atoms.
Analytical wave functions including relativistic effects have been determined for neutral ground-state atoms up to Z = 36 (Su & Coppens, 1998) by ®tting a linear combination of Slatertype functions (from Bunge et al., 1993) to the numerical solutions at multicon®guration Dirac±Fock level, obtained with the program GRASP92 (Parpia et al., 1996) .
We describe here an extension of this work to neutral atoms of the ®fth period (Rb±Xe) using the same procedure, based on a non-linear least-squares ®tting program [L-BFGS-B, Zhu et al. (1994) ]. For the neutral atoms, the relativistic wave functions already calculated by Su & Coppens (1997) were used. In addition, numerical relativistic wave functions have been calculated for all chemically relevant ions up to Z = 54 and corresponding analytical expressions have been derived.
The X-ray scattering factors for the ions, calculated from the numerical wave functions, are parameterized [in the sin()a! ranges 0.0±2.0, 2.0±4.0 and 4.0±6.0 A Ê À1 ] with six Gaussian functions, using the same method previously adopted for neutral atoms (Su & Coppens, 1997) . For the heavier ions, only the ®rst range is included, as the higherorder scattering factors are almost identical to those of the neutral con®gurations.
Computational details
The program package GRASP92 (Parpia et al., 1996) was used to calculate multicon®gurational relativistic wave functions for chemically relevant ions, from Li + up to I À . All the con®g-urations reported in International Tables for Crystallography (Maslen et al., 1992) were computed, with the exception of Mo 5+ , for which convergence could not be achieved. The calculated energies are reported in the supporting material.
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For anions, there are well known problems in performing the calculations owing to the inherent lack of convergence. Wang et al. (1996) computed only those anions that are stable at the Dirac±Fock level of treatment (namely, the halides and O À ). On the other hand, Rez et al. (1994) adopted the procedure suggested by Watson (1958) , i.e. surrounding the anion by a sphere of positive charges for stabilization. Consequently, the scattering factors reported in the literature differ signi®cantly. Our calculations were performed for O À and the halides, without applying Watson's (1958) method. Accordingly, the results are quite similar to those reported by Wang et al. (1996) and exclude the ions that are not stable in isolation.
For cations with large charges (M n+ ), false convergence was sometimes encountered. To avoid this problem, an initial guess was taken from the wave function converged for either M (nÀ1)+ or the nearest isoelectronic cation in the Periodic Table. As for the ground-state neutral atoms, multicon®guration calculations were necessary for all the open-shell ions, for which several relativistic con®guration state functions (CSF) were used. In the self-consistent ®eld (SCF) procedure, we adopted the optimal level (OL) model, which is known to give more accurate results than the extended average level (EAL).
The radial functions of each relativistic subshell contain a major, P(r), and a minor, Q(r), component, which are evaluated at selected exponential grid points (typically less than 400). The radial density of a given shell A can be easily computed as
In relativistic atomic structure theory, subshells nl with l T 0 are split: np is split into np 3a2 and np 1a2 ; while nd is split into nd 5a2 and nd 3a2 . The radial density for the corresponding nonrelativistic electron shell can be obtained by averaging the two relativistic radial densities (which are slightly different) using weights proportional to their generalized occupancies. The radial density of each orbital was then ®tted by varying the coef®cients and exponents of the analytical expressions for neutral atoms by Bunge et al. (1993) . Other high-quality nonrelativistic wave functions have been reported more recently [see for example Koga et al. (1999) ], but for consistency we used the same functions previously adopted for the neutral atoms up to Kr (Su & Coppens, 1998) . The Fortran routine L-BFGS-B (Zhu et al., 1994) was used for the least-squares procedure. For each atomic orbital 9, the function 1 2 was minimized:
Macchi and Coppens Scattering factors 657 research papers Figure 1 Áf % for neutral ground-state Li, Si and Xe, as a function of sin()a! (A Ê À1 ). The reference f is obtained with equation (4) from the numerical Dirac±Fock solution. The`CR' curve is computed with f y calculated for the Clementi & Roetti (1974) wave function [for Xe, the non-relativistic wave function is taken from Bunge et al. (1993) ,`BBB'];`®tted WF' refers to f y calculated from Bunge et al. (1993) wave function after applying the ®tting procedure (2) to the density of the relativistic numerical solution [Su & Coppens (1998) w(r) is a weighting function; c j and j are the coef®cient and exponent (variable parameters) of the basis function j in the expansion of orbital 9 A ; n j is the principal quantum number of the basis function j (it is kept ®xed); r i are the gridpoints where the numerical wave function is evaluated. As in the preceding work, we used w(r) = 1.0 for all orbitals, with few exceptions (applied for r < 0.5 a.u.): (a) for 1s orbitals of the fourth period ions w(r) = 1.0 Â 10 À3 ; (b) for 1s orbitals of the ®fth period atoms and ions, w(r) = 1.0 Â 10 À5 ; (c) for 2s and 2p orbitals of the ®fth period atoms and ions, w(r) = 1.0 Â 10
À3
. Note that the least-squares ®ttings produce wave functions that no longer have the same basis exponents for all the orbitals of a given l type. For example, in the energy-minimized wave functions (Clementi & Roetti, 1974; Bunge et al., 1993) , all the s orbitals of an atomic con®guration are expanded in terms of the same m functions; thus, 1s, 2s etc. differ only for the c j coef®cients of the expansion. Instead, in the wave functions based on least-squares minimization of the error function (2), 1s, 2s etc. differ for the c j coef®cients as well as (slightly) for the j exponents of the basis functions. The principal quantum numbers n j and the total number of basis functions m are the same for all the orbitals of a given l type and are identical to the values of the starting data set (Bunge et al., 1993 the basis functions in order to improve the ®tting: (a) O À and F À : for the outermost function of the 2p orbital, we set n j = 3 instead of n j = 2; (b) Co 2+ and Co 3+ : for the eighth function of the 1s orbitals, we set n j = 3 instead of n j = 4.
The converged wave functions are slightly unnormalized (typically by less than 0.05%). Therefore, a rescaling of the c j 's was necessary in order to have perfectly normalized functions. In Figs. 1±6 , the scattering factors calculated from these wave functions are labeled`®tted WF'.
A parameterization of the relativistic scattering factors from the numerical solution was also performed for all the ions considered, applying the method proposed by Su & Coppens (1997) . For each ion, the numerical radial wave function was ®rst converted into the corresponding electron density
N A is the generalized occupation of the relativistic shell A, as determined from the multicon®guration calculation. Then, the scattering factor was computed, evaluating numerically
Finally, a non-linear least-squares ®t to the six Gaussian expansion [equation (5)] was performed:
The starting a i and b i coef®cients were those re®ned for neutral con®gurations (Su & Coppens, 1997) . The optimization was performed using a modi®ed routine of the non-linear optimization program L-BFGS-B (Zhu et al., 1994) . In the range 0.0 < sin()a! < 2.0 A Ê À1 , all ions were ®tted. In the ranges 2.0±4.0 and 4.0±6.0 A Ê À1 , the parameterization was necessary only for M + , M 2+ and X À of the second period, M
3+
and M 4+ of the third and fourth periods, M 5+ and M 6+ of the fourth and ®fth periods. In fact, the remaining ions have highorder scattering factors not signi®cantly different from those of the corresponding neutral con®gurations (Su & Coppens, 1997) .
The parameters of the six Gaussian expansion are reported in Table 1 , while maximum and mean deviations for each ®t have been deposited as supporting material.
2 In Figs. 1±6, scattering factors computed with the six Gaussian expansion coef®cients are labeled`®tted f '.
Discussion
As is well known, relativistic effects are particularly signi®cant as the atomic number increases.
For each atom or ion, taking as reference the scattering factor f obtained from (4), the function Áf 7 f À f y af Â 100 6 was evaluated with f y computed from a non-relativistic wave function, from the wave function ®tted with (2) and from the six Gaussian function expansion (5). Fig. 1 shows the Áf values for Li, Si and Xe. It is clear that the atomic scattering factor of ground-state Li from a nonrelativistic wave function (Clementi & Roetti, 1974) does not contain substantial errors [Áf % < 0.2 within the range 0.0 < sin()a! < 2.0 A Ê À1 ]. The two analytical expressions of the relativistic f (`®tted f ' and`®tted WF') produce minor improvements. The effects are more signi®cant for a third-row atom such as Si, and they eventually become very important for subsequent periods (see Xe, which is the heaviest atom considered in this work). As illustrated in Fig. 2 , the scattering factors of ®fth-row neutral atoms, as calculated from non-relativistic wave functions, have within the range 0.0 < sin()a! < 2.0 A Ê À1 average errors larger than 1.0% and maximum errors up to 3.0%. The analytical expressions for the relativistic f differ from the numerical solution by less than 0.2%.
Figure 3
Áf % for Mg 2+ , Cr 3+ and Ag + as a function of sin()a! (A Ê À1 ).`CR',`®tted WF' and`®tted f ' have the same meaning as in Fig. 1 ; for Ag + , the nonrelativistic wave function was taken from Koga et al. (1999) and labelled KKWT'. Both analytical expressions of relativistic f come from this work.
Core-electron distributions are of course the most affected by relativistic effects, thus Áf % increases with sin()a!, as valence electrons contribute little to the high-order data. In the determination of an accurate electron-density distribution from X-ray intensities, the main error produced by the use of a non-relativistic wave function is therefore expected to occur in the thermal parameters. However, this in turn will affect the static density produced by the deconvolution of thermal motion from the experimental results.
Cations and anions up to Z = 54 show trends similar to those of neutral atoms (see Fig. 3 for plots of Mg 2+ , Cr 3+ and Ag + ). For second-and third-row ions, the largest error of the non-relativistic approach is 0.6% for Cl À (Fig. 4) . For fourthrow ions, the difference is quite signi®cant (on average |Áf%| > 0.5; largest |Áf %| > 1.2). On the other hand, nonrelativistic wave functions are not available for most of the ®fth-row ions, thus a full comparison is not possible. For mono-cations, scattering factors based on the functions published by Koga et al. (1999) show a large difference compared with results from the relativistic approach (see Ag Average (a) and largest (b) absolute percentile differences of scattering factors for chemically relevant ions of the fourth row. Labels as in Fig. 4. (CR wave functions for Ga 3+ and Ge 4+ were not available in electronic format.) Figure 4 Average (a) and largest (b) absolute percentile differences of scattering factors for ions of the second and third rows.`CR',`®tted WF' and`®tted f ' have the same meaning as in previous ®gures. Both`®tted WF' and ®tted f ' results come from this work.
Figure 6
Average (a) and largest (b) absolute Áf % for chemically relevant ions of the ®fth row. Only the relativistic analytical expressions are plotted as non-relativistic wave functions are not available for most of these ions. Fitted WF' and`®tted f ' have the same meaning as in the previous plots. Note that the scale here is much expanded with respect to the previous ®gures.
It is of interest to compare the performances of the two kinds of analytically calculated relativistic scattering factors. The six-term Gaussian expansions (`®tted f') are usable only in spherical atom re®nements. These expansions typically have somewhat larger errors, which re¯ects the oscillating behavior produced by the ®tting (Figs. 1 and 3) . They do not seem to be affected by any systematic effect along the sin a! axis. As judged from the percent errors, the worst agreement is found for Sc 3+ and Ti 4+ . The starting point of the analytical wave-function ®ttings (`®tted WF') of the ions were the optimized wave functions for neutral atoms. The scattering factors calculated are very satisfactory, indicating that the ®tting procedure has been quite successful (see Figs. 4±6 ). The error functions along sin()a! show a systematic behavior, though it is quite negligible. The worst agreement is found for Mo 6+ . A comparison between the relativistic scattering factors reported in the literature is of interest for estimating the accuracy of these calculations. As discussed above, differences for anions are affected by the application of the method suggested by Watson (1958) . For cations, the agreement between the different methods is within 0.05% for light atoms and within 0.2% for heavy atoms (see Fig. 7 ). It should be noticed, however, that the accuracy of calculations by Doyle & Turner (1968) and by Cromer & Waber (1968) was less than those reported here. Accordingly, our results are much closer to those of Wang et al. (1996) (which are however limited to atoms up to Ar) and those of Rez et al. (1994) , which are extended to atoms beyond Xe, but do not contain all the cations.
Taking into account the average errors of the wave function ®tting procedure based on (2), it is notable that the analytical expressions derived in this work reproduce the relativistic scattering factors within the range of`uncertainty'. The use of these wave functions in electron-density analysis from experimental X-ray models will give more accurate results, especially when dealing with heavy atoms for which differences with non-relativistic treatments become more substantial.
The results of this work have been deposited as supporting material and are available at http://harker.chem.buffalo.edu. Support of this work by the National Science Foundation (CHE9981864) is gratefully acknowledged.
