Background {#Sec1}
==========

Multiple interacting risk factors and comorbidities make it difficult to select the right treatment for the right patient experiencing neuropathic pain, including those with painful diabetic peripheral neuropathy (pDPN). pDPN presents in up to 26% of patients with diabetes mellitus \[[@CR1]\], with age, duration of diabetes, and poor glycemic control as major factors in its development \[[@CR2]\]. With the global prevalence of diabetes at 8.5% in 2014 \[[@CR3]\] and the US prevalence at 9.3% \[[@CR4]\], pDPN is a notable burden in over 2% of the global population. Neuropathic pain has a large variety of etiologies and many patients do not receive appropriate treatment for their pain \[[@CR5]\], including those with pDPN. Reasons include shortfalls in proper patient and pain assessment, insufficient diagnostic accuracy, and inadequate knowledge about medications and their appropriate clinical use, combined with relatively limited treatment efficacy \[[@CR5]\]. Patient, clinician, and health care system factors interact to affect these outcomes in pain \[[@CR6]--[@CR10]\].

From the COmbination versus Monotherapy of pregaBalin and dulOxetine in Diabetic Neuropathy Study (COMBO-DN) study, Bouhassira et al. \[[@CR11]\] analyzed neuropathic pain sensory phenotypes in patients with painful diabetic neuropathy. They confirmed the advantages of sensory phenotypes and their predictive value, and thus concluded that heterogeneity of the patient populations should be taken into account for delivering more customized treatment. These results are consistent with both Freeman et al. \[[@CR12]\] in terms of identifying clusters with distinct pain characteristics independent of neuropathic pain syndrome and with Baron et al. \[[@CR13]\] in terms of pain-related sensory abnormality-based profiles as a way of identifying patient subgroups for treatment.

'Omics' and other emerging biomarker data combined with computational tools for exploring large datasets suggest how much more patient information can be utilized to deliver more customized care in general \[[@CR14]\] and in neuropathic pain in particular \[[@CR15]\]. Ongoing efforts strive to identify psychosocial variables that could be used to identify patient subgroups \[[@CR16]\] as well, even if the end goal of fully personalized or precision medicine cannot be achieved in the short term \[[@CR5]\]. Patient-centered care demands improved alignment of patient clinical needs with specific treatment strategies. These needs apply to patients with pDPN because of the demonstrated variability of response \[[@CR17]\] and the devastating impact of insufficient pain relief (e.g., suffering, reduced physical activity, resultant increase in the risk of obesity with worsening of diabetes, comorbid cardiovascular conditions).

Significant resources are being invested to address this variation in patients' responses to medical treatments more effectively \[[@CR14]\] to meet expectations for more patient-specific care for chronic pain \[[@CR14]\]. Health care is amidst a major transformation regarding how the overwhelming amount of patient data has become available via electronic health records and biomarkers, as well as how healthcare providers and patients may take advantage of social network and media data \[[@CR18]\]. Such data are being used to help achieve 'Triple Aim' goals \[[@CR19]\] of improving the health of populations, improving the patient experience of care, and reducing the per capita cost of care \[[@CR20]\].

Realization of the clinical application of these enormous amounts of data will depend on the blending of evidence-based medicine from traditional clinical study sources together with 'big data' methods \[[@CR18]\]. Addition of classification, data mining, and predictive analytic techniques have already enabled insights \[[@CR14], [@CR18]\], and additional efforts are required, such as those that can better link observational data with randomized data. Cameron et al. (2015) reviewed the advantages, disadvantages, and methodological challenges of linking the two types of studies in network meta-analyses and emphasized the importance of such efforts in generating evidence from across a medication's lifecycle given the growth in analyses of post-approval data that needs to be combined with pre-approval data \[[@CR21]\]. While traditional statistical techniques such as meta-analyses and network meta-analyses have supported linkage of different studies, they still generate population-level results, which require the clinician to further extrapolate them to individual patient treatment decisions. Improved methodological techniques for connecting data at the patient level are being developed (e.g., Iacus et al. (2012) on Coarsened Exact Matching (CEM) \[[@CR22]\]) and provide better ways of integrating data from observational studies and RCTs. This goal of integrating RCT and observational study data guided our effort, and we started with the specific case of pain response in pDPN to treatment with the α2δ ligand, pregabalin, to demonstrate a proof of concept as to how such data integration could be implemented to improve outcomes. Understanding which patients are going to have a better-than-average response to treatment may shed light on the possible improvements in care that could increase the proportion of good responders. Efforts have evolved during the past two decades to predict individual patient responses via predictive analytics and simulation building on the pioneering work of David Eddy (2012) \[[@CR23]\].

We sought to utilize a variety of these predictive analytics and simulation methods to link RCT data with Observational Study real-world data to predict responses to pregabalin in patients with pDPN. Pregabalin is approved in the United States for pDPN, among other uses \[[@CR24]\]. Updated recommendations of the Special Interest Group on Neuropathic Pain (NeuPSIG) of the International Association for the Study of Pain included pregabalin, among other medications, as having a 'strong' GRADE recommendation as first-line therapy for neuropathic pain \[[@CR5]\]. Systematic reviews and meta-analyses have noted that pDPN patient responses to pregabalin can vary \[[@CR25]--[@CR28]\]; less is understood about subgroups of patients in the studies who are most likely to respond. Our goal was to identify profiles of patients that reflect integrated RCT and Observational Study data to help clinicians treat pDPN more effectively by bridging the two types of evidence in a single platform to predict the potential level of response to pregabalin. The focus of the work described in this article is the generation of patient profiles based upon integration of RCT and Observational Study data; a follow-up article will demonstrate how such profiles can be utilized in a modeling and simulation environment to predict the probability of individual patients' responses to drug therapy over time.

Methods {#Sec2}
=======

We sought to use the RCT data to reduce the level of bias in the covariates' distributions in the Observational Study data. A high degree of imbalance occurs more often in observational studies, which do not have random assignment to treatments. The reduction of imbalance can consequently occur when matching observational studies with RCTs in which the covariates are, in principle, more highly balanced due to the randomized design. Matching is intended to identify a better balance in the multidimensional distribution of covariates. Through the matching process, the matched data results in lower covariate bias and therefore establishes a basis for more explanatory models of potential causal relationships among measured variables \[[@CR29]\]. We used CEM to match the RCT data to the Observational Study data \[[@CR22]\]. We chose CEM because it is more precise than the often-used propensity score matching (PSM) approach and has a lower root mean square error \[[@CR30], [@CR31]\]. The other advantage is that CEM fixes imbalance ex ante and attempts to discard as few observations as possible ex post. This is in contrast to PSM, which fixes the matched sample size ex ante and attempts to reduce imbalance as a result of the procedure. This difference means that PSM discards considerable information ex ante and this PSM inefficiency can be considered a bias \[[@CR32]\]. Moreover, CEM is superior to exact matching (EM) techniques. CEM overcomes the problem of limited numbers of matches, which happens quite often when EM techniques are applied due to the richness of the covariates in many cases \[[@CR33]\]. In contrast to EM, which simply matches a treated unit to all the control units with the same covariate values, CEM relaxes these constraints by introducing classes of the covariates values to be matched. This matching reduces bias by decreasing the degree of dependence of the outcome variable on the estimation model \[[@CR29]\].

For this proof of concept to link RCT data with Observational Study data, we began with the three pivotal studies for pregabalin, all of which contained the following data for patients receiving active treatment: age, gender, body mass index (BMI), baseline pain score (0--10 scale, with higher values indicating greater severity), baseline sleep interference score (0--10 scale, with higher values indicating more sleep disturbance), glycated hemoglobin (HbA1c) normal or elevated, insulin use, fixed doses of pregabalin monotherapy, duration of diabetes, allodynia at baseline, average weekly pain (based on daily scores), and average weekly sleep interference (based on daily scores). These studies were conducted in North America and described in prior publications \[[@CR34]--[@CR36]\]. For all studies, participants provided written informed consent, and all related study protocols were approved by the Institutional Review Boards and Ethics Committees of the investigators.

We also utilized the largest Observational Study of pregabalin, which contained the following data that overlapped with the RCT data: age, gender, BMI, baseline pain score, baseline sleep interference score, HbA1c (normal or elevated), and insulin use (yes or no). In contrast to the RCT dataset, the Observational Study did not have duration of diabetes and allodynia at baseline, but it did have flexible dosing of pregabalin monotherapy; duration of pDPN; prior gabapentin use; prior or current (at baseline) medical history of depression, sleep disorder , or anxiety; and general feeling responses to three questions on a six-point always-to-never scale (calm and relaxed, full of energy, discouraged) recorded at baseline and at Weeks 1, 3, and 6. To estimate missing data at Weeks 2, 4 and 5, we used the EXPAND SAS procedure that makes second-order interpolation. The Observational Study also had pain and sleep interference scores at baseline and at Weeks 1, 3, and 6 (in contrast to daily diary scores in the RCTs). This study was conducted in Germany and has been described in prior publications \[[@CR37]\].

The first step before matching the two types of data was to better understand the characteristics of subgroups of patients in each dataset. We initiated our efforts with a hierarchical cluster analysis to identify ways patients might be grouped. Cluster analysis can be used to detect the presence of subpopulations within a dataset based on common statistical patterns. Given the variation in patients with pDPN described above, we thought the clustering would provide a useful approach. Clustering is also one way of reducing the chances of occurrence of Simpson's paradox, in which a subgroup relationship differs from an overall population relationship \[[@CR38]\]. Cluster analysis assigns individuals to groups ('clusters') who share certain similarities, in contrast with factor analysis, which uses inter-correlations among variables to form a smaller number of factors \[[@CR16]\]. We chose Ward's minimum variance technique, because it is considered one of the best methods for accuracy \[[@CR39]\], and it also offers several additional advantages such as useful visualizations (dendrograms) that also guide in the selection of the cutoff point to determine the number of clusters. It also is a deterministic technique, thereby enabling results that are reliably reproducible \[[@CR40]\]. We implemented this hierarchical cluster analysis first for patients in the three RCTs alone and then for patients in the Observational Study alone so as to better understand independently how patients from each of the two types of data were clustering before we matched RCT patients with Observational Study patients. After completing the clustering, we matched the RCT patients to the clusters identified in the Observational Study dataset. We chose this approach rather than starting with the RCT clusters because the observational study dataset was larger. The goal was to maximize the use of RCT patients and reduce the bias within each cluster with CEM \[[@CR22]\].

This RCT--Observational Study matched dataset with the lower covariate bias achieved with CEM was then used for predicting responders. To that end, we implemented AutoRegressive Moving Average models with eXogenous inputs (ARMAX) to better represent multivariate time series analysis of the pain score at a given time lag in relation to: pain score at antecedent time lags (autoregressive part of the model); sleep interference score and other relevant time-dependent variables (e.g., general feeling variables) at different time lags (moving average part of the model); and specific patient demographic and/or medical history data likely to influence pain score (the exogenous inputs). ARMAX models are mathematical models of persistence, or autocorrelation, in a time series. They are used widely to predict the behavior of a time series from past values alone. Such a prediction can be used as a baseline to evaluate the possible importance of other variables to the system under study. We also used cross-correlation analyses to explore which variables (for which we treated pain score as a continuous dependent variable) to include in the ARMAX models for each cluster and retained those with significant *F* test values. Candidate variables analyzed in the ARMAX models included: age cohort, gender, BMI, pDPN duration, medical history of depression, previous use of gabapentin, history of pregabalin monotherapy, general feeling (full of energy, calm and relaxed, sad and discouraged) at Weeks 0, 1, 2, 3, 4, and 5; pain score at Weeks 0, 1, 2, 3, 4, and 5; sleep interference score at Weeks 0, 1, 2, 3, 4, 5, and 6; treatment dose at Weeks 0, 1, 2, and 3; and patient satisfaction at Weeks 0, 1, 2, 3, 4, and 5.

This matched dataset was used to derive and calibrate the ARMAX models for each of the clusters (the calibration dataset). The parameter calibration of the ARMAX models for each of the matched dataset clusters was implemented using forward and backward techniques to explore time lags and other variables to be included in each model for each cluster. A maximum likelihood method was used for the purpose of best model identification \[[@CR41]\]. An initial validation of the ARMAX models was implemented with patients not included in the calibration dataset (i.e., patients in the Observational Study who did not match with RCT patients). A *t* test of the time series of the observed vs. predicted levels of pain was performed for validation to see if observed pain outcomes were different from those predicted with the Observational Study patients who had not matched with RCT patients.

Results {#Sec3}
=======

The hierarchical cluster analysis using Ward's minimum variance technique yielded six clusters in the Observational Study (3159 patients) with the following clustering variables: gender, age, duration of pDPN, BMI, medical history of depression, pregabalin monotherapy, prior use of gabapentin, baseline pain score, and sleep interference score at baseline. Additional file [1](#MOESM1){ref-type="media"} shows the dendrogram and the cutoff used for identifying the six clusters. We limited the number of clusters based on the semipartial *R* ^*2*^ that measures the homogeneity of merged clusters. This value reflects decreasing homogeneity of patients in a cluster, because clusters are combined to make new clusters. As shown in the figure in Additional file [1](#MOESM1){ref-type="media"}, the cutoff at six clusters has the semipartial *R* ^*2*^ lower than 0.05, reflecting an appropriate tradeoff of low semipartial *R* ^*2*^ and not too many fragmented clusters. Ward's minimum variance technique yielded four clusters in the RCT data alone (data not shown).

We implemented the CEM algorithm using the following four steps: 1) selected matching variables of every patient in both the Observational Study and RCT were temporarily coarsened; 2) for each cluster, all the data from the Observational Study were sorted into strata on the basis of their coarsened variables; and 3) a CEM was performed between the subgroup of patients in each cluster and all the RCT patients (more specifically: each matching variable was coarsened into substantively meaningful groups, which were then matched improving the estimation of causal effects by reducing imbalance in covariates between patients of the Observational Study belonging to a given cluster and all the RCT patients); and 4) all the patients of the Observational Study and those of the RCTs who had a coarsened exact match were included, while the other data were excluded.

There were 1204 patients in the Observational Study dataset (38%) who matched with 324 patients from the RCTs (81% of RCT patients) for a total of 1528 unique patients in the matched dataset. Table [1](#Tab1){ref-type="table"} highlights the similarities and differences among the clusters within this dataset. The clusters were notably distinct in many respects. For example, Cluster 1 consisted exclusively of male patients, with the highest proportion of overweight patients (67%) but low numbers of patients receiving insulin therapy (3%). In contrast, Cluster 4 was almost exclusively female (99%), with a somewhat higher proportion receiving insulin therapy (17%) and a lower incidence of overweight patients (38%). Also of note, almost all patients in Cluster 2 were on insulin (100%, the highest among all clusters), while in Cluster 3, 18% of patients were on insulin (similar to Cluster 4). However, in Cluster 2, 60% of patients received pregabalin monotherapy, compared with 0% in Cluster 3.Table 1Descriptions of the six clustersCluster (*N* = 1528)^a^123456*n*343306245195237202Females (%)^b^0.030.129.898.531.743.1Age (years), mean (SD)60.4 (8.1)61.0 (7.7)62.5 (7.4)61.2 (7.6)60.5 (9.0)61.2 (8.5)Age group (years), %^b^ 0--442.01.60.00.02.51.0 45--6469.763.465.370.365.466.3 65--7426.033.029.826.728.727.2 75+2.32.04.93.13.45.5BMI (mg/m^2^)^c^ Mean (SD)28.8 (3.4)30.5 (4.4)30.0 (4.3)30.6 (4.8)30.9 (5.0)31.3 (5.8) Normal (%)6.43.36.56.73.06.4 Overweight (%)66.849.450.238.050.239.1 Obese (%)26.847.443.355.446.854.5Baseline pain^b^ Mean (SD)6.3 (1.3)6.5 (1.4)6.3 (1.4)6.5 (1.5)6.5 (1.3)7.0 (1.3) Pain score (%) 0--31.51.01.62.11.30.5 4--527.721.630.623.120.715.4 6--752.554.347.850.858.246.0 8--1018.423.220.024.119.838.1Baseline sleep interference^b^ Mean (SD)5.4 (2.2)5.7 (2.2)5.4 (2.4)5.6 (2.3)5.7 (2.1)6.7 (2.2)Sleep interference score 0--322.216.322.019.514.410.9 4--526.530.126.125.630.015.4 6--733.828.429.433.938.434.2 8--1017.525.222.521.017.339.6Cross-correlation between sleep interference and pain^d^ 2 weeks prior based on pain in the current week (lag -2)0.700.70 1 week prior based on pain in the current week (lag -1)0.750.700.760.78 Based on pain in the current week (Lag 0)0.850.810.770.850.870.81 1 week after based on pain in the current week (lag +1)0.710.710.730.790.72 2 weeks after based on Pain in the current week (lag +2)0.71Duration of pDPN (years), %^c^ 0 to ≤528.921.924.429.622.920.8  \> 5 to ≤1018.723.720.418.532.421.6  \> 10 to ≤1528.924.423.925.919.123.2  \> 15 to ≤2012.413.315.418.512.413.6  \> 20 to ≤253.65.76.03.13.84.8  \> 257.511.110.04.39.516.0 History of depression (%)^c^0.00.00.00.018.1100.0Prior or current therapy (%)^c^ Pregabalin monotherapy100.059.50.0100.058.140.8 Gabapentin0.00.00.00.0100.00.0 Insulin3.2100.018.016.978.157.4Full of energy at baseline (%) Always1.20.71.50.60.00.0 Mostly8.17.95.03.74.84.8 Fairly often11.16.511.011.78.68.6 Sometimes32.830.519.928.430.530.5 Seldom40.140.556.744.439.139.1 Never6.613.36.010.516.216.2Calm and relaxed at baseline (%) Always2.42.52.00.02.93.2 Mostly13.615.116.414.212.44.8 Fairly often18.114.713.917.316.27.2 Sometimes31.930.827.426.527.617.6 Seldom32.530.537.835.832.450.4 Never1.55.72.55.68.616.8Sad and discouraged at baseline (%) Always1.22.53.03.15.79.6 Mostly15.114.713.416.112.442.4 Fairly often27.129.033.326.526.728.8 Sometimes32.529.129.923.527.67.2 Seldom18.116.916.425.922.911.2 Never6.07.23.53.74.80.8 Responders at 50% threshold at end (%)^c^86.076.970.178.152.359.7Daily treatment dose (mg) 759.014.115.510.816.013.4 15079.674.865.372.856.161.9 3005.55.612.29.714.816.8 6000.31.32.93.611.03.5 Other (30--500 mg, excluding doses above)5.54.34.13.12.14.5*Abbreviations: SD* standard deviation, *BMI* body mass index, *pDPN* painful diabetic peripheral neuropathy^a^Each cluster analysis was derived from the Ward's minimum variance technique that grouped patients in such a way that patients in the same group (called a cluster) were more similar to each other than to those in other clusters^b^Variables used to create the clusters^c^Other variables not used for creating the clusters^d^Only cross-correlations ≥0.70 are shown

Of the 324 patients who matched, 17% of RCT patients matched to one cluster, 23% to two clusters, and 60% to three or more clusters. The reduction in the imbalance scores for the clusters after adding in the RCT patients (ranging from 6 to 63% depending on the cluster) suggests that the process reduced the bias of covariates notably in five of the six clusters with only Cluster 1 retaining a relatively higher imbalance of covariates (see Table [2](#Tab2){ref-type="table"}).Table 2CEM resultsClusterPatients by cluster, *n*Global imbalance^a^Reduction in global imbalance^a^ After CEM (%)Observational Study AloneObservational Study + RCT in matched dataset After CEM, *n*Before CEMAfter CEMBefore CEMAfter CEM16963323430.720.68627772793060.700.266335422012450.720.276345561621950.840.336152871052370.740.305963011252020.710.3058Total31591204^b^1528*Abbreviations: CEM* coarsened exact matching, *RCT* randomized controlled trial^a^The degree of imbalance represents level of bias in the covariates' distributions for a given sample. According to Iacus et al. (2008) \[[@CR56]\], *'the key goal of matching is to prune observations from the data so that the remaining data have better balance between the control and the treated groups'* (e.g., the observational study dataset of each cluster and RCT data). *'Exactly balanced data \[*i.e.*, global imbalance score = 0\] means that controlling further for X is unnecessary (since it is unrelated to the treatment variable), and so a simple difference in means on matched data can estimate the causal effect; approximately balanced data requires controlling for X with a model (*e.g.*, the same model that would have been used without matching), but the only inferences necessary are those relatively close to the data, leading to less model dependence and reduced statistical bias than without matching.'* (See: 1) Imbens GW, Rubin DB. Causal inference in statistics, social, and biomedical sciences. Cambridge, UK: Cambridge University Press; 2015 \[[@CR57]\]. 2) King G, Lucas C, Nielsen R. The balance-sample size frontier in matching methods for causal inference. Am J Poli Sci. doi:10.1111/ajps.12272 \[[@CR58]\]. 3) Stuart EA. Matching methods for causal inference: a review and a look forward. Stat Sci. 2010;25:1--21 \[[@CR59]\].) Therefore, in our case, an imbalance of 0 means that the empirical distribution of the covariates of the Observational Study dataset in a given cluster is equivalent to in the RCT data; an imbalance of 1 means that the empirical distribution is completely different^b^One hundred sixty-two of them were excluded from the ARMAX model calibration because they lacked pain and sleep interference data for the full six weeks; hence there were 1042 observational study patients in the calibration dataset for developing the ARMAX models

The final ARMAX models estimating weekly pain scores for the matched data (calibration dataset) are shown in Table [3](#Tab3){ref-type="table"}. All the models performed well, with *R* ^*2*^ ranging from 0.85 to 0.91 and root mean square errors ranging from 0.53 to 0.57. We also generated receiver operating characteristic curves for whether or not the patient achieved responder status with 'pain responder level' defined as: (pain score at baseline -- pain score (t))/pain score at baseline at the 50% threshold. These results are shown in Fig. [1](#Fig1){ref-type="fig"}. The most influential variables were those associated with time-lagged relationships: 1) pain (at one and two weeks prior to predicted pain at a given week); 2) dose (at one and two weeks prior); and 3) sleep interference (at one week prior). The following were influential in one or several clusters: feeling full of energy in the week before, feeling calm and relaxed in the week before, insulin use (yes or no), age group, gender, pregabalin (monotherapy or combination therapy), and dose given.Table 3ARMAX model input variables and regression coefficients by cluster for the calibration datasetARMAX model input variablesFinal ARMAX output regression coefficients, by cluster^a^123456y-intercepts for regression models, not variables−0.0409−0.1447−0.0604−0.08260.0789−0.2732Age cohort (×10)--------0.0465--Gender (×9)--------−0.0496--Pregabalin monotherapy (×8)--------−0.1107--pDPN duration (years) (×11)0.0179----------Insulin use (×7)----------0.0276Pain score (t-1)^b^ (×1)0.71800.87490.78650.83410.90110.8919Pain score (t-2)^c^ (×2)0.04360.01960.01640.04510.0107−0.0103Sleep interference score (t-1)^b^ (×3)0.0949--0.0374------Dose (t)^d^ (×4)--−0.0006----−0.0011--Dose (t-1)^b^ (×5)−0.0012−0.0007−0.0009−0.0012--−0.0004Dose (t-2)^c^ (×6)0.00150.00150.00120.00170.00120.0007General feeling: full of energy (t-1)^b^ (×13)--0.02500.0425------General feeling: calm and relaxed (t-1)^b^ (×12)------−0.0109--0.0655Model performance measures appliedPerformance, by cluster123456Likelihood ratio *P* value\<0.0001\<0.0001\<0.0001\<0.0001\<0.0001\<0.0001*R* ^*2*^0.860.890.850.870.910.89Root mean square error0.540.550.550.530.530.57Observed vs. estimated responder level (Student's *t* test *P* value)^e^0.951.000.950.970.920.96*Abbreviations: ARMAX* autoregressive moving average model, *pDPN* painful diabetic peripheral neuropathy^a^The first number in each column is the regression intercept value. Blank spaces in columns indicate that the associated row variable was not a predictor in the final model for that cluster^b^(t-1) indicates one week before prediction^c^(t-2) indicates two weeks before prediction^d^(t) indicates the same week of the predictionGiven the time series of pain scores, ARMAX is essentially a linear regression model for understanding future values of pain scores in the series. The ARMAX model inputs were assigned unique variable names, x1x13, and are represented in the cluster-specific ARMAX equations belowEquations for the ARMAX models (where 'y' is pain score, treated as a continuous variable)CLUSTER 1: y = −0.0409 + 0.7180 × 1 + 0.0436 × 2 + 0.0949 × 3--0.0012 × 5 + 0.0015 × 6 + 0.0179 × 11CLUSTER 2: y = −0.1447 + 0.8749 × 1 + 0.0196 × 2--0.0006 × 4--0.0007 × 5 + 0.0015 × 6 + 0.0250 × 13CLUSTER 3: y = −0.0604 + 0.7865 × 1 + 0.0164 × 2 + 0.0374 × 3--0.0009 × 5 + 0.0012 × 6 + 0.0425 × 13CLUSTER 4: y = −0.0826 + 0.8341 × 1 + 0.0451 × 2--0.0012 × 5 + 0.0017 × 6--0.0109 × 12CLUSTER 5: y = 0.0789 + 0.9011 × 1 + 0.0107 × 2--0.0011 × 4 + 0.0012 × 6--0.1107 × 8--0.0496 × 9 + 0.0465 × 10CLUSTER 6: y = −0.2732 + 0.8919 × 1--0.0103 × 2--0.0004 × 5 + 0.0007 × 6 + 0.0276 × 7 + 0.0655 × 12^e^The ARMAXs estimate pain score, but we also want to be able to identify whether that patient is a responder at different thresholds (e.g., 50% reduction in pain or 30% reduction in pain). Hence, we sought to confirm estimation of responder level based on the ARMAXs for pain score Fig. 1ARMAX model ROC curves for 50% responder levels the six clusters^a^. ^a^Attaining the responder level of 50% is the dependent variable for these models in contrast to pain score, which is the dependent variable in the models in Table [3](#Tab3){ref-type="table"}. *ROC* receiver operating characteristic

The results of how well these ARMAX models also predicted responders in Observational Study patients who did not match with RCT patients are summarized in Table [4](#Tab4){ref-type="table"}. We used two-sample *t* tests in this validation dataset (*n* = 1955) to compare observed pain scores in the validation dataset with those predicted using the ARMAX models derived based on the calibration dataset. The left panels of Additional file [2](#MOESM2){ref-type="media"} show histograms of the percent distribution of patients by pain score (0--10) both for observed and ARMAX-predicted findings for each of the clusters. The right panels show similar plots for all clusters, but for patient distribution by percent change in response (10% increments). All models showed *P* values indicating no significant differences (*P* values ranging from 0.26--0.83) for Student's two-sample *t* tests comparing the observed and predicted outcomes for the various pain scores and percent changes in response.Table 4ARMAX model predictive capability for pain and responder status in the validation datasetClusters^a^Observed vs. estimated, *P* valuePain level for respondersResponder status achievedAt 50% thresholdAt 30% thresholdAt 50% thresholdAt 30% threshold10.520.310.500.2020.780.160.650.1130.290.220.260.1440.710.320.830.2850.660.420.730.2560.760.300.790.25*Abbreviations*: *ARMAX* autoregressive moving average model, *RCT* randomized controlled trial^a^Observational study dataset of patients not matched with RCT patients

The results of how well the maximum likelihood regressions performed before and after CEM matching are shown in Additional file [3](#MOESM3){ref-type="media"}. The log likelihoods of the regressions for each of the cluster were significantly better based on the likelihood ratio chi-square test (*P* \< 0.0001). The improvement in the predictive capability of all the clusters after matching with the RCT dataset also is confirmed by the substantive increase of the log-likelihood value after CEM (i.e., higher log-likelihood values mean higher explanatory capability of the matching variables on pain score at baseline). The significance of this improvement in the log likelihood score after matching is evidenced by the outcomes of a chi-square test between the log likelihood of the logit models of pain at baseline in relation to the matching variables (i.e., sex, age, BMI, sleep interference at baseline) before and after application of CEM.

Discussion {#Sec4}
==========

These findings highlight the complexity of the characteristics that comprise responders to pregabalin. Table [1](#Tab1){ref-type="table"} showed the similarities and differences among a number of variables across the clusters; yet these variables combined differently to predict response in the different clusters as seen in the ARMAX results in Table [3](#Tab3){ref-type="table"} and Fig. [1](#Fig1){ref-type="fig"}. The parameters in the ARMAX models reinforced the reciprocal influences between pain and sleep interference \[[@CR42]\] and dose in previous weeks \[[@CR43], [@CR44]\]. They also showed the relevance of selected psychosocial variables (e.g., calm and relaxed, full of energy) for certain subgroups of patients, but not others, as has been shown in other studies \[[@CR8], [@CR17]\]. Other variables such as age, gender, pDPN duration, and pregabalin monotherapy were the only significant predictors in one of the responder subgroups, although such characteristics are often used as a basis for subgroup analyses in clinical studies of pain \[[@CR11], [@CR17], [@CR45]--[@CR48]\].

The value of creating clusters of patients with similar characteristics in order to better predict response was intuitively evident. One possible explanation for the usefulness of our combination of clustering and matching techniques for predicting weekly pain scores over time is the inclusion of adequate time series dynamics for pain scores and sleep interference blended with other patient characteristics. The robustness of the predictions was confirmed by the strong performance of the ARMAX models in the validation dataset summarized in Table [4](#Tab4){ref-type="table"} because these Observational Study patients had not matched with any RCT patients and were consequently different. The strong predictive capability of the ARMAX models in each cluster suggests that it is feasible to predict the magnitude of the response to pregabalin when useful subgroups (clusters) of patients are created first. Moreover, because we predict weekly pain scores with the ARMAXs, we are not limited to a specific threshold for percent change in pain response with the models developed for each of these clusters (see Additional file [2](#MOESM2){ref-type="media"}). Finally, using Ward's minimum variance as a clustering technique offered a reasonable tradeoff between the number of observations in each cluster and the homogeneity of the patients in a specific cluster as measured by traditional cluster analyses performance measures (see Additional file [1](#MOESM1){ref-type="media"}).

Integration of RCT and Observational Study data {#Sec5}
-----------------------------------------------

A related justification for why the ARMAX models were able to predict pain responses was because of the use of RCT data to reduce covariate bias in the Observational Study dataset after it was separated into patient clusters. The reduction in the imbalance scores for the clusters after adding in the RCT patients (ranging from 6 to 63% depending on the cluster, as shown in Table [2](#Tab2){ref-type="table"}) suggests that the process reduced the bias of covariates notably in five of the six clusters, with only Cluster 1 retaining a relatively higher imbalance of covariates. This interpretation also is confirmed by both the increase and the statistical significance of the log-likelihood values after CEM of the logit model of pain score (see Additional file [3](#MOESM3){ref-type="media"}).

The relevance and importance of both RCT and Observational Study data in their utility for predicting patient outcomes was affirmed. The cluster analysis enabled matching of 81% of the RCT patients, suggesting notable overlap of most RCT patients with Observational Study patients, despite the geographic differences in the location of the patients in these studies. Since over 60% of the RCT patients matched to three or more clusters and only 17% matched to one cluster, we effectively weighted the randomized patients by allowing the multiple matches. These findings also supported starting with the Observational Study data and matching RCT patients to it, because a greater number of RCT patients had multiple matches than if we had started with the RCT and matched Observational Study patients (2154 vs 1823 total, non-unique patients, an 18.4% increase). The results also confirm that the expected broader spectrum of patients does exist in the Observational Study because only 38% of the Observational Study patients matched with these RCT patients. However, these other 62% of Observational Study patients' responses could be predicted with our cluster-based ARMAX models, suggesting that, while they are different on matching variables, the predictive relationships for outcomes are present. One possible explanation for this finding is the reduction of covariate bias that was achieved with CEM. The differences in the imbalance of covariates, however, did not fully align with predictive capabilities. While performance in all clusters improved after CEM, the ARMAX models performed better for four of the five clusters with lower global imbalances (Clusters 2, 4, 5, 6). The exception was Cluster 3 that, although having one of the lower global imbalance scores, had a predictive capability in the validation dataset that was not as good as the other clusters' ARMAXs.

We pursued this overall methodological approach in order to benefit from the advantages of both RCTs and observational studies and have now demonstrated a proof of concept regarding a predictive analytical approach to the integration of observational study and RCT patient data (that offers a step toward the ultimate goal of precision medicine \[[@CR14]\]. We rely on evidence from randomized clinical research and observational real-world investigations to make medication treatment choices. These choices require clinicians to blend evidence derived from research focused on internal validity to assess cause and effect together with research focused on external validity to evaluate relevance to a specific treatment decision. Concato et al. (2000) compared RCTs and observational studies on the same topic (99 studies in five topics) and found that well-designed observational studies do not systematically over/underestimate the magnitude of the effects of treatment as compared with those in RCTS on the same topic, and that each are valuable in delivering evidence helpful to patient care \[[@CR49]\]. Benson et al. (2000) analyzed 136 reports about 19 diverse treatments and concluded similarly that there is little evidence that estimates of treatment effects in observational studies are either consistently larger than or qualitatively different from those obtained in RCTs \[[@CR50]\]. Given the importance of both types of studies, efforts to directly link them by reducing potential covariate biases in observational studies can improve treatment choices and patient outcomes. Others have used CEM in other disease areas to reduce multivariate imbalance and thereby improve regression model estimates \[[@CR51]--[@CR54]\].

Limitations {#Sec6}
-----------

One limitation is that the ARMAX models are based on only three RCTs (combined *N* = 398) and one large Observational Study (*N* = 3159 patients) that were evaluated for this initial proof of concept. As with any study, bias from omitted covariates cannot be eliminated. Based on our encouraging findings, we have launched ongoing work to expand the datasets. Another possible consideration is that we might be able to predict outcomes even better if the differences between clusters produced with Ward's minimum variance technique were more distinct from one another. Ongoing work with other clustering and machine learning techniques will enable us to see the relative importance of the specific clustering methods for our predictions.

Another limitation is that we decided up front to focus on predicting responders who completed the studies (and thus tolerated side effects). Those who experienced adverse events and discontinued the studies were excluded. This was a logical starting place for the proof of concept; subsequent analyses can focus on identifying those who would likely discontinue for safety or tolerability reasons as well as incorporating statistical techniques for handling missing data.

Another limitation is the extent to which we may currently extend and apply implications of our findings to novel patients at clinical presentation. Additional work is ongoing to extend the predictive capabilities of ARMAX models using agent-based modeling and simulation techniques \[[@CR55]\]. This work has focused on predicting response to pregabalin using baseline values of the patient variables in the ARMAX models in order to assign novel patients to particular clusters. The work also includes predicting outcomes based on changes after 1 week or several weeks of treatment and dose adjustments to discern how to implement prediction in a practical way in a clinical setting with an accessible user interface.

These findings are specific to patients with pDPN, which is another limitation. Other clinical circumstances may require less or more complex approaches to enable prediction. While our results are specific to patients with pDPN, they suggest that these techniques should be explored with larger datasets of both RCTs and observational studies, and with different clustering and matching techniques, in order to better understand when clustering and matching can help us predict medication responders more effectively.

Conclusions {#Sec7}
===========

The six clusters identified were distinct, but with many similarities and specific differences. Though often used as a basis for prospective subgroup analyses in clinical studies in neuropathic pain, exogenous variables such as age, gender, pDPN duration, and pregabalin as monotherapy or as concomitant therapy  were rarely predictive in and of themselves. It was their different combinations in concert with reciprocal influences between pain and sleep interference that predicted response. These relationships help explain why it is challenging to predict consistently the right treatment for the right patient. The ARMAX models also highlighted the importance of pregabalin dose in the prior weeks and its role in conjunction with these variables in predicting responders.

The other important consideration in effective prediction of responders that was seen in these analyses related to the improved performance of the models based on blending of randomized and observational data to reduce the covariate biases in observational studies. The CEM technique enabled use of the advantages of randomization to enrich the patient data collected to identify responders in a more real world setting by affording reductions in the inherent biases that occur from covariates in observational data. The use of combined data from a large German Observational Study and three pivotal North American RCTs to generate these clusters suggests that implementation of time series--based multivariable models at the patient subgroup level (clusters) offers a way to put similar patients together. The finding that RCT-derived data could be used to develop better models that predict patient outcomes in a broader spectrum of Observational Study patients with different characteristics than those in the RCTs supports the potential practical aspects of this approach, pending confirmation with more studies and applications beyond pDPN. Possible other advanced modeling and machine learning techniques also could be useful in these efforts because of their ability effectively to handle complex relationships among variables changing over time.
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ARMAX

:   AutoRegressive Moving Average models with eXogenous inputs

BMI

:   Body mass index

CEM

:   Coarsened Exact Matching

COMBO-DN

:   COmbination versus Monotherapy of pregaBalin and dulOxetine in Diabetic Neuropathy Study

EM

:   Exact matching

HbA1c

:   glycated hemoglobin

NeuPSIG

:   Special Interest Group on Neuropathic Pain

pDPN

:   Painful diabetic peripheral neuropathy

PSM

:   Propensity score matching

RCT

:   Randomized controlled trial
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