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The rate of entropy production provides a useful quantitative measure of a non-equilibrium sys-
tem and estimating it directly from time-series data from experiments is highly desirable. Several
approaches have been considered for stationary dynamics, some of which are based on a variational
characterization of the entropy production rate. However the issue of obtaining it in the case of
non-stationary dynamics remains largely unexplored. Here, we solve this open problem by demon-
strating that the variational approaches can be generalized to give the exact value of the entropy
production rate even for arbitrary non-equilibrium non-stationary dynamics. On the basis of this
result, we develop an efficient algorithm that estimates the entropy production rate continuously in
time by using machine learning techniques, and validate our numerical estimates using analytically
tractable Langevin models. Our method is of great practical significance since all it requires is
time-series data for the system of interest, under arbitrary non-equilibrium conditions.
Introduction
The entropy production rate is an important quantita-
tive measure of a non-equilibrium process and knowing
its value is indicative of useful information about the sys-
tem such as heat dissipated [1, 2], efficiency (if the non-
equilibrium system in question is an engine [3–5]) as well
as free energy differences [6, 7] (if the non-equilibrium
process interpolates between two equilibrium states). It
also provides useful information for systems with hidden
degrees of freedom [8, 9], or interacting subsystems where
information theoretic quantities play a key role [10–13].
The entropy production rate can be directly obtained
from the system’s phase-space trajectory if the underly-
ing dynamical equations of the system are known [14–
17]. This is not the case however for the vast major-
ity of systems, such as biological systems [18–20], and
consequently, there has been a lot of interest in develop-
ing new methods for estimating the entropy production
rate directly from trajectory data [1, 21–30]. Some of
these techniques involve the estimation of the probability
distribution and currents over the phase-space [21, 25],
which requires huge amounts of data. Some other tech-
niques are invasive and require perturbing the system
[1, 2], which may not always be easy to implement.
An alternative strategy is to set lower bounds on the
entropy production rate [24, 31–34] by measuring experi-
mentally accessible quantities. One class of these bounds,
for example, those based on the thermodynamic uncer-
tainty relation (TUR) [24], have been further developed
into variational inference schemes which translate the
task of identifying entropy production into an optimiza-
tion problem over the space of a single projected fluctu-
ating currents in the system [25–27, 35]. Recently a sim-
ilar variational scheme using neural networks was also
proposed [28]. As compared to other trajectory-based
entropy estimation methods, these inference schemes do
not involve the estimation of any kind of empirical dis-
tributions over the phase-space, and are hence known to
work better in higher dimensional systems [25]. In addi-
tion, it is proven that such an optimization problem gives
the exact value of the entropy production rate in a sta-
tionary state if short-time currents are used [26–28, 35].
However, whether these existing schemes work well for
non-stationary states has not been explored as yet.
For a generic non-equilibrium system, where the
forces acting on the system could have arbitrary time-
dependence, it has been possible to place bounds on the
time-dependent entropy produced during a finite time-
interval under specific [36, 37] or more general [38] con-
ditions. There is no guarantee however that these bounds
can be saturated by any quantity related to the en-
tropy production of the system. Hence there is no es-
tablished scheme that has been proven to work for ob-
taining the exact entropy production rate under generic
non-equilibrium time-dependent conditions.
We address this outstanding problem by proposing a
class of variational inference schemes which can give not
only the exact value of the time-dependent entropy pro-
duction rate under generic non-equilibrium conditions
but even entropy production along single realizations.
These schemes, which can be directly implemented on
time-series data obtained from experiments, involve max-
imization over an objective function which consists of a
single projected current determined from the data. We
demonstrate that this objective function can either be
of the form dictated by the recently proposed short-time
thermodynamic uncertainty relation [26, 27, 35] or the
form recently suggested in [28], or a variation of these.
The collection of these schemes work for both diffusive
2FIG. 1: Estimating the entropy production along non-stationary trajectories: (a) Schematic of our inference scheme. First,
we prepare an ensemble of trajectories generated by an experiment or the equation of interest. Then, we optimize the model
of the coefficient field d(x, t|θ) to get an estimate of the thermodynamic force F (x, t), and use it to estimate the entropy
production along each trajectory or the (ensemble-averaged) entropy production rate. In the left box, we show an example of
a trajectory generated by the breathing parabola model. (b) Estimated entropy production along a single trajectory. The thin
green line is the estimated entropy production, and the thick black line is the true entropy production calculated analytically.
The estimation is conducted for the trajectory depicted in panel (a) after training the model using 106 trajectories with the
set of time instances T16. (c) Estimated entropy production rate. The blue circles are the estimated values using 10
5 (left)
or 106 trajectories (right), and the black line is the true entropy production rate. The mean and its standard deviation of 10
independent trials are plotted for the estimated values. For (a)-(c), trajectories are generated by the breathing parabola model
with γ = T = 1, ∆t = 10−3 and τobs = 2.048, and the simple dual representation (Eq. (10)) is used for the estimation.
systems described by overdamped Langevin equations as
well as finite-state-space systems described by master
equations and work for both transient as well as station-
ary states.
We implement these variational schemes by means of
an efficient algorithm that estimates the entropy produc-
tion continuously in time by modeling the projection co-
efficients with a feedforward neural network and by car-
rying out gradient ascent using machine learning tech-
niques. This algorithm can in principle be directly used
on real experimental data. Here, however, as a proof of
concept, we consider time-series data generated by two
models; one of a colloidal particle in a time-varying trap
and the other of a biological model that describes bio-
chemical reactions under time-dependent input signal,
for both of which we can obtain exact solutions for the
time-dependent entropy production rate as well as the
entropy production along single trajectories. We then
demonstrate that our proposed scheme indeed works by
comparing the numerical implementation to our theoret-
ical predictions (see Fig.1).
Results
Short-time variational representations of the
entropy production rate
The central results we obtain, summarized in Fig. 1,
are applicable to experimental data from a generic non-
equilibrium system, and do not require any mathemat-
ical modelling or parameter fitting. Here we use the
model of a generic overdamped Langevin dynamics in
d-dimensions in order to introduce the notations. We
consider an equation of the form:
x˙(t) = A(x(t), t) +B(x(t), t) · η(t), (1)
3where A(x, t) is the drift vector, and B(x, t) is a d × d
matrix, and η(t) represents a Gaussian white noise sat-
isfying 〈ηi(t)ηj(t
′)〉 = δijδ(t − t
′). Note that we adopt
the Ito-convention for the multiplicative noise. The cor-
responding Fokker-Planck equation satisfied by the prob-
ability density p(x, t) reads
∂tp(x, t) = −∇ j(x, t), (2)
ji(x, t) = Ai(x, t)p(x, t)−
∑
j
∇j [Dij(x, t)p(x, t)] ,
(3)
where D is the diffusion matrix defined by
D(x, t) =
1
2
B(x, t)B(x, t)T (4)
and j(x, t) is the probability current. Equations of the
form Eq. (2) can, for example, be used to describe the
motion of colloidal particles in optical traps [39–42]. In
some of these cases, the Fokker-Planck equation can also
be solved exactly to obtain the instantaneous probability
density p(x, t).
Whenever j(x, t) 6= 0, the system is out of equilibrium.
How far the system is from equilibrium can be quantified
using the average rate of the entropy production at a
given instant σ(t), which can be formally obtained as the
integral [16, 23]
σ(t) =
∫
dx F (x, t) j(x, t), (5)
where F (x, t) is the thermodynamic force defined as
F (x, t) =
jT (x, t)D(x, t)−1
p(x, t)
. (6)
Note that the Boltzmann’s constant is set to unity kB = 1
throughout this paper. Further, the entropy production
along a stochastic trajectory denoted as S[x(·), t] can be
obtained as the integral of the single-step entropy pro-
duction
dS = F (x(t), t) ◦ dx(t), (7)
where ◦ denotes the Stratonovich product. This quan-
tity is related to the average entropy production rate
as σ(t) = 〈dS(t)/dt〉, where 〈· · · 〉 denotes the ensem-
ble average. Similar expressions can be obtained for any
Markov jump processes if the underlying dynamical equa-
tions are specified [16].
In the following we discuss two variational inference
schemes that can estimate σ(t), F (x, t) and S[x(·), t] in
generic non-equilibrium systems, without requiring the
prior knowledge of the dynamical equation. We also con-
struct a third simpler variant, and comment on the pros
and cons of these different representations for inference.
TUR estimator. The first method is based on the TUR
[22, 24, 25, 43], which provides a lower bound for the en-
tropy production rate in terms of the first two cumulants
Rep. Markov jump Langevin Optimal field Tightness
σNEEP Yes Yes d
∗(x) = F (x, t) Loose
σSimple No Yes d
∗(x) = F (x, t) Loose
σTUR No Yes d
∗(x) ∝ F (x, t) Tight
TABLE I: Summary of the comparison among the variational
representations σNEEP, σSimple and σTUR.
of non-equilibrium current fluctuations directly measured
from the trajectory. It was shown recently that the TUR
provides not only a bound, but even an exact estimate of
the entropy production rate for stationary overdamped
Langevin dynamics by taking the short-time limit of the
current [26, 27, 35]. Crucially, the proof in Ref. [27] is
also valid for non-stationary dynamics.
This gives a variational representation of the entropy
production rate, given by the estimator
σTUR(t) :=
1
dt
max
d
2 〈Jd〉
2
Var(Jd)
, (8)
where Jd is the (single-step) generalized current given by
Jd := d(x(t)) ◦ dx(t) defined with some coefficient field
d(x). The expectation and the variance are taken with
respect to the joint probability density p(x(t),x(t+dt)).
In the ideal short-time limit dt → 0, the estimator gives
the exact value, i.e., σTUR(t) = σ(t) holds [27]. The op-
timal current that maximizes the objective function is
proportional to the entropy production along a trajec-
tory, J∗
d
= cdS, and the corresponding coefficient field
is d∗(x) = cF (x, t), where the constant factor c can be
removed by calculating 2 〈Jd〉 /Var(Jd) = 1/c.
NEEP estimator. The second variational scheme is the
Neural Estimator for Entropy Production (NEEP) pro-
posed in Ref. [28]. In this study, we define the estimator
σNEEP in the form of a variational representation of the
entropy production rate as
σNEEP(t) :=
1
dt
max
d
〈
Jd − e
−Jd + 1
〉
, (9)
where the optimal current is the entropy production it-
self, J∗
d
= dS, and the corresponding coefficient field is
d∗(x) = F (x, t). Again, in the ideal short-time limit,
σNEEP(t) = σ(t) holds. Eq. (9) is a slight modification of
the variational formula obtained in Ref. [28]; although it
was derived for stationary states there, it can be shown
that such an assumption is not necessary in the short-
time limit. We provide a proof of our formula on the
basis of a dual representation of the Kullback-Leibler di-
vergence [44–46] in the Supplementary Information.
In contrast to the TUR representation, NEEP requires
the convergence of exponential averages of current fluc-
tuations, but it provides an exact estimate of the entropy
production rate not only for diffusive Langevin dynam-
ics but also for any Markov jump processes. Since there
are some differences in the estimation procedure for these
4cases [27, 28], we focus on Langevin dynamics in the fol-
lowing, while its use in Markov jump processes is dis-
cussed in the Supplementary Information.
Comparison. In order to compare the effectiveness of
the estimators σTUR and σNEEP in Langevin dynamics,
we derive an intermediate representation, named the sim-
ple dual representation σSimple, by simplifying
〈
e−Jd
〉
:
σSimple(t) :=
1
dt
max
d
[
2 〈Jd〉 −
Var(Jd)
2
]
. (10)
Here, the expansion of
〈
e−Jd
〉
in terms of the first two
moments is exact only for Langevin dynamics and hence
this representation cannot be used for Markov jump pro-
cesses. Then, the tightness of their bounds are compared
as follows: In Langevin dynamics, for any fixed choice of
Jd,
σdt ≥
2 〈Jd〉
2
Var(Jd)
≥ 2 〈Jd〉 −
Var(Jd)
2
, (11)
where we used the inequality 2a
2
b ≥ 2a−
b
2 for any a and
b > 0. Since a tighter bound is advantageous for the esti-
mation [46, 47], σTUR would be better for estimating the
entropy production rate for the Langevin case.
On the other hand, σNEEP and σSimple would be better
for estimating the thermodynamic force F (x, t), since the
optimal coefficient field is the thermodynamic force itself
for these estimators. In contrast, σTUR needs to cancel
the constant factor c by calculating 2 〈Jd〉 /Var(Jd) =
1/c, which can increase the statistical error (see the Sup-
plementary Information for further discussions and nu-
merical results). In Table 1, we provide a summary of
the three variational represenations.
An algorithm for non-equilibrium inference
The central idea of our inference scheme is depicted in
Fig. 1(a). Equations (8), (9) and (10) all give the ex-
act value of σ(t) in principle in the Langevin case, but
here we elaborate on how we implement them in prac-
tice. We first prepare an ensemble of finite-length tra-
jectories, which are sampled from a non-equilibrium and
non-stationary dynamics with ∆t as the sampling inter-
val:
Γi = {x0,x∆t, ...,xτobs(= xM∆t)}i (i = 1, ..., N). (12)
Here i represents the index of trajectories, N is the num-
ber of trajectories, and M is the number of transitions.
Then, we estimate the entropy production rate σ(t) using
the ensemble of single transitions {xt,xt+∆t}i at time t.
σ(t) is obtained by finding the optimal current that max-
imizes the objective function which is itself estimated us-
ing the data. Hereafter, we use the hat symbol for quan-
tities estimated from the data: for example, σ̂Simple(t)
is the estimated objective function of the simple dual
representation. We also use the notation σ̂(t) when the
argument is not dependent on the particular choice of the
representation.
Concretely, we model the coefficient field with a para-
metric function d(x|θ) and conduct the gradient ascent
for the parameters θ. Here, we note that the time inter-
val for estimating σ̂(t) is set to be equal to the sampling
interval ∆t for simplicity, but they can be different in
practice, i.e., transitions {xt,xt+n∆t} with some integer
n ≥ 1 can be used to estimate σ̂(t) for example.
In this study, we further optimize the coefficient field
continuously in time, i.e., optimize d(x, t|θ) which in-
cludes time t as an argument. The objective function to
maximize is then given by
fTk(θ) :=
∑
t∈Tk
a(t)σ̂(t)
/ ∑
t∈Tk
a(t), (13)
where a(t) are any positive values, into which we
introduce stochasticity (see the Supplementary Infor-
mation for the details). Tk is defined as Tk :=
{0, k∆t, 2k∆t, ..., lk∆t}, where l is the maximum inte-
ger satisfying lk + 1 ≤ M , and for each t ∈ Tk we use
the ensemble of single transitions {xt,xt+∆t}i to calcu-
late σ̂(t). We note that Tk with k 6= 1 is not a nat-
ural data set, but we introduce this notation to study
how the performance depends on the density of time in-
stances. We adopt the notation (N, Tk) to specify the
ensemble size used for training the model. The opti-
mal model d(x, t|θ∗) that maximizes the objective func-
tion is expected to approximate well the thermodynamic
force F (x, t) (or c(t)F (x, t) if σTUR is used) at least at
t ∈ Tk, and even at interpolating times if k∆t is suffi-
ciently small.
This continuous-time inference scheme is a generaliza-
tion of the instantaneous-time inference scheme which
only considers a fixed time t, and has two advantages.
First, it is data efficient because of the synergy between
ensembles of single transitions at different times. Sec-
ond, we can get the smooth change of the thermodynamic
force, interpolating discrete-time transition data. In the
following numerical experiments, we demonstrate these
points by adopting the simple dual representation as an
example.
Numerical results
We demonstrate the effectiveness of our inference
scheme with the following two linear Langevin models:
(i) a one-dimensional breathing parabola model, and (ii)
a two-dimensional adaptation model. In both models,
non-stationary dynamics are repeatedly simulated with
the same protocol, and a number of trajectories are sam-
pled. We estimate the entropy production rate solely on
the basis of the trajectories, and compare the results with
the analytical solutions (see the Supplementary Informa-
tion for the analytical calculations).
We first consider the breathing parabola model
5FIG. 2: Estimation in the adaptation model: (a) Sketch of the model. The average dynamics of a and m after the switching
of the inhibitory input l are plotted. (b) Estimated entropy production rate. The blue circles are the estimated values
using the ensemble (106, T10), and the black line is the true entropy production rate. The mean and its standard deviation
of 10 independent trials are plotted for the estimated values. (c) Estimated thermodynamic force. The lower three figures
are the estimated fields at t = 0, t = 0.01, and t = 0.09 using the ensemble (106, T10), and the upper three figures are
the corresponding analytical solutions. Here the horizontal axis is the direction of a, the vertical axis is that of m, and
an arrow with a length 100 is shown at the top of each figure. Note that in this particular case, the thermodynamic force
becomes weaker as time evolves, and hence the magnitude of the vectors reduce. For (a)-(c), the system parameters are set as
τa = 0.02, τm = 0.2, α = 2.7, β = 1,∆a = 0.005 (t < 0), 0.5 (t ≥ 0),∆m = 0.005, l(t) = 0 (t < 0), 0.01 (t ≥ 0), which are taken
from realistic parameters of E. coli chemotaxis [48, 49], the trajectories are generated with setting ∆t = 10−4, τobs = 0.1, and
the simple dual representation (Eq. (10)) is used for the estimation.
that describes a one-dimensional colloidal system in a
harmonic-trap V (x, t) = κ(t)2 x
2. The stiffness of the trap
depends on time as, κ(t) = 11+t . This is a well-studied
model [39, 40, 50] and its dynamics can be accurately de-
scribed by the following overdamped Langevin equation:
γx˙(t) = −κ(t)x(t) +
√
2γT η(t). (14)
Here γ is the viscous drag, and η is a Gaussian white
noise.
In Fig. 1, we illustrate the central results of this paper
for the breathing parabola model. We consider multiple
realizations of the process of time duration τobs as time
series data (Fig. 1(a)). The inference takes this as in-
put and produces as output the entropy production at
the level of an individual trajectory Ŝ(t) for any single
choice of realization (Fig. 1(b)), as well as the average en-
tropy production rate σ̂(t) (Fig. 1(c)). Here, the entropy
production along a single trajectory Ŝ(t) is estimated by
6FIG. 3: Performance of σSimple with different ensembles from
the breathing parabola model: (a) Correlation versus the set
of time instances used for training. The blue circles are the
correlations between the estimated (Eq. (15)) and the true
(Eq. (16)) single-step entropy production at T1, and the or-
ange squares are those at T64. (b) Correlation versus the
number of trajectories. The set of time instances used for
training and evaluation are fixed at T1. In panels (a) and (b),
the correlations are calculated using 100 trajectories gener-
ated by the breathing parabola model with the same system
parameters as in Fig. 1, and the mean and standard deviation
of 10 independent trials are plotted.
summing up the estimated single-step entropy produc-
tion:
∆Ŝ(t) := d
(
xt + xt+∆t
2
, t+
∆t
2
∣∣∣∣θ∗) (xt+∆t − xt), (15)
while the true entropy production S(t) is calculated by
summing up the true single-step entropy production:
∆S(t) := F
(
xt + xt+∆t
2
, t+
∆t
2
)
(xt+∆t − xt). (16)
Note that their dependence on the realization x(·) is
omitted in this notation for simplicity.
Specifically, we model the coefficient field d(x, t|θ) by
a feedforward neural network, and conduct the stochastic
gradient ascent using an ensemble of single transitions at
T16 extracted from 10
5 or 106 trajectories (see the Supple-
mentary Information for the details of the implementa-
tion). A feedforward neural network is adopted because
it is suitable for expressing the non-trivial functional form
of the thermodynamic force F (x, t) [28, 51], and for con-
tinuous interpolation of discrete transition data [52].
In Fig. 1(b), the entropy production is estimated along
a single trajectory, i.e., at T1, while the time instances
used for training is the set T16. The good agreement
with the analytical value implies that the model esti-
mates the thermodynamic force well even at time in-
stances for which it was not trained. In Fig. 1(c), the
entropy production rate is estimated using 105 or 106
trajectories. We can see the convergence of the estimates
as the ensemble size increases.
Another advantage of our method is that it also spa-
tially resolves the thermodynamic force F (x, t), which
would be hard to compute otherwise. To demonstrate
this point, we further analyze a two-dimensional model
that has been used to study the adaptive behavior of liv-
ing systems [20, 48, 49, 53]. The model consists of the
output activity a, the feedback controller m, and the in-
put signal l, which we treat as a deterministic protocol.
The dynamics of a and m are described by the following
coupled Langevin equations:
a˙(t) = −
1
τa
[a(t)− a¯(m(t), l(t))] +
√
2∆a ηa(t),(17a)
m˙(t) = −
1
τm
a(t) +
√
2∆m ηm(t), (17b)
where ηa and ηm are independent Gaussian white noises,
a¯(m(t), l(t)) is the stationary value of a given the in-
stantaneous value of m and l, and a linear function
a¯(m(t), l(t)) = αm(t) − βl(t) is adopted in this study.
We consider dynamics after the switching of the input
as described in Fig. 2(a). For a separation of time scales
τm ≫ τa, the activity responds to the signal for a while
before relaxing to a signal-independent value, which is
called adaptation [53]. The adaptation plays an impor-
tant role in living systems to maintain their sensitivity
and fitness in time-varying environments. Specifically,
this model studies E. coli chemotaxis [20, 48, 49, 53] as
an example. In this case, the activity regulates the mo-
tion of E. coli to move towards the gradient of the input
molecule by sensing the change in the concentration as
described in Fig. 2(a).
In this setup, the system is initially in a non-
equilibrium stationary state (for t < 0), and the signal
change at t = 0 drives the system to a different non-
equilibrium stationary state. We show the results of the
estimation of the entropy production rate and the ther-
modynamic force in Fig. 2(b) and (c), respectively. Be-
cause of the perturbation at t = 0, the non-equilibrium
properties change sharply at the beginning. Nonetheless,
the model function d(x, t|θ∗) estimates the thermody-
namic force well for the whole time interval (Fig. 2(c)),
and thus the entropy production rate as well (Fig. 2(b)).
7The thermodynamic force in Fig. 2(c) has information
about the spatial trend of the dynamics as well as the as-
sociated dissipation, since it is proportional to the mean
local velocity F (x, t) ∝ j(x, t)/p(x, t) when the diffusion
constant is homogeneous in space. At the beginning of
the dynamics (t = 0), the state of the system tends to ex-
pand outside, reflecting the sudden increase of the noise
intensity ∆a. Then, the stationary current around the
distribution gradually emerges as the system relaxes to
the new stationary state. Interestingly, the thermody-
namic force aligns along the m-axis at t = 0.01, and thus
the dynamics of a becomes dissipationless. The dissipa-
tion associated with the jumps of a tends to be small for
the whole time interval, which might have some biologi-
cal implication as discussed in Refs. [20, 49].
So far, we have shown that our inference scheme
estimates the entropy production effectively. At the
end of this section, we demonstrate the benefit of the
continuous-time inference: it can reduce the number of
trajectories necessary to achieve convergence by increas-
ing the sampling rate. We study the ensemble-size depen-
dence as shown in Fig. 3. The performance of the estima-
tor is measured by the correlation between the estimated
single-step entropy production (Eq. (15)) and the true
value (Eq. (16)) along 100 trajectories. We compare the
performance by changing the set of time instances used
for training in Fig. 3 (a), and by changing the number of
trajectories in Fig. 3 (b). In both cases, the correlation
increases in a similar manner depending on the ensemble
size.
In Fig. 3 (a), the correlation evaluated at T64 of 100
trajectories is also plotted. Its increase shows the syn-
ergetic effect between the ensembles of single transitions
at different times, since the number of transitions at T64
is the same in the four training data sets, and thus the
difference of the correlation comes from the transitions
other than those at T64. In addition, the correlation is
almost independent of the choice of the evaluation time,
which means that the estimation becomes overall accu-
rate even though the training data is discrete in time.
Thus, our continuous-time inference scheme is more data
efficient than the instantaneous-time inference scheme,
because it fully utilizes the information that trajectories
have as a whole. Since the time interval for calculating
the generalized current, say τ , can be different from the
sampling interval ∆t , the above result suggests that the
accuracy of the estimation can be improved more by in-
creasing the sampling rate of trajectories (i.e., decreasing
∆t) while fixing τ , rather than by increasing the number
of trajectories.
Discussion
Our main contribution of this work is the insight that
variational schemes can be used to estimate the exact en-
tropy production rate of a generic non-equilibrium non-
stationary system under arbitrary conditions. The differ-
ent variational representations of the entropy production
rate: σNEEP, σSimple and σTUR, as well as their close re-
lation to each other, are clarified in terms of the range of
applicability, the optimal coefficient field and the tight-
ness of the bound in each case, as summarized in Table I.
Our second main contribution is the algorithm we de-
velop to implement the variational schemes, by means
of continuous-time inference, namely using the inferred
value at one instant to help find the optimizing value
at the next. The continuous-time inference is enabled by
the high representation ability of the neural network, and
can be implemented without any prior assumptions on
the functional form of the thermodynamic force F (x, t).
Our work shows that the neural network can effectively
learn the field even if it is time-dependent and even when
time instances in the data used for training are widely
spaced, thus opening up a wide range of possibilities for
future applications. For transient dynamics, though we
will always need data from multiple realizations of the
process, or from repeating the experiment several times,
the numerical results suggest that the effective ensemble
size can be increased by increasing the sampling rate of
the trajectory rather than the number of realizations. In
addition our method is straightforwardly extendable to
Markov jump processes by using σNEEP.
One of the prominent fields where the tools developed
here can be applied is the study of biological [18] or ac-
tive matter systems [54]. These tools can for example, be
used to estimate the energy dissipated by the molecular
motor protein kinesin as it walks along a microtubule [55]
or determine the energetic cost of the rotation of subunits
in the F1-ATPase molecular motor [56, 57]. The thermo-
dynamics of cooling or warming up in classical systems
[58] or the study of quantum systems being monitored by
a sequence of measurements [59–62] are other promising
areas to which these results can be applied.
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Supplementary Information
Here we provide supplementary information for the analytical and numerical calculations presented in the main
text.
Supplementary Note 1: Details of the implementation
Here we explain implementation details such as the model function d(x, t|θ), the stochastic gradient ascent, and
the data splitting scheme.
We use a feedforward neural network to model the time-dependent coefficient field d(x, t|θ) in this study. The
sketch of the neural network is depicted in Fig. 4(b). Concretely, we use a five-layer network, which has three hidden
layers and takes x and t as input and outputs d. The output of the ith layer is fully-connected to the (i+1)th layer,
and the rectified linear function (ReLU) is adopted as the activation function.
We conduct the gradient ascent with respect to the parameters θ of the neural network using the objective func-
tion (13). The ensemble of single transitions {xt,xt+∆t} is used to calculate σ̂Simple(t) =
1
∆t
[
2〈̂Jd〉 −
V̂ar(Jd)
2
]
by
regarding each d
(
xt+xt+∆t
2 , t+
∆t
2 |θ
)
(xt+∆t − xt) as a realization of the generalized current Jd. Here the simple
dual representation is considered as an example, and the hat symbol indicates that the average and the variance are
estimated from the data. Then, the basic update rule of the gradient ascent is as follows:
θ → θ + α∂θ f̂Tk , (18)
where α is the step size, and f̂Tk is the estimated objective function defined in Eq. (13). Since the parameters are
updated towards the direction in which the objective function increases, d(x, t|θ) gets close to the thermodynamic
force, and the estimates of the entropy production become accurate as shown in Fig. 4(a).
As is the case for many machine learning problems, we should be careful about the problem of underfitting or
overfitting. To avoid such problems, we use the data splitting scheme [27, 28]. Concretely, we use half of the ensemble
of trajectory data as the training data, and the other half as the test data. The model function is trained by using
only the training data, and the progress of learning is evaluated by using the test data. When the ensemble size is
small, there appears a maximum in the middle of the learning curve of the test value, which is a sign that, after
this, the model function is overfitted to the training data. Thus, we adopt the parameters at the peak, θ∗, for the
estimation [63].
Here, for the training process, we introduce stochasticity into the gradient ascent by setting the coefficient a(t) of
the objective function (13) uniformly random in the interval [0, 1] for every iteration. By doing so, we prevent the
neural network from being trapped in local maxima. On the other hand, for the test process, we use the objective
function with a fixed coefficient a(t) = 1 to evaluate the neural network with equal weight on σ̂(t).
The data splitting scheme is also useful to determine the complexity of the neural network, for example, the number
of units needed per layer in practice. The neural network that maximizes the peak of the learning curve of the test
value (we call it test value here for simplicity), which is the mean of the output estimates
∑
t∈Tk
σ̂(t)/
∑
t∈Tk
1, would
be the best since the test value typically behaves as follows: (i) When the model complexity is too low, both the
test and training values become much smaller than the true entropy production rate since the model cannot express
the thermodynamic force well. (ii) As we increase the model complexity, both the test and training values increase,
and at some point, the test value reaches its maximum, often being closest to the true value from below. (iii) When
the model complexity is too high, the training value becomes much bigger than the true value, while the test value
becomes much smaller, due to overfitting. This strategy is effective in practice since we just need to check the peak of
the learning curve while trying several model functions, and need not to know the true value of the entropy production
rate (see Refs. [27, 28] for more details).
Finally, we describe the detailed setting. We use a five-layer network with ten units per hidden layer for the breathing
parabola model and conduct the gradient ascent 1000 times with α = 0.001. We use a five-layer network with 30 units
per hidden layer for the adaptation model and conduct the gradient ascent 50000 times with α = 0.001. Specifically,
we implement an algorithm called Adam [64] for the gradient ascent in both cases to improve the convergence, and
the default values are used for the hyperparameters [64]. We note that the number of units is determined by trying
several numbers with the criterion discussed above, and thus they are not fine-tuned.
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FIG. 4: Training of the neural network: (a) Example of the learning curve for the breathing parabola model with the same
system parameters as in Fig. 1. We show scatter plots between the estimated (Eq. (15)) and the true (Eq. (16)) single-
step entropy production along a single trajectory as inset figures, and ρ is the correlation between them evaluated using 100
trajectories. As the gradient ascent updates the parameters of the neural network, the estimates of the entropy production
become accurate. (b) Sketch of the neural network. We adopt a five-layer network with three hidden layers, to model the
time-dependent coefficient field d(x, t|θ) of the generalized current.
Supplementary Note 2: Details of the variational representations
Here we discuss details of the variational representations such as their derivation and comparisons.
Derivation of the NEEP representation and its use in Markov jump processes
Here we derive σNEEP on the basis of a dual representation of the Kullback-Leibler (KL) divergence, and clarify
its applicability to non-stationary dynamics as well as its relation to the dual representation. In this subsection, we
mainly consider Markov jump processes, and also discuss how to adapt our algorithm to this case.
We consider discrete probability distributions defined on the state space Ω. The KL divergence between probability
distributions P and Q is defined as
DKL(P ||Q) :=
∑
x∈Ω
P (x) ln
P (x)
Q(x)
. (19)
The KL divergence admits the following variational representation [44–46]:
DKL(P ||Q) = max
h∈F
EP [h+ 1]− EQ[e
h], (20)
where F is a set of functions h : Ω → R such that the two expectations are finite, and the optimal function is given
by h∗(x) = ln P (x)Q(x) . This is derived using the Fenchel convex duality [45, 65], and we call it a dual representation of
the KL divergence.
We use the KL divergence formula for the entropy production rate [17] as
σ(t) = DKL(pt(x)rt(x, x
′)||pt(x
′)rt(x
′, x)), (21)
where pt(x) is the probability distribution of the state and rt(x, x
′) is the transition rate from x to x′ at time t. Then,
we apply Eq. (20) to Eq. (21) to get a dual representation of the entropy production rate:
σ(t) =
1
dt
max
h∈F ′
〈
h− e−h + 1
〉
, (22)
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where F ′ is a set of functions h : Ω × Ω → R such that h(x′, x) = −h(x, x′) and the above expectation is finite and
calculated as
〈f(x, x′)〉 := dt
∑
x,x′
pt(x)rt(x, x
′)f(x, x′). (23)
Here dt is added so that the expression becomes the same as in the main text in which the expectation is taken with
respect to the joint probability distribution p(x(t), x(t + dt)) = pt(x(t))rt(x(t), x(t + dt))dt. The optimal function is
given by h∗(x, x′) = ln pt(x)rt(x,x
′)
pt(x′)rt(x′,x)
, which is the entropy production dS(x, x′) associated with the jump. We note that
Eq. (22) holds for dynamics that satisfy dS(x′, x) = −dS(x, x′) including Markov jump processes and overdamped
Langevin dynamics. The dual representation (22) is equivalent to σNEEP defined in Eq. (9) of the main text if Langevin
dynamics is considered. Since nothing is assumed on pt(x) in Eq. (21), σNEEP gives the exact entropy production rate
even for non-stationary dynamics.
The derivation of Eq. (22) is as follows:
σ = DKL(pt(x)rt(x, x
′)||pt(x
′)rt(x
′, x)) (24a)
= max
h∈F
∑
x,x′
pt(x)rt(x, x
′)h(x, x′)−
∑
x,x′
pt(x
′)rt(x
′, x)eh(x,x
′) + 1
 (24b)
= max
h∈F ′
∑
x,x′
pt(x)rt(x, x
′)h(x, x′)−
∑
x,x′
pt(x
′)rt(x
′, x)eh(x,x
′) + 1
 (24c)
= max
h∈F ′
∑
x,x′
pt(x)rt(x, x
′)
{
h(x, x′)− e−h(x,x
′) + 1
} (24d)
=
1
dt
max
h∈F ′
〈
h− e−h + 1
〉
, (24e)
where Eq. (20) is used in Eq. (24b), and a constraint h(x′, x) = −h(x, x′) is newly added in Eq. (24c) using the fact
that the optimal function h∗ satisfies the constraint.
Next, we discuss the numerical estimation in Markov jump processes using σNEEP. As is the case in Langevin
dynamics, we want to estimate the entropy production rate solely on the basis of an ensemble of trajectories sampled
from a stochastic jump process with interval ∆t:
Γi = {x0, x∆t, ..., xτobs(= xM∆t)}i (i = 1, ..., N). (25)
In general, it is necessary to reconstruct the underlying jump dynamics which occur between the sampling times,
to obtain the exact estimate [27], but here for simplicity, we consider the case that ∆t is sufficiently small so that
transitions occur at most once between the sampling times.
The estimation procedure is almost the same as in Langevin dynamics. We use the ensemble of single transitions
{xt, xt+∆t} to calculate σ̂NEEP(t) =
1
∆t
̂〈h− e−h + 1〉 by regarding each h
(
xt, xt+∆t, t+
∆t
2 |θ
)
(1 − δxt,xt+∆t) as a
realization of the generalized current. Here, h(x, x′, t|θ) is a parametric model, and we optimize the parameters θ by
the gradient ascent using the objective function defined in Eq. (13).
However, in contrast to the case of Langevin dynamics, a neural network may not be appropriate for the parametric
model because of the discreteness of the arguments x and x′. This problem is addressed by transforming discrete
states into continuous vectors with an embedding layer, as in Ref. [28]. Another way to define the model function
would be to assign an independent parametric function fx,x′(t|θx,x′) for each transition edge, and define the function
h as h(x, x′, t|θ) =
∑
y,y′ fy,y′(t|θy,y′)δx,yδx′,y′ [27].
Comparison among the variational representations
Here we derive the simple dual representation σSimple, and compare the performance of the variational representa-
tions numerically. In contrast to the previous subsection, we consider the case of Langevin dynamics here as in the
main text.
The simple dual representation σSimple can be derived from Eq. (22) by assuming overdamped Langevin dynamics.
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FIG. 5: Comparison of the convergence in the adaptation model: (a) σ at t = 0 and (b) at t = 0.09 with σSimple (orange
squares), σNEEP (blue triangles) and σTUR (black circles). The system parameters are set to the same values as in Fig. 2. The
mean and standard deviation of 10 independent trials are plotted.
FIG. 6: Comparison in terms of the entropy production estimation in the breathing parabola model: (a) scatter plot between
the true and estimated entropy production using σTUR, and (b) that using σSimple. In panel (a), the green dots deviating
from the diagonal line are before the correction of c(t), and the blue dots are after the correction. In each plot, the estimated
(Eq. (15)) and the true (Eq. (16)) single-step entropy production along 20 trajectories are calculated. The system parameters
are set to the same values as in Fig. 1, except ∆t = 10−2 and τobs = 2.0 to suppress the bias of σTUR. As these plots show, the
correction of c(t) in σTUR typically increases the statistical error.
We define F ′′ as a set of functions h ∈ F such that they are written as h(x,x′) = d
(
x+x′
2
)
(x′ − x) =: Jd. Then,
we derive σSimple as follows:
σdt = max
h∈F ′
〈
h− e−h + 1
〉
(26a)
= max
h∈F ′′
〈
h− e−h + 1
〉
(26b)
= max
d
[
2 〈Jd〉 −
Var(Jd)
2
]
, (26c)
where h∗ ∈ F ′′ is used in Eq. (26b), and
〈
e−Jd
〉
= 1− 〈Jd〉+
Var(Jd)
2 + o(dt) is used in Eq. (26c).
Then we compare the performance of the variational representations. σTUR has an advantage in estimating the
entropy production rate since the bound is the tightest as clarified in Eq. (11) of the main text. Indeed, we numerically
find that σTUR shows the best convergence among these representations. In Fig. 5, we show the comparison result at
(a) t = 0 and (b) t = 0.09 of the adaptation model. In the setup (a), σTUR converges the fastest, while they perform
equally well in (b). This is because the estimation is more difficult in (a) due to the rapid change of the thermodynamic
force. The result suggests that σTUR performs the best with a small amount of data, which is consistent with Eq. (11).
On the other hand, σNEEP and σSimple have an advantage in estimating the thermodynamic force. σTUR requires
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the correction on the constant factor c(t) to estimate the thermodynamic force exactly, since the optimal coefficient
satisfies d∗(x, t) = c(t)F (x, t). The correction by 2 〈Jd〉 /Var(Jd) = 1/c(t) can lose the benefit of the continuous-time
inference since it is based on the small ensemble at time t. In Fig. 6, we compare σTUR and σSimple in terms of the
entropy production estimation. We can see that the dots after the correction in (a) scatter more than those in (b),
while those before the correction in (a) seem to have similar variance. Interestingly, the dots before the correction
align on a straight line, which suggests that c(t) is almost time-independent due to the continuous-time inference.
Finally, we remark on the bias problem of the estimators. The variational representations are biased in the sense
that even if d(x, t) = F (x, t) is used, the objective function can be systematically shifted from σ(t) when the number
of trajectories is small. A criterion to judge the bias would be that the mean of 〈̂JF 〉, which is ≃ στ , is comparable
to its standard deviation ≃
√
2στ
N . Here, N is the number of single transitions and τ is the time interval to calculate
〈̂JF 〉, and τ is used here to distinguish it from the sampling interval ∆t. Thus, when the system is close to equilibrium,
we should consider using a larger time step τ to calculate the generalized current.
Supplementary Note 3: Calculating the analytical solutions
The analytical solutions for the entropy production rate σ(t) as well as for the thermodynamic force F (x, t) presented
in this paper, are obtained by exactly solving for the instantaneous probability density p(x, t).
Breathing parabola model
The breathing parabola model described by Eq. (14) is a colloidal system that remains in a time-dependent non-
equilibrium state during a process. For this model, we obtain p(x, t) under a Gaussian ansatz by computing Var(x)
using a path integral technique [66]. We corroborate this ansatz by checking that this Gaussian solution does indeed
solve the Fokker-Planck equation. Note that we could also presumably obtain p(x, t) directly from the Fokker-Planck
equation, as we do for the second model in the following section. However, the method we present here is easier in
our opinion, for the case when the system remains in a transient state.
In order to compute Var(x) for the breathing parabola model, in the path integral formalism, we first write down
the moment generating function of x2(τ) as a path integral,〈
eλ x
2(τ)
〉
=
∫
x(0)
∫
x(τ)
D[x(·)] e−S[x(·),λ], (27)
where the action S[x(·), λ] has the information about the initial conditions of the system, the equations governing the
dynamics as well as the quantity x(τ) whose moment generating function we are interested in computing [66]. For
this particular case, the action is given by
S[x(·), λ] = V (x(0)) +
1
4T
∫ τ
0
dt (x˙(t) + κ(t)x(t))2 + λx2(τ). (28)
After several partial integration, we can write the action in a manifestly quadratic form as
S[x(·), λ] =
∫ τ
0
dt x(t)O(t)x(t) + Boundary terms, (29)
where the operator O(t) is given by
O(t) := −
d2
dt2
− κ˙(t) + κ2(t). (30)
The boundary terms can further be written down as
Boundary terms =
(
x(0) x˙(0)
)
M
(
x(0)
x˙(0)
)
+
(
x(τ) x˙(τ)
)
N
(
x(τ)
x˙(τ)
)
, (31)
where
M =
(
κ(0) −1
0 0
)
, N =
(
0 0
κ(τ) + 4 λ 1
)
(32)
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Direct evaluation of the Gaussian integral then gives
〈
eλ x
2(τ)
〉
=
√
detO(t)|λ=0
detO(t)
. (33)
The determinants appearing in the above expression are functional determinants. A method for evaluating the
determinant ratio appearing in Eq. (33) was introduced in Ref. [67]. It was shown that, if Fλ(l) is the characteristic
polynomial corresponding to the operator O(t), then√
detO(t)|λ=0
detO(t)
=
√
F0(0)
Fλ(0)
. (34)
There is a natural choice for the identification of the characteristic polynomial F , in terms of the matrices M and N
as well as the fundamental solutions zi(t) of the differential operator O(t) such that O(t)z(t) = 0. In this particular
case, the two independent solutions of the equation O(t)z(t) = 0 are given by
z1(t) = (1 + t)
2, z2(t) =
1
1 + t
. (35)
The characteristic polynomial can then be obtained as
Fλ(0) = det
[
M +NH(τ)H−1(0)
]
, (36)
H(t) =
(
z1(t) z2(t)
z˙1(t) z˙2(t)
)
. (37)
From the moment generating function, it is then straightforward to compute 〈x2(τ)〉. We obtain
〈x2(τ)〉 =
(3 + 6τ + 6τ2 + 2τ3)
3(1 + τ)2
. (38)
The instantaneous probability density is therefore given by
p(x, t) =
e
−
3(1+t)2 x2
2(3+6t+6t2+2t3)√
2pi (3+6t+6t2+2t3)
3(1+t)2
. (39)
It is then straightforward to check that this p(x, t) solves the corresponding Fokker-Planck equation. In order to
obtain σ(t), we first compute the instantaneous current j(x, t) as
j(x, t) =
(
κ(t)
γ
x−
T
γ
∂x
)
p(x, t). (40)
Then by using Eq. (5) and Eq. (6) in the main text, we get
σ(t) =
∫
dx
j(x, t)2
D p(x, t)
=
t2
(
t2 + 3t+ 3
)2
3(t+ 1)4 (2t3 + 6t2 + 6t+ 3)
(41)
which is plotted as the black line in Fig. 1(c). In Fig. 1(b), the black line corresponds to the total entropy production,
along a trajectory {xi∆t}
N
i=0,
S[x(·), t] =
t/∆t−1∑
i=0
F
(
xi∆t + x(i+1)∆t
2
,
(
i+
1
2
)
∆t
) (
x(i+1)∆t − xi∆t
)
, (42)
with
F (x, t) =
j(x, t)
D p(x, t)
. (43)
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Biological model
The second model we have studied is a linear diffusive system of the form (Eq. (17) of the main text):
x˙(t) = A(t) x(t) +B · η(t). (44)
It is again the linearity of this system enables us to solve it exactly. In general dynamical systems of the kind Eq. (44)
are called generalized O¨rnstein-Uhlenbeck processes. The corresponding Fokker-Planck equation satisfied by p(x, t)
reads
∂p
∂t
= −∇ [Axp(x, t)−D∇p(x, t)] , (45)
where D is the diffusion matrix,
D =
1
2
BBT . (46)
General techniques have been developed in the literature to solve such Fokker-Planck equations [68, 69], especially
for systems reaching a stationary state. Specifying the initial time as t0 and the initial position as x0, the general
solution of the Fokker-Planck equation can be obtained as [69],
p(x, t|x0, t0) =
e−
1
2 [x−e
−(t−t0)Ax0]
T
S
−1(t−t0)[x−e−(t−t0)Ax0]√
(2pi)2 detS(t− t0)
, (47)
where the matrix S is given by
S(t) = S(∞)− e−tAS(∞)etA
T
, (48)
and the matrix S(∞) can be obtained by solving
AS(∞) + S(∞)AT = 2D. (49)
The instantaneous density p(x, t) can be obtained from Eq. (47) by integrating out the initial variables x0 over the
specific initial density. In particular, the stationary density if it exists, is given by,
pss(x) =
e−
1
2x
T
S
−1(∞)x√
(2pi)2 detS(∞)
. (50)
For the biological model we studied in Eq. (17), βl(t) = 0 for t < 0 and βl(t) = 0.01 for t ≥ 0. For t < 0, the
equations of motion read
a˙(t) = −
1
τa
[a(t)− αm(t)] +
√
2∆aηa(t), (51a)
m˙(t) = −
1
τm
a(t) +
√
2∆mηm(t). (51b)
The above formalism can be straightforwardly applied to compute the corresponding stationary density of this system,
which is the initial density at t = 0. When t ≥ 0, the coupled equations read,
a˙(t) = −
1
τa
[a(t)− αm(t) + 0.01] +
√
2∆a ηa(t), (52a)
m˙(t) = −
1
τm
a(t) +
√
2∆m ηm(t). (52b)
To apply the above formalism to t > 0, we make the change of variables αm − 0.01 = m′. In the new variables, the
equations read
a˙(t) = −
1
τa
[a(t)−m′(t)] +
√
2∆aηa(t), (53a)
m˙′(t) = −
α
τm
a(t) + α
√
2∆m ηm(t). (53b)
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In this form, we can now apply the formalism described above to obtain the instantaneous density in Eq. (47) in
the transformed variables a, m′. We then need to revert back to the original variables a, m using m = m
′+0.01
α and
integrate out over the initial stationary density obtained for the t < 0 case to obtain p(a,m, t). Since the intermediate
densities are all Gaussian, we take care of the Jacobian factors under coordinate transformation by making sure that
the densities are properly normalized.
Once we have p(a,m, t), we obtain j(a,m, t), F (a,m, t), and σ(t), using Eqns. (3) - (6) in the main text. The
expression are then used to plot the analytical results in Fig. 2.
