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Abstract
In this paper, a predator–prey reaction–diffusion system with one resource and two consumers is considered. Assume that
one consumer species exhibits Holling II functional response while the other consumer species exhibits Beddington–DeAngelis
functional response, and they compete for the common resource. First, it is proved that the unique positive constant steady state is
stable for the ODE system and the reaction–diffusion system. Second, a prior estimates of positive steady state is given. Finally, the
non-existence of non-constant positive steady state, the existence and bifurcation of non-constant positive steady state are studied.
© 2007 Published by Elsevier Inc.
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1. Introduction
In this paper, we are interested in a predator–prey system with one resource and two consumers. We assume that
the first consumer species feeds upon the resource according to the Holling II functional response while the second
consumer species feeds on the resource following the Beddington–DeAngelis functional response [1–3], and they
compete for the common resource. The model is a system of three differential equations of the form⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
du1
dt
= ru1
(
1 − u1
K
)
− au1u2
1 + bu1 −
Au1u3
1 +Bu1 +Cu3 ,
du2
dt
= u2
(
−m+ eu1
1 + bu1
)
,
du3
dt
= u3
(
−M + Eu1
1 +Bu1 +Cu3
)
,
(1.1)
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L.-J. Hei, Y. Yu / J. Math. Anal. Appl. 339 (2008) 566–581 567where a, b, e,m, r,A,B,C,E,K,M are positive constants, u1(t), u2(t), u3(t) represent the density of one resource
species and two consumer species at time t , respectively. By the following scaling:
u1
K
→ u1, u2 → u2, u3 → u3, rt → t, a
r
→ a, bK → b, A
r
→ A, BK → B, C → C,
m
r
→ m, eK
m
→ e, M
r
→ M, EK
M
→ E,
system (1.1) takes the form⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
du1
dt
= u1(1 − u1)− au1u21 + bu1 −
Au1u3
1 +Bu1 +Cu3 ,
du2
dt
= mu2
(
−1 + eu1
1 + bu1
)
,
du3
dt
= Mu3
(
−1 + Eu1
1 +Bu1 +Cu3
)
.
(1.2)
It is known that the solutions of system (1.2) are non-negative and bounded for all t  0 when the initial value condition
u1(0) 0, u2(0) 0, u3(0) 0 holds [3], and it is obvious that problem (1.2) has a constant positive solution if and
only if
e > b, E −B > e − b, CE(e − b − 1)−A(e − b)[(E −B) − (e − b)]> 0. (1.3)
Moreover, when (1.3) holds, the constant positive solution u˜ = (u˜1, u˜2, u˜3) is uniquely given by⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u˜1 = 1
e − b ,
u˜2 =
[
(1 − u˜1)− Au˜3
Eu˜1
]
eu˜1
a
= e{CE(e − b − 1)−A(e − b)[(E −B)− (e − b)]}
aEC(e − b)2 ,
u˜3 = (E −B)u˜1 − 1
C
= (E −B)− (e − b)
C(e − b) .
(1.4)
This constant positive solution is also called positive steady-state solution or steady state of (1.2).
Now, if the resource and two consumer species are confined to a fixed bounded domain Ω in RN with smooth
boundary, and their densities are spatially inhomogeneous, from (1.2), we are led to consider the following reaction–
diffusion system:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u1t − d1u1 = u1(1 − u1)− au1u21+bu1 −
Au1u3
1+Bu1+Cu3 G1(u), x ∈ Ω, t > 0,
u2t − d2u2 = mu2(−1 + eu11+bu1 )G2(u), x ∈ Ω, t > 0,
u3t − d3u3 = Mu3(−1 + Eu11+Bu1+Cu3 )G3(u), x ∈ Ω, t > 0,
∂u1
∂ν
= ∂u2
∂ν
= ∂u3
∂ν
= 0, x ∈ ∂Ω, t > 0,
ui(x,0) 0, i = 1,2,3, x ∈ Ω.
(1.5)
In the above, ν is the outward unit normal vector of the boundary ∂Ω and the homogeneous Neumann boundary
condition is being considered. The constants di , i = 1,2,3 which are the diffusion coefficients, are positive, and the
initial data u1(x,0), u2(x,0), u3(x,0) are continuous functions.
The system (1.5) arises in mathematical biology as a predator–prey model of three species which are interacting
each other and migrating in the same habitat Ω . The corresponding ODE system (1.1) was proposed and studied in [3],
where the explanations of the ecological background of this model can be found as well. The research of predator–prey
models has a long histories. We can refer to [3–13] and references therein for a brief review of the development along
this line. The major objective of this paper is to study the existence of non-constant positive steady-state solutions
of (1.5). The Leray–Schauder degree theorem and bifurcation technique are our key tools to obtain the main results
in this paper. In fact, the existence of positive steady-state solutions of reactive diffusion predator–prey system has
been studied by the degree theorem and bifurcation technique in many works, see, for example, [10,13,16,21] for the
homogeneous Dirichlet boundary condition, and [12,17,18,22,23] for homogeneous Neumann boundary conditions.
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has received extensive study. See, for example, while u2 ≡ 0, in [18], the authors verified the dissipation, persistence,
stability of non-negative constant steady state and the existence of non-constant positive steady state of the diffusion
equation. In [19] a predator–prey dynamic model with the Beddington–DeAngelis functional response and Robin
boundary condition has been studied.
In [20], Wonlyul Ko and Kimun Ryu studied a predator–prey model with Holling type II functional response incor-
porating a prey refuge under homogeneous Neumann boundary condition while u3 ≡ 0. Moreover, they investigate the
asymptotic behavior of spatially inhomogeneous solutions and the local existence of periodic solutions. Yihong Du
and Yuan Lou have studied the similar system of (1.5) with the Dirichlet boundary conditions [21] and the Neumann
boundary conditions [22] while u3 ≡ 0. They discussed the non-existence and the existence of the positive steady-state
solution.
This paper will be organized as follows. In Section 2, we will be proved that if the parameters A,B,C,E, e, b
satisfy (1.3) and
E2C
[
b(e − b − 1)− e]+A(e − b)(Be − bE)[(E −B) − (e − b)]< 0, (1.6)
then the equilibrium solution u˜ of (1.2) is locally asymptotically stable. In Section 3, we prove that if (1.3) and (1.6)
hold then the constant positive steady state u˜ of (1.5) is also locally asymptotically stable. The methods of Sections 2
and 3 to study local stability are based on local linearization techniques. In Section 4, a priori upper and lower bounds
for positive steady states of (1.5) are established. In Sections 5–7, the non-existence of non-constant positive steady
states, the existence and bifurcation of non-constant positive steady state of (1.5) are studied.
2. Stability of the positive steady states for the ODE system
In this section, we discuss the local stability of the positive steady state (u˜1, u˜2, u˜3) for the ODE system (1.2).
Throughout this paper, by saying that u = (u1, u2, u3) is positive, we mean that ui > 0, i = 1,2,3. Let u(t) =
(u1(t), u2(t), u3(t)) be a positive solution of (1.2). It is easy to see that u1(t), u2(t) and u3(t) are bounded [3]. The
main result of this section is the following.
Theorem 2.1. If the parameters b, e,A,B,C and E satisfy (1.3) and (1.6), then the steady-state solution u˜ =
(u˜1, u˜2, u˜3)T is locally asymptotically stable.
Proof. We shall use Routh–Hurwitz criterion [28] to prove our result. Let G(u) = (G1(u),G2(u),G3(u)), then prob-
lem (1.2) can be written as
du
dt
= G(u).
Denote
Gu(u˜) =
⎛
⎝a11 a12 a13a21 a22 a23
a31 a32 a33
⎞
⎠ ,
which stands for the derivative of G(u) at the steady state u˜ = (u˜1, u˜2, u˜3)T . Since the parameters satisfy (1.3)
and (1.6), through a direct computation, we can obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
a11 = −u˜1 + abu˜2
e2u˜1
+ ABu˜3
E2u˜1
= E
2C[b(e − b − 1)− e] +A(e − b)(Be − bE)[(E −B)− (e − b)]
eCE2(e − b) < 0,
a12 = − au˜11 + bu˜1 = −
a
e
< 0, a13 = −Au˜3
Eu˜1
< 0, a21 = emu˜2
(1 + bu˜1)2 =
u˜2
meu˜1
> 0, a22 = a23 = 0,
a31 = MEu˜3(1 +Cu˜3)
(1 +Bu˜1 +Cu˜3)2 > 0, a32 = 0, a33 = −
MECu˜1u˜3
(1 +Bu˜1 +Cu˜3)2 < 0.
(2.1)
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ϕ(λ) = λ3 +A1λ2 +A2λ+A3.
From (2.1) one can calculate that⎧⎪⎨
⎪⎩
A1 = −(a11 + a33) > 0,
A2 = a11a33 − a12a21 − a31a13 > 0,
A3 = −
{
det Gu(u˜)
}= a21a12a33 > 0.
(2.2)
Then, using (1.6) and (2.1), a direct calculation yields
A1A2 −A3 = −(a11 + a33)(a11a33 − a12a21 − a13a31)− a21a12a33
= −a211a33 + a11a12a21 + a11a31a13 − a11a233 + a33a31a13
> 0.
From the Routh–Hurwitz criterion, we can conclude that the characteristic polynomial of Gu(u˜) has only roots with
negative real parts, and so u˜ is local asymptotically stable. 
3. Stability of the constant positive steady states for the reaction–diffusion system
In this section, we discuss the local stability of the constant positive steady state (u˜1, u˜2, u˜3) for the reaction–
diffusion system (1.5). Let 0 = μ0 < μ1 < μ2 < μ3 < · · · be the eigenvalues of the operator − on Ω with the
homogeneous Neumann boundary condition, and E(μi) be eigenspace corresponding to μi in C1(Ω). Let X =
{u ∈ [C1(Ω)]3 | ∂νu = 0 on ∂Ω}, {φij ; j = 1, . . . ,dimE(μi)} be an orthonormal basis of E(μi), and Xij = {cφij |
c ∈ R3}. Then,
X =
∞⊕
i=1
Xi and Xi =
dimE(μi)⊕
j=1
Xij . (3.1)
Theorem 3.1. Assume that the parameters A,B,C,E,b, e satisfy (1.3) and (1.6). Then the constant positive steady
state u˜ of (1.5) is uniformly asymptotically stable.
Proof. Let D = diag(d1, d2, d3), L =D + Gu(u˜). The linearization of (1.5) at u˜ is ut = Lu. For each i  0, Xi is
invariant under the operator L, and λ is an eigenvalue of L on Xi if and only if it is an eigenvalue of the matrix
−μiD + Gu(u˜) is given by
ψi(λ) = λ3 +B1iλ2 +B2iλ+B3i ,
with
B1i = μi(d1 + d2 + d3)+A1,
B2i = μ2i (d1d2 + d1d3 + d2d3)−μi
[
a33d1 + (a11 + a33)d2 + a11d3
]+A2,
B3i = μ3i d1d2d3 −μ2i (d1d2a33 + d2d3a11)+μi
[
(a11a33 − a13a31)d2 − a21a12d3
]+A3,
where aij ,Ai are as given in (2.1), (2.2), respectively. In view of (2.1), it follows that B1i ,B2i ,B3i > 0. Through a
series of calculation, we have that
B1iB2i −B3i = M1μ3i +M2μ2i +M3μi +A1A2 −A3,
in which
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M2 = −(a11 + a33)(d1d2 + d2d3 + d1d3)−
[
a33d
2
1 + a33(d1d2 + d1d3)+ (a11 + a33)(d1d2 + d2d3)
+ (a11 + a33)d2 + a11(d3d1 + d3d2)+ a11d23
]+ d1d2a33 + d2d3a11
= −(a11 + a33)
(
2d1d2 + 2d2d3 + d1d3 + d22
)− a33d1(d1 + d3)− a11d3(d1 + d3) > 0,
M3 = (a11a33 − a12a21 − a31a13)(d1 + d2 + d3)+ (a11 + a33)
[
a33d1 + (a11 + a33)d2 + a11d3
]
− [(a11a33 − a13a31)d2 − a21a12d3]
= (2a11a33 − a12a21 + a233a31a13)d1 + (2a11a33 − a12a21 + a211 + a233)d2
+ (2a11a33 − a31a13 + a211)d3 > 0.
Recall that A1A2 − A3 > 0, we conclude that B1iB2i − B3i > 0 for all i  0. It follows from the Routh–Hurwitz
criterion that, for each i  0, the three roots λ1,i , λ2,i , λ3,i of ψi(λ) = 0 all have negative real parts.
In the following we shall prove that there exists a positive constant δ such that
Re{λi,1},Re{λi,2},Re{λi,3}−δ, for all i  1. (3.2)
Consequently, the spectrum of L, which consists of eigenvalues, lies in {Reλ−δ}. The local stability of u˜ then
follows by applying Theorem 5.1.1 of [24, p. 98].
Now, we will prove (3.2). Let λ = μiζ , then
ψi(λ) = μ3i ζ 3 +B1iμ2i ζ 2 +B2iμiζ +B3i  ψ˜i(ζ ).
Since μi → ∞ as i → ∞, it follows that
lim
i→∞
{
ψ˜i(ζ )/μ
3
i
}= ζ 3 + (d2 + d2 + d3)ζ 2 + (d1d2 + d1d3 + d2d3)ζ + d1d2d3  ψ¯(ζ ).
Applying the Routh–Hurwitz criterion, it follows that the three roots ζ1, ζ2, ζ3 of ψ¯(ζ ) = 0 all have negative real
parts. Thus, there exists a positive constant δ¯ such that Re{ζ1},Re{ζ2},Re{ζ3}−δ¯. By continuity, we see that there
exists i0 such that the three roots ζi1, ζi2, ζi3 of ψ¯i(ζ ) = 0 satisfy
Re{ζi,1},Re{ζi,2},Re{ζi,3}−δ¯/2, for all i  i0.
In turn, Re{λi,1},Re{λi,2},Re{λi,3}−μiδ¯/2−δ¯/2, for all i  i0.
Let
−δ˜ = max
1ii0
{
Re{λi,1},Re{λi,2},Re{λi,3}
}
,
then δ˜ > 0, and (3.2) holds for
δ = min{δ˜, δ˜/2}.
The proof is complete. 
As a consequence of Theorem 3.1, problem (1.5) has no non-constant positive steady state in some neighborhood
of u˜ if (1.3) and (1.6) hold.
4. A priori estimates of positive steady state
The corresponding steady-state problem of (1.5) is⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−d1u1 = G1(u), x ∈ Ω,
−d2u2 = G2(u), x ∈ Ω,
−d3u3 = G3(u), x ∈ Ω, (4.1)
∂νu1 = ∂νu2 = ∂νu3 = 0, x ∈ ∂Ω.
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However, as Ω and the dimension N are fixed, we will not mention the dependence explicitly. Also, for convenience,
we shall write Λ instead of the collective constants (a, b, e,m,A,B,C,E,M).
The main purpose of this section is to give a priori positive upper and lower bounds for the positive solutions
of (4.1). To this aim, we will cite two known results. The first is due to Lin, Ni and Takagi [25], and the second to Lou
and Ni [26].
Proposition 4.1 (Harnack inequality). (See [25].) Let ω ∈ C2(Ω)∩C1(Ω) be a classical positive solution to
ω(x) + c(x)ω(x) = 0 in Ω , where c(x) ∈ C(Ω), satisfying the homogeneous Neumann boundary condition. Then
there exists a positive constant C∗ = C∗(N,Ω,‖c‖∞) such that
max
Ω
ω C∗ min
Ω
ω
Proposition 4.2 (Maximum principle). (See [26].) Suppose that g ∈ C(Ω × R1) and bj ∈ C(Ω), j = 1,2, . . . ,N .
(i) If ω ∈ C2(Ω)∩C1(Ω) satisfies
ω(x)+
N∑
j=1
bj (x)ωxj + g
(
x,ω(x)
)
 0 in Ω, ∂νω 0 on ∂Ω,
and ω(x0) = maxΩ ω, then g(x0,ω(x0)) 0.
(ii) If ω ∈ C2(Ω)∩C1(Ω) satisfies
ω(x)+
N∑
j=1
bj (x)ωxj + g
(
x,ω(x)
)
 0 in Ω, ∂νω 0 on ∂Ω,
and ω(x0) = minΩ ω, then g(x0,ω(x0)) 0.
In this paper, by classical solutions, we mean solutions in C2(Ω) ∩ C1(Ω). The result of upper bounds can be
stated as follows:
Theorem 4.1 (Upper bounds). For any positive classical solution (u1, u2, u3) of (4.1),
max
Ω
u1  1, max
Ω
u2 
e(4md1 + d2)
4ad2
, max
Ω
u3 
E −B − 1
C
. (4.2)
Proof. Since
u1(1 − u1)− au1u21 + bu1 −
Au1u3
1 +Bu1 +Cu3  u1(1 − u1),
the first result follows easily from the maximum principle. Then we can conclude the third inequality of (4.2) by a
direct application.
Let ω = med1u1 + ad2u2, then we can conclude that{−ω = meu1(1 − u1)− Ameu1u31+Bu1+Cu3 −mau2, x ∈ Ω,
∂νω = 0, x ∈ ∂Ω.
Let ω(x0) = maxΩ ω(x). By the application of the maximum principle, it yields
mau2(x0)meu1(1 − u1)− Ameu1u31 +Bu1u3 
me
4
.
Consequently,
ad2 maxu2(x)maxω(x) = ω(x0) = med1u1(x0)+ ad2u2(x0)med1 + ed2 ,
Ω Ω 4
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max
Ω
u2(x)
e(4md1 + d2)
4ad2
.
The proof is completed. 
Theorem 4.2 (Lower bounds). Let Λ and d1, d2, d3 be fixed positive constants. Assume that (d1, d2, d3) ∈ [d1,∞)×
[d2,∞)× [d3,∞), and
min
{
4d2 − 4med1 − ed2
4d2
,
C(E −B)−A(E −B − 1)
C(E −B)
}
>
1
e − b . (4.3)
Then there exists a positive constant C = C(Λ,d1, d2, d3), such that every positive classical solution (u1, u2, u3)
of (4.1) satisfies
min
Ω
ui(x) > C, i = 1,2,3. (4.4)
Proof. Let
c1(x) = d−11
(
1 − u1 − au21 + bu1 −
Au3
1 +Bu1 +Cu3
)
,
c2(x) = d−12 m
(
−1 + eu1
1 + bu1
)
,
c3(x) = d−13 M
(
−1 + Eu1
1 +Bu1 +Cu3
)
.
Then, in view of (4.2), there exists a positive constant C(d,Λ) such that ‖c1‖∞, ‖c2‖∞, ‖c3‖∞  C, if d1, d2, d3  d .
Thus, as u1, u2, u3 satisfy
ui + ci(x)ui = 0, x ∈ Ω; ∂ui
∂ν
= 0, x ∈ ∂Ω, i = 1,2,3.
The Harnack inequality in Proposition 4.1 shows that there exists a positive constant C∗ = C∗(Λ,d) such that
max
Ω
ui  C∗ min
Ω
ui, i = 1,2,3. (4.5)
Now, suppose, on the contrary, that (4.4) does not hold. Then there exists a sequence {d1i , d2i , d3i}∞i=1 with
d1i , d2i , d3i ∈ [d1,∞) × [d2,∞) × [d3,∞) such that the corresponding positive solutions (u1i , u2i , u3i ) of (4.1)
satisfy
max
Ω
u1i → 0 or max
Ω
u2i → 0 or max
Ω
u3i → 0, as i → ∞. (4.6)
By the maximum principle, u1i  1. Integrating by parts, we obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
Ω
[
u1i (1 − u1i )− au1iu2i1 + bu1i −
Au1iu3i
1 +Bu1i +Cu3i
]
dx = 0,
∫
Ω
mu2i
(
−1 + eu1i
1 + bu1i
)
dx = 0,
∫
Ω
Mu3i
(
−1 + Eu1i
1 +Bu1i +Cu3i
)
dx = 0,
(4.7)
for i = 1,2, . . . . The standard regularity theorem for the elliptic equations yields that there exists a subsequence
of {u1i , u2i , u3i}∞i=1, which we shall still denote by {u1i , u2i , u3i}∞i=1, and three non-negative functions u1, u2, u3 ∈
C2(Ω), such that (u1i , u2i , u3i ) → (u1, u2, u3) in [C2(Ω)]3 as i → ∞. By (4.6), we note that u1 ≡ 0 or u2 ≡ 0
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isfy (4.3), i.e.
4d¯2 − 4med¯1 − ed¯2
4d¯2
>
1
e − b . (4.8)
Let i → ∞ in (4.7) we obtain that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
Ω
[
u1(1 − u1) − au1u21 + bu1 −
Au1u3
1 +Bu1 +Cu3
]
dx = 0,
∫
Ω
mu2
(
−1 + eu1
1 + bu1
)
dx = 0,
∫
Ω
Mu3
(
−1 + Eu1
1 +Bu1 +Cu3
)
dx = 0.
We now consider the following three cases.
Case 1. u1 ≡ 0.
Since u1i → u1, as i → ∞. Then
−1 + eu1i
1 + bu1i < 0 on Ω, for all i 
 1.
Integrating the differential equation for u2i over Ω by parts, we have
0 = d2i
∫
∂Ω
∂νu2i ds = −d2i
∫
Ω
u2i dx =
∫
Ω
u2i
(
−1 + eu1i
1 + bui
)
dx < 0, for all i 
 1,
which is a contradiction.
Case 2. u2 ≡ 0, u1 = 0 on Ω , then the Hopf boundary lemma gives u1 > 0 on Ω .
In this case, u1 and u3 satisfy
−d¯1u1 = u1
[
(1 − u1)− Au31 +Bu1 +Cu3
]
, x ∈ Ω; ∂νu1 = 0, x ∈ ∂Ω. (4.9)
Applying Proposition 4.2 and the third inequality of (4.2), let u1(x0) = minΩ u1(x), it follows from (4.9) that
1 − u1(x0)− Au3(x0)1 +Bu1(x0)+Cu3(x0)  0,
i.e.
u1(x0) 1 − Au3(x0)1 +Bu1(x0)+Cu3(x0)  1 −
Au3(x0)
1 +Cu3(x0)  1 −
A · E−B−1
C
(E −B) ,
u1(x0)
C(E −B)−A(E −B − 1)
C(E −B) .
Using the given assumptions C(E−B)−A(E−B−1)
C(E−B) >
1
e−b , it is easy to see that
−1 + eu1i
1 + bu1i > 0 on Ω, for all i 
 1.
Integrating the differential equation for u2i over Ω by parts, we have
0 = d2i
∫
∂Ω
∂νu2i ds = −d2i
∫
Ω
u2i dx =
∫
Ω
u2i
(
−1 + eu1i
1 + bui
)
dx > 0, for all i 
 1,
which is a contradiction.
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satisfy
−d¯1u1 = u1
[
(1 − u1)− au21 + bu1
]
, x ∈ Ω, ∂νu1 = 0, x ∈ ∂Ω. (4.10)
Applying Proposition 4.2 and the second inequality of (4.2), let u1(x0) = minΩ u1(x), it follows from (4.10) that
u1(x0) 1 − au2(x0)1 + bu1(x0)  1 −
4med¯1 + ed¯2
4d¯2
,
u1(x0)
4d¯2 − 4med¯1 − ed¯2
4d¯2
.
Since d¯1, d¯2 satisfy (4.8), it is easy to see that
−1 + eu1i
1 + bu1i > 0 on Ω, for all i 
 1.
Integrating the differential equation for u2i over Ω by parts, we have
0 = d2i
∫
∂Ω
∂νu2i ds = −d2i
∫
Ω
u2i dx =
∫
Ω
u2i
(
−1 + eu1i
1 + bui
)
dx > 0, for all i 
 1,
which is a contradiction. The proof of Theorem 4.2 is complete. 
5. Non-existence of non-constant positive steady state
In this section we shall discuss the non-constant positive solutions to problem (4.1) when the diffusion coefficient d1
varies while the other parameters d2, d3,Λ are fixed.
Theorem 5.1. Let d∗2 and d∗3 be fixed positive constants and satisfy d∗2μ1  m(e−b−1)1+b , d∗3μ1  M(E−B−1)1+B . Then there
exists a positive constant D1 = D1(Λ,d∗2 , d∗3 ), such that, when d1 > D1, d2  d∗2 , and d3  d∗3 , problem (4.1) has no
non-constant positive solution.
Proof. For any ϕ ∈ L1(Ω), let
ϕ¯ = 1/|Ω|
∫
Ω
ϕ dx. (5.1)
Multiplying the differential equation (4.1) by u − u¯, and then integrating over Ω by parts, we have
3∑
i=1
∫
Ω
di |∇ui |2 dx =
3∑
i=1
∫
Ω
(
Gi (u) − Gi (u¯)
)
(ui − u¯i )
=
∫
Ω
{
(u1 − u¯1)2
[
1 − (u1 + u¯1)
]
− au2(u1 − u¯1)
2 + (au¯1 + abu1u¯1)(u1 − u¯1)(u2 − u¯2)
(1 + bu1)(1 + bu¯1)
− (Au1 +ABu1u¯1)(u3 − u¯3)(u1 − u¯1)+ (Au3 +ACu3u¯3)(u1 − u¯1)
2
(1 +Bu1 +Cu3)(1 +Bu¯1 +Cu¯3)
−m(u2 − u¯2)2 +meu2(u1 − u¯1)(u2 − u¯2)+ (ebu1u¯1 + eu¯1)(u2 − u¯2)
2
(1 + bu1)(1 + bu¯1) −M(u3 − u¯3)
2
+ (Eu1 +EBu1u¯1)(u3 − u¯3)
2 + (Eu3 +ECu3u¯3)(u1 − u¯1)(u3 − u¯3)}
dx
(1 +Bu1 +Cu3)(1 +Bu¯1 +Cu¯3)
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∫
Ω
{
(1 +C1 +C2)(u1 − u¯1)2 +
(
m(e − b − 1)
1 + b + ε1
)
(u2 − u¯2)2
+
(
M(E −B − 1)
1 +B + ε2
)
(u3 − u¯3)2
}
dx, (5.2)
for some positive constants C1 = C1(Λ,d∗2 , d∗3 , ε1), C2 = C2(Λ,d∗2 , d∗3 , ε2), where ε1, ε2 are the arbitrary small
positive constants arising from Young’s inequality.
In view of the Poincare inequality [29],
μ1
∫
Ω
(f − f¯ )2 dx 
∫
Ω
|∇f |2 dx,
where f¯ is similar to (5.1), it follows from (5.2) that
μ1
3∑
i=1
∫
Ω
di(ui − u¯i )2 dx 
∫
Ω
{
(1 +C1 +C2)(u1 − u¯1)2 +
(
m(e − b − 1)
1 + b + ε1
)
(u2 − u¯2)2
+
(
M(E −B − 1)
1 +B + ε2
)
(u3 − u¯3)2
}
dx. (5.3)
Choose ε1, ε2 > 0 very small such that
μ1d
∗
2 
m(e − b − 1)
1 + b + ε1, μ1d
∗
3 
M(E −B − 1)
1 +B + ε2.
Then (5.3) implies that u2 = u¯2 = constant, u3 = u¯3 = constant, and u1 = u¯1 = constant if d1 > D1 
μ−11 (1 +C1 +C2). The proof is complete. 
6. Existence of non-constant positive steady states
In this section we discuss the existence of non-constant positive classical solutions to (4.1) when the diffusion
coefficients d2 vary while the parameters Λ,d1, d3 are kept fixed. Theorem 3.1 implies that when (1.3) holds and
a11 < 0, then (4.1) has no non-constant positive classical solutions. In view of this reason, we shall restrict this
discussion to the case where Λ satisfy (1.3) and a11 > 0.
First, we shall study the linearization of (4.1) at u˜. Let X be as in Section 3, and define
X+ = {u ∈ X | ui > 0 on Ω, i = 1,2,3},
B(c) = {u ∈ X ∣∣ c−1 < ui < c on Ω, i = 1,2,3},
where c is a positive constant that is guaranteed to exist by Theorems 4.1 and 4.2. Then (4.1) can be written as{−Du = G(u), x ∈ Ω,
∂νu = 0, x ∈ ∂Ω, (6.1)
and u is a positive solution to (6.1) if and only if
F(u) u − (I −)−1{D−1G(u)+ u}= 0 in X+,
where (I − )−1 is the inverse of I −  in X with the homogeneous Neumann boundary condition. As F(·) is a
compact perturbation of the identity operator, for any B = B(c). The Leray–Schauder degree deg(F(·),0,B) is well
defined if F(u) = 0 on ∂B.
Further, we note that
DuF(u˜) = I − (I −)−1
{
D−1Gu(u˜)+ I
}
,
and recall that if DuF(u˜) is invertible, the index of F at u˜ is defined as index(F(·), u˜) = (−1)γ , where γ is the total
number of eigenvalues with negative real parts (counting multiplicities) of DuF(u˜) [27].
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for each integer i  0 and each integer 1 j  dimE(μi),Xij is invariant under DuF(u˜), and λ is an eigenvalue of
DuF(u˜) on Xij if and only if it is an eigenvalue of the matrix
I − 1
1 +μi
[
D−1Gu(u˜)+ I
]= 1
1 +μi
[
μiI −D−1Gu(u˜)
]
.
Thus, DuF(u˜) is invertible if and only if, for all i  0, the matrix I − [1/(1 +μi)][D−1Gu(u˜) + I] is non-singular.
Write
H(μ) = H(u˜;μ) det{μI −D−1Gu(u˜)}= 1
d1d2d3
det
{
μD − Gu(u˜)
}
. (6.2)
We note, furthermore, that if H(μi) = 0, then for each 1  j  dimE(μi), the number of negative eigenvalues of
DuF(u˜) on Xij is odd if and only if H(μi) < 0. From this, we can conclude the following result, it also can be found
in [12,23].
Proposition 6.1. Suppose that, for all i  0, the matrix μiI −D−1Gu(u˜) is non-singular. Then
index
(
F(·), u˜)= (−1)σ , where σ = ∑
i0,H(μi)<0
dimE(μi).
This proposition shows that σ and γ have the same parity in here. To calculate the index of (F(·), u˜), we will
consider carefully the sign of H(μi). The direct calculation gives
det
{
μD − Gu(u˜)
}= A3(d2)μ3 +A2(d2)μ2 +A1(d2)μ− det{Gu(u˜)}A(d2;μ), (6.3)
with {
A3(d2) = d1d2d3, A2(d2) = −(a33d1d2 + a11d2d3),
A1(d2) = a11a33d2 − a31a13d2 − a12a21d3,
where aij are as given in (2.1).
We consider the dependence of A on d2. Let μ˜1(d2), μ˜2(d2) and μ˜3(d2) be the three roots of A(d2;μ) = 0. Then
μ˜1(d2)μ˜2(d2)μ˜3(d2) = det
{
Gu(u˜)
}
.
The direct computation gives det{Gu(u˜)} < 0. Note that A3(d2) > 0. Thus, one of μ˜1(d2), μ˜2(d2), μ˜3(d2) is real and
negative, and the product of the other two is positive.
Consider the following limits:
lim
d2→∞
A3(d2)
d2
= d1d3, lim
d2→∞
A2(d2)
d2
= −a33d1 − a11d3, lim
d2→∞
A1(d2)
d2
= a11a33 − a31a13,
lim
d2→∞
A(d2)
d2
= d1d3μ3 − (a33d1 + a11d3)μ2 + (a11a33 − a31a13)μ
= μ[d1d3μ2 − (a33d1 + a11d3)μ+ a11a33 − a31a13].
If the parameters Λ,d1, d3 satisfy a11d3 + a33d1 > 0, we can establish the following:
Proposition 6.2. Assume that (1.3) holds, and a11 > 0. Then there exists a positive constant D2, such that when
d2 D2, the three roots μ˜1(d2), μ˜2(d2), μ˜3(d2) of A(d2;μ) = 0 are all real and satisfy
lim
d2→∞
μ˜1(d2) = a11d3 + a33d1 −
√
(a11d3 − a33d1)2 + 4a31a13d1d3
2d1d3
 μˆ,
lim
d2→∞
μ˜2(d2) = 0,
lim μ˜3(d2) = a11d3 + a33d1 +
√
(a11d3 − a33d1)2 + 4a31a13d1d3  μˇ > 0. (6.4)
d2→∞ 2d1d3
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⎪⎩
−∞ < μ˜1(d2) < 0 < μ˜2(d2) < μ˜3(d2),
A(d2;μ) < 0, when μ ∈
(−∞, μ˜1(d2))∪ (μ˜2(d2), μ˜3(d2)),
A(d2;μ) > 0, when μ ∈
(
μ˜1(d2), μ˜2(d2)
)∪ (μ˜3(d2),+∞).
(6.5a)
If a11a33 − a31a13 > 0, then⎧⎪⎨
⎪⎩
−∞ < μ˜2(d2) < 0 < μ˜1(d2) < μ˜3(d2),
A(d2;μ) < 0, when μ ∈
(−∞, μ˜2(d2))∪ (μ˜1(d2), μ˜3(d2)),
A(d2;μ) > 0, when μ ∈
(
μ˜2(d2), μ˜1(d2)
)∪ (μ˜3(d2),+∞).
(6.5b)
Now we prove the existence of non-constant positive solutions of (4.1) for some Λ, di, i = 1,3, when d2 is suffi-
ciently large.
Theorem 6.1. Assume that the parameters Λ, di , i = 1,3, are fixed, a11 > 0, (1.3), (4.3) hold, and one of the
following conditions is satisfied:
(i) a11a33 − a31a13 < 0, μˇ ∈ (μn,μn+1) for some n 1, and the sum σn =∑ni=1 dimE(μi) is odd.
(ii) a11a33 − a31a13 > 0, μˆ ∈ (μk,μk+1), μˇ ∈ (μn,μn+1) for some n k  1, and the sum σn =∑ni=k+1 dimE(μi)
is odd.
Then there exists a positive constant D2 such that, if d2 D2, (4.1) has at least one non-constant positive solution.
Proof. If a11a33 − a31a13 < 0, by Proposition 6.2, there exists a positive constant D2, such that when d2  D2,
(6.5a) holds and
0 = μ0 < μ˜2(d2) < μ1, μ˜3(d2) ∈ (μn,μn+1). (6.6a)
We shall prove that for any d2  D2, (4.1) has at least one non-constant positive solution. The proof, which is
accomplished by contradiction, is based on the homotopy invariance of the topological degree. Suppose on the contrary
that the assertion is not true for some d2 = d˜2 D2. In the sequel we fixed d2 = d˜2,
d∗2 =
me
μ1(1 + b) , d
∗
3 =
ME
μ1(1 +B).
By Theorem 5.1, we obtain a positive constant D1 = D1(Λ,d∗2 , d∗3 ). Fix dˆ2  d∗2 , dˆ3  max{d∗3 , d3}, dˆ1 
max{D1, d1}. For t ∈ [0,1], define D(t) = diag(d1(t), d2(t), d3(t)) with di(t) = tdi + (1 − t)dˆi , i = 1,2,3, and
consider the problem{−D(t)u = G(u), x ∈ Ω,
∂νu = 0, x ∈ ∂Ω. (6.7)
Then u is a non-constant positive solution of (4.1) if and only if it is a positive solution of (6.7) for t = 1. It is obvious
that u˜ is the unique constant positive solution of (6.7) for any 0 t  1. For any 0  t  1, u is a positive solution
of (6.7) if and only if
F(t;u) u − (I −)−1{D−1(t)G(u)+ u}= 0 in X+.
It is obvious that F(1;u) = F(u), Theorem 5.1 shows that F(0;u) = 0 has only the positive solution u˜ in X+. By a
direct computation,
DuF(t; u˜) = I − (I −)−1
{
D−1(t)Gu(u˜)+ I
}
.
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DuF(0; u˜) = I − (I −)−1
{
D̂−1Gu(u˜)+ I
}
,
DuF(1; u˜) = I − (I −)−1
{
D−1Gu(u˜)+ I
}= DuF (u˜),
where D̂ = diag(dˆ1, dˆ2, dˆ3). From (6.2) and (6.3) we see that
H(μ) = 1
d1d2d3
A(d2;μ). (6.8)
In view of (6.5a) and (6.6a), it follows from (6.8) that⎧⎨
⎩
H(μ0) = H(0) > 0,
H(μi) < 0, 1 i  n,
H(μi+1) > 0, i  n+ 1.
Therefore, 0 is not an eigenvalue of the matrix μiI −D−1Gu(u˜) for all i  0, and
∑
i0,H(μi)<0
dimE(μi) =
n∑
i=1
dimE(μi) = σn, which is odd.
Thanks to Proposition 6.1, we have
index
(
F(1; ·), u˜)= (−1)γ = (−1)σn = −1. (6.9)
If a11a33 −a31a13 > 0, by Proposition 6.2, there exists a positive constant D2, such that when d2 D2, (6.5b) holds
and
μ˜1(d2) ∈ (μk,μk+1), μ˜3(d2) ∈ (μn,μn+1), k < n. (6.6b)
In view of (6.5b) and (6.6b), it follows from (6.8) that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
H(μ0) = H(0) > 0,
H(μi) > 0, 1 i  k,
H(μi) < 0, k + 1 i  n,
H(μi+1) > 0, i  n+ 1.
By the same way, we also have that
index
(
F(1; ·), u˜)= (−1)γ = (−1)σn = −1.
Now, we shall prove that
index
(
F(0; ·), u˜)= (−1)0 = 1. (6.10)
Fix b0 such that b < b0 < e and a11(b0) < 0. Define b(s) = sb + (1 − s)b0 for s ∈ [0,1], and consider problem (4.1),
where (d1, d2, d3) and b are replaced by (dˆ1, dˆ2, dˆ3) and b(s), respectively. Precisely, we label this problem as (4.1s),
and denote the corresponding non-linear term G(u) by G(s;u). As b b(s) < e for all s ∈ [0,1]. Similar to the proof
of Theorem 5.1 we have that u˜ is only positive solution of (4.1s) for all s ∈ [0,1]. Same as above, we define
F̂(s;u) u − (I −)−1{D̂−1G(s;u)+ u}= 0 in X+.
Then F̂(1; ·) = F(0; ·), and u˜ is the only positive solution of F̂(s;u) = 0 for all s ∈ [0,1]. The homotopy invariance of
the topological degree asserts that
index
(̂
F(1; ·), u˜)= index(̂F(0; ·), u˜). (6.11)
Since b(0) = b0 and b0 satisfies a11(b0) < 0, then det(μiD̂ − Gu(0; u˜)) > 0, for all i  1. Consequently, by Proposi-
tion 6.1, index(̂F(0; ·), u˜) = (−1)0 = 1. Applying F̂(1; ·) = F(0; ·) and (6.11) we see that (6.10) holds.
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of (6.7) satisfy 1/c < u1, u2, u3 < c. Therefore, F(t;u) = 0 on ∂B(c) for all 1/c < u1, u2, u3 < c. By the homotopy
invariance of the topological degree,
deg
(
F(1; ·),0,B(c))= deg(F(0; ·),0,B(c)). (6.12)
On the other hand, by our assumption, both equations F(1;u) = 0 and F(0;u) = 0 have only the positive solution u˜
in B(c), and hence, by (6.9) and (6.10),
deg
(
F(0; ·),0,B(c))= index(F(0; ·), u˜)= 1,
deg
(
F(1; ·),0,B(c))= index(F(1; ·), u˜)= −1.
This contradicts (6.12) and the proof is complete. 
7. Bifurcation
In this section, we discuss the bifurcation of non-constant positive solutions of (4.1). Let the parameters Λ,d1, d3
be fixed. We shall only consider the bifurcation with respect to the parameter d2.
We say that (d˜2; u˜) ∈ (0,∞)×X is a bifurcation point of (4.1) if for any δ ∈ (0, d˜2), there exists d2 ∈ [d˜2 −δ, d˜2 +δ]
such that (4.1) has a non-constant positive solution. Otherwise, we say that (d˜2; u˜) is a regular point.
In the sequel, we shall denote Sp = {μ1,μ2, . . .} as the positive spectrum of − on Ω with the homogeneous
Neumann boundary condition. Define
N (d2) =
{
μ > 0
∣∣H(d2;μ) = 0}, for d2 > 0,
where H(d2;μ) is introduced by (6.2). Then N (d2) contains at most two elements.
Theorem 7.1. Assume that the parameter Λ satisfies (1.3). Let d˜2 > 0.
(i) If Sp ∩N (d˜2) = ∅, then (d˜2; u˜) is a regular point of (4.1).
(ii) Suppose Sp ∩N (d˜2) = ∅, and the positive roots of H(d˜2;μ) = 0 are simple. If the sum ∑μi∈N (d˜2) dimE(μi) is
odd, then (d˜2; u˜) is a bifurcation point of (4.1).
Proof. Let υ(x) = u(x)− u˜. Then the problem (4.1) is equivalent to{−υ =D−1G(u˜ + υ), x ∈ Ω,
∂νυ = 0, x ∈ ∂Ω,
which, in turn, is equivalent to
f (d2;υ) υ − (I −)−1
{
D−1G(u˜ + υ)+ υ}= 0 on X. (7.1)
By direct computation, we have
Dυf (d2;0) = I − (I −)−1
(
D−1Gu(u˜)+ I
)
,
and as in Section 6, for each i, ξ is an eigenvalue of Dυf (d2;0) on Xi if and only if ξ(1 +μi) is an eigenvalue of the
matrix H(d2;μi).
(i) If Sp ∩N (d˜2) = ∅, then detH(d2;μi) = 0 for all i, i.e., 0 is not the eigenvalue of Dυf (d˜2;0). This implies
that Dυf (d˜2;0) is a homeomorphism from X to itself. The implicit function theorem shows that for all d2 close to d˜2,
υ = 0 is the only solution to f (d2;υ) = 0 in a small neighborhood of the origin, i.e., (d˜2; u˜) is a regular point of (7.1).
(ii) If Sp ∩ N (d˜2) = ∅, it is easy to show that 0 is a simple eigenvalue of H(d2;μi) for any i satisfying μi ∈
Sp ∩N (d˜2). Now, suppose on the contrary that the assertion of the theorem is false. Then there exists d˜2 > 0 such
that the following are true:
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(b) There exists δ ∈ (0, d˜2) such that for every d2 ∈ [d˜2 − δ, d˜2 + δ], υ = 0 is the only solution to f (d2;υ) = 0 in a
neighborhood Bδ of the origin.
Since f (d2; ·) is a compact perturbation of an identity function, in view of (b), the Leray–Schauder degree
deg(F (d2; ·),Bδ,0) is well defined and does not depend on d2 ∈ [d˜2 − δ, d˜2 + δ]. In addition, for those d2 ∈
[d˜2 − δ, d˜2 + δ], Dυf (d2;0) is invertible. Since the positive roots of H(d˜2;μ) = 0 are simple, by Proposition 6.1, we
have deg(f (d2; ·),Bδ,0) = (−1)σ(d2).
Let
H˜ (d2;μ) = d1d2d3H(d2;μ).
For μi ∈ Sp ∩N (d˜2), as H˜ (d˜2;μi) = 0, a direct computation yields
∂
∂d2
H˜ (d˜2;μi) = d˜−12 a12a21(d3μi − a33) < 0.
Since Sp ∩N (d˜2) contains at most two elements, there exists δ  1 such that
∂
∂d2
H˜ (d2;μi) < 0,
for all d2 ∈ [d˜2 − δ, d˜2 + δ] and μi ∈ Sp ∩N (d˜2). Therefore
H˜ (d˜2 − δ;μi)H˜ (d˜2 + δ;μi) < 0,
and in turn,
H(d˜2 − δ;μi)H(d˜2 + δ;μi) < 0, ∀μi ∈ Sp ∩N (d˜2). (7.2)
Since Sp does not have any accumulation point, by taking δ sufficiently small, we may assume that N (d2) ∩ Sp = ∅
for all d2 ∈ [d˜2 − δ, d˜2)∪ (d˜2, d˜2 + δ]. Therefore, Dυf (d2;0) is invertible for all d2 ∈ [d˜2 − δ, d˜2)∪ (d˜2, d˜2 + δ].
Now, for each i and d2 ∈ [d˜2 − δ, d˜2 + δ], Xi is invariant under Dυf (d2;0), and the number of eigenvalues with
negative real parts of Dυf (d2;0) on Xi is the same as that of the matrix H(d2;μi). If μi /∈N (d˜2), then the number of
eigenvalues with negative real parts of Dυf (d2;0) on Xi is independent of d2 ∈ [d˜2 −δ, d˜2 +δ]; whereas if μi ∈N (d˜2)
then the difference between the number of eigenvalues with negative real parts of Dυf (d2;0) on Xi for d2 = d˜2 − δ
and d2 = d˜2 + δ is 1 by (7.2). Thus, σ(d˜2 + δ) − σ(d˜2 − δ) is equal to the sum ∑μi∈N (d˜2) dimE(μi), which is odd.
Therefore
deg
(
f (d˜2 − δ, ·),Bδ,0
) = deg(f (d˜2 + δ, ·),Bδ,0),
and we have a contradiction. This shows that (d˜2; u˜) is a bifurcation point of (7.1). 
Theorem 7.2. Assume that the parameter Λ satisfies (1.3), Sp ∩N (d˜2) = ∅, and the positive roots of H(d˜2;μ) = 0
are simple. If the sum ∑
μi∈N (d˜2) dimE(μi) is odd, then there exists an interval (α,β) ⊂ R+ such that for every
d2 ∈ (α,β), the problem (4.1) admits a non-constant positive solution u = u(d2). Moreover, one of the following
holds:
(i) d˜2 = α < β < ∞ and Sp ∩N (β) = ∅;
(ii) 0 < α < β < d˜2 and Sp ∩N (α) = ∅;
(iii) u(α) = u˜ or u(β) = u˜;
(iv) (α,β) = (d˜2,∞);
(v) (α,β) = (0, d˜2).
Proof. Let Γ = {d2 > 0 | Sp ∩N (d2) = ∅}, S = closure{(d2,u) ∈ R+ × X | u > 0, u = u˜, u solves (4.1)}.
In view of the estimates (4.2) and (4.4), following the arguments of [14] or [15], and incorporating the calculation
of the degree deg(f (d2; ·),Bδ,0) that we presented in the proof of Theorem 7.1, we can conclude that S contains a
maximal connected subset C which emanates from (d˜2; u˜) and
L.-J. Hei, Y. Yu / J. Math. Anal. Appl. 339 (2008) 566–581 581(1) C meets Γ × {u˜} at a point (d2; u˜) with d2 = d˜2; or
(2) C meets {d2 > 0} × {u˜} at a point (d2; u˜) with d2 = d˜2; or
(3) C is non-compact in (0,∞) × X.
Corresponding to the case (1), either the assertion (i) or the assertion (ii) of the theorem holds. If (2) happens, then
(iii) holds. Finally, if (3) holds, then, applying the estimates (4.2) and (4.4), we can easily show that either (iv) or (v)
holds. This completes the proof. 
References
[1] J.R. Beddington, Mutual interference between parasites or predators and its effect on searching efficiency, J. Animal Ecology 44 (1975)
331–340.
[2] D.L. DeAngelis, R.A. Goldstein, R.V. O’Neill, A model for trophic interaction, Ecology 56 (1975) 881–892.
[3] R.S. Cantrell, C. Cosner, S. Ruan, Intraspecific interference and consumer–resource dynamics, Discrete Contin. Dyn. Syst. 4 (2004) 527–546.
[4] E. Conway, J.A. Smoller, Global analysis of a system of predator–prey equations, SIAM J. Appl. Math. 46 (1986) 630–642.
[5] J. Hainzl, Stability and Hopf bifurcation in a predator–prey system with several parameters, SIAM J. Appl. Math. 48 (1988) 170–190.
[6] S.B. Hsu, T.W. Huang, Global stability for a class of predator–predator–prey system, SIAM J. Appl. Math. 55 (1995) 763–783.
[7] A. Klebanoff, P.W. Hastings, Chaos in one-predator, two-prey model: General results from bifurcation theory, Math. Biosci. 122 (1994)
221–233.
[8] J.D. Murray, Mathematical Biology, second ed., Springer, Berlin, 1993.
[9] R.S. Cantrell, C. Cosner, Practical persistence in ecological models via comparison methods, Proc. Roy. Soc. Edinburgh Sect. A 126 (1996)
247–272.
[10] L. Li, Coexistence theorems of steady-states of predator–prey interacting systems, Trans. Amer. Math. Soc. 305 (1988) 143–166.
[11] P. De Motoni, F. Rothe, Convergence to homogeneous equilibrium state for a generalized Volterra–Lotka system, SIAM J. Appl. Math. 37
(1979) 648–663.
[12] P.Y.H. Pang, M.X. Wang, Non-constant positive steady-states of a predator–prey system with non-monotonic functional response and diffusion,
Proc. London Math. Soc. 88 (3) (2004) 135–157.
[13] J. Blat, K.J. Brown, Global bifurcation of positive solutions in some systems of elliptic equations, SIAM J. Math. Anal. 17 (6) (1986) 1339–
1353.
[14] P.H. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Funct. Anal. 7 (1971) 487–513.
[15] J. Smoller, Shock Waves and Reaction–Diffusion Equations, Springer-Verlag, New York, 1994.
[16] L.J. Hei, Global bifurcation of coexistence states for a predator–prey–mutualist model with diffusion, Nonlinear Anal. Real World Appl. 8
(2007) 619–635.
[17] Rui Peng, Mingxin Wang, Positive steady states of the Holling–Tanner prey–predator model with diffusion, Proc. Roy. Soc. Edinburgh
Sect. A 135 (2005) 149–164.
[18] W.Y. Chen, M.X. Wang, Qualitative analysis of predator–prey models with Beddington–DeAngelis functional response and diffusion, Math.
Comput. Modelling 42 (2005) 31–44.
[19] R.S. Cantrell, C. Cosner, On the dynamics of predator–prey models with the Beddington–DeAngelis functional response, J. Math. Anal.
Appl. 257 (2001) 206–222.
[20] W. Ko, K. Ryu, Qualitative analysis of a predator–prey model with Holling type II functional response incorporating a prey refuge, J. Differ-
ential Equations 231 (2006) 534–550.
[21] Y.H. Du, Y. Lou, Some uniqueness and exact multiplicity results for a predator–prey model, Trans. Amer. Math. Soc. 349 (1997) 2443–2475.
[22] Y.H. Du, Y. Lou, Qualitative behaviour of positive solutions of a predator–prey model: Effects of saturation, Proc. Roy. Soc. Edinburgh
Sect. A 131 (2001) 321–349.
[23] M.X. Wang, Stationary patterns for a prey–predator model with prey-dependent and ratio-dependent functional responses and diffusion,
Phys. D 196 (2004) 172–192.
[24] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Math., vol. 840, Springer-Verlag, Berlin, 1993.
[25] C.S. Lin, W.M. Ni, I. Takagi, Large amplitude stationary solutions to a chemotaxis systems, J. Differential Equations 72 (1988) 1–27.
[26] Y. Lou, W.M. Ni, Diffusion, self-diffusion and cross-diffusion, J. Differential Equations 131 (1996) 79–131.
[27] L. Nirenberg, Topics in Nonlinear Functional Analysis, Amer. Math. Soc., Providence, RI, 2001.
[28] A. Hurwitz, On the conditions under which an equation has only roots with negative real parts, in: R.T. Ballman, et al. (Eds.), Report in
Selected Papers on Mathematical Trends in Control Theory, Dover, New York, 1964.
[29] Z.Q. Wu, J.X. Yi, C.P. Wang, An Introduction to Elliptic and Parabolic Equations, Science Press, Beijing, 2003 (in Chinese).
