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Submodule structure of C[s, t] over Vir(0, b)
Jianzhi Han
ABSTRACT: For any triple (λ, α, h(t)) with λ ∈ C∗, α ∈ C and h(t) ∈ C[t], as free
U(L0 ⊕W0)-module of rank one, Φ(λ, α, h) := C[s, t] (resp. Θ(λ, h) := C[s, t]) also carries
the structure of a module over Vir(0, b) (resp. Vir(0, 1)). By introducing two sequences
of useful operators on C[s, t] we give all its submodules and also study the submodules of
C[s, t] over the Virasoro algebra V, which are shown to be finitely generated if and only if
deg h(t) ≥ 1. We prove that Φ(λ, α, h) is an irreducible V-module if and only if deg h(t) = 1
and α 6= 0. And by taking the tensor products of a finite number of such irreducible V-
modules Φ(λi, αi, hi) with irreducible V-modules V we obtain a family of new irreducible
V-modules, where for V there exists a nonnegative integer RV such that Lm for all m ≥ RV
are locally finite on V .
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1 Introduction
It is well-known that non-weight modules constitute an important ingredient in the repre-
sentation theory of Lie algebras, the study of which is more challenging than that of weight
modules. Recently these kinds of modules were extensively studied. For instance, non-
weight modules over Virasoro algebra and related algebras (see, e.g., [BM,CG1,CG2,CG3,
CHS,CHSY,LiuZ,LZ2,LLZ,MW,MZ,TZ1,TZ2,TZ3]), non-weight g-modules which are free
U(h)-modules (see, e.g., [HCS,TZ3,N1,N2]), where h a subalgebra containing in some Cartan
subalgebra of g.
Let us recall the non-weight modules studied in [HCS]. Let B = {Ln,Wn, Ci | n ∈
Z, i = 1, 2, 3} be a linear independent set. For any pair (a, b) of complex numbers, the
infinite-dimensional space
Vir(a, b) = ⊕n∈ZCLn ⊕n∈Z CWn ⊕ CC1 ⊕
∑
n∈Z
CC2,n ⊕
∑
n∈Z
CC3,n
carries the structure of a Lie algebra (see, e.g., [OR]) whose Lie brackets are given by
[Ln, Lm] = (m− n)Lm+n + δm+n,0
n3 − n
12
C1,
[Ln,Wm] = (a+m+ bn)Wm+n + δm+n,0C2,n,
[Wn,Wm] = δm+n,−2aC3,n,
[C1,Vir(a, b)] = [C2,n,Vir(a, b)] = [C3,n,Vir(a, b)] = 0,
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where
C2,n =


(n2 + n)C2 if (a,b)=(0,0),
n3−n
12
C2 if (a,b)=(0,−1),
nC2 if (a,b)=(0,1),
0 otherwise,
and C3,n =


nC3 if (a,b)=(0,0),
(2n+ 1)C3 if (a,b)=(
1
2
,0) or (1
2
,1),
0 otherwise.
Note that the class of Lie algebras Vir(a, b) contains several well-known infinite dimensional
Lie algebras, such as the Virasoro algebra V := span{Lm, C1 | m ∈ Z}, the Heisenberg-
Virasoro algebra (=Vir(0, 0)), the W -algebra W (2, 2) (= Vir(0,−1)) and so on.
Fix any λ ∈ C∗, α, b ∈ C and h(t) ∈ C[t], set
g(t) =
h(t)− h(α)
t− α
and hm(t) = mh(t)−mα
(
δb,−1(m− 1) + δb,1
)
g(t) for m ∈ Z.
and define the action of the set B on C[s, t] in the following two different ways:
Lmf(s, t) = λ
m
(
s+ hm(t)
)
f(s−m, t) + bmλm
(
t− δb,−1mα− δb,1α
)
∂
∂t
(
f(s−m, t)
)
,
Wmf(s, t) = λ
m
(
t− δb,−1mα− δb,1(1− δm,0)α
)
f(s−m, t),
Cif(s, t) = 0, i = 1, 2, 3,
and
Lmf(s, t) = λ
m
(
s+mh(t)
)
f(s−m, t)
Wmf(s, t) = δm,0tf(s−m, t)
Cif(s, t) = 0, i = 1, 2, 3,
where f(s, t) ∈ C[s, t]. Denote C[s, t] by Φ(λ, α, h) in the former case and by Θ(λ, h) in the
latter case. Then we have the following results (see [HCS]).
Theorem 1. Let notation be as above.
(1) All Φ(λ, α, h) are Vir(0, b)-modules and all Θ(λ, h) are Vir(0, 1)-modules;
(2) Suppose that there exists a Vir(a, b)-module M such that it is a free U(CL0 ⊕ CW0)-
module of rank 1. Then a = 0, M ∼= Φ(λ, α, h) or Θ(λ, h) if b = 1, and M ∼= Φ(λ, α, h)
if b 6= 1 for some α ∈ C, λ ∈ C∗ and h(t) ∈ C[t].
The aim of the present paper is to study the submodule structure of all these free
U(L0⊕W0)-modules of rank 1. To be explicit, we are going to give all Vir(0, b)-submodules
of Φ(λ, α, h) and Θ(λ, h) and also study under which conditions Φ(λ, α, h) or Θ(λ, h) is
irreducible as a V-module. And using these irreducible V-modules we get a family of new ir-
reducible non-weight V-modules by considering the tensor product of which with V-modules
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studied in [MZ]. It is worthwhile to point out that two sequences of operators Sj and T j for
j ≥ 0 (see Section 2 below) are introduced, which play a very important role in the present
paper. These operators allows us, on the one hand, to determine easily whether a space is a
submodule and on the other hand, to compute cyclic submodules.
The rest of the present paper is organized as follows. Section 2 is devoted to determining
all Vir(0, b)-submodules of Φ(λ, α, h) and all Vir(0, 1)-submodules of Θ(λ, h). We first intro-
duce operators Sj and T j for j ∈ Z+. Then it is divided into three subsections to give all
submodules of Φ(λ, α, h) and Θ(λ, h). In Section 3, all cyclic V-submodules are given. More-
over, all V-submodules are proved to be finitely generated. Among all V-modules Φ(λ, α, h)
and Θ(λ, h)we show that Θ(λ, h) is reducible and that Φ(λ, α, h) is irreducible if and only if
α ∈ C∗, deg h(t) = 1 and b = −1. Using these irreducible V-modules Φ(λ, α, h) we obtain
a family of new irreducible V-modules in Section 4 by considering the tensor product of a
finite number of which with the V-modules V for which there exists RV ∈ Z+ such that Lm
is locally finite on V whenever m ≥ RV .
Throughout the paper, Z+,C,C
∗ will be used to denote the sets of nonnegative integers,
complex numbers and nonzero complex numbers, respectively.
2 Vir(0, b)-submodules
Set
∂js =
(
∂
∂s
)j
, ∂t =
∂
∂t
, T j =
t−δb,1α
j!
∂js +
α
(j−1)!
∂j−1s δb,−1
SjΘ =
s
j!
∂js −
1
(j−1)!
∂j−1s h(t),
and Sj = s
j!
∂js −
1
(j−1)!
∂j−1s
(
h(t) + δb,−1αg(t)− δb,1αg(t) + (bt− δb,1α)∂t
)
− 1
(j−2)!
∂j−2s δb,−1α(g(t)− ∂t) for j ∈ Z+.
Here and in what follows we make the convention that
(
∂
∂s
)−1
= 0, k! = 1 for k < 0 and(
i
j
)
= 0 for j > i or j < 0.
Lemma 2.1. Let W be a subspace of C[s, t]. Then W is a Vir(0, b)-submodule of Φ(λ, α, h)
if and only if W is stable under the operators Sj and T j for all j ∈ Z+; W is a Vir(0, 1)-
submodule of Θ(λ, h) if and onlyW is stable under the operators SjΘ and the left multiplication
of t for j ∈ Z+. In particular, W is a V-submodule of Φ(λ, α, h) (resp. Θ(λ, h)) if and only
if W is stable under the operators Sj (resp. SjΘ) for j ∈ Z+.
Proof. Here we only show the statement concerning Φ(λ, α, h), similar argument can be
applied to Θ(λ, h). For any f(s, t) =
∑n
i=0 s
ifi(t) ∈ C[s, t], we have
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Wmf(s, t) = λ
m
(
t− δb,−1mα − δb,1(1− δm,0)α
) n∑
i=0
(s−m)ifi(t)
= λm
n+1∑
j=0
(−m)j
n∑
i=0
si−j
{(
i
j
)
(t− δb,1(1− δm,0)α
)
+
(
i
j − 1
)
δb,−1αs
}
fi(t)
= λm
n+1∑
j=0
(−m)j(T j + δb,1δm,0α)f(s, t),
Lmf(s, t) = λ
m
(
s+ hm(t)
)
f(s−m, t) + λmbm
(
t− δb,−1mα− δb,1α
)
∂t
(
f(s−m, t)
)
= λm
{
−m2δb,−1α(g(t)− ∂t) +m
(
h(t) + δb,−1αg(t)− δb,1αg(t) +
(
bt− δb,1α)∂t
)
+ s
} n∑
i=0
(s−m)ifi(t)
= λm
n+2∑
j=0
(−m)j
n∑
i=0
si+1−j
{(
i
j
)
−
(
i
j − 1
)(
h(t) + δb,−1αg(t)− δb,1αg(t) +
(bt− δb,1α)∂t
)
−
(
i
j − 2
)
δb,−1αs(g(t)− ∂t)
}
fi(t)
= λm
n+2∑
j=0
(−m)jSjf(s, t)
i.e.,
Lm = λ
m
∞∑
j=0
(−m)jSj and Wm = λ
m
∞∑
j=0
(−m)j(T j + δb,1δm,0α).
So W is a Vir(0, b)-module if and only if Sjf(s, t), T jf(s, t) ∈ W for any f(s, t) ∈ W and
j ∈ Z+.
The aim of this section is to study the reducibilities of the Vir(0, b)-modules Φ(λ, α, h)
and the Vir(0, 1)-modules Θ(λ, h), and give all their submodules when they are reducible.
Note that the expression of Sj depends on the value of b. So the discussion is divided into
the following three subsections.
For f(s, t) ∈ C[s, t], we use the same notation Sf(s,t) to denote the Vir(0, b)-submodule
of Φ(λ, α, h) and the Vir(0, 1)-submodule of Θ(λ, h) generated by f(s, t).
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2.1 Vir(0, 0)-submodules
In this subsection we assume that b = 0. In this case T j, Sj have the simplified form:
T j =
t
j!
∂js and S
j =
s
j!
∂js −
1
(j − 1)!
∂j−1s h(t).
It is easy to check that
Ssf(t) = C[s, t]sf(t) + C[s, t]tf(t) + C[s, t]h(t)f(t), Sf(t) = C[s, t]f(t) for f(t) ∈ C[t].
Moreover, Ssf(t) = C[s, t]sf(t) + C[s, t]tf(t) if h(0) = 0 and Ssf(t) = Sf(t) if h(0) 6= 0.
Lemma 2.2. Let f(s, t) =
∑n
i=0 s
ifi(t) ∈ C[s, t]. Then
Sf(s,t) =
n∑
i=1
Ssfi + Sf0 .
Proof. Since Ssfi for i = 1, 2, · · · , n and Sf0 are all Vir(0, 0)-submodules, so is
∑n
i=1 Ssfi+Sf0 ,
containing f(s, t). Thus, it suffices to show that
∑n
i=1 Ssfi + Sf0 ⊆ Sf(s,t), which is reduced
to showing Ssfn ⊆ Sf(s,t). But this is equivalent to sfn(t) ∈ Sf(s,t).
We first consider the case h(0) 6= 0. Note by Lemma 2.1 that sh(t)fn(t) = −S0Sn+1f(s, t)
∈ Sf(s,t) and that
s(h(t)− h(0))fn(t) =
S0(h(T 0)− h(0))T nf(s, t)
t
∈ Sf(s,t).
Thus, sfn(t) ∈ Sf(s,t).
Now assume that h(0) = 0, i.e., t | h(t). It follows from Lemma 2.1 that stfn(t) =
S0T nf(s, t) ∈ Sf(s,t) and nstfn(t) + tfn−1(t) = T
n−1f(s, t) ∈ Sf(s,t), which imply tfn−1(t) ∈
Sf(s,t). Then by our assumption t | h(t) and Lemma 2.1 again we have
h(t)fn−1(t) = h(T
0)fn−1(t) ∈ Sf(s,t).
These and sfn(t)− nsh(t)fn(t)− h(t)fn−1(t) = Snf(s, t) ∈ Sf(s,t) immediately give sfn(t) ∈
Sf(s,t).
Theorem 2.3. The set {
Ssf ,Sf | f(t) ∈ C[t]
}
exhausts all Vir(0, 0)-submodules of Φ(λ, α, h). In particular, all Vir(0, 0)-submodules of
Φ(λ, α, h) are cyclic.
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Proof. Let M be a nonzero proper Vir(0, 0)-submodule of Φ(λ, α, h). Note by Lemma 2.2
that there exist nonzero polynomials f(t), g(t) ∈ C[t] such that sf(t), g(t) ∈ M . Without
loss of generality, we assume that both deg f(t) and deg g(t) are minimal (here and in what
follows we decree the degree of 0 is ∞).
Claim 2. M = Ssf + Sg.
It suffices to show that M ⊆ Ssf + Sg, since the converse inclusion is obvious. For any
p(s, t) =
∑
i≥0 s
ipi(t) ∈ M, we know by Lemma 2.2 that spi(t), p0(t) ∈ M for i ≥ 1. Now
by the minimality of deg f(t) and deg g(t), f(t) | pi(t) and g(t) | p0(t) for i ≥ 1. Thus,
p(s, t) ∈ Ssf + Sg, proving the claim.
Since sg(t), tf(t) ∈ M, by the minimality of deg f(t) and deg g(t) we have f(t) | g(t)
and g(t) | tf(t). Thus, g(t) = f(t) or g(t) = tf(t) (up to a scalar), and accordingly, M = Sg
or M = Ssf .
Now given a Vir(0, 0)-submodule of Φ(λ, α, h) we can describe all its maximal submodules
and determine when Sf(s,t) = Ssg or Sg.
Proposition 2.4. (1) Let 0 6= f(t) ∈ C[t]. Then every maximal Vir(0, 0)-submodule of
Ssf (resp. Sf) has the form Sspf or Stf (resp. Spf or Ss if f = 1 and h(0) = 0), where
p(t) ∈ C[t] is irreducible.
(2) Let f(s, t) =
∑
i fi(t)s
i ∈ C[s, t] and g(t) ∈ C[t] be monic. Then Sf(s,t) = Ssg is if and
only if
{
tg(t) | f0(t) and
(
f0(t), f1(t), · · · , fn(t)
)
= g(t) when h(0) = 0,(
f0(t), f1(t), · · · , fn(t)
)
= g(t) when h(0) 6= 0,
and Sf(s,t) = Sg if and only if
{(
f0(t), tf1(t), · · · , tfn(t)
)
= g(t) and g(t) | fi(t) for i ≥ 1 when h(0) = 0,(
f0(t), f1(t), · · · , fn(t)
)
= g(t) when h(0) 6= 0.
Proof. (1) We only focus on the case Ssf , the other case can be treated similarly. Assume
thatM is a maximal submodule of Ssf . Then either M = Ssg orM = Sg for some g(t) ∈ C[t]
by Theorem 2.3. In fact, either f(t) | g(t) or tf(t) | g(t). So in either case we can write
g(t) = p(t)f(t) for some p(t) ∈ C[t]. Then p(t) must be irreducible, since any nontrivial
factor q(t) of p(t) would produce a larger submodule Ssqf (resp. Sqf) than Ssg (resp. Sg).
Note that if M = Sg = Spf ⊆ Ssf , we must have pf | tf . That is, p | t and thus M = Stf .
(2) Note by Lemma 2.2 that
6
Sf(s,t) = Ssg ⇐⇒


∑n
i=1
(
C[s, t]sfi(t) + C[s, t]tfi(t)
)
+ C[s, t]f0(t)
= C[s, t]sg(t) + C[s, t]tg(t) if h(0) = 0,∑n
i=1C[s, t]fi(t) + C[s, t]f0(t) = C[s, t]g(t) if h(0) 6= 0.
⇐⇒


∃qi(t) ∈ C[t] such that sg(t) =
∑n
i=0 sqi(t)fi(t)
and tg(t) | tfi(t) for i ≥ 1, tg(t) | f0(t) if h(0) = 0,
∃qi(t) ∈ C[t] such that g(t) =
∑n
i=0 qi(t)fi(t)
and g(t) | fi(t) for i ≥ 0 if h(0) 6= 0.
⇐⇒
{(
f0(t), f1(t), · · · , fn(t)
)
= g(t) and tg(t) | f0(t) if h(0) = 0,(
f0(t), f1(t), · · · , fn(t)
)
= g(t) if h(0) 6= 0.
and also that
Sf(s,t) = Sg
⇐⇒
{∑n
i=1
(
C[s, t]sfi(t) + C[s, t]tfi(t)
)
+ C[s, t]f0(t) = C[s, t]g(t) if h(0) = 0,∑n
i=0C[s, t]fi(t) = C[s, t]g(t) if h(0) 6= 0.
⇐⇒


∃qi(t) ∈ C[t] such that g(t) =
∑n
i=0 qi(t)tfi(t) + q0(t)f0(t)
and g(t) | fi(t) for i ≥ 0 if h(0) = 0,
∃qi(t) ∈ C[t] such that g(t) =
∑n
i=0 qi(t)fi(t)
and g(t) | fi(t) for i ≥ 0 if h(0) 6= 0.
⇐⇒
{(
f0(t), tf1(t), · · · , tfn(t)
)
= g(t) and g(t) | fi(t) for i ≥ 1 if h(0) = 0,(
f0(t), f1(t), · · · , fn(t)
)
= g(t) if h(0) 6= 0.
As a consequence of Proposition 2.4 we have the following result.
Corollary 2.5. Every Vir(0, 0)-submodule of Φ(λ, α, h) has a composition series.
2.2 Vir(0, 1)-submodules
Let us first determine the Vir(0, 1)-submodules Sf(s,t) of Θ(λ, h).
Lemma 2.6. (1) Ssnf(t) = C[s, t]s
1−δn,0f(t) + C[s, t]h(t)f(t) for all n ∈ Z+.
(2) Ssf1(t)+f0(t) = C[s, t](sf1(t) + f0(t)) + Sh(t)f1(t) + S(1+h(t))f0(t) = Ssf1 + Sf0 .
(3) For f(s, t) =
∑n
i=0 s
ifi(t) ∈ C[s, t],
Sf(s,t) =
n+1∑
i=1
Ss(1+h(t))fi(t)−h(t)fi−1(t) + S(1+h(t))f0(t) (fn+1(t) = 0).
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Proof. (1) It suffices to show that Ssnf(t) includes C[s, t]s1−δn,0f(t) + C[s, t]h(t)f(t), since it
is easy to check that the latter is a V-submodule containing snf(t). Now consider n ≥ 1,
since the case n = 0 is trivial. By Lemma 2.1,
Ssnf(t) ∋ SnΘs
nf(t) =
(
s
n!
∂ns −
1
(n−1)!
∂n−1s h(t)
)
snf(t) = sf(t)− nsh(t)f(t)
and Ssnf(t) ∋ −S
n+1
Θ s
nf(t) = 1
n!
∂ns h(t)s
nf(t) = h(t)f(t).
Then, sf(t) ∈ Ssnf(t), as desired.
To prove (2) and (3) we first proceed induction on n to show for each k ∈ Z+ that
SkΘf(s, t) =
n+1∑
i=0
si−k
(
i
k
)(
s(1 + h(t))fi(t)− h(t)fi−1(t)
)
(2.1)
It is easily to check that it is true for the case n = 0. By the definition of SkΘ for k ∈ Z+, we
have
SkΘ(s
nfn(t))
=
(
s
k!
∂ks −
1
(k − 1)!
∂k−1s h(t)
)
snfn(t) = s
n+1−k
((n
k
)
−
(
n
k − 1
)
h(t)
)
fn(t)
=
n+1∑
i=0
si−k
(
i
k
)(
s(1 + h(t))fi(t)− h(t)fi−1(t)
)
Then by this and inductive assumption,
SkΘf(s, t) = S
k
Θ(s
nfn(t)) + S
k
Θ(
n−1∑
i=0
sifi(t))
= SkΘ(s
nfn(t))− s
n−k
(
n
k
)
fn−1(t) +
n−1∑
i=0
(
i
k
)(
s(1 + h(t))fi(t)− h(t)fi−1(t)
)
=
n+1∑
i=0
si−k
(
i
k
)(
s(1 + h(t))fi(t)− h(t)fi−1(t)
)
,
that is, (2.1) holds for n. It follows from (2.1) that for each k ∈ Z+,
SkΘf(s, t) ≡ s(1 + h(t))fk(t)− h(t)fk−1(t) (mod
n+1∑
i=k+1
Ss(1+h(t))fi(t)−h(t)fi−1(t)).
Now (3) follows by noting
f(s, t) ≡ (1 + h(t))f0(t) (mod
n+1∑
k=1
Ss(1+h(t))fk(t)−h(t)fk−1(t)).
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And the first equality in (2) follows from (3) by noting
Sh(t)f1(t)+Ss(1+h(t))f1(t)−h(t)f0(t)+S(1+h(t))f0(t) = C[s, t](sf1(t)+f0(t))+Sh(t)f1(t)+S(1+h(t))f0(t).
It remains to establish the equality: Ssf1(t)+f0(t) = Ssf1 + Sf0 . Note that
Ssf1(t)+f0(t) ∋ S
1
Θ(sf1(t) + f0(t)) = sf1(t)− h(t)(sf1(t) + f0(t))
and h(t)(sf1(t) + f0(t)) ∈ Ssf1(t)+f0(t) by Lemma 2.1. Thus, sf1(t), f0(t) ∈ Ssf1(t)+f0(t). Now
the desired equality clearly holds.
Theorem 2.7. The set {Sf(t) + Ssg(t) | f(t), g(t) ∈ C[t]} exhausts all Vir(0, 1)-submodules
of Θ(λ, h).
Proof. Let W be a nonzero Vir(0, 1)-submodule of Θ(λ, h). Take f(t) ∈ W ∩ C[t] and
sg(t) ∈ W ∩ sC[t] such that deg f(t) and deg g(t) are minimal (here deg f may be∞). Then
W ∩C[t] ⊆ Sf(t) by the choice of f(t) and Lemma 2.6(1). While for any sp1(t) + p0(t) ∈ W,
we similarly have sp1(t) + p0(t) ∈ Ssg(t) + Sf(t). These together with Lemma 2.6(2) and (3)
force any element of W lie in Ssg(t) + Sf(t). Thus, W = Ssg(t) + Sf(t).
Note in the case b = 1 that
T j = t−α
j!
∂js
and Sj = s
j!
∂js −
1
(j−1)!
∂j−1s
(
G(t) + (t− α)∂t
)
with G(t) = h(t)− αg(t).
Then all the Vir(0, 1)-submodules Sf(s,t) of Φ(λ, α, h) can be determined as follows.
Lemma 2.8. (1) S(t−α)n = C[s, t− α](t− α)
n for any n ∈ Z+.
(2) For f(t) =
∑
i≥n ai(t − α)
i ∈ C[t] with an 6= 0, Sf(t) = Ssmf(t) = S(t−α)n for any
1 ≤ m ∈ Z+.
(3) For f(s, t) =
∑q
i=p
∑m
j=n ai,js
i(t− α)j with ap,n 6= 0, Sf(s,t) = S(t−α)n .
Proof. It is easy to check that C[s, t − α](t − α)n is Sj and T j-invariant for any j ∈ Z+.
Thus, by Lemma 2.1, C[s, t− α](t− α)n is a Vir(0, 1)-module and (1) follows.
(2) For the equality Sf(t) = S(t−α)n , it suffices to show that (t − α)
n ∈ Sf(t). It follows
from Sf(t) ∋ −S
1f(t) =
(
G(t) + (t − α)∂t
)
f(t) that (t − α)∂tf(t) ∈ Sf(t). Inductively,
one has
(
(t − α)∂t
)k
f(t) ∈ Sf(t) for k ≥ 1, from which we deduce that (t − α)
n ∈ Sf(t),
as desired. For the equality Ssmf(t) = S(t−α)n , it suffices to show (t − α)n ∈ Ssf(t). Note
that C[t − α](t − α)f(t) ⊆ Ssmf(t) and Ssmf(t) ∋ −S
m+1smf(t) =
(
G(t) + (t − α)∂t
)
f(t).
Then by (t − α) | (G(t) − G(α)), (G(α) + (t − α)∂t)f(t) ∈ Ssmf(t), which in turn implies
(G(α) + (t − α)∂t)kf(t) ∈ Ssmf(t) for any k ≥ 1. Note that (G(α) + (t − α)∂t)kf(t) =∑
i≥n(G(α) + i)
kai(t− α)i. Thus, (t− α)n ∈ Ssmf(t).
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(3) follows from (2) if q = 0. So we assume that q ≥ 1. Write f(s, t) as
∑q
i=p s
ifi(t)
with fi(t) =
∑m
j=n ai,j(t − α)
j. Then it follows from the proof of Ssmf(t) = S(t−α)n in (2)
that sqfq(t) ∈ Sf(s,t). Thus, inductively one can show that s
pfp(t) ∈ Sf(s,t). Then by (2),
S(t−α)n ⊆ Sf(s,t) and (3) follows.
Theorem 2.9. The set {S(t−α)n | n ∈ Z+} exhausts all nonzero Vir(0, 1)-submodules of
Φ(λ, α, h).
Proof. Assume that M is a nonzero Vir(0, 1)-submodule of Φ(λ, α, h). Choose n ∈ Z+
minimal such that (t − α)n ∈ M . Let f(s, t) =
∑q
i=p
∑k
j=l ai,js
i(t − α)j ∈ M with ap,l 6= 0.
Then by Lemma 2.8(3), (t − α)l ∈ S(t−α)l = Sf(s,t) ⊆ M. Now by the minimality of n,
f(s, t) ∈ S(t−α)l ⊆ S(t−α)n ⊆M . Thus, M = S(t−α)n .
2.3 Vir(0, b)-submodules when b = −1 or b 6= ±1, 0
Notice in the case b = −1 that
T j = t
j!
∂js +
α
(j−1)!
∂j−1s ,
and Sj = s
j!
∂js −
1
(j−1)!
∂j−1s
(
t(g(t)− ∂t) + h(α)
)
− 1
(j−2)!
∂j−2s α(g(t)− ∂t). (2.2)
Theorem 2.10. (1) Φ(λ, α, h) is an irreducible Vir(0,−1)-module if and only if α 6= 0.
(2) The set {Sti = t
iC[s, t] | i ∈ Z+} exhausts all Vir(0,−1)-submodules of Φ(λ, 0, h) and
also exhausts all Vir(0, b)-submodule of Φ(λ, α, h) when b 6= ±1, 0.
Proof. Note that tC[s, t] is a proper Vir(0,−1)-submodule of Φ(λ, 0, h). Consider now α 6= 0.
For any f(s, t) =
∑n
i=0 s
ifi(t) ∈ C[s, t] with fn(t) 6= 0, we have 0 6= α(g(t) − ∂t)tmfn(t) =
−Sn+2(T 0)mf(s, t) ∈ Sf(s,t) for sufficiently large enough m. That is, there exists 0 6= γ(t) ∈
C[t] ∩ Sf(s,t). It follows from g(t)γ(t) = g(T
0)γ(t) ∈ Sf(s,t) and (g(t) − ∂t)γ(t) = −
S2
α
γ(t) ∈
Sf(s,t) that ∂tγ(t) ∈ Sf(s,t). Thus, repeating this process (if necessary) leads us to obtain
1 ∈ Sf(s,t). Then s
itj = (S0)i(T 0)j1 ∈ Sf(s,t) for any i, j ∈ Z+ and therefore Sf(s,t) = C[s, t].
This shows that Φ(λ, α, h) is irreducible when α 6= 0, proving (1).
Note in the case (b, α) = (−1, 0) that
T j =
t
j!
∂js , S
j =
s
j!
∂js −
1
(j − 1)!
∂j−1s
(
tg(t) + h(0)− t∂t
)
,
and in the case b 6= ±1, 0 that
T j =
t
j!
∂js , S
j =
s
j!
∂js −
1
(j − 1)!
∂j−1s
(
h(t) + bt∂t
)
Then (2) follows from Lemma 2.8 and Theorem 2.9.
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As a consequence of Theorems 2.3, 2.7, 2.9 and 2.10 we have (see also [HCS, Proposition
2.3(iii)]):
Corollary 2.11. For λ ∈ C∗, α ∈ C and h(t) ∈ C[t], the Vir(0, 1)-module Θ(λ, h) is reducible
and the Vir(0, b)-module Φ(λ, α, h) is irreducible if and only if α 6= 0 and b = −1.
3 V-submodules
In this section we use the same notation Ψf(s,t) to denote the V-submodule of Φ(λ, α, h) and
Θ(λ, h) generated by f(s, t) ∈ C[s, t].
A pair (n, i) ∈ Z2+ is called minimal if n ≤ m for which there exists j such that (m, j) ∈ Z
2
+
and m(k − 1) + j = n(k − 1) + i, where k = deg h(t).
Lemma 3.1. Assume that b = −1 and α 6= 0.
(1) Ψf(t) =
∑∞
m=0
∑m
i=0C[s]t
i(g(t)− ∂t)mf(t).
(2) Ψsnf(t) = C[s]sf +Ψ(g(t)−∂t)f +Ψ(t(g(t)−∂t)+h(α))f for all n ≥ 1.
(3) If 2 ≤ deg h(t) < ∞, then Ψf(t) has a basis B = {slti(g(t) − ∂t)n(f) | l ∈ Z+, i ≤
n, (n, i) ∈ Z2+ is minimal} and a maximal submodule linearly spanned by B − {f}. In
particular, Ψf(t) is a proper submodule in this case.
Proof. Set F = g(t)− ∂t. Note that (g(t)− ∂t)t = t(g(t)− ∂t)− 1 on C[s, t]. Then it is easy
to check that the subspace on the right hand side of the desired formula in (1) is Sj-invariant
for any j ∈ Z+ (see (2.2)), and thereby is a V-submodule and the equality in (1) holds.
Applying Sn+2 and Sn+1 to snf one has Ff ∈ Ψsnf and (tF + h(α))f ∈ Ψsnf . It follows
from these and Sn(snf) ∈ Ψsnf that sf ∈ Ψsnf . Thus, Ψsnf = Ψsf for any n ≥ 1. So it
suffices to determine Ψsf . Also observe that C[s]sf + ΨFf + Ψ(tF+h(α))f is a submodule of
Ψsf containing sf . So (2) follows.
To show that B is a basis of Ψf(t), it is sufficient to show that M = {ti(g(t)− ∂t)n(f) |
i ≤ n, (n, i) ∈ Z2+ is minimal} is a basis of V (f) :=
∑∞
m=0
∑m
i=0Ct
i(g(t) − ∂t)mf(t). Note
first that the set M is linear independent, since elements in M have distinct degrees. Let
Vn(f) = span{t
i(g(t)− ∂t)
mf(t) | 0 ≤ i ≤ m,m(k − 1) + i ≤ n}.
Assume that each element in Vn(f) is a linear combination of M. We show that this is also
true for n + 1. Note that
Vn+1(f) = Vn(f)⊕ spanC{t
i(g(t)− ∂t)
sf(t) | 0 ≤ i ≤ s, s(k − 1) + i = n+ 1}.
Let (s0, i0) be minimal among the set {(s, i) | s(k − 1) + i = n + 1}. Note that for any
ti(g(t)−∂t)s(f) such that s(k−1)+i = n+1, there exists ζ ∈ C such that either deg(ti(g(t)−
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∂t)
s(f)− ζti0(g(t)− ∂t)s0(f)) ≤ n+deg f(t) or ti(g(t)− ∂t)s(f)− ζti0(g(t)− ∂t)s0(f) = 0. So
in either case, ti(g(t)− ∂t)
s(f)− ζti0(g(t)− ∂t)
s0(f) ∈ Vn. Then t
i(g(t)− ∂t)
s(f) is a linear
combination of M by inductive hypothesis, as desired.
Finally, it is easy to see that the linear span of B − {f} is Sj-invariant for j ∈ Z+, and
thus is a V-submodule by Lemma 2.1. The maximality is trivial.
Theorem 3.2. The V-module Φ(λ, α, h) is irreducible if and only if b = −1, α 6= 0 and
deg h(t) = 1.
Proof. Assume that b = −1 and α 6= 0. In view of Corollary 2.11, the situation that
Φ(λ, α, h) is irreducible as a V-module can only occurs under this case. Assume first that
h(t) ∈ C, in which case g(t) = 0 and one can check that the subspace C[s] is invariant
under Sj for any j ∈ Z+. Thus, by Lemma 3.1(1), C[s] = Ψ1 is a proper V-submodule of
Φ(λ, α, h). The reducibility of Φ(λ, α, h) follows from Lemma 3.1(3) if 2 ≤ deg h(t) <∞.
It remains to show that Φ(λ, α, h) is irreducible if deg h(t) = 1. Let W be a nonzero
V-submodule of Φ(λ, α, h). Note that η := g(t) ∈ C \ {0} and also 0 6= W ∩ C[t]. Take
0 6= f(t) ∈ W ∩ C[t] such that deg f(t) is minimal. Then f(t) ∈ C, since by Lemma 3.1(1),
∂tf(t) = −(η − ∂t)f(t) + ηf(t) ∈ W ∩ C[t]. And again by Lemma 3.1(1),
W ⊇ Ψf(t) =
∞∑
m=0
m∑
i=0
C[s]ti(g(t)− ∂t)
mf(t) =
∞∑
m=0
m∑
i=0
C[s]ti = C[s, t].
So Φ(λ, α, h) is irreducible when deg h(t) = 1.
Remark 3.3. V-submodules, especially maximal submodules of Φ(λ, α, h) were studied in
detail in [CG1]; Theorem 3.2 was also obtained there and Lemma 3.1(3) solves one of the
problems listed there.
Note when b 6= −1 that Sj and SjΘ have the same form:
SjΘ =
s
j!
∂js −
1
(j−1)!
∂j−1s H(t) with H(t) = h(t),
Sj = s
j!
∂js −
1
(j−1)!
∂j−1s H(t) with H(t) =
(
h(t) + δb,−1αg(t)− δb,1αg(t) + (bt− δb,1α)∂t
)
.
The following results can be obtained by following the proof of Lemma 2.6.
Proposition 3.4. Assume that b 6= −1. Then
(1) Ψsnf(t) =
∑∞
i=1C[s]
(
H(t)
)i
f(t) + C[s]s1−δn,0f(t) for all n ∈ Z+;
(2) Ψsf1(t)+f0(t) = C[s](sf1(t) + f0(t)) + ΨH(t)f1(t) +Ψ(1+H(t))f0(t);
(3) for f(s, t) =
∑n
i=0 s
ifi(t) ∈ C[s, t],
Ψf(s,t) =
n+1∑
i=1
Ψs(1+H(t))fi(t)−H(t)fi−1(t) +Ψ(1+H(t))f0(t) (fn+1(t) = 0).
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Theorem 3.5. Each V-submodule of Φ(λ, α, h) and Θ(λ, h) is finitely generated if and only
if deg h(t) ≥ 1.
Proof. Assume first that h(t) ∈ C. Note by Proposition 3.4 that each V-submodule Ψf(s,t)
contains polynomials in C[t] of only finitely many different degrees. Thus, in particular, both
Φ(λ, α, h) and Θ(λ, h) are not finitely generated. Consider now 1 ≤ k = deg h(t) <∞. Let
M be a nonzero V-submodule of C[s, t]. We need to show that M is finitely generated. Here
we only prove this for the case b 6= −1, and similar idea can be applied to the case b = −1
(or see [CG1]). Set
I = {deg f | 0 6= f ∈ C[t] ∩M}, J = {deg f | sf(t) + g(t) ∈ (sC[t] + C[t]) ∩M, f(t) 6= 0}.
Note that there exist d1, d2, · · · , dn ∈ I such that I = ∪
n
i=1{di + nk | n ∈ Z+}. Choose
pi ∈ C[t]∩M such that deg pi = di for i = 1, 2, · · · , n. Similarly, we can choose sqi(t)+ri(t) ∈
(sC[t] + C[t]) ∩M for i = 1, 2, · · · , m such that J = ∪mi=1{deg qi + nk | n ∈ Z+}. Let W be
the V-submodule of M generated by {pi(t), sqj(t) + rj(t) | i = 1, 2, · · · , n, j = 1, 2, · · · , m}.
We are going to show that C[t] ∩M ⊆ W and any element of form sf1(t) + f0(t) in M lies
in W . Then by Proposition 3.4, M = W .
Take any 0 6= f(t) ∈ C[t] ∩M. Then by induction on deg f one can show that f(t) ∈∑n
i=1
∑∞
j=0CH(t)
jpi(t)). Thus, f(t) ∈
∑n
i=1Ψpi(t) ⊆ W by Proposition 3.4, as desired.
Let sf1(t) + f0(t) ∈ M . Similarly, there exists F (t) ∈ C[t] such that sf1(t) + f0(t) ∈
F (t)+
∑m
i=1Ψsqi(t)+ri(t). Note from this and the previous argument that F (t) ∈ C[t]∩M ⊆W .
Thus, sf1(t) + f0(t) ∈ W and we are done.
4 New irreducible V-modules
Motivated by [TZ1] we consider the tensor products
⊗n
i=1Φ(λi, αi, hi)⊗ V of V-modules in
this section, and the case n = 1 was studied in [GWL]. We first recall all various known
irreducible non-weight V-modules, and then show that modules under our considerations are
irreducible and also give the necessary and sufficient conditions under which these modules
are isomorphic. Finally we compare these modules with the known non-weight modules.
Recall from [LZ2] that the V-module structure on C[t] which is given as:
C1t
i = 0, Lnt
i = λn(t− n)i(t+ n(b− 1)) for i ∈ Z+, n ∈ Z,
where λ ∈ C∗ and b ∈ C. After equipping this action we write Ω(λ, b) rather than C[t],
which is irreducible if and only if b 6= 1.
Let V+ denote the subalgebra of V spanned by Li for i ∈ Z+. For any  ∈ C and
V+-module N , form the induced module Ind(N) := U(V)⊗U(V+) N and denote Ind(N) :=
Ind(N)/(C1−)Ind(N). For any b′ ∈ C, recall from [LZ2] the irreducibleV-module structure
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on Ab′ , the associative algebra C[t
±1, t∂t], on which the action of V is given by
C1w = 0, Lnw = (t
n(t∂t) + nb
′tn)w for n ∈ Z, w ∈ C[t±1, t∂t].
Let r ∈ Z+, Vr be the ideal of V+ spanned by {Li | i > r} and M an irreducible ar :=
V+/Vr-module such that L¯r is injective on M , where L¯i = Li+Vr. For any γ(t) ∈ C[t] \C,
recall from [LLZ] that the linear tensor product, denoted by N (M, γ(t)), of an ar-module
M and the laurent polynomial ring C[t±1], carries the structure of an irreducible V-module
if the action of V on N (M, γ(t)) is defined by
C1(v⊗t
k) = 0, Ln(v⊗t
k) =
(
kv +
r∑
i=0
ni+1
(i+ 1)!
L¯iv
)
⊗tn+k+v⊗tn+kγ(t) for k, n ∈ Z, v ∈M.
We call a Vr-module V is locally finite if for any v ∈ V the dimension of U(Vr)v is finite and
call V is locally nilpotent if for any v ∈ V there exists n ∈ Z+ such that Li1Li2 · · ·Linv = 0
for any Li1 , Li2 , · · · , Lin ∈ Vr.
Finally, we also need to recall irreducible highest weight modules over V (see [KR]). For
any ,h ∈ C, let I(,h) be the left idea of U(V), the universal enveloping algebra of V,
generated by the set {L0−h, C1−, di | i ≥ 0}. Form the quotientM(,h) := U(V)/I(,h),
which is called the Verma module with highest weight (,h). Let W (,h) be the unique
maximal proper submodule of M(,h) and L(,h) denote the irreducible highest weight
module M(,h)/W (,h) with highest weight (,h).
Theorem 4.1. [MZ] Let N and V be irreducible V-modules.
(1) If there exists k ∈ Z+ satisfying the following two conditions:
(a) Lk acts injectively on N ;
(b) LiN = 0 for all i > k.
Then for any  ∈ C the V-module Ind

(N) is irreducible.
(2) The following conditions are equivalent:
(i) There exists k ∈ Z+ such that V is a locally finite Vk-module;
(ii) There exists n ∈ Z+ such that V is a locally nilpotent Vn-module;
(iii) V ∼= L(,h) or Ind

(W ) for some ,h ∈ C, irreducible V+-module W satisfying
the conditions in (1).
Remark 4.2. If V is an irreducible V-module for which there exists RV ∈ Z+ such that Li
for all i > RV are locally finite on V. Then by Theorem 4.1 there exists n ∈ Z+ such that Ln
locally nilpotent on V. In particular, for any v ∈ V, there exists Kv ∈ Z+ such that Liv = 0
for all i ≥ Kv.
The following result was proved in [LZ1, Proposition 7], which is cited as a lemma here.
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Lemma 4.3. Let P be a vector space over C and P1 a subspace of P. Suppose that λ1, λ2, · · · ,
λs ∈ C
∗ are pairwise distinct, vi,j ∈ P and fi,j(t) ∈ C[t] with deg fi,j(t) = j for i =
1, 2, · · · , s, j = 0, 1, 2 · · · , k. If
s∑
i=1
k∑
j=0
λmi fi,j(m)vi,j ∈ P1 for m ∈ Z+,
then vi,j ∈ P1 for all i, j.
Throughout this section, all V-modules of form Φ(λ, α, h) are assumed to be simple.
Theorem 4.4. Let λi, αi ∈ C∗, hi(t) ∈ C[t] for i = 1, 2, · · ·n such that these λi are pairwise
distinct and that all deg hi(t) are equal to 1, and V be an irreducible V-module for which
there exists RV ∈ Z+ such that all Lk for k ≥ RV are locally finite on V. Then the tensor
product
⊗n
i=1Φ(λi, αi, hi) ⊗ V of V-modules Φ(λi, αi, hi) for 1 ≤ i ≤ n and V is an irre-
ducible V-module. In particular,
⊗n
i=1Φ(λi, αi, hi) is an irreducible V-module. Furthermore,⊗n
i=1Φ(λi, αi, hi) is also irreducible as a Vr-module for any r ∈ Z+.
Proof. Set T =
⊗n
i=1Φ(λi, αi, hi) and ηi =
hi(t)−hi(αi)
t−αi
for i = 1, 2, · · · , n. LetW be a nonzero
Vr-submodule of T ⊗ V and {ui | i ∈ Z+} a basis of V . Take
0 6= u =
∑
I=(i1,··· ,in)∈Γ1,J=(j1,··· ,jn)∈Γ2,l∈Γ3
aI,J,ls
i1tj1 ⊗ si2tj2 ⊗ · · · ⊗ sintjn ⊗ ul ∈ W
such that aI,J,l 6= 0 for all I ∈ Γ1, J ∈ Γ2, l ∈ Γ3 and all terms in the sum are linearly
independent. Let K = max{r,Kul | l ∈ Γ3} (see Remark 4.2). Then for any m ≥ K,
W ∋ Lmu =
∑
I,J,l
n∑
k=1
aI,J,ls
i1tj1 ⊗ · · · ⊗
∞∑
j=0
λmk (−m)
jSjsiktjk ⊗ · · · ⊗ sintjn ⊗ ul
=
n∑
i=1
∞∑
j=0
λmi (−m)
jui,j,
where
uk,j =
∑
I,J,l
aI,J,ls
i1tj1 ⊗ · · · ⊗ Sjsiktjk ⊗ · · · ⊗ sintjn ⊗ ul.
Now applying Lemma 4.3 we see that uk,j ∈ W for any k, j. For a fixed k, let (i0k, j
0
k)
be maximal in alphabetical order on Z2+ among all (ik, jk), where ik (resp. jk) is the k-th
component of I (resp. J) and I, J range respectively over Γ1,Γ2. Then
uk,i0
k
+2 = −αk
∑
J,l,I=(i1,··· ,ik=i
0
k
,···in)∈Γ1
aI,J,ls
i1tj1 ⊗ · · · ⊗ (ηi − ∂t)t
jk ⊗ · · · ⊗ sintjn ⊗ ul
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and ∑
J,l,I=(i1,··· ,ik=i
0
k
,···in)∈Γ1
aI,J,ls
i1tj1 ⊗ · · · ⊗ (ηi − ∂t)
2tjk ⊗ · · · ⊗ sintjn ⊗ ul ∈ W.
It follows from these that∑
J,l,I=(i1,··· ,ik=i
0
k
,···in)∈Γ1
aI,J,ls
i1tj1 ⊗ · · · ⊗ (ηi − ∂t)jkt
jk−1 ⊗ · · · ⊗ sintjn ⊗ ul ∈ W.
Repeating the above procedure finitely many times gives
0 6=
∑
I=(i1,··· ,ik=i
0
k
,···in)∈Γ1,J=(j1,··· ,jk=j
0
k
,··· ,jn)∈Γ2,l∈Γ3
aI,J,ls
i1tj1 ⊗ · · · ⊗ 1⊗ · · · ⊗ sintjn ⊗ ul ∈ W.
That is, for a fixed k, we can stat with a nonzero element of W to get another nonzero
element of W whose k-th factors all equal to 1. Similarly, doing this for the other factors
yields 0 6= 1⊗ 1⊗ · · · ⊗ 1⊗ w ∈ W.
It is worthwhile to point out that in the previous argument we, in fact, have shown
1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1
⊗Sj1 ⊗ 1 · · · ⊗ 1 ⊗ w ∈ W for any 1 ≤ i ≤ n and j ∈ Z+. In view of this,
the simplicity of Φ(λi, αi, hi) and Lemma 2.1, it is not hard to see T ⊗ w ⊆ W. Now the
irreducibility of T as aVr-module follows by taking V to be the trivialV-module L(0, 0) = C,
and the irreducibility of T ⊗ V follows from that of V .
Theorem 4.5. Let λ
(j)
i , α
(j)
i ∈ C
∗, h
(j)
i (t) ∈ C[t] such that these λ
(j)
i are pairwise distinct
and that deg h
(j)
i (t) = 1, and Vj be an irreducible V-module for which there exists Rj ∈ Z+
such that all Lk for k ≥ Rj are locally finite on Vj for i ∈ Z+ and j = 1, 2. Then for any
n1, n2 ∈ Z+
n1⊗
i=1
Φ(λ
(1)
i , α
(1)
i , h
(1)
i )⊗ V1
∼=
n2⊗
i=1
Φ(λ
(2)
i , α
(2)
i , h
(2)
i )⊗ V2
as V-modules if and only if
n1 = n2, V1 ∼= V2 as V-modules and (λ
(1)
i , α
(1)
i , h
(1)
i ) = (λ
(2)
σi , α
(2)
σi , h
(2)
σi )
for some σ ∈ Sn1 (the n1-th symmetric group). In particular, V-modules of form Φ(λ, α, h)
for λ ∈ C∗, α ∈ C∗ and h(t) ∈ C[t] with deg h(t) = 1 are inequivalent to each other.
Proof. The second statement follows from a special case of the first one:
n1 = n2 = 1 and V1 = V2 = L(0, 0).
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It remains to show the “only if ” part of the first statement. Without loss of generality we
may assume that n2 ≥ n1. Set η
(j)
i =
h
(j)
i (t)−h
(j)
i (αi)
t−αi
∈ C∗ and T (j) =
⊗nj
i=1Φ(λ
(j)
i , α
(j)
i , h
(j)
i )
for i ∈ Z+ and j = 1, 2. Let
φ : T (1) ⊗ V1 → T
(2) ⊗ V2
be an isomorphism of V-modules.
Claim 3. n1 = n2 and φ(1⊗ V1) = 1⊗ V2, where the i-th 1 = 1⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
ni
.
For any x(i) =
∑
l f
(i)
1l ⊗ f
(i)
2l ⊗ · · · ⊗ f
(i)
nil
⊗ v(i)l ∈ T
(i) ⊗ Vi, denote
V K
(i)
x(i)
= span
{
Lmx
(i) | m ≥ K(i) := max{K
v
(i)
l
| l}
}
.
Take any fixed 0 6= u ∈ V1 and write
φ(1⊗ u) =
∑
l
f1l ⊗ f2l ⊗ · · · ⊗ fn2l ⊗ ul
for some fil ∈ Φ(λ
(2)
i , α
(2)
i , h
(2)
i ), ul ∈ V2. Set
K = max{Ku, Kul | l}.
Since
Lm 1⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n1
⊗u =
n1∑
k=1
1⊗ · · ·⊗︸ ︷︷ ︸
k−1
Lm1⊗ 1 · · · ⊗ 1⊗ u
=
n1∑
k=1
∞∑
j=0
(λ
(1)
k )
m(−m)j 1⊗ · · ·⊗︸ ︷︷ ︸
k−1
Sj1⊗ 1 · · · ⊗ 1⊗ u,
1⊗ · · ·⊗︸ ︷︷ ︸
k−1
Sj1 ⊗ 1 · · · ⊗ 1 ⊗ u ∈ V K
1⊗u by Lemma 4.3. It is easy to check that for any 0 6=
f(s, t) ∈ C[s, t], dim(span{Sjf(s, t) | j ∈ Z+}) ≥ 3 and the equality holds if and only if
f(s, t) ∈ C∗. So
dimV K
1⊗u = n1dim(span{S
j1 | j ∈ Z+}) = 3n1.
Similarly, a direct computation shows that dim V Kφ(1⊗u) ≥ 3n2, and the equality holds if and
only if φ(1⊗ u) ∈ 1⊗ V2. Note that φ sends V K1⊗u isomorphically onto V
K
φ(1⊗u) and also that
n2 ≥ n1, which force n1 = n2 and φ(1⊗ u) ∈ 1⊗ V2.
Note that Claim 3 allows us to define a linear map τ : V1 → V2 via φ(1⊗ v) = 1⊗ τ(v)
for v ∈ V1.
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Claim 4. There exists σ ∈ Sn1 such that (λ
(1)
i , α
(1)
i , h
(1)
i ) = (λ
(2)
σi , α
(2)
σi , h
(2)
σi ) for all 1 ≤ i ≤ n1.
Suppose that there exists n1 > k ∈ Z+ such that λ
(1)
i = λ
(2)
i for i ≤ k and λ
(1)
i 6= λ
(2)
j for
all k + 1 ≤ i, j ≤ n1. Then it follows from φ(Lm1⊗ u) = Lm1⊗ τ(u) (m ≥ K) that
k∑
i=1
∞∑
j=0
(λ
(1)
i )
m(−m)j
(
φ(1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ u)− 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ τ(u)
)
+
n1∑
i=k+1
∞∑
j=0
(λ
(1)
i )
m(−m)jφ
(
1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ u
)
−
n1∑
i=k+1
∞∑
j=0
(λ
(2)
i )
m(−m)j 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ τ(u) = 0.
Now applying Lemma 4.3 gives 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1 ⊗ 1 · · · ⊗ 1 ⊗ τ(u) = 0 for k + 1 ≤ i ≤ n1 and
j ∈ Z+, which is impossible. Thus, k = n1, namely, λ
(1)
i = λ
(2)
i for all 1 ≤ i ≤ n1. Note from
the preceding argument that
φ
(
1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ u
)
= 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
Sj1⊗ 1 · · · ⊗ 1⊗ τ(u) for j ∈ Z+, 1 ≤ i ≤ n1.
Continuing in this way and by Lemma 2.1 we have
φ
(
1⊗ · · ·⊗︸ ︷︷ ︸
i−1
a1⊗ 1 · · · ⊗ 1⊗ u
)
= 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
a1⊗ 1 · · · ⊗ 1⊗ τ(u) for a ∈ U(V), 1 ≤ i ≤ n1.
Then it follows from the irreducibility of the V-module Φ(λ
(1)
i , α
(1)
i , h
(1)
i ) (see Theorem 3.2)
that
φ
(
1⊗ · · ·⊗︸ ︷︷ ︸
i−1
f ⊗ 1 · · · ⊗ 1⊗ u
)
= 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
f ⊗ 1 · · · ⊗ 1⊗ τ(u)
for any f ∈ Φ(λ(1)i , α
(1)
i , h
(1)
i ) and 1 ≤ i ≤ n1. It follows from this,
((λ
(1)
i )
−m
Lm − (λ
(1)
i )
−m′
Lm′)1
= (m−m′)
(
h
(1)
i (α
(1)
i )− (m+m
′)α
(1)
i η
(1)
i
)
1 + (m−m′)η(1)i t
and
φ
(
1⊗ · · ·⊗︸ ︷︷ ︸
i−1
(
(λ
(1)
i )
−m
Lm − (λ
(1)
i )
−m′
Lm′
)
1⊗ 1 · · · ⊗ 1⊗ u
)
= 1⊗ · · ·⊗︸ ︷︷ ︸
i−1
(
(λ
(1)
i )
−m
Lm − (λ
(1)
i )
−m′
Lm′
)
1⊗ 1 · · · ⊗ 1⊗ τ(u)
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we see that η
(1)
i = η
(2)
i , α
(1)
i η
(1)
i = α
(2)
i η
(2)
i and h
(1)
(
α
(1)
i ) = h
(2)(α
(2)
i ) for all i. Thus,
(λ
(1)
i , α
(1)
i , h
(1)
i ) = (λ
(2)
i , α
(2)
i , h
(2)
i ) for 1 ≤ i ≤ n1.
Claim 5. τ : V1 → V2 is an isomorphism of V-modules.
Clearly, τ is a linear isomorphism. Since φ
(
a1 ⊗ u
)
= a1 ⊗ τ(u) for any a ∈ U(VK)
and T (1) is an irreducible VK-module (see Theorem 4.4), φ(f ⊗ u) = f ⊗ τ(u) for any
f ∈ T (1). It follows from this and φ
(
Lm(1⊗ u)
)
= Lm
(
1⊗ τ(u)
)
we can easily deduce that
τ(Lmu) = Lmτ(u) for any m ∈ Z, proving this claim. The proof is complete.
Theorem 4.6. Let λi, αi ∈ C∗, hi(t) ∈ C[t] such that the λi are pairwise distinct and
deg hi(t) = 1 for 1 ≤ i ≤ n and V an irreducible V-module for which there exists RV ∈ Z+
such that all Lk for k ≥ RV are locally finite on V . Then X :=
⊗n
i=1Φ(λi, αi, hi)⊗ V is not
isomorphic to any of the following irreducible V-modules:
V ′,N (M, γ(t)), Ab′ or
m⊗
i=1
Ω(µi, bi)⊗ V
′,
where 1 ≤ m ∈ Z+, b′, 1 6= b ∈ C, µi ∈ C∗, γ(t) ∈ C[t] \C, M is an irreducible ar-module, for
V ′ there exists RV ′ ∈ Z+ such that LiV ′ = 0 for i ≥ RV ′.
Proof. If X ∼=
⊗m
i=1Ω(µi, bi) ⊗ V
′, then following from the proof of Theorem 4.5 we see
that Φ(λ1, α1, h1) ∼= Ω(µi, bi) as V-module for some i. This is impossible, since they have
different ranks as free U(L0)-modules. And the rest non-isomorphisms follows from the
similar argument as in the proof of [TZ1, Corollary 4].
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