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The main purpose of this paper is to investigate the convergence of Hermite interpolating processes based on the zeros of Chevyshev polynomials. Let $\documentclass[12pt]{minimal}
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Interpolation with Chevyshev nodes {#Sec2}
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Preliminaries {#Sec3}
=============

Before proving our main results, the following elementary inequalities will be useful:
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*Also we shall require.*
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*The first result in this paper is*
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*Proof* {#FPar4}
-------
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**Theorem 2** {#FPar5}
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*Proof* {#FPar6}
-------
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The main convergence result {#Sec4}
===========================

The norm estimates obtained in the previous section are used to prove convergence of the interpolation functions in the $\documentclass[12pt]{minimal}
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**Theorem 3** {#FPar7}
-------------
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*Proof* {#FPar8}
-------

Since Hermite interpolation is a projection operator, we have the standard inequality$$\documentclass[12pt]{minimal}
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-------
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$

Conclusions {#Sec6}
===========

The fundamental goal of this paper is to prove convergence of the interpolation functions in the $\documentclass[12pt]{minimal}
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                \begin{document}$$C^2$$\end{document}$-norm, where the error estimates are given in terms of the modulus of continuity of the second derivative. Some results agrees with Pottinger's estimate (Pottinger [@CR18]), and some are considered to be an improvement over those obtained in Al-Khaled and Khalil ([@CR5]). We also establish a general theorem on extreme points for Hermite operator.

KA carried out the calculations in the manuscript, and planned, guiding project development and manuscript revision. MA carried out the retrospective review, manuscript design, and also completed the final draft of the manuscript. Both authors gave their final consent of the published version and agreed to be accountable for all aspects of the work. Both authors read and approved the final manuscript.

Acknowledgements {#FPar18}
================

The authors are very grateful to the reviewers for their careful and meticulous reading of the paper. The authors also are gratefully acknowledges the valuable comments and suggestions on the last section made by Professor Roshdi Khalil.

Competing interests {#FPar19}
===================

The authors declare that they have no competing interests.
