[1] Here we present a survey of the spatial variability in different climate zones seen from AIRS data using the spectral EOF analysis. Over the tropical and subtropical oceans, the first principal component (PC1) is mostly due to the thermal contrast between surface and thick cold cloud tops. The second principal component (PC2) is mainly due to the spatial variation of the lower tropospheric humidity (LTH) and the low clouds. The signature of dust aerosol over the Arabian Sea and the Atlantic off the coast of North Africa in the summertime can be clearly seen in the PC2. Both the PC1 and the PC2 capture the upper tropospheric water vapor variability due to the forced orthogonality of EOFs. The third principal component (PC3) is mainly due to the spatial variation of the lower stratospheric temperature. Over the midlatitude oceans, the PC1 is still due to the thermal contrast of emission temperature. During wintertime, the PC2 is mainly due to stratospheric temperature variations. In the summer, the PC2 over the southern hemisphere is still due to stratospheric temperature variations, but in the northern hemisphere it is mainly due to the variations of the LTH and the low clouds. An exploratory study using synthetic spectra based on a NCAR CAM2 simulation shows that the model could account for the essential features in the data as well as provide an explanation of the three leading PCs. Major disagreements exist in the location of the ITCZ, the dust aerosol, and the lower stratospheric temperature.
Introduction
[2] Our current understanding of hydrological cycle is still inadequate [Chahine, 1992] and the representation of hydrological cycle especially water vapor transport and clouds in climate models is still far from satisfactory. These facts significantly hinder our ability to project future climate change [Intergovernmental Panel on Climate Change, 2001] . Atmospheric Infrared Sounder (AIRS) mission was designed to improve our knowledge of hydrological processes in the atmosphere by providing measurements of atmospheric temperature and humidity, surface skin temperature and cloud properties. With these measurements, AIRS data could be used to improve numerical weather prediction and study key hydrological processes in the atmosphere . Additionally, the high resolution infrared spectra recorded by AIRS are useful in monitoring greenhouse gases such as CO 2 , CH 4 , N 2 O and O 3 [Engelen et al., 2004; Crevoisier et al., 2004] . The inflight calibrations have shown that the instrument performs as expected [Pagano et al., 2003; Gaiser et al., 2003 ] and the validation of AIRS retrieval products so far has yield satisfactory results [Fetzer et al., 2003; Hagan et al., 2004] . All these together make AIRS data valuable for climate studies.
[3] The outgoing thermal infrared spectra have high information content about the vertical profiles of atmospheric thermodynamic variables. One promising application is to use such observations to test general circulation models (GCMs) [Goody et al., 1998; Haskins et al., 1997; Huang et al., 2002] . Such tests are necessary and important in order to have confidence in the GCM predictions about future climate change. More detailed discussion about using the outgoing thermal infrared spectra to test climate models can be found in Goody et al. [1998] and Anderson et al. [2004] . Besides this application, the outgoing thermal infrared spectra can be also used for climate monitoring [Huang et al., 2000; Harries et al., 2001] .
[4] In this paper, we first apply empirical orthogonal function (EOF) analysis (also known as principal component analysis, PCA) to AIRS data to characterize the spatial variability of the outgoing thermal infrared spectra over several climate zones and then interpret the spatial variability in term of climate variables. Next, we present results from a corresponding analysis of synthetic spectra based on a simulation over the same period as AIRS data using the NCAR (the National Center of Atmospheric Research) CAM2 (Community Atmospheric Model). The discrepancies between AIRS and simulation are identified and discussed. Our goal is to document the spatial variability of the outgoing thermal IR spectra seen by AIRS data using spectral EOF analysis, interpret the results, and demonstrate the feasibility and usefulness of directly comparing model results and observations for the spectrally resolved radiance. Previously such ''model-to-satellite'' comparisons used only one or two channels from narrowband radiometer aboard geostationary satellites [Morcrette, 1991; Schmetz and Vandeberg, 1994; Soden and Bretherton, 1994] . For example, Soden and Bretherton [1994] computed the narrow-band averaged radiance in the water vapor 6.3 mm band (which is sensitive to the upper troposphere relative humidity) using clear-sky outputs from two GCMs, ECMWF and NCAR CCM, and compared the results with GOES cloudclearing observations. They showed that the discrepancies between the ECMWF model and the observations could be attributed to the underestimated strength of the large-scale circulation in the GCM while the discrepancies between NCAR CCM and the observations were not simply correlated with features related to the large-scale circulation. With the 2378 channels that AIRS has, much more information about temperature, humidity and even cloud vertical profiles is available for testing the performance of GCMs.
[5] Traditional satellite IR radiance data, such as broadband OLR measured by ERBS and 6.7 mm narrowband radiance recorded by HIRS and GOES, are still valuable in climate studies and model evaluations because of their long records. On the other hand, the high spectral resolution and broad spectral coverage of AIRS spectra provide another useful data set for model evaluation. With AIRS, we can use thousands of channels to evaluate model instead of using a single integrated quantity like OLR or several narrowband channels. It might be possible that simulated OLR or singlechannel narrowband radiance could agree with observed due to cancellations of various errors and biases in a GCM. However, it is highly unlikely that simulated radiances based on this GCM can agree with observed ones over all AIRS channels because each channel is sensitive to physical quantities such as temperature and water vapor at different altitudes.
[6] In section 2, the spectral EOF analysis, data processing, and the NCAR CAM2 model are described. Section 3 presents the results of the analysis of AIRS data over the tropical and subtropical oceans. Section 4 presents similar results over the midlatitude oceans. The results based on NCAR CAM2 simulation are presented in section 5, followed by the discussion and summary in section 6.
Data Processing, Model and Methodology
[7] The characteristics of AIRS instruments and our data processing procedure are summarized in section 2.1. The statistical technique to extract patterns of variability is introduced in section 2.2 and the GCM and radiation transfer models that we used to generate synthetic spectra are described in section 2.3.
AIRS Instrument and Data Manipulation
[8] Atmospheric Infrared Sounder (AIRS) is an infrared grating array spectrometer aboard AQUA, a sun-synchronous satellite . It acquires 2.9 million spectra every day with 2378 channels across three bands (3.74-4.61 mm, 6.20-8.22 mm, 8.8-15 .4 mm). The resolving power (l/Dl) of AIRS is 1200. The instrument field of view is 1.1 degree, corresponding to a footprint of 13.5 km on the surface. The scan angles vary from À49°to 49°. Global coverage can be obtained in the course of 2 days. The in-flight calibrations show that the radiometric accuracy is <0.3 K for a 250 K brightness temperature target [Pagano et al., 2003] , and the spectral accuracy is <0.01Dv (Dv is the full width at half maximum) [Gaiser et al., 2003] . AIRS provides an unprecedented data source of the outgoing thermal IR spectra with excellent calibration and good global coverage.
[9] In this study, we mainly use 16 days of AIRS level-1B calibrated radiances from July 01 to July 16, 2003. The data from January 01 to January 16, 2003, will be used occasionally to illustrate the winter/summer contrast. Sixteen days is an orbital repeat cycle for AIRS so that a uniform spatial sampling pattern can be expected within this period. We limit our study to the spectra with scan angles (q between ±5°(1 1/cos q 1.0039) so that all spectra can be treated as nadir-view spectra and no geometry correction is necessary. Among the 2378 AIRS frequency channels, some of them constantly suffer from the fluctuation of electronic noise (so-called ''popcorn noise'') and some have bad spectral response functions. To avoid these channels, only channels recommended by the AIRS team for level-2 retrieval purposes are used. Furthermore, spectra in the 3.74 -4.61 mm band are excluded due to a consideration of signal-to-noise ratio (SNR). (The SNR at 3.74-4.61 mm band is smaller than other bands, mostly due to the small signals in this band. Moreover, whether 3.74-4.61 mm band is included or not, the results of the spectral EOF analysis at the other two bands are almost identical to each other. This is mostly due to the fact that radiances at 3.74 -4.61 mm band are smaller than those at the other two bands by one or two orders of magnitude.) In addition, we screen the data with a fairly strict quality control procedure to exclude bad spectra. It turns out that, on the average, 2.4 out of every thousand spectra have to be thrown out after the quality control.
[10] We divide the global surface into 3240 grid boxes, each being 4°in latitude and 5°in longitude. Inside each grid box, AIRS spectra collected at the ascending nodes and at the descending nodes within the 16-day period are equally weighted and averaged to obtain a mean spectrum for each grid box. Then we apply the spectral EOF analysis to these averaged spectra within a given climate zone to obtain the principal components and associated spatial patterns. The climate zones that we study are the tropical and the subtropical oceans (32°S-32°N), the northern hemisphere midlatitude oceans (hereafter, NHMO) (32°N-60°N) and the southern hemisphere midlatitude oceans (hereafter, SHMO) (60°S-32°S). Land regions are excluded in this study because of possible complications arising from surface emissivity.
[11] Figure 1 shows, after quality control, the number of qualified spectra over each grid box of the tropics and the subtropics from July 1 to July 16, 2003. It can be seen that the sampling is very uniform for both daytime and nighttime. For daytime and nighttime together, the averaged number of spectra in each grid box is 1604 and the standard deviation is 37. Several grid boxes in Africa and the southern ocean west of Australia have about 250 spectra less than the mean because of the two data outage periods on July 9 due to AIRS and MODIS internal calibrations. Several grid boxes in the tropical Pacific also have about 100 spectra less than the mean because, from time to time, very cold cloud tops existed in these boxes and AIRS failed in generating correctly calibrated radiance for such scenes. If these grid boxes are excluded, the standard deviation is only 14. The samplings over the NHMO and SHMO are also very uniform. The uniform sampling pattern gives us more confidence in analyzing the spatial variability from these qualified spectra.
Spectral EOF Analysis
[12] The statistical technique used here to extract the spatial variability from AIRS data is principal component analysis [Hotelling, 1933] in the spectral domain, so-called spectral EOF analysis. An introduction to spectral EOF analysis can be found in Huang et al. [2003] . Following their notation, if I n (x) is a set of radiances, where n is frequency and x is space. The EOFs, f n (i) , are unit eigenvectors of the covariance matrix defined by
where the overbars represent averaging over all samples in the given set. Let l i be the eigenvalue listed in descending order corresponding to the ith eigenvector f n
; then the principal component (PC) is defined as
(There is no consistent terminology for EOF analysis. The terms used by different communities could even contradict each other [Preisendorfer, 1988] . Here, we adopt these definitions to be consistent with previous works on spectral EOF studies [Haskins et al., 1999; Huang et al., 2002 Huang et al., , 2003 .) The fraction of variance explained by the ith eigenvector is l i /Sl i . With this definition, PCs have the dimensions of radiance. The normalized expansion coefficient (EC) of the ith PC is
With this definition, every EC has zero mean and unitary standard deviation. Since x is a spatial coordinate, ECs can be interpreted as the spatial patterns associated with the corresponding PCs. We should note that each principal component is forced to be orthogonal to all of its predecessors. As a result, the higher-order principal components might not be amenable to simple physical interpretations because linear independence is equivalent to statistical independence only when the probability distribution of the variable is Gaussian.
Models
[13] The atmospheric GCM that we use is Community Atmospheric Model (CAM2) developed by NCAR. It employed a horizontal T42 spectral resolution (corresponding to 2.8°Â 2.8°transform grid) with 26 vertical levels in a hybrid coordinate. The radiation scheme is based on Collins [2001] and Collins et al. [2002] . The cloud scheme was developed by Rasch and Kristjansson [1998] and Zhang et al. [2003] . Detailed scientific description of CAM2 can be found in Collins et al. [2003] .
[14] The radiative transfer model used in this study to compute synthetic spectra is the Moderate Transmittance Code (MODTRAN) v4.1 developed by Air Force Geophysical Lab [Bernstein et al., 1996; Wang et al., 1996] . It adopted a very-narrow band model approach to generate a spectrum at a fixed sampling interval of 1.0 cm À1 . It was designed to be efficient, user friendly, downward compatible, and flexible in handling various scene geometries and various cloud/aerosol configurations. It has a fast twostream algorithm and a more accurate DISORT algorithm to handle the multiple scattering. Given the fact that tens of millions of spectra have to be calculated and DISORT is a very time-consuming approach, we have to adopt a twostream algorithm in the presence of clouds.
[15] To carry out the comparison, we ran CAM2 from September 1996 to September 2003 forced by observed monthly mean sea surface temperature (SST) [Reynolds and Smith, 1994] . The model generated twice-per-day outputs of temperature, humidity, and cloud profiles from July 1 to July 16, 2003, the same period as AIRS data used here. Then these outputs were fed into MODTRAN to generate synthetic spectra. Finally, spectral EOF analysis was applied to these synthetic spectra and the results were compared with what we derived from AIRS data.
Spectral EOF Analysis of AIRS Data Over the Tropical and Subtropical Oceans
[16] In this section, the results over the tropical and subtropical oceans are presented, with emphasis on the physical interpretations of the three leading principal components, especially the second principal component (PC2).
Overview of the Results
[17] The mean spectrum over the tropical and the subtropical oceans from July 1 to 16 of 2003 is presented in Figure 2 . The major spectral features due to absorptions by H 2 O, O 3 , CO 2 , CH 4 and N 2 O are indicated in the figure.
The principal components, which are to be discussed, are the deviations from this mean spectrum and the spatial patterns show how large the deviations over each grid box are.
[18] Table 1 lists the fraction of variance explained by the three leading principal components when the spectral EOF analysis is applied to different subsets of AIRS data over the tropical/subtropical oceans. It turns out that, as far as the explainable fraction of variance is concerned, there is only a slight difference between the results from different subsets. The PC1 is dominant in all cases. For all subsets listed in Table 1 , 99.5% of the variance can be explained by the first three PCs.
[19] The three leading PCs and their spatial maps derived from the tropical/subtropical maritime data are presented in Figures 3 and 4 , respectively. The PC1 (Figure 3a ) is flat at The numbers in parentheses are the results from the spectral EOF analysis to both the continental and the maritime data. Other numbers are from the analysis to the maritime data only. À1 band, indicating little contribution from the middle stratosphere to the PC1. The remaining part of the PC1 resembles the shape of the mean spectrum to a large extent. The minima in the PC1 spatial map ( Figure 4a ) overlap with the summer ITCZ (Inter Tropical Convergence Zone). Over the Atlantic and the eastern Pacific oceans, the ITCZ is usually narrow in latitude and lies just north of the equator. Over the Indian and the western Pacific oceans, the ITCZ is broad in latitude. All these features of the summer ITCZ [Waliser and Gautier, 1993] can be identified from the PC1 spatial map. Based on the spectral shape of PC1 and its spatial map, it can be concluded that PC1 is due to the contrast of emission temperatures between the cold cloud tops in the presence of optically thick clouds and the warm surface where clouds are absent. When clouds are formed by the deep convection, the clouds are so thick that essentially no radiation emitted from surface can penetrate the cloud. As a result, only emission from the cloud tops or above can be seen from space. PC1 captures the temperature difference between cold cloud tops and the warm surface. This interpretation can be confirmed by examining the correlation coefficient (r corr ) between the PC1 spatial map and the radiance map of each frequency channel. For some frequency channels in the window region, r corr can be as high as 0.999. The good agreement between the PC1 spatial map and the high cloud climatology of July ( Figure 5a ) derived from ISCCP D2 data [Rossow and Schiffer, 1999] also supports this interpretation.
[20] PC2 shown in Figure 3b is more complicated than PC1. It exhibits several spectral features. The CO 2 667 cm Figure 3a . In other words, it is the normalized expansion coefficient of the PC1 computed based on equation (3) the contributions from upper tropospheric water vapor. The correlation coefficient between the PC2 spatial map and the radiance map of any frequency channel is within ±0.6. The PC2 spatial map ( Figure 4b ) has local maxima off the coasts of California, Peru, and Namibia as well as over the Canary Islands and the southern ocean west of Australia. These are also regions well known for the high occurrence of low clouds, most notably marine stratus [Klein and Hartmann, 1993] . The PC2 spatial map matches the map of July low cloud climatology (Figure 5b ) from ISCCP D2 data very well except over the Arabian Sea and the Atlantic coast off North Africa. When marine stratus is formed, the entrainment at the cloud top tends to dry the layer just above the cloud top [Houze, 1993] . Moreover, descending branches of large-scale circulation could decrease LTH by subsidence drying and help maintaining temperature inversion in the lower troposphere, a condition essential to the formation and persistence of low cloud [Houze, 1993] . Therefore, the low cloudiness usually negatively correlated with the lower tropospheric relative humidity. As a result, the minima in the map of 850 mb relative humidity (Figure 5c ) derived from NCEP daily reanalysis data [Kalnay et al., 1996] from July 1 -16, 2003 also consistently correlated to the maxima in the PC2 spatial map except the Arabian Sea and the Atlantic coast off the North Africa. These spatial features suggest that PC2 could be mostly due to the low cloud and the lower tropospheric humidity (LTH) variations. PC2 also captures other variations because of the forced orthogonality to PC1. Further interpretation of the PC2 will be given in the next subsection.
[21] The third principal component, PC3, accounts only for $0.4% of the total variance. Nevertheless its spectral shape and spatial pattern are still meaningful. The spectral features at the CO 2 667 cm À1 and 720 cm À1 bands and the O 3 1042 cm À1 band are significantly nonzero. For the other parts, it is close to zero. These imply that PC3 is mainly due to the temperature variations in the stratosphere and the upper troposphere, to which the aforementioned three bands are sensitive. Ozone in the lower stratosphere can also contribute to the PC3 significantly given the large meridional gradient of lower-stratospheric ozone over this region. The PC3 spatial map (Figure 4c ) is zonally uniform. The negative (positive) values in the PC3 spatial map indicate colder (warm) brightness temperature at CO 2 667 cm À1 band than the mean spectrum. This is consistent with the fact that the tropical lower stratosphere is colder than the subtropical counterpart. The maximum correlation coefficient between the PC3 spatial map and the radiance map of a given AIRS frequency channel is 0.9. The corresponding frequency channel is 651.3 cm À1 with the contribution function peaking at 117 mb, further confirming the lower stratosphere and the upper troposphere as the major contributors to PC3. The map of the NCEP upper tropospheric and lower stratospheric temperature averaged over the same period (Figure 5d ) generally agrees with the PC3 spatial map. This also supports the interpretation of PC3.
[22] If the continental data are included in the analysis, the spectral shapes of the PC1 and the PC2 are basically the same. However, the amplitude of the PC1 is larger because of the larger surface/cloud top thermal contrast when continental deserts are included. The slopes at the window regions of the PC2 and the PC3 are different. The possible causes for this difference in slope are (1) the spectrally dependent surface emissivity in the window region can vary significantly for different types of land surface [Wilber et al., 1999] ; (2) the subtropical continental warm clouds usually have smaller effective radii than the subtropical maritime warm clouds due to the maritime-continental contrast of the number of CCN (cloud condensation nuclei) [Han et al., 1994] , and the different cloud effective radii can affect the slope in the window region even when the cloud optical depths are the same [King et al., 1992; Prabhakara et al., 1988] . The spatial maps of the three leading PCs derived from all data over the tropics/subtropics are consistent with the maps shown in Figure 4 .
[23] Examining AIRS data over the tropical and the subtropical oceans from January 01 to January 16 of 2003 with the spatial-spectral EOF technique yields similar results. The PC1 spatial map shows minima over the wintertime ITCZ, the PC2 spatial map is consistent with the January low cloud climatology, and the PC3 spatial map shows patterns resembling the upper tropospheric and the lower stratospheric temperature variations.
Further Interpretation of PC2
[24] The PC2 spatial map shows features consistent with the map of low cloud amount, but its spectral shape shows contributions from the stratosphere (the nonzero CO 2 667 cm À1 band) and the upper tropospheric water vapor (the nonzero water vapor 1596 cm À1 band) as well. This can be understood in terms of the forced orthogonality between each principal component and its predecessors. Figure 6 is a schematic diagram showing a system with several factors contributing to the variability of the system. These factors might be neither independent of (''orthogonal''), nor totally dependent on (''parallel''), each other. For example, at the ascending branch of the Hadley Circulation or the Walker Circulation, high clouds would form and upper troposphere humidity (UTH) would be enriched by convection; at the descending branch, the upper troposphere would be dehydrated and a temperature inversion layer would form in the lower troposphere that promotes the formation of marine stratus [Houze, 1993] . Therefore, the variation in UTH is correlated with the changes of both high cloud and low cloud. Meanwhile, if one of these factors contributes to the variance much more than any other factors, PC1 from the EOF analysis would be similar to the imprint of this dominant factor. But PC1 would not be identical to the imprint of this dominant factor because, as long as these factors are not ''orthogonal'' to each other, the PC1 always tries to capture projections from other factors so that the fraction of variance it can explain is maximized. Therefore, PC1 would be slightly different from the imprint of the dominant factor. Given the fact that PC2 is forced to be orthogonal to PC1, these factors would have projections onto PC2 too. The one having the largest projection onto PC2 (the factor ''nearest'' to PC2) would be seen from the PC2 spatial map more easily than any other factors. In this case, LTH and the low cloud, two factors which are closely related to each other, should be the factors ''nearest'' to the PC2, as sketched in Figure 6 . Therefore, the PC2 spatial map has good agreement with the spatial map of LTH and the low cloud. Meanwhile, the PC2 also has projections Figure 6 . A schematic plot to conceptually demonstrate the results of EOF analysis to a system with correlated factors. LCLD refers to the low cloud. LTH and UTH refer to the lower and upper tropospheric humidity, respectively. from the upper tropospheric humidity and the stratosphere, which are shown in its spectral signature.
[25] To further understand the effect of cloud on the PC2, we carry out two simple simulations using NCEP daily reanalysis data from July 01 to July 16, 2003 and ISCCP July climatology of cloud distribution and cloud optical depth. The first simulation (hereafter, clear-sky case) computes the spectra based on NCEP 16-day average of temperature and humidity profiles over each 4°by 5°grid box with no cloud information included. The second simulation (hereafter, NCEP + ISCCP cloudy case) computes the spectra based on both NCEP data and ISCCP July climatology of cloud amount, cloud height, as well as cloud optical depth over each grid box. Both simulations are done using MODTRAN. (The highest spectral resolution (FWHM) that MODTRAN can correctly generate is 2 cm
À1
. For AIRS, its resolution varies with frequencies and is about 0.5 $ 1.0 cm À1 in the spectral range that we look at.
This difference in spectral resolution should have little impact on the EOF results. More detailed discussion is given in section 5.) We apply spectral EOF analysis to these two sets of synthetic spectra in the same way as we apply it to AIRS data. For the clear-sky case, the PC1 and the PC2 can explain 88% and 10% of the total variance, respectively. This is because the PC1 of the clear-sky case is mainly due to the emission surface temperature contrast between different regions and this contrast is significantly smaller than the contrast between the surface and cold cloud tops. The PC2 spatial map of the clear-sky case has a correlation coefficient of 0.996 with the radiance map at 1244 cm
, a channel which is sensitive to water vapor and has a weighting function peaking at $550 mb. Given that the nadir-view weighting function usually has a broad width in the thermal IR region, [Goody and Yung, 1989] , this good correlation means that PC2 is essentially due to the variation of the water vapor density over a broad layer centered at 550 mb, or approximately the variation of the column water vapor abundance. Therefore, the first two PCs for the clear-sky case are mainly due to the variation of surface temperature and the variation of column water abundance, respectively.
[26] For the NCEP + ISCCP cloudy case, the PC2 spatial map is not highly correlated with the radiance map of any channel: all correlation coefficients are within ±0.77, similar to the situation of the AIRS PC2. Moreover, the spatial map as shown in Figure 7a is in a good agreement with the low cloud amount map used in this simulation (Figure 7b ). Therefore, when cloud is included, the variation of cloud top (mostly high cloud top) is ''aliased'' to the PC1 and the variation of low cloud is ''aliased'' to the PC2.
[27] Figure 7c shows the NCEP upper tropospheric relative humidity (UTH) map averaged over July 1-16, 2003. Compared to the LTH, e.g. 850 mb relative humidity shown in Figure 5c , UTH is distributed more uniformly along latitude band: high UTH over the ITCZ and low UTH over broad subsidence regions. The AIRS PC2 spatial map ( Figure 4b ) features with localized maxima, which is more consistent with maps of LTH and low cloud rather than map of UTH. The same conclusion also holds for the PC2 spatial map derived from ISCCP + NCEP simulation. Given the fact that ISCCP does not provide detailed cloud microphysical properties or vertical resolution, this ISCCP + NCEP simulation is a rather crude simulation. Yet it supports our interpretation of the PC2 and the fingerprints of UTH for both the PC1 and the PC2 due to the forced orthogonality.
[28] Traditionally visible reflectance is used to observe low clouds because of its high albedo in the visible range. The relatively small thermal contrast between the surface and low cloud tops makes direct observation of low clouds from IR window channels of meteorological satellites difficult. Here we show that, using spatial-spectral EOF to decompose the thermal IR spectra, the variation of low clouds and associated LTH in the tropical and subtropical oceans can be clearly seen in the PC2 and its spatial map.
Fingerprint of Dust Aerosol in the PC2
[29] From the discussion in previous subsections, it can be seen that the local maxima in the AIRS PC2 spatial map occur in the regions which are constantly covered by low clouds with two exceptions: the Arabian Sea and the Atlantic coast off North Africa. From the ISCCP climatology of low cloud amount (Figure 5b ), these two regions are frequently covered by low clouds. However, in the AIRS PC2 spatial map, there is a local minimum rather than a local maximum over the Arabian Sea and the local maximum over the Atlantic coast off North Africa is much weaker than other local maxima over the regions constantly covered by low cloud. These two exceptions are to be discussed in this subsection.
[30] In order to understand these two exceptions, it would be useful to compare the AIRS PC2 spatial map during July 1-16, 2003 to the counterpart during January 1 -16, 2003. In July, the atmosphere is usually heavily loaded with dust aerosols in these two regions with the visible optical depth around 0.4-0.8, a phenomenon seen by several satellite instruments such as AVHRR [Husar et al., 1997] , MODIS [King et al., 2003] , and TOMS [Herman et al., 1997; Prospero et al., 2002] , as well as surface observations [Ackerman and Cox, 1989; Middleton, 1986] . In January, little dust aerosol is present over these two regions. The July AIRS PC2 spatial map and the monthly averaged low cloud amount and aerosol optical depth derived from MODIS observations over the Arabian Sea in July 2003 are shown in Figures 8a, 8c, and fingerprint in the AIRS spatial-spectral EOF analysis. This, in turn, reverses a local maximum due to low cloud to a local minimum due to dust. Two additional observational facts support this argument:
[31] 1. Several studies [Li and Ramanathan, 2002; Prospero et al., 2002; Tindale and Pease, 1999] suggest that dust is transported in the middle troposphere (around 700 mb) to the Arabian Sea. Low clouds usually top around 850 mb. Therefore dust aerosol is most likely above the low clouds and can be seen first from a nadir-view satellite IR sounder like AIRS. The more optically thick the dust aerosol is, the less AIRS can see through the dust aerosol layer. Dust blowing off the Atlantic coast of North Africa is also transported around the similar altitude [Karyampudi et al., 1999] .
[32] 2. A previous observational study [Ackerman, 1997] shows that, for the thermal IR radiances collected in the presence of a dust storm over the Arabian Sea, the brightness temperature difference between 8 mm and 11 mm (hereafter, DBT 8-11 ) tends to be negative because most common elemental components of dust have maximal absorption around 8 mm and minimal absorptions around 11 mm. In contrast, existence of low clouds (liquid water clouds) tends to make DBT 8-11 positive because water has a larger absorption coefficient at 11 mm than at 8 mm [Ackerman et al., 1990] . In other words, the dust aerosol and the low cloud have opposite effects on the slope of the window region. This explains why the existence of dust aerosol reverses a local maximum to a local minimum.
[33] These facts physically explain why the heavy dust loading over these two regions in July can erase the imprints of low clouds in PC2 and even reverse it from a local maximum to a local minimum.
Midlatitude Oceans
[34] Table 2 summarizes the fraction of variance explained by the three leading PCs over the northern hemisphere midlatitude oceans (32°N-60°N) and the southern hemisphere midlatitude oceans (32°S-60°S) (for brevity, hereafter NHMO and SHMO, respectively). Similar to the case of the tropical/subtropical oceans, the PC1 is absolutely dominant here and three leading PCs together can explain more than 99.5% of the variance.
[35] The spectral shapes of the PC1s over the NHMO and the SHMO (shown in Figures 9a and 9c ) are similar to those of the PC1 over the tropical/subtropical oceans except that both midlatitude PC1s capture a small contribution from the stratosphere shown in the CO 2 667 cm À1 band. PC1s here are still mainly due to the contrast of emission temperatures, including the poleward variation in surface temperature and the temperature contrast between the surface and cloud tops.
[36] The PC2 over the NHMO (Figure 9b) shows spectral features at the CO 2 667 cm À1 band as well as weak water vapor absorption lines in the window region. The spatial map of PC2 over the NHMO (Figure 10a ) has maxima over the North Pacific, the North Atlantic and near the west coast of North America, consistent with ISCCP July low cloud climatology (Figure 10b ). The interpretation of this PC2 is similar to the PC2 over the tropical/subtropical oceans: it is mainly due to the variation of LTH and low clouds but captures the variation from the stratospheric temperature as well due to the forced orthogonality by EOF analysis.
[37] The PC2 over the SHMO (Figure 9d ) has two sharp spikes at the centers of the CO 2 667 cm À1 and 720 cm À1 bands. Outside these two CO 2 bands and the O 3 band, the PC2 is rather flat and close to zero. This clearly indicates that the PC2 is due to the temperature changes in the stratosphere and the upper troposphere. The spatial map of PC2 shown in Figure 10c has maxima (corresponding to a cold stratosphere) at the margin of the polar vortex and minima (corresponding to a warm stratosphere) over the midlatitude southern ocean, consistent with the 100 mb temperature map (Figure 10d ) derived from NCEP daily reanalysis product over the same period.
[38] Applying spectral EOF analysis to the synthetic spectra over the NHMO and the SHMO based on the NCEP reanalysis daily product over the same period and ISCCP climatology in July (hereafter, NCEP + ISCCP case), we can obtain similar results. Figure 11 shows the PC2s and their spatial maps from such analysis. It can be seen that, for both the spectral features and their spatial maps, the PC2s from this NCEP + ISCCP case agree with the AIRS PC2s reasonably well except for the CO 2 667 cm À1 band of the PC2 over the NHMO. The spatial map of the PC2 over the NHMO (Figure 11c) shows maxima over those areas frequently covered by low clouds, consistent with the low cloud climatology used in this simulation (Figure 10b) . The spatial map of the PC2 over the SHMO (Figure 11d) is consistent with the spatial distribution of NCEP upper tropospheric and lower stratospheric temperature variations (Figure 10d) .
[39] From the above paragraph, the PC2 over the SHMO has a different spectral character and a different explanation from that over the NHMO. This is partially due to the summer-winter contrast between the NHMO and the SHMO. To further understand these differences, it would be instructive to examine the PC2s from January AIRS data. The PC2s over the NHMO and the SHMO derived from AIRS data over January [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] 2003 are shown in Figure 12 . The PC2 over the NHMO in January (Figure 12a ) resembles the PC2 over the SHMO in July, both having two sharp spikes at the centers of two CO 2 bands and relatively flat window region and water vapor band. However, the PC2 over the SHMO in January (Figure 12b) is not similar to the PC2 over the NHMO in July: it mainly shows the stratospheric contributions although it captures the variations in the weak water vapor absorption lines in the window region.
[40] The similarity between the wintertime PC2s over the NHMO and the SHMO is due to the strong disturbance of the stratosphere in winter by the vertical propagation of the planetary waves originated in the troposphere [Holton, 1983] . As a result, the spatial variation of the stratospheric temperature is so large that its contribution to the variance of spectra is second only to the emission temperature contrast. In the summertime, the stratosphere is relatively undisturbed due to the existence of the critical surface (zero zonal wind) in the lower stratosphere [Charney and Drazin, 1961; Holton, 1983] . Meanwhile, owing to the greater land-sea contrast in the northern hemisphere than in the southern hemisphere, the lower tropospheric humidity and the low clouds at the summertime NHMO exhibit larger spatial variations than those at the summertime SHMO. As a result, the PC2 over the summertime NHMO is ''biased'' to the variations of the LTH and the low cloud and the PC2 over the summertime SHMO is still mostly due to the variation of the stratospheric temperature.
Results From CAM2 Simulation
[41] In this section we present a spatial-spectral EOF analysis of synthetic spectra based on CAM2 simulations. An eight-year CAM2 T42 run (corresponding to a spatial resolution of 2.8°latitude by 2.8°latitude) forced by observed monthly SST from 1996 to 2003 is carried out. The twice-per-day output from July 01-16 of 2003 is fed into MODTRAN to generate synthetic spectra and these spectra are resampled to AIRS spectral sampling points, then spatial-spectral EOF analysis is applied to these synthetic spectra. The purpose of this analysis is not to perform a strict and rigorous comparison between GCM and AIRS observations. Instead, this is a case study to demonstrate what we can obtain from synthetic radiance and the feasibility of model-to-satellite comparison using spectrally resolved radiance.
[42] Limited by the capability of MODTRAN, the synthetic spectra have different spectral resolution (1 cm À1 ) from AIRS spectra (l/Dl = 1200, corresponding to 0.5-1.3 cm À1 over the interested spectral range). The impact of this difference in spectral resolution on EOF analysis is investigated in Appendix A. It turns out that it has a very minor impact on results of EOF analysis, especially the spatial map.
Tropical/ /Subtropical Oceans
[43] The three leading PCs (hereafter, CAM2 PCs) in this climate zone and their spatial maps are shown in Figure 13 . The fraction of variance explained by each PC is listed in Table 3 . The spectral features of these PCs agree well with those of AIRS PCs shown in Figure 3 except that the spectral features at the O 3 band are missing in the CAM2 PC3. This missing spectral feature at the O 3 band is due to the fact that a fixed typical tropical ozone profile has been used in all MODTRAN calculations but, in reality, ozone profiles have very large meridional gradients in the tropics and subtropics. The spatial maps also agree reasonably well with those derived from AIRS spectra (Figure 4) . The major discrepancies are as follows:
[44] 1. Position of the western Pacific ITCZ: between 135°E to 180°E, the CAM2 PC1 spatial map indicates little high cloud cover around the equator and substantial high cloud cover over the northern hemisphere subtropics. In the AIRS PC1 spatial map, the situation is just the opposite.
[45] 2. Double ITCZ over the central Pacific: the CAM2 PC1 spatial map shows a more prominent ''double ITCZ'' in the region than the AIRS PC1 spatial map.
[46] 3. Dust aerosol over the Arabian Sea and the Atlantic coast off North Africa: as discussed in section 3.3, the local minimum over the Arabian Sea and the weak local maximum off the Atlantic Coast of North Africa in AIRS PC2 spatial map are results of heavy loading of dust aerosol. In CAM2 simulation, only background aerosol has been used. Therefore, low clouds are not shadowed by dust aerosol and there are local maxima over both regions in CAM2 PC2 spatial map.
[47] Apparently discrepancies 1 and 2 are related to how well the ITCZ can be simulated by an atmospheric GCM. The latitudinal preference of the ITCZ could be regulated by many physical mechanisms. The spatial distributions of SST and low-level convergences are thought to play major roles in regulating the location of the ITCZ [Bjerknes et al., 1969; Holton et al., 1971] and these ideas are supported by many numerical studies [Goswami et al., 1984; Manabe et al., 1974; Waliser and Somerville, 1994] . In term of the simulation of the ITCZ by GCMs, several studies show the high sensitivity of the latitudinal preference of the ITCZ to the convection parameterization scheme used in GCMs [Chao, 2000; Chao and Chen, 2001; Hess et al., 1993] . Given the complex mechanism for regulating the location of the ITCZ and the important role of air-sea interaction and subgrid convective activities in such regulation, it is not surprising that an AGCM alone cannot satisfactorily simulate the latitudinal preference of the ITCZ over a short period of 16 days. As for discrepancy 3, it shows the necessity of including time-dependent dust aerosol profiles in GCM simulation. Dust aerosol can absorb both the shortwave and longwave radiation. As a result, when there is heavy dust aerosol loading in the atmosphere, it will have a significant impact on the radiative heating rate [Carlson and Benjamin, 1980] and consequently on the circulation pattern [Mohalfi et al., 1998 ].
Midlatitude Oceans
[48] The fractions of variances explained by the three leading CAM2 PCs at NHMO and SHMO over the period of July 01-16 of 2003 are listed in Table 3 . The fraction of variance explained by the CAM2 PC2 at SHMO is larger than that by the AIRS PC2 at same region by a factor of 2, indicating an unrealistically large spatial variation of the stratospheric temperature simulated by CAM2 over that region.
[49] The CAM2 PC1s and their spatial maps over the two regions (which are not shown here) have good agreement with their AIRS counterparts. The CAM2 PC2s and their spatial maps are shown in Figure 14 . The spatial maps are in very good agreement with their AIRS counterparts (Figures 10a and 10c) . To a large extent, the CAM2 PC2s are also in good agreement with the AIRS PC2s (Figures 9b  and 9d ). The major discrepancies are (1) over the NHMO, the CAM2 PC2 (Figure 14a) shows a larger radiance change at the CO 2 667 cm À1 band and smaller radiance changes at the weak water vapor absorption lines than AIRS PC2 ( Figure 9b ); (2) over the SHMO, the CAM2 PC2 (Figure 14c ) shows a larger radiance change at the CO 2 667 cm À1 band than the AIRS PC2 ( Figure 9d ) by a factor of $2. Both discrepancies disclose that the model has larger spatial variation of the midlatitude stratospheric temperature in both hemispheres than the reality.
[50] CAM2, as well as other GCMs, is designed to simulate the general circulation in the troposphere. The stratosphere in these GCMs is usually not as well represented as the troposphere. The top boundary of these GCMs is usually around the stratopause ($50 km). Therefore, it is understandable that the stratosphere is not well simulated in such GCMs. But to what extent the unrealistic simulation of the stratosphere can be tolerated is still under debate. The stratosphere can affect the troposphere radiatively by changing the amount of solar flux that can reach the troposphere and the amount of downwelling longwave radiation emitted from the stratosphere [Forster et al., 1997; Hansen et al., 1997] . It can also affect the troposphere dynamically by downward propagation of zonal-mean anomalies, a mechanism known as the ''downward control principle'' [Haynes et al., 1991] . Recently observational [Ambaum and Hoskins, 2002; Baldwin and Dunkerton, 2001; Baldwin et al., 2003; Thompson et al., 2002] and modeling studies [Scott and Polvani, 2004; Shindell et al., 2001; Taguchi and Yoden, 2002] have demonstrated that the stratosphere is an active player in the tropospheric climate and weather. Given these facts, the discrepancies of CAM2 in simulating the spatial variations of the stratospheric temperature might be worthy of further investigation.
Conclusion and Discussion
[51] In this paper, we present a case study of the patterns of the spatial and spectral variability in the AIRS radiance data over the tropical/subtropical and the midlatitude oceans and a similar case study to synthetic spectra based on a CAM2 simulation, with focus on the boreal summer. Although the forced orthogonality of the EOFs makes the interpretation of the higher order PCs difficult, the three leading PCs over the tropical/subtropical oceans and the two leading PCs over the midlatitude oceans still have relatively simple interpretations. For all three climate zones examined, the PC1 is due to the contrast between surface temperatures and cold cloud top temperatures. The PC2s over the tropical/subtropical oceans and the summertime NHMO are mainly due to the spatial variation of the LTH and the low clouds and capture the variations in the stratosphere and the upper troposphere as well. The PC2s over the SHMO (both the wintertime and summertime) and the wintertime NHMO and the PC3 over the tropical/subtropical oceans are mainly due to the temperature variations in the upper troposphere and the lower stratosphere. The north-south contrast shown in the PC2s over the NHMO and the SHMO is mainly due to a relatively ''quieter'' summer troposphere in the southern hemisphere midlatitudes than in the northern hemisphere midlatitudes.
[52] The spectral EOF results based on CAM2 simulation over the same period show generally good agreement with AIRS results. The major discrepancies lie in the position of ITCZ over the western Pacific and the central Pacific, the underrepresented dust aerosol over the Arabian Sea and the Atlantic Coast off North Africa, and the overestimated spatial variations of the lower stratospheric temperature at midlatitudes. The close connection of the ITCZ with mesoscale tropical convective activities and air-sea interaction limits the capability of GCMs in the realistic simulation of the latitudinal preference of the ITCZ. The heavy load of dust aerosol in certain regions seen from the PC2 demands a more realistic treatment of dust aerosol in the GCMs. The consistent overestimation of the stratospheric temperature changes at the midlatitudes might also need further investigation given the potential influence of the stratosphere on the tropospheric climate and weather.
[53] The study presented here demonstrates that various meaningful results can be obtained by looking at a single data set, the outgoing thermal IR spectra. For example, our study shows that, over the southern hemisphere midlatitude oceans, almost all the spatial variability in the troposphere can be captured by the PC1 and lower stratospheric signal is dominant in the PC2. Over the northern hemisphere midlatitude oceans, the same conclusion holds in the winter period but not in the summer period. This inter-hemispheric asymmetry, which is useful in evaluating model performance, is readily seen from AIRS data but not from OLR or single-channel narrowband measurements because the decomposition of the spectra is necessary to obtain the primary variability (the PC1) and then the second variability (the PC2). It is conceivable that, combined with other data sets, it would have more potential in climate studies and climate model development. This year, CLOUDSAT and AURA will join AQUA (the carrier of AIRS) as well as several other satellites to form the A-train to observe clouds and other atmospheric variables [Stephens et al., 2002] .
This new epoch of satellite observations will open a new era in climate studies and hasten the much-needed validation of climate models.
Appendix A
[54] The spectral resolution of AIRS data varies with the frequency ($0.5-1.3 cm À1 for the spectral range of our interest), but the MODTRAN band model generates spectra at a 1 cm À1 interval. We conduct a sensitivity study to investigate the effect of the different spectral resolution on the spectral EOF analysis results. First, we use spectra generated by MODTRAN at a 1 cm À1 interval to do the EOF analysis (hereafter, case 1). Second, we degrade the spectra to 2 cm À1 resolution and apply the EOF analysis to these coarse-resolution spectra (hereafter, case 2). There is Figure A1 . (a) The solid line is the PC1 (degraded to 2 cm À1 resolution) from EOF analysis to the original MODTRAN spectra, the case 1. The dashed line is the PC1 from the EOF analysis to the degraded MODTRAN spectra with 2 cm À1 resolution, the case 2. (b) The difference between the two PC1s in Figure A1a little difference between the EOF results from the two cases. If we degrade the PC1 from the case 1 to the same resolution as the spectra used in the case 2 and plot it with the PC1 from the case 2 ( Figure A1a ), they are almost not distinguishable. The difference between them ( Figure A1b ) is in the order of 10 À4 mW m À2 sr À1 /cm À1 . The difference between the two PC2s is also tiny ( Figure A1d ). The differences in the spatial maps of the PCs and the fractions of variance explained by the PCs between the two cases are also small. Therefore, the different spectral resolutions between our synthetic spectra and the AIRS spectra should have little impact on the EOF analysis results. Figure 3a . In other words, it is the normalized expansion coefficient of the PC1 computed based on equation (3) 
