Abstract. In this paper, we propose a new probability model, 'asymmetric Gaussian(AG),' which can capture spatially asymmetric distributions. It is also extended to mixture of AGs. The values of its parameters can be determined by Expectation-Conditional Maximization algorithm. We apply the AGs to a pattern classification problem and show that the AGs outperform Gaussian models.
Introduction
Estimation of a probability density function(pdf) of the patterns in given data set is a very important task for pattern recognition [1] , data mining and so on. Single Gaussian and mixtures of Gaussians are most popular probability models, and they are used for many applications [2] . However, they do not always fit any distribution of patterns, so it is meaningful to provide another probability model which can be chosen instead of single/mixture Gaussian model.
In this paper, we propose a new probability model, 'asymmetric Gaussian(AG),' which is an extension of Gaussian. The AG can capture spatially asymmetric distributions. In the past, 'Asymmetric Mahalanobis Distance(AMD), ' was introduced [3] and it was applied to handwritten Chinese and Japanese character recognition. The AMD can measure a spatially asymmetrical distance between an unknown pattern and the mean vector of a class and shows excellent classification performance. However, the AMD is suitable only for an unimodal distribution, so the range of its application is necessarily somewhat limited. Meanwhile, since our model is formulated by a density function, it is easy to be extended to mixture model, which can capture multi-modal distributions. Moreover, due to its probabilistic formulation, we can develop a wide variety of extensions in a theoretically well-appointed setting.
The remainder of the paper is organized as follows. In the next section, we introduce the concept of latent variable model of single Gaussian model. In section 3 we then propose the AG model by extending the framework to the asymmetric version. Next we extend the AG to mixture models in Section 4. Section 5 presents its maximum likelihood estimation algorithm. In section 6 we show empirically that the mixture of AGs captures clusters of patterns, each of which are distributed asymmetrically. In section 7 we apply AG models to pattern recognition and present results using a real-world data sets. The final section presents our conclusions.
A View of Single Gaussian
In this section we introduce a view of single Gaussian by a latent variable model. The goal of the latent variable model is to extend the representation for asymmetric distribution. We consider that single Gaussian has a d-dimensional latent variable z related to an observed data x in d-dimensional space. The i-th element of the latent variable, z i , is distributed according to the following normal distribution N (z i ; µ 
The Gaussian-distributed observed data vector x is generated by rotating z via an orthonormal matrix
The pdf of the observed variable x is consequently given by:
The last equality follows because the conditional density of x given z is p(x|z)
is the Dirac's delta function. Next, we show an arbitrary Gaussian can be represented by the latent variable model. The observation variable x is assumed to be distributed according to a Gaussian N (µ x , Σ x ) ( the mean is µ x and the covariance matrix is Σ x ). The pdf of the Gaussian can be rewritten as
where λ i and ψ i denote i-th eigenvalue of the covariance matrix Σ x and the corresponding eigenvector, respectively. By comparison between the formulae (4) and (5), it is shown that the above-mentioned latent variable model represents any Gaussian distribution by letting
Asymmetric Gaussian
We now introduce an asymmetric Gaussian(AG) model by extending the latent variable model. In the same manner as Gaussian, the d-dimensional AG has a latent variable z ∈ R d and the observation variable x is modeled using z and an orthonormal matrix Φ ∈ R d×d : x = Φz. The different point between the AG and the Gaussian is the distribution of the latent variable z. We choose the following distribution of each element of z:
where
We term the density model (6) 'univariate asymmetric Gaussian(UAG).' It is shown that UAG have an asymmetric distribution by the Figure 1(b) where the density function is plotted. In addition, UAG is an extension of Gaussian since UAG with r i = 1 is equivalent to Gaussian.
The pdf of AG is given by:
is the set of the adaptive parameters.
Mixture of Asymmetric Gaussians
Due to the definition of the density model, it is straightforward to consider a mixture of AG, which is able to model complex data structures with a linear combination of local AGs. The overall density of the K-component mixture model is written by
where A(x; Θ (k) ) is the kth local AG, with its own set of independent parameters,
, and {π k } K k=1 are mixing proportions satisfying 0 ≤ π k ≤ 1 and
The EM Algorithm for Maximum Likelihood Estimation
Optimal values of the parameters of each local AG, {Θ (k) }, and mixing proportions {π k } are unable to be obtained in the closed form, and here we describe the formulae using Expectation-Maximization(EM) algorithm [4] , [5] which provides a numerical method for estimating these maximum likelihood parameters. Given a data set {x n } N n=1 , the log-likelihood function is given by
The maximization of the log-likelihood can be regarded as a missing-data problem in which the identity k of the component that has generated each pattern x n is unknown.
In the E-step, we compute the posterior probability h nk , called responsibility, of each local AG component k for generating pattern x n using the current values of Θ (k) and π k :
In the M-step, the quantity of the expected complete-data log-likelihood which is given by
is maximized with respect to
. The following updates of {π k } maximize the quantity of the term containing {π k } in (12) with subject to the constraint
Although the parameter set of each local AG,
, must also be found so that it maximizes the expected complete-data log-likelihood in the standard EM algorithm, it is not tractable to compute both Φ k and the other parameters simultaneously. We therefore use a two-stage procedure. In the first stage of the M-step, i,k {µ [4] , [6] . The proposed maximum likelihood(ML) estimation scheme is an example of Expectation-Conditional Maximization(ECM) algorithm [7] , which is a subclass of GEM algorithms. Further details concerning the two-stage procedure can be seen in Appendix.
The ML estimation algorithm is summarized as follows: 
until the convergence of L end.
Simulations
We applied the ML estimation algorithm mentioned in the previous section for AG model to a problem involving 229 hand-crafted data points in the 2-dimensional space shown in Figure 2 . Figure 2(b) shows the results using three components. We also fitted the mixture of (standard) Gaussians for comparison (Figure 2(a) ). The ellipse in (a) denotes the set of points that have the same Mahalanobis distance from the mean of each component, and the cross point in each ellipse lies on the mean. Similarly the loop in (b) denotes the set of points satisfying the values of the exponent of each local AG equal to one, and the cross point in each ellipse lies on the point (µ z 1,k , µ z 0,k ). The AG captures the asymmetric distribution, which cannot be done by the Gaussian intrinsically. Although it might seem that AG tends to over-fit to the data set, we expect that this problem could be overcome by evidence framework [8] .
Application to Pattern Recognition
In this section, we first present how to apply mixture of AGs to pattern recognition, and then show the experimental results on character recognition problem. In the training stage, we estimate the density function of each class w, p(x|w), using the ML estimation algorithm. In the classification stage, we find the class which has the largest posterior class probability:
where the prior class probability P (w) is assumed to be non-informative.
We have tested the method in the public database 'Letter' [9] obtained from the UCI Machine Learning repository. The data contain 20,000 instances extracted from character images. Each of them has 16 features. The number of classes is 26. The database is partitioned into five almost equal subsets. In rotation, four subsets are used to train the AG parameters of each class and the trained AGs are tested on the remaining subset. In this experiment, we choose K = 1 for each class, that is, non-mixture AG models are used. For comparison, we also test Gaussians.
The accuracy on each subset is plotted in Figure 3 . The 'average' in the figure is obtained by the ratio of the sum of the numbers classified correctly on each subset to the number of all instances. AGs improve in classification performance on every subset and AGs obtain 88.14% 'average' accuracy while Gaussians obtain 87.71%. It can be considered that AGs capture the distribution of patterns more precisely than Gaussians.
Conclusion
In this paper, we proposed a new probability density model, asymmetric Gaussian, which can fit the spatially asymmetric distribution, and extended it to mixture model. We also developed an algorithm of the maximum likelihood estimation for mixture of AGs using the Expectation-Conditional Maximization technique and it was applied to a two-dimensional problem. We also applied the AGs to character classification problem and showed that the AGs outperform Gaussian models.
Appendix: M-step in the EM algorithm
We now describe the details about how to update the parameters of mixture of AGs, Θ (k) , in the M-step. We use a two-stage procedure to update Θ (k) which increases the expected complete-data log-likelihood function. The twostage procedure runs as follows: (1) Update the orthonormal matrix Φ k with remaining parameters {µ
with Φ k fixed.
(1) Update Φ k with {µ
fixed
We compute Φ k new as follow:
where η is the learning constant and Φ k old denotes the old value of Φ k . Note that there is no constraint to ensure that Φ k new in (15) will result in an orthonormal matrix. Therefore, after updating, we modify Φ The expected complete-data log-likelihood function can be factorized by Q i,k 's:
