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In this paper, we consider the Kundu equation which is not a
standard Hamiltonian system. The abstract orbital stability theory
proposed by Grillakis et al. (1987, 1990) cannot be applied directly
to study orbital stability of solitary waves for this equation.
Motivated by the idea of Guo and Wu (1995), we construct
three invariants of motion and use detailed spectral analysis to
obtain orbital stability of solitary waves for Kundu equation. Since
Kundu equation is more complex than the derivative Schrödinger
equation, we utilize some techniques to overcome some diﬃculties
in this paper. It should be pointed out that the results obtained
in this paper are more general than those obtained by Guo and
Wu (1995). We present a suﬃcient condition under which solitary
waves are orbitally stable for 2c3 + s2υ < 0, while Guo and Wu
(1995) only considered the case 2c3 + s2υ > 0. We obtain the
results on orbital stability of solitary waves for the derivative
Schrödinger equation given by Colin and Ohta (2006) as a corollary
in this paper. Furthermore, we obtain orbital stability of solitary
waves for Chen–Lee–Lin equation and Gerdjikov–Ivanov equation,
respectively.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider orbital stability of solitary waves for Kundu equation [1] with ﬁfth order
nonlinear term
iut + uxx + c3|u|2u + c5|u|4u − is2
(|u|2u)x − ir(|u|2)xu = 0, x ∈ R, (1a)
* Corresponding author. Fax: +86 021 55270559.
E-mail addresses: zwgzwm@yahoo.com.cn, zwgzwm@126.com (W. Zhang).0022-0396/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2009.05.008
1592 W. Zhang et al. / J. Differential Equations 247 (2009) 1591–1615where c3, c5, s2 and r are real constants. Eq. (1a) was derived by Kundu [1] in the study of integra-
bility and it is an important special case of the generalized complex Ginzburg–Landau equation [2].
Meanwhile, Eq. (1a) and its special cases arise in various physical and mechanical applications, such
as plasma physics, nonlinear ﬂuid mechanics, nonlinear optics and quantum physics (see [2–7]). For
convenience, we denote the Kundu equation as follows
ut = iuxx + i
(
c3|u|2 + c5|u|4
)
u + α|u|2ux + βu2u¯x, x ∈ R, (1b)
where α = (2s2 + r), β = (s2 + r).
Obviously, if r = 0, then Eq. (1) reduces to the derivative Schrödinger equation
ut = iuxx + i
(
c3|u|2 + c5|u|4
)
u + s2
(|u|2u)x; (2)
if c3 = 0, c5 = 0, s2 = −δ, r = −s2, then Eq. (1) reduces to Chen–Lee-Lin equation [8]
iut + uxx + iδ|u|2ux = 0; (3)
if c5 = 2δ2, s2 = 2δ, r = −2s2, then Eq. (1) reduces to Gerdjikov–Ivanov equation [9]
iut + uxx + c3|u|2u + 2δ2|u|4u + 2iδu2u¯x = 0. (4)
In [2], by using primary integral method, Saarloos and Hohenberg obtained the exact solitary
waves of the form
u(x, t) = e−iωteiψ(x−υt)a(x− υt) = e−iωteiψ(ξ)a(ξ), ξ = x− υt, (5)
for Eq. (2). Furthermore, Guo and Wu proved that this kind of solitary waves for Eq. (2) are orbitally
stable in [10]. For more results on Eq. (2), we refer the readers to [12–15].
The existence of solutions for initial value problem of Eq. (1) has been proved in [16]. However,
to our best knowledge, orbital stability of solitary waves in the form (5) for Eq. (1) have not been
considered. We will focus on studying this problem in this paper. For clarity, a solution in the form
(5) is called a solitary wave throughout this paper. As mentioned above, Eqs. (2)–(4) are special cases
of Eq. (1). In other words, Eq. (1) is more general than Eq. (2), moreover, Eq. (2) does not include
Eqs. (3)–(4).
It is worth pointing out that it is diﬃcult for us to transform Eq. (1) into a standard Hamiltonian
system. Therefore, the results about orbital stability obtained in [17] and [18] cannot be applied di-
rectly to prove orbital stability of solitary waves for Eq. (1). Motivated by the approach in [10], we
study this problem by constructing three appropriate invariants of motion and using detailed spectral
analysis. Due to Eq. (1) being more complex than Eq. (2), we overcome some diﬃculties by using
some techniques. The results obtained in this paper are more general than those in [10]: (a) Using
Theorem 3 in this paper, we obtain not only the results shown in [10], but also the results which
have not been obtained in [10]. The conclusions in [10] were given in the case of 2c3 + s2υ > 0.
When s2 < 0, c3 > 0, [10] obtained the orbital stability of solitary waves traveling left. In this paper,
we give not only the whole results obtained in [10], but also a suﬃcient condition under which soli-
tary waves are orbitally stable as 2c3 + s2υ < 0. Corollary 1 obtained in this paper can be used to
discriminate orbital stability for both solitary waves traveling left and solitary waves traveling right of
Eq. (2). (b) Corollary 2 obtained in this paper enables us to derive the same results on orbital stability
of solitary waves for the following derivative Schrödinger equation
iut + uxx + i
(|u|2u)x = 0 (6)
as those presented by Colin and Ohta [11]. By using variational method, they proved that solitary
waves of Eq. (6) are orbitally stable if the wave speed υ satisﬁes υ2 < −4ω. Since Eq. (2) becomes
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waves of Eq. (6) are orbitally stable as υ < 0 and υ2 < −4ω. However, it is unable to derive the
conclusion that solitary waves of Eq. (6) are orbitally stable as υ > 0 and υ2 < −4ω. By Theorem 3
obtained in this paper, solitary waves of Eq. (6) are orbitally stable as υ2 < −4ω and υ = 0. (c) By
means of the results obtained in this paper, we have Corollary 3 on orbital stability of solitary waves
for Chen–Lee–Lin equation, and Corollary 4 on orbital stability of solitary waves for Gerdjikov–Ivanov
equation. Eqs. (3)–(4) are special cases of Eq. (1), but Eq. (2) does not include them.
2. Exact solitary waves of Kundu equation
Due to the complexity of transforming Eq. (1) to primary integral, Saarloos and Hohenberg [2]
obtained the exact solitary waves in the form (5) for Eq. (2), but they did not give any exact solution
to Eq. (1). In this section, we give exact solitary waves of Eq. (1) by using proper transformations and
undetermined coeﬃcient method.
Assume that Eq. (1) has solutions of the form (5). Let
aˆ(ξ) = aˆ(x− υt) = eiψ(x−υt)a(x− υt), (7)
and substitute u(x, t) = e−iωt aˆ(x− υt) into Eq. (1), then aˆ(ξ) satisﬁes
−aˆxx − g
(
a2
)
aˆ + iβ(a2aˆ)x + i(α − 2β)a2aˆx −ωaˆ + iυaˆx = 0, (8)
where g(a2) = c3a2 + c5a4. Substituting (7) into Eq. (8) and making the real part and imaginary part
of Eq. (8) equal to zero, we have
ψ ′′a + 2ψ ′a′ − αa2a′ − βa2a′ − υa′ = 0, (9)
a′′ + [g(a2)+ αψ ′a2 − βψ ′a2 − (ψ ′)2 +ω + υψ ′]a = 0. (10)
Let
ψ ′(ξ) = E + Da2(ξ). (11)
Substituting (11) into Eq. (9) and equating the coeﬃcients of these terms a, a′ , a′′ to zero, we get
E = υ2 , D = (α+β)4 . Therefore, when
ψ ′(ξ) = υ
2
+ (α + β)
4
a2(ξ), (12)
Eq. (9) is identical to zero. Combining (12) and (10), we know that a(ξ) satisﬁes the following equa-
tion
a′′ − d1a − 2d2a3 − 3d4a5 = 0, (13)
where d1 = −ω − υ24 , d2 = − c32 − (α−β)υ4 , d4 = − 13 (c5 + (α+β)(3α−5β)16 ).
In order to solve Eq. (13), we make the following transformation
a(ξ) =√ϕ(ξ). (14)
Then, ϕ(ξ) satisﬁes
2ϕϕ′′ − ϕ′2 − 4d1ϕ2 − 8d2ϕ3 − 12d4ϕ4 = 0. (15)
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ϕ(ξ) = Ae
C(ξ+ξ0)
(1+ eC(ξ+ξ0))2 + BeC(ξ+ξ0) =
A sech2 C2 (ξ + ξ0)
4+ B sech2 C2 (ξ + ξ0)
, (16)
where A, B,C are undetermined constants, and ξ0 is an arbitrary constant.
By substituting (16) into Eq. (15), we have
⎧⎪⎨
⎪⎩
C2 − 4d1 = 0,
−4d2A − 4d1(2+ B) − C2(2+ B) = 0,
−5C − 2d1
(
2+ (2+ B)2)− 4d2A(2+ B) − 6d4A2 = 0.
(17)
Further, we obtain
A = ± 4d1√
d2
2 − 4d1d4
, B = −2± −2d2√
d2
2 − 4d1d4
, C = ±
√
4d1, d1 > 0. (18)
From (18) and (16), we get two solutions for Eq. (15) as follows
ϕ1(ξ) =
2d1√
d22−4d1d4
sech2
√
d1(ξ + ξ0)
2− (1+ d2√
d22−4d1d4
)
sech2
√
d1(ξ + ξ0)
, (19)
ϕ2(ξ) =
−2d1√
d22−4d1d4
sech2
√
d1(ξ + ξ0)
2+ (−1+ d2√
d22−4d1d4
)
sech2
√
d1(ξ + ξ0)
. (20)
Under the condition d1 > 0, it is easy to verify that
(1) if d4 < 0 or if d4  0, d2 < 0 and d22 − 4d1d4 > 0, then for any ξ ∈ R , ϕ1(ξ) > 0;
(2) if d4  0, d2 > 0 and d22 − 4d1d4 > 0, then ϕ1(ξ) is an unbounded function;
(3) if d4 < 0 or if d4  0, d2 > 0 and d22 − 4d1d4 > 0, then for any ξ ∈ R , ϕ2(ξ) < 0;
(4) if d4  0, d2 < 0 and d22 − 4d1d4 > 0, then ϕ2(ξ) is an unbounded function.
Note that if we let
d3 = − d2
2d1
, d25 =
d22 − 4d1d4
4d21
, d26 = 4d1, (21)
then (19) can be rewritten as
ϕ1(ξ) = 1
d3 + d5 coshd6(ξ + ξ0) , ξ ∈ R. (22)
Substituting (22) into (14), and noticing that if a(ξ) is a solution of Eq. (13), then −a(ξ) is also a
solution of Eq. (13), we have the following lemma.
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analytic solutions of the form
a(ξ) = ±
[
1
d3 + d5 coshd6(ξ + ξ0)
] 1
2
. (23)
Furthermore, we get the following theorem.
Theorem 1. Suppose that d1 > 0. If d4 < 0 or if d4  0, d2 < 0 and d22 − 4d1d4 > 0, then Eq. (1) has solitary
waves u(x, t) = e−iωteiψ(x−υt)a(x− υt), where a(ξ) and ψ(ξ) are given by (23) and (12), respectively.
Theorem 1 implies that when d1 > 0,d4 < 0, Eq. (1) has solitary waves of the form (5) no matter
whether d2 < 0 or d2  0. It is also true for Eq. (2) in this case. Theorem 1 obtained in [10] does not
include the result that Eq. (2) has solitary waves of the form (5) in the case of d2  0.
3. Orbital stability of solitary waves
In this section, we only consider the positive solutions in (23) (the negative solutions in (23) can
be discussed similarly). Therefore, we assume that a(ξ) > 0 in the remainder of this paper.
Now, we consider the following initial value problem of Kundu equation
ut = iuxx + i
(
c3|u|2 + c5|u|4
)
u + α|u|2ux + βu2u¯x, (24)
u(0, x) = u0(x), x ∈ R. (25)
The complex space X = H1(R) with real inner product
(u, v) = Re
∫
R
(ux v¯x + uv¯)dx, ∀u, v ∈ X, (26)
is chosen as the function space. The dual space of X is denoted by X∗ = H−1(R) and the natural
isomorphism I : X → X∗ is deﬁned by
〈Iu, v〉 = (u, v), (27)
where 〈·,·〉 denotes the pairing between X and X∗ ,
〈 f ,u〉 = Re
∫
R
f u¯ dx. (28)
From (26)–(28), we have
I = − ∂
2
∂x2
+ 1. (29)
Let T1, T2 be one-parameter groups of unitary operator on X deﬁned by
T1(s1)φ(·) = e−s1 iφ(·), ∀φ(·) ∈ X, s1 ∈ R, (30)
T2(s2)φ(·) = φ(· − s2), ∀φ(·) ∈ X, s2 ∈ R. (31)
Obviously, T ′1(0) = −i, T ′2(0) = − ∂∂x .
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u ∈ C([0, Tmax], H1(R)) satisfying u(0) = u0.
From the above deﬁnitions, we write the solitary waves of Eq. (24) in Theorem 1 as
T1(ωt)T2(υt)aˆω,υ(x), where aˆω,υ is deﬁned by (7) and (23). In what follows, we mainly study the
orbital stability of solitary waves T1(ωt)T2(υt)aˆω,υ(x). Note that Eq. (24) has the symmetries of phase
and translation, we deﬁne the orbital stability as follows (see also [22]).
Deﬁnition. The solitary wave T1(ωt)T2(υt)aˆω,υ(x) is called orbitally stable if for any ε > 0, there
exists δ > 0 with the following property. If ‖u0 − aˆω,υ‖X < δ and u(t) is a solution of Eq. (24) in the
interval [0, t0) with u(0) = u0, then u(t) can be continued to a solution in 0 t < ∞ and
sup
0<t<∞
inf
s1∈R
inf
s2∈R
∥∥u(t) − T1(s1)T2(s2)aˆω,υ∥∥X < ε.
Otherwise, T1(ωt)T2(υt)aˆω,υ(x) is called orbitally unstable.
It is diﬃcult for us to transform Eq. (24) into a standard form of Hamiltonian system when α
and β are equal to zero asynchronously. (In [10], Eq. (2) cannot be changed into a standard form of
Hamiltonian system as well.) Therefore, the abstract theory on orbital stability of solitary waves of
nonlinear Hamiltonian system in [17] and [18] cannot be applied directly to study Eq. (24). According
to the “stability theorem” in the introduction of [18], the assumptions 1–3 which make that theorem
hold, and the deductions in Sections 3–4 of [18], we know that when a local solution of initial value
problem of an equation exists, we only need to ﬁnd E(u), Qσ (u) such that assumptions 2–3 hold. The
results on orbital stability can be obtained even the equation cannot been changed into a standard
form of Hamiltonian system. According to the above analysis, we construct three new invariants of
motion as follows
E(u) = 1
2
∫
R
{
|ux|2 + β(α + β)
6
|u|6 − G(|u|2)+ α + β
2
Im
(|u|2uu¯x)
}
dx, (32)
where G(u) = ∫ u0 g(s)ds, g(s) = c3s2 + c5s4,
Q 1(u) = 1
2
∫
R
|u|2 dx, (33)
Q 2(u) =
∫
R
[
1
2
Im(u¯ux) − β
4
|u|4
]
dx. (34)
It is easy to check that E(u), Q 1(u) and Q 2(u) are C2 functionals deﬁned on the complex space X .
Let their derivatives be 〈E ′(u), v〉, 〈Q ′1(u), v〉 and 〈Q ′2(u), v〉, respectively, where E ′, Q ′1, Q ′2 : X → X∗ ,
and their second derivatives be 〈E ′′(u)ω, v〉, 〈Q ′′1 (u)ω, v〉 and 〈Q ′′2 (u)ω, v〉, respectively.
By computation, we have
E ′(u) = −uxx + β(α + β)
2
|u|4u − g(|u|2)u + i(α + β)|u|2ux,
Q ′1(u) = u,
Q ′2(u) = −iux − β|u|2u.
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s1, s2 ∈ R , we have
⎧⎪⎨
⎪⎩
E
(
T1(s1)T2(s2)u
)= E(u),
Q 1
(
T1(s1)T2(s2)u
)= Q 1(u),
Q 2
(
T1(s1)T2(s2)u
)= Q 2(u),
(35)
and for any t ∈ R,u(t) is a ﬂow of (24),
E
(
u(t)
)= E(u(0)), Q 1(u(t))= Q 1(u(0)), Q 2(u(t))= Q 2(u(0)). (36)
(35) can be obtained by direct substitution. We will verify that (36) holds next. First, we prove
Re
∫
R
|u|2uu¯x dx = Re
∫
R
|u|4uu¯x dx = Re
∫
R
|u|6uu¯x dx = 0.
Let u = u1 + iu2, where u1,u2 are real functions and u1,u2 ∈ H1(R), then
Re
∫
R
|u|2uu¯x dx =
∫
R
(
u21 + u22
)
(u1u1x + u2u2x)dx
=
∫
R
(
u21u2u2x + u1u22u1x
)
dx
=
∫
R
u21u2u2x dx−
∫
R
u21u2u2x dx = 0,
and
Re
∫
R
|u|4uu¯x dx =
∫
R
(
u41 + 2u21u22 + u42
)
(u1u1x + u2u2x)dx
=
∫
R
(
u41u2u2x + 2u31u22u1x + 2u21u32u2x + u1u42u1x
)
dx.
Due to
∫
R
(
2u31u
2
2u1x + 2u21u32u2x
)
dx = 1
2
∫
R
u22 du
4
1 +
1
2
∫
R
u21 du
4
2
= −
∫
R
(
u41u2u2x + u1u42u1x
)
dx,
we have Re
∫
R |u|4uu¯x dx = 0 and
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∫
R
|u|6uu¯x dx =
∫
R
(
u61 + 3u41u22 + 3u21u42 + u62
)
(u1u1x + u2u2x)dx
=
∫
R
(
u61u2u2x + 3u51u22u1x + 3u21u52u2x + u1u62u1x
)
dx
+
∫
R
(
3u41u
3
2u2x + 3u31u42u1x
)
dx.
Let I = ∫R(u61u2u2x+3u51u22u1x+3u21u52u2x+u1u62u1x)dx, and II = ∫R(3u41u32u2x+3u31u42u1x)dx, then
I =
∫
R
(
u61u2u2x + 3u51u22u1x + 3u21u52u2x + u1u62u1x
)
dx
=
∫
R
u61u2 du2 +
∫
R
(
3u51u
2
2u1x + 3u21u52u2x
)
dx+
∫
R
u1u
6
2 du1
= −
∫
R
(
u61u2u2x + 3u51u22u1x + 3u21u52u2x + u1u62u1x
)
dx
= −I,
and
II =
∫
R
(
3u41u
3
2u2x + 3u31u42u1x
)
dx
=
∫
R
3
4
u41 du
4
2 +
∫
R
3u31u
4
2u1x dx
= −
∫
R
3u31u
4
2u1x dx+
∫
R
3u31u
4
2u1x dx = 0.
Further, we obtain I = 0 and Re ∫R |u|6uu¯x dx = I+ II = 0.
Now, we prove that E(u) given by (32) is an invariant of motion. By computations, we have
dE(u)
dt
= 〈E ′(u),ut 〉
=
〈(
−uxx + β(α + β)
2
|u|4u − g(|u|2)u + i(α + β)|u|2ux
)
,
(
iuxx + ig
(|u|2)u + α|u|2ux + βu2u¯x)
〉
.
Moreover,
〈−uxx, iuxx〉 = Re
∫
(−uxxi¯ · u¯xx)dx = Re
∫
i(uxxu¯xx)dx = 0,
R R
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= Re
∫
R
(−uxxi¯ · g(|u|2)u¯)dx+ Re
∫
R
(−g(|u|2)ui¯ · u¯xx)dx
= Re
∫
R
i
(
uxxg
(|u|2)u¯)dx− Re∫
R
i
(
g
(|u|2)u¯ · uxx)dx
= 0,
〈−uxx,α|u|2ux〉+ 〈−uxx, βu2u¯x〉+ 〈i(α + β)|u|2ux, iuxx〉
= −Re
∫
R
α|u|2uxxu¯x dx− Re
∫
R
βuxxu¯
2ux dx+ Re
∫
R
(α + β)|u|2uxu¯xx dx
= −Re
∫
R
α|u|2uxu¯xx dx− Re
∫
R
βu2u¯xu¯xx dx+ Re
∫
R
(α + β)|u|2uxu¯xx dx
= −Re
∫
R
βuu¯xx(uu¯x − u¯ux)dx.
Let u = u1 + iu2, and III = Re
∫
R βuu¯xx(uu¯x − u¯ux)dx, then
III = Re
∫
R
β(u1 + iu2)(u1xx − iu2xx)
(
(u1 + iu2)(u1x − iu2x) − (u1 − iu2)(u1x + iu2x)
)
dx
= −2β
∫
R
(
u22u1xu1xx − u1u2u1xxu2x − u1u2u1xu2xx + u21u2xu2xx
)
dx
= −2β
( ∫
R
u22u1x du1x −
∫
R
u1u2u2x du1x −
∫
R
u1u2u1x du2x +
∫
R
u21u2x du2x
)
= −2β
(
−
∫
R
u22u1xu1xx dx+
∫
R
u1u2u1xu2xx dx+
∫
R
u1u2u1xxu2x dx−
∫
R
u21u2xu2xx dx
)
= −III.
Therefore, III = 0. Furthermore, we obtain
〈−uxx,α|u|2ux〉+ 〈−uxx, βu2u¯x〉+ 〈i(α + β)|u|2ux, iuxx〉= −III = 0,
〈
β(α + β)
2
|u|4u, iuxx
〉
+ 〈i(α + β)|u|2ux, βu2u¯x〉
= −β(α + β)
2
Re
∫
i
(
u3u¯2
)
du¯x + β(α + β)Re
∫
i|u|2u2x u¯2 dxR R
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2
Re
∫
R
i|u|4|ux|2 dx+ β(α + β)Re
∫
R
i|u|2u2(u¯x)2 dx
+ β(α + β)Re
∫
R
i|u|2u2x u¯2 dx
= −β(α + β)Re
∫
R
i|u|2u2x u¯2 dx+ β(α + β)Re
∫
R
i|u|2u2x u¯2 dx = 0,
〈
β(α + β)
2
|u|4u, ig(|u|2)u〉= −β(α + β)
2
Re
∫
R
ig
(|u|2)|u|6 dx = 0,
〈
β(α + β)
2
|u|4u,α|u|2ux
〉
= αβ(α + β)
2
Re
∫
R
|u|6uu¯x dx = 0,
〈
β(α + β)
2
|u|4u, βu2u¯x
〉
= β
2(α + β)
2
Re
∫
R
|u|6uu¯x dx = 0,
〈−g(|u|2)u, ig(|u|2)u〉= Re∫
R
ig2
(|u|2)|u|2 dx = 0,
〈−g(|u|2)u,α|u|2ux〉= −α Re
∫
R
g
(|u|2)|u|2uu¯x dx
= −c3α Re
∫
R
|u|4uu¯x dx− c5α Re
∫
R
|u|6uu¯x dx
= 0,
〈−g(|u|2)u, βu2u¯x〉= −β Re
∫
R
g
(|u|2)|u|2uu¯x dx = 0,
〈
i(α + β)|u|2ux, ig
(|u|2)u〉= (α + β)Re∫
R
g
(|u|2)|u|2uu¯x dx = 0,
〈
i(α + β)|u|2ux,α|u|2ux
〉= α(α + β)Re∫
R
i|u|4|ux|2 dx = 0.
It follows from the above computations that dE(u)dt = 〈E ′(u),ut〉 = 0, i.e., for any t ∈ R , E(u(t)) =
E(u(0)). Similarly, we can verify that Q 1(u(t)) = Q 1(u(0)) and Q 2(u(t)) = Q 2(u(0)) for any t ∈ R .
We can also prove that aˆ given by (7) and (23) satisﬁes
E ′
(
aˆ(x)
)−ωQ ′1(aˆ(x))− υQ ′2(aˆ(x))= 0. (37)
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E ′
(
aˆ(x)
)−ωQ ′1(aˆ(x))− υQ ′2(aˆ(x))
= −aˆxx + β(α + β)
2
|u|4aˆ − g(|a|2)aˆ + i(α + β)|a|2aˆx −ωaˆ + iυaˆx + βυ|a|2aˆ
(8)= β(α + β)
2
a4aˆ + βυa2aˆ − 2βiaaxaˆ + 2βia2aˆx
(7)(12)= eiψ
[
β(α + β)
2
a5 + βυa3 − 2βia2ax + 2βia2(iψ ′a + a′)
]
= 0.
For any u, φ ∈ X , by computation, we have
E ′′(u)φ = −φxx + β(α + β)
2
(
3|u|4φ + 2|u|2u2φ¯)− g(|u|2)φ
− g′(|u|2)(u¯φ + uφ¯)u + i(α + β)(|u|2φx + φu¯ux + φ¯uux),
Q ′′1 (u)φ = φ,
Q ′′2 (u)φ = −iφx − 2β|u|2φ − βu2φ¯.
Deﬁning an operator from X to X∗ by
Hω,υ = E ′′(aˆ) −ωQ ′′1 (aˆ) − υQ ′′2 (aˆ), (38)
then for any φ ∈ X , we have
Hω,υφ = −φxx + β(α + β)
2
(
3|a|4φ + 2|a|2aˆ2φˆ)− g(|a|2)φ
− g′(|a|2)( ¯ˆaφ + aˆφˆ)aˆ + i(α + β)(|a|2φx + φ ¯ˆaaˆx + φ¯aˆaˆx)
−ωφ + iυφx + 2υβ|a|2φ + βυaˆ2φ¯. (39)
It is easy to see that Hω,υ is self-adjoint, which shows that I−1Hω,υ is a bounded self-conjugate
operator on X . The spectrum of Hω,υ consists of the real numbers λ such that Hω,υ − λI is not
invertible. λ = 0 belongs to the spectrum of Hω,υ .
From T ′1(0) = −i and T ′2(0) = − ∂∂x , we obtain
T ′1(0)aˆ(x) = −ia(x)eiψ(x) = −iaˆ(x),
T ′2(0)aˆ(x) = −
(
a′(x) + iψ ′(x)a)eiψ(x) = −aˆx(x).
Consequently, it is easy to obtain that
Hω,υ T
′
1(0)aˆ(x) = 0, (40)
Hω,υ T
′
2(0)aˆ(x) = 0. (41)
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Hω,υ T
′
1(0)aˆ(x) = Hω,υ
(−iaˆ(x))
= iaˆxx + β(α + β)
2
(−3i|a|4aˆ + 2i|a|2aˆ2 ¯ˆa)+ ig(|a|2)aˆ
− g′(|a|2)(−i ¯ˆaaˆ + iaˆ ¯ˆa)aˆ + i(α + β)(−i|a|2aˆx − iaˆ ¯ˆaaˆx + iaˆ ¯ˆaaˆx)
+ iωaˆ + υaˆx − i2υβ|a|2aˆ + iβυaˆ2 ¯ˆa
= −i[E ′(aˆ) −ωQ ′1(aˆ) − υQ ′2(aˆ)]= 0,
and
Hω,υ T
′
2(0)aˆ(x) = Hω,υ
(−aˆx(x))
= aˆxxx − β(α + β)
2
(
3|a|4aˆx + 2|a|2aˆ2 ¯ˆax
)+ g(|a|2)aˆx
+ g′(|a|2)( ¯ˆaaˆx + aˆ ¯ˆax)aˆ − i(α + β)(|a|2aˆxx + aˆx ¯ˆaaˆx + aˆ ¯ˆaxaˆx)
+ωaˆx − iυaˆxx − 2υβ|a|2aˆx − βυaˆ2 ¯ˆax
= − ∂
∂x
[
E ′
(
aˆ(x)
)−ωQ ′1(aˆ(x))− υQ ′2(aˆ(x))]= 0.
Let Z = {k1T ′1(0)aˆ(x) + k2T ′2(0)aˆ(x) | k1,k2 ∈ R}, from (40) and (41), we know that Z is contained
in the kernel of Hω,υ .
Assumption 1. Spectral decomposition of operator Hω,υ : the space X can be decomposed as a direct
sum
X = N + Z + P , (42)
where Z is the space deﬁned above, N is a ﬁnite-dimensional subspace such that
〈Hω,υu,u〉 < 0, ∀0 = u ∈ N, (43)
P is a closed subspace, and for any u ∈ P , there exists δ > 0 independent of u, such that
〈Hω,υu,u〉 δ‖u‖2X , ∀u ∈ P . (44)
We deﬁne d(ω,υ) : R × R → R as
d(ω,υ) = E(aˆω,υ) −ωQ 1(aˆω,υ) − υQ 2(aˆω,υ), (45)
and d′′(ω,υ) as the Hessian matrix of function d(ω,υ), which has a symmetric bilinear form. In
addition, we use p(d′′) to express the numbers of positive eigenvalue of d′′ and n(Hω,υ) to express
the numbers of negative eigenvalue of Hω,υ .
[16] indicates the existence of the local solution of initial value problem of Kundu equation.
Based on the above discussions, we know that Eq. (24) has three invariants of motion satisfying (35)
and (36). Moreover, we prove that the solitary waves of Eq. (24) satisfy (37). Furthermore, we give
the deﬁnition of the operator Hω,υ . According to the “stability theorem” in the introduction of [18]
or Theorem 4.1 in [18], we can obtain the following abstract orbital stability theorem for the solitary
waves of Eq. (24).
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solitary waves T1(ωt)T2(υt)aˆω,υ(x) satisfying (37). Moreover, suppose that the operator Hω,υ given by
(38) satisﬁes Assumption 1. If d(ω,υ) is non-degenerative and p(d′′) = n(Hω,υ), then solitary waves
T1(ωt)T2(υt)aˆω,υ(x) are orbitally stable.
From Theorem 2, the results about orbital stability of solitary waves for Eq. (24) can be obtained.
Theorem 3. For any ﬁxed real constants c3, c5,α = 2s2 + r, β = s2 + r, if ω,υ satisfy 4ω + υ < 0 and one
of the following conditions holds:
(a) 16c5 + (α + β)(3α − 5β) = 0,2c3 + (α − β)υ < 0,
(b) 16c5 + (α + β)(3α − 5β) > 0,2c3 + (α − β)υ  0,
(c) 16c5 + (α + β)(3α − 5β) < 0,2c3 + (α − β)υ > 0, and 3(2c3 + (α − β)υ)2 − (16c5 + (α + β)(3α −
5β))(4ω + υ2) > 0,
(d) 16c5 + (α + β)(3α − 5β) > 0,2c3 + (α − β)υ < 0, and 3(α − β)2 − (16c5 + (α + β)(3α − 5β)) √
3(α−β)2
√
−(4ω+υ2)(16c5+(α+β)(3α−5β))
π(2c3+(α−β)υ) ,
then the solitary waves e−iωt aˆ(x− υt) of Eq. (24) are orbitally stable.
Since Eq. (24) reduces to Eq. (2) as r = 0, we have the following corollary for Eq. (2).
Corollary 1. For any ﬁxed real constants c3, c5, s2 , if ω,υ satisfy 4ω + υ < 0 and one of the following condi-
tions holds:
(a) 16c5 + 2s22 = 0,2c3 + s2υ > 0,
(b) 16c5 + 2s22 > 0,2c3 + s2υ  0,
(c) 16c5 + 2s22 < 0,2c3 + s2υ > 0, and 3(2c3 + s2υ)2 − (16c5 + 2s22)(4ω + υ2) > 0,
(d) 16c5 + 2s22 > 0,2c3 + s2υ < 0, and 16c5 −
√
3s22
√
−(4ω+υ2)(16c5+2s22)
π(2c3+s2υ) ,
then the solitary waves of Eq. (2) are orbitally stable.
When c3 = c5 = 0, s2 = −1, r = 0, Eq. (24) reduces to Eq. (6), we have the following corollary for
Eq. (6).
Corollary 2. For any wave speed υ = 0, if υ2 < −4ω, then the solitary waves of Eq. (6) are orbitally stable.
Proof. When υ2 < −4ω, from Theorem 3(b), it is easy to prove that the solitary waves of Eq. (6)
are orbitally stable as υ < 0, while from Theorem 3(d), it is easy to prove that the solitary waves of
Eq. (6) are orbitally stable as υ > 0.
Similarly, we can obtain the orbital stability of solitary waves for Eqs. (3)–(4) from Theorem 3. 
Corollary 3. For any wave speed υ = 0, if υ2 < −4ω, then solitary waves of Eq. (3) are orbitally stable.
Corollary 4. Suppose that δ = 0, for any wave speed υ = 0, if υ2 < −4ω, then solitary waves of Eq. (4) are
orbitally stable.
4. Proof of Theorem 3
By the above discussions, we know that if the conditions in Theorem 1 hold, then Eq. (24) has
solitary waves of the form e−iωt aˆ(x − υt). In this section, we mainly prove that these solitary waves
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p(d′′) hold. Consequently, solitary waves of Eq. (24) are orbitally stable from Theorem 2.
4.1. Proof of Assumption 1
First of all, we study the decomposition of Hω,υ and the spectral properties of each part.
For any φ(x) ∈ X , let
φ(x) = eiψ(x)z(x), z(x) = z1(x) + iz2(x), z1(x) = Re z(x), (46)
then
Hω,υφ =
[
L11z1 + L12z2 + i(L21z1 + L22z2)
]
eiψ,
where
L11 = − ∂
∂x2
+ (ψ ′)2 − g(a2)− 2g′(a2)a2 −ω − υψ ′ + 5β(α + β)
2
a4 − 3(α + β)a2ψ ′ + 3υβa2,
L12 = ψ ′′ − (α + β)
2
a2
∂
∂x
,
L21 = −ψ ′′ + α + β
2
a2
∂
∂x
+ 2(α + β)aa′,
L22 = − ∂
∂x2
+ (ψ ′)2 − g(a2)−ω − υψ ′ − αa2ψ ′ + βa2ψ ′.
Furthermore, we have
〈Hω,υφ,φ〉 = 〈L¯11z1, z1〉 + 〈L22z2, z2〉 −
〈
(α + β)a2z′2, z1
〉
+
〈
(α + β)2
4
a4z1 + (α + β)aa′z2, z1
〉
, (47)
where
L¯11 = − ∂
∂x2
+ (ψ ′)2 − g(a2)− 2g′(a2)a2 −ω − υψ ′
− 3αa2ψ ′ + 3βa2ψ ′ − (α + β)
2
a2
(
υ − 2ψ ′ + αa2 − βa2), (48)
due to
〈Hω,υφ,φ〉 = 〈L11z1, z1〉 + 〈L12z2, z1〉 + 〈L21z1, z2〉 + 〈L22z2, z2〉,
〈L11z1, z1〉 + 〈L12z2, z1〉 + 〈L21z1, z2〉
= 〈L11z1, z1〉 +
〈
−α + β
2
a2z′2, z1
〉
+
〈
α + β
2
a2z′1, z2
〉
+ 〈2(α + β)aa′z1, z2〉,
and
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α + β
2
a2z′1, z2
〉
= α + β
2
∫
R
a2z2 dz1 = −α + β
2
∫
R
z1
(
2aa′z2 + 2a2z′2
)
dx
= 〈−(α + β)aa′z2, z1〉+
〈
−α + β
2
a2z′2, z1
〉
.
It follows from Eq. (10) that
L22a(x) = 0. (49)
Differentiating Eq. (10) with respect to x, and combining (12) and (48), we have
L¯11a
′(x) = 0. (50)
In view of (23), we know that a′(x) only has a simple zero point x = 0 and it changes the sign
only once. Therefore, by Sturm–Liouville theorem, it is easy to see that zero is the second eigenvalue
of L¯11 and L¯11 only has one negative eigenvalue −λ211, whose corresponding eigenfunction is denoted
by χ11, namely,
L¯11χ11 = −λ211χ11. (51)
In addition, L¯11 can be rewritten as
L¯11 = − ∂
∂x2
+ d1 + M1(x), (52)
where
M1(x) = (α + β)
2
16
a4 − g(a2)− 2g′(a2)a2 − 3αa2ψ ′ + 3βa2ψ ′
− (α + β)
2
a2
(
υ − 2ψ ′ + αa2 − βa2).
From (23), it can be seen that a2 → 0 as |x| → ∞, therefore, we have
M1(x) → 0
(|x| → ∞). (53)
Based on (52)–(53) and Weyl’s essential spectral theorem obtained in [23], we have
σess(L¯11) = [d1,+∞), d1 > 0. (54)
Thus, we have the spectral properties of L¯11 as follows.
Proposition 1. L¯11 only has a simple negative eigenvalue and its kernel is spanned by a′(x). Moreover, the rest
of its spectrums are positive and bounded away from zero.
It follows from Proposition 1 and [17] that for any real function z1 ∈ H1(R), if it satisﬁes
〈z1,a′〉 = 〈z1,χ11〉 = 0, (55)
then there exists a positive constant δ¯1 > 0 independent of z1, such that
〈L¯11z1, z1〉 δ¯1‖z1‖22 . (56)L
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Lemma 2. For any real function z1 ∈ H1(R) satisfying (55), there exists a positive δ1 > 0which is independent
of z1 , such that
〈L¯11z1, z1〉 δ1‖z1‖2H1 . (57)
Next, we discuss L22.
From (23) and (49), it is easy to see that a(x) has a ﬁxed sign and zero is the ﬁrst eigenvalue
of L22. Note that
L22 = − ∂
∂x2
+ d1 + M2(x), (58)
where M2(x) = (α+β)216 a4 − g(a2) − αa2ψ ′ + βa2ψ ′ .
Since a2 → 0 as |x| → ∞, we have that
M2(x) → 0
(|x| → ∞). (59)
Moreover,
σess(L22) = [d1,+∞), d1 > 0. (60)
Therefore, we have the following spectral properties of L22.
Proposition 2. The kernel of L22 is spanned by a(x). Moreover, the rest of its spectrum is positive and bounded
away from zero.
Similarly, by Proposition 2 and (58)–(60), we have
Lemma 3. For any real function z2 ∈ H1(R) satisfying
〈z2,a〉 = 0, (61)
there exists a positive number δ2 > 0 such that
〈L22z2, z2〉 δ2‖z2‖2H1 , (62)
where δ2 is independent of z2 .
In the following, we verify that Assumption 1 holds and n(Hω,υ) = 1.
For any φ(x) ∈ X , let
φ(x) = eiψ(x)(z1(x) + iz2(x)), z2(x) = a(x)z3(x), (63)
where z1, z2, z3 are real functions and z1, z2 ∈ H1(R). Note that
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L22z2(x), z2(x)
〉= 〈−z′′2, z2〉+ 〈d1z2, z2〉 + 〈M2z2, z2〉
= 〈−a′′z3 + d1az3 + M2az3,az3〉+ 〈−2a′z′3 − az′′3,az3〉
= 〈L22a,az23〉− 〈(a2z′3)′, z3〉
= −
∫
R
z3d
(
a2z′3
)
=
∫
R
(
az′3
)(
az′3
)
dx
= 〈az′3,az′3〉. (64)
Then, it follows from (47) and (63)–(64) that
〈Hω,υφ,φ〉 = 〈L¯11z1, z1〉 +
〈
az′3,az′3
〉
+
〈
(α + β)2
4
a4z1 + (α + β)aa′z2, z1
〉
− 〈(α + β)a2z′2, z1〉
= 〈L¯11z1, z1〉 +
∫
R
((
az′3
)2 +(α + β
2
a2z1
)2
− 2(az′3)
(
α + β
2
a2z1
))
dx
= 〈L¯11z1, z1〉 +
∫
R
(
α + β
2
a2z1 − az′3
)2
dx. (65)
Choose
χ− = (χ11 + iχ12)eiψ(x), (66)
and
χ12 = αχ13 = a
(
α + β
2
x∫
−∞
a(s)χ11(s)ds + k1
)
, (67)
where k1 is an arbitrary real constant, then from (63) and (65)–(67), we have
〈Hω,υχ−,χ−〉 = 〈L¯11χ11,χ11〉 = −λ211 < 0. (68)
Choose k1 such that
〈χ12,a〉 = 0, (69)
and set
N = {kχ− | k ∈ R}, (70)
then we have (43) holds from (68) and (70).
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χ1 =
(
a′(x) + ia(x)
(
k2 + α + β
4
a2(x)
))
eiψ(x), (71)
χ12 = ia(x)eiψ(x), (72)
and choose k2 such that
〈(
k2 + α + β
4
a2
)
a,a
〉
= 0, (73)
then subspace Z can be rewritten as
Z = {k3χ1 + k4χ2 | k3,k4 ∈ R}. (74)
Denoted subspace P by
P = {p ∈ X ∣∣ p = (p1 + ip2)eiψ(x), 〈p1,χ11〉 = 〈p1,a′〉 = 〈p2,a〉 = 0}, (75)
then by the method in Appendix 1 of [10], we have the following lemma.
Lemma 4. For any p ∈ P , there exists a constant δ > 0 independent of p such that
〈Hω,υ p, p〉 δ‖p‖2H1 . (76)
For any φ(x) = eiψ(x)(z1 + iz2) ∈ X , we choose
a1 = 〈z1,χ11〉, b1 = 〈z1,a
′〉
‖a′‖2
L2
, b2 = 〈z2,a〉‖a‖2
L2
, (77)
then φ(x) can be rewritten as
φ(x) = a1χ− + b1χ1 + b2χ2 + p. (78)
From (50)–(51) and (69)–(73), we obtain that φ(x) is expressed uniquely by (78). Then, it follows
from (70) and (74)–(78) that Assumption 1 holds and n(Hω,υ) = 1.
4.2. Proof of p(d′′) = n(Hω,υ) = 1
In this subsection, we focus on proving that p(d′′) = 1 under the conditions in Theorem 3. Conse-
quently, p(d′′) = n(Hω,υ) = 1.
From
d(ω,υ) = E(aˆ) −ωQ 1(aˆ) − υQ 2(aˆ),
we have
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dωυ = −
〈
Q ′1(aˆ),
∂aˆ
∂ω
〉
= −
〈
aˆ,
∂aˆ
∂ω
〉
= −1
2
∂
∂ω
〈a,a〉,
dωυ = dυω = −
〈
Q ′1(aˆ),
∂aˆ
∂υ
〉
= −
〈
aˆ,
∂aˆ
∂υ
〉
= −1
2
∂
∂υ
〈a,a〉,
dυυ = −
〈
Q ′2(aˆ),
∂aˆ
∂υ
〉
=
〈
iaˆx + βa2aˆ, ∂aˆ
∂υ
〉
= Re
∫
R
(−ψ ′a + ia′ + βa3)( ∂a
∂υ
− i ∂ψ
∂υ
)
dx
=
∫
R
[(−ψ ′a + βa3) ∂a
∂υ
+ a′a ∂ψ
∂υ
]
dx
=
∫
R
(
−
(
υ
2
+ α + β
4
a2
)
a + βa3
)
∂a
∂υ
dx+ 1
2
∫
R
∂ψ
∂υ
da2
=
∫
R
(
−υ
2
a
∂a
∂υ
)
dx−
∫
R
1
4
a2 dx− α − β
2
∫
R
a3
∂a
∂υ
dx
= −υ
4
∂
∂υ
〈a,a〉 − 1
4
〈a,a〉 − α − β
8
∂
∂υ
∫
R
a4 dx.
Therefore, we obtain
d′′ =
(
dωω dωυ
dωυ dυυ
)
=
(− 12 ∂∂ω 〈a,a〉 − 12 ∂∂υ 〈a,a〉
− 12 ∂∂υ 〈a,a〉 dυυ
)
.
Moreover,
det(d′′) = υ
8
∂
∂ω
〈a,a〉 ∂
∂υ
〈a,a〉 + 1
8
〈a,a〉 ∂
∂ω
〈a,a〉
+ α − β
16
∂
∂ω
〈a,a〉 ∂
∂υ
∫
R
a4 dx− 1
4
(
∂
∂υ
〈a,a〉
)2
. (79)
Note that
a2(x) = 1
d3 + d5 coshd6x ,
d3 = − d2
2d1
, d25 =
d22 − 4d1d4
4d21
, d26 = 4d1,
d1 = −ω − υ
2
4
, d2 = −1
2
c3 − α − β
4
υ,
d4 = −1
3
(
c5 + (α + β)(3α − 5β)
16
)
,
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∂d1
∂ω
= −1, ∂d1
∂υ
= −υ
2
,
∂d2
∂υ
= −1
4
(α − β), ∂d2
∂ω
= 0,
∂d4
∂ω
= ∂d4
∂υ
= 0.
We will prove that p(d′′) = 1 from the following four cases. That is, we will prove that det(d′′) < 0.
Case 1. d4 = 0, d2 < 0.
In this case, we have
a2(x) = 1
d3 + d5 coshd6x = −
2d1
d2
1
(1+ coshd6x) ,
〈a,a〉 = −2d1
d2
∫
R
1
(1+ coshd6x) dx = −
2
√
d1
d2
,
∂
∂ω
〈a,a〉 = − 2
2d2
· 1
2
√
d1
· ∂d1
∂ω
= 1
d2
√
d1
< 0,
∂
∂υ
〈a,a〉 = −
√
d1
2d22
(
(α − β) − υd2
d1
)
,
∫
R
a4(x)dx = 4d
2
1
d22
∫
R
(
1
1+ coshd6x
)2
dx = 4d
2
1
d22
∫
R
4e2d6x
(e2d6x + 2ed6x + 1)2 dx
= 16d
2
1
d22d6
+∞∫
0
y
(y + 1)4 dy =
4d1
√
d1
3d22
,
∂
∂υ
∫
R
a4(x)dx = d
3
2
1
d32
(
(α − β) − υd2
d1
)
− 1
3
(α − β)d
3
2
1
d32
.
Furthermore, from (79), we have
det(d′′) = 1
8
〈a,a〉 ∂
∂ω
〈a,a〉 + 1
8
∂
∂υ
〈a,a〉
(
υ
∂
∂ω
〈a,a〉 − 2 ∂
∂υ
〈a,a〉
)
+ α − β
16
∂
∂ω
〈a,a〉 ∂
∂υ
∫
R
a4 dx
= − 1
4d22
− (α − β)
2d1
48d42
,
that it is negative because d1 > 0 and d2 = 0.
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for Case 1.
Case 2. d4 < 0, d2  0.
In this case, we have
d25 − d23 =
d22 − 4d1d4
4d21
− d
2
2
4d21
= −d4
d1
> 0, d25 > d
2
3,
〈a,a〉 =
∫
R
dx
d3 + d5 coshd6x =
1√−d4
(
π
2
− arctan −d2
2
√−d1d4
)
> 0,
∂
∂ω
〈a,a〉 = d2
(d22 − 4d1d4)
√
d1
 0,
∂
∂υ
〈a,a〉 = −
√
d1
2(d22 − 4d1d4)
(
(α − β) − υd2
d1
)
,
∫
R
a4(x)dx =
∫
R
(
1
d3 + d5 coshd6x
)2
dx
= −
√
d1
d4
− d2
2d4
√−d4
(
π
2
− arctan −d2
2
√−d1d4
)
,
∂
∂υ
∫
R
a4(x)dx = υ
4d4
√
d1
+ (α − β)
8d4
√−d4
(
π
2
− arctan −d2
2
√−d1d4
)
+ d2
√
d1
4d4(d22 − 4d1d4)
(
α − β − υd2
d1
)
.
Then, we have
det(d′′) = 1
8
〈a,a〉 ∂
∂ω
〈a,a〉 + 1
8
∂
∂υ
〈a,a〉
(
υ
∂
∂ω
〈a,a〉 − 2 ∂
∂υ
〈a,a〉
)
+ α − β
16
∂
∂ω
〈a,a〉 ∂
∂υ
∫
R
a4 dx
= 1
8
〈a,a〉 ∂
∂ω
〈a,a〉 + (α − β)
2
64d4(d22 − 4d1d4)
·
[
1+ d2
2
√−d1d4
(
π
2
− arctan −d2
2
√−d1d4
)]
= I+ II.
Evidently, I 0. Let y = −d2
2
√−d1d4 , then we have y  0. Furthermore, we have II =
(α−β)2
64d4(d22−4d1d4)
Y1(y),
where Y1(y) = 1− y( π2 − arctan y). It is clearly that Y1(0) = 1. By L’Hospital’s rule of limit, we have
Y1(+∞) = 1− lim
y→∞
π
2 − arctan y = 0. (80)1/y
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Y ′1(y) = −
π
2
+ arctan y + y
1+ y2 ,
Y ′1(0) = −
π
2
, Y ′1(+∞) = 0, (81)
Y ′′1 (y) =
2
1+ y2 −
2y2
(1+ y2)2 =
2
(1+ y2)2 > 0. (82)
From (81) and (82), it is easy to see that Y ′1(y) < 0 for any y ∈ R . It follows from (80) that Y1(y) > 0
for any y ∈ R . Since d4 < 0, II< 0. Accordingly, p(d′′) = 1.
Case 3. d4 > 0, d2 < 0, d22 − 4d1d4 > 0.
In this case, we have
d25 − d23 =
d22 − 4d1d4
4d21
− d
2
2
4d21
= −d4
d1
, d25 < d
2
3,
〈a,a〉 =
∫
R
dx
d3 + d5 coshd6x =
∫
R
2ed6x
d5e2d6x + 2d3ed6x + d5 dx =
1
2
√
d4
ln
(−d2 + 2√d1d4
−d2 − 2
√
d1d4
)
,
∂
∂ω
〈a,a〉 = d2√
d1(d22 − 4d1d4)
,
∂
∂υ
〈a,a〉 = −
√
d1
2(d22 − 4d1d4)
(
(α − β) − υd2
d1
)
.
From
∫
R
a4(x)dx =
∫
R
(
1
d3 + d5 coshd6x
)2
dx = −
√
d1
d4
− d2
4d4
√
d4
ln
(−d2 + 2√d1d4
−d2 − 2
√
d1d4
)
,
we have
∂
∂υ
∫
R
a4(x)dx = υ
4d4
√
d1
+ (α − β)
16d4
√
d4
ln
(−d2 + 2√d1d4
−d2 − 2
√
d1d4
)
+
√
d1d2
4d4(d22 − 4d1d4)
(
(α − β) − υd2
d1
)
.
Furthermore, we obtain
det(d′′) = 1
8
〈a,a〉 ∂
∂ω
〈a,a〉 + 1
8
∂
∂υ
〈a,a〉
(
υ
∂
∂ω
〈a,a〉 − 2 ∂
∂υ
〈a,a〉
)
+ α − β
16
∂
∂ω
〈a,a〉 ∂
∂υ
∫
a4 dxR
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8
〈a,a〉 ∂
∂ω
〈a,a〉 + (α − β)
2
64d4(d22 − 4d1d4)
(
1+ d2
4
√
d1d4
ln
(−d2 + 2√d1d4
−d2 − 2
√
d1d4
))
= I+ II.
It is obviously that I< 0. In what follows, we will prove II< 0.
Assume that y = −d2
2
√
d1d4
> 0, then we have y > 1 and II = (α−β)2
64d4(d22−4d1d4)
Y2(y), where Y2(y) =
1− y2 ln( y+1y−1 ). Evidently, Y2(1) = −∞. By L’Hospital’s rule of limit, we have
lim
y→∞ Y2(y) = 1− limy→∞
(
y − 1
y + 1
)(
y2
(y − 1)2
)
= 0. (83)
Notice that
Y ′2(y) = −
1
2
ln
(
y + 1
y − 1
)
+ y
y2 − 1 , Y
′
2(+∞) = 0, (84)
Y ′′2 (y) = −
2
(y2 − 1)2 < 0, ∀1< y < +∞. (85)
From (84) and (85), we have Y ′2(y) > 0,∀1 < y < +∞, ∀y ∈ R . From (83), it is easy to obtain that
Y2(y) < 0, ∀1< y < +∞. Since d4 > 0,d22 − 4d1d4 > 0, II< 0. Furthermore, we have p(d′′) = 1.
Case 4. d4 < 0, d2 > 0.
Based on the above results, we have
1
8
〈a,a〉 ∂
∂ω
〈a,a〉 = d2
8(d22 − 4d1d4)
√−d1d4
(
π
2
− arctan −d2
2
√−d1d4
)
,
det(d′′) = 1
8
〈a,a〉 ∂
∂ω
〈a,a〉 + (α − β)
2
64d4(d22 − 4d1d4)
·
[
1+ d2
2
√−d1d4
(
π
2
− arctan −d2
2
√−d1d4
)]
= 1
64d4(d22 − 4d1d4)
{
(α − β)2 + [(α − β)2 + 16d4]
· d2
2
√−d1d4
(
π
2
+ arctan d2
2
√−d1d4
)}
.
To prove that det(d′′) < 0, we only need to prove that
[
(α − β)2 + 16d4
]
 −(α − β)
2
d2
2
√−d1d4 (
π
2 + arctan d22√−d1d4 )
.
Since
−(α − β)2
d2√ (π2 + arctan d2√ )
< − (α − β)
2
d2√ (π2 + π2 )
= − (α − β)
22
√−d1d4
πd2
,2 −d1d4 2 −d1d4 2 −d1d4
1614 W. Zhang et al. / J. Differential Equations 247 (2009) 1591–1615the parameters only need to satisfy
(α − β)2 + 16d4 − (α − β)
22
√−d1d4
πd2
, (86)
which is equal to
−2(4c5 − s2r − r2) s22
√
−3(4ω + υ2)(16c5 + 3s22 − 4s2r − 4r2)
2π(2c3 + s2υ) . (87)
Under the condition (86) or (87), we have det(d′′) < 0, which implies p(d′′) = 1.
Summarized the above results, we have p(d′′) = 1 under the conditions in Theorem 3. Furthermore,
n(Hω,υ) = p(d′′). Thus, Theorem 3 is proved completely.
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