Abstract. By applying the matrix rank method, the set of symmetric matrix solutions with prescribed rank to the matrix equation AX = B is found. An expression is provided for the optimal approximation to the set of the minimal rank solutions.
Introduction.
We first introduce some notation to be used. Let C n×m denote the set of all n × m complex matrices; R n×m denote the set of all n × m real matrices; SR n×n and ASR n×n be the sets of all n × n real symmetric and antisymmetric matrices respectively; OR n×n be the sets of all n × n orthogonal matrices. The Ranks of solutions of linear matrix equations have been considered previously by several authors. For example, Mitra [1] considered solutions with fixed ranks for the matrix equations AX = B and AXB = C; Mitra [2] gave common solutions of minimal rank of the pair of matrix equations AX = C, XB = D; Uhlig [3] gave the maximal and minimal ranks of solutions of the equation AX = B; Mitra [4] examined common solutions of minimal rank of the pair of matrix equations
Recently, by applying the matrix rank method, Tian [5] obtained Motivated by the work in [1, 3] , in this paper, we derive the minimal and maximal rank among symmetric solutions to the matrix equation AX = B and obtain the symmetric matrix solution with prescribed rank. In addition, in corresponding minimal rank solution set of the equation, an explicit expression for the nearest matrix to a given matrix in the Frobenius norm is provided.
The problems studied in this paper are described below.
Problem I. Given X ∈ R n×m , B ∈ R n×m , and a positive integer s, find A ∈ SR n×n such that AX = B, and r(A) = s. Moreover, when the solution set
and determine the symmetric minimal rank solution in
The paper is organized as follows. First, in Section 2, we will introduce several lemmas which will be used in the later sections. Then, in Section 3, applying the matrix rank method, we will discuss the rank of the general symmetric solution to the matrix equation AX = B, where X, B are given matrices in R n×m . Based on this, the symmetric solution set with prescribed ranks to the matrix equation AX = B will be presented. Lastly, in Section 4, an expression for the optimal approximation to the set of the minimal rank solution Sm will be provided.
Some lemmas.
The following lemmas are essential for deriving the solution to Problem 1.
where G = CF A and H = E A B.
n×q is full-row rank matrix. Then
Lemma 2.5.
Lemma 2.6 (8).
Given X, B ∈ R n×m , let the singular value decompositions of X be 
and its general solution can be expressed as where
and
By Lemma 2.2 and the orthogonality of U , we obtain
where 
By ( 
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Since E G1 is an idempotent matrix, by Lemma 2.3, 2.4, 2.5, we have
By (3.2), (3.4), (3.5), (3.6), (3.7) and Lemma 2.1, we know the maximal rank of symmetric solution of the matrix equation AX = B is
M = n + r(B) − r(X). (3.12)
Similar to the discussion of the minimal rank solution, the symmetric maximal rank solution of the matrix equation AX = B can be expressed as
where
) − r(X) − r(B).
Combining the above, we can immediately obtain the following theorem about the general solution to Problem 1. 
Moreover, the general solution can be written as
Now we discuss further the expression of the symmetric minimal rank solution of AX = B and the solution set Sm. From the foregoing analysis, we know that given 
Next we will discuss (3.17) further.
Combining (2.3) and Lemma 2.5, we obtain
that is,
Substituting the above formula into (3.17), we obtain that the symmetric minimal rank solution of AX = B can be expressed as
Assume the singular value decomposition of
Then
Substituting (3.23) into (3.20), we can obtain the following theorem.
Theorem 3.2. Given X, B ∈ R n×m , assume the singular value decomposition of X is as in (2.3). If (2.4) is satisfied and the singular value decomposition of G 1 is as in (3.21), then the minimal rank of the symmetric solution of AX = B is 2r(B) − r(X T B), and the expression of the symmetric minimal rank solution is
Partition the symmetric matrices Substituting (4.7) into (3.24), we get that the unique solution to Problem II can be expressed as in (4.3) .
