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Abstract
A detailed study of a model for strongly-interacting fermions with exclusion rules and
lattice N = 2 supersymmetry is presented. A submanifold in the space of parameters
of the model where it is Bethe-ansatz solvable is identified. The relation between
this manifold and the existence of additional, so-called dynamic, supersymmetries is
discussed. The ground states are analysed with the help of cohomology techniques,
and their exact finite-size Bethe roots are found. Moreover, through analytical and
numerical studies it is argued that the model provides a lattice version of the N = 1
super-sine-Gordon model at a particular coupling where an additional N = (2, 2)
supersymmetry is present. The dynamic supersymmetry is shown to allow an exact
determination of the gap scaling function of the model.
1 Introduction
In recent years there has been increasing interest in the study of supersymmetry in the
context of condensed matter and statistical mechanics systems. By now a range of systems
have been identified, including experimentally realisable and physically relevant systems,
which exhibit supersymmetry. Examples include the spin-1/2 XXZ chain at anisotropy
∆ = −1/2 [1, 2], topological superconductors at a phase transition [3] and polar molecules
in an optical lattice at a multicritical point [4].
Much progress in understanding the value and significance of studying supersymmetry
in condensed matter systems was made with and following the introduction of a quantum
mechanical model for lattice fermions with explicit N = 2 supersymmetry [5]. It was found
that many of the special features of supersymmetric theories carry over to these lattice
models. In particular, the special properties of the ground states of supersymmetric theories
make these lattice models amenable to analytical studies even in the strongly interacting
regime. These features were used to reveal that on graphs of spatial dimensions d > 1 these
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models typically exhibit a strong form of quantum charge frustration, called superfrustration,
which is characterised by an extensive ground state entropy [6, 7, 8, 9].
In the supersymmetric model the fermions obey a hard-core constraint such that all sites
neighbouring an occupied site have to be empty. This model is the first member (k = 1) of
the supersymmetric Mk models for fermions which are subject to the constraint that there
are at most k particles in connected particle clusters. Studying these supersymmetric models
for lattice fermions on d = 1 dimensional chains has also led to a number of interesting
discoveries, most remarkably, the realisation that the spin-1/2 XXZ chain at anisotropy
∆ = −1/2 possesses a hidden supersymmetry on the lattice [1, 2, 10]. This follows from an
intricate mapping between the supersymmetric model and the spin chain. A similar mapping
allows to relate the M2 model to the integrable spin−1 XXZ chain, with anisotropy tuned
to a value where it also possesses a hidden supersymmetry on the lattice. In [10, 11] similar
hidden supersymmetries were studied in more detail and named dynamic supersymmetries.
Since the mapping between the M1,2 models and the spin models is quite intricate, it is not
obvious that the supersymmetric fermion models have in general to be integrable as well.
However, it turns out that they are indeed solvable for specific choices of their coupling
constants via a coordinate Bethe Ansatz [1].
Integrability is arguably one of the most powerful analytical tools available for the study
of d = 2 classical or d = 1 quantum mechanical systems [12]. Integrable models are very
special and enjoy a high degree of analytical structure. The integrable supersymmetric
models provide an interesting opportunity to study the interplay between the structure
due to integrability and that due to supersymmetry (see also [11]). This is the topic of the
present work.
In this paper we study an inhomogeneous version of the M2 model with interactions
which are site-dependent. For a chain of length N these inhomogeneous interactions can be
parameterised by 2N parameters: λx and µx, where x = 1, . . . , N labels the sites of the chain.
For this model we identify a special two-parameter submanifold in the (λx, µx)-parameter
space where the model possesses two types of dynamic supersymmetry in addition to the
explicit N = 2 supersymmetry. Furthermore, from completely independent considerations
we find that the model is solvable via a generalised coordinate Bethe ansatz [13] on precisely
this same special submanifold in parameter space.
The special submanifold is given by
λx+2 = λx, µ2x + µ2x+1 = 1, (1)
and is depicted in figure 1. The homogeneous model, i.e. the original M2 model with
site-independent interactions, intersects the special submanifold at the point: λx = 1 and
µx = µ = 1/
√
2 for all x. These are indeed precisely the parameters for which the original
M2 model was found to be integrable [1]. In the original model the constraint on µ follows
from spin-reversal symmetry upon mapping the model to the spin−1 chain. Here we will see
that the constraint µ2x + µ2x+1 = 1 is also related to a type of spin-reversal symmetry, even
though for site-dependent interactions a mapping to a spin model is not known at present.
We investigate how the supersymmetry translates into the structure of the Bethe ansatz.
We find, in particular, a relation between the action of the supercharges, the generators of
the supersymmetry, and exact complete strings of Bethe roots. Furthermore, we conjecture
that a particular zero energy state, which is a supersymmetry singlet, is a Bethe wave
function whose Bethe roots all take the same value.
The paper is organised as follows. We define the model and present a detailed analysis
of its various symmetries, including the dynamic supersymmetries upon restricting to the
special submanifold in section 2. In section 3 we study the model by means of a generalised
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Figure 1: We plot the special two-parameter submanifold (1), where the model is integrable
and enjoys additional supersymmetry, in a three-parameter subspace for which λx+2 = λx,
µx+2 = µx for all x. We define λ = λx/λx+1 and plot the range 0 < λ < 2 and µx > 0.
The red line indicates the parameters for which the original M2 model is recovered: λ = 1
and µx = µx+1 = µ. The red point lies at the intersection of the red line with the special
submanifold: µ = 1/
√
2. It is the point where the original model is integrable and maps
to the spin-1 chain. The blue point is a generic point on the special submanifold, and the
green point is a generic point that is neither on the homogeneous line nor on the special
submanifold. In section 6 we will compare numerical data for these three points. Note that
the model possesses the explicit N = 2 supersymmetry for general λx and µx and thus, in
particular, everywhere in the plotted parameter space.
coordinate Bethe ansatz solution: as we shall see, the requirement that the model be Bethe-
ansatz solvable leads again to a restriction to the special submanifold. This is followed by
an investigation of the connections between supersymmetry and the Bethe ansatz in section
4. The ground states of the model are analysed in section 5. We compute the number of
zero-energy states of the M2 model using cohomology techniques. This is a natural extension
to the Witten index, which gives a lower bound on the number of ground states, and was
computed in [1]. Moreover, we find the exact finite-size Bethe root distribution of the ground
states from a system of functional equations. In section 6 we briefly discuss the field theory
interpretation of the special submanifold in terms of a particular supersymmetry-preserving
perturbation of the second superconformal minimal model, which describes the continuum
theory of the homogeneous M2 model with µ = 1/
√
2. We then discuss the consequences of
the dynamic supersymmetry on the gap scaling away from the homogeneous point and find
that it allows us to determine the shape of the scaling function. We present our conclusions
in section 7.
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2 The model and its symmetries
In this section we introduce the inhomogeneous M2 model and discuss its symmetries. In
particular, we identify a special submanifold in parameter space where the model has two
types of dynamic supersymmetry in addition to the original N = 2 supersymmetry.
2.1 Definition of the model
The M2 model is the second member of a series of lattice fermion models with supersymmetry
introduced by Fendley, Schoutens and Nienhuis [1]. It describes spinless fermions on a
lattice subject to the exclusion constraint that connected particle clusters may not contain
more than two fermions. Hence, any allowed configuration consists of isolated fermions
without neighbours or fermion pairs on adjacent sites.
Hilbert space. While the model can be defined on arbitrary graphs, in this work we
restrict our considerations to the one-dimensional chain with N lattice sites, labeled by
integers x = 1, . . . , N . The chain is closed, which means that the sites N + 1 and 1 are
identified. We visualise fermion configurations on these closed chains by empty sites ◦,
and occupied sites •. For instance, an admissible configuration for N = 6 sites and f = 3
fermions is represented by • ◦ • ◦ ◦ •. It contains an isolated particle at x = 3, and a pair
on the sites x = 6, 1. Conversely, an example for a non-admissible configuration is given by
• • ◦ ◦ ◦ • because it violates the exclusion constraint: there are three consecutive occupied
sites x = 6, 1, 2.
The Hilbert space HN of the model is a standard fermionic Fock space. Its canonical
basis is given by a set of mutually orthonormal vectors labeled by all admissible fermion
configurations, for example |• ◦ • ◦ ◦ •〉. The Hilbert space decomposes naturally into
subsectors of constant fermion number, i.e. eigenspaces HN,f of the fermion number
operator F .
Supercharge. We define a supercharge Q+ : HN,f → HN,f−1 expanding slightly on the
construction of [1] in order to arrive at the inhomogeneous M2 model. First, we define the
fermion annihilation operators Q+,x, which take out a fermion from site x with an amplitude
λ1,1,x, λ2,1,x or λ2,2,x, depending on whether the fermion is isolated or first/second member
of a pair. Throughout this work we choose the amplitudes λa,b,x to be real positive. The
action on simple basis vectors is therefore given by
Q+,x| · · · ◦
x
· · · 〉 = 0,
Q+,x| · · · ◦ •
x
◦ · · · 〉 = (±)λ1,1,x| · · · ◦ ◦
x
◦ · · · 〉,
Q+,x| · · · ◦ •
x
• ◦ · · · 〉 = (±)λ2,1,x| · · · ◦ ◦
x
• ◦ · · · 〉,
Q+,x| · · · ◦ • •
x
◦ · · · 〉 = (±)λ2,2,x| · · · ◦ • ◦
x
◦ · · · 〉,
where the sign (±) is the usual fermionic string, i.e. minus one to the number of fermions
located to the left of the site x. The supercharge of the model is defined as the sum of these
operators over all sites
Q+ =
N∑
x=1
Q+,x. (2)
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Throughout this article, we assume that the weights are real positive numbers. The original
M2 model of [1] is recovered by setting λa,b,x = λa,b for all x. The condition (Q+)2 = 0
imposes the constraint
λ1,1,x+1λ2,1,x = λ1,1,xλ2,2,x+1 (3)
on the staggering constants. This relation is conveniently solved by the following choice of
parameters
λ1,1,x = λx, λ2,1,x = λxµx, λ2,2,x = λxµx−1. (4)
Hamiltonian. The supercharge and its Hermitian conjugate Q¯+ = (Q+)† generate the
Hamiltonian of the model H = {Q+, Q¯+} which preserves the fermion number. Instead of
writing it out in terms of fermion creation and annihilation operators we provide a list with
the non-vanishing amplitudes which describe elementary hopping processes and interactions
between adjacent particle clusters. The hopping terms are
• Single hop
◦•
x
◦◦ ↔ ◦◦
x
•◦ with amplitude λxλx+1(1− µ2x), (5a)
• Pair hop
◦ •
x
• ◦ ◦ ↔ ◦ ◦
x
• • ◦ with amplitude − λxλx+2µxµx+1, (5b)
• Split-join on the right and left
◦ •
x
◦ • ◦ ↔ ◦ •
x
• ◦ ◦ with amplitude λx+1λx+2µx, (5c)
◦ •
x
◦ • ◦ ↔ ◦ ◦
x
• • ◦ with amplitude λxλx+1µx+1, (5d)
• Partner swap
◦ •
x
• ◦ •◦ ↔ ◦ •
x
◦ • • ◦ with amplitude λx+1λx+2µxµx+2. (5e)
The potential energy is easily written in closed form
N∑
x=1
λ2x
(
Px−1Px+1 + µ2x−1Px−2(1− Px−1)Px+1 + µ2xPx−1(1− Px+1)Px+2
)
(5f)
where Px = 1− nx and nx is the local occupation number operator acting on site x. The
contribution of the site x to the potential energy of a given configuration is:
• λ2x if it is possible to create or annihilate an isolated particle at site x,
• λ2xµ2x−1 if it is possible to create or annihilate a particle at site x which is part of a
pair on sites x− 1, x,
• λ2xµ2x if it is possible to create or annihilate a particle at site x which is part of a pair
on sites x, x+ 1.
The supersymmetry implies, in particular, that H is positive definite (its eigenvalues
are positive or zero). All solutions to the Schro¨dinger equation H|ψ〉 = E|ψ〉 with strictly
positive energy E > 0 organise into doublets (|ψ〉, Q+|ψ〉), where Q¯+|ψ〉 = 0. The states |ψ〉
and Q+|ψ〉 are called superpartners. Possible zero-energy states, if they exist, are singlet
representations of the supersymmetry algebra: they solve the equations Q+|ψ〉 = Q¯+|ψ〉 = 0.
5
Periodic staggering and translation symmetry. When all the parameters of the
model are site-independent, the Hamiltonian and the supercharges commute with the
standard translation operator T on the fermionic Fock space. A controlled way of breaking
this invariance under translation is to introduce a periodic modulation of the parameters
λx+p = λx, µx+p = µx for some integer p > 1. This requires of course that the length of
the chain is an integer multiple of p, and then leads to the invariance [H,T p] = [Q+, T p] =
[Q¯+, T p] = 0. The interest of such a modulation is the following: it was observed in [14, 13]
that for the closely related M1 model a well-chosen period p allows to drive the model off
criticality while retaining its integrability.
Other possible generalisations are so-called twisted boundary conditions. They amount
to a modification of the hopping amplitudes nearby the sites x = N, 1: whenever a particle
hops from site N to 1, the hopping amplitude is multiplied by a factor eiφ, whereas for the
reverse process it is multiplied by e−iφ. Here, φ is the so-called twist angle. The appropriate
translation operator for this case is T ′ = Teiφ(nN−F/N), where nN is the fermion number
operator of the last site. If, additionally, the model is staggered with period p, we have thus
[H, (T ′)p] = 0 where it is understood that the hopping amplitudes of H are modified as just
explained.
In this case, however, the Hamiltonian no longer possesses the supersymmetric structure
defined above. The reason for this is the following. For φ 6= 0 the eigenstates of the
Hamiltonian are eigenstates of (T ′)p. A supersymmetry of the type (2) would therefore be
a mapping within the eigenspaces of this operator. However, the supercharge Q+ cannot
be consistently defined for φ 6= 0 as such a mapping. Indeed Q+ is to be invariant under
the twisted translation operator by p sites, i.e. (T ′)pQ+(T ′)−p = Q+, then we obtain
λa,b,x+p = λa,b,x for x = 1, . . . , N − p, and ei(N−1)φ/Nλa,b,N−j = λa,b,p−j , j = 0, . . . , p− 1,
by using the definition of the local operators Q+,x. The resulting equations for the coupling
constants have however a non-trivial solution only for φ = 0, what proves our statement.
2.2 Symmetry enhancement: additional supersymmetries
The purpose of this section is to give an overview of the symmetries of the M2 model. We
start with a hidden Z2 symmetry in section 2.2.1. In the sections 2.2.2 and 2.2.3 that
the model possesses two further hidden N = 2 supersymmetries on the line of couplings
(1). For clarity we suppress some of the technical, but straightforward calculations in the
presentation below.
2.2.1 “Spin-reversal” symmetry
Hidden spin-reversal for the homogeneous chain. Fendley, Nienhuis and Schoutens
argued that in the case of site-independent parameters λa,b,x ≡ λa,b the M2-model Hamilto-
nian is similar to the Hamiltonian of the so-called Fateev-Zamolodchikov or spin-1 XXZ
chain whose Hamiltonian is of the form [15, 16]
HFZ =
N∑
x=1
 3∑
a=1
Ja(SaxSax+1 + 2(Sax)2)−
3∑
a,b=1
AabS
a
xS
b
xS
a
x+1S
b
x+1
 . (6)
Here S1, S2, S3 are the standard su(2) generators in the spin−1 representation, and Ja, Aab
are constants with Aaa = Ja and Aab = Aba. The case of the spin−1 XXZ corresponds
to the choice J1 = J2 = 1, J3 = cos 2θ, and A12 = 1, A13 = A23 = 2 cos θ − 1 where θ
parametrises the anisotropy of the model.
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The identification between fermion clusters and spin components, which we label by
↑, 0, ↓ goes as follows
↓, 0, ↑ .
With this local mapping one can easily show that the same type of hopping processes and
potential terms can be found in both the homogeneous M2-model Hamiltonian and the
spin-chain Hamiltonian. The amplitudes for the latter are however spin-reversal invariant.
This implies that a mapping between the models can only exist if we impose a “spin-reversal”
symmetry onto the amplitudes of the M2 model.
Let us illustrate this with an example. In the spin chain, the amplitudes for the processes
0 ↓ ↔ ↓ 0, and 0 ↑ ↔ ↑ 0
coincide, and take the value 1. If we impose the corresponding amplitudes for a single hop
(5a) and a partner exchange (5e) in the fermion model to be equal, we obtain the equation
λ2(1 − µ2) = λ2µ2 which fixes µ = 1/√2 (recall that we assume the parameters of the
model to be real positive, and therefore µ > 0). Equality to the spin-chain amplitude leads
to λ =
√
2. Quite remarkably, all other hopping amplitudes coincide for the two models
provided that we set
θ = pi/4.
The same holds for the potential energy up to an overall additive constant.
Extension to the inhomogeneous chain. Given this remarkable coincidence it is
natural to ask if a similar mapping to a spin model exists for the staggered M2 model, and
– if so – which type of constraint a putative spin-reversal symmetry would impose on the
parameters of the model. Unfortunately, such a spin model has not been identified yet. The
site-dependence of the staggering parameters excludes a translation-invariant Hamiltonian
like (6). However, even without knowing the fine structure of such a model, we are free to
assume that it has spin-reversal invariance, and impose it via the mapping onto the M2
model.
With this idea in mind let us inspect the example considered above: we attempt to
compare the amplitudes for the single hop (5a) and partner swap (5e) processes. As both
amplitudes are position-dependent we need a rule to fix their positions on the lattice. We
impose the following: the single particle which changes its position hops between the same
sites in both processes. For the example at hand, we impose that the following amplitudes
are equal:
· · · ◦ •
x
◦ ◦ · · · ↔ · · · ◦ ◦
x
• ◦ · · · · · · ◦ • ◦
x
• • ◦ · · · ↔ · · · ◦ • •
x
◦ • ◦ · · ·
λxλx+1(1− µ2x) = λxλx+1µx−1µx+1
We see that this implies µx+1µx−1 = 1 − µ2x. Applying this strategy to the left- and
right-split-join processes, that is equating the amplitudes for the processes
· · · ◦ •
x
◦ • ◦ · · · ↔ · · · ◦ ◦
x
• • ◦ · · · · · · ◦ • ◦
x
• ◦ · · · ↔ · · · ◦ • •
x
◦ ◦ · · ·
λxλx+1µx+1 = λxλx+1µx−1
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leads to µx−1 = µx+1, and hence we recover the first equation of (1). It should be emphasised
that while it leads to a mod−2 staggering for the µx, the present argument does not impose
a constraint on the λx.
2.2.2 Dynamic supersymmetry (1)
The discussion of the last section leads naturally to the question if the “spin-reversal”
transformation can be applied to the supercharge Q+ in order to obtain a second copy of
the N = 2 supersymmetry algebra. Let us illustrate this idea with an example. We consider
the local action of Q+ on an empty site, x, with empty neighbouring sites. We map this
configuration and its image to spin configurations, perform a spin reversal transformation
and map the result back to fermion configurations:
x
Q+,x
x
fermions
to spins
0
↓↓
spin
reversal
0
↑↑
spins to
fermions
Q−?
The last column suggests that there might be a dynamic supercharge, which we called Q−,
that inserts 3 fermions and 4 sites. We show in this section that this supercharge indeed
exists, provided that the staggering parameters are periodic with period two, and the model
is restricted to subsectors of the Hilbert space which are invariant under translations by
four sites.
Definition and properties. As suggested by our example, the dynamic supercharge
inserts four consecutive sites with three particles into the system: Q− : HN,f → HN+4,f+3.
It is given as a linear superposition of locally acting operators Q−,x which perform the
insertion process between sites x and x+ 1:
Q− =
√
N
N + 4
N∑
x=−3
Q−,x.
The terms with x = −3,−2, . . . , 0 take care of the insertion process near the “boundary”, i.e.
near sites N and 1, and need to be present as the four new sites may have N + 4 different
locations on a chain with N + 4 sites. We ignore them for the moment, and define the
operators Q−,x for x = 1, . . . , N . The application of the spin-reversal rules to the elementary
processes induced by the supercharge Q+ leads to the following actions on basis vectors:
Q−,x| · · · ◦
x
◦ · · · 〉 = (±)
(
ax| · · · ◦
x
• • ◦ • ◦ · · · 〉+ bx| · · · ◦
x
• ◦ • • ◦ · · · 〉
)
,
Q−,x| · · · ◦
x
• ◦ · · · 〉 = (±) cx| · · · ◦
x
• • ◦ • • ◦ · · · 〉, (7)
Q−,x| · · · ◦
x
• • ◦ · · · 〉 = 0.
The action of Q−,x on configurations which contain a particle on site x is always zero.
Moreover, the ± sign corresponds to the fermionic string, i.e. it is given by minus one to
the number of particles located to the left of x.
The requirement that Q2− = 0 can be analysed locally by acting with the supercharge
twice on the simple configurations shown in (7). A detailed analysis shows the only non-
vanishing terms come from the first configuration. Imposing that this term vanishes results
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in the constraint
axcx+3 + bxcx = 0.
This is a clear analogue of equation (3), which constrains the parameters in the definition of
the supercharge Q+. After having imposed this first restriction, we would like to establish
Q− as a symmetry of our model. Hence we look for values of the parameters ax, bx, cx such
that locally it generates the same Hamiltonian as Q+ (i.e. the hopping amplitudes and rules
for the potential energy are the same):
H = {Q−, Q¯−} (8)
where Q¯− = Q†−. The explicit comparison of the two sides is a cumbersome task. It leads
to a system of quadratic difference equations for the parameters ax, bx, cx which allow to
express them in terms of λx, µx. Out of the many equations, let us just write
a2x+2 = a2x, b2x+2 = b2x, c2x = a2x + b2x+1, (9)
which show that once more a staggering with period 2 is obtained. We skip the details, and
report only the solution to the complete set of difference equations which is given by
ax = λ2,2,x = λxµx−1, bx = −λ2,1,x−1 = −λx−1µx−1, cx = λx. (10)
Its insertion into (9) implies that for real positive λx, µx the parameters of the model lie on
the line (1)
Translation invariance. So far we ignored the boundary terms Q−,x with x = −3, . . . , 0,
because all the constraints on the parameters in the definition of Q− could be derived from
local considerations in the bulk. We will now consider the boundary terms and find that it
leads to a restriction on the Hilbert space. That is, we find that the supersymmetry Q−
generates the Hamiltonian only in a subsector of the Hilbert space. This feature is quite
different from the supersymmetry generated by Q+ which exists on the entire Hilbert space.
To see this we first define the boundary terms by taking advantage of the periodicity
of the staggering parameters. To this end, we use the translation operator T . Clearly, the
staggering with period 2 implies that
T 2Q−,xT−2 = Q−,x+2, x = 1, . . . , N − 2, (11)
i.e. for the local operators in the bulk. Note that the translation operator on the left (right)
of Q−,x acts on states of a chain of length N + 4 (N). We now use this equation to define
the local operators, Q−,x, for x = −3, . . . , 0 and thus extend (11) to x = −3, . . . , 0. This
definition now also implies that for x = −3, . . . , 0 we have Q−,x+N = TNQ−,xT−N . Using
T−N = 1 when it acts on a chain of length N and similarly TN = T−4 for a chain of length
N + 4, we can rewrite this as
T 4Q−,N+x = Q−,x, x = −3, . . . , 0.
From this relation we conclude, in particular, that Q− is a well-defined mapping between
eigenspaces of T 4 only when T 4 ≡ 1 (one easily checks this by computing T 4Q−T−4,
using the relations above and imposing it to be equal to Q−). Since the Hamiltonian
H = {Q+, Q¯+} of our model commutes with T 4, we conclude that H = {Q−, Q¯−} can
only hold on subspaces where the translation operator by four sites acts like the identity.
Finally, let us mention that as for the non-dynamic supercharge Q+ one may show that the
construction of Q− only works for non-zero twist angles.
9
Extended supersymmetry algebra. As we have two copies of the N = 2 supersym-
metry algebra in the case of periodic boundary conditions, it appears natural to find two
distinct fermion numbers in order to characterise the system. We define the following two
operators in terms of the system size N and the original fermion number operator F :
FV = N − F, and FA = F −N/2.
Using the mapping to the spin chain, FV and FA correspond to the length of the spin chain,
and its magnetisation, respectively. With these two fermion numbers, we obtain a lattice
representation of the N = (2, 2) supersymmetry algebra [17] (up to a sign convention for
FV ) with vanishing central charges
Q2± = Q¯2± = 0, {Q±, Q∓} = {Q±, Q¯∓} = 0,
{Q±, Q¯±} = H ± P, (12)
[FV , Q±] = Q±, [FV , Q¯±] = −Q¯±,
[FA, Q±] = ∓Q±, [FA, Q¯±] = ±Q¯±,
and zero momentum
P = 0.
For these commutators and anticommutators, the action on chains of appropriate length
is implied. Moreover, the algebra exists of course only in translation subsectors with
T 4 = 1, where the presence of the dynamic supersymmetry is guaranteed. The fact that the
momentum P is zero is consistent with this restriction as we shall see in section 6 where
the relation between the lattice model and its field-theory limit is discussed.
2.2.3 Dynamic supersymmetry (2)
The dynamic supercharge defined in the last section increases the length of the chain by four
sites. A priori, the periodicity of the staggering parameters does not exclude the existence
of another length-changing operator which adds only two sites to the system. We will
show here that such an operator Q0 exists indeed in certain subsectors of the Hilbert space.
The existence of such a symmetry is somewhat expected. In [10] it was shown that the
Fateev-Zamolodchikov chain possesses a dynamic supersymmetry of the same structure as
the one constructed here below.
Supercharge and Hamiltonian. Let us show how the operator Q0 : HN,f → HN+2,f+1,
which inserts two sites and one particle, is constructed. As for the dynamic supercharge
Q−, this operator can be written as a sum over local operators
Q0 =
√
N
N + 2
N∑
x=−1
(−1)xQ0,x.
Unlike for Q− there is an additional site-dependent string (−1)x: it implies that in the
homogeneous limit Q0 inserts a particle with momentum pi into the system. We will see later
that this picture harmonises well with the Bethe-ansatz interpretation of this supersymmetry.
The Q0,x are fermionic operators which insert two sites, and one particle. Like for Q−,x
their action is non-vanishing only if the site x is empty. In this case, the action depends on
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the occupation of the subsequent sites. Let us illustrate the three different possible scenarios
by the action on basis vectors for x = 1, . . . , N :
Q0,x| · · · ◦
x
◦ · · · 〉 = (±)
(
αx| · · · ◦
x
• ◦ ◦ · · · 〉+ βx| · · · ◦
x
◦ • ◦ · · · 〉
)
Q0,x| · · · ◦
x
• ◦ · · · 〉 = (±)
(
γx| · · · ◦
x
• • ◦ ◦ · · · 〉+ δx| · · · ◦
x
◦ • • ◦ · · · 〉
)
Q0,x| · · · ◦
x
• • ◦ · · · 〉 = (±)
(
x| · · · ◦
x
• ◦ • • ◦ · · · 〉+ ηx| · · · ◦
x
• • ◦ • ◦ · · · 〉
)
The sign ± represents the fermionic string, it is given by −1 to the number of fermions
located to the left of x for x > 1, and if x = 1 it is given by +1.
The site-dependent parameters, αx, βx, . . . , ηx, are constrained by the requirement
Q20 = 0. This can be done locally, by acting twice on the three configurations which we use
in order to define the action of Q0,x, and imposing that the result vanishes locally up to
boundary terms. An explicit calculation shows then that this is possible if and only if all
parameters are periodic in x with period 2. Furthermore, it leads to βx = −αx+1, ηx = αx+1,
and x = −αx, and to the relation
αxδx + αx+1γx+1 = 0, (13)
which can be thought of as an analogue of (3). The periodicity of the parameters leads to
the following relation
T 2Q0,xT
−2 = Q0,x+2, x = 1, . . . , N − 2.
The remaining operators Q0,−1, Q0,0 which take into account the insertion of a pair of sites
between x = N and x = 1 are defined by extending this relation to x = −1, 0. Using a
similar reasoning as for the dynamic supercharge Q− presented above, we find that they
can be equivalently expressed as
T 2Q0,x+N = Q0,x, x = −1, 0.
In complete analogy with the case of Q− we conclude from this equation that the supercharge
Q0 is a well-defined mapping between translation sectors only if T 2 ≡ 1. In these subsectors
it generates a supersymmetric Hamiltonian
H = {Q0, Q¯0}. (14)
Let us count how many remaining parameters there are at this stage: we are left with
αx, γx, δx which are periodic under x→ x+ 2, and subject to (13). Taking into account that
we are free to rescale them, we find thus three free parameters. Their number is furthermore
reduced if we impose that the Hamiltonian H coincide with the one for the M2 model. Quite
interestingly, it implies also a restriction to the line of couplings (1), and the 2-periodicity
for λx, µx. Indeed, the analysis of the potential energies on both sides of (14) shows that
equality can hold only if
γ2x + δ2x = 4α2x+1. (15)
Adjusting the hopping terms one finds that the parameters are related to the original
staggering parameters according to
αx =
λx+1
2 , βx = −
λx
2 , γx = λxµx, δx = λxµx+1, ηx =
λx
2 , x = −
λx+1
2 .
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This implies periodicity, and via reinsertion into (15) the special line (1). Furthermore,
we checked explicitly that in the subsectors where T 2 ≡ 1, the dynamic supercharge Q0
anticommutes with the other ones:
{Q0, Q±} = 0, {Q¯0, Q±} = 0.
3 The coordinate Bethe ansatz
In this section, we show that the Hamiltonian of the M2 model can be diagonalised by
means of the coordinate Bethe ansatz along a two-parameter submanifold in the space
of staggering parameters which coincides precisely with the submanifold with enhanced
supersymmetry identified in the previous section.
The technique employed here below is a combination of the Bethe-ansatz for the staggered
M1 model found by Nienhuis and Blom [13], the coordinate Bethe ansatz for higher spin
XXX chains [18], and an asymptotic analysis which allows an easy determination of the
integrable manifold in the space of parameters. We start by specifying the basis, and
Bethe-ansatz form for the wave function in section 3.1. In section 3.2 we analyse the
one-particle problem: it is not directly solvable for general staggering, but will allow to
determine some useful asymptotic expansions of the single-particle wave function. The
two-particle problem is solved in section 3.3. We show that it fixes the choice of admissible
staggering parameters as well as the period of the staggering to the special submanifold.
Furthermore, we introduce a useful elliptic parametrisation for it. The many-particle case is
considered afterwards, and leads to the Bethe ansatz equations.
3.1 Basis vectors and Bethe-ansatz form of the wave function
Basis vectors. Our principal goal is to diagonalise the Hamiltonian H, i.e. to solve the
Schro¨dinger equation
H|ψ〉 = E|ψ〉. (16)
To this end we need to choose a suitable basis in the fermion Hilbert space which simplifies
our problem as much as possible. The most natural choice appears to be the canonical
occupation number basis: a basis vector is labeled by the positions of the particles in a
given configurations:
|x1, . . . , xf 〉 = | ◦ · · · ◦ •
x1
◦ · · · ◦ •
xf
◦ · · · ◦〉.
This basis is orthonormal which is convenient for many applications. However, the Bethe
ansatz is more conveniently formulated when using basis vectors ||x1, . . . , xf 〉〉 which differ
from the canonical ones by configuration-dependent factors. Let us denote by x′1, x′2, . . .
the positions of the first members of pairs in the configuration x1, x2, . . . , xf . We introduce
the non-orthonormal basis
||x1, x2, . . . , xf 〉〉 =
∏
j
Cx′
j
 |x1, x2, . . . , xf 〉 (17)
with normalisation factors Cx to be determined. This modified basis is similar to the basis
used in the coordinate Bethe ansatz solution for the higher-spin XXX chains studied in [18].
It allows to absorb a trivial part of the wave function into the basis itself.
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Bethe ansatz. The Hamiltonian of our model, twisted or not, commutes obviously with
the fermion number operator F , and can therefore be diagonalised separately in each
subsector HN,f . We expand its eigenstates in HN,f in the modified basis
|ψ〉 =
∑
{x}
ψ(x1, x2, . . . , xf )||x1, x2, . . . , xf 〉〉. (18)
Here, the sum is taken over all positions 1 ≤ x1 < x2 < · · · < xf ≤ N of the particles which
respect the exclusion constraint of the M2 model, and the boundary conditions. For the
wave function ψ(x1, . . . , xf ) we make the Bethe ansatz by writing it as a linear combination
of products of single-particle wave functions ϕ(x; z):
ψ(x1, . . . , xf ) =
∑
σ∈Sf
Bσϕ(x1; zσ(1)) · · ·ϕ(xf ; zσ(f)). (19)
The sum is over all permutations σ of f objects, weighted by certain amplitudes Bσ. The
variables z1, . . . , zf are the rapidities of the particles. In order to give meaning to these
rapidity variables we need to specify the structure of the single-particle wave functions. In
fact, we shall assume that the weights of the model are periodic: λx+p = λx, µx+p = µx.
Hence, single particles are described by Bloch wave functions
ϕ(x; z) = Ax(z)zx, Ax+p(z) = Ax(z). (20)
Our main objective here is to show that the model is Bethe-ansatz solvable if and only if
p = 2, and the staggering parameters are chosen from the submanifold (1).
Given the basis and Bethe ansatz form of the wave function we proceed now through a
series of standard steps for the solution of the Schro¨dinger equation (16). We project this
equation on simple basis vectors, and resolve the resulting system of difference equations
for the wave functions ψ(x1, . . . , xf ). In the following sections, we address first the case of
f = 1 and 2 particles, mention briefly the case of f = 3 and 4 particles, and deduce the
result for general f through a standard argument.
3.2 The one-particle problem
In the subsector of the Hilbert space where no particles are present the diagonalisation of
the Hamiltonian is trivial: the empty state | ◦ ◦ · · · ◦〉 is an eigenvector of H with eigenvalue
E =
∑N
x=1 λ
2
x. It serves as a reference state for the Bethe ansatz and will allow to build
eigenstates with non-zero fermion numbers. Let us start with a single particle f = 1. We
write thus the eigenvalue as
E =
N∑
x=1
λ2x + (z),
where (z) denotes the excitation energy for a (pseudo-)particle with rapidity z above the
reference-state level. The corresponding Bethe-ansatz wave function is in fact simply given
by ϕ(x; z). Using its Bloch-wave structure (20) we find the difference equation
((z) + λ2x−1(1− µ2x−1)+λ2x+1(1− µ2x))Ax(z) (21)
= λxλx+1(1− µ2x)Ax+1(z)z + λxλx−1(1− µ2x−1)Ax−1(z)z−1
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Given the periodicity in x, we conclude that this leads to a system of p homogeneous linear
equations for the quantities A1(z), . . . , Ap(z). In order to have a non-trivial solution its
coefficient matrix needs to have zero determinant. This leads to a polynomial equation of
order p for the excitation energy, and determines the dispersion relation,  = (z). Without
knowing p it is not very useful to write down this system and its solution explicitly. Instead,
we will analyse it in the formal limit where z → 0, and z → ∞, in order to obtain an
asymptotic expansion for (z) and the amplitude ratio
fx(z) =
λxAx+1(z)z
λx+1Ax(z)
.
Let us start with large rapidity. It is clear from (21) that both the excitation energy, and
the amplitude ratio diverge linearly for large z. Writing
(z) = γ−1z + γ0 +O(z−1), fx(z) = αxz(1 + βxz−1 +O(z−2))
we find that the coefficients αx, βx are given by
αx =
γ−1
λ2x+1(1− µ2x)
, βx =
γ0 + λ2x+1(1− µ2x) + λ2x−1(1− µ2x−1)
γ−1
.
Here the constants γ−1 and γ0 may in principle be determined from the periodicity Ax+p(z) =
Ax(z) which leads to f1(z)f2(z) · · · fp(z) = 1, but we will not need their explicit form. The
limit of small rapidity leads to similar results. We find that the excitation energy and
amplitude ratio have the expansions
(z) = δ−1z−1 + δ0 +O(z), fx(z) = ρxz(1 + ηxz +O(z2))
where the coefficients ρx, βx are given by
ρx =
λ2x(1− µ2x)
δ−1
, ηx = −
δ0 + λ2x(1− µ2x) + λ2x+2(1− µ2x+1)
γ−1
.
It would be well justified to question the use of these expansions at this point. The idea
is the following. For the two-particle problem we will derive the S-matrix of the model as a
complicated combination of the amplitude ratios fx(zj), j = 1, 2. The expression carries
an x-dependence which should however be spurious. The formal limit where one of the
rapidities tends to zero or infinity allows to understand the (pole) structure of the S-matrix,
and determine conditions on the staggering parameters which yield a position-independent
S-matrix. The expressions derived here above will be instrumental in this procedure.
3.3 The two-particle problem and the S-matrix
Next, we consider the case of two particles f = 2. As long as we project the Schro¨dinger
equation on configurations where the two particles are far apart (and far from the boundaries),
the Bethe-ansatz wave function (19) solves the resulting difference equation with the
eigenvalue
E =
N∑
x=1
λ2x + (z1) + (z2). (22)
If, however, the particles are next-to-nearest or nearest neighbours, we have to take into
account that the action of the Hamiltonian induces pair formation, pair splitting, and pair
hopping.
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3.3.1 Next-to-nearest neighbours
We start with the projection of the Schro¨dinger equation on a configuration where two
particles are next-to-nearest neighbours · · · ◦ • ◦ • ◦ · · · , i.e. on some basis vector |x, x+ 2〉.
For this case we find the rather long equation
Eψ(x, x+ 2) =λxλx−1(1− µ2x−1)ψ(x− 1, x+ 2) + λx+2λx+3(1− µ2x+2)ψ(x, x+ 3)
+ λxλx+1µx+1Cx+1ψ(x+ 1, x+ 2) + λx+1λx+2µxCxψ(x, x+ 1)
+
(
N∑
y=1
λ2y − λ2x−1(1− µ2x−1)− λ2x+1 − λ2x+3(1− µ2x+2)
)
ψ(x, x+ 2).
If the Bethe ansatz holds together with the form of the eigenvalue as written in (22) then
each of the arguments of the wave function can formally be treated as for isolated particles.
This leads to a second eigenvalue equation. Equating the two expressions we find the
difference equation
λxλx+1(µx+1Cx+1 + µ2x − 1)ψ(x+ 1, x+ 2)
+ λx+1λx+2(µxCx + µ2x+1 − 1)ψ(x+ 1, x+ 2)
+ λ2x+1(1− µ2x − µ2x+1)ψ(x, x+ 2) = 0.
Given this equation there are two ways to proceed. We could impose the equation as a
constraint on the wave function, leaving the normalisation factors Cx undetermined, but
fixing the structure of the S-matrix. However, one can show that this leads to a contradiction
for other particle arrangements. Therefore, we will instead require that the coefficients
multiplying the wave functions in this equation be identically zero, so that the equation does
not lead to any constraints for the S-matrix [18]. In the present case, the only non-trivial
solution is
Cx = µx, and µ2x + µ2x+1 = 1, (23)
for arbitrary x. We conclude that our requirement implies the 2-periodicity of the staggering
parameters µx while it does not fix the λx. As we shall see, the latter will be constrained
by the nearest-neighbour problem.
3.3.2 Nearest neighbours
Next, we project the Schro¨dinger equation for two particles onto a configuration with a
single pair · · · ◦ ◦ • • ◦ ◦ · · · , i.e. on the basis vector |x, x+ 1〉. We follow the same procedure
as in the last section, and find the following difference equation for the wave function
λx−1(λx+1ψ(x− 1, x)− λxψ(x− 1, x+ 1) + λx−1ψ(x, x+ 1)) + λxλx+1ψ(x, x)
+ λx+2(λx+2ψ(x, x+ 1)− λx+1ψ(x, x+ 2) + λxψ(x+ 1, x+ 2))
+ λxλx+1ψ(x+ 1, x+ 1) = 0. (24)
Unlike in the case of next-to-nearest neighbours this equation cannot vanish identically for
non-trivial choices of the staggering parameters. Hence it will lead to constraints on the
parameters in the Bethe ansatz wave function. Indeed, using (19) we find that the two
amplitudes B12 and B21 are related by
B12Px(z, w) +B21Px(w, z) = 0, (25)
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where Px(z, w) denotes the complicated expression
Px(z, w) = λ2x−1
(
1− fx(w)
fx−1(z)
+ fx(w)
)
+ λ2x + λ2x+1fx(z)fx(w)
+ λ2x+2 (fx(w)fx+1(w)(fx(z)− 1) + fx(w)) .
Let us suppose that z and w are such that both Px(z, w) and Px(w, z) are non-vanishing
for all x. In this case we find the S-matrix of the model
S(z, w) = B12
B21
= −Px(w, z)
Px(z, w)
.
The fact that this expression is rather implicit, since we have not yet found a general
expression for fx(z), is perhaps less dramatic than its x-dependence. Indeed, the Bethe
ansatz assumes that the amplitudes Bσ are position-independent. For generic choices of the
staggering parameters the formula for S(z, w) leads, however, to an x-dependent expression.
It follows that the only possible choice for the model to be Bethe-ansatz solvable is to impose
the site-independence for arbitrary z, w. One may try to do this by working directly with
the given expression, but the resulting equations are quite involved. Hence, we choose to
take advantage of our asymptotic expansions for fx(z) derived in section 3.2, and analyse
the limit z →∞. We find
S(z, w) = zσ(w) +O(1), with σ(w) = γ−1(1− fx(w))
µ2xfx(w)(λ2x+1 + λ2x+2fx+1(w))
.
Like S(z, w) the function σ(w) has to be position-independent. Finding which staggering
parameters lead to this independence is still a delicate task, and hence we analyse again
only the leading terms of the expansion of σ(w) as w → 0:
σ(w) = δ−1
µ2xµ
2
x+1λ
2
xλ
2
x+1
(
δ−1w−1 − δ0 +O(w)
)
.
Every term in this expansion needs to be independent of x. Using the 2-periodicity for µx,
we see that this can at leading order only be true if the product λ2xλ2x+1 is independent of x.
This condition implies trivially that for real positive staggering parameters we have
λx+2 = λx.
Hence, we find that the expression for the S-matrix found above is independent of the
position x only if the staggering parameters are 2-periodic, and satisfy (1), which confirms
that the latter is a necessary condition for Bethe-ansatz solvability.
Reduced difference equation. If all staggering parameters have period two, then the
difference equation for the wave function can be simplified. Indeed, notice that for λx+2 = λx
the first four terms equal the last four terms of the left-hand side of (24) up to a shift
x → x + 1. We may formalise this by introducing the shift operator T defined through
T f(x) = f(x+ 1). Then we find
(1+T ) [λx−1(λx+1ψ(x− 1, x)− λxψ(x− 1, x+ 1) + λx−1ψ(x, x+ 1)) + λxλx+1ψ(x, x)] = 0
Hence the expression within brackets lies in the kernel of (1 + T ), i.e. it is of the form
(−1)x × const. In fact, one can show that this constant needs to be zero (we omit this
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tedious and not very illuminating discussion here). Using this result we find the reduced
difference equation
λx+1(ψ(x− 1, x) + ψ(x, x+ 1)) + λx(ψ(x, x)− ψ(x− 1, x+ 1)) = 0. (26)
This relation has two advantages. First of all, it allows to write a somewhat simpler version
of (25). We find that
B12Rx(z, w) +B21Rx(w, z) = 0 (27a)
where Rx(z, w) is given by the expression
Rx(z, w) = 1 +
λ2x+1
λ2x
(
1− fx(w)
fx−1(z)
+ fx(w)
)
. (27b)
This leads to a simplified expression for the S-matrix, and will be used below to derive a
closed expression for it in terms of Jacobi theta functions. Second, (26) proves to be quite
useful in order to show that processes involving three and four particles are indeed coherent.
3.3.3 Elliptic parametrisation
In the previous section, we saw that it is necessary to restrict the parameters of the model
to the special submanifold. The aim of this and the following section is to show that this
restriction is also sufficient for the model to be Bethe-ansatz solvable. To this end, it is
convenient to re-examine the one-particle problem, and determine an explicit parametrisation
for the rapidities and the excitation energy, which will lead to an explicit and simple form
for the S-matrix.
Staggering parameters. We need a suitable parametrisation of the parameters λx
and µx. It turns out that a convenient choice is to write them in terms of Jacobi theta
functions ϑj(u) = ϑj(u, q), j = 1, . . . , 4 where q is the so-called elliptic nome. We follow the
conventions of Whittaker and Watson [19]. In fact, it is sufficient to define
ϑ1(u, q) = −i
∞∑
j=−∞
(−1)jq(j+1/2)2e(2j+1)iu.
The other theta functions are obtained by shifting the argument by pi/2, piτ/2, pi/2 + piτ/2
where τ is related to the elliptic nome according to q = eipiτ . For instance, ϑ4(u) =
iq1/4e−iuϑ1(u− piτ/2). These functions can be thought of as generalisations of the trigono-
metric or the exponential functions. They satisfy a host of identities, in particular various
addition theorems which are at the heart of the simplifications in the following.
The staggering parameters are given as functions of two real parameters: t and the
elliptic nome 0 ≤ q < 1. In terms of theta functions they read
µ2x =
(
ϑ1(θ)
ϑ1(2θ)
)2
ϑ4(t+ 2xθ)2
ϑ4(t+ (2x− 1)θ)ϑ4(t+ (2x+ 1)θ) , θ =
pi
4 ,
and
λ2x = 2
(
ϑ1(θ)
ϑ1(2θ)
)2
ϑ4(t+ (2x− 1)θ)2
ϑ4(t+ 2(x− 1)θ)ϑ4(t+ 2xθ) , θ =
pi
4 .
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One may check that this choice is compatible with both periodicity, and the equation
µ2x + µ2x+1 = 1. The second equation implies that λ2x + λ2x+1 = 2, a normalisation which
we are free to choose. The latter is designed to recover λx = 1 and µx = 1/
√
2 in the
trigonometric limit where the elliptic module q tends to zero, and the Hamiltonian becomes
translation invariant. For non-zero q, we note that the transformation t → t + 2θ is
equivalent to a shift x→ x+ 1, and thus a translation of the system by one site. The elliptic
parametrisation given here can be justified and derived in a systematic analysis of the Mk
models for all k = 1, 2, 3, . . . [20]. In figure 2 we plot the parameters as a function of t with
0 ≤ t ≤ 2θ for q = 0, 0.05, . . . , 0.5. It is clear that this parametrisation maps out the special
submanifold.
0
5
10
15
20
Λ
0.0
0.5
1.0
Μx+1
0.0
0.5
1.0
Μx
Figure 2: We plot the parameters µx, µx+1 and λ = λx/λx+1 as a function of t with
0 ≤ t ≤ 2θ for q = 0, 0.05, . . . , 0.5. The black dot corresponds to q = 0, the outer red line
corresponds to q = 0.5. Finally, we also show the special submanifold given by (1), where
the model is integrable and enjoys additional supersymmetry. The constant q lines lie on
the special submanifold.
Excitation energy, rapidity and one-particle wave function. Now let us use this
parametrisation in order to find convenient expressions for the excitation energy (z). As
we know, it is determined by the homogeneous linear p× p system (21). The period p = 2
of the staggering parameters implies that the periodic part of the single-particle Bloch wave
function satisfies Ax+2(z) = Ax(z). We may use this in the recursion relation (21) which
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becomes of first order (as opposed to second order for arbitrary p > 2):
((z) + λ2x+1)Ax(z) = λxλx+1
(
µ2x+1z + µ2xz−1
)
Ax+1(z)
Applying the periodicity property after shifting x→ x+ 1, we obtain that (z) solves the
second-order polynomial equation
(z)((z) + 2) = Λ2(z − z−1)2, Λ = 2
(
ϑ1(θ)
ϑ1(2θ)
)4
.
Notice that this equation is independent of the parameter t. As we shall see the spectrum
of the Hamiltonian is t-independent as a consequence. Solving this equation for (z) leads
to roots of quartic polynomials in z which are neither elegant nor useful. Instead, we will
uniformise this equation through the introduction of theta-function parametrisations of the
rapidities. One checks that the choice
z(u) = −ϑ1(u+ θ)
ϑ1(u− θ) (28)
leads to
(u) ≡ (z(u)) = −2
(
ϑ1(θ)
ϑ1(2θ)
)2
ϑ1(u)2
ϑ1(u− θ)ϑ1(u+ θ) . (29)
The main tools in all these calculations are the addition theorems for the Jacobi theta
functions mentioned above. Using these two relations, one may determine the functions
Ax(z) as a function of the parameter u from the recursion relation given above up to an
overall factor. We fix the latter by the requirement Ax(z = 1) = λx. This gives
Ax(u) ≡ Ax(z(u)) = λxϑ4(t− u+ (2x− 1)θ)
ϑ4(t+ (2x− 1)θ) .
The S-matrix. We are now in the position to derive an explicit expression for the S-
matrix in terms of Jacobi theta functions. To this end, we use (27), and express all the
amplitude ratios fx(z) in terms of the expressions given in the last paragraph. We find that
Rx(z(u), z(v)) = − ϑ1(2θ)
2ϑ4(t+ 2xθ)ϑ4(t+ 2(x−1)θ)ϑ4(t− (u+v) + (2x−1)θ)
ϑ1(θ)ϑ4(t+ (2x−1)θ)ϑ4(t− u+ (2x−1)θ)ϑ4(t− v + (2x−1)θ)r(u, v)
where r(u, v) has the simple form
r(u, v) = ϑ1(u− v + θ)
ϑ1(u+ θ)ϑ1(v − θ) . (30)
Notice that the x-dependent part is symmetric in u, v, and that r(u, v) does not depend on
the parameter t. This implies that we are left with the rather simple equation B12r(u, v) +
B21r(v, u) = 0, and hence find the S-matrix
S(u, v) ≡ S(z(u), z(v)) = z(u)
z(v)
ϑ1(u− v − θ)
ϑ1(u− v + θ) , θ =
pi
4 .
This expression does not have the difference property, i.e. it does not depend on u, v only
through the difference u− v. The reason for this is the exclusion constraint of the model,
which leads to the prefactor z(u)/z(v). Otherwise, the expression is similar to the one for
the eight-vertex model. The result of Blom and Nienhuis for the M1 model is similar [13],
one needs to choose θ = pi/3 instead of θ = pi/4.
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3.4 Many particles: boundary conditions and the Bethe equations
Consistency. Considering the one- and two-particle problems is not sufficient to conclude
that the model is Bethe-ansatz solvable. The next level of difficulty comes from testing
the Bethe-ansatz for local three- and four-particle interactions, i.e. for projections on
configurations · · · ◦ • • ◦ • ◦ · · · and · · · ◦ • ◦ • • ◦ · · · in the sector with f = 3 particles, and
· · · ◦ • • ◦ • • ◦ · · · in the sector with f = 4 particles.
The key to show consistency for these situations is the reduced difference equation (26),
which we derived for the two-particle wave function. In fact, the nature of the Bethe ansatz
implies that it holds in fact for any f in the following way
λx+1(ψ(. . . , x− 1,x, . . . ) + ψ(. . . , x, x+ 1, . . . ))
+ λx(ψ(. . . , x, x, . . . )− ψ(. . . , x− 1, x+ 1, . . . )) = 0. (31)
Let us start with f = 3 particles. If we consider (31) with an additional particle on
the site x + 1 or x + 2, and re-apply it to the existing two particles, we obtain quite
straightforwardly the following equations for the three-particle wave function:
ψ(x− 1, x+ 1, x+ 1) +ψ(x, x+ 1, x+ 2) = ψ(x− 1, x, x+ 1) +ψ(x, x, x+ 2) = 0. (32)
These equations are sufficient to prove that the three-particle problem is consistent. Indeed,
when projecting the Schro¨dinger equation onto the basis vector |x, x+2, x+3〉, and comparing
it as for the one- and two-particle problems, to the case when all particles are treated as if
they were free, one obtains the following constraint on the wave function:
λx+1(ψ(x,x+ 2, x+ 4)− ψ(x, x+ 2, x+ 2))
− λx(ψ(x, x+ 3, x+ 4) + ψ(x, x+ 2, x+ 3))
= λx(ψ(x+ 1, x+ 1, x+ 3) + ψ(x+ 1, x+ 2, x+ 3)).
The left-hand side vanishes as a consequence of (31) whereas the vanishing of the right-hand
side is due to (32). The projection on the basis vector |x, x+ 1, x+ 3〉 leads to the same type
of relation which holds identically. This exhausts all possible three-particle interactions,
and shows that they can be reduced to two-particle processes via (31).
The case to be checked for f = 4 particles is the projection of the Schro¨dinger equation
on the state |x, x+ 1, x+ 3, x+ 4〉. The comparison to the case of free particles leads to the
consistency constraint
µ2x+1
(
λx(ψ(x− 1, x+ 1, x+ 3, x+ 4)− ψ(x, x, x+ 3, x+ 4))
− λx+1(ψ(x− 1, x, x+ 3, x+ 4) + ψ(x, x+ 1, x+ 3, x+ 4))
)
+ µ2x
(
λx(ψ(x, x+ 1, x+ 3, x+ 5)− ψ(x, x+ 1, x+ 4, x+ 4))
− λx+1(ψ(x, x+ 1, x+ 4, x+ 5) + ψ(x, x+ 1, x+ 3, x+ 4))
)
= λx
(
µ2x+1(ψ(x+ 1, x+ 1, x+ 3, x+ 4) + ψ(x, x+ 1, x+ 2, x+ 4)
+ µ2x(ψ(x, x+ 2, x+ 3, x+ 4) + ψ(x, x+ 1, x+ 3, x+ 3)
)
.
The left-hand side of this lengthy equation vanishes by applying (31) to the second two
variables, whereas the right-hand side gives zero by application of (32) to the first and last
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three variables. Hence, also the four-particle problem is consistent. This exhausts all cases
which need to be checked: the consistency for configurations with higher particle numbers
can be reduced to linear superpositions the one-, two-, three- and four-particle situations.
We conclude that the Bethe-ansatz works consistently for the staggered M2 model along
the special line in parameter space (1).
Translation symmetry. We consider from now on an arbitrary number of fermions
f > 1 on the chain. In order to discuss the Bethe-ansatz equations we need to specify the
boundary conditions of our model. We will consider the model with a twist. Because of the
2-periodicity of the staggering, the Hamiltonian commutes with the square of the twisted
translation operator T ′, [H, (T ′)2] = 0, as explained in section 2.1. Hence we impose the
solutions of the Schro¨dinger equation to be eigenvectors of (T ′)2:
(T ′)2|ψ〉 = t2|ψ〉.
The equation is written in a suggestive form: for the homogeneous model t is simply the
eigenvalue of T ′, which becomes a proper symmetry of the Hamiltonian in this case. In the
general, staggered case, we use (18) and project the resulting equation on a configuration
|x1, . . . , xf 〉. Assuming that the first m = 0, 1, 2 particles are located on the first 2 lattice
sites, the projection leads to
(−1)m(f−1)eiφ(m−2f/N)ψ(xm+1 − 2, . . . , xf − 2, x1 +N − 2, . . . , xm +N − 2)
= t2ψ(x1, . . . , xf ).
In the case m = 0, we use the Bethe ansatz (19) and conclude that the eigenvalue t2 is given
by
t2 = e−2iφf/N
f∏
j=1
z−2j . (33)
If we require this result to be compatible with the other choices m = 1, 2 then we obtain a
common constraint on the transformation behaviour of the amplitudes Bσ under a cyclic
shift of the permutation σ. Let pi be the cyclic shift, i.e. pi(1) = 2, pi(2) = 3, . . . pi(f − 1) =
f, pi(f) = 1, then we have
Bσ = (−1)f−1eiφzNσ(1)Bσ·pi. (34)
Bethe equations. The cyclic shift property allows to derive the Bethe equations for the
model. For f particles the amplitudes Bσ are required to solve the system of equations
B···σ(i),σ(i+1),···r(uσ(i), uσ(i+1)) +B···σ(i+1),σ(i),···r(uσ(i+1), uσ(i)) = 0, σ ∈ Sf . (35)
where r(u, v) is the function defined in (30). The system can be solved by
Bσ = C−1 sgnσ
∏
1≤m<n≤f
bσ(m)σ(n).
Here C is an arbitrary normalisation factor, and the numbers bmn are solutions to the
equations
bmnr(um, un) = bnmr(un, um).
21
If all the r(um, un) are finite and non-zero for all m,n then this system of equations has
the simple solution bmn = r(un, um). Using the cyclic shift property, we obtain in this case
the Bethe equations of the model:
z(uk)N−f = e−iφ
f∏
j=1
ϑ1(uj − θ)
ϑ1(uj + θ)
ϑ1(uk − uj − θ)
ϑ1(uk − uj + θ) (36)
A solution of this equation leads to an eigenstate of the Hamiltonian whose energy is given
by
E = N +
f∑
j=1
(uj) (37)
where (u) is the elliptic form of the excitation energy found in (29). In particular, as
the Bethe equations do not depend on the parameter t which parametrises the constants
µx, λx, nor does the excitation energy itself, we conclude that the energy is t-independent.
It follows that the spectrum does not change as one moves along the constant q lines on
the special submanifold in parameter space plotted in figure 2. The eigenstate itself can be
reconstructed from the amplitudes Bσ. With an appropriate choice of normalisation, we
find that they are given by
Bσ = sgnσ
f∏
n=1
z(uσ(n))−n
∏
1≤m<n≤f
ϑ1(uσ(n) − uσ(m) + θ).
There are however cases, where r(um, un) vanishes or becomes infinite for certain pairs
m,n. This happens for so-called exact strings or bound states, which need to be treated
separately. We will show in the next section, that these somewhat exceptional cases are
actually quite relevant in order to understand the supersymmetry from the point of view of
the Bethe ansatz.
4 Supersymmetry and the Bethe ansatz
In this section we analyse the relation between the different symmetries of the model and
the Bethe ansatz equations. We show that the action of the operators Q+ and Q0 can be
derived rather straightforwardly from the Bethe equations. The dynamic supersymmetry
generated by Q− is however more subtle. As we shall see it is related to the existence of
so-called exact strings of Bethe roots, which are present in the model essentially because
the parameter θ is a rational multiple of pi.
4.1 Non-dynamic supersymmetry Q+
Let us start with the supersymmetry that was originally used to define the model. We claim
that the action of Q¯+ is equivalent to adding to a set of Bethe roots u1, . . . , uf that solve
(36) an additional root uf+1 = 0, i.e. rapidity zf+1 = 1, without changing the number of
sites. This is readily verified by comparing the Bethe equations at f and f + 1 particles,
which confirms our statement provided that the twist angle is φ = 0. The relation between
the wave functions with f and f + 1 particles can be evaluated explicitly for zf+1 = 1:
ψ(x1, . . . , xf+1) = const.×
f+1∑
k=1
(−1)k−1λxkψ(x1, . . . , xk−1, xk+1, . . . , xf+1)
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The string (−1)k−1 is a clear sign of a fermionic operator. Promoting this relation between
wave functions to a relation between the corresponding states by multiplying each side
with ||x1, . . . , xf+1〉〉, followed by a summation over all allowed particle arrangements, leads
straightforwardly to the definition of Q¯+ (up to a constant).
4.2 Dynamic supersymmetry Q0
The neutral dynamic supersymmetry can also be understood through a simple addition of a
Bethe root to a given solution u1, . . . , uf of (36). The new member has uf+1 = pi/2, and
corresponds therefore to a particle with rapidity zf+1 = −1. In addition to this particle
insertion, one needs to increase the length of the chain by two.
From the Bethe ansatz form of the wave function we obtain a relation between the wave
functions for f + 1 particles with zf+1 = −1, and f particles with arbitrary rapidities:
ψ(x1, . . . , xf+1) = const.×
f+1∑
k=1
(−1)xk+k−1λxk+1ψ(x1, . . . , xk−1, xk+1− 2, . . . , xf+1− 2)
It is not difficult to translate this equation into a relation between the corresponding
eigenvectors of the Hamiltonian at N and N + 2 sites. The corresponding operator is
fermionic and carries “momentum” pi as can be seen from the string (−1)xk+k−1. Working
out its amplitudes leads precisely to the dynamic supercharge Q0 discussed in section 2.2.3.
4.3 Dynamic supersymmetry Q−
The Bethe equations for the staggered M2 model resemble those of the eight-vertex model
at so-called root-of-unity points, i.e. points where θ is a rational multiple of pi. It is known
that at such points so-called exact strings appear in finite-size systems, i.e. configurations
of Bethe roots which are arranged in the pattern
uj = u+ (j − 1)θ, θ = pi/4, (38)
with j = 1, 2, 3, 4. The aim of this section is to discuss a relation between these exact strings
and the dynamic supercharge Q−. To this end, we derive the wave function for a single
exact string and then relate it to the action of Q− and Q¯+ in the limit where the so-called
string centre u tends to zero.
Let us first discuss a few properties of an exact string of Bethe roots. From the elliptic
parameterisation of the Bethe roots given in (28), we infer that its total rapidity is given by
4∏
j=1
z(uj) = 1,
and hence does not carry any net momentum. Moreover, the sum of the single particle
excitation energies for its members yields
4∑
j=1
(uj) = −4,
irrespectively of the value u for the string centre. Comparing this with the expression of the
total energy in (37), we conclude that adding an exact string to a configuration of Bethe
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roots decreases the energy by four. Therefore, if we add simultaneously four sites to the
system, the total energy remains unchanged. This observation hints at a dynamic symmetry
relating the Hamiltonians for chains of length N and N + 4.
Here, we investigate the simplest case of a single exact string in order to establish a
relation with dynamic supersymmetry. To this end, we compute the wave function by
following Baxter’s calculation for the six-vertex model [21]. Concretely, for four particles we
have to solve the equations, (35),
B···σ(i),σ(i+1),···r(uσ(i), uσ(i+1)) +B···σ(i+1),σ(i),···r(uσ(i+1), uσ(i)) = 0.
These give the relations between the different amplitudes of the wave function, Bσ, where
σ ∈ S4 in the present case. For the configuration of Bethe roots that form the exact string
(38) it can easily be seen that the function r(ui, uj) defined in (30) vanishes whenever
j = i + 1 for i = 1, 2, 3, or i = 4, j = 1. Conversely, r(uj , ui) is nonzero for these cases.
If we normalise the amplitudes such that B1234 6= 0 then our equations imply that all
other amplitudes are finite, and that B2134 = 0 because r(u2, u1) = 0, B1324 = 0 because
r(u3, u2) = 0 etc. We find that all Bσ are zero except those for which the permutation σ
is an integer power of the cyclic shift pi = (1234). The remaining amplitudes are related
because of the translation symmetry (34). For zero twist angle, we find the simple relation
Bj+1,...,4,1,...,j = (−1)jzNj+1 . . . zN4 B1234.
We obtain the wave function for a single exact string by plugging into the Bethe wave
function, (19), the expression for the non-vanishing Bσ. Writing out the rapidities in their
elliptic parametrisation, we find
ψ(x1, x2, x3, x4) = C
3∑
j=0
(−1)x1+x2
4∏
k=1
Axkϑ1(u+ (k + j − 2)θ)xk+2−xk−3,
where
Axk = λxk
ϑ4(t− u1 + (2xk − (k + j))θ)
ϑ4(t+ (2xk − 1)θ)
and C is some normalisation constant.
We now take the limit where the centre of the exact string u tends to zero and establish
the relation with the supercharge Q−. To this end, observe that for u = 0 the wave
function is only nonzero for a special set of configurations. In this case, the products
in the exact-string wave function contain a factor ϑ1((k + j − 2)θ) which is zero when
k = 2− j, 6− j, so for every j there is a case for which this becomes zero. The whole wave
function vanishes therefore unless also xk+2 − xk − 3 = 0 simultaneously. This means that
the fermion configuration contains a pair of particles located at xk and xk+2, such that
xk+2 − xk = 3. Now, recall that because the particles are ordered there needs to be one
particle on the two sites in between them. This fixes the relative positions of three particles.
The remaining one is itinerant: it can be anywhere as long as the exclusion constraints of
the model hold. For simplicity, we consider only the configurations for which the first site is
occupied. The non-vanishing values of the Bethe wave functions for a chain of N sites are
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given by:
•
1
◦ •
3
•
4
◦ · · · •
x
· · · ◦
N
ψ(1, 3, 4, x) = C(ϑ1(θ)ϑ1(2θ))N−6λ21λ0λx
ϑ4(t)2
ϑ4(t+ θ)2
•
1
•
2
◦ •
4
◦ · · · •
x
· · · ◦ ◦
N
ψ(1, 2, 4, x) = −C(ϑ1(θ)ϑ1(2θ))N−6λ20λ1λx
ϑ4(t)2
ϑ4(t+ 3θ)2
•
1
◦ •
3
•
4
◦ •
6
◦ · · · ◦
N
ψ(1, 3, 4, 6) = C(ϑ1(θ)ϑ1(2θ))N−6ϑ4(t)2λ20λ21
(
1
ϑ4(t+ 3θ)2
+ 1
ϑ4(t+ θ)2
)
•
1
•
2
◦ •
4
•
5
◦ · · · ◦
N
ψ(1, 2, 4, 5) = −C(ϑ1(θ)ϑ1(2θ))N−6λ21λ22
(
ϑ4(t)2
ϑ4(t+ 3θ)2
+ ϑ4(t+ 2θ)
2
ϑ4(t+ 3θ)2
)
.
All other non-vanishing amplitudes can be recovered from these either from invariance under
translation by two sites, or by shifting t→ t+ 2θ, which amounts to a translation by one
site. We now normalise the amplitudes by setting
C = − 1(ϑ1(θ)ϑ1(2θ))N−6
ϑ4(t+ θ)2
ϑ4(t)2
1
λ21
µ0
µ1
.
The Bethe wave function gives the amplitudes of the non-orthonormal basis we defined in
(17). To find the amplitudes of the configurations in the basis in which we defined Q− (7)
we have to include an extra normalisation factor µx for any pair starting a site x. When
comparing with the definitions of the non-dynamic and dynamic supercharges in section
2.1 and 2.2.2 we observe that we obtain after some algebra precisely the amplitudes of
Q−Q¯+(= −Q¯+Q−) acting on the empty chain:
µ3ψ(1, 3, 4, x) = −µ0λ0λx, µ1ψ(1, 2, 4, x) = µ0λ1λx, for 5 < x < N,
µ3ψ(1, 3, 4, 6) = −2µ0, µ1µ4ψ(1, 2, 4, 5) = λ21.
Remember that we showed that Q¯+ acts on Bethe states by adding a Bethe root u = 0
to a configuration. We conclude that Q− adds a set of three Bethe roots which is centred
around the Bethe root u = 0, in a pattern of an exact string with exactly the central root
missing. To be more precise, the above argument only shows this for Q− acting on an empty
chain, but we expect the action to be the same when starting from a general configuration of
Bethe roots. Another possible way to prove this statement might be to study the insertion
of the three Bethe roots u = pi/4, pi/2, 3pi/4 to a given solution of the Bethe equations,
and increase the number of sites by four. However, it appears that this has to be done by
employing a suitable limiting procedure which involves breaking translation symmetry, and
is therefore technically very challenging.
5 Ground states
In this section we analyse the zero-energy states of the model. We determine their number
for a given system size from cohomological arguments in section 5.1. In section 5.2 we find
their Bethe roots in finite size from a set of functional equations.
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5.1 Cohomology computation of the number of ground states
In supersymmetric theories the zero-energy ground states enjoy special properties since they
are singlet representations of the supersymmetry algebra. A lower bound on the number
of zero energy states is given by the absolute value of the Witten index [22]. The Witten
index is defined as W = Tr(−1)F e−βH , where the trace is over the entire Hilbert space.
Since all positive energy states come in pairs that differ in their fermion number by one,
these states do not contribute to the Witten index. We can thus take the limit β → ∞
and write W = Tr(−1)F where the trace is now restricted to the space spanned by the
zero-energy states. Clearly, this index is independent of the parameters of the Hamiltonian
(provided the Hilbert space remains unchanged). It follows that the Witten index of the
inhomogeneous M2 model is given by the Witten index of the homogeneous M2 model,
which was computed in [1].
In this section we present the natural extension to this result, which is the computation
of the exact number of zero energy states and the number of fermions in the zero energy
states. To this end, we treat in addition to periodic boundary conditions the case of so-called
open boundary conditions. These correspond simply to considering a linear chain without
identifying the first and last site as neighbours. The definition of the supercharge Q+ on
these chains is straightforward. For the number of ground states of the model with open
and periodic boundary conditions, we obtain the following result:
Theorem. Consider the M2 model with non-vanishing weights λx and µx. For open
boundary conditions the model has exactly one zero-energy state in Hf with f = 2n if the
length of the chain is N = 4n or N = 4n− 1, and none otherwise. For periodic boundary
conditions there are 3 zero-energy states in Hf with f = 2n if N = 4n, and a single zero-
energy state otherwise with f = bN/2c = 2n, 2n+ 1, 2n+ 2 for N = 4n+ 1, 4n+ 2, 4n+ 3,
respectively.
It is important to impose the condition that the staggering parameters are non-vanishing.
When the weights are allowed to be zero the number of zero-energy state may increase
dramatically, as discussed in [1, 23, 24].
To prove the theorem, we use the fact that zero-energy states are in one-to-one correspon-
dence with the cohomology elements of the supercharges. For a more leisurely explanation
of this relation we refer the reader to [25]. Here we merely state that, together with the
supercharge, the Hilbert space forms a chain complex, where the fermion number provides
the grading, Q¯+ : HN,f → HN,f+1. The cohomology of Q¯+ at grade f is defined as
H(f) = Ker(Q¯+)/Im(Q¯+) within HN,f . Roughly speaking, a state is in the cohomology of
Q¯+ when it is annihilated by Q¯+, but cannot be written as Q¯+ of something else. Note that
since zero-energy states are singlets of the superalgebra, they precisely obey this condition.
Finally, to compute the cohomology of the supercharge, we use the ‘tic-tac-toe’ lemma
[26]. This lemma says that if we define Q¯+ as the sum of two operators acting on two
disjoint sublattices, S1 and S2, the cohomology of Q¯+ isomorphic to H12 = H1(H2), where
Hi is the cohomology of the supercharge acting on sublattice Si, provided that H12 contains
non-trivial elements only at one grade, i.e. one value of f . We will see below, that for a
clever choice of the sublattices, this is always the case here.
We now proceed to the proof of theorem 5.1. The basic idea is to compute the cohomology
of the supercharges in two steps using the spectral sequence technique. To this end, the
lattice is divided into two disjoint parts S1 and S2. The first step consists of evaluating
the cohomology for the supercharge restricted to S1. Within the resulting space we then
evaluate the cohomology of the supercharge restricted to S2.
26
We start with open boundary conditions. We choose for S2 the sites 1, 5, . . . , 4n+ 1
where n is defined through N = 4n+ p, p = 1, . . . , 4. S1 is defined as the collection of the
remaining sites. Consider the supercharge Q¯+,2 = Q¯+|S2 which is the restriction of Q¯+ to
S2. Any cohomology element, or cycle, of Q¯+,2 is necessarily represented by a state of the
form
|◦
↑
• • ◦ ◦
↑
• • ◦ · · · ◦
↑
• • ◦ ◦
↑
〉 ⊗ |ψ〉
where the arrows indicate the sites of S2. Here, |ψ〉 is a state with p− 1 sites. To see this,
first note that all the sites of S2 have to be empty otherwise the state is in the image of
Q¯+,2. Furthermore, for the state to be in the kernel of Q¯+,2 each site of S2 needs to be
adjacent to a pair of particles. If we look at the site 1 ∈ S2, this implies that a pair has to
be present on sites 2 and 3. Now, the exclusion rule implies that site 4 has to be empty.
Next, if we look at the site 5 ∈ S2, the problem is identical to the previous one, hence there
has to be a pair on sites 6 and 7. By recursion we thus arrive at site 4n+ 1 ∈ S2. Again, it
has to be adjacent to a pair. For p < 3 the problem has no solution. If p = 3, 4 the solution
is unique:
|ψ〉 =
{
| • •〉, p = 3,
| • • ◦〉, p = 4.
We conclude that the cohomology H2 of Q¯+,2 has dimension one if N = 4n or N = 4n−1,
and zero otherwise. Note that the total number of particles is f = 2n. Now we act with
Q¯+,1 on H2. When N = 4n+ 1 or N = 4n+ 2 the dimension of H2 is zero and therefore
the dimension of H is zero. When N = 4n or N = 4n − 1 then H2 contains one element,
it follows directly that this element cannot be in the image of Q¯+,1 and has to be in the
kernel of Q¯+,1. We thus find that for N = 4n or N = 4n− 1, the dimension of H(2n) is one
and it is zero at all other grades.
Next, we consider periodic boundary conditions for chains with length N = 4n. As
before, we choose for S2 the sites 1, 5, . . . , 4n− 3. For a state to be in the kernel but not in
the image of Q¯+,2 it should have all sites of S2 empty, furthermore each such site must be
adjacent to two particles. Pick an arbitrary site of S2, then this condition corresponds to
· · · ◦ ◦
↑
• • ◦ · · · , or · · · ◦ • ◦
↑
• ◦ · · · , or · · · ◦ • • ◦
↑
◦ · · · .
By recursion, one shows easily that this can hold for all sites of S2 if and only if the particle
distribution in their immediate neighbourhood is the same for all of them. This leads to
a total of 3 cycles of Q¯+,2. Notice that all of them contain exactly f = 2n particles, this
implies immediately that within H2 all states are in the kernel of Q¯+,1 and none are in the
image of Q¯+,1. We conclude that for N = 4n the dimension of H(2n) is 3 and it is zero at
all other grades.
It remains to prove the theorem for chains with length N 6= 4n and periodic boundary
conditions. We first consider N = 4n+ 1 and take S1 to be two consecutive sites and S2
the rest of the chain. When S1 is empty, Q¯+,2 acts on an open chain of length 4n− 1. Using
our previous results, we find that the cohomology of Q¯+,2 is one-dimensional. Similarly,
when both S1 sites are occupied, Q¯+,2 acts on an open chain of length L = 4n− 3 because
both sites on S2 that are adjacent to the S1 sites have to be empty. It follows that the
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cohomology of Q¯+,2 vanishes when both S1 sites are occupied. Finally, we must consider
the case where one of the S1 sites is occupied and the other is empty. The cohomology
problem of Q¯+,2 in this case remains to be solved. We now have that S2 is an open chain of
length 4n − 1, but with an unusual boundary condition at one end, namely the last site
can be occupied, but only if the penultimate site is empty, that is the last site cannot be
part of a pair. We use another spectral sequence to address this problem. Let us label the
sites of S2 by i = 1, 2, . . . , 4n − 1 and the S1 sites are the sites 0 and 4n. Furthermore,
consider the case that site 0 is empty and site 4n is occupied. Now take SA to be the sites
1, 5, . . . , 4n− 3 and SB the rest of the S2 sites: SB = S2\SA. It is now easily seen that the
cohomology of Q¯+,A vanishes: the site 0 is empty and therefor we need sites 2 and 3 to be
occupied for Q¯+,A to vanish on the first site. Continuing this argument we find that we
also need to occupy sites 4n− 2 and 4n− 1, but that is not allowed since site 4n is already
occupied. Since HA is zero dimensional it follows that HB(HA) vanishes. We thus conclude
that H2 is also empty when one of the S1 sites is occupied and the other is empty. We have
thus found that H2 is one-dimensional:
| ◦ ◦〉S1 ⊗ |ψ〉S2 ,
with |ψ〉 the unique cohomology element of the supercharge for the open chain of length
4n − 1. Computing the cohomology of Q¯+,1 within H2 is then trivial and thus we can
conclude that for N = 4n+ 1 the dimension of H(2n) is one and the cohomology is trivial at
all other grades.
In a very similar manner we can prove that H(2n+2) is one-dimensional for N = 4n+ 3
and trivial at all other grades. It is clear that both S1 sites empty is not an element of the
cohomology of Q¯+,2 and both S1 occupied is. When one of the S1 sites is empty and the
other is occupied, we can proceed as above. One can easily verify that the cohomology of
Q¯+,A vanishes by taking SA = {i|i = 1, 5, . . . , 4n+ 1}.
Finally, we also find that H(2n+1) is one-dimensional for N = 4n+ 2 and trivial at all
other grades by taking S1 to be a single site. When S1 is empty the cohomology of Q¯+,2
vanishes, however, when S1 is occupied we do find a non-trivial element. This can be seen
by taking S1 to be the site zero and taking SA = {i|i = 1, 5, . . . , 4n+ 1}. The only solution
is
|•〉S1 ⊗ | ◦↑ • ◦ • ◦↑ • ◦ • · · · ◦↑ • ◦ • ◦↑〉S2 ,
where the arrows indicate the sites of SA. This completes the proof of theorem 5.1.
5.2 Ground states and the Bethe ansatz
The existence of exact finite-size zero-energy states for periodic boundary conditions suggests
that it might be possible to determine their Bethe roots exactly. The purpose of this section
is to show that this is indeed the case. We introduce an analogue of the T -Q equation for
our model. The analogy is of course formal because unlike for integrable vertex models, we
do not dispose of a transfer matrix in the present setting. Nonetheless, using an analyticity
argument we show that the formal analogy is sufficient to find the ground-state Bethe root
distribution from certain functional equations. Throughout this section we consider periodic
boundary conditions: the twist angle is zero, φ = 0.
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5.2.1 The functional equations
Let us introduce a function whose roots coincide with the Bethe roots for a chain with N
sites and f particles:
Q(u) =
f∏
j=1
ϑ1(u− uj). (39)
Furthermore, inspired by the parallels between our model and integrable quantum spin−1
chains as explained in section 2.2, we introduce a system of functional equations akin to the
fusion equations for the nineteen-vertex model (see for example [27]):
T2(u) = T1(u)T1(u+ θ) + (−1)N tΦ(u)Φ(u+ θ),
T1(u)Q(u) = Φ(u+ θ)Q(u+ θ) + (−1)N+1tΦ(u− θ)Q(u− θ).
Here, T1(u), T2(u) are unknown functions, Φ(u) = ϑ1(u)N−f , and t = (−1)fQ(θ)/Q(−θ) is
a number whose square coincides with the eigenvalue of the translation operator by two sites
(33). The second equation corresponds to Baxter’s T -Q relation. If we impose that T1(u)
be analytic in u then it implies the Bethe equations: indeed, the analyticity requirement
means that the left-hand side has no poles. Setting thus u = uk for k = 1, . . . , f makes it
vanish, and imposing the same on the right-hand side leads then to the Bethe equations
(36) for zero twist angle. Furthermore, combining both equations it is not very difficult to
show that the function T2(u) has the following properties
T2(θ) = t−1Φ(θ)Φ(2θ), T
′
2 (θ)
T2(θ) =
ϑ′1(θ)
ϑ1(θ)
(N − f − 2E). (40)
Our aim is therefore to determine the solution to the functional equations for the
supersymmetry singlets. We will argue that it is given by
T1(u) = ηΦ(u).
where η is a constant to be determined. Indeed, it is easily shown that this choice implies
(40) with E = 0, provided that
η2 = t−1 + (−1)N+1t. (41)
Moreover, this ansatz is analytic in the variable u, and therefore implies the Bethe equations.
Furthermore, the insertion of the ansatz into the T -Q equation fixes the fermion number f
for given N to the values which we found from cohomology, as we shall see in the following
two subsections. Before proceeding, let us however point out a caveat: finding a solution
to the Bethe equations with energy E = 0 leads only to a supersymmetry singlet if the
corresponding Bethe wave function is non-vanishing. Even though this is readily checked
numerically for the solutions we present here for small system size, N , a general proof
appears to be difficult, and therefore our results remain conjectural.
5.2.2 Solution of the functional equations in the trigonometric limit
As the results in the general elliptic case is rather complicated, we start with a discussion of
the trigonometric limit where the elliptic nome tends to zero q → 0, and the model becomes
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translation invariant. In this limit t is simply the eigenvalue of the translation operator.
Furthermore, the Q-function (39) vanishes in this limit according to
Q(u) = (2q1/4)fQh(u) + . . . , Qh(u) =
f∏
j=1
sin(u− uj).
In order to simplify matters, we introduce the function R(u) = (sin u)N−fQh(u). The
trigonometric limit of the T -Q equation can then conveniently be rewritten as
η R(u) = R(u+ θ) + (−1)N+1t R(u− θ). (42)
Clearly R(u) is a trigonometric polynomial of degree N , and we may write R(u) =
e−iNu
∑N
j=0 cje
2iju. The equation for R(u) leads then to the following equation
(η − ei(2j−N)θ − (−1)N+1ei(N−2j)θt)cj = 0,
which implies that the coefficient ck vanishes unless the prefactor within the brackets is
zero. We impose c0, cN 6= 0, which leads to the following two requirements:
η = e−iNθ + (−1)N+1eiNθt = eiNθ + (−1)N+1e−iNθt.
The two expressions for η need to be compatible. Furthermore, if this condition is met we
need to make sure that (41) holds. These two constraints restrict t to certain admissible
values.
Chains of length N = 4n. Let us start the analysis with the case where the number of
sites is a multiple of four: N = 4n. We find
t = −e2imθ, η = (−1)n(1 + e2imθ), m = 1, 2, 3.
We insert these values the in functional equation for R(u) and use its explicit form. A short
calculation then shows that we need to set cj = 0 unless j = 4k, 4k +m where k is integer.
The remaining coefficients are determined from the requirement that by definition R(u)
has a zero of order N − f at u = 0, which implies R(0) = R′(0) = · · · = R(N−f−1)(0) = 0,
and therefore 4n − f homogeneous linear equations for 2n + 1 unknowns. This gives a
non-trivial solution if the number of constraints exceeds the number of unknowns by one,
i.e. for half-filling f = 2n = N/2. In this case, the function R(u) can be computed in terms
of hypergeometric functions by following the strategies of [28, 29]. Up to an unimportant
factor, the exact result is
R(u) =e−iNu
(
2F1
(
−n,−n+ 1− m4 , 1−
m
4 ; e
8iu
)
(43)
− Γ
(
1− m4
)
Γ
(
1 + m4
) nΓ (m4 − n)
Γ
(
1− m4 − n
)e2imu2F1 (−n+ 1,−n+ m4 , 1 + m4 ; e8iu)
)
for m = 1, 2, 3 and N = 4n.
The explicit solution may be used in order to characterise the distribution of the Bethe
roots in the complex plane. Let us first note that a drastic simplification takes place in
the case m = 2, i.e. t = 1. In fact, the special functions simplify to R(u) = (−2i sin 2u)2n.
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Hence, the corresponding Q-function has a zero of order f = 2n at u = 2θ = pi/2, and thus
coinciding Bethe roots. While the Bethe ansatz wave function vanishes naively when setting
all Bethe roots to the same value one may consider the limit where they tend to this value,
and renormalise it properly so that the result is finite. We checked that this procedure
does indeed give a zero-energy eigenstate of the Hamiltonian, and therefore conjecture the
following:
Conjecture. The ground state in the sector f = N/2 and t = 1 for N = 4, 8, . . . for
periodic boundary conditions is the limit of an appropriately renormalised Bethe state where
all Bethe roots u1, u2, . . . , uf tend to u = 2θ.
The remaining two cases m = 1, 3 are very different. First of all, we notice that with
appropriate normalisation the solution for m = 3 is simply the complex-conjugate of the
solution for m = 1. Hence we may restrict our considerations to m = 1. A picture of the
Bethe roots for N = 200 sites is shown in figure 3. It indicates that they condense along
the lines u = ±3pi/8 + is. The exact distribution along these lines can be derived from a
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Figure 3: Left: Bethe root distribution of the ground state with t = −i at N = 200 sites.
The roots condense along the lines u = ±3pi/8 + is. Right: Distribution of the Bethe roots
along the line u = 3pi/8 + is. The points correspond to the numerical density, the solid line
to the limiting distribution (44).
differential equation. Indeed, the fact that R(u) is a sum of two hypergeometric functions
implies that it solves a second-order ordinary differential equation. The equation takes its
most convenient form if we introduce r(u) = ei(2−m)uR(u)/(sin 4u)n−1/2 which solves
−r′′(u) +
(
4(4n2 − 1)
sin2 4u
− 12
(
(4−m)2 +m2)+ i2 ((4−m)2 −m2) cot 4u
)
r(u) = 0.
Setting now g(s) = r(u = ±3pii/8 + is), we obtain for large n to leading order the simple
differential equation
g′′(s) +
(
4n
cosh 4s
)2
g(s) = 0.
Suppose now that we find a certain real s = s0 such that g(s = s0) = 0. In the close
vicinity of s0 the differential equation is similar to a classical harmonic oscillator with
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frequency ω = 2n/ cosh 4s0. It follows that the closest next zero can be found at a distance
corresponding to a half-period s1 = s0 + pi/ω. If we thus introduce the Bethe root density
ρ±(s0) = f/(s1 − s0), we obtain for large f = 2n the explicit distributions
ρ±(s) =
2
pi cosh 4s , (44)
which agrees nicely with the numerical data (see figure 3).
Chains of length N 6= 4n. In this case we parametrise N = 4n + m with m = 1, 2, 3.
First of all, the constraints on t lead to the following values
t = (−1)m+1, η = (−1)n2 cosmθ.
As above we insert these values into the functional equation for R(u), and conclude that
the only non-vanishing coefficients cj are those with j = 4k, j = 4k + m. Counting the
remaining non-vanishing coefficients we find that there are 2(n+ 1) unknowns. As we need
to impose that R(0) = R′(0) = · · · = R(N−f−1)(0) = 0, i.e. N − f homogeneous linear
equations, we obtain that a non-trivial solution is obtained for f = 2n+m− 1. Notice that
these are precisely the fermion numbers of the ground states as determined in theorem 5.1.
An explicit solution of the linear system up to a constant then leads to the solution
R(u) =e−iNu
(
2F1
(
−n,−n− m4 , 1−
m
4 ; e
8iu
)
− Γ
(
1− m4
)
Γ
(
1 + m4
) Γ (n+ 1 + m4 )
Γ
(
n+ 1− m4
)e2imu2F1 (−n,−n+ m4 , 1 + m4 ; e8iu)
)
which is very similar to the cases at N = 4n. For m = 2 this reduces again to a very simple
function R(u) = (−2i sin 2u)2n+1, and computing the Q-function, we conclude again that
the corresponding state has f = 2n+ 1 coinciding Bethe roots at u = 2θ = pi/2. We checked
this for the first few cases explicitly, and thus extend our conjecture made above:
Conjecture. The ground state in the sector f = N/2 and t = −1 for N = 2, 6, . . . for
periodic boundary conditions is the limit of an appropriately renormalised Bethe state where
all Bethe roots u1, u2, . . . , uf tend to u = 2θ.
The other cases m = 1 and m = 3 are similar to the ones in the case where N is a multiple
of four. Their Bethe roots condense in the complex plane along the lines u = ±3pi/8 + is
with real s, and the densities along these lines are given by (44).
5.2.3 Solution in the elliptic case
The preceding considerations extend to the elliptic case where the chain is staggered, and
N = 4n or N = 4n + 2. As the system is only invariant under translation by two sites,
t2 is the eigenvalue of the translation operator T 2 by two sites. Yet, we still have tN = 1
which implies that t can take only discrete values. Hence, when deforming continuously the
Hamiltonian from the translationally-invariant problem to the staggered case, the values of
t cannot change as they are discrete. We may therefore still characterise the three ground
states for N = 4n by integers m = 1, 2, 3 such that t =
∏2n
j=1 z(uj)−1 = −e2imθ, whereas for
N = 4n+ 2 the single ground state has t = −1. Moreover, as the Hamiltonian conserves
the number of fermions, we expect these ground states to contain f = N/2 particles.
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Our aim is thus to solve the functional equation (42) for R(u) = Φ(u)Q(u) in the elliptic
case. There are two simple cases, namely N = 4n with t = 1 and N = 4n+ 2 with t = −1,
for which the solution is given by
R(u) = Φ(u)Φ(u− 2θ) = (ϑ1(u)ϑ1(u− 2θ))N/2 .
It is therefore natural to extend the conjectures 5.2.2 and 5.2.2 about the condensation of
the Bethe roots at a single point for these ground state to the elliptic case. The remaining
two cases are more complicated. In order to solve the functional equation for R(u) we need
to use its quasi-periodicity properties
R(u+ pi) = (−1)NR(u), R(u+ piτ) = (−q−1)Ne−2iNue2iχR(u),
where τ is related to the elliptic nome by q = eipiτ , and we abbreviated the sum of all Bethe
roots by χ =
∑f
j=1 uj . For the homogeneous model at N = 4n, χ can be obtained directly
from (43):
e2iχ(q=0) =
√
2pi
Γ(1−m/4)2
Γ(n+ 1−m/4)
Γ(n+m/4)
In the staggered case it is fixed through a highly non-trivial condition. To see this, we
consider the Fourier expansion
R(u) = e−iNu
∞∑
j=−∞
cje
2iju.
The functional equation for R(u) implies cj = 0 unless j = 4k, 4k +m. Furthermore, the
quasi-periodicity properties lead to cj+N = q−N+2je−2iχcj , so that
cj+Nk = e−2ikχq2jk+Nk(k+1)/2cj .
This allows to rewrite
R(u) = e−iNu
N−1∑
j=0
cje
2ijuΘ(Nu+ 2jpiτ − χ, qN )
where we abbreviated Θ(u) =
∑∞
j=−∞ e
2ijuqj(j−1)/2. For N = 4n the number of non-
vanishing coefficients is 2n. Because of R(0) = R′(0) = · · · = R(N−f−1)(0) = 0 with f = 2n,
they need to solve a homogeneous linear system of 2n equations whose coefficient matrix is
a function of the unknown angle χ(q). For the linear system to admit a non-trivial solution
the determinant of that matrix needs to vanish, which fixes χ(q) implicitly. The unknown
coefficients can then be computed in terms of determinants, but do not seem to have a
simple form even for small systems (this is similar to the observations made in [30]).
6 Continuum theory, gap scaling and multiplets
The purpose of this section is to argue that the staggered M2 is a lattice version of the
so-called super-sine-Gordon model. We support this by a discussion of its properties beyond
the ground states by analysing the scaling function of its gap scaling, and furthermore the
multiplet structure for excited states in various sectors of its Hilbert space. We restrict our
considerations to periodic boundary conditions.
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6.1 Continuum theory of the model on the special submanifold
In this section, we discuss the field theory interpretation of the special submanifold for
which the model is integrable and has enhanced supersymmetry properties. In [1, 10] it was
suggested that the continuum limit of the homogeneous model, i.e. the low energy effective
theory in the limit of large chain length, is described by the second N = 2 superconformal
minimal model. This superconformal field theory has a central charge, c = 3/2, and can be
understood as an Ising theory in terms of a free Majorana fermion, ψ, and a compact free
boson, Φ ≡ Φ + 2pir, with compactification radius, r = √2 [31, 32]. Before we turn to the
field theory interpretation of the special submanifold, let us explore some of the symmetry
properties of the superconformal field theory. The operator content of this theory is given
by the primary operators
σ, ψ,
in the Ising sector with conformal weights hψ = 1/2, hσ = 1/16, and similarly for the
right-movers, σ¯ and ψ¯, and the vertex operators in the boson sector
Vm,n = : ei(m+n)φ/r+i(m−n)φ¯/r :
with
hm,n =
m+ n
2r2 and h¯m,n =
m− n
2r2 ,
where m,n ∈ Z/2 and we used the decomposition of the boson into left- and right-movers
Φ = φ + φ¯. For r =
√
2 there are three supercharges in both the left- and right-moving
sectors, therefore the theory is said to have N = (3, 3) supersymmetry. The supercurrents
read [32]
G0 = −ψ∂φ, G¯0 = −ψ¯∂¯φ¯,
G± = iψV±1,±1 = iψ : exp(±
√
2iφ) :,
G¯± = iψ¯V±1,∓1 = iψ¯ : exp(±
√
2iφ¯) : .
Note that this is consistent with the number of supercharges on the lattice, however, since
the left- and right-moving sectors are not decoupled in the lattice model, the identification
between lattice and continuum supercharges is not straightforward. Furthermore, it is clear
that the “spin-reversal” symmetry of the lattice model is captured by the Z2 symmetry of
the Ising sector of the theory. Finally, there are two conserved U(1) currents, with charges
m and n, which are related to translation symmetry and particle number conservation on
the lattice. Using the operator-state correspondence one can identify operators in the field
theory with states in the lattice model. In particular, the three states with zero energy in
periodic chains of length N = 4n are identified with the states
σσ¯|0〉, V±1/2,0|0〉.
where |0〉 denotes the conformal vacuum. One easily verifies that these states have energy
E = h+ h¯− c/12 = 0. From this identification one can also infer the relation between the
lattice momentum, p, and particle number, F , on the one hand, and the U(1) charges m
and n, on the other hand [33]. We find
p = pim+ P + Fpi mod 2pi,
FA = F −N/2 = n,
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where P = 2pi(h−h¯)/N . Note that this is the momentum that appears in the supersymmetry
algebra 12. Note that for P = 0 we have p = pi(m + F ) mod 2pi. It follows that T 4 =
exp(4pi) = exp(4mpii) = 1, where we used the fact that m ∈ Z/2. We thus confirm that
P = 0 is consistent with T 4 ≡ 1 as anticipated in section 2.2.2.
As discussed in the literature [34, 35, 36, 37], this superconformal field theory has a
relevant perturbation which is integrable and preserves supersymmetry. It is thus natural
to identify the special submanifold in the vicinity of the homogeneous point, with the
second N = 2 superconformal minimal model with this perturbation. In our notation the
perturbing operator is given by the Neveu-Schwarz primary
Og = ψψ¯(V1,0 + V−1,0),
and has scaling dimensions h = h¯ = 3/4. Here g refers to the coupling parameter of this
operator in the action. Note that this operator preserves the Z2 symmetry of the Ising
sector, since it is basically a mass term for the Majorana fermion (however, with a mass
depending on Φ). Furthermore, this operator has momentum p = pi and therefore the
action is no longer invariant under the action of the translation operator T = exp(ip), it is,
however, invariant under the action of T 2. Consequently, these symmetry properties nicely
agree with those of the special submanifold away from the homogeneous point. Finally,
one may also verify that this perturbation indeed preserves all the supercurrents to first
order in g in perturbation theory [38]. There are no other relevant operators that also
preserve all these symmetries as required by our model. We thus conclude that moving away
from the homogeneous point on the special submanifold indeed corresponds with turning
on a coupling to this operator. The renormalisation group flow induced by this relevant
coupling takes us to the super-Sine-Gordon model [36]. It follows that the continuum theory
which describes the model on the special submanifold for N →∞ in an appropriate scaling
window around the homogeneous point is the super-Sine-Gordon theory.
6.2 Gap scaling and dynamical supersymmetry
In this section, we show that the presence of the dynamical supersymmetry allows us to infer
the leading behaviour of the gap scaling function. We start with some general arguments on
gap scaling close to a critical point. Suppose that we perturb the fixed point action with an
operator Og with scaling dimension ∆g = hg + h¯g and coupling parameter g. We then find
that close to the critical point the energy relative to the ground state, EN , of the system of
size N behaves as
EN (g)− EN (0) = f(z)/N + . . . , (45)
where z is a dimensionless parameter that depends on the coupling: z = gNy, with
y ≡ 2 −∆g. The function f is the gap scaling function and the dots denote subleading
terms that vanish as N →∞.
Now consider a lattice Hamiltonian with a dynamical supersymmetry that changes the
length of the system by n sites. It follows that all the states of a system with N sites, have
superpartners in the system with either N − n or N + n sites. These superpartners have
the same energy. That is, we have
EN (g)− EN (0) = EN+n(g)− EN+n(0).
At the same time, the scaling form (45) holds for both energy levels. Note that, since the
levels are degenerate, the scaling function, f , has to be identical for both levels. However,
35
the corrections to the asymptotic form can be different for the two levels. We thus find,
f(z)
N
= f(g(N + n)
y)
N + n
Expanding this equation for large N with fixed scaling variable z = gNy we obtain(
1 + n
N
)
f(z) = f(g(N + n)y) = f
(
gNy
(
1 + ny
N
+ . . .
))
= f(z) + n
N
zyf ′(z) + . . . ,
where the dots correspond to subleading corrections. To leading order we thus find
f(z) = zyf ′(z)⇒ f(z) = a0z1/y, (46)
with a0 an unknown constant. The dynamical supersymmetry thus imposes a non-trivial
constraint on the shape of the scaling function. In particular, for our model we have ∆g = 3/2,
which implies y = 1/2. In figure 4 we have plotted the scaling function for the energy of the
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Figure 4: We plot N(E1(g)−E1(0)) versus z = gNy for L = 6, 8, . . . , 24, where E1 is the
energy of the first excited state, the coupling g ≡ 2µ2 − 1 is zero at the homogeneous point
and y = 1/2. The lines are parabolic fits to the function C0z2 with C0 the fit parameter.
first excited state of systems of even length, N , in the sector with fermion number F = N/2
and translation eigenvalue t2 = 1. We restrict to the special submanifold and, in particular,
we take λx = 1, µx = µx+2 ∀x and µ1 = 1, µ2 = µ. We plot N(E1(g) − E1(0)) versus
z = gNy, where E1 is the energy of the first excited state, the coupling g ≡ 2µ2 − 1 is zero
at the homogeneous point and y = 1/2. Since f(z) = N(E1(g)−E1(0)) + h(z,N), where
h(z,N) is a finite-size correction that tends to zero as N →∞, we expect the data plotted
in this way to collapse on one curve for large enough system sizes. In particular, as we just
derived, we expect this curve to be quadratic in z. It is clear that the system sizes are too
small to see data collapse. However, the quadratic dependence on z is clear; the lines are
fits to the function C0z2 with C0 a fit parameter. This fit parameter depends on the length,
in fact, we expect
C0 = z−2(f(z)− h(z,N)) = a0 + a1N−1 + a2N−2 +O(N−3).
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In figure 5 we have plotted the fit parameters C0 versus 1/N . We see a clear even-odd effect
and when we fit the data for N = 4n and N = 4n + 2 to a0 + a1N−1 + a2N−2, we find
a0 ≈ 0.66 in both cases. This is a very good indication that for large enough system sizes,
the gap scaling data will indeed collapse onto the curve f(z) = a0z2 with a0 ≈ 0.66.
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Figure 5: We plot the fit parameters C0 versus 1/N . The data is fitted to a0+a1N−1+a2N−2
for N = 4n and N = 4n+ 2 separately. In both cases we find a0 ≈ 0.66.
6.3 Multiplet Structure
The eigenstates of the Hamiltonian organise in representations of its symmetry algebra.
From our discussion in section 2.2, we conclude that the amount of supersymmetry of
the model on the special submanifold actually depends on the translation subsector of
the Hilbert space we consider. Here we provide a brief analysis of the resulting multiplet
structure in the case of periodic boundary conditions.
First of all, by definition the model always contains a copy of the N = 2 supersymmetry
algebra with non-dynamic supercharges Q+, Q¯+. As the Hamiltonian is given by their
anticommutator, and thus a positive operator, its eigenvalues are either zero or positive. It
is well-known that the zero-energy eigenstates correspond to supersymmetry singlets, i.e.
eigenstates which are annihilated by both supercharges. Conversely, all positive eigenvalues
are doubly-degenerate, and the corresponding eigenvalues come as doublets (|ψ〉, Q+|ψ〉)
where Q¯+|ψ〉 = 0.
Second, in translation sectors where T 4 ≡ 1, the multiplets have a richer structure
because of the presence of a second N = 2 algebra with dynamic supercharges Q−, Q¯−.
Since [T 2, H] = 0, we need to distinguish two cases here. (i) If T 2 ≡ −1, which can be the
case only if the number of sites is a multiple of four, we find that states with positive energy
organise in quartets (|ψ〉, Q+|ψ〉, Q−|ψ〉, Q+Q−|ψ〉) where |ψ〉 is annihilated by both Q¯+
and Q¯−. So-called short (or BPS) multiplets are not present, because the central charges of
the algebra generated by the supercharges are all zero. (ii) If on the other hand T 2 ≡ 1,
then a third dynamic copy of the supersymmetry algebra generated by Q0, Q¯0 is present.
In this case, the non-zero energy states organise in octets, which are generated from a cyclic
state, that is, a state annihilated by all the adjoint supercharges Q¯+, Q¯−, Q¯0.
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Figure 6: Structure of a multiplet and its quantum numbers at positive energy: all states
are generated through the action of the supercharges on the cyclic state. The dashed line
corresponds to states with the same FA as the cyclic state of the multiplet.
Multiplet structure in numerical spectra. The multiplet structure can be observed
directly in spectra obtained from exact diagonalisation of the Hamiltonian. In this section
we present the numerical data for three different choices of the parameters λx and µx,
corresponding to the homogeneous point on the special submanifold (red dot in Fig. 1), a
different point on the special submanifold (blue dot in Fig. 1), and finally, for comparison a
point away from the special submanifold (green dot in Fig. 1).
In figure 7, we plot numerical data obtained by exact diagonalisation of the Hamiltonian.
In particular, we plot the energy levels of chains of even lengths N = 2, 4, . . . , 12 for the
translation sector t2 = 1. The parameters in the Hamiltonian are taken at the homogeneous
point, i.e. λx = 1, µx = 1/
√
2 ∀ x. To reveal the multiplet structure we split up the spectrum
of a single chain length by fermion number. The symmetry generated by Q+ is very obvious
in this plot, but also the full multiplets, octets in this case, can be detected upon closer
examination. For one of the multiplets, with the cyclic state at N = 2, f = 1, E = 2, we
indicate the action of the supercharges. This can be compared directly with figure 6. The
multiplets that start at length N = 8 or larger are incomplete, because we truncate the
spectrum at length N = 12.
To show that the multiplet structure survives when we move away from the homogeneous
point, while remaining on the manifold with dynamical supersymmetry, we show the same
plot for λx = 4/5λx+1 = 1, µx = 1/2 and µx+1 =
√
3/2 for all even x for the translation
sectors t2 = 1 and t2 = −1 (see Figs. 8 and 9). The supermultiplets in the translation sector
t2 = −1 consist of at most 4 elements, since Q0 is absent in this sector. Finally, in figure
10 we plot the spectra for a choice of parameters away from the manifold with dynamical
supersymmetry. The parameters are staggered with period 2, since this is required in order
for T 2 to commute with the Hamiltonian. It is clear that the doublet structure generated
by Q+ is preserved, while the multiplets corresponding to the dynamical supersymmetry
are absent.
Finally, we point out that the supersymmetries still do not account for all the degeneracies
in the spectrum (see for instance the degeneracies of the levels with E = 4 in figure 7). This
suggests the possible presence of further symmetries.
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7 Conclusion
In this work we provided a detailed analysis of the one-dimensional M2 model of strongly-
interacting fermions and pairs. In particular, we determined a submanifold in the space of
parameters for which the model presents two hidden dynamic supersymmetries. We showed
that this symmetry enhancement is present precisely for the choice of parameters for which
the model is also diagonalisable by the Bethe ansatz. This allowed to understand its various
symmetries in terms of the Bethe equations: in particular, we pointed out a relation between
the existence of a dynamic supersymmetry and the existence of exact strings. Moreover, we
determined the number of ground states for finite systems through cohomology techniques
and found the distribution of their Bethe roots. Finally, we argued that the model provides
a lattice version of the super-sine-Gordon model and obtained its gap scaling function from
pure symmetry considerations.
It will be interesting to analyse the Bethe ansatz presented here in more detail in order to
analyse certain physical properties of the model. Let us give a few examples of open problems.
First, the study of spectral flow for the M2 model through variations of the twist angle
appears to be a natural extension, in particular the understanding of how the ground states
flow, how the Ramond sector (periodic boundary conditions) and Neveu-Schwarz sector
(antiperiodic boundary conditions) are related on the lattice, and how their Bethe roots
evolve. We expect this to give new insights into how (superconformal) field-theory concepts
[39] are already realised in the lattice model. Second, we noted that the Bethe ansatz for the
staggered M2 model suggests that the model possesses an isospectral symmetry. It would
be interesting to understand this symmetry, and its impact on the calculation of simple
correlation functions such as sublattice occupation densities. Moreover, certain correlation
functions are expected to have the scale-free property which was first observed in the related
M1 model [14]. It remains still to understand its relation to the Bethe ansatz. Third, we
argued how the scaling function for the energy gap off the critical point can be obtained
from symmetry considerations. It would be interesting to investigate this point directly
through the Bethe ansatz.
Furthermore, there are a few aspects beyond the M2 model. One of the key features to
detect the Bethe-ansatz solvability was an asymptotic analysis for small and large rapidities
within the one- and two-particle problem of the Bethe ansatz. This strategy has potential
to be applied to other systems, and help find integrable points when only a Hamiltonian
(without additional structures such as transfer matrices etc.) is given. In fact, the reasoning
presented here can be extended to all Mk models with k = 1, 2, 3, . . . This problem will
be addressed in a future publication [20]. Eventually, the relation between dynamical
symmetries and exact strings which we encountered in the model studied in this article
deserves a deeper, and more general investigation. The recent progress to classify integrable
(super)spin chains with dynamic supersymmetry was built on the idea that this type of
symmetry presents itself through certain degeneracies in the Bethe equations at certain
root-of-unity points [11]. Exact strings of Bethe roots play an important role at these
points, and it will be interesting to understand if they allow the construction of larger
supersymmetry algebras.
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Figure 7: The plot shows the energy levels of chains of even lengths N = 2, 4, . . . , 12 for the
translation sector t2 = 1. The parameters in the Hamiltonian are taken at the homogeneous
point, i.e. λx = 1, µx = 1/
√
2 ∀ x. To reveal the multiplet structure we split up the spectrum
of a single chain length by fermion number. At the bottom of the plot we indicate a range
containing the levels of a chain of a certain length. At the top of the plot we indicate the
fermion number, the grey dashed and drawn lines serve as a guide to the eye, where the
drawn lines correspond to fermion number f = 0. The vertical axis labels the energy. We
plot each level as a box, where the numerical value of the energy corresponds to the centre
of the box. The numbers inside the boxes give the degeneracy of the level and the colours
of the boxes are one-to-one with the fermion numbers.
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Figure 8: The plot shows the energy levels of chains of even lengths N = 2, 4, . . . , 12 for the
translation sector t2 = 1. The parameters in the Hamiltonian are taken at some point on
the manifold with dynamical supersymmetry, specifically λx = 4/5λx+1 = 1, µx = 1/2 and
µx+1 =
√
3/2 for all even x. See figure 7 for details on how to read the plot.
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Figure 9: The plot shows the energy levels of chains of even lengths N = 4, 8, . . . , 16 for the
translation sector t2 = −1. The parameters in the Hamiltonian are taken at some point on
the manifold with dynamical supersymmetry, specifically λx = 4/5λx+1 = 1, µx = 1/2 and
µx+1 =
√
3/2 for all even x. The spectrum is cut-off at E = 4.1. See figure 7 for details on
how to read the plot.
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Figure 10: The plot shows the energy levels of chains of even lengths N = 2, 4, . . . , 12 for the
translation sector t2 = 1. The parameters in the Hamiltonian are staggered with period 2,
but do not lie on the manifold with dynamical supersymmetry, specifically λx = 3/4λx+1 = 1,
µx = 1/4 and µx+1 = 1/2 for all even x. See figure 7 for details on how to read the plot.
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