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This thesis presents results of combined experimental and numerical studies on 
unsteady aerodynamics of flapping wing. It consists of two related topics. The 
first topic aims to investigate the ground effect on a two-dimensional (2-D) 
oscillating airfoil and three-dimensional (3-D) flapping wings in hover mode. 
In the 2-D scenario, direct force measurement and flow field measurement were 
conducted using a force sensor and digital particle image velocimetry (DPIV), 
respectively. For the 3-D wing, only force measurement was carried out due to 
the complexity of measuring 3-D velocity fields experimentally. For both 2-D 
and 3-D conditions, corresponding numerical simulations were also employed 
to provide more details such as pressure field and 3-D flow topology. Results 
show that unlike the well-known ground effect on a conventional fixed wing, 
where lift monotonically increases and drag decreases as the wing approaches a 
ground, the cycle-averaged lift and drag for oscillating/flapping wing could be 
broadly categorized into three distinct regimes with respect to the ground 
clearance, namely force enhancement, force reduction and force recovery. For 
the 2-D airfoil, the physics behind the ground effect varies with the hovering 
kinematics. In normal hovering mode, the major lift-generating mechanism 
switches from a strong wake capture to an attached leading edge vortex (LEV) 
viii 
 
as the ground clearance increased. When the rotation is advanced in phase, the 
early wake capture becomes more profound, leading to higher lift in the 
enhancement regime. A delayed rotation, however, is always undesirable due to 
its low or even negative lift and high drag. Two insect-like kinematic profiles 
were also examined. Results show analogies between these two motions and 
other hovering modes.  
 
For the 3-D hovering wings, various kinematics (normal hovering mode and 
realistic insect mode), wing planform shapes (a generic elliptic wing, a 
hawkmoth wing and a fruit fly wing) and Reynolds number (5000 and 100) were 
investigated. The three regimes of force enhancement, reduction and recovery 
are observed in all cases, yet the ground effect is less significant due to a weaker 
wake capture. Furthermore, the attached LEV is always the main contributor to 
lift generation. These three regimes are closely related to the downwash strength 
in the wake. At low Reynolds number of 100, similar ground effect is observed, 
except that the aerodynamic forces have a parallel shift in magnitude due to the 
competition among a reduced downwash, a weaker LEV and a lower rotational 
circulation.  
 
The second topic of the thesis is related to the rotational lift of a flapping wing, 
and it is a pure numerical simulation of flow past a rotating 2-D cylinder of 
different thickness ratios; the objective is to study how incremental changes in 
ix 
 
the cross section, from a circle to a thin ellipse, influence the transition of lift-
generating mechanism from Magnus-like effect to circulatory lift. It is found 
that the thickness ratio and the velocity ratio play equally important roles, and 
the formation of a “hovering vortex” at high velocity ratios could significantly 
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cycle for fruitfly wing in FF motion at Re = 100 and 5000. (a) and (c) are experimental 
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1.1 Background and Motivations 
As a major type of bio-aerial locomotion, flapping flight, adopted by most birds and 
insects, has inspired mankind for centuries. In recent years, it has received considerable 
attention due to the development of Micro Air Vehicles (MAVs, see Mueller 2001). 
MAV is a miniature flying vehicle, which is designed for missions of reconnaissance, 
surveillance, etc. It has a dimension less than 15 cm and a forward velocity of 30-60 
km/h (see Platzer et al. 2008). Hence, it operates at very low Reynolds numbers (102-
104) as most birds and insects do. Early designs of MAVs have used fixed-wing-and-
propeller or quad-rotor for lift and thrust generation, which proved to be less beneficial 
than a flapping wing mechanism. For instance, Bohorquez et al. (2003) showed that an 
MAV with rotary wings had high profile drag and large induced drag. Apart from the 
excellent performance in terms of agility, maneuverability and camouflage, a flapping 
wing achieves better efficiency compared to other designs. In fact, a common pigeon 
can reach a speed of 75 body lengths per second while a supersonic aircraft only covers 
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about 32 body lengths per second (see Shyy et al., 1999). The flapping mode, which 
consists broadly of sweeping, elevating and rotational motions, generates aerodynamic 
forces that are significantly higher than that can be explained by conventional fixed-
wing aerodynamics, where smooth and steady (or quasi-steady) flow is assumed. Since 
the early works of Ellington (1984a; 1984b) that show the inadequacy of conventional 
aerodynamic theory when applying to flapping flight, much efforts have been devoted 
to uncover the “secret” of unsteady high lift mechanism in flapping flight. So far, 
several high lift-generating mechanisms have been identified, including clap and fling 
(Weis-Fogh, 1973), leading edge vortex (Ellington, 1996), rapid pitching (Dickinson et 
al., 1999), wake capture (Sane and Dickinson, 2002), etc. A detailed review on these 
mechanisms is presented in Chapter 2. 
 
Despite these breakthroughs, flapping wing aerodynamics is still far from being fully 
understood. One of the unresolved issues is the ground effect on a flapping wing. For 
a conventional fixed wing in steady translation, it is well established that as the wing 
approaches ground surface, lift coefficient increases whereas drag coefficient decreases 
(Luo and Chen, 2012). This leads to an increase in the lift to drag ratio, which is 
beneficial to aircraft takeoff and landing. For natural fliers, or future MAVs, ground 
proximity may also affect their performance, not only in forward flight but also 
hovering mode, due to unsteady and viscous effects that involve frequent vortex-body 
interactions (Lua et al. 2008, 2011). While some results have been published on a 
forward flight in close proximity to the ground, relatively few studies were reported on 
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hovering flight. Amongst these studies, there is some inconsistency in the reported 
results. For instance, Gao and Lu (2008) performed a numerical simulation on a 2-D 
elliptic airfoil in normal hovering mode near a fixed ground at 𝑅𝑒 = 100, and found 
that there are three regimes in the cycle-averaged force distribution as a function of 
ground clearance, namely force enhancement, force reduction and force recovery. The 
non-monotonic behavior of the aerodynamic forces is distinct from that for a 
conventional fixed-wing. On the other hand, the numerical study by Maeda and Liu 
(2013) showed that the ground effect was negligible on hovering fruitfly wings. 
Therefore, there are still some gaps in our knowledge on the ground effect on the 
unsteady aerodynamics of a flapping wing. The desire to better understand the effect 
of ground on the unsteady aerodynamics of flapping wing motivates the present study. 
Of the various flight modes, the current thesis focuses on hovering flight which poses 
the most challenge to insects and potential future MAVs, partly due to the complex 
interaction between the flapping wings and the flow structures generated during the 
flapping motion. The first part of the study deals with a 2-D hovering airfoil next to a 
plane wall. Although 2-D models could not replicate the aerodynamics of 3-D root-
flapping flight, they are simpler and more tractable in terms of identifying the salient 
features of the flow. The study is later expanded into the 3-D regime, where 
experiments and numerical simulations are conducted on a 3-D hovering wing in 
ground effect. Comparison between the 2-D and 3-D ground effect will be presented to 
highlight the difference brought by spanwise flow which occurs in the case of 3-D root-
flapping. 
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Additional to ground effect, another issue in flapping wing aerodynamics which is still 
not fully understood is the rotational lift. For insects, a rapid wing rotation is commonly 
observed during stroke reversal and some researchers (e.g. Dickinson et al. 1999) have 
correlated this rapid rotation to an increase in the transient lift. However, there are 
different opinions with respect to the underlying physics of rotational lift. Dickinson et 
al. (1999) claimed that the effect of wing rotation is similar to the well known Magnus 
effect, which is a side force generated by a rotating cylinder and sphere in a parallel 
freestream. Nevertheless, Walker (2002) argued that the “rotational lift” in flapping 
wing was not Magnus-like but rather a similar circulatory force as that during 
translation, since the results he obtained analytically without considering the Magnus 
effect matched well with experimental data. On the other hand, Sun and Tang (2002) 
provided an alternative explanation by claiming that a rapid vorticity growth during the 
fast pitching-up motion accounted for the rotational peak. In spite of these different 
opinions, it can be certain that the rotational mechanism for a flapping wing, which 
resembles a thin flat plate, differs from that for a rotating circular cylinder. Therefore, 
to shed light on the effect of rotation on a flapping wing, it is useful to take a more 
fundamental approach by examining the transition of force and flow structures 
generation as the cross-section of the cylinder (or thickness ratio) changes 
incrementally from circular to elliptic. Although a flapping wing does not perform 
continuous rotation infinitely, flow past a rotating elliptic cylinder in a uniform 
freestream acts as a simplified case, where the translation and rotation are decoupled. 
Additionally, studying a rotating elliptic cylinder may offer some insight into a related 
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field of autorotating leaves and seeds (Lentink et al. 2009). In the literature, there is a 
dearth of data regarding a rotating cylinder with changes in the thickness ratio. Thus, 
part of the current thesis aims to study the thickness effect on a 2-D rotating cylinder 
in a constant parallel freestream.  
 
1.2 Objectives 
The foregoing discussion leads to the following aims for this thesis which include both 
experimental and numerical investigations: 
1. To investigate the ground effect on a generic 2-D elliptic hovering airfoil 
undergoing different kinematics, including the normal hovering mode, 
advanced and delayed rotation, and insect-like mode.  
2. To explore the ground effect on a 3-D flapping wing with different wing 
planforms, kinematics and Reynolds number, and to compare the results 
between 2-D and 3-D cases.  
3. To examine the thickness effect on flow past a rotating cylinder in a uniform 
freestream. 
 
Note that throughout the thesis, the flapping airfoil or wing is assumed to be rigid. Wing 
flexibility is not considered here due to the absence of a widely accepted criterion for 
quantifying the stiffness of a flapping wing. By using different stiffness criteria, the 
effect of wing flexibility remains unclear in the literature. Some studies reported a 
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decreased mean lift on a flexible wing compared to a rigid one (e.g. Eldredge et al. 
2010), while some argued that wing deformation could increase lift (e.g. Du and Sun, 
2012). Thus, to avoid coupling such uncertainty with the current ground effect and 
rotational effect, a rigid airfoil/wing is used instead.  
 
1.3 Organization of the Thesis 
The thesis is divided in 7 chapters. In Chapter 2, a literature review of the topics of the 
thesis is presented. Chapter 3 describes the experimental and numerical methods used 
in the present study. This is followed by Chapter 4 and 5, which respectively presents 
the results and discussion on 2D and 3D flapping wing in close proximity to the ground. 
In Chapter 6, the results of the effect of thickness ratio on a rotating cylinder in a 
parallel cross flow are presented and discussed. Finally, the conclusions from these 








In this chapter, an overall review on the current knowledge on flapping wing 
aerodynamics and ground effect aerodynamics is presented. As mentioned in Chapter 
1, understanding the aerodynamics of flapping wing is crucial to potential MAV 
application. In section 2.1, some of the major unsteady mechanisms for aerodynamic 
force generation that have been identified in past studies are summarized. This is 
followed by section 2.2, where the ground effect on both fixed and flapping wing 
aerodynamics is reviewed in details. As for the other topic on rotational lift, related 
work is introduced in Chapter 6 as this topic is an offshoot of the study on flapping 
wing aerodynamics and it deals with a more fundamental aspect of rotational lift 
generated on flow past a rotating cylinder of different geometries.  
 
2.1 Unsteady Aerodynamics of Flapping Wing 
Research on flapping wing has not gained much breakthrough until Ellington (1984a-
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f) concluded, based on the knowledge and the available data at that time, that steady-
state aerodynamics was not able to generate adequate lift to support the weight of insect 
in hovering flight. Since then, extensive efforts have been made to study the unsteady 
aerodynamics of flapping wing. Some notable reviews can be found in Sane (2003), 
Lehmann (2004), Wang (2005), Platzer and Jones (2008), Shyy et al. (2008) and Shyy 
et al. (2010). This section will highlight several of the major unsteady mechanisms that 
can influence aerodynamic force generation and performance of a flapping wing. 
 
2.1.1 Clap and Fling 
The first unsteady lift-generating mechanism was discovered by Weis-Fogh (1973). In 
this important piece of work, the author examined a broad range of natural fliers, 
covering a range of Reynolds number from 10 to 104, in order to assess whether 
classical steady-state aerodynamics is sufficient to predict the lift generated by a 
flapping wing. Results showed that it was adequate for most hovering insects, except 
for a few cases such as the tiny wasp Encarsia Formosa, where the associated lift was 
far beyond that is calculated from classical model. Weis-Fogh observed that the two 
wings of Encarsia Formosa would rotate about their trailing edges and approach 
closely to each other during dorsal stroke reversal, and termed such process as a “clap”, 
which was followed by a “fling” as the two wings separated and rotated about their 
leading edges. The clap-and-fling kinematics (or a modified version called “clap-and-
peel”) was also found in other insects such as butterflies, locusts, crickets and fruit flies 
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(Cooter and Baker 1977, Marden 1987, Brackenbury 1990, Brodsky 1994). Weis-Fogh 
explained the clap and fling mechanism by using Wagner effect, i.e. the formation of a 
starting vortex for an impulsively started airfoil causing a delay in the lift generation. 
As the two wings fling apart about the trailing edge, fluid is sucked into the opening 
gap between the wings, boosting circulation around the leading edge whereas the 
starting trailing edge vortices are suppressed (see Fig. 2.1). The absence of starting 
vortices indicates no Wagner effect and hence immediate lift generation. Although 
clap-and-fling kinematics is probably not widely employed by insects, Weis-Fogh’s 
findings have drawn great attention to the unsteady lift-generating mechanisms and 
stimulated many subsequent studies. For example, Lighthill (1973) derived a 
theoretical model based on 2-D inviscid theory for the fling phase, in which the bound 
circulation of the airfoil was a function of the angular velocity and the opening angle 
between the airfoils. Maxworthy (1979) conducted flow visualization and captured an 
LEV on each wing during fling. He reported that the circulation of LEVs was 
substantially larger than that from Lighthill’s model. Due to this mismatch, Edwards 
and Cheng (1982) revised Lighthill’s theory by including point vortices to represent the 
LEVs. In another experimental work by Spedding and Maxworthy (1986), the lift 
coefficient on two airfoils in fling soared to approximately 5 as the opening angle 
between the airfoils increased from 0 to 180 degrees, further validating Weis-Fogh’s 
findings.  
 




Figure 2.1: Fling phase of the clap-and-fling mechanism. (Adapted with 
permission from Weis-Fogh, J Exp Biol, 59:169-230, 1973) 
 
In recent years, due to significant development in experimental methods and 
computational fluid dynamics (CFD), more studies have been conducted to provide 
further understandings to the clap-and-fling mechanism. By employing a dynamically 
scaled model fruitfly wing, Lehmann et al. (2005) investigated the force enhancement 
from clap-and-fling using force transducer and DPIV. They found that an angular 
separation between the two wings of no more than 10 - 12° was needed for lift 
enhancement, which depended strongly on stroke kinematics. Later in 2007, Lehmann 
and Pick (2007) tested 17 bio-inspired kinematic patterns, which had the same stroke 
amplitude, frequency and angle of attack (AoA) but different heaving motions (i.e. 
elevating motion in 3-D flapping). Results showed that lift enhancement and pitch 
balance gained from clap-and-fling might change with various heaving motions and 
thus wing tip trajectories. Some of Lehmann’s work on clap-and-fling was also 
mentioned in his review paper on force control by wing-wake interaction (see Lehmann, 
2008). On the computational side, Sun and Yu (2003) solved the Navier-Stokes 
equations in moving overset grids in order to obtain aerodynamic forces and 
surrounding flow pattern of two 2-D airfoils in clap-and-fling at Reynolds number 17. 
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Their results also showed formation of a LEV pair during fling, and the two vortices 
moved with the airfoils during the early translation, leading to a large lift generation. 
In the clap phase, a pair of strong trailing edge vortices was generated, causing another 
large peak in lift. When the distance was further increased to one wing chord, the effect 
of clap and fling faded away. In another paper, Sun and Yu (2006) extended the study 
to 3-D regime, where the wings of Encarsia Formosa were modeled. This time, a 
vortex ring was generated during both the clap and the fling processes, which contained 
a downward jet in a short period and led to a large lift peak that contributed to more 
than 30% increase in mean lift coefficient compared to the case without clap-and-fling. 
Miller and Peskin (2005), in their 2-D study, took into account the Reynolds number 
effect, and considered a range of Re between 8 and 128. For Re = 64 and higher (based 
on wing chord length), the gross lift enhancement was not significant, because LEVs 
and TEVs were formed and shed alternately during the translation. For Re = 32 and 
lower, due to the viscous effect, lift was enhanced substantially and increased with 
decreasing Re, indicating that clap-and-fling was more effective at lower Re. More 
recently, Kolomenskiy et al. (2011a, 2011b) published two papers on clap-and-fling 
with theoretical modeling and numerical simulation. At the beginning of the 
downstroke, the 3-D flow around a pair of wings with triangular planform was found 
to be in reasonable agreement with the 2-D approximation. After one chord apart, 3-D 
effects became dominant. While all the afore-mentioned studies tackled with rigid 
wings, Miller and Peskin (2009) added flexibility to the wings and found that the 
maximum drag force generated during fling could be reduced by about 50% compared 
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to that of a rigid wing. Furthermore, the rigid wings created a high drag of up to 10 
times higher than that without considering clap-and-fling, indicating that clap-and-fling 
was rather inefficient for rigid wings. In another work by Santhanakrishnan et al. (2014), 
2-D numerical simulations were carried out using a porous version of the immersed 
boundary method (IBM). The wings were modeled as a homogeneous porous layer, 
and they were shown to generate less drag than their rigid counterparts. 
 
It can be summarized from these studies that the clap-and-fling mechanism can lead to 
lift enhancement, especially during the fling phase, but its effectiveness depends on 
specific wing kinematics, and it also has a penalty in terms of high drag. Apart from 
the mechanism itself, the importance of Weis-Fogh’s findings is more on its indication 
that unsteady mechanisms are dominant in flapping wing or insect flight. In this context, 
Sane (2011) appreciated Weis-Fogh’s paper as a classical work and “his most 
influential work”. There are practical applications of the clap-and-fling mechanism on 
MAVs as well (for example, the Delfly II from Delft University of Technology, see 
Groen et al. 2010). 
 
2.1.2 Attached Leading Edge Vortex 
Insect wings usually operate at high angle of attacks, which, according to classical 
attached-flow aerodynamics, exceed the stall angle and lead to flow separation. 
However, instead of a lift reduction, substantial lift is generated because of the 
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formation of a leading edge vortex (LEV) above the wing. The low pressure associated 
with the LEV core creates a suction force acting on the wing (Sane, 2003). While past 
study by Saffman and Sheffield (1977) has shown that an attached vortex can enhance 
lift generation on a 2-D flat plate, it was Ellington et al. (1996) who for the first time 
observed (through smoke visualization) an intense LEV attached on the leeside of the 
wing of a tethered hawkmoth Manduca sexta. The LEV remained stable throughout a 
stroke and separated at about three fourth of the wing span before connecting to a tip 
vortex. This study, along with many that followed (van den Berg and Ellington 1997, 
Liu et al. 1998, Dickinson et al. 1999, Usherwood and Ellington 2002, Sun and Tang 
2002, Shyy and Liu 2007, just to name a few) indicate that the attached LEV is probably 
the most important unsteady lift-generating mechanism to a flapping wing, especially 
when clap-and-fling is absent. In addition, attached LEV has been observed in birds 
(Videler et al. 2004), bats (Muijres et al., 2008), fish (Borazjani and Daghooghi, 2013) 
and auto-rotating seeds (Lentink et al., 2009). Yet, it is critical to point out that the LEV 
behavior is different between a 2-D and 3-D wing. For a 2-D translating airfoil, after 
the starting trailing edge vortex (TEV) is shed, an LEV forms and grows in size and 
strength (see Dickinson and Götz, 1993). After a few chords of travel, the flow near the 
trailing edge of the airfoil can no longer reattach, leading to the shedding of the LEV 
and decline in lift. The Kutta condition breaks down, and a new TEV is initiated which 
eventually leads to the formation of a von Kármán vortex street. Since vortex shedding 
persists in 2-D flow, and LEVs help the lift to increase for a short time, the phenomenon 
is referred to as “delayed stall”. In contrast, the LEV on a 3-D wing is able to remain 
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stable and attached even for a purely revolving wing with a fixed angle of attack (for 
example, see Kim and Gharib 2010, Ozen and Rockwell 2012). In other words, a 3-D 
wing does not “stall” and therefore the term “delayed stall” is no longer appropriate. 
Figure 2.2 graphically summarizes the different LEV behavior between 2-D and 3-D 
wings. It should be pointed out that in spite of such different flow behaviors, 2-D 
flapping wing still shares common features with 3-D flapping wing, provided the 
translational distance in each stroke is small. To further discuss the similarities and 
differences between 2-D and 3-D flows, some notable studies regarding a 2-D 




Figure 2.2: A schematic drawing describing the difference in LEV between 2-D 
and 3-D motions. (A) 2-D linear translation; (B) 3-D flapping translation. 
(Adapted with permission from Sane, J Exp Biol, 206:4191-4208, 2003) 
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Regarding a 2-D translating airfoil, Dickinson and Götz (1993) conducted force 
measurement on a 2-D model wing with a low aspect ratio of three. To limit spanwise 
flow, two end baffles were placed near the root and the tip of the wing. The wing with 
a fixed AoA was accelerated rapidly from rest and then translated at a constant velocity. 
Results showed that as the AoA exceeded 13.5°, a leading edge vortex was found to 
stay attached to the wing for the first 2 chords, leading to 80% enhancement in lift 
compared to that measured after 7 chords of travel. Also, the von Kármán vortex street 
was observed. This experimental work inspired a few theoretical and numerical studies. 
For instance, Minotti (2002) used a 2-D unsteady potential theory, with an additional 
point vortex to represent the LEV, to model a 2-D translating and pitching flat plate. 
The aerodynamic forces from the model match reasonably well with the experimental 
results of Dickinson et al. (1999) and Sane and Dickinson (2001), for a scaled fruitfly 
wing undergoing oval and figure of eight motions. However, the LEV was assumed to 
be stable during pitching, and TEV was not taken into account. Later, Yu et al. (2003) 
included discrete point vortices in a perturbed potential flow model to resolve the wake 
topology. Ansari et al. (2006a, 2006b), in their analytical work based on Kelvin’s 
theorem, also used discrete point vortices and showed good agreement with the 
experimental results from Dickinson and Götz (1993).  
 
Some studies focused on the effect of airfoil acceleration on LEV formation. Pullin and 
Wang (2004) investigated a flat plate at a fixed AoA accelerating from rest with the 
velocity profile 𝑈(𝑡) = 𝐵𝑡𝑚  ( m  was 0, 0.5 and 1, 𝐵  was a constant). Flow 
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separation at the two edges of the airfoil was modelled by evolution of spiral vortex 
streets. The derived model could predict lift for a short time, and differs from Wagner’s 
function. Using the same kinematic profile, Chen et al. (2010) conducted corresponding 
numerical simulation by means of immersed boundary method. They considered a 
wider range of m values from 0 to 5 and a constant AoA ranging from 10° to 60°. It 
was found that lift enhancement from LEV was evident across all m values and AoAs. 
For AoA higher than 30°, they found that lift augmentation from LEV stopped at 4.5 
chords of travel regardless of m values. After the starting stage, a quasi-steady vortex 
shedding process was observed, and the shedding frequency was a function of the 
Reynolds number. The functional relationship between frequency and Reynolds 
number applies across the m values, thus indicating that the quasi-steady shedding 
dynamics was determined primarily by velocity and not acceleration. Ford and 
Babinsky (2013) performed PIV and force measurements on a translating flat plate at 
a fixed AoA of 15°. From the PIV results, circulation and position of LEV and TEV 
were calculated. A potential flow model was employed to get the best fit of bound 
circulation. It was found that the bound circulation matched Kelvin’s circulation 
theorem in the early translating phase, but remained small after the Kutta condition was 
established. Most of the circulation was contained in the LEVs. Hence, the authors 
claimed that lift was not generated by bound circulation, but by inertial effects and slow 
buildup of circulation in shed vortices. In a more recent paper by Li and Wu (2015), 
the inviscid Wagner lift model was modified to include the effect of LEV/TEV. A vortex 
force line map was also generated, which could help to interpret the effect of a vortex 
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on lift by its sign and position. 
 
There are also some studies focusing on simultaneous pitching of a translating airfoil. 
For example, a simple but interesting motion --- “pitch-up, hold and pitch-down” in a 
uniform freestream, was studied quite extensively recently (see Ol 2009, Ramesh et al. 
2011, Baik et al. 2012, Xia and Mohseni 2013, Granlund et al. 2013). This kinematics 
was described analytically by Eldredge et al. (2009). It was found that the reduced 
frequency, effective angle of attack, and pivot point of rotation affected the flow 
development significantly, whereas the Strouhal number (St) was mainly determining 
the aerodynamic forces (Baik et al. 2012).  
 
Apart from the considerable research on a 2-D translating airfoil, flow around a 3-D 
revolving wing has received much attention recently, because such simple motion may 
provide more fundamental insight into the attachment of the leading edge vortex. 
Before presenting some of the notable work on a 3-D revolving wing, it is necessary to 
introduce several major theories proposed by different research groups to explain why 
an LEV is able to stay attached in a 3-D flow. 
 
The first theory is the spanwise or axial flow. Early studies such as Rossow (1978) and 
Mourtos and Brooks (1996) have proved that adding a sink to represent the spanwise 
flow near a 2-D airfoil could lead to lift enhancement (a more recent one was provided 
by Davis et al. 2009). Inspired from the LEV on delta wing, which is stable because of 
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a maintained spanwise pressure gradient, Ellington et al. (1996) suggested that the 
attached LEV observed on the leeside of insect wing was due to a spanwise flow along 
the vortex core that initiated vorticity transport towards the wing tip. This argument 
was further reinforced by van den Berg and Ellington (1997) as well as Liu et al. (1998). 
However, at very low Reynolds number such as 100, Birch and Dickinson (2001), Birch, 
Dickson and Dickinson (2004) reported that axial flow was surprisingly absent or weak 
along the LEV core, although it was pronounced in the downstream of the LEV. By 
tuning the kinematics of a pitching and plunging SD7003 airfoil, Rival et al. (2009) 
also claimed that it was possible to stabilize the LEV without a spanwise flow. Birch 
and Dickinson (2001) proposed the second theory for attached LEV, i.e. the downwash 
from the tip vortex lowering the effective angle of attack of the wing, resulting in 
restriction of LEV growth and shedding. The third theory was frequency selection 
provided by Wang (2000a), which stated that an intrinsic time scale was governing the 
LEV shedding, i.e. under careful frequency selection, the LEV might stay attached. Yet, 
the wing used in her simulation was two-dimensional, which was different from 3-D 
root flapping. The theory of frequency selection could be linked with another concept, 
namely, vortex formation time. As firstly mentioned by Gharib et al. (1998), a 
nondimensional and universal formation time of approximately 4 was observed for a 
vortex ring to form and reach its maximum circulation, before it rejected new vorticity 
flux and secondary vortices were formed due to Kelvin-Helmholtz-like instability. The 
vortex formation time of about 4, according to the findings of Milano and Gharib (2005) 
and Ringuette et al. (2007), could also be applied to oscillating or accelerating flat plate. 
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A more detailed review on this topic can be found in Dabiri (2009). The fourth theory 
came from Lim et al. (2009), where they took a fundamental approach and studied four 
different wing configurations with different sweep angles and angle of attacks in a 
constant acceleration-constant velocity flow. By means of experiment as well as 
numerical simulation, they showed that the detachment of the LEV could be 
significantly delayed by vortex stretching, even though the spanwise flow was weak. 
Finally, Lentink and Dickinson (2009a) made contribution to the fifth theory, i.e. 
rotational acceleration stabilized an LEV. They found that LEV dynamics on a pure 
revolving/sweeping scaled fly wing were governed by three accelerations: angular, 
centripetal and Coriolis. By varying the dimensionless stroke amplitude as well as the 
Rossby number, they systematically altered the three accelerations and found that the 
LEV was stabilized by the centripetal and Coriolis accelerations at low Rossby number. 
Furthermore, it was reported that such mechanism was not dependent on Reynolds 
number over a wide range for insect flight (100 < Re < 14000). Rossby numbers for 
over 300 insects, birds, bats, etc. were calculated and close to 3, suggesting many of 
these animals could generate a stable LEV. In another work by Lentink and Dickinson 
(2009b), dimensionless numbers representing the angular and centripetal acceleration 
were provided. 
 
The five aforementioned theories indicate that the mechanism that stabilizes the LEV 
in 3-D is still under debate, which leads to some recent studies to focus on pure 
revolving wing. Poelma et al. (2006) for the first time used a phase-locked stereoscopic 
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PIV to resolve the full 3-D flow field around an impulsively started fruitfly model wing 
at fixed angle of attack of 45° and Re = 256. It was found that during the early stage, 
there was no significant spanwise flow, and the circulation of LEV grew in proportion 
to the travelling distance of the wing. In the quasi-steady stage, i.e. when LEV became 
stable, there was a significant spanwise flow observed behind the wing but not in the 
LEV core. Ansari et al. (2009, 2011) conducted PIV on a low aspect ratio (AR = 2.5) 
rectangular wing rotating about the wing root at AoA 45° at two Re, 500 and 15000. 
Kelvin-Helmholtz-like instability was observed at the higher Re, but absent at the lower 
Re. For both the Re, spanwise flow was present. Kim and Gharib (2010) carried out 
DPIV measurement on a rectangular flat plate undergoing separate translating and 
revolving motion, and found the presence of spanwise flow for both cases. For the 
translating case, spanwise flow was confined inside the LEV, whereas it was spread 
over the plate and the wake for the revolving case. By impulsively rotating a wing with 
finite aspect ratio, Jones and Babinsky (2011) found that the strong Coriolis and 
centripedal accelerations were not stabilizing the LEV regardless of Reynolds number, 
which contradicted with Lentink and Dickinson (2009). Ozen and Rockwell (2012) 
subjected a rectangular wing with AR = 1 to a constant-speed sweep in order to remove 
the angular acceleration. They observed a stable LEV for effective AoA from 30° to 
75°. At each AoA, the scale and form of the LEV was relatively insensitive to Reynolds 
number from 3600 to 14500. Moreover, the dimensionless circulation of the LEV at 
the midspan was nearly proportional to the effective AoA. In a subsequent work, Bross 
et al. (2013) studied the effect of steady incident flow, and subjected the revolving wing 
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to a freestream that was aligned with the revolving vector. Results showed that the flow 
structure around the leading edge region was relatively insensitive to the advance ratio 
J (ratio of freestream velocity to wing tip velocity), but the shed vorticity layer was 
strongly dependent on J. Some papers investigated the effect of aspect ratio (see Carr 
et al. 2013, Garmann et al. 2013). For example, Carr et al. (2013) found that the LEV 
was less coherent near the wing tip for AR = 4 compared to AR = 2. Other related work 
on 3-D revolving wings can be found in DeVoria and Ringuette (2012), DeVoria and 
Ringuette (2013a, 2013b), Wojcik and Buchholz (2014a), Jones and Babinsky (2009), 
Garmann et al. (2012), Cheng et al. (2013) and Wojcik and Buchholz (2014b). In sum, 
more work still needs to be done to fully reveal the LEV-stabilizing mechanisms. 
 
2.1.3 Rapid Pitching 
Insects usually experience a rapid wing rotation during stroke reversal. According to 
the literature, this would result in lift enhancement (Shyy et al. 2008, 2010). The 
underlying mechanism is related to the Kramer effect, which was first demonstrated by 
Kramer (1932). It was found that the lift coefficient of a wing could exceed the steady-
stall value when the wing rotated from low to high AoAs. This is due to the rotation 
causing the breakdown of the Kutta condition, which results in circulation build-up 
before the Kutta condition is met again. Farren (1935) experimentally supported the 
Kramer effect by placing an airfoil in a wind tunnel. The aerodynamic force coefficients 
were reported to go beyond steady-state values as the AoA increased, and lower as AoA 
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decreased. Fung (1969) further proposed a 2-D inviscid model to predict the force. 
Dickinson (1994) conducted force measurement and flow visualization on a thin plate 
undergoing large angle and rapid rotation, and concluded that the rotation could be an 
important source for aerodynamic force generation in insect flight. In the work by 
Dickinson et al. (1999) on a scaled fruitfly model wing, a force peak was identified and 
correlated with the rapid pitching motion of the wing, and they claimed in a subsequent 
paper (Sane and Dickinson, 2002) that it was due to a rotational circulation generated 
to re-establish the Kutta condition (similar to the Kramer effect). Later, Sun and Tang 
(2002) conducted numerical simulation and confirmed such a force peak, but they 
attributed it to a rapid vorticity increase associated with rapid pitching. The different 
opinions led to a discussion on the rotational lift, which inspired the second topic of the 
present thesis and will be discussed in more details later in Chapter 6. 
 
The rapid pitching mechanism also depends on the incoming flow velocity; hence, the 
phase difference between translation and rotation becomes important. Moreover, there 
is a complex coupling between the rapid pitching mechanism and other unsteady 
mechanisms such as attached LEV and wake capture. Past studies such as Dickinson 
et al. (1999), Sun and Tang (2002) and Wang et al. (2004) proved that an advanced 
rotation, whereby the wing flipped before stroke reversal, would lead to lift 
enhancement since the rapid pitching-up happened in the correct translational direction 
and at a high translational velocity. In contrast, a delayed rotation was unfavorable to 
lift generation. Recently, Zhang (2013) and Lua et al. (2015) considered a 2-D generic 
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airfoil with sharp leading and trailing edges in hovering mode and subjected it to 
advanced and delayed rotations. Results showed that an optimal advanced phase angle 
existed in terms of mean lift and lift-to-drag ratio, and it increased with increasing  
 
Figure 2.3: Cycle-averaged (a) lift coefficient; (b) drag coefficient; (c) lift-to-drag 
ratio versus the phase angle between rotation and translation for a 2-D airfoil. 
𝟎° < 𝜙 < 𝟗𝟎°  denotes delayed rotation, while 𝟗𝟎° < 𝜙 < 𝟏𝟖𝟎°  corresponds to 
advanced rotation. (Adapted with permission from Lua et al. Exp Fluids, 56:35, 
2015) 
 
rotational amplitude (see Fig. 2.3). At rotational amplitude of 45°, the optimal phase 
angle was approximately 120° . Several factors contributed to the high lift at the 
optimal phase angle, including a positive AoA during the early wing-wake interaction, 
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a synchronized pitching-up with high translational velocity, and a negative AoA during 
deceleration when the airfoil was “pushed” by induced jet from wake vortices. After 
the optimal phase angle, further increasing the phase angle would cause the mean lift 
to decline, because the LEV previous stroke started to slide on the windward side of 
the airfoil and led to lift reduction. On the other hand, delayed rotation was undesirable 
to the mean lift, due to opposite factors such as out-of-phase pitching-up and initial 
negative AoA. 
 
2.1.4 Wake Capture 
After stroke reversal, as the wing starts a new stroke, it is facing the wake generated in 
the previous stroke. The interaction between the wing and the wake vortices may 
influence the instantaneous force history considerably. Dickinson et al. (1999) 
identified a force peak at the beginning of each stroke and attributed it to a transferred 
momentum from the wake fluid back to the wing. The peak was independent of wing 
rotation, indicating that it was not due to the rapid pitching mechanism. Later, Sun and 
Hamdani (2001) showed that a 2-D airfoil would not experience wake capture as long 
as the previous stroke was so short that the dynamic stall vortex did not shed. In another 
study by Sun and Tang (2002) on a 3-D fruitfly wing, the same stroke kinematics was 
examined with and without wake. It was found that the lift generated under the 
influence of wake was actually slightly lower than that in a “clean” stroke (i.e. without 
wake). The authors claimed that the wake vortices created downwash velocity in front 
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of the wing when the wing reversed, so that the wake had a detrimental effect. The first 
peak in the transient force history, on the other hand, was due to rapid acceleration of 
the wing. Birch and Dickinson (2003), by means of DPIV and force measurement, 
investigated a series of reciprocating strokes for a 3-D model wing. At stroke reversal, 
an LEV and a TEV (they referred it to as rotational starting vortex) were shed into the 
wake, forming a counter-rotating vortex pair that produced a jet towards the lower 
surface of the wing. By subtracting the forces and flow fields in the first stroke from 
the fourth stroke, two wake effects were identified, including an early enhancement 
followed by a small reduction. The reduction at a later time was due to downwash, 
which was consistent with Sun and Tang (2002). It is worth clarifying here that the 
wake capture, or wing-wake interaction mentioned in the rest of this thesis, refers to 
the early phase of a stroke, when the wing interacts with the wake vortices. The 
downwash or downward jet (to be introduced in section 2.1.6) that experienced by the 
wing after the early body-vortex interaction, although can be regarded as part of the 
wake effect, is treated as a separate unsteady mechanism, because it mainly alters the 
effective AoA of the wing. 
 
Viieru et al. (2006) and Tang et al. (2008) considered two different hovering modes of 
an elliptic airfoil, namely, the water-treading mode and the normal hovering mode. 
These two modes were first described by Freymuth (1990). For the water-treading 
mode, the airfoil started a stroke with zero angle of attack, and reached maximum AoA 
at the middle of a stroke. In contrast, for normal hovering mode, the airfoil started with 
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an AoA of 90°, and it pitched down to minimum AoA at the mid-stroke. The Reynolds 
number was varied from 75 to 1700, whereas the reduced frequency ranged from 0.36 
to 2.0. Results revealed that the attached LEV mechanism was observed for both modes, 
but wake capture was only identified in the normal hovering mode, because the airfoil 
missed the wake vortices under the water-treading mode. The effect of Reynolds 
number was also investigated. For low Re near 100, the vortical structure was found to 
dissipate quickly, and the flow was essentially symmetric. At higher Re ≥ 300, the 
history effect resulted in an asymmetric pattern between downstroke and upstroke. Lua 
et al. (2008) carried out an experiment to study the effect of rotational amplitude and 
Reynolds number on a hovering 2-D airfoil under normal hovering mode. Wake capture 
from the induced velocity of the LEV from the previous stroke was evident, resulting 
in an early peak in the transient force history. Additional findings from this piece of 
work include that the aerodynamic forces were found to be more sensitive to changes 
in rotational amplitude than in the Reynolds number. A small change in the rotational 
amplitude might lead to considerable difference in the mean force magnitude. In a 
subsequent work, Lua et al. (2011) took a more fundamental approach to investigate 
the effect of wing-wake interaction. They subjected the same airfoil to two different 
series of motions, one with “acceleration-constant velocity-deceleration” at a fixed 
angle of attack, the other with the same movement but in a back and forth manner. It 
was reported that the wing-wake interaction could be categorized into two main types 
(see Fig. 2.4). In the first type, the induced velocity from the counter-rotating wake 
vortices was impinging on the windward side of the wing, leading to a higher effective 
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incoming flow velocity and hence a higher force. In the second, however, one of the 
wake vortices slid along the windward surface, and its suction effect was detrimental 
to lift generation. Therefore, wing-wake interaction could either enhance or reduce lift. 
The two types of wing-wake interaction were further discussed in Lua et al. (2015), 
 
 
Figure 2.4: Illustration of two types of wing-wake interactions. (Adapted with 
permission from Lua et al. Exp Fluids, 51:177-195, 2011) 
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regarding the advanced and delayed rotation. In summary of the studies mentioned 
above, it can be seen that wake capture is not only a function of the wing kinematics, 
but also a function of the specific flow structure (Shyy et al. 2008). This feature makes 
it difficult to incorporate wake capture in some of the quasi-steady models based on 
wing kinematics only (see Sane and Dickinson, 2002). 
 
Apart from hovering, wing-wake interaction has also been extensively studied in 
forward flight, especially for the case of tandem wings (one wing in the wake of the 
other like dragonfly wings) and cylinder-wing interaction (a flapping wing in the wake 
of a cylinder). For example, Broering et al. (2012) and Broering and Lian (2012) 
simulated a 2-D tandem wing configuration at Reynolds number 10000. The two 
airfoils were prescribed with simple harmonic motions, and two major parameters, the 
phase angle and wing spacing, were varied. Results showed that at 0°  phase lag 
(hindwing lagging forewing), higher thrust and propulsive efficiency but low lift 
efficiency were achieved for the tandem wings compared to two single wings. At 90° 
and 180° phase angles, however, the trend was reversed, i.e. thrust and propulsive 
efficiency became lower while lift efficiency was greatly increased. As for the wing 
spacing, increasing the spacing would cause both the lift and thrust to have a phase lag. 
They explained these observations via a vortex interaction mechanism. This was 
different from a similar experimental work carried out by Zhang (2013), where he 
attributed the effect of phase angle and wing spacing to the wake of the forewing 
altering the effective AoA of the hindwing. Other notable studies with respect to 
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tandem wing include Tuncer and Platzer (1996), Lan and Sun (2001), Wang and Sun 
(2005), Sun and Huang (2007), Wang and Russel (2007), Usherwood and Lehmann 
(2008), Lehmann (2009), Dong and Liang (2010), Rival et al. (2011), etc. A review on 
tandem wing was also provided by Lian et al. (2014). 
 
Some studies replaced the forewing with a D-shape cylinder to create a Kármán vortex 
street for propulsion of the hindwing. Gopalkrishnan et al. (1994) placed a heaving and 
pitching NACA0012 airfoil behind a heaving D-cylinder and found that the airfoil 
generated a thrust considerably higher than that of a single foil. They also identified 
three interaction modes between the shed vortices and the flapping airfoil, namely, 
expanding wake, destructive interaction and constructive interaction. In a related study, 
Liao et al. (2003) placed a live fish behind a D-cylinder and observed that the fish was 
able to synchronize its motion with the shed vortices from the cylinder. They also 
measured the muscle activity of the fish; the decrease of which indicated that energy 
was extracted out from the vortex street. Xiao et al. (2011) used the commercial CFD 
package FLUENT to simulate the near wake interaction between an undulation body 
and a D-cylinder. It was reported that the thrust coefficient reached a maxima at an 
optimal distance between the foil and cylinder. The maxima was about eleven times 
that of a single foil. In a later paper, Xiao et al. (2012) further carried out a parametric 
study for a range of flow and geometry parameters and found that the maximum 
cylinder drag and lift could be reduced by as much as 57.4% and 63.3%, respectively. 
Shao et al. (2010) (2011) also contributed to the study on cylinder-wing interaction.  
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2.1.5 Tip Vortex 
For a conventional fixed wing, it is well known that a tip vortex creates downwash, 
which reduces lift and induces drag (see Anderson, 2010). For a flapping wing, 
however, the effect of tip vortex is more complex due to the unsteady nature. The 
numerical work by Aono et al. (2009) and the experimental study by Lua et al. (2010) 
has shown the existence of a tip vortex around a 3-D flapping wing undergoing realistic 
insect kinematics, which connected with the LEV, TEV and the root vortex (RV) to 
form a doughnut-shaped vortex ring that initiates downwash. Ringuette et al. (2007) 
employed DPIV, flow visualization and force measurement techniques to investigate 
the role of tip vortex on a low-aspect-ratio rectangular flat plate translating with one 
end free at an AoA of 90°. Results showed that the tip vortex contributed to the overall 
aerodynamic force greatly. A high transient drag peak was generated by the interaction 
between the tip vortex and the LEV. The authors hence suggested that more work on 
the capability of tip vortex for flapping wing was required. In a later work by Taira and 
Colonius (2009), immersed boundary method was used to simulate a low-aspect-ratio 
flat plate impulsively started at Reynolds number 300 and 500. The motion was 
identical to a 2-D pure translating airfoil although the simulation was in three 
dimensions. Various aspect ratios and angles of attack were considered, and they were 
found to significantly influence the stability of the wake and the force. More 
specifically, depending on the actual aspect ratio and AoA, the wake had three possible 
states: steady, periodic unsteady and aperiodic unsteady. The aperiodicity came from 
the strong nonlinear interaction between the LEV, TEV and tip vortices. Furthermore, 
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tip vortices were shown to be able to stabilize the flow. Recently, Hartloper et al. (2013) 
experimentally investigated a low-aspect-ratio plate that was pitching in a uniform 
freestream, and compared it to a nominally 2-D rectangular flat plate. It was found that 
the tip vortex formation was linked with the instantaneous pitching angle, and the tip 
vortex induced a spanwise velocity that caused an inboard transport of LEV vorticity. 
As a result, LEV growth was retarded near the tip, and was compressed at the mid-span. 
Shyy (2009) and Trizila et al. (2010) subjected a low-aspect-ratio rectangular wing to 
normal, advanced and delayed hovering at Re = 100. They found that for delayed 
rotation, the tip vortex anchored the LEV, causing an increase in lift compared to a 2-
D case. Yet, for normal hovering mode with small AoA, the tip vortices were small, so 
that the aerodynamic forces were similar to those in the 2-D case. Therefore, the tip 
vortices could either promote or have little effect on the aerodynamics of a low-aspect-
ratio flapping wing, depending on the exact kinematics. Further discussion on the tip 
vortex was provided in Shyy et al. (2010) and Trizila et al. (2011). It can be concluded 
from these studies that there is a complex nonlinear interconnection between the tip 
vortex and the attached LEV mechanism. 
 
2.1.6 Downward Jet 
As described in Shyy et al. (2009), Trizila et al. (2008a, 2008b) and Trizila (2011), a 
persistent downward jet was initiated by the pitching and plunging motions of a high 
aspect ratio wing or a 2-D airfoil and maintained by the shed vortices at each stroke. 
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Due to fluid entrainment, the downward jet region extends to even above the wing. 
Therefore, as the wing reverses its translation, it runs into the downward jet, which 
reduces the effective angle of attack of the wing. As claimed by Trizila (2011), this 
would lead to lift reduction. However, the results in Chapter 4 of the present thesis will 
show that under some kinematics, a 2-D flapping airfoil in ground effect could benefit 
from the downward jet because it may help to keep the LEV attached on the leeside of 
the airfoil.  
 
Trizila (2011) also reported that the downward jet might evolve a bias and eventually 
introduce asymmetry in the force history, albeit the flapping kinematics was symmetric. 
Figure 2.5 is adapted from Trizila (2011) and it shows the vertical velocity as well as 
vorticity contours of a 2-D hovering airfoil after 25 cycles of flapping at Re = 100. 
From the vertical velocity contour, the downward jet can be seen clearly. The 
distribution of the wake vortices was asymmetric about the center line of the stroke, 
and it could be correlated with the offset of the downward jet. As will be discussed in 
Chapter 4, such asymmetric behavior is a common feature in 2-D flow, at least for the 
kinematics considered in the present thesis.  
 
Another point worth noting is that the downward jet is essential a 2-D version of 
downwash, which is a 3-D concept. In 3-D root-flapping, a downwash is created inside 
the core of the doughnut-shape vortex ring that consists of the LEV, TEV, root vortex 
and tip vortex (see Aono et al. 2009 and Lua et al. 2010). The major effect is analogous 
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for both downward jet and downwash, i.e. both of them reduce the effective angle of 
attack of the airfoil/wing.  
 
 
Figure 2.5: Vertical velocity contours (left, normalized by the maximum 
translational velocity) and vorticity contours (right) for a 2-D hovering airfoil at 
Re = 100. Blue region in the vertical velocity contour indicates the downward jet. 
Note the asymmetric behavior of the flow about the center line. (Adapted from 
Trizila, 2011) 
 
2.2 Ground Effect Aerodynamics 
During takeoff and landing, natural fliers and future MAVs inevitably flap close to a 
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ground surface. Additionally, insects such as bees and hawkmoths frequently hover and 
feed on nectar next to leafs. Birds also fly close to ground or water frequently (Finn et 
al. 2012). As such ground proximity may cause redistribution of pressure on lifting 
bodies and affect flight performance, it is necessary to study the ground effect for 
flapping wing. In this section, previous research on ground effect aerodynamics is 
reviewed. 
 
2.2.1 Ground Effect on a Conventional Fixed Wing 
The ground effect on a fixed wing has been investigated for decades, and the early 
studies dated back to 1920s (see Raymond 1921 and Reid 1927). As the ground 
clearance (usually defined as the distance between the wing trailing edge and the 
ground) decreases, there is an enhancement in lift but reduction in drag (Ahmed and 
Sharma 2005, Ahmed et al. 2007, Jung et al. 2008, Luo and Chen 2012). Such effect 
leads to increased aerodynamic efficiency and is therefore highly desirable. There are 
two major physical explanations to the ground effect. The first one is the reduced 
downwash (Cui and Zhang, 2010). On a fixed wing in freestream, a tip vortex is formed 
because of high-pressure fluid on the lower surface moving towards the low-pressure 
fluid on the upper surface. This tip vortex formation will result in a downwash that 
deflects the incoming flow and reduces the effective AoA of the wing. Therefore, the 
resultant force vector tilts back towards the drag direction, reducing the lift (Anderson, 
2010). Due to the presence of the ground, such unfavorable tip vortex formation is 
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restricted, leading to less induced drag and more lift. Some studies also investigate 
different shapes of endplates in ground effect (see Jung et al. 2008, Park and Lee 2008). 
The second explanation is the ram effect or air-cushion effect (Rozhdestvensky 2000, 
Armed et al. 2007, Cui and Zhang 2010). This is more from a 2-D point of view, and 
states that the shifting down of the stagnation point as an airfoil approaches a ground 
causes a pressure build-up under the airfoil (i.e. an air cushion). Such so-called “ram 
pressure” results in a high lift. The drag force may also reduce if the pressure 
distribution on the upper surface is modified and contributes more to the opposite drag 
direction. Due to the benefit of ground effect, a special air vehicle called wing-in-
ground (WIG) craft has been developed. Details of WIG crafts are not relevant to the 
present study, and readers can refer to a review by Rozhdestvensky (2006). 
 
Besides a conventional wing on an aircraft, ground effect has also been studied on an 
inverted wing, which is widely used in racing cars to generate downforce (see Zhang 
et al. 2006, Katz 2006). It was found that the downforce was a non-monotonic function 
of the ground clearance (Zerihan and Zhang 2000, Zhang and Zerihan 2003, Mahon 
and Zhang 2006). With decreasing ground clearance, the downforce first enhances, 
before it reaches a peak and starts to decline. The enhancement is due to a Venturi-type 
flow acceleration between the airfoil and ground, as well as a pair of edge vortices 
formed below the airfoil, near the endplates. On the other hand, if the ground clearance 
is too close, the edge vortices will break down due to strong adverse pressure gradient. 
Some studies also focused on the ground effect of a hovering rotor (helicopter-type 
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blade, see Lakshminarayan et al. 2013) and a fixed-wing MAV (Thipyopas and 
Moschetta, 2010). In addition, ground effect aerodynamic is more complex and 
interesting in transonic and supersonic flow, due to nonlinear shock wave-boundary 
layer interaction (Doig, 2014), although this is beyond the scope of the present thesis. 
 
2.2.2 Ground Effect on a Flapping Wing 
Compared to fixed wing, research of ground effect on a flapping wing did not receive 
much attention until very recently. In the early work by Rayner (1991), followed by 
Tanida (2001), lifting line theory was used to study in-ground flight of birds analytically. 
They claimed that the ground effect could increase lift and propulsive efficiency 
monotonically. Nevertheless, their inviscid models did not consider any unsteady effect 
nor provide supporting flow structure. In a much later numerical study, Gao and Lu 
(2008) applied Lattice Boltzmann Method (LBM) to simulate the viscous flow around 
a 2-D hovering airfoil in ground effect at Re = 100, and showed surprising results that 
were rather distinct from those of Rayner (1991). Instead of a monotonic trend, an 
interesting force reduction was observed at ground clearance around 2~3c (c is chord 
length of the airfoil). The authors further categorized the mean force into three regimes, 
namely, force enhancement, force reduction and force recovery (see Fig. 2.6). 
Associated flow structure showed that unsteady mechanisms were actually crucial for 
flapping wing in close proximity to ground. It was claimed that the reduction was due 
to a vortex pair that was moving away in the horizontal-upward direction, and a jet-like 
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flow was responsible for the force recovery. This work was probably the first study on 




Figure 2.6 Relationship between the mean forces and the ground distance for a 2-
D airfoil in normal hovering mode at Re = 100. ?̅?𝑽 and ?̅?𝑯 indicates the mean 
vertical and horizontal forces, respectively. (Adapted with permission from Gao 
and Lu, Phys Fluids, 20, 087101, 2008) 
 
Pereira et al. (2009) subjected a 2-D airfoil in dragonfly hovering mode (i.e. inclined 
stroke plane, also see Wang, 2000b). The simulation covered ground clearance of 1.0c, 
1.5c and ∞, and Reynolds number of 157, 1570 and 3140. Results showed that the 
complex interaction amongst the airfoil, the wake vortices, and the boundary layer 
emanating from the ground led to an aperiodic lift and drag history. Yet, based on our 
investigation (to be discussed in Chapter 3), this is probably due to the unstable laminar 
model adopted in the simulation. Liu et al. (2009) numerically studied two elliptic 
airfoils performing clap and fling considering ground effect. They reported that the 
mean force coefficients monotonically increased with the decrease of ground clearance. 
Kweon and Choi (2012) used the same kinematics as Gao and Lu (2008) but simulated 
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it in three dimensions. By changing the aspect ratio of the wing from 1 to 20, they found 
that higher AR led to more significant ground effect. At AR = 1, the mean lift was almost 
insensitive to the ground clearance, because the tip vortex was suppressing the TEV, 
causing a much lower induced jet from the wake LEV-TEV pair. Maeda and Liu (2013) 
first conducted numerical simulation on a full 3-D fruitfly model in hover, including 
wings and body. They considered only two cases, i.e. in and out of ground effect. It was 
found that the wings in ground effect generated only 0.7% larger mean lift than out-of-
ground case. However, the averaged lift of the body was greatly enhanced in proximity 
to the ground, contributing to an 8.5% increase in the total lift. Additionally, the 
aerodynamic power of the wings was reduced by 1.6%, and the overall lift-to-power 
ratio was improved by 10%. They attributed the body lift enhancement to a reduced 
downwash and a “fountain effect” that was referred to as an impingement of upward 
flow or upwash on the lower section of the body (see Fig. 2.7). One thing the authors 
did not consider was that the real fruitfly might alter its kinematic parameters such as 
stroke plane angle and body angle. If the body tilted more towards the horizontal plane 
to avoid collision with the ground, the actual ground clearance for the wings may be 
lower. This was later confirmed by Kim et al. (2014), where live hummingbirds were 
trained to hover-feed within a fixed cube and ground clearances of 0.7R, 0.9R, 1.1R, 
1.7R, 2.2R and 8R (R was the wing length) were considered. Results showed that for 
ground clearance of no more than 1.1R, the body angle, tail angle, stroke plane angle, 
wake-induced velocity, and mechanical and metabolic power consumptions 
significantly reduced compared to the case of 8R. On the other hand, the wingbeat 
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amplitude and frequency were independent of the ground clearance. Moreover, similar 




Figure 2.7: A schematic drawing of the fountain effect. The two root vortices from 
each wing induce an upwash that impinges on the bottom of the body. Blue and 
red lines indicate clockwise and counter-clockwise rotations, respectively. 
 
More recently, Wu et al. (2015a) numerically investigated a 2-D NACA0015 airfoil 
with a flexible tail hovering in ground effect at Re = 100. Results revealed that the three 
force regimes as described in Gao and Lu (2008) can be identified for both the rigid 
and flexible cases. The mean drag for the flexible case was lower than the rigid one, 
but lift was higher only when the rotational amplitude was small (15°) and ground 
clearance less than 2 chords (i.e. in the force enhancement regime). Such lift 
enhancement was attributed to a lower pressure at the windward side of the foil and a 
reduced AoA due to tail deformation. 
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Whilst the above studies focused on hovering, some scholars had considered the 
forward flight condition. The focus in forward flight is usually on the thrust generation, 
propulsive performance and wake topology, which are related to the reduced frequency, 
Strouhal number and dimensionless plunging velocity of the wing. For example, Lai 
and Platzer (1999) showed that a pure heaving airfoil could generate thrust by creating 
a reverse von Kármán street. Lua et al. (2007) subsequently identified five different 
wake patterns for a heaving airfoil, namely, reversed von Kármán vortex street, 
dissipated wake, deflected wake, neutral wake and merged Kármán vortex street. Other 
notable studies include Lai and Platzer (2001), Lewin and Haj-Hariri (2003), Young 
and Lai (2004), Buchholz and Smits (2006), Cleaver et al. (2011). After Tang et al. 
(2013) tested the ground effect for a 3-D gliding bird, Su et al. (2013) performed 
numerical simulation on a 3-D flapping bird model in close proximity to the ground 
with forward flight condition, and argued that the ground effect was similar to 
conventional fixed wing, i.e. a monotonic drag reduction and lift enhancement in closer 
proximity to ground. In the near-ground case, obstruction of the tip vortex was 
surprisingly not evident. They accounted this result, which is contradictory to that Gao 
and Lu (2008), to a high pressure build-up, i.e. ram effect. Wu and Zhao (2013), Wu et 
al. (2014a, 2014b, 2015b) carried out a series of numerical work based on LBM on a 
single 2-D airfoil heaving and pitching close to a wall, although these studies seem to 
focus more on airfoil performance instead of fluid dynamics. Other relevant work can 
be found in Molina et al. (2011) and Liang et al. (2014) regarding a heaving airfoil in 
ground effect, although the they considered a much higher Reynolds number (3.9 × 
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105) or even assumed inviscid. 
 
Some studies also considered the takeoff mode of a flapping wing. For example, 
Truong et al. (2013a) conducted DPIV experiment on a 3D beetle-like model wing 
undergoing inclined flapping during takeoff. The kinematics was obtained from real 
beetles, and the wing gradually receded from the ground at each stroke. The experiment 
was done in a water tank with a resultant Reynolds number of 10000. They found that 
the leading edge vortex (LEV) was enhanced during the downstroke. However, their 
results might have been affected by the side walls of the tank as the tank is not 
sufficiently big to eliminate the wall effect. Moreover, they considered two cases only; 
one in ground effect and one out of ground effect. In a later study, Truong et al. (2013b) 
reported force measurements of their earlier study and showed that the lift was 
enhanced by 18.4% and 8.6% for the first and second stroke, respectively. In contrast, 
Kolomenskiy et al. (2015), who also considered takeoff kinematics of a fruitfly, found 
in their numerical simulations that the ground effect did not produce any significant 
increase in lift. Instead, there was a consistent increase of drag and decrease of power 
if the ascend rate was sufficiently small. 
 
As can be gathered from the literature review above, considerable amount of research 
has been conducted on ground effect on flapping wing in the last couple years, however, 
there is an inconsistency as to whether the presence of a ground will affect the 
aerodynamics of a flapping wing, or whether the ground effect is the same as that for a 
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fixed wing. Also, the differences between the ground effect on 2-D and 3-D flapping 
wing are not fully understood. More work still needs to be done to unveil the unsteady 
effect of ground proximity on flapping wing aerodynamics. The desire to address some 
of these issues motivated the present experimental and numerical studies on ground 










In this chapter, the experimental and numerical methods employed in the present thesis 
are discussed in details. It should be emphasized here that the two types of methods are 
complementary to each other. While the real physics is captured by a properly 
conducted experiment, numerical simulation provides cross validation and flow 
structure with much higher fidelity as well as flow quantities which are difficult to 
obtain experimentally. 
 
The experimental apparatus and procedures for 2-D and 3-D flapping flight in hover 
are presented in section 3.1 and 3.2, respectively, followed by a discussion of numerical 
methods and validations in section 3.3. 
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3.1 Experimental Setup and Procedures: 2-D Flapping 
Flight in Hover 
The experiment setup for 2-D flapping flight in hover consists of three main systems, 
i.e. the force measurement system, the flapping motion control system and DPIV 
system (see Fig. 3.1). The force measurement system is similar to that used by Lua et 
al. (2008). Fig. 3.2 shows an enlarged view of the customized force sensor, which is a 
high precision aluminum structure with four bending bars. Each bending bar had a 
rectangular cross section and was attached with four strain gauges on each facet. The 
16 strain gauges were then connected to Wheatstone bridges with full bridge (for force) 
and half bridge (for moment) configurations. Essentially, the sensor registers two 
components of forces on the plane of an airfoil; one along the chord and the other one 
normal to it. During the experiment, the analog signal from the force sensor was 
amplified and then low-pass filtered at a cutoff frequency of 10 Hz. The filtered signal 
was subsequently converted into digital signal by an A/D card at a sampling rate of 100 
Hz and then transformed into forces and moments using the calibration matrix obtained 
from the calibration process. To verify the accuracy of the calibration matrix, known 
weights were applied perpendicular to the airfoil at predetermined spanwise locations, 
and the measured forces were found to deviate from the applied weight by less than 
3%. This implies that moment arm has insignificant effect on the force measurements. 
Apart from the sensor uncertainty, other sources of force measurement errors include 
motor and mechanism vibration, wing motion, random noise, etc. To estimate these 
errors, standard deviation of force readings was calculated from several realizations of 
CHAPTER 3                                  METHODOLOGIES 
45 
 
experiment executing the same wing motion, and it was found to be around 1%, which 
is small compared to the force sensor uncertainty. This indicates the error from the force 
sensor is more significant compared to other possible error sources. 
 
 
Figure 3.1: Perspective drawing of the 2-D experimental setup including the 2-D 
flapping mechanism and DPIV system. 
 
In the flapping motion system, the flapping mechanism was powered by two stepper 
motors; one for the translation motion and the other one for the rotational motion. A 
two-dimensional airfoil was attached to the rotational motor through the force sensor 
and a brass shaft. This constitutes the rotational sub-assembly (see Fig. 3.2). For the 
translation of the sub-assembly, the translation motor was connected to a linear ball 
screw, where the rotational motion of the motor was converted into linear motion (Fig. 
3.1). For smoother execution of the flapping motion, both the motors were set to very 
fine stepping resolutions. Specifically, the resolution of the translation motor was set at 
0.18 degree/step, which translates into linear motion of 0.01 mm/step. Likewise, the 
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resolution of the rotational motor was set at 0.05625 degree/step. These fine-stepping 
actions of the motors helped to minimize mechanical vibration, which was sufficiently 
small not to affect the vortex shedding process. This was also verified by Lua et al. 
(2008) using the same apparatus.  
 
Figure 3.2: The sub-assembly in Fig. 3.1. Enlarged view on the right shows the 
structure of the force sensor. 
 
The whole flapping mechanism was mounted on top of an open tank of 1.4 m  1.0 m 
 0.4 m, which was supported by a steel frame (see Fig. 3.1). The working fluid was a 
glycerine/water mixture with a density of 1094.140 kg/m3 and kinematic viscosity of 
2.905  10-6 m2/s. The 2-D airfoil has an elliptic cross-section with a chord length (c) 
of 60.00 mm, maximum thickness of 7.50 mm and span (L) of 361.00 mm. The tank 
was filled up to a height of 365 mm from the bottom of the tank. When the flapping 
mechanism was fully assembled with the airfoil attached, there was a 2 mm gap 
between the bottom of the airfoil and the bottom of the tank to reduce three-dimensional 
effect caused by the tip of the airfoil and at the same time to prevent the translating 
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airfoil from scratching the tank. To avoid surface waves during the flapping motion, 
two perspex plates of 5 mm thick were installed horizontally on the fluid surface, 
leaving a 2 mm gap along the length of the tank for the airfoil shaft to travel during the 
translation motion. A vertical perspex plate (1380 mm  365 mm  5 mm) was used to 
simulate the ground plane.  
 
While precautionary steps were taken to ensure that the airfoil was properly secured 
and aligned with various parts of the flapping mechanism, there might be unavoidable 
minor misalignment of the airfoil. This may cause the airfoil cross section to deviate 
from the horizontal plane parallel to the floor of the tank. Such misalignment, if present, 
would cause the force sensor to register not only aerodynamic forces, but also the 
projected component of buoyancy and gravity on the plane of the airfoil. To remove 
such undesirable force component, the following procedure was used. 
 
First, a complete realization in the fluid (termed fluid-fast) yields the following force 
reading: 
𝐹𝑓𝑙𝑢𝑖𝑑−𝑓𝑎𝑠𝑡 = 𝐹𝑎𝑒𝑟𝑜 + 𝐹𝑖𝑛𝑒𝑟𝑡𝑖𝑎 + 𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦 + 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 
where 𝐹𝑎𝑒𝑟𝑜 denotes the aerodynamic component, 𝐹𝑖𝑛𝑒𝑟𝑡𝑖𝑎 is the component caused 
by the wing inertia, 𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦  and 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦  are projected components from 
buoyancy and gravity, respectively. 
 
Secondly, the same flapping motion was repeated in air (air-fast). Since the density of 
(3.1) 
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air is significantly smaller than that of the glycerine/water solution, the aerodynamic 
and buoyancy components are assumed to be negligible. Hence:  
𝐹𝑎𝑖𝑟−𝑓𝑎𝑠𝑡 = 𝐹𝑖𝑛𝑒𝑟𝑡𝑖𝑎 + 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 
Next, the flapping frequency was reduced to 10 times lower, while other kinematic 
parameters remained the same. At such a low frequency, both the aerodynamic and 
inertia components are assumed to be negligible. By conducting the slow motion in 
fluid and air, the force sensor would read: 
𝐹𝑓𝑙𝑢𝑖𝑑−𝑠𝑙𝑜𝑤 = 𝐹𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦 + 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 
𝐹𝑎𝑖𝑟−𝑠𝑙𝑜𝑤 = 𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑦 
Finally, by simple algebra from the above equations (3.1) to (3.4), the aerodynamic 
force component can be resolved:  
𝐹𝑎𝑒𝑟𝑜 = (𝐹𝑓𝑙𝑢𝑖𝑑−𝑓𝑎𝑠𝑡−𝐹𝑎𝑖𝑟−𝑓𝑎𝑠𝑡) − (𝐹𝑓𝑙𝑢𝑖𝑑−𝑠𝑙𝑜𝑤 − 𝐹𝑎𝑖𝑟−𝑠𝑙𝑜𝑤) 
The resulting net aerodynamic forces were smoothed using a moving average filter 
before being resolved into lift and drag. The lift and drag coefficients, based on root 











where 𝑆 is the airfoil planform area (i.e. 𝑆 = 𝐿𝑐) and Urms is the root-mean-square 






, where 𝑇 is the flapping period). 
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double shutters camera to capture flow images. The captured images had a size of 2264 
by 2020 pixels, which correspond to a physical area of 6.01c by 5.36c (c is the chord 
length of the airfoil). The pulsed laser beam was expanded into a thin laser sheet of 
about 1 mm thick using a combination of lenses and then aligned horizontally (i.e. 
parallel to the floor of the tank) at the mid-span of the airfoil. The flow field was seeded 
uniformly with 20 µm hollow glass particles, and the images were reflected into the 
camera via a 45 slanted reflective front surfaced mirror located below the transparent 
bottom of the tank. During the measurement, the flapping mechanism was 
synchronized with the camera and the laser via a Labview program. 
 
The captured images were processed using Dantec FlowManager® and 
DynamicStudio® adaptive cross correlation DPIV algorithm (see Lua et al. 2008, 2011 
and Zhang et al. 2013). “Peak validation” and “local median validation” methods were 
used to validate velocity vectors. In the peak validation, every vector was validated 
based on the value of the highest peak relative to the second highest peak in the 
correlation plane. Velocity vectors were rejected and substituted using the information 
from the neighboring vectors unless the peak validation criteria were met (i.e. the first 
peak is at least 1.2 times higher than the second peak). After the peak validation, local 
median validation method was carried out to validate the velocity vectors based on a 
comparison among neighboring vectors. Here, the velocity vectors were rejected if the 
local median validation criteria were not met, and they were substituted using the 
information of the neighboring vectors. With the interrogation area of 32 by 32 pixel 
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and 25% overlap in the final processing, a spatial resolution of velocity vector field 
0.085c was achieved. Finally, the results are filtered using a low-pass Gaussian filter, 
followed by 3  3 local averaging filter to reduce background noise. The uncertainties 
of DPIV include random and bias errors in measuring the velocity field. Quantifications 
of these errors have been done in the laboratory and results have been published in Lua 
et al. (2008). Based on a subpixel resolution of approximately 0.1 pixel and particle 
pair displacement 6.4 pixels, the uncertainty due to random error is around 6%. On the 
other hand, bias error comes from image scaling. Using a precision ruler mounted at 
the center of and parallel to the laser sheet, this scale is found to be less than 0.1%, 
which is insignificant compared to the random error. 
 
For each experimental condition, a total of twenty realizations were carried out for both 
the force and DPIV measurements, and each realization consisted of 15 flapping cycles 
for force measurement and 10 cycles for DPIV. In between each realization, there was 
a 3-minute waiting time to allow the fluid disturbance inside the tank to subside before 
starting a new realization. Past studies by Lua et al. (2008, 2011) showed that this time-
interval is more than sufficient for the background disturbances to diminish to an extent 
that its effect on the force measurement was too small to be detected by our instruments. 
 
Due to the opaque nature of the airfoil, the laser sheet inevitably cast a dark shadow 
behind the airfoil leaving that region void of data. To address this problem, the 
experiment was repeated with the airfoil orientation and motion in reverse. The 
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resulting flow field obtained from the reverse runs was then combined with that from 
the forward run using the method adopted by Lua et al. (2011). 
 
In all cases, measured forces and flow fields were based on the laboratory frame of 
reference, and time was normalized by the flapping period (i.e. 𝑡∗ = 𝑓𝑡 ) and the 
vorticity by the flapping frequency. 
3.2 Experimental Setup and Procedures: 3-D Flapping 
Flight in Hover 
Similar to the 2-D case, the experimental setup for 3-D flapping in hover consists of a 
force measurement system and a flapping motion control system. However, due to 
experimental constraints, the 3-D setup does not include a DPIV system. To fully 
resolve the complex three-dimensional flow around a 3-D flapping wing, advanced 
techniques such as stereoscopic PIV and tomographic PIV are required, which use 
multiple cameras to simultaneously focus on the same spot in the flow in order to obtain 
all three components of velocity (Elsinga et al. 2006). In contrast to the high cost and 
time-consuming setup process of such advanced PIV systems, it is more efficient to 
obtain the flow structure by means of numerical simulations, as long as the force 
measurement results from experiment match with those from CFD. The methods and 
procedures of the numerical simulations are detailed in the following section 3.3. 
 
Fig. 3.3 displays a drawing of the 3-D flapping mechanism. A pair of 3-D printed wing 
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models were fully immersed in a 1.5 m × 1.5 m × 2 m tank filled with glycerine and 
water mixture up to approximately 1.5 m high. The density and kinematic viscosity of 
the mixture were varied according to the Reynolds number under consideration. At Re 
= 5000, the fluid had a density of 1072 kg/m3 and a kinematic viscosity of 2.43  10-6 
m2/s, whereas at Re = 100, they were 1231 kg/m3 and 1.31  10-4 m2/s, respectively. 
The right wing was connected to the motion control system via a customized force 
sensor, which is also shown in an explosive view in Fig. 3.3. The core of the force 
sensor was a single-bar aluminum structure attached with 350 Ω strain gauges. Unlike 
the four-bar force sensor designed for the 2-D experiment, the 3-D sensor had only one 
bar for the purpose of avoiding interference with the flow, especially near the wing root. 
After proper arrangement (detailed in Lua et al., 2010), the strain gauges were 
connected to Wheatstone half bridges. Similar to the 2-D case, the analog voltage 
signals from the strain gauges were low-pass filtered at a cutoff frequency of 10 Hz and 
sampled at a rate of 100 Hz via a force measurement program written in LabVIEW. 
The cutoff frequency of the Butterworth low pass filter was at least 55 times higher 
than the maximum flapping frequency considered in the current thesis. With a 
conversion matrix obtained from the calibration process, the force sensor was able to 
register forces and moments that are normal to the wing planform (FN, MN in Fig. 3.4(d)) 
and axial to the wing chord (FA, MA in Fig. 3.4(d)). Additionally, a twisting moment 
MT along the wing span direction was also measured. Similar to the 2-D scenario, 
known weights were applied at predetermined locations to verify the accuracy of the 
calibration matrix, and the measured force was within 3% of the applied weight. 




Figure 3.3: Perspective drawing of the 3-D flapping mechanism. Enlarged view on 
the right shows the structure of the force sensor. 
 
Whilst the right wing was connected to the force sensor which in turn was attached to 
one of the gearboxes, the left wing was connected to the other gearbox via a “dummy” 
structure that was identical in dimensions to the force sensor (see Fig. 3.3). Each 
gearbox was actuated by three stepper motors through coaxial shafts, and was able to 
drive the wing to achieve sweeping (𝜑), elevating (𝜃) as well as twisting (𝛼) motions. 
Fig. 3.4 illustrates the projected views of the three motions. Here, the elevating angle 
𝜃  in Fig. 3.4(a) denotes the angle between the spanwise axis of the wing and a 
horizontal plane. The angle of attack 𝛼 (Fig. 3.4(b)), is defined as the angle between 
the chordwise axis and the horizontal plane, whereas the sweeping angle 𝜑  (Fig. 
3.4(c)) is referred to as the angular displacement between the projection of the spanwise 
axis on the horizontal plane and the line connecting the centers of the two gearboxes. 
With all the stepper motors set at a step size of 0.036°, a LabVIEW program calculated 
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the timing of the pulsed signals from a user-input motion profile and controlled the 
motors to achieve the required kinematics. A triggering signal was also sent out to the 
force measurement program to trigger data acquisition of the force sensor for the sake 
of synchronization.  
 
 
Figure 3.4: Illustration of elevating, twisting and sweeping motions of the 3-D 
flapping wing, as well as the registered components of the force sensor. 
 
Supported on top of the water tank, the flapping mechanism was driven by another DC 
motor, which could move the whole assembly of two wings and the force sensor 
vertically up and down the tank. A 10 mm thick Perspex plate acted as the ground plate 
(see Fig. 3.3), which was supported by standard aluminum bars and aligned to be 
horizontal. The ground clearance was accurately controlled by the vertical movement 
of the flapping mechanism.  
 
For each wing shape and kinematic profile, the experiment was repeated for 20 
realizations, and each realization consisted of 10 flapping cycles. Between two 
realizations, there was a 3-minute waiting interval for the flow disturbance to subside. 
(d) (c) 
(a) (b) 
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To resolve the aerodynamic forces, procedures outlined in section 3.1 were used. 
Following the convention by Ellington (1984), the lift and drag coefficients were 
calculated using the second moment of area of the wing, which is defined as follows:  
?̂?2




where 𝑟 is the spanwise location of a point on the wing, 𝑐 is the corresponding wing 
chord length at the point, 𝑆 is the wing planform area and 𝑅 is the wing span. The 
actual calculation of ?̂?2 was in a discrete form. The wing planform was divided into 
59 strips of equal width ℎ, and each strip was parallel to the wing chord. An example 
of such strip is depicted in Fig. 3.4(d). Due to the presence of the force sensor and 
gearbox, the flapping center was not at the wing root. Therefore, there was a radial 
offset distance 𝑅𝑜𝑓𝑓  to be taken into account in the calculation of ?̂?2 . The final 
equation for ?̂?2 is:  
?̂?2





where 𝑐𝑧 is the corresponding chord length of strip z. Based on the reference velocity 
at ?̂?2 (𝑈𝑟2 = ?̅??̂?2𝑅 = 2𝜑𝑚𝑓?̂?2𝑅, where ?̅? is the average angular velocity, 𝜑𝑚 is the 
sweep amplitude over one stroke of flapping and 𝑓 is the flapping frequency), the lift 











Before the actual experiments, two preliminary tests were carried out to determine the 
influence of the free surface and the side walls of the tank on the force measurements.  
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the free surface. Results show that the change in the cycle-averaged force is negligible 
(less than 1%) as long as the distance between the gearbox center and the fluid surface 
is longer than three times the wing mean chord 𝑐̅. Hence, in the actual experiment, the 
3𝑐̅ requirement was always fulfilled. Secondly, a perspex plate was put vertically into 
the tank and sitting on the ground plate to shorten the distance between the wing and 
the side wall. The measured cycle-averaged forces was found to deviate approximately 
1% from those captured without the false wall, thus indicating that the present tank is 
of adequate size and the side walls have insignificant influence on the force 
measurements. 
3.3 Numerical Methods 
To provide more detailed flow structure and pressure distribution near the wing, 
numerical simulation serves as a complementary mean. Throughout the thesis, all 
simulations were performed using the commercial CFD software package ANSYS○R  
FLUENT, which is based on finite volume method and solves the following integral 




∫ 𝜌𝛷𝑑𝑉 + ∫ 𝒏 ∙ (𝜌𝛷(𝒖 − 𝒖𝒈))𝑑𝐴 = ∫ 𝒏 ∙ (𝛤𝛷∇𝛷)dA +𝐴 ∫ 𝑆𝛷𝑑𝑉𝐶𝑉𝐴𝐶𝑉  
 
where CV denotes an arbitrary control volume, 𝜌 is the fluid density, 𝛷 is a general 
scalar, 𝒖 is the flow velocity, 𝒖𝒈 is the mesh velocity, 𝛤𝛷 is the diffusion coefficient 
(3.12) 
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and 𝑆𝛷 is a source term. Past studies have shown the feasibility of using FLUENT for 
simulating the unsteady flow around a flapping wing (e.g. Bos et al, 2008). 
 
To simulate the 2-D and 3-D hovering in ground effect, which are moving boundary 
problems, the Dynamic Mesh was implemented. Fig. 3.5 and Fig. 3.6 display the 
computational domain and boundary condition settings for the 2-D and 3-D hovering 
in ground effect, respectively. A rectangular domain that is slightly larger than the 
actual size of the bottom surface of the water tank in Fig. 3.1 was used. The whole 
domain was divided into two zones, i.e. a stationary zone and a dynamic zone (see Fig. 
3.5). The Dynamic Mesh was only implemented within the dynamic zone in order to 
reduce computational cost. As the 2-D airfoil was moving with prescribed kinematics, 
the positions of the unstructured grids inside the dynamic zone were automatically 
updated by FLUENT at each time step. Specifically, the prescribed velocity of the 
airfoil was passed to the surrounding grids via a spring-based smoothing method, based 
on a user-input spring constant. In addition to such Smoothing process, a Remeshing 
process would take place when a cell was overly skewed, or its length scale was outside 
a user-input range, so that the overall mesh quality was mostly conserved. The dynamic 
zone exchanged information with the stationary zone through overlapping rectangular 
interfaces, and the grids inside the stationary zone were kept unchanged. For boundary 
conditions, the no-slip wall condition was applied to the 2-D airfoil and the ground, 
while pressure outlet was used for the other three boundaries of the computational 
domain. 





Figure 3.5: Computational domain and boundary conditions for the case of 2-D 
hovering in ground effect. D indicates the ground clearance. 
 
As for the 3-D hovering case, the computational domain was treated in a similar manner, 
i.e. it was also divided into a stationary zone and a dynamic zone (refer to Fig. 3.6), 
albeit the two zones were in half-cylindrical shape. Dynamic Mesh was implemented 
inside the dynamic zone, whereas the grid in the stationary zone had a fixed position. 
The boundary conditions were also similar to those for 2-D hovering, except that a 
symmetric plane was placed perpendicular to the ground to simulate two-wing flapping. 
The computational domain is slightly larger than half the actual size of the 3-D water 
tank.  
 
For the coupling of pressure and velocity, the second-order PISO (i.e. Pressure Implicit 
with Splitting of Operators) scheme was employed, which involves one predictor step 
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and two corrector steps within one time step (Issa, 1986). Compared to other algorithms 
such as SIMPLE (i.e. Semi-Implicit Method for Pressure-Linked Equations), PISO is 
more suitable for unsteady simulation in terms of a better computational efficiency due 
to its non-iterative feature (Versteeg and Malalasekera, 2007). For spatial discretization, 
the standard scheme was selected for pressure interpolation, i.e. the pressure at the faces 
was interpolated using neighboring center values. The momentum equations were 
solved using a second-order upwind scheme. For temporal discretization, the first-order 
implicit formulation was adopted, since it was the only available option with the 
implementation of Dynamic Mesh. 
 
Figure 3.6: Computational domain and boundary conditions for the case of 3-D 
hovering in ground effect. The domain is slightly larger than half the actual size 
of the 3-D water tank. 
 
For both the 2-D and the 3-D hovering cases, the computational domain was meshed 
with a size function, which expanded the mesh size from the airfoil/wing with a 
constant ratio. The grid convergence tests were carried out and presented in Table 3.1 
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and 3.2 for 2-D and 3-D simulations, respectively. From Table 3.1, it can be seen that 
despite the number of cells for mesh 3 was more than three times higher than mesh 2, 
the difference in cycle-averaged lift coefficient was less than 1%. Therefore, mesh 2 
was selected for the 2-D simulation. Similarly, mesh 3 was chosen for the 3-D 
simulation based on the results shown in Table 3.2. 
 
To validate the solver, the simulation by Gao and Lu (2008) was repeated using 
FLUENT. Specifically, an elliptic airfoil with 25% thickness to chord ratio was 
prescribed with combined translational and rotational motions at different ground  
 
Table 3.1: Grid convergence test for 2-D ground effect simulation. The test case is 
advanced rotation with 𝝓 = 𝟏𝟑𝟓° at Re = 1000, 𝑫/𝒄 = 2.0 (refer to Chapter 4 
for definitions). 
Case Number of 
cells 
𝑪?̅? %∆𝑪?̅? 𝑪𝒍_𝒓𝒎𝒔 %∆𝑪𝒍_𝒓𝒎𝒔 
1 19838 1.49819  1.23261  
2 25362 1.47882 -1.30 1.25279 1.624 
3 78880 1.48052 0.11 1.25745 0.371 
 
Table 3.2: Grid convergence test for 3-D ground effect simulation. The test case is 
elliptic wing in SHM65 motion at Re = 5000, 𝑫/?̅? = ∞ (refer to Chapter 5 for 
definitions). 
Case Number of 
cells 
𝑪?̅? %∆𝑪?̅? 𝑪𝒍_𝒓𝒎𝒔 %∆𝑪𝒍_𝒓𝒎𝒔 
1 404809 1.503439  1.03806  
2 624920 1.529674 1.73 1.06577 2.635 
3 887767 1.554805 1.63 1.07244 0.623 
4 1392824 1.556817 0.13 1.07337 0.086 
 




Figure 3.7: Comparison of transient lift (𝑪𝒍) and drag (𝑪𝒅) coefficients between 
the present numerical results and those by Gao and Lu (2008) (indicated by GL). 
 
clearances (D/c) and Reynolds number 100 based on the maximum translational 
velocity. Note that at this Re, the flow is assumed to be laminar. The rotational 
amplitude was 45°, whereas the translational amplitude was 1.25 times of chord length. 
Fig. 3.7 compares the transient lift and drag coefficients in one flapping cycle solved 
by the present FVM code and the LBM (Lattice Boltzmann Method) code by Gao and 
Lu (2008). A reasonable agreement can be observed between the two codes for various 
ground clearances. 
 
Since the 2-D experiment in the present study was conducted at a higher Re = 1000, 
CHAPTER 3                                  METHODOLOGIES 
62 
 
which lies in the intermediate range of insect flight, the same Re has to be matched in 
the simulation. Nevertheless, the CFD results using a laminar model showed a 
surprising chaotic behavior (see Fig. 3.8). Past studies, although few in numbers, also 
reported that a chaotic flow could occur on an oscillating foil as the amplitude increased 
or a simultaneous rotation was prescribed (Blondeaux et al. 2005). The transition from 
periodicity to chaos could even occur on a circular cylinder (Vittori and Blondeaux, 
1993), through a “quasiperiodicity and phase locking scenario” as claimed by the 
authors. Fig. 3.9 displays some snapshots of the vorticity field obtained from simulation 
as well as experiment. It can be seen from the laminar results (left column in Fig. 3.9) 
that as the airfoil starts a new stroke, it is interacting intensely with strong wake vortices 
(Fig. 3.9(b)), which is not observable in the experiment (middle column in Fig. 3.9). In 
addition, after the interaction (Fig. 3.9(c)), the wake vortices are barely dissipated. 
However, experimental results show a significant dissipation of the wake vortices. Such 
inadequate dissipation in the laminar model causes frequent and irregular wing-wake 
interaction, resulting in an aperiodic flow pattern. In the dissertation by Olivier (2014), 
similar chaotic flow was also reported in a forward flight condition using a laminar 
model. Therefore, additional source of numerical dissipation is required, and one way 
is to introduce a turbulence model.  
 




Figure 3.8: Chaotic force behavior of an oscillating airfoil at D/c = 1.0 simulated 
with laminar model.  
 
In Fig. 3.10, three well-established turbulence models, i.e. the standard 𝑘 − 𝜀 model 
(Launder and Spalding, 1974), the Spalart-Allmaras model (Spalart and Allmaras, 1994) 
and the 𝑘 − 𝜔 SST model (Menter, 1993), have been tested. All these three models 
predicted a periodic pattern, which is consistent with the experiment. Yet, the standard 
𝑘 − 𝜀 model achieved the best match. As shown in Fig. 3.9 (right column), the flow 
structure computed by the 𝑘 − 𝜀 model also had a good agreement with that obtained 
from DPIV measurement. The wake vortices had a similar dissipation rate as the 
experiment. Therefore, the 𝑘 − 𝜀 model was employed to simulate the 2-D hovering 
in ground effect in the present thesis. 
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Figure 3.9: Transient lift (𝑪𝒍) and drag (𝑪𝒅) coefficients predicted by different 
turbulent models in comparison with experimental results. (a) 𝒕∗ = 0.1; (b) 𝒕∗ = 
0.3; (c) 𝒕∗ = 0.5. 
 
In the literature, some studies actually argued that the wake of a flapping wing or an 
oscillating airfoil is fully turbulent at 𝑅𝑒 < 104 and employed a turbulence model to 
solve the Reynolds-Averaged Navier-Stokes (RANS) equations. For example, Jones 
and Yamaleev (2013) used the Spalart-Allmaras (SA) model (Spalart and Allmaras, 
1994) to simulate a 3-D flapping wing in forward flight condition at 𝑅𝑒  = 2000. 
Olivier (2014) also introduced the SA model in his simulation of a 2-D flexible airfoil 
at 𝑅𝑒 = 800. On the other hand, many other scholars did not employ any turbulence 
model, either because the simulation was carried out at 𝑅𝑒~𝑂(102), or they simply 
assumed the flow to be purely laminar without experimental validation (for instance, 
see the numerical investigation by Broering and Lian (2012) on a pair of flapping foils 
in a tandem configuration at 𝑅𝑒 = 104). In the present thesis, the 𝑘 − 𝜀 model serves 
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as a source of dissipation. The associated flow of a flapping airfoil/wing in hovering 
mode may or may not be turbulent, and an instability analysis is needed, which is 
beyond the scope of the current work. 
 
The standard 𝑘 − 𝜀 model introduces two transport equations for the turbulent kinetic 
energy 𝑘 and the turbulence dissipation rate 𝜀 (Versteeg and Malalasekera, 2007): 




































where 𝜇𝑡 = 𝜌𝐶𝜇 𝑘
2 𝜀⁄  is the eddy viscosity, 𝐶𝜇, σ𝑘, σ𝜀, 𝐶1𝜀 and 𝐶2𝜀 are empirical 
constants with the following default values:  
𝐶𝜇 = 0.09, σ𝑘 = 1.00, σ𝜀 = 1.30, 𝐶1𝜀 = 1.44, 𝐶2𝜀 = 1.92. 
Equations (3.13) and (3.14) were discretized with a second-order upwind scheme, and 
the turbulent conditions at the boundary were specified with a turbulent intensity of 1% 
and a length scale of one chord. The computed 𝑦+ was at the order of 1, so that the 









Figure 3.10: Transient (a) lift (𝑪𝒍) and (b) drag (𝑪𝒅) coefficients on a 2-D oscillating 
airfoil at D/c = 1.0 predicted by different turbulence models in comparison with 
experimental results.  
 
To be consistent with the 2-D simulation, the standard 𝑘 − 𝜀  model was also 
employed in the case of 3-D hovering in ground effect at Re = 5000, although a previous 
study by Young et al. (2008) on a 3-D wing showed that the difference between laminar 
and turbulent results was insignificant even at Re = 29048, due to the quasi-steady 
nature of 3-D flapping. Fig. 3.11 displays the comparison of aerodynamic force 
coefficients between experiment and simulation. The overall trend is well validated, 
although the CFD results can be seen to have a slight underestimation. 




Figure: 3.11 Validation of the present code on a 3-D hovering wing at 𝑫/?̅? = 1.0. 







Two-dimensional Hovering in Ground 
Effect 
 
This chapter covers the first part of the study on flapping wing in ground effect, where 
a two-dimensional (2-D) airfoil oscillates close to a plane wall. Several kinematic 
profiles are prescribed to the airfoil, including the normal hovering mode, advanced 
and delayed rotations, and the insect-like mode. A description of the 2-D problem is 
given in section 4.1. Detailed analysis of force pattern and flow structure corresponding 
to the three aforementioned types of kinematics is presented in section 4.2 to 4.4, 
respectively. Finally, an overall summary of the results is presented in section 4.5. 
 
4.1 Problem Formulation 
A schematic drawing of a 2-D airfoil oscillating next to a plane wall is shown in Fig. 
4.1. The airfoil has an elliptic cross section with a thickness ratio of 0.125, as introduced 
                                                             
 Part of this work has also appeared in Experiments in Fluids 55:1787, 2014. 
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in Chapter 3. The horizontal translation of the airfoil is parallel to the ground plane, 
and the ground clearance D is defined as the distance between the airfoil center and the 
ground. Since the airfoil rotates about its center, D remains fixed throughout the 
oscillation cycle. For all the kinematics investigated here, D ranges from 1 to 5 times 
of the airfoil chord length c. An additional case without the ground plane (i.e. 𝐷/𝑐 =
∞) is conducted for the purpose of comparison. The translation from left to right is 
termed as a downstroke, followed by an upstroke from right to left. The equations for 
the translational displacement 𝐴 and the instantaneous angle of attack (AoA) 𝛼 fully 
describe the airfoil kinematics. It is necessary to clarify here that the AoA of the airfoil 
is relative to downstroke direction. Thus, during the downstroke, 0° < 𝛼 < 90° 
indicates a positive AoA, whereas 90° < 𝛼 < 180° denotes AoA. In contrast, during 




Figure 4.1: Schematics of a generic 2-D airfoil oscillating close to a ground plane. 
The airfoils in black indicate selected downstroke positions and those in white 
indicate the corresponding upstroke positions. A triangle at the tip of each airfoil 
signifies the leading edge. 
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The first type of prescribed kinematics is the normal hovering mode (see Fig. 4.1), 
since it is commonly observed in most hovering insects (Freymuth, 1990). In this 
scenario, the airfoil has an AoA of 90° at the start of a stroke and pitches down to the 
minimum AoA at the middle, before it pitches up back to 90° again. The translation 
and rotation are simple harmonic motions, which can be mathematically expressed as 
follows: 




+ 𝛼𝑚 𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜙)  
where 𝐴𝑚  is the translational amplitude, 𝑓  is the flapping frequency, 𝑡  is the 
dimensional time, 𝛼𝑚  is the rotational amplitude and 𝜙  is the phase angle, 
respectively. Normalized profiles of translational velocity (𝑈 𝑈𝑚𝑎𝑥⁄ ) and acceleration 
(𝑈′/𝑈𝑚𝑎𝑥
′ ), as well as the instantaneous AoA (𝛼) and angular velocity (𝛼′/𝛼𝑚𝑎𝑥
′ ) 
are plotted in Fig. 4.2 for further illustration of the kinematics. In the present study, 
𝐴𝑚, 𝑓, 𝜙 are fixed, whereas 𝛼𝑚 has three different values: 30
°, 45° and 60°. The 
Reynolds number, based on the root mean square translational velocity ( 𝑈𝑟𝑚𝑠 =
√2𝜋𝑓𝐴𝑚 ) and the airfoil chord length (c), is fixed at 1000. A summary of the 
parameters and their values is given in Table 4.1. 
 
The second kinematics is similar to the normal hovering mode, except that the phase 
angle 𝜙 between translation and rotation is altered to either advance (90° < 𝜙 < 180°) 
or delay (0° < 𝜙 < 90°) the rotation. The airfoil motions can still be described by Eq. 
4.1 and 4.2, with 𝐴𝑚 , 𝑓  the same as those for normal hovering mode, 𝛼𝑚 
(4.1) 
(4.2) 
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maintained at 45°  and 𝜙 = 0° , 45° , 135°  and 180°  (i.e. two advanced and two 
delayed cases). 
 
Figure 4.2: Normalized profiles for normal hovering mode. 𝑼, 𝑼′ , 𝜶 and 𝜶′ 
are the translational velocity, translational acceleration, instantaneous angle and 
angular velocity, respectively. 
 
Table 4.1: Summary of the parameters for normal hovering mode. 
Parameters Values 
𝐴𝑚 1.25c 
𝑓 0.1455 Hz 
c 60 mm 
𝛼𝑚 30
°, 45°, 60° 
𝜙 90° 
D 1c to 5c 
𝑅𝑒 = 𝑈𝑟𝑚𝑠𝑐/𝜐 1000 
 
Figure 4.3 shows the schematics of the advanced and delayed rotation, respectively. 
For advanced rotation, the airfoil reaches 90° AoA before it reverses in translation 
direction. In other words, there is an initial positive AoA at the start of a stroke. 
Conversely, a delayed rotation means that the airfoil chord is vertical only after stroke 
reversal and hence has a negative AoA at the beginning of a stroke.  




Figure 4.3: Schematics of (a) advanced and (b) delayed rotation. The airfoils in 
black indicate selected downstroke positions and those in white indicate the 
corresponding upstroke positions. A triangle at the tip of each airfoil signifies the 
leading edge. 
 
The final kinematics is insect-like mode. Specifically, two insect kinematics, i.e. 
hawkmoth and fruitfly motions, are prescribed to the 2-D airfoil (see Fig. 4.4). Both 
motions are extracted from Liu and Aono (2009). The 2-D translation is equivalent to 
the sweeping motion at the second moment of area (?̂?2) of the respective 3-D insect 
wing (elevating motion is ignored). For example, to generate the horizontal translation 
for the hawkmoth motion, the arc length travelled by a point at ?̂?2 of the 3-D scaled 
hawkmoth model wing is first calculated from the sweeping motion component and 
normalized by the mean chord length of the wing. Also note that the flapping center of 
the wing is assumed to be at the root, i.e. the radial offset distance 𝑅𝑜𝑓𝑓 in the 3-D 
ground effect experiment (refer to Chapter 3, section 3.2) is not considered. The 
dimensionless arc length is then transformed to horizontal translation of the 2-D airfoil. 
The Reynolds number for these two insect-like kinematics, based on the averaged 
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translational velocity and chord length, is fixed at 900 in order to be consistent with the 
normal hovering mode and advanced/delayed rotation. 
 
As can be observed from Fig. 4.4., the hawkmoth motion has an advanced rotation, 
whereas the fruitfly motion has a slightly delayed rotation. Therefore, these two insect-
like motions not only represent more realistic kinematics in nature, but also offer 
certain cross comparisons with the advanced/delayed rotation. 
 
 
Figure 4.4: Schematics of insect-like motions. (a) Hawkmoth and (b) fruitfly 
motions. The airfoils in black indicate selected downstroke positions and those in 
white indicate the corresponding upstroke positions. A triangle at the tip of each 
airfoil signifies the leading edge. 
 
4.2 Normal Hovering Mode 
In this section, results of ground effect on a 2-D elliptic airfoil undergoing normal 
hovering mode are presented. The main parameters under investigation are the ground 
clearance D and the rotational amplitude 𝛼𝑚.  
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4.2.1 𝜶𝒎 = 𝟒𝟓
° 
Figure 4.5 shows the cycle-averaged lift and drag coefficients as a function of ground 
clearance for 𝛼𝑚 = 45
°. It should be noted that the cycle-averaging process was 
conducted over several cycles long after the transient force had reached a periodic state, 
i.e. the measured force of one cycle remains similar for every subsequent cycle. It can 
be seen that the experimental results match numerical results well. As the airfoil 
approached the ground, both lift and drag experienced an initial reduction until they 
reached their respective minima at (𝐷/𝑐)  2 to 3, thereafter they increased rapidly 
(see Fig. 4.5, note that the reduction of drag in the force reduction regime is less 
significant, especially for the experimental results. For other kinematics in the 
subsequent sections, the drag reduction is more profound). This “L-like” trend is 
consistent with the computed result of Gao and Lu (2008) although their absolute 
magnitudes were lower, probably due to a lower Reynolds number of 100 used in their 
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Figure 4.5: Cycle-averaged lift (?̅?𝒍) and drag (?̅?𝒅) coefficients as functions of 
ground clearance (𝑫/𝒄) for 𝜶𝒎 = 𝟒𝟓
°. Exp: experimental results with 3% error 
bars indicating force sensor accuracy. CFD: Numerical simulation results. 
 
which are referred to as force enhancement,force reduction and force recovery. This 
behavior is distinct from fixed wing ground effect where lift is known to decrease 
monotonically with increasing ground clearance (Luo and Chen 2012). 
 
To better understand how the cycle-averaged forces are influenced by the ground effect, 
their time-histories during one flapping cycle in the periodic state are displayed in Fig. 
4.6. Figure 4.6(a) and (c) are the transient lift and drag coefficients obtained from 
experiment, respectively, whereas Fig. 4.6(b) and (d) show results from CFD. For ease 
of reference, the start of the cycle is referred to as 𝑡∗ = 0.0. At this juncture, it is worth 
noting that the direction of positive drag force is always opposite to the instantaneous 
translation motion. This means that at stroke reversal, the positive drag force direction 
also reversed. As expected, the drag force was not zero at 𝑡∗ = 0.0, and due to the 
presence of wake capture, which will be discussed later, there was also a small lift force 
generated at the same instant.  
 
For the lowest ground clearance of 𝐷/𝑐 = 1.0, Fig. 4.6(a) and (c) clearly show that as 
the airfoil was accelerating and pitching down during the initial part of the downstroke, 
the transient force increased rapidly to reach an early peak at 𝑡∗ = 0.15. Thereafter, 
it decreased until the end of the downstroke. For the upstroke, similar trend was 
observed, with the peak force occurred at 𝑡∗ = 0.65. At higher ground clearance, this  




Figure 4.6: Transient lift ( 𝑪𝒍 ) and drag ( 𝑪𝒅 ) coefficients at various ground 
clearance (𝑫/𝒄) in one flapping cycle for 𝜶𝒎 = 𝟒𝟓
°. (a) and (c) are experimental 
results; (b) and (d) are numerical simulation results. Red arrows indicate the early 
peak lift and black arrow indicates the mid-stroke peak lift. 
 
early peak started to decrease and shifted to the earlier part of the stroke for both the 
downstroke and upstroke (see the red arrows in Fig. 4.6(a)). This resulted in the 
emergence of a new local maximum force in the later part of the stroke at around 𝑡∗ =
0.3 and 𝑡∗ = 0.8 (henceforth referred to as mid-stroke peak) as can be seen in Fig. 
4.6(a). The mid-stroke peaks of downstroke and upstroke were different in magnitude, 
causing the force distribution to becoming more asymmetric between the downstroke 
and upstroke, even though the flapping motion was symmetrical. For the downstroke, 
the mid-stroke peak at first increased with increasing ground clearance until 𝐷/𝑐 =
3.0, then it started to decrease at higher ground clearance. In contrast, the mid-stroke 
peak for the upstroke continued to grow with increasing ground clearance. It should be 
pointed out that such asymmetry may come from evolution of wing-wake interaction. 
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The airfoil started the first stroke of the first cycle in an initially undisturbed fluid (i.e. 
no wake vortices), but experienced the wake effect in the subsequent strokes. Such 
wake effect may affect LEV formation, and this progressive evolution may result in 
asymmetry even in the periodic state. In the case of small ground clearance, e.g. 𝐷/𝑐 =
1.0, asymmetry is not observed, probably due to extra diffusion induced by the ground. 
Alternatively, the asymmetry could be explained by the difference in the downward jet, 
as claimed by Trizila et al. (2008). In their simulations, they found that depending on 
the initial condition, a symmetrical flapping motion could lead to asymmetric force and 
flow structure of a 2-D airfoil, even after 40 cycles of flapping. The presence of the 
ground, in this case, would reduce the downward jet strength, and therefore help the 
flow to stay symmetrical. The downward velocity contours will be discussed later in 
this section. By relating transient force in Fig. 4.6(a) to the cycle-averaged force in Fig. 
4.5, it appears that when the airfoil was closest to the ground (i.e. 𝐷/𝑐 < 2.0), the early 
peak depicted in the time-dependent force contributed to the significant force increase 
in the “force enhancement regime”. Likewise, the reduction in the early peak when 
𝐷 𝑐⁄ > 2.0 contributed to the overall force reduction in the “force reduction regime”. 
Similarly, the increase in the mid-stroke peak in the later part of the stroke was crucial 
in the “force recovery regime”. 
 
To obtain an insight into how the transient forces come about, they are correlated with 
the flow structures obtained from DPIV at crucial time instants when significant 
changes in the force generation occur. For ease of identification of the vortices, each 
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vortex is labeled according to the stroke and the sequence at which it was generated as 
well as the sign of its circulation. For example, TEVd_2 (+) refers to the second TEV 
generated in the downstroke and the circulation is positive (counter clockwise). 
Likewise, LEVu_1 (-) refers to the LEV generated in the upstroke and its circulation is 
negative (i.e. clockwise). Note that a subscript to LEV is included primarily for 
consistency with the labeling system, it does not necessarily mean that there are more 
than one LEV.  
 
In Fig. 4.7, flow structure captured in one cycle in the periodic state is presented for 
𝐷/𝑐 = 1.0. Since the transient lift force for the downstroke is similar to the upstroke, 
the discussion is restricted to the downstroke only to avoid repetition. It can be seen 
from Fig. 4.7 that soon after the airfoil started the downstroke motion (i.e. from 𝑡∗ = 
0.0 to 0.1), new LEV (LEVd_1(+)) and TEV (TEVd_1(-)) were generated at the leading 
and trailing edges of the airfoil. At the same time, the airfoil encountered the wake 
vortices generated in the previous upstroke (i.e. LEVu_1(-) and TEVu_2(+)). These wake 
vortices paired up to form a vortex-pair (or dipole) that produced a relatively strong 
induced flow or jet-like flow that impinged on the windward side of the airfoil. The 
momentum transferred from the jet impingement (or wake capture) led to the surge in 
the force generation experienced by the airfoil during the early part of the downstroke. 
Eventually, this vortex pair (i.e. LEVu_1(-) and TEVu_2(+)) was separated by airfoil 
reversal and swept over the edges of the airfoil at around 𝑡∗ = 0.2. The separation of 
the vortex pair weakened the strength of the jet-like flow, and this contributed to force  





Figure 4.7: Vorticity contours at selected time instants in the downstroke at 𝑫/𝒄 
= 1.0 and 𝜶𝒎 = 𝟒𝟓
°. (a) 𝒕∗ = 0.0; (b) 𝒕∗ = 0.1; (c) 𝒕∗ = 0.2; (d) 𝒕∗ = 0.3; (e) 
𝒕∗ = 0.4; (f) 𝒕∗ = 0.5. Left column is the numerical simulation results and right 
column is the experimental results. 
 
reduction after reaching a peak value at 𝑡∗  0.15. When both LEVd_1 (+) and TEVd_1(-) 
CHAPTER 4                 2-D HOVERING IN GROUND EFFECT 
80 
 
were eventually shed from the airfoil, new TEVd_2(-) was initiated. As the airfoil 
decelerated and pitched up towards the end of the stroke, both the drag and the lift 
decreased. At the completion of the stroke, the lift returned to near zero value after 
reaching a local minimum at 𝑡∗ = 0.42, whereas the drag ended with a finite value. 
The whole process was repeated in the upstroke. 
 
At higher ground clearance of 𝐷/𝑐 = 1.5, the vortex structures were broadly similar 
to those at 𝐷/𝑐 = 1.0 except that the vortex pair from the previous stroke (LEVu_1(-) 
and TEVu_2(+)) had shifted more towards the trailing edge of the airfoil. This weakened 
the effect of the jet-like flow on the airfoil (see Fig. 4.8), which may help to explain 
why the early peak force reduced in magnitude (indicated by the red arrows in Fig. 4.6). 
Close examination of Fig. 4.8 shows that at higher ground clearance, the ground was 
no longer impeding the downward movement of the wake vortices, and this resulted in 
the vortex pair as a whole stayed closer to the airfoil surface and nearer to the trailing 
edge. The positional shift of the vortex pair nearer to the airfoil may explain the phase 
shift of the early peak force, since the closer the vortex pair to the airfoil, the earlier 
was the wake effect. On the other hand, the positional shift of the vortex pair also 
caused a directional change in the induced velocity or jet-like flow impinging on the 
airfoil as can be seen in the streamline pattern in Fig. 4.8. This could be correlated with 
the reduction of the early peak force. At this point, it is important to stress that 
streamline patterns, unlike vorticity field, are dependent on the velocity of the observer. 
When the velocity of the observer changes, the streamline pattern seen by the observer 
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also changes. Therefore, to see a vortex in its correct or actual position, the observer 
must move with the convection velocity of the vortex. A paper discussing this topic in 
great details can be found in Perry et al. (1982). In Fig. 4.8, the streamline patterns are 
plotted side by side with vorticity just to show the induced velocity or jet-like flow 
direction from the vortex pair of the previous stroke. It can be observed from Fig. 4.8 
that as the ground clearance increased, the direction of the jet-like flow turned 
increasingly towards the trailing edge until 𝐷/𝑐 = 3.0 and thereafter it moved away 
from the trailing edge towards the airfoil again at 𝐷/𝑐 = ∞. The latter observation was 
consistent with the transient force depicted in Fig. 4.6(a) where it can be seen that the 
peak lift in the early part of the downstroke at 𝐷/𝑐 = ∞ was higher than at 𝐷/𝑐 = 
3.0. 
 
Another phenomenon brought by the strong induced velocity from the wake vortices at 
close ground clearance was a stronger LEV that was formed on the leeside of the airfoil, 
as displayed in Fig. 4.9. As the airfoil reversed and interacted with the wake at 𝐷/𝑐 =
1.0, the LEVu_1(-) from the previous upstroke rolled over the leading edge of the airfoil, 
and induced a new LEV with a higher circulation of the opposite sign. Correspondingly, 
from the pressure contour in Fig. 4.9, it can be seen that the pressure on the leeside of 
the airfoil for 𝐷/𝑐 = 1.0 was much lower than that for 𝐷/𝑐 = 3.0, indicating more 
significant suction effect from the LEV core. Therefore, based on the evidence in hand, 
the strong induced velocity of the wake vortex pair is responsible for the early peak in 
the transient forces. 




Figure 4.8: Flow structure for different 𝑫/𝒄 at 𝒕∗ = 0.0 and 𝜶𝒎 = 𝟒𝟓
°. (a) 𝑫/𝒄 
= 1.0; (b) 𝑫/𝒄 = 1.5; (c) 𝑫/𝒄 = 2.0; (d) 𝑫/𝒄  = 3.0 and (e) 𝑫/𝒄 = ∞ . First 
columns from left: vorticity contours from numerical simulation results, second 
column: experimental results, third column: Instantaneous streamline and fourth 
column: pressure contour. Black arrows on the streamline plots indicate the 
direction of the jet-like flow. 
 
While the early part of the airfoil motion led to wake capture, the ensuing motion with 
the airfoil accelerating and pitching down helped to reinforce LEV and prolong its 
attachment on the airfoil. This may explain why the aerodynamic forces continued to 
increase after mid-stroke even though the airfoil was decelerating. Figure 4.10 depicts 
snapshots of the vorticity and pressure field for ground clearance from 𝐷/𝑐 =  1.0 to 
∞. Unlike the two lowest ground clearance cases (i.e. 𝐷/𝑐 =  1.0 and 1.5), where 
strong LEV generated at the beginning of a stroke was subsequently shed and weakened  




Figure 4.9: Flow structure for different 𝑫/𝒄 at 𝒕∗ = 0.1 and 𝜶𝒎 = 𝟒𝟓
°. (a) 𝑫/𝒄 
= 1.0; (b) 𝑫/𝒄 = 1.5; (c) 𝑫/𝒄 = 2.0; (d) 𝑫/𝒄 = 3.0 and (e) 𝑫/𝒄 = ∞. Left column: 
vorticity contours from CFD; middle column: vorticity contours from experiment; 
right column: pressure contour. G indicates ground. 
 
towards the end of the stroke, the LEV generated at higher ground clearance (i.e. 
𝐷/𝑐 > 2.0) kept growing and remained attached to the leeside of the airfoil with 
increasing 𝐷/𝑐. The low-pressure associated with the center of the attached LEV 
produced a suction effect, which helped to enhance the lift force (see pressure contour 
in Fig. 4.10). The relative behavior of this attached LEV may also help to explain the  




Figure 4.10: Numerical simulation flow structure for different 𝑫/𝒄 at 𝒕∗ = 0.3 
and 0.8 for 𝜶𝒎 = 𝟒𝟓
°. (a) 𝑫/𝒄 = 1.0; (b) 𝑫/𝒄 = 1.5; (c) 𝑫/𝒄 = 2.0; (d) 𝑫/𝒄 = 
3.0 and (e) 𝑫/𝒄 = ∞. Content labels are attached on top of each column. 
 
asymmetric pattern in Fig. 4.6(a) during the upstroke and downstroke when the airfoil 
was at a higher ground clearance. For example, at 𝐷/𝑐 = ∞, the LEV formed in the 
upstroke (𝑡∗= 0.8 in Fig. 4.10) had a stronger vorticity than its counterpart in the 
downstroke (𝑡∗= 0.3). And because part of the downstroke LEV was shed, this could 
understandably be correlated with asymmetric forces (refer to Fig. 4.6(a), where the 
transient lift for 𝐷/𝑐 = ∞ at 𝑡∗= 0.8 is higher than that at 𝑡∗= 0.3). The different 
behavior of LEV at different ground clearances can be correlated with the downward 
jet strength, which is shown in the vertical velocity contour in Fig. 4.11. After the airfoil 
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interacted with the wake vortices in the early stroke, it was facing a downward velocity 
zone. This downward jet, as also reported by Trizila et al. (2008), was initiated by the 
airfoil motion in the first stroke, and reinforced by the LEVs in each subsequent stroke. 
As introduced in Chapter 2, the downward jet reduces the effective AoA of the airfoil. 
The effect of such reduction is twofold. On one hand, it decreases lift according to the 
classical attached-flow aerodynamics. On the other, it may help the LEV to stay 
attached on the leeside of the airfoil and hence increase lift.  
 
In the scenario of 𝛼𝑚 = 45
°, it can be observed from Fig. 4.10 that the flow was not 
attached near mid-stroke for low ground clearance cases. Therefore, the effect of the 
downward jet keeping the LEV attached was more dominant. As shown in Fig. 4.11, 
the downward jet strength increased with ground clearance, and this led to a more 
attached LEV at higher ground clearance (see Fig. 4.10). Also, the difference in the 
downward jet strength between downstroke and upstroke can be correlated with the 
asymmetric pattern in the transient force and LEV behavior mentioned earlier. For 
example, the downward jet in the downstroke for 𝐷/𝑐 = ∞ was weaker than that in 
the upstroke (see Fig. 4.11). Hence, a higher effective AoA in the downstroke caused 
part of the LEV to shed and resulted in a smaller mid-stoke peak.  
 
To sum up, the early peak in the transient forces was responsible for the force 
enhancement regime, and it was due to a strong induced velocity from the wake vortices. 
The mid-stroke peak, on the other hand, was responsible for the force recovery regime, 
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Figure. 4.11: Vertical velocity contour (or strength of downward jet) for different 
𝑫/𝒄 at 𝒕∗ = 0.1 and 0.6 for 𝜶𝒎 = 𝟒𝟓
°. (a) 𝑫/𝒄 = 1.0; (b) 𝑫/𝒄 = 1.5; (c) 𝑫/𝒄 = 
2.0; (d) 𝑫/𝒄 = 3.0 and (e) 𝑫/𝒄 = ∞. 
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4.2.2 Effect of Rotational Amplitude 
In this sub-section, the effect of rotational amplitude 𝛼𝑚 is examined. Two values of 
𝛼𝑚, 30
° and 60°, were selected for comparison with the results of 45°discussed in 
the previous sub-section. The change in 𝛼𝑚 alters the mid-stroke AoA, the rotational 
velocity and the angular acceleration of the airfoil. Specifically, it can be deduced from 
Eq. 4.2 that a higher 𝛼𝑚 means a lower mid-stroke AoA and a more rapid pitching up 
after mid-stroke.  
 
 
Figure 4.12: Cycle-averaged lift (?̅?𝒍) and drag (?̅?𝒅) coefficients as functions of 
ground clearance (𝑫/𝒄). (a) 𝜶𝒎 = 𝟑𝟎
°  and (b) 𝜶𝒎 = 𝟔𝟎
° . Exp: experimental 
results with 3% error bars. CFD: numerical simulation results. 
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Figure 4.12 displays the cycle-averaged lift and drag coefficients for 𝛼𝑚 = 30
° and 
60°, respectively. The CFD results match well with experimental results. For 𝛼𝑚 =
30° , the results were similar to those of 𝛼𝑚 = 45
°  (refer to Fig. 4.5). The force 
enhancement, force reduction and force recovery regimes can be identified clearly. For 
higher rotational amplitude 𝛼𝑚 = 60
°, however, the force reduction regime was less 
significant, and the cycle-averaged forces at a given ground clearance were lower. In 
other words, higher rotational amplitudes generally produced lower lift and drag forces 
and promoted faster recovery in the force recovery regime.  
 
For the case of 𝛼𝑚 = 30
°, the transient lift and drag coefficients in one complete cycle 
in the periodic state are plotted in Fig. 4.13. Similar pattern as that of 𝛼𝑚 = 45
°can be 
observed, i.e. the early peak as well as the mid-stroke peak are identifiable (red and 
black arrows). Snapshots of CFD and DPIV results for 𝛼𝑚 = 30
°  taken at critical 
instants of 𝐷/𝑐  = 1.0, 2.0 and ∞  are shown in Fig. 4.14. They represent the 
enhancement, reduction and recovery regimes, respectively. Similar change in the flow 
structure as the airfoil receded from the ground can be observed, such as the positional 
shift of the wake vortices causing change in induced velocity direction, the more 
attached LEV and the asymmetric pattern between downstroke and upstroke at higher 
ground clearance (compare 𝑡∗= 0.3 and 0.8). The similarity in the force distributions 
and DPIV results between 𝛼𝑚 = 30
° and 𝛼𝑚 = 45
° suggests that similar lift 
generation mechanism was at play. 
 




Figure 4.13: Transient lift (𝑪𝒍 ) and drag (𝑪𝒅 ) coefficients at various ground 
clearance (𝑫/𝒄) in one flapping cycle for 𝜶𝒎 = 𝟑𝟎
°. (a) and (c) are experimental 
results; (b) and (d) are numerical simulation results. Red arrows indicate the early 
peak lift and black arrow indicates the mid-stroke peak lift. 
 
As for 𝛼𝑚 = 60
°, the transient forces in Fig. 4.15 show a slightly different distribution 
from the two lower amplitude cases, 𝛼𝑚 = 30
° and 𝛼𝑚 = 45
° . In the force 
enhancement regime, the early peak force had similar behavior, i.e. it decreased as the 
ground clearance increased. Fig. 4.16 shows the flow fields for the ground clearance 
of 1.0, 2.5 and . The selected instants include 𝑡∗ = 0.1, 0.3 and 0.5, respectively. 
They correspond to the same instants in the transient forces depicted in Fig. 4.15. It 
can be seen from Fig. 4.16 (𝑡∗ = 0.1 and 0.5) that the early peak can also be correlated 
with the jet-like flow from the wake vortex pair (LEVu_1(-) and TEVu_2(+)). The 
presence of the ground surface restricted the downward convection of TEVu_2(+), and 
hence the induced velocity from the wake vortex pair was favorable at 𝐷/𝑐 = 1.0. In  
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contrast, the change in the mid-stroke peak among different ground clearances was less 
significant compared to 𝛼𝑚 = 30
° and 𝛼𝑚 = 45
° (more obvious in the CFD results). 
As shown in Fig. 4.16 (𝑡∗ = 0.3), a concentrated LEVd_1(+) was shed from the leading 
edge of the airfoil regardless of the ground clearance, probably due to the large pitching 
down motion at the first half of stroke. Due to the low AoA at mid-stroke, a shear layer 
emanating from the leading edge was still attached on the leeside of the airfoil for 
𝐷/𝑐 = 2.5  and ∞ , as can be seen from the simulation results. From DPIV 
measurement, however, such thin shear layer was difficult to be resolved due to 
perspective blockage of near-wing flow structure by the wing (i.e. the wing looks 
slanted in the images when its center moves away from the camera center). As the 
airfoil pitched up after the mid-stroke, the shear layer finally rolled up into a new 
LEVd_2(+) (see 𝑡∗ = 0.5 in Fig. 4.16). Here, it is worth noting that the simulation was 
not able to capture the flow instability that initiated the LEVd_2(+) into two separated 
vortices of the same sign, as was observed in the experiment. Since LEVd_1(+) was 
detached for most of the stroke, and new LEVd_2(+) only formed near the end, the lift 
enhancement brought by the prolonged attachment of LEV was less significant for 
𝛼𝑚 = 60
°. This contributed to the little reduction and faster recovery in the cycle-
averaged forces in Fig. 4.12(b).  
 
Figure 4.17 graphically summarizes the relationship between cycle-averaged forces 
and rotational amplitudes. For drag coefficient, it generally decreased with increasing 
rotational amplitude irrespective of the ground clearance, simply due to the fact that 




Figure 4.15: Transient lift (𝑪𝒍 ) and drag (𝑪𝒅 ) coefficients at various ground 
clearance (𝑫/𝒄) in one flapping cycle for 𝜶𝒎 = 𝟔𝟎
°. (a) and (c) are experimental 
results; (b) and (d) are numerical simulation results. Red arrows indicate the early 
peak lift and black arrow indicates the mid-stroke peak lift. 
 
higher rotational amplitude indicates lower overall AoA. On the other hand, the cycle-
averaged lift coefficient was very much dependent on ground clearance and displayed 
a more complex behavior. For the ground clearance above 𝐷/𝑐 = 3.0, lift coefficient 
generally decreased with increasing rotational amplitude but at 𝛼𝑚 = 60
° they all 
(i.e. 𝐷/𝑐 =  3.0, 4.0, 5.0 and ∞) converged to almost a single value. At the lower 
ground clearance of 𝐷/𝑐 = 2.0, lift coefficient decreased as 𝛼𝑚 was increased from 
30° to 45°, thereafter remained fairly constant. In contrast, for the lowest ground 
clearance case (i.e 𝐷/𝑐 = 1.0), lift coefficient increased as 𝛼𝑚 was increased from 
30° to 45°, but dropped below the value of 𝛼𝑚 = 30
° at the rotational amplitude of 
𝛼𝑚 = 60
°. Despite differences in the lift characteristics, lift-to-drag ratio increased 
with increasing rotational amplitudes regardless of ground clearance because of the  


















































































































































Figure 4.17: (a) Cycle-averaged lift coefficients ( ?̅?𝒍 ), (b) cycle-averaged drag 
coefficients (?̅?𝒅) and (c) lift-to-drag ratios as functions of rotational amplitude 𝜶𝒎 
for various 𝑫/𝒄. 
 
low drag experienced at higher 𝛼𝑚. Another observation is that the lift-to-drag ratio at 
the closest ground clearance 𝐷/𝑐 = 1.0  was even smaller than that at 𝐷/𝑐 = ∞ 
except for the case of 𝛼𝑚 = 60
°. The reason is that the airfoil was gaining penalty in 
drag apart from substantial lift enhancement. This indicates that under the normal 
hovering mode, a 2-D flapping airfoil is not efficient in ground effect in terms of lift-
to-drag ratio, unlike a conventional fixed-wing, whose efficiency is better in ground. 
 
4.3 Advanced and Delayed Rotation 
This section deals with the second type of kinematics, i.e. advanced and delayed 
rotation. Before presenting the results, the readers should bear in mind that only the 
phase angle 𝜙 in Eq. 4.2 is varied and 𝛼𝑚 is fixed at 45
0for both cases. Note that 
CHAPTER 4                 2-D HOVERING IN GROUND EFFECT 
95 
 
90° < 𝜙 < 180° corresponds to an advanced rotation and 0° < 𝜙 < 90° indicates a 
delayed rotation. 
 
4.3.1 Advanced Rotation 
Figure 4.18 shows the kinematic profile and aerodynamic forces for advanced 
rotation 𝜙 = 135°. Here, the geometric angle of attack (𝛼) at the start of each stroke 
(i.e. at 𝑡∗ = 0.0 and 0.5) was 58° and the pitching-up of the airfoil was advanced to 
around 𝑡∗ = 0.15. At that instant, the angular acceleration (𝛼′) turned positive (see Fig. 
4.18(a)) and 𝛼 reached a minimum of 45°. As shown clearly in Fig 4.18(b), the cycle-
averaged lift and drag coefficients can still be broadly categorized into enhancement, 
reduction and recovery regimes with respect to the ground clearance. In this case, the 
drag has a much smaller enhancement. The minimum lift and drag are located at 𝐷/𝑐 
= 3.0 and 2.0, respectively. Figure 4.18(c) and (e) respectively present the experimental 
transient lift and drag in one complete cycle, and (d) and (f) provide the corresponding 
results from numerical simulation. At the smallest ground clearance of 𝐷/𝑐 = 1.0, 
both the lift and drag had substantial values at 𝑡∗ = 0.0, and they surged until around 
mid-stroke before declining towards zero at about 𝑡∗  = 0.4. At higher ground 
clearance such as 𝐷/𝑐 = 3.0, both the lift and drag had lower starting values, and 
further decreased until 𝑡∗  = 0.1, after which they increased rapidly and peaked at 
approximately 𝑡∗ = 0.3. This mid-stroke peak lift, compared to that for 𝐷/𝑐 = 1.0, 
had a phase shift and changed in magnitude. In the downstroke, the peak lift magnitude 
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decreased with increasing 𝐷/𝑐, however in the upstroke, it reduced until 𝐷/𝑐 = 3.0, 
and thereafter increased substantially to a value higher than that at 𝐷/𝑐 = 1.0. This 




Figure 4.18: (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for 𝝓 = 𝟏𝟑𝟓
°. 
 
Next, the transient force behavior is correlated with the flow structure. Vorticity 
contours at 𝑡∗ = 0.0, 0.1 and 0.2 from the experiment and the numerical simulation 
are presented in Fig. 4.19. For the case of 𝐷/𝑐 = 1.0, the airfoil was facing a wake 
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vortex pair LEVu_1(-) and TEVu_2(+). The strong induced velocity, or the jet-like flow 
from this vortex pair impinged on the leeside of the airfoil, causing the lift force to 
increase. Since the airfoil had a positive AoA at the beginning of the stroke, lift was 
positive for all the ground clearances at 𝑡∗ = 0.0 (see Fig. 4.18). The difference in this 
initial lift value depended on the strength of the induced velocity. In Fig. 4.19(b), (c) 
and (d) at 𝑡∗ = 0.0, multiple TEVs can be observed from the experiment, whereas a 
single shear layer was predicted by the simulation. This is probably due to the absence 
of small disturbances in the simulation to initiate the Kelvin-Helmholtz-like instability 
that was present in the experiment. As the airfoil proceeded to 𝑡∗ = 0.1, the LEVu_1(-) 
formed in previous stroke rolled over the leading edge of the airfoil at 𝐷/𝑐 = 1.0 (see 
Fig.4.19 (a), 𝑡∗ = 0.1). In contrast, the LEVu_1(-) for other ground clearances slid 
down along the windward surface of the airfoil. These two distinct behaviors of 
LEVu_1(-) actually represent two different types of wing-wake interactions, which was 
discussed in details in Lua et al. (2011). While wing-wake interaction of the first type 
is beneficial to lift generation because of the impinging induced velocity, the second 
type of wing-wake interaction is detrimental to lift generation due to the low-pressure 
center of the LEV beneath the airfoil. In another work by Lua et al. (2015), they further 
showed that when the phase angle was higher than approximately 120°, the wing-
wake interaction switched from the first type to the second type, and therefore resulted 
in an overall lift reduction. The current results of 𝜙 = 135° are consistent with their 
findings because the wing-wake interaction is of the second type (i.e. wake LEV sliding 
on the windward side of the airfoil) at 𝐷/𝑐 = ∞. This also explains why the transient  
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forces had an initial reduction before 𝑡∗ = 0.1 for 𝐷/𝑐 ≥ 2.0 as shown in Fig. 4.18. 
At 𝐷/𝑐 < 2.0, on the other hand, the presence of the ground restricted the downward 
convection of the wake vortices, and therefore the favorable wing-wake interaction of 
the first type is guaranteed. 
 
For 𝐷/𝑐 ≥ 2.0, after the LEVu_1(-) slid down, it merged with a newly formed TEV of 
the same sign (see Fig. 4.19, 𝑡∗ = 0.2). As the airfoil pitched up, an attached shear 
layer started to form on its leeside, which was difficult to see from the experiment 
results due to physical blockage of the airfoil. At the lowest clearance of 𝐷/𝑐 = 1.0, 
a new LEVd_1(+) was initiated, probably due to high effective AoA caused by a weaker 
and restricted downward jet, as shown in the vertical velocity contour in Fig. 4.20(a). 
The red square region indicates the portion of downward jet that was about to interact 
with the airfoil at mid-stroke (i.e. near 𝑥 = 0). As the airfoil receded from the ground, 
the downward jet, not surprisingly, increased its strength (Fig. 4.20(a) to (d)). This led 
to a lower effective AoA. Unlike the case of normal hovering mode at 𝛼𝑚 = 45
° , 
where lower effective AoA helped the LEV to stay attached and the lift to increase, the 
low effective AoA in this case decreased the lift force, simply because the flow was 
still attached at 𝐷/𝑐 ≥ 2.0. This explains the consistent reduction in the lift at around 
mid-stroke as 𝐷/𝑐 increased (see Fig. 4.18 at 𝑡∗ around 0.25 and 0.75, from 𝐷/𝑐 = 
1.0 to 3.0). From 𝐷/𝑐 = 3.0 onwards, the flow structure became asymmetric, which 
can be observed from Fig 4.20(d) at 𝐷/𝑐 = ∞ . Since the downward jet in the 
downstroke was stronger than its counterpart in the upstroke (inside the red square), 
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the effective AoA in the downstroke would be smaller. Therefore, higher mid-stroke 
peak was observed in the upstroke in Fig. 4.18 for 𝐷/𝑐 = ∞. The reduction in the 
downward jet strength as 𝐷/𝑐 increased from 3.0 to ∞ (compare Fig. 4.20(c) and (d), 
𝑡∗  = 0.6) can also explain why the transient lift increased after 𝐷/𝑐  = 3.0 in the 
upstroke (refer to Fig. 4.18), which was responsible for the recovery in the cycle-
averaged lift force. 
 
 
Figure 4.20: Vertical velocity contour for different 𝑫/𝒄 at 𝒕∗ = 0.1 and 0.6 for 
𝝓 = 𝟏𝟑𝟓°. (a) 𝑫/𝒄 = 1.0; (b) 𝑫/𝒄 = 2.0; (c) 𝑫/𝒄 = 3.0 and (d) 𝑫/𝒄 = ∞. Red 
squares indicate the critical area that will interact with the airfoil and affect the 
lift generation at mid-stroke. 




Figure 4.21: (a) vorticity contours and (b) streamline patterns (in lab frame) for 
𝑫/𝒄 = ∞ at 𝒕∗ = 0.1 and 0.6 for 𝝓 = 𝟏𝟑𝟓°. 
 
Further evidence of the reduced downward jet at 𝐷/𝑐 = ∞ is provided in Fig. 4.21, 
which plots the vorticity contours and lab-frame streamlines at selected time instants. 
It can be seen that there was a difference in the position of the TEV from the previous 
stroke. In the downstroke (𝑡∗ = 0.1), TEVu_1(+) in the wake had a lower position than 
TEVd_1(-) in the upstroke (𝑡∗ = 0.6). The closer TEVd_1(-) relative to the airfoil altered 
the local velocity field more significantly in the upstroke. More specifically, it induced 
a horizontal velocity component upstream of the airfoil at around mid-stroke (see Fig. 
4.20). The end result is that the airfoil experienced a more horizontal incoming flow, 
and the downward jet strength was reduced (see Fig. 4.20(d)), thus resulting in a higher 
effective AoA and hence a higher lift force.  
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Figure 4.22: (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for 𝝓 = 𝟏𝟖𝟎
°. 
 
As the rotation was advanced further to 𝜙 = 180°, the airfoil had the minimum AoA 
of 45°at the start of a stroke, and reached 90° at the middle. The kinematic profiles 
and aerodynamic forces are displayed in Fig. 4.22. Similar to those of 𝜙 = 135°, the 
cycle-averaged forces in this case had enhancement, reduction and recovery regimes 
(see Fig. 4.22(b)). At 𝐷/𝑐 = 1.0, the lift force was enhanced to a value above 2.0 from 
a value below 1.0 at 𝐷/𝑐 = ∞. On the contrary, drag was only enhanced from around 
3.5 to 4.0 (from experiment). The minimum points for the cycle-averaged lift and drag 
coefficient were at 𝐷/𝑐 = 2.5 and 1.5, respectively. This implies that when lift is in 
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the enhancement regime at 𝐷/𝑐 = 1.5, the drag is in the reduction regime. This is also 
observed for the case of 𝜙 = 135°(see Fig. 4.18). 
 
Correlation between transient force distribution and flow structure is provided in 
Appendix A. Essentially, the early wing-wake interaction switched from the first type 
to the second type as 𝐷/𝑐 increased, similar to the case of 𝜙 = 135°. However, the 
negative AoA and pitching-down in the second half of stroke was detrimental to overall 
lift generation.  
 
4.3.2 Delayed Rotation 
For delayed rotation, two cases, i.e. 𝜙 = 0° and 45° , were examined. Figure 4.23 
presents the kinematic profiles and force data for 𝜙 = 45°. The airfoil reached AoA of 
90° at about 𝑡∗ = 0.1 (see 𝛼 in Fig. 4.23(a)), after which it pitched down to 45° at 
𝑡∗  = 0.4. Hence, the rotation was unfavorable to lift generation when the airfoil 
underwent fast translation. As manifested in Fig. 4.23(b), the cycle-averaged lift 
coefficients remained at around zero regardless of ground clearance, and the cycle-
averaged drag had a local minimum at around 𝐷/𝑐 = 1.5. At some points above the 
ground, especially at 𝐷/𝑐 = 2.0, numerical results differed from the experimental 
results. By comparing the transient force coefficients obtained experimentally (Fig. 
4.23(c) and (e)) and numerically (Fig. 4.23(d) and (f)), it is found that results for 
𝐷/𝑐 = 1.0 and 1.5 matched relatively well. However, at higher ground clearances, the 
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transient force patterns from the numerical simulation started to deviate from the 
experiment. For example, in experiment, the transient drag coefficient always reached 
its peak at around 𝑡∗ = 0.1, when the airfoil was almost vertical. In the simulation, 
however, the peak of 𝐶𝑑 shifted towards 𝑡
∗ = 0.2 for 𝐷/𝑐 > 2.0. This implies that 
the simulation might not be able to resolve the case of delayed rotation.  
 
 
Figure 4.23: (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for 𝝓 = 𝟒𝟓
°. 
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To gain a better insight into the discrepancy between the experimental and numerical 
results at 𝐷/𝑐 > 2.0, snapshots of vorticity contours at 𝑡∗  = 0.0, 0.2 and 0.4 for 
various 𝐷/𝑐 are provided in Fig. 4.24. At the low clearance of 𝐷/𝑐 = 1.0, the flow 
field predicted by simulation was in good agreement with DPIV results. At the start of 
the downstroke, the airfoil was facing LEVu_1(-) from the previous upstroke (see Fig. 
4.24 (a), 𝑡∗ = 0.0). As the airfoil past through 90° AoA, the downward force became 
positive and continued to increase until mid-stroke. At higher 𝐷/𝑐, the simulation 
showed that the wake vortices had a different position from the experiment. While the 
airfoil was still facing LEVu_1(-) in the experiment, it was close to TEVu_1(-) in the 
simulation (see Fig. 4.24(b) to (d), 𝑡∗ = 0.0). Since CFD failed at 𝐷/𝑐 > 2.0, the 
experimental results are used for further analysis below.  
 
From Fig. 4.23, it can be seen that the minimum cycle-averaged drag at 𝐷/𝑐 = 1.5 
was due to a smallest peak in the transient drag distribution (Fig. 4.23(e)). Such peak 
happened when the airfoil reached 90° AoA. As shown in Fig. 4.24(a) at 𝑡∗ = 0.0, 
the high peak drag at 𝐷/𝑐 = 1.0 was probably due to the suction effect of LEVu_1(-). 
With increasing 𝐷/𝑐 , LEVu_1(-) became weaker and hence the suction force also 
reduced. However, it was found that TEVu_1(-) formed in the previous upstroke was 
closer to the airfoil at higher 𝐷/𝑐 (see Fig. 4.24, experiment at 𝑡∗ = 0.0 and 0.2). As 
a result, the induced velocity from TEVu_1(-) started to boost the drag force at high 
ground clearance.  
 




Figure 4.25: (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for 𝝓 = 𝟎
°. 
 
As for 𝜙 = 0°, it was essentially a mirrored case of 𝜙 = 180°. The airfoil started off 
with a negative AoA of −45° and reached 90°  at mid-stroke. Due to this mirror 
feature, it is not surprising that the cycle-averaged lift was negative for all 𝐷/𝑐 (see 
Fig. 4.25(b)). From Fig. 4.25(b), it can also be observed that the cycle-averaged forces 
appeared to be a monotonic function of the ground clearance. Detailed analysis of the 
transient forces and flow structure is provided in Appendix B, and it shows that the 
monotonic ground effect might be due to less interaction between the wake vortices 
and the ground. In addition, the experimental results differ from numerical results at 
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𝐷/𝑐 < 2.0, indicating that the CFD fails for the case of delayed rotation. One possible 
reason might be that the turbulence model is overly dissipative for this particular case, 
and further investigation is needed. 
 
4.3.3 Summary of Cycle-averaged Forces 
From the results presented in sub-sections 4.3.1 and 4.3.2, the overall effect of phase 
angle on the cycle-averaged forces can be summarized in Fig. 4.26, which presents the 
cycle-averaged lift and drag coefficients together with the lift-to-drag ratios (obtained 
from experiment) as a function of ground clearance 𝐷/𝑐 (Fig. 4.26(a), (c) and (e)) or 
phase angle 𝜙 (Fig. 4. 26(b), (d) and (f)). Starting with lift coefficient, Fig. 4. 26(a) 
shows that the cycle-averaged lift can be divided into force enhancement, force 
reduction and force recovery regimes for both normal hovering (𝜙 = 90°) and 
advanced rotation mode (𝜙 = 135° and 180°). However, for delayed rotation (𝜙 =
0° and 45°), they vary monotonically with 𝐷/𝑐. Additionally, negative or near-zero 
lift was achieved for the two delayed rotation cases. Hence, delayed rotation is not 
beneficial to lift generation at all ground clearances. In terms of lift magnitude, the 
advanced rotation case of 𝜙 = 135° had the largest overall lift generation, especially 
in the enhancement regime. Moreover, at 𝐷/𝑐 < 1.5, even the advanced rotation case 
of 𝜙 = 180° had a comparable or higher lift than that of the normal hovering case of 
𝜙 = 90° (see Fig. 4. 26(b)), since the ground surface ensured wing-wake interaction 
of the first type, which boosted the lift force substantially. This is clearly not the case  




Figure 4.26: (a) Cycle-averaged lift coefficient (?̅?𝒍) versus 𝑫/𝒄 for different 𝝓; 
(b) ?̅?𝒍  versus 𝝓  for different 𝑫/𝒄 ; (c) cycle-averaged drag coefficient ( ?̅?𝒅 ) 
versus 𝑫/𝒄 for different 𝝓; (d) ?̅?𝒅 versus 𝝓 for different 𝑫/𝒄; (e) lift-to-drag 
ratio versus 𝑫/𝒄 for different 𝝓; (f) lift-to-drag ratio versus 𝝓 for different 
𝑫/𝒄. 
 
for 𝐷/𝑐 = ∞, where 𝜙 = 180°  performed worse due to the second type of wing-
wake interaction and negative AoA right after mid-stroke (refer to sub-section 4.3.1). 
The results for 𝐷/𝑐 = ∞ are consistent with the findings by Lua et al. (2015), which 
shows that in the absence of ground effect, the highest cycle-averaged lift can be 
achieved at about 𝜙 = 120°. By the time 𝜙 reached 180°, it was already smaller 
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than that for the normal hovering case of 𝜙 = 90°. 
 
As for the cycle-averaged drag, it can be seen from Fig. 4. 26(c) and (d) that the normal 
hovering mode consistently generated the lowest drag across various 𝐷/𝑐, and drag of 
𝜙 = 0° was always the highest. The high drag generation for delayed rotation further 
indicated that this mode of kinematics is not beneficial to hovering flight. On the other 
hand, too much advanced rotation also led to a substantial increase in drag (see 𝜙 =
180° in Fig. 4. 26(c)), because the airfoil had a high AoA while translating at high 
velocity. This in turn produces a lower lift-to-drag ratio than that for 𝜙 =
90°regardless of ground clearance (see Fig. 4. 26(e) and (f)). Figure 4. 26(e) also shows 
that for normal hovering mode, lift-to-drag ratio reduced in the force enhancement 
regime. For advanced rotation, however, the trend of lift-to-drag ratio followed more 
or less that the trend of cycle-averaged lift, and increased substantially at low ground 
clearance 𝐷/𝑐 = 1.0 and 1.5. Such difference can be attributed to the fact that during 
the early wake capture, normal hovering mode had a higher AoA than in the advanced 
rotation case, and therefore the force enhancement contributed more in the drag 
direction. Moreover, for the advanced rotation of 𝜙 = 135°, ground clearance of 𝐷/𝑐 
 2.0 achieved higher lift-to-drag ratio than the normal hovering case (see Fig. 4. 26(f)). 
However, at higher 𝐷/𝑐, 𝜙 = 135° has a worse performance in terms of lift-to-drag 
ratio than 𝜙 = 90°. 
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4.4 Insect-like Mode 
The last type of kinematics for the 2-D hovering in ground effect, i.e. the insect-like 
mode, is investigated in this section. Two typical insect motions are considered, namely 
the hawkmoth and fruitfly motions.  
 
4.4.1 Hawkmoth Motion 
The kinematics of the hawkmoth motion is presented in Fig 4.27(a). As shown in the 
figure, the hawkmoth motion is asymmetrical with the duration of downstroke longer 
than that of the upstroke. Note that the downstroke corresponds to the positive 
translational velocity, i.e. 𝑈 > 0  and the upstroke corresponds to the negative 
translational velocity i.e. 𝑈 < 0 . Also, as introduced in section 4.1, the airfoil 
undergoes an advanced rotation, and the overall AoA in the downstrokeis higher than 
that in the upstroke. Between 𝑡∗ = 0.1 to 0.3, and 0.6 to 0.8, the airfoil pitches up 
slowly.   
 
Figure 4.27(b) shows the cycle-averaged forces versus 𝐷/𝑐. Good agreement between 
experiment and simulation is achieved. The three-regime pattern can be seen, although 
the reduction in drag at around 𝐷/𝑐 = 2.0 was quite small. Figure 4.27(c) to (f) display 
the transient forces within one complete flapping cycle for different 𝐷/𝑐. Here, the 
peak lift during the downstroke occurred at around 𝑡∗ = 0.15, which corresponded to 
the maximum translational velocity (see 𝑈 at 𝑡∗ = 0.15 in Fig. 4.27(a)). Such peak 
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lift reduced in magnitude monotonically as 𝐷/𝑐 increased. As 𝑡∗ passed 0.25, lift 
started to reduce, but the reduction was more gently for higher 𝐷/𝑐 cases of 5.0 and 
∞, leading to higher lift after 𝑡∗ = 0.25. In the subsequent upstroke, there was an early 
peak at approximately 𝑡∗ = 0.55, which reduced in magnitude with increasing 𝐷/𝑐. 
As the airfoil pitched up again after 𝑡∗ = 0.6, lift started to rise and reached a local 
peak lift at 𝑡∗ ≈ 0.8. Interestingly, this peak lift (which occurred near the mid-stroke) 
dropped as 𝐷/𝑐 increased from 1.0 to 2.0, but subsequently bounced back at higher  
 
 
Figure 4.27: (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for hawkmoth motion. 
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ground clearance. At 𝐷/𝑐 = ∞, it was larger than that at 𝐷/𝑐 = 1.0, thus contributing 
substantially to the force recovery. 
 
Flow structure corresponding to selected critical time instants in the transient forces is 
provided in Fig. 4.28 to 4.30. The pitching-down of the airfoil at the start of the 
downstroke triggered the formation of an LEVd_1(+) (see Fig. 4.28, 𝑡∗ = 0.1), which 
was responsible for the difference in the early peak lift across different 𝐷/𝑐. From the 
pressure contour for 𝑡∗ = 0.1, it can be seen that there was a significant low pressure 
region on the leeside of the airfoil at 𝐷/𝑐 = 1.0 (see Fig. 4.28(a)). As 𝐷/𝑐 increased, 
such low pressure region became weaker, reducing the lift force. After reaching 
maximum translational velocity, lift started to drop. At 𝑡∗ = 0.3, LEVd_1(+) for 𝐷/𝑐 
= 1.0 was detached from the leeside of the airfoil, while for higher ground clearance, it 
remained attached, probably due to a stronger downward jet. From the associated 
pressure contour (Fig. 4.28, 𝑡∗ = 0.3), the low pressure zone from LEVd_1(+) can be 
observed to leave the airfoil at 𝐷/𝑐 = 1.0. At higher 𝐷/𝑐, however, the low pressure 
still acted on the upper surface of the airfoil, resulting in a higher lift. Such behavior 
was similar to the normal hovering case with 𝛼𝑚 = 45
° (see Fig. 4.10), although in 
the current case, the translational velocity at 𝑡∗  = 0.3 was only 0.6  𝑈𝑚𝑎𝑥  (Fig. 
4.27(a)), which mitigated the effect on lift generation ( 𝛼𝑚 = 45
°  case had a 
translational velocity of about 0.9  𝑈𝑚𝑎𝑥 at 𝑡
∗ = 0.3, see Fig. 4.2).  
 
By the time 𝑡∗ = 0.5, the airfoil had already rotated back, acquiring a positive AoA 
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(see Fig. 4.29, 𝑡∗ = 0.5) and facing wake vortex pair LEVd_1(+) and TEVd_2(-). As 
indicated by the black arrows, the airfoil experienced wing-wake interaction of the first 
type, and the jet-like flow direction gradually pointed towards trailing edge as the 
airfoil receded from the ground (also see the pressure contours corresponding to 𝑡∗ = 
0.5 in Fig. 4.30). This understandably led to reduced peak lift at around 𝑡∗ = 0.55 as 
𝐷/𝑐 increased (see Fig. 4.27(c)). The shifting of the jet-like flow is analogous to that 
in normal hovering mode 𝛼𝑚 = 45
°. After the wake capture, the airfoil rapidly pitched 
down to a low AoA at 𝑡∗ = 0.6 (see Fig. 4.27(a)). As the airfoil pitched up slowly 
afterwards, the first LEV was shed downstream, and a shear layer was formed above 
the airfoil for all 𝐷/𝑐 (refer to Fig. 4.29, 𝑡∗ = 0.8). In the experiment, such shear 
layer was again not resolved. The rebound of peak lift at around 𝑡∗ = 0.8 mentioned 
earlier can be correlated with the closer TEVd_1(-) to the airfoil as 𝐷/𝑐 increased, as 
can be seen from Fig. 4.29 (b) to (d) at 𝑡∗ = 0.5. For 𝐷/𝑐 = ∞, TEVd_1(-) was still in 
close vicinity to the airfoil at 𝑡∗ = 0.8, and its induced velocity had altered the local 
flow in front of the airfoil. Similar to the case of advanced rotation 𝜙 = 135°, this 
caused a reduction in the downward jet as shown in the right column in Fig. 4.30, where 
the downward jet inside the red rectangle first increased from 𝐷/𝑐 = 1.0 to 3.0, but 
then declined again from 3.0 to ∞ because of TEVd_1(-). 






























































































































































Figure 4.30: Left column: Pressure contours at 𝒕∗ = 0.5; middle column: Pressure 
contours at 𝒕∗ = 0.8; right column: vertical velocity contour at 𝒕∗ = 0.6. (a) 𝑫/𝒄 
= 1.0; (b) 𝑫/𝒄 = 2.0; (c) 𝑫/𝒄 = 3.0 and (d) 𝑫/𝒄 = ∞ for the hawkmoth motion. 
Red rectangle indicate the position of airfoil at 𝒕∗ = 0.8.  
 
4.4.2 Fruitfly Motion 
Unlike the asymmetric hawkmoth motion, the 2-D fruitfly mode can be considered 
approximately symmetrical as shown in Fig. 4.31(a), with a slight delayed rotation. The 
airfoil experienced a rapid pitching near stroke reversal (see the profile of 𝛼′ near 𝑡∗ 
= 0.0 and 0.5 in Fig. 4.31(a)). After the initial rapid pitching-down, it maintained a low 
AoA during fast translation. Hence, the fruitfly motion is analogous to the normal 
hovering mode with 𝛼𝑚 = 60
°.  





Figure 4.31: : (a) kinematic profiles; (b) cycle-averaged lift and drag coefficients 
versus 𝑫/𝒄; (c) transient lift coefficient (𝑪𝒍) in one cycle from experiment; (d) 𝑪𝒍 
from numerical simulation; (e) transient drag coefficient (𝑪𝒅) in one cycle from 
experiment; (f) 𝑪𝒅 from numerical simulation for fruitfly motion. 
 
With this analogy, it is not surprising to see a similar cycle-averaged force pattern in 
Fig. 4.31(b), where the reduction regime is not so obvious (also see Fig. 4.12(b)). As 
for the transient forces, since the distribution is more or less symmetrical, only the 
results for the downstroke are discussed here. At about 𝑡∗ = 0.05, a peak in both lift 
and drag can be observed. After that, lift turned negative, while drag dropped to around 
zero at 𝑡∗ = 0.15, before they rose again and reached a mid-stroke peak at around 𝑡∗ 
= 0.3. Finally, both lift and drag dropped due to airfoil deceleration. 




Figure 4.32: Vorticity contours from simulation at 𝒕∗ = 0.0, 0.05 and 0.1. (a) 𝑫/𝒄 
= 1.0; (b) 𝑫/𝒄 = 2.0; (c) 𝑫/𝒄 = 3.0 and (d) 𝑫/𝒄 = ∞ for the fruitfly motion. 
 
To correlate the early peak with flow structure, Fig. 4.32 depicts the vorticity contours 
at 𝑡∗ = 0.0, 0.05 and 0.1 for different 𝐷/𝑐. It can be seen that between 𝑡∗ = 0.0 and 
0.1, the airfoil had pitched down by nearly 90°. Such dramatic rotation led to wing-
wake interaction of the second type (see Fig. 4.32, 𝑡∗ = 0.1). Hence, after the initial 
increase, both the lift and the drag dropped considerably. Recall that for the case of 
normal hovering with 𝛼𝑚 = 60
°, a significant early peak was achieved at 𝐷/𝑐 = 1.0. 
For the fruitfly motion, because of the rapid rotation, the airfoil did not benefit much 
from the early wake capture even at 𝐷/𝑐 = 1.0. From 𝑡∗ = 0.2, the airfoil started to 
pitch up. As shown in Fig. 4.33, the first LEVd_1(+) was shed from the leading edge 
regardless of the ground clearance at 𝑡∗ = 0.2. At 𝑡∗ = 0.3, an attached shear layer 
was observed for all 𝐷/𝑐. The stronger downward jet from 𝐷/𝑐 = 1.0 to 3.0 resulted  
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in lower lift. As the ground clearance increased further, TEVu_1(+) from the previous 
upstroke was closer to the airfoil (see Fig. 4.33, experiment at 𝑡∗  = 0.2 and 0.3), 
causing the downward jet to reduce and thus a rebound in the mid-stroke peak lift at 
𝐷/𝑐 = 5.0 and ∞ (see Fig. 4.31(c), 𝑡∗ = 0.3). The shear layer finally rolled up into a 
concentrated LEV at 𝑡∗ = 0.4. However, due to airfoil deceleration, the LEV did not 
contribute much to the lift generation. 
 
4.5 Overall Conclusions for this Chapter 
Combined experiment and numerical simulation have been carried out to study the 
ground effect on a generic 2-D oscillating airfoil under different hovering modes. For 
most cases considered, it is found that the cycle-averaged lift and drag can be broadly 
categorized into three regimes with respect to the ground clearance, i.e. force 
enhancement, force reduction and force recovery. Such behavior is distinct from the 
ground effect for a conventional fixed wing where there is a monotonic increase in lift 
and a decrease in drag as the airfoil approaches the ground. For the first type of 
kinematics, i.e. normal hovering mode, the transient force pattern and the 
corresponding flow structures for the case with rotational amplitude 𝛼𝑚 = 45
° reveal 
that the force enhancement is due to significant wake capture caused by LEV-TEV pair 
from the previous stroke. As the airfoil recedes from the ground, the induced velocity 
from the wake vortices gradually points towards the trailing edge of the airfoil, thus 
weakening the lift generation. In the meantime, on account of a stronger downward jet, 
CHAPTER 4                 2-D HOVERING IN GROUND EFFECT 
122 
 
the LEV that is formed near the middle of a stroke is able to attach to the leeside of the 
airfoil, substantially promoting lift. Hence, the aerodynamic forces recover at higher 
ground clearance. In addition, it is found that the ground effect is sensitive to rotational 
amplitude. While a smaller 𝛼𝑚 of 30
° shows that similar mechanisms are at play, a 
higher 𝛼𝑚 of 60
° displays cycle-averaged forces that have less obvious reduction 
regime, because the LEV is consistently detached from the airfoil for all ground 
clearances, i.e. the attached-LEV mechanism is less dominant. The present results also 
show worse performance, in terms of lift-to-drag ratio, in the force enhancement regime 
compared to the case without the ground, thus indicating that a 2-D airfoil undergoing 
normal hovering mode is less efficient in near ground condition.  
 
For the second type of kinematics, namely advanced and delayed rotation, the phase 
angle 𝜙 is varied. When the rotation is advanced, the early wake capture is found to 
be more favorable in the force enhancement regime, due to positive and mild angle of 
attack at the start of a stroke. As ground clearance increases, the wing-wake interaction 
switches from the first type to the second type, which is detrimental to lift generation. 
In other words, the presence of the ground could ensure a favorable wake capture and 
promote lift to a greater extend. This leads to higher cycle-averaged lift at 𝐷/𝑐 ≤ 1.5 
for advanced rotation compared to normal hovering. Near the mid-stroke, an attached 
shear layer, instead of a concentrated LEV, contributes to the peak lift, whose 
magnitude differs among different 𝐷/𝑐 and can again be correlated with the strength 
of a downward jet. This time, a stronger downward jet leads to a lower effective AoA 
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and hence a lower lift. The delayed rotation, on the other hand, is always undesirable 
regardless of ground clearance because of its low or even negative lift and high drag. 
The cycle-averaged lift displays a monotonic trend with respect to ground clearance 
because of less interaction between the shed vortices and the ground. Moreover, at 
certain 𝐷/𝑐, the simulation fails to predict what is observed in the real experiment.  
 
In the last type of kinematics, two insect-like motions, namely the hawkmoth and 
fruitfly motions are studied. Analogies can be found between the insect-like mode and 
the first two hovering modes. Firstly, the hawkmoth motion has a typical asymmetric 
pattern with overall high AoA in the downstroke and low AoA in the upstroke. The 
LEV behavior in the downstroke and the subsequent wake capture after stroke reversal 
are similar to those for the normal hovering case 𝛼𝑚 = 45
°. Near the middle of the 
upstroke, since the AoA is low, attached shear layer structure is formed, and it is 
analogous to the same flow structure observed in the normal hovering mode with 
𝛼𝑚 = 60
° as well as in the advanced rotation mode. As for the more symmetrical 
fruitfly motion, it is associated with an initial rapid pitching down, followed by a slow 
pitching up from a low AoA. The rapid rotation leads to wing-wake interaction of the 
second type, and therefore the airfoil does not benefit from the early wake capture. 
During the mid-stroke, similar to the upstroke of hawkmoth motion, attached shear 
layer accounts for lift generation, and the proximity of a TEV from the previous stroke 
at higher 𝐷/𝑐  causes the increasing trend of downward jet strength to reverse, 






Three-dimensional Hovering in Ground 
Effect 
 
In this chapter, the study of ground effect on a flapping wing is extended to the three-
dimensional (3-D) regime. A description of the 3-D problem is provided in section 5.1. 
Three types of kinematic profiles, namely the normal hovering, hawkmoth motion and 
fruitfly motion, are prescribed to a pair of 3-D flat plate wings with a generic elliptic 
planform at Re = 5000 (in the range of hawkmoth motion). Force measurement results 
from experiment as well as flow structure from numerical simulation are analyzed and 
presented in section 5.2. To investigate the effect of wing planform shape, the 
hawkmoth and fruitfly motions are then repeated on corresponding insect wings and 
the results are presented in section 5.3. To investigate the effect of Reynolds number, 
all the cases considered in section 5.2 and 5.3 are repeated at a much lower Reynolds 
number of 100 (in the range of fruitfly) and analysis of the results is provided in section 
5.4. Finally, an overall summary is presented in section 5.5. 
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5.1 Problem Formulation 
In the 3-D scenario, the wing flaps back and forth about a fixed rotating center in close 
vicinity to a horizontal plane wall. As introduced in Chapter 3 (refer to Fig. 3.4), the 
flapping kinematics of the 3-D wing can be decomposed into three components, namely, 
sweeping (𝜑), elevating (𝜃) and twisting (𝛼). Figure 5.1 displays the four different 
flapping motions considered in this Chapter. The first two are generic normal hovering 
cases without elevation, where the three kinematic components can be expressed as 
follows: 
𝜑 = 𝜑𝑚 𝑐𝑜𝑠(2𝜋𝑓𝑡) 




+ 𝛼𝑚 𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜙) 
where 𝜑𝑚  is the sweeping amplitude, 𝑓  is the flapping frequency, 𝑡  is the 
dimensional time, 𝛼𝑚 is the twisting amplitude and 𝜙 is the phase angle. Whilst 𝜑𝑚 
and 𝜙 is fixed at 60° and 90°, respectively, two values of 𝛼𝑚, 45
° and 65°, are 
considered. For ease of interpretation, these two cases are thereafter termed as “SHM45” 
and “SHM65” motions (see Fig. 5.1(a) and 5.1(b), SHM is short for simple harmonic 
motion). 
 
A schematic drawing further illustrating the 3-D normal hovering mode is shown in 
Fig. 5.2. Note that the origin O indicates the rotating center, and x-z is a horizontal 
plane. The rotating center does not coincide with the wing root because of an offset 








Figure 5.1: Kinematic profiles of one flapping cycle for (a) normal hovering, 
𝜶𝒎 = 𝟒𝟓
°; (b) normal hovering, 𝜶𝒎 = 𝟔𝟓
°; (c) hawkmoth motion and (d) fruitfly 
motion.  
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defined as the distance between the rotating center and the ground plane. Since the 
rotating center is fixed, D remains constant as the wing flaps. For each motion, the 
ground clearance is varied from 1.0𝑐̅ to 5.0𝑐̅ (𝑐̅ is the mean chord length of the wing). 
An additional case without the ground plane (i.e. 𝐷/𝑐̅ = ∞) is also conducted for the 
purpose of comparison. From Fig. 5.2, the sweeping angle  𝜑 and the geometric angle 
of attack (or twisting angle) 𝛼  can also be visualized, bearing in mind that the 
elevating motion is not considered here to be consistent with 2-D normal hovering. 
 
 
Figure 5.2: Schematics of the 3-D normal hovering mode without elevation. O 
indicates the rotating center, and D is the ground clearance. 𝝋 and 𝜶 denote the 
sweeping angle and twisting angle, respectively. 
 
Apart from normal hovering, two insect motions: hawkmoth and fruitfly, are also 
investigated. They are referred to as “HM” and “FF” motions (see Fig. 5.1(c) and (d)), 
respectively. The insect kinematics is extracted from Liu and Aono (2009) and curve-
fitted with three-component Fourier functions. Unlike the 2-D insect-like mode, where 
the elevating motion is ignored, it can be seen from Fig. 5.1(c) and (d) that the 3-D 
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insect motions consist of all three components to replicate the realistic flights of 
hawkmoth and fruitfly. For most of the time in the HM motion, the wing has a negative 
or downward elevating angle (𝜃 < 0). For the FF motion, on the other hand, the 
elevating angle is mostly upward (𝜃 > 0). 
 
Besides the kinematic profiles, the effect of wing planform shape is also investigated 
in this study. As presented in Fig. 5.3, three wing planforms are considered, namely a 
generic half-ellipse, a hawkmoth planform and a fruitfly planform. Respective mean 
chord lengths (𝑐̅) as well as planform areas (𝑆) are also indicated in the figure. Note 
that the pivot point (P) locates at the center of the wing root for the elliptic wing, 
whereas for the two insect wings, it is closer to the leading edge. Because of this, 𝐷/𝑐̅ =
1.0 cannot be carried out for the insect wings since the trailing edge of the wing will 
collide with the ground. Therefore, the smallest 𝐷/𝑐̅ investigated is 1.5. In section 5.2, 
the four kinematic profiles mentioned earlier (i.e. SHM45, SHM65, HM and FF 
motions) are prescribed only to the elliptic wing to study the effect of kinematics. Next, 
the two insect wings perform their respective insect motions (i.e. hawkmoth wing 
undergoes HM motion and fruitfly wing undergoes FF motion) in section 5.3. Results 
are then compared with those of the elliptic wing to examine the effect of wing shape. 
 
The final parameter investigated is the Reynolds number, which is based on the mean 
chord length of the wing 𝑐̅ and the average velocity 𝑈𝑟2 at second moment of area 
?̂?2 (𝑈𝑟2 = 2𝜑𝑚𝑓?̂?2𝑅, refer to Chapter 3). Although the wing tip velocity is usually 
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chosen to be the reference velocity (see Aono and Liu, 2009), Lua et al. (2014) 
suggested that the velocity at ?̂?2  is more appropriate for normalizing aerodynamic 
forces because the velocity at wing tip is very much dependent on apparatus or wing 
configuration. The Reynolds number for the experiments described in section 5.2 and 
5.3 is maintained at 5000, which is in the range of a real hawkmoth. In section 5.4, all 
the cases in section 5.2 and 5.3 are repeated at a much lower Re = 100, which is in the 
range of a fruitfly. Table 5.1 summarizes the parameter space in this Chapter. 
 
Figure 5.3: Three wing planform shapes considered in this study. O indicates the 
rotating center. P denotes the pivot point. ROff is the offset distance between the 
wing root and the rotating center. Respective mean chord length (?̅?), aspect ratio 
AR (span/mean chord) and planform area (𝑺) are provided. 
 
 
Table 5.1: Summary of parameter space. 
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5.2 Effect of Kinematics on a Generic Elliptic Wing 
5.2.1 Normal Hovering Mode 
Figure 5.4 shows the cycle-averaged lift and drag coefficients as functions of the 
ground clearance for SHM45 and SHM65 motions. It can be seen from the figure that 
the experimental results match well with numerical results. The overall trend was 
similar to the 2-D ground effect, i.e. the cycle-averaged forces can be categorized into 
force enhancement, force reduction and force recovery regimes. However, both the 
enhancement and reduction were not as significant as in the 2-D scenario. For example, 
for SHM45, the highest lift at 𝐷/𝑐̅ = 1.0 was enhanced by 9.5% compared to that at 
𝐷/𝑐̅ = ∞, whereas the lowest lift at 𝐷/𝑐̅ = 3.0 was 6.5% smaller. In 2-D normal 
hovering with 𝛼𝑚 = 45
°, the corresponding enhancement and reduction were 32.5% 
and 25.7%, respectively. This implies that the 3-D ground effect is much weaker than 
its 2-D counterpart. Moreover, since the lift and drag patterns were highly similar (see 
Fig. 5.4), the lift-to-drag ratio had little change across all ground clearances, as shown 
in Fig. 5.5. For SHM45 motion, the variation of the lift-to-drag ratio was within 3% 
only, leading to an almost flat line (see the red line in Fig. 5.5). As for SHM65, the lift-
to-drag ratio oscillated within a slightly larger range of 8%.  
 
The less significant ground effect in the 3-D regime can also be observed in the 
transient force distribution, which is plotted in Fig. 5.6 for the case of SHM45. A single 
peak lift can be identified slightly after the middle of each stroke for all ground 
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clearances. Such consistent pattern is clearly distinct from 2-D normal hovering, where 
an early peak transforms to a mid-stroke peak as 𝐷/𝑐 increases. The absence of an 
early peak in the 3-D scenario also indicates that the early wake capture may be much 
weaker. Since the slight deviation in the transient forces for different 𝐷/𝑐̅ is mostly 
near the peak, only three 𝐷/𝑐̅ cases, i.e. 𝐷/𝑐̅ = 1.0, 3.0 and ∞ are selected for a 
clearer comparison, and they represent respectively the three force regimes, i.e. 
enhancement, reduction and recovery. Compared to 𝐷/𝑐 ̅ = ∞, the transient lift and 
drag at 𝐷/𝑐̅ = 1.0 had a systematic increase during 𝑡∗ = 0.0 ~ 0.3, and 0.5 ~ 0.8. 
Likewise, the forces at 𝐷/𝑐̅ = 3.0 reduced systematically. Another observation is that 
the transient force distribution was nearly symmetrical between the downstroke and the 
upstroke. This is also different from the 2-D case, where the distribution turned to be 
asymmetric at higher ground clearance. 
 
To further investigate why the 3-D ground effect is weaker, some side-view snapshots 
of near-wing vortical structures for 𝐷/𝑐̅ = 1.0, 3.0 and ∞ are presented in Fig. 5.7 
and correlated with the transient forces. The vortical structures are visualized using iso-
surfaces of the well-known Q criterion introduced by Hunt et al. (1988), which 
identifies vortices as connected fluid regions with a positive second invariant of the 





where the subscript comma denotes differentiation.  
 
(5.4) 




Figure 5.4: Cycle-averaged lift and drag coefficients as a function of ground 
clearance for (a) SHM45 motion and (b) SHM65 motion at Re = 5000. Exp: 
experimental results with 3% error bars indicating force sensor accuracy. CFD: 
numerical simulation results. 
 
 
Figure 5.5: Lift-to-drag ratio versus ground clearance for SHM45 and SHM65 
motions at Re = 5000. 




Figure 5.6: Transient lift and drag coefficients at various ground clearances in one 
flapping cycle for SHM45 motion at Re = 5000. (a) and (c) are experimental results; 
(b) and (d) are numerical simulation results. 
 
For ease of analysis, each vortex is labeled according to the stroke and the sequence at 
which it is generated. For example, LEVu_1 denotes the first LEV generated in the 
upstroke. As shown in Fig. 5.7, at the start of the downstroke, the wing was facing 
LEVu_1, root vortex RVu_1 and tip vortex TVu_1 that were generated in the previous 
upstroke (see Fig. 5.7(a)). It is worth clarifying here that some of the vortices may 
seem disconnected (for example, TVu_1 in Fig. 5.7(a), 𝐷/𝑐̅ = ∞) only because of the 
arbitrarily selected value of the Q criterion. It does not mean that these vortices are 
physically disconnected. Helmholtz’s Theorem dictates a vortex filament must either 
form a closed loop or extend to the boundary of the fluid. Although this theorem is for 
inviscid flow, it is still approximately applicable to viscous condition within a short 
period of time. Whilst RVu_1 and TVu_1 were relatively coherent, LEVu_1 was less so 
and a large portion of it was diffused, regardless of the ground clearance. At time 𝑡∗ 
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= 0.1, LEVu_1 already had little interaction with the wing (see Fig. 5.7(b)). In addition, 
the formation of TEV seemed to be suppressed, probably due to the tip vortex. This 
proves that the wake capture for SHM45 is weak and explains why the early peak 
observed in the 2-D condition is absent in Fig. 5.6. As the wing reversed its stroke, a  
 
Figure 5.7: Snapshots of vortex structure around the 3-D elliptic wing for SHM45 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.1; (c) 𝒕∗ = 0.2; (d) 𝒕∗ = 0.3; (e) 𝒕∗ = 0.4. Left column: 𝑫/?̅? = 1.0; middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
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new LEVd_1 started to form and kept growing until around 𝑡∗ = 0.3, corresponding to 
the peak lift timing (refer to Fig. 5.7(c) and (d)). Such LEV, surprisingly, remained 
attached to the leeside of the wing even at 𝐷/𝑐̅ = 1.0 (see Fig. 5.7(d), 𝐷/𝑐̅ = 1.0), 
indicating that the attached-LEV mechanism was dominant in the lift generation at all 
𝐷/𝑐̅. The LEV grew spanwise in strength, connected with the tip vortex and left the 
wing from the trailing edge (see Fig. 5.7(e)). This finding is consistent with past studies 
such as Ellington et al. (1996) and Lua et al. (2010).  
 
As introduced in Chapter 2, the mechanisms that stabilize the LEV in the 3-D regime 
are still in debate. Here, we examine the most argued mechanism, i.e. the spanwise flow, 
for different ground clearances. Figure 5.8 displays slices cut from five different 
spanwise positions for 𝐷/𝑐̅ = 1.0, 3.0 and ∞, respectively. Each slice shows the axial 
flow velocity contour. Note that the white stars on each slice denote the local maximum 
of the axial flow velocity, whereas the red stars indicate the local low pressure center, 
which help to locate the core of the LEV. It can be seen that a strong axial flow was 
growing from the wing root to wing tip, regardless of 𝐷/𝑐̅. The distribution on each 
slice was also similar across different ground clearances. Additionally, the local 
maxima of the axial flow were not overlapping with the LEV core; instead, they were 
relatively closer to the trailing edge of the wing. Similar behavior was observed by Kim 
and Gharib (2010) on a revolving rectangular flat plate. They found that the spanwise 
flow was spread over the plate and the wake, which was different from the 2-D 
translating case, where the spanwise flow was confined inside the LEV. Although the 
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maximum axial flow was not at the LEV core, the prevailing spanwise flow in the 
current case might help to transport vorticity out of the LEV and keep it attached. This 
seems to be independent of the ground.  
 
Figure 5.8: Slices of instantaneous axial flow velocity contour at 𝒕∗ = 0.25 at five 
spanwise positions for (a)𝑫/?̅? = 1.0; (b) 𝑫/?̅? = 3.0 and (c)𝑫/?̅? = ∞, SHM45 
motion at Re = 5000. White stars indicates the maximum spanwise flow velocity 
of the corresponding slice, and red stars indicates the minimum pressure point. 
L.E.: leading edge; T.E.: trailing edge. 
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The suction effect from the attached LEV leads to a low pressure area on the leeside of 
the wing, as shown in the surface pressure distribution in Fig. 5.9(a). Such low pressure 
region was found to be less effective at 𝐷/𝑐̅ = 3.0, as highlighted in the broken black 
circle in Fig. 5.9(a). This resulted in the lowest lift at 𝐷/𝑐̅ = 3.0 (see Fig. 5.6(a)). For 
the closest ground clearance 𝐷/𝑐̅ = 1.0, on the other hand, a higher pressure compared 
to other 𝐷/𝑐̅ was built up on the windward side of the wing (see the circular area in 
Fig. 5.9(b)), contributing to the force enhancement. Therefore, the relative change in 
the pressure distribution explains the three regimes in the cycle-averaged forces, i.e. 
the force enhancement, force reduction and force recovery. 
 
 
Figure 5.9: Surface pressure distribution on the (a) leeside and (b) windward side 
of the wing at 𝒕∗ = 0.25 for 𝑫/?̅? = 1.0, 3.0 and ∞, SHM45 motion at Re = 5000. 
L.E.: leading edge; T.E.: trailing edge. 
 
How is the surface pressure distribution correlated with the flow structure? To answer 
this question, vortical structures, visualized by iso-Q surfaces, as well as a vertical slice 
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plotted with vertical velocity contour at 𝑡∗ = 0.1 are displayed in Fig. 5.10. Note that 
Fig. 5.10(a) is viewed from the side of the wing, whereas Fig. 5.10(b) views from the 
top of the wing. The vertical black lines in Fig. 5.10(b) correspond to the slices shown 
in Fig. 5.10(a). The red dotted rectangles in Fig. 5.10(a) denote the critical area that 
was about to interact with the wing near mid-stroke. From 𝐷/𝑐̅ = 1.0 to 3.0, there was 
an increase in the downwash velocity, probably due to the ground no longer restricting 
the downward momentum of the wake. The increased downwash understandably 
lowered the effective AoA of the wing and resulted in a systematic reduction in the 
transient force profiles (compare 𝐷/𝑐̅ = 1.0 and 3.0 in Fig. 5.6). From 𝐷/𝑐̅ = 3.0 to 
∞, however, the downwash was surprisingly reduced again (see the red rectangular 
area in Fig. 5.10(a)), which was correlated with the recovery in the transient forces 
(compare 𝐷/𝑐̅ = 3.0 and ∞ in Fig. 5.6). It can also be observed from Fig. 5.10(b) 
that the downwash was maintained and bounded by the root vortex, tip vortex and LEV 
that were formed in the previous stroke (see the downwash region in Fig. 10(b)). On 
the other side of the root vortex and tip vortex, an upwash was created instead. As the 
ground clearance increased, the root vortex RVu_1 and tip vortex TVu_1 had a gradual 
change in position relative to the wing. Specifically, they were more confined within 
the sweeping path of the wing (see Fig. 5.10(b), 𝐷/𝑐̅ = ∞). The end result was that 
the effective downwash area was reduced, and the wing would have experienced part 
of the upwash from RVu_1 as well (see RVu_1 crossing the slice in Fig. 5.10(b), 𝐷/𝑐̅ = 
∞ ). Hence, the effective AoA was increased, and the aerodynamic forces were 
accordingly recovered from 𝐷/𝑐̅ = 3.0 to ∞. Essentially, the non-monotonic behavior 
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of the downwash is analogous to the trend of downward jet for some of the 2-D 
kinematics such as advanced rotation and insect-like motions. At higher ground 
clearance, the downward jet strength also reduces because of a closer TEV in the wake. 
In this context, 2-D and 3-D ground effect are consistent. 
 
Figure 5.10: (a) A slice across the wing showing the vertical velocity contours for 
𝑫/?̅? = 1.0, 3.0 and ∞ at 𝒕∗ = 0.1, viewing from the side. SHM45 motion at Re = 
5000. Also included is the iso-Q surfaces. Red dotted rectangles indicate the area 
that is about to interact with the wing near mid-stroke. (b) Iso-Q surfaces from 
top view. Downwash and upwash regions are indicated. The black lines denote the 
slice in (a). 
 
From all the evidence in hand for SHM45 motion, it can be concluded that the wake 
capture during the early stroke was much weaker compared to the 2-D situation, and 
the attached-LEV was the major contributor to the lift generation at all ground 
clearances. The enhancement-reduction-recovery trend in the aerodynamic forces was 
highly correlated with the non-monotonic change in downwash, which directly affects 
the effective angle of attack of the wing. 
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At a higher twisting amplitude 𝛼𝑚 = 65
° (i.e. SHM65 motion), the transient lift and 
drag coefficients in one flapping cycle are presented in Fig. 5.11. A similar single-peak 
pattern can be seen in the transient lift, although the peak timing occured later than that 
for SHM45 (compare Fig. 5.11 and Fig. 5.6). Compared to 𝐷/𝑐̅ = ∞, there was a 
systematic enhancement of lift at 𝐷/𝑐̅ = 1.0, and a reduction at 𝐷/𝑐̅ = 3.0. The flow 
topology for SHM65 motion was generally similar to that for SHM45, except that the 
LEV extended more towards the wing tip, and the tip vortex was much weaker than the 
case of SHM45 (for example, compare Fig. 5.12(c) with Fig. 5.7(e)). Shyy et al. (2009) 
also reported that a synchronized rotation (i.e. normal hovering) with large rotational 
amplitude (or equivalently, low mid-stroke AoA) can negate the tip vortex effect to a 
great extent. Despite the difference in the tip vortex, the dominant lift-generating 
mechanism for SHM65 motion was still the attached-LEV. 
 
 
Figure 5.11: Transient lift and drag coefficients at various ground clearances in 
one flapping cycle for SHM65 motion at Re = 5000. (a) and (c) are experimental 
results; (b) and (d) are numerical simulation results. 
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With respect to the downwash strength, Fig. 5.13(a) shows the vertical velocity contour 
on a slice across the wing for different 𝐷/𝑐̅, whereas the corresponding iso-Q surfaces 
from top view are provided in Fig. 5.13(b). Similar to the case of SHM45, RVu_1 and 
TVu_1 from the previous upstroke also had a positional shift towards the sweeping area 
of the wing as the ground clearance increased. Hence, the strongest downwash was 
achieved at 𝐷/𝑐̅ = 3.0, leading to a force reduction. 
 
 
Figure 5.12: Snapshots of vortex structure around the 3-D elliptic wing for SHM65 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.2; (c) 𝒕∗ = 0.4. Left column: 𝑫/?̅? = 1.0; middle column: 𝑫/?̅? = 3.0; right 
column: 𝑫/?̅? = ∞. 
 




Figure 5.13: (a) A slice across the wing showing the vertical velocity contours for 
𝑫/?̅? = 1.0, 3.0 and ∞ at 𝒕∗ = 0.1, viewing from the side. SHM65 motion at Re = 
5000. Also included is the iso-Q surfaces. Red dotted rectangles indicate the area 
that is about to interact with the wing near mid-stroke. (b) Iso-Q surfaces from 
top view. Downwash and upwash regions are indicated. The black lines denote the 
slice in (a). 
 
5.2.2 Insect Mode 
In this sub-section, two types of realistic insect motions, namely, the hawkmoth (HM) 
and fruitfly (FF) motions, were prescribed to the 3-D elliptic rigid wing. Figure 5.14 
plots the cycle-averaged lift and drag coefficients versus the ground clearance for these 
two insect motions. For the HM motion, since the elevating angle is mostly negative 
throughout a stroke, the case of 𝐷/𝑐̅ = 1.0 was excluded to prevent collision between 
the wing trailing edge and the ground surface. The ground effect for insect motions was 
akin to that for the normal hovering mode, although the force enhancement and force 
reduction regimes were even less significant (see Fig. 5.14). For instance, for the HM 
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motion, the lift was enhanced by 8.0% at 𝐷/𝑐̅ = 1.5, and reduced by 5.8% at 𝐷/𝑐̅ = 
2.5 compared to that at 𝐷/𝑐̅ = ∞. For the FF motion, the variation of cycle-averaged 
lift was even more subtle, with an enhancement of merely 1.5% at 𝐷/𝑐̅ = 1.0 and a 
reduction of 6.1% at 𝐷/𝑐̅ = 3.0. These results further confirm that the 3-D ground 
effect is much weaker than the 2-D case. 
 
Next, the transient force behavior is correlated with the flow structure. We start with 
the HM motion. Figure 5.15 displays the time-dependent lift and drag coefficients 
obtained from experiment and numerical simulation. It can be seen that the shape of 
 
 
Figure 5.14: Cycle-averaged lift and drag coefficients as a function of ground 
clearance for (a) HM motion and (b) FF motion at Re = 5000. Exp: experimental 
results with 3% error bars indicating force sensor accuracy. CFD: numerical 
simulation results. 




Figure 5.15: Transient lift and drag coefficients at various ground clearances in 
one flapping cycle for HM motion at Re = 5000. (a) and (c) are experimental results; 
(b) and (d) are numerical simulation results. 
 
the lift and drag distribution was similar for different 𝐷/𝑐̅; only the magnitudes had a 
slight variation. Lift peaked at around 𝑡∗  = 0.2 in the downstroke and 0.7 in the 
upstroke, whereas it remained relatively stable at about 0.3 < 𝑡∗ < 0.4 and 0.8 < 𝑡∗ < 
0.9 (see Fig. 5.15(a) and (b)). The force enhancement at 𝐷/𝑐̅ = 1.5 and the reduction 
at 𝐷/𝑐̅ = 3.0 mostly came from the difference in such peaks. Close examination of the 
kinematic profile (see Fig. 5.1(c)) reveals that the timings of these peaks correspond to 
the maximum sweeping velocity of each stroke. Drag, on the other hand, reached a 
second local peak near the end of stroke, at approximately 𝑡∗  = 0.4 and 0.9, 
respectively (Fig. 5.15(c) and (d)). Moreover, this peak value was almost the same for 
all 𝐷/𝑐̅ (so was the lift at the same instant). Since the wing already decelerated and 
had a small sweeping velocity at this time, the second peak in drag was most likely 
attributed to the rapid wing rotation. 




Figure 5.16: Snapshots of vortex structure around the 3-D elliptic wing for HM 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.2; (c) 𝒕∗ = 0.4; (d) 𝒕∗ = 0.6; (e) 𝒕∗ = 0.8. Left column: 𝑫/?̅? = 1.5; middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
 
Near-wing and wake flow structure for ground clearance 1.5, 3.0 and ∞ are presented 
in Fig. 5.16. At 𝑡∗  = 0.2 when lift peaked, a horseshoe-like structure was formed 
behind the wing regardless of the ground clearance, consisting of LEVd_1, TEVd_1, 
RVd_1, and TVd_1 (see Fig. 5.16(b)). Such observation is consistent with Lua et al. (2010) 
and Aono et al. (2009). The suction effect of the attached LEVd_1, combined with the 
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maximum sweeping velocity, resulted in a peak lift near this instant. At all time, the 
near-wing flow topology was generally similar for different 𝐷/𝑐̅, but the wake vortices 
had a different position, because the presence of ground forced them to convect 
sideways instead of moving downwards. For example, the root vortex RVd_1 for 𝐷/𝑐̅ 
= 1.5 moved horizontally, away from the wing (see Fig. 5.16(c), (d) and (e)). In contrast, 
for 𝐷/𝑐̅ = ∞, RVd_1 quickly convected downwards, as shown in Fig. 5.16(b) to (d). 
This agrees well with the normal hovering mode discussed previously, and leads to a 
non-monotonic downwash as illustrated in Fig. 5.17. In Fig. 5.17(b), the RVd_1 in the 
wake can be seen to shift towards the sweeping area of the wing as the ground clearance 
increased. At 𝐷/𝑐̅ = ∞, part of RVd_1 crossed the slice plane in Fig. 5.17(a), leading 
to reduced downwash compared to 𝐷/𝑐̅ = 3.0. Therefore, the aerodynamic forces 
recovered at 𝐷/𝑐̅ = ∞. Nevertheless, the downwash strength was actually weaker 
compared to those of SHM45 and SHM65 motions, probably due to the elevating 
component in the kinematic profile. As mentioned in section 5.1, the wing elevated 
down to a negative elevating angle in the first half of each stroke and then elevated up 
again in the second half. Because of the upward elevation near the end of stroke, the 
wake vortices could have been more away from the wing compared to normal hovering 
without elevation. As a result of a less influential wake, it is not unexpected to see a 








Figure 5.17: (a) A slice across the wing showing the vertical velocity contours for 
𝑫/?̅? = 1.5, 3.0 and ∞ at 𝒕∗ = 0.6, viewing from the side. HM motion at Re = 
5000.Also included is the iso-Q surfaces. Red dotted rectangles indicate the area 
that is about to interact with the wing near mid-stroke. (b) Iso-Q surfaces from 
top view. Downwash and upwash regions are indicated. The black lines denote the 
slice in (a). 
 
As for the FF motion, correspondent transient force distributions and flow structure are 
shown in Fig. 5.18 and 5.19, respectively. It should be pointed out that the FF motion 
starts with a large sweeping angle of 82° and an elevating angle of 22°. Therefore, 
the sweeping distance in one stroke is longer than other kinematics, and the effect 
brought by the elevating component is more intense. These two factors may lower the 
variation in the downwash strength and result in an insignificant ground effect in Fig. 
5.14(b). This could be the reason why Maeda and Liu (2013) claimed that the ground 
effect on the wings of a fruitfly was negligible. A major force peak can be observed in 
each stroke (at about 𝑡∗ = 0.25 and 0.75) and it was correlated with the maximum 
sweeping velocity. Apart from the major peak, another small early peak existed before 
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𝑡∗ = 0.1 and 0.6, which is similar to the 2-D FF case.  
 
 
Figure 5.18: Transient lift and drag coefficients at various ground clearances in 
one flapping cycle for FF motion at Re = 5000. (a) and (c) are experimental results; 
(b) and (d) are numerical simulation results. 
 
Regarding the flow topology, Fig. 5.19(b) shows that a horseshoe-like structure similar 
to that in HM motion can be identified. Moreover, the effect of large elevating on the 
wake vortices can be clearly seen at 𝐷/𝑐̅ = ∞, whereby RVd_1 and TVd_1 were 
elongated as the wing elevated up near the end of stroke (see Fig. 5.19(c) and (d), 𝐷/𝑐̅ 
= ∞). Because RVd_1 was far away from the wing, the downwash in the wake at 𝐷/𝑐̅ 
= ∞ was as weak as that at 𝐷/𝑐̅ = 1.0, as displayed in Fig. 5.20(a). This resulted in 
little lift enhancement at 𝐷/𝑐̅ = 1.0 (Fig. 5.14(b)). Yet, as the ground clearance 
increased, RVd_1 and TVd_1 still shifted towards the wing sweeping region, as illustrated 
in Fig. 5.20(b). Based on the consistency of such positional shift of wake vortices for 
all the kinematics tested in this section, it can be concluded that this is a common  




Figure 5.19: Snapshots of vortex structure around the 3-D elliptic wing for FF 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.2; (c) 𝒕∗ = 0.4; (d) 𝒕∗ = 0.6; (e) 𝒕∗ = 0.8. Left column: 𝑫/?̅? = 1.0; middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
 
feature in 3-D ground effect. Apart from this, other conclusions for SHM45 motion can 
also be applied to the insect motion, such as that the ground effect is much weaker 
compared to the 2-D scenario, and that the attach-LEV mechanism is dominant in the 
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lift generation regardless of ground clearance. 
 
 
Figure 5.20: (a) A slice across the wing showing the vertical velocity contours for 
𝑫/?̅? = 1.0, 3.0 and ∞ at 𝒕∗ = 0.6, viewing from the side. FF motion at Re = 5000. 
Also included is the iso-Q surfaces. Red dotted rectangles indicate the area that is 
about to interact with the wing near mid-stroke. (b) Iso-Q surfaces from top view. 
Downwash and upwash regions are indicated. The black lines denote the slice in 
(a). 
 
5.2.3 Fountain Effect 
As first claimed by Maeda and Liu (2013) and later confirmed by Kim et al. (2014) in 
their experiment on a real hovering hummingbird, an insect hovering in ground effect 
will experience an upward jet or “fountain”. Such upward jet impinges on the bottom 
of the body, and therefore boosts the lift force. The so-called fountain effect is 
essentially an upwash resulting from the interaction of the wake vortices of the flapping 
wings with the ground. In the present work, such upwash is also consistently observed 
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for all the kinematics considered, and can be illustrated in Fig. 5.21. In the figure, a 
vertical slice on the x-y plane is cut across the rotating center of the wing and it shows 
the vertical velocity contour as well as on-plane streamlines for different motions and 
ground clearances (see Fig. 5.21(e) for slice position). Note that the streamlines are 
relative to the laboratory frame. The appearance of an upward flow region near the 
symmetric plane (i.e. the mirror plane for the two wings, see Fig. 3.6 for more details) 
indicates the “fountain”. As revealed by Fig. 5.21(a) to (d), a fountain zone can be 
identified for all the cases in ground effect (left and middle columns), whereas it did 
not exist at 𝐷/𝑐̅ = ∞. In other words, the present results are consistent with Maeda 
and Liu (2013) and Kim et al. (2014). The fountain, or upwash, was caused and 
maintained by the root vortex that was shed from the wing at each stroke. As mentioned 
in the previous sub-sections, the root vortex moved away from the wing, along the 
ground plane, due to restriction in vertical convection. As the two root vortices shed 
from each wing moved closer to each other, their induced velocities formed a strong 
fountain near the symmetric plane. In addition, the two vortices induced each other and 
both of them moved upwards, further extending the fountain zone along the vertical 
axis. Therefore, if a body was placed between the two wings, its lift was most likely to 
be enhanced in ground effect. In fact, Maeda and Liu (2013) showed that the wings did 
not benefit from proximity to the ground, but the body contributed to 8.5 percent 
increase of the total lift (i.e. sum of body lift and wing lift) compared to non-ground 
case. Our results further showed that the fountain zone was more extended in the 
vertical direction at 𝐷/𝑐̅ = 3.0 compared to 𝐷/𝑐̅ = 1.0. At 𝐷/𝑐̅ = ∞, the root vortex 
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simply convected downwards. Hence, the fountain was absent in this case (see the right 
column in Fig. 5.21).  
 
 
Figure 5.21: A vertical slice in the x-y plane showing the vertical velocity contour 
and streamline in lab frame for (a) SHM45; (b) SHM65; (c) HM; (d) FF motion at 
𝒕∗ = 0.2, Re = 5000. (e) Schematics showing the symmetric plane and slice plane 
positions. Also included is the iso-surfaces of Q criterion. Left column: 𝑫/?̅? = 1.0 
(1.5 for (c) HM motion); middle column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
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5.3 Effect of Wing Shape 
This section examines different wing shapes in order to investigate whether changing 
the wing planform will result in a different ground effect. As introduced in section 5.1 
(see Fig. 5.3), a hawkmoth wing and a fruitfly wing are considered. Compared to the 
generic elliptic wing discussed in the previous section 5.2, one of the distinctive 
features of the realistic insect wings is that the pivot point is located near the leading 
edge instead of the center of the wing root. In addition, the hawkmoth wing actually 
consists of a forewing and a hindwing. Since the hindwing flaps in phase with the 
forewing, they are normally treated as one wing (Aono and Liu, 2009). This explains 
why there is a kink at the trailing edge of the hawkmoth wing (see Fig. 5.3). The fruitfly 
wing, on the other hand, has the largest planform area and mean chord length amongst 
the three wings considered in the present study. Hence, its flapping frequency is the 
lowest in order to achieve the same Reynolds number of 5000. Finally, both the insect 
wings have lower aspect ratios compared to the elliptic wing. 
 
The hawkmoth wing was prescribed with hawkmoth motion, whereas the fruitfly wing 
was prescribed with fruitfly motion. Figure 5.22 display the cycle-averaged lift and 
drag coefficients as functions of ground clearance for the two insect wings. Results of 
elliptic wing are reproduced here for comparison. The numerical simulation results are 
provided in Appendix C. As shown in Fig. 5.22(a), the ground effect for the hawkmoth 
wing (H.W.) had similar trend as that for the elliptic wing (E.W.). Both of them can be 
categorized into force enhancement, force reduction and force recovery regimes, 
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although there was a parallel shift in the force magnitude. Specifically, the hawkmoth 
wing has a lower cycle-averaged lift than the elliptic wing at each ground clearance. 
However, the cycle-averaged drag curves almost overlapped with each other. For the 
fruitfly wing (F.W.) in fruitfly motion, while drag was also similar to the elliptic wing, 
its lift was surprisingly higher. Such trend was opposite to that of the hawkmoth wing.  
 
 
Figure 5.22: Cycle-averaged lift and drag coefficients as functions of ground 
clearance for (a) HM motion and (b) FF motion at Re = 5000. Results are obtained 
from experiment. E.W.: Elliptic Wing; H.W.: Hawkmoth Wing; F.W.: Fruitfly 
Wing. 
 
To figure out the reason that causes the different behaviors of the cycle-averaged forces 
for the two insect wings, it is necessary to look into the transient force distribution. As 
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mentioned earlier, the pivot points for the insect wings are closer to the leading edge. 
Therefore, at the same 𝐷/𝑐̅ (defined as distance between the rotating center and the 
ground), the insect wings will actually have a smaller effective ground clearance 
compared to the elliptic wing, i.e. their trailing edges are closer to the ground surface. 
As such effect may be coupled with the effect of wing shape and complicates the 
analysis, it is better to look at the case of 𝐷/𝑐̅ = ∞ first, where the difference in the 
transient forces is solely caused by wing shape. Starting with HM motion, Fig. 5.23 
presents the transient lift and drag in one complete cycle obtained from experiment and 
CFD, respectively, bearing in mind that the hawkmoth wing has a smaller cycle-
averaged lift but almost same drag. It can be seen from Fig. 5.23 that the hawkmoth 
wing had a similar force distribution compared to the elliptic wing, but the magnitude 
was different. Specifically, the forces of the hawkmoth wing were smaller than their 
E.W. counterparts during 𝑡∗ = 0.0 ~ 0.3 and 0.5 ~ 0.8 (see Fig. 5.23 (a) and (c), black 
arrows), but larger near the end of each stroke (red arrows). The larger end-of-stroke 
peak was more obvious in the drag than in the lift, and it almost counterbalanced the 
smaller drag during 𝑡∗ = 0.0 ~ 0.3 and 0.5 ~ 0.8. The end result was a comparable 
cycle-averaged drag in Fig. 5.22(a). As for the lift, the enhancement near the end of 
stroke was not adequate to cover the earlier reduction (especially near 𝑡∗ = 0.7, see 
Fig. 5.23(a)), so the cycle-averaged lift of the hawkmoth wing was lower than the 
elliptic wing.  




Figure 5.23: Transient lift and drag coefficients at 𝑫/?̅? = ∞ in one flapping 
cycle for HM motion at Re = 5000. (a) and (c) are experimental results; (b) and (d) 
are numerical simulation results. E.W.: Elliptic Wing; H.W.: Hawkmoth Wing; 
F.W.: Fruitfly Wing. 
 
As discussed in section 5.2, the end-of-stroke peak was most likely caused by the rapid 
pitching-up of the wing. This rotational force is closely related to the rotational axis 
position. In fact, Dickinson et al. (1999) and Sane and Dickinson (2002) showed that 
the rotational force coefficient is proportional to (0.75 – ?̂? ), where ?̂?  is the 
dimensionless distance between the pivot point to the leading edge. Therefore, a pivot 
point that is closer to the leading edge will lead to higher rotational force. Since the 
insect wings have a pivot point near the leading edge, it is expected that they have a 
higher rotational force, as shown in Fig. 5.23(a) and (c). In addition, because of the 
high AoA near stroke reversal, the drag component increased more from elliptic to 
hawkmoth wing, compared to lift. To further prove the correlation between the pivot 
position and the end-of-stroke peak, an additional case of fruitfly wing undergoing the 
same HM motion was simulated (see Fig. 5.23(b) and (d)). As shown in Fig. 5.3, the 
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fruitfly wing also has a pivot point close to the leading edge, but to a less extent 
compared to the hawkmoth wing. In Fig. 5.23(b) and (d), the peaks for the fruitfly wing 
at around 𝑡∗ = 0.4 and 0.9 clearly lay between those for the other two wings. Hence, 
it can be confirmed that the rotational forces are directly linked with the pivot position. 
 
As for the force difference during 𝑡∗ = 0.0 ~ 0.3 and 0.5 ~ 0.8, since the attached-LEV 
is the dominant lift-generating mechanism, the LEV strength may vary amongst 
different wings. Figure 5.24 shows the surface pressure distribution for the three wings 
at 𝑡∗ = 0.7, when the difference in the force magnitude was the largest (see Fig. 5.23). 
It can be seen that the elliptic wing had the lowest pressure brought by the attached 
LEV, and the low pressure region occupied most of the wing planform area. If we 
calculate the area enclosed by a pressure contour line (see the dashed lines in Fig. 5.24), 
and divide it by the respective wing planform area to roughly indicate the effective area 
caused by LEV, the elliptic wing would achieve an area ratio of 37%, outweighing the 
hawkmoth and fruitfly wings (26% and 25%, respectively). This is partly due to the 
lower aspect ratio of the insect wings (refer to the AR values in Fig. 5.3). As the LEV 
grew spanwise and left the wing near the tip, most of the wing area close to the trailing 
edge and the wing root did not benefit from the LEV. Such unbenefited area increased 
with the decrease of aspect ratio. Therefore, the insect wings had smaller aerodynamic 
forces compared to the elliptic wing. 




Figure 5.24: Surface pressure distribution at 𝒕∗ = 0.7 for (a) elliptic wing; (b) 
hawkmoth wing; (c) fruitfly wing, HM motion at Re = 5000. 
 
 
Figure 5.25: Transient lift and drag coefficients at 𝑫/?̅? = ∞ in one flapping 
cycle for FF motion at Re = 5000. (a) and (c) are experimental results; (b) and (d) 
are numerical simulation results. E.W.: Elliptic Wing; H.W.: Hawkmoth Wing; 
F.W.: Fruitfly Wing. 




Figure 5.26: Surface pressure distribution at 𝒕∗ = 0.7 for (a) elliptic wing; (b) 
hawkmoth wing; (c) fruitfly wing, FF motion at Re = 5000. 
 
From the above discussion, it can be concluded that for the hawkmoth wing in HM 
motion, the attached-LEV was less effective than the elliptic wing, and the end-of-
stroke rotational force was higher. These two factors competed with each other, and 
resulted in a smaller cycle-averaged lift and a comparable drag. How about the fruitfly 
wing in FF motion? To answer this question, transient force distribution at 𝐷/𝑐̅ = ∞ 
is displayed in Fig. 5.25. Similar to the hawkmoth wing, the end-of-stroke peak for the 
fruitfly wing was higher than that for the elliptic wing (see the red arrows in Fig. 5.25(a) 
and (c)), due to a pivot point that is located closer to the leading edge. An additional 
case of the hawkmoth wing undergoing the same FF motion was simulated (see Fig. 
5.25(b) and (d)), and its end-of-stroke peak was also higher than the elliptic wing. For 
the rest of the force distribution, however, the results for different wing shapes broadly 
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overlapped, especially in the transient lift (Fig. 5.25(b)). According to the instantaneous 
surface pressure distribution at 𝑡∗ = 0.7 in Fig. 5.26, the low pressure area enclosed 
by the dotted contour line was 31%, 28% and 35% for the elliptic wing, fruitfly wing 
and hawkmoth wing, respectively. This indicates that the suction effect of the attached-
LEV may be similar across the three wings, which is different from the case of HM 
motion in Fig. 5.24. Therefore, the effectiveness of LEV on different wing planforms 
is sensitive to the kinematics. The similar suction effect from LEV, combined with a 
higher end-of-stroke peak, resulted in a higher cycle-averaged lift for the fruitfly wing 
(see Fig. 5.22(b)).  
 
Now we can extend the comparison to other ground clearances. Figure 5.27 and 5.28 
include the transient force distributions in ground effect for HM and FF motions, 
respectively. In each figure, (a) and (c) are the lift and drag coefficients at 𝐷/𝑐̅ = 1.5, 
whereas (b) and (d) are at 𝐷/𝑐̅  = 3.0. Note that the results are obtained from 
experiment, and numerical simulation results are provided in Appendix C. From Fig. 
5.27, it can be seen that the patterns for different wings were generally similar to those 
at 𝐷/𝑐̅ = ∞. Compared to the elliptic wing, the hawkmoth wing also had a larger end-
of-stroke peak, and smaller force during 𝑡∗ = 0.0 ~ 0.3 and 0.5 ~ 0.8. Likewise, as 
shown in Fig. 5.28, the fruitfly wing had a higher force near the end of stroke, and a 
comparable force at other time. This indicates that the major effects of wing shape are 
insensitive to the ground clearance, and explains why the ground effect is similar 
amongst different wing planforms, except for a parallel shift in magnitude (refer back 
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to Fig. 5.22).  
 
 
Figure 5.27: Transient lift and drag coefficients at 𝑫/?̅? = 1.5 and 3.0 in one 
flapping cycle for HM motion at Re = 5000. (a) and (c) are experimental results at 
𝑫/?̅? = 1.5; (b) and (d) are experimental results at 𝑫/?̅? = 3.0. E.W.: Elliptic Wing; 
H.W.: Hawkmoth Wing. 
 
 
Figure 5.28: Transient lift and drag coefficients at 𝑫/?̅? = 1.5 and 3.0 in one 
flapping cycle for FF motion at Re = 5000. (a) and (c) are experimental results at 
𝑫/?̅? = 1.5; (b) and (d) are experimental results at 𝑫/?̅? = 3.0. E.W.: Elliptic Wing; 
F.W.: Fruitfly Wing. 
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With respect to the flow structure, the iso-Q surfaces near the hawkmoth wing in HM 
motion and the fruitfly wing in FF motion are visualized in Fig. 5.29 and Fig. 5.30, 
respectively. It is found that the flow topology was broadly analogous to that for the 
elliptic wing prescribed with the same motion (compare Fig. 5.29 with Fig. 5.16, and  
 
 
Figure 5.29: Snapshots of vortex structure around the hawkmoth wing for HM 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.2; (c) 𝒕∗ = 0.4; (d) 𝒕∗ = 0.6; (e) 𝒕∗ = 0.8. Left column: 𝑫/?̅? = 1.5; middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
 




Figure 5.30: Snapshots of vortex structure around the hawkmoth wing for FF 
motion at Re = 5000, visualized by iso-surfaces of Q criterion. (a) 𝒕∗ = 0.0; (b) 𝒕∗ 
= 0.2; (c) 𝒕∗ = 0.4; (d) 𝒕∗ = 0.6; (e) 𝒕∗ = 0.8. Left column: 𝑫/?̅? = 1.5; middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
 
Fig. 5.30 with Fig. 5.19). The salient features such as the horseshoe-like structure (Fig. 
5.29(b), 5.30(b)) and the elongated root vortex in the FF mode due to large elevating 
motion (see Fig. 5.30(a), 𝐷/𝑐̅ = ∞) can also be identified. Hence, the variation in 
wing shape had little influence on the flow topology, which is consistent with the 
similar ground effect shown in Fig. 5.22. 
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5.4 Effect of Reynolds Number 
In this section, all the cases of different wing kinematics and wing shapes discussed in 
section 5.2 and 5.3 are repeated in a much lower Reynolds number of 100, in order to 
cover the range of fruitfly motion. Since the Reynolds number is 50 times lower, the 
viscous effect can be expected to be much more significant. Vortices will be weaker 
and diffuse more quickly.  
 
 
Figure 5.31: Cycle-averaged lift and drag coefficients as a function of ground 
clearance at Re = 100 and 5000. Results are obtained from experiment. E.W.: 
Elliptic Wing; H.W.: Hawkmoth Wing; F.W.: Fruitfly Wing. (a) SHM45 motion; 
(b) SHM65 motion; (c) and (e): HM motion; (d) and (f): FF motion. 
 
Figure 5.31 shows the cycle-averaged forces versus ground clearance for six scenarios, 
including four kinematics for the elliptic wing (Fig. 5.31(a) to (d)) as well as two more 
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cases for insect wings (Fig. 5.31(e) and (f)). Results from numerical simulation are 
presented in Appendix D. At Re = 100, the ground effect was very similar to that at Re 
= 5000 in terms of the enhancement-reduction-recovery trend, although the absolute 
force magnitudes differed. The cycle-averaged lift coefficient can be seen to have a 
systematic shift-down compared to the high Re condition (for example, see Fig. 
5.31(a)). Such shift-down was consistent for all cases, regardless of kinematics and 
wing shape. The lower cycle-averaged lift at low Re was also reported by Birch et al. 
(2004) and Kim and Gharib (2010). As for the drag coefficient, its behavior was more 
complex. It was sensitive not only to kinematics, but also to wing shape. For instance, 
in the case of elliptic wing in SHM45 motion (Fig. 5.31(a)) and HM motion (Fig. 
5.31(c)), the drag curve shifted down at low Re. In other cases, however, the drag at Re 
= 100 was either similar to (Fig. 5.31(b) and (d)) or higher than that at Re = 5000. Even 
with the same HM motion, the drag of the elliptic wing behaved differently from the 
hawkmoth wing (compare Fig. 5.31(c) and (e)).  
 
To gain a deeper understanding to such different trends, the transient force distribution 
needs to be examined. Following section 5.3, we start from the case of 𝐷/𝑐̅ = ∞, and 
only discuss the insect motions, because they include all the different trends of drag 
(Fig. 5.31(a) shows similar trend to (c), and (b) is similar to (d)), and cover all wing 
shapes. Figure 5.32 plots the transient force history for the two Reynolds number. The 
left column is lift coefficient, and the right column is drag coefficient. Regardless of 
kinematics and wing shape, it is seen that most of the time, the lift coefficient at low 
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Re was smaller than that at high Re, which led to a systematic decrease of the averaged 
lift in Fig. 5.31. Moreover, despite of the difference in cycle-averaged drag, a consistent 
observation can be made in the transient lift and drag patterns. At the start of a stroke, 
the aerodynamic forces were larger in the case of low Re (see the red arrows in Fig. 
5.32). Considering the high AoA in the early stroke, it is not unexpected to see a more 
significant increase in drag than in lift. However, such increase only lasted for a short  
 
 
Figure 5.32: Transient lift (left column) and drag (right column) coefficients at 
𝑫/?̅? = ∞ in one flapping cycle for HM and FF motions at Re = 100 and 5000. 
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Results are obtained from experiment. E.W.: Elliptic Wing; H.W.: Hawkmoth 
Wing. 
 
while (about 0.1 ~ 0.2), and it gave way to a decrease in the major peak of the stroke 
(see the black arrows in Fig. 5.32). Finally, at the end of the stroke, the peak due to 
rapid pitching was also lower at Re = 100 (see the green arrows in Fig. 5.32). The 
increase in drag in the early stroke, competed with the decreases in the middle and end 
of stroke. Under specific wing kinematics and wing shape, such competition led to 
distinct behaviors of cycle-averaged drag (Fig. 5.31). For example, in the case of 
elliptic wing in HM motion, the increase in the early stage was not adequate to cover 
the later decreases (see Fig. 5.32(b)), so the cycle-averaged drag was lower at Re = 100. 
However, for hawkmoth wing in the same motion, the early increase outweighed the 
loss after 𝑡∗ = 0.2, resulting in a higher cycle-averaged drag at low Re (Fig. 5.31(e)). 
Thus, further analysis on the physics behind the early increase and subsequent 
decreases is crucial to understanding the effect of Reynolds number.  
 
Firstly, as discussed in previous sections, the end-of-stroke peak can be attributed to 
the rapid pitching mechanism (also see Dickinson et al., 1999). The fact that the end-
of-stroke peak reduces at low Re implies that the rotational force due to rapid pitching 
is a function of Reynolds number. This is possibly due to viscosity reducing the 
circulation of the wing (or “rotational circulation” as claimed by Sane and Dickinson, 
2002). In the quasi-steady model by Sane and Dickinson (2002), the rotational force 
was modeled from inviscid theory, i.e. it was assumed to be independent of Reynolds 
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number. According to the present results, such assumption might not be valid. Higher 
accuracy may be achieved if the Reynolds number is taken into account. 
 
Secondly, the difference in aerodynamic forces near the middle of a stroke (indicated 
by black arrows in Fig. 5.32) may also result from viscous diffusion, which caused the 
LEV to be weaker. This can be visualized by the surface pressure distribution shown 
in Fig. 5.33. Also included in the figure is the near-wing vortical structure. Compared 
to Re = 5000, the low pressure region owing to the attached LEV was smaller and 
weaker at Re = 100, leading to a smaller lift. In addition, the spanwise growth of LEV 
from wing root to tip was more aggressive in high Re case, whereas the pressure was 
more evenly distributed along the span at Re = 100. The difference in pressure 
distribution between high and low Reynolds number cases may be further correlated  
 
 
Figure 5.33: Instantaneous iso-Q surface and surface pressure distribution for Re 
= 100 and 5000. Time instants are close to the black arrows in Fig. 5.32. (a) Elliptic 
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wing in HM motion; (b) elliptic wing in FF motion; (c) hawkmoth wing in HM 
motion; (d) fruitfly wing in FF motion. From left, first column: iso-Q surface at 
Re = 100; second column: pressure distribution at Re = 100; third column: 
pressure distribution at Re = 5000; fourth column: iso-Q surface at Re = 5000. 
 
 
Figure 5.34: Slices of instantaneous axial flow velocity contour at 𝒕∗ = 0.3 at five 
spanwise positions for (a) Re = 100; (b) Re = 5000, elliptic wing with FF motion. 
White stars indicates the maximum spanwise flow velocity of the corresponding 
slice, and red stars indicates the minimum pressure point. L.E.: leading edge; T.E.: 
trailing edge. 
 
with the difference in spanwise flow. Here, the case of elliptic wing in FF motion is 
selected as a representative, and the spanwise flow is illustrated in Fig. 5.34. In the 
figure, red stars indicate the minimum pressure position on each spanwise slice, 
whereas white stars denote the maximum axial velocity. It can be seen that the spanwise 
flow at low Re (Fig. 5.34(a)) was weaker than at high Re (Fig. 5.34(b)). Moreover, the 
lowest pressure point was very close to the leading edge for all spanwise positions, 
unlike the high Re case, whereby the minimum pressure started to shift towards the 
trailing edge. In addition, the maximum axial velocity deviated from the low pressure 
center to a greater extent at Re = 100 (compare the distance between red and white stars 
in Fig. 5.34(a) and (b)). In fact, the minimum pressure point was not even within the 
axial flow region at Re = 100, implying that the spanwise flow might not be the major 
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mechanism that prolonged the attachment of LEV. This finding is consistent with the 
results by Birch et al. (2004) on a model fruitfly wing at Re = 120.  
 
Lastly, the early increase in the transient forces (especially in drag, see red arrows in 
Fig. 5.32) at low Reynolds number is probably due to a reduced downwash. Because 
of viscous diffusion, the vortices in the wake quickly dissipated in the case of Re = 100. 
Since the downwash is essentially maintained by wake vortices, the dissipated wake 
would lead to a weaker downwash. This is confirmed in Fig. 5.35, which plots the 
vertical velocity contour on a slice across the wing at 𝑡∗ = 0.6, corresponding to the 
early increase in force. Compared to the high Re case (right column), the downwash in 
the low Re case (left column) was consistently weaker, regardless of wing kinematics 
and wing shape. A reduced downwash results in higher angle of attack of the wing, and 
hence enhances force generation. This could explain the consistent force increase at Re 
= 100 indicated by the red arrows in Fig. 5.32. Because of the high geometric AoA at 
the early stage of a stroke, such increase was more effective in drag than in lift. 
Nonetheless, the early increase soon gave way to a force decrease, due to the same 
viscous diffusion that reduced the LEV strength, as discussed in Fig. 5.33.  
 
To sum up, the low Re effect is threefold: a reduced downwash, a weaker LEV and a 
lower rotational circulation. The reduced downwash increases aerodynamic forces, 
whereas the other two have negative effects. The competition between these three 
factors depends on specific wing motion and wing shape, and results in a systematic 
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decline in cycle-averaged lift, but a more complex trend in cycle-averaged drag.  
 
Figure 5.35:A slice across the wing showing the vertical velocity contours at 𝒕∗ = 
0.6, viewing from the side. (a) Elliptic wing in HM motion; (b) elliptic wing in FF 
motion; (c) hawkmoth wing in HM motion; (d) fruitfly wing in FF motion. Also 
included is the iso-Q surfaces. Left column: Re = 100; right column: Re = 5000. 
 
The next concern is whether the above mechanism applies to other ground clearances 
as well. Our results show that the answer is indeed positive. Figure 5.36 and 5.37 
display the transient force distributions at 𝐷/𝑐̅ = 1.5 and 3.0 (representing the force 
enhancement and force reduction regimes, respectively) for elliptic wing in HM and 
FF motions. The early force increase at low Re due to reduced downwash (red arrows),  




Figure 5.36: Transient lift and drag coefficients at 𝑫/?̅? = 1.5 and 3.0 in one 
flapping cycle for elliptic wing in HM motion at Re = 100 and 5000. (a) and (c) are 




Figure 5.37: Transient lift and drag coefficients at 𝑫/?̅? = 1.5 and 3.0 in one 
flapping cycle for elliptic wing in FF motion at Re = 100 and 5000. (a) and (c) are 
experimental results at 𝑫/?̅? = 1.5; (b) and (d) are experimental results at 𝑫/?̅? = 
3.0. 
 




Figure 5.38: A vertical slice in the x-y plane showing the vertical velocity contour 
and streamline in lab frame for (a) SHM45; (b) SHM65; (c) HM; (d) FF motion at 
𝒕∗  = 0.2, Re = 100. Left column: 𝑫/?̅? = 1.0 (1.5 for (c) HM motion); middle 
column: 𝑫/?̅? = 3.0; right column: 𝑫/?̅? = ∞. 
 
and subsequent decreases due to weaker LEV (black arrows) and lower rotational 
circulation (green arrows) can be identified in both ground clearances. This indicates 
that the threefold low Re effects are insensitive to ground proximity, and explains the 
parallel shift of cycle-averaged forces in Fig. 5.31. Comparisons between high and low 
Reynolds numbers for other wing kinematics and wing shapes in ground effect are 
included in the Appendix D, and they show similar trend as the non-ground case.  
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Finally, the fountain effect is revisited for Re = 100 in Fig. 5.38. As shown in the figure, 
the upwash, or fountain, can still be observed near the symmetric plane between the 
two wings. Yet, this time, the strength of the upwash was lower compared to the high 
Re case, probably due to the dissipated root vortex (compare Fig. 5.38 with Fig. 5.21). 
Compared to 𝐷/𝑐̅ = 1.0, the fountain zone was also extended at a higher ground 
clearance of 𝐷/𝑐̅ = 3.0. 
 
5.5 Overall Conclusions for this Chapter 
Experiment and associated numerical simulation have been carried out to study the 
ground effect on a 3-D flapping wing with different hovering kinematics, wing shapes 
and Reynolds number. Unlike some of the past studies on 3-D flapping wing in ground 
effect (Truong et al. 2013, Maeda and Liu 2013), which only considered two cases, i.e. 
in and out of ground effect, we systematically scan through a series of ground 
clearances to obtain a more complete picture. Similar to the 2-D results in Chapter 4, 
an enhancement-reduction-recovery trend is generally observed in the cycle-averaged 
aerodynamic forces. However, the 3-D ground effect is much weaker compared to the 
2-D scenario. Moreover, the lift-to-drag ratio has little variation at different ground 
clearances. In the first set of experiment, normal hovering mode and insect mode are 
prescribed to a generic wing with half-ellipse planform at Re = 5000 (in the range of a 
hawkmoth). By correlating the transient force history with the flow structure, it is found 
that the wake capture, which is the dominant lift-generating mechanism in 2-D ground 
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effect, is rather weak in 3-D. Instead, the LEV keeps attached even when the wing is 
closest to the ground, and it is always the major lift contributor, regardless of ground 
clearance. The spanwise flow around the wing is also examined, and it is shown to be 
widely spread over the wing and the wake. With respect to the force enhancement, force 
reduction and force recovery, our analysis reveals that they are closely related to the 
downwash strength in the wake, which directly affects the effective angle of attack of 
the wing. As the ground clearance increases, the downwash strength at first increases, 
and then decreases. While the increase is due to less restriction on the formation of root 
vortex and tip vortex, the subsequent decrease can be attributed to a gradual positional 
shift of the wake vortices towards the sweeping area of the wing. Such shift of wake 
vortices position reduces the effective downwash area, and even brings in part of the 
upwash from the root vortex. This observation is consistent across all kinematics 
investigated, although the effect is weaker in insect mode, because of the elevating 
motion. The fountain effect is also examined. It is confirmed that when the wing is in 
ground effect, a strong fountain (or upwash) is formed between two flapping wings, 
and it may cause a significant increase to the body lift of insects. Moreover, compared 
to 𝐷/𝑐̅ = 1.0, the fountain zone is more extended in the vertical direction in the force 
reduction regime. 
 
In the second set of experiment, two insect wings are prescribed with their respective 
insect motions, and results are compared with those for the elliptic wing executing the 
same kinematics. It is found that the ground effect for different wing planforms is 
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similar, except for a parallel shift in cycle-averaged lift. The flow topologies near the 
wing and in the wake are also analogous. The aspect ratio of the wing will affect the 
effectiveness of LEV, but it is also sensitive to the specific kinematics. Furthermore, 
since the insect wings have a pivot point that is closer to the leading edge compared to 
the elliptic wing, their end-of-stroke rotational peaks in the transient forces are higher.  
 
The third set of experiment repeats the first and second sets, but at a much lower 
Reynolds number of 100 (in the range of a fruitfly). For all the kinematics and wing 
shapes, the ground effect remains almost the same compared to the results at Re = 5000, 
albeit the cycle-averaged forces have a parallel shift in magnitude. Specifically, the 
cycle-averaged lift has a consistent shift-down, whereas the averaged drag has a more 
complex behavior. Upon analyzing the transient forces and flow structure, it is found 
that the viscous diffusion brings in threefold effects: a reduced downwash, a weaker 
LEV and a lower rotational circulation. The reduced downwash increases aerodynamic 
forces, especially the drag force, for a short while. Subsequently, the weaker LEV and 
lower rotational circulation cause the force to decrease. The competition between the 
reduced downwash and other two effects is also sensitive to specific wing kinematics 
and wing shapes, resulting in complex behavior of the cycle-averaged drag. Last but 






Rotating Elliptic Cylinder in a Uniform 
Freestream 
 
This chapter is an offshoot study related to flapping wing aerodynamics and aims to 
investigate the transition of force behavior and flow structure from a rotating circular 
cylinder to an elliptic cylinder in a cross flow. It should be emphasized that our intent 
is not to mimic any insect flight. Although insect wings never perform continuous 
spinning, the current study on flow past rotating cylinder decouples the translation and 
rotation, and may give a more fundamental insight to how rotational lift is generated. 
6.1 Introduction and Literature Survey 
As introduced in Chapter 2, one of the major unsteady mechanisms for lift generation 
is rapid pitching, which is observed during wing reversal near the end of each stroke. 
In their experimental study of a scaled fruitfly wing model, Dickinson et al. (1999) 
noted a peak in the transient force during wing reversal. They attributed this force 
enhancement to rapid rotation of the wing analogous to the side force generated by a 
rotating circular cylinder or sphere in a uniform cross flow (or Magnus effect). 
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However, this explanation was later disputed by Walker (2002), who used blade 
element model to show that even without considering the Magnus effect in the analysis, 
the results matched well with experimental readings. He argued that the “rotational lift” 
in flapping wing was not Magnus-like but rather a similar circulatory force that is 
observed during translation. In a subsequent study on the role of wing rotation, Sane 
and Dickinson (2002) proposed a revised quasi-steady model that takes into 
consideration the additional circulation generated by the rotational component in order 
to satisfy the Kutta condition (also known as Kramer effect (Kramer, 1932)) because 
the stagnation point is no longer located at the trailing edge during rotation. Sane and 
Dickinson (2002) modeled the rotational lift coefficient to be proportional to the 
angular velocity. Yet, an alternative explanation was provided by Sun and Tang (2002) 
for the rotational mechanism. Based on their numerical simulation, they attributed the 
generation of a peak force during fast pitching-up to a rapid growth of vorticity. Despite 
these different opinions, it can be certain that the rotational mechanism for a flapping 
wing, which is similar to a thin flat plate, differs from that for a rotating circular 
cylinder. This raises an interesting side question: how do the force and wake structures 
of a rotating circular cylinder (or Magnus effect) transit to those of a rotating elliptic 
cylinder as the thickness ratio is decreased incrementally?  
 
In the literature, there is a dearth of data regarding the effect of thickness ratio on a 
two-dimensional rotating cylinder at low Reynolds number. Most of the studies were 
focused on a rotating circular cylinder only (Badr et al. 1990, Chen et al. 1993, Chew 
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et al. 1995, Mittal and Kumar 2003, Kang et al. 1999). From these studies, it is widely 
found that as 𝛾  (nondimensional rotational velocity, or ratio of the maximum tip 
velocity of a cylinder over the freestream velocity) exceeds about 1.9, vortex shedding 
ceases; the flow becomes steady and streamlines are closed. Additionally, lift is found 
to increase monotonically with 𝛾 although the existence of a maximum lift coefficient 
(4𝜋) proposed by Prandtl (Prandtl, 1925) is still a debatable issue. For instance, the 
computational results of Chew et al. (1995) showed a convergence towards Prandtl’s 
limit as 𝛾 increases, while the numerical results of Mittal and Kumar (2003) showed 
lift coefficient higher than 4𝜋  when 𝛾  > 3.5. Another observation from the past 
numerical simulations is the existence of a second vortex shedding regime at high 
rotation rates. Mittal and Kumar (2003) noted the second regime to occur when 4.4 < 
𝛾 < 4.8, whereas Stojkovi et al. (2002) reported 4.8 < 𝛾 < 5.15. This second shedding 
regime was confirmed experimentally later by Kumar et al. (2011). 
 
Another topic for the rotating circular cylinder is three-dimensionality and wake 
transitions. For a non-rotating circular cylinder, two 3-D modes, namely mode A and 
mode B are identified (Williamson, 1996). However, according to the linear stability 
analysis by Rao et al. (2013a, 2013b), several more modes exist for a rotating circular 
cylinder. Meena et al. (2011) also reported that the flow around a rotating circular 
cylinder became unstable for 3 ≤ 𝛾 ≤ 5 at Re = 200. Therefore, to keep the flow two-
dimensional and stable, the current simulation restricts 𝛾  below 3.0. A more 
comprehensive review on 3-D wake transition can be found in Rao et al. (2015). 
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With respect to a rotating elliptic cylinder in a uniform cross flow, much fewer studies 
have been reported. Lugt and Ohring (1977) computed the viscous flow around a 
rotating elliptic cylinder in an initially quiescent fluid and in a parallel freestream. For 
the case of parallel freestream, they found that when the rotating velocity was low (𝛾 
= 0.5), a pair of vortices was shed from the two tips of the elliptic cylinder every time 
its major axis was normal to the incoming flow. At higher rotation velocity (𝛾 = 2), 
they noted that one of the vortices was pushed by the cylinder and paired up with 
another vortex formed in the next half-cycle to form a dipole. Due to computing 
limitations, their simulations were limited to several cycles of rotation only. More 
recently, Lua et al. (2010) conducted DPIV measurement on a rotating elliptic cylinder 
using similar flow conditions as those reported in Lugt and Ohring (1977), and their 
results showed the existence of a “hovering vortex” which is located above the elliptic 
cylinder at high rotation rate. Most recently, Thompson et al. (2014) performed 
numerical simulation on elliptic cylinders with a range of thickness ratios, but the 
cylinders were stationary, and their major axes were normal to the freestream. 
Additionally, their study focused primarily on the wake topology and three-
dimensional transition. To date, we are not aware of any work that has been conducted 
on the effect of thickness ratio on the flow over a 2-D rotating cylinder. The desire to 
address this issue and also to answer the question raised earlier regarding rotational lift 
motivated the present investigation. Of particular interest is how time-varying 
aerodynamic forces and flow structures are affected by incremental changes in the 
cross-section of the cylinder from a circle to an ellipse. The findings from this study 
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may also provide useful insight into unsteady flapping wing aerodynamics as well as 
auto-rotating leaves and seeds (Lentink et al., 2009). 
6.2 Problem Formulation 
In the present study, the flow past a rotating 2-D cylinder is numerically investigated. 
The cylinder is impulsively rotated at a constant angular velocity 𝜔  in a parallel 
freestream 𝑈∞ (see Fig. 6.1). The thickness ratio of the cylinder (𝑏/𝑎) , which is 
defined as the ratio of the half minor axis 𝑏 and the half major axis 𝑎 of the ellipse, 
ranges from 0.0625 to 1.0, bearing in mind that 𝑏/𝑎  = 1.0 represents a circular 
cylinder. Furthermore, the velocity ratio  (𝛾) , which is defined as 𝜔𝑎/𝑈∞  (or 
𝑈𝑡𝑖𝑝/𝑈∞), is varied from 0.5 to 2.5. In all cases, the Reynolds number (𝑅𝑒 = 𝑈∞𝐿/𝜐), 
based on 𝑈∞ and the characteristic length 𝐿 = 2𝑎, is maintained at 200.  
 
 
Figure 6.1: Schematics of a 2-D rotating cylinder in a uniform flow. Positive lift 
and drag directions are indicated as shown. Note that the cross-section or 
thickness ratio (𝒃/𝒂) of the cylinder changes incrementally from a circle to an 
ellipse. 
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Similar to the study on flapping wing in ground effect, the numerical simulation here 
was performed using the commercial CFD solver FLUENT. The computation domain 
has a size of  60𝐿 𝑋 40𝐿  (see Fig. 6.2). The Sliding Mesh technique, instead of 
Dynamic Mesh, was adopted in order to achieve second-order accuracy in time. The 
whole domain was divided into two different zones, i.e. a rotating zone and a stationary 
zone. The rotating zone was prescribed with a constant angular velocity, and its 
information was exchanged with the stationary zone through an overlapping circular 
interface. Additionally, the rotating zone was meshed with structural grids using a size-
expanding ratio from the cylinder to the circular interface, while the stationary zone 
was meshed with unstructured grids. Inside the rotating zone, the grids did not deform, 
but rotated with the boundaries so that mesh quality was conserved. 
 
 
Figure 6.2: Computation domain and boundary conditions used in the present 
simulation. Illustration of advancing edge and retreading edge of the cylinder as 
well as geometric angle of attack are also included. 
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Other settings were similar to the ground effect simulation. A fixed time step of 0.001 
relative to 1/𝑈∞ was applied. The boundary conditions are indicated in Fig. 6.2. On 
the cylinder surface, the no-slip condition was imposed. As mentioned above, the 
overlapping boundaries between the two zones were set as interfaces. Moreover, the 
left border of the domain was set to be a velocity inlet, and the right border was a 
pressure outlet. Symmetry boundary condition was used at the top and bottom borders 
to model zero shear. 
 
Following the terminology used by Lugt and Ohring (1977) and Lua et al. (2010), the 
tip of the elliptic cylinder that is moving against the freestream is termed the advancing 
edge, and the one moving along the freestream is referred to as the retreating edge (see 














where 𝜌 is the fluid density. 
 
The geometric angle of attack, 𝛼, is defined as the angle between the major axis of the 
elliptic cylinder and the freestream. Note that each time the major axis of the cylinder 
rotates past 𝛼 = 0°, an advancing edge becomes a retreating edge, and vice versa. 
(6.1) 
(6.2) 
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6.3 Validation of Numerical Methods 
Before validating the numerical approach, a mesh independence test was conducted for 
an elliptic cylinder with 𝑏/𝑎 = 0.5 and 𝛾 = 2.5. From Table 1, it can be observed that 
increasing cell number to above 32276 leads to a small percentage difference (less than 
0.01%) in the mean lift and drag coefficients. In view of this, mesh number for case 4 
was chosen for the present study. 
 
Table 6.1: Mesh independence test for 𝒃 𝒂⁄ = 𝟎. 𝟓 and 𝜸 = 𝟐. 𝟓. 
Case Number of 
cells 
𝑪?̅? %∆𝑪?̅? 𝑪𝒍_𝒓𝒎𝒔 %∆𝑪𝒍_𝒓𝒎𝒔 
1 16944 -4.36841  1.928881  
2 20094 -4.34643 -0.504246 1.921419 -0.388 
3 26246 -4.32641 -0.461689 1.921246 -0.009 
4 32276 -4.32664 0.005301 1.926786 0.288 
5 40760 -4.32659 0.001101 1.93326 0.335 
 
To validate the numerical approach, the present results are first compared with those 
of Mittal and Kumar (2003) who used a finite element solver to compute the flow past 
a rotating circular cylinder for 𝛾 ranging from 0.5 to 2.5. Fig. 6.3 shows the mean lift 
coefficient, mean drag coefficient, root mean square lift and drag coefficients (𝐶𝑙_𝑟𝑚𝑠, 
𝐶𝑑_𝑟𝑚𝑠) as a function of velocity ratio 𝛾. It can be seen from the figure that our results 
are in good agreement with those of Mittal and Kumar (2003). Below 𝛾 = 2.0, the 
mean lift coefficient is approximately a linear function of 𝛾  while drag decreases 
monotonically. At 𝛾 ≥ 2.0, vortex shedding is suppressed and accordingly  𝐶𝑙_𝑟𝑚𝑠 , 
𝐶𝑑_𝑟𝑚𝑠 drop to zero.  




Figure 6.3: Comparison with the results of Mittal and Kumar (2003) for a rotating 
circular cylinder with various velocity ratios (𝛾)  at 𝑹𝒆 = 𝟐𝟎𝟎.  (a) Time-
averaged lift and drag coefficients; (b) Root mean square of lift and drag 
coefficients. 
 
Next, the present results are compared with the results of a rotating elliptic cylinder 
computed by Lugt and Ohring (1977) for thickness ratio of 𝑏/𝑎 = 0.1 at 𝛾 = 0.5. 
Note that in both cases, the major axis of the cylinder is initially parallel to the 
freestream. Fig. 6.4 shows the transient lift and drag coefficients after the cylinders 
have been impulsively rotated from rest for about half of a cycle. Note that 𝑡∗ is the 
dimensionless time normalized by the period of cylinder rotation. The agreement 
between these two sets of results is also good.  
 




Figure 6.4: Comparison of with the results of Lugt and Ohring (1977) for a 
rotating elliptic cylinder at 𝛾 = 0.5, 𝒃 𝒂⁄ = 0.1 and 𝑹𝒆 = 𝟐𝟎𝟎. (a) Transient lift 
coefficients; (b) Transient drag coefficients.  
 
 
Figure 6.5: Comparison with the transient vorticity contour of Lua et al. (2010) 
for a rotating elliptic cylinder at 𝒃 𝒂⁄ = 𝟎. 𝟏𝟐𝟓 , 𝑹𝒆 = 𝟐𝟎𝟎 . Note the good 
agreement between our computation and the experiment. 
 
In the final validation, the DPIV results of Lua et al. (2010) are used as benchmark for 
the present study. Comparison between our computed results and the DPIV results of 
Lua et al. (2010) at two selected instants are shown in Fig. 6.5. For ease of comparison, 
the vorticity values in both cases have been normalized with the rotating frequency of 
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the cylinder. In general, the vorticity contours of the current study are qualitatively and 
quantitatively similar to the experimental results of Lua et al. (2010). These numerical 
and experimental validations have provided us confidence in the accuracy of our 
numerical approach. 
6.4 Thickness Effect: From a Circular Cylinder to a 
Thin Elliptic Cylinder 
6.4.1 Time-averaged force coefficients 
Fig. 6.6 shows the time-averaged lift and drag coefficients (𝐶?̅? and 𝐶?̅?) for various 
thickness ratios (𝑏/𝑎) and velocity ratios (𝛾). The result in Fig. 6.6(a) clearly showed 
that increasing the thickness ratio (i.e. from an ellipse to a circle) generated higher time-
averaged lift coefficient (in the negative y-direction), but the rate of lift increase 
moderated as the velocity ratio was decreased. Interestingly, at the lowest velocity ratio 
of 𝛾 = 0.5, the lift coefficient curve was relatively flat and appeared to be insensitive 
to the thickness ratio. Except for the velocity ratio of 0.5, the lift coefficients curve can 
be approximated quite well as a quadratic function of thickness ratio (see dotted lines 
depicted in Fig. 6.6(a)). On the lift dependent on the velocity ratio, it can be seen in 
Fig. 6.6(c) that for a cylinder of a given thickness ratio, |𝐶?̅?| (i.e. magnitude of lift) 
increased with the velocity ratio, but the rate of increase moderated as the cylinder 
became more elliptic. Likewise, the functional relationship between 𝐶?̅?  and 𝛾 can 
also be approximated with a quadratic function. As far as we are aware, this functional 
relationship has not been previously reported for a rotating elliptic cylinder in the 
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literature, largely due to the fact that most of the past studies were focused on a rotating 
circular cylinder. For example, Stojkovi et al. (2002) reported an increasing linear 
relationship between lift coefficient and 𝛾  when 𝛾  < 2, and increasing quadratic 
function when 𝛾 > 2. Similar linear relationship was reported by Chew et al. (1995) 
when 𝛾 is below a certain critical value (𝛾 ≈ 2), i.e. when vortex shedding ceases. 
Recall our earlier discussion in the introduction that Sane and Dickinson (2002) 
modeled the rotational lift coefficient as a linear function of the angular velocity. 
However, based on the present result, we believe a higher fidelity could be achieved 
by including a second order term in the modeled lift coefficient.  
 
 
Figure 6.6: Time-averaged lift and drag coefficients. (a) and (b) as a functions of 
𝒃 𝒂⁄  at various 𝜸. (c) and (d) as functions of 𝜸 at various 𝒃 𝒂⁄ . Broken lines of 
?̅?𝒍 are fitted quadratic curves and the solid lines of ?̅?𝒅 are simple straight lines. 
 
As for the time-averaged drag coefficient, its relationship with the thickness ratio or 
velocity ratio is more complex (see Fig. 6.6(b) and 6.6(d)). We first identify the 
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pertinent features of the results before discussing them in more details in subsequent 
sections. First, for a fixed velocity ratio, drag on an elliptic cylinder increased rapidly 
as the cylinder approached the geometry of a flat plate (i.e. thickness ratio approaches 
0.0625). Second, for each velocity ratio, the drag distribution exhibited a local 
minimum at about the thickness ratio 𝑏/𝑎   0.375. This local minimum can be 
attributed to the presence of the so-called “hovering vortex”; this will be discussed in 
more details later. Third, for the case of 𝛾 = 2.5, there was a small region around 0.2 
< 𝑏/𝑎 < 0.6 where drag unexpectedly turned negative, which implies that thrust was 
generated. This phenomenon, which has not been reported before, is also due to the 
presence of “hovering vortex”. Fourth, for a given thickness ratio, drag coefficient 
decreased as the velocity ratio (𝛾) was increased, gently at first and then rapidly after 
𝛾 = 2.0, except for the two thickness ratios of 0.875 and 1.0. The reduction in the drag 
could be due to the weakening of the wake vortices at higher 𝛾 as will be elaborated 
further later. Finally, higher velocity ratio led to a higher lift to drag ratio; this was a 
consequence of the reinforcing effect of increasing |𝐶?̅?| and decreasing |𝐶?̅?| (i.e. 
magnitude of drag) when the velocity ratio increased. 
6.4.2 Transient Force and Flow Structure 
In this section, the transient force behavior acting on the cylinder is analyzed and 
discussed together with the flow structure development and surface pressure 
distribution. Three representative velocity ratios (𝛾 = 0.5, 1.5 and 2.5) are chosen for 
the analysis. 𝛾  = 0.5 and 1.5 are chosen to represent cases when the freestream 
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velocity (𝑈∞) is higher and lower than the tip velocity (𝑈𝑡𝑖𝑝) of the rotating cylinder, 
respectively. As for the case of 𝛾 = 2.5, it is chosen primarily because for a circular 
cylinder, vortex shedding ceases when 𝛾 ≥ 1.9, and it would be an interesting flow 
regime to investigate. 
6.4.2.1 𝜸 = 0.5 (𝑼𝒕𝒊𝒑 < 𝑼∞) 
For this low velocity ratio, changing the cross-section of the cylinder from a circle to 
an ellipse led to significant changes in the transient lift coefficient as can be observed 
in Fig. 6.7, and the corresponding changes in the surface pressure distribution and flow 
structure development in Fig. 6.8 and 6.9, respectively. Note that the time instants 
selected for the pressure and vorticity plots coincide with the time instants indicated in 
Fig. 6.7 which are labeled as (i) to (vi). These instants are chosen based on the period 
of rotation of the cylinder (𝑡∗ = 1.0) as well as the peaks and the troughs of the transient 
force signals for the thickness ratio of 0.0625, which are happened to be in close 
proximity to the peaks and troughs for the other thickness ratios. It should be 
emphasized here that the “peak” and “trough” are related to the amplitude of the 
transient lift, regardless of the sign. Also note that the “+” or ““ in the surface pressure 
distribution in Fig. 6.8 merely indicates the direction of positive or negative lift only. 
Starting from the well-known case of flow around a rotating circular cylinder 
(𝑏 𝑎⁄ =1.0), it can be seen from Fig. 6.7(a) that the transient lift force exhibits the 
expected periodic behavior that can be attributed to the von Kármán-like vortex 
shedding. This periodic behavior is also reflected in the surface pressure plots in Fig.  




Figure 6.7: Transient lift coefficient for a rotating cylinders with different 𝒃 𝒂⁄  in 
uniform cross flow at 𝜸 = 𝟎. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. (a) 𝒃/𝒂 = 1.0; (b) 𝒃/𝒂 = 0.875; (c) 
𝒃/𝒂 = 0.625; (d) 𝒃/𝒂  = 0.375; (e) 𝒃/𝒂  = 0.0625. The horizontal axis is 
dimensionless time 𝒕∗ normalized by the period of cylinder rotation, and 𝑻 is 
the period of the force signal. Labels (i) to (vi) in the figure correspond to the same 
labels in Fig. 6.8 and Fig. 6.9. Note: i: 𝒕∗= 0.33; ii: 𝒕∗= 0.6; iii: 𝒕∗= 0.8; iv: 𝒕∗= 1.0; 
v: 𝒕∗= 1.3; vi: 𝒕∗= 1.53. 
 
6.8(a) and vorticity contours in Fig. 6.9(a). The presence of a mean lift coefficient  𝐶?̅? 
of approximately 1.0 (see Fig. 6.6(a)) for the circular cylinder can be attributed to the 
side force or lift generated by the pressure difference between the top and bottom 
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surfaces of the counterclockwise rotating circular cylinder (see Fig. 6.8(a)). This is a 
well-known phenomenon which is often referred to as the Magnus effect. As the 
thickness ratio (𝑏/𝑎) was reduced to 0.875 (i.e. cylinder is made slightly elliptic), the 
transient force signal remained relatively periodic as before except for a slight 
distortion in the waveform due to the additional flow disturbances from the extremities 
of the major axis of the rotating elliptic cylinder. For this thickness ratio, the process 
of vortex shedding did not seem to vary significantly from that of a circular cylinder 
except for the varying strength of the separated shear layers at various phases of the 
rotation (compare Fig. 6.9(a) and Fig. 6.9(b)). A further smaller 𝑏/𝑎 = 0.625 led to an 
emergence of a local trough and peak in the lift distribution at approximately 𝑡∗ = 0.6 
and 𝑡∗ = 0.8, respectively (see Fig. 6.7(c)), bearing in mind that  |𝐶?̅?| increases in the 
negative y-axis. A close examination of the surface pressure distribution in Fig. 6.8(c) 
and the vorticity contours in Fig. 6.9(c) reveals that the appearance of the local peak 
and trough was related to the angle of attack of the major axis of the cylinder with 
respect to the freestream as well as the flow separation at the advancing and retreating 
edges of the cylinder. For example, at 𝑡∗ = 0.6 where the peak lift occurred (see Fig. 
6.7(c)(ii)), the major axis made a negative AoA to the freestream (see Fig. 11(c)(ii)). 
This, together with the close proximity of the separated vortex to the bottom of the 
cylinder, caused the side force to be directed in the negative y direction, and hence 
reinforcing the mean |𝐶?̅?|. In contrast, at 𝑡
∗ = 0.8 (see Fig. 6.7(c)(iii)) where the trough 
occurred, the major axis was at a positive AoA to the freestream (see Fig. 6.9(c)(iii)), 
resulting in a side force in the positive y-direction. This explains the reduction in lift 
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magnitude at instant (iii). In this case, the fundamental period of the force signal was 
1.5 times higher than the rotation period (see Fig. 6.7(c)), which suggests that the shear 
layers from the extremities of the major axis of the cylinder had started to play an 
increasing influence on the overall vortex shedding process. 
 
 
Figure 6.8: See next page for caption. 
 




Figure 6.8: Surface pressure distribution on cylinders of different thickness ratio 
at 𝜸 = 𝟎. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Labels (i) to (vi) correspond to the same time instants 
indicated in Fig. 6.7. The areas under the red and blue curves indicate the 
magnitude of the force acting normal to the 𝒙′-axis, which is rotating with the 
cylinder. The “+” indicates that the pressure distribution that contributes to 
positive lift and “” contributes to negative lift in Fig. 6.7. 
 




Figure 6.9: See next page for caption. 
 




Figure 6.9: Instantaneous vorticity contours at 𝜸 = 𝟎. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. (a) 𝒃/𝒂 = 
1.0; (b) 𝒃/𝒂  = 0.875; (c) 𝒃/𝒂 = 0.625; (d) 𝒃/𝒂  = 0.375; (e) 𝒃/𝒂  = 0.0625. 
Dashed lines indicate negative vorticity. Labels (i) to (vi) correspond to the time 
instants indicated Fig. 6.7. 
 
As the ellipse became thinner until 𝑏/𝑎 = 0.0625, the local peak and trough of the 
force signal also increased in amplitude, but with the period coinciding with the half-
period of rotation. This implies that, by this stage, the ellipticity of the cylinder played 
a dominant role in the development of the flow structures. For instance, see Fig. 6.9(e) 
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for the thinnest ellipse at 𝑏/𝑎 = 0.0625, which clearly shows how the vortex shedding 
was dictated by the extremities of the major axis. 
 
To sum up the present observations for 𝛾 = 0.5, it is reasonable to conclude that as the 
thickness ratio 𝑏/𝑎 decreases or as a circular cylinder transforms incrementally into 
an elliptic cylinder, the fundamental period of transient 𝐶𝑙 transits from that of von 
Kármán-like vortex shedding ( 𝑏 𝑎⁄ ≥  0.875) to the half-period of rotation. This 
suggests that the force characteristics of rotating elliptic cylinders are governed by the 
separated vortices from the two extremities of the major axis and not Magnus-like lift. 
6.4.2.2 𝜸 = 1.5 (𝑼𝒕𝒊𝒑 > 𝑼∞, Periodic Shedding) 
The flow characteristics for this rotating condition (i.e. higher rotating speed) differ 
significantly from those at a lower velocity ratio of 0.5. The distinct behavior is clearly 
captured in the transient lift and drag coefficients in Fig. 6.10 and the corresponding 
surface pressure distribution and vorticity plots in Fig. 6.11 and Fig. 6.12, respectively. 
As in the earlier case, the time instants for the results in Fig. 6.11 and Fig. 6.12 have 
been selected to match the same time instants labeled (i) – (vi) in Fig. 6.10. Although 
the lift and drag coefficients of a circular cylinder in Fig. 6.10 still exhibited a cyclic 
behavior, the period was much longer than the period of cylinder rotation, and the wake 
structures showed no resemblance to the von Kármán-like vortex-street (see Fig. 6.12). 
In fact, the wake structure was deflected upwards (see Fig. 6.14(a)) due to earlier 
separation of the boundary layer at the top of the cylinder than at the bottom. This 
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behavior was a manifestation of the counterclockwise rotating cylinder, which had a 
faster rotating speed compared to 𝛾 = 0.5, imparting momentum to the boundary layer 
fluid at the bottom of the cylinder and reducing the momentum of the fluid on top of 
the cylinder.  
 
Figure 6.10: Transient (a) lift and (b) drag coefficients for rotating cylinders with 
different 𝒃 𝒂⁄  at 𝜸 = 𝟏. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Labels (i) to (v) correspond to the same 
time instants indicated in Fig. 6.11 and Fig. 6.12. Note: i: 𝒕∗= 0.28; ii: 𝒕∗= 0.51; iii: 
𝒕∗= 0.8; iv: 𝒕∗= 1.0; v: 𝒕∗= 1.78; vi: 𝒕∗= 2.28. 
 
As the cross-section of the cylinder evolved into an ellipse, the cyclic force behavior 
underwent some fundamental changes; this time with the fundamental period of the 
time-varying signal equals to half-period of the cylinder rotation. This signal rode on 
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a modulated waveform whose period was 2.5 times longer than that of the rotation 
cycle. An interesting aspect of this modulated waveform was that the period of the 
waveform matched approximately the period of vortex shedding from a circular 
cylinder, regardless of the thickness ratio. Although thickness ratio had little influence 
on the period of the modulated wave, a lower thickness ratio did cause the modulated 
wave to be shifted towards the region of lower lift magnitude, resulting in the reduction 
of the time-averaged |𝐶?̅?| with decreasing the thickness ratio (see Fig. 6.6(a)). The 
shift in lift magnitude can be better explained by comparing the surface pressure 
distribution and the flow structure development when troughs (correspond to instants 
(i), (iii) and (v)) and peaks (instants (ii) and (iv)) in the transient lift occurred. For 
example, take the time instant (i) in Fig. 6.10 as a representative of the troughs, it can 
be observed that as thickness ratio decreased, there was a reduction in the area of the 
() region (enclosed by red and blue lines) and an enhancement in the area of the (+) 
region depicted in Fig. 6.11(i) from (a) to (e). This behavior was partially due to the 
stronger vorticity on the upper surface of the cylinder as thickness ratio decreases (see 
the row of results in Fig. 6.12(i)), which led to lower pressure on the upper surface 
(compared the blue line in Fig. 6.11(i) from (a) to (e)). Additionally, at the same instant, 
the major axis of the elliptic cylinder was at a positive AoA to the freestream, and 
thinner cylinder had a smaller projected area in the lift direction, which further reduced 
the overall lift in the negative y-direction. At other trough instants such as (iii) and (v), 
similar trend can be observed. In contrast to the troughs, the peaks (i.e. higher |𝐶?̅?|) at 
instants (ii) and (iv) were relatively insensitive to changes in the thickness ratios (see 
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Fig. 6.12, say at instant (ii) as a representative instant). This observation was also 
captured in the corresponding surface pressure distribution which shows that the areas 
encompassed by the blue and red lines in Fig. 13 did not change significantly, thus 
implying similar lift coefficient. For thickness ratios 𝑏/𝑎 = 0.625 and below, a 
“hovering vortex” was generated above the cylinder at the instant (ii) (see the row of 
results in Fig. 6.12 (ii)). Similar “hovering vortex” was also observed by Lua et al. 
(2010) in their experimental studies of a rotating elliptic cylinder in a cross flow. It is 
termed “hovering vortex” by Lua et al. (2010) because the vortex stays above a rotating 
elliptic cylinder over several half-cycles of rotation before it is shed into the wake. The 
formation of a hovering vortex is essentially a result of 𝑈𝑡𝑖𝑝 higher than 𝑈∞. The 
mechanism that leads to its formation is explained here. When the major axis of the 
cylinder rotated in a counterclockwise direction (say from Fig. 6.12(i) to (ii)), the shear 
layer was separated from advancing edge and rolled up into a concentrated vortex of 
negative vorticity (i.e. clockwise direction). Before the vortex had the chance to shed 
downstream, it encountered the advancing edge (see Fig. 6.12(iii)) from the next half 
cycle. This advancing edge also generated new vorticity of the same sign, which was 
subsequently fed into the hovering vortex. During the feeding process, the hovering 
vortex strengthened with time (see Fig. 6.12(iv)) until it is of sufficient strength to shed 
downstream as shown in Fig. 6.12(v) and (vi). This completed the cycle of “hovering 
vortex” formation and shedding, and the process then repeated. The hovering vortex 
influences lift generation in two ways: either through its strength (circulation) or its 
proximity to the cylinder or both. For example, take the instant (ii) that correspond to  




Figure 6.11: See next page for caption. 
 
the peak lift in Fig. 6.10. It can be observed that the hovering vortex in Fig. 6.12(d)(ii) 
was stronger and closer to the cylinder than that in Fig. 6.12(c)(ii) and 6.12(e)(ii). A 
stronger vortex implies higher suction effect due to the low pressure region of the 
vortex (compare the local minimum near 𝑥′ = 0 in the blue lines from Fig. 6.11(c) to  
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Figure 6.11: Surface pressure distribution along the major axis of the cylinders 
at 𝜸 = 𝟏. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Labels (i) to (vi) correspond to the same time instants in 
Fig. 6.10. The areas under the red and blue curves indicate the magnitude of the 
force acting normal to the 𝒙′-axis, which is rotating with the cylinder. The “+” 
indicates that the pressure distribution that contributes to positive lift and “” 
contributes to negative lift in Fig. 6.10. 
 




Figure 6.12: See next page for caption. 
 




Figure 6.12: Instantaneous vorticity contours for various 𝒃 𝒂⁄  at 𝜸 = 𝟏. 𝟓, 𝑹𝒆 =
𝟐𝟎𝟎 . Dashed lines indicate negative vorticity. Note that the labels (i) to (vi) 
correspond to the same time instants indicated in Fig. 6.10. The vortex shedding 
process can be observed from time instants (i) to (vi). H.V.: hovering vortex. The 
contour levels are the same as those in Fig. 6.9. 
 
Fig. 6.11(e)). This means that the overall peak force was somewhat negated by this 
suction effect, although the vorticity strength on the lower surface of the cylinder also 
contributed to the total lift. 
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Regarding the time-varying drag coefficient, it also had the same period of variation as 
the lift except that the two cyclic variations were phase-shifted. Not surprisingly, a 
reduction in the thickness ratio caused the drag fluctuation to increase in magnitude 
due to separated vortices.  
 
Interestingly, the period of shedding of the hovering vortex approximately matched the 
period of the modulated waveform in Fig. 6.10 as well as the period of vortex shedding 
from a circular cylinder. This result suggests that vortex shedding process may be 
influenced not only by the stability of the shear layer but also the strength of the vortices. 
This can be clearly observed in Fig. 6.11 and Fig. 6.12. More specifically, for 𝑏/𝑎 = 
0.0625, the hovering vortex kept growing in size and strength at time (ii) and (iii). And 
by the time instant (iv), the vortex became unstable and then shed into wake. After 
which, the process of generating a new hovering vortex repeated. For the circular 
cylinder, one cycle of vortex shedding was also achieved during this period as can be 
seen in Fig. 6.12, 𝑏/𝑎 = 1.0. Since the hovering vortex at instant (iii) prior to its 
shedding was the strongest, it translated into higher suction effect and therefore 
smallest |𝐶𝑙| compared to other instants such as (i) and (v).  
 
In summary, when the tip velocity is 50% higher than the freestream (i.e. 𝛾 = 1.5), 
deflected wake is generated by a circular cylinder, and separated vortices are generated 
at the advancing and retreating edges of the elliptic cylinders. The separated vortices 
eventually gives way to the formation of a hovering vortex when the thickness ratio 
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𝑏 𝑎⁄ ≤ 0.625. The hovering vortex sheds regularly every few half-rotations of the 
cylinder. The suction effect of the hovering vortex and the proximity of the vortex to 
the cylinder have significant influence on the transient 𝐶𝑙 and 𝐶𝑑. 
6.4.2.3 𝜸 = 2.5 (𝑼𝒕𝒊𝒑 > 𝑼∞, Quasi-steady State) 
Unlike the two earlier lower velocity ratio cases, vortex shedding from a circular 
cylinder for this velocity ratio ceased completely. Therefore, the corresponding 
transient 𝐶𝑙 and 𝐶𝑑 distributions display steady-state values as can be seen in Fig. 
6.13. For non-circular cylinders, the force still exhibited oscillatory behavior with a 
period which was equal to half-period of the rotation. Also, the modulated waveform 
on which higher frequency oscillatory waves were superimposed was absent for this 
case except for the cylinder with the smallest thickness ratio of 𝑏/𝑎 = 0.0625 (see 
Fig. 6.14). Like the lower velocity ratio case of 1.5, this modulated waveform was 
caused by the regular shedding of a hovering vortex; in this case, once every few half 
rotation of the cylinder as can be deduced from Fig. 6.14. To better understand why 
time-average lift decreased with decreasing thickness ratio (see Fig. 6.6(a)) and why 
negative drag (or positive thrust) was generated for the thickness ratio 0.2 < 𝑏 𝑎⁄ < 
0.6 (see Fig. 6.6(b)), we take a closer examination at the time-varying lift and drag 
coefficients in Fig. 6.13 together with the corresponding surface pressure distribution 
and flow structure development in Fig. 6.15 and 6.16 respectively. On the time-varying 
lift coefficient, it can be seen in Fig. 6.13 that all thickness ratios display minimum lift 
|𝐶𝑙| at approximately 𝑡
∗ = 0.25 (i.e. time instant (ii) in Fig. 6.13) and maximum lift  




Figure 6.13: Transient (a) lift and (b) drag coefficients for rotating cylinders with 
different 𝒃 𝒂⁄  at 𝜸 = 𝟐. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Labels (i) to (iv) correspond to the same 
time instants indicated in Fig. 6.15 and Fig. 6.16. Note: i: 𝒕∗= 0.1; ii: 𝒕∗= 0.25; iii: 
𝒕∗= 0.38; iv: 𝒕∗= 0.5. 
 
|𝐶𝑙| at 𝑡
∗ = 0.5 (i.e. time instant (iv) in Fig. 6.13). In addition to the surface pressure 
distribution, the lift on the elliptic cylinders was governed by the projected area of the 
cylinder normal to the lift direction. Generally, the minimum lift was associated with 
smaller projected area of the cylinder and the maximum lift was related to the large 
projected area. For the case of the maximum drag, say at 𝑡∗ = 1.0 (time instant i), it 
occurred when the major axis of the cylinder approached the orientation that was 
normal to the freestream whereas for the minimum drag (in fact negative drag), say at 
𝑡∗ = 0.375 (time instant iii) occurred when the major axis approached the orientation 
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that was parallel to the freestream. An existence of negative 𝐶𝑑 implies that thrust was 
generated, and this was primarily responsible for the observed mean thrust for the 
thickness ratio of 0.2 < 𝑏 𝑎⁄ < 0.6 (see Fig. 6.6(b)). Take the specific thickness ratio 
of 𝑏 𝑎⁄  = 0.375 (see Fig. 6.13) for the purpose of this discussion, here it can be seen 
that the highest 𝐶𝑑 at instant (i) had a smaller magnitude than the peak negative drag 
at time instant (iii), which suggests that there was an overall thrust generation. For those 
thickness ratios which displayed positive drag, such as 𝑏 𝑎⁄  = 0.125, the relationship 
was reverse and the magnitude of 𝐶𝑑 at time (i) was higher than that at time (iii). 
 
 
Figure 6.14: Transient lift coefficient for rotating cylinder with 𝒃 𝒂⁄ = 𝟎. 𝟎𝟔𝟐𝟓 
at 𝜸 = 𝟐. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Note: i: 𝒕∗= 1.0; ii: 𝒕∗= 2.0; iii: 𝒕∗= 3.0; iv: 𝒕∗= 4.0. 
 
To relate the observed 𝐶𝑙 behavior in Fig. 6.13 with the surface pressure distribution 
and vorticity plots, we take a closer look at Fig. 6.15 and Fig. 6.16 for the same time 
instants (i) to (iv) as depicted in Fig. 6.13. For these selected time instants, the shear 
layers or vortical structures were relatively stable despite the rotation of the cylinders 
(refer to Fig. 6.16). In particular, for the cylinders with 𝑏 𝑎⁄ ≥ 0.75, two stable shear 
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layers were generated in the wake. The stability of the shear layer can be attributed to 
their relatively constant strength, where the vorticity lost through viscous diffusion was 
compensated by the injection into the shear layer of the new vorticity created by the 
rotation of the cylinder. However, as the thickness ratio was reduced to 𝑏 𝑎⁄ ≤ 0.75, 
the shear layer gave way to the generation of a hovering vortex above the cylinder (see 
Fig. 6.16(c) to (e)). The stability of the hovering vortex can be attributed to its relatively 
constant strength where part of the vorticity lost by the hovering vortex through the 
advancing tip (see Fig. 6.16(c-e)(ii)) sweeping away part of the vorticity was 
compensated by the injection of new vorticity created by the next advancing tip in the 
next half-cycle. As a result, the hovering vortex remained relatively steady above the 
cylinder without shedding. This is in contrast to the lower velocity ratio case of 𝛾 = 
1.5, where the hovering vortex was shed regularly into the wake of the cylinder due to 
the continuous build-up of vorticity in the hovering vortex. Since the overall flow field 
for the case of 𝛾 = 2.5 was generally more stable in time, it can consider to be in a 
“quasi-steady” state. As to the effect of the hovering vortex on the force generation, it 
had a similar effect as those in the lower velocity ratio case of 𝛾 = 1.5. Specifically, 
the hovering vortex induced a low pressure zone on top of the cylinder, and this low 
pressure zone increased with decreasing thickness ratio (see Fig. 6.16(iv)). Even though 
the hovering vortex for thickness ratio 𝑏/𝑎 = 0.375 was stronger and closer to the 
cylinder surface than the thinner cylinder of 𝑏/𝑎 =  0.125 (see Fig 6.16(iv)), the 
greater extent of the low pressure region for the thinner cylinder led to the observed 
lower |𝐶𝑙| as depicted in Fig. 6.13(iv). Apart from the hovering vortex, the projected 
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area was also an important factor in the force generation. For example, the drastic 
reduction in the projected area in the lift direction at time (ii) as 𝑏 𝑎⁄  decreased (see 
Fig. 6.15(ii)) caused a much lower |𝐶𝑙| for the thinner elliptic cylinder than the other 
and thicker cylinders at the same time instant (ii) in Fig. 6.13.  
 
As for the transient 𝐶𝑑, its sign changed every time the major axis of the cylinder 
passes through 𝛼 = 0° and 90° irrespective of the thickness ratio (see Fig. 6.13, time 
instants (ii) and (iv)). The switch in sign was caused by the change in the location of 
the dominant low pressure zone relative to the cylinder during different phases of the 
rotation or orientation of the major axis. As presented in Fig. 6.15, there was a strong 
low pressure zone below the cylinder for most of the time instants (for example, Fig. 
6.15i, iii and iv). The presence of this low pressure zone was due to a high velocity 
region underneath the rotating cylinder, similar to that observed for the lower velocity 
ratios of 𝛾 = 0.5 and 1.5. As the cylinder rotated in one half-cycle, such low pressure 
zone shifted positions on the surface of the cylinder. For example, at time (i), the 
dominant low pressure zone was at the leeside of the ellipse (see Fig. 6.15i), and hence 
a drag force was generated. As the cylinder was rotated to time (iii), the low pressure 
zone was shifted to the windward side of the ellipse, leading to a thrust generation. For 
the transient 𝐶𝑙, there was no change in sign since the dominant low pressure zone 
was always underneath the cylinder during rotation. Furthermore, it is interesting to 
note the small value of 𝐶𝑑 at both 𝛼 = 0
° and 90°. This can be attributed to the fact 
that at 𝛼 = 0°, the contribution to 𝐶𝑑  (time (iv) in Fig. 6.15) came mainly from 




Figure 6.15: Pressure coefficient distribution along the major axis of the cylinders 
at 𝜸 = 𝟐. 𝟓, 𝑹𝒆 = 𝟐𝟎𝟎. Labels (i) to (vi) correspond to same time instants in Fig. 
6.13. The areas under the red and blue curves indicate the magnitude of the force 
acting normal to the 𝒙′-axis, which is rotating with the cylinder. The “+” indicates 
that the pressure distribution that contributes to positive lift and “” contributes 
to negative lift in Fig. 6.13. In (ii), the instantaneous lift direction cannot be 
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determined based on information presented since x-axis is normal to the 
freestream. 
 
friction drag, whereas at 𝛼 = 90°, it came from the pressure difference between the 
windward and the leeside of the cylinder which was small because of the surrounding 
boundary layers on both sides (for example, see Fig. 6.15(ii) and Fig. 6.16(ii), 𝑏/𝑎 = 
0.125). 
 
Finally, to understand why more thrust was generated at 𝑏/𝑎 = 0.375, we take a closer 
examination of the vorticity plots in Fig. 6.16 for different thickness ratios at the same 
time-instant. At instant (i), when positive drag was generated, it can be seen that the 
hovering vortex had the strongest core vorticity and most concentrated at 𝑏/𝑎 = 0.375 
compare to the other thickness ratios (see Fig. 6.16 (i)). Further reducing the thickness 
ratio to 𝑏/𝑎 = 0.125 would cause the hovering vortex to be less concentrated and 
further away from the upper surface of the cylinder, probably due to considerable flow 
separation. Therefore, the suction effect from the hovering vortex was the strongest at 
𝑏/𝑎 = 0.375, leading to the lowest pressure on the upper surface, which can be 
observed by comparing the red line in Fig. 6.15(i) among different 𝑏/𝑎. This explains 
why 𝑏/𝑎 = 0.375 had a lower drag than 𝑏/𝑎 = 0.125 at instant (i) (see Fig. 6.13(b)(i)). 
On the other hand, at instant (iii) when thrust was produced, apart from the suction 
effect, the same hovering vortex for 𝑏/𝑎 = 0.375 also had the strongest induced  
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velocity towards the retreating edge of the cylinder, and this produced a high pressure 
zone on the leeside, which favored thrust production (see the blue line at 𝑥′ > 0 in Fig. 
6.15(iii), 𝑏/𝑎  = 0.375). For 𝑏/𝑎  = 0.125, the induced velocity from the less 
concentrated hovering vortex was weaker, and thus not favorable to thrust generation. 
Hence, there was no high pressure region on the leeside of the cylinder (see the blue 
line at 𝑥′ > 0 in Fig. 6.15(iii), 𝑏/𝑎 = 0.125). With a lower drag at (i) but higher thrust 
at (iii), the generation of a mean thrust when 0.2 < 𝑏/𝑎 < 0.6 is not unexpected. The 
hovering vortex affected the overall drag in a similar manner for 𝛾 = 1.5, and it was 
responsible for the local minimum in the time-averaged drag (see Fig. 6.6(b)). 
6.5 Overall conclusions for this Chapter 
Numerical simulation has been conducted on a rotating 2-D cylinder with different 
thickness ratios (or cross-sections) in a uniform flow at Re = 200. The purpose of the 
study is to investigate how incremental changes in the cross-section, from a circle to 
an ellipse, influence their force and flow characteristics. Our numerical results show 
that these characteristics are governed by not only the thickness ratio but also the 
velocity ratio. In particular, at a low velocity ratio of, say about 0.5, where the tip 
velocity is lower than the uniform flow, varying the cross-section from a circle to an 
ellipse results in vortex shedding process transiting from a von Kármán type to 
separated shear layers that are synchronous with half-period of cylinder rotation. These 
separated shear layers subsequently roll up to form concentrated vortices and then shed 
into the wake. Correspondingly, the side force acting on the cylinder transits from 
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Magnus-like lift effect for a circular cylinder to the one that is dictated by the separated 
vortices at the two extremities of the major axis of the ellipse. At a higher velocity 
ratios of 𝛾  1.5, these separated vortices still dominate the landscape of the flow field, 
but eventually evolve into “hovering vortex” when the thickness ratio is reduced to less 
than 0.625. The hovering vortex sheds regularly every few half-rotation of the cylinder. 
The formation and shedding of the hovering vortex manifest in the form of modulated 
waveform in the temporal force signal. At an even higher velocity ratio of 𝛾 = 2.5, the 
hovering vortex ceases shedding altogether and remain above the cylinder for all 
thickness ratios except the smallest one with 𝑏/𝑎 =  0.0625 where shedding still 
persists. For the time-averaged quantities, as the velocity ratio increases, the magnitude 
of the mean lift increases, whereas mean drag decreases for a cylinder of fixed thickness 
ratio. Similarly, for a given velocity ratio, the mean lift coefficient increases with 
increasing thickness ratio, whereas the mean drag coefficient displays a non-monotonic 
trend. At the velocity ratio of 𝛾 = 2.5, a positive thrust (i.e. negative drag) is generated 
when the thickness ratio is between 0.2 and 0.6. This unanticipated thrust can be 
attributed to the production of a stronger hovering vortex within this range of the 
thickness ratio. An important outcome of the present study is that lift generation on a 
rotating elliptic cylinder differs significantly from lift generation on a rotating circular 
cylinder (or Magnus-like lift effect) especially at high velocity ratios. The present result 
also shows that the relation between lift coefficient and velocity ratio (𝛾) could be 
better described by a quadratic function rather than by a linear function which is 










This section concludes the outcomes of the present research work. In Chapter 4 and 5, 
combined experimental and numerical analysis is performed to investigate the ground 
effect on a 2-D oscillating airfoil and a 3-D flapping wing in hover, respectively. The 
results contribute novel data as well as understandings to flapping wing aerodynamics 
in proximity of ground. Chapter 6 discusses a more fundamental study on rotational lift 
generated on flow past a rotating cylinder of different thickness ratios. This topic is not 
covered in the literature. The conclusions resulting from these investigations can be 
summarized as follows. 
 
7.1.1 Two-dimensional Hovering in Ground Effect 
1. Ground effect on cycle-averaged lift and drag of a 2-D oscillating foil can be 
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broadly categorized into three regimes with respect to the ground clearance, i.e. 
force enhancement, force reduction and force recovery. This behavior is distinct 
from the ground effect for a conventional fixed wing where lift increases 
monotonically and drag decreases as the airfoil approaches a wall. 
2. For normal hovering mode with rotational amplitude 𝛼𝑚 = 45
°, the correlation 
between the transient force pattern and the flow structure indicates that as the airfoil 
recedes from the ground, the major lift-generating mechanism switches from a 
strong wake capture to an attached LEV. While the wake capture comes from the 
induced velocity from a LEV-TEV pair of the previous stroke, the prolong 
attachment of LEV at high ground clearance is due to a stronger downward jet. 
Moreover, the ground effect is found to be sensitive to rotational amplitude. A 
higher 𝛼𝑚 (i.e. lower AoA at mid-stroke) will lead to a less significant reduction 
regime, owing to a consistently detached LEV for all ground clearances.  
3. For advanced/delayed rotation, the three force regimes can still be identified if the 
airfoil rotation leads its translation. In such situation, the positive and mild AoA at 
the start of a stroke promotes a more favorable early wake capture, resulting in a 
higher cycle-averaged lift in the force enhancement regime. If the rotation is 
delayed, the aerodynamic forces display a monotonic trend versus ground 
clearance because of less interaction between the shed vortices and the ground. In 
addition, the delayed rotation is always undesirable, regardless of ground clearance, 
due to low or even negative lift and high drag.  
4. For insect-like modes, two motions, namely the hawkmoth and fruit fly motions, 
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are studied. Both motions are found to have analogies to the first two hovering 
modes. For instance, as the ground clearance increases, the hawkmoth motion has 
a prolong attachment of LEV in the downstroke and a similar wake capture as the 
normal hovering case 𝛼𝑚 = 45
°. Likewise, under the fruit fly motion, an attached 
shear layer structure accounts for lift generation, and the proximity of a TEV from 
the previous stroke at higher ground clearance causes the non-monotonic trend of 
downward jet, resulting in a rebound of cycle-averaged forces. The insect-like 
mode is also more efficient than the other two modes in terms of lift-to-drag ratio. 
 
7.1.2 Three-dimensional Hovering in Ground Effect 
1. Generally, ground effect on cycle-averaged lift and drag of a pair of 3-D wings in 
hover can also be categorized into three regimes with respect to the ground 
clearance, i.e. force enhancement, force reduction and force recovery. This finding 
differs from some of the existing literature (e.g. Maeda and Liu, 2013), which claim 
that the 3-D ground effect is negligible. However, the effect is less significant 
compared to the 2-D case, because of a rather weak wake capture. Moreover, the 
LEV is attached regardless of ground clearance. The enhancement, reduction and 
recovery of averaged forces are closely related to the downwash strength in the 
wake, which directly affects the effective angle of attack of the wing; similar to the 
downward jet in the 2-D scenario. As the wings recede the ground, the downwash 
first increases due to less restriction on root and tip vortex formation, but 
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subsequently decreases again, because of a positional shift of the wake vortices 
towards the sweeping area of the wing. Such observation is consistent for all 
kinematics considered. The root vortices also induce an upwash between the two 
wings, causing a strong “fountain effect” that may increase the body lift of insects.  
2. With different wing planforms, the ground effect is found to be similar except for 
a parallel shift in magnitude. The wing aspect ratio affects the effectiveness of LEV, 
but it is also sensitive to kinematics. Additionally, a pivot point that is closer to the 
leading edge will cause the end-of-stroke rotational peaks to increase. 
3. At a much lower Reynolds number of 100, the ground effect remains almost the 
same compared to the results at Re = 5000, although the cycle-averaged lift has a 
consistently lower magnitude and drag behaves in a more complex way. By 
analyzing the transient force distribution and flow structure, three effects are 
identified at low Re: a reduced downwash, a weaker LEV and a lower rotational 
circulation. While the reduced downwash increases aerodynamic forces, the other 
two effects are negative to force generation. The fountain effect is also weaker 
compared to the high Re case. 
 
7.1.3 Rotating Elliptic Cylinder in a Parallel Freestream 
1. When the tip velocity is lower than the uniform flow, the side force acting on the 
cylinder transits from Magnus-like effect for a circular cylinder to the one that is 
dictated by the separated vortices at the two edges of the elliptic cylinder. The 
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associated vortex shedding also transits from a von Kármán type to separated shear 
layers that are synchronous with half-period of cylinder rotation. 
2. At a higher velocity ratio of 1.5, the separated vortices still dominate the flow field, 
but they evolve into a “hovering vortex” when the thickness ratio is reduced to less 
than 0.625. This hovering vortex sheds regularly every few half-periods of cylinder 
rotation, and the shedding frequency approximately matches that of vortex 
shedding from a circular cylinder.  
3. At an even higher velocity ratio of 2.5, the hovering vortex ceases shedding and 
remains above the cylinder for all thickness ratios except the thinnest ellipse.  
4. Finally, for the time-averaged quantities of a cylinder with fixed thickness ratio, 
the mean lift has a monotonic increase as the velocity ratio increases, whereas mean 
drag decreases. The curve of mean lift versus velocity ratio can be better described 
by a quadratic function instead of a linear one, which was used in some quasi-
steady models for flapping wing (Sane and Dickinson, 2002). Likewise, for a given 
velocity ratio, mean lift increases with increasing thickness ratio, whereas mean 
drag displays a non-monotonic trend, with the minimum point located at thickness 
ratio 0.375. At velocity ratio of 2.5, a positive thrust is generated when the 
thickness ratio is between 0.2 and 0.6, which can be attributed to a stronger 
hovering vortex within this range. Overall, the present study proves that the lift 
generation on a rotating elliptic cylinder differs significantly from a rotating 
circular cylinder.  
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7.2 Recommendations for Future Work 
The present thesis reveals important findings on flapping wing in ground effect as well 
as flow past a rotating elliptic cylinder, and contributes to the understandings of 
unsteady aerodynamics in flapping flight. Yet, more work still needs to be done to fully 
unveil the full picture of flapping wing aerodynamics, especially in ground effect. 
Some recommendations for possible future studies are presented as follows: 
1. The current study used an ideal plane wall as the ground surface. However, insects 
normally employ an inclined stroke plane, and they may hover next to an uneven 
surface. Therefore, inclined ground or wavy ground could be investigated, both in 
2-D and 3-D scenarios. For inclined ground, a systematic scanning of the inclined 
angle is possible. For the wavy ground, a sinusoidal waveform could be a start. 
2. Although many modes of kinematics have been examined in the thesis, more 
kinematics can be taken into account, such as the water-treading mode as discussed 
in Freymuth (1990) and Tang et al. (2008), which seems to have higher lift but 
lower drag than the normal hovering mode. Additionally, takeoff and landing 
situations could be considered. To start with, the hovering kinematics can be fixed 
and combined with a constant ascend or descend velocity. 
3. The present results indicate a strong fountain effect when a 3-D wing is hovering 
close to a ground. To further investigate the fountain effect, a model body can be 
added in the numerical simulation, and its shape can be systematically varied to see 
how it will affect the root vortex formation. 
4. The study on ground effect can be extended to forward flight mode. The tandem 
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wing configuration may also be considered, both in hovering and forward flight. In 
the case of forward flight, a moving ground may be used. 
5. It is found from the results of 3-D flapping wing in ground effect that the LEV is 
still attached in the force enhancement regime. This implies that the ground effect 
could be incorporated into a quasi-steady model. For example, there could be a 
modification factor related to the ground clearance in determining the aerodynamic 
forces. To obtain such semi-empirical equation, a pure revolving wing of different 
angles of attack and ground clearances might be studied.  
6. One of the limitations in the ground effect study is that the airfoil/wing is assumed 
to be rigid. However, the wings of natural fliers are always flexible. Hence, it is 
still necessary to incorporate the flexibility effect.  
7. For the flow past a rotating ellipse, it is necessary to extend the simulation to the 
3-D regime, so that three-dimensionality could be examined. Moreover, higher 
velocity ratio and Reynolds number may be considered, although a study on 
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Appendix A Results and Discussions of 
Advanced Rotation 𝝓 = 𝟏𝟖𝟎° 
 
 
The correlation between the transient force distribution and the flow structure for 
advanced rotation case with 𝜙 = 180° is discussed here. Fig. 4.22 reveals a strong 
early peak lift at 𝑡∗ around 0.1 and 0.6 for 𝐷/𝑐 = 1.0 and 1.5, which leads to a 
significant lift enhancement. Closer examination of the associated flow structure in 
Fig. A.1(a) shows that the induced velocity, or the jet-like flow from the wake vortex 
pair LEVu_1(-) and TEVu_2(+), was dominating the lift generation. The presence of the 
ground ensured wing-wake interaction of the first type and the LEVu_1(-) from the 
previous stroke rolled over the leading edge of the airfoil after stroke reversal (𝑡∗ = 
0.1 in Fig. A.1(a)). The jet-like flow, coupled with a mild angle of attack as well as the 
synchronized pitching-up motion, resulted in the enhancement of transient lift at 𝑡∗ = 
0.1 from below 1.0 (refer to Fig. 4.22(c), 𝐷/𝑐 = ∞) to approximately 5.0 (Fig. 4.22(c), 
𝐷/𝑐 = 1.0). At higher ground clearances 𝐷/𝑐 > 2.0, the LEVu_1(-) from the previous 
stroke slid down along the windward surface of the airfoil (see Fig. A.1(b) to (d)), 
indicating that the wing-wake interaction had switched to the second type. Hence, lift 
was reduced at 𝑡∗ = 0.1 for 𝐷/𝑐 > 2.0 (Fig. 4.22(c)). This led to sharp reduction of 































































































































transient lift for 𝐷/𝑐 > 2.0 reached a peak value, whereas the drag peaked later at mid-
stroke. Additionally, regardless of the ground clearance, lift dropped to almost zero at 
mid-stroke (𝑡∗ = 0.25 and 0.75). This is due to the fact that airfoil AoA had increased 
to 90°. After the mid-stroke, despite relatively high translational velocity of the airfoil, 
both AoA and lift force turned negative. Such kinematic effect is detrimental to the 
overall lift generation, as was also pointed out in Lua et al. (2015). With respect to drag, 
the high AoA near the mid-stroke, in contrast, boosted up the instantaneous drag as can 
be seen in Fig. 4.22(e). Moreover, the magnitude of the mid-stroke drag differed 
amongst different ground clearances. Specifically, 𝐷/𝑐 = 1.0 and 1.5 had a lower drag 
than those at higher 𝐷/𝑐 at 𝑡∗ = 0.25 and 0.75. This can be correlated with Fig. A.2, 
which shows the vorticity and pressure contours at 𝑡∗ = 0.25 for 𝐷/𝑐 from 1.0 to ∞. 
At 𝐷/𝑐 = 1.0, a strong LEV that was generated earlier at 𝑡∗ = 0.1 as a result of the 
roll-over of LEVu_1(-) (refer to Fig. A.1(a), 𝑡∗  = 0.1) was already shed from the 
leading edge of the airfoil at mid-stroke (see Fig. A.2(a)). Note that for the case of 𝐷/𝑐 
= 1.0, the drag was not peaked at mid-stroke but earlier because of the early 
enhancement from the jet-like flow (Fig. 4.22(e)). As the ground clearance increased, 
the shear layer rolled up into a new LEV at the leeside of the airfoil at a later time, 
probably caused by a stronger downward jet. This LEV stayed in close proximity to the 
airfoil at 𝑡∗ = 0.25 (see Fig. A.2(c) to (e)) and caused a lower pressure distribution on 
the leeside of the airfoil. This in turn resulted in higher drag at higher  𝐷/𝑐  and 
contributed to a minimum cycle-averaged drag at 𝐷/𝑐 = 1.5 (Fig. 4.22(b)), whereas 






Figure A.2: Vorticity and pressure contours at 𝒕∗  = 0.25 at various ground 
clearances for 𝝓 = 𝟏𝟖𝟎°. (a) 𝑫/𝒄 = 1.0; (b) 𝑫/𝒄 = 1.5; (c) 𝑫/𝒄 = 2.0, (d) 𝑫/𝒄 





Appendix B Results and Discussions of 
Delayed Rotation 𝝓 = 𝟎° 
 
The correlation between the transient force distribution and the flow structure for 
delayed rotation case with 𝜙 = 0° is discussed here. In Fig. 4.25, the transient forces 
at 𝐷/𝑐 = ∞ exhibit similar pattern as those of 𝜙 = 180°, except that they are flipped 
about the horizontal axis (for example, compare Fig. 4.25(c) and Fig. 4.22(c), 𝐷/𝑐 =
∞). Associated flow structure is presented in Fig. B.1 and the agreement between the 
numerical simulation and the experiment is reasonably good. At the beginning of 
downstroke, the airfoil was facing TEVu_1(+), which was basically a flipped LEVu_1(-) 
in Fig. A.1(d). The induced velocity from TEVu_1(+) and the negative AoA resulted in 
a lift force in the negative y direction. As the downstroke started, TEVu_1(+) slid up the 
windward side and merged with a newly formed LEVd_1(+). The low pressure center 
of LEVd_1(+) mitigated the downward force generation (see 𝑡∗ = 0.1 for 𝐷/𝑐 = ∞ in 
Fig. 4.25(c)). Since the airfoil was almost 90 ° to the incoming flow at the middle of 
the stroke, lift dropped to almost zero whereas drag concurrently peaked.  
 
As the ground clearance decreased, there was a systematic increase in the lift magnitude 
between 𝑡∗ = 0.0 to 0.2 (and also 𝑡∗ = 0.5 to 0.7). This behavior can be explained by 






Figure B.1: Vorticity contours at selected time instants at 𝑫/𝒄 = ∞ for 𝝓 = 𝟎°. 
(a) 𝒕∗ = 0.0; (b) 𝒕∗ = 0.1; (c) 𝒕∗ = 0.2; (d) 𝒕∗ = 0.3; (e) 𝒕∗ = 0.4. Left column: 
numerical simulation results; right column: experimental results. 
 
Firstly, it can be seen that TEVu_1(+) from the previous upstroke was more dissipated 




Therefore, as TEVu_1(+) slid up the windward surface of the airfoil at a later time, it 
generated less upward lift. Secondly, the position of TEVu_1(+) shifted more towards 
the trailing edge of the airfoil at smaller 𝐷/𝑐. Hence, its induced velocity started to 
impinge on the windward side of the airfoil (see the high pressure region in Fig. B.2(a)). 
This further promoted a larger downforce as 𝐷/𝑐 decreased. 
 
 
Figure B.2: Vorticity and pressure contours at 𝒕∗ = 0.1 at (a) 𝑫/𝒄 = 2.0, (b) 𝑫/𝒄 
= 3.0 and (c) 𝑫/𝒄 = ∞ for 𝝓 = 𝟎°. 
 
For 𝐷/𝑐 < 2.0, although the cycle-averaged forces from the experiment and numerical 
simulation match fairly well (Fig. 4.25(b)), the transient force distributions deviate 




numerical simulation, the transient lift and drag for 𝐷/𝑐 = 1.0 showed that peak lift 
and drag occurred at their respective timings similar to those for the other ground 
clearances. Moreover, these peak magnitudes varied in a gradual manner. In contrast, 
the experimental results showed an abrupt change in both shape and magnitude. 
Specifically, the transient forces for 𝐷/𝑐 = 1.0 from the experiment not only peaked 
earlier at approximately 𝑡∗ = 0.15, they also have much higher peak values (𝐶𝑙 had a 
peak of almost -8.0 and 𝐶𝑑 had a peak of almost 14.0, see Fig. 4.25(c) and (e)). Since 
the transition from 𝐷/𝑐 = 1.5 to 1.0 was too dramatic, an additional data point at 
𝐷/𝑐 = 0.75 was included to assess the accuracy of the experimental results for 𝐷/𝑐 = 
1.0. As shown in Fig. 4.25(c), 𝐷/𝑐 = 0.75 had the same trend as in 𝐷/𝑐 = 1.0, thus 
indicating that the experimental results were indeed correct, and numerical simulations 
were unable to predict the condition of 𝐷/𝑐 < 1.0.  
 
To further examine what was happening at 𝐷/𝑐 = 1.0, associated vorticity fields from 
the numerical simulation and the experiment are displayed in Fig. B.3. At 𝑡∗ = 0.0, 
the airfoil was facing TEVu_1(+) in the simulation, but LEVu_1(-) in the experiment. As 
the airfoil started its downstroke, the simulation predicted that a new LEVd_1(+) that 
quickly shed away. Concurrently, a new TEVd_1(-) was initiated and it stayed close to 
the airfoil. The whole process was comparable to the case of 𝐷/𝑐 = ∞ (see Fig. B.1), 
and hence the transient forces behaved in a similar manner. In contrast, the DPIV results 
showed that the LEVu_1(-) from the previous stroke rolled over the leading edge of the 




been responsible for the considerable increase in the downward force at around 𝑡∗ = 
0.15 for 𝐷/𝑐 = 1.0 (see Fig. 4.25(c)). At the end of the downstroke, TEVd_1(-) had 
convected far away from the airfoil, so the flow topology was completely different 
between the numerical simulation and the experiment.  
 
 
Figure B.3: Vorticity contours at selected time instants at 𝑫/𝒄 = 1.0 for 𝝓 = 𝟎°. 
(a) 𝒕∗ = 0.0; (b) 𝒕∗ = 0.1; (c) 𝒕∗ = 0.2; (d) 𝒕∗ = 0.3; (e) 𝒕∗ = 0.4. Left column: 




Appendix C Additional Results 




Figure C.1: Cycle-averaged lift and drag coefficients as a function of ground 
clearance for (a) Hawkmoth wing in HM motion and (b) Fruitfly wing in FF 
motion at Re = 5000. Exp: experimental results with 3% error bars indicating 









Figure C.2: Transient lift and drag coefficients at 𝑫/?̅?  = 1.5 and 3.0 in one 
flapping cycle for HM motion at Re = 5000. (a) and (c) are numerical results at 
𝑫/?̅? = 1.5; (b) and (d) are numerical results at 𝑫/?̅? = 3.0. E.W.: Elliptic Wing; 
H.W.: Hawkmoth Wing. 
 
 
Figure C.3: Transient lift and drag coefficients at 𝑫/?̅?  = 1.5 and 3.0 in one 
flapping cycle for FF motion at Re = 5000. (a) and (c) are numerical results at 𝑫/?̅? 





Appendix D Additional Results 




Figure D.1: Cycle-averaged lift and drag coefficients as a function of ground 
clearance at Re = 100. (a) Elliptic wing in SHM45 motion; (b) elliptic wing in 
SHM65 motion; (c) elliptic wing in HM motion; (d) elliptic wing in FF motion; (e) 
hawkmoth wing in HM motion and (f) fruitfly wing in FF motion. Exp: 
experimental results with 3% error bars indicating force sensor accuracy. CFD: 








Figure D.2: Transient lift and drag coefficients at 𝑫/?̅?  = 1.0 and 3.0 in one 
flapping cycle for elliptic wing in SHM45 motion at Re = 100 and 5000. (a) and (c) 
are experimental results at 𝑫/?̅? = 1.5; (b) and (d) are experimental results at 
𝑫/?̅? = 3.0. 
 
 
Figure D.3: Transient lift and drag coefficients at 𝑫/?̅?  = 1.0 and 3.0 in one 
flapping cycle for elliptic wing in SHM65 motion at Re = 100 and 5000. (a) and (c) 
are experimental results at 𝑫/?̅? = 1.5; (b) and (d) are experimental results at 






Figure D.4: Transient lift and drag coefficients at 𝑫/?̅?  = 1.5 and 3.0 in one 
flapping cycle for hawkmoth wing in HM motion at Re = 100 and 5000. (a) and (c) 
are experimental results at 𝑫/?̅? = 1.5; (b) and (d) are experimental results at 
𝑫/?̅? = 3.0. 
 
 
Figure D.5: Transient lift and drag coefficients at 𝑫/?̅?  = 1.5 and 3.0 in one 
flapping cycle for fruitfly wing in FF motion at Re = 100 and 5000. (a) and (c) are 
experimental results at 𝑫/?̅? = 1.5; (b) and (d) are experimental results at 𝑫/?̅? = 
3.0. 
 
