The conjugate gradient method plays an important role in solving large-scaled problems and the quasi-Newton method is known as the most efficient method in solving unconstrained optimization problems. Therefore, in this paper, the new hybrid 2592
Introduction
Consider the unconstrained optimization problems:
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is converged to the optimal point, *
x , which minimizes [4] . The updated Hessian approximation formula in (3), require 
The Broyden's algorithm for unconstrained optimization problem uses the matrices i B which is updated by the formula
where  is a scalar and
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This algorithm satisfy the quasi-Newton equation (7) . The choice of the parameter  is important, since it can greatly affect the perfomance of the method [5] . When 1 i   in equation (7), we obtain the DFP algorithm and
we get the BFGS algorithm. But, [2, 6]   Based on [7] , the Broyden's algorithm is one of the most efficient algorithm for solving the unconstrained osptimization problem. This paper is organised as follows. In Section 2, we elaborate the new algorithm and the convergence analysis. An explanation about the numerical results is also given in Section 3 using the performance profile's figure. The paper ends with a short conclusion in section 4.
The Broyden-CG Algorithm
The modification of the quasi-Newton method based on a hybrid method has already been presented by previous researchers. One of the studies is a hybridization of the quasi-Newton and Gauss-Siedel methods, designed in solving the system of linear equations in [8] . Luo et al. [9] suggest the new hybrid method, which can solve the system of nonlinear equations by combining the quasi-Newton method with chaos optimization. Han and Newman [4] combine the quasi-Newton methods and Cauchy descent method to solve unconstrained optimization problems, which is known as the quasi-Newton-SD method.
Hence, the modification of the quasi-Newton method by previous researchers spawned the new idea of hybridizing the classical method to yield the new hybrid method such as in [10] [11] [12] [13] . Hence, this study proposes a new hybrid search direction that combines the concept of search direction of the quasi-Newton and CG methods. It yields a new search direction of the hybrid method which is known as the Broyden-CG method. The search direction for the Broyden-CG method is Hence, the complete algorithms for the Broyden method and the Broyden-CG method will be organized in Algorithms 2.1 and 2.2, respectively. (4) Step4. Compute the difference between 11 and
Step5. Update 
for all 0, i  then the search directions satisfy the sufficient descent condition 
Numerical Analysis
In this section, we use the test problem considered in Andrei [15] , Michalewicz [16] and More et al. [17] in Table 1 to analyse the improvement of the Broyden-CG method compared with the Broyden method. Each of the test problems are tested with dimensions varied from 2 to 1,000 variables. This represents a total of 180 test problems. As suggested by [17] , for each of the test problems, the initial point, 0 x will further subtract from the minimum point. In doing so, this leads us to test the global convergence properties and the robustness of our method. For the Armijo line search, we use 1, =0.5 and 0.1.
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The stopping criteria we use are
and the number of iterations exceeds its limit, which is set to be 10,000.
In our implementation, the numerical tests were performed on an Acer Aspire with a Windows 7 operating system and using Matlab 2012 to run the programming for both methods. The performance results will be shown in Figures 1 and 2 , respectively, using the performance profile introduced by Dolan and More [18] . The performance profile seeks to find how well the solvers perform relative to the other solvers on a set of problems. In general, () P  is the fraction of problems with performance ratio , thus, a solver with high values of () P  or one that is located at the top right of the figure is preferable. Figures 1 and 2 show that the Broyden-CG method has the best performance since it can solve 84% of the test problems compared with the Broyden method (83%). Moreover, we can also say that the Broyden-CG is the fastest solver on approximately 64% of the test problems for iteration and 69% of CPU-time.
Conclusion
We have presented a new search direction for Broyden method for solving unconstrained optimization problems. The performance profile for a broad class of test problems show that the Broyden-CG method is efficient and robust in solving unconstrained optimization problem. We also note that as the size and complexity of the problem increase, greater improvements could be realised by our Broyden-CG method. Our future research will be to try the Broyden-CG with another formula for .
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