We study nonparametric estimation for current status data with competing risks. Our main interest is in the nonparametric maximum likelihood estimator (MLE), and for comparison we also consider the 'naive estimator' of Jewell, Van der Laan and Henneman [10] . Groeneboom, Maathuis and Wellner [7] established that both estimators converge globally and locally at rate n 1/3 . In this paper we use these results to derive the local limiting distributions of the estimators. The limiting distribution of the naive estimator is given by the slopes of the convex minorants of correlated Brownian motion processes with parabolic drifts. The limiting distribution of the MLE involves a new self-induced process. We prove that this process exists and is almost surely unique. Finally, we present a simulation study showing that the MLE is superior to the naive estimator in terms of mean squared error, both for small sample sizes and asymptotically.
1. Introduction. We study nonparametric estimation for current status data with competing risks. The set-up is as follows. We analyze a system that can fail from K competing risks, where K ∈ N is fixed. The random variables of interest are (X, Y ), where X ∈ R is the failure time of the system, and Y ∈ {1, . . . , K} is the corresponding failure cause. We cannot observe (X, Y ) directly. Rather, we observe the 'current status' of the system at a single random observation time T ∈ R, where T is independent of (X, Y ). This means that at time T , we observe whether or not failure occurred, and if and only if failure occurred, we also observe the failure cause Y . Such data arise naturally in cross-sectional studies with several failure causes, and generalizations arise in HIV vaccine clinical trials [see 9].
We study nonparametric estimation of the sub-distribution functions F 01 , . . . , F 0K , where F 0k (s) = P (X ≤ s, Y = k), k = 1, . . . , K. Various estimators for this purpose were introduced in [9, 10] . Our main interest is in the nonparametric maximum likelihood estimator (MLE), and for comparison we also consider the 'naive estimator' of [10] . Characterizations, consistency, and n 1/3 rates of convergence of these estimators were established in Groeneboom, Maathuis and Wellner [7] . In this paper we use these results to derive the local limiting distributions of the estimators.
1.1. Notation. The following notation is used throughout. The observed data are denoted by (T, ∆), where T is the observation time and ∆ = (∆ 1 , . . . , ∆ K+1 ) is an indicator vector defined by ∆ k = 1{X ≤ T, Y = k} for k = 1, . . . , K, and ∆ K+1 = 1{X > T }. Let (T i , ∆ i ), i = 1, . . . , n, be n i.i.d. observations of (T, ∆), where ∆ i = (∆ i 1 , . . . , ∆ i K+1 ). Note that we use the superscript i as the index of an observation, and not as a power. The order statistics of T 1 , . . . , T n are denoted by T (1) , . . . , T (n) .
Furthermore, G is the distribution of T , G n is the empirical distribution of T i , i = 1, . . . , n, and P n is the empirical distribution (T i , ∆ i ), i = 1, . . . , n. For any vector (x 1 , . . . , x K ) ∈ R K we define x + = K k=1 x k , so that, for example, ∆ + = K k=1 ∆ k and F 0+ (s) = K k=1 F 0k (s). For any K-tuple F = (F 1 , . . . , F K ) of sub-distribution functions, we define F K+1 (s) = u>s dF + (u) = F + (∞) − F + (s).
We denote the right-continuous derivative of a function f : R → R by f ′ (if it exists).
For any function f : R → R, we define the convex minorant of f to be the largest convex function that is pointwise bounded by f . For any interval I, D(I) denotes the collection of cadlag functions on I. Finally, we use the following definition for integrals and indicator functions: (b) For each k = 1, . . . , K, 0 < F 0k (t 0 ) < F 0k (∞), and F 0k and G are continuously differentiable at t 0 with positive derivatives f 0k (t 0 ) and g(t 0 ).
(c) The system cannot fail from two or more causes at the same time.
Assumptions (a) and (b) are essential for the development of the theory. Assumption (c) ensures that the failure cause is well-defined. This assumption is always satisfied by defining simultaneous failure from several causes as a new failure cause.
1.3. The estimators. We now introduce the MLE and the naive estimator. The MLE F n = ( F n1 , . . . , F nK ) was first defined in [9] , by l n ( F n ) = max F ∈F K l n (F ), where l n (F ) = K k=1 δ k log F k (t) + (1 − δ + ) log(1 − F + (t)) dP n (t, δ), (1.1) and F K is the collection of K-tuples F = (F 1 , . . . , F K ) of sub-distribution functions on R with F + ≤ 1. The naive estimator F n = ( F n1 , . . . , F nK ) of [10] is defined by
where F is the collection of distribution functions on R, and
Note that F nk only uses the kth entry of the ∆-vector, and is simply the MLE for the reduced current status data (T, ∆ k ). Thus, the naive estimator splits the optimization problem into K separate well-known problems. The MLE, on the other hand, estimates F 01 , . . . , F 0K simultaneously, accounting for the fact that K k=1 F 0k (s) = P (X ≤ s) is the overall failure time distribution. This relation is incorporated both in the object function l n (F ) (via the term log(1−F + )) and in the space F K over which is maximized (via the constraint F + ≤ 1). 
is a vector of drifted Brownian motions, defined by
Finally, we define the shorthand notation a k = (F 0k (t 0 )) −1 , for k = 1, . . . , K + 1.
Remark 1.3 Note that W is the limit of a rescaled version of W n = (W n1 , . . . , W nK ), and that V is the limit of a recentered and rescaled version of
where W nk and V nk are defined by (??) and (??) of [7] :
(1.5) Remark 1. 4 We define the correlation between Brownian motions W j and W k by
Thus, the Brownian motions are negatively correlated, and this negative correlation becomes stronger as t 0 increases. In particular, it follows that r 12 → −1 as F 0+ (t 0 ) → 1, in the case of K = 2 competing risks. 
in the Skorohod topology on (D(R)) K . 
in the Skorohod topology on (D(R)) K . This approach to proving existence of the limiting processes is different from the one followed by Groeneboom, Jongbloed and Wellner [5, 6] for the estimation of convex functions, who establish existence and uniqueness of the limiting process before proving convergence. In Section 4 we compare the estimators in a simulation study, and
show that the MLE is superior to the naive estimator in terms of mean squared error, both for small sample sizes and asymptotically. Technical proofs are collected in Section 5.
2. Limiting processes. We now discuss the new self-induced processes H and F in more detail. In Section 2.1 we give several interpretations of these processes, and illustrate them graphically. In Section 2.2 we prove tightness of { F k − f 0k (t 0 )t} and 
(ii) At points t ∈ N k , the right and left derivatives of a k H k (t) + a K+1 H + (t) are bounded above and below by the right and left derivatives of the convex minorant
Since a k V k + a K+1 V + is a Brownian motion process plus parabolic drift, the point process N k is well-known from Groeneboom [3] . On the other hand, little is known about N k , due to the self-induced nature of this process. However, Proposition 2.1 (i) relates N k to N k , and this allows us to deduce properties of N k and the associated processes H k and F k . In particular, Proposition 2.1 (i) implies that F k is piecewise constant, and that H k is piecewise linear (Corollary 2.2). Moreover, Proposition 2.1 (i) is essential for the proof of Proposition 2.16, where it is used to establish expression (2.31). Proposition 2.1 (ii) is not used in the sequel. (i) N k has no condensation points in a finite interval.
(ii) F k is piecewise constant and H k is piecewise linear.
Proof. N k is a stationary point process which, with probability one, has no condensation points in a finite interval [see 3]. Together with Proposition 2.1 (i), this yields that with probability one, N k has no condensation points in a finite interval. Conditions (i) and (ii) of Theorem 1.7 imply that F k can only increase at points t ∈ N k . Hence, F k is piecewise constant and H k is piecewise linear.
Thus, conditions (i) and (ii) of Theorem 1.7 imply that a k H k + a K+1 H + is a piecewise linear convex function, lying below a k V k + a K+1 V + , and touching a k V k + a K+1 V + whenever F k jumps. We illustrate this using the following example with K = 2 competing risks:
Example 2.3 Let K = 2, and let T be independent of (X, Y ). Let X, Y and X|Y be distributed as follows: F 01 (1) = 0.21, F 02 (1) = 0.58, f 01 (1) = 0.12, f 02 (1) = 0.18, g(1) = 0.37. (2.8)
Note that F 1 has a jump around −3. This jump causes a change of slope in a k H k + a K+1 H + for both components k ∈ {1, 2}, but only for k = 1 is there a touch between 
Proof. Conditions (i) and (ii) of Theorem 1.7 are equivalent to:
for k = 1, . . . , K. This gives characterization (a). Similarly, characterization (b) holds since conditions (i) and (ii) of Theorem 1.7 are equivalent to:
Comparing the MLE and the naive estimator, we see that H k is the convex minorant
These processes are illustrated in Figure 2 . The difference between the two estimators lies in the extra term (a K+1 /a k ){V + − H + }, which is shown in the bottom row of Figure 2 . Apart from the factor a K+1 /a k , this term is the same for all k = 1, . . . , K. Furthermore,
is an increasing function of t 0 , so that the extra term
This provides an explanation for the simulation results shown in Figure 3 of Section 4, which indicate that MLE is superior to the naive estimator in terms of mean squared error, especially for large values of t. Finally, note that (a K+1 /a k ){V + − H + } appears to be nonnegative in Figure 2 . In Proposition 2.5 we prove that this is indeed the case. In turn, this result implies that H k ≤ H k (Corollary 2.6), as shown in the top row of Figure 2 .
Proof. Theorem 1.7 (i) can be written as
The statement then follows by summing over k = 1, . . . , K.
Proof. Let k ∈ {1, . . . , K} and recall that H k is the convex minorant of V k . Since
Finally, we write the characterization of Theorem 1.7 in a way that is analogous to the characterization of the MLE in Proposition ?? of [7] . We do this to make a connection between the finite sample situation and the limiting situation. Using this connection, the proofs for the tightness results in Section 2.2 are similar to the proofs for the local rate of convergence in [7, Section ??] . We need the following definition: 
(2.11)
The process S k is the limit of a rescaled version of the process S nk = a k W nk + a K+1 W n+ , defined in (??) of [7] .
Proposition 2.8 For all k = 1, . . . , K, for each point τ k ∈ N k (defined in (2.7) ) and
for all s ∈ R we have:
12)
and equality must hold if s ∈ N k .
Proof. Let k ∈ {1, . . . , K}. By Theorem 1.8 (i), we have
where equality holds at t = τ k ∈ N k . Subtracting this expression for t = τ k from the expression for t = s, we get:
The result then follows by subtracting s τ k a kF0k (u) + a K+1F0+ (u) du from both sides, and using that dV k (u) =F 0k (u)du + dW k (u) (see (1.4)). 
Tightness of
Proposition 2.9 is the limit version of Theorem ?? of [7] , which gave the n 1/3 local rate of convergence of F nk . Hence, analogously to [7, Proof of Theorem ??], we first prove a stronger tightness result for the sum process
Proposition 2.10 Let β ∈ (0, 1) and define
(2.13)
Then for every ǫ > 0 there is an M > 0 such that
Proof. The organization of this proof is similar to the proof of Theorem ?? of [7] . Let ǫ > 0. We only prove the result for s = 0, since the proof for s = 0 is equivalent, due to stationarity of the increments of Brownian motion.
It is sufficient to show that we can choose M > 0 such that
In fact, we only prove that there is an M such that
since the proofs for the inequality F + (t) ≤F 0+ (t − M v(t)) and the interval (−∞, 0] are analogous. In turn, it is sufficient to show that there is an m 1 > 0 such that
where p jM satisfies ∞ j=0 p jM → 0 as M → ∞. We prove (2.14) for Without loss of generality, we assume that the sub-distribution functions are labeled such that τ 1j ≤ · · · ≤ τ Kj . On the event A jM , there is a k ∈ {1, . . . , K} such that F k (j + 1) ≥F 0k (s jM ). Hence, we can define ℓ ∈ {1, . . . , K} such that
Recall that F must satisfy (2.12). Hence, P (A jM ) equals
Using the definition of τ ℓj and the fact that F ℓ is monotone nondecreasing and piecewise constant (Corollary 2.2), it follows that on the event A jM we have, In order to prove tightness of { F k (t) −F 0k (t)}, t ∈ R, we only need Proposition 2.10 to hold for one value of β ∈ (0, 1), analogously to [7, Remark ??] . We therefore fix β = 1/2, so that v(t) = 1 ∨ |t|. Then Proposition 2.10 leads to the following corollary, which is a limit version of Corollary ?? of [7] :
This corollary allows us to complete the proof of Proposition 2.9.
Proof of Proposition 2.9. Let ǫ > 0 and let k ∈ {1, . . . , K}. It is sufficient to
We only prove the first inequality, since the proof of the second one is analogous. Thus, let t ∈ R and M > 1, and define
Note that τ k is well-defined because of Theorem 1.7 (iii) and Corollary 2.2 (i). We want to prove that P (B kM ) < ǫ. Recall that F must satisfy (2.12). Hence,
By Corollary 2.13, we can choose C > 0 such that, with high probability,
uniformly in τ k ≤ t, using that u 3/2 > u for u > 1. Moreover, on the event B kM , we
, yielding a positive quadratic drift. The statement now follows by combining these facts with (2.21), and applying Lemma 2.11. Proposition 2.9 leads to the following corollary about the distance between the jump points of F k . The proof is analogous to the proof of Corollary ?? of [7] , and is therefore omitted.
Corollary 2.14 For all k = 1, . . . , K, let τ − k (s) and τ + k (s) be, respectively, the largest jump point ≤ s and the smallest jump point > s of F k . Then for every ǫ > 0 there is a C > 0 such that
Combining Theorem 2.9 and Corollary 2.14 yields tightness of { H k (t) − V k (t)}: 
Proof. We define the following functional:
Then, letting
Using integration by parts, we rewrite the last term of the right side of (2.27) as: 
By writing out the right side of this expression, we find that it is equivalent to
This inequality holds for all m ∈ N, and hence we can take lim inf m→∞ . The left side of (2.29) is a monotone sequence in m, so that we can replace lim inf m→∞ by lim m→∞ .
The result then follows from the definitions of ψ k , D k , and D k in (2.24) -(2.26).
We are now ready to prove Proposition 2.16. The idea of the proof is to show that the right side of (2.23) is almost surely equal to zero. We prove this in two steps. First, we show that it is of order O p (1), using the tightness results of Proposition 2.9 and Corollary 2.15. Next, we show that the right side is almost surely equal to zero.
Proof of Proposition 2.16. We first show that the right side of (2.23) is of order We now show that the right side of (2.23) is almost surely equal to zero. Let Let τ mk be the last jump point of F k before m, and let τ mk be the last jump point of F k before m. We define the following events
Let ǫ 1 > 0 and ǫ 2 > 0. Since the right side of (2.23) is of order O p (1), it follows that Returning to (2.30), we now have for η > 0:
using the definition of E 3m (C) in the last line. The probability in the last line equals zero for ǫ 1 small. To see this, note that F k (m) − F k (m) > η/C, m − {τ mk ∨ τ mk } > δ, and the fact that F k and F k are piecewise constant on m − {τ km ∨ τ km } imply that
This proves that the right side of (2.23) equals zero, almost surely. Together with the right-continuity of F k and F k , this implies that F k ≡ F k almost surely, for k = 1, . . . , K.
Since for k = 1, . . . , K, so that c 1 = · · · = c K = 0 and H ≡ H almost surely.
3. Proof of the limiting distribution of the MLE. In this section we prove that the MLE converges to the limiting distribution given in Theorem 1.8. In the process, we also prove the existence part of Theorem 1.7.
First, we recall from [7, Section ??] that the naive estimators F nk (t), k = 1, . . . , K, are unique at t ∈ {T 1 , . . . , T n }, and that the MLEs F nk , k = 1, . . . , K, are unique at
[see 7, Proposition ??]. To avoid issues with non-uniqueness, we adopt the convention that F nk and F nk , k = 1, . . . , K, are piecewise constant and right-continuous, with jumps only at the points at which they are uniquely defined. This convention does not affect the asymptotic properties of the estimators under the assumptions of Section 1.2. Next, we define the following localized processes:
Definition 3.1 For each k = 1, . . . , K, we define: Note that H loc nk differs fromH loc nk by a vertical shift, and that ( H loc nk ) ′ (t) = (H loc nk ) ′ (t) = F loc nk (t). We now show that the MLE satisfies the characterization given in Proposition 3.2, which can be viewed as a recentered and rescaled version of the characterization in Proposition ?? of [7] . In the proof of Theorem 1.8 we will see that, as n → ∞, this characterization converges to the characterization of the limiting process given in 
Proof. Let m > 0 and let τ nk be the last jump point of F nk before t 0 . It follows from the characterization of the MLE in Proposition ?? of [7] that
where equality holds if s is a jump point of F nk . Using that t 0 − τ nk = O p (n −1/3 ) by [7, Corollary ??], it follows from [7, Corollary ? 
to both sides of (3.37). This gives s τ nk
where equality holds if s is a jump point of F nk , and where 
where equality holds if t is a jump point of F loc nk and where
, using again that t 0 − τ nk = O p (n −1/3 ). Moreover, note that R loc nk is left-continuous. We now remove the random variables c nk by solving the following system of equations for H 1 , . . . , H K : It now follows by a diagonal argument that any subsequence U n ′ of U n has a further subsequence U n ′′ that converges in distribution to a limit
Using a representation theorem (see, e.g., [1] , [ 
in the Skorohod topology on (D(R)) K .
Simulations.
We simulated 1000 data sets of sizes n = 250, 2500 and 25000, from the model given in Example 2.3. For each data set, we computed the MLE and the naive estimator. The MLE was computed using sequential quadratic programming and the support reduction algorithm, see [4] and [7, Section ??] . Both estimators were assumed to be piecewise constant, as discussed in the beginning of Section 3.
We wanted to investigate the claim of Jewell, Van der Laan and Henneman [10] that the naive estimator can be improved by suitably modifying it when the sum of its components exceeds one. To do so, we computed two variants of the naive estimator:
the scaled naive estimator F s nk and the truncated naive estimator F t nk . The scaled naive estimator is defined by
for k = 1, . . . , K, where we took s 0 = 3. Note that F s n+ (t) ≤ 1 for t ≤ 3.
We now consider the naive estimator. If F n+ (T (n) ) ≤ 1, then F t nk ≡ F nk for all k = 1, . . . , K. Otherwise, we let s n = min{t : F n+ (t) > 1} and define Note that F t n+ (t) ≤ 1 for all t ∈ R.
We 
Technical proofs.
Proof of Lemma 2.11. Let k ∈ {1, . . . , K} and j ∈ N = {0, 1, . . . }. Note that for M large, we have for all w ≤ j + 1:
Hence, the probability in the statement of Lemma 2.11 is bounded above by
In turn, this probability is bounded above by 
