This paper presents a new variant of the capacitated multi-source Weber problem that introduces fixed costs for opening facilities. Three types of fixed costs are considered and experimented upon. A guided constructive heuristic scheme based on the concept of restricted regions and a greedy randomized adaptive search procedure (GRASP) are proposed. The four known data sets in the literature, typically used for the uncapacitated multi-source Weber problem, are adapted by adding capacities and facility fixed costs and used as a platform to assess the performance of our proposed approaches. Computational results are provided and some research avenues highlighted.
INTRODUCTION
The continuous location-allocation problem (also known as the multi-source Weber problem) in the presence of capacity restrictions and fixed costs is studied. In this location-allocation problem, the number of facilities to locate can be either specified or unknown, and each facility has a capacity limit. Also, we need to serve a set of n customers at known locations with their respective demands, by finding the allocation of these customers to these facilities without violating the capacity of any of the facilities. The objective is to minimise the total sum of transportation and fixed costs associated with the opening of the new facilities.
The classical (i.e. uncapacitated) and the capacitated multi-source Weber problems both assume that the number of facilities to be located is known in advance, whereas in practice, determining the number of facilities is one of the main factors that is usually addressed at a strategic level as the establishment (opening) of a facility requires a massive investment. In this paper we investigate this capacitated multi-source Weber problem in the presence of fixed costs which we refer to for short as CMSWPF. To the best of our knowledge, this problem is new but also useful for practical applications.
The paper is structured as follows. In the next section, a brief literature review is given. Then, we present a mathematical model for the CMSWPF, followed by a discussion of the various types of fixed cost functions. Sections 5 and 6 presents our solution methods, namely the region rejection based heuristic and the GRASP heuristic; this is followed by a section on computational experiments. Finally, the last section summarizes our conclusions and highlights some research avenues that we believe to be worthwhile investigating in the future.
LITERATURE REVIEW
Our review is in two parts. First, we look at the capacitated multi-source Weber problem (CMSWP) without fixed costs and then at the uncapacitated multisource Weber problem (MSWP) with fixed costs. We do not look at the MSWP without fixed costs, but refer the reader to Brimberg et al. (2008) . Neither do we look at discrete location problems, for there adding fixed costs is a relatively simpler exercise -these only need to be determined for a finite set of candidate locations while in the continuous case a fixed cost function must be defined for an infinite domain. Cooper (1972) observes that once the facilities are located, the CMSWP reduces to the classical Transportation Problem (TP). Exact and heuristic methods are presented. The latter is based on alternately solving the locationallocation problem and the TP until there is no epsilon (e) improvement found in the total cost. This technique, known as ATL for short, is enhanced further by Cooper (1975) and is then adapted to solve the fixed charge problem in Cooper (2011) present a novel guided reactive GRASP that combines adaptive learning with the concept of region-rejection. The literature on the MSWP with fixed costs is very scarce; to our knowledge, it consists of just two papers. Brimberg and Salhi (2005) assume that fixed costs are zone-dependent, where zones are non-overlapping convex polygons. The paper mainly deals with locating a single facility. It is shown that the optimal solution falls either inside a zone with the cheapest cost, or on a zone edge. An exact algorithm, based on the above observation, is presented. For multiple facilities, discretizing the problem is suggested. Brimberg et al. (2004) use constant fixed costs and propose a multi-phase heuristic. Firstly, the corresponding discrete location problem, namely the simple plant location problem, is solved which gives a good approximation of the number of facilities needed. Then, Cooper's location-allocation method is used to relocate the facilities. Finally, a local search is carried out to see whether having a few more or a few less facilities may give a better solution, as the fixed cost of adding/removing a few facilities is balanced by the decreased/increased transportation cost. This problem can be formulated as follows:
MATHEMATICAL FORMULATION
Subject to
,
The objective function (1) is to minimize the sum of the transportation costs and the fixed costs. Constraints (2) ensure the total demand of each customer is satisfied. Constraints (3) ensure capacity limits are not exceeded. Constraints (4) are the nonnegativity constraints and constraints (5) We note that if the fixed cost f i = 0 for all sites, the problem becomes the capacitated MSWP. Also, if the value of b is large enough (say ) the problem reduces to the classical MSWP.
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THE CONSTRUCTION OF THE FACILITY FIXED COSTS
The set up or opening cost of a facility may be dependent on geographical (location) areas. In other words, some areas may have cheaper costs of establishing a facility whereas others may have exorbitant costs. For instance, government applies different taxes for urban, suburban, and remote regions or regional restrictions as some lands are under government protection such as forests, lakes, rivers. In this work, we investigate three types of facility fixed cost models that we consider to be practical though others could also be explored. In the following, we consider planar location with Euclidean distances.
A Constant Fixed Cost Function
The simplest model considers that the opening cost of a facility is a constant value irrespective of its location and its size (i.e. f(X) = f, ∀X ∈ ℜ 2 ). For instance, if f is set to 0 then the problem reduces to the CMSWP. For a given value of M, this fixed cost may be removed from the objective function when solving the problem and then added at the end to the total cost as a constant Mf. This idea is simple and can be used for evaluating different values of M. This flexibility in assessing several values of M is useful in practice, given it provides several scenarios to the decision makers. One may try out different values of M, and then choose the solution with the smallest overall total cost.
A Zone-Based Fixed Cost Function
In this model, following Brimberg and Salhi (2005), we divide the plane into "mutually exclusive zones", and let the fixed cost be constant within each zone. This could be done in different ways; we chose to tessellate the plane into Voronoi regions (see Preparata and Shamos (1985) and Figure 1 ), with the customer locations as seed points. In effect, this relates to cost of locating a facility to its nearest customer. (We note that, following Brimberg and Salhi (2005), we define the fixed cost on the Voronoi edges to be the smaller of the two costs of the adjoining regions.) Such a model is applicable if the Voronoi regions represent different administrative regions, with different taxes or labour costs. (The customer can be thought of as the "capital city" of the region.) We note that our solution algorithm will not need to explicitly construct the Voronoi regions -a far from trivial task -as it merely calculates the fixed cost for a finite number of candidate locations during the search.
A Continuous Fixed Cost Function
A disadvantage of the previous model is that the fixed cost function is not continuous; a small change in location (if it takes us over a Voronoi edge) may yield a large change in the establishment cost. Here, we propose a continuous function that can be seen as an extension of the previous model. First, we tessellate the plane into second-order Voronoi polygons (see Preparata and Shamos (1985) ), with the customer locations as seed points. A second-order Voronoi polygon for seed points i and j consists of all points for which the two nearest seed points are i and j, see Figure 2 for an illustration. Within each region we define the fixed cost function based on the two nearest customers i and j. First, we associate a fixed cost f i with every customer location (just like in the previous model). Then, we define the fixed cost for any point X in the region of i and j as:
We can show that this is a continuous function. Clearly, within each secondorder Voronoi region it is continuous; we just need to show continuity on the edges. Crossing a second-order Voronoi edge from the polygon of (i, j) to that of (i, k), d(X, a j ) changes to d(X, a k ) -but at this point the two are equal to each other, as the edge consists of points equidistant from j and k. Luis (2008) also explored a model where for some zones of the plane the fixed cost is constant and for others it is continuously changing following the above function. However as the definition of the zones is somewhat awkward and the results were the same, we do not discuss that model here.
A CONSTRUCTIVE HEURISTIC FOR THE CMSWPF
First, we describe the earlier heuristic of Luis et al. (2009) that will form the basis of our CMSWPF algorithm. Then, we sketch a naïve way of solving the CMSWPF, followed by our algorithm proper. Some comments on details of the heuristic wrap up the section. Luis et al. (2009) put forward a scheme known as region rejection heuristic (RR) to solve the CMSWP. First, a customer site is randomly selected to become a facility location. Then, an area around this location is declared a "restricted region" within which no facilities may be located -this is to ensure facilities are not located too close to each other. Then, another customer is chosen at random from the set of customers not covered by a restricted region, and another restricted region is constructed around it. The process is repeated until the required number of facilities are located. The authors tested different shapes and sizes for the restricted regions. Best results were found when the shape of the region is a circle and its radius is dynamically adjusted after each iteration; from now on, only this version will be used.
A Region-Rejection Heuristic for the CMSWP (without fixed costs)
Having found M facility locations, the next phase of the method is applying Cooper's method to improve on this solution. The Alternating TransportationLocation (ATL) method of Cooper (1972) takes a set of M open facilities as input. Then, a Transportation Problem (TP) is solved to find the allocation of customers to these facilities. We note that as the total capacity of the facilities Mb may be larger than the total customer demand a dummy customer with a 0 transportation cost will be used; this dummy customer will only contribute to the search at the transportation problem phase and will not be considered at either the location or the allocation phases. For each cluster of customers, the location of its facility is found using the Weiszfeld algorithm (Weiszfeld and Plastria, 2009). We note that a customer may be allocated to more than one facility as its demand may be split. This now gives us a new set of facilities, for which the allocation is found again. We repeat the location and allocation phases until no improvement is found. In practice, the stopping criterion can be two successive non-improving iterations or an improvement that is below some very small threshold. In this paper, we always use the stopping criterion of a threshold of 0.0001. More details of Cooper's method can be found in Luis et al. (2009).
The Basic Idea of Extending the Method for CMSWP with Fixed Costs
A simple way of solving the CMSWPF would be to try out all values of M starting from 1 and solve the corresponding CMSWP, stopping when the total cost starts rising as the total cost is a unimodular function of M. However, there are three problems with this approach. 1. Small values of M may be infeasible. This can easily be corrected by starting the search with a lower bound, namely LB = .
2. Due to a heuristic rather than exact method being used, we may find a "false minimum", situations where the heuristic solution for some value of M is better than for M-1 and M + 1, but M is not in fact a minimum. We mitigate this in two different ways. Firstly, we stop our search only if in two successive searches the total costs go up.
A
Secondly, our heuristics are designed to operate in a multi-start fashion; it is unlikely that all runs would be trapped by false minima. 3. The procedure would be computationally expensive, requiring the CMSWP to be solved several times. Hence, once we find the initial solution for M = LB, we construct subsequent solutions by adding one facility at a time to existing solutions using an efficient implementation of the ADD heuristic originally proposed by Kuehn and Hamburger (1963) . This is much faster than restarting some constructive algorithm from scratch for every value of M.
An Overview of the Proposed Constructive CMSWPF Algorithm
Our Region-Rejection algorithm is given here in the form of a pseudo-code.
Step 1. Set M = LB.
Find the solution to the CMSWP (no fixed costs), using the method of Luis et al. (2009). Add fixed costs to calculate the cost of the CMSWPF with M facilities, C(M).
Step 2. Let F j be the location of the nearest facility to customer j.
Randomly choose a subset S of fixed points not yet used as candidate locations and outside the restricted regions.
Step 3. For each i ∈ S, evaluate the function 
Further Details of the Algorithm
Step 1: We note that another constructive algorithm could have been used here to solve the CMSWP, but then we would need to create the restricted regions separately at the end of this step.
Step 2: We decided to set the cardinality of the set S to max{20, min(3M, 50)}. This, and all subsequent settings are based on, and found appropriate by, the experimentation of Luis (2008) . We could have chosen to consider all remaining fixed points that do not fall into a restricted region. However, this would have slowed down the algorithm.
Step 3: The function D i is an approximation for the saving in transportation costs if fixed point i is added. (In fact, it is the saving value of the corresponding uncapacitated discrete location problem.) To find the value of this saving properly, we would need to apply Cooper's method, which can be timeconsuming. We only solve the TP once for each value of M.
Step 4: The adjustment scheme for region radii is done exactly the same way as in Luis et al 
. (2009).
Step 5: This expresses our stopping criterion: we stop after two (rather than one) non-improving iterations, to avoid being trapped in false minima.
Step 6: We chose to repeat the whole algorithm K times in order to find better solutions. A different multistart heuristic could have been created by repeating only Step 1 K times and use the best solution found as input to Step 2. This implementation would be much quicker, however it was observed in previous studies that there is a lack of correlation between the quality of C(LB) and C(M*). In our experiments, we have set .
A GUIDED HYBRID GRASP FOR THE CMSWPF
We introduce a GRASP method that nonetheless retains the concept of regionrejection. First, we present GRASP in general and the method of Luis et al. (2011) in particular. Then, we explain the details of our Hybrid GRASP method for the CMSWPF.
A Guided Hybrid GRASP for the CMSWP (without fixed costs)
The greedy randomized adaptive search procedure (GRASP for short) is a multi-start heuristic technique consisting of constructive and a local search phases to tackle hard combinatorial optimization problems (see Resende and Ribeiro (2010) ). In the first phase of GRASP, known as the construction phase, a feasible initial solution is built one at a time. The construction of these feasible solutions is based on the creation of a restricted candidate list (RCL) made up of good attributes including those of the best solution. The choice of this list is a crucial issue in GRASP and can be based on two aspects. It may be size-based, where the best |RCL| elements are selected. Alternatively, it may be attributebased: those candidates whose solution quality is better than a certain threshold
A Constructive Method and a Guided Hybrid GRASP for the Capacitated Multi-source Weber Problem in the Presence of Fixed Cost are chosen. From this set RCL, one element is chosen one at a time either randomly or following a certain selection rule (pseudo-randomly) until the full solution is completed. The second phase or the improvement phase is a standard local search applied to explore the neighbourhood of the constructed solution in order to find a better solution. The two phases are reiterated several times either independently or using some learning scheme and the best overall local optimum is then selected as the final result. Luis et al. (2011) propose a hybrid heuristic that combines guided reactive GRASP with region-rejection when constructing the restricted candidate list (RCL). Only fixed points that lie without the restricted regions can be selected for inclusion in the RCL. Both size-based and attribute-based aspects are taken into account when creating RCL. Four different types of GRASP are tried out. The variant that combined region-rejection with dynamically adjusted radius and a learning process within GRASP, where the learning process governs the parameter α, was found to be the best. Here, we use this best variant.
A Guided Hybrid GRASP for the CMSWP (with fixed costs)
Our GRASP algorithm has a similar structure to our Region-Rejection algorithm, retaining the ADD methodology and the concept of restricted regions. The differences are only in Steps 1 and 3. In In Step 3, instead of adding the "best" location from S (the randomly chosen set of non-restricted customer locations), we add a "good" location pseudorandomly as follows. First, we create the Restricted Candidate List (RCL), where RCLÕS. This will contain all elements i of S for which D i ≤ min j∈S D j + α(max j∈S D j -min j∈S D j ) and also the best (with respect to D i ) r elements of S. The size of the candidate list depends on the parameters α (0≤α≤1) and r (1≤r≤|S|). We allow α to vary dynamically as a linear function with a learning process and let r = max(5,ÈM/2˘). Finally, we choose pseudo-randomly an element of RCL to be the next location -we let customer i (i∈RCL) to become our next facility location with probability p i = .
COMPUTATIONAL EXPERIMENTS
The proposed methods were coded in C++, compiled with Salford FTN95 compiler, and run on a PC with an Intel 1.5 GHz Pentium M processor and 1.3 GB RAM. We tested our approaches on three classes of instances. To evaluate the performance of our proposed methods, we adapted the four well known data sets from Brimberg et al. (2000) with the addition of facility fixed costs and capacity. These data sets vary from 50 to 1060 customers and use the Euclidean distance measure. As the above data sets do not have a capacity of the facilities, we created the capacity values ourselves; these are given in Table 1 . Every facility is set to have the same capacity irrespective of location. We tested our proposed methods using three types of fixed costs. Type I is a constant-based fixed cost where the fixed cost is set to be a constant number. In Type II and Type III, the fixed costs were generated from discrete uniform distributions in the range of [2, 8] (2008) for more details. For each data set, we present three instances for the 50 fixed points and five instances for the other data sets. The instances are available from the authors upon request. Tables 1 to 3 summarize the obtained results using Region-Rejection and GRASP for the three types of fixed cost functions namely constant, zone-based and continuous. Bold numbers represent the minimum costs found.
Based on these results, GRASP gives better or equal solutions for all the instances when compared to region-rejection results, which is in line with the findings of Luis et al. (2011) for the case of no fixed costs. In the case of the constant fixed cost, both methods produce similar solutions, see Table 1 . For example, when n = 50, all the instances show the same total costs for both methods. This is because the fixed cost is constant, therefore it can be removed from the objective function. In fact, both methods produce the same final facility configurations. For the case of the zone-based and the continuous fixed cost, Region-Rejection is found to be inferior when compared to the results found by GRASP in most instances. For instance, in the zone-based case (see Table 2 ) with n = 287 and b = 1264, GRASP finds M = 12 and a total cost of 8131.69 whereas Region-Rejection yields a cost of 8413.99, yielding a deviation of about 3.5%. In the continuous case (see Table 3 ) with n = 654 and b = 66, GRASP produces a total cost of 149183.10 with M = 15 but Region-Rejection gives a total cost of 155544.30 with M = 16, a deviation of approximately 4.3%. It can be observed that GRASP outperforms Region-Rejection in almost of instances. However, it is worth noticing that Region-Rejection is relatively faster than GRASP. We can observe that using two, rather than one, increasing moves has turned out to be a worthwhile modification to avoid false minima. For example, let us look at the case of the zone-based fixed cost with n = 654 customers and b = 131, this is given in Table 4 and is also illustrated in Figure 3 . We can see that had we stopped at M = 8 because C(8) < C(9), we would have paid a penalty of 34%. This behaviour may obviously not have been presented if an
Journal of
Algorithms & Computational Technology Vol. 9 No. 2 227
228
A Constructive Method and a Guided Hybrid GRASP for the Capacitated Multi-source Weber Problem in the Presence of Fixed Cost Figure 3 . A graphical illustration of a "false minimum". exact method was used instead. One way to reduce the risk of such behaviour would be to have three increasing moves as our stopping criterion. Another would be to re-solve the problems in the neighbourhood of a suspected minimum using a more powerful local search or an exact method.
CONCLUSIONS AND FUTURE RESEARCH
This paper studies a new variant of the classical multi-source Weber problem with the presences of capacity restrictions and fixed costs for opening facilities. Two approaches using the concept of region-rejection heuristic and a guided GRASP are adopted to tackle this problem. A scheme to reduce the risk of "false minima" is also put forward and shown to be useful. Three types of fixed costs are investigated: a constant fixed cost, a Voronoi zone-based and a continuous function based on second-order Voronoi polygons. The proposed schemes were evaluated using some adaptations of the well-known instances taken from the MSWP literature. Comparative results were produced using our proposed heuristics which can then be used for future benchmarking.
Research avenues that we consider to be worth investigated in the future include other forms of fixed costs. We could consider a fixed cost function that contain terms inversely proportional to its distance to the customers. (It is usually cheaper to locate facilities further away for inhabited areas; such model may also be useful in obnoxious facility location.) Alternatively, the cost of a facility could be dependent on its throughput. In particular, we could consider facilities of different sizes; the larger the facility's capacity the larger its establishment cost. It may also be worthwhile to explore other powerful metaheuristics, based on VNS or TS, or a hybrid of the two, as these proved to be effective in tackling hard combinatorial and global optimisation problems.
