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It is well known that random bipartite pure states are typically maximally entangled within an arbitrarily small
error. Showing that the marginals of random bipartite pure states are typically extremely close to the maximally
mixed state, is a way to prove the above. However, a more direct way to prove the above is to estimate the
distance of random bipartite pure states from the set of maximally entangled states. Here, we find the average
distance between a random bipartite pure state and the set of maximally entangled states as quantified by three
different quantifiers of the distance and investigate the typical properties of the same. We then consider random
pure states of a single quantum system and give an account of the typicality of the average l1 norm of coherence
for these states scaled by the maximum value of the l1 norm of coherence. We also calculate the variance of
the l1 norm of coherence of random pure states to elaborate more on the typical nature of the scaled average
l1 norm of coherence. Moreover, We compute the distance of a random pure state from the set of maximally
coherent states and obtain the average distance.
I. INTRODUCTION
The typicality of various quantities such as the quantum
entanglement [1–3] and the diagonal entropy (the entropy of
the diagonal part of a density matrix in a fixed basis) [4] has
been proved very fruitful. In particular, the existence of typ-
icality helps in the reduction of computational complexity of
these quantities which is extremely relevant for the systems
having higher dimensional Hilbert spaces. Also, the typical-
ity of quantum entanglement of random bipartite pure states
sampled from the uniform Haar measure provides a satisfac-
tory explanation to the equal a priori postulate of the statisti-
cal physics [5, 6]. Recently, in the context of metrology [7–
10], it has been proved that random pure states sampled from
the uniform Haar measure typically do not lead to the super-
classical scaling of precision, however, random states from
the symmetric subspace typically lead to the optimal Heisen-
berg scaling [11]. The key ingredient in the proof of all these
results is the concentration of measure phenomenon, in par-
ticular Le´vy’s lemma [12]. The remarkable result that ran-
dom bipartite pure states are typically maximally entangled
within vanishingly small error has been obtained by proving
that the reduced density matrices corresponding to random bi-
partite pure states are typically very close to the maximally
mixed state. However, here we present a direct way to inves-
tigate this feature of random bipartite pure states by finding
the distance of Haar distributed bipartite pure states from the
set of maximally entangled states. This results in various finer
details of the problem of the typicality of quantum entangle-
ment. We also find a complementarity type relationship be-
tween this distance and the negativity–a computable measure
of entanglement–of Haar distributed bipartite pure states and
further delineate the typicality of negativity.
∗ bkf@zju.edn.cn
† uttamsingh@hri.res.in
‡ linyz@zju.edu.cn
§ wjd@zju.edn.cn
Recent advances in the fields of quantum thermodynam-
ics [13–23] and quantum biology [24–29] suggest the crucial
role of quantum superposition in various physical processes
and have led to the development of various resource theories
of quantum coherence [30–34]. This has ignited a great deal
of interest towards proposing various measures of quantum
coherence[32, 35–42], establishing its connection to the other
characteristic traits of quantum physics such as entanglement
[43] and providing operational meaning to the quantifiers of
coherence [44, 45]. In the spirit of finding the typical co-
herence content of random quantum states, the average rela-
tive entropy of coherence of random pure and mixed quantum
states sampled from various probability measures has been
calculated and shown to be typical [46, 47]. The immense im-
portance of these results has been shown explicitly in estimat-
ing analytically the typical entanglement content of a specific
class of random bipartite mixed states, which is an extremely
difficult task for higher dimensional quantum systems [47].
However, not much is known of the typicality of the l1 norm
of coherence, which is one of the computable measures of
quantum coherence [32], of the Haar-distributed pure quan-
tum states. In this work, we calculate the expected value and
the variance of l1 norm of coherence of Haar distributed pure
sates of a single quantum system and show that the average l1
norm of coherence does not show the typicality, however, the
average l1 norm of coherence scaled by its maximum value
does show the typicality. In particular, we find that the ratio
of the average l1 norm of coherence and its maximum value
for most of the Haar distributed pure quantum states is con-
centrated around the fixed value pi/4. Furthermore, similar
to the entanglement case, we investigate the average distance
between a random pure state and the set of the maximally co-
herent states with respect to three different distance measures.
The paper is organized as follows. We start with giving an
exposition of the quantum coherence and other preliminaries
in Sec. II. In Sec. III we prove the concentration of negativity
and calculate the average distance between random pure states
and the set of maximally entangled states employing three dif-
ferent distance measures. We calculate the expected value and
variance of the l1 norm of coherence for Haar distributed pure
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2quantum states in Sec. IV. In Sec. V we find the average value
of the distance between Haar distributed pure quantum states
and the set of maximally coherent states. Furthermore, we
calculate the average value of the α-classical purity and show
its typicality in Sec. VI. Finally, we conclude in Sec. VII with
a discussion on the results presented in this work.
II. PRELIMINARIES
Here we present the relevant basic tools and concepts that
are required for presenting our main results.
Quantum coherence.– In the pursuit of finding natural re-
stricted class of operations (allowed operations) for an op-
erationally motivated resource theory of coherence, various
resource theories of coherence have been developed very re-
cently [30–34]. We consider here a measure of coherence,
namely, the l1 norm of coherence introduced in the resource
theory of coherence based on the incoherent operations [32].
For a d dimensional quantum system in a state ρ and a fixed
reference basis {|i〉}, the l1 norm of coherence Cl1(ρ) is de-
fined as
Cl1(ρ) :=
d∑
i,j=1
i6=j
| 〈i| ρ |j〉 |. (1)
We emphasize that the notion of coherence is intrinsically ba-
sis dependent and applicable to finite dimensional systems.
Le´vy’s lemma (see [12] and [2]).– Let G : Sk → R be a
Lipschitz continuous function from the k-sphere to the real
line with a Lipschitz constant η (with respect to the Euclidean
norm). Let a point z ∈ Sk is chosen uniformly at random.
Then for any ε > 0,
Pr { | G(z)− EG| > ε } ≤ 2 exp
(
− (k + 1)ε
2
9pi3η2 ln 2
)
, (2)
where EG is the expected value of G.
Measures of distance (see [48]).– We consider three differ-
ent distance measures, namely, the trace distance, the Hilbert-
Schmidt distance and the Bures distance for our purposes. (1)
The trace distance between two quantum states ρ and σ is de-
fined as
||ρ− σ||1 := Tr
[√
(ρ− σ)2
]
. (3)
(2) The Hilbert-Schmidt distance between two quantum states
ρ and σ, induced by the Hilbert-Schmidt scalar product, is
defined as
||ρ− σ||2 :=
√
Tr [(ρ− σ)2]. (4)
(3) The Bures distance between two quantum states ρ and σ is
defined as
DB(ρ, σ) =
√
2
(
1− Tr [(ρ1/2σρ1/2)1/2]). (5)
The Dirichlet integral.– The Dirichlet distribution [49] of or-
der N with parameters ~α = (α1, α2, ..., αN ), denoted by
Dir(~α), has a probability density function
p(x1, ..., xN ; ~α) =
1
C(α)
N∏
i=1
xαi−1i (6)
on the simplex
∆N−1 = { (x1, ..., xN ) |
N∑
i
xi = 1, xi ≥ 0 for 1 ≤ i ≤ N } .
The normalization constant C(α) =
∏N
i=1 Γ(αi)
Γ(
∑N
i=1 αi)
comes from
the Dirichlet integral [50] on the simplex ∆N−1, which is
given by∫
∆N−1
xα1−1 · · ·xαN−1N dx1 · · · dxN =
∏N
i=1 Γ(αi)
Γ
(∑N
i=1 αi
) .(7)
III. DISTANCE OF A RANDOM PURE STATE FROM THE
SET OF MAXIMALLY ENTANGLED STATES
Consider a bipartite quantum systemHA⊗HB (dimHA =
dimHB = N ) in a state |ψ〉AB . The state admits the Schmidt
decomposition as |ψ〉AB =
∑N
i=1
√
λi |φi〉A ⊗ |ϕi〉B . If all
λi =
1
N , then such a state is called maximally entangled state.
Denote byME , the set of all maximally entangled pure states.
Now, we consider the distance between a pure state ψAB =
|ψAB〉〈ψAB | and the setME of the maximally entanglement
states. Using the distance measures, given in Eqs. (3), (4) and
(5), we have
DTr(ψAB ,ME) := inf
φAB∈ME
||ψAB − φAB ||1
= 2
√√√√1− 1
N
(
N∑
i=1
√
λi
)2
. (8)
DHS(ψAB ,ME) := inf
φAB∈ME
||ψAB − φAB ||2
=
√
2
√√√√1− 1
N
(
N∑
i=1
√
λi
)2
=
1√
2
DTr(ψAB ,ME). (9)
DB(ψAB ,ME) := inf
φAB∈ME
DB(ψAB , φAB)
=
√
2
√√√√1− 1√
N
(
N∑
i=1
√
λi
)
. (10)
The above distances show complementarity with a com-
putable measure of entanglement, namely, the negativity [51].
3For a bipartite state ρAB , the negativity across the bipartition
A : B is defined as
N (ρAB) =
∥∥∥ρTBAB∥∥∥
1
− 1
2
, (11)
where TB denotes the partial transpose with respect to the sub-
systemB. For a pure state |ψ〉AB =
∑N
i=1
√
λi |φi〉A⊗|ϕi〉B ,
the negativity is given by
N (ψAB) =
(∑N
i=1
√
λi
)2
− 1
2
. (12)
The maximum value of negativity, denoted byNmax, is equal
to N−12 . Now, we have (see also [52])
N
D2Tr(ψAB ,ME)
8
+N (ψAB) = Nmax; (13)
N
D2HS(ψAB ,ME)
4
+N (ψAB) = Nmax. (14)
The meaning of the complementary relations (Eqs. (13) and
(14)) is easy to grasp: the larger the negativity of a state
|ψ〉AB , the closer it is to the maximally entangled state and
vice versa. Next we discuss the concentration of measure phe-
nomenon for the negativity of random bipartite pure quantum
states.
A. Concentration of the negativity around its average value
The average value of negativity EψABN =∫ N (ψAB)dψAB over Haar distributed pure quantum
states has been calculated in Ref. [53] and it is demonstrated
numerically that in the limit N →∞ it is a constant multiple
of the maximal negativity, i.e.,
EψABN ∼ 0.72037Nmax. (15)
Moreover, in Ref. [53], the numerical evidence of concen-
tration of (scaled) negativity around its average value is pro-
vided. Here we give an analytical proof of the concentration
of (scaled) negativity based on the concentration of measure
phenomenon [12]. But before we proceed further, we find the
Lipschitz constant for the negativity in the following.
Proposition 1. Let |ψ〉AB ∈ HA⊗HB with dimHA = N =
dimHB . Then, the Lipschitz constant for the function N :
|ψ〉AB → N (ψAB) is less than N/2
√
2, i.e., for two states
|ψ〉AB ∈ HA ⊗HB and |φ〉AB ∈ HA ⊗HB
|N (ψAB)−N (φAB)| ≤ N
2
√
2
||ψAB − φAB ||2. (16)
Proof. Suppose the Schmidt coefficients of ψAB =
|ψAB〉〈ψAB | and φAB = |φAB〉〈φAB | are {λi }Ni=1 and
{µi }Ni=1, respectively. Based on the definition of negativity,
we have
|N (ψAB)−N (φAB)|
=
1
2
∣∣[Tr√ρA]2 − [Tr√σA]2∣∣
=
1
2
∣∣∣[Tr√ρA]2 − [Tr√UσAU†]2∣∣∣ ,
where ρA and σA are the reduced states of ψAB and φAB , re-
spectively, andU is a unitary operator. Note that F (ρ, I/N) =
1√
N
Tr(
√
ρ), where F (ρ, σ) := Tr(
√√
ρσ
√
ρ) is the fidelity
between states ρ and σ. This implies that
|N (ψAB)−N (φAB)|
=
N
2
∣∣F (ρA, I/N)2 − F (UσAU†, I/N)2∣∣
≤N
2
√
1− F (ρA, UσAU†)2, (17)
where the last inequality follows from the fact that [54, 55]∣∣F (ρ, τ)2 − F (σ, τ)2∣∣ ≤√1− F (ρ, σ)2,
for any states ρ, σ and τ . From Lemma 1 of Ref. [56] and
Uhlmann’s theorem [57, 58], we have
max
U
F (ρA, UσAU
†) =
N∑
i=1
√
λ↓iµ
↓
i ,
|〈ψAB |φAB〉| ≤
N∑
i=1
√
λ↓iµ
↓
i ,
where λ↓i and µ
↓
i denote that {λi }Ni=1 and {µi }Ni=1 are listed
in the decreasing order. Thus, there exists a unitary oper-
ator U such that F (ρA, UσAU†) ≥ |〈ψAB |φAB〉|. There-
fore, using Eq. (17) and the fact that ||ψAB − φAB ||2 =√
2− 2|〈ψAB |φAB〉|2, we have
|N (ψAB)−N (φAB)| ≤ N
2
√
2
||ψAB − φAB ||2. (18)
This completes the proof of the proposition.
Now, applying Le´vy’s lemma (see Eq. (2)) to the function
N s : |ψ〉AB → N (ψAB)/Nmax := N s(ψAB) and using the
above proposition, we have
Pr { |N s(ψAB)− EψABN s| > ε }
≤ 2 exp
(
−16(N − 1)
2ε2
9pi3 ln 2
)
. (19)
The above equation is a statement of concentration of (scaled)
negativity around its average value. Together with Eq. (15) we
have that for large values of N , most of the random bipartite
pure states have (scaled) negativity equal to 0.72037 within an
arbitrarily small error. Next, we compute the average values
of distances given by Eqs. (8), (9) and (10).
4B. Typicality of the average values of D2Tr(ψAB ,ME),
D2HS(ψAB ,ME) and D2B(ψAB ,ME)
The average values of the distances EψABD2Tr(ψAB ,ME)
and EψABD2HS(ψAB ,ME) can be obtained by integrating the
complementarity relations (13) and (14), respectively. Now
using Eq. (15), we have
EψABD2Tr(ψAB ,ME) ∼ 1.1185,
EψABD2HS(ψAB ,ME) ∼ 0.5593.
To establish typicality of EψABD2Tr(ψAB ,ME) and
EψABD2HS(ψAB ,ME), we need Lipschitz constants for the
functions G1 : |ψ〉AB 7→ D2Tr(ψAB ,ME) := G1(ψAB) andG2 : |ψ〉AB 7→ D2HS(ψAB ,ME) := G2(ψAB), respectively.
Let us consider two bipartite pure states |ψ〉AB and |φ〉AB .
Note that
|G1(ψAB)− G1(φAB)| = 8
N
|N (ψAB)−N (φAB)|
≤ 2
√
2||ψAB − φAB ||2. (20)
Here in first line, we have used the complementarity relation
given by Eq. (13) and in the second line we have used Propo-
sition 1. Similarly,
|G2(ψAB)− G2(φAB)| = 4
N
|N (ψAB)−N (φAB)|
≤
√
2||ψAB − φAB ||2. (21)
Having found the Lipschitz constants for the functions
G1(ψAB) and G2(ψAB), we apply Le´vy’s lemma to the
functions G1(ψAB) and G2(ψAB). This establishes that
D2Tr(ψAB ,ME) and D2HS(ψAB ,ME) concentrate around
their respective average values as N → ∞. As it is a proven
fact that Haar distributed bipartite states are maximally en-
tangled states [1], it is a bit surprising that in N → ∞ most
of the states maintain a finite nonzero distance from the set
of maximally entangled states in contrast to our expectations
that most states should have this distance very close to zero.
However, the point that inN →∞most of the states maintain
a finite nonzero distance from the set of maximally entangled
state makes sense in the view that for most of the random bi-
partite pure states (scaled) negativity doesn’t tend to one. This
may mean that the distances cons idered i n this work explains
the entanglement features as seen by the negativity.
Now, we compute the expected value of D2B(ψAB ,ME).
The joint distribution of Schmidt coefficients Λ =
(λ1, ..., λN ) for a bipartite system with subsystems being of
equal dimensions is given by [59]
P (Λ)dΛ = Cδ(1−
N∑
i=1
λi)
∏
1≤i<j≤N
(λi − λj)2
N∏
k=1
dλk,
where C is the normalization constant, δ is the Dirac delta
function and dΛ =
∏N
k=1 dλk. Since D
2
B(ψAB ,ME) =
2
[
1− 1√
N
(
∑N
i=1
√
λi)
]
, we only need to calculate∫ N∑
i=1
√
λiP (Λ)dΛ. (22)
We introduce new variables qi = tλi such that [53, 60, 61]
Q(q)dq ≡
∏
1≤i<j≤N
(qi − qj)2
N∏
m=1
e−qmdqm
= Ce−ttN
2−1P (Λ)dΛdt, (23)
where qi ∈ [0,∞) and t =
∑N
i=1 qi. Integrating both sides of
Eq. (23), we obtain that the normalization constant C is equal
to Q/Γ(N2), where Q ≡ ∫ Q(q)dq = N !∏Nm=1 Γ(m)2 [53,
61]. Thus,∫ N∑
i=1
√
qiQ(q)dq = Q
Γ(N2 + 1/2)
Γ(N2)
∫ N∑
i=1
√
λiP (Λ)dΛ.
(24)
The product
∏
1≤i<j≤N (qi− qj)2 is the square of the Van der
Monde determinant [53, 60, 61]
∏
1≤i<j≤N
(qi − qj) =
∣∣∣∣∣∣∣∣∣
1 · · · 1
q1 · · · qN
...
. . .
...
qN−11 · · · qN−1N
∣∣∣∣∣∣∣∣∣
= cN
∣∣∣∣∣∣∣∣
Γ(1)L0(q1) · · · Γ(1)L0(qN )
Γ(2)L1(q1) · · · Γ(2)L1(qN )
...
. . .
...
Γ(N)LN−1(q1) · · · Γ(N)LN−1(qN )
∣∣∣∣∣∣∣∣ . (25)
The second determinant in Eq. (25) is due to the fact that the
determinant does not change when we add a multiple of one
row to another. The factor cN = ±1 depends on N . The
polynomials Lk(x) are Laguerre polynomials [50], defined as
Lk(x) :=
ex
k!
dk
dxk
(e−xxk), for k ≥ 0. (26)
The Laguerre polynomials satisfy∫ ∞
0
dxe−xLi(x)Lj(x) = δij . (27)
Now, we are ready to compute the following integral:∫ √
qiQ(q)dq
=
∫ √
qi
∏
1≤i<j≤N
(qi − qj)2
N∏
m=1
dqm
=
∑
σ,τ∈SN
(−1)sgn(σ)+sgn(τ)
× Γ(σ(i))Γ(τ(i))
∫
dqi
√
qie
−qiLσ(i)−1(qi)Lτ(i)−1(qi)
×
N∏
m 6=i
Γ(σ(m))Γ(τ(m))
∫
dqme
−qmLσ(m)−1(qm)Lτ(m)−1(qm)
=
∑
σ∈SN
N∏
m=1
Γ(σ(m))2
∫
dqi
√
qie
−qiLσ(i)−1(qi)Lσ(i)−1(qi)
= (N − 1)!
N∏
m=1
Γ(m)2
(
N∑
k=1
I
(1/2)
kk
)
,
5where SN is the permutation group on { 1, ..., N } and I(α)ij is
defined as [53, 61]
I
(α)
ij =
∫ ∞
0
e−xxαLi(x)Lj(x)dx. (28)
Thus,∫ N∑
i=1
√
qiQ(q)dq = N !
N∏
m=1
Γ(m)2(
N∑
k=1
I
(1/2)
kk )
= Q
(
N∑
k=1
I
(1/2)
kk
)
.
It implies that∫ N∑
i=1
√
λiP (Λ)dΛ =
Γ(N2)
Γ(N2 + 1/2)
(
N∑
k=1
I
(1/2)
kk
)
, (29)
where I(1/2)kk is given by [53]
I
(1/2)
kk =
(−1)k
k!
k∑
n=0
(
k
n
)
[Γ(n+ 3/2)]2
n!Γ(n− k + 3/2) . (30)
Thus, the average value of D2B(ψAB ,ME) over Haar-
distributed pure states is given by
2
[
1− 1√
N
Γ(N2)
Γ(N2 + 1/2)
(
N∑
k=1
I
(1/2)
kk
)]
. (31)
Consider the map G : |ψ〉AB → D2B(ψAB ,ME) := G(ψAB).
Then, similar to the reasoning as in the proof of Proposition
1, we have ∣∣D2B(ψAB ,ME)−D2B(φAB ,ME)∣∣
= 2|F (ρA, I/N)− F (UσAU†, I/N)|
≤ 2
√
1− F (ρA, UσAU†)2
≤
√
2||ψAB − φAB ||2. (32)
Thus, the Lipschitz constant for the function G : |ψ〉AB →
D2B(ψAB ,ME) can be taken to be
√
2. Now, using Le´vy’s
lemma we establish that D2B(ψAB ,ME) concentrates around
its expected value as N → ∞. Again the average distance
EψABD2B(ψAB ,ME) is finite and nonzero in contrast to our
expectations (see Figure 1).
Furthermore, we ask how close the reduced state ρA of
|ψ〉AB to the maximally mixed state. Let H be a complex
Hilbert space, then for any two positive semidefinite opera-
tors ρ and σ inH [62], we have
‖ρ− σ‖1 ≥
∥∥√ρ−√σ∥∥2
2
. (33)
Now, taking ρ = ρA where ρA is the reduced state of |ψ〉AB
and σ = IN , we obtain∥∥∥∥ρA − IN
∥∥∥∥
1
≥ D2B(ψAB ,ME).
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FIG. 1. The plot of the average Bures distance of random bipartite
pure states from the set of maximally entangled states as a function
of κ such that N = 2κ. It shows that as we increase N , the Bures
distance approaches to a fixed value which is close to 2 (see Eq. 31).
Thus,
EψAB
∥∥∥∥ρA − IN
∥∥∥∥
1
≥ EψABD2B(ψAB ,ME).
The average value of D2B(ψAB ,ME) over Haar-distributed
pure states approaches to a fixed value which is close to 2.
Thus, we see that the average value of
∥∥ρA − IN ∥∥1 will not
tend to zero in N →∞ limit.
IV. TYPICALITY OF THE AVERAGE l1 NORM OF
COHERENCE OF RANDOM PURE STATES
For a random pure state |ψ〉 = (√λ1eiθ1 , . . . ,√λNeiθN )T ,
the joint distribution of {λi } will be the uni-
form distribution on a simplex ∆N−1 :={(
λ1, . . . , λN |
∑N
i=1 λi = 1, λi ≥ 0 for 1 ≤ i ≤ N
)}
and is given by [46]
pc(Λ)dΛ = Γ(N)δ
(
1−
N∑
i=1
λi
)
N∏
i=1
dλi. (34)
where dΛ =
∏N
k=1 dλk. This distribution is a special Dirich-
let distribution [49]. Moreover, moments of such uniform
Dirichlet-distributed random variables can be written as [49]
E
[
N∏
i=1
λαii
]
=
Γ(N)
Γ(N +
∑N
i=1 αi)
×
N∏
i=1
Γ(1 + αi). (35)
This will be crucial for our calculations. The l1 norm of co-
herence for the pure state |ψ〉 = (√λ1eiθ1 , . . . ,
√
λNe
iθN )T
is given by
Cl1(ψ) =
∑
i 6=j
√
λiλj =
(
N∑
i=1
√
λi
)2
− 1. (36)
Here and in the rest parts of the paper we have ψ = |ψ〉 〈ψ|.
The average value of the l1 norm of coherence over all pure
6states, denoted by EψCl1(ψ), is defined as EψCl1(ψ) :=∫
d(ψ)Cl1(ψ), which can be easily calculated as
EψCl1(ψ) =
∫
d(ψ)Cl1(ψ)
= Γ(N)
∑
i 6=j
∫ √
λi
√
λjδ(1−
N∑
i=1
λi)
N∏
i=1
dλi
=
(N − 1)pi
4
,
where we have made use of the Dirichlet’s integral (cf. [52]).
In theN dimensional case, the maximum value of the l1 norm
of coherence is given by N − 1. Therefore,
EψCl1(ψ)
Cmaxl1
=
pi
4
≈ 0.785398, (37)
which holds for any dimension N . However, the expected
value of the relative entropy of coherence over all pure states
has been shown to be [46]
EψCr(ψ) =
N∑
k=2
1/k. (38)
When N is very large,
∑N
k=1 1/k ≈ ln(N) + γ, where γ is
Euler’s constant [50]. Besides the maximal relative entropy of
coherence of an N dimensional quantum system is Cmaxr =
ln(N). Thus,
EψCr(ψ)
Cmaxr
→ 1 as N →∞, (39)
which is very different from the case of l1 norm of coherence.
In Ref.[46], the authors have shown the concentration of mea-
sure phenomenon for relative entropy coherence based on the
Levy’s Lemma. In the following, we show that l1 norm of
coherence does not show the concentration phenomenon.
Theorem 2 (No concentration for the l1 norm of coher-
ence). Let |ψ〉 be a random pure state in N dimensional
Hilbert space, then the probability that Cl1(ψ) is not close
to pi4 (N − 1) is nonzero even for very large N , i.e., for any
ε > 0
Pr
{ ∣∣∣Cl1(ψ)− pi4 (N − 1)∣∣∣ > ε } ≤ 2 exp
(
− 4ε
2
9pi3N ln 2
)
.
(40)
Proof. We use Le´vy’s lemma (Eq. (2)) to prove the theorem.
For this, we need to find the Lipschitz constant for the l1 norm
of coherence, i.e., Cl1 : |ψ〉 → Cl1(ψ), where |ψ〉 ∈ HN . Let
|ψ〉 = ∑Ni=1 ψi |i〉 and |φ〉 = ∑Ni=1 φi |i〉. Now, similar to
Proposition 1, it can be shown that
|Cl1(ψ)− Cl1(φ)| ≤
N√
2
||ψ − φ||2. (41)
Thus, the Lipschitz constant η for the l1 norm of coherence,
i.e., Cl1 : |ψ〉 → Cl1(ψ), where |ψ〉 ∈ HN , is less than
N√
2
. Take |ψ〉 = |1〉 and |φ〉 = 1√
N
∑N
i=1 |i〉, then |Cl1(ψ)−
Cl1(φ)| = N − 1 and ||ψ − φ||2 =
√
2− 2N . Then η ≥
N−1√
2− 2N
∼ 1√
2
N , when N is large. Thus, η can be taken to
be N√
2
, as N is very large. Having obtained the Lipschitz
constant and the average value of the l1 norm of coherence,
we are ready to use Le´vy’s lemma (Eq. (2)), which for any
ε > 0 reads as
Pr
{ ∣∣∣Cl1(ψ)− pi4 (N − 1)∣∣∣ > ε } ≤ 2 exp
(
− 4ε
2
9pi3N ln 2
)
.
This completes the proof of the theorem.
Theorem 2 tells that the probability that the l1 norm of
coherence does not concentrate around (N − 1)pi/4 is non-
vanishing in the limit N → ∞. Thus, based on Levy’s
Lemma, we proved that the l1 norm of coherence does not
show the concentration phenomenon. However, in the fol-
lowing we show that the scaled l1 norm of coherence
Cl1 (ψ)
Cmaxl1
concentrates around pi/4 for very large values of N . This is
consequence of the following corollary to the above theorem.
Corollary 3. Let |ψ〉 be a random pure state in an N dimen-
sional Hilbert space, then the probability that Cl1 (ψ)Cmaxl1
is not
close to pi4 is bounded from above by an exponentially small
number when N is large, i.e., for any ε > 0
Pr
{ ∣∣∣∣∣Cl1(ψ)Cmaxl1 − pi4
∣∣∣∣∣ > ε
}
≤ 2 exp
(
−4(N − 1)
2ε2
9Npi3 ln 2
)
.
(42)
Proof. From Theorem 2, the Lipschitz constant for the func-
tion Cl1 (ψ)Cmaxl1
is given by N√
2(N−1) as for any two pure states |ψ〉
and |φ〉, we have∣∣∣∣∣Cl1(ψ)Cmaxl1 − Cl1(φ)Cmaxl1
∣∣∣∣∣ ≤ N√2(N − 1) ||ψ − φ||2. (43)
Now, applying Le´vy’s lemma to the function Cl1 (ψ)Cmaxl1
, the proof
follows.
Corollary 3 shows that the probability that Cl1 (ψ)Cmaxl1
is not
close to pi4 is close to zero for sufficiently large N . Therefore,
Cl1 (ψ)
Cmaxl1
shows concentration phenomenon, although Cl1(ψ)
does not show the same. This point can also be seen from
the calculation of the variance DψCl1(ψ) of the l1 norm of
coherence of Haar distributed pure states, where
DψCl1(ψ) = EψC2l1(ψ)− (EψCl1(ψ))2. (44)
Based on the following formula [53],
(∑N
i=1
√
λi
)4
=
1 + 2
∑N
i,j=1
i 6=j
(√
λiλj + λiλj
)
+ 4
∑N
i,j,k=1
i 6=j 6=k
λi
√
λjλk +
7∑N
i,j,k,l=1
i 6=j 6=k 6=l
√
λiλjλkλl, we have
C2l1(ψ) =
[
(
N∑
i=1
√
λi)
2 − 1
]2
= 2
N∑
i,j=1
i6=j
λiλj + 4
N∑
i,j,k=1
i 6=j 6=k
λi
√
λjλk +
N∑
i,j,k,l=1
i 6=j 6=k 6=l
√
λiλjλkλl.
Thus,
EψC2l1(ψ) =
∫
d(ψ)C2l1(ψ)
= Γ(N)
∫ [
2
N∑
i,j=1
i 6=j
λiλj + 4
N∑
i,j,k=1
i6=j 6=k
λi
√
λjλk
+
N∑
i,j,k,l=1
i 6=j 6=k 6=l
√
λiλjλkλl
]
× δ(1−
N∑
i=1
λi)
N∏
i=1
dλi
= 2
N∑
i 6=j
Γ(N)
Γ(N + 2)
+ 4
N∑
i 6=j 6=k
Γ(N)
Γ(N + 2)
Γ(
3
2
)2
+
N∑
i 6=j 6=k 6=l
Γ(N)
Γ(N + 2)
(Γ(
3
2
))4
=
(N − 1)(N − 2)(N − 3)
16(N + 1)
pi2 +
(N − 1)(N − 2)
N + 1
pi
+
2(N − 1)
N + 1
.
Also, we have
(EψCl1(ψ))2 =
(N − 1)2
16
pi2.
Using above equations, we have
DψCl1(ψ) = EψC2l1(ψ)− (EψCl1(ψ))2
=
N − 1
16(N + 1)
[
(16− 5pi)N + (7pi2 − 32pi + 32)] .
The variance of the l1 norm of coherence DψCl1(ψ) ∼ O(N)
and therefore will tend to infinity as N increases to infinity.
The variance of Cl1 (ψ)Cmaxl1
is given by
Dψ
Cl1(ψ)
Cmaxl1
=
1
(N − 1)2DψCl1(ψ)
=
1
16(N2 − 1)
[
(16− 5pi)N + (7pi2 − 32pi + 32)] .
For N → ∞, Dψ Cl1 (ψ)Cmaxl1 goes to zero. As the variance mea-
sures the spread of a set of data around the average (mean)
value, the l1 norm of coherence will not concentrate around
its average value while the scaled l1 norm of coherence
Cl1 (ψ)
Cmaxl1
will concentrate around its average value asN increases to in-
finity. In fact, let Y be a random variable with expected value
EY and variance DY , then the Chebyshev’s inequality [63],
Pr(|Y − EY | > ε) ≤ DY
ε2
implies
Pr
(∣∣∣∣∣Cl1(ψ)Cmaxl1 − EψCl1(ψ)Cmaxl1
∣∣∣∣∣ > ε
)
≤
Dψ
Cl1 (ψ)
Cmaxl1
ε2
. (45)
The right hand side will tend to zero asN increases to infinity.
This is in agreement with Corollary 3.
V. DISTANCE OF A RANDOM PURE STATE FROM THE
SET OF MAXIMALLY COHERENT STATES AND ITS
TYPICALITY
Given a state |ψ〉 = ∑Ni=1√λieiθi |i〉, we ask how
far this state is from the set M of maximally coherent
states. The maximally coherent states are given by |φ〉 =
1√
N
∑N
j=1 e
iθj |j〉 in the resource theory of coherence [32,
42]. We first consider the trace distance and the Hilbert-
Schmidt distance and then the Bures distance as the distance
measures.
A. The trace distance and the Hilbert-Schmidt distance
From Eqs. (3) and (4), we have
∆Tr(ψ,M) := inf
φ∈M
||ψ − φ||1
= 2
√√√√1− 1
N
(
N∑
i=1
√
λi
)2
;
∆HS(ψ,M) := inf
φ∈M
||ψ − φ||2
=
√
2
√√√√1− 1
N
(
N∑
i=1
√
λi
)2
.
Since ∆HS(ψ,M) is equivalent to ∆Tr(ψ,M) up to a fac-
tor 1√
2
, we only need to consider ∆Tr(ψ,M) here. From
Cl1(ψ) =
(∑N
i=1
√
λi
)2
− 1, we have
∆Tr(ψ,M) = 2
√
1− 1N (Cl1(ψ) + 1)
= 2√
N
√
N − 1− Cl1(ψ). (46)
Thus, we have
N∆2Tr(ψ,M)
4
+ Cl1(ψ) = C
max
l1 . (47)
Similarly for Hilbert-Schmidt norm we have
N∆2HS(ψ,M)
2
+ Cl1(ψ) = C
max
l1 . (48)
8Now, integrating both sides of Eq. (47), we get
N
4
∫
d(ψ)∆2Tr(ψ,M) +
∫
d(ψ)Cl1(ψ) = N − 1.
Defining ∆RMSTr =
√∫
d(ψ)∆2Tr(ψ,M), we have ∆RMSTr =√
(4− pi)N−1N , which for N → ∞ approaches to
√
4− pi ≈
0.9625. In the following, we show the concentration of the
distance ∆2Tr(ψ,M) around its average value.
Proposition 4. Let |ψ〉 be a random pure state in H with
dimH = N . Then, the probability that ∆2Tr(ψ,M) is not
close to N−1N (4 − pi) is bounded from above by an exponen-
tially small number when N is large, i.e., for any ε > 0
PTr ≤ 2 exp
(
− Nε
2
36pi3 ln 2
)
, (49)
where PTr = Pr
{ ∣∣∆2Tr(ψ,M)− N−1N (4− pi)∣∣ > ε }.
Proof. Consider the functional G : |ψ〉 → G(ψ) =
∆2Tr(ψ,M). Then,
|∆2Tr(ψ,M)−∆2Tr(φ,M)| =
4
N
|Cl1(ψ)− Cl1(φ)|
≤ 2
√
2||ψ − φ||2,
where in the last line, we have used Eq. (41). Then, Lips-
chitz constant for ∆2Tr(ψ,M) is η ≤ 2
√
2. Now, from Le´vy’s
lemma, the proof of the proposition follows.
B. Bures distance
The Bures distance between a random pure state |ψ〉 =∑N
i=1
√
λie
iθi |i〉 and the setM of maximally coherent states
is given by
∆B(ψ,M) : = inf
φ∈M
DB(ψ, φ)
=
√
2
√√√√1− 1√
N
(
N∑
i=1
√
λi
)
. (50)
Let us calculate Eψ∆2B(ψ,M) =
∫
d(ψ)∆2B(ψ,M).∫
d(ψ)∆2B(ψ,M)
= 2− 2√
N
∫
Γ(N)(
N∑
i=1
√
λi)δ(1−
N∑
i=1
λi)
N∏
i=1
dλi
= 2− 2√
N
Γ(N)
N∑
i=1
∫ √
λiδ(1−
N∑
i=1
λi)
N∏
i=1
dλi
= 2− 2√
N
Γ(N)×N × Γ(
3
2 )
Γ(N + 12 )
= 2−
√
N ·B
(
1
2
, N
)
,
where the beta function B(x, y) is defined as B(x, y) :=∫ 1
0
tx−1(1− t)y−1dt for Re x > 0 and Re y > 0 [50]. More-
over, B(x, y) can be written as B(x, y) = Γ(x)Γ(y)Γ(x+y) [50]. In
the limit N → ∞, Γ(N) ∼ √2piNN−1/2e−N [50]. Then√
N · B( 12 , N) →
√
pi, which implies Eψ∆2B(ψ,M) →
2−√pi ≈ 0.2275 as N →∞. Moreover, similar to Proposi-
tion 4, we have the following proposition.
Proposition 5. Let |ψ〉 be random pure state in H with
dimH = N . Then, the probability that ∆2B(ψ,M) is not
close to 2−√NB( 12 , N) is bounded from above by an expo-
nentially small number when N is large, i.e., for any ε > 0
PB ≤ 2 exp
(
− Nε
2
9pi3 ln 2
)
, (51)
where PB = Pr
{ ∣∣∣∆2B(ψ,M)− (2−√NB( 12 , N))∣∣∣ > ε }.
Proof. Consider the map G : |ψ〉 → ∆2B(ψ,M). Then, simi-
lar to the D2B(ψAB ,ME) case,∣∣∆2B(ψ,M)−∆2B(φ,M)∣∣ ≤ √2||ψ − φ||2.
Thus, the Lipschitz constant for the function G : |ψ〉 →
∆2B(ψ,M) can be taken to be
√
2. Now, applying Le´vy’s
Lemma to the function G : |ψ〉 → ∆2B(ψ,M), the proof of
the proposition follows.
While it is natural to consider the distance between a ran-
dom pure state |ψ〉 and the set M of maximally coherent
states, the distance between the diagonal part of a random
pure state and the maximally mixed state can also be viewed
as a quantifier to measure how far |ψ〉 is away from the max-
imally coherent state. Here, the diagonal part of a random
pure state |ψ〉 = ∑Ni=1√λieiθi |i〉 is denoted by ψ(d) =
diag {λ1, λ2, . . . , λN }. In Ref. [46], an explicit formula for
the average trace distance between the diagonal part ψ(d) of
a random pure state |ψ〉 and the maximally mixed state IN is
obtained, and is given by
Eψ
∥∥∥∥ψ(d) − IN
∥∥∥∥
1
= 2
(
1− 1
N
)N
. (52)
In limit N → ∞, Eψ
∥∥ψ(d) − IN ∥∥1 → 2e . We wonder if
there is any connection between the quantity
∥∥ψ(d) − IN ∥∥1
and the three distances that we have defined in the preceding
paragraphs. Similar to the entanglement case, we find that
∆2B(ψ,M) is a lower bound of
∥∥ψ(d) − IN ∥∥1. Using Eq. (33)
with ρ = ψ(d) and σ = IN , we obtain∥∥∥∥ψ(d) − IN
∥∥∥∥
1
≥ ∆2B(ψ,M).
Thus,
Eψ
∥∥∥∥ψ(d) − IN
∥∥∥∥
1
≥ Eψ∆2B(ψ,M).
As we have elaborated, the average distances between a
random pure state and the set of the maximally coherent
9states, namely, ∆RMSTr (similarly ∆
RMS
HS and ∆
RMS
B ) and
Eψ
∥∥ψ(d) − IN ∥∥1 do not tend to zero in the limit N → ∞.
This is consistent with the fact that EψCl1 (ψ)Cmaxl1
= pi4 for any
dimension N .
VI. AVERAGE α-CLASSICAL PURITY AND ITS
TYPICALITY
The classical purity Pcl(ρ) with respect to a fixed mea-
surement basis {|i〉}i of a state ρ is defined as Pcl(ρ) :=
Tr[(ρ(d))2], where ρ(d) =
∑
i 〈i| ρ |i〉 |i〉 〈i| is the diagonal
part of ρ in the basis {|i〉}i. The classical purity has been
shown to be related to the l1 norm of coherence [64]. More-
over, in catalytic coherence transformations as in Ref. [65]
the functions of the form Pαcl (ρ) := Tr[(ρ
(d))α] appear natu-
rally. We call Pαcl (ρ) α-classical purity of ρ and it can be seen
as a generalization of the classical purity. Here we calculate
the expected value of the α-classical purity of pure states for
α ∈ (0, 1) ∪ (1,+∞). Let ψ(d) = {λ1, . . . λN} denotes the
diagonal part of the pure state |ψ〉 in a fixed basis, then the
expected α-classical purity is given by
EψTr[(ψ(d))α] =
N∑
i=1
∫
pc(Λ)λ
α
i dΛ
=
Γ(α+ 1)Γ(N + 1)
Γ(α+N)
. (53)
Here pc(Λ)dΛ is given by Eq. (34). For α > 1,
EψTr[(ψ(d))α] tends to zero as N increases to infinity. More-
over, amazingly, we will show that Tr[(ψ(d))α] will concen-
trate to 0 for α > 1 as N → ∞. First, the variance of
Tr[(ψ(d))α] can be expressed as
DψTr[(ψ(d))α] = Eψ
(
Tr[(ψ(d))α]
)2
−
(
EψTr[(ψ(d))α]
)2
,
and
Eψ
(
Tr[(ψ(d))α]
)2
=
∑
i
∫
pc(Λ)λ
2α
i dΛ +
∑
i 6=j
∫
pc(Λ)λ
α
i λ
α
j dΛ
=
Γ(N + 1)
Γ(N + 2α)
[Γ(2α+ 1) + (N − 1)Γ(α+ 1)2].
Thus
DψTr[(ψ(d))α] =
Γ(N + 1)
Γ(N + 2α)
[Γ(2α+ 1) + (N − 1)Γ(α+ 1)2]
−Γ(N + 1)2 Γ(α+ 1)
2
Γ(α+N)2
It is easy to see that for α > 1, DψTr[(ψ(d))α]→ 0, asN →
∞. Thus, by the Chebyshev inequality [63], Tr[(ψ(d))α] con-
centrates to 0 as N → ∞. However, for 0 < α < 1
DψTr[(ψ(d))α]→∞ as N →∞. Thus, as the variance mea-
sures the spread of a set of data around the average (mean)
value, it seems that there is no concentration phenomenon for
α-classical purity in α ∈ (0, 1).
VII. CONCLUSION
In this work, we have investigated the average distance of
Haar distributed pure quantum states from the set of maxi-
mally entangled and coherent states in order to delineate the
typical properties of the average entanglement and average
l1 norm of coherence. The average distance of Haar dis-
tributed bipartite pure quantum states from the set of max-
imally entangled states is typically nonzero in the limit of
larger Hilbert space dimensions which is unexpected. We
further demonstrate the typicality of l1 norm of coherence
scaled by the maximum value of the l1 norm of coherence by
finding EψCl1(ψ)/Cmaxl1 =
pi
4 and utilizing Le´vy’s lemma.
This is in contrast to the case of relative entropy of coher-
ence for which EψCr(ψ)/Cmaxr ∼ 1 as N → ∞, where
Cr(ψ) = −Tr
(
ψ(d) lnψ(d)
)
with ψ(d) being the diagonal
part of |ψ〉 i n the gi ven reference basis.
Here we have obtained the average l1 norm of coherence of
random pure states, however, the average l1 norm of coher-
ence for random mixed states is still unknown and it will be
interesting to obtain it. Also, for pure states, we have follow-
ing relationship Cl1(ψ) ≥ max {Cr(ψ), 2Cr(ψ) − 1 } [66]
between the l1 norm of coherence and the relative entropy of
coherence, but we don’t know whether this relationship holds
in the case of mixed states too. It will be insightful to pursue
this problem in future.
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