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Abstract. The new axiomatic system for the quantum field theory is proposed. The new
axioms are the description of the distributions. For the finite series these distributions satisfy
the linear Wightman axioms.
1 Introduction
G˚arding – Wightman axioms [1] are the mathematical form of the physical views of the
quantum fields. Let us describe the finite dimensional irreducible representations of the
group SL(2,C), consisting of the complex 2× 2 - matrices
A =
(
A11 A12
A21 A22
)
(1.1)
with the determinant equal to 1. The complex conjugate of the matrix (1.1) is
A¯ =
(
A¯11 A¯12
A¯21 A¯22
)
. (1.2)
Let us consider the values ξα1···αj β˙1···β˙k with the indices α and β˙ equal to 1, 2. The value ξ is
symmetric under the permutations of the indices α and the permutations of the indices β˙.
For any matrix (1.1) we define the linear transformation
∑
(ρ)(σ˙)
 j∏
s=1
Aαsρs
( k∏
t=1
A¯β˙tσ˙t
)
ξρ1···ρj σ˙1···σ˙k . (1.3)
The dot over the index means simply that the value with this index transforms with a matrix
A¯; the symbol (ρ) means ρ1 · · · ρj ; the symbol (σ˙) means σ˙1 · · · σ˙k. This representation
∗This work was supported in part by the Russian Foundation for Basic Research (Grant No. 07 - 01 -
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1
of the group SL(2,C) is denoted by D(j/2,k/2)(A, A¯). Any finite dimensional irreducible
representation of the group SL(2,C) is equivalent to one of these representations.
Due to the book [2] we formulate the properties of the vacuum expectation values of the
products of the quantum fields.
Spectrality
The vacuum expectation value of the product of n + 1, n = 1, 2, ..., quantum field is the
distribution
W(α)(β˙),...,(γ)(δ˙)(x2 − x1, ..., xn+1 − xn) =∫
d4npW˜(α)(β˙),...,(γ)(δ˙)(p1, ..., pn) exp{i
n∑
j=1
(pj , xj+1 − xj)}, (1.4)
(x, y) = x0y0 −
3∑
k=1
xkyk. (1.5)
The distribution
W˜(α)(β˙),...,(γ)(δ˙)(p1, ..., pn) ∈ S ′(R4n) (1.6)
has the support in the product of the closed upper light cones
V + = {x ∈ R4 : x0 ≥ 0, (x, x) ≥ 0}. (1.7)
The matrix
AT =
(
A11 A21
A12 A22
)
(1.8)
is called the transposed matrix. The matrix A∗ = (A¯)T is called Hermitian adjoint matrix.
If A∗ = A, the matrix (1.1) is Hermitian. Let us consider the basis of the Hermitian 2× 2 -
matrices
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (1.9)
We relate with a vector x ∈ R4 an Hermitian matrix
x˜ =
3∑
µ=0
xµσµ. (1.10)
We identify a vector x ∈ R4 and an Hermitian matrix (1.10).
Lorentz covariance
For any matrix (1.1)
W˜(α)(β˙),...,(γ)(δ˙)(Ap˜1A
∗, ..., Ap˜nA
∗) =∑
(α′)(β˙′),...,(γ′)(δ˙′)
D
(j1/2,k1/2)
(α)(β˙),(α′)(β˙′)
(A, A¯) · · ·D(jn+1/2,kn+1/2)
(γ)(δ˙),(γ′)(δ˙′)
(A, A¯)W˜(α′)(β˙′),...,(γ′)(δ˙′)(p˜1, ..., p˜n).(1.11)
Locality
Let pi be a permutation of the natural numbers 1, ..., n + 1. If (xi − xj , xi − xj) < 0 for all
numbers i, j whose order is changed by a permutation pi, then
Wpi;(α)(β˙),...,(γ)(δ˙)(xpi(2) − xpi(1), ..., xpi(n+1) − xpi(n)) =
(−1)MW(α)(β˙),...,(γ)(δ˙)(x2 − x1, ..., xn+1 − xn) (1.12)
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where M is the number of the transpositions of the anti - commuting fields under the per-
mutation pi. In general case the distribution in the left - hand side of the equality (1.12)
is another vacuum expectation value of the product of the quantum fields. This vacuum
expectation value depends on the permutation pi.
Lorentz invariant distributions are studied in the papers [3] - [5]. The description of
Lorentz covariant tempered distributions with supports in the product of the closed upper
light cones (1.7) is obtained in the paper [6]. The attempts to construct a non - trivial
example of the distributions satisfying the properties of spectrality, Lorentz covariance and
locality failed.
The aim of this paper is the mathematical statement of the properties of the vacuum
expectation values of the quantum fields products. The distributions (1.4) for n = 1 are
described in the paper [6]. We suppose that the distributions (1.4) for n > 1 are similar to
the distributions (1.4) for n = 1. Our requirements are connected with three groups: the
group of the translations, Lorentz group and the group of the permutations of the natural
numbers 1, ..., n + 1. The vacuum expectation values of the products of the quantum fields
are the series of the distributions. If these series are finite, the vacuum expectation values of
the products of the quantum fields satisfy the properties of spectrality, Lorentz covariance
and locality. We define the convergence of the infinite series of the distributions in such a
manner that the vacuum expectation values of the products of the quantum fields satisfy
the properties of Lorentz covariance and locality. We propose a new asymptotic condition
for the vacuum expectation values of the products of the quantum fields. We deal with
the asymptotic quantum fields in an experiment. The asymptotic quantum fields may be
considered free. The positivity property [2] should be applied to the asymptotic vacuum
expectation values of the products of the quantum fields.
2 Lorentz covariance and spectral condition
The group SU(2) is the maximal compact subgroup of the group SL(2,C). It consists of
the matrices from the group SL(2,C) satisfying the equation AA∗ = σ0. Let us describe the
irreducible representations of the group SU(2). We consider the half - integers l ∈ 1/2Z+,
i.e. l = 0, 1/2, 1, 3/2, .... We define the representation of the group SU(2) on the space of
the polynomials with degree less than or equal to 2l
Tl(A)φ(z) = (A12z + A22)
2lφ
(
A11z + A21
A12z + A22
)
. (2.1)
We consider a half - integer n = −l,−l + 1, ..., l − 1, l and choose the polynomial basis
ψn(z) = ((l − n)!(l + n)!)−1/2zl−n. (2.2)
The definitions (2.1), (2.2) imply
Tl(A)ψn(z) =
l∑
m=−l
ψm(z)t
l
mn(A) (2.3)
where the polynomial
tlmn(A) = ((l −m)!(l +m)!(l − n)!(l + n)!)1/2 ×
∞∑
j=−∞
Al−m−j11 A
j
12A
m−n+j
21 A
l+n−j
22
Γ(j + 1)Γ(l −m− j + 1)Γ(m− n + j + 1)Γ(l + n− j + 1) (2.4)
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and Γ(z) is the gamma - function. The function (Γ(z))−1 equals zero for z = 0,−1,−2, ....
Therefore the series (2.4) is a polynomial.
The relation (2.1) defines a representation of the group SU(2). Thus the polynomial
(2.4) defines a representation of the group SU(2)
tlmn(AB) =
l∑
k=−l
tlmk(A)t
l
kn(B). (2.5)
This (2l + 1) - dimensional representation is irreducible ([7], Chapter III, Section 2.3).
The relations (2.4), (2.5) have an analytic continuation to the matrices from the group
SL(2,C). By making the change j → j + n−m of the summation variable in the equality
(2.4) we have
tlmn(A) = t
l
nm(A
T ). (2.6)
Due to ([7], Chapter III, Section 8.3) we have
tl1m1n1(A)t
l2
m2n2
(A) =
∑
l3∈1/2Z+
l3∑
m3,n3=−l3
C(l1, l2, l3;m1, m2, m3)C(l1, l2, l3;n1, n2, n3)t
l3
m3n3
(A) (2.7)
for a matrix A ∈ SU(2). The Clebsch - Gordan coefficient C(l1, l2, l3;m1, m2, m3) is not
zero only if m3 = m1 + m2 and the half - integers l1, l2, l3 ∈ 1/2Z+ satisfy the triangle
condition: it is possible to construct a triangle with the sides of length l1, l2, l3 and an
integer perimeter l1 + l2 + l3. It means that the half - integer l3 is one of the half - integers
|l1 − l2|, |l1 − l2| + 1, ..., l1 + l2 − 1, l1 + l2. Let the half - integers l1, l2, l3 ∈ 1/2Z+ satisfy
the triangle condition. Let the half - integers mi = −li,−li + 1, ..., li − 1, li, i = 1, 2, 3,
m3 = m1 +m2. Then due to ([7], Chapter III, Section 8.3)
C(l1, l2, l3;m1, m2, m3) = (−1)l1−l3+m2(2l3 + 1)1/2 ×(
(l1 + l2 − l3)!(l1 + l3 − l2)!(l2 + l3 − l1)!(l3 −m3)!(l3 +m3)!
(l1 + l2 + l3 + 1)!(l1 −m1)!(l1 +m1)!(l2 −m2)!(l2 +m2)!
)1/2
×
l2+l3−l1∑
j=0
(−1)j(l1 +m1 + j)!)(l2 + l3 −m1 − j)!
j!Γ(l3 −m3 − j + 1)Γ(l1 − l2 +m3 + j + 1)(l2 + l3 − l1 − j)! . (2.8)
Let dA be the normalized Haar measure on the group SU(2). Due to ([7], Chapter III,
Section 8.3)
C(l1, l2, l3;m1, m2, m3)C(l1, l2, l3;n1, n2, n3) =
(2l3 + 1)
∫
SU(2)
dAtl1m1n1(A)t
l2
m2n2(A)t
l3
m3n3(A). (2.9)
The coefficients of the polynomial (2.4) are real. By using the relations (2.6) and A∗ = A−1
we can rewrite the equality (2.9) as
C(l1, l2, l3;m1, m2, m3)C(l1, l2, l3;n1, n2, n3) =
(2l3 + 1)
∫
SU(2)
dAtl1m1n1(A)t
l2
m2n2
(A)tl3n3m3(A
−1). (2.10)
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If the half - integers l1, l2, l3 ∈ 1/2Z+ satisfy the triangle condition, then due to ([7], Chapter
III, Section 8.3) we have
C(l1, l2, l3; l1,−l2, l1 − l2) =
(
(2l3 + 1)(2l1)!(2l2)!
(l1 + l2 − l3)!(l1 + l2 + l3 + 1)!
)1/2
. (2.11)
Let us choose the half - integers n1 = l1, n2 = −l2 in the equality (2.10). Then the relation
(2.10) and the invariance of the Haar measure dA imply
l1∑
n1=−l1
l2∑
n2=−l2
tl1m1n1(A)t
l2
m2n2
(A)C(l1, l2, l3;n1, n2, m3) =
l3∑
n3=−l3
C(l1, l2, l3;m1, m2, n3)t
l3
n3m3
(A). (2.12)
The substitution of the matrix (1.8) into the equality (2.12) and the equality (2.6) yield
l1∑
n1=−l1
l2∑
n2=−l2
tl1n1m1(A)t
l2
n2m2
(A)C(l1, l2, l3;n1, n2, m3) =
l3∑
n3=−l3
C(l1, l2, l3;m1, m2, n3)t
l3
m3n3
(A). (2.13)
The relations (2.12) (2.13) have an analytic continuation to any matrix from the group
SL(2,C).
For any natural numbers m,n and the half - integers l1, ..., ln+1, l˙1, ..., l˙n+1 ∈ 1/2Z+;mi =
−li,−li + 1, ..., li − 1, li, m˙i = −l˙i,−l˙i + 1, ..., l˙i − 1, l˙i, i = 1, ..., n+ 1, we consider the set of
the tempered distributions
F
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(x1, ..., xm) ∈ S ′(R4m).
This set is called a Lorentz covariant distribution if for any matrix A ∈ SL(2,C)
F
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(Ax˜1A
∗, ..., Ax˜mA
∗) =
l1∑
k1=−l1
· · ·
ln+1∑
kn+1=−ln+1
l˙1∑
k˙1=−l˙1
· · ·
l˙n+1∑
k˙n+1=−l˙n+1(
n+1∏
i=1
tlimiki(A)t
l˙i
m˙ik˙i
(A¯)
)
F
l1,...,ln+1;l˙1,...,l˙n+1
k1,...,kn+1;k˙1,...,k˙n+1
(x˜1, ..., x˜m) (2.14)
where 2×2 - matrix x˜ is given by the relation (1.10). The half - integers l1, ..., ln+1, l˙1, ..., l˙n+1
in the relation (2.14) are not arbitrary. Let us choose the matrix A = −σ0 in the equality
(2.14). For this matrix
Ax˜jA
∗ = x˜j , j = 1, ..., m.
The definition (2.4) implies
t
lj
mjkj
(−σ0) = (−1)2ljδmjkj .
Hence the equality (2.14) is valid for the matrix A = −σ0 if
(−1)2(l1+···+ln+1+l˙1+···+l˙n+1) = 1
5
i.e. the sum l1 + · · ·+ ln+1 + l˙1 + · · ·+ l˙n+1 is an integer. This condition is supposed below.
Let a tempered distribution F (x) ∈ S ′(R4) have a support in the closed upper light cone
(1.7). Due to the paper [8] there is a natural number q such that
F (x) = (∂x, ∂x)
qf(x), (2.15)
(∂x, ∂x) =
(
∂
∂x0
)2
−
3∑
k=1
(
∂
∂xk
)2
(2.16)
where a differentiable function f(x) with a support in the closed upper light cone (1.7) is
polynomial bounded.
Let us introduce the step function
θ(x) =
{
1, x ≥ 0,
0, x < 0.
(2.17)
Due to ([6], Proposition) any tempered distribution
F l1,l2;l˙1,l˙2m1,m2;m˙1,m˙2(x) ∈ S ′(R4)
with a support in the closed upper light cone (1.7) satisfying the covariance relation (2.14)
for m = n = 1 has the following form ∫
d4xF l1,l2;l˙1,l˙2m1,m2;m˙1,m˙2(x)φ(x) =∑
l3∈1/2Z+
l3∑
m3,m˙3=−l3
C(l1, l2, l3;m1, m2, m3)C(l˙1, l˙2, l3; m˙1, m˙2, m˙3)×∫
d4xθ(x0)θ((x, x))tl3m3m˙3(x˜)f
l1,l2,l3;l˙1,l˙2((x, x)1/2)(∂x, ∂x)
qφ(x) (2.18)
where a test function φ(x) ∈ S(R4); q is a natural number; the Clebsch - Gordan coefficient
C(l1, l2, l3;m1, m2, m3) is given by the relation (2.8); 2 × 2 - matrix x˜ is given by the rela-
tion (1.10); the polynomial tlmn(A) is given by the relation (2.4); the differentiable function
f l1,l2,l3;l˙1,l˙2(s) with a support in the positive semi - axis is polynomial bounded.
Let us consider a tempered distribution with a support in the cone (1.7) satisfying the
covariance relation (2.14) for m = 1, n = 0. This case corresponds to the equality (2.18) for
l2 = l˙2 = 0, m2 = m˙2 = 0. The relation (2.8) implies
C(l1, 0, l3;m1, 0, m3) = δl1l3δm1m3 .
The vacuum expectation value of the product of two quantum field is the Fourier trans-
form of the distribution (2.18). Let us represent the distribution (2.18) in the form suitable
for taking Fourier transform.
By making use of the matrices (1.9) as the coefficients we define 2× 2 - matrix
∂˜x =
3∑
µ=0
ηµµσµ
∂
∂xµ
(2.19)
where η00 = −η11 = −η22 = −η33 = 1. We insert the matrix (2.19) into the polynomial (2.4)
and obtain the differential operator tlmn(∂˜x).
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Lemma 2.1. Let f(s) be 2l times differentiable function. Then
tlmn(∂˜x)f((x, x)) = t
l
mn(x˜)
(
2
d
ds
)2l
f(s)|s=(x,x) (2.20)
Proof. The definitions (1.9), (2.4), (2.19) imply
tlmn(∂˜x)f((x, x)) = ((l −m)!(l +m)!(l − n)!(l + n)!)1/2 ×
∞∑
j=−∞
(Γ(j + 1)Γ(l −m− j + 1)Γ(m− n+ j + 1)Γ(l + n− j + 1))−1 ×
(
∂
∂x0
− ∂
∂x3
)l−m−j (
− ∂
∂x1
+ i
∂
∂x2
)j
×(x1 + ix2)m−n+j(x0 − x3)l+n−j (2 d
ds
)l+m
f(s)|s=(x,x)
 . (2.21)
By using Leibniz rule we have (
∂
∂x0
− ∂
∂x3
)l−m−j (
− ∂
∂x1
+ i
∂
∂x2
)j
×(x1 + ix2)m−n+j(x0 − x3)l+n−j (2 d
ds
)l+m
f(s)|s=(x,x)
 =
∞∑
p=−∞
∞∑
q=−∞
Γ(l −m− j + 1)Γ(j + 1)
Γ(p+ 1)Γ(l −m− j − p+ 1)Γ(q + 1)Γ(j − q + 1) ×((
∂
∂x0
− ∂
∂x3
)p
(x0 − x3)l+n−j
)((
− ∂
∂x1
+ i
∂
∂x2
)q
(x1 + ix2)m−n+j
)
×
(
∂
∂x0
− ∂
∂x3
)l−m−j−p(
− ∂
∂x1
+ i
∂
∂x2
)j−q (
2
d
ds
)l+m
f(s)|s=(x,x). (2.22)
By calculating the derivatives in the right - hand side of the equality (2.22) we can rewrite
the equality (2.21) in the form
tlmn(∂˜x)f((x, x)) = ((l −m)!(l +m)!(l − n)!(l + n)!)1/2 ×
∞∑
j=−∞
∞∑
p=−∞
∞∑
q=−∞
(−1)q2p+q (Γ(p+ 1)Γ(q + 1))−1 ×
(Γ(j − q + 1)Γ(l −m− j − p+ 1)Γ(m− n + j − q + 1)Γ(l + n− j − p+ 1))−1 ×
(x0 + x3)l−m−j−p(x0 − x3)l+n−j−p(x1 + ix2)m−n+j−q(x1 − ix2)j−q ×(
2
d
ds
)2l−p−q
f(s)|s=(x,x). (2.23)
By making the changes j → j + q, p→ p− q of the summation variables we have
tlmn(∂˜x)f((x, x)) = ((l −m)!(l +m)!(l − n)!(l + n)!)1/2 ×
∞∑
j=−∞
∞∑
p=−∞
∞∑
q=−∞
(−1)q2p (Γ(p− q + 1)Γ(q + 1))−1 ×
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(Γ(j + 1)Γ(l −m− j − p+ 1)Γ(m− n+ j + 1)Γ(l + n− j − p+ 1))−1 ×
(x0 + x3)l−m−j−p(x0 − x3)l+n−j−p(x1 + ix2)m−n+j(x1 − ix2)j
(
2
d
ds
)2l−p
f(s)|s=(x,x). (2.24)
The identity
p∑
q=0
(−1)q Γ(p+ 1)
Γ(p− q + 1)Γ(q + 1) = (1− 1)
p (2.25)
is valid. For p ≥ 1 both sides of the equality (2.25) are equal to zero. For p = 0 the left -
hand side of the equality (2.25) is equal to 1. By making use of the equality (2.25) we can
rewrite the equality (2.24) in the form (2.20). The lemma is proved.
Let us define
f (−2l)(s) = θ(s)
∫ s
0
dt
(s− t)2l−1
(2l − 1)! f(t
1/2), 2l ≥ 1, f (0)(s) = θ(s)f(s1/2). (2.26)
By using the definitions (2.26) we have(
d
ds
)2l
f (−2l)(s) = θ(s)f(s1/2). (2.27)
The equalities (2.20), (2.27) imply
tlmn(x˜)θ((x, x))f((x, x)
1/2) = 2−2ltlmn(∂˜x)f
(−2l)((x, x)). (2.28)
If the function f(s) is polynomial bounded, then the function (2.26) is also polynomial
bounded. If the function f(s) is continuous and has the support in the positive semi - axis,
then the function (2.26) is also continuous and has the support in the positive semi - axis.
The function (2.26) is 2l times differentiable and its first 2l derivatives are equal to zero at
the point s = 0. Therefore the equality (2.28) implies
θ(x0)θ((x, x))tl3m3m˙3(x˜)f
l1,l2,l3;l˙1,l˙2((x, x)1/2) =
tl3m3m˙3(∂˜x)
(
θ(x0)2−2l3
(
f l1,l2,l3;l˙1,l˙2
)(−2l3)
((x, x))
)
. (2.29)
The substitution of the equality (2.29) into the relation (2.18) gives the following form of
any tempered distribution
F l1,l2;l˙1,l˙2m1,m2;m˙1,m˙2(x) ∈ S ′(R4)
with a support in the closed upper light cone (1.7) satisfying the covariance relation (2.14)
for m = n = 1 ∫
d4xF l1,l2;l˙1,l˙2m1,m2;m˙1,m˙2(x)φ(x) =∑
l3∈1/2Z+
l3∑
m3,m˙3=−l3
C(l1, l2, l3;m1, m2, m3)C(l˙1, l˙2, l3; m˙1, m˙2, m˙3)×
∫
d4xθ(x0)2−2l3
(
f l1,l2,l3;l˙1,l˙2
)(−2l3)
((x, x))(∂x, ∂x)
qtl3m3m˙3(−∂˜x)φ(x) (2.30)
where a test function φ(x) ∈ S(R4); q is a natural number; the Clebsch - Gordan coefficient
C(l1, l2, l3;m1, m2, m3) is given by the relation (2.8); 2 × 2 - matrix ∂˜x is given by the
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relation (2.19); the polynomial tlmn(A) is given by the relation (2.4); the continuous function(
f l1,l2,l3;l˙1,l˙2
)(−2l3)
(s) with a support in the positive semi - axis is polynomial bounded.
Let us consider the tempered distributions of the form∫
d4mxF
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(x1, ..., xm)φ(x1, ..., xm) =∑
ln+2,...,ln+m+1∈1/2Z+
∑
ms,m˙s = −ls,−ls+1,...,ls−1,ls, s = n+2,...,n+m+1∫
d4mxf
l1,...,ln+m+1;l˙1,...,l˙n+1
m1,...,mn+m+1;m˙1,...,m˙n+m+1((x1, x1), ..., (xm, xm))× m∏
j=1
(θ(x0j)(∂xj , ∂xj )
qt
ln+1+j
mn+1+jm˙n+1+j (−∂˜xj ))
φ(x1, ..., xm) (2.31)
where a test function φ(x1, ..., xm) ∈ S(R4m); q is a natural number; 2×2 - matrix ∂˜x is given
by the relation (2.19); the polynomial tlmn(A) is given by the relation (2.4); the continuous
function
f
l1,...,ln+m+1;l˙1,...,l˙n+1
m1,...,mn+m+1;m˙1,...,m˙n+m+1(s1, ..., sm)
with a support in the product of the positive semi - axes is polynomial bounded; the sums
over the summation variables ln+2, ..., ln+m+1 are finite. The distribution (2.31) belongs to
the space S ′(R4m). The sum over the summation variable l3 in the relation (2.30) is finite
due to the triangle condition for the Clebsch - Gordan coefficients.
For any numbers m,n ∈ Z+ we define the generalized Clebsch - Gordan coefficient
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;m1, ..., mm+2;mm+3, ..., mm+n+4) =∑
ks = −js,−js+1,...,js−1,js, s = 1,...,m+n+1
C(l1, l2, j1;m1, m2, k1)×
(
m∏
s=1
C(js, ls+2, js+1; ks, ms+2, ks+1)
) m+n∏
s=m+1
C(js+1, ls+2, js; ks+1, ms+2, ks)
×
C(lm+n+4, lm+n+3, jm+n+1;mm+n+4, mm+n+3, km+n+1) (2.32)
where the half - integers l1, ..., lm+n+4, j1, ..., jm+n+1 ∈ 1/2Z+ and mi = −li,−li + 1, ..., li −
1, li, i = 1, ..., m+ n+ 4. The definition (2.32) and the relations (2.12), (2.13) imply for any
matrix A ∈ SL(2,C)
∑
ns = −ls,−ls+1,...,ls−1,ls, s = 1,...,m+2
(
m+2∏
i=1
tlimi,ni(A)
)
×
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;n1, ..., nm+2;mm+3, ..., mm+n+4) =∑
ns = −ls,−ls+1,...,ls−1,ls, s = m+3,...,m+n+4
m+n+4∏
i=m+3
tlini,mi(A)
×
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;m1, ..., mm+2;nm+3, ..., nm+n+4), (2.33)
∑
ns = −ls,−ls+1,...,ls−1,ls, s = 1,...,m+2
(
m+2∏
i=1
tlini,mi(A)
)
×
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;n1, ..., nm+2;mm+3, ..., mm+n+4) =
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∑
ns = −ls,−ls+1,...,ls−1,ls, s = m+3,...,m+n+4
m+n+4∏
i=m+3
tlimi,ni(A)
×
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;m1, ..., mm+2;nm+3, ..., nm+n+4). (2.34)
We will consider in the following sections the distributions (2.31) for the case m = 1
2
n(n+1)
only.
Theorem 2.2. Let the distributions (2.31) for m = n = 1 satisfy the covariance relation
(2.14), then
f l1,l2,l3;l˙1,l˙2m1,m2,m3;m˙1,m˙2,m˙3(s1) = f
l1,l2,l3;l˙1,l˙2(s1)C(l1, l2, l3;m1, m2, m3)C(l˙1, l˙2, l3; m˙1, m˙2, m˙3) (2.35)
where a continuous function f l1,l2,l3;l˙1,l˙2(s1) with a support in the positive semi - axis is
polynomial bounded; the Clebsch - Gordan coefficient C(l1, l2, l3;m1, m2, m3) is given by the
relation (2.8).
Let the distributions (2.31) for m > 2, n > 1 satisfy the covariance relation (2.14), then
f
l1,...,ln+m+1;l˙1,...,l˙n+1
m1,...,mn+m+1;m˙1,...,m˙n+m+1(s1, ..., sm) =∑
j1,...,jn+m−2;j′1,...,j
′
n+m−2∈1/2Z+
f
l1,...,ln+m+1;l˙1,...,l˙n+1
j1,...,jn+m−2;j′1,...,j
′
n+m−2
(s1, ..., sm)×
C(l1, ..., ln+1; ln+2, ..., lm+n+1; j1, ..., jm+n−2;m1, ..., mn+1;mn+2, ..., mm+n+1)×
C(l˙1, ..., l˙n+1; ln+2, ..., lm+n+1; j
′
1, ..., j
′
m+n−2; m˙1, ..., m˙n+1; m˙n+2, ..., m˙m+n+1) (2.36)
where a continuous function
f
l1,...,ln+m+1;l˙1,...,l˙n+1
j1,...,jn+m−2;j′1,...,j
′
n+m−2
(s1, ..., sm)
with a support in the product of the positive semi - axes is polynomial bounded; the generalized
Clebsch - Gordan coefficient
C(l1, ..., lm+2; lm+3, ..., lm+n+4; j1, ..., jm+n+1;m1, ..., mm+2;mm+3, ..., mm+n+4)
is given by the relation (2.32).
Proof. The covariance relation (2.14) may be rewritten as
F
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(x˜1, ..., x˜m) =∑
ks=−ls,−ls+1,...,ls−1,ls, s=1,...,n+1
∑
k˙s=−l˙s,−l˙s+1,...,l˙s−1,l˙s, s=1,...,n+1(
n+1∏
i=1
tlimiki(A
−1)tl˙i
m˙ik˙i
(A¯−1)
)
F
l1,...,ln+1;l˙1,...,l˙n+1
k1,...,kn+1;k˙1,...,k˙n+1
(Ax˜1A
∗, ..., Ax˜mA
∗). (2.37)
Now the equality (2.31) and the relations (2.5), (2.6) imply∫
d4mxF
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(x˜1, ..., x˜m)φ(x1, ..., xm) =∑
ln+2,...,ln+m+1∈1/2Z+
∑
ks=−ls,−ls+1,...,ls−1,ls, s=1,...,n+1
∑
k˙s=−l˙s,−l˙s+1,...,l˙s−1,l˙s, s=1,...,n+1
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∑
msm˙s,ks,k˙s=−ls,−ls+1,...,ls−1,ls, s=n+2,...,n+m+1(
n+1∏
i=1
tlimiki(A
−1)tl˙i
m˙ik˙i
(A¯−1)
)n+m+1∏
j=n+2
t
lj
mjkj
(A)t
l˙j
m˙j k˙j
(A¯)
×
∫
d4mxf
l1,...,ln+m+1;l˙1,...,l˙n+1
k1,...,kn+m+1;k˙1,...,k˙n+m+1
((x1, x1), ..., (xm, xm))× m∏
j=1
θ(x0j )(∂xj , ∂xj )
qt
ln+1+j
kn+1+j ,k˙n+1+j
(−∂˜xj )
φ(x1, ..., xm) (2.38)
for any matrix A ∈ SL(2,C).
The sums (2.38) over the half - integers ln+2, ..., ln+m+1 are finite. Hence the right - hand
side of the equality (2.38) is a polynomial of the matrix elements of the matrices A, A¯. Let
us choose the matrix from the group SL(2,C)
A = exp{1
4
(φ′1 + iφ1)σ
3} exp{1
4
(θ′1 + iθ1)σ
1} exp{1
4
(ψ′1 + iψ1)σ
3} ×
exp{1
4
(φ′2 − iφ2)σ3} exp{
1
4
(θ′2 − iθ2)σ1} exp{
1
4
(ψ′2 − iψ2)σ3}. (2.39)
Due to the definition (1.9) the matrix elements of the matrices σ1, σ3 are real. Therefore
A¯ = exp{1
4
(φ′1 − iφ1)σ3} exp{
1
4
(θ′1 − iθ1)σ1} exp{
1
4
(ψ′1 − iψ1)σ3} ×
exp{1
4
(φ′2 + iφ2)σ
3} exp{1
4
(θ′2 + iθ2)σ
1} exp{1
4
(ψ′2 + iψ2)σ
3}. (2.40)
The matrices (2.39), (2.40) have the analytic continuation to the parameters φ′k = iφk, θ
′
k =
θk, ψ
′
k = iψk, k = 1, 2:
A = u(φ1, θ1, ψ1), A¯ = u(φ2, θ2, ψ2),
u(φ, θ, ψ) = exp{iφ
2
σ3} exp{iθ
2
σ1} exp{iψ
2
σ3}. (2.41)
Due to the ([7], Chapter III, Section 6.1) the normalized Haar measure on the group SU(2)
du(φ, θ, ψ) = (16pi2)−1 sin θdθdφdψ. (2.42)
We insert the matrices (2.41) into the relation (2.38) and integrate the obtained relation
over both groups SU(2) with the measures (2.42).∫
d4mxF
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(x˜1, ..., x˜m)φ(x1, ..., xm) =∑
ln+2,...,ln+m+1∈1/2Z+
∑
ks=−ls,−ls+1,...,ls−1,ls, s=1,...,n+1
∑
k˙s=−l˙s,−l˙s+1,...,l˙s−1,l˙s, s=1,...,n+1∑
msm˙s,ks,k˙s=−ls,−ls+1,...,ls−1,ls, s=n+2,...,n+m+1
∫
SU(2)
du1
∫
SU(2)
du2
(
n+1∏
i=1
tlimiki(u
−1
1 )t
l˙i
m˙ik˙i
(u−12 )
)n+m+1∏
j=n+2
t
lj
mjkj
(u1)t
l˙j
m˙j k˙j
(u2)
×
∫
d4mxf
l1,...,ln+m+1;l˙1,...,l˙n+1
k1,...,kn+m+1;k˙1,...,k˙n+m+1
((x1, x1), ..., (xm, xm))× m∏
j=1
θ(x0j )(∂xj , ∂xj )
qt
ln+1+j
kn+1+j ,k˙n+1+j
(−∂˜xj )
φ(x1, ..., xm) (2.43)
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Let us consider the case m = n = 1. In view of the definition of the group SU(2)
we have u−1 = u∗. Hence the relations (2.6), (2.9), (2.43) imply the equality (2.35). Due
to the relations (2.12), (2.13) any distribution (2.31) with the functions (2.35) satisfies the
covariance relation (2.14).
Let us consider the case m > 2, n > 1. By making use of the relations (2.6), (2.7),
(2.9) and the equality (2.43) we have the equality (2.36). Due to the relations (2.33), (2.34)
any distribution (2.31) with the functions (2.36) satisfies the covariance relation (2.14). The
theorem is proved.
If we insert the functions (2.35) into the series (2.31) for m = n = 1, then this series
will be finite due to the triangle condition for the Clebsch - Gordan coefficients. If we insert
the functions (2.36) into the series (2.31) for m > 2, n > 1, then this series may be infinite.
It is necessary to choose the functions φ(x1, ..., xm) for which the series is convergent. If
φ(x1, ..., xm) ∈ D(R4m), then the infinitely differentiable function φ(x1, ..., xm) has a compact
support. For these functions we can formulate the the properties of spectrality and Lorentz
covariance. We can not formulate the property of locality for these functions. If the Fourier
transform
φ˜(p1, ..., pm) =
∫
d4mx exp{i
m∑
j=1
(pj , xj)}φ(x1, ..., xm) (2.44)
belongs to the space D(R4m), then the function (2.44) is infinitely differentiable and has a
compact support. For these functions we can formulate the properties of locality and Lorentz
covariance. We can not formulate the property of spectrality for these functions.
Due to ([9], Section 30)
(8pi)−1(∂x, ∂x)
2
(
θ(x0)θ((x, x))
)
= δ(x),
(∂x, ∂x)
(
θ(x0)θ((x, x))(x, x)n
)
= 4n(n + 1)θ(x0)θ((x, x))(x, x)n−1, n = 1, 2, ....
Let us consider the distribution (2.31) for the case m∏
j =1
(∂xj , ∂xj )
q
 m∏
j =1
θ(x0)
 f l1,...,ln+m+1;l˙1,...,l˙n+m+1m1,...,mn+m+1;m˙1,....,m˙n+m+1((x1, x1), ..., (xm, xm))
 =
a
l1,...,ln+m+1;l˙1,...,l˙n+m+1
m1,...,mn+m+1;m˙1,....,m˙n+m+1
m∏
j=1
δ(xj). (2.45)
The substitution of the equalities (2.45) into the series (2.31) yields
∑
kµ
j
∈Z+, j=1,...,m, µ=0,...,3
a(kµj )
 m∏
j=1
3∏
µ=0
(
∂
∂xµj
)kµ
j
φ(x1, ..., xm)|xj =0. (2.46)
Lemma 2.3. If the series (2.46) is convergent for any function φ(x1, ..., xm) ∈ D(R4m),
then the number of the coefficients a(kµj ) which are not equal to zero is finite.
Proof. Let us prove that for any coefficients b(kµj ) there is the function φ(x1, ..., xm) ∈
D(R4m) such that  m∏
j=1
3∏
µ=0
(
∂
∂xµj
)kµ
j
φ(x1, ..., xm)|xj =0 = b(kµj ). (2.47)
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It is sufficient to construct a function φ(x) ∈ D(R) satisfying one dimensional condition
(2.47) (
d
dx
)k
φ(x)|x=0 = b(k). (2.48)
Let a function h(x) ∈ D(R) be equal to 1 in a neighborhood of the point x = 0. We prove
that the function
φ(x) =
∞∑
k=0
a(k)
xk
k!
h(x) exp{−|a(k)|x2} (2.49)
belongs to the space D(R) for any numbers a(k). It is easy to obtain the estimates∣∣∣∣ ∞∑
k=2
a(k)
xk
k!
exp{−|a(k)|x2}
∣∣∣∣ ≤
(
∞∑
k=2
|x|k−2
k!
)
sup
k∈Z+, x∈R
|a(k)|x2 exp{−|a(k)|x2}, (2.50)
sup
k ∈Z+, x∈R
|a(k)|x2 exp{−|a(k)|x2} ≤ sup
0≤ x<∞
xe−x = e−1. (2.51)
The estimates (2.50), (2.51) imply the absolute convergence of the series (2.49). If we
differentiate every term of the series (2.49), the obtained series will be absolutely convergent.
The proof is similar to the above one. The function (2.49) is infinitely differentiable and has
a compact support. Hence φ(x) ∈ D(R).
The definition (2.49) implies
φ(0) = a(0),
...(
d
dx
)m
φ(x)|x=0 = a(m) +
m−1∑
k=0
[m
2
]∑
n=0
Ckna(k)|a(k)|n (2.52)
where Ckn is a combinatorial coefficient. We solve the recurrent relations (2.48), (2.52) and
find the coefficients a(k). The lemma is proved.
The Fourier transform of the distribution (2.46) is the power series. It is natural to define
the series (2.46) for the functions φ(x1, ..., xm) whose Fourier transform (2.44) has a compact
support.
3 PCT, permutation invariance and spin condition
We introduce the vacuum expectation values of the product of the quantum fields where
the action of the permutation group is simple. Let us consider the vectors pij = pji ∈ R4,
1 ≤ i < j ≤ n+ 1, n = 1, 2, ... and the distribution
f(pij, 1 ≤ i < j ≤ n + 1) ∈ S ′(R4 12n(n+1))
with support in the product of the cones (1.7). The distribution
∫
d4np ∗ f(p1, ..., pn)φ(p1, ..., pn) =
∫  ∏
1≤ i < j ≤n+1
d4pij

f(pij, 1 ≤ i < j ≤ n+ 1)φ
 ∑
1<j≤n+1
p1j , ...,
∑
1≤ i≤ k, k < j≤n+1
pij, ...,
∑
1≤ i≤n
pi,n+1
 (3.1)
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is called the multi - convolution of the distribution f(pij, 1 ≤ i < j ≤ n+ 1).
Let us consider the complex vectors zj ∈ C4, j = 1, ..., n+ 1,
Im(zj+1 − zj) ∈ V+, j = 1, ..., n,
V+ = {x ∈ R4 : x0 > 0, (x, x) > 0}.
Hence
Im(zj − zi) ∈ V+, 1 ≤ i < j ≤ n + 1.
It is easy to verify
n∑
k=1
 ∑
1≤ i≤ k, k < j≤n+1
pij , zk+1 − zk
 = ∑
1≤ i < j≤n+1
(pij, zj − zi). (3.2)
By making use of the relation (3.2) we can calculate the Fourier - Laplace transform of the
multi - convolution (3.1)
∫
d4np ∗ f(p1, ..., pn) exp{
√−1
n∑
k=1
(pk, zk+1 − zk)} =
∫  ∏
1≤ i < j ≤n+1
d4pij
 f(pij, 1 ≤ i < j ≤ n + 1) exp{√−1 ∑
1≤ i< j≤n+1
(pij, zj − zi)}. (3.3)
The step function
θ(k) =
{
1, k = 0, 1, 2, 3, ...
0, k = −1,−2, ... (3.4)
is the restriction of the step function (2.17) on the integers. Let pi be a permutation of the
natural numbers 1, ..., n + 1. By using the changes i → pi(i), j → pi(j) of the summation
variables we have
∑
1≤ i< j≤n+1
(pij, zj − zi) = 1
2
∑
i,j=1,...,n+1, i 6= j
(pij , (−1)θ(i−j)(zj − zi)) =∑
1≤ i < j≤n+1
(ppi(i)pi(j), (−1)θ(pi(i)−pi(j))(zpi(j) − zpi(i))). (3.5)
By making use of the relation (3.5) and the change ppi(i)pi(j) → pij of the integration variables
we get
∫  ∏
1≤ i < j ≤n+1
d4pij
 f(ppi(i)pi(j), 1 ≤ i < j ≤ n+ 1)×
exp{√−1 ∑
1≤ i< j≤n+1
(pij, zj − zi)} =
∫  ∏
1≤ i< j≤n+1
d4pij
 f(pij, 1 ≤ i < j ≤ n+ 1)×
exp{√−1 ∑
1≤ i < j≤n+1
(pij , (−1)θ(pi(i)−pi(j))(zpi(j) − zpi(i)))}. (3.6)
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The right - hand side of the equality (3.6) and the action of the permutation pi on the function
(3.3) of the variables z1, ..., zn+1 differ from each other in the sign multipliers (−1)θ(pi(i)−pi(j))
only.
Let us consider the distributions (1.4) for n = 1. The distribution (1.6) has the form
(2.31), (2.35) for m = n = 1. Let the half - integers l2 = l˙1, l˙2 = l1, l3 = l12, m3 = m12, m˙3 =
m˙12. This distribution is the vacuum expectation value of the product of the quantum field
operator and its adjoint operator. The Clebsch - Gordan coefficient C(l1, l˙1, l12;m1, m2, m12)
is not zero only in the case when the half - integer l12 is equal to one of the half - integers
|l1 − l˙1|, |l1 − l˙1|+ 1, ...., l1 + l˙1 − 1, l1 + l˙1. Hence
2l12 = 2l1 + 2l˙1 = (2l1 + 2l˙1)
2 = (2l1 + 2l˙1)(2l2 + 2l˙2) mod 2. (3.7)
Spin condition
We consider the infinite number of the quantum fields. Let the set of the natural numbers
1, ..., n + 1 be divided into the sets A1, ..., AN . Some of the sets A1, ..., AN may be empty.
With any natural number i = 1, ..., n + 1 there correspond the half - integers li, l˙i ∈ 1/2Z+;
mi = −li,−li + 1, ..., li − 1, li; m˙i = −l˙i,−l˙i + 1, ...., l˙i − 1, l˙i such that li = lj , l˙i = l˙j if the
natural numbers i, j belong to the same set Ak.
The vacuum expectation value of the product of n + 1, n = 1, 2, ..., quantum fields is the
distribution
W
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn) =∫  ∏
1≤ i< j≤n+1
d4pij
F l1,...,ln+1;l˙1,...,l˙n+1m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; pij, 1 ≤ i < j ≤ n + 1)×
exp{√−1
n∑
k=1
 ∑
1≤ i≤ k, k < j≤n+1
pij , xk+1 − xk
}. (3.8)
The distribution
∫  ∏
1≤ i< j≤n+1
d4pij
F l1,...,ln+1;l˙1,...,l˙n+1m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; pij, 1 ≤ i < j ≤ n + 1)×
φ(pij, 1 ≤ i < j ≤ n+ 1) =∑
lij∈1/2Z+, 1≤ i < j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i < j≤n+1
∫  ∏
1≤ i< j≤n+1
d4pij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i< j≤n+1(A1, ..., AN ; (pij, pij), 1 ≤ i < j ≤ n + 1)× ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij (−∂˜pij )
φ(pij , 1 ≤ i < j ≤ n + 1) (3.9)
is defined on any test function φ(pij, 1 ≤ i < j ≤ n + 1) whose Fourier transform is an
infinitely differentiable function with a compact support. q is a natural number. 2 × 2 -
matrix ∂˜x is given by the relation (2.19). The polynomial t
l
mn(A) is given by the relation
(2.4). The continuous function
f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i< j≤n+1
(A1, ..., AN ; sij, 1 ≤ i < j ≤ n + 1) (3.10)
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with a support in the product of the positive semi - axes is polynomial bounded. The parity
of any integer 2lij in the equality (3.9) is given by the relation
2lij = (2li + 2l˙i)(2lj + 2l˙j) mod 2, 1 ≤ i < j ≤ n + 1. (3.11)
Any term in the series (3.9) is a tempered distribution from the space S ′(R4
1
2
n(n+1)).
This distribution has a support in the product of the closed upper light cones (1.7). The
support of the infinite series (3.9) is not defined.
Theorem 3.1. Let for any permutation pi of the natural numbers 1, ..., n+1 the distribution
(3.9) satisfy the relation
F
lpi(i),l˙pi(i), 1≤ i≤n+1
mpi(i),m˙pi(i), 1≤ i≤n+1
(pi(Ai), 1 ≤ i ≤ N ; ppi(i)pi(j), 1 ≤ i < j ≤ n+ 1) =
F
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; pij, 1 ≤ i < j ≤ n+ 1) (3.12)
Then for the vectors xi ∈ R4, i = 1, ..., n+ 1, (xj − xi, xj − xi) < 0, 1 ≤ i < j ≤ n + 1, and
for any permutation pi of the natural numbers 1, ..., n + 1 the distribution (3.8) satisfies the
relation
(−1)σl(pi)W lpi(i),l˙pi(i), 1≤ i≤n+1mpi(i),m˙pi(i), 1≤ i≤n+1(pi(Ai), 1 ≤ i ≤ N ; xpi(i+1) − xpi(i), 1 ≤ i ≤ n) =
W
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn) (3.13)
where the number
σl(pi) =
∑
1≤ i < j≤n+1
(2li + 2l˙i)(2lj + 2l˙j)θ(pi(i)− pi(j)) mod 2. (3.14)
Proof. Let a function φ(x1, ..., xn+1) ∈ D(R4(n+1)). Due to the definitions (3.8), (3.9) and
the relation (3.2)∫
d4(n+1)xW
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn)φ(x1, ..., xn+1) =
∑
lij∈1/2Z+, 1≤ i< j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i < j≤n+1
∫  ∏
1≤ i < j≤n+1
d4pij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ; (pij, pij), 1 ≤ i < j ≤ n+ 1)× ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij )
qt
lij
mijm˙ij
(−∂˜pij )
×
∫
d4(n+1)xφ(x1, ..., xn+1) exp{
√−1 ∑
1≤ i < j≤n+1
(pij, xj − xi)}. (3.15)
In view of ([9], Section 26.3) we have
∫  ∏
1≤ i< j≤n+1
d4pij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j ≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1(A1, ..., AN ; (pij, pij), 1 ≤ i < j ≤ n+ 1)×
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 ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij
(−∂˜pij )
×
∫
d4(n+1)xφ(x1, ..., xn+1) exp{
√−1 ∑
1≤ i < j≤n+1
(pij, xj − xi)} =
lim
Imzi→ 0, Im(zj−zi)∈V+, 1≤ i < j≤n+1
∫  ∏
1≤ i< j≤n+1
d4pij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j ≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ; (pij, pij), 1 ≤ i < j ≤ n+ 1)× ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij
(−∂˜pij )
×
∫
d4(n+1)Rezφ(Rez1, ...,Rezn+1) exp{
√−1 ∑
1≤ i < j≤n+1
(pij , zj − zi)}. (3.16)
Let a function f(s) with a support in the positive semi - axis be polynomial bounded.
We can represent any vector y ∈ V+ in the form
y˜ = (y, y)1/2g(t, z)g(t, z)∗,
g(t, z) =
(
t−1 0
z t
)
where t is a positive number and z is a complex number.
By making the change of the variables
p˜ = µ1/2g(t, z)u(φ, θ, ψ)((cosh s)σ0 + (sinh s)σ3)u(φ, θ, ψ)∗g(t, z)∗ (3.17)
where 2× 2 - matrix u(φ, θ, ψ) is given by the relation (2.41) we have∫
d4pθ(p0)f((p, p)) exp{−(p, y)} =
2pi
∫ ∞
0
dµ
∫ ∞
0
ds
∫
SU(2)
du(φ, θ, ψ)µf(µ) sinh2 s exp{−µ1/2(y, y)1/2 cosh s}. (3.18)
The normalized Haar measure du(φ, θ, ψ) on the group SU(2) is given by the relation (2.42).
By making use of the relation ([10], relation 7.12(21))
Kν(z) =
∫ ∞
0
ds(cosh νs) exp{−z cosh s}, Rez > 0, (3.19)
and the relation ([10], relation 7.11(25))
Kν+1(z)−Kν−1 = 2νz−1Kν(z) (3.20)
we can rewrite the equality (3.18) in the form∫
d4pθ(p0)f((p, p)) exp{−(p, y)} = 2pi
∫ ∞
0
dµµf(µ)(µ(y, y))−1/2K1((µ(y, y))
1/2). (3.21)
17
Due to ([10], relation 7.2.5(37))
µ(µ(y, y))−1/2K1((µ(y, y))
1/2) =
1
2
µ ln
(
1
2
(µ(y.y))1/2
) ∞∑
m=0
1
m!(m+ 1)!
(
1
4
µ(y, y)
)m
+
(y, y)−1 − 2−3/2µ
∞∑
m=0
(
1
4
µ(y, y)
)m ψ(m+ 2) + ψ(m+ 1)
m!(m+ 1)!
(3.22)
where the logarithmic derivative of the gamma - function
ψ(z) =
d
dz
(ln Γ(z)).
For −3pi
2
< arg z < 3pi
2
the asymptotic relation ([10], relation 7.13(7)) is valid
Kν(z) =
(
pi
2z
)1/2
e−z(1 +O(|z|−1)). (3.23)
In view of the relations (3.22), (3.23) both parts of the equality (3.21) as the functions of
the variable iy have an analytic continuation into the tube domain R4 + iV+∫
d4pθ(p0)f((p, p)) exp{i(p, z)} = 2pi
∫ ∞
0
dµµf(µ)(−µ(z, z))−1/2K1((−µ(z, z))1/2) (3.24)
where a complex vector z = x+ iy ∈ R4 + iV+.
Let the compact support of the function φ(x1, ..., xn+1) lie in the domain (xj−xi, xj−xi) <
0, 1 ≤ i < j ≤ n + 1. The relations (3.16), (3.22) - (3.24) imply
∫  ∏
1≤ i< j≤n+1
d4pij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j ≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ; (pij, pij), 1 ≤ i < j ≤ n+ 1)× ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij
(−∂˜pij )
×
∫
d4(n+1)xφ(x1, ..., xn+1) exp{
√−1 ∑
1≤ i < j≤n+1
(pij, xj − xi)} =∫
d4(n+1)xφ(x1, ..., xn+1)× ∏
1≤ i< j≤n+1
(2pi(−(xj − xi, xj − xi))qtlijmijm˙ij (
√−1(x˜i − x˜j)))
×
 ∏
1≤ i < j≤n+1
∫ ∞
0
µijdµij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ;µij, 1 ≤ i < j ≤ n+ 1)× ∏
1≤ i< j≤n+1
(−µij(xj − xi, xj − xi))−1/2K1((−µij(xj − xi, xj − xi))1/2)
 (3.25)
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We insert the left - hand side of the equality (3.12) into the right - hand side of the equality
(3.8). In view of the relations (3.6), (3.25) the obtained distribution coincides with the left -
hand side of the equality (3.13) for (xj−xi, xj−xi) < 0, 1 ≤ i < j ≤ n+1. (The polynomial
(2.4) is homogeneous of the degree 2l. The parity of the integer 2lij is given by the relation
(3.11).) The theorem is proved.
The quantum field of the number i is called anti - commuting if
2li + 2l˙i = 1 mod 2. (3.26)
The definition (3.26) is consistent with the relation (3.7). The set of numbers corresponding
to the anti - commuting quantum fields is denoted by F . The definitions (3.14), (3.26) imply
σl(pi) =
∑
i,j ∈F, i 6=j
θ(pi(i)− pi(j))θ(j − i) mod 2. (3.27)
According to the relation (3.27) the multiplier (−1)σl(pi) in the relation (3.13) coincides with
the multiplier (−1)M in the relation (1.12).
Lemma 3.2. Let the permutation λ of the natural numbers 1, ..., n + 1 transform the set
F into itself. Then for any permutation pi of the natural numbers 1, ..., n + 1 the following
relation is valid
σl(pi ◦ λ) = σl(pi) + σl(λ) mod 2. (3.28)
Proof. For any natural numbers i, j ∈ F , i 6= j, the definition (3.4) implies
θ(λ(i)− λ(j)) + θ(λ(j)− λ(i)) = 1.
By using this relation and the relation (3.27) we get
σl(pi ◦ λ) =
∑
i,j ∈F, i 6= j
θ(pi(λ(i))− pi(λ(j)))θ(λ(j)− λ(i))θ(j − i) +
∑
i,j ∈F, i 6= j
θ(pi(λ(i))− pi(λ(j)))θ(λ(i)− λ(j))θ(j − i) mod 2. (3.29)
For any natural numbers i, j ∈ F , i 6= j,
θ(j − i) = 1 + θ(i− j) mod 2.
The substitution of this relation into the right - hand side of the equality (3.29) yields
σl(pi ◦ λ) =
∑
i,j ∈F, i 6= j
θ(pi(λ(i))− pi(λ(j)))θ(λ(j)− λ(i)) +
∑
i,j ∈F, i 6= j
θ(pi(λ(i))− pi(λ(j)))θ(λ(j)− λ(i))θ(i− j) +
∑
i,j ∈F, i 6= j
θ(pi(λ(i))− pi(λ(j)))θ(λ(i)− λ(j))θ(j − i) mod 2. (3.30)
The permutation λ transforms the set F into itself. Let λ−1 be the inverse permutation. We
change the summation variables i→ λ−1(i), j → λ−1(j) in the first sum in the right - hand
side of the equality (3.30) and i→ j, j → i in the second sum. Now the relation (3.30) and
the relation
θ(pi(λ(i))− pi(λ(j))) + θ(pi(λ(j))− pi(λ(i))) = 1
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imply the equality (3.28). The lemma is proved.
For the permutation τ(i) = n + 2− i, i = 1, ..., n+ 1, we have∑
1≤ i< j≤n+1
(pij, (−1)θ(τ(i)−τ(j))(zτ(j) − zτ(i))) =
n∑
k=1
 ∑
1≤ i≤ k, k < j ≤n+1
pij, zn+2−k − zn+1−k
 . (3.31)
Suppose that the series (3.9) are finite. Then the equalities (3.8), (3.31) and the relations
(3.6), (3.12) for the permutation τ imply
W
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn) =
W
ln+1,...,l1;l˙n+1,...,l˙1
mn+1,...,m1;m˙n+1,...,m˙1(τ(A1), ..., τ(AN); xn+1 − xn, xn − xn−1, ..., x2 − x1). (3.32)
In order to obtain the equality (3.32) we use also the fact that the distribution (3.8) is a
boundary value of the Fourier - Laplace transform of the multi - convolution (3.1) of the
distribution (3.9) ([9], Section 26.3).
Due to ([2], relation (4 - 30)) the vacuum expectation value of the product of n + 1
quantum fields is the distribution
Wµ···ν(ξ1, ..., ξn) = (Ψ0, ψµ(x1) · · ·ψν(xn+1)Ψ0) (3.33)
where ξj = xj − xj+1, j = 1, ..., n. In view of ([2], Theorem 4 - 7) the condition of the
invariance under PCT transformation is
(Ψ0, ψµ(x1) · · ·ψν(xn+1)Ψ0) = iF (−1)J (Ψ0, ψν(−xn+1) · · ·ψµ(−x1)Ψ0) . (3.34)
The multipliers (−1)J and iF are defined by the following relations ([2], relations (4 - 32)
and (4 - 36))
Wµ···ν(ξ1, ..., ξn) = (−1)JWµ···ν(−ξ1, ...,−ξn), (3.35)
(Ψ0, ψµ(x1) · · ·ψν(xn+1)Ψ0) = iF (Ψ0, ψν(xn+1) · · ·ψµ(x1)Ψ0) . (3.36)
The function (3.33) is holomorphic at the point x1, ..., xn+1.
Let us prove that for the finite series (3.9) the distribution (3.8), (3.9) satisfies the rela-
tions (3.35), (3.36) and the multiplier iF (−1)J = 1. Therefore PCT invariance corresponds
with the relation (3.12) for the permutation τ(i) = n+ 2− i, i = 1, ..., n+ 1.
In view of the equalities (3.23), (3.25) for the finite series (3.9) the function (3.8), (3.9)
is holomorphic at the point (xj − xi, xj − xi) < 0, 1 ≤ i < j ≤ n + 1. Then the relation
(3.13) for the permutation τ corresponds to the relation (3.36). The multiplier
iF = (−1)σl(τ) = (−1)
∑
1≤ i < j≤n+1
(2li+2l˙i)(2lj+2l˙j). (3.37)
The equalities (3.11), (3.25) imply
W
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn) =
(−1)JW l1,...,ln+1;l˙1,...,l˙n+1m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ;−(x2 − x1), ...,−(xn+1 − xn)), (3.38)
(−1)J = (−1)
∑
1≤ i< j≤n+1
(2li+2l˙i)(2lj+2l˙j). (3.39)
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The relation (3.38) corresponds to the relation (3.35). The multipliers (3.37), (3.39) satisfy
the relation iF (−1)J = 1.
Permutation invariance
The vacuum expectation value of the product of n + 1, n = 1, 2, ..., quantum fields is the
distribution (3.8), (3.9) where the functions (3.10) satisfy the relation
f
lpi(i),l˙pi(i), 1≤ i≤n+1; lpi(i)pi(j) 1≤ i < j≤n+1
mpi(i),m˙pi(i), 1≤ i≤n+1; mpi(i)pi(j),m˙pi(i)pi(j), 1≤ i < j≤n+1
(pi(Ai), 1 ≤ i ≤ N ; spi(i)pi(j), 1 ≤ i < j ≤ n+ 1) =
f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j ≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1(Ai, 1 ≤ i ≤ N ; sij , 1 ≤ i < j ≤ n + 1) (3.40)
for any permutation pi of the natural numbers 1, ..., n+ 1.
Lemma 3.3. The equality (3.40) implies the equality (3.12).
Proof. Since pji = pij , lji = lij, mji = mij , m˙ji = m˙ij we have for any permutation pi of the
natural numbers 1, ..., n+ 1 ∏
1≤ i < j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij (−∂˜pij ) =∏
1≤ i < j≤n+1
θ(p0pi(i)pi(j))(∂ppi(i)pi(j) , ∂ppi(i)pi(j))
qt
lpi(i)pi(j)
mpi(i)pi(j)m˙pi(i)pi(j)
(−∂˜ppi(i)pi(j)). (3.41)
By making use of the relation (3.41) and the changes of the summation variables lpi(i)pi(j) → lij ,
mpi(i)pi(j) → mij, m˙pi(i)pi(j) → m˙ij we get
∑
lij∈1/2Z+, 1≤ i < j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i < j≤n+1
∫  ∏
1≤ i < j≤n+1
d4pij

f
lpi(i),l˙pi(i), 1≤ i≤n+1; lpi(i)pi(j) 1≤ i< j≤n+1
mpi(i),m˙pi(i), 1≤ i≤n+1; mpi(i)pi(j),m˙pi(i)pi(j), 1≤ i < j≤n+1
(pi(Ai), 1 ≤ i ≤ N ; (ppi(i)pi(j), ppi(i)pi(j)), 1 ≤ i < j ≤ n+ 1)× ∏
1≤ i< j≤n+1
θ(p0ij)(∂pij , ∂pij)
qt
lij
mijm˙ij
(−∂˜pij )
φ(pij , 1 ≤ i < j ≤ n + 1) =
∫  ∏
1≤ i < j≤n+1
d4pij

F
lpi(i),l˙pi(i),1≤i≤n+1
mpi(i),m˙pi(i),1≤i≤n+1
(pi(Ai), 1 ≤ i ≤ N ; ppi(i)pi(j), 1 ≤ i < j ≤ n+ 1)×
φ(pij, 1 ≤ i < j ≤ n + 1). (3.42)
We insert the left - hand side of the equality (3.40) into the right - hand side of the equality
(3.9) instead of the function (3.10). The obtained distribution coincides with the left - hand
side of the equality (3.42). Hence the equalities (3.40), (3.42) imply the equality (3.12). The
lemma is proved.
Lorentz covariance
The vacuum expectation value of the product of n + 1, n = 1, 2, ..., quantum fields is the
distribution (3.8), (3.9).
For n = 1 the function (3.10) is
f l1,l2;l˙1,l˙2;l12m1,m2;m˙1,m˙2;m12,m˙12(A1, ..., AN ; s12) =
f l1,l2;l˙1,l˙2;l12(A1, ..., AN ; s12)C(l1, l2, l12;m1, m2, m12)C(l˙1, l˙2, l12; m˙1, m˙2, m˙12) (3.43)
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where a continuous function f l1,l2;l˙1,l˙2;l12(A1, ..., AN ; s12) with a support in the positive semi -
axis is polynomial bounded; the Clebsch - Gordan coefficient C(l1, l2, l3;m1, m2, m3) is given
by the relation (2.8).
For n > 1 the function (3.10) is
f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j ≤n+1(A1, ..., AN ; sij, 1 ≤ i < j ≤ n+ 1) =∑
j1,...,j 1
2
n(n+3)−2
;j′1,...,j
′
1
2
n(n+3)−2
∈ 1/2Z+
f
li,l˙i, 1≤ i≤n+1; lij 1≤ i< j≤n+1
ji,j′i, 1≤ i≤
1
2
n(n+3)−2
(A1, ..., AN ; sij , 1 ≤ i < j ≤ n + 1)×
C(l1, ..., ln+1; lij , 1 ≤ i < j ≤ n + 1; j1, ..., j 1
2
n(n+3)−2;
m1, ..., mn+1;mij , 1 ≤ i < j ≤ n + 1)×
C(l˙1, ..., l˙n+1; lij , 1 ≤ i < j ≤ n + 1; j′1, ..., j′1
2
n(n+3)−2;
m˙1, ..., m˙n+1; m˙ij, 1 ≤ i < j ≤ n+ 1) (3.44)
where a continuous function
f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
ji,j′i, 1≤ i≤
1
2
n(n+3)−2
(A1, ..., AN ; sij, 1 ≤ i < j ≤ n+ 1)
with a support in the product of the positive semi - axes is polynomial bounded; the generalized
Clebsch - Gordan coefficient
C(l1, ..., ln1+2; ln1+3, ..., ln1+n2+4; j1, ..., jn1+n2+1;m1, ..., mn1+2;mn1+3, ..., mn1+n2+4)
is given by the relation (2.32).
The relations (2.12), (2.13) imply that the distribution (3.9) for n = 1 with the functions
(3.43) satisfies the covariance relation (2.14). The relations (2.33), (2.34) imply that the
distribution (3.9) with the functions (3.44) satisfies the covariance relation (2.14).
4 Asymptotic condition
It is proved in the book [2] that G˚arding - Wightman axioms [1] including the uniqueness of
the vacuum imply
lim
t→∞
(
Ψ0, ψµ1(x1) · · ·ψµj (xj)ψµj+1(xj+1 + ta)ψµj+2(xj+2 + ta) · · ·ψµn(xn + ta)Ψ0
)
=(
Ψ0, ψµ1(x1) · · ·ψµj (xj)Ψ0
) (
Ψ0, ψµj+1(xj+1)ψµj+2(xj+2) · · ·ψµn(xn)Ψ0
)
(4.1)
for a ∈ R4, (a, a) < 0. The limit (4.1) is convergent in the topology of the space S ′(R4n).
Let us consider the asymptotic behavior of the vacuum expectation values (3.8), (3.9).
Due to ([11], Section 3.1) we define the quasi - asymptotic value of a distribution. Let a
distribution f(x) ∈ S ′(R) have a support in the positive semi - axis. A distribution f(x) has
a quasi - asymptotic value with respect to the transformations x → t−1x and the function
ρ(t) = t−λ, λ is a complex number, if in the topology of the space S ′(R)
lim
t→∞
tλf(t−1x) = g(x). (4.2)
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The limit (4.2) is the characteristic of the asymptotic behavior of the distribution f(x) at
zero point. If we choose the transformations x→ tx, then such limit will be the characteristic
of the asymptotic behavior of the distribution f(x) at infinity. We can change the function
ρ(t) = t−λ in the definition (4.2) by any regular varying function ([11], Section 3.2).
The definition (4.2) implies that the distribution g(x) is homogeneous of the degree λ
g(tx) = tλg(x), t > 0. (4.3)
For Reλ > −1 any homogeneous distribution g(x) ∈ S ′(R) of the degree λ with a support
in the positive semi - axis has the form ([12], Chapter I, Section 3.11)
g(x) = C
θ(x)xλ
Γ(λ+ 1)
(4.4)
where C is a constant, θ(x) is the step function (2.17) and Γ(λ+1) is the gamma - function.
Due to ([12], Chapter I, Sections 3.2, 3.5) the function (4.4) of the variable λ has the analytic
continuation to an entire function. The formula (4.4) is valid for any complex λ. Due to
([12], Chapter I, Section 3.5)
θ(x)xλ
Γ(λ+ 1)
∣∣∣
λ=−n
= δ(n−1)(x), n = 1, 2, .... (4.5)
The vacuum expectation values (3.8), (3.9) are defined by the continuous functions (3.10).
The quasi - asymptotic value of the continuous function (3.10) we define as the limit of the
type (4.2) for the space of the continuous test functions φ(x) rapidly decreasing: the norm
sup
x∈R
(1 + x2)m|φ(x)|
is finite for any natural number m.
Let an infinitely differentiable function φ(x1, ..., xn+1) have a compact support in the
domain (xj − xi, xj − xi) < 0, 1 ≤ i < j ≤ n + 1. The relations (3.8), (3.9), (3.15), (3.25)
imply∫
d4(n+1)xW
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn)φ(x1, ..., xn+1) =∑
lij∈1/2Z+, 1≤ i < j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i< j≤n+1
∫
d4(n+1)xφ(x1, ..., xn+1)×
 ∏
1≤ i < j≤n+1
(2pi(−(xj − xi, xj − xi))qtlijmijm˙ij (
√−1(x˜i − x˜j)))
×
 ∏
1≤ i < j≤n+1
∫ ∞
0
µijdµij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i< j≤n+1(A1, ..., AN ;µij, 1 ≤ i < j ≤ n + 1)×∏
1≤ i < j≤n+1
(−µij(xj − xi, xj − xi))−1/2K1((−µij(xj − xi, xj − xi))1/2). (4.6)
Asymptotic condition
The vacuum expectation value of the product of n+1, n = 1, 2, ..., quantum fields is given by
the distribution (3.8), (3.9).
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For any natural numbers n > n1, any permutation pi of the natural numbers 1, ..., n + 1
and any continuous rapidly decreasing function φ(µij, 1 ≤ i < j ≤ n+ 1) the function (3.10)
satisfies the following condition
lim
t→∞
 ∏
1≤ i < j≤n1+1, n1+1< i< j≤n+1
∫ ∞
0
dµpi(i)pi(j)
×
 ∏
1≤ i≤n1+1, n1+1<j≤n+1
∫ ∞
0
tq− 2+ lpi(i)pi(j)dµpi(i)pi(j)
 f li,l˙i, 1≤ i≤n+1; lij 1≤ i< j≤n+1mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ;µpi(i)pi(j), 1 ≤ i < j ≤ n1 + 1, n1 + 1 < i < j ≤ n+ 1;
t−1µpi(i)pi(j), 1 ≤ i ≤ n1 + 1 < j ≤ n+ 1)×
φ(µij, 1 ≤ i < j ≤ n+ 1) =
 ∏
1≤ i < j≤n+1
∫ ∞
0
dµij

as(f)
li,l˙i, 1≤ i≤n+1; lij , 1≤ i < j ≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(pi;A1, ..., AN ;µij, 1 ≤ i < j ≤ n+ 1)×
φ(µij, 1 ≤ i < j ≤ n+ 1) (4.7)
where a continuous function
as(f)
li,l˙i, 1≤ i≤n+1; lij , 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i< j≤n+1(pi;A1, ..., AN ;µij, 1 ≤ i < j ≤ n+ 1) (4.8)
is polynomial bounded.
Lemma 4.1. Let the vacuum expectation value of the product of n+1, n = 1, 2, ..., quantum
field be the distribution (3.8), (3.9) with the finite series. Let the continuous functions (3.10)
satisfy the condition (4.7). Let an infinitely differentiable function φ(xpi(i), 1 ≤ i ≤ n + 1)
have a compact support in the domain (xpi(j) − xpi(i), xpi(j) − xpi(i)) < 0, 1 ≤ i < j ≤ n1 + 1,
n1 + 1 < i < j ≤ n + 1. Then for any natural numbers n > n1, any permutation pi of the
natural numbers 1, ..., n+ 1 and any vector a ∈ R4, (a, a) < 0,
lim
t→∞
∫
d4(n+1)xW
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn)×
φ(xpi(i), 1 ≤ i ≤ n1 + 1; xpi(i) − ta, n1 + 1 < i ≤ n + 1) =∑
lij∈1/2Z+, 1≤ i < j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i < j≤n+1 ∏
1≤ i≤n1+1, n1+1<j≤n+1
(−(a, a))−lpi(i)pi(j)tlpi(i)pi(j)mpi(i)pi(j)m˙pi(i)pi(j)(−
√−1a˜)
×
 ∏
1≤ i< j≤n1+1, n1+1<i< j≤n+1
∫ ∞
0
µpi(i)pi(j)dµpi(i)pi(j)
∫ d4(n+1)xφ(xpi(1), ..., xpi(n+1))×
S
li,l˙i, 1≤ i≤n+1; lij , 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(pi;A1, ..., AN ;µpi(i)pi(j), 1 ≤ i < j ≤ n1 + 1, n1 + 1 < i < j ≤ n+ 1)×∏
1≤ i < j≤n1+1, n1+1<i< j≤n+1
(2pi(−(xpi(j) − xpi(i), xpi(j) − xpi(i)))q)×
t
lpi(i)pi(j)
mpi(i)pi(j)m˙pi(i)pi(j)
(
√−1(x˜pi(i) − x˜pi(j)))(−µpi(i)pi(j)(xpi(j) − xpi(i), xpi(j) − xpi(i)))−1/2 ×
K1((−µpi(i)pi(j)(xpi(j) − xpi(i), xpi(j) − xpi(i)))1/2) (4.9)
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where the function
S
li,l˙i, 1≤ i≤n+1; lij , 1≤ i< j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i< j≤n+1
(pi;A1, ..., AN ;µpi(i)pi(j), 1 ≤ i < j ≤ n1 + 1, n1 + 1 < i < j ≤ n+ 1) = ∏
1≤ i≤n1+1, n1+1<j ≤n+1
∫ ∞
0
dµpi(i)pi(j)

as(f)
li,l˙i, 1≤ i≤n+1; lij , 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j ≤n+1
(pi;A1, ..., AN ;µij, 1 ≤ i < j ≤ n+ 1)×∏
1≤ i≤n1+1, n1+1<j≤n+1
2pi(µpi(i)pi(j))
1/2K1((µpi(i)pi(j))
1/2). (4.10)
We use the same symbol pi for the number and a permutation.
Proof. Let an infinitely differentiable function φ(xpi(i), 1 ≤ i ≤ n+1) have a compact support
in the domain (xpi(j) − xpi(i), xpi(j) − xpi(i)) < 0, 1 ≤ i < j ≤ n1 + 1, n1 + 1 < i < j ≤ n + 1.
Then in view of the relation (4.6) for sufficiently large number t and for any vector a ∈ R4,
(a, a) < 0, we have∫
d4(n+1)xW
l1,...,ln+1;l˙1,...,l˙n+1
m1,...,mn+1;m˙1,...,m˙n+1(A1, ..., AN ; x2 − x1, ..., xn+1 − xn)×
φ(xpi(i), 1 ≤ i ≤ n1 + 1; xpi(i) − ta, n1 + 1 < i ≤ n+ 1) =∑
lij∈1/2Z+, 1≤ i< j≤n+1
∑
mij ,m˙ij=−lij ,−lij+1,...,lij−1,lij , 1≤ i < j≤n+1 ∏
1≤ i< j≤n+1
∫ ∞
0
µijdµij

f
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j≤n+1
(A1, ..., AN ;µij, 1 ≤ i < j ≤ n + 1)×∫
d4(n+1)xφ(xpi(1), ..., xpi(n+1))G(a, µ, x)H(µ, x),
G(a, µ, x) =
∏
1≤ i≤n1+1, n1+1<j≤n+1
(2pi(−(xpi(j) − xpi(i) + ta, xpi(j) − xpi(i) + ta))q)×
t
lpi(i)pi(j)
mpi(i)pi(j)m˙pi(i)pi(j)
(
√−1(x˜pi(i) − x˜pi(j) − ta˜))×
(−µpi(i)pi(j)(xpi(j) − xpi(i) + ta, xpi(j) − xpi(i) + ta))−1/2 ×
K1((−µpi(i)pi(j)(xpi(j) − xpi(i) + ta, xpi(j) − xpi(i) + ta))1/2),
H(µ, x) =
∏
1≤ i < j ≤n1+1, n1+1< i<j≤n+1
(2pi(−(xpi(j) − xpi(i), xpi(j) − xpi(i)))q)×
t
lpi(i)pi(j)
mpi(i)pi(j)m˙pi(i)pi(j)
(
√−1(x˜pi(i) − x˜pi(j)))(−µpi(i)pi(j)(xpi(j) − xpi(i), xpi(j) − xpi(i)))−1/2 ×
K1((−µpi(i)pi(j)(xpi(j) − xpi(i), xpi(j) − xpi(i)))1/2). (4.11)
The series in the right - hand side of the equality (4.11) are finite. If a vector x ∈ R4 lies in
a compact set in the domain (x, x) < 0, then in view of the relation (3.23) the function
µ(−µ(x, x))−1/2K1((−µ(x, x))1/2)
of the variable µ rapidly decreases on the positive semi - axis. We change the number t
by the number t(−(a, a))−1/2. Now the relations (4.7), (4.11) imply the relation (4.9). The
lemma is proved.
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Let the function (4.10) be not zero only for the spins lpi(i)pi(j) = 0, 1 ≤ i ≤ n1 + 1,
n1 + 1 < j ≤ n+ 1 and for these spins
S
li,l˙i, 1≤ i≤n+1; lij 1≤ i < j≤n+1
mi,m˙i, 1≤ i≤n+1; mij ,m˙ij , 1≤ i < j ≤n+1
(pi;A1, ..., AN ;µpi(i)pi(j), 1 ≤ i < j ≤ n1 + 1, n1 + 1 < i < j ≤ n+ 1) =
f
lpi(i),l˙pi(i), 1≤ i≤n1+1; lpi(i)pi(j) 1≤ i < j≤n1+1
mpi(i),m˙pi(i), 1≤ i≤n1+1; mpi(i)pi(j),m˙pi(i)pi(j), 1≤ i < j≤n1+1
(pi(A
(1)
1 ), ..., pi(A
(1)
N1);µpi(i)pi(j), 1 ≤ i < j ≤ n1 + 1)×
f
lpi(i),l˙pi(i), n1+1≤ i≤n+1; lpi(i)pi(j) n1+1≤ i < j≤n+1
mpi(i),m˙pi(i), n1+1≤ i≤n+1; mpi(i)pi(j),m˙pi(i)pi(j), n1+1≤ i < j ≤n+1
(pi(A
(2)
1 ), ..., pi(A
(2)
N2
);µpi(i)pi(j), n1 + 1 < i < j ≤ n + 1) (4.12)
The substitution of the function (4.12) into the relation (4.9) yields the relation of the type
(4.1).
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