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Abstract
Regarding the small perturbation as a parameter in an appropriate space of functions, we can discuss
co-existence of homoclinic orbits for non-autonomous perturbations of an autonomous system in Rn and
describe conditions of parameters for such degenerate homoclinic bifurcations with some bifurcation man-
ifolds of infinite dimension. Since those manifolds determine the relation among parameters for such
bifurcations, in this paper we give an algorithm to compute approximately those manifolds and concretely
obtain their first order approximates.
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1. Introduction
Homoclinic (heteroclinic) orbits are special orbits linking equilibria, bifurcations of which
may produce chaos or periodic orbits [6,12]. There have been obtained many results on ho-
moclinic bifurcation [4,5,7,10,11,13,15,19,20]. In addition to those works on homoclinic orbits
along which the stable and unstable manifolds of a saddle point intersect transversally, efforts
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Since 1990s many works [1–3,8–11,14,16–18] were contributed to the degenerate case, i.e., the
dimension of the intersection of stable and unstable manifolds of the equilibrium is  2. The
difference from [4,5,15] is that the unperturbed system may have so many homoclinic orbits as
to compose a linear space of dimension more than one. In 1990 F. Battelli and C. Lazzari [2]
considered the perturbed system
x˙ = f (x)+ g(x, t, ), (1.1)
where x ∈ Rn and  ∈ Rm, and discussed the degenerate case of a bounded orbit which is het-
eroclinic to two hyperbolic equilibria x1 and x2. They gave some criterions to ensure that the
perturbed system (1.1) has heteroclinic orbits which are near to the bounded orbit, not requir-
ing the number of eigenvalues with positive (or negative) real part of Df (x1) and Df (x2) to
be the same. In the same year K.J. Palmer [16] assumed that the dimension of the intersec-
tion of the stable and unstable manifolds in the unperturbed system is two and showed, using
the shadowing lemma, that the perturbed system has a transversal homoclinic point. Still in the
case of dimension 2 of intersection, A. Vanderbauwhede [18] proved that under some condi-
tions the set of parameters for which the homoclinic orbit persists forms a Whitney umbrella.
U. Schalk and J. Knobloch [17] showed further that such a set is foliated by Whitney umbrel-
las. J. Knobloch [14] investigated the bifurcation of degenerate homoclinic orbits in the case of
dimension 2 of intersection for conservative and reversible systems under autonomous perturba-
tions. For conservative system and  ∈R1, he obtained that system (1.1) has two non-degenerate
homoclinic orbits as  > 0, the two homoclinic orbits emerging as  passes to 0 and disappearing
as  goes to negative; for reversible system and  ∈ R2, there is a curve in R2 which terminates
the origin such that when  on the curve system (1.1) has two non-symmetric homoclinic orbits,
which approach each other as  goes to 0 along the curve, and there is no non-symmetric homo-
clinic orbits for others . J. Gruendler [10] also discussed degenerate homoclinic bifurcations for
autonomous systems of the form
x˙(t) = f (x(t),μ),
where x ∈ Rn and μ = (μ1,μ2) ∈ R2, and proved that there are some curves in the (μ1,μ2)-
space on which the homoclinic orbits of the system with (μ1,μ2) = (0,0) persist for nonzero
parameter values. Later he generalized his results to non-autonomous systems in [11]. In the non-
autonomous case M. Fec˘kan [8] discussed bifurcations of degenerate homoclinic orbits under
periodic perturbations. The set of parameters such that the perturbed system has a homoclinic
orbit was described geometrically. In [9] the author considered the persistence of transversal
degenerate homoclinic orbits under periodic perturbations.
Recently, following J.K. Hale and A. Spezamiglio’s idea [13], degenerate homoclinic bi-
furcations in Rn were discussed with an infinite-dimensional parameter in [21]. In concretely
speaking, consider
x˙ = f0(x)+ g(x, t), (1.2)
where x ∈Rn, f0 satisfies the hypotheses:
(H1) f0 is C3,
(H2) f0(0) = 0 and the eigenvalues of the derivative Df0(0) lie off the imaginary axis,
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x˙ = f0(x) (1.3)
has a homoclinic solution γ (t), which is a differentiable function such that
limt→±∞ γ (t) = 0,
and g, regarded as a functional parameter, satisfies that
(A) g ∈ C3, g(0, t) ≡ 0 and the norm |g|c3 is small.
For convenience, let X,Y be Banach spaces and Ω ∈ X be an open set and let Ckb(Ω,Y ) denote
the class of all Ck functions f : Ω → Y which and their derivatives up to order k are bounded.
Ckb(Ω,Y ) is a Banach space endowed with the norm |f |Ck = supx∈Ω
∑k
i=0 |Dif |. The authors
of [21] discuss various choices of g in A, a subspace of C3b(Rn × R,Rn) where (A) is satis-
fied, and give conditions to g for various situations of co-existence of homoclinic orbits. Those
conditions actually define some bifurcation manifolds Γk (k = 1, . . . , d) in A.
Since those manifolds Γk (k = 1, . . . , d) describe the conditions of parameters for degenerate
homoclinic bifurcations, it is an interesting problem to give expressions for those manifolds
or approximates to them. From the proofs in [21] we see that it is not easy to compute those
manifolds because of their infinite dimension. In this paper we give an algorithm to compute
approximately those manifolds and concretely obtain their first order approximates. We illustrate
our algorithm with the example considered in [10,11,21].
2. Preliminaries
Let us first consider the unperturbed system (1.3). Let Ws , Wu denote the stable and unstable
manifolds of the origin and ds, du be their dimensions respectively. From (H3), being a homo-
clinic solution of (1.3), γ (t) lies on Ws ∩Wu. The linear variational equation of (1.3) along γ (t)
is
u˙ = Df0
(
γ (t)
)
u. (2.1)
The following lemma is given in Theorem 2 in [11].
Lemma 1. Eq. (2.1) has a fundamental matrix solution U satisfying that there are constants
α > 0, K0 > 0 and projections Pss,Psu,Pus,Puu with Pss +Psu +Pus +Puu = I , the n×n unit
matrix, such that
(a)
∣∣U(t)(Pss + Psu)U−1(s)∣∣K0e2α(s−t), 0 s  t,
(b)
∣∣U(t)(Pus + Puu)U−1(s)∣∣K0e2α(t−s), 0 t  s,
(c)
∣∣U(t)(Pss + Pus)U−1(s)∣∣K0e2α(t−s), t  s  0,
(d)
∣∣U(t)(Psu + Puu)U−1(s)∣∣K0e2α(s−t), s  t  0.
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i.e., u(t, u0) = U(t)U−1(0)u0. As in [10], the projections Pss,Psu,Pus,Puu satisfy that
u(t, u0) → 0 as t → ±∞, if u0 ∈ PssRn,
u(t, u0) → 0 (resp. ∞) as t → +∞ (resp. −∞), if u0 ∈ PsuRn,
u(t, u0) → ∞ (resp. 0) as t → +∞ (resp. −∞), if u0 ∈ PusRn,
u(t, u0) → ∞ as t → ±∞, if u0 ∈ PuuRn.
The fundamental solution matrix U(t) is composed of n column vectors ui(t), i ∈ I :=
{1, . . . , n}. According to the decomposition given in Lemma 1, these vectors can be classified
so that
lim
t→+∞ui(t) = 0, for i ∈ Jsb, limt→+∞ui(t) = ∞, for i ∈ Jub,
lim
t→−∞ui(t) = 0, for i ∈ Jas, limt→−∞ui(t) = ∞, for i ∈ Jau,
where a, b equal s or u. Obviously I = Jsb ∪ Jub ∪ Jas ∪ Jau. Let mab denote the cardinality of
Jab .
As in [10] we know mss = muu, which is exactly the dimension of the intersection TqWs ∩
TqW
u
, where q = γ (0). Without loss of generality, we can assume d = dimTqWs ∩ TqWu.
Therefore, it is convenient to assume that Juu = {1,2, . . . , d} and Jss = {d + 1, d + 2, . . . ,2d}.
Obviously,
lim
t→±∞ui(t) = ∞, for i = 1,2, . . . , d,
lim
t→±∞uj (t) = 0, for j = d + 1, d + 2, . . . ,2d.
Let U−1 be the inverse of U and u⊥i denote the ith row vector of U−1. Clearly 〈u⊥i , uj 〉 = δij ,
the Kronecker delta. We further use the notation
Δij :=
+∞∫
−∞
u⊥i (s) uTd+j (s)D2f0
(
γ (s)
)
ud+j (s) ds, i, j = 1, . . . , d, (2.2)
where T means the transpose of a vector or a matrix and D2 denotes the second order derivative
operator, and suppose that
(H4) Δ1j = 0, j = 1, . . . , d,
(A˜) ∫ +∞−∞ u⊥i (s) g(γ (s), s) ds = 0, i = 1, . . . , d .
As in [21], we precisely define the subspace
A := {g ∈ C3b(Rn ×R,Rn) ∣∣ g(0, t) ≡ 0 and (A˜) holds}.
Clearly, (A) holds in a small neighborhood of the origin in A. Theorem 1 in [21] says:
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borhood Υ of g = 0 in the space A and d manifolds Γk ⊂A of codimension kd , k = 1, . . . , d ,
which all pass through the origin and satisfy Γ1 ⊃ Γ2 ⊃ · · · ⊃ Γd , such that for every
g ∈ Υ ∩ (Γk \ (Γk+1 ∪ · · · ∪ Γd)), k = 1, . . . , d , Eq. (1.2) has k linearly independent homoclinic
solutions.
As indicated in the last section of [21], hypothesis (H4) is given specially for Δ1j ,
j = 1, . . . , d , which enables us to simplify the statement of our proof of Theorem 1. It is worthy
remarking that the result of Theorem 1 still holds if (H4) is replaced with the hypothesis:
(H4′) for each j = 1, . . . , d , there exists an i = 1, . . . , d such that Δij = 0.
In what follows, for our purpose of this paper, we give an algorithm for manifolds Γk
(k = 1, . . . , d) and concretely compute the first order approximates of them.
3. Algorithm for manifolds Γk
Let A0 be the subclass of A such that the linearization D1g(γ (s), s) of each g ∈A0 takes the
form
d∑

,m=1
μ
mN
mPss, (3.1)
where N
m, defined by
N
m(ud+1, . . . , u2d) = (u1, . . . , ud)Θ
m(d, d),
is the linear operator mapping from span{ud+1, . . . , u2d}, the linear space spanned by {ud+1,
. . . , u2d}, to span{u1, . . . , ud} and the notation Θij (k, 
), where 1 i  k and 1 j  
, means
a k × 
 matrix having 1 at the (i, j)-entry and 0 at others. Obviously, A0 is a subspace of A and
therefore a subspace of C3b(Rn ×R,Rn). Thus, each g ∈A0 has the expansion along γ (s) with
the residue
g˜(z, s) := g(γ (s)+ z, s)− g(γ (s), s)−
(
d∑

,m=1
μ
mN
mPss
)
z.
Let μ := (μ11,μ21, . . . ,μd1,μ12, . . . ,μd2, . . . ,μdd), μ¯ := (μ11, . . . ,μ1k) and μ˜ := (μ1(k+1),
. . . ,μd(k+1), . . . ,μ1d , . . . ,μdd). From (3.31) in the proof of Theorem 1 in [21], the bifurcation
manifolds are
Γk =
{
g ∈A0: (μ21, . . . ,μd1,μ22, . . . ,μdk) = θ
(
μ¯∗, μ˜, g˜
)}
, k = 1, . . . , d, (3.2)
where
(i) θ(μ¯, μ˜, g˜) := (θ21(μ¯, μ˜, g˜), . . . , θdk(μ¯, μ˜, g˜)), defined by
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β1 = β∗1 (μ¯, μ˜, g˜), . . . , βk = β∗k (μ¯, μ˜, g˜),
μ21 = θ21(μ¯, μ˜, g˜), . . . , μd1 = θd1(μ¯, μ˜, g˜),
...
μ2k = θ2k(μ¯, μ˜, g˜), . . . , μdk = θdk(μ¯, μ˜, g˜),
(3.3)
is solved by the Implicit Function Theorem from the system
{
H˜ij (μ¯, μ˜, g˜) := H¯ij
(
β∗, θ, μ¯, μ˜, g˜
)= 0, i = 1, . . . , d, j = 1, . . . , k,
β∗j (0,0,0) = 0, θ
j (0,0,0) = 0, 
 = 2, . . . , d, j = 1, . . . , k, (3.4)
for all (μ¯, μ˜, g˜) ∈Rk ×Rd(d−k) ×G, and
(ii) μ¯∗ := (μ¯∗11, . . . , μ¯∗1k) is such an arbitrarily chosen point such that
β∗j
(
μ¯∗, μ˜, g˜
) = 0, j = 1, . . . , k. (3.5)
Here we have used the notations β∗ := (β∗1 , . . . , β∗k ) and θ = (θ21, . . . , θdk) for short and G for
the subset of all possible g˜ in the class A.
Furthermore, from (3.21) and (3.22) in the proof of Theorem 1 in [21], functions H¯ij s in (3.4)
are defined by
H¯ij (β,μ, g˜) :=
{
Hij (β,μ, g˜)/βj , for βj = 0,
∂
∂βj
Hij (0,μ, g˜), for βj = 0, (3.6)
where i = 1, . . . , d and j = 1, . . . , k, and
Hij (β,μ, g˜) :=
+∞∫
−∞
u⊥i (s)
{
f0
(
γ (s)+ βjud+j + βj ζj
)− f0(γ (s))
−Df0
(
γ (s)
)
(βjud+j + βj ζj )+
d∑

,m=1
μ
mN
mPss(βjud+j + βj ζj )
}
ds
+O(∣∣βjud+j + βj ζj ∣∣2), i, j = 1, . . . , d. (3.7)
Here
ζj :=
{
ξ∗j /βj as βj = 0,
∂ξ∗j /∂βj as βj = 0,
(3.8)
and ξ∗j := ξ∗j (βj , g) ∈Z is, by Lemma 3 in [21], a unique solution of the equation
ξ˙j = Df0
(
γ (t)
)
ξj + (I −Q)h(ξj , βj , g), j = 1, . . . , d, (3.9)
such that
ξ∗j (0,0) = 0,
∂
ξ∗j (0,0) = 0. (3.10)∂βj
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by
Qz(t) = ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)z(s) ds, (3.11)
where ϕ(t) is a smooth function such that
∫ +∞
−∞ ϕ(s) ds = 1.
Summarily, the bifurcation manifold Γk can be computed in the following routine:
Step 1. Find an approximate solution ξ∗j of Eq. (3.9).
Step 2. Calculate ζj with (3.8) and present Hij as in (3.7) and H¯ij as in (3.6).
Step 3. Find an approximate solution (θ,β∗) from system (3.4).
Step 4. Choose μ¯∗ such that (3.5) is satisfied.
Step 5. Finally give the expression θ(μ¯∗, μ˜, g˜).
The above mentioned five steps give an algorithm of computation for those bifurcation manifolds.
4. The first order approximation of Γk
It is clear that with the above given algorithm the result of computation is approximation to
those bifurcation manifolds Γk (k = 1, . . . , d). It is complicated to display such a higher order
approximation. In this section we apply the above given algorithm to compute the first order
approximates, which actually are the most fundamental in exhibiting the conditions of parameters
for the degenerate homoclinic bifurcations.
From the proof of Lemma 3 in [21], ξ∗j is a fixed point of the map
F(ξj ,βj , g) := K(I −Q)h(ξj , βj , g), (4.1)
i.e., ξ∗j (βj , g) = F(ξ∗j (βj , g),βj , g), and can be solved by Banach’s fixed point theorem. Note
that h(ξj , βj , g) = h˜(βjud+j + ξj , g) and
h˜(z, g)(t) = f0(γ + z)− f0(γ )−Df0(γ )z + g(γ + z, t),
as defined in (3.2) in [21]. It implies that
ξ∗j = K(I −Q)
{
f0
(
γ + βjud+j + ξ∗j
)− f0(γ )−Df0(γ )(βjud+j + ξ∗j )
+ g(γ, t)+
(
d∑

,m
μ
mN
mPss
)(
βjud+j + ξ∗j
)+ g˜
}
. (4.2)
Without solving ξ∗j on Step 1 as indicated in the algorithm, we can calculate some lower order
derivatives of ξ∗ from (4.2).j
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∂
∂βj
ξ∗j (0,0) = 0,
∂2
∂β2j
ξ∗j (0,0) = K(I −Q)uTd+jD2f0(γ )ud+j , (4.3)
∂
∂μ
m
ξ∗j (0,0) = 0,
∂2
∂μ
m∂μικ
ξ∗j (0,0) = 0, (4.4)
∂2
∂μ
m∂βj
ξ∗j (0,0) =
∂2
∂βj ∂μ
m
ξ∗j (0,0) = K(I −Q)N
mPssud+j (4.5)
for all 
,m, ι, κ = 1, . . . , d . Furthermore,
ξ∗j (βj , g) =
1
2
K(I −Q){[uTd+jD2f0(γ )ud+j ]β2j + 2[N
mPssud+j ]βjμ
m}+O3(βj ,μ, g˜),
where O3(βj ,μ, g˜) denotes those terms of o(|(βj ,μ)|3) and terms of g˜.
Proof. The first result in (4.3) was given in (3.10). Differentiating (4.2) with respect to βj twice
on both sides, we get
∂
∂βj
ξ∗j = K(I −Q)
{[
Df0
(
γ + βjud+j + ξ∗j
)−Df0(γ )
+
(∑
μ
mN
mPss
)](
ud+j + ∂
∂βj
ξ∗j
)
+ ∂
∂βj
g˜
}
, (4.6)
∂2
∂β2j
ξ∗j = K(I −Q)
{
D2f0
(
γ + βjud+j + ξ∗j
)(
ud+j + ∂
∂βj
ξ∗j
)2
+
[
Df0
(
γ + βjud+j + ξ∗j
)−Df0(γ )+ (∑μ
mN
mPss)] ∂2
∂β2j
ξ∗j +
∂2
∂β2j
g˜
}
.
(4.7)
Putting (βj , g) = (0,0) in (4.7), where we use (3.10) and note that g = 0 implies μ
m = 0 (for all

,m) and g˜ = 0, we obtain that ∂2
∂β2j
ξ∗j = K(I −Q)uTd+jD2f0(γ )ud+j , which proves the second
result in (4.3).
In order to prove (4.4) and (4.5), differentiating (4.2) respect to μ
m, we give
∂ξ∗j
∂μ
m
= K(I −Q)
{[
Df0
(
γ + βjud+j + ξ∗j
)−Df0(γ )+∑μ
mN
mPss] ∂ξ∗j
∂μ
m
+N
mPss
(
βjud+j + ξ∗j
)+ ∂g˜
∂μ
m
}
. (4.8)
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m)ξ∗j (0,0) = 0 for 
,m = 1, . . . , d . For the same reason we also get from
(4.7) and (4.8) that (∂2/∂μ
m∂βj )ξ∗j (0,0) = (∂2/∂βj ∂μ
m)ξ∗j (0,0) = K(I − Q)N
mPssud+j .
This proves (4.5). Furthermore, we differentiate (4.8) with respect to μικ and obtain that
∂2
∂μ
m∂μικ
ξ∗j = K(I −Q)
{[
D2f0
(
γ + βjud+j + ξ∗j
) ∂ξ∗j
∂μικ
+NικPss
]
∂ξ∗j
∂μ
m
+
[
Df0
(
γ + βjud+j + ξ∗j
)−Df0(γ )+∑μ
mN
mPss] ∂2
∂μ
m∂μικ
ξ∗j
+N
mPss
∂ξ∗j
∂μικ
+ ∂
2g˜
∂μ
m∂μικ
}
. (4.9)
Evaluating (4.9) at (βj , g) = (0,0) yields that
(
∂2/∂μ
m∂μικ
)
ξ∗j (0,0) = 0, for 
,m, ι, κ = 1, . . . , d,
which proves (4.4).
Having those results of derivatives, we easily give the expansion of ξ∗j in this lemma. 
Next, we calculate derivatives of θij s with respect to their variables μ
ms from the equation
in (3.4). For more convenience, let
Aj := K(I −Q)uTd+jD2f (γ )ud+j , j = 1, . . . , d. (4.10)
Moreover, the notation Δij defined in (2.2) in [21], i.e.,
Δij :=
+∞∫
−∞
u⊥i (s)uTd+j (s)D2f0
(
γ (s)
)
ud+j (s) ds, i, j = 1, . . . , d, (4.11)
is also useful in what follows.
From the proof of Theorem 1 in [21] (in the paragraph just before (3.23) in [21]) we see that
for (μ¯, μ˜, g˜) = (0,0,0),
∂H¯11
∂β1
∣∣∣∣
(0,0,0)
= Δ11 + o(1), ∂H¯11
∂μ11
∣∣∣∣
(0,0,0)
= 1 + o(1), ∂H¯11
∂θij
∣∣∣∣
(0,0,0)
= o(1)
for all i = 2, . . . , d and all j = 1, . . . , k as ‖g‖ → 0. From (3.6) and (3.7) we get
∂H¯11
∂μ1m
∣∣∣∣
(0,0,0)
=
+∞∫
−∞
u⊥1 (s)N1mPssζ1 ds = o(1), m = 2, . . . , k,
∂H¯11
∂μ
m
∣∣∣∣
(0,0,0)
=
+∞∫
u⊥1 (s)N
mPssζ1 ds = o(1), 
 = 1, . . . , d, m = k + 1, . . . , d,
−∞
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∂H¯11
∂μ11
+ ∂H¯11
∂β1
∂β1
∂μ11
+ ∂H¯11
∂θ
∂θ
∂μ11
= 0, (4.12)
where θ := (θ21, . . . , θdk) is defined in (3.3). From (4.12) we solve
∂β1
∂μ11
∣∣∣∣
(0,0,0)
= −
(
∂H¯11
∂μ11
∣∣∣∣
(0,0,0)
+ ∂H¯11
∂θ
∣∣∣∣
(0,0,0)
· ∂θ
∂μ11
∣∣∣∣
(0,0,0)
)/∂H¯11
∂β1
∣∣∣∣
(0,0,0)
= −(1 + o(1))(Δ11 + o(1))−1
= − 1
Δ11
+ o(1)
as ‖g‖ → 0, where ∂θ
∂μ11
is bounded since θ is C1. Using the same procedure, we can calculate
∂β1
∂μ1m
∣∣∣∣
(0,0,0)
= −
(
∂H¯11
∂μ1m
∣∣∣∣
(0,0,0)
+ ∂H¯11
∂θ
∣∣∣∣
(0,0,0)
· ∂θ
∂μ1m
∣∣∣∣
(0,0,0)
)/∂H¯11
∂β1
∣∣∣∣
(0,0,0)
= −o(1)(Δ11 + o(1))−1
= o(1), m = 2, . . . , k,
∂β1
∂μ
m
∣∣∣∣
(0,0,0)
= −
(
∂H¯11
∂μ
m
∣∣∣∣
(0,0,0)
+ ∂H¯11
∂θ
∣∣∣∣
(0,0,0)
· ∂θ
∂μ
m
∣∣∣∣
(0,0,0)
)/∂H¯11
∂β1
∣∣∣∣
(0,0,0)
= −o(1)(Δ11 + o(1))−1
= o(1), 
 = 1, . . . , d, m = k + 1, . . . , d,
as ‖g‖ → 0, where ∂θ
∂μ¯
and ∂θ
∂μ˜
are bounded since θ is C1. Thus, function β∗1 can be expanded as
β∗1 =
(
− 1
Δ11
+ o(1)
)
μ11 +
k∑
m=2
o(1)μ1m +
d∑

=1
d∑
m=k+1
o(1)μ
m
and we can choose μ∗11 = 0 such that
β∗1 = −
1
Δ11
μ∗11 + o(1) = 0. (4.13)
Similarly, we can choose μ∗1j = 0 such that
β∗j = −
1
Δ1j
μ∗1j + o(1) = 0, j = 2, . . . , k. (4.14)
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we see that
∂Hij
∂βj
∣∣∣∣
βj=0
= μij +
+∞∫
−∞
u⊥i
d∑

,m
μ
mN
mPssζj ds. (4.15)
From (3.6) and (3.7) we have
∂H¯11
∂μ
m
∣∣∣∣
(0,0,0)
=
+∞∫
−∞
u⊥1 N
mPssζ1 ds =
(
− 1
Δ11
μ∗11
) +∞∫
−∞
u⊥1 N
mPssA1 ds + o(1)
for 
 = 1, . . . , d and m = k + 1, . . . , d , where the expansion of ξ∗j , given in Lemma 2, (4.13) and
the relation (3.8) between ξ∗j and ζj are used. Similar to (4.12), differentiating Eq. (3.4) (i.e.,
H¯ij (β,μ, g˜) = 0) with respect to variable μ1k+1, we get
∂H¯ij
∂μ1k+1
+ ∂H¯ij
∂βj
∂βj
∂μ1k+1
+ ∂H¯ij
∂θ
∂θ
∂μ1k+1
= 0, i = 1, . . . , d, j = 1, . . . , k. (4.16)
Let H¯ = (H¯11, . . . , H¯dk) for short. Then
∂H¯
∂(β1, θ21, . . . , θd1, . . . , βk, θ2k, . . . , θdk)
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎣
M1 o(1) · · · o(1)
o(1) M2 · · · o(1)
...
...
. . .
...
o(1) o(1) · · · Mk
⎤
⎥⎥⎦ ,
where, as defined in (3.23) in [21],
Mj := ∂(H¯1j , . . . , H¯dj )
∂(βj ,μ2j , . . . ,μdj )
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎣
Δ1j + o(1) o(1) · · · o(1)
Δ2j + o(1) 1 + o(1) · · · o(1)
...
...
. . .
...
Δdj + o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎦
d×d
.
On the other hand, from (3.6) and (3.7) we have
∂H¯ij
∂μ1k+1
∣∣∣∣
(0,0,0)
=
+∞∫
−∞
u⊥i N1k+1Pssζj ds = −
1
Δ1j
μ∗1j
+∞∫
−∞
u⊥i N1k+1PssAj ds + o(1).
Thus, (4.16) can be written equivalently as
⎡
⎢⎢⎣
M1 o(1) · · · o(1)
o(1) M2 · · · o(1)
...
...
. . .
...
⎤
⎥⎥⎦
⎡
⎢⎣
∂β1
∂μ1k+1
...
∂θdk
⎤
⎥⎦=
⎡
⎢⎣
1
Δ11
μ∗11
∫ +∞
−∞ u
⊥
1 N1k+1PssA1 ds + o(1)
...
1 μ∗
∫ +∞
u⊥N1k+1PssAkds + o(1)
⎤
⎥⎦ . (4.17)o(1) o(1) · · · Mk ∂μ1k+1 Δ1k 1k −∞ d
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M−1j =
⎡
⎢⎢⎢⎢⎣
1
Δ1j
+ o(1) o(1) · · · o(1)
−Δ2j
Δ1j
+ o(1) 1 + o(1) · · · o(1)
...
. . .
...
−Δdj
Δ1j
+ o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎦
d×d
, (4.18)
from (4.17) we can solve
⎡
⎢⎣
∂β1
∂μ1k+1
...
∂θdk
∂μ1k+1
⎤
⎥⎦=
⎡
⎢⎢⎣
M1 o(1) · · · o(1)
o(1) M2 · · · o(1)
...
...
. . .
...
o(1) o(1) · · · Mk
⎤
⎥⎥⎦
−1⎡
⎢⎣
1
Δ11
μ∗11
∫ +∞
−∞ u
⊥
1 N1k+1PssA1 ds + o(1)
...
1
Δ1k
μ∗1k
∫ +∞
−∞ u
⊥
d N1k+1PssAkds + o(1)
⎤
⎥⎦
=
⎡
⎢⎢⎣
1
Δ211
μ∗11
∫ +∞
−∞ u
⊥
1 N1k+1PssA1 ds
...
−Δdk
Δ21k
μ∗1k
∫ +∞
−∞ u
⊥
d N1k+1PssAk ds
⎤
⎥⎥⎦+ o(1). (4.19)
Similar to (4.16), differentiating H¯ij (β,μ, g˜) = 0 with respect to variable μ
m, we also get
∂H¯ij
∂μ
m
+ ∂H¯ij
∂βj
∂βj
∂μ
m
+ ∂H¯ij
∂θ
∂θ
∂μ
m
= 0, i = 1, . . . , d, j = 1, . . . , k. (4.20)
Using the same procedure as for (4.19), we can solve from (4.20) that
⎡
⎢⎣
∂β1
∂μ
m
...
∂θdk
∂μ
m
⎤
⎥⎦=
⎡
⎢⎢⎣
1
Δ211
μ∗11
∫ +∞
−∞ u
⊥
1 N
mPssA1 ds
...
−Δdk
Δ21k
μ∗1k
∫ +∞
−∞ u
⊥
d N
mPssAk ds
⎤
⎥⎥⎦+ o(1), (4.21)
where 
 = 1, . . . , d and m = k + 1, . . . , d . Knowing these derivatives in (4.19) and (4.21), we
easily give the first order approximation of θ , i.e.,
θij (μ1k+1, . . . ,μdd) =
d∑

=1
d∑
m=k+1
{
− Δij
Δ21j
μ∗1j
+∞∫
−∞
u⊥i N
mPssAj ds
}
μ
m + o(1), (4.22)
where i = 2, . . . , d and j = 1, . . . , k. This concludes the following result.
Theorem 2. For each k = 1, . . . , d the bifurcation manifold Γk has the first order approximation
(4.22), where Aj ,Δij (i, j = 1, . . . , d) are defined in (4.10) and (4.11), respectively, and μ∗1j s
are chosen as in (4.13) and (4.14).
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As in [10,11] and [21], consider the system
⎧⎨
⎩
x˙1 = x2, x˙2 = x1 − 2x1x25 + x22 ,
x˙3 = x4, x˙4 = x3 − 2x3x25 + x2x4,
x˙5 = x6, x˙6 = x5 − 2x35 + x3x4
(5.1)
in R6. Let r(t) := sech(t). One can check that γ := {(0,0,0,0, r(t), r˙(t)): t ∈ (−∞,+∞)} is a
homoclinic orbit of Eq. (5.1). The linear variational equation of (5.1) along γ is
u˙(t) = A(t)u(t), (5.2)
where
A(t) :=
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
1 − 2r2(t) 0 0 0 0 0
0 0 0 1 0 0
0 0 1 − 2r2(t) 0 0 0
0 0 0 0 0 1
0 0 0 0 1 − 6r2(t) 0
⎤
⎥⎥⎥⎥⎥⎦ .
As in [10, pp. 715–716], let
Φ(t) = 1
2
(sh t ch t + t), Ψ (t) = −ch
3 t
sh t
+ 3
2
sh t ch t + 3
2
t, (5.3)
which are solutions of equations Φ˙r2 = 1 and Ψ˙ r˙2 = 1, respectively. Eq. (5.2) has a set of
fundamental solutions
u1 =
(
Φr, (Φr)·,Φr, (Φr)·,−Ψ r˙,−(Ψ r˙)·), u4 = (r, r˙,0,0,0,0),
u2 =
(
0,0,Φr, (Φr)·,0,0
)
, u5 = (0,0, r, r˙,0,0),
u3 =
(
0,0,0,0,Ψ r˙, (Ψ r˙)·
)
, u6 = (0,0,0,0, r˙, r¨).
Clearly, u1, u2, u3 are unbounded solutions but u4, u5, u6 are bounded ones. Correspondingly,
the vectors
u⊥1 = (−r˙ , r,0,0,0,0), u⊥4 =
(
(Φr)·,−Φr,0,0,0,0),
u⊥2 = (r˙,−r,−r˙ , r,0,0), u⊥5 =
(
0,0, (Φr)·,−Φr,0,0),
u⊥3 = (−r˙ , r,0,0,−r¨ , r˙), u⊥6 =
(
0,0,0,0, (Ψ r˙)·,−Ψ r˙)
are orthogonal to u1, u2, u3, u4, u5, u6, respectively (i.e., u⊥i uj = 1 as i = j or 0 as i = j by
the definitions of Φ and Ψ ). Moreover, u⊥1 , u⊥2 , u⊥3 are bounded but u⊥4 , u⊥5 , u⊥6 are unbounded,
which are all solutions of the adjoint equation of (5.2). Let col(a1, . . . , a6) present the column
vector of (a1, . . . , a6). From (2.2) we calculate
1988 C. Zhu, W. Zhang / J. Differential Equations 245 (2008) 1975–1994Δ11 =
+∞∫
−∞
u⊥1 (s)uT4 (s)D2f0
(
γ (s)
)
u4(s) ds
=
+∞∫
−∞
u⊥1 (s) col
(
0,2r˙2,0,0,0,0
)
ds
= 2
+∞∫
−∞
r˙2r ds = π
4
. (5.4)
Similarly, we calculate that Δ32 = π/4 and Δ33 = −3π/2, implying that the hypothesis (H4′)
below our Theorem 1, as well as (H1)–(H3), is verified. Thus, as remarked in the end of Section 1,
results in Theorem 1 are applicable to Eq. (5.1), i.e., there exist three manifolds Γk ⊂ A of
codimension 3k, k = 1,2,3, which are defined as in (3.2), such that for every small g ∈ Γ1 \
(Γ2 ∪ Γ3) (resp. g ∈ Γ2 \ Γ3 and resp. g ∈ Γ3) Eq. (5.1) has one (resp. two and resp. three)
linearly independent homoclinic solutions.
In what follows we compute the submanifold Γ1 to illustrate our algorithm. From (3.2) and
(3.4) we see that Γ1 is defined by the functions θ21 = θ21(μ11, μ˜, g˜), θ31 = θ31(μ11, μ˜, g˜), which
satisfy the equations
H¯i1
(
β∗, θ21, θ31,μ11, μ˜, g˜
)= 0, i = 1,2,3,
where H¯i1s are C1 functions defined as in (3.6). By Theorem 2, the first order approximations of
θ21, θ31 are given by
θ21
(
μ∗11, μ˜, g˜
)= 3∑

=1
3∑
m=2
{
−Δ21
Δ211
μ∗11
+∞∫
−∞
u⊥2 N
mPssA1 ds
}
μ
m + o(1), (5.5)
θ31
(
μ∗11, μ˜, g˜
)= 3∑

=1
3∑
m=2
{
−Δ31
Δ211
μ∗11
+∞∫
−∞
u⊥3 N
mPssA1 ds
}
μ
m + o(1), (5.6)
where μ∗11 are determined as in (4.13). Here Δ11 = π/4 as given in (5.4) and Δ21,Δ31 can be
calculated with (2.2), i.e.,
Δ21 =
+∞∫
−∞
u⊥2 (s)uT4 (s)D2f0
(
γ (s)
)
u4(s) ds
=
+∞∫
(r˙,−r,−r˙ , r,0,0) col(0,2r˙2,0,0,0,0)ds = −π
4
,−∞
C. Zhu, W. Zhang / J. Differential Equations 245 (2008) 1975–1994 1989Δ31 =
+∞∫
−∞
u⊥3 (s)uT4 (s)D2f0
(
γ (s)
)
u4(s) ds
=
+∞∫
−∞
(−r˙ , r,0,0,−r¨ , r˙) col(0,2r˙2,0,0,0,0)ds = π
4
.
In (5.5) and (5.6) we need to compute PssA1. By (4.10),
A1(t) = K(I −Q)uT4 (s)D2f0
(
γ (s)
)
u4(s)
= K(I −Q) col(0,2r˙2,0,0,0,0)
= K col(0,2r˙2,0,0,0,0)
=
{
A+1 (t), for t  0,
A−1 (t), for t < 0,
(5.7)
where
A+1 (t) = U(t)
[ t∫
0
PssU
−1(s) col
(
0,2r˙2,0,0,0,0
)
ds
−
+∞∫
t
PuuU
−1(s) col
(
0,2r˙2,0,0,0,0
)
ds
]
= U(t)
[ t∫
0
(
0,0,0, uT4 , u
T
5 , u
T
6
)
col
(
0,2r˙2,0,0,0,0
)
ds
−
+∞∫
t
(
uT1 , u
T
2 , u
T
3 ,0,0,0
)
col
(
0,2r˙2,0,0,0,0
)
ds
]
= U(t)
[
col
(
0,0,0,−2
t∫
0
Φrr˙2 ds,0,0
)
− col
(
2
+∞∫
t
r r˙2 ds,2
+∞∫
t
r r˙2 ds,2
+∞∫
t
r r˙2 ds,0,0,0
)]
= col
(
−2r
(
Φ
+∞∫
t
r r˙2 ds +
t∫
0
Φrr˙2
)
,−2
(
(Φr)·
+∞∫
t
r r˙2 ds + r˙
t∫
0
Φrr˙2
)
,
−4Φr
+∞∫
rr˙2 ds,−4(Φr)·
+∞∫
rr˙2 ds,0,0
)
,t t
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[ t∫
0
PssU
−1(s) col
(
0,2r˙2,0,0,0,0
)
ds
+
t∫
−∞
PuuU
−1(s) col
(
0,2r˙2,0,0,0,0
)]
ds
= U(t)
[ t∫
0
(
0,0,0, uT4 , u
T
5 , u
T
6
)
col
(
0,2r˙2,0,0,0,0
)
ds
+
t∫
−∞
(
uT1 , u
T
2 , u
T
3 ,0,0,0
)
col
(
0,2r˙2,0,0,0,0
)]
ds
= col
(
2r
(
Φ
t∫
−∞
rr˙2 ds −
t∫
0
Φrr˙2
)
,2
(
(Φr)·
t∫
−∞
rr˙2 ds − r˙
t∫
0
Φrr˙2
)
,
4Φr
t∫
−∞
rr˙2 ds,4(Φr)·
t∫
−∞
rr˙2 ds,0,0
)
.
We can calculate directly that ‖u4‖2 = ‖u5‖2 =
∫ +∞
−∞ (r(t)
2 + r˙(t)2) dt = 8/3. Noting that
Pss is a projection to the subspace span{u4, u5, u6}, from (5.7) we get
PssA1 =
{
a1u4 + b1u5, for t  0,
a2u4 + b2u5, for t < 0, (5.8)
where
a1(t) := u4A
+
1
2‖u4‖2 = −
3
8
{(
r2Φ + r˙(Φr)·)
+∞∫
t
r r˙2 ds + (r2 + r˙2)
t∫
0
Φrr˙2
}
,
b1(t) := u5A
+
1
2‖u5‖2 = −
3
4
(
r2Φ + r˙(Φr)·)
+∞∫
t
r r˙2 ds,
a2(t) := u4A
−
1
2‖u4‖2 =
3
8
{(
r2Φ + r˙(Φr)·)
t∫
−∞
rr˙2 ds + (r2 + r˙2)
t∫
0
Φrr˙2
}
,
b2(t) := u5A
−
1
2‖u5‖2 =
3
4
(
r2Φ + r˙(Φr)·)
t∫
−∞
rr˙2 ds.
As shown in Appendix A, the integrals in the expressions of a1, a2, b1, b2 can be calculated by
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t
r r˙2 ds = π
8
− 1
4
arctan et + sh t (2 − ch
2 t)
8 ch4 t
, (5.9)
t∫
−∞
rr˙2 ds = −π
8
+ 1
4
arctan et − sh t (2 − ch
2 t)
8 ch4 t
, (5.10)
t∫
0
Φrr˙2 ds = 3
8
− 2 + th
2 t
6 ch t
− 1 + 3t th t
24 ch3 t
+ 1
8
t∫
0
s
ch3 s
ds. (5.11)
Thus,
+∞∫
0
b1(t) ds +
0∫
−∞
b2(t) dt
= 3
16
+∞∫
−∞
t − th t + t th2 t
ch2 t
{
−π
4
+ 1
2
arctan et − sh t (2 − ch
2 t)
4 ch4 t
}
dt
= 3
32
+∞∫
−∞
t − th t + t th2 t
ch2 t
arctan et dt − 3
64
+∞∫
−∞
(t − th t + t th2 t) sh t (2 − ch2 t)
ch6 t
dt
= 1
8
+∞∫
−∞
t arctan et
ch2 t
dt + 1
480
+∞∫
−∞
1
ch3 t
dt − 3
280
+∞∫
−∞
1
ch5 t
dt
= 1
8
J1 − π336 ≈ −
π
336
, (5.12)
where J1 :=
∫ +∞
−∞ t arctan e
tch−2 t dt ≈ 0 by numerical computation. Therefore, from (5.5) and
(5.8) we obtain
θ21
(
μ∗11, μ˜, g˜
)= 4
π
μ∗11
3∑

=1
3∑
m=2
{ +∞∫
0
u⊥2 N
m(a1u4 + b1u5) ds
+
0∫
−∞
u⊥2 N
m(a2u4 + b2u5) ds
}
μ
m + o(1), (5.13)
where by the definition of N
m and (5.12) we have
+∞∫
a1u
⊥
2 N
mu4 ds =
0∫
a2u
⊥
2 N
mu4 ds = 00 −∞
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 = 1,2,3, m = 2,3,
+∞∫
0
b1u
⊥
2 N
mu5 ds +
0∫
−∞
b2u
⊥
2 N
mu5 ds = 0,
for 
 = 1,3, m = 2,3 and 
 = 2, m = 3, and
+∞∫
0
b1u
⊥
2 N22u5 ds +
0∫
−∞
b2u
⊥
2 N22u5 ds =
+∞∫
0
b1(s) ds +
0∫
−∞
b2(s) ds ≈ − π336 .
Thus from (5.13) we get
θ21
(
μ∗11, μ˜, g˜
)= − 1
84
μ∗11μ22 + o(1). (5.14)
Similarly, from (5.6) we compute
θ31
(
μ∗11, μ˜, g˜
)= − 4
π
μ∗11
( +∞∫
0
b1(s) ds +
0∫
−∞
b2(s) ds
)
μ32 + o(1)
= 1
84
μ∗11μ32 + o(1). (5.15)
From (3.2), (5.14) and (5.15) we obtain the first approximate of Γ1, i.e.,
Γ1 =
{
g ∈A0: μ21 = − 184μ
∗
11μ22 + o(1), μ31 =
1
84
μ∗11μ32 + o(1)
}
. (5.16)
Note that by (3.5) and (4.13) the number μ∗11 can be chosen arbitrarily as a sufficiently small
nonzero real constant.
The first approximates of Γ2 and Γ3 can be computed similarly.
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Appendix A. Calculation of integrals
Formula (5.9) is obtained by computing
∞∫
rr˙2 ds =
∞∫ 8(es − e−s)2
(es + e−s)5 ds =
∞∫
sh2 s
ch5 s
dst t t
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4 ch4 t
+ 2
∞∫
et
x2
(x2 + 1)3 dx
= sh t
4 ch4 t
+ ch t − sh t
8 ch2 t
+ 1
2
∞∫
et
1
(x2 + 1)2 dx
= sh t
4 ch4 t
+ ch t − sh t
8 ch2 t
+ π
8
− 1
8 ch t
− 1
4
arctan et
= π
8
− 1
4
arctan et + sh t (2 − ch
2 t)
8 ch4 t
.
We see (5.10) because
t∫
−∞
rr˙2 ds =
t∫
−∞
8(es − e−s)2
(es + e−s)5 ds =
t∫
−∞
sh2 s
ch5 s
ds
= − sh t
4 ch4 t
+ 2
et∫
0
x2
(x2 + 1)3 dx
= − sh t
4 ch4 t
− ch t − sh t
8 ch2 t
+ 1
2
et∫
0
1
(x2 + 1)2 dx
= −π
8
+ 1
4
arctan et − sh t (2 − ch
2 t)
8 ch4 t
.
Furthermore,
t∫
0
Φrr˙2 ds =
t∫
0
1
8
(
e2s − e−2s + 4s) · 2
es + e−s ·
4(es − e−s)2
(es + e−s)4 ds
= 1
2
t∫
0
sh3 s
ch4 s
ds + 1
2
t∫
0
s · sh2 s
ch5 s
ds
= − th
2 t
6 ch t
+ 1
3
t∫
0
1
ch2s
d ch s − t · th t
8 ch3 t
+ 1
8
t∫
0
s
ch3 s
ds + 1
8
t∫
0
sh s
ch4s
ds
= − th
2 t
6 ch t
− 1
3
(
1
ch t
− 1
)
− t · th t
8 ch3 t
+ 1
8
t∫
s
ch3 s
ds − 1
24
(
1
ch3 t
− 1
)
0
1994 C. Zhu, W. Zhang / J. Differential Equations 245 (2008) 1975–1994= 3
8
− 2 + th
2 t
6 ch t
− 1 + 3t · th t
24 ch3 t
+ 1
8
t∫
0
s
ch3 s
ds,
where
∫ t
0 s/ch
3 s ds is difficult to compute further without numerical methods. Thus we obtain
(5.11).
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