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This paper seeks to derive the modified KdV (mKdV) equation using a novel approach
from systems generated from abstract Lagrangians possessing a two-parameter sym-
metry group. The method utilises a modified modulation approach, which results in
the mKdV emerging with coefficients related to the conservation laws possessed by
the original Lagrangian system. Alongside this, an adaptation of the method of Ku-
ramoto is developed, providing a simpler mechanism to determine the coefficients of
the nonlinear term. The theory is illustrated using two examples of physical interest,
one in stratified hydrodynamics and another using a coupled Nonlinear Schro¨dinger
model, to illustrate how the criterion for the mKdV equation to emerge may be
assessed and its coefficients generated.
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Multiphase Modulation and the mKdV Equation
Interacting nonlinear waves of two or more phases are a rich source of insta-
bility, which lead to the development of defects which then evolve over time to
form further coherent structures, such as solitary pulses or nonlinear periodic
forms. We present here one way in which the evolution of these defects can
be modelled, by using the method of modulation to derive nonlinear partial
differential equations which govern their evolution. In particular, we extend
previous studies in this context to show that one may obtain a modified KdV
(mKdV) equation, whose coefficients come from derivatives of the conservation
of wave action associated with the original wavetrain. To help illustrate how this
approach can be applied in practice, we study two physically relevant systems,
a stratified shallow water system and a coupled Nonlinear Schro¨dinger model,
in order to show how the conditions for the mKdV equation to emerge can be
found and the relevant coefficients calculated.
I. INTRODUCTION
The discussion of this paper centres around the modified Korteweg - de Vries (mKdV)
equation, defined as
a0qT + a1q
2qX + a2qXXX = 0 , (1)
for some unknown function q(X, T ) and coefficients ai. This equation arises as a nonlin-
ear reduction across various systems of interest, such as in interfacial flows10,15,16, plasma
physics19,21,26,39 and thin ocean jets11,28. Moreover, it possesses several interesting solution
families such as solitary waves, rational solutions and breathers that make this equation
desirable to study43. The interest of this paper is not in the solutions to this system, how-
ever, it is in using a new approach to derive (1) from systems generated from a Lagrangian
density with two symmetries. Moreover, another aim of the paper is to show a connection
between the coefficients of the mKdV equation and the conservation laws that the original
Lagrangian system possesses.
The approach used to obtain the mKdV in this paper will be phase modulation. The roots
of this approach are based in the works of Whitham40,41, who for single phased wavetrains
derived the celebrated Whitham equations. The theory starts by considering the abstract
2
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Lagrangian
L (U, Ux, Ut) =
∫∫
L(U, Ux, Ut) dx dt ,
for state vector U(x, t) ∈ Rn and Lagrangian density L. One then assumes a periodic
wavetrain solution to the associated Euler-Lagrange equations of the form
U = Uˆ(kx+ ωt) ≡ Uˆ(θ; k, ω), Uˆ(θ + 2pi) = Uˆ(θ) ,
exists, and so the Lagrangian averaged over one period becomes
L (k, ω) =
∫∫
L(U, kUθ, ωUθ) dθ .
The strategy is to then assume the phase, wavenumber and frequency are all slowly varying
functions, so that k = θX and ω = θT for slow variables X = εx, T = εt. Then by taking
variations of the averaged Lagrangian with respect to θ, one obtains
(Lω(k, ω))T + (Lk(k, ω))X ≡ A(k, ω)T +B(k, ω)X = 0 .
This coupled with the consistency condition kT = ωX , form the Whitham modulation equa-
tions, a set of dispersionless nonlinear partial differential equations (PDEs). It transpires
that the functions A and B are the components of the conservation of wave action the
Lagrangian possesses evaluated on the wavetrain solution Uˆ . The Whitham modulation
equations have since been obtained from a broader class of solutions known as relative equi-
libria, which are solutions that are steady relative to the orbit of some group action7. This
generalises the modulation of periodic waves, allowing one to consider a larger number of
problems. It is for this reason that the modulation of relative equilibria forms the focus of
the paper.
These ideas can be extended to wavetrains with multiple phases to recover similar
results1,33. One may repeat the above procedure, but instead consider the two-phased
doubly periodic wavetrain (and in general, two-phased relative equilibrium)
U = Uˆ(θ;k,ω) , Uˆ(θ1 + 2pi, θ2) = Uˆ(θ) = Uˆ(θ1, θ2 + 2pi) ,
θ =
θ1
θ2
 =
k1x+ ω1t
k2x+ ω2t
 , k =
k1
k2
 , ω
ω1
ω2
 .
By assuming each phase is slowly varying again, so that k = θX and ω = θT , variations of
the θ-averaged Lagrangian lead to the vector Whitham modulation equations:
A(k,ω)T +B(k,ω)X = 0 , kT = ωX .
3
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In this case, A and B are vector valued, and their components form the conservation of wave
action associated with each phase.
An interesting avenue of research has focussed on the case where the Whitham equations
are degenerate. This corresponds to the emergence of a zero characteristic in its lineari-
sation. For the scalar Whitham equation, this zero characteristic emerges at points where
Bk(k0, ω0) ≡ Bk = 0 for fixed wavenumber and frequency k0, ω0. At such points it has been
shown that a more general modulation approach is required. This has been developed by
Bridges
6, and was in part inspired by the work of Doelman et. al.12. The idea is to
construct a modulation ansatz, which takes the relative equilibrium solution and perturbs
each of its independent variables:
U = Uˆ
(
θ + εφ(X, T ), k + ε2q(X, T ), ω + ε4Ω(X, T )
)
+ ε3W (θ,X, T ) ,
where q = φX , Ω = φT and W is a remainder term, which is required since Uˆ is no longer
an exact solution. The slow variables are rescaled as X = εx, T = ε3t in light of the zero
characteristic. This guess at a solution is then substituted into the Euler-Lagrange equations
associated with the abstract Lagrangian. By undertaking the resulting asymptotic analysis,
dispersion arises from the modulation and leads to the emergence of the Korteweg- de Vries
(KdV) equation:
(Ak + Bω)qT + BkkqqX + K qXXX = 0 . (2)
It is apparent that the majority of the coefficients are related to the conservation laws A
and B, and the dispersive coefficient K can be obtained from a Jordan chain analysis.
The benefits of the above modulation approach are two-fold. Firstly, since the Lagrangian
considered is abstract, the calculations for the reduction need only be done once in order
to apply to any Lagrangian where the required criterion can be met. This means that
the results that emerge have the potential to be widely applicable across many areas of
physics. Secondly, the majority of the coefficients in the nonlinear PDE obtained from
the modulation approach are related to derivatives of the conservation laws. These can be
determined a priori to the modulation, and the calculation of the necessary derivatives is
typically elementary. This is the primary reason that a version of this method is adopted
within this paper, so that these benefits may also apply to the results presented within this
work.
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Along with the degeneracy of the Whitham equations, the KdV equation (2) may also
degenerate, occuring when one of (or combinations of) its coefficients vanish. A similar
set of generalised modulation approaches show that in such scenarios other well known
nonlinear PDEs emerge from the analysis29,31,32. The last of these shows that in cases where
Bk = Bkk = 0 the analysis admits the mKdV equation in the form
(Ak + Bω)qT +
1
2
Bkkkq
2qX + K qXXX = 0 . (3)
Once again the conservation laws are related to the majority of its coefficients, albeit a
higher derivative is now present as the coefficient of the new nonlinear term. The principle
aim of this paper will be to generalise this single phase result to the case of two phases in a
way that can also be extended to arbitrarily many.
The modulation of multiple phases in the presence of zero characteristics has very recently
been developed. In the case of the vector Whitham equations, the emergence of a zero
characteristic may be shown to occur precisely when
det
[
DkB(k0,ω0)
]
≡ det
[
DkB
]
= 0 , (4)
where D denotes the directional derivative with respect to the subscripted argument and the
bold notation denotes evaluation at the constant vectors k0,ω0. This generalises the single
phase condition naturally and allows one to define the eigenvector ζ with the property
DkBζ = 0 .
To abridge the single phase approach one constructs the modulation ansatz
U = Uˆ
(
θ + εζφ(X, T ),k + ε2ζU(X, T ),ω + ε4ζΩ(X, T )
)
+ ε3W (θ, X, T ) , (5)
where U = φX , Ω = φT and the slow variables are again scaled as X = εx, T = ε
3t. Upon
substitution of this expression into the Euler-Lagrange equations, one is able to show that
when the above condition holds a vector KdV-like equation emerges from the analysis:
(DkAk +DωB)ζUT +D
2
k
B(ζ, ζ)UUX +KUXXX +DkBαXX = 0
for unknown function U(X, T ) and arbitrary vector-valued function α(X, T ) required to
ensure the analysis results in nontrivial U30. This can be turned into the scalar KdV equation
5
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by multiplying on the left by ζ, which removes the α term and gives the KdV equation
ζT (DkAk +DωB)ζUT + ζ
TD2
k
B(ζ, ζ)UUX
+ ζTKUXXX = 0 . (6)
Once again, there is a connection between the conservation laws evaluated along the solution
and the coefficients of the resulting KdV. This paper is concerned with one of the cases that
lead to the above KdV being degenerate, which will be when the coefficient of the nonlinear
term vanishes and so
ζD2
k
B(ζ, ζ) = 0 . (7)
The results of the studies for single phase modulation would suggest that the analysis in
this case would lead to the mKdV, and the main result of this paper confirms this. It
will be shown that the modulation approach in light of the conditions (4) and (7) holding
simultaneously leads to the emergence of an mKdV equation of the form
ζT (DkAk + DωB)ζVT +
1
2
ζT
(
D2
k
B(ζ, ζ, ζ) − 3D2
k
B(ζ, δ)
)
V 2VX + ζ
TKVXXX = 0 , (8)
for unknown function V (X, T ) and the vector δ satisfies
DkBδ = D
2
k
B(ζ, ζ) .
The similarities between (8) and (3) are quite clear, although the generalisation is not entirely
trivial due to the presence of the δ term. The modulation analysis presented in this paper
will emphasise the role of this vector and how it arises in the theory.
In order to justify the new form of the nonlinear coefficient, and another key contri-
bution of this paper, we develop a method to determine the nonlinear coefficient of the
resulting modulation equation without the need to undertake the modulation analysis. This
is achieved by adapting the method of Kuramoto used in the modulation of single phase
wavetrains23 to multiple phases. The essence of the method is that the coefficients of the
nonlinearity arise from Taylor expansions of the Whitham equations, and the idea for the
multiphase case is no different. This extension is somewhat natural, with one instead deal-
ing with the derivatives of tensors instead of scalars, meaning that the results are somewhat
identical. The calculations involved are somewhat easier than those resulting from the mod-
ulation analysis, however the two are shown to be in agreement. Overall, this development
6
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provides an easier avenue to generate the coefficients of the nonlinear terms obtained from the
modulation approach. This extended method of Kuramoto, although developed to validate
the mKdV derived here, can be used to obtain coefficients across several other modulation
analyses.
To demonstrate how the result of this paper may be applied, we illustrate two examples
of how the mKdV equation may arise from two physically relevant systems. The first is
by using a stratified shallow water system, where the mKdV equation is shown to emerge
from flows of finite speed providing the relevant criteria are met. This is also a step forward
from the literature, where the mKdV is typically derived for flows of zero velocity14,15,22.
The other example considered in this paper is a pair of coupled Nonlinear Schro¨dinger
(NLS) equations, where it will be shown that the mKdV equation may be obtained via the
modulation of plane waves. This is the first such reduction from the coupled NLS system
to the scalar mKdV that the author is aware of, and so the theory presented in this paper
leads to the emergence of the mKdV equation in new contexts.
The structure of this paper is as follows. In §II the relevant abstract setup for the theory
is developed. Within this, properties of the relative equilibrium solution, the structure of
the conservation laws and the relevant Jordan chain theory are discussed. This is followed
by the extension of the method of Kuramoto to multiphase modulation in §III, showing how
the coefficients of nonlinear terms can be obtained by considering Taylor expansions of the
fully nonlinear Whitham equations. The modulation analysis leading to the mKdV equation
is presented in §IV, demonstrating how the two conditions (4), (7) result in the equation
(8) emerging. Examples of how the theory applies to problems of interest are given in §V
and VI, demonstrating how the mKdV equation arises from both stratified shallow water
hydrodynamics and a coupled Nonlinear Schro¨dinger model. Concluding remarks are given
at the end of the paper.
II. ABSTRACT SETUP
The starting point for the theory of this paper is the class of problems generated by a
Lagrangian density. In particular, we make the assumption that this density is in multi-
symplectic form. The process of transforming a Lagrangian into multisymplectic form is
essentially a sequence of Legendre transformations, which are documented in detail in an-
7
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other work29, and so this is not recounted here. Instead, we state that the multisymplectic
Lagrangian takes the form
L =
∫∫ (
1
2
〈Z,MZt〉+
1
2
〈Z,JZx〉 − S(Z)
)
dx dt , (9)
for state vector Z ∈ Rn, 〈·, ·〉 denotes the standard inner product on Rn, M, J are con-
stant skew-symmetric matrices and S denotes some Hamiltonian function which is generated
through the Legendre transformations. The Euler-Lagrange equations for the system are ob-
tained by taking the first variation of the Lagrangian density, which for the multisymplectic
Lagrangian above gives
MZt + JZx = ∇S(Z) . (10)
This system will be one of the main constructs discussed in this paper, as it will be solutions
to this equation that are modulated and the mKdV will be obtained as a reduction to this
system.
The methodology of this paper proceeds under the assumption that the system (10) pos-
sesses a two phased relative equilibrium solution. Relative equilibria are solutions associated
with a continuous symmetry which move along the orbit of the group. Such solutions can
be thought of as the generalisation of wavetrains with two phases, which themselves are
solutions associated with the invariance of phase translations. These solutions are of the
form
Z(x, t) = Ẑ(θ1, θ2, k1, k2, ω1, ω2) ≡ Ẑ(θ,k,ω) ,
θ =
θ1
θ2
 ,k =
k1
k2
 , ω =
ω1
ω2
 . (11)
The wavenumbers ki and frequencies ωi are taken to be constant in these solutions. Substi-
tution of this expression into (10) generates the PDE
2∑
i=1
(
ωiM+ kiJ
)
Ẑθi = ∇S(Ẑ) . (12)
The linearisation of the above PDE arises frequently within the modulation analysis,
which allows one to define the associated linear operator L as
LV = D2S(Ẑ)−
2∑
i=1
(
ωiM+ kiJ
)
Vθi .
8
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In particular, the operator L is self adjoint under the θ-averaging inner product
〈〈U, V 〉〉 =
1
4pi2
∫ 2pi
0
∫ 2pi
0
〈U, V 〉 dθ1 dθ2 ∀ U, V ∈ R
n .
For symmetries that are affine (such as the first example of this paper) the averaging is
dropped and this becomes the standard inner product on Rn. By differentiating (12) with
respect to each of the parameters θi, ki and ωi, one is able to obtain the following results:
LẐθi = 0, (13a)
LẐki = JẐθi, (13b)
LẐωi =MẐθi. (13c)
The first of these equations highlights that each of the Ẑθi lie within the kernal of L. An
assumption made in this paper is that this kernel is no larger. This means that the solvability
requirement for inhomogenous problems takes the form
LF = G is only solvable when 〈〈Ẑθi , G〉〉 = 0 , i = 1, 2 , (14)
The remaining two equations, (13b) and (13c), highlight that Jordan chains arise involving
L. Of these, only the one involving the matrix J is important in this paper and the theory
for such chains is reviewed in §II B. This chain will ultimately be the mechanism for which
dispersion enters the phase dynamics.
A. Symmetries and conservation laws
One benefit of putting the Lagrangian in the form (9) is that an explicit connection
between the system’s conservation laws and the structure of the Euler-Lagrange equations
can be made. This is through the symplectic structures M and J, which appear in both the
Euler-Lagrange equations and the conservation laws. By appealing to Noether theory for
multisymplectic Lagrangians8,17 in the case of two symmetries, the conservation laws may
be found as
A(x, t) =
1
2
〈〈Z,MZs1〉〉
〈〈Z,MZs2〉〉
 , B(x, t) = 1
2
〈〈Z,JZs1〉〉
〈〈Z,JZs2〉〉

where si parameterise each of the symmetries associated with the solution. In the case of
relative equilibria considered in this paper, we simply have that si = θi. The affine case
9
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is almost identical but without the factors of 1
2
. One is able to evaluate these along the
solution Ẑ to obtain the vectors
A(k,ω) =
A1
A2
 := 1
2
〈〈MẐθ1, Ẑ〉〉
〈〈MẐθ2, Ẑ〉〉
 ,
B(k,ω) =
B1
B2
 := 1
2
〈〈JẐθ1, Ẑ〉〉
〈〈JẐθ2, Ẑ〉〉
 .
These expressions in the periodic case can also be obtained through the k and ω derivatives
of the Lagrangian (9) averaged over the two-phase solution:
L (k,ω) =
1
4pi2
∫ 2pi
0
∫ 2pi
0
[
1
2
2∑
j=1
[
〈Ẑ, ωjMẐθj + kjJẐθj〉
]
− S(Ẑ)
]
dθ1dθ2 .
By the definitions of these conservation laws, one is able to obtain the following tensors
of derivatives:
DkA =
∂k1A1 ∂k2A1
∂k1A2 ∂k2A2
 = DωBT ,
DωA =
∂ω1A1 ∂ω2A1
∂ω1A2 ∂ω2A2
 , DkB =
∂k1B1 ∂k2B1
∂k1B2 ∂k2B2
 ,
D2
k
B =
 ∂k1k1B1 ∂k2k1B1
∂k1k1B2 ∂k2k1B2
∂k1k2B1 ∂k2k2B1
∂k1k2B2 ∂k2k2B2
 .
The entries of these tensors are related to the solution Ẑ by
∂kjAi = 〈〈MẐθi, Ẑkj〉〉, (15a)
∂ωjAi = 〈〈MẐθi, Ẑωj〉〉, (15b)
∂kjBi = 〈〈JẐθi, Ẑkj〉〉, (15c)
∂kjkmBi = 〈〈JẐθikm, Ẑkj〉〉+ 〈〈JẐθi, Ẑkjkm〉〉. (15d)
We note that
∂kiBj = 〈〈JẐθj , Ẑki〉〉 = 〈〈LẐkj , Ẑki〉〉 = 〈〈Ẑkj ,LẐki〉〉 = 〈〈Ẑkj ,JẐθi〉〉 = ∂kjBi (16)
along with
∂kjAi = 〈〈MẐθi, Ẑki〉〉 = 〈〈Ẑωi,JẐkj〉〉 = ∂ωiBj .
10
Multiphase Modulation and the mKdV Equation
The notion of criticality plays a fundamental role in the modulation approach, as it is the
mechanism that leads to the emergence of nonlinear dynamics. In the context of this paper,
we define that a conservation law is critical if it’s Jacobian with respect to either k or ω
has a zero determinant. Criticality in this sense then holds along surfaces in (k, ω)-space,
and the modulation equations that emerge from this theory are valid along such curves or
sufficiently close to them. The primary criticality this paper is concerned with arises when
det
[
DkB
]
= 0 , (17)
which corresponds to the emergence of a zero characteristic from the Whitham equations ob-
tained from the Lagrangian29,32. It also facilitates the definition of the eigenvector associated
with this zero eigenvalue, denoted as ζ, so that
DkBζ = 0 . (18)
Throughout the paper the zero eigenvalue is assumed to be simple, so that there is only
one such kernel element, although the theory may be abridged when this is not true. There
is a link between the condition (17) and the emergence of dispersion from the modulation
approach, which is discussed in §II B. Interestingly, this condition also arises across the
literature as a stability boundary5,9,25, and so the emergence of nonlinear PDEs has an
interesting connection to the stability of the system.
This paper extends the notion of criticality further by considering the case where the
second directional derivative of B vanishes in the direction of ζ, meaning that
ζTDkB(ζ, ζ) = 0 . (19)
This is precisely when the nonlinear term in the KdV given in (6) vanishes, which would
imply that the modulation approach needs to be altered in such cases. This rescaling is
undertaken in §IV. The condition (19) also arises as the condition that the system
DkBδ = DkB(ζ, ζ) ,
is solvable, since ζ lies in the kernel of DkB. This will be how the additional vector δ enters
into the modulation analysis leading to the additional term in (8). The precise details of
this will be revisited in §IV.
11
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B. Review of the jordan chain theory for multiple phases
The other construct arising from the modulation approach is a Jordan chain analysis,
as suggested by the results (13b) and (13c). We review the relevant Jordan chain theory
generated by the former, since this will be the mechanism that leads to the emergence of
dispersion from the phase dynamics.
We can see from (13a) and (13b) that we begin to form two Jordan chains with the
structure
Lξ1 = 0, Lξi = Jξi−1, i > 1.
The two chains are started with the θ derivatives and are followed by the respective k
derivative. We denote these in the following way:
ξ1 = Ẑθ1 , ξ2 = Ẑk1 , ξ3 = Ẑθ2 , ξ4 = Ẑk2 ,
so that the first two form the first chain, and the latter two the second. However, these
chains will coalesce to allow the modulation analysis to continue. Consider the equation
Lξ5 =
2∑
i=1
ζiJẐki . (20)
Assessing the solvability of the above generates the system〈〈Ẑθ1,JẐk1〉〉 〈〈Ẑθ1,JẐk2〉〉
〈〈Ẑθ2,JẐk1〉〉 〈〈Ẑθ2,JẐk2〉〉
ζ1
ζ2

≡ −
∂k1B1 ∂k2B1
∂k1B2 ∂k2B2
 ζ ≡ −DkBζ = 0 . (21)
Therefore, if DkB has a zero eigenvalue with eigenvector ζ, then the above system (20) is
solvable. This also requires that (17) holds so that the matrix possesses a zero eigenvalue.
In such cases, one is able to define
Lξ5 =
2∑
i=1
ζiJẐki.
The system (21) has another eigenvalue given by the trace of DkB, which results in the
eigenvalue problem
DkB
 ζ2
−ζ1
 = (∂k1B1 + ∂k2B2)
 ζ2
−ζ1
 . (22)
12
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A consequence of the above is that the equation
LF = ζ2JẐk1 − ζ1JẐk2 ,
is no longer solvable, as the zero eigenvalue is assumed simple.
Because the zero eigenvalue of L is even, the existence of ξ5 guarantees the existence of
ξ6 with
Lξ6 = Jξ5 . (23)
In particular, the fact that this system is solvable gives that
0 = 〈〈Ẑθi,Jξ5〉〉 = −
2∑
j=1
ζj〈〈Ẑki,JẐkj〉〉 ,
∴ 〈〈Ẑki,JẐkj〉〉 = 0 , i, j = 1, 2 .
(24)
and the assumption in this paper will be that this chain is no longer. As a consequence, the
system
Lξ7 = Jξ6 ,
is not solvable, which means that
K =
K1
K2
 := −
〈〈Ẑθi,Jξ6〉〉
〈〈Ẑθ2 ,Jξ6〉〉
 6= 0 . (25)
This vector forms the dispersive component in the mKdV derived here, and will arise directly
from the phase dynamics.
III. METHOD OF KURAMOTO IN MULTIPHASE MODULATION
The calculations arising from the modulation in the context of this paper will generate
several involved calculations, and so the question arises as to how accurate these results
might be. In order to confirm these, as well as present an alternate ad-hoc way for which
these can be obtained, we abridge a technique for obtaining nonlinear coefficients from the
modulation single phase wavetrains in order to use it for the analysis presented in this paper.
The method of Kuramoto provides a useful tool when discussing the coefficients of nonlin-
earities in phase dynamics18,23. The technique was originally developed in non-conservative
single phase modulation, illustrating how one may deduce the coefficients of nonlinear terms
13
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in the reduced equation without requiring further modulation. Inspired by this technique,
one is able to modify the approach slightly for the case of tensors. The principle remains
the same, and these modifications are detailed below.
Consider the fully nonlinear multiphase Whitham equations:
A(K,Ω)T +B(K,Ω)X = 0 , (26)
where K, Ω are the slowly varying wavenumber and frequency which are functions of X, T
whose scales at this stage are X = εx, T = εt. Consider now an expansion of the slowly
varying wavenumber of the form
K = k +
∞∑
i=1
εn
n!
Un(X, T )χn ,
for k, χn some fixed vectors, U some slowly varying function and ε≪ 1. For simplicity we
also fix Ω as some constant vector. The scale of the slow variable X will remain the same,
but the scaling of T will depend on the dispersive term present, which is not discussed here.
Substituting the above into the function B in (26) initially and Taylor expanding about
ε = 0 morphs the B term as
B(K,Ω)X =
(
εDkBχ1U+
1
2
ε2U2
(
DkBχ2+D
2
k
B(χ1,χ1)
)
+
1
6
ε3U3
(
DkBχ3+3D
2
k
B(χ1,χ2)+D
3
k
B(χ1,χ1,χ1)
))
X
+O(ε4) .
This expansion may be continued up to the order desired, depending on which terms are
nonvanishing. The key idea of the method is to then consider which term in the largest set
of brackets is the leading order term. For most cases this is the first term and the analysis
becomes that of the linear Whitham equations33, however in cases where
det
[
DkB
]
= 0 ,
then this term vanishes whenever χ1 = ζ, which will be used throughout the remainder of
this discussion.
The next term in this bracket then becomes important. If χ2 is zero then what one would
obtain is precisely the quadratic nonlinearity term obtained in the derivation of the KdV
equation and the two-way Boussinesq equation via the modulation of multiple phases29,33.
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There are however scenarios in which the projection of the nonlinearity vanishes along with
the first term, meaning
ζTDkB(ζ, ζ) = 0 .
This would imply that the quadratic nonlinearity of the scalar phase equations vanishes,
and so a rescaling should occur to replace it. This condition implies that the system
DkBχ2 +D
2
k
B(ζ, ζ) = 0 ,
may be solved. For the purposes of this paper we do so by setting χ2 = −δ so that
DkBδ = D
2
k
B(ζ, ζ) .
The cubic terms are then the most dominant nonlinear term arising in the expansion, and
so for χ3 chosen to be zero (since this will be the highest order considered) the dominant
term of the expansion is
B(K,Ω)X =
1
2
(
D3
k
B(ζ, ζ, ζ)− 3D2
k
B(δ, ζ)
)
U2UX +O(ε
4) . (27)
The analysis presented in this paper will show that this is precisely the cubic term one obtains
from the modulation approach. Thus, this method allows one to obtain the necessary term
for the nonlinearity without having to undertake the modulation. This is expected to be
true for higher nonlinearities (such as U3UX), and when Ω is not fixed for nonlinearities of
a mixed type (such as UUT , UXUXT ), although for this latter case one must also consider
an expansion of A.
IV. SUMMARY OF THE MODULATION REDUCTION
We now present the detail of the modulation leading to (1). In order to achieve this, we
will use the ansatz
Z = Ẑ
(
θ+ζU(X, T ; ε)−εΦ(X, T, ε),k+εζUX−ε
2ΦX ,ω+ε
3ζUT+ε
4ΦT
)
+ε2W (θ+ζU,X, T ; ε) ,
(28)
with
Φ = δP (X, T ; ε) + εα(X, T ; ε) .
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The function P has the property
PX =
1
2
(UX)
2 ,
and ζ, δ satisfy the equations
DkBζ = 0 , D
2
k
B(ζ, ζ) = DkBδ . (29)
In order for the above systems to be solvable, we require the conditions that
det
[
DkB
]
= 0 , ζTD2
k
B(ζ, ζ) = 0 .
The function α is considered arbitrary and used to motivate the final projection from a
vector system to a scalar PDE. Only the leading order terms are needed of many of the
slowly varying functions appearing above, aside from W , which is expanded as a series:
W =
∞∑
i=1
εnWn(θ + ζU,X, T ) ,
so that parts of the remainder term appear at each relevant order. We note its dependence
on θ+ζU is due to the fact that the anstaz (28) has leading order dependence on U as well.
The advantage of incorporating these results in advance is three-fold - the first is that
there is now only one important unknown function in the analysis, U , that will generate
the emergent nonlinear PDE. The other, α will be used to ensure the final matrix system is
nontrivial and motivate the projection. Secondly is that by assuming the relevant conditions
are met, the solvability condition at all orders apart from the last will happen automatically.
Finally, the addition of these terms within the ansatz itself, rather than in W , lends itself
to the cancellation of several unimportant terms due to the form of the ansatz and the
multisymplectic structure.
Below are the step to obtain the modified KdV in this setting, which emerges at fourth
order in ε. Although it emerges at such a low order within the analysis, one can see from
the ansatz (28) that solutions to the mKdV equation have leading order effect on the phase
of the initial wavetrain, so the nonlinear effects are felt at leading order. We substitute the
ansatz (28) into the Euler-Lagrange equations (10), Taylor expand around the ε = 0 state
and solve the system at each power of ε. A summary of this is given below order by order.
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A. Leading order up to second order
The leading order equation recovers the equation of the basic state (12). The next order
gives that
UX
2∑
i=1
ζi
(
LẐki − JẐθi
)
= 0 ,
which is satisfied due to properties of the basic state.
The next order, ignoring terms that cancel due to properties of Ẑ, gives that
LW0 = UXX
2∑
i=1
ζiJẐki .
Applying the solvability condition (14) gives that〈〈Ẑθ1,JẐk1〉〉 〈〈Ẑθ1,JẐk2〉〉
〈〈Ẑθ2,JẐk1〉〉 〈〈Ẑθ2,JẐk2〉〉
 ζ ≡ −DkBζ = 0 . (30)
As det
[
DkB
]
= 0 is assumed, this holds by definition of ζ, and so
W0 = UXXξ5 , Lξ5 =
2∑
i=1
ζiJẐki .
B. Third order
The terms at third order, again ignoring those that cancel, gives
LW1 =UXXXJξ5 + UXUXX
2∑
i=1
[
ζi
(
J(ξ5)θi
− D3S(Ẑ)(Ẑkiξ5)− δiJẐki +
2∑
j=1
ζjJẐkikj
)
− δiJẐki
]
.
Appealing to solvability now, one can note that the UXXX term vanishes as the zero eigen-
value of L is even and so it is solvable. For the last term, we generate the system
〈〈Ẑθ1,∑2i=1 ζi(J(ξ5)θi −D3S(Ẑ)(Ẑkiξ5) +∑2j=1 ζjJẐkikj)〉〉
〈〈Ẑθ2,
∑2
i=1 ζi
(
J(ξ5)θi −D
3S(Ẑ)(Ẑkiξ5) +
∑2
j=1 ζjJẐkikj
)
〉〉
UXUXX
−
〈〈Ẑθ1,JẐk1〉〉 〈〈Ẑθ1,JẐk2〉〉
〈〈Ẑθ2,JẐk1〉〉 〈〈Ẑθ2,JẐk2〉〉
 δUXUXX = 0 ,
=⇒ DkBδ = D
2
k
B(ζ, ζ) . (31)
17
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The full details of how the quadratic nonlinearity generates this term is given in appendix
A. This holds from the definition of δ, and so we may solve the problem at this order with
W1 = UXXXξ6 + UXUXXκ ,
with
Lξ6 = Jξ5
as well as
Lκ =
2∑
i=1
[
ζi
(
J(ξ5)θi − D
3S(Ẑ)(Ẑkiξ5) +
2∑
j=1
ζjJẐkikj
)
− δiJẐki
]
.
C. Fourth Order
With the cancellation of many terms, the equation at this order reads
LW2 =UXT
2∑
i=1
(
MẐki + JẐωi
)
+ UXXXXJξ6 + U
2
XX
(
Jκ−
1
2
D3S(Ẑ)(ξ5, ξ5)
)
+ UXUXXX
(
Jκ+
2∑
i=1
J(ξ6)θi − D
3S(Ẑ)(Ẑki, ξ6)
)
+
2∑
i=1
(αi)XXJẐki
+ U2XUXX
2∑
i=1
[
−
1
2
δi
(
J(ξ5)θi − D
2S(Ẑ)(ξ5, Ẑkj)
)
+ ζi
[
J(κ)θi −D
3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
3
2
δjJẐkikj +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj) +
1
2
D4S(Ẑ)(ξ5, Ẑki, Ẑkj)−
1
2
2∑
m=1
ζmẐkikjkm
)]]
.
(32)
The idea is to now appeal to solvability and determine the tensors on each of the terms
appearing in the above. For the UXT term, this generates
〈〈Ẑθi,MẐkj + JẐωj〉〉 = −∂kjAi − ∂ωjBi ,
and for the UXXXX term, by definition,
〈〈Ẑθi,Jξ6〉〉 = −Ki .
The terms involving αi give
〈〈Ẑθi,JẐkj〉〉 = −∂kjBi ,
18
Multiphase Modulation and the mKdV Equation
as was seen in the computation undertaken in (30). This completes the computation of the
coefficients of the linear terms. The quadratic nonlinearities at this order do not appear in
the final PDE, since one is able to show that their coefficients are zero. This is expected due
to their dissipative nature, and the relevant calculations for this can be found in appendix
B.
At this stage the equation governing solvability reads
− (DkA+DωB)ζUXT + EU
2
XUXX
−KUXXXX − DkBαXX = 0 .
All that remains is to determine the coefficient of the U2XUXX term, the cubic nonlinearity.
This calculation is considerably involved, but is undertaken in appendix C and gives that
E =
1
2
(
3D2
k
B(δ, ζ)− D3
k
B(ζ, ζ, ζ)
)
.
This is in line with the coefficient generated by extending the method of Kuramoto in (27).
With all terms accounted for, the final vector equation is:
(DkA+DωB)ζUXT+
1
2
(
D3
k
B(ζ, ζ, ζ)−3D2
k
B(ζ, δ)
)
U2XUXX+KUXXXX+DkBαXX = 0 .
(33)
Using ζ to project this equation and the introduction of V = UX gives the scalar equation
ζT (DkA + DωB)ζVT +
1
2
ζT
(
D3
k
B(ζ, ζ, ζ)− 3D2
k
B(ζ, δ)
)
V 2VX + ζ
TKVXXX = 0 . (34)
This completes the derivation of the mKdV equation.
V. APPLICATION 1: STRATIFIED SHALLOW WATER
The first example that the theory of this paper is applied to is a stratified shallow water
system. Such a system forms a natural candidate for the theory, as it will be apparent
that it possesses a doubly affine symmetry. This example will demonstrate how the solution
associated with this symmetry, which turns out to be the uniform flow solution in each layer,
can generate the required criticality for the mKdV to emerge. The mKdV has been derived
in such settings in many works14–16,22 for the zero velocity background flow state, and so the
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FIG. 1: A sketch of the system governed by the equations (35).
theory of this paper allows one to take this one stage further to the case of finite background
velocity states.
The shallow water model investigated here is rooted in the model proposed by Baines4,
but is augmented with third order dispersive terms using the work of Donaldson13. This
leads to the set of equations
(ρ1η)t + (ρ1ηu1)x = 0 ,
(ρ2χ)t + (ρ2χu2)x = 0 ,
(ρ1u1)t +
(
ρ1
2
u21 + gρ1η + gρ2χ
)
x
= a11ηxxx + a12χxxx ,
(ρ2u2)t +
(
ρ2
2
u22 + gρ2η + gρ2χ
)
x
= a21ηxxx + a22χxxx .
(35)
In the above ρi, ui denotes the density and velocity of the fluid in layer i, g is acceleration
due to gravity, η denotes the thickness of layer 1, which is taken to be the lower layer and
χ represents the thickness of the upper fluid in layer 2. For stable stratification, we impose
that ρ2 < ρ1, so that r ≡
ρ2
ρ1
< 1. The dispersive constants aij are given by
a11 =σ1 + σ2 −
1
3
ρ1gη
2
0 − ρ2gη0χ0 −
1
2
gχ20,
a12 =a21 = σ2 −
1
6
ρ2gη
2
0 −
1
4
ρ2gη0χ0 −
ρ22
2ρ1
gη0χ0 −
5
12
ρ2gχ
2
0,
a22 =σ2 −
ρ22
2ρ1
gη0χ0 −
1
3
ρ2gχ
2
0 ,
where σi denotes the surface tension constant for each fluid and the zero subscript denotes
the quiescent thickness of the flow. This setup is pictured in figure 1
Under the assumption that the flow is irrotational, one may introduce the velocity po-
tentials φi with the property that
(φi)x = ui ,
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which allows one to then write (35) in potential form by integration of the last two equations
with respect to x:
(ρ1η)t + (ρ1ηu1)x = 0 , (36a)
(ρ2χ)t + (ρ2χu2)x = 0 , (36b)
(ρ1φ1)t +
ρ1
2
φ21 + gρ1η + gρ2χ = R1 + a11ηxx + a12χxx , (36c)
(ρ2φ2)t +
ρ2
2
φ22 + gρ2η + gρ2χ = R2 + a21ηxx + a22χxx . (36d)
This system is generated from the Lagrangian
L =
∫∫
L(φ1, φ2, η, χ, (φ1)x, (φ2)x, ηx, χx) dxdt
=
∫∫ [
ρ1
(
η(φ1)t +
1
2
η(φ1)
2
x +
g
2
η2
)
+
a11
2
η2x + a12ηxχx +
a22
2
χ2x −R1η − R2χ
+ ρ2
(
χ(φ2)t +
1
2
χ(φ2)
2
x + gηχ+
g
2
χ2
)]
dx dt .
The system (36) possesses two symmetries, one associated with the constant shift in each
velocity potential. The solution associated with this symmetry is the constant flow solution
in each layer, given by
φi = θi .
Substitution of this into (35) gives that the thicknesses for the uniform flow are given by
η0 =
1
g(ρ1 − ρ2)
(
1
2
(ρ2k
2
2 − ρ1k
2
1) +R1 − R2 − ρ1ω1 + ρ2ω2
)
,
χ0 =
ρ1
g(ρ1 − ρ2)
(
R2 − R1 − ω2 + ω1 +
1
2
(k21 − k
2
2)
)
,
where the Ri result as constant of integration and can be thought of as Bernoulli constants
for each layer. The above features, namely the generation of the problem from a Lagrangian
density and the presence of a two parameter symmetry group, make the shallow water system
(36) a natural candidate to apply the theory of this paper.
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A. Conservation laws, criticality and the emergence of the mKdV
The conservation laws for this system are given by (36a) and (36b), and so evaluated
along the basic state the conservation law vectors are given by
A =
ρ1η0
ρ2χ0
 , B =
ρ1k1η0
ρ2k2χ0
 .
The first step in obtaining the mKdV for this system is to assess whether the relevant
criticality conditions can be met. The first of these is met when
det
[
DkB
]
= det
ρ1η0 − ρ1k21g(1−r) ρ2k1k2g(1−r)
ρ2k1k2
g(1−r)
ρ2χ0 −
ρ2k
2
2
g(1−r)
 = 0 ,
which can be reduced to
(1− F 21 )(1− F
2
2 ) = r . (37)
This expression arises from the literature of shallow water stratification as a stability bound-
ary, but also corresponds to one of the system’s characteristic speed vanishing5,25. Providing
this condition holds, it allows one to define the eigenvector of the zero eigenvalue of DkB as
ζ =
 −ρ2k1k2
gρ1η0(1− r − F
2
1 )
 .
The second criticality arises from the expression
ζTD2
k
B(ζ, ζ) = 3g2ρ31ρ2k2η
2
0(1− r − F
2
1 )
[
χ0r(1− F
2
2 )F
2
1 − η0(1− F
2
1 )
2F 22
]
.
This only vanishes for physically relevant scenarios when the term in the square brackets is
zero, meaning that
χ0r(1− F
2
2 )F
2
1 = η0(1− F
2
1 )
2F 22 . (38)
This can be combined with the condition (37) to give the r independent condition
χ0(1− F
2
2 )
2F 21 = η0(1− F
2
1 )F
2
2 . (39)
The question remains as to whether both (37) and (38) can be met simultaneously, and
to demonstrate that these can both be satisfied we appeal to geometric arguments. For
each fixed η0, χ0 the conditions (37) and (38) can be visualised in (r, k1, k2)-space, and an
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FIG. 2: An illustration of how the criticality leading to the modified KdV may be met for
η0 = 10, χ0 = 5. The green surface indicates the surface where (37) holds and the blue one
represents (38). Their intersection is highlighted with a blue line, with the modified KdV
being the emergent modulation equation along it.
example of this is pictured in figure 2. It would appear that the both conditions are satisfied
for a continuum of values, and so the mKdV may be obtained. In such cases, the vector δ
exists and can be computed as
δ =
ρ2k1
gη0(1− r − F 21 )
(
− 3ρ2k
2
1k
2
2 − 2gρ2k
2
2η0(1− r − F
2
1 ) + g
2ρ1η
2
0(1− r − F
2
1 )
2
)1
0
 .
All that remains is to compute its coefficients.
For the coefficient of the time derivative term, one has that
ζT (DkA+DωB)ζ =− 2g
2ρ21ρ2χ0η
2
0(1− r − F
2
1 )
[
k1
gη0
(1− F 22 ) +
k2
gχ0
(1− F 21 )
]
,
which was also obtained elsewhere30. The coefficient of the dispersive term involves a Jordan
chain argument, however the details of this appear elsewhere35 and simply state the result
that
ζTK = gρ21η
2
0χ0(1− r − F
2
1 )
(
a11r(1− F
2
2 )− 2ra12 + (1− F
2
1 )a22
)
.
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The final component to compute is the coefficient of the cubic nonlinearity. This is done in
two parts, with the first giving the result
ζTD3kB(ζ, ζ, ζ) =
3g3ρ51η
4
0(1− r − F
2
1 )
4
(1− r)
(
(1− F 21 )(2r − 1 + F
2
1 )− r
)
.
The other term appearing in the cubic coefficient is given by
ζTDkB(δ, ζ)
=
g3ρ31ρ
2
2χ0η
3
0(1− r − F
2
1 )
2
(1− r)
(
2(1− r) + F 21F
2
2
)2
.
Combining these gives
ζTD3
k
B(ζ, ζ, ζ)− 3ζTD2
k
B(δ, ζ) = − 3g3ρ22ρ
3
1χ0η
3
0(1− r − F
2
1 )
2
(
F 21F
2
2 + 4(F
2
1 + F
2
2 )
)
.
Therefore, by using the coefficient computed above one is able to construct the relevant
mKdV as
a0VT + a1V
2VX + a3VXXX = 0 ,
with
a0 = ρ2
(
k1
gη0
(1− F 22 ) +
k2
gχ0
(1− F 21 )
)
,
a1 = −
3
4
gρ1ρ2η0F
2
2 (1− F
2
1 )
(
F 21F
2
2 + 4(F
2
1 + F
2
2 )
)
,
a2 = −
1
2g
(
a11r(1− F
2
2 )− 2ra12 + (1− F
2
1 )a22) .
Noting that (39) implies that 1 − F 21 > 0, the sign of the nonlinear term appears to be in
agreement with the zero velocity results14,15,22.
VI. APPLICATION 2: COUPLED NONLINEAR SCHRO¨DINGER
EQUATIONS
The second application presented, which presents a new emergence of the mKdV equa-
tion, is a set of coupled Nonlinear Schro¨dinger (NLS) equations. Systems like this ap-
pear across a variety of contexts, such as when studying ocean waves2,24,27,36, Bose-Einstein
condensates3,38,42 and electromagnetic waves37. Deriving nonlinear reductions like the mKdV
in contexts such as the coupled NLS allows one to generate an analytic picture of the bifur-
cation of periodic travelling waves to various pairings of dark and bright solitary waves20,34,
and so driving the mKdV in this context is of some interest.
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The coupled NLS equations considered in this paper are given by
i(Ψ1)t + α1(Ψ1)xx + (β11|Ψ1|
2 + β12|Ψ2|
2)Ψ1 = 0 ,
i(Ψ2)t + α2(Ψ2)xx + (β21|Ψ1|
2 + β22|Ψ2|
2)Ψ2 = 0 ,
(40)
for complex valued unknowns Ψi(x, t) and αi, βij ∈ R constants. In order for this system to
possess a generating Lagrangian density, we require β12 = β21 and so in subsequent working
we replace the latter with the former. In such a case, the Lagrangian which generates the
set of equations (40) is given by
L =
∫∫
i
2
(
Ψ∗1(Ψ1)t −Ψ1(Ψ1)
∗
t
)
+
i
2
(
Ψ∗2(Ψ2)t −Ψ2(Ψ2)
∗
t
)
− α1|(Ψ1)x|
2 − α2|(Ψ2)x|
2 +
1
2
β11|Ψ1|
4
+ β12|Ψ1|
2|Ψ2|
2 +
1
2
β22|Ψ2|
4 dx dt .
The relative equilibrium solution is associated with the SO(2) symmetries in each of the Ψi,
which are independent. Associated with these are the plane wave solutions
Ψi = Ψ
(0)
i e
iθi ,
and upon substitution into (40), one obtains that the amplitudes Ψ
(0)
i satisfy
|Ψ
(0)
1 |
2 =
1
β
(
β22(α1k
2
1 + ω1)− β12(α2k
2
2 + ω2)
)
,
|Ψ
(0)
2 |
2 =
1
β
(
β11(α2k
2
2 + ω2)− β12(α1k
2
1 + ω1)
)
,
where β = β11β22 − β
2
12.
A. Conservation laws, criticality and the emergent mKdV equation
The conservation law components for the system (40) can be found as
A =
1
2
|Ψ1|2
|Ψ2|
2
 , B = ℑ
(Ψ1)xΨ∗1
(Ψ2)xΨ
∗
2
 ,
where ∗ denotes the complex conjugate of the expression and ℑ denotes that the imaginary
part of the expression is taken. We can evaluate these on the relative equilibrium solution
to obtain the tensors required for the theory:
A =
1
2
|Ψ(0)1 |2
|Ψ
(0)
2 |
2
 , B =
k1|Ψ(0)1 |2
k2|Ψ
(0)
2 |
2
 . (41)
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These may be used to determine the relevant criticality required for the paper. The first
occurs when the determinant of DkB vanishes, which explicitly means
DkB =
1
β
α1|Ψ(0)1 |2(1 + β22E21) −2α1α2k1k2β12β
−2α1α2k1k2β12
β
α2|Ψ
(0)
2 |
2(1 + β22E
2
2)
 ,
where to lighten the expressions we have introduced the dimensionless quantities
E21 =
2α1k
2
1
β|Ψ
(0)
1 |
2
, E22 =
2α2k
2
2
β|Ψ
(0)
2 |
2
.
Simplification of this determinant leads to the expression
(β11 + βE
2
1)(β22 + βE
2
2) = β
2
12 . (42)
This forms the primary criticality condition, and has been shown to correspond to a stability
boundary for the plane waves9. The second criticality that must be met for the mKdV
equation to emerge is
ζTB(ζ, ζ) =
6α31α
2
2k2|Ψ
(0)
1 |
4(1 + β22E
2
1)
β
(
|Ψ
(0)
1 |
2(1 + β22E
2
1)(β11 + βE
2
1)
− β12|Ψ
(0)
2 |
2(1 + β11E
2
2)
)
= 0 .
This occurs when the term within the largest bracket vanishes. Therefore this condition
requires that
|Ψ
(0)
1 |
2(1 + β22E
2
1)(β11 + βE
2
1)− β12|Ψ
(0)
2 |
2(1 + β11E
2
2) = 0, . (43)
A visualisation of when these coefficients are met simultaneously for fixed amplitudes is
given in figure 3. When these are satisfied, the vector δ can then be found to be
δ =
2α21α2k1
ββ12
(
2β12|B0|
2(β22 + βE
2
2) + β|A0|
2(1 + β22E
2
1)
2
)1
0
 .
All that remains is to compute the relevant coefficients for the emerging mKdV equation.
Starting with the coefficient of the time derivative, one has
ζT
(
DkA+DωB)ζ =
2α21α2|Ψ
(0)
1 |
2(1 + β22E
2
1)
β
(
|Ψ
(0)
2 |
2(β22+βE
2
2)k1+|Ψ
(0)
1 |
2(β11+βE
2
1)k2
)
.
26
Multiphase Modulation and the mKdV Equation
FIG. 3: An illustration of how the criticality leading to the modified KdV may be met for
|Ψ
(0)
1 | = 6, |Ψ
(0)
2 | = 4, β11 = β22 = −1, α1 = α2 =
1
2
. The green surface indicates the surface
where (42) holds and the blue one represents (43). Their intersection is highlighted with a
blue line, with the modified KdV being the emergent modulation equation along it.
The next coefficient considered is that of the dispersive term. The full details of the Jordan
chain analysis appear elsewhere34, and lead to the result that
ζTK =
α21α2|Ψ
(0)
1 |
2(1 + β11E
2
1)
2β
(
α2|Ψ
(0)
1 |
2(β11 + βE
2
1) + α1|Ψ
(0)
2 |
2(β22 + βE
2
2)
)
.
Only the coefficient of the cubic nonlinearity remains to be computed. The first term
considered is
ζTD3
k
B(ζ, ζ, ζ) =
6α22ζ
4
2
β212
(
βE21(1 + β22E
2
1) + (β11 + βE
2
1)
)
.
The other component required for this coefficient is given by
ζTD2
k
B(δ, ζ) =
2α41α
2
2E
2
1 |Ψ
(0)
1 |
4(1 + β22E
2
1)
β212
(
2β12|Ψ
(0)
2 |
2(β22 + βE
2
2) + |Ψ
(0)
1 |
2β(1 + β22E
2
1)
2
)2
.
Combining these gives
ζTD3
k
B(ζ, ζ, ζ)− 3ζTD2
k
B(δ, ζ) =
6α22α
4
1β12|Ψ
(0)
1 |
6|Ψ
(0)
2 |
2(1 + β22E
2
1)
2
β
(
3(β22E
2
1 + β11E
2
2)− 1
)
.
27
Multiphase Modulation and the mKdV Equation
Therefore, by using the coefficient computed above the modified KdV is given by
a0VT + a1V
2VX + a3VXXX = 0 ,
with
a0 = |Ψ
(0)
2 |
2(β22 + βE
2
2)k1 + |Ψ
(0)
1 |
2(β11 + βE
2
1)k2 ,
a1 =
3
2
α2α
2
1β12|Ψ
(0)
1 |
2|Ψ
(0)
2 |
2(1 + β22E
2
1)
(
3(β22E
2
1 + β11E
2
2)− 1
)
,
a2 =
1
4
(
α2|Ψ
(0)
1 |
2(β11 + βE
2
1) + α1|Ψ
(0)
2 |
2(β22 + βE
2
2)
)
.
VII. CONCLUDING REMARKS
This paper has demonstrated that, if given a Lagrangian density whose Euler-Lagrange
equations possess a two phase relative equilibria, the mKdV equation may be obtained pro-
viding suitable conditions are met. Moreover, an additional method to obtain the coefficient
of the resulting nonlinearity was demonstrated and is in agreement with the one obtained
from the reduction.
The multiphase analogy of the method of Kuramoto is a valuable step forward for multi-
phase modulation, since it allows one to deduce what the coefficients of the nonlinear terms
are a priori. This is beneficial in cases where the computation of the nonlinear coefficients
becomes involved within the modulation. One expects this method to be invaluable in future
analyses. For example, the method predicts that when the coefficient of the time derivative
term in (34) vanishes, the relevant modulation equation should be
ζT
(
DωAζ − (DkA+DωB)γ
)
VTT +
(
1
6
ζT
(
D3
k
B(ζ, ζ, ζ)− 6D2
k
B(ζ, δ)
)
V 3 + ζTKVXX
)
XX
+ζT
(
D2
k
A(ζ, ζ) + DkDωB(ζ, ζ)−D
2
k
B(ζ,γ)−
(
DkA+DωB)δ
)
(V VT )X
+ζT
(
DkDωB(ζ, ζ)− DkB(ζ,γ)
)
(VX∂
−1
X VT )X = 0 ,
(44)
where
DkBγ = (DkA+DωB)ζ ,
and ∂−1X denotes the antiderivative. The above is a modified two-way Boussinesq, and the
derivation of this via modulation will appear in another work.
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The paper has only discussed the case of two symmetries, but the formulation of the
problem allows this to be extended to arbitrarily many so long as the zero eigenvalue of
DkB is simple. The case where the zero eigenvalue is nonsimple and the kernel of DkB
has more than one element has the potential to lead to coupled nonlinear equations. This
is because the projection of the final vector system can be done using each of these kernel
elements. It remains to be answered whether one can generate a system of coupled mKdV
equations, as well as the form in which these will emerge, and so further study is needed in
this direction in order to answer this.
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Appendix A: Coefficient of the quadratic nonlinearity
Here we provide the details of how the coefficient of the quadratic nonlinearity is com-
puted. This gives the result
〈〈Ẑθi,D
3S(Ẑ)(Ẑkj , ξ5)− J(ξ5)θj − ζ1JẐk1kj − ζ2JẐkjk2〉〉
= 〈〈D3S(Ẑ)(Ẑkj , Ẑθi)− JẐθiθj , ξ5〉〉
− 〈〈Ẑθi, ζ1JẐk1kj + ζ2JẐkjk2〉〉 ,
=− 〈〈Ẑθikj ,Lξ5〉〉 − 〈〈Ẑθi, ζ1JẐk1kj + ζ2JẐkjk2〉〉 ,
=− 〈〈Ẑθikj , ζ1JẐk1 + ζ2JẐk2〉〉
− 〈〈Ẑθi, ζ1JẐk1kj + ζ2JẐkjk2〉〉 ,
= ζ1∂k1kjBi + ζ2∂kjk2Bi.
where we have used that
LẐθikj = JẐθiθj − D
3S(Ẑ)(Ẑkj , Ẑθi) ,
29
Multiphase Modulation and the mKdV Equation
seen by differentiating (13a) with respect to kj. Overall, this gives that the tensor acting on
the nonlinearity takes the form
∑2i=1 ζi(ζ1∂k1kiB1 + ζ2∂kik2B1)∑2
i=1 ζi(ζ1∂k1kiB2 + ζ2∂kik2B2)
 ≡ D2
k
B(ζ, ζ) .
Appendix B: Details of the vanishing quadratic terms
Here we provide the details leading to the zero coefficients of the quadratic terms in
§IVC. Starting with the UXUXXX term:
〈〈Ẑθp,Jκ+
2∑
i=1
J(ξ6)θi − D
3S(Ẑ)(ξ6, Ẑθi)〉〉
=
2∑
i=1
[
ζi
(
− 〈〈Ẑkp,J(ξ5)θi −D
3S(Ẑ)(ξ5, Ẑki)
+
2∑
j=1
ζjJẐkikj〉〉+ 〈〈Jξ5, Ẑθpki〉〉
)
+ δi〈〈Ẑkp,JẐki〉〉
]
,
=
2∑
i=1
[
ζi
(
− 〈〈ξ5,LẐkpki〉〉 −
2∑
j=1
ζj〈〈Ẑkp,JẐkikj〉〉
)
+ δi〈〈Ẑkp,JẐki〉〉
]
,
=
2∑
i,j=1
[
− ζiζj
(
〈〈JẐkj , Ẑkpki〉〉+ 〈〈Ẑkp,JẐkikj〉〉
)
+ δi〈〈Ẑkp,JẐki〉〉
]
,
=
2∑
i,j=1
[
− ζiζj∂ki〈〈JẐkj , Ẑkp〉〉+ δi〈〈Ẑkp,JẐki〉〉
]
= 0 .
(B1)
where we have used the result (24). Namely, this result highlights that
〈〈Ẑθp,Jκ〉〉 =
2∑
i=1
ζi〈〈ξ5,JẐθpki〉〉 .
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This will be used in the computation of the coefficient of the U2XX term:
〈〈Ẑθp,Jκ−
1
2
D3S(Ẑ)(ξ5, ξ5)〉〉
=
1
2
〈〈ξ5, 2
2∑
i=1
ζiJẐθpki −D
3S(Ẑ)(ξ5, Ẑθp)〉〉 ,
=
1
2
〈〈ξ5,
2∑
i=1
ζiJẐθpki〉〉+
1
2
〈〈ξ5,L(ξ5)θp〉〉 ,
=
1
2
2∑
i=1
〈〈ξ5, ζiJẐθpki〉〉+
1
2
〈〈ζiJẐki, (ξ5)θp〉〉 ,
=
1
2
(1− 1)
2∑
i=1
〈〈ξ5, ζiJẐθpki〉〉 = 0 .
(B2)
Thus, both terms which would be considered dissipative do not appear in the final PDE.
Appendix C: Coefficient of the cubic nonlinearity
We provide the details of the calculation of the cubic coefficient of (34). This will be
done in stages, by first considering the terms in (32) containing κ:
2∑
i=1
ζi〈〈Ẑθp,J(κ)θi −D
3S(Ẑ)(κ, Ẑki)〉〉 =
2∑
i=1
ζi〈〈κ,JẐθiθp − D
3S(Ẑ)(Ẑθp, Ẑki)〉〉 =
2∑
i=1
ζi〈〈κ,LẐθpki〉〉 ,
=
2∑
i=1
ζi〈〈Ẑθpki ,
2∑
j=1
[
ζj
(
J(ξ5)θj −D
3S(Ẑ)(Ẑkj , ξ5) +
2∑
m=1
ζmJẐkjkm
)
− δjJẐkj
]
〉〉 ,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki,JẐkjkm〉〉 −
2∑
i,j=1
ζiδj〈〈Ẑθp,ki,JẐkj〉〉+
2∑
i,j=1
ζiζj〈〈ξ5,JẐθpθjki −D
3S(Ẑ)(Ẑθpki, Ẑkj)〉〉 .
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Combine these with the terms involving ξ5:
2∑
i=1
[
ζi〈〈Ẑθp,J(κ)θi − D
3S(Ẑ)(κ, Ẑki)〉〉 −
2∑
i,j=1
ζi〈〈Ẑθp,
3
2
δjJẐkikj〉〉
+
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj)−
1
2
D4S(Ẑ)(ξ5, Ẑki, Ẑkj)〉〉 −
1
2
δi〈〈Ẑθp,J(ξ5)θi − D
3S(Ẑ)(ξ5, Ẑkj)〉〉
]
,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki,JẐkjkm〉〉 −
2∑
i,j=1
ζiδj
(
〈〈Ẑθp,ki,JẐkj〉〉+
3
2
〈〈Ẑθp, Ẑkikj〉〉
)
−
1
2
2∑
i=1
δi〈〈ξ5,LẐθpki〉〉+
2∑
i,j=1
ζiζj〈〈ξ5,JẐθpθjki −D
3S(Ẑ)(Ẑθpki, Ẑkj)
−
1
2
D3S(Ẑ)(Ẑθp, Ẑkikj )−
1
2
D4S(Ẑ)(Ẑθp, Ẑki, Ẑkj)〉〉 ,
=
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki,JẐkjkm〉〉 −
3
2
2∑
i,j=1
ζiδj(〈〈Ẑθp,ki,JẐkj〉〉+ 〈〈Ẑθp, Ẑkikj〉〉) +
1
2
2∑
i,j=1
ζiζj〈〈Lξ5, Ẑθpkikj〉〉 ,
=
1
2
2∑
i,j,m=1
ζiζjζm
(
2〈〈Ẑθpki ,JẐkjkm〉〉+ 〈〈JẐkm, Ẑθpkikj〉〉
)
+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
=
3
2
2∑
i,j,m=1
ζiζjζm〈〈Ẑθpki,JẐkjkm〉〉+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
where we have used the permutation of indices in the last step. Combination with the last
term gives that
〈〈
Ẑθp,
2∑
i=1
[
−
1
2
δi
(
(J(ξ5)θi −D
3S(Ẑ)(ξ5, Ẑkj)
)
+ ζi
[
J(κ)θi − D
3S(Ẑ)(κ, Ẑki)
−
2∑
j=1
(
δjJẐkikj +
1
2
ζjD
3S(Ẑ)(ξ5, Ẑkikj )−
1
2
D4S(Ẑ)(ξ5, Ẑki, Ẑkj) −
1
2
2∑
m=1
ζmẐkikjkm
)]]〉〉
=
1
2
2∑
i,j,m=1
ζiζjζm
(
3〈〈Ẑθpki ,JẐkjkm〉〉+ 〈〈Ẑθp, Ẑkikjkm〉〉
)
+
3
2
2∑
i,j=1
ζiδj∂ki∂kjBp ,
=−
1
2
2∑
i,j,m=1
ζiζjζj∂kikjkjBp +
3
2
2∑
i,j=1
ζiδj∂kikjBp .
Therefore,
E =
1
2
(
3D2
k
B(δ, ζ)− D3
k
B(ζ, ζ, ζ)
)
,
which matches the result obtained in (27).
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