A Bayesian wavelet estimation method for estimating parameters of a stationary I(d) process is represented as an useful alternative to the existing frequentist wavelet estimation methods. The effectiveness of the proposed method is demonstrated through Monte Carlo simulations. The sampling from the posterior distribution is through the Markov Chain Monte Carlo (MCMC) easily implemented in the WinBUGS software package.
Introduction
Stationary processes exhibiting long range dependence have been widely studied now since the works of Granger and Joyeux (1980) and Hosking (1981) . The long range dependence has found applications in many areas, including economics, finance, geosciences, hydrology, and statistics. The estimation of the long-memory parameter of the stationary long-memory process is one of the important tasks in studying this process.
There exist parametric, non-parametric and semi-parametric methods of estimation for the long-memory parameter in literature. In the parametric method, the long-memory parameter is one of the several parameters that determine the parametric model; hence the usual classical methods such as the maximum likelihood estimation can be applied. The non-parametric method, not assuming restricted parametric form of the model, usually uses regression methods by regressing the logarithm of some sampling statistics for estimation.
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The widely and often used Geweke and Poter-Hudak (1983) estimation method belongs to non-parametric methods. The semi-parametric method makes intermediate assumptions by not specifying the covariance structure at short ranges. The article by Bardet et al. (2003) surveyed some semi-parametric estimation methods and compared their finite sample performance by Monte-Carlo simulation.
Wavelet has now been widely used in statistics, especially in time series, as a powerful mutiresolution analysis tool since 1990's. See Vidakovic (1999) for reference from the statistical perspective. The wavelet's strength rests in its ability to localize a process in both time and frequency scale simultaneously.
This article presents a Bayesian Wavelet estimation method of the long-memory parameter d and variance σ 2 of a stationary long-memory I(d) process implemented in the MATLAB computing environment and the WinBUGS software package. 
2 ) and L is the lag operator defined by LX t =X t-1 . The parameter d is not necessarily an integer so that fractional differencing is allowed. The process {X t } is stationary if |d|< 0.5.
The fractionally differencing operator (1-L) d is defined by the general binomial expansion:
Denote the autocovariance function of 
has a slow hyperbolic decay, hence the process {X t } is a long-memory process.
The fractional difference parameter d and the nuisance parameter McCoy and Walden (1996) argued heuristically that the DWT coefficients of X has the following distribution: (2 ) 2 (2 2 ) (1 2 ) McCoy and Walden (1996) Vannucci and Corradi (1999) section 5 proposed a Bayesian approach. They used independent priors and assumed Inverse Gamma distribution for 2 ε σ and a Beta distribution for 2d. They did not use formula (1), instead, they used a recursive algorithm to compute the variances of wavelet coefficients. The posterior inference is done through Markov chain Monte Carlo (MCMC) sampling procedure. They did not give details of the implementation in the paper.
McCoy and Walden (1996) did not give the variance of their estimates. Jensen (1999) only estimated d using the OLS method, it is not clear how 2 ε σ is estimated. In both cases, the estimated d can not be guaranteed in the range (-0.5, 0.5) .
Here, we propose a Bayesian approach to estimate d and 2 ε σ in the same spirit of Vannucci and Corradi (1999) section 5. The distinction of this article from Vannucci and Corradi (1999) is that firstly, we use the explicit formula (1) for the variances of wavelet coefficients at resolution level j instead the recursive algorithm to compute these variances; secondly, the MCMC is implemented in the WinBUGS software package. 
The inference of θ is based on the posterior distribution ) | ( ω θ π The easy programming in the WinBUGS software provides practitioners an useful and convenient tool to carry out Bayesian computation for long memory time series data analysis.
The following priors will be used. The first prior is the Jefferys' noninformative prior subject to the constraints of the range of model parameters: can also be chosen.
Simulation
The MCMC sampling is carried out in the WinBUGS software package. WinBUGS is the current windows-based version of the BUGS (Bayesian inference Using Gibbs Sampling), a newly developed, user-friendly and free software package for general-purpose Bayesian computation, Lunn et al. (2000) . It is developed by the MRC, Biostatistics Group, Institute of Public Health (www.mrc-bsu.cam.ac.uk/bugs), Cambridge.
In WinBUGS programming, user only needs to specify the full proper data distribution and prior distributions, WinBUGs will then use certain sophisticated sampling methods to sample the posterior distribution.
In this Monte Carlo experiment, we compare the proposed Bayesian approach with the approach in McCoy and Walden (1996) and Jensen (1999) . Different values of d, N and different prior distributions ) (θ π are used to determine the effectiveness of the estimation procedure. Also used were two different wavelet bases to compare the effect of this choice.
The Davis and Harte (1987) algorithm was used to generate an I(d) process because of its efficiency compared to other computationally intensive methods (McLeod & Hipel (1978) . This algorithm generates a Gaussian time series with the specified autocovariances by discrete Fourier transform and discrete inverse Fourier transform. It is well known that Fast Fourier Transform (FFT) can be carried out in O(N log N) operations, so the computation is fast.
The generation of the I(d) process using the Davis and Harte algorithm and the DWT of the generated I(d) process are carried out in the MATLAB 6.5 on a Pentium III running Windows 2000. The DWT tool used is the WAVELAB802 developed by the team from the Statistics Department of Stanford University (http://www-stat.stanford.edu/~wavelab).
The following two different wavelet basis for comparison were chosen: (a) Harr wavelet; (b) LA (8) 
BUGS only allow the use of proper prior specification, so the non-informative or improper prior distribution can be regarded as the limit of a corresponding proper prior.
The estimation results using the proposed Bayesian approach for the simulated I(d) process and the method by Jensen (1999) and McCoy and Walden (1996) are found in Table 1 for Haar wavelets and Table 2 for LA (8) wavelets. For the chosen prior, it reports the estimated posterior mean, posterior standard deviation (SD). In addition, it also tabulated in the parenthesis below the value of Mean and SD the 95% credible intervals of the parameters using the 2.5% and 97.5% quantiles of the random samples.
In all cases, two independent chains of 10500 iterations each were run, keeping every tenth one, after burn-in 500, with random initial values. The posterior inference is based on the actual random samples of 2000. For the case of N=256, d=0.1, 2 ε σ =1.0 and prior (b), Figure 1 shows the trace of the random samples and the kernel estimates of the posterior densities of the parameters.
The autocorrelation function of the random samples shows very little autocorrelations for the drawn series of the random samples. The two parallel chains mix well after small steps of the initial stage. All other diagnostics for convergence indicate a good convergence behavior.
In most cases, the Bayesian wavelet estimates of d and 2 ε σ are quite good. They are very close to the truth. The 95% credible interval given by the Bayesian wavelet approach is well centered around the true parameter and is also very tight.
The estimation results using the two different priors (a) and (b) are very similar. The estimates by Jensen's method differ most from those by the other methods. It seems that LA(8) generally gives better estimates than Haar. This is in agreement with the results of McCoy and Walden (1996) The x-axis labels in the box plot read as follows: `JH' denotes the case by the Jensen method using Haar; 'JL' denotes the case by the Jensen method using LA(8); and so forth. Because of the long computation time associated with the Gibbs sampling for the large number of simulated I(d) processes, we limit the burn-in to 100 iterations and the number of random samples to 500. Because only the posterior mean was calculated using the generated random samples, not much information was lost even when the slightly short chain was used.
For the estimates of d, the mean square errors of the McCoy and Walden and The Bayesian method using these two priors are very similar, and they are all smaller than the one by A future effort is to extend the Bayesian wavelet method to more general fractional process such as ARFIMA (p,d,q) . The hypothesis testing problem for the I(d) process can also be explored via the Bayesian wavelet approach. 
