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Abstract
We formulate the Bogoliubov variational principle in a mathematical framework
similar to the generalized Hartree-Fock theory. Then we analyze the Bogoliubov theory
for bosonic atoms in details. We discuss heuristically why the Bogoliubov energy should
give the first correction to the leading energy of large bosonic atoms.
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1 Bogoliubov theory
In this section we formulate the Bogoliubov variational principle in the same spirit of the
generalized Hartree-Fock theory [4]. Our formulation bases on the earlier discussions in
[18, 19].
1
1.1 One-body density matrices
We start by introducing some conventional notations. Let h be a complex separable Hilbert
space with the inner product (., .) which is linear in the second variable and anti-linear in
the first. Let hN :=
⊗N
sym h be the symmetric tensor product space of N particles and let
F = F(h) :=⊕∞N=0 hN be the bosonic Fock space.
Let B(F) be the space of linear bounded operators on F . Any quantum mechanical state
(state for short) ρ : B(F)→ C is identified with a positive semi-definite trace class operator
P on F with Tr(P ) = 1 in such a way that
ρ(B) = Tr(BP ) for all B ∈ B(F).
For example, a pure state is a state corresponding to the one-dimensional projection |Ψ〉 〈Ψ|
of a unit vector Ψ ∈ F , and aGibbs state is a state corresponding to Tr(exp(−H))−1 exp(−H)
for some Hamiltonian H : F → F such that exp(−H) is trace class.
The dual space h∗ can be identified to h by the anti-unitary J : h→ h∗,
J(x)(y) = (x, y)h, for all x, y ∈ h.
It is convenient to introduce the generalized annihilation and creation operators on h⊕h∗ by
A(f ⊕ Jg) = a(f) + a∗(g),
A∗(f ⊕ Jg) = a∗(f) + a(g), for all f, g ∈ h
where a(f) and a∗(f) are the usual annihilation and creation operators. Note that if we
denote
S =
(
1 0
0 − 1
)
,J =
(
0 J∗
J 0
)
,
then we have the conjugate relation and the canonical commutation relation (CCR)
A∗(F1) = A(JF1) , [A(F1), A∗(F2)] = (F1,SF2) for all F1, F2 ∈ h⊕ h∗
where [X, Y ] = XY − Y X .
Now we can define the one-particle density matrix (1-pdm for short) Γ : h⊕ h∗ → h⊕ h∗
of a state ρ by
(F1,ΓF2) = ρ(A
∗(F2)A(F1)) for all F1, F2 ∈ h⊕ h∗.
Such a 1-pdm may be also written as
Γ =
(
γ α
JαJ 1 + JγJ∗
)
(1)
where γ : h→ h and α : h∗ → h are linear bounded operators defined by
(f, γg) = ρ(a∗(g)a(f)), (f, αJg) = ρ(a(g)a(f)) for all f, g ∈ h.
It is obvious that any 1-pdm is positive semi-definite. The following lemma expresses the
condition Γ ≥ 0 in terms of γ and α. Its proof is provided in the Appendix.
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Lemma 1.1. Let Γ be of the form (1). Then Γ ≥ 0 if and only if γ ≥ 0, α∗ = JαJ and
γ ≥ αJ(1 + γ)−1J∗α∗. (2)
Remark. The fermionic analogue of the inequality (2) is αα∗ ≤ γ(1−γ) [4]. We do not know
if (2) can be reduced to αα∗ ≤ γ(1 + γ) or not.
Of primary physical interest are the states with finite particle number expectation. Recall
the particle number operator
N :=
∞∑
N=0
N1hN =
∑
n
a∗(un)a(un)
for any orthonormal basis {un}∞n=1 for h. It is straightforward to see that if a state ρ has the
1-pdm of the form (1) then
ρ(N ) = Tr(γ).
Hence ρ has finite particle number expectation if and only if γ is trace class.
1.2 Bogoliubov transformations
Definition (Bogoliubov transformations). A bosonic Bogoliubov transformation is a linear
bounded isomorphism V : h⊕ h∗ → h⊕ h∗ satisfying
JVJ = V and V∗SV = S.
These conditions ensure that the Bogoliubov transformations preserve the conjugate re-
lation and the canonical commutation relation, namely
A∗(VF1) = A(VJF1) and [A(VF1), A∗(VF2)] = (F1,SF2), ∀F1, F2 ∈ h⊕ h∗.
The Bogoliubov transformations form a subgroup of the isomorphisms in h ⊕ h∗; in
particular, if V is a Bogoliubov transformation then V−1 and V∗ are also Bogoliubov trans-
formations. Note that any mapping V satisfying JVJ = V must have the form
V =
(
U V
JV J JUJ∗
)
(3)
for some linear operators U : h→ h, V : h∗ → h.
We say that a Bogoliubov transformation V is unitarily implementable if it is implemented
by a unitary mapping UV : F → F , namely
A(VF ) = UVA(F )U∗V for all F ∈ h⊕ h∗. (4)
The following result determines whenever a Bogoliubov transformation is unitarily imple-
mentable. This result is well-known and we provide its proof in the Appendix for the reader’s
convenience. For the fermionic analogue, see [4] (Theorem 2.2) .
Theorem 1.2 (Unitarily implementable Bogoliubov transformations). A Bogoliubov trans-
formation V : h ⊕ h∗ → h ⊕ h∗ of the form (3) is unitarily implementable if and only if the
Shale-Stinespring condition Trh(V V
∗) <∞ holds.
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Unlike to the fermionic case [4], the bosonic Bogoliubov transformations are not unitary
mappings on h⊕h∗. However, we can still use the Bogoliubov transformations to diagonalize
some certain operators on h ⊕ h∗. Of our particular interest is the diagonalization of the
1-pdm’s.
Theorem 1.3 (Diagonalization 1-dpm’s by Bogoliubov transformations). If Γ has the form
(1) with Γ ≥ 0 and Tr(γ) <∞ then for an arbitrary orthonormal basis {un} for h, there is
a unitarily implementable Bogolubov transformation V : h⊕ h∗ → h⊕ h∗ diagonalizing Γ in
in the basis u1 ⊕ 0, u2 ⊕ 0, ..., 0⊕ Ju1, 0⊕ Ju2, ..., namely
V∗ΓV =

λ1
λ2 0
. . .
1 + λ1
0 1 + λ2
. . .

, (5)
Remark. The finite-dimensional case is Theorem 9.8 in [19]. See [4] (the proof of Theorem
2.3) for the fermionic analogue.
To prove Theorem 1.3, we start with a simple diagonalization lemma. This is a general-
ization to infinity dimensions of Lemma 9.6 in [19].
Lemma 1.4. Let A be a positive definite operator on h⊕ h∗ such that JAJ = A and SA
admits an eigenbasis on h⊕ h∗. Then for any orthonormal basis u1, u2, ... for h, there exists
a Bogoliubov transformation V such that the operator V∗AV has eigenvectors of the form
{un ⊕ 0} ∪ {0⊕ Jun}.
Remark. In this result the Bogoliubov transformation V needs not be unitarily implementable.
Proof. 1. Let {ui} be an orthonormal basis for h. We shall define the Bogoliubov transfor-
mation V by
V(ui ⊕ 0) = vi, V(0⊕ Jui) = v˜i,
where {vi} ∪ {v˜i} is an eigenbasis of SA such that
(i) (vi,Svj) = δij , (v˜i,Sv˜j) = −δij and (vi,Sv˜j) = 0 for all i, j = 1, 2, . . .
(ii) J vj = v˜j for all j = 1, 2, . . .
2. Let v1 be a normalized eigenvector of SA with eigenvalue λ1. Using Av1 = λ1Sv1 we
find that
(v1,Av1) = λ1(v1,Sv1).
Since A is positive definite and S is Hermitian, both of λ1 and (v1, Sv1) must be real and
non-zero. Therefore, we can normalized v1 in such a way that (v1,Sv1) ∈ {±1}.
Defining v˜1 = J v1 and using JAJ = A we have that
SAv˜1 = SJAv1 = −JSAv1 = −J λ1v1 = −λ1vM+1,
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where we have used that λ1 is real and that JS = −SJ . Thus v˜1 is an eigenvector of SA
with the eigenvalue λ˜1 = −λ1.
Since λ1 6= 0, λ˜1 and λ1 must be different. On the other hand,
λ˜1(v1,Sv˜1) = (v1,Aλ˜1) = (Av1, v˜1) = λ1(v1,Sv˜1).
Thus (v1,Sv˜1) = 0. Moreover, since
(v˜1,Sv˜1) = (J v1,SJ v1) = (J v1,−JSv1) = −(Sv1, v1) = −(v1,Sv1),
by interchanging v1 and v˜1 if necessary we can assume that (v1,Sv1) = 1 and (v˜1,Sv˜1) = −1.
3. Let V = Span{v1, v˜1} and W = (SV )⊥ = S(V ⊥). We shall show that
h⊕ h∗ = V ⊕W.
Indeed, if a ∈ V ∩W then a ∈ V = Span{v1, v˜1} and (a, Sv) = 0 for all v ∈ V . Because
(v1,Sv1) = 1, (v˜1,Sv˜1) = −1 and (v1,Sv˜1) = 0, we must have a = 0. Thus V ∩W = {0}.
On the other hand, if a ∈ (V ⊕W )⊥ ⊂ V ⊥∩W⊥ then Sa ∈ S(V ⊥)∩S(W⊥) =W ∩V =
{0}, and hence a = 0. Therefore, (V ⊕W )⊥ = {0}.
Moreover, since V is finite dimensional and W is closed, the direct sum space V ⊕W is
a closed subspace of h⊕ h∗. Thus h⊕ h∗ = V ⊕W.
4. We prove that SA maps W into itself. Indeed, using V = SAV we have W⊥SV =
S(SAV ) = AV . Since A is symmetric, we get AW⊥V , and hence SAW⊥SV . Thus
SAW ⊂ (SV )⊥ = W .
Because SA admits an eigenbasis on h⊕h∗ = V ⊕W and SA leaves V and W invariant,
SA also admits an eigenbasis onW . We then can restrict SA onW and conclude the desired
result by an induction argument.
Next, we show that Γ + 1
2
S satisfies all assumptions on A in Lemma 1.4.
Lemma 1.5. Let Γ be of the form (1) with Γ ≥ 0 and Tr(γ) < ∞ and let Γ1 := Γ + 12S.
Then Γ1 is positive definite on h⊕ h∗; moreover, J Γ1J = Γ1 and SΓ1 admits an eigenbasis
on h⊕ h∗.
Proof. 1. It is straightforward to check that J Γ1J = Γ1. We now prove that Γ1 is positive
definite.
First at all, it follows from Γ ≥ 0 that
〈f ⊕ Jg, (Γ + S)f ⊕ Jg〉 = 〈g ⊕ Jf,Γ(g ⊕ Jf)〉 ≥ 0,
namely Γ + S ≥ 0. Thus
Γ1 = Γ +
1
2
S = 1
2
[Γ + (Γ + S)] ≥ 0.
Next, we check that Γ1 is injective. Assume that there exists ϕ ∈ Ker(Γ1)\{0}. Then
since J and Γ1 commute, we have Jϕ ∈ Ker(Γ1)\{0}. Because J leaves the subspace
Span{ϕ,Jϕ} ⊂ Ker(Γ1) invariant, J must have a non-trivial fixed point in this subspace.
Thus there exists f ∈ h\{0} such that Γ1(f ⊕ Jf) = 0. Using this equation we find that
〈f ⊕ J(tf),Γ(f ⊕ J(tf))〉 = (f, γf) + t2(f, (1 + γ)f)− t (f, (2γ + 1)f)
= (t− 1)2(f, γf) + (t2 − t) ‖f‖2 < 0
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for some t < 1 and near 1 sufficiently. However, it is contrary to Γ ≥ 0. Thus Γ1 must be
injective.
To see that Γ1 is positive definite we can introduce Γ
1/2
1 , the unique positive semi-definite
square root Γ
1/2
1 on h⊕ h∗. Since Γ1 is injective, Γ1/21 is also injective, and hence
(ϕ,Γ1ϕ) = ||Γ1/21 v||2 > 0 for all ϕ 6= 0.
2. We show that SΓ1 has an eigenbasis on h⊕ h∗. Although SΓ1 is not a Hermitian, we
may associate it with the Hermitian C = Γ
1/2
1 SΓ1/21 .
We can see that C has an orthonormal eigenbasis for h⊕h∗. Indeed, it is straightforward
to see that
C2 = Γ
1/2
1 (SΓS)Γ
1/2
1 = Γ
1/2
1
[(
γ −α
−α∗ JγJ∗
)
+
1
2
I
]
Γ
1/2
1
= Γ
1/2
1
(
γ −α
−α∗ JγJ∗
)
Γ
1/2
1 +
1
2
Γ1
= Γ
1/2
1
(
γ −α
−α∗ JγJ∗
)
Γ
1/2
1 +
1
2
(
γ α
α∗ JγJ∗
)
+
1
4
I .
Because γ is trace class, αα∗ is also trace class due to inequality (2). Thus (C2 − 1
4
I) is a
self-adjoint Hilbert-Schmidt operator, and hence it has an orthonormal eigenbasis on h⊕ h∗.
Therefore, C2 has an orthonormal eigenbasis. Note that if ϕ is an eigenvector of C2 then
Cϕ is also an eigenvector of C2 with the same eigenvalue. Because C maps the subspace
Span{ϕ,Cϕ} into itself, we can diagonalize to obtain an orthonormal eigenbasis of C on this
subspace. By induction, we get an orthonormal eigenbasis of C on h⊕ h∗.
Now note that if ϕ is an eigenvector of C then SΓ1/21 ϕ is an eigenvector of SΓ1 with the
same eigenvalue since
SΓ1(SΓ
1/2
1 ϕ) = SΓ
1/2
1 (Γ
1/2
1 SΓ
1/2
1 )ϕ = SΓ
1/2
1 (Cϕ).
Moreover, because both of S and Γ
1/2
1 are injective, SΓ1/21 maps a basis on h⊕ h∗ to another
basis. In particular, SΓ1/21 maps an eigenbasis of C to an eigenbasis of SΓ1.
Now we can prove Theorem 1.3 similarly to Theorem 2.3 in [4]).
Proof of Theorem 1.3. 1. Apply Lemma 1.4 withA = Γ1 := Γ+ 12S, we can find a Bogoliubov
transformation V on h⊕ h∗ such that, with respect to the orthonormal basis {un⊕ 0}∪{0⊕
Jun},
V∗Γ1V =

λ1 +
1
2
λ2 +
1
2
0
. . .
λ1 +
1
2
0 λ2 +
1
2
. . .

,
which is equivalent to (5).
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We claim that in (5) we must have λn ≥ 0 and
∑
n λn < ∞. It follows from (5) and
V∗ΓV ≥ 0 that λn ≥ 0. In order to prove the boundedness
∑
n λn <∞ we note that
ΓS(Γ + S) =
(
γ(γ + 1)− αα∗ γα− αJγJ∗
α∗γ − JγJ∗α∗ α∗α− Jγ(γ + 1)J∗
)
is a self-adjoint trace class operator. Using the diagonal form
V∗ΓS(Γ + S)V = [V∗ΓV]S [V∗(Γ + S)V ]
=

λ1(λ1 + 1)
λ2(λ1 + 1) 0
. . .
−λ1(λ1 + 1)
0 −λ2(λ1 + 1)
. . .

we conclude that
∑
n λn(λn + 1) <∞, which is equivalent to
∑
n λn <∞.
2. Finally we show that the Bogoliubov transformation V constructed above is unitarily
implementable. Assume V has the form (3). Then by Theorem 1.2, it suffices to prove that
V V ∗ is a trace class operator on h.
It follows from the representation (5) that the upper left block of V∗ΓV is a positive
semi-definite trace class operator on h. By direct computation, we can see that the upper
left block of
V∗ΓV =
(
U∗ J∗V ∗J∗
V ∗ JU∗J∗
)(
γ α
α∗ 1 + JγJ∗
)(
U V
JV J JUJ∗
)
,
is
U∗γU + J∗V ∗J∗U + U∗αJV J + J∗V ∗V J + J∗V ∗γV J.
Because γ is trace class, we have U∗γU and J∗V ∗γV J are trace class. Thus J∗V ∗J∗U +
U∗αJV J + J∗V ∗V J is trace class.
Moreover, using the Cauchy-Schwarz inequality
|Tr(XY + Y ∗X∗)| ≤ 2(Tr(XX∗))1/2(Tr(Y Y ∗))1/2
we find that
∞ > Tr [U∗αJV J + J∗V ∗J∗α∗U + J∗V ∗V J ]
= Tr [(U∗αJ)(V J) + (V J)∗(U∗αJ)∗] + Tr(V V ∗)
≥ −2(Tr(U∗αα∗U∗))1/2(Tr(V V ∗))1/2 + Tr(V V ∗).
Note that Tr(U∗αα∗U∗) <∞ because αα∗ is trace class. Thus Tr(V V ∗) <∞.
1.3 Quasi-free states and quadratic Hamiltonians
Definition (Quasi-free states). A quasi-free state ρ is a state satisfying Wick’s Theorem,
namely
ρ[A(F1)...A(F2m−1)] = 0 for all m ≥ 1 (6)
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and
ρ[A(F1)...A(F2m)] =
∑
σ∈P2m
ρ[A(Fσ(1))A(Fσ(2))]...ρ[A(Fσ(2m−1))A(Fσ(2m))] (7)
where P2m is the set of pairings
P2m = {σ ∈ S2m | σ(2j − 1) < σ(2j + 1), j = 1, . . . , m− 1,
σ(2j − 1) < σ(2j), j = 1, . . . , m}.
A crucial point is that we have one-to-one correspondence between the set of quasi-free
states with finite particle numbers and the set of 1-pdm’s. If a quasi-free state is a pure
state, namely a one-dimensional projection on the Fock space, we call it a quasi-free pure
state.
Theorem 1.6 (Quasi-free states and quasi-free pure states).
(i) Any operator Γ : h⊕ h∗ → h ⊕ h∗ of the form (1) satisfying Γ ≥ 0 and Tr(γ) < ∞ is
the 1-pdm of a quasi-free state with finite particle number expectation.
(ii) A pure state |Ψ〉 〈Ψ| with finite particle number expectation is a quasi-free state if and
only if Ψ = UV |0〉 for some Bogoliubov unitary mapping UV as in (4).
Moreover, any operator Γ : h ⊕ h∗ → h ⊕ h∗ of the form (1) satisfying Γ ≥ 0 and
Tr(γ) <∞ is the 1-pdm of a quasi-free pure state if and only if ΓSΓ = −Γ.
Remark. The characterization of quasi-free pure states were already proved in [19] (with a
different proof). For the fermionic analogues see [4] (Theorem 2.3 and Theorem 2.6).
Proof. (i) Note that the set of quasi-free states is invariant under Bogoliubov unitary map-
pings. Indeed, if the Bogoliubov transformation V is implemented by the unitary mapping
UV : F → F as in (4) and Γ is the 1-pdm of a quasi-free state ρ then V∗ΓV is the 1-pdm of
the quasi-free state ρV∗ΓV defined by
ρV∗ΓV(B) := ρ(UVBU
∗
V) for all B ∈ B(F).
Therefore, due to the diagonalization result in Theorem 1.3, it remains to show that any
operator of the form
Γ =
(
ξ 0
0 1 + JξJ∗
)
,
where ξ is a positive semi-definite trace class operator on h, is indeed the 1-pdm of some
quasi-free state.
Because ξ is trace class, it admits an orthogonal eigenbasis {ui}∞i=1 for h corresponding
to eigenvalues {λi}∞i=1. Let I = {i ∈ N|λi > 0}. Then we may choose ei ∈ (0,∞) such that
(1− exp(−ei))−1 = 1 + λi, i ∈ I. (8)
Denote ai = a(ui) for short. Let
G = Π0 exp
[
−
∑
i∈I
eia
∗
iai
]
(9)
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where Π0 is the orthogonal projection onto the subspace Ker[
∑
i/∈I a
∗
i ai]. Similarly to the
fermionic case (see Theorem 2.3 in [4]), it is straightforward to check that Γ is the 1-pdm
of the state ρ = Tr[G]−1G and that ρ is a quasi-free state. For the reader’s convenience we
provide this part of the proof in the Appendix.
(ii) If Ψ = UV |0〉 for some Bogoliubov unitary mapping UV then using U∗V = UV−1 and
(4) we have A(V−1F ) = U∗VA(F )UV . Therefore,
〈Ψ|A(F1)A(F2)...A(Fn) |Ψ〉 = 〈0|U∗VA(F1)UVUVA(F2)UV ...U∗VA(Fn)UV |0〉
= 〈0|A(V−1F1)A(V−1F2)...A(V−1Fn) |0〉 .
It is then obvious that the state |Ψ〉 〈Ψ| satisfies equations (6)-(7) in Wick’s Theorem, and
hence it is a quasi-free state.
Reversely, suppose that the pure state |Ψ〉 〈Ψ| is a quasi-free state with finite particle
number expectation. Then by the first statement in Theorem 1.6,
|Ψ〉 〈Ψ| = Tr[G]−1UVGU∗V
for some Bogoliubov unitary mapping UV and for some G given by (9). On the other hand,
the only rank-one operator G of the form (9) is the vacuum projection |0〉 〈0| (namely ξ = 0).
Thus, up to a complex phase, Ψ is equal to UV |0〉.
Now we consider the 1-dpm’s of quasi-free pure states. Suppose that Ψ is a quasi-free
pure state with finite particle number expectation and its 1-dpm is Γ. Due to Theorem 1.6,
there is a unitarily implementable Bogoliubov transformation V such that
V∗ΓV =
(
0 0
0 1
)
.
The identity ΓSΓ = −Γ follows from
V∗ΓSΓV = (V∗ΓV)(V∗SV)−1(V∗ΓV)
=
(
0 0
0 1
)
S−1
(
0 0
0 1
)
= −
(
0 0
0 1
)
= −V∗ΓV.
Reversely, let Γ : h ⊕ h∗ → h ⊕ h∗ be of the form (1) such that Γ ≥ 0, Tr(γ) < ∞
and ΓSΓ = −Γ. Then by Theorem 1.6, Γ is the 1-dpm of a quasi-free state and there is a
unitarily implementable Bogoliubov transformation V such that
V∗ΓV =
(
ξ 0
0 1 + JξJ∗
)
for some positive semi-definite trace class operator ξ on h. The identity ΓSΓ = −Γ implies
that (
ξ 0
0 1 + JξJ∗
)
S
(
ξ 0
0 1 + JξJ∗
)
= −
(
ξ 0
0 1 + JξJ∗
)
.
The only solution to this equation is ξ = 0. Therefore, Γ is the 1-dpm of a quasi-free pure
state with finite particle number expectation.
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One of the main motivation of considering the quasi-free pure states is that they minimize
the quadratic Hamiltonians.
Definition (Quadratic Hamiltonian). Let A be a positive semi-definite operator on h⊕ h∗
and JAJ = A. The operator
HA =
∑
i,j=1
(Fi,AFj)A∗(Fi)A(Fj),
acting on F is called a quadratic Hamiltonian corresponding to A. Here {Fi}i≥1 is an
orthonormal basis for h⊕ h∗ (the sum is independent of the choice of {Fi}i≥1).
Remark. (i) Alternatively, we can describe HA by
(Ψ, HAΨ) = Tr[AΓΨ] for all normalized vector Ψ ∈ F ,
where ΓΨ is the 1-pdm of the pure state |Ψ〉 〈Ψ|.
(ii) The condition JAJ = A is just a conventional assumption since if this condition does
not holds then we can consider A′ = 1
2
(A + JAJ ) which satisfies that JA′J = A′
and, formally,
HA′ = HA +
1
2
Tr[AS].
This formal formula makes sense when, for example, A is trace class.
(ii) As we shall see below, that A ≥ 0 is the necessary and sufficient condition such that
HA is bounded from below. Moreover, in this case HA ≥ 0.
We are interested in the ground state energy of HA,
E(HA) := inf{ρ(HA)|ρ is a state with ρ(N ) <∞} (10)
Theorem 1.7 (Minimizing quadratic Hamiltonians). Let A, HA and E(HA) as above.
(i) We have E(HA) = inf{ρ(HA)|ρ is a quasi-free pure state}.
(ii) If there is a unitarily implementable Bogoliubov transformation VA such that V∗AAVA is
diagonal then there is a quasi-free pure state ρ0 such that ρ0(HA) = E(HA). Moreover,
if A is positive definite then ρ0 is unique.
(iii) If the variational problem (10) has a minimizer then A is diagonalized by a unitar-
ily implementable Bogoliubov transformation VA. Moreover, if Γ is the 1-pdm of the
minimizer then we have
AΓ = −AS1(−∞,0)[AS].
In particular, AΓS = SΓA ≤ 0.
Remark. (i) The above statements (i) and (ii) already appeared in [19] in the finite-
dimensional case (in this case A is always diagonalizable by Lemma 1.4).
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(ii) If the operator W is not self-adjoint but U−1WU is self-adjoint for some invertible
operator U then we can still define the projection 1(−∞,0)[W ] by
1(−∞,0)[W ] := U1(−∞,0)[U
−1WU ]U−1.
It is easy to check that the definition is independent of the choice of U . In particular,
we can define
1(−∞,0)[AS] := (V∗A)−11(−∞,0)[V∗AAS(V∗A)−1]V∗A
where V∗AAS(V∗A)−1 is self-adjoint.
Proof. (i) We show that for any state ρ with finite number particle expectation, there is a
quasi-free pure state ρ˜ such that ρ˜(HA) ≤ ρ(HA).
By Theorem 1.3, there is a unitarily implementable Bogoliubov transformation V such
that
Γ = V
(
ξ 0
0 1 + JξJ∗
)
V∗
where ξ : h→ h is a positive semi-definite trace class operator. Thus
ρ(HA) = Tr[AΓ] = Tr
[
V∗AV
(
ξ 0
0 1 + JξJ∗
)]
.
Because V∗AV commutes with J , it has the block form
V∗AV =
(
a b
JbJ JaJ∗
)
where 0 ≤ a : h→ h and b : h∗ → h. Thus
ρ(HA) = Tr
[(
a b
JbJ JaJ∗
)(
ξ 0
0 1 + JξJ∗
)]
= 2Tr[aξ] + Tr[a] ≥ Tr[a].
By Theorem 1.6, there is a quasi-free pure state ρ˜ whose 1-pdm is
V
(
0 0
0 1
)
V∗.
It follows from the above discussion that ρ˜(HA) ≤ ρ(HA).
(ii) Assume that A is diagonalized by the unitarily implementable Bogoliubov transfor-
mation VA, namely
A = V∗A
(
d 0
0 JdJ∗
)
VA
where d : h→ h is positive semi-definite. For any state ρ we have
ρ(HA) = Tr[AΓ] = Tr
[(
d 0
0 JdJ∗
)
VAΓV∗A
]
where Γ is the 1-pdm of ρ. We may write VAΓΨV∗A in the block form
VAΓV∗A =
(
γ α
α∗ 1 + JγJ∗
)
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where 0 ≤ γ : h→ h and α : h∗ → h. Thus
ρ(HA) = Tr
[(
d 0
0 JdJ∗
)(
γ α
α∗ 1 + JγJ∗
)]
= 2Tr[dγ] + Tr[d] ≥ Tr[d]
Denote by ρ0 the quasi-free pure state having the 1-dpm
V−1A
(
0 0
0 1
)
V ∗−1A = SV∗A
(
0 0
0 1
)
VAS.
Then ρ0(HA) = Tr[d] and hence ρ0 is a ground state of HA.
Moreover, if A is positive definite then Tr[dγ] > 0 unless γ = 0. Therefore, ρ0 is the
unique ground state of HA among the quasi-free states.
(iii) Assume that problem (10) has a minimizer and Γ is the 1-dpm of the minimizer.
1. We first prove that AS and SΓ commute. Let a be an arbitrary trace class operator on
h⊕h∗ such that a = a∗ = J aJ . It is straightforward to check that exp(iεHS) is a Bogoliubov
unitarily implementable transformation for any ε ∈ R. Similarly to the variational argument
for Hartree-Fock-Bogoliubov theory in [12] (p. 284), we consider the trial states
Γε := exp(−iεSa)Γ exp(iεaS) = Γ + ε[iΓaS − iSaΓ] +O(ε2), ε ∈ R.
Since ε = 0 minimizes the functional ε 7→ Tr[A(Γε − Γ)] we find that
0 =
d
dε
Tr[A(Γε − Γ)] = Tr[aB] with B := iSAΓ− iΓAS.
Note that B = B∗ = JBJ .
Now let b be any trace class operator on h⊕h∗. Since a := b+ b∗+J bJ +J b∗J satisfies
that a = a∗ = J aJ , we have
0 = Tr[aB] = 4ℜTr[bB].
By changing b a complex phase, we conclude that Tr[bB] = 0 for any trace class operator b.
This implies that B = 0. Thus ASΓ = ΓAS, namely [AS,SΓ] = 0.
2. Now let VΓ be the unitarily implementable Bogoliubov transformation such that
V∗ΓΓVΓ =
(
ξ 0
0 1 + JξJ∗
)
for some trace class operator ξ ≥ 0 on h. Thus the operator V−1Γ SΓVΓ = SV∗ΓΓVΓ leaves the
spaces h⊕ 0 and 0⊕ h∗ invariant . Since V−1Γ ASVΓ commutes with V−1Γ SΓVΓ, it also leaves
the spaces h⊕ 0 and 0⊕ h∗ invariant. Moreover, since V−1Γ ASVΓ commutes with J , it must
have the form
V−1Γ ASVΓ =
(
d 0
0 −JdJ∗
)
.
Using V−1Γ = SV∗ΓS we then conclude that
SV∗ΓSASVΓS =
(
d 0
0 JdJ∗
)
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where d ≥ 0 since A ≥ 0. Thus the unitarily implementable Bogoliubov transformation
VA := SVΓS diagonalizes A.
3. Finally we prove that AΓ = −AS1(−∞,0)[AS]. Denote
V−1A Γ(V−1A )∗ =
(
γ˜ α˜
(α˜)∗ Jγ˜J∗
)
and V−1A Γ′(V−1A )∗ =
(
γ˜′ α˜′
(α˜′)∗ Jγ˜′J∗
)
for any 1-dpm Γ′. We find that
0 ≤ Tr [A(Γ′ − Γ)] = Tr [(V∗AAVA)V−1A (Γ′ − Γ)(V∗A)−1]
= Tr
[(
d 0
0 JdJ∗
)(
γ˜′ − γ˜ α˜′ − α˜
(α˜′ − α˜)∗ J(γ˜′ − γ˜)J∗
)]
= 2Tr[dγ˜′]− 2Tr[dγ˜].
Because this inequality holds true for any positive semi-definite trace class operator γ˜′ on
h, we conclude that Tr(dγ˜) = 0. By writing Tr[dγ˜] = Tr[(d1/2γ˜1/2)∗d1/2γ˜1/2] we obtain
d1/2γ˜1/2 = 0, and hence dγ˜ = 0. This also implies that dα˜ = 0 since
(α˜d)∗(α˜d) = d(α˜)∗α˜d ≤ d(1 + ||γ˜||L(h))γ˜d = 0.
Thus (
0 0
0 JdJ∗
)
=
(
d 0
0 JdJ∗
)(
γ˜ α˜
(α˜)∗ 1 + Jγ˜J
)
= (V∗AAVA)(V−1A Γ(V∗A)−1) = V∗AAΓ(V∗A)−1.
It can be rewritten as
AΓ = (V∗A)−1
(
0 0
0 JdJ∗
)
V∗A. (11)
Moreover, since d ≥ 0 we find that(
0 0
0 JdJ∗
)
= −
(
d 0
0 JdJ∗
)
1(−∞,0)
[(
d 0
0 −JdJ∗
)]
S
= −(V∗AAVA)1(−∞,0) [SV∗AAVA]S
= −V∗AAVA1(−∞,0)
[
(SVA)−1(AS)SVA
]S
= −V∗AAVA(SVA)−11(−∞,0)(AS)SVAS
= −V∗AAS1(−∞,0)(AS)(V∗A)−1.
Thus (11) can be rewritten as
AΓ = −SA1(−∞,0)[AS].
Moreover, it follows from (11) that
AΓS = (V∗A)−1
(
0 0
0 JdJ∗
)
V∗AS = SVA
(
0 0
0 −JdJ∗
)
V∗AS ≤ 0.
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1.4 Bogoliubov variational theory
The Bogoliubov variational states should include not only the quasi-free states (like the
Hartree-Fock theory) but also the coherent states, which correspond to the condensation.
To describe the formulation precisely we need the following result (see [19], Theorem 13.1).
Theorem 1.8. For every φ ∈ h there exists (uniquely up to a complex phase) a coherent
unitary Uφ : F → F such that
U
∗
φa(f)Uφ = a(f) + (f, φ) for all f ∈ h.
Proof. We can proceed similarly the proof of Theorem 1.2 (see the Appendix) by translating
the orthonormal basis |ni1 , ..., niM 〉 = (ni1 !...niM !)−1/2 a∗(uiM )niM ...a∗(ui1)ni1 |0〉 to
Uφ |ni1 , ..., niM 〉 = (ni1 !...niM !)−1/2 [a∗(uiM ) + (φ, uiM )]niM ...[a∗(ui1) + (φ, ui1)]ni1Uφ |0〉
with the new vacuum
Uφ |0〉 = exp
[
−1
2
‖φ‖2
]
exp [−a∗(φ)] |0〉 .
Remark. (i) The condensate vector φ ∈ h needs not be normalized. Any pure state |Ψ〉 〈Ψ|
with Ψ = Uφ |0〉 ∈ F for some φ ∈ h is called a coherent state.
(ii) For generalized annihilation operators we get
U
∗
φA(F )Uφ = A(F ) + (F, φ⊕ Jφ)h⊕h∗ for all F ∈ h⊕ h∗.
Now we can describe the Bogoliubov variational states. Denote
GB :=
{
(γ, α)|Γγ,α =
(
γ α
JαJ 1 + JγJ∗
)
≥ 0,Tr(γ) <∞
}
.
The Bogoliubov variational state ργ,α,φ associated with (γ, α, φ) ∈ GBo × h is defined by
ργ,α,φ(B) := ργ,α(U
∗
φBUφ) for all B ∈ B(F),
where ργ,α is the quasi-free state with the 1-pdm Γγ,α. In particular, the particle number
expectation of the Bogoliubov variational state ργ,α,φ is
ργ,α,φ(N ) = Tr(γ) + ||φ||2.
For a given Hamiltonian H : F → F and λ ≥ 0 we can define the Bogoliubov ground
state energy
EB(λ) = inf
{
ργ,α,ρ(H)|(γ, α, φ) ∈ GB × h,Tr(γ) + ||φ||2 = λ
}
where ργ,α,ρ(H) is the Bogoliubov energy functional and λ stands for the total particle number
of the system.
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Remark. (i) Due to the variational principle, the Bogoliubov ground state energy EB
H
(λ)
is always an upper bound to the quantum grand canonical energy
Eg(λ) = inf{(Ψ,HΨ) : Ψ ∈ F , ||Ψ|| = 1, (Ψ,NΨ) = λ}.
(ii) If N ∈ N then the grand canonical energy Eg(N) is always a lower bound to the
canonical energy
E(N) = inf{(Ψ,HΨ) : Ψ ∈
N⊗
sym
, ||Ψ|| = 1}.
Moreover, if E(N) is convex w.r.t. N then Eg(N) = E(N) for all N .
Example 1.9 (A toy model). Let h = R and the Hamiltonian
H = a∗(1)a∗(1)a(1)a(1).
A straightforward computation shows that for N ∈ N then the quantum energy is
Eg(N) = E(N) = N2 −N
and the Bogoliubov energy is
EB(N) = inf
λ≥0,x≥0,λ+x=N
[
x2 + x(4λ− 2
√
λ(1 + λ)) + 2λ2 + λ(1 + λ)
]
= inf
0≤λ≤N
[
N2 + 2N(λ−
√
λ(1 + λ)) + λ+ 2λ
√
λ(1 + λ)
]
= N2 −N +O(N2/3) as N →∞.
Of our particular interest is the Bogoliubov variational theory for interacting Bose gases
which we shall describe briefly below.
Let h = L2(Ω) for some measure space Ω with the inner product
(u, v) =
∫
Ω
u(x)v(x)dx.
In this case the mapping J : h → h∗ is simply the complex conjugate, i.e. Ju(x) = u(x).
Therefore, for simplicity we shall use notation γ = JγJ∗ and α = JαJ .
The Hamiltonian consists of a one-body kinetic operator T , which is a self-adjoint operator
on h, and a two-body potential operatorW which is the multiplication operator corresponding
to the funtion W (x, y) : Ω × Ω → R satisfying W (x, y) = W (y, x). The grand canonical
Hamiltonian H : F → F can be represented in the second quantization as
H =
∞⊕
N=0
(
N∑
i=1
Ti +
∑
1≤i<j≤N
Wij
)
=
∑
m,n
(um, Tun)ha
∗
man +
1
2
∑
m,n,p,q
(um ⊗ un,Wup ⊗ uq)h×ha∗ma∗napaq
where an := a(un) and {un}∞n=1 is an orthonormal basis for h (the sum is independent of the
choice of {un}).
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To represent the Bogoliubov energy functional explicitly in terms of (γ, α, φ), it is conve-
nient to introduce the integral kernel α(x, y) of the Hilbert-Schmidt operator which satisfies
(αf)(x) =
∫
Ω
α(x, y)f(y)dy for all f ∈ L2(Ω).
Similarly, we have the kernel γ(x, y) of γ and the density functional is formally defined by
ργ(x) := γ(x, x). More precisely, because γ is a positive semi-definite trace class operator,
we have the spectral decomposition γ =
∑
i ti |ui〉 〈ui| and then we can define γ(x, y) :=∑
i tiui(x)ui(y) and ργ(x) :=
∑
i ti|ui(x)|2. Note that
∫
ρ(x)dx = Tr(γ).
Using the coherent transformations
U
∗
φanUφ = an + (un, φ)
and Wick’s Theorem we find that
ργ,α,φ(H) = Tr(T γ˜) +D(ργ˜, ργ˜) +X(γ, γ) +X(α, α)
+Re
∫∫
Ω×Ω
[
γ(x, y)φ(x)φ(y) + α(x, y)φ(x)φ(y)
]
W (x, y)dxdy
where γ˜ := γ + |φ〉 〈φ|, ργ˜(x) = γ˜(x, x) and
D(f, g) =
1
2
∫∫
Ω×Ω
f(x)g(y)W (x, y)dxdy, X(γ, γ′) =
1
2
∫∫
Ω×Ω
γ(x, y)γ′(x, y)W (x, y)dxdy.
Here are some specific examples with respect to three cases: W > 0, W changes sign,
and W < 0.
Example 1.10 (Bosonic atoms). In this case we have
h = L2(R3), T = −∆− Z|x| , W (x, y) =
1
|x− y| .
We shall investigate the Bogoliubov theory for bosonic atoms in details in the next sections.
In particular, we can show that the Bogoliubov ground state energy and the full quantum
mechanics energy agree up to the leading order, and we conjecture that they even agree up
to the second order.
Example 1.11 (Two-component Bose gases). This is the case when
h = L2(R3 × {±1}), T = −∆x, W (x, e, y, e′) = ee
′
|x− y| .
It is already known that the Bogoliubov theory is also correct to the full quantum theory
up to the leading order. More precisely, for large N , the correct leading term −AN7/5
was predicted by Dyson [7] using the Bogoliubov principle and then it was mathematically
established by Lieb-Solovej [14] (lower bound) and Solovej [18] (upper bound).
16
Example 1.12 (Bosonic stars). The system now corresponds to
h = L2(R3), T =
√
−∆+m2 −m, W (x, y) = − κ|x− y|
where m > 0 is the neutron mass and κ = Gm2 > 0. Up to the leading order, the ground
state energy is approximated by the Hartree model [15]. Because the Hartree ground state
energy is strictly concave, replacing the canonical setting by the grand canonical setting
would make the energy much lower. Therefore, it is easy to see that the Bogoliubov ground
state energy is much lower than the one of the full quantum model, although by adapting
the ideas in [10] we can show that the Bogoliubov variational model still has minimizers.
2 Bosonic atoms
2.1 Introduction
For a bosonic atom we mean a system including a nucleus fixed at the origin in R3 with
nucleus charge Z > 0 and N “bosonic electrons” with charge −1. The system is described
by the Hamiltonian
HN,Z =
N∑
i=1
(
−∆i − Z|x|
)
+
∑
1≤i<j≤N
1
|xi − xj |
acting on the symmetric space HN =
⊗N
sym L
2(R3). The ground state energy of the system
is given by
E(N,Z) = inf{(Ψ, HN,ZΨ)|Ψ ∈ HN , ||Ψ||L2 = 1}.
In fact, the ground state energy E(N,Z) does not change if we replace the symmetric sub-
space HN by the full N -particle space
⊗N L2(R3) = L2(R3N) (see, e.g., [13] p. 59-60). For
usual atoms (with fermionic electrons), the Hamiltonian HN,Z acts on the anti-symmetric
subspace
N∧
i=1
(L2(R3) ⊗ C2) instead. For simplicity, we only consider the spinless electrons
because the spin number play no role in the mathematical analysis here.
We recall some well-known fact about the full quantum problem. Due to the HVZ
Theorem (see e.g. [13] Lemma 12.1), E(N,Z) ≤ E(N − 1, Z) and if E(N,Z) < E(N − 1, Z)
then E(N,Z) is an isolated eigenvalue of HN,Z . Unlike the asymptotic neutrality of fermionic
atoms, in the bosonic case, the binding E(N,Z) < E(N −1, Z) holds for all 0 ≤ N ≤ Nc(Z)
with limZ→∞Nc(Z)/Z = tc ≈ 1.21 (see [6, 17, 5, 1]).
The leading term of the ground state energy E(N,Z) is given by the Hartree theory [6].
In the Hartree theory, the ground state energy is
EH(N,Z) = inf{EH(u, Z) : ||u||2L2 = N}
where
EH(u, Z) =
∫
R3
|∇u(x)|2 dx−
∫
R3
Z|u(x)|2
|x| +
∫∫
R3×R3
|u(x)|2|u(y)|2
|x− y| dxdy.
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By the scaling u(x) = Z2u1(Zx) we have
EH(u, Z) = Z3EH(u1, 1).
Therefore,
EH(N,Z) = Z3e(N/Z, 1) where e(t) = EH(t, 1).
It is well-known (see e.g. [5, 11]) that e(t) is convex, e(t)′ < 0 when t < tc ≈ 1.21 and
e′(t) = 0 when t ≥ tc. Moreover, for any 0 < t < tc ≈ 1.21, e(t) has a unique minimizer φt,
which is positive, radially-symmetric and it is the unique solution to the nonlinear equation
htφt = 0 where
ht = −∆− 1|x| + |φt|
2 ∗ 1|x| − e
′(t).
As a consequence, ht ≥ 0. Moreover, since σess(ht) = [−e′(t), 0], there is a gap ∆t > 0 if
t < tc such that (ht − ∆t)P⊥t ≥ 0 where P⊥φt = 1 − Pt with Pt being the one-dimensional
projection onto Span{φt}.
By scaling back, we conclude that EH(tZ, Z) has the unique minimizer and the operator
ht,Z = −∆− Z|x| + |φt,Z|
2 ∗ 1|x| − Z
2e′(t)
satisfies ht,Zφt,Z = 0 and (ht,Z − Z2∆t)P⊥φt,Z ≥ 0 when t < tc.
Our aim is to investigate the first correction to the ground state energy E(tZ, Z). We shall
analyze the Bogoliubov variational model for bosonic atoms and compare to the full quantum
theory. From the general discussion on the Bogoliubov theory, we have the Bogoliubov
variational problem
EB(N,Z) = inf
{EB(γ, α, φ, Z)|(γ, α, φ) ∈ GB × L2(R3),Tr(γ) + ||φ||2 = N} (12)
where
EB(γ, α, φ, Z) = Tr(−[∆− Z|x|−1]γ˜) +D(ργ˜ , ργ˜) +X(γ, γ) +X(α, α)
+
∫∫
R3×R3
γ(x, y)φ(x)φ(y)
|x− y| dxdy + Re
∫∫
R3×R3
α(x, y)φ(x)φ(y)
|x− y| dxdy.
Here we are using the notations γ˜ := γ + |φ〉 〈φ| and
D(f, g) =
1
2
∫∫
R3×R3
f(x)g(y)
|x− y| dxdy, X(γ, γ
′) =
1
2
∫∫
R3×R3
γ(x, y)γ′(x, y)
|x− y| dxdy.
The properties of the Bogoliubov theory for bosonic atoms are the following, which will
be proved in the next subsections.
Theorem 2.1 (Existence of minimizers). Let the nucleus charge Z and the electron number
N be any positive numbers (not necessarily integers).
(i) If the binding inequality
EB(N,Z) < EB(N ′, Z) for all 0 < N ′ < N
holds then EB(N,Z) has a minimizer.
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(ii) The energy EB(N,Z) is strictly decreasing on N ∈ [0, Nc(Z)] with Nc(Z) ≥ Z for all
Z and
lim inf
Z→∞
Nc(Z)
Z
≥ tc ≈ 1.21.
Theorem 2.2 (Bogoliubov ground state energy). If Z →∞ and N/Z = t ∈ (0, tc) then
EB(N,Z) = Z3e(t) + Z2µ(t) + o(Z2)
where
µ(t) := inf
(γ,α)∈GB
Tr[htγ] + Re ∫∫
R3×R3
[γ(x, y) + α(x, y)]φt(x)φt(y)
|x− y| dxdy
 .
The coefficient µ(t) is finite and satisfies the lower bound
µ(t) ≤ t−1e(t)− e′(t) + µ˜(t)
where
µ˜(t) := min
(γ′,α′)∈GB ,γ′φt=0
Tr[htγ′] + Re
∫∫
R3×R3
[γ′(x, y) + α′(x, y)]φt(x)φt(y)
|x− y|
 < 0.
Remark. (i) If we restrict the Hamiltonian HN,Z into the class of N -particle product func-
tions Ψu = u⊗ u⊗ ...⊗ u then by scaling u(x) = (N − 1)−1/2Z2u0(Zx) we have
inf
||u||=1
〈Ψu, HN,ZΨu〉 = NZ
3
N − 1 inf||u||0=(N−1)/Z E
H(u0, 1) =
NZ3
N − 1e
(
N − 1
Z
)
= Z3e(t) + Z2[t−1e(t)− e′(t)] + o(Z2).
Because µ(t) < t−1e(t) − e′(t), the Bogoliubov ground state energy is strictly lower
than the lowest energy of the product wave functions at the second oder.
(ii) We believe, but do not have a rigorous proof, that the identity µ(t) = t−1e(t)− e′(t) +
µ˜(t) holds and a minimizing sequence of µ(t) is given by
γ = λ
∣∣∣∣ φt||φt||
〉〈
φt
||φt||
∣∣∣∣ + γ′, α = −√λ(1 + λ) ∣∣∣∣ φt||φt||
〉〈
φt
||φt||
∣∣∣∣+ α′
with λ → ∞, where (γ′, α′) is a minimizer for µ˜(t). In fact, the upper bound
µ(t) ≥ t−1e(t)−e′(t)+µ˜(t) follows from the heuristic discussion on comparison between
Bogoliubov energy and quantum energy below.
We conjecture that the Bogoliubov theory determines the first correction to the quantum
energy E(N,Z).
Conjecture 2.3 (First correction to the leading energy). If Z →∞ and N/Z = t ∈ (0, tc)
then
E(N,Z) = EB(N,Z) + o(Z2) = Z3e(t) + Z2µ(t) + o(Z2).
A heuristic discussion supporting the conjecture is made in the last subsection of the
article. While the picture is rather clear, some technical work is still needed to make the
argument rigorous.
19
2.2 Existence of Bogoliubov minimizers
To prove the first claim of Theorem 2.1, we shall follow the extending variational argument
(see e.g. [12], Theorem 11.12). Before studying the variational problem EB(N,Z) in (12),
we start by considering the extended problem with the constraint Tr(γ) ≤ N , namely
EB(≤N,Z) = inf
{EB(γ, α, φ, Z)|(γ, α, φ) ∈ GB,Tr(γ) + ||φ||2 ≤ N} . (13)
Lemma 2.4 (Extended problem). The ground state energy EB(N,Z) is finite and decreas-
ing on N . Moreover, the extended variational problem EB(≤N,Z) in (13) always has a
minimizer.
Proof. 1. By simply ignoring the non-negative two-body interaction and using the hydrogen
bound, we have
EB(γ, α, φ, Z) ≥ Tr
[(
−∆− Z|x|
)
γ˜
]
≥ 1
2
Tr(−∆γ)− Z
2N
2
> −∞. (14)
2. Next, we prove that EB(N ′, Z) ≥ EB(N,Z) for N ′ < N . For any trial state (γ, α, φ)
with (γ, α) ∈ GB and Tr γ+||φ||2 = N ′, choose g ∈ C∞c (R3) such that Tr(γ)+||φ||2+||g||2 = N
and consider
γε = γ + |gε〉 〈gε|
where gε(x) = ε
3/2g(εx). Then (γε, α) ∈ GB and Tr(γε) + ||φ||2 = N . Moreover, since
|∇gε| → 0 in L2(R3) and |gε|2 → 0 in Lp(R3) for any p > 1, a simple calculation shows that
EB(γε, α, φ, Z)→ EBZ (γ, α, φ, Z) as ε→ 0.
This ensures that EB(N ′, Z) ≥ EB(N ′, Z).
3. To show that EB(≤N,Z) has a minimizer, let us take a minimizing sequence (γn, αn, φn)
for EB(≤N,Z). The lower bound (14) ensures that Tr(−∆γn) is bounded. Consequently,
all of ‖γn(x, y)‖H1(R3×R3), ‖αn(x, y)‖H1/2(R3×R3) and ‖φn‖H1(R3) are bounded. By passing to
a subsequence if necessary, we may assume that γn ⇀ γ, αn ⇀ γ, φn ⇀ φ weakly in the
corresponding Hilbert spaces, and their kernels converge pointwisely. It is straightforward
to check that (γ, α) ∈ GB and by Fatou’s lemma, Tr(γ) + ||φ||2 ≤ N .
Fatou’lemma also implies that
lim inf
n→∞
Tr(−∆γ) ≥ Tr(−∆γ).
The two-body interaction part of EB(γn, αn, φn, Z) can be rewritten as∫∫
W (γn, αn, φn)
|x− y|
where
W (γn, αn, φn) = ργn(x)ργn(y) + |γn(x, y)|2 + |αn(x, y) + φn(x)φn(y)|2
+
[
ργn(x)|φ(y)|2 + ργn(y)|φ(x)|2 + 2Re(γn(x, y)φn(x)φn(y))
]
≥ 0.
Therefore, we may use Fatou’lemma again to obtain
lim inf
n→∞
∫∫
W (γn, αn, φn)
|x− y| ≥
∫∫
W (γ, α, φ)
|x− y| .
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Finally, because
√
ργn ⇀
√
ργ in H
1(R3) we have the convergence∫
R3
ργn(x)
|x| dx→
∫
R3
ργ(x)
|x| dx as n→∞.
Therefore, we have
lim inf
n→∞
EB(γn, αn, φn, Z) ≥ EB(γ, α, φ, Z)
and hence (γ, α, φ) is a minimizer for EB(≤N,Z).
We now prove the existence of minimizers for the original problem EB(N,Z).
Proof of Theorem 2.1. 1. If EB(N,Z) < EB(N ′, Z) for all 0 < N ′ < N then any minimizer
(γ, α, φ) for the extended problem EB(≤N,Z) must satisfy Tr(γ) + ||φ||2 = N , and hence it
is a minimizer for EB(N,Z).
2. That E(N,Z) is strictly decreasing on N ∈ [0, Z] follows by the same argument as
in [8]. Assume that EB(N,Z) = EB(N ′, Z) for some 0 ≤ N ′ < N ≤ Z. Let (γ, α, φ) be a
minimizer for EB(≤N
′, Z). For any ϕ ∈ H1(R3), let us consider the trial state (γε, α, φ) with
γε = γ + ε |ϕ〉 〈ϕ| , ε > 0.
For ε > 0 small we have Tr γε + ||φ|| ≤ N and hence
EB(γε, α, φ, Z) ≥ EB(N,Z) = EB(N ′, Z) = EB(γ, α, φ, Z).
Therefore,
0 ≤ d
dε
∣∣∣∣
ε=0
EB(γε, α, φ, Z) = (ϕ,−∆ϕ)L2 −
∫
R3
Z|ϕ(x)|2
|x| dx+ 2D(ργ˜ , |ϕ|
2)
+2ReX(γ˜, |ϕ〉 〈ϕ|). (15)
On the other hand, let us replace ϕ by ϕL(x) := L
−3/2ϕ1(x/L) where ϕ1 ∈ H1(R3) such
that ϕ1 is radially-symmetric and ϕ1(x) = 0 if |x| < 1 and ϕ1(x) > 0 if |x| > 1. Then for
large L one has
〈ϕL,−∆ϕL〉 = L−2 〈ϕ1,−∆ϕ1〉 = O(L−2),
−Z
∫
R3
|ϕL(x)|2
|x| dx = −ZL
−1
∫
R3
|ϕ1(x)|2
|x| dx.
Moreover, by Newton’s theorem,
2D(ργ˜, |ϕL|2) =
∫∫
R3×R3
ργ(x)|ϕL(y)|2
max{|x|, |y|} dy ≤ N
′L−1
∫
R3
|ϕ1(y)|2
|y| dy,
and by Ho¨lder’s inequality,
2 ReX(γ˜, |ϕL〉 〈ϕL|) =
∫∫
R3×R3
γ˜(x, y)ϕL(x)ϕL(y)
|x− y| dxdy
≤
 ∫∫
|x|≥L,|y|≥L
|γ˜(x, y)|dxdy

1/2∫∫
R3×R3
|ϕL(x)|2|ϕL(y)|2
|x− y|2 dxdy
1/2 = o(L−1).
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Thus if we replace ϕ in (15) by ϕL then we obtain
0 ≤ O(L−2)− (Z −N ′)L−1
∫
R3
|ϕ1(x)|2
|x| dx+ o(L
−1)
which is a contradiction to the assumption N ′ < Z. Thus N 7→ EB(N,Z) is strictly decreas-
ing when 0 < N ≤ Z.
3. Now we show that EB(Z,N) is strictly decreasing on N ∈ [Z,Nc(Z)] with
lim inf
Z→∞
Nc(Z)/Z ≥ tc ≈ 1.21
We shall need some properties of the Bogoliubov ground state in Lemma 2.7, which is derived
in the next section.
Take a large number Z and assume that N 7→ EB(N,Z) is not strictly decreasing on
Z ≤ t′Z for a fixed value t′ < tc. Then there exists N = tZ ∈ [Z, t′Z] and δ > 0 such that
EB(N,Z) = EB(N + δ, Z) and EB(N,Z) has a ground state (γ, α, φ). Because
EB(γ, α, φ, Z) = EB(N,Z) = EB(N + δ, Z) ≤ EB(γ, α,√1 + εφ, Z)
for ε > 0 small, we have
0 ≤ d
dε
∣∣∣∣
ε=0
EB(γ, α,√1 + εφ, Z)
=
〈
φ,
(
−∆− Z|x| + ργ˜ ∗ |.|
−1
)
φ
〉
+
∫∫
γ(x, y)φ(x)φ(y)
|x− y| + Re
∫∫
α(x, y)φ(x)φ(y)
|x− y| .
Because
EB(γ, α, φ) = EB(N,Z) ≤ EH(N,Z) ≤ Tr
[(
−∆− Z|x|
)
γ˜
]
+D(ργ˜, ργ˜)
we get ∫∫
γ(x, y)φ(x)φ(y)
|x− y| + Re
∫∫
α(x, y)φ(x)φ(y)
|x− y| ≤ 0.
Thus
0 ≤
〈
φ,
(
−∆− Z|x| + ργ˜ ∗ |.|
−1
)
φ
〉
= 〈φ, ht,Zφ〉+ 2D(ργ˜ − |φt,Z|2, |φ|2) + e′(t)Z2||φ||2.
On the other hand, using the estimates in Lemma 2.7 we have
〈φ, ht,Zφ〉 = o(Z2),
e′(t)Z2||φ||2 ≤ e′(t)Z2(tZ + o(Z)) = te′(t)Z3 + o(Z3),
D(ργ˜ − |φt,Z |2, |φ|2) ≤
√
D(ργ˜ − |φt,Z|2, ργ˜ − |φt,Z|2).
√
D(|φt,Z|2, |φt,Z|2) = o(Z5/2).
Therefore,
0 ≤ 〈φ, ht,Zφ〉+ 2D(ργ˜ − |φt,Z|2, |φ|2) + e′(t)Z2||φ||2 ≤ te′(t)Z3 + o(Z3).
However, it is a contradiction because te′(t) < 0 when 1 ≤ t ≤ t′ < tc.
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2.3 Analysis of quadratic forms
We consider the minimization problem µ(t) of the quadratic form in Theorem 2.2. Recall
that
µ(t) := inf
(γ,α)∈GB
qt(γ, α) and µ˜(t) := inf
(γ′,α′)∈GB,γ′φt=0
qt(γ
′, α′)
where
qt(γ, α) :=
Tr[htγ] + Re ∫∫
R3×R3
[γ(x, y) + α(x, y)]φt(x)φt(y)
|x− y| dxdy
 .
Lemma 2.5 (Analysis of the quadratic form qt(γ, α)). For any 0 < t < tc we have
−∞ < µ(t) ≤ t−1e(t)− e′(t) + µ˜(t).
Moreover, the minimization problem µ˜(t) has a minimizer (γ′, α′) and µ˜(t) < 0.
Proof. 1. Because qt(γ, α) is a quadratic form of (γ, α), for considering the ground state
energy we may restrict (γ, α) into the class of quasi-free pure state, i.e. αα∗ = γ(1 + γ).
Since γ ≥ 0 is trace class and αT = α, we can write
γ(x, y) =
∑
n
λnun(x)un(y), α(x, y) = −
∑
n
√
λn(1 + λn)un(x)un(y),
where λn ≥ 0 and {un}n is an orthonormal family on L2(R3). Then
qt(γ, α) =
∑
n
[λn(un, htun) + An]
with
An = λn
∫∫
R3×R3
un(x)un(y)φt(x)φt(y)
|x− y| −
√
λn(1 + λn)Re
∫∫
R3×R3
un(x)un(y)φt(x)φt(y)
|x− y| .
2. We may assume that λn(un, ht,Zun) + An ≤ 0 for all n; otherwise, if λn(un, ht,Zun) +
An < 0 then
qt(γ, α) > qt(γ
′, α′)
where
γ′ = γ − λn |un〉 〈un| , α′ = α +
√
λn(1 + λn) |un〉 〈un| .
We have the gap (un, htun) ≥ ∆t||P⊥un||2 for all n. Moreover, |Re(D(u, u))| ≤ D(u, u)
for all functions u we have
An ≥ 2D(unφt, unφt)(λn −
√
λn(1 + λn)) ≥ 2D(unφt, unφt)max
{
−1
2
,−
√
λn
}
. (16)
Thus it follows from the assumption λn(un, ht,Zun) + An ≤ 0 that
∆2tλn||P⊥un||4 ≤ 4|D(unφt, unφt)|2 for all n. (17)
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On the other hand, observe that
||P⊥un||2 + ||P⊥um||2 = 2− ||Pun||2 − ||Pum||2 ≥ 1 for all m 6= n.
Therefore, there exists (at most) an element i0 such that ||P⊥un||2 ≥ 1/2 for all n 6= i0. As
a consequence, (17) implies that
∑
n 6=i0
λn ≤ 16∆−2t
∑
n 6=i0
|D(unφt, unφt)|2 ≤ 4∆−2t
∫∫
R3×R3
|φt(x)|2|φt(y)|2
|x− y|2 dxdy ≤ C.
3. Using ht ≥ 0 and (16) we have
qt(γ, α) ≥ Ai0 +
∑
n 6=i0
An ≥ −D(ui0φt, ui0φt)−
∑
n 6=i0
2
√
λnD(unφt, unφt)
≥ −D(ui0φt, ui0φt)− 2
(∑
n 6=i0
λn
)1/2(∑
n 6=i0
|D(unφt, unφt)|2
)1/2
≥ −1
2
∫∫
R3×R3
|φt(x)|2|φt(y)|2
|x− y|2
1/2 − 2∆−1t
∫∫
R3×R3
|φt(x)|2|φt(y)|2
|x− y|2
 ≥ −C.
4. To see the upper bound on µ(t) let us consider the trial state
γ = λ
∣∣∣∣ φt||φt||
〉〈
φt
||φt||
∣∣∣∣+ γ′, α = −√λ(1 + λ) ∣∣∣∣ φt||φt||
〉〈
φt
||φt||
∣∣∣∣+ α′
where (γ′, α′) ∈ GB such that γ′φt = 0. One has
µ(t) ≤ qt(γ, α) = 2
(
λ−
√
λ(1 + λ)
)
D(u1φt, u1φt) + qt(γ
′, α′).
Taking the infimum over all (γ′, α′) and letting λ→∞ we obtain
µ(t) ≤ −t−1D(|φt|2, |φt|2) + µ˜(t) = t−1e(t)− e′(t) + µ˜(t).
5. Now we consider µ˜(t). The above argument shows that if {(γ′n, α′n)}∞n=1 is a mini-
mizing sequence for µ˜(t) then Tr(γ′n) is bounded. Therefore, it follows from the standard
compactness argument that µ˜(t) has a minimizer. To see that µ˜(t) < 0, let us consider
γ′ = λ′ |u〉 〈u| , α′ = −
√
λ′(1 + λ′) |u〉 〈u|
where u is a normalized real-valued function in L2(R3) such that (u, φt) = 0. Because
D(uφt, uφt) > 0 we have
µ˜(t) ≤ qt(γ′, α′) = λ′(u, htu) + 2
(
λ′ −
√
λ′(1 + λ′)
)
t−1D(uφt, uφt) < 0
for some λ′ > 0 small enough.
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Remark. The analysis here works out for a more general setting. For example, if h is a
positive semi-definite operator on L2(Ω) with inf σess(h) > 0 andW is a positive semi-definite
Hilbert-Schmidt operator on L2(Ω) with a real-valued kernel W (x, y) then
inf
(γ,α)∈GB
Tr[hγ] + Re ∫∫
R3×R3
(γ(x, y) + α(x, y))W (x, y)dxdy
 > −∞.
By scaling φt,Z(x) = Z
2φt(Zx), γ(x) = Z
3γ′(Zx, Zy), α(x) = Z3α′(Zx, Zy) we have
inf
(γ,α)∈GB
qt,Z(γ, α) = inf
(γ′,α′)∈GB
Z2qt(γ
′, α′) = Z2µ(t)
where
qt,Z(γ
′, α′) = Tr[ht,Zγ
′] +
∫∫
R3×R3
(γ′(x, y) + α′(x, y))φt,Z(x)φt,Z(y)
|x− y| dxdy.
To prove Theorem 2.2, we need to consider some perturbation form of qt,Z .
Lemma 2.6 (Analysis of pertubative quadratic forms). Let φ ∈ L2(R3) such that ||φ|| ≤
||φt,Z||, ||∇φ|| ≤ CZ3/2 and ||P⊥φ|| ≤ C where P⊥ = 1−P with P being the one-dimensional
projection onto φt,Z . Then for Z large we have
inf
(γ,α)∈GB
qt,Z(γ, α, φ) ≥ ‖Pφ‖
2
||φt,Z||2Z
2µ(t)− CZ2−1/10
where
qt,Z(γ, α, φ) = Tr[ht,Zγ] +
∫∫
R3×R3
γ(x, y)φ(x)φ(y)
|x− y| +
∫∫
R3×R3
α(x, y)φ(x)φ(y)
|x− y| .
Proof. 1. We first consider the case when Tr γ is small. Assume that Tr γ ≤ Z1/2−ε, where
ε = 1/10. In the integral involved with γ, we use the decomposition
φ(x)φ(y) = Pφ(x)Pφ(y) + Pφ(x)P⊥φ(y) + P⊥φ(x)φ(y).
Observe that all terms involved with P⊥φ have negligible contribution. For example,∣∣∣∣∣∣
∫∫
R3×R3
γ(x, y)P⊥φ(x)φ(y)
|x− y|
∣∣∣∣∣∣ ≤ 2Tr(γ2)1/2||P⊥φ||.||∇φ|| ≤ CZ2−ε.
Thus ∫∫
R3×R3
γε(x, y)φ(x)φ(y)
|x− y| ≥
∫∫
R3×R3
γε(x, y)Pφ(x)Pφ(y)
|x− y| − CZ
2−ε.
Together with the similar bound on the integral involved with α, we arrive at
qt,Z(γ, α, φ) ≥
(
1− ||Pφ||
2
||φ||2
)
Tr[ht,Zγ] +
||Pφ||2
||φt,Z||2 qt,Z(γ, α)− CZ
2−ε
≥ ||Pφ||
2
||φt,Z||2Z
2µ(t)− CZ2−ε.
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2. Now we consider the case when Tr γ is large. Assume Tr γ ≥ Z1/2−ε. Following the
proof of Lemma 2.5, we may assume that
γ = λ1 |u1〉 〈u1|+ γ′, α = −
√
λ1(1 + λ1) |u1〉 〈u1|+ α′
where ||u1|| = 1 and (γ′, α′) is the 1-pdm of a pure quasi-free state such that
Tr γ′ ≤ C, λ1||P⊥u1||2 ≤ C and γ′u1 = 0 = α′u1.
Because λ1 = Tr γ − Tr γ′ ≥ Z1/2−ε − C and λ1||P⊥u1||2 ≤ C, we have
||P⊥u1||2 ≤ CZ−1/2+ε.
As a consequence,
Tr(Pγ′) =
∑
n 6=1
λn||Pun||2 ≤ Tr γ′
∑
n 6=1
||Pun||2 ≤ Tr γ′||P⊥u1||2 ≤ Z−1/2+ε.
3. We shall compare qt,Z(γ, α, φ) with qt,Z(γ
′′, α′′) where
γ′′ = λ1P |u1〉 〈u1|P + P⊥γ′P⊥,
α′′ = −
√
λ1(1 + λ1)P |u1〉 〈u1|P + P⊥α′P⊥.
It is easy to see that (γ′′, α′′) ∈ GB.
We first consider the terms involved with u1. We have
λ1
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y| −
√
λ1(1 + λ1) Re
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y|
≥ (λ1 −
√
λ1(1 + λ1))
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y| .
Then we use the decomposition
u1(x)u1(y) = Pu1(x)Pu1(y) + Pu1(x)P⊥u1(y) + P
⊥u1(x)u1(y),
φ(x)φ(y) = Pφ(x)Pφ(y) + Pφ(x)P⊥φ(y) + P⊥φ(x)φ(y).
Note that all terms involved with either P⊥u1 or P
⊥φ have negligible contribution. For
example, we have∣∣∣∣∣∣
∫∫
R3×R3
Pu1(x)Pu1(y)P⊥φ(x)φ(y)
|x− y|
∣∣∣∣∣∣ ≤ 2||Pu1||2||P⊥φ||.||∇Pφ|| ≤ CZ3/2,∣∣∣∣∣∣
∫∫
R3×R3
P⊥u1(x)u1(y)Pφ(x)Pφ(y)
|x− y|
∣∣∣∣∣∣ ≤ 2||P⊥u1||.||u1||.||Pφ||.||∇Pφ|| ≤ CZ2−1/4+ε/2.
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Thus
λ1
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y| −
√
λ1(1 + λ1)Re
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y|
≥ (λ1 −
√
λ1(1 + λ1))
∫∫
R3×R3
u1(x)u1(y)φ(x)φ(y)
|x− y|
≥ (λ1 −
√
λ1(1 + λ1))
∫∫
R3×R3
Pu1(x)Pu1(y)Pφ(x)Pφ(y)
|x− y| − CZ
2−1/4+ε/2. (18)
Next, consider the terms involved with (γ′, α′). In the integral,∫∫
R3×R3
γ′(x, y)φ(x)φ(y)
|x− y|
we use the decomposition
γ′ = P⊥γ′P⊥ + P⊥γ′P + Pγ′,
φ(x)φ(y) = Pφ(x)Pφ(y) + P⊥φ(x)Pφ(y) + P⊥φ(x)φ(y).
Observe that all terms involved with either Pγ′ or P⊥φ have negligible contribution. For
example, we have∣∣∣∣∣∣
∫∫
R3×R3
(Pγ′)(x, y)Pφ(x)Pφ(y)
|x− y|
∣∣∣∣∣∣ ≤ 2[Tr(P (γ′)2P )]1/2||Pφ||.||∇Pφ||
≤ 2[Tr(γ′)]1/2[Tr(Pγ′)]1/2||Pφ||.||∇Pφ|| ≤ CZ2−1/8+ε/4
and ∣∣∣∣∣∣
∫∫
R3×R3
(P⊥γ′P⊥)(x, y)P⊥φ(x)φ(y)
|x− y|
∣∣∣∣∣∣ ≤ 2[Tr(P⊥(γ′)2P⊥)]1/2||P⊥φ||.||∇Pφ|| ≤ CZ3/2.
Thus ∫∫
R3×R3
γ′(x, y)φ(x)φ(y)
|x− y| ≥
∫∫
R3×R3
(P⊥γ′P⊥)(x, y)Pφ(x)Pφ(y)
|x− y| − CZ
2−1/8+ε/4. (19)
Similarly we have∫∫
R3×R3
α′(x, y)φ(x)φ(y)
|x− y| ≥
∫∫
R3×R3
(P⊥α′P⊥)(x, y)Pφ(x)Pφ(y)
|x− y| − CZ
2−1/8+ε/4. (20)
Putting (18), (19), (20) together and using the fact ht,Z ≥ 0 and ht,ZP = 0, we obtain
qt,Z(γ, α, φ) ≥ ‖Pφ‖
2
||φt,Z||2 qt,Z(γ
′′, α′′)− CZ2−1/8+ε/2 ≥ ‖Pφ‖
2
||φt,Z||2Z
2µ(t)− CZ2−1/8+ε/4.
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4. In summary, from Case 1 and Case 2 we have in any case
qt,Z(γ, α, φ) ≥ ‖Pφ‖
2
||φt,Z||2Z
2µ(t)− Cmax{Z2−ε, Z2−1/8+ε/4}.
Choosing ε = 1/10 we obtain
inf
(γ,α)∈GB
qt,Z(γ, α, φ) ≥ ‖Pφ‖
2
||φt,Z||2Z
2µ(t)− CZ2−1/10.
2.4 Bogoliubov ground state energy
We are now ready to give the proof of Theorem 2.2.
Proof. Upper bound. Fix ε > 0 small. Choose (γt,ε, αt,ε) ∈ GB such that
qt(γt,ε, αt,ε) ≤ µ(t) + ε.
Choosingγ(x, y) = Z3γt,ε(Zx, Zy), α(x, y) = Z
3αt,ε(Zx, Zy) and φ(x) = Z
2φt−Tr(γt,ε)/Z(Zx),
we have Tr(γ) + ||φ||2 = tZ and
EB(γ, α, φ, Z) = Z3EHZ=1(φt−Tr(γt,ε)/Z) + Z2 [qt(γt,ε, αt,ε) + e′(t) Tr(γt,ε)]
+Z
[
D(ργt,ε, ργt,ε) +X(γt,ε, γt) +X(αt,ε, αt,ε)
]
≤ Z3e(t− Tr(γt,ε)/Z) + Z2[µ(t) + e′(t) Tr(γt,ε)] + ZCε
= Z3
[
e(t)− (Tr(γt,ε)/Z)e′(t) + o(Z−1) Tr γε
]
+Z2 [µ(t) + ε+ Tr(γt,ε)e
′(t)] + ZCε
= Z3e(t) + Z2(µ(t) + ε+ o(1)Cε).
Thus
EB(N,Z) ≤ Z3e(t) + Z2(µ(t) + ε+ o(1)Cε).
Because ε > 0 can be chosen as small as we want, we can conclude that
EB(N,Z) ≤ Z3e(t) + Z2µ(t) + o(Z2).
Lower bound. It suffices to consider (γ, α, φ) such that EB(γ, α, φ, Z) ≤ Z3e(t), and
hence Tr[−∆γ˜] ≤ CZ3. We shall denote by P the one-dimensional projection onto the
Hartree ground state φt,Z and P
⊥ = 1− P .
In the expression of EB(γ, α, φ, Z), if we ignore the non-negative terms X(γ, γ), X(α, α)
and estimate the direct term by
D(ργ˜ , ργ˜) = 2D(ργ˜ , |φt,Z|2)−D(|φt,Z|2, |φt,Z|2) +D(ργ˜ − |φt,Z|2, ργ˜ − |φt,Z|2)
≥ 2D(ργ˜ , |φt,Z|2)−D(|φt,Z|2, |φt,Z|2) = 2D(ργ˜, |φt,Z|2) + Z3e(t)− Z2e′(t) Tr(γ˜)
then we arrive at
EB(γ, α, φ, Z) ≥ Z3e(t) + Tr(ht,Z γ˜) +
∫∫
R3×R3
γ(x, y)φ(x)φ(y)
|x− y| + Re
∫∫
R3×R3
α(x, y)φ(x)φ(y)
|x− y| . (21)
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By the same argument of the proof of Lemma 2.5 we have
1
2
Tr[ht,Zγ] +
∫∫
R3×R3
γ(x, y)φ(x)φ(y)
|x− y| + Re
∫∫
R3×R3
α(x, y)φ(x)φ(y)
|x− y| ≥ −CZ
2.
Putting this bound together with the gap Tr[ht,Z γ˜] ≥ ∆tZ2Tr(P⊥γ˜) into (21), and comparing
with the upper bound EB(γ, α, φ, Z) ≤ Z3e(t) we obtain ||P⊥φ|| ≤ C.
We are now able to apply Lemma 2.6 to conclude from (21) that
EB(γ, α, φ, Z) ≥ Z3e(t) + (φ, ht,Zφ) + ‖Pφ‖
2
||φt,Z||2Z
2µ(t)− CZ2−1/10.
Because ‖Pφ‖2 ≤ ‖φt,Z‖2 = tZ, we obtain the desired lower bound.
From the above proof of the lower bound, we also obtain the following estimates on the
ground state, which will be useful in the proof of the binding up to the critical number tcZ.
Lemma 2.7 (Properties of Bogoliubov minimizers). If (γ, α, φ) is a minimizer for EB(N,Z)
(or more generally, if EB(γ, α, φ, Z) = Z3e(t) + Z2µ(t) + o(Z2)) then Tr(P⊥γ˜) ≤ C,
〈φ, ht,Zφ〉 = o(Z2) and
D(ργ˜ − |φt,Z|2, ργ˜ − |φt,Z|2) = o(Z2).
In particular, it follows from 〈φ, ht,Zφ〉 = o(Z2) that ‖Pφ‖2 = tZ + o(Z). Here P is the
one-dimensional projection onto the Hartree ground state φt,Z .
2.5 Comparison to quantum energy: a heuristic discussion
Let us discuss on the comparison between the Bogoliubov ground state energy EB(N,Z)
and the quantum energy E(N,Z) in Conjecture 2.3.
First at all, due to the variational principle, the Bogoliubov energy EB(N,Z) is a rigorous
upper bound to the quantum grand canonical energy
Eg(N,Z) = inf{(Ψ,
∞⊕
N=0
HN,ZΨ),Ψ ∈ F , ||Ψ|| = 1}.
It is believed that the ground state energy E(N,Z) is a convex function on N (see [13],
p. 229), which is equivalent to Eg(N,Z) = E(N,Z). If this conjecture is correct then the
Bogoliubov energy EB(N,Z) is also an upper bound to the canonical energy E(N,Z).
In the following, we shall argue heuristically why the Bogoliubov energy EB(N,Z) is a
lower bound to E(N,Z) (up to an error o(Z2)). Some further work is required to make the
argument rigorous.
Choosing an orthonormal basis {un}∞n=0 for h with u0 = φt,Z/||φt,Z||, we can represent
the Hamiltonian HZ =
⊕∞
N=0HN,Z in the second quantization
HZ =
∑
m,n≥0
hm,na
∗
man +
1
2
∑
m,n,p,q≥0
Wm,n,p,qa
∗
ma
∗
napaq
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where an = a(un) and
hm,n = (um, (−∆− Z|x|−1)un),Wm,n,p,q =
∫∫
R3×R3
um(x)un(y)up(x)uq(y)
|x− y| .
Assume that Ψ is a ground state for E(N,Z). We shall denote by 〈HZ〉Ψ the expectation
〈Ψ,HZΨ〉.
Step 1. As in [3] we have the condensation Tr(P⊥γΨ) ≤ C where P is the one-
dimensional projection onto u0. Let us denote γ = P
⊥γΨP
⊥, α = P⊥αΨP
⊥, N0 = a∗0a0
and N0 = 〈N0〉Ψ. Then (γ, α) ∈ GB and N −N0 = Tr(γ) ≤ C.
Step 2. The leading term Z3e(t) of the ground state energy E(N,Z) comes from the
terms of full condensation, namely h00a
∗
0a0 and W0000a
∗
0a
∗
0a0a0. Similarly to the computation
to the energy of product functions, we have
h00 〈a∗0a0〉Ψ +W0000 〈a∗0a∗0a0a0〉Ψ
=
〈
u0,
(−∆− Z|x|−1)u0〉N0 + (〈N 20 〉Ψ −N0)D(|u0|2, |u0|2)
≥ 〈u0, (−∆− Z|x|−1)u0〉N0 + (N20 −N0)D(|u0|2, |u0|2)
≥ N0Z
3
N0 − 1e
(
N0 − 1
Z
)
= Z3e(t)− Z2e′(t) Tr(γ) + Z2[t−1e(t)− e′(t)] + o(Z2). (22)
As a consequence, the expectation of the rest of the Hamiltonian HZ should be of order
O(Z2).
Step 3. Because almost of particles live in the condensation u0, we may hope to eliminate
all terms Wm,n,p,qa
∗
ma
∗
napaq in the two-body interaction which have only 0 or 1 operator a
#
0
(where a#0 is either a0 or a
∗
0).
Step 4. Now we apply the Bogoliubov principle in which we replace any a#0 by
√
N0 ≈√
N . We can see that the terms with 1 and 3 operators a#0 should be canceled together. In
fact, ∑
m≥1
(h0m〈a∗0am〉Ψ +W000m〈a∗0a∗0a0am〉Ψ)
≈
∑
m≥1
(h0m〈a∗0am〉Ψ +W000m〈a∗0am〉Ψ)
=
∑
m≥1
〈
um,
(−∆− Z|x|−1 +N |u0| ∗ |.|−1)u0〉 〈a∗0am〉Ψ = 0
=
∑
m≥1
〈
um, Z
2e′(t)u0
〉 〈a∗0am〉Ψ = 0.
Here we use the fact that u0 is the ground state for the Hartree mean-field operator
ht,Z = −∆− Z|x|−1 + |φt,Z|2 ∗ |.|−1 − Z2e′(t)
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It remains the terms with precisely 0 or 2 operators a#0 ,∑
m,n≥1
(hmn〈a∗man〉Ψ +Wm00n〈a∗ma∗0a0an〉Ψ)
≈
∑
m,n≥1
(hmn〈a∗man〉Ψ +NWm00n〈a∗man〉Ψ)
= Tr
[(−∆− Z|x|−1 +N |u0|2 ∗ |.|−1) γ] (23)
and ∑
m,n≥1
(Wm0n0〈a∗ma∗0a0an〉Ψ + Re[Wmn00〈a∗ma∗na0a0〉Ψ])
≈
∑
m,n≥1
(NWm0n0〈a∗man〉Ψ +N Re[Wmn00〈a∗ma∗n〉Ψ])
= Re
∫∫
R3×R3
(γ(x, y) + α(x, y))φt,Z(x)φt,Z(y)
|x− y| dxdy. (24)
Step 5. Putting the approximations (22), (23) and (24) together we obtain the desired
lower bound
〈HZ〉Ψ ≥ Z3e′(t) + Z2[t−1e(t)− e′(t)]
+Tr[ht,Zγ] + Re
∫∫
R3×R3
[γ(x, y) + α(x, y)]φt(x)φt(y)
|x− y| + o(Z
2).
Because (γ, α) ∈ GB and γφt,Z = 0 one has
Z2[t−1e(t)− e′(t)] + Tr[ht,Zγ] + Re
∫∫
R3×R3
[γ(x, y) + α(x, y)]φt,Z(x)φt,Z(y)
|x− y| ≥ Z
2µ(t).
Thus we arrive at the desired lower bound
〈HZ〉Ψ ≥ Z3e′(t) + Z2µ(t) + o(Z2).
Appendix
Proof of Lemma 1.1. It is obvious that Γ ≥ 0 if and only if γ ≥ 0, α∗ = JαJ and
〈f ⊕ Jg,Γf ⊕ Jg〉 = (f, γf) + (g, (1 + γ)g) + 2Re(αJf, g) ≥ 0, ∀f, g ∈ h.
Using a simple scaling g = tg, t ∈ C, we can see that the latter inequality is equivalent to
(f, γf)(g, (1 + γ)g) ≥ |(αJf, g)|2, ∀f, g ∈ h.
Replacing g by (1 + γ)−1g, we can rewrite the latter inequality as
(f, γf)(g, (1 + γ)−1g) ≥ |(αJf, (1 + γ)−1g)|2, ∀f, g ∈ h. (25)
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Note that (2) follows from (25) by choosing g = αJf . Reversely, we can see that (2)
implies (25) by using the Cauchy-Schwarz inequality for the positive definite quadratic form
Q(u, v) = (u, (1 + γ)−1v), i.e.
(f, γf)(g, (1 + γ)−1g) ≥ (αJf, (1 + λ)−1αJf)(g, (1 + γ)−1g) ≥ ∣∣(αJf, (1 + γ)−1g)∣∣2 .
Proof of Theorem 1.2. The proof below follows [19] Theorem 9.5 (sufficiency) and [16] The-
orem 6.1 (necessity).
Sufficiency. Assume that V V ∗ is trace class on h. We shall construct the unitary UV .
1. Let {ui}i≥1 be an orthonormal basis for h. Recall that an orthonormal basis for
FB,F (h) is given by
|ni1 , ..., niM 〉 = (ni1 !...niM !)−1/2 a∗(uiM )niM ...a∗(ui1)ni1 |0〉 ,
where nj run over 0, 1, 2, ... such that there are only finite nj > 0.
We start by constructing the new vacuum |0〉V = UV |0〉 which is characterized by
A(V(ui ⊕ 0)) |0〉V = 0.
for all i = 1, 2, ..., namely
A(V(ui ⊕ 0)) = A(Uui ⊕ JV Jui) = a(Uui) + a∗(V Jui)
are the new annihilation operators.
2. The first step is to choose an convenient basis {ui}. From V∗SV = S = VSV∗ we have
UU∗ = 1 + V V ∗, U∗U = 1 + J∗V ∗V J
and C = C∗ where C = U∗V J . Since U∗U − 1 is trace class, U∗U has an orthonormal
eigenbasis on h. On the other hand, because U∗U commutes with the conjugate linear map
C = U∗J∗V and C∗C is trace class on h, we can find an orthonormal basis {ui}i≥1 for h
consisting of eigenvectors of U∗U such that they are also eigenvectors of C.
Denote µi := ||Uui|| ≥ 1 and fi := µ−1i Uui. Then {fi}i≥1 is an orthonormal basis for h.
Since
(fj , V Jui) = µ
−1
j (Uuj , V Jui) = µ
−1
j (uj, Cui) = 0
for all j 6= i, we must have V Jui ∈ Span{fi}. Note that if we change ui’s by complex phases
then it still holds that (uj, Cui) = 0 for all i 6= j (although ui’s maybe no longer eigenvectors
of C). Therefore, we can change ui’s by complex phases to obtain V Jui = νifi for some
νi ≥ 0. Thus there is an orthonormal basis {fi}i≥1 for h such that the new annihilation
operators are
A(V(ui ⊕ 0)) = µia(fi) + νia∗(fi), i = 1, 2, ...
where µi ≥ 1, νi ≥ 0, µ2i − ν2i = 1 and
∑
i=1 ν
2
i = Tr(V V
∗) <∞.
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3. This representation allows us to construct the new vacuum |0〉V explicitly
|0〉V = limM→∞
M∏
j=1
(1− (νj/µj)2)1/4
∞∑
n=0
(
− νj
2µj
)n
a∗(fj)
2n
n!
|0〉
=
∏
j=1
(1− (νj/µj)2)1/4 exp
[
−
∑
i=1
νi
2µi
a∗(fi)
2
]
|0〉 .
It is straightforward to check that |0〉V is well defined and is annihilated by the new annihi-
lation operators A(V(ui ⊕ 0)). Having the new vacuum |0〉V , we can define |ni1 , ..., niM 〉V =
U |ni1 , ..., niM 〉 by
|ni1 , ..., niM 〉V = (ni1 !...niM !)−1/2A∗(V(uiM ⊕ 0))niM ...A∗(V(ui1 ⊕ 0))ni1 |0〉V .
4. Finally we need to prove that the new vectors |ni1 , ..., niM 〉V indeed form a basis for
F . The trick is to use the formula
|0〉 =
∏
j=1
(1− (νj/µj)2)−1/4 exp
[∑
i=1
νj
2µj
a∗+(fi)
2
]
|0〉V .
and express the old basis vectors |ni1 , ..., niM 〉 in terms of the new ones. Since the new
vectors |ni1 , ..., niM 〉V span all of the old basis vectors |ni1 , ..., niM 〉, the new ones span the
whole space F .
Necessity. Assume that there exists a normalized vector |0〉V ∈ F such that A(V (u ⊕
0)) |0〉V = 0 for all u ∈ h. We shall prove that V V ∗ must be trace class on h.
5. Let |0〉V =
⊕∞
N=0ΨN where ΨN ∈
⊗N
sym h. Then the condition A(V (u ⊕ 0)) |0〉V = 0
is equivalent to
a(Uu)Ψ1 = 0 and a(Uu)ΨN+2 + a
∗(V Ju)ΨN = 0 for all u ∈ h, N = 0, 1, 2, ... (26)
Since UU∗ = 1 + V V ∗ ≥ 1 we have Ker(U∗) = {0}, and hence Ran(U) = h. Therefore,
it follows from a(Uu)Ψ1 = 0 for all u ∈ h that Ψ1 = 0. Then, by induction using (26) we
obtain Ψ1 = Ψ3 = Ψ5 = ... = 0.
If Ψ0 = 0 then the same argument deduces Ψ0 = Ψ2 = Ψ4 = ... = 0 which contradicts
with |0〉V 6= 0. Thus Ψ0 ∈ C\{0} and from (26) with N = 0 we have
a(Uu)Ψ2 +Ψ0V Ju = 0 for all u ∈ h. (27)
6. Introducing the conjugate linear map H : h→ h defined by
(Hϕ1, ϕ2) = (Ψ2, ϕ1 ⊗ ϕ2) for all ϕ1, ϕ2 ∈ h.
A straightforward computation shows that Tr(H∗H) = ‖Ψ2‖2. Moreover using (27) and the
symmetry of Ψ2 we have
(−Ψ0V Jϕ1, ϕ2) = (a(Uϕ1)Ψ2, ϕ2) = (Ψ2, a∗(Uϕ1)ϕ2, )
=
√
2(Ψ2, Uϕ1 ⊗ ϕ2) =
√
2(HUϕ1, ϕ2)
for all ϕ1, ϕ2 ∈ h. This means −Ψ0V J = HU . Because U is bounded and H∗H is trace class
on h, we conclude that
V V ∗ = 2Ψ−20 HUU
∗H∗
is trace class on h.
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The rest part of proof of Theorem 1.6. We now prove that Γ is the 1-pdm of the state ρ =
Tr[G]−1G. Recall that F has the orthonormal basis
|n1, n2, ...〉 = (n1!n2!...)−1/2(a∗1)n1(a∗2)n2 ... |0〉
where |0〉 is the vacuum and n1, n2... run over 0, 1, 2, ... such that there are only finite nj > 0.
A straightforward computation shows that
Tr(G) =
∑
nj=0,1,2,...
〈n1, n2, ...|G |n1, n2, ...〉
=
∑
nj=0,1,...;j∈I
(n1!n2!...)
−1 〈0|
∏
i∈I
(anii exp[−λia∗i ai](a∗i )ni) |0〉
=
∑
nj=0,1,...;j∈I
(n1!n2!...)
−1 〈0|
∏
i∈I
(
anii
∞∑
k=0
(−λi)k(a∗iai)k
k!
(a∗i )
ni
)
|0〉
=
∑
nj=0,1,...;j∈I
(n1!n2!...)
−1 〈0|
∏
i∈I
(
∞∑
k=0
(−ei)k(ni)k(ni!)
k!
)
|0〉
=
∑
nj=0,1,...;j∈I
∏
i
e−λini =
∏
i∈I
1
1− e−λi <∞
since
∑
i∈I e
−λi <∞. Thus ρ is well-defined.
We check that Γ is indeed the 1-pdm of ρ. Note that |n1, n2, ...〉 and G |n1, n2, ...〉 have
the same number of particle ui for any i = 1, 2, .... By the same way of determining Tr(G)
we find that Tr(aiajG) = 0 and
Tr(a∗i ajG) = δij Tr(a
∗
i aiG)
= δij
( ∏
k∈I,k 6=i
(1 + λk)
)(
∞∑
ni=0
(ni!)
−1 〈0| anii a∗i ai exp(−cia∗i ai)(a∗i )ni |0〉
)
= δij
( ∏
k∈I,k 6=i
(1 + λk)
)(
∞∑
ni=0
(ni!)
−1 〈0| anii a∗i ai
∞∑
r=0
(−ci)r(a∗iai)r
r!
(a∗i )
ni |0〉
)
= δij
( ∏
k∈I,k 6=i
(1 + λk)
)(
∞∑
ni=0
(ni!)
−1 〈0|
∞∑
r=0
(−ci)r(ni)r+1(ni!)
r!
|0〉
)
= δij
( ∏
k∈I,k 6=i
(1 + λk)
)(
∞∑
ni=0
exp(−cini)ni
)
= δijλi
∏
k∈I
(1 + λk)
in which we have used
∞∑
ni=0
exp(−cini)ni = − d
dci
∞∑
ni=0
exp(−cini) = − d
dci
1
1− exp(−ci)
=
exp(−ci)
(1− exp(−ci))2 = λi(1 + λi).
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From the above computations we find that
ρ(aiaj) = (Tr(G))
−1Tr(aiajG) = 0 = (ui, αJuj)
and
ρ(a∗iaj) = (Tr(G))
−1Tr(a∗i ajG) = δijλi = (ui, γuj)
for any i, j. Thus Γ is indeed the 1-pdm of ρ.
3. Finally, we check that ρ is a quasi-free state. One way to do it is to consider ρ as a
limit of appropriate Gibbs states, see [4] (eq. (2b.34)). In the following, we shall give a more
direct approach by mimicking the proof of Wick’s Theorem in [9].
It suffices to prove (6)-(7) when A(Fi) is either a creation or annihilation operator, which
we denote by ci. Our aim is to show that
Tr[c1c2c3c4...ckG] =
Tr[c1c2G]
Tr[G]
Tr[c3c4...ckG] (28)
+
Tr[c1c3G]
Tr[G]
Tr[c2c4...ckG] + ... +
Tr[c1ckG]
Tr[G]
Tr[c2c3...ck−1G]
and the result follows immediately by a simple induction. By the same way of computating
Tr[G] we may check that
Tr[c1c2G]
Tr[G]
= f(c1)[c1, c2] (29)
where [c1, c2] = c1c2 − c2c1 ∈ {0,−1, 1} and
f(c1) =

(1− e−λj )−1 if c1 = aj, j ∈ I,
(1− eλj )−1 if c1 = a∗j , j ∈ I,
1 if c1 = aj , j /∈ I,
0 if c1 = a
∗
j , j /∈ I.
(30)
Thus (28) is equivalent to
Tr[c1c2c3c4...ckG] = f(c1)[c1, c2]Tr[c3c4...ckG] (31)
+f(c1)[c1, c3]Tr[c2c4...ckG] + ...+ f(c1)[c1, ck]Tr[c2c3...ck−1G].
We can prove (31) as follows. From the identity
c1c2c3c4...ck = [c1, c2]c3c4...ck + ...+ c2c4...ck−1[c1, ck] + c2c3c4...ckc1
we deduce that
Tr [c1c2c3c4...ckG] = Tr [[c1, c2]c3c4...ckG] (32)
+... + Tr [c2c4...ck−1[c1, ck]G] + Tr [c2c3c4...ckc1G] .
We first consider when c1 is either aj or a
∗
j with j ∈ I. In this case it is straightforward
to see that c1G = e
±λjc1G where (+) if c1 = a
∗
j and (-) if c1 = aj . This implies that
Tr [c2c3c4...ckc1G] = e
±λjTr [c2c3c4...ckGc1] = e
±λjTr [c1c2c3c4...ckG] . (33)
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Substituting (33) into (33) we conclude that
Tr [c1c2c3c4...ckG] =
[c1, c2]
1− e±λj Tr [c3c4...ckG]
+
[c1, c3]
1− e±λj Tr [c2c4...ckG] + ... +
[c1, ck]
1− e±λj Tr [c2c4...ck−1G]
which is precisely the desired identity (31).
If c1 = aj for some j /∈ I then
Tr[c2c3c4...ckc1G] = 0
since ajG = 0 and (31) follows from (33).
Finally if c1 = a
∗
j for some j /∈ I then
Tr[c1c2c3c4...ckG] = Tr[c2c3c4...ckGc1] = 0
since Ga∗j = 0 and we obtain (31).
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