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ABSTRACT 
The multiplicative property of triangular Toeplitz matrices is used to derive a 
polyproduct rule for companion matrices. This rule is then used to obtain some new 
identities involving resultants and companion matrices, and to investigate the block 
structure of Jacobson chains relating companion and hypercompanion matrices. 
1. INTRODUCTION 
The concept of a Jacobson chain plays an important role in the theory of 
canonical forms of a matrix over an arbitrary field IF [7, pp. 71-941. The 
reason is that these chains allow the transition from a companion matrix with 
prime powered minimal polynomial to a hypercompanion matrix with the 
same minimal polynomial. The purpose of this paper is (1) to show that this 
reduction using Jacobson chains is a special case of a polyproduct rule for 
companion matrices, and (2) to analyze in detail the block fomr of a certain 
“fundamental” Jacobson chain, which generates all other chains. One reason 
for examining Jacobson chains is that they are needed in the study of 
constrained equations of the form AX = XB, with (say) X involutory, over 
arbitrary fields 5 [5]. As a by-product of the product rule, we obtain several 
new results relating companion matrices and resultants. 
Let us first define our concepts and introduce our notation. Suppose 
Pi is an elementary divisor of the n x n matrix A over the field IF, with 
p(X) = p, + p,h + . . . + X’. The companion matrix of p(X) is defined and 
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0 - PO 
1 - Pl 
L(P) = 
1 
1 
0 *. 
1 - Pr-I 
and the hypercompanion matrix of p”‘(X) is given by 
H( p”‘) = 
where 
L(P) 
N L(P) 
N L(P) 
. . 
N’ L(P) 
0.1) 
rxr 
, 0.2) 
-1 m blocks 
N= 
[ 1 0 
’ =E, “, 
The n x mr Jacobson chain of A associated with pm, with leader x, is 
defined by 
c=c,,,(p,x,A)= [Z,~(A)Z,P~(A)Z,...,P~-~(A)Z], 0.3) 
where Z = [x, Ax,. . . , A’-‘x] is n X r. It is true that if p”(A) = 0, then for 
any x, 
AC,(p,x, A) = C,(PA A)H(p’“). (1.4) 
Moreover, if the leader of the chain x is selected so that pm-‘(A)x # 0, then 
the chain has linearly independent links. Such a vector x has a minimal 
polynomial q,(X) = p”(X), and it is said that x belongs to p”(h) with 
respect to A. 
Of particular interest is the case where A = L(pm). In this case, n = mr, 
C is square, and (1.4) reduces to 
L(.pm)C = CH( p”) L 0.5) 
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with C = C,,,( p, x, L( p”‘)). This time C is invertible precisely when G,(X) = 
$‘I( X). When this happens, C is a change of basis matrix that allows us to go 
from L(p”‘) to H(p”‘). The advantage of using H(p”) should be clear, in 
that powers of H(p”‘) stay block triangular and sparse, while powers of 
L( p”‘) lose the sparsity property. 
Throughout this paper, all matrices will be over an arbitrary field IF, e, 
will denote [O,. . , l,O...O]r, and L,,, and H,, will respectively stand for 
L( p”‘) and H(p”‘). The degree of polynomial f is denoted by 85 The 
minimal and characteristic polynomials of a matrix A are denoted by $A(h) 
and A,(h) respectively, while the minimal polynomial of vector x, with 
respect to A, is denoted by $,(A). For any such X, the polynomial x(A) is 
defined in the obvious manner by x(X)= x0 +x,X + ... +x,_,A”-‘. A 
block diagonal matrix will be denoted by dg(A,, A,, . . .), and an n X n 
matrix is called decomposable under similarity if A = dg(A,, A2) for some 
square A, of size n, X ni, ni > 1. 
This paper is divided into eight sections. After our introduction, it will be 
shown in Section 2 that finding Jacobson chains is really equivalent to solving 
the matrix equation L,,, X = XH,, . It will further be established that all 
Jacobson chains can be generated from one fundamental chain E = 
C,,,( p,e,, L,,,). In Section 3 we use an elementary shift lemma to obtain the 
form of E. For the case where r = 1, this is shown to be a simple exponential. 
In Section 4 we use the multiplicative property of upper Toeplitz matrices to 
prove the “companion product rule” for two polynomials. As a by-product, 
several new results relating resultants and companion matrices will be 
derived. In Section 5 we extend the companion product rule to a finite 
number of polynomials. The concept of a resultant of several polynomials is 
introduced, and some of its properties are given. In Section 6, we use some 
properties of h-Toeplitz matrices to obtain further information on the block 
form of the fundamental chains E and E- ‘. In Section 7, these chain results 
are used to obtain the complete block structure of p(L,,,). We conclude in 
Section 8 with several remarks and some open problems. 
2. PRELIMINARY RESULTS 
We begin by recalling a simple but useful folklore result for companion 
matrices, which hinges on the fact that Lei = e, + 1, i = 1,. . . , n - 1, for any 
n X n companion matrix. 
LEMMA 1. Suppose f(X) = fo + f,X + . . . + A” has companion matrix 
L(f) as defined in (1.1). Let 9(h)=9,+9,h+ ... +9,-IXnp1 and q= 
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9@(f)) = [a Lq, L% >..., L”-‘q]. (2.1) 
Since p(X)#O 3 p “-l(h) # 0, it follows at once from (2.1) that 
P”‘~~( L,,,)el # 0. This means that #,,(A) = p”‘(h) with respect to L,. We 
may in fact use Lemma 1 to characterize all vectors belonging to p”(X). 
COROLLARY 1. If X = [X0 ,..., X,_l]T Cd X(h) = X0 + X,x 
+ ... +x ,,_,A”-‘, then q,(X) = p”‘(X) with respect to L,, if and only if 
gcd(x(A), p(X)) = 1. 
Proof. gcd(x(h), p(X))= 1 = gcd(r(A), p”‘(A))= 1 a x(L,,) is in- 
vertible a {x, L,,,x, . . . , Lz’- ‘x} is linearly independent a a$,( X) = mr 
e $,(A) = p”‘(h). n 
Because #,, = p”‘(h), we may replace x by e, in (1.5). That is, 
L( p”‘)E = EH( p”‘), (2.2) 
where E = C,,,(P,~,, L,,). 
Let us now establish that the chain E is indeed fundamental, in that 
every Jacobson chain can be derived from it by a suitable premultiplication, 
and that every solution to L,,X = XH,, can be obtained from E. The exact 
relation between Cnl(p,x, L,,) and E is the following: 
LEMMA 2. 
(a) Let x = [x0, xl ,..., x,1,_1 IT be a column vector of length mr, and 
associate with x the polynomial x(h) = x0 + x,X + . . . + x,,_~A”‘-~. Then 
Cnz(p>x> L,) = x(L,,)E. (2.3) 
(b) Every solution to L,,,X = XH, can be expressed as a chain 
C,,,(p,q, L,,) for some vector 4 = [90,91p...7 9,,-JT. 
Proof. (a): A typical column of C,(p,x, L,) has the form pk(L,,)Lix 
for some 0 < k < m - 1 and 0 < j < r - 1. The corresponding column of E is 
pk(L,,,)Li,el. By Lemma 1, x = x(L,)el, and so pk(L,,)Lix = 
pk( L,,)LL,x( L,,)e, = x( L,)pk( L,)Liel. Since this holds for all 0 < k < m - 
1 and 0 < j < r - 1, we have x(L,)E = C,,(p,x, L,). 
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(b): Suppose L,,X = XH,. Since l&E = EH, and E is invertible, we 
have L,,,(XEp’) = (XE-‘)L,. But every solution to L,Y = YL, has the 
form 9( I.,,,) for some polynomial 9(X ) with 39 < mr. Hence X = 9(L,)E. 
Now let q be the mr X 1 column vector composed of the coefficients of the 
polynomial 9(A). Then, as we saw in the proof of part (a), X = q(L,)E = 
C,,,(P>Q, I%,,). W 
3. THE FORM OF THE CHAIN MATRIX E 
Using the definition (1.3) we may write the fundamental chain matrix E 
as 
E= [[~].~(L,,,)[ld],...,p.’ 
Of particular interest is the case where r = 1 
Lemma 1, we see that pk( L,)e, is precisely 
coefficients of (X + u)~. That is, 
r 1 a a2 ... a 
“i-2 
l -L ( 1, 4 11 0 . (34 
and p(h) = X + a. Again by 
the column made up of the 
a n* - I 1 
I 1 2a ... (m - Z)U”‘-~ (m - 1)~“~~ 
I 1 
E= I . . 
I 
0 
> (3.2) 
which can be represented as ear, where 
(3.3) 
It is easily seen that ar = In E(a), and that r is the matrix representation of 
the differentiation operator iID relative to the basis (1, X, . . . , Am- ‘) [6, p. 821. 
For r > 1, two obvious questions come to mind, namely (1) what is the 
structure of E and (2) does the logarithm of E also have such a nice structure 
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as r? The first of these may again be answered with aid of Lemma 1, 
combined with the following observation. 
LEMMAS. zfL(f)isnXnandg(A)=g,+g,A+ ... +g&, k<n- 
1, is a polynomial with Jg<n-1 and g=[g,,g,,...,g,_z,O]T, then 
Lg=[O,g,>...&.-,lT. 
ProoJ: Obvious, since g,_ r = 0, and L = I,, - [O,. . . ,O,f], where 
r0 01 
W (3.4) 
1 
1 1 0 nxn 
Now consider g(h) = pk(A) = g, + g,h + . . . + gkrAk’, with k < m. Then 
by Lemma 1, 
g(L,*) ‘d 
[ 1 = [g, L,g, L2,g,. . * > L’,- k]* (3.5) 
For T > 1, mr - (kr + 1) > 1, and g has last entry equal to zero. Using Lemma 
3, we see that L,,g = [0, g,,. . . gk,,O.. . OIT. This may be repeated, since for 
j=O,l >..., r - 2, the column Lig has a tail of mr - (kr + 1+ j) > 1 zeros, 
so that Lemma 3 can be applied for each of these values of j. The end effect 
is that each column in (3.5) is obtained from the previous column be moving 
the coefficients down one step. It is now convenient to introduce the 
(n + T) x r striped matrix S,(g), associated with the polynomial g(X) = g, + 
g,h + . . . + g,h”. We define 
S,(g) = 
go 
g1 *. 
go 
in g1 
0 * i” _(n+r)Xr 
(3.6) 
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In terms of these matrices we may rewrite E as 
E= 
1, 
o S,(P) 
Sr(P2) b 0 0 . . Sr(Pm-7 (3.7) 
It should be emphasized that E is upper triangular with a diagonal of ones. 
The second question, whether E is a “nice” exponential, requires a closer 
look at the blocks of E. This we shall take up in Section 6. 
We saw in (3.6) that striped matrices enter naturally in the study of 
Jacobson chains. Let us now use the multiplicative property of triangular 
Toeplitz matrices to generalize (1.5) to the case where L = L( fi-f2. . . . -f,). 
As a first step we consider the case of two polynomials and derive a product 
rule for companion matrices. 
4. THE COMPANION PRODUCT RULE 
For manic polynomials f,‘(X), with ax = ni, i = l,... , s, we define the 
hypercompanion matrix 
H(fi>...J3 = 
Ll 0 
Nl L2 
% * 
iv 4 s-l 
I 
3 
uxu 
(4.1) 
where 
Ni = 
1 
[ 1 0 n,++n, Li = L(f,)> and u=n,+ ... +n,. 
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Our aim is to find all solutions to the matrix equation 
This clearly reduces to the Jacobson chain equation (1.5) when all fi equal 
p(h). As for Jacobson chains, the general solution to (4.2) has the form: 
x= 9(wl* ..* *f,))K (4.3) 
where 9(X) is any polynomial with a9 < U, and K is a particular invertible 
solution to (4.2), which collapses to E in case each fi equals p. 
In this section we will analyze the case where s = 2, after which the 
general case will follow by induction. We saw in (3.7) that striped matrices 
enter naturally into the study of Jacobson chains. Indeed, the same will be 
true in general, and it is the multiplicative property of triangular Toeplitz 
matrices which makes the whole transformation tick. 
First a couple of preliminary results dealing with triangular Toeplitz 
matrices, striped rectangular matrices and the way in which they relate to 
polynomials. 
Consider the polynomial f(X) = fo + frX + . . . + f,A”. Setting f; = 0 for 
i > n, we may associate with f the k X k triangular Toeplitz matrix 
Tk(f I= 
fo 
fi fo 
fi . . . . . . . . 
f,:, . . : i i h _I ixk 
k = 1,2,3 ,..., 
(4.4) 
and the (n + k) x k striped matrix S,(f) as defined in (3.6). Both are 
uniquely determined by f for each value of k. Suppose now that g(X) = ga 
+ g,h + . . . + g,,X”’ and that f-g = h = h, + h,X + . . . + hmtnAm+“. Then 
h, = C:,of;-igi, t = O,l,..., in which we set A = 0 for i > n, and g j = 0 for 
j > m. This translates into the product rule 
Tk(f )Tkk) = Tk(f-d, k = 1,2,..., (4.5) 
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which means that the map x : f(X) -+ Tk( f) is multiplicative. If we now take 
k = m + n + t and partition the matrices in (4.5) conformally as 
= 
we obtain 
fn I 1 
fl ‘y 
fo --------- 
0 f, 
“1 + 1 n 
I 
&I 
g1 *, 
go 
!Z”, 
-______---_ 
0 
t 
-4 
hl ho 
hII 
h’ m+ll ’ h, 
0 
grl 
0 
, 
ho_ 
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In particular, with t = 1, we have S,,+,(f)S,(g) = S,(fg); that is, 
n, + 1 
” 
go 
g1 4 = g* 
ho 
h, 
h’ n, + n 1. (4.7) 
The exact partitioning of S, + r(f) depends on the relative values of m and n. 
We are now ready to solve (4.2) for the case where s = 2. 
THE COMPANION PRODUCT RULE. Zf f(x) = fO + fib + . . . + f,x” and 
g(A) = g, + g,x + . . . + g,,A” are manic, then the general solution to 
L(fgP = XWf, d (4.8) 
has the form X = q(L(fg))K, where q(X) is a polynomial of degree 
aq<m+n, and 
K=K,,(f) = [; j s,,(f)] =
43 
0 
jfo 
I : 
/ f, 
Proof. By the argument used to prove part (b) of Lemma 2, we see that 
it suffices to show that K is an invertible solutions to (4.8). We know from 
the general theory that the two matrices 
1 with N=E,,, 
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are similar. Our concern is to find the exact transformation needed. It should 
also be noted that S,,,(f) is precisely one-half the resultant matrix of f and g. 
Let us first assume that n < m, and consider 
K= 
1, 
0 
.&I 0 
. . 
f, fo 
fo 
f, 
Now set h(X) = f(A)g(h) and partition (4.7) as: 
fo 0 
fi h 0 
fn-l . fn 
f,. . .fo 0 
fo 
fl 
. . 
0 “6 il 
0 f, 
ho 
h, 
= h' n-l , 
h ’ n,+n-1 
_ 1 _ 
= 1, F” 
[ 1 0 Fl 
go 
g1 
&,;-I 
1 
12 
which we write as 
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Hence we obtain 
Next consider 
I[ 
and 
j2f.g) 
L Fo 
I[ 
Jr, LO> - hoI 
= 0 F, N I,,,+[% -h,] 
Fog0 = h, and F,g, +f’ = h,. 
L(f)+W’ F&(g) =u 
F&(g) 1 
(4.10) 
1, Fo IL 1 0 F, 
Al I,,& - [WdF, 
= N NF,+J,F,- [O,h,]F, =” 1 
where J,, is as in (3.4). We shall now show that corresponding blocks are 
equal. Set L(f) = J- [0 ,..., O,f,], with f, = [j&f1 ,..., fn_l]T. The (1,l) 
blocks yield 
[ 
&I 
L(f)+F,N=L(f)+ : 'e. 0 
L-1 ... fo 
=L(f)+[O,f,l=J, 
I[ 
1 
0 . . . 
0 . . . 0 
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as required. The (2,l) blocks check, since 
F,N = . . *I’ ! [; 1:: ;]= [; 1;; :1_N. 
0 i_ 
The (1,2) block in U gives U,, = F,L(g) = FJn, - [0, Fog,], which by (4.10) 
yield F,J,,, - [O,h,]. Since F, is striped, 
= 
Also, 
0 
. 1 . . . fo ... 
0 
. . . fo 
0 
1 
1 
0 
[O,h&= [O,h,] [a I] = [O,h,] 
= I,& 
and thus uI, = FJ,, - [O,h,l = J,,Fo - [O,h,] F,, which equals V,,. Lastly, the 
(2,2) block in U becomes U,, = F,L(g) = F,J,,, - [0, F,g,], which by (4.10) 
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reduces to F,J,, - [0, h,] + [O,f ‘I. Writing this out, we obtain 
$2 + [Oh,] = I . 
+ [WI fo 
1 L-1 
On the other hand 
V,,+[O,h,] =V,,+[O,h,]F,=NF,+~*F, 
=[o l][jl I:: fo :] 
f, ... 
0 0 . 
1 
+ 1 . *- 0 1 0 I_ 
0 
0 
.** 1 0 1 
f, f’* . . 1 
fo ... 0 f, i, 
which gives precisely the same matrix. 
Let us now turn to the case n > m. Since all block sizes change, this case 
does not follow by symmetry. Consider 
K= 
ItA. 
h 
* *. 
1, . *fo 
A.1 : --._ ------------ 
f, * . * 
f, 
L Fo 
= 0 Fl’ [ 1 
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Partitioning (4.7) yields this time 
m 
[ 
h” 
L- 
= hl 
i 
which we write as 
This gives us the relations 
Fog0 +f’ = h, and F,g, +f ” = h,, 
which are different from (4.10). Again let us consider 
go 
g,-1 
1 
15 
(4.11) 
U= 
zn 4 L(f) 
[ I[ 
0 
0 F, N L(g) = F,N I[ L(f)+F,N 4,&z) w4d 1 
and 
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Again equating (1,l) blocks, we get 
U1,=L(f)+F,N=L(f)- 
= W) - 
Similarly 
f, 0 
I: *** - fo l 1 1 . 0 A-2 . 
lf- nl **. . 1 
j fo 
0; f ! = 1, =vll. j It-1 
f, 
u,, = F,N = 
[ ! . . ? [o 0 -L I]=[, 1]=N=v&. 
Next, we have U,, = F,L(g) = For, - F,[O,g,], which with the aid of (4.11) 
yields: 
4 = W,x - [O>h,l+ [WI 
. - = -i- [WI - [O,h,] 
- [Oh,]. 
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On the other hand 
v,, = J,J’, - [Oh,] F, 
0 
1 
1 
= 1 
I 
1 
MATRICES 
0 
1 o_ 
f, ... L-n,+, 
- [O,h,] ’ . . 
0 L 
which reduces to the same matrix. 
equals 
FIJt,, + [O,f”] - [O,h,] = 
1, 
17 
fo 
fl 
il 
0 
*.: fo 
fl 
. . . 
_tI Al-1 ... 
[ 1 . . 0 AI i 0 1 .-. 0 1I 
Lastly, U,, = F,L(g) = FIJ,,, - F,[O,g,] which with the aid of (4.11) 
f,-, h-2 ... Ln 
- [O,h,]. 
18 ROBERT E. HARTWIG 
The (2,2) block in V gives 
V,,=W,+.L,F,- [Oh,]& 
0 0 
1 0 A, h-1 ...+ 1 . . .. 
. 0 0 L 
I - [&hi], 
-0 1 0 
[ 
which adds up to the same matrix as in Us,. This completes the proof. n 
It would be of interest to have a shorter, more elegant proof. 
Before proceeding to the general case, let us first draw some immediate 
consequences from the companion product rule. 
Setting X = K and equating blocks in (4.8), we immediately obtain the 
following. 
COROLLARY 2. Zf f and g are manic and m = ag, then 
L(fgP,,(f) = Sr,,(f P(g). (4.12) 
If we now recall that the resultant matrix M(gl f) has the form 
[ S,,( g hU f >I, we may state 
COROLLARY 3. Zf f and g are manic polynomials, then 
Ufg)Wglf > = Wglf 1 
[ 
L(f) 0 
o 1 L(g) * (4.13) 
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It is well known [2; 8, p. 1961 that the resultant R(f, g) = ) M( fjg)) 
vanishes if and only if f and g have a common factor. This allows us to 
derive 
LEMMA 4. Let f and g be monk polynomials. Then the following are 
equivalent: 
(9 gcd(f, g) = 1, 
(ii) Wf, g) # 0, 
(iii) L(fg) = dg(L(f ), L(g)). 
Proof. (ii) =) (iii): This follows from (4.13). 
(iii) 3 (ii): If 
A= [L(gf) L;g)]> 
then +bA = Icm( f, g), which if A = L(fg) must equal fg. Hence gcd( f, g) 
= 1. n 
We may go one step further and prove 
COROLLARY 4. Let f and g and h be manic nonconstant polynomials, 
andleth=Fg. Then (f,g)=l - L(h) is decomposable under similarity, 
Proof. =: Let 
A= [ Lbf’ L;gj]- 
Then \C/A = lcm(,f, g) = f.g = AA, as (f, g) = 1. Hence A is nonderogratory, 
and A = L(h). 
=: If 
L(h) = [;s ;]T 
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Since AA-As = A,.(,,, = h, this forces lcm( qA, #s) = $A. J/s = AA* A,. Hence 
we must have #A = A, = f and J/B = A, = g, with (f, g) = 1. n 
We close this section with a couple of remarks. 
REMARKS. 
(1) If ( f, g ) = 1, then all solutions to 
satisfy dg(L(f), L(g))M-‘X=MP’Xdg(L(f), L(g)), where M= M(g(f). 
Hence M-IX = dg(Y,, Ys) = dg( p( L( f )), 9( L(g))). This matrix will be in- 
vertible precisely when ( p, f) = 1 = (9, g ). Thus all change of basis matrices 
X have the form 
x = [%(g)dL(f >)Y kl(f )9(L(gNl7 
with gcd( p, f) = 1 = gcd( q, g). 
(2) In the special case where fo + 0 z g_,,, the resultant M( gJ f > is simply 
related to its “reciprocal” resultant M(g”l f ). Indeed, if the reciprocal poly- 
nomial is defined by f(x) = A”f(l/X)/fo, then L(f)-’ = R,L( f)R,, where 
and R,+.S,(f”)& = +%,(f ). 
0 
This shows that 
RESULTANTS AND COMPANION MATRICES 21 
5. THE POLYPRODUCT RULE 
THE POLY PRODUCT RULE. Let f,(X) be manic polynomials, with af, = 
n,, i = l,..., s, and u = u1 + . . . + u,. Suppose S,(f) and H(f,,...,f,) are 
defined as in (3.6) and (4.1) respectively. Then the general solution to 
L(f,...f,)X=XH(f,,...,f,) (5.1) 
has the form X = q( L( fi . . . f,))K, where q(X) is a polynomial of degree 
aq<uandKis 
Proof. It suffices to show that K is an invertible solution to (5.1). Let 
Li = L(J)> 
1 
Ni= ‘6’ . 
1 :I %+A ui = n, + . . . + ni, 
;rhriset Ki=Kna+l(fi***fi’), i=l,..., s, as given in (4.9). We shall first show 
K= [K;l z.“.,]*-[2 z...][: zu J (S-3) 
is a solution to (5.1), after which we shall verify that this matrix has the 
desired form of (5.2). We shall only have to check the first stage. The rest 
follows by induction. 
Consider 
K,=K,z(f,) = 
22 
with 
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It should be noted that B is an upper triangular matrix with a diagonal of 
ones. Now, partitioning H(f,,. . . , f,), we obtain 
[ 
Kl 0 
0 I n,+ ‘.. +n, 
where X = H( f,, . . . , A) and 
This follows because 
1 ? 
1 = 1 N2. 
0 1  
That is, the upper triangular structure of B makes it alI go through. We may 
now repeat with 
and use 
KJf,f,) 0 
1 
etc. 
0 Z 
Up to relabeling, the steps are exactly the same. 
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NOW let f,=CgL~iX’, fif,(h)=CgzPiX”, f~f,f,=E~3Yi~i,..., and fifi 
. . . f,_,(A) = E~~-l{ihi. Then 
which reduces to (5.2) as desired. 
(5.4) 
n 
In the special case where all fi equal p(X) = p, + . . . + X, the matrix K 
in (5.4) reduces to the matrix E as given in (3.7). 
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As a first application of the polynomial product rule we may extend 
Corollary 3 to 
COROLLARY 5. t(f,. *a. .f,)M=Mdg(L,,...,L,), where 
M=Mwl...f.,)[ MLf- If L2) 0 l d”’ ,1 
X . . . ~mhfi) I 0 M(filfi) 0 0 Z I[ 0 z * u--u* 1 
We may simplify this expression with aid of (4.6) and (4.12). For example, 
M(61fl&)[ Wflf) 0 0” l z] = [ Sn,+“2(ii)r Sn3(f&)] [ 5!?!p-p] 
0 0 I 
Again by induction we arrive at 
M=Mcfil-~If,)= [s,,(g),s,*(~),...,s,,(~ I> (5.5) 
where f=fifi--- f, and 3 = f/fi. If all fi equal p(X), then Corollary 5 
takes the form 
where M = [S,(p”-I), Sr(pm-l), . . . , S,(p”-‘)I. This reduces to 
L(p”)S,(p”-‘) = S,(p”-l)I,(p), which is a special case of (4.12) with 
f=p"-' and g= p. 
Corollary 5 shows that the matrix M( fil .. . If,) does indeed generalize 
the resultant matrix M( fil fi). Let us now see how its determinant 
Wf,,..., f,) generalizes the concept of a resultant to the case of more than 
two polynomials. 
LEMMA 5. Let $ be a monk polynomial of degree af, = ni, and set 
f=fl***f,, .,s$=f/A, i=l,..., S. Zf Li = L(x), then the following are 
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equivalent: 
(i) the fi are pairwise coprim, i = 1,2,. . . , s, 
(ii) gcd( Sr,. . . ,3) = 1, 
(iii) R( fi, . . . , f,) + 0, 
(iv) L(f)=dg(~~,...,~,). 
Proof. (i) M (ii): Clear from the definition of q. 
(ii) * (iii): Assume (ii) holds and that 
M 
q1 II ZE 0, 4s 
where M is given as in (5.5) and qi is n, X 1. This gives 
s 
C ‘n,($)qizo 
i=l 
(5.6) 
If we now define the polynomials qi( X) = [l, h, . . . , A”1 i]qi, then, using 
(4.7) we see that (5.6) reduces to 
(5.7) 
Now suppose some qi(X) Z 0, say ql(X). Then - ql.Fl = q2F2 + . . * + q,q 
= (?)f,. Because Jq, < dfi, there must be a prime factor p(X) of f, so that 
p I 9i. This means that p divides some f; with i z 1, and hence p divides all 
6, which forces p = 1, and yields a contradiction. Thus all qi vanish and 
(ii) j (iii). Conversely, suppose M-’ exists, and that d = gcd(Pi, . . . E) + 1. 
Then there is a prime factor p that divides every .S$. This means that p I fi’ 
and p14 for some i# j. That is fi=pqi, f;.=pqj with aqi<nip aqj<nj+ 
Consequently, qjfi‘ = pqiqj = qifi. Multiplying this through by ilk + i, jfk now 
yields qjSj = qi& or qiq - qjSj = 0. Now if M-’ exits, then (5.7) forces 
all the qJX) to vanish. Thus qi = 0 = qj(X), which yields a contradiction. 
(i) = (iv): This follows from the fact that lcm( f,, .. . , f,) = TX - (f;, A) 
= 1 Vi # j. Indeed, if L = L(f) and A = dg(L,, . . . , L,), then 1c/* = 
lcm(f,,..., f,) while AA = f. Now if L = A, then ?TJ~ = f = AA = +A = lcm(i) 
and (i) holds. Conversely, if (i) holds, then AA = f = ~5 = lcm(&) = GA and 
A is nonderogatory and A = L( f ). We note that in general (i) * 
(f,,..., f,) = 1, but that the converse is not true except for s = 2. n 
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We conclude our discussion on the resultant by showing that 
R(f,,..., f,) = C 4i(‘)h(‘) 
i=l 
for some polynomials qi( A), whose coefficients are integer polynomials in the 
coefficients of the A. Again this generalizes the case where s = 2 [8, p. 1061. 
Premultiplication of (5.5) by [ 1, A, A’, . . . , A”- ‘I, with u = nr + n2 
+ . . . + n2, gives 
1 
1 x 
1 
0 
= 
p . . . )g-’ 
0 
1 _I M . 1 
“I “S 
- . 
fi xfi ... x-‘f, fi xfi ‘.. ?w’f, 
*I an 0 b, h 0 
a1 . . . b, ‘.. 
a,,-,,, . . %I b,,:,2 ‘.. h 
a,,-,,, a1 4-nz b, 
. . . . . 
. . 
0 a ,I-“, 0 b' n-n2 
(5.8) 
f, Ah ... 
. . . 
where 9r = Zy:;laiX’, etc. Taking determinants and expanding the determi- 
nant on the right hand side by its first row yields the desired result. 
6. THE BLOCK STRUCTURE OF CHAIN MATRIX E 
Let us now return to our analysis of the block structure of E and E- ‘. 
We shall see that this structure is very similar to the exponential form of (3.2). 
Before we can identify the individual blocks !$(pk) in E, as given in (3.7), we 
shall need a few more results dealing with polynomials and their striped 
matrix representation. Let us first consider the set 9, of all polynomials of 
degree kr, for some k = 0,1,2,. . . . Suppose f(X) = fo + fiX + . . . + fk,.hk' 
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and g(X) = g, + g,h + . . . + gJ?. Now recall the identity (4.5). We may 
partition the Toeplitz matrices into r x r blocks, giving the block Toeplitz 
identity 
(k + l)r 
lr 
F, 
Fl Fo 
. . . 
F, 
0 
Go 
G, Go 
Go 
G 
G, 
0 
GO 
GO 
(k+/+l)r 
In this, the blocks 
F,= 
f kr “* fkr-r+ 1 
Fk= *.. ; 
0 f kr 
(6.2) 
28 
are all Toeplitz, and are related by 
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H, = i Ft_iGi, t=0,1,..., m+n. 
i=O 
For convenience let us denote the set of all r X r Toeplitz matrices with 
polynomials entries by q[F[X]). Define the map @ by: 
Q(f,+frh+ ... + f,J’“l) = F, + F,A + . - - + FkXk = F(X), (6.3) 
with Fi given as in (6.2). The map @ is an algebra monomorphism. That is, 
@(af+ g) = a@(f)+ a(g)> @(fg) = *(f)@(g),andQ(f(X)) = 0 = Fi = 0 
* f( h ) = 0( h ). The map @ is clearly not onto, since F, and Fk are only 
triangular and not full Toeplitz. The matrix F(X) can conveniently be 
expressed as 
F, 
F(A) = [Z,AZ ,..., XkZ] 
F, 
I.1 
. = [Z,XZ ,..., X”Z]S,(f(X)). 
F, 
We shall now use the injection Q, to represent the blocks in the chain 
matrix E. Again let p(X) = pa + p,X + * * * + iir’, /3(x) = p2(h), y(x) = p3(x), 
etc. Also, let @(p(X)) = P(X) = A + BX, where 
A= [e, a.:: I], B= [I ‘:; ;;I. (6.4) 
These matrices do not commute in general. Now @(p(X)) = Q(p2) = @( P)~ 
= (A + BX)2 = A2 + (AB + BA)X + B2X2. Hence the block 
s,( P2) = becomes 
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Similarly @( #) = (A + BX)k yields 
Ak-‘B+ . . . +BAk-’ 
S,( pk) = k=1,2,.... 
Consequently, the chain matrix E,(p) = [E,, E,, . . . , E, _ 1] has the form 
IA A2 A3 . . . 
B AB+BA ... 
E,,,(A, B) = F----L!.. Bs . . . B3 
10 
A”- 
(6.5) 
and may conveniently and uniquely be characterized by 
1 I,, Xl )...) Y-‘Z]E= [Z,P(A),P2(X) ,..., Pm-+ 
This says that E changes the basis from { hkZl} to { Pk(h)}, 
m - 1. The inverse of E is then given by 
11. (6.6) 
k=O 1 , ,*..> 
[ZJW,..., P”‘_‘(X)] E-l= [I, AZ ,..., V-l]. (6.7) 
This amounts to expressing XkZ as a polynomial in P(h) with -matrix 
coefficients. To find these coeffici;nts we define the monomial P(X) = 
C + DX = - AB-’ + B-‘X. Then P(h) = P(A). Now let PI(X) denote left 
evaluation at X, that is, Pl( X) = A + XB. Then we have 
P,(F(X)) = XI, = i,(P(h)). (6.8) 
Now, replacing h by p(X) on the left in (6.7) we obtain 
[Zj(h) ,... P(h)m-l]E= [Z,XZ ,... F’Z], 
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[Z,i-(A) ,... a(x)“‘-‘] = [Z,XZ ,... P’Z]E-‘(AJ?). 
On the other hand, we see from (6.6) applied to p(h), that this also equals 
[I, AZ,... X”’ ~ ‘1 E( C, D). Hence by uniqueness 
E(A, Z?) -I= E(C, D) = E( - AK’, B-l). (6.9) 
This shows that E- ’ has the same block structure as E. In general, the 
matrix E is upper triangular with a diagonal of ones. Hence all its eigenvalues 
equal 1 and it has a logarithm of the form 
I=lnE= c 
l (-l,)k-l(E_z)k. 
k=l 
(6.10) 
This, however, does not in general admit a simple representation in terms of 
A and B. The series (6.10) will terminate at the index of nilpotency I of 
E - 1. It is easily seen that 1~ (m - 1)r + 1; its exact value is unknown. 
Let us close by examining the block form of p(L,,,), which essentially 
determines E,,,(p). 
7. BLOCK STRUCTURE OF p(L,) 
We recall from Lemma 1 that p(L,,) = [p, L,,p,.. ., LmrP1p], where 
p = [Pa, pi,..., l,O,O]r is mr X 1. In this, each multiplication by L,, shifts the 
entries in p down one step. This shows at once that p(L,,) has the form 
where A and B are as in (6.4). Our aim is to discover the exact identity of the 
r x r blocks Yi, in terms of A and B. To do this, we recall that L,,E = EH,,. 
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This yields p(L,,)E = E,p(H,), in which [4] 
Hence 
0 
P(%) collapses to 
1 
1 .** z 0 1. 
0 
PV”,) =E 
I . 
0 
I 
. . E-‘. 
0 z 0 I 
We shall compute this matrix with aid of (6.6) and (6.7): 
[ZJZ,..., r’z] p(L,) 
0 
= [Z,P(h) )..., P”_‘(A)] z 
i 
. 
. . z 0 I 
E-’ 
= [P(X),..., P”‘-‘(A),01 E(C, D) 
= P(A)[Z, P(X) ,..., Pm-‘(X)]E-‘- [0 ,..., 0, P”(h)D”-‘1 
= P(h)[Z, AZ ,..., A”‘~‘Z] - [o )..., 0, Pnz(A)B-nl+l] 
= [ZJZ )...) r’z] 
0 
A 
B 
_ (~m)~-m+l 
- (A-1~ + . . . + BA”-‘)B-m+’ 
_ (ABE-1 + . . . + ~m-l~)~-m+l 
In this we have used the fact that the coefficient of X”’ in P(h)A”-’ - 
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P .‘( h )D”- ’ vanishes. Hence, by the uniqueness of the expansion, we obtain 
WJ,,, 1 = 
A _ #‘B-m+’ 
B A ; -(A”-lB+ . . . +BAm-l)B-m+l 
B . I I 
. . I 
I . . I 
. A; 
0 B j A - (ABW-1 + . . . + Bm-lA)B-“+l 
(7.2) 
= I,,,@A + (LW, 
where X, + X,h + . . . + X,Am = P(X)“‘. This shows not only that the spar- 
sity of L( p”‘) is preserved in p( L,,), but also that block companion matrices 
enter in a natural way. From the form of p(L,) we at once see that 
etc. We may similarly derive the structure of p2(L,) as 
A2 
c 
B2 
0 
A02 
c 
B2 
where C = AB + BA, exactly as for block companion matrices. 
RESULTANTS AND COMPANION MATRICES 33 
Lastly we note that 
in which 
B” 
1 ? 
1 
,r-I _ 
- I 1 1 1 . 0 1 
This verifies that @“-I( L,,, )er Z 0, as seen earlier. 
8. REMARKS AND CONCLUSIONS 
We have seen that companion matrices and resultants are much closer 
related than one might at first suspect, the key fact being the appearance of 
the striped matrix S,,,(f) in the product rule for companion matrices. This 
rule served as the link between companion and hypercompanion matrices, 
and allowed us to characterize all the Jacobson chains that transfer L(pn’) 
into H( p”‘) in the form q( L( p”‘))E( A, B). The fundamental chain E satisfies 
the functional equation 
E(A, B)-‘= E( - AB-‘, B-l), 
which in the scalar case reduces to the exponential equation 
E(a,l)-‘=E(-a,l). 
It is not known if E(A, B), can be expressed as the exponential of a matrix 
whose block structure is simple in terms of A and B. We have seen that the 
concept of a block companion matrix L(Q(X)) of a A-matrix Q(X) = Q0 + 
Qih + * * * + QP appeared naturally in the matrix 
p(L(p”‘)) =Z@A+L[(A+ BX)mB-m](Z@B). 
It would be of interest to know if any other relations exist between polynomi- 
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als of companion matrices and block companion matrices. The polynomial 
p(X) = - AB-’ + B-‘X acted like the inverse of P(X) = A + Bh. However, 
the coefficient - AB-’ is no longer Toeplitz. This raise the question: which 
scalar polynomial fi(A) can uniquely be assigned to p(X) in a consistent 
manner? 
The author wishes to acknowledge several helpful suggestions made by 
the referee, which greatly improved the presentation of this paper. A number 
of discussions with Dr. jiang Luh are also acknowledged. 
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