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ABSTRACT
This paper proposes a learning-based denoising method
called FlashLight CNN (FLCNN) that implements a deep
neural network for image denoising. The proposed approach
is based on deep residual networks and inception networks
and it is able to leverage many more parameters than residual
networks alone for denoising grayscale images corrupted by
additive white Gaussian noise (AWGN). FlashLight CNN
demonstrates state of the art performance when compared
quantitatively and visually with the current state of the art
image denoising methods.
Index Terms— Image Denoising, Convolutional Neural
Networks, Inception, Residual Learning, Gaussian Noise.
I. INTRODUCTION
Image denoising is a fundamental problem in image
processing aiming at reconstructing an image from its noisy
measurement. Since 2005 for a decade this field has been
dominated by non-local transform domain patch based meth-
ods, such as BM3D [1], [2], and its modifications, BM3D-
SAPCA [3] and WNNM [4]. Most notably, BM3D has
been the state of the art method until the recent rapid
advancement of Machine Learning (ML) based approaches,
more specifically, Deep Neural Networks (DNN) based ap-
proaches. In contrast with the traditional approaches, DNN
based solutions employ a vast dataset of examples and learn
how to invert the degradation function [5]. These methods
saw initial success in the field of computer vision [6], [7],
[8], [9], but it was quickly realized that they could also be
used in image denoising and other image restoration tasks.
While in the field of computer vision the network learns a
mapping between input image and image label [7], when
applied as a denoiser it instead learns a mapping between
a degraded and a clean image [10]. The introduction of
techniques such as residual learning [6] and batch normal-
ization [11] allowed the depth of these networks to increase
over time along with their performance, also in the field
of image denoising [10]. Currently, the state of the art in
image denoising is dominated by Denoising convolutional
neural network (DnCNN) based methods [10] and its mod-
ifications, FFDNet [12], IRCNN [13], HRLNet [14] and
others. Despite their recent success, DNN based approaches
suffer from diminishing feature reuse and are unable to take
advantage of an increased number of parameters, be it either
by increasing the number of layers or using wider kernels
per layer. Furthermore, they have been shown to exhibit a
narrow receptive field [15] which limits their ability to take
advantage of long range correlations.
This paper proposes a convolutional neural network
(CNN) a network called FlashLight CNN inspired by
DnCNN [10] and Inception-ResNet [16] architectures that
solves the above-mentioned issues. The main goal of the
proposed network is to overcome the dimishing feature reuse
by use of inception layers in such a way that an increase in
the number of parameters of the network leads to increased
performance. Additionally, by using layers with much wider
support, we are able to effectively increase the receptive field
of the network and its ability to restore image content. The
proposed approach demonstrates state of the art performance
when compared to current image denoising methods.
II. BACKGROUND
With the increased availability of computational resources,
CNNs have the opportunity to grow and employ more and
more parameters [17]. However, naı¨ve approaches to in-
crease the number of parameters of a CNNs by increasing the
number of layers has resulted in decreased performance. This
effect has been blamed in issues such as diminishing feature
reuse and narrow receptive fields [6]. Several solutions have
been proposed for these issues, which include the use of skip
connections [18] and wide-residual layers [6].
Skip connections allow a network to learn a, so called,
residual mapping. They consist of an identity mapping
placed between two non-adjacent layers[18]. [6] showed that
when these connections are used in every layer, increasing
the network depth translates into performance gains, as op-
posed to performance loss observed when these connections
are not used. We also know from DnCNN [10] that even
when considering shallower networks, using just one skip
connection between the input and the output of the whole
network improves performance. These networks are called
residual networks.
Increasing the depth of the networks also slows down
training and can lead to diminishing feature reuse [19]. So on
top of using skip connections, [19] propose that layers should
also be made wider and thicker by adding more feature
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Fig. 1. The proposed Flash Light CNN architecture for denoising, with noisy input z and estimate yˆ. The orange background
marks the warmup phase while the blue background marks the boost phase. Batch normalization and relu units were omitted
for sake of clarity.
planes and more convolution kernels per network layer, so
each network layer would contain many more parameters,
leading to the wide residual layers. Networks equipped with
these wide residual layers performed better than networks
with the regular layers, when the number of parameters
remained constant. An added bonus was that these shallower
networks train much faster. Bottom line, if one can afford
more parameters, one should not add more layers, but make
them wider and thicker instead.
One notable network that successfully combined several
of these techniques is the Inception Network [16]. The
Inception Network has gained in popularity since 2014
when it achieved the top position in the ILSVRC 2014
competition [20]. There are different versions of it, with the
latest ones being Inception-v4 and Inception-Resnet [16].
On top of the use of skip connections and wide-residual
layers, Inception-Resnet also uses cascades of small kernels
as opposed to big kernels in an attempt to reduce the overall
number of parameters while maintaining the depth of the
networks [17].
III. PROPOSED METHOD: FLASHLIGHT CNN
We propose FlashLight CNN, a network architecture that
combines elements from DnCNN and Inception-Resnet to
combat diminishing feature reuse and successfully leverage
a significantly increased number of parameters for the task
of denoising grayscale images corrupted by AWGN.
FlashLight CNN is made up two phases: warmup and
boost, with a residual skip connection between the input
and the output, as shown in Fig. 1. The warmup phase
uses only conventional convolutional layers and resembles
a typical CNN. The boost phase on the other hand, uses
much wider residual inception layers that rapidly increase
the number of parameters of the network while avoiding
the diminishing feature reuse that would ensue if only
conventional convolutional layers would be employed. The
inception layers used in this network, shown on Fig. 2, were
based on the work of [16]. They employ input dimensionality
reduction as a way to reduce the computational complexity.
They also use cascades of smaller filter banks instead of a
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Fig. 2. Inception layer used in the proposed architecture.
single big filter in order to reduce the number of parameters
required by each layer. Finally, they sport a residual skip
connection that has been shown to be an effective way of
avoiding the diminishing feature reuse that comes with the
increase of the number of parameters in the network.
The warmup phase is composed of two stages of layers,
with the first stage employing only 3 × 3 kernels and the
second stage employing bigger 5 × 5 kernels. Both of the
stages extract 64 features per layer. The purpose of this
phase is to extract low level features from the input image
that can then be processed by the much more capable boost
phase. The use of wider kernels in the second stage allows
BM3D [1] DnCNN [10] FFDnet [12] IRCNN [13] HRLNet [14] FLCNN
Dataset σ PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
set12
15 32.41 0.8959 32.87 0.9030 32.77 0.9033 32.77 0.9009 — — 32.97 0.9053
25 30.00 0.8505 30.44 0.8616 30.45 0.8639 30.38 0.8597 30.46 0.8368 30.66 0.8673
50 26.76 0.7660 27.19 0.7822 27.33 0.7896 27.14 0.7795 27.29 0.7369 27.51 0.7955
bsd68
15 31.13 0.8741 31.74 0.8908 31.62 0.8902 31.63 0.8881 — — 31.78 0.8928
25 28.61 0.8024 29.23 0.8279 29.19 0.8290 29.14 0.8247 29.14 0.8238 29.33 0.8326
50 25.69 0.6881 26.23 0.7183 26.30 0.7242 26.18 0.7162 26.16 0.7143 26.40 0.7291
urban100
15 32.40 0.9232 32.68 0.9250 32.44 0.9277 32.49 0.9244 — — 33.02 0.9323
25 29.77 0.8790 29.97 0.8789 29.95 0.8895 29.82 0.8839 — — 30.53 0.8962
50 26.08 0.7797 26.28 0.7864 26.55 0.8060 26.24 0.7927 — — 27.05 0.8183
Table I. Performance comparison in terms of PSNR and SSIM on Set12, BSD68 and Urban100 with noise levels of 15, 25,
50. The unavailable values are replaced by ”—”.
the gradual widening of the receptive field before the boost
phase. The boost phase in turn uses residual inception layers,
the model of which is shown in Fig. 2. The combination
of all these features leads to a network that uses more
processing as the level of abstraction increases, that is,
as we move away from the pixel domain in the input.
The network is also progressively wider allowing longer
range connections to be established as the abstraction level
increases towards the output. The progressive widening of
the layer’s receptive field inspired us to name the network:
FlashLight CNN.
After having defined the overall architecture of the net-
work, the only remaining free parameters are the number of
layers in each stage, identified in Fig. 1 by l,m, n. We used
exhaustive search to find the best set of parameters, but in
order to keep this search tractable, we set constraints on the
values taken by each parameter based on our expectation
of the network behaviour. We fixed l = 5 and set the
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Fig. 3. Validation performances vs number of parameters,
when the number of parameters of NN increases from one to
about two million parameters. The performance of DnCNN
like network decreases drastically, while FlashLight CNN
sees increased performance.
search space for the other parameters as m ∈ {3, 4, 5}, n ∈
{3, 4, 5, 6, 7}.
During the search for the best architecture, we observed
that an increased number of parameters translated, up to a
certain point, to increased performance, as can be observed
in Fig. 3. This behaviour confirms that the proposed architec-
ture is indeed able to leverage the extra parameters that are
made available to the network. Furthermore, we also infer
from the comparison with a DnCNN like network, which
corresponds roughly to our warmup phase, that the boost
phase is essential to the increased performance.
Based on the validation performance of these experiments
presented in Fig. 3, our final configuration is defined by:
l = 5,m = 4, n = 6, to a total of 15 layers and 1627905
trainable parameters.
During the training process we used the mean squared
error (MSE) loss function, 55 epochs, epoch length 4096
and batch size 64. The network weights are initialized by
orthogonal method [57] and we use the Adam optimizer.
We set the initial learning rate to 1×10−3 and modulate the
learning rate using a step function that drops to 1 × 10−4
after 30 epochs. We use batch normalization [11] before
every Rectified linear unit (ReLu) activation function with
exception of the first and last layers. We trained and vali-
dated using the DIV2K dataset training and validation splits
respectively [21].
IV. EXPERIMENTAL EVALUATION
Our introduced FlashLight CNN is evaluated over three
common datasets: Set12, BSD68 and Urban100 with AWGN
noise levels of σ ∈ 15, 25, 50 and compared with state-
of-the-art methods, namely, BM3D [22] , DnCNN [10],
FFDNet [12], IRCNN [13], and HRLNet [14]. The results
of evaluation in terms of PSNR and SSIM metric values are
depicted in Table I. Our proposed method exhibits better
performance than the other methods in the comparison.
Notably it performs significantly better than DnCNN for all
noise levels and datasets.
Fig. 4 shows several examples to demonstrate the visual
performances of the proposed solution. The proposed method
Ground truth Noisy 20.25 dB BM3D 32.92 dB DnCNN 33.16 dB FlashLight 33.63 dB
Ground truth Noisy 20.25 dB BM3D 32.92 dB DnCNN 33.16 dB FlashLight 33.63 dBGround truth N isy 20.25 dB BM3D 32.92 dB DnCNN 33.16 dB FlashLight 33.63 dBGround truth N isy 20.25 dB BM3D 32.92 dB DnCNN 33.16 d FlashLight 33.63 dBGround truth N isy 20.25 dB BM3D 32.92 dB DnCNN 33.16 d FlashLight 33.63 dBGround truth N isy 20.25 dB BM3D 32.92 dB DnCNN 33.16 d FlashLight 33.63 dB
Ground truth Noisy 20.28 dB BM3D 29.82 dB DnCNN 30.14 dB FlashLight 30.34 dB
Ground truth Noisy 20.28 dB BM3D 29.82 dB DnCNN 30.14 dB FlashLight 30.34 dBGround truth N isy 20.28 dB BM3D 9.82 dB DnCNN 30.14 dB FlashLight 30.34 dBGround truth N isy 20.28 dB BM3D 9.82 dB DnCNN 30.14 d FlashLight 30.34 dBGround truth N isy 20.28 dB BM3D 9.82 dB DnCNN 30.14 d FlashLight 30.34 dBGround truth N isy 20.28 dB BM3D 9.82 dB DnCNN 30.14 d FlashLight 30.34 dB
Ground truth Noisy 14.61 dB BM3D 25.24 dB DnCNN 25.78 dB FlashLight 25.93 dB
Ground truth Noisy 14.61 dB BM3D 25.24 dB DnCNN 25.78 dB FlashLight 25.93 dBGround truth N isy 14.61 dB BM3D 25.24 dB DnCNN 5.78 dB FlashLight 25.93 dBGround truth N isy 14.61 dB BM3D 25.24 dB DnCNN 5.78 d FlashLight 25.93 dBGround truth N isy 14.61 dB BM3D 25.24 dB DnCNN 5.78 d FlashLight 25.93 dBGround truth N isy 14.61 dB BM3D 25.24 dB DnCNN 5.78 d FlashLight 25.93 dB
Fig. 4. Visual results with corresponding PSNR for the house and boat with σ=25 and the plane with σ=50 on Set12.
recovers better the edge patterns than other competing meth-
ods. In the house and boat images, the line shadow and
the line below the text are more effectively recovered. For
the stronger noise level 50 used in the plane our proposal
exhibits superior performance recovering the text.
The code and models used for this evaluation can be
downloaded in https://github.com/binhpht/flashlightCNN.
V. DISCUSSION AND CONCLUSION
We presented FlashLight CNN, a deep neural network
that is able to leverage more parameters than residual net-
works for the task of image denoising. We showed that
the performance of the proposed network increases as the
number of parameters is increased. However, the increased
number of parameters come with an increased computational
cost. While a DnCNN like network with 557057 parameters
takes 1.55 seconds to process all images in Set12, FlashLight
CNN, with 1361649 parameters, takes 4.48 seconds, on an
NVIDIA GeForce GTX 1080 Ti. Furthermore, experimental
results showed that the performance of FlashLight CNN
stops increasing after roughly 1.6 million parameters. It
would be worth investigating how to overcome this bar-
rier. Finally, the proposed solution has the potential to be
successfully applied to other image processing tasks, such
as multispectral image denoising, image super-resolution or
deblurring, with minimal modifications.
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