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A new model, non-uniform deterministic finite automata (NUDFA’s) over 
general tinite monoids, has recently been developed as a strong link between the 
theory of finite automata and low-level parallel complexity. Achievements of this 
model include the proof that width 5 branching programs recognize exactly the 
languages in non-uniform NC’, NUDFA characterizations of several important 
subclasses of NC’, and a new proof of the old result that the dot-depth hierarchy 
is infinite, using M. Sipser’s (1983, in “Proceedings, 15th ACM Symposium on the 
Theory of Computing,” Association for Computing Machinery, New York, pp. 
61-69) work on constant depth circuits. Here we extend this theory to NUDFA’s 
over solvable groups (NUDFA’s over non-solvable groups have the maximum 
possible computing power). We characterize the power of NUDFA’s over nilpotent 
groups and prove some optimal lower bounds for NUDFA’s over certain 
groups which are solvable but not nilpotent. Most of these results appeared in 
preliminary form in (D. A. Barrington and D. Therien, 1987, in “Automata, 
Languages, and Programming: 14th International Colloquium,” Springer-Verlag, 
Berlin, pp. 163-173). 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
A large body of recent work in combinatorial complexity has focused on 
classes of languages recognizable by circuit families with tight restrictions 
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on depth. For example, the class (non-uniform) NC i, which consists of the 
languages where the inputs of length IZ can be recognized by boolean 
circuits of fan-in two and depth O(log n), has proved to be quite robust. It 
is equal to the class of languages definable by families of boolean formulas 
of polynomial length (Spira, 1971) and to those recognizable by branching 
program families of constant width and polynomial size (Barrington, 1989). 
It is also important as the base class in the parallel complexity theory 
outlined by Cook (1985). See Johnson (1986) for a survey of this general 
approach. 
Still, we are unable to prove any natural problems to be outside of NC ‘. 
(For example, the hypothesis NP = NC’, in either a uniform or non- 
uniform setting, is perfectly consistent with known results.) This suggests 
that we consider even smaller complexity classes, in which membership 
might be easier to determine. Furst, Saxe, and Sipser (1984) showed that 
the parity language is not in the class AC0 (circuits of constant depth, 
polynomial size, and unbounded fan-in) and thus showed that this natural 
subclass of NC’ is in fact a proper subclass. Further work has shed more 
light on the internal structure of NC’ (Razborov, 1987; Smolensky, 1987; 
Barrington and Therien, 1988). 
One of the most familiar complexity classes of all, the class of regular 
languages, lies entirely within NC]. We take the algebraic view of finite 
automata-an automaton consists of a transformation of the state set for 
each letter, generating a homomorphism from the monoid of words under 
concatenation to the finite monoid of transformations on the state set. The 
behavior of the automaton on an input of n letters is given by an iterated 
multiplication of n elements of the monoid, which can easily be performed 
by an NC’ circuit. 
The complexity theory for automata is comparatively well-developed. 
We can prove languages not regular, and tell in some detail what kinds of 
automata can recognize what kinds of languages. By identifying an 
automaton with an algebraic object, its syntactic monoid, we can describe 
automata as combinations of various primitive components (Krohn, 
Rhodes and Tilson, 1968). These components perform the basic operations 
of AND, OR, modular counting, and multiplication in a simple group, and 
are described in Sections 3 and 4. 
Schutzenberger (1965) showed that automata built up in this way using 
only the AND and OR operations can recognize only the star-free regular 
languages, i.e., those languages which can be defined using only boolean 
operations and concatenation. In particular these “aperiodic automata” 
cannot count modulo 2. This is quite reminiscent of the Furst-Saxe-Sipser 
result, suggesting a general analogy between circuit classes and classes of 
automata. Barrington (1989) showed that the ability to perform multiplica- 
tion in a non-abelian simple group is surprisingly powerful in the circuit 
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setting (gates of this type, used along with AND and OR, can simulate all 
NC’ circuits in constant depth and polynomial size). Finally, Barrington 
and Therien (1988) made this analogy explicit in the work outlined in 
Section 4, giving characterizations of AC0 and other classes in terms of a 
new model, non-uniform finite automata. The gate types of unbounded 
fan-in circuits appear to correspond exactly to the basic components of 
finite automata. 
The main open question in (Barrington and Therien, 1988) was to prove 
limits on non-uniform automata made up only from AND, OR, and 
modular counting components. This would separate NC’ from its subclass 
ACC of languages recognized by circuit families of constant depth and 
polynomial size made up of AND, OR, and modular counting gates. Here 
we attack this question by considering the power of modular counting 
components by themselves. This corresponds to considering automata 
whose syntactic monoids are solvable groups. 
In effect we are looking for a dual result to the Furst-Saxe-Sipser 
theorem. We know that AND and OR gates cannot be used in a polyno- 
mial-size constant-depth circuit to simulate modular counting, but can 
gates for modular counting in such a circuit simulate AND or OR? We 
conjecture that they cannot and here offer some partial results in this 
direction. With careful definitions (see, e.g., Straubing and Therien, 1988) 
circuits of modular counting gates correspond exactly to non-uniform 
automata over solvable groups. While we cannot yet prove lower bounds 
for general solvable groups, we can do so for a large class of groups. 
Our main results are as follows (exact definitions are given below). We 
prove that no non-uniform finite automaton of any size over a nilpotent 
group can calculate the AND of n variables, for sufficiently large n. We 
prove that if G is an extension of a p-group by an abelian group, then no 
non-uniform automaton over G with size subexponential in n can calculate 
the AND of n variables. This is an improvement over a similar result in the 
preliminary version of this paper (Barrington and Therien, 1987). Our 
principal conjecture is that this latter result extends to any solvable 
group G. 
2. THE MODEL AND RELATED DEFINITIONS 
The non-uniform deterministic finite automaton (NUDFA) was developed 
originally as an equivalent form of the bounded width branching program 
(Barrington, 1985). An NUDFA over a monoid M on n inputs from an 
alphabet A is defined by a program of length 1. This is a sequence of I 
instructions, each of which consist of a variable number i (from 1 to n) and 
a function from A to M. On a given input setting a,, . . . . a,, the instruction 
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yields the monoid element corresponding to the value of the input ai, and 
the entire NUDFA yields the ordered product of the yields of its instruc- 
tions. 
As an example, consider the case of an ordinary deterministic finite 
automaton with input alphabet A, state set S, and transition function 
6: (A x S) + S. The transition function can just as easily be viewed as 
assigning a transformation of S (a function from S to itself) to each 
element of A. If we let M be the monoid of transformations of S (under the 
operation of functional composition) then 6 induces a function 8 from A to 
M. Now consider the following program over M: 
((l,J), ..., (4 SD. 
The yield of this program on an input word a, . . a, is the transformation 
on S corresponding to the action of the original deterministic finite 
automaton on that input word. 
In this way the NUDFA extends the algebraic view of the theory of finite 
automata (Eilenberg, 1976; Lallement, 1979; Pin, 1986). In this setting the 
automaton is simply viewed as a map from A to M as above, which 
induces a homomorphism from A* (the monoid of strings on A, under con- 
catenation) into M. A language L 5 A* is said to be recognized by M if 
L is the inverse image, under this homomorphism, of some subset of M. 
A variant of Kleene’s theorem asserts that a language is regular iff it is 
recognized by some finite monoid. Furthermore, subclasses of the regular 
languages can be put in correspondence with families of finite monoids in 
a systematic way, using the theory of pseudo-varieties developed by 
Eilenberg (1976). One example of such a correspondence is the result of 
Schiitzenberger (1965) that a regular language is star-free iff it is recogniz- 
able by a finite aperiodic monoid. 
Our basic object of study is a program family over a particular finite 
monoid. Formally, a program family (P,, P2, . ..) is an infinite sequence of 
programs P, = { ( in,k,f,,k) : 1 d k < l(n)}, with each i,, E { 1, . . . . n} and 
each fn,k a function from A to M. P, defines a mapping 4, from A” to M, 
given by #,(a1 . ..a.,) = m,,, ‘..m,,,,,,, where m,,k =fn,k(ui,,k). A program 
family (P,, . ..) thus defines a mapping 4 from A* to M, given by 4(w) = 
d,,.,(w). Just as with the homomorphic mapping for an ordinary DFA, we 
say that a language L is recognized by a program family if it is the inverse 
image, under this map 4, of a subset of M. 
Non-uniform models of computation have a long history (see, for exam- 
ple, Savage (1976) for earlier work on circuits and formulas). Many 
discrete models of computation, such as boolean circuits, boolean 
formulas, or branching programs, take a fixed number of bits as input 
rather than a string of unknown length. To compare these models to 
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models which recognize languages, we must speak of a family of computing 
elements, one for each input length. It is often mathematically convenient 
to put no constraint on the manner in which the individual elements 
depend on the input length, but only look at the resources needed for each 
element as a function of the length. 
For example, the class of languages recognizable by boolean circuit 
families where the size of the circuits grows as a polynomial in the input 
size forms a non-uniform analogue of P, the class of languages recognizable 
by Turing machines in polynomial time. The analogy can be made exact by 
speaking of circuits with a uniformity condition (e.g., each circuit must be 
constructible by a polynomial time Turing machine which is given the 
input size in unary). Alternatively, we can speak of non-uniform Turing 
machines, which are given an advice string along with their input, of length 
polynomial in the input size. 
If we restrict the depth of polynomial size boolean circuit families, we 
can produce the NC hierarchy of parallel complexity classes, originally 
developed by Pippenger (1979) and extensively described in the survey 
article of Cook (1985). These classes, in their uniform versions, are impor- 
tant because they correspond to the problems which can be solved quickly 
in various models of parallel computation. In their non-uniform versions 
they are still of considerable theoretical importance. In this paper we work 
with two of these classes. Non-uniform NC’ is the class of languages 
recognizable by circuit families of fan-in two and depth O(log n) (and 
hence polynomial size). This is equal to the class of languages recognizable 
by boolean formulas of polynomial length (or circuits of polynomial size 
which are trees) (Spira, 1971) and to the class recognizable by branching 
programs of constant width and polynomial size (Barrington, 1989). Non- 
uniform AC0 is the class recognizable by circuit families of constant depth, 
polynomial size, and unbounded fan-in. Furst, Saxe, and Sipser (1984) and 
Ajtai (1983) showed that the parity language is not in AC’, and thus that 
AC0 is a proper subset of NC’. Recently the internal structure of NC’ and 
AC0 has been the subject of extensive research (Sipser, 1983; Chandra, 
Fortune, and Lipton, 1983; Chandra, Stockmeyer, and Vishkin, 1984; 
Fagin, Klawe, Pippenger, and Stockmeyer, 1985; Barrington, 1989; 
Barrington and Therien, 1988; Razborov, 1987; Smolensky, 1987), which is 
described below. 
A branching program (see Barrington (1986, 1989) for background) is a 
directed acyclic graph of bounded out-degree, where nodes are labelled by 
input variables and edges by the possible values of the variable corre- 
sponding to the node they leave. A setting of the input variables defines a 
path from a special start node to one of the sinks of the graph, and the 
sinks are labelled as accepting or rejecting the input. The width of a 
branching program has various definitions, but as defined by Barrington 
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(1985, 1986, 1989) a branching program of width w  is equivalent to an 
NUDFA over the transformation monoid T,. of all transformations on a 
base set of size M’. 
We use the following standard terminology from algebraic automata 
theory and group theory throughout. The reader is referred to standard 
texts such as those of Eilenberg (1976) and Zassenhaus (1958) respectively 
for more background. 
A group is a monoid which contains an inverse for every element. (All 
groups in this paper are finite.) A permutation group is a group whose 
elements are bijections of some finite set and whose operation is functional 
composition (i.e., a group G together with a one-to-one homomorphism 
from G into the group S, of permutations of a finite set X). If f E S, and 
s E X, we write xf for the image of x under f: If the underlying set of a 
permutation group is not given, it is to be assumed that the group is acting 
on itself by right multiplication. 
A subgroup is a subset of a group which is closed under the group multi- 
plication. A subgroup H of G is normal if for any g E G and h E H we have 
g-‘hg E H. In this case we define the factor group G/H in the usual way and 
say that G is an extension of H by G/H. 
The commutator of two group elements g and h is ghg-‘h-l. If H, and 
H, ,are each subgroups of a group G, their commutaror [H,, H,] is the 
subgroup generated by all elements h, h,h;’ h;’ for h, E H, and h, E H,. 
The derived series of a group G is defined by Go = G, Gif ’ = [G’, G’]. 
A group is solvable if its derived series terminates with G” the trivial group. 
The lower central series of a group G is defined by Go = G, Gi+ I = [G,, G]. 
A group is nilpotent of class m if its lower central series terminates with G” 
the trivial group. An important special case of nilpotent groups are the 
p-groups, those groups whose order is a power of some prime p. In fact any 
nilpotent group is a direct product of p-groups. The exponent of a group 
is the least common multiple of the orders of its elements, i.e., the least 
q>lsuchthata4=eforalla~G. 
One group G divides another group H if there is a homomorphism from 
a subgroup of H onto G. The relation “G divides H” is a partial order on 
the set of finite groups-it is the transitive closure of the union of the 
relations “G is a subgroup of H” and “G is a homomorphic image of H.” 
A variety of groups is a class of groups closed under division and under 
direct product. (This definition is at variance with standard usage in 
universal algebra (where our “varieties” are often called “pseudo- 
varieties”), but is appropriate because we are dealing only with finite 
groups.) The p-groups for a given p, the nilpotent groups, and the solvable 
groups each form a variety. These notions can be extended to permutation 
groups (see, e.g., Eilenberg, (1976)). 
Let G and H be permutation groups with underlying sets X and Y, 
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respectively. The wreath product G 0 H is a group of permutations of Xx Y, 
given (as a set) by ((1; h) :SE G’, h E H). The permutation (f; h) acts on 
an element (x, y) of Xx Y to give (xf(y), yh). The wreath product is 
associative on permutation groups, i.e., if I is also a permutation group 
with underlying set Z, then (G 0 H) 0 I and G 0 (Ho I) consist of exactly the 
same permutations of Xx Y x Z. We use the following facts about the 
wreath product (see, e.g., Eilenberg, (1976)): 
l If G divides H and I divides J, then G 0 Z divides H 0 J. 
l Any extension of G by H (including G x H) divides G 0 H. 
. If V and W are varieties of groups, then a group divides the wreath 
product of a group in V and a group in W iff it is an extension of a group 
in V by a group in W. The set of all such groups form a variety, which we 
denote T/o W. 
l A permutation group is a p-group iff it divides a wreath product 
z,o . . . 0 Zp of permutation groups Z, (the group of integers mod p acting 
on itself by addition). 
l A permutation group is solvable iff it divides a wreath product 
z,, 0 . . . 0 Z,, of cyclic permutation groups. 
A monoid is aperiodic of all if its subsets which form groups under the 
monoid operation are trivial groups. A monoid is solvable if all such groups 
are solvable groups. A language is recognizable by an aperiodic monoid iff 
it is star-free, i.e., can be defined from the one-letter languages using 
concatenation and boolean operations but not the Kleene star operation 
(Schtitzenberger, 1965). Aperiodic monoids are parametrized by their dot- 
depth, which is the minimum number of times concatenation must be used 
to define all the languages they can recognize (see Straubing (1986) for 
background on dot-depth). 
3. PREVIOUS WORK 
The NUDFA model grew out of the study of bounded width branching 
programs initiated by Borodin, Dolev, Fich, and Paul (1983) and by 
Chandra, Furst, and Lipton (1983). The former group conjectured that no 
program of constant width and polynomial size (in our language, no 
program family of polynomial size over any finite monoid) could calculate 
the majority function. Barrington (1985, 1986) found that constant width 
branching programs could be forced into a normal form equivalent to the 
NUDFA’s defined here, and worked with NUDFA’s over the permutation 
group S3 in an attempt to learn more about branching programs of 
width 3. He proved that there exist NUDFA’s of exponential length over 
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S, computing any boolean function, and that computing the AND function 
(fb, 3 . . . . x,) = 1 iff for all i, ?ci = 1) in a restricted form requires exponential 
length. 
Barrington (1989) then refuted the conjecture of Borodin et al. (1983) 
about the majority function by proving the following theorem, which we 
restate in terms of NUDFA’s. 
THEOREM 1. If G is a nonsolvable group, the class of languages 
recognized by NUDFA’s over G of polynomial length is exactly (non- 
uniform) NC ‘. 
Proof (outline). Determining the output of an NUDFA over G 
requires an iterated multiplication of elements in G. If the length of this 
multiplication is polynomial, it can be performed by a binary tree of binary 
multiplications of height O(log n) and thus by an NC ’ circuit. 
For the converse, let HZ 1 be a subgroup of G which is its own 
commutator subgroup, i.e., [H, H] = H (such an H exists iff G is not 
solvable). For every element h of H other than the identity and every 
circuit C of depth d, we construct an NUDFA of length 20cd’ which yields 
h on input settings accepted by C and the identity on other settings. The 
key step in this construction occurs when C is the AND of two circuits CL 
and C2. By induction NUDFA’s II,,, and B,,, exist for any h yielding h or 
the identity depending on C1 and CZ, respectively. The NUDFA obtained 
by concatenating B,,,, B,,,, B,.,-I, and B2,h-~ yields ghg---‘h-’ if both C, 
and C, accept and the identity otherwise. As H is generated by commuta- 
tors from H, the desired NUDFA’s for C may all be constructed from such 
concatenations. 1 
The power of polynomial length NUDFA’s over a solvable group 
appears to be more limited. They may be simulated by circuit families of 
constant depth, polynomial size, and unbounded fan-in where the 
individual gates compute AND, OR, or MOD q for some integer q fixed 
for the circuit family (Barrington, 1989). This follows from the results we 
outline below. 
We define ACC to be the class of languages recognizable by such circuit 
families (the AC0 closure of counters)-it is conjectured (Barrington, 1989) 
that majority is not in ACC and thus that ACC = NC ‘. Recently Razborov 
(1987) has proved that such circuits with AND, OR, and MOD 2 gates 
cannot do majority (confirming an earlier conjecture of Furst et al. (1984)), 
and Smolensky (1987) has extended this to MODp gates (for p a single 
prime fixed for the family) by showing that circuits of AND, OR, and 
MODp gates cannot compute the MOD q function if q is prime to p. 
Barrington and Thtrien (1988) showed that various subclasses of NC’ 
are exactly the classes of languages recognizable by polynomial length 
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NUDFA’s over various classes of monoids. We summarize these results in 
three theorems, which are proved using the classification by Therien (1981) 
of solvable finite monoids. 
THEOREM 2. A language is recognizable by polynomial length NUDFA’s 
over a solvable monoid iff it is in ACC. 
THEOREM 3. A language is recognizable by pal.womial length NUDFA’s 
over an aperiodic monoid iff it is in AC’. 
THEOREM 4. A language is recognizable by polynomial length NUDFA’s 
over a monoid of dot-depth k iff it is in depth k AC’. 
Theorem 4 allows Sipser’s (1983) proof that the depth k circuit hierarchy 
is strict to be converted into a new proof that the dot-depth hierarchy is 
infinite (Brzozowski and Knast, 1978). In particular, the circuit and input 
language constructed for depth k circuits has dot-depth exactly k. If it had 
dot-depth k - 1, any depth k circuit family could be converted (via 
NUDFA’s over this language) to an equivalent depth k - 1 family of only 
polynomially greater size. Repeated application of this process could reduce 
any AC0 circuit family to an equivalent depth k family, contradicting 
Sipser’s theorem. The conversion does not work in the other direction to 
provide a new proof of Sipser’s theorem, because the dot-depth result a 
priori does not rule out the possibility that a dot-depth k regular language 
has circuits of depth k - 1. 
4. NUDFA’s OVER SOLVABLE GROUPS 
The above results show that allowing NUDFA’s to operate over more 
complicated monoids increases their power. But at the highest level, that of 
non-solvable monoids, the power comes entirely from the embedded 
groups, i.e., non-solvable groups have as much power as non-solvable 
monoids. It is natural, then, to examine this relationship between greater 
complication and greater power in the group setting. What is the power of 
NUDFA’s operating over solvable groups of various less complicated 
forms? We present some results to this end, which we believe form the 
beginnings of a program which could add significantly to our knowledge of 
the tine structure of NC’. 
We focus upon the power of an NUDFA over a group to simulate an 
unbounded fan-in threshold counter, as, for example, by computing the 
AND of the input variables. This is possible over non-solvable groups in 
polynomial length (Theorem I), but as soivable groups are built up purely 
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from modular counters, one might think that NUDFA’s over them could 
not simulate the AND function at all. The actual situation is more 
complicated. We see in the next section that NUDFA’s over nilpotent 
groups cannot do AND at all. But over groups which are solvable but not 
nilpotent, we can carry out an analogue of the construction of Theorem 1. 
THEOREM 5. If G is a group which is not nilpotent, there is a family of 
exponential-size NUDFA programs over G that calculates the AND function. 
ProoJ: Let H be a normal subgroup of G with [G, H] = H-such a 
subgroup must exist in any non-nilpotent group G. By induction we 
construct NUDFA programs B(h, i) for all h E H and id n, where the value 
of B(h, i) on an input setting is h if x1 through xi are all on and e otherwise. 
Each B(h, 1) is a single instruction. Each h E H is a product of 
commutators g,hk g;‘h;’ with g, E G, hk E H. We define B(h, i + 1) to be 
the concatenation for all k of B(h,, i) C( g,, i + 1) B(hk I, i) C( g; ’ , i + 1 ), 
where C(g, i) is the single instruction whose value is g if xi is on and e 
otherwise. B(h, n) calculates the AND of all n variables and has size at 
most (4 /HI)“, where IHI is the order of H. 1 
CONJECTURE. If G is solvable. any family of NUDFA programs over G 
calculating the AND function has exponential size. Thus if G is solvable but 
not nilpotent, Theorem 5 is optimal. 
In Section 8 we prove this conjecture in the special case of some 
relatively uncomplicated groups, but it remains unknown in general. 
Proving it might allow us to separate out the group and aperiodic behavior 
of an NUDFA over an arbitrary solvable monoid, which might give a 
better characterization of the languages within ACC and help to prove 
ACC# NC’. 
5. NUDFA’s OVER NILPOTENT GROUPS 
In this section we characterize the power of all NUDFA’s over nilpotent 
groups, and thus show that they cannot calculate threshold functions. One 
might begin by considering the easier case of abelian groups. There the 
behavior of NUDFA’s is the sum (in the group) of the behaviors with 
respect to each input variable, as the order of the instructions does not 
matter. In fact the NUDFA calculates a linear function from the variables 
to the group. If the input size n is sufficiently large with respect to the 
group, some large number of variables must have the same coefficient in 
this linear map. Flipping a number of these variables equal to the exponent 
of the group from all zeroes to all ones or vice versa will not affect the 
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output, so the NUDFA cannot, for example, calculate the AND function. 
Note also that any such NUDFA may be simulated by an NUDFA with 
only n instructions, one per variable. We now see that all of these proper- 
ties of NUDFA’s over abelian groups are special cases of similar properties 
for nilpotent groups. 
To establish this generalization, we need to develop the notion of 
representing functions from (0, 1)” to a ring by polynomials, used in the 
recent work of Razborov (1987) and Smolensky (1987). If R is a 
commutative ring with identities 1 R and O,, any function from (0, l}” to 
R is uniquely represented by a polynomial over R in the n boolean 
variables x I , . . . . X, . Formally, this is the ring R[x,, . . . . x,] with the identity 
xt = xi for each i. Given a setting of the n variables, a polynomial is 
evaluated by plugging in 1, for 1 and Ok for 0. 
We say that a language is strongly represented by a family of polynomials 
Pl? P2, ... if each pn represents the characteristic function of L n (0, 1 }“. We 
say that it is weakly represented if there are subsets B, of R for each n such 
that P,(X)E B, iff x E L n (0, l}“. We get non-uniform complexity classes 
by bounding the size (number of monomials with non-zero coefficient) and 
the degree (maximum number of variables in a monomial) of the polyno- 
mials in the family by functions of n. 
If R is a field, strong and weak representation are closely related. If the 
polynomial family (p, ) weakly represents a language L (so that for each 
rip,(x) E B, iff x E L), then L is strongly represented by 
i,C, l-(p,-i)lR’+‘. 
n 
This polynomial has only polynomially greater size and degree greater 
only by a constant factor. However, with other rings the two concepts can 
differ remarkably. For example, over Z, the set {x : 1x1 = 1 mod 2 > is 
weakly represented by the polynomial C 3xi but strongly represented only 
by a polynomial whose coefficient on a term niss xi is Is’-’ mod 6 (or 0 
if S= Iz/), This polynomial has exponentially greater size. 
THEOREM 6. A language is recognized by a family of NUDFA’s over a 
nilpotent group $f it is weakly represented by a family of polynomials of 
constant degree over a direct product of cyclic rings. More precisely, it is so 
recognized by a family of programs over a nilpotent group of class m and 
exponent q lff it can be weakly represented by polynomial of degree m over 
Zt for some k. (Zf is the k-fold direct product of the ring of integers mod q.) 
Proof: We use the results of Therien (1983) on nilpotent groups and 
subword counting. Let A be any finite alphabet. For words x=x1 . . . 
x, E A* and u = u1 ... uk, define (-z) to be the number of occurrences of u as 
a subword of x, i.e., the number of sequences 1 < i, < . . . < i, < n such that 
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u = xi, . xik. It is proved in (Therien, 1983) that if N is a nilpotent group 
of class m and exponent q, and x and y satisfy (z) = (i) mod q for all u of 
length 6 m, then any monoid homomorphism from A* into the group N 
maps x and .v to the same value (in other words, no automaton whose 
syntactic monoid divides N can distinguish x and y). Furthermore, there is 
a homomorphism q5 from A* into a particular nilpotent group N of class 
m and exponent q which simultaneously counts occurrences of all subwords 
u of length at most m. That is, it maps each x to a value q5(~) E N such that 
for each u, the value (z) mod q can be determined from d(x). Thus we have 
an exact combinatorial characterization of the languages recognized (in the 
finite automata sense) by such groups. 
Let N be a nilpotent group of class m and let P be an NUDFA program 
over N which converts an input string .x E (0, 1 }” into a string P(x) in 
Np@‘. For each word u E N* of length < m, the number mod q of occurren- 
ces of u as a subword of P(x) is given by a polynomial over Z, in the 
boolean input variables, of degree m. This is because each possible set of 
positions in P(x) where u might occur gives rise to a term of degree <m 
(the product of the boolean variables corresponaing to these positions). 
This implies the first half of the theorem, with k being the total number of 
subwords counted. 
For the second half, for any given q, k, and m, we must show how to use 
an NUDFA program to compute the value of any polynomial f(x) of 
degree at most m over Z,. The main idea is to have the program yield a 
word over some alphabet A, which will encode the value of Y(X) in the 
number mod q of its occurrences of various subwords of length at most m. 
We know (Therien, 1983) that for the appropriate nilpotent group N of 
class m and exponent q, there is a homomorphism q5 from A* into N such 
that the value of 4(x-) determines all the subword counts for a word x. 
We define an NUDFA program [,,‘.‘“!J over this group N, where f(-u) 
is any polynomial of degree at most m over Z, and the ai are distinct letters 
in A. Each instruction of this program will yield either the identity or an 
element &a) of N, so that we can think of the yield on input x as a word 
w(x) in A* which will be mapped by q5 into N. The number mod q of 
occurrences of a, . a, as a subword of w(x) will be exactly f(.x). Thus the 
yield of the program will determine the value of f(x). By using an 
independent set of letters for each of k copies of Z,, we can extend this 
construction to give an NUDFA program, over a nilpotent group of 
class m and exponent q, calculating any polynomial of degree at most m 
over Zt. 
We begin by defining [-:I, for a single input xi and single letter a, as the 
appropriate single instruction. That is, the program [:I yields &a) if xi is 
on and the identity of N if .yi is off. Next, [ -,“‘] is q - 1 copies of [ 21. In 
general, [ /(-‘) z g( ‘) ] is the concatenation of [‘?‘I and [ gy)]. For strings u 
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and u of input letters, where no letter occurs more than once, [f’“l$“‘] can 
be defined as [f:)] [ @$)I [ -:-“I [ -gvCrf]. This program produces zero 
subwords mod q in combination with anything before or after it, but does 
produce subwords uu if f(x)g(x) has a non-zero value. In this way 
programs for arbitrary polynomials and subwords can be built up, as long 
as the degree of the polynomial is at most the length of the subword and 
the subword has no repeated letters. 1 
COROLLARY. No NUDFA of any size over a nilpotent group can calculate 
the AND function (i.e., weakly recognize the language 1 * E { 0, 1 } * ). 
Proof. The polynomial for the AND function is easily seen to have 
degree n over any ring. However, we must show that no constant-degree 
polynomial can weakly recognize the AND language by having a value on 
input 1” which differs from the value in any other setting. To do this we use 
Ramsey’s Theorem to establish the following periodicity property of the 
functions calculated by constant degree polynomials. The AND function 
clearly does not have this periodicity, and so the corollary is immediately 
implied by the following: 
LEMMA. For n sufficiently large, any polynomial of degree t in n variables 
over Zz has the following property: In any setting there exist q . (t !) variables 
set alike (all zeroes or all ones) which can all be,flipped without changing the 
value of the polynomial. 
Proof Assume without loss of generality that the setting contains a 
majority of zeroes-otherwise work with ones and dualize the following 
(note that the dualization preserves the degree of polynomials). Simplify 
the polynomial by plugging in ones for the variables set to one, getting a 
polynomial of degree at most t in the variables originally set to zero. By 
Ramsey’s Theorem, for sufficiently large n, there must be a set A of q . (t !) 
variables satisfying the following conditions: Let T,, 1 d i< t, be the set of 
all monomials of length i in the variables of A. Note that the cardinality of 
r, is ( ‘4’). Then every monomial in T, has a coefficient in the new polyno- 
mial that only depends on i. That is, all linear terms from A have some 
coefficient c I , all quadratics have the same coefficient c2, and so on up to 
c,. Of course, the number of variables we have available must be very large 
compared to t, q, and k. 
Now consider the new setting obtained by flipping all the variables in A. 
The value of the polynomial changes by 
,j, Cj(qy)=O 
because q divides each of these binomiai coefficients. 1 
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This periodicity property might seem to be a logical consequence of 
working only with modular counters of constant modulus. However, we 
have seen that NUDFA’s over solvable groups can compute functions 
which are not at all periodic, such as AND. Does such a periodicity 
property hold for NUDFA’s of polynomial length over solvable groups? 
COROLLARY. Any NUDFA over a nilpotent group of class m has an 
equivalent NUDFA of length O(C) over the same group. 
Proof: Simply keep track of the length in the construction of 
Theorem 6. One can also prove this directly by converting any program 
into an equivalent one of polynomial length, using a variant of the “formal 
commutator” construction of (Therien, 1983) to rearrange the instructions 
until similar instructions can be collapsed. 1 
This work has recently been extended by Ptladeau and Therien (1988), 
who investigate the subsets of (0, I}” which can be recognized by a given 
nilpotent group. We have just shown that such a subset cannot be a 
singleton, but they prove that any such subset has exponential cardinality 
(at least 2”/c elements, where c is a constant depending on the group). 
6. REPRESENTING LANGUAGES BY LINEAR FORMS 
We are left .with the case of groups which are solvable but not nilpotent. 
NUDFA’s over one such group, S,, have been studied by Barrington 
(1985, 1986). He showed, in effect, that exponential program size is 
required for these NUDFA’s to compute the AND function. The general 
method was to show that calculating a function with an S, program 
corresponds to expressing it as a linear combination of certain basis func- 
tions over a finite field, and then showing that all such linear combinations 
for the AND function contain exponentially many elements. 
Here we extend the ideas there to show a similar bound in the case of 
certain other groups which are solvable but not nilpotent. In order to do 
this, we must develop some machinery for the representation of functions 
by linear forms over a finite field. In particular, we define a multidimen- 
sional version of the discrete Fourier transform, and derive certain proper- 
ties which prove to have computational significance. 
Let F be a finite field of order at least 3, and let F* be the set of non-zero 
elements of F. As is well known, F* is a cyclic group under the field multi- 
plication. Let k denote the order of F*, so that k B 2. Let us fix a generator 
g of this group. Now if h E I;*, there is a unique m such that 0 < m < k and 
gm = h. We thus define log h = m, with the understanding that the definition 
of the logarithm depends on the choice of the generator g. 
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Let n >O. We are concerned with ,the F-vector space d” of functions 
from (F*)” to F. Our first task is to define a particular basis for this vector 
space. For each w  = (wr , . . . . w,)E(F*)” we deline a function I’,: (F*)“+ F 
by 
P,(x) = PJX,) . ..) x,) = w:og’l ‘. . wp. 
Observe that P,(x) = P,(w). 
Now let v, WE(F*)“. We denote (w;‘, . . . . w;‘) by w-l. If v=w-1 then 
1 P,(x)P,(x)=k”=(-1)“. 
XE(F’)” 
Ifv#w-‘thenforsomeiE{l,..., n}, U= w,v,# 1. Then for some CE F, 
c P,(x) P,(x)=c. c u’-~ 
XE (F’)” X.SF’ 
=c.(d- l)/(u- l)=O. 
so (P,[wE(F*)“) is a basis for &“, and this basis is orthogonal with 
respect to the inner product 
Given f E d”, we denote by supp(f) the cardinality of the set 
w(F*)” lfwzo)) and by weight(f) the number of non-zero 
coefficients that occur when f is written as an F-linear combination of the 
P,. The Fourier transform off is the function Tf E ~2” defined by 
Tf(w) = 2 f(x) .P,-l(x). 
XE(F*)* 
If supp(f) = 1, with f taking its only non-zero value at x0, then Tf = 
f(xo). PGl, which has weight 1. Since T is linear, it follows that for any 
f E d”, supp(f) = weight(Tf). Moreover, the orthogonality relations imply 
that TP, is non-zero only at w  -‘. Thus, by linearity, for any A 
weight(f) = supp(Tf). 
Given fi, f2 E d”, we define the convolution f, * f2 E d” by 
(fi * fd(x) = c fib) ~fi(w-‘x). 
ws(F*)” 
It is then easy to show that T(f, .fi) =Tf! * Tft and that T(f, * fi) = 
Tfi .Tf2, where the dot denotes pointwise multiplication. 
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For each w  = (w,, . . . . IV,) E (F*)“, we define a function Q, from (0, 1)” 
to F by 
Q,(u,, . . . . u,) = w’;’ wn”“. 
Observe that Q, . Q, = Q,,, where VW denotes the componentwise product 
of v and w. Note also that P,(x r, . . . . x,) = Q,(log x,, . . . . log x,), provided 
that (xr , . . . . x,) E (1, g>“. In particular, the functions Q, span the vector 
space of functions from (0, 1)” to F, but are not linearly independent. 
Nonetheless we are able to prove some lower bounds on the number of Q, 
required to express certain boolean functions. We are able to translate 
these bounds into lower bounds on program length for programs over 
certain solvable groups. 
Recall that the AND function from (0, 1 }” into (0, 1 } is that function 
taking the value 1 if all components are 1 and taking the value 0 otherwise. 
Since (0, 1) G F, we can view AND as taking its values in F. 
THEOREM 7. The AND function cannot he written as an F-linear 
combination of fewer than (k/(k - 1))” of the functions Q,. 
Proof Let h, E d” be the characteristic function of the n-tuple( g, . . . . g), 
and let h, E d” be the characteristic function of the set { 1, g}“. Since 
weight(Th r ) = supp(h, ) = 1, Th, is equal to P, for some w  and is nowhere 
zero, so that weight(h,) = supp(Th,) = k”. 
A simple calculation shows that 
Th,(u’, , . . . . w,) = c n wj= ,<V<, twi+ 1). 
S~/O,I~” jts . . 
Thus weight(h,) = supp(Th,) = (k - 1)“. 
Now suppose AND = C c,Q, and let f = x c, P,. Then f. h, = h,. Since 
weight(h, . f) Q weight(h,) . weight(f) we obtain weight(f) B (k/(k - 1))“. 
and thus that at least the required number of c, are non-zero. 1 
The preceding argument suggests that, in general, functions with small 
weights have large supports, and vice versa. This is made precise in the 
following proposition. 
PROPOSITION. For any non-zero f E &‘“, supp( f ) . weight( f ) > k”. 
Proof Consider the square matrix, with rows and columns indexed by 
(F*)“, whose (w, x) entry is P,(x). Since the P, are linearly independent, 
this matrix is non-singular and hence its columns are linearly independent. 
Now consider the matrix A4 whose (w, x) entry is f(x). P,(x). All but 
supp(f) columns of M are zero, and the remaining columns are each 
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obtained by multiplying the corresponding column of the original matrix 
by a non-zero constant. Thus M has exactly supp(f) linearly independent 
columns, and its rank is supp(f). We can therefore extract supp(f) linearly 
independent rows, which span the subspace of d” consisting of functions 
which are zero on the zero-set off: This subspace has dimension supp(f). 
In particular, there is some linear combination at most supp(f) of the 
functions f. P, that has support 1. Taking transforms, we obtain a linear 
combination of at most supp(f) of the functions T(f. P,) that has support 
k”. Now supp(T(f. P,)) = supp(Tf * TP,) = supp(Tf), by the definition of 
the convolution and the fact that TP, has support 1. Since the support 
function is subadditive, we obtain k” < supp(f) . supp(Tf), as claimed. 1 
7. LOWER BOUNDS FOR CERTAIN SOLVABLE GROUPS 
We are now ready to apply the results of the preceding section to put 
lower bounds on the program length needed for NUDFA’s over certain 
solvable groups to calculate the AND function. We conjecture, of course, 
that a similar bound holds for any solvable group. In the section following 
this one we indicate how our methods might be extended in this direction. 
The treatment in this section is an extension beyond that in the preliminary 
version of this paper (Barrington and Thtrien, 1987) and the results 
obtained are somewhat stronger. 
We begin by considering an interesting special case of groups which are 
closely related to particular finite fields. For a field F as above, we define 
the group G, to be a semidirect product of F and F* as follows. Element 
of G, are pairs (i, j) with iE F and je F*, and the product is given by 
(i, j)(k, I) = (i+ jk,jZ). 
PROPOSITION. Any NUDFA over G, calculating the AND function has 
length 2*‘“). 
Proof: An instruction of an NUDFA over G, has value (r,, + r, xi, 
s&) for constants rO, r,, sO and s, and some input variable xi. By induc- 
tion, it is easy to see that the yield of a sequence of I instructions is given 
by (f(x), g(x)), where f E dn has weight at most 21 and ge d” has weight 
1. This is because the functions sOs;’ have weight 1 and weight is 
submultiplicative. 
Suppose that some NUDFA of length I calculates the AND function. 
That is, the yield N(x) = (f(x), g(x)) isinsomesetSsG,ifx=l”andis 
not in S otherwise. Define f, for i E F to be the product for i’ # i off - i’. 
Note that fi has non-zero value when f(x) = i and is zero otherwise. Define 
gi similarly. Now let h be the sum, for all (i, j) in S, of fig;. So h(x) # 0 
643.89/Z-3 
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exactly when N(x) E S. Now consider hk (under pointwise multiplication of 
functions in d”). This function has weight polynomial in I and value 
@(x) = 1 iff N(x) E S, and hk(x) = 0 otherwise. By hypothesis this is exactly 
the AND function shown to require weight (k/(6 1))” in Theorem 7. 
Since this weight is polynomial in I, I= 2R(nl. 1 
Examples of groups G, include S, (for the three-element field) and A, 
(for the four-element field). Thus the above Proposition implies that width 
3 permutation branching programs and width 4 even permutation 
branching programs (as defined by Barrington ( 1989)) require exponential 
length to compute the AND of their inputs. In the width 3 case this 
improves the result of Barrington (1985) by extending the lower bound 
from strong recognition to weak recognition, as defined above. The techni- 
ques here can easily show a lower bound of Q(2”*) for the length of width 
3 permutation branching programs which weakly recognize the AND 
function, as conjectured by Barrington (1985). 
In the preliminary version of this paper (Barrington and Therien, 1987) 
it was shown that this lower bound result could be extended to the variety 
of groups generated by G, for each particular field F. Here we are able to 
improve this somewhat. For each prime p, let V, be the variety of groups 
which divide the wreath product of a p-group and an abelian group. (VP 
can also be defined as the set of all extensions of p-groups by abelian 
groups.) We extend the lower bound to the union of the V, (which is not 
itself a variety). In fact every group from (Barrington and Therien, 1987) 
is contained in some V,. 
To prove our most general result we need a theorem about the languages 
recognized by wreath products of cyclic groups, due to Straubing (1979). 
Let A be a finite alphabet and L c A* a language, a E A, and r E 2,. The 
language (La, r, m) is defined as those u’ E A* such that the number of 
initial segments of IV in the language Lc is congruent to r mod m. 
THEOREM 8 (Straubing, 1979). Any language in A* recognized by a 
wreath product Z,O X, where X is any monoid, is a boolean combination of 
languages of the form L, and of the form (Lza, r, m), where L, and L, are 
languages recognized (in the original finite-automaton sense) by X. 
THEOREM 9. Let G, be a p-group and B an abelian group, and let 
L E (0, 1 }” be recognized by a program of length 12 n over G, 0 B. Then 
there is a finite field F such that the characteristic function of L has weight 
at most IK, where K is a constant depending only on G, and B. 
COROLLARY. Any NUDFA program family over G,o B computing the 
AND function has length 2”(“‘. 
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Proof of Theorem 9. Without loss of generality, we take G, to be an 
r-fold wreath product of groups Z, (which we denote ZF’), and take B to 
the ZL for some m prime to p. This is because the original G, 0 B divides 
some Z Crl 0 ZL, as we now show. First, we may assume that p does not 
divide tie order of B. This is because as an abelian group, B may be 
written as a direct product P, x B’, where P, is a p-group and p does not 
divide the order of B’. Then B divides P, 0 B’, and we may replace G, 0 B 
by (G, 0 P,) 0 B’, using the associativity of the wreath product. G, 0 P, is a 
p-group and divides some Z, cr] by one of our basic facts (see Eilenberg, 
1976). Finally, B’ is abelian and must divide a direct product Zk, where m 
is its exponent. 
Since m divides pj - 1 for some j, we can find a field F of characteristic 
p containing an element g of order m. We prove the theorem by induction 
on r. 
LEMMA. Let L,, . . . . Lk be any family of languages whose characteristic 
functions each have weight at most f: Then the characteristic function of any 
boolean combination of the Li has weight f O(” (with k considered as a 
constant). 
Proof of Lemma. The boolean combination, expressed in conjunctive 
normal form, is an AND of at most 2k terms, each an OR of at most k of 
the Li. The characteristic functions of the ORs have weight at most fk, and 
thus the characteristic function of the AND has weight at most 
fk2LfOU)~ 1 
Proof of Theorem 9 (continued), In the case r = 0 we have a program 
over ZL, which can be thought of as k independent programs over Z,. 
A language recognized by such a program is thus a constant-sized boolean 
combination of languages recognized by programs over Z,. But any 
program over Z, computes a linear map, which is a function of weight 
O(n) = O(Z). Applying the lemma, the language recognized by programs 
over ZL has a characteristic function of weight lo(l). 
Now, for the inductive step, let L be recognized by programs of length 
I over the group Zi’+ ‘I 0 Zk, which is ZP 0 X, where X= Zj’] 0 ZL. x is in 
L iff the yield N(x) is in some regular language T recognized by Z, 0 X. By 
Theorem 8, T is a boolean combination of languages of the form T, and 
( T2a, q, p ) for various languages T, and T2 recognized by X. Hence L is 
a boolean combination of languages {x:N(x)ET~} and {x:N(x)~ 
(T,a, q, p) >. By the lemma, it suffices to show that languages of this kind 
have characteristic functions of weight l’(l). This is immediate by the 
inductive hypothesis in the first case, as such languages are themselves 
recognized by programs of length I over X. 
Let H be the characteristic function of {x,: N(x) E ( T,a, q, p) }. To 
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compute H, we need to know, for each i with 1~ i < 1, whether the yield 
of the first i instructions of the program is a word in T,a. Let Pi be the 
function which is 1 if this is the case and zero otherwise. Then H = 1 - 
((Xf= 1 pi) - q)‘F*‘7 and H has weight polynomial in that of the Pi. But Pi 
is the characteristic function of the AND of two languages: {x:the ith 
character of N(x) is an a}, and {x:the first i- 1 characters of N(x) are in 
T,}. The characteristic function of the first of these languages is xi, 1 - xj, 
0, or 1 for some j, and the second language is clearly recognized by 
programs of length 6 I over X. So the weight of Pi is polynomial in 1 by 
the inductive hypothesis. 1 
8. THE CONSTANT-DEGREE HYPOTHESIS 
In this section we consider a generalization of the weight of a function, 
and formulate a conjecture which would extend our lower bounds to some 
additional groups-those which divide wreath products of a p-group and a 
nilpotent group. For a positive integer r, let ui, . . . . uN be all monomials of 
degree at most r in the variables xi, . . . . x,. For each vector y = 
(Y i, . . . . y,,,) E (F*)N, let the function PF’ from (0, 1)” to F be defined by 
P;)(x,, . ..) x,) = y’;’ . . . y:. The basis functions P,, used in our definition 
of weight above, are exactly the functions Ptf ). In a similar way, we define 
the (r)-weight of a function f from (0, 1)” to F to be the minimal number 
of PF’ functions in a linear combination summing to f: 
CONJECTURE (The “constant-degree hypothesis”). For fixed r > 0, the 
AND function has (r)-weight 2RCn). 
Note first that this hypothesis does not follow directly from the r = 1 
version proved above, as some functions P, (2) have exponential (1)-weight. 
However, we do not believe that these new basis functions bring one 
substantially closer to the AND function. We have shown some evidence of 
a duality between the functions of (1)-weight 1 and the functions of support 
1 (such as AND), and the functions of low (r)-weight appear to be far 
more similar to the former. 
One consequence of the constant-degree hypothesis would be a new and 
simpler proof of our Corollary to Theorem 6, that no program family of 
any size over a nilpotent group can calculate the AND function. We show 
this in the course of proving the following, the main result of this section. 
THEOREM 10 (Assuming the constant-degree hypothesis). Any program 
family computing the AND function over G,a N, where G, is a p-group and 
N is a nilpotent group, has length 2R(“). 
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ProoJ: N is a direct product of pi-groups for distinct primes pl, . . . . p,. 
We may assume that no pi is equal to p, as any p-groups in H may be 
merged into G, (if N, is a p-group, with N= N, x N’, then G, 0 (N, x N’) 
divides (G,o N,)o N’, and G,o N, is a p-group). As in the proof of 
Theorem 9, we induct on the number of groups 2, wreathed together to 
form G,. We work over a field F which contains elements g,, . . . . g, of order 
pl, . . . . pt, respectively. 
Consider first the case where G, is trivial (the special case mentioned 
above). From Theorem 6, it is easy to see that the language is recognized 
by a t-tuple of polynomials of some constant degree r, where thejth poly- 
nomial f; is over Zp,. Over F, then, the characteristic function of 
{x :fj(x) = b} is 1 - (g/fi(‘) - gT)lF*l. Since g?(X) is just a single Pf’ term, it 
has (r)-weight 1. The characteristic function of our language then has 
constant (r)-weight, independent of both n and the program length. With 
the constant-degree hypothesis, this immediately implies that the AND 
function cannot be computed at all over a nilpotent group. 
The inductive step proceeds exactly as in the proof of Theorem 9, except 
that now it is the (r)-weight rather than the (1)-weight which is proved to 
be polynomial in 1 at each step. 1 
9. OPEN PROBLEMS 
The connection between automata theory and the internal structure of 
NC’ offers a great opportunity for progress in both, either by new results 
or new proofs of and insights about known results. Proving lower bounds 
in the NUDFA setting, for example, could give new proofs of many 
structure results, but so far we can only obtain such bounds for very 
uncomplicated monoids (except by using the existing structure results, as in 
the case of dot-depth). The next goal with respect to groups would be to 
prove our conjecture for groups which are solvable but not nilpotent. At 
the same time, we must look for analogous results among aperiodic 
monoids and eventually general solvable monoids. A full understanding of 
the latter should provide a proof that ACC is strictly contained in NC’, a 
result which has so far evaded the methods of Razborov and Smolensky. 
Even proofs of known structure results without the use of the random 
restriction technology (Furst, Saxe, and Sipser, 1984) would be of 
considerable interest. 
As a more immediate goal, one could look at the simplest solvable 
groups for which our conjecture is not yet proven. One avenue toward this 
would be to prove the constant-depth hypothesis of Section 9. As far as 
specific groups rather than varieties, the next target for analysis would 
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appear to be S, (showing width 5 to be necessary for polynomial size 
permutation branching programs to recognize all languages in NC’). 
However, as this group has three steps in its upper central series, it appears 
that new techniques are needed. Eventually we hope to generalize these 
methods to arbitrary wreath products and/or semidirect products of cyclic 
groups (as any solvable group divides a wreath product of cyclic groups (as 
any solvable group divides a wreath product of cyclic groups). 
One could examine other models similar to NUDFA’s, for example, non- 
uniform stack machines. This might extend these techniques to complexity 
classes larger than NC’. Straubing and Therien (1988) have developed a 
framework generalizing both circuits and branching programs, which 
provides new proofs of some of the results of Barrington and 
Therien ( 1988). 
Finally, we would like to develop an algebraic theory to explain all this, 
analogous to Eilenberg’s treatment of finite automata (1976). In particular, 
we suggest an analogue of the Krohn-Rhodes theorem which would imply 
many of the known structure results and ACC # NC ‘--that if the word 
problem for a simple group G can be solved (or perhaps “approximately 
solved”, as in (Razborov, 1987)) by polynomial length NUDFA’s over the 
wreath product of two monoids, it can be so solved by such NUDFA’s 
over one monoid or the other. 
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