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Abstract
The paper provides new expansions of leading eigenvalues for −u = u in S with the Dirichlet boundary condition u = 0 on
S by ﬁnite elements, with the support of numerical experiments. The theoretical proof of new expansions of leading eigenvalues
is given only for the bilinear element Q1. However, such a new proof technique can be applied to other elements, conforming and
nonconforming. The new error expansions are reported for the Q1 elements and other three nonconforming elements, the rotated
bilinear element (denoted by Qrot1 ), the extension of Qrot1 (denoted by EQrot1 ) and Wilson’s element. The expansions imply that Q1
and Qrot1 yield upper bounds of the eigenvalues, and that EQ
rot
1 and Wilson’s elements yield lower bounds of the eigenvalues. By
the extrapolation, the O(h4) convergence rate can be obtained, where h is the boundary length of uniform rectangles.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the eigenvalue problem
− u = u in S, (1.1)
u = 0 in S, (1.2)
where S = [0, 1]2, and the function = (x, y)> 0 and  ∈ C2(S). Then Eqs. (1.1) and (1.2) can be written in a weak
form: to seek (, u) ∈ R × H 10 (S) such that
a(u, v) = (u, v), ∀v ∈ H 10 (S), (1.3)
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Fig. 1. The rectangular elements where ‖ and # denote the line and area elements, respectively, and  and  denote uxx and uyy at the center,
respectively.
where H 10 (S) = {v|v ∈ H 1(S), v|S = 0}, and
a(u, v) =
∫∫
S
∇u · ∇v, (1.4)
(u, v) =
∫∫
S
uv. (1.5)
We choose one conforming element, the bilinear element Q1, and three nonconforming elements: the rotated Q1
(denoted by Qrot1 ), the extension of Qrot1 (denoted by EQrot1 ) and the Wilson’s element. All the above elements are
deﬁned on rectangles ij (see Fig. 1), their admissible functions are deﬁned as follows.
1.1. Bilinear element Q1
The piecewise interpolation functions uI ∈ Q1 = span{1, x, y, xy} are formulated as
u(Z) = uI(Z),  = 1, 2, 3, 4, (1.6)
where Zi are the four corners ofij , andij ={(x, y)|xi −hixxi +hi, yj − kj yyj + kj }. Choose the afﬁne
transformation:
= x − xi
hi
, = y − yj
kj
.
Then the admissible functions on ij are expressed as
v(x, y) =
4∑
t=1
vtt (, ),
where the nodal points 1,2,3,4 denote (i, j), (i + 1, j), (i, j + 1), (i + 1, j + 1), respectively. The four basis functions
on [−1, 1]2 are given explicitly by
1(x, y) = 14 (1 − x)(1 − y), 2(x, y) = 14 (1 + x)(1 − y),
3(x, y) = 14 (1 − x)(1 + y), 4(x, y) = 14 (1 + x)(1 + y).
1.2. Rotated Q1 element (Qrot1 )
The piecewise interpolation functions uI ∈ span{1, x, y, x2 − y2} are formulated by∫
k
u =
∫
k
uI, k = 1, 2, 3, 4, (1.7)
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Fig. 2. The rectangle.
where k are the edges of ij (see Fig. 2). The admissible functions on ij can be expressed as
v(x, y) =
(∫
1
u
hi
)
1(, ) +
(∫
2
u
kj
)
2(, ) +
(∫
3
u
hi
)
3(, ) +
(∫
4
u
kj
)
4(, ).
The four basis functions on [−1, 1]2 are given explicitly by
1(x, y) = 18 (2 − 3x2 + 4y + 3y2), 2(x, y) = 18 (2 + 4x + 3x2 − 3y2),
3(x, y) = 18 (2 − 3x2 − 4y + 3y2), 4(x, y) = 18 (2 − 4x + 3x2 − 3y2).
1.3. Extension of rotated Q1 element (EQrot1 )
The piecewise interpolation functions uI ∈ span{1, x, y, x2, y2} are formulated by∫
k
u =
∫
k
uI, k = 1, 2, 3, 4, (1.8)∫∫
ij
u =
∫∫
ij
uI. (1.9)
The admissible functions on ij can be expressed as
v(x, y) =
(∫
1
u
hi
)
1(, ) +
(∫
2
u
kj
)
2(, ) +
(∫
3
u
hi
)
3(, )
+
(∫
4
u
kj
)
4(, ) +
(∫∫
ij u
hikj
)
5(, ).
The ﬁve basis functions on [−1, 1]2 are given explicitly by
1(x, y) = 14 (1 + y)(−1 + 3y), 2(x, y) = 14 (1 + x)(−1 + 3x),
3(x, y) = 14 (−1 + y)(1 + 3y), 4(x, y) = 14 (−1 + x)(1 + 3x),
5(x, y) = 12 (4 − 3x2 − 3y2).
1.4. Wilson’s element
The piecewise interpolation functions uI ∈ P2 = span{1, x, y, xy, x2, y2} are formulated by
u(Z) = uI(Z),  = 1, 2, 3, 4, (1.10)
uxx(O) = (uI)xx(O), uyy(O) = (uI)yy(O), (1.11)
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where O is the center of ij . The admissible functions on ij can be expressed as
v(x, y) =
4∑
t=1
vtt (, ) + (h2i uxx)5(, ) + (k2j uyy)6(, ),
where the six basis functions on [−1, 1]2 are given explicitly by
1(x, y) = 14 (1 − x)(1 − y), 2(x, y) = 14 (1 + x)(1 − y),
3(x, y) = 14 (1 − x)(1 + y), 4(x, y) = 14 (1 + x)(1 + y),
5(x, y) = 18 (−1 + x)(1 + x), 6(x, y) = 18 (−1 + y)(1 + y).
Let S = ⋃ijij , where ij are quasi-uniform. Denoted by V 0h ∈ L2(S) the ﬁnite dimensional collection of the
admissible functions deﬁned in Q1, Qrot1 , EQ
rot
1 and Wilson’s elements. The conforming Q1 element is used to seek
the solution (h, uh) ∈ R × V 0h (V 0h ⊂ H 10 (S)) such that
a(uh, v) = h(uh, v), ∀v ∈ V 0h , (1.12)
where
a(u, v) =
∫∫
S
%u ·%v. (1.13)
The nonconforming elements, such as Qrot1 , EQ
rot
1 and Wilson’s elements, are used to seek (h, uh) ∈ R × V 0h (V 0h is
not a subset of H 10 (S)) such that
ah(uh, v) = h(uh, v), ∀v ∈ V 0h , (1.14)
where
ah(u, v) =
∑
ij
∫∫
ij
%u ·%v. (1.15)
In Q1 and Wilson’s elements, the nodal variables are used, and but in Qrot1 and EQ
rot
1 , the line and area variables are
also chosen, which can be interpreted as the average values on the edges, ij , and those in the area,ij . The line–area
interpolation in Qrot1 and EQ
rot
1 is more advantageous in global superconvergence than the nodal interpolation (also
see Lin and Yan [7]).
In this paper, we explore new expansions of the eigenvalues h. When ij are uniform square with the boundary
length h, we obtain the following formulas:
h − =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h2
3
∫∫
S
(u2xx + u2yy) + O(h4) for Q1 element,
h2
6
∫∫
S
(uxx − uyy)2 + O(h4) for Qrot1 element,
−2h
2
3
∫∫
S
u2xy + O(h4) for EQrot1 element,
−2h
2
3
∫∫
S
uxxuyy − h
2
3
∫∫
S
[uxx(uh)yy + uyy(uh)xx] + O(h4) for Wilson′s element.
(1.16)
The detailed proof for Q1 element is deferred to Section 3, and that for Qrot1 , EQ
rot
1 and Wilson’s elements are reported
in [4–6]. Note that the explicit terms of error expansions of h in (1.16) are new. From the expansions of h in (1.16),
we may draw a few important conclusions:
(1) Both Q1 and Qrot1 provide an upper bound of , but in contrast, EQrot1 and Wilson’s elements provide a lower
bound of .1 The lower estimation of  is particularly interesting, because all conforming FEMs can only provide
1 The expansion in (1.16) for Wilson’s element does not imply explicitly a lower bound of numerical eigenvalues; its strict proof is given in [5].
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an upper estimation on . However, the nonconforming elements may provide a lower bound, also see Armentano
and Duran [1] and Lin et al. [4–6].
(2) For the minimal eigenvalue min = 1, since the corresponding eigenfunction satisﬁes uxx = uyy , the Qrot1 element
yields the high O(h4) convergence rate. Such an ultraconvergence of Qrot1 retains for any eigenvalues whose
corresponding eigenfunctions are symmetric with respect to x and y.
(3) The errors of  by Q1, Qrot1 and EQrot1 have the following relations:
E|Qrot1 −
1
2 (E|Q1 + E|EQrot1 ) = O(h
4), (1.17)
where E = h − .
(4) By the extrapolation or the splitting extrapolation, we may reach the high O(h4) convergence rates for Q1, Qrot1 ,
EQrot1 and Wilson’s elements.
In our numerical experiments, the O(h4) convergence rate has been conﬁrmed by the extrapolation for all four elements,
and the further extrapolation can be carried for the Q1 element to reach the O(h2k) (k2) convergence rates.
The aim of this paper is twofold. (1) The new expansions in (1.16) are reported and supported by the numerical
experiments in Section 4. (2) The proof of (1.16) is given only for the conforming bilinear element Q1. However,
the new proof techniques in this paper can be applied for (1.16) with the nonconforming elements, Qrot1 , EQrot1 and
Wilson’s elements in [4–6], and for higher elements, see Remark 3.1.
2. Basic theorems
We rewrite (1.3) as:
a(u, v) = (f, v), ∀v ∈ H 10 (S), (2.1)
where f = u. Deﬁne the ﬁnite element projection Rh by
a(Rhu, v) = (f, v), ∀v ∈ V 0h . (2.2)
For simplicity, consider only a few leading simple eigenvalues2
1 < 2 · · · k , (2.3)
where k is a small integer. Note that the minimal eigenvalue 1 = min is of great interest.
For the above elements, we cite the known results in [10,11] as a lemma.
Lemma 2.1. For the quasiuniform ij with the maximal boundary length h, there exists the bound for the leading
eigenvalue  and its corresponding eigenfunction u,
|− h| + ‖u − uh‖0,S + ‖u − Rhu‖0,SCh2, (2.4)
where C is a constant independent of h, ‖v‖0,S is the Sobolev norm, and (h, uh) are the FEM solutions by Q1, Qrot1 ,
EQrot1 and Wilson’s elements.
In this paper, we focus on the proof for (1.16) of the bilinear element Q1. We give a new theorem.
Theorem 2.1 (Conforming). Let ij be quasiuniform with the maximal boundary length h. For the conforming
elements, there exists the error formula,
h − = (u − uI, uh) − a(u − uI, Rhu) + O(h4), (2.5)
where u and uI are the true solution (i.e., eigenfunction) and the FEM interpolation of u, respectively, and uh and Rhu
are the FEM solution (1.12) and the FEMs projection in (2.2), respectively.
2 For theoretical analysis, we assume the simple eigenvalues for simplicity. Numerical results show that the expansions in (1.16) are also valid
for multiple eigenvalues.
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Proof. For the eigenfunctions,
(u, u) = 1, (uh, uh) = 1. (2.6)
We choose a different scale of uh by
u¯h = uh
(u, uh)
. (2.7)
Then we have
(u, u¯h) = 1, (2.8)
and then to yield
h = h(u, u¯h) = h(Rhu, u¯h) + h(u − Rhu, u¯h). (2.9)
Moreover, from (1.12) and (2.1), we obtain
h(Rhu, u¯h) = a(Rhu, u¯h) = (u, u¯h) = . (2.10)
Since u¯h has a small difference from uh, we obtain from Lemma 2.1,
‖u¯h − uh‖0,S =
∥∥∥∥ (u, u − uh)uh(u, uh)
∥∥∥∥
0,S
Ch2, (2.11)
where C is a constant independent of h. Hence by means of Lemma 2.1 again, a primary expansion from (2.9)–(2.11)
is given by
h = + h(u − Rhu, u¯h) = + h(u − Rhu, uh) + O(h4). (2.12)
From (2.12) we obtain
h − = h(u − Rhu, u) + O(h4)
= (u − Rhu, u) + O(h4)
= a(u − Rhu, u) + O(h4) = a(u − Rhu, u − uI) + O(h4), (2.13)
where we have used the orthogonality:
a(u − Rhu, uI) = 0. (2.14)
Moreover, from (2.13), (2.1) and Lemma 2.1
h − = a(u, u − uI) − a(Rhu, u − uI) + O(h4)
= (u, u − uI) − ah(Rhu, u − uI) + O(h4)
= (uh, u − uI) − a(Rhu, u − uI) + O(h4). (2.15)
This is the desired result (2.5), and completes the proof of Theorem 2.1. 
In Theorem 2.1, in order to derive the errors h − , we need to evaluate carefully the following two interpolation
errors:
(u − uI, v), a(u − uI, v), ∀v ∈ V 0h . (2.16)
Note that the estimation of (2.16) is similar to that for Poisson’s equation.
In error estimates, we often use the Bramble–Hilbert lemma [2]: denote B(u) a linear function from Hk(S) to R.
If for a polynomial Pk of degree k, B(Pk) = 0. Then there exists a constant C independent of u such that
|B(u)|C|u|k+1,S . (2.17)
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In this paper, we need more expansions of higher terms of degree k + 1. We solicit the generalized Bramble–Hilbert
lemma, see [6,9]. Denote
B(u) =
∑
||=k+1
B(x)
!|S|
∫∫
S
Du + T (u), (2.18)
where x = x11 x22 , 1 + 2 =  and ! = 1!2!. We write the following lemma, whose proof is given in [6].
Lemma 2.2 (Generalized Bramble–Hilbert lemma). Let u ∈ Hk+2(S) and B(Pk) = 0. Suppose that T (Pk+1) = 0 in
(2.18). There exists a bound,
|T (u)|C|u|k+2,S , (2.19)
where C is a constant independent of u.
3. Bilinear elements
In this paper, we only derive the expansion in (1.16) for Q1 elements, based on Theorem 2.1. Note that the major term,
h2
3
∫∫
S
(u2xx + u2yy), is explicit and new,3 the higher term as O(h4) is conﬁrmed. The proof approaches are intriguing,
which can be extended for the nonconforming elements, Qrot1 , EQ
rot
1 and Wilson’s elements, see [4–6].
First we have two lemmas.
Lemma 3.1. Let u ∈ H 5(S) and v ∈ Q1. Then∫∫
S
(u − uI)xvx = 13
∑
e
k2e
∫∫
e
uxxyyv + O(h4)‖u‖5|v|1, (3.1)
where e =ij and is deﬁned by e = [xe − he, xe + he] × [ye − ke, ye + ke].
Proof. Denote the reference square ê = [−1, 1] × [−1, 1]. When u ∈ Q1 and uI = u, then∫∫
e
(u − uI)xvx = 0, ∀v ∈ Q1. (3.2)
Next when u ∈ P3\Q1.4 Since v ∈ Q1, the integrand (u− uI)xvx is polynomial, and the integration can be exactly
evaluated. Note that
∫∫
ê
xiyj =0, when i or j is odd. We can easily identify the nontrivial terms, and then evaluate those
terms carefully, which are listed in Table 1. In Table 1, all zero without the sign + are given by directly checking the
odd functions of x or y, and the zero with the sign + are evaluated by integration manipulation.
First we check the term with 0+ in Table 1. When u = x3 and v = x, we have∫∫
ê
(u − uI)xvx =
∫∫
ê
(3x2 − 1) = 0. (3.3)
Next, we examine the nontrivial term in Table 1. When u = xy2 and v = x, we have∫∫
ê
(u − uI)xvx =
∫∫
ê
(y2 − 1) = −8
3
= −1
3
∫∫
ê
uxyyvx , (3.4)
where we have used
∫∫
ê
uxyyvx = 8.
Denote the functions
H(u, v) = B(u, v) + 1
3
∫∫
ê
uxyyvx, ∀v ∈ Q1, (3.5)
3 In [8], the major term is given only with O(h2), without the exact expression. This paper is the ﬁrst time to prove the explicit major error term
for the Q1 element.
4 u ∈ P3\Q1 denotes the polynomials excluding all the bilinear functions of Q1 elements.
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Table 1
The integrations,
∫
ê
(u− uI)xvx for u ∈ P3\Q1, v ∈ Q1 = span{1, x, y, xy} and vx = vx = span{0, 1, 0, y} where the sign 0+ is the computed zero
u x2 y2 x3 x2y xy2 y3 Note
uI 1 1 x y x y –
(u − uI)x 2x 0 3x2 − 1 2xy y2 − 1 0 –∫
ê
(u − uI)x 0 0 0+ 0 − 83 0 v = x∫
ê
(u − uI)xy 0 0 0 0 0 0 v = xy
where B(u, v) = ∫∫
ê
(u − uI)xvx . Then for all u ∈ P3 and v ∈ Q1, we have
H(u, v) = 0. (3.6)
From Lemma 2.2, we obtain
|H(u, v)| = |B(u, v) + 1
3
∫∫
ê
uxyyvx |C|u|4|v|1. (3.7)
This yields for v ∈ Q1(̂e),
B(u, v) =
∫∫
ê
(u − uI)xvx = −13
∫∫
ê
uxyyvx + O(1)|u|4,̂e|v|1,̂e. (3.8)
Denote e=ij with the boundary lengths 2he and 2ke, where he =O(h), ke =O(h), max{he/ke, ke/he}C0, and
C0 is a constant. Deﬁne an afﬁne transformation T : (x, y) → (̂x, ŷ) with
x̂ = x − xe
he
, ŷ = y − ye
ke
. (3.9)
Then under T, we have that e → ê and the following equations:
û(̂x, ŷ) = u(x, y), ûI (̂x, ŷ) = uI(x, y),
dx̂ = dx
he
, dŷ = dy
ke
,
ûx̂ = heux, ûŷ = keuy .
Hence we obtain∫∫
S
(u − uI)xvx =
∑
ij
∫∫
ij
(u − uI)xvx =
∑
ij
∫∫
e
(u − uI)xvx
= ke
he
⎡⎣∑
ij
∫∫
ê
(̂u − ûI)x̂ v̂x̂
⎤⎦
= ke
he
⎡⎣∑
ij
1
3
∫∫
ê
ûx̂ŷŷ v̂x̂ + O(1)|u|4,̂e|v|1,̂e
⎤⎦
=
∑
ij
1
3
∫∫
e
k2e uxyyvx + O(h4)|u|4,e|v|1,e. (3.10)
This is the desired result (3.1) and completes the proof of Lemma 3.1. 
Lemma 3.2. Let u ∈ H 4(S) and v ∈ Q1. Then∫∫
S
(u − uI)v = −13
∑
e
∫∫
e
(h2euxx + k2e uyy)v + O(h4)‖u‖4‖v‖1. (3.11)
H.-T. Huang et al. / Journal of Computational and Applied Mathematics 217 (2008) 9–27 17
Table 2
The integration,
∫
ê
(u − uI)v for u ∈ P3\Q1 and v ∈ Q1 = span{1, x, y, xy}
u x2 y2 x3 x2y xy2 y3 Note
uI 1 1 x y x y –
u − uI x2 − 1 y2 − 1 x3 − x x2y − y xy2 − x y3 − y –∫
ê
(u − uI) − 83 − 83 0 0 0 0 v = 1∫
ê
(u − uI)x 0 0 − 815 0 − 89 0 v = x∫
ê
(u − uI)y 0 0 0 − 89 0 − 815 v = y∫
ê
(u − uI)xy 0 0 0 0 0 0 v = xy
Proof. When u ∈ Q1,
∫∫
ê
(u − uI)v = 0. We list in Table 2 the integration
∫∫
ê
(u − uI)v for u ∈ P3\Q1 and v ∈ Q1.
First, for u ∈ P2\Q1, the nontrivial values occur for u = x2 and v = 1,∫∫
ê
(u − uI)v =
∫∫
ê
(x2 − 1) = −8
3
= −1
3
∫∫
ê
uxxv,
and for u = y2 and v = 1, similarly∫∫
ê
(u − uI)v = −13
∫∫
ê
uyyv.
Next denote
H(u, v) = B(u, v) + 1
3
∫∫
ê
uxxv + 13
∫∫
ê
uyyv, (3.12)
where B(u, v) = ∫∫
ê
(u − uI)v. We can see that for u ∈ P2, H(u, v) = 0, ∀v ∈ Q1. Based on Lemma 2.2,
H(u, v)C|u|3,̂e|v|0,̂e.
This gives
B(u, v) = −1
3
∫∫
ê
uxxv − 13
∫∫
ê
uyyv + O(1)|u|3,̂e|v|0,̂e. (3.13)
However, Eq. (3.13) can only give the O(h3). To achieve better estimation on ∫∫
ê
(u − uI)v with higher orders, we
should consider u ∈ P3\P2, as well. The nontrivial integrals are also listed in Table 2, whose details are given as
follows:
(1) When u = x3 and v = x, we have∫∫
ê
(u − uI)v =
∫∫
ê
(x3 − x)x = − 8
15
.
(2) When u = y3 and v = y, similarly∫∫
ê
(u − uI)v = − 815 .
(3) When u = xy2 and v = x,∫∫
ê
(u − uI)v =
∫∫
ê
(xy2 − x)x = −8
9
.
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(4) When u = x2y and v = y, similarly∫∫
ê
(u − uI)v = −89 .
Note that those terms (1)–(4) may effect on the nontrivial values of the terms on the right-hand side in (3.12), we
should re-count the integrals for H(u, v) when u ∈ P3\P2.
(1) When u = x3 and v = x,
H(u, v) = B(x3, x) + 1
3
∫∫
ê
6x2 = − 8
15
+ 8
3
= 32
15
= 4
45
∫∫
ê
uxxxvx .
(2) When u = y3 and v = y, similarly
H(u, v) = 4
45
∫∫
ê
uyyyvy .
(3) When u = xy2 and v = x,
H(u, v) = B(xy2, x) + 1
3
∫∫
ê
2x2 = −8
9
+ 8
9
= 0.
(4) When u = x2y and v = y, similarly
H(u, v) = B(x2y, y) + 1
3
∫∫
ê
2y2 = 0.
Hence by counting those new values, we deﬁne a new function
X(u, v) = H(u, v) − 4
45
∫∫
ê
uxxxvx − 445
∫∫
ê
uyyyvy . (3.14)
Obviously, X(u, v) = 0 for u ∈ P3 and v ∈ Q1. From Lemma 2.2,
|X(u, v)|C|u|4,̂e|v|1,̂e. (3.15)
Then combining (3.12), (3.14) and (3.15) yields
B(u, v) = − 1
3
∫∫
ê
uxxv − 13
∫∫
ê
uyyv + 445
∫∫
ê
uxxxvx + 445
∫∫
ê
uyyyvy
+ O(1)|u|4,̂e|v|1,̂e.
We obtain for v ∈ Q1( ê ),∫∫
ê
(u − uI)v = − 13
∫∫
ê
uxxv − 13
∫∫
ê
uyyv + 445
∫∫
ê
uxxxvx
+ 4
45
∫∫
ê
uyyyvy + O(1)‖u‖4,̂e‖v‖1,̂e.
By using the afﬁne transformation T in (3.9), and by following the proof in Lemma 3.1, the desired result (3.11) is
obtained. This completes the proof of Lemma 3.2. 
Now we are ready to give the main theorem.
Theorem 3.1. Let u ∈ H 5(S). For Q1 elements, there exists the eigenvalue error
h − = 13
∑
e
∫∫
e
(h2eu
2
xx + k2e u2yy) + O(h4). (3.16)
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Proof. We have from Lemma 3.1 and ‖Rhu‖1C,
a(u − uI, Rhu) = 13
∑
e
(h2e + k2e )
∫∫
e
uxxyyRhu + O(h4)‖u‖5|Rhu|1
= 1
3
∑
e
(h2e + k2e )
∫∫
e
uxxyyu + O(h4)
= 1
3
∑
e
(h2e + k2e )
∫∫
e
uxxuyy + O(h4), (3.17)
where we have also used Lemma 2.1. Next, from Lemmas 3.2 and 2.1, we have
(u − uI, uh) = 
∫∫
S
(u − uI)uh
= 
[∫∫
S
(u − uI)(uh)I +
∫∫
S
(u − uI)(uh − (uh)I)
]
= − 1
3
∑
e
∫∫
e
(h2euxx + k2e uyy)(uh)I + O(h4)
= − 1
3
∑
e
∫∫
e
(h2euxx + k2e uyy)(uh) + O(h4)
= − 1
3
∑
e
∫∫
e
(h2euxx + k2e uyy)u + O(h4), (3.18)
where we have used the following bound,
|uh − (uh)I|0,e‖(I − )uh‖0,eCh2‖u‖0,e||2,e. (3.19)
Based on Theorem 2.1, combining (3.17) and (3.18) yields
h − = −13
∑
e
∫∫
e
[
(h2euxx + k2e uyy)u + (h2e + k2e )uxxuyy
]
+ O(h4). (3.20)
From (3.20) and (1.1) we have
h − = 13
∑
e
∫∫
e
[
(h2euxx + k2e uyy)(uxx + uyy) − (h2e + k2e )uxxuyy
]
+ O(h4)
= 1
3
∑
e
∫∫
e
(h2eu
2
xx + k2e u2yy) + O(h4). (3.21)
This is the desired result (3.16), and completes the proof of Theorem 3.1. 
The expansion in (1.16) for Q1 follows from Theorem 3.1 with he = ke = h. An important application of (1.16) is
to raise the convergence rates of numerical eigenvalues by the extrapolation techniques, see the next section. Based
on Theorem 3.1, the elements are not supposed to be uniform squares. The extrapolation techniques and splitting
extrapolation techniques in [8] are also valid for Q1 elements with quasiuniform rectangles.
Remark 3.1. In order to obtain the explicit expansions of the eigenvalues by ﬁnite elements, the new proof techniques
are described only for the bilinear elements Q1 in this paper. However, these techniques can be applied to higher order
elements, such as the bi-Lagrange Qk elements and Adini’s elements, for both harmonic and biharmonic eigenvalue
problems. These techniques can also be extended to smooth domains (e.g., the polygons) with triangular elements.
Details are provided in the recent book of [6, Chapter 3]. Even for the partial differential equations with variable
coefﬁcients, if the coefﬁcients are just polynomials, the expansions of numerical eigenvalues may be derived by
following the techniques in this paper. Of course, the evaluation in the proof of integrals is very tedious and lengthy, as
shown in Lemmas 3.1 and 3.2.
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4. Numerical experiments
In this section, to solve (1.1) and (1.2) we provide two numerical experiments (= 1) and ( 
= 1) of the ﬁve FEMs:
two conforming elements: the linear element P1 and the bilinear element Q1, and three nonconforming elements: the
rotated Q1 (denoted by Qrot1 ), the extension of Qrot1 (denoted by EQrot1 ) and Wilson’s element.
4.1. Extrapolation method
The extrapolation method is an effective approach to achieve higher accuracy (see [3,7,8]). From the eigenvalue
expansions (1.16) we obtain the error expansions for the element mesh h,
h − = Ch2 + O(h4), (4.1)
where C is a positive constant independent of h. Based on (4.1) the error expansions for the element mesh 2h can also
be obtained,
2h − = 4Ch2 + O(h4). (4.2)
Then from (4.1) and (4.2) the following extrapolation formulas may achieve a higher O(h4) convergence rate,
4h − 2h
3
− = O(h4). (4.3)
Hence a high O(h4) convergence rate holds for P1, Q1, Qrot1 , EQ
rot
1 and Wilson’s elements.
Suppose that the error expansions of eigenvalues for P1, Q1, Qrot1 and EQ
rot
1 are given by
h − = c1h2 + c2h4 + c3h6 + · · · . (4.4)
By the following multiple level extrapolation formulas
(k)h =
22k(k−1)h − (k−1)2h
22k − 1 , k = 1, 2, 3, . . . , (4.5)
where (0)h = h, we obtain the very accurate solutions: (k)h −  = O(h2k+2). For example, the second extrapolation
yields,
(2)h =
16(1)h − (1)2h
15
, (4.6)
where (1)h = (4h −2h)/3 is the ﬁrst extrapolation. Then we reach the convergence order O(h6) in (2)h −. Evidently
the extrapolation approach is very effective.
4.2. Function = 1
First consider the eigenvalue problem of Laplace operator with = 1 and S = {(x, y)|0x, y1},
− u = −
(
2u
x2
+ 
2u
y2
)
= u in S,
u = 0 on = S.
Then we obtain the true solutions,5
uk, = 2 sin(k	x) sin(	y), k, = (k2 + 2)	2, 1k, N − 1. (4.7)
5 The constant 2 of the eigenfunctions in (4.7) is used for (u, u) = 1.
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Table 3
The fourth eigenvalue solutions 4,h for the eigenvalue problems, −u = u, with the Dirichlet boundary condition by the ﬁve ﬁnite element
methods, and the fourth eigenvalue 4 = 8	2 .= 78.9568352087, εh = 4,h−44 and ratio = |
ε2h
εh
|
N 2 4 8 16 32
4,h by (1) – 120.552 90.6282 81.9713 79.7161
4,h by (2) – 96.0000 83.0931 79.9766 79.2108
4,h by (3) 120.000 76.8000 78.8287 78.9490 78.9563
4,h by (4) 68.5714 67.3921 75.2746 77.9675
4,h by (5) 21.8182 53.2841 69.1840 76.0929
εh by (1) – 0.527 0.148 0.382(−1) 0.962(−2)
εh by (2) – 0.216 0.524(−1) 0.129(−1) 0.322(−2)
εh by (3) 0.520 −0.273(−1) −0.162(−2) −0.997(−4) −0.620(−5)
εh by (4) −0.132 −0.146 −0.466(−1) −0.125(−1)
εhby (5) −0.724 −0.325 −0.124 −0.363(−1)
Ratio by (1) – – 3.56 3.87 3.97
Ratio by (2) – – 4.12 4.06 4.02
Ratio by (3) – 19.0 16.8 16.3 16.1
Ratio by (4) – 0.898 3.14 3.72
Ratio by (5) – 2.23 2.63 3.41
The numerical experiments are carried out for the following ﬁve FEMs:
(1) linear element P1,
(2) bilinear element Q1,
(3) rotated Q1 element Qrot1 ,
(4) extension of rotated Q1 element EQrot1 ,
(5) Wilson’s element.
Since 1,h and 2,h have been reported in [4] already, we list in Tables 3 and 4 for 4,h and 5,h6 by the above ﬁve
FEMs with  = 1. We can see the following asymptotic rates of the leading eigenvalues 4 and 5 for P1, Q1, EQrot1
and Wilson’s elements,
h − = O(h2). (4.8)
For Qrot1 , since the eigenfunctions u, corresponding to the ﬁrst eigenvalue 1 and the fourth eigenvalue 4, satisfy
uxx =uyy , from (1.16), the high convergence order, h − =O(h4), is achieved, which can be observed from Table 3.
From Table 3 we can also see the best relative errors of 4 by the ﬁve FEMs when N = 32 or N = 16,
4,h − 4
4
= 0.962(−2), 0.333(−2), −0.620(−5), −0.125(−1), −0.363(−1). (4.9)
Obviously, for solving the eigenvalue problems, the Qrot1 element is most accurate, but Wilson’s element is worst with
more variables. From Tables 3 and 4 we may draw two conclusions: (i) since the relative errors are positive for the linear
and bilinear elements, they provide an upper bound of 4 and 5. (ii) Since the relative errors are negative for Qrot1 ,
EQrot1 and Wilson’s elements, they provide a lower bound of 1 and 4. These conclusions coincide the theoretical
expansions in (1.16) perfectly.
Using the computed results in Tables 3 and 4 with more signiﬁcant digits, we obtain the high accurate by multiple
level extrapolation formulas (4.5) of 4 and 5 for P1, Q1, EQrot1 and Wilson’s elements. For the Qrot1 element, the
extrapolation approximations are obtained by (4.5) for 5, but by the following multiple extrapolation formulas for 4,
(k)h =
22k+2(k−1)h − (k−1)2h
22k+2 − 1 , k = 1, 2, 3, . . . . (4.10)
6 In fact, 5(=10	2) is a multiple eigenvalue of (4.7) with k = 3 ∧  = 1 and k = 1 ∧  = 3.
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Table 4
The ﬁfth eigenvalue solutions 5,h for the eigenvalue problems, −u=u, with the Dirichlet boundary condition by the ﬁve ﬁnite element methods,
and the ﬁfth eigenvalue 5 = 10	2 .= 98.69604401089, εh = 5,h−55 and ratio = |
ε2h
εh
|
N 2 4 8 16 32
5,h by (1) – 153.600 113.986 102.460 99.6329
5,h by (2) – 137.143 109.486 101.325 99.3479
5,h by (3) – 113.160 102.704 99.7083 98.9496
5,h by (4) 120.000 95.3688 96.8694 98.1559
5,h by (5) 80.4464 67.8550 86.9564 95.2008
εh by (1) – 0.556 0.155 0.381(−1) 0.949(−2)
εh by (2) – 0.390 0.109 0.266(−1) 0.660(−2)
εh by (3) – 0.147 0.406(−1) 0.103(−1) 0.257(−2)
εh by (4) 0.216 −0.337(−1) −0.185(−1) −0.547(−2)
εh by (5) −0.185 −0.312 −0.119 −0.354(−1)
Ratio by (1) – – 3.59 4.06 4.02
Ratio by (2) – – 3.56 4.10 4.03
Ratio by (3) – – 3.61 3.96 3.99
Ratio by (4) – 6.40 1.82 3.38
Ratio by (5) – 0.59 2.63 3.36
Table 5
The fourth eigenvalue solutions 4,h by the linear element P1 and the true fourth eigenvalue 4 = 8	2 .= 78.95683520871487, where (k)4,h =
22k(k−1)4,h −(k−1)4,2h
22k−1 , ε
(k)
h =
(k)4,h−4
4
, ratio(k) = ε(k)2h /ε(k)h , (0)4,h = 4,h and h = 12N
N 4 8 16 32
4,h 120.552321325 90.6282102881 81.9713429905 79.7160637205
(1)4,h – 80.6535066092 79.0857205579 78.9643039639
(2)4,h – – 78.9812014878 78.9562095243
(3)4,h – – – 78.9558128264
ε
(0)
h 0.527 0.148 0.382 0.962
ε
(1)
h – 0.215(−1) 0.163(−2) 0.946(−4)
ε
(2)
h – – 0.309(−3) −0.792(−5)
ε
(3)
h – – – −0.129(−4)
Ratio(0) – 3.56 3.87 3.97
Ratio(1) – – 13.16 17.26
Ratio(2) – – – 38.94
All extrapolation results are listed in Tables 5–10, from which we can see the following asymptotic rates:
(1)4,h − = O(h4) for P1,Q1 and EQrot1 , (4.11)
(1)4,h − = O(h6) for Qrot1 , (4.12)
where (1)4,h are the ﬁrst extrapolation approximations deﬁned in (4.5) and (4.10). We can also ﬁnd in the tables the
following relative errors of 4 for the ﬁve FEMs (1)–(5) when N = 32 or 16,
(4)4,h − 4
4
= −0.129(−4), 0.636(−6), −0.352(−8), −0.287(−3), −0.311(−2),
which are more accurate than those in (4.9).
The above examination is for the convergence rates; it is important and crucial to scrutinize the principal terms of
error expansions in (1.16). Since the corresponding eigenfunction u2,2 = 2 sin(2	x) sin(2	y) is known from (4.7),
H.-T. Huang et al. / Journal of Computational and Applied Mathematics 217 (2008) 9–27 23
Table 6
The fourth eigenvalue solutions 4,h by the bilinear element Q1 and the true fourth eigenvalue 4 = 8	2 .= 78.95683520871487, where (k)4,h =
22k(k−1)4,h −(k−1)4,2h
22k−1 , ε
(k)
h =
(k)4,h−4
4
, ratio(k) = ε(k)2h /ε(k)h , (0)4,h = 4,h and h = 12N
N 4 8 16 32
4,h 96.0000000000 83.0931360418 79.9766452500 79.2108294272
(1)4,h – 78.7908480557 78.9378149860 78.9555574863
(2)4,h – – 78.9476127814 78.9567403196
(3)4,h – – – 78.9568852012
ε
(0)
h 0.216 0.524(−1) 0.129(−1) 0.322(−2)
ε
(1)
h – −0.21(−2) −0.241(−3) −0.162(−4)
ε
(2)
h – – −0.117(−3) −0.120(−5)
ε
(3)
h – – – 0.633(−6)
Ratio(0) – 3.90 4.09 4.03
Ratio(1) – – 8.73 14.89
Ratio(2) – – – 97.19
Table 7
The fourth eigenvalue solutions 4,h by the rotated Q1 element, Qrot1 , and the true fourth eigenvalue 4 = 8	2 .= 78.95683520871487, where
(k)4,h =
22k+2(k−1)4,h −(k−1)4,2h
22k+2−1 , ε
(k)
h =
(k)4,h−4
4
, ratio(k) = ε(k)2h /ε(k)h , (0)4,h = 4,h and h = 12N
N 2 4 8 16 32
4,h 120.000000000 76.8000000000 78.8287307994 78.9489640503 78.9563454748
(1)4,h – 73.9200000000 78.9639795193 78.9569796004 78.9568375698
(2)4,h – – 79.0440426863 78.9568684906 78.9568353153
(3)4,h – – – 78.9565266310 78.9568351852
(4)4,h – – – – 78.9568354868
ε
(0)
h 0.520 −0.273(−1) −0.162(−2) −0.997(−4) −0.620(−5)
ε
(1)
h – −0.638(−1) 0.905(−4) 0.183(−5) 0.299(−7)
ε
(2)
h – – 0.110(−2) 0.422(−6) 0.135(−8)
ε
(3)
h – – – −0.391(−5) −0.297(−9)
ε
(4)
h – – – – 0.352(−8)
Ratio(0) – 19.0 16.8 16.3 16.1
Ratio(1) – – 705.0 49.5 61.2
Ratio(2) – – – 2620.3 340.7
Ratio(3) – – – – 13138.9
we have the principal term from (1.16)
E4 = h
2
3
∫∫
S
(u2xx + u2yy) =
32h2	4
3
= 8	
4
3N2
, (4.13)
where we have used h = 1/2N . Then the relative error of 4 is given theoretically by

¯4 = E4
4
= 8	
4
3N2(8	2)
= 	
2
3N2
. (4.14)
Based on (4.14), for N = 4, 8, 16, 32, we obtain the theoretical errors, respectively,

¯4 = 0.206, 0.514(−1), 0.129(−1), 0.321(−2). (4.15)
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Table 8
The fourth eigenvalue solutions 4,h by the extension of Qrot1 , EQ
rot
1 and the true fourth eigenvalue 4 = 8	2 .= 78.95683520871487, where
(k)4,h =
22k(k−1)4,h −(k−1)4,2h
22k−1 , ε
(k)
h =
(k)4,h−4
4
, ratio(k) = ε(k)2h /ε(k)h , (0)4,h = 4,h and h = 12N
N 2 4 8 16
4,h 68.5714285714 67.3920768615 75.2745515073 77.9675450115
(1)4,h – 66.9989596249 77.9020430559 78.8652095129
(2)4,h – – 78.6289152846 78.9294206101
(3)4,h – – – 78.9341905359
ε
(0)
h −0.132 −0.146 −0.466(−1) −0.125(−1)
ε
(1)
h – −0.151 −0.134(−1) −0.116(−2)
ε
(2)
h – – −0.415(−2) −0.347(−3)
ε
(3)
h – – – −0.287(−3)
Ratio(0) – 0.898 3.14 3.72
Ratio(1) – – 11.3 11.5
Ratio(2) – – – 12.0
Table 9
The fourth eigenvalue solutions 4,h by the Wilson element and the true fourth eigenvalue 4 = 8	2 .= 78.95683520871487, where (k)4,h =
22k(k−1)4,h −(k−1)4,2h
22k−1 , ε
(k)
h =
(k)4,h−4
4
, ratio(k) = ε(k)2h /ε(k)h , (0)4,h = 4,h and h = 12N
N 2 4 8 16
4,h 21.8181818182 53.2840509466 69.1840441882 76.0928905251
(1)4,h – 63.7726739894 74.4840419354 78.3958393041
(2)4,h – – 75.1981331318 78.6566257953
(3)4,h – – – 78.7115225042
ε
(0)
h −0.724 −0.325 −0.124 −0.363(−1)
ε
(1)
h – −0.192 −0.566(−1) −0.711(−2)
ε
(2)
h – – −0.476(−1) −0.380(−2)
ε
(3)
h – – – −0.311(−2)
Ratio(0) – 2.23 2.63 3.41
Ratio(1) – – 3.39 7.97
Ratio(2) – – – 12.5
Eq. (4.15) coincides very well with the following numerical data in Table 3 for Q1, respectively,
4,h − 4
4
= 0.216, 0.524(−1), 0.129(−1), 0.332(−2) (4.16)
to verify perfectly the principal term in (4.13).
4.3. Function  
= 1
Consider the eigenvalue problem of Laplace operator with  
= 1 on S = {(x, y)|0x, y1},
− u = −
(
2u
x2
+ 
2u
y2
)
= u in S,
u = 0 on = S.
We choose = (x, y) = 1 + (x − 12 )(y − 12 ), which is symmetric with respect to x and y.
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Table 10
The ﬁfth eigenvalue solutions 5,h by the rotated Q1 element, Qrot1 and the true ﬁfth eigenvalue 5 = 10	2 .= 98.69604401089, where (k)5,h =
22k(k−1)5,h −(k−1)5,2h
22k−1 , ε
(k)
h =
(k)5,h−5
5
, ratio(k) = ε(k)2h /ε(k)h , (0)5,h = 5,h and h = 12N
N 4 8 16 32
5,h 113.160011126 102.703905495 99.7082559783 98.9495699652
(1)5,h – 99.2185369517 98.7097061393 98.6966746275
(2)5,h – – 98.6757840852 98.6958058601
(3)5,h – – – 98.6961236660
ε
(0)
h 0.147 0.406(−1) 0.103(−1) 0.257(−2)
ε
(1)
h – 0.529(−2) 0.138(−3) 0.639(−5)
ε
(2)
h – – −0.205(−3) −0.241(−5)
ε
(3)
h – – – 0.807(−6)
Ratio(0) – 3.61 3.96 3.99
Ratio(1) – – 38.2 21.7
Ratio(2) – – – 85.1
Table 11
The ﬁrst 1,h for −u = u by Q1, where (k)1,h =
22k(k−1)1,h −(k−1)1,2h
22k−1 , 

(k)
h = |(k)1,h − (k)1,2h|, ratio(k) = ε(k)2h /ε(k)h , (0)1,h = 1,h and h = 12N
N 2 4 8 16 32
1,h 24.0000000000 20.7674234237 19.9874755837 19.7958214565 19.7481315815
(1)1,h – 19.6898978983 19.7274929704 19.7319367475 19.7322349565
(2)1,h – – 19.7299993085 19.7322329993 19.7322548371
(3)1,h – – – 19.7322684547 19.7322551837
(4)1,h – – – – 19.7322551317

(0)h – 3.233 0.780 0.192 0.477(−1)
|
(1)h | – – 0.376(−1) 0.444(−2) 0.298(−3)
|
(2)h | – – – 0.223(−2) 0.218(−4)
|
(3)h | – – – – 0.132(−4)
Ratio(0) – – 4.14 4.07 4.02
Ratio(1) – – – 8.46 14.90
Ratio(2) – – – – 102.29
The numerical results of the minimal eigenvalue 1, by Q1 and Qrot1 elements, are listed in Tables 11 and 12. We
can see the following asymptotic rates of 1 by Q1
1,2h − 1,4h
1,h − 1,2h = O(h
2). (4.17)
However, for the Qrot1 element, the following high O(h
4) order is obtained in Table 12,
1,2h − 1,4h
1,h − 1,2h = O(h
4). (4.18)
Similarly, we may obtain the highly accurate 1 by the multiple level extrapolation formulas (4.5) based on the Q1
solutions, and by (4.10) based on the Qrot1 solutions. Details are omitted.
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Table 12
The ﬁrst 1,h for −u = u by Qrot1 , where (k)1,h =
22k+2(k−1)1,h −(k−1)1,2h
22k+2−1 , 

(k)
h = |(k)1,h − (k)1,2h|, ratio(k) = ε(k)2h /ε(k)h , (0)1,h = 1,h and h = 12N
N 2 4 8 16 32
1,h 19.2000000000 19.7011813280 19.7303925515 19.7321409854 19.7322481452
(1)1,h – 19.7345933897 19.7323399681 19.7322575477 19.7322552892
(2)1,h – – 19.7323041995 19.7322562394 19.7322552534
(3)1,h – – – 19.7322560513 19.7322552495
(4)1,h – – – – 19.7322552487

(0)h – −0.501 −0.292(−1) −0.175(−2) −0.107(−3)
|
(1)h | – – 0.225(−2) 0.824(−4) 0.226(−5)
|
(2)h | – – – 0.480(−4) 0.986(−6)
|
(3)h | – – – – 0.802(−6)
Ratio(0) – – 17.16 16.71 16.32
Ratio(1) – – – 27.34 36.49
Ratio(2) – – – – 48.64
Table 13
The relation of the errors 4,h − 4 for Q1, Qrot1 and EQrot1 , where E = 4,h − 4, Êh = E|Qrot1 −
1
2 (E|Q1 + E|EQrot1 ), ratio = Ê2h/Êh and h =
1
2N
N 3 6 12 24
1,h by (2) 108.000 86.4000 80.7767 79.4088
1,h by (3) 72.0000 78.5455 78.9318 78.9553
1,h by (4) 62.0578 72.8475 77.2316 78.5110
E by (2) 29.0432 7.44316 1.81986 0.451965
E by (3) −6.95684 −0.411335 −0.250352(−1) −0.153521(−2)
E by (4) −16.8990 −6.10934 −1.72524 −0.445835
Êh −13.0289 −1.07825 −0.7235(−1) −0.4600(−2)
Ratio – 12.1 14.9 15.7
5. Concluding remarks
To close this paper, we can draw a few conclusions:
(1) The three elements, P1, Q1 and Qrot1 , provide an upper bound of , but EQrot1 and Wilson’s elements provide
a lower bound of , which is particularly interesting, because all conforming FEMs can only provide an upper
estimation on .
(2) For the minimal eigenvalue min = 1 and 4, since corresponding eigenfunctions satisfy uxx = uyy , Qrot1 ele-
ment yields the high O(h4) convergence rate. Such an ultraconvergence of Qrot1 holds for any eigenvalues whose
eigenfunctions are symmetric with respect to x and y.
(3) The explicit expansions of leading eigenvalues by the Q1 element are derived in detail. By following the arguments
in this paper, the proof for Qrot1 , EQ
rot
1 and Wilson’s elements are reported in [4,6].
(4) The errors of Q1, Qrot1 and EQrot1 elements for 4 have the following relations which can be seen from Table 13:
E|Qrot1 −
1
2 (E|Q1 + E|EQrot1 ) = O(h
4),
where E = h − .
(5) For the Qrot1 element, we have the high superconvergence O(h6) for the minimal eigenvalue min = 1 and 4 by
the ﬁrst extrapolation, which is more accurate than that by the other four FEMs. The fourth level extrapolation
approximation by Qrot1 reaches 
(4)
4,h = 78.9568354868 for = 1, which has 10 signiﬁcant digits, see Table 7.
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(6) By the ﬁrst extrapolation, we have the superconvergence O(h4) for the eigenvalues for P1, Q1, Qrot1 , EQrot1 , and
Wilson’s elements numerically.
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