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ABSTRACT 
Earth’s annual average temperature has increased by about 0.6°C during the past 
three decades. This warming pulse has brought many changes in the climatic system. For 
example, the Amazon forests of South America experienced frequent droughts possibly 
from altered air-sea interaction patterns in the Pacific and Atlantic oceans.  
The response of vegetation to this unprecedented rate of warming is the subject of 
this dissertation. Vegetation greenness levels, a surrogate of vegetation photosynthetic 
activity, recorded by satellite-borne sensors offer repetitive synoptic views of the Earth’s 
vegetation. This period of extraordinary warming coincided with the availability of 
multiple data sets of vegetation greenness levels from different satellites, thus providing 
an unique opportunity to assess the impact of warming on vegetation. 
The Amazon region has suffered two severe droughts during this decade – the so-
called “once-in-a-century” drought in 2005 and an even stronger drought in 2010. 
Vegetation browning during the 2010 drought was four times greater than that in 2005 
(2.4 million km2). Notably, 51% of all drought-stricken forests showed browning in 2010 
!! vi 
(1.68 million km2) compared to only 14% in 2005 (0.32 million km2). This large-scale 
decline in vegetation greenness denotes significant loss of photosynthetic capacity of 
Amazonian vegetation and thus a major perturbation to the global carbon cycle.  
In the northern latitudes (>50oN), vegetation seasonality !!!! is tightly coupled to 
temperature seasonality !!!!. As !! diminished, so did !!. The observed declines of !! 
and !! are equivalent to 4 and 7
o (5 and 6o) latitudinal shifts equatorward during the past 
30 years in the Arctic (Boreal) region. Analysis of simulations from 17 state-of-the-art 
climate models indicates an additional !! diminishment equivalent to a 20
o equatorward 
shift this century. How !! will change in response to such large projected !! declines is 
not well understood. Hence there is a need for continued monitoring of northern lands as 
their seasonal temperature profiles evolve to resemble those further south. 
The results presented in this dissertation provide a better understanding of the 
impact of recent warming on three pristine ecosystems – the Amazonian forests, and the 
Arctic and Boreal ecosystems. 
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Chapter 1 
Introduction 
1.1 Climate and Vegetation Dynamics 
Earth’s annual average temperature has increased by about 0.6°C during the past 
three decades (NASA Headquarters release, 2013). Warming is widespread over the 
globe and land regions have warmed faster than the oceans. This warming pulse has 
brought many changes in the climatic system. For example, global mean sea level has 
risen at an average rate of 3.4 mm per year consistently with warming since the early 
1990s (Nerem et al., 2010); snow cover and sea ice extent are declining, with a new 
record-low Arctic sea ice extent in 2012 (Beitler, 2012); and extreme weather events, 
such as heat waves and heavy rainfalls, are increasing in both frequency and intensity 
(Min et al., 2011; Perkins et al., 2012). These observed changes of the climate system are 
unequivocal, attributed directly or indirectly to human activities in addition to the natural 
climate variability (Solomon et al., 2007). 
Effects of recent warming on the terrestrial ecosystems are emerging, due to the 
interaction of vegetation and climate through the exchanges of energy, carbon, water, and 
other elements with the atmosphere (Heimann and Reichstein, 2008). There are 
increasing evidences showing phenology shifts at start and end of growing seasons in the 
northern hemisphere (Piao et al., 2007; Jeong et al., 2011), upward and poleward shifts 
of plant species in ranges, and trends of “greener” vegetation in many regions based on 
satellite observations. These changes, however, are impacted by not only the warming 
!!
2 
itself, but all the physical and ecological processes that are connected to it (for example, 
ENSO events). These processes are often associated with large uncertainties due to 
limited understanding, making it even more difficult for quantification and prediction. 
Therefore, long-term monitoring of vegetation dynamics is essential to avoid 
providing insufficient or even misleading empirical evidences responding to the global 
climate change. 
1.1.1 Key events influencing vegetation dynamics 
Vegetation growth is primarily dependent on the resources available, and a 
favorable environment for the flux exchanges of energy, carbon, water and other nutrients. 
Global vegetation dynamics is thus governed by climatic factors, such as temperature, 
radiation, and precipitation, in addition to other environmental conditions like nutrient 
availability and anthropogenic disturbances. There are several important events driving 
the changes of climate over the past 30 years, and consequently the dynamics of 
vegetation: 
1) Rising atmospheric CO2 concentration. Atmospheric concentrations of CO2 
and other major greenhouse gases (GHG) are increasing due largely to human activities. 
The longest record of direct measurements of CO2 in the atmosphere at Mauna Loa 
Observatory shows an average increase of 1.5 parts per million (ppm) since the 1960s 
(NOAA, 2013). Despite its direct impact on warming, which in turn provides favorable 
environment for photosynthetic activities, elevated CO2 concentrations also have a direct 
fertilization effect on vegetation growth (Kaufmann et al., 2008).  
!!
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2) El Niño–Southern Oscillation (ENSO) events. Global climate variability on 
inter-annual time scales is often related to the coupled ocean-atmosphere phenomenon, 
i.e. El Niño–Southern Oscillation (ENSO) events, which can further have direct or 
indirect impacts on vegetation dynamics globally (Allan et al., 1996; Holmgren et al., 
2001). The strongest El Niño events in the past 30 years occurred in 1982-1983 and in 
1997-1998. The effects of 1982-1983 included significant storms throughout the 
southwest United States and one of Australia's worst droughts of the century (Glynn, 
1990; Nicholls, 1991). The 1997-1998 El Niño was a major factor for record high 
temperatures and severe droughts in Indonesia, Amazonia, and Central America 
(McPhaden, 1999; Nepstad et al., 2007).  
3) Stratospheric aerosol from volcanic eruptions. Volcanic eruptions inject sulfur 
into the stratosphere. The converted sulfate aerosol has a long lifetime and reduces the 
solar energy reaching the earth’s surface. Observed stratospheric perturbation from large 
eruptions, such as El Chichón and Pinatubo, lasts more than nine months after the 
eruptions (Bluth et al., 1997). The effect of volcanic eruptions on global net primary 
production is known to have a positive impact due to the greatly increased diffuse 
radiation worldwide (Gu et al., 2003). 
4) Other events. Events that affect natural vegetation for time periods longer than 
a single seasonal growing cycle include ecological disturbances such as fires, storms, 
floods, droughts, insect outbreaks, and human-induced disturbances such as deforestation, 
cultivation, chemical pollution, and exotic species introduction. (Potter et al., 2003). 
!!
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1.1.2 Vegetation Feedback on Climate Change 
The feedback of vegetation on climate plays an important part in the climate 
system, as it can either amplify or diminish the effect of a particular change in climate 
forcing. Vegetation feedbacks on atmospheric CO2, temperature, precipitation, and 
land/ocean surface albedo primarily come from biogeochemical, physiological and 
structural changes. However, large uncertainties are often associated with the estimates of 
these changes and the synergistic interactions of these effects. 
a) Fertilization effect. Laboratory and field observations have shown that the 
physiological response of plants to increased atmospheric CO2 concentrations exhibits 
more active net photosynthesis and thus increases net primary productivity (NPP). 
Modeling experiments, with overall negative feedbacks on atmospheric CO2, but with no 
changes in precipitation, ocean activity or sea ice formation, have shown a reduction of 
atmospheric CO2 concentration, in the order of 12% by the year 2100 and a reduced 
global warming by 0.7°C, in a total greenhouse warming of 3.9°C (Woodward et al., 
1998). 
b) Albedo changes. An important feedback process with warming in northern 
high-latitude regions is known as the “snow-albedo” feedback. As snow retreats in 
response to warming, less solar radiation is reflected to space and more energy is 
absorbed due to darker albedo, causing a positive feedback that amplifies the initial 
warming (Groisman et al., 1994). The increasing abundance of shrubs and trees could 
further amplify the warming, despite the contribution from increased length of the snow-
free season. As shrubland has lower albedo than tundra, and forest’s surface albedo are 
!!
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even lower, the feedback effect due to land surface changes would increase substantially!
if shrub and tree expansions become more widespread, while those of season length 
would proportionately diminish (Chapin et al., 2005). 
c) Water use changes. Feedback process in the hydrological cycle is composed of 
several steps: 1) An initial increase in temperature leads to more efficient use of water 
and nutrients – a process called “down-regulation” (Bounoua et al., 2010), causing an 
increase in leaf growth and evapotranspiration, and thus an elevated evaporative cooling 
which reduces the near surface air temperature. 2) The increased transpiration enhances 
local rainfall, and further supports the regrowth of vegetation. 3) The near surface cooling 
caused by the increased transpiration can be further strengthened due to increasing 
cloudiness and less insolation. Model simulation shows that this negative feedback slows 
the projected warming by 0.3°C globally and 0.6°C over land, in a doubling CO2 
environment (Bounoua et al., 2010) . 
d) Permafrost decomposition. Thawing of permafrost and the associated release 
of carbon increases the atmospheric GHG concentrations and amplifies warming, 
forming a positive permafrost carbon feedback in the climate system. Current permafrost 
pool, containing twice as much carbon as contained in the atmosphere (Tarnocai et al., 
2009), could be released to the atmosphere as methane or CO2. Although there are 
considerable uncertainties in the rate and extent of permafrost thaw, recent studies predict 
that the permafrost carbon feedback will change the arctic from a carbon sink to a source 
after the mid-2020s and is strong enough to cancel 42–88% of the total global land sink 
(Schaefer et al., 2011), and leads to an additional warming of 0.04 – 0.23°C by 2100 
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(Schneider von Deimling et al., 2012).  
e) Rainforest dieback. Tropical forests are vulnerable to global warming. Climate 
models incorporating with carbon cycle interactions show a regional drying in Amazonia, 
resulting in a reduction of global biomass from the middle of the 21st century onwards 
(Cox et al., 2004), and hence an amplification of global warming. Regional model 
simulation projects a 70% reduction in the extent of the Amazon rain forest by the end of 
the twenty-first century. The changes in vegetation are related to reductions in annual 
mean rainfall and a modification of the seasonal cycle that are associated with a 
weakening of tropical circulation systems (Cook and Vizy, 2008). The potential for 
human-induced climate change to trigger the loss of Amazon rainforest appears robust, 
but further uncertainties should be explored (Huntingford et al., 2008) 
1.1.3 Model Predictions and Sensitivities 
Dynamic global vegetation models suggest that the terrestrial biosphere is acting 
as an overall carbon sink today, but could turn into a source of carbon decades later, so as 
to further accelerate the global warming (Heimann and Reichstein, 2008). Although 
many complex climate processes are increasingly better understood, some accurate 
description of the physics of climate is still missing for contemporary climate models. For 
example, the water use feedback was not considered in climate models until recently 
(section 1.12). The permafrost feedback is just being considered in the current generation 
of climate models (Taylor et al., 2012), but the permafrost physics in these models still 
need to improve (Koven et al., 2012). Other below-ground processes are also poorly 
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understood yet provide a number of potentially important feedbacks in the climate system, 
such as the microbial priming effect (Fontaine et al., 2007) and the nitrogen nutrient 
limitation (Reich et al., 2006). Therefore, climate predictions may not be reliable due to 
inherent uncertainties and possible structural deficiencies. Direct observation of long-
term vegetation dynamics is not only necessary for a better understanding of ecological 
response to climate change and rising CO2, but also essential for evaluating policies to 
mitigate anthropogenic emissions and other activities that lead to reduced terrestrial 
carbon uptake.  
1.2 Advantages and challenges of using satellite remote sensing data 
The main advantage of using satellite remote sensing data to monitor the 
vegetation dynamics is the high frequency of observations over the entire globe in a cost-
effective way. For example, Moderate Resolution Imaging Spectroradiometer (MODIS), 
which is a key instrument aboard both the Terra and Aqua platforms of the Earth 
Observing System (EOS), provides spectral data of global coverage every 1 to 2 days 
with high radiometric sensitivity (12 bit) and moderate spatial resolution (250m – 1km) 
in 36 spectral bands ranging in wavelength from 0.4 !m to 14.4 !m. Advanced Very 
High Resolution Radiometer (AVHRR) sensors aboard a series of National Oceanic and 
Atmospheric Administration (NOAA) platforms also provides global coverage on a daily 
basis with a coarser spatial resolution (1.1 km) in 5 or 6 relatively wide spectral bands. 
Satellite-derived vegetation greenness indices, such as the Normalized Difference 
Vegetation Index (NDVI), are radiometric measures of the amount of photosynthetically 
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active radiation (~ 400 to 700 nm) absorbed by chlorophyll in the green leaves of a 
vegetation canopy (Myneni et al., 1995), and have proven to be good surrogates of 
vegetation photosynthetic activity (Tucker et al., 1986). Both MODIS and AVHRR have 
the vegetation indices product derived from sophisticated processing procedures. GIMMS 
NDVI3g is the latest version of NDVI product from AVHRR satellite sensors for the 
period from 1981 to 2011 with improved calibration procedures to minimize corruption 
of vegetation signal from atmospheric effects, scan angle effects, cloud contamination 
and effects of varying solar zenith angle at the time of measurement (Pinzon, 2012). The 
latest version of NDVI/EVI data (Collection 5) from Terra MODIS for the period from 
2000 to 2011 has better research-quality than the AVHRR product due to narrower 
spectral bands, higher radiometric precision, atmospheric correction with physics-based 
algorithms and multiple re-processing of the MODIS data archive with progressively 
refined algorithms. Nevertheless, the AVHRR data are particularly relevant to study 
climate change because of the comparatively long records of data already accumulated 
(over 30 years). 
The use of remote sensing data is also essential for researches in regions such as 
Amazonia and high latitude regions, where most of the undisturbed vegetation area is 
inaccessible. However, limitations on data quality exist in the available products. Even 
the finely calibrated sensor with sophisticated atmospheric correction method such as 
MODIS can have unexpected negative bias in its NDVI data product due to sensor 
degradation (Wang et al., 2012). The GIMMS NDVI also suffers from lack of 
atmospheric correction, broad spectral bands, multi-sensor compositing and insufficient 
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quality flags to evaluate data quality. Therefore, carefully designed data analysis is 
necessary to avoid biased results. 
1.3 Regions of particular interest 
1.3.1 Tropical vegetation in Amazonia 
The Amazonian ecosystem, containing the world’s largest undisturbed tropical 
rainforests and a vast area of tropical savanna (Tian et al., 1998), stores about 100 billion 
tons of carbon in the woody biomass (Malhi et al., 2006). Studying the vegetation 
dynamics in this region is a vital task because climate models (Cox et al., 2004; Salazar 
et al., 2007; Huntingford et al., 2008) suggested a large-scale degradation of Amazonian 
rainforests as an alarming consequence of climate change (section 1.1.2). However, 
opposing studies also indicated that tropical forests would be more resilient than 
predictions accounting for the corrections of CO2 fertilization and precipitation (Lapola 
et al., 2009; Malhi et al., 2009; Good et al., 2011). 
1.3.2. Arctic-boreal vegetation in northern lands  
Arctic and Boreal regions are warming twice or more as rapidly as the global 
average in the recent decades (Serreze and Barry, 2011), with profound impacts on local 
vegetation. Despite direct impacts of natural climate of temperature and precipitation 
(Baldocchi et al., 2000) and anthropogenic influences, northern vegetation is also 
experiencing strong positive feedbacks with the expansion of tree/shrub and reduced 
snow/sea ice extent, which further amplifies the warming (Chapin et al., 2005; 
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Euskirchen et al., 2007) and lead to intensive studies over these regions. Recent studies 
also indicated different ecosystem responses in northern Eurasia and North America 
(Zhou et al., 2001; Beck and Goetz, 2011) possibly due to complex snow feedback 
(Bulygina et al., 2011), fire disturbances (Goetz et al., 2007) or different climate forcings 
(Goetz et al., 2007; Piao et al., 2007; Jeong et al., 2011). 
1.4 Objectives and structure of the dissertation 
My dissertation studies are focused on two particularly important regions of the 
global vegetation for 2 specific research topics:  
1) Amazon drought in 2010. Amazon dieback is a significant “projected” positive 
feedback, which predicts a release of large reserves of carbon stored in the rainforests to 
the atmosphere, and in turn accelerate global warming from the middle of the 21st century 
onwards (Cox et al., 2004; Salazar et al., 2007; Huntingford et al., 2008; Malhi et al., 
2008). Hence, the drought sensitivity of these forests is a subject of intense study – recent 
articles on the response and vulnerability of these forests to droughts illustrate the various 
complexities (Saleska et al., 2007; Malhi et al., 2008; Phillips et al., 2009; Anderson et 
al., 2010; Brando et al., 2010; Meir and Ian Woodward, 2010; Samanta et al., 2010, 
2011). In particular, the dubbed once-in-a-century drought (Marengo et al., 2008) in 2005 
aroused contradictory reports of vegetation greenness changes (Fig. 1.1) inferred from 
satellite observations (Saleska et al., 2007; Samanta et al., 2010, 2011). On the heels of 
the 2005 drought, comes an even more severe drought in the Amazon region (Lewis et al., 
2011). The objective of my first study is monitoring the 2010 Amazonian drought and its 
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impact on Amazonian forests. 
2) Seasonality diminishment over northern lands. Arctic and Boreal regions are 
warming twice or more as rapidly as the global average in the recent decades (Fig. 1.2), 
and even more rapid in the cold and transitional seasons [Hansen et al., 2010]. This 
poleward amplification is linked to the strong albedo-temperature feedbacks associated 
with declining extents of land snow cover and Arctic sea ice [Chapin et al., 2005; 
Euskirchen et al., 2007; Forbes et al., 2010; Callaghan et al., 2011a; Myers-Smith et al., 
2011; Serreze and Barry, 2011], in concordance with model simulations of 
anthropogenically forced climate change [Solomon, 2007]. Because the temperature 
increase is most pronounced in winter, equivalent to the diminishing seasonality in 
temperature [Mann and Park, 1996], it affects the timing of the threshold temperatures 
that are tied to the initiation, termination and performance of vegetation photosynthetic 
activities [Myneni et al., 1997], which may also expressed as the changes in vegetation 
seasonality. Widespread greening associated with the warming has been reported 
[Myneni et al., 1997; Zhou et al., 2001; Forbes et al., 2010; Callaghan et al., 2011a; 
Myers-Smith et al., 2011] but so has the browning of Boreal forests, especially in North 
America [Zhou et al., 2001; Goetz et al., 2005; Bunn and Goetz, 2006; Beck and Goetz, 
2011]. There are also questions on how the vegetation photosynthetic activity is coupled 
to the warming in the north for the past decades and whether the coupling effect will 
continue in the future. The objective of my second study is thus studying the temperature 
and vegetation seasonality changes in the circumpolar Arctic and Boreal regions over the 
past 30 years. 
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1.4.1 Widespread Browning of Amazonia during the 2010 Drought 
In Chapter 2, the 2010 Amazon drought is studied using the latest versions of 
satellite-based datasets of precipitation product from the Tropical Rainfall Measuring 
Mission (TRMM) sensor and vegetation greenness product from the Moderate Resolution 
Imaging Spectroradiometer (MODIS) sensor. First, the spatial extent and severity of the 
2010 drought in the Amazon region is assessed by evaluating standardized anomalies of 
precipitation. Second, Normalized Difference Vegetation Index (NDVI) and Enhanced 
Vegetation Index (EVI) data are used to investigate the direct evidence of the impact of 
the 2010 drought on Amazonian vegetation. And finally, the impacts of the 2005 and 
2010 droughts are compared with regards to their areal extents, severity and post-drought 
effect. 
1.4.2 Temperature and Vegetation Seasonality Diminishment over 
Northern Lands 
In Chapter 3, the vegetation seasonality is investigated using primarily the latest 
version (third generation) of the Normalized Difference Vegetation Index (GIMMS 
NDVI3g) data set generated from the Advanced Very High Resolution Radiometers 
(AVHRR) onboard a series of NOAA satellites. First, the photosynthetically active 
period (PAP) for natural vegetation in the Arctic and Boreal regions is defined and 
estimated using the period between the dates of spring thaw and autumn freeze. Second, 
temperature seasonality and vegetation seasonality are defined consistently, resulting in a 
poleward increase in seasonality at an annual scale and excluding trends in insolation 
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seasonality. Thirdly, robust statistical analyses including univariate analysis for trend 
estimation and appropriate regression models are used to test the consistency of the 
coupling effect between vegetation seasonality and temperature seasonality for the past 
30 years. And finally, projections of temperature seasonality for the 21st century are 
estimated using 17 latest climate models to assess the seasonality diminishment. 
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Figure 1.1 Spatial patterns of July to September (JAS) 2005 standardized anomalies of 
Enhanced Vegetation Index (EVI) at 1x1 km2 spatial resolution. (a) Collection 4 (C4) 
EVI data filtered for clouds (adjacent cloud, mixed clouds and possible shadow) and 
aerosols (high and climatology aerosols); and anomalies calculated as in Saleska et al., 
2007. (b) C4 EVI with no data-quality filtering (same as Fig. 1B of Saleska et al., 2007). 
(c) Collection 5 (C5) EVI data filtered for clouds (adjacent cloud, mixed clouds and 
possible shadows) and aerosols (high and climatology aerosols); and anomalies 
calculated as in Saleska et al., 2007. (d) C5 EVI with no data-quality filtering. For 
consistency between C4 and C5 EVI, anomalies are calculated relative to the base period 
2000-2004. (source: Samanta et al., 2010) 
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Fig. 1.2 Surface air temperature trends (°C) over the 1981 to 2010 period. The zonal 
mean trend in (B) is for land surface only while the polar plot (A) includes ocean (data 
source: http://data.giss.nasa.gov/gistemp/maps/). 
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Chapter 2 
Widespread Browning of Amazonia During the 2010 Drought 
2.1 Introduction 
There is concern that in a warming climate the ensuing moisture stress could 
result in Amazonian rainforests being replaced by savannas (Cox et al., 2004; Salazar et 
al., 2007; Huntingford et al., 2008; Malhi et al., 2008), in which case the large reserves 
of carbon stored in these forests, about 100 billion tons (Malhi et al., 2006), could be 
released to the atmosphere, which in turn would accelerate global warming significantly 
(Cox et al., 2000). Hence, the drought sensitivity of these forests is a subject of intense 
study – recent articles on the response and vulnerability of these forests to droughts 
illustrate the various complexities (Saleska et al., 2007; Malhi et al., 2008; Phillips et al., 
2009; Anderson et al., 2010; Brando et al., 2010; Meir and Ian Woodward, 2010; 
Samanta et al., 2010, 2011). Severe droughts such as those associated with the El Niño 
Southern Oscillation (ENSO), when the plant!available soil moisture stays below a 
critical threshold level for a prolonged period, are known to result in higher rates of tree 
mortality and increased forest flammability (Nepstad et al., 2004; da Costa et al., 2010). 
The drought of 2005, however, was unlike the ENSO!related droughts of 1983 and 1998 ! 
it was especially severe during the dry season in southwestern Amazon but did not impact 
the central and eastern regions (Marengo et al., 2008). Of particular interest are reports of 
loss of biomass (Phillips et al., 2009), decreased vegetation moisture content (Anderson 
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et al., 2010), and higher fire counts (Aragão et al., 2007) during the 2005 drought, and 
contradictory reports of vegetation greenness changes inferred from satellite observations 
(Saleska et al., 2007; Samanta et al., 2010, 2011). This lively state of current affairs is 
documented in two news items (Tollefson, 2010a, 2010b). 
On the heels of the once-in-a-century (Marengo et al., 2008) drought in 2005, 
comes an even more severe drought in the Amazon region (Lewis et al., 2011). The 
causes of the 2010 drought still need to be investigated and are presently unknown, but 
like the 2005 drought it was intense and coincided with the dry season. The Rio Negro 
water level at the Manaus harbor is one of the most useful drought characterization 
indexes in Amazonia because it integrates rainfall totals over the entire western Amazon 
basin and is the longest available time series record in the region (since 1902). This index 
was at its lowest level (13.63 m above the local reference level, not 13.63 m lower in 
October than the long-term average for that month, as stated by Lewis et al. [2011]) since 
1902 on October 23, 2010 (Fig. 2.1). The lowest level in 2005 was 14.75 m, or eighth 
lowest in the 109-year Rio Negro Manaus time series (Table 2.1). The main Amazon 
channel, Rio Solimões, also reached record low levels between October 14 and October 
23, 2010 at various stations on its course (Tabatinga, Itapéua, Careiro, and Parintins). The 
river levels began to ascend with the arrival of rains in mid- to late-October 2010. As of 
November 25th 2010, the Rio Negro level is tracking the minimum-ever recorded river 
stage recovery (Fig. 2.1). Year 2010 is now the driest year on record according to these 
river stage data. 
There is presently only a single report on the impact of the 2010 drought on 
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Amazon vegetation, namely Lewis et al. (2011), who evaluated changes in above ground 
biomass as a function of maximum climatological water deficit using satellite-based 
precipitation data. However, direct evidence of the impact of the 2010 drought on 
Amazonian vegetation is currently lacking, and this is presented in this article using 
satellite-based estimates of vegetation greenness, which is a proxy for photosynthetic 
carbon fixation. In addition, a comparative analysis of the impacts of the 2005 and 2010 
droughts with regards to their areal extents, severity and post-drought effects is presented 
in this article to assess the two droughts that occurred in a relatively short time span. 
2.2 Data and Methods 
We used the latest versions of satellite-based datasets of precipitation and 
vegetation greenness in this study. The greenness data consisted of Normalized 
Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) from the 
Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the Terra satellite. 
These indices, when evaluated from space-based reflectance measurements free of 
atmospheric corruption, that is, contamination of vegetation-reflected radiation with 
cloud- and/or aerosol-reflected radiation, represent direct observations of the 
physiologically functioning greenness level of vegetation canopies (Myneni et al., 1995; 
Huete et al., 2006). Although the satellite data were cloud-filtered and corrected for 
aerosol-corruption effects, the data were further processed to remove residual 
atmosphere-corruption to produce the best possible signals from the vegetation. The 
precipitation data consisted of monthly precipitation rate (millimeters/hour, mm/hr) 
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available from the Tropical Rainfall Measuring Mission (TRMM). The details of each 
dataset are provided in Appendix A. The analyses presented in this paper mainly consist 
of evaluating standardized anomalies of satellite-based data, expressed as 
! 
a =
(x "m)
s                                                                                                         (2.1) 
Where, a is the standardized anomaly of a given quantity (e.g., precipitation, vegetation 
greenness etc.) in a specific year (2005 or 2010) calculated using its value, x, in that year 
and long term mean, m, and standard deviation, s, over a reference period. Full details of 
data processing and anomaly calculation are provided in Appendix B. 
The Rio Negro water levels started to recede fast in August 2010, setting the start 
of 2010 drought, whereas in 2005, the drought started in July (Fig. 2.1). Plant-available 
soil moisture data across the wide Amazon basin are not available to assess the spatial 
extent and impacts of droughts here. Therefore, we resorted to characterizing the drought 
through surrogates such as precipitation anomalies, as has been done before (Aragão et 
al., 2007; Saleska et al., 2007; Anderson et al., 2010). Rain gauge network is also too 
sparse across the basin and the available gauge data merged with rainfall amounts 
inferred from satellite scatterometer (Tropical Rainfall Measuring Mission, TRMM) 
observations (Huffman et al., 1995) offer the best characterization of precipitation deficit, 
and possibly drought (Aragão et al., 2007), in the Amazon region. Therefore, we 
analyzed merged precipitation data from TRMM satellite and other sources for the period 
January 1998 to December 2010 to assess the spatial extent and severity of droughts in 
the Amazon, in spite of well-known limitations of this merged precipitation data set 
(Adler et al., 2000). 
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2.3 Results and Discussion 
We characterize the 2010 dry season drought as July to September (JAS) 
precipitation anomalies less than -1 to be consistent with previous studies (Aragão et al., 
2007; Saleska et al., 2007; Samanta et al., 2010). The 2010 drought impacted nearly the 
entire tropical continent south of the Equator unlike the 2005 drought, which affected 
mostly the southwestern Amazon (Fig. 2.2). These patterns of precipitation deficit are 
approximately consistent with river stage data – the Rio Negro and the main stem 
Amazon river are hydrologically connected in Manaus, so receding levels on the main 
stem, which drains the most affected southwestern parts of the basin, can be measured at 
the Manaus harbor. About 41% of the vegetated area between 10oN-20oS and 80oW-
45oW experienced JAS precipitation standardized anomalies less than -1 in 2010 (4.94 
million km2) compared to 25% in 2005 (3 million km2). Notably, 50% of all forests 
within this vegetated region were subject to third quarter precipitation anomalies less than 
-1 std. in 2010 (3.3 million km2) compared to 34% in 2005 (2.3 million km2). The 2010 
drought thus impacted a larger area and more rainforests than the 2005 drought, 
consistent with the analysis presented by Lewis et al. (2011). 
To assess the impact on vegetation from these two droughts, we analyzed two 
different satellite-derived vegetation index data (cf. section 2.2). The Normalized 
Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) data, which 
are proxies for photosynthetic carbon fixation (Myneni et al., 1995; Huete et al., 2006; 
Yang et al., 2007; Brando et al., 2010), show wide spread declines, especially south of 
the Equator, during the 2010 drought, in contrast to the 2005 drought (Fig. 2.3). About 
!!
21 
49.1% of the vegetated area that was subject to drought shows greenness index declines 
(July to September NDVI standardized anomalies less than -1) in 2010 (2.43 million km2) 
compared to 19.9% in 2005 (0.60 million km2). Notably, 51.4% of all forests subjected to 
drought show similar declines in 2010 (1.68 million km2) compared to 14.3% in 2005 
(0.32 million km2). The areas of greenness declines in 2005 and 2010 (Fig. 2.4) generally 
coincide with the drought epicenters identified by Lewis et al. (2011). In addition, there 
are large areas of vegetation greenness declines in 2010 (Fig. 2.4) that were not identified 
in the Lewis et al. (2011) study. Overall, these declines represent a significant loss of 
photosynthetic capacity of Amazonian vegetation (Myneni et al., 1995; Huete et al., 2006; 
Yang et al., 2007; Brando et al., 2010) and thus may represent a significant perturbation 
to the global carbon cycle, as the Amazon rainforests contribute a disproportionately 
large fraction to global annual net primary production (about 15%) relative to their area 
(Nemani et al., 2003).!"he scale of this perturbation, though, is still to be quantified. 
Undisturbed Amazon rainforests were reported to have greened-up during the 
2005 drought based on analysis of a previous version of the Enhanced Vegetation Index 
(EVI) data (Saleska et al., 2007). This has now been shown not to be the case with 
current versions of both EVI (Samanta et al., 2010, 2011) and NDVI data (Fig. 2.4). With 
respect to the 2010 drought, both EVI and NDVI data show widespread declines in 
vegetation greenness (Fig. 2.3). The two droughts coincided with the dry season (July to 
September), and in both cases, rainfall returned to its normal level in the following 
months (Fig. 2.5b and 2.5d). However, the greenness declines observed during the dry 
season persisted into the following three months, October through December, in 2010, 
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but not in 2005 (Fig. 2.5a and 2.5c), clearly indicating the severity and potential damage 
to the vegetation in this region. 
A comparison of NDVI and EVI anomalies from vegetated areas affected by both 
droughts also reveals the varied impacts of these two droughts (Fig. 2.6). The spatial 
extent of greenness declines increased nearly five-fold in 2010 compared to 2005, which 
is consistent with TRMM precipitation analysis (Fig. 2.2) that shows a much larger area 
under precipitation deficit in 2010 compared to 2005. The intensification of these 
declines in 2010 is also evident in the distributions of NDVI and EVI anomalies (Fig. 
2.6). The NDVI anomalies in 2010 display a strong positive skew, i.e. characterized by a 
majority of negative anomalies, with a peak value between -1 and -1.5 std., which is 
statistically different than that observed in 2005 (p<0.001 from a two-sided t-test). A 
similar positive skew is also observed in the distribution of EVI anomalies in 2010, with 
a peak value at about -1 std., which is also statistically different (p<0.001) than the 2005 
EVI anomaly distribution (Fig. 2.6). Hence we conclude that the impacts of 2010 drought 
on vegetation in the Amazon region were not only more widespread but also more severe 
and persisted well beyond the drought period, when compared to the 2005 drought. 
Finally, a simple analysis of the probability of occurrence of these droughts suggests that 
the 2010, rather than the 2005, drought to be the “once-in-a-century” drought (Table 2.1). 
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Appendix A: Data 
A.1 Precipitation 
The dataset “Tropical Rainfall Measuring Mission (TRMM) and Other Data” – 
3B43 – consists of monthly precipitation rate (millimeters/hour, mm/hr) at 0.25ox0.25o 
spatial resolution (Huffman et al., 1995) 
(http://disc.sci.gsfc.nasa.gov/precipitation/documentation/TRMM_README/TRMM_3B
43_readme.shtml). This dataset covers the region 50oN-50oS and 180oW-180oE. We used 
the latest version (version6) from January 1998 to December 2010 in this study. 
A.2 Collection 5 (C5) Vegetation Indices (VI) 
The vegetation index data sets are produced by NASA using atmosphere-
corrected surface reflectance data in blue (459-479 nanometers (nm)), red (620-670 nm) 
and near-infrared (842-876 nm) bands of the Moderate Resolution Imaging 
Spectroradiometer (MODIS) aboard the NASA Terra satellite (https://lpdaac.usgs.gov) 
(Huete et al., 2002). The MODIS vegetation index product suite consists of Normalized 
Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI). NDVI is a 
radiometric measure of photosynthetically active radiation (400-700 nm) absorbed by 
canopy chlorophyll, and therefore, is a good surrogate measure of the physiologically 
functioning surface greenness level in a region (Myneni et al., 1995). NDVI has been 
used in many studies of vegetation dynamics in the Amazon (Asner et al., 2000; Dessay 
et al., 2004). EVI generally correlates well with ground measurements of photosynthesis 
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and found to be especially useful in high biomass tropical broadleaf forests like the 
Amazon (Huete et al., 2002, 2006). The latest versions of NDVI and EVI from the Terra 
MODIS instrument, called Collection 5 (C5), are used in this study. 
The dataset “Vegetation Indices 16-Day L3 Global 1km” – MOD13A2 contains 
EVI and NDVI at 1x1km2 spatial resolution and 16-day frequency. This 16-day 
frequency arises from compositing, i.e. assigning one best-quality EVI and NDVI value 
to represent a 16-day period. This dataset is available in tiles (10ox10o at the equator) of 
Sinusoidal projection – 16 such tiles cover the Amazon region (approximately 10oN-20oS 
and 80oW-45oW). These were obtained from the NASA Land Processes Data Active 
Archive Center (LP DAAC) (https://lpdaac.usgs.gov) for the period February 2000 to 
December 2010. 
 
A.2.1 VI data quality 
 
The quality of 16-day vegetation index data (EVI and NDVI) in each 1x1km2 
pixel can be assessed using the accompanying 16-bit quality flags. Sets of bits, from these 
16 bits, are assigned to flags pertaining to clouds and aerosols, as well as, flags that 
provide aggregate measures of data quality called VI Usefulness Indices.  Cloud quality 
flags are single bit (binary) flags indicating the presence (1) or absence (0) of clouds. 
There are two binary cloud quality flags – “Adjacent cloud detected” (bit 8), “Mixed 
Clouds” (bit 10), and “Possible Shadows” (bit 15). The aerosol quality flag, 2 bits in 
precision, provides information on aerosol content, and is named “Aerosol quantity”. It 
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occupies bit positions 6 through 7. The aerosol quality flag can have one of four values – 
“Climatology” (00), “Low” (01), “Average” (10) and “High” (11). “Low”, “Average” 
and “High” refer to aerosol optical thickness (AOT) at 550 nm less than 0.2, between 0.2 
and 0.5, and greater than 0.5, respectively (Vermote and Vermeulen, 1999). On the other 
hand, “Climatology” indicates that the actual AOT is unknown, most likely due to 
presence of clouds, and climatological (long-term average) AOT is used in the process of 
atmospheric correction. The VI Usefulness flag, 4 bits in precision, provides an aggregate 
measure of VI quality. It occupies bit positions – bits 2 through 5 – and can have values 
from 0 (0000 – best quality) to 15 (1111 – not useful). 
Determination of VI validity: The presence of clouds (adjacent clouds and mixed 
clouds) “obscures” the surface in a radiometric sense, thus corrupting inferred VI values. 
In addition, two types of aerosol loadings typically corrupt data – climatology and high 
aerosols. Use of aerosol climatology indicates that the actual aerosol content is unknown, 
most likely due to the presence of clouds, and aerosol correction was performed using 
historical or climatological aerosol optical thickness (AOT) data [Vermote and 
Vermuelen, 1999]. Moreover, atmospheric correction methods are ineffective for high 
aerosol loadings (AOT > 0.5), especially in the shorter red and blue spectral (Vermote 
and Kotchenova, 2008). 
Based on the above information, each 1x1km2 16-day pixel is considered valid 
when (a) VI data is produced – “MODLAND_QA” equals 0 (good quality) or 1 (check 
other QA), (b) VI Usefulness is between 0 and 11, (c) Clouds are absent – “Adjacent 
cloud detected” (0), “Mixed Clouds” (0), “Possible Shadows” (0), and (d) Aerosol 
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content is low or average – “Aerosol Quantity” (1 or 2). Note that “MODLAND_QA” 
checks whether VI is produced or not, and if produced, its quality is good or whether 
other quality flags should also be checked. Besides, VI Usefulness Indices 0 to 11 
essentially include all VI data. Thus, these two conditions serve as additional checks. 
A.3 Land cover 
Land cover information was obtained from the “MODIS Terra Land Cover Type 
Yearly L3 Global 1 km SIN Grid” product – MOD12Q1. This is the official NASA C5 
land cover data set (https://lpdaac.usgs.gov/) (Friedl et al., 2010). It consists of five land 
cover classification schemes at 1x1km2 spatial resolution. The International Geosphere 
Biosphere Programme (IGBP) land cover classification scheme was used to identify 
forest and non-forest vegetated pixels in the Amazon region (see Fig. 2.7). 
Appendix B: Methods 
B.1 Standardized Anomaly 
Standardized anomalies (anomaly divided by the standard deviation) of 
precipitation, and VI (NDVI and EVI) are calculated for 2005 and 2010 pixel-by-pixel as, 
a = (x-m)/s, where a is the 2005 (or, 2010) standardized anomaly of a given quantity 
(precipitation, NDVI, EVI) calculated from its value in 2005 (or, 2010) x and long term 
mean m and standard deviation s over a reference period. The reference period is 2000-
2009, but excluding 2005. Thus, 2005 and 2010 are not part of the reference period. 
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B.1.1 VI Standardized Anomaly 
 
For each year, we use six 16-day VI (NDVI or EVI) composites – 177 through 
257 – covering the July-September (JAS) period. The VI value of a pixel is considered 
valid if it is free of atmospheric contamination due to clouds (adjacent clouds, mixed 
clouds and cloud shadows) and aerosols (climatology and high aerosols), which is 
determined by examining the corresponding quality flags (cf. Appendix A.2.1). For each 
year, the JAS mean VI is calculated using only valid values. The mean (m) and standard 
deviation (s) are evaluated over the base period, years 2000 to 2009, but excluding 2005. 
Finally, if the 2005(or, 2010) JAS mean VI (x) exists, the 2005 (or, 2010) standardized 
anomaly is calculated. 
We found blocks and strips of anomalously low VI values (especially in NDVI 
data) even after screening for clouds and aerosol contamination using quality flags, as 
described above. This points to further residual atmospheric corruption effects. To 
remove these artifacts, we estimated the 11-year (2000 to 2010) mean NDVI for each 16-
day composite and screened VI values that were two standard deviations (95% envelope) 
or more below the mean. This additional filtering greatly reduced blocks and strips of 
anomalously low VI values. 
 
B.1.2 Precipitation Standardized Anomaly  
 
The monthly precipitation value is considered “valid” if it is not equal to -9999. If 
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all three monthly – July, August and September - precipitation values are valid, the total 
of the three represents the quarterly (JAS) cumulative value. Else, the pixel is tagged and 
not used in further calculations. The long term mean (m) and standard deviation (s) of 
JAS cumulative precipitation are evaluated over the period 1998-2009, but excluding 
2005. Finally, if the 2005 (or, 2010) JAS cumulative precipitation (x) exists, the 2005 (or, 
2010) standardized anomaly (a) is estimated. Pixels with precipitation anomalies less 
than -1 standard deviation (std. dev.) are classified as drought-stricken. 
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Figure 2.1 Variation of the stage of the Rio Negro at the Manaus Harbor in 2005 and 
2010. Also shown are the median, top and bottom 10% percentiles and maximum and 
minimum recorded in the 1902-2009 record. The 2010 data are through November 25. 
Source: CPRM/ANA (Serviço Geológico do Brasil/Agência Nacional das Águas – Brazil 
Geological Service/National Agency for Water). 
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Figure 2.2 Spatial patterns of July to September (JAS) 2010 and 2005 standardized 
anomalies of precipitation. 
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Figure 2.3 Spatial patterns of July to September (JAS) 2010 standardized anomalies of 
normalized difference vegetation index (NDVI) and enhanced vegetation index (EVI) in 
vegetated areas of drought (precipitation anomalies less than -1 standard deviation). 
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Figure 2.4 Spatial patterns of drought impact on Amazonian vegetation in 2005 and 2010. 
(a) Vegetated areas where the July to September (JAS) precipitation anomalies are less 
than -1 standard deviations (std.)) in 2010 that show greenness declines (JAS NDVI 
anomalies less than -1 std.) and. (b) same as (a) but for EVI. (c) and (d) same as (a) and 
(b), respectively, but for 2005. 
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Figure 2.5 Spatial patterns of October to December (OND) 2010 and 2005 standardized 
anomalies of normalized difference vegetation index (NDVI, a and c) and precipitation (b 
and d). In each year the OND NDVI anomalies are shown only for drought-stricken 
vegetated areas (July to September precipitation anomalies less than -1 standard 
deviation). 
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Figure 2.6 Distributions of greenness anomalies within the vegetated area affected by 
both the 2005 and 2010 droughts. Shown here are July to September (JAS) standardized 
anomalies of NDVI (solid lines) and EVI (dashed lines) during July to September 2005 
(blue lines) and 2010 (red lines). 
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Figure 2.7 Aggregated International Geosphere Biosphere Program landcover classes of 
Amazonia at 0.05ox0.05o spatial resolution, derived from the MODIS Collection 5 (C5) 
landcover product. 
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Table 2.1 The 10 lowest stages recorded on the Rio Negro at the Manaus harbor, 1902-
2010 (n=109). Source: CPRM/ANA (Serviço Geológico do Brasil/Agência Nacional das 
Águas - Brazil Geological Service/National Agency for Water). Return periods of 
droughts were calculated by ranking, from low to high, the lowest level reached by the 
river in each year of the time series of length n=109 (1902-2010), and calculating the 
probability of occurrence by dividing the rank by n+1 (110). The return period is the 
inverse of the probability of occurrence. 
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Chapter 3 
Temperature and Vegetation Seasonality Diminishment over Northern 
Lands 
3.1 Introduction 
Global temperature is increasing, especially over northern lands (>50oN), due to 
positive feedbacks (Serreze and Barry, 2011). Because this increase is most pronounced 
in winter, temperature seasonality (!! ) – conventionally defined as the difference 
between summer and winter temperatures – is diminishing over time (Mann and Park, 
1996), analogous to its equatorward decline at an annual scale. The initiation, termination 
and performance of vegetation photosynthetic activity are tied to threshold temperatures 
(Myneni et al., 1997). Trends in the timing of these thresholds and cumulative 
temperatures above them may alter vegetation productivity, or modify vegetation 
seasonality !! ! over time. 
Comparisons of changes in seasonality of physical and biological variables 
require definitions that are concordant, have an ecological underpinning, e.g. vegetation 
photosynthetic activity in the North depends on the seasonal cycle of temperature and not 
on the difference between annual maximum and minimum temperatures, and satisfy the 
principle that seasonality increases with latitude at an annual time scale due to patterns of 
insolation resulting from sun-earth geometry only (Fig. 3.1a; Appendix B.1). Therefore, 
!!  is defined as !!! !!!!" ! ! , where !!"!!!  is the zonally-averaged annual mean 
temperature at latitude !. !! !is analogously defined as !! !!!! ! ,  where !!!!! is the 
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zonal mean of photosynthetic activity averaged over the Photosynthetically Active Period 
(PAP) at latitude ! . These definitions possess the above-mentioned attributes and 
accurately represent the respective seasonal cycles (Appendix B.1.3).  
The latitudinal profiles of PAP-mean temperature from 50oN to 75oN (ice sheets 
excluded throughout) show warming of 1 to 2oC between the early-1980s and late-2000s 
(Fig. 3.1b). Analogous profiles of Normalized Difference Vegetation Index (NDVI), a 
proxy for vegetation photosynthetic activity (Myneni et al., 1997), show a similar 
increase. !! is tightly coupled to !! in the north (Fig. 3.1c). The slope of this relationship 
!!!"! has not changed in the past 30-years (Fig. 3.1c inset). Figures 3.1b and 3.1c may 
thus indicate widespread and matching patterns of temperature and NDVI increase and 
corresponding reductions in !! and !! throughout northern lands. If this were to continue, 
significant increases in productivity may be expected in the Boreal/Arctic region during 
this century based on climate model projections of large !! diminishment (cf. Fig. 3.4c), 
even as insolation seasonality remains unchanged (Hays et al., 1976), which would have 
major ecological, climatic and societal impacts. Therefore, the apparent constancy of !!" 
in Fig. 3.1c is tested in this study. 
3.2 Data and Methods 
The Arctic (8.16 million km2) is defined here as the vegetated area north of 65oN, 
excluding crops and forests, but including the tundra south of 65oN. The Boreal region 
(17.86 million km2) is defined as the vegetated area between 45oN and 65oN, excluding 
crops, tundra, broadleaf forests and grasslands south of the mixed forests, but including 
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needleleaf forests north of 65oN (Fig. 3.5). These definitions are a compromise between 
ecological and climatological conventions. Importantly, they include all non-cultivated 
vegetation types within these two regions. 
All satellite and ground data utilized in this research are described in Appendix A. 
The derivation, testing and justification of temperature and vegetation seasonality 
definitions are described in Appendix B.1. The method for estimation of 
photosynthetically active period is described in Appendix B.2. The four statistical 
methods employed to assess statistical significance and magnitude of trends are described 
in Appendix B.3. The evaluation of temperature and vegetation seasonality baselines and 
diminishment over time are described in Appendix B.4 to B.7. 
3.3 Results and Discussion 
3.3.1 Test 1: Spatially Pervasive Greening and Warming  
Constancy of !!"  is based on widespread statistically significant increases in 
PAP-mean NDVI and temperature. This is assessed using four statistical models. Results 
from two statistically robust models are mainly discussed here (Models 3 and 4 in 
Appendix B.3.1).  
Regarding PAP-mean NDVI (!! ), three points are noteworthy. First, the 
proportion of Arctic vegetation with statistically significant (p<0.1) increase in !! 
(“greening”) varied from 32 to 39% and the proportion with statistically significant 
decrease in !! (“browning”) was <4%. In the Boreal region, greening varied from 34 to 
41% and browning was <5%. The ratio of greening to browning proportion is even higher 
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at p<0.05 in both regions (Tables 3.2, 3.3).  
Second, the greening is most prominently seen in (a) coastal tundra (Bhatt et al., 
2010) and eastern mixed forests in North America, (b) needleleaf and mixed forests in 
Eurasia, and (c) shrublands and tundra in Russia (Fig. 3.2a, 3.11). North American Boreal 
vegetation shows a fragmented pattern of greening and browning (Zhou et al., 2001; Beck 
and Goetz, 2011), unlike its counterpart in Eurasia, which shows widespread contiguous 
greening. Additional analysis reveals little evidence of widespread browning of Boreal 
vegetation at the circumpolar scale (Appendix C.1).  
Third, about 90% of the Arctic and 70% of the Boreal greening vegetation show 
!! increases >2.5% per decade (Fig. 3.2c). These changes in !! can be expressed as 
changes in PAP duration. For example, a trend of “!!” days per decade at a location in 
Fig. 3.2b means the vegetation there would require “! more” days of PAP in 1982, the 
first year of the NDVI record, to equal its !! ten years later. About 88% of the Arctic 
and 81% of the Boreal greening vegetation show extensions in PAP >3 days per decade 
(Fig. 3.2d). These extensions hint of !! declines in these two regions – this is further 
explored in the fourth test below. 
Next, regarding temperature changes, PAP-mean temperature could not be 
accurately evaluated because of the coarse temporal resolution of temperature data 
(monthly). Therefore, statistical analysis was performed on a per-pixel basis but using a 
close analogue, May-to-September (“warm-season”) average temperature, !!"!  The 
proportion of Arctic and Boreal regions exhibiting statistically significant increase in !!" 
varied from 51 to 54% (Table 3.4 under the heading “Significant Trends”; Fig. 3.12). The 
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proportion exhibiting statistically significant decrease in !!" was <0.6%. 
Therefore, the constancy of !!" is based on widespread statistically significant 
increases in PAP-mean NDVI (34 to 41%) and its temperature analogue !!"!(51 to 54%) 
in the study area. 
3.3.2 Test 2: Spatial Matching of Trend Signs 
Constancy of !!" is based on spatially matching statistically significant changes 
in !! and !!". The sign of significant trends in !! and !!", or lack of such trends, is 
similar in about 47% of the Arctic and Boreal vegetated lands (Figs. 3.3a, 3.3b; all model 
results in Fig. 3.13 and Table 3.4). The trends of !! and !!" are of opposite sign in <2% 
of the study area. Greening or browning is not observed in an additional 27 to 31% of 
vegetated lands where warming is moderate. This pattern is seen in (a) evergreen 
needleleaf forests of eastern North America, (b) deciduous needleleaf forests of Russia, 
and (c) in patches in western Canada and Alaska. Thus, in nearly 74 to 78% of the Arctic 
and Boreal regions trends in !! and !!" did not strongly oppose one another during the 
past 30-years. Therefore, the constancy of !!" is based on spatially matching statistically 
significant changes in !! and !!". 
3.3.3 Test 3: Invariance across Space 
!!" is spatially-invariant, i.e. coefficients !!" of the Arctic and Boreal region are 
similar. Statistical analysis with two regression models (Zhou et al., 2001) indicates 
highly significant (p<0.01) relationships between !! and !! anomaly time series in both 
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regions (Figs. 3.3c, 3.3d; Table 3.5). Here, !!  is defined in terms of PAP-mean 
temperature for large zonal bands such that it satisfies the sun-earth geometric definition 
of seasonality. The coefficients associated with the temperature variable of the two 
regions are statistically similar in both models. Therefore, !!" is spatially-invariant over 
the 30-year study period. 
3.3.4 Test 4: Invariance across Space and Time 
!!" is spatially- and temporally-invariant, i.e. coefficients !!" of the Arctic and 
Boreal regions are not only similar but also did not change between the first and second 
halves of the 30-year study period. To avoid performing statistical analysis on short data 
records, changes in !! and !! were translated into latitudinal shifts during each half of 
the study period and compared to one another. Briefly, data from the early part of the 
time series were used to define baselines depicting seasonality variation with respect to 
latitude in the Arctic and Boreal regions. The location of temperature and vegetation 
seasonality on the respective baselines for three periods yielded seasonality declines in 
terms of latitude between the first-half (mid-1990s and early-1980s) and second-half 
(late-2000s and mid-1990s) of the data record. 
The early-1980s (1982 to 1986) Arctic warm-season !!  corresponded to the 
warm-season !! of vegetated lands >64.8
oN (Fig. 3.4a). By the late-2000s, the warm-
season temperature profile of the Arctic was similar to the early-1980s warm-season 
temperature profile of vegetated lands >60.8oN – a decline in !! of 4.0
o in latitude. The 
early-1980s Boreal region warm-season !!  corresponded to the warm-season !!  of 
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vegetated lands between 45oN and 66.1oN. By the late-2000s, the warm-season 
temperature profile of the Boreal region was similar to the early-1980s warm-season 
temperature profile of vegetated lands between 45oN and 60.9oN – a decline in !! of 5.2
o 
in latitude. Changes in !!  were similarly quantified (Fig. 3.4b). The corresponding 
declines in Arctic and Boreal !! are 7.1
o and 6.3o in latitude. 
The difference in !! decline between the first and second halves of the 30-year 
period is negligible in both the Arctic and Boreal region, in view of the coarse resolution 
of temperature data. However, this is not the case with !! . The Arctic !!  decline 
accelerated, i.e. the greening rate increased over time, from 2.15o latitude between the 
early-1980s and mid-1990s to 4.9o latitude between the mid-1990s and late-2000s. In 
contrast, !! decline in the Boreal region decelerated from 5.7
o to 0.6o latitude. These 
varying rates of !! declines are inconsistent with the idea of a spatially- and temporally-
invariant !!". 
3.3.5 Results Summary 
In summary, the first three tests support the observed (Fig. 3.1c) tight coupling 
between !! and !!. However, the fourth test indicates that !!" varies with time and that 
this variation differs between the Arctic and Boreal regions, with greening in the Arctic 
accelerating over time, whereas Boreal greening is decelerating over time. The robustness 
of these conclusions is addressed in Appendix C.2.  
Empirical evidence suggests that in addition to direct effects of warming (Forbes 
et al., 2010; Macias-Fauria et al., 2012) several other factors influence !!" (Walker et al., 
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2006; Callaghan et al., 2011a; Myers-Smith et al., 2011). These include: (a) warming-
induced disturbances and recovery [summertime droughts (Peng et al., 2011), mid-winter 
thaws (Bokhorst et al., 2009), increased frequency of fires and outbreaks of pests (Soja et 
al., 2007), shrinking and draining of lakes from thawing permafrost (Smith et al., 2005), 
desiccation of ponds (Smol and Douglas, 2007), colonization of the growing banks by 
vegetation (Callaghan et al., 2011b), etc.], (b) interacting effects of temperature and 
precipitation (Klein and Shulski, 2009), (c) complex feedbacks [feedbacks that enhance 
wintertime snow amount on land asymmetrically between Eurasia and North America 
(Bulygina et al., 2011), feedbacks from declining snow-cover extent on land (Serreze and 
Barry, 2011) leading to longer growing seasons (Myneni et al., 1997; Zhou et al., 2001) 
and promoting vegetation compositional/structural changes (Chapin et al., 2005; Walker 
et al., 2006; Euskirchen et al., 2007; Macias-Fauria et al., 2012), enhanced nitrogen 
mineralization in warmer soils insulated by increased shrub cover (Sturm et al., 2005), 
etc.], (d) anthropogenic influences [pollution from metal smelters (Toutoubalina and 
Rees, 1999), herding practices of grazing herbivores (Tømmervik et al., 2009), etc.] and 
(e) changes in wild herbivore populations (Olofsson et al., 2012). These factors could 
have contributed to an amplification of !!" in the Arctic and dampening in the Boreal 
region. 
3.3.6 Future Projections 
Projections of !! changes during this century are of interest given the observed 
relationship between !! and !! of the past 30 years. The median !! decline in the Arctic 
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and Boreal regions from 17 climate models is 22.5o and 21.8o latitude by the decade 2091 
to 2099 relative to the baseperiod 1951 to 1980 (Riahi et al., 2007; Taylor et al., 2012) 
(Table 3.6) – example in Fig. 3.4c. That is, the annual temperature profile of the Arctic 
(Boreal) during the baseperiod 1951 to 1980 was similar to the annual temperature profile 
of lands north of 64.9oN (45.2oN). By 2091 to 2099, the annual temperature profile of the 
Arctic (Boreal) is projected to be similar to the baseperiod annual temperature profile of 
lands north of 42.4oN (23.4oN).  
The observed !! decline during 2001 to 2010 is already greater than the multi-
model median estimate (Table 3.6). Recent trends are thus consistent with longer-term 
observations. It is not known how !! will change in response to large projected declines 
in !! as this depends on adaptability of extant species and migration rates of productive 
southerly species in the face of unchanging insolation seasonality (Hays et al., 1976), 
increased frequency of winter warming events (Bokhorst et al., 2009) and other factors 
(Appendix C.3). Hence the need for continued monitoring (Post et al., 2009) of northern 
lands as their seasonal temperature profiles evolve to resemble those further south. 
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Appendix A: Data 
A.1 AVHRR NDVI Data 
The latest version (third generation) of the Normalized Difference Vegetation 
Index (GIMMS NDVI3g) data set generated from the Advanced Very High Resolution 
Radiometers (AVHRR) onboard a series of NOAA satellites (NOAA 7, 9, 11, 14, 16, 17 
and 18) was used in this study. This data set was produced with the goal of improving 
data quality in the northerly lands where the growing seasons are short, using improved 
calibration procedures unlike its previous counterpart (NDVIg) (Bhatt et al., 2010; 
Pinzon, 2012).  
The NDVI3g data set has a spatial resolution of 8km by 8km per pixel. The 
maximum NDVI value over a 15-day period is used to represent each 15-day interval to 
minimize corruption of vegetation signal from atmospheric effects, scan angle effects, 
cloud contamination and effects of varying solar zenith angle at the time of measurement 
(Holben, 1986). This compositing scheme results in two maximum-value NDVI 
composites per month. The entire available NDVI3g record - July 1981 to December 
2011 – was used in this study. Only positive NDVI values that occurred when the surface 
soils were thawed were used in all the analysis. This assured that the NDVI values 
corresponded to the period when the vegetation was potentially photosynthetically active 
(Appendix B.2.). 
The NDVI is a radiometric measure of the amount of photosynthetically active 
radiation (~ 400 to 700 nm) absorbed by chlorophyll in the green leaves of a vegetation 
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canopy (Myneni et al., 1995) and has proven to be a good surrogate of vegetation 
photosynthetic activity (Myneni et al., 1997). However, NDVI changes discussed in this 
article should not be interpreted in terms of terrestrial carbon exchanges, such as net 
primary production, net ecosystem exchange, etc.  
A.2 MODIS NDVI Data 
The latest version of NDVI data (Collection 5) from the MODIS instrument 
aboard NASA’s Terra satellite was used to evaluate the quality of AVHRR NDVI3g data 
during the overlapping period: February 2000 (start of the MODIS record) to December 
2011. Unlike AVHRR, MODIS has on-board calibration and precise orbital maintenance. 
These features combined with narrow spectral bands, higher radiometric precision, 
atmospheric correction with physics-based algorithms and multiple re-processing of the 
MODIS data archive with progressively refined algorithms have resulted in improved 
research-quality vegetation index products. The method described in Xu et al. (2011) was 
used to select the best-quality MODIS NDVI data.  
The MODIS NDVI data are of shorter duration (Feb 2000 onwards). Moreover, 
the Terra MODIS instrument developed an anomaly since 2009 and this has reduced the 
quality of MODIS NDVI since then (Wang et al., 2012). Nevertheless, comparison of 
NDVI3g to MODIS NDVI was performed (Table 3.10). Results from NDVI3g are also 
compared to those from an earlier version (NDVIg) in Appendix C.1.  
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A.3 Surface Temperature Data 
Near-surface air temperature data over land (5o by 5o) from the Climatic Research 
Unit (CRU) at the University of East Anglia, UK, for the period 1951 to 2011 were used 
in this study. CRU provides both anomaly (CRUTEM4) and base period absolute 
temperature data, which allows evaluation of temperature values in each 5o by 5o grid cell.  
Two higher-resolution (0.5o by 0.5o) temperature data sets were also used in this 
study. The first is the CRU-TS 3.1 for the period January 1981 to December 2009. The 
second is the NOAA NCEP CPC data set for the period January 1981 to December 2011. 
All data sets are publicly available. These data were used in different parts of this study 
to ensure robust results (Appendix C.2.).  
A.4 Freeze/Thaw Data 
Daily records of landscape freeze/thaw data for the period 1st January 1988 to 31st 
December 2007 were obtained from NSIDC. The data records include daily AM 
freeze/thaw, PM freeze/thaw and combined freeze/thaw, among other parameters at a 
spatial resolution of 25km by 25km (Kim et al., 2012). The combined parameter, which 
describes daily AM and PM thawed or frozen ground state, both measured independently, 
was used to estimate dates of spring thaw and autumn freeze as described in Appendix 
B.2.  
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Appendix B: Methods and Analysis 
B.1 Definitions of Temperature and Vegetation Seasonality 
The objective is to develop definitions of temperature seasonality, !! , and 
seasonality of vegetation photosynthetic activity, !! ! These can be defined concordantly 
as, 
!! ! ! !!! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!! 
!! ! ! !!! !
! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!! 
where ! is latitude, ! !  is mean annual land surface temperature averaged over 
longitudes on land surfaces except ice sheets, and ! !  is mean annual photosynthetic 
activity averaged over longitudes of Arctic and/or Boreal vegetation shown in Fig. 3.5. 
These definitions possess three important properties: (1) concordance, (2) ecological 
underpinning, namely, vegetation photosynthetic activity in the North depends on the 
seasonal cycle of temperature and not on the difference between annual maximum and 
minimum temperatures, and (3) satisfy the principle that seasonality increases with 
latitude at an annual time scale due to patterns of insolation resulting from sun-earth 
geometry only, i.e. they are heliocentric definitions of seasonality.  
The zonally-averaged temperature or vegetation photosynthetic activity in Eqs. (1) 
and (2) can be modeled as 
! !! ! ! !! ! ! !! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!! 
where ! is sine or cosine of latitude !, ! is time during the year, ! is a constant and ! is a 
T
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function that characterizes the variation of temperature or vegetation photosynthetic 
activity during the course of a year with respect to latitude. The functional form of ! is 
different for temperature and vegetation photosynthetic activity because temperature in 
Kelvin !!! is never equal to zero, while vegetation photosynthetic activity is equal to 
zero outside of the Photosynthetically Active Period (PAP) due to frozen soils and/or 
cold air temperatures (PAP < a year). This has two implications.  
First, the period of latitudinal variations of temperature is constant, while it varies 
in the case of vegetation photosynthetic activity. Thus, temperature seasonality may be 
defined in terms of latitudinal variations in amplitude only, while seasonality of 
vegetation photosynthetic activity should be defined in terms of latitudinal variations in 
both its amplitude (annual maximum vegetation photosynthetic activity because the 
minimum value is zero) and PAP. For this reason, temperature seasonality is 
conventionally defined as the annual range, i.e. the maximum minus the minimum. The 
new definition of temperature seasonality introduced here [Eq. (1)] is consistent with the 
conventional definition of temperature seasonality at an annual scale (cf. next section). 
Second, temporal variations of temperature are best modeled as a combination of 
sine and cosine functions, while temporal variations of vegetation photosynthetic activity 
are best described by a Gaussian function.  
Heliocentric definitions of temperature seasonality do not have to be based on 
annual-mean zonally-averaged temperatures. It is also possible to define “warm-season” 
temperature seasonality similarly, !! ! ! !!! !!!" ! ! , where !!" !  is zonally-
averaged May-to-September mean temperature. This definition also satisfies the principle 
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that seasonality increases with increasing latitude at an annual time scale due to sun-earth 
geometry only. Simple analytical models are presented in the following subsections and 
their validity is established through comparisons with data and further argumentation. 
B.1.1 Definition of Temperature Seasonality 
Only a few studies have focused on evaluating whether changes in the phase and 
amplitude of the annual cycle of temperature observations are comparable with those 
from climate model simulations with various forcings using respective grid-point data 
(Thomson, 1995; Mann and Park, 1996; Wallace and Osborn, 2002; Stine et al., 2009). 
Vegetation photosynthetic activity responds to changes in absolute temperature, above 
some critical threshold value, during the photosynthetically active period, rather than to 
either temperature changes relative to the annual mean (Stine et al., 2009) or the 
difference between the annual maximum and minimum temperatures. Therefore, the 
following is focused on modeling the latitudinal variation of the annual cycle of absolute 
land surface temperatures (ice sheets excluded). 
Let !!"#!!! and !!"#!!! denote annual-means of daily maximum and minimum 
near-surface air temperature averaged over longitudes on land surfaces except the ice 
sheets. This spatio-temporal averaging minimizes impact of factors other than those 
related to sun-earth geometry on temperature seasonality. !!"#!!! decreases with latitude 
! more rapidly than !!"# ! ! such that the range !!!"# ! ! !!"#!!!! increases with ! 
(Fig. 3.6a). This range is conventionally defined as temperature seasonality (North and 
Coakley, 1979; Andreasson and Schmitz, 2000). The mean temperature ! !  also 
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decreases with !! and therefore, its inverse, !!!! !! ! ! increases with ! (Fig. 3.6a). This 
quantity can also be taken as a measure of temperature seasonality. The advantages are 
two-fold: (a) it is concordant with the definition of vegetation photosynthetic activity 
(Appendix B.1.2), (b) it is nearly-equivalent to the conventional definition of temperature 
seasonality (Fig. 3.6b). This definition also obeys the principle that seasonality increases 
with increasing latitude at an annual scale (Fig. 3.6). Below, a simple model is outlined to 
provide a physical foundation for the above reasoning. 
The first order approximation of zonally-averaged temperature in a simple two 
dimensional (latitude and time) energy balance model that includes solar insolation, 
thermal radiation and horizontal diffusive heat transport is given by 
! !! ! ! !!! ! !!!! !"#!!" ! !!! !"# !!"!!! ! ! !!!! ! !!!!!!!!!!!!!!!!!!!!!"! !!! 
where !  is the sine of latitude ! , !  is time of the year, and !!!! !!  is the average 
temperature at !  (North and Coakley, 1979). The mean annual temperature is thus 
determined by coefficients !!, !!, and the 2
nd Legendre polynomial  
!! ! !
!
!
!!
!
! ! , 
while the amplitude is determined by coefficients !!! , !!! , and the 1
st Legendre 
polynomial !! ! ! !.  
If this first order approximation is fit to CRU-TS 3.1 (Appendix A.3.) monthly-
mean land surface temperatures from the northern hemisphere, excluding ice-sheets, for 
the period early-1980s (1982 to 1986), the resulting coefficients are: 
!! ! !"#!!! !!!! ! !!"!!! !!!!! ! !!!!! !!!! ! !!"!!. 
The land surface temperatures can be estimated with a Root Mean Square Error (RMSE) 
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of 1.9K with these coefficients. The annual-mean land surface temperature ! !  (in K) at 
latitude ! in the northern hemisphere can be estimated as 
! ! ! !! ! !!!! ! ! !"#!!!
!!"!!
!
!!
!
! ! ! !"#!!! !"!! !"#
!
!!    Eq. (5) 
The amplitude !!!! can be estimated as 
! ! ! !! !!!
!
! !!!
! !!!
!!! ! ! !"! ! !" !"# !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!! 
The amplitude ! !  represents the conventional definition of temperature seasonality. 
The inverse of the annual-mean temperature, !!! ! , represents the new definition 
introduced in this article. The two seasonality measures are monotonically, but non-
linearly, related and both increase with latitude, as expected, 
!!!! ! ! ! !!!!!"#!!! !!!"!! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!! 
This is graphically demonstrated in Fig. 3.6b. 
The above formulation demonstrates the similarity between the conventional 
definition of temperature seasonality, ! ! ! and the new definition, !!! ! . This article is, 
however, focused on large zonal bands (Arctic and Boreal regions) that span a range of 
latitudes (Fig. 3.5). Therefore, it is important to establish a similar equivalency for large 
zonal bands. For example, if the zonally-averaged temperature between latitude ! and 
90°N is of interest (Fig. 3.7a), the requisite integration is 
!! ! ! !"!! ! ! " ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!!
!"
!
 
where !" !  is the weight determined by the fraction of land area at latitude ! calculated 
from the vegetation map (Fig. 3.5). The weights must be defined in such a way that they 
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sum to unity. Similarly, if the zonally-averaged temperature between latitude 45o and ! is 
of interest, where !! ! 45o (e.g. Fig. 3.7b), the requisite integration is 
!! ! ! !"!! ! ! " ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!!
!
!"
 
and the weights !" !  should be defined accordingly. As these weights depend on the 
vegetation map, there is no analytical solution to Eqs. (8) and (9). Numerical integration, 
however, demonstrates a good correspondence between the conventional and new 
definition of temperature seasonality even for large zonal belts (Fig. 3.7c). 
The upper and lower boundaries of the Arctic and Boreal regions vary 
longitudinally and latitudinally (Fig. 3.5). Therefore, their seasonality variations can be 
expressed in terms of equivalent variations over zones with boundary latitudes, !!
!
! and 
!!
!
!, where !!
!
! ! !!
!
!, in two ways. First, by treating !!
!
! as a constant and !!
!
! as a 
variable, such that increasing !!
!
! produces a seasonality increment and vice versa. 
Second, by treating !!
!
! as a constant and !!
!
! as a variable, such that decreasing !!
!
! 
produces a seasonality decrement and vice versa (e.g. Figs. 3.7a and 3.7b). This gives two 
ways of obtaining the full range of seasonality variation with respect to latitude (Fig. 
3.3d). This is necessary because it is not known a priori the value of Arctic and Boreal 
temperature (and vegetation) seasonality and how these will change over time. For 
example, if only Eq. (8) is used to derive the range of seasonality for the early-1980s by 
varying the lower latitudinal boundary !, it is possible that the Boreal region seasonality 
during the late-2000s might be outside this range. Thus, it is important to use both Eqs. (8) 
and (9) to obtain the full range of seasonality variations (Fig. 3.4a and Appendix B.4.). 
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B.1.2 Definition of Seasonality of Vegetation Photosynthetic activity 
Vegetation photosynthetic activity is represented by a well proven surrogate, the 
satellite data-based Normalized Difference Vegetation Index (Appendix A.1.). The NDVI 
exhibits positive values during winter from evergreen vegetation (Fig. 3.8a), although 
vegetation photosynthetic activity is effectively zero due to frozen soils and/or cold air 
temperatures. Therefore, only NDVI values during the Photosynthetically Active Period 
(PAP) are indicative of vegetation photosynthetic activity. Thus, the definition of 
seasonality of vegetation photosynthetic activity (vegetation seasonality, hereafter) must 
account for variations in both the amplitude and PAP, as discussed earlier. The amplitude 
is simply the annual maximum NDVI value. The PAP is defined as the period when the 
ground is thawed and is determined using satellite-based passive microwave brightness 
temperature data (Appendix B.2.). Below, a simple model for vegetation seasonality is 
derived. It satisfies the requisite principle that (vegetation) seasonality increases with 
increasing latitude. 
Zonally-averaged NDVI data over the Arctic and Boreal regions can be 
approximated using a combination of the Gaussian function in the time domain and 
power function in the latitude domain, i.e.  
! !! ! ! !! ! !!!
!! !"#
! !!" ! !!
!
!!
!
!
!!!
! !!!
!! !!!!!!!!!!!!!!!!!!!!!!"! !!"! 
where ! is the cosine of latitude, ! is time of the year normalized by !!, and !!!! !! is 
the zonally-averaged NDVI mentioned above. This model fits all NDVI profiles between 
50oN and 75oN, at 1o latitude interval, quite well (RMSE = 0.04NDVI) with the following 
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retrieved coefficients:   
!! ! !!!!"! !!! ! !!!"! !!! ! !!!!"! !!! ! !!!"! 
!! ! !!!!! !!! ! !!!"! !!! ! !!!"! !!! ! !!!". 
The Full Width at Sixth of Maximum (FWSM) was found, through iteration, to 
correspond to the case of minimal standard deviation, at each 1o zonal band, for the 
differences between model-predicted and satellite-based estimates of freeze/thaw dates. 
Therefore, the duration of PAP as a function of x can be written as 
!"! ! ! ! ! !" !!!!
!!
! !
!"#
!!
! !!"!
!!!"
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!!! 
Thus,  ! !! !  averaged over the PAP can be estimated as 
!! ! !
!!
!
!
!" !
!
!! !"# ! !" !!!!
!!
! ! !! ! !!!
!!   
! !!!"!
!!!!"
!"# !!!"!
!!!"
! !!!"!
!!!"
! !!!" ! 
!!!" !"# !!!"!
!!!"
! !!!"!
!!!"
! !!!"!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!Eq. (12) 
where !"#!!!!  is the error correction function, which is a monotonically increasing 
function. Note that !!! has very small variations, which can be ignored. The annual 
maximum NDVI can also be estimated, 
!"#$%&' ! ! !!!
!! ! !! ! !!!
!! ! !!!"! !!!"!
!!!"
!!!!!!!!!!!!!!!!"! !!"!! 
Each of the three quantities – PAP, NDVI averaged over the PAP, and annual 
maximum NDVI – is a monotonically increasing function of the cosine of latitude, x, i.e. 
all three quantities monotonically decrease with latitude [Eqs. (11-13)]. Also, note the 
PAP-mean NDVI (Eq. 12) includes variations due to PAP in the !"#!!!! function and 
variations due to annual maximum NDVI in the rest of the equation. Therefore, 
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vegetation seasonality, when defined in terms of NDVI, is an explicit function of both 
PAP duration and annual maximum NDVI, unlike temperature seasonality which 
depends only on the amplitude, as discussed earlier. It is for this reason that temperature 
seasonality was defined as the inverse of zonally-averaged annual-mean temperature, 
!!! ! . Vegetation seasonality can be similarly defined as !!! ! !! The two definitions 
are now concordant [Eqs. (1) and (2)] and obey the principle that seasonality increases 
with increasing latitude at an annual time scale. This is also true for large zonal belts with 
latitudinal boundaries !!
!
! and !!
!
!, where !!
!
! ! !!
!
! (Fig. 3.8b) as in the case of 
temperature (Fig. 3.7d).  
B.1.3 Justification and Validity of New Definitions of Seasonality 
The new definitions of temperature and vegetation seasonality are motivated and 
justified by the following considerations. Vegetation photosynthetic activity in the north 
depends on the integrated temperature value above some critical threshold during the year 
(e.g. as in the concept of growing degree days), not on the difference between maximum 
and minimum temperatures (all else being optimal). Therefore, a definition of 
temperature seasonality that captures both the duration when the temperature is above the 
critical threshold and the maximum value during this period is needed. This is expressed 
“most simply” by the inverse of the zonal mean temperature averaged over the 
photosynthetically active period.  
This argumentation is supported by the results in Fig. 3.9. The annual average 
temperature is more closely related to PAP-mean NDVI than the temperature amplitude 
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(Fig. 3.9c vs. Fig. 3.9a) because the former is based on the entire annual cycle of 
temperature while the latter is based on just two values – maximum and minimum 
temperatures. For the same reason, the new definition of temperature seasonality is more 
closely related to vegetation seasonality than the conventional definition of temperature 
seasonality (Fig. 3.9d vs. Fig. 3.9b). The wording “more closely related to” is based on 
the relative root mean square error (RRMSE) of the fit shown in Fig. 3.9. 
Seasonality variations inferred from analysis based on disparate definitions (e.g. 
temperature seasonality as annual amplitude and vegetation seasonality as inverse of 
annual productivity) would be less accurate than those presented in this article because of 
the poor causal argument underlying temperature amplitude and PAP-mean NDVI which 
is reflected in the fit of the respective observations (Fig. 3.9a).  
The new definitions of seasonality are not only based on a meaningful ecological 
principle, namely, the said connection between integrated temperature above thresholds 
and vegetation productivity, but also harmonize across two very disparate variables – one 
physical (temperature) which is never equal to zero (Kelvin) and one biological 
(vegetation photosynthetic activity) which is equal to zero (carbon flux unit) outside the 
photosynthetically active period, as mentioned earlier. 
It is these three features: (1) concordant definitions, (2) ecological underpinning, 
and (3) heliocentric constraint, that permit inferences regarding seasonality variations in 
temperature and vegetation during the past 30 years (from measurements; Figs. 3.4a and 
3.4b) and projections of temperature seasonality variations during the next 100 years 
(from a suite of coupled climate models (Fig. 3.4c and Table 3.6). 
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The validity of the new seasonality definition is tested in Fig. 3.10. The 
temperature profile (i.e. variation during the course of a year) of the Arctic during the 
reference period (1951 to 1980) corresponded to the temperature profile of all land areas 
(excluding ice sheets) north of 65oN. Using the new definition introduced here, the 
temperature seasonality of the Arctic would diminish by an amount equivalent to a 
southward shift of 18.6o in latitude based on a simulation by a coupled climate model 
(CCSM4) by the decade 2091 to 2099 (Fig. 3.4c; Table 3.6). That is, the temperature 
profile of the Arctic in the decade 2091 to 2099 would resemble the temperature profile 
of all land areas (excluding ice sheets) north of 46.4oN during the reference period. 
Alternatively, let LoN be the latitude of the southern boundary of a zone that satisfies the 
condition, !"# !!! !!! ! !!!!! !!!!
!
! where t is days ! a year, !! !!!  is the 
temperature profile of the Arctic for a certain decade D between 1981 and 2099 and 
!!!!! !!!  is the temperature profile of lands >L
oN, vegetated or barren but not ice 
sheets, during the base period B (1951 to 1980). This latitude LoN (Fig. 3.10) matches the 
latitude inferred using the baseline methodology (corresponding CCSM4 entries in Table 
3.6). Using this method based on least squares, it was found that the temperature profile 
of the Arctic in the decade 2091 to 2099 corresponds “closest” to the temperature profile 
of all land areas (excluding ice sheets) north of 46.5oN during the reference period – by 
“closest” it is meant that the sum of squares of the differences between the two 
temperature profiles is at a minimum. That is, the sum of squares of the differences 
between the temperature profile of the Arctic in the decade 2091 to 2099 and the 
temperature profile north of every other latitude value during the reference period is 
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greater than at north of 46.5oN. This test therefore confirms that the new definition of 
seasonality accurately captured the entire annual cycle of temperature at the zonal scale. 
B.2 Estimating Photosynthetically Active Period (PAP) 
The period between the dates of spring thaw and autumn freeze has been reported 
to be representative of the Photosynthetically Active Period (McDonald et al., 2004; Kim 
et al., 2012). Therefore, the combined parameter in the daily ground-state freeze/thaw 
data set (specifically, AM and PM thawed ground-state) was used to estimate, for each 
pixel (p) and year (y), spring thaw date, !! !!! !!as the date corresponding to the 8
th day 
of the first 15 day period in a year, starting from January, when 12 out of 15 days the 
ground is thawed (AM and PM thawed). Similarly, the end date of landscape thaw in the 
autumn, !! !!! !!was estimated as the date corresponding to the 8
th day of the last 15 
day period in a year when 12 out of 15 days the ground is thawed (AM and PM thawed). 
The resulting dates !! !!!  and !! !!!  were averaged over the 20-year period of the 
record (1988 to 2007) because the freeze/thaw data series is shorter than the NDVI data 
series (1981 to 2011). This will introduce an error because a tendency for lengthening 
ground non-frozen state has been reported (Zhang et al., 2011; Kim et al., 2012). 
However, this error is small because the NDVI values about t1 and t2 are low and 
contribute little to the PAP-mean NDVI. 
B.3 Statistical Methods 
B.3.1 Models for Trend Analysis 
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Four models were used to evaluate areal extents of statistically significant (p<0.05 
and 0.1) changes in PAP-mean NDVI and May-to-September average temperature and 
corresponding trend magnitudes (Figs. 3.2a, 3.3a, 3.3b, 3.11, 3.12 and 3.13; Tables 3.2, 
3.3 and 3.4). Models 1, 2 and 4 were used in previous studies (Goetz et al., 2005; Bunn 
and Goetz, 2006; Bhatt et al., 2010; Beck and Goetz, 2011). Model 3, introduced in the 
present study, and Model 4 are robust statistical models – results from these two models 
are therefore mostly quoted in the manuscript. Below, PAP-mean NDVI is used to 
illustrate description of the models. The error terms ! in all models are assumed to be 
independent and identically distributed random variables sampled from a Normal 
distribution with zero mean and constant variance.  
Model 1 : The Simple Linear Trend (SLT) model used in Bhatt et al. (2010) is 
represented by 
!! ! ! ! !! ! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
where !! is PAP-mean NDVI of a pixel at time (year) t, ! and ! are coefficients and !! is 
random error. Statistical significance of the deterministic trend ! was tested using the t-
distribution. The trend significance will be overstated if the time series is non-stationary 
(Granger and Newbold, 1974) or !! exhibit serial correlation (Cochrane and Orcutt, 
1949). 
Model 2 : This represents one of the statistical models used in previous studies 
(Goetz et al., 2005; Bunn and Goetz, 2006) with corrections for errors identified in their 
code and personal communications. This model is not ideally suited for handling non-
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stationary time series (see Model 4 description). 
Step-One: Auto-Regressive process AR(1) with a constant drift and a 
deterministic trend term !", augmented with p lags to account for autocorrelation in the 
residuals !! ! also known as the augmented Dickey-Fuller (ADF) test, 
!!! ! ! ! !" ! ! ! ! !!!! ! !!!!!!! ! !!
!
!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
where !!! is the first-order differenced time series of PAP-mean NDVI, !!! ! !!!!!, !, 
!, ! and !! are coefficients, !!!!! is the first-order differenced time series at lag!!, and !! 
is random error. The maximum number of lags p was set equal to 4 to be consistent 
(Goetz et al., 2005; Bunn and Goetz, 2006). Orders from zero to four were considered, 
where order zero is Eq. (15) without the summation term !!!!!!!
!
!!!
, such that the 
resulting equation represents an AR(1) process, 
!! ! ! ! !" ! !!!!! ! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
i.e. 
!!! ! ! ! !" ! ! ! ! !!!! ! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
The accepted model was the one that minimized information loss based on the 
Akaike Information Criterion (AIC) (Akaike, 1974) amongst the set of five fitted models, 
[AR(1) through AR(5)]. To assure that autocorrelation was successfully removed in the 
residuals of the accepted model, the Ljung and Box portmanteau test was conducted,  
! ! ! ! ! !
! ! !
! ! !
!
!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
where ! is the sample size, ! is the number of autocorrelation lags, and !!!! is the 
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sample autocorrelation at lag k (Ljung and Box, 1978). As suggested in Box et al. (1994), 
M was set equal to 20; which accounts for sample size differences between the previous 
(Goetz et al., 2005; Bunn and Goetz, 2006) and the current study. Autocorrelation was 
considered successfully removed if the fitted-model could not be rejected according to a 
preset threshold (p<0.1). 
Stationarity was assessed on the coefficient !! ! !!  using the ADF statistic 
(p<0.05) (Dickey and Fuller, 1979). If the series was stationary, !!!! ! !!, i.e. there is no 
unit root, the significance of ! was tested using the t-distribution to identify whether a 
statistically significant deterministic trend existed. If yes, the magnitude of the trend was 
estimated using the simple linear trend model [Eq. (14)] to ensure that the long-term 
deterministic trend estimation was not biased by the autoregressive terms (Mathworks, 
2012), unlike Goetz et al. (2005) but not Bunn and Goetz (2006), where both significance 
assessment and trend were inferred from !  of the best lag model based on AIC. 
Step-Two: If the fitted-model in step-one was non-stationary, !! ! !!, i.e. there is 
a unit root, the deterministic trend term !"!was dropped, and the first-order differenced 
time series was fitted to the AR process of first-order differences with a drift,  
!!! ! ! ! !!!!!!! ! !!
!
!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
Orders from zero to four were considered, where order zero corresponds to omitting the 
summation term !!!!!!!
!
!!!
. The accepted model was one that minimized information 
loss based on AIC amongst the set of five fitted-models.  The residuals were tested using 
the Ljung and Box portmanteau test [Eq. (18)] to ensure that autocorrelation was 
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successfully removed. If yes, ! of the accepted model was tested for significance using 
the t-distribution, while the actual magnitude of the drift was estimated using lag order 
zero, i.e. 
!!! ! ! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"!!!"! 
which ensured that the overall drift value was not biased by the autoregressive terms 
(Mathworks, 2012), unlike the previous (Goetz et al., 2005; Bunn and Goetz, 2006) where 
both significance assessment and drift were inferred from !  of the best lag model based 
on AIC.  
In the code provided by the authors (Goetz et al., 2005; Bunn and Goetz, 2006), 
the term ! ! ! !!!! was included, i.e. instead of Eq. (19), the following model was used
 
(Goetz et al., 2005; Bunn and Goetz, 2006), 
!!! ! ! ! ! ! ! !!!! ! !!!!!!! ! !!
!
!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
Thus, an additional check with the ADF test for existence of a unit root is needed before 
testing the significance of ! because Eq. (21) represents an alternate model for the same 
time series and the fitted-model should be checked for stationarity, which the previous 
(Goetz et al., 2005; Bunn and Goetz, 2006) did not do. To avoid this, Eq. (19) was used in 
the present study, instead of Eq. (21). 
Model 3 : Results from this model are presented in the manuscript because the 
model captures lingering effects of prior observations and prior random errors in the 
NDVI data series which have been assembled with data from several different sensors 
over a period of over 30-years (Pinzon et al., 2005; Tucker et al., 2005; Brown et al., 
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2006; Pinzon, 2012).  
The model is the standard Box-Jenkins Auto-Regressive Integrated Moving 
Average [ARIMA(p,d,q)], where p represents the number of Auto-Regressive (AR) terms, 
q represents the number of Moving Average (MA) terms and d is the number of 
nonseasonal differences required to make the time series stationary (Box et al., 1994). 
The AR represents the lasting effects of prior observations and MA represents lasting 
effects of prior random errors. Note that the second-step of Model 2 [Eq. (19)] is an 
ARIMA(p,1,0) model with drift. The ARIMA models are useful when the data series are 
suspected to be non-stationary, in which case differencing will make the series stationary. 
For example, the PAP-mean NDVI, y, for each pixel in year t was modeled as  
!!! ! ! ! !! ! !!!!!!!
!
!!!
! !!!!!!
!
!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!!! 
where !!! represents the first-order differenced time series, !, !! and !!are coeffcients, 
!!!!! is the first-order differenced time series at lag!!, and !! is random error. Lag orders 
!!!"#!! from 1 to 2 were considered because the goal is to find the most parsimonious 
model that adequately describes the data. Further, in order to not over-difference the time 
series, only first-order differences were used, which is equivalent to assuming that the 
time series has a constant average trend. The accepted model was that which minimized 
AIC. The residuals were tested using the Ljung and Box portmanteau test [Eq. (18)]. If 
this test was successful, the drift ! was tested for significance using the t-distribution.  
Model 4 : Statistical models that assume stationary errors (e.g. Model 1) will 
result in spurious significance if the time series has a unit root. On the other hand, 
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statistical methods that deal with non-stationary errors often suffer from low power (e.g. 
Model 2), and are further affected by the parameters chosen (e.g. different autocorrelation 
lags in Model 2). Therefore, Vogelsang proposed a robust general model for trend 
estimation with no requirement of apriori knowledge as to whether the time series is 
stationary or non-stationary, and which also avoids estimation of autocorrelation 
parameters (Vogelsang, 1998; Fomby and Vogelsang, 2002). Results from this model are 
presented in the manuscript for these reasons and as an alternate to Model 3 (e.g. Figs. 
3.3a and 3.3b). This model has also been used in the previous studies (Goetz et al., 2005; 
Bunn and Goetz, 2006; Beck and Goetz, 2011). 
By forming partial sums of the time series, the simple linear trend [Eq. (14)] can 
be transformed to 
!! ! !" ! !
!
!
!
!
! ! ! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"! 
where !! ! !!
!
!!!  and !! ! !!
!
!!! . The OLS estimate of ! in this equation is the linear 
trend estimation. ! is then evaluated for statistical significance using the ! ! !!! test. It 
is robust, as the test is designed to have power when the error is stationary, and remains 
robust if there is high autocorrelation or a unit root in the errors. In addition, it also has 
high power for finite sample-size tests. Obviously, it avoids parameter selections such as 
autocorrelation lag lengths as in the case of certain models for dealing with non-
stationary errors (e.g. Model 2). 
B.3.2 Regression Analysis 
A way to avoid spurious association between two variables in a regression 
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analysis (Granger and Newbold, 1974) is to include a deterministic variable in the 
equation. This has the effect of detrending the original time series. Thus, the following 
regression model was used in current study, 
Y = !0 +!1 X + !2 time + " ,                                               Eq. (24) 
where Y is the dependent variable, time is the deterministic variable, X is the independent 
variable, !0, !1 and !2 are the regression coefficients, and " is random error. This 
specification is acceptable only if the dependent variable contains a deterministic trend; if 
the dependent variable contains a stochastic trend, detrending will introduce errors. 
Unfortunately, it is difficult to differentiate between deterministic and stochastic trends 
for short time periods (Nelson and Plosser, 1982; Enders, 1995). An alternate regression 
model to reduce the likelihood of a spurious regression was used in the current study, 
!Y = !0 + !1!X + " .                                                  Eq. (25) 
Here !Y and !X are the first differences of X and Y, and !0, !1 and " are as in Eq. (24). 
These models were used in a similar context in our prior work and the statistical basis for 
these choices can be found there (Zhou et al., 2001). These two regression models were 
used to test the significance of association between anomalies of vegetation and 
temperature seasonality (insets in Fig. 3.3c and 3.3d; numerical values in Table 3.5) and 
between PAP-mean NDVI anomalies from AVHRR and MODIS data (Table 3.10). 
B.4 Warm-season Temperature Seasonality Diminishment (Fig. 3.4a) 
Two baselines are required to capture the range of variation in temperature 
seasonality between 50oN and 75oN at the annual scale. These baselines were evaluated 
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using 1982 to 1986 CRUTEM4 temperature data (Appendix A.3.), a period short enough 
to preclude secular temperature trends but assures smoother profiles. 
For the first baseline, let !!!!!! !"!!! !"#$! !"#$! denote the early-1980s May-
to-September, i.e. warm-season, temperature seasonality over the Arctic and Boreal 
vegetated lands between the latitudes !!! and 90oN. It is evaluated as the inverse of the 
corresponding temperature, 
! !
!
!! !"
!
!! !"#$! !"#$ ! !!!! ! ! !!!! !"!!! !"#$! !"#$ ! !"! !!"! 
where ! is temperature, ! is warm-season average temperature and ! ! ! is the spatial 
average of ! between latitudes !!! and 90oN. This spatial averaging is performed only 
over the Arctic and Boreal vegetated lands (Fig. 3.5). The seasonality, 
!!!!!! !"!!! !"#$! !"#$!, resulting by varying !!! between 50oN to 75oN  is shown in 
Fig. 3.4a as the blue baseline. 
For the second baseline, let !!!"!!! !!!! !"#$! !"#$! denote the early-1980s 
May-to-September temperature seasonality over the Arctic and Boreal vegetated lands 
between 45oN and !!!!where !!! ! !"!!! The seasonality, !!!"!!! !!!! !"#$! !"#$!, 
resulting by varying !!! between 50oN to 75oN  is shown in Fig. 3.4a as the brown 
baseline.  
The Arctic and Boreal temperature seasonalities for various time periods in Fig. 
3.4a were evaluated as follows. For example, let !!!!"! !"#$! !"#$! denote the early-
1980s May-to-September temperature seasonality over Arctic vegetated lands exhibiting 
statistically significant (p<0.1) increases or decreases in warm-season temperature. It is 
evaluated as the inverse of the corresponding temperature, 
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! !!"! !"#$! !"#$ ! !!! ! ! !!"! !"#$! !"#$ !!!!!!!!!!!!!!!!!!!!"! !!"!  
where ! is temperature, ! is warm-season average temperature and ! ! ! is spatially 
average of ! over the Arctic vegetated lands exhibiting statistically significant (p<0.1) 
increases or decreases in warm-season temperature (Fig. 3.12c). Locations exhibiting no 
statistically significant changes are not included because their warm-season temperature 
has not changed – including them would be equivalent to adding zeros to a summation 
operation. The resulting seasonality is plotted on the appropriate baseline as an asterisk 
and the corresponding latitude is shown in Fig. 3.4a. The same procedure is then applied 
to the Boreal vegetation (filled-circles in Fig. 3.4a). The evaluation of Arctic and Boreal 
temperature seasonalities for periods mid-1990s (1995 to 1997) and late-2000s (2006 to 
2010) in Fig. 3.4a was performed similarly. 
B.5 Baselines of Vegetation Seasonality (Fig. 3.4b) 
As in the case of temperature (Fig. 3.4a), two baselines are required to capture the 
range of variation in seasonality of vegetation photosynthetic activity between the 
latitudes 50oN and 75oN at the annual scale. These baselines were evaluated using 1982 
to 1986 AVHRR NDVI data, a period short enough to preclude secular NDVI trends but 
assures smoother profiles. 
For the first baseline, let !!!!!! !"!!! !"#$! !"#$!  denote the early-1980s 
seasonality of Arctic and Boreal vegetation photosynthetic activity between the latitudes 
!
!
! and 90oN. It is evaluated as the inverse of the corresponding NDVI, averaged over 
the PAP, i.e. 
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! !
!
!! !"
!
!! !"#$! !"#$ ! !!! !"#$ ! !!!! !"!!! !"#$! !"#$ ! !"! !!"! 
where 
! !"#$ ! !
!
!! !"
!
!! !"#$! !"#$ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
!
!!! ! !!!
! !" ! !"#$ ! !!!
!!
!!
!
!
!! !"
!
!! !"#$! !"#$!!!!!!!!!!!!!!!!!!"! !!"!! 
The symbols t1 and t2 denote the start and end dates of PAP as estimated from 
ground-state freeze/thaw data (Appendix B.2.). They are defined as when 5% of the 
Arctic and Boreal vegetated lands between the latitudes !!! and 90oN are thawed in the 
spring (t1) and remain thawed in autumn (t2).  
The early-1980s NDVI temporal profile of Arctic and Boreal vegetated lands 
between the latitudes !!! and 90oN in Eq. (29) is evaluated as 
! !"#$ ! !! !!!! !"!!! !"#$! !"#$ !!! 
!!! !"! !"! " !!! !"#$ !!!! !!!" !!!!!!!!!!!!!!!!!!"! !!"!
!"#
!
!"
!
!
!!!
!"!!"#$
!"!!"#$
 
In the above, x is latitude, y is longitude, t is time, yr is year, wt(x,y) is a normalized 
weight, as in Eq. (8), provided (x,y) pertain to Arctic and Boreal vegetated regions (Fig. 
3.5). Only positive NDVI values were used in order to eliminate corrupted data. The 
resulting seasonality, !!!!!! !"!!! !"#$! !"#$!, by varying the latitude !!! between 
50oN to 75oN  is shown in Fig. 3.4b as the blue baseline.  
For the second baseline, let !!!"!!! !!!! !"#$! !"#$! denote the early-1980s 
seasonality of Arctic and Boreal vegetation photosynthetic activity between the latitudes 
45oN and !!!, where !!! ! !"!!! The rest of the calculations are similar, with one 
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exception,  
! !"#$ ! !! !"!!! !!!! !"#$! !"#$ !!! 
!!! !"! !"! " !!! !"#$ !!!! !!!" !!!!!!!!!!!!!!!!!!"! !!"!
!"#
!
!
!
!
!"!!
!"!!"#$
!"!!"#$
 
and a corresponding definition of the weights. The resulting seasonality, 
!!!"!!! !!!! !"#$! !"#$!, by varying the latitude !!! between 50oN to 75oN  is shown 
in Fig. 3.4b as the brown baseline. 
B.6 Arctic and Boreal Vegetation Seasonality Diminishment (Fig. 3.4b) 
Let !!!!"! !"#$! !"#$!  denote the early-1980s seasonality of vegetation 
photosynthetic activity of greening and browning locations in the Arctic, i.e. those parts 
in the Arctic (Fig. 3.5a) where the vegetation exhibits a statistically significant (p<0.1) 
change in PAP-mean NDVI (Fig. 3.2a). It is evaluated as the inverse of early-1980s 
NDVI of these greening and browning Arctic locations averaged over the PAP, i.e. 
! !!"! !"#$! !"#$ ! !!! !"#$ ! !!"! !"#$! !"#$ !!!!!!!!!!!!!!!!!!!!"! !!"!  
where 
! !"#$ ! !!"! !"#$! !"#$ !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
!
!!! ! !!!
! !" ! !"#$ ! !!!
!!
!!
!!"! !"#$! !"#$!!!!!!!!!!!!!!!!!!"! !!!! 
The symbols t1 and t2 denote the start and end dates of PAP. They are defined as when 5% 
of the greening and browning locations in the Arctic are thawed in the spring (t1) and 
remain thawed in autumn (t2). The early-1980s NDVI temporal profile of Arctic greening 
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and browning locations in Eq. (33) is evaluated as  
! !"#$ ! !!!!"! !"#$! !"#$ !!!! 
! !!! !"! !"! " !!! !"#$ !!!! !!!" ! !!! ! !!" !!!!!!"! !!"!
!"#
!
!"!
!
!"!!"#$
!"!!"#$
 
In the above, x is latitude, y is longitude, t is time, yr is year, wt(x,y) is a normalized 
weight, as in Eq. (8), provided (x,y) belongs to greening and browning locations in the 
Arctic. Locations exhibiting no statistically significant changes are not included because 
their PAP-mean NDVI has not changed – including them would be equivalent to adding 
zeros to a summation operation. Further, only positive NDVI values were used in order to 
eliminate corrupted data. The seasonalities for the mid-1990s, ! !!"! !""#! !""# ! and 
late-2000s, ! !!"! !""#! !"#" !  were evaluated similarly. The seasonalities for the 
Boreal greening and browning locations for the three time periods were evaluated 
likewise and are shown in Fig. 3.4b.  
B.7 Model Projections of Temperature Seasonality Diminishment (Fig. 3.4c) 
All temperature data in Fig. 3.4c are from the National Center for Atmospheric 
Research (NCAR) Community Climate System Model 4 (CCSM4) forced with 
Representative Concentration Pathway (RCP) 8.5 (Riahi et al., 2007) as contribution to 
the Coupled Model Intercomparison Project 5 [CMIP5 (Taylor et al., 2012)]. The 
baseline in Fig. 3.4c is evaluated as follows. Let !!!!!! !"!!! !"#!! !"#$! denote the 
baseperiod (1951 to 1980) temperature seasonality of all lands (vegetated or barren but 
excluding ice sheets) between the latitudes !!! and 90oN. It is evaluated as the inverse of 
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the corresponding temperature, 
! !
!
!! !"
!
!! !"#!! !"#$ ! !!! ! ! !!!! !"!!! !"#!! !"#$ !!!!!!!!"! !!"!   
where ! is temperature, ! is annual average temperature and ! ! ! is the spatial average 
of !  between latitudes !!!  and 90oN. The seasonality, !!!!!! !"!!! !"#!! !"#$! , 
resulting by varying !!! between 10oN to 75oN  is shown in Fig. 3.4c as the blue 
baseline. 
The Arctic and Boreal temperature seasonalities for different time periods in Fig. 
3.4c were evaluated as follows. For example, let !!!! !"#$! !"##! denote the annual 
temperature seasonality over the Arctic vegetated lands for the period 2091 to 2099. It is 
evaluated as the inverse of the corresponding temperature, 
! !! !"#$! !"## ! !!! T ! !! !"#$! !"## !!!!!!!!!!!!!!!!!!!!!!!!!!!!!"! !!"!   
where ! is temperature, ! is annual average temperature and ! ! ! is spatial average of 
! over the Arctic vegetated lands (Fig. 3.5a). The resulting seasonality is plotted on the 
baseline and the corresponding latitude is shown in Fig. 3.4c. The evaluation of Arctic 
and Boreal temperature seasonalities for other time periods was performed similarly. The 
projected diminishment in temperature seasonality between the baseperiod (1951 to 1980) 
and the final decade of 21st century (2091 to 2099) is also shown in Fig. 3.4c. 
Appendix C: Supplementary Results and Discussion 
C.1 Comparative Analysis 
Results from the current study are consistent with previous studies (Zhou et al., 
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2001; Bogaert et al., 2002) and reflect a spatially-fragmented or discontinuous pattern of 
PAP-mean NDVI changes in the Boreal region of North America, unlike Eurasia (Models 
3 and 4 results in Fig. 3.11). Other studies have reported browning of boreal forests, 
particularly in North America (Goetz et al., 2005; Bunn and Goetz, 2006; Beck and Goetz, 
2011). A strict comparison of results published in these studies (Goetz et al., 2005; Bunn 
and Goetz, 2006; Beck and Goetz, 2011) with results of the current study is not possible 
because of differences in NDVI data sets, record lengths and methods of analysis. 
Nevertheless, a comparative analysis along the following lines allows for a resolution of 
these divergent results. 
 (1) Differences in spatial extent of NDVIg and NDVI3g. The NDVIg data 
(earlier version) displays an artificial discontinuity at 72oN because it used SPOT sensor 
data for intercalibration. The NDVI3g data (latest version and basis of this study) corrects 
for this anomaly by using SeaWiFS sensor data for intercalibration (Bhatt et al., 2010). 
Therefore, the comparative analysis here is restricted to vegetated areas (defined below) 
between 45oN and 70oN.  
(2) Differences in quality of NDVIg and NDVI3g. The NDVIg data were 
developed using southern targets (e.g. the Sahara desert) for stability while NDVI3g data 
development used higher-latitude targets (e.g. Northern oceans). Together with the 
above-mentioned inter-sensor calibration tied to the SeaWiFS sensor, NDVI3g has better 
overall calibration and is better suited to studies of northern ecosystems (Bhatt et al., 
2010). Comparisons of NDVI3g data with similar data from a new sensor, Terra MODIS, 
has consistently shown good agreement (Bhatt et al., 2010) (also Table 3.10). The 
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previous studies (Goetz et al., 2005; Bunn and Goetz, 2006; Beck and Goetz, 2011) used 
NDVIg data while the current study is based on NDVI3g data. Therefore, this 
comparative analysis is as much a study of the differences between NDVIg and NDVI3g 
data sets as differences between previous studies (Goetz et al., 2005; Bunn and Goetz, 
2006; Beck and Goetz, 2011) and the current research. 
(2) Differences in study areas. Vegetated areas in the 45oN to 70oN region were 
divided into three classes using the latest version (Collection 5) of the MODIS lGBP land 
cover classification map (Friedl et al., 2002, 2010): (a) Boreal forests (evergreen 
needleleaf forests, deciduous needleleaf forests and mixed forests) with woody fraction 
greater than 30%, (b) Other natural vegetation (broadleaf forests, closed and open 
shrublands, woody grasslands and grasslands), and (c) Land cover types not included in 
the analysis (croplands, cropland/natural vegetation mosaics, permanent wetlands, barren 
or sparsely vegetated, urban and built-up, snow and ice, water, and unclassified). The 
woody fraction of boreal forests was determined with the latest version (Collection 5) 
MODIS Vegetation Continuous Fields product which provided woody fraction in pixels 
of size 250m by 250m (Townshend, 2011). A similar second calculation was performed 
by defining boreal forests (same land cover types as above) but with woody fraction 
greater than 40%. The results are discussed separately for two categories of vegetation 
types: 
• Boreal Forests, as defined above, with 30% and 40% woody fraction (Appendix 
C.1.1) 
• Northern Vegetation, which includes boreal forests and other natural vegetation 
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(broadleaf forests, closed and open shrublands, woody grasslands and grasslands) 
– Appendix C.1.2. 
(3) Differences in statistical methodologies. A robust statistical method, Model 4 
(Vogelsang, 1998) in Appendix B.3.1, was used to assess statistical significance at p<0.1. 
This was one of the methods used in the previous studies (Goetz et al., 2005; Bunn and 
Goetz, 2006; Beck and Goetz, 2011). 
(4) Differences in NDVI metric used for assessing statistically significant changes. 
Different periods of growing season length were used in previous studies (Goetz et al., 
2005; Bunn and Goetz, 2006; Beck and Goetz, 2011). For comparison sake, the May-to-
September average NDVI was used as the metric for statistical analysis here. Only 
positive NDVI values were used to avoid inclusion of invalid data. The analysis was 
performed only if 9 out of 10 NDVI values were positive (the NDVIg and NDVI3g data 
are 15-day composites, i.e. there is one NDVI value per pixel for every 15-days; 2 such 
values for each month; hence a maximum of 10 valid values for the five-month period, 
May-to-September). 
(5) Differences in NDVI record length. The calculations were performed for the 
period 1982 to 2006. To assess the impact of record length, a second set of calculations 
was performed with NDVI3g for the period 1982 to 2011. The publicly available NDVIg 
data are for the period 1982 to 2006, although Beck and Goetz (Beck and Goetz, 2011) 
used a slightly extended NDVIg record, 1982 to 2008, while the earlier studies (Goetz et 
al., 2005; Bunn and Goetz, 2006) used NDVIg for the period 1982 to 2003. 
Results from a comparative analysis along the above lines are shown in Fig. 3.14 
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and tabulated in Tables 3.8 and 3.9. In the presentation below, statistically significant 
increase (p<0.1) in May-to-September average NDVI is termed “greening” and 
statistically significant (p<0.1) decrease in May-to-September average NDVI is termed 
“browning.”  
The following conclusions can be drawn: (1) At the circumpolar scale, a small 
proportion of boreal forests and other natural vegetation is browning (<5% of the 
respective areas). (2) The greening proportion is greater than the browning proportion in 
both Eurasia and North America. (3) The browning proportion is greater than the 
greening proportion only in the boreal forests of North America.  (4) These results are 
independent of the data set versions (NDVIg or NDVI3g), length of data record (1982 to 
2006 or 1982 to 2011) and definition of boreal forests (>30% or >40% woody fraction). 
The following caveat is in order: The greening, browning and no-change 
proportions quoted in the main manuscript are more accurate than those quoted here for 
three reasons. First, spatially varying photosynthetically active period (PAP) based on 
freeze/thaw data was used in the main manuscript, while the PAP is fixed as May-to-
September period here to allow a methodologically consistent comparison with previous 
studies. Second, the use of NDVI3g in the main manuscript allows inclusion of vegetated 
regions north of 70oN while the analysis here is restricted to 70oN to allow a spatially 
consistent comparison with previous studies. Third, differences in vegetation maps 
between the main manuscript (Fig. 3.5) and the analysis here (e.g. inclusion of broadleaf 
forests, as described above in item 2), again to insure methodological consistency with 
previous studies.  
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C.1.1 Boreal Forests 
North America 
 
(1) About 87% of the boreal forests show no statistical significant changes in May-to-
September average NDVI (Table 3.8).  
a. This proportion is independent of NDVI data set for the period 1982 to 
2006. 
b. This proportion decreases to 82% as the record is extended to 2011 using 
the NDVI3g data set.  
(2) Of the remaining 13% of boreal forests, 
a. The data sets disagree for the period 1982 to 2006. NDVIg shows 10% 
browning and 3% greening. NDVI3g shows equal proportions of 
browning and greening (6%). 
b. The browning proportion increases to 11% and greening proportion 
increases to 7% as the NDVI3g data record is extended to 2011. 
(3) These results do not change if the boreal forests are re-defined as having more 
than 40% woody fraction (Table 3.9). 
 
Eurasia 
 
(1) The proportion of boreal forest that shows no statistically significant changes 
differs between NDVIg (81%) and NDVI3g (54%; Table 3.8). This is due to a 
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switch from statistically insignificant changes in NDVIg to statistically significant 
increase (greening) in NDVI3g, predominantly in the boreal forests of the 
Western half of Eurasia (Fig. 3.14). 
(2) Both data sets show a higher proportion of greening than browning (17% vs. 2% 
in NDVIg; 45% vs. 0.2% in NDVI3g). The greening proportion is much greater in 
the NDVI3g data set than the NDVIg data set. 
(3) The NDVI3g results do not change as the data record is extended to 2011. 
(4) The results do not change if the boreal forests are re-defined as having more than 
40% woody fraction (Table 3.9). 
 
Circumpolar 
 
(1) About 66 to 83% of boreal forests show no statistically significant changes in 
May-to-September average NDVI (Table 3.8). 
(2) Both data sets show a higher proportion of greening than browning (12% vs. 5% 
in NDVIg; 32% vs. 2% in NDVI3g). The greening proportion is much greater in 
the NDVI3g data set than the NDVIg data set. 
(3) The NDVI3g results do not change as the data record is extended to 2011 (2% 
more browning proportion and corresponding reduction in area of statistically 
insignificant changes). 
(4) The results do not change if the boreal forests are re-defined as having more than 
40% woody fraction (Table 3.9). 
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C.2 Robustness of Results and Conclusions 
Three temperature and NDVI data sets were analyzed in this study with several 
different methods to assure robustness of results and conclusions. These are briefly 
mentioned below. 
The !! model was developed with the 0.5
o by 0.5o CRU TS 3.1 data (Fig. 3.6). 
The model was tested with 0.5o by 0.5o NOAA NCEP CPC temperature (Fig. 3.1a). The 
same NOAA data were used in Figs. 3.1b, 3.1c and 3.3. The 5o by 5o CRUTEM4 
temperature data were used in Fig. 3.4 and also to test the !! model (Fig. 3.7).   
Four statistical models were used to evaluate statistical significance at two levels 
(p<0.05 and 0.1) and corresponding trends of temperature and NDVI based quantities 
(Figs. 3.2a, 3.2b, 3.3a, 3.3b, 3.11, 3.12 and 3.13; Tables 3.2, 3.3 and 3.4).  
Two different regression models were used to evaluate statistical association 
between temperature and NDVI-related quantities (insets in Figs. 3.3c and 3.3d; Table 
3.5). A comparative analysis between the earlier version of NDVI data set (NDVIg) and 
the current version (NDVI3g, the basis of this study) was performed (Appendix C.1; Fig. 
3.14; Tables 3.8 and 3.9). 
Regression analyses (Table 3.10) to evaluate the degree of association in 
anomalies of PAP-mean NDVI over a 12-year overlapping period between AVHRR and 
MODIS sensors yielded satisfactory results for regression model 2 (Eq. 25) but not for 
model 1 (Eq. 24). Regression model 1 suffers from uncertainty regarding whether the 
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dependent variable contains a deterministic or stochastic trend which is difficult to 
resolve if the time series are short, as is the case here (Appendix B.3.2). Regression 
model 2 avoids this ambiguity but implicitly assumes that the first-differenced time series 
are stationary. In any case, the results in Table 3.10 should be interpreted cautiously in 
view of the short record length (12 years). Moreover, Terra MODIS NDVI data, used as a 
benchmark in this analysis, may have been compromised due to an instrumental anomaly 
since 2009 (Wang et al., 2012). A comprehensive global scale analysis of MODIS NDVI 
and AVHRR NDVI3g data similarly reports a cautious interpretation of comparisions 
between the two data sets (Fensholt and Proud, 2012). 
A test of the validity of the new definitions of seasonality introduced in this article 
(Appendix B.1), using temperature seasonality as an example, is shown in Fig. 3.10 
(Appendix B.1.3). This test also informs that the baseline methodology of evaluating 
seasonality changes in Fig. 3.4 is accurate.  
C.3 Potential Vegetation Response to Projected Temperature Seasonality Decline 
The adaptability of extant plant species and poleward migration of productive 
southerly plant species in response to large projected declines in temperature seasonality 
during the 21st century (Table 3.6) are not well understood as they depend on a multitude 
of factors, processes and feedbacks, probably many of which are presently unknown. 
Changes in temperature, precipitation, permafrost thawing, winter warming events, 
nutrient availability, snow pack, herbivore population etc. can impact the survivability 
and reproductive ability of plant species (Walther et al., 2002; Bokhorst et al., 2009; 
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Olofsson et al., 2009). For example, there is accumulating evidence of increase in the 
cover of erect deciduous shrubs in the tundra driven mostly by warming and possibly 
increased snow depths (Forbes et al., 2010; Bulygina et al., 2011; Myers-Smith et al., 
2011; Macias-Fauria et al., 2012). Extant plant species can also experience climatic 
constraints, pests, fires and other disturbances (Goetz et al., 2005; Soja et al., 2007; 
Bokhorst et al., 2009; Hofgaard et al., 2010; Peng et al., 2011) that may reduce growth, 
reproductive success, and hence, the frequency and cover of these species. The changing 
climatic regime, including winter time warming, could have effects on the movement, 
persistence and competition within and between plant communities (Walker et al., 2006; 
Bokhorst et al., 2009; Woodall et al., 2009). Poleward migration of productive southerly 
plant species in response to projected large declines in temperature seasonality might 
occur, but modeling (e.g. those based on bioclimatic envelopes) suggesting drastic shifts 
in the distribution of the species may be overly simplistic (Williams et al., 2000; Moser et 
al., 2011)\, as it is possible that populations may undergo evolutionary changes enabling 
species to cope with environmental change (Morin et al., 2008). 
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Figure 3.1 Latitudinal and temporal variation of temperature and vegetation seasonality 
(!! and !!). (a) Comparison of model-predicted !! and !! (solid lines; Appendix B.1) 
with data for the period 1982 to 1986. (b) Latitudinal profiles of zonally averaged PAP-
a 
 
b 
 
c 
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mean temperature (red) and NDVI (blue). The periods early-1980s and late-2000s refer to 
years 1982 to 1986 and 2006 to 2010. (c) Relationship between !! and !! for two time 
periods. The inset shows year-to-year variation in the slope of this relationship and the 
dashed lines represent 95% confidence intervals. NOAA NCEP CPC temperature and 
AVHRR NDVI3g data over the Arctic and Boreal regions (Fig.  3.5) were used. 
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Figure 3.2 Spatial patterns of changes in vegetation photosynthetic activity. (a) Trends in 
PAP-mean NDVI, !! . (b) Trends in equivalent changes in PAP duration, ! . The 
probability density functions of !! and E are shown in (c) and (d). Areas showing 
statistically significant (p<0.1) trends from statistical Model 3 [ARIMA(p,1,q), p=1, 2; 
q=1, 2] are colored in panels (a) and (b). Areas with statistically insignificant trends are 
shown in white color. Grey areas correspond to lands not considered in this study. Similar 
maps for !! trends from all four statistical models are shown in Fig. 3.11. Equivalent 
changes in PAP duration, !!!!!! of pixel ! in year ! shown in (b) are evaluated as 
! !!! ! ! !! !"#$ ! !!!" ! ! !"! ! !  where !  is PAP-mean NDVI. Let !!!! 
a 
!
b 
!
c 
!
d 
!
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denote the trend in !!!! per year with respect to 1982, the first year of the NDVI data 
series. Thus, in year 1, ! !! !"#$ ! !!! ! ! !! In year 2, ! !! !"#$ ! !!! ! !
!! ! ! !! ! ! ! !! ! ! !!"! ! ! !"! ! !  The trend in ! ! ! !!! ! !
!!! ! ! !! ! !!"! ! !  Note that NDVI are PAP independent measurements. 
Therefore the patterns in (a) and (b) are different. 
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Figure 3.3 Relationship between temperature and vegetation seasonality (!! and !!). (a) 
Comparison of trends of May-to-September (warm-season) average temperature, !!", 
and PAP-mean NDVI, !!. Statistically significant (p<0.1) positive trends are denoted as 
+1, negative trends as -1 and insignificant trends as 0. The first character in each pair 
below the color bar denotes !!"  trend and the second character denotes !!  trend. 
Statistical Model 3 [ARIMA(p,1,q), p=1,2; q=1,2] was used to assess statistical 
significance and trend magnitudes. Temperature data were downscaled to the spatial 
resolution of NDVI data using the method of nearest neighbor interpolation. As this may 
potentially create artifacts, only the changes in sign of the respective trends are compared. 
(b) Same as (a) but using the Vogelsang’s ! ! !!! method. Grey areas correspond to 
a 
 
b 
 
c 
 
d 
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lands not considered in this study. Similar maps from all statistical models are shown in 
Fig. 3.13. (c) Time series of Arctic !! with respect to  !! in year one (1982) of the NDVI 
data series and corresponding equivalent changes in PAP duration. These time series are 
from pixels exhibiting statistically significant trends in !! as determined by statistical 
Model 3 (Fig. 3.2a). The inset shows !! and !! anomaly time series (statistics in Table 
3.5). The dates of different AVHRR sensors are indicated as N07 (NOAA 7), N09 
(NOAA 9), etc. (d) Same as (c) but for the Boreal region. NOAA NCEP CPC 
temperature data were used.  
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Figure 3.4 Historical and projected seasonality declines. (a) Observed diminishment of 
Arctic and Boreal temperature seasonality. Note that !! defined in terms of warm-season 
a 
 
b 
 
c 
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(May-to-September) average temperature, !! ! ! !! !!!!" ! for large-zonal bands, e.g. 
Arctic and Boreal, satisfies the sun-earth geometric definitions of !! (Appendix B.1). The 
early-1980s, mid-1990s and late-2000s correspond to periods 1982 to 1986, 1995 to 1997 
and 2006 to 2010. CRUTEM4 temperature data were used. (b) Same as (a) but for 
observed vegetation seasonality. (c), Projection of temperature seasonality decline in the 
Arctic (asterisks) and Boreal (dots) regions by the NCAR CCSM4 coupled model forced 
with RCP 8.5 (Riahi et al., 2007) as contribution to CMIP5 (Taylor et al., 2012) activities. 
The declines inferred from 17 CMIP5 model simulations are given in Table 3.6. 
  
!!
91 
Figure 3.5 Vegetation map of the Arctic-Boreal region compiled from the Circumpolar 
Arctic Vegetation Map (CAVM) (Walker et al., 2005) and the latest version of the 
MODIS IGBP Land Cover Map (Friedl et al., 2010). (a) Arctic (8.16 million km2) 
defined as the vegetated area north of 65oN, excluding crops and forests, but including 
the tundra south of 65oN. (b) Boreal region (17.86 million km2) defined as the vegetated 
a 
 
b 
 
c 
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area between 45oN and 65oN, excluding crops, tundra, broadleaf forests, but including 
needleleaf forests north of 65oN. Grasslands south of the mixed forests are excluded as 
these are not conventionally considered as Boreal vegetation. (c) Combined vegetation 
map of the Arctic and Boreal regions. The 14 different classes are described in Table 3.1. 
This vegetation map is based on CAVM and infilling with merged MODIS IGBP Land 
Cover Map classes where CAVM ended. These Arctic and Boreal definitions are a 
compromise between ecological and climatological conventions. The vegetation labels 
are less critical as they include all natural (non-cultivated) vegetation types within these 
two regions and no vegetation-class dependent analysis was performed in this study. 
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Figure 3.6 Model testing of land surface temperature seasonality at the latitudinal scale. 
(a) Latitudinal variation of annual-mean maximum, minimum, average and inverse of 
average land surface temperature (excluding ice sheets). The difference between the 
maximum and minimum temperature, the annual range shown as the shaded area, is the 
a 
 
b 
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conventional definition of temperature seasonality. (b) Temperature seasonality defined 
as !!! !!!!" ! ! , where !!"!!!  is the zonally-averaged annual-mean temperature at 
latitude ! and modeled following North and Coakley (North and Coakley, 1979). The 
model predictions are compared to the conventional definition of seasonality (the annual 
range). The temperature data used in this analysis is the 0.5o by 0.5o CRU TS 3.1 
averaged over the years 1982 to 1986. Details in Appendix B.1.1. 
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Figure 3.7 Model testing of land surface temperature seasonality at the zonal scale. (a) 
Annual course of temperature (CRUTEM4) for different zones bounded by latitudes !!
!
! 
and !!
!
!, where !!
!
! ! !!
!
!!!holding !!
!
! constant and varying !!
!
! to produce a range of 
seasonalities. (b), Same as (a) but holding !!
!
! constant and varying !!
!
! to produce a 
different range of seasonalities lower than in (a). (c) Temperature seasonality defined as 
!!! !!!!" ! !, where !!"!!! is zonally-averaged annual-mean temperature at latitude ! 
and modeled following North and Coakley (North and Coakley, 1979). This model was 
integrated across latitudes following Eqs. (8) and (9) and compared to the conventional 
definition of seasonality (the annual range) evaluated from CRUTEM4 data shown in (a) 
and (b), respectively. (d) The new and conventional definitions at the zonal scale obey the 
principle that seasonality increases with latitude due to sun-earth geometry only. At each 
a 
 
b 
 
c 
 
d 
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latitude, e.g. 40oN, there are two values of seasonality, for each definition of seasonality – 
the first corresponds to the zone 40oN to 90oN and the second to 0oN to 40oN. The 
methodology on how these “baselines” are calculated is described in Appendix B.4. 
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Figure 3.8 Model testing of seasonality of vegetation photosynthetic activity using NDVI. 
(a) Annual course of NDVI over different zones bounded by !!
!
! and !!
!
!, where 
!!
!
! ! !!
!
!!!holding !!
!
! constant and varying !!
!
! to produce a range of seasonalities. 
a 
 
b 
    
c 
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The date of annual maximum NDVI is shown as !! . The duration of PAP is estimated 
from the ground-state freeze/thaw data (Supplementary Information S2.B). b, 
Comparison of modeled and observed vegetation seasonality, both integrated between 
latitudes ! (x-axis) and 75oN, i.e. between boundaries ! and 75oN (blue color; left y-axis). 
A similar comparison, but for latitudinal zones with boundaries 50oN and ! (x-axis), is 
shown in red color (right y-axis). The NDVI data (Supplementary Information S1.A) are 
averages over the years 1982 to 1986. c , Comparison of vegetation seasonality defined as 
!!! !!!!!!!! with “growing season” defined as the Full Width at Sixth of Maximum of 
the zonally averaged NDVI profile at the same latitude ! (Supplementary Information 
S2.A.2).  
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Figure 3.9 Evaluation of conventional definition of seasonality (annual temperature 
amplitude) and the new definition introduced in this study (inverse of annual average 
temperature) in terms of their relationship to vegetation photosynthetic activity expressed 
as PAP-mean NDVI (PAP: Photosynthetically Active Period as in the study) at the zonal 
scale. The annual average temperature is more closely related to PAP-mean NDVI than 
the annual temperature amplitude [(c) vs. (a)] because the former is based on the entire 
annual cycle of temperature while the latter is based on just two values – maximum and 
minimum temperatures. For the same reason, the new definition of temperature 
seasonality is more closely related to vegetation seasonality than the conventional 
definition of temperature seasonality [(d) vs. (b)]. Similarly, the new definition of 
temperature seasonality is more closely related to PAP-mean NDVI than the conventional 
a 
 
b 
 
c 
 
d 
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definition of temperature seasonality (not shown for brevity). The wording “more closely 
related to” is based on the relative root mean square error (RRMSE) of the fit, evaluated 
as 
 
!!"#$ !
!
!
!! ! !!
!!
!!
!!!
!
!"#$
!!
!!
!!!
 
 
where ! is the sample size, !! is the jth observation, and !! is the jth predicted value. The 
annual average temperature differs from the temperature integrated over the year by a 
constant (=12, because of the monthly resolution of the temperature data set). 
Analogously, PAP-mean NDVI differs from NDVI integrated over the PAP by a constant 
(=PAP) at any given latitude. Thus, the respective variables (e.g. PAP-mean NDVI or 
NDVI integrated over the PAP) can be used interchangeably. The insets show year-to-
year variation in the slope of the relationship between the respective variables and the 
dashed lines represent 95% confidence intervals. Annual time scale is chosen for 
temperature in this figure for simplicity. NOAA NCEP CPC temperature (Appendix A.3) 
and AVHRR NDVI data (Appendix A.1) over the Arctic and Boreal regions (Fig.  3.5) 
were used.  
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Figure 3.10 Comparison of model simulated Arctic temperature profiles for 
representative decades in the 21st century (dashed lines) with temperature profiles from 
the baseperiod (1951 to 1980) for zones >LoN (solid lines) found through minimizing the 
sum of squares of differences between the two. For example, the model simulated 
temperature profile averaged over all land areas (vegetated or barren but excluding ice 
sheets) north of 46.5oN during the baseperiod corresponds closest to the model simulated 
temperature profile of the Arctic during the period 2091 to 2099. This latitude value 
agrees with the latitude value found using the baseline methodology, 46.38oN (Table 3.6). 
The baseperiod Arctic model simulation is shown for reference. The simulation is from 
NCAR CCSM4 model forced with RCP 8.5 (Riahi et al., 2007) as part CMIP5 project 
(Taylor et al., 2012). 
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Figure 3.11 Comparison of spatial patterns of statistically significant (p<0.1) changes in 
PAP-mean NDVI from four different statistical models (Appendix B.3.1). (a) Linear 
trend model. (b) Auto-Regressive model of order one augmented with p lags. (c) Auto-
Regressive Integrated Moving Average [ARIMA(p,d,q), p=1,2; d=1; q=1, 2)]. (d) 
Vogelsang’s ! ! !!! method. Areas with statistically insignificant trends are shown in 
a 
 
b 
 
c 
 
d 
 
 
 
!!
103 
white color. Grey areas correspond to lands not considered in this study. Numerical 
values quantifying these changes are given in Table 3.2. Companion Table 3.3 presents 
similar results at p<0.05.  
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Figure 3.12 Comparison of spatial pattern of statistically significant (p<0.1) changes in 
May-to-September temperature from four different statistical models (Appendix B.3.1). 
(a) Linear trend model. (b) Auto-Regressive model of order one augmented with p lags. 
(c) Auto-Regressive Integrated Moving Average [ARIMA(p,d,q), p=1,2; d=1; q=1, 2)]. 
(d) Vogelsang’s ! ! !!! method. Areas with statistically insignificant trends are shown 
a 
 
b 
 
c 
 
d 
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in white color. Grey areas correspond to lands not considered in this study. The 
statistically significant positive (“warming”) and negative (“cooling”) proportions are 
given in Table 3.4.  
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Figure 3.13 Comparison of trends of May-to-September average temperature, !!", and 
PAP-mean NDVI, !!. (a) Linear trend model. (b) Auto-Regressive model of order one 
augmented with p lags. (c) Auto-Regressive Integrated Moving Average [ARIMA(p,d,q), 
p=1,2; d=1; q=1, 2)]. (d) Vogelsang’s ! ! !!! method. Statistically significant (p<0.1) 
positive trends are denoted as +1, negative trends as -1 and insignificant trends as 0. The 
first character in each pair below the color bar denotes !!"  trend and the second 
character denotes !! trend. Grey areas correspond to lands not considered in this study. 
a 
 
b 
 
c 
 
d 
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Numerical values quantifying these changes are given in Table 3.4. The four statistical 
models are described in Appendix B.3.1. Temperature data were downscaled to the 
spatial resolution of NDVI data using the method of nearest neighbor interpolation. As 
this may potentially create artifacts, only the change in signs of trends are compared. 
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Figure 3.14 Comparison of spatial patterns of statistically significant (p<0.1) changes in 
May-to-September average NDVI between an earlier version of the data set (NDVIg) and 
the current version used in this manuscript (NDVI3g). Statistical significance and trend 
a 
 
b 
 
 NDVIg (Earlier Version) 1982 to 2006  NDVI3g (Current Version) 1982 to 2006 
c 
 
 NDVI3g (Current Version) 1982 to 2011 
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estimates were determined with the Vogelsang’s ! ! !!! method (Model 4 in Appendix 
B.3.1). (a) NDVIg analysis for the period 1982 to 2006. (b) NDVI3g analysis for the 
period 1982 to 2006. (c) NDVI3g analysis for the period 1982 to 2011. Areas with 
statistically insignificant trends are shown in white color. Grey areas correspond to lands 
not considered in this analysis. Numerical values quantifying these changes are given in 
Tables 3.8 (Boreal forests with woody fraction >30%) and 3.9 (Boreal forests with 
woody fraction >40%). These results are discussed in Appendix C.1. 
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Table 3.1 Vegetation classes in the Arctic and Boreal regions of this study (Fig. 3.5). 
Vegetation classes 9 to 12 are as per the Circumpolar Arctic Vegetation Map (Walker et 
al., 2005). The rest of the vegetation classes are based on the MODIS International 
Geosphere-Biosphere Programme (IGBP) land covers [definitions in Friedl et al. (2002)].  
 
 
Vegetation 
Class 
Description 
Class 1 Oceans and inland lakes 
Class 2 Mixed Forests 
Class 3 Deciduous Needleleaf Forests 
Class 4 Evergreen Needleleaf Forests 
Class 5 Forest-Shrubs Ecotone  
Class 6 Closed Shrublands 
Class 7 Open Shrublands 
Class 8 Grasslands/Wetlands (North of Forests) 
Class 9 Erect Shrub Tundra  
Class 10 Prostrate Shrub Tundra  
Class 11 Graminoid Tundra  
Class 12 Wetlands  
Class 13 Other Vegetation (e.g. crops) Not Considered in this Study 
Class 14 Barren 
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Table 3.5 Regression analyses (Appendix B.3.2) between anomalies of vegetation 
seasonality (!! ! !! !!!) and temperature seasonality (!! ! !! !!!!) for the period 
1982 to 2011. Here !! is Photosynthetically Active Period (PAP) mean NDVI for the 
Arctic or Boreal region and !!  is the corresponding PAP mean temperature. These 
seasonality definitions satisfy the principle that seasonality increases with latitude at an 
annual scale due to sun-earth geometry only. Pixels exhibiting statistically significant 
changes (positive and negative) in PAP mean NDVI are included in the analysis (Fig. 
3.2a). The first row is for the Arctic region (Fig. 3.3c inset) and the second row is for the 
Boreal region (Fig. 3.3d inset). The 95% confidence intervals for the coefficient "1 are 
given for both regression models. The Arctic and Boreal regions are shown in Fig. 3.5. 
NOAA NCEP CPC temperature data were used in this analysis. 
Y X 
Y = "0+"1X+"2time+# $Y = "0+"1$X+# 
R2 "1 t Statistic R
2 "1 t Statistic 
!! 
Arctic 
!! 
Arctic 
0.89 
2.55 
(1.71, 3.39) 
6.24* 0.61 
2.13 
(1.46, 2.80) 
6.50* 
!! 
Borea
l 
!! 
Boreal 
0.77 
2.13 
(0.77, 3.49) 
3.22* 0.34 
1.74 
(0.79, 2.68) 
3.77* 
*Statistically significant at p<0.01  
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Table 3.7 Information regarding model simulations of historical and projected 
temperatures from the Coupled Model Intercomparison Project 5 [CMIP5 (Taylor et al., 
2012)] multi-model ensemble used in this study (Fig. 3.4c; Table 3.6). For complete 
“Terms of Use” please see: http://cmip-pcmdi.llnl.gov/cmip5/terms.html 
Beijing Climate Center, China Meteorological 
Administration 
BCC BCC-CSM1.1 
Canadian Centre for Climate Modelling and 
Analysis 
CCCMA CanESM2 
National Center for Atmospheric Research NCAR CCSM4 
Centre National de Recherches Meteorologiques / 
Centre Europeen de Recherche et Formation 
Avancees en Calcul Scientifique 
CNRM-
CERFACS 
CNRM-CM5 
Commonwealth Scientific and Industrial Research 
Organization in collaboration with Queensland 
Climate Change Centre of Excellence 
CSIRO-
QCCCE 
CSIRO-Mk3.6 
NOAA Geophysical Fluid Dynamics Laboratory 
NOAA 
GFDL 
GFDL-CM3 
NASA Goddard Institute for Space Studies NASA GISS GISS-E2-R 
Met Office Hadley Centre MOHC 
HadGEM2-CC 
HadGEM2-ES 
Institute for Numerical Mathematics INM INM-CM4 
Institut Pierre-Simon Laplace IPSL 
IPSL-CM5A-MR 
IPSL-CM5A-LR 
Japan Agency for Marine-Earth Science and 
Technology, Atmosphere and Ocean Research 
Institute (The University of Tokyo), and National 
Institute for Environmental Studies 
MIROC 
MIROC-ESM 
MIROC-ESM-
CHEM 
Atmosphere and Ocean Research Institute (The 
University of Tokyo), National Institute for 
Environmental Studies, and Japan Agency for 
Marine-Earth Science and Technology 
MIROC MIROC5 
Max Planck Institute for Meteorology MPI-M MPI-ESM-LR 
Norwegian Climate Centre NCC NorESM1-M 
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Table 3.10 Regression analysis (Appendix B.3.2) between anomalies of 
Photosynthetically Active Period (PAP) mean NDVI time series from NASA Terra 
MODIS and NOAA AVHRR sensors for the overlapping period 2000 to 2011. Pixels 
exhibiting statistically significant changes (positive and negative) in PAP mean NDVI in 
the Arctic and Boreal regions (Fig. 3.2a) are included in the analysis. The AVHRR and 
MODIS data are described in Appendix A.1 and A.2. The Arctic and Boreal regions are 
shown in Fig. 3.5. Regression Model 2, which is based on first differences of the 
respective quantities, is statistically more robust than regression Model 1, which is based 
on level quantities (Appendix B.3.2). 
Vegetation 
Zone 
AVHRR = "0+"1MODIS+"2time+# $AVHRR = "0+"1$MODIS+# 
R2 "1 t Statistic R
2 "1 t Statistic 
Arctic 0.56 0.68 2.46** 0.42 0.49 2.55** 
Boreal 0.55 0.65 1.66 0.56 0.70 3.39* 
*Statistically significant at p<0.01; **Statistically significant at p<0.05  
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Chapter 4 
Concluding Remarks 
The continuous monitoring of vegetation dynamics is crucial to our understanding 
and better modeling of the terrestrial ecosystems. Current modeling efforts are limited as 
it is difficult to consider all related events influencing the vegetation growth (section 
1.1.1), the initial status of vegetation, and the complex feedback processes (section 1.1.2). 
With the using satellite remote sensing data, vegetation dynamics can be monitored 
continuously at a high frequency over the entire globe in a cost-effective way. MODIS 
instruments aboard both the Terra and Aqua platforms have provided spectral data of 
global coverage with high radiometric sensitivity and moderate spatial resolution since 
2000, while the AVHRR sensors aboard NOAA platforms have provided global coverage 
on a daily basis with a coarser spatial resolution since the early 1980s. The use of remote 
sensing data is particularly suitable to researches in regions such as Amazonia and high 
latitude regions, where most of the undisturbed vegetation area is inaccessible. My 
dissertation research is thus to address 2 specific themes in these two regions: 1) to assess 
the impact of the 2010 Amazon drought on tropical vegetation, and 2) to investigate the 
diminishment of temperature and vegetation seasonality in the northern lands. 
The first theme is regarding the drought impact on the tropical forests and 
comparative analysis between the 2005 and 2010 droughts. The 2010 drought impacted 
nearly the entire tropical continent south of the Equator from the analysis of precipitation 
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data. About 41% of the vegetated area between 10°N-20°S and 80°W-45°W experienced 
JAS precipitation standardized anomalies less than -1 in 2010 (4.94 million km2) 
compared to 25% in 2005 (3 million km2). Notably, 50% of all forests within this region 
were subject to third quarter precipitation anomalies less than -1 in 2010 (3.3 million km2) 
compared to 34% in 2005 (2.3 million km2). The 2010 drought thus impacted a larger 
area and more rainforests than the 2005 drought. Vegetation greenness (NDVI) data show 
wide spread browning of vegetation, especially south of the Equator, during the 2010 
drought. About 49.1% of the vegetated area that was subject to drought shows browning 
(JAS NDVI standardized anomalies less than -1) in 2010 (2.43 million km2) compared to 
19.9% in 2005 (0.60 million km2). Notably, 51.4% of all forests subjected to drought 
show browning in 2010 compared to 14.3% in 2005. A comparison of EVI and NDVI 
anomalies from vegetated areas affected by both droughts reveals the varied impacts of 
these two droughts. Both NDVI and EVI anomalies in 2010 are characterized by a 
majority of negative anomalies, with a peak value between -1 and -1.5 std. (for NDVI, 
about -1 std. for EVI), which is statistically different than those observed in 2005. 
Therefore, the conclusion is that the impacts of 2010 drought on vegetation in the 
Amazon region were not only more widespread but also more severe, when compared to 
the 2005 drought. 
The second theme is a number of assessments of the coupling between 
temperature seasonality and vegetation seasonality in the northern high latitudes and the 
projection of the temperature seasonality. Preliminary analyses in the early-1980s and 
late-2000s show that vegetation is consistently greening with warming across latitudes 
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and the vegetation seasonality (!!) is tightly coupled with temperature seasonality (!!) in 
the past 30 years. The constancy of the coupling between !! and !! is based on: (1) 
widespread statistically significant increases in PAP-mean NDVI and temperature by the 
pixel-level trend analysis using 4 statistical models; (2) the spatial matching of 
statistically significant changes in PAP-mean NDVI and warm-season average 
temperature; (3) the spatially invariant coefficients associated with !! contributing to the 
changes in !! in 2 regression models indicating significant relationships between !! and 
!! anomaly time series in both Arctic and Boreal regions.  
By translating the changes in !! and !! into latitudinal shifts during each half of 
the study period and compared to one another, the difference in !! decline between the 
first and second halves of the 30-year period is negligible in both the Arctic and Boreal 
region. However, the Arctic !! decline accelerated, i.e. the greening rate increased over 
time, from 2.15° latitude between the early-1980s and mid-1990s to 4.9° latitude between 
the mid-1990s and late-2000s, in contrast to decelerated !! decline in the Boreal region, 
i.e. the greening rate declined over time, from 5.7° to 0.6° latitude. These varying rates of 
!! declines indicate that the tight coupling between !! and !! may vary with time and 
this variation differs between the Arctic and Boreal regions. 
Given the observed relationship between !!  and !!  of the past 30 years, 
projections of !! changes during this century are of interest and tested using 17 climate 
models (Taylor et al., 2012). Results show that the annual temperature profile of the 
Arctic (Boreal) during the baseperiod 1951 to 1980 was similar to the annual temperature 
profile of lands north of 64.9°N (45.2°N). By 2091 to 2099, the annual temperature 
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profile of the Arctic (Boreal) is projected to be similar to the baseperiod annual 
temperature profile of lands north of 42.4°N (23.4°N). How !! will change in response to 
large projected declines in !!  is unknown. Hence there is the need for continued 
monitoring (Post et al., 2009) of northern lands. 
The results presented in this dissertation form a comprehensive analysis of global 
vegetation dynamics derived from coarse (AVHRR) and medium (MODIS) resolution 
satellite data sets. These results provide a better understanding of the challenges 
associated with the use of satellite-derived greenness data for studying vegetation 
dynamics. Despite the robustness of the methodological approach and comprehensive 
date sets, there are certain limitations in current research. First, MODIS data on the terra 
platform have experienced unexpected negative bias in its NDVI data product due to 
sensor degradation (Wang et al., 2012). This indicates a negative NDVI trend of up to -
0.004 yr-1. This requires better calibration and the reprocessed C6 MODIS surface 
reflectance products could address this issue. Second, measurements retrieved from 
different satellite sensors can significantly impact the obtained time series due to its 
inherent uncertainty associated with each sensor. The long-term NDVI3g data series from 
several NOAA satellites may still carry such uncertainties. Previous GIMMS data set was 
found to be inconsistent with the MODIS data in the high northern latitude Arctic regions 
(Fensholt and Proud, 2012). Yet the inter-comparison with MODIS data using the 
updated version for the latest 11 years shows a reasonable agreement (Table 3.10). 
Thirdly, the study of vegetation dynamics needs land cover map to identify the interested 
region. The accuracy and the frequency of update influence the region of interest and 
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further alter the results of analysis, especially for regions with dramatic changes in land 
cover dynamics (for example, Arctic tundra replacing by shrublands). Finally, validation 
of the results retrieved from MODIS and AVHRR for regions such as Amazon and the 
northern high latitudes is a complicated task, although increasing ongoing effort is being 
made to construct ground based observational stations for these remote areas (Vieira et 
al., 2004; Turner et al., 2006; Walker et al., 2006; Aragão et al., 2009; Callaghan et al., 
2011b; Macias-Fauria et al., 2012).  
In the future, this research could continue along the following directions: 
a) Continued monitoring of the Amazon vegetation. The vulnerability of the 
Amazon forests to droughts need continued monitoring, especially the forests post-
drought reactions. A slow recovery of forest canopy was found since the 2005 Amazon 
drought despite the gradual recovery in total rainfall (Saatchi et al., 2013), and the 
drought effect persisted until the next major drought in 2010. Hence the continued 
monitoring of the vegetation greenness in the Amazon region can help model adjustments 
on the sensitivity of tropical vegetation to water deficit, and further improved model 
projections of the rainforest dieback feedback process. 
b) Reprocessing of MODIS data. Analysis performed using MODIS C5 products 
should be reprocessed with the newer version of C6 products due to the sensor 
degradation issue. Although MODIS Terra product in the period from June, 2002 to 
present, the same degradation could also happen to the Aqua platform. The improved 
aerosol retrieval is also expected in the new version of the data, which could in part or 
totally replace the additional filter algorithm (Chapter 2, Appendix B.1.1) for the false 
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labeling of aerosol level on quality flags. 
c) Analysis of the divergent ecosystem response to recent warming between 
Northern Eurasia and North America. Recent studies report divergent vegetation changes 
between northern Eurasia and North America [Zhou et al., 2001; Beck and Goetz, 2011]. 
Possible explanations include complex snow feedback due to increased snow water 
equivalent responsible for vegetation water supply in Eurasia, opposite to that observed 
in North America [Bulygina et al., 2011]; different responses to fire disturbances between 
North America and Eurasia due to different amount and type of vegetation cover [Goetz 
et al., 2007]; or possible correlations with temperature and precipitation [Goetz et al., 
2007; Piao et al., 2007; Jeong et al., 2011]. The current study in Chapter 3 is the analysis 
performed at the circumpolar scale, and established conclusions may vary when further 
dividing the study region into North America and Eurasia. 
d) Projection of vegetation seasonality. The annual temperature profile of the 
Arctic (Boreal) is projected to be similar to the baseperiod (1951 to 1980) annual 
temperature profile of lands north of 42.4°N (23.4°N) by 2091 to 2099. How !! will 
change in response to large projected declines in !! is unknown, as this depends on 
adaptability of extant species and migration rates of productive southerly species in the 
face of amplified warming due to snow/ice-albedo changes and permafrost thawing, as 
well as the regulation of unchanged insolation seasonality.! Changes in nutrient 
availability, herbivore population, fires, pests, etc. can also impact the survivability and 
reproductive ability of plant species (Goetz et al., 2005; Soja et al., 2007; Olofsson et al., 
2009; Hofgaard et al., 2010). Projection of vegetation seasonality requires even more 
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comprehensive understanding on the processes of ecosystem-climate interactions. 
Applying existing dynamic global vegetation models (Kucharik, 2003; Sitch et al., 2003) 
may offer some tentative conclusions. The agreement between model simulations and 
satellite measurements for the past three decades should also be investigated in the future 
as a part of model validation. 
 
  
!!
127 
Bibliography 
Adler, R. F., G. J. Huffman, D. T. Bolvin, S. Curtis, and E. J. Nelkin (2000), Tropical 
Rainfall Distributions Determined Using TRMM Combined with Other Satellite 
and Rain Gauge Information, Journal of Applied Meteorology, 39(12), 2007–2023. 
Akaike, H. (1974), A new look at the statistical model identification, IEEE Transactions 
on Automatic Control, 19(6), 716 – 723. 
Allan, R., J. Lindesay, and D. Parker (1996), El Nino: Southern Oscillation and Climatic 
Variability. 
Anderson, L. O., Y. Malhi, L. E. O. C. Aragão, R. Ladle, E. Arai, N. Barbier, and O. 
Phillips (2010), Remote sensing detection of droughts in Amazonian forest 
canopies, New Phytologist, 187(3), 733–750. 
Andreasson, F. P., and B. Schmitz (2000), Temperature seasonality in the early middle 
Eocene North Atlantic region: Evidence from stable isotope profiles of marine 
gastropod shells, Geological Society of America Bulletin, 112(4), 628–640. 
Aragão, L. E. O. C., Y. Malhi, R. M. Roman-Cuesta, S. Saatchi, L. O. Anderson, and Y. 
E. Shimabukuro (2007), Spatial patterns and fire response of recent Amazonian 
droughts, Geophysical Research Letters, 34(7), L07701. 
Aragão, L. E. O. C. et al. (2009), Above- and below-ground net primary productivity 
across ten Amazonian forests on contrasting soils, Biogeosciences Discuss., 6(1), 
2441–2488. 
Asner, G. P., A. R. Townsend, and B. H. Braswell (2000), Satellite observation of El 
Niño effects on Amazon Forest phenology and productivity, Geophysical 
!!
128 
Research Letters, 27(7), 981–984. 
Baldocchi, D., F. M. Kelliher, T. A. Black, and P. Jarvis (2000), Climate and vegetation 
controls on boreal zone energy exchange, Global Change Biology, 6(S1), 69–83. 
Beck, P. S. A., and S. J. Goetz (2011), Satellite observations of high northern latitude 
vegetation productivity changes between 1982 and 2008: ecological variability 
and regional differences, Environmental Research Letters, 6(4), 045501. 
Beitler, J. (2012), Arctic sea ice extent settles at record seasonal minimum, Arctic Sea Ice 
News and Analysis. [online] Available from:  
 http://nsidc.org/arcticseaicenews/2012/09/arctic-sea-ice-extent-settles-at-record-
seasonal-minimum/ 
Bhatt, U. S. et al. (2010), Circumpolar Arctic Tundra Vegetation Change Is Linked to Sea 
Ice Decline, Earth Interactions, 14(8), 1–20. 
Bluth, G. J. S., W. I. Rose, I. E. Sprod, and A. J. Krueger (1997), Stratospheric Loading 
of Sulfur from Explosive Volcanic Eruptions, The Journal of Geology, 105(6), 
671–684. 
Bogaert, J., L. Zhou, C. J. Tucker, R. B. Myneni, and R. Ceulemans (2002), Evidence for 
a persistent and extensive greening trend in Eurasia inferred from satellite 
vegetation index data, Journal of Geophysical Research, 107(D11), 4119. 
Bokhorst, S. F., J. W. Bjerke, H. Tømmervik, T. V. Callaghan, and G. K. Phoenix (2009), 
Winter warming events damage sub-Arctic vegetation: consistent evidence from 
an experimental manipulation and a natural event, Journal of Ecology, 97(6), 
1408–1415. 
!!
129 
Bounoua, L., F. G. Hall, P. J. Sellers, A. Kumar, G. J. Collatz, C. J. Tucker, and M. L. 
Imhoff (2010), Quantifying the negative feedback of vegetation to greenhouse 
warming: A modeling approach, Geophysical Research Letters, 37(23), n/a–n/a. 
Box, G. E. P., G. M. Jenkins, and G. C. Reinsel (1994), Time series analysis: forecasting 
and control, Prentice Hall. 
Brando, P. M., S. J. Goetz, A. Baccini, D. C. Nepstad, P. S. A. Beck, and M. C. 
Christman (2010), Seasonal and interannual variability of climate and vegetation 
indices across the Amazon, Proceedings of the National Academy of Sciences, 
107(33), 14685–14690. 
Brown, M. E., J. E. Pinzon, K. Didan, J. T. Morisette, and C. J. Tucker (2006), 
Evaluation of the consistency of long-term NDVI time series derived from 
AVHRR,SPOT-vegetation, SeaWiFS, MODIS, and Landsat ETM+ sensors, IEEE 
Transactions on Geoscience and Remote Sensing, 44(7), 1787 –1793. 
Bulygina, O. N., P. Y. Groisman, V. N. Razuvaev, and N. N. Korshunova (2011), 
Changes in snow cover characteristics over Northern Eurasia since 1966, 
Environmental Research Letters, 6(4), 045204. 
Bunn, A. G., and S. J. Goetz (2006), Trends in Satellite-Observed Circumpolar 
Photosynthetic Activity from 1982 to 2003: The Influence of Seasonality, Cover 
Type, and Vegetation Density, Earth Interactions, 10(12), 1–19. 
Callaghan, T. V. et al. (2011a), Multi-Decadal Changes in Tundra Environments and 
Ecosystems: Synthesis of the International Polar Year-Back to the Future Project 
(IPY-BTF), AMBIO:  A Journal of the Human Environment, 40(6), 705–716. 
!!
130 
Callaghan, T. V., T. R. Christensen, and E. J. Jantze (2011b), Plant and vegetation 
dynamics on Disko Island, west Greenland: snapshots separated by over 40 years, 
Ambio, 40(6), 624–637. 
Chapin, F. S. et al. (2005), Role of Land-Surface Changes in Arctic Summer Warming, 
Science, 310(5748), 657–660. 
Cochrane, D., and G. H. Orcutt (1949), Application of Least Squares Regression to 
Relationships Containing Auto- Correlated Error Terms, Journal of the American 
Statistical Association, 44(245), 32–61. 
Cook, K. H., and E. K. Vizy (2008), Effects of Twenty-First-Century Climate Change on 
the Amazon Rain Forest, Journal of Climate, 21(3), 542–560. 
Da Costa, A. C. L. et al. (2010), Effect of 7 yr of experimental drought on vegetation 
dynamics and biomass storage of an eastern Amazonian rainforest, New 
Phytologist, 187(3), 579–591. 
Cox, P. M., R. A. Betts, C. D. Jones, S. A. Spall, and I. J. Totterdell (2000), Acceleration 
of global warming due to carbon-cycle feedbacks in a coupled climate model, 
Nature, 408(6809), 184–187. 
Cox, P. M., R. A. Betts, M. Collins, P. P. Harris, C. Huntingford, and C. D. Jones (2004), 
Amazonian forest dieback under climate-carbon cycle projections for the 21st 
century, Theoretical and Applied Climatology, 78(1), 137–156. 
Dessay, N., H. Laurent, L. A. T. Machado, Y. E. Shimabukuro, G. T. Batista, A. 
Diedhiou, and J. Ronchail (2004), Comparative study of the 1982–1983 and 
1997–1998 El Niño events over different types of vegetation in South America, 
!!
131 
International Journal of Remote Sensing, 25(20), 4063–4077. 
Dickey, D. A., and W. A. Fuller (1979), Distribution of the Estimators for Autoregressive 
Time Series With a Unit Root, Journal of the American Statistical Association, 
74(366), 427–431. 
Enders, W. (1995), Applied econometric time series, Wiley. 
Euskirchen, E. S., A. D. McGUIRE, and F. S. Chapin (2007), Energy feedbacks of 
northern high-latitude ecosystems to the climate system due to reduced snow 
cover during 20th century warming, Global Change Biology, 13(11), 2425–2438. 
Fensholt, R., and S. R. Proud (2012), Evaluation of Earth Observation based global long 
term vegetation trends — Comparing GIMMS and MODIS global NDVI time 
series, Remote Sensing of Environment, 119, 131–147. 
Fomby, T. B., and T. J. Vogelsang (2002), The Application of Size-Robust Trend 
Statistics to Global-Warming Temperature Series., Journal of Climate, 15, 117–
123. 
Fontaine, S., S. Barot, P. Barré, N. Bdioui, B. Mary, and C. Rumpel (2007), Stability of 
organic carbon in deep soil layers controlled by fresh carbon supply, Nature, 
450(7167), 277–280. 
Forbes, B. C., M. M. Fauria, and P. Zetterberg (2010), Russian Arctic warming and 
“greening” are closely tracked by tundra shrub willows, Global Change Biology, 
16(5), 1542–1554. 
Friedl, M. . et al. (2002), Global land cover mapping from MODIS: algorithms and early 
results, Remote Sensing of Environment, 83(1–2), 287–302. 
!!
132 
Friedl, M. A., D. Sulla-Menashe, B. Tan, A. Schneider, N. Ramankutty, A. Sibley, and X. 
Huang (2010), MODIS Collection 5 global land cover: Algorithm refinements 
and characterization of new datasets, Remote Sensing of Environment, 114(1), 
168–182. 
Glynn, P. W. (1990), Global Ecological Consequences of the 1982-83 El Niño-Southern 
Oscillation, Elsevier. 
Goetz, S. J., A. G. Bunn, G. J. Fiske, and R. A. Houghton (2005), Satellite-observed 
photosynthetic trends across boreal North America associated with climate and 
fire disturbance, Proceedings of the National Academy of Sciences of the United 
States of America, 102(38), 13521–13525. 
Goetz, S. J., M. C. Mack, K. R. Gurney, J. T. Randerson, and R. A. Houghton (2007), 
Ecosystem responses to recent climate change and fire disturbance at northern 
high latitudes: observations and model results contrasting northern Eurasia and 
North America, Environmental Research Letters, 2(4), 045031. 
Good, P., C. Jones, J. Lowe, R. Betts, B. Booth, and C. Huntingford (2011), Quantifying 
Environmental Drivers of Future Tropical Forest Extent, Journal of Climate, 
24(5), 1337–1349. 
Granger, C. W. J., and P. Newbold (1974), Spurious regressions in econometrics, Journal 
of Econometrics, 2(2), 111–120. 
Groisman, P. Y., T. R. Karl, and R. W. Knight (1994), Observed impact of snow cover on 
the heat balance and the rise of continental spring temperatures, Science (New 
York, N.Y.), 263(5144), 198–200. 
!!
133 
Gu, L., D. D. Baldocchi, S. C. Wofsy, J. W. Munger, J. J. Michalsky, S. P. Urbanski, and 
T. A. Boden (2003), Response of a Deciduous Forest to the Mount Pinatubo 
Eruption: Enhanced Photosynthesis, Science, 299(5615), 2035–2038. 
Hays, J. D., J. Imbrie, and N. J. Shackleton (1976), Variations in the Earth’s Orbit: 
Pacemaker of the Ice Ages, Science, 194(4270), 1121–1132. 
Heimann, M., and M. Reichstein (2008), Terrestrial ecosystem carbon dynamics and 
climate feedbacks, Nature, 451(7176), 289–292. 
Hofgaard, A., G. Rees, H. Tømmervik, O. Tutubalina, E. Golubeva, N. Lukina, K. A. 
Høgda, S. R. Karlsen, L. Isaeva, and V. Kharuk (2010), Role of disturbed 
vegetation in mapping the boreal zone in northern Eurasia, Applied Vegetation 
Science, 13(4), 460–472. 
Holben, B. (1986), Characteristics of maximum-value composite images from temporal 
AVHRR data, International Journal of Remote Sensing, 7, 1417–1434. 
Holmgren, M., M. Scheffer, E. Ezcurra, J. R. Gutiérrez, and G. M. J. Mohren (2001), El 
Niño effects on the dynamics of terrestrial ecosystems, Trends in Ecology & 
Evolution, 16(2), 89–94. 
Huete, A., K. Didan, T. Miura, E. . Rodriguez, X. Gao, and L. . Ferreira (2002), 
Overview of the radiometric and biophysical performance of the MODIS 
vegetation indices, Remote Sensing of Environment, 83(1–2), 195–213. 
Huete, A. R., K. Didan, Y. E. Shimabukuro, P. Ratana, S. R. Saleska, L. R. Hutyra, W. 
Yang, R. R. Nemani, and R. Myneni (2006), Amazon rainforests green-up with 
sunlight in dry season, Geophysical Research Letters, 33(6), L06405. 
!!
134 
Huffman, G. J., R. F. Adler, B. Rudolf, U. Schneider, and P. R. Keehn (1995), Global 
Precipitation Estimates Based on a Technique for Combining Satellite-Based 
Estimates, Rain Gauge Analysis, and NWP Model Precipitation Information, 
Journal of Climate, 8(5), 1284–1295. 
Huntingford, C. et al. (2008), Towards quantifying uncertainty in predictions of Amazon 
“dieback”, Philosophical Transactions of the Royal Society B: Biological 
Sciences, 363(1498), 1857–1864. 
Jeong, S.-J., C.-H. Ho, H.-J. Gim, and M. E. Brown (2011), Phenology shifts at start vs. 
end of growing season in temperate vegetation over the Northern Hemisphere for 
the period 1982–2008, Global Change Biology, 17(7), 2385–2399. 
Kaufmann, R. K., L. F. Paletta, H. Q. Tian, R. B. Myneni, and R. D. D’Arrigo (2008), 
The Power of Monitoring Stations and a CO2 Fertilization Effect: Evidence from 
Causal Relationships between NDVI and Carbon Dioxide, Earth Interactions, 
12(9), 1–23. 
Kim, Y., J. S. Kimball, K. Zhang, and K. C. McDonald (2012), Satellite detection of 
increasing Northern Hemisphere non-frozen seasons from 1979 to 2008: 
Implications for regional vegetation growth, Remote Sensing of Environment, 121, 
472–487. 
Klein, D. R., and M. Shulski (2009), Lichen recovery following heavy grazing by 
reindeer delayed by climate warming, Ambio, 38(1), 11–16. 
Koven, C. D., W. J. Riley, and A. Stern (2012), Analysis of permafrost thermal dynamics 
and response to climate change in the CMIP5 Earth System Models, Journal of 
!!
135 
Climate, 121001090809003. 
Kucharik, C. J. (2003), Evaluation of a Process-Based Agro-Ecosystem Model (Agro-
IBIS) across the U.S. Corn Belt: Simulations of the Interannual Variability in 
Maize Yield, Earth Interactions, 7(14), 1–33. 
Lapola, D. M., M. D. Oyama, and C. A. Nobre (2009), Exploring the range of climate 
biome projections for tropical South America: The role of CO2 fertilization and 
seasonality, Global Biogeochemical Cycles, 23(3), GB3003. 
Lewis, S. L., P. M. Brando, O. L. Phillips, G. M. F. van der Heijden, and D. Nepstad 
(2011), The 2010 Amazon Drought, Science, 331(6017), 554–554. 
Ljung, G. M., and G. E. P. Box (1978), On a measure of lack of fit in time series models, 
Biometrika, 65(2), 297–303. 
Macias-Fauria, M., B. C. Forbes, P. Zetterberg, and T. Kumpula (2012), Eurasian Arctic 
greening reveals teleconnections and the potential for structurally novel 
ecosystems, Nature Climate Change, 2(8), 613–618. 
Malhi, Y. et al. (2006), The regional variation of aboveground live biomass in old-growth 
Amazonian forests, Global Change Biology, 12(7), 1107–1138. 
Malhi, Y., J. T. Roberts, R. A. Betts, T. J. Killeen, W. Li, and C. A. Nobre (2008), 
Climate Change, Deforestation, and the Fate of the Amazon, Science, 319(5860), 
169–172. 
Malhi, Y., L. E. O. C. Aragão, D. Galbraith, C. Huntingford, R. Fisher, P. Zelazowski, S. 
Sitch, C. McSweeney, and P. Meir (2009), Exploring the likelihood and 
mechanism of a climate-change-induced dieback of the Amazon rainforest, 
!!
136 
Proceedings of the National Academy of Sciences, 106(49), 20610–20615. 
Mann, M. E., and J. Park (1996), Greenhouse warming and changes in the seasonal cycle 
of temperature: Model versus observations, Geophysical Research Letters, 23(10), 
1111–1114. 
Marengo, J. A., C. A. Nobre, J. Tomasella, M. D. Oyama, G. Sampaio de Oliveira, R. de 
Oliveira, H. Camargo, L. M. Alves, and I. F. Brown (2008), The Drought of 
Amazonia in 2005, Journal of Climate, 21(3), 495–516. 
Mathworks (2012), Econometrics Toolbox User’s Guide (R2012a), [online] Available 
from: http://www.mathworks.com/help/pdf_doc/econ/econ.pdf 
McDonald, K. C., J. S. Kimball, E. Njoku, R. Zimmermann, and M. Zhao (2004), 
Variability in Springtime Thaw in the Terrestrial High Latitudes: Monitoring a 
Major Control on the Biospheric Assimilation of Atmospheric CO2 with 
Spaceborne Microwave Remote Sensing, Earth Interactions, 8(20), 1–23. 
McPhaden, M. J. (1999), Genesis and Evolution of the 1997-98 El Niño, Science, 
283(5404), 950–954. 
Meir, P., and F. Ian Woodward (2010), Amazonian rain forests and drought: response and 
vulnerability, New Phytologist, 187(3), 553–557. 
Min, S.-K., X. Zhang, F. W. Zwiers, and G. C. Hegerl (2011), Human contribution to 
more-intense precipitation extremes, Nature, 470(7334), 378–381. 
Morin, X., D. Viner, and I. Chuine (2008), Tree species range shifts at a continental scale: 
new predictive insights from a process-based model, Journal of Ecology, 96(4), 
784–794. 
!!
137 
Moser, B., J. D. Fridley, A. P. Askew, and J. P. Grime (2011), Simulated migration in a 
long-term climate change experiment: invasions impeded by dispersal limitation, 
not biotic resistance, Journal of Ecology, 99(5), 1229–1236. 
Myers-Smith, I. H. et al. (2011), Shrub expansion in tundra ecosystems: dynamics, 
impacts and research priorities, Environmental Research Letters, 6(4), 045509. 
Myneni, R. B., F. G. Hall, P. J. Sellers, and A. L. Marshak (1995), The interpretation of 
spectral vegetation indexes, Geoscience and Remote Sensing, IEEE Transactions 
on, 33(2), 481 –486. 
Myneni, R. B., C. D. Keeling, C. J. Tucker, G. Asrar, and R. R. Nemani (1997), 
Increased plant growth in the northern high latitudes from 1981 to 1991, Nature, 
386(6626), 698–702. 
NASA Headquarters release (2013), NASA - NASA Finds 2012 Sustained Long-Term 
Climate Warming Trend, [online] Available from:  
 http://www.nasa.gov/topics/earth/features/2012-temps.html 
Nelson, C. R., and C. R. Plosser (1982), Trends and random walks in macroeconmic time 
series: Some evidence and implications, Journal of Monetary Economics, 10(2), 
139–162. 
Nemani, R. R., C. D. Keeling, H. Hashimoto, W. M. Jolly, S. C. Piper, C. J. Tucker, R. B. 
Myneni, and S. W. Running (2003), Climate-Driven Increases in Global 
Terrestrial Net Primary Production from 1982 to 1999, Science, 300(5625), 1560–
1563. 
Nepstad, D., P. Lefebvre, U. Lopes da Silva, J. Tomasella, P. Schlesinger, L. Solórzano, 
!!
138 
P. Moutinho, D. Ray, and J. Guerreira Benito (2004), Amazon drought and its 
implications for forest flammability and tree growth: a basin-wide analysis, 
Global Change Biology, 10(5), 704–717. 
Nepstad, D. C., I. M. Tohver, D. Ray, P. Moutinho, and G. Cardinot (2007), Mortality of 
Large Trees and Lianas following Experimental Drought in an Amazon Forest, 
Ecology, 88(9), 2259–2269. 
Nerem, R. S., D. P. Chambers, C. Choe, and G. T. Mitchum (2010), Estimating Mean Sea 
Level Change from the TOPEX and Jason Altimeter Missions, Marine Geodesy, 
33(sup1), 435–446. 
Nicholls, N. (1991), The El Niño / Southern Oscillation and Australian vegetation, Plant 
Ecology, 91(1), 23–36. 
NOAA (2013), Trends in Carbon Dioxide, [online] Available from: 
http://www.esrl.noaa.gov/gmd/ccgg/trends/ 
North, G. R., and J. A. Coakley (1979), Differences between Seasonal and Mean Annual 
Energy Balance Model Calculations of Climate and Climate Sensitivity, Journal 
of the Atmospheric Sciences, 36(7), 1189–1204. 
Olofsson, J., L. Oksanen, T. Callaghan, P. E. Hulme, T. Oksanen, and O. Suominen 
(2009), Herbivores inhibit climate-driven shrub expansion on the tundra, Global 
Change Biology, 15(11), 2681–2693. 
Olofsson, J., H. Tømmervik, and T. V. Callaghan (2012), Vole and lemming activity 
observed from space, Nature Climate Change, 2(12), 880–883. 
Peng, C., Z. Ma, X. Lei, Q. Zhu, H. Chen, W. Wang, S. Liu, W. Li, X. Fang, and X. Zhou 
!!
139 
(2011), A drought-induced pervasive increase in tree mortality across Canada’s 
boreal forests, Nature Climate Change, 1(9), 467–471. 
Perkins, S. E., L. V. Alexander, and J. R. Nairn (2012), Increasing frequency, intensity 
and duration of observed global heatwaves and warm spells, Geophysical 
Research Letters, 39(20), n/a–n/a. 
Phillips, O. L. et al. (2009), Drought Sensitivity of the Amazon Rainforest, Science, 
323(5919), 1344–1347. 
Piao, S., P. Friedlingstein, P. Ciais, N. Viovy, and J. Demarty (2007), Growing season 
extension and its impact on terrestrial carbon cycle in the Northern Hemisphere 
over the past 2 decades, Global Biogeochemical Cycles, 21(3), GB3018. 
Pinzon, J. E., M. E. Brown, and C. J. Tucker (2005), EMD correction of orbital drift 
artifacts in satellite data stream, in Hilbert-Huang Transform And Its Applications, 
vol. 5, pp. 167–186, WORLD SCIENTIFIC. 
Pinzon, J. E. et al. (2012), Revisiting error, precision and uncertainty in NDVI AVHRR 
data: development of a consistent NDVI3g time series, Remote Sensing, 
Submitted. 
Post, E. et al. (2009), Ecological Dynamics Across the Arctic Associated with Recent 
Climate Change, Science, 325(5946), 1355–1358. 
Potter, C., P.-N. Tan, M. Steinbach, S. Klooster, V. Kumar, R. Myneni, and V. Genovese 
(2003), Major disturbance events in terrestrial ecosystems detected using global 
satellite data sets, Global Change Biology, 9(7), 1005–1021. 
Reich, P. B., S. E. Hobbie, T. Lee, D. S. Ellsworth, J. B. West, D. Tilman, J. M. H. 
!!
140 
Knops, S. Naeem, and J. Trost (2006), Nitrogen limitation constrains 
sustainability of ecosystem response to CO2, Nature, 440(7086), 922–925. 
Riahi, K., A. Grübler, and N. Nakicenovic (2007), Scenarios of long-term socio-
economic and environmental development under climate stabilization, 
Technological Forecasting and Social Change, 74(7), 887–935. 
Saatchi, S., S. Asefi-Najafabady, Y. Malhi, L. E. O. C. Aragão, L. O. Anderson, R. B. 
Myneni, and R. Nemani (2013), Persistent effects of a severe drought on 
Amazonian forest canopy, Proceedings of the National Academy of Sciences, 
110(2), 565–570. 
Salazar, L. F., C. A. Nobre, and M. D. Oyama (2007), Climate change consequences on 
the biome distribution in tropical South America, Geophysical Research Letters, 
34(9), L09708. 
Saleska, S. R., K. Didan, A. R. Huete, and H. R. da Rocha (2007), Amazon Forests 
Green-Up During 2005 Drought, Science, 318(5850), 612–612. 
Samanta, A., S. Ganguly, H. Hashimoto, S. Devadiga, E. Vermote, Y. Knyazikhin, R. R. 
Nemani, and R. B. Myneni (2010), Amazon forests did not green-up during the 
2005 drought, Geophysical Research Letters, 37(5), L05401. 
Samanta, A., S. Ganguly, and R. B. Myneni (2011), MODIS Enhanced Vegetation Index 
data do not show greening of Amazon forests during the 2005 drought, New 
Phytologist, 189(1), 11–15. 
Schaefer, K., T. Zhang, L. Bruhwiler, and A. P. Barrett (2011), Amount and timing of 
permafrost carbon release in response to climate warming, Tellus B, 63(2), 165–
!!
141 
180. 
Schneider von Deimling, T., M. Meinshausen, A. Levermann, V. Huber, K. Frieler, D. M. 
Lawrence, and V. Brovkin (2012), Estimating the near-surface permafrost-carbon 
feedback on global warming, Biogeosciences, 9(2), 649–665. 
Serreze, M. C., and R. G. Barry (2011), Processes and impacts of Arctic amplification: A 
research synthesis, Global and Planetary Change, 77(1–2), 85–96. 
Sitch, S. et al. (2003), Evaluation of ecosystem dynamics, plant geography and terrestrial 
carbon cycling in the LPJ dynamic global vegetation model, Global Change 
Biology, 9(2), 161–185. 
Smith, L. C., Y. Sheng, G. M. MacDonald, and L. D. Hinzman (2005), Disappearing 
Arctic Lakes, Science, 308(5727), 1429–1429. 
Smol, J. P., and M. S. V. Douglas (2007), Crossing the final ecological threshold in high 
Arctic ponds, Proceedings of the National Academy of Sciences, 104(30), 12395–
12397. 
Soja, A. J., N. M. Tchebakova, N. H. F. French, M. D. Flannigan, H. H. Shugart, B. J. 
Stocks, A. I. Sukhinin, E. I. Parfenova, F. S. Chapin III, and P. W. Stackhouse Jr. 
(2007), Climate-induced boreal forest change: Predictions versus current 
observations, Global and Planetary Change, 56(3–4), 274–296. 
Solomon, S., D. Qin, M. Manning, Z. Chen, M. Marquis, K. B. Averyt, M. Tignor, and H. 
L. Miller (Eds.) (2007), Climate Change 2007: The Physical Science Basis: 
Contribution of Working Group I to the Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change, Cambridge University Press, New 
!!
142 
York, NY, USA. 
Stine, A. R., P. Huybers, and I. Y. Fung (2009), Changes in the phase of the annual cycle 
of surface temperature, Nature, 457(7228), 435–440. 
Sturm, M., J. Schimel, G. Michaelson, J. M. Welker, S. F. Oberbauer, G. E. Liston, J. 
Fahnestock, and V. E. Romanovsky (2005), Winter biological processes could 
help convert Arctic tundra to shrubland, Bioscience, 55(1), 17–26. 
Tarnocai, C., J. G. Canadell, E. a. G. Schuur, P. Kuhry, G. Mazhitova, and S. Zimov 
(2009), Soil organic carbon pools in the northern circumpolar permafrost region, 
Global Biogeochemical Cycles, 23(2), n/a–n/a. 
Taylor, K. E., R. J. Stouffer, and G. A. Meehl (2012), An Overview of CMIP5 and the 
Experiment Design, Bulletin of the American Meteorological Society, 93(4), 485–
498. 
Thomson, D. J. (1995), The Seasons, Global Temperature, and Precession, Science, 
268(5207), 59–68. 
Tian, H., J. M. Melillo, D. W. Kicklighter, A. D. McGuire, J. V. K. Helfrich, B. Moore, 
and C. J. Vörösmarty (1998), Effect of interannual climate variability on carbon 
storage in Amazonian ecosystems, Nature, 396(6712), 664–667. 
Tollefson, J. (2010a), Amazon drought raises research doubts, Nature News, 466(7305), 
423–423. 
Tollefson, J. (2010b), Drought strikes the Amazon rainforest again, Nature News. 
Tømmervik, H., B. Johansen, J. Å. Riseth, S. R. Karlsen, B. Solberg, and K. A. Høgda 
(2009), Above ground biomass changes in the mountain birch forests and 
!!
143 
mountain heaths of Finnmarksvidda, northern Norway, in the period 1957–2006, 
Forest Ecology and Management, 257(1), 244–257. 
Toutoubalina, O. V., and W. G. Rees (1999), Remote sensing of industrial impact on 
Arctic vegetation around Noril’sk, northern Siberia: Preliminary results, 
International Journal of Remote Sensing, 20(15-16), 2979–2990. 
Townshend, J. (2011), User Guide for the MODIS Vegetation Continuous Fields product 
Collection 5 version 1, [online] Available from: 
 https://lpdaac.usgs.gov/sites/default/files/public/modis/docs/VCF_C5_UserGuide
_Dec2011.pdf 
Tucker, C. J., I. Y. Fung, C. D. Keeling, and R. H. Gammon (1986), Relationship 
between atmospheric CO2 variations and a satellite-derived vegetation index, , 
Published online: 16 January 1986; | doi:10.1038/319195a0, 319(6050), 195–
199. 
Tucker, C. J., J. E. Pinzon, M. E. Brown, D. A. Slayback, E. W. Pak, R. Mahoney, E. F. 
Vermote, and N. El Saleous (2005), An extended AVHRR 8!km NDVI dataset 
compatible with MODIS and SPOT vegetation NDVI data, International Journal 
of Remote Sensing, 26(20), 4485–4498. 
Turner, D. P. et al. (2006), Evaluation of MODIS NPP and GPP products across multiple 
biomes, Remote Sensing of Environment, 102(3–4), 282–292. 
Vermote, E. F., and S. Kotchenova (2008), Atmospheric correction for the monitoring of 
land surfaces, Journal of Geophysical Research: Atmospheres, 113(D23), n/a–n/a. 
Vermote, E. F., and A. Vermeulen (1999), Atmospheric correction algorithm: spectral 
!!
144 
reflectances (MOD09), MODIS Algorithm Theoretical Basis Document. [online] 
Available from: http://modis.gsfc.nasa.gov/data/atbd/atbd_mod08.pdf 
Vieira, S. et al. (2004), Forest structure and carbon dynamics in Amazonian tropical rain 
forests, Oecologia, 140(3), 468–479. 
Vogelsang, T. (1998), Trend Function Hypothesis Testing in the Presence of Serial 
Correlation, Econometrica, 66(1), 123–148. 
Walker, D. A. et al. (2005), The Circumpolar Arctic vegetation map, Journal of 
Vegetation Science, 16(3), 267–282. 
Walker, M. D. et al. (2006), Plant community responses to experimental warming across 
the tundra biome, Proceedings of the National Academy of Sciences of the United 
States of America, 103(5), 1342–1346. 
Wallace, C. J., and T. J. Osborn (2002), Recent and future modulation of the annual cycle, 
Climate Research, 22(1), 1–11. 
Walther, G.-R., E. Post, P. Convey, A. Menzel, C. Parmesan, T. J. C. Beebee, J.-M. 
Fromentin, O. Hoegh-Guldberg, and F. Bairlein (2002), Ecological responses to 
recent climate change, Nature, 416(6879), 389–395. 
Wang, D., D. Morton, J. Masek, A. Wu, J. Nagol, X. Xiong, R. Levy, E. Vermote, and R. 
Wolfe (2012), Impact of sensor degradation on the MODIS NDVI time series, 
Remote Sensing of Environment, 119, 55–61. 
Williams, M., W. Eugster, E. B. Rastetter, J. P. Mcfadden, and F. S. Chapin Iii (2000), 
The controls on net ecosystem productivity along an Arctic transect: a model 
comparison with flux measurements, Global Change Biology, 6(S1), 116–126. 
!!
145 
Woodall, C. W., C. M. Oswalt, J. A. Westfall, C. H. Perry, M. D. Nelson, and A. O. 
Finley (2009), An indicator of tree migration in forests of the eastern United 
States, Forest Ecology and Management, 257(5), 1434–1444. 
Woodward, F. I., M. R. Lomas, and R. A. Betts (1998), Vegetation-climate feedbacks in 
a greenhouse world, Philosophical Transactions of the Royal Society of London. 
Series B: Biological Sciences, 353(1365), 29–39. 
Xu, L., A. Samanta, M. H. Costa, S. Ganguly, R. R. Nemani, and R. B. Myneni (2011), 
Widespread decline in greenness of Amazonian vegetation due to the 2010 
drought, Geophysical Research Letters, 38(7), L07402. 
Yang, F., K. Ichii, M. A. White, H. Hashimoto, A. R. Michaelis, P. Votava, A.-X. Zhu, A. 
Huete, S. W. Running, and R. R. Nemani (2007), Developing a continental-scale 
measure of gross primary production by combining MODIS and AmeriFlux data 
through Support Vector Machine approach, Remote Sensing of Environment, 
110(1), 109–122. 
Zhang, K., J. S. Kimball, Y. Kim, and K. C. McDonald (2011), Changing freeze-thaw 
seasons in northern high latitudes and associated influences on evapotranspiration, 
Hydrological Processes, 25(26), 4142–4151. 
Zhou, L., C. J. Tucker, R. K. Kaufmann, D. Slayback, N. V. Shabanov, and R. B. Myneni 
(2001), Variations in northern vegetation activity inferred from satellite data of 
vegetation index during 1981 to 1999, Journal of Geophysical Research, 
106(D17), 20069–20083.  
!!
146 
Curriculum Vitae 
! 147 
! 148 
!!
149 
