A method is presented for producing analytical results applicable to the standard two-party deterministic dense coding protocol, wherein communication of K perfectly distinguishable messages is attainable with the aid of K 
I. INTRODUCTION AND FORMALISM
The deterministic dense coding protocol, first described by Bennett and Wiesner [1] in 1992, has been the subject of numerous investigations ( [2] - [6] and references therein). Here, therefore, we describe the protocol and its associated formalism only briefly.
Alice and Bob, who are located far apart, each controls one qudit from an entangled pair. Orthonormal be a set of K local unitaries having the special property that the K corresponding |Ψ (a) 's are mutually orthogonal, with K here and hereinafter the largest possible number of such unitaries for a given |ψ .
As Mozes et al. [2] have observed, the condition that the U (a) constitute such a set is expressed by the requirement that, for every a, b pair in the set,
where Ψ (a) |Ψ (b) denotes the Hilbert space H scalar product of |Ψ (a) and |Ψ (b) , and Λ is a diagonal d × d matrix whose diagonal elements are the squares of the Schmidt coefficients defined in Eq. (I.1), i.e., Λ ij = λ i δ ij . A set {U (a) } satisfying Eq. (I.3) will be termed "Λ orthogonal."
If Bob knows Alice has operated on |ψ with one of the K unitaries in some given Λ-orthogonal set can be expressed in terms of their components along elements of the basis B = {|ij : 0 ≤ i, j ≤ d − 1}:
We order the basis B of H in a nonstandard way as follows
Central to our approach is the d 2 × d 2 matrix M, whose entries are the components of the vectors |Ψ 
Note that pairwise orthogonality among columns a = 0 through K − 1 of M expresses orthogonality of the corresponding message states |Ψ (a) in H, or, equivalently, Λ orthogonality of Alice's encoding matrices.
Of course, the rows of the unitary matrix M also constitute an orthonormal set and hence necessarily satisfy
Eq. (I.6) embodies inherent restrictions on the entries U (a) ij of encoding unitaries, which lead to suprisingly simple derivations of previously proved dense coding results, as well as of hitherto unrecognized properties of K as a function of the Schmidt coefficients. It is the key relationship of the augmented message-matrix approach. Our principal results from this approach are described and placed in context in the outline below.
• Settling a conjecture by Mozes et al. [2] , Wu et al. [4] proved that for any dimension d there is an upper bound
on the value of λ 0 permitting K unitaries that are Λ orthogonal, where
in [4] of (I.7), which we refer to as the WCSG bound on λ 0 (for d and K), rests on density-matrix manipulations. Subsequently Bourdon et al. [6] gave a derivation of (I.7) which avoided the introduction of density matrices by utilizing projection-operator techniques. In Section II below, we take an even more elementary approach, presenting an augmented message-matrix derivation of the WCSG bounds.
• Based primarily on numerical evidence, Mozes et al. conjectured that there is no set of Schmidt coefficients that allow K = d 2 − 1; i.e., they conjectured that whenever the state |ψ of a two-qudit system supports transmission of d 2 − 1 messages via dense coding, then |ψ is maximally entangled • The numerical analysis of Mozes et al. strongly suggests that when
than the less restrictive result λ 0 ≤ d/(d + 1) that follows from (I.7). In Section IV, we show that
, which is always less than d/(d + 1).
• Mozes . Thus, the special assumption here is the inclusion of X as well.)
• We also provide in Section V generalizations of the result just described, applicable when K ≥ d + 1 and the encoding unitaries include not only I and X but additional powers of X.
II. FIRST OBSERVATIONS
A particularly useful special case of Eq. (I.6) results from setting i ′ = i and summing the result over i
which, after setting j ′ = j and invoking the unitarity of the U (a) 's, immediately yields
From Eq. (II.1), for the case j = 0, comes rather trivially the WCSG bound result:
consistent with numerical results in Mozes et al. [2] and proven by other means in [4, 6] . Eq. (II.1) will later be utilized for other proofs in Section III and in Section IV.
Another observation, to be expanded upon later, involves the non-saturation of the WCSG bound when 
For any a ∈ {0, 1, . . . , d}, let v (a) be the (necessarily nonzero) vector in C for each a, so that there are nonzero constants β a such that v (a) = β a v for each a ∈ {0, 1, . . . , d}. Thus for each a ∈ {1, 2, . . . , d}, there is a nonzero constant γ a such that
Observe that both v 
From this we conclude that for K = d + 1, when all Schmidt coefficents are nonzero, λ 0 must satisfy the strict inequality relationship
In Section IV, we drop the assumption that all Schmidt coefficients be nonzero and exhibit for every d an upper limit for λ 0 that is a finite distance below the limit given by the WCSG bound d/(d + 1) for
It is known that under the d-dimensional deterministic dense coding protocol there is a region of the space of the λ j that admits a maximum of K = d encoding unitaries ( the following relationship by setting j ′ = j, dividing through by λ j , and summing the result over j:
Since each of the d 2 − 1 U (a) 's are unitary, we reach
This equation can be interpreted as describing the properties of a d × d matrix S, with its i, j element equal to φ ij / λ j , whose rows (labeled by 0 ≤ i ≤ d − 1) are vectors which are mutually orthogonal, and each of which has a common length, the square of which may be computed by setting i ′ = i in (III.1):
Note that the value of the common row-lengths must be nonzero; otherwise all components φ ij of the unit vector φ would be zero, a contradiction. Such a matrix, within a constant multiple of a unitary matrix, will have its columns (labeled by 0 ≤ j ≤ d − 1) representable as vectors with the same lengths as the row vectors; thus
From Eq. (II.1) we arrive at another expression for the squares of these lengths (recalling we have dropped
In combination, Eq.'s (III.2) and (III.3) produce
true for each j, 0 ≤ j ≤ d − 1. This is only possible if all the λ j 's are equal, and since they sum to one, necessarily λ j = 1/d for each j. This corresponds to the set of Schmidt coefficients for maximal entanglement, the point at which d 2 encoding unitaries can be found. Thus we have proved that if we can find d 2 − 1 encoding unitaries, we must be able to find d 2 , i.e., there is no region in the space of the λ j that admits a maximum of K = d 2 − 1 encoding unitaries.
Evaluating the expression for the common length of the row and column vectors of the matrix S,
and because (as previously noted) the rows of S are orthogonal, this shows S to be unitary, and, in fact, to be the last encoding unitary matrix:
IV. BOUND FOR THE
The WCSG bound for the case Assume that Alice can create a maximum of K = d + 1 distinguishable messages. We assume U (0) to be the identity operator, so that the entries in the first column of the augmented message-matrix M are
, which is equivalent to the the orthogonality of columns a and 0 of M, leads to
Define real constants η i ≡ λ i /λ 0 for 1 ≤ i ≤ d − 1, and use them to write
where the final step follows from the triangle inequality. From this it follows simply that
Reordering the summations in the rightmost term of this expression we see
Let q ≥ 1 be the value of i that maximizes
which leads to
where we have defined
Using U (0) = I and the fact that length of each row of U (a) is one, we have
Normalization of the (q0) th row of M allows the previous equation to be transformed into
which along with normalization of the (00) th row of M,
Combining this with Eq. (IV.3) gives
and thus
Applying (II.1) with j = 0 and K = d + 1, we obtain
Eq. (IV.6) along with Eq. (IV.5) yields the following sequence of inequalities
where to obtain (IV.7), we have used
q0 | 2 , which is obvious since q ≥ 1. Note that in the region of interest, λ 0 > 1/2, the term 1 −
(1−λ 0 ) 2 will be negative; thus we maximize the RHS of the last inquality by inserting the smallest possible value of b |φ
2 , which is zero, leading to
Solving for λ 0 produces Saturation has been demonstrated in [6] for the WCSG bound for K = d+2 and K = 2d−1. Generalization of the argument of this section for other K values is easily constructed, but shows that an improvement in the WCSG bound comes only for the case K = d + 1 shown above.
V. EXTENSION RESULTS IN CASE
In the preceding section, we established that when In this section, we show that whenever there is a family of d + 1 encoding unitaries that includes I and X, then λ 0 ≤ (d − 1)/d, in agreement with Mozes' conjecture. We also obtain a more general bound on λ 0 in cases where an encoding family of unitaries includes not only I and X but additional powers of X.
We again address the d-dimensional dense coding problem, with K = d + 1. We seek the conditions under which we can have a set of d+1 encoding unitaries {U (a) } d a=0 that include both the identity, I ≡ U (0) , and X ≡ U (1) . Note that any set of encoding unitaries can be transformed so as to include I; assuming that X is also included constitutes a special case. allows us to write
For a ∈ {2, 3, . . . , d} and j ∈ {2, 3, . . . , d − 1}, let v . We then can re-express the previous equation as
where we have used the triangle inequality to establish the second line of (V.3), and used η ≡ 
The a = 0 and a = 1 terms in the first sum are both zero, therefore (using Eq. (V.3))
and consequently, λ 0 ≤ (d−1)/d. Thus, the inclusion of both I and X as encoding unitaries in the K = d+1 case leads to the upper bound on λ 0 as postulated by Mozes et al. for the more general case.
Remarks. 
There will be m expressions of the form of (V.1) and (V.2) that simply lead to a generalization of (V.3):
The key equation of the augmented message-matrix approach, Eq. (I.6), with j = j ′ = 0, i ′ = i, and
leading to ij | 2 ; i = 0, 1, 2; j = 0, 1, the prior requirements imply T 00 = η 2 T 11 and T 10 = η 2 T 21 . Furthermore, the requirement that each column of U (a) is a unit vector implies that T 20 = 3 − T 00 − T 10 = 3 − η 2 (T 11 + T 21 ); and T 01 = 3 − T 11 − T 21 . We now proceed to establish a series of inequalities that restrict values of the two free T ij values which we pick to be T 11 and T 21 .
To establish relations based upon the unitarity of the augmented message-matrix, consider Eq. (I.6).
Setting i ′ = i and j ′ = j we get the following set of inequalities based upon the requirements of unit length of the rows:
λ 0 (1 + T 00 ) = λ 0 (1 + η 2 T 11 ) ≤ 1 (V. It is easy to demonstrate that the last two of these inequalities are redundant with the first two. Other restrictions come from the requirements that the rows of the U (a) 's are unit vectors:
T 00 + T 01 = η 2 T 11 + 3 − T 11 − T 21 ≤ 3 (V.11)
T 10 + T 11 = η 2 T 21 + T 11 ≤ 3 (V.12)
The first of these is satisfied trivially in our region of interest, η 2 ≤ 1. There remain six relations that must be simultaneously satisfied. Of these, three control the possibility of any acceptable solution in the region of interest, 0.6 ≤ η ≤ 1: Equations (V.5, V.7, and V.13). Observe that (V.5) is equivalent to T 11 ≤ 1/η; subsituting this into (V.13) yields T 21 ≤ η/(1 − η 2 ); and subsituting these two inequalities into (V.7) produces 2(1 − η) − η 
