Abstract. This paper investigates different ways of combining feature selection with bagging and rule extraction in predictive modeling. Experiments on a large number of data sets from the medicinal chemistry domain, using standard algorithms implemented in the Weka data mining workbench, show that feature selection can lead to significantly improved predictive performance. When combining feature selection with bagging, employing the feature selection on each bootstrap obtains the best result. When using decision trees for rule extraction, the effect of feature selection can actually be detrimental, unless the transductive approach oracle coaching is also used. However, employing oracle coaching will lead to significantly improved performance, and the best results are obtained when performing feature selection before training the opaque model. The overall conclusion is that it can make a substantial difference for the predictive performance exactly how feature selection is used in conjunction with other techniques.
Introduction
When performing predictive modeling, feature selection is used for two main reasons. First of all, high dimensionality data sets rule out some techniques, simply because of the computational cost. Second, irrelevant attributes are detrimental for most machine learning algorithms, making feature selection a standard preprocessing technique, often used to increase predictive performance.
For some machine learning techniques, typically where several models are built either in sequence or in parallel, the feature selection could, however, be applied at different stages. With this in mind, it is interesting to investigate, if, when and how feature selection should be applied to the two common data mining techniques bagging and rule extraction.
The simplest way to select a subset of features is to use variable ranking on the input features, typically based on correlation with the target attribute, error rate or some information theoretic measure. However, since variable ranking methods do not consider dependencies between features, they are unable to find features that are of limited or no use by themselves, but useful together with other features. Some good examples of this phenomenon are presented in [8] . A more sophisticated, but more computationally intensive, approach is to search for subsets containing features that work well together. Exhaustive search is obviously infeasible for all but very small feature sets, so some search strategy capable of finding optimal, or near optimal, feature sets with reasonable computational effort is needed. Typical search strategies include forward selection, backward elimination, bidirectional search, best-first and beam search.
Feature selection methods are generally divided into three main approaches: wrapper, filter and embedded methods. Wrapper methods [11] take into account the specific machine learning algorithm to be applied for prediction and use this algorithm to evaluate the performance of candidate subsets. The machine learning algorithm is treated as a black box by the feature selection process, making this approach extremely versatile since, in principle, any feature subset selection method can be combined with any machine learning algorithm. The drawback is having to build a complete predictive model to evaluate each candidate subset considered during the feature selection process, which is not always computationally feasible. In contrast, the main idea in filter methods is to disconnect the feature selection process from the machine learning algorithm used for the actual prediction, which means that a subset of features is selected without evaluating the performance of that subset on the algorithm later being used for classification. Variable ranking is thus a filter method. Some of the advantages of filter methods for subset selection mentioned in [8] are that they are faster than wrapper methods and that they yield feature sets which are useful for prediction in some general sense, rather than being tailored to a particular algorithm or learning scheme. In embedded methods, finally, the actual feature selection is performed by the machine learning algorithm during model construction. The typical example here is a decision tree algorithm choosing different split attributes. It should, however, be noted that such methods may still benefit from first applying some of the other techniques.
Ensembles is a standard technique for increasing performance in predictive modeling. The core idea behind ensembles is that the combined predictions from a collection of base classifiers will have better performance than a single classifier. For this to work, the base classifiers need to be individually accurate but also diverse, which means that they commit their errors on different instances, preferably independently of each other [12] . One way of producing diversity in an ensemble is to train each base classifier on only a subset of the instances. In the standard technique bagging [2] , each subset, called a bootstrap or bag, is of the same size as the original data set and is created by drawing from a uniform distribution with replacement, resulting in approximately 63% of all instances being present in each base classifier's particular training set.
Rule extraction is the process of generating a transparent model based on a corresponding opaque predictive model. Rule extraction has been heavily investigated in the neural network domain, and the techniques have been applied mainly to ANN models; for an introduction and a good survey of traditional methods, see [1] . When performing black-box rule extraction, the core idea is to view rule extraction as a learning task, where the target concept is the function originally learnt by the opaque model. One typical and well-known black-box rule extraction algorithm is TREPAN [5] . Naturally, the predictions from extracted models must be close to predictions from the opaque models. This criterion, called fidelity, is therefore a key part of the optimization function in most rule extracting algorithms. Most, if not all, rule extraction algorithms targeting fidelity use 0/1 fidelity, i.e., maximize the number of identical classifications. One motivation for that rule extraction may produce more accurate models than models induced directly from the data set is that a highly accurate opaque model often is a more useful representation of the data than the data set itself; i.e., the opaque model will act as a filter and smoothen irregularities caused by a few atypical instances.
But, the opaque model could also be used to generate predictions for novel instances with unknown target values, as they become available. Naturally, these newly labeled instances could then be used by the rule extraction algorithm. Despite this, all rule extraction algorithms that we are aware of use only training data (possibly with the addition of artificially generated instances) when extracting the transparent model. We have previously argued that it could be advantageous for a data miner to use test data input vectors together with predictions from the opaque model when performing rule extraction [10] . In this situation, the highly accurate opaque model, called the oracle since the target values it produces are treated as ground truth by the training regime of the transparent model, will coach the weaker transparent model. More specifically, the transparent model is built using a combination of standard, labeled, training data and oracle data; i.e., test data inputs together with predictions from the opaque model.
Using a coaching oracle is somewhat similar to semi-supervised self training, but there are two main differences: First we use one (stronger) classifier to label the instances, and another (weaker but transparent) classifier for the final model. Second, since the purpose is increased accuracy on a specific test set, we explicitly utilize the fact that we have the corresponding test input vectors available. Obviously, transductive learning also utilizes both labeled and unlabeled data, and the overall purpose is similar to oracle coaching; i.e., to obtain high accuracy on specific (test) instances; see e.g. [9] . But the main difference is that we explicitly focus on situations where the final model must be transparent, leading to the process described above where a stronger opaque model coaches a weaker transparent model.
Finally, it should be noted that since the test instances labeled by the oracle and then used for inducing the transparent model are the very same instances that later will be used for the actual prediction, the use of oracle data requires a sufficiently sized test set. This method is thus suitable in the very common situation where the predictive model is built for a specific situation, and the input vectors for the actual test data are available already when inducing the model. Clearly, this description matches the situation targeted in this paper where a computational chemist wants to predict biological activity for a specific set of molecules (compounds).
The main purpose of this paper is to investigate how feature selection can be used together with the two standard techniques bagging and rule extraction (possibly also utilizing oracle data in the rule extraction process), to increase predictive accuracy for opaque and transparent models, respectively.
Method
The data sets used are from the domain of medicinal chemistry and consist of 8 different sets of compounds, from the study of Bruce et al. [4] , originally used by Sutherland [15] . In the study by Bruce et al., the two attribute sets 2.5D and Frags. were used; here a further 4 attribute sets are available, thus bringing the total number of data sets to 48 (8 sets of compounds, with 6 different attribute sets). Of the six different attribute sets, three describe physical-chemical properties of the compounds and the other three molecular fingerprints. The physical-chemical attributes sets are 2.5D, oeSelma, and AZ Desc., while the fingerprint attribute sets are Frags., sign12, and ecfi 1024. The characteristics for each combination of compound set and attribute set are summarized in Table 1 below, where Inst. means number of instances (compounds) in each data set.
The motivation for the use of these data sets is that they represent data mining tasks in which, on the one hand, high predictive accuracy is essential and, on the other hand, a comprehensible model is sometimes needed, since relationships found are of interest to domain experts and can also be used to guide further search for promising molecules. All data sets concern biological activity for inhibitor compounds. The continuous numerical values for activity (pIC50 for the first five data sets and pKi for the last three) in the study by Sutherland et al. were transformed by Bruce et al. into two categorical classes (active and inactive), using the median activity value as a threshold between the two classes to create a 50/50 split of active/inactive observations, since each data set showed a uniform distribution of activity values. 
Experiments
For simplicity, and to allow easy replication of the experiments, the Weka [16] data mining workbench was used for the two experiments. In the first experiment, feature selection is combined with bagging and in the second experiment, the use of feature selection together with rule extraction is investigated. The choice of techniques evaluated is motivated by the domain's need for both high predictive accuracy and comprehensible models to explain relationships. It was deemed that the only feasible approach was to use a filter feature selection method, both considering computational cost and the fact that different types of predictive models would be generated. In Weka, one filter method is implemented as the AttributeSelectedClassifier. To evaluate candidate feature sets, the AttributeSelectedClassifier used CfsSubsetEval, which favors subsets of features with low intercorrelation, but high correlation with the target variable. The search strategy employed was best-first forward selection. In the second experiment, an ensemble of bagged RBF networks was used as the opaque model. The transparent model was generated by using rule extraction from these ensembles to obtain decision trees. To enable evaluation of the effect of using feature selection, the ensemble models also have to be built without feature selection, i.e., for data sets with up to 1024 attributes. Using RBF networks as base classifiers was judged to be a reasonable compromise between performance and computational cost for this kind of data set. For all inbuilt Weka algorithms, the settings were left at the default values. Finally, since the data sets contain relatively few instances, all experiments were conducted using 10x4-fold cross-validation. Experiment 1 used the following three setups: 1) standard bagging in Weka of 30 RBF networks (Bag) 2) feature selection employed as a filter for bagging 30 RBF networks, i.e., in Weka terms, an AttributeSelectedClassifier using bagging as classifier, (FS-Bag) 3) feature selection employed as a filter for each bag, i.e., bagging 30 AttributeSelectedClassifier RBF networks (Bag-FS)
For the rule extraction experiment, we decided to use the readily available J48, which is the Weka implementation of the standard decision tree algorithm C4.5 [14] as rule extractor, instead of a specialized rule extraction algorithm. Naturally, feature selection can be performed either before the opaque model is trained (the rule extractor uses the same reduced feature set as the opaque model) or after the opaque model is trained, i.e., the feature set is reduced based on the predictions from the opaque model. It must be noted that both these feature reductions are based on training data only. If, however, oracle data is used, the feature selection algorithm can also utilize the test set instances together with the predictions from the oracle. More specifically, the setups utilizing oracle data used the oracle (here an ensemble consisting of 30 bagged RBFs) to label the test data, and then used this test data together with the standard training data for both the feature selection and the actual tree induction. In Experiment 2, a total of eight setups were compared, three of which used oracle data. The setups were: 1) standard J48 decision trees induced directly from the data set; this represents a baseline comparison against a simple transparent model (J48) 2) feature selection employed as a filter for J48 decision trees, i.e., an AttributeSelectedClassifier using J48 as the classifier (FS-J48) 3) J48 trees obtained using rule extraction from 30 bagged RBF networks (Ens-J48) 4) feature selection employed as a filter for rule extraction, i.e., an AttributeSelectedClassifier using rule extraction from a 30-bag RBF ensemble as classifier (FS-Ens-J48) 5) feature selection employed for each bag before rule extraction, i.e., bagging 30 AttributeSelectedClassifier RBF networks and then using rule extraction (Ens-FS-J48) 6) same setup as 3) above, but also utilizing oracle data during the rule extraction (EnsO-J48) 7) same setup as 4) above, but also utilizing oracle data during the rule extraction (FSEnsO-J48) 8) same setup as 5) above, but also utilizing oracle data during feature selection and rule extraction (EnsO-FS-J48)
Results
Due to the large number of data sets, most results have to be reported aggregated over the different attribute sets, treating the physical-chemical attribute sets as one group and the fingerprint attribute sets as another group. Predictive performance is evaluated as accuracy and AUC, where the reported numbers for each data set is, of course, averaged over the 10x4 folds. Table 2 below shows a summary of all accuracy results for Experiment 1, aggregated over the different attribute sets. As can be seen from the table, the setup employing feature selection separately for each bag clearly obtains the best performance, whereas feature selection as a filter for the whole bagging process is actually slightly worse than not using feature selection at all. To determine if there are any statistically significant differences, we use the statistical tests recommended by Demšar [6] for comparing several classifiers over a number of data sets, i.e., a Friedman test [7] , followed by a Nemenyi post-hoc test [13] . With three classifiers and 24 data sets, the critical distance (for α = 0.05) is 0.68, so based on these tests, all differences between Bag-FS and the other two techniques are significant for both groups of attribute sets. These significant differences between the three techniques also hold for AUC. The result of these tests should, however, be treated with some care in this study, as it is not obvious that sets of compounds represented by different feature sets can be considered to be independently selected data sets. Hence, the statistical tests employed here should rather be seen as approximate tests. Table 3 below shows the detailed accuracy and AUC results for the oeSelma attribute set. This table illustrates that the superior overall performance of Bag-FS is due to consistently obtaining slightly higher accuracy and AUC for almost every data set. Summarizing Experiment 1, it is clear that when using feature reduction together with bagging on these medicinal chemistry data sets, the only reasonable choice is to use a separate feature selection for each bag, which unfortunately is also the most computationally costly procedure. However, this extra cost is clearly justified given the significant improvement in predictive performance obtained by the ensemble. Turning to Experiment 2, Table 4 below shows a summary of the accuracy results.
The most important observation is that the use of oracle coaching clearly led to more accurate transparent models. Especially the setup using feature selection before building the oracle model (FS-EnsO-J48) consistently produced very accurate models. As a matter of fact, using the statistical tests described above, the critical distance for eight setups and 24 data sets is 2.14, so this setup obtained significantly higher accuracies than all setups not utilizing oracle data on the physical-chemical data sets. Looking at fingerprint data sets, the picture is almost identical since the FS-EnsO-J48 setup again obtained the lowest mean rank, even if the difference in accuracy when compared to standard J48 is not statistically significant using this test. It could be noted, however, that any pairwise test (e.g. a standard sign test) would result in a significant difference.
Another interesting observation is that if no oracle data is used, the best option is, for most feature sets, actually to use standard tree induction directly on the data; i.e., no feature selection and no rule extraction. This is of course a very good result for J48, showing that the algorithm is well capable of finding and utilizing the most important attributes, without the help of explicit feature selection. It should be noted that this result does not necessarily reflect poorly on rule extraction in general. As a matter of fact, more specialized rule extraction algorithms, explicitly maximizing fidelity, have often been shown to outperform decision tree induction. When oracle data is used, it clearly becomes better to perform feature selection, preferably before building the oracle. So, summarizing the accuracy results, the use of oracle data when building comprehensible models improved accuracy significantly, and the best results overall were obtained by performing feature selection before the oracle was trained.
Looking at the mean AUC results in Table 5 below, the first impression is probably that most setups result in similar AUCs. This is, however, somewhat deceptive since the mean ranks show that the setups utilizing oracle coaching actually outperformed all other setups, on a large majority of the data sets, also with regard to AUC.
Conclusions
We have in this paper investigated when and how feature selection should be applied to two common data mining techniques; bagging and rule extraction. When using bagging, feature selection could be used either before the data set is used to draw the bootstraps, or locally on each bootstrap. The experimental results clearly show that the best option is to perform the feature selection on each bootstrap. As a matter of fact, that setup obtained significantly higher accuracy and AUC compared to both feature selection before the bootstrapping and not using feature selection at all. In addition to being a straightforward recipe, it is also an interesting theoretical finding, since it indicates that for data sets like the ones studied here (i.e. fairly high dimensionality with at least some redundancy) the increased diversity obtained by performing the feature selection independently for each bag turned out to improve ensemble accuracy. This hence has a similar effect as random feature selection in random forests [3] .
In the rule extraction experiment, the somewhat surprising result was that unless oracle data is used, the best option is actually to skip both feature selection and rule extraction and just perform standard J48 rule induction directly on the data set. However, the results also show that utilizing oracle coaching led to a significant improvement in both accuracy and AUC, with a relatively low extra computational cost. Specifically, the best setup evaluated first performed feature selection (using training data only) and then used the reduced feature set to build the opaque (oracle) model. The oracle was then used to label the test data instances, which together with the original training instances (with reduced features) were used as training instances when inducing the final J48 model. The most important observation from this experiment is that the use of oracle coaching affects the performance much more than if and how the feature selection is applied. Having said that, if oracle data is used, both setups that contain feature selection clearly outperformed the setup using unreduced feature sets, with regard to both accuracy and AUC.
