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Introduzione. 
La teoria delle distribuzioni costituisce uno dei cardini della matematica del XX secolo.  Si tratta in sostanza di 
una generalizzazione del concetto di funzione, concepita per descrivere fenomeni fisici la cui descrizione in 
termini di funzioni classiche riuscirebbe difficoltosa, o impossibile.  Per questa ragione le distribuzioni sono 
dette a volte "funzioni generalizzate". 
L'esempio più celebre di distribuzione è la "delta" di Dirac.  Essa corrisponde a un impulso unitario fornito ad 
un sistema in un intervallo di tempo "infinitamente breve", ossia istantaneo. 
L'impulso di una forza F t( )  (t indica il tempo) che agisce in una direzione fissa, in un intervallo di tempo 
t1, t2[ ]   è  F t( ) dtt1
t2! .  Se  F  è nulla per ogni  t,  tranne un numero finito, l'impulso è nullo. 
Consideriamo tuttavia la seguente situazione: un punto materiale P di massa m si muove di moto rettilineo 
uniforme su di un piano orizzontale privo di attrito, ed urta in modo perfettamente elastico contro una parete 
verticale perpendicolare alla direzione del moto, all'istante t0.  In questa situazione ideale, in t0 avviene una 
istantanea "inversione di marcia": il punto materiale rimbalza all'indietro, con velocità scalare invariata e verso 
opposto. 
Il Teorema dell'impulso dice che se sul punto P agisce una forza F t( )  dipendente dal tempo t, l'impulso 
F t( ) dtt1
t2!  in un intervallo di tempo t1, t2[ ]  è uguale alla variazione di quantità di moto, cioè 
(1) F t( ) dt
t1
t2! 
" # 
 =  m v t2( ) $ v t1( )( )  
dove v(t) indica la velocità di P al tempo t. 
Se t0  è esterno all'intervallo t1, t2[ ] , la velocità si mantiene costante nell'intervallo di tempo, durante il quale 
nessuna forza agisce su P.  Vale quindi la (1), in quanto entrambi i membri sono nulli. 
Se invece t1 < t0 < t2 , il secondo membro di (1) vale 2mv t2( ) ! 0 , mentre il primo membro è nullo perché 
F t( )  è nulla per tutti i t ! t0 .  
Nella realtà il fenomeno avviene in modo leggermente diverso: una sia pur lieve compressione e rilasciamento 
dell'oggetto in movimento e della parete riflettente avvengono di sicuro; il rimbalzo si realizza quindi in un 
tempo molto breve, ma non istantaneamente. Una forza agisce su P per un intervallo di tempo non nullo, e 
l'integrale al primo membro di (1) può avere valore diverso da 0. 
Tuttavia, a occhio nudo il rimbalzo appare istantaneo, come descritto nel modello "ideale". 
L'idea della "forza istantanea" che rilascia tutto il suo impulso al tempo t0 non è soltanto conforme 
all'intuizione, ma si rivela anche molto utile per le applicazioni fisiche, e non soltanto. 
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Questa è l'idea della "funzione" delta di Dirac: ! t( ) , caratterizzata dall'avere valore 0 in ogni punto tranne 
t = 0 , e dalla relazione    ! t( ) dtR" = 1 .  Per le prime applicazioni potremmo accontentarci di questo; sembra 
quindi eccessivo creare una teoria soltanto per descrivere in modo formalmente corretto la δ di Dirac.  Ebbene, 
l'idea della δ è meno semplice di quanto possa apparire all'inizio; di più, tale idea ha importanti 
generalizzazioni.  Ciascuna di esse potrebbe essere descritta per conto proprio, ma a questo punto una teoria 
unificatrice rende assai più chiaro tutto quanto.  L'ideatore della teoria delle distribuzioni è Laurent Schwartz, 
attorno al 1950. 
Le "funzioni test". 
Chiamiamo "funzione test" ogni funzione reale di classe C! , con supporto compatto, ossia identicamente nulla 
al di fuori di un insieme chiuso e limitato.  Precisamente, il supporto di ϕ  è 
  supp!  =  x "R
n ; ! x( ) # 0{ }  
Daremo i primi esempi in R, ma la teoria si sviluppa (e trova le più significative applicazioni) nel caso di 
dimensione superiore a 1. 
Se si vuole segnalare che il supporto della funzione test ϕ è contenuto in un determinato aperto Ω, si scrive  
! "C0# $( ) .   Osserviamo che  C0! "( )   è un sottospazio vettoriale di   C0
! Rn( ) .  
Mostriamo subito un fatto che può apparire scontato, ma non lo è: 
esistono funzioni test non identicamente nulle 
La dimostrazione consiste nella costruzione esplicita di una tale funzione. 
Sia 
h t( ) =
0 se   t ! 0
e"
1
t   se   t > 0
# 
$ 
% 
& % 
 
Si prova non difficilmente che h è di classe C! .  
Ammesso ciò, poniamo, per    x !R n , 
! x( ) = h 1" x 2( )  
Questa funzione è di classe C! , perché è composizione 
di funzioni C! ; ha supporto compatto, essendo stata definita in modo da risultare nulla se  x ! 1:  risulta  
  supp! = x "R
n ; x #1{ } .  Le figure illustrano i casi relativi a n = 1  e n = 2 .   Nel caso di n = 1 , una siffatta 
funzione viene detta impulso. 
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Mediante traslazioni e dilatazioni è facile costruire funzioni C0!  aventi per supporto un prestabilito intervallo 
(una prestabilita sfera, nel caso di    Rn ). 
Una utile estensione di questa costruzione consente di costruire funzioni C!  "ad altopiano", ossia nulle fuori 
da un compatto, e costanti (non nulle) in una prestabilita sfera.  Definita  ϕ  come sopra, nel caso di n = 1  
poniamo 
! x( ) = " t( ) dt
#1
x$ 
% & 
. 
Φ è di classe C! , per il Teorema fondamentale del Calcolo 
Integrale; vale 0 se x ! "1, è costante, con valore positivo, se  
x ! 1 . 
"Saldando" opportunamente tratti di funzione del tipo di 
Φ si ottengono "altipiani" C!  con il supporto in un 
intervallo prestabilito, e costanti in un intervallo fissato a 
piacere, contenuto nell'interno del supporto.  Costruzioni 
analoghe sono possibili senza sostanziali ulteriori 
difficoltà, in dimensione superiore, sostituendo agli 
intervalli sfere o prodotti cartesiani di intervalli. 
Occorre precisare che le funzioni test servono come 
strumento per studiare altre funzioni: non sono certo tali 
funzioni l'oggetto dello studio. 
 
Tre modi per la valutazione delle funzioni. 
Il primo modo è quello più ovvio, la valutazione puntuale della funzione nei punti del suo dominio. 
Il secondo modo consiste nel considerare il valore medio della funzione in un intervallo centrato nel punto di 
osservazione. Il terzo modo costituisce un perfezionamento del precedente: si considerano "medie pesate" della 
funzione, con opportune funzioni test. 
La valutazione puntuale è l'approccio più semplice ad una funzione; tuttavia ha il difetto di una eccessiva 
rigidità e non corrisponde, in molte situazioni, alla realtà fisica. 
Consideriamo ad esempio un chimico che intende valutare una grandezza f T( )  dipendente dalla temperatura, 
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per una determinata sostanza alla temperatura T0.  Il valore f T0( )  non è detto sia il più corretto.  Infatti non è 
praticamente possibile fare in modo che tutta la sostanza sotto osservazione (immaginiamo per esempio un 
liquido in un recipiente) si trovi alla temperatura uniforme T0.  In pratica si riuscirà soltanto a fare in modo che 
varie misurazioni della temperatura in posizioni diverse del recipiente diano risultati  a ! T ! b , con T0 
compreso fra a e b, e questi ultimi vicini fra loro il più possibile.  Meglio che da f T0( ), il valore di f 
relativamente a quel campione viene allora approssimato dalla media di f T( )  nell'intervallo a,b[ ] , cioè dal 
numero 
1
b ! a f T( ) d Ta
b" 
# 
$ . 
Questa a mediazione produce risultati più attendibili specialmente se f ha brusche variazioni; ancora di più se f 
non è continua. 
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Nella figura, il grafico in grigio rappresenta in ciascun punto la media della funzione in nero, nell'intorno di 
raggio 0.2 del punto considerato; come dicevamo, l'effetto "regolarizzante" è più sensibile dove la funzione 
originale è più mutevole. 
Tuttavia, anche questo metodo non appare come il più soddisfacente.  Calcolando la media integrale semplice, 
noi ragioniamo come se la distribuzione delle temperature nella sostanza in esame fosse uniforme fra il valore 
minimo a ed il massimo b che sono stati rilevati.  In realtà è più verosimile pensare che una maggiore quantità 
della sostanza si trovi a temperature prossime al valore centrale dell'intervallo, e che, viceversa, le temperature 
prossime ai valori estremi riguardino una minore quantità. Pertanto si avrà un risultato più aderente alla realtà 
considerando una media pesata di f con una funzione-impulso con supporto nell'intervallo a,b[ ] , cioè 
1
C f T( )! T( ) d Ta
b" 
# 
$      con     C = ! T( ) d T
a
b" 
# 
$ . 
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La funzione test  ϕ  serve dunque come strumento per lo studio di f. 
Osserviamo che siccome ϕ è nulla fuori dall'intervallo a,b[ ] , possiamo scrivere f T( ) ! T( ) d T
"#
+#
$   anziché  
f T( )! T( ) d Ta
b
" .  Più in generale, notiamo che se ϕ è una funzione a supporto compatto allora l'integrale 
f T( ) ! T( ) d T
"#
+#
$  è in effetti valutato su di un intervallo di lunghezza finita. 
Funzioni localmente sommabili. 
Per quali funzioni  f  esiste l'integrale  f x( ) ! x( ) d x
"#
+#
$   per ogni funzione test  ϕ ? 
Il problema si può riproporre in   Rn  o in un aperto  Ω  di    Rn :  per quali funzioni  f  esiste l'integrale  
  f x( ) ! x( ) d xRn"   per ogni funzione test  ϕ ?  Certamente esiste se  f  è continua: in tal caso l'integrale in 
questione è  f x( ) ! x( ) d xsupp !" ;  esso esiste, perché una funzione continua in un compatto è sommabile.  Ma 
la continuità di  f  non è una condizione necessaria per l'esistenza di tale integrale, come si può vedere con facili 
esempi. 
Definizione. La funzione   f :!" R   si dice localmente sommabile in Ω  se è misurabile, ed inoltre, per ogni 
compatto K !"   risulta  f x( ) d xK! < +" . 
L'insieme delle funzioni localmente sommabili viene denotato con  Lloc1 !( ) . 
Lloc1 !( )   è uno spazio vettoriale, cioè combinazioni lineari di elementi di Lloc1 !( ) appartengono ancora a tale 
insieme. 
Come abbiamo detto, le funzioni continue in Ω sono localmente sommabili; ma anche le funzioni misurabili e 
limitate, e anche certe funzioni illimitate.  Per esempio, la funzione definita da f x( ) = 1
x
  per  x ! 0   ed in 
modo qualunque in  0, è localmente sommabile in  R  (mentre non è sommabile in  R,  poiché decresce troppo 
lentamente all'infinito). 
Se  f !Lloc1 "( )   e  ! "C0# $( ) ,  l'integrale  f x( )! x( ) d x"#   esiste.  Infatti risulta 
f x( )! x( ) dx
"
# 
$ % 
 =  f x( )! x( ) dx
supp!
# 
$ % 
 &  max
t'supp!
! t( ) f x( ) dx
supp!
# 
$ % 
 <  + ( . 
Dunque  Lloc1 !( )   è la classe più naturale di funzioni che possono essere analizzate mediante le funzioni test. 
È interessante rendersi conto fino a quale punto l'esame con funzioni test mette in evidenza la struttura di una 
funzione  f.  È facile dimostrare il seguente 
Teorema.  Siano  f  e  g  due funzioni continue in  Ω.  Se per ogni  ! "C0# $( )   risulta  
f x( )! x( ) d x
"# = g x( )! x( ) d x"# ,  allora  f ! g . 
Dimostrazione.  Supponiamo che non sia  f ! g .  Allora c'è un punto  x0  tale che  f x0( ) ! g x0( ) ;  per esempio  
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f x0( ) < g x0( ).  Per la continuità, esiste un intorno  U  di  x0,  U !" ,  tale che  f x( ) < g x( )   in ogni punto di  
U.  Prendiamo una funzione test  ! " 0 ,  positiva in un sottoinsieme di  U  in cui  f x( ) < g x( ) ,  con supporto in  
U.  Allora 
f x( ) ! x( ) dx
"
# 
$ % 
= f x( )! x( ) dx
U
# 
$ % 
< g x( )! x( ) dx
U
# 
$ % 
= g x( ) ! x( ) dx
"
# 
$ % 
 
e quindi non è verificata l'ipotesi del teorema.  Ciò prova quanto si voleva 
In realtà vale una proprietà più forte, della quale non riportiamo la dimostrazione: 
Teorema.  Siano  f , g !Lloc1 "( ) .  Se per ogni  ! "C0# $( )   risulta  f x( )! x( ) d x"# = g x( )! x( ) d x"# ,  
allora  f x( ) = g x( )   q.d. in Ω, cioè l'insieme dei punti di Ω nei quali f assume valore diverso da g ha misura 
nulla nel senso di Lebesgue. 
Convergenza in C0! "( )  e distribuzioni. 
Abbiamo già osservato che C0! "( )  è uno spazio vettoriale.  Le distribuzioni sono alcuni funzionali lineari reali 
definiti in C0! "( ) ; precisamente, sono i funzionali lineari continui, rispetto ad una determinata nozione di 
convergenza in C0! "( ) , che tra poco specificheremo. 
Lo spazio delle distribuzioni in C0! "( )  si indica   ! D "( )  (la notazione discende dal fatto che a volte C0
! "( )  
viene denotato con   D !( ) ); precisamente, in questo modo si indica C0
! "( )  dotato della topologia che dà 
luogo alla nozione di convergenza descritta sotto. 
Se    T ! " D #( )   e    ! "D #( ) ,  indichiamo il valore del funzionale T sull'argomento ϕ con la scrittura  T ,! ; a 
volte anche con  T x( ), ! x( ) .  Quest'ultima scrittura riesce utile in determinate circostanze; ricordiamo però 
che in nessun caso si effettua una "valutazione puntuale" di una distribuzione T in un punto x. 
Passiamo ad esporre come si definisce la convergenza di una successione di funzioni di C0! "( ) .  Purtroppo 
nessuna norma definibile in  C0! "( )   è adatta a realizzare il tipo di convergenza che ci occorre; si rende 
necessaria una definizione più complicata. 
Grazie alla struttura di spazio vettoriale di  C0! "( ) ,  possiamo limitarci a definire la convergenza a zero di una 
successione  !k( );  la convergenza di  !k( )  a una funzione  ! " 0   si definisce come convergenza a zero di  
!k " !( )    
Definizione.  Sia  !k( )   una successione in    D !( ) .  Si dice che  
lim
k!+"
#k = 0 in D $( )   se: 
(i) Esiste un compatto  K !"   tale che   supp!k " K per ogni k #N  
(ii) Per ogni multi-indice α si ha  lim
k!+"
max
x#K
D$%n x( )
& 
' 
( 
)  =  0 .  
(Un multi-indice è una n-upla ordinata ! = !1,!2,… , !n( )   di numeri interi non negativi, e  D! "   vuole dire:  
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! "1+"2+ …+"n( ) #
! x1
"1 ! x2
"2 … ! xn"n
). 
In altre parole, la topologia di  D !( )  è quella per la quale una base di intorni di 0 è formata dagli insiemi 
 U(K ,!,r) = " #C0$ %( ) ; supp" & K , maxx#% D
!" x( ) < r{ }  
al variare di K sottoinsieme compatto di ! , !  multi-indice e r numero reale positivo. 
Applicheremo questa definizione prevalentemente in esempi relativi a funzioni di una sola variabile; in tal caso 
!  è un numero intero ! 0  e D!"  è la derivata ! " esima , che più semplicemente indicheremo ! "( ) . 
Definizione. Un funzionale lineare   T :D !( )"R  si chiama distribuzione se, per ogni successione !k( )  
convergente a zero in   D !( )   risulta  limk!+" T,#k = 0 .  
La condizione su esposta significa la continuità di T in zero; ricordiamo peraltro che un funzionale lineare, se è 
continuo in zero allora è continuo ovunque. 
Conviene qui provare un Teorema di carattere tecnico, che caratterizza le distribuzioni in    D !( ) . 
Teorema fondamentale sulle distribuzioni. Un funzionale lineare   T :D !( )"R  è una distribuzione se e 
solo se: per ogni compatto  K !"   esistono una costante positiva  M  e un numero naturale  m  tali che, per 
ogni    ! "D #( ) tale che supp! " K  risulta: 
(1) T,!  "  M max
# "m
max
x$K
D# ! x( )% & 
' 
( . 
(α  indica un generico multi-indice; la scrittura !   si legge altezza di  α  ed è definito come 
! = !1 + !2 +…+ !n ;  si tratta cioè dell'ordine  dell'operatore di derivazione D! . 
Se il numero m si può fissare in modo indipendente da K, il minimo valore di  m  soddisfacente la (1) per ogni 
K e ϕ si chiama ordine della distribuzione T. 
Dimostrazione.  Supponiamo che valga la (1), e sia  !k( )   una successione convergente a zero in    D !( ) .  
Detto  K  un compatto contenente i supporti di tutte le  ϕk  e indicati con  M  e  m  le corrispondenti costanti 
relative alla (1), si ha che  max
! "m
max
x#K
D! $k x( )
% 
& 
' 
( k) +*+ ) + + + 0.  Per la (1) segue allora  T ,!k k"+#$ " $ $ $ 0   
e quindi    T ! " D #( ) . 
Viceversa, mostriamo che se   T :D !( )"R  è lineare, ma non soddisfa la condizione descritta nel Teorema, 
allora    T ! " D #( ) ,  ossia non soddisfa la condizione di continuità prevista nella definizione.  Supponiamo 
dunque che: 
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(∗) 
  
! K compatto " # ,  $ M > 0 , $ m %N  ! & %D #( ) ,  T ,& > M max
' (m
max
x%K
D' & x( )) * 
+ 
,  
Fissato K come sopra, per ogni   k !N  prendiamo in (∗) M = m = k ;  esiste allora   !k "D #( ) tale che 
(2) T ,!k > k max
" #k
max
x$K
D" !k x( )
% 
& 
' 
( . 
La (2) assicura fra l'altro che T ,!k " 0 ; è dunque lecito porre ! k =
"k
T ,"k
, cosicché risulta  T ,!k = 1,  
e quindi la successione T ,!k  non tende a zero per  n! +" .  
Mostriamo che, invece, la successione ! k( )   tende a zero in   D !( )  (nel senso della definizione 5.1). 
Innanzitutto, per costruzione i supporti delle ψk sono tutti contenuti nel compatto K.  Poi, tenendo presente la 
(2), abbiamo 
1 = T,!k =
1
T ,"k
T,"k >
1
T ,"k
k max
# $k
max
x%K
D# "k x( )
& 
' 
( 
) = k max# $k maxx%K D
# !k x( )
& 
' 
( 
)  
e quindi 
max
! "k
max
x#K
D! $ k x( )
% 
& 
' 
( <
1
k .  
Perciò, fissato a piacere un multi-indice α, se si prende k ! "  risulta max
x!K
D" #k x( ) <
1
k , e quindi  
max
x!K
D" #k x( ) k$+%& $ & & & 0 .   Ciò conclude la dimostrazione. 
Una prima applicazione di questo Teorema ci permette di verificare che le funzioni localmente sommabili in Ω 
"sono" distribuzioni: cioè: 
Teorema.  Sia f !Lloc1 "( ) .   Per ogni    ! "D #( )   poniamo 
(4) Tf , !  =  f x( )! x( ) dx
"
# 
$ % 
. 
Allora   Tf ! " D #( ) . 
Dimostrazione. Sia K un compatto contenuto in Ω e sia   ! "D #( )  con supp! " K .  Allora 
  
Tf , !  =  f x( )! x( ) dx
K
" 
# $ 
 %  f x( )! x( ) dx
K
" 
# $ 
 %  f x( ) dx
K
" 
# $ 
=M
! " # # $ # # 
&max
x'K
! x( ) .  
Per il Teorema 1,  Tf  è una distribuzione (di ordine 0), come volevamo dimostrare. 
Una distribuzione così definita a partire da una funzione  f !Lloc1 "( )   si chiama distribuzione di tipo funzione.  
Ci sono però distribuzioni non rientranti in questa categoria; il più semplice esempio è la già citata 
distribuzione delta, si veda il seguente esempio. 
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Esempio. La distribuzione delta di Dirac.  La distribuzione !  è definita ponendo, per ogni  ! "D !( ) , 
! , " = " 0( )  
È ovvio che !  è una distribuzione, di ordine zero.  Mostriamo che non è di tipo funzione. 
Se esistesse una funzione f !Lloc1 "( )   tale che per ogni  ! "D !( ) , ! 0( ) = f x( ) "! x( ) dx#$ ,  allora avremmo 
in particolare, per ogni  ! "D ! # 0{ }( ) , 0 = ! 0( ) = f x( ) "! x( ) dx#$ .  Perciò f dovrebbe essere nulla quasi 
dappertutto in  ! ! 0{ } , quindi anche quasi dappertutto in  ! ; ma allora, per ogni  ! "D !( )  risulterebbe 
! 0( ) = f x( ) "! x( ) = 0
#$ ,  assurdo perché non tutte la  ϕ  sono nulle in 0. 
Primi sviluppi della teoria delle distribuzioni. 
Apprestiamoci ora a descrivere i primi sviluppi della teoria delle distribuzioni.  Per semplificare le notazioni 
tratteremo (quasi) esclusivamente il caso unidimensionale, ossia    ! = R ,  oppure un intervallo aperto di  R. 
Desideriamo definire le seguenti operazioni sulle distribuzioni: 
(1) S + T   (somma di due distribuzioni) 
(2) a T   (moltiplicazione di una distribuzione per uno scalare) 
(3) T a x( ) , dove a è un numero reale non nullo (una matrice invertibile, nel caso di più dimensioni). 
(4) T x ! a( )  dove a è un numero reale (un vettore, nel caso di più dimensioni). 
(5) g !T , dove g è una funzione C!  
Bisogna chiarire subito che la x in (3) e (4) non può in alcun modo essere pensata come “argomento” della 
distribuzione, la quale in nessun caso può essere “valutata in un punto”; si tratta di scritture convenzionali, che 
come vedremo risultano comode in certe applicazioni.  T x( )  rappresenta la distribuzione T tale e quale, senza 
alcuna modifica; T a x( )  e T x ! a( )  sono distribuzioni ottenute modificando T nel modo che diremo.  Tuttavia, 
siccome vogliamo pensare alle distribuzioni come "funzioni generalizzate", definiremo le operazioni sopra 
elencate in modo tale che, per distribuzioni di tipo funzione, le definizioni siano "consistenti" con le 
corrispondenti operazioni sulle funzioni: vediamo per esempio la (3).  Se T = Tf  per una  f !Lloc
1 !( ) , 
desideriamo che T a x( )  denoti la distribuzione associata alla funzione  x! f a x( ) ; in base a ciò definiremo la 
distribuzione T a x( ) .  Vediamo. 
 
 
Tx! f (ax) , ! x( ) = f ax( )! x( ) dx"" . 
Nell’integrale applichiamo il cambiamento di variabile y = a x , ossia x = ya ; la derivata della trasformazione è 
1
a , che il teorema del cambiamento di variabile prescrive, lo ricordiamo, di inserire in valore assoluto.  Allora: 
 
 
Tx! f (ax) , ! x( ) = f ax( )! x( ) dx"" = f y( )!
y
a( ) # 1a dy = 1a"" Tf y( ), ! ya( ) . 
Questo suggerisce di definire, per una generica distribuzione T (non necessariamente di tipo funzione) 
10    Le distribuzioni 
dicembre 14, 2015  
 
 
 
Tx! f (ax) , ! x( ) =
1
a Tf y( ), !
y
a( )  
Similmente a questa, anche le altre “regole” sulle distribuzioni si giustificano inizialmente facendo riferimento 
alle distribuzioni di tipo funzione.  Ecco le definizioni. 
Somma di due distribuzioni. 
S + T , !  =  S,! + T,!  
Moltiplicazione di una distribuzione per un numero reale. 
a T , !  =  T, a!  
Cambiamento lineare di variabile: 
T a x( ) , ! x( ) = 1a T x( ), !
x
a( )    T Ax( ) , ! x( ) = 1det A T x( ), ! A
"1x( )# 
$ 
% 
% 
& 
' 
( 
( 
 
(fra [ ] la versione relativa al caso di dimensione maggiore di 1). 
Abbiamo detto che la definizione è motivata dall’analogia con il caso delle funzioni; occorre inoltre accertarsi 
che l’espressione assunta per definire T ax( ), ! x( )  abbia senso, e che valga la condizione del Teorema 
fondamentale, affinché ciò che abbiamo definito possa dirsi una distribuzione.  Quanto all’avere senso, non ci 
sono difficoltà perché se !  è una funzione test allora anche 
 
x! ! xa( )  lo è, quindi le si può applicare T; per la 
condizione del Teorema fondamentale, si ragiona come segue. 
Sia K un compatto; indichiamo con aK  l’insieme x ; ! y"K , x = ay{ } ; anche aK  è compatto; siano m e M le 
costanti del Teorema fondamentale, corrispondenti al compatto aK .  Se  ! "D !( )  e supp! " K  allora il 
supporto di 
 
x! ! xa( )  è contenuto in aK , perché una condizione necessaria affinché sia ! xa( ) " 0  è che 
x
a !K , cioè xa = y  per un y!K , e questo definisce proprio x !aK .  Per ogni  ! "D !( )  con supp! " K  si 
ha allora 
 
T ax( ), ! x( ) = 1a T x( ), !
x
a( ) " Ma #max$"m maxx%aK
d
dx
&
'(
)
*+
$
! xa( ) =
= Ma #max$"m maxy%K
1
a $
! $( ) y( ) = ,M #max
$"m
max
y%K
! $( ) y( ) .
 
La nuova costante !M  assorbe le maggiorazioni per i fattori 1
a !
 originato dalle derivazioni di ! xa( ) . 
Traslazione dell'argomento: 
T x ! a( ) , " x( )  =  T x( ), " x + a( )  
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Anche in questo caso dovremmo verificare la disuguaglianza del Teorema fondamentale; la verifica è 
pressoché immediata. 
Moltiplicazione per una funzione C! , sia g: 
g x( )T x( ), ! x( )  =  T x( ), g x( )! x( )  
Verifichiamo in questo caso la disuguaglianza del Teorema fondamentale.  Sia K un compatto, m, M le 
corrispondenti costanti della disuguaglianza.  Se  ! "D !( )  e supp! " K  allora anche supp g !"( )# K ; allora 
(*) gT , ! = T , g! " M max
#"m
max
x$K
d
dx
%
&'
(
)*
#
g x( ) +! x( )( ) ; 
le derivate prima, seconda, … di g !"  sono combinazioni lineari di espressioni del tipo g k( ) x( )! "#k( ) x( ) ; per 
esempio g!( )"" = ""g ! + 2 "g "! + g ""! ; allora (continuiamo a esaminare il caso della derivata seconda, preso 
come esempio) 
 
max
x!K
g"( )## x( ) $max
x!K
##g x( ) %max
x!K
" x( ) + 2max
x!K
#g x( ) %max
x!K
#" x( ) +max
x!K
g x( ) %max
x!K
##" x( ) $
$C %max
&$2
max
x!K
" &( ) x( )
 
in cui C è una costante che maggiora ciascuno dei fattori max
x!K
""g x( ) , 2max
x!K
"g x( ) , max
x!K
g x( ) .  Analogamente 
si trattano le derivate di altri ordini del prodotto g !" ; in tale modo si elimina nel secondo membro di (*) la 
dipendenza esplicita da g  e dalle sue derivate, giungendo cioè a una disuguaglianza del tipo 
 gT , ! = T , g! " #M max
$"m
max
x%K
! $( ) x( )  
con !M  opportuna costante.  Quindi g !T  è una distribuzione, dello stesso ordine di T. 
Derivata di una distribuzione.  Diversamente da quanto accade per le funzioni, di ogni distribuzione si può 
definire la derivata.  Come al solito il modo in cui si dà la definizione è legato al modello relativo alle 
distribuzioni di tipo funzione, con quest’ultima di classe C1 .  Se  f !C
1 !( ) , desideriamo che la derivata della 
distribuzione Tf  agisca come la distribuzione T !f  associata alla derivata di f.  Per una f con questa regolarità si 
ha, se ϕ è una funzione test: 
  
T ! f , "  =  ! f x( )" x( ) dx
#$
+$% 
& ' 
 =  f x( )" x( )[ ]#$
+$
=0
! " # # $ #  
# f x( ) ! " x( ) dx
#$
+$% 
& ' 
 =  # Tf , ! "  
Per questa ragione poniamo: 
Definizione. Se   T ! " D #( ) , la derivata di  T  è la distribuzione ! T  tale che per ogni   ! "D #( ), 
! T ,"  =  # T, ! " .  
Nel caso in più dimensioni, si definiscono in modo del tutto analogo le derivate parziali di una distribuzione. 
È del tutto elementare osservare che ! T  soddisfa la condizione (1) del “teorema fondamentale”; quindi ! T  è 
una distribuzione; se  T  è di ordine finito m, allora ! T  è di ordine m +1. 
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Si nota che tutte le distribuzioni hanno le derivate di qualsiasi ordine; tuttavia non sempre la derivata di una 
distribuzione di tipo funzione è ancora di questo tipo. Per esempio, vediamo la derivata nel senso delle 
distribuzioni delle funzione H di Heaviside, nulla per x < 0  e uguale a 1 per x ! 0 . 
Se  ϕ  è una funzione test, si ha 
TH( )! ,"  =  # TH, ! "  =  # H x( ) ! " x( ) dx
#$
+$% 
& ' 
 =  
= ! " # x( ) dx
0
+$% 
& ' 
 =  ! # x( )[ ]0
+$  =  # 0( )  =  (,# . 
Pertanto, la distribuzione delta in R è la derivata nel senso delle 
distribuzioni della funzione di Heaviside. 
Ciò che abbiamo osservato in questo esempio si estende a situazioni più generali.  Vale infatti quanto segue: 
Se  f !C
1 ! " a{ }( ) , ed esistono 
 
lim
x!a+
f x( ) = ! , 
 
lim
x!a"
f x( ) = m # ! , allora 
 
Tf( )! = T !f + !"m( ) #$ x " a( ) . 
Per provarlo, consideriamo una funzione test !  e calcoliamo il risultato dell’azione di Tf( )!  su ! . 
 
 
Tf( )! , " = # Tf , !" = # f x( ) !" x( ) dx#$
+$
% = # f x( ) !" x( ) dx#$
a
%
(1)
! "## $###
# f x( ) !" x( ) dxa
+$
%
(2)
! "## $###
 
Svolgiamo (1) e (2) mediante una integrazione per parti. 
(1) f x( ) !" x( ) dx
#$
a
% = f x( )" x( )&' ()x*#$
x*a# # !f x( )" x( ) dx
#$
a
% = m +" a( )# !f x( )" x( ) dx#$
a
% ; 
(2) 
 
f x( ) !" x( ) dxa
+#
$ = f x( )" x( )%& '(x)a+
x)+# * !f x( )" x( ) dxa
+#
$ = *! +" a( )* !f x( )" x( ) dxa
+#
$  
(nel calcolo delle “parti integrate” si deve ricordare che !  ha il supporto compatto, quindi è nullo il contributo 
relativo a x!"#  e x! +" ).  Ora inseriamo i risultati nell’espressione di Tf( )! , " , ottenendo 
 
 
Tf( )! , " = !f x( )" x( ) dx#$
a
% + !f x( )" x( ) dxa
+$
% + !#m( ) &" a( ) = !f x( )" x( ) dx#$
+$
% + !#m( ) &" a( ) =
= T !f , " + !#m( ) & ' x # a( ), " x( )
 
come volevamo dimostrare. 
La regola si estende al caso in cui le discontinuità di prima specie siano più di una: la derivazione in  !D  genera 
in ciascuno di questi punti una delta moltiplicata per l’ampiezza (con segno) del salto; la verifica è la stessa 
mostrata qui sopra. 
Teorema. Regole di calcolo di derivate di distribuzioni. 
Siano    S, T ! " D #( ) ,g  una funzione C
! ,  a  un numero reale non nullo.  Allora: 
(1) S + T( )! = ! S + ! T  
(2) a T( )! = a ! T  
1
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(3) T a x( )[ ]! = a ! T a x( )  
(4) T x ! a( )[ ]" = " T x ! a( )  
(5) g x( )T x( )[ ]! = ! g x( )T x( ) + g x( ) ! T x( ). 
Dimostriamo la (5), la sola che richiede una piccola astuzia.  Se  ϕ  è una funzione test, si ha 
g ! T , " = ! T , g" = # T, g"( )! = # T, ! g " + g ! " = # T, ! g " # T , g ! " = # ! g T, " # gT , ! " =
= # ! g T, " + g T( )! , " .
 
Dall'uguaglianza fra il primo e l'ultimo membro segue la tesi. 
Struttura vettoriale e topologica di 
 !D "( ) . 
Poiché la somma di due distribuzioni e il prodotto di una distribuzione per uno scalare sono ancora 
distribuzioni,   ! D "( ) è uno spazio vettoriale. 
Ci apprestiamo a dare una nozione di convergenza in   ! D "( ) . 
Definizione.  Siano    T , Tk ! " D #( ) .  Si dice che la successione  Tk( )  converge a  T  in    ! D "( )   se per ogni  
  ! "D #( )   risulta  Tk ,! k"+#$ " $ $ $ T,! . 
Questo tipo di convergenza in spazi di funzionali lineari è detta convergenza debole; questo nome dipende dal 
fatto che si tratta di una convergenza che si realizza abbastanza facilmente, a differenza della convergenza in 
  D !( )  definita mediante condizioni piuttosto onerose. 
Quali tipi di convergenza per successioni di funzioni implicano la convergenza in  !D "( )? 
Abbiamo visto come le funzioni localmente sommabili definiscano delle distribuzioni; sorge spontanea la 
seguente questione: se una successione fn( )  di funzioni localmente sommabili converge a una funzione f in 
qualche senso (puntualmente, oppure uniformemente, oppure in norma Lp  per qualche p), se ne può dedurre 
che la successione Tfn( )  converge in  !D "( )  a Tf ?  Vediamo ora che la risposta è affermativa in tutti i casi, 
ad eccezione della convergenza puntuale. 
• Convergenza uniforme sui compatti: supponiamo fn !Lloc1 "( ) , e fn n!+"# !### f  uniformemente su ogni 
compatto K ! " .  Fissato K si ha intanto 
  fn ! fK" # supK
fn ! f $mis K( ) n%+&' %''' 0  
 e quindi anche f !Lloc1 "( ) .  Poi, se  ! "D #( )  e supp! " K  allora 
  fn ! f( ) "#K$ %maxK # "maxK fn ! f "mis K( ) n&+'( &((( 0  
 cioè Tfn !Tf , " n#+$% #%%% 0 . 
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• Convergenza in Lloc1 :  supponiamo fn !Lloc1 "( ) , e che per ogni compatto K ! " , fn ! fK" n#+$% #%%% 0.  
Se  ! "D #( )  e supp! " K  allora 
  fn ! f( ) "#K$ %maxK # " fn ! fK$ n&+'( &((( 0  
 quindi ancora Tfn !Tf , " n#+$% #%%% 0 . 
• Convergenza in Llocp , con p >1: supponiamo fn !Llocp "( ) , e che per ogni compatto K ! " , 
fn ! f pK" n#+$% #%%% 0.   Sia  ! "D #( )  e supp! " K ; sia q l’«esponente coniugato» di p, cioè tale che 
1
p +
1
q = 1 .  È chiaro che ! "L
q K( ) ; possiamo allora applicare la disuguaglianza di Hölder come segue: 
  fn ! f( ) "#K$ % fn ! f( )
p
K$( )
1
p
" # qK$( )
1
q
n&+'( &((( 0  
 quindi anche in questo caso Tfn !Tf , " n#+$% #%%% 0 . 
Mostreremo invece fra poco con un controesempio, che la convergenza puntuale non implica la convergenza in 
 !D .  
Tutte le operazioni definite fra e con le distribuzioni sono continue rispetto alla convergenza debole; si ha cioè 
Teorema.  Siano Sk( ) , Tk( )   successioni in    ! D "( )  convergenti rispettivamente a  S  e  T,  g  una funzione 
C! ,  a  un numero reale non nullo..  Allora 
(1) Sk + Tk k!+"# ! # # # S + T  
(2) a !Tk k"+#$ " $ $ $ a !T  
(3) ! T k k"+#$ " $ $ $ ! T  
(4) Tk a x( ) k! +"# ! # # # T a x( ) 
(5) Tk x ! a( ) k"+#$ " $ $ $ T x ! a( ) 
(6) g x( ) !Tk x( ) k"+#$ " $ $ $ g x( ) !T x( ) 
La dimostrazione di ciascuna di queste regole è semplice, grazie alle definizioni che consentono di "scaricare" 
le operazioni sulle funzioni test.  Mostriamo per esempio la (3): 
! T k ," = # Tk , ! " k$+%& $ & & & T, ! "   perché  ! "  è una funzione test( ) = ! T ,"   per definizione( ) . 
La proprietà (3) è in netto contrasto con quanto avviene per la convergenza di successioni di funzioni in senso 
puntuale o uniforme, cioè quando si osservano i valori delle funzioni punto per punto.  Raramente, infatti, la 
successione delle derivate di una successione uniformemente convergente di funzioni converge anche solo 
puntualmente.  Per esempio, fk x( ) = 1k sen k x( )  è una successione di funzioni che converge uniformemente a 
zero in  R;  le rispettive derivate  ! f k x( ) = cos k x( )   invece non convergono nemmeno puntualmente.  Invece, 
nel senso delle distribuzioni, fk converge a zero (verifica immediata); quindi per quanto visto sopra, anche la 
successione delle derivate converge a zero nel senso delle distribuzioni.  Con lo stesso tipo di ragionamento si 
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prova che le successioni  fk x( ) = km cos k x( ) ,  fk x( ) = km sen k x( )   convergono a zero in   ! D R( ) , qualunque 
sia m. 
Naturalmente, i risultati valgono anche per serie di distribuzioni, che sono infatti successioni di somme parziali.  
Così, ad esempio, osservando che le serie  1
k2
cos k x( )
k=1
!
" , 1k 2 sen k x( )k=1
!
"   convergono uniformemente in  R,  
deduciamo con derivazioni successive che le serie  km cos k x( )
k=1
!
" ,  km sen k x( )
k=1
!
"   convergono in    ! D R( ) ,  
cioè definiscono una distribuzione. 
Approssimazioni della distribuzione delta con distribuzioni di tipo funzione. 
Quanto segue spiega in modo più rigoroso i tentativi di descrivere la distribuzione delta con funzioni aventi alti 
picchi in 0 e nulle (o rapidamente convergenti a zero) quando x ! ±" . 
Teorema. Sia  f  una funzione sommabile in  R,  con  f x( ) dx
!"
+"
# = 1.   Allora 
fa x( )  =
def . a f a x( )  a!+"# ! # # #  $ x( )     nel senso delle distribuzioni. 
Dimostrazione.  L'idea è che, per  a! +" ,  fa x( )   diventa uno stretto impulso la cui altezza aumenta con la 
stessa velocità con la quale si contrae la sua larghezza, in modo che l'integrale di  fa x( )   si mantenga uguale a 
1. 
Sia  ϕ  una funzione test ed  ! > 0 ;  sia  ! > 0   tale che  ! x( ) " ! 0( ) < #  se  x < $ .   Sia poi  M > 0   tale 
che C = f x( ) dx
x >M
!
"#
< $  e  
  
C = f x( ) dx
!"
+"
# ,  K = maxx$R % x( ) .  (un M così fatto esiste perché  f  è 
sommabile). 
Infine prendiamo  a > M!   e poniamo    
C = f x( ) dx
!"
+"
# ,  K = maxx$R % x( ) .   Allora 
Ta f a x( ) , ! " # , ! = a f a x( )! x( ) dx
"$
+$%
&
'
'
 " ! 0( ) = f u( ) ! ua
(
)*
+
,- " ! 0( )
.
/0
1
23
du
"$
+$%
&
'
'  
(nell'ultimo passaggio abbiamo effettuato la sostituzione  u = a x   ed abbiamo tenuto conto della ipotesi che sia  
f x( ) dx
!"
+"
# = 1) 
! f u( ) " ua
# 
$ 
% 
& ' " 0( )
( 
) * 
+ 
, - 
du
'M
M. 
/ 0 
+ f u( ) " ua
# 
$ 
% 
& ' " 0( )
( 
) * 
+ 
, - 
du
u >M
. 
/ 0 
 =  A + B .  
Ora si ha 
A  !  f u( ) du
"M
M# 
$ % 
& max
u ! M
'
u
a
( 
) 
* 
+ " ' 0( )  !  C & , ; 
B  !  f u( ) du
u >M
" 
# $ 
% max
u >M
&
u
a
' 
( 
) 
* + & 0( )  !  , % 2K  
e quindi 
16    Le distribuzioni 
dicembre 14, 2015  
 
Ta f a x( ) ,! " # ,!  $  % & C + 2K( )  
Ciò prova il Teorema, tenendo presente che  C  e  K  non dipendono da ε. 
Per esempio possiamo scegliere f x( ) = 2!( )" 12 e"
1
2 x
2
;  questa funzione soddisfa le ipotesi del Teorema, quindi 
per ogni  funzione test  ϕ  si ha 
lim
a!+"
a # 2$( )% 12 e%
1
2a
2x2
& x( ) dx
%"
+"' 
( ) 
 =  & 0( )  =  *,&  
La figura mostra le funzioni  a f a x( )   con  a = 1, 3, 5, 7 . 
-3 -2 -1 1 2 3
0.5
1
1.5
2
2.5
3
 
Esempio (la convergenza puntuale non implica la convergenza in  !D ). 
Il Teorema qui sopra dimostrato di approssimazione della distribuzione !  con funzioni permette di costruire un 
controesempio per mostrare che la convergenza puntuale di una successione fn( )  di funzioni localmente 
sommabili a una funzione f localmente sommabile non implica la convergenza in  !D !( )  della successione 
Tfn( )  a Tf .  Sia f1  definita come segue: 
f1 x( ) =
1! x !1 se  0 " x " 2
0 altrimenti
#
$
%
&%
 
e, per ogni n !1,  fn x( ) = n f1 nx( ) .  La figura mostra i grafici di 
f1  e f4 .  Si verifica facilmente che per ogni  x !!  è 
lim
n!"
fn x( ) = 0 , ossia la successione fn( )  converge puntualmente 
alla funzione nulla.  La funzione f1  è sommabile in  !  e 
 
f1 x( )dx!! = 1 ; possiamo quindi applicare il precedente Teorema per concludere che Tfn n!+"# !### $  in 
 !D !( ) ; invece la distribuzione associata alla funzione limite puntuale di fn( ) , cioè alla funzione 0, è 
ovviamente la distribuzione nulla. 
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Il seguente esempio applica fra l’altro alcune proprietà delle serie di Fourier, che brevemente richiamiamo 
all’inizio. 
Esempio.  Se f !L2 "#,#[ ]( )  (estesa, se necessario, a tutto  !  in modo da essere periodica di periodo 2π), la 
Serie di Fourier di f è 
 S x( ) = a02 + an cos nx( ) + bn sen nx( )( )n=1
!
"  
dove i coefficienti an , bn  sono definiti da 
 an =
1
!
f x( ) "cos nx( ) dx
#!
!$
% ; bn =
1
!
f x( ) "sen nx( ) dx
#!
!$
% . 
Le somme parziali della serie di Fourier si chiamano polinomi trigonometrici: il polinomio trigonometrico di 
ordine m per f è 
 Sm x( ) =
a0
2 + an cos nx( ) + bn sen nx( )( )n=1
m
!  
Si può dimostrare che la serie di Fourier di f converge a f in L2 !","[ ]( ) , cioè che 
 lim
m!"
f # Sm L2 = 0 . 
Abbiamo già osservato che la convergenza in L2  implica quella in  !D !( ) ; quindi, nel senso delle 
distribuzioni si ha TSm m!+"# !### Tf ; allora le derivate di ogni ordine di TSm  convergono in  !D  alle derivate 
di uguale ordine ordine di Tf . 
Per esempio, sia f la funzione definita da 
 f x( ) =
1 se  x ! 0,"[ ]
#1 se  x ! #",0] [
$
%
&
'&
 
 
prolungata in  !  con periodo 2π.  Calcoliamo i coefficienti della sua serie di Fourier di f.  Siccome f è una 
funzione dispari, tutti i coefficienti an  sono nulli, perché si ottengono integrando in !","[ ]  delle funzioni 
dispari.  Invece i coefficienti bn  si ottengono integrando funzioni pari, e valgono 
 bn =
1
!
f x( ) "sen nx( )dx
#!
!$
% =
2
!
sen nx( )dx
0
!$
% =
#2
n! cos nx( )&' ()x=0
x=! =
2 1# #1( )n( )
n! . 
Perciò bn = 0  per ogni n pari, bn =
4
n!  per ogni n dispari; la serie di Fourier di f è pertanto 
 S x( ) = 4
!
sen 2n +1( )x( )
2n +1n=0
"
#  
La serie S x( )  converge in L2 !","[ ]( )  alla funzione f, quindi (tenendo presente il prolunganento periodico di 
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f), converge anche in  !D !( )  alla distribuzione Tf .  Per le proprietà della derivazione in  !D !( ) , la serie delle 
derivate termine a termine di S x( )  converge in  !D !( )  alla derivata di Tf , la quale si esprime come una 
somma di “delta” centrate nei punti k! , con k numero intero: 
 
 
!S x( ) = 4
"
cos 2n +1( )x( )
n=0
#
$ = in !D( ) Tf( )! = 2 %1( )k & x % k"( )
k=%#
+#
$  
vale a dire che, se  ! "D !( )  allora 
 lim
m!+"
4
#
cos 2n +1( )x( ) $% x( ) dx
supp %( )
&
'(
=
n=0
m
) Tf( )* , % = 2 +1( )k % k#( )
k=+"
+"
) . 
Non ci sono problemi di “convergenza” della somma al secondo membro, soltanto apparentemente infinita; 
infatti !  ha supporto compatto, quindi soltanto un numero finito di “kπ” sono nel supporto, e possono quindi 
produrre un addendo non nullo. 
Qual è il “riscontro grafico” dei risultati che abbiamo ottenuto?  Ecco alcuni grafici. 
1) Grafico di S40 x( ) =
4
!
sen x( ) + 13sen 3x( ) +
1
5 sen 5x( ) +…+
1
39 sen 39x( )
"
#$
%
&'  
 
Si intuisce la convergenza puntuale di Sm x( )  a f x( )  nei punti diversi dai k! , in cui f è discontinua; in effetti 
la convergenza è anche uniforme in ogni compatto che non contiene nessuno di questi punti. 
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2) Grafico di !S40 x( ) =
4
"
cos x( ) + cos 3x( ) + cos 5x( ) +…+ cos 39x( )( )  
 
I picchi corrispondenti alle posizioni kπ segnalano l’approssimazione delle “delta” in questi punti; altrove, si 
badi bene, non c’è convergenza, neppure puntuale, a 0; lo schiacciamento delle onde, lontano dai kπ, è dovuto 
alla riduzione dell’unità di misura sulle ordinate, per mostrare i picchi nei punti kπ.  Ciò che accade al crescere 
di m, lontano dai kπ, è un aumento della frequenza delle oscillazioni attorno al valore y = 0 .  Questo comporta 
che la “osservazione” di !Sm  attraverso una funzione test !  con il supporto non contenente alcun punto k!  
(per esempio, supp !( )" 1,2[ ] ) fornisce la media pesata rispetto ai valori di ! , di una funzione che oscilla 
sempre più rapidamente, al crescere di m, attorno al livello 0; questa media tende ad azzerarsi al crescere di m, 
perché la sempre maggiore frequenza delle oscillazioni dà luogo a una sempre migliore compensazione dei 
contributi positivi e negativi nell’integrale Sm x( )! x( )dxsupp !( )" , nonostante non ci sia attenuazione 
dell’ampiezza. 
Per confronto, ecco qui sotto il grafico di !S100 , nel quale le caratteristiche qualitativamente descritte sopra 
appaiono più accentuate. 
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3) Grafico di !S100 x( ) =
4
"
cos x( ) + cos 3x( ) + cos 5x( ) +…+ cos 99x( )( )  
 
Il prossimo esempio è simile a questo che abbiamo appena discusso. 
Esempio.  Sia f x( ) = ! " x se  0 # x # !
"! " x se  " ! < x < 0
$
%
&
'&
, prolungata in  !  in modo da essere periodica di periodo 2π. 
!–! 2! 3! 4!–3! 5!–2! 0
 
Come nell’esempio precedente f è dispari, quindi la sua serie di Fourier contiene soltanto gli addendi con 
“seno”.  Con calcoli abbastanza semplici si ottiene 
S x( ) = 2 sen kx( )kk=1
!
"  
Ecco il grafico di S40 , che “assomiglia” al grafico 
di f nei punti in cui f è continua. 
 
La derivata di Tf  nel senso delle distribuzioni è 
Tf( )! = "1+ 2# $ x " 2k#( )
k="%
+%
&  
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A questa distribuzione converge in  !D !( )  la serie derivata della serie di Fourier di f, cioè 
 !S x( ) = 2 cos kx( )
k=1
"
#  
Ciò significa che per ogni  ! "D !( )  si ha 
 lim
m!+"
2 cos kx( ) #$ x( ) dx
supp $( )
%
&'k=1
m
( = ) $ x( ) dxsupp $( )
%
&' + 2* $ 2k*( )k=)"
+"
(  
in cui, come nell’esempio precedente, la serie al secondo membro ha soltanto un numero finito di addendi 
diversi da 0.  Qui sotto mostriamo il grafico di !S40  
 
I picchi testimoniano l’approssimazione delle “delta” nei punti 2kπ; altrove le oscillazioni non sono centrate 
attorno a y = 0  come nell’esempio precedente, ma a y = !1, termine che figura nell’espressione di Tf( )!  in 
questo esempio. 
Pseudo-funzioni. 
Le distribuzioni di tipo funzione sono definite mediante integrazione, partendo da funzioni localmente 
sommabili; qui definiamo alcune distribuzioni associate a funzioni che non sono localmente sommabili; non 
sono quindi distribuzioni di tipo funzione, anche se mantengono un legame con la funzione alla quele sono 
associate. 
Ci limitiamo a trattare le funzioni f x( ) = 1
x n
; questa scelta non è tanto riduttiva della generalità quanto 
potrebbe sembrare: molte altre funzioni si riconducono a questi casi mediante "separazione dei poli"; per 
esempio scrivendo 
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f x( )  =  cos x
x4
 =  1
x4
!
1
2 x2 +
cos x !1+ 12 x
2
x4
 
si scompone la funzione  cos x
x4
  nella somma di due funzioni del tipo anzidetto, più una terza funzione 
prolungabile con continuità in tutto R. 
Premettiamo un semplice lemma, che tornerà utile anche più avanti: 
Lemma.  Sia ϕ una funzione C!  in R tale che  ! 0( ) = 0 .   Allora la funzione ! x( )x è C
".  
Dimostrazione.  Evidentemente, i problemi sussistono soltanto per  x = 0 .  Poiché  ! 0( ) = 0 ,   possiamo 
scrivere per ogni x ! 0  
! x( )
x  =  
! x( ) " ! 0( )
x  =  # ! x t( ) dt0
1$ 
% & 
. 
Poiché ϕ è C! , l'ultimo membro può essere derivato rispetto a x sotto l'integrale quante volte si vuole; la 
funzione integrale al secondo membro è definita anche in 0, con valore !" 0( )  ed è C! ; essa costituisce quindi 
un prolungamento C!  di ! x( )x  a tutto  ! . 
La pseudo-funzione 1x .  Non si può definire  
1
x ,! x( ) = 1x ! x( )dx!" , perché non è detto che la funzione 
integranda sia sommabile nel supporto di ! .  La definizione che diamo è la seguente: 
 1x , ! x( ) = lim"#0+
1
x ! x( ) dxx $"
%
&'
 
Per giustificare la correttezza di questa definizione occorre come al solito verificare due cose: la prima, che il 
limite al secondo membro esiste, con valore reale; la seconda, che sia soddisfatta la disuguaglianza del 
Teorema fondamentale sulle distribuzioni; vediamo. 
Esistenza del limite.  Risulta 1x ! x( ) dxx "#
$
%&
= 1x ! x( ) dx'(
'#$
%&
+ 1x ! x( ) dx#
+($
%&
; nel primo dei due integrali 
poniamo x = !y ; allora 
 1x ! x( ) dx"#
"$%
&'
= 1
"y! "y( ) ( "1( ) dy+#
$%
&'
= " 1y! "y( ) dy = "$
+#%
&'
1
x ! "x( ) dx$
+#%
&'
 
(nell’ultimo passaggio abbiamo semplicemente ripreso la lettera x anziché y per indicare la variabile di 
integazione, senza fare altri cambiamenti).  In questo modo vediamo che 
 1x ! x( ) dx"#
"$%
&'
+ 1x ! x( ) dx$
+#%
&'
=
! x( )"! "x( )
x dx$
+#%
&'
. 
La funzione  x! ! x( )"! "x( )  è C
!  e vale 0 in 0; allora ! x( )"! "x( )x  è a sua volta estendibile in una 
funzione C!  in tutto l’asse reale; perciò lim
!"0+
1
x # x( ) dxx $!%  esiste, ed è uguale all’integrale generalizzato 
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! x( )"! "x( )
x dx0
+#
$ , convergente perché la funzione integranda è limitata in un intorno di 0.  Possiamo anche 
assumere quest’ultima formula come definizione del valore di 1x ,! x( ) : 
 1x , ! x( ) = lim"#0+
! x( )$! $x( )
x dx"
+%&
'(
=
! x( )$! $x( )
x dx0
+%&
'(
 
2) La disuguaglianza del Teorema fondamentale sulle distribuzioni. 
Per il Teorema dl Lagrange, per ogni x > 0  esiste un y tra –x e x tale che ! x( )"! "x( ) = 2 x #! y( ) ; quindi 
 ! x( )"! "x( )x = 2 #! y( ) $ 2 maxy%supp !( )
#! y( ) ; 
sia ora K un compatto; sia M > 0  tale che K ! "M ,M[ ] ; se  ! "D !( )  e supp !( )" K  allora 
 1x , ! x( ) "
! x( )#! #x( )
x dx0
+$%
&'
=
! x( )#! #x( )
x dx0
M%
&'
" 2max
y(K
)! y( ) dx
0
M%
& = 2M maxy(K )! y( ) . 
È dunque soddisfatta la condizione necessaria e sufficiente affinché il funzionale che abbiamo definito sia una 
distribuzione.  Osserviamo che la distribuzione “pseudo-funzione” 1x  è di ordine 1, mentre le distribuzioni di 
tipo funzione sono di ordine zero. 
Le pseudo-funzioni  1
xn
.  Abbiamo già dato la definizione per  n = 1 .  La definizione viene ora estesa per 
ricorrenza: 
1
xn+1
 =  ! 1n
d
d x
1
xn
" 
# $ 
% 
& '   ,      n  numero intero  ( 1 . 
La derivazione è intesa nel senso delle distribuzioni: ricordiamo che la derivazione di una distribuzione è 
un'operazione possibile in ogni caso. 
La seguente proprietà, apparentemente ovvia, richiede invece una verifica. 
Teorema.  Per  n  numero intero  ! 0   risulta:  x ! 1
xn+1
=
1
x n
.  
Dimostrazione.  Per induzione rispetto a  n.  Se  n = 1 , si ha, per una generica funzione test  ϕ 
  
x ! 1x , " =
1
x , x ! " = lim#$0+
1
x ! x " x( ) dxx %#
& 
' ( 
= lim
#$0+
" x( ) dx
x %#
& 
' ( 
= " x( ) dx
R
& 
' ( 
= 1, "  
Supponiamo ora provata la tesi con  n !1  al posto di  n.  Allora 
24    Le distribuzioni 
dicembre 14, 2015  
 
x ! 1
xn+1
, "  =  1
xn+1
, x" x( )  =  # 1n
d
d x
1
xn
$ 
% & 
' 
( ) 
, x" x( )  =  1n
1
xn
, dd x x" x( )( )  =
=  1
n
1
xn
, " x( ) + x * " x( )  =  1
n
1
xn
, " + 1
n
1
xn
, x * " x( )  =  1
n
1
x n
, " + 1
n
x ! 1
xn
, * " x( )  =
=
1
n
1
xn
, " + 1
n
1
x n#1
, * " x( )  per l' ipotesi di induzione( ) = 1n
1
xn
, " # 1
n
d
d x
1
xn#1
$ 
% & 
' 
( ) 
, " x( ) =
=  1
n
1
xn
, " + n #1
n
1
xn
, " x( ) per la definizione ricorsiva di 1
x n
$ 
% & 
' 
( ) 
 =  1
xn
, " .
 
Localizzazione di distribuzioni in intervalli assegnati. 
Abbiamo più volte osservato che, se  T ! "D !( ) , non ha alcun senso chiedersi “quanto vale T x( ) ” in un 
determinato punto x; la scrittura T x( )  che spesso utilizziamo ha soltanto un significato convenzionale.  Si può 
però “localizzare” l’osservazione di una distribuzione a un intervallo stabilito, nel modo seguente: 
Definizione.  Una distribuzione  T ! "D !( )  si dice nulla in un intervallo aperto I (T = 0  in I), se per ogni 
funzione test !  con supp! " I  è T ,! = 0 . 
Attraverso questa definizione possiamo anche dare un significato alla coincidenza di due distribuzioni in un 
intervallo: diremo che S coincide con T in I se in questo intervallo S !T  è nulla. 
Il seguente teorema estende alle distribuzioni un’altra proprietà ben nota per le funzioni deriuvabili. 
Teorema.  Distribuzioni con derivata nulla in un intervallo. 
Sia  tale che ! T = 0   nell'intervallo aperto a,b] [ . Allora T coincide in a,b] [  con una costante, nel 
senso delle distribuzioni, cioè esiste  A!!  tale che per ogni  ! "D !( )  con supp! " a,b] [  si ha 
 T ,! = TA,! = A "! x( ) dxa
b
# . 
Dimostrazione. Sia  ! "D !( )  tale che supp! " a,b] [  e ! u( ) dua
b#
$%
= 0 . Allora la funzione ! x( ) = " u( ) du
#$
x%
&'
 
è anch'essa una funzione test, con supp! " a,b] [ , e risulta  !" = # .  Poiché per ipotesi è  !T = 0  in a,b] [ , 
avremo 
T ,!  = T , "#  = $ "T ,#  = 0 .  
Scegliamo ora una funzione test  ψ  tale che supp! " a,b] [   e  ! u( ) dua
b#
$%
= 1; tale funzione resterà fissa nel 
corso del ragionamento. 
Sia ora   ! "D R( )   tale che supp! " a,b] [ ;  poniamo  K= ! u( ) dua
b"
#$
.  Allora risulta 
! u( )" K# u( )$% &' dua
b(
)
**  = 0  
e quindi, per quanto osservato sopra,  T , ! " K# = 0 .   Si ha perciò 
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0 = T , ! " K#  = T ,! " K T ,#
=A
! = T ,! " A ! u( ) dua
b$
%
&  = T ,! " TA ,!  
e quindi T = TA  in a,b] [ , come volevamo dimostrare. 
Teorema.  Se  T ! "D !( )  è tale che x !T x( ) = 0  (distribuzione nulla).  Allora esiste  a!!  tale che T = a !" . 
Dimostrazione.  Lo strumento fondamentale è il Lemma, dimostrato in precedenza, in cui si prova che se una 
funzione g è C!  e g 0( ) = 0 , allora g x( )x  ha un prolungamento C
! ; in particolare 
 
 
g!D !( )  e g 0( ) = 0" g x( )x !D !( )  
Sia ora  ! "D !( )  con ! 0( ) = 1 ; sia a = T ,! ; mostriamo che proprio questo è a che soddisfa la tesi del 
Teorema.  Sia  ! "D !( ) ; sia g = ! "! 0( )# ; allora  g!D !( )  e g 0( ) = 0 ; per il Lemma che abbiamo 
ricordato, 
 
g x( )
x !D !( ) .  Ora applichiamo l’ipotesi x !T x( ) = 0 .  In particolare è 
 
0 = x !T x( ), g x( )x = T x( ), x !
g x( )
x = T x( ),g x( ) = T , " #" 0( )$ = T , " #" 0( ) T ,$ =
= T , " # a %,"
 
e quindi T , ! = a ",! , come volevamo dimostrare. 
Distribuzioni dispari, pari, positive, periodiche. 
Definizione.  Una distribuzione (su  R)  è detta dispari oppure pari se, rispettivamente, è T !x( ) = !T x( )   
oppure T !x( ) = T x( ) . 
Poiché è  dd x T !x( ) = ! " T !x( )   (regola di derivazione di T ax( ) , qui con a = !1 ), segue che la derivata di una 
distribuzione dispari è pari, e viceversa.  Per esempio, sia  T  pari, e  ϕ  una funzione test.  Allora 
! T "x( ) , # x( ) = ! T x( ) , # "x( ) = " T x( ), dd x # "x( ) = T x( ) , ! # "x( ) = T "x( ) , ! # "x( )
perché  T  è pari( )  = T x( ), ! # x( ) = " ! T x( ) , # x( ) = " ! T x( ) , # x( )
 
Perciò  ! T "x( ) = " ! T x( ) ,  cioè  ! T   è dispari. 
Analogamente si verifica che se  T  è dispari allora  ! T   è pari. 
Osservazione.  Se T è una distribuzione pari (rispettivamente: dispari) e !  è una funzione test dispari 
(rispettivamente: pari) allora T ,! = 0 . 
Verifichiamo l’affermazione nel caso di T pari e !  dispari. 
 
T x( ),! x( ) = T "x( ),! x( )  perché T  è pari( ) = T x( ),! "x( ) definizione di T "x( )( )
= T x( ),"! x( )  perché ! è dispari( ) = " T x( ),! x( )
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e quindi T x( ),! x( ) = 0  come si voleva dimostrare.  Analogamente si tratta l’altro caso (T dispari e !  pari). 
Teorema.  La distribuzione  T x( ) = 1x   (pseudo-funzione, definita come sopra) è dispari. 
Dimostrazione.  Per una generica funzione test  ϕ  si ha 
T !x( ), " x( ) = T x( ) , " !x( )  =  lim
#$0+
1
x " !x( ) dx!%
!#
& 
' ( 
+
1
x " !x( ) dx#
+%
& 
' ( 
) 
* 
+ 
, 
- 
.  
Poniamo in ciascuno dei due integrali  t = !x ;  si ottiene 
= lim
!"0+
1
t # t( ) dt+$
!
% 
& ' 
+
1
t # t( ) dt(!
($
% 
& ' 
) 
* 
+ 
, 
- 
. = ( lim
!"0+
1
t # t( ) dt!
+$
% 
& ' 
+
1
t # t( ) dt($
(!
% 
& ' 
) 
* 
+ 
, 
- 
. = ( T x( ), # x( )  
e quindi  T  è dispari. 
Tenendo presente come sono state definite, per ricorrenza tramite derivazione, le distribuzioni  1
xn
,  e il fatto 
che la derivazione muta distribuzioni dispari in pari e viceversa, concludiamo che 
La pseudo-funzione T x( ) = 1
x n
 è dispari o pari secondo che  n  sia dispari o pari. 
Definizione.  Una distribuzione T si dice positiva se per ogni funzione test ϕ ovunque  ! 0   risulta  T ,! " 0 .  
È immediato verificare che ogni distribuzione di tipo funzione Tf con f funzione ! 0  è una distribuzione 
positiva.  Fino a qui abbiamo sempre cercato di mettere in evidenza analogie di calcolo e di risultati fra le 
distribuzioni di tipo funzione e quelle non di questo tipo.  Sarebbe ora lecito aspettarsi che le distribuzioni 1
xn
 
risultassero positive per n intero pari; tuttavia ciò è falso.  La spiegazione di ciò si può intuire tenendo presente 
che T x( ) = 1x  è stata definita come limite per  ! " 0  di distribuzioni di tipo funzione: la funzione utilizzata è  
f! x( ) =
1
x   se x " ! , f x( ) = 0   altrimenti.  Questa funzione ha due salti, nei punti di ascissa  ±ε.  Quando si 
passa alla derivata, che viene utilizzata per definire la pseudo-funzione 1
x2
, i salti producono due distribuzioni 
di tipo Delta; l'effetto di esse modifica notevolmente il risultato atteso da una semplice integrazione di 
1
x2
!" x( ) , troncata agli  x  con  x ! " ,  seguendo una ingenua analogia con il caso di  T x( ) = 1x . 
Vediamo di precisare queste osservazioni. 
Teorema.  Sia ϕ una funzione test tale che 0 ! supp"  (ciò vuol dire che ϕ è nulla in un intorno di 0).  Allora 
1
x n
,!  =  1
xn
! x( ) dx
"#
+#$ 
% & 
 
Dimostrazione.  Per  n = 1  abbiamo per definizione  1x ,! = lim"#0+
1
x ! x( ) dxx $"% .  Preso ε0 tale che 
supp!" #$0, $0[ ] = %  abbiamo in questo caso 1x ,! = 1x ! x( ) dxx "#0$ .  Sull'insieme   x !R ; x " #0{ } , la 
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distribuzione 1x  è di tipo funzione; la funzione 1x  è ivi di classe  C
! ,  cosicché le derivate nel senso delle 
distribuzioni sono derivate ordinarie; le pseudo-funzioni 1xn ,  definite per derivazione nel senso delle 
distribuzioni di  1x   sono quindi le distribuzioni di tipo funzione associate alle derivate di  1x ;  da ciò segue la 
tesi. 
Teorema.  Sia 1
xn
! 
" # 
$ 
% & '
 la funzione uguale a 1
xn
 per x ! "  e uguale a 0 altrimenti. 
La distribuzione  1
x2
  si può caratterizzare come limite nel senso delle distribuzioni come segue: 
1
x2
 =  lim
!"0 +
1
x 2
# 
$ % 
& 
' ( !
)
2
!
*0
+ 
, 
- 
- 
. 
/ 
0 
0 
. 
(δ0  è la distribuzione di Dirac centrata nell'origine) 
Dimostrazione.  Se osserviamo la definizione della distribuzione 1x  notiamo che essa è esattamente il  
lim!"0+
1
x( )! .  Allora, grazie alla continuità della derivazione rispetto alla convergenza in    ! D   si ha che 
(1) 
  
1
x2
 =! D  " dd x
1
x
# 
$ 
% 
&  =  "
d
d x lim'(0 +
1
x
# 
$ 
% 
& '
# 
$ ) 
% 
& * 
 =  " lim
'(0 +
d
d x
1
x
# 
$ 
% 
& '
+ 
, 
- 
. 
/ 
0  
La derivata di una distribuzione Tf  di tipo funzione, con la funzione f di classe C1 ad eccezione di un numero 
finito di punti di discontinuità di prima specie è la somma della distribuzione di tipo funzione T ! f  e delle !xk  
centrate nei punti di discontinuità xk, moltiplicate per l'ampiezza dei salti. 
La funzione 1x( )!  ha due salti di ampiezza 1!  nei punti di ascissa ±ε; quindi si ha 
d
d x
1
x
! 
" 
# 
$ %
& 
' 
( 
) 
* 
+  =  , 1x2
! 
" - 
# 
$ . %
+
1
%
/,% + /%( )  
Perciò, tenendo presente (1), 
  
1
x2
 =! D  lim
"# 0+
1
x2
$ 
% & 
' 
( ) "
*
1
"
+*" + +"( )
, 
- 
. 
. 
/ 
0 
1 
1 
 
La tesi del Teorema sarà provata mostrando che  lim
!"0 +
2
!
#0 $
1
!
#$! + #!( )% & ' 
( 
) * 
 =  0   (qui “0” indica la 
distribuzione nulla).  Prendiamo dunque una funzione test ! ; vogliamo provare che 
 lim
!"0+
2
!
#0 $
1
!
#$! + #!( ) , % = 0      cioè     lim
!"0+
2# 0( )$# $!( )$# !( )
!
= 0 . 
Il limite in questione si può calcolare applicando la regola di de l’Hôpital: 
 lim
!"0+
2# 0( )$# $!( )$# !( )
!
=
H lim
!"0+
%# $!( )$ %# !( )
1 = %# 0( )$ %# 0( ) = 0  
come si voleva dimostrare. 
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Formule analoghe a quella fornita dal Teorema 7.7 per la distribuzione 1x2  si possono ottenere per le 
distribuzioni 1xn  con  n  intero positivo qualunque; non è necessario qui riportare tali formule. 
Esempio. La distribuzione 1
x2
 non è positiva!  La rappresentazione data per la distribuzione 1x2  nel Teorema 
qui sopra permette di verificare che tale distribuzione non è positiva.  È sufficiente considerare una funzione 
test ϕ positiva, che assuma il suo massimo valore in 0; essendo ϕ a supporto compatto, sarà pure ! x( ) = 0  per  
x ! M , per un M opportuno.  Allora 
1
x 2
, !  =  lim
"#0 +
$
2
"
! 0( ) + 1
x2
! x( ) dx
"% x %M
& 
' ( 
) 
* 
+ 
, 
- 
.  %  lim
"#0+
$
2
"
! 0( ) + ! 0( ) 1
x2
dx
"% x %M
& 
' ( 
) 
* 
+ 
, 
- 
.  =  
=  lim
!"0+
#
2
!
$ 0( ) + 2$ 0( ) 1
x2
dx
!
M% 
& ' 
( 
) * 
+ 
, - 
 =  lim
!"0 +
#
2
!
$ 0( ) + 2$ 0( ) # 1M +
1
!
( 
) 
+ 
, 
( 
) * 
+ 
, -  =  #
2$ 0( )
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Infine mostriamo una proprietà che lega la positività della derivata di una distribuzione T a una proprietà di T 
che per le distribuzioni di tipo funzione corrisponde alla crescenza; in questo caso dunque non ci sono sorprese, 
le cose vanno come ci si può aspettare. 
Teorema.  Sia  T ! "D !( ) , tale che !T  sia positiva in un determinato intervallo a,b] [ .  Allora, per ogni h > 0  
tale che a + h < b , la distribuzione T x + h( )!T x( )  è positiva in a + h ,b] [ .  (In particolare, se !T  è positiva in 
 !  allora per ogni h > 0 , la distribuzione T x + h( )!T x( )  è positiva in  ! ). 
Dimostrazione.  Supponiamo !T  positiva in a,b] [ ; sia h > 0  tale che a < b ! h  !  una funzione test non 
negativa, con supp! " a, b # h] [ ; vogliamo dimostrare che T x + h( )!T x( ) , " x( ) # 0 .  Per definizione è 
 
T x + h( )!T x( ) , " x( ) = T x + h( ) , " x( ) ! T x( ) , " x( ) = T x( ) , " x ! h( ) ! T x( ) , " x( ) =
= ! T x( ) , " x( )!" x ! h( )
 
Osserviamo che il supporto di  x! ! x( )"! x " h( )  è contenuto in a,b] [ .  Inoltre, questa funzione test è la 
derivata di g x( ) = ! t( ) dtx"h
x
# .  Poiché !  è ! 0 , così è anche g; inoltre il supporto di g è contenuto in a,b] [ .  
Perciò, essendo !T  positiva in a,b] [ , è !T ,g " 0 ; allora: 
 0 ! "T ,g = # T , "g = # T x( ) , $ x( )#$ x # h( ) = T x + h( )#T x( ) , $ x( )  
come volevamo dimostrare. 
Richiami sulla trasformata di Fourier. 
Definizione. La trasformata di Fourier in  ! .  Sia  f !L
1 !( ) .  Definiamo la trasformata di Fourier di  f,  
indicata  ˆ f ,  e la antitrasformata di Fourier, indicata    
! 
f   nel modo seguente: 
ˆ f t( )  =  e!2" i t x f x( ) dx
!#
+#$ 
% & 
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! 
f t( )  =  e2 ! i t x f x( ) dx
"#
+#$ 
% & 
        = ˆ f "t( )( ) 
Lo stretto legame fra la trasformata e l'antitrasformata di Fourier sta nel fatto che, sotto opportune condizioni, 
risulta f !" = f "! = f .   Purtroppo, questa proprietà non è applicabile a ogni  f !L
1 !( ) , perché se  f !L
1 !( ) , 
non è detto che   ˆ  f !L1 R( ) , e quindi può non avere senso f !" .  È dunque opportuno caratterizzare classi di 
funzioni chiuse rispetto alla trasformata di Fourier. 
Successivamente estenderemo a una opportuna classe di distribuzioni (le distribuzioni temperate) la definizione 
di trasformata e antitrasformata. 
Segnaliamo che ci sono definizioni leggermente diverse della trasformata di Fourier, che differiscono da quella 
che applichiamo qui per alcuni coefficienti; si tratta di scelte fatte per semplificare alcune formule (a scapito di 
altre); ciò comunque non cambia la sostanza dello strumento. 
Ricordiamo, senza riportare le dimostrazioni, le principali proprietà della trasformata di Fourier. 
Teorema di Riemann-Lebesgue.  Sia  f !L
1 !( ) .  Allora ˆ f  è uniformemente continua in R, è infinitesima 
all'infinito, e per ogni   t !R  si ha 
ˆ f t( )  !  f x( ) dx
"#
+#$ 
% & 
. 
Definizione. Funzioni a decrescenza rapida e funzioni a crescenza lenta. 
Una funzione   f : R! R   si dice a decrescenza rapida se, per ogni  N  intero positivo la funzione xN ! f x( )   è 
limitata. 
Si dice invece che  f  e a crescenza lenta se esiste un intero positivo  N  tale che  xN ! f x( )   sia limitata. 
È ovvio che ogni funzione con supporto compatto è a decrescenza rapida, e ogni funzione a decrescenza rapida 
è pure a crescenza lenta.  Le inclusioni sono proprie:  f x( ) = e! x2   è a decrescenza rapida, ma non a supporto 
compatto; ogni polinomio è a crescenza lenta ma non a decrescenza rapida.  f x( ) = ex   non è neppure a 
crescenza lenta. 
Osservazione.  Se  f  e  g  sono funzioni entrambe a decrescenza rapida o a crescenza lenta, anche  fg  lo è;  se  
f  è a decrescenza rapida e  g  a crescenza lenta, allora  fg  è a decrescenza rapida (dimostrazione immediata). 
Definizione dello spazio  S R( ) : 
 
S R( ) = ! "C# R( ) ; $ k "N% 0{ } , ! k( ) è a decrescenza rapida{ } . 
Segnaliamo che alcuni Autori definiscono "funzioni a decrescenza rapida" le funzioni di  S. 
Risulta  C0
! R( )" S R( ) ,  e l'inclusione è stretta:  ! x( ) = e" x
2   appartiene a   S R( ) ,  ma non ha supporto 
compatto. 
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Definizione delle funzioni "abbastanza buone" (a.b.). 
Diciamo che una funzione   g !C
" R( )  è "abbastanza buona" (abbreviato in a.b., traduzione dell'inglese "fairly 
good") se  g  e le sue derivate di qualsiasi ordine sono a crescenza lenta. 
Per alcuni Autori le funzioni a crescenza lenta sono quelle che noi abbiamo definito "a.b.". 
Senza difficoltà si prova che il prodotto di una funzione a.b. per una funzione di  S R( )  è una funzione di 
 S R( ) . 
Definizione. Convoluzione di due funzioni di   L1 R( ) . 
Se    f , g !L1 R( )   si chiama convoluzione di  f  e  g  la funzione indicata  f ! g   definita da 
f ! g( ) x( )  =  f x " t( ) g t( ) dt
=#
+#$ 
% & 
. 
Si può dire che  f ! g( ) x( )   sia una "media pesata" dei valori di  f  nei punti x ! t( )  che si vanno allontanando 
da  x,  con "peso"  g t( ) . 
Questa operazione si incontra, per esempio, nel calcolo delle probabilità: la densità di probabilità della somma 
di due variabili aleatorie assolutamente continue e indipendenti, è la convoluzione delle rispettive densità. 
Teorema.  Se    f , g , h!L1 R( )   allora 
(i) f ! g = g ! f  
(ii) f ! g ! h( )  =  f ! g( ) !h  
(iii) Se, di più,  f  è derivabile, con    ! f "L1 R( ) ,  allora  f ! g( )" = " f ! g 
Lemma di approssimazione.  Siano    f , g !L1 R( )" L# R( )"C R( )   (ossia, sommabili, limitate e continue).  
Sia  g x( ) dx
!"
+"
# =1 ,  e poniamo  ga x( ) = a ! g a x( ) .  Allora per ogni    x !R  risulta 
lim
a!+"
f # ga( ) x( )  =  f x( )  
e la convergenza è uniforme sui sottoinsiemi compatti di  R. 
Una importante variante di questo Lemma è la seguente:  se   f !L1 R( )"C R( ) ,  ma non necessariamente 
derivabile, e   ! "S !( )   con  ! x( ) dx"#
+#
$ =1 ,  allora  f ! "a( )# f   converge a  f  uniformemente sui compatti, 
e le funzioni approssimanti sono  C! .  Dunque una qualunque funzione continua sommabile può essere 
approssimata, nel senso della convergenza uniforme sui compatti, con funzioni  C! . 
Gli operatori che a ciascuna    f !L1 R( )   associano  f ! "a( ) ,  con  ! "S !( )  fissata, si chiamano mollificatori. 
Teorema. Le principali identità riguardanti la trasformata di Fourier. 
(a) a f + b g[ ]!  =  a ˆ f + b ˆ g   (linearità;  a, b  indicano due costanti reali) 
(b) ! f ( )" t( )  =  2# i( ) t ˆ f t( )   (qui si suppone    f !C1 R( ) ,  " f !L1 R( )) 
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(c) 
  
x ! f x( )[ ]" t( )  =  12# i
! 
f ( )$ t( )   (qui si suppone   f x( ) ,  x ! f x( )"L1 R( )) 
(d) f x + a( )[ ]! t( )  =  e2 " i a t ˆ f t( )  
(e) 
  
e2 ! i a x f x( )[ ]" t( )  =  ! f t + a( ) 
(f) f a x( )[ ]! t( )  =  1a
ˆ f ta( )  
(g) f ! g[ ]"  =  ˆ f # ˆ g 
(h) f ![ ]"  =  ˆ f   ( f ! x( ) significa f "x( ) , coniugato di f "x( ) ). 
(i) ˆ f t( )g t( ) dt
!"
+"# 
$ % 
 =  f t( ) ˆ g t( ) dt
!"
+"# 
$ % 
 
Notiamo che (c) ed (e) sono stati enunciati per la antitrasformata, invece che per la trasformata.  Poiché è  
  ˆ
 f x( ) = ! f !x( ) ,  è facile ottenere le versioni di queste formule relative alla trasformata: 
(c)' x ! f x( )[ ]" t( )  =  # 12 $ i
ˆ f ( )% t( ) 
(e)' e2 ! i a x f x( )[ ]" t( )  =  ˆ f t # a( ) 
Le formule (b) e (c) (esprimibili, come si è detto, tanto per !  quanto per ∨ ) hanno importanti conseguenze: 
iterando la (b) si vede che se  f  ha derivate fino all'ordine  n  sommabili, allora tn ˆ f t( )! 0  per t! ±"  (per il 
Teorema di Riemann-Lebesgue, il quale afferma che la trasformata di una funzione sommabile è infinitesima 
all'infinito).  Se f è C! , con tutte le derivate sommabili, allora ˆ f  è a decrescenza rapida. 
Viceversa, la (c), ovvero la (c)', deduce la derivabilità di ˆ f  dalla sommabilità di  x ! f x( ) ;  in particolare, se f è 
a decrescenza rapida, allora ˆ f  è C! . 
Combinando queste due osservazioni, applicate a  f  e alle sue derivate, si conclude che: 
Teorema.  S !( )   è chiuso rispetto alla trasformazione di Fourier, cioè 
 f !S !( )" fˆ !S !( ) . 
Un procedimento relativamente semplice, ma non banale, permette di dimostrare la 
Formula di inversione della trasformata di Fourier in  S !( ) . 
Se  f !S !( )   allora  f
!" = f "! = f . 
Dunque, in  S !( )  la antitrasformata è la funzione inversa della trasformata; ciò significa che la trasformata di 
Fourier è una funzione biunivoca da   S !( )   in sé. 
Da (g) e (i) del teorema precedente seguono anche (in modo immediato) le importanti identità 
(g)' Se  ! ," #S !( )  allora ! "#[ ]
$  =  ˆ ! % ˆ #  
(i)' Se  ! ," #S !( )  allora ˆ ! t( ) " ˆ # t( ) dt
$%
+%& 
' ( 
 =  ! t( ) "# t( ) dt
$%
+%& 
' ( 
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La (i)' è esprimibile dicendo che la trasformata di Fourier opera fra le funzioni di  S !( )  in modo isometrico 
rispetto al prodotto scalare naturale di    L2 R( );  questo è il punto di partenza per estendere la trasformazione di 
Fourier a    L2 R( ) ,  ottenendo un automorfismo di   L2 R( )  relativamente alla sua struttura hilbertiana.  Non 
approfondiremo qui tale importante sviluppo. 
Distribuzioni temperate. 
L'insieme delle distribuzioni temperate è un sottoinsieme proprio dell'insieme delle distribuzioni in  !  (oppure 
in  !n ; comunque, sull'intero spazio.  Si tratta di distribuzioni alle quali è permesso agire non solo sulle 
funzioni di   D R( ) ,  cioè C
!  con supporto compatto, bensì sulla più ampia classe  S R( ) . 
La ragione principale per la quale è stata creata questa teoria è quella di estendere il più possibile l'applicabilità 
della formula di inversione della trasformata di Fourier.  Come abbiamo visto, questa non si può attualmente 
applicare a una   f !L1 R( ) , perché ˆ f  in generale non è sommabile, e quindi l'antitrasformata (che in sostanza è 
un'iterazione della trasformata) non si può applicare, nel modo in cui la conosciamo fino a qui.  Con 
l'introduzione delle distribuzioni temperate, tutte queste difficoltà scompaiono. 
Nel definire le distribuzioni temperate seguiamo da vicino la tecnica seguita per definire le distribuzioni 
"generali".  Le distribuzioni temperate sono i funzionali lineari da   S !( )   a  ! ,  che risultano continui rispetto 
ad una opportuna nozione di convergenza nello spazio  S R( ) . 
Definizione.  Convergenza (a zero) di una successione in  S !( ) . 
Sia !n( )  una successione in  S !( ) .  Si dice che !n " 0  in  S !( )   se, per ogni coppia di numeri interi non 
negativi  k, N  risulta 
(1) 
  
lim
n!+"
max
x#R
1+ x( )N $ %nk( ) x( )& ' ( 
) 
* + 
 =  0  
La convergenza di !n( )  ad una funzione ϕ non nulla si definisce come convergenza a zero della successione  
!n " !( ) . 
Osservazione importante.  Abbiamo già osservato che   D !( )! S !( ) .  Ebbene, l'inclusione vale anche in 
senso topologico: cioè, se una successione  !n( )   di elementi di    D R( )   converge a zero secondo la definizione 
data in questo spazio, allora !n( )  converge a zero anche secondo la definizione data in   S !( ) .  Infatti, se  
!n n"+#$ " $ $ $ 0   in    D R( ) ,  allora i supporti i tutte le  ϕn  sono tutti contenuti in uno stesso compatto  K,  nel 
quale l'espressione  1 + x( )N   è limitata sia superiormente sia inferiormente (da 1), quindi è ininfluente nella 
(1), e si ritrova la definizione data relativamente a    D R( ) ,  ossia  !n n"+#$ " $ $ $ 0   anche in   S !( )  
Attenzione, però: non è vero viceversa: una successione di funzioni di    D R( )   che converge a zero secondo la 
regola di  S !( )   può non convergere (a niente) secondo la regola di   D R( ) . 
Definizione.  Si chiama distribuzione temperata ogni funzionale lineare T da  S !( )  a  !  che sia continuo, 
ossia tale che se !n n"+#$ " $ $ $ 0  in  S !( ) , allora T ,!n n"+#$ " $ $ $ 0 . 
L'insieme delle distribuzioni temperate si indica   !S !( ) . 
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Per quanto osservato sopra, ogni distribuzione temperata è una distribuzione "del vecchio tipo".  Infatti 
l’identità  id :D !( )!S !( )  è continua, e se  T ! "S !( ) , allora  T = T ! id  è lineare continua da  D !( )  a  ! . 
 
 
D T =T !id! "!!! "
id# $ T
S
 
Viceversa è falso: per esempio, ex 2  «è» una distribuzione, ma non temperata; cioè, la formula 
T ,!  =  ex2 ! x( ) dx
"#
+#
$ 
% & 
 
ha senso per   ! "D R( ) , e ivi definisce una distribuzione di tipo funzione; in generale, invece, non ha senso per 
 ! "S !( ) , perché non è detto che l'integrale esista con valore finito: basta pensare, ad esempio, a  ! x( ) = e
" x2 ,  
che appartiene a  S !( ) . 
Gran parte della teoria delle distribuzioni temperate ricalca quella delle distribuzioni "generali"; le proprietà 
formalmente analoghe si provano generalmente in modo simile; tuttavia le proprietà delle distribuzioni 
temperate non sono automatica conseguenza delle corrispondenti proprietà di cui esse godono come 
distribuzioni generali, perché il dominio  S !( )  su cui operano le distribuzioni temperate è più ampio di  
  D R( ) ,  ed è equipaggiato con una topologia differente. 
Tuttavia, tralasceremo per brevità di riportare le dimostrazioni di vari teoremi, che si svolgono comunque di 
solito in modo simile a quelle relative a  !D !( )  
Distribuzioni temperate di tipo funzione. 
Se  f  è una funzione a crescenza lenta, la formula 
Tf ,!  =  f x( )! x( ) dx
"#
+#$ 
% & 
 
definisce una distribuzione temperata, detta distribuzione temperata di tipo funzione associata a  f. 
Dimostrazione.  La linearità è ovvia; va provata soltanto la continuità.  Sia dunque  !n( )   una successione in 
 S !( ) , convergente a zero: vogliamo mostrare che f x( )!n x( ) dx"#
+#$ 
% & n'+#( ' ( ( ( 0 .  Non si può, come nella 
dimostrazione della corrispondente proprietà per le distribuzioni generali di tipo funzione, maggiorare il valore 
assoluto dell'integrale "portando fuori" il massimo di  !n x( ) ,  perché non è detto che  f  sia sommabile.  
Ragioniamo invece cosi: 
Poiché f e una funzione a crescenza lenta, esistono un numero intero N e una costante positiva M tali che  
f x( ) ! M 1+ x( )N   per ogni    x !R .  Scriviamo allora 
f x( )!n x( ) dx
"#
+#$ 
% & 
 '  f x( )!n x( ) dx
"#
+#$ 
% & 
 = f x( )
1 + x( )N+2
1 + x( )N+2 !n x( ) dx
"#
+#
$ 
% 
& &  '  
  
!  max
x"R
1 + x( )N+2 #n x( ) $ M1 + x( )2
dx
%&
+&' 
( 
)  n*+&+ * + + +  0  
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perché il primo fattore tende a zero a causa del fatto che  !n( )  tende a zero in  S !( ) , mentre il secondo fattore 
è una costante finita. 
Analogamente a quanto abbiamo fatto per le distribuzioni "generali", definiamo le diverse operazioni fra le 
distribuzioni temperate, in modo "consistente" con quanto risulta per le distribuzioni temperate di tipo 
funzione: 
Definizione.  Siano  S  e  T  due distribuzioni temperate,  c  una costante complessa,  a  un numero reale  ! 0,  
g  una funzione a.b.  Per ogni   ! "S !( )   poniamo 
(1) S + T , !  =  S,! + T,!  
(2) cT , !  =  c T,!  
(3) ! T , "  =  # T, ! "  
(4) T a x( ) , ! x( )  =  1a T x( ) , !
x
a( )  
(5) T x ! a( ) , " x( )  =  T x( ) , " x + a( )  
(6) g x( )T x( ) , ! x( )  =  T x( ) , g x( )! x( )  
(7) T ,!  =  T,!    T   si chiama distribuzione coniugata di  T( )  
Per le distribuzioni temperate (e soltanto per esse) si definiscono anche la trasformata e l'antitrasformata di 
Fourier: 
(7) ˆ T ,!  =  T, ˆ !  
(8)   
! 
T ,!  =  T , ! ! . 
Queste definizioni sono consistenti con le distribuzioni di tipo funzione, a causa della proprietà (i) della 
trasformata di Fourier in  S !( ) . 
Senza alcuna difficoltà si dimostra per le distribuzioni temperate la Formula di inversione, deducendola da 
quella relativa alla trasformata in  S !( ) : 
Teorema.  Formula di inversione per la trasformata di Fourier in  !S !( ) . 
Sia   T ! "S !( ) .  Allora  T
!" = T"! = T . 
Dimostrazione.  Sia  ! "S !( ) .  Allora   T
!" , # = ˆ T , ! # = T ,#"! = T ,# , perché  !"# = ! ,  per la formula 
di inversione in  S !( ) .  Dunque T
!" = T . 
Analogamente si prova l'altra uguaglianza. 
Definizione.  Convergenza di successioni di distribuzioni temperate. 
Siano  Tn ,T ! "S !( ) .  Si dice che Tn n!+"# ! # # # T  se per ogni  ! "S !( )   risulta 
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Tn , ! n"+#$ " $ $ $ T,! . 
Tutte le operazioni (somma, traslazioni, derivazione, trasformata di Fourier, …) fra distribuzioni temperate 
sono continue.  Ciò vuol dire che se  Sn ! S   e  Tn ! T ,  allora  Sn + Tn ! S + T ,  ! T n " ! T ,  ˆ T n ! ˆ T ,  
eccetera.  Ciò si prova esattamente come nel caso delle distribuzioni "generali" (Teorema 6.3), ad eccezione 
della proprietà riguardante la trasformata di Fourier, che in quel caso non era pertinente. 
Valgono poi le stesse regole di calcolo per le derivate di distribuzioni temperate, che valevano per le 
distribuzioni, con le stesse dimostrazioni: finché non è coinvolta la trasformata di Fourier, basta osservare che 
le distribuzioni temperate sono particolari distribuzioni, e quindi godono delle proprietà generali di queste 
ultime.  Ulteriori regole riguardano le trasformate di Fourier delle distribuzioni temperate; le esponiamo nel 
teorema che segue.  Si tratta di regole formalmente analoghe a quelle relative alla trasformata di Fourier di 
funzioni. 
Teorema.  Siano S, T distribuzioni temperate,  a  una costante reale ! 0 , c, d  costanti complesse.  Allora 
(1) c S + dT[ ]!  =  c ˆ S + d ˆ T  
(2) ! T [ ]"  =  2 # i $ t $ ˆ T t( )  
(3) x !T x( )[ ]"  =  # 12 $ i
ˆ T ( )%  
(4) T x ! a( )[ ]"  =  e!2# i a t ˆ T t( ) 
(5) e2 ! i a x T x( )[ ]"  =  ˆ T t # a( )  
(6) T a x( )[ ]!  =  1a
ˆ T ta( )  
(7) T! x( )[ ]"  =  ˆ T t( )      si definisce  T! x( ) = T #x( )( ) 
La dimostrazione di queste regole è del tutto immediata, potendo "scaricare" le varie operazioni sulle funzioni 
test, ed avvalerci delle corrispondenti proprietà relative alla trasformata di Fourier in  S !( )  . 
Svolgiamo, per esempio, la dimostrazione della (2): per una generica  ! "S !( )  si ha 
! T [ ]" , # = ! T , ˆ # = $ T, ˆ # ( )! = $ T t( ) , $ 2 % i x & # x( )[ ]" t( ) = 2% i T t( ) , x &# x( )[ ]" t( )  
per il Teorema 8.9 - c( )!" # $ %  = 2& i ˆ T x( ), x '( x( ) = 2& i x ' ˆ T x( ) , ( x( ) .  
Mostriamo ora due altre proprietà, che estendono alla trasformata di Fourier di distribuzioni analoghe proprietà 
facilmente verificabili per le trasformate di funzioni sommabili.  Si tratta di quanto segue. 
Per le funzioni: 
(1) Se  f !L
1 !( )  è una funzione pari (rispettivamente: dispari) allora anche fˆ  è pari (rispettivamente: 
dispari). 
(2) Se  f !L
1 !( )  è a valori reali ed è dispari, allora fˆ  è immaginaria pura 
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(3) Se  f !L
1 !( )  è a valori reali ed è pari, allora fˆ  a valori reali 
Per le distribuzioni temperate: 
(1) Se  T ! "S !( )  è una distribuzione pari (rispettivamente: dispari) allora anche Tˆ  è pari (rispettivamente: 
dispari). 
(2) Se  T ! "S !( )  è a valori reali (ossia, assume valore reale tutte le volte che si applica a una funzione test 
con valori reali) ed è dispari, allora Tˆ  è immaginaria pura (cioè assume un valore immaginario puro 
tutte le volte che si applica a una funzione test con valori reali). 
(3) Se  T ! "S !( )  è a valori reali ed è pari, allora Tˆ  a valori reali 
Dimostriamo queste proprietà. 
La (1) segue dalla (6) del Teorema precedente, con a = 1 : supponiamo per esempio T pari, ossia 
T !x( ) = T x( ) .  Allora: 
 Tˆ !t( ) = T !x( )"# $%
& t( ) = T x( )"# $%
& t( ) = Tˆ t( )  
e quindi Tˆ  è pari; analogamente si ragione se T è dispari.  Il ragionamento è valido ugualmente se T denota una 
distribuzione temperata oppure una funzione. 
La (2) e la (3) sono immediate per una funzione  f !L
1 !( )  reale pari oppure dispari: 
 fˆ t( ) = f x( ) !e"2 i x t dx
"#
+#
$ = f x( ) !cos 2xt( )dx"#
+#
$ + i f x( ) !sen 2xt( )dx"#
+#
$ ; 
se f è pari allora  x! f x( ) !sen 2xt( )  è dispari, quindi f x( ) !sen 2xt( )dx"#
+#
$ = 0 ; se f è dispari allora 
 x! f x( ) !cos 2xt( )  è dispari, quindi f x( ) !cos 2xt( )dx"#
+#
$ = 0 . 
Mostriamo la (2) per le distribuzioni temperate.  Supponiamo T reale dispari; sia  ! " #S !( )  una funzione test 
con valori reali.  Per ogni x è ! x( ) = 12 ! x( ) +! "x( )( ) + 12 ! x( )"! "x( )( ) ; in questo modo !  appare come la 
somma di una funzione pari e una funzione dispari.  Siccome T è dispari, anche Tˆ  è dispari (per (1)); allora 
 Tˆ x( ) , 12 ! x( ) +! "x( )( ) = 0  
e quindi 
 Tˆ x( ) , ! x( ) = Tˆ x( ) , 12 ! x( )"! "x( )( ) =
1
2 T x( ), ! x( )"! "x( )#$ %&
' . 
La funzione  x! ! x( )"! "x( )  è reale dispari; quindi ! x( )"! "x( )#$ %&
'  è una funzione immaginaria pura, 
ossia si può pensare come i !g t( )  con g funzione test reale.  Avendo per ipotesi che T è reale concludiamo che 
Tˆ x( ) , ! x( ) = i T ,g  è immaginario puro. 
Analogamente si prova la (3) per le distribuzioni, essendo nel caso di T pari Tˆ x( ) , 12 ! x( )"! "x( )( ) = 0 , 
eccetera. 
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Esempi di trasformate di Fourier di distribuzioni temperate. 
Esempio 1.  La trasformata della distribuzione di Dirac. 
Risulta: ˆ !  =  1 
Ciò vuol dire che la trasformata di Fourier della distribuzione δ, (che è temperata), è la distribuzione temperata 
di tipo funzione, generata dalla funzione costante uguale a 1, che è a.b., e quindi genera effettivamente una 
distribuzione temperata.  Tale distribuzione è quella che finora avremmo denotato  T1;  d'ora in avanti 
abbandoneremo, di regola, questa notazione, identificando una funzione  f  localmente sommabile 
(rispettivamente: a.b.) con la distribuzione  Tf   (rispettivamente: con la distribuzione temperata  Tf ).  Questa 
scelta non ha semplicemente lo scopo di semplificare le scritture, ma è anche coerente con l'idea originale di 
distribuzione, pensata come generalizzazione del concetto di funzione. 
La verifica del fatto che ˆ ! = 1 è semplicissima: presa   ! "S , si ha 
ˆ ! , "  =  ! , ˆ "  =  ˆ " 0( )  =  e#2 $%0%x " x( ) dx
#&
+&' 
( ) 
 =  1 % " x( ) dx
#&
+&' 
( ) 
 =  1, "  
Il seguente Teorema conferma per le distribuzioni temperate due proprietà già dimostrate per  !D !( ) ; la 
dimostrazione non è difficile, e può essere svolta similmente a quel caso; non è però scontata, perché, 
nonostante si abbia  !S !( )" !D !( ) , va osservato che una distribuzione temperata opera su uno spazio di 
funzioni test più ampio: i teoremi su  !D !( )  non contengono informazioni su come una distribuzione 
temperata può agire su di una funzione test a supporto non compatto. 
Teorema.  Sia  T  una distribuzione temperata.  Allora 
(1) Se  x !T x( ) = 0 ,  allora esiste    a !C   tale che  T = a ! " . 
(2) Se  ! T = 0 ,  allora esiste    a !C   tale che  T = a (cioè: T = Ta)  
In entrambi i casi non si esclude che la costante  a  possa essere uguale a zero. 
Dimostrazione.  La prova di (1) si svolge come in  !D !( ) , osservando che se  g!S !( )  e g 0( ) = 0 , allora 
 
g x( )
x !S !( ) . 
Proviamo (2).  Si potrebbe, non difficilmente, applicare un metodo diretto, come per  !D !( ) ; preferiamo però 
esporre un ragionamento fondato sulla trasformata di Fourier. 
Abbiamo osservato che è ! T [ ]" = 2 # it ˆ T t( ) .  Se è ! T = 0  allora è anche  ! T [ ]" = 0 ,  e quindi  t ! ˆ T t( ) = 0 .  Per 
quanto è stato poc'anzi provato, risulta allora  ˆ T t( ) = a ! " t( )  per una certa costante complessa  a.  Applicando 
la formula di inversione in  !S !( )  risulta allora 
  T t( )  =  T!" t( )  =  a #
! 
$ t( )  =  a # ˆ $ %t( )  =  a #1 =  a  
quindi, nel senso delle distribuzioni,  T  è una costante, come si voleva dimostrare. 
Come abbiamo osservato più volte, non c'è alcun modo per "valutare" una distribuzione in un singolo punto; è 
possibile però localizzare lo studio di una distribuzione a intervalli prestabiliti.  Per questo scopo è essenziale la 
seguente definizione: 
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Teorema. Soluzione di una equazione differenziale lineare del primo ordine in   ! D R( ) . 
Sia    T ! " D R( ) ,    p !D R( ) ,  q  una funzione continua.  Supponiamo che in un intervallo aperto limitato  a,b] [   
risulti, nel senso delle distribuzioni, 
(1) ! T + p "T  =  q 
Allora esiste una costante  A  tale che nell'intervallo a,b] [   risulta 
(2) T x( )  =  e
! p u( ) du0
x
" A + q u( ) #e
p v( ) dv0
u
" du
0
x$ 
% & 
' 
( 
) 
* 
+ 
,  
La (2) è la ben nota formula risolutiva di un'equazione differenziale del tipo (1); qui si vuole mettere in 
evidenza che anche nel più ampio ambiente delle distribuzioni non ci sono altre soluzioni di (1). 
Sia  f x( ) = e
! p u( ) du0
x
" q u( ) # e
p v( ) dv0
u
" du
0
x$ 
% & 
' 
( 
) 
* 
+ 
, ;  f  è la soluzione particolare (classica) di (1), ottenuta dalla (2) 
ponendo  A = 0;  sia  T  una distribuzione, soluzione di (1) nel senso delle distribuzioni.  Allora la distribuzione  
T1 = T ! Tf   soddisfa l'equazione differenziale omogenea 
! T 1 + p x( ) " T1  =  0  
nel senso delle distribuzioni.  Definiamo ora la distribuzione 
S x( )  =  e
p u( ) du0
x
! "T1 x( )  
(Ricordiamo ancora che l'indicazione dell'«argomento» x in T1 x( )  e S x( )  è impropria, quindi puramente 
convenzionale, trattandosi di distribuzioni; invece e
p u( ) du0
x
!  è una funzione  C! ,  quindi in quest'ultima 
espressione la notazione è da interpretare in modo tradizionale). 
Applicando le regole di calcolo di derivate di distribuzioni si ha 
! S  =  p x( ) " e
p u( ) du0
x
# " T1 + e
p u( ) du0
x
# " ! T 1 =  p x( ) "e
p u( ) du0
x
# "T1 + e
p u( ) du0
x
# " $p x( ) " T1( )  =  0  
e quindi, per un precedente Teorema, S  è costante. Perciò T1 x( ) = A ! e
" p u( ) du0
x
#  in a,b] [ ; da ciò segue subito 
la (2). 
Esempio 2.  La trasformata di Fourier della funzione  f x( ) = 11+ x2 . 
In questo esempio, in effetti, calcoliamo la trasformata di una funzione sommabile in  R, per la quale la teoria 
delle distribuzioni non sarebbe necessaria: la trasformata di Fourier si definisce in modo classico, ed è 
ˆ f t( )  =  e
!2" i t x
1 + x 2 dx!#
+#$ 
% & 
 =  cos 2" t x( )1+ x2 dx!#
+#$ 
% & 
 
tenendo presente che la parte immaginaria è nulla, perché la corrispondente funzione integranda è dispari. 
Quest'ultimo integrale tuttavia non può essere calcolato per primitive; il suo valore può essere dedotto da 
ragionamenti di altro genere, per esempio servendosi di integrali curvilinei nel campo complesso; si ottiene il 
risultato  ˆ f t( ) = !e"2 ! t .  Qui mostriamo come tale risultato possa essere ottenuto dalla teoria delle 
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distribuzioni. 
Da  f x( ) = 11+ x2   segue ovviamente  1 + x
2( ) ! f x( ) = 1;  poiché    ˆ ! = ! ! = 1  si ha    ˆ 1 = ! 1 = ! ;  quindi abbiamo 
(1) 1+ x2( ) ! f x( )[ ]"  =  ˆ 1  =  # .  
D'altra parte, per il Teorema 9.6 (3) è x f x( )[ ]! = " 12# i ˆ f ( )$ t( ), quindi x2 f x( )[ ]! = " 14 #2 ˆ f ( )$$ t( );  perciò 
dalla (1) otteniamo 
(2) 4 !2 ˆ f " ˆ f ( )##  =  4 !2 $ . 
Ora, in un qualunque intervallo  a,b] [   non contenente  0,  δ  agisce come la distribuzione nulla, cosicché la (2) 
si può riscrivere: 
(3) 4 !2 ˆ f " ˆ f ( )## = 0           in a,b] [ / $ 0 . 
In tali intervalli tulle le soluzioni di (3) (sia in senso classico, sia nel senso delle distribuzioni, per il Teorema 
9.10) sono 
 ˆ f t( )  =  Ae2! t + Be"2! t  
Poiché  f  è sommabile, ˆ f   è limitata; perciò deve essere 
(4) ˆ f t( )  =  Ae
2! t se t < 0
Be"2! t se t > 0
# 
$ 
% 
& % 
 
Poiché  f  è pari, anche  ˆ f   lo è; quindi  A = B ,  cosicché risulta 
(5) ˆ f t( ) = Ae!2" t . 
Non resta che calcolare il valore di  A.  Dalla (2) vediamo che 
(6) ˆ f ( )!!  =  " 4 #2 $ + una funzione ordinaria( ); 
derivando la (5) abbiamo  ˆ f ( )! t( )  =  " 2 # Ae"2# t sgn t( );  la derivata non esiste in  t = 0 ,  dove ha un salto di 
ampiezza  ! 4" A ,  mentre altrove è  C! .  Derivando un'altra volta si ottiene una funzione ordinaria nei punti  
t ! 0 , mentre in  0  la derivazione del "salto" produce una delta: 
(7) ˆ f ( )!!  =  "4 # A$ + una funzione ordinaria( ) . 
Dal confronto fra (6) e (7) segue  A = ! ,  e quindi 
(8) ˆ f t( )  =  !e"2 ! t  
come avevamo anticipato. 
La validità della (8) può essere verificata a posteriori calcolando !e"2! t[ ]# x( ) .  Questa volta senza alcuna 
difficoltà nell'integrazione, si ottiene come dovuto 11+ x2 . 
Esempio 3.  La trasformata di Fourier delle funzioni xn  e simili. 
La funzione  f x( ) = x n ,  con  n  intero positivo, non è sommabile in  R.  Tuttavia tale funzione è a crescenza 
lenta; perciò definisce una distribuzione temperata, la quale deve avere una trasformata di Fourier, anch'essa 
nell'insieme delle distribuzioni temperate; calcoliamola. 
Partiamo ancora dall'identità  ˆ 1 = ! ,  e utilizziamo nuovamente la formula  x T x( )[ ]! = " 12 # i
ˆ T ( )$ . 
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Iterando l'applicazione abbiamo:  xn T x( )[ ]! = " 12# i
$ 
% & 
' 
( ) 
n
ˆ T ( ) n( ) ,  e quindi, nel caso particolare di  T x( ) = 1 , e di 
conseguenza  ˆ T = ! ,  abbiamo: 
(1) xn[ ]!  =  " 12 # i
$ 
% & 
' 
( ) 
n
* n( ) 
Le identità del Teorema 9.6 consentono di dedurre immediatamente ulteriori formule, per esempio: 
 x ! a( )n[ ]" t( )  =  e!2 #i at ! 12# i
$ 
% & 
' 
( ) 
n
* n( ) t( )  
e2 ! i a x " xn[ ]# t( )  =  $ 12! i
% 
& ' 
( 
) * 
n
+ n( ) t $ a( )  
! n( ) x " a( )[ ]# t( )  =  e"2 $i at % 2 $i t( )n  
Esempio 4. La trasformata di Fourier della funzione dispari di Heaviside: 
Hd x( ) =
1
2 per   x > 0
! 12 per   x < 0
" 
# 
$ 
% $ 
 
La funzione dispari di Heaviside definita qui sopra differisce dalla funzione usualmente conosciuta come 
"funzione di Heaviside" per una traslazione di 12  verso il basso; per l'applicazione che ne faremo è preferibile, 
perché è una funzione dispari; della funzione di Heaviside classica mantiene la proprietà, qui fondamentale, di 
avere come derivata nel senso delle distribuzioni la  δ  centrata in 0.  Per brevità, nel seguito indicheremo 
semplicemente con H questa funzione. 
Incominciamo proprio dal calcolo della trasformata di Fourier di H. 
Poiché !H = " , e poiché vale la regola ! T [ ]" t( ) = 2 #i t $ ˆ T t( ) , abbiamo  !H[ ]" t( ) = 2#i Hˆ t( ) , ovvero 
ˆ ! = 2" i t # ˆ H t( ) , cioè 1 = 2! i t " ˆ H t( ) ; sembra di poterne dedurre subito che ˆ H t( ) = 12 ! i t .  Quest'ultimo 
passaggio è in effetti un po' troppo disinvolto;  l'uguaglianza 1 = 2! i t " ˆ H t( )  è valida, per ora, soltanto nel senso 
delle distribuzioni, e quindi non è lecita la divisione effettuata nell'ultimo passaggio.  Il risultato è tuttavia 
esatto, e può essere dimostrato nel modo seguente: 
Per una delle proprietà che abbiamo mostrato per le pseudo-funzioni, applicato con n = 1 , è t !1t = 1  (qui  «
1
t » 
è vista come pseudo-funzione, cioè come distribuzione, e così pure 1).  Da 1 = 2! i t " ˆ H t( )  possiamo allora 
dedurre 
t ! 2 "i ! ˆ H t( ) # 1t
$ 
% 
& 
'  =  0  
e quindi, per precedente Teorema, esiste una costante a tale che 2 ! i " ˆ H t( ) # 1t = a "$ , cioè 
(1) ˆ H t( )  =  12 ! i t + b"         avendo posto  b =
a
2 ! i
# 
$ % 
& 
' ( 
 
Per ricavare il valore di b, osserviamo che H è una funzione dispari con valori reali; perciò ˆ H  è una 
distribuzione dispari con valori puramente immaginari.  Poiché la distribuzione δ è pari, queste proprietà di ˆ H  
sussistono se e solo se in (1) è b = 0 .  Abbiamo cosi provato che la trasformata di Fourier della funzione 
Le distribuzioni    41 
dicembre 14, 2015  
dispari di Heaviside è la pseudo-funzione 12 ! it . 
Come lieve variante, possiamo calcolare la trasformata di Fourier della funzione di Heavyside classica: 
 H0 x( ) = 0 se  x < 01 se  x ! 0
"
#
$
%$
 
Siccome è H0 = Hd + 12 , avremo Hˆ0 t( ) = Hˆd t( ) + 12 1ˆ= 12!it + 12 " .  Si noti che ragionando come sopra 
avremmo ugualmente dedotto che 2!it Hˆ0 t( ) = 1, ma non è vero che Hˆ0 t( ) = 12!it . 
Esempio 5. La trasformata di Fourier di f x( ) = x ! xn"1  e di  g x( ) = 1
xn
. 
Si può scrivere  f x( ) = x ! xn"1 = 2 xn Hd x( ) ;  quindi la trasformata di  f  si può ricavare dal risultato 
precedente e dall'applicazione del Teorema 9.6 (3).  Da quest'ultimo si deduce che, per una generica 
distribuzione temperata  T  è 
ˆ T ( ) n( )  =  !2" i( )n xn #T x( )[ ]$  
e quindi, tenendo conto del risultato dell'esempio precedente, 
(1) ˆ f t( )  =  2 x n Hd x( )[ ]! t( )  =  2 "12# i
$ 
% & 
' 
( ) 
n
* ˆ H d( ) n( ) t( )  =  2 "12# i
$ 
% & 
' 
( ) 
n 1
2 # i
dn
dt n
1
t
$ 
% 
' 
(  
Facilmente si calcola  d
n
d tn
1
t
! 
" 
# 
$ = %1( )
n n! 1
tn+1
,  cosicché, sostituendo in (1), 
(2) x ! xn"1[ ]# t( )  =  2n!2$ i( )n+1
1
t n+1
. 
In particolare, per  n = 1, 
(3) x ! t( )  =  " 12#2
1
t2
. 
Servendoci di questi risultati e "antitrasformando" non è difficile ricavare l'espressione della trasformata di 
Fourier della pseudo-funzione  g x( ) = 1
xn
.  Dalla (2), sostituendo  n  con  n !1   abbiamo: 
1
tn
 =  2! i( )
n
2 n "1( )! x # x
n"2[ ]$ t( )  
e quindi, essendo    
! 
T t( ) = ˆ T !t( ) , 
!1( )n
tn
=
2" i( )n
2 n !1( )! x # x
n!2[ ]$ t( )      da cui     1tn =
!2" i( )n
2 n !1( )! x # x
n!2[ ]$ t( ); 
applicando la trasformata di Fourier ad entrambi i membri dell'ultima uguaglianza segue 
(4) 1
tn
! 
" # 
$ 
% & 
'
x( ) = (2) i( )
n
2 n (1( )! x * x
n(2         ovvero         1
xn
! 
" # 
$ 
% & 
'
t( ) = (2) i( )
n
2 n (1( )! t *t
n(2 . 
In particolare, per  n = 1, 
(5) 1x
! 
" # 
$ 
% & 
'
t( )  =  () i sgn t( )  =  ( 2) i Hd t( )  
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Esempio 6. La trasformata di Fourier di 1x , di ln x  e di funzioni legate a queste. 
Prima di tutto occorre precisare come va intesa la pseudo-funzione  1x .  Questa funzione non è sommabile 
vicino a  0,  e non è neppure possibile applicare la tecnica utilizzata per la pseudo-funzione  1x :  se  ϕ  è una 
funzione test con  ! 0( ) " 0 ,  il    è infinito. 
Procediamo nel modo seguente:  definiamo la funzione 
(1) ln! x  =  sgnx " ln x  =  ln x per  x > 0
# ln #x( ) per  x < 0
$ 
% 
& 
 
Questa funzione è localmente sommabile in R, ed è a crescenza lenta; quindi definisce una distribu-zione 
temperata.  Definiamo la pseudo-funzione 1x  come derivata di  ln∗ x : 
 1x  =  
d
d x ln
! x  
Un calcolo diretto mostra che 
(2) x ! 1x  =  sgn x( )  =  2 Hd x( ) .  
Per verificarlo, prendiamo una funzione test   ! "S !( ) .  Per definizione è 
x ! 1x , " x( )  =  
1
x , x ! " x( )  =  
d
d x ln
# x( ) , x ! " x( )  =  $ ln# x , dd x x !" x( )( )  =  
 =  ! ln" x , # x( ) + x $ % # x( )( )  =  ! ln" x $ # x( ) + x $ % # x( )( ) dx
!&
+&' 
( ) 
 =  
= ln !x( ) "# x( ) dx
!$
0% 
& ' 
+ ln !x( ) " x " ( # x( ) dx
!$
0% 
& ' 
! ln x "# x( ) dx
0
+$% 
& ' 
! ln x " x " ( # x( ) dx
0
+$% 
& ' 
 =  
I + II + III + IV.  
Ora si ha 
  
ln !x( ) "# x( ) dx
!$
0% 
& ' 
= x "ln !x( ) " # x( )[ ]!$
0
= 0
! " # # # $ # # # 
! x " 1x # x( ) + ln !x( ) " ( # x( )
) 
* 
+ 
, dx
!$
0% 
& ' 
 =  
=  ! " x( ) dx
!#
0$ 
% & 
! x ' ln !x( ) ' ( " x( ) dx
!#
0$ 
% & 
 
cosicché risulta  I + II = ! " x( ) dx
!#
0$ 
% & 
.  Calcoli analoghi provano che  III + IV = ! x( ) dx
0
+"# 
$ % 
,  e quindi  
x ! 1x , " x( )  =  sgn x( ) ! " x( ) dx#$
+$% 
& ' 
 =  2Hd x( ) ! " x( ) dx
#$
+$% 
& ' 
 
Utilizzando la relazione  x ! 1x = 2 Hd x( )   e la formula  x !T x( )[ ]
" = #
1
2$ i
ˆ T ( )%  non è difficile dedurre la 
trasformata di  1x .  Posta  T =
1
x ,  abbiamo 
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!
1
2 " i
ˆ T ( )# t( ) = x $ 1x
% 
& 
' 
( 
) 
* 
+
t( ) = 2 ˆ H d t( ) =
1
" it ,  (cfr. Esempio 4), e quindi  
ˆ T ( )! t( ) = "2t . 
Un calcolo diretto mostra che la pseudo-funzione  1t   è, anche nel senso delle distribuzioni, la derivata di  ln t ;  
quindi, per il Teorema 9.7 (2) abbiamo 
(3) ˆ T ( ) t( )  =  1x
! 
" # 
$ 
% & 
'
t( )  =  ( 2ln t + C  
dove  C  indica una costante, il cui valore dovrà essere determinato. 
Il calcolo di  C  è alquanto laborioso, e tecnicamente non banale.  Accenneremo più avanti al calcolo di C ; 
prima vediamo alcune conseguenze che assai semplicemente si possono dedurre dalla (3). 
La trasformata di Fourier di ln t .  Da    
! 
T t( ) = ˆ T !t( ) ,  e dalla parità delle distribuzioni in (3) abbiamo 
 1x
! 
" # 
$ 
% & 
'
t( )  =  ( 2ln t + C  
Applicando la trasformata di Fourier ad entrambi i membri, e tenendo presente che  ˆ 1 = ! , segue 
 1x  =  ! 2 ln t[ ]
" x( ) + C# x( )  
e quindi 
(4) ln t[ ]! x( )  =  12 C" x( ) #
1
2 x . 
La pseudo-funzione  T x( ) = 1
x ! xn"1
  e la sua trasformata di Fourier. 
Definiamo, nel senso delle distribuzioni 
(5) 1
x ! xn"1
 =  "1( )
n"1
n "1( )!
dn"1
d xn"1
1
x
# 
$ % 
& 
' ( 
 
Abbiamo T n!1( )[ ]" t( ) = 2 #i t( )n!1 ˆ T t( )  e allora 
(6) 1
x ! xn"1
# 
$ 
% 
& 
' 
( 
)
t( )  =  "1( )
n"1
n "1( )! 2 * it( )
n"1 1
x
+ 
, - 
. 
/ 0 
)
t( )  =  "2* i t( )
n"1
n "1( )! "2 ln t + C[ ]  
La costante C di (3).  Accenniamo, senza svolgere per intero il calcolo, a come si determina il valore della 
costante  C.  Occorrono diversi risultati preliminari. 
1) La funzione test  ! x( ) = e"# x 2   coincide con la propria trasformata di Fourier.  Questo non è facile da 
provare in modo diretto, cioè calcolando esplicitamente la trasformata mediante l'integrale; si prova invece con 
la seguente elegante tecnica: 
• la funzione ! x( ) = e"# x 2  è soluzione del problema di Cauchy 
! " x( ) + 2 #x " x( ) = 0 ;  " 0( ) = 1  
(verifica diretta) 
• La trasformata di Fourier di  ϕ,  ˆ ! ,  è soluzione del problema di Cauchy 
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! ˆ " t( ) + 2 # t ˆ " t( ) = 0 ;   ˆ ! 0( ) = 1 . 
La relazione differenziale si ottiene applicando la trasformata all'equazione differenziale precedente, e tenendo 
presenti il Teorema 8.9. (b), (c)';  il valore ˆ ! 0( ) = 1   si calcola direttamente, riconducendosi all'«integrale di 
Gauss»  e!u2 du
!"
+"
# = $ . 
ϕ  e   ˆ !   sono dunque la stessa funzione, essendo soluzione dello stesso problema di Cauchy. 
2) Con  ! x( ) = e"# x 2   abbiamo dalla (3) 
  
!2 ln t + C , " t( )
= A
! " # # # $ # # # 
= 1x( )# t( ) ," t( ) = 1x , ˆ " x( ) = dd x ln$ x , ˆ " x( ) = ! ln$ x , ˆ % " x( )
=B
! " # # $ # # 
. 
Procediamo ora ad un calcolo diretto. 
A  =  !2 ln t + C( )e!" t2 dt
!#
+#
$ 
% & 
 =  2 !2 lnt + C( )e!" t2 dt
0
+#
$ 
% & 
 =  2 !2 ln x + C( )e!" x 2 dx
0
+#
$ 
% & 
; 
B  =  ! ln" x # !2 $ x( )e!$ x 2 dx
!%
+%
& 
' ( 
 =  2 ln x # 2 $ x( )e!$ x 2 dx
0
+%
& 
' ( 
. 
Dall'uguaglianza fra  A  e  B,  tenendo presente che  e!" x 2 dx
0
+#
$ 
% & 
=
1
2 ,  segue 
1
2C ! 2ln x " e
!# x2 dx
0
+$
% 
& ' 
 =  2 # x ln x " e!# x2 dx
0
+$
% 
& ' 
 
e quindi 
(7) C  =  4 ! x ln x " ln x( ) #e"! x2 dx
0
+$
% 
& ' 
. 
3) Perfezionamento dell'espressione del risultato.  La (7) esprime già il valore di C;  si può ottenere 
un'espressione un po' più esplicita.  Posto  t = !x 2  si ottiene con calcoli elementari 
(8) C  =  t0 ln t e!t dt
0
+"# 
$ % 
+ ln& t0 e!t dt
0
+"# 
$ % 
!
1
&
t!
1
2 ln t e!t dt
0
+"# 
$ % 
!
ln&
&
t !
1
2 e!t dt
0
+"# 
$ % 
 =  
=  ! " 1( ) + ln#$ " 1( ) % 1
#
! " 
1
2
& 
' 
( 
) + ln# $"
1
2
& 
' 
( 
) 
* 
+ , 
- 
. / 
 
dove  Γ  indica la funzione di Eulero, 
! "( ) = t"#1 e#t dt
0
+$% 
& ' 
   ,         e quindi    ( ! "( ) = t"#1 ln t e#t dt
0
+$% 
& ' 
. 
Il calcolo di  Γ(1)  è elementare, e dà  ! 1( ) = 1;  il calcolo di  ! 12( )   è riconducibile all'integrale di Gauss, e 
fornisce il valore  ! 12( ) = " ;  più complicato è riuscire ad esprimere i valori di  ! " 1( )   e  ! " 12( ).  Si può 
dimostrare che è 
(9) ! " 1( ) = #$   ,      ! " 12( ) = # % $ + 2ln 2( )  
dove  γ  indica la costante di Eulero-Mascheroni,  !  =  lim
n"+#
$ lnn + 1kk=1
n
%
& 
' 
( 
( 
) 
* 
+ 
+ 
 ,  0,577  
Sostituendo in (8) i valori di (9) e svolgendo i calcoli si trova infine 
(10) C  =  ! 2 " + ln 2 #( )( )  $  ! 4,830 . 
