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Abst rac t  
We consider the subset sums analog of the linear Diophantine problem of Frobenius. It is 
shown that if A C [1; l] is a sufficiently dense set of n positive integers, then 
[21 - 2n + 1; a - (2l - 2n + 1)] C_ A*, 
where ~ is the sum of all elements ofA, and A* is the set of all subset sums of A. The interval 
above is best possible and cannot be extended. @ 1998 Elsevier Science B.V. All rights reserved 
I. Introduction 
For l C 7/, l >/1 let A C_ [ 1; l ] be a non-empty set of n = IAI coprime integers. Denote 
the elements of A by al . . . . .  an and consider the linear form 
L = alXl  + .  • . + anXn, 
where the variables xi assume non-negative integer values. It is well known that the 
set of integers representable by L contains all sufficiently large numbers. The linear 
Diophantine problem of Frobenius consists in determining the smallest G(A) such that 
all the integers 9 >>-G(A) can be represented. The extremal version of this problem, 
proposed by Erd6s and Graham in [3], deals with the smallest G(n, l) such that all the 
integers 9 >1 G(n, l) can be represented for each n-element set A C_ [0; l ] (see [2, 7, 8] 
for more details). 
If we restrict xi to the values 0 and 1 then the set of integers representable by L 
will be 
A*= V h.A, 
h=0 
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where h.A stands for the set of all h-subset sums of A: 
h 'A=(  ~-~ b: 
(this set is often denoted h^A, but we prefer the notation above). Let a=Z(A)  be 
the sum of all elements of A. Clearly, A* C_ [0; tr] (here and below all intervals are 
considered to be subsets of Z). It is also clear that m belongs to A* if and only if 
1 a-  m does; thus, A* is symmetrical round ~a. 
One can show that for dense A the sets h .A and A* contain long blocks of consecu- 
tive integers. This phenomenon has been studied in numerous papers; see [1,4-6,9]. In 
virtually all cases the analytical circle method was used, and thus the results available 
hold only for very large n and often depend on some large or even non-effective con- 
stants. Perhaps, the only exception is [6] where the problem is treated with elementary 
means. 
Suppose m E [0; tr]. Heuristic arguments show that the closer m is to la,  the more 
likely we have m EA*. Along with the above considerations this suggests that A* 
should contain a long block of integers, centered at ½a. Indeed, a result of this type 
was obtained in [1], where it is proved that for A sufficiently dense (and n large enough) 
A* contains an interval I, centered around ~tr,1 provided that there is no residue class 
modulo an integer d> 1 which contains "almost all" elements of A. (Examples of 
the type A ={3,6,9, 10} show that the last condition is essential.) The length of the 
interval I was bounded from below by (~--]~ a~) 1/2. 
However, the following problem remained open: determine the minimal integer 
F=F(n,l)<~½a such that [F;a-F]C_A* for all A. This problem may be consid- 
ered as the subset sums counterpart of the extremal version of the Frobenius problem. 
Note that, as the example above shows, F(n, l) may not be defined for all n and l if 
we do not impose additional restrictions on A. 
This paper is intended as an attempt o do a first step in the investigation of this 
subject. Our main result is the following. 
Theorem 1. Let A C [1; l] be a set of n>~ 1 integers, and assume that l <~ 3n - 2. Then 
[2 l -  2n + 1 ;a -  (2 l -  2n + 1)] CA*. 
If A={l -n , l -n+ 1, . . . ,2 l -2n -  1}U{21-2n+ 1 ,2 l -2n+2 .. . . .  l}, then evi- 
dently 2 l -  2n q~ A*, and thus the interval in the formulation of the theorem cannot be 
enlarged. However, the condition l ~< 3n-  2 is far from being tight, and even a slight 
refinement of our method (not presented here) allows one to replace the coefficient 
32 by ~(7+ v/ff),.~ 1.6. We conjecture that actually the sharp bound here would be 
l <~2n- 3. 
Note that the length of the interval of Theorem 1 is of the order of magnitude a ~ n 2, 
while the length of the interval of [1] is only (~ a~)l/z~ n3/2 (for l << n). 
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This paper is organized as follows. In Section 2 we study the structure of the sets 
h. A and show that these sets contain long blocks of integers. In Section 3 we 'glue 
together' the blocks in individual h. A to get a longer block in A*. 
2. Long intervals in h. A 
The following simple mma will be used repeatedly. 
Lemma 1. Let A be a set of  integers, and let ~, fl be two integers, such that ~ <~/3. 
Assume that 
2[A n [~;/3]l > /3 -  ~ +2.  
Then ~+f lE2 .A .  
Proof. Suppose c~ +/3 ¢ 2. A. Define J = L(/3 - ct)/2l and let j E [0;J]. Then each in- 
teger from [c~;/3] falls into one of the pairs (~+j , /3 - j ) ,  and in each pair there is at 
most one element of A. Hence we obtain 
]AN [~;/3]1 -..<J + 1 -..<½(/3 - ~) + 1. [] 
For l ~<2n - 2 consider 
A ={1,2  . . . . .  l -n+ 1}U{21-Zn+2,Z l -Zn+3 . . . . .  l}. 
It is easily seen that 2l - 2n + 2 ~ 2-A, and replacing A by 1 + 1 - A we obtain the 
set A t with 2n ~ 2. A I. On the other hand, we prove now that all the integers between 
these two must lie in 2. A, provided A is sufficiently dense. 
Proposition 1. Let A C_ [1; l] be a set o f  n>>, 1 inteoers, and assume that l<~2n-2.  
Then 
[ /+  1 - (2n-2 - / ) ;1+ 1 +(2n-2 -  l)] C2 .A .  
Proof. Assume first m E [l + 1 - (2n - 2 - / ) ;  1 + 1] and show that m E 2 .A. We have: 
2]A A[ l ;m-  1]]>~2(m- 1- ( l -n ) )=m+(m-2 l -2+2n)>m,  
hence m E 2.A by Lemma 1. 
Now, if m E [l + 2; l + 1 + (2n - 2 - / ) ]  we apply the already proved assertion to the 
set l+ l -A  and the integer 2 l+2-mE[ l+ l - (2n-2 - / ) ; l ]  to see that 2 l+2-  
m E 2. (l ÷ 1 - A), which is equivalent o m E 2. A. [] 
For further references, we denote 
12 =[ l+ 1 - (2n-2 - / ) ;  1+ 1 +(2n-2 - / ) ] ,  
154 V.F. Lev/Discrete Mathematics 187 (1998) 151-160 
and for h = 3 . . . . .  n let 
Ih = [(h - 1)l - (h - 1)n + lh(h + 1); l + (h - 1 )n - ½h(h + 1) + h]. 
It is a simple matter to verify that Ih is surely non-empty if l ~< 2n-  h: indeed, in this 
case 
( l+(h -  1)n -  ½h(h+ 1)+h) -  ( (h -  1 ) l -  (h -  1)n+ ½h(h+ 1)) 
= 2(h - 1)n - h 2 - (h - 2)l 
~>2(h - 1)n - h 2 - (h - 2)(2n - h) 
= 2(n - h) 
~>0. 
Obviously, the restriction l<<.2n- 2 in Proposition 1 cannot be relaxed for if 
1 ~> 2n-  1, then interval I2 degenerates. At the same time, if we require somewhat 
more, we can derive a much stronger conclusion: 
Proposition 1'. Let A C [1; l] be a set o f  n >~ 1 integers, and assume that l<<. l(3n - 3). 
Then 2 .A contains a block of  at least 2n-  3 successive integers (and thus necessarily 
contains 12). 
This proposition will not be used in the sequel. However, it is of  some independent 
interest, and since the proof is rather short, we present it below. 
Proof. If [3; l] C_ 2 .A or [l +2;2• -  1] C_ 2 .A then the assertion follows immediately 
by Proposition 1. Else, let g', g"f~ 2. A satisfy 
3-..<9~< l + 1 <9"~2l -  1. 
We prove that 9" - 9 ~ >~ 2n - 2. 
By Lemma 1 we have 
2[A N [1; gt _ 1][ ,.<9', (1) 
21A N [gt, _ l; l]l <~2l -- 9" +2,  (2) 
and we distinguish two cases. 
I. If g~ - 1 <g"  - l then we sum up (1), (2) and the obvious inequality 
21A n [9'; g" - l - 1][ <..2(9 t' - 9' - l) 
to obtain 
2n <~ 9" - gt + 2 
which yields 9" -a  t >~2n- 2 as claimed. 
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II. I f  9t _ 1 ./>9" -- l then summing up (1) and (2) and using Proposit ion 1 we obtain 
2n<...2l + 2 - (9  ' t -g t )<.21-  2(2n-  2 -  l )=4 l -4n+4,  
2 l>~3n-2 ,  
a contradiction, showing that this case is actually impossible. [] 
Turning to the sets h. A with h ~> 3, we assume 1, ! E A (the general result wil l  be 
derived from this particular case). Let 
A= {1}U{l -n+ 2, l -n+ 3,. . . , l}. 
Then obviously 
( l -n+2)+. . .+( l -n+h)=(h-  1 ) l - (h -  1 )n+ ½h(h+ 1) -  1 f~h.A, 
and replacing A by l + 1 - A we obtain the set A t with 
I t (h -  1)n-  ½h(h+ 1)+h+l  ~h.A'.  
We prove that all the integers between these two must lie in h .A, provided A is 
sufficiently dense. 
Propos i t ion 2. Let AC_[1; / ]  be a set of n>~l integers, such that 1, lEA ,  and let 
h >~ 3. Assume that l <~ 2n - h - 1. Then Ih C_ h. A. 
Proof .  We use induction by h. For h = 3 we have 13 = [2l - 2n + 6; l + 2n - 3] and it 
suffices to show that m E 3 .A for every integer m E [2 l - -2n+6;  2l] (then for m E [2 /+ 
1; l + 2n  --  3] one can apply this result to l + 1 - A and 31 + 3 - m E [2l -- 2n + 6; 2l] 
to obtain 31 + 3 - m E 3 • ( l  + 1 - A), which is equivalent o m E 3 .A). Consider two 
cases. 
I f  m ~< l + 2, then 
21A n [2; m - 311 >~2(m - 4 - (1 - n))  = m - 2 + (m - 2l + 2n - 6 )>m - 3, 
hence (by Lemma 1) m - 1 is a sum of  2 distinct elements of  A, greater than 1, and 
then m is a sum of 3 distinct elements of  A, one of  which equals 1. 
Now let 1 + 3<~m<<.2l. I f  m-  1 -  1 EA,  then we have the representation m-~ 1 + 
(m - / - 1 ) + l, therefore we assume m - I - 1 ~ A. Define 
At=AN[2 ;m-  l -  2], A' t=AA[m-  1;1- 1]. 
I f  2]Atl >m - l - 2 or 2IA" ] >2/ -  m + 1 then we can apply Lemma 1 as above. But 
otherwise 
21A l~<(m-  l -  2) + (2 l -  m + 1) +4=l  + 3, 
contradicting the hypothesis. 
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We now turn to the induction step. Let h~>4. It is sufficient to prove that m E h .A 
for each integer m satisfying 
½h(l + 1)<~m<~l +(h - 1)n - ½h(h + 1)+h.  
Let A--A~U {l}, where A I is a set of n -  1 integers, and denote the maximum element 
of A t by F. Then 11~< l - 1 ~<2(n-  1 ) -  (h -  1 ) -  1, hence by the induction hypothesis 
[(h - 2 ) f  - (h - 2)(n - 1) + ½h(h - 1); 
l '+(h -2) (n -  1) -  ½h(h- 1)+(h-  1 ) ]_C(h-  1).A t, 
and if we prove that m - l falls into this interval, the assertion will follow. Thus, what 
is left to verify is that 
(h -  2 ) f -  (h -  2 ) (n -  1 )+ ½h(h- 1)~<½h(l + 1) -  l, 
(h -  1 )n -  ½h(h+ 1)+h<~l t+(h-2) (n -  1) -  ½h(h- 1)+(h-  1). 
But one can rewrite this as 
l ' - (n -1 )+ ½h<~½l, n<~f + l, 
and here the second inequality is obvious, while the first follows from 
l '<~l - l<~½l+½(2n-h -1) - l=½l+(n-1) -½h-½.  [] 
Remark 1. A careful examination of the proof shows that actually we obtained some- 
what more than was claimed. Namely, we proved that every integer m E Ih has a rep- 
resentation as a sum of h distinct elements of A, where all but at most two elements 
are picked out ' from the ends' of  the set A. 
Remark 2. The restriction l ~< 2n -h  - 1 of the last proposition can be easily verified 
to be best possible for h = 3. For h = 4 we guess that the sharp upper bound would be
l<~2n- 2 (provided n ~>8). At the same time, we conjecture that for h/>5 this bound 
is of the form l<~xn- C, where to= x(h)>2.  Once proved, such a result would make 
it possible to improve substantially the factor 2 3- of Theorem 1. 
3. Proof of Theorem 1 
The aim of the following auxiliary result is to show that the blocks in h .A 'glue' 
into a single long block. 
Proposition 3. Let A C [z + 1; z + l'] be a set of n >>. 1 integers, where z + I, z + l' E A 
and [z + 1;z + l'] C_ [1; l]. Assume that l<<.2n - 4. Then 
[2z + 2l' - 2n + 1; ½(z + l' + 1)(2n - z - l') + ½z(z + 2n - I )  - 1] _CA*. 
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Proof. Define H- -2n  - l ~ - 1. Observe, that H~>2n - l - 1 ~>3, and if 3~<h~<H, 
then l~<~2n -h  - 1. By Propositions 1 and 2 (as applied to the set A - z )  we have 
[uh;Vh] CA* for h=2 . . . . .  H, where 
u2 = 2z + 2l' - 2n + 3, 
v2=2z + 2n-  1, 
uh=hz +(h-1) ( l ' -n )+ lh (h+ l) (h~>3), 
vh=hz+l '  +(h -1)n -½h(h+l )+h (h>~3). 
Note that u2, u3 . . . .  is an increasing sequence, and that 
Vn- - (2n - l ~ - 1)z + l' + (2n-  1 ~ - 2)n 
- l (2n  - l ' -  1)(2n - f )  + (2n - l ' -  1) 
- - (2n - l ' -  1 )z+(2n  - l')n - ½(2n - l ' -  l ) (2n - l ' ) -  1 
=(2n  - l ' -  1 )z+ ½( l '+  1)(2n - l ' ) -  1 
= ½(z + l' + 1)(2n - z -  l') + ½z(z +2n - 1) -  1. 
Thus we will have established the assertion if we prove that 
(i) Each interval [uh; vh] (for h = 3 . . . . .  H )  'glues' to the previous one, i.e., 
uh<~vh-i + 1; (3) 
(ii) 2z + 2l '  - 2n + 1,2z + 2l '  - 2n + 2 EA*. 
Here are the proofs. 
I. We have: 
u3 =3z+2l ' -2n+6=(2z+2n)+(z+2f -4n+6)  
~<(2z + 2n) + 2(l - 2n + 3)<2z  + 2n=v2 + 1, 
therefore proving (3) we may assume 4<~h<~H. In this case (3) can be rewritten as 
hz + (h -  1)(l '  - n) + ½h(h + 1)<~(h-  1)z + l' + (h -  2 )n -  ½h(h-  1) + h, 
z + (h -  2)•' - (2h -  3)n + h 2 - h<~O, 
and since z + l r ~< l, this will follow from 
l + (h -  3) l '  - (2h -  3)n + h 2 - h<,O. 
Denote the left-hand side by F(h) and consider it as a function of  real h. This 
function is convex; thus if we prove that F(3),F(H)<~O, the assertion follows. But 
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F(3)= l -  3n + 6~<0, and 
F(H)  = l + (H-  3) (2n-H-  1 ) -  (2H-  3)n +H 2 -H  
-- l+H-3n+3=l -  l ' -n+2 
~<l -2n+2~<0.  
II. Assume 2z + 2l' - 2n + 1 ~A. We show that 2z + 2l ~ - 2n + 1 E 2 .A. Clearly, 
[A n [z + 2l' - 2n + 1;z + l']1 ~<2n - l' - 1, 
hence 
2[A n [z + 1;z + 2l' - 2n][ ~>2(l' + 1 - n) = (2l' - 2n - 1) + 3, 
therefore 2z ÷ 2l ~ - 2n + 1 E 2- A by Lemma 1. 
Similarly, one easily verifies that either 2z+21 ' -2n+2 EA, or 2z+21~-2n+2 E 2 .A, 
which completes the proof. [] 
Corollary 1. Let AC[1 ; I ]  be a set o f  n>>.l integers, and assume that l<~2n-  4. 
Then 
[2 l -  2n + I; ½(l + 1) (2n-  l ) -  1] C_A*. 
Proof. Define z, l ~ as in the last proposition. Then 
(z + l' + 1 ) (2n-z -  l')>~(l + 1) (2n-  l), 
as the function f (x )=(x  + 1)(2n - x) decreases for x>~n - i ,  and l>~z + l'>>.n> 
n-  i. [] 
We are now in a position to prove our main theorem. 
Proof of Theorem 1. It can be easily shown that for l ~< i(1 + x/~)n ~ 1.37n the interval 
of Corollary 1 covers the interval [2l - 2n + 1; ia],  and this evidently establishes the 
assertion for these l. To relax somewhat the density requirement we apply an additional 
trick. 
Define k = l - n + 4, and let 
A '= {al, . . . ,ak}, A"= {ak+l . . . . .  an}, 
(where we assume ai < aj for 1 ~< i < j  ~< n), so that A = A ~ U A". Denote 
a' = S(A'), a" = S(A") 
(i.e., ~r ~ is the sum of all elements of A', and or" is the sum of all elements of  A"). 
Observe, that the definitions of  A ~ and A" are correct since k ~< i n + 2~<n. 
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Obviously, ak ~< l - n + k = 2k - 4, whence by Corollary 1 
[2a~ - 2k + 1; ½(ak + 1)(2k - ak) - 1] C (A')*. (4) 
Note that the interval on the left-hand side consists of 
½(ak + 1) (2k -  ak ) -  1 - (2ak - 2k)/> 2(ak + 1) -  1 - (2ak - 2k) 
= 2k+ 1 =( l -n+k+ 1)+4 
> ak+l, (5) 
successive integers. On the other hand, if A" is not empty, then the difference between 
any two consecutive lements of A" does not exceed 
l - -ak+l - n + k + 2<~l -n  + l =k-  3<ak+l, 
and thus the difference between any two consecutive lements of (A")* does not exceed 
ak+l either. Therefore, in view of A* = (A')* +(A" )*  and using (4) and (5) we obtain 
[2ak - 2k + 1;a" + ½(ak + 1) (2k -  ak ) -  1] C_A*. 
However, by Corollary 1 also 
[2l - 2n + 1; ½(l + l)(2n - 1 ) -  1] CA*, 
and 
½( l+ l ) (2n- l ) - l~>2( l+ l ) - l>2ak-2k+l ,  
a"  + ½(ak + 1) (2k -  ak ) -  1 >~2ak + 1 ~>2k + 1 >2/ -  2n + 1, 
which yields 
[2 l -  2n + 1;a" + ½(ak + 1) (2k -  ak ) -  1] CA*. 
Thus, it suffices to prove that 
o" + ½ a, + 1) 2k - ak) - 1/> ½.. 
But this is equivalent o 
a" + (ak + 1 )(2k - ak) - 2 >~ a ~, 
and it remains to observe that 
a" + (ak + 1) (2k -  ak ) -  2 >~ a" +4ak  + 2>~(n-  k +4)ak  +2 
> (k + (3n - 2l - 4))ak >~kak 
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