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ABSTRACT 
OPTIMALITY PROPERTIES OF VARIOUS PROCEDURES 
FOR RANKING n DIFFERENT NUMBERS 
USING ONLY BINARY COMPARISONS 
There are n c~2) unknown real numbers which are pairwise 
unequa l . Starting from a random order, we want to r ank the t 
l argest (1 ~ t ~ n - 1 ) of these numbers by us ing only binary 
errorless comparisons . After each comparison, the experimenter is 
only told which is larger (or equivalently, smaller). The problem 
is to obtain a procedure for f inding and ordering the t largest 
numbers which is such that the (random ) number of comparisons is 
smal l in some well - de fined sense . 
The main part of this work is concerned with the case t = n - 1. 
Two optimality criteria are introduc ed: to minimi ze the expected 
number of comparisons and to minimize the maximum number of comparisons. 
It is found that 
H(n! ) = ' ( 2 [ l og n ! }_ n!) [ log n. } - , n. 
and [H(n!) } are lower bounds for the first and second criterion, 
respect i vely, under any proc~dure . (Here all logs are t o base 2and [x} is 
the smal l es t integer greater than or equal to x.) All the procedures 
whose expectation achieve the lower bound H(n! ) are called E- noiseless 
and are characterized in theorem l a by the fact that the range (or 
difference between the maximum and minimum number of comparisons) i s 
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comparisons of E- noise less procedures achieve the lower bound [H(n!)}, 
but the converse need not be true. 
I n Chapter 2 a certain subclass J . of inductive procedures is 
S are found (Theorems introduced and al l the opt i mal procedures i n 
3 and 4) . In particular, it is noted that the Steinhaus procedure 
is one of t he optimal procedures in the subc l ass J1 . 
In Chapter 3 a procedure ¾,J due to Ford and Johnson ( see ref-
erence 5) is studied. An explicit expr ession for the maximum number 
of comparisons under ¾-J is found and it is shown that this maximum 
is stri ctly smaller than the maximum under RS for n ~ 5. A subclass 
of procedures ~ , which includes ~J' is considered and lower bounds 
for a ll procedures in ~ are found . For n = 7 an optimal procedure 
in the s ubc l ass ~ is given which proves that ~J does not have 
minimum expectation in the subclass ) , l et alone among all procedures. 
- (ii) -
CHAPTER I 
General Results for the Problem of Ranking n Items 
1.1. Statement of the problem. 
There are n (an integer :=:: 2) unknown real numbers .x1 , x 2 , ... xn' 
each called an item, which are pairwise uqequal. Starting from a 
random order we want to rank the t largest (1 ~ t ~ n-1) of these 
items by means of a sequence of binary comparisons. After each 
comparison the experimentor is told merely which of the two items 
compared is larger (or equivalently smaller). The problem is to find 
a procedure R for ranking (i.e., finding and ordering) the t 
largest items in such a way that the required number of comparisons 
should be small in some well-defined sense. 
The items x1 , x2 , ••• , xn can be regarded as different comparable 
quantities such as weights or abilities of n players in a tournament 
in which each game involves two opposing players (such as tennis). 
In the first instance comparisons are made by means of a two-pan scale, 
allowing only one object in each pan; in the second instance the 
comparisons are made by having two players play against each other. 
We assume that the better player always wins; so that no game can end 
in a draw and transitivity~ts used whenever possible. We also assume 
that our procedures will not include any comparison for which the 
result is known or can be inferred from known results. 
Special cases of this problem are: 
(a) t = 1, which is relatively trivial and in the literature is 
mostly referred to as a knock-out tournament (see, for example, [4]). 
(b) t = 2, which is studied by M. Sobel (16]. 
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(c) t = n - 1, i.e., ranking all items using only binary 
comparisons. 
The main part of this work is concerned with the case t = n - l; 
nevertheless the concepts and notations are introduced for the case of 
general t. 
The number of comparisons, under any procedure, required to rank 
the t l arges t of n items is a discrete r andom variable (possibly 
degenerate in some cases). For example, if n = 3 and t = 2 any 
procedure requires 2 or 3 comparisons with probabili ty l/ 3 or 
2 / 3 , respectively . Thus we may consider two optimality properties 
described in the following sections. 
1.2 E- optimality. 
Let At(nlR) be the expected number of comparisons required to 
rank the t largest of n items under a procedure R. Let 
(1. 1) L(t, n ) = 
where R is a procedure in the (finite) class !Jtt of all possible 
procedures. For t = n - 1 we denote An_ 1( n lR) by A( njR ) ,jpn-l 
by 1£ and L(n-1, n) by L(n ) . 
A procedure R is called E- optimal if for each n and t 
( 1.2) 
Since the result of any comparison of two items is the knowledge 
of one being greater or smaller than the other, a procedure can be 
represented as a tree (or a directed graph) without any loops and having 
exac tly two forks a t each node, we refer to this simp l y as a tree. 
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At(nlR) then corresponds to the average (branch) length of the tree 
that represents a procedure. For exampl e a procedure for ranking 
3 items (n = 3 , t = 2 ) is given by the tree in Fig. 1 . For any of 
our trees, the arrow pointed to the left under x . vs • x . ( to be 
l. J 
read x. versus x.) indicates the result that x. < x . • Simil ar l y 
l. J l. J 
the arrow pointed to the right under 
that X . > X. • 
X. VS. X. 
l. J 
indicates the result 
l. J 
x 1 vs. x2 





vs. x 1 x 3 
vs. x2 j~ /~ 
< x2 x 3 
vs. x2 x 3 
< x2 < x 1 x 3 
vs. x 1 
/~ /~ 
< x 3 < x2 xl < x2 < x 3 x2 < x 3 < xl x2 < xl < x 3 
Fig. 1. A procedure for ranking 3 items; x 1~ 2 and x 3 • 
The end points of this tree correspond to the 3 ! = 6 permutations 
of x 1 , x2 and 
2 
A( 3 IR0 ) = (2 )b + 
x
3
• For the procedure 
4 8 (3)b = 3· 
RO given in Fig. 1 we have 
Procedures that have the same expected number of comparisons are 
called E-equivalent . The E- excess of a procedure R, denoted by 
Ct(n lR), is defined to be 
(1. 3) Ct(nlR) = At(nlR) - L(t, n ) 
where L(t , n ) i s defined by (1. 1 ) . L(t, n) in general is unknown . 
Special cases for which L(t, n) is known or conjectured to be known 
are the fo llowing : 
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(a) t = 1, where L(l, n) = n - 1 (see, for example, [4] and [17]). 
(b) t = 2, where L(2, n) is conjectured to be n + r - 2 
for n = 2r (see [16]). 
{c) t = n - 1, in this case 
(lo4) L(n) = H{n!) for n ,:S 6, n = 9, 10 
where for any integer m;::: 1 
(1.5) 2
[1og m] 
H{m) = [log m] + 2(m- ) 
m 
2 {log m} 
= {log m} - -m 
m 
Here [x] denotes the largest integer not greater than x, and 
(x} denotes the smallest integer not less than x. (All logarithms 
used in this work are to the base 2 unless otherwise stated.) 
Picard [11] has found the values of L{n) for n ,:S 6, and Y. Cesari 
(private com1m.mication) has found L(n} for n = 9, 10, both by 
exhibiting trees whose expected length is equal to H{n!) for n < 6 
and n = 9, 10. H{m) given in (1.5) is called the Huffman lower bound 
{see [11], [14], [15] and [16]). Other equivalent forms of H(m) 










where non-negative integers 
defined by 
r 
m = 2 + C 0 < C < 2r (1.7) s 
m = 2 - d 0 < d < 2r-l. 
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The E-optimality of any procedure with expected number of 
comparisons equal to H(n!) is proved in lennna 1 below. We mention 
that ~he procedure given by Steinhaus [18] which is identical with 
the ~; procedure [5] for n = 5 is E-optimal even though it was 
introduced to have a different optimality (see next section) property. 
The E-noise B(nlR) of a procedure R is defined by 
(1.8) BfnlR) = A(nlR) - H(n!). 
The procedure R is called E-noiseless if B(nlR) = Oo It should be 
noted that an E-noiseless procedure may not exist whereas an Eeeptimal 
procedure always exists. 
(1.9) 
Lennna 1. If a procedure is E-noiseless then it is E~optimal. 
Proof. First we show that 
H(n!) ~ L(n) ~ A(nlR). 
In fact, for any problem with m states of nature, one of which is 
true, H(m) represents the minimum expected number of (yes o~ ·no) 
questions need to find the true one when there is no restriction whatever 
on the question that can be asked, i.e., we can choose any subset and 
ask if the true state is contained in it (see [11], [12] and [14]). 
On the other hand in our problem of ranking n items (t = n - 1) we 
have m = n! states of nature and we can only ask questions (or make 
partitions) that correspond to some binary comparison. This already 
proves H{n:) < A(nlR) and H(n!) ~ L(n). Hence (1.9) follows easily. 
Now consider any procedure R, for our problem, which is E-noiseless. 
Then 
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(1.10) 0 = A(nlR) - H(n!) > A(nlR) - L(n) > 0 
- -
and hence A(nlR) = L(n), i.e., R is E-optimal. 
To briefly illustrate the fact that certain partitions do not 
correspond to a comparison we assume that we wish to rank 7 items 
x 1 , x2 , •.. , x7 which are known to satisfy 
(1.11) and 
These inequalities in (1.11) can also be shown by the following diagram 
X 
x6 xl X4/7 
.. 
" /~5 • x2 
x3 
Here there are 3•3 = 9 states of nature which are all possible 
permutations of 7 items consistent with (1.11). The next comparison 
has to be x3 vs. x6 or x3 vs. x1 or x7 vs. x5 or x7 vs. x2 
and these partition the 9 possible states of nature into subgroups 
of sizes (3, 6), (6, 3), (3, 6) and (6, 3), respectively. In 
particular we note that there is no comparison which corresponds to 
the 'crucial' partition (4, 5), (nor to any of the other partitions 
such as (8, 1), (7, 2) etc.). Suppose we want to rank 7 items satis-
fying the inequalities (1.11). It can be easily checked that in this 
case any procedure is as good as the other and requires, on the average, 
2((1)½ + (2)}) = 3 + ½ comparisons. Whereas if the partition (4, 5) 
would have been allowed we would have needed, in average, 
1 + ~ H(4) + ~ H(5) = 3 + ~ = H(9) questions, 
The above lennna and illustration indicate that a procedure may 
simultaneausly ·have positive E-noise and be E-optimal. In fact we 
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conjecture that the procedure R1 g iven bel ow for n = 7 (s tarting 
from a random order) is such a procedure. The E- noise for R1 given 
by 
(1.12 ) 12 1 t 1 B(7 IR1 ) = 12 + 315 - H(7.) = 105 = . 0095 . 
Cesari [2 ] has proved that it is impossible to have a procedure for 
ranking 7 items which has zero E- noise. He has given a procedure 
equiva lent to R1 ( i.e., with the same amount of noise but not identical 
with it ) . 







vs . x4; x 5 
vs. x6, assuming, without loss of generality, 
that xl < x2 , x3 < x4 and x5 < x6 . Then we compare x2 vs. x4 and 
assume x2 < x4. The continuation of the procedure R1 , after these 
4 comparisons is represented by the tree in Fig. 2 ( further explanations 
of the numbers shown ar e given in the appendix). 
1. 3. M-optimal ity (minimax). 
Let Mt(niR) be the maximum number of comparisons required to 
find and order the t largest of n items under a procedure R. Le t 
(1.13) LMax(t, n ) = Mi n Mt (n iR) 
Refit 
where R is a procedure belonging to the (finite) c l ass 7(t of a ll 
possible procedures. For t = n - 1 we denote Mn - l (n lR) by M( n iR ), 
fln - 1 by .2, and LMax(n-1, n ) by LMax( n ). 
A procedure R is called M- optimal if for each n and t 
(1. 14) M (niR ) = LMa (t, n ). t X 
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Fig. 2 . A tree for the continuation of procedure R1 for ranking 7 items conjectured t o be E-optimal . 
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All procedures having the same maximum number of comparisons are 
called M-equivalent. When the complete procedure R is written as 
a tree, Mt(nlR) corresponds to the maximum (branch) length of this 
tree. 
The M-excess of a procedure R, denoted by Dt(nlR), is defined 
to be 
(l-.. 14a) 
In general LMax{t, n) is unknown; special cases in which 
~{t, n) is known are the following: 
(a) t = 1, where LM.ax(l, n) = L(l, n) = n - 1. 
(b) t = 2, where ~(2, n) = n - 2 + {log n} (see [13]~ (16] 
and reference 20 in (16]). We notice from (b) in Section 1.2 that 
(1.15) ~(2, n) = L{2, n) = n + r - 2 r for n = 2. 
M. Sobel has introduced several procedures for this case, two of which 
achieve LMax(2, n) and hence are M-optimal. 
(c) t = n - 1 for n < 11 and n = 20, 21. It is shown by 
Ford and Johnson [5] that 
(1.16) LMax(n) = (log n!} far n < 11, and n = 20, 21. 
They have found LMax(n) by introducing a specific procedure ~J' 
for all n, which attains the lower bound in (1.16), i.e,, 
(1.17) M{nl~J) = (log n!} for n < 11, and n = 20, 21. 
The fact that {log n~} is a lower bound for the maximum number of 
comparisons under any procedure is proved in [5] and [9a-Theorem 24], and 
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proved at length in (9, The9rem 1]. We now give another proof in the 
following lemma base9 on (1.9). 
Lemma 2. For any procedure R we have 
(1.18) {log n!} = {H(n!)} ~ ~(n) ~ M(njR). 
Proof. From (1.9) we have for any procedure R 
(1.19) H(n!) ~ A(n jR) ~ M(n IR). 
In particular letting R be the M-optimal procedure we have 
(1.20) H(n!) ~ ~(n). 
Since M(nlR) and ~(n) are integers and since ~(n) ~ M(njR), 
using (1.19) and (1.20) we have 
( 1.21) {H(n!)} ~ ~(n) ~ M(njR). 
To finish the proof of the lemma we note that for any integer m with 
s-1 · s ( ) 2 < m < 2 we have H m = s - 9 where O < 9 < 1. It follows that 
{H(m)} = s = {log m}. 
The M-noise BMa4nlR) of a procedure R is defined by 
(1.22) B~njR) = M(njR) - {H(n!)}. 
The procedure R is said to be M-noiseless if its M-noise is zero. 
It follows from (1.21) that an M-noiseless procedure is M-optimal, but 
the converse does not necessarily hold. In fact the case n = 12 is 
an example of this since we note that {H(l2!)} = 29 and it has been 
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M(nl~J) = 30, it follows that ~J is M-optimal even though it 
has one unit of M-noise. 
To investigate the properties of M-noiseless procedures we need 
to solve an auxiliary problem which is of some interest per se. 
Auxiliary Problem: There are N > 2 objects or possible states 
of nature. 1 Each of these has probability N of being the true state 
of nature which is unknown to us. We are to identify the true state 
of nature by a sequence of questions. We assume that after i questions 
(i = 0, 1, 2, ••• ) the true state of nature is among N. 
i 
states, where 
If N. = 1 for any i the true state of 
i 
nature is identified; otherwise we partition the N. 
i 
states arbitrarily 
into two disjoint sets and ask in which of these two sets the true 
states of nature lies. The answer is given correctly. The problem is 
to find a procedure ~~M) that minimizes the maximum number of questions. 
It is also of interest to find G(N), the maximum number of questions 
k d d h d TN(M). as e un er t e proce ure 
Remark 1. A closely related problem would arise if we are interested 
in a procedure which minimizes the expected number of questions. This 
is a solved problem and is treated in [11], [12], [14] and 




be a procedure that minimizes the expected number of questions given 
that the true state is among m objects (2 ~m ~ N). Then,as in 
[16] under we select a set of size y = y(m) for the next 
questions whe~e y is any integer such that there is no power of 2 
between y and m - y, i.e., if 
(1.23) ~(E) = 
m 
(jlthere is no power of 2 strictly between the integers 
j and m - j} 
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we select any y in ~ (E) • 
m 
It is easy to see that ll ($) 
m 
is never 
empty and consists of a single integer if and only if m is a power 
of 2. The expected number of questions under is H(m) given 
by (1.5). 
Remark 2. The auxiliary problem and also the expectation problem 
in remark 1 are relatively easy problems because after each question 
we are left with a situation entirely similar to the original one. 
It should be noted that there are no restictions on the size or nature 
of the set that we can choose for the question. This is unlike the 
problem stated in Section 1.1, say for t = n - 1, where the only 
partitions {or questions) allowed are those that correspond to some 
comparison. There may exist '1 crucial' partitions (or questions) that 
do not correspond to any comparison and consequently are not possible 
as was shown in the paragraph following (1.10). 
At an arbitrary point in the auxiliary problem we suppose that 
the true state of nature is among m states, 2 < m < N. In this 
unrestricted set-up a procedure is determined by knowing y = y(m), 
the size of the set to be chosen for the next question. Hence the 
procedure and also G(m) can be found by the recursive formula 
(1.24) G{m) = 1 + Min (Max(G(y), G(m-y))) 
1~~-1 
with the boundary condition 
( 1.25) 
Let 
G(l) = O. 
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(1.26) ~ (M) _ [ {log ~} {log ~} m - m-2 , 2 2] 
which is never void and reduces to a single integer if and only if 
m is a power of 2. 
Lemma 3o The SQlution of .(1.24) and (1.25) is given by 
(a) G(m) = s = {log m} m = 1, 2, •••• 
m 
{b) An integer y minimizes the RHS of (1.24) if and only if 
y belongs to ~~M), defined in (t.2p). 
Proof. Trivially {log m} satisfies (1.25). To prove the rest 
of the lemma we consider the case y :5 m - y or m y :5 2 ; later we 
interchange y and m - y, if necessary, to get the results for the 
case y ~ m - y. Since y :5 m - y 
and 
(1.27) 
Max({log y}, { log(m-y)}) = (log(m-y)} 
Min {log(m-y)} = (log{i}} = [log iJ = {log m} - 1. 
~f 
It follows that (1.24) is satisfied for 
finishes the proof of (a). 
1 :5 y :5 ~. A similar argument 
with 
(1.28) 
To prove (b) for this case it suffices to find all integers y 
m 1_:::y:5 2 such that 
{log(m-y)} = {log ~}. 
It is easily verified that (1.28) is satisfied if and only if 
(1.29) 
{log ~} m 
m - 2 _::: y _::: 2 . 










. c· .-.-_.·...::_·:.) 
.... \.J . 
.:-~ ·/: 
c:: 
·:o:t:.'.:.:: ·: ' = 
- '- '. ·t ~ -· 
;. ~.' 
. ~ -,-··yr,,-·_... ,·_,>. ('_·,·,.•c __ ;,... ___ -)_· :(:E) : 'i'';:;-.-:-: ,J :--: v-' 






· . . :: 




Inequalities (1.29) and (1.30) finish~the proof of (b). It should be 
noted that ~(M) alw?ys contains the closest integer {or integers) 
m 
m to 2• 
1.4. Relation between the E-noiseless and M-noiseless properties. 
A procedure may be M-noiseless and have E-noise > O. For example, 
the ~J procedure [5) for rt= 6 :ii.s M-noiseless since its maximum 
number of comparisons [H(6!)} = 10 and has E-noise equal to 
3 26 1 A(6l~J) - H(6!) = (9 + 5) - 19 + 45) = 45 > 0 (see ?able "2 in S~ction 3.-4 
below). For n = 6 Picard has given a procedure [ 11-page 116] which 
is both M-noiseless and E-noiseless. 
The following theorem characterizes procedures that are both 
E-noiseless and M-noiseless. Let µ(nlR) be the minimum number of 
comparisons needed for ranking n items under a procedure R. The 
range p(nlR) of a procedure is defined to be 
(1.31) p(nlR) = M(nlR) - µ(nlR). 
It is shown in [19-Theorem 2) that for n_~ 2 
(1.32) p(nlR) > 1 
for any procedure R that ranks n items. 
THEOREM 1. A procedure R for ranking n items is both 
E-noiseless and M-noiseless if and only if it has minimum range 
(i.e., if and only if p(nlR) = 1). 
Proof. Let a. 
J 
denote the number of branches of length k - j 
in a tree representing a procedure R, where k = M(nlR). It is 
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easily seem that we need at least n - 1 comparisons so that 
O < a0 < n! , a. > O for J -
j ~ 1 and a.= 0 for J j>k-n+l. 
Steinhaus also points out in [19] that the total number of branches is 
(1.33) 
k-n+l 
E a. = n! , 
j=O J 
and (as can be seen by increasing every branch to length k) we also 
have 
(1.34) k-n+l . k E 2Ja = 2 • 
j=O j 
Also, by definition, the expected length is 
1 k-n+l 1 k-n+l (1.35) A(nlR) ==-r E (k-j)a. = k --::-r E ja .• n. 
. 0 J n. . 1 J J= J= 
Finding 
get 
a1 from (1.33) and (1.34) and substituting in (1.35) we 
(1.36) 2
k , 1 k-n+l . A(njR) = k - n!n. + =-r E (23-j-l)a .• 
n. . 2 J J= 
If the procedure R is M-noiseless then k = (log n!} and by (1.5) 
k ' 
we have k - 2 ;n· = H(n!). Since R is also E-noiseless then 
n. 
A(nlR) = H(n!) and hence from (1.36) we get 
k-n+l . 
(1.37) E (2J-j-l)a. = O. 
• 2 J J= 
Since the coefficients are non-negative it follows that a.= 0 
J 
for j ~ 2, i.e., the range of R is one. 
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(1.38) 
Since by {1.18) k 2: {log n!} = s {say), let k = s + i where i is 
a non-negative integer. To prove that any procedure R satisfying 
(1.38) is both M-noiseless and E-noiseless, it suffices to show that 
i = 0 and equality holds in {1.38). To see this we need only to 
show that 
(1.39) 2
s+i , s , 
-n. 2 -n. ( ') s + i - --- < s - --=-,- = H n. 
n. n. 
and equality holds if and only if i = O. The inequality in {1.39) 
is equivalent to 
(1.40) 
Since for all i s and n! < 2 for all n the inequality 
(1.40) holds. Clearly equality holds in {1.40) if and only if i = 0, 
and this proves our theorem. 
To prove a relation between E-noiseless and M-noiseless procedures 
we need 






~(M) are given by (1.23) and (1.26), respectively. 
m 
ye ~(E). Clearly 
m 
(1.42) Min{y, m-y) ~ ~ ~ Max{y, m-y). 
{log .!!!J-1 {log .!!!J 
On the other hand 2 2 and 2 2 are the largest and 
smallest powers of 2, respectively, such that 
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(1;.43) {log ~J-1 {log ~J 2 2 <~<2 2. 
-2-
To satisfy the condition that there is no power of 2 between y and 
m - y, it is necessary and sufficient that 
(1.44) {log ~J~l {log ~J 2 :::: Min(y, m-y):::: Max(y, m-y) < 2 • 
The inequalities in (1.44) implies in particular that 
(1.45) 
i.e., that ye ~(M), and this proves our lemma. 
m 
THEDREM 2. If a procedure is E-noiseless it is also M-noiseless. 
Proof. Consider any non-terminal point reached in the course 
of carrying out the comparisons and suppose that we now have m 
possible states of nature (or cases), one of which is the true ordering 
of the n items. At the outset m= n!. Let y = y(m; x., x.) be ]. J 
the size of the subset that contains the true ordering as a result of 
the comparison x. vs. x .• Using Lemma (2) in [16 section 6] we conclude ]. J 
that a procedure is E-noiseless if and only if ye ~(E). Similarly 
m 
from Lenuna 3 we conclude that a procedure is M-noiseless if and only 
if ye ~(M). Hence Lemma 4 completes the proof of our theorem. 
m 
Remark 1. Note that the converse of Theorem 2, which is one of 
the questions raised in [ 10 - page 47], is not necessarily true. The 
Ford and Johnson procedure, [5] for n = 6 given in the beginning of 
this section, provides a counter-example. 
Remark 2. Theorem 2 can be used in searching for an E-noiseless 
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Now we can combine Theorems 1 and 2 to s trengthen them as 
follows: 
THEOREM 1a . A procedure for ranking n items is E-noiseless 
if and only if it has minimum r ange ( i .e ., i f and only if the procedure 
is of r ange 1 ) . 
THEOREM 2a. If a procedure is E-noiseless it i s M- noiseless, and 
only M-noiseless procedures of range 1 are E- noiseless. 
1 .5. Subclasses of procedures. 
In previous sec t ions we introduced two differ ent optimality criteria 
and mentioned that existing procedures are 'optimal' only for certain 
values of n. The i dea behind introducing s ubclasses is t hat we may 
be ab l e to f ind an M-optimal (or E~optimal ) procedure in a subclass 
when it is difficult to find an M-optimal (or E-optimal) procedure in 
flt · This idea turns ou t to be helpful since we may be able t o find 
lower bounds for t he subclass when lower bounds for the whole c l ass are 
difficult to obta in. We may also be able to use a sys t ematic me thod 
to find an ' optimal' procedure for the subc l ass wher eas it seems to 
be a difficult t ask to invent a me thod for finding the 'optimal' 
procedure in the unres tricted class !/Pt. First we introduce some 
terminology and definitions. 
We recall that if r n = 2 then a knock-out tournament finds the 
larges t item among x 1 , x2 , ••. , xn by making 2r-1 compar isons as 
r-1 follows: 2 comparisons in the first round x 1 vs. x2 , ••• , xn-l vs. xn; 
r-2 ( 2 comparisons in the second round pairing off the winners larger 
items ) of the f irs t round and so on until the winner i s found . Without 
los s of any generality it is possible to assume that the winner s of 
the f irs t round are those with even indices, the wi nner s of the second 
- 18 -
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round are those with indices that are multiples of 4, etc. This 
notation is convenient. 
Complete pairing: Let 
rl 
expansion of n, i.e., 2 
r 1 r 2 rQ' 
n = 2 + 2 + ••• +2 be the binary 
is the highest power of 2 in n and 
r. 
2 J is the highest power of rl rj-1 2 in n - 2 - ••• - 2 where 
Q' r. 
2 ~ j ~ Q'. The complete pairing consists of ~ (2 J-1) comparisons, 
j=l r. 
consisting of a knock-out tournament for each subset of size 2 J 
(j = 1, 2,. 0 ., Q'). Without loss generality we can take x1 , x2 , ••• , xa 
r 1 1 for the first 'group', where a1 = 2 ; and for j ~ 2 we can take 
xi+l' xi+2' • • ·' xi+a. 
th rl r j-1 for the j 'group', where i = i(j) = 2 + ••• +2 
r. J 
and a.= 2 J. After the complete pairing of 
J 
n items we are left 
with Q' configurations; for example, for n = 13 = 23 + 22 + 2° we 





Fig. 3. Complete pairing of 13 it.ems. 
---=----=-----=---..;::;.. __ _ 
The number of comparisons for complete pairing of n items p = p(n) 
as given by the lemma in [16 Section 4] is 
[log n] 
(1.46) p = n - Q' = ~ [~] = 11(n!) j=l 2J 
where Q' is the number of l's in the binary expansion of n and 
1'j = n{i) is the largest integer such that 2 if divides i, i.e., 
1l and C = c(i) are non-negative integers defined by 
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Ordinary pairing of n items consi sts s imply of [~] comparisons 
x1 vs. x2 , x3 vs. x4 , •... 
One may be interested in an E-optimal (M- optimal ) procedure in a 








( 1. 51) 
Min A (n lc ) 
Ce: ~ t t 
in particular if f:::t =:12 t we have equality in (1. 50) and in ( 1. 51) . 
It is interesting to note that we may have equality in ( 1. 50) (in 
( 1 .51)) which would imply that to find an E- optimal (M- optimal) procedure 
among a ll procedures one need only find an E-optimal (M-optimal ) 
procedure in class t t. ('Optimality' in a class et is defined 
in a similar fashion as 'optimality' in n t' i. e ., RHS 's of ( 1 .2) 
and ( 1.14) are replaced by L(t, nl e t ) and LMax( t, nl t t ) respectively. ) 
More precisely a class .Jt i s called E-complete (M-complete) if 
(1. 52) L(t, n! J t ) = L( t , n ) 
( (1. 53) L ( t, n I.J. ) = L ( t, n )) . Max t Max 
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The class :flt is trivially both E- and M- c omplete . 
Important s ubclasses that we consider are 
The Inductive class Jt: This class consists of all procedures 
that require, for fixed t and each n, (n = 2 , 3, ... ), r anking of 
the t largest of n - 1 items inductively. For the special case 
t = n - 1 we denote .1 
n-1 by 1. The c l ass is studied in 
Chap t er 2 . 
The Semi-inductive c l ass j t: This class consists of a ll procedures 
such as R 
n,t 
tha t require, for fixed 
the following 2 steps: 
t and each n (n = 2 , 3, ... ) , 
1 . Ordinary pairing of n items, which as a result there wil l 
be larger i terns. 
2 . Ranking the t l argest of l arger items in step 1 
according to R 
n [2] ' t 
For the special case t = n - 1 we denote j n- l by j . An 
example of procedures in j is the procedure gi ven in [ 5]. We study 
the class j in Chapter 3. 
The comp l e t e pairing class :Jf.: This class consists of al l 
procedures that initially carry out the complete pairing on the n 
items. It i s a proper subclass of ½'t. 
It is easy to show that ~ is an E- and M- suff i cient c l ass t 
for t = 1. Let ~ l =JJ. We conjecture that yJ is an E- and 
M-complete class for ranking n items. We prove a somewhat weaker 
result in Lemma 5 below. 
we may be interested in finding a procedure for ranking n i t ems 
g iven a partiai pre- exis ting or der among n items. Suppose there 
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are m permutations of n items consistent with the pre - exis ting 
order. A procedure R for ranking n items i s said to b e 
conditional l y E-noiseless (conditionally M-noise less ) given a pre -
existing order a mong ite ms if the expected numb e r of comparisons 
(maximum number o f comparisons) under R i s H(m) ([H(m)}). 
Lemma 5~ If a procedure R is conditionally E- noiseless 
·( conditionally M- noiseless) given the complete pairing on n ite ms 
then a procedure R' in ']J and identical to R after the complete 
pairing i s E- noiseless (M-noiseless) among all possible procedures. 
Proof. We prove that the procedure R' i s E-noiseless, the 
pa renthetical case can be shown similarly. Since the re a re 
m = 2c(n!) + 1 permuta tions consistent with the complete pairing of 
n items, where c(i ) is d e fine d by (1.47); and since R is c onditionally 
E-noiseless then the exp ec ted number of comparisons under R af t er the 
c omp l e t e pairing i s H( 2c(n! ) + 1 ). Furthermore the procedure R' 
requires n( n! ) additiona l c omparisons wh e r e n( i ) i s def ined by 
( 1.4 7). Hence 
(1. 54) A( nlR ' ) = n (n!) + H( 2c(n! ) + 1). 
To prove that R' is an E-noise l ess procedure among a ll poss ible 
procedures we need to prove 
(1. 55 ) H(n!) = n (n!) + H( 2 c(n! ) + 1). 
To s h ow ( 1. 55 ) we note that by ( 1 . 5 ) and (1 . 47) with i = n! 
H( n! ) 2
[1ogn!}_n! 
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(2 (1og(2c(n! )+1 )}_(2c(n! )+1))2rr(n! ) = n (n! ) + (log( 2c(n!)+l)} - - -
2n(n!)( 2c (n! )+l) 
= n (n!) + H(2c(n!) + 1) qed. 
Sobel [16 - Section 2 ] has shown that for t = 2 and n J 2r the 
class !})t may not be an E-complete class. He has given a procedure 
that has expec t ation 6 + ½ for n = 6 , which is smaller than 
2 6 + 3 the expectation of an E- optimal procedure in ~ - An E-optimal 
procedure in :J:}2 and n = 6 can be found by considering all 
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CHAPTER II 
On the Inductive Class j 
2.1. Introduction. 
Here we consider in detail the problem formulated in 1.1 for the 
special case t = n - 1. Apparently Steinhaus was the first to 
introduce the problem in [17], with M-optimality criteria, where he 
heuristically suggested the procedure that we call RS and explain 
in the following paragraph. If m items are ordered as 
x1 < x2 < .•. < xm the rank of xm-i+l is defined to be i; and the 
median of m items, for even m, is either one of items with rank 
i or ½(m+2). 
For any j, with 2 < j < n we first rank j - 1 items inductively. 
Then find the median of j - 1 items already ranked. Now insert 
the .th J item among the 
it with the median of the 
it with the median of the 
it with the median of the 
the proper place of the 
Then 
j - 1 items already ranked by comparing 
j 
- 1 items; if it is larger then compare 
'upper group'; if it is smaller then compare 
'lower group'. Continue the process until 
.th items is found. Let M(n) = M(nlRs). J 
(2.1) sn = M(n) - M(n-1) = [log n} = (H(n)} = 1 + [log (n-1)] 
where M(l) = O. 
The quantity s = M(n) - M(n-1) 
n 
is in fact the maximum number 
of comparisons needed to insert one item among n - 1 items already 
ranked under the RS procedure. From (2.1) one can obtain as in [4] 
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(2 . 2 ) M(n) = 1 + ns - 2 8 
where s = s is given by (2 .1). In [ 17-1950 edition] Steinhaus 
n 
conjectures that RS is an M-optimal procedure but this remark is 
r emoved in the 196o edition. In [18 ] he gives a procedure for n = 5 
that requires at most 7 comparisons to rank 5 items, whereas 
M( 5) = 8. Hence RS is not an M- optimal procedure . 
Let A(n) = A(n lRs). It has been noted by several authors, 
e.g., in [8], [9] and [11], that 
(2 .3) A(n) - A(n-1) = H(n) 
where A(l) = O, and hence 
(2 .4) 
n 
A(n) = ~ H(j). 
j=2 
Here A(n) - A(n-1) is the expected number of comparisons needed 
for inserting one item among the n - 1 already ranked under the 
procedure. The procedure given in [18 ] is the same as 
procedure [5 ] for n = 5. It can be shown that 
1 
< 7 + 15 = A( 5 ). Hence the RS procedure is not E-optimal e ither . 
2 . 2 . The inductive procedure RI and its expectation. 
As is mentioned in Section (2 .1) the RS procedure is neither 
M-optimal nor E- optimal among all possible procedures. Nevertheless, 
in this section we prove, among other things, that RS procedure is 
both E-optimal and M- optimal in the class j of inductive procedures. 
We now wish t o find an inductive procedure ~' using the technique 
of dynamic programing, which is E-optimal in g. The method will 
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Let s(n) = A{nlR1 ) and let 
(2.5) 6S{n) = s{n) - s{n-1). 
We define ¾ for n > 2 by the recursive formula 
(2.6) 6S{n) = 1 + Min 
l~y~n-1 
and the boundary conditions 
(2.7) s(o) = s(1) = o. 
(Z 6S(y) + n-y ~s{n-y)) 
n n 
The basic idea in using this method of recursion was introduced by 
Sobel in [14], [15] and also in a previous paper on group testing 
referred to as reference 7 in [15]. In fact let n - 1 items be 
ranked inductively. Then LHS of (2.6) denotes the minimum additional 
expected number of comparisons needed to insert the th n item under 
~-
To get RHS of (2.6) first we compare the th n item with the 
one of rank y among the n - 1 items already ranked. The probability 
that the th n item being larger in the first comparison is X due 
n' 
to the initial randoumess of the n items. Given that the th n 
item is larger than the item of rank y tlie .expected number of 
comparisons for finding its proper place among the y - 1 items is 
6S{y) = S(y) - S(y-1). Similarly n-y is the probability that the 
n 
th 
n item is smaller than the one of rank y. Given the latter event, 
the expected number of comparisons for finding its proper place among 
n - y - 1 items is 6S{n-y) = s{n-y) - S{n-y-1). The integer 1 on 
RHS of (2.6) represents the 'present' comparison of the nth item 
and the one of rank y. 
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The formulas (2 . 6 ) and (2 .7) define the whole procedure RI. 
For n > 2 at least one y, 1 ~ y ~ n - 1 , is found and the procedure 
then i s defined inductive ly for all n . Thus the problem of finding 
an E-optimal procedure in j is reduced to solving the recursive 
formula ( 2 . 6 ) with boundary condition (2 .7). 
If we define for j > 1 
(2 .8) h(j ) = j(S(j ) - S(j-1)) 
then (2.6) can be written in the form: for n > 2 
( 2 . 9) h(n) = n + Min (h(y) + h(n-y )) 
l ~y~n-1 
with the boundary condition 
(2 .10) h(l ) = o. 
The r ecurs i ve relation (2 .9) i s exactly the same as ( 2 .13) in [ 14 ), 
(4.1) in [15 ) and (6 . 3 ) in [16 ) where it was investigated extensively 
by Sobe l. Here we list some r esults of this observation. 
(a) For any n > 2 an integer y = y(n) will yie ld the minimum 
in ( 2 .9) if and only if there is no power of 2 strictly between 
y and The set of all 
such 
n - y (see Lemma 2 in Section 6 of [16 ]). 
y values has a lready been denoted by 6(E) 
n 
i n (1. 23 ) . 
(b) The set 
1, 2 , ••• ,n-l. 
n 
always includes the median, say [2] , of 
(c) Using the bounda r y condition (2 .10) we ob t ain 
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Setting h(n) = n6S(n) we find that 6S(n) = H(n) given in (1.15). 
(2 .12) 
Hence using (2 .7) and ( 2 .4) it follows that 
n 
s(n) = ~ H(j) = A(n). 
j=2 
We summarize the results of this section by the 
THEOREM 3 . To rank n items any inductive procedure is E-optimal 
in ..9 if and only if it compares the th n item with any item whose 
rank, among n - 1 items already ranked, belongs to t:. (E). 
n 
The common 
minimum expected number of comparisons for all these E-optimal procedures 
is given by (2. 12 ). 
Now we want to use the above t echnique to find all M-optimal 
procedures in J . 
in J and let 
Let R' I denote any M-optimal inductive procedure 
(2. 13) 6W( n ) = M(nlRi) - M(n-llRi) 
where w(llR{) = O. Then 6W( n ) satisfies the recursive relation 
for n > 2 
(2 .14) 6W (n) = 1 + Min (Max( 6W(y), 6W(n-y)) 
l ~y~n-1 
and boundary conditions 
(2 .15) w(o) = w( 1) = o . 
Thus the problem of finding the M-optimal inductive procedure Ri 
is reduced to solving the recursive formu l a (2 .14) and boundary 
conditions (2 . 15). 
The formula (2 . 14) is investigated above in Section (1. 3 ) and 
is shown there that 
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(a I ) For any n > 2 an integer Y = y(n) will yield the minimum 
in (2 .14) if and only if y 8 6 (M)= [n _ 2 (log n}, 2 (log n}]. 
n 
(b I ) 6(M) includes the median, n say [2], of 1, 2 , .•. , n - 1. n 
(C I ) Furthermore 





M(n\Ri) = I: (log j } = 
j=2 
M(n) is given by (2 .2). 





(H( j )} = M(n) 
we have 6( E) C 6(M). It 
n n 
follows from ( d I ) t hat any procedure that is E-optimal in J is also 
M-optimal in J . 
We can sunnnarize the results after (2 .13) by the 
THEOREM 4. Any i nductive procedure for ranking n items i s 
M-optimal in j if and only if it compares the th n item with any 
item whose rank among n - 1 items already ranked, belongs to 
The common maximum number of comparisons for all these M-optimal 
procedures is given by (2 .17) . 
6 (M). 
n 
From (b), (b ' ), (d ' ) and t he definition of RS we have 
Corollary 1. The Steinhaus procedure RS is both E- optimal and 
M-optimal in .9 . 
Remark 1 . In the Iverson book [7], the RS procedure above i s 
called 'ranking by insertion '. The author says (and we quote from 
p. 236 of [7])"For a random distribution ranking by insertion requires 
fewer comparisons than any other method •••• " Apart from ambiguity 
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of ' fewer comparisons' the above s tatement is inaccurate . By 
Corollary 1 the procedure RS has 'optimal' properties only in the 
res tricted class } • In fact for n = 5 , the procedure RFJ [5] or 
the counter-example in [18] has maximum number of comparisons equal 
to 7 < M( 5 JRS) = 8 and also i t has expected number of comparisons 
14 I 1 equal to 6 + 15 < A(n RS )= 7 + 15 • The paper [16 ) gives s everal 
procedures each of which has s maller expectation and smaller maximum 
than Rs· 
Remark 2 . It f ollows f r om the definition ( 1. 3 ) that the E-excess 
of RS, denot ed by C(n) = Cn_1(n1Rs) for the problem of ranking 
n items, i.e. , for t = n - 1, is g iven by 
(2 .18) C(n) = A(n) - L(n ). 
(For L(n) = H(n~ ) this coinc i des with the E-noise of RS.) From 
the s tructure of ( 2 . 6 ) and the so lution in (2 .12 ) it follows that 
A( n ) = L(n l~ ) where L(n l j ) = L(n-1 , nl .9 ) is gi ven by (1. 48) with 
t = n - 1 and t n- l = J . Hence (2 .18) takes the form 
( 2 .19) C(n) = L(nl .9 ) - L(n). 
Similarly for the definition (1.14a) , for t = n - 1 with 
CMax(n) = Dn_1(n1Rs), the structure of (2 .14) and the solution (2 .17) 
it fo llows that 
(2 . 20) 
where LMax(n l ~ ) = LMax(n-1 , nl ~ ) i s gi ven by (1. 49) with t = n - 1 
and t n-l = j . We can interpret (2 .19) and a l so (2 . 20) to indicate 
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that the E-excess (M-excess) of the procedure RS is caused only by 
the fact that the class j is not E-complete (M-complete) •. 
2.3. An explicit expression for S(n) and its asymptotic behavior. 
(2.21) 
Fm m (2.12) and (1.5) we have 
n 
S(n) = L H(j) 
j=2 
n n 
= L {log j} - L 
j=2 j=2 
2{ log j} . ( . - J). 
J 
Since the first summation on the far RHS is in fact M(n) derived 
by Steinhaus and given in (2.2) above, then 
(2.22) 
(l } n 2 (1og j} 
s(n) = (1 + (log n})n - 2 og n - L . • 
. 2 J J= 
To find an asymptotic expression for S(n) we write the summation 
s.-1 s. 
in the RHS of (2.22) in a different form. For 2 J < j,::: 2 J we 
have s. = {log j}. Let s = s = {log n} so that 2s-l < n < 2s. 
J n 
Then 
s. s-1 s. s . 
n 2 J 2 2 J n J L L L 2---.-= T + j j=2 J j=2 . 2s-1 1 J= + 
s-1 2i s . s . 2 J s n 2 J 
= L L -. +2 I: j i=l 




.;. + 2s 
n 1 
= L L L j . i=l 
. 2i-l 1 J . 2s-1 1 J= + J= + 





1 n 1 
s(n) = (1+2s)n - 2s - I: L j - 2s I: -:-. i=l 
. 2i-1 1 . 2s-l 1 J J= + J= + 
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Now we can use the following result given in [3-page 125] 
(2.24) 
m 1 ex> 
r -:- = ln m + y - J f(x)dx 
j=l J m 
where y = .577 is Euler's constant, 
(2.25~ 
CX) 
o < J f(x)dx:< - 1-, 
m 8m2 
and for m=l 
(2.26) CX) 1 ~ { f(x)dx = y - 2 = .0772. 
From (2.24) we obtain 




E -:- = ln - + -(- - -) + g(m) - g(m) j=m1+l J ml 2 m2 ml 2 1 
y 
g(y) = { f(x)dx. 
ml= 2i-1 and m - 2i 2 - in (2.27) we obtain for the double 






1 r - -
. i-1 j -
J=2 +1 
1 s-l · · i 1 (28 -2)ln 2 - 2(s-1) + E 2i(g(2
1 ) - g(2 - )). 
i=l 
We note that 
s;l 2i(g(2i) - g(2i-l)) = s;l (2ig(2i) - 2i-lg(2i-1)) 
i=l i=l 
s-l · 1 i 1 1 1 s-l · 1 · 1 
- E 21 - g(2 - ) = 2s- g(2s-) - E 2i- g(2i- ). 
~1 bl 
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Also letting m1 
= 2s-1 and m2 = n in ( 2 . 27 ) we obtain 
( 2 . 30) 
n 1 I: 
. s-1 j ] =2 +1 
1 1 1 s -1 ) ln 2 - (s - l ) ln 2 + - (- - --) + g(n ) - g(2 • 2 n 2 s - l 
Substituting ( 2 . 29) and (2 . 30 ) in ( 2 . 23 ) we get 
( 2 . 31) S(n) = sn - 2s ln n + s 2s ln 2 + n - ( 1+2 ln 2 )2s 
1 2s - l 1 s · 1 · 1 
+ 2s - -- + 2 + 2 ln 2 + ( I: 2
1
- g( 2 1 - ) - 2sg(n) . 
n i=l 
Us ing (2 . 26 ) and ( 2 . 25 ) we ge t 
( 2 . 32) 
and 
( 2 ·. 33) 
1 1 y + -
- g(n) :=: 2 - 8n2 
00 
( i-1) j ( ) ( i -1 ) 1 g 2 < f X dx + g 2 = y - -
- . 1 2 1-
2 
) i - 1 Mu ltiplying ( 2 . 33 by 2 and summing up, and adding the r esult to 
2 r times ( 2 . 32 ) gives 
s s i-1 i-1 1 2s 1 1 
- 2 g( n ) + I: 2 g ( 2 ) < - - Y + - < - - Y + ,.-
- 2 8 2 - 2 i+n i=l n 
Subs tituting the last result in ( 2 . 31 ) and noting t hat 2
s -l 
n 
< 1 gives 
( 2 . 34) s s ( ) s 1 P< s(n) = sn - 2 ln n + s 2 ln 2 + n - 1+2 ln 2 2 + 2 s + v (1 ) . 
. s ln n ( 4) In particular, for n = 2 we have s = ln 2 = log n and 2 . 3 take s 
the form 
( 2 . 35 ) s(n ) = n log n - (2 ln 2)n +½log n + lJ ( l ) . 
Expressions simil a r t o the RHS of (2 . 35 ) but with fewer t erms were 
obtained by Ki s l ycyn in [8 ] and [9] . 
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Remark 1. We could also define a procedure, for r anking n 
items, as being asymptotically E-efficient (M- efficient) if its 
E-excess (M-excess) approaches zero as n - oo. By this definition 
we want to show that RS is not asymptotically E- efficient (M-efficient ). 
To es t ablish this claim we make use of M(n l¾J) = U(n) given 
in ( 3 .28) below. Of course U(n) being t he maximum number of comparisons 
under a given procedure we have 
(2 .36) L(n) =: U(n). 
Hence 
(2 . 37) C(n) = L(nl j ) - L(n) ::: s(n) - U(n ) . 
To show that c(n) does not tend to zero as n ~ oo, we take the 
subsequence ~ = }(22k+2-1 ) and prove that s(~) - U(~) approaches 
+ oo as k ~ oo. Using u(~) = ~(2k-1 ) + k + 1 as in ( 3 . 33 ) and 
substituting s = ( log nk ) = 2k + 1 in (2 .35) we obtain 
(2.38) ~1 ) ~ s(~) - u(~) = 2 (2k+2 - 2 ln 2 - log~ ln 2 + k + v (1) . 
To finish the proof it suffices to s how that 
(2.39) 
Since 
2k + 2 - 2 ln 2 - log~ > O. 
22k+2 
~ < - 3 - then log~ < 2k + 2 - log 3 , and since 
1.4 ~ 2 ln 2 < log 3 ~ 1 .5 then ( 2 . 39) is true, which proves that 
RS is not asymptotically E-efficient. 
To prove that RS is not asymptotically E-efficient we note that 
(2 .40) 
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Since it was shown that S(n) - U(n ) does not approach O as n - oo 
then it follows from (2 .40) that CMax(n) -1-+ 0 as n - oo, 
Remark 2 . Because of the simplicit y of RS, it is frequently 
used to rank n items wi th computers, Thus it may be of interes t 
to have an upper bound for its E-excess and M-excess. Using the 
inequalities (1 .9) and (1. 15) we obtain 
( 2 .41) 
and 
(2 .42 ) 
n 
C(n) < ~ H(j ) - H(n!), 
j=2 
n 
CMax(n) < ~ {H(j)} - {H(n!)}. 
j=2 
To find asymptotic expressions for RHS's of ( 2 . 41 ) and (2 .42) we 
note that by Stirling formula 
(2 .43) {H(n: ) } =[log n! }= n log n - ln\ n + ~ ( l og n). 
Using (1. 5) we get 
( 2 .44) H(n!) :::[log n: }- 1 = n l og n - ln\ n + lJ (log n ) . 
Hence using (2 . 34) , (2 . 35 ), (2.44) , (2.43 ) and ( 2 .17) we obtain 
( 2 .45) c(n) < 
and 
(2 .46) CM (n) < ax 
( 1n
1
2 - 2 ln 2)n + (j (log n ) 
( 1n
1
2 + 1 = ln 2)n + <Y(log n ) 
~ (1n\ - l )n + (o/ (log n) 
l lnn2 + l)(log n) 
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2.4. On an inductive procedure R~. 
As a first step toward finding a procedure for the problem stated 
in Section 1.1 with general t we restrict ourselves to a subclass 
.JJ't of the class of inductive procedures JJ t' defined in section ( l. 5). 
n,t 0/ is the class of procedures that rank the t largest of n - 1 
items inductively and then insert the 
that are already ranked. 
any of n - t - 1 other 










item among the t largest 
item can be compared with 
among the t largest, 
Let R(t) 
s 
be an E- optimal procedure in J)' t and let 
S (n) = A (n lR(t)) 
t t s 
for fixed t with 1 ~ t ~ n - 1. The procedure 
R ( t ) 
s 
is defined by the recursive relation for n ~ t + 1 ~ 2 
(2 . 47) Min ('X. 
l ~y~ t n 
H(y) + ~ ( s ( n-y) - s (n-y-1 ))) . 
n t - y t - y 
The boundary conditions are 
(2 . 48) so(m) = 0 for all m 
t ~ m. 
In writing H(x) in (2.47) we automatically assumed that the Steinhaus 
procedure is used when the th n item is l arger than the one of rank 
y among the t largest items a lready ranked. 
Special Cases. For t = 1, ( 2 . 47) and (2.48 ) reduce to 
(2 . 50) 
From (2 , 50) we get 
(2 . 51 ) s 1(n) = n - 1 = L( l , n). 
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For t = 2, (2.47) and (2.48) reduce to 
s2 (n) - s2 (n-1) = 1 + Min(n;
1(s1(n-1) - s1(n-2)), !), 
or in view of (2.50) we get for n 2: 3 
(2.51) s2{n) - s2 (n-1) = 1 + Min{n-l, g) = 1 + g n n n 
and 
(2.52) s2(2) = 1. 
2 n-1 Since - < --
n - n 
for n 2: 3 then under the procedure R~2 ) we compare 
the nth item with the second largest among n - 1 items. Expected 
number of comparisons under R~2 ) is found easily, from {2.51) and 
(2.52), to be for all n > 2 
(2.53) 
n 1 
s2(n) = n - 1 + 2 r ~. 
j=3 J 
The procedure R~2 ) is the same as ~ in [lp-pages 8 and 11]. 
For t = n.-- 1, (2.47} and (2.48) reduce to (2.6) and (2.7), 
(n-1) 
so that Rs = Rs· 
The study of the recursive relation (2.47), for general t and 






·-· . t_•..,1 




: ··: .:: ~~r~·:..;,·~ o,: 
.. -
... ,,.·. 0 
·- ii 
r ,, ·-- - ("-='· •. _:.;_-,.) ,.,)-;·,-; ( ~ .. ,_1./y) ::-._~-.----.':':-·'::"_·, ·.-.• .·.--·-.) . (:_-,·. -_;-_"'_)" ·. ,.- ,._ _r.c-_ ···,·:~) _.~_ 
·~- - ·"-" .l - .. ·G !'':-"; -.. , , -~ '-J. _ _;. . - • • \'' 
+·.'-: 
·.:· .. -... 
,-:-· -
·i·-~-c ;.-,.)·. 
... . ... ,, 
-.:s c•--_-·";',) 




(s-· ~-'J) .. :::;·::"'. 
./'( .'..:-·:·) = }' + 
Cc·-··:) '···' .,,,_'.. •' 
1,.....-
. 3• I" •. -.. 
I 
._ .. 





-r,':-;--::(··-';~c ·,.; (.:·;-T-) 
.J - .. - ,,.... ... • -
.---. :J- ~ 
1· . :; 
,..,..i(-:-: .... ;;:;:··)-)-~ -:..)·-~ 
·. -:- ... -_\• -~ . 
•. 
CHAPTER III 
On the Semi-inductive Procedure ¾-J 
3 .1. Introduction. 
Ford and Johnson [5 ] consider the M- optimal problem for ranking 
n items. Their procedure, which we call ¾-J' is in the subclass 
i.e., the class of procedures t hat do ordinary pairing and 
use the same procedure on the larger items. Let 
and F (n ) = A(nl¾,
3
). The maximum U(n) is given implicitly in 
[5 ] by the recursive relations 
( 3 .1) 
k 
) U(2k) = k + U(k) + ~ T(i) 
L U( 2k+l) = 
i=2 
k+l 
k + U(k) + ~ T(i ) 
i=2 
wit h boundary conditions 
U(l) = 0, U( 2 ) = 1, 
where 
( 3 . 2 ) T(i ) = j for t. 1 < i < t. J - J 
and 
( 3 . 3) j = l, 2,3, •••• 
It was observed that 
( 3.4) U(n) = (H(n~) } for n < 11 and n = 20 , 21. 
Hence ¾-J is M- optimal for those values of n. It is conjectured 
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for U(n) based on subsequences 
k ~ = [ ~ ] and k nk = 2 wher e given 
t o make it poss ible to do some comparisons with M( n jR8 ) = M(n), 
In this chapter we do the f ollowing: 1 ) prove that U(n) ~ M(n ) 
for a l l n; 2 ) we find a single explicit expression for U(n) ; 3) 
we find a lower bound for al l procedur es in the 
clas s j ; and 4) observe in Table 1 below that u(n) coincides with 
for many other values of n in addition to those in ( 3 .4) . LMax(n ~ ) 
We also cons ider the E- optimal problem in the class J and for n = 7 
give a procedure in J that has smaller expectation than ¾J' Thus 
¾J is not E-optimal in the cl ass J and hence it i s not E-optimal 
among all procedures. 
The r eader should note tha t in [ 1-page 229 ] there is an incorrect 
description for the ¾,J' name ly in the second step of the procedure 
the larger items s hould be r anked according to the ¾J procedure 
(semi-inductively) and not by the RS procedure as s t a ted in [ l ]. 
3 . 2 . An explicit expression for U(n ) . 
From ( 3 .1 ) we have for k ~ 1 
IU( 2k) - U( 2k - l) = 1 + U(k) ( 3 . 5 ) U( 2k+l ) - U( 2k) = T(k+l) • 
Letting 
(3.6) V = u (n ) - U(n-1 ), 
n 
then ( 3 . 5 ) can be written as 
( 3.7) 
\ v2k- vk = 1 
L v2k+l = T(k+l ) 
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with the boundary condition 
(308) v1 = o. 
Let TT = TT(n) and c = c{n) be non-negative integers defined by 
n n 
{lo47), from which we innnediately conclude that 
(3.9) 
) TT2n = 1 + TTn ' 
L TT2n+l = 0 
c2 = C n n 
C 2n+l = n • 
Using iteration in (3.7) we get 
,-
(3.10) 
) V 2k = 1 + TTk + T (ck+ 1) 
L v2k+l = T(k+l). 
In view of (3.9) relations (3.10) can be written as 
{3oll) 
) v2k = TT2k + T(c2k+l) 
Lv2k+l = TT2k+l + T(c2k+l+ l) • 
From (3.11) and (3.8) we conclude that for n > 1 
(3.12) V = TT + T{c +1) 
n n n 
where we define 
(3.13) T(l) = Oo 
Hence the solution to (3.5) is 
n 
(3.14) U(n) = r (TT.+ T(c.+l)) 
i=2 1. 1. 
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Now we prove the following lemma which is very useful for 
comparison of U(n) with M(n). We also use it to find a simpler 
explicit formula for U(n) in the next section. 
Lemma 6. The function T defined by (3.2) and (3.3) and {3.13) 
is (in explicit form) for n > 1 
(3.15) T(n) = [log (3n-2)]. 
Proof. Consider n and j = j{n) such that t. 1 < n < t. J- - J 
where tj is the integer given by tj = ½<2j+l+ (-l)j). Then 
{3.16) 
We consider two cases: 
(a) j = 2m. In this case (3.16) can be written as 
(3.17) 
Since 3m - 2 = -2 {mod 3) and 22m- 2 = -1 {mod 3), it follows that 
we can add 2 to the left side of (3.17) without altering the inequality. 
Hence 
{3.18) 
i.e., [log {3n-2)] = 2m = j and the lemma is proved in this case. 
{b) j = 2m + 1. In this case (3.16) can be written as 
22m+l _:::: 3n - 1 < 22m+2- 1 which implies 
(3.19) 
Hence [log (3n-2)] = 2m + 1 = j and the lemma is proved. 
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Using Lemma 6, we obtain from (3.12) 
(3.20) V = TT + [log {3c +l)]. 
n n n 
Now using (1.47) and the fact that {log m} = 1 + [log (m-1)] we 
obtain from (3.19) 
V = TT - l + [log {6c +2)] = TT - 2 + (log 3(2c +1)) 
n n n n n 
= - 2 + (log 3n). 
Hence 




Lemma 7. U{n) S M(n) for all n. In particular the inequality 
is strict if and only if n:: 5. 
Proof. From (2.1) and (3.21) we note that s = M{n) - M(n-1) = 
n 
n n 
{log n) 2: (log~)= Vn. Since U(n) = ~ V. and M(n) = ~ s. 
j=2 J j=2 J 
it follows that U(n) S M(n) for all n. To finish the rest of the 
lemma it suffices to show that n = 5 is the first integer such that 
(log fl< (log n). The latter is shown easily by inspection. 
3.3. A simpler explicit expression for U(n). 
(3.22) 
Let for every i:: 0 
1 i+2 (-l)i+l_ 3). 
'T'i = r;(2 + 
Lemma 8. For Vn in (3.21) and 'T'j' j 2: 1, in (3.22) have 
V = j - 1 if 'T'. l < n < 'T'.o 
n J- - J 
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Proof. We note that 1 '1". = -2 (t. 1-1) where t. is given by J J+ J 
(3.3). Thus if '1". 1 < n < '1". J- - J then 
(3.24) t . < 2n + 1 < t . 1 • J - J+ 
Applying Lemma 6 to (3.24) we get 
(3.25) j + 1 = T(2n+l) 
where T(n) is given by (3.15). Hence 
j + 1 = [log (6n+l)] = - 1 + {log (6n+2)) 
= (log (3n+l)) = [log 3n] + 1. 
Hence 
(3.25) j = [ log 3n]. 
By the same argument as in Lemma 6 it is easily shown that 
(3.26) 3n [log 3n] - 1 = {log 4 ). 
This completes the proof of the lemma. 
Now we proceed to obtain an explicit expression for U(n). 
Let '1". 1 <n< '1" •• Then 
J- - J 
n 
,. . ,. . 
J J 
(3.27) u{n) = E V. = E V - r V. 1 
. 1 i 1 i=l 1= i=n+l 
j ,.k 
= E E V. - ( j-1)( ,- . -n). 
k=l i=T+l 1 J 
k-1 
For the sununation on RHS we have 
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j 'fk j j j 
E E V. = E ( 'fk - 'fk- l )(k-1 ) = E (k 'fk - (k- l) 'fk) - E 'fk . 
k=l i='f+l l. k=l k=l k=l 
k - 1 
Hence we obtain for ( 3 .27) 
u(n) = n(j-1) + 
Substituting for 
for all n > 1 
'f. 1 from (3 . 22 ) in the last expression we have J-
( 3 .28) U(n) ( )
j+l 
= n(j-1) +} j - } (2 j - 1) + ¼< l + -~ ) 
where j = j(n) = [ log 3n]. 
Although the result for U(n) in [16 , eq, ( 6 .15) ] is slightly 
different from U(n) in ( 3 .28) above, it is easy to show that the 
2 expressions for U(n) are consistent, 
From ( 3 .28) we can readily write an asymptotic expression for 
U(n), i.e., 
(3 .29) u(n) = 
2 1+j 1 
nj - n ( 1 + 3rl) + 2 log n + (J ( 1) , 
where the coefficient of n in parenthesis lies between 4 and 7, and 
its particular value depends on the subsequence of n chosen. For 
the subsequence 
( 3 . 30) 
22 i +l+l 
3 
we have j = 2 i + 1 and by ( 3 .28) 
( 3 .31) u(n) = 2n(i-1) + i + 2 . 
For the subsequence 
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( 3 .32) 
22 i+2_1 
3 
we have j = 2 i + 1 and by (3 .28) 
( 3 . 33) U(n) = n ( 2i -1 ) + i + 1. 
i=l, 2, .•• 
3 .4. Lower bounds for all procedures in the class 
First we want to find a lower bound J M (n) for the maximum 
ax 
number of comparisons needed for ranking n items under any procedure 
in the c l ass 9 . 
and then rank the 
For al l procedures in J we do the ordinary pairing 
[~ ] winners (or larger items) by the same procedure. 
2 
Le t the winners be denoted by x2 ~ x4 ~ x6 ~·· ·· Denot e the 
corresponding losers by x 1, x3, x 5, ... and insert them in that order. 
Then x2 i +l has 2 i + 1 different places (or spaces) in which it 
can go and hence we are left with 1• 3•5• ••• ·(2k-1) or 1· 3 · 5 · ••• ·(2k+l ) 
s t ates of na ture depend i ng on whet her n = 2k or n = 2k + 1, 
respectively . We define JMax(n) by the r ecursive rela tions 
k + JMax(k) + {H( 3 •5•, •• •(2k- 1)} 
( 3 . 34) 
k + JM (k) + {H( 3 · 5• ••• ·(2k+l)) } 
ax 
and the boundary condition JMax( l ) = O. 
The values of JMax(n ) can now be cal culated wi th the help of 
( 1 .5), and they are given in Table 1 below, 
Since {H(n! )} is a l ower bound for any procedure, JMax (n ) is 
a lower bound for procedures in J and LMax(n ~j ) 
can be achieved, we have for any procedure like ~J 
( 3 . 35) 
- 45 -
is the best tha t 
( ..... ~ ) 
_._ ...... -::,·:·-; 
·'I 
.,-.. 
' . .," •-1 ~ • ! " 
••• (-::-:+·:·)) 
. -t ···-·'·) 
•. ,., ( l ..• .  . ... ·.· . ( ;:-; ;,: - ·;- ) ~ 




. ~ .,_, "'-~ 
.. ~=~ .~ ... .,--:. •• 
.:. 
. '-(,..·;. ;...: . 
----------'---·-- .. -- -· -. -·----··-··. ------· ·-·-·-··• 
•. '• • i,tJt•, ~·_;: ... ;::o:~~~ .f;'ti·z . f_ 0.f.. ·• - : J).;:_Q,"'7 ~:;~· ;· •. .._- "::: • , .: I -:- .r:" ~- • .::~~ ..-.~ ·-':•• l 
( · r~(rr) 
-- . 
= :,.,.(·:-:·_-Y) -1-
---: .. , . .. . ·,-
·• - -~~- ·.- ,L 
c. - :n = = .. _ ..... f:.,._.·. 




-· f -:;_,~. 
' ...... -~ ' ; . ~.; 
If u(n) = JMax(n) for some n then ¾J is M-optimal in 4 for 0 
that particular value (or those values ) of n. Table 1 shows that 
~J is M-optimal in J for many values of n including the ones 
for whi ch '¾-J is M-optimal among a ll procedures. For example 
¾,J is M-optimal in 1 (but not necessarily among al l procedures) 
0 
for n = 12 , 13 , 14 , 17 etc. 
Table 1 
n 12 13 14 15 16 17 18 19 20 21 22 23 24 2 5 
u(n) 30 34 38 42 46 50 54 58 62 66 71 76 81 86 
JM (n) 30 34 38 41 45 50 54 58 62 66 71 76 81 85 ax 
{H(n!)} 29 33 37 41 45 49 53 57 62 66 70 75 80 84 
(For n < 11, we f ind that U(n ) = JM (n) = {H(n! ) }.) 
~ ax 
At the end of this section an explicit expression for JMax(n) 
and the subsequence n. = 2 j-l is found using recursive relations 
J 
( 3 . 34 ) and the boundary condition fo l lowing ( 3. 34 ). 
Now considering the E-optimal problem f or the class j , we find 
a lower bound J(n) for the expected number of comparisons over all 
procedures in j . Corresponding to ( 3. 34) we now have 
( 3 . 36) 
) J(2k ) = k + J(k) + H( 3 · 5 · • . • •(2k-l )) 
L J(2k+l) = k + J(k) + H( 3 · 5 · ..• ·(2k+l ) ) 
with the boundary condition J(l) = O. 
By a similar argument to that used f or (3 . 35 ) we have 
( 3. 37 ) H(n! ) ~ J(n) ~ L(nlJ ) ~ F(n) 
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where F(n) = A(nl¾3 ). 
In Tabl e 2 below few values of J(n), derived from ( 3 . 36) are 
given. The values of F(n) were calculated using the definition of 
¾J in [5 ] and are the same values that appear in (16] . 
Table 2 
n 2 3 4 5 6 7 8 9 
F(n ) 1 2 g 3 
4 g 
3 









J(n) 1 2 g 3 
4 g 
3 









H(n~) 1 2 g 3 
4g 
3 
6 14 15 9 
26 
45 12 ll8 315 15 ll8 315 
18 1574 
2835 
(Values of F(n) for n = 10 , 11 , ••• , 16 are given in Table 4 below.) 
If F(n ) = J(n) for some value(s) of n then i s E-optimal 
in the class j for those particular value (s) . In Section (1. 2 ) 
we pointed out that ¾J is not E-optimal among all procedures since 
we had a count er- examp l e for n = 6 . In fact the t ab l e in [16-Section 5] 
shows that there are several other procedures with smal l er expectation 
than F(n? for n < 10. We now show, in addition, that ¾J is not 
E-optimal in the c l ass J . The tree of Fig . 4 r epresents a procedure 
of J that is E-opt i mal in j- for n = 7; it has expectation 
141 144 
12 + 315 < F(7) = 12 + 315 • 
For n = 7 a ll the procedures in j start with ordi nary pairing 
and ranking of the larger items which requires an average of 
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A continuation which l eads to a procedure that is in j is given 
below in Fig. 4. 
Fig. 4. A continuation that is E- optimal in J-. 
Now we want to find explicit expressions for JMax(n) and J(n) 
using recursive relations ( 3 . 34) and ( 3 . 36) respectively. It will be 
clear that ( 3 . 34) and ( 3 . 36) are special cases of the recursive formu l a 
( 3 . 39) below. 
Define 6 by 
X 
(3 . 38) 6 = the largest odd integer not smaller than n. 
X 
Consider for any function t with f( l ) = 0 the recursive relation 
( 3 . 39) 
and boundary condition 1(1) = O. We note that if f( o) = (H( 3 · 5·, •• • 6 )} 
n n 
then ( 3 . 39) reduces to ( 3 . 34), and if f( o ) = H( 3 · 5 • ••. · 6 ) then 
n n 
(3 . 39) reduces to (3 . 36). Hence JMax(n) and J(n) can be found from r (n). 
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To solve (3. 39) for I(n) we need to show that 




We show (3.40) using induction on j. For j = 1 (3.40) is trivia l. 
It remains to show that 
(3.41) l [ n ]] = [- -.-1 2 J-2 
n [-.]. 
2 J 
Case 1. n < 2j, i.e., j > [ log n] then the RHS of (3.41) is 
equal to zero. Since n 0< -.-1 <2 
- 2 J-_ 
(3.42) 0 < .!. [~] < 1 
- 2 J - 1 2 
then n 0 < [-. -1 ) < 2 and hence J-2 
which shows that the LHS of (3.41) is also zero in this case. 
Case 2. n ~ 2j, i.e., j ~ [ log n] • 
integers S and e: be defined such that 
Let non-negative 
(3.43 ) n = S2j + e: 0 < e: < 2j. 
Then for the RHS of (3.41) we have [ E...,.] 
2 J 




2~ ~ ;_l < 2(~+1) . 
2 
1 n S < -2 [-. -1 ] < S + 1 
- J-2 
j 
S2 +e:J = s. 
= [ j 
2 
which implies S = [½[ ;_1]]. Thus ( 3.41) is true. 
2 
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n [-] + 2j 
[log n]-1 f(A ). 
_r [~] 
J=O 2J 
Using (1.46) and the fact that Ax= A[x] we have 
[log n]-1 
(3.47) I(n) = n - a+ I: f(A ) 
·o n J= -. 
2] 
where a is the number of l's in the binary expansion of n. 
Letting f(An ) = {H(3·5• ••• ;~n)) in (3.47) we obtain 
2j 2j 
(3.48) JMax ( n) = n - a + [log ~J-l{H(3•5•,,,•A!!,_)}, 
j=O 2j 
and letting f(A ) = H(3•5• ••• ·A ) in (3.47) we obtain 
n n 
2j 2j 
(3.49) J(n) = n - a + [log n]-1 H(3·B· ••• ·An ). 
E -. j=O 2J 
In particular for the subsequence 
and hence 






JMax(~) = ~-l + I: {H(3•5· ••• •(2k-j_l)} 
j=O 
k-1 
J(~) = ~-1 + E H(3•5• ••• •(2k-j_l)). 
j=O 
Finally we note that 
(3.52) JMax(~ -1) = JMax(~) - k - 1 
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(3. 53 ) 
3.5. Recursive relations for F(n) = A(nl~3l. 
After ordinary pairing and semi-induction for [~] l arger items 
we are left with one of the two configurations (a) or (b) in Fig. 5, 
depending upon whether n = 2k or n = 2k + 1 respectively • 
(a) • 
(b) • 0 
Fig. 5 
Let the order of insertion of the items with indices 3, 5, ... , 
according to the ¾J procedure g iven in [5 ], be 1, 2 , 3, ... , 
respectively. For convenience we denote the item to be inserted first 
by y 1 , the next one to be inserted by y2 , etc., and the last to be 
inserted by For example, if n = 15, then the items to be 
inserted are and the order of insertion under 
+ 1, 
is x 5
, x3, x9 , x7 , x15, x13, x11 ; hence y1 = x 5, y2 = x 3, ... , y7 = x 11 • 
Let e (a) be the expected number of comparisons needed for the 
n 




::·:~·~.~~·f-:r(~-r-~ ·· o:G. 
;_r:(_:.). 
,..-:;. __ .. ·. 
• _.:·_J :.c_-· ., ··~'"' .. _;. 
((:-,) ; . 
\ 





-~·; ~ ? 










-..-.- . -:.. . 
,--i·::.-:-
J i7)' 
,, ,_ ··-~- -~ ,'} ,·~ 
.: .,.-
- ,:) .- -
= 
= ~., .... 
__:...:.__;. 
- ;.:r-j~ .. 
,;,_ . . . ~ 
(<·). .•·,;·: . 
. c-
\. __ .. , 
:;j ..! 1 ·- \_._. ·-·-::-.. -~ i-<-~ ';: ._:. 








and F(l) = O. 
The values of e {ex) for small ex are easy to compute but 
n 
for large n {say n >·16) and large ex {say ex> 7) the calculations 
are tedious. For example, we have for n = 8 
1 4 
e8{1) = H(4), e8{2) = 5 H(3) + 5 H(4) and e8{3) = H(7) 
where H{n) is given by (1.5). To see this we consider the con-
figuration 
xl x2 X4 x6 x8 
• 
·77 
Y2 Y1 ( 
It is clear that e8{1) = H(4) which is the expected number of 
comparisons needed for insertion of y1 into the chain x1 < x2 < x4 
under the RS procedure. 
3•7 1) ( ) 
3.5e 7 = 5 then H 3 
If x4 < y1 {an event with probability 
is the expected number of comparisons for 
insertion of y2 in the chain x 1 < x2 • If y1 < x4 (an event with 
3.4.7 = ~) (4) probability 3•5•7 5 then H comparisons ia the average needed 
for insertion of y2 in the chain of 3 items x1 , x2 and y1 already 
ranked. Finally we need an average of H(7) for inserting y
3 
in 
the chain of 6 items x1 , x2 , x4 , x6, y1 , y2 already ranked. In a 
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Define an integral valued function j = j(n) for n > 2 by 
2t. < n < 2t. 1 J - J+ 
where t. is given by (3.3 ). It is not difficult to see that for 
J 




e (a)= e 1(a) ; n n-
1 <a< t.-1 and all n 
- J 
e (a) = e 1(a). n n+ 
Using (3.57) and (3.58) it follows from (3.54) that for k > 1 
k k-1 
(3.59) [
F(2k+l) - F(2k) = ~ e2k+l(a) - a=;. 
F(2k) - F(2k-1) = ~:jF{k) - F{k-1) J 
where for convenience we set for t. > k - 1 
J 
(3.59a) 
Here the boundary conditions for F are 
(3.60) F(l) = F(O) = O. 
The values of F(n) for 2 ~ n ~ 9 are given in Table 2, Section (3.4). 
The following values of e (a) 
n 
are needed to extend Table 2 for 
10 < n < 16. Since 
we have j = 3 and 
2t3 = 10 and 2t4 = 22, then for all n = 10,11, ••• , 16 
t. = 5. 
J 
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e11 ( 5) = H(ll) = e12 ( 5) 
( 3 . 61) 
e 13( 5) = H(12) = e 14( 5) , e 13 (6) = i3 H(l l ) + i~ H( 12) = e14(6) 
1 14 
e15(5) = H(13), e15(6) = l5 H(12 ) + l5 H(13) 
3 12 · 2 12 12. 13 
e1 5C7 ) = 13 ·15 H(ll ) + (13 ·15 + 13 •15) H(l2 ) + 13 ·15 H( l 3). 
Table 3 
Expected number of comparisons under the ~J procedure 
{continuation of Table 2 above) 
10 11 12 13 14 15 16 
21 268 25 1373 218 32 37904 36 31469 40 29418 44 29418 
315 34b5 29 34b5 45045 45045 4504 5 45045 
Now we want to obtain more specific results about e (a). 
n 
For 
n = 2k (with 2t. < n < 2t. 1) the diagram, after the 1st and 2nd step J J+ 
of ¾-J procedure , is: 
xl x2 X4 x6 X X 
(a) 
x2k 2t. 2 t .+2 X 
J J 
• 
·7 7 r'/' 1· ,. I I 7 '7 I I T r 
Y2 yl y yk- 1 Ya Yt. t. 1 J - J 
For every a such that 
larger than y and let Q' 
t. < Q' < k- 1 let x (a) be the item directly 
J 
N(x(a)) denote the number of items f rom 
the se t (yt , y t 1 , ••• , yQ'_1 } tha t are smaller than x(a). Define . .+ 
J J 
( 3 . 62) 
A = 0 , 1, 2 , ••. , Q' - t . • For convenience let 
J Q'- t. 
L J pA(a , 2k ) = 1 
bO 
for all Q' with 
Q'-t. 
J 
t. < a < k-1. 
J - -
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Similarly for n = 2k + 1 ( with 2t . < n < 2 t . 1) the diagram is J J+ 







A • J I I l I/ r I I ~ • I I 7 / I I 
• J y t. yk YS · y t .+l 
Y2 Y1 J - 1 J 
For every t. < S < k let x(S ) be the item directly larger than 
J -
YS and let N(x(S)) denote the number of items from the se t 
(y t.' 
J 
Yt.+1••••, Ys_1 } that are smaller than x(S) . 
J 
Def ine 
(3.64) pv( S, 2k+l ) = Prob (N(x(S )) = vl "¾,J} 
v = o, 1, ••. , S-t .• 
S-t . J 
~ JP (S, 2k+l ) = 1 
V=O v 
For convenience let p0 ( tj, 2k+l) = 1. 








In ( 3 . 61) few values of e2k(a) and e2k+l (S ) are given. Substituting 
(3 ,63) and ( 3 . 65) in ( 3. 59) and l etting a - A = i and S - v = m we 
obtain 
k k 
F(2k+l ) - F(2k) = ~ ( I: PS (S, 2k+l))H(2t. + k + 1 - m) 
m=t . S=m - m J 
J 
k-1 k-1 
(3. 66) - I: ( ~ p . (a, 2k ))H(2t. + k - i ) 
. . a - i J i = t .a =i 
J 
F(2k ) - F( 2k- 1) = 1 + F(k) - F(k- 1) . 
Since F(2k+l ) - F(2k ) is not a s imple expression it i s useful to 
obtain bounds for it. Since H(x ) is an increasing function of x 
it follows from ( 3 . 63) and ( 3 . 65) that 
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( 3:~68) H{2tj + k - S + 1) ~ e2k+l(S) ~ H{tj + k + 1). 
Using (3.67) and (3.68) we obtain from {3.59) 
k 
(3.69) E H{2t. + k - S + 1) - (k - t.)H(t. + k) < F{2k + 1) ~ F(2k) 
S=t. J J J -
J 
k-1 
< {k + 1 - t.)H{t. + k + 1) - E H{2t. + k - a). 
- J J Q'=t. J 
J 
It is interesting to note that from the definition of ¾J procedure 
(3.70) F{n + 1) - F{n) = H(n + 1) provided n = 2t .• 
J 
The relation (3. 70) is also implied by (3.69); because for n = 2t., 
J 
i.e., k = t., both lower and upper sides of (3.69) are equal to 
J 
H(2t. + 1) and hence (3.70) follows. Hence the bounds in (3.69) 
J 
can ·not be impr_oved. 
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APPENDIX 
Remarks on Trees Considered in the Text 
For all of our trees (in particular, for the tree in Fig. 2 ) 
the symbol H(m) at the end of a branch at any level means that 
there is a s imple continuation of that branch which r equires H(m) 
additional comparisons on the average, where H(m) is given by (1. 5). 
In this simpl e continuation we have to rank 1 item among m - 1 items 
already ranked, and the procedure used for this purpose is RS described 
in Section (2.1). In Chapter 2 is proved that RS is an E-optimal 
(M-optimal) continuation and it requires H(m) comparisons in average 
(maximum of [H(m)} comparisons ). For example, the continuation 
H(5) for the branch marked(*) in Fig • . 2 is given in Fig. (A.1) below. 
For this H( 5)-situation we have the diagram 





which indicates that 
and ao:\d the continuation: 
Fig. (A.1). Continua tion of the branch marked(* ) in Fig. 2 . 
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• 
The parenthetical 1 ( 315 cases) ' at the root of t he tree in 
Fig . 2 is the number of permutations of 7 items 
consis t ent with the conditions 
xl < x2 < x4, x 3 < x4, x 5 < x6, 
which can also be r epr esent ed by the diagram A. 2. 
~7 
A. 2 
x.(i = 1, 2 , ••• , 7) 
1. 
The diagram A.2 indicates the results of complete pairing of 7 items. 
Other numbers at different s t ages have a similar meaning, i~e., they 
represent the number of permutations of 7 items sub j ect to the 
inequalities known at that stage. 
The word ' same ' written at the end of some branches means that 
the continuation of that branch is essentially (except for the re-
naming of some i t ems) the same as the continuation of the branch on the 
same level and the same structure (diagram), and consequently with 
the same number of cases . 
The numbers in a circle, whi ch appear only when they are non-zero, 
indicates t he number of powers of 2 between two numbers accompanying 
the arrows . For examp l e, the encirc l ed number (D between the arrows 
accompanying the partition ( 84 , 63 ) indicates that there is exactly 
one power of 2 (namely 26 = 64 ) between 84 and 63 . The partition 
(84, 63) is the result of the x
3 
vs. x2 comparison which divides 
the 147 states of nature into 2 sets depending on whether x
3 
< x2 or 
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To compute the expected length of the tree in Fig. 2 we use a 
simple formula due to Sobel (see ( 6 .13) in [16]) , putting in 3 for the 
number of noise units and using (1. 5) . This formula gives for any 
tree T the expected l ength E(L IT) 
(A. 3) E(LIT) = H(m) U 3 12 1 + i = 315 + 315 = 8 + 315 
where m is the number of cases at the root of the tree. Finally, 
since we made 4 comparisons prior to the tree in Fig. 2 , the expected 
number of comparisons for ranking 7 items according to the procedure R1 
is 
(A. 4) ~l A(7 IR1) = 12 + 315 ° 
The introduction of H(m)-situation greatly simplifies a tree . 
For example, with this notation the tree in Fig. 1 takes the s imple 
form 
x 1 vs. x 3 
( 6 cases ) l ~ 
H( 3) H( 3 ) 
and by ( 1, 5) and (A, 3) with U = 0 and m = 6 the expected l eng th 
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