We investigate a short-term memory formation mechanism in a nonlinear dynamical system with many degrees of freedom. The duration of these memories increases as the number of degrees of freedom in the system is increased, and some properties of the memory evolution display scaling behavior. Previously observed self-organization in the long time behavior of this model is shown to be a remnant of this transient process. We present experiments on charge-density waves which we interpret in terms of this transient selforganization mechanism.
Deterministic nonlinear dynamical systems with many degrees of freedom can selforganize. Some of these systems are known to store a single memory, in that a locally defined, configuration-dependent quantity can take on a value which is controlled by varying parameters in the dynamical system. [1, 2] That permanent memory is a remnant of the richer transient process studied here. The system we consider encodes multiple memories during a long transient period, but in the limit of long times retains no more than two of them. Thus, eventually almost everything is forgotten.
We investigate the mechanism leading to the memory formation and disappearance and demonstrate: (1) The transient or short-term memory is exhibited by a system with two degrees of freedom, and becomes more robust as the number of degrees of freedom is increased. Consider a system of coupled maps defined by the equations:
where i, j are the particle indices, the sum is over nearest neighbors, τ is the time index, and int[z] is the largest integer less than or equal to z. These equations describe the time evolution of the positions x j of N particles in a deep periodic potential, with nearest neighbor particles connected by identical weak springs of spring constant k ≪ 1 in the presence of force impulses of magnitude (1 − A τ ). [1, 5] For the case where A τ = A is τ -independent, the one-dimensional version of this system is the same as that studied in Refs. [1, 2] (see also
Ref. [5] ). Here, we consider A's which repeatedly cycle through M different values and also A. Levine et al. 3 examine the model in higher dimensions.
The self-organization that occurs as these maps are iterated is manifest in the discrete curvature variables introduced in Ref [2] , c j (τ ) = k i (nn) (x i (τ ) − x j (τ )), which obey: Figure 1 shows the evolution of a two-dimensional 100 × 100 system with periodic boundary conditions and k = 0.0001, using a repeated cycle of the five values A = However, during a transient period all the memories are encoded to a similar degree.
In order to gain further insight into the origin of these transient memories, we examine a one-dimensional system with a boundary condition where one end is attached by a spring to the point x = 0 and the other end is free: Figure 2 shows the curvature variables c j (τ ) versus time τ for a system with two values of A τ for a system with N = 2 (the smallest system that exhibits transient memory formation) and for a system with N = 10. Both systems were started with the initial condition x j (τ = 0) = 0 for all j. Here, in the limit τ → ∞, all curvatures take on a value whose fractional part is the maximum value of (frac(A τ )), so that only one memory (rather than two as in the model with periodic boundary conditions) is encoded at the fixed point. However, during fixed points of the map have the property that x j (τ + 1) = x j (τ ) + Q for every j, where Q is a j-independent integer, at the fixed point one must have:
for every j. The observed accumulation of c's with frac(c) = frac(A) implies that the quantity in brackets is approximately an integer. This means that each degree of freedom is, with high probability, at the edge of its stable range; it has moved from a region of instability until it has just reached a stable configuration. Thus, the presence of the memory means that the system is selecting a minimally stable configuration among the possible fixed points.
For M > 1, we observe numerically that the fixed point configuration is invariant to each pulse in the sequence, so that Eq. (4) holds for every value of A in the sequence. This condition is most stringent for those A's whose fractional parts are closest to 0 and 1, which are indeed the memories that are retained in the limit of long times as seen in Figure 1 . [9] Thus, the permanent memories present at long times are consistent with minimally stable fixed point selection. However, the transient memories cannot be understood in these terms.
By looking at Figure 2 , one can develop intuition about the formation of the transient memories. At the start, each impulse causes each x j to increment by the same amount, and only the spring near the "nail" is stretched. At first both impulses will stretch this spring by their integer values. However, as time goes on the spring force grows and impedes the forward motion so that the impulse with the smaller fractional part, A 1 , will eventually reach a point where it cannot move to the next higher integer. (At this point, the spring force is not enough to change the action of A 2 , the impulse with the larger fractional part.)
The second string will then start to stretch. This stretching of the second spring will, on the next iteration, give just enough added force to restore the first spring to its initial motion for both impulses. In this simplest of cases, at this point the second spring will stretch on every alternate application of the impulse A 1 . This will continue until the second spring is stretched enough so that it, too, hangs up at the impulse A 1 . This, in turn, starts the stretching of the third spring, etc. A memory for A 1 is created whenever one of the springs hangs up at the application of that impulse since at that point the local curvature is just A. Levine et al.
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the fractional part of A 1 . This can be seen by realizing that the curvature force must just cancel the fractional part of A 1 so that the total impulse is close to an integral value. A similar analysis holds for all the other impulses A τ that are applied. As time progresses, the springs are pulled more and more taut and they get hung up at all the different possible memories that are being entrained.
In each of the "plateaus" indicating a memory in Figure 2 , the lines are not completely flat but, on very close examination, show a minute serration with amplitude ∝ k. These serrations are the manifestation of the alternating motions of the springs just discussed. The dynamics of these serrations is the mechanism via which the transient memories eventually
disappear. This will be discussed elsewhere.
The selection of the minimally stable configuration is best viewed as a remnant of a transient dynamical organization mechanism. We say this not only because at intermediate times the transient and permanent memories are of comparable strength (see fig. 1 ), but also because the M = 1 case can be incorporated into a consistent scaling picture of the system's behavior as the number of memories M is changed.
We exhibit the scaling with M using one-dimensional systems with the fixed-end boundary condition, Eq. To characterize the effects of increasing the system size on the capacity and retention A. Levine et al.
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time of the system, we use our numerical observation that the large scale features of the evolution (though of course not the memory formation itself) are captured accurately by a linearized map:
obtained by eliminating the int functions in Eq. (2). This is just a discretized diffusion equation. In fact, for all parameter values, boundary conditions, and initial conditions investigated, the difference between the configurations of Eqs. (2) and (5) is less than unity for every j and τ . When τ ≫ 1/k, long-wavelength modes dominate and the time evolution of the linearized map Eq. (5) is well-described by:
where c(q, τ = 0) is the spatial Fourier transform of the initial condition c j (τ = 0).
We use the linearized map to characterize the time scales on which the memories appear.
Noting that the memories cannot form unless the curvature of the curvature is ∼ < 1/M, one finds that τ onset ∼ c 0 /k, where c 0 is a typical value of c(q, τ = 0), independent of the size of the system. The transient memories disappear because eventually the range of curvatures becomes too small, c max −c min ∼ 1. Since the longest wavelength mode decays most slowly, it dominates the evolution at long time. This leads to the estimate τ f orget ∼
where L is the size of the system. Our numerical observations (including those displayed in figures 1-3) are all consistent with these estimates for the onset and disappearance of the memories. [10] As the time progresses, the system is deterministically driven towards the fixed point where each of the individual degrees of freedom is stable. Once this point is reached, it is impossible to go backward and retrieve the short-term memories; each of the variables is already stable at the memory with the largest fractional value of A. However, it is possible to keep the memories from decaying if noise is added to the system. For example, in the case of Figures 2 and 3 , if the position of the fixed boundary were to move slowly but randomly with time, then there would always be the possibility of creating new memories and the short-term memories could be saved. Noise would then lead to the retention of memories.
A. Levine et al. 7 This may be important for understanding the experiments on charge density wave systems described below.
When a train of identical current pulses is applied to a charge-density waves (CDW), it eventually arranges itself so that for any length pulse the CDW voltage decreases just as the pulse ends. [6, 7] Why this is a manifestation of single-memory encoding is discussed in detail in Refs. [1, 5, 11] .
To investigate whether a CDW can encode multiple memories, we observe its voltage response to a repeating sequence of current pulses. If memories are encoded, the voltage should fall at the end of each pulse in the sequence. Figure 4 shows the results of training a sample of NbSe 3 using four pulse sequences. 25 different four-pulse sequences were investigated; the voltage response had negative slope for 85% of the sequences and positive slope for only 5%. (Assuming that the CDW learned only one pulse and finished the other three randomly would lead to the probability of this observation being < 10 −13 .)
Multiple pulse duration memory effect was only observed in samples which had one or two additional silver paint strips, approximately 100 µm in width, attached to the crystal between the contacts, leading to an inhomogeneous current profile along the length of the crystal. For samples which did not have additional silver paint strips, the learning rate was greatly reduced. We speculate that the inhomogeneous current injection induces phase slip, [13] which "stirs up" the system enough so that it does not "forget" the transient memories as discussed above.
As with the single pulse duration memory effect, not all samples exhibit the ability to "learn". Only two out of the three samples we investigated with extra silver paint strips exhibited an enhanced multiple memory effect. This irreproducibility is not understood but may arise from ill-characterized noise processes.
It is useful to compare the memory mechanism described here to those of other dynamical systems. For example, the "Hopfield memory" [14] [15] [16] [17] is a dynamical system with parameters that have been adjusted so that particular configurations, which encode the desired patterns, minimize an energy functional. The information is encoded in the longtime dynamics, and there is no intrinsic "forgetting" mechanism. Moreover, changing the remembered value requires nontrivial adjustment of the microscopic couplings of the model.
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In the CDW system studied here, the control parameter (pulse size) is easily varied in the laboratory, and the self-organization is exhibited via standard transport measurements.
One avenue for further investigation is to characterize better the effects of noise, which, as discussed above, probably plays an important role in the CDW experiments. Another is to try to identify systems that can memorize and distinguish values of A which differ by integers; the information contained in the maps studied here is limited, since only the fractional parts of the A's are encoded. This question is part of the larger issue of determining the extent of the class of nonlinear dynamical systems in which transient memories can occur.
In summary, we have explored, in several dimensions, a nonlinear dynamical system with many degrees of freedom which exhibits both permanent and short-term memory formation, and demonstrated that sliding charge-density waves display behavior that can be interpreted naturally in terms of this phenomenon.
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