In current studies of mean-field quantum spin systems, much attention is placed on the calculation of the ground-state energy and the excitation gap, especially the latter which plays an important role in quantum annealing. In pure systems, the finite gap can be obtained by various existing methods such as the Holstein-Primakoff transform, while the tunneling splitting at firstorder phase transitions has also been studied in detail using instantons in many previous works.
I. INTRODUCTION
The study of quantum spin systems is currently receiving much attention in various fields such as quantum annealing 1-3 , quantum spin liquids 4, 5 , and machine learning 6 . The calculation of the partition function via the path integral is one of the major approaches for analyzing such systems. One early formulation is the spin coherent state path integral [7] [8] [9] of which the semiclassical propagator incorporating the Solari-Kochetov phase has been derived by various authors 10, 11 and applied to isolated spins and homogeneous systems 12 .
For many-body systems, the spin-spin interactions are usually decoupled by introducing auxiliary Hubbard-Stratonovich fields, reducing the calculation of the path integral to that of the trace of a time-ordered exponential of an effective single-body Hamiltonian [13] [14] [15] [16] [17] [18] [19] . One development involves the treatment of the single-spin trace using Lie-algebraic methods.
Galitski formulated the trace in terms of the time evolution of a density matrix on a Lie group and solved the operator equation of motion for a number of Lie algebras 18 . Ringel and Gritsev pointed out that the product of time-ordered exponentials is equivalent to an ordinary product of exponentials where the time-orderedness has been 'disentangled' 19 . They showed that the disentangling conditions take the form of the Riccati equation, and applied their method to the one-dimensional Ising chain and an atom interacting with a photonic waveguide. On the numerical front, efficient quantum Monte Carlo algorithms have also been developed catering to both short-range lattice systems 20 as well as mean-field type models 21, 22 .
In a recent development, the effects of disorder in quantum spin models is studied by
Knysh via the partition function of the two-pattern Gaussian Hopfield model 2 . By transforming to the instantaneous adiabatic representation, the author recasts a many-body path integral into an equivalent single-body one where the effective Lagrangian describes an ordinary quantum mechanical particle with the familiar kinetic and potential energy terms. An interesting insight gained from this reformulation is that the complexities of the original disordered many-body problem are now compactly summarized in form of a random potential, and one can solve the one-particle quantum mechanical problem instead of computing the partition function. With this approach, the author is able to compute the energy spectrum describing the quantum annealing of large-size systems with specific realizations of disorder.
In addition to the partition function, another important quantity in the study of quantum spin systems is the energy gap between the ground and first-excited states.
In one-dimensional systems, the gap can usually be obtained using the Jordan-Wigner transform 23, 24 . Garg et al. computed the instanton approximation of the spin coherent state path integral and obtained the tunneling splitting of the Lipkin-Meshkov-Glick model and the molecular magnetic Fe 8 in a transverse field 12 . For certain so-called integrable systems, the operator-based approach combining the Holstein-Primakoff transform and continuous unitary transformations has been used to obtain the 1/N expansion of the energy gap 25, 26 .
In quantum annealing, much attention has been paid to the finite-size scaling of the gap at a phase transition point as the annealing success rate depends on the minimum gap along the annealing trajectory 27, 28 . In a detailed study of the ferromagnetic p-spin model, Jörg et al. calculated both the finite and closing gaps numerically as well as analytically using various methods such as Rayleigh-Schrödinger perturbation theory and instantons 16 .
A similar approach was recently used and extended to finite temperature in the study of quantum annealing correction by Matsuura et al. 3 . In disordered systems, the calculation of the gap is complicated by the presence of quenched random variables in the Hamiltonian.
In exact numerical studies, the full Hamiltonian matrix is diagonalized and hence results are limited to small system sizes [29] [30] [31] [32] . The tunneling splitting in the quantum random energy model has also been obtained by first averaging over the disorder using the replica trick and then applying instanton calculus to the disorder-averaged static free energy 30 . In actual applications of quantum annealing, however, the gap always depends on specific realizations of disorder. The gap of individual realizations has been calculated by Young et al. in the context of the quantum exact cover problem using quantum Monte Carlo simulations 21, 22 .
The statistical properties of small energy gaps in the glassy phase of disordered systems and the implications for quantum annealing has also been examined recently by Knysh using the random potential formulation reviewed above 2 .
In this work, we focus on a particular group of mean-field models where the inter-spin interactions can be expressed in the form ( i x i σ i ) l where σ i is the state of the ith spin, l is a positive integer, and x i are parameters of the system. Although this consists of only a small subgroup of possible spin Hamiltonians, it still covers a reasonable range of ordered 3, 16, 17, 33, 34 and disordered 2,15,35 models, some of interest in studies of quantum annealing. We follow the popular approach of treating the partition function, first using the Suzuki-Trotter decomposition to perform a mapping onto a classical model with an additional 'time' dimension, and then introducing auxiliary fields to decouple the inter-spin interactions. The path integral of the partition function Z then takes a general form
where β is the inverse temperature, N is the total number of spins, and F [m(t)] is a functional of the auxiliary field m(t) introduced to decouple the interactions ( i x i σ i ) l . The timedependent m(t) also serves as the path and is sometimes interpreted as an order parameter (e.g. magnetization). Dm(t) denotes summing over all possible paths. F [m(t)] contains T , the trace of the time-ordered exponential of the effective Hamiltonian H eff involving variables of a single spin. Denoting discretized time as κ, 18, 19 . These works, however, have focused mainly on lattice systems where the dimension of the auxiliary fields is same as the total number of spins, and the path integration is different from the mean-field models we consider here. For Eq. (1), when studying equilibrium thermodynamic properties, one usually makes the so-called static approximation that m(t) is constant in time 3, [15] [16] [17] 35 . T and F becomes time-independent, and Eq. (1) is evaluated using the method of steepest descent.
In the static approximation, only the leading extensive (i.e. ∝ N ) contribution to the integral Eq. (1) is retained while higher-order terms are neglected. To illustrate, consider the infinite-range ferromagnetic Ising model in a transverse field given by the Hamiltonian
where σ µ i (µ = x, y, z) is the µ-direction Pauli matrix of the ith spin, and J and Γ are, respectively, the strengths of the ferromagnetic coupling and the transverse field. The ground-state energy E 0 is obtained from Z via the relation,
We computed the exact ground-state energy of Eq. (3) by numerical diagonalization, and the free energy by substituting the static approximation of Z into Eq. (4). The difference between the two is shown in Fig. 1(a) for several N . We see that the error is of order N 0 and quite significant. To go beyond the free energy, it is necessary to calculate higher-order terms in the N −1 expansion of E 0 . Improving upon the order N 1 accuracy of static approximation is also important when dealing with the energy gap. As the gap arises from the excitation of just a few spins, its magnitude is of order N 0 or even smaller, so static approximation is too coarse to evaluate even the leading order of the gap. To illustrate again, we computed the energy gap of Eq. (3) numerically for various N and the results are shown in Fig. 1(b). It is seen from the scale of the vertical axis that the size of the gap is of the same order of magnitude as the error between E 0 and the free energy shown in Fig. 1(a) . Apart from resolving the gap, terms in the higher-order expansion of the path integral have other applications. For instance, the coefficient of the N −1 term in the expansion of E 0 contains information about entanglement and is related to the scaling exponents of the correlation functions of finite-size systems 25, 26 . In disordered mean-field systems, the landscape of the effective potential energy is rugged on an energy scale with magnitude N 0 , so one needs to go beyond the static approximation to be able to resolve small energy gaps within the spin glass phase 2 .
In this paper, we consider the path integral of mean-field quantum spin systems where the functional F in Eq. (1) is formulated in terms of the single-spin trace T given by Eq.
(2). Our work has two objectives. The first is to improve upon the static approximation of Z by incorporating dynamical fluctuations into the paths as
where the static part m s is weakly perturbed by the dynamical part m d (t) and λ = 1/ √ N is the strength of perturbation. One difficulty with incorporating Eq. (5) is that substituting it into the trace T , the expansion in powers of λ is not straightforward. We propose mapping
T onto a time-dependent ordinary differential equation governing the evolution of the state of a single spin. Consider
where the spin state |ψ(t) is a two-component spinor at time t. The infinite product in Eq. To this end, recall that
where we assume that the energy levels are non-degenerate. Consider another function Z Q defined as
where Q is an appropriate operator to be defined shortly. Suppose a Q can be found such that E 0 |Q|E 0 = 1 = − E 1 |Q|E 1 ; subtracting Eq. (9) from (8), the leading term e −βE 0 disappears and one gets
From Eq. (10), the gap is obtained from E 1 − E 0 . The right hand side of the relation is to be evaluated using the dynamical path integral approach described earlier.
The above is a specific case of our proposed strategy for formulating the energy gap in a way amenable to path integral treatments. More generally, one considers
where Q and f are operator and function that are to be chosen such that the coefficient f 0 (Q) vanishes while f 1 (Q) remains non-zero, making e −βE 1 instead of e −βE 0 the leading term. The choice of Q and f are system dependent, but one can make guesses based on the symmetry of the model. For concreteness, consider the choice of Q in Eq. (9) for the ferromagnetic model Eq. (3). The model displays overall spin-flip symmetry, and we can let Q be the parity operator
As Q commutes with H, the two lowest energy levels are parity eigenstates: Q|E 0 = |E 0 and Q|E 1 = −|E 1 . Eq. (10) is therefore applicable to the model Eq. (3). One limitation of Eq. (10), however, is that the relation is applicable only in the paramagnetic phase of Eq. (3). In Sec. V, we propose a second relation which is applicable to the paramagnetic as well as the ferromagnetic phase.
In the following we first illustrate the ideas presented above using the ferromagnetic model Eq. (3). To demonstrate that our approach has broader applicability, we then apply parts of our methods to a disordered model, the Hopfield model in a transverse field 15 .
This model has recently received attention within the static approximation in the context of quantum annealing 35, 36 . A related system, the Gaussian Hopfield model, was recently examined beyond the static approximation by Knysh using a slightly different formulation 2 .
Although our results here are also obtainable by that of Knysh, as reviewed above, we follow a different formulation of the path integral. In our analysis of the Hopfield model, the physical quantities that we investigated are also slightly different. Some interesting features of disordered systems elucidated by Knysh that we recover in our work will be discussed.
The rest of the paper is organized as follows. In Sec. II, we derive the perturbative expansions of T and Z. Secs. III to V concern the ferromagnetic model. In Sec. III we calculate the N 0 and N −1 terms of E 0 . In Sec. IV we calculate Z Q and use Eq. (10) to obtain the energy gap in the paramagnetic phase. In Sec. V we derive a trace formula for E 0 + E 1 analogous to Eqs. (4) and (10) and use it to calculate the gap in both phases. Sec.
VI concerns the Hopfield model. After a presenting a careful treatment of disorder in the static approximation, the methods of Secs. II to IV are applied to calculate the ground-state energy and various energy gaps. Sec. VII discusses and concludes the paper.
II. PERTURBATIVE EXPANSIONS OF T AND Z
The path integral of Z is obtained via the Suzuki-Trotter decomposition
Resolutions of identity in the z-basis are inserted between each pair of exponentials to eval- 
where
is the trace of a single spin with effective Hamiltonian
and m(κ) is the order parameter (magnetization) introduced by the linearization at the κth Trotter slice, σ is an Ising variable taking values ±1, and |σ is the eigenvector of σ z with eigenvalue σ. In the limit M → ∞, Z takes the form of a path integral where one sums over all possible paths m(κ).
We first establish the relation between T and the differential equation Eq. (6). To advance |ψ(t) by an infinitesimal time step ∆t, we have
The solution of |ψ(t) at a later time t + M ∆t is obtained by consecutive application of Eq.
(17),
The product κ e H eff (t+κ∆t)∆t is known as the fundamental matrix of Eq. (6). In T , it
propagates the initial condition |σ(0) = |σ from t = 0 to t = 1,
To calculate T , we therefore need |σ(t) the solution of the eigenvectors of σ z at time t. Since
perturbation theory 37 can be used to obtain a perturbative expansion of |σ(t) ,
where |σ (r) (t) is the rth-order approximation of |σ(t) . Inserting Eq. (20) into (19), we
The derivations of |σ (r) (t) and T (r) are given in Appendix A. We now truncate T at the fourth order,
where 4th −→ denotes 'fourth-order approximation' and
where ε = (βΓ) 2 + (2βJm s ) 2 , α = 2βJms ε , and γ = − βΓ ε
. We have also introduced the notation
where s a (a ∈ {1, · · · , k}) is the sign of the exponent of e sa2εta and is either +, or 0, or −.
Inserting Eq. (23) into Eq. (14), Z becomes
where f s is the static free energy per spin given by Eq. (B2) and
and
To evaluate Eq. (30), expand m d (t) in Fourier series
Eq. (30) becomes gaussian
Performing the gaussian integrals and inserting Z into Eq. (4), we obtain
We first discuss the N 0 term. Inserting m s given by Eq. (B3), we have
In Fig 
In Fig. 2 In the ferromagnetic phase, all four terms contribute. z term in the ferromagnetic phase. Fig. 2(a) shows that the N −1 term diverges at the critical point. This can be understood by examining the rate at which the minimum point on the curves of E 0 − N f s in Fig. 1(a) converge towards the critical value of −2 at Γ = 2J as N increases. We found numerically that the difference between the critical and finite-N value decreases as N −0.33 . Upon multiplying by N , this decrease is turned into an increase that scales as N 0.67 , thereby accounting for the divergence.
IV. CALCULATION OF Z Q AND ENERGY GAP IN THE PARAMAGNETIC PHASE
In the Introduction we derived Eq. (10) and proposed applying it to the paramagnetic phase of Eq. (3) with Q given by Eq. (12) . To see that this could work, consider the ground and first excited-states when J is small. The former is
where all spins point along the positive x-direction. From first-order perturbation theory, the latter is
where |i is the state where the ith spin in |E 0 J=0 is flipped. |E 0 J=0 and |E 1 J=0 are both non-degenerate and have parity eigenvalues +1 and −1, respectively. As J increases beyond the perturbative regime, these eigenvalues must still remain the same because Q is conserved. The conditions for using Eq. (10) are therefore satisfied.
The path integral of Z Q has the same form as Z but with T replaced by
where one multiplies |σ(1) by σ x before taking the inner product. We truncate T Q at second-order,
where 2nd −→ denotes 'second-order approximation' and
are derived in the same manner as for T (r) . Z Q becomes
ln(−2γ sinh ε) and m s is given by Eq. (B3) in the limit β → ∞. In Eq.
(45), we have substituted m s = 0 in the paramagnetic phase.
The path integral is performed by expanding m d (t) as
where the boundary condition is m d (0) = −m d (1) and n sums over all positive and negative odd integers. Eq. (45) becomes
, n runs over the positive odd integers, and
). Performing the gaussian integrals, we get
Inserting Eq. (48) and
into the relation Eq. (10), we get
Subtracting away the second-order approximation of E 0 , we get
In Fig. 1(b) , Eq. (51) is plotted and compared with the results of numerical calculations.
In deriving Eq. (10), we have required that the ground and first excited-states be of opposite parity. From Fig. 1(b) , however, we see that E 0 and E 1 collapse together in the ferromagnetic phase, and the ground-state becomes doubly-degenerate and mixed in parity.
In particular, when Γ is small the ground-state is spanned by the two states
where the superscript ± labels the parity eigenvalues. From second-order perturbation theory, the first excited-state is also doubly-degenerate and mixed in parity,
where |i ± is the state where the ith spin in |E ± 0 Γ=0 is flipped. The subtraction of Eqs. (8) and (9) is therefore no longer effective, and the relation Eq. (10) is not applicable in the ferromagnetic phase.
V. ENERGY GAP IN BOTH PHASES
A. Trace formula for E 0 + E 1 Let us define the operator
Consider
where a in |E a n denotes the parity of the energy state. Now, 
Assuming
To check that a,b | E Eq. (57) is also valid in the paramagnetic phase with A y replaced by A z . In this case, the matrix element E 0 |A z |E 0 vanishes because Fig. 3(a) also confirms that it is non-zero in the paramagnetic phase. 
When deriving the path integral, we need to factor out the spins with indices i or j. From the Suzuki-Trotter decomposition of Z Aµ we have
The leading approximation of Z Aµ is obtained by expanding the T 0 inside the exponent to second order and all the other single spin traces to zeroth or first order. For T 2µ and T 3µ , as the time evolution is interrupted halfway by a Pauli matrix, let us introduce the notation
where s has the same meaning as in Eq. (29) . For µ = y, we have −→ denote 'first-order' and 'static' approximation, respectively. For µ = z, we have
T 3z s.a.
C. Calculation of Z Ay and the energy gap
The path integral Eq. (60) is performed by expanding
where 0 < t < 2. For µ = y, Eq. (60) becomes
where f s = 4Jm 
The term ε 2 − g 16
is finite and non-zero everywhere except at the critical point where it vanishes. Inserting Eq. (74) into Eq. (57), we get
Inserting m s from Eq. (B3) into Eq. (75) and subtracting 2E 0 , we obtain
In Fig. 1(b) , Eq. (76) is plotted and compared with the results of numerical calculations.
For completeness, the calculation of Z Az is also given in Appendix D.
VI. APPLICATIONS TO THE HOPFIELD MODEL
In the previous sections, we have demonstrated and verified our approach on a simple model. In this section, we apply it to a non-trivial disordered mean-field model, the Hopfield model in a transverse field. The Hamiltonian is
where the random variables ξ µ i are each +1 or −1 with equal probability. The original Hopfield model, without the transverse field, was proposed within the context of associative memory where p N -dimensional binary vectors ξ µ (µ = 1, · · · , p) are first 'memorized' and later retrieved by the temporal evolution of the system 38, 39 . It was later generalized to the form Eq. (77) by various authors 15, 40, 41 . Unlike the ferromagnetic model, H HM does not commute with the total angular momentum and so must be diagonalized in the full Hilbert space whose dimension scales exponentially with N . This makes it difficult to study the exact numerical properties of the ground-state energy and excitation gap for large system sizes. On the other hand, the thermodynamics of the model has been studied in detail by
Nishimori and Nonomura using path integral with static approximation at both low and high memory loadings 15 . Here, we focus on the low loading regime where p is kept fixed and N is scaled up. In this regime, one does not need to average over the disorder using the replica trick. We can therefore study a system which is realized by a specific set of patterns and so anomalies peculiar to specific realizations are not masked by any averaging process.
Nishimori and Nonomura's paper shows that at Γ = 1 the system undergoes a second- In the following subsection, we first revisit the static approximation of the partition function of the Hopfield model, taking care to incorporate small random effects due to disorder. In sections VI B and VI C, we apply the techniques developed earlier to improve upon the free energy as well as calculate various energy gaps of the system. In section VI D, we briefly discuss the occurrence of 'anomalous' transitions encountered in disordered systems.
A. Static approximation incorporating the effects of disorder
The derivation of the static free energy per spin is similar to that of the ferromagnetic model and is given in Ref. 15 . In the limit β → ∞, it is 
for a = 1, · · · , p. 
is minimized over the remaining p − 1 uncondensed variables. We solve Eq. (79) this way numerically and the results are shown in Fig. 4 for a particular realization of 
turning negative. δ µν is the Kronecker delta and From scale of the vertical axis, we see that disorder changes the energy by an amount comparable to that caused by quantum fluctuations in a pure system [c.f. Fig. 1(a) ]. (24) to (26) . The main difference from the ferromagnetic model comes from the site average of Eq. (26) 1
where c 
where ω µ is the µth eigenvalue of the overlap matrix. Let us denote the gaussian contribution to E 0 [the second term on the right hand side of Eq. ) partially cancel each other is specific to the system shown and is not generalizable to other realizations of patterns.
Inter-pattern energy gap in the condensed phase
The energy of each of the memory states in the condensed phase is also given by Eq. (82).
We now examine one aspect of the gaussian fluctuations. Let us define the inter-pattern energy gap ∆ inter as the energy difference between the two memory states with the lowest energies. If the energy of the memory states is approximated by N f HM s
, then ∆ inter is as shown in Fig. 5(b) . For clarity, this ∆ inter is redrawn in the main plot of Fig. 6 (a) using dashed (blue) line. We now calculate the energy of the memory states again using Eq. phase. Unlike the free energy, ∆ inter is not a self-averaging quantity. This can be discerned from the large standard deviations whose magnitudes remain fairly constant as N increases.
Another way to see this is to notice in Fig. 6 (a) the seemingly random and different forms of ∆ inter exhibited by each particular realization of patterns, even though the system size of N = 1000 is already quite large. One should therefore not draw conclusions about the ∆ inter of specific systems based on the average ∆ inter .
C. Excitation gap in the paramagnetic phase
We now consider the excitation gap in the paramagnetic phase using the method of Z Q presented in Sec. IV. The Hamiltonian H HM commutes with Q given by Eq. (12), so the ground and first excited-states are parity eigenstates and our derivation in the Introduction should be valid. One caveat is that even though the parity of the first excited-state is conserved, it might still change if the energy level encounters degeneracies ('collisions') with some higher levels before reaching the critical point. For the ferromagnetic model, it can be checked numerically that this does not happen. For H HM , first-order perturbation theory
shows that near Γ = ∞ the first excited-state is non-degenerate and has parity −1. However, it is not possible to numerically obtain the exact first excited-state until the critical point for large system sizes. Here, we assume that for all realizations of H HM the first excited-state has parity −1 in the entire paramagnetic phase.
The calculation of Z Q for the Hopfield model is similar to that of Z in the previous subsection. The result is analogous to Eqs. (48) and (49) where the 'sinh' appearing in Z are replaced by 'cosh' in Z Q . Denoting the excitation gap in the paramagnetic phase by ∆ para , as β → ∞, we obtain
The ≈ in Eq. (83) 
VII. DISCUSSIONS AND CONCLUSION
In this paper, we went beyond the static approximation of mean-field quantum spin models by incorporating dynamical paths into the path integral. The time-dependence of the trace of the time-ordered exponential of the effective Hamiltonian is calculated by first mapping it onto a time-dependent ordinary differential equation and then using perturbation theory to obtain a perturbative expansion of the trace. We derived two formulae, Eqs. (10) and (57), for calculating the gap. We applied our method to an ordered and a disordered In this work, we considered the Hopfield model at low memory loading where it is possible to study specific realizations of disorder. However, for other types of disordered system, such as the Sherrington-Kirkpatrick model 14 or the Hopfield model at high memory loading 15 , the methods used here for low memory loading may not be applicable. In order to apply the dynamical path integral approach we proposed here, it might then be necessary to first average over the disorder using the replica trick 14 . Note, however, that once disorderaveraging has been performed, the finite-size corrections to the partition function and the energy gap being calculated will also be averaged quantities. Important features particular to specific realizations of disorder, such as quantum annealing bottlenecks within the spin glass phase 2 , will also be lost. Nevertheless, such averaged quantities can also reveal much about the complexities of disordered models, and it would be interesting to extend our approach to the investigation of such systems in a future work.
Lastly, we comment on the physical significance of the perturbative expansion of the trace T . As mentioned in the Introduction, the formulation of Z in the adiabatic representation by Knysh 2 yielded a kinetic term in place of T . The expansion presented in this paper can therefore be interpreted as the dominant terms of the kinetic energy. One may view our expansion as a somewhat tedious way to obtain what is only an approximation of the kinetic energy. However, one possible benefit of our approach is that the formulae [e.g. Eqs.
(24)- (28)] can be reapplied on another suitable model simply by a change of Hamiltonian parameters. The calculations that ensue are quite undemanding from a computational point of view. The gaussian fluctuations can be calculated analytically; for the next order terms, the numerical evaluation of the double summations in Appendix C is also very rapid.
We think that this might be helpful when analyzing disordered models, where traditional methods such as exact diagonalization can be quite costly computationally speaking. have
where σ 
Substituting Eq. (A3) into Eq. (A2) and collecting together the same powers of λ, one obtains the recursive relation
Starting from the lowest-order coefficients σ
n , the (r + 1)th-order coefficients are obtained recursively by integrating the rth-order ones.
As an example, we calculate |σ (1) (t) and T (1) . Integrating Eq. (A5), we have
To distinguish between the two basis kets |σ(t) , we denote σ n (t) = a n (t) for |σ(t) = |+1(t) and σ n (t) = b n (t) for |σ(t) = | − 1(t) . The summand of T (1) with σ = +1 is
(1)
where a N . For each N , the upper curve is E 2 − E 1 while the lower one is E 1 − E 0 , as indicated for the case of N = 50. In the ferromagnetic phase (Γ < 2J), the ground-state is doubly degnerate and E 2 is the energy of the first-excited state. The curve labelled 'path integral' (black solid line) is the gap obtained using our path integral formulation of the energy gap. 
