Evaluating Machine Learning Model Stability for Software Bug Prediction
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CotEditor

Figure 1: CotEditor Performance Metrics

Table 1: CotEditor Performance Metrics and Statistics

A custom GitHub extractor was used to acquire detailed dumps of
project repositories containing the data used

Model Training:
For each system, the first 40% of commits were used to train the
model based on whether a file is faulty or not

clazy
Repeat 10x

Figure 2: clazy Performance Metrics

Table 2: clazy Performance Metrics and Statistics

Feature Gathering:
While training and testing, stats such as num of faulty/clean files
and mean time between commits were extracted for each "creep"

digikam

Data Analysis:
Average values were acquired from the 10 runs, stored in excel file,
identified points of interest, calculated percent changes to analyze
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Findings & Next Steps

Data Acquisition:

The remaining 60% of commits were used to test the model. This
was done with a step size of 20, same length as the 40% trained

main metrics used for analysis:

FAULTY

Figure 4: Confusion Matrix

Methods

Model Testing:
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Large software systems are implemented using many different
programming languages and scripts, and consequently the dependencies
between their components are very complex. It is therefore difficult to
extract and understand these dependencies by solely analyzing the source
code, so that failure risks can be detected accurately. On the other hand, it
is a common practice for software engineers to keep track of process
related metrics such as the number of times a component was maintained,
with which other components it has been co-committed, whether the
maintenance activity was a bug-fixing activity, and how many lines of
source code have been altered. These data provide valuable information to
be used for training a machine learning model and for devising metrics
which can predict the risk associated with a future failure of a component
due to maintenance activities in this or in another component related to it.
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The points of interest were calculated by taking the absolute difference
between the previous value and the current value and dividing by the previous
value. Then, if the result acquired is greater than two times the standard deviation
plus the average, it is considered a point of interest.
Generally, models, like the one for CotEditor (Figure 1, Table 1), do not lose
predictive capability. They have overall stable trend lines with few bumps or
increases/decreases. This is the case for many models, and thus it can be
confidently claimed that once a model is trained, it will most likely not need to be
retrained again.
For some systems, such as clazy (Figure 2, Table 2), there seems to be a
correlation between the number of clean and faulty files in each creep and the
precision of the machine learning model. Observe when the number of clean files
decreases drastically (lines 8-9), precision (along with some other metrics)
increases. This is likely due to the fact that the machine learning models are
geared towards detecting faulty files, so when the ratio of clean files to faulty files
changes from 0.51 to 0.08, the likelihood of the machine learning model wrongly
predicting a clean file as faulty (i.e., FP) decreases since there are less clean files
to be predicted, and thus the precision has a lower denominator (i.e., its value
goes up).
Finally, a correlation was noted in some systems, such as digikam (Figure 3,
Table 3), between accuracy and the commits feature (one of the features used to
test and train the model on). It can be observed that both times (65 and 79) points
of interest were present, the percent differences for the commits feature went up
drastically, from 0.009 and 0.19 to 9% and 12%. Also, it can be observed once
again that in both lines 64 and 79, precision went up, and simultaneously the
number of clean files decreased, and the number of faulty files increased.
For future research, why we have these observations must be investigated
and attempts to find a cause-and-effect relationship should be made.

creeping method example:
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