We investigate Lifshits-type behaviour of the integrated density of states for random alloy-type potentials. We consider single-site potentials f :
Introduction
The integrated density of states N : Ê → [0, ∞[ is an important basic quantity in the theory of disordered electronic systems [11, 2, 27, 33, 19, 34] . Roughly speaking, N (E) describes the number of energy levels below a given energy E ∈ Ê per unit volume of the system (see (10) below for a precise definition). The behaviour of N near band edges is a characteristic feature of disordered systems. It was first studied by Lifshits [21] . He gave convincing physical arguments that the polynomial decrease
known as van-Hove singularity (see [16] for a rigorous proof) near a band edge E 0 of an ideal periodic system in d space dimensions is replaced by an exponential decrease in a disordered system. In his honour, this decrease is known as Lifshits singularity or Lifshits tail and typically given by
where η > 0 is called the Lifshits exponent and C > 0 is some constant.
The first rigorous proof [4] (see [26] ) of Lifshits tails (in the sense that (2) holds) concerns the bottom E 0 of the energy spectrum of a continuum model involving Poissonian random potentials
where ξ ω,j ∈ Ê d are Poisson distributed points and f : Ê d → [0, ∞[ is a non-negative impurity potential. Donsker and Varadhan [4] particularly showed that the Lifshits exponent is universally given by η = d/2 in case 0 ≤ f (x) ≤ f 0 (1 + |x|) −α with some α > d + 2 and some f 0 > 0.
It was Pastur [28] who proved that the Lifshits exponent changes to η = d/(α − d) if
This change from a universal Lifshits exponent to a non-universal one, which depends on the decay exponent α of f , may be explained along the following lines. In the first case the quantum mechanical kinetic energy has a crucial influence on the (first order) asymptotics of N . The Lifshits tail is then said to have a quantum character. In the other case it is said to have a classical character since then the (classical) potential energy determines the asymptotics of N . For details, see for example [27, 20] .
In this paper we consider alloy-type random potentials
which are given in terms of independent identically distributed random variables q ω,j and a single-site potential f : Ê d → [0, ∞[. Here the Lifshits tails at the lowest band edge E 0 have been investigated by [13, 15, 23] . Similarly to the Poissonian case the authors of [15, 23] consider f as in (4) and (5) and detect a quantum and a classical regime for which the Lifshits exponent equals
In fact they do not obtain the asymptotics (2) on a logarithmic scale but only doublelogarithmic asymptotics (confer (11) below). Our main point is to generalise their results to single-site potentials f that decay in an anisotropic way at infinity. In our opinion it is interesting to explore the transition between quantum and classical Lifshits behaviour in such models from both a mathematical and a physical point of view. The interesting cases are those for which f decays fast enough in some directions to ensure a quantum character while it decays slowly in the other direction so that the expected character there is the classical one. In the following we give a complete picture of the classical and the quantum regime of the integrated density of states as well as of the emerging mixed quantumclassical regime. We found it remarkable that the borderline between the quantum and classical behaviour caused by the decay of f in a certain directions is not determined by the corresponding decay exponent of these directions alone, but depends also in a nontrivial way on the decay in the other directions.
A second motivation for this paper came from investigations [35, 8, 20] of the Lifshits tails in a constant magnetic field in three space dimensions. In contrast to the twodimenional situation [1, 6, 9, 10, 7, 35] , the magnetic field introduces an anisotropy in Ê 3 , such that it is quite natural to look at f which are anisotropic as well. In fact, in the threedimensional magnetic case a quantum-classical regime has already been shown to occur for certain f with isotropic decay [35, 20] . The present paper will contribute to a better understanding of these results.
While we work with alloy type potentials (6) in this paper, the Poissonian model (3) is accessible as well to our method and similar results are to be expected there. Moreover, the results mentioned above as well as the results in this paper concern Lifshits tails at the bottom of the spectrum. In accordance with Lifshits' heuristics, the integrated density of states should behave in a similar way at other edges of the spectrum. Such internal Lifshits tails were proven in [22, 32, 24, 17, 18 ].
Result
We consider random Schrödinger operators
on the Hilbert space L 2 (Ê d ) with a periodic background potential U per and an alloy-type random potential V ω which is given by (6) . The following assumptions will be imposed on these potentials: 
precise assumptions on f are as follows. 
for all x = (x 1 , . . . , x m ) ∈ Ê d with large enough values of their maximum norm |x| = max{|x 1 |, . . . , |x m |}.
Assumptions 2.1, 2.2 and 2.3 in particular imply that the operator H(V ω ) is well defined and essentially self adjoint on C ∞ 0 (Ê d ) almost surely [14] . It is well known that the spectrum of H(V ω ) is non random [12] and that Assumptions 2.2 and 2.3 imply that its infimum inf spec H(V ω ) coincides with inf spec H(0). Moreover, for any d-dimensional
, which corresponds to taking Dirichlet boundary conditions. It is bounded below and has purely discrete spectrum with eigenvalues
. ordered by magnitude and repeated according to their multiplicity. Our main quantity of interest, the integrated density of states, is then defined by
More precisely, thanks to the d -ergodicity of the random potential (6) there is a set The main result of the present paper generalises the result (7) of [15, 23] on the Lifshits exponent for isotropically decaying single-site potential f to the case of anisotropic decay. We note that isotropic decay corresponds to taking m = 1 in Assumption 2.3 or, what is the same, α := α k for all k ∈ {1, . . . , m}. Theorem 2.4. Assumptions 2.1, 2.2 and 2.3 imply that the integrated density of states N drops down to zero exponentially near the infimum E 0 = inf spec H(V ω ) of the almostsure spectrum with Lifshits exponent given by
where γ k := d k /α k and γ := m k=1 γ k . Some remarks are in order:
An example for such a situation is the case when f has a compact support in the x k -direction. 2. Assumption 2.1 on the local singularities of U per is slightly more restrictive than the one in [15, 23] . It is tailored to ensure certain regularity properties of the groundstate eigenfunction of H(0). As can be inferred from Subsection 3.1 below, we may relax Assumption 2.1 and require only p > d/2 (as in [15, 23] ) in the interior of the unit cube and thus allow for Coulomb singularities there. 3. Even in the isotropic situation m = 1 Assumption 2.3 covers slightly more singlesite potentials than in [15, 23] , since we allow f to have zeros at arbitrary large distance from the origin.
For an illustration and interpretation of our main result we consider the special case m = 2. The right-hand side of (11) then suggests to distinguish the following three cases:
Quantum-classical regime:
In comparison to the result (7) for m = 1 the main finding of this paper is the emergence of a regime corresponding to mixed quantum and classical character of the Lifshits tail. A remarkable fact about the Lifshits exponent (11) is that the directions k ∈ {1, 2} related to the anisotropy do not show up separately as one might expect naively. In particular, the transition from a quantum to a classical regime for the
. This intriguing intertwining of directions through γ may be interpreted in terms of the marginal single-site potentials f (1) and f (2) defined in (18) and (19) below. In fact, when writing
as the decay exponent of f (2) by Lemma 3.4 below, it is clear that f (2) serves as an effective potential for the x 2direction as far as the quantum-classical transition is concerned. In analogy, f (1) serves as the effective potential for the x 1 -direction. Heuristic arguments for the importance of the marginal potentials in the presence of an anisotropy can be found in [20] .
Basic inequalities and auxiliary results
In order to keep our notation as transparent as possible, we will additionally suppose that
throughout the subsequent proof of Theorem 2.4. In fact, the first assumption can always be achieved by adding a constant to H(0). The strategy of the proof is on large scales the same as in [15, 23] , which in turn is based on [13, 31] . We use bounds on the integrated density of states N and subsequently employ the Rayleigh-Ritz principle and Temple's inequality [29] to estimate the occurring ground-state energies from above and below. The basic idea to construct the bounds on N is to partition the configuration space Ê d into congruent domains and employ some bracketing technique for H(V ω ). The most straightforward of these techniques is Dirichlet or Neumann bracketing. However, to apply Temple's inequality to the arising Neumann ground-state energy, the authors of [15] required that U per is reflection invariant. To get rid of this additional assumption, Mezincescu [23] suggested an alternative upper bound on N which is based on a bracketing technique corresponding to certain Robin (mixed) boundary conditions. In his honour, we will refer to these particular Robin boundary conditions as Mezincescu boundary conditions.
Mezincescu boundary conditions and basic inequalities
The function ψ is d -periodic, bounded from below by a strictly positive constant and obeys H(0)ψ = E 0 ψ = 0.
Subsequently, we denote by Λ ⊂ Ê d a d-dimensional, open cuboid which is compatible with the lattice d , that is, we suppose that it coincides with the union of d -translates of the unit cube. On the boundary ∂Λ of Λ we define χ : ∂Λ → Ê as the negative of the outer normal derivative of log ψ,
Since
is symmetric, closed and lower bounded, and thus uniquely defines a self-adjoint operator
In fact, the condition χ ∈ L ∞ (∂Λ) guarantees that boundary term in (15) is form-bounded with bound zero relative to the first term, which is just the quadratic form corresponding to the (negative) Neumann Laplacian. Consequently 1. In the boundary term in (15) we took the liberty to denote the trace of ϕ j ∈ W 1,2 (Λ) on ∂Λ again by ϕ j . 2. Partial integration shows that the quadratic form (15) corresponds to imposing Robin boundary conditions (n · ∇ + χ) ψ| ∂Λ = 0 on functions ψ in the domain of the Laplacian on L 2 (Λ). Obviously, Neumann boundary conditions correspond to the special case χ = 0. With the present choice (14) of χ they arise if U per = 0 such that ψ = 1 or, more generally, if U per is reflection invariant (as was supposed in [15] ). 
Denoting by
We also refer to [25] for proofs of some of the abovementioned properties of the Robin Laplacian.
One important point about the Mezincescu boundary conditions (14) is that the restriction of ψ to Λ continues to be the ground-state eigenfunction of H χ Λ (0) with eigenvalue λ 0 (H χ Λ (0)) = E 0 = 0. This follows from the fact that ψ satisfies the eigenvalue equation, the boundary conditions and that ψ is strictly positive.
Our proof of Theorem 2.4 is based on the following sandwiching bound on the integrated density of states. 
for all energies E ∈ Ê.
PROOF. For the lower bound on N , see [13, Eq. (4) and (21) (14), the same is true for the upper bound in (17).
Elementary facts about marginal single-site potentials
Key quantities in our proof of Theorem 2.4 are the marginal single-site potentials
For the given f ∈ L 1 (Ê d ) they are defined as follows
The aim of this Subsection is to collect properties of f (2) . Since f (1) results from f (2) by exchanging the role of x 1 and x 2 , analogous properties apply to f (1) . Lemma 3.4. Assumption 2.3 with m = 2 implies that there exist two constants 0 < f 1 ,
for large enough |x 2 | > 0.
PROOF. The lemma follows by elementary integration. In doing so, one has to replace the maximum norm | · | by the equivalent Euclidean 2-norm in both (9) and (20) .
for sufficiently large L > 0.
PROOF. By Lemma 3.4 we have |x2|>L f (2) (x 2 ) dx 2 ≤ f 2 |x2|>L |x 2 | −α2(1−γ1) dx 2 for sufficiently large L > 0. The assertion follows by elementary integration and the fact that
Remark 3.6. One consequence of Lemma 3.5, which will be useful below, is the following inequality
valid for all β ≥ 1 and sufficiently large L > 1. It is obtained by observing that the integral in (22) equals
Here the last inequality results from the triangle inequality |x 2 + j 2 | ≤ |x 2 | + |j 2 | and the fact that |j 2 | < L/2 ≤ L β /2.
Upper bound
For an asymptotic evaluation of the upper bound in Proposition 3.2 for small energies E we distinguish the three regimes defined below Theorem 2.4: quantum, quantumclassical and classical. It is a well-known fact that the Lifshits exponent cannot be smaller than d/2 (= d 1 /2 + d 2 /2) as long as f ≥ 0 is strictly positive on some non-empty open
Under the present Assumptions 2.1 and 2.2 this has been proven in [23] . (See also [15, Thm. 1(i)] and [13, Thm. 4] .) We therefore merely investigate the classical and the quantumclassical regime, which is the main focus of the present paper.
Quantum-classical regime
Without loss of generality we suppose that (qm/cl) holds throughout this Subsection, that is d 1 /2 ≥ γ 1 /(1 − γ) and d 2 /2 < γ 2 /(1 − γ). We start by constructing a lower bound on the lowest Mezincescu eigenvalue λ 0 (H χ Λ (V ω )) showing up in the right-hand side of (17). q ω,j f (x − j)
provides a lower bound on V ω . [The summation in (25) extends over all j 2 ∈ d2 with |j 2 | > R. Analogous notation will be employed subsequently.] Therefore λ 0 (H χ
. It will be useful to collect some facts related to V ω,R . f (x − j).
Then the following three assertions hold true:
3. there exists some constant c > 0 (which is independent of R) such that
for large enough R > 1.
PROOF. By Assumption 2.2 we have q ω,j ≤ 1 for all ω ∈ Ω and all j ∈ d , which gives the first assertion. The second assertion holds true by definition. The third assertion is the "summation" analogue of Lemma 3.5.
The cut-off R guarantees that the potential V ω,R does not exceed a certain value. In particular, taking R large enough ensures that this value is smaller than the energy difference of the lowest and the first excited eigenvalue of H χ Λ (0). This enables one to make use of Temple's inequality to obtain a lower bound on the lowest Mezincescu eigenvalue in the quantum-classical regime. 
with r 0 > 0. Then the lowest eigenvalue of H χ Λ (V ω,R ) is bounded from below according to 
provided the denominator in (30) is strictly positive. To check this we note that a simple extension of [23, Prop. 4 ] from cubes to cuboids implies that there is some constant c 0 > 0 such that
for all L > 1. Moreover, using Lemma 4.1 and (28) we estimate
for large enough r 0 > 0. To bound the numerator in (30) from above, we use the in-
and thus yields the bound
for large enough r 0 > 0.
We proceed by constructing a lower bound on the right-hand side of (29).
Lemma 4.3.
There exist two constants 0 < c 1 , c 2 < ∞ (which are independent of ω, L and R) such that
for all ω ∈ Ω and large enough L > 0 and R > 0. 
which contribute to the sum in (34) , is estimated from below by n(L, R) ≥ n u L d1 R d2 for all L > 1 and R > 1 and some constant n u > 0. Therefore n(L, R)/(|Λ|R α2(1−γ1) ) ≥ n u /R α2 (1−γ) . Choosing R = (r 0 L) 2/α2(1−γ) as in Proposition 4.2, we thus arrive at the lower bound
valid for all r 0 > 0 and large enough L > 0.
PROOF OF LEMMA 4.3. Pulling out the strictly positive infimum of ψ 2 and using its d -periodicity, we estimate
Omitting infinitely many positive terms we get the following lower bound on the integral
where we recall the definitions (18) and (19) of the marginal single-site potentials f (1) and f (2) . The first inequality is obtained by splitting the x 1 -integral into a difference of two parts with domains of integration Ê d1 and {x 1 ∈ Ê d1 : |x 1 | > L/2}. The second inequality results from the bound q ω,j ≤ 1 valid for all ω ∈ Ω and j ∈ d . According to Lemma 3.4 the integral in the first term in the last line of (38) is bounded from below according to
for all R < |j 2 | < 2R and large enough R > 0. The second term in the last line of (38) is bounded from above for large enough L > 0 with the help of the result for f (1) which is analogous to (22) .
4.1.2.
Proof of Theorem 2.4 -first part: quantum-classical regime. We fix r 0 > 1/(2 [q ω,0 ]) large enough to ensure the validity of (29) in Proposition 4.2. For a given energy E > 0 we then pick L ∈ AE (uniquely) such that
where the constants c 1 and n u have been defined in 
provided E > 0 is small enough, equivalently L is large enough. Here the last inequality results from the second inequality in (40) and from the first inequality in (qm/cl), which implies that c 2 r 3 0 L 2 ≤ c 1 n u L α1(1−γ) for large enough L > 0. Since 2/r 0 ≤ [q ω,0 ] by assumption, (41) is the probability of a large-deviation event [5, 3] . Consequently, there exists some constant c 3 > 0 (which is independent of L) such that (41) is estimated from above by
Here the existence of a constant c 5 > 0 ensuring the validity of the last inequality follows from the first inequality in (40). Inserting this estimate in the right-hand side of (17) completes the first part of the proof of Theorem 2.4 for the quantum-classical regime, since the pre-factor in the upper bound in Proposition 3.2 is negligible.
Classical regime
Throughout this Subsection we suppose that (cl) holds. For an asymptotic evaluation of the upper bound in Proposition 3.2 in the present case, we define
and construct a lower bound on the lowest Mezincescu eigenvalue λ 0 (H χ Λ (V ω )) showing up in the right-hand side of (17). 
provides a lower bound on V ω . Therefore λ 0 (H χ Λ (V ω )) ≥ λ 0 (H χ Λ (V ω,L )). It will be useful to collect some facts related to V ω,L . 
Then we have V ω,L ≤ V L for every ω ∈ Ω. Moreover, the supremum sup x∈Λ0 V L (x) is arbitrarily small for large enough L > 0.
PROOF. The first assertion is immediate. The second one follows the second inequality in (9) . Remark 4.6. It is actually not difficult to prove that there exists some constant 0
The next proposition contains the key estimate on the lowest Mezincescu eigenvalue in the classical regime. In contrast to quantum-classical regime, the specific choice of the cut-off made in (44) is rather irrelevant as far as the applicability of Temple's inequality in the subsequent Proposition is concerned. The chosen length scales L β1 and L β2 will rather become important later on. PROOF. In a slight abuse of notation, let ψ denote the restriction of ψ to Λ 0 throughout this proof. Temple's inequality [29, Thm. XIII.5] together with the fact that H χ Λ0 (0)ψ = 0 yields the lower bound
provided that the denominator is strictly positive. To check this we employ Lemma 4.5 and take L > 0 large enough such that ψ, V ω,L ψ ≤ λ 1 H χ Λ0 (0) /2. (Note that λ 1 H χ Λ0 (0) is independent of L.) To estimate the numerator in (47) from above, we use the bound
, which was employed in [15] , would yield a result similar to (52) below, but at the price of assuming that the lower bound in (9) holds pointwise.
We proceed by constructing a simple lower bound on the right-hand side of (46). Lemma 4.9. There exists a constant c 6 > 0 (which is independent of ω and L) such that
for large enough L > 0.
PROOF. Pulling out the strictly positive infimum of ψ 2 and neglecting infinitely many positive terms, we estimate
Assumption 2.3 implies that the last integral obeys the estimate
for all |j 1 | > L β1 , all |j 2 | > L β2 and large enough L > 0. 
the number of lattice points contributing to the sum in (48), it follows that there exists some constant n u > 0 such that n(L) ≥ n u L β1d1+β2d2 = n u L 2γ/(1−γ) for all L > 1. Lemma 4.9 thus implies the inequality
for large enough L > 0. 
provided E > 0 is small enough, equivalently L is large enough. Since 2EL 2 /c 6 n u = [q 0 ] /2, the last probability is that of a large deviation event [5, 3] . Consequently, there exists some c 7 > 0 such that the right-hand side of (52) is bounded from above by
Since the pre-factor in the upper bound in Proposition 3.2 is negligible, inserting (52) together with (53) in the right-hand side of (17) completes the first part of the proof of Theorem 2.4 for the classical regime.
Lower bound
To complete the proof of Theorem 2.4, it remains to asymptotically evaluate the lower bound in Proposition 3.2 for small energies. This is the topic of the present Section. In order to do so, we first construct an upper bound on the lowest Dirichlet eigenvalue showing up in the left-hand side of (17).
Upper bound on lowest Dirichlet eigenvalue
The following lemma basically repeats [15, Prop. 5] and its corollary. There exist two constant 0 < C 1 , C 2 < ∞ (which are independent of ω and L) such that
for all ω ∈ Ω and all L ∈ AE. 
Here the equality uses H χ Λ (0)ψ = 0 and integration by parts. Observing that θ L ψ, θ L ψ ≥ (L/2) d inf x∈Λ0 ψ(x) 2 completes the proof.
Our next task is to bound the integral in the right-hand side of (54) from above. 
There exists some constant 0 < C 3 < ∞ (which is independent of ω and L) such that
for all ω ∈ Ω and large enough L ≥ 1.
PROOF. We add infinitely many positive terms and use the fact that q ω,j ≤ 1 valid for all ω ∈ Ω and all j ∈ d to obtain the inequality
The first term is bounded with the help of the inequality Λ f (x − j) dx ≤ Ê d f (x) dx = f 1 . Using 1 ≤ |Λ| yields the first term on the right-hand side of (57). It thus remains to estimate the last two terms from above. Since these two terms transform into each other by exchanging the role of the x 1 -and x 2 -direction, we will only derive an explicite upper bound on the second of these terms. The other estimate for the third term follows analogously. Recalling the definition (19) of the marginal potential f (2) : Ê d2 → [0, ∞[, the second term in (58) equals
where the last inequality was taken from (22) and holds for sufficiently large L > 1. Since β 2 α 2 (1 − γ) ≥ 2, the right-hand side of (59) divided by L d = |Λ| is indeed bounded by a term of the form of the second term on the right-hand side of (57).
Proof of Theorem 2.4 -final parts
For a given energy E > 0 we choose L ∈ AE (uniquely) such that
where the constants C 2 and C 3 were defined in Lemma 5.1 and Lemma 5.2, respectively.
Moreover, we pick the cube Λ := {x ∈ Ê d : |x| < L/2} and employ Lemma 5.1 and Lemma 5.2 to estimate the probability in the right-hand side of (17) according to
≥ È ω : q ω,j < max{C 2 , C 3 } L −2 C 1 f 1 n(L) −1 for all |j 1 | ≤ L β1 , |j 2 | ≤ L β2
provided that E > 0 is small enough, equivalently, that L is large enough. Here we have introduced the notation n(L) := # (j 1 , j 2 ) ∈ d1 × d2 : |j 1 | ≤ L β1 , |j 2 | ≤ L β2 (62) for the number of lattice points contributing to the sum in (61). There is some constant n 0 > 0 such that n(L) ≤ n 0 L β1d1+β2d2 . Abbreviating C 4 := max{C 2 , C 3 }/(C 1 f 1 n 0 ) and ϑ := 2 + β 1 d 1 + β 2 d 2 , and using the fact that the coupling strength are independent and identically distributed (by virtue of Assumption 2.2), the last expression in the chain of inequalities (61) may be bounded from below by
Here the first inequality derives from Assumption 2.2 on the single-site probability measure. Moreover, the existence of two constants 0 < C 5 , C 6 < ∞ ensuring the validity of the second inequality follows from the second inequality in (60). Since the choice (60) of the energy-dependence of L guarantees that the pre-factor in the lower bound in Proposition 3.2 is negligible, the proof of Theorem 2.4 is completed by inserting (61) together with (63) in the left-hand side of (17) .
