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A Self-regulating Information Acquisition Algorithm
for Preventing Choice Regret in Multi-perspective
Decision Making
A novel information acquisition algorithm based on the value that information has when
preventing a decision maker from regretting his or her current decision. In a self-regulation
mechanism, the model accounts for different risk attitudes and the ability to assess projects
or products defined by multiple characteristics.
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1 Introduction
Information is an essential input into
any decision process. For example, there
is evidence of a positive correlation be-
tween business performance and the
practice of decision-making (Mackie
et al. 2007). Moreover, the quantity
and quality of information available to
DMs in business organizations is cor-
related with the quality of their deci-
sions (O’Reilly 1982). In this regard,
many project managers tend to believe
that their decision-making capabilities
are above average (Massey et al. 2006),
and as a result do not consider improv-
ing their quality (Goodwin and Wright
2004). This attitude affects their criteria
when acquiring information and may po-
tentially result in wrong judgments that
could have been prevented. At the man-
agerial level, the acquisition of informa-
tion is a strategic process that must be
shared between managers and informa-
tion specialists to be fully exploited (Xi-
anzhong et al. 2002). In this sense, man-
agers with access to large amounts of in-
formation must become selective in fa-
vor of the information they consider to be
most useful (Mintzberg 1978; Williams
et al. 2009).
1.1 Motivation
The value assigned to a piece of in-
formation by a decision maker (DM)
as well as its effect on the result-
ing information acquisition and deci-
sion processes differ significantly among
the branches of the academic litera-
ture dealing with sequential search struc-
tures. Economists (Ponssard 1976), oper-
ational researchers (Medhurst et al. 2009;
Bakir and Klutke 2011) and psycholo-
gists (Schepanski and Uecker 1984; Kah-
neman and Tversky 2000) each adapt the
concept of value of information to their
respective environments and define it ac-
cording to their particular needs. Most
of these approaches concentrate on the
systemic differences arising from vari-
ations in the amount of information
provided.
Finally, following (Lancaster 1966),
choice objects on which information is
acquired should be defined by multiple
characteristics that must be considered by
the DM before deciding whether or not
to shift from one object to another. The
information acquisition process should
therefore be defined through a sequen-
tial algorithmic structure, a point al-
ready recognized by economists and op-
erational researchers (McCall and McCall
2007; Ulu and Smith 2009; Smith and
Ulu 2012). However, these disciplines
tend to concentrate on the importance of
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search costs in the information acquisi-
tion process of DMs while dealing with
objects defined by a unique characteris-
tic. As a result, their focus on information
acquisition costs leaves aside the strategic
interactions that may arise from multidi-
mensional settings, such as the display of
product characteristics based on the in-
centives resulting from the information
acquisition process of DMs.
The approach followed in the current
paper considers the properties of the in-
formation acquisition process outlined
above, where DMs value information in-
somuch as it prevents them from making
a suboptimal choice that they may regret
afterwards.
1.2 Contribution
The current paper derives the optimal in-
formation acquisition strategy of a DM
in a setting where the decision regret is
minimized when acquiring information
sequentially from a set of products de-
fined by multiple characteristics. We in-
troduce a new idea of value of informa-
tion that relates to the regret that may
arise from the potential choices made by
a DM. Information will be considered
valuable if it prevents the DM from mak-
ing the choice that she would be will-
ing to make given her current available
information. This regret-based definition
of value of information will provide the
dynamic incentives for the DM to both
acquire additional information and stop
acquiring it when its potential value is
exhausted.
The current regret-based approach dif-
fers from that of the literature with re-
spect to the Value of Information con-
cept in information acquisition environ-
ments, where the value of information is
defined as the difference between the ex-
pected value of the best alternative based
on the information available and the ex-
pected value of the best alternative af-
ter acquiring additional information and
using a Bayesian approach to update
the corresponding probability distribu-
tions (Delquie 2008; Frazier and Powell
2010; Vilkkumaa et al. 2014). This stan-
dard concept and the resulting frame-
work are applicable as an extension of an
alternative version of the current infor-
mation acquisition environment where
signals and Bayesian updating processes
are allowed on behalf of the DMs, who
are however constrained in the number
of observations that they may acquire
(Di Caprio et al. 2013).
We assume that DMs try to prevent
regretting a choice before actually mak-
ing it and information becomes therefore
valuable when it serves this purpose, i.e.,
DMs try to anticipate regret when mak-
ing sequential decisions (Sarangee et al.
2013). In this regard, a DM may not only
regret a choice if a better object could
be immediately found but also if she ac-
cepts [rejects] the current object when
it should actually be rejected [accepted].
As a result, the DMs modeled in this pa-
per look forward before making a choice,
which is always compared to the potential
choices that follow from the next piece of
information.
We emphasize the importance of the
multidimensional aspect of the choice
objects while ignoring information ac-
quisition costs when analyzing the se-
quential search process that is derived
from our definitions of value of informa-
tion and regret.
Since no information acquisition costs
are assumed, it seems natural to ask
whether there is a limit to the quan-
tity of information acquired by DMs.
Given that economists and operational
researchers tend to consider mainly risk-
neutral DMs, how is this limit affected by
the risk attitudes of the DMs? Given the
multiple characteristics defining an ob-
ject, how does the information already
acquired on a given object affect the sub-
sequent behavior of the DMs? If there
are endogenous incentives to stop acquir-
ing information at some point, then there
must exist some incentive for the infor-
mation senders to be observed as soon as
possible by the DMs. This is particularly
true when analyzing sequential informa-
tion acquisition processes in an online
environment, characterized by very low
information acquisition costs but with
a large amount of information available
(Carr 2011). Thus, some kind of queu-
ing mechanism should follow from our
analysis.
We show that DMs have an incentive to
continue acquiring information until ob-
serving an object whose choice cannot be
reversed, a situation that may only take
place for sufficiently high values of the
characteristics observed. If the character-
istics observed from a given object have
consistently low values, DMs will at some
point have an incentive to start acquiring
information on a new object. Moreover,
whenever faced with the choice between
acquiring information on any of the ob-
jects previously observed and abandon-
ing or starting with a new one, DMs will
always choose the latter option.
The information acquisition structure
that results from our model is similar
to the one defining the information ac-
quisition and decision algorithms em-
ployed by the operational research liter-
ature (Shepherd and Levesque 2002; Ulu
and Smith 2009). However, the current
algorithm presents significant differences
with respect to this branch of the litera-
ture. More precisely, we do not need to
impose information acquisition costs or
limited memory capacity constraints in
order for DMs to stop the search process
at a given point in time or discard the
objects previously observed. In our set-
ting, DMs stop acquiring information af-
ter observing an object whose character-
istics provide a utility such that the choice
of this object cannot be reversed by a new
observation on either the same object or
a new one.
The remainder of the paper is orga-
nized in two parts. The first part, com-
posed by Sects. 2 to 5, provides a formal
analysis characterizing our information
acquisition structure. The second part,
consisting of Sect. 6, presents several nu-
merical illustrations of the main formal
results. Section 7 concludes and suggests
possible extensions.
2 Main Assumptions
The notations and initial assumptions we
refer to when constructing our model
build on those of Di Caprio and Santos-
Arteaga (2009). However, for the sake
of completeness, this section partially re-
produces some formal definitions and
related comments already described in
Sect. 2 (Preliminaries and basic nota-
tions) and Sect. 3 (Main assumptions) of
Di Caprio and Santos-Arteaga (2009).
Let Γ denote the set of all choice ob-
jects (projects or products). The generic
element of Γ will be denoted by Gk. Each
object Gk will be represented by a fi-
nite tuple of n ≥ 2 characteristics, that is,
(xk1 . . . , x
k
n). For every i ≤ n, Xi denotes
the set of all possible values for the i-th
characteristic xki of the generic object Gk.
Definition 2.1 For every i ≤ n, Xi will be
called the i-th characteristic factor. The
Cartesian product X = ∏i≤n Xi will be
referred to as the characteristic space.
We assume that the enumeration of the
factor spaces reflects the order of prefer-
ence assigned by the DM. That is, the first
characteristic is preferred by the DM to
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the second characteristic, while the sec-
ond characteristic is preferred to the third
characteristic, and so on.
Recall that (Mas-Colell et al. 1995) a
preference relation on a nonempty set A
is a binary relation on A satisfying reflex-
ivity, completeness and transitivity, and
it is said to be representable by a util-
ity function if there exists a real-valued
order-preserving function from A to .
Assumption 1 For every i ≤ n, Xi is a
compact real interval of the form [αi,ωi],
the preference relation on Xi is the stan-
dard linear order > of , and ui : Xi → 
is a bounded continuous utility function
on Xi, that is,
∀xi, yi ∈ Xi with xi = yi
xi > yi ⇔ ui(xi) > ui(yi)
(1)
Assumption 2 X is endowed with the
additive preference relation  defined as
follows:
(x1, . . . , xn) (y1, . . . , yn)
def⇔
∑
i≤n
ui(xi) ≥
∑
i≤n
ui(yi) (2)
For more on additive preference rela-
tions see Wakker (1989).
Note that the preference relation 
is not strict. Indeed, two different tu-
ples of characteristics, (x1, . . . , xn) and
(y1, . . . , yn), may deliver the same utility
even if each ui is strictly increasing.
Further, we assume the DM to be en-
dowed with a subjective probability (den-
sity) function over each characteristic
factor Xi (each Xi can be considered a
random variable).
Assumption 3 For every i ≤ n, μi :
Xi → [0,1] is a non-atomic probability
density function if Xi is absolutely con-
tinuous, and a non-degenerate probabil-
ity function if Xi is discrete.
For every i ≤ n, we will denote by Ei
the expected value of ui(xi), where xi is
the realization from a random variable Xi
endowed with a probability function μi,
that is:
Ei =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
∫
Xi
μi(xi)ui(xi)dxi
if Xi is absolutely continuous
∑
xi∈Xi μi(xi)ui(xi)
if Xi is discrete
(3)
The functions μ1, . . . ,μn represent the
subjective “beliefs” of the DM. That is,
given i ≤ n and Yi ⊆ Xi, μi(Yi) is the sub-
jective probability that a randomly ob-
served object from Γ displays an element
of Yi as its i-th characteristic.
Definition 2.2 (Mas-Colell et al. 1995)
Let i ≤ n. The certainty equivalent of μi
and ui, denoted by ci, is a characteristic in
Xi that the DM is indifferent to accept in
place of the expected one to be obtained
through μi and ui. That is, ci is an ele-
ment of Xi whose utility ui(ci) equals the
expected value Ei.
Since each ui has been assumed strictly
increasing and continuous on Xi, ci
is the unique element of Xi such
that is, ci = u−1i (Ei). Any object ran-
domly chosen from Γ can be de-
scribed by (c1, c2, . . . , cn). Thus, if a list
of known characteristics (x1, x2, . . . , xi),
where i ≤ n, delivers a higher [lower]
utility than the corresponding list of cer-
tainty equivalent values (c1, c2, . . . , ci),
the DM prefers the object defined by the
former list to a randomly chosen one
(a randomly chosen object to the one
defined by the former list).
Assumption 4 The DM is allowed to
collect a maximum of θ observations,
with θ ≥ 2.
We analyze the sequential information
acquisition behavior of a DM based on
the following criteria:
 after retrieving a given observation,
the DM decides whether to continue
acquiring information on the same
object or shifting to a different one;
 the DM does not acquire any further
information on an object after shifting
to a different one;
 the objects on which the DM stops ac-
quiring information are not in the final
choice set.
Without loss of generality, we can as-
sume the enumeration of the objects in
Γ to coincide with the order in which
the DM observes the objects through the
information acquisition process.
3 Sequential Information
Acquisition
Suppose that, after having checked q − 1
pieces of information out of the θ al-
lowed, the DM is in the situation rep-
resented in Fig. 1. That is, the DM has
checked the first m1 characteristics of G1,
then the first m2 characteristics of G2,
and so on until the first mk characteris-
tics of Gk. In particular, we have q − 1 =∑k
i=1 mi.
If θ = q − 1 = ∑ki=1 mi, that is, if the
DM exhausts the amount of information
available to collect, then the DM has no
other option than stopping:
 Opt(STOP) = “DM stops collecting
information”.
If θ > q − 1 = ∑ki=1 mi, then the
following two cases are possible.
(a) Suppose that n = mk, that is, all the
characteristics of object Gk have been ob-
served by the DM. The DM can either
stop or check the value of the first charac-
teristic of object Gk1+1 (hence, start with
the next object):
 Opt(STOP) = “DM stops collecting
information”.
 Opt(Gk+1;1) = “DM checks the value
of the 1-st characteristic of Gk+1”.
(b) Suppose that n > mk, that is, there
are more characteristics of object Gk to
check. The DM can check either the value
of the next characteristic of Gk (hence,
continue with the same object) or the value
of the first characteristic of Gk+1 (hence,
start with the next object):
 Opt(Gk;mk + 1) = “DM checks the
value of the (mk + 1)-th characteristic
of Gk”.
 Opt(Gk+1;1) = “DM checks the value
of the 1-st characteristic of Gk+1”.
As a consequence, we need to de-
fine a suitable rule/criterion allowing
the DM to decide between Opt(STOP)
and Opt(Gk+1;1) or between
Opt(Gk;mk + 1) and Opt(Gk+1;1).
Figure 2 shows the options the DM is
presented with in the case when θ = 5
and n = 2.
4 Value of Information
The criterion we define to be followed
by the DM when deciding how to pro-
ceed through the information acquisition
process is based on the concepts of value
of information and choice regret. Intu-
itively, acquiring information on a given
object will be assumed to be valuable if
the potential choice expected to be made
by the DM is reversed after the next ob-
servation is acquired. Consequently, we
are assuming that information has an ex-
pected value in itself, this value being
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Fig. 1 Possible scenario
faced by the DM after
q − 1 = ∑ki=1 mi
observations have been
acquired
strictly related to a non-regrettable choice
induced by it.
Assumption 5 Information is valuable if
it induces a reversal in the DM’s potential
final choice.
Therefore, the information to be ac-
quired at each step of the algorithm is
the one providing the DM with the high-
est expected value derived from reversing
the final choice she would make other-
wise. Note that, should the information
exhaust its value, the DM has the option
to stop acquiring information.
More precisely, suppose again that the
DM has collected q−1 = ∑ki=1 mi obser-
vations and finds herself in the situation
represented by Fig. 1.
 Assume
∑mk
i=1 ui(αi) ≤
∑mk
i=1 ui(x
k
i ) <∑mk
i=1 Ei, where αi is the minimum
value of Xi. If an additional piece
of information cannot be acquired,
the DM would choose any object in
Γ randomly. Suppose that an addi-
tional piece of information can be ac-
quired. In order for this information
to have some value, the DM would
have to consider either Gk or Gk+1
as potential final choices instead of
a random object. For this to be the
case, either the (mk + 1)-th character-
istic xkmk+1 of Gk should be such that∑mk+1
i=1 ui(x
k
i ) >
∑mk+1
i=1 Ei or the first
characteristic xk+11 of Gk+1 should be
such that u1(x
k+1
1 ) > E1.
 Assume
∑mk
i=1 Ei ≤
∑mk
i=1 ui(x
k
i ) <∑mk
i=1 ui(ωi), where ωi is the maxi-
Fig. 2 Potential
information acquisition
paths for the DMwhen
θ = 5 and n = 2
mum value of Xi. If an additional piece
of information cannot be acquired,
the DM would choose Gk. Suppose
that an additional piece of informa-
tion can be acquired. In order for this
information to have a value, the DM
would have to consider either a ran-
dom object or Gk+1 as potential final
choices instead of Gk. For this to be
the case, either the (mk + 1)-th char-
acteristic xkmk+1 of Gk should be such
that
∑mk+1
i=1 ui(x
k
i ) <
∑mk+1
i=1 Ei or the
first characteristic xk+11 of Gk+1 should
be such that u1(x
k+1
1 ) +
∑mk
i=2 Ei >∑mk
i=1 ui(x
k
i ).
 Assume
∑mk
i=1 ui(x
k
i ) =
∑mk
i=1 ui(ωi). If
an additional piece of information
cannot be acquired, the DM would
choose Gk. Suppose that an additional
piece of information can be acquired.
In this case, the first characteristic
xk+11 of Gk+1 cannot satisfy u1(x
k+1
1 )+∑mk
i=2 Ei >
∑mk
i=1 ui(x
k
i ). Hence, the
new information has some value only
168 Business & Information Systems Engineering 3|2014
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if the (mk + 1)-th characteristic xkmk+1
of Gk is such that
∑mk+1
i=1 ui(x
k
i ) <∑mk+1
i=1 Ei. If this happens, the poten-
tial final choice considered by the DM
would be represented by a random
object instead of Gk.
The above reasoning leads to the follow-
ing novel definition of valuable informa-
tion.
Definition 4.1 Suppose that after acquir-
ing q − 1 pieces of information, the
DM has reached object Gk and knows
the values of its first mk characteristics,
xk1, . . . , x
k
mk
(refer to Fig. 1). The value of
continuing acquiring information on Gk,
that is, the value of acquiring xkmk+1 given
that xk1, . . . , x
k
mk
are known, is defined as
follows:
val
(
xkmk+1|xk1, . . . , xkmk
)
=
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
max{0,∑mk+1i=1 ui(xki ) −
∑mk+1
i=1 Ei}
if
∑mk
i=1 ui(αi) ≤
∑mk
i=1 ui(x
k
i )
<
∑mk
i=1 Ei
max{0,∑mk+1i=1 Ei −
∑mk+1
i=1 ui(x
k
i )}
if
∑mk
i=1 Ei ≤
∑mk
i=1 ui(x
k
i )
≤ ∑mki=1 ui(ωi)
(4)
The value of starting acquiring informa-
tion on Gk+1, that is, the value of ac-
quiring xk+11 given that xk1, . . . , xkmk , are
known, is defined as follows:
val
(
xk+11 |xk1, . . . , xkmk
)
=
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
max{0,u1(xk+11 ) − E1}
if
∑mk
i=1 ui(αi) ≤
∑mk
i=1 ui(x
k
i )
<
∑mk
i=1 Ei
max{0,u1(xk+11 ) +
∑mk
i=2 Ei
− ∑mki=1 ui(xki )}
if
∑mk
i=1 Ei ≤
∑mk
i=1 ui(x
k
i )
<
∑mk
i=1 ui(ωi)
0 if
∑mk
i=1 ui(x
k
i )
= ∑mki=1 ui(ωi)
(5)
The next definition introduces two
subsets (one of Xmk+1 and one of X1)
consisting of valuable information for the
DM, that is, information whose value, in
the sense of Definition 4.1, is positive.
Definition 4.2 Suppose that after acquir-
ing q − 1 pieces of information, the
DM has reached object Gk and knows
the values of its first mk characteristics,
xk1, . . . , x
k
mk
(refer to Fig. 1). Let
CT
(
xk1, . . . , x
k
mk
)
= {xmk+1 ∈ Xmk+1:
val(xmk+1|xk1, . . . , xkmk) > 0
}
(6)
and
ST
(
xk1, . . . , x
k
mk
)
= {x1 ∈ X1 : val
(
x1|xk1, . . . , xkmk
)
> 0
}
.
(7)
By (4), it follows that:
CT(xk1, . . . , x
k
mk
)
=
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(A,ωmk+1]
if
∑mk
i=1 ui(αi) ≤
∑mk
i=1 ui(x
k
i )
<
∑mk
i=1 Ei
[αmk+1,A)
if
∑mk
i=1 Ei ≤
∑mk
i=1 ui(x
k
i )
<
∑mk
i=1 ui(ωi)
(8)
where A is the value that the next char-
acteristic of Gk should take to satisfy
umk+1(A) +
∑mk
i=1 ui(x
k
i ) =
∑mk+1
i=1 Ei.
Similarly, (5) implies that:
ST
(
xk1, . . . , x
k
mk
) = (B,ω1] (9)
where B is the value that the first char-
acteristic of the next object Gk+1 should
take to satisfy
u1(B) +
mk∑
i=2
Ei
= max
{
m∑
i=1
ui
(
xki
)
,
mk∑
i=1
Ei
}
5 Implementing Valuable
Information
In order to model the behavior of the
DM at a generic step of the algorithm, we
need to define suitable functions express-
ing the expected value of the information
still to be acquired.
Suppose that q − 1 characteristics have
been checked and that the DM is in
the situation described in Fig. 1. If θ =
q − 1, the DM must stop collecting in-
formation. If θ > q − 1, there are two
possibilities: either n > mk or n = mk.
Suppose: n > mk. Then, DM needs a cri-
terion to compare Opt(Gk;mk + 1) with
Opt(Gk+1;1).
Following Assumption 5 and Defini-
tions 4.1 and 4.2, we propose the follow-
ing definition for the expected value de-
rived from continuing to check Gk, that
is, collecting xkmk+1 as the q-th piece of
information.
EVCT
(
Gk|xk1, xk2, . . . , xkmk
)
=
∫
CT(xk1,x
k
2,...,x
k
mk
)
μmk+1(xmk+1)
× val(xmk+1|xk1, xk2, . . . , xkmk
)
× dxmk+1 (10)
Similarly, the expected value derived
from starting to check Gk+1 , that is, col-
lecting xk+11 as the q-th piece of informa-
tion, is defined as follows:
EVST
(
Gk+1|xk1, xk2, . . . , xkmk
)
=
∫
ST(xk1,x
k
2,...,x
k
mk
)
μ1(x1)
× val(x1|xk1, xk2, . . . , xkmk
)
dx1 (11)
Therefore, the following criterion can
be applied.
Criterion (when n > mk). Acquiring
xkmk+1 is more valuable than acquir-
ing xk+11 if and only if EVCT(Gk|xk1, xk2,
. . . , xkmk) ≥ EVST(Gk+1|xk1, xk2, . . . , xkmk).
Note that this criterion assumes that,
whenever EVCT(Gk|xk1, xk2, . . . , xkmk) =
EVST(Gk+1|xk1, xk2, . . . , xkmk), the DM
prefers by default to remain acquiring
information on the object at hand. Intu-
itively, this can be justified by assuming
an infinitesimal but positive disutility
faced by the DM when switching be-
tween objects while being indifferent
with respect to information values.
Suppose: n > mk. Then, DM needs a
criterion to compare Opt(STOP) with
Opt(Gk+1;1).
The expected value derived from col-
lecting xk+11 is still given by EVST(Gk+1|
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Fig. 3 Decision criteria
after q − 1 = ∑ki=1 mi
observations have been
collected
xk1, x
k
2, . . . , x
k
mk
), but this time this value
must be compared with the value zero.
Indeed, if there are no more charac-
teristics to check from object Gk, then
Opt(STOP) does not have value in terms
of new information. At the same time,
EVST(Gk+1|xk1, xk2, . . . , xkmk) is either pos-
itive or zero depending on whether the
new information acquired adds value or
not. Hence, Opt(Gk+1;1) turns out to be
preferable to Opt(STOP) if and only if
EVST(Gk+1|xk1, xk2, . . . , xkmk) > 0.
Therefore, the following criterion can
be applied.
Criterion (when n = mk). Acquiring
xk+11 is more valuable than stop-
ping if and only if EVST(Gk+1|xk1, xk2,
. . . , xkmk) > 0. Equivalently, the stopping
option is chosen over starting to check
Gk+1 if and only if EVST(Gk+1|xk1, xk2,
. . . , xkmk) = 0.
The criteria obtained above can be
schematized as follows.
Decision Criteria after q − 1 = ∑ki=1 mi
observations have been collected:
DM has observed the first mk character-
istics of Gk, that is, x
k
1, x
k
2, . . . , x
k
mk
.
If θ = q − 1:
Opt(STOP)
If θ > q − 1 and n = mk:
 Aim:
Deciding whether obtaining xk+11 is
still valuable compared to stopping.
 Criterion:
Opt(STOP) is chosen over
Opt(Gk+1;1) ⇔ EVST(Gk+1|xk1, xk2, . . . ,
xkmk) = 0.
If θ > q − 1 and n > mk:
 Aim:
Deciding which information is more
valuable to obtain between xkmk+1 and
xk+11 .
 Criterion:
Opt(Gk;mk + 1) is chosen over
Opt(Gk+1;1) ⇔ EVCT(Gk|xk1, xk2, . . . ,
xkmk) ≥ EVST(Gk+1|xk1, xk2, . . . , xkmk).
The flowchart illustrated in Fig. 3 pro-
vides a graphical description of this
generic step of the algorithm.
6 Numerical Simulations
We introduce several numerical simula-
tions that illustrate the behavior followed
by the DM when considering the ex-
pected value of information as the mech-
anism defining her information acqui-
sition process. We consider objects de-
fined by tuples of four characteristics
distributed uniformly over their respec-
tive domains. The numerical domains on
which the characteristics of an object are
defined have been chosen to describe in-
crements in the expected utility received
by the DM as functions of the spread of
their probability functions. That is, the
first characteristic will be uniformly dis-
tributed over X1 = [15,20], the second
one over X2 = [10,20], the third one
over X3 = [5,20] and the fourth one over
X4 = [0,20]. Thus, preferred character-
istics lead to higher expected values and
their domains are contained within those
of the less preferred characteristics while
sharing the upper limit. Assuming uni-
form probability functions on the factor
spaces Xi provides a suitable approach in
terms of maximal information entropy to
the complete uncertainty faced by DMs
(Srikanth et al. 2003, p. 240).
In all the figures introduced through
this section, the horizontal axis describes
realizations of the corresponding x1i ,
i = 1,2,3, while the vertical one accounts
for the expected value obtained from ac-
quiring an additional piece of informa-
tion. Clearly, we are assuming that the
DM starts acquiring information on the
first object G1. Finally, in order to make
the figures more tractable, we will use
a simplified version of the notation in-
troduced in the body of the paper. The
sub-indexes CT and ST will be omitted
and further notational changes will be
described as we introduce them.
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6.1 Acquiring the Second Observation
We start by analyzing the acquisition of
the second piece of information. This
case is presented in Fig. 4. As already
stated, the first and second characteristics
are uniformly defined on the intervals
X1 = [15,20] and X2 = [10,20], respec-
tively. Thus, the expected utility values
are E1 = 17.5 and E2 = 15, which coin-
cide with the respective certainty equiv-
alents within the risk-neutral setting,
where ui(xi) = xi.
As described in Sect. 5, EV(G1|x11)
represents the expected value derived
from continuing with G1 and collecting
x12 as the second piece of information.
EV(G1|x11) is defined by two functions
determined by the value of c1, which
are denoted by EV(G1|x11 < c1) and
EV(G1|x11 ≥ c1). Note that EV(G1|x11) at-
tains the highest value at c1, since the
certainty equivalent allows for the widest
variability in terms of the potential real-
izations of the characteristics of the ob-
ject being observed. The value of infor-
mation, in the sense of Definition 4.1, de-
creases progressively when moving away
from c1 through realizations located ei-
ther above or below the certainty equiv-
alent value.
EV(G2|x11) represents the expected
value derived from starting with G2 and
collecting x21 as the second piece of infor-
mation. EV(G2|x11) follows a logic similar
to EV(G1|x11) in terms of reference points
but its behavior is clearly different from
that of EV(G1|x11). Realizations below c1
provide a constant value of information
based on expected improvements upon
the certainty equivalent. This part of the
function is denoted by EV(G2|x11 < c1).
At the same time, as the realizations of x11
exceed c1, the value derived from start-
ing acquiring information on a new ob-
ject decreases, since this new object be-
comes progressively less probable to be
improved upon. This part of the function
is denoted by EV(G2|x11 ≥ c1).
The graphs of the functions EV(G1|x11)
and EV(G2|x11), and their possible cross-
ing points, determine continuation inter-
vals and starting intervals, that is, subin-
tervals of X1 where the former graph is
respectively above or below that of the
latter one. Thus, the DM has an incentive
to continue acquiring information on the
object observed for realizations of x11 be-
longing to the interval [16.0355,20], see
Table 1. This will tend to bias the in-
formation acquisition process of the DM
towards the first object observed.
Fig. 4 Acquiring the second observation under uniformity and risk-neutrality
Table 1 Crossing values: risk-neutral case, ui(xi) = xi
Second observation Third observation Fourth observation
16.0355 x11 = 16 x11 = 19 x11 = 16
x12 = 12
x11 = 16
x12 = 18
x11 = 19
x12 = 12
x11 = 19
x12 = 1813.3301 10.3301
12 6 9 No cut
Fig. 5 Acquiring the third observation under uniformity and risk-neutrality
6.2 Acquiring the Third Observation
Figure 5 describes the information acqui-
sition incentives of the DM after having
already observed two characteristics from
the first object, i.e. x11 and x
1
2. We take
the value of the first characteristic x11 as
given and analyze two cases: x11 = 16 and
x11 = 19. The first value is below c1 while
the second is above c1. Figure 5 illus-
trates the expected information value for
all possible realizations of x12 when com-
bined with the fixed value of x11. The red
functions correspond to the case where
x11 = 16 while the black ones to the case
where x11 = 19.
Since E1 = 17.5 and E2 = 15, we have
E1 + E2 = 32.5. Thus, when x11 = 16
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[resp. x11 = 19], for the sum of the utilities
of both realizations to equate E1 + E2,
the value of the second characteristic
must be 16.5 [resp. 13.5]. Consequently,
the value x12 = 16.5 [resp. x12 = 13.5]
is the value at which EV(G1|x11, x12) and
EV(G2|x11, x12) split in two functions. The
functions in which EV(G1|x11, x12) is di-
vided describe the expected value of in-
formation when the DM continues ac-
quiring information on the object ob-
served and the sum of the utility provided
by the first two observations is above or
below E1 + E2. In Fig. 5, these functions
are denoted by EV(G1, x11 = ·| ≥ E1 +E2)
and EV(G1, x11 = ·| < E1 + E2), respec-
tively. The corresponding functions of
EV(G2|x11, x12) are denoted by EV(G2| ≥
E1 + E2) and EV(G2| < E1 + E2).
The intuition behind both the case
x11 = 16 (functions in red) and the case
x11 = 19 (functions in black) is identi-
cal to the one described in the second
observation acquisition setting of Fig. 4.
However, comparing the crossing point
of the functions in red with the cross-
ing point of the functions in black, an in-
teresting result follows from the current
risk-neutral uniform setting. The cross-
ing points are obtained respectively at
13.3301 (functions in red) and 10.3301
(functions in black), see Table 1. Thus,
the increment of three units in the real-
ization of x11, from 16 to 19, leads to a
decrement of three units when moving
from one crossing point to the other.
We will provide further insight about
this fact and the resulting exchangeability
of information values among characteris-
tics when analyzing the four observations
setting below.
6.3 Acquiring the Fourth Observation
Figures 6, 7 and 8 analyze the acquisi-
tion of the fourth observation after three
characteristics from the first object have
been observed, i.e. x11, x
1
2 and x
1
3. The
values of x11 and x
1
2 are taken as given.
The reference case against which we draw
comparisons is given by x11 = 16 and
x12 = 12, both values being below their re-
spective certainty equivalents. The nota-
tion for the functions EV(G1|x11, x12, x13)
and EV(G2|x11, x12, x13) has been further
simplified in these figures, since it is clear
when they refer to the case ≥ E1 +E2 +E3
or the case < E1 + E2 + E3.
These figures illustrate how any incre-
ment in the value of any of the previous
characteristics, either the first or the sec-
ond, leads to a leftward shift of the cross-
ing point between EV(G1|x11, x12, x13) and
Fig. 6 Acquiring the fourth observation under uniformity and risk-neutrality
Fig. 7 Acquiring the fourth observation under uniformity and risk-neutrality
EV(G2|x11, x12, x13). This result is expected,
as increasing the value of any of the char-
acteristics of the object observed will lead
to an increase in the value of the informa-
tion acquired about this object relative to
a new one.
Figure 6 illustrates the shift of the
crossing point when the value of the
second characteristic observed increases
from x12 = 12 to x12 = 18, while the value
of the first one remains fixed at 16. The
increment of six units in the realization of
x12 leads to a decrement of six units when
moving from one crossing point to the
other, that is, from x13 = 12 to x13 = 6; see
Table 1.
Similarly, Fig. 7 describes the case when
the value of the first characteristic ob-
served increases from x11 = 16 to x11 = 19,
while the value of x12 remains fixed at 12.
The crossing point shifts from x13 = 12 to
x13 = 9; see Table 1.
Remark Note that the crossing points
between the functions EV(G1, x11 = ·,
x12 = ·) and EV(G2, x11 = ·, x12 = ·) in
Figs. 6 and 7 shift by the amount of the
increment applied to one of the observed
characteristics regardless of whether the
characteristic improved is the first or the
second one; see again Table 1. We are
aware of the fact that the risk-neutrality
assumption plays an important role in
this result, which can be distorted by
moving to a risk-averse setting, see Ta-
ble 2. However, this substitutability result
is quite important from a strategic per-
spective. For example, even if a producer
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Table 2 Crossing values:
risk-averse case,
ui(xi) = √xi
Second observation Third observation Fourth observation
15.8222 x11 = 16 x11 = 19 x11 = 16
x12 = 12
x11 = 16
x12 = 18
x11 = 19
x12 = 12
x11 = 19
x12 = 1812.6115 10.1912
9.9189 5.6211 7.7870 No cut
cannot compete in terms of the most pre-
ferred characteristics of a given set of
products, he may capture a given mar-
ket through improvements in the second
most preferred ones.
Finally, Fig. 8 presents the effect of both
previous increments combined. More
precisely, if the values of x11 = 16 and
x12 = 12 increase to x11 = 19 and x12 = 18,
respectively, then the crossing point dis-
appears, since EV(G1, x11 = ·, x12 = ·)
dominates EV(G2, x11 = ·, x12 = ·) over
the entire domain X3. This figure also
shows how whenever the characteristics
observed are sufficiently high, the value
of information becomes zero and the DM
stops acquiring information; refer to the
graphs of EV(G1, x11 = 19, x12 = 18) and
EV(G2, x11 = 19, x12 = 18).
6.4 On the Algorithm Induced Value
Gains
The numerical setting described in the
previous subsection allows us to com-
pute the expected value gains obtained
when DMs follow the current infor-
mation acquisition process relative to
heuristic mechanisms such as starting ac-
quiring information on a new product
randomly after observing a characteristic
from a given product. These gains are il-
lustrated in Fig. 9, where the second ob-
servation case has been used as a basic
setting. The value gain from continuing
acquiring information on a product over
starting with a new one chosen randomly
is given by the red area in this figure. At
the same time, the black area accounts
for the value gained from starting with
a new product over continuing with the
one being observed. The difference be-
tween the red and black areas defines the
value gain from continuing over starting
with a new random product. Clearly, the
same calculations can be applied in all re-
maining figures. In the second observa-
tion case, the expected value gain within
the risk neutral setting is given by 1.5625.
The corresponding values have been cal-
culated for the case where the third ob-
servation is being acquired when x11 = 19,
which equals 5.9445. Moreover, we have
Fig. 8 Acquiring the fourth observation under uniformity and risk-neutrality
Fig. 9 Expected value gain from continuing relative to starting with a new
randomly chosen product
also calculated the gain when the fourth
observation is acquired for x11 = 19 and
x12 = 12, which is equal to 9.9792 and
for x11 = 19 and x12 = 18, which generates
11.4125. Note that it is the sequential cu-
mulative nature of the information pro-
cess, together with the regret-based value
of information environment what deter-
mines the increasing expected value gains
as the process proceeds through a given
product. Note also that this affect relates
directly to the self-regulating nature of
the information acquisition algorithm.
Consider now the case where the DM
observes the characteristics defining the
certainty equivalent product, that is,
x11 = 17.5, x12 = 15 and x13 = 12.5. It may
intuitively seem that, in this case, the
value from acquiring information on the
product observed is equivalent to starting
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A Self-regulating Information
Acquisition Algorithm for
Preventing Choice Regret
in Multi-perspective Decision
Making
In a world filled with an increasing
number of choices people must care-
fully select the information they ac-
quire in order to make sound decisions
that they will not regret in the future.
This ranges from everyday life deci-
sions to those made by experts in the
business world. The authors introduce
a novel information acquisition algo-
rithm based on the value that informa-
tion has when preventing a decision
maker from regretting his or her cur-
rent decision. The main features of the
model include the capacity to account
for different risk attitudes of the deci-
sionmaker as well as his or her forward-
looking behavior, the ability to assess
choice objects (projects or products)
defined by multiple characteristics and
a self-regulation mechanism for the
information acquisition process, even
in the absence of information acquisi-
tion costs. The main properties of the
algorithm are examined numerically.
Keywords: Sequential information ac-
quisition, Value of information, Choice
regret, Utility theory
Fig. 10 Acquiring the fourth observation under uniformity and risk-neutrality: the
certainty equivalent product case
acquiring information on a new random
product. However, as already stated in
Sect. 6.1, the certainty equivalent realiza-
tions are precisely those allowing for the
widest variability in terms of the poten-
tial realizations of the characteristics of
the object being observed. Given the se-
quential cumulative nature of the value of
information, the corresponding crossing
values within a risk neutral environment
are given by 16.0355, 11.8301, and 7.5
for the second, third and fourth obser-
vation cases, respectively. Figure 10 il-
lustrates the fourth observation scenario.
At the same time, the expected value
gain from continuing over starting ac-
quiring information on a new randomly
chosen product when the third observa-
tion is acquired is given by 5.3820, while
the fourth observation setting generates
11.1980. When comparing these values
with those obtained in the previous para-
graph we can observe an increment in the
expected value of information as the re-
alizations of the products increase, which
may seem to indicate a decrease in the re-
gret experienced by the DM. This is due
to the fact that, as better products are ob-
served, it is less plausible that the DM
ends up regretting the choice made.
6.5 The Effect of Risk Aversion
We assume now that the i-th util-
ity function of the DM is defined by
ui(xi) = √xi. The general form of the
functions EV(G1, . . .) and EV(G2, . . .) is
almost identical to that obtained in the
risk-neutral case. However, the values of
the crossing points as well as the effect de-
rived from increments in the values of the
characteristics of the object differ. In par-
ticular, the crossing points are obtained
for lower values of x11 and x
1
2 given iden-
tical uniform distributions, see Table 2.
Moreover, an increment of x11 from 16
to 19 leads to a decrease of 2.4203 units
in the value of x12 determining the cross-
ing point; such a decrease is lower than
the one obtained in the risk-neutral case,
see Tables 1 and 2. The same patterns
can be observed in the fourth observa-
tion acquisition setting when comparing
Tables 1 and 2. Thus, risk-averse DMs
will tend to continue acquiring informa-
tion on the object being observed with
more probability than risk-neutral ones,
but improvements on the characteristics
of the object will have a relatively smaller
effect than in the risk-neutral setting.
7 Conclusions and Future
Research Directions
The current paper has derived the opti-
mal information acquisition strategy of a
DM in a setting where the decision re-
gret is minimized when acquiring infor-
mation sequentially from a set of prod-
ucts defined by multiple characteristics.
The novel information acquisition struc-
ture introduced allows for the definition
of different levels of risk aversion among
DMs and heterogeneous beliefs regard-
ing the distribution of the characteris-
tics of the objects being considered. These
are both important determinants of the
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information acquisition process of DMs
(Abbas et al. 2013).
The model also illustrates how DMs
may voluntarily stop acquiring informa-
tion when searching for a product absent
information acquisition costs. This type
of model is suitable to study environ-
ments with a substantial amount of infor-
mation and almost negligible acquisition
costs. The overload of cheap information
has important effects on the information
acquisition and choice behavior of DMs
(Chen et al. 2009).
Moreover, factors such as trust and
credibility of firms could also be ac-
counted for (Gefen et al. 2008). In this re-
gard, our model introduces a clear strate-
gic component to the information acqui-
sition behavior of DMs, currently obvi-
ated by the economic and management
literatures (Citroen 2011; Di Caprio and
Santos-Arteaga 2011).
The rejection probability of an object
by a DM can be easily calculated follow-
ing our model. As a result, our model
provides a formal framework to analyze
different types of competitive scenarios
and their effect on the product intro-
duction strategies of firms. This allows
for a direct link with the evidence relat-
ing changes in the demand side of the
market triggered by different informa-
tion structures and their effect on the
supply (Clemons 2008).
Finally, additional extensions of our
model may be considered in environ-
ments where decisions must be taken af-
ter having gathered the information re-
quired while minimizing any posterior
regret. This is particularly the case in ar-
eas of the literature dealing with health-
related scenarios (de Bekker-Grob and
Chorus 2013) and the strategic expan-
sion of political and economic alliances
(Sandler 1993).
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