Abstract. We give a constructive and exhaustive definition of Kochen-Specker (KS) qubits in the Hilbert space of any dimension as well as all the remaining vectors of the space. KS qubits are orthonormal states, i.e., vectors in n-dim Hilbert space, H n , n ≥ 3 to which it is impossible to assign 1s and 0s in such a way that no two of mutually orthogonal vectors are both assigned 1. Our constructive definition of such KS vectors is based on the algorithms that generate linear MMP diagrams corresponding to blocks of orthogonal vectors in R n , on algorithms that filter out diagrams on which algebraic 0-1 states cannot be defined, and on algorithms that solve nonlinear equations describing the orthogonalities of the vectors by means of polynomially complex interval analysis and self-teaching programs. To demonstrate the power of the algorithms, all 4-dim KS vector systems containing up to 24 vectors are generated and described, all 3-dim vector systems containing up to 30 vectors are scanned, and several general properties of KS vectors are found.
Introduction
Recently proposed experimental tests of the Kochen-Specker (KS) theorem [1, 2] , disputes on the feasibility of such experiments [3] [4] [5] [6] [7] positive experiments recently carried out [8] , and recent theoretical elaborations on the theorem [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] prompted a renewed interest in the KS theorem.
The KS theorem claims that predicted and recorded outputs of quantum measurements (essentially detector clicks) carried out on quantum systems cannot be ascribed predetermined values (say 0 and 1). To arrive at the claim one considers an orthonormal set of states {ψ 1 , . . . , ψ n }, i.e., vectors in n-dim Hilbert space, H n . Projectors to these states satisfy: n i=1 P i = I, where P i = ψ i ψ † i . Now, Kochen and Specker proved [23] that there is no function f : H → R satisfying the following Sum Rule n i=1 f (P i ) = f ( n i=1 P i ) = f (I) for any set of projectors P i . Choosing f (P i ) ∈ {0, 1} (f (I) = 1), the theorem amounts to the following claim: In H n , n ≥ 3, it is impossible to assign 1s and 0s to all vectors in such a way that (1) no two of mutually orthogonal vectors are both assigned 1; (2) they cannot all be assigned 0.
All the vectors that satisfy the KS theorem we call KS vectors. They correspond to directions of quantisation axes of the measured eigenstates and when we speak of finding KS vectors we mean finding these directions. To stress that the axes and therefore KS vectors themselves cannot be given a 0-1 valuation, i.e. represented by classical bits, we also call them KS qubits (quantum bits). In particular because it is not our aim to give yet another proof of the KS theorem but to determine the class of all KS vectors from an arbitrary H n as well as the class of all the remaining vectors from H n . The original KS theorem [23] made use of 117 3-dim vectors. Subsequent attempts to reduce the number of vectors gave the following minimal results (usually called records): Bub's system contains 49 vectors (claimed 33) [24] , Conway-Kochen's has 51 (claimed 31) [25, p. 114] , and Peres' systems has 57 (claimed 33) [26] 3-dim vectors, Kernaghan's system contains 20 4-dim vectors with loops (see the definition below) of size two [27] , Cabello's system has 18 4-dim vectors with loops of size three [28] , etc. Reducing the number of vectors is important for devising experimental setups [16] , especially so as recently a single qubit KS scheme was formulated [9] by means of auxiliary quantum systems (ancillas) of the measuring apparatus and subsequently connected with the original KS formulation [10] . On the other hand, knowing the class of all KS vectors important for a better theoretical insight in the quantum theory and possibly quantum computers. However, no general method for constructing sets of KS vectors has been proposed so far and the aim of this paper is to give one. In doing so we will follow the ideas put forward in [29, 30] .
So far, the KS vectors were constructed either by means of partial Boolean algebras and orthomodular lattices [23, [31] [32] [33] or by direct experimental proposals [1, 16, 2] , or by combining rays in R n [26, 27, 24] . These approaches have two disadvantages: first, they depend on human ingenuity to find ever new examples and "records," and secondly, their complexity grows exponentially with increasing numbers of dimensions and vectors. E.g., lattices of orthogonal n-tuples have 2 n elements (Hasse diagrams) [34] and, on the other hand, the complexity of nonlinear equations describing combinations of orthogonalities also grows exponentially.
As opposed to this, we are able to generate all the equations (up to a reasonably chosen number of vectors and dimensions) that have KS vectors as their solutions and to effectively solve them in a way that is essentially of a polynomial complexity. We first recognise that a description of a discrete observable measurement (e.g., spin) in H n can be rendered as a 0-1 measurement of the corresponding projectors along orthogonal vectors in R n to which the projectors project. Hence, we deal with orthogonal triples in R 3 , quadruples in R 4 , etc. which correspond to possible experimental designs and to find KS vectors means finding such n-tuples in R n .
MMP diagrams
We start with describing vectors as vertices (points) and orthogonalities between them as edges (lines connecting vertices) thus obtaining MMP diagrams [29, 35, 36] which are defined as follows: 1. Every vertex belongs to at least one edge; 2. Every edge contains at least 3 vertices; 3. Every edge which intersects with another edge at most twice contains at least 4 vertices.
Isomorphism-free generation of MMP diagrams follows the general principles established by [37] , which we now describe briefly.
Deleting an edge from an MMP diagram, together with any vertices that lie only on that edge, yields another MPP diagram (perhaps the trivial one with no vertices). Consequently, every MMP diagram can be constructed by starting with the trivial diagram and adding one edge at a time, at each stage having an MMP diagram.
We can represent this process as a rooted tree whose nodes correspond to MMP diagrams whose vertices and edges have unique labels. The trivial diagram is at the root of the tree, and for any other diagram its parent node is the diagram formed by deleting the edge with the highest label. The isomorph rejection problem is to prune this tree until it contains just one representative of each isomorphism class of diagram. This can be achieved by the application of two rules.
Given a diagram D, we can identify the valid positions to add a new edge such that Conditions 2 and 3 are enforced. According to the symmetries of D, some of these positions are equivalent. The first rule is that exactly one position in each equivalence class of positions is used; a node in the tree formed by adding an edge in any other position is deleted together with all its descendants.
To understand the second rule, consider a diagram D ′ with at least one edge. We label the edges of D ′ in a canonical order, which is an order independent of the previous labelling. Then we define the major class of edges as those that are equivalent under the symmetries of D ′ to the edge that is last in canonical order. The second rule is:
when D ′ is constructed by adding an edge e to a smaller diagram, delete D ′ (and all its descendants) unless e is in the major class of edges of D ′ . According to the theory in [37] , application of both rules together is sufficient: exactly one diagram from each isomorphism class remains in the tree.
Our implementation used nauty [38] for computing symmetries and canonical orderings. The method allows for very efficient parallelisation of the computation. A generation tree for MMP diagrams with 9 vertices and the smallest loop of size 5 is shown in the Fig. 1 . MMP diagrams in a 3-dim space graphically resemble Greechie diagrams [32] . The Greechie diagrams are a handy way to draw Hasse diagrams which represent orthomodular lattices and the complexity of Hasse diagrams grows exponentially with increasing dimensions. Already for 4-dim spaces even graphical resemblance disappear since the smallest loops (edge polygons) of Greechie diagrams are of size 5, while MMP diagrams allow loops of size 2 (2 edges share 2 vertices). Besides, it would be quite a challenge to find a direct lattice representation of KS vectors.
We denote vertices of MMP diagrams by 1,2,..,A,B,..a,b,.. By the above algorithm we generate MMP diagrams with chosen numbers of vertices and edges and a chosen minimal loop size. E.g., in the examples given in Fig. 2 we generate diagrams with 4 vertices within an edge and minimal loops of size 2 and 3. We wrote programs that give diagrams with up to 90 vertices.
Algebraic states on MMP diagrams
To find diagrams that cannot be ascribed 0-1 values we apply an algorithm which we call states01. The algorithm is exhaustive search of MMP diagrams with backtracking.
The criterion for assigning non-dispersive (0-1) states is that each edge must contain exactly one vertex assigned to 1, with the others assigned to 0. As soon as a vertex on an edge is assigned a 1, all other vertices on that edge become constrained to 0, and so on. The algorithm scans the vertices in some order, trying 0 then 1, skipping vertices constrained by an earlier assignment. When no assignment becomes possible, the algorithm backtracks until all possible assignments are exhausted (no solution) or a valid assignment is found. In principle the algorithm is exponential, but because the diagrams of interest are tightly coupled, constraints build up quickly. According to our statistical data this feature reduces the exponential behaviour of the algorithm to a polynomial one.
Following the algorithm we wrote a program that gives 3 and 4 vertices per edge MMP diagrams 0-1 states cannot be defined on. The smallest such diagrams are:
• 3 vertices per edge 
Kochen-Specker vectors
To find KS vectors we follow the idea put forward in [29, 36] and proceed so as to require that their number, i.e. the number of vertices within edges, corresponds to the dimension of R n and that edges correspond to n(n − 1)/2 equations resulting from inner products of vectors being equal to zero which means orthogonality. So, e.g., an edge of length 4, BCDE, represents the following 6 equations:
Each possible combination of edges for a chosen number of vectors (vertices) and chosen orthogonalities between them corresponds to a system of such nonlinear equations. A solution to systems which correspond to MMP diagrams without 0-1 states is a set of components of KS vectors we want to find. Thus the main clue to finding all KS vectors is the exhaustive generation all MMP diagrams as given in Sec. 2, then picking out all those diagrams that cannot have 0-1 states as presented in Sec. 3, establishing the correspondence between the latter diagrams and the equations for the vectors as shown in Eq. 1, and eventually solving the the systems of the so obtained equations. In realistic application of the algorithms we actually merge these four stages so as to avoid generation of those diagrams that cannot have a solution. In doing so, we turn the exponential complexity of the problem into a polynomial one.
Finding KS vectors is not a well-posed problem in terms of solving, though. Indeed if V is a KS vector then λV is also a KS vector for any non-zero scalar λ. Furthermore, if S is a set of KS vectors, then RS is also such a set for any arbitrary rotation matrix R. We may simplify the problem by considering only unitary vectors (hence each vector component will have a value in [-1,1]). To avoid the rotation problem we may assume that one n-tuple is the orthonormal basis of R n . Under these assumptions some of the orthogonality equations simplify. E.g., if 1234 is the basis of R 4 with 1=[0, 0, 0, 1] then 1567 indicates that the fourth components of 5,6,7 are 0. The non-collinearity constraints also plays an important role. E.g., 1235 is not a possible n-tuple as three components of 5 would be 0 and hence 5 would be collinear with 4.
This has prompted us to develop a preliminary pass which allows elimination of n-tuples that cannot lead to a solution. Consider a system of m 4-dim vectors. The preliminary pass make use of a m × 4 table T , called the 0-table with an entry set to 1 when a vector components cannot be 0 (e.g., if vector j has components [a j1 , 0, 0, a j4 ], then a j1 , a j2 cannot be 0 and T [j, 1] = T [j, 4] = 1). The preliminary pass selects a set of four 4-dim vectors as the basis of R 4 . It then applies a set of simplification rules on the the orthogonality equations. For example, if the equation is a jk a ik = 0 and T [j, k] = 1 then a ik is set to 0. Each time a vector component value is determined the 0-table is updated and the preliminary pass is restarted. The process will stop when no further simplification may be performed or when a constraint violation occurs (e.g., one equation implies that a jk should be 0 while the 0-table indicates that this component cannot be 0) in which case the system cannot have a solution. The simplification rules used in the preliminary pass depend on the space dimension.
The preliminary pass has been implemented as a C program that has been added as a filter in the generation program. For avoiding the exponential growth of the number of generated MMP diagrams it is essential that the KS-system should be generated incrementally i.e. that the program generates sequentially all systems starting with a given m n-tuples before modifying the mth n-tuple. Using this incremental generation as soon as the preliminary pass determines that an initial set of m n-tuples has no solution and that no further systems starting with this set will be generated. E.g., for 18 vectors and 12 quadruples without such a filter one should generate > 2.9 · 10
16
systems-what would require more than 30 million years on a 2 GHz CPU-while the filter reduces the generation to 100220 systems (obtainable within < 30 mins on a 2 GHz CPU). Thereafter states01 gives us 26800 systems without 0-1 states in < 5 secs.
For the remaining systems two solvers have been developed. One is based on a specific implementation of Ritt characteristic set calculation [39] . Assume that a vector V=[a V 1 , 0, 0, a V 4 ] (this implies that a V 1 , a V 4 cannot be 0) is orthogonal to W=[a W 1 , 0, a W 2 , a W 4 ]. From the orthogonality condition a W 1 a V 1 + a W 4 a V 4 we deduce that a W 1 = −a W 4 a V 4 /a V 1 (as a V 1 cannot be 0) and that a W 4 cannot be 0. Such findings is propagated to the other equations and, as for the preliminary pass, simplification rules are applied on the equations, allowing to determine further unknowns and to update the 0-table. The process is repeated until no further unknown can be determined or when a constraint violation occurs. If no violation occurs we will usually get a set of remaining equations that are quite simple and allows one to determine all solutions. This solver has been implemented using the symbolic computation software Maple. E.g., for system (a) in Fig. 3 : 1234,4567,789A,ABCD,DEFG,GHI1,35CE,29BI,68FH, we get (in < 10 secs on a 2 GHz CPU) the remaining set of 10 equations: 2a for each unknowns.
Solving a KS-system is appropriate for an interval analysis-based solver as all the unknowns are restricted to lie in the range [-1,1], the set of which is the box B 0 . A basic solver uses a list of boxes L that has initially as element B 0 . At step i the algorithm processes box B i of L and calculates the interval evaluation of the orthogonality and unitary equations: if the interval evaluation of one of these equations does not include 0 then the algorithm will process the next box in the list. Otherwise two new boxes will be generated from B i by bisecting one of the range of the box. These boxes will be added to the list and the next box in the list will be processed. The algorithm will stop either when all the boxes have been processed (the system has no solution) or when the width of all the ranges in a box is lower than a small value while the interval evaluation of all the equations still include 0 (a solution is supposed to have been obtained). Note that the method is mostly sensitive to the number of unknowns (which explains why the vectors that appear only once in the KS-system should be eliminated) and not so much on the number of equations. On the contrary, additional equations may even reduce the computation time. Hence, there is no major slowdown, when for a triplet X i X j X k in 3D we have X k = ±X i × X j and must use additional equations that the square of the components of these vectors have to be identical.
Numerous methods may be used to improve the efficiency of the basic solver (especially to prove that indeed a system has a solution). We use the interval analysis library ALIAS * to deal efficiently with the KS systems.
We also developed a checking program that finds solutions from assumed sets, say {−1, 0, 1}, even much faster (< 1 sec on a 2 GHz CPU) by precomputing all possible scalar products. The main algorithm scans the vertices and tries to assign unique vectors to them so that all vectors assigned to a given edge are orthogonal. In case of a conflict the algorithm backtracks, until either all possible assignments have been exhausted or a solution is found. We match its exponential behaviour by scanning next those vertices most tightly coupled to those already scanned, helping to force conflicts to show up early on so that backtracking can take care of them more quickly.
New results and conclusions
In this paper we presented algorithms that generate and those that solve sets of arbitrary many Kochen-Specker (KS) vectors that are of polynomial complexity. The algorithms merge generation of linear MMP diagrams corresponding to blocks of orthogonal vectors in R n (Sec. 2), filtering out those vectors on which 0-1 states cannot be defined (Sec. 3), and solving nonlinear equations describing the orthogonalities of the vectors by means of interval analysis (Sec. 4), so as to eventually generate KS vectors in a polynomially complex way. Using the algorithms we obtained the following results:
(i) A general feature we found to hold for all MMP without 0-1 states we tested is that the number of vertices a and the number of edges b satisfy the following inequality: nb ≤ 2a, where n is the number of vertices per edge. Hence, there are no sets of b n-tuples of orthogonal vectors in H n on which no 0-1 states can be defined whose number a > nb 2
. In R n this means that we cannot arrive at systems with more unknown (components of vectors) then equations (orthogonality conditions). To prove the feature for an arbitrary n remains an open question.
(ii) No one of the systems corresponding to the smallest diagrams without 0-1 states given in Sec. 3 and Fig. 2 (iv) The smallest 4-dim system with the smallest loop of size 2 is the following 19-10 one: 1234,4567,789A,ABCD,DEFG,GHI1,35CE,29BI,68FH,678I shown in Fig. 3 (c). It contains system (a) of Fig. 3 and it is the only 19 vertices MMP system which has a solution from {−1, 0, 1} for the corresponding vectors.
(v) The two smallest 4-dim systems with the smallest loops of size 2 that do not contain system (a) of Fig. 3 are the following 20-10 ones: 1234,4567,789A,ABCD,DEFG,GHI1,68FH,12JI,1J9B,345K,4KEC and 1234,4567, 789A,ABCD,DEFG,GHI1,68FH,2IAK,345J,4JEC,9ABK shown in Fig. 3 (a) and (b) . The latter system is isomorphic to Kernaghan's system [27] . The solution to the former one is: 12...JK = {0,0,0,1}{1,0,0,0}{0,1,1,0}{0,1,-1,0}{1,0,0,-1}{1,1,1,1}{1,-1,-1,1}{1,1,-1 ,-1} (viii) It can easily be shown that a 3-dim system of equations representing diagrams containing loops of size 3 and 4 cannot have a real solution.
For the loops of size 3, 123,345,561 the proof runs as follows. Let us choose 1={1,0,0}, 2={0,1,0}, 3={0,0,1}, and i={a i1 , a i2 , a i3 }, i = 4, 5, 6 and consider block 345. Using 3·5=0 we get a 53 = 0. Let us next consider group 561. Using 5·1=0 we get a 51 = 0 Hence, 5={0,a 52 ,0} and is therefore collinear with 2. Thus, the system cannot have a solution. The proof for the loops of size 4 is similar only a little longer.
(ix) The smallest 3-dim systems without a 0-1 valuation have a minimal loop of size 5, 19 vertices and 13 edges [Sec. 3, Fig. 2 (d) ], but they do not have real solutions. We scanned all systems with up to 30 vectors and 20 orthogonal triads and there are no KS vectors among them. This does not mean that Conway-Kochen's system (CK) [25, p. 114 ] is the smallest KS system, though. It turns out that we cannot drop vectors that belong to only one edge from orthogonal triads because there are cases where a solution to a full system allows 0-1 valuation while one to a system with dropped vectors does not or where the full system cannot have a solution. So, CK is actually not a 31 but a 51 vector system. When all the vectors are taken into account then Bub's one [24] is the smallest.
To see why we should not drop vectors that belong to only one edge in detail, let us look at Fig. 5 (a) . If we drop all vectors that belong to only one edge we get: 123,35,567,789,9B,B1,28. This system has no 0-1 states. But if we take into account a single such vector, say 123,345,567,789,9B,B1,28 or 123,35,567,789,9B,B1,2D8, the system has at least one 0-1 state. All these systems do have solutions. The opposite situation is given by Fig. 5 (b) . The system does not admit 0-1 states but has no solution. If we dropped J or K or both we would have a system with no 0-1 states and the systems would have solutions. E.g., the system with dropped K has the following solution: 12...IJ = {0,0,0,1}{1,0,0, 0}{0,1,1,0}{0,1,-1,0}{1,0,0,-1}{1,-1,-1,1}{1,1,1,1}  {1,-1,1,-1}{0,1,0,-1}{1,0,-1,0}{0,1,0,1}{1,-1,1,1}{1,1,1,-1}{1,1,-1,1}{0,0,1,1}{1 ,-1,0,0} {1,1,0,0}{0,0,1,0}{1,-1,-1,0}. It is true, the examples of Bub, Peres, and Conway-Cochen do have both the lack of 0-1 states and the solutions with and without vectors that belong to only one edge but due to the above counter-examples it appears more proper to list them according to the total number of vectors. Besides, the vectors take their part in spanning the corresponding physical space and are unavoidable for its complete description.
(x) The class of all remaining (non-KS) vectors from H n we get so as to first filter out all the MMP diagrams that do have 0-1 states. Then the real solutions to the equations corresponding to these diagrams yield the desired vectors.
(xi) Presented algorithms can easily be generalised beyond the KS theorem. One can use MMP diagrams to generate Hilbert lattices, partial Boolean algebras, and general quantum algebras which could eventually serve as an algebra for quantum computers. [40] One can also treat any condition imposed upon inner products in R n to find solutions not by directly solving all nonlinear equations but by first filtering the corresponding diagrams and solving only those equations that pass the filters.
