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Stochastic dynamics of analogous neural networks is studied for the case when synaptic connections 
between neurons are asymmetric and therefore there are no Hamiltonians for the systems. Generating 
functionals are considered for correlation functions of the neuronal variables as well as for the S-matrix. 
Functional methods of quantum field theory are applied to formulate a diagram perturbation theory for 
calculating the functionals aforesaid. 
 
A growing interest is attracted to neural networks in recent years since the seminal paper of Hopfield [1]. 
Hopfield set the matrix of synaptic couplings to be symmeric with zero diagonal elements. This allows to 
introduce, for sequential updating binary neurons, the Hamiltonian-like function which has just the same form as 
the Hamiltonian in the Sherrington-Kirkpatrick model of spin glasses [2]. In effect, concepts and methods of 
statistical physics are successfully applied to investigate the behaviour of such networks. For analogous neural 
networks with symmetric synaptic efficacies Hamiltonian-like functions have been constructed as well [3, 4].  
However, in real biological nervous systems synaptic connections are asymmetric, if not unidirectional. 
Since there are no more Hamiltonians for neural networks with asymmetric synaptic matrices, one has to develop 
other approaches to such systems. So, a number of interesting results have been obtained for particular cases 
(see, e.g., for a review [5] and such works as [6 – 9]).  
On the other hand, quantum field theory (QFT) brings productive methods which can also be applied to 
classical (non-quantum) systems as was shown by Martin, Siggia and Rose [10]. Their approach have been 
recasted in terms of generating functionals by De Dominicis and Peliti [11] and here it is applied to describe the 
stochastic dynamics of asymmetric analogous neural networks. 
Consider a network composed of N neuron-like elements evolving in accordance with the following 
equations: 
( )
( ) ( ) 0
i
i id t F t t
dt
,  1,...,i N .                                      (1) 
Here the variable ( )
i t  describes the state of neuron i  at time , (.)
it F  is some operator and ( )
i t  is a Gaussian 
stochastic variable whose autocorrelation matrix is 2 ( )ijГ t t .  
Following [11], introduce the stochastic generating functional:  
( ), ( ) ( ) ( )exp{ [ ( ) ( )Z t t D t D t dt i t t
,
 ( )]}П [ ( ) [ ( )]i i
i t
i t t t F t  ( )] ( )
i t J t . 
Here the Jacobian ( )J t  is introduced so as to satisfy the normalization condition 0 1Z  and has the form 
[11, 12]  
1
exp
2
i
i
F t
J t dt
t
. 
Averaging over t  we obtain the functional 
( ), ( ) ( ) exp{ [ ( ) ( )Z t t D t D t i dt t t ( ) ( )] ( ), ( ) },t t A t t         (2) 
where 
( )
( ), ( ) ( ) ( ( ) ( ) ) ( ) ( )
2 ( )
T
F ti
A t t dt t t F t i t Г t
t
                            (3) 
is the effective action of Martin – Siggia – Rose. Correlation functions can be found by taking derivatives of the  
generating functional (2) with respect to the sources ( )t  and ( )t  (see [11]).  
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As is asserted in [11] the contributions from the action, where ( )j t  and one ( )i t  from the same coupling 
term in ( ) ( )j jt F t  close onto a loop, cancel the corresponding contributions from the Jacobian order by 
order in perturbation theory. By this reason we eliminate both the term from the action (3) and all such loops. 
After that the integral over ( )j t  in (2) is Gaussian and it can easily be calculated. So, for the case ( ) 0t  (that 
is enough to compute the correlation functions of the quantities ( )i t ) we have  
( ) ( )exp{ ( ) ( ) ( )}Z t C D t S t i dt t t ,                                             (4) 
where the effective action 
11 { ( ) ( ) } Г ( ) ( )
4
TS t dt t F t t F t                                      (5) 
was considered in [12] in another context. 
In the operator F , separate the linear term L  yielding a free dynamics of neurons and the rest 
W  that describes interactions between neurons and effects of external (sensory) signals on neurons. Then the 
action (5) is represented as  
0( ) ( ) ( )wS t S t S t .                                                            (6) 
The free action can be transformed into the form  
0
1
( ) ( ) ( )
2
TS t dt t K t ,                                                           (7) 
which is standard for models of QFT. The operator 
2
1 1 1
2
1
Г 2 Г Г
2
T Td dK L L L
dt dt
 
has the following Green function (propagator) 
( ) 11( ) ( )
2 2П
i i idt t e R .                                                         (8) 
The matrix function R  is defined by acting the operator K  on the Fourier representation of the t : 
2 1 1 11( ) ( Г 2 Г Г )
2
T TR i L L L . 
Further we will be concentrated on the analogous neural netvorks of Hopfield [4] so that  
ij ij iL , 
1
N
i ij j j i
j
W T f I . 
Here 1 ,
i i i iC R C  and iR  are respectively the input capacitance of the cell membranes and the transmembrane 
resistance of the i-th neuron; the synaptic efficacy ijT  can be interpreted so that 
1( )ijT t  is the impedance 
between the output of the j-th neuron and the cell body of the i-th neuron; iI  is any other (e.g., sensory) input 
current to neuron i. The input-output transfer function 
j jf  is assumed to be a monotone sigmoid. For this 
model we have  
1 21( ) (Г ) ( 2 )
2
ij ij i i jR i . 
If all neurons have the same properties so that 
1 2 N
 then one can calculate the integral in eq. (8) 
and find the explicit form of the propagator t t  [13]. 
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For the Hopfield model the term wS , describing the contributions into the action due to the 
interactions between neurons and the sensory inputs, has the form  
1
, , , 1
1
( ) (Г ) ( )
4
N
ij j j i ik km m m k
w
i j k m
S t dtdt T f t I T f t I  
(9) 
1
, , , 1
1
( ) Г ( ) ( ) ( )
2
N
ik
ij j j i k k k km m m k
i j k m
dtdt T f t I t t T f t I  
(Note that the second term in eq. (9) is not zero due to the presence of the random function t  in the 
dynamical equation (1)). 
Using a standard technique of QFT (see, e.g., [14]), we can express the functional (4) through the 
corresponding functional 0Z t  of the free theory:  
0exp wZ t S Z t
i t
.                                                  (10) 
After sustitution of eq. (7) into eq. (4) we obtain the Gaussian integral for 0Z t . Integration yields the usual 
equation for the free generating functional:  
0
1
exp
2
TZ t dtdt t t t t .                                           (11) 
The last two equations can be exploited to formulate the diagram perturbation theory (see,e.q.,[14]).  
Consider the generating functional for the S-matrix (see,e.q., [14])  
1
exp
2
R t dtdt t t
t t
.                                             (12) 
There is the usual connection between the functionals Z  and R : 
1
exp
2
Z t dtdt t t t t R i dt t t t                                (13) 
Therefore, in order to find the correlation functions, one can calculate either the functional Z  or the 
fuctional R . 
The generating fuctional R  can be computed by means of the diagram perturbation theory in analogy 
with models of QFT [14]. So, expanding the second exponent in eq. (12) into the power series we get  
0
1 1
exp
2 !
k
w
k
R t dtdt t t S t
t t k
.                                 (14) 
The fuctional wS  is diagrammaticaly depicted by a point (vertex), the factor 
k
wS  corresponds to a diagram 
containing k  such verteces. The operator  
dtdt t t
t t
                                                             (15) 
produces lines connecting pairs of the verteces. Every such a line is associated with the propagator . These 
lines adjoin to the verteces by means of all possible ways. Thus, action of the operator (15) on the factor 
k
wS  
yields the set of diagrams which contain k  vertices and an arbitrary number of the lines  connecting the 
verteces by all variants. Every vertex with m lines is associated with the factor  
1
1
1
1
, , |m
m
m
wi i
m m ii
m
S t
g t t t
t t
.                                              (16) 
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The time arguments of this vertex function are convoluted with the corresponding arguments of the propagators 
associated with the lines. Explicit forms of a few first vertex functions are given in [13]. 
A number of lines meeting in a vertex can be arbitraryly large if the transfer functions of neurons 
i if  
are nonpolynomial. Nevertheless, such regions of values exist that we can approximate the transfer functions by 
polynomials. This allows to calculate the correlation functions and by this way to elucidate dynamical properties 
of asymmetric neural networks.  
The author wishes to thank A.V. Kartynnick, V.I. Kuvshinov and N.M. Shumeiko for useful discussions 
and interest.  
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