Power analysis for the 2-year carcinogenicity study
The main interest in the 2-year carcinogenicity study was whether the GM feeds resulted in a higher proportion of cancers as compared to the Control food, and whether there was an effect on survival.
It is assumed that the rats develop cancers independently from each other, implying that there is no cage effect. Define as the probability that a Control rat develops a cancer and define as the probability that a rat fed with a GM feed develops a cancer. With Control rats, the number of rats that develop a cancer in the Control group follows a binomial distribution with binomial denominator and probability , and similarly for the GM group. It is of interest to know the power of a statistical test of the one-sided null hypotheses 0 : ≤ when rats are allotted to each group and when the true differences equals Δ = − . Or, alternatively, given what value of can be found significantly different with a given power when testing with confidence level . Here we will employ a power of 0.80, a confidence level = 0.05, and Fisher's exact test which is the usual test when testing equality of binomial probabilities. Note that, due to the discrete nature of the data, the true confidence level of Fisher's exact test will be smaller than . Table 1 lists the values of , for given values of , that can be found significantly different with power 0.80 employing a one-sided Fisher's exact test with confidence level = 0.05, for group size = 16, 50 and 100. These value of are chosen because 16 is the amount of rats in the G-TwYST 90 days studies, 50 is the amount of rats used in the G-TwYST 2-year study, and =100 was chose to see what happens when the number of rats is doubled. The values in Table 1 were obtained by means of the GenStat (VSN International, 2015) simulation program in Appendix 1. Table 1 reveals that with =50 animals per group, or even with =100 animals per group, only relatively large differences in probabilities will be found as significant with sufficient power. Differences in survival rates between feeding groups in G-TwYST study A were assessed by means of Cox proportional hazard model. Sample size calculations for the comparison of survival curves between two groups under this model can be performed by means of the function ssizeCT.default() in the R package powerSurvEpi (Qiu et al, 2018) . This function requires specification of the probabilities of death in both groups over the time period of the study, as well as the postulated hazard ratio. The observed probabilities of death at the end of the 2-year G-TwYST study A were between 0.5 and 0.7 for the different feeding groups. These observed probabilities were employed to obtain the hazard ratio which can be found significant with power 0.80 and significance level 0.05 for group sizes of = 16, 50 and 100. The R program to calculate these is given in Appendix 2, and the resulting hazard ratios are given in Table 2 . Note that this involves two-sided testing. The last column in Table 2 gives the minimum across the different probabilities, and is thus on the optimistic side. Cox proportional hazard model does not fully specify a distribution for the time of death, but rather specifies a baseline hazard for the Control group and proportional hazards, or hazard ratios, for the GM groups. Alternatively a full distribution for the death times can be specified and it is customary to use the Weibull distribution for this, see e.g. https://en.wikipedia.org/wiki/Weibull_distribution. This distribution has two parameters: a scale parameter and a shape parameter . Suppose that the death times of both the Control and the GM group follows a Weibull distribution with scale parameter and respectively and common shape parameter . The ratio of the mean death times equals Δ = ⁄ and we would like to know which value of Δ can be found significant with power 0.80 under a one-sided difference test of 0 : ≤ with significance level =0.05. This requires known values of and , and also a known value for the group size . Here we took values =2.141 and =5.38 such that the median death time is 2 years and 90% of the control rats died before 2.5 years. The effect size Δ, which is significant with power 0.80, was found by a GenStat (VSN International, 2015) simulation program which is given in Appendix 3. Note that the RSURVIVAL directive in GenStat employs the alternative parameterization given in Wikipedia. This implies that the null hypothesis is rejected for large, rather than small, values of the treatment effect. The resulting effect sizes with power 0.80 are given in Table 3 
Power analysis for the 90-days studies
In G-TwYST studies A, B and C various endpoints were measured after 90 days. Based on the mean residual variance on the cage level across these three studies, for each endpoint the effect size is calculated which has power 0.80 when a two-sided test is employed with =0.05. The design employed to calculate this effect size is a randomized block design with 5 feeds and 8 cages (or blocks) per feed, like in G-TwYST study B. This implies that the residual degrees of freedom equals 28. The mean residual standard errors for all endpoints are given in Appendix 4 for males and in Appendix 5 for females. The last column in these appendices, which is the squared root of the unweighted mean of the squared standard errors for the three studies, is used for the power analysis. The effect sizes are given in Table 4 ; they are calculated by means of the TPOWER procedure (Goedhart, 2016) in GenStat (VSN International, 2015) . A graphical display of the effect sizes for the main groups of endpoints, i.e. Weights, Haematology, diffWBC, CllinChem and Organs, are given in Figure 1 and Figure 2 . Graphs for Urine and Immunology endpoints are given in Figure 3 and Figure 4 , while graphs for Cytokines, CellPhenotype and Hormone endpoints are given in Figure 5 and Figure 6 . Note that the x-scales in the various figures can be different. 
Appendix 2. R program for power of Cox proportional hazard model
# Define settings library(powerSurvEpi) alpha <-0.05 power <-0.80 ratio <-seq(from=1.1, to=10, by=0.01) pC <-rep(c(0.5, 0.6, 0.7), times=3) pT <-rep(c(0.5, 0.6, 0.7), each=3) NN <-c(16,50,100) # Prepare nRatio <-length(ratio) nProbs <-length(pT) result <-matrix (, nrow=length(NN 
