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GLOBAL WELL-POSEDNESS OF THE ENERGY-CRITICAL
DEFOCUSING NLS ON R× T3
ALEXANDRU D. IONESCU AND BENOIT PAUSADER
Abstract. We prove global well-posedness in H1 for the energy-critical defocusing
initial-value problem
(i∂t +∆x)u = u|u|2, u(0) = φ,
in the semiperiodic setting x ∈ R× T3.
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1. Introduction
Let T := R/(2πZ). In this paper we consider the energy-critical defocusing equation
(i∂t +∆x)u = u|u|2 (1.1)
in the semiperiodic setting x ∈ R × T3. Suitable solutions on a time interval I of (1.1)
satisfy mass and energy conservation, in the sense that the functions
M(u)(t) :=
∫
R×T3
|u(t)|2 dx, E(u)(t) := 1
2
∫
R×T3
|∇u(t)|2 dx+ 1
4
∫
R×T3
|u(t)|4 dx,
(1.2)
are constant on the interval I. Our main theorem concerns global well-posedness in
H1(R× T3) for the initial-value problem associated to the equation (1.1).
The first author was supported in part by a Packard Fellowship.
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Theorem 1.1. (Main theorem) If φ ∈ H1(R × T3) then there exists a unique global
solution u ∈ X1(R) of the initial-value problem
(i∂t +∆)u = u|u|2, u(0) = φ. (1.3)
In addition, the mapping φ → u extends to a continuous mapping from H1(R × T3) to
X1([−T, T ]) for any T ∈ [0,∞), and the quantities M(u) and E(u) defined in (1.2) are
conserved along the flow.
The uniqueness spaces X1(I) ⊆ C(I : H1(R × T3)) in the theorem above are defined
precisely in section 2. These spaces were already defined and used by Herr–Tataru–
Tzvetkov [12] and [13].
The large-data theory of critical and subcritical semilinear Schro¨dinger equations is
well understood in Euclidean spaces, at least in the defocusing case, see for example
[6, 22, 3, 10, 7, 19, 24]. See also [9, 20] for previous results about the wave equation. Our
proof of Theorem 1.1 uses, as a black box, the global well-posedness and scattering of
nonlinear solutions with bounded energy in the Euclidean case, the main theorem in [19].
On the other hand, the theory of Schro¨dinger equations on general compact manifolds
and spaces with smaller volume is much less understood, even in the defocusing subcritical
case, see for example [2, 4, 5, 8, 11, 12, 13, 14, 21]. With the exception of the recent
theorem in [14], the results in these papers do not address the case of large-data critical
problems.
Theorems similar to Theorem 1.1 can be proved by the same method for the energy-
critical defocusing NLS on R2 × T2, R3 × T, R × T2, R2 × T. In some of these cases1
it is possible to also derive global asymptotic information about the solution, i.e. prove
scattering. We refer to [23] for an example of such result, in the case of small data.
In our case, scattering cannot hold for the energy-critical equation on R × T3. In fact
scattering fails even for the cubic equation on R (which corresponds to solutions that do
not depend on the periodic variables for the cubic NLS on R × T3), where one expects
modified scattering instead, see [18].
On the other hand, the energy-critical problem appears more complicated in dimensions
d ≥ 5, at least if one considers solutions on R × Td−1, due to the lower power in the
nonlinearity and the relative weakness of the available scale-invariant Strichartz estimates.
The problem also appears more difficult in the purely periodic case Td, d ≥ 4; in this case
even the small data theory is not known. The purely periodic problem on T3 was recently
solved by the authors, see [14]. In general, the difficulty of the critical NLS problem on
Rm × Tn increases if the dimension m+ n is increased or if the number m of copies of R
is decreased.
In a previous work on the hyperbolic space H3 [15], the authors and G. Staffilani could
isolate concentration of energy at a point as the only obstruction to global existence and
1These cases are easier at the level of small-data results, since the necessary Strichartz estimates can
be derived by counting arguments, as in [12] and [13]. In our case, the proof of the Strichartz estimates
in Proposition 2.1 seems to require the circle method and some of the bounds in [1]. In our case even the
small-data theory is new.
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could use Euclidean results from [7] to prevent this phenomenon. Here we consider another
potential difficulty caused by the geometry, namely the presence of trapped geodesics.
The significance of our result is that, as long as there is a dispersive direction, global
wellposedness still prevails, even in the case of large data in 4 dimensions.
We summarize below the main ingredients in the proof of Theorem 1.1:
(1) Critical stability theory. In section 3 we develop a suitable large-data local well-
posedness and stability theory of the nonlinear Schro¨dinger equation (1.3). This
relies on the new Strichartz estimates on R×T3 in Proposition 2.1 and the critical
theory developed in [12] and [13].
(2) Profile decompositions. In section 5 we construct certain profiles adapted to our
geometry, and show how to use these profiles to decompose a bounded sequence
of functions fk ∈ H1(R×T3). In other words, we prove the analogue of Keraani’s
theorem [17] in R× T3. A similar construction was used recently by the authors
in [15].
(3) Compactness argument. In section 6 we use induction on energy and mass and a
compactness argument to prove Theorem 1.1.
This is essentially the standard framework in which large-data critical dispersive problems
have been analyzed in recent years, starting with the work of Kenig–Merle [16].
There are, however, significant difficulties in our semiperiodic setting, mainly caused by
the presence of a large set of trapped geodesics.2 On one hand, the family of scale-invariant
Strichartz estimates is more limited in our setting than in Euclidean spaces. This leads
to difficulties in the small-data case, which have been recently resolved by Herr–Tataru–
Tzvetkov [12], [13] using refined function spaces. On the other hand, some high frequency
solutions can spend a significant (and unrelated to their frequency) amount of time in a
small region, thereby interacting for a long time with middle frequency solutions, as is
manifested by looking at linear solutions of the form
u(x, t) = eit∆[χ(x1)e
ik0x′ ], k0 ≫ 1. (1.4)
This complicates significantly the large-data theory, in particular the construction of
approximate solutions of the nonlinear flow, since local smoothing type estimates clearly
fail for such solutions.
These considerations motivate our choice of working in R × T3. In this semiperiodic
setting, the set of trapped geodesics is included in a codimension 1 subbundle of the
tangent space. Because of this we can still recover some amount of dispersion in the
nonperiodic direction, which is the main ingredient in some of the key estimates such as
Lemma 2.4 and Lemma 4.3. At the same time, “bad” solutions such as those in (1.4)
are sufficiently far from saturating the Sobolev inequality,3 which ultimately allows us to
discard the effect of their interactions.
2 This difficulty is specific to Schro¨dinger evolutions, for which very high frequency solutions propagate
at very high speeds.
3This is relevant because of the “critical” nature of our equation.
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The strategy used here differs from the one used by the authors for T3 in [14] in that
it gives a more precise construction of the approximate solution and the control on the
error relies on the fact that the a priori problematic interactions do not modify much the
location of the spectrum.
2. Preliminaries
In this section we summarize our notations and collect several lemmas that are used in
the rest of the paper.
We define the Fourier transform on R× T3 as follows
(Ff) (ξ) :=
∫
R×T3
f(x)e−ix·ξdx,
where ξ = (ξ1, ξ2, ξ3, ξ4) ∈ R× Z3. We also note the Fourier inversion formula
f(x) = c
∑
(ξ2,ξ3,ξ4)∈Z3
∫
ξ1∈R
(Ff) (ξ)eix·ξdξ1.
We define the Schro¨dinger propagator eit∆ by(Feit∆f) (ξ) := e−it|ξ|2 (Ff) (ξ).
We now define the Littlewood-Paley projections. We fix η1 : R → [0, 1] a smooth
even function with η1(y) = 1 if |y| ≤ 1 and η1(y) = 0 if |y| ≥ 2. Let η4 : R4 → [0, 1],
η4(ξ) := η1(ξ1)
2η1(ξ2)
2η1(ξ3)
2η1(ξ4)
2. We define the Littlewood-Paley projectors P≤N and
PN for N = 2
j ≥ 1 a dyadic integer by
F (P≤Nf) (ξ) := η4(ξ/N) (Ff) (ξ), ξ ∈ R× Z3,
P1f := P≤1f,
PNf := P≤Nf − P≤N/2f if N ≥ 2.
For any a ∈ (0,∞) we define
P≤a :=
∑
N∈2Z+ , N≤a
PN , P>a :=
∑
N∈2Z+ , N>a
PN .
We will also consider frequency projections on cubes. For C = [−1
2
, 1
2
)4 and z ∈ Z4, we
define the (sharp) projection on Cz = z + C, PCz by
(FPCzf) (ξ) := 1Cz(ξ) (Ff) (ξ)
for 1Cz the characteristic function of Cz.
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Function spaces. The strong spaces are the same as the one used by Herr-Tataru-
Tzvetkov [12, 13]. Namely
‖u‖Xs(R) :=
(∑
z∈Z4
〈z〉2s‖PCzu‖2U2∆(R,L2)
) 1
2
,
‖u‖Y s(R) :=
(∑
z∈Z4
〈z〉2s‖PCzu‖2V 2∆(R,L2)
) 1
2
,
where we refer to [12, 13] for a description of the spaces Up∆ and V
p
∆ and of their properties.
Note in particular that
X1(R) →֒ Y 1(R) →֒ L∞(R, H1).
For intervals I ⊂ R, we define X1(I) in the usual way as restriction norms, thus
X1(I) := {u ∈ C(I : H1) : ‖u‖X1(I) := sup
J⊆I, |J |≤1
[inf{‖v‖X1(R) : v|J = u}] <∞}.
The norm controling the inhomogeneous term on an interval I = (a, b) is then defined as
‖h‖N(I) :=
∥∥∥ ∫ t
a
ei(t−s)∆h(s)ds
∥∥∥
X1(I)
. (2.1)
We also need a weaker norm
‖u‖Z(I) = sup
J⊆I,|J |≤1
‖(
∑
N
N2‖PNu(t)‖4L4(R×T3))
1
4‖L4t (J).
A consequence of Strichartz estimates from Proposition 2.1 below is that
‖u‖Z(I) . ‖u‖X1(I),
thus Z is indeed a weaker norm. The purpose of this norm is that it is fungible and still
controls the global evolution, as will be manifest from the local theory in Section 3.
Definition of solutions. Given an interval I ⊆ R, we call u ∈ C(I : H1(R × T3)) a
strong solution of (1.1) if u ∈ X1(I) and u satisfies that for all t, s ∈ I,
u(t) = ei(t−s)∆u(s)− i
∫ t
s
ei(t−t
′)∆
(
u(t′)|u(t′)|2) dt′.
Dispersive estimates on R× T3. We first recall the dispersion estimate in Rd
‖eit∆Rdf‖L∞(Rd) . |t|−
d
2 ‖f‖L1(Rd).
Using also the unitarity of eit∆Rd on L2(Rd) one can obtain the Euclidean Strichartz
estimates. However, in our context, such estimates do not hold. Instead, we obtain the
following:
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Proposition 2.1. (Strichartz estimates on R× T3) Let
p1 := 18/5. (2.2)
Then, for any p > p1, N ≥ 1, and f ∈ L2(R× T3)
‖eit∆PNf‖Lp(R×T3×[−1,1]) .p N2−6/p‖f‖L2(R×T3). (2.3)
We prove this estimate in section 7, using the circle method as in [1]. The scale-invariant
inequality (2.3) clearly holds for p =∞; as explained in [13], it is important to prove this
inequality for some exponent p < 4, which is consistent with the restriction (2.2).
In addition, we will need the following dispersive bound, which is a consequence of the
estimate (7.14): if t ∈ R and N ≥ 1 then
‖eit∆PNf‖L∞(R×T3) . N3|t|−1/2‖f‖L1(R×T3). (2.4)
From Proposition 2.1, we deduce the following lemma
Lemma 2.2. Let p > p1, then, for any cube C of size N , there holds that
‖PCu‖Lp(R×T3×[−1,1]) . N2−
6
p ‖PCu‖Up∆(R,L2). (2.5)
Additional estimates. We will need the following two Sobolev-type estimates:
Lemma 2.3. For f ∈ H1(R× T3), there holds that
‖f‖L4(R×T3) .
(
sup
N
N−1‖PNf‖L∞(R×T3)
) 1
2
‖f‖
1
2
H1(R×T3). (2.6)
Proof of Lemma 2.3. Decomposing into different frequencies, ordering these frequencies,
remarking that the two highest frequencies have to be comparable and estimating the two
low-frequency terms in L∞ and the two high frequency terms in L2, we get,
‖f‖4L4 .
∑
N1∼N2≥N3≥N4
∫
R×T3
|PN1fPN2fPN3fPN4f |dx
.
(
sup
N
N−1‖PNf‖L∞
)2 ∑
N1∼N2≥N3≥N4
N3N4‖PN1f‖L2‖PN2f‖L2
.
(
sup
N
N−1‖PNf‖L∞
)2 ∑
N1∼N2
N21‖PN1f‖L2‖PN2f‖L2
which gives (2.6). 
Given δ ∈ (0, 1) we define the operator P˜ 1δ on L2(R× T3),
F(P˜ 1δ f)(ξ) :=
∑
N≥1
F(PNf)(ξ) · (1− η1)(ξ1/(δN)). (2.7)
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Also, given a function f : R× T3 × I → C we define
|∇1f |(x, t) := |f(x, t)|+
4∑
j=1
|∂jf(x, t)|. (2.8)
Lemma 2.4. Assume ψ ∈ H1(R× T3) satisfies
‖ψ‖H1(R×T3) ≤ 1, sup
K≥1, |t|≤1, x∈R×T3
K−1|PKeit∆ψ(x)| ≤ δ, (2.9)
for some δ ∈ (0, 1]. Then, for any R > 0 there is C(R) ≥ 1 such that
N‖ |∇1eit∆P˜ 1δ ψ| ‖L2x,t({(x,t)∈R×T3×[−1,1]:|x−x0|≤RN−1, |t−t0|≤R2N−2}) ≤ C(R)δ1/100 (2.10)
for any N ≥ 1, any t0 ∈ R, and any x0 ∈ R× T3.
Proof of Lemma 2.4. We may assume R = 1 and x0 = 0. It follows from (2.9) that for
any K ≥ 1 and t ∈ [−1, 1]
‖PKeit∆ψ‖L∞(R×T3) . δK, ‖PKeit∆ψ‖L4(R×T3) . 1,
therefore, by interpolation,
‖PKeit∆ψ‖L8(R×T3) . δ1/2K1/2.
Thus, for any K ≥ 1 and t ∈ [−1, 1]
‖ |∇1(PKeit∆ψ)| ‖L8(R×T3) . δ1/2K3/2,
which shows that, for any K ≥ 1, N ≥ 1, and t0 ∈ R
N‖ |∇1(PKeit∆P˜ 1δ ψ)| ‖L2x,t({(x,t)∈R×T3×[−1,1]:|x|≤N−1, |t−t0|≤N−2}) . δ1/2K3/2N−3/2. (2.11)
We will prove below that for any N ≥ 1 and K ≥ δ−5N
N‖ |∇1(PKeit∆P˜ 1δ ψ)| ‖L2x,t({(x,t)∈R×T3×[−1,1]:|x|≤N−1, |t−t0|≤N−2}) . N1/2(δK)−1/2. (2.12)
The desired bound (2.10) follows from (2.11) and (2.12).
To prove the local smoothing bound (2.12) it suffices to prove the stronger bound
sup
x1∈R
‖PKeit∆P˜ 1δ φ‖L2
x′,t
(T3×R) . (δK)
−1/2‖φ‖L2(R×T3) (2.13)
for any φ ∈ L2(R × T3), δ ∈ (0, 1], and K ≥ 1. In view of the Fourier inversion formula
it suffices to prove that∥∥∥ ∫
R×Z3
m(ξ1, ξ
′)eix
′·ξ′e−itξ
2
1e−it|ξ
′|2(1− η1)(ξ1/(δK)) dξ1dξ′
∥∥∥
L2
x′,t
(T3×R)
. (δK)−1/2‖m‖L2(R×Z3)
for any m ∈ L2(R × Z3), δ ∈ (0, 1], and K ≥ 1. This is a direct consequence of the
Plancherel identity. 
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3. Local well-posedness and stability theory
The purpose of this section is to work out the local theory results that allow us to
connect nearby intervals of nonlinear evolution. A consequence of Proposition 2.1 and
[13, Theorem 1.1] is that the Cauchy problem for (1.1) is locally well-posed. However,
here we want slightly more precise results.
We want to control the evolution in terms of the Z-norm. It turns out that it is more
convenient to consider an intermediate quantity first,
‖u‖Z′(I) := ‖u‖3/4Z(I)‖u‖1/4X1(I).
Lemma 3.1. Assuming |I| ≤ 1, PNiui = ui and N1 ≥ N2, there holds that
‖u1u2‖L2x,t(R×T3×I) .
(
N2
N1
+
1
N2
)κ
‖u1‖Y 0(I)‖u2‖Z′(I) (3.1)
for some κ > 0.
Proof of Lemma 3.1. For any cube C centered at ξ0 ∈ Z4 and of size N2, using Strichartz
estimates we find that
‖(PCu1)u2‖L2(R×T3×I) . ‖PCu1‖L4(R×T3×I)‖u2‖L4(R×T3×I)
. ‖PCu1‖U4∆(I,L2)
(
N
1
2
2 ‖u2‖L4(R×T3×I)
)
. ‖PCu1‖Y 0(I)
(
N
1
2
2 ‖u2‖L4(R×T3×I)
)
.
Using othogonality and the summability properties of Y 0(I), we get that
‖u1u2‖2L2(R×T3×I) .
∑
C
‖PCu1‖2Y 0(I)
(
N
1
2
2 ‖u2‖L4(R×T3×I)
)2
. ‖u1‖2Y 0(I)‖u2‖2Z(I).
Independently, using Proposition 2.1, we also have from [13, Proposition 2.8] that
‖u1u2‖L2(R×T3×I) .
(
N2
N1
+
1
N2
)δ0
‖u1‖Y 0(I)‖u2‖Y 1(I) (3.2)
for some δ0 > 0. The desired bound (3.1) follows from these two estimates and the
inclusion X1(I) →֒ Y 1(I). 
Now we can obtain our main nonlinear estimate:
Lemma 3.2. For uk ∈ X1(I), k = 1, 2, 3, |I| ≤ 1, the estimate
‖Π3i=1u˜k‖N(I) .
∑
{i,j,k}={1,2,3}
‖ui‖X1(I)‖uj‖Z′(I)‖uk‖Z′(I)
holds true, where u˜k = uk or u˜k = uk.
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Proof of Lemma 3.2. We decompose
u˜1u˜2u˜3 =
∑
N1≥1
PN1 u˜1 · P≤N1u˜2 · P≤N1 u˜3
+
∑
N2≥2
P≤N2/2u˜1 · PN2 u˜2 · P≤N2u˜3 +
∑
N3≥2
P≤N3/2u˜1 · P≤N3/2u˜2 · PN3 u˜3.
By symmetry, it suffices to prove that∥∥∥ ∑
N1≥1
PN1 u˜1 · P≤210N1u˜2 · P≤210N1 u˜3
∥∥∥
N(I)
. ‖u1‖X1(I)‖u2‖Z′(I)‖u3‖Z′(I). (3.3)
From [13, Proposition 2.10], it suffices to prove the multilinear estimate∣∣∣ ∫
R×T3×I
u0 ·
∑
N1≥1
PN1 u˜1 · P≤210N1 u˜2 · P≤210N1u˜3 dxdt
∣∣∣
. ‖u0‖Y −1(I)‖u1‖X1(I)‖u2‖Z′(I)‖u3‖Z′(I)
for any u0 ∈ Y −1(I). To prove this, we decompose into dyadic shells
uk =
∑
Nk
PNkuk
and after relabeling, we need to estimate
S =
∑
N
‖PN1u˜1PN3 u˜3‖L2x,t(R×T3×I)‖PN0u˜0PN2 u˜2‖L2x,t(R×T3×I)
where N is the set of 4-tuples (N0, N1, N2, N3) such that
N1 ∼ max(N2, N0) ≥ N2 ≥ N3.
We first consider the case N0 ∼ N1. In this case, using (3.1), summing first in N3, then
in N2 and finally in N1, we compute that
S1 .
∑
N1
(
N3
N1
+
1
N3
)κ(
N2
N0
+
1
N2
)κ
‖PN0u0‖Y 0(I)‖PN1u1‖Y 0(I)‖PN2u2‖Z′(I)‖PN3u3‖Z′(I)
. ‖u0‖Y −1(I)‖u1‖X1(I)‖u2‖Z′(I)‖u3‖Z′(I).
Now, we consider the case N0 ≤ N2. In this case, using (2.5) and (3.1), we see that
S2 .
∑
N1∼N2≥N0,N3
‖ (PN1 u˜1) (PN3 u˜3) ‖L2x,t(R×T3×I)‖ (PN2u˜2) (PN0u˜0) ‖L2x,t(R×T3×I)
.
∑
N1∼N2≥N0,N3
(
N3
N1
+
1
N3
)κ
‖PN1u1‖Y 0(I)‖u3‖Z′(I)‖PN2u2‖L4(R×T3×I)‖PN0u0‖L4(R×T3×I)
. ‖u3‖Z′(I)
∑
N1∼N2≥N0
N
− 3
2
1 ‖PN1u1‖Y 1(I)
(
N
1
2
2 ‖PN2u2‖L4(R×T3×I)
)
N
1
2
0 ‖PN0u0‖U4∆(I,L2).
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We use the embedding Y 0 →֒ U4∆(I, L2) to obtain, with Schur’s lemma,
S2 . ‖u3‖Z′(I)‖u2‖Z′(I)
∑
N1≥N0
(
N0
N1
) 3
2
‖PN1u1‖Y 1(I)‖PN0u0‖Y −1(I)
. ‖u3‖Z′(I)‖u2‖Z′(I)‖u1‖X1(I)‖u0‖Y −1(I).
This gives the desired estimate (3.3) and finishes the proof. 
With these two estimates, we can state our local existence result and a criterion for
global existence.
Proposition 3.3. Assume that E > 0 is fixed. There exists δ0 = δ0(E) such that if
‖eit∆u0‖Z′(I) < δ (3.4)
for some δ ≤ δ0, some interval 0 ∈ I with |I| ≤ 1 and some function u0 ∈ H1(R × T3)
satisfying ‖u0‖H1 ≤ E, then there exists a unique strong solution to (1.1) u ∈ X1(I) such
that u(0) = u0. Besides,
‖u− eit∆u0‖X1(I) ≤ δ 53 . (3.5)
Proof of Proposition 3.3. We proceed by a standard fixed point argument. For E, a > 0,
we consider the space
S = {u ∈ X1(I) : ‖u‖X1(I) ≤ 2E, ‖u‖Z′(I) ≤ a}
and the mapping
Φ(v) = eit∆u0 − i
∫ t
0
ei(t−s)∆
(
v(s)|v(s)|2) ds.
We then see that, for u, v ∈ S,
‖Φ(u)− Φ(v)‖X1(I) .
(‖u‖X1(I) + ‖v‖X1(I)) (‖u‖Z′(I) + ‖v‖Z′(I)) ‖u− v‖X1(I)
. Ea‖u− v‖X1(I).
(3.6)
Similarly, using Lemma 3.2, we also obtain that
‖Φ(u)‖X1(I) ≤ ‖Φ(0)‖X1(I) + C‖Φ(v)− Φ(0)‖X1(I) ≤ ‖u0‖H1 + CEa2,
‖Φ(u)‖Z′(I) ≤ ‖Φ(0)‖Z′(I) + C‖Φ(u)− Φ(0)‖X1(I) ≤ δ + CEa2.
Now, we choose a = 2δ and we let δ0 = δ0(E) be small enough. We then see that Φ is
a contraction on S. Hence it possesses a unique fixed point u. Finally, using (3.1) and
taking δ0 smaller if necessary,
‖u− eit∆u0‖X1 . ‖u‖X1‖u‖2Z′ ≤ δ
5
3 .
In order to justify the uniqueness in X1(I), assume that u, v ∈ X1(I) satisfy u(0) =
v(0) and choose E = max(‖u‖X1(I), ‖v‖X1(I)). Then there exists a possibly smaller open
interval 0 ∈ J such that u, v ∈ SJ . By uniqueness of the fixed point in S, u|J = v|J and
hence {u = v} is closed and open in I. This finishes the proof. 
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Lemma 3.4 (Z-norm controls the global existence). Assume that I ⊂ R is a bounded
open interval, that u is a strong solution of (1.1) and that
‖u‖L∞t (I,H1) ≤ E.
Then, if
‖u‖Z(I) < +∞
there exists an open interval J with I ⊂ J such that u can be extended to a strong solution
of (1.1) on J . In particular, if u blows up in finite time, then u blows up in the Z-norm.
Proof of Lemma 3.4. It suffices to consider the case I = (0, T ). Choose ε > 0 sufficiently
small and T1 ≥ T − 1 such that
‖u‖Z(T1,T ) ≤ ε.
Now, let
h(s) = ‖ei(t−T1)∆u(T1)‖Z′(T1,T1+s).
Clearly, h is a continuous function of s satisfying h(0) = 0. In addition, using Proposition
3.3, as long as h(s) ≤ δ0, we have that
‖u(t)− ei(t−T1)∆u(T1)‖X1(T1,T1+s) ≤ h(s)
5
3
and in particular, from Duhamel formula,
‖ei(t−T1)∆u(T1)‖Z(T1,T1+s) ≤ ‖u‖Z(T1,T1+s) + C‖u(t)− ei(t−T1)∆u(T1)‖X1(T1,T1+s)
≤ ε+ Ch(s) 53 .
On the other hand, by definition, there holds that
h(s) ≤ ‖ei(t−T1)∆u(T1)‖
3
4
Z(T1,T1+s)
‖ei(t−T1)∆u(T1)‖
1
4
X1(T1,T1+s)
≤
(
ε+ Ch(s)
5
3
) 3
4 ‖u(T1)‖
1
4
H1 .
Now, if we take ε > 0 sufficiently small, we see by continuity that h(s) ≤ C√εE 14 ≤ δ0/2
for all s ≤ T − T1. Consequently, there exists a larger time T2 > T such that
‖ei(t−T1)∆u(T1)‖Z′(T1,T2) ≤
3
4
δ0.
Applying Proposition 3.3, we see that u can be extended to (0, T2). 
Finally, we conclude with a stability result.
Proposition 3.5 (Stability). Assume I is an open bounded interval, ρ ∈ [−1, 1], and
u˜ ∈ X1(I) satisfies the approximate Schro¨dinger equation
(i∂t +∆)u˜ = ρu˜|u˜|2 + e on R× T3 × I. (3.7)
Assume in addition that
‖u˜‖Z(I) + ‖u˜‖L∞t (I,H1(R×T3)) ≤M, (3.8)
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for some M ∈ [1,∞). Assume t0 ∈ I and u0 ∈ H1(R × T3) is such that the smallness
condition
‖u0 − u˜(t0)‖H1(R×T3) + ‖e‖N(I) ≤ ǫ (3.9)
holds for some 0 < ǫ < ǫ1, where ǫ1 ≤ 1 is a small constant ǫ1 = ǫ1(M) > 0.
Then there exists a strong solution u ∈ X1(I) of the Schro¨dinger equation
(i∂t +∆)u = ρu|u|2 (3.10)
such that u(t0) = u0 and
‖u‖X1(I) + ‖u˜‖X1(I) ≤ C(M),
‖u− u˜‖X1(I) ≤ C(M)ǫ. (3.11)
Proof of Proposition 3.5. Without loss of generality, we may assume that |I| ≤ 1. We
proceed in several steps.
First we need the following variation on the local existence result. We claim that there
exists δ1 = δ1(M) such that if, for some interval J ∋ t0,
‖ei(t−t0)∆u˜(t0)‖Z′(J) + ‖e‖N(J) ≤ δ1,
then there exists a unique solution u˜ of (3.7) on J and
‖u˜− ei(t−t0)∆u˜(t0)‖X1(J) ≤ ‖ei(t−t0)∆u˜(t0)‖
5
3
Z′(J) + 2‖e‖N(J).
The proof is very similar to the proof of Proposition 3.3 and is omitted.
Now we claim that there exists ε1 = ε1(M) such that if the inequalities
‖e‖N(Ik) ≤ ε1
‖u˜‖Z(Ik) ≤ ε ≤ ε1,
(3.12)
hold on Ik = (Tk, Tk+1), then
‖ei(t−Tk)∆u˜(Tk)‖Z′(Ik) ≤ C(1 +M)
(
ε+ ‖e‖N(Ik)
) 3
4 ,
‖u˜‖Z′(Ik) ≤ C(1 +M)
(
ε+ ‖e‖N(Ik)
) 3
4 .
(3.13)
Define h(s) = ‖ei(t−Tk)∆u˜(Tk)‖Z′(Tk ,Tk+s). Let Jk = [Tk, T ′) ⊂ Ik be the largest interval
such that h(s) ≤ δ1/2, where δ1 = δ1(M) is as in the claim above. Then, on the one hand,
we see from Duhamel Formula that
‖ei(t−Tk)∆u˜(Tk)‖Z(Tk,Tk+s) ≤ ‖u˜‖Z(Tk,Tk+s) + ‖u˜− ei(t−Tk)∆u˜(Tk)‖X1(Tk,Tk+s)
≤ ε+ h(s) 53 + 2‖e‖N(Ik).
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On the other hand, we also have that
h(s) ≤ ‖ei(t−Tk)∆u˜(Tk)‖
3
4
Z(Tk,Tk+s)
‖ei(t−Tk)∆u˜(Tk)‖
1
4
X1(Tk,Tk+s)
≤
(
ε+ h(s)
5
3 + 2‖e‖N(Ik)
) 3
4
M
1
4
≤ C(1 +M) (ε+ ‖e‖N(Ik)) 34 + C(1 +M)h(s) 54 .
The claim (3.13) follows provided that ε1 is chosen small enough.
Now we consider an interval Ik = (Tk, Tk+1) on which we assume that
‖ei(t−Tk)∆u˜(Tk)‖Z′(Ik) ≤ ε ≤ ε0
‖u˜‖Z′(Ik) ≤ ε ≤ ε0
‖e‖N(Ik) ≤ ε0
(3.14)
for some constant ε0 sufficiently small. We can control u˜ on Ik as follows
‖u˜‖X1(Ik) ≤ ‖ei(t−Tk)∆u˜(Tk)‖X1(Ik) + ‖u˜− ei(t−Tk)∆u˜(Tk)‖X1(Ik) ≤M + 1.
Now, we let u be an exact strong solution of (3.10) defined on an interval Ju such that
ak = ‖u˜(Tk)− u(Tk)‖H1(R×T3) ≤ ε0 (3.15)
and we let Jk = [Tk, Tk + s] ∩ Ik ∩ Ju be the maximal interval such that
‖ω‖Z′(Jk) ≤ 10Cε0 ≤ 1/(10(M + 1)), (3.16)
where ω := u − u˜. Such an interval exists and is nonempty since s 7→ ‖ω‖Z′(Tk,Tk+s) is
finite and continuous on Ju and vanishes for s = 0. Then, we see that ω = u− u˜ solves
(i∂t +∆)ω = ρ
(
(u˜+ ω)|u˜+ ω|2 − u˜|u˜|2)− e
and consequently, using Proposition 3.2, we get that
‖ω‖X1(Jk) ≤ ‖ei(t−Tk)∆(u(Tk)− u˜(Tk))‖X1(Jk) + ‖(u˜+ ω)|u˜+ ω|2 − u˜|u˜|2‖N(Jk) + ‖e‖N(Jk)
≤ ‖u(Tk)− u˜(Tk)‖H1 + C
(‖u˜‖X1(Jk)‖u˜‖Z′(Jk)‖ω‖X1(Jk)
+ ‖u˜‖X1(Jk)‖ω‖X1(Jk)‖ω‖Z′(Jk) + ‖ω‖X1(Jk)‖ω‖2Z′(Jk) + ‖e‖N(Jk)
)
≤ ‖u(Tk)− u˜(Tk)‖H1 + C
(
ε0‖ω‖X1(Jk) + ‖e‖N(Ik)
)
,
(3.17)
where the last line holds due to (3.16). Consequently,
‖ω‖Z′(Jk) ≤ C‖ω‖X1(Jk) ≤ 4C
(‖u(Tk)− u˜(Tk)‖H1 + ‖e‖N(Ik)) ≤ 8Cε0
provided that ε0 is small enough. Consequently Jk = Ik ∩ Ju and (3.17) holds on Ik ∩ Ju.
Therefore, it follows from Lemma 3.4 that the solution u can be extended to the entire
interval Ik, and the bounds (3.16) and (3.17) hold with Jk = Ik.
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Now we can finish the proof. We take ε2(M) < ε1(M) sufficiently small and split I into
N = O(‖u˜‖Z(I)/ε2)4 intervals such that
‖u˜‖Z(Ik) ≤ ε2, ‖e‖N(Ik) ≤ κε2.
Then, on each interval, we have that (3.12) hold, so that we also have from (3.13) that
(3.14) holds. As a consequence, the bounds (3.16) and (3.17) both hold on each interval
Ik. The conclusion of the proposition follows. 
4. Euclidean approximations
In this section we prove precise estimates showing how to compare Euclidean and
semiperiodic solutions of both linear and nonlinear Schro¨dinger equations. Such a com-
parison is meaningful only in the case of rescaled data that concentrate at a point. We
follow closely the arguments in [15, Section 4], but provide all the details in our case for
the sake of completeness.
We fix a spherically-symmetric function η ∈ C∞0 (R4) supported in the ball of radius 2
and equal to 1 in the ball of radius 1. Given φ ∈ H˙1(R4) and a real number N ≥ 1 we
define
QNφ ∈ H1(R4), (QNφ)(x) = η(x/N1/2)φ(x),
φN ∈ H1(R4), φN(x) = N(QNφ)(Nx),
fN ∈ H1(R× T3), fN (y) = φN(Ψ−1(y)),
(4.1)
where Ψ : {x ∈ R4 : |x| < 1} → O0 ⊆ R × T3, Ψ(x) = x. Thus QNφ is a compactly
supported4 modification of the profile φ, φN is an H˙
1-invariant rescaling of QNφ, and fN
is the function obtained by transferring φN to a neighborhood of 0 in R× T3. We define
also
ER4(φ) =
1
2
∫
R4
|∇R4φ|2 dx+ 1
4
∫
R4
|φ|4 dx.
We will use the main theorem of [19], in the following form.
Theorem 4.1. Assume ψ ∈ H˙1(R4). Then there is a unique global solution v ∈ C(R :
H˙1(R4)) of the initial-value problem
(i∂t +∆R4)v = v|v|2, v(0) = ψ, (4.2)
and
‖ |∇R4v| ‖(L∞t L2x∩L2tL4x)(R4×R) ≤ C˜(ER4(ψ)). (4.3)
Moreover this solution scatters in the sense that there exists ψ±∞ ∈ H˙1(R4) such that
‖v(t)− eit∆ψ±∞‖H˙1(R4) → 0 (4.4)
4This modification is useful to avoid the contribution of φ coming from the Euclidean infinity, in a
uniform way depending on the scale N .
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as t→ ±∞. Besides, if ψ ∈ H5(R4) then v ∈ C(R : H5(R4)) and
sup
t∈R
‖v(t)‖H5(R3) .‖ψ‖H5(R4) 1.
Our first result in this section is the following lemma:
Lemma 4.2. Assume φ ∈ H˙1(R4), T0 ∈ (0,∞), and ρ ∈ {0, 1} are given, and define fN
as in (4.1). Then the following conclusions hold:
(i) There is N0 = N0(φ, T0) sufficiently large such that for any N ≥ N0 there is a
unique solution UN ∈ C((−T0N−2, T0N−2) : H1(R× T3)) of the initial-value problem
(i∂t +∆)UN = ρUN |UN |2, UN(0) = fN . (4.5)
Moreover, for any N ≥ N0,
‖UN‖X1(−T0N−2,T0N−2) .ER4 (φ) 1. (4.6)
(ii) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on ER4(φ)), φ′ ∈ H5(R4),
and ‖φ − φ′‖H˙1(R4) ≤ ε1. Let v′ ∈ C(R : H5) denote the solution of the initial-value
problem
(i∂t +∆R4)v
′ = ρv′|v′|2, v′(0) = φ′.
For R,N ≥ 1 we define
v′R(x, t) = η(x/R)v
′(x, t), (x, t) ∈ R4 × (−T0, T0),
v′R,N (x, t) = Nv
′
R(Nx,N
2t), (x, t) ∈ R4 × (−T0N−2, T0N−2),
VR,N (y, t) = v
′
R,N(Ψ
−1(y), t) (y, t) ∈ R× T3 × (−T0N−2, T0N−2).
(4.7)
Then there is R0 ≥ 1 (depending on T0 and φ′ and ε1) such that, for any R ≥ R0,
lim sup
N→∞
‖UN − VR,N‖X1(−T0N−2,T0N−2) .ER4 (φ) ε1. (4.8)
Proof of Lemma 4.2. All of the constants in this proof are allowed to depend on ER4(φ)
(in fact on the large constant C˜(ER4(φ)) in (4.3)); for simplicity of notation we will not
track this dependence explicitly. Using Theorem 4.1
‖∇R4v′‖(L∞t L2x∩L2tL4x)(R4×R) . 1,
sup
t∈R
‖v′(t)‖H5(R4) .‖φ′‖H5(R4) 1. (4.9)
We will prove that for any R0 sufficiently large there is N0 such that VR0,N is an almost-
solution of the equation (4.5), for any N ≥ N0. We will then apply Proposition 3.5 to
upgrade this to an exact solution of the initial-value problem (4.5) and prove the lemma.
Let
eR(x, t) : = [(i∂t +∆R4)v
′
R − ρv′R|v′R|2](x, t) = ρ(η(x/R)− η(x/R)3)v′(x, t)|v′(x, t)|2
+R−2v′(x, t)(∆R4η)(x/R) + 2R
−1
4∑
j=1
∂jv
′(x, t)∂jη(x/R).
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Since |v′(x, t)| .‖φ′‖H5(R4) 1, see (4.9), it follows that
|eR(x, t)|+
4∑
k=1
|∂keR(x, t)|
.‖φ′‖H5(R4) 1[R,2R](|x|) ·
[|v′(x, t)|+ 3∑
k=1
|∂kv′(x, t)|+
3∑
k,j=1
|∂k∂jv′(x, t)|
]
.
Therefore
lim
R→∞
‖ |eR|+ |∇R4eR| ‖L2tL2x(R4×(−T0,T0)) = 0. (4.10)
Letting
eR,N(x, t) := [(i∂t +∆R4)v
′
R,N − ρv′R,N |v′R,N |2](x, t) = N3eR(Nx,N2t),
it follows from (4.10) that there is R0 ≥ 1 such that, for any R ≥ R0 and N ≥ 1,
‖ |eR,N |+ |∇R4eR,N | ‖L1tL2x(R4×(−T0N−2,T0N−2)) ≤ ε1. (4.11)
With VR,N(y, t) = v
′
R,N (Ψ
−1(y), t) as in (4.7) and N ≥ 10R, let
ER,N (y, t) := [(i∂t +∆)VR,N − ρVR,N |VR,N |2](y, t) = eR,N (Ψ−1(y), t). (4.12)
Using (4.11), it follows that for any R0 sufficiently large there is N0 such that for any
N ≥ N0
‖ |∇1ER0,N | ‖L1tL2x(R×T3×(−T0N−2,T0N−2)) ≤ 2ε1. (4.13)
To verify the hypothesis (3.8) of Proposition 3.5, we estimate for N large enough, using
(4.9)
sup
t∈(−T0N−2,T0N−2)
‖VR0,N(t)‖H1(R×T3) ≤ sup
t∈(−T0N−2,T0N−2)
‖v′R0,N(t)‖H1(R4) . 1. (4.14)
In addition, using Littlewood–Paley theory and (4.9), for N large enough
‖VR0,N‖Z(−T0N−2,T0N−2) . ‖(1−∆)1/4VR0,N‖L4(R×T3×(−T0N−2,T0N−2))
. ‖(1−∆)1/2VR0,N‖L4tL8/3x (R×T3×(−T0N−2,T0N−2))
. ‖ |v′R0,N |+ |∇R4v′R0,N | ‖L4tL8/3x (R4×(−T0N−2,T0N−2))
. 1.
(4.15)
Finally, to verify the inequality on the first term in (3.9) we estimate, for R0, N large
enough,
‖fN − VR0,N(0)‖H1(R×T3) . ‖φN − v′R0,N(0)‖H˙1(R4) . ‖QNφ− v′R0(0)‖H˙1(R4)
. ‖QNφ− φ‖H˙1(R4) + ‖φ− φ′‖H˙1(R4) + ‖φ′ − v′R0(0)‖H˙1(R4) . ε1.
(4.16)
The conclusion of the lemma follows from Proposition 3.5, provided that ε1 is fixed suffi-
ciently small depending on ER4(φ). 
As a consequence, we have the following key lemma:
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Lemma 4.3. Assume ψ ∈ H˙1(R4), ε > 0, I ⊆ R is an interval, and
‖ |∇R4(eit∆ψ)| ‖L4tL8/3x (R4×I) ≤ ε. (4.17)
For N ≥ 1 we define, as before,
(QNψ)(x) = η(x/N
1/2)ψ(x), ψN (x) = N(QNψ)(Nx), ψ˜N(y) = ψN(Ψ
−1(y)).
Then there is N1 = N1(ψ, ε) such that, for any N ≥ N1,
‖eit∆ψ˜N‖Z(N−2I) . ε. (4.18)
Proof of Lemma 4.3. As before, the implicit constants may depend on ER4(ψ). We may
assume that ψ ∈ C∞0 (R4).
We show first that we can fix T1 = T1(ψ, ε) such that, for any N ≥ 1, we have the
extinction bound
‖eit∆ψ˜N‖Z(R\(−T1N−2,T1N−2)) . ε. (4.19)
Using the dispersive estimate (2.4), for any t 6= 0 and M ∈ {1, 2, 4, . . .}
‖PMeit∆ψ˜N‖L∞(R×T3) .M3|t|−1/2‖ψ˜N‖L1(R×T3) .ψ M3|t|−1/2N−3.
In addition, for any t 6= 0, M ∈ {1, 2, 4, . . .}, and p ∈ {0, 100}
‖PMeit∆ψ˜N‖L2(R×T3) . M−2p‖(1−∆)pψ˜N‖L2(R×T3) .ψ M−2pN2p−1.
Therefore, for any t 6= 0 and M ∈ {1, 2, 4, . . .},
‖PMeit∆ψ˜N‖L6(R×T3) .ψ |t|−1/3N−1/3 ·min[M/N,N60/M60],
which shows that
‖PMeit∆ψ˜N‖L6(R×T3×[R\(−T1N−2,T1N−2)]) .ψ T−1/61 ·min[M/N,N60/M60]. (4.20)
Using Proposition 2.1, it follows that
‖PMeit∆ψ˜N‖Lp(R×T3×I) .ψ M2−6/pN−1
for p = 19/5 and any interval I ⊆ R, |I| ≤ 1. By interpolation between the last two
bounds, for any interval I ⊆ R \ (−T1N−2, T1N−2), |I| ≤ 1,
‖PMeit∆ψ˜N‖L4(R×T3×I) .ψ M−1/2T−δ1 min[M/N,N/M ],
for some δ > 0. The desired bound (4.19) follows.
The bound (4.18) on the remaining interval N−2I ∩ (−T1N−2, T1N−2) follows from
Lemma 4.2 (ii) with ρ = 0. This completes the proof of the lemma. 
We conclude this section with a lemma describing nonlinear solutions of the initial-
value problem (1.3) corresponding to data concentrating at a point. In view of the profile
analysis in the next section, we need to consider slightly more general data. Given f ∈
L2(R× T3), t0 ∈ R, and x0 ∈ R× T3 we define
(πx0f)(x) := f(x− x0),
(Πt0,x0)f(x) = (e
−it0∆f)(x− x0) = (πx0e−it0∆f)(x).
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As in (4.1), given φ ∈ H˙1(R4) and N ≥ 1, we define
TNφ(x) := Nφ˜(NΨ
−1(x)) where φ˜(y) := η(y/N1/2)φ(y),
and observe that
TN : H˙
1(R4)→ H1(R× T3) is a linear operator with ‖TNφ‖H1(R×T3) . ‖φ‖H˙1(R4).
Let F˜e denote the set of renormalized Euclidean frames
F˜e := {(Nk, tk, xk)k≥1 :Nk ∈ [1,∞), tk ∈ [−1, 1], xk ∈ R× T3,
Nk →∞, and tk = 0 or N2k |tk| → ∞}.
Lemma 4.4. Assume that (Nk, tk, xk)k ∈ F˜e, φ ∈ H˙1(R4), and let Uk(0) = Πtk ,xk(TNkφ).
(i) For k large enough (depending only on φ) there is a nonlinear solution Uk ∈
X1(−2, 2) of the initial-value problem (1.3) and
‖Uk‖X1(−2,2) .E
R4 (φ)
1. (4.21)
(ii) There exists a Euclidean solution u ∈ C(R : H˙1(R4)) of
(i∂t +∆R4)u = u|u|2 (4.22)
with scattering data φ±∞ defined as in (4.4) such that the following holds, up to a sub-
sequence: for any ε > 0, there exists T (φ, ε) such that for all T ≥ T (φ, ε) there exists
R(φ, ε, T ) such that for all R ≥ R(φ, ε, T ), there holds that
‖Uk − u˜k‖X1(|t−tk |≤TN−2k ) ≤ ε, (4.23)
for k large enough, where
(π−xk u˜k)(x, t) = Nkη(NkΨ
−1(x)/R)u(NkΨ
−1(x), N2k (t− tk)).
In addition, up to a subsequence,
‖Uk(t)−Πtk−t,xkTNkφ±∞‖X1({±(t−tk)≥TN−2k }∩(−2,2)) ≤ ε, (4.24)
for k large enough (depending on φ, ε, T, R).
Proof of Lemma 4.4. Clearly, we may assume that xk = 0.
We have two cases. If tk = 0 for any k then the lemma follows from Lemma 4.2 and
Lemma 4.3: we let u be the nonlinear Euclidean solution of (4.22) with u(0) = φ and
notice that for any δ > 0 there is T (φ, δ) such that
‖∇R4u‖L3x,t(R4×{|t|≥T (φ,δ)}) ≤ δ.
The bound (4.23) follows for any fixed T ≥ T (φ, δ) from Lemma 4.2. Assuming δ is
sufficiently small and T is sufficiently large (both depending on φ and ε), the bound (4.24)
then follow from Corollary 4.3 (which guarantees smallness of 1±(t) ·eit∆Uk(±N−2k T (φ, δ))
in Z(−2, 2)) and Lemma 3.3.
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Otherwise, if limk→∞N
2
k |tk| = ∞, we may assume by symmetry that N2k tk → +∞.
Then we let u be the solution of (4.22) such that
‖∇R4
(
u(t)− eit∆R4φ) ‖L2(R4) → 0
as t→ −∞ (thus φ−∞ = φ). We let φ˜ = u(0) and apply the conclusions of the lemma to
the frame (Nk, 0, 0)k ∈ Fe and Vk(s), the solution of (1.1) with initial data Vk(0) = TNk φ˜.
In particular, we see from the fact that N2k tk → +∞ and (4.24) that
‖Vk(−tk)−Πtk ,0TNkφ‖H1(R×T3) → 0
as k →∞. Then, using Proposition 3.5, we see that
‖Uk − Vk(· − tk)‖X1(−2,2) → 0
as k →∞, and we can conclude by inspecting the behavior of Vk. This ends the proof. 
5. Profile decompositions
In this section we show that given a bounded sequence of functions fk ∈ H1(R × T3)
we can construct suitable profiles and express the sequence in terms of these profiles. The
statements and the arguments in this section are very similar to those in [15, Section 5].
See also [17] for the original proofs of Keraani in the Euclidean geometry.
As before, given f ∈ L2(R× T3), t0 ∈ R, and x0 ∈ R× T3 we define
(πx0f)(x) := f(x− x0),
(Πt0,x0)f(x) = (e
−it0∆f)(x− x0) = (πx0e−it0∆f)(x).
(5.1)
As in (4.1), given φ ∈ H˙1(R4) and N ≥ 1, we define
TNφ(x) := Nφ˜(NΨ
−1(x)) where φ˜(y) := η(y/N1/2)φ(y), (5.2)
and observe that
TN : H˙
1(R4)→ H1(R× T3) is a linear operator with ‖TNφ‖H1(R×T3) . ‖φ‖H˙1(R4). (5.3)
The following is our main definition.
Definition 5.1. (1) We define a frame to be a sequence F = (Nk, tk, xk)k with Nk ≥
1, tk ∈ [−1, 1], xk ∈ R×T3 such that either Nk = 1 and tk = 0, (Scale-1 frame), or
Nk → +∞ (Euclidean frame). We denote F1 the set of Scale-1 frames and Fe the
set of Euclidean frames. We say that two frames (Nk, tk, xk)k and (Mk, sk, yk, )k
are orthogonal if
lim
k→+∞
(∣∣∣∣ln NkMk
∣∣∣∣+N2k |tk − sk|+Nk|xk − yk|) = +∞.
Two frames that are not orthogonal are called equivalent.
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(2) If O = (Nk, tk, xk)k is a Euclidean frame and if φ ∈ H˙1(R4), we define the Eu-
clidean profile associated to (φ,O) as the sequence φ˜Ok
φ˜Ok(x) := Πtk ,xk(TNkφ).
(3) If Ok = (1, 0, xk)k is a Scale-1 frame and ϕ ∈ H1(R×T3), we define the associated
Scale-1 profile by
ϕ˜Ok(x) := ϕ(x− xk).
The following lemma summarizes some of the basic properties of profiles associated to
equivalent/orthogonal frames. Its proof is very similar to the proof of Lemma 5.4 in [15],
and is omitted.
Lemma 5.2. (Equivalence of frames)
(i) If O and O′ are equivalent Euclidean profiles (resp Scale-1 profiles), then, there
exists an isometry of H˙1(R4) (resp of H1(R × T3)), T such that for any profile ψ˜O′k , up
to a subsequence there holds that
lim sup
k→+∞
‖T˜ ψOk − ψ˜O′k‖H1(R×T3) = 0. (5.4)
(ii) If O and O′ are orthogonal frames and ψ˜Ok , ϕ˜O′k are corresponding profiles, then,
up to a subsequence,
lim
k→+∞
〈ψ˜Ok , ϕ˜O′k〉H1×H1(R×T3) = 0,
lim
k→+∞
〈|ψ˜Ok |2, |ϕ˜O′k|2〉L2×L2(R×T3) = 0.
(iii) If O is a Euclidean frame and ψ˜Ok , ϕ˜Ok are two profiles corresponding to O, then
lim
k→+∞
(
‖ψ˜Ok‖L2 + ‖ϕ˜Ok‖L2
)
= 0,
lim
k→+∞
〈ψ˜Ok , ϕ˜Ok〉H1×H1(R×T3) = 〈ψ, ϕ〉H˙1×H˙1(R4).
(iv) If O is a Scale-1 frame and ψ˜Ok , ϕ˜Ok are two profiles corresponding to the same
frame O, then
lim
k→+∞
〈ψ˜Ok , ϕ˜Ok〉H1×H1(R×T3) = 〈ψ, ϕ〉H1×H1(R×T3).
Definition 5.3. We say that a sequence of functions {fk}k ⊆ H1(R×T3) is absent from
a frame O if, up to a subsequence, for every profile ψOk associated to O,∫
R×T3
(
fkψ˜Ok +∇fk∇ψ˜Ok
)
dx→ 0
as k → +∞.
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Note in particular that a profile associated to a frame O is absent from any frame
orthogonal to O.
The following Lemma is the core of this section.
Lemma 5.4. Consider {fk}k a sequence of functions in H1(R× T3) satisfying
lim sup
k→+∞
‖fk‖H1(R×T3) . E (5.5)
and fix δ > 0. There exists N . δ−2 profiles ψ˜αOαk associated to pairwise orthogonal framesOα, α = 1 . . . N, such that, after extracting a subsequence,
fk =
∑
1≤α≤N
ψ˜αOαk +Rk (5.6)
where Rk is absent from the frames Oα and is small in the sense that
sup
N≥1, |t|≤1, x∈R×T3
N−1
∣∣(eit∆PNRk) (x)∣∣ ≤ δ. (5.7)
Besides, we also have the following orthogonality relations
‖fk‖2L2 =
∑
β
‖ψβ‖2L2 + ‖Rk‖2L2 + ok(1),
‖∇fk‖2L2 =
∑
β
‖∇ψβ‖2L2 +
∑
γ
‖∇R4ψγ‖2L2(R4) + ‖∇Rk‖2L2 + ok(1),
(5.8)
where {α} = {β} ∪ {γ}, β corresponding to Scale-1 frames and γ to Euclidian frames.
Proof of Lemma 5.4. We will split this proof into several parts.
(I) Extraction of a frame. For a sequence {fk}, define the following functional:
Λ({fk}) = lim sup
k→+∞
sup
N≥1, |t|≤1, x∈R×T3
N−1
∣∣(eit∆PNfk) (x)∣∣ .
We claim that if Λ({fk}) ≥ δ, then there exists a frame O and an associated profile ψ˜Ok
satisfying
lim sup
k→+∞
‖ψ˜Ok‖H1 . 1 (5.9)
and
lim sup
k→+∞
〈fk, ψ˜Ok〉H1×H1 ≥
δ
2
. (5.10)
In addition, if fk was absent from a family of frames Oα, then O is orthogonal to all the
previous frames Oα.
Let us prove the claim above. By assumption, up to extracting a subsequence, there
exists a sequence (Nk, tk, xk)k such that, for all k
δ
2
≤ N−1k
∣∣(eitk∆PNkfk) (xk)∣∣ = ∣∣〈N−1k eitk∆PNkfk, δxk〉D×D′∣∣
≤ ∣∣〈fk, N−1k e−itk∆PNkδxk〉H1×H−1∣∣ .
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Now, first assume that Nk remains bounded, then, up to a subsequence, one may assume
that Nk → N∞ and tk → t∞. In this case, we define O = (1, 0, xk)k and
ψ = (1−∆)−1N−1∞ e−it∞∆PN∞δ0.
Inequality (5.10) is clear since
(N, t, y) 7→ N−1(1−∆)−1e−it∆PNδ0
is a strongly continuous function. The uniform H1 bound in (5.9) is clear from the
definition.
Now, we assume that Nk → +∞ and we define the Euclidean frame O = (Nk, tk, xk)k
and the function
ψ = F−1
R4
(|ξ|−2[η4(ξ)− η4(2ξ)]) ∈ H1(R4), ξ = (ξ1, ξ2, ξ3, ξ4) ∈ R4.
Using the Poisson summation formula, it is not hard to prove that
lim
k→+∞
‖(1−∆)TNkψ −N−1k PNkδ0‖L4/3(R×T3) = 0.
Thus ‖(1−∆)TNkψ −N−1k PNkδ0‖H−1(R×T3) → 0 and we conclude that
δ
2
.
∣∣〈fk, N−1k e−itk∆PNkδxk〉H1×H−1∣∣ . ∣∣∣〈fk, (1−∆)ψ˜Ok〉H1×H−1∣∣∣ .
Changing ψ by eiθψ to make the scalar product real valued, we obtain (5.10).
The last claim about orthogonality of O with Oα follows from Lemma 5.2 and the
existence of a nonzero scalar product in (5.10).
(II) Now that we have selected a frame, we can select the localization of our sequence
in this frame as a linear profile.
First, if the frame selected above O = (1, 0, xk)k was a Scale-1 frame, we consider the
sequence
gk(x) := fk(x+ xk) = π−xkfk.
This is a bounded sequence in H1(R × T3), thus, up to considering a subsequence, we
can assume that it converges weakly to ϕ ∈ H1(R × T3). We then define the profile
corresponding to O as ϕ˜Ok . By its definition and (5.5), ϕ has norm smaller than E.
Besides, we also have that
δ
2
. lim
k→+∞
〈fk, ψ(· − xk)〉H1×H1 . lim
k→+∞
〈gk, ψ〉H1×H1 = 〈ϕ, ψ〉H1×H1 .
Consequently, we get that
‖ϕ‖H1 & δ. (5.11)
We also observe that since gk − ϕ weakly converges to 0 in H1, there holds that
‖Afk‖2L2 = ‖Agk‖2L2 = ‖A(gk − ϕ)‖2L2 − ‖Aϕ‖2L2 + ok(1)
= ‖A(fk − ϕO,k)‖2L2 − ‖Aϕ‖2L2 + ok(1)
(5.12)
for A = 1 or A = ∇.
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The situation if O is a Euclidean frame is similar. In this case, for R > 0 and k large
enough, we consider
ϕRk (y) = N
−1
k η
4(y/R) (Π−tk ,−xkfk) (Ψ(y/Nk)), y ∈ R4.
This is a sequence of functions bounded in H˙1(R4), uniformly in R. We can thus extract
a subsequence that converges weakly to a function ϕR ∈ H˙1(R4) satisfying
‖ϕR‖H˙1(R4) . 1.
Hence, extracting a further subsequence, we may assume that ϕR ⇀ ϕ ∈ H˙1(R4) and by
uniqueness of the weak limit, we see that for every R,
ϕR(x) = η4(x/R)ϕ(x).
Now, let γ ∈ C∞0 (R4) be supported in B(0, R/2) ⊂ R4 and remark that, for k large
enough,
〈fk, γ˜Ok〉H1×H1(R×T3) = 〈Π−tk,−xkfk, TNkγ〉H1×H1(R×T3)
= 〈ϕR, γ〉H˙1×H˙1(R4) + ok(1)
= 〈ϕ, γ〉H˙1×H˙1(R4) + ok(1).
Form this and (5.9), (5.10), we conclude that
‖ϕ‖H˙1(R4) & δ (5.13)
and that
gk = fk − ϕ˜Ok
is absent from the frame O. Now, similarly to (5.12) and using Lemma 5.2, we see that
‖gk‖2L2 = ‖fk‖L2 + ok(1)
‖∇gk‖2L2 = ‖∇fk‖2L2 + ‖∇ϕ‖2L2(R4) − 2〈∇fk,∇ϕ˜Ok〉L2×L2
= ‖∇fk‖2L2 − ‖∇ϕ‖2L2(R4) + ok(1).
(III) Now, we can finish the proof of Lemma 5.4. We define f 0k = fk. For α ≥ 0, while
Λ({fαk }k) > δ we proceed as follows: applying the two steps above, we get a frame Oα
and an associated profile ϕ˜αOαk . We then let
fα+1k = f
α
k − ϕ˜αOαk .
We remark that fα+1 is absent from Oα by definition. By induction and Lemma 5.2, it
is also absent from all the frames Oβ , β ≤ α. Similarly, Oα is orthogonal to all previous
frames Oβ, β ≤ α − 1 and by induction, all frames Oβ, β ≤ α are pairwise orthogonal.
Using (5.12) inductively, we also obtain that
‖Afk‖2L2 =
∑
β≤α
‖Aϕ˜Oβk‖
2
L2 + ‖Afα+1k ‖2L2 + ok(1).
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for A = 1 or A = ∇. In particular using also (5.5) and (5.11), (5.13), we see that this
procedure stops after O(δ−2) steps. At this points, it remains to set Rk = f
αend+1
k where
αend is the last index. This finishes the proof. 
Now, we can deduce the complete profile decomposition
Proposition 5.5. Consider {fk}k a sequence of functions in H1(R× T3) satisfying
lim sup
k→+∞
‖fk‖H1(R×T3) . E. (5.14)
There exists a sequence of profiles ψ˜αOαk associated to pairwise orthogonal frames Oα such
that, after extracting a subsequence, for every J ≥ 0
fk =
∑
1≤α≤J
ψ˜αOαk +R
J
k (5.15)
where RJk is absent from the frames Oα, α ≤ J and is small in the sense that
lim sup
J→+∞
lim sup
k→+∞
[
sup
N≥1, |t|≤1, x∈R×T3
N−1
∣∣(eit∆PNRJk) (x)∣∣ ] = 0. (5.16)
Besides, we also have the following orthogonality relations
‖fk‖2L2 =
∑
β
‖ψβ‖2L2 + ‖RJk‖2L2 + ok(1),
‖∇fk‖2L2 =
∑
β≤J
‖∇ψβ‖2L2 +
∑
γ≤J
‖∇R4ψγ‖2L2(R4) + ‖∇RJk‖2L2 + ok(1),
lim
J→+∞
lim sup
k→+∞
∣∣∣∣∣‖fk‖4L4 −∑
α≤J
‖ϕ˜αOαk ‖
4
L4
∣∣∣∣∣ = 0,
(5.17)
where {α} = {β} ∪ {γ}, β corresponding to Scale-1 frames and γ to Euclidean frames.
Proof of Proposition 5.5. We let δl = 2
−l and we apply inductively Lemma 5.4 to get the
sequence of frames and profiles Oα, ϕ˜αOαk . We only need to prove the last equality in (5.17).
Using Lemma 5.2 (ii), we see that for α 6= β,
〈|ϕ˜αOαk |, |ϕ˜
β
Oβk
|3〉L2×L2 ≤
[
〈|ϕ˜αOαk |
2, |ϕ˜β
Oβk
|2〉L2×L2
] 1
2 ‖ϕ˜β
Oβk
‖2L4 ≤ ok(1).
Therefore, for any fixed J , there holds that
‖
∑
α≤J
ϕ˜αOαk ‖
4
L4 −
∑
α≤J
‖ϕ˜αOαk ‖
4
L4 .J ok(1).
On the other hand, using that fk is bounded and R
J
k are bounded in L
4 uniformly in J ,
lim sup
k→+∞
∣∣∣∣∣‖fk‖4L4 − ‖∑
α≤J
ϕ˜αOαk ‖
4
L4
∣∣∣∣∣ .E lim supk→+∞ ‖RJk‖L4.
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Since fk is bounded in L
4, combining (2.6), (5.16) and (5.17), we see that
lim
J→+∞
lim sup
k→+∞
‖RJk‖L4 = 0.
This ends the proof. 
6. Proof of the main theorem
From Lemma 3.4, we see that to prove Theorem 1.1, it suffices to prove that solutions
remain bounded in Z on intervals of length at most 1. To obtain this, we induct on the
level
L(u) = M(u) + E(u).
Define
Λ(L) = sup{‖u‖Z(I), E(u) +M(u) ≤ L, |I| ≤ 1}
where the supremum is taken over all strong solutions of (1.1) of level less than or equal
to L and all intervals I of length |I| ≤ 1. We also define
Lmax = sup{L : Λ(L) < +∞}. (6.1)
In subsection 6.1, we prove the following key proposition:
Proposition 6.1. Assume that Lmax < ∞. Let uk be a sequence of strong solutions of
(1.1) on intervals Ik and tk a sequence of times in Ik satisfying
E(uk) +M(uk)→ Lmax, min(‖uk‖Z(Tk,tk), ‖uk‖Z(tk,T k))→ +∞ (6.2)
for some Tk ≤ tk ≤ T k, T k − Tk ≤ 1. Then, there exists a sequence xk ∈ R × T3 and
v ∈ H1(R× T3) such that, up to a subsequence,
uk(· − xk, tk)→ v (6.3)
strongly in H1.
Assuming this proposition, we will prove the following which implies Theorem 1.1.
Theorem 6.2. Lmax = +∞. In particular solutions of (1.1) exist globally on R×T3 and
Theorem 1.1 is proved.
Proof of Theorem 6.2. We assume that Lmax < +∞ and we will derive a contradiction.
We proceed in several steps.
(I) Existence of a critical element. By definition, we may find uk and intervals Jk =
(Tk, T
k) of length less than 1 such that
E(uk) +M(uk)→ Lmax, ‖uk‖Z(Jk) ≥ 4k.
We can then clearly find tk ∈ Jk such that (6.2) is satisfied. Now uk, tk satisfy the
hypothesis of Proposition 6.1. By extracting a subsequence, we may assume that T k−tk →
b and tk − Tk → a. We can thus find a sequence xk such that (6.3) holds. We then define
U to be the solution of (1.1) with initial data U(0) = v.
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By strong convergence, there holds that E(U)+M(U) = E(v)+L(v) = Lmax. Besides,
let I = (−T−, T+) be the maximal time of existence of U . We claim that I is bounded.
Indeed, I ⊂ (−a, b), for if, for example, (0, b+ 2δ) ⊂ I, then
‖U‖Z(0,b+δ) =M < +∞
and applying Lemma 3.5 with u˜(x, t) = v, u(x, t) = uk(x− xk, tk + t), we get from (3.11)
that, for all k large enough, uk is bounded in Z(tk, T
k), which contradicts (6.2). From
Lemma 3.4, we thus conclude that ‖U‖Z(0,T+) = +∞.
(II) Nonexistence of a critical element. Now we will derive a contradiction. Indeed,
take tk < T
+, tk → T+. By what we saw before, there holds that
‖U‖Z(0,tk) → +∞, ‖U‖Z(tk,T+) = +∞. (6.4)
Besides, E(U) +M(U) = Lmax. Consequently, we may apply Proposition 6.1 to get that
there exists xk such that U(· − xk, tk) → v∞. Now, let V be the solution of (1.1) with
initial data v∞. By local wellposedness, there exists δ > 0 such that
‖V ‖Z(−2δ,2δ) ≤ 1. (6.5)
Now, take k sufficiently large so that tk ≥ T+− δ. Applying the stability proposition, we
see that
‖U‖Z(tk ,T+) ≤ ‖V ‖Z(0,δ) + ok(1) ≤ 2
for k sufficiently large. This contradicts (6.4) and finishes the proof. 
6.1. Proof of Proposition 6.1. Without loss of generality, we may assume that tk = 0.
We apply Proposition 5.5 to the sequence {uk(0)}k which is indeed bounded inH1(R×T3).
This way we obtain, for all J ,
uk(0) =
∑
1≤α≤J
ψ˜αOαk +R
J
k .
We first consider the remainder. Using Ho¨lder’s inequality and Strichartz estimates
(2.3), we observe that
‖eit∆RJk‖4Z(−1,1) =
∑
N
N2‖PNeit∆RJk‖4L4x,t(R×T3×[−1,1])
.
∑
N
(
N−1‖PNeit∆RJk‖L∞x,t
) 1
5
(
N
11
19‖PNeit∆RJk‖
L
19
5
x,t
) 19
5
.
(
sup
N
N−1‖PNeit∆RJk‖L∞x,t
) 1
5 ∑
N
(
N‖PNRJk‖L2
) 19
5
.
(
sup
N
N−1‖PNeit∆RJk‖L∞x,t
) 1
5
‖RJk‖
19
5
H1.
(6.6)
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Case I: There are no profiles. Then, taking J sufficiently large, we see from (6.6) that
‖eit∆uk(0)‖Z(−1,1) = ‖eit∆RJk‖Z(−1,1) ≤ δ0/2
for k sufficiently large, where δ0 = δ0(Lmax) is given in Proposition 3.3. Then we see from
Proposition 3.3 that uk can be extended on (−1, 1) and that
lim
k→+∞
‖uk‖Z(−1,1) ≤ δ0
which contradicts (6.2).
Hence, we see that there exists at least one profile. Using Lemma 5.2 and passing to
a subsequence, we may renormalize every Euclidean profile, that is, up to passing to an
equivalent profile, we may assume that for every Euclidean frame Oα, Oα ∈ F˜e. Besides,
using Lemma 5.2 and passing to a subsequence once again, we may assume that for every
α 6= β, either Nαk /Nβk + Nβk /Nαk → +∞ as k → +∞ or Nαk = Nβk for all k and in this
case, either tαk = t
β
k as k → +∞ or (Nαk )2|tαk − tβk | → +∞ as k → +∞.
Now for every linear profile ψ˜αOαk , we define the associated nonlinear profile U
α
k as the
maximal solution of (1.1) with initial data Uαk (0) = ψ˜
α
Oαk
. We can give a more precise
description of each nonlinear profile.
(1) If Oα = (1, 0, xαk )k is a Scale-1 frame, then letting W α be the maximal strong
solution with initial data ψα ∈ H1(R× T3), we have that
Uαk (t, x) = W
α(t, x− xαk ).
(2) If Oα is a Euclidean frame, this is given by Lemma 4.4.
From (5.17) we see that
L(α) := lim
k→+∞
(
E(ψ˜αOαk ) +M(ψ˜
α
Oαk
)
)
∈ (0, Lmax],
lim
J→+∞
[ ∑
1≤α≤J
L(α) + lim
k→+∞
L(RJk )
] ≤ Lmax. (6.7)
The numbers L(α) and limk→+∞L(R
J
k ) are all well defined up to taking a subsequence.
Up to relabelling the profiles, we can assume that for all α, L(1) ≥ L(α).
Case IIa: L(1) = Lmax and there is only one Euclidean profile, that is
uk(0) = ψ˜Ok + ok(1)
in H1 (see (6.7)), where O is a Euclidean frame. In this case, since from (4.21) the
corresponding nonlinear profile Uk satisfies
‖Uk‖Z(−1,1) .E
R4(ψ)
1 and lim
k→+∞
‖Uk(0)− uk(0)‖H1 → 0
we may use Proposition 3.5 to deduce that
‖uk‖Z(−1,1) . ‖uk‖X1(−1,1) .Lmax 1
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which contradicts (6.2).
Case IIb: L(1) = Lmax and, using again (6.7) we have that
uk(0) = ψ˜Ok + ok(1) in H
1,
where O is a Scale-1 frame. This is precisely conclusion (6.3).
Case III: L(1) < Lmax. Then, we have that there exists η > 0 such that for all α,
L(α) < Lmax − η. In this case, we have that all nonlinear profiles are global and satisfy,
for any k, α (after extracting a subsequence)
‖Uαk ‖Z(−2,2) ≤ 2Λ(Lmax − η/2) . 1,
where from now on all the implicit constants are allowed to depend on Λ(Lmax − η/2).
Using Proposition 3.5 it follows that
‖Uαk ‖X1(−1,1) . 1. (6.8)
For J, k ≥ 1 we define
UJprof,k :=
J∑
α=1
Uαk .
We show first that there is a constant Q . 1 such that
‖UJprof,k‖2X1(−1,1) +
J∑
α=1
‖Uαk ‖2X1(−1,1) ≤ Q2, (6.9)
uniformly in J , for all k sufficiently large. Indeed, a simple fixed point argument as in
section 3 shows that there exists δ0 > 0 such that if
‖φ‖H1(R×T3) ≤ δ0
then the unique strong solution of (1.1) with initial data φ is global and satisfies
‖u‖X1(−2,2) ≤ 2δ and ‖u− eit∆φ‖X1(−2,2) . ‖φ‖3H1(R×T3). (6.10)
From (6.7), we know that there are only finitely many profiles such that L(α) ≥ δ0/2.
Without loss of generality, we may assume that for all α ≥ A, L(α) ≤ δ0. Using (5.17),
(6.8), and (6.10) we then see that
‖UJprof,k‖X1(−1,1) = ‖
∑
1≤α≤J
Uαk ‖X1(−1,1)
≤
∑
1≤α≤A
‖Uαk ‖X1(−1,1) + ‖
∑
A≤α≤J
(Uαk − eit∆Uαk (0))‖X1(−1,1) + ‖eit∆
∑
A≤α≤J
Uαk (0)‖X1(−1,1)
. A+
∑
A≤α≤J
L(α)
3
2 + ‖
∑
A≤α≤J
Uαk (0)‖H1
. 1.
The bound on
∑J
α=1 ‖Uαk ‖2X1(−1,1) is similar (in fact easier), which gives (6.9).
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We define F (z) = |z|2z and
F ′(G)u := 2GGu+G2u.
For fixed B and J , we define gB,Jk to be the solution of the initial value problem
(i∂t +∆) g − F ′(UBprof,k)g = 0, g(0) = RJk . (6.11)
Using (6.9), dividing the interval (−1, 1) into finitely many subintervals, and using the
stability theory in section 3 (in particular Lemma 3.2) in each subinterval, it follows that
there is a constant Q′ ≥ Q independent of J and B such that, for all k ≥ k0(J,B) the
solution gB,Jk is well-defined on (−1, 1) and
‖gB,Jk ‖X1(−1,1) ≤ Q′. (6.12)
For a fixed A to be defined soon, we will consider the approximate solution
Uapp,Jk := U
A
prof,k + g
A,J
k + U
J,A
prof,k where U
J,A
prof,k :=
J∑
α=A+1
Uαk . (6.13)
We have from (6.9) and (6.12) that for every choice of A, J , A ≤ J , there holds that
Uapp,Jk (0) = uk(0) and ‖Uapp,Jk ‖X1(−1,1) ≤ 4Q′,
for all k ≥ k0(J) large enough. The stability Proposition 3.5 with M ≈ Q′ provides
ǫ1 = ǫ1(M) ≤ 1/(Q′ +K), K sufficiently large. We now choose A such that
‖UJ,Aprof,k‖2X1(−1,1) +
∑
A<α≤J
‖Uαk ‖2X1(−1,1) ≤ ǫ101 for any J ≥ A and k sufficiently large.
(6.14)
This is possible, by an argument similar to the argument in the proof of (6.9). This choice
fixes the constant A.
To continue, we need two lemmas which are proved in the next subsections.
Lemma 6.3. Assume α 6= β ∈ {1, . . . , A}. For every sequence of functions gk which is
uniformly bounded in X1, we have
lim sup
k→+∞
‖U˜αk U˜βk gk‖N(−1,1) = 0 where U˜αk ∈ {Uαk , Uαk }, U˜βk ∈ {Uβk , Uβk }.
Lemma 6.4. With the notation above
lim sup
J→+∞
lim sup
k→+∞
‖gA,Jk ‖Z(−1,1) = 0.
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Assuming these lemmas we can complete the proof of Proposition 6.1. Indeed, with the
choice of approximate solution as in (6.13), we compute
eJk = (i∂t +∆)U
app,J
k − F (Uapp,Jk )
= −F (UAprof,k + gA,Jk + UJ,Aprof,k) +
∑
1≤α≤J
F (Uαk ) + F
′(UAprof,k)g
A,J
k
= −F (UAprof,k + gA,Jk + UJ,Aprof,k) + F (UAprof,k + gA,Jk ) + F (UJ,Aprof,k)
− F (UAprof,k + gA,Jk ) + F (UAprof,k) + F ′(UAprof,k)gA,Jk
− F (UAprof,k) +
∑
1≤α≤A
F (Uαk )
− F (UJ,Aprof,k) +
∑
A<α≤J
F (Uαk )
= I + II + III + IV.
We first see from Lemma (3.2) and the bounds (6.9), (6.12), and (6.14) that
‖I‖N(−1,1) .
(
‖UAprof,k + gA,Jk ‖X1(−1,1) + ‖UJ,Aprof,k‖X1(−1,1)
)2
‖UJ,Aprof,k‖X1(−1,1) ≤ ǫ1/10,
for k large enough. Now we estimate II as follows5
‖II‖N(−1,1) . ‖UAprof,k(gA,Jk )2‖N(−1,1) + ‖UAprof,kgA,Jk gA,Jk ‖N(−1,1) + ‖(gA,Jk )2gA,Jk ‖N(−1,1)
. ‖UAprof,k‖X1(−1,1)‖gA,Jk ‖X1(−1,1)‖gA,Jk ‖Z′(−1,1) + ‖gA,Jk ‖X1(−1,1)‖gA,Jk ‖2Z′(−1,1)
. (Q′)2‖gA,Jk ‖Z′(−1,1).
We now turn to III, which we estimate using Lemma 6.3
‖III‖N(−1,1) .A
∑
1≤α6=β≤A,1≤γ≤A
‖U˜αk U˜βk U˜γk ‖N(−1,1) ≤ ǫ1/10
provided that k is sufficiently large, where U˜αk ∈ {Uαk , Uαk }. We estimate IV using (6.14)
‖IV ‖N(−1,1) . ‖F (UJ,Aprof,k)‖N(−1,1) +
∑
A<α≤J
‖F (Uαk )‖N(−1,1)
. ‖UJ,Aprof,k‖3X1(−1,1) +
∑
A<α≤J
‖Uαk ‖3X1(−1,1)
≤ ǫ1/10.
Adding these estimates we obtain
‖eJk‖N(−1,1) ≤ ǫ1/2 + C(Q′)2‖gA,Jk ‖Z′(−1,1).
5The choice of gA,Jk satisfying (6.11) is precisely to achieve a cancellation in this term, i.e. to avoid
estimating products such as (UAprof,k)
2g
A,J
k and |UAprof,k|2gA,Jk . Such products, which are linear in gA,Jk ,
cannot be made small in N(−1, 1) by letting J, k → +∞.
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Using Lemma 6.4, we can find J sufficiently large such that for all k ≥ k0(J) we have
C(Q′)2‖gA,Jk ‖Z′(−1,1) ≤ ǫ1/10.
For k sufficiently large this shows that
‖eJk‖N(−1,1) < ǫ1.
We can now apply Proposition 3.5 to conclude that uk is defined on (−1, 1) and that
lim sup
k→+∞
‖uk‖Z(−1,1) < +∞.
But this contradicts (6.2).
6.2. Proof of Lemma 6.3. We may assume ‖gk‖X1(−1,1) ≤ 1 for any k. For simplicity
of notation we will also assume that U˜αk = U
α
k and U˜
β
k = U
β
k . All of our estimates use
only the bounds in Lemma 3.2, the spaces X1, Z ′, N and spacetime norms such as LptL
q
x,
which are not sensitive to complex conjugation.
Let I = (−1, 1). If Oα and Oβ are Scale-1 frames, then the proof is easy. Indeed, given
θ > 0 there is Rθ = Rθ,ψα,ψβ ≫ 1 such that we may decompose, for γ ∈ {α, β},
Uγk = πxkV
γ,θ + πxkρ
γ,θ = ωγ,θk + ρ
γ,θ
k ,
‖ργ,θ‖X1(I) + ‖(1− P≤Rθ)ωγ,θk ‖X1(I) ≤ θ, ‖V γ,θ‖X1(I) . 1,
|Dmx V γ,θ| ≤ Rθ1Sγ,θk , 0 ≤ |m| ≤ 6,
(6.15)
where
Sγ,θk := {(x, t) ∈ R× T3 × (−1, 1) : |x− xγk| ≤ Rθ}.
From Lemma 3.2, we then have that
‖ρα,θk Uβk gk‖N(I) + ‖V α,θk ρβ,θk gk‖N(I) . θ.
Independently, since |xαk − xβk | → +∞, it follows from the description (6.15) that
V α,θk V
β,θ
k gk ≡ 0
for k sufficiently large. This completes the proof of the lemma in this case.
Now we assume that Oγ is a Euclidean frame, γ ∈ {α, β}. Using Lemma 4.4, and
then applying also Lemma 4.2 and Lemma 4.3, it follows that for any θ > 0 there are
Tθ = Tθ,ψα,ψβ ≫ 1 and Rθ = Rθ,ψα,ψβ ≫ Tθ such that for all k sufficiently large we can
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decompose
Uγk = V
γ,θ
k + ρ
γ,θ
k = ω
γ,θ,−∞
k + ω
γ,θ
k + ω
γ,θ,+∞
k + ρ
γ,θ
k ,
‖ωγ,θ,±∞k ‖Z′(I) + ‖ργ,θk ‖X1(I) + ‖(1− P≤RθNγk + P≤R−1θ Nγk )ω
γ,θ
k ‖X1(I) ≤ θ,
‖ωγ,θ,±∞k ‖X1(I) + ‖ωγ,θk ‖X1(I) . 1,
|Dmx ωγ,θk | ≤ Rθ(Nγk )1+|m|1Sγθ , 0 ≤ |m| ≤ 6,
ωγ,θ,±∞k = 1{±(t−tγk)≥Tθ(N
γ
k )
−2}[e
i(t−tγk)∆πxγkTN
γ
k
(φγ,θ,±∞)], ‖φγ,θ,±∞‖H˙1(R4) . 1,
φγ,θ,±∞ = P≤Rθ(φ
γ,θ,±∞), ‖φγ,θ,±∞‖L1(R4) ≤ Rθ,
(6.16)
where
Sγ,θk := {(x, t) ∈ R× T3 × (−1, 1) : |t− tγk| ≤ Tθ(Nγk )−2, |x− xγk| ≤ Rθ(Nγk )−1}.
Assuming that Oα is a Euclidean frame, we fix θ > 0 and decompose Uαk as in (6.16);
similarly we decompose Uβk as in (6.16) if Oβ is a Euclidean frame and decompose Uβk
as in (6.15) if Oβ is a Scale-1 frame. Notice that the two decompositions agree if we set
ωβ,θk = V
β,θ
k and ω
β,θ,±∞
k = 0 if Oβ is a Scale-1 frame. For simplicity of notation, we omit
from now on the dependence in θ.
Any term involving ραk can be dealt with directly, using Lemma 3.2, for example
‖ραkUβk gk‖N(I) . ‖ραk‖X1(I)‖Uβk ‖X1(I)‖gk‖X1(I) . θ.
Similarly, we observe that since ωα,±∞k , ω
β,±∞
k are small in Z
′, for k large enough
‖ωα,±∞k ωβ,±∞k gk‖N(I)
.
(
‖ωα,±∞k ‖Z′(I) + ‖ωβ,±∞k ‖Z′(I)
)(
‖ωα,±∞k ‖X1(I) + ‖ωβ,±∞k ‖X1(I)
)
‖gk‖X1(I)
. θ.
To estimate the remaining terms, we may assume from now on that Nαk ≥ Nβk .
We first estimate ωαkω
β
kgk. In view of the support properties of ω
α
k and ω
β
k in (6.16) and
the orthogonality of Oα and Oβ , we have
ωαkω
β
k gk = 0
if Nαk = N
β
k →∞, for k large enough. Otherwise Nαk /Nβk → +∞ and we estimate
‖ωαkωβk gk‖L1t (I,H1) . ‖ωαkω
β
k‖L1tL∞x ‖ |∇1gk| ‖L∞t (I,L2) + ‖∇(ωαkω
β
k )‖
L
6
5
t L
3
x
‖gk‖L6t,x ,
where |∇1gk| is defined in (2.8). Using (6.16) we estimate, for k large enough,
‖ωαkωβk‖L1tL∞x ≤ ‖ωαk ‖L1tL∞x ‖ω
β
k‖L∞x,t .θ Nβk /Nαk ,
‖(∇ωαk )ωβk‖
L
6
5
t L
3
x
≤ ‖∇ωαk ‖
L
6
5
t L
3
x
‖ωβk‖L∞t,x .θ Nβk (Nαk )2‖1Sαk ‖L 65t L3x .θ N
β
k /N
α
k ,
‖ωαk∇ωβk‖
L
6
5
t L
3
x
≤ ‖ωαk ‖
L
6
5
t L
3
x
‖∇ωβk‖L∞t,x .α,β,θ (Nβk )2Nαk ‖1Sαk ‖L 65t L3x .θ (N
β
k /N
α
k )
2.
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Therefore
‖ωαkωβk gk‖N(I) ≤ θ for k large enough ,
as desired.
We estimate now ωαkω
β,±∞
k gk as before
‖ωαkωβ,±∞k gk‖L1t (I,H1) . ‖ωαkω
β,±∞
k ‖L1tL∞x ‖ |∇1gk| ‖L∞t (I,L2) + ‖∇(ωαkω
β,±∞
k )‖
L
6
5
t L
3
x
‖gk‖L6t,x.
(6.17)
If limk→∞N
α
k /N
β
k = +∞ then we estimate
‖ωαkωβ,±∞k gk‖N(I) .θ Nβk /Nαk for k sufficiently large,
as before, since the bounds ‖ωβk‖L∞x,t .θ Nβk and ‖∇ωβk‖L∞t,x .θ (Nβk )2 still hold. Otherwise,
if Nαk = N
β
k → ∞ and (Nαk )2|tαk − tβk | → +∞, using (2.4) and the description (6.16) we
see that, for k large enough,
‖ωαkωβ,±∞k ‖L1t (I,L∞x ) ≤ ‖ωαk ‖L1t (I,L∞x )‖ω
β,±∞
k ‖L∞x,t({(Nαk )2|t−tαk |≤Rθ}) .θ (Nαk )−1|t
β
k − tαk |−
1
2 ,
and
‖∇(ωαkωβ,±∞k )‖
L
6
5
t (I,L
3
x)
≤ ‖∇ωαk ‖L 65 (I,L3x)‖ω
β,±∞
k ‖L∞({(Nαk )2|t−tαk |≤Rθ})
+ ‖ωαk ‖L 65 (I,L3x)‖∇ω
β,±∞
k ‖L∞({(Nαk )2|t−tαk |≤Rθ})
.θ (N
α
k )
−1|tβk − tαk |−
1
2 .
Finally, if Nαk |xαk − xβk | → +∞ and tαk = tβk , Nαk = Nβk , then we use Lemma 4.2 (ii) with
ρ = 0. It follows easily that
‖ωαkωβ,±∞k gk‖N(I) → 0
as k →∞, as desired
Finally, it remains to prove that
lim sup
k→∞
‖ωα,±∞k ωβkgk‖N(I) . θ if Nαk /Nβk → +∞. (6.18)
We write
ωα,±∞k ω
β
kgk =
∑
A≥210
PAω
α,±∞
k · P≤2−10Aωβk · P≤2−10Agk
+
∑
B≥1
P≤29Bω
α,±∞
k · PBωβk · P≤Bgk
+
∑
C≥2
P≤29Cω
α,±∞
k · P≤C/2ωβk · PCgk.
(6.19)
It follows from (3.3) that∥∥∥∑
B≥2
P≤29Bω
α,±∞
k · PBωβk · P≤Bgk
∥∥∥
N(I)
. ‖ωα,±∞k ‖Z′(I)‖ωβk‖X1(I)‖gk‖Z′(I)
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and ∥∥∥∑
C≥2
P≤29Cω
α,±∞
k · P≤C/2ωβk · PCgk
∥∥∥ . ‖ωα,±∞k ‖Z′(I)‖ωβk‖Z′(I)‖gk‖X1(I).
Recall from (6.16) that ‖ωα,±∞k ‖Z′(I) ≤ θ and ‖ωβk‖X1(I) + ‖gk‖X1(I) . 1. In view of the
decomposition (6.19) and the last two bounds, it remains to prove that
lim sup
k→∞
∥∥∥ ∑
A≥210
PAω
α,±∞
k · P≤2−10Aωβk · P≤2−10Agk
∥∥∥
N(I)
. θ if Nαk /N
β
k → +∞.
(6.20)
It follows from the description of ωα,±∞k in (6.16) that there is Qθ = Qθ,φα,±∞ ∈ 2Z+
sufficiently large and θ′ = θ′θ,φα,±∞ sufficiently small such that, for k large enough,
‖P≤Q−1θ Nαk (TNαk φ
α,±∞)‖H1(R×T3) + ‖(1− P≤QθNαk )(TNαk φα,±∞)‖H1(R×T3)
+ ‖(1− P˜ 1θ′)(TNαk φα,±∞)‖H1(R×T3) ≤ θ,
where the operator P˜ 1θ′ is defined in (2.7). Therefore
‖P≤Q−1θ Nαk ω
α,±∞
k ‖X1(I) + ‖(1− P≤QθNαk )ωα,±∞k ‖X1(I) + ‖(1− P˜ 1θ′)ωα,±∞k )‖X1(I) . θ.
Using again (3.3), for (6.20) it suffices to prove that if Nαk /N
β
k → +∞ then
lim sup
k→∞
∑
Q−1θ ≤A/N
α
k ≤Qθ
‖PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk · P≤2−10Agk‖N(I) . θ. (6.21)
For A ∈ [Q−1θ Nαk , QθNαk ] and k large enough we estimate, using [13, Proposition 2.10],
‖PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk · P≤2−10Agk‖N(I)
. sup
‖f‖Y−1(I)=1
∣∣∣ ∫
R×T3×I
f · PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk · P≤2−10Agk dxdt
∣∣∣
. ‖PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk‖L2(R×T3×I) · sup
‖f‖Y−1(I)=1
sup
A′∼A
‖PA′f · P≤2−10Agk‖L2(R×T3×I).
Using (3.1)
sup
‖f‖Y−1(I)=1
sup
A′∼A
‖PA′f · P≤2−10Agk‖L2(R×T3×I) . A.
Using (2.13) and (6.16)
‖PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk‖L2(R×T3×I) . ‖PAP˜ 1θ′ωα,±∞k ‖L∞x1L2x′,t‖ω
β
k‖L2x1L∞x′,t
.θ (θ
′A)−1/2A−1(Nβk )
1/2.
It follows from the last three estimates that
‖PAP˜ 1θ′ωα,±∞k · P≤2−10Aωβk · P≤2−10Agk‖N(I) .θ (Nkβ/Nαk )1/2
and (6.21) follows. This completes the proof of the lemma.
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6.3. Proof of Lemma 6.4. Recall that we defined nonlinear profiles Uαk , α, k ∈ {1, 2, . . .}
with ‖Uαk ‖X1(−2,2) . 1. We also fixed a number A . 1 and defined
UAprof,k =
∑
1≤α≤A
Uαk .
Letting F ′(G)u = 2GGu +G2u, for J ≥ A and k ∈ Z∗+ we define gA,Jk as the solution on
(−1, 1) of the linear initial-value problem
(i∂t +∆)g
A,J
k − F ′(UAprof,k)gA,Jk = 0, gA,Jk (0) = RJk . (6.22)
We know that gA,Jk is well defined on (−1, 1) and
‖gA,Jk ‖X1(−1,1) . 1 uniformly in J and k. (6.23)
We would like to prove that
lim sup
J→+∞
lim sup
k→+∞
‖gA,Jk ‖Z(−1,1) = 0. (6.24)
Recall that
‖RJk‖H1 . 1 for any J, k ≥ 1,
lim sup
J→+∞
lim sup
k→+∞
sup
N≥1
N−1‖eit∆PNRJk‖L∞x,t(R×T3×(−1,1)) = 0. (6.25)
We will make repeated use of the following simple claim, which is consequence of the
stability theory on section 3:
Claim: If u, u′, v, v′, h satisfy
‖u‖X1(−1,1) + ‖u′‖X1(−1,1) + ‖v‖X1(−1,1) + ‖v′‖X1(−1,1) ≤ C1, ‖h‖N(−1,1) < +∞
then, for every u0 ∈ H1, the solution of the linear initial-value problem
(i∂t +∆) g − uvg − u′v′g = h, h(0) = u0
exists globally in X1(−1, 1) and satisfies
‖h‖X1(−1,1) .C1 ‖u0‖H1 + ‖h‖N(−1,1). (6.26)
We prove (6.24) in several steps.
(I) For every fixed θ > 0, define hJ,θk as the solution to the initial value problem
(i∂t +∆) h
J,θ
k −
∑
1≤α≤A
F ′(ωα,θk )h
J,θ
k = 0, h(0) = R
J
k (6.27)
where ωα,θk are defined as in (6.15) or (6.16), with the convention, as in the proof of Lemma
6.3, ωα,θk = V
α,θ
k if Oα is a Scale-1 frame. Then, we have that
‖hJ,θk ‖X1(−1,1) . 1 (6.28)
uniformly in k, J, θ, which is a consequence of (6.26). We will prove that
‖gA,Jk − hJ,θk ‖X1 . θ (6.29)
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for all k sufficiently large. In order to do this, we let δ = hJ,θk − gA,Jk and compute that
(i∂t +∆) δ = F
′(UAprof)δ −
[
F ′(UAprof,k)−
∑
1≤α≤A
F ′(ωα,θk )
]
hJ,θk
= F ′(UAprof)δ −
[
F ′(UAprof,k)−
∑
1≤α≤A
F ′(Uαk )
]
hJ,θk +
[ ∑
1≤α≤A
F ′(ωα,θk )− F ′(Uαk )
]
hJ,θk .
Consequently, using (6.26),
‖δ‖X1(−1,1) .
∥∥∥[F ′(UAprof,k)− ∑
1≤α≤A
F ′(Uαk )
]
hJ,θk
∥∥∥
N(−1,1)
+
∥∥∥[ ∑
1≤α≤A
F ′(ωα,θk )− F ′(Uαk )
]
hJ,θk
∥∥∥
N(−1,1)
.
Using Lemma 6.3 and (6.28)
lim sup
k→+∞
∥∥∥[F ′(UAprof,k)− ∑
1≤α≤A
F ′(Uαk )
]
hJ,θk
∥∥∥
N(−1,1)
= 0.
Using (6.28), the bounds in the descriptions (6.15) and (6.16), and Lemma 3.2∥∥∥[ ∑
1≤α≤A
F ′(ωα,θk )− F ′(Uαk )
]
hJ,θk
∥∥∥
N(−1,1)
. θ
for k large enough. The bound (6.29) follows. It remains to prove that, for any θ fixed,
lim sup
J→+∞
lim sup
k→+∞
‖hJ,θk ‖Z(−1,1) . θ. (6.30)
(II) For κ > 0 a small dyadic number, define P˜ 1κ as in Lemma 2.4 and let P˜
2
κ := 1− P˜ 1κ .
For every J, k, we consider σJ,θ,κk the solution of the linear initial-value problem
(i∂t +∆) σ
J,θ,κ
k −
∑
1≤α≤A
F ′(ωα,θk )σ
J,θ,κ
k = 0, σ
J,θ,κ
k (0) = (P˜
1
κ + P˜
2
κP≤κ−1)R
J
k . (6.31)
As before, the solution σJ,θ,κk is well-defined on (−1, 1) and ‖σJ,θ,κk ‖X1(−1,1) . 1. Using
(6.26) we see that
‖σJ,θ,κk −eit∆(P˜ 1κ+ P˜ 2κP≤κ−1)RJk‖X1(−1,1) .
∑
1≤α≤A
‖F ′(ωα,θk )(eit∆(P˜ 1κ+ P˜ 2κP≤κ−1)RJk )‖N(−1,1).
For α ∈ {1, . . . , A} we estimate, using Lemma 2.4, Lemma 2.3, and the bounds in (6.15)
and (6.16),
‖F ′(ωα,θk )(eit∆P˜ 1κRJk )‖N(−1,1) . ‖(ωα,θk )2‖L2tL∞x ‖1Sα,θk · |∇
1(eit∆P˜ 1κR
J
k )| ‖L2x,t
+ ‖ωα,θk |∇ωα,θk | ‖L1tL4x‖eit∆P˜ 1κRJk‖L∞t L4x
.θ κ
1/100
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provided that J, k sufficiently large. Moreover
‖F ′(ωα,θk )(eit∆P˜ 2κP≤κ−1RJk )‖N(−1,1) . ‖ |∇1(ωα,θk )2| ‖L1tL2x‖ |∇1(eit∆P˜ 2κP≤κ−1RJk )| ‖L∞x,t . κ
provided that J, k sufficiently large. Independently, as in (6.6) and recalling (6.25)
lim sup
J→+∞
lim sup
k→+∞
‖eit∆(P˜ 1κ + P˜ 2κP≤κ−1)RJk‖Z(−1,1) = 0.
Consequently, we see that for every fixed κ > 0,
lim sup
J→+∞
lim sup
k→+∞
‖σJ,θ,κk ‖Z(−1,1) .θ κ1/100. (6.32)
(III) It remains to prove that the solution fJ,θ,κk ∈ X1(−1, 1) of the initial-value problem
(i∂t +∆) f
J,θ,κ
k −
∑
1≤α≤A
F ′(ωα,θk )f
J,θ,κ
k = 0, f
J,θ,κ
k (0) = R
J,κ
k := P˜
2
κ (1− P≤κ−1)RJk ,
(6.33)
satisfies, for κ ≤ κ(θ) sufficiently small and J ≥ A
lim sup
k→+∞
‖fJ,θ,κk ‖Z(−1,1) . θ. (6.34)
For dyadic numbers 1 ≤M ≤ N we define
pN,M(ξ) :=
[
η4(ξ/N)− η4(2ξ/N)] [η1(ξ1/(2M))− η1(ξ1/M)] if M ≥ 2,
pN,1(ξ) :=
[
η4(ξ/N)− η4(2ξ/N)] η1(ξ1/2)
F(PN,Mf)(ξ) := pN,M(ξ)(Ff)(ξ), PN,≤a :=
∑
1≤M≤min(N,a)
PN,M .
(6.35)
Given ρ ∈ (0, 1] and dyadic numbers 1 ≤M ≤ N let
cρ,N,M :=
[(M2 + ρ2N2
N2
)
+ (1 + ρ2N)−1
]δ0/100
, (6.36)
where δ0 ∈ (0, 1/100] is the constant in (3.2). For functions f ∈ X1(I), I ⊆ (−1, 1), and
g ∈ H1(R× T3) let
‖f‖X˜1ρ(I) :=
∥∥∥∑
N≥1
∑
1≤M≤N
cρ,N,MPN,Mf
∥∥∥
X1(I)
‖g‖H˜1ρ(R×T3) :=
∥∥∥∑
N≥1
∑
1≤M≤N
cρ,N,MPN,Mg
∥∥∥
H1(R×T3)
.
(6.37)
Clearly, for any ρ ∈ (0, 1],
ρδ0/50‖f‖X1(I) . ‖f‖X˜1ρ(I) . ‖f‖X1(I),
ρδ0/50‖g‖H1(R×T3) . ‖g‖H˜1ρ(R×T3) . ‖g‖H1(R×T3).
(6.38)
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On the other hand, for any ρ ∈ (0, 1]
‖f‖Z(I) . ‖f‖X˜1ρ(I). (6.39)
Indeed, using the Strichartz estimate ‖PN,Mf‖L19/5x,t (I) . N
−11/19‖PN,Mf‖U3∆(I,H1), see
(2.5), and the simple bound ‖PN,Mf‖L∞x,t(I) . M1/2N1/2‖PN,Mf‖U3∆(I,H1), it follows that,
for any dyadic numbers 1 ≤M ≤ N and any f ∈ X1(I), I ⊆ (−1, 1),
‖PN,Mf‖L4x,t(I) . (M/N)1/40N−1/2‖PN,Mf‖U3∆(I,H1). (6.40)
Therefore
‖f‖4Z(I) .
∑
N≥1
N2‖PNf‖4L4x,t(I) .
∑
N≥1
N2
[ ∑
1≤M≤N
‖PN,Mf‖L4x,t(I)
]4
.
∑
N≥1
[ ∑
1≤M≤N
(M/N)1/40‖PN,Mf‖X1(I)
]4
.
∑
N≥1
∥∥∥ ∑
1≤M≤N
(M/N)1/80PN,Mf
∥∥∥4
X1(I)
,
which proves (6.39).
We will prove the following lemma:
Lemma 6.5. Assume D ≥ 1 is a dyadic number, θ ∈ (0, 1] and fk ∈ X1(−1, 1) is a
solution of the linear equation
(i∂t +∆) fk −
∑
1≤α≤A
F ′((P≤DNαk − P≤D−1Nαk )ω
α,θ
k )fk = 0. (6.41)
Then, for ρ ≤ ρθ,D sufficiently small, and k ≥ kρ sufficiently large
‖fk‖X˜1ρ(−1,1) .θ,D ‖fk(0)‖H˜1ρ(R×T3). (6.42)
Assuming the lemma we can complete the proof of (6.34). Indeed, the same argument
as in step I, using the bound
‖(1− P≤RθNγk + P≤R−1θ Nγk )ω
γ,θ
k ‖X1(I) ≤ θ,
shows that if f˜J,θ,κk ∈ X1(−1, 1) is the solution of the linear initial-value problem
(i∂t +∆) f˜
J,θ,κ
k −
∑
1≤α≤A
F ′((P≤RθNαk − P≤R−1θ Nαk )ω
α,θ
k )f˜
J,θ,κ
k = 0, f˜
J,θ,κ
k (0) = R
J,κ
k ,
then
‖fJ,θ,κk − f˜J,θ,κk ‖X1(−1,1) . θ
for k large enough. In view of Lemma 6.5, setting κ = ρ10
‖f˜J,θ,κk ‖X˜1ρ(−1,1) .θ ‖R
J,κ
k ‖H˜1ρ .θ κ
δ′
for k large enough and some δ′ > 0. The desired bound (6.34) follows from (6.39).
Therefore it remains to prove Lemma 6.5.
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Proof of Lemma 6.5. Given an interval I ⊆ (−1, 1), 0 ∈ I, let
‖f‖N˜ρ(I) =
∥∥∥ ∫ t
a
ei(t−s)∆f(s) ds
∥∥∥
X˜1ρ(I)
The standard argument of dividing an interval into sufficiently many small intervals and
the fungibility of the norm Z shows that it suffices to prove that there is ρ0 = ρ0(θ,D)
sufficiently small such that if I ⊆ (−1, 1), 0 ∈ I, and∑
1≤α≤A
‖(P≤DNαk − P≤D−1Nαk )ω
α,θ
k ‖Z(I) ≤ ρ0 (6.43)
then ∥∥F ′((P≤DNαk − P≤D−1Nαk )ωα,θk )f∥∥N˜ρ(I) ≤ 1/(2A)‖f‖X˜1ρ(I)
for any ρ ∈ (0, ρ0], α ∈ {1, . . . , A}, f ∈ X1(I), and k ≥ kρ sufficiently large. Letting
ωα,θk,D := (P≤DNαk − P≤D−1Nαk )ω
α,θ
k and recalling the definition F
′(ωα,θk,D)f = 2ω
α,θ
k,Dω
α,θ
k,Df +
(ωα,θk,D)
2f , it suffices to prove that∥∥ωα,θk,Dωα,θk,Df∥∥N˜ρ(I) + ∥∥(ωα,θk,D)2f∥∥N˜ρ(I) ≤ 1/(10A)‖f‖X˜1ρ(I) (6.44)
for any ρ ≤ ρ0, α ∈ {1, . . . , A}, f ∈ X1(I), and k ≥ kρ sufficiently large.
We will need a refinement of the bound (3.2), namely
‖PN1,M1u1 · PN2,≤M2u2‖L2(R×T3×I)
. N2
[(N2
N1
+
1
N2
)M2
N2
M1
N2 +M1
]δ0/2‖PN1,M1u1‖Y 0(I)‖PN2,M2u2‖Y 0(I) (6.45)
for any dyadic numbers N1, N2,M1,M2, 1 ≤ M1 ≤ N1, 1 ≤ M2 ≤ N2, N2 ≤ N1. This
follows from the bound (3.2) and the simpler bound
‖PCPN1,M1u1·PN2,≤M2u2‖L2(R×T3×I) ≤ ‖PCPN1,M1u1‖L4‖PN2,≤M2u2‖L4
. N
1/2
2 (M1/(N2 +M1))
1/40‖PCPN1,M1u1‖U3∆(I,L2) · ‖PN2,≤M2u2‖L4
(6.46)
for any cube C of size N2 centered at some ξ0 ∈ Z4, see (6.40).
To prove (6.44) we analyze two cases.
Case 1. Nαk = 1 for all k. In this case ω
α,θ
k,D = P≤DNαk ω
α,θ
k . In view of the definition
(6.36), ‖P≤ρ−2f‖X1(I) . ‖f‖X˜1(I). Using Lemma 3.2 and (6.43)∥∥ωα,θk,Dωα,θk,DP≤α−2f∥∥N(I) + ∥∥(ωα,θk,D)2P≤α−2f∥∥N(I) .D,θ ρ1/20 ‖P≤ρ−2f‖X1(I) .D,θ ρ1/20 ‖f‖X˜1ρ(I).
To estimate the contribution of P>α−2f , by examining Fourier supports we notice that
PN,M
[
ωα,θk,Dω
α,θ
k,D · P>α−2f
]
= PN,M
[
ωα,θk,Dω
α,θ
k,D ·
( ∑
N ′∼DN,M ′∼DM
P>α−2PN ′,M ′f
)]
.
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Therefore, by definition and Lemma 3.2
‖ωα,θk,Dωα,θk,D · P>α−2f‖2N˜ρ(I) ∼
∑
N≥1
∑
1≤M≤N
c2ρ,N,M‖PN,M
[
ωα,θk,Dω
α,θ
k,D · P>α−2f
]‖2N(I)
.D,θ
∑
N≥1
∑
1≤M≤N
∑
N ′∼DN,M ′∼DM
c2ρ,N,M‖ωα,θk,Dωα,θk,D · P>α−2PN ′,M ′f‖2N(I)
.D,θ
∑
N ′≥1
∑
1≤M ′≤N ′
ρ0c
2
ρ,N ′,M ′‖P>α−2PN ′,M ′f‖2X1(I)
.D,θ ρ0‖P>α−2f‖2X˜1ρ(I).
The bound on
∥∥(ωα,θk,D)2P≤α−2f∥∥N˜ρ(I) is similar, and (6.44) follows in this case.
Case 2. limk→+∞N
α
k = +∞. By letting k large enough, in this case we may always
assume that Nαk ≥ ρ−2. We estimate first the contribution of P>210DNαk f . By examining
Fourier supports, we notice that
PN,M
[
ωα,θk,Dω
α,θ
k,D · P>210DNαk f
]
= PN,M
[
ωα,θk,Dω
α,θ
k,D ·
( ∑
N ′∼N,M ′∼M
P>210DNαk PN ′,M ′f
)]
if M > 25DNαk , and
PN,≤25DNαk
[
ωα,θk,Dω
α,θ
k,D · P>210DNαk f
]
= PN,≤25DNαk
[
ωα,θk,Dω
α,θ
k,D ·
( ∑
N ′∼N
P>210DNαk PN ′,≤210DNαk f
)]
.
(6.47)
Estimating as in Case 1, it follows that∥∥∥∑
N≥1
∑
M>25DNαk
PN,M
[
ωα,θk,Dω
α,θ
k,D · P>210DNαk f
]∥∥∥
N˜ρ(I)
.D,θ ρ
1/2
0 ‖f‖X˜1ρ . (6.48)
Using [13, Proposition 2.10] and the estimates (6.45) and (6.46), for N ′ ≥ 25DNαk and
f ′ := P>210DNαk f∥∥ωα,θk,Dωα,θk,DPN ′,M ′f ′∥∥N(I) . sup
‖u0‖Y−1(I)=1
∣∣∣ ∫
R×T3×I
u0ω
α,θ
k,Dω
α,θ
k,DPN ′,M ′f
′ dxdt
∣∣∣
. N ′‖ωα,θk,D · PN ′,M ′f ′‖L2(R×T3×I) sup
‖u0‖Y 0(I)=1
‖(P≤8N ′ − P≤N ′/8)u0 · ωα,θk,D‖L2(R×T3×I)
.D,θ ρ0
[(Nαk
N ′
+
1
Nαk
) M ′
Nαk +M
′
]δ0/2‖PN ′,M ′f ′‖X1(I).
(6.49)
Using (6.49) and the definition of cρ,N ′,M ′ in (6.36), in particular
(M ′/Nαk )
δ0/2 .D (M
′/Nαk )
δ0/4 · cρ,N ′,M ′
(Nαk
N ′
+
1
Nαk
)−δ0/4
if 1 ≤M ′ ≤ 210DNαk < N ′,
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it follows that∑
1≤M ′≤210DNαk
∥∥ωα,θk,Dωα,θk,DPN ′,M ′f ′∥∥N(I) .D,θ ρ0(NαkN ′ + 1Nαk
)δ0/4‖PN ′f ′‖X˜1ρ(I).
Therefore, using also (6.47),∥∥∥∑
N≥1
PN,≤25DNαk
[
ωα,θk,Dω
α,θ
k,D · P>210DNαk f
]∥∥∥
N(I)
.D,θ ρ0‖f‖X˜1ρ .
Combining with (6.48), we derive the desired bound
‖ωα,θk,Dωα,θk,D · P>210DNαk f‖N˜ρ(I) .D,θ ρ
1/2
0 ‖f‖X˜1ρ . (6.50)
To bound the contribution of P≤210DNαk , we use [13, Proposition 2.10], the assumption
(6.43), and the description (6.16)∥∥ωα,θk,Dωα,θk,DP≤210DNαk f∥∥N(I) . sup
‖u0‖Y−1(I)=1
∣∣∣ ∫
R×T3×I
u0ω
α,θ
k,Dω
α,θ
k,DP≤210DNαk f dxdt
∣∣∣
. ‖ωα,θk,D · P≤210DNαk f‖L2(R×T3×I) sup
‖u0‖Y−1(I)=1
‖P≤220DNαk u0 · ω
α,θ
k,D‖L2(R×T3×I)
.D,θ ρ0(N
α
k )
−1/2‖P≤210DNαk f‖L4tL∞x .D,θ ρ0‖f‖X˜1ρ .
The main bound (6.44) for the term ωα,θk,Dω
α,θ
k,Df follows, by combining with (6.50). The
estimate on the other term is similar, which completes the proof of the lemma. 
7. Proof of Proposition 2.1
The main ingredient in the proof of Proposition 2.1 is the following distributional
inequality:
Lemma 7.1. Assume p0 > 18/5, N ≥ 1, λ ∈ [N (2p0−6)/(p0−2), 210N2], ‖m‖L2(R×Z3) ≤ 1,
and m(ξ) = 0 for |ξ| > N , then∣∣∣{(x, t) ∈ R× T3 × [−2−10, 2−10] : ∣∣∣ ∫
R×Z3
m(ξ)e−it|ξ|
2
eix·ξ dξ
∣∣∣ ≥ λ}∣∣∣ . N2p0−6λ−p0. (7.1)
It is not hard to see that Proposition 2.1 follows from Lemma 7.1:
Proof of Proposition 2.1. Letting
F (x, t) :=
∫
R×Z3
m(ξ)e−it|ξ|
2
eix·ξ dξ,
where m is as in Lemma 7.1, it suffices to prove that if p > p1 and N ≥ 1 then
‖1[−2−10,2−10](t) · F‖Lp(R×T3×R) .p N2−6/p. (7.2)
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We may assume p ∈ (p1, 4] and N ≫ 1. Then
‖1[−2−10,2−10](t) · F‖pLp(R×T3×R)
≤
∑
2l≤210N2
2pl|{(x, t) ∈ R× T3 × [−2−10, 2−10] : |F (x, t)| ≥ 2l}|.
If 2l ≥ N (2p0−6)/(p0−2), p0 ∈ (18/5, p), we use the distributional inequality (7.1). If 2l ≤
N (2p0−6)/(p0−2) we use the simple bound
22l|{(x, t) ∈ R× T3 × [−2−10, 2−10] : |F (x, t)| ≥ 2l}| ≤ ‖F‖2L2(R×T3×R) . 1.
Therefore
‖1[−2−10,2−10](t) · F‖pLp(R×T3×R)
.
∑
2l≤N(2p0−6)/(p0−2)
2(p−2)l +
∑
N(2p0−6)/(p0−2)≤2l≤210N2
2pl ·N2p0−62−p0l
.p N
2p−6,
which gives (7.2). 
We prove Lemma 7.1 by adapting the arguments of Bourgain [1, Section 3]. The proof
we present here is self-contained, with the exception of the bounds (7.5), (7.6), and (7.12)-
(7.13). Let Zq := {0, . . . , q − 1}. We start with a lemma:
Lemma 7.2. Assume γ > 0, Q,M ∈ Z∗+, M ≥ 8Q, S ⊆ {1, . . . , Q}, and η : R → [0, 1]
is a smooth function supported in [−2, 2]. Then, for any t ∈ R,∑
q∈S, a∈Z (a,q)=1
η(MQ(t− a/q)) =
∑
m∈Z
(MQ)−1η̂(2πm/(MQ))cme
2piimt, (7.3)
and the coefficients cm have the properties
cm =
∑
q∈S, a∈Zq , (a,q)=1
e−2piim·a/q, sup
m∈Z
|cm| ≤ 4Q2, |cm| ≤ Cγd(m,Q)Q1+γ, (7.4)
where d(m,Q) denotes the number of divisors of m less than or equal to Q.
Proof of Lemma 7.2. We have∫ 1
0
e−2piimt
∑
q∈S, a∈Z (a,q)=1
η(MQ(t− a/q)) dt
=
∑
q∈S, a∈Zq , (a,q)=1
∫
R
e−2piimtη(MQ(t− a/q)) dt
= (MQ)−1η̂(2πm/(MQ))
∑
q∈S, a∈Zq , (a,q)=1
e−2piim·a/q,
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for any m ∈ Z. The first inequality in (7.4) is clear. To prove the second inequality we
may assume Q ≥ 100 and it suffice to prove that for any m ∈ Z
Q∑
q=1
∣∣∣ ∑
a∈Zq , (a,q)=1
e−2piim·a/q
∣∣∣ ≤ Cγd(m,Q)Q1+γ . (7.5)
This is proved in [1, Lemma 3.33]. 
We will also need the estimate in [1, Lemma 3.47]: for any γ, B > 0 there is Cγ,B ≥ 1
such that
|{m ∈ {0, . . . , P} : d(m,Q) ≥ D}| ≤ Cγ,B(D−BQγP +QB) for any P,Q,D ∈ Z∗+.
(7.6)
We turn now to the proof of Lemma 7.1. The implicit constants may all depend on the
value of p0. We may assume that N ≫ 1 and consider the kernel KN : R× T3 × R→ C,
KN(x, t) = η
1(25t/(2π))
∫
R×Z3
e−it|ξ|
2
eix·ξη4(ξ/N) dξ
= η1(25t/(2π))
4∏
j=2
[∑
ξj∈Z
e−it|ξj |
2
eixjξjη1(ξj/N)
2
]
·
∫
R
e−it|ξ1|
2
eix1·ξ1η1(ξ1/N)
2 dξ1.
(7.7)
Let
Sλ := {(x, t) ∈ R× T3 × [−2−10, 2−10] :
∣∣∣ ∫
R×Z3
m(ξ)e−it|ξ|
2
eix·ξ dξ
∣∣∣ ≥ λ}
and fix a function f : R× T3 × [−2−10, 2−10]→ C such that
|f | ≤ 1Sλ (7.8)
and
λ|Sλ| ≤
∣∣∣ ∫
R×T3×R
f(x, t) ·
[ ∫
R×Z3
m(ξ)e−it|ξ|
2
eix·ξ dξ
]
dxdt
∣∣∣.
Using the assumptions on m we estimate the right-hand side of the inequality above by∥∥∥ 4∏
j=1
η1(ξj/N) ·
∫
R×T3×R
f(x, t)e−it|ξ|
2
eix·ξ dxdt
∥∥∥
L2ξ
.
Thus
λ2|Sλ|2 ≤
∫
R×T3×R
∫
R×T3×R
f(x, t)f(y, s)KN(t− s, x− y) dtdxdsdy. (7.9)
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Using Lemma 7.3 below, we estimate∫
R×T3×R
∫
R×T3×R
f(x, t)f(y, s)KN(t− s, x− y) dtdxdsdy
≤
∑
µ∈{1,2,3}
∣∣∣ ∫
R×T3×R
∫
R×T3×R
f(x, t)f(y, s)Kµ,λN (t− s, x− y) dtdxdsdy
∣∣∣
≤ (λ2/2)‖f‖2L1 + Cλ2(N2p0−6λ−p0)‖f‖2L2 + Cλ2(N2p0−6λ−p0)(r−1)/r‖f‖2L2r/(r+1)
≤ (λ2/2)|Sλ|2 + Cλ2(N2p0−6λ−p0)|Sλ|+ Cλ2(N2p0−6λ−p0)(r−1)/r|Sλ|(r+1)/r.
Using (7.9) it follows that
|Sλ| . N2p0−6λ−p0 + (N2p0−6λ−p0)(r−1)/r|Sλ|1/r.
which easily gives (7.1).
Therefore it remains to prove the following lemma:
Lemma 7.3. Assuming λ ∈ [N (2p0−6)/(p0−2), 210N2] as in Lemma 7.1 and r ∈ [2, 4], there
is a decomposition
KN = K
1,λ
N +K
2,λ
N +K
3,λ
N
such that
‖K1,λN ‖L∞(R×T3×R) ≤ λ2/2,
‖K̂2,λN ‖L∞(R×Z3×R) . λ2(N2p0−6λ−p0),
‖K̂3,λN ‖Lr(R×Z3×R) . λ2(N2p0−6λ−p0)(r−1)/r.
(7.10)
Proof of Lemma 7.3. In view of the definition (7.7), for any continuous function h : R→ C
and any (ξ, τ) ∈ R× Z3 × R
F [KN(x, t) · h(t)](ξ, τ) =
∫
R×T3×R
e−ix·ξe−itτKN(x, t) · h(t) dxdt
= Cη4(ξ/N)
∫
R
h(t)η1(25t/(2π))e−it(τ+|ξ|
2) dt.
(7.11)
It is shown in [1, Lemma 3.18] that∣∣∣∑
n∈Z
e−it|n|
2
eixnη1(ξ/N)2
∣∣∣ . N√
q(1 +N |t/(2π)− a/q|1/2) (7.12)
if
t/(2π) = a/q + β, q ∈ {1, . . . , N}, a ∈ Z, (a, q) = 1, |β| ≤ (Nq)−1. (7.13)
Therefore, for t as in (7.13),
|KN(x, t)| . N
3
q3/2(1 +N |t/(2π)− a/q|1/2)3 ·
N
1 +N |t/(2π)|1/2 . (7.14)
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For j ∈ Z we define ηj , η ≥ 0 : R→ [0, 1],
ηj(s) := η
1(2js)− η1(2j+1s), η≥j(s) := η1(2js) =
∑
k≥j
ηk(s).
Clearly ηj is supported in the set {s ∈ R : |s| ∈ [2−j−1, 2−j+1] and η≥j is supported in the
interval [−2−j+1, 2−j+1]. Fix integers K,L,
K ∈ Z+, N ∈ [2K+4, 2K+5),
L ∈ Z ∩ [0, 2K + 20], λp0−2N6−2p0 ∈ [2L, 2L+1). (7.15)
We start with the resolution
1 =
[K−1∑
k=0
K−k∑
j=0
pk,j(s)
]
+ e(s),
pk,j(s) :=
2k+1−1∑
q=2k
∑
a∈Z, (a,q)=1
ηj+K+k+10(s/(2π)− a/q) if j ≤ K − k − 1,
pk,K−k(s) :=
2k+1−1∑
q=2k
∑
a∈Z, (a,q)=1
η≥2K+10(s/(2π)− a/q).
(7.16)
Let TK = {(k, j) ∈ {0, . . . , K − 1} × {0, . . . , K} : k + j ≤ K}. In view of Dirichlet’s
lemma, we observe that
if t ∈ supp(e) satisfies (7.13) then either N . q or (Nq)−1 ≈ |t/(2π)− a/q|. (7.17)
We define the first component of the kernel K2,λN ,
K2,λN,1(x, t) := KN (x, t) · η1(2L−40t/(2π)). (7.18)
It follows from (7.11) that
‖̂K2,λN,1‖L∞(R×Z3×R) . 2−L . N2p0−6λ2−p0, (7.19)
which agrees with (7.10).
Therefore we may assume that L ≥ 45 and write
KN(x, t)−K2,λN,1(x, t) =
L−41∑
l=4
KN(x, t) · ηl(t/(2π)). (7.20)
Using (7.14) and (7.17), for any (k, j) ∈ TK and l ∈ [4, L− 41] ∩ Z,
sup
x,t
|KN(x, t) · ηl(t/(2π))pk,j(t)| . 2l/22(3K+3j)/2,
sup
x,t
|KN(x, t) · ηl(t/(2π))e(t)| . 2l/223K/2.
(7.21)
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Notice that 2l/223K/2 . λ2 (therefore the error term can be estimated in L∞ in the physical
space, which is the key restriction to make the proof work) provided that
p0 ≥ 18/5.
This is the main reason for the choice in (2.2).
We analyze two cases.
Case 1: L ≤ 2K − δK, δ = 1/100. In this case we set
K1,λN (x, t) := KN(x, t) ·
[ L−41∑
l=4
ηl(t/(2π))
[
e(t) +
∑
k,j∈TK , 2j≤L
pk,j(t) +
∑
k,j∈TK , 2j>L
ρk,jpk,0(t)
]]
,
K2,λN (x, t) := K
2,λ
N,1(x, t) +KN (x, t) ·
[ L−41∑
l=4
ηl(t/(2π))
[ ∑
k,j∈TK , 2j>L
(pk,j(t)− ρk,jpk,0(t))
]]
,
K3,λN (x, t) := 0,
(7.22)
where K2,λN,1 is defined as in (7.18) and
ρk,j := 2
−j if j ≤ K − k − 1 and ρk,K−k := 2−K+k+1. (7.23)
The coefficients ρk,j are chosen to achieve a cancellation (see (7.25) and (7.26) below). In
view of (7.16) and (7.20), KN = K
1,λ
N +K
2,λ
N +K
3,λ
N . It remains to prove the bounds in
(7.10).
The bound on K3,λN is trivial. Using (7.21), for any (x, t) ∈ T3 × R× R
|K1,λN (x, t)| ≤
L−41∑
l=4
|KN(x, t) · ηl(t/(2π))e(t)|
+
L−41∑
l=4
∑
k,j∈TK , 2j≤L
|KN(x, t) · ηl(t/(2π))pk,j(t)|
+
L−41∑
l=4
∑
k,j∈TK , 2j>L
|KN(x, t) · ηl(t/(2π))ρk,jpk,0(t)|
. 2L/223K/2 +K2L/223K/2+3L/4 +K2L/223K/2
. K2(L−2K)(5p0−18)/(4p0−8) · 22L/(p0−2)2K(4p0−12)/(p0−2).
Recall that (2K − L) ≥ δK, N ≫ 1, and p0 > 18/5. Since λ2 ≈ 22L/(p0−2)2K(4p0−12)/(p0−2)
(see (7.15)) the desired bound |K1,λN (x, t)| ≤ λ2/2 follows.
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To prove the bound (7.10) on the kernel K2,λN we use (7.19) and the identity (7.11). Let
η˜L(s) :=
∑L−41
l=4 ηl(s) = η
1(24s)− η1(2L−40s). It remains to prove that for any b ∈ R∑
k,j∈TK , 2j>L
∣∣∣ ∫
R
η˜L(t)(pk,j(2πt)− ρk,jpk,0(2πt))η1(25t)e−itb dt
∣∣∣ . 2−L. (7.24)
Using Lemma 7.2 and the definition (7.16), we write, for k, j ∈ TK ,
pk,j(2πt)− ρk,jpk,0(2πt)
=
∑
m∈Z
cme
2piimt
[
2−j−K−k−10η̂0(2πm/2
j+K+k+10)− ρk,j2−K−k−10η̂0(2πm/2K+k+10)
]
.
(7.25)
if j ≤ K − k − 1, and
pk,K−k(2πt)− ρk,K−kpk,0(2πt)
=
∑
m∈Z
cme
2piimt
[
2−2K−10η̂1(2πm/22K+10)− ρk,K−k2−K−k−10η̂0(2πm/2K+k+10)
]
, (7.26)
where
cm =
2k+1−1∑
q=2k
∑
a∈Zq, (a,q)=1
e−2piim·a/q . (7.27)
In view of the definition (7.23) and the inequality (7.5), for any (k, j) ∈ TK
pk,j(2πt)− ρk,jpk,0(2πt) =
∑
m∈Z
bme
2piimt,
b0 = 0, |bm| ≤ Cγd(m, 2k+1)2k(1+γ)2−j−k−K(1 + |m|/2K+k)−10, γ > 0.
Since d(m,Q) ≤ Cγ |m|γ, γ > 0, for any (m,Q) ∈ Z∗ × Z∗+, it follows that
|bm| ≤ Cγ2γ(j+K+k)2−j−K for any m ∈ Z.
Thus∣∣∣ ∫
R
η˜L(t)(pk,j(2πt)− ρk,jpk,0(2πt))η1(25t)e−itb dt
∣∣∣ ≤∑
m∈Z
|bm|
∣∣∣ ∫
R
η˜L(t)η
1(25t)e−it(b−2pim) dt
∣∣∣
≤ Cγ2γ(j+K+k)2−j−K .
The desired bound (7.24) follows if γ is chosen sufficiently small, for example γ = δ/100.
Case 2: L ≥ 2K − δK, δ = 1/100. For b ∈ Z+ sufficiently large, we set
K1,λN (x, t) := KN(x, t) ·
[ L−41∑
l=4
ηl(t/(2π))
[
e(t) +
∑
k,j∈TK , 2j≤L−b
pk,j(t)
]]
. (7.28)
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Using the bounds (7.21), for any (x, t) ∈ R× T3 × R
|K1,λN (x, t)|
.
L−41∑
l=4
|KN(x, t) · ηl(t/(2π))e(t)|+
L−41∑
l=4
sup
k,j∈TK , 2j≤L−b
|KN(x, t) · ηl(t/(2π))pk,j(t)|
. 2L/223K/2 + 2L/223K/2+3L/42−3b/4
. 2−3b/42(L−2K)(5p0−18)/(4p0−8) · 22L/(p0−2)2K(4p0−12)/(p0−2).
Since λ2 ≈ 22L/(p0−2)2K(4p0−12)/(p0−2), it follows that |K1,λN (x, t)| ≤ λ2/2 provided that b is
fixed sufficiently large.
Let (see (7.16) and (7.20))
LN(x, t) := KN(x, t)−K2,λN,1(x, t)−K1,λN (x, t) =
L−41∑
l=4
∑
k,j∈TK , 2j>L−b
KN(x, t) · ηl(t)pk,j(t).
For (7.10) it remains to prove that one can decompose
LN = L
2,λ
N + L
3,λ
N ,
‖L̂2,λN ‖L∞(R×Z3×R) . 2−L, ‖L̂3,λN ‖Lr(R×Z3×R) . λ2/r2−L(r−1)/r.
(7.29)
As before, let η˜L(s) :=
∑L−41
l=4 ηl(s) = η
1(24s) − η1(2L−40s). In view of the formula
(7.11)
L̂N(ξ, τ) = C
∑
k,j∈TK , 2j>L−b
η4(ξ/N)
∫
R
η˜L(t)η
1(25t)pk,j(2πt)e
−2piit(τ+|ξ|2) dt. (7.30)
The cardinality of the set TK,L := {k, j ∈ TK : 2j > L−b} is bounded by C(1+|2K−L|)2.
Letting fk,j : R→ C,
fk,j(µ) :=
∫
R
η˜L(t)η
1(25t)pk,j(2πt)e
−2piitµ dt, (7.31)
it suffices to prove that for any (k, j) ∈ TK,L one can decompose
fk,j = f
2
k,j + f
3
k,j,
‖f 2k,j‖L∞(R) . 2−L(1 + |2K − L|)−2,
‖f 3k,j‖Lr(R) . (λ/N2)2/r2−L(r−1)/r(1 + |2K − L|)−2.
(7.32)
As in (7.24) and (7.25), using Lemma 7.2, we write
pk,j(2πt) =
∑
m∈Z
cme
2piimt2−j−K−k−10χ(2πm/2j+K+k+10),
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where cm are as in (7.27) and χ ∈ {η̂0, η̂1}. Letting gL : R→ C,
gL(ν) :=
∫
R
η˜L(t)η
1(25t)e−2piitν dt, (7.33)
it follows from (7.31) that
fk,j(µ) = 2
−j−K−k−10
∑
m∈Z
gL(µ−m) · cmχ(2πm/2j+K+k+10). (7.34)
We define
UN,k,j = {m ∈ Z : |m| ≤ 2j+K+2k and d(m, 2k+1) ≥ 2(2K−L)/4},
f 2k,j(µ) = 2
−j−K−k−10
∑
m/∈UN,k,j
gL(µ−m) · cmχ(2πm/2j+K+k+10),
f 3k,j(µ) = 2
−j−K−k−10
∑
m∈UN,k,j
gL(µ−m) · cmχ(2πm/2j+K+k+10).
(7.35)
Clearly fk,j = f
2
k,j + f
3
k,j. Using the inequalities in (7.4)
if m /∈ UN,k,j then |cmχ(2πm/2j+K+k+10)| . 2(2K−L)/4211k/10.
In view of the definition (7.33),∫
R
sup
|y|≤1
|gL(ν + y)| dν . 1. (7.36)
Therefore, if (k, j) ∈ TK,L (in particular j ≥ L/2− b/2 and k ≤ K − L/2 + b/2)
‖f 2k,j‖L∞(R) . 2−j−K2(2K−L)3/8 . 2−L/2−K2(2K−L)3/8,
which suffices to prove the first inequality in (7.32).
Since |cm| . 22k,
|f 3k,j(µ)| . 2−j−K+k
∑
m∈Z
|gL(µ−m)|1UN,k,j(m).
Using (7.36) it follows that
‖f 3k,j‖Lr(R) . 2−j−K+k|UN,k,j|1/r.
Therefore, the last inequality in (7.32) is a consequence of the bound
|UN,k,j| . 22K2−10(2K−L). (7.37)
On the other hand, using the bound (7.6) with
P = C22K+(2K−L), Q = 2k+1, D = 2(2K−L)/4, γ = 1, B = 100,
it follows that
|UN,k,j| . 22K2−20(2K−L) + 250(2K−L).
The bound (7.37) follows since 2K − L ≤ δK, δ = 1/100. 
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