ABSTRACT Laser scan registration estimates a relative transformation to match one scan with another, based on the shape of the overlapping portions of the scans. The core and challenging problem of scan registration in a large-scale scene is, how to detect public targets among consecutive scans accurately and efficiently. We propose an automatic approach to detect cross-shaped targets (consisting of low-cost patterned paper) in raw LiDAR data. We exploit both radiometric and geometric information to fix cross-shaped targets, wherein a Morse function is formulated based on the discrete Morse theory on intensity image to detect the unique target pattern. Benefiting from both strategies of the image-and the geometry-based filtering, the target's center can be determined with sub-point precision. A detailed quantitative and qualitative comparison of the proposed algorithm with the state-of-the-art methods is presented. Results with real data from various complicated scenes, some of which have been successfully applied in entrusted projects, show that the proposed algorithm is faster and more reliable than the compared methods in target detection for serving 3-D registration.
I. INTRODUCTION
The proliferation of light detection and ranging (LiDAR) techniques facilitate the acquisition of 3D positional information of large-scale scenes quickly. To cover a large-scale scene completely, more than one scan from different viewpoints and/or standpoints should be taken by rotating and/or moving the terrestrial laser scanner [1] . These consecutive scans must be properly aligned [2] which is referred to as laser scan registration [3] .
The most common and well-known registration methods are ICP (iterative closest point) [4] , [5] and its variants and improvements [6] - [9] . ICP-like methods work by iteratively searching for pairs of nearby points in the two scans and minimizing the sum of all point-to-point distances [10] . These methods require a good initial approximation in order to converge to a global minimum, where the artificial targets are usually employed [11] . Nevertheless, in a largescale scene containing various objects, extracting relatively small artificial targets is like finding a needle in a haystack. Most of the existing solutions have been proposed for target detection with user interaction, demanding considerable time and effort. Therefore, an automatic scheme for target detection is recommended.
Although the need for a reliable and precise algorithm that identifies targets automatically is a matter of great significance, it is a non-trivial subtask in LiDAR data processing. First, the raw LiDAR point cloud is often contaminated by noise [12] and outliers [13] . Second, a considerable number of pseudo-targets in the scene are difficult to distinguish [14] . A combination of these critical issues often results in a fully automatic and fully data-dependent determination scheme that is less than satisfactory.
In this paper, we propose an automatic approach to detect cross-shaped targets and locate their centers accurately from raw LiDAR point clouds collected with a terrestrial laser scanner, which are subsequently used to estimate the relative transformation for 3D scan registration. Our crossshaped targets consist of low-cost paper with a unique pattern, and possess special intensity values and geometry information (shape, size, and planarity) in the captured LiDAR point clouds. For instance, the intensity of the target is centersymmetric. Even though the captured target is distorted, this symmetric property still holds true. These priors contribute to designing effective principles to obtain the clean targets in the raw point cloud. We propose an effective framework of image-and geometry-collaborative filtering with our designed principles to fully avoid pseudo-targets. We first map the intensities of scanning data into 2D images and find the target center using image-based filtering. We observe that the target in an image can be analogized to a 3D saddle surface, and convert the extraction of the target center to search the saddle point of a saddle surface, i.e., the image intensity is transformed to the surface height. The searching problem is well solved by our presented discrete Morse function, such that the abundant false positives of targets can be removed. To finally remove the remaining pseudo-targets, a geometry-based filtering procedure is carried out through planarity analysis and angle tests. Once all of the targets are found, their centers could also be determined with sub-point precision.
Real data from various complicated scenes have been tested and compared. Some results with our approach have been successfully applied in entrusted projects. Our contributions are as follows:
• We propose a fully automatic framework to detect the cross-shaped targets for 3D scan registration, which can accurately identify and locate the targets from a largescale scene.
• We design a new Morse function, based on the discrete Morse theory, on intensity images, empowering our method to detect the unique target pattern.
• We devise a geometric approach to accurately determine target centers with higher precision than the scanning resolution.
A. RELATED WORK
There is a wide range of work on target determination and registration, ranging from image based to 3D point-based methods. In this section, we focus on existing work related to ours, in particular those regarding the target determination and the use of Morse theory for scan registration in large-scale scenes.
1) TARGET DETERMINATION
The simplest method is to define the center of a target as the geometric center. Lichti et al. [15] proposed three different methods, which define a target center as the position with the maximum radiance, the mean position of the radiometric center of the four strongest returns and the radiometric center of all returns, respectively. These methods are based on the assumption that the radiometric of targets is much higher than the radiometric of the other objects. Valanis and Tsakiri [16] also presented a fuzzy classification method based on the above assumption. The position with maximum signal strength does not always correspond to the actual center of the target. Vezocnik [17] proposed an approach by fitting a 3D surface into the intensity image of scanned points projected onto adjusted plane. The main disadvantage of this approach is the instability of the targets used, in which the target centers are moving within the frame of 1 mm when a target is rotated. Chow et al. [18] applied least-squares circle fitting in the adjusted plane to measure the centroid of the low-cost artificial planar target. Kregar et al. [19] proposed a method based on an image matching algorithm. However, it is required to deal with a raster image to fit a target on it. The problem most probably lies in the overestimated precisions of the plane parameters, due to the vast redundancy of points. Akca [20] presented an adaptive cross-correlation method to label the targets in each point cloud. However, it must be given more information in order to diagnose the wrong target candidates. In contrast, our method is not limited to any pre-defined assumption, and automatically detects all of the targets completely from the raw point cloud.
2) MORSE THEORY
Morse theory has been used in computer graphics [21] , [22] and visualization [23] to analyze different real functions. Milnor [24] provided a concise, deep but approachable description. Banchoff [25] showed not only that Morse theory extends to triangle meshes, but moreover that its development is even more elementary than the smooth case. Hilaga et al. [26] and Bremer et al. [27] defined the height function, as the Morse function to extract critical points in the terrain modeling application. Natarajan et al. [28] used the height function to capture critical points for the molecular surface segmentation. Wang and Yu [29] defined a Morse function based on the smoothed curvatures using bilateral filtering to extract the critical points of a triangular surface mesh. Inspired by [30] , we transform the intensity to the surface height using Morse theory to extract the saddle points, followed by determining the target centers.
3) REGISTRATION
Correspondence search and transformation computation are the two main steps of registration [31] . However, finding precise correspondence points is critical and difficult, because the point cloud is a discrete representation of a 3D scene. Iterative Closest Point (ICP) is the most established algorithm. However, it is a local optimization scheme and requires a good initial approximation of the transformation. There are many variants and extensions of the original ICP algorithm. For initial registration, various feature extraction approaches have been proposed. Rusu et al. [32] proposed Point Feature Histograms (PFH) as robust multi-dimensional features for 3D registration. Theiler et al. [33] used virtual tie points generated by intersecting planar surfaces in the indoor scene. Generally, these feature geometric elements are detected in the data with RANSAC and optimally fitted using leastsquares estimation. However, small rotational error arises during registration using features. Target-based approaches have also been proposed. Some of the more common designs include planar, spherical, cylindrical, and pyramidal type targets. Franaszek et al. [34] proposed automated registration methods using spherical targets. However, spherical targets are difficult to manufacture and the centroid cannot be easily detected. By comparison, our proposed method can accurately detect the low-cost planar targets for scan registration. A planar target is used in our method since it is the simplest design and can be used for deformation monitoring. Once correspondence using features or targets is obtained, a transformation for initial registration can be computed.
II. ALGORITHM OVERVIEW
At the top level, our method perform target extraction and target center determination, as shown in Figure 1 . It inputs a gridded point cloud (a scan) acquired from one fixed standpoint of the laser scanner, and outputs the cross-shaped targets and their centers automatically and accurately.
A. TARGET DETECTION
Both image-based filtering and geometry-based filtering are employed in this step. First, the scan is converted into a 2D image, in which each pixel corresponding to each 3D point of the scan, is colored according to its intensity value provided by the laser scanner. On this basis, we move a small window on each pixel, and run the bi-modal and center symmetric tests on the window to obtain target candidates. By defining the Morse function on these candidates, we formulate target detection as the problem of saddle point recognition. By using the geometry properties, we perform then the shape, size and planarity tests on the remaining candidates to further filter false positives.
B. TARGET CENTER DETERMINATION
The planarity of the extracted cross-shaped targets can be fitted using least-squares adjustment. In detail, we detect the potential perpendicular constraints between the intersecting lines, and subsequently execute the constrained fitting over the perpendicular lines to extract the centers of the targets with sub-pixel precision.
III. TARGET DETECTION
In this section, we perform both the image-based filtering and the geometry-based filtering to detect the cross-shaped targets from the gridded laser scan. The input gridded scan is flattened into a 2D image, in which each pixel corresponds to one 3D point of the scan, and it is colored according to the intensity value of the corresponding point acquired by the laser scanner. We first apply the image-based filtering onto all pixels of the image to obtain the target candidates, which consists of the bi-modal test, the center symmetric test and the saddle point test. Subsequently, the geometry-based filtering is exploited further by considering the geometry properties of the cross-shaped targets, including the shape, size and planarity tests, respectively.
The gridded laser scan is generally arranged in two dimensions, i.e., in rows and columns. The rows and columns are VOLUME 6, 2018 provided by the laser scanner, e.g., the Faro, Leica or the Trimble scanner. Each point of the gridded scan is equipped with its 3D coordinates and the reflection intensity information. The reflection intensity of each point primarily depends on the reflection characteristics of the surface material of the corresponding object. According to the special property of the cross-shaped target, it is observed that intensities of the target are divided into the black and white parts. Even though some factors may affect the reflection intensity of the object, including the incident angle of the laser beam to the object, the scanning distance, and the illumination condition, the contrast between the black and white parts is still significant. Based on this observation, we first design the bi-modal test to extract the target candidates.
The gridded scan is converted into a 2D image. The width and height values of the image correspond to the columns and rows of the 3D scan, and the gray value of each pixel comes from the intensity of each scan point. On this basis, we move a small window on each pixel to run the bi-modal test. Let W , H be the width and weight of the converted image. Suppose that the size of the small window is 2w+1, the bi-modal test is performed on all pixels ranging from [w, w] to [W −w, H −w] of the image, which is discussed in detail below.
For each pixel p, located at [i, j], we consider its neighboring pixels P within the small window centered at
The mean intensity of all neighboring pixels is calculated, denoted by µ, and the neighboring pixels are divided into two parts, P l and P h , in which the intensities of all pixels are lower and higher than µ, respectively. That is, P = {P l ∪ P h }, and P l = {p|int(p) < µ, ∀p ∈ P}, and P h = {p|int(p) ≥ µ, ∀p ∈ P}, where int(p) stands for the intensity of pixel p. Due to the light condition in real scenes, the two parts may not be strictly in black and white. As observed, the intensities of the pixels within either P l or P h satisfy the normal distribution. The mean intensities µ l , µ h and the standard deviations σ l , σ h of P l , P h can be computed, respectively, as follows:
where | · | means the cardinality of the set. Based on the pattern of the target image, the contrast between the low and high intensity parts should be as significant as possible, that is, the intensities of the target should appear to be bi-modal, as shown in Figure 2 . We can compute the ratio of pixels located in [−λσ l , λσ l ] to all pixels of P l , and that of pixels located in [−λσ h , λσ h ] to all pixels of P h , denoted by ξ l , ξ h , respectively. We then have the following bi-modal test criterion:
where τ is the intensity diversity threshold, is the ratio threshold and λ is the distribution threshold. The size of the small window is set adaptively according to the size of the target (6cm) and the distance from the target to the scanner. Particularly, the default window size is 21 × 21.
In our experiments, τ = 0.2, = 0.55 and λ = 1 generally yield satisfactory results. Therefore, the pixel which satisfies the criterion above, together with its neighboring pixels, is regarded as a target candidate. In this way, the target candidates can be obtained.
2) CENTER SYMMETRIC TEST
As can be seen, the cross-shaped target is equally divided into four-quadrants, where the two white (black) parts are opposite of each other. Even though the slope scanning angle may cause the target in image to be distorted, the intensities of the target image can still be center-symmetric with regard to the target center. Accordingly, we design the center-symmetric criterion and execute it on the target candidates obtained from Section III-A.1.
Let p be the center of the target candidate and P its neighboring pixels within the small window. Given a pixel q of P, we denote its center-symmetric counterpart pixel as q c with respect to p, as shown in Figure 3 . Based on the centersymmetric property, the intensities of q and q c should be the same theoretically. Due to the practical scanning condition, they may not be strictly equal, and, hence, we enforce them to be as close as possible. On this basis, the intensity error for all pixels within P can be defined as: We then design the center-symmetric criterion as follows:
where µ(p) is the mean intensity of all neighboring pixels of p, and ε is the error threshold. We empirically set the threshold to be 0.6, which generates favorable results for all cases.
For each target candidate, we run this center-symmetric test on it. If the criterion above is not satisfied, the candidate is filtered out. By this means, the updated target candidates are obtained.
3) SADDLE POINT TEST VIA MORSE THEORY
After performing these two aforementioned tests, we are able to obtain a series of points whose neighborhood is centrally symmetric in terms of its intensities. As we are only interested in the special cross-shaped target, some centersymmetric patterns could be false positives, such as the example in Figure 4 . From the geometric point of view, we map the 2D image of the cross-shape target to a 3D surface by casting the intensity of pixel to the height of point. The central point of the target can be considered as the saddle point of 3D surface. We then transfer the target extraction to the saddle point detection problem, and propose an effective method to solve it based on Morse theory [35] . Morse theory relates the homotopy type of a manifold M with its differential structure specified by the critical points of a Morse function f . Let M 2 be a closed two-manifold surface and f : M 2 → R a real-valued smooth function. Based on the coordinates of a point p on the surface, we can compute the Hessian matrix of f , which is the matrix of second partial derivatives. A point p is called a critical point of the function f if its gradient vanishes f (p) = 0. A critical point p of f is called non-degenerate, if the Hessian matrix is non-singular; otherwise it is degenerate. The examples of non-degenerate critical points are minima, maxima, and saddles. The local behavior of a Morse function at critical points can be described by the following lemma.
MORSE LEMMA: Let p 0 be a non-degenerate critical point of a smooth function f : M 2 → R. There exist local coordinates (X , Y ) with p 0 as the origin, so that the function f can be expressed w.r.t. (X , Y ) as one of the following forms: [30] , we transform the intensity to the surface height using Morse theory to extract the saddle points. We apply Morse theory directly onto the target image and take advantage of the intensity as the Morse function.
Given a pixel p with the intensity of int(p), the k-th ring neighboring pixels within its small window are denoted by P k p = {p 1 , p 2 , . . . , p m } in clockwise order (m is the number of pixels within the k-th ring), the intensities of which are int( 
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where |link ± (p)| is the number of elements in link ± (p), m stands for the multiplicity of the saddle point. Figure 5 presents pattern categories.
We are able to further determine the target candidates based on the classification of pixel categories. For each pixel p, we consider a 1-pixel width ring with a distance of r from p, as illustrated in Figure 6 (a). The sign of each pixel p i of the ring is determined by the expression:
where µ(p) is the mean intensity of all neighboring pixels of p in the small window. We search all pixels of the ring in a clockwise direction and record the number of switch times N (±) between the signs of two adjacent pixels, i.e., from ''+'' to '' − '', or from '' − '' to '' + ''. We then have the criterion:
In order to improve the efficiency and robustness of target detection, we first perform binary processing on the pixels within the small window for each pixel. Meanwhile, only the middle ring and the outer ring are considered to speed up filtering. In addition, the total number of black pixels (or white pixels) of the outer ring should be about two times that of the middle ring. Let n o , n m be the numbers of black (or white) pixels of the outer and middle rings, respectively. We have the following similar criterion:
where ε is a small value (i.e., 0.01). If the target candidate satisfies the saddle point criterion, we run this similar test on it further. Figure 6 (b) presents a false positive pattern which passes the saddle point test, while violating the similar criterion. From the scanner point of view, the image of the left target seems to be a normal one and it passes the image-based filtering successfully. However, it is actually formed by two objects from different depths. The fitting errors of the associated 3D points is sufficiently large and it fails the planarity test consequently. All targets (i.e., t 1, t 2 and t 3) success in passing the image-based filtering and the planarity test. The images of t 2 and t 3 look similar. However, the corresponding cross angles are different, i.e., one is 57.5 • and the other is 87.8 • . As a result, t 3 is a false positive and t 2 is a real one.
B. GEOMETRY-BASED FILTERING
After performing the image-based filtering above, we further conduct geometry-based filtering in this section. Since the image does not contain the depth information, some false positives could deceive the aforementioned image-based filters.
To address these issues, we need to further take into account the 3D geometry properties of the original scan.
1) PLANARITY ANALYSIS
As can be seen in Figure 7 , there are two targets within the scene, in which one target is formed by two parts with different depths, as highlighted in Figure 7 (a), while the other is a normal target. However, from the converted image of the scan, as shown in Figure 7 (b), there is no difference in terms of the image pattern for these two targets. As a consequence, they are both recognized as real targets by the image-based filtering, which is apparently incorrect. As observed, for a real target, all points on it should be co-planar. We, therefore, perform the planarity analysis on each target candidate obtained from the image-based filtering. Let c be the target candidate center, the neighboring points within a bounding box with a given size (i.e., 0.06m) are searched and denoted by N c = {p 1 , p 2 , . . . , p m } (m is the number of points). We fit the neighboring points with a plane based on the least-squares strategy. Suppose the best fitted plane is z (A, B, C) , we define a distance metric between the points to the fitting plane as:
Ifd c < , the target candidate is preserved; otherwise, it is a false positive. is a distance threshold and we empirically set = 0.008, which always produces satisfactory results for all experiments. Figure 7 presents the case in which a false positive pattern passing the saddle point test, while violating the planarity test.
2) ANGLE TEST
It is observed that the scanning angle between the laser and the target plane affects the image pattern of the target, see Figure 8 . There are three targets in the scene. t2 is a normal target and it is placed on a box, which has a large slop angle in terms of the scanning direction. t3 is an abnormal one, since its cross angle is not 90 • . However, the image patterns of these two target candidates are fairly similar. They both pass the VOLUME 6, 2018 Targets t 1, t 2, t 6 and t 7 are detected as false positives by image-based filtering. As shown in the zoomed-in views, target t 9 is folded and placed on the edge of the wall. It passes the image-based filtering, but violates the planarity test. In addition, target t 5 passes the planarity test, while fails the angle test. Note that all true targets are detected successfully, as highlighted with blue rectangles in (e).
FIGURE 10.
Illustration of target center determination. Taking target t 8 as an example, plane fitting is exploited on the candidate target cluster, followed by constrained fitting over the boundary lines between the black and white regions. The intersection of two perpendicular lines fitted is considered as the target center, which is apparently in sub-pixel resolution.
above image-based filtering. To address this issue, we design the angle test to differentiate these two patterns. Given the target candidate center, the plane is fitted over its neighboring points within a small bounding box, denoted by pl, as conducted in the above planarity analysis. Considering the converted image of the target candidate, we collect the boundary pixels between black and white parts of the image. The corresponding 3D points to the boundary pixels are obtained and then fitted with two lines using the least-squares technique. We project two lines onto the plane pl and the angle between the projected lines is calculated, represented with α. If α − 90 • < ϕ, the target candidate is regarded as a real one; otherwise, it is a false positive. ϕ is an angle threshold and is fixed at 5 • for all experiments. Figure 8 gives the angle test experiment. Figure 9 presents the target detection result from an indoor scene, in which there are several fake targets. We can see that all fake targets are successfully filtered with image-based filtering and geometry-based filtering schemes, while all true targets are detected correctly.
IV. TARGET CENTER DETERMINATION
After the targets are extracted from Section III, the corresponding 3D accurate target centers are determined in this section. As observed, for each target, more than one point around the real center is detected as the target center, as shown in Figure 10 . Therefore, we need to seek the accurate target center for each target from the extracted center cluster.
Given all target centers C = {c 1 , c 2 , . . . , c t } (t is the total number of all targets), we exploit the region growing 8490 VOLUME 6, 2018 strategy to classify all center clusters. We randomly choose an unclassified center c i and add it to a new cluster. The distances from all unclassified centers within C to c i are calculated. Those centers are added into the cluster, if their distances are shorter than a given threshold (i.e., 0.012m). By this means, all target centers are classified into a number of clusters, and the associated points of each cluster belong to the same target.
Given a center cluster, let Pt = {p 1 , p 2 , . . . , p l } be the associated point set. For each point p i , we map it back to the corresponding pixel in the converted image of the target, denoted by pxl i . Considering the small window of pxl i and the neighboring pixel set pxlS i , we seek the boundary pixels between the black and white quadrants, which can be divided into two parts, represented by bpxl 1 , bpxl 2 , respectively. For all elements of the center cluster, we collect all neighboring pixel sets of Pt and two sets of boundary pixels, the corresponding 3D points of which are obtained and denoted by P pxlS , P bpxl 1 and P bpxl 2 , respectively.
We fit P pxlS with a plane, pl, using the least-squares scheme, and project P bpxl 1 , P bpxl 2 on pl to obtain the projected point sets P bpxl 1 , P bpxl 2 , respectively. According to the property of our cross-shaped target, the two intersection lines separating four quadrants should be orthogonal. Therefore, we apply constrained fitting to the projected point sets to obtain the intersection point as the target center. The constrained fitting can be formulated as an optimization problem with perpendicular constraints, which can be expressed as:
where d(p, l) is the Euclidean distance between point p to line l; (l 1 , l 2 ) is the angle between line l 1 and line l 2 . We apply the Levenberg-Marquarat algorithm to solve this constrained optimization problem. As a result, two perpendicular lines l 1 , l 2 are obtained, followed by computing the intersection point of l 1 and l 2 , which is regarded as the accurate target center. Note that the center is not from the original scanning point and it is in sub-pixel resolution. Figure 10 illustrates our target center determination.
V. RESULTS AND DISCUSSION
This section provides experimental results on a variety of raw LiDAR scans with scenes of different complexities and styles to validate the performance of our proposed algorithms, including indoor, outdoor and irregular scenes. We also compare the state-of-the-art methods with ours on raw LiDAR datasets. The testing LiDAR point scans in our experiments are all scanned by a FARO Focus3D 330 laser scanner with 1/2 resolution and 1×quality, and we use the laser tracker to evaluate the precision of the target centers determined by our method, as shown in Figure 11 . As shown, the cross-shaped targets are always distributed throughout the scene, which are directly processed and automatically extracted by our method without intervention. 
A. TARGET CENTER DETERMINATION ON RAW LiDAR DATA 1) INDOOR SCENE
We evaluate the effectiveness of our extraction algorithm on the raw LiDAR scan of an indoor scene in Figure 12 .
There are 10 targets in the scene and they have different distances and incidence angles to the scanner. The 3D point scan is converted into a 2D image and thereby the targets are detected based on the image-based and geometry-based filtering stages, as presented in Figure 12 (c). By applying the constrained fitting strategy, the centers of all targets are accurately determined. As can be seen, the slope angle of target t4 is about 50 • to the scanner, while it is still extracted successfully.
2) OUTDOOR SCENE
We further verify the performance of our target center determination algorithm on an outdoor scene, yet common case in Figure 13 . The outdoor environment is relatively complicated. On one hand, the lighting condition may affect the laser while scanning and consequently the scan quality would be degraded. On the other hand, various patterns are formed by the outdoor objects and some of them might be similar to the cross-shaped targets. There are 33 targets placed in the scene, while 34 targets are detected and their corresponding centers are determined. From the result we know that one false positive is extracted by mistake. By investigating the false positive, we can see that it is formed by a few tiles with water stains on the building facade. The image pattern and the geometry properties of the false positive are similar to our cross-shaped targets. Consequently, it is detected as a target mistakenly. For all real targets, our method succeeds in extracting them and also extracting their corresponding centers accurately.
3) CLUTTERED SCENE
We continue to test our method on a cluttered scene in Figure 14 . A number of objects are scattered in the scene, where we have ten real targets. From the result we know that nine targets are successfully detected and their corresponding centers are determined precisely. However, one real target is VOLUME 6, 2018 missing, which is placed behind the plant and occluded by the leaves, as highlighted in the zoom-in view. Due to the occlusion, the image-based filtering algorithm fails to detect the target. Table 1 gives the statistics of our target extraction method running on three different scenes.
B. COMPARISONS
After we accurately detect the cross-shaped targets, we can compare our method with the other two methods to evaluate the performance and accuracy on raw LiDAR point clouds.
The first approach defines the center of the target as the position with the geometric center. The second algorithm of reflectance weighting defines the center of the target as the radiometric center of all returns. These methods will be referred to henceforth as Graverg and Radcent [15] , respectively. We use the laser tracker to measure the center of the target as the benchmark, which is used later on for the evaluation of the algorithms. For a fair comparison, we finetune the optimal parameters of these methods to generate the best results. Note that our method is able to automatically detect targets first and then determine their centers, while the others assume that all targets have been detected already and thus only focus on determining their centers. Therefore, all comparisons made here only concentrate on target center determination. Figure 15 presents the indoor scene for comparison of Graverg, Radcent and our method. The targets are placed in the reasonable ranges of distances and scanning angles to the laser scanner. We first detect all of the targets automatically based on our image-based and geometry-based filtering method, followed by comparing three methods in terms of determining the corresponding centers of the targets detected. Table 2 lists the center extraction results from three methods and Table 3 gives the geometric errors of the target centers with regard to the ground truths. The maximum deviations to the ground truth along x-axis, y-axis and z-axis are 2.9mm, 2.8mm and 3.0mm, respectively, and the maximum geometric error is greater than 4.1mm from Graverg. As regards to Radcent, the maximum deviations along x-axis, y-axis and z-axis are 1.8mm, 2.8mm and 2.5mm, respectively, and the maximum geometric error is about 3.6mm. The maximum deviations from our method are 1.2mm, 1.0mm and 1.3mm, respectively, and the maximum geometric error is around 1.5mm. Radcent and ours obtain better results than Graverg in terms of the precision of target center determination. Graverg is performed based on the assumption that the noise of scanning data is distributed uniformly, which does not always hold in raw LiDAR data. As can be seen, for 9 out of 12 cases, our approach achieves the highest determination precision among these three methods.
C. QUANTITATIVE EVALUATION
The results shown above have visually demonstrated the superiority of our algorithm in terms of effectiveness on raw LiDAR point data. In this section, we provide some quantitative results to further investigate its robustness to scanning distance and the incident angle. A number of experiments with a variety of scanning distances and angles are carried out to verify the performance of our proposed method.
1) SCANNING DISTANCE
We place the targets away from the scanner with various distances of 5m, 10m, 20m, . . . and 70m, as shown in Figure 16 . As the scanning distance increases, the number of points on the target decreases. From the result we know that our method successfully detects seven out of eight real targets and accurately determines the corresponding centers. In this case, the scanning resolution is median and we can see that our method is still able to handle targets within the distances that are shorter than 60m. When the distance is too long, there are several points on the target and thus the converted image of the target is even smaller than the small window used in the image-based filtering stage. Consequently, the target is filtered by mistake. To solve this problem, we could increase the scanning resolution in order to obtain sufficient points on the targets, even though they are far away from the scanner. Table 4 presents the coordinates of the targets detected and determined by our method from Figure 16 . We can observe that the geometric error becomes greater with the increasing of the scanning distance, as depicted in Figure 17 , This is caused by the fact that the scanning accuracy is inversely proportional to the scanning distance. Overall, the maximal geometric error is still lower than 2mm.
2) SCANNING ANGLE
In Figure 18 , we test the performance of our method on targets with a variety of scanning angles to the scanner. To avoid the influence of scanning distance, all targets are placed within 10m from the scanner and they have different incident angles to the scanner. The results of the incidence VOLUME 6, 2018 angle analysis are shown in Figure 18 and Table 5 . As can be seen, the target centers can be determined properly, even when they are scanned under an incident angle of up to 55 • . With the increasing of the incident angle, the geometric error would rise, as shown in Figure 19 . This is specially true when the level of the incident angle is greater than 50 • , since the center error of the determined target becomes high. Because the incident angle is too large, there is a significant level of much noise and uncertainty in the point cloud and there are fewer points. These factors could negatively affect the quality of our target determination. Therefore, we would recommend that the target should be placed at an incident angle lower than 50 • , in order to ensure accurate target detection and determination.
D. POINT CLOUD REGISTRATION
As known, the laser scanner acquires a 3D point cloud from the location of where the scanner is placed, which is the local coordinate system based on which the scanned point data are defined. When the size of the object is large, it is necessary to require multiple scans from different locations to cover FIGURE 20. Point cloud registration from the scans of an aircraft. There are 12 targets in total placed around the aircraft and eight scan stations are settled. All targets are automatically detected and determined by our method. On this basis, the registration accuracy is 0.7mm.
the entire object, due to the scanner's limited view range. This generates multiple point clouds. On this basis, the point clouds need to be transformed to align them with respect to a global coordinate system so as to obtain the accurate shape of the entire object, which is referred to as point cloud registration.
The registration proceeds with two stages: correspondence establishment and transformation computation. Correspondence establishment maps the points in one point cloud to the counterparts in the other point cloud. Once correspondence is matched, the transformation matrix, consisting of translation and rotation matrices, is computed to register one point cloud to the other in the least-squares sense. Among these two stages, computing correspondence directly determines the registration precision. It is quite general to explicitly take advantage of cross-shaped targets to establish the registration correspondence during scanning. Therefore, the determination accuracy on target centers is critical in the registration performance. Figure 20 shows the point cloud registration result from the point clouds of an aircraft. 12 cross-shaped targets are placed around the aircraft and 8 scan stations are set for scanning. For each station, we detect all targets within the corresponding point scan and then determine the corresponding centers. Given any two point clouds, we compare the similarity between pairs of center triangles constructed from the target centers. In such a way, the center correspondence can be established. Based on the target centers determined by our method, we compute the transformation matrices for all 8 point scans in a global scene and align them in the same coordinate system. As a result, the entire point cloud of the aircraft is accurately obtained, as demonstrated in Figure 20 . 
VI. CONCLUSIONS AND FUTURE WORK
For large-scale raw LiDAR point clouds of various scenes, we propose an automatic method to detect the cross-shaped targets for 3D scan registration. Our method exploits the intensity information and the object space geometric properties, which is able to accurately determine the centers of detected targets. The approach proceeds without user interactions either to identify the targets or to label them. Also, it does not need retro-reflective or other special material based targets. The low-cost paper targets can be homemade, printed on normal paper. A set of experiments have been carried out to demonstrate the performance of our algorithm. Furthermore, we compare it with the laser tracker and the state-of-the-art methods to assess the precision, accuracy and robustness.
Experimental results show that the proposed algorithm reveals the high precision which is proven within the range of sub-point. More tests with different distance of targets and different incidence angle ranges are performed to confirm the applicability of the algorithm. The targets should be scanned at the distance lower than 60 meters to ensure accurate center determination. Target centers can be properly determined even if scanned at an incidence angle of up to 50 • . Our results demonstrate the robustness of this method in dealing with large-scale point cloud registration.
For future work, more researches would be conducted to adopt this proposed algorithm for downstream applications, such as metrological experiments and deformation monitoring. LAISHUI ZHOU received the Ph.D. degree in computer-aided design from the Nanjing University of Aeronautics and Astronautics (NUAA), China, in 1996. He is currently a Professor at NUAA. His research interests include geometry processing and geometric modeling.
