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Bu bildiride, konum ve doku bilgisini beraber kullanarak
yu¨z u¨zerindeki kritik noktaların c¸ıkarılmasını sag˘layan bir
yo¨ntem anlatılmaktadır. O¨nerilen yo¨ntem, konum ve doku bil-
gilerini otomatik olarak eg˘itim verisinden o¨g˘renebilmektedir.
Yu¨z o¨zniteliklerinin konum ve doku bilgisinin ortak dag˘ılımı
maksimuma c¸ıkarılarak, yu¨z o¨znitelikleri ic¸in en iyi konum-
lar bulunmaktadır. Yo¨ntemin, 100 resimlik bir sınama verisi
u¨zerindeki bas¸arımı incelenmis¸ ve u¨mit verici bulunmus¸tur.
Ayrıca bu yo¨ntemin, aynı sınama verisi kullanıldıg˘ında, aktif
go¨ru¨nu¨m modellerinden daha bas¸arılı oldug˘u go¨zlemlenmis¸tir.
Abstract
A facial feature extraction method is proposed in this work,
which uses location and texture information given a face im-
age. Location and texture information can automatically be
learnt by the system, from a training data. Best facial fea-
ture locations are found by maximizing the joint distribution
of location and texture information of facial features. Perfor-
mance of the method was found promising after it is tested us-
ing 100 test images. Also it is observed that this new method
performs better than active appearance models for the same
test data.
1. Giris¸
Esnek cisimlerin modellenmesi o¨nemli bir problemdir. Buna
bag˘lı olarak, yu¨z o¨zniteliklerinin c¸ıkarılması problemi de;
yu¨z tanıma, yu¨z ifadesinin analizi, dudak okuma gibi bir
c¸ok alanda kullanılabilen o¨nemli bir bas¸ka problemdir. Bu
amac¸la, aktif go¨ru¨nu¨m modelleri (Active Appearance Mod-
els - AAM) ve aktif s¸ekil modelleri (Active Shape Models
- ASM) [1] gibi yaklas¸ımlar kullanılmıs¸tır. Bu yo¨ntemler
popu¨ler olmakla beraber, kis¸iye bag˘ımlı eg˘itim durumunda
iyi c¸alıs¸maktadır. Fakat kis¸iden bag˘ımsız genel modeller iyi
bas¸arım go¨sterememektedir.
Bunların dıs¸ında, farklı yo¨ntemler kullanarak yu¨z o¨znite-
liklerinin c¸ıkarılmasını amac¸layan; [2], [3], [4] gibi c¸alıs¸malar
bulunmaktadır. Bu yo¨ntemler genellikle bazı o¨nsel kural-
lar kullanırlar ve bu durum da farklı kontrol noktalarının
yo¨ntemlere sonradan eklenmesini gu¨c¸les¸tirir.
Biz bu bildiride, hem doku hem de konum bilgilerini
otomatik olarak o¨g˘renebilen bir yo¨ntem o¨neriyoruz. Bo¨ylece,
sadece doku bilgisine bag˘ımlı olmayan daha gu¨c¸lu¨ bir al-
goritma gelis¸tirilebilir. Bu algoritmaya girdi olarak, bir yu¨z
tanımlayıcıdan c¸ıkmıs¸ yu¨z resminin verileceg˘i varsayılır. Uy-
gun girdiler sag˘landıg˘ı zaman, istatistiksel konum ve doku
bilgisi birlikte kullanılarak, AAM’ye go¨re daha az piksel
hatası ile o¨zniteliklerin yu¨z u¨zerindeki konumlarını bulmak
mu¨mku¨ndu¨r.
Bu makalenin geri kalan kısmı s¸o¨yle organize edilmis¸tir:
Kullanılan istatistiksel model, Bo¨lu¨m 2’de ac¸ıklanmıs¸tır.
Yo¨ntemin gerc¸ekles¸tirilmesi ic¸in o¨nerilen algoritma Bo¨lu¨m
2.2.2’de ve deneysel sonuc¸lar Bo¨lu¨m 3’te ac¸ıklanmıs¸tır. Son
olarak Bo¨lu¨m 4’te makale sonuc¸landırılmıs¸ ve ileride uygu-
lanabilecek bazı iyiles¸tirmeler o¨nerilmis¸tir.
2. Yu¨z O¨zniteliklerinin Modellenmesi
Yu¨z o¨znitelikleri; her insanın yu¨zu¨nde bulunan, go¨z kenarları,
burnun uc¸ noktası ve dudak ko¨s¸eleri gibi kritik noktalardır.
Her yu¨z o¨znitelig˘i, konum ve doku biles¸enleriyle ifade edile-
cektir. f = (l, t), bir o¨znitelig˘in konum ve doku biles¸kesi
olsun. l = (x, y) o¨znitelig˘in konumu ve t = t(l) de bu
o¨znitelig˘in doku biles¸eni olarak tanımlanır. Her yu¨z o¨znitelig˘i
ic¸in konum vekto¨ru¨nu¨n boyutu 2, doku vekto¨ru¨nu¨n boyutu p
olacaktır. fi = (li, ti), i numaralı yu¨z o¨znitelig˘inin konum
ve dokusunu belirtir. F = (f1, f2, . . . , fN ) biles¸ke nite-
liklerin, L = (l1, l2, . . . , lN ) konum biles¸enlerinin ve T =
(t1, t2, . . . , tN ) de doku biles¸enlerinin tu¨m yu¨z o¨zniteliklerini
ic¸eren koleksiyonları olarak tanımlanabilir.
Buradaki amac¸, yu¨z o¨zniteliklerinin konum ve doku
bilgilerinin ortak dag˘ılımını maksimuma c¸ıkararak, yu¨z
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o¨znitelikleri ic¸in en iyi konumları bulmaktır. Tu¨m o¨znitelikler
ic¸in biles¸ke olasılık as¸ag˘ıdaki gibi tanımlanır:
P (F ) = P (T, L). (1)
Bu fonksiyonu hesaplayabilmek ve optimize edebilmek ic¸in,
deg˘is¸ik varsayımlar ve sadeles¸tirmeler yapılmalıdır. En uy-
gun yu¨z o¨znitelik konumları, as¸ag˘ıdaki optimizasyon prob-
lemini c¸o¨zerek bulunabilir:
Lˆ = argmaxLP (T, L). (2)
Elbette, bazı basitles¸tirici varsayımlar yapmadan bu problemi
c¸o¨zmek kolay deg˘ildir. Dolayısıyla, takip eden bo¨lu¨mlerde
bazı olası varsayımlardan bahsedilecektir.
2.1. Bag˘ımsız konum-doku modeli
Her bir o¨znitelig˘in, bir bas¸kasından bag˘ımsız oldug˘unu varsa-
yarak, bu formu¨lu¨ sadeles¸tirebiliriz. Bo¨ylece, s¸unu elde ed-
eriz:
P (T, L) ≈
N∏
i=1
P (ti, li). (3)
P (ti, li) biles¸ke olasılıg˘ı, doku ve konum vekto¨rlerinin
birles¸tirilmesiyle olus¸turulmus¸ p + 2 boyutlu bir vekto¨r
u¨zerinde tanımlanır. Daha sonra, bu birles¸tirilmis¸ vekto¨ru¨n
parametrik bir dag˘ılıma sahip oldug˘u varsayılarak, eg˘itim
verisi yardımıyla bu parametreler kestirilebilir. Burada,
parametrik dag˘ılım ic¸in bir sec¸im, kolay kestirilebilen parame-
trelerle c¸ok-modlu (multi-mode) dag˘ılım sag˘layan Gauss
karıs¸ım modeli (Gaussian mixture model - GMM) olabilir.
Buna go¨re, her o¨znitelig˘in konumu bag˘ımsız olarak kestirilir,
bo¨ylece paralel hesaplama yapılabilir.
lˆi = argmaxliP (ti, li), (4)
oldug˘undan dolayı, her o¨znitelik dig˘erlerinden bag˘ımsız
olarak aranıp optimize edilebilir. Bu varsayım her ne kadar
tutarlı o¨znitelik konumlarına ulas¸abilse de, tipik bir insan
yu¨zu¨ndeki yu¨z o¨zniteliklerinin birbirlerine olan konumsal
bag˘lılıkları go¨zardı edildig˘i ic¸in, sonuc¸ta elde edilen konum-
lar en iyi sonuc¸lar deg˘ildir.
2.2. Konum-bag˘ımlı biles¸ik model
Yapılabilecek bir bas¸ka varsayım da, o¨zniteliklerin konum-
larının birbirlerine bag˘ımlı oldug˘unu ama o¨zniteliklerin doku-
larının bag˘ımsız oldug˘unu varsaymaktır. Bu durumda, biles¸ke
olasılık s¸o¨yle yazılır:




Burada gerc¸eg˘e uygun olarak, her bir yu¨z o¨znitelig˘inin
dokusunun sadece o o¨znitelig˘in kendi konumuna bag˘lı oldug˘u
ve dig˘er konum ve dokulardan bag˘ımsız oldug˘u varsayılır.
Bo¨ylece:
P (ti|L) = P (ti|li). (6)
Bu modele go¨re, yu¨z o¨zniteliklerinin civarındaki dokuların,
dig˘er doku ve konumlardan bag˘ımsız oldug˘u varsayılmıs¸tır.
Konumlar birles¸ik olarak modellendig˘i ic¸in, o¨zniteliklerin
konumlarının birbirlerine bag˘lı oldug˘u varsayılmıs¸ olur.
Bunun mantıklı bir varsayım olması beklenir. O¨rneg˘in
bir insanın burnunun go¨ru¨nu¨mu¨, aynı insanın go¨z veya
dudag˘ının go¨ru¨nu¨mu¨ kadar bilgi vermeyebilir. (Aynı insanın
yu¨z resmi hem eg˘itim hem de test verisinde kullanılmadıg˘ı
su¨rece) Elbette, eg˘er belirli bir kis¸i daha o¨nceden eg˘itim
verisinde go¨ru¨ldu¨yse, bu varsayım yeterince dog˘ru olmaya-
bilir. Bununla birlikte, gerc¸ekc¸i olması ic¸in, en ko¨tu¨ durum
senaryosuna go¨re, sistemin eg˘itim ve test as¸amalarının farklı
kis¸ileri kapsadıg˘ı varsayılmaktadır. O¨znitelik konumları daha
baskın bir bag˘ımlılıktır ve insanların yu¨z geometrileriyle
ilis¸kilidir. O¨rneg˘in go¨zlerin konumu, burun ucunun kon-
umu ic¸in iyi bir go¨stergedir. Bundan dolayı, konumların
bag˘ımlılıklarının modellenmesi gerekmektedir.
(2) denkleminin c¸o¨zu¨mu¨, yu¨zdeki her bir o¨znitelig˘in en
uygun konumunu bulacaktır.
2.2.1. Konumun ve Dokunun Modellenmesi
Doku bilgisini modellemek ic¸in Gabor ya da SIFT benz-
eri o¨znitelikler kullanılabilir. Biz bu c¸alıs¸mada algorit-
manın hızı ac¸ısından daha hızlı bir alternatifi tercih ettik.
Doku bilgisini yu¨zdeki o¨znitelik noktalarının etrafındaki
dikdo¨rtgensel bo¨lgelerden c¸ıkardık. Bu doku bilgileri ic¸in,
[5]’de oldug˘u gibi, altuzay modelleri (PCA gibi) eg˘ittik ve
doku bilgisinin ifadesi ic¸in p adet altuzay katsayısı kullandık.
Konum parametreleri dog˘rudan x ve y koordinatları olarak
ifade edilebilir. Konum parametrelerinin (P (L)) biles¸ik
dag˘ılımının modellenmesi, parametrik bir olasılık dag˘ılım
fonksiyonu kullanılarak yapılabilir.
2.2.2. Algoritma
Denklem (5)’in logaritması alınarak log-olabilirlik elde edilir:
log (P (T, L)) = log (P (L)) +
N∑
i=1
log (P (ti|li)). (7)
Burada her bir konumun doku bilgisi de konuma bag˘ımlı
oldug˘u ic¸in,
φ(L) = log (P (T, L)), (8)
s¸eklinde sadece konuma bag˘lı olarak tanımlanan bir fonksiyon
tanımlayabiliriz. Buna go¨re amacımız, en bu¨yu¨k φ(L)
deg˘erini veren biles¸ke konum vekto¨ru¨ L’yi bulmaktır:
Lˆ = argmaxLφ(L). (9)
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Bu vekto¨ru¨ bulabilmek ic¸in as¸ag˘ıdaki gibi bir gradyan tırmanıs¸
algoritması kullandık:
L(n) = L(n−1) + kn∇φ(L(n−1)). (10)
Burada n iterasyon numarasını go¨stermektedir. Konum
vekto¨ru¨ L, N yu¨zdeki toplam nokta sayısı olmak u¨zere s¸u
s¸ekilde de ifade edilebilir:
L = [x1, y1, x2, y2, ..., xN , yN ]. (11)
Bu durumda φ fonksiyonunun gradyanı s¸o¨yle bulunur:
∇φ(L) = [∂φ/∂x1, ∂φ/∂y1, ..., ∂φ/∂yN ]t (12)



















log (P (ti|li)). (14)
Biz bu c¸alıs¸mada, P (L) dag˘ılımını, dıs¸bu¨key bir hedef
fonksiyonuna yol ac¸an c¸ok-deg˘is¸kenli bir Gauss dag˘ılımı
olarak modelledik. log (P (ti|li)) s¸eklinde ifade edilen doku
parametrelerinin dag˘ılımının modellenmesi ic¸in ise bag˘ımsız
modeldeki gibi GMM modeli kullanılmıs¸tır. Her yu¨z o¨znitelig˘i
i ic¸in, as¸ag˘ıdaki gibi GMM doku skoru imgesi bulunur:
Ii(x, y) = log (P (ti(x, y)|li)). (15)









Burada μ ortalama konum vekto¨ru¨ ve Σ−1 duyarlık matrisi
(ortak deg˘is¸inti matrisinin tersi), eg˘itim as¸amasında o¨g˘renilen
konum bilgileridir. β, ayarlanması mu¨mku¨n olan bir kat-
sayıdır. Sonuc¸ olarak; Gx,i ve Gy,i, i numaralı o¨znitelig˘in
Gauss karıs¸ım modelinden elde edilen skor alanı resminin,
yani Ii(x, y)’nin x ve y yo¨nlerindeki gradyanları ve G de
tu¨m o¨znitelik konumları ic¸in gradyan deg˘erlerinin koleksiyon
vekto¨ru¨ olmak u¨zere, konumlar ic¸in gradyan tırmanıs¸ adımı
as¸ag˘ıdaki gibi yazılır:


















Burada kn, her adım n’de farklı deg˘erler alacak s¸ekilde
uyarlanabilen adım boyudur. Algoritma iterasyon sonucu
elde edilen konumlar fazla deg˘is¸meyinceye kadar c¸alıs¸tırılır.
S¸ekil 1: Eg˘itim ve test as¸amasında kullanılan yu¨z o¨znitelikleri
Tablo 1: Farklı o¨znitelikler ic¸in kullanılan eg˘itim parame-
treleri
O¨znitelik P B H
1 30 8x8 2
2 30 8x8 1
3 30 10x10 2
4 30 5x5 2
5 20 5x5 2
6 50 12x12 1
7 50 10x13 2
8 50 12x12 2
9 50 19x19 2
3. Deneysel Sonuc¸lar
Eg˘itim amacıyla; yu¨z o¨zniteliklerinin dog˘ru konumlarının
o¨nceden el ile is¸aretlenip kaydedildig˘i, toplam 316 adet
insan yu¨zu¨ resminden olus¸an bir veritabanındaki resimler
kullanılmıs¸tır. Bu veritabanında, yu¨z o¨znitelik bo¨lgelerindeki
doku bilgisi, bir PCA altuzay modeli eg˘itmek ic¸in kullanılmıs¸-
tır ([5],[6]). Kullanılan yu¨z o¨znitelikleri; go¨zlerin sag˘ ve
sol ko¨s¸eleri, burnun uc¸ noktası, dudag˘ın sag˘, sol, alt ve
u¨st ko¨s¸eleri olmak u¨zere toplam dokuz adettir. Bu dokuz
o¨znitelik ic¸in, dikdo¨rtgensel pencere alanlarındaki doku ver-
ileri kullanılarak, farklı boyutlarda PCA altuzayları elde
edilmis¸tir. Ayrıca o¨zniteliklerin konum bilgileri kullanılarak
her o¨znitelik ic¸in ayrı olarak ortalama konumlar ve kon-
umların ortak deg˘is¸inti matrisleri c¸ıkarılmıs¸tır. Resmin
farklı bo¨lgelerindeki aydınlanma farklarının etkisini azalta-
bilmek ic¸in, eg˘itim ve test as¸amalarında, [7]’de o¨nerilen
4 bo¨lgeli uyarlanır histogram denkles¸tirme yo¨ntemi uygu-
lanır. Daha hızlı bir o¨znitelik konum aras¸tırması yapabilmek
ic¸in, 320x300 boyutlu resimler, eg˘itim ve test as¸amalarından
o¨nce 80x75 boyutlu olacak s¸ekilde ku¨c¸u¨ltu¨lmu¨s¸tu¨r. Eg˘itilen
ve daha sonra test resminde aranan yu¨z o¨zniteliklerinin
yu¨z u¨zerindeki konumları, S¸ekil 1’de go¨sterilmis¸tir. Her
o¨znitelik ic¸in kullanılan farklı eg˘itim parametreleri, Tablo
1’de go¨sterilmis¸tir. Bu tabloda P su¨tunu, o¨znitelik ic¸in
olus¸turulan PCA altuzay modelinin boyutunu; B su¨tunu,
o¨znitelig˘i eg˘itmek ve daha sonra aramak ic¸in kullanılan
pencere boyutunu; H su¨tunu ise histogram denkles¸tirme
yo¨ntemini go¨sterir. H su¨tununun 1 oldug˘u o¨zniteliklerde
978-1-4244-4436-6/09/$25.00 ©2009 IEEE 618
(a) Bag˘ımsız (b) Konum-bag˘ımlı
S¸ekil 2: Bag˘ımsız ve konum-bag˘ımlı modelden elde edilen
yu¨z o¨znitelik konumları
Tablo 2: Bag˘ımsız ve konum-bag˘ımlı modellerdeki piksel
hatası miktarları ve AAM ile kars¸ılas¸tırma.
Hata Bag˘ımsız Konum-bag˘ımlı AAM
Ortalama 5.86 4.70 8.13
En bu¨yu¨k 29.55 15.78 17.84
kırmızı, yes¸il ve mavi bantlar ic¸in ayrı ayrı histogram denkles¸-
tirme yapılır ve resim daha sonra gri tonuna do¨nu¨s¸tu¨ru¨lu¨r;
bu deg˘erin 2 oldug˘u o¨zniteliklerde ise resim ilk o¨nce gri
tonuna do¨nu¨s¸tu¨ru¨lu¨r ve daha sonra tek bantta histogram
denkles¸tirmesi yapılır. Tablo 1’de go¨sterilen eg˘itim parame-
treleri, deneysel olarak bulunmus¸tur ve yapılan deneylerde
en iyi sonuc¸ları veren deg˘erler kullanılmıs¸tır. Kis¸iden kis¸iye
bu¨yu¨k farklılıklar go¨sterebilen dudak ve c¸ene bo¨lgelerinde,
daha bu¨yu¨k boyutlu PCA altuzay modelleri eg˘itmek ve daha
bu¨yu¨k bir doku arama penceresi kullanmak gerekmis¸tir.
Sınama as¸amasında, gerc¸ek kos¸ullara uygunluk du¨s¸u¨nu¨lerek,
daha o¨nceden eg˘itim verisinde kullanılmamıs¸ 100 adet in-
san yu¨zu¨ resmi kullanılmıs¸tır. Bag˘ımsız model ic¸in bo¨lu¨m
2.1’de anlatıldıg˘ı gibi PCA katsayıları ve konum vekto¨rleri
birles¸tirilir ve GMM modelleri kullanılarak skorlar hesa-
planır. Her o¨znitelik ic¸in en yu¨ksek skoru veren piksel sec¸ilir.
Bag˘ımsız modelden gelen sonuc¸lar konum-bag˘ımlı modelin
c¸o¨zu¨mu¨nu¨ ilklendirmek ic¸in kullanılır. Bo¨lu¨m 2’de ac¸ıklanan
yo¨ntem kullanılarak bir do¨ngu¨ ic¸inde o¨zniteliklerin doku ve
konumları iyiles¸tirilir. Bag˘ımsız ve konum-bag˘ımlı model
ic¸in o¨rnek sonuc¸lar S¸ekil 2’de go¨ru¨lebilir.
Bu yo¨ntem kullanılarak 100 adet, 320x300 boyutlu
sınama resminde, bag˘ımsız ve konum-bag˘ımlı modellerle
elde edilen konumlardaki hata miktarları Tablo 2’de go¨steril-
mis¸tir. Bu sınama resimleri ic¸in, daha o¨nceden el ile is¸aretlen-
en noktalar referans olarak alınmıs¸ ve yo¨ntemin buldug˘u
sonuc¸ ile bu noktalar arasındaki O¨klid mesafeleri hesaplanmıs¸-
tır.
3.1. Aktif Go¨ru¨nu¨m Modeli ile Kars¸ılas¸tırma
Hazır bir Aktif Go¨ru¨nu¨m Modeli (AAM) gerc¸ekles¸tirimi olan
AAM-API [8] kullanılarak, bu c¸alıs¸mada o¨nerilen yo¨ntem
ile kars¸ılas¸tırma yapılmıs¸tır. Eg˘itim ve sınama ic¸in bo¨lu¨m
3’de tarif edilen veri seti kullanılmıs¸tır. Ortalama ve en
yu¨ksek hata deg˘erlerinin bu c¸alıs¸mada o¨nerilen yo¨ntem ile
kars¸ılas¸tırılması, Tablo 2’de go¨sterilmis¸tir.
AAM metodunun bir avantajı aras¸tırma algoritmasının
global poz deg˘is¸imlerini go¨z o¨nu¨ne almasıdır. Bizim algo-
ritmamız ise yu¨z resimlerinin global poz olarak c¸ok fazla
farklı olmadıg˘ı durumlarda yu¨z noktalarının insanlar arasında
farklardan dolayı ortaya c¸ıkan olasılıksal dag˘ılımlarını mod-
ellemektedir. Bu yu¨zden bizim algoritmamıza yu¨z tanılama
sonucunun girdi olarak verilmesi kritik o¨neme sahiptir. Al-
goritmamızın global poz deg˘is¸imlerini de kapsayacak s¸ekilde
gelis¸tirilmesi ilerdeki c¸alıs¸ma planlarımız arasındadır.
4. Vargılar ve Gelecek C¸alıs¸malar
Bu c¸alıs¸mada o¨nerilen bag˘ımsız ve konum-bag˘ımlı istatis-
tiksel modeller yu¨zdeki kritik noktaların bulunmasında u¨mit
verici bas¸arım go¨stermis¸tir. Konum-bag˘ımlı model, bag˘ımsız
modelin u¨zerine dikkat c¸ekici bir iyiles¸tirme sag˘lamaktadır.
Ayrıca o¨nerilen konum-bag˘ımlı yo¨ntem aynı veri u¨zerinde
AAM modelinden daha iyi bas¸arım go¨stermis¸tir.
I˙leride, daha iyi bas¸arım veren doku parametreleri gelis¸tir-
mek u¨zerine c¸alıs¸acag˘ız. Ayrıca global poz telafisinin yo¨nteme
eklenmesi o¨nemli bir kazanc¸ olacaktır.
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