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Riassunto
La valutazione della pericolosita` sismica puo` essere effettuata seguendo un ap-
proccio neo-deterministico (NDSHA) che permette di dare una descrizione real-
istica del moto del suolo dovuto a un terremoto di data distanza e magnitudo.
L’approccio e` basato su tecniche di modellazione che sono state sviluppate da
una conoscenza dettagliata sia della sorgente che della propagazione delle onde
sismiche. Questo permette di definire un set di terremoti di scenario e di simu-
lare i segnali sintetici associati senza dover aspettare l’accadimento di un forte
evento. La metodologia neo-deterministica puo` essere applicata a diverse scale
geografiche cui corrispondono differenti livelli di dettaglio nella modellazione. A
scala locale e` possibile tenere conto delle caratteristiche specifiche della sorgente
e del sito considerati, mentre a scala regionale vengono calcolati i sismogrammi
ai nodi di una griglia regolare.
Per simulare in modo realistico il moto del suolo in prossimita` di una faglia
e` necessario usare un modello di sorgente estesa. Molti dettagli del processo di
rottura sulla sorgente non possono essere predetti in modo deterministico e la
loro variabilita` puo` essere trattata solo da un punto di vista statistico. Di con-
seguenza i loro effetti vengono simulati attraverso una approccio Monte-Carlo.
Per testare l’accuratezza del metodo e` stato modellato il terremoto dell’Aquila
del 6 aprile 2009. L’uso di un modello realistico di sorgente per la rappre-
sentazione della sorgente estesa introduce un elemento stocastico nel metodo
neo-deterministico. Si e` quindi valutata la variabilita` dei valori di picco dovuta
alla modellazione della sorgente.
Nella metodologia neo-deterministica scala regionale i sismogrammi vengono
calcolati con una frequenza massima di 1 Hz. L’uso di un modello di sorgente
piu` realistico rispetto a quello della sorgente puntiforme in grado di tener in
conto dell’effettiva durata del processo di rottura ha consentito di estendere
la frequenza massima di calcolo dei sismogrammi delle mappe di pericolosita`
nazionali a 10 Hz. Una prima stima dell’incertezza legata alla simulazione sto-
castica della sorgente sulle mappe a scala nazionale e` stata ottenuta con l’uso
di test parametrici condotti utilizzando l’infrastruttura informatica EU-India
Grid.
Il metodo neo-deterministico definisce la pericolosita` come il massimo scuo-
timento al sito e non fornisce alcuna informazione sulla ricorrenza del moto del
suolo atteso. La procedura e` stata modificata per tener conto dell’informazione
aggiuntiva della ricorrenza. In questo modo e` stato possibile generare delle
4mappe di scuotimento per specifici periodi di ritorno che consentono un diretto
confronto con le mappe probabilistiche. Inoltre alle mappe di massimo scuoti-
mento sono state associate le rispettive mappe di ricorrenza del moto del suolo.
Abstract
Seismic hazard assessment can be performed following a neo-deterministic ap-
proach (NDSHA), which allows to give a realistic description of the seismic
ground motion due to an earthquake of given distance and magnitude. The
approach is based on modelling techniques that have been developed from a
detailed knowledge of both the seismic source process and the propagation of
seismic waves. This permits to define a set of earthquake scenarios and to sim-
ulate the associated synthetic signals without having to wait for a strong event
to occur. NDSHA can be applied at different geographic scale with different
detail levels of modelling. At local scale the source and site characteristics can
be take account, whereas at the regional scale seismograms at the nodes of a
regular grid are computed.
Finite fault simulation is needed to compute realistic ground motions close
to a ruptured fault. No reasonable deterministic prediction for many details
of a future fault motion can be expected and their variability can be treated
in practice only from a statistical viewpoint. Therefore, their effect is simu-
lated through Monte-Carlo approach. To test the accuracy of the method, the
L’Aquila earthquake occurred on April 6, 2009 has been modelled. The use of a
realistic model for the representation of the extended fault introduces a stochas-
tic element in NDSHA. So the variability due to the stochastic component of
seismic source has been evaluated.
In standard NDSHA at regional scale, seismograms are computed for an
upper frequency content of 1 Hz. The use of a more realistic source model than
the scaled point source that takes account of effective duration of rupture process
allowed to extend the maximum frequency of computation of seismograms of
national scale maps to 10 Hz. A first estimation of uncertainty due to the
random representation of the source in national scale maps has been obtained
by parametric tests on EU-India Grid infrastructure.
NDSHA defines the hazard as the maximum ground motion at the site and it
does not supply information about the frequency of occurrence of the expected
ground motion. The standard procedure of NDSHA has been modified here, to
take into account the additional information of recurrence. The introduction of
recurrence estimates in NDSHA allows the generation of ground motion maps
for specified return periods that permits a straightforward comparison between
the NDSHA and the PSHA maps. Furthermore the map of the recurrence has
been associated with standard map of ground motion.
Chapter 1
Methods for seismic hazard
assessment
Seismic hazard could be defined, in the most general sense, as the possibility
of potentially destructive earthquake effects occurring at a particular location.
With the exception of surface fault rupture and tsunami, all the destructive
effects of earthquakes are directly related to the ground shaking induced by the
passage of seismic waves [Bommer, 2002]. Any seismic hazard analysis involves
the consideration of at least four basic parameters: the earthquake magnitude,
the distance from the earthquake to the site, the site condition, and the ground
motion for the given magnitude, distance and site condition.
Traditionally the different methodologies of seismic hazard assessment (SHA)
can be classified in two categories: deterministic seismic hazard assessment
(DSHA) and probabilistic seismic hazard assessment (PSHA). PSHA [Cornell,
1968] determines the probability rate of exceeding, over a specified period of
time, various levels of ground motion. In the DSHA earthquake recurrence
is no involved and a selected scenario earthquake (i.e. the maximum credible
earthquake) is considered for ground shaking computation (e.g. [Reiter, 1990]
and references therein).
As stated in [Panza et al., 2012], actually, there is the need of a formal pro-
cedure for the proper collection and evaluation of SHA results, so that society
may benefit from the scientific studies and may not be misled by the exist-
ing incorrect hazard assessment results [Panza et al., 2011a, Stein et al., 2011,
Peresan et al., 2012]. In fact, recent destructive earthquakes demonstrate that
a single hazard map cannot meet the requirements from different end-users.
The engineering community understood that peak ground acceleration (PGA)
estimates alone are not adequate for design, mainly for special objects and in-
frastructures, since displacements may play a critical role and the dynamical
analysis of the structure response requires complete time series. On the other
hand, while time-dependent SHA may be suitable to increase earthquake pre-
paredness, by planning adequate mitigation actions, for critical structures (i.e.,
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structures like major dams, nuclear power plants, military bases, etc., for which
the consequences of failure are intolerable) the maximum possible seismic in-
put is relevant. The mapping of the expected earthquake ground motion that
accounts for event’s recurrence (e.g., the standard Probabilistic Seismic Hazard
Assessment PSHA) may be suitable for insurances. When dealing with cultural
heritage and critical structures (e.g., nuclear power plants), where it is necessary
to consider extremely long time intervals, the standard PSHA estimates are by
far unsuitable, due to their basic heuristic limitations.
Criticisms have been expressed on the probabilistic method by many au-
thors (e.g., [Castan˜os and Lomnitz, 2002, Klu¨gel, 2007, Wang, 2011]) , who
evidenced some essential limits in the physical and mathematical models, as
well as in other basic assumptions. An a posteriori quantitative evaluation of
the performances of the PSHA is given by [Kossobokov and Nekrasova, 2010,
2011, Wyss et al., 2012]. An innovative neo-deterministic, multi-scenario based,
methodology (NDSHA) [Panza et al., 2001] has been developed to complement
the PSHA. The basic differences between NDSHA and the classical DSHA ap-
proach are two. In the NDSHA the expected ground motion is modelled at
any site, considering a wide set of scenario events, starting from the available
information about seismic sources and regional structural models. NDSHA is
based on the computation, by the modal summation technique, of realistic syn-
thetic seismograms at different source-site distances, hence it does not need
attenuation relations.
1.1 GMPE
A common feature to DSHA and PSHA is the modelling of the ground motion
through the use of ground-motion prediction equations (GMPE). The ground
motion attenuation relation is a mathematical expression that relates a specific
strong-motion parameter of ground shaking to one or more seismological param-
eters related to an earthquake [Douglas, 2003]. Such seismological parameters
quantitatively characterize the earthquake source, the wave propagation path
between the source and the site, and the soil and geological profile beneath
the site [Campbell, 2003]. The ground motion can be represented by several pa-
rameters (peak ground acceleration, peak ground velocity, spectral acceleration,
Arias intensity, . . . ). Nowadays a large number of different models and different
parameters for estimating ground motion are available on a global scale, limited
to a regional or local area, or for a particular type or class of earthquake mech-
anisms. The huge quantity of attenuation relations existing in the literature
attests the difficulty inherent in choosing an attenuation relation to be used
in the computation, which is strongly dependent on the data sets used for its
calibration.
The scatter in these relationships is generally assumed to be lognormal and is
invariably large: for spectral ordinates, the 84-percentile values are typically 80
- 100% higher than the median. The large and apparently random variability
in ground motion results from using very simple models for a very complex
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phenomenon [Bommer and Abrahamson, 2006]. From a physical point of view
there must be a limit on the strength of ground motion that a given earthquake
can generate [Reiter, 1990, Bommer and Acevedo, 2004], but some studies of
the distribution of residuals in datasets used to derive ground-motion prediction
equations have shown that there is no basis, in empirical strong-motion data,
for truncation below 3 sigma, because some residuals invariably exceed this level
[Abrahamson, 2000, Bommer and Acevedo, 2004].
This scatter creates difficulties for both DSHA and PSHA. In PSHA the
untruncated lognormal scatter results in “the probable maximum ground motion
at a particular site increasingly indefinitely as the time window of the PSHA
increases, due to the increasing influence of the tail of the Gaussian distribution
on the probabilistic value” [Anderson and Brune, 1999]. This has given rise to
different mechanisms for truncating the scatter at a certain number of standard
deviations above the median, which assumes that for all magnitude and distance
combinations, the physical upper bound on the ground motion is always at a
fixed ratio of the median amplitudes.
Untruncated lognormal distributions create even more difficulties for DSHA,
since, at least for critical structures, its basis should be to identify the worst-
case scenario. Abrahamson [2000] points out that this is not the worst case but
then goes on to state “the worst case ground motion would be 2 to 3 standard
deviations above the mean”. Probabilistically they are close, corresponding to
the 97.7 and 99.9 percentiles respectively, although in terms of spectral ampli-
tudes the effect of another standard deviation can increase the amplitudes by
factors of two, which clearly has very significant implications for design.
1.2 DSHA
In the deterministic approach, individual earthquake scenarios (earthquake mag-
nitude and location) are developed for each relevant seismic source and a speci-
fied ground motion probability level is selected (by tradition, it is usually either
0 or 1 standard deviation above the median). Based on the earthquake location,
the distance to the site is computed. Given the magnitude, distance, and num-
ber of standard deviations for the ground motion, the ground motion is then
computed for each earthquake scenario using a ground motion model (attenu-
ation relation) that is based on either empirical ground motions or numerical
simulations of ground motions. The use of GMPE to obtain ground-motion
levels introduces a probabilistic element in DSHA as shown by the fact that in
Japan “probabilistic” usually refers to ground motions obtained in this way from
a particular scenario, as opposed to “deterministic” ground motions obtained
from the modelling of the fault rupture and wave propagation [Abrahamson,
2000]. The largest ground motion from any of the considered scenarios is used
for the design ground motion. The approach is “deterministic” in that single val-
ues of the parameters (magnitude, distance, and number of standard deviations
for the ground motion) are selected for each scenario.
There is not a single, established and universally accepted approach to
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DSHA. For example one important difference between DSHA as proposed by
Krinitzsky [2002] and DSHA as described by Reiter [1990] and Kramer [1996], is
that whereas the latter imply that the ground motions for each scenario should
be calculated using median (50-percentile) values from strong-motion scaling re-
lationships, Krinitzsky [2002] proposes the use of the median-plus-one-standard
deviation (84-percentile) values.
The first step of DSHA is the definition of the maximum credible earthquake
(MCE), the largest earthquake that can be reasonably expected to occur. The
MCE is not the worst earthquake that can occur. The worst is the maximum
possible earthquake, a far-out earthquake that is 100% of what can happen. The
MCE is usually taken at a mean + 1 standard deviation (S.D.) in the scatter of
recorded earthquake motions for analogous conditions. This provides reasonable
design conservatism by bracketing the spread in observed motions at the 84th
percentile [Krinitzsky, 2002]. As stated in [Abrahamson, 2000] the worst case
would be the magnitude at which the probability distribution is truncated. This
truncation requires a physical rather than statistical basis: upper bounds are
required, especially because the “regressions are supported by very few data for
large magnitudes” [Jackson, 1996].
It is sometimes thought that DSHA is mainly applicable to site-specific haz-
ard assessments, but there are examples of deterministic seismic hazard maps,
such as those produced by the California Division of Mines and Geology for
Caltrans [Mualchin, 1996]. The map is prepared by assigning the maximum
credible earthquake (MCE) to each known active or potentially active fault,
calculating the resulting ground motions, and mapping contours of the high-
est values of the chosen ground-motion parameter. Anderson [1997] argues for
supplementing probabilistic maps with such deterministic “scenario maps” to
provide insight to what might happen if particular faults actually rupture during
the design life of a project.
1.3 PSHA
PSHA aims at the statistical characterization of ground motion at a site. Its
essence is to identify all possible earthquakes that could affect a site, includ-
ing all feasible combinations of magnitude and distance, and to characterize
the frequency of occurrence of different size earthquakes through a recurrence
relationship. Then in the probabilistic approach, all possible and relevant de-
terministic earthquake scenarios (all possible magnitude and location combina-
tions) are considered as well as all possible ground motion probability levels (a
range of the number of standard deviations above or below the median). PSHA
combines the contributions from all relevant sources into a single rate for each
level of a particular ground-motion parameter. The consequence is that if the
hazard is calculated in terms of a range of parameters, such as spectral ordinates
at several periods, the final results will generally not be compatible with any
physically sound earthquake scenario.
The formal beginning of PSHA can be traced back to the classic paper
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by [Cornell, 1968]. Important developments included the development of the
software EQRISK by [McGuire, 1977], with the result that the method is fre-
quently referred to by the name Cornell-McGuire. A significant difference be-
tween EQRISK and the original formulation of [Cornell, 1968] was the inclusion
of the influence of the uncertainty or scatter in the strong-motion prediction
equation, subsequently explored by Bender [1984].
Many alternatives to uniformly distributed seismicity within sources defined
by polygons have been put forward, for example sources with smoothed bound-
aries [Bender and Perkins, 1987] or use of the seismic catalogue itself to represent
the possible locations of earthquakes (non-parametric [Veneziano et al., 1984]
or parametric [Shepherd et al., 1993, Kijko and Graham, 1998]. More recent
adaptation of these “zone-fre” methods include the approach based on spatially-
smoothed historical seismicity of Frankel [1995] and the “kernel” method of Woo
[1996], where earthquake epicenters in the catalogue are smoothed, according
to criteria related to their magnitude and recurrence interval, to form seismic
sources.
As stated by Bommer [2002] the differences amongst the different approaches
to PSHA are not simply academic: Bommer et al. [1998] produced hazard maps
for upper-crustal seismicity in El Salvador using the Cornell-McGuire approach,
two zone-free methods and the kernel method. The four hazard maps, prepared
using exactly the same input, show very significant differences in the resulting
spatial distribution of the hazard and the maximum values of PGA vary amongst
the four maps by a factor of more than two. Similarly divergent results obtained
using the Cornell-McGuire and the Frankel [1995] approach have been presented
by Wahlstro¨m and Gru¨nthal [2000] for Fennoscandia.
The characterization of the earthquakes recurrence within the seismogenic
zones is one of the main elements of PSHA. The multiscale seismicity model
describes the intrinsic difficulty of the probabilistic evaluation of the occurrence
of earthquakes [Molchan et al., 1997]: recurrence can be represented by a linear
power law relation (the most common is the Gutenberg-Richter) only if the
size of the study area is large with respect to linear dimensions of the sources,
i.e. only for point objects the G-R relation has been proven valid globally.
If the analysis is limited to smaller areas, as the seismogenic zones often are,
the linearity is no longer preserved. Moreover, neglecting the properties of
the space distribution of epicenters, which is far from uniform, may lead to a
relevant underestimation of earthquake recurrence when applying the frequency-
magnitude relationships, estimated from a large area, to a smaller territory
[Nekrasova and Kossobokov, 2005, Nekrasova et al., 2011].
PSHA methodologies discriminate two types of uncertainties: “aleatory vari-
ability” and “epistemic uncertainty”. An aleatory contribution to the uncer-
tainty is due to non-deterministic (i.e. random, stochastic) phenomena and can
be estimated only through the analysis of its variability in time histories. Epis-
temic uncertainty is the uncertainty resulting from the scarcity of the data or the
insufficient knowledge of natural phenomena. It is at the base of the existence
of alternative assumption, mathematical models and values of the parameters
of each model. According to Abrahamson et al. [2004], the aleatory variability
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cannot be reduced by the accumulation of more data or additional information,
while the epistemic uncertainty can eventually be reduced.
Attenuation relationships represent a good example of this distinction. The
aleatory uncertainty is responsible of the range of possible PGAs for the next
earthquake of a given magnitude and distance, as represented by mean and
standard deviation. However there are several different published attenuation
relationship, each reporting a different mean and standard deviation at a given
magnitude and distance. This represents epistemic uncertainty and new ad-
ditional observation will eventually reduce these uncertainties telling what the
“true” mean and standard deviation are.
In PSHA aleatory uncertainty is traditionally handled with probability den-
sity functions, while epistemic uncertainties is considered by applying logic trees
that allow the use of alternative models and alternative parameter values of each
model. Logic trees are decision flow paths made of several branches, to each
of which is assigned a subjective weight that represents the relative likelihood
of the parameter value and/or model being correct. Each uncertain model or
parameter is represented by a knot, and the branches extending from each knot
are discrete alternatives of that model or alternative values of that parameter.
1.4 NDSHA
The procedure NDSHA is based on the calculation of synthetic seismograms,
using basic physical principles of waves generation and propagation in anelastic
heterogenoues media. It can be applied also to areas that have not yet been
hit by a catastrophic event in historical times, but are potentially prone to it.
The NDSHA method allows to quantitatively model the effects of an earthquake
which may happen in the future and therefore is a very effective technique in
seismic hazard assessment, even in the regions with scarce or no historical or
instrumental information available. NDSHA uses scenario earthquakes charac-
terized in terms of magnitude, distance, fault type, and source mechanism. The
approach naturally supplies time histories of ground motions readily suitable
for (even non-linear) analysis of critical structures that must cope with hazard
for very long periods. NDSHA can be applied at the regional scale, computing
seismograms at the nodes of a grid with the desired spacing, or at the local scale,
taking into account the source characteristics, the path and local geological and
geotechnical conditions.
The main steps of NDSHA can be summarized as follows:
• identification and characterization of seismic sources;
• computation of synthetic seismograms;
• estimation of the relevant seismic parameters for seismic hazard assess-
ment.
The simplest product of NDSHA is a map in which the maximum of a given
seismic parameter is associated to each site. This kind of map is really effective
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(a)
(b)
Figure 1.1: Deterministic (a) and probabilistic (b) procedures from [Reiter,
1990].
for engineering purposes even if it does not provide any information about the
recurrence of the events.
NDSHA permits to integrate and thus to optimally exploit the available
information provided by the most updated seismological, geological, geophysical,
and geotechnical databases for the site of interest. In fact NDSHA naturally
considers sources distributed not only within the seismogenic zones, but also in
the seismogenic nodes identified by the morphostructural zonation [Gorshkov
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et al., 2002, 2004, 2009] or any other formalized procedure eventually becoming
available. According to the integrated procedure described in Peresan et al.
[2011], the ground shaking scenarios associated with the alerted areas from
two different intermediate-term middle-range earthquake prediction algorithms,
namely CN and M8S algorithms can be computed, thus leading to the definition
of time-dependent seismic hazard, that can profitably used in defining priorities
for effective preventive actions.
The SISMA project [Panza et al., 2011b] is an example of application of
the integrated NDSHA approach. A fully formalized system integrating Earth
Observation data and new advanced methods in seismological and geophysical
data analysis has been development in the framework of the project. Differ-
ent kinds of scenarios at different space levels are computed: maps of ground
shaking at bedrock associated with the alerted regions at the regional scale and
detailed scenarios of ground motion, that take into account local soil conditions,
associated with each specific alerted seismogenic node/fault within the alerted
region.
As shown in this thesis, the flexibility of NDSHA permits to account for
earthquake recurrence and eventually allows for the generation of ground shak-
ing maps at specified return periods (i.e. probability of exceedance). This per-
mits a straightforward comparison between the NDSHA and the PSHA maps,
which provide the hazard estimates in terms of probability of exceedance of a
given threshold of ground motion at a specific site. The comparison shows that
the maps estimated for a fixed probability of exceedance, strongly depend on the
corresponding return period, with NDSHA naturally providing a considerably
wider range of ground shaking values than PSHA.
Chapter 2
Propagation of wave field
and seismic wave
generation: methods of
modelling
The NDSHA method is based on the calculation of synthetic seismograms that
consist of two stages: simulation of the generation of seismic waves (through
fault rupture) and simulation of wave propagation (computation of Green func-
tion).
2.1 Simulation of wave propagation: modal sum-
mation and discrete wave number techniques
The complete analytical solution of the seismic wavefront due to a seismic source
in complex laterally varying 3D layered structures is not possible. So the equa-
tion of motion can be solved by a numerical method or an approximation of
the structures can be used. In this thesis only structural model composed of
flat, parallel, anelastic layers are used. The standard method used in NDSHA
with this kind of structures is the modal summation technique (MS) that is
very fast and provide an accurate simulation of ground motion in far source
condition, but it can be applied only when epicentral distance is greater than
focal depth. So MS is not appropriate for hazard scenario in near source and
near field condition. To overcome this limit the discrete wave number technique
(DWN) can be used that is numerically accurate over wide range of frequencies
and distances but it is more time consuming than MS. The great speed of MS
allows computing the huge number of synthetic seismograms needed for example
for the computation of NDSHA maps with recurrence (see chapter 5).
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The summation of modes is nearly free of significant approximations in one-
dimensional structural models-models that vary only with depth and that has
been extended to the two- ([Panza et al., 2001] and references therein), and
three-dimensional cases [La Mura et al., 2011]. By means of this method, we can
easily compute very realistic signals for the relatively simple, one-dimensional
case.
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Figure 2.1: example of structural model composed of a sequence of homogeneous
layers.
The structural model of interest is composed by a sequence of homogeneous
layers as shown in 2.1.This allows the separation of the equation of motion into
two independent problems that can be solved exactly: the propagation of SH
(Love) waves, which have particle motion in the y-direction, and the propaga-
tion of P-SV (Rayleigh) waves, with particle motion in the xz plane. The waves
are decomposed in to either those propagating upward and downward in some
layers, or into horizontally propagating waves, which either decay and grow ex-
ponentially with depth in the other layers. In the half-space that terminates
the structural model at depth, horizontal propagation describes the wave motion
and the coefficient of the exponentially increasing wave must vanish. The prob-
lem is then reduced to fulfilling all boundary conditions at the interfaces which
separate the layers. This leads to an eigenvalue problem in which the eigenval-
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ues (phase velocities) and eigenfunctions (displacement-depth and stress-depth
functions) are to be determined. The solutions can be found with the Thomson-
Haskell matrix method and its modifications [Schwab and Knopoff, 1972, Florsch
et al., 1991] to efficiently compute the dispersion function of surface waves. Once
the phase velocity c is determined, the group velocity vg, the energy integral I1
and the eigenfunction are determined.
The seismic source is introduced by using the Ben-Menhaem and Harkrider
[1964] formalism. In these expressions, the first-term approximation to cylin-
drical Hankel functions is used which gives the displacements in the far field.
Calculation of synthetic seismograms are then accurate to at least three signifi-
cant figures, as long as the distance to the source is greater than the wavelength
[Panza et al., 1973]. The seismograms computed in this way contain all the
body waves whose phase velocities are smaller than the S-wave velocity of the
half-space that terminates the structural model.
The MS gives the full wave field in a vertically layered medium if:
1. kr > 10 (r > 5
pi
λ);
2. c ≤ βH (where βH is the S wave velocity of the half space).
Both these conditions limit the validity of MS in terms of epicentral distance.
For the second condition we can consider an example. In epicentral area the
wave field is dominated by body waves. For example, for a source in a layer
over a half space, the phase velocity of direct S wave is
cS = β
√
1 + (
h
r
)2 (2.1)
so the minimum epicentral distance is
r ≤
h√
(βH
β
)2 − 1
(2.2)
where r is epicentral distance, h is the source depth, β is the S wave velocity in
the layer and βH the S wave velocity in the half space.
The discrete wave number method in the implementation of [Pavlov, 2002,
2009] is used. This method gives the full wave field, including all body waves
and near field. Following [Takeuchi and Saito, 1972] the solution is initially
represented, in cylindrical coordinates, as an integral sum over surface vector
harmonics. [Alekseev and Mikhailenko, 1980] introduce a distant boundary and
convert the integral representation into a series over discrete wavenumbers that
are roots of a certain equation related to Bessel functions.
To determine the coefficients of this series, for each frequency-wavenumber
pair one must solve ordinary differential equations in depth coordinate (a single
equation for the SH case and a pair of coupled equations for the P-SV case).
Right-hand parts of these equations are corresponding coefficients for the ex-
pansion of the point source. These differential equations are solved analytically
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by means of the auxiliary functions first introduced by Fatyanov and Mikhai-
lenko [1988]. For SH waves, an auxiliary function is the scalar function of depth
such that the depth derivative of the SH potential is equal to the product of the
auxiliary function and the potential. For the P-SV case, the auxiliary function
is similar and forms a 2× 2 matrix. Auxiliary functions and displacement and
stress coefficients are calculated by closed analytical formulas.
The main advantage of this method is the lack of numerical instability in-
herent within propagator methods, because in the auxiliary function method
all relevant exponential factors are below unity by absolute value. To ensure
uniform numerical accuracy, the number of terms in the series expansion is
selected adaptively. The developed numerical method provides accurate broad-
band representation of ground motions in a layered medium. It has no intrinsic
limitations with respect to layer thickness and bandwidth, and predicts both
so named swing effect at zero frequency, and high-frequency body wave spikes
equally well.
We can evaluate the limits of MS for small epicentral distance by the com-
parison with DWN taking into account the ratio of PGV calculated with the
two methods. We have considered a set of different source depth and epicentral
distance and maximum frequency of calculation of 10 Hz. We used six structures
of south Italy [Costa et al., 1993]. As rough rules obtained from this compari-
son (see figures 2.3,2.4 and 2.5) the minimum epicentral distance for validity of
modal summation is:
rmin = 1.5h (2.3)
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Figure 2.2: polygons of validity of the structures used for comparison.
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Figure 2.3: plot of ratio between PGV calculated with DWN and MS as function
of ratio between epicentral distance and depth of the source for radial (rad), ver-
tical (rzz) and transversal (tra) components for structure 1 (left) and 2 (right).
Different colours correspond to different depth of the source (5 km, 10 km, 15
km, 20 km, 50 km).
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
rad
20 km
15 km
10 km
 5 km
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
rzz
20 km
15 km
10 km
 5 km
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
tra
20 km
15 km
10 km
5 km
(a)
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
rad
20 km
15 km
10 km
 5 km
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
rzz
20 km
15 km
10 km
 5 km
 0
 2
 4
 6
 8
 10
 0  0.5  1  1.5  2  2.5
PG
V(
dw
n)/
PG
V(
mo
d)
EDI/SDE
tra
20 km
15 km
10 km
5 km
(b)
Figure 2.4: plot of ratio between PGV calculated with DWN and MS as function
of ratio between epicentral distance and depth of the source for radial (rad), ver-
tical (rzz) and transversal (tra) components for structure 3 (left) and 4 (right).
Different colours correspond to different depth of the source (5 km, 10 km, 15
km, 20 km, 50 km).
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Figure 2.5: plot of ratio between PGV calculated with DWN and MS as function
of ratio between epicentral distance and depth of the source for radial (rad), ver-
tical (rzz) and transversal (tra) components for structure 5 (left) and 6 (right).
Different colours correspond to different depth of the source (5 km, 10 km, 15
km, 20 km, 50 km).
2.2 Source Models
Different levels of detail in simulation of seismic source can be used. The time
histories are simulated using (1) Size Scaled Point Source (SSPS), (2) Extended
Source (ES) and (3) Space and Time Scaled Point Source (STSPS) models.
In the first case, the point source (approximation valid when the receiver is at
distances greater than the source dimensions) is scaled for its dimensions using
a relatively simple spectral scaling law, with zero phase. We represent the finite
fault by using the source spectra scaling laws of [Gusev, 1983], as reported in
[Aki, 1987]. For such cases, Gusevs curves give often the correct corner frequency
in order to fit with synthetic seismograms the observed amplitudes (e.g. [Panza
et al., 2001]); as compared to ω2 spectra (e.g. [Joyner, 1984, Houston and
Kanamori, 1986], Gusev curves reach larger values in the period range from
2 s to 0.1 s, thus they are conservative for the worst possible scenario. Less
stringent scaling laws can obviously be easily adopted. The point source model
is a rough approximation of the physical source process when a large earthquake
is considered in the calculation of synthetic seismograms at distances of the
same order of the fault dimensions: the adoption of a given spectral scaling
law corresponds to an average on the directivity function and on the regional
variations due to different tectonic regimes.
In the ES case, the seismic waves due to an extended source are obtained by
approximating it with a rectangular plane surface, corresponding to the fault
plane on which the main rupture process is assumed to occur. The source is rep-
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resented as a grid of point subsources, and their seismic moment rate functions
are generated considering each of them as realizations (sample functions) of a
non-stationary random process. Specifying in a realistic way the source length
and width, as well as the rupture velocity, one can obtain realistic source time
functions, valid in the far-field approximation. Finally, to calculate the ground
motion at a receiver, Green functions are convolved with the subsource time
functions and, at last, summed over all subsources. Furthermore, assuming a
realistic kinematic description of the rupture process, the stochastic structure
of the accelerograms can be reproduced, including the general envelope shape
and peak factors. The extended seismic source model allows us to generate a
spectrum (amplitude and phase) of the source time function that takes into ac-
counts both the rupture process and directivity effects, also in the near source
region.
In the third case (STSPS), we use a mixture of extended and point sources.
We sum up the source time functions generated by the (point) subsources dis-
tributed over the fault plane in order to obtain the equivalent single source,
representative of the entire space and time structure of the extended source,
and the related Green function. The obtained source function is the source
function in far field condition and takes account of directivity effects (see [Aki
and Richards, 1980]). In such a way it is possible to perform expeditious para-
metric studies, useful for engineering analysis (e.g. [Vaccari et al., 2005, Zuccolo
et al., 2008]) to, investigate the dependence of the ground motion (in the time
and frequency domain, and in laterally heterogeneous models) on the different
source parameters, like geometry and energy release.
2.2.1 Extended Source
When using the extended source model, the earthquake source is considered
to be a dislocation over a planar rectangular area. Slip varies in space and
increases weakly monotonously in time, so that the dislocation rate is non-
negative. Its unit moment tensor (defined by slip direction and fault-normal
direction) does not vary over this area or in time. Therefore, the description of
the source in space-time is essentially scalar, in terms of the distribution over the
fault area of the seismic moment (and its time rate). To specify temporal and
spectral properties of the simulated sources, the equivalent point source (SSPS)
moment rate time history, its Fourier transform and corresponding amplitude
spectrum (“source spectrum”) have been widely used (e.g. [Panza et al., 2001]).
The simulation of the detailed space-time history of the source is performed by
PULSYN06 algorithm [Gusev, 2011] that can be described as follows:
1. For a given seismic moment value M0, the length and width of the source
rectangle, and mean rupture velocity (that defines the duration) are se-
lected following average observed trends.
2. Step 1 guarantees that the low-frequency part of the source spectrum will
have a realistic corner frequency, and that the far-field body-wave source
signal will have realistic duration. Non-standard stress-drop values can
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Figure 2.6: set of average spectra of value f2M˙0(f) = (2pi)
−2
...
M0(f) for logM0 =
23 − 30. Continuous lines: spectra as observed at the Earth’s surface; broken
lines: reduced to the source. Figure reproduced from [Gusev, 1983].
be consistently accounted for. The simulated subsources are positioned in
a grid pattern over the rectangle. Amplitudes of subsources are selected
following a simulated distribution of the final slip. This 2D slip function
is assumed to be a realization (sample function) of a 2D random process
with an appropriate (power-law) power spectrum.
3. A predetermined nucleation/starting point (“hypocentre”) within the rect-
angle is set, and the rupture front is assumed to propagate from this
point, with a given velocity field for its kinematic simulation (e.g. uni-
lateral, symmetric bilateral). The rupture front velocity is assumed to
vary randomly along the distance from the hypocentre. The successive
velocity values are randomly distributed, with predetermined mean and
dispersion. The arrival of the front at a subsource switches it on.
4. Each subsource is assumed to slip (that is, to have non-zero slip veloc-
ity) only during its “active” time interval, with its duration comparable
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Figure 2.7: example of source functions in far field (STSPS) for different direc-
tivity angles (0◦, 90◦ and 180◦) computed by PULSYN06. Top: displacement
source time functions; bottom source spectra in (from left to right) displace-
ment, velocity and acceleration.
to the standard “rise time” parameter of Haskell-Aki-Heaton model (e.g.
[Haskell, 1964]; [Aki, 1987]; [Heaton, 1990]). The rise time is assumed to
be similar in all points over the source rectangle and it is selected following
Heaton’s result that the width of the slipping part of the fault is approxi-
mately the 10% of its length. Thus, the rise time is set as a fraction (like
0.10) of the total rupture propagation time for the unilateral rupture case.
To account for finiteness of subsources, this “ideal” rise time is then some-
what increased. The complete solution of the entire problem is reduced
now to the construction of appropriate time functions of moment rate for
each subsource.
5. The “target” amplitude source spectrum is defined on the basis of a pre-
ferred theoretical or empirical spectral scaling law. The aim of the subse-
quent calculations is to construct a signal whose spectrum is close to the
target one. Let us consider the “skeleton source”, or the space-time object
that consists of all white-noise sequences present in each subsource. The
far-field radiation of this source will have quite realistic spectral proper-
ties at low frequencies, because the general style of the space-time source
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behaviour and its numerical parameters are chosen to be realistic. At
high frequencies (HF), however, the signal will be too rich in high fre-
quency energy. To fit the HF part of the target spectrum, smoothing
of the “skeleton” signal must be performed. A simple way to do such
a smoothing is to convolve the white-noise sequences with a pulse of an
appropriate shape. To determine such a shape function we compare the
far-field amplitude spectral shape of the “skeleton” signal generated by
the complete set of white-noise signals, on one side, and the realistic “tar-
get” amplitude spectral shape on the other side. Roughly speaking, the
ratio of these spectra is calculated and then transformed to the time do-
main, yielding the appropriate pulse shape. The actual procedure is more
complicated, it includes the smoothing of the high-frequency part of the
“skeleton” spectrum, and the accurate selection of the phase spectrum
of the unit pulse. The resulting smoothing kernel represents a relatively
short “unit pulse”.
6. As a final step, for each subsource, its skeleton time history is shifted in
time, by a delay corresponding to the rupture propagation kinematics,
and then convolved with the common unit pulse, to produce the moment
rate time function of this subsource.
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Figure 2.8: an example of 2D final slip function, shown as density over the fault
plane. Fault parameters: MW = 5.2, L = 4.35 km, W = 2.9 km. Subsource
grid 9×7, subsource size 0.48×0.41km. Random slip follows the isotropic k1.75
wavenumber amplitude spectrum. Purple square is the nucleation point. White
contours are successive rupture front positions, simulated kinematically from a
random rupture velocity field. Crosses are positions of point subsources.
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Figure 2.9: third degree time-derivatives of M0(t); they represent each subsource
contribution to the far-field body wave acceleration. The bottom time series is
their sum.
Figure 2.10: the sum over time histories associated with each subsource for the
earthquake source of 2.8. The three traces are first, second and third degree
time-derivatives of M0(t); they represent the contribution to far-field body wave,
displacement, velocity and acceleration, respectively.
Chapter 3
Finite fault simulation of
L’Aquila earthquake and
variability in extended
source scenarios
Finite fault simulation is needed to compute realistic ground motions close to
a ruptured fault. Within the near-fault zone, ground motions are significantly
influenced by the rupture mechanism, the direction of rupture propagation rela-
tive to the site, and possible permanent ground displacements resulting from the
fault slip. These factors, that fade away as the distance from the fault increases
to fulfil far-field conditions, give rise to effects termed “rupture-directivity” and
“fling step” (e.g. see [Hisada and Bielak, 2003]). Near-fault seismic recordings
show the high spatial heterogeneity of ground motion. This variability is con-
trolled by fault geometry, rupture complexity, and also by wave propagation
and site effects and the use of a synthetic signals approach may help to study
the strong motion variability [Cultrera et al., 2009].
The assessment of uncertainty of parameters of predicted ground motion is
a very significant component of seismic hazard analysis but no reasonable de-
terministic prediction for many details of a future fault motion can be expected.
Their variability can be treated in practice only from a statistical viewpoint.
Correspondingly, their effect is simulated through Monte-Carlo approach, where
an independent random seed controls each of these factors. The used method
[Gusev, 2011] is a broadband kinematic stochastic simulation of the earthquake
source (see section 2.2.1). At low frequency the fault process is described deter-
ministically, in terms of fault slip rate as a function of time and position on a
fault. At higher frequencies (HF), that are mostly controlled by details of the
propagating rupture, the fault process is treated in a stochastic manner. To test
the accuracy of the method, the L’Aquila earthquake occurred on April 6, 2009
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has been modelled.
3.1 L’Aquila earthquake simulation
The L’Aquila earthquake occurred on April 6, 2009 at 03:33 a.m. local time.
The earthquake ruptured a North-West (NW) South-East (SE) oriented normal
fault dipping toward the South-West (SW), with the city of L’Aquila lying a
few kilometres away on the hanging wall. The main shock has been recorded by
fifty-eight accelerometric stations: the highest number of digital recordings ever
obtained in Italy for a single earthquake, one of the best-recorded earthquakes
with a normal fault mechanism [Akinci et al., 2010]. Very high values of peak
ground acceleration (0.3 - 0.65g) were observed close to the centre of L’Aquila (6
stations at zero Joiner-Boore distance from the fault). The earthquake caused
severe loss of lives (299 victims and 1500 injured) and damage (about 18000
unusable buildings) in the epicentral area.
The distribution of aftershocks [Chiarabba et al., 2009] defines a complex,
40 km long, NW trending extensional structure. The main shock fault segment
extends for 15-18 km and dips at 45 to the SW, between 10 km and 2 km
of depth. The extent of aftershocks coincides with the surface trace of the
Paganica fault. Many different inversions of source parameter can be found
from various sources [Walters et al., 2009, Atzori et al., 2009, Cirella et al.,
2009, Pondrelli et al., 2009a, Anzidei et al., 2009]. All these information have
been used to constrain the dimension and the position of the fault model and
the focal mechanism.
Seismograms of the 18 accelerometric stations of RAN (Rete Acceleromet-
rica Nazionale) nearest to the epicenter have been modelled (see 3.1 and 3.2).
The seismograms are modelled with DWN technique described in 2.1. For each
station the upper layers have been parametrized taking into account the in-
formation contained in station monographs [Luzi et al., 2008]. The reference
structure is for the uppermost 34 km the structure used for the localization
in [Chiarabba et al., 2009] and for greater depth the “b3” cellular structure of
[Brandmayr et al., 2010] that contains L’Aquila zone. For the stations that fall
outside the boundary of that cell (spo and mmp), average structures between
receiver and source cellular structures are used.
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model strike dip rake lon lat lenght detpth Mw
InSAR-u 144 54 -105 13.499 42.333 12.2 3.0 - 7.3 6.23
InSAR-d 144 54 -105 13.449 42.333 19 0 - 13 6.24
Body-Wave 126 52 -104 13.31 42.33 12 0 - 9 6.25
gCMT-Q 127 50 -109 13.32 42.33 - 12 6.29
USGS 122 53 -112 13.37 42.40 - 10 6.29
GPS 134 49 -100 13.47 42.36 11.1 1.5 - 11.8 6.31
Table 3.1: Table of source parameters for the L’Aquila earthquake from various
sources taken from [Walters et al., 2009]: Body Wave, body waveform mode,
InSAR-u, uniform elastic dislocation InSAR model and InSAR-d, distributed-
slip InSAR model, from [Walters et al., 2009]; gCMT-Q, Quick gCMT; USGS,
USGS Centroid Moment Tensor Solution; GPS, values from [Cheloni et al.,
2010].
PGA [cm/s2] PGV [cm/s] PGD [ cm ] r [ km] lat lon
aqa 442.0 30.5 6.4 5.8 42.38 13.34
aqg 426.1 35.9 7.9 4.3 42.37 13.34
aqv 613.8 40.5 8.4 4.8 42.38 13.34
aqk 343.8 38.5 11.8 5.6 42.34 13.40
gsa 150.6 9.7 3.0 18.0 42.42 13.52
fmg 26.0 2.5 1.2 19.3 42.27 13.12
mtr 59.6 3.3 1.0 22.4 42.52 13.24
gsg 29.2 3.5 1.8 22.6 42.46 13.55
ant 25.8 2.2 0.5 23.1 42.42 13.08
cln 87.1 6.7 2.6 31.6 42.09 13.52
cso1 17.3 2.2 1.0 33.0 42.10 13.08
avz 69.6 10.6 4.6 34.9 42.03 13.43
lss 9.7 0.7 0.3 39.1 42.56 12.97
mmp 8.4 0.9 0.4 49.2 42.25 12.75
orc 67.1 6.1 1.3 49.4 41.95 13.64
sbc 8.1 1.3 0.7 50.5 41.91 13.11
sul 31.7 2.8 1.1 56.5 42.09 13.93
spo 9.1 0.9 0.3 65.9 42.73 12.74
Table 3.2: Ground motion parameters for the L’Aquila earthquake for consid-
ered stations [Chioccarelli et al., 2009].
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Figure 3.1: position of considered stations and fault plane (blue). The colors of
the stations represent the EC8 classification: green A, yellow B, red C.
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Figure 3.2: reference structure (CHI2) composed by the uppermost 34 km of
the structure used for localization in [Chiarabba et al., 2009] and at greater
depth by the “b3” cellular structure of [Brandmayr et al., 2010] that contains
L’Aquila zone.
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Figure 3.3: (a) VS profile of first 80 km of reference structure (CHI2) and
structure used for MMP and SPO stations (b) VS profile of first 100 m of
structures used for AQA, AQG, AQK and AQV stations obtained from station
monographs [Luzi et al., 2008].
Figure 3.4: distribution of slip of the used fault model in grey scale. Nucleation
point is marked by a blue star and isochrones of rupture by white lines.
3.1 L’Aquila earthquake simulation 31
∆log(PGD) −0.03± 0.17
∆ log(PGV ) −0.06± 0.22
∆ log(PGA) −0.02± 0.26
Table 3.3: Logarithmic amplitude misfit of horizontal peaks
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Figure 3.5: Misfit between recorded and simulated horizontal peaks (PGD).
First the depth of the fault (centred at 5 km) is chosen taking into account
the values reported in table 3.1 and the depth distribution of the aftershock
[Innocenti et al., 2009, Pondrelli et al., 2009b]. The used focal mechanism is
strike 130◦, dip 50◦ and rake −105◦. The dimensions of the fault are chosen
considering the scaling law for fault dimension, the results of inversion (table
3.1) and the duration of seismograms. The distribution of slip over the fault has
been computed from a stochastic distribution and the value of Lam modulus.
The scaling law of Joyner and Boore [1986] as reference spectrum has been used.
The average Mach parameter (ratio between rupture velocity and shear wave
velocity) and anomaly of stress drop at high frequency has been adjusted via
a trial-and-error process in order to minimize the misfit between the simulated
and observed peaks.
The differences between simulated and observed time functions have been
analysed in the form of logarithmic amplitude misfit, denoted generally as
∆ log(A) = log10(Asimulated) − log10(Aobserved). Misfit has been determined
for peak amplitudes of the resultant of the horizontal components for acceler-
ation, velocity, and displacement, averaged over the 18 stations. The results
(table 3.3, figures 3.5, 3.6 and 3.7) are comparable with similar simulations
[Gusev et al., 2009, Gusev, 2011].
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Figure 3.6: Misfit between recorded and simulated horizontal peaks (PGV).
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Figure 3.7: Misfit between recorded and simulated horizontal peaks (PGA).
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Figure 3.8: Recorded (blue) and simulated (red) seismograms for AQA station.
From left to right displacement, velocity and acceleration.
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Figure 3.9: Recorded (blue) and simulated (red) seismograms for AQG station.
From left to right displacement, velocity and acceleration.
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Figure 3.10: Recorded (blue) and simulated (red) seismograms for AQK station.
From left to right displacement, velocity and acceleration.
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Figure 3.11: Recorded (blue) and simulated (red) seismograms for AQV station.
From left to right displacement, velocity and acceleration.
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Figure 3.12: Recorded (blue) and simulated (red) seismograms for GSA station.
From left to right displacement, velocity and acceleration.
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Figure 3.13: Recorded (blue) and simulated (red) seismograms for FMG station.
From left to right displacement, velocity and acceleration.
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Figure 3.14: Recorded (blue) and simulated (red) seismograms for MTR station.
From left to right displacement, velocity and acceleration.
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Figure 3.15: Recorded (blue) and simulated (red) seismograms for GSG station.
From left to right displacement, velocity and acceleration.
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Figure 3.16: Recorded (blue) and simulated (red) seismograms for ANT station.
From left to right displacement, velocity and acceleration.
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Figure 3.17: Recorded (blue) and simulated (red) seismograms for CLN station.
From left to right displacement, velocity and acceleration.
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Figure 3.18: Recorded (blue) and simulated (red) seismograms for CSO1 station.
From left to right displacement, velocity and acceleration.
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Figure 3.19: Recorded (blue) and simulated (red) seismograms for AVZ station.
From left to right displacement, velocity and acceleration.
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Figure 3.20: Recorded (blue) and simulated (red) seismograms for LSS station.
From left to right displacement, velocity and acceleration.
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Figure 3.21: Recorded (blue) and simulated (red) seismograms for MMP station.
From left to right displacement, velocity and acceleration.
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Figure 3.22: Recorded (blue) and simulated (red) seismograms for ORC station.
From left to right displacement, velocity and acceleration.
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Figure 3.23: Recorded (blue) and simulated (red) seismograms for SBC station.
From left to right displacement, velocity and acceleration.
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Figure 3.24: Recorded (blue) and simulated (red) seismograms for SUL station.
From left to right displacement, velocity and acceleration.
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Figure 3.25: Recorded (blue) and simulated (red) seismograms for SPO station.
From left to right displacement, velocity and acceleration.
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3.2 Variability in extended fault simulations
Fixed the (deterministic) parameters of the fault, magnitude, dimension, focal
mechanism, reference spectrum, nucleation point, there are different possible
realizations of random functions that describe the kinematic rupture parameters
as the final slip distribution, rupture velocity and time history of each sub-fault.
500 realizations of the source defined in section 3.1 have been computed
and the dispersion of peaks for four selected stations (AQK, AQV, CLN and
SUL) is shown in figures 3.26, 3.27, 3.28 and 3.29. The maximum values are, in
some cases, near or greater (e.g. see horizontal PGV and PGA in figure 3.29)
than twice the mean values. The use of a realistic model for the representation
of the extended fault introduces a stochastic element in NDSHA. As discussed
in chapter 1 when dealing with GMPE, the selection of the maximum level
of ground shaking must be defined. Even if the nucleation point is fixed, the
directivity effects can be different in the different realizations because they are
controlled by the relative position between the greater asperities too. The lower
frequency variability (of PGD and PGV) is controlled by the distribution of
final slip and rupture velocity.
The variability due to the stochastic component of seismic source has been
evaluated more in detail considering a relatively small earthquake source (MW =
5.2) with a bilateral rupture. Some (200) different realizations of the fault
have been generated and the corresponding synthetic seismograms have been
computed. The average and the standard deviation of the distribution of the
response spectra (5% damping) and of the peak values (PGD, PGV and PGA)
are considered as measure of the variability of the simulated ground motion;
the ratio between standard deviation and average is considered to quantify the
normalized dispersion as for national scale hazard maps in section 4.7. The
layering of the used bedrock model (called PEG) is shown in figure 3.30. The Q
values assigned to the layers of the model to take anelasticity into account are
1000 and 2200 for Qs and Qp respectively.
First near source condition (8 km of depth of the center of the fault, 4 km
of epicentral distance) are considered. The fault length obtained [Gusev, 2011]
is 4.3 km and the fault width is 2.9 km, so, given the closest distance between
source and receiver, the rupture velocity and the dimension of the fault, 15×11
subsources are considered. The maximum of the radiation pattern is chosen.
The random component is significant for the high frequency part of the source
spectrum and, in this simulation, it produces a distribution of PGA with a
standard deviation equal to about a third of the average. In [Gusev, 2011] is
reported a detailed analysis of uncertainties for the Northridge 1994 earthquake.
The standard deviation of PGA is lower than that computed here and lower than
the standard deviation of PGV, therefore the variability of the ground motion
depends on the deterministic parameter (as magnitude) of the source model.
The test about the random component of the source parameter has been
repeated with a slower structure (the bedrock with two slow layer) (called PEG2)
and the same realizations of the source model. With the new structure the
response spectra increase at some periods but the ratio between average and
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standard deviation for the two structures is almost the same. Therefore, in
the considered case, the presence of uppermost sediments has not any effect on
variability.
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Figure 3.26: dispersion of peak for AQK station.
E-W N-S Z
PGD 17% 17% 13%
PGV 28% 31% 24%
PGA 35% 32% 31%
Table 3.4: ratio between standard deviation and average of the peaks of syn-
thetic seismograms calculated for S70 and PEG bedrock in the radiation pattern
maximum.
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Figure 3.27: dispersion of peak for AQV station.
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Figure 3.28: dispersion of peak for CLN station.
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Figure 3.29: dispersion of peak for SUL station.
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Figure 3.30: reference bedrock model (PEG).
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Figure 3.31: Left: average, average plus a standard deviation and average minus
a standard deviation of the acceleration response spectra. Right: ratio between
the standard deviation and average.
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Figure 3.32: Left: average, average plus a standard deviation and average minus
a standard deviation of the acceleration response spectra. Right: ratio between
the standard deviation and average.
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Figure 3.33: Left: average, average plus a standard deviation and average minus
a standard deviation of the acceleration response spectra. Right: ratio between
the standard deviation and average.
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Figure 3.34: Left: average, average plus a standard deviation and average minus
a standard deviation of the acceleration response spectra for PEG (blue) and
PEG2 (red) structures. Right: ratio between the standard deviation and average
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Figure 3.35: Left: average, average plus a standard deviation and average minus
a standard deviation of the velocity response spectra for PEG (blue) and PEG2
(red) structures. Right: ratio between the standard deviation and average for
the two structures.
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Figure 3.36: Left: average, average plus a standard deviation and average minus
a standard deviation of the displacement response spectra for PEG (blue) and
PEG2 (red) structures. Right: ratio between the standard deviation and average
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Figure 3.37: comparison between average radiation pattern for maximum hori-
zontal PGD for ES and STSPS at 30 (a) and 100 (b) km of distance from center
of the source.
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Figure 3.38: comparison between average radiation pattern for maximum hori-
zontal PGV for ES and STSPS at 30 (a) and 100 (b) km of distance from center
of the source.
3.3 Variability with Time Scaled Point Source
(STSPS) models
The time Scaled Point Source (STSPS) model (see section 2.2) is a realistic
representation of the source in the far field approximation (see figures 3.37, 3.38
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Figure 3.39: comparison between average radiation pattern for maximum hori-
zontal PGA for ES and STSPS at 30 (a) and 100 (b) km of distance from center
of the source.
and 3.39) with limited computational cost, then can it be used for national scale
NDSHA at 10 Hz (see section 4.5). With fixed nucleation point, the obtained
variability is the same as for ES models discussed in section 3.2. Obviously the
bilateral rupture gives the maximum average peaks for the whole distance range
and the effect of uniform random distribution of nucleation points over the fault
increases the variability of ground motion.
In [Mai et al., 2005] the position of the nucleation point over the fault is
analysed in a database of 80 finite-source rupture models for more than 50
earthquakes (MW 4.1 − 8.1) and the conclusion is that hypocenters are not
randomly located on a fault but are located either within or close to regions of
large slip. This result can be used to constrain the distribution of nucleation
points to reduce the variability due to this modeling parameter.
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Figure 3.40: (a) average radial PGD and average plus and minus one standard
deviation for epicentral distance from 20 to 100 km computed with 1000 realiza-
tion of STSPS with random nucleation point (red) and unilateral rupture (blue).
(b) Ratio between standard deviation and average for random nucleation point
(red) and unilateral rupture (blue).
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Figure 3.41: (a) average radial PGV and average plus and minus one standard
deviation for epicentral distance from 20 to 100 km computed with 1000 realiza-
tion of STSPS with random nucleation point (red) and unilateral rupture (blue).
(b) Ratio between standard deviation and average for random nucleation point
(red) and unilateral rupture (blue).
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Figure 3.42: (a) average radial PGA and average plus and minus one standard
deviation for epicentral distance from 20 to 100 km computed with 1000 real-
ization of STSPS with random nucleation point (red), unilateral rupture (blue)
and bilateral rupture (green). (b) Ratio between standard deviation and aver-
age for random nucleation point (red), unilateral rupture (blue) and bilateral
rupture (green).
Chapter 4
Neo-Deterministic Zoning
at regional scale
The procedure for the neo-deterministic seismic zoning [Panza et al., 2001] is
based on the calculation of synthetic seismograms (earthquake scenarios). At
regional scale, this approach makes use of information about the space distri-
bution of large magnitude earthquakes, which can be defined based on seismic
history and seismotectonics, as well as incorporating information from a wide
set of geological and geophysical data [Zuccolo et al., 2011]. Starting from the
available information on the Earths structure, seismic sources, and the level of
seismicity of the investigated area, it is possible to compute complete synthetic
seismograms and the related estimates on peak ground acceleration (PGA),
velocity (PGV) and displacement (PGD) or any other parameter relevant to
seismic engineering (such as design ground acceleration, DGA) which can be
extracted from the computed theoretical signals. The simplest product of this
method is a map in which the maximum of a given seismic parameter is asso-
ciated to each site. This kind of map, which is really effective for engineering
purposes, does not provide any information about the recurrence of the events.
The NDSHA methodology is still evolving, and the computer codes are being
constantly improved since the original implementation, to better fit the need
of producing realistic ground motion maps and ground motion scenarios, at
different scale levels, by incorporating all relevant progresses in the knowledge
of geological processes and their numerical modeling [Panza et al., 2012].
4.1 Identification and characterization of seis-
mic sources
Each source in NDSHA at national scale is arbitrarily placed at the center of a
0.2◦× 0.2◦ cell of a regular grid that covers the study region therefore we call it
cellular source. Each cellular source is modeled as a scaled point-source and is
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Figure 4.1: flow chart of national scale hazard package.
characterized by focal mechanism and magnitude. Cellular sources are defined
taking into account the available information, as provided by: the seismotectonic
model, the morphostructural analysis and reported seismicity. Namely, the
location of possible future earthquakes is constrained by the seismogenic zones
and by the seismogenic nodes.
For Italian region CPTI04 [Group et al., 2004] catalogue has been used. The
catalogue contains only mainshocks integrated with the catalogs for Slovenia
(as described in [Zivcic et al., 2000]) and Croatia (as described in [Markusˇ
et al., 2000]) that might contribute to the seismic hazard in the Friuli Venezia
Giulia region. In the first step of cellular sources definition (discretization),
earthquake epicenters reported in the catalogue are grouped into 0.2◦ × 0.2◦
cells, and to each cell the maximum magnitude recorded within it is assigned.
A smoothing window is then applied, so that earthquake magnitudes are copied
in the neighboring cells and the maximum magnitude source for each cell is
retained (smoothing). The smoothing procedure is basically needed for two
reasons:
• the uncertainty on the localization of the source;
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• the physical linear dimension of the source often exceeds the linear dimen-
sion of a cell (which is typically 0.2◦ × 0.2◦).
The cellular sources that lie in a seismogenic zone are selected among the
ones defined during the smoothing process and, if the resulting magnitude in
each cell is lower than 5, a magnitude 5 is assigned by default. This choice is
based on the hypothesis that, wherever a seismogenic zone is defined, damaging
earthquakes may occur, and the value of 5 is conventionally [D’Amico et al.,
1999] taken as the lower bound for the magnitude of damaging earthquakes.
The adopted seismogenic zonation is the ZS9 zonation of Italy, proposed by
Gruppo di Lavoro MPS [Meletti and Valensise, 2004].
Figure 4.2: Definition of sources inside seismogenic zones. (a) Distribution of
epicenters; (b) definition of cells and choice of the maximum magnitude; (c)
smoothed distribution of magnitude; (d) intersection of the smoothed data with
seismogenic zone.
Seismogenic nodes are earthquake-prone areas identified through morphostruc-
tural analysis. For the Italian territory, the identification of the seismogenic
nodes has been performed by [Gorshkov et al., 2002, 2004, 2009]. The nodes
have been defined as circles of radius R = 25 km centered at points of inter-
section of lineaments. Such dimension is comparable with the size of a seis-
mic source, which can generate damaging events. Two magnitude thresholds
(Mnode ≥ 6.0 and Mnode ≥ 6.5) have been considered for the estimation of the
seismic potential of the node through the pattern recognition technique.
In the framework of NDSHA, possible seismic sources are associated with
the seismogenic nodes. If a node has been recognized prone for both magnitude
thresholds Mnode ≥ 6.0 and Mnode ≥ 6.5, the highest value Mnode ≥ 6.5 is
adopted for conservative reasons. If a seismogenic zone source is in the same
location of a node, the highest magnitude between the two is retained. If the
smoothed magnitude assigned to the cells that belong to a node is lower than
the magnitude threshold of the node indicated by the morphostructural analysis,
the operating magnitude is rised to the magnitude threshold of the node. This
choice allows us to consider strong earthquakes for areas where they are not yet
observed but which are recognized prone to strong earthquakes [Peresan et al.,
2009]. Accordingly with the stability test performed by [Zuccolo et al., 2011],
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the introduction of the seismogenic nodes increases the reliability of the maps
of expected ground motion.
A double-couple point source is placed at the center of each cell, with a focal
mechanism consistent with the properties of the corresponding seismogenic zone
or seismogenic node. If a cell belongs to a seismogenic zone and a seismogenic
node, we consider both focal mechanisms. The depth of the point-source is a
function of the magnitude (10 km for M < 7, 15 km for M ≥ 7). The choice
to keep the hypocentral depth fixed, for classes of magnitude, is consistent with
the large errors generally affecting the hypocentral depth.
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Figure 4.3: Discretized seismicity from CPTI04 [Group et al., 2004], Slovenian
catalogue [Zivcic et al., 2000] and Croatian catalogue [Markusˇ et al., 2000].
4.2 Structural models
To define the physical properties of the source-site paths, the territory is divided
into an appropriate number of polygons representing the average lithosphere
properties at regional scale. Each polygon is characterized by a structural model
composed of flat, parallel, anelastic layers that extends, for 1 Hz computation, in
depth to about 1000 km, a depth at which the S-wave velocity reaches the value
of about 6.4 km/s, i.e. close to that of relevant crustal P-phases. This is done
in order to guarantee that the S-wave velocity in the half space is larger than
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Figure 4.4: Focal mechanism associated with the seismogenic zones ZS9 [Meletti
et al., 2008].
the P-wave velocity in each of the uppermost crustal layers. In fact, synthetic
seismograms computed by the modal summation technique contain all the waves
travelling with a phase velocity lower than the S wave velocity of the half space
underlying the layered structure. For each layer the thickness, density, P- and
S-wave velocity and the respective attenuation factors are defined. In 4.6 the
regional polygons defined in previous studies carried on mainly in the framework
of the Italian GNDT group activities are shown [Costa et al., 1993].
4.3 Computation of synthetic seismograms
Synthetic seismograms are computed by the modal summation technique for
sites placed at the nodes of the 0.2◦×0.2◦ grid that covers the national territory,
considering the average structural model associated to the regional polygon
that includes the site. In the original version of the algorithm the maximum
source-site distance was kept below an upper threshold, which was taken to be
a function of the magnitude associated to the source. The maximum source-
receiver distance is set equal to 25, 50, and 90 km, respectively, for M < 6,
6 ≤M < 7 and M ≥ 7. Here, the source-site distance is kept below a common
upper threshold, since the code speed optimization has made possible to extend
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Figure 4.5: Nodes detected by morphostructural zonation [Gorshkov et al., 2002,
2004, 2009].
to 150 km for all the events the maximum length considered for the site-source
paths. Seismograms are computed for an upper frequency content of 1 Hz,
which is consistent with the level of detail of the regional structural models,
and the point sources are scaled for their dimensions using the spectral scaling
laws proposed by [Gusev, 1983], as reported in [Aki, 1987]. At each site, the
horizontal components are first rotated to a reference system common to the
whole territory (North-South and East-West directions) and then the vector
sum is computed.
4.4 Estimation of the relevant seismic parame-
ters for seismic hazard assessment
Each site is thus associated with seismograms corresponding to many different
earthquake sources and any parameter of interest can be extracted from such
complete time series, therefore different maps of seismic hazard that describe the
ground motion at the bedrock can be produced. Among the parameters repre-
sentative of strong ground motion we have focused our attention on maximum
ground acceleration, velocity, and displacement. In computing the complete
time series we are not limited to this choice, and it is possible to consider inte-
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Figure 4.6: Regional polygons from [Costa et al., 1993] (top left), Qs (top right)
and Vs (bottom) of the first layer of each associated structure.
gral quantities that can be of interest in earthquake engineering or engineering
seismology [Uang and Bertero, 2006, Decanini and Mollaioli, 1998].
The Fourier spectra of displacements and velocities show that an upper
frequency limit of 1 Hz is sufficient to take into account the dominant part
of seismic waves, while this is definitely not true for accelerations [Panza et
al.,1999]. On the other hand, the required knowledge about seismic sources and
lateral heterogeneities, which might justify the choice of a higher frequency limit
in the computations, is not usually available at the scale of the areas generally
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considered in the zoning. DGA (Design Ground Acceleration) is the acceleration
parameter computed by the standard NDSHA at national scale. This quantity
is obtained by computing the response spectrum of each synthetic signal for
periods of 1 s and longer (i.e. the periods present in the synthetic seismograms)
and extending the spectrum, at frequencies higher than 1 Hz, using a design
response spectrum. The procedure to obtain the Design Ground Acceleration
(DGA) is described in detail in [Panza et al., 2001]. The DGA is the horizontal
acceleration anchoring the elastic response spectrum at period T = 0 s. This
quantity is comparable to the PGA, since an infinitely rigid structure (i.e., a
structure having a natural period of 0 s) moves exactly like the ground (i.e.,
the maximum acceleration of the structure is the same as that of the ground,
which is the PGA). Moreover, DGA is practically equivalent to effective peak
acceleration (EPA), which is defined as the average of the maximum ordinates
of elastic acceleration response spectra within the period range from 0.1 to 0.5
s, divided by a standard factor of 2.5, for 5% damping [Panza et al., 2004]. The
DGA values are computed using the shape of the Italian design spectrum for soil
A, which defines the normalized elastic acceleration response spectrum of the
ground motion for 5% critical damping. Naturally any other design spectrum
(e.g. EC8) can be easily used.
6˚
6˚
8˚
8˚
10˚
10˚
12˚
12˚
14˚
14˚
16˚
16˚
18˚
18˚
20˚
20˚
36˚
38˚
40˚
42˚
44˚
46˚
48˚
1.0
2.0
3.5
7.0
14.8
D (cm)
Figure 4.7: Map of maximum PGD.
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Figure 4.8: Map of maximum PGV.
4.5 Extension of frequency contents of seismo-
grams to 10 Hz
In standard NDSHA at regional scale, seismograms are computed for an upper
frequency content of 1 Hz. To account for the spatial extension of the earthquake
source the seismograms are scaled with the source spectrum SSPS (see 2). A
more realistic source model than the scaled point source is necessary to extend
the maximum frequency of computation of seismograms of national scale maps
to 10 Hz. Considering time series up to 10 Hz permits to exploit detailed
structural information wherever available and to overcome the use of the design
response spectra (DGA) and to estimate maximum acceleration (PGA) directly
from the time series.
The use of real extended source models, that take in account of near source
effects, can be too expensive in terms of computational time, but the source
spectra computed by PULSYN06 in the far source approximation can account
for the real rupture process duration (in terms of amplitude and phase spectrum)
(STSPS) (see 2.2). In this way a stochastic element is introduced in NDSHA at
regional scale, then we must evaluate its weight (section 4.7).
In the half space of the structures used for the multimode computation at
10 Hz the velocity of S-wave is 4.5 km/s, therefore lower than the velocity
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Figure 4.9: Map of maximum DGA.
of half space for 1 Hz computation and so the minimum distance for modal
summation at 10 Hz is greater than at 1 Hz (see section 2.1). To overcome
these limits and to contain the computational time, DWN method [Pavlov,
2002, 2009] is used for epicentral distance up to 30 km. Instead of using the
regional polygons of [Costa et al., 1993], a set of cellular structures (1.0◦×1.0◦)
(figure 4.10), obtained through an optimized nonlinear inversion of surface wave
dispersion curves, is used [Boyadzhiev et al., 2008, Brandmayr et al., 2010] to
take advantage of the progresses made in the last 20 years in the knowledge of
structural properties of the study area, mostly due to Project “Determinazione
del potenziale sismogenetico in Italia per il calcolo della pericolosit sismica”,
(INGV-DPC 2007-2009 convention).
4.5.1 Definition of source model
For whole Italy, we consider only one earthquake source model: space and Time
Scaled Point Source (STSPS) models (see section 2.2) with unilateral rupture
in neutral directivity direction (90◦ between rupture propagation and receiver
directions). The dimensions of each simulated fault are computed with a scaling
law as described in section 2.2.1 and the reference velocity of S wave is 3.5 km/s
with a Mach value of 0.8. The reference amplitude spectrum is calibrated by
means of the comparison between modelled peaks and peaks computed from
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Figure 4.10: Cellular structural models from [Brandmayr et al., 2010] (a), Qs
(b) and Vs (c) of the first layer of each associated structure.
a ground motion predictive equation derived from the Italian strong motion
database [Bindi et al., 2010] (see section 4.5.3).
Since a direct comparison between the observed and simulated peaks can be
more effective and overcome the dependence from the functional form of used
GMPE, the modelled peaks will be (see section 4.6) directly compared with a
set of observed peaks.
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4.5.2 ITA08
The chosen GMPEs, in the following ITA08 [Bindi et al., 2010] , were developed
considering the strong motion records processed in ITACA (ITalian ACeleromet-
ric Archive) [Luzi et al., 2008] . In the used database earthquakes with moment
magnitude equal to or larger than 4 and distances from the fault smaller than
100 km, recorded at least by two stations was used.
In this GMPE the same site classifications of [Sabetta and Pugliese, 1987] is
used that consisting of three classes. The first class (C0) includes the stations
installed on rock; the second class (C1) includes the stations installed on shallow
sediments (thinner than 20 m) while the third class (C2) is representative of the
stations installed on sediments thicker than 20 m, where with the term sediment
are denoted soils with shear wave velocity lower than 800 m/s. The GMPEs
have the following functional:
log10Y = a+ b1(Mw −Mref ) + b2(Mw −Mref )
2 + (c1 + c2(Mw −Mref ))
log10
√
(R2 + h2) + eiSi + fjFj
where Y is the response variable; Mref is a reference magnitude; R is the
distance; h is the pseudo-depth (km); Si with i = 1, 2, 3 are dummy variables
that assume either the value 0 or 1 depending on soil type; Fj are dummy
variables that take either the value 0 or 1 depending on the style of faulting; ei
and fj are the site and the style-of-faulting coefficients, respectively.
4.5.3 Calibration of source reference spectrum
The considered synthetic peaks are the peaks of all synthetic seismograms com-
puted for a national scale NDSHA map. The considered sources are only the
sources falling into the seismogenic zones. To take into account the uncertainties
in magnitude determination, the peaks are grouped in six magnitude classes;
for each class ∆M = 0.5 magnitude. The dataset used for the determination of
ITA08 includes events up to magnitude 6.9, then the comparison for magnitude
class 7.0 and 7.5 are not binding. The peaks are grouped in distance classes
too, that reflect the grid of observation points in NDSHA algorithm. The struc-
tures used for NDSHA maps belong to C0 class (figure 4.10), so the peaks are
compared with the GMPE determined for the same station class C0.
The obtained reference spectrum (see 4.11), named “g11d”, gives acceptable
results for PGV (figures 4.12, 4.13 and 4.14). The comparison is not good when
acceleration is considered: synthetic PGA attenuate faster than ITA08 ones
(figures 4.12, 4.13, 4.14 and 4.17). Only, an unrealistic doubling of Q values for
all Italian cellular structures gives a better correspondence between modelling
and ITA08. Massa et al. [2012] compared ITA08 and other GMPE to ground
motion data from L’Aquila sequence and stated that all models analysed in this
study overpredict the ground motions observed during the L’Aquila sequence,
especially at high and intermediate (1 Hz) frequencies. The overestimation of
the predictions by ITA08, observed for distances greater than 10 km, could be
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partially justified by the absence of the anelastic attenuation coefficient in the
functional form of the considered GMPE.
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Figure 4.11: comparison between scaling law for spectra ([Gusev, 1983] (red),
[Joyner and Boore,1986] (blue) and g11d (green)) for magnitudes 5.0, 6.0 and
7.0.
Figure 4.12: Comparison between synthetic PGV and PGV from ITA08: dis-
tance along x, log10(PGV) along y. Magnitude class 6.00.
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Figure 4.13: Comparison between synthetic PGV (blue) and PGV from ITA08
(grey): distance along x, log10(PGV) along y. Magnitude classes 5.00, 5.50,
6.00 and 6.50.
4.6 Comparison with observed peaks
We can compare the results of our synthetic models, which are obtained from
several simplifying assumptions on average input parameters, with what has
Figure 4.14: Comparison between synthetic PGV and PGV from ITA08: loga-
rithmic misfit along y, magnitude class (left) or distance (right) along x.
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Figure 4.15: Comparison between synthetic PGA (blue) and PGA from ITA08
(grey): distance along x, log10(PGV) along y. Magnitude classes 5.00, 5.50,
6.00 and 6.50.
Figure 4.16: Comparison between synthetic PGA and PGA from ITA08: dis-
tance along x, log10(PGV) along y. Magnitude class 6.00.
been observed in the case of real earthquakes.
The recorded seismograms are taken from ITACA [Luzi et al., 2008] . Only
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digital recorded signals of events with magnitude Mw ≥ 5.0, stations classified
as A (or A*) EC8 soil class and epicentral distance ≤ 250 km are considered.
Two events with depth greater than 50 km were removed. Most of the events
belong to Umbria-Marche and L’Aquila sequences. In our comparison, we filter
the observed records with a cut-off frequency of 10 Hz, the same used in the
deterministic modelling. For each event a ground motion scenario has been
computed. The character of the source and the structural model have been
chosen as in NDSHA at national scale: source depth selected from magnitude,
focal mechanism of seismogenic zones where falls the source and structure of
the receiver. To overcome limits of radiation pattern effect due to the use of
average focal mechanism and the point source approximation, regular grid of
receiver instead of the correct position of stations are used.
The peaks are grouped in the same magnitude class (∆M = 0.5) used for
definition of reference spectrum. In this rough representation there is a good
agreement between observations and modelling (see figure 4.6). For magnitude
5.0 ≤ M < 5.5 and 5.5 ≤ M < 6.0, there is a isolated group of synthetic peaks
that overestimates the observed ones.
date time lat lon Mw depth
26/09/1997 00:33:12 43.023 12.891 5.7 3.5
26/09/1997 09:40:25 43.015 12.854 6.0 9.9
03/10/1997 08:55:22 43.043 12.824 5.2 12.1
06/10/1997 23:24:53 43.028 12.847 5.4 3.9
12/10/1997 11:08:36 42.906 12.920 5.2 0.1
14/10/1997 15:23:09 42.898 12.899 5.6 7.3
21/03/1998 16:45:09 42.900 12.900 5.0 1.1
26/03/1998 16:26:17 43.190 12.840 5.3 44.8
03/04/1998 07:26:36 43.185 12.757 5.1 1.9
06/09/2002 01:21:29 38.381 13.654 5.9 27.0
31/10/2002 10:32:59 41.717 14.893 5.7 25.2
01/11/2002 15:09:02 41.742 14.843 5.7 21.4
29/03/2003 17:42:16 43.101 15.413 5.5 21.7
14/09/2003 21:42:53 44.230 11.387 5.3 15.8
25/11/2004 06:21:17 43.135 15.446 5.0 10.0
23/12/2008 15:24:21 44.519 10.382 5.4 26.7
06/04/2009 01:32:39 42.334 13.334 6.3 8.8
06/04/2009 02:37:04 42.336 13.340 5.1 10.1
06/04/2009 23:15:37 42.451 13.364 5.1 8.6
07/04/2009 09:26:28 42.336 13.340 5.0 10.2
07/04/2009 17:47:37 42.275 13.464 5.6 15.1
09/04/2009 00:52:59 42.484 13.343 5.4 15.4
09/04/2009 19:38:16 42.501 13.356 5.3 17.2
13/04/2009 21:14:24 42.504 13.363 5.1 7.5
Table 4.1: events used for comparison between synthetic and observed peaks.
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4.7 Uncertainties in hazard maps at regional scale
In NDSHA, the treatment of uncertainties is performed by sensitivity analyses
for key modelling parameters. To fix the uncertainty related to a particular
input factor is an important component of the procedure. The input factors
must account for the (aleatory and epistemic) uncertainty in the prediction of
fault radiation, in the use of Green functions, for a given medium. On account
of the many approximations made with the computations at 1 Hz a rough error
estimate can therefore be the factor of 2, intrinsic in MCS scale [Cancani, 1904],
because the largest part of the existing catalogues is based on macroseismic
intensity.
By the use of the STSPS representation of the source, a stochastic element
is introduced in NDSHA at regional scale, so we must evaluate its weight. The
use of the EU-India Grid infrastructure (http://www.euindiagrid.eu/) allowed
massive parametric tests, to explore the influence of random properties of the
same source model, to enable realistic estimates of seismic hazard and their
uncertainty. The seismograms are scaled with different realizations of the same
stochastic source model.
These simulations have provided a preliminary evaluation of the uncertainty
of the hazard maps due to the random representation of the source. In figures
4.20, 4.21 and 4.22 the variability on the different random realizations of the
source model is shown in terms of ratio between standard deviation and average
at each receiver. The pattern of variability depends on the kind of motion (dis-
placement, velocity or acceleration) but the values of the ratio between standard
deviation and average vary between 0.1 and 0.2 for most of Italy, then near to
that computed for a single source (see chapter 3). An unexpected result is that
the variability is greater for displacement than for velocity and acceleration.
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(a)
(b) (c)
(d)
Figure 4.17: Comparison between synthetic PGA (blue) and PGA from ITA08
(grey): distance along x, log10(PGA) along y. Magnitude class 6.00. Synthetic
seismograms are filtered at 10 Hz (a), 5 Hz (a), 3 Hz (c) and 1 Hz (d). The
slope of synthetic PGA filtered at 1 Hz is the same of PGA from ITA08.
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Figure 4.18: Comparison between synthetic PGA and PGA from ITA08: loga-
rithmic misfit along y, magnitude class (left) or distance (right) along x.
4.7 Uncertainties in hazard maps at regional scale 72
 0.01
 0.1
 1
 10
 10  100
PG
V 
(cm
/s)
ep. distance (km)
5.0<=M<5.5
 0.01
 0.1
 1
 10
 10  100
PG
V 
(cm
/s)
ep. distance (km)
5.5<=M<6.0
 0.01
 0.1
 1
 10
 10  100
PG
V 
(cm
/s)
ep. distance (km)
6.0<=M<6.5
(a)
 0.01
 0.1
 1
 10
 100
 1000
 10  100
PG
A 
(cm
/s2
)
ep. distance (km)
5.0<=M<5.5
 0.01
 0.1
 1
 10
 100
 1000
 10  100
PG
A 
(cm
/s2
)
ep. distance (km)
5.5<=M<6.0
 0.01
 0.1
 1
 10
 100
 1000
 10  100
PG
A 
(cm
/s2
)
ep. distance (km)
6.0<=M<6.5
(b)
Figure 4.19: comparison between observed (blue) and synthetic (red) peaks for
events of 4.1.
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Figure 4.20: maps of average of PGD (peak ground displacement) on different
random realizations of source model (a) and variability (b) of the PGD in terms
of ratio between standard deviation and average of the maximum peaks at each
receiver.
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Figure 4.21: maps of average of PGV (peak ground velocity) on different random
realizations of source model (a) and variability (b) of the PGV in terms of ratio
between standard deviation and average of the maximum peaks at each receiver.
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Figure 4.22: maps of average of PGA (peak ground acceleration) on different
random realizations of source model (a) and variability (b) of the PGA in terms
of ratio between standard deviation and average of the maximum peaks at each
receiver.
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4.8 Comparison with 1 Hz maps
To test the stability of the maps of figures 4.20, 4.21 and 4.22 (A variant) and the
results the maps computed with 1Hz maximum frequency contents (see figures
4.7, 4.8 and 4.9) (B variant) are compared. The differences between the two
variants are not only the different maximum frequency contents (10 Hz for A
variant and 1 Hz for B variant) but also:
• source spectra: [Gusev, 1983] in SSPS approximation for A variant and
g11d and STSPS model for B variant;
• structural models: GNDT models for A variant and cellular models for B
variant;
• technique for seismogram computation: only MS for 1 Hz variant and
DWN up to 30 km of epicentral distance and MS for more distant receiver.
To illustrate the difference between the two variants, the ratios of the ob-
tained values (as in [Panza et al., 2012]) is shown. It is easy to quantify the
variations in terms of macroseismic intensity, based on the fact that [Cancani,
1904] modified the original Mercalli scale into the Mercalli-Cancani-Sieberg scale
(MCS) and assigned the peak values of ground movements acceleration to each
grade, so that an increment of one intensity degree roughly corresponds to a dou-
bling of the PGA; the same can be assumed for PGVs and PGDs (see [Panza
et al., 1997] and section 4.9). To visualize the value of the ratios, given two maps
(A and B) to be compared, at each node i, j of the grid, the ratio Ri,j = Ai,j/Bi,j
is computed and is shown. If the result is ≥ 1, the value Ri,j is plotted with an
upward triangle; if the result is < 1, the value 1/Ri,j is plotted instead, with
a downward triangle. The color code shows the value of the ratio plotted, in
steps of one macroseismic intensity degree, indicated in parenthesis in the maps’
legend.
The difference between the two variants are greater for acceleration (figure
4.25) that is mostly dependent on high frequency, whereas displacement maps
are very similar. The points with significant difference in northern Italy are
inside the polygons with Padana structures (see figure 4.6). In velocity and
acceleration the greater difference are in northern Italy and western Sicily, which
can be explained from the difference in velocity and attenuation of the first layers
of the structures.
In view of the limited knowledge of the fine details of the structures at the
regional scale, we have to be aware of the validity limits of the 10 Hz compu-
tations. The validity of the procedure for the calibration of source spectrum
(section 4.5.3) depends on the accuracy of the target (the selected GMPE) that
can be questionable [Massa et al., 2012], even if the limited comparison of syn-
thetic with observed peaks shown in figure 4.19 seems good.
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Figure 4.23: Ratios between the peak displacements obtained for 1 Hz and 10
Hz variants. The upward triangles indicate larger values in the 10 Hz variant.
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Figure 4.24: Ratios between the peak velocity obtained for 1 Hz and 10 Hz
variants. The upward triangles indicate larger values in the 10 Hz variant.
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Figure 4.25: Ratios between the DGA obtained for 1 Hz variant and the peak
acceleration obtained for 10 Hz variant. The upward triangles indicate larger
values in the 10 Hz variant.
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4.9 Correlation between macroseismic intensi-
ties and seismic ground motion parameters
Updated correlation relationship between the macroseismic intensities felt in
Italy and the peak values of displacement, velocity, DGA and acceleration have
been computed for synthetic seismograms computed with maximum frequency
contents of 1 Hz and 10 Hz. These correlation relationship are particularly
relevant for countries with a long seismological history since they facilitate the
engineering use of historical events that are quantified only in terms of macro-
seismic intensity.
Since peak values of ground motion and intensities are poorly correlated and
their scatter is considerable (e.g.[Ambraseys, 1974, Decanini et al., 1995, Panza
et al., 1997, Faenza and Michelini, 2010], the correlation hypothesis:
log(y) = a+ b× I (4.1)
(where y is the a peak value and I is the intensity) is applied considering the
average data.
The relation between observed intensity and synthetic peaks has been ex-
amined following two different methods: the same procedure already used for
NDSAH maps at national scale [Panza et al., 1997, 1999, Zuccolo et al., 2011]
and the regression of simulated peaks and observed intensities event-by-event.
4.9.1 Macroseismic data
The macroseismic database used, i.e. the Italian database of macroseismic in-
formation (DBMI04) [Stucchi et al., 2007], puts together the macroseismic data
used for the compilation of the CPTI04 parametric earthquake catalogue [Group
et al., 2004]. Two additional sources of Intensity data have been used (figure
4.26): (1) the map of maximum macroseismic intensities felt in Italy, made by
Istituto di Geofisica (ING) [Boschi et al., 1995], where the intensity values range
between the V and the XI grade of MCS scale and (2) the set of maximum in-
tensities felt in every municipal land compiled jointly by ING, SSN and GNDT
(ISG) [Molin et al., 1996], where the intensity values range between the VI and
the X grade of the MCS scale. A new maximum intensities map of Italy (DBM)
has been compiled from DBMI04 data (figure 4.27). The intensities reported
in DBMI04 have been grouped in 0.2◦ × 0.2◦ cells and the maximum intensity
value has been assigned at each cell.
4.9.2 Methods
First the method already used for NDSHA maps at national scale [Panza et al.,
1997, 1999, Zuccolo et al., 2011] is analysed. In these papers the maximum
peak values have been computed using only the earthquake catalogues (only for
events with M ≤ 6.5 a smoothing window of one cell is applied to account for
source dimensions), with GNDT structures, maximum frequency content of 1
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Figure 4.26: the set of maximum intensities felt in every municipal land compiled
jointly by ING, SSN and GNDT (ISG) [Molin et al., 1996] (a) and map of
maximum macroseismic intensities felt in Italy, made by Istituto di Geofisica
(ING) [Boschi et al., 1995] (b).
Hz and maximum epicentral distance (Rmax) function of the magnitude asso-
ciated with the source (M < 6.0 Rmax = 25km, 6.0 ≤ Mw < 7.0 Rmax =
50km, Mw ≥ 7.0 Rmax = 90 km, in the sequel “automatic distance”, see
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Figure 4.27: map of maximum macroseismic intensities obtained from DBMI04.
section 4.3). The values of maximum intensity from ING and ISG maps have
been associated with the computed values of maximum ground motion. Then
the mean value (arithmetic mean) of peak ground motion has been computed for
each intensity class and the linear regression of those points has been obtained.
The analyses of Panza et al. [1997] have been repeated with different maxi-
mum epicentral distances and with the new cellular structural models [Brand-
mayr et al., 2010] for ING, ISG and DBM maximum intensity maps. The re-
gression parameters are affected strongly by the maximum epicentral distance.
When the maximum distance of seismogram computation increases, the mean
values of lower intensity classes increase too and therefore the slope of the re-
gression line decreases, especially for PGD. The slope of the regression line
depends on the choice of the intensities data set: the b values for ISG data are
the highest (bisg ≈ bing + 0.03) and the b values for DBM data are the lowest
(bdbm ≈ bing − 0.03).
In the regressions of observed intensity and peak values another procedure, in
the sequel called event-by-event analysis, has been used. For each event reported
in the macroseismic database the synthetic seismograms are computed for all
reported observation points. As in national scale NDSHA, the used structure is
the structure of the receiver and the focal mechanism is the focal mechanism of
the seismogenic zone of the source.
The two methods are not equivalent. In the event by event analysis the
regression has been made on (I, log(pgm)) (I is intensity and pgm peak ground
motion values) points, where pgm and I refer to the same event and the same
observation point. In the procedure followed in [Panza et al., 1997], for each
geographical point the greater pgm and intensity have been considered and
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these values can refer to different events. This bends the peak distribution for
intensity class in two ways: assigns peak values to a wrong class and removes
the lower values from the peak’s distribution.
The numerical results obtained with these procedures have been compared.
The peak values for each event in the DBMI04 database have been computed
in the same points of the database, the mean value of peak ground motion
(geometric mean) has been computed for each intensity class and the linear
regression of these points has been obtained. The single event scenarios have
been computed with the same procedure of NDSAH maps. The peaks obtained
from the comparison between maximum maps are always greater then those
obtained from event-by-event analysis, in particular for the lower intensity class.
At 10 Hz the peaks were computed with g11d curves (see section 4.5.3).
For intensities X and XI, there is a saturation effect in the event-by-event
procedure. An explanation can be found in the limit of the modal summation for
small epicentral-distances source-depth ratio. The greater intensities reported
in DBMI04 are due to great magnitude events (that in the used procedure
are deeper) and observation points near the source. To overcome the limits of
modal summation, the signals have been computed with DWN method up to
the epicentral distance of 50 km. Only events in the time period 1972 − 2004
(the same used in [Faenza and Michelini, 2010]) have been used to limit the
computation time. In this way the linearity of the relation between peaks and
intensities has been restored.
4.9.3 Results
The slope of the regression of DGA (1 Hz) and PGA (10 Hz) are very similar to
the one given by Cancani (1904), who modified the original Mercalli scale into
MCS and assigned the maximum values of ground movement’s acceleration to
each grade, so that an increment of one intensity degree roughly corresponds to
a doubling of the PGA.
The results at 1 Hz were directly compared with the previous regression
between macroseismic data and modeled peaks [Panza et al., 1997, 1999, Zuc-
colo et al., 2011]. The regression parameters computed in this thesis are very
near to those computed in previous works with ING data (see Table 6). The
conversion table between DGA and intensity computed in this thesis is lower
than those reported in [Panza et al., 2001] and [Zuccolo et al., 2011] for ING
data. The reason is that, as already stated, the peaks obtained from the com-
parison between maximum maps are always greater then those obtained from
event-by-event analysis.
Using these results it is possible to compute ground motion scenario in terms
of macroseismic intensity, which is the quantity that characterizes the impact
of the earthquakes on people, buildings and the environment and appears to be
an appropriate parameter to express the seismic hazard [Go´mez Capera, 2006]
since until 1900 most of the data contained in the Italian earthquake catalogue,
as well as in other countries, is based mainly on macroseismic intensity.
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Figure 4.28: PGV mean values for the different intensity class with different
maximum distance of seismogram computation for ISG, ING and DBM data
(GNDT structures).
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Figure 4.29: comparison between the distribution of peaks grouped in intensity
classes obtained with the comparison between the maximum maps (blue) and
with the event by event analysis (red).
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Figure 4.30: comparison between peak distributions obtained with modal sum-
mation alone (red) and with modal summation and discrete wave number (blue)
over the events of DBMI04 between 1974 and 2002.
a b χ2 rid
PGD −2.19± 0.07 0.27± 0.01 0.45
PGV −2.05± 0.09 0.32± 0.02 0.65
DGA −1.12± 0.06 0.32± 0.01 0.32
Table 4.2: table of regression parameters for 1 Hz synthetic seismograms com-
puted with event by event analysis, with modal summation and discrete wave
number, point source, cellular structures, DBMI04 in time period 1974 - 2002
a b χ2 rid
PGV −1.29± 0.04 0.27± 0.001 0.17
PGA −0.29± 0.06 0.30± 0.01 0.20
Table 4.3: table of regression parameters computed for 10 Hz synthetic seismo-
grams with event by event analysis, with modal summation and discrete wave
number, g11d source curves, cellular structures, DBMI04 in time period 1974 -
2002, fit over I between 4 and 11.
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I PGD (cm) PGV (cm/s) DGA (cm/s2)
IV 0.08 - 0.14 0.17 - 0.35 0.001 - 0.003
V 0.14 - 0.27 0.35 - 0.74 0.003 - 0.006
VI 0.27 - 0.50 0.74 - 1.55 0.006 - 0.013
VII 0.50 - 0.93 1.55 - 3.24 0.013 - 0.028
VIII 0.93 - 1.74 3.24 - 6.76 0.028 - 0.059
IX 1.74 - 3.24 6.76 - 14.13 0.059 - 0.123
X 3.24 - 6.03 14.13 - 29.5 0.123 - 0.256
Table 4.4: Conversion between the macroseismic observed MCS intensities and
the interval values of velocity and DGA (1 Hz seismograms).
I PGV (cm/s) PGA (cm/s2)
IV 0.6 - 1.1 0.009 - 0.017
V 1.1 - 2.0 0.017 - 0.032
VI 2.0 - 3.8 0.032 - 0.061
VII 3.8 - 7.1 0.061 - 0.117
VIII 7.1 - 13.2 0.117 - 0.223
IX 13.2 - 25 0.223 - 0.425
X 25 - 46 0.425 - 0.810
Table 4.5: Conversion between the macroseismic observed MCS intensities and
the interval values of velocity and acceleration (10 Hz seismograms).
I A B C D
V 0.005 - 0.010 - 0.007 - 0.013 0.003 - 0.006
VI 0.010 - 0.020 0.010 - 0.025 0.013 - 0.025 0.006 - 0.013
VII 0.020 - 0.040 0.025 - 0.050 0.025 - 0.050 0.013 - 0.028
VIII 0.040 - 0.080 0.050 - 0.100 0.050 - 0.100 0.028 - 0.059
IX 0.080 - 0.150 0.100 - 0.200 0.100 - 0.200 0.059 - 0.123
X 0.150 - 0.300 0.200 - 0.400 0.200 - 0.350 0.123 - 0.256
XI 0.300 - 0.600 - 0.350 - 0.700 0.256 - 0.535
Table 4.6: Comparison of conversion tables of DGA(g) into intensity between:
[Panza et al., 2001], ING data (A),[Panza et al., 2001], ISG data (B), [Zuccolo
et al., 2011], ING data (C) and this thesis (D).
Chapter 5
Neo-deterministic seismic
hazard assessment and
earthquake recurrence
NDSHA defines the hazard as the maximum ground motion at the site, com-
puted considering a large set of scenario earthquakes, and, in its standard form,
naturally and correctly, it does not supply information about the frequency of
occurrence of the expected ground motion. In fact, when an earthquake with
a given magnitude M occurs, it causes a specific ground motion that certainly
does not take into account whether the event is rare or not; thus ground motion
parameters for seismic design should not be scaled depending on earthquake
recurrence. Accordingly, in a cost-effective prevention perspective, when con-
sidering two sites prone to earthquakes with the same magnitude M, given that
all the remaining conditions are the same, the site where the recurrence is lower
appears naturally preferable. Nevertheless parameters for seismic design must
be equal at the two sites, since the magnitude we have to defend against is the
same independently from the sporadicy of the earthquake.
A first example of hybrid approach that incorporates recurrence evaluation
in NDSHA is in [Orozova and Suhadolc, 1999]. Starting from [Folladore, 2011],
the standard procedure of NDSHA has been modified here, to take into ac-
count the additional information of recurrence. The characterization of the
frequency-magnitude relation for earthquakes in the Italian region is performed
according to the multi-scale seismicity model and a recurrence estimate is as-
sociated to each of the modeled sources. The synthetic seismograms are then
computed at the different sites following the standard NDSHA procedure. Since
the frequency of the source is associated to the related seismograms, a standard
map of ground motion is obtained along with the map of the corresponding
recurrence, expressed as the number of times the ground motion is likely (on
average) to be observed in a specified time window (e.g. 1000 years). The in-
troduction of recurrence estimates in NDSHA allows the generation of ground
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motion maps for specified return periods that permits a straightforward com-
parison between the NDSHA and the PSHA maps. The comparison shows that
the maps estimated for a fixed probability of exceedance strongly depend on
the corresponding return period, with NDSHA providing a considerably wider
range of ground motion values than PSHA.
Figure 5.1: scheme of procedure of NDSHA with recurrence.
5.1 Estimation of frequency-magnitude relation
parameters for strong earthquakes in Italy
The multiscale seismicity model by [Molchan et al., 1997] has been chosen to
establish a cumulative frequency-magnitude relation of earthquakes. The a- and
b-values have already been calculated for the Italian territory in [Molchan et al.,
1997] and [Kronrod and Molchan, 2004] with different catalogs: the PFGING
[PFG-ING, 1994] and [Camassi and Stucchi, 1997] catalogs and the UCI04 cat-
alog [Peresan and Panza, 2002] respectively, the latter covering a larger time
period and having revised magnitudes.
In both estimates the Italian territory was divided in the same b-zones ac-
cording to two magnitude thresholds: 3.5 ≤ M < 5.0 (first level) and M ≥ 5.0
(second level). The magnitude range, as expected from the multiscale seismicity
model, determines the extension of these zones, which are 10 for the first level
and 4 for the second level. The results of the 1997 and of the 2004 estimates
are compatible. As NDSHA considers destructive events, i.e. with M ≥ 5.0,
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only the second level of the multiscale model has been taken into account. For
M ≥ 5.0 the Italian peninsula is divided into four zones (figure 5.2): Northern
Italy, Central Italy, Southern Italy and Sicily. For the first two zones (Northern
and Central Italy) the b-value results to be the same (b = 1.07), while the slope
of the frequency- magnitude relation for Southern Italy is as low as b = 0.65 and
very poorly constrained. The data for Sicily zone are not complete, and when
dealing with seismic hazard estimation this zone apparently must be extended
toward North Africa [Molchan et al., 1997].
In [Kronrod, 2011] an estimation of a- and b- values that takes into ac-
count the ZS9 seismogenic zonation of Italy [Meletti and Valensise, 2004] is
contained. The used catalogues are UCI2010 [Peresan and Panza, 2002] and
CPTI04 [Group et al., 2004]. The catalog UCI2010 covers a larger time pe-
riod than catalog CPTI04: it is updated for 7 years (2004-2010) by PDE data.
One of the main questions in the estimation of frequency-magnitude relation
parameters is the definition of the catalogue completeness in time, M−(T ). In
[Kronrod and Molchan, 2004] the detailed analysis of catalog CPTI04 complete-
ness is presented. The result of the analysis (table 5.1) is given in terms of lower
cut off magnitude M−(T ) and means that all events of M > M−(T ) for a given
zone can be considered complete at the time T. From the same table it can
be seen that the time completeness of data in Italy is varying in space. The
completeness of catalog UCI2010 in the updating part (2004 - 2010) is not worse
than the completeness of catalog CPTI04 in the last 5 years, i.e. the additional
part of UCI2010 is complete for M ≥ 5.0. all over Italy. Aftershocks have been
identified by the method of Molchan and Dmitrieva [1992].
Figure 5.2: The division of the Italian territory in the framework of the mul-
tiscale seismicity model. This picture is taken from [Kronrod and Molchan,
2004].
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Region (see Fig. 1) tstart M−(T ) tstart M−(T ) tstart M−(T )
East Alps, Ia 1600 6.0 1680 5.5 1750 5.0
West Alps, Ib 1750 5.0
Northern Apennines,
IIa 1500 5.0
Central Italy, IIb,c,d 1270 6.0 1680 5.0
North and center of
Calabrian arc, IIIa,b 1450 6.0 1680 5.0
Table 5.1: Catalog completeness: M−(t ≥ tstart) for M ≥ 5.0
The used a-zones (figure 5.3) are constructed merging zones of ZS9 seismo-
genic zonation. The definition of a-zones as union of ZS9 seismogenic zones is
presented in the table 5.2. The northern zone ZS9-3 is excluded because: (a)
there is large inactive area between ZS9-3 and ZS9-7 zones; (b) the completeness
of the catalog in that zone has not been studied, because the macroseismic data
for this zone are not available, the earliest event is 1887, Dec 14, M=3.6; (c)
that zone does not contain events with M 5. Merging of ZS9 regions 24, 25,
26 into one a-zone 8 is proved to be reasonable because a-zone 8 contains only
75% of the events with M ≥ 5.0 of zone 8.
The estimates of b-values for M ≥ 5.0 using various CPTI04 and UCI2010
are practically the same. The use of the new catalog UCI2010 confirms the
significant difference of b-values in zones I + II and III.
]1) ZS9 zones
Conditional Q=Area Lg Q
name ths km2
1 1, 2, 8, 9, 10 West Alps 22.728 1.357
2 4, 5, 6, 7 (without 3) East Alps 18.588 1.269
3 11, 16, 20, 21, 22 Toscana 36.741 1.565
4 13, 14, 15 N. Appenines 15.496 1.190
5 19 Umbria 4.188 0.622
6 23 Marche 9.200 0.964
7 12, 17,18 Ancona 22.719 1.356
8* 24, 25, 26 Gargano 13.855 1.142
8 Envelope of 24,25,26 Gargano 19.847 1.298
9 27, 28 North of Calabrian arc 14.719 1.168
10 29, 30 Center of. Calabrian arc 16.061 1.206
Table 5.2: Table 4: content of a-zone. 1) ] is index of the a-zone in Fig. 3 and
in Tables 57.
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Figure 5.3: The regions for definition of G-R parameters (“a-zones”) for strong
earthquakes. (Notation: black lines and numbers a-zones, blue lines and num-
bers zonazione sismogenetica ZS9)
5.2 Identification and characterization of seis-
mic sources
On account of the quality of the available data we discretize the study area
with a 0.2◦ × 0.2◦ regular grid. Each source in NDSHA at national scale is
arbitrarily placed at the center of a cell of the grid that covers therefore we call
it “cellular” source. Each cellular source is modeled as a scaled point-source
and is characterized by focal mechanism and magnitude, as described in 4; in
this case cellular source and event are the same thing (coincide), because only
the largest magnitude event is modeled in each 0.2◦ × 0.2◦ cell.
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] NM ≥ 5 AC(M ≥M0) b±∆b
1 19 -1.121 1.07± 0.17
2 19 -1.164 1.07± 0.17
3 34 (-1.047) 1.07± 0.17
4 35 -1.153 1.07± 0.17
5 11 -1.507 1.07± 0.17
6 25 -1.150 1.07± 0.17
7 22 -1.248 1.07± 0.17
8* 12 -1.917 0.61± 0.16
8 16 -1.792 0.61± 0.16
9 31 -1.504 0.61± 0.16
10 27 -1.581 0.61± 0.16
Table 5.3: Estimation of (a, b) by catalog CPTI04 without aftershocks
For the estimation of the recurrence of ground motion we must consider in
each cellular source all the relevant events (several), whose magnitude is ranging
between the maximum observed and magnitude 5.0 (lower bound for the mag-
nitude of damaging earthquakes [D’Amico et al., 1999]) and whose recurrence
is estimated based on frequency-magnitude relation.
More in detail, the recurrence estimation (estimate of frequency-magnitude
relation parameters made within polygons as described in 5.1, from now recur-
rence polygons) is combined with the discretized observed seismicity. Even if
the seismogenic nodes are defined independently from the recorded seismicity
Alekseevskaya et al. [1977] they naturally contribute to the cellular sources in
each recurrence polygon. In fact each node is a possible location for events not
recorded in the catalog. We assume that the cellular sources inside the nodes
follow the same recurrence relation of all other cellular sources in the same re-
currence polygon. Therefore in the discretized catalog after the addition of an
] N M ≥ 5 AC(MM0) b±∆b
1 20 -1.072 1.12± 0.175
2 22 -1.071 1.12± 0.175
3 32 (-1.040) 1.12± 0.175
4 40 -1.163 1.12± 0.175
5 10 -1.514 1.12± 0.175
6 29 -1.052 1.12± 0.175
7 25 -1.159 1.12± 0.175
8 17 -1.689 0.67± 0.16
9 31 -1.428 0.67± 0.16
10 29 -1.472 0.67± 0.16
Table 5.4: Estimation of (a, b) by catalog UCI2010 without aftershocks
5.2 Identification and characterization of seismic sources 92
event for each node, the maximum between the magnitude of the node and the
discretized magnitude (see section 4.1) is taken.
It is well known that for a given area, the cumulative frequency-magnitude
relation permits to calculate the expected number of earthquakes with magni-
tude greater or equal to a given threshold Mast, in our case Mast ≥ 5.0. Since
we do not need the number of earthquakes linked to the region, but rather to
every single cellular source, a procedure that allows to move from the region to
the cellular source is defined as follows.
The definition of the recurrence of the cellular sources must take into account
two major issues: the distribution of recurrence (a) among different cellular
source locations and (b) among events of different magnitude, Mast, in the
same cell. When using a cumulative distribution, the events with M M are all
taken in account. Since the higher magnitude events are already considered in
the higher magnitude cellular sources, it must be assured that these events are
not counted more than once. For such a purpose it is appropriate to consider
the discrete variant of the frequency-magnitude relation, i.e. a relation that
considers the events with Mast ≤ M < Mast + ∆M , ∆M being the width of a
step in the magnitude range. The number of cellular sources with M ≥ Mast
(Nsources) occurred is counted. Then, in order to take into account issues (a)
and (b) we perform the following steps:
• we estimate Ncumulative(M
∗) and Ncumulative(M
∗ + ∆M);
• we obtain the discrete recurrence for M∗ ≤M < M∗+∆M by calculating
Ndiscrete(M
∗) = Ncumulative(M
∗)−Ncumulative(M
∗ + ∆M);
• we divide the expected number of events Ndiscrete(M) by the number of
possible sources Nsources;
• we associate the result to the events with M∗ ≤M < M∗ + ∆M .
The procedure is repeated, with a step ∆M = 0.1, for every M∗ till the
maximum magnitude of the cellular sources contained in the recurrence poly-
gon is reached. To the events at the maximum magnitude Mmax within the
recurrence polygon we associate the cumulative recurrence N(Mmax) divided
by the number of sources with Mmax. This is done in order to take into account
also the larger events predicted by the frequency-magnitude distribution, under
the hypothesis that the largest events are most likely to occur in the locations
which already experienced large events or in the nodes.
As a rule it is not possible to associate a recurrence law to the cellular
sources (marked by question marks in figure 5.5) falling outside the available
recurrence polygons. As can be seen from figure 5, the recurrence parameters
are not defined for Sicily and Grigioni-Valtellina zone (ZS9-3) (see section 5.1).
The seismogenic nodes are defined independently from the recorded seismicity
so they can fall in areas outside the recurrence polygons that are defined on
the base of recorded seismicity and ZS9 seismogenic zones. Similarly for some
cellular sources in Slovenian and Croatian seismogenic zones (outside ZS9) that
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can produce relevant ground motion in north-eastern Italy, recurrence can not
be computed.
Figure 5.4: detailed scheme of definition procedure of sources recurrence.
Once the recurrence has been defined, each 0.2◦×0.2◦ cell (discretization cell)
is identified with a cellular source that can belong or not to a recurrence polygon.
Then the smoothing procedure is applied and all cellular sources are retained
and not, as in the standard procedure, only the cellular source with maximum
magnitude. To the cellular sources, which are produced by the smoothing pro-
cedure, the same recurrence of the discretization cells is assigned. The result is
that cellular sources, which lie in a certain recurrence polygon, may have the
recurrence defined from a nearby different recurrence polygon.
A node (circle with a diameter of 50 km) of course can contain more than
one cellular source (linear dimension of about 25 km). Therefore to the dif-
ferent cellular sources that belong to a given node the same recurrence of the
discretization cell containing the center of the node is assigned.
5.3 Computation of synthetic seismograms
In a standard NDSHA run, only the maximum magnitude events are considered.
That is because the standard NDSHA only looks at the highest possible value
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Figure 5.5: discretized seismicity with addition of “node events” (a) and recur-
rence of synthetic events of maximum magnitude of each cells (b). Question
marks represent events for which recurrence cannot be computed because fall
outside recurrence polygons
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Figure 5.6: Maximum magnitude of sources inside seismogenic zones (a) and its
recurrence (b). Question marks represent sources for which recurrence cannot
be computed because fall outside recurrence polygons.
of the ground motion predicted at the receiver via synthetic seismograms. This
value is fully sufficient to characterize the level of damage that the receiver may
experience, but not enough to estimate the recurrence of this damage.
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Figure 5.7: Maximum magnitude of sources inside seismogenic nodes (a) and its
recurrence (b). Question marks represent sources for which recurrence cannot
be computed because fall outside recurrence polygons.
The continuous scale of ground motion is discretized, in analogy with the
discrete nature of macroseismic intensity that is at the base of the largest part
of the existing catalogues (magnitude was introduced less than a century ago in
1935 [Richter, 1935]. One (positive) step in ground motion means an increase of
one unit in macroseismic intensity, which quantifies the level of damage. About
the doubling factor in peak values associated with an increment of one degree
in macroseismic intensity see [Cancani, 1904]. Therefore all possible synthetic
signals, which contribute to the highest level of ground motion must be identified
and taken into account in the estimate of recurrence. That is the reason why
there is the need for computing synthetic seismograms for every location of
possible sources from the maximum magnitude associated to the source down
to the minimum magnitude considered (typically 5.0).
5.4 Extraction of significant ground motion pa-
rameters
Each computed seismogram represents the effect at a particular site (receiver)
of the seismic event generated by one of the above-defined sources, so we can
associate it the recurrence of the synthetic event. At the receiver, all the in-
coming signals are sorted according to their peak ground motion value, but any
other parameter of interest, like for instance the damaging potential [Bertero
and Uang, 1990, Decanini and Mollaioli, 1998, Decanini et al., 2001] can easily
be used. In the standard NDSHA procedure, only the maximum value is con-
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sidered, whereas for the estimate of recurrence a range of ground motion values
must be taken into account. We choose to use the interval of peak ground mo-
tion value associated with the macroseismic intensity. The seismograms that
define, at the receiver, the highest ground motion range are retained. All the
signals belonging to this range would affect the site with an intensity I, which
is constant within the range. The total recurrence of events with intensity I is
calculated as the sum of the recurrences associated to the single seismograms,
following two criteria:
• signals deriving from the same smoothing procedure and with the same
magnitude count just as one signal alone, i.e. they provide only one ad-
dend to the total recurrence; that is because these kind of signals are a
representation of the same event;
• signals deriving from the same smoothing procedure but with different
magnitudes are independent since the magnitude recurrence is discrete
and not cumulative, thus they all take part in the summation.
If there is at least an event that produces a signal in the maximum ground
motion range and that is not characterized in terms of recurrence, the recurrence
of maximum ground motion estimation is meaningless, so we dont provide this
value. This situation is referred in the following as “incomplete recurrence
estimate” and the sites are marked by “?” in the maps of recurrence of maximum
ground motion.
The introduction of the recurrence information in NDSHA estimates provides
the possibility to generate ground motion maps associated to a given return
period. These maps provide the maximum ground motion level whose return
period does not exceed the specified value; accordingly the mapped ground
motion is likely to occur at least once in a time interval that corresponds to the
return period. Under the Poisson assumption, this procedure makes it possible
to compute NDSHA maps of ground motion that can be directly compared
with the PSHA estimates for specific probability of exceedence. In these maps
the estimate of the ground motion connected to a specific site is performed as
follows:
• the return period T is chosen, measured in years;
• all the synthetic signals associated to the site are sorted according to their
peak ground motion value, from the highest to the lowest;
• the annual recurrence values of the signals are multiplied by T;
• the recurrence values in the period T of the signals are summed up, start-
ing from the highest ground motion value signal and orderly descending;
• the signals which come from the same smoothing procedure and with the
same magnitude of an already considered signal are excluded from the
summation, as they represent an event which has already contributed to
the recurrence;
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• the summation of recurrence values in the period T stops as soon as the
value 1 is reached or surpassed;
• the ground motion associated to the site is the one of the last term of the
summation.
If in the summation for a site there is at least a signal produced by an event
without estimation of recurrence, we exclude this site from the map of ground
motion with fixed return period, as for the recurrence of maximum ground
motion. This situation is referred in the following as “incomplete ground motion
estimate for fixed return period” and those sites are marked by “?” in maps of
ground motion with fixed return period.
The so-obtained maps do not supply the ground motion which will be expe-
rienced in T years, as the more severe (and rare) events could always happen
within the time interval, therefore higher ground motion values may always be
detected.
5.5 Recurrence of maximum ground motion
The aim of the estimate of recurrence in NDSHA is therefore not to supply an
“exact” number of events expected in a time interval, but rather to roughly
estimate how frequent a ground motion level can be. It is important to point
out that the recurrence maps provide complementary information to the ex-
pected ground motion maps and by no means it is suggested to treat them as
a replacement for the latter maps as a tool for seismic hazard assessment. The
recurrence maps must always be introduced and interpreted considering their
associated ground motion maps.
The presence of sites with incomplete recurrence estimate of maximum ground
motion in Sicily and in some area of North Italy results from the lack of informa-
tion about recurrence for some seismogenic areas (Sicily and Grigioni-Valtellina
zone). The introduction of seismogenic nodes in areas without past relevant
seismicity, then outside recurrence polygons, is necessary for the correct as-
sessment of the maximum ground motion but it determines another element of
uncertainties in ground motion recurrence calculation. The difference between
the distributions of these sites for different types of motion (figures 5.8, 5.9 and
5.10) is due to the different sets of seismograms responsible of the maximum
ground motion. In general maximum PGD is due to lower frequency than PGV
and DGA, so the sources that generate maximum PGD can be more distant
and with greater magnitude than the other types of ground motion.
5.6 Effect of seismogenic nodes on the recur-
rence of maximum ground motion
The effects of the introduction of seismogenic nodes on the map of maximum
ground motion and on its stability have been analyzed in [Zuccolo et al., 2011].
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Figure 5.8: Map of maximum PGD (a) and its recurrence (b) with seismogenic
zones and seismogenic nodes. Question marks represents sites with incomplete
recurrence estimate of maximum ground motion.
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Figure 5.9: Map of maximum PGV (a) and its recurrence (b) with seismogenic
zones and seismogenic nodes. Question marks represents sites with incomplete
recurrence estimate of maximum ground motion.
Here we evaluate its effects on the recurrence estimate. We have repeated the
calculation of hazard maps with seismogenic zones alone; the maps of maximum
ground motion and related recurrence are given in figures 5.11, 5.12 and 5.13.
We can see that the recurrence of maximum ground motion is now defined
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Figure 5.10: Map of maximum DGA (a) and its recurrence (b) with seismogenic
zones and seismogenic nodes. Question marks represents sites with incomplete
recurrence estimate of maximum ground motion.
almost in the whole Northern Italy and only in Sicilia and Puglia there are
great areas incomplete recurrence estimate of the maximum ground motion.
We cannot compare the whole map of recurrence of maximum ground motion
with and without seismogenic nodes because they refer to different levels of
ground motion, but we take into account only the sites where maximum peaks
fall in the same ground motion range for the two different maps. The recurrence
of maximum ground motion (figure 5.14) is relatively low in Toscana, in Emilia
and around Garda Lake while relatively large values appear in quite scattered
sites. This fact can be easily explained analyzing the effect of the introduction
of seismogenic nodes on the magnitude and recurrence of the cellular sources.
The seismogenic nodes increase the number of large magnitude cellular sources
in some region of Italy. The introduction of seismogenic nodes increases the
number of cellular sources that can produce events with magnitude of the nodes,
so the recurrence of events of this magnitude go down (figure 5.15). On the
other side, for some sites the number of cellular sources that contribute to the
maximum ground motion range (figures 5.16 and 5.17) increase with use of
seismogenic nodes, particularly in areas with high concentration of nodes and
moderate past seismicity.
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Figure 5.11: Map of maximum PGD (a) and its recurrence (b) with seismogenic
zones. Question marks represents sites with incomplete recurrence estimate of
maximum ground motion.
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Figure 5.12: Map of maximum PGV (a) and its recurrence (b) with seismo-
genic zones. Question marks represents sites incomplete recurrence estimate of
maximum ground motion.
5.7 NDSHA maps of ground-motion with fixed
return period and comparison with PSHA
maps
Before making the comparison between NDSHA (figure 5.18 (a) and figure 5.19
(a)) and PSHA maps (figure 5.18 (b) and figure 5.19 (b)) with fixed return
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Figure 5.13: Map of maximum DGA (a) and its recurrence (b) with seismogenic
zones. Question marks represents sites with incomplete recurrence estimate of
maximum ground motion.
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Figure 5.14: ratio between recurrence of maximum ground motion estimated for
the variant with seismogenic nodes and seismogenic zones and the variant only
with seismogenic zones for sites with the same maximum ground motion range.
5.7 NDSHA maps of ground-motion with fixed return period and
comparison with PSHA maps 102
6˚
6˚
7˚
7˚
8˚
8˚
9˚
9˚
10˚
10˚
11˚
11˚
12˚
12˚
13˚
13˚
14˚
14˚
15˚
15˚
16˚
16˚
17˚
17˚
18˚
18˚
19˚
19˚
20˚
20˚
36˚ 36˚
37˚ 37˚
38˚ 38˚
39˚ 39˚
40˚ 40˚
41˚ 41˚
42˚ 42˚
43˚ 43˚
44˚ 44˚
45˚ 45˚
46˚ 46˚
47˚ 47˚
48˚ 48˚
1.0
1.5
3.0
6.0
12.0
13.0
N/N in 1000 years
(a)
6˚
6˚
7˚
7˚
8˚
8˚
9˚
9˚
10˚
10˚
11˚
11˚
12˚
12˚
13˚
13˚
14˚
14˚
15˚
15˚
16˚
16˚
17˚
17˚
18˚
18˚
19˚
19˚
20˚
20˚
36˚ 36˚
37˚ 37˚
38˚ 38˚
39˚ 39˚
40˚ 40˚
41˚ 41˚
42˚ 42˚
43˚ 43˚
44˚ 44˚
45˚ 45˚
46˚ 46˚
47˚ 47˚
48˚ 48˚
1.0
1.5
3.0
N/N in 1000 years
(b)
Figure 5.15: ratio between the sum of the recurrence of all different events in
the magnitude range: 6.0 ≤ M < 6.5 (a) and 6.5 ≤ M < 7.0 (b) for each cells
for variant with and variant without seismogenic nodes.
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Figure 5.16: ratio between the sum of the number of all different events in the
magnitude range: 6.0 ≤ M < 6.5 (a) and 6.5 ≤ M < 7.0 (b) for each cells for
variant with and variant without seismogenic nodes.
period, it is natural to analyze the two different NDSHA maps. In the map
with return period of 475 years there are more sites with incomplete ground
motion estimate for fixed return period than in that with T=2475 years, be-
cause we must sum recurrences of more signal to obtain the recurrence of one
event in 475 years and so it is more likely that a signal produced by an event
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Figure 5.17: ratio between the number of different events that contributes to
recurrence of maximum ground motion for variant with and variant without
seismogenic nodes for sites with maximum ground motion (DGA) in the same
range.
without estimation of recurrence is found. In the following the maps of maxi-
mum expected ground motion produce by standard NDSHA approach will be
call scenario NDSHA maps.
Figure 5.20 (a) displays the comparison between the scenario NDSHA DGA
maps and the one calculated for fixed return period of 475 years. The greater
differences are seen in Southern Italy, Padana region, Western Alps and Eastern
Alps. For the longer return period (T = 2475 years, figure 5.21) (a) the differ-
ences with the maximum shaking maps decreases to be often negligible, since
many more events have a return period lower than the one of the maps. The
differences between the scenario maximum DGAs and the DGAs at fixed return
periods are well described in the diagrams of figure 5.20 (b) and figure 5.21 (b).
The diagrams point out that the choice of a fixed return period causes a sys-
tematic underestimation of the expected ground motion. The values converge
as the return period increases.
The first comparison between NDSHA and PSHA maps with fixed return
period takes into consideration the commonly used PSHA map for the 10%
probability of exceedence of PGA in 50 years, calculated by [Meletti and Mon-
taldo, 2007] for the Italian territory. It corresponds to a return period of 475
years. Figure 5.18 shows the PSHA map and the NDSHA map. The PSHA val-
ues are generally higher. In Southern Italy, where strong earthquakes are more
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frequent, the results are quite comparable, whereas the great differences are in
Central Italy and in the Po Valley. In this zones there are strong events, but they
occurred with a lower rate with respect to Southern Italy. Figure 5.22 (b) is the
diagram of the NDSHA DGA values for T = 475 years versus the probabilistic
PGA values with a probability of exceedence of 10% in 50 years. The diagram
shows that the PSHA values are generally higher for low acceleration values and
become comparable to the NDSHA ones for higher accelerations. The highest
DGA values from NDSHA are all higher than their PSHA counterparts. The
figure 5.22 (b) shows that the PSHA PGAs vary within a very narrow range of
possible values when compared to the greater variance of the NDSHA DGAs.
Another routinely available PSHA map for Italy is the one associated to the
2% probability of exceedence of PGA in 50 years (return period of 2475 years).
This map and the related NDSHA map are shown in figure 5.19. Once again,
there are fewer differences in the Southern part of the country, while the DGA
values in Central Italy are still lower then the PGAs provided by the PSHA
approach (figure 5.23). Notably, the NDSHA values expected in Tuscany, a
low-seismicity region, are three ranges lower then the ones predicted by PSHA.
History has proven that Tuscany is a very low seismic area, and no seismogenic
node has been identified within this region. Neither the historical seismicity nor
the morphostructural zonation hence indicates that Tuscany is an earthquake-
prone area. Yet the PSHA map points out a relevant expected ground motion
level. This may be a consequence of the tendency of the PSHA method to
increase the seismic hazard in low-seismicity zones.
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Figure 5.18: Neo-deterministic DGA (a) and probabilistic PGA (b) for a return
period T = 475.
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Figure 5.19: Neo-deterministic DGA (a) and probabilistic PGA (b) for a return
period T = 2475.
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Figure 5.20: Ratio between the scenario NDSHA DGA map (figure 4.9) and
the DGA maps at T = 475 years (figure 5.18 (a)) and diagram of the neo-
deterministic DGA values for fixed return period T = 475 and the maximum
neo-deterministic DGA values (b).
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Figure 5.21: Ratio between the scenario NDSHA DGA map (figure 4.9) and
the DGA maps at T = 2475 years (figure 5.19 (a)) and diagram of the NDSHA
DGA values for fixed return period T = 2475 and the scenario NDSHA DGA
values (b).
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Figure 5.22: Comparison between the NDSHA DGA and probabilistic PGA for
a return period of T=475 (figure 5.18): ratio between the maps (a) and diagram
of the values (b).
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Figure 5.23: Comparison between the NDSHA DGA and probabilistic PGA
for a return period of T=2475 (figure 5.19): ratio between the maps (a) and
diagram of the values (b).
Conclusions
The NDSHA is based on the computation of synthetic seismograms, which pro-
vide a realistic modeling of the ground motion. In this thesis some different
aspect of this approach have been discussed.
Finite fault simulation is needed to compute realistic ground motions close
to a ruptured fault but the variability of many details of future fault motion
can be treated only from a statistical viewpoint. Therefore, their effect is sim-
ulated through Monte-Carlo approach. The use of a realistic model for the
representation of the extended fault, tested on the simulation of LAquila earth-
quake, introduces a stochastic element in NDSHA. In chapter 3 the variability
of ground motion scenario due to the stochastic component of seismic source
has been evaluated for real extended source model (ES) and for a simpler model
(STSPS).
In chapter 4 regional scale neo-deterministic hazard maps have been anal-
ysed. The use of a more realistic source model allowed to extend the maximum
frequency of computation of seismograms of national scale maps to 10 Hz. The
reference source spectrum has been calibrated on ITA08 and the simulated peaks
have been compared with observed peaks. The maps computed at 10 Hz have
been compared with the standard maps computed at 1 Hz and some significant
differences appeared. In view of the limited knowledge of the fine details of the
structures at the regional scale, we have to be aware of the validity limits of the
10 Hz computations. A first estimation of uncertainty due to the random repre-
sentation of the source in national scale maps has been obtained by parametric
tests on EU-India Grid infrastructure that confirmed the results obtained for
single earthquake scenarios.
In chapter 5 the standard procedure of NDSHA has been modified to take
into account the additional information of recurrence. The ground motion maps
for specified return periods has been compared with neo-deterministic hazard
map. The choice of a fixed return period causes a systematic underestimation
of the expected ground motion. The comparison between the NDSHA and the
PSHA maps for the same return periods points out that the PSHA values are
generally higher for low values of acceleration and lower for high values. It
also highlights that the variability ranges of the expected acceleration values
are greatly different between PSHA and NDSHA, with NDSHA providing a
considerably wide extent of values.
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