INTRODUCTION
Influenza A virus, a viral respiratory pathogen, can cause human mortality and morbidity. The virus is classified into different subtypes, e.g. H1N1 and H3N2, based on differences in its surface proteins, hemagglutinin (HA) and neuraminidase (NA). HA is the most important antigen for inducing protective antibody responses. Accumulation of mutations on the HA cause antigenic drift, i.e. immunologically distinct strains (also named as antigenic variants), which are produced continuously. This antigenic drift requires new vaccine strains to be updated frequently. The HA protein is a trimer of identical subunits, each of which consists of two chains, HA1 and HA2, which are 329 and 175 residues long, respectively. The HA1 mutates more frequently than HA2 and experiences a strong selection for novel variants (Bush et al., 1999a, b; Plotkin and Dushoff, 2003) . Although the NA gene also acquires substitution rapidly, NA is not considered an antigenic determinant due to its relatively small prevalence on surfaces and weak binding with antibodies (Plotkin and Dushoff, 2003) . Influenza A/H1N1, A/H3N2 and B viruses have been circulating throughout the world since 1977, and thus current vaccines are usually trivalent, containing these three strains. The antigenic variants are determined currently by using the ferret serum hemagglutinin-inhibition (HI) assay. The serology assay, however, is labor-intensive and time-consuming. Alternatively, molecular sequencing is high-throughput and yields a more accessible and precise sequence of virus. Various studies have revealed the feasibility of HA1 sequence data of influenza A for prediction of antigenic drift (Bush et al., 1999a; Lee and Chen, 2004; Smith et al., 2004) . In a previous study, five models were employed to predict antigenic variants of influenza A/H3N2 viruses, with a model based on 131 amino acid positions on the five antigenic sites shown to have a good agreement rate of 83% to serological data (Lee and Chen, 2004) . To refine the predictive power, in this study we established bioinformatics models that incorporated scoring methods in the analyses for predicting antigenic variants of influenza A H3. In addition, potential immunodominant positions could be identified and can be used to accelerate the process for selection of vaccine strain.
METHODS

Data
Forty-five HA1 amino acid sequences of H3N2 viruses isolated between 1971 and 2002 and 181 pair-wise antigenic distances were available among these 45 viruses collected as a training dataset (Lee and Chen, 2004) . A validation dataset consists of 96 pair-wise antigenic distances among 19 viruses isolated between 1999 and 2004. The antigenicity of influenza viruses is characterized based on ferret serum HI antibody cross-reactivity. The antigenic distance between two viruses is defined as the reciprocal of the geometric mean of two ratios between the heterologous and homologous antibody titers (Kilbourne et al., 1990) . The amino acid sequences of viruses and their pair-wise antigenic distances are shown in Supplementary Data.
Methods
Scoring methods
The previous models are based solely on the number of amino acid changes between two aligned sequences. In the current study, we aim to improve the models by considering the polarity, charge and structure of amino acids. In order to quantitatively evaluate the amino acid difference of pair-wise comparisons, different similarity classes for grouping amino acids and scoring matrices were employed. The non-grouping method used in the previous models is the simplest scoring method that assigns zero or one depending on whether two amino acid residues are identical or not. As for grouping methods (GM1-GM6), the score is assigned one as the amino acid residues change between different classes; however, change of the amino acid residue within the same class is ignored, and thus zero is assigned. As a consequence, the scores of pair-wise amino acid comparisons obtained from non-grouping and grouping methods are binary. The similarity classes in each grouping method are listed below: GM1 divided the 20 amino acid residues into the three most common classes: non-polar, polar and charged. GM2-GM4 further divided the non-polar class into aliphatic and aromatic classes, and the charged class into positively and negatively charged classes. GM5 and GM6 are based on side chains of amino acid residues referred to in Espadaler's study (Espadaler et al., 2005) . Cysteine (C) was placed in its own class because of its propensity to form disulfide bridges.
Alternatively, in order to provide quantitatively continuous scores for amino acid differences, this study employed substitution matrices and some amino acid pair distances. The most common substitution matrices, PAM250 and BLOSUM62-abbreviated as PAM and BLO, respectively-were modified to PAM.A and BLO.A by replacing the diagonal values with 0. The original diagonal of the matrix represents the identities, which means there are no differences between the two amino acid residues. Furthermore, the negative values in PAM and BLO represent the seldom-observed substitutions or dissimilarity of amino acids; but the positive values represent the frequently observed substitutions or similarity of amino acids. Therefore, PAM.B and BLO.B were produced by replacing the positive values in PAM and BLO with 0 and making the negative values become positive. In addition, three matrices associated with amino acid differences are used in this study. In the Miyata matrix, the amino acid pair distance was made according to hydrophobicity and volume of amino acid residues, etc. (Miyata et al., 1979) . The Collins matrix was obtained from taking the logarithm of relative mutability of the 20 amino acid residues (Collins and Jukes, 1994) . In the Grantham matrix, the chemical distance for each amino acid pair was constructed based on the composition, polarity and molecular volume of amino acid residues (Grantham, 1974) . Each pair-wise amino acid sequence alignment can be converted to a 1 Â 329 vector based on the matrices described earlier and then can be used for further analysis.
Analysis methods
The pair-wise sequence comparisons were converted to binary and continuous scores according to the scoring methods described in Section 2.2.1. Their corresponding antigenic distances were considered as the continuous dependent variables in regression analyses on amino acid changes according to different scoring and grouping methods. One can also assign two categories-S (similar viruses) or V (antigenic variants)-according to the antigenic distance with the cutoff value 4 (54 or^4) (Lee and Chen, 2004) . The purpose of the analysis is to find potential immunodominant positions that can predict antigenicity with a high agreement rate. In this study, the potential immunodominant positions are defined as amino acid substitutions that are positively associated with antigenic distances. Four statistical and machine-learning methods were used in this study for analyzing the pair-wise scoring vectors.
Iterative filtering algorithm For each amino acid position in the sequences, the count of 1 in antigenic variants minus the corresponding count of 1 in similar viruses will be used to rank the amino acid positions in decreasing order. The amino acid position with rank one is put into a model, with the remaining amino acid positions tested for their contribution to the model. Each position is put into the model depending on whether it can improve the performance. Whenever one position has entered the model, other positions in the model will be examined again and remain in the model as long as their existence contributes to the performance. After this iterative procedure, some amino acid positions with the maximum agreement rate were kept in the model.
Multiple regression The pair-wise comparisons of amino acid sequences obtained from scoring methods for each amino acid position and logarithmic transformation of their corresponding antigenic distances (lnAD) could be deemed independent variables and dependent variables, respectively, in stepwise multiple regression. Linear combinations of the amino acid positions were, therefore, obtained for prediction of antigenic distances. SPSS 13.0 (SPSS Inc., Chicago, Illinois) was used to carry out stepwise multiple regressions. The predicted value is then classified as S or V using ln(4) as the cutoff.
Logistic regression The pair-wise comparisons of amino acid sequences obtained from scoring methods for each amino acid position and their corresponding probability of antigenic variants (0 for similar viruses and 1 for antigenic variants) were used in logistic regression. The backward conditional method was employed with SPSS.
Support vector machine (SVM) The pair-wise comparisons of amino acid sequences obtained from scoring methods were used as inputs for SVM. Classification problem of predicting S or V was solved by SVM. The SVM package in R language is in a package called e1071.
Testing strategy and performance comparison
The models combining the scoring and analysis methods were built based on the training dataset and then applied to test the validation dataset. Antigenic variants and similar viruses are predicted based on proposed models. Agreement rate, sensitivity and specificity were calculated for comparisons of different models, using the serologically antigenic distances as the gold standard. The agreement rate is defined as the ratio of all truly predicted pairs to the number of all virus pairs. The ratio of predicted variants to true variants and the ratio of predicted similar viruses to true similar viruses multiplied by 100% are defined as sensitivity and specificity, respectively.
2.2.4
Applying the model to flu sequences without serology data We applied our model to human influenza A/H3N2 sequence data downloaded from influenza sequence database [ISD, (Macken et al., 2001) ]. After aligning sequences by MUSCLE (Edgar, 2004) and removing those with a length shorter than 329 residues, 3098 sequences were used for further analysis. Virus sequences were compared with WHO-recommended vaccine strain sequences based on their years of isolation and then predicted as antigenic variants or similar viruses by our model. Percentage of predicted antigenic variants was obtained in each year. Fisher's exact test was used to test whether there is any relationship between vaccine strain update and the percentage of predicted antigenic variants in the previous year.
RESULTS
In the previous study, the non-grouping method was used to transform the pair-wise amino acid sequence comparisons into 0 and 1 (Lee and Chen, 2004) . In this study, we combined the concept of similarity classes of amino acids with the models proposed by Lee and Chen, but the agreement rate was raised only from 82.9 to 84.0% for their best model. We would like to further establish bioinformatics models to refine the predictive power.
The reaction of virus strains is compared in a HI test with that of a panel of reference virus strains using specific antisera raised against these viruses by infection of ferrets. These serological studies were undertaken in collaborative laboratories within the network of the WHO. In this study, we collected the 181 pair-wise antigenic distances to build the models and then intended to predict whether the new virus strains in the validation dataset are drift variants to the reference strains. Two reference strains, A/Panama/2007/99 and A/Fujian/411/2002, were both included in the training and validation datasets. In the validation dataset, 29 pairs were associated with these two reference strains and 67 pairs were pair-wise comparisons among the other 17 virus strains isolated in 2002-2004. In order to identify the potential immunodominant positions, the four analysis methods described in Section 2.2.2 were combined with different grouping methods. The results are shown in Table 1 . Using the non-grouping and the iterative filtering algorithm, the agreement rates were 89.50 and 54.17% in the training and validation datasets, respectively. Although the grouping methods GM1, GM2 and GM6 followed by iterative filtering had the same performances in the training and validation datasets, GM6 was found to be the best scoring method prior to iterative filtering by using 10-fold crossvalidation that merges the training and validation datasets together. The procedure was repeated a thousand times to evaluate agreement rates for various grouping methods. A t-statistic was used to test whether the mean agreement rate obtained from GM6 is higher than that of other methods. The P-values of the t-tests for the comparisons of GM6 with GM1 and GM2 were 4.8 Â 10 À7 and 1.1 Â 10
À6
, respectively. Therefore, GM6 is an appropriate scoring method prior to iterative filtering.
Using the regression method, some amino acid positions with negative regression coefficients do not meet the definition of potential immunodominant positions. The coefficients of AA88 and AA262 were À1.040 and -0.598, respectively, in the model that combines the non-grouping method and multiple regression analysis. Nevertheless, the grouping methods could reduce the noise and all coefficients of selected positions from multiple regressions were positive. The model combining the regression method and the GM5 has the best performance (agreement rates are 91.71 and 91.67% in the training and validation datasets, respectively). Apparently, the grouping methods could make the pair-wise amino acid comparisons clearer and more appropriately be applied to further analysis. In addition, we divided the training dataset (181 pair-wise comparisons) into 5 sub-datasets representing different degrees of sequence similarity (as shown in the Supplementary Data).
The five sub-datasets have similar numbers of pair-wise comparisons (range 29-43). The agreement rates of the five sub-datasets in the training and validation datasets were 84-100% and 70-91%, respectively. Proportion of antigenic variants in the sub-datasets is highly correlated with average number of amino acid differences. The high sequence similarity (1 $ 5 amino acid differences) seems to have lower agreement rates in the training and validation datasets. However, caution needs to be taken interpreting the results due to the small numbers of amino acid differences in pair-wise comparisons and the low proportion of antigenic variants. Although the logistic regression had the good agreement rates of 93-94% in the training dataset, it had poor predictive power for the validation dataset-probably because of overfitting. SVM following grouping methods could be a good predictor and the linear kernel made SVM a simple model that is one kind of linear combination of amino acid positions. The number of amino acid positions selected by SVM, however, exceeded 25, many more than in the other methods. The amino acid positions selected by each method are shown in the Supplementary Data.
In addition to the binary data obtained from different grouping methods, the continuous data transformed from various matrices-e.g. PAM, BLO, Miyata, Collins and Grantham-were further employed for analyses. Multiple regression, logistic regression and SVM were used to analyze the continuous data transformed from these matrices. However, there were serious overfittings in logistic regression and SVM (data not shown), so we present only the results of multiple regression (Fig. 1) . Unexpectedly, the predictive power of the modified substitution matrices is worse than that of the original substitution matrices. In spite of the meaningful modification, the positive scores in the original substitution matrices were replaced to zero and thus less information was provided in multiple regressions and led to poor results.
Because the amino acid residues involved in antibody binding are likely to form the exposed surface of the protein, the surface positions of HA1 were selected for further analysis. There are 148 amino acid positions on surface of the trimer form of HA1. These 148 positions were selected for further analysis; the results are shown in Figure 1 . The agreement rates for the training dataset in the Miyata, Collins and Grantham scoring matrices are similar; the introduction of surface positions, however, could improve the agreement from 88.95 to 92.82% in the Collins matrix. Despite the good performance obtained from combining the multiple regression analysis and the continuous scoring matrices, the grouping method was determinedly used in our model, since it integrates meaningful biological information and outperforms substitution matrices. After thorough testing, a feasible strategy had the best agreement rates: 93.37 and 91.67% in the training and validation datasets, respectively (Table 2 ). This strategy is described as follows: the GM4 was used to convert pair-wise amino acid comparisons into binary data, and surface positions were then selected for stepwise multiple regression. The GM5 was also used for the same process, producing a 92.82% agreement rate in the training dataset. The regression coefficients of amino acid positions obtained by the models are shown in Table 2 . These 18-20 positions are all in the antigenic sites, as shown in 3D structure of hemagglutinin (Fig. 2) , and are believed to be potential immunodominant positions. We applied our model to the sequence data downloaded from ISD, and predicted whether the viruses are antigenic variants of the WHO-recommended vaccine strain by making use of the pair-wise sequence comparisons. The percentage of predicted antigenic variants was thus obtained in each year. The results, shown in the Supplementary Data, may reflect the association between the percentage of antigenic variants and the vaccine strain update in the following year (P-value ¼ 0.07, Fisher's exact test). However, these samples may not be good representations of total populations and some years have relative small sample sizes (550 sequences), which need to be taken into consideration for interpreting the results.
DISCUSSION
Currently, the serum HI assays is the most common way to detect antigenic variants, and global influenza surveillance relies heavily on this technique. It is, however, labor-intensive and time-consuming. Meanwhile, phylogenetic analysis is widely used to elucidate genetic relatedness. A neighbor-joining phylogenetic tree of the 62 HA1 amino acid sequences in the training and validation datasets, as shown in Figure 3 , was constructed by using the Web-based phylogenetic analysis tool named POWER (Lin et al., 2005) . Phylogenetic tree analysis is a useful tool to construct genetic relatedness; neighboring strains in the phylogenetic tree are usually regarded as genetically similar viruses. For example, the antigenic distances between A/HongKong/23/92 (HK92) and A/Beijing/32/92 (BEI92), A/Alaska/10/95 (ALA95) and A/Fujian/47/96 (FUJ96) and A/Nanchang/933/95 (NCH95) and A/Wuhan/ 359/95 (WHN95) were 2.00, 2.00 and 1.00, respectively, which are successfully indicated by the phylogenetic analysis. Two pairs, however-A/Bangkok/1/79 (BAN179) and A/Bangkok/ 2/79 (BAN279), and A/Shanghai/11/87 (SHA87) and A/Victoria/7/87 (VIC87)-had antigenic distances of 9.24 and 5.66, respectively, making them antigenic variants; yet these were grouped together in the phylogenetic tree. Moreover, although A/Sydney/05/97 (SYD97) and A/Panama/2007/99 (PAN99) are antigenically similar viruses (antigenic distance 1.41), they are separated widely in the phylogenetic tree (12 amino acid residues difference). These examples reveal that some amino acid positions are more important than others; thus, potential immunodominant positions need to be identified. Although molecular sequencing is high-throughput and robust, the phylogenetic tree based on sequence analysis still cannot confidently predict antigenic variants because it lacks a good criterion to determine how the distance between two viruses can be related to antigenic variants.
In this study, we combine the sequence comparisons and antigenic distances to develop the bioinformatics models for prediction of antigenic variants. In sequence comparisons, we use various grouping and scoring methods. The amino acid positions identified in the iterative filtering method were weighted equally; thus, antigenic variant can easily be predicted according to whether their amino acid residues mutate in these positions. In the model based on the iterative filtering algorithm, around 10 amino acid positions were required to determine the antigenic variants with around a 90% agreement rate (Table 1) . It is quite apparent that the non-grouping method combined with iterative filtering resulted in the worst agreement in the validation dataset. Looking into the false prediction of the validation dataset, we found that it was due mainly to the amino acid position AA189. The viruses with the amino acid residue serine (S) in AA189 mutated to asparagine (N) and thus were predicted falsely to be antigenic variants. In contrast, the grouping methods placed serine and asparagine into the same class based on their polarity and thus could resolve this misclassification problem and had better agreement rates in the validation dataset. Although the iterative filtering had only 76% agreement rates in the validation dataset, the extremely high sensitivity still helps us identify antigenic variants more easily.
In addition to the substitution matrices, three matrices associated with amino acid differences (Miyata, Collins and Grantham) were employed in this study. The three matrices have different scores. The identical amino acid residues were assigned as 0; but the most dissimilar pairs of amino acidsglycine (G) to tryptophan (W), cysteine (C) to threonine (T) and cysteine (C) to tryptophan (W)-were assigned 5.13, 0.60 and 215 in Miyata, Collins and Grantham matrices, respectively. The agreement rates of multiple regression analyses of continuous data obtained from substitution matrices PAM and BLO were around 90% (Fig. 1) ; but it is difficult to explain the coefficients of the selected positions. In addition, Blosum90 and PAM6.4-8.7 were also applied here because the hemagglutinins of influenza A have a 90% sequence identity within subtypes (Knossow and Skehel, 2006) . The agreement rates of multiple regressions of these continuous data were 590%. As for the other three matrices associated with amino acid differences, their agreement rates are nearly the same with the grouping methods. As a consequence, the grouping methods were determinedly used in our model.
Stepwise multiple regression and backward conditional logistic regression were employed to select the amino acid positions and to weight differently on each position. Although influenza viruses change continuously to escape from immunity, the mutations of amino acid residues on HA1 are functional and structural constraints for the stability of proteins. The net charge of protein critically affects on protein structure and thus the adjacent residues mutate together. For example, the amino acid residue changed from glutamic acid (E) to lysine (K) in AA82 but from K to E in AA83. GM1, GM2 and GM6 grouped the charged amino acids in the same class and had the better agreements than GM3, GM4 and GM5 in use of the iterative filtering method; this is because iterative filtering following GM3-GM5 picked the position AA2 that lies far away from the regions of antibody combination and is buried inside the folded trimer. However, the agreement rates in multiple regressions had the contrary trends. To divide the charged amino acids into positively charged class and negatively charged class could provide more information to multiple regression analysis for achieving a better agreement rate in prediction. The results imply that different grouping methods may suit different analysis methods. Cross-validation was repeated a 100 times for evaluating the difference in predictive performance of the two different models: the model combining iterative filtering and GM6, and the model combining the regression method and GM4. Their testing agreement rates were 84.46 AE 6.37 and 88.39 AE 6.12%, respectively. In bioinformatics views, one can make use of the grouping methods combined with iterative filtering, multiple regression or SVM to predict antigenic variants; however, we mainly focus on multiple regression to explore the biological meaning of identified positions.
We intended to explore the antigenic drifts over the last 35 years; but the short supply of serological data may limit the predictability of our models. Nevertheless, the high predictive performance of testing the validation dataset demonstrated that our models could predict antigenic variants prospectively. In addition, we merged the validation dataset with the training dataset to go through the same process: GM4 was used to convert pair-wise amino acid comparisons into binary data, and surface positions were then selected for stepwise multiple regression. Twenty-two amino acid positions were identified with a 92.06% agreement rate; and only two positions (AA193 and AA227) were newly identified, which indicates this model is stable. Finkenstadt and colleagues have stated that antigenic variant strains usually appear first in the southern hemisphere and that this information would be available to predict the following epidemic year of northern hemisphere (Finkenstadt et al., 2005) . In addition, mutations at new positions occur frequently in the HA of influenza A/H3N2 viruses (Lee et al., 2007) . Therefore, in order to increase the predictive power for facilitating vaccine-strain selection, new cross-reactivity data based on recent viruses need to be added to the training dataset continuously.
Although (Jin et al., 2005) . The amino acid residues in these two positions of HA1 protein of A/Fujian-like viruses had complementary changes of charged property, H155T and Q156H, and thus their structure are stabilized. In our model, the regression coefficients of AA155 and AA156 are 1.202 and 0.400, respectively, which indicates simultaneous changes of these two amino acid residues could cause antigenic drift (lnAD ¼ 1.6024ln4). The threshold used to identify antigenic variants as four is not arbitrary, which has some biological reasons. In the literatures, a virus that shows 4-fold or greater difference to reference antisera is considered an antigenic variant (Besselaar et al., 2004; Daum et al., 2005; Ellis et al., 1997) . In order to evaluate whether our models are dependent on the threshold, square roots of 8 and 32 (i.e. 2.828 and 5.657) were used as thresholds to define antigenic variants. The agreement rates of using thresholds at 2.828 and 5.657 were 89.50 and 90.06%, respectively, which are not significantly different from that using threshold at four (P-values ¼ 0.121 and 0.211, McNemar test). Therefore, this result revealed that our models are not significantly dependent on the threshold.
In examination of the prediction results from 96 pair-wise comparisons in the validation dataset, our different models These examples indicated that the HI assay might not be sensitive because of laboratory variability. Since neutralization arrays for detecting influenza virus antibody responses are more sensitive than the HI assay, they may be the better data source.
Gupta et al. reported that their new definition of antigenic distance-pepitope, based on the pair-wise sequence comparison-is highly correlated with vaccine efficacy (Gupta et al., 2006) . However, they only used 19 pair-wise sequence comparisons among 18 viruses to demonstrate the correlation between pepitope and vaccine efficacies. Although they made use of the pair-wise sequence comparisons to estimate the vaccine efficacy by their model, the evidence is insufficient due to the limited data.
Smith et al. provided an antigenic and genetic map of influenza H3 viruses and found 45 amino acid positions related to cluster-difference substitutions (Smith et al., 2004) . Out of the 20 amino acid positions listed in Table 2 , we identified 16 amino acid positions contributing to cluster transition (Table 3 ). The four amino acid positions-AA92, AA129, AA240 and AA273-were excluded because only one amino acid residue was substituted in these positions among 45 viruses in the training dataset in our study. Based on regression coefficients of these 16 amino acid positions obtained from multiple regression, 31878 pair-wise comparisons among 253 viral isolates belonging to 11 clusters [data extracted from the Supplementary Data (Smith et al., 2004) ] were tested exhaustively. We assumed that a pair of viruses sampled from different clusters or from the same cluster were antigenic variants or similar viruses. The result showed that a 97.08% (30973/31878) agreement rate was reached by using 16 positions. The highly HK68-EN72  T122N, G144D, T155Y, N188D, R207K  G144D, N188D  EN72-VI75  N53D, R102K, N137S, S145N, L164Q, F174S, Q189K, S193D, I213V,  I217V, I230V, I278S   F174S, Q189K   VI75-TX77  K50R, D53N, E82K, S137Y, G158E, Q164L, S174F, D193N, K201R,  V213I, V230I, M260I   E82K, G158E, S174F   TX77-BK79  N53D, N54S, I62K, K82E, N133S, P143S, G146S, K156E, T160K, D172G,  Q197R, V217I, V244L   K82E, K156E, T160K, N173K   BK79-SI87  G124D, Y155H, K189R  E82K, G124D, Y155H  SI87-BE89  N145K  G135E, N145K  BE89-BE92  S133D, K145N, E156K, E190D, T262N  K145N, E156K, S157L, R189S  BE92-WU95  N145K  I121T, D124G, N145K  WU95-SY97  K62E, K156Q, E158K, V196A, N276K  G124S, K156Q, E158K, N276K  SY97-FU02  V25I, R50G, H75Q, E83K, A131T, H155T, Q156H, V202I, W222R, G225D  H155T, Q156H consistent result revealed that our model indeed reduced the positions related to cluster transitions to a small number and could still stand comparison with the antigenic map. We also used the 20 positions as shown in Table 2 for an exhaustive sampling study and got 89.89% (28654/31878) of agreement rate. It is hard to compare the performances of two studies because Smith et al. used a k-means clustering algorithm to determine the clusters in the antigenic map, which are not always consistent with antigenic distances. Ideally, the real performances should be compared by using the same serological data. Our models provide a feasible strategy for incorporating bioinformatics scoring in statistical methods and further identifying the potential immunodominant positions for predicting antigenic variants, which could be readily integrated to the global influenza surveillance system. Moreover, the methods could also be applied to other highly mutable viruses (Lipsitch and O'Hagan J, 2007) .
