ABSTRACT Deep learning has become a recent, modern technique for big data processing, with promising results and large potential. For recommender systems, user and item information can be used as input vectors to perform prediction tasks. However, augmenting the number of layers to improve feature extraction will increase the computational complexity considerably and may not achieve the desired results. This paper proposes a method called attention convolution collaborative filtering (Att-ConvCF), which integrates an attention mechanism with a collaborative filtering model to improve the effectiveness of the feature extraction by reassigning the weights of feature vectors. Descriptive documents for the items are used to enrich the background information through a convolutional neural network. Finally, extensive experiments with realworld datasets were performed, and the results showed that Att-ConvCF could effectively extract the feature values of the data and significantly outperform the existing recommendation models.
I. INTRODUCTION
A recommender system is an advanced intelligent method based on machine learning for Big Data. Its main function is to make personalized recommendations according to user needs. It also plays a significant role in enabling feature learning of user preferences and item particulars. In the era of Big Data, users normally feel helpless when confronted with such a large amount of data. The recommender system can effectively improve processing efficiency by predicting ratings or other indicators to reflect user preferences. It aims to provide users with recommendations about items that people with similar tastes and preferences have liked in the past [1] . For instance, such a system can predict the degree of preference of a user for a new movie based on ratings of movies that the user has watched and, based on the predicted rating, decide whether to recommend the movie to the user. It is reported that 80% of movies watched on Netflix are suggested by their recommender system [2] .
For such regression prediction problems, collaborative filtering (CF) is the key technique to build a personalized recommender system, which infers a user's preference not only from his behavior data, but also from those of other users [3] . CF mainly includes memory-based methods and modelbased methods. The memory-based methods use the connections between users or items to make recommendations. More precisely, similar users or items are matched according to similarity measures. Model-based methods, on the other hand, use a machine learning algorithm to learn feature vectors and then obtain ratings for recommendation.
Many excellent methods used in recommender systems are based on CF techniques. CF analyzes the relationships between users and the interdependencies among items to identify new user-item associations [4] . It aims to use the similar preferences of people in their ratings history to predict what users might prefer. CF can explore the underlying reasons for the common features of different users in the ratings. The general approach is to represent the information of existing users and items as a one-hot vector and to send this vector into the deep learning framework to be trained [5] . Feasible conventional methods include LibFM [6] , wide and deep learning [7] , NCF [8] , and others.
Model-based collaborative filtering has been widely used in recent studies. The method uses machine learning algorithms to train the embedding of users and items and then to build a model to predict the ratings of the users about new items. The method of predicting ratings based on matrix factorization (MF) is quite extensive [9] - [11] . In particular, He et al. [8] proposed a neural collaborative filtering (NCF) method to incorporate nonlinear functions into matrix factorization. This is a special method to integrate embedded features into MF and includes a multi-layer perceptron (MLP) to assign a nonlinear structure to the model. For the task of rating prediction on explicit feedback, it has been shown that MF model performance can be improved by incorporating user and item bias terms into the interaction function [12] . The generalized matrix factorization discovers the potential feature interaction between users and items, and the addition of nonlinearity can more accurately capture the complex interactions between users and items.
Most of the time, only one-hot vectors are used to behalf of the users and items. Upon training, the input data will become sparser and contain less information, which is inefficient for a training model that predicts ratings. To enhance accuracy, several recommendation techniques have been proposed that consider not only rating information, but also auxiliary information such as user demographics, social networks, and item description documents [13] . Some recent advances have applied CF to recommendation tasks and shown promising results. They used MF mostly to model auxiliary information, such as textual descriptions of items, audio features of music, and visual content of images [14] - [16] . Kim et al. [13] proposed a convolutional matrix factorization method for document context-aware recommendation (ConvMF), which adds document information on items to the probabilities matrix factorization (PMF) so that the document information can convey the features of items more accurately. To process the item documents, this paper uses a convolutional neural network (CNN), which is a state-of-the-art machine learning method that has shown high performance in various domains such as computer vision [17] , natural language processing (NLP) [18] - [20] , and information retrieval [21] , [22] . The document can be transformed into a vector matrix and learned according to the principles of the CNN. The recommendation method based on document context-awareness with CNN processes the item documents as input and is effective in solving sparse data problems, creating a more sophisticated relationship between users and items and increasing the accuracy of ratings.
For the sake of accurate ratings prediction, a convolutional collaborative filtering method with attention mechanism was chosen in this work. An attention mechanism is a means of focusing on specific parts of the input, in other words, giving more weight to more valuable information, in the expectation that a higher attention value could make the model abstract more useful information. Moreover, the attention machine, as a method that copies human behaviors, should have different effects on different sites. Extensive experiments were conducted on the MovieLens and Amazon Instant Video datasets for personalized recommendations. Three methods were suggested to determine which part of the model should be combined with the attention mechanism. The results showed that it is most obvious to combine attention with the hidden layer to enhance prediction accuracy. Finally, several state-of-the-art recommender system methods, such as PMF, CTR, CDL, and ConvMF, were included to indicate the effect of the proposed method.
The main contributions of this research can be summarized as follows:
1. A CF framework called convolutional collaborative filtering with attention (Att-ConvCF) has been proposed for ratings prediction. The method combines traditional CF with an attention mechanism to assign proper weights to the prediction model and improve feature extraction. 2. Use of the attention mechanism in different parts of the proposed framework has been investigated. The best parts for more focused attention may vary according to the data characteristics. The attention mechanism focuses on the low-dimension model space for dense data and on the high dimension model space for sparse data. 3. Methods of combining different feature vectors are also discussed. Concatenation is suggested to merge miscellaneous feature vectors. The rest of the paper is organized as follows. Section 2 briefly reviews the preliminaries of CF and of the representative matrix factorization, CNN, and attention mechanism methods. Section 3 describes the architecture of the proposed model and learning algorithm in detail. Section 4 introduces the experimental method, reports the experimental results, and presents discussions. Section 5 summarizes the conclusions and gives directions for future work.
II. BACKGROUND AND RELATED WORK
Recently, most state-of-the-art predictive rating recommendations have been based on CF techniques, which mainly include memory-based methods and model-based methods. The memory-based CF methods use a rating matrix and data on connections between users and items to recommend a new item that has not been rated by users. The model-based methods are more extensive [23] , [24] and use machine learning to construct a recommendation model trained for predictive rating on the basis of the history data of users.
A. MATRIX FACTORIZATION
To use the information about users and items more efficiently as well as to calculate the interaction relationships between them, this study used MF to calculate second-order VOLUME 7, 2019 interaction features. MF can reduce the two-dimensional rating matrix R u * i to the feature vectors of the user u and the item i. For instance, the basic MF model [25] maps the user and item into a joint latent space. As a recommender system method, MF has been successfully used in various applications. The latent factor model (LFM) [26] takes into account the impact of latent factors on the ratings and issues recommendations using the latent vectors of users and items. ConvMF [13] uses information about users and descriptive documents about items as latent vectors to predict ratings.
B. CONVOLUTIONAL NEURAL NETWORK
A convolutional neural network (CNN) is a typical category of multilayer feedforward neural network. Its goal is to combine lower-level features into high level representations following a given network architecture [27] . Two important structures in a CNN are the convolution layer and the pooling layer. The function of the convolution layer is to use the convolution kernel with the weights and a fixed scale to move in the feature matrix according to a fixed step size. In this way, the computational complexity can be reduced by sharing weights and features. In the pooling layer, the most commonly used method is the max-pooling method, which works to reduce the dimensionality of the data without changing the features. Because of these characteristics of CNN, it is good for solving problems that are location-invariant, where each feature is extracted in its input space and also depends on the compositional relationships between local and global features. This is the reason why CNNs have succeeded in computer vision [27] . Even though CNN was originally developed for that purpose [16] , the key idea of CNN has been actively applied to information retrieval and NLP in contexts such as search query retrieval [21] , [22] , sentence modeling and classification [19] , [20] , and other traditional NLP tasks [18] . It can capture the compositional semantics of an entire sentence according to a set of features and compress these valuable semantics into feature maps [28] . For instance, in the field of dialogue topic tracking, CNN can be used to analyze the dialogue content. Reference [27] uses bag-of-words to form feature vectors from the dialogue content and uses CNN to extract the feature vectors. This is also a classic way to process documents. However, there are many alternative methods for document processing in practical applications. The choice among them depends on the actual situation in the dataset.
C. ATTENTION MECHANISM
The attention mechanism has been a popular model in recent years and has been widely used in many tasks such as recommendation, information retrieval, and computer vision [29] . The main principle is to imitate the attention mechanism of human beings. When our brain processes sensory signals, it will focus on certain representative areas. People have been found to identify things more quickly by using these areas. This rapid screening ability of humans demonstrates the efficiency and accuracy of the attention mechanism.
The deep learning attention model can be regarded as a weight matrix with the same scale as the input data. In the beginning, each weight corresponds to an input value; then each of them is multiplied by the input value to give the result with attention. Finally, the degree of attention to the input data depends on the value of the weights. In addition, the weights are proportional to the degree of attention, meaning that a larger weight means stronger attention. In a nutshell, the key idea of attention is to learn how to assign attentive weights to a set of features: higher (lower) weights indicate that the corresponding features are more (less) informative for the task [4] . The attention mechanism has been applied in many recommendation tasks. Considering the interaction relationship of the inputs, the attention network is generated by the pair-wise interaction layer [29] and combined with each interaction vector. Moreover, in a recent issue of [30] , Google has proposed a self-attention model that can replace CNN and RNN. It considers the parallelization of model training based on the original attention model and achieves good results in the field of machine translation. The attention mechanism is an excellent method for NLP that improves feature extraction efficiency.
III. The Att-ConvCF MODEL
To begin with, the overall structure of the Att-ConvCF will be introduced. Afterwards, the application and details of the methods, including MLP, CNN, the attention mechanism, and the related optimization method, will be introduced as well.
A. GENERAL FRAMEWORK Fig. 1 shows the main components of the model. The one-hot vectors are input as user vectors along with the item vectors represented by the document information into the generalized matrix factorization (GMF). Concatenation is then used to combine the two feature vectors into MLP to predictŷ. Note that the attention mechanism combines these three parts of the model as comparative experiments. Inspired by MF, it is possible to use the information on U and I obtained by the ratings matrix R to predict ratings (U i ∈ R k * n , I r ∈ R m * k and R ∈ R m * n ). In addition, the documents that describe the items can be used as input, and CNN can be used to process them into vectors. Due to the differences in how the user and item vectors are obtained, the two types of vectors are integrated into a new type by concatenating them to retain as much feature information as possible. The new vector is sent as input to the MLP for learning and predicting the ratings. Moreover, the attention mechanism is then introduced to optimize the model. To explain more clearly how the attention mechanism works, three methods were developed to integrate the attention model with the pooling layer, the fully connected layer, and the hidden layer. Once this has been done, the model can be used to predict ratings based on these three approaches to evaluate the most efficient way to use attention mechanisms.
B. CNN MODEL OF Att-ConvCF
The CNN structure is designed to process the documentary information about items, which is a critical step in embedding the words in the document. This study used a tool called the Glove [31] , which can transfer words in the document to represent them in vector form at a fixed scale to pre-train the raw data to form a word vector matrix D a * l , where a is the size of the embedding dimension for each word and l is the length of the document. Then CNN can be used to extract document features and to form a latent vector representation of the items. Using a one-dimensional convolutional kernel to process document tasks is common. As shown in Fig. 2 , the word vector matrix is extracted by the one-dimensional convolution kernel w ∈ R a * h at different scales in the convolution layer. The one-dimensional convolution kernel is an effective tool when convolutional neural networks process document tasks. Its size is consistent with the size of the embedding dimension. The size of the convolutional kernel window determines the number of words included in each step, and the number of steps determines the embedding dimension. The method of convolution layers for feature extraction can be represented as:
where n denotes the number of convolution operations, m denotes the number of convolutional kernels, and h denotes the size of the convolutional kernel window. In this study, ReLU was chosen as the activation function f because ReLU can avoid the vanishing gradient problem, which causes slow optimization convergence and may lead to a poor local minimum [32] , [33] . The symbol ''·'' represents the dot product of the shared weights of the convolution kernel and the word vector. The notations w and b represent the weights and the bias.
The function of the pooling layer is to reduce the dimension of the word vector further and to extract the feature values on the basis of the convolution operation. In particular, pooling enables the features to be translated without changing their properties. Pooling methods include max-pooling, averagepooling, stochastic-pooling, and others. This study has generally used the max-pooling method, and the features obtained by the convolution layer are further classified through sampling the pooling layer, which can prevent overfitting and enhance structural robustness. The max-pooling method can be expressed as:
To generate the item embedding that matches the user embedding, the feature vector is further processed after the pooling layer. The size of the item latent vectors must match that of the user latent vectors so that they can complete the recommendation tasks together [5] .
C. ATTENTION MODEL OF Att-ConvCF
Use of an attention mechanism improves the prediction precision of the model and is the main innovative contribution of this research. For a traditional attention mechanism, the attention weight matrix is generated by the encoder structure, and a new feature vector is calculated by multiplying the weight matrix by the corresponding vector. In Fig. 1 , the attention mechanism is combined with MLP, the latent vector of items, and CNN respectively to test the prediction accuracy. The attention method in the model can be expressed as:
where the attention weight matrix z att is derived from the corresponding feature vector v and v denotes the new feature vector for attention. Otherwise, the attention mechanism and CNN are combined in the way that the attention matrix was combined with the pooling layer. In NLP, it has been demonstrated that the use of attention in different layers of CNN causes different effects. The attention mechanism in pooling has mainly been proposed in [34] and [35] , but convolution was not affected. Subsequent experiments clearly showed that no matter which part of the prediction model was combined with attention, the predictive ability of the model was improved.
D. PREDICTION MODEL OF Att-ConvCF AND OPTIMIZATION ALGORITHM
According to the method proposed above, the feature vectors of users and items were obtained. To predict ratings, VOLUME 7, 2019 the two types of feature vectors must be merged into a new vector and fed into the hidden layers for learning. Based on this concept, the ratings prediction formula can be expressed as:ŷ
where w ir and w 0 denote the weights and the bias respectively,
• denotes the concatenation operation. To capture high order feature values and perform nonlinear computing to achieve the goal of predicting ratings, this study used MLP to evaluate user-item feature vectors, which form a deep neural network with multiple hidden layers, where the neurons between each adjacent layer are fully connected and given a nonlinear activation function for calculation. Formally, the definition of the hidden layers is:
. . .
where j denotes the number of layers in the MLP and σ j , w j , and b j denote the activation function, weights, and bias for layer j respectively. In general, the number of hidden layers is a crucial parameter for the architecture of multilayer neural networks [36] . However, the number of layers is limited, and blindly increasing them cannot improve the precision of the model indefinitely.
To improve prediction accuracy and efficiency further, certain optimization algorithms were used to perfect the model. The stochastic gradient descent (SGD) method is a general optimization algorithm for neural networks in the deep learning framework, which can update the weights in the model iteratively and obtain the gradient through randomly selected data to update the weights w. Because this method is mostly used in experiments with large amounts of data, it can improve the efficiency of experiments:
where J (θ ) denotes the loss function and is used to update the weight values as follows:
where α denotes the learning rate, which determines the step size of the gradient descent. If the value is too small, the rate of function minimization will be affected. By contrast, if the value is too large, the function will overshoot the minimum. In addition, dropout [37] , which is a neural network regularization technique to prevent overfitting in the hidden layer while optimizing the model, was used. Specifically, during model training, the neural network in each layer randomly dropped neurons in a certain proportion. Moreover, the dropout parameters were set so that they could be updated, thereby effectively preventing co-adaptation of neurons.
When using the SGD method to train the model, the importance of avoiding vanishing and exploding gradients in the backpropagation should be emphasized. These models contain many fully connected neural network frameworks in the hidden layers, and therefore if the weights are mostly less than 1 in the case of relatively deep network layers, the problem of vanishing gradients will appear in the later stage of calculations. Conversely, if the weight values are greater than 1, the exploding gradient problem can easily occur. In general, all these problems will seriously affect model training. Therefore, batch normalization (BN) was used in this study to solve the problems caused by uncontrollable weight scales. Essentially, the function of BN is to standardize the input data of each layer:
where the average of the batch µ β = 1 k k i=0 wx i is subtracted from the original input and the result is then divided by the standard deviation σ 2 B . To prevent the divisor from being zero, a tiny positive number ε is added. γ also serves to adjust the size of the value, and β can shift the normalization value.
IV. EXPERIMENTS
This section first introduces the datasets, evaluation methods, and parameters used in the experiments. Then the results of the experiments are introduced and analyzed from three aspects: 1) adding an attention mechanism can improve the stability and prediction accuracy of the model, but the combination of attention mechanisms is different with different types of datasets; 2) according to the experimental results, combining feature vectors using the concatenation method is better than using the multiplication method; and 3) the AttConvCF model proposed here outperforms other state-of-theart methods.
A. EXPERIMENTAL SETTING
We use three datasets to run in a deep learning environment. And four state-of-the-art methods are used for comparative experiments.
1) DATASET AND EVALUATION METHOD
To demonstrate that the proposed model can effectively predict ratings, three real-world datasets were used to validate the model accuracy: MovieLens-1m (ML-1m), MovieLens10m (ML-10m), and Amazon Instant Video (AIV). Among these, the MovieLens datasets are commonly used in the field of prediction ratings. They are the full version of the latest MovieLens data published by GroupLens [38] . The ratings of users for movies are contained in these datasets, where users rate movies explicitly on a scale of 1 to 5. However, the MovieLens datasets do not contain descriptions of the movies, and therefore associated documents from the IMDB were used to provide descriptive information about the items.
Reviews of movies are contained as item description information in the AIV. Table 1 lists in detail the statistical information for these three datasets. The dataset preprocessing procedure before the experiment removed users with fewer ratings and item descriptive information that did not match. Moreover, corpus-specific stop words, which occurred at a frequency higher than 0.5 in the documents, were removed, and the maximum number of words per document was set to 300. As showed in Table 1 , the number of ML-10m ratings was much greater than for ML-1m, but the density of ML-10m was sparser than that of ML-1m. The numbers of items in AIV were greater than in ML-1m, but AIV contains relatively few ratings data. Therefore, AIV was a sparser dataset for these purposes. To evaluate the predictive accuracy of the model on realworld datasets, the datasets were divided into 80% as a training set, 10% as a validation set, and 10% as a test set after shuffling the order. We processed the data in this way before each experiment. The metrics of the predicted ratings of the model were evaluated by RMSE, which is directly related to an objective function of conventional rating prediction model:
where T denotes the total number of ratings used for training and y ir denotes the real ratings.
2) IMPLEMENTATION DETAILS
The procedure proposed by Keras [39] was used for the implementation and experimental framework, and a GeForce GTX 1080 GPU was used for the computations. Glove was used to generate a 100-dimensional embedding for each word. In this way, a word vector matrix D ∈ R a * b (a = 100, b = 300) was obtained for the CNN model. According to previous experimental experience, Glove was used to preprocess the AIV description document into 300-dimensional word vectors. In the convolution layer, each of the feature vectors was extracted as a 100-word vector matrix and onedimensional convolution kernels with window sizes of 3, 4, and 5. Different sizes of windows can extract the features from different aspects of the word vector matrix and improve prediction accuracy. The concatenation method was used to merge the latent vectors of users and items, taking into account that the inputs of users and items are different properties of the data and that therefore the feature values of the users and items retain their maximum extent after concatenation.
The attention mechanism was implemented to integrate three parts of the model: the hidden layer, the fully connected layer, and the CNN pooling layer. Among these, the attention vector of the pooling layer was obtained by reshaping the matrix from the convolution layer. The dropout procedure and a learning rate of 0.2 and batch normalization were implemented to prevent overfitting of the model.
3) BASELINES
Three Att-ConvCF models were used to compare the following baselines:
PMF: probabilistic matrix factorization [24] is a standard collaborative filtering predictive ratings model using only user ratings.
CDL: collaborative deep learning [15] uses auto-encoders and PMF to predict ratings and improves ratings prediction accuracy by analyzing documents using SDAE.
CTR: collaborative topic regression [40] is a state-of-theart recommendation model. It combines PMF and latent Dirichlet allocation (LDA) to predict whether a user is interested.
ConvMF: convolutional matrix factorization [13] is a recent representative recommendation model that combines PMF and CNN methods to predict ratings by using document information for items.
Among them, the most competitive method is ConvMF, which has a similar structure to this paper. But it adopted different collaborative filtering methods.
B. EXPERIMENTAL RESULTS

1) EFFECT OF THE ATTENTION MECHANISM ON MODEL PREDICTION RESULTS
As a method of simulating human behavior, the attention mechanism is applied to the field of deep learning, which is more and more popular. This experiment was intended to verify whether the attention mechanism has a positive impact on prediction accuracy. First of all, the ML-1m and AIV datasets were used to compare the models with and without the attention mechanism; the results are shown in Fig. 3 . The results from both datasets reflect that the attention mechanism as an important auxiliary method can improve feature extraction by the model and obtain better performance. Because the original model cannot effectively extract features, an appropriate attention mechanism will play an active promoting role.
The advantage of the attention mechanism can make the model achieve the best prediction accuracy quickly and even improve the prediction accuracy effectively. In the sparser AIV dataset, the model that combined an attention mechanism with the latent vector scored 2.87% lower in the RMSE metrics than the model without the attention mechanism. This shows that it is a good approach to use an attention mechanism to process sparser data. Moreover, Fig. 3 illustrates that the model with an attention mechanism has higher stability.
According to the principle of the attention mechanism, efforts were made to merge it into different parts of the model so as to compare the effects of different parts of the attention mechanism on model prediction accuracy. Table 2 shows the results of experiments on the three datasets. The table shows the best RMSE values for each of the three parts of the model where the attention mechanism was implemented for 300 epochs. In the ML-1m dataset, the model that combined the attention mechanism with the pooling layer performed the best in prediction accuracy. However, there was only a slight difference in prediction accuracy between this model and the model combining the item latent vector with the attention mechanism. On the ML-10m dataset, the prediction accuracy of all models was improved. Unlike the results on the ML-1m dataset, the best prediction accuracy on the ML-10m dataset was achieved by the model combining the hidden layer with the attention mechanism. For the sparsest AIV dataset, the three methods all performed well in prediction accuracy, and the results were very close.
However, as shown in Fig. 4 , the model combining the attention mechanism with the pooling layer seemed to show an overfitting phenomenon on the AIV during the training procedure. The main function of the attention mechanism is to help the model assign higher weight to valuable features, so that when data are sparse, effective feature extraction is particularly important. Combining the results from the ML-10m dataset, which was also sparse, the model prediction accuracy was higher when the attention mechanism was combined with the hidden layer that contained more feature information (including both user and item features). In contrast, the model was able to extract feature vectors from a plentiful description document for the dense ML-1m dataset. No matter what combination of attention mechanism is used, an attention mechanism is good at processing Big Data, as shown by Fig. 4 . On the ML-10m dataset, the evaluation results were more stable, and no overfitting occurred.
2) COMPARING THE EFFECTS OF THE MULTIPLICATION AND CONCATENATION METHODS
In a multiple-layer deep learning neural network, a small change can affect the overall network outcome. It was noted from the experimental results that the input user vectors included only label information, whereas the input item vectors were formed from the descriptive documents. The user and item vectors need to be merged into a multiple-layer neural network to train the model. But these two types of input are not the same in the nature of the datasets. Keras provided several different methods for merging these two types of vectors. Two commonly used methods, multiplication and concatenation, were used to perform the comparisons. The multiplication method merges two types of vectors of the same dimension into a new vector by oneto-one multiplication. The concatenation method merges two types of vectors into a new vector by connecting them end to end. The best-performing model on the ML-1m dataset was selected and used with its structure and parameters remaining unchanged, and the two methods described above were used for comparison. Fig. 5 shows the RMSE values obtained by the two methods during 300 epochs on the test set. It can be seen intuitively from the figure that the concatenation method is superior to the multiplication method in prediction accuracy. Moreover, the model using the concatenation method is more stable in prediction ability and more generalized during the 300-epoch training process. The experimental results show that the concatenation method is better suited to the proposed model. It can retain the maximum amount of the information contained in the two feature vectors. 
3) COMPARATIVE EXPERIMENT ON PREDICTION ACCURACY
In this study, four representative experiments were performed to compare the proposed model with ConvMF, which is the most competitive method. As shown in Table 3 , all values of RMSE on the test set were enumerated for the five models, including Att-ConvCF. Based on the datasets mentioned above, the models with the highest prediction accuracy on the three datasets were selected to compare with the four other models. It can be intuitively observed that the RMSE of the Att-ConvCF test set was superior to the other models. The ConvMF model, which was the best competitor, uses a similar attention mechanism to Att-ConvCF. In particular, it seamlessly integrates CNN into PMF, and user labels and item documents are used for ratings prediction. On the ML-1m dataset, the improvement of Att-ConvCF over ConvMF was 11.47%, which is a very significant improvement. Compared with CDL, which also uses collaborative filtering, the model proposed here used an attention mechanism, which is a more effective method for feature extraction, and the prediction accuracy was greatly improved. On the ML-10m dataset the proposed model achieved only a 3.29% improvement compared to ConvMF, the reason that massive datasets are more conducive to feature extraction for models. However, in comparison, Att-ConvCF has a higher predictive ability. This also indicates that the proposed model is more effective in processing sparse datasets. Compared with CTR on the ML-10m, which also uses information from descriptive documents, the proposed model was improved by 6.74%, which was mainly due to data preprocessing. Att-ConvCF, unlike ConvMF, uses Glove as its word embedding model. It is well-known that Glove can transform words into alternative vectors with different dimensions. In this study, the appropriate dimensions for the Glove embedding method in the preprocessing procedure were selected by experimental comparison. This is in accord with the principle of multiplelayer neural networks and provides enough feature values for deep learning to predict ratings. On the AIV dataset, AttConvCF showed the ability to process relatively sparse data. The improvement of Att-ConvCF over ConvMF was 35.27%, which was a great improvement. Moreover, it was demonstrated once again that Att-ConvCF can process sparser data than other models.
V. CONCLUSIONS
This paper has proposed a novel deep learning model for recommender systems, called Att-ConvCF. The main idea was to combine an attention mechanism into a collaborative filtering recommendation model. Descriptive document information was used for feature extraction instead of the sparse input vector of items, and the matrix formed by word embedding was included into CNN by means of the attention mechanism. The new vectors formed by concatenating the feature vectors of users and items were sent to the nonlinear hidden layer to predict ratings. This study has demonstrated through extensive experiments that adding an attention mechanism improves the capability of the model. The effect of integrating the attention mechanism with different parts of the model has also been discussed and evaluated by predictive results. This study is a useful attempt to understand attention mechanisms more clearly. It has also been demonstrated that Att-ConvCF is generally superior to other models compared with control experiments, which shows that the attention mechanism plays an important role and also that using concatenation to process feature vectors in the proposed model is a notably successful approach.
In future research, the authors will continue to consider integration of the attention mechanism with the recommender system. It is well-known that Google published a paper referred to here as [30] , which introduced a self-attention mechanism and achieved good results in NLP. Efforts will also be made to use the self-attention model instead of the CNN to process descriptive document information. In these experiments, adding an attention mechanism to user input data was not considered because the user input only contained the label, which provides very limited information. Rather, enriching the original user data to provide more features was explored. In this way, the issue of using an attention mechanism can be considered in terms of user data, which is another future project. At the same time, it can be expected that the self-attention model can improve feature extraction capability and achieve more accurate recommendations.
