A CART decision tree algorithm based on attribute weight is proposed in this paper because of the present problems of complex classification, poor accuracy, low efficiency, and severe memory consumption of CART decision. What is more, the algorithm is combined with the parallel computing model of MapReduce. Theory of attribute weights is used in the algorithm. A decision tree is built through the sum of weights, which is decided by the degree that the attributes affect a decision. Thus the accuracy of classification through decision tree is improved. Parallel sorting algorithms of CART decision tree for massive data is implemented through the MapReduce programming technology of cloud computing. All the results of theoretical analysis and experimental comparison show that it is very important to mark attributes by weights through MapReduce. Furthermore, the accuracy of the classification of large sample data sets is improved significantly, classification efficiency of decision tree is improved and the trained time is also significantly reduced.
Introduction
In data mining, decision tree is a technology that is frequently used in data analysis and forecasting. With the advent of the era of big data, the growth rate of the amount of data is accelerating [1] . How to deal with data within the effective time has become one of the most concerning problems. If the data can't be timely processed after it is generated, the data will lose its value, and data mining will not reflect its meaning. 5V characteristics of big data (proposed by IBM): Volume, Velocity, Variety, Value, and Veracity make the traditional data mining methods difficult to adapt it.
CART decision tree algorithm is one of the classical algorithms of decision. In order to overcome the short-comings of CART decision tree algorithms, some improved algorithms have been proposed. Song [3] uses discrete and disordered attributes as splitting nodes of the decision tree, and the split can produce multiple sub-nodes. Jaworski, Pietruczuk [4] proposed that take the best attributes of the available data samples as consideration nodes of split of the whole data flow. The best attributes can be calculated through Gauss's theorem according to the available data samples. Mahmood, Imran and Satuluri [5] think that the introduction of Gini index (RGI), a new heuristic function for dimensionality reduction, could reduce the dimension of data and improve the accuracy of data classification. Chen and Xia [6] use the decision tree algorithm under the categorical variables, and introduce an optimized splitting function that constructs binary trees using domain variables, through which it can extract and select the prediction criterion. Some scholars have put forward the method of using the Fayyad Boundary Points Decision Principle to improve the method of dividing the threshold thorough which CART decision trees select continuous attributes [7] . Therefore, researchers try to parallelize the traditional attribute reduction algorithms to improve their efficiency on massive data. The main idea of these improved algorithms is to reduce the dimension of the data, simplify the data set to be processed, and use the function calculation to select the optimal segmentation point. In the age of big data, the amount of data is large and data types are complex. Accuracy of CART decision tree algorithm is poor when solving complex decision-making problems. In addition, memory and efficiency problems when CART decision tree algorithm processes big data have yet to be resolved. So, the difficulty of using the simplified data dimension and the optimal segmentation point to realize the classification of a large number of data has been increasing.
In recent years, with the rapid development of computer networks and data storage technology, the amount of information data has been growing in a geometric progression [2] . To process the massive data, a single computer running time will be very long using the current data mining serial algorithm, which makes it difficult to meet the needs of data processing. Because of the limited computing resources of a single computer, for a large data set, the entire data set can't be loaded into the memory at once, which increases pressure to the whole calculation process [3] . Even the serial decision tree algorithm can no longer generate the correct decision rules.
The MapReduce concept proposed by Google is currently a popular distributed computing framework [4] . Its computing model provides a new way for data processing. MapReduce has been successfully applied to other algorithms in data mining. However, there are few studies on improving the performance of CART using parallel computing weights. Parallel distributed computation is mainly used to improve the selection efficiency of the optimal points, and the concept of weights is introduced to simplify the selection of the split points. An improved algorithm is proposed in this paper, where the algorithm attribute weights are combined with CART decision trees in the MapReduce. In the algorithm, the input data files are divided into small files to be processed on the nodes, calculating attribute weights of the sample, selecting the attribute with the largest weight as the split point, and then the decision tree classification can be carried out to realize the parallel computation of the decision tree, which greatly reduces the use of the memory space and improves the efficiency of the classification. Experimental results show that the algorithm proposed in this paper can effectively realize the classification of large-scale data sets. The rest of this article is organized as follows: in Section 2, the MapReduce framework and the CART decision tree classification algorithm are reviewed; In Section 3, the parallelism of the weight attribute calculation process is proposed, and the attribute weights is used to select the optimal point to construct the CART decision tree; In Section 4, experimental results are introduced to verify the validity of the proposed CART classification improvement algorithm based on MapReduce attribute weights. Finally, in Section 5, the work of the paper is summarized.
Related concepts

MapReduce model
As early as 2004, MapReduce was first proposed by Google's Jeffery Dean and Sanjay Ghemawat. The name of MapReduce consists of two words, Map and Reduce, which are commonly used in functional programming. The core of MapReduce lies in the Map function and the Reduce function. Millions of processors are used for parallel computing, which consumes a very low cost of users. The program of users can be deployed on the cluster through the programming of Map function and Reduce function, and then the distributed functions of users' own can be realized without paying too much attention to the distributed parallel computing technology, which is transparent to programmers. Thus, difficulty of implementation is reduced. The idea of the function-based programming language is used for a reference in MapReduce. The implementation process of MapReduce is that a Map method is specified for mapping the passed in data to a new key value through the form of key-value [8] , then the new key value will be used for subsequent processing. Reduce, as a constraint, combines values with the same key-value pair as a collection. Data processing mode of divide and rule is used in MapReduce at the beginning to deal with large-scale data [9] . In the model, data is distributed to various nodes for processing. MapReduce is divided into two stages of processing and analysis for data. When the data of each node is processed, data stored in the nearest local will be read. Then, corresponding merger and sorting will be done on the data, after which the data is sent to the Reduce for further processing. Through this process, the large-scale data transmission required by the large data processing framework is avoided, thus saving time and improving processing efficiency.
The workflow for processing jobs submitted by the user through MapReduce is as follows: The submitted job is divided into many small pieces; simultaneously the input data is divided into a number of fixed-size modules distributed to each node [10] [11] ; then, the operation of the node is done in the local. When the operation of the node is complete, the output results need some sort of recombination and resorting. After the resorting, according to the different keys generated on the Map, the intermediate data should be reassigned for the next step, and then the Reduce task acts on one key at a time and combines all of the values associated with the key in some way to output. The work flow chart of MapReduce is shown in Figure 1 . 
Classification algorithm of CART decision tree
Decision tree is a classification rule method in the representation of decision tree, and the rule is reasoned from the sample set of which the data is unordered and irregular [12] . The top-down recursion method is used in decision tree. Comparison of attribute values is done on the internal nodes of the decision tree. Branches downing from a node is judged according to different attribute values, and conclusions can be derived in the leaf node of the decision tree [13] [14] [15] . So, a path from the root node to the leaf node corresponds to a rule, and the entire decision tree corresponds to a set of expression rules. Then, the generated decision tree can be defined as follows: A decision tree is a tree structure (either a binary or non-binary tree) with each non-leaf node representing a feature attribute, each branch representing the output of the feature attribute on a range of values, and each leaf node storing a category [16] . The process of decision-making with decision tree starts from the root node, testing the corresponding feature attribute in the item to be classified, then selecting the output branch according to its attribute value until the leaf node is reached, and then the category stored in the leaf node is used as the decision result.
The classification algorithm of CART decision tree was proposed by BreimanL, Friedman J H and Olshen R A in 1984 [17] . Its application is very extensive, as it is one of the important methods of decision tree classification. Feature selection, tree generation and pruning are important parts of CART. A partitioning technique using binary recursion is used in CART [18] [19] [20] . The conditional probability distribution of random variable Y is output under given input random variable X, and the current set is divided into two subsets, making it a sub-node of the decision tree.
Process of CART classification is the process that the training set is divided into smaller and smaller subsets [21] [22] [23] . The ideal result is that there is the same tag to leaf node samples of generate tree. The selection criterion of CART nodes is to make the impurity of the nodes as small as possible. The smallest Gini coefficient of each attribute is used as the standard for selecting test attributes in CART. Supposing there are k classes, the probability that a sample point belongs to the k class is Pk, then the Gini index of the probability distribution is:
If the eigenvalue of sample set T is A, the set T can be divided into two parts of T1 and T2 by a taken out according to the eigenvalue [24] . Then the Gini index of T is defined as(2): 12 12 ( , ) ( )
The larger the Gini index calculated from ( , ) Gini T A , the greater the uncertainty of the sample set will be. Precision of decision tree generated through CART algorithm is high, while the complexity is not very high.
CART decision tree algorithm based on MapReduce attribute weights
The Thinking of algorithm. Generation of decision tree is an iterative process [25] . If the traditional serial algorithm is used to achieve the process, a small amount of data also needs to spend a lot of resources, not to mention very large-scale data sets. This problem can be solved with the parallel programming method. CART decision tree is also generated through repeated iterations. In the case of large amounts of data, it is difficult to meet the needs of data mining with a single node. The most time-consuming process of constructing CART calculating the GINI coefficients [8] . For this problem, the algorithm can be applied to the MapReduce, because the computation between the attributes can be performed in parallel [26] [27] . As a measure of uncertainty, the GINI index is the same as the information entropy. In order to simplify the model and not completely lose the entropy model, the GINI coefficient, instead of the information gain ratio, is used in the CART classification tree algorithm. The GINI coefficient represents the impurity of the model. The smaller the GINI coefficient is, the lower the purity and the better the feature will be. This is opposite to the information gain ratio. In deciding which attribute is currently the best classification attribute, the general practice is to exhaust all the existing attributes, and the fragmentation of each attribute is quantified to calculate the best split. In order to choose the split point more easily and improve the "purity" of the collection to be sorted, the concept of weight is introduced to the improved algorithm, and the weight of attribute is used as the priority condition for its selection. CART decision tree algorithm based on MapReduce attribute weights is a decision tree algorithm based on attribute weights. The influence level of different attributes on decision results is also different, according to which weights are obtained from the training data. The attribute with the largest weight is chosen as the splitting attribute. The larger the weight value is, the closer it is to the root node. Then calculate Gini coefficient of the features, and select the features with the smallest Gini index and its corresponding cut-off point, which can be seen as the concrete realization of algorithm of optimal feature and the optimal cut point. According to the previous theory, the input file is divided into file blocks. MapReduce provides multiple Map tasks; each task is one or more file blocks [28] . The main task of the map process is to generate key value pairs (attribute name k, attribute value). The Reducer organizes the aggregated data, counting the number of all attribute values of each attribute, calculating GINI coefficient of an individual attribute, determining the optimal cut point of a single attribute and calculating the weight value of a single attribute.
Suppose the occurrence number of attribute K a (K = 1, 2...r) is K M and the total number is N. Then the frequency of K a can be given as (3):
The weight of the attribute K a can be Calculated as (4):
The sum of the weights of all attributes satisfies the equation given below (5):
According to the definition of weight theory, the specific implementation of CART decision tree algorithm based on MapReduce attribute weight is described in detail as follows:
Train sample set D={(x1,y1),(x2,y2),…,(xn,yn)} Train attribute set A={a1,a2,…,an} TreeGenerate(D,A):
Calculate the corresponding weight of all attributes, and then select the node with the largest attribute weight as the split point, marked as node If D all belongs to the same category C:
Mark node as a class C leaf node; Return; End if If attribute set A is empty or all attribute values of D are the same:
Mark the node as a leaf node, and its class is marked as the class with the largest number of samples in D; Return; End if
If the recursion depth of TreeGenerate(Dv,A\{a*}) reaching the customer's needs for analysis and application Return;
Else if Calculate the weight of all attribute weights in class A to be sorted, then select the best partition attribute a* for a in a*:
Generate a branch for node, so that Dv represents a subset of the samples in D of which the a * attribute value is a; If Dv is empty then Mark the branch node as a leaf node, and its class is marked as the class with the largest number of samples in D; Return; Else Recursion of TreeGenerate(Dv,A\{a*}) continues End if End for Flow chart of the algorithm is shown in Figure 2 . 
Simulation experiments and analysis
In order to verify the effectiveness of the algorithm, an experiment is done. Since a part of the core of Hadoop's framework is MapReduce, which provides computations for massive amounts of data，the Hadoop platform is chosen as the operating environment for the experiment. The Hadoop 2.2.0 classic version is used. Six PCs with win7 operating system are used as Hardware devices and Intel i7 processor is used as the main device node. The memory size of the processor is 8GB. Intel i7 processor is also used as slave devices, while the memory size is 4GB, and the frequency is 3.6GHz. A customer database of a real estate company is used as the main data source of test data. Information of visiting customers, telephone counseling and purchase customers of nearly three years is included in the database. The information of the original data of a real estate company can be seen in Table 1 . The result of attribute weight of the information calculated with the formula of weight value can be seen in Table 2 . In the first group experiment, building A with the smallest sample size is selected as the data model. Two algorithms are used to conduct the experiment. The compare results of the two algorithms to the data of building A is shown in Figure 3 and Figure 4 . Figure 3 shows a time comparison of the first sets. Figure 4 shows an accuracy comparison of the first sets. In order to simulate the larger data, all the data of building A, B, C, D is selected in the second group of experiments. The real data sets are reused to make more data comparisons. The compare results of the algorithm to large data in the experiments are shown in Figure 5 and Figure 6 . Figure 5 shows a time comparison of the second sets. Fig.6 shows an accuracy comparison of the second sets. It can be seen from Fig 3 and Fig 4 that the execution time of this algorithm is the same as that of traditional algorithm to the data set of building A. That is mainly because the algorithm in the implementation of the process of calculating the property weights also needs to spend part of the time. For a small data set, though splitting point of the attributes can be quickly determined, the time reduction is not obvious in the overall effect because the data set is small. But, accuracy of the algorithm is higher. It can be seen from Fig 5 and Fig 6 that the algorithm not only outperforms the traditional algorithm in execution time, but also outperforms the CART decision tree algorithm in algorithm accuracy for the simulated large data stream dataset. The results show that running time of CART decision tree algorithm based on MapReduce attribute weights is shorter than the running time of traditional CART decision tree algorithm, and it is superior to traditional algorithm in the efficiency of the algorithm, and accuracy of the algorithm is higher. The main difference between this algorithm and the traditional CART decision tree algorithm lies in follows: In the parallel computing based on MapReduce proposed in this paper, the weights of different attributes are computed and assigned to different work nodes under the premise that the weights are calculated accurately. After the calculation and integrating the results, the GINI coefficients of the splitting properties are calculated in parallel in the next step to reduce the computation of the algorithm in single node calculation quantity, thus improving the efficiency of algorithm implementation.
Conclusions
For the problem that the improved algorithm for simple data sets cannot effectively deal with large data sets, an improved CART decision tree algorithm based on MapReduce attribute weight is proposed in this paper. The characteristic that the attribute weight is proportional to its influence degree is used to select the attribute with the largest weight in the information system as the current split attribute. The concept of weight is used to support the branching process, which improves the efficiency of generating decision tree. Through the example, it is verified that the rules generated by the decision tree can not only correctly classify the sample data, but also reduce the complexity of the spanning tree. After comparing the value of weights, the attributes with the largest weights are selected as the splitting attributes, which improves the efficiency of the spanning tree. The experimental results also show that decision tree created by weight is more accurate in classification than that of the traditional algorithm.
In addition, the accuracy of the improved algorithm is slightly improved, but still low, which is the shortcoming of the CART algorithm. Further research with other classification algorithms, such as SVM algorithm will be done to improve the accuracy of sample set classification. At the same time, the rough set model will be introduced to study the parallel optimization of other simplified algorithms.
