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Abstract. We investigate the finite amplitude stability of internal steady flows of viscoelastic fluids described by the Giesekus
model. The flow stability is investigated using a Lyapunov functional that is constructed on the basis of thermodynamical
arguments. Using the functional, we derive bounds on the Reynolds and Weissenberg number that guarantee the unconditional
asymptotic stability of the corresponding flow. Further, the functional allows one to explicitly analyse the role of elasticity
in the onset of instability, which is a problem related to the elastic turbulence. The application of the theoretical results is
documented in the finite amplitude stability analysis of Taylor–Couette flow of the Giesekus fluid.
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1. Introduction
Flows of viscoelastic fluids exhibit the phenomenon dubbed “elastic turbulence” or “inertia-less turbulence”. This term
has been chosen in order to describe striking qualitative feature of flows of viscoelastic fluids. The flows of viscoelastic fluids
can become—unlike the flows of the standard viscous fluids—unstable or “turbulent” at very low values of the Reynolds
number. The fact that the flow can become unstable for as low Reynolds number indicates that the instability or transition
to “turbulence” is not driven by the nonlinearity due to the inertial term in balance of linear momentum, but it must be
attributed to the nonlinearity in the governing equation for the “elastic” part of the Cauchy stress tensor.
Naturally, the phenomenon has been thoroughly investigated both from the experimental as well as theoretical point
of view, see reviews by Petrie and Denn (1976), Larson (1992), Shaqfeh (1996), Morozov and van Saarloos (2007) or Li
et al. (2012). In particular, the experimental results reported by Groisman and Steinberg (2000) has stimulated enormous
research activity regarding the elastic turbulence. The stream of interesting experimental data continues to grow since then,
see for example Mart´ınez-Arias and Peixinho (2017), Kim et al. (2017), Soulie`s et al. (2017), Mohammadigoushki and Muller
(2017) and Sousa et al. (2018) for some recent contributions. On the other hand, theoretical results mainly follow from
direct numerical simulations based on various viscoelastic rate-type models, see for example Dubief et al. (2013), Lieu et al.
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(2013), Liu and Khomami (2013), Grilli et al. (2013), Page and Zaki (2015), Biancofiore et al. (2017), Valente et al. (2016),
Lee and Zaki (2017) and Plan et al. (2017) for some recent contributions.
The need to resort to sophisticated numerical simulations in order to get qualitative insight into the flow dynamic is not
surprising. The reason is that the instabilities in viscoelastic fluids are very likely of subcritical nature, see Meulenbroek
et al. (2004). The subcritical nature of the instability implies, as precisely remarked by Morozov and van Saarloos (2007),
that
[Linear stability] (if it exists) is not very relevant for the existence of dynamics of the patterns that typically
arise before the instability of the base state occurs.
This means that the linear stability analysis, that is stability analysis with respect to infinitesimal perturbations, is of
limited applicability in the investigation of the transition scenarios. (See for example Renardy and Renardy (1986), O¨ztekin
and Brown (1993), Zhang et al. (2013) and Garg et al. (2017) for linear stability analysis of flows of various viscoelastic
fluids, and Beris et al. (1992), Blonce (1997), Grillet et al. (2002) and Pourjafar and Sadeghy (2012b,a) for linear stability
analysis of flows of viscoelastic fluids described by the Giesekus model.) The transition in fact depends on the nonlinear
evolution of finite perturbations of the base flow of interest. Moreover, quoting again Morozov and van Saarloos (2007)
[Subcritical instability] is governed by all kinds of nonlinear self-enhancing interactions and so there is almost
never a simple approximation scheme that allows one to explore the infinite dimensional space of interactions
in all details, and determine which direction corresponds to the smallest threshold [for instability]. Thus, in
practice, one can explore such situations, in theoretical studies as well as in experiments, only for a given
class of perturbations.
Since the subcritical instability is a genuine nonlinear effect, one cannot expect to proceed in the analysis with the same
ease as in the case of supercritical instability. In other words, in the case of subcritical instability, one cannot expect the
standard mathematical methods such as the “energy method” see Joseph (1976b) and Straughan (2004), or weakly nonlinear
analysis, see Cross (1980) or Fujimura (1991) to work very well as, for example, in the case of supercritical transition in
thermal convection. On top of that, even if the technique such as weakly nonlinear analysis is apparently successful, then,
as Meulenbroek et al. (2004) put it,
One should also keep in mind that our expansion is only carried out to lowest order in the nonlinearity, so
one may wonder about the robustness of these results as long as higher order terms in the expansion are
unknown.
This comment holds also for direct numerical simulations of complex non-Newtonian fluid models, where the convergence
of the numerical scheme is rarely rigorously granted.
In what follows we want to address the lack of analytical results for the stability problem of flows of viscoelastic fluids
subject to finite amplitude perturbations. In particular, using the Lyapunov type technique, we investigate the flow of a
viscoelastic fluid described by the Giesekus model, see Giesekus (1982), and we derive bounds on the values of the Reynolds
number and the Weissenberg number that guarantee the flow stability subject to any (finite) perturbation.
The result provides a sufficient condition for stability, hence it can be seen as complementary result to the search for the
smallest threshold for instability via an approximation method. Indeed, once a class of perturbations that are unstable just
above the derived bounds is found, we would know that the search for an optimal non-vanishing perturbation is over, and
that the dynamics of the transition is well understood.
The derived bounds that guarantee the flow stability with respect to any finite disturbance are interesting not only
on their own. What is perhaps equally interesting is the way the bounds are derived. The derivation heavily relies on
the underlying thermodynamical arguments, which is an approach that seems to be discouraged in the stability analysis of
viscoelastic fluids, see Doering et al. (2006).
The remedy for the apparent inapplicability thermodynamics in the stability analysis is based on a trivial observation
regarding the thermodynamical nature of the system of interest. The flowing viscoelastic fluid is from a thermodynamical
point of view a thermodynamically open system in a spatially inhomogeneous non-equilibrium (steady) state. Consequently,
thermodynamical methods developed mainly for the stability analysis of spatially homogeneous equilibrium steady states,
see Coleman (1970) and Gurtin (1973, 1975) are of no use. Clearly, a method suitable for analysis of thermodynamically
open systems must be used. In this regard we follow the method proposed by Bul´ıcˇek et al. (2017).
The paper is organised as follows. In Section 2 we describe the Giesekus viscoelastic rate-type model, and we briefly
comment on its thermodynamical underpinnings. In particular, we identify the energy storage mechanisms and the entropy
production mechanisms that are implied by the evolution equations for the Giesekus model. Once the thermodynamical
background is summarised, we formulate the governing equations for an internal steady flow, see Section 3, and we proceed
with the stability analysis of this non-equilibrium steady state.
The asymptotic stability of the non-equilibrium steady state is analysed using a Lyapunov functional constructed by the
thermodynamically based method proposed by Bul´ıcˇek et al. (2017). The Lyapunov functional used in the stability analysis
of a steady flow in a domain Ω is constructed in Section 4, and it is given by a relatively involved formula
Vneq (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
2
[− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr (B̂κp(t)−1B̃κp(t))] dv, (1.1)
where ṽ denotes the perturbation of the velocity field, B̃κp(t) is related to the perturbation of the stress field, and B̂κp(t) is
related to the stress field in the steady flow. (See the corresponding sections for the notation.) In Section 4.4 we calculate the
time derivative of the proposed Lyapunov functional. Estimating the terms in the time derivative of the functional, we show
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that if the Reynolds number and the Weissenberg number are sufficiently small, then the time derivative is negative, which
implies asymptotic stability of the corresponding non-equilibrium steady state subject to finite amplitude perturbations. The
bounds on Reynolds number and Weissenberg number are then explicitly evaluated in Section 5 in the case of Taylor–Couette
type flow. The results are commented in Section 6.
2. Giesekus model
In order to mathematically analyse the stability of a flow of a viscoelastic fluid, one needs a mathematical model describing
the flow. In the framework of classical macroscopic continuum mechanics, see Truesdell and Noll (2004), this reduces to the
need to specify a constitutive relation for the fluid of interest. We chose to analyse the flow of an incompressible viscoelastic-
rate type fluid described by the Giesekus model, see Giesekus (1982). The choice of Giesekus model among other popular
viscoelastic rate-type models is, from the perspective of the current contribution, a pragmatic one. It turns out that the
manipulations described below are relatively simple and easy to follow.
2.1. Governing equations – mechanical quantities. The governing equations for the Giesekus viscoelastic rate-type
fluid read, in the absence of external body force,
divv = 0, (2.1a)
ρ
dv
dt
= divT, (2.1b)
ν1
▽
Bκp(t) = −µ [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (2.1c)
where v denotes the velocity, ρ denotes the density, and Bκp(t) is an extra tensorial quantity whose physical meaning will
be given later. Finally, the symbol T denotes the Cauchy stress tensor that is given by the formulae
T =mI + Tδ, Tδ = 2νD + µ(Bκp(t))δ, (2.1d)
where m denotes the mean normal stress (pressure) and D =def 12 (∇v + (∇v)⊺) denotes the symmetric part of the velocity
gradient. Symbols ν, ν1, µ and α, α ∈ (0,1), denote material parameters. Note that if α = 0, then one would recover
the standard Maxwell/Oldroyd-B models. The value α = 0 is however not covered in the presented stability analysis. The
remaining notation is the standard one, d
dt
=def ∂∂t + v ● ∇ denotes the material time derivative, and
▽
A =def dA
dt
− LA − AL⊺, (2.2)
denotes the upper convected derivative, where L =def ∇v, and the symbol
Aδ =def A − 1
3
(TrA) I (2.3)
denotes the traceless part of the corresponding tensor. In virtue of the incompressibility constraint (2.1a) we have Dδ = D.
Note that if one uses a simple substitution S =def µ (Bκp(t) − I), and if one redefines the pressure, p =def −m + 13 (TrS) I
then (2.1) transforms to
divv = 0, (2.4a)
ρ
dv
dt
= divT, (2.4b)
λ
▽
S + S + αλ
ν1
S2 = 2ν1D, (2.4c)
T = −pI + 2νD + S, (2.4d)
where λ =def ν1µ . This is another popular form of writing down the governing equations for the Giesekus fluid.
2.2. Thermodynamical framework. The Giesekus model has been originally derived without any reference to thermo-
dynamics. However, we want to design a Lyapunov functional using thermodynamical underpinnings of the model, hence
the governing equations in the form (2.28) are not sufficient. In particular, we need to identify the energy and the entropy
production mechanisms for the fluid described by (2.1). This issue is claimed to be resolved by a plethora of theories for
thermodynamics of complex fluids, see for example Leonov (1976), Mattos (1998), Wapperom and Hulsen (1998) or Dressler
et al. (1999). (Notably the treatise by Dressler et al. (1999) contains a rich bibliography on the subject matter, and describes
the issue from the viewpoint of the popular GENERIC formalism, see Grmela and O¨ttinger (1997), O¨ttinger and Grmela
(1997) and Pavelka et al. (2018).) In the present analysis we are going to exploit the approach proposed by Rajagopal and
Srinivasa (2000).
The advantage of the approach proposed by Rajagopal and Srinivasa (2000) is its relative simplicity, and the fact that it
is purely phenomenological. Moreover it very clearly articulates the concept of visco-elastic response and incompressibility.
Using the approach by Rajagopal and Srinivasa (2000), the derivation of Maxwell/Oldroyd-B type models has been discussed
by Ma´lek et al. (2015a), see also Ma´lek and Pr˚usˇa (2017). In particular, the full thermodynamical setting—including the
temperature evolution equation—for Maxwell/Oldroyd-B type models is discussed in Hron et al. (2017). More complex
viscoelastic rate-type models that document the applicability of the approach in a complex setting are discussed in Kannan
et al. (2002), Kannan and Rajagopal (2004), Pr˚usˇa and Rajagopal (2013), Ma´lek et al. (2015b) or Ma´lek et al. (2018) to
name a few.
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Figure 1. Viscoelastic fluid – kinematics.
In the present contribution we build especially on presentation in Hron et al. (2017). We point out only the differences
that are necessary in order to derive the Giesekus model instead of Maxwell/Oldroyd-B models, and the reader is kindly
referred to Hron et al. (2017) for details. The derivation of viscoelastic rate type models is based on the virtual decomposition
of the total response to a dissipative and elastic part, see Figure 1. This decomposition is motivated by the spring-dashpot
model for a one-dimensional viscoelastic response, see Wineman and Rajagopal (2000). In this sense, the phenomenological
concept of visco-elastic response is in a straightforward manner inserted into the model.
If the total deformation is seen as a composition of the two deformations, then the total deformation gradient F can be
written as
F = Fκp(t)G, (2.5)
where Fκp(t) and G are the deformation gradients of the partial deformations. Motivated by the standard relation between
the spatial velocity gradient L =def ∇v and the deformation gradient F,
dF
dt
= LF, (2.6)
one introduces new tensorial quantities Lκp(t) and Dκp(t) defined as
Lκp(t) =def dGdt G−1, Dκp(t) =def 12 (Lκp(t) + L⊺κp(t)) . (2.7)
These kinematical considerations then lead to the formula▽
Bκp(t) = −2Fκp(t)Dκp(t)F⊺κp(t) , (2.8)
where the quantity
Bκp(t) =def Fκp(t)F⊺κp(t) (2.9)
is a tensorial field in the current configuration. (Left Cauchy–Green tensor associated to the elastic response.) Note that the
last formula also implies, that one knows how to evaluate the material time derivative of Bκp(t) . Indeed using the definition
of the upper convected derivative, we see that
dBκp(t)
dt
= LBκp(t) + Bκp(t)L⊺ − 2Fκp(t)Dκp(t)F⊺κp(t) .. (2.10)
Having dealt with the kinematics of the given viscoelastic rate-type fluid, one is ready to proceed with thermodynamics.
We consider a fluid with the specific Helmholtz free energy ψ in the form
ψ =def −ciNSEV θ [ln( θθref ) − 1] + µ2ρ (TrBκp(t) − 3 − ln detBκp(t)) , (2.11)
where θ denotes the absolute temperature, θref denotes a constant reference temperature, c
iNSE
V is a positive material
parameter (specific heat capacity at constant volume) and µ is another positive material parameter. (The parameter µ
can be dubbed as the shear modulus for the elastic part of the response.) The specific Helmholtz free energy describes the
energy storage ability of the fluid, and the chosen ansatz is the same as for the standard Maxwell/Oldroyd-B fluid. This
implies that the Giesekus fluid and Maxwell/Oldroyd-B fluids differ, from the perspective of the current approach, only in
their entropy production mechanisms, see below.
Specifying the Helmholtz free energy as a function of θ and Bκp(t) , one can use the standard thermodynamical identities,
see Callen (1985),
η = −∂ψ
∂θ
, (2.12a)
e = ψ + θη, (2.12b)
and obtain explicit formulae for the specific entropy η, and the specific internal energy e. The explicit formulae read
η = ciNSEV ln( θθref ) , (2.13a)
e = ciNSEV θ + µ2ρ (TrBκp(t) − 3 − ln detBκp(t)) . (2.13b)
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(Note that these equations are not written in the canonical variables, namely the energy is not written as a function of the
entropy and Bκp(t) , but only as a function of the temperature and Bκp(t) . The full thermodynamical description is provided
only by the free energy specified above.) Note that adding the kinetic energy to the mechanical part of the internal energy e,
we can define the specific mechanical energy via
emech =def 1
2
∣v∣2 + µ
2ρ
(TrBκp(t) − 3 − ln detBκp(t)) . (2.13c)
Further, once the Helmholtz free energy and consequently also the internal energy is specified, one can derive the evolution
equation for the entropy.
Using the chain rule and the standard set of thermodynamical identities, one finally arrives at an expression for the time
derivative of the internal energy in terms of the time derivative of the entropy and the time derivative of Bκp(t) ,
de
dt
= θdη
dt
+ ∂ψ
∂TrBκp(t)
d
dt
(TrBκp(t)) + ∂ψ
∂ln [detBκp(t)] ddt (ln [detBκp(t)]) . (2.14)
Combining this equation with the generic evolution equation for the internal energy,
ρ
de
dt
= T ∶D − div jq, (2.15)
yields, after some manipulation, the following evolution equation for the specific entropy
ρ
dη
dt
+ div (jq
θ
) = 1
θ
[(Tδ − µ(Bκp(t))δ) ∶Dδ + µ (Cκp(t) − I) ∶Dκp(t)] − jq ● ∇θθ2 , (2.16)
where jq denotes the heat flux, Cκp(t) =def F⊺κp(t)Fκp(t) , and finally the symbol A ∶B =def Tr (AB⊺) denotes the scalar product
on the space of matrices. Using the definition of Bκp(t) and the kinematical identity (2.8), we see that (2.16) can be rewritten
as
ρ
dη
dt
+ div (jq
θ
) = 1
θ
[(Tδ − µ(Bκp(t))δ) ∶D − µ2 ▽Bκp(t) ∶ (I − B−1κp(t))] − jq ● ∇θθ2 . (2.17)
(Note that in virtue of the incompressibility constraint we have Dδ = D.) This equation has the structure
ρ
dη
dt
+ div jη = ξ, (2.18)
where jη denotes the entropy flux and ξ stands for the entropy production. This structure corresponds to a general balance
law, and comparing (2.17) and (2.18) we can easily identify explicit formulae for the entropy flux and the entropy production.
The nonnegativity of the entropy production ξ, hence the compliance with the second law of thermodynamics, is granted
if we choose the constitutive relations in an appropriate manner.
First, if the Cauchy stress tensor is, for example, given by the constitutive relation in the form
T =mI + 2νD + µ(Bκp(t))δ, (2.19)
where m denotes the mean normal stress, and ν is a positive constant, then the first term in the entropy production (2.17)
reads (Tδ − µ(Bκp(t))δ) ∶D = 2νD ∶D ≥ 0, (2.20)
where we have used the fact that I ∶ D = TrD = 0. (Note that (2.19) is the constitutive equation (2.1d) in the Giesekus
model (2.1).)
Second, the constitutive (evolution) equation for Bκp(t) , that is the equation
▽
Bκp(t) = f (Bκp(t) ,D) , (2.21)
where f is a tensorial function, must be chosen in such a way that the corresponding term in the entropy production (2.17)
is nonnegative. This means that we have to enforce
− µ
2
▽
Bκp(t) ∶ (I − B−1κp(t)) = −µ2 f (Bκp(t) ,D) ∶ (I − B−1κp(t)) ≥ 0. (2.22)
This holds if we choose, for example, ▽
Bκp(t) = − µν1 (Bκp(t) − I) , (2.23)
where ν1 is a positive constant. In this case we get the Maxwell/Oldroyd-B model. On the other hand, if we chose
▽
Bκp(t) = − µν1 [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (2.24)
where ν1 is a positive constant and α ∈ (0,1), we get the Giesekus model, see (2.1c). (Note that if α = 0 then we would get
the Maxwell/Oldroyd-B model.) The nonnegativity of the product (2.22), hence the compliance of the Giesekus model with
the second law of thermodynamics, is thoroughly discussed in Appendix B.
Third, the constitutive equation for the heat flux jq can be chosen in the standard form of Fourier law,
jq = −κ∇θ, (2.25)
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where κ is a positive material parameter. In this case, we clearly get nonnegativity of the last term in the entropy produc-
tion (2.17), indeed
− jq ● ∇θ
θ2
= κ ∣∇θ∣2
θ2
≥ 0. (2.26)
If we substitute (2.19), (2.24) and (2.25) into (2.17) we get the entropy production ξ = ζ
θ
, where
ζ = 2νD ∶D + µ2
2ν1
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] + κ ∣∇θ∣2θ . (2.27)
This finishes our investigation of the thermodynamical background of Giesekus model. The key findings concerning the
thermodynamics of Giesekus viscoelastic rate-type fluid are summarised in Summary 1.
2.3. Governing equations – mechanical quantities and temperature. Note that the derivation outlined above can
be “reversed” in the following sense. If we assume that the specific Helmholtz free energy ψ is given by (2.11) and if the
entropy production ξ = ζ
θ
is given by (2.27) and if the underlying kinematics of the given fluid corresponds to the sketch in
Figure 1, then the governing equations for the primitive quantities v, m, Bκp(t) and θ read
divv = 0, (2.28a)
ρ
dv
dt
= divT, (2.28b)
ν1
▽
Bκp(t) = −µ [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (2.28c)
ρciNSEV
dθ
dt
= 2νD ∶D + div (κ∇θ) + µ2
2ν1
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] , (2.28d)
where the Cauchy stress tensor T is given by the formulae
T =mI + Tδ, Tδ = 2νDδ + µ(Bκp(t))δ. (2.28e)
The evolution equation for the temperature has been obtained by the same manipulation as in Hron et al. (2017). We do
not give the details here since we are not interested in the Giesekus model with temperature dependent material parameters,
which means that the temperature evolution equation is effectively decoupled from the rest of the system governing the
evolution of the mechanical variables.
The fact that the system (2.28) can be seen as a consequence of the choice of the specific Helmholtz free energy ψ and
the specific entropy production ξ documents the idea introduced by Rajagopal and Srinivasa (2004) who claim that a full
characterisation of a material can be obtained by the description of its energy storage ability and entropy production ability.
The same observation in fact holds for other modern thermodynamical approaches. For example in GENERIC framework,
see Grmela and O¨ttinger (1997), O¨ttinger and Grmela (1997) or Pavelka et al. (2018), the material description is provided
by the choice of the energy and the dissipation potential.
Having established the thermodynamical background of Giesekus model, we can proceed with a thermodynamically
based analysis of the stability of internal flows described by the model. Before we do so, we introduce two more important
quantities, namely the net total energy Etot, the net mechanical energy Emech and the net entropy S of the fluid occupying
the domain Ω,
Etot =def ∫
Ω
ρ [1
2
∣v∣2 + e] dv, (2.29a)
Emech =def ∫
Ω
ρemech dv, (2.29b)
S =def ∫
Ω
ρη dv, (2.29c)
that play crucial role in the construction of Lyapunov functional via the method proposed by Bul´ıcˇek et al. (2017).
Finally, let us remark that the observation that the system of equations (2.28a)–(2.28c) for mechanical quantities posses
a structure that allows one to introduce a quantity that is conserved during the evolution (energy) and a quantity that is
nondecreasing during the evolution (entropy) can be also obtained with a very little insight into thermodynamics. All that
needs to be done is to skillfully manipulate the equations, see Appendix A for details.
2.4. Scaling. Let us transform the equations (2.28a), (2.28b), (2.28c) governing the mechanical evolution into their dimen-
sionless form by introducing the characteristic length xchar, characteristic time tchar, and the following relations between the
original quantities and their dimensionless versions denoted by stars
x = xcharx⋆, t = tchart⋆, v = xchar
tchar
v⋆, m = ν
tchar
m⋆. (2.31)
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Summary 1: Giesekus model – full thermodynamical setting
Specific Helmholtz free energy ansatz :
ψ =def −ciNSEV θ [ln( θθref ) − 1] + µ2ρ (TrBκp(t) − 3 − ln detBκp(t)) (2.30a)
Specific entropy production ξ = ζ
θ
ansatz :
ζ =def 2νD ∶D + µ2
2ν1
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] + κ ∣∇θ∣2θ (2.30b)
Material parameters (positive constants): µ, ν, ν1, κ, c
iNSE
V , α ∈ (0,1)
Specific internal energy and specific entropy:
η = ciNSEV ln( θθref ) (2.30c)
e = ciNSEV θ + µ2ρ (TrBκp(t) − 3 − ln detBκp(t)) (2.30d)
Evolution equations for v, m, Bκp(t) and θ:
divv = 0 (2.30e)
ρ
dv
dt
= divT (2.30f)
ν1
▽
Bκp(t) = −µ [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] (2.30g)
ρciNSEV
dθ
dt
= 2νD ∶D + div (κ∇θ) + µ2
2ν1
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] (2.30h)
Cauchy stress tensor:
T =mI + 2νD + µ(Bκp(t))δ (2.30i)
Heat flux:
jq = −κ∇θ (2.30j)
Note that the tensor field Bκp(t) already is a dimensionless quantity. We obtain
div⋆ v⋆ = 0, (2.32a)
dv⋆
dt⋆ = div⋆ T⋆, (2.32b)▽
Bκp(t)⋆ = − 1Wi [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (2.32c)
where the dimensionless Cauchy stress tensor T⋆ is given by
T⋆ = 1
Re
m⋆I + (T⋆)δ, (T⋆)δ = 2Re(D⋆)δ +Ξ (Bκp(t))δ, (2.33)
and where we have introduced the dimensionless numbers—the Reynolds number Re, the Weissenberg number Wi and
dimensionless shear modulus Ξ—via the formulae
Re =def ρx2char
νtchar
, (2.34a)
Wi =def ν1
µtchar
, (2.34b)
Ξ =def µt2char
ρx2char
. (2.34c)
It remains to introduce a scaling factor for the net mechanical energy Emech = ∫Ω ρemech dv, that is the net total energy Etot
without the thermal contribution
Emech (W ) =def ∫
Ω
[1
2
ρ ∣v∣2 + µ
2
(TrBκp(t) − 3 − ln detBκp(t))] dv, (2.35)
which shall be used for the construction of the Lyapunov functional in Section 4. Using the scaling
Emech = ρx5char
t2char
E⋆mech, (2.36)
we obtain
E⋆mech (W ⋆) = ∫
Ω⋆ [12 ∣v⋆∣2 + Ξ2 (TrBκp(t) − 3 − ln detBκp(t))] dv⋆. (2.37)
Hereafter, we omit the star denoting dimensionless quantities unless otherwise specified.
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2.5. Limit of vanishing Weissenberg number. The scaling is chosen in such a way that if Wi → 0+, then Bκp(t)
approaches the identity tensor. Indeed, if Wi→ 0+ then (2.32c) implies that
0 = αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I, (2.38)
and the solution of this algebraic equation is Bκp(t) = I. Moreover, if Bκp(t) = I, then the second term in (2.37), that is the
elastic contribution to the mechanical energy, vanishes, and the mechanical energy of the fluid reduces to the kinetic energy
only. Finally, if Bκp(t) = I, then the additional term in the Cauchy stress tensor (2.33) vanishes. This means that for Wi→ 0+
the system of governing equations (2.32) reduces to the standard Navier–Stokes equations for the motion of incompressible
fluid.
2.6. Boundary conditions. The governing equations (2.32) must be supplemented with boundary conditions for the
velocity v. We are interested in internal flow problems such as flow of viscoelastic rate-type fluid in the Taylor–Couette
setting, where one prescribes Dirichlet boundary conditions on a part of the flow domain Ω ⊂ R3, and periodic boundary
conditions on another part of the domain. Such a domain is usually called the periodic cell. (For example, in the case
of Taylor–Couette setting—flow in between two infinite concentric rotating cylinders—the Dirichlet boundary condition is
prescribed on the surfaces of the rotating cylinders, while the periodic boundary condition is prescribed in the direction of
the axis of the cylinders.)
On the parts of the boundary corresponding to the periodicity directions, say Γ1, we therefore assume periodic boundary
condition for the velocity v. On the remaining part of the boundary, say Γ2, we prescribe no-slip boundary condition for
velocity v, that is
v ●n∣Γ2 = 0, (2.39a)
and (I −n⊗n)v∣Γ2 = V , (2.39b)
where n is the unit outward normal to the boundary of Ω and V is a given velocity in the tangential direction to the
boundary. This means that the fluid adheres to the boundary, and, moreover, if V /= 0, then, in general, the energy is
exchanged between the fluid in the domain Ω and its surroundings.
Indeed, the balance of the net total energy Etot reads
dEtot
dt
= ∫
∂Ω
(Tv) ●nds − ∫
∂Ω
jq ●nds, (2.40)
where ∂Ω denotes the boundary of the domain Ω. (This identity follows from the standard manipulation with the balance
of linear momentum and the balance of internal energy, see for example Gurtin et al. (2010).) Consequently, if v /= 0 on the
boundary, the first term on the right hand side of (2.40) does not, in general, vanish or is compensated by the second term
on the right hand side, and the net total energy in the domain Ω changes in time.
Concerning the boundary conditions for the perturbation ṽ with respect to the reference state v̂, we see that if v̂
satisfies (2.39), then the perturbed state v = v̂ + ṽ satisfies (2.39) provided that
ṽ∣Γ2 = 0. (2.41)
(This means that unlike v̂ the perturbation ṽ satisfies the homogeneous zero Dirichlet boundary condition on Γ2.) The
periodic boundary condition on Γ1 is preserved for the perturbation ṽ.
In the following we shall frequently use the identity
∫
∂Ω
f ●nds = 0, (2.42)
where f ∶ ∂Ω → R3 is a smooth function such that f fulfills the periodic boundary condition on Γ1 and f = 0 on Γ2. Note
that the identity holds even if one part of the boundary, no matter whether Γ1 or Γ2, is not present.
3. Non-equilibrium steady state
3.1. Notation for the stability analysis. System (2.28) provides a closed system of equations for the unknown velocity
field v, mean normal stress field m, left Cauchy–Green tensor field Bκp(t) and the temperature field θ. Since the mechanical
part of (2.28) is decoupled from the thermal part, we henceforth ignore the temperature equation (2.28d), and we solve only
the equations for the mechanical quantities. In particular, we are interested in the evolution of the triplet
W =def [v,m,Bκp(t)]. (3.1)
We shall further use the notation
Ŵ = [v̂, m̂, B̂κp(t)] (3.2)
for the triplet corresponding to a non-equilibrium steady state solution, and
W̃ = [ṽ, m̃, B̃κp(t)] (3.3)
for the perturbation from the non-equilibrium steady state. This means that the triplet describing the complete perturbed
state is given as a sum of the reference state Ŵ and the perturbation W̃ with respect to the reference state
W = Ŵ + W̃ , (3.4a)[v,m,Bκp(t)] = [v̂, m̂, B̂κp(t)] + [ṽ, m̃, B̃κp(t)]. (3.4b)
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3.2. Governing equations in a steady state. The steady flow Ŵ = [v̂, m̂, B̂κp(t)] whose stability we want to investigate
is a solution to the equations (2.32) where the partial time derivatives are identically equal to zero. In particular, we assume
that the state described by the triplet [v̂, m̂, B̂κp(t)] solves the system
div v̂ = 0, (3.5a)(v̂ ● ∇) v̂ = divT(Ŵ ), (3.5b)
(v̂ ● ∇) B̂κp(t) − L̂Bκp(t) − B̂κp(t) L̂⊺ = − 1Wi [αB̂κp(t)2 + (1 − 2α)B̂κp(t) − (1 − α)I] . (3.5c)
subject to boundary conditions (2.39) on Γ2, that is
v̂ ●n∣Γ2 = 0, (3.6a)(I −n⊗n)v̂∣Γ2 = V , (3.6b)
and the periodic boundary conditions on Γ1. Here the symbol T(Ŵ ) denotes the Cauchy stress tensor induced by the triplet[v̂, m̂, B̂κp(t)] that is
T(Ŵ ) = 1
Re
m̂I + 2
Re
D̂ +Ξ (B̂κp(t))δ, (3.6c)
where D̂ = 1
2
(L + L⊺), and L̂ = ∇v̂.
Note that if V = 0, that is if no mechanical energy is supplied to the fluid, then the system would admit an equilibrium
solution [v̂, m̂, B̂κp(t)] = [0, c, I], (3.7)
where c is an arbitrary number. (This is the standard ambiguity in the identification of the pressure well known from the
case of Navier–Stokes fluid.) Here we use the adjective equilibrium in order to emphasise that such a steady state would
lead to zero entropy production. Indeed, if Bκp(t) = I and v = 0, then the (mechanical part) of the entropy production (2.27)
vanishes. As it is well known, see for example Coleman (1970), the thermodynamically based stability analysis of such an
spatially homogeneous equilibrium state is very easy.
On the other hand, if V /= 0, then one must in general expect that the steady fields v̂ and B̂κp(t) are spatially inhomogeneous,
and consequently the entropy production (2.27) must be positive. This means that the system produces the entropy, hence it
is, from the thermodynamical point of view, out of equilibrium, therefore we use the adjective non-equilibrium steady state.
In this case, the situation concerning the thermodynamically based stability analysis is much more complex, and it needs
to be addressed by methods that go beyond the method introduced in Coleman (1970).
3.3. Concept of stability. Concerning the stability of the non-equilibrium steady state, we are interested in its asymptotic
stability. If we have a non-equilibrium steady state Ŵ that solves (3.5), then we want to know whether the perturba-
tion W = Ŵ + W̃ of the non-equilibrium steady state Ŵ tends back to the non-equilibrium steady state Ŵ as the time
goes to infinity.
In our case, the evolution of the perturbed state W is governed by equations
divv = 0, (3.8a)
dv
dt
= divT, (3.8b)
▽
Bκp(t) = − 1Wi [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (3.8c)
with Cauchy stress tensor T given by
T = 1
Re
mI + 2
Re
D +Ξ (Bκp(t))δ, (3.9)
that must be solved subject to boundary conditions identical to boundary conditions for the steady state
v ●n∣Γ2 = 0, (3.10a)(I −n⊗n)v∣Γ2 = V , (3.10b)
and subject to initial conditions
v∣t=0 = v̂ + ṽ0, (3.11a)
Bκp(t) ∣t=0 = B̂κp(t) + (B̃κp(t))0 . (3.11b)
The non-equilibrium steady state is claimed to be asymptotically stable if the triplet W̃ that is obtained through the solution
of (3.8) tends to zero as the time goes to infinity,
W̃
t→+∞ÐÐÐ→ 0, (3.12)
for all initial data ṽ0 and (B̃κp(t))0 chosen from a sufficiently small neighborhood of zero. (Meaning that the non-equilibrium
steady state is recovered as time goes to infinity provided that the initial perturbation starts close to the non-equilibrium
steady state.) Ideally, one would like to obtain a global result that states that the non-equilibrium steady state is recovered
as time goes to infinity regardless of the choice of initial perturbation. This behaviour is expected if one deals with non-
equilibrium steady states that are driven by a small energy inflow that is by a small boundary velocity V , or in other words
if one deals with non-equilibrium steady states that are not far away from the equilibrium steady state.
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The term “stability” is used in many other contexts, hence we will briefly comment on these other notions of stability.
In particular, we would like to emphasise what is in the present work not meant by the stability.
First, we are not interested in the stability in the sense of continuous dependence on initial data, which is the concept
of stability investigated in the context of thermodynamics of continuous media in Dafermos (1979) and various subsequent
works, see for example Christoforou and Tzavaras (2018). The stability in the sense of continuous dependence on initial
data means, see for example Schaeffer and Cain (2016), that
[. . . ] if the initial data for an initial value problem are altered slightly, then the perturbed solution diverges
from the original solution no faster than at a controlled exponential rate.
Apparently the asymptotic stability we are interested in is a more ambitious concept, since we want the perturbed solution
to converge to the original solution (non-equilibrium steady state).
Second, we are not interested in the stability in the sense of weak-strong uniqueness, which is a subtle mathematical prob-
lem dealing with the properties of differently defined concepts of solution to the governing equations, see especially Feireisl
and Novotny´ (2012).
Third, we are not interested in the local in time and space stability of constitutive equations in the sense discussed in Kwon
and Leonov (1995) and related works. Apparently the asymptotic stability we are interested in is a different concept, since
we are interested in the properties of solution to the full initial/boundary value problem.
Fourth, we we are not interested in the stability of the non-equilibrium steady state subject to infinitesimal perturbations,
that is in the linearised stability, see the classical books by Lin (1955), Chandrasekhar (1961), Yudovich (1989), Drazin
and Reid (2004) or Schmid and Henningson (2001). We are interested in the evolution of finite amplitude perturbations.
As pointed out in the introduction, the anticipated subcritical nature of the instability in flows of viscoelastic fluids makes
the use of linearised stability approach problematic, yet both approaches provide an important complementary piece of
information.
Finally, we want to emphasise that in the ongoing analysis we work only with perturbations that are solution to the
governing equations in the classical sense. (All the derivatives are understood as the classical derivatives, not as generalised
derivatives such as distributional derivatives and so forth.) In particular, we do not consider the perturbations that solve
the governing equation only in the weak sense, although it is an important issue worth of further investigation. The
reader interested in the discussion of the state-of-the-art rigorous mathematical theory of equations governing the motion
of viscoelastic fluids is kindly referred to the discussion in Masmoudi (2018) or Barrett and Su¨li (2018).
3.4. Remark on boundary conditions for the temperature equation. If one wants to find a truly steady non-
equilibrium state, then one must in principle solve the steady equations for the mechanical quantities (3.5), and one must
also solve equation (2.28d) for the temperature. If the steady non-equilibrium state is reached, then the balance of the net
total energy (2.40) implies that
0 = ∫
∂Ω
(Tv) ●nds − ∫
∂Ω
jq ●nds. (3.13)
Since the equations for the mechanical variables can be solved without any reference to the temperature, we see that the
value of the first integral is fixed via solving (3.5). Consequently, the net heat flux through the boundary is in virtue of (3.13)
fixed by the solution of (3.5) as well. This leads to a requirement on the compatibility of boundary conditions for thermal
and mechanical quantities, see Bul´ıcˇek et al. (2011).
In particular, if one solves the equation for the temperature (2.28d), then one is not allowed to solve the temperature
equation subject to an arbitrary Neumann boundary condition. (Meaning that one is not allowed to use an arbitrary value
of the heat flux jq as the boundary condition for the temperature equation (2.28d).) However, if one specifies the boundary
condition for (2.28d) as a Dirichlet boundary condition, that is if one fixes the temperature on the boundary, then one can
use any prescribed temperature profile as the boundary condition. In this case the system will adjusts itself and (3.13)
will be automatically met. (This can be best seen via the same manipulations as in Appendix A.) Therefore, we implicitly
assume that the boundary condition for the temperature is always a Dirichlet boundary condition, that is we fix
θ∣∂Ω = θbdr, (3.14)
where θbdr is a given datum.
4. Lyapunov functional
4.1. Concept of Lyapunov functional. Lyapunov function/functional introduced by Lyapunov (1892), is a technique for
analysis of stability of solutions of ordinary as well as partial differential equations, see for example La Salle and Lefschetz
(1961) or Henry (1981). Let us briefly recall the concept of Lyapunov functional. We consider a system of governing
equations in the form
dW
dt
= F (W ), (4.1)
where Ŵ is a steady state, that is F (Ŵ ) = 0. We say that the functional V (W̃ ∥Ŵ ) is a (strict) Lyapunov functional near
the steady state Ŵ provided that:
(1) There exists a neighborhood of Ŵ such that V (W̃ ∥Ŵ ) is nonnegative, that isV (W̃ ∥Ŵ ) ≥ 0, (4.2a)
while the equality holds if and only if W̃ = 0.
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(2) The time derivative of V (W̃ ∥Ŵ ) is negative, that is
d
dt
V (W̃ ∥Ŵ ) < 0, (4.2b)
for all nonvanishing W̃ in the neighborhood of Ŵ .
If the given system of governing equations admits a strict Lyapunov functional near the state Ŵ , then we know that the
steady state Ŵ is asymptotically stable. This means that the solution W = W̃ + Ŵ that starts in the neighborhood of Ŵ
satisfies
W
t→+∞ÐÐÐ→ Ŵ , (4.3)
or, in other words,
W̃
t→+∞ÐÐÐ→ 0. (4.4)
While the concept of Lyapunov functional is very simple, it is difficult to apply in a particular setting. As Schaeffer and
Cain (2016) remark
The real mystery regarding Lyapunov functions in not how to use them but how to find them. [. . . ] Failing
these special cases, you are forced to rely on ingenuity and insight.
Fortunately, since we are interested in partial differential equations describing a physical system, we can try to search for a
Lyapunov functional using physical concepts.
If we were dealing with the stability of a homogeneous equilibrium steady state in a thermodynamically isolated system,
then a Lyapunov functional can be constructed using the net entropy S and the net total energy Etot functional. The idea
follows from the famous formulation of the first and second law of thermodynamics by Clausius (1865), namely the following
statement
The energy of the world is constant. The entropy of the world strives to a maximum.
It can be shown that the appropriate Lyapunov functional is in this setting
Veq (W̃ ∥Ŵ ) = − [S(Ŵ + W̃ ) − 1
θ̂
{Etot(Ŵ + W̃ ) −Etot(Ŵ )}] , (4.5)
where θ̂ is the spatially homogeneous temperature in the equilibrium steady state, see Bul´ıcˇek et al. (2017) for details. The
observation that (4.5) can be used as a suitable Lyapunov functional for stability analysis of homogeneous equilibrium steady
states in a thermodynamically isolated systems is well known, see for example Sˇilhavy´ (1997) or Grmela and O¨ttinger (1997);
O¨ttinger and Grmela (1997), and in the continuum thermodynamics setting it dates back to Coleman (1970) and Gurtin
(1973, 1975). (Note that the core idea can be, for spatially homogeneous systems, found already in the works of Clausius
(1865) and Gibbs (1874a,b), see also Bul´ıcˇek et al. (2017) for further discussion.) A carefully worked out example of the
application of (4.5) in a complex setting can be found in Ma´lek et al. (2018).
Unfortunately, the same functional cannot be used in stability analysis of non-equilibrium spatially inhomogeneous steady
states in thermodynamically open systems. This fact is clear from the formula (4.5) itself. If one works with a spatially
inhomogeneous steady states, then θ̂ in (4.5) is a function, and (4.5) does not define a functional at all. Further, the usability
of the functional (4.5) as a Lyapunov functional is based on the fact that in thermodynamically isolated systems one has
dS
dt
≥ 0 and dEtot
dt
= 0. This is not true in thermodynamically open systems, that is in the systems that are allowed to exchange
matter and energy with its surroundings. Still, the physically motivated Lyapunov functional (4.5) can be used as a starting
point for a construction of Lyapunov functional that works also for non-equilibrium spatially inhomogeneous steady states
in thermodynamically open systems.
4.2. Construction of Lyapunov functional for stability analysis of a non-equilibrium spatially inhomogeneous
steady state. Recently, Bul´ıcˇek et al. (2017) proposed a method for construction of Lyapunov functionals for stability
analysis of non-equilibrium spatially inhomogeneous steady states in thermodynamically open systems. In the ongoing
analysis we use the same ideas as in Bul´ıcˇek et al. (2017), but we restrict ourselves to the mechanical quantities only. This
is a matter of convenience, since we are interested in mechanical quantities only, and the temperature evolution has no
feedback on the mechanical part of the system of governing equations, see (2.28). Consequently, we do not need to work
with the Lyapunov functional for the full problem, and we can construct a simpler Lyapunov functional for the mechanical
quantities only.
Using the dimensionless counterpart of the specific mechanical energy emech introduced in (2.13c) and the net mechanical
energy Emech functional introduced in (2.35), one can see that the net mechanical energy in a thermodynamically closed
system must decay in time. This is intuitively clear from the fact that the mechanical energy must be in the long run
completely converted to the thermal energy, and from the fact that the thermal energy cannot be spontaneously converted
to the mechanical energy. (See Appendix A for formal details.) Consequently, the functionalVeq (W̃ ∥Ŵ ) =def Emech (Ŵ + W̃ ) −Emech (Ŵ ) (4.6)
can serve as a Lyapunov functional for stability analysis of equilibrium spatially homogeneous state (3.7).
Following the methodology outlined in Bul´ıcˇek et al. (2017) we use the Lyapunov functional for the equilibrium steady
state (4.6), and we define the candidate for the Lyapunov functional for the non-equilibrium steady state asVneq (W̃ ∥Ŵ ) =def Emech (Ŵ + W̃ ) −Emech (Ŵ ) − DWEmech (W )∣W=Ŵ [W̃ ] , (4.7)
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where DWEmech (W )∣W=Ŵ [W̃ ] denotes the Gaˆteaux derivative1 at point Ŵ in the direction W̃ . The (dimensionless)
explicit formulae for the individual terms in (4.7) read
Emech (Ŵ + W̃ ) = ∫
Ω
[1
2
∣v̂ + ṽ∣2 + Ξ
2
(Tr (B̂κp(t) + B̃κp(t)) − 3 − ln det (B̂κp(t) + B̃κp(t)))] dv, (4.8a)
Emech (Ŵ ) = ∫
Ω
[1
2
∣v̂∣2 + Ξ
2
(Tr B̂κp(t) − 3 − ln det B̂κp(t))] dv, (4.8b)
DWEmech (W )∣W=Ŵ [W̃ ] = ∫
Ω
{v̂ ● ṽ + Ξ
2
[Tr B̃κp(t) −Tr (B̂κp(t)−1B̃κp(t))]} dv. (4.8c)
Using (4.8) in (4.7) we get after some algebraic manipulations the explicit formula for the proposed Lyapunov functional
Vneq (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
2
[− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr (B̂κp(t)−1B̃κp(t))] dv. (4.9)
It remains to show that the proposed Lyapunov functional has the properties discussed in Section 4.1.
4.3. Nonnegativity of proposed Lyapunov functional. Let us first focus on the nonnegativity of Vneq. The integrand
in the second term in (4.9) can be manipulated as follows
− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr (B̂κp(t)−1B̃κp(t)) = − ln det (I + B̂κp(t)−1B̃κp(t)) +Tr(I + B̂κp(t)−1B̃κp(t)) − 3
= 3∑
i=1 (− lnµi + µi − 1) ≥ 0, (4.10)
where {µi}3i=1 are eigenvalues of matrix
I + B̂κp(t)−1B̃κp(t) = B̂κp(t)−1 (B̂κp(t) + B̃κp(t)) . (4.11)
The matrices B̂κp(t) + B̃κp(t) and B̂κp(t) are symmetric and positive definite, which is a consequence of the fact that the
governing equations preserve the positivity and the symmetry of the matrix Bκp(t) . This is either clear from the derivation of
the model, see the formula (2.9), or it can be shown directly from the governing equations, see Appendix B. However, note
that matrix B̃κp(t) alone is only symmetric, it is not necessarily a positive definite matrix. Since the matrices B̂κp(t) + B̃κp(t)
and B̂κp(t) in (4.11) are symmetric and positive definite, we know that their product is a diagonalisable matrix with positive
eigenvalues2 . Consequently, we know that sum in (4.10) is indeed positive.
Using the inequality (4.10) and the definition of proposed Lyapunov functional (4.9), we see that
Vneq (0∥Ŵ ) = 0, (4.12a)
Vneq (W̃ ∥Ŵ ) ≥ 0, (4.12b)
while the equality in (4.12b) holds if and only if the perturbation W̃ vanishes, that is if and only if ṽ = 0 and B̃κp(t) = 0.
4.4. Time derivative of proposed Lyapunov functional. The more difficult part of the analysis of properties of
proposed Lyapunov functional Vneq is the evaluation of its time derivative dVneqdt . The objective is to show that
dVneq
dt
(W̃ ∥Ŵ ) ≤ 0, (4.13)
while the derivative vanishes if and only if W̃ = 0. As we shall see, this is indeed possible, provided that the Weissenberg
number Wi and the Reynolds number Re are sufficiently small. Straightforward differentiation of (4.9) under the integral
sign yields
dVneq
dt
(W̃ ∥Ŵ ) = ∫
Ω
ṽ ● ∂ṽ
∂t
dv − ∫
Ω
Ξ
2
Tr
⎡⎢⎢⎢⎢⎣(B̂κp(t) + B̃κp(t))−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv + ∫Ω Ξ2 Tr
⎛⎝B̂κp(t)−1 ∂B̃κp(t)∂t ⎞⎠ dv. (4.14)
In the following we shall treat the individual terms of (4.14) separately. In order to proceed further, we need to formulate
the evolution equations for the perturbation W̃ , which will give us formulae for the partial time derivatives of ṽ and B̃κp(t) .
1 Let us recall that the Gaˆteaux derivative DM(x)[y] of a functional M at point x in the direction y is defined as DM(x)[y] =def
lims→0 M(x+sy)−M(x)s which is tantamount to DM(x)[y] =def ddsM(x + sy)∣s=0. If it is necessary to emphasize the variable against which we
differentiate, we also write DxM(x)[y] instead of DM(x)[y].
2 The well known fact that the product of two symmetric positive definite matrices X and Y is a diagonalisable matrix with positive eigenvalues
follows from the decomposition XY = Y− 12 (Y 12 XY 12 )Y 12 . The decomposition shows that XY is similar to the symmetric and positive definite
matrix Y
1
2 XY
1
2 .
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4.4.1. Evolution equations for perturbation. The perturbed field W = Ŵ + W̃ must satisfy the governing equations (3.8),
which means that
div (v̂ + ṽ) = 0, (4.15a)
∂
∂t
(v̂ + ṽ) + [(v̂ + ṽ) ● ∇] (v̂ + ṽ) = divT(Ŵ + W̃ ), (4.15b)
and
∂
∂t
(B̂κp(t) + B̃κp(t)) + [(v̂ + ṽ) ● ∇] (B̂κp(t) + B̃κp(t)) − (L̂ + L̃) (B̂κp(t) + B̃κp(t)) − (B̂κp(t) + B̃κp(t)) (L̂ + L̃)⊺
= − 1
Wi
[α (B̂κp(t) + B̃κp(t))2 + (1 − 2α) (B̂κp(t) + B̃κp(t)) − (1 − α)I] , (4.15c)
where
T(Ŵ + W̃ ) = 1
Re
(m̂ + m̃) I + 2
Re
(D̂ + D̃) +Ξ (B̂κp(t) + B̃κp(t))δ, (4.15d)
and where we have used the notation L̂ = ∇v̂, L̃ = ∇ṽ and similarly for the symmetric part of the velocity gradient.
Now we are in position to exploit the fact that the non-equilibrium steady state Ŵ solves (3.5). Using (3.5) in (4.15)
yields
div ṽ = 0, (4.16a)
∂ṽ
∂t
= divT(W̃ ) − (ṽ ● ∇) v̂ − [(v̂ + ṽ) ● ∇] ṽ, (4.16b)
where
T(W̃ ) = 1
Re
m̃I + 2
Re
D̃ +Ξ (B̃κp(t))δ, (4.16c)
and
∂B̃κp(t)
∂t
= − [(v̂ + ṽ) ● ∇] (B̂κp(t) + B̃κp(t)) + (L̂ + L̃) (B̂κp(t) + B̃κp(t)) + (B̂κp(t) + B̃κp(t)) (L̂ + L̃)⊺
− 1
Wi
[α (B̂κp(t) + B̃κp(t))2 + (1 − 2α) (B̂κp(t) + B̃κp(t)) − (1 − α)I] , (4.16d)
which can be in virtue of (3.5c) further simplified to
∂B̃κp(t)
∂t
= − (ṽ ● ∇) B̃κp(t) − (v̂ ● ∇) B̃κp(t) − (ṽ ● ∇) B̂κp(t) + L̂B̃κp(t) + L̃B̂κp(t) + L̃Bκp(t) + B̃κp(t) L̂⊺ + B̂κp(t) L̃⊺ + B̃κp(t) L̃⊺
− 1
Wi
[αB̃κp(t)2 + α (B̂κp(t) B̃κp(t) + B̃κp(t) B̂κp(t)) + (1 − 2α)B̃κp(t)] . (4.17)
In the subsequent analysis it will be however more convenient to work with (4.16d) instead of (4.17). Equation (4.17) will
be exploited only in Section 4.6.
System (4.16) of evolution equations for the perturbation W̃ must be solved subject to boundary condition
ṽ∣Γ2 = 0 (4.18)
and periodic boundary condition on Γ1. Having identified the formulae for the time derivatives, we can go back to (4.14),
and we can start to evaluate the individual terms on the right-hand side of (4.14).
We immediately see that the first term in the formula for the time derivative of the Lyapunov functional (4.14) does not
contain any zeroth or first order terms in the perturbation velocity ṽ. We expect the same from the remaining two terms
in (4.14), the terms should not include any zeroth or first order terms in B̃κp(t) . Indeed, we see that
− ∫
Ω
Ξ
2
Tr
⎡⎢⎢⎢⎢⎣(B̂κp(t) + B̃κp(t))−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv + ∫Ω Ξ2 Tr
⎡⎢⎢⎢⎢⎣B̂κp(t)−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv
= ∫
Ω
Ξ
2
Tr
⎡⎢⎢⎢⎢⎣B̂κp(t)−1 (I − (I + B̃κp(t) B̂κp(t)−1)
−1) ∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv ≈ ∫Ω Ξ2 Tr
⎡⎢⎢⎢⎢⎣B̂κp(t)−1B̃κp(t) B̂κp(t)−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv, (4.19)
where we have used the Neumann series approximation (I − A)−1 ≈ I + A. However, we cannot be satisfied with the approxi-
mation (4.19) that holds for small B̃κp(t) , we need an exact formula. This leads to lengthy algebraic manipulations described
in Section 4.4.3 and Section 4.4.4.
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4.4.2. First term of (4.14). Using the evolution equation for the velocity perturbation (4.16b) we see that
∫
Ω
ṽ ● ∂ṽ
∂t
dv = ∫
Ω
ṽ ● divT(W̃ )dv − ∫
Ω
ṽ ● [(ṽ ● ∇) v̂] dv − ∫
Ω
ṽ ● [{(v̂ + ṽ) ● ∇} ṽ] dv, (4.20)
The first term of the last equation can be manipulated as follows
∫
Ω
ṽ ● divT(W̃ )dv = ∫
Ω
div (T(W̃ )ṽ) dv − ∫
Ω
∇ṽ ∶ T(W̃ )dv = −∫
Ω
∇ṽ ∶ T(W̃ )dv, (4.21)
where we have used the Stokes theorem and the identity (2.42). The second term on the right hand side of (4.20) can be
written as ∫
Ω
ṽ ● [(ṽ ● ∇) v̂] dv = ∫
Ω
D̂ṽ ● ṽ dv. (4.22)
The third term on the right-hand side of (4.20) vanishes in virtue of the standard manipulation
∫
Ω
ṽ ● {[(v̂ + ṽ) ● ∇] ṽ} dv = 1
2
∫
Ω
[(v̂ + ṽ) ● ∇] ∣ṽ∣2 dv = 1
2
∫
Ω
div [(v̂ + ṽ) ∣ṽ∣2] dv − 1
2
∫
Ω
∣ṽ∣2 div (v̂ + ṽ) dv = 0, (4.23)
where we have again used (2.42) as well as the incompressibility condition (4.15a). Substituting (4.21), (4.22) and (4.23)
back into (4.20) yields
∫
Ω
ṽ ● ∂ṽ
∂t
dv = −∫
Ω
∇ṽ ∶ T(W̃ )dv − ∫
Ω
D̂ṽ ● ṽ dv. (4.24)
Finally, using the explicit formula for the Cauchy stress tensor (4.16c) we obtain
∫
Ω
ṽ ● ∂ṽ
∂t
dv = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv. (4.25)
4.4.3. Second term of (4.14). Using the evolution equation (4.16d) for B̃κp(t) yields
∫
Ω
Ξ
2
Tr
⎡⎢⎢⎢⎢⎣(B̂κp(t) + B̃κp(t))−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv = ∫Ω Ξ2 Tr [− (B̂κp(t) + B̃κp(t))−1 {(v̂ + ṽ) ● ∇} (B̂κp(t) + B̃κp(t))] dv+ ∫
Ω
Ξ
2
Tr [(B̂κp(t) + B̃κp(t))−1 (L̂ + L̃) (B̂κp(t) + B̃κp(t))] dv + ∫
Ω
Ξ
2
Tr [(B̂κp(t) + B̃κp(t))−1 (B̂κp(t) + B̃κp(t)) (L̂ + L̃)⊺] dv
− ∫
Ω
Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 (α (B̂κp(t) + B̃κp(t))2 + (1 − 2α) (B̂κp(t) + B̃κp(t)) − (1 − α)I)] dv. (4.26)
We can immediately see that the second and the third terms vanish due to the incompressibility condition (4.15a) and the
invariance of the trace under cyclic permutations. The first term on the right hand side of (4.26) can be shown to vanish as
well via the standard manipulation
∫
Ω
Ξ
2
Tr [(B̂κp(t) + B̃κp(t))−1 {(v̂ + ṽ) ● ∇} (B̂κp(t) + B̃κp(t))] dv = ∫
Ω
Ξ
2
[(ṽ + v̂) ● ∇] ln det (B̂κp(t) + B̃κp(t)) dv
= ∫
Ω
Ξ
2
div [(ṽ + v̂) ln det (B̂κp(t) + B̃κp(t))] dv − ∫
Ω
Ξ
2
div (ṽ + v̂) ln det (B̂κp(t) + B̃κp(t)) dv = 0. (4.27)
(The last equality again follows from the Stokes theorem, the identity (2.42) and the incompressibility condition (4.15a).
Moreover, we have also used the fact that u ● (∇ ln detA) = Tr (A−1 (u ● ∇)A).) Finally, we see that
∫
Ω
Ξ
2
Tr
⎡⎢⎢⎢⎢⎣(B̂κp(t) + B̃κp(t))−1
∂B̃κp(t)
∂t
⎤⎥⎥⎥⎥⎦ dv = −∫Ω Ξ2Wi Tr [α (B̂κp(t) + B̃κp(t)) + (1 − 2α)I − (1 − α) (B̂κp(t) + B̃κp(t))−1] . (4.28)
4.4.4. Third term of (4.14). Let us first make use of the equation for the steady flow (3.5c) to derive a useful identity.
Multiplying (3.5c) by B̂κp(t)−1B̃κp(t) B̂κp(t)−1 from the left, taking the trace and integrating over the domain Ω yields
∫
Ω
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (v̂ ● ∇) B̂κp(t)] dv − ∫
Ω
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (L̂Bκp(t) + B̂κp(t) L̂⊺)] dv
= −∫
Ω
1
Wi
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (αB̂κp(t)2 + (1 − 2α)B̂κp(t) − (1 − α)I)] dv. (4.29)
Consequently, using the invariance of the trace under cyclic permutations and rearranging the terms we obtain the identity
∫
Ω
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (v̂ ● ∇) B̂κp(t)] dv = ∫
Ω
Tr [B̂κp(t)−1 (L̂B̃κp(t) + B̃κp(t) L̂⊺)] dv
− ∫
Ω
1
Wi
Tr [αB̃κp(t) + (1 − 2α)B̂κp(t)−1B̃κp(t) − (1 − α)B̂κp(t)−1B̃κp(t) B̂κp(t)−1] dv. (4.30)
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Having the identity, let us now go back to (4.14), and let us manipulate the third term on the right-hand side of (4.14).
Employing the evolution equation (4.16d) for B̃κp(t) yields
∫
Ω
Ξ
2
Tr
⎛⎝B̂κp(t)−1 ∂B̃κp(t)∂t ⎞⎠ dv = ∫Ω Ξ2 Tr [−B̂κp(t)−1 {(v̂ + ṽ) ● ∇} (B̂κp(t) + B̃κp(t))] dv
+ ∫
Ω
Ξ
2
Tr [B̂κp(t)−1 (L̂ + L̃) (B̂κp(t) + B̃κp(t))] dv + ∫
Ω
Ξ
2
Tr [B̂κp(t)−1 (B̂κp(t) + B̃κp(t)) (L̂ + L̃)⊺] dv
− ∫
Ω
Ξ
2Wi
Tr [B̂κp(t)−1 {α (B̂κp(t) + B̃κp(t))2 + (1 − 2α) (B̂κp(t) + B̃κp(t)) − (1 − α)I}] dv. (4.31)
The first term on the right-hand side of (4.31) reduces to
∫
Ω
Ξ
2
Tr [−B̂κp(t)−1 {(v̂ + ṽ) ● ∇} (B̂κp(t) + B̃κp(t))] dv = −∫
Ω
Ξ
2
Tr [B̂κp(t)−1 {(v̂ + ṽ) ● ∇} B̃κp(t)] dv, (4.32)
where we have used a similar manipulation as in (4.27). Moreover, the expression can be further transformed as follows
∫
Ω
Ξ
2
Tr [B̂κp(t)−1 {(v̂ + ṽ) ● ∇} B̃κp(t)] dv
= ∫
Ω
Ξ
2
{(v̂ + ṽ) ● ∇}Tr(B̂κp(t)−1B̃κp(t)) dv − ∫
Ω
Ξ
2
Tr [B̃κp(t) {(v̂ + ṽ) ● ∇} B̂κp(t)−1] dv
= ∫
Ω
Ξ
2
div [(v̂ + ṽ)Tr (B̂κp(t)−1B̃κp(t))] dv − ∫
Ω
Ξ
2
div (v̂ + ṽ)Tr (B̂κp(t)−1B̃κp(t)) dv
− ∫
Ω
Ξ
2
Tr [B̃κp(t) {(v̂ + ṽ) ● ∇} B̂κp(t)−1] dv = −∫
Ω
Ξ
2
Tr [B̃κp(t) {(v̂ + ṽ) ● ∇} B̂κp(t)−1] dv
= ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 {(v̂ + ṽ) ● ∇} B̂κp(t)] dv, (4.33)
where we have used the Stokes theorem, the identity (2.42), the incompressibility condition (4.15a), and the identity
Tr [A (u ● ∇)B−1] = −Tr [AB−1 {(u ● ∇)B}B−1] that follows from the fact that ∇ (B−1) = −B−1 (∇B)B−1. Note that a part
of the expression on the right-hand side of (4.33) is the same as the left-hand side of the identity (4.30).
So far we have found that
∫
Ω
Ξ
2
Tr
⎛⎝B̂κp(t)−1 ∂B̃κp(t)∂t ⎞⎠ dv = −∫Ω Ξ2 Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 {(v̂ + ṽ) ● ∇} B̂κp(t)] dv
+ ∫
Ω
Ξ
2
Tr [B̂κp(t)−1 (L̂ + L̃) (B̂κp(t) + B̃κp(t))] dv + ∫
Ω
Ξ
2
Tr [B̂κp(t)−1 (B̂κp(t) + B̃κp(t)) (L̂ + L̃)⊺] dv
− ∫
Ω
Ξ
2Wi
Tr [B̂κp(t)−1 {α (B̂κp(t) + B̃κp(t))2 + (1 − 2α) (B̂κp(t) + B̃κp(t)) − (1 − α)I}] dv, (4.34)
which—upon exploiting the identity (4.30) in the first term—reduces to
∫
Ω
Ξ
2
Tr
⎛⎝B̂κp(t)−1 ∂B̃κp(t)∂t ⎞⎠ dv = −∫Ω Ξ2 Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv + ∫Ω Ξ2 B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
− ∫
Ω
Ξ
2Wi
Tr [α (B̂κp(t) + B̃κp(t) + B̂κp(t)−1B̃κp(t)2) + (1 − α) (B̂κp(t)−1B̃κp(t) B̂κp(t)−1 − B̂κp(t)−1) + (1 − 2α)I] dv, (4.35)
where we have again used the incompressibility condition.
4.4.5. Explicit formula for the time derivative of Lyapunov functional. Collecting (4.25), (4.28) and (4.35) into (4.14) we
obtain
dVneq
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv
− ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
− ∫
Ω
(1 − α) Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 − B̂κp(t)−1 + B̂κp(t)−1B̃κp(t) B̂κp(t)−1] dv − ∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv. (4.36)
Using the resolvent identity A−11 − A−12 = A−11 (A2 − A1)A−12 we can rearrange the next to the last term in (4.36),
Tr [(B̂κp(t) + B̃κp(t))−1 − B̂κp(t)−1 + B̂κp(t)−1B̃κp(t) B̂κp(t)−1] = Tr [− (B̂κp(t) + B̃κp(t))−1 B̃κp(t) B̂κp(t)−1 + B̂κp(t)−1B̃κp(t) B̂κp(t)−1]= Tr [{B̂κp(t)−1 − (B̂κp(t) + B̃κp(t))−1} B̃κp(t) B̂κp(t)−1] = Tr [B̂κp(t)−1B̃κp(t) (B̂κp(t) + B̃κp(t))−1 B̃κp(t) B̂κp(t)−1]= Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] . (4.37)
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Moreover, since (B̂κp(t) + B̃κp(t)) is a symmetric positive definite matrix, we see that
Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] ≥ 0. (4.38)
Finally, we see that the time derivative of the proposed Lyapunov functional reads
dVneq
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv
− ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
− ∫
Ω
(1 − α) Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] dv − ∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv. (4.39)
The terms
−∫
Ω
2
Re
D̃ ∶ D̃dv, (4.40a)
−∫
Ω
(1 − α) Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] dv, (4.40b)
−∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv, (4.40c)
are negative provided that ṽ /= 0 and B̃κp(t) /= 0. If we were able to show that these damping terms are strong enough to
balance all the remaining terms on the right hand side of (4.39), we would get the desired result concerning the negativity
of the time derivative of the proposed Lyapunov functional. This should be possible at least for sufficiently small Reynolds
number Re and Weissenberg number Wi.
The hypothesis follows from the observation that as the Reynolds number Re and the Weissenberg number Wi tend to
zero, then the magnitude of the damping terms increases, and it should outgrow the other terms in (4.39). This is consistent
with the expectation that low Reynolds number and low Weissenberg number flows are stable. In the next section we find,
by the means of a very rough estimates, that this is indeed the case, and we provide explicit bounds on the values of Reynolds
and Weissenberg number that guarantee the negativity of the time derivative of the proposed Lyapunov functional, and
hence the stability of the corresponding non-equilibrium spatially inhomogeneous steady state.
4.5. Estimate on the time derivative. A precise characterisation of the Reynolds number and the Weissenberg number
that guarantee the negativity of the time derivative, and hence the stability, could be obtained by a variational technique
known from the standard energy method, see Joseph (1976a,b) or Straughan (2004). This is however beyond the scope of the
current contribution. Here we aim at a simple but a very rough estimate based on the elementary use of Friedrichs–Poincare´,
Cauchy–Schwarz, Young and Korn (in)equalities, see Necˇas et al. (1996), Evans (1998) or Adams and Fournier (2003) or
any other standard reference work on function spaces. We recall that we restrict ourselves only to perturbations and steady
states that are given by smooth scalar, vector or tensor functions.
For the sake of completeness, let us recall that the Korn equality reads
2∫
Ω
Du ∶Du dv = ∫
Ω
∇u ∶ ∇u dv + ∫
Ω
(divu)2 dv, (4.41)
where u is a (smooth) vector field that vanishes on Γ2 and satisfies the periodic boundary condition on Γ1, and Du denotes
the symmetric part of the corresponding gradient ∇u. The Friedrichs–Poincare´ inequality reads∥u∥2L2(Ω) ≤ CP ∥∇u∥2L2(Ω), (4.42)
where CP is the domain dependent constant, u is a (smooth) vector field that vanishes on Γ2 and satisfies the periodic
boundary condition on Γ1, and ∥w∥2L2(Ω) =def ∫Ω ∣w∣2 dv denotes the standard Lebesgue space norm, and ∣w∣ denotes the
standard Euclidean norm. The Cauchy–Schwarz inequality reads
∣∫
Ω
uv dv∣ ≤ ∥u∥L2(Ω)∥v∥L2(Ω), ∣∫
Ω
u ● v dv∣ ≤ ∥u∥L2(Ω)∥v∥L2(Ω) (4.43)
in the case of the scalar product of (smooth) functions u and v in Ω or (smooth) vector fields u and v in Ω. Further, we
recall that the Frobenius matrix norm ∣A∣ =def √Tr (AA⊺) is induced by the matrix scalar product A ∶B = Tr (AB⊺), hence we
also have the Cauchy–Schwarz inequality ∣A ∶ B∣ ≤ ∣A∣ ∣B∣ (4.44)
on the space of R3×3 matrices, and we know that the matrix norm is submultiplicative∣AB∣ ≤ ∣A∣ ∣B∣ , (4.45)
and compatible with the Euclidean norm ∣Au∣ ≤ ∣A∣ ∣u∣, see for example Meyer (2000). This gives us also Cauchy–Schwartz
inequality in the case of (smooth) tensor fields in Ω,
∣∫
Ω
A ∶ Bdv∣ ≤ ∥A∥L2(Ω)∥B∥L2(Ω), (4.46)
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Summary 2: Lyapunov functional for stability analysis of a non-equilibrium spatially inhomogeneous
steady state
Non-equilibrium steady state Ŵ = [v̂, m̂, B̂κp(t)] solves:
div v̂ = 0(v̂ ● ∇) v̂ = divT(Ŵ )
(v̂ ● ∇) B̂κp(t) − L̂Bκp(t) − B̂κp(t) L̂⊺ = − 1Wi [αB̂κp(t)2 + (1 − 2α)B̂κp(t) − (1 − α)I]
Boundary conditions:
v̂ ●n∣Γ2 = 0(I −n⊗n)v̂∣Γ2 = V
v̂ is periodic on Γ1
Perturbation W = Ŵ + W̃ :
v = v̂ + ṽ
Bκp(t) = B̂κp(t) + B̃κp(t)
Lyapunov functional:
Vneq (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
2
[− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr(B̂κp(t)−1B̃κp(t))] dv
Time derivative of Lyapunov functional:
dVneq
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv
− ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
− ∫
Ω
(1 − α) Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] dv
− ∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv
Estimate on the time derivative:
dVneq
dt
(W̃ ∥Ŵ ) ≤ C1∥∇ṽ∥2L2(Ω) +C2∥B̃κp(t)∥2L2(Ω)
Constants in the estimate:
C1 = − 1
Re
+CP sup
x∈Ω ∣λmin (D̂)∣ + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ +CP Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣
C2 = −α Ξ
2Wi
inf
x∈Ωλmin (B̂κp(t)−1) + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ + Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣
where ∥A∥2L2(Ω) =def ∫Ω ∣A∣2 dv. Finally, Young inequality for real numbers a and b reads
ab ≤ a2
2
+ b2
2
. (4.47)
Now we are in position to find an estimate on the right-hand side of (4.39). In estimating the time derivative (4.39) we
first completely ignore the nonpositive term (4.40b). We can thus write
dVneq
dt
(W̃ ∥Ŵ ) ≤ −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv
− ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
− ∫
Ω
α
Ξ
2Wi
Tr (B̂κp(t)−1B̃κp(t)2) dv. (4.48)
This means that we lose a term that has the negative sign, and that the estimate on the stability range will be more
demanding than it would have to be. We also need to restrict ourselves to α /= 0.
Let us now bound the individual terms involved in (4.48). The first term can be in virtue of Korn equality rewritten as
− ∫
Ω
2
Re
D̃ ∶ D̃dv = − 1
Re
∥∇ṽ∥2L2(Ω). (4.49)
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The third term on the right-hand side of (4.48) can be estimated using the spectral estimate
λmin (D̂) ∣ṽ∣2 ≤ D̂ṽ ● ṽ ≤ λmax (D̂) ∣ṽ∣2 (4.50)
for the symmetric matrix D̂, where λmin (D̂) denotes the smallest eigenvalue of D̂ and λmax (D̂) denotes the largest eigenvalue
of D̂ at the given spatial point x. The spectral estimate yields− ∫
Ω
D̂ṽ ● ṽ dv ≤ −∫
Ω
λmin (D̂) ∣ṽ∣2 dv ≤ sup
x∈Ω ∣λmin (D̂)∣ ∥ṽ∥2L2(Ω). (4.51)
Further, using the Poincare´ inequality we get− ∫
Ω
D̂ṽ ● ṽ dv ≤ sup
x∈Ω ∣λmin (D̂)∣ ∥ṽ∥2L2(Ω) ≤ CP supx∈Ω ∣λmin (D̂)∣ ∥∇ṽ∥2L2(Ω). (4.52)
The last term in (4.48) can be estimated as
− ∫
Ω
α
Ξ
2Wi
Tr(B̂κp(t)−1B̃κp(t)2) dv ≤ −α Ξ2Wi infx∈Ωλmin (B̂κp(t)−1) ∥B̃κp(t)∥2L2(Ω), (4.53)
where λmin (B̂κp(t)) denotes the smallest eigenvalue of the given symmetric positive definite matrix B̂κp(t) at the given spatial
point x. (Note that λmin (B̂κp(t)) is in virtue of the positivity of B̂κp(t) a positive number.)
Estimates on the rest of the terms are obtained easily by the application of Cauchy–Schwarz and Young inequalities and
the submultiplicative property of the matrix norm. First, we group the second and the fifth term in (4.48), and we get
− ∫
Ω
Ξ B̃κp(t) ∶ D̃dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv
= −∫
Ω
Ξ
2
I ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv + ∫
Ω
Ξ
2
B̂κp(t)−1 ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv = ∫
Ω
Ξ
2
(B̂κp(t)−1 − I) ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv,
(4.54a)
which can be estimated as
∫
Ω
Ξ
2
(B̂κp(t)−1 − I) ∶ (L̃Bκp(t) + B̃κp(t) L̃⊺) dv ≤ Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ (∥B̃κp(t)∥2L2(Ω) + ∥∇ṽ∥2L2(Ω)) . (4.54b)
Finally, the fourth term in (4.48) is estimated as
− ∫
Ω
Ξ
2
Tr [B̂κp(t)−1B̃κp(t) B̂κp(t)−1 (ṽ ● ∇) B̂κp(t)] dv ≤ Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ (∥B̃κp(t)∥2L2(Ω) + ∥ṽ∥2L2(Ω))≤ Ξ
4
sup
x∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ (∥B̃κp(t)∥2L2(Ω) +CP ∥∇ṽ∥2L2(Ω)) . (4.54c)
where we have again used the Poincare´ inequality, and where we have used the notation ∣∇B̂κp(t) ∣2 =def ∑3k,l,m=1 (∂B̂κp(t)kl∂xm )2
for the norm of the third order tensor ∇B̂κp(t) .
Altogether, the estimates (4.49), (4.53) and (4.54) give us
dVneq
dt
(W̃ ∥Ŵ ) ≤ C1∥∇ṽ∥2L2(Ω) +C2∥B̃κp(t)∥2L2(Ω), (4.55)
where we have denoted
C1 =def − 1
Re
+CP sup
x∈Ω ∣λmin (D̂)∣ + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ +CP Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ , (4.56a)
C2 =def −α Ξ
2Wi
inf
x∈Ωλmin (B̂κp(t)−1) + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ + Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ . (4.56b)
From (4.55) we see that if C1,C2 < 0, then the time derivative of the proposed Lyapunov functional is negative, and the
non-equilibrium steady state is unconditionally asymptotically stable. Here the adjective “unconditionally” means that the
initial perturbation can take any value.
We again see that if we are close to the equilibrium, that is if [v̂, B̂κp(t)] ≈ [0, I], then the positive terms in (4.56) are
small compared to the damping terms − 1
Re
and −α Ξ
2Wi
infx∈Ω λmin (B̂κp(t)−1) respectively, hence the time derivative of the
Lyapunov functional is negative. This is expected behaviour. Since the steady equilibrium state [0, I] is stable, we expect
the same at least for non-equilibrium states that are not far away from the equilibrium state.
We can formulate the results obtained in this section as a theorem.
Theorem 1 (Sufficient conditions for unconditional asymptotic stability of spatially inhomogeneous non-equilibrium steady
state). Let the pair [v̂, B̂κp(t)] solve the governing equations for the steady state (3.5) with boundary conditions (3.6). If the
Reynolds number Re, the Weissenberg number Wi and the dimensionless shear modulus Ξ are such that the constants
C1 = − 1
Re
+CP sup
x∈Ω ∣λmin (D̂)∣ + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ +CP Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ , (4.57a)
C2 = −α Ξ
2Wi
inf
x∈Ωλmin (B̂κp(t)−1) + Ξ2 supx∈Ω ∣B̂κp(t)−1 − I∣ + Ξ4 supx∈Ω ∣B̂κp(t)−1∣2 supx∈Ω ∣∇B̂κp(t) ∣ , (4.57b)
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satisfy
C1 < 0, C2 < 0, (4.58)
then the spatially inhomogeneous non-equilibrium steady state [v̂, B̂κp(t)] is unconditionally asymptotically stable.
4.6. Remarks. Having the Lyapunov functional given by the formula
Vneq (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
2
[− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr(B̂κp(t)−1B̃κp(t))] dv (4.59)
it is interesting to see how the functional works in the case of close to equilibrium setting, that is for B̂κp(t) ≈ I, and for small
perturbations, that is for small B̃κp(t) .
Using the standard formulae for the determinant, see for example Sˇilhavy´ (1997) or Gurtin et al. (2010), and the Taylor
expansion for the natural logarithm,
det (I + A) = 1 +TrA + 1
2
((TrA)2 −TrA2) + detA, (4.60a)
ln(1 + x) ≈ x − x2
2
+ x3
3
+⋯, (4.60b)
we see that if B̃κp(t) is small, then
− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr (B̂κp(t)−1B̃κp(t))
= − ln{1 +Tr (B̂κp(t)−1B̃κp(t)) + 12 [(Tr(B̂κp(t)−1B̃κp(t)))2 −Tr((B̂κp(t)−1B̃κp(t))2)] +⋯} +Tr (B̂κp(t)−1B̃κp(t))≈ 1
2
Tr((B̂κp(t)−1B̃κp(t))2) . (4.61)
Consequently, if B̂κp(t) is close to the identity, then
− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr(B̂κp(t)−1B̃κp(t)) ≈ 12 Tr((B̂κp(t)−1B̃κp(t))2) ≈ 12 ∣B̃κp(t) ∣2 , (4.62)
and the proposed Lyapunov functional Vneq can be approximated asVneq ≈ Vnaive (4.63)
where Vnaive (W̃ ∥Ŵ ) =def ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
4
∣B̃κp(t) ∣2 dv. (4.64)
The functional Vnaive might be the first candidate for the Lyapunov functional if the stability is investigated using the
popular “energy method”, see for example Straughan (2004). The functional is clearly nonnegative, and it vanishes if and
only if the perturbation vanishes. Moreover, the candidate Vnaive for the Lyapunov functional is much simpler than Vneq.
Indeed, the proximity of the perturbation to the non-equilibrium state [v̂, B̂κp(t)] is measured using the standard Lebesgue
space norms, and Vnaive does not depend on the value of B̂κp(t) . Therefore it seems that Vnaive is a good candidate for the
Lyapunov functional for the analysis of arbitrary spatially inhomogeneous non-equilibrium steady state [v̂, B̂κp(t)].
However, if we use the (exact) evolution equations for the perturbation velocity (4.16b), and if we evaluate the time
derivative of Vnaive we get
dVnaive
dt
(W̃ ∥Ŵ ) = ∫
Ω
ṽ ● ∂ṽ
∂t
dv + ∫
Ω
Ξ
2
Tr
⎛⎝B̃κp(t) ∂B̃κp(t)∂t ⎞⎠ dv
= −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv + ∫
Ω
Ξ
2
Tr
⎛⎝B̃κp(t) ∂B̃κp(t)∂t ⎞⎠ dv, (4.65)
see also (4.25). The last term on the right hand side of (4.65) can be evaluated using the (exact) evolution equation for B̃κp(t) ,
see (4.17). Substituting (4.17) into (4.65) yields
dVnaive
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ B̃κp(t) ∶ D̃dv − ∫
Ω
D̂ṽ ● ṽ dv
− ∫
Ω
Ξ
2
Tr [({ṽ ● ∇} B̃κp(t)) B̃κp(t)] dv − ∫
Ω
Ξ
2
Tr [({v̂ ● ∇} B̃κp(t)) B̃κp(t)] dv − ∫
Ω
Ξ
2
Tr [({ṽ ● ∇} B̂κp(t)) B̃κp(t)] dv
+ ∫
Ω
Ξ Tr (D̂B̃κp(t)2) dv + ∫
Ω
Ξ
2
Tr [B̂κp(t) (B̃κp(t) L̃ + L̃⊺B̃κp(t))] dv + ∫
Ω
Ξ Tr (D̃Bκp(t)2) dv
− ∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv. (4.66)
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Concerning the sign of the time derivative, we again see that some terms have the favourable sign. If we restrict ourselves
to the case α ∈ (0, 1
2
], we see that the terms
−∫
Ω
2
Re
D̃ ∶ D̃dv, (4.67a)
−∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv, (4.67b)
are negative provided that ṽ /= 0 and B̃κp(t) /= 0. The negativity of (4.67a) is clear, and the negativity of (4.67b) follows from
the manipulation
− ∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv
= −∫
Ω
Ξ
2Wi
Tr [(α (Bκp(t) − B̂κp(t)) + 2αB̂κp(t) + (1 − 2α)I) B̃κp(t)2] dv
= −∫
Ω
Ξ
2Wi
Tr [(αBκp(t) + αB̂κp(t) + (1 − 2α)I) B̃κp(t)2] dv, (4.68)
where the matrix αBκp(t) + αB̂κp(t) + (1 − 2α)I is a symmetric positive definite matrix. (Recall that we know that B̂κp(t) as
well as Bκp(t) = B̂κp(t) + B̃κp(t) are symmetric positive definite matrices.) However, one can note that terms (4.67) are in
general not strong enough to enforce the nonnegativity of the time derivative.
Indeed, terms (4.67) cannot be in general used to actually balance the terms such as
∫
Ω
Ξ Tr (D̃Bκp(t)2) dv, (4.69)
that appear on the right-hand side of (4.66), and that can be positive. Balancing (4.69) would require an a priori control on
the product of the spatial gradient of v and the square of the perturbation B̃κp(t) . The straightforward use of Cauchy–Schwarz
inequality and Young inequality would lead to
∫
Ω
Ξ Tr (D̃Bκp(t)2) dv ≤ Ξ∥D̃∥L2(Ω)∥B̃κp(t)∥2L4(Ω) ≤ Ξ2 (∥D̃∥2L2(Ω) + ∥B̃κp(t)∥4L4(Ω)) , (4.70)
which cannot be—without additional assumptions such as smallness of the perturbation—balanced using the damping
terms (4.67).
The inappropriateness of Vnaive for the stability analysis is in fact apparent even in a very trivial setting. Let us consider
the spatially homogeneous equilibrium steady state B̂κp(t) = I, v̂ = 0 in a mechanically isolated container, that is we set
V = 0 (4.71)
in the boundary condition (3.6b). In this case (4.66) simplifies to
dVnaive
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
Ξ
2
Tr [({ṽ ● ∇} B̃κp(t)) B̃κp(t)] dv + ∫
Ω
Ξ Tr (D̃Bκp(t)2) dv
− ∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv. (4.72)
Using the standard manipulation
∫
Ω
Ξ
2
Tr [({ṽ ● ∇} B̃κp(t)) B̃κp(t)] dv = ∫
Ω
Ξ
4
{ṽ ● ∇} ∣B̃κp(t) ∣2 dv = ∫
∂Ω
Ξ
4
∣B̃κp(t) ∣2 (ṽ ●n) ds − ∫
Ω
Ξ
4
(div ṽ) ∣B̃κp(t) ∣2 dv (4.73)
we see that the second term in (4.72) vanishes in virtue of the incompressibility constraint (4.16a) and the boundary
condition (3.6a). Consequently (4.72) reduces to
dVnaive
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv + ∫
Ω
Ξ Tr (D̃Bκp(t)2) dv − ∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv.
(4.74)
Let us now consider an initial perturbation that is chosen is such a way that ∫Ω Ξ Tr (D̃Bκp(t)2) dv > 0, which can
certainly be done. This positive value will dominate the right hand side of (4.74) provided that the Reynolds number and
the Weissenberg number are large enough. Consequently, Vnaive will (initially) increase, and it would be useless as the
Lyapunov functional unless we a priori limit ourselves to small perturbations3.
On the other hand, if one uses the functional Vneq in the case B̃κp(t) = I and v̂ = 0, then we immediately see that the
constants C1 and C2 in (4.55) are negative, and that the equilibrium steady state is asymptotically stable with respect to
any perturbation.
3Formally, we should be working with the dimensional version of (4.74), since in the equilibrium steady state there is no characteristic time
scale associated to the external forcing. The dimensional version of (4.74) reads
dVnaive
dt
(W̃ ∥Ŵ ) = −∫
Ω
2νD̃ ∶ D̃dv + ∫
Ω
µTr (D̃B̃κp(t)2) dv − ∫
Ω
µ2
2ν1
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] dv, (4.75a)
where Vnaive (W̃ ∥Ŵ ) =def ∫
Ω
1
2
ρ ∣ṽ∣2 dv + ∫
Ω
µ
4
∣B̃κp(t) ∣2 dv. (4.75b)
In the dimensional form, we can rephrase our findings as follows. Given the perturbation, the functional Vnaive implies the stability if the
viscosity ν is high enough, and if the relaxation time ν1
µ
is small enough.
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In fact, in this case the exact formula (4.39) for the time derivative of Vneq reads4
dVneq
dt
(W̃ ∥Ŵ ) = −∫
Ω
2
Re
D̃ ∶ D̃dv − ∫
Ω
(1 − α) Ξ
2Wi
Tr [(I + B̃κp(t))−1 B̃κp(t)2] dv − ∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv, (4.77)
where the right-hand side is a negative quantity provided that B̃κp(t) /= 0 and ṽ /= 0. In particular, the time derivative of Vneq
does not include—as in the case of the time derivative of Vnaive—a term similar to (4.69).
On the formal level this follows from the manipulations described in Section 4.4.3 and Section 4.4.4. In principle, we
have never multiplied the evolution equation (4.17) for the perturbation by the term B̃κp(t) . We have only taken the trace
of the evolution equation, and the trace of the evolution equation multiplied by the inverse of B̃κp(t) . These manipulations
have effectively led to the elimination of the product of the term B̃κp(t) L̃⊺ + L̃Bκp(t) with the perturbation B̃κp(t) itself. (See
also Section A for a similar and perhaps more transparent analysis.) On somewhat informal level the absence of the term
of the type (B̃κp(t) L̃⊺ + L̃Bκp(t)) ∶ B̃κp(t) in the time derivative of Vneq is not very surprising. The term comes from the upper
convected derivative (2.2), and the upper convected derivative is a construct related to the kinematics of the continuous
medium, hence it should not interfere with the energy exchange mechanisms. (Note that the convective term (v ● ∇)v in
the standard Navier–Stokes equations also does not contribute to the net energy balance provided that the velocity field
vanishes on the boundary.) Consequently, if the energy is correctly identified, the upper convected derivative should be
“invisible” in all considerations dealing with the concept of the energy, which is the case of functional Vneq.
Finally, we note that the damping terms (4.67) can be again compared with the corresponding damping terms (4.40)
that arise in the differentiation of the Lyapunov functional Vneq. If B̃κp(t) is small and B̂κp(t) ≈ I, then the sum of (4.40b)
and (4.40c) can be in the leading order approximated as
− ∫
Ω
(1 − α) Ξ
2Wi
Tr [(B̂κp(t) + B̃κp(t))−1 (B̃κp(t) B̂κp(t)−1) (B̃κp(t) B̂κp(t)−1)⊺] dv − ∫
Ω
α
Ξ
2Wi
Tr [B̂κp(t)−1B̃κp(t)2] dv
≈ −∫
Ω
Ξ
2Wi
Tr [B̃κp(t)2] dv (4.78)
while for (4.67b) we get
− ∫
Ω
Ξ
2Wi
Tr [αB̃κp(t)3 + 2αB̂κp(t) B̃κp(t)2 + (1 − 2α)B̃κp(t)2] ≈ −∫
Ω
Ξ
2Wi
Tr [B̃κp(t)2] dv. (4.79)
Consequently, we see that the damping terms (4.67) are approximations of the damping terms (4.40). (Provided that
one investigates a non-equilibrium steady state that is not far away from the spatially homogeneous equilibrium steady
state B̂κp(t) = I, and that one deals with small perturbations B̃κp(t) .) This once again indicates that the functional Vnaive is,
unlike Vneq, of very limited usability in the analysis of the behaviour of finite perturbations to far-from-equilibrium steady
states.
Based on the analysis presented above, we can claim that we have indeed benefited from a well constructed Lyapunov
functional Vneq. Unlike the naive Lyapunov functional Vnaive, the proposed Lyapunov functional Vneq seems to properly
reflect the nonlinearity of the governing equations and the related energy storage mechanisms and the entropy production
mechanisms.
5. Taylor–Couette flow
Let us now consider a viscoelastic fluid described by the Giesekus model introduced in Section 2 with α = 1
2
, and let us
investigate the stability of steady flow in the standard Taylor–Couette flow geometry, see Figure 2. Naturally, the objective
is to show as how the theory introduced above works in a specific setting. The choice α = 1
2
is motivated by the simplicity
of the expressions for the corresponding spatially inhomogeneous non-equilibrium steady state.
The fluid is placed in between two infinite concentric cylinders of radii R1 and R2, R1 < R2. The cylinders are rotating
with the angular velocities Ω1 (inner cylinder) and Ω2 (outer cylinder) along the common axis. The geometry naturally
leads to the use of cylindrical coordinates (r,ϕ, z); the normed basis vectors are denoted as grˆ, gϕˆ and gzˆ, see Figure 2.
Since the domain is unbounded in the z-direction we henceforth consider a periodic cell
Ω =def {(r,ϕ, z) ∈ R3 ∣R1 < r < R2, 0 ≤ ϕ < 2pi, ∣z∣ < h} (5.1)
where h > 0 is chosen arbitrarily, and we use the following notation for the boundaries of Ω
Γ1 =def {(r,ϕ, z) ∈ R3 ∣R1 < r < R2, 0 ≤ ϕ < 2pi, ∣z∣ = h}, (5.2a)
4Since the problem of stability of the equilibrium steady state is a problem without the natural timescale associated to the external forcing,
we should be again working with the dimensional version of the equality (4.77) that is with
dVneq
dt
(W̃ ∥Ŵ ) = −∫
Ω
2νD̃ ∶ D̃dv − ∫
Ω
(1 − α) µ2
2ν1
Tr [(I + B̃κp(t))−1 B̃κp(t)2] dv − ∫
Ω
µ2
2ν1
Tr [B̂κp(t)−1B̃κp(t)2] dv, (4.76a)
where Vneq (W̃ ∥Ŵ ) =def ∫
Ω
1
2
ρ ∣ṽ∣2 dv + ∫
Ω
µ
2
[− ln det (I + B̃κp(t)) +Tr B̃κp(t)] dv. (4.76b)
Note that in the studied case of the stability analysis of the spatially homogeneous equilibrium steady state [B̂κp(t) , v̂] = [I,0] the Lyapunov
functional Vneq coincides with the net mechanical energy (2.35) of the total perturbation Bκp(t) = I + B̃κp(t) and v = ṽ. This is not the case for
the naive Lyapunov functional Vnaive, see (4.75b).
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denoting the top and bottom base boundaries, and
Γ2 =def {(r,ϕ, z) ∈ R3 ∣ r ∈ {R1,R2}, 0 ≤ ϕ < 2pi, ∣z∣ < h}, (5.2b)
denoting the cylindrical walls of the domain. The flow is driven by the rotation of the cylinders along the common axis.
r
R2
R1
ϕ
Ω1
Ω2
grˆ
gϕˆ
Figure 2. Cylindrical Taylor–Couette flow.
5.1. Governing equations. The first task in the stability analysis is to find the steady solution to the governing equations.
This solution is the spatially inhomogeneous non-equilibrium steady state Ŵ as introduced in Section 3. For reader’s
convenience let us now again rewrite the system of governing equations (2.32) in their dimensionless form here
div⋆ v⋆ = 0, (5.3a)
dv⋆
dt⋆ = 1Re∇⋆m⋆ + 1Re∆⋆v⋆ +Ξ div⋆ (Bκp(t))δ, (5.3b)▽
Bκp(t)⋆ = − 1Wi (αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I) , (5.3c)
where we have explicitly expressed the divergence of Cauchy stress tensor according to (2.33). The characteristic length and
characteristic time have been chosen as
xchar =def R1, tchar =def 1
Ω1
. (5.4)
The governing equations must be solved subject to given boundary conditions.
5.2. Boundary conditions. We use the periodic boundary condition on Γ1 and no-slip boundary condition for velocity
field v on Γ2, that is
v∣r=R1 = R1Ω1gϕˆ, (5.5a)
v∣r=R2 = R2Ω2gϕˆ. (5.5b)
These boundary conditions are consistent with the requirements on boundary conditions specified in Section 2.6. In their
dimensionless form the boundary conditions read
v⋆∣r⋆=1 = gϕˆ, (5.6a)
v⋆∣r⋆= 1η = ζηgϕˆ, (5.6b)
where, following the classical treatises by Taylor (1923) and Chandrasekhar (1961), we have introduced two dimensionless
parameters
η =def R1
R2
, ζ =def Ω2
Ω1
. (5.7)
Hereafter, we work exclusively with the dimensionless variables and thus, for the sake of simplicity, we omit the star denoting
them.
5.3. Non-equilibrium steady state. Since the problem has the rotational symmetry, we search for the steady non-
equilibrium state in a special form. Namely, the solution to (5.3) subject to boundary conditions (5.6) is sought in the form
v̂ = vϕˆ(r)gϕˆ, (5.8a)
m̂ = m̂(r), (5.8b)
while the left Cauchy–Green tensor Bκp(t) associated to the elastic part of the total deformation is assumed to take the form
B̂κp(t) = ⎡⎢⎢⎢⎢⎢⎣
Brˆrˆ(r) Brˆϕˆ(r) 0
Bϕˆrˆ(r) Bϕˆϕˆ(r) 0
0 0 Bzˆzˆ(r)
⎤⎥⎥⎥⎥⎥⎦ . (5.8c)
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Note that the chosen ansatz for the velocity field automatically satisfies the incompressibility condition. The assumptions
lead to the following expressions for the velocity gradient, the symmetric part of the velocity gradient, the convective term,
the divergence of B̂κp(t) , and the upper convected derivative of B̂κp(t) ,
∇v̂ = ⎡⎢⎢⎢⎢⎢⎣
0 −ω 0
r dω
dr
+ ω 0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ , (5.9a)
D̂ = ⎡⎢⎢⎢⎢⎢⎣
0 r
2
dω
dr
0
r
2
dω
dr
0 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ , (5.9b)
dv̂
dt
= ⎡⎢⎢⎢⎢⎢⎣
−rω2
0
0
⎤⎥⎥⎥⎥⎥⎦ , (5.9c)
div B̂κp(t) =
⎡⎢⎢⎢⎢⎢⎢⎣
1
r
d
dr
(rBrˆrˆ) − Bϕˆϕˆr
dBϕˆ
rˆ
dr
+ Bϕˆrˆ+Brˆϕˆ
r
0
⎤⎥⎥⎥⎥⎥⎥⎦ , (5.9d)
▽
B̂κp(t) = ⎡⎢⎢⎢⎢⎢⎣
0 −r dω
dr
Brˆrˆ 0−r dω
dr
Brˆrˆ −2r dωdr Bϕˆrˆ 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ , (5.9e)
where we have introduced the angular velocity ω(r), vϕˆ(r) =def ω(r)r. Using (5.9), we see that the governing equations for
the velocity field (5.3b) reduce to
⎡⎢⎢⎢⎢⎢⎣
−rω2
0
0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
d
dr
(m̂ +Ξ (Brˆrˆ − 13(Brˆrˆ +Bϕˆϕˆ +Bzˆzˆ))) +ΞBrˆrˆ−Bϕˆϕˆr
1
r2
d
dr
( 1
Re
r3 dω
dr
+Ξr2Brˆϕˆ)
0
⎤⎥⎥⎥⎥⎥⎥⎦ , (5.10a)
while the governing equations (5.3c) for the left Cauchy–Green tensor Bκp(t) associated to the elastic part of the total
deformation read⎡⎢⎢⎢⎢⎢⎣
0 −r dω
dr
Brˆrˆ 0−r dω
dr
Brˆrˆ −2r dωdr Bϕˆrˆ 0
0 0 0
⎤⎥⎥⎥⎥⎥⎦ =
− 1
Wi
⎡⎢⎢⎢⎢⎢⎢⎣
α ((Brˆrˆ)2 + (Brˆϕˆ)2) + (1 − 2α)Brˆrˆ − (1 − α) αBrˆϕˆ(Brˆrˆ +Bϕˆϕˆ) + (1 − 2α)Brˆϕˆ 0
αBrˆϕˆ(Brˆrˆ +Bϕˆϕˆ) + (1 − 2α)Brˆϕˆ α ((Brˆϕˆ)2 + (Bϕˆϕˆ)2) + (1 − 2α)Bϕˆϕˆ − (1 − α) 0
0 0 α(Bzˆzˆ)2 + (1 − 2α)Bzˆzˆ − (1 − α)
⎤⎥⎥⎥⎥⎥⎥⎦ .
(5.10b)
Assuming that dω
dr
≠ 0 in (R1,R2), equation (5.10b) can be solved for Brˆrˆ, Brˆϕˆ, Bϕˆϕˆ and Bzˆzˆ. However, for general α ∈ (0,1)
the formulae for the aforementioned quantities are too complex to be written down here. Let us note however that for α = 1
2
the formulae simplify significantly; the solution to (5.10b) which satisfies the condition of B̂κp(t) being positive definite in
this case reads
Bzˆzˆ = 1, (5.11a)
Brˆϕˆ = −1 +√1 + c2c , (5.11b)
Brˆrˆ = √2cBrˆϕˆ, (5.11c)
Bϕˆϕˆ = √2(c + 1c)Brˆϕˆ, (5.11d)
where we have denoted
c =def 2Wi rdω
dr
. (5.12)
Substituting (5.11b) into the second equation in (5.10a) then yields an ordinary differential equation for the angular
velocity ω
0 = d
dr
⎛⎜⎝ 1Rer3 dωdr +Ξr2−1 +
√
1 + 4Wi2 r2 (dω
dr
)2
2Wi r dω
dr
⎞⎟⎠ , (5.13)
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supplemented by the boundary conditions
ω∣r=1 = 1, (5.14a)
ω∣r= 1η = ζ, (5.14b)
which are derived from (5.6) and from the fact that vϕˆ(r) = ω(r)r. Equation (5.13) together with the boundary conditions
(5.14) constitute a boundary value problem which needs to be solved numerically.
5.4. Explicit criterion for the stability of spatially inhomogeneous non-equilibrium steady state. Here, we
explicitly compute constants C1, C2 defined by (4.56a) and (4.56b) for the Taylor–Couette problem we are interested in,
and for the specific values of the dimensionless numbers Ξ, Re and Wi. Let us recall that for the sake of simplicity we have
set α = 1
2
, and we consider the steady tensor field B̂κp(t) given by (5.11). We fix the values for the geometric parameter η
and angular velocities ratio ζ as
η = 1
2
, ζ = 2. (5.15)
The angular velocity ω is obtained by solving (5.13) with boundary conditions (5.14) which is a boundary-value problem
for a second order nonlinear differential equation. The problem is solved numerically using the function solve bvp from
SciPy library version 1.0.0, which implements a fourth order collocation algorithm with the control of residuals as described
in Kierzenka and Shampine (2001).
With the angular velocity ω in hand, we immediately get the steady velocity field v̂ = ω(r)rgϕˆ, and the steady left
Cauchy–Green tensor field B̂κp(t) through formulas (5.11). The plots of the velocity field and the components of B̂κp(t) are
shown in Figure 3.
Having computed the steady velocity field v̂ and the corresponding steady left Cauchy–Green tensor field B̂κp(t) , we
can evaluate the constants C1 and C2 in the estimate (4.55). The gradient of v̂ as well as the gradient of B̂κp(t) are
again computed numerically from the obtained numerical solution, and the Poincare´ constant for the cylindrical annulus is
determined as outlined in Section C. The resulting stability regions in Re–Wi plane are shown in Figure 4 for a fixed value
of the dimensionless shear modulus Ξ. As one might expect the spatially inhomogeneous non-equilibrium steady state is
indeed unconditionally asymptotically stable if the Weissenberg number Wi and the Reynolds number Re are small enough.
5.5. Numerical experiments – evolution of various initial perturbations. Finally, we document the theoretically
predicted behaviour by numerical experiments. The numerical experiments allow us to quantitatively track the evolution of
key quantities such as the net kinetic energy and the net elastic stored energy, and also to quantitatively monitor the energy
exchange between the fluid and its surroundings.
The governing equations are numerically solved using the standard techniques. The weak forms of the governing equa-
tions (5.3) are discretised in the space using the finite element method, while the time derivatives are approximated with the
backward Euler method. The two-dimensional domain Ω is approximated by Ωh and discretised by regular quadrilaterals.
The mesh divides the annular region Ω into 80 pieces in the radial direction, and in 720 pieces in the azimuthal direction.
The corresponding total number of degrees of freedom in all numerical experiments is over 1.3 × 106. The velocity field v
and the Bκp(t) field are approximated by biquadratic Q2 elements, and the pressure field m is approximated by the piecewise
linear discontinuous elements P1d, see Korelc and Wriggers (2016) for notation and further details.
The finite element pair that is used for the velocity/pressure fields satisfies the Babusˇka-Brezzi condition, the finite
element for Bκp(t) field is chosen to be the same as for the velocity in order to provide rich enough finite element space for
the solution. The same finite elements have been chosen for the two-dimensional simulation of other viscoelastic rate-type
fluids (Oldroyd, Burgers and their various nonlinear versions) by Hron et al. (2014); Ma´lek et al. (2016), while Hron et al.
(2017) discretised the domain with the triangles and used P2 elements for velocity and Bκp(t) fields and P1 for the pressure
field. In three-dimensional case low order elements can be used in order to decrease the overall cost of the calculation,
see Tu˚ma et al. (2018).
The numerical scheme is implemented in the AceGen/AceFEM system, see Korelc (2002, 2009). AceGen generates
a C code that is then used by a finite element environment AceFEM. The main advantage of the system is that it provides
automatic differentiation used for the computation of the exact tangent matrix needed by the Newton solver that treats all
nonlinearities. The final set of linear equations is solved by the direct solver Intel MKL Pardiso. The stopping criterion for
the Newton solver is set to 10−9.
Using the numerical scheme we are ready to study the behaviour of various perturbations to the non-equilibrium steady
state. In all scenarios described below we use the dimensionless parameters
Ξ = 0.1, Re = 50, Wi = 5, α = 1
2
(5.16)
and we fix the geometric parameter η and angular velocities ratio ζ as
η = 1
2
, ζ = 2. (5.17)
The chosen values of η, ζ and Ξ correspond to the stability diagram shown in Figure 4a. The values of Reynolds number
and Weissenberg number are outside the region where we have proven the decay of the proposed Lyapunov functional.
Nevertheless, as we shall see, the Lyapunov functional is, in the cases being investigated below, still a decreasing function.
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Figure 3. Taylor–Couette flow, spatially inhomogeneous non-equilibrium steady state for various values
of Weissenberg number Wi. Giesekus parameter α = 1
2
, Reynolds number Re = 100, dimensionless shear
modulus Ξ = 0.1, problem parameters η = 1
2
, ζ = 2.
First, we start from the homogeneous steady state solution5 [v,Bκp(t) ,m] = [0, I,0], and we let the system to spontaneously
evolve up to the time instant t = 1000. At this time instant the system is almost relaxed and is close to the steady solution.
The solution at t = 1000 is used as a starting point for solving the steady governing equations (without the time derivatives)
and the spatially inhomogeneous non-equilibrium steady state is obtained just in two Newton iterations. (The finite element
solution coincides with the semi-analytical steady solution obtained in Section 5.3. This among others provides us a tool
for the code verification.) Consequently, the finite element solution is in what follows used as the spatially inhomogeneous
non-equilibrium steady state Ŵ .
Having obtained the numerical representation of the spatially inhomogeneous non-equilibrium steady state, we proceed
with two scenarios concerning the specification of the initial perturbation.
5.5.1. Scenario A – localized perturbation of the left Cauchy–Green Bκp(t) field. In the first scenario, we keep the initial
velocity field perturbation equal to zero,
ṽ∣t=0 = 0, (5.18)
5 More precisely, the initial condition is v = 0 inside the domain Ω, and (3.6) on the boundary of Ω. After the first computational time step,
which is chosen as ∆t = 0.05, we get on the discrete level a divergence-free velocity field with the appropriate boundary condition. This discrete
velocity field provides us a consistent initial condition for further computations. Therefore, we formally start the evolution not at t = 0, but at
t = 0.05.
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Figure 4. Taylor–Couette flow, numerical values of constants C1 and C2 for various values of the Reynolds
number Re, Weissenberg number Wi and the dimensionless shear modulus Ξ. Unconditional asymptotic
stability is granted provided that C1 < 0 and C2 < 0, numerical values of constants C1 and C2 are evaluated
using formulae (4.56). Giesekus parameter α = 1
2
, problem parameters η = 1
2
, ζ = 2.
while the initial perturbation in Bκp(t) is localised in space, see the first snapshot in Figure 5. Since the system is fully
coupled, the perturbation in the Bκp(t) field triggers for t > 0 a nontrivial evolution of the velocity perturbation v˜, see
Figure 6. This can be observed also in the plots showing the evolution of the net elastic stored energy and the net kinetic
energy, see Figure 7.
t = 0 t = 0.1 t = 0.5 t = 1
t = 2 t = 3 t = 5 t = 10
0 1 21
2
3
2
∣∣∣B˜κp(t)∣∣∣
Figure 5. Scenario A, snapshots of ∣B̃κp(t) ∣ at different time instants.
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Figure 6. Scenario A, snapshots of ∣ṽ∣ at different time instants.
Finally, we also investigate the time evolution of the proposed Lyapunov functional Vneq and the naive Lyapunov func-
tional Vnaive, and the net mechanical energy flux going through the boundary of Ω, see Figure 7. Although we work with
the Reynolds number/Weissenberg number pair outside the guaranteed stability region, we see that the value of Lyapunov
functional Vneq still decreases in time, and that the perturbation vanishes for t→ +∞. This indicates that the estimates on
the time derivative of the proposed Lyapunov functional are, at least for a class of perturbations, too strict and they might
be improved. One should also note that the “net kinetic energy” of the perturbation, that is the functional ∫Ω 12 ∣ṽ∣2 dv,
does not decrease for all t > 0, see Figure 7b. In fact, it experiences a transitional growth, and such a transient growth
can be observed even for the Reynolds number/Weissenberg number values within the stability region. This is a natural
observation. The elastic energy stored in the material can be released in the form of the kinetic energy. It is only the
combination of the elastic energy and the kinetic energy that appears in the Lyapunov functional that leads to a quantity
that decays at any time.
Further, the net mechanical energy flux through the boundary fluctuates around the value that corresponds to the non-
equilibrium steady state, and then it reaches the value that corresponds to the spatially inhomogeneous non-equilibrium
steady state, see Figure 7d. This can again happen even if the Reynolds number/Weissenberg number take values within
the stability region.
5.5.2. Scenario B – global perturbation of the velocity v field. In the second scenario we start with a nonzero velocity
perturbation ṽ, and the Bκp(t) field is kept unchanged,
B̃κp(t) ∣t=0 = 0. (5.19)
The initial velocity v is prescribed as6
v∣t=0 = Ωrgϕˆ, (5.20)
where the angular velocity is the arithmetic mean of the two angular velocities Ω = Ω1+Ω2
2
. Again, as in the previous case, the
non-zero perturbation in one unknown field (ṽ) triggers for t > 0 a nontrivial evolution of the other unknown field (B̃κp(t)),
see Figure 8 and Figure 9.
Moreover, this numerical experiment is instructive from yet another reason. In Figure 10c we plot the time evolution of
the values of the functionals Vneq and Vnaive. Clearly, the functional Vnaive, see (4.64), which is a naive candidate for the
Lyapunov functional, experiences a transitional growth. Interestingly, the proposed complex Lyapunov functional Vneq is
still a decreasing function, although the Reynolds number/Weissenberg number values are outside the region, where we have
actually proven the decay of the functional. This further indicates that the functional Vnaive is indeed not a good candidate
for a Lyapunov functional, see also Section 4.6 for further discussion.
6Formally, we apply the same procedure as discussed in Footnote 5. The initial condition is v = Ωrgϕˆ inside the domain Ω, and (3.6) on the
boundary of Ω. The actual computation starts after the first (formal) time step, when the discrete velocity field is divergence-free and it fulfills
the boundary condition.
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Figure 7. Scenario A, time evolution of the net quantities.
6. Conclusion
We have investigated stability of spatially inhomogeneous non-equilibrium steady states (flows) of viscoelastic fluids
described by the Giesekus model. We have derived bounds on the values of the Reynolds number and the Weissenberg
number that guarantee the flow stability subject to any finite perturbation. The asymptotic stability has been investigated
using the Lyapunov functional given by the formula
Vneq (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
2
[− ln det (I + B̂κp(t)−1B̃κp(t)) +Tr (B̂κp(t)−1B̃κp(t))] dv. (6.1)
A few observations concerning the proposed Lyapunov functional are at hand.
First, the proposed Lyapunov functional has a relatively complicated form. In particular it is not quadratic in the
perturbation B̃κp(t) , and it depends on the spatially inhomogeneous non-equilibrium state B̂κp(t) . This makes it remarkably
different from a naive Lyapunov functional of the form
Vnaive (W̃ ∥Ŵ ) = ∫
Ω
1
2
∣ṽ∣2 dv + ∫
Ω
Ξ
4
∣B̃κp(t) ∣2 dv, (6.2)
which might be a first try if the stability problem was analysed using the popular “energy method”, see for example Straughan
(2004). However, as we have shown the complicated structure of the proposed Lyapunov functional Vneq leads to a relatively
simple and well structured formula for its time derivative, which in turn allows one to formulate conditions that guarantee
the negativity of the time derivative.
Second, the Lyapunov functional has been used in the investigation of stability of solution to the complete system of
nonlinear governing equations. In particular, the evolution equations for the perturbation have been dealt with without
any simplification. This makes the present approach different from the “energy budget” analysis, see for example Joo
and Shaqfeh (1991, 1992b,a), Byars et al. (1994), Ganpule and Khomami (1999), Smith et al. (2003), Karapetsas and
Tsamopoulos (2013), Pettas et al. (2015), and especially Grillet et al. (2002) who have investigated the Giesekus model.
The “energy budget” analysis, although valuable in the discussion of the nature of the instability mechanisms, is based
on the linearised momentum equation for the perturbation and linearised constitutive equation for the “polymeric” stress.
Consequently, the standard “energy budget” analysis is, unlike the present approach, a tool that cannot be used in the finite
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Figure 9. Scenario B, snapshots of ∣ṽ∣ at different time instants.
amplitude stability analysis of the complete system of nonlinear governing equations. One might also note that despite the
complexity of the proposed Lyapunov functional, the formula for its time derivative is in fact quite simple compared to the
formulae in the “energy budget” analysis. This happens even though the “energy budget” formulae paradoxically stem from
various simplifications of the original system of nonlinear governing equations.
Third, some methods developed for the detailed nonlinear stability analysis of flows of the standard incompressible
Navier–Stokes fluid rely on an optimisation technique that allows one to find the perturbation of least amplitude necessary
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for transition from the base steady state to another state, see Kerswell et al. (2014), Olvera and Kerswell (2017) and Kerswell
(2018). In the Navier–Stokes case the objective functional used in the optimisation procedure is tantamount to the “kinetic
energy” of the perturbation, ∫Ω 12 ∣ṽ∣2 dv. In the case of Giesekus fluid, the counterpart of the kinetic energy functional is the
functional (6.1). Consequently, if the optimisation technique such as that presented in Kerswell (2018) is to be generalised
to the case of Giesekus fluid, then the suitable objective functional might be the functional (6.1).
Fourth, the Lyapunov functional has been designed using thermodynamical arguments. In fact the proposed Lyapunov
functional has been constructed from the net mechanical energy functional Emech, see (2.37), via the formula (4.7). This
makes the construction quite general, and one might speculate that a similar approach is very likely applicable to other
popular phenomenological viscoelastic rate-type models such as the PTT model, see Phan Thien and Tanner (1977), or
the FENE-P model, see Bird et al. (1980) and Keunings (1997), as well as complex viscoelastic rate-type models with,
for example, stress diffusion terms, see for example Helgeson et al. (2009) or Ma´lek et al. (2018). In principle, one needs
to identify the specific Helmholtz free energy and the entropy production, and then show that the entropy production
mechanisms are in a certain parameter range strong enough to make the time derivative of the Lyapunov functional negative.
This should be possible at least if the driving forces are small enough such that the system is not far away from the steady
spatially homogeneous equilibrium rest state. Indeed, in the equilibrium state one has a natural Lyapunov functional (4.5),
and one knows that the equilibrium rest state is stable. Consequently, one expects that the nearby slightly non-equilibrium
steady states are stable as well, and that they can be analysed using a generalised Lyapunov functional that reduces well to
the Lyapunov functional for the equilibrium rest state. Finally, let us note that the method for construction of the Lyapunov
functional has been based on the method proposed by Bul´ıcˇek et al. (2017), and that the method is speculated to work even
in complex coupled thermo-mechanical systems. This naturally calls for the investigation of the applicability of the method
in more complex settings such as flows of viscoelastic rate-type fluids with temperature dependent material parameters.
Fifth, thermodynamical type considerations such as the identification of the energy storage mechanisms and entropy
producing mechanisms are known to play an important role in the rigorous mathematical theory of nonlinear governing
equations for viscoelastic fluids, see for example Hu and Lelie`vre (2007), Boyaval et al. (2009), Barrett and Boyaval (2011,
2017), Barrett and Su¨li (2018) or Bul´ıcˇek et al. (2018). On the other hand, rigorous mathematical analysis of long-time
behaviour of viscoelastic fluids is usually done without a direct appeal to thermodynamics, and the available results are
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quite limited especially if one considers thermodynamically open systems, see for example Guillope´ and Saut (1990), Nohel
and Pego (1993), Jourdain et al. (2006) or Renardy (2009). (Usually, only stability of unidirectional steady flows in simple
geometries is considered.) Consequently, the approach proposed in the current contribution might be of interest from the
rigorous mathematical point as well. Meaning that one should deal with with the weak solution to the governing equations,
and that one should investigate the applicability of the presented arguments for a solution/perturbation that has the qualities
such as the smoothness that can be actually proven. In particular, the proposed Lyapunov functional could provide a handy
tool for characterisation of the proximity of the perturbation to the steady state.
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Appendix A. Test function approach to the identification of the energy and the entropy production
In what follows we will show that the concepts of energy and entropy production that are related to equations for
mechanical variables (2.28a)–(2.28c) can be recovered without any prior thermodynamical analysis. All that needs to be
done is to skillfully manipulate the equations. (However, once the manipulation is not driven by the knowledge of the
underlying thermodynamics, it truly looks like a revelation or a lucky shot.) The approach outlined below is close to what
can be denoted as a “test function” approach in the theory of partial differential equations.
Let us assume that we know the governing equations for mechanical quantities v, m and Bκp(t) . The governing equations
read
divv = 0, (A.1a)
ρ
dv
dt
= divT, (A.1b)
ν1
▽
Bκp(t) = −µ [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] , (A.1c)
where the Cauchy stress tensor T is given by the formulae
T =mI + Tδ, Tδ = 2νD + µ(Bκp(t))δ, (A.1d)
and let us further assume that the fluid occupies the domain Ω and that no fluid flows through the boundary ∂Ω, that is
v ●n∣∂Ω = 0. (A.2)
Let us now proceed with the manipulations that we will ultimately lead us to the evolution equation for the temperature
field.
First, taking the scalar product of (A.1b) with v and integrating over the domain Ω yields
d
dt
∫
Ω
1
2
ρ ∣v∣2 dv = ∫
Ω
(divT) ● v dv. (A.3)
Using the integration by parts on the right-hand side, we get
d
dt
∫
Ω
1
2
ρ ∣v∣2 dv = −∫
Ω
T ∶Ddv + ∫
∂Ω
Tv ●nds. (A.4)
Second, taking the trace of (A.1c) and integrating over the domain Ω yields
d
dt
∫
Ω
ν1 TrBκp(t) dv − 2ν1 ∫
Ω
D ∶ Bκp(t) dv = −µ∫
Ω
Tr [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] dv. (A.5)
In manipulating the left-hand side we have used the fact that divv = 0, the Stokes theorem, boundary condition (A.2) and
the definition of the upper convected derivative (2.2). Note that if we were using just the material time derivative instead
of the convected derivative in the governing equation (A.1c), that is if (A.1c) would be considered in the form
ν1
dBκp(t)
dt
= −µ [αB2κp(t) + (1 − 2α)Bκp(t) − (1 − α)I] (A.6)
then we would not get the term −2ν1 ∫ΩD ∶ Bκp(t) dv on the left-hand side of (A.5).
Third, we multiply both sides of (A.1c) from the left by B−1κp(t) and then we take trace and integrate over the domain Ω.
We get
d
dt
∫
Ω
ν1 ln detBκp(t) dv = −µ∫
Ω
Tr [αBκp(t) + (1 − 2α)I − (1 − α)B−1κp(t)] dv (A.7)
In manipulating the left-hand side we have again used the fact that divv = 0, the Stokes theorem, boundary condition (A.2)
and the definition of the upper convected derivative (2.2). Further, we have also used the explicit formula for the derivative
of the determinant of a matrix, d
dt
detA = (detA)Tr (A−1 dA
dt
).
Finally, taking the sum of (A.4), (A.5) and (A.7) yields
d
dt
∫
Ω
(1
2
ρ ∣v∣2 + µ
2
(TrBκp(t) − 3 − ln detBκp(t))) dv = −∫
Ω
T ∶Ddv + ∫
∂Ω
Tv ●nds
+ µ∫
Ω
D ∶ Bκp(t) dv − µ22ν1 ∫Ω Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] dv, (A.8)
which upon using formula (A.1d) for the Cauchy stress tensor reduces to
d
dt
∫
Ω
(1
2
ρ ∣v∣2 + µ
2
(TrBκp(t) − 3 − ln detBκp(t))) dv = −2ν ∫
Ω
D ∶Ddv
− µ2
2ν1
∫
Ω
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] dv + ∫∂Ω Tv ●nds. (A.9)
The first nonpositive term on the right-hand side of (A.9) is the standard dissipation term known from the incompressible
Navier–Stokes equations, while the last term on the right-hand side of (A.9) has the meaning of the amount of work done by
the system on its surroundings. Consequently, it makes sense to denote the term on the left-hand side as the time derivative
of the net mechanical energy in the domain Ω, and the nonpositive terms on the right-hand side as the dissipative terms or
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entropy production terms. (The nonpositivity of the terms is discussed in Appendix B.) Note that in the case of boundary
condition
v∣∂Ω = 0, (A.10)
the term ∫∂Ω Tv ●nds would vanish, which means that we would be dealing with a mechanically isolated system. In such
a system the mechanical energy should degrade to the thermal energy and the energy transfer from the mechanical form to
the thermal form should be facilitated by nonpositive dissipative terms. This behaviour is indeed predicted by (A.9).
However, the total energy should be conserved, or, more precisely, the change of the total energy of the fluid in the
domain Ω should be fully compensated by the total energy flux through the boundary. Consequently, if we assume that the
thermal energy in the fluid is proportional to the temperature, that is
∫
Ω
ρciNSEV θ dv, (A.11)
and that the total energy is a sum of the thermal and mechanical part, then the total energy must obey
d
dt
∫
Ω
(1
2
ρ ∣v∣2 + µ
2
(TrBκp(t) − 3 − ln detBκp(t)) + ρciNSEV θ) dv = ∫
∂Ω
Tv ●nds − ∫
∂Ω
jq ●nds, (A.12)
where the terms on the right-hand side have the meaning of the mechanical and thermal energy exchange with the sur-
roundings (the amount of work done by the system on its surroundings and the heat supplied to the system). In particular,
if we deal with the isolated system, then the right-hand side of (A.12) vanishes and we should get the conservation of the
total energy. In the light of (A.9) the equality (A.12) holds only if
d
dt
∫
Ω
ρciNSEV θ dv = 2ν ∫
Ω
D ∶Ddv+ µ2
2ν1
∫
Ω
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] dv−∫∂Ω jq ●nds. (A.13)
If we further assume that the heat flux is given by the standard Fourier law, jq = −κ∇θ, then (A.13) immediately leads, in
virtue of the localisation principle, see for example Gurtin et al. (2010), to the temperature evolution equation
ρciNSEV
dθ
dt
= 2νD ∶D + µ2
2ν1
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] + div (κ∇θ) . (A.14)
This is the evolution equation (2.28d) for the temperature field.
Appendix B. Properties of Bκp(t)
The definition of the specific Helmholtz free energy (2.11) is valid provided that Bκp(t) is symmetric and positive definite.
Similarly, the entropy production (2.27) is nonnegative provided that Bκp(t) is symmetric and positive definite. The fact
that Bκp(t) is symmetric and positive definite follows either from the derivation of the model, see (2.9), or it can be shown
without any a priori thermodynamical background by manipulating the evolution equations (2.28). The latter proof is
sketched below.
Let us assume that the left Cauchy–Green tensor Bκp(t) associated to the elastic part of the total deformation is con-
tinuously differentiable in the time interval [0, T ) for some T > 0 and symmetric and positive definite at the initial time
instant t = 0. Let us introduce
t0 = inf {t > 0, Bκp(t) is not symmetric positive definite} . (B.1)
with the convention t0 =∞ if inf{t > 0, Bκp(t) is not symmetric positive definite} = ∅. By continuity of the eigenvalues with
respect to t, it is clear that t0 > 0.
Consequently, the formulae for the specific Helmholtz free energy (2.11) and the entropy production (2.27) are well defined
for t ∈ [0, t0). Moreover, it follows that the second term in the entropy production (2.27) is nonnegative. Indeed, to ensure
nonnegativity of the term
Tr [αB2κp(t) + (1 − 3α)Bκp(t) + (1 − α)B−1κp(t) + (3α − 2)I] , (B.2)
it is sufficient, due to the symmetry and positive definiteness of Bκp(t) , to investigate nonnegativity of the function
f(λ) = αλ2 + (1 − 3α)λ + (1 − α) 1
λ
+ (3α − 2), (B.3)
for λ > 0. (It suffices to investigate (B.2) in the basis formed by the eigenvectors of Bκp(t) , where the matrix Bκp(t) is diagonal
with positive eigenvalues on the diagonal.) Using the inequality λ + 1/λ ≥ 2 we conclude that f is indeed nonnegative
f(λ) = αλ2 − 2αλ + (1 − α) (λ + 1
λ
) + (3α − 2) ≥ αλ2 − 2αλ + α = α (λ − 1)2 ≥ 0. (B.4)
Let us now consider the evolution equation for Bκp(t) , see (2.28c), and let us rewrite it in the form
∂Bκp(t)
∂t
+ (v ● ∇)Bκp(t) − LBκp(t) − Bκp(t)L⊺ = µν1 [(1 − α)I − αB2κp(t) − (1 − 2α)Bκp(t)] . (B.5)
We already know that Bκp(t) is symmetric positive definite in some small time interval [0, t0). However, using the evolution
equation (B.5), one can show that Bκp(t) that solves (B.5) in fact remains symmetric and positive definite at all times t ∈[0, T ), where T > 0 is an arbitrary number.
The proof is based on the proof by Boyaval et al. (2009), who have investigated the same problem in the context of
Oldroyd-B model. By contradiction, let us assume that t0 ∈ (0, T ).
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The velocity gradient L can be decomposed as follows, see Fattal and Kupferman (2004),
L = A1 + S1 + A2B−1κp(t) , (B.6)
where A1, A2 are antisymmetric tensor fields and S1 is a symmetric tensor field which commutes with Bκp(t) . From the
incompressibility condition we also obtain that TrS1 = 0. Substituting (B.6) into (B.5) we get
∂Bκp(t)
∂t
+ (v ● ∇)Bκp(t) − (A1Bκp(t) − Bκp(t)A1) − 2S1Bκp(t) = µν1 [(1 − α)I − αB2κp(t) − (1 − 2α)Bκp(t)] , (B.7)
If Bκp(t) is a solution to (B.7), then lnBκp(t) satisfies the following equation, see Fattal and Kupferman (2004),
∂lnBκp(t)
∂t
+ (v ● ∇) lnBκp(t) − [A1 lnBκp(t) − (lnBκp(t))A1] − 2S1 = µν1 [(1 − α)B−1κp(t) − αBκp(t) − (1 − 2α)I] . (B.8)
Taking the trace of (B.8) and using the identity Tr lnBκp(t) = ln detBκp(t) we obtain
d
dt
ln detBκp(t) = µν1 Tr [(1 − α)B−1κp(t) − αBκp(t) − (1 − 2α)I] . (B.9)
Rewriting the right hand side of (B.9) in terms of the eigenvalues {λi}3i=1 of Bκp(t) yields
d
dt
ln detBκp(t) = µν1 3∑i=1 [(1 − α) 1λi − αλi − (1 − 2α)] . (B.10)
As t approaches t0 at least one of the eigenvalues of Bκp(t) approaches 0 while the remaining eigenvalues attain, due to the
continuity of Bκp(t) in [0, T ), some finite values. Hence, there exists η > 0 such that for t ∈ (t0 − η, t0)
d
dt
ln detBκp(t) > 0. (B.11)
Consequently
d
dt
detBκp(t) = detBκp(t) ddt ln detBκp(t) > 0, (B.12)
and thus, t0 cannot be the first time when detBκp(t) = 0, otherwise ddt detBκp(t) ≤ 0 should hold. The contradiction
yields t0 =∞ which in turn implies that Bκp(t) remains symmetric and positive definite at all times t ∈ [0, T ).
Appendix C. Poincare´ constant in Taylor–Couette geometry
In order to explicitly evaluate the bounds discussed in Section 4.5 and Section 5, we need to know the numerical value of
Poincare´ constant CP in the Poincare´ inequality ∥u∥2L2(Ω) ≤ CP ∥∇u∥2L2(Ω), (C.1)
where u ∈ V =def {v ∈W 1,2 (Ω) ∣ v∣z=χ = v∣z=−χ , v∣r=1 = v∣r=1/η = 0}, and Ω is given by
Ω =def {(r,ϕ, z) ∈ R3 ∣1 < r < 1
η
, 0 ≤ ϕ < 2pi, ∣z∣ < χ}, (C.2)
where we have defined χ =def h/R1. Note that Ω is the scaled periodic cell defined by formula (5.1).
The Rayleigh theorem states that
λ(1) = min
u∈V,u≠0
∥∇u∥2L2(Ω)∥u∥2L2(Ω) , (C.3)
where λ(1) > 0 is the principal eigenvalue of the Laplacian with Dirichlet boundary condition−∆u = λu in Ω, (C.4a)
u = 0 on ∂Ω. (C.4b)
From (C.3) it follows that 1/λ(1) represents the sought (best) constant CP . Let us thus solve the eigenvalue problem (C.4).
Using the cylindrical coordinates, equation (C.4a) transforms to
− ∂2u
∂r2
− 1
r
∂u
∂r
− 1
r2
∂2u
∂ϕ2
− ∂2u
∂z2
= λu. (C.5)
Since we assume that u is 2pi-periodic in the ϕ coordinate and 2χ-periodic in the z coordinate, let us use the ansatz
unm(r,ϕ, z) = ũnm(r)ei(nϕ+piχmz). (C.6)
Equation (C.5) then reduces to
r2
d2ũnm
dr2
(r) + rdũnm
dr
(r) + [λr2 − (n2 + pi2
χ2
m2)] ũnm(r) = 0. (C.7)
This is the Bessel equation (upon the coordinate transformation ξ = √λr, to be precise), and its general solution reads
ũnm(r) = AnmJsnm (√λnmr) +BnmYsnm (√λnmr) , (C.8)
FINITE AMPLITUDE STABILITY OF INTERNAL STEADY FLOWS OF THE GIESEKUS VISCOELASTIC RATE-TYPE FLUID 39
where Jsnm , Ysnm are the Bessel functions of the first and the second kind, respectively, see Abramowitz and Stegun (1964),
snm = √n2 + pi2χ2m2 and Anm,Bnm ∈ R. Using the boundary conditions ũnm∣r=1 = ũnm∣r=1/η = 0, the eigenvalues λnm can be
determined as the roots of
Jsnm (√λnm)Ysnm (√λnm 1η) − Jsnm (√λnm 1η)Ysnm (√λnm) = 0. (C.9)
The roots of the above equation have been treated by McMahon (1894) and can be expressed in the form of series. The
principal eigenvalue λ(1) corresponds to the smallest root of the above equation for the choice n = 0, m = 0
J0 (√λ00)Y0 (√λ00 1
η
) − J0 (√λ00 1
η
)Y0 (√λ00) = 0. (C.10)
For our choice of the geometric parameter η = 1/2, which has been used throughout the text, one obtains λ(1) = λ00 ≈ 9.7533
which leads to
CP = 1
λ(1) ≈ 0.1025. (C.11)
The Poincare´ constant in (C.1) is the same as the Poincare´ constant for the vectorial case∥u∥2L2(Ω) ≤ CP ∥∇u∥2L2(Ω), (C.12)
it suffices to apply (C.1) to the components of u.
Note that for a general domain, one can still get at least estimates on the value of Poincare´ constant, see for example Breuer
and Roseman (1978). Further, the Poincare´ inequality does not provide, in our case, the tightest possible bound, since λ(1)
is obtained in such a way that (C.12) holds for arbitrary u. In our case, we are however restricted to divergence free vector
fields. This means that in the presented approach we actually search for CP in a larger function space than necessary.
In principle, if we wanted to obtain a better estimate, then we should be using eigenvalues/eigenfunctions of the Stokes
operator rather than eigenvalues/eigenfunctions of the Laplace operator. Again, such a task can be completed, see for
example Constantin and Foias (1988), and the exact values are known for some special domains, see for example Rummler
(1997).
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