Abstract. We discuss the mth-order linear differential equation with matrix coefficients in terms of a particular matrix solution that enjoys properties similar to the exponential of first-order equations. A new formula for the exponential matrix is established with dynamical solutions related to the generalized Lucas polynomials.
1. Introduction. The study of higher-order linear differential equations with square matrix coefficients is usually left aside for being equivalent to a first-order equation having the companion matrix as its coefficient. The handling of this matrix is not an amenable task for obtaining results proper of higher-order equations which are shadowed or simply unknown. The companion matrix, although sparse, does not preserve any common property that the involved matrix coefficients might share.
In this paper, we shall present a direct study of higher-order equations in terms of a particular square matrix solution, which is characterized by zero initial "displacement" values and a unit initial "impulse" value, and that we shall refer to in the sequel as the dynamical solution. It will be shown that this solution enjoys intrinsic properties not necessarily shared by the complementary basis solutions, and that in a certain way the dynamical solution should do for higher-order equations what the exponential does for first-order equations. In particular, it is a right and left solution, it can be analogous to the scalar case only when the coefficients commute, together its derivatives determine the complementary solutions, and it allows to set up a recursive formula for the powers of the companion matrix.
The above results, once established, are mostly verified by induction. We shall frequently rely on a recurrence lemma involving the power series coefficients of the basis solutions and those of the dynamical solution [9] . Here we shall enunciate it in a more general and clear way. The second-order damped equation is discussed in more detail for its importance in applications, and the dynamical solution is given in terms of the theory of matrix functions developed by Runckel-Pittelkow [14] , In the last section, we discuss a connection between the Lucas polynomials and scalar dynamical solutions which allow us to obtain a new representation for the exponential of an arbitrary square matrix. For the spectral analysis of higher-order equations we shall refer to Lancaster [6] .
2. Basic properties of dynamic solutions. We consider the mth-order linear differential equation
where the coefficients Aj are square matrices. Its general solution can be written as
where the Cj(tys are square matrix solutions of (1) satisfying
where I denotes the identity matrix. The solution Cm-\(t) will be denoted by D{t) and referred to as the dynamical solution of (1). The solution (2) is easily obtained by noticing that Proof. The first formula in (7) follows from direct substitution of D(t) into the given equation (1) . The relations (6) are verified by induction [11] , The second summation in (7) is then immediate from (6).
We can now draw two consequences of this lemma. The relation (7) We shall see later on that this property is not shared in general by the complementary basis solutions Cj(t),j = 0,...,m -2. Let us see how the well-known commuting property with the exponential of the companion matrix
reflects itself with (8) . By performing a block matrix product in A exp(At), we shall have that the block diagonal components give rise to the relationships
Hence, a backward substitution on j will take us to (8) .
The recurrence lemma suggests the possibility of writing the solutions Cj(t) in terms of the dynamical solution and the given coefficients A,-. In fact
;=1
It is enough to verify that such functions are solutions of (1) which satisfy the initial values (3). This was done in [13] . Here we shall prove it by using the relationships (9) . For j -0 we have
and therefore (10) follows by integrating both sides between 0 and t. Let us assume that (10) is valid for j -1 < m -1. Then
can be written as
We then integrate both sides, j-times between 0 and t, in order to obtain (10). Remark. When the coefficients Aj commute among themselves, then they also do with D(t) and its derivatives. This means that they can appear as right factors in (10) , which is the case with certain higher-order evolution equations [2] , We should observe that their natural left position could have certain implications when thinking in numerical spatial discretizations for higher-order distributed linear systems.
Power of the companion matrix. We shall now proceed to derive a formula for the powers of the companion matrix A defined in (5) . It is convenient to write
where the components are square matrices. The matrix exponential eAt can be expressed operationally as
Since the &th-derivative of eAl at t = 0 equals Ak it follows that Aff = Cj^'_1)(0).
Consequently, we obtain from the recurrence lemma that 
is a m x n matrix with n x n components where n is the order of the coefficients.
3. The second-order damped equation. We shall consider now the matrix equation
which has the general solution u{t) = C{t)u{0) + D(t)u'{0).
The complementary basis matrix solution C(t) is given by
as follows from (10) . We claim that C(t) is not a left solution of (12) 
where this expression should be understood as the product of two power series, or more appropriately as a matrix function of two commuting variables [15] . A necessary condition for the function D(t) defined by (13) to be a solution of (12) is that it commutes with B2 + 4A. This follows by differentiating (13) By uniqueness, D(t) and D'(t) cannot be zero at the same time nor can either be zero simultaneously with C(t). Consequently, from the last relation, it follows that D(t) vanishes whenever D*(t) does and vice versa. We shall refer to (14) as the adjoint equation of (12) . This equation is the same that we would get by considering the adjoint equation of z' = Az where A is the companion matrix associated with (12).
4. Series representation of dynamic solutions. The question of having an explicit series representation for the dynamical solution amounts to solving the matrix difference equation (7) or to taking the appropriate projection of eAt when using the companion matrix A. Since the powers of this matrix have been obtained in terms of the power series coefficients of D(t), we shall discuss the solution of the difference equation.
For simplicity, we restrict ourselves to the case m -2. The arguments and formulae could be easily extended to higher-order equations. We consider Dk+2 = A\Dk+\ + AjDk (15) D\ = I, Do = 0, where A\,A2 are arbitrary square matrices of the same order.
After writing out the first two terms D^ that satisfy (15) , it is observed that a register of the involved lower indices for the coefficients, rather than exponents, will be a convenient way to keep track of a formation law. We claim D2k = T, E A*r--As2k-r.
where s,'s can take only the values 1,2. The above expressions obviously hold when k = 1. Let us assume that they are valid for a certain positive integer k. Then splitting the summation for Si = 1 and 5i = 2, it will turn out that The above formula furnishes a nontrivial example of a matrix function of two noncommuting variables. These kinds of functions were considered in the work of Lappo-Danilevskii [7] , Certainly, this power series is not amenable for drawing easy analytical or computational conclusions. Therefore, we shall develop in what follows a more operational approach based in the theory of matrix functions due to Runckel-Pittelkow [14] and Schwerdtfeger [15] 
5. The Lucas polynomials and dynamical solutions. The relation between a higherorder linear equation and the exponential of the corresponding companion matrix is a well known matter. We wish to discuss the converse, that is, how the exponential of an arbitrary square matrix relates with certain higher-order linear equations. We shall see that there is a relationship that could be attractive from a numerical point of view.
Given a square matrix A of order N, we consider the scalar differential equation 
;'=1 /=0
This solution could be considered as an extension of the Cayley-Hamilton theorem for the case of two or more matrix variables. 2. We observe from (27) that the numerical stability of the matrices Dk can be easily related with that of the coefficients d(k+j~'~l\0), i.e., to determine when the characteristic polynomial (27) has its roots within the unit circle [6, 8, 4 ], 6. Numerical aspects. The formula we have derived for the exponential matrix could be considered from a numerical point of view. We first assume that the coefficients of the characteristic polynomial of the given matrix A are known. This task could be done with the Faddeva-Frame-Leverrier algorithm [ 10] c where ck = -b^ for each k. For a more complete discussion on computational methods for exponential matrices we shall refer to the work of Moler and Van Loan [10] .
