A generalised Weber function is given by w N (z) = η(z/N )/η(z), where η(z) is the Dedekind function and N is any integer; the original function corresponds to N = 2. We classify the cases where some power w e N evaluated at some quadratic integer generates the ring class field associated to an order of an imaginary quadratic field. We compare the heights of our invariants by giving a general formula for the degree of the modular equation relating w N (z) and j(z).
Introduction
Let K be an imaginary quadratic field of discriminant ∆ < 0. We are interested in orders O of K having discriminant D = c 2 ∆. The principal order of discriminant ∆ is O K , which is generated by ω = 1+ √ ∆ 2 if ∆ ≡ 1 (mod 4) resp. ω = √ ∆ 2 if ∆ ≡ 0 (mod 4). For any order O of discriminant D, let K D denote the ring class field that is associated to it. It is well-known that if j denotes the modular invariant, then K D = K(j(cω)); so K D /K ≃ K[X]/(H D (X)), where the class polynomial H D is the minimal polynomial of j(cω). Since this polynomial has a rather large height, it is desirable to find smaller defining polynomials.
There is a long history of such studies, going back to at least Weber [21] ; see, e.g., [1, 20, 17] for connections with the class number 1 problem. Many of these concentrate on special functions f and special values α ∈ O such that f (α) generates K D , in which case f (α) is called a class invariant. Two general approaches can be distinguished: Fix α and vary f among the roots of some associated modular polynomial; or fix f and vary α. The latter path is followed here. The former one is represented by the family of classical Weber functions and is continued in [11, 12] . Results on η-quotients are given in [15, 14, 16] and also [11] , but are limited to a level prime to 6; our results coincide on the generalised Weber functions when the level is prime to 6. Note that f (α) alone is not enough; to obtain its minimal polynomial, one needs to explicitly compute all its algebraic conjugates. To do so, we follow the approach of [18] .
Shimura's reciprocity law has become the main tool in the study of class invariants [19, 12, 18] . For the sake of self-containedness, we briefly summarise in §2 the presentation of [18] , which is most suited to actual computations. In §3, we examine the properties of generalised Weber functions w N . Our contributions in § §4-6 are then to give for all N all the cases where some w e N (α) generates K D as well as an explicit set of conjugates. We start by the canonical power s associated to N in §4, followed by smaller divisors e of s. In §6, we also examine in detail some particular values of N . Finally, §7 is concerned with the height of our new invariants, which is related to the degrees of the associated modular polynomials. This makes possible a comparison between the invariants, extending the results of [6, 9] .
A sequel to this article will contain results on ζ k 24 w 2 N for integers k, thus extending the results of [11] to the case where N is not necessarily prime to 6.
Class invariants by Shimura reciprocity
In the following, we denote by f • M the action of matrices M = a b c d ∈ Γ = Sl 2 (Z)/{±1} on modular functions given by
For n ∈ N, let Γ(n) = a b c d ≡ 1 0 0 1 (mod n) be the principal congruence subgroup of level n; for a congruence subgroup Γ ′ such that Γ(n) ⊆ Γ ′ ⊆ Γ, denote by C Γ ′ the field of modular functions for Γ ′ . One of the most important congruence subgroups is given by Γ 0 (n) = a b c d ≡ * 0 * * (mod n) .
Definition 1 The set F n of modular functions of level n rational over the n-th cyclotomic field Q(ζ n ) is given by all functions f such that
The function field extension F n /Q(j) has Galois group isomorphic to Gl 2 (Z/nZ)/{±1}, where the isomorphism is defined by the following action of matrices on functions:
• (f • M )(z) = f (M z) as above for M ∈ Γ; this implies in particular that also the q-expansion of f • M has coefficients in Q(ζ n );
• f • 1 0 0 d for gcd(d, n) = 1 is obtained by applying to the q-expansion of f the automorphism ζ n → ζ d n ;
• any other matrix M that is invertible modulo n may be decomposed as M ≡ M 1 1 0 0 d M 2 (mod n) with gcd(d, n) = 1 and M 1 , M 2 ∈ Γ, and
Shimura reciprocity makes a link between the Galois group of the function field F n and the Galois groups of class fields generated over an imaginary-quadratic field by singular values of modular functions.
Theorem 2 (Shimura's reciprocity law, Th. 5 of [18] 
In the following, we are particularly interested in class invariants, that is, values f (α) that lie not only in a ray class field, but even in a ring class field. Using Shimura's reciprocity law, [18, Th. 4] gives a very general criterion for class invariants, which is the basis for our further investigations.
The conjugates of f (α) are then derived generically in a form that is well suited for computations in [18, Prop. 3 and Th. 7] .
Theorem 4 An n-system for the discriminant D is a complete system of equivalence classes of primitive quadratic forms
. Such a system exists for any n. To these quadratic forms, we associate in the following the quadratic numbers 
3 The generalised Weber functions w N In this section we examine the general properties of the function w N , with the aim in mind of applying Theorem 3 to its powers. Let z be any complex number and put q = e 2iπz . Dedekind's η-function is defined by [4] η(z) = q 1/24
The Weber functions are [21, § 34, p. 114]
The modular invariant j is recovered via [21, § 54, p. 179]:
The functions −f 24 , f 24 1 and f 24 2 are the three roots of the modular polynomial
that describes the curve X 0 (2).
For an integer N > 1, let the generalised Weber function be defined by
As shown in the following, there is a canonical exponent t such that w t N is modular for Γ 0 (N ). Its minimal polynomial Φ c N (F, j) over C(j) is a model for X 0 (N ). The other roots of this polynomial can be expressed in terms of η, too, a topic to which we come back in §7.
We need to know the behaviour of w N under unimodular transformations, which can be broken down to the transformation behaviour of η(z/K) for K = 1 or N . This has been worked out in [8, Th. 3] . 
where the square root is chosen with positive real part. Proof: The q-expansion of w N is rational since that of η is.
Theorem 5 applied to K = 1 and N , we have
with δ = gcd(a, N ) = ua + vN c.
In the special case M = S we obtain δ = N , v = 1, u = 0 and
which proves the assertion on the q-expansion of w N • S. Assume now that M ∈ Γ 0 (N ). Letting b = N b 0 , we have δ = 1, u = d and v = −b 0 since ad − bc = 1. Thus, (2) specialises as
, which proves (1).
We need to examine under which conditions ε e = 1. The Legendre symbol vanishes when N 1 is a square, e is even or a ≡ 1 (mod N 1 ). The exponent of ζ 24 becomes divisible by t(N − 1) and thus by 24 whenever t e divides b 0 and c. In the case of odd N , we have λ(N ) = 0 and N = N 1 , and the condition on a implies that the exponent of ζ 4 is divisible by 4.
In the case of even N , the coefficient a is odd since det M = 1, and
For even e, there is nothing to show. If e is odd, then 8 | t implies that a ≡ 1 (mod 8), which finishes the proof.
Full powers of w N as class invariants
To be able to apply Theorem 3 directly to powers of w N , we are interested in the minimal exponent s such that w s N is invariant under Γ 0 (N ) and w s N •S has a rational q-expansion. By Theorem 6, we have s = 2t if t is odd and N is not a square, and s = t otherwise.
Arithmetical prerequisites
We begin with the following purely arithmetical lemma. Proof: The Chinese remainder theorem allows to argument modulo the different prime powers dividing N . The argumentation is slightly different for p odd and even, and we give some hints only for p = 2.
When ∆ ≡ 1 mod 8, ∆ admits a squareroot modulo any power of 2. When ∆ is even, then ∆ ≡ 8 or 12 (mod 16), and ∆ is a square modulo 8, but not modulo any higher power of 2. Therefore, c 2 ∆ is a square modulo 4N if and only if
When ∆ ≡ 5 mod 8, ∆ has a square root modulo 4 but not modulo 8, so that
In the following, arithmetical conditions on a prime p to be representable by the principal form of discriminant D will be needed. We take the following form of Dirichlet's theorem from [ 
Note that if D is fundamental (i.e., c = 1), then case (iv) cannot occur and in case (i), we may have D/4 ≡ 3, 7 (mod 8) only. is of discriminant D and satisfies N | C. The assertion of the theorem is then a direct consequence of Theorems 3 and 6.
Main result
Sometimes, the characteristic polynomial of w s N is real, so that its coefficients lie in Z instead of the ring of integers of Q( √ D). It is then interesting to determine the pairs of quadratic forms that lead to complex conjugates. Proof: Notice that B ≡ 0 (mod N ) and
Explicit Galois action
Throughout the remainder of this section, we assume that N is a square or e is even, so that f = w e N and f • S have rational q-expansions by Theorem 6. Let α be a root of the primitive quadratic form [A, B, C] of discriminant D with gcd(A, N ) = 1. By Theorems 6 and 2, the singular value f (α) lies in the ray class field modulo c t e N over K, and the Galois action of ideals in O K can be computed explicitly. We eventually need to show that the action of principal prime ideals generated by elements in O is trivial, which implies that the singular value lies in the ring class field K D . Then Theorems 6 and 4 show that the conjugates are given by the singular values in a t e N -system. We are only interested in the situation that N | C. Notice that under gcd(A, N ) = 1 this is equivalent to 4N | 4AC = B 2 − D, or B 2 ≡ D (mod 4N ). The remainder of this section is devoted to computing in this case the Galois action of principal prime ideals (π) with π ∈ O coprime to 6cN on the singular values according to the arithmetic properties of N and D. §6 applies these results to the determination of class invariants.
To apply Shimura reciprocity in the formulation of Theorem 2, we need to explicitly write down adapted bases for the different ideals. So let a = Aα A Z be an ideal of O = Aα 1 Z with basis quotient α. Without loss of generality, we may assume that p = N(π) | C by suitably modifying α: Indeed, notice that the quadratic form associated
. This form still satisfies N | C ′ , and furthermore f (α ′ ) = f (α) since f is invariant under translations by 24N according to Theorem 6. Since p splits in O and is prime to c, the equation
and p | C we deduce that p divides u or u ′ = u − vB. Using Aα = −Aα − B and N (Aα) = AC, we compute
1 , the rationality of its q-expansion implies that
For p | u ′ , we decompose in a similar manner
and the rationality of the q-expansion of f • S allows to conclude if f is invariant under M −1
2 . So we need the transformation of f under is completely analogous and omitted.) In the following, we classify the values of D and B for which θ is 0 modulo some divisor of 24. It is natural to study separately θ mod 3 and θ mod 2 ξ for 1 ≤ ξ ≤ 3 depending on the value of N . We will give code names to the following propositions for future use.
The value of θ modulo 3
To be able to use some exponent e not divisible by 3, we need to impose 3 | θ. From the reduction of (4) modulo 3, namely
we immediately see that 3 | θ for N ≡ 1 mod 3 without any further condition, which is coherent with 3 ∤ s in this case. For N ≡ 1 (mod 3), we impose B 2 ≡ D (mod 4N ) to obtain divisibility of C by N (see the discussion above), and define r ∈ {0, 1, 2} such that
Notice that r = 1 implies A ≡ C N (mod 3), while r = 2 implies A ≡ − C N (mod 3).
5.1.1
The case N ≡ 0 mod 3
) and r as in (5) .
In these cases, B satisfies the following congruences modulo 3:
Proof: Since 3 | N | C and 3 ∤ p, u 2 ≡ u ′ 2 ≡ 1 (mod 3) by (3) and
. The desired result follows from (5).
(b) If 3 ∤ B, which is equivalent with D ≡ 1 (mod 3), only the case 3 ∤ v needs to be examined. Then u ≡ u ′ (mod 3) and p ≡ 2 (mod 3), and again (5) allows to conclude.
The case N ≡ 2 mod 3
Proposition 12 (PROP32) Let N ≡ 2 (mod 3), B 2 ≡ D (mod 4N ) and r ∈ {1, 2} as in (5) . If D ≡ r (mod 3), then 3 | θ and 3 | B.
Proof: Notice that D ≡ r (mod 3) is equivalent with 3 | B by (5) . Then u ′ ≡ u (mod 3) and 
So θ is divisible by 8 if N ≡ 1 (mod 8), which is the case in particular if N is a square.
Otherwise, e is supposed to be even, so eθ is divisible by 4; if N ≡ 1 (mod 4), eθ is even divisible by 8. So the only remaining case of interest is N ≡ 3 (mod 4); then for e ≡ 2 (mod 4), 8 | eθ is equivalent with ρ even. We have
Proof: Since B is odd, u ′ ≡ u + v (mod 2). If one of v, A and C is even, then u and u ′ are odd by (3) (so that in fact v is even), and ρ is even.
Otherwise, v, A and C are odd, u ′ = u + 1 (mod 2) and ρ is even as well.
The case N even
Let N = 2 λ(N ) N 1 with N 1 odd and λ(N ) ≥ 1. We study divisibility of θ by 2 ξ for increasing values of ξ. The value ξ = 3 is of interest only when e is odd, in which case N and thus N 1 are squares. We start with an elementary remark.
(a) u and u ′ are odd and
Proof:
(a) u and u ′ are odd by (3), so that u ′ 2 ≡ 1 (mod 8). Since N 1 is odd, almost all terms disappear from (4).
Since u is odd by (a), we deduce that vB must be even. 
Proof:
(a) The conditions imply that A(C/N ) is odd, and Lemma 14(a) allows to conclude since p is odd.
(b) In that case A(C/N ) is even. Since A is prime to N , it is odd and therefore C/N is even, which implies in turn 4 | C. By Lemma 14(b), we get 2 | vB. Since D is odd, B is odd and v is even, and (6) finishes the proof.
Divisibility of θ by 4
We begin with a purely arithmetical lemma that will give us necessary conditions on the parameters for the equation 
Divisibility of θ by 8
As discussed at the beginning of §5.2.1, for generating class fields we are only interested in θ mod 8 when N is a square, that is, λ(N ) is even and N 1 is a square; in particular, N 1 ≡ 1 (mod 8). Then the following generalisation of Lemma 14 is immediately seen to hold:
From the results obtained for B 2 ≡ D + 4rN (mod 16N ) for r ∈ {1, 3}, it is natural to look at B 2 ≡ D + 4rN (mod 32N ) for r ∈ {1, 3, 5, 7}. Then A 
Lower powers of w N as class invariants
The aim of this section is to determine conditions under which singular values of lower powers of w N than those given in Theorem 9 yield class invariants. When N is not a square, only even powers are possible by Theorems 6 and 3. So we specialise the propositions of §5 according to the value of N (mod 12). When N is a square, odd powers may yield class invariants, and we need to distinguish more finely modulo 24. Note that then N ∈ {0, 1, 4, 9, 12, 16} (mod 24).
Throughout this section, we use the notation of Theorem 9. The number α is a root of the quadratic form [A, B, C] of discriminant D and N is an integer such that A is prime to N and B is a square root of D modulo 4N according to Lemma 7, so that N | C. The canonical power s such that w s N (α) is a class invariant, that is, w s N (α) ∈ K D , is defined as in Theorem 9, and we wish to determine the minimal exponent e such that w e N (α) is still a class invariant. The general procedure is as follows: Given the value of N , we assemble the propositions of §5 (using their code names throughout) and deduce from them conditions on B as well as the period of D for which class invariants are obtained. In general, we can combine a condition on B related to θ mod 3 and another one related to θ mod 2 ξ . The Chinese remainder theorem is then used to find compatible values. When no particular condition modulo 3 or powers of 2 is imposed, that is, e and s have the same 3-adic or 2-adic valuation, then Theorem 9 already leads to the desired conclusion. Once a power w e N (α) is identified as a class invariant, its conjugates may be obtained by an M -system for M = 
Enumerate all reduced forms [a
, using, for instance, the algorithm of [18, Prop. 3] .
Then a floating point approximation of the class polynomial can be computed as
. Using the algorithms of [10] , one obtains a quasi-linear complexity in the total size of the class polynomial.
Note that the conditions on B of §5 can be summarised as B 2 ≡ D+4rN (mod 4RN ), where r is defined modulo R and the only primes dividing R are 2 and 3. For the sake of brevity, we denote such a condition by r:R. So if no particular condition beyond B 2 ≡ D (mod 4N ) is required, this is denoted by 0:1.
We will give more details for the first non-trivial cases and be briefer in the sequel, since the results rapidly become unweildy. We add numerical examples for these cases.
The case N odd
This is the simplest case. We may use PROP32, PROP21 or both of them. Whenever N ≡ 2 (mod 3) and 3 ∤ D, then PROP32 applies; moreover, the resulting condition 3 | B is automatically satisfied, and we gain a factor of 3 in the exponent. Similarly if D is odd, then PROP21 applies without any restriction on B, and we gain a factor of 2 in the exponent. The entries in the first and last line for D ≡ 1 (mod 12) may seem redundant; but note that they induce differently severe restrictions on B. The entry D ≡ 1 (mod 12) in the third line, as well as D ≡ 9 (mod 12) in the second line, are redundant, however: Since PROP21 does not induce any additional restriction on B, the lower exponent is available for precisely the same quadratic forms. In the following, we will present only tables that have been reduced accordingly.
However, the previous table does not yet contain the full truth. A line in the table means that if there is a solution to B 2 ≡ D+4rN (mod 4RN ) with D in the given residue class D 0 modulo 12, then w e N yields a class invariant. Examining this equation modulo the part of 4RN that contains only 2 and 3 yields further restrictions. Write N = N 6 N ′ such that the only primes dividing N 6 are 2 and 3 and gcd(N ′ , 6) = 1. Then we need to ensure that D + 4rN ≡ D is a square modulo N ′ ; this is guaranteed by Lemma 7, since otherwise we would not even consider the full power w s N . We furthermore need to examine under which conditions
′ is a square modulo 4RN 6 and D ≡ D 0 (mod 12).
Concerning the second to last line, for instance, the condition becomes
is a square modulo 36 and D ≡ 9 (mod 12).
Thus, D+12 To illustrate this, we give the following table of examples:
We have s = 3 for squares in that family (for instance, N = 3 2n ) and may then reach w N . Otherwise, s = 6, and the only possible smaller exponent is 2.
N s B D e propositions(s) 9 mod 12, = 6 1:3 0 mod 3 2 PROP30a 9 mod 12, = 6 2:3 1 mod 3 2 PROP30b 9 mod 12, = 3 1:3 0 mod 3 1 PROP30a 9 mod 12, = 3 2:3 1 mod 3 1 PROP30b
We give two examples, one for N = 21, the second for N = 9. For the former, we find 1, 4, 16, 25, 28, 37, 49, 64, 85, 88, 100, 109, 112, 121, 133, 148, 2 169, 172, 184, 193, 196, 205, 217 , 232
72 X 2 − 18 X + 27 9 w 9 27 X − ω − 1 9 w 9 8 X − 1 − ω
The case N even
A look at §5 immediately shows the complexity of the results when N is even. We distinguish the cases λ = 1 (in which N cannot be a square) and λ ≥ 2 with N a square or not.
The case λ = 1
Three values are concerned, namely N mod 12 ∈ {2, 6, 10}. We have s = 24 for N mod 12 ∈ {2, 6}, whereas s = 8 for N ≡ 10 (mod 12). 
When N ≡ 8 mod 12, it cannot be a square, and the results are: Finally, for N ≡ 0 mod 12, we obtain the following results: 
This immediately implies
(a) The assertions are a direct consequence of (8) and (9), together with the tables in §6.1. We end this section with related results concerning the functions
is a class invariant if and only if w e N (α) is, and integrality of the class polynomial coefficients carries over. In some cases, however, the additional factor √ D may lead to rational class polynomials.
and e be such that Combining the lemmata yields the following result.
Theorem 24 Under the general assumptions of §6, the characteristic polynomial of For instance, we may apply this theorem to the cases N ∈ {2, 3, 4, 7}, in which Propositions 13 or 15 hold:
24 mod 96 ±12 6 3 9 mod 12 ±3 6 7 21 mod 28 ±7 2 4 0 mod 32 ±4 4
As numerical examples, we find:
Heights and comparison with other invariants
Let f be a modular function yielding class invariants and Φ[f ](F, J) the associated modular polynomial such that Φ[f ](f, j) = 0. It is shown in [6] that asymptotically for |D| → ∞, the height of the class invariant f (α) is c(f ) times the height of j(α), where
depends only on f . It is then clear that c(f r ) = c(f ) r for rational r. So to obtain c(w e N ), it is sufficient to determine the degrees of the modular polynomials of the full power w s N , where s is as defined in Theorem 9. Proposition 25 (Oesterlé) The cosets of Γ 0 (N )\Γ can be split into the following three families:
Using (2), we find
-th root of unity and c k,k ′ is a rational integer.
The proposition shows in particular that all conjugates of w s N have integral and that w s N and w s N • S have rational q-expansions. The q-expansion principle now implies that
where
Proof: Consider Φ c N as a polynomial in F with coefficients in Z [J] . Following the same reasoning as in [8] , we see that the coefficient of highest degree in J is obtained when all conjugates are multiplied together whose q-expansions have strictly negative order; since the q-expansion of j starts with q −1 , the degree in J is then the opposite of this order Proposition 28 When N = ℓ n for a prime ℓ and n ≥ 1, then
Proof: The k occurring in (11) are the (k 1 + ℓk 2 )ℓ r with 1 k 1 < ℓ, 1 r m and 0 k 2 < ℓ n−r−1 (so that k < N ); they yield δ k = ℓ r and µ(k) = 1. Hence,
Corollary 29 When N is prime or the square of a prime, then
24 .
Proof: The case p 1 = p 2 is already proven. So it remains to consider p 1 < √ N < p 2 , and the integers k contributing to S(N ) are thekp 1 with 1 ≤k < p 2 . Among these, only one is such that gcd(k − 1, N ) = 1, namely the k withk ≡ 1/p 1 (mod p 2 ); for this one, µ(k) = 2. Therefore
With some more effort, the constant coefficient Φ c N (0, J) could be obtained as the product of all conjugates, but it is not needed in the following. . However, at the same time, the degrees of Φ c N in F and J tend to infinity, which may be undesirable in complex multiplication applications where the modular polynomial needs to be factored over a finite field.
In Table 7 .2, we list in decreasing order of attractiveness the functions f together with the factors 1/c(f ) they allow to gain in height compared to j and with the degree of the modular polynomial in J, thus completing the tables of [6] and [9, p. 21] . We limit ourselves to functions gaining a factor of at least 13 and with degree in J at most 20. The function w 2 is in fact the Weber function f 1 , and leads to the same height as the other two Weber functions f and f 2 .
Outlook
The presented results concern singular values of powers of w N as class invariants. It is possible to obtain smaller invariants by authorising 24-th roots of unity to enter the game. This was already done by Weber for N = 2 (the classical f -functions) and by Gee in [13] for N = 3. For instance, ζ 4 w 2 7 is an invariant for D = −40, leading to the minimal polynomial X 2 + (−5 + 2ω) X + 3 − 4 ω.
The needed theorems will be the subject of Part II of the present work. Similarly, when N is not a square and e is odd, then w e N • S has a q-expansion that is rational up to a factor √ N , so that Theorems 3 and 4 are not applicable any more. Nevertheless, w e N may yield class invariants; this is well-known for Weber's original functions in certain cases. As √ N lies in a cyclotomic field, these cases are more appropriately handled by the theory to be developed in Part II than in the present context.
