Abstract: Protein structure is invariably connected to protein function. There are two im-1 portant secondary structure elements: alpha helices and beta-sheets (which sometimes come 2 in a shape of beta-barrels). The actual shapes of these structures can be complicated, but in 3 the first approximation, they are usually approximated by, correspondingly, cylindrical spi-4 rals and planes (and cylinders, for beta-barrels). In this paper, following the ideas pioneered 5 by a renowned mathematician M. Gromov, we use natural symmetries to show that, under 6 reasonable assumptions, these geometric shapes are indeed the best approximating families 7 for secondary structures. 
Introduction 10
Alpha-helices and bet-sheets: brief reminder. Proteins are biological polymers that perform most of 11 the life's function. A single chain polymer (protein) is folded in such a way that forms local substruc-12 tures called secondary structure elements. In order to study the structure and function of proteins it is 13 extremely important to have a good geometrical description of the proteins structure. There are two 14 important secondary structure elements: alpha helices and beta-sheets. A part of the protein structure 15 where different fragments of the polypeptide align next to each other in extended conformation forming 16 Version January 5, 2012 submitted to Symmetry 2 of 11 a line-like feature defines a secondary structure called an alpha-helix. A part of the protein structure 17 where different fragments of the polypeptide align next to each other in extended conformation forming 18 a surface-like feature defines a secondary structure called a beta pleated sheet, or, for short, a beta-sheet; 19 see, e.g., [1, 9] .
20
Shapes of alpha-helices and bet-sheets: first approximation. The actual shapes of the alpha-helices 21 and beta-sheets can be complicated. In the first approximation, alpha-helices are usually approximated 22 by cylindrical spirals (also known as circular helices or (cylindrical) coils), i.e., curves which, in an 23 appropriate coordinate system, have the form x = a · cos(ω · t), y = a · sin(ω · t), and c = b · t. Similarly, 24 in the first approximation, beta-sheets are usually approximated as planes. These are the shapes that we 25 will try to explain in this paper.
26
What we do in this paper: our main result. In this paper, following the ideas of a renowned mathe-27 matician M. Gromov [8] , we use symmetries to show that under reasonable assumptions, the empirically 28 observed shapes of cylindrical spirals and planes are indeed the best families of simple approximating 29 sets.
30
Thus, symmetries indeed explain why the secondary protein structures consists of alpha-helices and 31 beta-sheets.
32
Auxiliary result: we also explain the (approximate) shape of beta-barrels. The actual shape of an 33 alpha-helix or of a beta-sheet is somewhat different from these first-approximation shapes. In [12], we 34 showed that symmetries can explain some resulting shapes of beta-sheets. In this paper, we will add, to 35 the basic approximate shapes of a circular helix and a planes, one more shape. This shape is observed 36 when, due to tertiary structure effects, a beta-sheet "folds" on itself, becoming what is called a beta-
37
barrel. In the first approximation, beta-barrels are usually approximated by cylinders. So, in this paper,
38
we will also explain cylinders.
39
We hope that similar symmetry ideas can be used to describe other related shapes. For example,
40
it would be nice to see if a torus shape -when a cylinder folds on itself -can also be explained by 41 symmetry ideas.
42
Possible future work: need for explaining shapes of combinations of alpha-helices and beta-sheets.
43
A protein usually consists of several alpha-helices and beta-sheets. In some cases, these combinations of 44 basic secondary structure elements have their own interesting shapes: e.g., coils (alpha-helices) some-45 times form a coiled coil. In this paper, we use symmetries to describe the basic geometric shape of 46 secondary structure elements; we hope that similar symmetry ideas can be used to describe the shape of 47 their combinations as well. Symmetries are actively used in physics. In our use of symmetries, we have been motivated by the 50 successes of using symmetries in physics; see, e.g., [2] . So, in order to explain our approach, let us first 51 briefly recall how symmetries are used in physics.
52
Version January 5, 2012 submitted to Symmetry 3 of 11 Symmetries in physics: main idea. In physics, we usually know the differential equations that describe 53 the system's dynamics. Once we know the initial conditions, we can then solve these equations and 54 obtain the state of the system at any given moment of time.
55
It turns out that in many physical situations, there is no need to actually solve the corresponding 56 complex system of differential equations: the same results can be obtained much faster if we take into 57 account that the system has certain symmetries (i.e., transformations under which this system does not 58 change).
59
Symmetries in physics: examples. Let us give two examples of the use of symmetries in physics:
60
• a simpler example in which we will be able to perform all the computations, and
61
• a more complex example in which we will skip all the computations and proofs -but which will 62 be useful for our analysis of the shape of proteins.
63
First example: pendulum. As the first simple example, let us consider the problem of finding how the 64 period T of a pendulum depends on its length L and on the free fall acceleration g on the corresponding 65 planet. We will denote the desired dependence by T = f (L, g). This dependence was originally found by 66 using Newton's equations. We will show that (modulo a constant) the same dependence can be obtained 67 without using any differential equations, only by taking the corresponding symmetries into account.
68
What are the natural symmetries here? To describe a numerical value of the length, we need to select 69 a unit of length. In this problem, there is no fixed length, so it makes sense to assume that the physics 70 does not change if we simply change the unit of length. If we change a unit of length to a one λ times 71 smaller, we get new numerical value L = λ · L; e.g., 1.7 m = 170 cm.
72
Similarly, if we change a unit of time to a one which is µ times smaller, we get a new numerical value 73 for the period T = µ · T . Under these transformations, the numerical value of the acceleration changes
75
Since the physics does not change by simply changing the units, it makes sense to require that the
) also does not change if we simply change the units, i.e., that T = f (L, g)
). Substituting the above expressions for T , L , and g into this formula, we
). From this formula, we can find the explicit expression
79
for the desired function f (L, g). Indeed, let us select λ and µ for which λ · L = 1 and λ · µ −2 · g = 1.
80
Thus, we take
For these values λ and µ, the above formula takes the
82
This is exactly the same formula that we obtain from Newton's equations.
83
What is the advantage of using symmetries? At first glance, the above derivation of the pendulum ton's mechanics is true. However, the fact that we do not need the whole theory to derive the pendulum 97 formula -we only need symmetries -shows that:
98
• if we have an experimental confirmation of the pendulum formula,
99
• this does not necessarily mean that we have confirmed Newton's equations -all we confirmed are 100 the symmetries.
101
General comment about physical problems and fundamental physical equations. the observed logarithmic spiral shape of many galaxies. These theories differ in their physics, in the 118 resulting differential equations, but they all lead to exactly the same shape -of the logarithmic spiral.
119
It turns out that there is a good explanation for this phenomenon -all observed shapes can be de-120 duced from the corresponding symmetries; see, e.g., [3-5,10]. Here, possible symmetries include shifts, 121 rotations, and "scaling" (dilation)
The fact that the shapes can be derived from symmetry shows that the observation of these shapes 123 does not confirm one of the alternative theories -it only confirms that all these theories are invariant 124 under shift, rotation, and dilation. This derivation also shows that even if the actual physical explanation 125 for the shape of the galaxies turns out to be different from any of the current competing theories, we
126
should not expect any new shapes -as long as we assume that the physics is invariant with respect to the 127 above basic geometric symmetries. that by selecting values of all these parameters, we get a shape.
148
The more parameters we allow, the larger the variety of the resulting shape and therefore, the better 149 the resulting shape can match the observed protein shape.
150
We are interested in the shapes that describe the secondary structure, i.e., the first (crude) approxi-151 mation to the actual shape. Because of this, we do not need too many parameters, we should restrict 152 ourselves to families with a few parameters.
153
We want to select the best approximating family. In principle, we can have many different approxi-154 mating families. Out of all these families, we want to select a one which is the best in some reasonable 155 sense -e.g., the one that, on average, provides the most accurate approximation to the actual shape, or 156 the one which is the fastest to compute, etc.
157
What does the "best" mean? There are many possible criteria for selecting the "best" family. It is not easy even to enumerate all of them -while our objective is to find the families which are the 159 best according to each of these criteria. To overcome this difficulty, we therefore formulate a general 160 description of the optimality criteria and provide a general description of all the families which are 161 optimal with respect to different criteria.
162
When we say "the best", we mean that on the set of all appropriate families, there is a relation 163 describing which family is better or equal in quality. This relation must be transitive (if A is better than 164 B, and B is better than C, then A is better than C). This relation is not necessarily asymmetric, because 165 we can have two approximating families of the same quality. However, we would like to require that this for which the class of optimal families is narrower. We can repeat this procedure until we get a 175 final criterion for which there is only one optimal family.
176
It is also reasonable to require that the relation A B should be invariant relative to natural geometric 177 symmetries, i.e., that this relation is shift-and rotation-invariant.
178
At fist glance, these requirements sounds reasonable but somewhat weak. We will show, however, 179 that they are sufficient to actually find the optimal families of shapes -and that the resulting optimal
180
shapes are indeed the above-mentioned observed secondary-structure shapes of protein components. 
Definitions and the Main Result

182
Our goal is to choose the best finite-parametric family of sets. To formulate this problem precisely,
183
we must formalize what a finite-parametric family is and what it means for a family to be optimal. In 184 accordance with the above analysis of the problem, both formalizations will use natural symmetries. So,
185
we will first formulate how symmetries can be defined for families of sets, then what it means for a 186 family of sets to be finite-dimensional, and finally, how to describe an optimality criterion.
187
Definition 1. Let g : M → M be a 1-1-transformation of a set M , and let A be a family of subsets of 188 M . For each set X ∈ A, we define the result g(X) of applying this transformation g to the set X as 189 {g(x) | x ∈ X}, and we define the result g(A) of applying the transformation g to the family A as the 190 family {g(X) | X ∈ A}.
191
In our problem, the set M is the 3-D space IR 3 .
192
Definition 2. Let M be a smooth manifold. A group G of transformations M → M is called a Lie   193 transformation group, if G is endowed with a structure of a smooth manifold for which the mapping 194 g, a → g(a) from G × M to M is smooth.
195
In our problem, the group G is the group generated by all shifts and rotations. in the 3-D space, we need 196 three parameters to describe a general shift, and three parameters to describe a general rotation; thus, the 197 group G is 6-dimensional -in the sense that we need six parameters to describe an individual element 198 of this group.
199
We want to define r-parametric families sets in such a way that symmetries from G would be com- 
207
Definition 4. Let G be a Lie transformation group on a smooth manifold M .
208
• We say that a class A of closed subsets of M is G-invariant if for every set X ∈ A, and for every 209 transformation g ∈ G, the set g(X) also belongs to the class.
210
• If A is a G-invariant class, then we say that A is a finitely parametric family of sets if there exist:
211
-a (finite-dimensional) smooth manifold V ;
212
-a mapping s that maps each element v ∈ V into a set s(v) ⊆ M ; and
213
-a smooth multi-valued function Π :
such that:
215
-the class of all sets s(v) that corresponds to different v ∈ V coincides with A, and
216
-for every v ∈ V , for every transformation g ∈ G, and for every π ∈ Π(g, v), the set s(π)
217
(that corresponds to π) is equal to the result g(s(v)) of applying the transformation g to the 218 set s(v) (that corresponds to v).
219
• Let r > 0 be an integer. We say that a class of sets B is a r-parametric class of sets if there exists a 220 finite-dimensional family of sets A defined by a triple (V, s, Π) for which B consists of all the sets 221 s(v) with v from some r-dimensional sub-manifold W ⊆ V .
222
In our example, we consider families of unbounded connected sets.
223
Definition 5. Let A be a set, and let G be a group of transformations defined on A.
224
• By an optimality criterion, we mean a pre-ordering (i.e., a transitive reflexive relation) on the 225 set A.
226
• An optimality criterion is called G-invariant if for all g ∈ G, and for all A, B ∈ A, A B implies
.
228
• An optimality criterion is called final if there exists one and only one element A ∈ A that is 229 preferable to all the others, i.e., for which B A for all B = A.
230
Lemma. Let M be a manifold, let G be a d-dimensional Lie transformation group on M , and let be 231 a G-invariant and final optimality criterion on the class A of all r-parametric families of sets from M , 232 r < d. Then:
233
• the optimal family A opt is G-invariant; and
234
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• each set X from the optimal family is a union of orbits of ≥ (d − r)-dimensional subgroups of the 235 group G.
236
Comment. For readers' convenience, all the proofs are placed in the following Proofs section.
237
Theorem. Let G be a 6-dimensional group generated by all shifts and rotations in the 3-D space IR 3 ,
238
and let be a G-invariant and final optimality criterion on the class A of all r-parametric families of 239 unbounded sets from IR 3 , r < 6. Then each set X from the optimal family is a union of cylindrical 240 spirals, planes, and cylinders.
241
Conclusion. These shapes correspond exactly to alpha-helices, beta-sheets (and beta-barrels) that we 242 observe in proteins. Thus, the symmetries indeed explain the observed protein shapes.
243
Comment. As we have mentioned earlier, spirals, planes, and cylinders are only the first approximation 244 to the actual shape of protein structures. For example, it has been empirically found that for beta-sheets
245
and beta-barrels, general hyperbolic (quadratic) surfaces provide a good second approximation; see,
246
e.g., [11] . It is worth mentioning that the empirical fact that quadratic models provide the best second 247 approximation can also be theoretical explained by using symmetries [12] . 
Proofs
249
Proof of the Lemma. Since the criterion is final, there exists one and only one optimal family of sets.
250
Let us denote this family by A opt .
251
1
• . Let us first show that this family A opt is indeed G-invariant, i.e., that g(A opt ) = A opt for every 252 transformation g ∈ G.
253 Indeed, let g ∈ G. From the optimality of A opt , we conclude that for every B ∈ A, g −1 (B) A opt .
254
From the G-invariance of the optimality criterion, we can now conclude that B g(A opt ). This is true 255 for all B ∈ A and therefore, the family g(A opt ) is optimal. But since the criterion is final, there is only 256 one optimal family; hence, g(A opt ) = A opt . So, A opt is indeed invariant. Indeed, the fact that A opt is G-invariant means, in particular, that for every g ∈ G, the set g(X 0 ) also 260 belongs to A opt . Thus, we have a (smooth) mapping
In the following, we will denote this 262 mapping by g 0 .
263
Since r < d, this mapping cannot be 1-1, i.e., for some sets X = g (X 0 ) ∈ G(X 0 ), the pre-image
)} consists of one than one point. By definition of g(X), we can conclude
Thus, this pre-image is equal to {g | (g ) −1 g(X 0 ) = X 0 }.
266
If we denote (g ) −1 g byg, we conclude that g = g g and that the pre-image g
equal to {g g |g(X 0 ) = X 0 }, i.e., to the result of applying g to {g |g(X 0 ) = X 0 } = g 
270
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We thus have a stratification (fiber bundle) of a d-dimensional manifold G into D-dimensional strata,
271
with the dimension D f of the factor-space being ≤ r. Thus, d = D +D f , and from D f ≤ r, we conclude
invariant (i.e., for which g(X 0 ) = X 0 for all g ∈ G 0 ). It is easy to check that if g, g ∈ G 0 , then 275 gg ∈ G 0 and g −1 ∈ G 0 , i.e., that G 0 is a subgroup of the group G. From the definition of G 0 as 276 {g | g(X 0 ) = X 0 } and the fact that g(X 0 ) is defined by a smooth transformation, we conclude that G 0 is 277 a smooth sub-manifold of G, i.e., a ≥ (n − r)-dimensional subgroup of G.
278
To complete our proof, we must show that the set X 0 is a union of orbits of the group G 0 . Indeed, the 279 fact that g(X 0 ) = X 0 means that for every x ∈ X 0 , and for every g ∈ G 0 , the element g(x) also belongs 280 to X 0 . Thus, for every element x of the set X 0 , its entire orbit {g(x) | g ∈ G 0 } is contained in X 0 . Thus,
281
X 0 is indeed the union of orbits of G 0 . The lemma is proven.
282
Proof of the Theorem. In our case, the natural group of symmetries G is generated by shifts and 283 rotations. So, to apply the above lemma to the geometry of protein structures, we must describe all orbits 284 of subgroups of this groups G.
285
Since we are interested in connected components, we should consider only connected continuous 1: A generic 1-dimensional orbit is a cylindrical spiral, which is described (in appropriate coordi-304 nates) by the equations z = k · φ, ρ = R 0 . Its limit cases are:
306
-a semi-line (ray);
307
-a straight line.
2: Possible 2-D orbits include:
309 -a plane;
310
-a semi-plane;
311
-a sphere; and
312
-a circular cylinder.
313
Since we are only interested in unbounded shapes, we end up with the following shapes:
314
• a cylindrical spiral (with a straight line as its limit case);
315
• a plane (or a part of the plane), and 316
• a cylinder.
317
The theorem is proven. We have provided a somewhat mathematical explanation for the observed shapes. Our theorem ex-320 plains the shapes, but not how a protein acquires these shapes. 
323
In the beginning, protein generation starts with a uniform medium, in which the distribution is homo-324 geneous and isotropic. In mathematical terms, the initial distribution of matter is invariant w.r.t. arbitrary 325 shifts and rotations.
326
The equations that describe the physical forces that are behind the corresponding chemical reactions 327 are invariant w.r.t. arbitrary shifts and rotations. In other words, these interactions are invariant w.r.t. our 328 group G. The initial distribution was invariant w.r.t. G; the evolution equations are also invariant; hence,
329
at first glance, we should get a G-invariant distribution of for all moments of time.
330
In reality, we do not see such a homogeneous distribution -because this highly symmetric distribution 331 is known to be unstable. As a result, an arbitrarily small perturbations cause drastic changes in the matter 332 distribution: matter concentrates in some areas, and shapes are formed. In physics, such symmetry 333 violation is called spontaneous.
334
In principle, it is possible to have a perturbation that changes the initial highly symmetric state into a 335 state with no symmetries at all, but statistical physics teaches us that it is much more probable to have Similarly, a (highly organized) solid body normally goes through a (somewhat organized) liquid phase 339 before it reaches a (completely disorganized) gas phase.
340
If a certain perturbation concentrates matter, among other points, at some point a, then, due to 341 invariance, for every transformation g ∈ G , we will observe a similar concentration at the point 342 g(a). Therefore, the shape of the resulting concentration contains, with every point a, the entire or-
343
bit G (a) = {g(a) | g ∈ G } of the group G . Hence, the resulting shape consists of one or several orbits of a group G . This is exactly the conclusion we came up with before, but now we have a physical 345 explanation for it.
346
