[1] Current global aerosol models use different physical and chemical schemes and parameters, different meteorological fields, and often different emission sources. Since the physical and chemical parameterization schemes are often tuned to obtain results that are consistent with observations, it is difficult to assess the true uncertainty due to meteorology alone. Under the framework of the NASA global modeling initiative (GMI), the differences and uncertainties in aerosol simulations (for sulfate, organic carbon, black carbon, dust, and sea salt) solely due to different meteorological fields are analyzed and quantified. Three meteorological data sets available from the NASA Goddard Data Assimilation Office (DAO) general circulation model (GCM), the Goddard Institute for Space Studies (GISS) GCM, version II' and the NASA Goddard Global Modeling and Assimilation Office (GMAO), finite-volume GCM (FVGCM) are used to drive the same aerosol model. The global sulfate and mineral dust burdens with FVGCM fields are 40% and 20% less than those with DAO and GISS fields, respectively, due to its larger precipitation. Meanwhile, the sea salt burden predicted with FVGCM fields is 56% and 43% higher than those with DAO and GISS, respectively, due to its stronger convection especially over the Southern Hemispheric Ocean. Sulfate concentrations at the surface in the Northern Hemisphere extratropics and in the middle to upper troposphere differ by a factor of 3 between the three meteorological data sets. The agreement between model calculated and observed aerosol concentrations in the surface source regions is similar for all three meteorological data sets. Away from the source regions, however, the comparisons with observations differ greatly for DAO, FVGCM, and GISS, and the performance of the model using different meteorological data sets varies depending on the site and the compared species. Sensitivity simulations with the NASA GEOS-4 assimilated fields show that the interannual variability of aerosol concentrations can be higher than a factor of 2 depending on the location and season, which is generally, however, smaller than the differences due to using different meteorological data sets. Global annual average aerosol optical depth at 550 nm is 0.120-0.131 for the three meteorological data sets. However, the contributions from different aerosol components to this total optical depth differ significantly, which reflects differences in the aerosol spatial distributions. The global annual average anthropogenic and all-sky aerosol direct forcing at the top-of-the atmosphere is estimated to be À0.75, À0.35, and À0.40 W m À2 for DAO, FVGCM, and GISS fields, respectively. Regional differences can be much larger (by a factor of 4-5) in the tropics over the ocean and in the polar regions.
Introduction
[2] Aerosols are one of the most important anthropogenic agents that perturb the radiation balance of Earth and perturb global climate. Increasing concentrations of anthropogenic aerosols may be partially counteracting the warming effects of greenhouse gases by an uncertain, but potentially large, amount. This in turn leads to large uncertainties in the sensitivity of climate to human perturbations and therefore also in the projections of future climate change [Penner, 2004; Andreae et al., 2005] . Various aerosol types (sulfate, carbonaceous aerosol, mineral dust, and sea salt) contribute to this effect on climate. These aerosols scatter and absorb incoming solar radiation increasing the planetary albedo (the direct effect) and they also enhance the albedo and extent of clouds by increasing the number of cloud droplets (the first indirect effect or Twomey effect) and by changing the precipitation efficiency of clouds (the second indirect effect or Albrecht effect) [e.g., Intergovernmental Panel on Climate Change (IPCC), 2001; Twomey, 1977; Twomey, 1991; Charlson et al., 1992; Lohmann et al., 1999a; Rotstayn and Penner, 2001] .
[3] Multicomponent aerosol modules in global models have been developed and thus provide a much needed seasonal and global characterization of aerosol. However, differences in model complexity, physical and chemical schemes, meteorology, and the source strengths used in different models result in large differences in simulated aerosol concentrations [Textor et al., 2006] . This together with differing assumed or predicted aerosol size distributions, hydroscopic and optical properties, mixing status (internal versus external) between aerosols, and response of aerosols to relative humidities lead to large uncertainties in aerosol direct forcing estimations. The uncertainties in aerosol indirect forcing can be even larger due to the parameterizations used in models to describe the interactions between aerosol and clouds [Chen and Penner, 2005] . Current confidence in the estimates of aerosol radiative forcing is ''low'' for the sulfate direct effect and ''very low'' for both the direct effects of carbonaceous aerosols and the indirect effect [IPCC, 2001] . Thus a rigorous validation with observations and detailed model intercomparisons are needed.
[4] Early model intercomparisons Lohmann et al., 2001; Roelofs et al., 2001; Rasch et al., 2000a] mainly focused on sulfur related species, and the 2001 IPCC intercomparison included all aerosol components . Comparisons with observations in these studies were based on surface or aircraft measurements. These studies indicated the large variance of model results arising from differences in parameterization schemes and meteorology. Satellite-retrieved total aerosol optical depth provides global coverage of the aerosol spatial distribution and can be used as a measure of aerosol column burden. Penner et al. [2002] presented a comparison of three different analysis of satellite-retrieved aerosol optical depth based on the Advanced Very High Resolution Radiometer (AVHRR)-measured radiance with optical depths derived from six different models. The model-derived clear-sky reflected shortwave radiation was also compared with satellitemeasured reflectivities derived from the Earth Radiation Budget Experiment (ERBE) satellite. Kinne et al. [2003] intercompared the aerosol optical depth of seven global models and compared the model aerosol optical depth with the Aerosol Robotic Network (AERONET), Total Ozone mapping Spectrometer (TOMS), and the Moderate Resolution Imaging Spectroradiometer (MODIS) observations, although they did not specify similar source strengths for the aerosols.
[5] The ongoing AeroCom initiative was created to provide a platform for detailed evaluation of aerosol simulations in global models. This analysis permits an understanding of model differences, allows modelers to eliminate weak components, and to improve the simulated aerosol properties. Textor et al. [2006] analyzed the life cycles of aerosols as simulated by 16 global aerosol models, and quantified the differences among the models for the sources and sinks, burdens, particle sizes, water uptake, and spatial distributions. The different emissions used in this study, and the contrasting particle sizes for dust and sea salt generally lead to higher differences in these species than those of aerosols in the fine particle range such as sulfate, organic matter (OM), and black carbon (BC). Large differences in the removal rates and relative importance of the dry versus wet deposition pathways were found for dust and sea salt. Kinne et al. [2006] compared satellite observations of aerosol optical depth (AOD) with the aerosol optical depths calculated in the models participating in the AeroCom project, and found large model differences for the relative contributions of different aerosol components to the total AOD. There were also significant differences in the amount of radiation absorbed by dust and carbonaceous aerosol.
[6] In all of the above studies, the aerosol dry and wet deposition schemes and the sulfur chemistry schemes (e.g., using prescribed versus predicted H 2 O 2 fields) may differ among the models. Therefore one is not able to disentangle whether differences are solely due to differences in meteorology or to differences in these parameterizations. In this study, under the framework of the NASA global modeling initiative (GMI), the differences and uncertainties of aerosol simulations (for sulfate, organic carbon, black carbon, dust and sea salt) solely due to meteorology are analyzed and quantified. The GMI aerosol model was driven by three sets of meteorological fields using the same chemical scheme and physical treatments (e.g., for dry and wet deposition, for convective transport of trace species, and for sulfur chemistry), and the same emission fluxes to calculate the aerosol life cycles. Two additional meteorological fields were used to examine the interannual variability in aerosol concentrations. In addition, the aerosol optical depth and direct radiative forcing are calculated with the same aerosol optical properties (including the hydroscopic growth). Thus the modelestimated direct forcing differences are solely due to the meteorology (i.e., winds, convective mass fluxes, precipitation fields, and relative humidities) used in the calculations. The model is described in section 2. Model calculated aerosol spatial distributions, budgets, and comparisons with observations are presented in section 3. Section 4 discusses the calculations for aerosol optical depth and aerosol direct forcing. Section 5 presents our conclusions.
Model Description

Model Framework
[7] The GMI model [Rotman et al., 2004] was developed as a modular code intended to run on different computing platforms, including massively parallel computer architectures. The GMI calculations presented here utilize meteorological fields calculated off-line by both free-running General Circulation Models and Data Assimilation systems. The meteorological fields provide the input necessary to calculate the advective and convective transport of species, transformation through chemical reactions, and removal by wet and dry deposition. Three sets of meteorological fields are available: the NASA Goddard Data Assimilation Office (DAO) general circulation model (GCM), the Goddard Institute for Space Studies (GISS) GCM, version II' and the NASA/Goddard Global Modeling and Assimilation Office (GMAO), finite-volume GCM (FVGCM). These meteorological fields have been archived every 3 -6 hours, and are interpolated to 1-hour time steps. Specific details of the individual meteorological fields are as follows.
[8] The DAO fields were obtained from the former NASA/Goddard Data Assimilation Office, utilizing the GEOS-STRAT simulation. The fields represent the period from March 1997 through February 1998. The meteorological fields were degraded from an original horizontal resolution of 2°Â 2.5°to 4°Â 5°, and have 46 vertical levels which extend from the surface to 0.15 mb. The fields are archived as 6-hour averages. Since the GCM used in this assimilation system adopts the relaxed Arakawa-Schubert (RAS) convective parameterization [Moorthi and Suarez, 1992] , only one set of cloud convective mass fluxes and cloud detrainment rates is included.
[9] The GISS fields represent a 1-year realization from the GISS GCM, version II' [Rind and Lerner, 1996; Koch and Rind, 1998 ] which also includes a slab ocean model. Six-hour averaged fields were obtained on 23 vertical levels from the surface to 0.02 mb with a horizontal resolution of 4°Â 5°. These meteorological fields separate convective transport into shallow and deep convection and specify convective mass fluxes as well as detrainment rates.
[10] The FVGCM fields were obtained from the finitevolume GCM used by the NASA/GMAO. This GCM is used as part of the GEOS-4 data assimilation system [Bloom et al., 2005] , but the fields we obtained were from a 1-year realization of the GCM in free-running mode, forced by the year 1994 sea surface temperature (SST). The sea surface temperature is derived from the weekly 1°Â 1°Reynolds' optimum interpolation sea surface temperature (OISST) version 2 [Reynolds et al., 2002] and updated every time step using a linear interpolation in time. The FVGCM fields are obtained as 3-hour averages and degraded from an original grid with 2°Â 2.5°Â 55 vertical levels to one with 4°Â 5°Â 42 vertical levels, extending from the surface to 0.01 mb. The GEOS-4 system adopted physics from the National Center for Atmospheric Research Community Climate Model, version 3 (CCM3), and thus includes the parameterizations by Hack [1994] for shallow and Zhang and McFarlane [1995] for deep convection.
[11] The GMI model uses a flux-form semi-Lagrangian (FFSL) advection scheme [Lin and Rood, 1996] . Vertical convective transport includes transport in updrafts and downdrafts, as well as entrainment and detrainment. Cumulus transport is implemented in the GMI model using the CONVTRANS algorithm [Rasch et al., 1997] . Whenever separate fields exist for shallow and deep convection, these two processes are treated sequentially in a split-operator fashion. Vertical diffusion is based on an implicit scheme [Walton et al., 1988] with the three-dimensional fields of time-varying vertical diffusion coefficients supplied by both the DAO and FVGCM fields used to determine mixing within the planetary boundary layer (PBL). No vertical diffusion coefficients existed in the GISS-II' fields; in this case, the diurnally varying height of the PBL was used to estimate species concentrations in the PBL, assuming relaxation to a well-mixed distribution with a time constant of 3 hours.
[12] An aerosol module was added to the GMI model framework. It includes prognostic variables for sulfur and related species: dimethylsulfide (DMS), sulfur dioxide (SO 2 ), sulfate aerosol (SO 4 2À ), and hydrogen peroxide (H 2 O 2 ); biomass burning BC and OM, fossil fuel BC and OM, natural OM, mineral dust, and sea salt. Sulfate aerosol is divided into three size bins with radii varying from 0.01 to 0.05 mm, 0.05 to 0.63 mm, and 0.63 to 1.26 mm, while mineral dust and sea salt are predicted in four bins with radii varying from 0.05 to 0.63 mm, 0.63 to 1.26 mm, 1.26 to 2.5 mm, and 2.5 to 10 mm. Carbonaceous aerosol (OM and BC) is currently represented by a single submicron size bin. These size cuts are based on consideration of the mass size distribution and thermodynamics of these aerosols as well as the CCN activation spectrum under typical supersaturations. The mass-weighted average radius in each bin for each aerosol component can be calculated from the size distribution in each bin. In the current version of the GMI model, aerosol dynamics has not been included, thus the aerosol size distributions are assumed to follow those derived from measurements. Sulfate aerosol was assumed to follow the size distribution given by Chuang et al. [1997] within each size bin. Following Penner et al. [1998] , the particle size distributions for fossil fuel BC/OM and for biomass burning BC/OM and natural OM were based on measurements by Radke et al. [1988] and by Anderson et al. [1996] , respectively. Mineral dust particles are assumed to follow the size distribution of d 'Almeida et al. [1991] within each size bin while sea salt follows that of Quinn and Coffman [1998] .
Sulfur Chemistry
[13] The sulfur chemistry included in the model was described by Liu et al. [2005] . In the gas phase, DMS is oxidized by OH radical to form SO 2 , and SO 2 oxidized by OH radical to form sulfate. The chemical source of SO 2 from the reaction of DMS with NO 3 is neglected, as this contribution to SO 2 is generally small (10 -15%) compared to that from DMS + OH [e.g., Feichter et al., 1996; Chin et al., 2000a] . Within cloudy regions of the atmosphere, the aqueous phase oxidation of SO 2 with H 2 O 2 and O 3 to produce SO 4 2À is considered. Within a cloud the partitioning of SO 2 , H 2 O 2 and O 3 is given by aqueous phase equilibria based on Henry's Law (aqueous phase dissociations are included for SO 2 ). Gas-phase produced sulfate is distributed to sulfate aerosol in the 3 size bins with the proportion in each bin calculated from the assumed sulfate size distribution mentioned above. The sulfate produced in-cloud is added to the second size bin for sulfate aerosol (0.05 to 0.63 mm) consistent with the study by Kreidenweis et al. [2003] .
[14] The gas phase species involved in the sulfur chemistry, OH, HO 2 , and O 3 , have prescribed concentrations taken from monthly averages in a simulation of photochemically active compounds by the GMI tropospheric chemistry model [Rodriguez et al., 2003; Stevenson et al., 2006] , with the DAO, FVGCM and GISS fields, respectively. The H 2 O 2 concentration is predicted from prescribed HO 2 concentrations with losses from reactions by OH and by photolysis . The photolysis rate of H 2 O 2 is determined via a look-up table method where the photolysis rate depends on the latitude and the height of the grid box and the month of year. Diurnal variations of OH and HO 2 concentrations and H 2 O 2 photolysis rates are imposed by scaling the average fields to the cosine of solar zenith angle. Figure 1 compares the OH and H 2 O 2 concentrations for the three meteorological data sets. The distribution patterns of both OH and H 2 O 2 are similar among the three data sets. However, the maximum in the tropical lower to middle troposphere is lower with the GISS data by 10% and 30% for OH and H 2 O 2 , respectively, while the GISS OH has the highest concentration in the SH extratropical regions in the lower troposphere. There is no single factor one can point to for these differences with different meteorological fields. It is a combination of different water vapor, cloud optical depths, and distributions of chemical species (e.g., carbon monoxide and nitrogen oxides).
[15] Cloud water content which is required for calculating the aqueous fractions of chemical species (SO 2 , H 2 O 2 , and O 3 ) in clouds is not available from the three meteorological data sets and we found that the DAO cloud fractions are unrealistically too small [Feng et al., 2004] . Thus we diagnosed the cloud water content and cloud fraction using the same parameterizations in all three meteorological data sets. Cloud water content was calculated from the parameterization used in the NCAR CCM2 [Hack, 1998 ]. Largescale stratiform cloud fraction is parameterized according to Sundqvist et al. [1989] based on the relative humidity (RH). For convective cloud fraction, a parameterization which uses the convective mass flux [Xu and Krueger, 1991] was adopted. The calculated cloud fractions for all three data sets generally reflect the geographical patterns of the International Satellite Cloud Climatology Project (ISCCP) cloud fraction observations. The calculated liquid water path for the three meteorological data sets will be compared with the special sensor microwave/image (SSM/I) observations [Greenwald et al., 1993; Weng and Grody, 1994] and with the MODIS observations in section 3.1 (see Figure 6 below).
Emissions
[16] The emissions specified for the model simulations reported here were as follows. Fossil fuel sulfur emission used the draft IPCC-specified 2000 scenario [Nakicenovic et al., 2000] and totaled 69 Tg-S yr
À1
. Volcanic SO 2 sources were from Andres and Kasgnoc [1998] . These include sporadic and continuously emitting volcanoes but they are averages over a 25-year time period, so the total (4.8 Tg-S yr À1 ) includes only 1% from sporadic emissions. Marine DMS fluxes with a total of 26.1 Tg-S yr À1 were based on Kettle and Andreae [2000] using the ocean DMS field compiled by Kettle et al. [1999] . We used the average of the fluxes that they calculate based on the Liss and Merlivat [1986] parameterization (low estimate) and the Wanninkhof [1992] parameterization (high estimate). Natural OM fluxes were derived by assuming that 9% of the terpene emissions developed by Guenther et al. [1995] were rapidly converted to OM and totaled 14.4 Tg yr
. OM and BC from fossil fuels were developed from the inventories of Penner et al. [1993] and Liousse et al. [1996] for a calendar year representative of the mid-1980s. The biomass burning sources were taken from the inverse model study of Zhang et al. [2005] who compared the modeled aerosol index (AI) with that measured by the EP TOMS instrument. The annual global source of biomass aerosols for the year 1997 is about 13% larger than that reported by Liousse et al. [1996] and has a factor of 8-10 increase for emissions from Indonesia due to the Indonesia fires in 1997. The total fossil fuel and biomass burning emissions for OM and BC are 96.8 Tg yr À1 and 13.5 Tg yr
, respectively. Dust aerosol fluxes at every 6 hrs were provided by Ginoux et al [2001] in four size bins (0.1-1 mm, 1-1.8 mm, 1.8-3 mm, and 3-6 mm). Mass fluxes in our size bins were derived as described by Liu et al. [2005] based on the original data and totaled 1684 Tg yr À1 for 0.05 mm < r < 10 mm. Finally, sea salt emissions were provided from Gong et al. [1997] . An interpolation based on the algorithm of Monahan et al. [1986] was used to derive mass fluxes for our four size bins which totaled 3768 Tg yr
. We note that mineral dust and sea salt emissions can differ by as much as a factor of 8 in the literature (see Tables 3 and 4 below). In this study we prescribed these emissions, a procedure that is common to other model intercomparison (e.g., AeroCom Phase-B). Thus any differences in dust and sea salt concentrations in this study are related to transport and deposition processes in the atmosphere. Fossil fuel emissions of SO 2 , carbonaceous aerosol, natural emissions of DMS, OM, and sea salt emissions are injected into the lowest model layer, while mineral dust and biomass burning emissions of carbonaceous aerosol are uniformly injected in the boundary layer.
Deposition
[17] Dry deposition rates for gaseous species are calculated using a package developed at Harvard University based on the work of Jacob and Wofsy [1990] , Wesely [1989] , and Walcek et al. [1986] . For aerosols a surface resistance scheme based on Zhang et al. [2001] was used. Gravitational settling is also included for aerosols. The settling velocity and the slip correction factor for Stokes law are calculated from Seinfeld and Pandis [1998] using the mass-weighted average radius in each bin for each aerosol component based on the assumed size distribution in each bin. Hygroscopic growth using the Gerber [1991] scheme increases the sizes of sulfate, sea salt, and carbonaceous aerosols.
[18] GMI uses the Harvard wet scavenging model [Mari et al., 2000; Liu et al., 2001] . Two types of scavenging are implemented: (1) scavenging in subgrid wet convective updrafts, and (2) first-order rainout (in-cloud scavenging) and washout (below-cloud scavenging) in precipitating columns. In the convective updrafts, the fraction of tracer scavenged is calculated based on the rate constant for conversion of cloud condensate (including liquid and ice) to precipitation (assumed to be 0.005 s
À1
) and the fraction of tracer present in the cloud condensate f i (scavenging efficiency). Highly soluble gas species such as HNO 3 (g) are assumed to be 100% in the cloud condensate phase. For less soluble gas species scavenging efficiencies depend on their Henry's law coefficients. Aerosol scavenging efficiencies are generally prescribed to be constants for different aerosol components. For this study, we set f i = 1 for sulfate, mineral dust in size bins 1 and 2 and sea salt; f i = 0.3 for dust particles in size bins 3 and 4 based on the study of Liu et al. [2005] ; and f i = 0.4 for BC/OM.
[19] The GMI model also applies the Harvard first-order wet scavenging scheme to treat the rainout and washout in stratiform and convective precipitation. In this scheme, incloud scavenging follows Giorgi and Chameides [1986] , while below-cloud scavenging follows Balkanski et al. [1993] . One difference between the GMI and Harvard schemes is the assumed stratiform cloud condensate water content. This has been reduced in the GMI scheme from 1.5 g m À3 to 0.5 g m À3 to be consistent with measurements [Considine et al., 2005] . Resuspension is calculated in any grid box where there is net evaporation of precipitation. A fraction (assumed to be half) or all of the tracer precipitating from above is released in the grid box to reflect the partial or total evaporation of precipitation, respectively. Evaporation of scavenged aerosol species in precipitation therefore increases the concentrations of aerosol particles in the lower atmosphere. It is noted that the Harvard/GMI wet scavenging schemes have been evaluated against the radionuclide ( 210 Pb and 7 Be) observations at the surface and in the upper troposphere/lower stratosphere [Liu et al., 2001; Considine et al., 2005] . an important role in determining the extent of chemical species exporting from the polluted continents to the remote and ocean areas. Figures 2 and 3 compare the horizontal winds from the three meteorological data sets at the surface and at $500 hPa, respectively. The FVGCM has generally the strongest winds, and GISS has the weakest on the global scale at the lower levels ( Figure 2) . DAO has the largest wind speeds over the North Pole for the air coming from Europe and Asia in January. The strong polar vortex in the DAO and FVGCM data sets isolates the air around South Pole, especially during the austral winter. This feature is, however, much weaker in GISS. The winds at upper levels ($500 hPa) are more zonally distributed and are quite similar between the three meteorological data sets in both January and July (Figure 3 ).
[21] Clouds and precipitation play a key role in the sulfur chemistry and wet scavenging of species and largely determine the burdens, lifetimes, and spatial distributions of submicron aerosol particles. In order to understand the differences in the aerosol concentrations calculated with the different meteorological fields, annual mean surface precipitation (large-scale plus convective), and convective mass fluxes from the three meteorological fields are shown in Figures 4 and 5, respectively. Also included in Figure 4 is the satellite observed surface precipitation from the Global Precipitation Climatology Project (GPCP) climatology data ) from the Global Precipitation Climatology Project (GPCP), and also (e) the annual zonal average surface precipitation (mm day À1 ).
set from the period of 1979-2002 [Adler et al., 2003] . From Figure 4 , precipitation is heaviest with FVGCM throughout most of the globe (the global mean is 2.3, 3.2, 2.8, and 2.6 mm day À1 for DAO, FVGCM, GISS, and GPCP, respectively). Light precipitation (<0.5 mm day À1 ) in the generally subsiding regions in the subtropics, e.g, in the Sahara Desert in Northern Africa, is more widely spread in DAO and GISS than in FVGCM. The precipitation devoid region in the Gobi desert extends further east in DAO, which can affect the wet scavenging of anthropogenic pollutants in the Eastern Asia. The distribution patterns with high precipitation (>4 mm day
) between 40°S and 40°N are similar between FVGCM and GISS over oceans, especially in the Intertropical convergence zone (ITCZ). In the extratropics, however, the GISS precipitation rate reduces much faster toward the poles than that in FVGCM (see Figure 4e ). Compared to the GPCP data, the DAO precipitation is underestimated in the tropical Pacific and North Atlantic, and the precipitation in both the SH and NH storm track regions at 40 -60°is also underpredicted. FVGCM overpredicts the precipitation in the tropical Pacific. Consistent with the precipitation field, the convective mass flux in the boundary layer is strongest with FVGCM, especially between 40°S and 60°S while that in the DAO is the weakest except in the tropical middle to upper troposphere.
[22] Radionuclide simulations of Rn-222/Pb-210 with the GMI model have been compared within the three meteorological fields and with the observations [Considine et al., 2005] . While the Rn-222 simulation with FVGCM fields shows good agreement with observations at the surface, concentrations are lower than those with the DAO fields and are also lower than observations in the mid to upper troposphere. Pb-210 concentrations with FVGCM are lower than other simulations and observations in both the NH middle to high latitudes at the surface and in the upper troposphere and lower stratosphere. These results are consistent with the higher precipitation rates in the FVGCM data and also suggest a weaker vertical transport of tracer with FVGCM especially in the summer.
[23] The annual mean liquid water path calculated from the model with the three meteorological data sets is compared with SSM/I observations [Weng and Grody, 1994; Greenwald et al., 1993] and with MODIS observations for the year 2000 in Figure 6 . The geographic pattern is reproduced well by the parameterizations in the model. The observed maximum in liquid water path associated with tropical convection is captured as well as the NH , respectively for DAO, FVGCM and GISS compared to the observations of 48 g m À2 from Weng and Grody [1994] , of 79 g m À2 from Greenwald et al. [1993] , and of 64 g m À2 from MODIS.
[24] We compared the RH fields from the three meteorological data sets. RH in the boundary layer is important for aerosol hygroscopic growth (and thus also for dry deposi- Weng and Grody [1994] , (e) SSM/I observations over the oceans from Greenwald et al. [1993] , and (f) MODIS observations for the year 2000.
tion and gravitational settling and the aerosol mass extinction coefficient) and has a similar distribution pattern among the three meteorological data sets: higher RH over the oceans (generally >80%), and lower RH in the generally subsiding regions in the subtropics, e.g, in the Sahara Desert in Northern Africa. This geographic pattern resembles those of precipitation ( Figure 4 ) and liquid water path ( Figure 6 ).
However, regional differences exist as shown in the liquid water path distribution: RH from the DAO data is lowest in the NH storm track regions and in the tropical ITCZ regions. GISS has the lowest RH in the polar regions, consistent with having the lowest precipitation and liquid water path fields. 
Species Concentration Distributions
[25] Figure 7 shows model-predicted zonal mean SO 2 and sulfate concentrations with the DAO, FVGCM and GISS meteorological fields, respectively. The NH vertical transport for SO 2 is strongest with DAO, followed by GISS, and then the FVGCM, consistent with the Rn-222 simulations. Correspondingly, FVGCM has the least interhemispheric exchange of SO 2 from the NH to the SH in the upper troposphere. The SO 2 distribution patterns for the three meteorological fields in the NH lower troposphere look similar. In the SH at 70°S south where DMS emissions are high, the FVGCM has the strongest vertical and poleward transport. Similar to the transport of SO 2 , the vertical transport of sulfate in the NH is weakest with the FVGCM. DAO has the highest sulfate concentrations in the NH midlatitudes because it has the least wet scavenging among the three meteorological data sets. DAO has strong low level transport at $900 hPa toward the North Pole due to winter extratropical cyclones, while the poleward transport in GISS occurs at higher levels. FVGCM has minimal transport toward the North Pole at all levels due to the strongest wet removal. GISS has the highest sulfate concentrations in the middle troposphere at 40°S south.
[26] Figure 8 compares the annual average sulfate mass concentrations at the surface and at 500 hPa predicted from the three meteorological fields. As expected, sulfate surface concentrations over the industrial regions are generally quite similar among the three meteorological fields as they are dominated by anthropogenic sources. In the remote regions, the differences are significant. Over the North Pole, sulfate concentrations at surface are a factor of 3 higher with the DAO fields than those with the FVGCM due to the strong poleward transport in the DAO data and the strong wet scavenging in the FVGCM. On the other hand, the FVGCM has the strongest intercontinental transport from the industrialized regions toward the oceans, e.g, over the Atlantic, and over most of the Pacific, whereas GISS has the weakest transport. Since the FVGCM generally has the largest precipitation removal, this reflects the even higher advection fluxes from continents with FVGCM (see Figure 2) . Sulfate mass at 500 hPa is better mixed zonally and the concentrations are almost one order of magnitude lower than those at the surface. Large discrepancies still exist among the three meteorological data sets: sulfate concentrations in most of the NH are considerably lower with FVGCM than those with DAO and GISS due to the stronger wet removal of species from the surface. Between 10°N and 30°S sulfate concentrations and distribution patterns between FVGCM and GISS are similar, both concentrations are less than those with DAO, especially over Pacific and Indian Ocean where concentrations differ by a factor of 2-4. At 50°S south, GISS predicts the highest sulfate concentrations in the free troposphere, a factor of 3 larger than those with DAO and FVGCM.
[27] Even though the FVGCM has the strongest convective mass flux, the vertical transport of sulfate into the free troposphere at the NH midlatitudes is minimal due to the efficient scavenging of sulfate by heavy rainfall. The same is true for SO 2 in the NH which is also oxidized in clouds to form sulfate. The strong convection in the marine boundary layer at 40°-70°S with FVGCM explains the higher SO 2 concentrations transported to the free troposphere compared to those with DAO and GISS (see Figure 7) . This is also confirmed by sea salt concentrations at upper levels which are higher with FVGCM than DAO and GISS (see Figure 11 below).
[28] Figure 9 shows annual mean zonal average concentrations of BC predicted by the model. Similar to the sulfate distributions, there is stronger vertical transport of BC in the NH with DAO and GISS than with FVGCM (e.g., comparing the contour line of 0.02 mg m À3 in the NH). The meridional transport toward the North Pole is evident with DAO being the strongest and FVGCM the weakest. The deep gradient at 50°-60°S is produced by the polar vortex, precluding the meridional transport of biomass burning BC to the South Pole. However, upper level transport can be seen in all the three meteorological fields with GISS being the strongest. GISS also gives the highest BC concentra- tions near the surface at the South Pole. Differences in the vertically integrated BC concentrations demonstrate that FVGCM produces less transport of BC to the NH extratropics than DAO and GISS (by a factor of 2 -3) and has generally lower BC burdens in remote regions (figure not shown). However, in the biomass source regions, e.g., in Southern Africa and South America, the lowest BC burdens are produced with DAO fields.
[29] Figure 10 shows the annual mean zonal average concentrations of dust predicted by the model. Dust particles are strongly transported vertically. The reason may be partly due to the uniform injection of dust flux in the boundary layer and less wet scavenging of dust due to the lower rainfall over the dust source regions. As for BC, DAO predicts a stronger meridional transport toward the North Pole than does FVGCM and GISS, but at lower altitudes. Figure 11 is the same as Figure 10 but for sea salt. Sea salt particles are mostly constrained to the lower atmosphere having a stronger decay rate with altitude due to their large settling velocity (because of the hygroscopic growth of sea salt) and effective wet removal. Among the three meteorological data sets, FVGCM predicts the strongest vertical transport of sea salt by the convection and has the highest vertically integrated concentrations over the main source regions. This is because the stronger convection in the FVGCM takes sea salt away from the wet deposition ''sink'' regions. Higher sea salt concentrations in the marine boundary layer in the storm track regions at 40°-60°S are also produced with FVGCM than those with DAO and GISS.
Budgets
[30] The global sulfur budgets for DMS, SO 2 , and sulfate are summarized in Table 1 suggested by Kettle and Andreae [2000] but is at the high end of the values used in other global models. DMS is lost in the atmosphere almost completely by oxidation with the OH radical. The budgets for DMS are quite similar among the three meteorological data sets. While the sources for SO 2 are very close, the sink terms are quite different among the DAO, FVGCM, and GISS fields. FVGCM predicts a higher aqueous phase (79%) versus gas phase SO 2 oxidation, compared with 70% and 75% for DAO and GISS, respectively. These ratios are similar to the values given by Koch et al. [1999] who also used a prognostic prediction of H 2 O 2 in their model. SO 2 aqueous phase oxidation would be faster using a prescribed H 2 O 2 field if the same cloud fields (liquid water content, cloud fraction) were used. Our global and annual average SO 2 burdens (0.55 -0.75 Tg) are high compared to most previous models, which is partly due to our higher DMS emissions. Our model has an efficient wet removal with $94% of total sulfate lost by wet deposition, whereas $6% is lost by dry deposition. Not surprisingly, FVGCM has the lowest burdens and shortest lifetimes for SO 2 and sulfate, and the burdens for SO 2 and sulfate are $40% and $20% lower than those with DAO and GISS, respectively. The slightly smaller wet deposition of sulfate with FVGCM compared to that with DAO can be explained by the much lower sulfate concentrations with FVGCM (the absolute wet deposition amount depends on species concentrations).
[31] Table 2 presents the annual budgets for OM and BC predicted with the three meteorological fields along with the results from other global aerosol models. Wet deposition dominates the sinks for OM and BC by 86-90%. FVGCM predicts the lowest OM and BC burdens. However, the difference is not as large as that for SO 2 and sulfate because of the smaller scavenging efficiency of carbonaceous aerosols in the model. A slightly higher ratio of wet versus dry deposition for both OM and BC is predicted by DAO, due to stronger wet removal in the biomass burning source regions, e.g., in South America with the DAO fields (see the precipitation fields in Figure 4 ).
[32] Table 3 gives the annual budgets for dust in each size class along with a range of estimates from other models. Dust emissions and burdens vary by a factor of 8 in different models. Our budget for total dust (0.05-10 mm) is in the middle of the range from different models. Dust particles in the first three bins are mainly scavenged by wet removal compared to the dominant effect of dry over wet scavenging in the largest size bin (2.5 -10 mm). Our model predicts the highest loading (11.0 -15.0 Tg) in the size range from 1.25 to 2.5 mm, which is similar to that found by Ginoux et al. [2001] (14.5 Tg in the size range from 1 to 2 mm). Mass loadings are 4.3-5.9 Tg (0.05 -1.25 mm) and 4.2-6.5 Tg (2.5 -10 mm) compared to 14.7 Tg (0.1 -1 mm) and 7.4 Tg (2-6 mm) from Ginoux et al. [2001] . Our model predicts fairly similar lifetimes for the first three bins. The lifetimes range from 6.5 to 9.3 days (for 0.05-1.25 mm) and are less than that of 14 days (0.1 -1 mm) from Ginoux et al. [2001] . Therefore we predict a much lower dust loading and a shorter lifetime for submicrometer dust particles compared to Ginoux et al. [2001] . The lifetimes from our model for other size bins are 7.2-9.7 days (1.25 -2.5 mm) and 1.7-2.7 days (2.5 -10 mm) and are comparable to those of 9 days (1 -2 mm) and 2.9 days (2 -6 mm) from Ginoux et al. [2001] . Within the three meteorological data sets, FVGCM predicts the lowest dust burden and the shortest lifetime which are 30% less than those with the DAO fields.
[33] Table 4 presents our budget for sea salt for each size class along with a range of estimates from other models. There are only a few global model estimates of sea salt budgets. Our model has very high emissions and dry deposition in the largest size bin (2.5 -10 mm) compared to those in the other three bins, whereas the wet deposition and mass loading are less variable for different bins. Our model predicted burden and lifetime for total sea salt (0.05-10 mm) are less than the results from some other models [e.g., Tegen et al., 1997; Chin et al., 2002; Chuang et al., 2002] , but are close to Easter et al.'s [2004] results. Sea salt burden (0.05-10 mm) with the FVGCM fields is 56% and 43% higher than that with DAO and GISS, respectively, due Figure 11 . Same as Figure 9 , but for sea salt.
to stronger vertical transport of sea salt over the source regions with the FVGCM fields.
Comparison With Measurement Data
[34] Direct comparison with point measurements is difficult because the model results are interpreted as the average of each GCM grid cell (4°latitude by 5°longitude for our model) and the simulated wind direction and wind speed resolved by the wind fields may not be consistent with those at the measurement site. In addition the measurement data that we are comparing with represent observations at a variety of time periods, some in the 1980s and others after 2000. However, these comparisons can serve as a reference to determine, in part, the accuracy of our simulated aerosol concentrations. Our modeled seasonal cycles of sulfate, mineral dust, and sea salt are compared with aerosol concentrations measured at a number of locations that are part of an ocean network operated by a group at the University of Miami Arimoto et al., 1996; Savoie et al., , 1993 . Figure 12 shows a comparison of observed and modeled monthly mean surface concentrations of sulfate at twelve sites in the SH. The model is broadly able to capture the observed seasonal cycles (a broad minimum during the austral winter) at middle to high latitude oceanic sites in the SH. Sulfate is too high at sites (e.g., Mawson Antarctica, Palmer Antarctica, Marsh King George Island) in the SH summer possibly because the DMS emissions that we used in the model are too high (global sum of 26.1 Tg-S yr À1 ). This discrepancy was also present in the model results of Rotstayn and Lohmann [2002] . They have done a sensitivity test using the parameterization of Liss and Merlivat [1986] instead of that by Nightingale et al. [2000] for DMS emission. Their global DMS emission was reduced from 22.1 to 14.3 Tg-S yr
À1
, and the model results were remarkably improved at these SH sites. The model predicts too little sulfate in the SH winter at Marsh King George Island and Invercargill New Zealand and the seasonal cycle is too strong. The model with the DAO and GISS fields reproduces the seasonal variations at Chatham Island and Wellington New Zealand but overpredicts the SH summer peaks at midlatitude sites with the FVGCM fields due to the strong continental influence (see Figure 8b) . The model reproduces the maxima in February or March at some sites (e.g., Norfolk Island, Yate New Caledonia), however, predicts another peak in November at some sites (e.g., Reunion Island and America Samoa) which is not present in observations. A contributing factor to this discrepancy appears to be the month-to-month variations in the climatological seawater DMS concentrations from Kettle et al. [1999] .
[35] Sulfate concentrations at 11 oceanic sites in the NH are shown in Figure 13 . Observations at marine sites in the NH show strong seasonal enhancements of sulfate concentrations due to transport from the main anthropogenic source regions [Andreae et al., 1988; Savoie et al., 1993] . The springtime maximum at Midway Island and the summer maximum at Tenerife are captured by the model but are too high with the FVGCM fields. The same is true for the summer maximum at Barbados and Hawaii with the FVGCM. The model generally reproduces the seasonal cycles at Miami, Bermuda and Cheju Korea with the three meteorological data sets. The springtime peak observed at Mace Head is captured by the model. The concentrations at Mace Head and Heimaey Iceland are too high in the summer with the DAO fields, which can be due to both the weak wet scavenging in the storm track regions and the strong advection of continental air towards these high-latitude sites with the DAO.
[ Figures 14 and 15 show that there are large discrepancies between the modeled and the observed SO 2 which is also found in a number of global models [e.g., Barth et al., 2000; Chin et al., 2000b; Easter et al., 2004] . By contrast, the simulated sulfate concentrations agree better with the observations, especially for the North American sites. The gross bias and gross error in both absolute and percentage terms for the three meteorological data sets are listed in Table 5 . Model results tend to have the highest overestimation of SO 2 with the DAO fields and the highest underestimation of sulfate with the FVGCM fields at both North American and European sites.
[37] Figure 16 shows the observed and simulated surface concentrations of OM and BC at a number of locations compiled by Liousse et al. [1996] and Cooke et al. [1999] . Comparisons of carbonaceous aerosol to these observations are more difficult because the measured concentrations are only available on a campaign basis so that the measured values are subject to short-term variability. Such temporal variations may introduce a significant discrepancy between the observations and the monthly averaged predictions from the model. Despite these facts, $50% of simulated values are within a factor of 2, and $90% within a factor of 10 of the OC and BC measurements, respectively, for all three meteorological data sets. For the comparisons with data at other locations, while model predictions are good compared with some of the data, there are some locations which are underpredicted or overpredicted, which may imply a problem with the emissions used or may simply be due to the difficulty of comparing model results with these campaign-based measurement data. Table 6 gives the gross bias and gross error for the model predictions with these campaign-measured OC and BC values. Model results with the DAO and GISS fields tend to overpredict measured OC and BC, while the FVGCM has the lowest gross bias and gross error in percentage due to its more efficient wet scavenging.
[38] Besides comparison with these campaign-based data, we compare the OC and BC simulation results to the Interagency Monitoring of Protected Visual Environments (IMPROVE) database [Malm et al., 2000] . The IMPROVE network consists of aerosol and optical measurements at approximately 140 rural sites in the United States. The observation data for OC and BC from 48 sites are averaged over 3 years from March 1996 to February 1999. The comparison is shown in Figure 17 . The model underpredicts both OC and BC concentrations at this set of locations on average by about 40% for all the three meteorological data sets. The low biases have also been found in other model studies [Chung and Seinfeld, 2002; Easter et al., 2004] . This suggests a problem with local emissions or local complex terrain influences which a global model can not reproduce. The gross bias and gross error for the model predictions with this measurement data set are listed in Table 6 . FVGCM tends to have the highest and GISS the lowest underestimations for both OC and BC. But the differences with different meteorological data sets are smaller at these sites than at those from campaign-based measurements.
[39] Figure 18 compares the modeled and observed seasonal cycle of BC concentrations at several sites in the NH and SH. While the simulation exhibits a small seasonal variation which is also reflected in the observations, the simulated peak concentrations in early spring are much lower than the observed values at two Arctic sites (Alert and Barrow), even for the DAO data which has the strongest transport of pollutants toward the North Pole. FVGCM has the lowest concentrations due to its strong wet scavenging. A similar underestimation was obtained by Liousse et al. [1996] and Chung and Seinfeld [2002] . Possible explanations include the underestimation of local sources and overestimation of wet scavenging. The BC predictions are compared to the observations at Mace Head, Ireland (only observation data from the continental sector are shown here). The observed peaks in February and May are offset by 1 and 2 months with all the three meteorological data sets. FVGCM is the best in predicting the low summertime concentrations, while DAO and GISS predictions are too high. The model reproduces the seasonal cycle of BC concentrations at Jungfraujoch, Switzerland (a site in the free troposphere) with a minimum in the winter months. FVGCM does the best job in capturing the peaks in April and July. The peaks reproduced by DAO are offset by 1 month. Both DAO and GISS overpredict the BC concentrations in the summer.
[40] Figure 18e compares the modeled and observed BC concentrations at Mauna Loa, Hawaii. DAO predicts a peak in February, which is earlier than the observed one. FVGCM reproduces the March peak, but is lower and both FVGCM and GISS predict a peak in May which is not present in the observations. DAO overpredicts the BC concentrations in all the seasons except the spring. All three meteorological fields figure. capture the seasonal cycle of BC concentrations at Amsterdam Island with a maximum from June to September which results from biomass burning emissions, and FVGCM has the highest concentration. However the observed BC concentrations are underpredicted in other seasons. Figure 18g shows a comparison of BC concentrations at Cape Grim, a remote site. The observation data include only the clean air sector [Heintzenberg and Bigg, 1990] and are severely overpredicted by the model. The simulation reflects the seasonal trend of observed BC at the two Antarctic sites shown in Figures 18h and 18i with a peak in the austral spring. However the observations are underpredicted by DAO and FVGCM. The peak is correctly predicted by GISS, which has the weakest polar vortex and the lowest rainfall in the SH extratropical regions. [41] Figure 19 shows the modeled and observed seasonal variation of dust concentrations at eight ocean sites in the SH and ten sites in the NH. In the remote region of the Antarctic (Mawson), the model reproduces the seasonal cycle of dust concentration, although the austral summer maximum is underpredicted (the measured standard deviation is particularly large during these months). None of the three meteorological data sets reproduce the peak in April at Marsh-King George Island, which is also not seen in the work of Ginoux et al. [2001] and Luo et al. [2003] . At Cape Grim, southeast of the Australian dust source, the model seems to reproduce the seasonal variation, however, its concentrations are too low in the austral summer. At Cape Point, near the Namibian dust source, the model simulates the increase of concentration from March to July, however, it overpredicts the concentration in all seasons. This overprediction also appeared in the work of Luo et al. [2003] . At Norfolk and New Caledonia, downwind of the Australian dust sources, all three data sets generally agree well with observations in both the concentrations and seasonal cycles except the concentrations are too high in September at New Caledonia for the DAO fields. The model underpredicts concentrations at Funafuti in the summer, and the same is true at Nauru in March and April especially with the GISS fields. In the NH, the model generally reproduces the seasonal cycles at these sites. At Barbados, Izana Tenerife, and Miami, which are under the influence of the African dust source, FVGCM having the strongest advection of dust from the North African continent (see Figure 2) , overpredicts the concentration during the summer at Barbados and Izana Tenerife but captures the summer maximum at Miami. However, the concentration in July and August at Bermuda is underpredicted by all three meteorological data sets. The model captures the seasonal cycles at Enewetak Atoll, Oahu Hawaii, Hedo, Midway Island, and Cheju Korea. However, the April maximum at Hedo and the spring maximum at Cheju are severely underpredicted, which was also evident in the results of Ginoux et al. [2001] . While DAO overpredicts the dust concentration at Mace Head, an extratropical site, FVGCM with the strongest wet scavenging underpredicts the concentration.
[42] The model-predicted sea salt surface concentrations are compared to observed data at nine SH sites and nine NH sites, in Figure 20 . In the SH, the observed seasonal variations are generally small. However, the model produces concentrations that are too high in the summer (e.g, Invercargill, Chatham Island, Wellington) or in February (e.g., Reunion Island). This may be caused by surface emissions that are too high. At the NH sites, the model predictions agree well with observations in terms of both concentrations and seasonal cycles for Oahu Hawaii, Midway, Miami, and Heimaey Iceland. While the model reproduces the seasonal variation (summer minimum and winter maximum) at Hedo Okinawa, Cheju, and Mace Head Ireland, the concentrations are too low in the NH winter months at Hedo, and too high from October to December at Mace Head. Generally, the differences in the sea salt concentrations simulated with the three meteorological data sets at these surface ocean sites are small.
Interannual Variability in Aerosol Concentrations
[43] We have performed two additional sets of simulations to examine the uncertainties associated with the interannual variability in aerosol concentrations. The first set of 5-year simulations (FVGCM 94 -98) used FVGCM fields which were obtained every 3 hours from the NASA/ GMAO finite volume GCM forced by each respective year 's (1994 -1998) [44] Table 7 lists the global averaged annual burden from simulations with the FVGCM 94-98, GEOS-4 data sets along with those using the DAO and the FVGCM data sets. The global burden difference between the FVGCM and FVGCM 94-98 data sets is negligibly small. The differences between the FVGCM and GEOS-4 data sets are larger but still within 15% on the global mean. Timmreck and Schulz [2004] obtained a larger difference for their dust simulation in the nudged and climatological mode of the ECHAM climate model. In their study they also included the difference in dust emissions due to changing surface winds. In Table 7 burdens with the DAO fields for year 1997 which is a GEOS-1 product with a different climate model are also listed for comparison. The GEOS-4 burden is in between the range derived by the DAO and FVGCM fields for SO 2 and sulfate, very close to that with the Gross bias in pptv is calculated as the sum of the difference between the model predictions and observations for each station, and averaged over all the locations while gross error in pptv is calculated as the absolute value of the difference between the model predictions and observations. Gross bias in percentage is calculated as the sum of the percentage difference between the model predictions and observations while gross error in percentage is calculated as the sum of the percentage of the absolute value of the difference between the model predictions and observations, both are averaged over all the stations. All calculations are based on the annual means for these sites. Liousse et al. [1996] and Cooke et al. [1999] .
FVGCM fields for mineral dust and sea salt, and is $10% higher than those with both the DAO and FVGCM fields for OM and BC.
[45] Figure 21 shows the annual averaged relative difference (maximum minus minimum divided by the mean in percent) of vertically integrated sulfate, BC, dust, and sea salt concentrations between the DAO, FVGCM, and GISS fields, between the 5 years of FVGCM 94-98 fields, and between the 3 years of GEOS-4 fields. The interannual variability in vertically integrated sulfate concentrations is smaller than the differences due to using the three meteorological data sets. It is larger (by a factor of 3) for BC and dust in the tropics and in the storm track regions over the Atlantic. Away from these regions, the interannual variability in BC and dust concentrations is generally smaller than the differences due to using different meteorological data sets. The interannual variability for sea salt is small (within 40%) over the ocean but is larger over the land where its concentrations are very small. It is interesting to note that the largest differences in sulfate, BC, and dust concentrations due to using different meteorological data sets and due to the interannual variability in meteorological fields occurs largely in the tropics (e.g., over Indonesia) and in the storm track regions (e.g., over the Atlantic). This suggests that cloud and precipitation processes may be responsible for the differences in simulated aerosol concentrations. It is also interesting to note that the interannual variability of sulfate, BC, and dust concentrations in the FVGCM 94-98 fields is larger than the interannual variability in the GEOS-4 fields in these same regions. In addition large differences in sulfate, BC, and dust concentrations among the three meteorological data sets also occur in the polar regions.
[46] Figures 22 and 23 are the same as Figures 12 and 13 , respectively, but for model results with 3-year GEOS-4 fields. Comparing with the results with the FVGCM fields shown in Figures 12 and 13 , the assimilated GEOS-4 fields perform better at many sites (e.g., in SH: Palmer Antarctica, Marsh King George Island, and America Samoa; in NH: Barbados, Hedo Okinawa Japan, and Izana Tenerife). However, at several sites (e.g., Norfolk, Reunion Island, Fanning Island, and Oahu Hawaii) the overestimation of sulfate concentration is worse. Differences between 3-year simulations can be large (a factor of 2) in these oceanic sites depending on the region and season. However, these differences are generally smaller than the differences due to the use of different meteorological data sets (see Figures 12  and 13 ). The interannual variability in dust concentrations can be larger than that of sulfate (shown in Figure 24 ) in these oceanic sites; however, it is generally within the range of the differences due to using different meteorological data sets (see Figure 19) . The interannual variability in sea salt concentration near the surface is small (less than 40%) except in some continental regions where the concentrations are very low. We also examined the variations in aerosol concentrations in the free troposphere (e.g., 500 hPa) and found similar differences due to the interannual variability as that near the surface for sulfate, BC, and dust (figure not shown). Differences in sea salt concentration at 500 hPa are larger than those near the surface; however, they are generally smaller than the uncertainty with different meteorological data sets. We note that the interannual variability in dust and sea salt concentrations can be much larger when the emission uncertainties due to source parameterization and surface wind speeds are considered [Luo et al., 2003; Timmreck and Schulz, 2004] , which is, however, not included in this study.
Aerosol Optical Depth and Direct Radiative Forcing
[47] The aerosol optical depth (AOD) at 550 nm was calculated off-line based on the present-day monthly average aerosol concentrations calculated with DAO, FVGCM, and GISS fields. Temperature, surface pressure, and specific humidity from the three meteorological data sets were read in every 6 hours to reflect the effect of diurnal variation of these meteorological fields (especially relative humidity) on the aerosol optical properties (for the hygroscopic growth of soluble aerosol species). The aerosol optical properties at 550 nm (specific extinction, single scattering albedo, and asymmetry factor) are first calculated based on the Mie theory (see Table 8 ). Fossil fuel sulfate, OM, and BC are assumed to be internally mixed and also hydrophilic. The same is true for biomass burning OM/BC. Natural sulfate and sea salt are soluble and thus experience hygroscopic growth. Lookup tables for the optical property changes with RH were derived for the hydrophilic or soluble aerosols with wet sizes calculated from the Köhler theory. Also for dust and sea salt, the optical properties are calculated separately for the four size bins (0.05-0.63 mm, 0.63-1.26 mm, 1.26-2.5 mm, and 2.5-10 mm). Aerosol optical parameters in twelve wavelength bands ranging from 0.175 to 3.846 mm were derived by weighting the optical properties at each wavelength by the solar flux. A radiative transfer model for shortwave radiation from Grant et al. [1997 Grant et al. [ , 1999 is used to calculate the aerosol direct solar forcing for both clear sky and all-sky cases. For the all-sky calculations the maximum random cloud overlap scheme is The definitions for gross bias and error in absolute and percentage values are the same as those in the Table 5 caption, whereas the absolute values are in unit of mg m
À3
. The calculations are based on the monthly mean for campaign-based OC and BC, and the annual mean for the IMPROVE data. used [Feng et al., 2004] . Common surface albedo field (from the DAO data set) is used in the aerosol radiative effect calculations for all three meteorological data sets.
[48] Figures 25 and 26 show the AOD at 550 nm in January and July, respectively, calculated with DAO, FVGCM, and GISS fields, along with the satellite retrievals for the year 2000 from the Multiangle Imaging SpectroRadiometer (MISR) and MODIS instruments. The global distribution patterns are similar for the calculated AOD with the three meteorological data sets. However, regional differences are still significant. For example, in January, the AOD in the NH extratropics is 0.02 -0.04 with FVGCM, much lower than the values of 0.06-0.1 predicted with the DAO data; this is consistent with the lower aerosol concentrations due to the weakest poleward transport with the FVGCM fields. In the SH storm track regions the AOD is generally higher with FVGCM than with DAO in both January and July, due to the efficient uplifting of sea salt by the FVGCM convective updrafts. Comparing with the MISR AOD over land, the model reproduces the maxima in the industrialized regions. However, the AOD in North America is underestimated in January with FVGCM. The model captures the maxima in central Africa in January due to biomass burning aerosol and in Northern Africa and Saudi Arabia in July due to mineral dust. Comparing with the MODIS AOD over the ocean, the model underpredicts the AOD over the central Pacific between 10°S and 30°S and most of the Indian Ocean in January, over the central Pacific between 10°S and 10°N in July due to the weak transport of aerosols from the South America especially in the DAO and GISS simulations. GISS has weak westerly transport by advection from African continents in the tropics (see Figure 2) as compared Figure 18 . Comparison of modeled and observed seasonal variation of BC concentrations at various sites: (a) Alert, Canada (82.5°N, 62.3°W) [Hopper et al., 1994] , (b) Barrow, Alaska (71.2°N, 156.3°W) [Bodhaine, 1995] , (c) Mace Head, Ireland (53.3°N, 9.9°W) [Cooke et al., 1997], (d) Jungfraujoch, Switzerland (46.5°N, 9°E, 3.5 km asl) [Nyeki et al., 1998 ], (e) Mauna Loa, Hawaii (19.3°N, 155.4°W, 3 .4 km asl) [Bodhaine, 1995] , (f) Amsterdam Island, France (38°S, 77°E) [Wolff and Cachier, 1998 ], (g) Cape Grim, Tasmania (40.7°S, 144.7°E) [Heintzenberg and Bigg, 1990] , (h) Halley, Antarctica (75.6°S, 26.2°W) [Wolff and Cachier, 1998] , and (i) Amundsen-Scott, South Pole (89°S, 102°W, 2.8 asl) [Bodhaine, 1995] . Model results are in solid lines (DAO: in red; FVGCM: in green; GISS: in blue), and observed data in dots.
to the MODIS data, which is also evident in the underestimation of dust concentrations in the summer at Barbados. It should be noted that there are still large uncertainties in the AOD among different satellite retrievals [Myhre et al., 2004] and MODIS is biased high over land and MISR data biased high over the ocean [Kinne et al., 2006] . Table 9 gives the model calculated annual and global mean AOD with DAO, FVGCM, and GISS fields. The total AOD (0.120-0.131) is similar among these meteorological data sets and falls in the range suggested by other global models participating in the AEROCOM model intercomparison (i.e., 0.116-0.155) [Kinne et al., 2006] . Our AOD is also similar to the global annual mean AOD of 0.135 based on the AERONET measurements but lower than the satellite composite of 0.151 [Kinne et al., 2006] . The contributions from different aerosol components, however, differ significantly for sulfate and sea salt with different meteorological data. FVGCM has the lowest contributions from sulfate and dust to the total AOD but these low values are compensated for by the even higher AOD contributed from sea salt.
[49] Figure 27 shows annual mean all-sky aerosol radiative effect due to all present-day aerosols at the surface and at the top-of-the-atmosphere (TOA) calculated with the DAO, FVGCM, and GISS fields. The radiative effect of aerosols is negative at the surface at all locations. The distribution patterns are similar between DAO, FVGCM, and GISS with large negative effect (over 15 W m À2 ) in the industrial regions, mineral dust and biomass burning source regions. However, regional differences are quite large: DAO predicts a larger negative effect in the continental outflows over the Pacific and Atlantic in the NH midlatitudes, consistent with its higher sulfate burden. Looking at the clear-sky forcing at the surface, the difference is smaller. Thus the different cloud fields associated with the three meteorological data sets (see Figure 6 ) also contribute to the all-sky radiative differences. A larger negative effect is also predicted with the DAO fields around Saudi Arabia and the Arabian Sea. FVGCM predicts a smaller negative effect in the NH extratropics because of the less efficient transport of pollutants. There is larger negative effect with the FVGCM fields from 50°S to 70°S than that with the DAO fields due to the higher sea salt burdens with FVGCM. The radiative differences at the surface between different meteorological data sets also appear for the effects at the TOA. The positive TOA effects predicted with the three meteorological data sets around the North Pole and in a region over the Asian Gobi desert is due to high surface albedos there. Table 10 gives the annual global mean present-day aerosol radiative effect at the TOA and at surface. The negative aerosol radiative effect estimates at surface and at the TOA are much smaller in the all-sky case than those in the clear-sky case due to the effect of clouds. The difference in the clear-sky radiative effect is small between the three meteorological data sets. It is larger for the all-sky case (i.e., up to 0.6 W m À2 ), while DAO has the largest negative effect.
[50] Anthropogenic aerosol forcing was also calculated with the different meteorological data sets. For this estimate, we calculated the preindustrial aerosol concentrations and subtracted the present-day and preindustrial aerosol radiative effects. The GMI aerosol model was run with the three meteorological data sets but using preindustrial emissions and preindustrial oxidant fields (OH, HO 2 , and O 3 ). For preindustrial emissions, we set fossil fuel SO 2 and carbonaceous aerosol (OM and BC) emissions to zero, and used the present-day emissions for the natural DMS, volcanic SO 2 , natural OM, mineral dust, and sea salt. The biomass burning OM and BC emissions from Ito and Penner [2005] for year 1870 were used and we assumed that there was no significant change in biomass burning emissions from the preindustrial times to the year 1870. The total biomass burning emissions in 1870 are 27% and 30% of the present-day values for OM and BC, respectively. In order to calculate preindustrial oxidant fields, the GMI tropospheric chemistry model was run with the respective meteorological data using the preindustrial emissions of chemical species (B. Duncan, private communication, 2005) . Tropospheric O 3 concentrations increase by 50 -100% from the preindustrial atmosphere to present, and similar increases take place for the HO 2 radical. The OH concentration maxima in the tropics, however, are slightly reduced (by $10%) in the present-day simulations compared to the preindustrial values. These results are generally consistent with the findings from Wang and Jacob [1998] . Figure 28 is the same as Figure 27 except for the anthropogenic aerosol forcing. The positive TOA forcing predicted with the three meteorological data sets in the polar regions and in regions over the Asian Gobi and Sahara deserts is again due to the high surface albedos there, whereas that in the tropics over the ocean is due to the presence of cloud and BC above the clouds [Penner et al., 1998 ], as the clear sky forcing there is negative. Large absolute differences in the anthropogenic aerosol forcing at the surface in the NH extratropics and both at surface and at the TOA in the continental outflows over the NH oceans are evident. For example, over the North Atlantic the all-sky anthropogenic aerosol forcing (negative) at surface is 2 -5 W m À2 for DAO, compared to values between 0.5 and 1.0 W m À2 for FVGCM. Figure 29 shows the relative difference (maximum minus minimum divided by the mean in percent) in the all-sky anthropogenic aerosol forcing at surface and at the TOA along with the averaged forcing from the three data sets. The relative difference at the surface is smaller (less than 40%) in the continental source regions where the forcing is larger. Away from sources over the oceans (especially near the tropics) and in the polar regions the difference reaches more than a factor of 2. The same is true for aerosol forcing at the TOA where regional differences can be even larger (by a factor of 4 -5). Table 10 gives the global annual mean difference between present-day and preindustrial aerosol radiative effects (i.e., the anthropogenic aerosol forcing) at the TOA and at surface. The all-sky anthropogenic aerosol forcing at the TOA is À0.75, À0.35, and À0.40 W m À2 , respectively, for the DAO, FVGCM, and GISS fields, which may be compared to the AEROCOM derived forcing of +0.04 to À0.41 W m À2 [Schulz et al., 2006] Yu et al. [2006] ).
[51] We have run sensitivity tests using the same gasphase oxidant fields for OH, HO 2 , and O 3 concentrations in both the present-day and preindustrial simulations for all three meteorological data sets. These oxidants had prescribed concentrations taken from monthly averages in a present-day simulation of photochemically active compounds by the GRANTOUR model [Penner et al., 1994] . The general distribution patterns of SO 2 and sulfate are not changed much with the common oxidant fields for all the three meteorological data sets, although regional concentration differences can be large ($50%). Global sulfate burden is reduced in the sensitivity tests by 9%, 5%, and 8% for the DAO, FVGCM, and GISS data sets, respectively. The global distributions of aerosol optical depth, the present-day and the anthropogenic aerosol forcing are also not changed much. The global annual average all-sky present-day aerosol forcing at the TOA is changed from À2.6 W m À2 in the standard run for the DAO data set to À2.4 W m À2 in the sensitivity run, and the all-sky anthropogenic aerosol forcing at the TOA changes from À0.75 to À0.67 W m
À2
. The differences for the FVGCM and GISS data sets are very small. Thus most of the differences in sulfate aerosol concentrations are due to the different meteorological data sets, not due to the different OH, HO 2 , and O 3 fields.
Summary and Conclusions
[52] Current available aerosol model intercomparisons are often constrained by difficulties in the interpretation of model differences, as participating models have different added complexities, different physical and chemical schemes and related parameters, different meteorological fields, and often different emission sources. In this study, under the NASA GMI framework, the differences and uncertainties of aerosol simulations for sulfate, organic carbon, black carbon, dust, and sea salt solely due to the meteorology are analyzed and quantified. Three meteorological data sets available from the NASA DAO GCM, GISS-II' GCM, and NASA FVGCM are used to drive the same aerosol model. It is suggested that the differences in the precipitation, convective mass flux, and horizontal advection from the three meteorological data sets are the three key fields accounting for the large differences in the model-calculated aerosol concentrations.
[53] The differences for sulfate and carbonaceous aerosol in the source regions (e.g., North America and Europe) near the surface are small for the three meteorological data sets, although FVGCM generally has larger underpredictions. Away from the source regions, however, the results from DAO, FVGCM, and GISS differ greatly. Sulfate concentrations at the surface in the NH extratropics and at $500 hPa in the NH are a factor of 3 higher with DAO than those with FVGCM due to the stronger poleward transport from the NH midlatitudes with DAO and to more efficient scavenging with FVGCM. Also, the sea salt simulated with FVGCM over the ocean is more widely dispersed vertically than that with DAO and GISS due to the stronger cloud convection from FVGCM, although the difference is small at the surface. Global sulfate and mineral dust burdens with FVGCM fields are 40% and 20% less than those with the DAO and GISS fields, respectively, whereas the sea salt burden predicted with FVGCM fields is 56% and 43% higher than those with DAO and GISS, respectively.
[54] There are also large differences in the horizontal dispersal of aerosols associated with the circulation strength and wind speeds from the three meteorological data sets. For example, FVGCM has stronger intercontinental transport than DAO and is especially stronger than GISS, as seen from the sulfate distribution patterns over the ocean in the NH and dust transport from the Sahara source regions in Northern Africa. GISS has the strongest poleward transport of aerosols toward the South Pole. The agreement with surface observation data in the industrial regions (North America and Europe) is generally good for sulfate. However the model severely underestimates the data for BC in North America for all the three data sets. When compared with the data available at the remote oceanic sites, no ''best'' meteorological data set can be chosen based on the present study, given the fact that the performance of the model using different data sets varies largely depending on the site and the specie.
[55] On the basis of the aerosol calculations, the aerosol optical depth at 550 nm is calculated for the three meteorological data sets and is also compared with satellite observations. Caclulated AOD captures the regional maxima seen in the observations due to fossil fuel sulfate, biomass burning carbon, and mineral dust extinction. However, over the oceans in the tropics, calculated AODs are lower than observations, especially for GISS with the weakest circulation transport from the continents. The global annual mean AOD is 0.120, 0.131, and 0.122 for DAO, FVGCM, and GISS, respectively. However, the contributions from different aerosol components differ significantly. For example, the contributions from sulfate and dust are highest for DAO whereas the sea salt contribution is much lower than that for FVGCM and GISS.
[56] Aerosol direct radiative effects (both in the clear sky and in the all sky) were calculated for the present-day and preindustrial atmosphere for the three meteorological data sets. The forcing patterns generally follow those of the aerosol optical depth. Cloud coverage differences contribute additional differences to the all-sky forcing. The global Figure 26 . Same as Figure 25 , but in July. Figure 27 . Annual mean all-sky present-day aerosol radiative effects (W m À2 ) at surface (left) and at the top-of-the-atmosphere (TOA) (right) calculated with DAO, FVGCM, and GISS fields.
annual average clear-sky anthropogenic aerosol forcing at the TOA is À1.3 W m À2 with DAO, À1.0 W m À2 with FVGCM, and À1.1 W m À2 with GISS. DAO has the largest negative forcing in the clear-sky case, which indicates a higher forcing efficiency (the ratio between aerosol forcing and AOD) for sulfate and dust than that for sea salt (DAO has the largest sulfate and dust and the smallest sea salt burdens.) The global annual average all-sky anthropogenic aerosol forcing at the TOA is À0.75, À0.35, and À0.40 W m À2 for DAO, FVGCM, and GISS, respectively. Thus the all-sky negative forcing at the TOA is even larger with DAO than that with FVGCM and GISS due to the lower cloud amount in DAO (e.g., in the North Pacific and Atlantic). Regional differences Figure 28 . Same as Figure 27 , but for anthropogenic aerosol forcing.
with the three data sets in the all-sky anthropogenic aerosol forcing at the TOA can be much larger (by a factor of 4 -5) near the tropics over the ocean and in the polar regions. This difference is remarkable and points to the large differences associated with meteorological fields (e.g., wind, cloud convective mass flux, cloud fraction, and precipitation rate). Our study points out that difficulties and uncertainties in the representation of cloud and precipitation processes in GCMs also cause large differences in the aerosol simulations and thus in the direct forcing estimates. Therefore better understanding in these processes in GCMs is required to reduce the uncertainties in estimating aerosol effects on climate system.
[57] We examined the impact of interannual variability in aerosol concentrations by performing two additional sets of simulations. One set of simualtions uses 5 years of FVGCM fields using 1994 -1998 SSTs. Another set of simulations used the NASA GEOS-4 DAS fields for the years 2001, 2004, and 2005 . The interannual variability in aerosol concentrations can be large (a factor of 3) in the tropics (e.g., over Indonesia) and in the storm track regions (e.g., over the Atlantic) especially for dust, but are, however, generally smaller than the uncertainty due to the different meteorological data sets. It is noted that in this study the DMS, dust, and sea salt emissions are prescribed, and thus the uncertainty in DMS, dust and sea salt concentrations is due to differences in the chemistry, transport, and deposition of these species. The range of emissions of mineral dust and sea salt can be as large as a factor of 8 in the literature depending on the source parameterization and surface wind speeds [e.g., Luo et al., 2003; Timmreck and Schulz, 2004] . In the future, we hope to include the uncertainty in DMS, mineral dust and sea salt simulations caused by different surface winds by implementing source parameterizations for DMS, dust, and sea salt in the GMI aerosol model. The GMI aerosol model assumes that the production yield of SO 2 from DMS oxidation is 100%. The reaction of DMS with NO 3 is neglected, which can be important at night and at high latitudes in winter. These reactions will be improved ) averaged over the three data sets and (right) the uncertainty in aerosol forcing (max-min divided by the mean in %) (top) at surface and (bottom) at the TOA.
in the GMI aerosol model in the future, and the impact of different DMS flux parameterizations [e.g, Liss and Merlivat, 1986; Wanninkhof, 1992] will be examined.
[58] Different aerosol model results are often used to quantify the uncertainty in predicted aerosol concentrations and radiative forcing [Ramaswamy et al., 2001] . However, the ranges of differences in the literature are due to different emissions sources, different parameterizations of wet and dry deposition, as well as different parameterizations of gas to particle formation and radiative properties of the aerosols. Here, we use the variation of results from only the variation of the meteorology fields to quantify the uncertainty due to meteorology alone. The true uncertainty, of course, could be either larger or smaller than we estimate, if a larger suite of meteorological fields is used.
