DELFIN+: An efficient deadlock detection tool for CCS processes  by Gradara, Sara et al.
Journal of Computer and System Sciences 72 (2006) 1397–1412
www.elsevier.com/locate/jcss
DELFIN+: An efficient deadlock detection tool for CCS processes
Sara Gradara, Antonella Santone ∗, Maria Luisa Villani
RCOST, Research Centre on Software Technology, University of Sannio, Benevento, Italy
Received 6 July 2005; received in revised form 7 March 2006
Available online 24 April 2006
Abstract
Model checking is a formal technique for proving the correctness of a system with respect to a desired behavior. However,
deadlock detection via model checking is particularly difficult for the following two problems: (i) the state explosion problem,
due to the exponential increase in the size of a finite state model as the number of system components grows; and (ii) the output
interpretation problem, as often counter-examples are so long that they are hard to understand. The aim of this paper is to solve both
problems by using heuristic-based search strategies. We have realized DELFIN+ (DEadLock FINder) a tool supporting efficient
deadlock detection in CCS processes. We have used this tool to verify a sample of CCS processes, in order to evaluate the method
on them.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
With the inevitable increase in complexity of both hardware and software systems, the probability of subtle errors
is high. Such errors may have catastrophic consequences in terms of money, time, or even human life. In general, the
earlier an error is discovered, the cheaper is to fix it. Therefore, in industry there is a growing demand for method-
ologies that can increase confidence in correct systems design and construction. Current validation techniques, such
as testing and simulation, fail to assure the adequate level of correctness. Formal methods are a better choice, and, in
particular, model checking techniques [17] seem promising. In model checking a finite model of a system is built and
checked against a set of desired properties. The system model is in essence a finite state machine, which is intuitive to
the average engineer. Hence, the system may be expressed directly in terms of state machines. Alternatively, a subset
of some higher-level language may be used, which permits more concise specifications. For example, there exist tools,
like the CWB-NC [18], that support CCS [37] and LOTOS [10] specification languages. In model checking, desired
properties are usually expressed in some temporal logic, such as mu-calculus logic [44]. An exhaustive search of the
state space is performed in order to check that the system is a model of its specifications—whence the term “model
checking.” Model checking has a number of advantages over traditional approaches based on simulation and testing:
* Corresponding author.
E-mail addresses: gradara@unisannio.it (S. Gradara), santone@unisannio.it (A. Santone), villani@unisannio.it (M.L. Villani).0022-0000/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcss.2006.03.003
1398 S. Gradara et al. / Journal of Computer and System Sciences 72 (2006) 1397–1412it is completely automatic and when the verification fails, it returns a counter-example that can be used to pinpoint the
source of the error. Deadlock detection via model checking is particularly difficult for the following two problems:
• the state explosion problem: the exponential increase in the size of a finite state model as the number of system
components grows;
• the output interpretation problem: often counter-examples are so long that they are hard to understand.
To solve both problems we use heuristic-based search strategies. Generally speaking, a heuristic search strategy
uses an evaluation function to determine the order in which the nodes in the search graph are selected for expansion.
The evaluation function measures the distance to a goal node based on an heuristic function which gives the estimated
shortest distance from the given node to a goal node. For example, to find a deadlock in a CCS process, the standard
model checkers (such as the CWB-NC tool) require to entirely construct the state space. This state space can be quite
large, making it difficult or impossible to examine all the states of the space. Thus, to combat the state explosion
problem, we use a heuristic search: we can consider only the most promising paths and stop the construction of the
state space as soon as we can deduce that the system under consideration has a deadlock.
Let us consider the second problem: the output interpretation problem. To find counter-examples, the commonly
used search strategies are Breadth-First search (BFS) and Depth-First search (DFS). The BFS strategy always finds
the shortest counter-example but at an expensive cost of memory occupation, whereas the DFS strategy tends to find a
counter-example faster but this counter-example tends to be very long. It is important to find a short counter-example
and to do so quickly. We use different heuristic strategies to solve this problem. We define both admissible (i.e.,
the distance to the goal is never overestimated) and non-admissible functions for verifying CCS processes. These
heuristics are syntactically defined, i.e., based on the CCS specifications only, and they are automatically computed,
thus there is no need for user intervention or manual efforts. With our admissible heuristic functions, the A* and IDA*
algorithms are guaranteed to find the shortest path to a goal node, while the Greedy strategy, with the non-admissible
heuristic, tends to find short (non-optimal) counter-examples quickly.
In this paper we present DELFIN+ (DEadLock FINder) a tool supporting efficient deadlock detection in CCS
processes. This tool implements all the heuristics we have defined and, essentially, allows to apply the Greedy, A*,
IDA*, and BFS strategies. We have used this tool to verify a sample of CCS processes, in order to evaluate both
heuristics and strategies on them. The results of these experiments are discussed in Section 5.
This paper is essentially a continuation of the work in [29], which, as far as we know, is the first attempt to exploit
process algebra-based heuristics for finding deadlocks in concurrent systems. In that paper, only one heuristic is
presented and it is used in conjunction with the A* algorithm. We have extended that work by: analyzing different
heuristics (admissible and non-admissible); applying them to several informed search strategies (Greedy, A*, and
IDA*); and providing an experimental evaluation of our approach. We show that the heuristics presented can really
improve the search, compared to non-informed searches, in terms of nodes generation and solution length.
Structure of the paper. In Section 2 the heuristic search strategies Greedy, A*, and IDA*, are briefly recalled. Sec-
tion 3 is a review of the basic concepts of CCS, while Section 4 presents our approach. Experimental results are
discussed in Section 5. Finally, we discuss related work and conclude in Section 6. The proofs of the heuristics prop-
erties are given in Appendix A.
2. Heuristic search
Blind search algorithms, such as Breadth-First (BFS) and Depth-First (DFS) searches, are simple and can in prin-
ciple find solutions to any state space problem. However, they usually result inefficient and impractical in case of
large search spaces, as those of most real problems. On the other hand, heuristic search algorithms can be applied to
improve search efficiency. In this section we briefly recall some notions on heuristic search algorithms. The reader
can refer to [40] for further details.
The strategy of heuristic searches is to make the best choice when deciding the node to expand: the nodes that
“appear” to be better according to an evaluation function are expanded first. The evaluation function of a node n is
denoted by f (n) and provides a measure of desirability of expanding a node, based on the knowledge of the problem.
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The Greedy search strategy is to expand the node that appears to be “closest” to the goal, i.e., to minimize the
estimated cost to reach the goal. A function estimating this cost is called an heuristic function and the value of a
node n is hˆ(n). For example, in route-finding problem, where nodes represent cities and arc costs represent railroad
miles, then hˆ(n) might be the airline distance from the city n to the goal city; in a puzzle, where the nodes are puzzle
positions, hˆ(n) might be the minimum number of moves before the puzzle is possibly solved. This strategy tries to
find the goal as quickly as possible. It is used the term Greedy because the algorithm expands the node that “locally”
seems to be the best (i.e., closest to the goal), rather than worrying about whether or not it will be the best on the long
run. Obviously it is susceptible to false starts, going down blind alleys, that look promising to start with, but do not
lead to a solution.
Greedy is incomplete1 and also, it is not guaranteed to find an optimal solution since it ignores the cost of the path
so far to node n.
2.2. A*
The optimality that lacks in Greedy can be ensured if a measure of the cost from the start node is considered, like
in A* search [40]. In addition to the heuristic evaluation function hˆ(n) associated with each node, A* uses a measure
of the cost to reach the current node from the start node. More precisely, at each step A* generates and evaluates the
successors of an unexplored node n with the lowest total estimate, f (n) = g(n)+ hˆ(n), that is the sum of the distance
from the start node to the node n, namely g(n), plus the estimate from the node n to the goal node, i.e., hˆ(n). It stops
when a goal node is chosen.
An important property holds: A* returns a minimal-cost solution path, i.e., it is optimal, provided that the heuristic
estimate function hˆ satisfies the so-called admissibility condition, i.e., hˆ never overestimates the distance to the goal,
and the function f is a non-decreasing function. More formally:
Definition 1 (Admissibility). A heuristic estimate function hˆ defined on the nodes of a graph G is admissible if for
each node n in G,
hˆ(n) h(n),
where h(n) is the actual cost of a preferred path from n to a goal node.
2.3. IDA*
A* search is a sophisticated and successful search strategy. However, the problem with A* search is that it must
keep all states in memory, so this is often a much bigger consideration than time. IDA* (Iterative Deepening A*)
eliminates the memory constraint of A*, still maintaining the optimality of the solution. IDA* is a variant of A*:
DFS is iteratively repeated, as in regular Iterative Deepening search, but keeping track of the cost (i.e., the evaluation
function) of each generated node. IDA* is complete, the admissibility is preserved (under the same condition as A*),
and the resulting complexity in space is linear in the maximum search depth. The complexity in time depends of the
different values that the heuristic function can take on determining the number of iterations required.
3. Overview of CCS and CWB-NC
Let us now quickly recall the main concepts about the Calculus of Communicating Systems (CCS) [37], which is
widely used in the specification of concurrent and distributed systems. The syntax of processes is the following:
p ::= nil | x | α.p | p + p | p | p | p\L | p[f ],
where α,β, . . . range over a finite set of actions A= {τ, a, a¯, b, b¯, . . .}. The action τ ∈A is called the internal action.
The set of visible actions, V , ranged over by l, l′, . . . , is defined as A− {τ }. The set L, in the processes of the form
1 A search strategy is complete if it guarantees of finding a solution when a solution exists.
1400 S. Gradara et al. / Journal of Computer and System Sciences 72 (2006) 1397–1412Fig. 1. Standard operational semantics of CCS.
p\L, is a set of actions such that L ⊆ V ; while the relabeling function f , in the processes of the form p[f ], is a
total function, f :A→A, such that the constraint f (τ) = τ is respected. Each action l ∈ V (respectively l¯ ∈ V) has
a complementary action l¯ (respectively l). Given L ⊆ V , with L¯ we denote the set {l¯ | l ∈ L}. x ranges over a set of
constant names: each constant x is defined by a constant definition x def= p, where p is called the body of x. We denote
the set of processes by E .
Given a process p, a constant x of p is said to be guarded in p if x is contained in a sub-process of p of the form
α.q , where q is a process. A process p is guarded if every constant of p is guarded in p, it is unguarded otherwise. In
the following, Unfoldx(p) is the process obtained replacing each unguarded constant x by its definition. For example,
if x def= a¯.x, Unfoldx((a.b.x|x)\{a}) is the process (a.b.x|a¯.x)\{a}.
Given a set D of constant definitions, the standard operational semantics [37] is given by a relation →D ⊆ E ×
A× E . →D (→ for short) is the least relation defined by the rules in Fig. 1.
A (labeled) transition system is a quadruple T = (S,A,→,p), where S is a set of states, A is a set of transition
labels (actions), p ∈ S is the initial state, and → ⊆ S ×A× S is the transition relation. If (p,α, q) ∈ →, we write
p
α−→ q .
If δ ∈ A∗ and δ = α1 . . . αn, n  1, we write p δ−→ q to mean p α1−→ · · · αn−→ q . Moreover p λ−→ p, where λ is the
empty sequence. Given p ∈ S, with R→(p) = {q | p δ−→ q} we denote the set of the states reachable from p by →.
Given a CCS process p, the standard transition system for p is defined as S(p) = (R→(p),A,→,p). Note that,
with abuse of notation, we use → for denoting both the operational semantics and the transition relation among the
states of the transition system.
Given a process p, F irst(p) = {α ∈A | ∃p′ s.t. p α−→ p′} denotes the set of all the first actions that p can perform.
It can be syntactically defined as the least solution of the following recursive definition:
Definition 2 (First action).
F irst(nil) = ∅,
F irst(α.p) = {α},
F irst(p + q) =F irst(p) ∪F irst(q),
F irst(p\L) =F irst(p) − (L ∪ L¯),
F irst(x) =F irst(p) if x def= p,
F irst(p[f ])= {f (α) | α ∈F irst(p)},
F irst(p|q) =
{F irst(p) ∪F irst(q) ∪ {τ }, if ∃α ∈F irst(p) and ∃α¯ ∈F irst(q),
F irst(p) ∪F irst(q), otherwise.
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belongs to the sort2 of qi , with i ∈ [1..n] and α¯ belongs to the sort of qj with j ∈ [1..n] and i 
= j , then the process
q occurs under a restriction set L such that L ∪ L¯ contains α. If both α and α¯ appear in a process, it is reasonable to
assume that they are communication actions.
The difficulty of building concurrent software systems has sparked a large research effort to develop formal ap-
proaches to the design and analysis of these systems. To reason formally about real-world systems, tool support is
necessary; consequently, a number of tools embodying various analysis have been developed. They provide a support
for automatically answering the verification question: does a system sys satisfy a property ϕ? To implement such a
tool, the verification question must be formulated more carefully by fixing:
(1) a precise notation for defining systems;
(2) a precise notation for defining properties; and
(3) an algorithm to check if a system satisfies a property.
To cope with the first problem, several specification languages have been developed as, for example, CCS. The second
problem can be solved using a temporal logic as, for example, the mu-calculus logic [44]. For the last problem, several
algorithms exist. The most used verification methodology is model checking [17]: the property that the system must
satisfy, expressed in some temporal logic, is checked on a finite structure representing the behavior of the system. If we
specify the system by means of a process algebra program, like CCS, this structure is a labeled transition system, i.e.,
an automaton whose transitions are labeled by event names. The transition system represents all possible executions
of the program. To check a property, model checking explores every possible state that the system may reach during
execution. If the system does not satisfy the property, a description of the execution sequence leading to the state is
reported to the user. Many bugs such as deadlock and critical section violations may be found using this approach.
One of the most popular verification environment is the Concurrency Workbench of New Century (CWB-NC)
[18], which includes several different specification languages, among which CCS. The specifications can be checked
for different equivalences, and different logics can be used to express properties. In the CWB-NC the verification of
temporal logic formulae is based on model checking.
4. Three heuristics for deadlock detection in CCS processes
A deadlock in a CCS process is a state of the process in which no further action is possible. In general, it is not easy
to find deadlocks without exploring all possible states of a process, as the CWB-NC does. However, the number of
states can be quite large, making it difficult or impossible even for a computer to examine all of them. This has led to
the observation that “the proof of absence of deadlock, even for quite simple processes, will remain the responsibility
of the designer of concurrent systems.” In this section heuristic searches are used to combat the state space explosion
in deadlock detection. Instead of constructing the whole transition system, we want to stop the construction as soon
as we can deduce that the system under consideration has a deadlock. To do this we use a heuristic function which
suggests to expand first the states more promising, i.e., the states that lead quickly to a deadlock. Thus, we introduce
some heuristics to be used for deadlock detection in concurrent systems expressed in CCS. Computing the heuristic
function can be costly. Indeed, the overhead introduced by the heuristic can waste the advantages it should provide.
Therefore, heuristics should be designed with care. Our aim is to find short counter-examples and to do so quickly.
These two goals are in contrast so we need a trade-off between the advantages obtained with an admissible heuristic
(which returns the shortest counter-example) and the cost to compute it. Thus, we use several heuristic-based strategies
to solve this problem and we define both admissible and non-admissible functions. The A* algorithm is guaranteed to
find the shortest path to a goal node provided that the heuristic function is admissible, while the Greedy strategy with a
non-admissible heuristic tends to find short (non-optimal) counter-examples quickly. Thus, sometimes the optimality
of the solution is not worth the loss in efficiency of the search. In fact, a function which is not admissible could be
easier to compute. In these cases, the efficiency could further be improved both because the number of expanded
2 The sort of a CCS process p is the alphabet of p. For the precise definition see [37].
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The hˆ function
R1 hˆ(nil,L,C) = 0
R2 hˆ(α.p,L,C) =
{
0 if α ∈L,
1 + hˆ(p,L,C) otherwise
R3 hˆ(p1 + p2,L,C) = min(hˆ(p1,L,C), hˆ(p2,L,C))
R4 hˆ(p1| · · · |pn,L,C) =
∑n
i=1 hˆ(pi ,L,C)
R5 hˆ(p\L,L,C) = hˆ(p,L∪ L ∪ L¯,C)
R6 hˆ(p[f ],L,C) = hˆ(p,f−1(L),C)
R7 hˆ(x,L,C) =
{∞ if 〈x,L〉 ∈ C,
hˆ(p,L,C ∪ {〈x,L〉}) if 〈x,L〉 /∈ C and x def= p
nodes can be reduced and because the computation effort is lower. In this paper, we present two admissible heuristics
with two different levels of information, and one that is not admissible. As reflected in the experiments we made (see
Section 5), the less informative of the two admissible heuristics has the advantage of a lower computational cost but
may be less effective.
4.1. Heuristic based on non-communication actions: hˆNC
Since the primary cause of deadlocks is due to communication actions, a first heuristic we present is based on
counting the number of non-communication actions that a process can perform. More precisely, when we analyze the
CCS description of a process p, if we encounter a communication action α, we stop counting: p could not be able to
perform α.
We formally define the function hˆNC.
Definition 4 (hˆNC(p)). Let p be a CCS process, L a set of visible actions, and C a set of pairs {〈x,L′〉}, where x
is a constant occurring in p and L′ ⊆ V . First, we define the auxiliary function hˆ with three arguments, hˆ(p,L,C),
inductively on p, as in Table 1. Then, hˆNC(p) is defined as: hˆNC(p) = hˆ(p,∅,∅).
The heuristic function hˆ(p,L,C) is parametric with respect to a restriction environment L (L⊆ V), which keeps
the set of actions on which some restriction holds. The function is initially applied to a process with L = ∅. The
current environment L is modified when the function is applied to p\L (Rule R5): in this case the actions in L ∪ L¯
are added to L. Note that we expand the body of a constant x each time the environment under which that constant is
evaluated has changed (Rule R7). Let us consider the process x def= a.y where y def= x\{a}. The constant x is expanded
twice for the evaluation of hˆ. Namely, hˆ(x) = hˆ(a.y,∅, {〈x,∅〉}) = 1+ hˆ(a.y, {a}, {〈x,∅〉, 〈y,∅〉, 〈x, {a}〉}) = 1. Each
constant already expanded is stored in C together with the current environment. Initially, C = ∅.
For p = nil (Rule R1) the function hˆ returns 0 as this is a deadlock by definition.
When applied to α.p (Rule R2), the function returns 0 if α is a restricted action (i.e., α ∈ L), otherwise we recur-
sively apply the function to find, if any, an action in L. Roughly speaking, if α is restricted by L then α.p could not
be able to move; thus, we optimistically return 0.
When the choice of two processes is encountered (Rule R3), the minimum number of actions between the two
components is returned.
For the parallel composition of processes (Rule R4), the sum of the number of actions of each parallel process pi
is returned.
When considering a relabeled process (Rule R6), we must take as set of actions the set f −1(ρ) = {α | f (α) ∈ ρ},
since now the interesting actions are also those relabeled by f into actions in L.
Finally, (Rule R7), we return ∞ when we encounter a constant already expanded under the same environment
(more precisely, when we encounter a constant x such that 〈x,L〉 ∈ C). In this case, no action in L has been found,
and this means that the state under consideration is safe: a state that can perform actions in L is more promising.
For example, suppose that there are two states c.x (where x def= c.x) and a.nil. It holds that the hˆ-value associated to
a.nil is equal to 1, which is less than that associated to c.x, which is equal to ∞. Thus, expanding first a.nil is more
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The new rule for hˆINF
R4′ hˆ(p1| · · · |pn,L,C,U)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
hˆ(Unfoldx(p1| · · · |pn),L,C,U ∪ {x}) if there exists an unguarded constant x in p1| · · · |pn with x /∈ U,
1 + hˆ(p1| · · · |q| · · · |pn,L,C,U) if pi is guarded, i ∈ [1..n], and there exists i ∈ [1..n] s.t. pi = α.q, and α /∈L,
1 + hˆ(p1| · · · |q| · · · |r| · · · |pn,L,C,U) if pi is guarded and F irst(pi ) ⊆L, ∀i ∈ [i..n] and ∃!α ∈L s.t. pi = α.q, pj = α¯.r,
and α, α¯ /∈F irst(pk), ∀k 
= i 
= j,∑n
i=1 hˆ(pi ,L,C,U) otherwise
promising to find a deadlocked state than expanding first c.x. Actually, when we reach a state whose hˆ-value is ∞,
we will never expand that state, because surely it will be deadlock free.
A consequence of the definition of hˆ is that, while considering a process q , any sub-process r of q is evaluated in
an environment which is the union of the restriction sets of all the restriction contexts containing that occurrence of r .
For example, if
q = ((a.b.x)\{e} | (b¯.y + (c.y)\{d}))\{b}
a.b.x is evaluated under the environment {e, b} ∪ {e¯, b¯} and c.y is evaluated under the environment {d, b} ∪ {d¯, b¯}.
Note that hˆNC is simple to calculate as it is syntactically defined.
4.2. A more informative heuristic: hˆINF
The heuristic proposed in the previous section is a very simple admissible function, as shown in Theorem 5, but it is
not so informative. For example, consider two processes that can communicate on an action a: p = (a.p1|a¯.p2)\{a}.
It holds that hˆNC(p) = 0, while we can return at least the value 1, since surely one action τ will be performed. We
now propose a more informative heuristic, called hˆINF , still preserving the admissibility property, working only on the
rule for the parallel composition. In fact, the parallel composition in conjunction with the restriction is the primary
cause of a deadlock. We propose a new Rule R4′ (see Table 2).
Let us consider the new rule for the parallel composition of processes (Rule R4′). First, we unfold once the un-
guarded constants occurring in the parallel composition. This can be done storing the unfolded constants in a new
set U . Consider now the case where all the parallel components are guarded. If:
• there exists an independent component of the parallel composition, i.e., a process that can perform a non-restricted
action (pi = α.q and α /∈ L); or
• all the components can perform only restricted actions, there exists one and only one pair of processes that can
communicate on a restricted action (remember Remark 3), and this unique pair has the form (α.q, α¯.r);
then the estimated number of actions to a deadlocked state is 1 plus the value returned by a recursive application of
the function. In all the other cases the sum of the number of actions by each parallel process pi is returned.
The following example clarifies why we stop the calculation in presence of more than one communication actions.
Let us consider the process:
q = (a.b.nil|a¯.nil|a¯.b¯.nil)\{a, b}. (1)
In this case, two pairs of processes exist, which can communicate on the restricted action a: (a.b.nil, a¯.nil) and
(a.b.nil, a¯.b¯.nil). With the first pair, after the execution of one action, the τ action, we reach a deadlocked state, while,
with the second one, a deadlocked state is reached after two τ actions. Since we want an admissible function hˆ (for
the optimality of A*), in this case, we return 0.
The following theorem states that both the heuristic function hˆINF and hˆNC are admissible, i.e., they never overes-
timates the actual cost, and hˆINF dominates3 hˆNC .
3 hˆ1 dominates hˆ2 if hˆ1(n) hˆ2(n) for all n.
1404 S. Gradara et al. / Journal of Computer and System Sciences 72 (2006) 1397–1412Table 3
The new rule for hˆNA
R4′′ hˆ(p1| · · · |pn,L,C,U)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
hˆ(Unfoldx(p1| · · · |pn),L,C,U ∪ {x}) if there exists an unguarded constant x in p1| · · · |pn with x /∈ U,
1 + hˆ(p1| · · · |q| · · · |pn,L,C,U) if pi is guarded, i ∈ [1..n], and there exists i ∈ [1..n] s.t. pi = α.q, and α /∈L,
number(p1| · · · |pn) if pi is guarded and F irst(pi ) ⊆L, ∀i ∈ [i..n],∑n
i=1 hˆ(pi ,L,C,U) otherwise
Theorem 5. Let p be a CCS process and s be a state of S(p). It holds that
hˆNC(s) hˆINF(s) h(s),
where h(s) is the actual cost of a preferred path from s to a goal node.
Proof. See Appendix A. 
4.3. A non-admissible heuristic: hˆNA
In this subsection we define a non-admissible heuristic. Thus, in many cases we loose the optimal solution but we
gain in efficiency as Section 5 will show. We define the new Rule R4′′ as shown in Table 3. Given n CCS processes
p1, . . . , pn, we use the function number(p1| · · · |pn) which returns the number of the first actions on which two
different processes can communicate. More precisely,
number(p1| · · · |pn) =
∣∣{a | a ∈F irst(pi), a¯ ∈F irst(pj ), i < j}∣∣.
Consider again the process q in Eq. (1). Thus, hˆNA(q) = 2. It is important to note that hˆNA is not admissible. For
example, consider the following process:
p = (a¯.nil + b¯.nil|a.nil|b.nil)\{a, b}.
It holds that hˆNA(p) = 2, while we reach a deadlock state after only one communication action:
p
τ−→ (nil|nil|b.nil)\{a, b}.
The motivation for this heuristic is to provide some information also in the presence of several communication
actions, which is the case where the previous two heuristics fail. However, this information is given without too
much care of all the possible situations that may occur, in order to make the search faster. In fact, as the constraint
on the admissibility is dropped, the rationale behind the definition of R4′′ is to assume the best case where all the
communication actions can be performed.
5. Experimental results with DELFIN+
In this section we present and discuss our experience with using DELFIN+ to model check several well-known
CCS processes. Our aim was to evaluate the performances of the search strategies presented in Section 2, with the
three heuristics proposed, and compare them against some non-informed strategies. Experiments were executed under
Windows XP on an Intel Pentium 4 with a 2.80 GHz processor and 1 GB of RAM.
First, we focused on just one search strategy, the Greedy search, in order to understand the differences of the three
heuristics, if any, in terms of both space and time. For this, we considered several instances of the dining philosophers
example, as a well-known incorrect solution of that problem is described by a deadlock sensitive CCS process. In this
solution, when a philosopher gets hungry, he can, without any control, pick up his left fork first, then his right one; if
he can eat, then puts the forks down in the same order that he had picked them up.
Figures 2 and 3 show, respectively, the number of generated nodes and the time (expressed in msec) resulting from
applying Greedy, with the three heuristic functions, to the philosophers processes. It is interesting to note that, on the
dining philosophers example, the heuristic hˆNA is far better than the other two with respect to memory usage, despite
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Fig. 3. The time employed using the Greedy search and our three
heuristics.
Table 4
Results of applying hˆNA on the dining philosophers
n A* Greedy BFS CWB-NC
2 7 7 12 18
3 16 18 48 79
4 33 39 185 342
5 81 49 741 1474
6 250 100 2964 6345
7 1036 104 11952 27304
8 2501 113 48376 –
9 2862 183 – –
10 4731 192 – –
11 11287 280 – –
12 42131 327 – –
· – · – –
· – · – –
40 – 2804 – –
that it is not admissible. This might be due to the fact that, at each step, almost all actions are communications and the
other two heuristics are not so informative in this case (because of Rule R4).
Given hˆNA, the best performing heuristic, we applied several search strategies to the same processes as the previous
experiment, i.e., several instances of the dining philosophers problem. Table 4 summarizes the results, where column
n indicates the number of philosophers and, for each algorithm, the number of generated states is reported. For a
comparison with non-informed strategies, in the table we have also given the results by the Breadth-First search
(BFS) and standard model checkers (like CWB-NC) where all the possible states of a process are considered. We may
see the significant reduction of the state-space that results when applying our heuristic function. In fact, for n = 8 the
CWB-NC tool was not able to build the complete transition system, while with our methodology we managed to find
the deadlock until a configuration of 40 philosophers. Also, the Greedy search turned to be much better than A*, that
stopped at n = 12.
For a more complete evaluation of the heuristics, we selected from the literature a sample of well-known deadlock
sensitive systems4:
• Solitaire Game (SG): a CCS specification of a solitaire game [5], developed by Luca Aceto (available at [1]).
4 Deadlock is present by design in some processes, while in others it has been induced.
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composition of a client, a channel and a server. The channel is defined as a parallel composition of a channel from
client to server and a channel from server to client.
• Context Management Application Service Element (CM-ASE): a model of the Application Layer of the Aero-
nautical Telecommunications Network, developed by Gurov and Kapron [19].
• Mail System (MS): a specification of a mail system, devised by Gordon Brebner [14]. The communication soft-
ware is a multiprocess implementation where one process handles each communication protocol used in the
system.
• Multicast Protocol for Mobile Computing (MPMC): a protocol for reliable multicast in distributed mobile sys-
tems, presented in [2,4].
• GRID: two processes on a grid 5 × 5 of relay stations which allow them to communicate. This example is taken
from [13].
• MUTUAL: a system handling the requests of a resource shared by 10 processes. It presents two alternative choices
between a server based on a round robin scheduling and a server based on mutual exclusion.
• Philips Bounded Retransmission Protocol (BRP): the Bounded Retransmission Protocol used by the Philips Com-
pany in one of its products [30–32].
• Solid State Interlocking (SSI): specification given in [15]. This system describes the British Rail’s Solid State
Interlocking (SSI) which is devoted “to adjust, at the request of the signal operator, the setting of signal and points
in the railway to permit the safe passage of trains.”
The results of all runs are reported in Table 5: time is in msec and gen indicates the number of generated states.
We may observe that, while for small examples there is not much difference among the proposed heuristics, in
general hˆNA provides better performances. However, since it is not admissible, it does not always return the shortest
counter-example, as Fig. 4 shows. In that figure we have reported the length of the counter-examples for the dining
philosophers when A* is used with hˆNA, compared to the optimal length. Thus, if our goal is to find the minimal path
we have to use either hˆINF or hˆNC . The domination of hˆINF over hˆNC translates directly into efficiency, thus, using
hˆINF we will never expand more nodes than using hˆNC . However, hˆNC is easier to calculate. This can be deduced
form the definition of the heuristic and from the results shown in Table 5: when the number of generated states are
equal, given the strategy, the time is lower with hˆNC with respect to hˆINF . Instead, the advantage in space reduction
of hˆINF over hˆNC is especially clear in processes like MUTUAL, where, in the case of the round-robin policy, two
processes at the time may communicate, hence hˆINF is more informative. Finally, the missing results for the GRID
process verification confirms that IDA* is more scalable than both A* and Greedy (note that the number of generated
nodes we reported for IDA* includes that of all iterations).
6. Conclusion and related work
In this paper, some heuristic-based search techniques are proposed for deadlock detection in concurrent systems
described in CCS. In fact, the aim of this work is to reduce the state explosion problem, which is a serious limitation
for the application of model checking methods to complex systems verification. In this respect, the novel contributions
of our work may be summarized as follows.
• Three different structure-based heuristic functions have been defined, two of which are admissible and one is not
admissible. As far as we know, this is the first attempt to combine heuristic-based search techniques with model
checking to verify CCS processes. Our heuristics are syntactically defined, i.e., based on the CCS specifications
only, and they are automatically computed, thus there is no need for user intervention or manual efforts.
• A tool prototype has been realized that implements the three heuristics and allows to choose among several search
strategies, namely, A*, IDA*, Greedy, or BFS.
• An experimental study has been carried out that proves the better scalability of our heuristic-based methods with
respect to that of some existing techniques that are generally used. Also, some conclusions on the performance of
the three heuristics have been drawn from the results of our experiments.
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Table 5
Results for some deadlocked systems
A* Greedy IDA* BFS CWB-NC
hˆINF hˆNC hˆNA hˆINF hˆNC hˆNA hˆINF hˆNC hˆNA
SG gen 111 111 666 111 111 33 383 383 204 111 1267
time 2704 2390 1969 2718 2438 812 2453 1797 1359 1906 406
TCP gen 57 61 61 53 56 45 535 556 488 61 64
time 2872 3110 2920 2203 2282 1500 4266 3751 3672 7812 16
CM-ASE gen 89 89 82 51 51 51 275 275 247 91 791
time 6745 6531 5735 3670 3547 2906 5593 5094 4984 19594 297
MS gen 265 265 265 159 181 63 1715 1774 1536 276 409
time 10616 10313 9828 3046 3110 969 4266 3751 3672 22656 109
MPMC gen 3505 3505 3517 4031 4031 3294 27153 19085 27153 3361 4815
time 840366 816068 903860 453487 429087 354296 673795 588824 673559 1452984 3516
GRID gen – – 2548 – – 55426 8991 8991 862 – –
time – – 315891 – – 9081094 438978 419883 34875 – –
MUTUAL gen 9216 15360 6656 118 214 89 10318 39484 27171 17221 17408
time 661834 1826925 2515003 1844 2984 1734 147487 634246 732623 2598094 17390
BRP gen 97 98 101 38 95 88 756 845 756 99 759
time 13825 15512 14107 1797 5453 4078 20297 15813 18297 11351 578
SSI gen 322 322 322 207 207 207 1222 1222 1222 436 3463
time 5360 4219 4328 2547 1859 2000 6375 4313 6391 5358 1281
As a future work we intend to perform an empirical analysis in order to investigate the effectiveness of heuristic
model checking in relation with the structure of CCS processes. With this kind of investigation we could be able to
define a sort of taxonomy that would be of great value when the search strategy and heuristic more appropriate for the
problem at hand have to be chosen. A natural step in this direction would be an interesting extension of the tool for
automatically selecting a search strategy and heuristic, based on the structure of the process.
Recently, great interest has been shown in combining the two areas: model checking and heuristics to guide the
exploration of the state graph of a system. Among related work, the most original one in the domain of software
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using heuristics to search the states that are most likely to lead to an error. In [26] genetic algorithms are used to
exploit heuristics for guiding a search in large state spaces towards errors like assertion violations. In [7] heuristics
have been used for real-time model checking in UPPAAL. In [3,38] heuristic search has been combined with on-
the-fly techniques, while in [9,11,22,34] has been combined with symbolic model checking. In [35] heuristic search
techniques are combined with partial order reduction methods, but optimality of the path to a deadlocked state is not
preserved.
Some experimental evidence of better performances of heuristic-based search than depth-first search technique,
generally used by standard model checkers, is given in literature. In [23,24] some heuristics for deadlock detection are
proposed. Namely, in [23] two estimation functions are experimented with for directed model checking of (unknown)
error states: one consists of counting the number of active (or non-blocked) processes, and the other is a formula-based
heuristic where the deadlock formula is inferred from the user designated dangerous states. In [24] heuristics are only
used to improve the trails leading to the (known) error states that may be found through depth-first model checking
or other techniques like simulation, test, random walk. In this case, the heuristic may be directly defined through state
distance functions, like the Hamming Distance or the Finite State Machine Distance. In this paper, A* may be used
both to explore the state-space, through an estimation that is made from the structure of the process (hence more
informative), and to retrieve the shortest trail, guaranteed by the admissibility of the heuristic.
In [42], one of the authors of this paper has presented an attempt to combine heuristic search and ideas taken from
local model checking, using the selective mu-calculus logic [6]. The method is completely automatic, but it leads to
good results only for properties concerning precedence relations between actions. Thus, for some kinds of formula
(when the property involves almost all actions such as deadlock freeness), no advantage is obtained.
Deadlocks checking from CCS specifications was previously tackled, by one of the authors of this paper, both
from a semantic [21] and a syntactic point of view [20]. The approach presented here in many cases may be better.
For example, consider the dining philosophers example: using the approaches in [20,21], a little reduction is obtained,
since almost all actions are restricted. Moreover, after the detection of a deadlock, it can be useful for debugging to
examine a path from the initial state to the deadlocked state in order to determine the cause of the deadlock. When
using the approach defined in [20,21], this information cannot be retrieved, due to the deletion and modification of the
actions occurring in the original program. In this paper we overcome this problem.
The approaches described in [8,43], start from generating the standard transition system corresponding to a con-
current system, and then they reduce it, obtaining a transition system with fewer states. Such approaches require a lot
of memory to store the standard transition system and a lot of time to reduce it.
Several other approaches have been developed to solve the state explosion problem. They are general methods that
can be used to reduce the state space explosion while verifying a set of properties, included deadlock detection. Among
them, reduction techniques based on process equivalences [12,28], symbolic model checking techniques [36], on-the-
fly techniques [33], local model checking approaches [45], partial order techniques [25,27,41,46], and abstraction
approaches [16]. The method defined in this paper is orthogonal with respect to all the methods mentioned above and
can be usefully integrated with them.
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Appendix A
Proof of Theorem 5.
Let p be a CCS process and s be a state of S(p). It holds that
hˆNC(s) hˆINF(s) h(s),
where h(s) is the actual cost of a preferred path from s to a goal node.
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First note that the set U of unfolded constants is only used in the parallel rule of hˆINF . Therefore, to the purpose of
this proof only, we can add the set U also to the definition of hˆNC , without any impact on its computation.
The theorem straightforwardly holds for all the rules in Table 2 but Rule R4′, because hˆNC and hˆINF have the same
definition otherwise. So, let p be a CCS process of the form p1| · · · |pn. We need to prove that
hˆINF(p1| · · · |pn,L,C,U) hˆNC(p1| · · · |pn,L,C,U) =
n∑
i=1
hˆNC(pi,L,C,U).
If the third condition of R4′ (see Table 2) never holds, we can prove that, in fact, it would be an equality. Indeed, what
makes the difference are only the sets U and C, whereas the number of moves due to non-restriction actions is the
same in both cases. However, unfolded constants of the first case may be evaluated once more in the second case.
Let mi be the number of moves of process pi due to non-restriction actions, and {Xi1, . . . ,Xiki } be the set of
constant processes, occurring in the definition of pi , which are unfolded in the computation procedure of hˆINF . Thus,
we have
hˆINF(p,L,C,U) =
n∑
i=1
mi +
n∑
i=1
hˆINF(r1| · · · |rn,L,C,U ′) =
n∑
i=1
mi +
n∑
i=1
hˆINF(ri ,L,C,U ′),
for some residual processes r1, . . . , rn that imply the application of condition 4 of R4′, and U ′ = U ∪ {Xiki }i=1,...,n.
On the other hand,
n∑
i=1
hˆNC(pi,L,C,U) =
n∑
i=1
(
mi + hˆNC(ri ,L,C′i ,U)
)
,
where C′i contains all the unfolded constant in U ′ evaluated under L, i.e., C′i = C ∪ {〈Xiki ,L〉}. We note that the set L
has not changed because Rule R5 has not been applied yet for the computation of hˆINF , and so it is not applied for
hˆNC either.
We need to compare the values of hˆINF(ri ,L,C,U ′) and hˆNC(ri ,L,C′i ,U). Remember that each ri is a guarded
subprocess of pi that does not satisfy conditions 2 and 3 of R4′. Because the sets C and C′i are only used in the case
of ri being constant, i.e., if rule Con of Fig. 1 is applied, we need just to check that the values of the two heuristics
are the same in this case. Now, ri must be in U ′, hence 〈ri ,L〉 ∈ C′i which implies hˆNC(ri ,L,C′i ,U)) = ∞. Instead,
it may be that 〈ri ,L〉 /∈ C, and so hˆINF(ri ,L,C,U ′) = hˆINF(li ,L,C∗i ,U ′), where ri def= li and C∗i = C ∪ {〈ri,L〉}. As
ri ∈ U ′, we have hˆINF(li ,L,C∗i ,U ′) = m′i + hˆINF(ri ,L,C′∗i ,U ′), with 0  m′i  mi , and C′∗i contains all the pairs of
constant processes occurring in li , before ri , with L, which where previously inserted in U ′. So, by rule Con again,
hˆINF(ri ,L,C′∗i ,U ′) = ∞, as now 〈ri ,L〉 ∈ C′∗i .
With this, we have proved that the two heuristics hˆINF and hˆNC only differ for condition 3 of Rule R4′.
Suppose now that at some point in the computation of hˆINF(p) condition 3 is true. Without loss of generality, we
may assume that p1| · · · |pn is the state where this applies first. Hence only one pair of these processes can communi-
cate on some action, say pn−1 and pn. Now, all the remaining processes are guarded and there could be some whose
first action is in L. Let {q1, . . . , qk} ⊆ {p1, . . . , pn−2} be the set of processes whose first action is not in L. We have
hˆINF(p1| · · · |pn,L,C,U) >
k∑
i=1
hˆINF(qi,L,C,U),
as these processes will never contribute to increment the value of hˆINF until condition 4 of R4′ is applied. On the other
hand, we have
hˆNC(p1| · · · |pn,L,C,U) =
n∑
i=1
hˆNC(pi,L,Ci ,U) =
k∑
i=1
hˆNC(qi,L,Ci ,U) =
k∑
i=1
hˆINF(qi,L,C,U),
by the same argument as in the first half of the proof.
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The proof is by induction on the structure of the process p. The interesting cases involve the action prefix, the
parallel composition and the constant definition, so we consider only these three cases.
Base step. nil: straightforward.
Inductive step. Let us assume that the theorem holds for each qi with i ∈ [1..n].
p = α.q1 (Rule R2). Two cases exist: α /∈ L and α ∈ L. In the first case, since p = α.q1 α−→ q1, it holds that
hˆINF(p,L,C,U) = 1 + hˆINF(q1,L,C,U). The thesis follows by inductive hypothesis (i.e., 1 + hˆINF(q1,L,C,U) 
1 + h(q1)). In the second case, α is a restricted action and hˆINF(p,L,C,U) = 0. Consider now the real moves of p.
If p can perform an action, then h(p) 1, which is greater than zero: the theorem is obviously true. Otherwise, if p
can perform no actions (i.e., p), then h(p) = 0, which is equal to hˆINF(p,L,C,U): also in this case the theorem is
true.
p = q1| · · · |qn (Rule R4′). Three cases may occur:
(1) suppose that a guarded process qi exists that can perform an unrestricted action α with the form qi = α.r and
α /∈ L.5 Remember Remark 3. Only Par rule (see Fig. 1) can be applied to move qi . Note that Com rule cannot
be applied to move qi ; in fact, if α¯ can be performed by a process qj , with j 
= i, then α ∈ L. Thus, h(p) =
1 + h(q1| · · · |qi−1|r|qi+1| · · · |qn). By the definition of Rule R4′ in Table 2, it holds that
hˆINF(p,L,C,U) = 1 + hˆINF(q1| · · · |qi−1|r|qi+1| · · · |qn,L,C,U).
The thesis follows by inductive hypothesis.
(2) Suppose that only two different processes qi and qj exist that can perform only a restricted action α and α¯, respec-
tively. More precisely, qi = α.r , qj = α¯.s and α, α¯ /∈ L. Moreover, no other process, different from qi and qj , can
perform α or α¯. It holds (see Fig. 1) that p τ−→ q1| · · · |r| · · · |s| · · · |qn. Thus, h(p) = 1 +h(q1| · · · |r| · · · |s| · · · |qn).
The thesis follows by inductive hypothesis and by definition of R4′ in Table 2.
(3) In all the other cases, hˆ(p) =∑ni=1 hˆ(qi,L,C,U). Recall the assumption made in Section 3 (Remark 3). With
this assumption it is not possible to apply, at the same time, both Com rule and Par rule (see Fig. 1), involving a
same action. Thus, the thesis holds, since the number of actual moves of p is greater or equal to the sum of the
hˆ-value of the parallel components.
p = x def= q1 (Rule R7). Two cases exist: 〈x,L〉 /∈ C and 〈x,L〉 ∈ C. In the first case, hˆINF(x,L,C,U) = hˆINF(q1,L,
C ∪ {〈x,L〉},U). The thesis follows by inductive hypothesis. In the second case, 〈x,L〉 ∈ C means that:
• L is the union of the restriction sets of all the restriction contexts containing the occurrence of x; and
• x has already been evaluated under the restriction environment L without encountering a blocking action.
So we can deduce that the process is deadlock free. 
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