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A MULTIPLICITY RESULT FOR A FRACTIONAL KIRCHHOFF
EQUATION IN RN WITH A GENERAL NONLINEARITY
VINCENZO AMBROSIO AND TERESA ISERNIA
Abstract. In this paper we deal with the following fractional Kirchhoff equation(
p+ q(1− s)
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy
)
(−∆)su = g(u) in RN ,
where s ∈ (0, 1), N ≥ 2, p > 0, q is a small positive parameter and g : R → R is
an odd function satisfying Berestycki-Lions type assumptions. By using minimax
arguments, we establish a multiplicity result for the above equation, provided that
q is sufficiently small.
1. Introduction
In this paper we study the multiplicity of weak solutions to the following nonlinear
fractional Kirchhoff equation(
p+ q(1− s)
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy
)
(−∆)su = g(u) in RN (1.1)
where s ∈ (0, 1), N ≥ 2, p > 0, q is a small positive parameter and g is a nonlinearity
which satisfies suitable assumptions. The operator (−∆)s is the fractional Laplacian
which may be defined for a function u belonging to the Schwartz space S(RN ) of
rapidly decaying functions as
(−∆)su(x) = CN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy, x ∈ RN .
The symbol P.V. stands for the Cauchy principal value and CN,s is a normalizing
constant; see [15] for more details.
When s → 1− in (1.1), from Theorem 2 (and Corollary 2) in [12], we can see that
(1.1) becomes the following Kirchhoff equation
−
(
p+ q
∫
RN
|∇u(x)|2 dx
)
∆u = g(u) in RN , (1.2)
which has been extensively studied in the last decade.
The equation (1.2) is related to the stationary analogue of the Kirchhoff equation
utt −
(
p+ q
∫
Ω
|∇u(x)|2 dx
)
∆u = g(x, u)
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with Ω ⊂ RN bounded domain, which was proposed by Kirchhoff in 1883 [21] as an
extension of the classical D’Alembert’s wave equation
ρ utt −
(
P0
h
+
E
2L
∫ L
0
|ux|
2 dx
)
u2xx = g(x, u) (1.3)
for free vibrations of elastic strings. Kirchhoff’s model takes into account the changes
in length of the string produced by transverse vibrations. Here, L is the length of
the string, h is the area of the cross section, E is the Young modulus of the mate-
rial, ρ is the mass density and P0 is the initial tension. The early classical studies
dedicated to Kirchhoff equations were given by Bernstein [11] and Pohozaev [31].
However, equation (1.2) received much attention only after the paper by Lions [23],
where a functional analysis approach was proposed to attack it. For more recent
results concerning Kirchhoff-type equations we refer to [1, 2, 5, 7, 16, 22, 25, 30].
On the other hand, a great attention has been recently focused on the study of
nonlinear fractional Kirchhoff problem. In [18], Fiscella and Valdinoci proposed an
interesting interpretation of Kirchhoff’s equation in the fractional setting, by prov-
ing the existence of nonnegative solutions for a critical Kirchhoff type problem in
a bounded domain of RN . Subsequently, in [4] the authors investigated the exis-
tence and the asymptotic behavior of nonnegative solutions for a class of stationary
Kirchhoff problems driven by a fractional integro-differential operator and involving
a critical nonlinearity. Pucci and Saldi in [32] established the existence and mul-
tiplicity of nontrivial nonnegative entire solutions for a Kirchhoff type eigenvalue
problem in RN involving a critical nonlinearity and the fractional Laplacian. More
recently, in [17] has been proved the existence of infinitely many weak solutions for a
Cauchy problem for a fractional Kirchhoff-type equation by using the genus theory
of Krasnosel’skii; see also [6, 26, 27, 28, 29, 33] for related problems.
Motivated by the above papers, in this work we aim to study the multiplicity of weak
solutions to the fractional Kirchhoff equation (1.1) with q small parameter and g is a
general subcritical nonlinearity. More precisely, we suppose that g : R→ R satisfies
Berestycki-Lions type assumptions [9, 10], that is:
(g1) g ∈ C
1(R,R) and odd;
(g2) −∞ < lim inf
t→0+
g(t)
t
≤ lim sup
t→0+
g(t)
t
= −m < 0;
(g3) lim
t→±∞
|g(t)|
|t|2∗s−1
= 0, where 2∗s =
2N
N − 2s
;
(g4) there exists ζ > 0 such that G(ζ) :=
∫ ζ
0
g(t) dt > 0.
Let us recall that when q = 0 and p = 1 in (1.1), in [3, 14] has been established
the existence and multiplicity of radially symmetric solutions to the fractional scalar
field problem
(−∆)su = g(u) in RN . (1.4)
Now, we aim to study a generalization of (1.4), and we look for weak solutions to
(1.1) with q > 0 sufficiently small.
Our main result is the following:
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Theorem 1.1. Let us suppose that (g1), (g2), (g3) and (g4) are satisfied. Then,
for any h ∈ N there exists q(h) > 0 such that for any 0 < q < q(h) equation (1.1)
admits at least h couples of solutions in Hs(RN ) with radial symmetry.
A common approach to deal with nonlinear problems involving the fractional
Laplacian, has been proposed by Caffarelli and Silvestre in [13]. It consists to realize
(−∆)s as an operator that maps a Dirichlet boundary condition to a Neumann-type
condition via an extension problem on the upper half-space RN+1+ . More precisely,
for u ∈ Hs(RN ) one considers the problem{
− div(y1−2s∇v) = 0 in RN+1+
v(x, 0) = u(x) on ∂RN+1+
from where the fractional Laplacian is obtained as
(−∆)su(x) = −κs lim
y→0+
y1−2svy(x, y),
where κs is a suitable constant and the equality holds in distributional sense.
In this paper we investigate the problem (1.1) directly in Hs(RN ) in order to adapt
the techniques developed in the classical case s = 1.
More precisely, we follow the ideas in [8], and by combining the Mountain Pass
approach introduced in [19] with the truncation argument of [20], we prove the
multiplicity result above stated.
The paper is organized as follows: in Sec. 2 some notations and preliminaries are
given, including lemmas that are required to obtain our main Theorem; in Sec. 3 we
establish an abstract critical point result and finally in Sec. 4 we provide the proof
of Theorem 1.1.
2. Preliminaries
For any s ∈ (0, 1) we define the fractional Sobolev spaces
Hs(RN ) =
{
u ∈ L2(RN ) :
|u(x)− u(y)|
|x− y|
N+2s
2
∈ L2(R2N )
}
endowed with the natural norm
‖u‖Hs(RN ) =
√
[u]2
Hs(RN )
+ ‖u‖2
L2(RN )
where the so-called Gagliardo seminorm of u is given by
[u]2Hs(RN ) =
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy.
For the reader’s convenience, we review the main embedding result for this class of
fractional Sobolev spaces.
Theorem 2.1. [15] Let s ∈ (0, 1) and N > 2s. Then Hs(RN ) is continuously
embedded in Lq(RN ) for any q ∈ [2, 2∗s ] and compactly in L
q
loc(R
N ) for any q ∈ [2, 2∗s).
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Let us introduce
Hsrad(R
N ) =
{
u ∈ Hs(RN ) : u(x) = u(|x|)
}
the space of radial functions in Hs(RN ). For this space it holds the following com-
pactness result due to Lions [24]:
Theorem 2.2. [24] Let s ∈ (0, 1) and N ≥ 2. Then Hsrad(R
N ) is compactly embedded
in Lq(RN ) for any q ∈ (2, 2∗s).
Finally, we recall the following fundamental compactness results:
Lemma 2.1. [8, 9] Let P and Q : R→ R be a continuous functions satisfying
lim
t→+∞
P (t)
Q(t)
= 0,
{vj}j∈N, v and w be measurable functions from R
N to R, with w bounded, such that
sup
j∈N
∫
RN
|Q(vj(x))w| dx < +∞,
P (vj(x))→ v(x) a.e. in R
N .
Then ‖(P (vj)− v)w‖L1(B) → 0, for any bounded Borel set B.
Moreover, if we have also
lim
t→0
P (t)
Q(t)
= 0,
and
lim
|x|→∞
sup
j∈N
|vj(x)| = 0,
then ‖(P (vj)− v)w‖L1(RN ) → 0.
Lemma 2.2. [14] Let (X, ‖ · ‖) be a Banach space such that X is embedded respec-
tively continuously and compactly into Lq(RN ) for q ∈ [q1, q2] and q ∈ (q1, q2), where
q1, q2 ∈ (0,∞). Assume that {vj}j∈N ⊂ X, v : R
N → R is a measurable function
and P ∈ C(R,R) is such that
(i) lim
|t|→0
P (t)
|t|q1
= 0,
(ii) lim
|t|→∞
P (t)
|t|q2
= 0,
(iii) sup
j∈N
‖vj‖ <∞,
(iv) lim
j→∞
P (vj(x)) = v(x) for a.e. x ∈ R
N .
Then, up to a subsequence, we have
lim
j→∞
‖P (vj)− v‖L1(RN ) = 0.
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3. A critical point result
In this section we provide an abstract multiplicity result which allows us to prove
Theorem 1.1. Let us introduce the following functional defined for u ∈ Hs(RN )
Fq(u) =
1
2
[u]2Hs(RN ) + qR(u)−
∫
RN
G(u) dx, (3.1)
where q > 0 is a small parameter and R : Hs(RN )→ R.
We suppose that
R =
k∑
i=1
Ri
and, for each i = 1, . . . , k the functional Ri satisfies
(R1) Ri ∈ C
1(Hs(RN ),R) is nonnegative and even;
(R2) there exists δi > 0 such that 〈R
′
i(u), u〉 ≤ C‖u‖
δi
Hs(RN )
for any u ∈ Hs(RN );
(R3) if {uj}j∈N ⊂ H
s(RN ) is weakly convergent to u ∈ Hs(RN ), then
lim sup
j→∞
〈R′i(uj), u− uj〉 ≤ 0;
(R4) there exist αi, βi ≥ 0 such that if u ∈ H
s(RN ), t > 0 and ut = u
(
·
t
)
, then
Ri(ut) = t
αi Ri(t
βiu);
(R5) Ri is invariant under the action of the N -dimensional orthogonal group, i.e.
Ri(u(g·)) = Ri(u(·)) for every g ∈ O(N).
Let us observe that for any u ∈ Hs(RN ), Ri(u)−Ri(0) =
∫ 1
0
d
dt
Ri(tu) dt, so by
the assumption (R2) we have
Ri(u) ≤ C1 + C2‖u‖
δi
Hs(RN )
. (3.2)
The main result of this section is the following
Theorem 3.1. Let us suppose (g1) − (g4) and (R1) − (R5). Then, for any h ∈ N
there exists q(h) > 0 such that for any 0 < q < q(h) the functional Fq admits at
least h couples of critical points in Hsrad(R
N ).
Let us define, for any t ≥ 0,
g1(t) := (g(t) +mt)
+
g2(t) := g1(t)− g(t),
and we extend them as odd functions for t ≤ 0. Observing that
lim
t→0
g1(t)
t
= 0, (3.3)
lim
t→∞
g1(t)
t2∗s−1
= 0, (3.4)
g2(t) ≥ mt ∀t ≥ 0, (3.5)
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we deduce that for any ε > 0 there exists Cε > 0 such that
g1(t) ≤ Cεt
2∗s−1 + εg2(t) ∀t ≥ 0. (3.6)
Setting
Gi(t) :=
∫ t
0
gi(τ) dτ i = 1, 2,
by (3.5) immediately follows that
G2(t) ≥
m
2
t2 ∀t ∈ R, (3.7)
and, by (3.6) we can see that for any ε > 0 there exists Cε > 0 such that
G1(t) ≤ Cε |t|
2∗s + εG2(t) ∀t ∈ R. (3.8)
In view of (R5), all functionals that we will consider along the paper are invariant
under rotations, so, from now on, we will directly define our functionals inHsrad(R
N ).
Following [20], let χ ∈ C∞([0,+∞),R) be a cut-off function such that
χ(t) = 1 for t ∈ [0, 1]
0 ≤ χ(t) ≤ 1 for t ∈ (1, 2)
χ(t) = 0 for t ∈ [2,+∞)
‖χ′‖∞ ≤ 2,
and we set
ξΛ(u) = χ
(
‖u‖2
Hs(RN )
Λ2
)
.
Then we introduce the truncated functional FΛq : H
s
rad(R
N )→ R defined as
FΛq (u) =
1
2
[u]2Hs(RN ) + q ξΛ(u)R(u)−
∫
RN
G(u) dx.
Clearly, a critical point u of FΛq with ‖u‖Hs(RN ) ≤ Λ is a critical point of F q.
Our first aim is to prove that the truncated functional FΛq has a symmetric mountain
pass geometry:
Lemma 3.1. There exist r0 > 0 and ρ0 > 0 such that
FΛq (u) ≥ 0, for ‖u‖Hs(RN ) ≤ r0
FΛq (u) ≥ ρ0, for ‖u‖Hs(RN ) = r0.
(3.9)
Moreover, for any n ∈ N there exists an odd continuous map
γn : S
n−1 → Hsrad(R
N )
such that
FΛq (γn(σ)) < 0 for all σ ∈ S
n−1, (3.10)
where
S
n−1 = {σ = (σ1, . . . , σn) ∈ R
n : |σ| = 1}.
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Proof. Taking ε = 12 in (3.8), and by using (3.7), the positivity of R, and Theorem
2.1, we have
FΛq (u) =
1
2
[u]2Hs(RN ) +
∫
RN
G2(u) dx+ q ξΛ(u)R(u)−
∫
RN
G1(u) dx
≥
1
2
[u]2Hs(RN ) +
m
4
‖u‖2L2(RN ) − C 1
2
‖u‖
2∗s
L2
∗
s (RN )
≥ min
{
1
2
,
m
4
}
‖u‖2Hs(RN ) − C 1
2
C∗‖u‖
2∗s
Hs(RN )
from which easily follows (3.9).
Proceeding similarly to Theorem 10 in [10], for any n ∈ N, there exists an odd
continuous map πn : S
n−1 → Hsrad(R
N ) such that
0 /∈ πn(S
n−1),∫
RN
G(πn(σ)) dx ≥ 1 for all σ ∈ S
n−1.
Let us define
ψtn(σ) = πn(σ)
( ·
t
)
with t ≥ 1.
Then, for t sufficiently large, we get
FΛq (ψ
t
n(σ)) =
tN−2s
2
[πn(σ)]
2
Hs(RN )
+ q χ
(
tN−2s[πn(σ)]
2
Hs(RN )
+ tN‖πn(σ)‖
2
L2(RN )
Λ2
)
R(ψtn(σ))
− tN
∫
RN
G(πn(σ)) dx
≤ tN−2s
{
[πn(σ)]
2
Hs(RN )
2
− t2s
}
< 0.
Therefore, we can choose t¯ such that FΛq (ψ
t¯
n(σ)) < 0 for all σ ∈ S
n−1, and by setting
γn(σ)(x) := ψ
t¯
n(σ)(x), we can see that γn satisfies the required properties.

Now we define the minimax value of FΛq by using the maps γn : ∂Dn → H
s
rad(R
N )
obtained in Lemma 3.1. For any n ∈ N, let
bn = bn(q,Λ) = inf
γ∈Γn
max
σ∈Dn
FΛq (γ(σ)),
where Dn = {σ = (σ1, . . . , σn) ∈ R
n : |σ| ≤ 1} and
Γn =
{
γ ∈ C(Dn,H
s
rad(R
N )) :
γ(−σ) = −γ(σ) for all σ ∈ Dn
γ(σ) = γn(σ) for all σ ∈ ∂Dn
}
.
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Let us introduce the following modified functionals
F˜ q(θ, u) = Fq(u(·/e
θ))
F˜Λq (θ, u) = F
Λ
q (u(·/e
θ))
for (θ, u) ∈ R×Hsrad(R
N ).
We set
F˜ ′q(θ, u) =
∂
∂u
F˜q(θ, u),
(F˜Λq )
′(θ, u) =
∂
∂u
F˜Λq (θ, u),
b˜n = b˜n(q,Λ) = inf
γ˜∈Γ˜n
max
σ∈Dn
F˜Λq (γ˜(σ)),
where
Γ˜n =
γ˜ ∈ C(Dn,R ×Hsrad(RN )) :
γ˜(σ) = (θ(σ), η(σ)) satisfies
(θ(−σ), η(−σ)) = (θ(σ),−η(σ)) for all σ ∈ Dn
(θ(σ), η(σ)) = (0, γn(σ)) for all σ ∈ ∂Dn
 .
By the assumption (R4) we get
F˜ q(θ, u) =
e(N−2s)θ
2
[u]2Hs(RN ) + q
k∑
i=1
eαiθRi(e
βiθu)− eNθ
∫
RN
G(u) dx,
and
F˜Λq (θ, u) =
e(N−2s)θ
2
[u]2Hs(RN ) + qχ
(
e(N−2s)θ[u]2
Hs(RN )
+ eNθ‖u‖2
L2(RN )
Λ2
)
k∑
i=1
eαiθRi(e
βiθu)
− eNθ
∫
RN
G(u) dx.
Proceeding as in [3, 19, 34], we can see that the following results hold.
Lemma 3.2. We have
(1) there exists b¯ > 0 such that bn ≥ b¯ for any n ∈ N,
(2) bn → +∞,
(3) bn = b˜n for any n ∈ N.
Lemma 3.3. For any n ∈ N there exists a sequence {(θj , uj)}j∈N ⊂ R ×H
s
rad(R
N )
such that
(i) θj → 0,
(ii) F˜Λq (θj , uj)→ bn,
(iii) (F˜Λq )
′(θj , uj)→ 0 strongly in (H
s
rad(R
N ))−1,
(iv)
∂
∂θ
F˜Λq (θj, uj)→ 0.
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Our goal is to prove that, for a suitable choice of Λ and q, the sequence {(θj , uj)}j∈N
given by Lemma 3.3 is a bounded Palais-Smale sequence for Fq. We begin proving
the boundedness of {uj}j∈N in H
s(RN ).
Proposition 3.1. Let n ∈ N and Λn > 0 sufficiently large. There exists qn, de-
pending on Λn, such that for any 0 < q < qn, if {(θj , uj)}j∈N ⊂ R×H
s
rad(R
N ) is the
sequence given in Lemma 3.3, then, up to a subsequence, ‖uj‖Hs(RN ) ≤ Λn, for any
j ∈ N.
Proof. Taking into account Lemma 3.2 and Lemma 3.3 we have
N F˜Λq (θj , uj)−
∂
∂θ
F˜Λq (θj , uj) = Nbn + oj(1),
which can be written as
se(N−2s)θj [uj ]
2
Hs(RN )
= q χ
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
k∑
i=1
(αi −N)Ri(uj(·/e
θj ))
+ q χ
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
k∑
i=1
eαiθj 〈R′i(e
βiθjuj), βie
βiθjuj〉
+ q χ′
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
(N − 2s)e(N−2s)θj [uj ]
2
Hs(RN )
+NeNθj‖uj‖
2
L2(RN )
Λ2
R(uj(·/e
θj ))
+Nbn + oj(1)
=: Ij + IIj + IIIj +Nbn + oj(1). (3.11)
By the definition of bn, if γ ∈ Γn, we deduce that
bn ≤ max
σ∈Dn
FΛq (γ(σ))
≤ max
σ∈Dn
{
1
2
[γ(σ)]2Hs(RN ) −
∫
RN
G(γ(σ)) dx
}
+ max
σ∈Dn
(q ξΛ(γ(σ))R(γ(σ)))
=: A1 +A2(Λ). (3.12)
Now, if ‖γ(σ)‖2
Hs(RN )
≥ 2Λ2 then A2(Λ) = 0, otherwise, by (3.2), we can find δ > 0
such that
A2(Λ) ≤ q
(
C1 +C2‖γ(σ)‖
δ
Hs(RN )
)
≤ q
(
C1 + C
′
2Λ
δ
)
.
In addition we have the following estimates:
|Ij | ≤ q
(
C3 + C4Λ
δ
)
, (3.13)
|IIj| ≤ C5 qΛ
δ, (3.14)
|IIIj | ≤ q
(
C6 + C7Λ
δ
)
. (3.15)
Putting together (3.12), (3.13), (3.14) and (3.15), from (3.11) we obtain
[uj ]
2
Hs(RN ) ≤ C
′ + q
(
C8 + C9Λ
δ
)
. (3.16)
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On the other hand, by (iv) of Lemma 3.3 and (3.8), we deduce that
(N − 2s)e(N−2s)θj
2
[uj ]
2
Hs(RN ) + q χ
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
k∑
i=1
αiRi(uj(·/e
θj ))
+ q χ
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
k∑
i=1
eαiθj 〈R′i(e
βiθjuj), βie
βiθjuj〉
+ q χ′
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
(N − 2s)e(N−2s)θj [uj ]
2
Hs(RN )
+NeNθj‖uj‖
2
L2(RN )
Λ2
R(uj(·/e
θj ))
+NeNθj
∫
RN
G2(uj) dx
= NeNθj
∫
RN
G1(uj) dx+ oj(1)
≤ NeNθj
(
Cε
∫
RN
|uj |
2∗s dx+ ε
∫
RN
G2(uj) dx
)
+ oj(1). (3.17)
Then, by using (3.7), (3.14), (3.15), (3.16), (3.17) and Theorem 2.1, we can infer
NeNθjm(1− ε)
2
∫
RN
u2j dx
≤ (1− ε)NeNθj
∫
RN
G2(uj) dx
≤ NeNθjCε
∫
RN
|uj |
2∗s dx− q χ
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
k∑
i=1
eαiθj〈R′i(e
βiθjuj), βie
βiθjuj〉
− q χ′
(
‖uj(·/e
θj )‖2
Hs(RN )
Λ2
)
(N − 2s)e(N−2s)θj [uj ]
2
Hs(RN )
+NeNθj‖uj‖
2
L2(RN )
Λ2
R(uj(·/e
θj )) + oj(1)
≤ C10
(
[uj ]
2
Hs(RN )
) 2∗s
2
+ q
(
C11 + C12Λ
δ
)
+ oj(1)
≤ C10
(
C ′ + q
(
C8 + C9Λ
δ
)) 2∗s
2
+ q
(
C11 + C12Λ
δ
)
+ oj(1). (3.18)
Now, we argue by contradiction. If we suppose that there exists no subsequence
{uj}j∈N which is uniformly bounded by Λ in the H
s-norm, we can find j0 ∈ N such
that
‖uj‖Hs(RN ) > Λ for all j ≥ j0. (3.19)
Without any loss of generality, we can assume that (3.19) is true for any uj . As a
consequence, by using (3.16), (3.18) and (3.19), we can deduce that
Λ2 < ‖uj‖
2
Hs(RN ) ≤ C13 + C14qΛ
2
∗
s
2
δ
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which is impossible for Λ large and q small enough. Indeed, to see this, we can
observe that it is possible to find Λ0 such that Λ
2
0 > C13 + 1 and q0 = q0(Λ0) such
that C14qΛ
2
∗
s
2
δ < 1, for any q < q0, and this gives a contradiction.

At this point, we prove the following compactness result:
Lemma 3.4. Let n ∈ N, Λn, qn > 0 as in Proposition 3.1 and {(θj , uj)}j∈N ⊂ R ×
Hsrad(R
N ) be the sequence given in Lemma 3.3. Then {uj}j∈N admits a subsequence
which converges in Hsrad(R
N ) to a nontrivial critical point of F q at the level bn.
Proof. By Proposition 3.1, we know that {uj}j∈N is bounded, so, by using Theorem
2.2, we can suppose, up to a subsequence, that there exists u ∈ Hsrad(R
N ) such that
uj ⇀ u weakly in H
s
rad(R
N ),
uj → u in L
p(RN ), 2 < p < 2∗s,
uj → u a.e. in R
N .
(3.20)
By the weak lower semicontinuity we know that
[u]2Hs(RN ) ≤ lim infj→∞
[uj ]
2
Hs(RN ). (3.21)
Recalling that ‖uj‖Hs(RN ) ≤ Λn for any j ∈ N, we can see that, for every v ∈
Hsrad(R
N ),
〈F˜ ′q(θj , uj), v〉 = 〈(F˜
Λn
q )
′(θj , uj), v〉
= e(N−2s)θj
∫∫
R2N
uj(x)− uj(y)
|x− y|N+2s
(v(x)− v(y)) dxdy
+ q
k∑
i=1
e(αi+βi)θj 〈R′i(e
βiθjuj), v〉
+ eNθj
∫
RN
g2(uj)v dx− e
Nθj
∫
RN
g1(uj)v dx. (3.22)
Taking into account (3.22) and (iii) of Lemma 3.3 we have
oj(1) = 〈F˜
′
q(θj, uj), u〉 − 〈F˜
′
q(θj , uj), uj〉
= e(N−2s)θj
∫∫
R2N
uj(x)− uj(y)
|x− y|N+2s
[(u(x)− u(y))− (uj(x)− uj(y))] dxdy
+ q
k∑
i=1
e(αi+βi)θj 〈R′i(e
βiθjuj), u− uj〉
+ eNθj
∫
RN
g2(uj)(u− uj) dx− e
Nθj
∫
RN
g1(uj)(u− uj) dx. (3.23)
Now, by applying the first part of Lemma 2.1 for P (t) = gi(t), i = 1, 2, Q(t) = |t|
2∗s−1,
vj = uj , v = gi(u), i = 1, 2 and w ∈ C
∞
0 (R
N ), by (g3), (3.4) and (3.20) we can see,
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as j →∞ ∫
RN
gi(uj)w dx→
∫
RN
gi(u)w dx i = 1, 2,
so we obtain ∫
RN
gi(uj)u dx→
∫
RN
gi(u)u dx i = 1, 2. (3.24)
Taking X = Hs(RN ), q1 = 2, q2 = 2
∗
s, vj = uj, v = g1(u)u and P (t) = g1(t)t in
Lemma 2.2, by (3.3), (3.4) and (3.20) we deduce∫
RN
g1(uj)uj dx→
∫
RN
g1(u)u dx. (3.25)
On the other hand, (3.20) and Fatou’s Lemma yield∫
RN
g2(u)u dx ≤ lim inf
j→∞
∫
RN
g2(uj)uj dx. (3.26)
Putting together (3.23), (3.24), (3.25), (3.26), and by using (R3) we get
lim sup
j→∞
[uj ]
2
Hs(RN ) = lim sup
j→∞
e(N−2s)θj [uj ]
2
Hs(RN )
= lim sup
j→∞
[
e(N−2s)θj
∫∫
R2N
uj(x)− uj(y)
|x− y|N+2s
(u(x)− u(y)) dxdy
+ q
k∑
i=1
e(αi+βi)θj 〈R′i(e
βiθjuj), u− uj〉
+ eNθj
∫
RN
g2(uj)(u− uj) dx− e
Nθj
∫
RN
g1(uj)(u− uj) dx
]
≤ [u]2Hs(RN ). (3.27)
Therefore (3.21) and (3.27) give
lim
j→∞
[uj ]
2
Hs(RN ) = [u]
2
Hs(RN ), (3.28)
which, in view of (3.23), yields
lim
j→∞
∫
RN
g2(uj)uj dx =
∫
RN
g2(u)u dx. (3.29)
Since g2(t)t = mt
2 + h(t), with h a positive and continuous function, by Fatou’s
Lemma follows that ∫
RN
h(u) dx ≤ lim inf
j→∞
∫
RN
h(uj) dx (3.30)∫
RN
u2 dx ≤ lim inf
j→∞
∫
RN
u2j dx. (3.31)
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By using (3.29) and (3.30) we can see that
lim sup
j→∞
∫
RN
mu2j dx = lim sup
j→∞
∫
RN
(g2(uj)uj − h(uj)) dx
=
∫
RN
g2(u)u dx+ lim sup
j→∞
(
−
∫
RN
h(uj) dx
)
=
∫
RN
(mu2 + h(u)) dx − lim inf
j→∞
∫
RN
h(uj) dx
=
∫
RN
mu2 dx+
∫
RN
h(u) dx − lim inf
j→∞
∫
RN
h(uj) dx
≤
∫
RN
mu2 dx
which, together with (3.31), implies that uj → u strongly in L
2(RN ). Then, we have
proved that uj → u strongly in H
s
rad(R
N ). Since bn > 0, u is a nontrivial critical
point of Fq at the level bn.

Now, we are ready to prove the main result of this Section:
Proof of Theorem 3.1. Let h ≥ 1. Since bn → +∞ (see (2) of Lemma 3.2), up to a
subsequence, we can consider b1 < b2 < · · · < bh. Then, in view of Lemma 3.4, we
define q(h) = qh > 0 and we get the thesis.

4. Proof of Theorem 1.1
In this Section we give the proof of Theorem 1.1. Let us introduce the following
functional
Fq(u) =
1
2
(
p+
q
2
(1− s)[u]2Hs(RN )
)
[u]2Hs(RN ) −
∫
RN
G(u) dx.
In view of Theorem 3.1, it is enough to verify that
R(u) =
1− s
4
[u]4Hs(RN ) (4.1)
satisfies the assumptions (R1)-(R5).
Clearly R is an even and nonnegative C1-functional in Hs(RN ). Since [u]2
Hs(RN )
≤
‖u‖2
Hs(RN )
, we can see that the assumptions (R1) and (R2) are satisfied.
Regarding (R3), suppose that uj ⇀ u weakly in H
s
rad(R
N ) and [uj ]
2
Hs(RN )
→ ℓ ≥ 0.
If ℓ = 0, then we have finished. Let us assume ℓ > 0. From the weak lower
semicontinuity, we have
[u]2Hs(RN ) ≤ lim infj→∞
[uj ]
2
Hs(RN ). (4.2)
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By using the following properties of lim inf and lim sup for sequences of real numbers
lim sup
j→∞
ajbj = a lim sup
j→∞
bj if aj → a > 0,
lim sup
j→∞
(aj + bj) = a+ lim sup
j→∞
bj if aj → a,
lim sup
j→∞
(−aj) = − lim inf
j→∞
aj ,
and by applying (4.2), we obtain
lim sup
j→∞
〈R′(uj), u− uj〉 =
= (1− s) lim sup
j→∞
(
[uj ]
2
Hs(RN )
∫∫
R2N
(uj(x)− uj(y))
|x− y|N+2s
[(u(x) − u(y)) − (uj(x)− uj(y))] dx dy
)
= (1− s)ℓ lim sup
j→∞
∫∫
R2N
(uj(x)− uj(y))
|x− y|N+2s
[(u(x)− u(y))− (uj(x)− uj(y))] dx dy
= (1− s)ℓ
(
lim
j→∞
∫∫
R2N
(uj(x)− uj(y))
|x− y|N+2s
(u(x)− u(y)) dx dy − lim inf
j→∞
[uj ]
2
Hs(RN )
)
= (1− s)ℓ
(
[u]2Hs(RN ) − lim infj→∞
[uj ]
2
Hs(RN )
)
≤ 0,
which gives (R3).
Now, recalling the definition of ut and by using (4.1), it follows that (R4) is verified
because of
R(ut) =
1− s
4
(∫∫
R2N
|u(x
t
)− u(y
t
)|2
|x− y|N+2s
dx dy
)2
=
(1− s) t2(N−2s)
4
(∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s
dx dy
)4
= t2(N−2s)R(u).
Finally, we prove the condition (R5). By using a change of variable, we can see that,
for any g ∈ O(N)
R(u(g·)) =
1− s
4
[u(g·)]4Hs(RN ) =
1− s
4
[u]4Hs(RN ) = R(u).
Then, by applying Theorem 3.1, we can infer that for any h ∈ N, there exists
q(h) > 0 such that for any 0 < q < q(h) the functional Fq admits at least h couples
of critical points in Hs(RN ) with radial symmetry. This means that (1.1) admits at
least h couples of weak solutions in Hsrad(R
N ).
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