In order to formulate a meaningful XML query, a user must have some knowledge of the schema of the XML documents to be queried. The query will succeed only if the schema of the actual documents is consistent with the user's information. When a user queries a collection of documents collected from heterogeneous XML data sources, there is a high possibility that these documents do not all conform to the same schema assumed by the user, thus causing the query to fail. In this paper, we try to solve this query and data schema mismatching problem by proposing a query translation scheme. Without attempting to solve the general problem of schema integration, we present an inclusion mapping algorithm that decides how compatible the schema of the query and the schema of the target XML documents are. Based upon the compatibility, the query will be executed directly, or translated according to the target schema and then executed, or rejected.
INTRODUCTION
Traditional database management systems manipulate collections of strongly structured data: all tuples in a certain relation have the same attributes, with fixed types. These systems expect data to conform to a regular structure, and enforce strong typing in queries, therefore are able to perform certain optimization when accessing the data.
In contrast, with the Web growing as the biggest database ever existed, the problem of how to access data from distributed and heterogeneous sources has generated a significant interest in the database research community for scalable database integration architectures.
Most of the data on the Web is semistructured data, which has no absolute schema fixed in advance, and the data structure may be irregular or incomplete. In practice, even if all the data on the Web are semantically compatible, chances are that the data is represented using different schemas. In order to access data from different sources, users need to resolve the differences among schemas. Thus, schema integration and reconciliation has become a well-studied problem and various solutions have been proposed in the literature [1, 2, 4, 5, 6, 7, 9] . For example, [4] combines matching predictions from a set of machine learning techniques based on element name matching, content matching, text classification and domain-specific knowledge. The Cupid system [6] uses a tree similarity metric based on both linguistic and structural information. The system presented in [2] uses approximate concept translation to mediate between sources using different representations of related concepts. However, the complexity and variety of real-life schemas continue to make automatic schema integration a hard problem in practice. A flexible technique presented in [5] for mapping a query to a schema allows users to match a schema that has the required elements in a different order than that specified in the query.
However, we have observed that when users searching the Web, they may not know the information about the schema of the target data well; and they do not require the schemas of data from different sources to be the same. So, in this paper, without attempting to solve the general problem of schema integration, we propose a solution to search data gathered from heterogeneous data sources-the Web, for example.
Therefore, we focus on the problem of formulating meaningful XML queries across various data sources. We present an algorithm that decides whether an XML query schema is sufficiently compatible with the target data schema by generating an inclusion mapping with a compatibility factor. If the schemas are not identical but compatible, the generated mapping is then used to translate the query according to the target XML data schema. The query and data schemas are considered compatible if the compatibility factor of a mapping is above or equal to a user specified or system default threshold.
In order to estimate the compatibility between queries and data schemas, we introduce a tree similarity measure that takes into account both the semantic similarity between element names and the structural compatibility of the two schema structures. Our matching algorithm takes advantage of the hierarchical nature of the XML data model by limiting the search space in order to improve performance. Thus, instead of performing an exhaustive search for matching elements in the schema, we explore only those possibilities that can improve the overall matching accuracy. We also show that the running time is affected more by the complexity of the query than the size of the schema. Thus, for an important class of practical queries, the algorithm performs well even for large schemas.
The paper is organized as follows: the next section explains our motivation; Section 3 presents the inclusion mapping algorithm; Section 4 describes how we implement the system and shows experiment results; and Section 5 concludes the paper.
PROBLEM DEFINITION
In traditional databases, when a user issues a query, he/she usually knows the schema of the database to be queried. If the query schema is different from the database schema, the query is rejected. However, when dealing with XML data, especially when it originates from the Internet, users may not know exactly what the schema is. Furthermore, similar XML data from different sources may have different schemas. As a result, users may need to write queries without complete knowledge of the schema of the data to be queried; or they may write one set of queries against one known source and later want to apply it to data from other sources. In either case, a query should not be simply rejected if its schema is not identical with the schema of the data. Instead, there should be a query translation scheme that translate the query into some form compatible to the data schema.
Following are two practical examples of this problem. Example 1 is based on a B2C scenario, where a user wants to find out where an item is delivered. The schema shown in Figure 1 is part of the purchase order schema from [10] . 
In the schema, there is no element named "deliverT o" but there is an element named "shipT o". Though these two terms are different, they may contain similar information that the user wants. Simply rejecting the query will not be the optimal choice in this case. Instead, the system could automatically infer a mapping and translate the query to:
This new query will then be evaluated on the XML data source.
Another example is that a user gets real-estate data from several Internet sites that have slightly different schemas.
For example, the schemas shown in Figures 2 and 3 are both for house information [4] . When a user searches for houses, he/she first searches "greathomes.com" so he/she issues a query shown in Example 2 according to the schema in Figure 2 .
Example 2. Find the price and contact phone numbers of the houses for sale.
Later, the user wants to query data from "realestate.com" for the same information. Intuitively, he/she would hope that the query in Example 2 should work on data from "realestate.com" as well. However, in the data schema from "realestate.com" (Figure 3 ), "price" is called "listed-price" and "contact-phone" is called "phone", so the query in Example 2 will be rejected. On the other hand, the query will be executed if it is translated by the system to:
From these two examples, we can see that a query evaluation and translation mechanism is needed when a user does not have enough knowledge about the data or is querying similar but yet slightly different data from multiple sources, for example, mining the information from the web.
When a query schema is not identical to the target data schema, the query should not be rejected up-front. There should be a mechanism that could test whether the query schema can be adjusted to the data schema, and if that is the case, rewrite the query according to the data schema.
The query and data schema mismatch problem has existed in traditional databases. Papakonstantinou et al. [13] addressed the issue of mismatch in the querying capability of different data sources, and they built a wrapper to reformulate the query thus resolved the mismatch. However, like the two E-Commerce examples shown above, when querying heterogeneous data sources on the Web, this mismatch problem occurs more often. Since XML is being widely used to represent data on the Web and as a common interoperable format in information integration systems, in this paper, we focus on solving the mismatch problem for XML query and data.
In the next section, we propose the inclusion mapping algorithm that matches a query schema Q to target data schema S. If Q and S mismatch, the algorithm will find if there exists a variation of Q, namely, Q , which is consistent in S.
THE INCLUSION MAPPING ALGORITHM
In this section we present an algorithm for matching schemas of queries against schemas of XML data. First, we formally introduce some preliminary notions. For simplicity, we refer to data schema as schema and query schema as query.
Let us denote by L the set of all legal XML tag names.
Definition 3.1. A query tree is a rooted, labeled tree Q = (V, E, λV , λE, r) where:
• V is a set of nodes;
2 is a set of edges;
• λV : V → L ∪ { * } specifies a label for each node; the special label '*' means "unspecified";
• λE : E → {c, d} specifies a label for each edge: "c" means it is a child edge, and "d" means it is a descendant edge;
• r ∈ V is the root of the tree.
For example, the following XML query corresponds to the query tree in Figure 4 . 
. A schema tree is a rooted, labeled tree S = (V, E, λV ) where V is a set of vertices corresponding to elements or attributes, E is a set of child edges, λV : V → L maps each node to a tag name.
Intuitively, a schema tree captures the set of all allowed paths from the root to a leaf of an XML document. For instance, an excerpt from the sample schema in W3C's XML Schema Part 0: Primer [10] can be represented in the schema tree shown in Figure 5 .
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"> <xsd:element name="purchaseOrder" type="PurchaseOrderType"/> <xsd:complexType name="PurchaseOrderType"> <xsd:sequence> <xsd:element name="shipTo" type="USAddress"/> <xsd:element name="billTo" type="USAddress"/> <xsd:element name="items" type="Items"/> </xsd:sequence> </xsd:complexType> <xsd:complexType name="USAddress"> <xsd:sequence> <xsd:element name="name" type="xsd:string"/> <xsd:element name="city" type="xsd:string"/> </xsd:sequence> </xsd:complexType> <xsd:complexType name="Items"> <xsd:sequence> <xsd:element name="item" minOccurs="0" maxOccurs="unbounded"/> <xsd:element ref="comment" minOccurs="0"/> </xsd:sequence> </xsd:complexType> </xsd:schema> Each query tree and schema tree contains one or more subtrees. • v1, . . . , v k are all leaf nodes in T ;
• E ⊆ E contains all the edges between the nodes in V ;
The query tree in Figure 4 has two subtrees-one contains nodes q4, q1 and q2, the other contains nodes q5 and q3. And the schema tree in Figure 5 has three subtrees-one contains nodes s7, s1 and s2, one contains nodes s8, s3 and s4, and one contains nodes s9 s5 and s6. Indeed, the number of subtrees is the number of the distinct parents of the leaf nodes in a tree. The reason we introduce this notion is because that observation has been made [8] that most XML data schema trees have large numbers of nodes at the leaf level but not as many at other levels. Thus, the traditional use of the fan out factor of a tree is not desirable since that factor would usually be larger than the number of subtrees.
Given a query tree and a schema tree, we would like to find the "best match" between them. For example, if we examine the query tree in Figure 4 and the schema tree in Figure 5 , intuitively we can guess that the best match would map articles to items, deliverTo to shipTo and so on. This intuition is based on the semantic compatibility between tag names and structural compatibility between the query tree and the schema tree. Let us make this notion more precise. 
where l1i and l2i are the distance between the i − th corresponding components of w1, w2 and their associated synset nodes in the WordNet [11] hierarchy, respectively; h is the number of hierarchical levels in WordNet; n is the number of components in the tag names.
WordNet is a lexical database for English. It is organized by semantic relations. Synonymy is a lexical relation between word forms. For example, in WordNet, boat and ferry are synonyms, their distance is 0. On the other hand, boat and ship both have vessel as direct hypernym, thus their distance is 1.
The semantic compatibility factor decreases when the distance increases. We set h to 10 since hierarchies in WordNet seldom go more than ten levels deep. When two words are synonyms in a WordNet hierarchy, i.e., the distance to their associated synset node l1 = 0 and l2 = 0, their semantic compatibility factor is 1; When both of the two words are 10 levels below their associated synset node, i.e., l1 = 10 and l2 = 10, their semantic compatibility factor is 0. If the tag names are multi-word terms, the average value of each component is used.
Definition 3.5. Given a query tree Q = (V, E, λV , λE, r) ) and a schema tree S = (W, F, λW ), an inclusion mapping is a function µ : V → W such that:
• for every descendant query edge
An inclusion mapping induces a subgraph
containing all the images of the nodes in Q together with all the nodes in the paths that are images of descendant query edges.
In general, given a query tree and a schema tree, there may be many possible inclusion mappings. In order to distinguish among them, we define the compatibility of a mapping µ by taking into account both the semantic compatibility between the labels of the query tree and the labels of their corresponding images in the schema tree, and the structure of the trees. • if v is a leaf node, then
• if v has children v1, . . . , v k , then
is a fixed weight;
The overall compatibility co(µ) of a mapping µ is then defined as the compatibility of the root co(r).
The compatibility of a non-leaf node is the combination of its semantic compatibility factor and its children's compatibility factors. When a non-leaf node has only one child, the weight α is 0.5, i.e, both the child and the parent are considered equally. When the number of children increases, the role of the parent node becomes less and less important, i.e., lim k→∞ α = 1.
Finding the best inclusion mapping is a hard problem in general. One naive algorithm would be to enumerate all possible mappings and select the best one. This results in a large number of mappings to be generated and compared. However, by observing real world XML data from different sources, we find that all sibling nodes are different from each other. We take advantage of this observation to limit the search space to a more manageable set while still guaranteeing the optimality of the solution. As a result, we can safely make the following assumption: sim(v , wj ) ) and i = j, then v = v With these assumptions, we can process the query tree in any order and will always get the same result since among the leaf nodes of a subtree, which node we choose to start does not matter. Also comparing the compatibility factor of different matches just at the root level of the query tree is sufficient because the factor of the root node contains the contribution of all other nodes who are descendants of the root.
The pseudocode description of the algorithm is given in Algorithm 1.
We encode the nodes in both query and schema trees using the following Dewey Decimal System: the root is identified by Dewey ID 0, then its children from left to right by Dewey IDs 0.0, 0.1, . . . , 0.k. IDs for the children of any node are obtained by appending ".0", ".1", . . . , ".m" to the Dewey ID of the current node. We chose this encoding for its good properties for tree navigation. For example the Dewey ID of the parent of any given node is the prefix to the last dot of the Dewey ID of the current node; this also means that one can easily check whether two nodes are siblings by comparing their prefixes. Finally, the level of a node is implicit in the Dewey ID: it is equal to the number of dots in the ID (the root has level 0).
The execution proceeds as follows: first, the nodes in the query and schema trees are sorted according to their Dewey IDs starting from the leaves, bottom-up and left to right (line 1). Then, the first query node (highest level, leftmost leaf) is matched against all schema nodes with the same level or higher and for each set of sibling schema nodes, only the best match is kept (lines 2-12). Subsequently, the remaining query nodes are matched for every one of the candidate matches for the previous query nodes. Every candidate combination is stored and its compatibility factor is maintained until the end (lines 13-37). When the root query tree is reached, the maximum compatibility combination is selected among all the candidate matches (lines 38-39).
The complexity of the algorithm is as follows. Suppose we have m subtrees in the query tree, and n subtrees in the schema tree, and assume all schema subtrees are possible matches to all query subtrees. For the first query subtree, there will be C 1 n matches, for the second one C 1 n−1 matches, etc. The overall number of possible matches is
In summary, the number of possible mappings from the query tree to the schema tree is decided by the number of subtrees in the query tree and schema tree instead of the number of nodes in the trees. The execution time is poly- if processing a new query subtree then 32:
for each existing possible match do 33:
replicate the information for processed query subtrees, repeat the steps for the first query node 34:
number of possible matches = number of existing possible match × number of possible matches of qi in schema tree 35: end for 36: end if 37: end for 38: handling root the same way as handling a parent node 39: find the mapping with the maximum compatibility factor nomial to the number of subtrees in the schema and exponential to the number of subtrees in the query. In practice, most query trees are small in terms of the number of subtrees though the size of the schema tree could be very big. For example, almost all the queries in "XML Query Use Cases" [12] have only one subtree; very few (Q1, Q3 and Q5 in Section1.2 Use Case "TREE": Queries that preserve hierarchy) have two subtrees; none has more than two subtrees. So although the execution time grows with the number of query subtrees, since that number is only 1 or 2 in most cases, the running time is O(n) or O(n 2 ) where n is the number of subtrees in the data schema.
Next, we give a formal proof that the algorithm is correct in the sense that it will not leave out a possible mapping. We give the proof by Mathematical Induction Method.
Proof: Correctness of the Algorithm:
Suppose we have m nodes in the query tree Q, and n nodes in the schema tree S.
First, if m = 1, the mapping M1 from Q to S is fixed. Next, assume when m = k, the algorithm finds all mappings from Q to S.
Then, if m = k + 1, the node q k+1 must be either a sibling of an existing node qi in Q or the new root of Q.
(i) if node q k+1 is a sibling of node qi in Q, then it belongs to the same subtree in Q as qi. According to the Algorithm, the mappings are decided by the combination of subtrees in Q and S, so q k+1 does not introduce new mapping, though the compatibility factors need to be re-calculated for each mapping using Equation 3 .
(ii) if node q k+1 is the new root of Q, it will not introduce new mapping because it will not create a new subtree. Again, Equation 3 will be used to re-calculate the new compatibility factors.
Similarly, we can apply the same induction method with m as a constant and n as a variant. ✷
IMPLEMENTATION

The System Architecture
To provide a unified query schema over a collection of data sources, we built a mediator as shown in Figure 6 . The mediator contains three parts: (1) the Query Matcher that finds the mapping between the query schema and the data schema using the inclusion mapping algorithm; (2) the Query Rewriter that translates the query to incorporate the data schema based on the mapping; (3) the Mapping Cache that stores previously generated mappings.
The Query Matcher works as follows: for each query to be performed against a set of data, it first fetches the schema information of the target data; Next, it checks the Mapping Cache, see if a mapping already exists. If not, the Query Matcher calculates the compatibility factor of the query schema vs. the data schema and record the mapping into the Mapping Cache.
As discussed in Section 3, we analyze two kinds of compatibility factors of a mapping: semantic and structural. The semantic compatibility factor of pairs of terms are precalculated using Equation 1 and checked by the Query Matcher at run time. For example, send and ship have a semantic compatibility factor of 1 since they are synonyms, and deliver and ship have a factor of 0.85 because deliver is two levels below their synset node transport, and ship is one level below. For multi-word terms, the semantic compatibility factor is the average of each component word's. For example, the terms, firstName and lastN ame have 0.5 since sim(first, last) = 0 and sim(name, name) = 1 but name and lastN ame have 1 since sim( * , last) = 1. Tentatively, we hard code in the information for abbreviated terms such as "DOB".
The structural compatibility of a mapping is calculated using Equation 3. For a leaf node, the structural compatibility factor is the same as its semantic compatibility factor. For a non-leaf node, the structural compatibility factor takes into consideration of both the structural information and the semantic similarity. Thus, when we say compatibility factor of two nodes, we are referring to their structural compatibility factor.
Empirical Results
In this section, we will present the empirical results for several queries.
The schema and data we perform the test upon are generated based on the purchase order schema "po.xsd" and data "po.xml" in [10] .
The sample queries we used are as follows. Query 2 has two subtrees. One is /purchaseOrder/items with a leaf element item; the other is /purchaseOrder/star with a leaf element name.
In this query, we use the "star" notation in the level below root to indicate that any element at that level might qualify the query. Query 3 has three subtrees: /purchaseOrder/items/item, /purchaseOrder/billTo and /purchaseOrder/shipTo. All have two leaf elements.
We ran the tests on an IBM ThinkPad 600E with an Intel Pentium II 400MHz processor and 288MB of memory running Windows 2000. The implementation was done in Java.
We set the system default threshold at 0.9 and get the following results of applying the queries to the data. When we increase the threshold to 0.95, Query 1 is rejected, Query 2 and 3 are executed, and they return the same results as before. This is because the compatibility factor of the best mapping of Query 1 to the data schema is 0.917, less than 0.95. Figure 7 shows the time spent to match the queries to thesize increasing data schema. The lines in the graph are polynomial when the size of the data schema increases, as our analysis of the algorithm in Section 3 predicted. For Query 1, the running time is linear since there is one subtree in the query; for Query 2, the running time is quadratic since it has two subtrees; and for Query 3, the running time is cubic since three subtrees are there. Moreover, the execution time increase sharply with the number of subtrees in the query schema but does not increase rapidly with the number of subtrees in the data schema for a given query.
The examples we have shown are queries without joins. When there is join in a query (from more than one XML document), different partial query trees will be generated for each source of data. Each partial query will be processed as a simple query without join. However, there may be cases that one partial query matches the target schema pretty well while another partial query matches badly. In this case, the decision of whether to continue the query rewriting process will be left to the user.
We have also run tests against DBLP data [3] . For example, the XPath query "/dblp/*/writer" returns all the <author> elements when the thresdhold is set at 0.9; and it returns both <author> and <editor> elements when the thresdhold is set at 0.8. Indeed, the semantic compatibility factor between "writer" and "editor" is 0.8, "writer" and "author" is 1 since they are synonyms. However, there are also limitations. Another example is the XPath query "/dblp/inproceedings/title". It returns either <title> or <booktitle> because according to Definition 3.4, the semantic compatibility factor between "title" and "booktitle" is 1. We will need to improve the method to calculate the semantic compatibility factor in future work.
SUMMARY AND FUTURE WORK
We have presented an algorithm to match an XML query to the schema of target XML data. The algorithm identifies the part of the schema that has the maximum similarity with the query and computes an inclusion mapping from the query to the data schema. The similarity is determined by taking into consideration both the semantic similarity between element names and the structural compatibility between the query tree and schema tree.
The algorithm's running time is exponential in the number of subtrees of the query tree and polynomial in the number of subtrees of the schema tree. This makes the problem tractable in practice since the complexity of the queries is typically much smaller compared to the source schemas. For this reason, we believe our approach is a viable alternative to full-fledged schema mapping.
A limitation of our current algorithm is its inability to handle arbitrary descendant edges in the query tree (currently, it only handles descendant edges that emanate from the root). Descendant edges may increase the number of candidate matches to be examined. This becomes apparent even for single path queries that contain more than one descendant edges like, for example, //a//b. In this case, for every possible match s of the b node, the a node needs to be matched with all the ancestors of s in the schema tree.
As part of future work, we are planning to explore the possible reuse of mappings that were computed for a sequence of related queries; thus, the system could use the mappings stored in the Mapping Cache to infer a mapping for a new query.
Another direction for future work is to use a machine learning mechanism to decide semantic compatibility factor. The semantic compatibility factor between element names also depends on the contents of the text enclosed by a pair of tags. Sometimes, two pairs of tags may have different names but the contents enclosed by them belong to the same category. How to classify the content will be an interesting research problem.
