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Avec les progrès technologiques et l'évolution de la société, les communications 
sont devenues un besoin crucial. Pour répondre à ce besoin, on  doit concevoir des 
réseaux de communications mobiIes permettant aux abonnés de communiquer et 
d'échanger des informations à l'aide des infrastructures sans fil tout en gardant une 
mobilité étendue a l'intérieur de ces réseaux. 
Les réseaux de communications mobiles sont constitués d'installations fixes et 
d'un g a n d  nombre d'unités mobiles. Celles-ci peuvent se déplacer librement à 
l'intérieur du réseau sans subir d'interruption de conununications. Chaque uni t i  mobile 
rapporte périodiquement sa position dans le réseau selon un processus dit de mise à jour 
de localisation. Lorsqu'une unité mobile reçoit un appel, le réseau doit déterminer la 
position exacte de cette unitci en exécutant une procédure dite de télérecherche. Les 
coûts associés a la gestion de mobilité des abonnés du réseau constituent la majeure 
partie des dépenses engendrées par l'exploitation d'un réseau de communication mobile. 
Pour cette raison, de nombreuses recherches sont orientées vers l'optimisation du 
processus de gestion de mobilité des abonnés dans les systèmes cellulaires sans fil. 
Le travail de recherche dont il est question ici consiste essentiellement à 
concevoir et à implanter un mécanisme de dépistage des unités mobiles dans un réseau 
sans fil. Nous avons proposé un algorithme pour optimiser les coûts associés à la gestion 
de la mobilité. Des simulations ont été effectuées dans le but d'étudier les régularités de 
comportement de la fonction de coût de localisation et anatyser les méthodes de 
regroupement de cellules en régions de télérecherche. En effet, nous avons choisi une 
stratégie de regroupement de cellules en régions de télérecherche qui correspond aux 
critères esistants d'optimisation des systèmes de communications mobiles. Cela permet 
d'obtenir des économies significatives et de fournir une qualité de services satisfaisante 
aux abonnés. Pour en évaiuer la performance, nous avons soumis l'implantation à une 
série de tests. Les résultats obtenus confirment l'efficacité de cette méthode. 
L'algorithme proposé évalue la fonction de coût dans un ensemble restreint de 
points. Néanmoins, il reste que le nombre d'itérations demeure encore relativement 
élevé. La rapidité de traitement des ordinateurs contemporains permet d'effectuer ces 
calculs en quelques millisecondes. Cependant, sur ce dernier aspect. il y a lieu 
d'améliorer cet algorithme pour pouvoir l'utiliser dans les systèmes dynamiques de 




With rapid technological advances and the evolution of society, communication 
became a crucial necessity. To meet this need, we have to design wireless personal 
communication networks that let the subscribers communicate and exchange 
information using the wireless infrastructures and be free to travel within those 
nstm-orks. 
Wireless Persona1 Communication Networks consist o f  shared wired 
infrastructure and a number of mobile users carrying portable devices. Mobile users 
have access to this infrastructure independently of their physical location, and they are 
free to rnove within the wireless network area without interruption of services. Each 
mobile unit reports its location to the network according to a reporting process called 
location update. When an incorning cal1 arrives for one mobile unit, the network has io 
locate this unit by executing the process called terminal paging. The mobility 
management costs constitute a major part of al1 expenses involved in operating a cellular 
netw-ork. For this reason, much research is tumed toward optimization of mobility 
management techniques for wireless communication systems. 
This thesis aims at designing and implementing tracking strategies for mobile 
units in wireless network. We proposed an algorithm to optimize the costs involved in 
mobility management. The simulations were performed to study the behavior regularity 
viii 
of the location cost function and to analyze the methods of partitioning the location area 
into the pooling regions. Indeed, we choose the partitioning scheme that agrees with 
existing criteria of optimization of persona1 communication systems. Using this 
algorithm enables us to get significant savings and to provide satisfactory quality of 
services to mobile subscribers. In order to evaluate the performance, we submitted our 
implantation to a range of tests. The results obtained confirm an efficiency of Our 
method. 
The proposed algorithm evaluates the cost function in a Iimited set of points. 
However, the number of performed iterations is stiH relatively high. The speed of actual 
computers enables us to do these computations in a fcw milliseconds. Nevertheless, we 
c m  improve this algorithm to be able to use it in dynamic schemes of mobility 
management which run on autonomous portable computers. 
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: senices personnels de communication (Persona1 Communication 
Services) 
: station de base (Base Station) 
: abonné mobile (Mobile Subscnber) 
: réseau publique téléphonique comrnuté (Public Switching Telephone 
Ne two r k) 
: centre de commutation de téléphonie mobile (Mobile Switching 
Center) 
: zone de localisation (Location Area) 
: identification de zone de IocaIisation (Location Area Identifier) 
: mise à jour de la position de I'unité mobile (Location Update) 
: allocation fixe de canaux (Fixed Channel Allocation) 
: méthode de réservation de canaux (Guard Channel Policy) 
: point d'accès au réseau (h'etwork Access Point) 
: la plus courte distance en premier (Shortest Distance First) 
: norme européenne de réseaux mobiles (Global System for Mobile 
Communications) 
: nonne nord-américaine de réseaux mobiles 
: base de données des abonnés mobiles (Home Location Register) 
: protocole inter réseau virtuel (Virtual Internet Protocol) 
: réplication hiérarchique de profils des abonnés mobiles (Hierarchical 
Profile Replication) 
: serveur contenant la base de données des abonnés mobiles (Home 
Location Semer) 










: adresse privée (Private Number) 
: passerelle de support de mobilité (Mobile Support Gateway) 
: régions les plus fréquemment visitées (Most Frequently Visited 
Regions) 
: base de données des abonnés mobiles en transit (Visitor Location 
Register) 
: algorithme de prédiction de mouvements de 
Prediction) 
: mécanisme de détection de patrons de mobi 
Patron Detection) 
mobiles (Mobile Motion 
lité régulière (Regularity- 
: algorithme de prédiction de mouvement (Motion Prediction 
Algorithm) 
: modèle d'itinéraire (Itinerary Pattern) 
: base de modèles d'itinéraire (Itinerary Pattern Base) 
: mouvement circulaire (Movement Circle) 
: mouvement progressif (Movement Trac k) 
CHAPITRE 1 
INTRODUCTION 
Le développement de techniques de communication occupe une place importante 
dans les activités de recherche des pays industrialisés. Diverses inventions telles que le 
téléphone. le télégraphe. l'ordinateur, le téléphone ceIldaire ont donné lieu à une forme 
nouvelle de communications appelée télécommunications N. Le besoin de transmettre 
la voix. les données, les images, d'effectuer des traitements à distance est devenu une 
nécessité quotidienne. La concrétisation de ce phénomène de plus en plus répandu 
demeure l'apparition et l'évolution rapide des réseaux de communications mobiles. Le 
principal avantage qu'offrent ces réseaux par rapport aux réseaux classiques de 
téIécornmunications est la liberté de mouvement quasi illimité offerte aux abonnés qui 
peuvent dès lors communiquer partout et en tout temps sans subir d'interruptions ou de 
détérioration de services. Dans ce chapitre, nous allons définir, dans un premier temps. 
les concepts de base des réseaux de communications mobiles. Dans un deuxième temps, 
nous présenterons quelques éléments de la problématique de recherche qui fait l'objet de 
ce mémoire, suivis d'un énoncé des objectifs visés et des principaux résultats attendus 
de cette recherche. Enfin, nous esquisserons le plan du mémoire. 
1.1 Concepts de base 
La surface des réseau mobiles est divisée en cellules de petite taille (environ de 
1 à 2 km de diamètre). Chaque cellule est desservie par un équipement de 
communication mobile, appelé sinfion de base, dont le rôle principal consiste à allouer 
des canaux de communication au-x abonnés. Afin d'éviter des interférences, on utilise 
des canaux de communication diff6rents pour des cellules avoisinantes. 
Les cellules avoisinantes se chevauchent pour permettre aux abonnés mobiles de 
transiter entre elles sans subir d'interruption ou de détérioration de communications. Les 
stations de base sont desservies par des cenfres de cornmrlfntion mobile qui les relient 
aus réseaux téléphoniques publics, permettant ainsi l'intégration des réseaux mobiles au 
réseau de télécommunications mondial. 
Lorsqu'un abonne reçoit un appel, le réseau doit retrouver sa position en temps 
limité. Pour répondre à cette exigence, le réseau doit employer des stratégies efficaces de 
dkpisrnge des abonnés- Afin de minimiser des coûts associés au dépistage, plusieurs 
celhdes sont regroupées ensemble pour former les zones de localisation. Le dipistage 
des abonnés consiste donc en deux actions principales : mise à jour de la position et 
télérecherche de l'unité mobile. La procédure de mise à jour s'effectue chaque fois 
qu'une unité mobile change sa zone de localisation. De cette façon, le réseau connaît en 
tout temps la position approximative de chaque unité. A I'amvée d'un appel, le réseau 
engage la procédure de télérecherche. Suite à cette procédure, le réseau localise la station 
de base desservant l'unité mobile appelée afin d'établir la communication. 
Pour supporter les communications des abonnés, les réseaux mobiles utilisent 
une bande de radiofréquences très restreinte et les coûts associés à l'utilisation de cette 
bande sont très élevés. La gestion de mobilité des abornés, à son tour, nécessite 
l'utilisation des mêmes radiofréquences. Avec l'augmentation du nombre d'abonnés 
surgit le problème de surcharge des réseaux dû aux procédures de mise à jour et de 
télérecherche des abonnes. Dans le but d'optimiser les ressources et les coûts associés à 
ces procédures. il faut trouver des stratégies efficaces de gestion de mobilité des 
abonnés. Ces méthodes incluent le choix de la taille de zones de localisation. d'un 
modèle de regroupement des cellules en zones de localisation et d'une stratégie de 
telérecherche. 
1.2 Éléments de la problématique 
Il existe plusieurs stratégies de regroupement de cellules en zones de locaiisation. 
Les deus méthodes extrêmes et les moins efficaces consistent, d'une part, à former des 
zones de Iocalisation d'une seule cellule et, d'autre part, à regrouper toutes les cellules 
dans une seule zone de localisation. Ainsi, dans le premier cas, le réseau peut connaître 
la position exacte de chaque unité mobile et économiser sur les coûts reliés à la 
télérecherche. Cependant, à chaque changement de cellule les unités mobiles sont 
obligées d'effectuer une procédure de mise à jour, ce qui est très coûteux Dans 1s 
deuxième cas, par contre, les unités mobiles n'exécutent pas de procédure de mise à 
jour. Toutefois, le réseau ne peut connaître la position exacte de chaque unité mobile et 
doit procéder à une télérecherche sur tout l'ensemble des cellules du réseau, ce qui est 
très coûteux aussi. II faut donc trouver la taille optimale de la zone de localisation afin 
de minimiser le coût total constitué des coûts de mise à jour et de télérecherche. 
En ce qui concerne la procédure de télérecherche des unités mobiles, la méthode 
la moins efficace consiste à effectuer la recherche simultanément dans toutes les cellules 
constituant la zone de localisation. Pour minimiser le coût de télérecherche on peut 
subdiviser la zone de localisation en plusieurs régions et effectuer la recherche de I'unité 
mobile séquentiellement dans chaque région, selon un certain modéle, en respectant un 
certain délai préétabli. 
Un effort considérable de recherche a été investi dans la minimisation des coûts 
associés a la gestion de mobilité des abonnés dans les réseaux de communications 
mobiles. Dans le cadre de ce mémoire, nous nous limitons à l'élaboration et 
l'implantation d'un algorithme permettant de minimiser le coût total constitué de  coûts 
engagés lors des procédures de télérecherche et de mise à jour, en trouvant la taille 
optimale d'une zone de localisation et la division optimale de la zone de localisation en 
régions de télérecherche. 
La fonction de coût total, qui est discrète, est définie sur l'ensemble des nombres 
entiers positifs. Elle peut avoir plusieurs minima locaux, ce qui rend encore plus difficile 
le problème de son optimisation. De plus, il existe un très grand nombre de possibilités 
pour subdiviser Ia zone de Iocalisation en régions de télérecherche. Pour cette raison, les 
méthodes traditionnelles d'optimisation telles que la méthode du gradient ne peuvent pas 
être utilisées pour résoudre le problème. D'où la nécessité de trouver des méthodes non 
traditionnelles adaptées a ce problème particulier. 
Le problème d'optimisation peut nécessiter de multiples évaluations de la 
fonction de coût total, ce qui peut requérir beaucoup de temps de calcul. Une bonne 
méthode doit garantir de trouver la solution en utilisant un nombre raisonnable 
d'évaluations de la fonction. Ainsi, nous devons élaborer un algorithme qui effectue une 
évaluation de la fonction du coût total dans un nombre restreint de points pour lesquels 
certaines propriétés désirées sont garanties même en présence des erreurs 
d'arrondissement. De plus, les méthodes recherchées doivent respecter certains critères 
d'économie de coûts de calcul pour être utilisées sur les ordinateurs dotés d'une 
puissance de calcul limitée. 
1.3 Objectifs visés et résultats attendus 
L'inexistence d'une méthode efficace pour la résolution du problème de gestion 
de mobilité des abonnés dans les réseaux de communications mobiles rend nécessaire 
l'élaboration de nouvelles stratégies de dépistage. Ces stratégies consistent à trouver un 
équilibre entre les ressources et les coûts engagés pour la mise à jour et la télérecherche. 
L'élaboration et l'implantation d'une de ces méthodes fait l'objet de ce mémoire. En 
effet, ce mémoire a pour principal objectif la mise au point d'une méthode efficace pour 
résoudre le problème dz minimisation des coûts associés à la gestion de mobilité des 
abonnés. 
L'ensemble des résultats obtenus suite à l'application de notre méthode doit se 
comparer avantageusement avec d'autres méthodes ou algorithmes de dépistage connus 
dans la littérature. 
1.4 Plan du mémoire 
Ce mémoire est organisé de la manière suivante. Le chapitre 2 présente 
l'architecture générale des réseaux mobiles. On y aborde également les aspects 
économiques de leur configuration, les méthodes d'ailocation des canaux aux stations de 
base, 1s contrôle optimal d'admission des appels, la planification des zones de 
localisation et la localisation des abonnés. Le chapitre 3 décrit les principes du dépistage 
des abonnes. On y trouve également une revue des stratégies de gestion de mobiliti des 
unités mobiles dans les réseaux sans fil. 
Au chapitre 4, nous décrivons l'algorithme élaboré afin de minimiser des coûts 
associés à la gestion de mobilité des unités dans un réseau cellulaire. Le chapitre 5 
présente une analyse détaillée des résultats d'implantation et de mise en œuvre de 
l'algorithme. On y trouve les résultats numériques des simulations effectuées pour les 
deux modèles de mobilité, le modèle unidimensionnel et le modèle bidimensionnelt 
ainsi que l'évaluation des aspects économiques de l'implantation de l'algorithme décrit 
dans le chapitre 4. En guise de conclusion, le chapitre 6 résume les principaux résultats 
obtenus, fait état des limitations de l'implantation et de la méthode, pour finir avec une 
indication de recherches futures. 
CHAPITRE 2 
FONCTIONNEMENT GÉNÉRAL DES &SEAUX MOBILES 
Durant les dernières années, les réseaux de communications mobiles ont COMU 
une croissance phénoménale en nombre de services offerts et de technologies utilisées. 
Les systèmes de téléphonie cellulaire, les télé-avertisseurs et le téléphone sans fil sont 
devenus très populaires et la demande ne cesse d'augmenter. Les services offerts 
incluent les transferts de données et ies communications vocales, formant ainsi les 
services personnels de communication PCS (Persona1 Communication Services). qui 
peuvent être obtenus partout, en tout temps, grâce aux petites unités de poche [ X I .  Dans 
ce chapitre. nous présentons l'architecture générale des réseaux mobiles, les aspects 
économiques de leur configuration, Les méthodes d'allocation des canaux aux stations de 
base, le contrôle optimal d'admission des appels, la planification des zones de 
Iocalisation et la Iocaiisation des abonnés. 
2.1 Architecture générale des réseaux mobiles 
Une infrastructure typique de réseaux mobiles comprend les éléments suivants : 
1. l'architecture cellulaire connectée au réseau téléphonique public, qui permet 
d'offrir les services de commutation des données vocales et numériques ; 
2. Z 'architecttrre des réseaux locara, utilisant les interfaces sans fil connectées 
aux unités mobiles ; elle est connectée aux réseaux fixes tels que les LAN, 
les WAN et Internet ; 
3. Z 'archirecr~rre des services spécialisés tels que les tilé-avertisseurs. 
Les mêmes unités mobiles doivent pouvoir accéder à toutes ces architectures 
suivant leurs besoins. Par exemple, un ordinateur portatif doté d'une interface réseau 
sans fi l .  en quittant son édifice où il faisait partie de la structure du réseau local, doit 
pouvoir se servir de la structure du réseau cellulaire à l'extérieur de l'édifice. 
La structure des réseaux de communications mobiles divise la surface 
géographique du réseau en cellules (d'ou le terme "cellulaire"). Actuellement. la taille 
d'une cellule varie entre 1000 et 2000 mètres en diamêtre. Chaque cellule du réseau 
cellulaire est contrôlée par une station de base BS (Base Station) équipée d'antennes 
daémission / réception des signaux à radiofréquences. A chaque station de base sont 
affectés un certain nombre de canaux qui sont alloués aux abonnés du réseau cellulaire a 
des fins de communications. Ces canaux permettent aux abonnés mobiles MS (Mobile 
Subscribers) de communiquer entre eux ainsi qu'avec tous les abonnes du réseau 
téléphonique public cornmuté PSTN (Public Switched Telephone Network). Les stations 
de base sont regroupées ensemble et connectées aux centres de commutation de 
téléphonie mobile MSC (Mobile Switching Center), qui servent de porte d'entrée dans 
les réseaux téléphoniques publics commutés. 
Dans la structure des réseaux cellulaires actuels, chaque MSC regroupe entre 60 
et 100 stations de base. Les connexions entre les stations de base et les MSC s'effectuent 
à l'aide des infrastructures existantes de câbles terrestres, ou encore grâce aux 
comesions sans fil utilisant la technologie des micro-ondes. Les MSC effectuent la 
gestion des cellules qu'ils regroupent. Cette gestion consiste, entre autres, à traiter les 
appe 1s provenant des téléphones cellulaires, allouer les plages de fréquences aux stations 
de base, effectuer les fonctions administratives telles que la facturation et le contrôle des 
transferts d'appels entre les stations de base lors du déplacement des abonnés mobiles. 
La Figure 2.1 présente l'architecture générale d'un réseau cellulaire mobile. 
Lorsqu'un abonné du réseau cellulaire engage une communication, la station de 
base desservant la cellule où il se trouve lui alloue un canal de communication. Si 
l'abonné quitte cette cellule avant de terminer la communication, son appel est transféré 
à une autre station de base installée dans la nouvelle cellule où il est rentré. Lors du 
dCp1acernent de l'abonné mobile, les cellules avoisinantes se chevauchent pour permettre 
la continuité de la communication engagée. Idéalement, à chaque nouvel appel engendré, 
la station de base doit pouvoir allouer un canal de radiofréquences pour permettre la 
communication. En même temps, à chaque appel transféré, la station de base doit aussi 
pouvoir allouer un canal de communication. Si un tel canal n'est pas disponible. on parle 
alors du blocage d 'appel (cal1 blocking). 
Station de base 
Centre de commutation mobile 
Riseau public tilephoniquc cornmuik 
Centre opCrationnrl mobile 
Figure 2.1 Architecture d'un système de réseau cellulaire mobile 
On distingue deux types de blocage : le blocage des nouveaux appels (new cal1 
blocking) et le blocage des appels transférés ou de relève (handoff blocking). Le blocage 
des appels joue un rôle important dans la qualité des services offerts par le réseau 
cellulaire. Ainsi, l'optimisation d'allocation des canaux de communication à l'intérieur 
d'une cellule, visant l'augmentation de la 
problème important en conception de réseaux 
qualité des services offerts, devient un 
cellulaires [43]. 
Les systémes de communications mobiles ne peuvent exploiter qu'une bande de 
radiofréquences très restreinte. A chaque cellule, on alloue une partir du spectre qui. par 
la suite' est divisée en plusieurs canaux par multiplsxage. La même portion du spectre 
doit être réutiiisée dans une autre cellule. située à une certaine distance. La réutilisation 
du spectre de fréquences pose un autre problème de gestion de fréquences dû aux 
interférences : le même spectre de fréquences ne peut être réutilisé qu'en dehors d'un 
certain rayon, constituant une région d'interférences et renfermant plusieurs cellules. 
La recherche d'une unité mobile auquel un appel est destiné engendre un autre 
ensemble de problkmes reliés à la gestion de ressources dans le réseau cellulaire. L a  
position géographique de cette unité dans le réseau n'est pas connue au moment de 
l'appel et doit être déterminée par les dispositifs du réseau. Dans les systèmes 
téléphoniques publics commutés~ contrairement aux réseaux de téléphonie cellulaire, le 
numéro du téléphone identifie de façon unique la position géographique de l'unité 
appelée. L'unité mobile d'un réseau cellulaire est libre de se déplacer n'importe où à 
travers le réseau, de sorte que son point d'attache au réseau (station de base) change 
continuellement. Ainsi, le numéro de téléphone auquel on essaie de joindre l'unité doit 
être converti en numéro de routage, ce qui se produit par suite de I'opération de  
localisation. Comme résultat, on obtient l'identification de la station de base qui dessert 
la cellule dans laquelle se trouve l'unité mobile au moment de l'appel. 
Dans les systèmes de communications mobiles de deuxième génération. 
plusieurs cellules sont regroupées en ce qu'on appelle les zones de localisation LA 
(Location Area). chacune ayant un numéro d'identification unique appelé LAI (Location 
Area Identifier). Le réseau cellulaire maintient une base de données distribuée, 
contenant les informations sur chaque unité mobile en communication, où sa position 
géographique est associée à la zone de localisation correspondante. Cette information est 
diffusée a travers les stations de base couvrant la zone de localisation. Quand l'unité en 
communication franchit la frontière de sa zone de localisation vers une autre zone de 
localisation, il  déclenche une opération qui met à jour sa position géographique dans la 
base de données distribuée. 
Au moment de l'initiation de l'appel, l'information sur la dernière position de 
l'unité dans le réseau est recherchée dans la base de données. Comme résultat de cette 
recherche. on obtient l'identification de la zone de localisation où se trouvait l'unité lors 
de la dernière mise à jour de sa position géographique. Sur la base de cette information, 
les dispositifs du réseau cellulaire enclenchent l'opération de télérecherche de l'unité a 
travers toutes les cellules formant la zone de localisation. Selon l'algorithme de 
recherche employé. chaque station de base effectue la télérecherche de l'unité en lui 
envoyant des signaux, ce qui implique l'utilisation des ressources de radiofréquences 
associées à chaque station de base. Suite à cette télérecherche, on obtient la position de 
l'unité mobile, position qui est associée à l'identification de la station de base la plus 
proche. 
Une opération de télérecherche nécessite une quantité de ressources 
proportionnelle au nombre de cellules composant la zone de localisation. Plus celle-ci 
est grande, plus la recherche consomme de ressources. Par contre, une configuration de 
réseau favorisant les zones de localisation de petite taille provoque la croissance du 
nombre de mises à jour de la position de l'unité lors de son déplacement entre les zones 
de Iocalisation. Dans le cas des systèmes de radiocornmunication de deuxième 
génération, la tendance est aux zones de localisation de petite taille, ce qui permet de - 
minimiser les ressources engagées dans la tklérecherche, au détriment du nombre de 
mises à jour de la position de l'unité (Location Updating). Pour un nombre relativement 
petit des unités mobiles, cette solution s'avère rentable. Cependant. la croissance rapide 
du nombre d'abonnés dans les systèmes de communications mobiles exige de trouver 
d'autres moyens de configuration de réseaux pour remédier au problème de surcharge et 
pour préserver la qualité des services offerts. Pour la troisième génération, plusieurs 
techniques de télérecherche ont été proposées afin d'optimiser I'utilisation des 
ressources et éviter la surcharge éventuelle du réseau. 
2.2 Aspects économiques de la configuration des réseaux mobiles 
Un réseau cellulaire consiste en un ensemble de cellules couvrant toute sa 
surface. Chaque cellule est équipée d'une station de base a laquelle on alloue un spectre 
de radiofréquences pour les communications engagées par des unités mobiles. La taille 
d'une cellule dépend de la puissance du signal de sa porteuse. Le signal, à son tour, 
dépend de la technologie utilisée dans la station de base. Le spectre de fréquences est 
divise en canaux, chacun étant alloué à l'unité mobile lors de l'engagement de l'appel. 
Quand l'unité mobile franchit la frontière d'une cellule, la communication est transfiirée 
à Ia station de base avoisinante. Si la station de base avoisinante n'a aucun canal 
disponible. l'appel en cours est perdu Cd]. 
Pour configurer un :eseau mobile, Ies concepteurs doivent souvent chercher des 
solutions petmettant d'optimiser les coûts engagés et d'augmenter les profits nets 
générés par l'exploitation des équipements. Ces coûts couvrent l'acquisition des licences 
et la capitalisation. Les coûts des licences sont encourus afin d'obtenir la permission 
d'utilisation d'un spectre des fréquences dans une région donnie. Les coûts de 
capitalisation couvrent les coûts d'acquisition des sites et l'installation des équipements 
de stations de base et de centres de commutation mobile MSC, ainsi que les coûts de 
connexion de MSC aux réseaux téléphoniques publics commutés. D'autres coûts sont 
reliés à l'exploitation et à la maintenance du réseau, l'interconnexion à des réseaux 
téléphoniques publics, et l'utilisation des commutateurs et des lignes téléphoniques. La 
diminution de la taille des cellules a pour tendance de diminuer les coûts associés a 
l'exploitation de chaque cellule. Cependant, cela provoque une augmentation de coûts 
de connexion car, pour couvrir le même territoire, on doit y installer davantage de 
stations de base. 
Les coûts associés à l'utilisation des canaux de communication constituent ta 
majeure partie des dépenses engendrées par l'exploitation d'une cellule (de 50 a 60%). 
Une autre partie des dépenses est associée au crédit que les compagnies de téléphonie 
cellulaire accordent aux abonnés par suite des interruptions de communications 
survenues lors des transferts des appels entre les cellules ou dues au mauvais 
fonctionnement de l'équipement. Enfin. les coûts incluent les frais de publiciti et d e  
marketing. 
Les revenus dépendent du nombre d'appels complétés et des frais d'abonnement. 
Les revenus par appel sont composés des frais de la première minute et des frais de 
chaque minute subséquente. Ainsi, les revenus annuels dépendent du taux d'engagement 
d'appels et de la durke des appels. Ils dependent aussi de la densité des abonnés dans La 
région considérée. 
Pour l'abonné, les critères les plus importants dans le choix du fournisseur de 
services de téléphonie cellulaire sont : la qualité des senrices offerts par La compagnie et 
le prix à payer pour les services. Cela comprend la probabilité de blocage des appels. les 
couts fixes de l'abonnement et les coûts variables associés à la tarification des appels e t  
la maintenance. Certains de ces frais dépendent du contrat entre l'abonné et le 
fournisseur de services. La concurrence grandissante dans le domaine des 
communications mobiles pousse les compagnies participantes a évaluer la rentabilité 
d'esploitation de leur commerce et à trouver des nouvelles technologies pour optimiser 
les méthodes de gestion de ressources, afin de rester compétitives et générer des profits- 
2.3 Méthodes d'allocation des canaux aux stations de base 
Le développement des réseaux mobiles nécessite une forte croissance de la 
capacité de transmission des données. Pour répondre à ce besoin? on essais d'appliquer 
différentes solutions comme la diminution de la taille des cellules (cell splittihg), 
l'attribution de nouveaux spectres de fréquences. l'implantation d'architectures d'accès 
miiltiple alternatives et l'allocation dynamique des canaux [21]. La dernière solution 
améliore les performances de l'allocation statique. qui attribue une partie fixe du spectre 
à chaque station de base. Cette partie du spectre est ensuite divisée en plusieurs canaux 
lors de l'établissement de la communication par des unités mobiles. 
Comme il a été mentionné, l'étendue géographique desservie par un réseau 
mobile est divisée en cellules. Pour la simpliciti. on consid2re que chaque cellule a la 
forme d'un parfait hexagone. Lors de l'initiation d'un appel. la station de base 
desservant la cellule où se trouve l'unité mobile doit allouer un canal libre pour établir la 
communication. Pour éviter les interférences, le même canal de fréquence ne doit pas 
être riutilisé à l'intérieur d'un certain rayon autour de la cellule, appelé la région 
d'interférences. Certaines topologies utilisent le concept d'un petit ensemble de cellules, 
appelé dus t e r .  Cet ensemble de cellules permet de satisfaire la contrainte de 
réutilisation. qui stipule que le nombre total d'appels dans chaque cluster ne doit pas 
dépasser le nombre total des canaux du système. 
Le système proposé par Schulte [42], appelé FCA (Fixed Channel Allocation), 
se base sur l'allocation fixe des canaux. La contrainte de la distance de réutilisation est 
satisfaite grâce à un algorithme de coloriage de graphe. tel qu'illustré à la Figure 2.2. 
Chaque station de base dans ce système peut allouer seulement les canaux qui lui sont 
attribués. Ce système d'allocation assure qu'aucune unité mobile n'utilise le même canal 
de fréquences à l'intérieur du rayon de réutilisation. Cependant, si une unité dans la 
cellule du centre G veut engager une communication lorsque tous les canaus de 
fréquences sont déjà occupés. la politique d'allocation des canaux FCA ne lui permet 
pas d'initirr l'appel, ce qui provoque le blocage du nouvel appel (new cal1 blocking). 
Rayon d'intcfirences 
Figure 2.2 Allocation de fréquences selon l'algorithme de coloriage de graphe 
Toutefois, cette politique d'allocation des canaux ne respecte pas la contrainte de 
réutilisation, car si la cellule avoisinante A contient au moins un canal qui n'est pas 
utilisé a 18intérieur du rayon d'interfërences de la cellule G. cette dernière ne peut pas 
l'allouer au nouvel appel à cause de l'exigence de l'allocation fise des canaus. Ainsi. 
I ' utilisation des ressources conformément à la politique d'allocation fise des canaux nt: 
s'avere pas optimale. 
À la fin des années 60, on a proposé un certain nombre de politiques d'allocation 
alternatives. Araki [ I l  suggère une allocation dynamique des canaux. qui permet 
d'assigner n'importe quel canal à un appel, a condition qu'il ne soit pas utilisé dans le 
rayon d'interférence de la cellule d'origine de l'appel. Cox [6] introduit le concept 
d'ordonnancement des canam, qui permet d'allouer les canaus en ordre de leur 
utilisation. a l'extérieur du rayon d'interfërences (affectation des canaux). et réutiliser les 
canaux après les appels cornpl6tés (réaffectation des canaux). 
Engel [9] introduit le concept d'emprnr des canatrr. basé sur la politique 
d'allocation fixe des canaux, permettant à la station de base d'emprunter les canaux 
libres des cellules avoisinantes. Les schémas d'allocation dynamique des canaux décrits 
permettent de créer d'autres combinaisons basées sur l'allocation permanente, l'emprunt 
des canaux. le regroupement des canaux partagés et l'ajustement dynamique des 
paramètres. En 1991, Limartz [26] propose une politique d'allocation des canaux 
pemiettant a chaque station de base d'utiliser toute la bande de fréquences. II démontre 
que l'utilisation de toute la bande de fréquences a l'intérieur de chaque cellule est une 
méthode optimale d'utilisation des ressources. qui respecte les exigences de qualité de 
senices imposées aux réseaux mobiles. Les interférences entre les transmetteurs des 
cellules adjacentes doivent être gérées dynamiquement afin d'optimiser leur utilisation 
et la répartition du spectre entre les cellules. 
2.4 Contrôle optimal d'admission des appels 
Lorsqu'une unité mobile franchit la frontière de sa cellule pendant une 
communication, la station de base desservant l'unité doit transférer l'appel a la station de 
base de la cellule où se dirige l'unité. Ce transfert. appelé relève (handoff), doit se 
derouler de façon transparente pour l'abonné. Pour prendre en  charge l'appel arrivé. la 
station de base qui assure la relève doit allouer un canal de communication à I'appel 
transféré. Si la cellule de destination ne possède pas de canal libre, ['appel est 
interrompu. La déconnexion au milieu de l'appel est fortement indésirable. car elle 
baisse la qualité des services offerts par l'opérateur du réseau mobile. Cela pousse les 
concepteurs de réseaux mobiles à trouver des algorithmes d'allocation de canaus de 
communication permettant de diminuer la probabilité d'un tel événement. D'un autre 
côté. si l'algorithme utilisé procède par réservation des canaux pour les transferts des 
appels, cela peut créer le probtème d'allocation de canaux aux nouveaux appels arrivés. 
II faut donc évaluer la proportion d'appels transférés bloqués par rapport aux nouveaux 
appels dans le but de mesurer la qualité des services offerts [38]. 
Dans les années 80, pour permettre d'effectuer le transfert des appels des unités 
mobiles lors du déplacement entre les cellules. on a introduit la méthode des canaux en 
réserve (Guard Channels), qui permet de donner la priorité aux appels transfirés. Selon 
ce modPls d'allocation, un ensemble de canaux de fréquences est retenu en résenre 
permanente pour servir aux appels en transfert. La méthode est connue sous le nom 
Griarci Channel Poficy (GCP). La méthode alternative, appelée Fractional Glrnrd 
Channel Poficy [38]. permet de réserver un certain nombre de canaus aux appels 
transférés, en fonction d'une certaine probabilité dépendant de l'occupation des canaux 
en vigueur. 
2.5 Planification des zones de localisation 
Dans les systkmes de téléphonie ordinaire. le numéro de téléphone de l'abonné 
sert d'adresse de routage de son point d'attache au réseau global. Ce principe n'est pas 
applicable dans les réseaux mobiles, car les unités mobiles sont libres de se déplacer à 
travers le réseau. ce qui implique que leur point d'attache au réseau mobile change 
continuellement. Pour retrouver la localisation d'une unité mobile, on applique ce qu'on 
appelle une procédwe de  localisation^ qui produit à la sortie le numéro de la station de 
base de la cellule dans laquelle se trouve l'unité mobile [28]. 
2.5.1 Éléments de la problématique 
Dans les systèmes de communications mobiles, la position de chaque unité 
mobile en communication est préservée en spécifiant sa zone de localisation. Après 
l'opération de localisation, le numéro d'identification de la zone de localisation de 
l'unite mobile est transmis a travers tout le réseau. Aussitôt que l'unité quitte une zone 
de localisation, on enclenche la procédure de mise à jour de la position de l'unité. Cette 
procédure accède à la base de données distribuée à travers le réseau et comportant les 
informations sur la position de I'unité. À l'initiation d'un appel, cette information est 
retrouvée dans la base de données et le réseau déclenche une opération de télérecherche 
qui vise à retrouver l'unité, Durant cette opération, les stations de base installées dans la 
zone de localisation envoient, uns à une, des signaux afin de déterminer la station de 
base qui dessert la cellule abritant l'unité mobile. 
11 est évident que l'opération de télérecherche surcharge le réseau 
proportionnellement à la taille de la zone de localisation. C'est pourquoi. dans la 
deuxième génération des réseaux mobiles. chaque zone de localisation est composée 
d'un petit nombre de cellules. Cela ne cause aucun inconvénient tant que le nombre 
d'abonnés est restreint. Aussitôt que le nombre d'abonnés grandit considérablement, 
I'opération de mise à jour devient beaucoup trop importante à cause du nombre d'unités 
qu i  se déplacent dans le réseau. Les stratégies de planification de la configuration des 
zones de localisation sont donc très importantes pour les réseaux mobiles de troisième 
génération. 
La solution idéale consiste a trouver la configuration des zones de localisation 
qui tend a diminuer les deux surcharges du réseau : celle causée par la télérecherche et 
celle due à la mise à jour de la zone de localisation. Il faut en fait trouver un équilibre 
entre les zones de localisation de grande taille qui provoquent la surcharge du réseau en 
effectuant la télérecherche d'une unité, et les zones de localisation de petite taille qui 
causent la surcharge du réseau en effectuant les mises à jour lors du déplacement de 
I'unité mobile en communication entre les zones de localisation. 
On peut donc noter deux configurations extremes : 
Toute l'étendue du réseau mobile équivaut a une zone de localisation. 
Aussitôt que l'unité mobile est appelée. la recherche se déclenche à travers 
tout le réseau, tandis qu'il n'y a pas de mise à jour a effectuer lors de son 
déplacement. 
La zone de localisation est formée d'une cellule du réseau mobile. Il n'y a pas 
besoin de localiser une unité mobile lorsqu'il est appelé. car sa position est 
connue par la précision d'une zone de localisation (pour ce cas particulier. 
avec la précision de la cellule abritant I'unité). Dans ce cas' les mises à jour 
sont fréquentes, car le changement de cellule signifie en même temps le 
changement de zone de localisation. 
Les bases de données distribuées jouent le rôle de dépôts de données sur les 
abonnes du réseau mobile. On distribue les données afin de décharger Ie poids de chaque 
nœud et pour rapprocher les données aux abonnés dans le but d'accélérer les 
transactions. II existe donc un lien direct entre la configuration des zones de localisation 
et la structure des bases de données distribuées qui les desservent. 
On peut noter cinq modèles de planification de zones de localisation qui tiennent 
compte de I'optimisation du nombre de mises à jour par rapport aux cycles de 
télérecherche : 
1. Modelisation basée sur les algorithmes heuristiques : cette méthode vise à se 
rapprocher de la configuration optimale. 
2. Modélisation basée sur la topologie des zones géographiques et des 
autoroutes : les zones géographiques sont définies en fonction des critères 
géographiques (exemple : centre de la ville) et l'approche se base sur la 
distribution géographique de la population et sur les diplacements de la 
population à travers les autoroutes. 
3. Modélisation basée sur le chevauchement des frontières des zones de 
localisation : cette méthode permet de diminuer le nombre de mises à jour 
causées par le mouvement des unités proches de la frontière entre les zones. 
4. Modélisation basée sur I'heure de la journée : la configuration vise à faire 
concorder la mobilité des abonnés aus conditions de la route, variables dans le 
temps, avec la configuration des zones de localisation. qui devient alors 
dépendante de l'heure de la journée. 
5. Modélisation basée sur la classification des abonnés mobiles : cette méthode 
considère le comportement de mobilité des abonnés et iVise à regrouper les 
abonnés en fonction de leur mobilité. Ainsi, pour chaque groupe, l'on définit 
la configuration de zone de localisation. 
2.5.2 Planification selon une approche heuristique 
L'approche heuristique effectue la collecte des résultats de différents essais de 
configuration des zones de localisation du réseau mobile pour ensuite en retrouver une 
qui est proche de l'optimum. Le degré d'approximation de l'optimum dépend du nombre 
d'essais effectués. En général. une telle approche tend à minimiser les deux contraintes : 
le nombre de mises à jour et le nombre de télérecherches. Pour cela. il établit un nombre 
maximal de liaisons radios disponibles pour la transmission des messages de 
télérecherche. et cherche à minimiser le nombre de mises à jour en tenant compte de 
cette contrainte. 
Au début, toute l'étendue du réseau est divisée en zones de localisation de la 
taille d'une macro cellule. L'algorithme prélève le nombre de messages de télérecherche 
dans chaque cellule et le nombre de mises à jour lors du déplacement des unités mobiles 
à travers toutes les frontières séparant la cellule étudiée de ses cellules avoisinantes. À 
partir de ces informations, est dressée la liste des frontières disponibles qui sont 
caractérisées par les informations suivantes : le nombre de mises à jour que la frontière 
génère et le nombre de signaux de télérecherche qu'effectuent les cellules adjacentes sur 
cette frontière. À chaque étape, l'algorithme connecte deux cellules adjacentes dans une 
zone de localisation, en choisissant une frontière au hasard, et vérifie si le nombre des 
messages de télérecherche dans la zone de localisation résultante ne dépasse pas la 
capacité maximale des liaisons radios établies au préalable. Cet algorithme sàrrête 
lorsqu'aucune autre paire de zones de localisation ne peut plus être fisionnée ensemble. 
2.5.3 Planification basée sur les zones géographiques et la topologie des 
autoroutes 
La méthode basée sur la topologie des zones géographiques et des autoroutes 
vise à optimiser ta configuration en tenant compte de la distribution de la population et 
des conditions de déplacement des abonnes dans la zone urbaine. On peut définir les 
régions qui se caractérisent par les mOrnes conditions de trafic et de déplacement 
pendant certaines périodes de temps. Ces régions représentent le centre-ville, les zones 
urbaines autour du centre-ville, les zones suburbaines autour des zones urbaines, et les 
zones rurales. Les déplacements de la population entre ces zones s'effectuent sur les 
autoroutes qui relient les zones diffgrentes. On distingue deus approches différentes 
dans ce modèle de configuration : celle en anneau et celle en secteur. 
(i) Configuration en anneau 
Cette configuration permet d'éviter les mises à jour dues aux déplacements 
circulaires: mais ne permet pas d'éviter les mises à jour dues aus déplacements radiaux. 
De ce point de nie, la configuration en anneau ne peut pas être considérée comme 
optimale. En ce qui concerne les télérecherches, l'idée consiste à associer la 
configuration des zones de localisation à la densité de la population variant en fonction 
du temps de la journée. Durant les heures de bureau. la densité de la population au 
centre-ville augmente, ce qui confirme le choix de la zone de localisation du centre-ville 
de petite taille. Par contre' le soir, la population dans les zones urbaines et suburbaines 
croit, on doit donc prévoir une stratégie de télérecherche intelligente permettant de 
diminuer le nombre de messages diffusés pour éviter la surcharge du réseau. 
(ii) Configuration en secteurs 
Selon cette stratégie. le centre-ville est couvert par une zone de localisation en 
forme de cercle, alors que les zones urbaines et suburbaines sont divisées en secteurs. 
Cette configuration permet d'éviter la surcharge du réseau causée par les mises à jour 
lors du mouvement radial des abonnés, mais elle ne permet pas d'éviter les mises ajour 
causées par le mouvement circulaire. En ce qui concerne la surcharge du réseau 
occasionné par la télérecherche, la petite taille de la zone de localisation du centre-ville 
permet d'assurer un nombre peu élevé de diffusions du signal, alors que dans les zones 
urbaines et suburbaines, la densité de la population reste presque invariable durant 
différentes heures de la journée. 
2.5.4 Planification basée sur le chevauchement des frontières 
Cette méthode permet d'éviter la surcharge des canaux de communication causée 
par les mises à jour fréquentes lors du mouvement de va-et-vient des abonnés près de la 
frontière des zones de localisation (mouvement en zigzag). Cependant, le mouvement en 
zigzag n'est pas habituel pour les lieux urbains, qui sont plutôt caractérisés par les 
d6placenients des abonnés suivant les configurations des autoroutes qui les relient et !es 
mouvements en boucle : départs des zones résidentielles vers les centres comrnerciaus et 
retours vers Les résidences. Il est possible toutefois que les zones résidentielles et 
commerciales se trouvent proches des autoroutes qui les entourent. II devient alors 
profitable de couvrir Iss zones aux alentours des autoroutes avec 1s chevauchement sur 
les frontières. Pour celat on peut utiliser la configuration en forme d'anneau ou de 
secteurs. Ce modèle permet aussi de profiter de la réduction du nombre de mises à jour 
effectuées par les abonnés lors des mouvements circulaires dans le cas de la 
configuration en anneau ou des mouvements radiaux si la contiguration en secteurs a été 
choisie. 
2.5.5 Planification basée sur les zones temporelles 
En observant le comportement des abonnés mobiles, on peut définir les zones 
temporelles qui sont caract6risées chacune par des conditions spécifiques. Certaines sont 
marquées par la mobilité et le trafic faibles comme les heures de nuit, certaines autres 
par la mobilité élevée et le trafic faible comme les heures matinales, d'autres enfin par le 
trafic élevé et la mobilité faible comme les heures de la fin d'avant-midi. La 
planification des zones de localisation peut tenir compte de ces variations, soit en 
s'ajustant au trafic d'une façon dynamique, soit en utilisant les tables de trafic fixees 
d'avance. 
Par exemple. les intervalles de temps caractérisés par une mobilité élevée et le 
trafic faible permettent d'utiliser les zones de localisation de grande taille. Dans les 
iriten.alles de temps caractérisés par la mobilité ordinaire et le trafic élevé, le réseau peut 
changer Le scénario de la configuration en réduisant la taille des zones de localisation et 
en augmentant leur nombre. Cette dernière configuration risque de provoquer la 
croissance du nombre de mises à jour. Pour l'éviter, on peut appliquer la stratégie 
suivante : n'augmenter le nombre de zones de localisation que lorsque la phpart des 
abonnis mobiles retournent dans leur zone de localisation d'origine. par exempls la nuit. 
Cette stratégie équivaut à ce que, durant toute la journée, le centre de la ville avec ses 
zones urbaines forme une seule zone de iocalisation, alors que la nuit le réseau est divisé 
en multiples zones de localisation. 
2.5.6 Planification basée sur la nature de mobilité des abonnés 
Cette stratégie peut être subdivisée en deux scénarios : 
1.  l'abonné définit sa propre zone de localisation ; 
2. la planification se base sur le regroupement des abomis. 
Pour implanter la première stratégie, l'étendue géographique entière est divisée 
en plusieurs zones de localisation. À chaque abonneo on assigne un ensemble de zones 
de localisation selon ses préférences, ce qui forme ainsi son domaine d'accès rctilisé 
qrtoridiennerner~t (Daily Used Access Dornain). Les mises a jour sont effectuées 
seulement lorsque l'abonné sort de ce domaine, ce qui réduit considérablement 
l'encombrement des stations de base par les signaux de mise a jour. Cependant, tout 
changement dans les déplacements de l'abonne doit être signalé (déménagement. 
changement du lieu de travail, etc.). En ce qui concerne la télerecherche, on peut 
appliquer une des deus procédures suivantes : 
1. Ic réseau collecte les statistiques concernant les déplacements de l'abonné. Cette 
procédure exige des mécanismes complexes de sunreillance de chaque abonné 
par le réseau ; 
2. chaque abonné collecte les informations sur ses propres déplacements et les 
fournit au réseau. Cette procédure exige une bonne fiabilité des données fournies 
par Ies abonnés au réseau. 
Dans les deus cas. l'opérateur du réseau doit garantir la confidentialitk des 
informations collectées pour protéger la vie privée des abonnés. 
Pour implanter la stratégie basée sur ie regroupement des abonnés. le réseau doit 
définir les domaines d'accès utilisés quotidiennement pour les groupes d'abonnés 
mobiles. Pour ce faire. on peut utiliser la Théorie du transport, selon laquelle l'étendue 
géographique est divisée en zones suivant certains critères liés aux limitations physiques 
(rivières, forêts, autoroutes) ou aux limitations logiques (zones résidentielles, 
industrielles et commerciales). Le réseau estime le nombre de mouvements effectués par 
les abonnés entre diffërentes zones. Les abonnés sont groupés selon les critères 
suivants : 
1. degré de mobilité (ordinaire, élevée) ; 
2. emplacement de leurs résidences et lieux de travail. 
Ainsi, lors d'inscription. les opérateurs du résea iu mobile questionnent le 
abonnés sur leurs lieux de résidence, de travail et leurs habitudes de déplacement. En 
utilisant le modèle de Ia théorie du transport. les abonnés sont ensuite assembiés en 
groupes si une zone de localisation donnée est utilisés quotidiennement par la majorité 
d'entre eux. four  les abonnés avec mobilité élevée ou ceux qui ne peuvent pas être 
associés à aucun groupe. la zone de localisation couvre toute la surface de la ville. 
L'utilisation de ce modèle permet de réduire considérablement le nombre de 
mises à jour. Cependant. en ce qui concerne la télérecherche, pour éviter la surcharge du 
réseau au centre-ville pendant les heures de bureau: on doit employer des algorithmes de 
télérecherche intelligents. 
2.6 Localisation des unités mobiles 
Afin de supporter un nombre croissant d'abonnés. le réseau mobile doit gérer 
efficacement la bande restreinte de fréquences en utitisant I'architecture cellulaire. Les 
stations de base constituent les points d'accès au réseau ou NAP (Network Access Point) 
pour les unités mobiles. Aussitôt qu'une unité franchit la limite d'une cellule, son point 
d'accès au réseau change. Pour permettre aux unités cellulaires de se déplacer librement 
sur le territoire du réseau mobile, il faut prévoir un bon mécanisme de localisation de 
chaque unité. À l'arrivée d'un nouvel appel, le réseau doit être capable de déterminer la 
position d'une unité mobile en un temps acceptable sans encourir les coûts excessifs de 
communications et de calculs 1161. 
La recherche de la taille optimale d'une zone de  localisation permet de réduire 
les coûts de mise a jour de la position de l'unité mobile et de télérecherche de l'unité. 
Cependant. les unités mobiles dont le déplacement s'effectue a proximité des frontières 
des zones de  localisation peuvent engendrer des coûts excessifs a cause de leur 
mouvement entre les zones avoisinantes. De plus, la taille d'une zone de localisation 
dépend de la mobilité des unités mobiles! car les abonnés ont des caractéristiques de 
déplacement diffirentes. ce qui rend difficile la détermination de la taille optimale. 
Ainsi. i l  ne suffit pas de déterminer la taille et la configuration optimale, mais il faut 
aussi prévoir des schkmas de  mise à jour de la position des unitis qui permettent de 
minimiser l'utilisation des ressources. 
Trois schémas de mise a jour dynamique ont été proposés dans la littérature [1] : 
mise à jour basée sur le temps, mise à jour basée sur le mouvement et mise à jour basée 
sur la distance. Selon ces schémas, la mise à jour de  localisation de l'unité mobile est 
effectuée selon le temps passé, le nombre de mouvements effectués ou la distance 
parcourue depuis la dernière mise a jour. En effet, on présume que la position de l'unité 
est connue à tout moment. Chaque unité mobile rapporte sa position dans le réseau selon 
le schéma décrit plus loin. Le réseau enregistre et maintient les informations pour 
chaque abonné afin de les rendre disponibles en tout temps. 
La cellule centrale, pour une unité donnée, est une celhle dans laquelle se 
trouvait l'unitg Lors de la dernière mise a jour de sa position. Selon le schéma de mise a 
jour basée sur la distance parcourue. l'unité effectue une mise à jour une fois qu'elle 
franchit une certaine distance d a partir de sa cellule centrale. L'itendue géographique. 
incluant toutes les cellules a l'intérieur du rayon d autour de  la cellule centrale. s'appelle 
zone de résidence de l'unité. 
Pour déterminer si i'unité mobile se situe dans une celluk donnée, le réseau 
effectue les opérations suivantes : 
1. envoie le signal de télérecherche dans la cellule cible et attend à I'intirieur du 
dilai de garde ; 
2. si la réponse est reçue avant I'espiration du délai de  garde. l'unité est localisée 
dans la cellule de destination : 
3. si la réponse n'est pas reçue. l'unité ne se trouve pas dans la cellule de 
destination. 
Cette procédure s'appelle cycle de télérecherche. Le délai maximal de 
télérecherche rn est défini en nombre de cycles de télérecherche a effectuer avant de 
localiser une unité. À la réception d'un appel, le réseau divise la zone de résidence de 
l'unité en plusieurs régions et effectue la télérecherche de chaque région afin de localiser 
l'unité, tel que l'indique la Figure 2.3. 
Chaque région contient un ou plusieurs anneaux de cellules désignées par A,. ou 
l'indice j indique I'ordre dans lequel la région sera scrutée lors de la localisation de 
1-unité mobile. Pour une distance d le nombre d'anneaux composant la zone de 
résidence de l'unité est (d - 1). Si le nombre de cycles de télérecherche n'est pas limité. 
la zone de résidence peut être divisée en (d + 1) régions. Cependant, si le nombre de 
cycles de télirecherche est restreint par m! le nombre des régions ne peut pas dkpasser ce 
maximum. Le nombre de régions est donc égal à t = min(d t l_rn) .  
La zone de résidence est divisée conformément aux étapes suivantes : 
dcI 1 1.  Dgterminer le nombre d'anneaux de chaque région q = -i 1 !- 
2. Assigner q anneaux à chaque région. à l'exception de la dernière ; chaque 
région A, (1 < j 5 1 - 1) contient les anneaux r ,,,-,, à r,-, . 
3. Assigner les anneaux restants à la région .4,. 
Région A 
- - - . - - - --  -
Figure 2.3 Subdivision de la zone de résidence en régions 
Ce schéma est basé sur l'algorithme de la plus coru-te distance en premier ou 
SDF (Shortest Distance First), selon lequel les anneaux les plus proches du centre sont 
sondés en premier. Le processus de télérecherche s'arrête aussitôt que l'unité mobile est 
localisée. 
Pour minimiser les coûts de tékecherche, on doit sonder en premier les régions 
oii i l  est plus probable de trouver l'unité. On peut déterminer la distance optimale selon 
l'algorithme suivant : 
Déterminer la probabilité de distribution de la position de l'unité. a l'intérieur de 
la zone de résidence. en utilisant une chaîne de Markov ; 
Esprimer le coût total moyen en fonction de la distance. définir le délai de 
télérecherche maximal et déterminer la distance d optimale en utilisant un 
algorithme itirati f. 
Le modèle mathématique proposé dans [16] a permis d'évaluer la probabilité de 
localisation de l'unité mobile dans l'ensemble des celhdes constituant Ia zone de 
risidence », en tenant compte de la probabilité doarrivée des appels. Suite à cette 
estimation, le coût total moyen, incluant les coûts de mise à jour et de tilérecherche. a 
été exprimé en fonction de la taille de la zone de localisation d et du délai maximal de 
tilérecherche rn, exprimé en nombre de cycles de tilérecherche à effectuer pour 
retrowrer l'unité mobile. Un algorithme a été proposé afin de trouver la taille optimale 
de la zone de localisation. Les résultats de simulation ont permis de tirer les conclusions 
suivantes : 
1. Lorsque le coût de la mise à jour est relativement bas. il est avantageux 
d'effectuer la mise à jour plus fréquemment afin d'éviter à payer un prix de 
télérecherche assez élevé. Par contre, si le coût de mise a jour est élevé, le coût 
de télérecherche devient relativement bas, il est donc pIus profitable d'effectuer 
des mises a jour moins fréquemment. 
2. En augmentant le dilai de télérecherche, on peut rgduire sensiblement le coût 
total de  la gestion de localisation des unités mobiles. 
3 .  La taille optimale de la zone de localisation varie avec la variation du nombre de 
cj-clrs de tilérecherche. Ceci permet de conclure que si Ioalgorithme utilisé pour 
déterminer la taille optimale ne tient pas compte de la contrainte de délai. le 
résultat obtenu risque d'être inadéquat. 
Cette étude nous inspire dans la recherche d'une méthode de télérecherche 
permettant d'arnéliorer les performances du schéma de gestion de localisation des unités 
mobiles décrit dans ce chapitre. Le prochain chapitre passera en revue les stratggies de 
dépistage des abonnes mobiles' ce qui nous permettra de justifier nos choix et de nous 
situer clairement par rapport aux trois méthodes de mise à jour cités (temps, mouvement 
et distance). 
CHAPITRE 3 
STRATÉGIES DE DÉPISTAGE DES UNITÉS MOBILES 
Dans les systèmes de communications mobiles, les abonnés entament et 
reçoivent les appels a L'aide de liaisons sans fil. Les unités mobiles se déplacent dans les 
zones définies par le système et qui correspondent aux localisations géographiquement 
délimitées. Quand un abonné entame un appel, l'infrastructure du réseau mobile doit 
effectuer de nombreuses tâches, incluant l'autlientification de l'appelant, la recherche de 
I'appeIé et l'acheminement de l'appel à la station de base qui dessert la zone 
géographique de l'appelé. Quand l'abonné A appeIle l'abonné B. le problème de 
C 
localisation consiste à rechercher la position de B dans un délai raisonnable, afin 
d'initialiser l'appel entre A et B. C'est ce qu'on appelle le depisrage de l'abonné. Dans ce 
chapitre, nous énonçons dans un premier temps les principes du dépistage des abonnés. 
Par la suite, nous passons en revue les stratégies de mise à jour de la position de I'unité 
mobile dans le réseau. Puis, nous présentons les mécanismes d'établissement de 
communication dans les réseaux mobiles. Nous complétons le chapitre par une revue des 
schémas existants de gestion de localisation. 
3.1 f rincipes du dépistage 
Les schémas de gestion de localisation des usagers mobiles dans un réseau sans 
fi l  effectuent deus opérations principales : la mise h joirr de la position de l'unité mobile 
dans le réseau (update) et la réfiecher-clle de l'abonné mobile (paging). Les deux 
opérations permettent au réseau de suivre le deplacernent de l'usager afin de connaître sa 
position (approsimative) en tout temps. Ce suivi de déplacement par le réseau s'appelle 
1s dépistage (trac king) des abonnés. 
11 existe diffirentes stratégies de dépistage des abonnés mobiles dans un réseau 
sans fil. Elles sont divisées en deux groupes : les stratégies passives et les stratégies 
actives. Les stratégies passives combinent l'enregistrement de la position de l'abonné 
dans 1s réseau lors des mises à jour et la télkrecherche de l'abonne lors d ü n  appel 
compte tenu de sa dernière position enregistrée. Les stratégies actives essaient de prévoir 
le rnou\.ement de I'abomé rnobiie selon le patron de déplacement sauvegardé dans son 
profil d'usager. Les deux types de stratégie peuvent être subdivisés en deux groupes : les 
stratégies basées sur l'utilisation des serveurs personnels, et les stratégies indépendantes 
du seneur personnel et permettant aux usagers d'avoir le numéro unique à vie sans tenir 
compte du lieu de son enregistrement dans le réseau. 
Dans les systèmes utilisés actuellement. tels que GSM et [S-41. chaque abonné 
possède sa base de données personnelle HLR (Home Location Register) qui consrnre sa 
position actuelle dans son profil d'usager. Quand l'abonné A appelle l'abonné B' 
I'infrastructure du réseau mobile envoie une requête à la base de données personnelle 
(HRL) de I'abonné B afin de déterminer sa position et d'initialiser l'appel. 
L'inconvknient de ce système est la Ienteur du processus de consultation de la base de 
données éloignée. Pour pallier le grand dilai de recherche de l'abonné appelé, Ie réseau 
maintient un registre de position de visiteur VLR (Visitor Location Register) dans 
chaque zone. Les VLR conservent les copies de profils des abonnes qui se trouvent 
actuellement dans les zones extérieures à leur zone personnelle. La recherche d'un 
abonné dans ce schéma H L R N L R  consiste à vérifier d'abord les registres VLR avant de 
consulter le HLR pour localiser l'appelé. 
3.2 Stratégies de mise a jour 
Les stratégies de mise a jour de la position de l'unité mobiIe dans le réseau 
peuvent être subdivisées en stratégies statiques et stratégies dynamiques [j]. Les 
stratégies statiques sont celles selon lesquelles le réseau mobile décide à quel moment 
l'uniti mobile doit effectuer une mise à jour. Les stratégies dynamiques sont celles selon 
lesquelles l'usager décide du moment de la mise à jour. 
3.2.1 Exemples de stratégies statiques 
Parmi les stratégies statiques, on distingue : la mise à jour basée sur le concept 
des zones de localisation' la mise à jour basée sur le concept de zones de localisation 
chevauchantes, et la mise à jour basée sur le concept des cellules d'enregistrement. 
1. Mise à jour basée sur le concept des zones de localisation 
Selon cette stratégie, toutes les cellules du réseau sont combiriées en groupes 
disjoints, appelés zones de localisation. L'unité mobile effectue une mise a jour 
de sa position seulement lorsqu'elle franchit la frontière d'une zone de 
localisation. Ainsi, la recherche de l'usager s'effectue à l'intirieur de la dernière 
zone de 1ocaIisntion rapportée. 
2. Mise à jour basée sur le concept des zones de localisation chevauchantes 
Cette stratégie est semblable a la précédente, a l'exception que les cellules sont 
combinées dans des groupes non disjoints. Ceci permet d'éviter la surcharge du 
réseau lors des mises a jour effectuées pendant le mouvement proche des 
fronticitres des zones de LocaIisation. 
3. Mise à jour basee sur le concept des centres de notification (reporring cenrer) 
Selon cene stratégie, un sous-ensemble de celIuIes est désigné comme étant des 
centres de notification. L'usager rapporte sa position dans le réseau seulement 
s'il entre dans un des centres de notification. La recherche de t'usager s'effectue 
uniquement dans les cellules faisant partie di1 voisinage du centre de notification. 
Le voisinage du centre de notification est un ensemble de cellules situées autour 
du centre que l'usager peut parcourir sans passer par un autre centre de 
notification. 
Selon les trois stratégies statiques décrites, le réseau mobile décide à quel 
moment et à quel endroit les unités mobiles doivent effectuer une mise à jour. Par 
consequent. toutes les unités mobiles effectuent la mise à jour de leur position au même 
endroit. La première stratégie basée sur les zones de localisation est la plus simple 
stratégie de mise à jour statique. Cependant, lorsqu'une unité mobile se déplace à 
proximité de la frontière entre les zones de localisation. cette stratégie présente un 
inconvénient majeur, car l'unité mobile risque d'inonder le réseau de messages de mise 
à jour à chaque fois que la frontière entre les zones de localisation est franchie. La 
strategis basée sur les zones de localisation chevauchantes permet de remédier à ce 
problème. Selon cette stratégie. cependant. l'unit6 mobile peut appartenir en même 
temps à plusieurs zones de localisation, ce qui nécessite une stratégie efficace 
d'affectation de zones de localisation aux unités mobiles. La stratégie basée sur le 
concept de centres de notification est très semblable à la stratkgie basée sur les zones de 
localisation chevauchantes. On peut considérer la stratkgie basée sur les zones de 
localisation chevauchantes comme un cas particulier de la stratégie basée sur les centres 
de notification où les cellules constituant la frontière de la zone de localisation 
deviement des centres de notification. 
3.2.2 Exemples de stratégies dynamiques 
Parmi les stratégies dynamiques, on distingue : la mise à jour basée sur le temps 
écoulé depuis la dernière mise a jour, la mise à jour basée sur le nombre de mouvements 
effectués, et la mise à jour basée sur la distance parcourue. 
1. Mise à jour basée sur le temps écoulé depuis la dernière mise à jour 
Selon cette stratégie, l'unité mobile rapporte sa position seulement après 
l'écoulement d'un certain laps de temps T depuis sa dernière mise à jour. La 
recherche de l'usager s'effectue seulement dans l'ensemble de cellules que 
l'usager peut atteindre dans le temps T, à partir d u  lieu de sa dernière mise à jour. 
2. Mise a jour basée sur le nombre de mouvements effectués 
Selon cette stratégie. chaque usager mobile met à jour sa position dans le réseau 
seulement après avoir effectué un certain nombre de mouvements M entre les 
cellules. La recherche s'effectue dans l'ensemble des cellules que l'unit? mobile 
peut atteindre en M mouvements depuis sa dernière mise à jour. 
3. Mise à jour basie sur la distance parcourue 
Selon cette stratégie, I'uniti mobile effectue la mise à jour de sa position dans le 
réseau après avoir parcouru une certaine distance D depuis sa dernière mise à 
jour. La recherche de I'unité mobile s'effectue dans l'ensemble des cellules 
situées à la distance D du dernier centre de notification. 
Selon les trois stratégies dynamiques décrites précédemment, l'unité mobile doit 
décider elle-même où et quand effectuer une mise à jour de sa position dans le réseau. 
En conséquence, les différentes unités mobiles peuvent effectuer une mise à jour à des 
endroits différents du réseau. 
Le schéma de mise a jour basé sur le temps écoulé depuis la dernière mise à jour 
comporte deux désavantages majeurs : 
1. Selon ce schéma, l'unité mobile est forcée de rapporter sa position dans le 
réseau. même si l'usager n'a effectué aucun mouvement depuis sa dernière 
mise à jour. Ceci a pour effet de gaspiller inutilement les ressources du réseau. 
2. Compte tenu que la vitesse de déplacement de I'unité mobile peut varier dans 
le temps, iI  devient difficile de cerner l'ensemble des cellules qui peuvent être 
atteints en un laps de temps donné. Il faut alors un algorithme capable 
d'estimer l'étendue de cellules que I'unité mobile peut rejoindre en un 
intemalle de temps donné. ce qui a pour effet d'augmenter la complexité de la 
procédure de télérecherche. 
Le schéma de mise à jour basé sur le nombre de mouvements effectué peut aussi 
engendrer une surcharge inutile du réseau dans le cas d'un mouvement répétitif entre 
deux zones avoisinantes ou d'un mouvement circulaire. En réalité. I'unité mobile ne 
change pas sa position effective dans le réseau. car elle revient toujours à son point de 
départ. mais elle est « forcée » d'aviser le réseau de son déplacement, créant ainsi un 
gaspillage de ressources. 
Parmi tous les schémas dynamiques, le moins coûteux et le plus facile à gérer 
s'avère le schéma de mise à jour basé sur la distance parcourue. Selon ce schéma, I'unité 
mobile ne se rapporte qu'après avoir parcouru une certaine distance D depuis sa dernière 
mise à jour. Ainsi, si l'unité mobile, après avoir effectué des mouvements consécutifs, 
demeure à une distance inférieure à D, elle n'a pas besoin d'engager des ressources du 
réseau pour effectuer la mise a jour de sa position. En ce qui concerne la télérecherche, 
sachant qu'on est certain de retrouver l'unité mobiie dans une étendue de cellules de 
rayon D depuis sa dernière mise à jour. elle s'avère f a d e  a gérer. 
3.3 Mécanismes d'établissement de communications 
Il existe quatre types de mécanismes d'établissement d'une communication dans 
un réseau mobile : diffusion sélective, senices centraux, bases de données persomslles 
(home bases), et pointeurs d'avancement. 
Selon la méthode de diffusion ordinaire, le message est envoyé à toutes les 
cellules du réseau, ce qui engage beaucoup de ressources et stavSre trop coûteux en 
utilisation de fréquences radio. Par contre, si l'ordinateur est susceptible de se trouver 
dans un ensemble restreint de ceUules, la diffusion sélective dans cet ensemble peut être 
une mSthode acceptable. Ainsi' presque toutes les méthodes emploient la diffusion 
sélective pour obtenir l'adresse courante de l'unité mobile appelée quand on ne connaît 
que la position approsimative de l'unité recherchée dans le réseau. Par exemple, si l'on 
connaît l'adresse de la dernière cellule enregistrée, on peut effectuer une difhsion dans 
les cellules avoisinantes pour connaître l'emplacement exact de l'appelé. 
La méthode du service central permet de maintenir l'adresse de chaque abonné 
mobile dans une base de données logiquement centralisée (physiquement, cette base de 
données peut être distribuée à travers les serveurs du réseau mobile). Chaque fois que 
l'unité mobile change d'adresse, elle envoie un message pour mettre a jour la base de 
données. Si la base de données est considérée comme logiquement centralisée, les 
différentes techniques de réplication, de distribution et d'utilisation de l'antémémoire 
sont employées pour améliorer la disponibilité de l'information et le temps de réponse. 
La méthode de la base de données p e r s o ~ e I l e  st un cas particulier de la base de 
données centralisée distribuée, selon laquelle seulement un senreur contient 
I'information sur la position courante de l'ordinateur mobile dans Ir réseau. Ce serveur 
ports 1s nom de serveur personnel de l'abonné mobile. Cette méthode de distribution 
sans la réplication pose un problème de disponibilité de l'information, dans le cas où le 
serveur personnel d'un abonne mobile serait hors service au moment de l'appel. 
La méthode de pointeurs d'avancement permet de sauvegarder la nouvelle 
adresse de l'abonné mobile dans son emplacement précédent lors de chaque mouvement. 
Chaque message envoyé à cet abonné suit l'enchaînement des pointeurs pour avancer 
vers la nouvelle iocalisation de l'abonné mobile. Pour éviter un routage excessif en 
suivant les pointeurs d'avancement, le réseau doit de temps en temps effectuer la mise à 
jour de la position de l'abonné mobile. Cette méthode est la plus rapide, mais elle 
comporte une faiblesse majeure liée au trajet des pointeurs en  cas d'une défaillance dans 
un des nœuds de ce trajet. 
3.4 Revue des schémas de gestion de localisation 
Dans cette section, nous allons passer en revue les principaux schémas de gestion 
de localisation qu'on retrouve dans la littérature. Dans un premier temps, nous 
présenterons le schéma de base IS-41, puis le schéma de pointeurs d'avancement. Par la 
suite. nous expliquerons un schéma basé sur un systéme d'adressage VIP (Virtual 
internet Protocol) et un schéma hiérarchique. Nous compléterons cette revue par un 
sun.01 du schima HIPER qui est une amélioration du schéma hiérarchique, du schéma 
basé sur la notion d'ensemble de ~r~lvail  (rvorking set), et d'une série d'autres schémas 
de types prédictif ou adaptatif. 
3.4.1 Le schéma IS-41 
Ce schéma se base sur l'utilisation du serveur personnel de localisation HLS 
(Home Location Semer). Les abonnés mobiles sont associés intrinsèquement à une 
station de base et iis sont libres de se déplacer dans les zones desservies par d'autres 
stations de base. Lors de leur déplacement. les abonnés mobiles peuvent rester un certain 
temps dans les zones de localisation étrangères. Le serveur situ6 dans la zone de 
localisation personnelle de l'abonné mobile est mis à jour chaque fois que la position de 
f'abomé dans le réseau change. Chaque HLS est affecté à une rCgion géographique 
regroupant plusieurs cellules. La mise à jour de la position de l'abonné mobile s'effectue 
comme indiqué à la Figure 3.1 et intkgre les six étapes suivantes : 
1. Lorsque l'abonné mobile am quitte une zone de localisation pour une autre, il 
entre en communication avec la station de base Act-BS desservant sa cellule 
actuelle (flèche 1). 
2. La station de base avise son serveur de localisation Act-LS de la présence de 
l'abonné mobile (flèche 2). 
3 .  Le serveur de localisation retrouve l'information sur le serveur personnel de 
l'abonné HLS, dans sa base de données (flèche 3), et lui envoie les informations 
afin d'enregistrer la localisation actuelle de l'abonne (flèche 4). 
-- 
Figure 3.1 Mise à jour selon le schéma 1s-41 
4. Le serveur personnel recherche le profil de l'abonné dans sa base de donnees 
(flèche 5) et l'envoie au nouveau serveur de localisation (flèche 6). 
5 .  Le HLS s'occupe aussi d'aviser le senreur de localisation précédent Préc - L S  que 
l'abonné a quitté son temtoire pour qu'il efface les informations concernant 
l'abonné mobile de sa base de registres (flèches 9 et 10). 
6. Le nouveau serveur de localisation enregistre le profil de l'abonné mobile dans 
sa base de registres des visiteurs (flèche 7) et en avise la nouvelle station de base 
(flkche 8). 
La recherche selon le schéma IS-41 s'effectue comme indiqué a la Figure 3.2 et 
intégre les sis étapes suivantes : 
1. Lorsque l'abonné mobile am1 appelle un autre abonné mobile desr, i l  adresse 
une requête à la station de base qui dessert sa cellule actuelle Act - BS (flèche 1). 
2 .  La station de base envoie la requSte à son serveur de localisation Act-LS (flèche 
3. Le serveur de localisation retrouve l'information sur le serveur de localisation 
personnel de l'appelé Dest-HLS (flèche 3), et lui envoie la requête (flèche 4). 
4. Le serveur personnel de la destination consulte à son tour sa base de registres 
pour trouver la plus récente adresse enregistrée de l'abonné mobile appelé 
(flkche 5). Il contacte ensuite le serveur de localisation dans la région 
géographique actuelle de l'appelé Dest-LS (flèche 6) qui effectue la recherche de 
l'abonné mobile dans sa base de registre des visiteurs (flèche 7) et envoie 
l'information concernant la station de base la plus proche de l'abonné mobile 
appeIé a Dest-HLS (flèche 8). 
5 .  Le Desr HLS fait ~arvenir cette information au serveur de Iocalisation de 
I'appelant A c W  (flèche 9). 
Figure 3.2 Recherche selon le schéma IS-41 
6 .  Le serveur de localisation Act-LS avise la station de base actuelle de l'appelant 
Ac@ (flèche 1 O). 
Les inconvénients de ce schéma sont au nombre de dewc et s'énoncent comme 
suit : 
1. Le processus de recherche doit suivre un long chemin passant par le HLS, même si 
les deus abonnés mobiles (appelé et appelant) se trouvent dans la même région 
géographique mais qui n'est pas la région géographique personnelle de i'appelé (le 
schéma utilisant le VLR permet de remédier a ce problème) ; 
2. La mobilité accrue de l'abonné implique la surcharge des ressources de réseau. à 
cause de l'augmentation du nombre de mises a jour a effectuer dans les registres 
du serveur de localisation personnel. 
3-42 Schéma de pointeurs d'avancement 
Lors de son déplacement d'une région géographique à l'autre, l'abonné mobile 
laisse les pointeurs d'avancement menant à sa position actuelle. Ainsi, les mises à jour 
du serveur personnel de l'abonné mobile peuvent être moins fréquentes (après plusieurs 
changements de régions géographiques). Ainsi, la recherche de l'abonné mobile 
s'effectue comme indiqué a la Figure 3.3 et intègre les cinq étapes suivantes : 
1. L'abonné appelant envoie la demande à sa station de base aml-BS (flèche 1). 
2. La station de base contacte le semeur de Iocalisation de sa région aml-LS (flèche 2). 
3 .  Le seneur de localisation consulte sa base de données pour retrouver l'information 
sur Ie senreur de localisation personnel de l'appelé (flèche 3) et contacte le serveur de 
l'abonné mobile Desr-HLS afin de retrouver sa position la plus récemment 
enregistrée (fliche 4). 
Figure 3.3 Schéma de pointeurs d'avancement 
4. En recevant cette information, le serveur de localisation Desr-HLS consulte sa base 
de registres (flèche 5 )  et envoie l'information sur la dernière position enregistrée de 
l'appelé au serveur de localisation de l'appelant (flèche 6). 
5. Suite à cette information, le serveur de localisation de l'appelant peut atteindre 
l'abonné mobile appelé grâce à la série de pointeurs d'avancement menant à sa 
position actuelle (flèches 7 à X i  1) en établissant le lien direct entre l'abonné appelant 
et l'abonné appelé (flèche X+2). 
Ce schéma comporte deux limitations majeures : 
1. Effet de poursuite qui se produit lorsque l'avancement de l'abonné mobile appelé est 
plus rapide que le processus de recherche ; 
2. Si I'abomé mobile appelé se déplace à la limite de la frontière de deux régions 
giographiques, des ressources considérables doivent être allouCes à la mise à jour des 
pointeurs d'avancement. ce qui peut provoquer la detérioration du système et affecter 
lourdement le processus de recherche. 
3.4.3 Schéma basé sur un système d'adressage VIF 
Selon le schéma basé sur un système d'adressage VIP (Virtual Intemet Protocol), 
a chaque usager mobile est associée une paire d'adresses <VN, PN>. L'adresse virtuelle 
est indiquée par VN, elle reste inchangée durant les mouvements de l'usager. L'adresse 
PN est acquise pendant son mouvement dans le réseau. Lorsque les deux valeurs sont 
identiques, l'unité mobile se trouve dans sa région personnelle et il est facile de la 
Iocaliser. Lorsque les deux sont différentes, le message est envoyk d'abord à l'adresse 
VN et de là. il est dirigé vers la destination. 
Pour effectuer la mise a jour de la position de l'unité mobile. celle-ci, après avoir 
reçu l'adresse de transit PN, envoie à son réseau personnel un message de confirmation 
contenant les deux adresses VN et P N  En passant par les passerelles de support de 
mobilité MSG (Mobile Support Gateway), l'information de conversion d'adresse est 
conservée dans la mémoire cache des passerelles. 
Pour effectuer la recherche de l'unité mobile, au moment de l'appel, l'appelant 
\vérifie si sa mémoire cache contient I'information de conversion pour l'unité mobile 
appelée. Dans le cas d'une réponse positive, I'appdant envoie les données directement à 
l'appelé. Si cette information n'est pas disponible, l'appelant envoie les données au 
réseau personnel de ['appelé selon son adresse VIP. En cours d'acheminement de 
l'information, si une des passereIles intermédiaires contient l'information de conversion 
d'adresse de l'appelé, le message est directement acheminé selon I'adresse de transit. 
Cependant? si lginfomation d'attachement n'est pas disponible, le paquet est simplement 
détruit, ce qui constitue une faiblesse de la méthode de recherche. 
3.1.4 Schéma hiérarchique 
Le schéma hiérarchique se base sur le modèle du service central. Chaque base de 
données située à l'extrémité de la hiérarchie (sur une feuille) dessert une seule région et 
conserve les profils d'usagers situés dans cette région. Les bases de données des niveaux 
supérieurs conservent les pointeurs vers les niveaux inférieurs. La base de données 
située à la racine de la hiérarchie conserve les pointeurs sers les profils de tous les 
usagers du réseau. Dans la pratique, la base de données a la racine peut être distribuée 
entre plusieurs serveurs, ce qui évite de garder les profils de tous les usagers sur un seul 
seneur. Ce choix de conception permet d'impfanter le principe du numéro unique à vie. 
L'algorithme de recherche du schéma hiérarchique intègre les deux étapes 
suivantes : 
1. Quand l'usager am1 appelle l'usager am?, la recherche commence dans les niveaux 
inférieurs de la hiérarchie (BD-I) et monte aux niveaux supirieurs (BD-2) tant 
que l'usager am2 n'est pas retrouvé. 
2. La requête est ensuite propagée du plus haut niveau contenant le pointeur vers le 
profil de l'usager am2 (BD-2) au plus bas niveau contenant son profil (BD-3). Le 
profil de l'usager am2 est appelé le profil actif. 
La Figure 3.4 illustre le fonctionnement de cet algorithme en traitant le cas d'un modèle 
à deux niveaux hiérarchiques. 
En ce qui a trait à la mise à jour. lorsque l'usager se déplace de la région 1 vers la 
région 2, la région 1 envoie le profil d'usager à la région 2 et efface sa propre copie. Les 
autres niveaux hiérarchiques de la base de données mettent à jour les pointeurs afin de 
s'ajuster à la nouvelle position de l'usager. Dans la pratique, le nombre de bases de 
domees à mettre à jour est petit grâce à la mobilité restreinte de l'usager. Une 
amélioration à ce schéma a été proposée dans [10] qui consiste à effectuer une 
réplication sélective du profil de l'usager dans des bases de données additionnelles. 
Figure 3.4 Recherche selon le schéma hiérarchique 
3.1.5 Schéma HIPER 
Considiré comme une amélioration du schéma hiérarchique précédemment 
décrit, le schéma HIPER est basé sur la réplication des profils hiérarchiques 
(Hisrarchical Profil E Replication) [?O]. Comme dans le schéma hiérarchique. i 1 utilise 
le modèle du service central et une hiérarchie de bases de données dont les plus bas 
niveaux contiennent des profils d'utilisateurs et les niveaux supérieurs contiennent les 
pointeurs vers les niveaux inférieurs. De plus, pour diminuer le temps de recherche, les 
profils d'utilisateurs sont répliqués de façon silective dans d'autres bases de données du 
même niveau. Ce schéma de réplication permet de réduire le temps de recherche dans les 
bases de données du réseau et diminuer le coût de mise à jour et de stockage de 
l'information. Le profil d'usager est répliqué dans certaines bases de données 
additionnelles si et seulement si le coût de réplication est infirieur au coût de la mise à 
jour de sa position causée par sa mobilité. Lors du déplacement de l'unité mobile, les 
bases de données de tous les niveaux de la hiérarchie qui sont affectées par son 
déplacement doivent être mises à jour pour maintenir intègres les informations de sa 
position. 
Pour décider si le profil d'usager doit être répliqué dans une base de données, on 
tient compte du coût de communications dans le réseaü. On évalue le coût de 
communication de réplication par rapport au coût de communication engagé pour les 
opérations de mise à jour en calculant le ratio du nombre d'appels par rapport à la 
mobilité (calVmobility ratio). 
L'avantage d'utilisation de ce schéma consiste en la possibilité d'utiliser un seul 
numéro à vie. Le pris à payer est l'augmentation de l'espace do stockage pour la 
réplication des profils et l'augmentation du trafic du réseau causée par la mise a jour de 
localisation des unités mobiles dans plusieurs bases de données hiérarchiques. 
3.4.6 Schéma basé sur la notion d'ensemble de travail 
Un autre schéma de gestion de localisation utilise le concept d'ensemble de 
irnvnil (wor-king set) de chaque usager [36] .  L'ensemble d e  travail d'un usager est un 
ensembIe d'utilisateurs avec lesquels l'usager communique le plus souvent. Ce schéma 
permet de déterminer, parmi les interlocuteurs de I'usager faisant partie de son ensemble 
de travail, ceux qui doivent avoir en tout temps les informations à jour concernant sa  
localisation dans le réseau (le coût de la mise à jour est inférieur au coût de la recherche) 
et ceus qui doivent effectuer la recherche chaque fois qu'ils veulent communiquer avec 
l'usager. Chaque unité mobile prélève des statistiques et effectue la gestion dynamique 
de son ensemble de travail. Lorsque l'un des interlocuteurs diminue la fréquence de 
communication avec I'usager, l'unité mobile de l'usager lui envoie un message pour 
signaler que sa position ne sera plus mise à jour automatiquement. Malgré la charge 
supplémentaire du réseau causée par l'envoi du message d'invalidation, les avantages de 
ce schéma par rapport au routage triangulaire (toujours passer par la recherche) ou a la 
mise à jour statique (toujours envoyer la mise à jour) ont été démontrés dans [36] 
indépendamment du ratio de réception d'appels par rapport à la mobilité des unités 
mobiles. 
3.4.7 Schéma de gestion de localisation adaptable 
Selon ce schéma. le comportement de mobilité de l'usager dans le passé est pris 
en  compte pour prédire ses comportements hturs [38]. En effet, le schCma utilise le fait 
que l'usager fréquente certaines régions plus souvent que les autres et que certaines 
régions sont visitées plus souvent par certains usagers plutôt que par d'autres. Un tel 
schéma utilise les attributs des autres schémas : HLR, tables des pointeurs d'avancement, 
VLR et le concept d'ensemble des régions les plus fréquemment visitées MFVR (Most 
Frequently Visited Regions). 
L'algorithme de recherche intègre les cinq étapes suivantes : 
1.  L'unité mobile appelant contacte le seneur de localisation de sa région via sa station 
de base. 
2. Le semeur de localisation vérifie d'abord sa base de VLR (Visitor Location Register) 
pour savoir si l'unité mobile appelée ne se trouve pas dans sa zone. Si I'unité appelée 
est enregistrée dans le VLR, elle est localisée et la recherche s'arrête. 
3. Dans le cas d'une réponse négative, le serveur de localisation contacte HLS de l'unité 
appelée pour c o ~ a i t r e  l'adresse de sa dernière position enregistrée. Cette adresse est 
comparée avec les valeurs enregistrées dans l'ensemble de MFVR. Si cette valeur fait 
partie d'une des régions MFVR de l'usager, toute cette région est vérifiée pour trouver 
l'usager appelé. 
4. Si cette l'adresse enregistrée ne se trouve dans aucune des régions de I'ensemble 
MFVR. toutes les régions MFVR sont consultées simultanément. On utilise les 
pointeurs d'avancement qui peuvent mener à l'emplacement de l'unité mobile 
recherchée. 
5. Si l'unité mobile appelée ne se trouve dans aucune région de l'ensemble MFVR, on 
contacts la dernikre region enregistrée dans HLR et on suit les pointeurs 
d'avancement comme indiqué à la Figure 3.5. 
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La mise à jour s'effectue dans les intervalles de temps fixes. On peut utiliser des 
schémas de mise a jour basés par exemple sur la distance parcourue ou sur le nombre de 
mouvements effectués pour être le plus efficace possible. 
La principale limitation de ce schéma réside dans le fait qu'il peut entraîner la 
gestion de gros volumes d'information et exige de conserver tout l'historique de l'usager, 
ce qui consomme beaucoup de temps et d'espace mémoire. 
3.4.8 Schéma prédictif de gestion de localisation 
Le schéma prédictif proposé dans [28] utilise les algorithmes de prédiction des 
mou\.rments de l'unité mobile. Ces algorithmes essaient de prédire les futurs 
diplacements de l'unité mobile en fonction des patrons de ses mouvements précédents. 
Ainsi, les services sont assignés à la nouvelle localisation de l'usager avant son 
déplacement et l'usager peut les recevoir immédiatement sans subir une détérioration de 
la qualité de services. Les algorithmes MMP (Mobile Motion Prediction) se basent sur 
un certain degré de régularité des mouvements de l'usager. Les mouvements d'un usager 
sont tantôt réguliers tantôt chaotiques, mais la majorité des usagers suivent un certain 
patron de déplacement régulier (journalier. hebdomadaire, etc.). 
Les algorithmes MMP réalisent la détection des patrons réguliers RDP 
(Regularity-Patron Detection) et la prédiction de mouvement MPA (Motion Prediction 
Algorithm). L'algorithme RDP est utilisé pour détecter les modèles d'itinéraire IP 
(Itinerary Pattern) de  l'usager. Ces modèles sont ensuite enregistrés dans la base de 
modèles d'itinéraire IPB (Itinerary Pattern Base). L'algorithme MPA utilise les 
informations de IPB et les informations de probabilité de mouvements aléatoires pour 
prédire le prochain déplacement de l'unité mobile. 
On propose deux algorithmes de base dans RPD : le mouvement circulaire MC 
(Movemen t Circle) et le mouvement progressif MT (Movement Track). L'aigorithme 
M C  se base sur le modèle du circuit fermé et il est utilisé pour la prévision du 
comportement de l'usager a long terme. Le mouvement qui prévoit le retour de l'usager 
a son point de départ est circulaire du point de vue topologique. L'algorithme MT est 
utilisé pour les prédictions routinières. Pour évaluer la similitude d'un mouvement par 
rapport à un patron, on utilise trois schémas : 
Similitude d'états (state-matching) : indique le degré de similitude ,u entre 
deux séquences d'états de la même longueur ; 
Similitude de vélocite (velocity-matching) : indique le degré de similitude 
temporelle r ]  entre les deux séquences d'états de la même longueur ; 
Similitude de fréquence (frequency-matching) : indique le degré de similitude 
de fréquence 4 entre les deux séquences d'états de la même longueur. 
Indépendamment des déplacements antérieurs de l'usager, on peut dire que son 
patron de déplacement est composé de mouvements réguliers et de mouvements 
aléatoires. Les algorithmes de détection de régularité détectent et produisent les patrons 
de déplacement MC et MT. qu'ils sauvegardent dans le IPB de l'usager. Les 
mouvements aléatoires sont aussi enregistrés pour l'analyse de probabilitk. 
L'algorithme de prédiction de mouvement prédit l'état de déplacement de 
l'usager et compare son pronostic avec l'état du déplacement réel. Si la prédiction 
s'avère exacte. la suite du modèle d'itinéraire IP, enregistrée dans le IPB de l'usager. est 
fournie à la sortie pour la prévision du mouvement ultérieur. Sinon, le mécanisme MPA 
est initialisé afin de générer les prédictions de mouvement. Le mécanisme recherche 
dans IPB le modèle d'itinéraire le plus proche du mouvement réel de l'abonné ou 
sélectionne I'état le plus probable en utilisant un processus Markovien. 
Pour rechercher Le modèle d'itinéraire le plus proche du mouvement réel. on 
utilise les trois méthodes de comparaison décrites auparavant : similitude d'états p ,  
similitude de vélocité q et similitude de fréquence # .  L'algorithme ressemble à un 
arbre de décision et fonctionne comme un filtre pour trouver la prédiction de 
mouvement la plus proche du mouvement réel. Il intègre les trois étapes suivantes : 
1. On applique la méthode de comparaison basée sur la similitude dëtats. Si 
l'algorithme trouve un seul et unique modèle de déplacement correspondant à 
l'itinéraire de l'unité mobile, ce modèle est retenu pour prédire les futurs 
déplacements de l'unité. 
2 .  S'il existe plus d'un modèle correspondant, l'algorithme applique les 
comparaisons consécutives, basées sur la similitude de vélocité et sur la 
similitude de fréquences. 
3. Si, par contre, aucun modèle ne correspond au déplacement de l'unit6 mobile, 
I'algorithme effectue uns prédiction basée sur le mouvement aléatoire en tenant 
compte de certaines contraintes géographiques. Ainsi, pour prédire le prochain 
mouvement, on utilise le processus Markovien qui consiste en des mouvements 
aléatoires dans les huit directions possibles (nord, sud, est, ouest, nord-est. nord- 
ouest, sud-est et sud-ouest) ayant la même probabilité. Pour prédire le prochain 
mouvement de l'abonné mobile. le système peut également tenir compte des 
contraintes géographiques connues à priori telles que l'emplacement 
d'autoroutes, de ponts et de murs. Le schéma de prédiction de mouvements est 
ilIustré a la Figure 3.6. 
3.4.9 Schéma basé sur la topologie 
Selon le schéma basé sur la topologie des cellules [3]. les cellules sont organisées 
en un graphe orienté où chaque cellule représente un nœud. Un arc entre deux nœuds 
existe si et seulement si les deux cellules correspondantes ont une frontière commune. À 
chaque moment, on associe à un usager un ensemble de cellules dans lesquelles il peut 
se trouver. Lorsque la zone de localisation de l'usager change, il envoie un message pour 
mettre a jour sa nouvelle position dans le réseau. Ainsi, sa position approximative est 







Prédiction Similitude de Prédiction du 
Meilleur ,u + 
Similitude de Prédiction du 
Prédiction 
iMeilleur p + 7 + Prédiction du 
Prédiction 
Prédiction 
Figure 3.6 Schéma de prédiction de mouvements 
La zone de 1ocaIisation est définie de façon unique en fonction des trois facteurs 
suivants : 
1 . la cellule actuelle ou se trouve l'usager en ce moment ; 
2. la cellule où l'usager se trouvait antérieurement ; 
3. la zone de localisation à laquelle appartient la cellule précédente de l'usager. 
Selon cette définition, les stratégies suivantes peuvent être considérées comme 
stratigies basées sur la topologie : stratégie de la zone de localisation. stratégies des 
zones de localisation chevauchantes, stratégies de centres de notification, stratégies 
basées sur la distance parcourue. Par contre- les stratégies suivantes ne sont pas des 
stratégies basées sur la topologie : stratégies basées sur le temps écoule, stratégies basées 
sur le nombre de mouvements effectués entre les cellules. 
Le modèle mathématique utilisé pour mesurer les pet-formances de différentes 
stratégies considère deux topologies : ligne infinie (infinire line) et toile infinie (injinite 
mesh). Dans la topologie ligne infinie' pour chaque cellule i, il existe deus cellules 
avoisinantes i-1 et i+l. Ainsi, l'unité mobile peut se déplacer dans une des deux cellules 
avoisinantes ou rester dans la cellule actuelle. Dans le cas d'un graphe toile infinie, 
chaque cellule (y) est entourée de cellules (i k 1 j k 1) (i k 1 j) et ( i ,  j k 1 Ainsi. 
l'unité mobile peut rester dans la cellule actuelle ou se déplacer dans une des huit 
cellules avoisinantes. 
Pour faciliter l'analyse, on formule les quatre hypothèses suivantes : 
1. Le temps est discret. 
2. Le mouvement de chaque unité mobile est indépendant des autres unités mobiles. 
3. Pour chaque unité, le modèle de déplacement est uniformément distribué comme 
suit : pour le graphe linéaire, la probabilité de mouvement dans la cellule i-1 est p, la 
probabilité de mouvement dans la cellule i+l est q. la probabilité de demeurer dans 
la cellule actuelle est 1-p-q. Dans le cas d'un graphe de mobilité en toile. l'unité 
mobile se déplace dans une des huit cellules avoisinantes conformément à la règle 
suivante : dans la direction de chaque axe, l'unité mobile se déplace suivant le 
graphe de mobilité linéaire avec les probabilités p, et fi pour l'aue X' p, et q, pour 
l'axe Y; les mouvements suivant l'axe X et Y sont indépendants. 
4. On considére que les mises a jour et les tétérecherches sont effectuées au début de 
chaque tranche de temps. Le déplacement s'effectue après toutes les opérations de 
mise a jour et de télérecherche associées à une cellule donnée. Tous les mouvements 
sont complétés à la fin de la tranche de temps. 
Un modèle mathématique a été d'abord appliqué aux deux stratégies basées sur 
la topologie (stratégie de zones de localisation et stratégie de cellules d'enregistrement) 
afin d-estimer le coût total de la gestion de localisation des unités mobiles. Les mêmes 
estimations sont ensuite appliquées a la stratégie basée sur le temps écoulé, qui ne fait 
pas partie des stratégies basées sur la topologie. Les résultats sont comparés entre les 
trois types de stratégies de gestion de mobilité. Dans le cas du graphe en ligne infinie, la 
stratégie des zones de localisation s'avère plus avantageuse que la stratégie basée sur le 
temps, si l'unité mobile a une mobilité basse @ + g diminue). La stratégie basée sur les 
cellules d'enregistrement s'avère plus avantageuse que la stratégie basée sur Ie temps 
lorsque les déplacements des unités mobiles sont aléatoires, c'est à dire que Ip - q l  est 
petit. 
En ce qui concerne la stratégie basée sur les zones de localisation. lorsque p = q 
(le mouvement est très aléatoire, le déplacement dans les deux directions a ta même 
probabilité), elle a un avantage par rapport à la stratégie basée sur les centres de 
notification. Par contre, lorsque p # q (le mouvement dans une des directions est 
« pivilégié »). c'est la stratégie basée sur les zones de localisation qui démontre un 
avantage considérable. 
Dans le cas du graphe en toile infinie, la comparaison montre une fois de plus 
que la stratégie basée sur les zones de localisation est plus avantageuse que la stratégie 
basée sur le temps, lorsque les unités mobiles ont une mobilité basse. Entre la stratégie 
basée sur les centres de notification et celle basée sur le temps, encore une fois la 
stratégie basée sur le temps s'avère plus avantageuse lorsque l'unité mobile (( choisit » 
une direction et son mouvement n'est pas aléatoire. Dans le cas contraire. la stratégie 
basée sur les centres de notification s'avère plus avantageuse. 
De même, lorsqu'on compare les stratégies basées sur les zones de localisation et 
les centres de notification, si le mouvement de l'unité mobile est de tendance aikatoire 
(P,=q.r et p,.=q,.), la stratégie basée sur les centres de notification s'avère plus 
avantageuse. Si par contre, l'unité mobile « privilégie )) une des directions, la stratégie 
basée sur les zones de localisation s'avère plus avantageuse. 
CHAPITRFd 4 
MODÈLE DE DÉPISTAGE SOUS CONTRAINTE DE DÉLAI 
Ce chapitre propose un modèle de gestion de la mobilité des unit& dans les 
systèmes celIuIaires sujets à une contrainte de délai. Dans un premier temps. nous 
analysons le schéma de gestion de mobilité des unités sous contrainte de délai présenté 
par Ho et Akyildiz [16]. Par la suite. nous exposons l'algorithme que nous proposons 
pour le calcul des probabilités selon des équations exactes et approsimatives. Puis, nous 
analysons les courbes de coût total pour différentes méthodes de regroupement des 
cellules dans les régions de télérecherche. Pour terminer, nous proposons un nouvel 
algorithme pour la gestion de la mobilité que nous comparons avec les algorithmes 
esistants. 
1.1 Description du modèle proposé par Ho et Akyildiz 
Ho et Akyildiz [16] ont présenté un schçma de gestion de localisation des unités 
mobiles basé sur la distance parcourue, en association avec un schéma de télérecherche 
qui garantit un délai de recherche maximal fixé d'avance. Ils ont considéré deux 
modèles de mobilité des unités : modèle unidimensionnel (ID) et modèle 
bidimensionnel (2D). Dans le modèle unidimensionnel, l'espace géographique du réseau 
est divisé en cellules de même taille, chacune possédant deux cellules avoisinantes. Dans 
le modèle bidimensionnel. l'espace est divisé en cellules hexagonales de même taille, 
chacune possédant six cellules avoisinantes. La Figure 4.1 illustre les deux modèles. 
(a) Modèle bidimensionnel (b) Modèle unidimensionnel 
Figure 4.1 Modèles de mobilité des abonnés 
Chaque cellule du réseau est entourée d'un anneau de cellules. Si on considère la 
cellule O comme centrale, les cellules portant le numéro 1 forment le premier anneau. les 
cellules portant le numéro 2 forment le deuxième anneau, ..., les cellules portant le 
numéro i forment I'ième anneau autour de la cellule O. La distance de chaque cellule a 
partir de la cellule O se calcule en termes de nombre d'anneaux qui la séparent de la 
cellule 0. Le nombre de cellules g(d) qui se trouvent à la distance au plus d d'une cellule 
se définit comme suit : 
2d + 1, d = 0, 1, 2, ... pour le modèle 1 D 
g(4 = 
3d(d +1)+1, d =O,  1,2 ,... pour le modèle 2D 
t a  mobilité des abonnés correspond au modèle de déplacement aléatoire discret 
qui peut être décrit comme suit : 
À chaque instant donné t ,  l'abonné se déplace dans une des cellules avoisinantes 
avec la probabilité q ou reste dans la cellule courante avec la probabilité 1 - q ; 
Si l'abonné décide de se déplacer dans la cellule avoisinante, la probabilité qu'il 
se déplace dans chacune des cellules avoisinantes est égale à !4 pour le schéma 
unidimensionnel (Figure 4.2 a) et pour le schéma bidimensionnel (Figure 4.2 
(a) Modèle bidimensionnel (b) Modèle unidimensionnel 
Figure 4.2 Probabilités de déplacement d'une unité mobile 
Les appels entrants peuvent arriver à chaque instant donné t avec la probabilité c. 
Chaque unité mobile rapporte sa position dans le réseau selon un schéma qui sera décrit 
plus loin. Le réseau enregistre e t  maintient les informations pour chaque abonné afin de 
les rendre disponibles en tout temps. 
( i )  Modèle unidimensionnel 
On utilise une chaîne Markovienne pour représenter la mobilité de l'unité et 
l'arrivée des appels. tel qu'illustré à la Figure 4.3. Soit d la distance de mise à jour. Un 
état de la chaîne Markovieme i (i 2 0) est défini en fonction de la distance de la position 
actuelle de l'unité par rapport à sa cellule centrale : l'unité se trouve dans l'état i s'il 
réside à I'intérieur de I'anneau r,. Les variables a,.,-1 et b,,., représentent les probabilités 
que la distance entre l'unité et la cellule du centre augmente ou diminue respectivement. 
Figure 4.3 Modèle Markovien de mobilité des unités et d'arrivée des appels 
Les transitions entre les états représentent les déplacements de l'unité hors de sa 
cellule courante. La transition d'un état quelconque vers l'état O représente l'arrivée d'un 
appel ou la mise à jour de localisation par l'unité après avoir franchi la distance d. À 
l'amvée d'un appel, Ie réseau détermine la position de l'unité en effectuant la 
télérecherche, ce qui rétablit !e centre dans la cellule abritant l'unité recherchée. 
Également. selon le schéma de mise a jour utilisé, le centre est rétabli dans la cellule 
courante de l'unité lorsqu'elle parcourt la distance d depuis la dernière mise a jour. Les 
probabilités de transition de la chains de Markov se calculent comme suit : 
En supposant que pl,,  (0 < i < d) représente la probabilité de l'état i pour la 
distance maximale d, pour 0 5 i 5 d , les équations d'équilibre d'états du modèle 
Markovien s'écrivent comme suit : 
Les équations d'équilibre présentées dans (4.4) permettent d'obtenir des résultats 
exacts de calcul de probabilités d'états dans le cas de modèles unidimensionnel et 
bidimensionnel. 
En utilisant une chaîne de Markov pour le modèle unidimensionnel, Ho et 
Akyildiz [16] ont obtenu les résultats suivants : 
RI R, - R: 
PJ.J = KI K 2 R l  + K , R , + K , R ,  + 2 R , R ,  - 2 ~ :  
pour d > 2 
(ii) Modèle bidimensionnel 
Pour obtenir une forme analytique fermée semblable à celle du modèle 
unidimensionnel, Ho et Uyildiz [16] ont utilisé les probabilités approximatives de 
transition d'états qui, dans le cas du modèle bidimensiomel~ s'expriment comme suit : 
En suivant les mêmes étapes que dans le cas du modèle unidimensionnel, ils ont 
obtenu pour 2 < i < d : 
- ~ , a '  -ZR,a+ R PO.J - R d - ,  Pd.', 3 3 ( ~ :  - R, R3 ) 
- R , u  - RI 
P1.d Rd-[ ~ d . d  7 RI  - R, R, 
où e,, el et R, sont définis comme dans le modèle unidimensionnel (voir équations (4.10) 
et (4 1 1)) .  Les autres coefficients sont définis comme suit : 
Cofits de mise à jour et de télérecherche 
On suppose que les coûts associés à la mise à jour et à la télérecherche sont U et 
Ckspectivernent. Étant donné le seuil d, l'expression C,(4 représente le coût moyen de 
la mise à jour de localisation, qui peut être exprimCe comme suit : 
Le coût moyen de télérecherche dépend de deux paramètres : le seuil d et le délai 
maximal m. Pour un délai maximal égal à un cycle de tilérecherche il peut être exprime 
comme suit : 
où c désigne la probabilité d'arrivée des appels et g(d) le nombre de cellules situées à la 
distance d de la cellule centrale. 
Quand le délai maximal de télérecherche est supérieur à 1, la zone est divisée en 
régions constituées d'un ou de plusieurs anneaux de cellules, désignés par A,. L'indice j 
indique l'ordre dans lequel la région sera scrutée lors de la localisation de l'unité mobile. 
Étant donné le nombre de cycles de télérecherche rn et le seuil d, le nombre de régions 
est égal à Z = min(d -t 1,m) . La probabilité que l'unité mobile se trouve à l'intérieur de 
l'anneau r, est égale à la probabilité de I'état i, prd. Ainsi' la probabilité que I'unité 
mobile se trouve dans la région A, s'exprime comme suit : 
Le nombre de cellules de la région A, est N(A,). Selon la mithode de 
télérecherche proposée, le réseau commence à scruter les anneaux à partir du centre. 
Ainsi, le nombre de cellules interrogées avant la localisation de l'unité mobile est : 
ce qui permet d'exprimer le coût de télérecherche comme suit : 
Ainsi le coût total de la mise à jour et de la télérecherche est : 
C, (d: ni) = Cu ( d )  + C,, (d ,  nt) 
\ 
4.2 Algorithme de calcul des probabilités d'état 
Pour calculer les probabilités de chaque anneau dans le cas du modèle 
unidimensionnel, nous proposons d'utiliser des équations analytiques fermées et des 
méthodes récursives dérivant des équations d'équilibre de la chaîne de Markov (4.4). 
Pour le modèle unidimensionnel. les deux méthodes donnent des résultats identiques. 
Pour le modele bidimensionnel, les équations analytiques fermées permettent d'obtenir 
des résultats approximatifs, alors que les méthodes récursives dérivant des Çquations 
(4.4) permettent d'obtenir des résultats exacts. 
Pour obtenir les probabilités exactes de tous les états p,,d selon les équations 
d'équilibre (4.4): nous posons la probabiiité de l'état non normalisée p;, égale à 1.  Cet 
état sen à calculer de façon récursive les autres états non normalisés p:, dans l'ordre 
inverse pour O 5 i c d - 1. Une fois les pl, obtenus, nous divisons chacun d'entre eux 
d 
par la somme p:, pour normaliser et obtenir les probabilités p,, . 
r=O 
Si nous voulons utiliser les formules analytiques fermées pour calculer les 
probabilités approximatives p,, , il faut procéder par des régularisations et les 
asymptotes. Des résultats de simulations ont montré que, pour les valeurs de d assez 
grandes (d >> 1), le problème de calcul de p,.d est instable, Le.. a une croissance finie de 
C 
l'argument peut correspondre une variation infiniment grande de la fonction due aux 
erreurs de calculs et au niveau de précision garanti par l'ordinateur. Ces irrégularités 
sont présentées au Tableau 4.1. 
Tableau 1.1 Erreurs de calcul de pid provoquées par des irrégularités 
pour d = 20, c = 9%, q = 50A 
1 Total 1 98.0617%1 
Cela peut conduire, entre autres, à l'apparition des singularités du type « 1/0 ,, 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
lorsque la diffërence des nombres se trouve au dénominateur dYune fraction ou à 
l'indétermination du type (< 0/0 » quand ces différences sont calculées au numérateur et 
au dénominateur d'une fraction. Des erreurs de calcul significatives peuvent aussi être 
provoquées par le débordement de l'espace mémoire occupé par des résultats à la suite 
desquels les valeurs obtenues deviennent aléatoires (fluctuations) et ne peuvent pas être 
prises en compte lors de calculs subséquents ou de l'interprétation. 
Pour obtenir de bons résultats, il faut utiliser les méthodes appropriées de 
régularisation. Dans le cadre de ce mémoire, nous avons utilisé les techniques 
suivantes : 
1. Réduction des multiplicateurs communs dans le numérateur et dénominateur 
pour éliminer les singularités du type 1/0 et les indéterminations du Npe 0/0. 
Remplacement dans les expressions du type des équations (4.9) et (4.13) des 
valeurs du type , et S, par des polynômes de la forme 
avec la réduction et le groupement des termes semblables. 
Remplacement des valeurs du type et Si (i. j >> 1) par leurs expressions 
asymptotiques du type 
En utilisant l'équation (4.2 1) ainsi que l'expression suivante : 
nous pouvons écrire pour i 2 O : 
OU E = e ,  l e ,  
En particulier. pour i = 1 ,  2. 3 et d - 1 ,  nous obtenons les expressions suivantes : 
En utilisant les équations (4.27) à (4.29), il  est facile d'obtenir l'expression suivante : 
ce qui implique que 
- - -  - - - -  
et par la suite 
Nous introduisons maintenant les notations suivantes : 
En utilisant les équations (4.13), (4.14) et (4.30) ainsi que les notations des 
équations (4.33) à (4.39)* nous pouvons obtenir pour calculer p,,d les expressions finales 
suivantes : 
pd,, = KI tY /(K, BI + K3 B2 + K4 B3 + 3 W )  
pl.J = (S,& -S l - jA ,  )pdad / I V  = e ; - 2 ( x l A 7  - - - e , - ' ~ , - ; ~ , ) p ~ . ~  / K  
pour i =  2. 3 ...., d - 1 .  
Les expressions obtenues ci-haut servent de base à l'algorithme de calcul de p,d- 
Pour calculer la valeur p,.d (+O, 1, .. ., d) pour les valeun de d assez grandes 
(d >>> 1 ) .  nous utilisons les expressions asymptotiques suivantes : 
(4.45) 
(4.46) 






5 )  à (4.52), nous pouvons transformer les En utilisant les expressions (4.4, 
expressions (4.43) et (4.44) comme suit : 
ptz  I ~ ~ " A , ~ , , / F Y ,  3 1 i S d - 1  
Les formules analytiques fermées donnent des erreurs de calcul de probabilités 
pi.d pouvant atteindre 60% par rapport aux données exactes et fausser l'interprétation 
pour toutes les valeurs de c et de q. ce qui est illustré à la Figure 4.4. 
Pour des valeurs de c << q, L'erreur est plus importante ce qui est illustré à la 
Figure 4.4 (a). Elle diminue lorsque c croit, comme illustré à la Figure 4.4 (b) et (c). 
L'erreur de calcul du coût total peut atteindre 42% par rapport au calcul exact. 
4.3 Analyse de la courbe de coût total 
La fonction de coût total Crest définie sur un ensemble A- quelconque des 
nombres entiers positifs ou nuls. Elle permet de calculer le coût total de mise à jour et de 
télérecherche des unités mobiles dans un réseau sans fil. La fonction Cra  comme 
paramètres c. q l  C: Li et r, où r est un vecteur qui caractérise la méthode de 
regroupement de cellules en régions de télérecherche. Chaque composant de ce vecteur 
est défini par le nombre d'anneaux appartenant à la région de télerecherche 
correspondante. Cette fonction est bornée inférieurement car le coût ne peut être une 
valeur négative, C ,  2 O .  Une des méthodes de regroupement de cellules en régions de 
telérecherche consiste à affecter un seul anneau a chaque région de télirecherche. Dans 
ce cas. le nombre de cycles de télérecherche est égal à d + 1 (cas illimité). 
0 1 2 3 4 5 6 7 8 9 1 0  
i 
Légende: +Calcul exact 4 Calcul approximatif 
- LA---- ---- -- - - -- 
Légende: -)t Calcul exact 4 Calcul approximatif 
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Ldgende: *Calcul exact 4 Calcul approximatif 
Figure 4.4 Distribution de probabilités selon le calcul exact et approximatif 
Les coûts associés à cette méthode de regroupement de cellules sont les plus 
faibles, mais le temps de recherche est le plus élevé. 
La Figure 4.5 présente les résultats de simulation effectués dans le but d'étudier 
le comportement de la courbe de coût total pour cette méthode de regroupement. Nous 
remarquons que cette courbe peut avoir trois configurations différentes. À la Figure 
4.5(a). la courbe atteint son minimum au point de départ, puis elle croît et atteint une 
vaIeur stable dans la limite de précision garantie par l'ordinateur. La Figure 4.5 (b) 
illustre le deuxième tlpe de comportement de la courbe qui décroît jusqu'à son 
minimum. ensuite elle croît et atteint une valeur stable. La Figure 4.5 (c) illustre le 
troisième type de comportement de la courbe qui décroît pour atteindre son minimum' 
puis reste inchangée. 
Ainsi, la recherche d'un minimum pour ce modèle de regroupement ne pose pas 
de problème. Cependant, ce modèle de regroupement des cellules n-est pas réaliste car il 
présuppose un délai de recherche illimité. 
Une autre méthode de regroupement de cellules dans les régions de télérecherche 
consiste à former une seule région contenant tous les anneaux de la zone de localisation. 
Dans ce cas, la recherche de l'unité mobile s'effectue en un seut cycle de télérecherche, 
m =  1. 
Le coût total associé à cette méthode sera le plus élevk, mais le temps de 
recherche le plus court : un seul cycle de télérecherche. La courbe de coût total illustrée 
à la Figure 4.6 contient un seul minimum. 
-- 
2D, c = 5%, q = S%, U = I O ,  V = 10, m = 3 
v u - V U  
n n n n n  ----- - - -- 
1 \ Min global 
Figure 1.5 Courbes de coût total pour le cas illimité 
Dans certains cas, elle descend graduellement vers son minimum et remonte 
graduellement après; dans d'autres cas. elle a son minimum au point de départ et croit 
graduellement par la suite. 
Y 
Figure 4.6 Courbes de coût total pour m = 1 
Ho et Akyildiz El61 ont proposé une autre méthode décrite dans le chapitre 2 
pour regrouper les cellules en régions de tderecherche. La Figure 4.7 illustre le 
comportement de la courbe de coût total obtenue à l'aide de cette méthode de 
regroupement. 
On peut constater le comportement en échelle et non monotone de cette courbe, 
ce qui est illustré sur la Figure 4.7 (a). Ce type de comportement est occasionné par la 
méthode de regroupement de cellules en régions de télérecherche. Dans les rares cas. la 
courbe de coût total de cette méthode de regroupement peut approcher la valeur 
optimale, alors que dans la majorité des cas elle s'éloigne de l'optimum, ce qui provoque 
une forte augmentation du coût total. Ce comportement engendre aussi l'existence de 
plusieurs minima locaus très prononcés et rend difficile la recherche d'un minimum 
global. d'autant plus que la disposition des minima locaus et du minimum global peut 
C 
varier. Dans certains cas, le minimum global peut être précédé d'un ou de plusieurs 
minima locaux, ce qui est illustré à la Figure 3.7 (b). Dans d'autres, le minimum global 
peut être suivi d'un ou de plusieurs minima locau'c, ce qui est illustré à la Figure 4.7 (c) 
La recherche d'un minimum global de cette courbe nécessite l'utilisation de 
méthodes compliquées d'optimisation tels que le recuit simulé (simzilared annealing) ou 
une recherche exhaustive [16]. Les résultats de simulation ont démontré que, pour toute 
valeur des paramétres c, q. U et I /  et pour chaque & i l  existe un regroupement optimal 
qui permet de minimiser les coûts de gestion des unités mobiles dans un réseau 
cellulaire. La méthode de regroupement est présentée a la section suivante. 
4.4 Algorithme de gestion de mobilité proposé 
Dans cette section, nous proposons, en premier lieu, la formulation du problème 
d'optimisation. Par la suite. nous décrivons l'algorithme proposé pour optimiser les 
coûts de gestion de la mobilité des unités dans un rliseau cellulaire. 
-- --  - .. -- 
ID, c = 5%, q = 5%, U = 1000, V = 10, m = 3 
 inl local Minglobal 
Figure 1.7 Courbes de tout total, méthode de Ho et Akyildiz 
4.4.1 Énoncé du problème 
Si nous fixons les paramétres c, q. U et C.' de la fonction. nous obtenons te 
probléme sui~vant :
minCr(ci) pal- choixde d€!V (4 .55)  
Ce problème a été traité par Ho et Akyildiz [16] où ils ont fixé a priori la 
méthode de regroupement de cellules en régions de télérecherche. Les résultats de 
simulation ont montré que la méthode de regroupement de cellules dans les régions de 
télérecherche utilisée par ces chercheurs ne s'avère pas optimale. Kous proposons ici 
une formulation plus appropriée du problème d'optimisation de la fonction de coût 
comme suit : 
Pour chaque itération de la recherche de d optimal. nous effectuons un cycle interieur de 
recherche du regroupement optimal. Le but est de créer un algorithme efficace qui assure 
la convergence monotone vers le cas du délai illimité. Ainsi, la recherche de la distance 
optimale d est reliée à la recherche de regroupement optimal des cellules dans les 
régions de télérecherche. Pour chaque d il existe un regroupement optimal permettant de 
minimiser les coûts associés a la gestion de mobilité. La recherche du regroupement 
optimal pour chaque d~ hr permet d'obtenir une fonction de coût n'ayant qu'un seul 
minimum et d'éviter le problème d'existence de minima locaux rencontrés par Ho et 
Akyildiz. 
L'algorithme proposé se base sur la recherche d'un regroupement optimal 
permettant d'atteindre un minimum global pour chaque d et nr donnés. Ainsi. le 
problème de minimisation de la fonction de coût selon la nouvelle formulation se 
transforme en un problème de minimisation de la fonction Cr selon deux paramètres : le 
scalaire c i  et le vecteur r. 
I l  est évident que le cas du délai illimité correspond aus coûts de gestion de 
mobilité les plus faibles. Dans la réalité. certains contraintes de delai doivent être 
imposées. [I s'agit donc de trouver un algorithme efficace qui doit assurer la 
cowergence monotone de la fonction de coût vers le cas illimiti lorsque le délai de 
télérecherche augmente. Les simulations numériques effectuées démontrent que 
I'algorithme proposé dans ce travail répond à cette condition. 
4.4.2 Description de l'algorithme proposé 
L'algorithme proposé est composé de deus cycles. Le cycle extérieur recherche 
le ci optimal auquel correspond le coût total minimal. Pour chaque itération du cycle 
extérieur i'algorithme effectue une optimisation sur l'ensemble des vecteurs r s R .  
Comme la fonction de coût total est définie sur l'ensemble des nombres entiers naturels, 
ce problème ne peut être solutionné à l'aide des méthodes de gradient. La méthode la 
plus appropriée dans ce cas s'avère la sélection. II est donc important de limiter le 
nombre d'itérations du cycle intérieur. Une des méthodes de réduction du nombre 
d'iterations consiste à choisir seulement des combinaisons appropriees de regroupement 
de cellules en régions de télérecherche. 
Grâce aux résultats numériques obtenus suite aux simulations effectuées. nous 
avons sélectionné une quantité limitée de combinaisons appropriiss de regroupements. 
L'id& proposée consiste à effectuer la sélection parmi les différenrs regroupements sur 
les 5 dernières colonnes du vecteur r, considérant que les composants précédents n'ont 
pas d'impact sur la recherche de l'optimum. Pour un délai mavimal de télérecherche m 
supérieur à 5 ,  les premiers regroupements incluent un anneau à la fois. Par exemple. 
pour un dClai de télérecherche m = 7 cycles e t  pour d = 20. le vecteur initial a la forme 
suivante : 
O 1 2 3 
.Ainsi. les 6 premières régions de tilérecherc :he sont constituées 4 d'un anneau chacune. les 
anneaux 6 à 20 constituent le dernier regroupement. L'algorithme obtient l'optimum en 
modifiant la configuration des 5 dernières régions de tdérecherche e t  en laissant les 
deus premières inchangées. Ainsi, le vecteur r peut prendre des formes suivantes : 
Le vecteur initial et toutes ses variantes peuvent être obtenus grâce à la 











Ensuite. cette matrice est transformée pour obtenir la matrice suivants : 
Cette matrice sert de base pour tester des regroupements différents. Un programme 
spécial est conçu pour générer la matrice. La matrice résultante s'enregistre dans un 
fichier que I'atgorithrne utilise pour trouver l'optimum. Pour des valeurs de délai rn 
inférieur à 5 ,  le programme génère des matrices appropriées. La tailIe de la matrice à 4 
colonnes est d'environs 1800 lignes, ce qui inclut les matrices allant de la base 2 jusqu'a 
la base 13. Les autres matrices à 3, 2 et 1 colonne ont des tailles de 455, 91 et 13 lignes 
respectivement. Lors de la recherche de l'optimum, on fixe le délai maximal de 
télérecherche m. Dans certains cas, le d optimal peut être inférieur à ce délai. Pour cela, a 
c haqus itération. une matrice appropriée peut être appelée pour calculer le regroupement 
optimal. 
La réduction du nombre d'itérations dans le cas de deus modèles peut être 
obtenue grâce à l'application de la méthode de division de I 'intet-vde [Jj] dont voici les 
principales étapes : 
Étape 1. Rechercher la distance optimale pour le cas illimité d*'. 
Étape 2. Si la distance optimale d* est telle que O 5 d* < nz - 1. cette distance est la 
distance optimale recherchée, 
sinon. 
(i)  on effectue la division de l'intervalle [m - 1, d*] pour trouver deux 
points situés a peu près au milieu di et 4; 
(ii) on évalue la valeur de la fonction de coût total en ces deux points: 
(iii) si C T ( d i )  < C7jd2), alors on applique le même algorithme sur l'intervalle 
[m-1, dl]; 
sinon' on l'applique sur lointervalle [ch. d*]. 
' Lorsque la fonction de coût total du cas illimité atteint son minimum a l'intervalle de la partie 
stable, nous prenons pour dl la valeur minimale de d dans cet intervalle. 
Ainsi, la recherche de la distance optimale pour Cm s'effectue en quelques 
itérations en commençant à partir de d*. Une telle modification réduit le problème 
d'optimisation à quelques itérations du cycle extérieur et diminue considérabtement le 
nombre d'itérations du cycle interieur. 
La Figure 4.8 illustre le comportement de la courbe de coût total obtenue suite à 
l'application de cette méthode en comparaison avec d'autres méthodes dicrites ci-haut. 
Les esemples prgsentés précédemment montrent que la courbe de coût total dans notre 
cas contient un seul minimum. Elle décroît graduellement vers son minimum pour 
croître par la suite. 
20, c = 5%, q =5%, U = 1000, V =  I O ,  m = 3  
Légende + lllim ite ++ Ho et Akyildiz + Alg. propose 
-- 
Figure 4.8 Courbes de coût total p o u r  m = 3 
Lorsque la courbe atteint son minimum au point de depart. etle croit 
eraduellement par la suite. Les courbes de coût total ont été créées pour les valeurs 
C 
t)piquss de paramètres c. q.  V et m. La comparaison de ces courbes montre que la 
courbe de coût total obtenue suite à l'application de la méthode de regroupement 
proposée se trouve plus proche de la courbe du cas illimité tout en assurant un coût 
sensibIement moindre que la courbe obtenue suite à l'application de la méthode de Ho et 
Akyi ldiz. 
Les résultats des simulations effectuées ont montré que : 
1 .  l'optimisation du vecteur dans chaque itération permet d'obtenir une fonction de 
coût qui descend graduellement vers son minimum ; 
2. après l'atteinte du minimum. la croissance de la fonction est moins rapide. mais plus 
proche de la fonction de coût total du cas illimité ; 
3. à chaque délai m, l'algorithme peut garantir le coût optimal car la descente est 
graduelle sans minima locaux ; 
4. l'algorithme garantit la solution du problème de minimisation en un temps 
raisonnable de calculs de la valeur de la fonction. 
CHAPITRE 5 
MISE EN CEUVRE ET ANALYSE DES RÉSULTATS 
Dans le but d'évaluer la performance et l'efficacité des algorithmes proposés 
dans ce mémoire. nous avons soumis notre implantation à une série de tests. Dans un 
premier temps, nous procédons a la mise en œuvre de notre algorithme sur des exemples 
concrets afin d'illustrer son fonctionnement. Puis, nous présentons les résultats 
numériques des simulations effectuées pour les deux modèles de mobilité : modèle 
unidimensionnel et modèle bidimensionnel. Par la suite, nous comparons I'algorithme 
proposé avec l'algorithme développé par Ho et Akyildiz [16]. Nous terminons le 
chapitre par une synthèse des résultats. 
5.1 Mise en œuvre de I'algorithme 
La section suivante illustre le fonctionnement de l'algorithme proposé pour les 
modèles unidimensionnel et bidimensionnel. Suite aux plusieurs tests effectués avec des 
paramètres différents, nous avons choisi des esemples qui permettent d'illustrer le 
fonctionnement de l'algorithme d'optimisation où  les paramètre choisis représentent les 
cas les plus compliqués » en terme de nombre d'itération des cycles extérieurs et 
intérieurs. 
S. 1.1 Modèle unidimensionnel 
Posons c = 3%, q = 5%. Lr = 1000 et C' = 10. Les valeurs de rn prises pour les 
esemples qui suivent sont 3. 5 et 7. Pour le cas illimiti. la distance optimale du* = 3 1 est 
trouvée après 33 évaluations de la fonction Cr(dU*). La valeur de la fonction a ce  point 
est Ci(d:,*) =0.780 . Ces données sont valides pour les valeurs de rn étudiées. 
(i) m = 3 
La fonction Cm est évaluée au point A* = 3 i et est égale à l 3 6 I  
On divise l'intervalle [2.3 11 en deux pour trouver deus points du milieu dl = 16 et 
& =  17 
On évalue la fonction Cm aux deux points : 
Comme Cm(&) > Cro(d~), on divise l'intervalle [2,16] en deus pour trouver deus 
points du  milieu di = 9 et = 10 
On évalue la fonction Cm aux deux points : 
Comme Cm(d2) > CA(~I), on divise l'intervalle [2,9] en deux pour trouver deux 
points du milieu di = 5 et 4 = 6 
On évalue la fonction Cm aux deux points : 
Comme Cm(&) < Cm(d),  on divise l'intervalle [6.9] en deux pour trouver deux 
points d u  milieu dl = 7 et 4 = 8 
Aprks I'evaluation de la fonction Cio(di) = 1.1279 . nous obtenons le minimum de la 
fonction dans Le point d* = 6 : 
Cm(d*)=l.llZJ 
Les résultats sont trouvés après 8 cycles intérieurs de 91 itérations chacun. 
(ii) rn = 5 
La fonction C7n est évaluée au point ci,* = 3 1 et est égale à 0.8796 
On divise l'intervalle [4,3 11 en deux pour trouver deux points du milieu dl = 17 et 
& =  18 
On évalue la fonction Cm aux deux points : 
Comme Cm(d2) > Cm(d). on divise l'intervalle [J,17] en deux pour trouver deux 
points du milieu dl = 10 et 4 = 11 
On évalue la fonction Cm aux deux  oints : 
Comme Cm(dr) > Cm(di), on divise I'intervalle [4,10] en deux pour trouver deux 
points du milieu dl = 7 et d2 = 8 
On évaIue 1a fonction Cm aux deux points : 
Comme Cm(d2) z Cm(r(i). on divise l'intervalle [8,10] en deux pour trouver le seul 
point du milieu d = 9 
On évalue la fonction CA à ce point : 
Le minimum de la fonction Cm(d*) = 0.82 1 1 est trouvé au point d* = 8 
Les résultats sont trouvés après 8 cycles intérieurs de 1800 itérations chacun. 
(iii) m = 7 
La fonction Cm est évaluée au point du* = 3 1 et est égale à 0.7922 
On divise l'intervalle [6,3 11 en deux pour trouver deux points du milieu dl = 18 et 
& =  19 
On évalue la fonction Cm aux deux points : 
Comme Cm(d2) > Cm(d), on divise l'intervalle [6,18] en deux pour trouver deux 
points du milieu dl  = 12 et d2 = 13 
On évalue la fonction Cm aux deux points : 
Comme Cm(d2) > Cm(di), on divise l'intervalle [6_12] en deux pour trouver drux 
points du milieu dl  = 9 et d2 = 10 
On évalue la fonction C m  aux drux points : 
Comme Cm(d2) z Cm(di), on divise l'inten-alle [IO, 121 en deux pour trouver le seul 
point du milieu d = 1 1 
On évalue la fonction C m  à ce point : 
Le minimum de la fonction Cm(d*) =0.7854 est trouvé au point d* = 10 
Les résultats sont trouvés après 8 cycles intérieurs de 1800 itérations chacun. 
5.1.2 Modèle bidimensionnel 
Posons maintenant c = 0.5%. q = 10%. Ci = 1000 et V = 10. Les valeurs de rn 
prises pour ces exemples sont 3 et 5 .  Pour le cas illimité. la distance optimale dl.* = 8 est 
trouvée aprés 10 evaluations de la fonction Cr(dll*). La valeur de la fonction à ce point 
est Cr(ciu*) = 3.3791 . Ces données sont valides pour les valeurs de nr étudiées. 
(i) m = 3 
La fonction Cm est évaluée au point du* = 8 et est égale à 4.5067 
On divise I'intervalle [2,8] en deus pour trouver deux points du milieu dl = 5 et 
& = 6  
On évalue la fonction Cm aux deux points : 
Comme Cm(d2) c Cm(di), nous divisons l'intervalle [6,8] en deux pour trouver un 
seul point du milieu d =  7, auquel nous évaluons la fonction Cm : 
C70(&) = 4.2383 
Le minimum de la fonction Cm(d+) = 4.126 1 est trouvé au point ci* = 6 
Les résultats sont trouvés après 4 cycles intérieurs de 91 itérations chacun. 
(ii) m = 5 
r La fonction Cio est évaluée dans le point du* = 8 et est égale à 3.753 1 
r On divise l'intervalle [4'8] en deux pour trouver deux points du milieu dl = 6 et 
4 = 7  
On évalue la fonction Ci0 aux deux points : 
r Le minimum de la fonction Cm(d*) = 3.6428 est trouvé au point d* = 7 
r Les résuitats sont trouvés aprés 3 cycles intérieurs de 1800 itérations chacun. 
Tout compte fait. ces exemples montrent que l'algorithme proposé permet de 
résoudre le problème de recherche de la distance optimale d* en calculant les valeurs de 
la fonction de coût pour un ensemble de points relativement petit. 
5.2 Résultats numériques 
En premier lieu, nous présentons des résultats numkriques pour les deux modèles 
unidimensionnel et bidimensionnel en utilisant des paramitres typiques. Pour le modèle 
bidimensionnel, nous avons utilisé les probabilités obtenues à l'aide des méthodes 
exactes décrites au chapitre 4. La Figure 5.1 montre le coût total moyen pour le modèle 
unidimensionnel lorsque la probabilité d e  reception d'appels c varie de 0.1% à 10%; la 
probabiliti de mouvement q est fixée à 5%_ le coût de mise à jour U à 100 et le coût de 
telérecherche V a 1. La Figure 5.2 montre les résultats de coût pour le modèle 
bidimensionnel. 
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Figure 5.1 Coût total moyen en fonction de la probabilité de réception d'appels 
pour le modèle unidimensionnel 
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Figure 5.2 Coût total moyen en fonction de la probabilité de réception d'appels 
pour le modèle bidimensionnel 
On peut remarquer que le coût total moyen croit lorsque la probabilité de 
réception d'appels c augmente. Par contre, le coût total décroît lorsque le délai de 
télérecherche maximal m augmente. II est aussi important de constater que, pour toutes 
les valeurs de probabilité de riception d'appels c de O. 1% à 10%. le dClai maximal m = 7 
cycles de télérecherche fournit des résultats identiques ou très proches des résultats du 
delai illimité pour les deux modèles. Cela signifie que le délai maximal rn = 7 cycles est 
suffisant pour obtenir le coût total minimum ou très proche du minimum. 
La Figure 5.3 iilustre le comportement du coût total selon le modèle 
unidimensionnel. La probabilité de mouvement q varie de 0.1% jusqu'à 50%. La 
probabilité de réception d'appels c est fixée à IO%, les coûts de mise à jour et de 
télérecherche sont 100 et 1 respectivement. Nous présentons des résultats pour m = 1, 2,  
3. 5 et 7. On peut constater que I'augrnentation du délai maximal de telérecherche 
jusqu'à 7 cycles donne des résultats très proches du coût total optimal obtenu dans le cas 
illimité. La Figure 5.4 illustre les mêmes résultats pour le modèle bidimensionnel. Nous 
pouvons remarquer que lorsque m = 7, comme pour le cas unidimensionnel, le coût total 
est très proche du coût total optimal obtenu dans le cas illimité. Cependant, le délai 
maximal 5 donne déjà des résultats très proches de l'optimal pour 1% 5 q 15%. Dans 
les deux cas, nous constatons que le coût total moyen croît avec l'augmentation de Ia 
probabilité de mouvement q. Le coi3 le plus élevé est atteint lorsque le délai maximal est 
de 1 cycle de télérecherche. Le coût diminue rapidement lorsque le délai maximal de 
télérecherche augmente. 
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Le Tableau 5.1 présente les valeurs de distance optimale et de coût total 
associées au modèle unidimensionnel lorsque le coût de télérecherche I,,*est fisé a 10 et 
le coût de mise a jour U varie de 1 à 1000. Les taus de réception d'appel c et de 
mouvement q sont fises respectivement à 1% et 5%. 
Tableau 5.1 Distance optimale et coût total du modèle unidimensionnel 
Les résultats présentés confirment que le coût total et la distance op 
augmentent lorsque 1s coût de mise a jour augmente. Ainsi. lorsque le coût de I 







de payer le coût de tklérecherche excédentaires. Lorsque le coût de tdirecherche est bas 
comparativement au coût de mise à jour. il devient plus rentable d'sffectuer les mises à 
jour moins friquemment. 
Le Tableau 5.2 présente les résultats similaires du modèle bidimensionnel. 
Tableau 5.2 Distance optimale et coût total pour le modèle unidimensionnel 
Comme le montrent les résultats des tableaux 5.1 et 5.2, dan! 
paramètres sélectionnés, le délai maximal de télérecherche m = 7 cycles dl 
5 la plage des 
e télérecherche 
du modèle unidimensionnel offre des coûts très proches des coûts optimaux du cas 
illimité. Avec une légère détérioration de résultats. nous pouvons arriter notre choix sur 
le délai maximal de 5 cycles. La différence entre le coût optimal et le coût proche de 
l'optimum pour m = 7 ne dépasse pas 5.5%, tandis que pour m = 5 elle ne dépasse pas 
19% pour ce modèle. Le délai maximal di: 9 cycles de télerecherche permet d'obtenir 
des résultats encore plus proches de l'optimum mais la diff6rence des coûts entre m = 7 
et nl = 9 ne justifie pas cette augmentation du délai. En ce qui concerne le modèle 
bidimensionnel. le délai ma~imal  rn = 7 cycles de télérecherche donne des résultats 
comparables au cas illimité. Le délai rn = 5 cycles de télérecherche offre aussi de très 
bonnes performances. La ditirioration ne dépasse pas 7.8% dans le pire des cas. 
5.3 Comparaison avec l'algorithme de Ho et Akq'ildiz 
Le Tableau 5.3 illustre les résultats obtenus a l'aide de l'algorithme de Ho et 
Akyildiz El61 en comparaison avec ceus obtenus à l'aide de l'algorithme proposé pour 
des \.aleurs de rn égales à 2 et 3 cycles de télérecherche pour le modéle unidimensionnel. 
On peut constater les différences de résultats obtenus à l'aide des deux algorithmes. 
Dans les calculs de coût pour la plage de Ualiant de 1 à 6,  une erreur a été commise par 
Ho et Akyildiz [16], ce qui est facile à vérifier à l'aide des calculs simples pour d = O et 
d = 1. Pour les valeurs de U allant de 7 à 80 inclusivement et à partir de 200 jusqu'à 400 
inclusivement, avec un délai de télérecherche m = 3,  nos résultats sont identiques aux 
résultats obtenus par Ho et Akyildiz. Cependant, pour les valeurs de U allant de 90 à 100 
inclusivement et à partir de 500 jusqu'à 1000 inclusivement, leur algorithme ne leur a 
pas permis d'obtenir Ia distance d* optimale réelle, ce qui a conduit à l'obtention de 
coûts totaux moyens surélevés. Des écarts similaires esistent aussi pour le délai de 
télérecherche m = 2 cycles. Dans les deux cas. la différence entre le coût optimal et le 
coût obtenu a l'aide de l'algorithme de Ho et Akyildiz peut atteindre 8 % et plus. 
Tableau 5.3 Analyse comparative de résultats pour le modèle unidimensionnel 
* Ho et Akyildiz 
Le Tableau 5.3 présente les résultats du modéls bidimensionnel. Pour les \.aIeurs 
de C allant de 1 à 20 inclusivement et à partir de 600 jusqu'à 1000 inclusivement. avec 
un delai de télérecherche ni = 3' nos rtisultats sont identiques aux r2sultats obtenus par 
Ho et Akyildiz. 
Tableau 5.1 Analyse comparative de résultats pour le  modèle bidimensionnel 
* Ho et Akyildiz, formules exactes; +* Ho et Akyildiz, formules approximatives. 
Cependant, pour les valeurs de U allant de 30 à 500 inclusivement. leur 
algorithme ne leur a pas permis d'obtenir la distance d* optimale réelle dans tous les cas. 
ce qui a conduit à l'obtention de coûts totaux moyens surélevés. 
Dans certains cas, malgré la correspondance entre les valeurs de cf* optimal pour 
les deus algorithmes. Ies coûts obtenus par Ho et Akyildiz restent surélevés. Ceia 
s'explique par le regroupement non optimal de cellules dans les régions de 
télérecherche. Des écarts similaires existent aussi pour un délai de télérecherche m = 2 
cycles. Dans les deux cas! la diffirencs entre Ir coût optimal et le coût obtenu à l'aide de 
l'algorithme de Ho et Akyildiz peut atteindre 29 %. 
Nous observons un écart encore plus important lorsqu'on compare les coûts 
obtenus par Ho et Akyildiz pour le délai maximal de télérecherche qu'ils recommandent 
(rn = 3) avec les résultats obtenus par l'application de I'algorithme proposé pour rn = 5 et 
m = 7. Dans ces cas, les diffirences de coûts peuvent atteindre 33% et 34% 
respectivement. 
Dans le cas du modèle bidimensionnel, pour trouver la distance proche de 
l'optimum Ho et Akyildiz [16] ont utilisi des espressions analytiques approximatives, 
décrites dans le chapitre 4 par les équations ( 4 9 ,  (4. IO), (4.12) et (4.14). Nous 
présentons également ces résultats au Tableau 5.4. On peut constater que la distance d*' 
obtenue ainsi correspond dans la majorité des cas à la distance optimale d*. Dans 
certains cas, la valeur de d* ' peut différer légèrement de d*. Cependant, dans ces cas, on 
r 
peut rencontrer des situations ou le coût totaI moyen approsimatif Cr à la distance d*' 
est nettement supérieur au coût total moyen Cr à la distance d*. Par exemple, pour la 
valeur de C: = 40. la distance optimale approximative d* ' est nulle et 1s coût total moyen 
à cette distance est égal à 2.100, tandis que la distance optimale obtenue à l'aide des 
formuIes exactes d* est 1 et le coût total moyen 5 cette distance est 0.957. Cette erreur 
d'estimation de la distance optimale conduit à une différence de coût total moyen de 
plus de 120%. Si on compare ce résultat avec le résultat obtenu a l'aide de notre 
algorithme qui donne une distance optimale d* égale à 2 et un coût total moyen égal à 
0.860. nous obtenons une différence du coût total moyen de plus de 140%. Ces résultats 
comparatifs invalident l'utilisation d'expressions analytiques approximatives pour 
trouver le ci* optimal. En effet. les exemples présentés montrent que l'utilisation des 
formules fermées peut conduire à une augmentation critique des coûts. ce que meme Ho 
et .4kyildiz ont reconnu, et en même temps n'apporte aucune compensation pour la 
conception à l'algorithme de recherche de la distance optimale d*. 
5.4 Synthèse des résultats 
Les résuitats numériques obtenus dans ce chapitre montrent que : 
Une réduction significative du coût total moyen Cr peut être obtenue en augmentant 
le nombre maximal de cycles de télérecherche. Dans certains cas. cette augmentation 
permet d'atteindre le coût total moyen minimal qui correspond au cas iliimité. 
0 Les équations approximatives de calcul des probabilités donnent des résultats qui 
divergent fortement des résultats obtenus à ['aide des calculs exacts. L'algorithme 
élaboré pour le calcul des probabilités utilise la récursion; il est donc beaucoup plus 
facile et efficace que l'algorithme basé sur les équations approsimatives. Ainsi, 
même si le coût de calcul est important voire critique? notre algorithme basé sur les 
calculs exacts est plus efficace, précis et performant que celui basé sur les équations 
approximatives. 
Lorsque l'opérateur du système cellulaire n'a pas de données statistiques exactes. 
il peut prendre les données moyennes statistiques de l'industrie et effectuer le calcul de 
1 'optimum selon l'algorithme proposé. L'écart entre les données moyennes de 1' industrie 
et les données réelles de !'opérateur selon l'algorithme proposé est moindre que selon 
l'algorithme exposé dans [16] comme le montre la Figure 5.5.  
Figure 5.5 Comparaison avec l'algorithme de Ho et Akyildiz 
.- 
L'analyse des formules présentées au chapitre 4 permet de conclure que la fonction 
de coût total est homogène par rapport aux paramètres c. q. U et VI ce qui signifie 
qu'elle dépend des ratios clq et LW.  En utilisant cette particularité de la fonction, 
nous pouvons généraliser les résultats présentés a u  Tableau 5.3 et Tableau 5.3 sur 
un ensemble plus grand de valeurs c, q, U et V, en exprimant la fonction de coûts Cr 
sous la forme suivante : Cr = c V f (clq, UW, d r )  . 
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CHAPITRE 6 
CONCLUSION 
6.1 Synthèse des travaux et principales contributions 
Dans ce mémoire. nous avons élaboré un algorithme permettant de minimiser les 
coûts associés à la gestion de la mobiliti des abonnés dans les réseaux de 
communications mobiles. L'algorithme proposé permet de déterminer la taille optimale 
d'une zone de localisation et de trouver le modèle optimal de regroupement de cellules 
en régions de télérecherche. Ceci garantit l'atteinte du minimum global de la fonction de 
coût total tout en respectant la contrainte de délai préétablie et en tenant compte des 
probabilitis moyennes de réception des appels c, de mouvement q, de coûts de miss à 
jour U et de télérecherche P" Grâce à l'intégration dans l'algorithme d'un cycle intérisur 
d'optimisation du regroupement des cellules en région de télérecherche, nous avons 
réussi à éviter le problème d'apparition éventuelle de minima locaux de la fonction de 
coût total qui est de nature discrète. Cet algorithme permet donc d'éviter le problème 
d'évaluation de la fonction dans un grand nombre de points, ce qui le rend utilisable sur 
des ordinateurs ayant une puissance de calcul limitée. Cela a été possible grâce à 
l'application de la méthode de division de l'intenalle » et la réduction du nombre de 
regroupements de cellules étudiés. 
Les principales contributions et conclusions de ce mkmoire s'énoncent comme 
suit : 
Nous avons réalisé des simulations ayant pour but d'étudier des régularités de 
comportement de la fonction de  coût total selon des paramètres c! q. U et t :  ainsi 
que des méthodes de regroupement de cellules en régions de télérecherche. 
Nous avons proposé une stratégie efficace de regroupement de cellules en régions de 
télkrecherche qui correspond aux critères existants d'optimisation des systèmes de 
communications mobiles. Cela permet d'obtenir des économies significatives et de 
fournir une qualiti de service satisfaisante aux abonnés. 
Nous avons élaboré des méthodes numériques de résolution du problème de gestion 
de la mobilitk et conçu un algorithme permettant de minimiser les coûts et les 
ressources (radiofréquences) associés à la gestion des abonnis mobiles dans les 
systèmes cellulaires. Sur les exemples modélisés, l'algorithme proposé s'est montré 
pratiquement peu sensible aux erreurs d'estimation statistique des paramètres c et q. 
Nous avons effectué l'analyse des résultats obtenus et nous avons proposé des 
recommandations pour des applications pratiques. Entre autres. il a été montré que. 
dans la majorité des cas, la limitation du délai de télérecherche maximal à la valeur 
m = 5 pour le modile bidimensionnel et m = 7 pour le modèle unidimensionnel 
permet d'obtenir des résultats proches de l'optimum absolu (cas illimité). 
6.2 Limitations du mémoire 
Comme dans tout ouvrage de recherche accompli. dans le travail présenté il y a 
toujours une place à I'amélioration. II apparaît. somme toute. que nous pouvons 
optimiser la performance et accroître l'efficacité de l'algorithme de minimisation de la 
fonction du coût total en étudiant séparément les fonctions de coût de mise à jour et de 
télérecherche afin de connaître les régularités de leur comportement. 
En outre, notre méthode est adaptée à la nature discrète de la fonction de  coût 
total. Bien que cette fonction ait des caractéristiques d'une fonction unirnodale. étant 
discrète nous n'avons pas pu utiliser des méthodes d'optimisation applicables aux 
fonctions unimodales. 
Nous avons conçu un algorithme qui évalue la fonction de coût dans un 
ensemble restreint de points. Néanmoins, il reste que le nombre d'itérations du cycle 
intérieur demeure encore relativement élevé. La rapidité de traitement des ordinateurs 
actuels permet d'effectuer ces calculs en quelques millisecondes. Cependant, il y a 
encore lieu d'améliorer cet algorithme pour pourvoir l'utiliser dans les systèmes de 
gestion de mobilité dynamiques qui sont implantés sur des ordinateurs portatifs 
fonctionnant en mode autonome. 
L'étude de la fonction de coût total a montré que cette fonction est homogène par 
rapport aux paramètres c. q, U et V. Cependant, nous n'avons pas ginéralisé les résultats 
à toutes les valeurs de ces paramètres. 
6.3 Indication de recherches futures 
Il  convient de mentionner, malgré toutes les recherches effectuées et les 
méthodes proposées. que le problème demeure encore un problème ouvert et d'actualité. 
Les recherches futures devraient être orientées vers l'étude du comportement des 
fonctions de coûts de mise à jour et de télérecherche séparément afin de mieux déceler 
les mécanismes de leur comportement permettant de simplifier et d'optimiser 
l'algorithme de minimisation de la fonction de coût total. 
II faudrait également envisager d'approximer la fonction de coût total. qui est 
une fonction discrète, par une fonction convexe définie sur un continuum. Bien que le 
comportement de la fonction de coût total ressemble à celui d'une fonction unimodale' 
elle ne peut pas pour autant être considérée comme telle. 11 est impossible donc de lui 
appliquer des algorithmes de minimisation existant pour des fonctions unimodales. 
L'approximation de la fonction de coût par une fonction convexe aurait permis dhtiliser 
des algorithmes d'optimisation efficaces applicables aux fonctions unimodales. De 
même, on peut généraliser les résultats obtenus sur tout l'ensemble de valeurs des 
paramttres c, q, Li et V pour réduire le nombre de cas étudiés et élargir considCrablement 
le champ d'application des résultats obtenus. 
Enfin, i l  convient de trouver les moyens de simplifier l'algorithme 
d'optimisation pour pouvoir l'exécuter sur des ordinateurs portatifs dotis de batteries à 
puissance limitée afin de l'utiliser dans les schémas dynamiques de gestion de mobilité. 
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