




Consistency of a time-stepping method for a class of piecewise-linear networks
Camlibel, M.K.; Heemels, W.P.M.H.; Schumacher, J.M.
Published in:
IEEE Transactions on Circuits and Systems I
Publication date:
2002
Link to publication in Tilburg University Research Portal
Citation for published version (APA):
Camlibel, M. K., Heemels, W. P. M. H., & Schumacher, J. M. (2002). Consistency of a time-stepping method for
a class of piecewise-linear networks. IEEE Transactions on Circuits and Systems I, 49, 349-357.
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 12. May. 2021
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. Y, MONTH 2001 1
Consistency of a time-stepping method for a class of piecewise
linear networks
M.K. Çamlıbel, W.P.M.H. Heemels, and J.M. Schumacher
Abstract—In this paper we will study the computation of transient solutions of a
class of piecewise linear (PL) circuits. The network models will be so-called linear
complementarity systems, which can be seen as dynamical extensions of the PL mod-
eling structure as proposed by Van Bokhoven [1]. In particular, the numerical simu-
lation will be based on a time-stepping method using the well-known backward Euler
scheme. It will be demonstrated, by means of an example, that this widely applied
time-stepping method does not necessarily produce useful output for arbitrary linear
dynamical systems with ideal diode characteristics. Next the consistency of the method
will be proven for PL networks that can be realized by linear passive circuit elements
and ideal diodes by showing that the approximations generated by the method con-
verge to the true solution of the system in a suitable sense. To give such a consistency
proof, the fundamental framework developed in [2] is indispensable as it proposes
a precise definition of a “solution” of a linear complementarity system and provides
conditions under which solutions exist and are unique.
Keywords—circuit simulation, piecewise linear networks, switched circuits, linear
complementarity problem, passivity.
I. I NTRODUCTION
Simulation of switched networks is a problem that has been stud-
ied extensively in circuit theory [1, 3–9]. Roughly speaking, there are
two main approaches, namely event-tracking (see e.g. [4,5]) and time-
stepping methods (see [1, 7–9] for electrical networks and [10–14] for
unilaterally constrained mechanical systems with friction phenomena).
Representing a hybrid systems point of view (see for instance [15]),
event-tracking methods are based on considering the simulation interval
as a union of disjoint subintervals on which the circuit topology (called
“mode” in the hybrid systems terminology) remains unchanged. On
each of these subintervals we are dealing in general withdifferential
and algebraic equations (DAE), which can be solved by standard in-
tegration routines (DAE simulation). As integration proceeds, one has
to monitor certain indicators (mostly given by inequalities, e.g. related
to currents through diodes being nonnegative) to determine when the
subinterval ends (event detection). At this event time a mode transition
occurs, which means that one has to determine what the new circuit
topology will be on the next subinterval (mode selection). If the con-
tinuous state at the event time is not consistent with the selected mode,
a state jump is necessary (re-initialization). The complete numerical
simulation method is based on repetitive cycles consisting of DAE sim-
ulation, event detection, mode selection and re-initialization.
Time-stepping methods replace the describing equations directly by
some “discretized” equivalent. Numerical integration routines are ap-
plied to approximate the system equations involving derivatives and
all algebraic relations are enforced to hold at each time-step. In this
way, one has to solve at each time-step an algebraic problem (some-
times called the “one-step problem”) involving information obtained
from previous time-steps. In contrast with event-driven methods, time-
stepping methods do not determine the event times accurately, but
“overstep” them, which puts the convergence of the approximations
in a suitable sense (called “consistency”) into question.
In this paper we will study the consistency of a time-stepping method
that is based on the well-known backward Euler integration scheme for
a class of piecewise linear (PL) electrical circuits. The used network
models are so-calledlinear complementarity systems [15–19], which
can be seen as dynamical extensions of the PL model structure that
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has been introduced by Van Bokhoven [1, 8]. Van Bokhoven’s model
is based on the linear complementarity problem of mathematical pro-
gramming [20] and covers many well-known canonical PL descriptions
[21] (see also [2]). As such complementarity modeling is very power-
ful and many dynamical PL circuits are captured by (dynamic) linear
complementarity systems.
Time-stepping methods may be preferable to event-tracking methods
in particular in situations where many mode changes take place. In
fact there do exist examples of linear complementarity systems (see
e.g. Example 2 below), for which the event times (the times at which the
mode changes) accumulate, i.e., the system displays an infinite number
of switches (mode transitions) in a finite time-interval. It is obvious
that this behavior causes difficulties for an event-tracking method as
simulation beyond the accumulation point is in principle not possible
without using some heuristic tool. Time-stepping can be an effective
alternative in such situations.
As mentioned before, the time-stepping method that we will study
here is based on the well-known backward Euler scheme and has been
described, for instance, in [1,7,8] for electrical networks. Similar meth-
ods have been used in a mechanical context in [10–14]. A nice feature
of the method is that it is straightforward to implement and many algo-
rithms (e.g. Lemke’s algorithm [20], Katzenelson’s algorithm [22] and
others [8]) are available to solve the one-step problems consisting of
linear complementarity problems.
Convergence problems of time-stepping methods for mechanical
systems subject to unilateral constraints or friction have been studied
by Stewart [11, 23]. He shows that for a broad class of nonlinear con-
strained mechanical systems there always exists aubsequence of ap-
proximating time functions that converge to a real solution of the me-
chanical model. In the context of mechanical systems subject to uni-
lateral constraints or friction, the complementarity conditions appear
between theforce andposition variables. A direct translation to electri-
cal circuits would not yield networks with complementarity conditions
between the voltage and current variables which is the case for ideal
diodes. Therefore, the results that have been obtained in [11,23] do not
cover electrical networks containing ideal diodes, which are included in
the class of PL networks studied in this paper. Therefore, the objective
of the current paper is to show that for the class of PL circuits that can
be realized by linear passive elements and ideal diodes (complementar-
ity conditions) the backward Euler time-stepping method is consistent.
Moreover, we will even prove that the whole sequence (and not only a
subsequence) of the approximating time functions converges to the real
transient solution of the network model, when the step size decreases
to zero.
II. N OTATION
Throughout the paper,R (Rn) denotes the set of (n-tuples of) real
numbers.R+ denotes the set of nonnegative real numbers, i.e.,R+ =
[0;1). For the real part of the complex number, we writeRe(). For
anyx, y 2 Rn , x ? y means thatx>y = 0. Inequalities for vectors
are always meant to hold componentwise.







andkxk1 := max1in jxij, respec-
tively. For a real number 2 R, we use the notationdre to denote the
smallest integer larger than or equal tor. We writeO(x) for any func-
tion such thatlim sup
x!1 jO(x)j=x < 1. We say that a proposition
P(x) holds for all sufficiently small (large)x if there existsx0 > 0
such that it holds for all0  x  x0 (x0  x).
The set of real matrices withn rows andm columns is denoted
by Rnm . For anyA 2 Rnm , J  f1; 2; : : : ng, andK 
f1; 2; : : : ;mg, AJK denotes the submatrixfAjkgj2J;k2K . If J =
f1; 2; : : : ; ng (K = f1; 2; : : : ;mg), we also writeAK (AJ). For
anyA 2 Rnm kAk:= supkxk=1 kAxk denotes the matrix norm in-
duced by the Euclidean vector norm. A square matrixA 2 Rnn is
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said to be nonnegative (positive) definite ifx>Ax  0 (x>Ax > 0)
for all 0 6= x 2 Rn . We write(A) for the set of eigenvalues ofA and
(A) := max2(A) jj for the spectral radius ofA. By the symmet-
ric part ofA, we mean the matrix1
2
(A+ A>). The identity matrix is
denoted byI. Given two matricesA 2 Rnam andB 2 Rnbm, the
matrix obtained by stackingA overB is denoted bycol(A;B).
The set ofn-tuples of square integrable functions on(t0; t1) is de-
noted byLn2 (t0; t1). The notationhx; yi denotes the inner product





>(t)y(t)dt. The norm on
Ln2 (t0; t1) is defined bykxk = hx; xi1=2. Moreover, the time function
xj
 denotes the restriction of the time functionx to the interval
. We
say that the sequencefxkg  Ln2 (t0; t1) converges (converges weakly)
to x if limk!1 kxk   xk = 0 (limk!1hxk   x; yi = 0 for all y 2
Ln2 (t0; t1)).
The typewriter font will be used for distributions to distinguish them
from functions. The spaceLÆ(0; ) consists of the distributions of the
form u = uimp + ureg whereuimp = u0Æ is called theimpulsive part
with u0 2 R andureg 2 L2(0; ) is called theregular part. We say
that the sequence of distributionsfuk0Æ + ukregg  LÆ(0; ) converges
(weakly) tou0Æ + ureg, if fuk0g converges tou0 andfukregg converges
(weakly) toureg in L2-sense.
The matrix triple(A;B;C) with A 2 Rnn , B 2 Rnm andC 2
R
mn is said to beminimal if (A;B) is controllable and(C;A) is
observable (see for instance [24]).
III. L INEAR COMPLEMENTARITY SYSTEMS
We begin by briefly recalling the linear complementarity problem
(LCP) of mathematical programming. For an extensive survey on the
problem, the reader is referred to [20].
Problem 1: (LCP(q;M )) Given q 2 Rm andM 2 Rmm , find
z 2 Rm such that
0  z ? q +Mz  0: (1)
We say thatz solves LCP(q;M ) if z satisfies (1). The set of all so-
lutions of LCP(q;M ) will be denoted by SOL(q;M). Note that the
so-called complementarity (1) conditions also appear in the ideal diode
characteristicv  0, i  0, and iv = 0. Not surprisingly, the lin-
ear complementarity problem plays a major role in the analysis of net-
works with ideal diodes. As discussed in [2, Section 3], many dynam-
ical piecewise linear electrical networks can be cast as linear comple-
mentarity systems by following the ideas developed in [1]. A linear
complementarity system is given by
_x(t) = Ax(t) +Bu(t) (2a)
y(t) = Cx(t) +Du(t) (2b)
0  u(t) ? y(t)  0 (2c)
whereu(t) 2 Rm , x(t) 2 Rn , y(t) 2 Rm andA,B,C, andD are ma-
trices of appropriate dimensions. We denote (2) by LCS(A;B;C;D).
For more details on LCS, we refer to [16–19].
IV. SIMULATION OF LCS
The aim of this section is to discuss two approaches for the simula-
tion of LCS.
A. Event-tracking Methods
From a hybrid system point of view, LCS(A;B;C;D) has 2m
modes depending on the complementarity conditions (2c) that indicate
which diodes are blocking and which ones are conducting. The system
is governed in modeK by the differential algebraic equation (DAE)
_x = Ax+Bu (3a)
y = Cx+Du (3b)
ui = 0 if i 62 K (3c)
yi = 0 if i 2 K (3d)
as long as the inequality constraints
yi  0 if i 62 K (4a)
ui  0 if i 2 K (4b)
hold. By starting in modeK  f1; 2; : : : ;mg, an event-tracking
method integrates the DAE (3) by standard routines and monitors the
inequalities (4). In case of a violation of (4), the event time (the time
just before the violation) has to be determined in order to find out the
mode which will be active after the event. Once the new mode is de-
termined, the above procedure repeats itself again. One of the main
disadvantages of this type of approach arises if there is an accumula-
tion of events. In principle, event-tracking methods cannot go beyond
such an accumulation point without using some kind of heuristic tool.
In what follows, we give an example of an LCS having accumulation
of events.
Example 2: Consider the following example (its time-reversed ver-
sion is due to Filippov [25, p. 116])
_x1 =  sgnx1 + 2sgn x2
_x2 =  2sgn x1   sgnx2




 1 if x < 0
[ 1; 1] if x = 0
1 if x > 0
:











Fig. 1. Trajectory with initial state(2; 2)> .
As shown in [26,27], this type of systems can be cast as LCS. Solu-
tions of the system are spiraling towards the origin, which is an equi-
librium. Since d
dt
(jx1(t)j + jx2(t)j) =  2 when x(t) 6= 0 along
trajectoriesx of the system, solutions reach the origin in finite time
(see Figure 1 for a trajectory). Every crossing from one quadrant to an-
other corresponds to an event (relay switch). Therefore, on a finite time
interval there are infinitely many events, i.e., events do accumulate.
This example shows that the event-tracking methods might not be
the most efficient methods for the simulation of LCS.
B. The Backward Euler Time-stepping Method
An alternative for event-tracking is the time-stepping method. Typ-
ically, such a method tries to replace approximately the overall system
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description by a discretized equivalent instead of considering several
linear DAE as an event-tracking method does. A frequently used time-
stepping scheme (see [1, 7–9]) is based on the well known backward
Euler method. For LCS the method consists of discretizing the system
description by applying the backward Euler integration routine and im-
posing the complementarity conditions at every time step. This comes






















0  yhk+1 ? uhk+1  0: (5c)
Note that we use roman font for the numerical approximations. In the
above relations,hk denotes the value at thekth step of the correspond-
ing variable for the step sizeh > 0. Based on this scheme, one can
construct approximations of the transient response of an LCS on an
simulation interval[0;  ] by applying the algorithm below.
Algorithm 3: (fuhkg; fxhkg; fyhkg) =App.(A;B;C;D; ; h; x0)
1. Nh = d he
2. xh 1 := x0
3. k :=  1
4. solve theone-step problem
y
h
k+1 = C(I   hA) 1xhk + [D + hC(I   hA) 1B]uhk+1
0  uhk+1 ? yhk+1  0
5. xhk+1 := (I   hA) 1xhk + h(I   hA) 1Buhk+1
6. k := k + 1
7. if k < Nh goto 4
8. stop.
The one-step problem in step 4 is given by a linear complementarity
problem. In general a linear complementarity problem may have multi-
ple solutions or have no solutions at all. We shall proceed by assuming
unique solvability of the problem. The assumption is introduced here
for reasons of generality; later on we will prove that the assumption is
implied by passivity.
Assumption 4: For all sufficiently smallh > 0, LCP(C(I  
hA) 1x;G(h 1)) has a unique solution for allx, whereG(h 1) is
given byD + hC(I   hA) 1B.
This assumption implies that for all sufficiently smallh > 0, Al-
gorithm 3 generates an output, which is unique. Hence, for a given
step sizeh > 0 (sufficiently small), we can define the approximations





































k , k = 0; 1; : : : ; Nh have been obtained from
Algorithm 3. One of the main goals of the paper is to prove that for a
passive system these approximations converge in a suitable sense. This
property is calledconsistency of the numerical method. In the following
example, we illustrate that Algorithm 3 is not always consistent even if
Assumption 4 holds.
Example 5: Consider the linear complementarity system (consisting
of a triple integrator with complementarity conditions)
_x1 = x2; _x2 = x3; _x3 = u; y = x1
0  u ? y  0


















Fig. 2. Nonconvergence of backward Euler approximations for the triple integrator with
ideal diode characteristic.











(h 2; 0) if k = 0
(0; k(k+1)
2
h) if k 6= 0:










 1)k2 dt)1=2 = O(h 1=2)
wheneverNh  2. Therefore,yhreg is far from being convergent as it is
not bounded ash converges to zero. For three different values ofh, the
trajectories ofyhreg on [0; 1] are depicted in Fig. 2.
This example indicates that one should be cautious in applying a
time-stepping method to a general LCS. As a consequence, verification
of the numerical scheme in the sense of showing consistency is needed.
V. PRELIMINARIES
A. Passivity of a Linear System
In the sequel, we are mainly concerned with linear passive comple-
mentarity systems.
Definition 6: [28] The system(A;B;C;D) given by (2a)-(2b) is
said to bepassive (dissipative with respect to the supply rate u>y) if







(t)y(t)dt  V (x(t1))
holds for all t0 and t1 with t1  t0, and all (u; x; y) 2
Lm+n+m2 (t0; t1) satisfying (2a)-(2b).
We state a well-known theorem on passive systems which is some-
times called the positive real lemma.
Lemma 7: [28] Assume that(A;B;C) is minimal. Then the fol-
lowing statements are equivalent:
1. (A;B;C;D) is passive.
2. The matrix inequalities
K = K




K +KA KB  C>
B
>




3. G(s) is positive real, i.e.,G() + G>()  0 for all  2 C with
 62 (A) andRe() > 0.
Moreover, if(A;B;C;D) is passive all solutions of the matrix inequal-
ities in item 2 are positive definite.
Throughout the paper, we will frequently use the following assump-
tion.
Assumption 8: (A;B;C) is a minimal representation andB is of
full column rank.
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B. Solution Concept for LCS
Before precisely defining the solution concept of LCS(A;B;C; D),
we need to mention several spaces of functions and distributions. The
spaceB denotes the space of Bohl functions, i.e., functions having ra-
tional Laplace transforms. The spaceBÆ consists of the distributions of
the formu = uimp + ureg, whereuimp = u0Æ is called theimpulsive
part with u0 2 R andureg 2 B is called theregular part. A distribu-
tion u 2 BnÆ is said to beinitially nonnegative, if its Laplace transform
û(s) satisfieŝu()  0 for all sufficiently large 2 R.
Next, we recall the notion of ani itial solution which is of consider-
able importance in the analysis of linear complementarity systems.
Definition 9: The triple(u; x; y) 2 Bm+n+m
Æ
is an initial solution
of LCS(A;B;C;D) with initial statex0 if there exists an index set
I  f1; 2; : : : ;mg such that
_x = Ax+Bu+ x0Æ; y = Cx+Du
yi = 0 if i 2 I; ui = 0 if i 62 I
hold in the distributional sense (for more details see [2]), andu andy
are initially nonnegative.
Now, we can give a precise definition of what is meant by a solu-
tion of LCS(A;B;C;D). Actually, the (global) solution concept for
general linear complementarity systems (see [16]) is more complicated
than the one we will present. In the case of linear passive complemen-
tarity systems, it can be trimmed as shown in [2].
Definition 10: The triple (u; x; y) 2 Lm+n+m
Æ
(0;  ) is a (global)
solution of LCS(A;B;C;D) on [0;  ] with initial statex0 if the fol-
lowing conditions hold.
1. There exists an initial solution(u; x; y) such that
(uimp; ximp; yimp) = (uimp; ximp; yimp):
2. The equations
_x = Ax+Bu+ x0Æ
y = Cx+Du
hold in the distributional sense.
3. For almost allt 2 [0;  ], 0  ureg(t) ? yreg(t)  0.
Notice that the above definition is equivalent to the integral form
given in [2, Definition VII.1]. The proof of the following theorem can
be found in [2] and deals with the existence and uniqueness of solutions
to linear passive complementarity systems.
Theorem 11: Suppose that(A;B;C;D) is such that Assumption 8
holds and(A;B;C;D) is passive. Let > 0 be given. For each
x0, there exists a unique solution(u; x; y) 2 Lm+n+mÆ (0;  ) of
LCS(A;B;C;D) on [0;  ] with initial statex0.
VI. M AIN RESULTS
The following theorem is the basis of our consistency proof as it
states sufficient conditions that imply consistency. The theorem is
based on Assumption 4 rather than directly on the passivity property.
Due to space constraints, we cannot include the proof here; see [29] or
[30, Chapter 6] for full details.
Theorem 12: [29] Consider LCS(A;B;C;D) such that Assump-
tion 4 holds andD is nonnegative definite. Let > 0 andx0 2 Rn
be given. Also let(uh; xh; yh) be given by (6) via Algorithm 3. Sup-
pose that there exists an > 0 such that for all sufficiently smallh
khuh0k   andkuhregk  . For any sequencefhkg that converges to
zero, we have the following statements:
1. There exists a subsequencefhk
l
g  fhkg such that
(fuhkl g;fyhkl g) converges weakly to some(u; y) and fxhkl g con-
verges to somex.
2. The triple(u; x; y) is a solution of LCS(A;B;C;D) on [0;  ] with
the initial statex0.
3. If the solution(u; x; y) is unique for the initial statex0 in the sense
of Definition 10, then the complete sequence(fuhkg; fyhkg) con-
verges weakly to(u; y) andfxhkg converges tox.
Note that these conditions do not hold for the system that has been
considered in Example 5. We shall show in the appendix that the condi-
tions of Theorem 12 are satisfied in the case of passive complementarity
systems so that the following result holds.
Theorem 13: Consider LCS(A;B;C;D) such that Assumption 8
holds and(A;B;C;D) is passive. Let > 0 andx0 2 Rn be given.
Let (u; x; y) be the unique solution of LCS(A;B;C;D) on [0;  ] with
the initial statex0. Also let (uh; xh; yh) be given by (6) via Algo-
rithm 3. Then,(fuhg; fyhg) converges weakly to(u; y) and fxhg
converges tox as the step sizeh tends to zero.
D1 D2C L
R
Fig. 3. RLC circuit with ideal diodes
We illustrate Theorem 13 in a simple example.
Example 14: Consider the linear RLC circuit (withR = 1 
,L = 1
H andC = 1 F) coupled to two ideal diodes as shown in Figure 3. The
network is described by
_x1 = x2   u1 + u2; _x2 =  x1   x2   u2
y1 =  x1; y2 = x1 + x2 + u2
0  u ? y  0
wherex1 is the voltage across the capacitor,x2 is the current through
the inductor,u1 andu2 are the current through, andy1 andy2 are (mi-
nus) the voltage across diode 1 and 2, respectively. For two differ-
ent initial states, we apply the backward Euler time-stepping method.
The first initial state isx0 = col( e; 1). In Figure 4, the approximat-
ing state trajectories for the step sizes0:1, 0:5 and0:025 are depicted.
Note that there are two events (topology changes) of the circuit. The
second initial state we consider isx0 = col(1; 1). As shown in [2,
Example 6.3], this initial state isinconsistent in the sense that the cor-
responding solution contains a Dirac impulse in theu-trajectory and
hence a discontinuity in the state. As expected from Theorem 13, the
approximating state trajectories converge to the actual ones. In Fig-
ure 5, the approximating trajectories are depicted for the step sizes0:1,
0:5 and 0:025. For reasons of clarity we draw the successive com-
puted values of the approximations as horizontal lines; in practice of
course one would use for instance piecewise linear interpolation. Note
that we also picture the solution with inequalities in (6d) replaced by
lh  t < (l+ 1)h.
VII. C ONCLUSIONS
In this paper, we studied the consistency of a time-stepping method
based on the backward Euler integration routine. The method has
proven itself already in practice for the transient simulation of piece-
wise linear electrical circuits and constrained mechanical systems.
However, one cannot indiscriminately apply this method for general
classes of discontinuous systems as shown by an example in this pa-
per. The main result of the paper has presented a rigorous proof of the
consistency of the backward Euler time-stepping method when applied
to a class of networks that can be modeled as linear passive electrical
networks with ideal diodes (or stated differently, can be modeled as
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Fig. 4. State trajectories for the initial statex0 = col( e; 1).
linear passive complementarity systems). In spite of the mixed contin-
uous and discrete behaviour of the circuit and the possibility of Dirac
impulses occurring at the initial time, we have shown the convergence
of the approximations to the actual transient solution of the network
model.
Of course, it would be interesting to generalize these results to other
systems of a mixed continuous and discrete nature. In particular, we are
currently studying the consistency of the backward Euler method for
dynamical systems with relays (see [27] as a first step in this direction)
and for other linear complementarity systems. For systems where the
backward Euler time-stepping scheme does not generate proper output
(like the triple integrator), it is useful to consider extensions of the time-
stepping algorithm that are consistent.
VIII. A PPENDIX
In the following lemma, we state some results for the matrix inverse
(I   hA) 1.
Lemma 15: LetA 2 Rnn . The following statements hold:
1. k(I   hA) 1k  1




2. There exists an > 0 such thatk(I   hA) 1k   for all suffi-
ciently smallh.
Proof: 1: By the Wazewski inequality (see e.g. [31, Theorem




>). Theorem 1.5.3 in [32] gives now the desired inequality.


























































































Fig. 5. State trajectories for the initial statex0 = col(1; 1).
2: It can easily be verified by using item 1 thatk(I   hA) 1k 
1=(1  ) wheneverh   < 1.
A. Rational Complementarity Problem
It can be shown that there is a one-to-one relation between the ini-
tial solutions to LCS(A;B;C;D) with initial statex0 and theproper
solutions of the so-calledrational complementarity problem (see for
instance [17,19]).
Problem 16: (RCP(x0; A;B;C;D)) Given x0 2 Rn and
(A;B;C;D) with appropriate sizes, find̂u(s) 2 Rm(s) and ŷ(s) 2
R
m(s) such that
ŷ(s) = C(sI  A) 1x0 + [C(sI  A) 1B +D]û(s)
and û(s) ? ŷ(s) for all s 2 C , andû()  0 and ŷ()  0 for all
sufficiently large 2 R.
The following proposition states the above mentioned one-to-one re-
lation which is given by the Laplace transform and its inverse.
Proposition 17: [17] The triple (u; x; y) is an initial solution of
LCS(A;B;C;D) with initial statex0 if and only if its Laplace trans-
form (û(s); x̂(s); ŷ(s)) is such that(û(s); ŷ(s)) is a proper solution of
RCP(x0; A;B;C;D) andx̂(s) = (sI A) 1x0+(sI A) 1Bû(s).
We shall use the following proposition which establishes the relation
between the solutions of the one-step problem and the solutions of the
rational complementarity problem.
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Proposition 18: Consider a matrix quadruple(A;B;C;D) such
that Assumption 4 holds. We have the following statements for all
x0 2 Rn .
1. RCP(x0; A;B;C;D) has a unique solution.














where (û(s); ŷ(s)) is the solution of RCP(x0; A;B;C;D), x̂(s) =
(sI A) 1x0+(sI A) 1Bû(s) and(uh0 ; xh0 ; yh0 ) is the solution of
the one-step problem of Algorithm 3 fork = 0.
Proof: 1: Observe the basic fact that if LCP(q;M ) is solv-
able then LCP(q;M ) is also solvable provided that  0.
As a consequence, Assumption 4 implies together with the iden-
tity h(I   hA) 1 = (h 1I   A) 1 that for all sufficiently
small h, LCP(C(h 1I   A) 1x0; G(h 1)) has a unique solution.
From [17, Theorem 4.1 and Corollary 4.10], we can conclude that
RCP(x0; A;B;C;D) has a unique solution.
2: Let (û(s); ŷ(s)) be the solution of RCP(x0; A;B;C; D). It can
be easily seen that̂u(h 1) solves LCP(C(h 1I   A) 1x0; G(h 1))
for all sufficiently smallh. Note that ifz is a solution of LCP(q;M )
thenz is a solution of LCP(q;M ) provided  0. Therefore,
h
 1
û(h 1) solves LCP(C(I   hA) 1x0; G(h 1)) for all sufficiently














wherex̂(s) = (sI  A) 1x0 + (sI  A) 1Bû(s).
B. Some Results on LCPs
We will present in this subsection some results on LCPs, that will be
needed to prove the main result (Theorem 13) for linear passive com-
plementarity systems.
Proposition 19: Let M 2 Rmm be a positive definite matrix and
zi the unique solution of LCP(qi;M ) for i = 1; 2. Then,





where(M) denotes the smallest eigenvalue of the symmetric part of
M , i.e., 1
2
(M +M>).
Proof: By Lemma 7.3.10 and Proposition 5.10.10 in [20], we
havekz1   z2k1  (m=(M))kq1   q2k1. It yields kz1   z2k 
(m3=2=(M))kq1   q2k sincekzk  m1=2kzk1 andkzk1  kzk
for all z 2 Rm .
Using the passivity property, we can compute a lower bound on
(G(h 1)) with G(s) := D + C(sI   A) 1B, that will be useful
for the application of Proposition 19.
Lemma 20: Consider a matrix quadruple(A;B;C;D) such that As-
sumption 8 holds and(A;B;C;D) is passive. Let(N) denote the
smallest eigenvalue of the symmetric part of a matrixN . The follow-
ing statements hold.
1. D  0.
2. u 6= 0 andu>Du = 0 imply thatu>CBu > 0.
3. There exists an > 0 such that(D + hCB)  h for all suffi-
ciently smallh.
4. There exists a > 0 such that(G(h 1))  h for all sufficiently
smallh whereG(s) = D + C(sI  A) 1B.
Proof: 1-2: It follows from [30, Lemma 3.8.2].
3: It follows from [30, Lemma 5.7.6].
4: It is known from matrix theory (see e.g. [33, Property 9.13.4.9])
that(N1+N2)  (N1)+(N2) for all square matricesN1 andN2.
Hence, we get from item 3 that(G(h 1))  (D+hCB)+O(h2) 
h for some > 0 and all sufficiently smallh.
The following auxiliary lemma will be needed in the sequel.
Lemma 21: Let P = fx 2 Rn j Ax  bg be a given nonempty
polyhedron withA 2 Rnm and b 2 Rm and letx be equal to
argminx2P kxk. There exists an index setJ  f1; 2; : : : ; ng such
thatx = argminA
Jx=bJ kxk.






x. The well-known Kuhn-Tucker conditions are neces-
sary and sufficient for this problem because of its convexity (see for
instance [20, Chapter 1.2]), i.e.x is the solution of the optimiza-
tion problem above if and only if there exists au 2 Rm such that
x
 = A>u;Ax  b; u  0; u>(Ax   b) = 0. Take such a





 = bJ . Note that these are necessary and suffi-








To formulate the next lemma, we need to recall the concept of a dual
cone.
Definition 22: For any nonempty setQ  Rm , the setfw 2 Rm j
w
>
v  0 for all v 2 Qg is called thedual cone of Q and is denoted
byQ.
Lemma 23: Let M 2 Rmm be nonnegative definite andQ =
SOL(0;M). We have the following statements.
1. LCP(q;M ) is solvable if and only ifq 2 Q.
2. For eachq 2 Q, there exists a unique least-norm solutionz 2
SOL(q;M) such thatkzk  kzk for all z 2 SOL(q;M).
3. There exists > 0 such that for allq 2 Q kz(q)k  kqk,
wherez(q) denotes the least-norm solution (see item 2) of LCP(q;M ).
Proof: 1: It follows from [20, Exercise 3.12.1 and Corollary
3.8.10].
2: This follows from the fact that SOL(q;M) is a nonempty polyhe-




kxk j y 2 imA andkyk = 1g








whereAk = f1; 2; : : : ; kg. For anyq 2 Q, we know from the
items 1 and 2 that LCP(q;M ) is solvable and that there exists a unique
least-norm solutionz(q). Let J = fi j zi (q) > 0g. Clearly,
P = fv j vJ  0; vJc = 0; qJ +MJJvJ = 0; andqJc +MJcJvJ 
0g  SOL(q;M) and z(q) 2 P. Note thatP is a polyhedron,
sinceP = fv j Av  bg whereA = col(I; IJc;M; MJ)
a d b = col(0; 0; q; qJ ). Moreover, it is obvious thatz(q) =
argminAvb kvk. Then, according to Lemma 21 there existsK 
f1; 2; : : : ; 3mg such thatz(q) = argminA
Kv=bK kvk. Thus, we
havekz(q)k  (AK)kbKk. Note thatkbKk2  kbk2  kqk2 +
kqJk2  2kqk2 and
p
2(AK)  . Consequently,kz(q)k 
 kqk.
C. Proof of Theorem 13
After these results on LCPs, the proof of the main result on linear
passive complementarity systems is in order. The proof will be based
on showing that the requirements of Theorem 12 are fulfilled for this
class of linear complementarity systems.
Lemma 24: Consider LCS(A;B;C;D) such that Assumption 8
holds and(A;B;C;D) is passive. For all sufficiently smallh,
LCP(hC(I hA) 1x;G(h 1)) has a unique solution for eachx 2 Rn .
Proof: The statement follows from the positive definiteness of
G(h 1) for all sufficiently smallh (Lemma 20 item 4 together with
Theorem 3.1.6 of [20]).
Lemma 25: Consider LCS(A;B;C;D) such that Assumption 8
holds and(A;B;C;D) is passive. Let > 0 andQ = SOL(0; D),
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i.e.Q = fz 2 Rm j z  0, Dz  0 andz>Dz = 0g be given. Also
let (fuhkg; fxhkg; fyhkg) be produced by Algorithm 3. The following
statements hold for all sufficiently smallh.
1. Cxhk 2 Q for all k 6=  1.
2. There exists an > 0 independent ofx0 such thatkuhkk  kx0k
for all k 6= 0.
Proof: 1: It is evident from (5b) and (5c) thatuhk solves
LCP(Cxhk; D) when k 6=  1. SinceD is nonnegative definite
(Lemma 20 item 1),Cxhk 2 Q due to [20, Corollary 3.8.10].
2: All inequalities involvingh are meant to hold for all sufficiently
smallh, and1; 2; : : : ; 6 are suitably chosen positive constants in
this proof. Note that LCP(Cxhk; D) is solvable for allk 6=  1 due
to item 1 and [20, Corollary 3.8.10]. Letu be the least-norm solu-
tion of LCP(Cxhk; D). Clearly,u
 solves also LCP(Cxhk   hC(I  
hA) 1Bu; G(h 1)). According to Proposition 19, we have




kC(I   hA) 1xhk   Cxhk
+ hC(I   hA) 1Buk;
sinceuhk+1 solves LCP(C(I   hA) 1xhk ; G(h 1)) andG(h 1) > 0
for all sufficiently smallh. By using the triangle inequality and
Lemma 20 item 4, we obtain
kuhk+1   uk 
1
h
kC[(I   hA) 1   I]xhkk
+ 1kC(I   hA) 1Buk:
Note that(I   hA) 1   I = hA(I   hA) 1. It can be easily verified
that Lemma 15 item 2 and Lemma 23 item 3 result in
kuhk+1   uk  2kxhkk: (8)
Consequently, we get
kuhk+1k  kuk+ kuhk+1   uk  3kxhkk (9)
by applying the triangle inequality and employing Lemma 23 item 3
and (8). It follows that
kxhk+1k  kxhkk+ kxhk+1   xhkk
 kxhkk+ k[(I   hA) 1   I]xhk
+ h(I   hA) 1Buhk+1k (from (5a))
 (1 + 4h)kxhkk: (from Lemma 15 item 2)
This implies that
kxhkk  5kxh0k (10)
for some5 > 0 sincelimh!0(1 + 4h)Nh = e4 (Lemma 15 item
3). HereNh = d he. Note that we have
kxh0k = kx0 + hBuh0k  6kx0k (11)
from Lemma 6.3 item 2. Finally, (9), (10) and (11) establish the desired
inequality.
After all these preliminaries, we can prove Theorem 13.
Proof of Theorem 13: According to Lemma 24, Assumption 4 holds.
Then, Proposition 18 item 1 implies that RCP(x0; A;B;C;D) has a
unique solution, say(û(s); ŷ(s)). It is known from [2, Theorem 3.6]
that û(s) is proper. Therefore, boundedness ofkhuh0k for all suffi-
ciently smallh follows from Proposition 18 item 2. On the other hand,





kuhreg(t)k dt)1=2  1=2kx0k (12)
due to (6) and Lemma 25 item 2. Finally, it is known from Theorem 11
that(u; x; y) is the unique solution on[0;  ] with the initial statex0. As
a consequence of Theorem 12 item 3,f(uhk ; yhk )g converges weakly
to (u; y) andfxhkg converges tox for any sequencefhkg that con-
verges to zero. In other words,f(uh; yh)g converges weakly to(u; y)
andfxhg converges tox ash tends to zero.
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