In this paper, the performance of a grid resource is modeled and evaluated using stochastic reward nets (SRNs), wherein the failure-repair behavior of its processors is taken into account. The proposed SRN is used to compute the blocking probability and service time of a resource for two different types of tasks, grid and local tasks. After modeling a grid resource and evaluating the performability measures, an algorithm is presented to find the probability mass function (pmf ) of the service time of the grid resource for a program which is composed of grid tasks. The proposed algorithm exploits the universal generating function to find the pmf of service time of a single grid resource for a given program. Therefore, it can be used to compute the pmf of the service time of entire grid environment for a workflow with several dependent programs. Each possible scheduling of programs on grid resources may result in different service times and successful execution probabilities. Due to this fact, a genetic-based scheduling algorithm is proposed to appropriately dispatch programs of a workflow application to the resources distributed within a grid computing environment. Numerical results obtained by applying the proposed SRN model, the algorithm to find the pmf of grid service time, and the genetic-based scheduling algorithm to a comprehensive case study demonstrate the applicability of the proposed approach to real systems.
INTRODUCTION
Grid computing integrates many resources distributed within multiple virtual organizations and administrative domains [1, 2] . Grid enables coordinated resource sharing and problem solving in dynamic and multiinstitutional organizations. As well-known examples of grid computing projects, we can name Search for ExtraTerrestrial Intelligence (SETI@home) [3] , and Large Hadron Collider (LHC) at European Organization for Nuclear Research (CERN) [4] . SETI developed a grid computing middleware where the program can be executed over multiple computers. The infrastructure was designed in such a way that a layman using the Internet could donate the unused computing power to the project. The middleware is known as BOINC (Berkeley Open Infrastructure for Network Computing) and was distributed under a GNU public license. The LHC Computing Grid is unlike the SETI@home project, it does not work with donated processing power. The computing grid is a closed one, since only certain organizations have access to it. To use the tremendous capabilities of the grid computing environment, grid users should deliver their own tasks to the grid resources directly or indirectly via a grid manager. In both cases, a scheduling algorithm is required to appropriately dispatch the tasks to the distributed resources. Since grid resources are very heterogeneous, and have different processing capabilities, task scheduling becomes quite important in grids [1, 2, 5] . Many static [6, 7, 8, 9 , 10] and dynamic [11, 12, 13, 14] scheduling algorithms have been proposed to schedule grid tasks among grid resources to achieve the required amount of Quality of Service (QoS). Some of the most important QoS parameters in grid environments are: availability of the resources, service reliability, security of a grid service, throughput of grid systems, performance of the environment in terms of overall completion time of tasks, waiting and service times of tasks, and energy [6, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24] .
In order to deliver the tasks to a grid, distributed resources should be available to interact with grid users. Processors existing inside a resource can fail to execute grid tasks at any time. Therefore, the availability of a grid resource to serve grid tasks can be highly influenced by processor failures [2, 7, 16, 21, 22, 23, 24, 25, 26, 27] . On the other hand, grid resources should service local tasks submitted to them directly by local users in their administrative domains. When a user existing in a resource's administrative domain submits a task to the resource, it is served inside that resource along with the grid tasks submitted by grid users [1, 11, 19, 24] . Based on the processor management policies associated with a resource, different scheduling schemes can be considered to simultaneously dispatch grid and local tasks among processors of the resource. In some cases, a higher execution priority is assigned to serve local tasks over the grid tasks, but any kind of scheduling can be applied.
In addition to the availability of a grid resource, performance of the resource is one of the most important factors that should be taken into consideration, while developing a task scheduling algorithm. Generally, performance is the key issue for any system that serves user requests and can be considered according to the specification of the system and user expectations. In grid computing environment, performance evaluation mainly focuses on the time required to serve the tasks submitted by grid and local users. In this respect, several related measures such as mean service time and mean waiting time of the grid tasks can be considered. Moreover, blocking probability of grid tasks upon arrival is one of the interesting measures in such distributed computing systems in which designing a system with low blocking probability is important [6, 7, 18, 19, 26] . In traditional performance evaluation, each of these measures is assessed without any consideration of availability/reliability of a resource. Nevertheless, in highly distributed computing systems consisting of many independent resources (e.g. grid computing environments) each of the resources can fail while executing a task. Therefore, analyzing the pure performance of a grid resource tends to be optimistic, since it ignores the failure-repair behavior of the processors. On the other hand, pure availability analysis tends to be conservative, since performance is not taken into account. As a result, combined performance and availability, called performability [28, 29] , evaluation of the grid environment can present a more realistic view of the system, and help to appropriately compute the blocking probability and the mean service time of the system for grid tasks.
In order to evaluate the performability of a grid resource, Stochastic Reward Nets (SRNs) are used in this paper. SRN is an extension of Stochastic Petri Nets (SPNs), which has the advantage of specifying and evaluating a real system in a compact and intuitive way. SRN has emerged as a powerful modeling paradigm in performance, availability and reliability analysis of fault tolerant computing and communication systems [27, 30, 31, 32] . The proposed SRN models a single resource in a desktop grid, considering both grid and local queues, and evaluates the performance of the resource, while the failure-repair behavior of its processors is taken into account. Since the proposed analytic model concretely depends on the structure of the resource, it models a resource of a desktop grid. In order to model other grid systems, for example grids of supercomputers, components of the model have to be changed to capture the requirements of the new system. Therefore, the proposed SRN has to be adapted to support grids of supercomputers. The performance measures computed for a single grid resource are the mean service time of the resource for grid tasks and the blocking probability of grid tasks upon arrival. Moreover, the probability of unsuccessful execution of grid tasks, which occurs due to processor failures in a resource, is also evaluated using the proposed SRN model. After modeling a grid resource using the proposed SRN and computing some useful measures, the universal generating function (u-function) [33] is used to represent the probability mass function (pmf) of service time of the resource for grid tasks. Using the proposed u-function, we can represent the pmf of service time of a grid resource for a single program that contains a set of grid tasks. Furthermore, the successful execution probability of a given program on a resource can be represented using this method.
Since the main objective of this paper is to propose a scheduling algorithm considering the performability of a grid resource, we use the u-function to schedule programs of a workflow application into the grid resources. The application considered in this paper is a general form of workflow applications in which the programs may have data or control dependencies on each other. Each program in the workflow application consists of a batch of tasks that are submitted to a grid resource after assigning the program to the resource. Knowing the computational complexity of a program (size of the program based on its tasks), and having the u-function of a grid resource, which represents the pmf of the service time of the resource for grid tasks, we can compute the service time and the successful execution probability of the program on the resource. Therefore, for each program/resource pair, we can define a u-function expressing the pmf of the service time of the specified resource for the given program. Using this u-function, we propose a scheduling algorithm to assign the programs of a workflow application to the grid resources with the aim of minimizing the overall service time or maximizing the successful execution probability of all programs of the workflow application. Since the scheduling problem defined above is an NP-Complete problem [8, 20, 22, 23, 34] , a Genetic Algorithm (GA) is proposed in this paper to explore the large search space of the problem in order to find a good enough solution.
The novelty of the paper is to utilize three aforementioned methods (SRN, u-function, and GA) in the context of scheduling problem in grid computing environments. The proposed approach proceeds in three steps. In the first step, we formally model a single grid resource with its internal structure, and then compute some performance measures of the resource while the availability of the processors is taken into account. Details considered in the model, such as arrival of both local and grid tasks, number of the processors, failure/repair behavior of the processors, and limited buffer for tasks, make the model more accurate. The proposed SRN can appropriately model and compute different performability measures for a single resource. Furthermore, our proposed model can easily handle different scheduling schemes for a single resource by trivial modification of the model components. The results obtained from the steady-state analysis of the proposed SRN model are used in the body of a u-function to find the pmf of service time of a single grid resource for grid tasks in the second step. Therefore, the mean service time and the successful execution probability of a program on a resource can be evaluated and represented in a mathematical way. In the third step, we bring single resources together to capture an entire grid environment, and use their related u-functions to compute the overall u-function of pmf of service time of the entire grid for a workflow application. The workflow studied in this paper contains dependent programs which should be dispatched among independent grid resources. The GA presented to schedule the programs to the grid resources uses the u-functions of the resources to find the overall u-function of pmf of service time of the grid to the workflow application for a possible scheduling of programs on resources. A simple example is presented to illustrate how the proposed methods can be applied to a grid environment. Afterwards, a comprehensive case study with large number of programs and resources is presented and solved with the proposed approach to show its applicability in real grid systems.
The rest of the paper is organized as follows. Section 2 introduces the related work on performance and dependability evaluation of distributed systems, as well as the state-of-the-art on task scheduling algorithms for grid systems. Section 3 provides a short introduction to SRNs. In Section 4, the proposed SRN model for a grid resource is provided, and the performability measures are discussed.
Section 5 proposes an algorithm to find the pmf of service time of a grid resource for grid tasks and the GA-based scheduling algorithm. An illustrative example to show how the proposed SRN model and algorithms operate is provided in Section 6. Afterwards, a comprehensive case study with a wide variety of programs and resources and more realistic settings is presented in Section 7. Finally, Section 8 concludes the paper and presents future work.
RELATED WORK
This section reviews the related work done in the field of performance and dependability analysis of grid and cloud systems [7, 21, 23, 24, 25, 27, 30, 31, 32] . Moreover, the algorithms proposed to exploit analytic models for scheduling tasks on grid environments [6, 9, 10, 14, 16, 18, 19] are introduced.
Parsa et al. [18, 19] have proposed queuing network and Generalized Stochastic Petri Net (GSPN) solutions to model and evaluate performance of grid computing environments. The performance measures evaluated in [18] and [19] are the mean number of grid tasks waiting to receive service from the gird, and the total makespan of the environment, respectively. Both queuing network and GSPN models proposed in [18] only consider grid tasks submitted by grid users without paying any attention to the local tasks of the system, whereas the models proposed in [19] consider both types of tasks, grid and local tasks. The main drawback of the models proposed in [18] and [19] is that they only compute pure performance measures of the grid, and do not handle the possibility of one or more of the resources fail. Entezari-Maleki et al. [27] have proposed three different SRNs to model and evaluate the combined performance and dependability measure of a grid resource. The models of each grid resource were put together to capture the general model of a grid environment. Moreover, approximation techniques were used in [27] to overcome the state space explosion problem raised in the general model of the environment. Bruneo [30] has proposed an SRN model to investigate the performance of data centers in Infrastructure-as-a-Service (IaaS) cloud computing systems. The SRN proposed in [30] includes two major interesting functions of mathematical models for large scale systems, scalability and flexibility. EntezariMaleki et al. [35] have proposed an analytic model based on Stochastic Activity Networks (SANs) to compute the performance and the power consumption of an IaaS cloud. The SAN model proposed in [35] models the Dynamic Voltage and Frequency Scaling (DVFS) technique when it allocates physical machines to the virtual machine requests.
Ghosh et al. [31] have proposed interacting stochastic sub-models to evaluate the performance of large scale IaaS clouds while workload of the cloud, system characteristics and management policies are taken into consideration. In the same context, another model has been proposed by Bruneo et al. [32] to compare two different energy policies in green clouds using SRNs. The SRN model presented in [32] considers physical machines which dynamically changing the state through three different power consumption pools, sleep, idle and running, and allocates virtual machines on top of those physical machines to the user requests. Levitin et al. [7, 25] and Dai et al. [26] have analyzed the performance and reliability of grid services using the u-function technique. In [7] , a grid with star topology was considered with all resources directly connected to the grid manager, and a u-function representing the pmf of grid service time was proposed. The failure events of a resource and the communication link with the grid manager were considered in the model. In [26] , the model presented in [7] was extended to handle a computational grid with tree structure. In the model presented in [26] , common-cause failures in communication links were taken into account. Both models proposed in [7] and [26] consider only tasks with independent subtasks, thus do not support subtasks with data or control dependencies on each other. To solve this problem, precedence constraints on subtask execution were studied in [25] .
Azgomi et al. [16] have presented a Colored Petri Net (CPN) to model the workflow of tasks' execution in grid computing, and compute the reliability of a grid service. Although the CPN proposed in [16] precisely investigates failure events of grid resources and its effect on the performance, it does not consider local tasks and only solves the problem for a case that a single resource is individually considered. Entezari-Maleki et al. [6] have proposed a Markov chain model to compute the makespan on grids, and mean response time of a single task. The main advantage of the model proposed in [6] is that it allows to consider more than one manager for the grid. Distributed grid managers can be considered as heads of the clusters shaping the entire grid. However, the model presented in [6] still ignores the failure-repair behavior of grid resources, and the performance is purely evaluated without taking dependability issues into account. Tao et al. [10] have proposed a dependable grid workflow scheduling which uses Markov chains to predict availability of a resource. Based on the results obtained from the proposed Markov chain, a reliability-cost driven workflow scheduling algorithm was presented for grids. Garg et al. [9] have proposed an adaptive approach for scheduling workflows to dynamic grid resources based on a rescheduling method. The approach proposed in [9] involves initial static scheduling, resource monitoring and rescheduling with the aim of achieving the minimum execution time for a workflow by taking into account the availability of hosts and links.
Since the optimal scheduling of tasks on grid resources is an NP-Complete problem, evolutionary optimization techniques have been used to solve the problem [8, 21, 22, 23] . Levitin et al. [22] have proposed a technique for computing the execution time of tasks in a grid with a star topology while the failure behavior of grid resources and communication links are taken into account. Afterwards, a genetic algorithm was proposed to partition the tasks to execution blocks distributed across the grid resources. Dai et al. [23] have considered a grid with tree structure, and the problem of task partitioning and dispatching on it. In order to provide an optimal solution for task partitioning and distribution among the resources, an algorithm based on graph theory, Bayesian approach, and the evolutionary optimization technique was presented in [23] . The algorithm was designed to achieve the desired level of service performance. Entezari-Maleki et al. [8] have proposed a genetic algorithm to dispatch the independent tasks on distributed resources in a grid. The proposed algorithm in [8] considers the performance of the environment as a fitness function, and tries to minimize the total makespan of the system by appropriately distributing tasks to the resources. Entezari-Maleki et al. [21] have exploited SANs to model and evaluate the performance of a grid resource, when the availability of the resource is taken into account. The model presented in [21] was used to assess the failure probability of grid tasks, and the throughput and mean response time of a resource for grid tasks. Afterwards, an algorithm was proposed to find the makespan of the grid when executing independent tasks under a specific scheduling. Finally, the Simulated Annealing (SA) meta-heuristic was used to find a good enough solution for scheduling of independent tasks on grid resources according to the proposed SAN, and the algorithm presented to find the makespan of the grid for a predefined scheduling.
Other related methods and algorithms in this research field can also be found in the literature. In general, each of the methods presented in this area has its own strengths and weaknesses. One of the problems with the previously presented methods in grids is that they usually do not consider the existence of both local and grid tasks, and the simultaneous execution of them in grid resources [19, 21, 24, 27] . A work that considers both types of tasks only computes pure performance of the grid environment without paying any attention to the failure-repair behavior of resources [19] . Moreover, previously presented methods mostly focus on measuring the mean value of output parameters, ignoring the distribution function of the output values [6, 16, 18, 19, 21, 23, 24, 27, 30, 31, 32, 35] . Proposing only a framework to evaluate the performance and/or dependability of grids, disregarding the scheduling problem of dependent programs on grid resources, is another difficulty found in the previous research papers [7, 23, 25, 26, 27, 31] , which is addressed in this paper.
OVERVIEW OF STOCHASTIC REWARD NETS
Petri Net (PNs) is a graphical tool for the formal description of systems whose dynamics are characterized by concurrency, synchronization, mutual exclusion, and conflict, typical features of distributed systems [36, 37] . A Petri net can be defined as a 5-tuple:
where
The graphical representation of a PN contains two disjoint sets of components, designated by places and transitions. The places and transitions are represented by circles and bars (or filled rectangles), respectively. The marking of a place corresponds to the number of tokens in the place. The marking of the PN is represented by a vector that specifies the marking of each place in the net. After specifying the marking of a PN, we can analyze the dynamic behavior of the net. A place is defined to be an input (output) place of a transition if there is an arc from the place (transition) to the transition (place). An integer (d ≥ 1), called arc multiplicity, can be associated with each arc in the net. By default, if this number is not shown on the arc, it means that the arc multiplicity is 1. A transition is said to be enabled if each of its input places contains at least as many tokens as that input arc's multiplicity. An enabled transition is ready to f ire. When a transition fires, a number of tokens equal to the multiplicity of the corresponding arc is removed from each of its input places. Moreover, each of its output places are deposited a number of tokens equal to the multiplicity of the corresponding output arc. Each firing generates a new marking of the net. Structural extensions to PNs include inhibitor arcs (denoted by an arc with a circle), which connect places to transitions [38] . A transition can be enabled only iff the number of tokens in its inhibitor place is less than the multiplicity of the inhibitor arc.
In the aforementioned definition, all transitions can fire as soon as they are enabled. The enabled transition can fire and there is no priority between the enabled transitions. This definition of PNs, which is known as basic PNs, is adequate for verifying the system's properties, e.g., liveness, boundedness, invariance, and so on. In order to allow a quantitative evaluation of the system's behavior, PNs have been extended in various ways to incorporate time notion [39] . The timeaugmented PNs can be classified further depending upon whether the times mentioned are deterministic or stochastic. In the first case, the class of such PNs is called Timed Petri Nets(TPNs), and in the latter, they are called Stochastic Petri Nets (SPNs). More precisely, SPNs are PNs in which we always associate an exponentially distributed time delay to each transition [40] . In SPNs, all transitions are timed transitions. In order to overcome some quantitative problems, existing in SPN analysis and model immediate actions in some systems, Generalized Stochastic Petri Nets (GSPNs) have been introduced [38] . GSPNs have two different classes of transitions: immediate and timed transitions. Once enabled, immediate transitions fire in zero time. Timed transitions fire after a random, exponentially distributed enabling time, as in the case of SPNs. In the graphical representation of GSPNs, immediate transitions are drawn by bars or filled rectangles, while timed transitions are represented by white rectangular boxes. A marking of a GSPN is said to be vanishing if at least one immediate transition is enabled in that marking; otherwise, it is said to be tangible.
A Stochastic Reward Net (SRN) is obtained by associating reward rates with markings of a GSPN [41, 42] .
SRNs allow the automated generation of Markov Reward Models (MRMs), facilitating the combined evaluation of performance and dependability of degradable fault-tolerant computer systems. We associate a reward rate ρ i to every tangible marking of the SRN, then the expected reward rate at the steady-state can be computed as i ρ i π i , where π i denotes the steady-state probability for the SRN to be in marking i. Several more extensions have been proposed for SRNs, namely for allowing multiplicity of arcs to be marking dependent and enabling functions or guards to be associated with transitions. The SRN models can be automatically transformed into MRMs, and then the steady-state and transient analysis of the obtained MRMs can produce the required measures of the original SRNs.
PERFORMABILITY EVALUATION OF A GRID RESOURCE
In order to compute the combined performance and availability of a grid resource, an SRN model is presented in this section. Afterward, the u-function technique is used to compute the probability mass function (pmf) of the service time of a grid resource for grid tasks.
A. SRN Model
The proposed SRN models a single grid resource with N processors inside the resource. Since there are two different types of tasks in each resource, grid and local tasks, we need a scheduling scheme to dispatch the tasks among the processors in a single resource. For this reason, the non-preemptive priority scheduling scheme is used in this paper to simultaneously schedule grid and local tasks to the processors of a resource. Any
. The proposed SRN model for a grid resource scheduling scheme (e.g. random selection, preemptive priority and so forth) can be easily modeled by adding (removing) some components to (from) the proposed SRN. In non-preemptive priority scheme, a grid task is executed by one of the idle processors of the resource only if there is no local task in local queue of that resource. Fig. 1 shows the proposed SRN model, and Table 1 describes the places, transitions and arcs of the model. Input parameters of this model are: (1) the sizes of grid and local queues (M G and M L ), (2) the arrival rates of grid and local tasks (λ G and λ L ), (3) the number of the processors inside the resource (N ), (4) the service rate of each processor (µ), (5) the failure rates of idle and busy processors represented by γ i and γ b , respectively with γ i < γ b , and (6) the repair rate of a failed processor (τ ). It should be mentioned that the times assigned to all timed transitions follow exponential distribution.
The aim of the model is to evaluate the performance of a grid resource while its availability is taken into account. To achieve this, the failure-repair behavior of the processors in a grid resource should be considered in the model.
Places P U P and P DP in Fig. 1 represent the up and down processors inside the resource, respectively. Since it is assumed to be N operational homogeneous processors inside a resource when the resource starts to serve the tasks, we put N tokens inside place P U P to represent those processors. Transition T IP F represents the failure event of idle processors. The pound sign (#) on the arc from place P U P to transition T IP F shows that the firing rate of this transition is marking dependent. So, the actual firing Selecting grid tasks to be 0.5 assigned to an idle processor tLS Selecting local tasks to be 0.5 assigned to an idle processor rate of timed transition T IP F is computed as k.γ i , where k is the number of tokens in place P U P and γ i is the failure rate of an idle processor, as previously referred. Timed transition T R represents the repair action of a failed processor. It is assumed that there exists only one repair facility for all processors inside a single resource.
As it can be seen in Fig. 1 , there are two different lines of tasks arrivals. The first line is for grid tasks, submitted by grid users, and the second line is for local tasks, which are submitted by local users inside administrative domain of the resource. Transitions T GA and T LA show the arrival of grid and local tasks to the resource, respectively. There are two guard functions, g 1 and g 2 , in the model associated with timed transitions T GA and T LA , respectively, to reflect the grid and local queue sizes of the resource. These functions are described in Table 2 , where M G and M L denote the sizes of grid and local queues, respectively. Once transition T GA (T LA ) fires, a token is deposited into place P GQ (P LQ ) showing a grid (local) task has been submitted to the resource and it is waiting to get service from the resource. Places P GQ and P LQ represent the grid and local queues of the resource, respectively. If there is a token in place P LQ and there is at least one token in place P U P , immediate transition t LS fires; one token from P LQ together with another token from P U P are removed, and a token is put in place P LS , representing a local task is getting service from the resource. Since higher execution priority is assigned to local tasks over grid ones, a grid task is assigned to an idle processor if there is no local task in local queue of the resource. The guard function g 3 described in Table 2 applies this condition to immediate transition t GS . So, if there exists at least one token in both places P GQ and P U P , and there is no token in place P LQ , transition t GS fires; one token from P GQ together with another token from P U P are removed, and a token is deposited into place P GS . Existence of a token in place P GS (P LS ) shows that an idle processor has been allocated to a grid (local) task to serve the task. Transitions T GS and T LS represent servicing of grid and local tasks inside the resource, respectively. The service rate of each individual processor is µ, which multiplied by the number of grid (local) tasks served in the resource gives the firing rate of the transition. This is shown by symbol # near transitions T GS and T LS . After firing the timed transition T GS (T LS ), a token is removed from place P GS (P LS ) and deposited into place P U P to signal that one processor has already finished its job, and can be allocated to another waiting grid/local task. The failure events of busy processors are modeled by timed transitions T G BP F and T L BP F , for processors servicing grid and local tasks, respectively. The firing rates of these transitions are also marking dependent.
B. Performance Measures
The output of the SRN model presented in Fig. 1 is obtained by assigning appropriate reward rate to each feasible marking of it, assigning reward impulses to the transitions between the markings, and then computing the expected rewards in steady-state. Let ρ i denote the reward rate assigned to marking i of the SRN model described above. If π i represents the steady-state probability for the SRN model to be in marking i, then the expected steady-state reward rate can be computed as i ρ i π i . Moreover, if r t denotes the reward impulse associated with transition t, then ∀i ∈ Ω (Ω is the state space of the underlying Markov chain of the SRN model shown in Fig. 1), r t (i) is the instantaneous reward gained when firing transition t in marking i [42, 43] . In most cases, a marking dependent reward impulse specification is not needed, and r can be considered as a real number. In this paper, the Stochastic Petri Net Package (SPNP) [44] is used to solve the numerical examples of the proposed SRN and obtain output measures. The interesting measures in the proposed model are the following. Blocking probability of grid task arrivals. The steady-state blocking probability of grid task arrivals, P b , can be computed by assigning the reward rate ρ i to the proposed SRN model:
Failure probability of grid tasks. The steadystate failure probability of grid tasks, P f , can be obtained by computing the actual firing probability of timed transition T G BP F . This value can be computed by associating impulse reward to firing timed transition T G BP F , which transfers underlying Markov chain of the SRN model shown in Fig. 1 from state i to state j. Assigning the impulse reward to one when T G BP F fires, and zero to all other timed transitions, we can use (2) to compute P f .
where λ t (i) and r t (i) are the firing rate and the impulse reward associated with the firing timed transition t, receptively. The notation 42] . Moreover, T denotes all timed transitions in the SRN model shown in Fig. 1 , and r t (i) can be obtained as:
Throughput of a resource to grid tasks. Let π(P GS = k) denote the steady-state probability of there being k tokens in place P GS . Hence, the actual throughput of a resource to grid tasks can be computed by (4) .
where N and µ denote the total number of processors inside the resource and the service rate of each processor, respectively. There is a direct way in SPNP to compute the throughput of a transition. We use this capability of SPNP to compute the throughput of timed transition T GS , which gives the throughput of the resource for grid tasks.
C. Universal Generating Function
The universal generating function, u-function, representing the probability mass function (pmf) of a discrete random variable Y is defined as a polynomial
where the variable Y has K possible values and α k is the probability that Y is equal to y k [33] . In order to obtain the u-function representing the pmf of a function of two independent random variables ϕ(Y i , Y j ), composition operators are introduced. The composition operators determine the u-function for ϕ(Y i , Y j ) using simple algebraic operations on the individual u-functions of the variables [7, 16, 22] . The general form for all composition operators is shown in (6) . 
In this paper, the u-function u(z) defines the pmf of the service time of a single resource for grid tasks. The service time of a resource for a grid task is defined as the time since the task is submitted to the resource until it leaves the resource. Therefore, the u-function representing the service timet of a grid resource for grid tasks takes the form:
wheret is the actual service time of the resource to grid tasks, and can be computed as 1/T hroughput using (4), and p(t) is the probability of the resource successfully serves the grid tasks. If the resource cannot serve grid tasks for any reason (e.g. the grid queue is full or a processor failure), the service time of the resource would be considered as infinite (∞). After modeling a grid resource using the proposed SRN to find the T hroughput measure using (4), we can compute probability p(t) by
where P b and P f are the blocking and failure probabilities of grid tasks, respectively, computed by applying (1) to (3) to the SRN model of a single grid resource. The reason behind (9) is that a grid task that is accepted by a grid resource with probability 1 − P b will be executed by the resource with service rate 1/t iff the servicing processors do not fail. Using (2) and (3), the probability that the processors servicing grid tasks do not fail is computed as 1 − P f . Therefore, the probability of successful execution of grid tasks in a resource can be computed by (9).
TASK SCHEDULING CONSIDERING RESOURCE PERFORMABILITY
This section presents a general case of workflow application to be scheduled on resources of a computational grid. With this purpose, an algorithm to find the pmf of the service time of a grid for a workflow application is presented. Afterward, a geneticbased scheduling algorithm is proposed to dispatch programs of a workflow to the grid resources, with the aim of minimizing the total service time or maximizing the probability of successful execution of the entire workflow application.
A. Workflow Representation
Directed Acyclic Graph (DAG) is a common representation of scientific workflows in computer science [1, 5] . The subclass of directed series-parallel graphs, SP-graphs for short, plays an important role in representing workflows [45, 46] . SP-graphs are restricted forms of DAGs which can be used to show the dependencies between programs of an application. SP-graphs are built by starting with single nodes. The single nodes may be combined in either series or parallel. The subgraphs obtained in this way may be combined in either series or parallel with other nodes or subgraphs [47] . Consequently, each SP-graph will have a unique source and a unique sink. It is worth to mention that a SPgraph is acyclic by definition. Our definition of seriesparallel in this paper also implies that a SP-graph cannot have redundant edges. Hence, if there is an edge from node x to node y, there is no other path from x to y. A workflow application can be represented by a SP-graph G(V, E), where V is the program set P = {p 1 , p 2 , . . . , p n }, with n programs in the application, and E is the edge set representing the dependencies between the programs. The notation e ij denotes an edge from the vertex p i to p j , and it means that the program corresponding to the vertex p j requires output data or results produced by the execution of program p i . A SP-graph representation of a simple workflow application with six programs can be seen in Fig. 2 . The number attached to program p i represents the computational complexity (size) of p i which is denoted by c i . For example, the computational complexity of program p 1 is equal to 6 units, c 1 = 6. In fact, the unit assigned to each program is not important in our calculations, and it can be considered as any valid unit (e.g. M illion Instructions), but we use the general word task to refer the computational complexity of a program.
In order to schedule programs existing in a workflow application to grid resources, a topological order of the programs should be found on a SP-graph. A topological ordering (or sorting) of a directed graph is a linear ordering of its vertices such that for every directed edge e ij from vertex i to vertex j, i comes before j in the ordering. For instance, the orders {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 }, {p 1 , p 3 , p 4 , p 2 , p 5 , p 6 } and {p 1 , p 3 , p 2 , p 4 , p 5 , p 6 } are all possible topological orders existing in the SP-graph shown in Fig. 2 which are valid sequences of program executions for this example. For our purpose, finding only one topological order suffices to be able to apply the proposed approach.
B. Algorithm to Find the pmf of Grid Service Time
Modeling grid resource R j using the SRN proposed in Subsection A, the pmf of the service time of resource R j can be computed as u j (z) by applying (8) . Knowing the computational complexity of each program and the pmf of service time of each resource, the pmf of service time of a resource for a particular program is computed. Let T and S denote a possible topological order on a workflow application and a scheduling string, respectively. The scheduling string S, defined on a given topological order T , assigns each program of T to only one grid resource. Hence, the length of S is equal to the length of T , and each cell in S represents the number of the grid resource allocated to the relevant program. Suppose that the program p i , with computational complexity c i , is assigned to the resource R j to be executed. Hence, the pmf of the service time of resource R j for program p i is computed as
wheret ij is computed using (11).
where T hroughput is obtained by applying (4) to the SRN of Fig. 1 for modeling the grid resource R j . After finding the pmf of the service time of an assignment, the pmf of total service time of a resource should be computed. We name this u-function as U j (z) for resource R j . After the first allocation of resource R j , U j (z) will be equal to the u-function resulted from the first allocation (e.g. u ij (z) if program i has been assigned to the resource R j as a first assignment). Upon assigning other programs to a resource, the pmf of total service time of the resource should be updated by (7) . For example, suppose program p k is assigned to resource R j as a second allocation of resource R j in scheduling string S. Similar to (10), we can compute u kj (z) representing the pmf of the service time of resource R j for program p k when there is no load on resource R j . Since the resource R j has been allocated to execute program p i before executing program p k , the successful execution of program p k depends on the successful execution of program p i . Therefore, the pmf of total service time of resource R j which is allocated to execute programs p i and p k is computed using (12) .
The procedure mentioned above is applied to all programs in the workflow application for computing the pmf s of total service time of all resources. Afterward, the add operator is applied to the u-functions of grid resources which have at least one assignment. Let Ω = {R 1 , R 2 , . . . , R r } denote the set of grid resources which have been allocated to execute at least one program. In other words, resource R j ∈ Ω iff there exists a program p i assigned to resource R j in the scheduling string S on topological order T . Finally, the pmf of service time of the entire grid for a workflow application is computed by applying (13) .
Algorithm 1 summarizes the above procedure.
C. Genetic-based Scheduling Algorithm
The u-function representing the pmf of the service time of entire grid for a given workflow application can be obtained by applying (13) to a specific scheduling string.
Changing the scheduling string results in different u-functions, and consequently, different total R. Entezari-Maleki et al.
Algorithm 1
The procedure proposed to find the pmf of the service time of entire grid for a workflow application 1. Model all resources existing in the grid by the SRN model presented in Fig. 1.  2 . Compute the measures P b , P f and T hroughput of each resource. 3. Get workflow application W with all the information about its programs. 4. Find topological order T on workflow W . 5. Get scheduling string S. 6. For a given program pi in T , find its corresponding resource Rj in S;
6.1. Compute uij(z) using (10) 6.2. Update Uj(z) using (12) 7. Find the set of grid resources which have at least one assignment (named Ω). 8. Compute the pmf of service time of the entire grid for workflow application W using (13) .
service times and successful execution probabilities. Therefore, a scheduling algorithm should be developed to be executed by the manager to dispatch the programs to the resources. The main objective of this algorithm can be considered as finding a suitable scheduling string, with the aim of minimizing the total service time of the overall workflow or maximizing the successful execution probability of the workflow. In both cases, an NPComplete allocation problem is defined. To solve this problem, the adoption of a Genetic Algorithm (GA) is proposed in this paper. GA is a promising heuristic and effective optimization approach to find near optimal solutions in large search spaces [8, 22, 48] . In order to propose a new GA, some predefined steps should be fixed.
In the first step, it is necessary to encode any possible solution of the problem as a set of strings named chromosomes. Each chromosome represents one possible solution for the problem. A set of chromosomes is referred to as a population. To represent the scheduling problem, an integer encoding is used in which each chromosome is represented by a vector of integers and each cell of the vector is considered as a gene. For a problem with n programs and m resources, the length of the vector is n and each gene can take a value between 1 and m, where the gene value represents the resource which is allocated to the program. For example, in a problem with six programs (p 1 , p 2 , . . . , p 6 ), as shown in Fig. 2 , and three resources (R 1 , R 2 , R 3 ), a possible solution is 231221 which shows programs p 1 , p 4 and p 5 are assigned to resource R 2 , program p 2 is assigned to resource R 3 , and programs p 3 and p 6 are assigned to resource R 1 . It is worthwhile to mention that assigning all programs to a single resource is a valid assignment in this representation, but we avoid this case and only consider the assignments that use all available resources. In situations in which the number of programs (n) is much more than the number of resources (m), we can define a low threshold called l for a possible assignment to represent the minimum number of tasks assigned to each resource in a valid representation. For example, in string 231221, the low threshold factor is 1 (l = 1). If we consider l = 2, the previous string will be an invalid chromosome. One possible string for l = 2 is 132213 which assigns to each resource exactly two programs. In this case, there are 90 = 6 2 × 4 2 × 2 2 possible combinations for n = 6, m = 3, and l = 2. The value of the low threshold, l, can be chosen arbitrary, but assigning an appropriate value for l can help the GA to converge to the result faster, and may result more balanced load distribution among resources.
In the next step, an initial population of valid chromosomes is generated. The initial population (mostly a random set of chromosomes) is the first generation from which the evolution starts. The third step is to evaluate each of the chromosomes generated in the previous step. Each chromosome is associated with a fitness value, which in our algorithm is the total service time of a workflow or the probability of successful execution of the workflow represented by the chromosome. In other words, a fitness value is assigned to each of the chromosomes and the objective of the proposed GA is to find a chromosome with near-optimal fitness value. In our case, the fitness value can be computed by applying algorithm shown in Algorithm 1 to each possible chromosome. For example, if we consider the total service time of a workflow as the fitness value, chromosomes with smaller fitness values represent better solutions. Within this population, new solutions are obtained during the genetic cycle applying crossover and mutation operators. To select some of the chromosomes to breed a new generation, a selection method, such as roulette wheel selection, rank selection, tournament selection, should be used. Herein, the rank selection method is exploited, but any other selection methods can be used. In the crossover step, all chromosomes selected in the selection phase are paired up, and with a certain probability they are crossed over. With the crossover procedure used in the proposed algorithm, two crossover points are randomly selected, between 1 and n, for each couple of chromosomes. Code string from beginning of the chromosome to the first crossover point is copied from the first parent (assume parent1), the order of genes existing in the part from the first to the second crossover point are inherited from the second parent (assume parent2), and the rest is copied from the first parent (parent1). By applying this method, new generated offspring may inherit the best possible characteristics of the parents.
After crossover, each gene of a chromosome is mutated to any one of the codes, with a mutation probability. The mutation process transforms a valid chromosome into another valid chromosome that may or may not already be in the current population. The mutation method used in our algorithm just swaps 
Selection
Apply the Rank Selection method to select some chromosomes to breed
Crossover
Use the crossover procedure mentioned in Section 5.C
Mutation
Use the mutation procedure mentioned in Section 5.C
Yes

Output
The resulted scheduling string together with its fitness value/s
No
New population
Preserving the validity of chromosomes FIGURE 3. Steps of the proposed GA-based scheduling algorithm genes initially located in two randomly chosen positions of a chromosome selected for mutation. After crossover and mutation, the new population is generated and the fitness function is applied to the new chromosomes. Crossover and mutation procedures should preserve the validity of newly obtained strings. Both crossover and mutation methods introduced above satisfy this requirement, so they can be used to generate a new population. The loop of chromosome generation is terminated according to a predefined criteria. The elite chromosome as a good enough solution together with its corresponding fitness value as an optimized measure is returned. Herein, the good enough solution is the scheduling string produced by the proposed algorithm, and the optimized measure is either the service time or the successful execution probability. We use the number of generations as a termination condition, but in general, other criteria such as allocation constraints (e.g., time), manual inspection, and combination of these conditions can be adopted. Fig. 3 graphically represents the steps of the proposed GA.
AN ILLUSTRATIVE EXAMPLE
A simple numerical example is presented in this section to illustrate the application of the proposed approach, and how it works. Suppose a grid computing environment with three different resources, R 1 , R 2 and R 3 , without any connection between the resources. The programs are dispatched by a manager that has a direct connection to each resource. The specifications of the resources are shown in Table 3 . These values are just simple numbers, which can be replaced according to the features of real systems. As it can be seen in Table 3 , the failure rate of a busy processor is higher than that of an idle processor for all resources. Also, the arrival rate of grid tasks is assumed to be greater than the arrival rate of local tasks in all resources, because it is reasonable to think that a resource joins a grid environment whenever its local load is not significant. All resources are modeled with SRN represented in Fig. 1 , and the measures defined in Subsection B are computed for them. Table 4 shows the performance measures obtained from the steady-state analysis of After modeling the grid resources using the proposed SRN, the pmf of the service time of each resource for grid tasks is computed by applying (8) . The u-functions, representing the pmf of service time of resources R 1 , R 2 and R 3 are shown in (14) .
Suppose there is a workflow application with six different programs as shown in Fig. 2 , which should be scheduled on resources R 1 , R 2 and R 3 . In order to schedule the programs of the workflow, the topological order T = {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 } is considered. Moreover, a possible scheduling string named S 1 is assumed as one of the chromosomes of the initial population of the proposed GA. According to the chromosome representation rules of the proposed GA mentioned in Subsection C, a possible valid coding for S 1 is S 1 = 121323.
Considering the scheduling string S 1 , in the first assignment, program p 1 is assigned to resource R 1 . According to (10) and (11), the pmf of the service time of resource R 1 for program p 1 is computed as
Based on the definition of the pmf of the total service time of a resource, presented in Subsection B, U 1 (z) can be written as
since it is the first allocation of resource R 1 to programs. According to the scheduling string S 1 , program p 2 is assigned to resource R 2 , after assigning program p 1 to resource R 1 . The pmf of the service time of resource R 2 for program p 2 is computed as:
Similar to (16), we can write U 2 (z) as:
The third assignment in S 1 is allocating resource R 1 to program p 3 . Hence, the pmf of the service time of resource R 1 for program p 3 , considering the situation in which there is no load on resource R 1 , is computed as:
According to (12) , we can compute U 1 (z) using (15) and (19) as:
This procedure is continued till the last assignment (p 6 → R 3 ). After assigning all programs, the pmf of the service time of all three resources are obtained. These u-functions are shown in (21) .
Finally, after applying (13) to (21), the pmf of service time of the sample grid for the given workflow application is computed as
which shows that the hypothetical grid executes the workflow application shown in Fig. 2 in 9 .46 time units (e.g. sec), with the probability of 0.21, according to scheduling S 1 . If we change the string S 1 to different scheduling, U (z) would also be different. The resulting u-function strongly depends on both the factor l for setting the scheduling string and the fitness value considered for the proposed GA. As an example, if we set the low threshold factor to 2 (l = 2), as it was for S 1 , and consider the service time of the workflow as the fitness value and try to minimize this value using the proposed The u-function corresponding to the scheduling string S 2 is U (z) = 0.21z 9.15 + 0.79z ∞ . The worst case for l = 2 in the perspective of service time is S 3 = 121332, which leads to U (z) = 0.21z 9.50 + 0.79z ∞ . It turns out that the successful execution probability for all possible scheduling strings when l = 2 is 0.21. This probability changes when the parameter l is modified. Table 5 shows the best and worst service times for this example when l = 0, 1, 2, as well as the corresponding scheduling strings.
As it can be seen in Table 5 , when the factor l is set to zero, the algorithm assigns all programs to the fastest resource, R 1 , to reach the minimum service time for the workflow application. On the other hand, to reach the maximum probability of successful execution, the algorithm assigns all programs to the most reliable resource, R 2 . In both cases, we have single point of failure because all programs have been assigned to a single resource. In order to avoid this situation and provide a more balanced schedule, the low threshold factor, l, should be set to an appropriate value. One proper value for l can be considered as n m where n and m are the numbers of programs and resources, respectively.
NUMERICAL RESULTS
In this section, a larger grid environment with a higher number of programs is studied, and then a comparison study with the state-of-the-art is performed.
A. A Comprehensive Example
Herein, a grid environment with 100 resources and a workflow application with 1000 dependent programs are considered as a more realistic case study. None of the resources are connected to the others, and they only can get programs from the manager. To generate the workflow application, the open-source software for visualizing and analyzing large networks graphs, Gephi [49] is used. Using this tool and setting the Grid tasks arrival rate (λG) [5, 15] Local tasks arrival rate (λL) [1, 5] Service rate of a processor (µ) [5, 10] Grid queue size (MG) [5, 20] Local queue size (ML) [5, 10] Number of processors (N ) [1, 4] Repair rate of a processor (τ ) [5, 10] number of nodes to 1000 and the wiring probability of the graph to 0.2, a DAG application in which the nodes are connected to each other in series or parallel is generated. The size of each program of the DAG is randomly generated in the range [1, 100] . After generating a random workflow, the specification of internal configuration of each resource should be determined before being able to use the proposed SRN model to calculate the probabilities P b and P f , and the T hroughput of the resource. The configurations of resources used are shown in Table 6 . As can be seen in this table, for each parameter is specified a range, the exact value for that parameter is selected randomly within that range. Since none of the workloads and logs reported from real grid systems contains all our required detailed information of the resources and workflows, we have looked at some famous datasets in this area to set realistic values and ranges for the parameters of our case study. [52] (N orduGrid workloads) have been used. However, some of the parameters, such as grid and local queue sizes of a resource, which are basically related to the inner structure of the resource could not be found in these datasets. In these cases, we use random numbers to have a fair simulation. After modeling all resources using the proposed SRN model and computing the measures introduced in Subsection B, the u-function representing the pmf of the service time of a resource can be defined using (8) . Having the workflow application and finding a topological order among its programs, the proposed GA is applied to find a suitable scheduling of programs of the application on grid resources. In this case study, the size of the initial population, and the crossover and mutation probabilities are set to 100, 0.9 and 0.2, respectively. As mentioned earlier, the number of the iterations is considered as the termination condition of the proposed GA. In this example, the maximum 
∞ number of iterations is set to 500. It means when the number of the cycles shown in Fig. 3 reaches 500, the algorithm finishes and returns the results. If we set this number to a larger value such as 1000 or 2000, the final outcome will be approximately the same as that for 500 iterations. Table 7 summarizes the results obtained from applying the proposed GA to schedule the workflow application to the grid resources in our case study. In Table 7 , two different values, successful execution probability and mean service time, are considered for fitness values in the proposed GA, and pmf of the service time of the entire grid for the given workflow, as u-function, is presented for all valid values of parameter l (l ∈ [1, 10]).
As described in Section 6, and shown in Table 5 , when the parameter l is set to zero, the proposed algorithm assigns all programs to a single resource which results in a single point of failure. To avoid this situation and fairly schedule the programs to the resources, this factor should be set to an appropriate value. For this reason, we exclude l = 0 from our results reported in Table 7 . Furthermore, it can be concluded from Table 7 that assigning each of the programs to only a resource results in low successful execution probability. To overcome this shortcoming, each of the programs can be simultaneously assigned to two or more resources (redundancy in program assignment). In this case, the mean service time of an application may increase, but the successful execution probability will increase significantly. This is a trade-off between successful execution probability and service time.
B. The Comparison Study
Since methods in the state-of-the-art partially model some aspects of the system or evaluate different measures of interest, it is difficult to directly compare the numerical results of the proposed approach with the ones obtained from those previous methods. The comparison between a newly proposed method and previously presented ones is meaningful only if all assumptions made in the methods are common and the goals of the methods are the same. Otherwise, the complete comparison is almost impossible, and the methods can be only partially compared. Hence, in order to assess the proposed model and algorithms, we partly compare them with the method presented in [21] which is the most-related work in the state-of-the-art. However, there are some basic differences between our approach and the one presented in [21] . In the following, we mention the main differences and discuss the ways followed to allow the comparison of the approaches.
• The formalism used in [21] to model a grid resource is the Stochastic Activity Network (SAN), while we use SRN in this paper. Although the formalisms are similar, there are some differences between them and their supporting tools.
• The method proposed in [21] can only handle independent grid programs, named jobs in [21] , whereas our proposed approach solves the problem when the grid programs/jobs have dependencies.
Since our approach embraces a wide range of applications, for the sake of comparison, we reduce it and consider a subset of applications that only contains independent programs/jobs. • The SAN model presented in [21] cannot compute the probability of successful execution of a given program/job on grid resources. The main goal of that SAN model is to compute the throughput of the resources in order to find the total makespan of a grid resource for a set of jobs. We can think of applying our method for computing the successful execution probability of a program, formulated by (1), (2) , and (9) , to the SAN model of [21] , but it cannot help us to fully compare the methods, because the approach presented in [21] only considers independent programs/jobs as mentioned above. Therefore, in order to compute the successful execution probability of an application with n independent program, it suffices to only compute the probability of successful execution of each program/job, and then report the smallest number as the successful execution probability of the entire application. This is one of the main reasons why we mention the approaches are partly compared herein since the approach presented in [21] does not handle dependent programs/jobs.
• The scheduling algorithm proposed in [21] uses Simulated Annealing (SA) to schedule grid jobs to the grid resources, while we use GA to schedule programs of an application to the grid resources. Although the representation of the problem and the methods used to reach to the near-optimal solution are different in these approaches, we can still compare them since the context of both optimization problems is the same.
• The aim of the scheduling algorithm presented in [21] is to find the best-possible scheduling string to minimize the overall makespan of the grid environment. However, the main goal of the scheduling algorithm presented in this paper is to find a suitable scheduling string to minimize the total service time of the overall workflow or maximize the successful execution probability of the workflow, which helps us to compute the pmf of service time of the entire grid for a workflow application. In order to find a common point between these two heuristics and partly compare them, the aim of both algorithms is considered to be minimizing the service time of the grid for a bag of independent programs/jobs, which is compatible with both approaches. To do this, we compute the service time of the grid environment, using the SAN model presented in [21] , instead of computing the response time.
The grid environment considered in Section 7.A is used herein in the comparison study. The settings of the proposed model and algorithms are the same as those introduced in Section 7.A, and the setting of the SA-based scheduling algorithm is the same as that presented in [21] . There is no dependency among the programs/jobs which leads to the lower service time compared to the dependent programs/jobs discussed in Section 7.A. Fig. 4 shows the service time of the assumed grid environment resulted from both approaches. As can be seen in this figure, the service time of the environment for 1000 independent programs/jobs resulted from our approach is less than that of the method presented in [21] , which shows the interest and the advantage of the approach proposed in this paper. The successful execution probability obtained from both approaches is the same since the programs/jobs are independent. It should be mentioned that the horizontal axis in Fig. 4 shows the threshold l which varies from 1 to 10. By increasing the value of l, more number of programs/jobs are assigned to low speed resources which leads to the increase of the service time. 
CONCLUSIONS AND FUTURE WORK
In this paper, a new approach, based on SRNs, was proposed to assess the performability measures of a single grid resource. Afterward, the u-function technique was exploited to compute the service time and the successful execution probability of a program served by a resource. Using the proposed u-function, and the new composition operator on it, one can compute the service time of a grid resource for a set of programs. It leads to find the pmf of the service time of a grid for a workflow application consisting of dependent programs. Finally, a geneticbased scheduling algorithm was proposed to apply the outputs of the SRN model and the u-function in order to appropriately schedule programs of a workflow application to the resources distributed within the grid environment. The proposed scheduling algorithm could find a good enough scheduling string with the acceptable service time and successful execution probability. The applicability of the proposed approach to real grid systems was shown by solving detailed examples adopting the proposed approach.
There is a number of research issues remaining open for future work. In this paper, it is assumed that all resources are independent, having no interactions with each others. This simple topology, which is frequently used to relax the problem and make it easier to solve, can be replaced with a more complex and realistic one. For example, we can consider a tree structure (hierarchical connection) for a grid system, or consider a fully connected network in which all resources are connected to each other. If we take the structure of the network into account, we should change the u-function presented in this paper to be able to handle the common cause failures which have not been considered here. In addition to the structure of the environment, data transfer time can also be considered in the proposed methods. Although the programs studied in this paper are dependent on each other, the time required to transfer data from a resource servicing a program to another resource servicing the subsequent program is not considered here. One can study the communication links among grid resources, and compute data transmission times according to the SP-graph representing the workflow application and topology of the grid environment. Moreover, failures of communication links between resources according to the structure of the system can be taken into account in future work.
Applying the proposed approach to the cloud computing environments and considering the specific characteristics of clouds (e.g. virtualization, rejuvenation, migration and so on) is also another idea for future work. Since cloud systems are widely used now-a-days, applying some modifications to the proposed approach can help us to be able to exploit it in analyzing cloud systems. Moreover, when considering a new environment, we can think about some important parameters in the new environment and try to compute the parameters using the proposed models and analyze them. For example, we can change the SRN model to be able to compute the power consumption measure in cloud systems by steady-state analyzing the SRN model.
Furthermore, studying various execution types of parallel subgraphs existing in a SP-graph is an interesting issue in this field. In our study, executing all programs of each parallel subgraph of a SPgraph is necessary for a workflow application to be executed. In some cases, executing only one path of a parallel subgraph suffices to start the execution of the subsequent subgraph(s) in the overall SPgraph. Generally, in these cases, we can consider the execution of only k paths of all n paths, k ≤ n, of a parallel subgraph as a requirement for executing the entire subgraph.
Moreover, general cases of program executions inside a workflow application can be studied by applying maximum and minimum functions to the execution time and/or successful execution probability resulting from all paths of a parallel subgraph. Considering each of these combinations requires defining a new operator for computing the corresponding u-function and may result in different scheduling strings.
