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ABSTRACT 
Fast estimation algorithms inspired by the classical method of Levinson have been 
developed in the areas of time series analysis, system identification, and signal 
processing. This paper provides a unified derivation for the Levinson-Durbin-Whittle- 
Wiggins-Robinson, fast recursive least squares (RLS), ladder (or lattice), and fast 
Cholesky algorithms as special cases of the conjugate direction method (CDM). This 
gives a novel derivation and interpretation for all these methods. 
1. INTRODUCTION 
In recent years there has been increasing interest in fast algorithms for 
time series analysis, system identification, and signal processing. The deriva- 
tions of many of these algorithms were inspired by the Levinson algorithm 
[l], originally designed to efficiently compute one-step predictors of a sta- 
tionary random signal from the signal covariance. This algorithm was redis- 
covered by Durbin [2], in fitting autoregressive (AR) parameters to the 
covariance sequence. Whittle [3], Wiggins, and Robinson [4] have extended 
the Levinson algorithm to the multichannel signal case. 
The conjugate direction method (CDM) [S] is a well-known class of 
recursive optimization algorithms that solves minimization of quadratic func- 
tions without the need for inversion of the Hessian matrix [6, 71. It has the 
interpretation of successive minimization on expanding subspaces. The CDM 
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is also used, by a Taylor series approximation, to minimize nonquadratic 
functions. 
In this paper we derive several fast estimation algorithms as special cases 
of the CDM. The results extend our previous publications [8] and [9] on this 
subject. The following paper outline describes the algorithms considered in 
the next sections. 
Outline of the Paper 
Section 2 - The CDM. In the next section we review the CDM. We first 
consider the block extension of this method, and then discuss its geometric 
interpretation. This interpretation is useful for all the algorithms below. 
Section 3 -The LWR Algorithm. The multichannel Levinson algorithm 
of Whittle, Wiggins, and Robinson, here called the LWR algorithm, will be 
derived as a combination of two intercoupled CDM solutions. This gives a 
new derivation and interpretation for the LWR algorithm. 
Section 4 -Fast RLS. The fast RLS algorithm was developed by Morf 
and Ljung et al. [lo-121 for efficient computation of the time update step in 
available recursive estimation algorithms where the signal statistics are un- 
known. The main fast RLS time update step will be derived as a particular 
combination of two last steps in CDM recursions. The results give a novel 
geometrical description for the fast RLS, as will be illustrated pictorially. 
Section 5 -The Ladder Algorithm. Ladder (or lattice) algorithms are 
used to estimate model parameters of signals recursively in time and order, 
from the signal data. These methods have recently attracted wide attention 
due to their computationally efficiency and good numerical behavior [ 13-211. 
We shall obtain the order update of the ladder filter algorithm of Morf et al. 
[15] as a special CDM recursion, similarly to the LWR algorithm. 
Section 6 -Fast Cholesky Algorithms. Fast Cholesky algorithms were 
derived by Morf [12] and Rissanen [22] to efficiently factorize block Toeplitz 
matrices into their triangular or Cholesky matrix factors. Morf also derived the 
algorithms for the efficient factorization of the more general “low shift rank” 
matrices [ 121. These algorithms are useful in estimating moving average (MA) 
models of signals. The derivation of the fast Cholesky by the CDM will have 
some special features different than in the other algorithms. 
Our derivation of the LWR algorithm and the fast estimation algorithms 
as special CDMs uses a different vector space and is simpler than previous 
derivations. It illustrates the natural relationship among all these algorithms 
using the CDM as a common basis. The parts of the paper on the LWR and 
the fast RLS algorithms are based on [8] and [9]; see also [23]. 
FAST ESTIMATION ALGORITHMS 
2. THE BLOCK CDM ALGORITHM 
121 
The block extension of the CDM solves linear equations of the general 
form 
Qx=c 0) 
where Q is an np x np symmetric positive definite matrix, and x and c are 
np x m block vectors. This problem is equivalent to 
Minimizetr{ &x’Qr - crx}, 
I (2) 
where tr denotes trace and (.)r is transpose. The method assumes the 
availability of n Q-orthogonal full column rank np x p block vectors (called 
conjugate directions) { d j}~~~, i.e., 
d;Qd, = 0 if j#Z. (3) 
The following theorem is the block extension of the scalar case (see also the 
remark below on its relation to the block conjugate gradients). 
BLOCK CONJUGATE DIRECTION THEOREM. Let {dj}r:,’ be a set offull 
column rank Q-orthogonal block vectors. For any x0 E Rnpxm, the sequence 
{ xi } generated according to 
‘it1 = xi + diyi, i > 0, (4) 
with 
yi= -(d;Qdi)-‘d&, (54 
and 
gi = Qxi -c (5b) 
converges to the unique solution x* = Q - ‘c a&r n steps, i.e., x, = x*. 
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Geometric proof. A geometric proof of the block CDM can be obtained 
as follows. Notice that (1) and (2) are equivalent to the problem 
Min-$mizetr{ (x - x*)‘Q(r - x*)} (6) 
which is a weighted least squares problem. Define Bi 
RnpXp spanned by {dO,d,,...,di_l}, and the matrix 
as the subspace of 
Bi = [d,,d, ,..., di_,]. (7) 
Suppose the solution xi of (6) is constrained to be in the linear variety of 
x0 + Bi. Then xi - x0 is given by the Q-orthogonal projection of x* - x0 
onto the subspace Bi, i.e., 
xi = x,, + B,(B’QB,) 
If the block columns of Bi satisfy the 
relation (8) can be written 
Q-orthogonality condition (3) the 
i-l 
xi=xo+ c dj(d;Qdj)-‘d;Q(x*-x0). (9) 
j=o 
‘B;Q(r* - x0). (8) 
Note that in this case 
d;Qx, = djTQxj, 
so that with c = Qx* we have 
(10) 
d;Q(x* - x0) = - dT jgj’ (11) 
When written recursively the relationships (9)-(11) are the same as in the 
block CDM algorithm. Thus xi of (4), (5) minimizes the objective over 
x0 + Bi, and the gradient g, is orthogonal to Bi. After n steps, g, = 0 which 
implies x, = x*. 
Note that we have not yet presented the methods for selecting or 
generating the sequences of conjugate directions. One of the most common 
methods of generating these directions is that of the conjugate gradients (CC) 
developed by Hestenes and Stiefel [5], which evaluates the conjugate direc- 
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tions recursively at each step of the iteration as a linear combination of the 
current gradient and the previous direction. For more details on the CG the 
reader is referred to [5], [6], [24-281, and the references therein. We note that 
the above block CDM theorem is closely related to the block CDM part of the 
block CG discussed for example in [26]. 
An alternative method for generating the conjugate directions, given in [5, 
Section 121 for the scalar case, was shown there to be equivalent to the 
Gaussian elimination. In the analogous block case derived in the Appendix, 
the resulting conjugate directions then correspond to the block columns of the 
unit diagonal upper block Cholesky factor U of the inverse Hessian matrix 
Q ~ ‘, i.e., Q ~’ = UD; ‘UT where D, is block diagonal. Note that this 
implies that U is the inverse block Cholesky factor of Q, and that UTQU = D,,. 
The details of the block CDM with this special choice of conjugate directions 
are given in the Appendix, where we call it the step-down Cholesky CDM 
(SD-CDM). A dual algorithm also discussed in the Appendix is the step-up 
Cholesky CDM (SU-CDM), which uses the lower block Cholesky factor L of 
Q ~ r. In this paper we shall derive the fast estimation algorithms using similar 
type of conjugate directions. The interesting feature of the fast estimation 
algorithms is that they generate these directions in a different fashion than in 
the Gaussian elimination, by utilizing the special structure of the correspond- 
ing Hessian matrices. 
3. THE LWR ALGORITHM 
In this section we derive the LWR algorithm as a particular combination 
of two CDM solutions for two proper sets of linear equations. The first set is 
R “-ia = - Ri:,, (12) 
where the unknown a is an np x p block vector and R, _ r is symmetric 
positive definite matrix that has the following block Toeplitz structure: 
%I Rl R n-1 
R * . -1 
. . . 
R n-1= . . (WJ x VI, 
Rl 
R -n-cl R -1 %I _ (13) 
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the p x p block entries R j satisfy R j = RT j, and 
RI:,= [Rp...,f# ("P x PI* (14) 
The other set of equations solved by the LWFt algorithm is 
R n-Ib=-R_l:_,. (15) 
We note in passing that the solution of (12) can yield the nth order least 
squares predictor of a stationary p x 1 process whose covariance matrix is 
given by R n _ 1. Similarly (15) can give its nth order least squares backward 
estimator. 
Now we shall show that the LWR recursions can be derived and inter- 
preted as a particular block CDM, with suitable choices of conjugate direc- 
tions and initial conditions in Equations (4), (5). 
Consider the problem (12). Here Q = R, _ 1 and c = - R,: n. To obtain 
the corresponding LWR solution by the CDM, assume by induction that the 
block vectors { bj};=, are available, where bj is the solution to the problem 
(15) with dimension n = j. (These terms are available from the nonzero parts 
of the partial solutions of the overall problem, as we shall see later). Now 
introduce the block vectors 
d,,j= [b; Z 0 ... OIT (v x P), (16) 
where Z is the p X p identity matrix. As is well known, these block vectors 
are the block columns of the upper inverse block Cholesky factors of R, 1 
[this can be easily verified using (13) and (15) for bj]. Hence, they satisfy the 
Q-orthogonality 
d,T,jRn-lda,l= 
0 if j#Z, 
Ri if j=Z, 07) 
where RS corresponds to D, discussed in the Appendix. 
Equation (17) implies that { d (I, j } can be used as conjugate directions to 
solve (12). With this substitution and with zero initial conditions, we shall 
next assume by induction that the resulting partial CDM solution xi has the 
form 
x a,i = a; 0 . . . [ OIT (nPXP)> (18) 
where a i is an ip X p block vector. 
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Consider now the inner product dFgi for the problem (12). Substituting 
the general expression (5b) for gi and then using the previous expressions, we 
find 
d;gi = d;(Qq - c) 
=d,T,i(R,_l[a;O ,..., O]T+Rl:n] 
= bf- I 0 ... [ 0] R n-1 
= [0 bT ~]Ri+l 
A Ai+l. (19) 
Substituting the above expressions in (4), (5), we obtain the special CDM 
solution 
[ a:+1 0 ... 
O]‘=[ay 0 . . . 
- b; Z 0 . . . I 0] %~51~+~, (20) 
where R,: ' A (R:) - '. Note that we were allowed to write the 1.h.s. of (20) in 
the above form because the last (n - i - 1)~ rows of its r.h.s. are identically 
zero. This verifies our assumption on the structure of the partial solutions by 
induction. The last recursion is equivalent to the LWR recursion 
'i 
ai+i= 1 bi [ 1 o-z R,:‘A i+l’ (21) 
Since this recursion is independent of n, each of the nonzero parts a, of the 
partial solutions above is also the optimal solution for the problem (12) with 
n = i. 
In a similar way, we can also derive the dual LWR recursion for (15) as a 
specialized CDM, where we use the block conjugate directions 
d,,j= [0 ... 0 I a;]’ (np X P>, (22) 
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these are the block columns of the lower inverse block Cholesky factor of 
R n - 1’ The corresponding partial solution xi has the form 
xb,i= 0 [ ... 0 b;lT (“P x P)? (23) 
and the resulting CDM solution is 
0 
bi+l= b, - bi Rz’eA:+l. 
[ 1 [ 1 
Similarly to (21) the partial solutions bi are also the optimal solutions for the 
problem (15) with n = i. 
This completes the derivation of the LWR algorithms as a specialized 
CDM by induction, the results of which are summarized in Table 1. 
The discussion above shows that the LWFl algorithm can be interpreted as 
a specialized CDM with conjugate directions being the block columns of the 
upper and lower inverse block Cholesky factors of R fl ~ r. In view of the above 
relationships we note the following properties of the LWR algorithm that 
indicate how it exploits the block Toeplitz structure of the covariance matrix: 
(1) The LWR algorithm generates the conjugate directions required for 
each recursion independently, in the following special manner: In computing 
the new partial solution x,, i + 1, it uses the previous result xb, i to construct 
the required conjugate direction d,, i. Similarly, in computing xb, i+ r the 
algorithm uses x,, i to generate d b, i. Thus the LWR algorithm is interpreted 
as a particular combination of two intercoupled CDM solutions. 
(2) While in the general CDM the partial solutions xi and the matrix Q 
have maximum dimension at each stage of the recursion, the dimensions of 
TABLE 1 
RELATIONSHIPS BETWEEN THE LWB ALGORITHM 
AND THE CDM 
LWR 
CDM 
Q 
C 
‘i 
di 
d;Qdi 
d?gi 
Forward 
L, 
-RI:, 
x 0,i 
d. 
;:’ 
*i+l 
Backward 
R n-l 
-R_,:_, 
Xh, I 
d b.1 
RF 
*:+I 
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the corresponding filters a, and bi and of the matrices Ri grow at each step 
of the recursion. This fact is the result of using the block columns of the 
inverse block Cholesky factors as conjugate directions. 
The results of this section provide a new derivation and interpretation for 
the LWR algorithm, in addition to the available ones of [29], [30], and others. 
The generalization [12] and [31] of the Levinson algorithm can also be 
obtained by the CDM, for instance by combining the embedding approach of 
[32] with the above results. Other algorithms closely related to the Levinson 
algorithm, such as the Trench algorithm [33], can be obtained following 
similar steps. 
4. THE FAST RLS 
In this section we derive the main time update step of the fast RLS 
[lo-121 from the CDM. For this we shall use the details of the SD-CDM and 
SU-CDM given in the Appendix. 
The original RLS algorithm solves recursively the equations 
R.-,(N)& = R,:.(N), (25) 
where 
(264 
R,:.(N) = ; +n,(t)yT(t> 
t=o 
(26b) 
and z(t) and y(t) are p X 1 and m X 1 vectors respectively. Note that 
R, _ ,(N) is not block Toeplitz, but shares the “low shift rank’ property [12]. 
The solution of (25) yields the least squares estimator of y(N) based on 
z(O), z(I), * * * > z(N - 1). The well-known recursive solution of this problem 
(see, e.g., [34]) is 
e(t)=e(t-l)+k”(t)[Y(t)-BT(t--l)~~,(t)lT, (27) 
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where 
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k,(t)= K’,(t)+&), tan-1. (28) 
Equation (27) can be obtained for instance by applying the Kalman filter with 
the unknown parameters as the state vector. To evaluate (27) one must 
update the Kalman gain k,(t) with time. As in [lo-121, we observe that the 
shifted structure of the vector +,,(t) implies that it can be augmented 
according to 
%+I@ +1> = 
This is denoted for short $J,,+ I,1 ,(t+l)=kPn(t) and +n+l,o:.-l(~+l)=h, . . 
(t + 1). Assuming that G”(t) = 0 for t < 0 (i.e., an “autocorrelation” or 
“ prewindowed” algorithm-see e.g. [ 131; the more general “covariance” 
algorithm [16] can be similarly derived), one finds from (26) and (29) the 
following relations: 
R.-,(t)=R,:,(t+l), (3Oa) 
R,_,(t+l)=R,:,_,(t+l), (3Ob) 
where R 1: ,( t + 1) and R 0: n _ X t + 1) denote respectively the np x np lower 
right and upper left comer of R,(t + 1). The Kalman gains at times t and 
t + 1 can be written 
k,(t)=R,‘,(t +l)~“+,,,:.(t +l), (3la) 
k,(t+l)=R,:f,~,(t+l)~“+,,,:.-,(t+l), (3lb) 
k,+l(t +l)=R,‘(t +l)&+,(t +l). (3lc) 
We now turn to the derivation of the fast time update of k ,,( t ) + k ,( t + 1) 
by the CDM. From the discussion in the Appendix and the above expressions 
we find that k ,( t ) and k ,,( t + 1) can be viewed respectively as the nth partial 
solution of an SU-CDM and an SD-CDM algorithm, applied to the n + 1 
dimensional problem 
R,(t +1)x = +,,+I@ + l), (32) 
whose unique solution is k, + I( t + 1). This means that k n + 1( t + 1) can be 
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computed from k,(t) and from k,( t + 1) by using the appropriate last steps 
of the corresponding Cholesky-CDM algorithms. Thus, for the (order and 
time) update k,(t) -+ k,, 1( t + 1) one has to use the nth conjugate direction 
of the SU-CDM, i.e., 
d.=&I,,:,W= [I +)]T> (33) 
where Z,,,:,(t) is the first block column of L(t), the inverse lower block 
Cholesky factor of R,(t + 1) (see the Appendix) with the distinction that the 
factors are functions of t. Also observe that on the r.h.s. of (33) and most of 
the following equations, for ease of reference a notation similar to [lo-121 is 
used. [The block vectors a “(t ) and b,(t) below are normally interpreted as 
the least squares forward and backward one-step prediction filters of the data 
vector z(t) respectively.] Using the conjugate direction (33) and the other 
CDM relations summarized in Table 2, the resulting last or nth step of the 
SU-CDM gives 
kn+l(t+l)= [ knyt)]+ [ untt)]R,‘(t)en(t) 
where R”,(t) corresponds to D,, in the Appendix, and e,(t) to 
- d,Tg, = k&&h:&> 
= [I a~(t)]~“+I(t+l)=e,(t). 
TABLE 2 
BELATIONSHIPS BETWEEN THE FAST RLS TIME UPDATE 
AND THE CDM 
(34) 
(35) 
Last step of SU-CDM for 
n + 1 dim. CDM k,(t) + k,+,(t + 1) 
SD-CDM for 
k,(t+l)+k,+,(t+l) 
Mt + 1) 
+n+l(t+l) 
0 
0 
[ 1 k,(t) 
I 
[ 1 a”(t) 
R”,(t) 
- e,(t) 
k,+dt +l) 
Wt + 1) 
+n+1tt +1) 
0 
[ 1 kn( t+ 1) 0 
b,(t) 
[ 1 I 
R’,(t) 
- r,(t) 
k+dt + 1) 
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Note that e,( t ) and r”( t ) below are regularly interpreted as the a posteriori 
least squares forward and backward prediction errors of z(t) respectively. In 
a similar way we can also derive the update k,(t + 1) + k,, 1( t + 1) by using 
the nth step of the SDCDM with 
dn = u,,o:n (t)= [q(t) zlT. (36) 
The resulting CDM solution is 
knil(t +I)= [ kn$+l)]+ [ b”j’)]R;r(t)r,((t), (37) 
where R’,( t ) corresponds to DU,J t ) (see Appendix) and r,,( t ) to 
-&n = ~:,o:.(t)co:.(t) 
= [mt) +#k+,(t+l)=r w n * (33) 
The complete time update k,(t) + k,(t + 1) is done by applying first (34) 
which gives k ,( t ) --, k n + 1( t + l), and then using the reversed version of (37), 
which gives k,, l(t + 1) --* k,(t + 1). Once k,( t ) is updated, the rest of the 
updates can be easily achieved; see also [lo-121. The relationships between 
the specialized CDM for the fast RLS time update and the general CDM are 
summarized in Table 2. 
The derivation of the time update by the CDM yields a novel geometric 
interpretation for the fast RLS and each of the quantities in the algorithm as 
illustrated in Figure 1. The norms in the generalized Euclidean space shown 
in this figure are with respect to Q = R,(t + 1). The two planes illustrate the 
hyperplanes spanned by the 1: n and 0: n - 1 block columns of the lower and 
upper inverse block Cholesky factors of R .(t + 1) respectively. From the 
CDM point of view, the terms [0 kz(t)lT and [ k%(t + 1) OIT are the optimal 
solutions on these planes for the problem (32). Therefore, the ultimate 
solution k n + I( t + 1) (which is the optimal in the rr + 1 dimensional space) can 
be found by using the last or nth conjugate directions [I a:( t )] and [ bT( t ) I] 
respectively. These conjugate directions are Q-orthogonal to the above hyper- 
planes, as required by the CDM. R, ‘I’( t ) and R; ‘12( t ) are u?d to 
normalize the norms of these block columns with respect to Q, and e,( t ) = 
R ; e/2( t )e,( t ) and <( t ) = R ; ‘12( t )r,,( t ) provide the corresponding lengths of 
the updates. 
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We note that two other different derivations were recently suggested in 
[35] and [36] f or obtaining the fast RLS algorithm. Our derivation by the 
CDM uses a different vector space and its main advantages lie in simplicity as 
well as the new interpretation. 
5. THE LADDER ALGORITHM 
In this section we consider the order update recursions of the least squares 
ladder (or lattice) filter algorithm of Morf et al. [15]. Similarly to the LWR, 
these recursions will be derived as a particular combination of two CDM 
algorithms for two sets of linear equations. The first set of equations is 
Rn- ~(h,(~) = - c +n(j)z’(j)~ (39) 
j=O 
FIG. 1. Geometric illustration of the fast RLS time update by the CDM. 
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where R, _ r(t) and &(j) were defined in (26). The other set is 
R._,(t+l)b,(t)=- i &,(j+l)~‘(j-n). (46) 
j=O 
To facilitate the connection between these equations to the problems of 
the previous sections, note that when y(t) = z(t) (cf. last section) then 
a ,( t ) = - 0,) where 8, was defined in (25). Also note that a ,( t ) and b,( t ) are 
respectively analogous to a, and b, of the LWR algorithm. The difference is 
(see also Section 4) that while in the LWR algorithm the matrices Ri are 
assumed to be block Toeplitz, here Ri(t) have the following shift structure: 
= Ri_,(t+l) [(i+l)pX(i+l)pl, (414 ________---- 
where 
ui= i @i(j)"(j) 
j=O 
= -Ri&)ai(t) (iP x P), (4lb) 
vi= i &(j+l)z’(j-i) 
j=O 
= -Ri_r(t +l)bi(t) (iP x P). (41c) 
We may note that while the LWR algorithm solves prediction problems under 
the assumption of given covariance matrices, here the solution assumes only 
given data and replaces the covariance matrices by the sample correlation 
matrix R,_,(t). 
To solve the problem (39), we shall use the block conjugate directions 
d,,j(t)=[b;(t-l) I 0 ..- 01~ (nP x P). (42) 
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These are the block columns of the inverse upper block Cholesky factor of 
R n _ ,(t), as cm be verified by noting from (41) and (42) that 
R,p,(t)d.,j(t)= [0 *.. 0 R;(t-1) X ... Xlr (43) 
where the X'S refer to nonzero entries. With zero initial conditions and by 
the structure of da, j( t ) the resulting partial CDM solutions will have the form 
X,,i(t)= [UT(t) 0 “’ 01'. (44) 
The inner product dTgi can be computed following steps similar to (19). 
Using (41) one obtains 
d,Tg,=d,T&) R,,(t)[a:(t) 
i 
0 ... OIT+ i $,(i)z’(j) 
j=O 
= [0 bT(t -1) Z]R,+r(t+l) 
6 Ai+r(t). (45) 
With these relations the special CDM for (39) becomes 
a,+&)= [Ui~)]-[hl(tz-1)]R;7tl)L\i+I((). (46) 
The dual problem (40) can be solved by using the block conjugate 
directions 
db,j(t)= [0 -.. 0 I qt-n+j+l)]? (47) 
The indices on the r.h.s. are explained by the fact that they are related to the 
indices of the block entries in the right lower comer of R n _ r(t), which are 
R,(t - n + l), R l(t - n + 2), etc. With zero initial conditions the resulting 
partial solutions are 
qJt)=[o ... 0 bf(t-n+i)]T. (48) 
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The resulting CDM can be shown (after change of variables t - n + i + 1 + t) 
to be 
(49) 
The complete results on the relationships between the ladder filter and the 
CDM are given in Table 3. 
Once ai and bi( t) have been updated, they can be used to efficiently 
solve other sets of equations with the matrices R n _ l(t) or R, ~ Xt + l), by 
constructing with them conjugate directions according to (42) or (47). For 
example, the equations (32) for the Kalman gain can be solved recursively 
using the conjugate directions d (1, j( t + l), which give the order update 
ki+l(t +1)= [ y+ I)] + [yqR;‘(t)rj(t), (50) 
Notice that (50) is similar to (37), except that n was replaced by i. This is the 
result of the shift properties mentioned above. An order and time update for 
the Kalman gain can also be obtained by using the conjugate directions 
d b, j(t) from (47). The result is similar to (34). The recursions (46), (49) and 
(50) are the same as the original ladder filter recursions in [15]. 
The fast ladder order updates of [15] for the residuals can be obtained 
from the above filter updates as follows. Similarly to (35) (38), define 
ej(t)=[Z uT(i)]Gi+I(t+l), @la) 
rj(t)= [ bT(t) z]+j+l(t +l>’ @lb) 
TABLE 3 
RELATIONSHIPS BETWEEN THE LADDER FILTER ORDER UPDATE AND THE CDM 
CDM Forward 
Ladder 
Backward Gain 
Q R nPl(r) 
C - C MjV(j) - 
j=O 
ii. 
xa,i(t> 
d:dd, 
do, i(t) 
R;( t - 1) 
d“g, Ai+ l(t) 
x* a,(t) 
R nml(t+l) R,(t + 1) 
i %(j+lV(j-n) (P”+l(t+l) 
j=O 
%,(t) [ky(t+1),0,...,0]7 
d,, i(t) d,l, i(t + 1) 
Rr(t - n + i + 1) R;(t) 
A;+,(t-n+i+l) - ri(t) 
h(t) kn+l(t + 1) 
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Premultiplying (46) by &+ r(t) and adding z(t), one obtains 
ei+,(t)=e,(t)-A?,‘+,(t)R;‘(t-l)r,(t-1). (52a) 
Similarly, premultiplying (49) by +i + 1( t + 1) and adding z( t - i - l), we get 
ritl(t)=ri(t -l)-Ai+i(t)R;“(t)e,(t). (52b) 
Normalized ladders (see e.g. [18], [19]) can also be obtained by using the 
normalized CDM algorithm. 
6. FAST CHOLESKY ALGORITHMS 
Fast Cholesky algorithms [12,22] generate recursively the block columns 
in the block Cholesky factors of covariance type matrices. We consider below 
the algorithm that computes the Cholesky decomposition of the block 
Toeplitz R n = UTR’U, where U is a unit diagonal upper triangular matrix and 
R’ is block diagon$ with entries Ri. 
The fast Cholesky algorithm for R, is 
(Yi = (Y. I-l,l:n-i-Pi-l,O:n- iGIRt’-rlAi [(n-i>xpl, (53a) 
Pi=Pi-l,o:n~,~I-ai-1,1:n-i’1~~lA~ [(n-Wpl, (53b) 
with 
“o=&=Rp”* (53c) 
The quantities Ai, RT, and R: will be shown below to be same as the similar 
ones of the LWR algorithm. However, the fast Cholesky algorithm does not 
need a separate update for Ai, since this quantity is available from the upper 
entry of (Y~ _ i; see [12]. The desired matrix U can be computed from { bj}~~ol 
using the relationship 
U=R-’ 
. Kl 
0 K 
(54) 
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In the following we shall derive the recursion (53a) as a specialized CDM, 
and indicate how (53b) can be derived in a similar way. As in the previous 
sections, we first associate a set of linear equations whose CDM solution will 
yield the recursion (53a). The appropriate (n + 1 dimensional) set of equa- 
tions here is (l), with Q = R, ’ and 
c=R,’ R” [ n 0 .-. 01’. 
Note that this implies that c = [I UK] r. From these relations here 
(55) 
x*=x fl+1= [R”, 0 ... 01’ (56) 
The notation, similar to that of the LWR algorithm, is chosen for convenience. 
We use the initial condition 
and the conjugate directions 
d a,“=[z, 0 )...) OK 
d,,j=[Ai 0 ... 0 R;_, &i]’ lGj<n, 
where pi i = pi _ 1,0: n _ i _ 1, and in terms of the LWR algorithm 
d,,j=R,Zd,,jPi> 
where Z is lower shift operator matrix defined by 
z= 
0 
1 . 
. 
(57) 
(5ga) 
(58b) 
(58~) 
(59) 
The nonzero elements in Z appear in the lower p + 1 diagonal; thus observe 
that 
Zd,,j_l=[O Z b;_i 0 ... OIT. (60) 
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The structure of d,, j in (58b) as resulted from (58~) can be verified by noting 
that d L1, are the block columns of the inverse block Cholesky factor of R, 
and the block Toeplitz form of R,. The conjugate orthogonality of the block 
vectors (58~) is proved by 
=R;_16j_,,l_,. (61) 
The last relation is true for 1~ j, Z< n. The conjugate orthogonality for d,,, 
with respect to the other block conjugate directions can also be easily proved. 
(Notice that we have defined the initial condition for xl. The corresponding 
x0 can be found from xl and d,; however, this is not required here.) 
Consider now the inner product dTgi = dT(Qxi - c). The second term is 
d,Tc=d,T,+&ZT[R", 0 ... O]’ 
=[o, x ,..., x][R”, 0 ... 01’ 
= 0. (62) 
We now show by induction that the partial solutions of the CDM are given 
here by 
xi= R;_, 0 ... [ 0 (Y;-J 
=R,[Z c&l 0 ... 01'. (63) 
The relationship between the structures of the two expressions on the r.h.s. of 
(63) can be verified by noting that [I UT_ 1 0 . . . 01’ are the shifted 
versions of the block columns of the inverse block Cholesky factor of R, and 
by using its block Toeplitz structure. Assuming (63) to be true and using 
(58~) 
d’Qri=d,T,i_lZrR,R,lR,[Z & 0 ... 01’ 
= 0 b,T_, Z]R,+l I 
= Ai. (64) 
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Combining the above results, we get the following CDM recursion: 
R; 
0 
0 
CY; 
= 
RT-, 
0 
i ---- 
ai-l 
A; 
0 
R;_, 
---- 
Pi-l 
R,::,A i’ (65) 
The assumption on the structure of the partial solutions is now verified by 
noting that the upper block entry of ei _ r is Ai. This gives the desired 
recursion (53a) from (65). The CDM derivation is summarized in Table 4. 
The second recursion (53b) can also be obtained by the CDM, either by 
combining our results from Section 3 for the LWR with the ones of [12] on 
the relationship between the LWR to the fast Cholesky, or by duality. 
Observe that the block vector c in (55) is unknown in this case. It is 
interesting to note that the knowledge of c is not required by the special 
CDM for this problem with the above particular choice of initial conditions 
and conjugate directions below. This is different from the general case, as can 
be seen from (5a, b). 
The results of this section are extendable to fast Cholesky algorithms for 
sample covariance matrices. This, in particular, implies that the ladder version 
of this method for on-line estimation of MA models recently developed by 
Muravchik and Morf [20] is also an algorithm of CDM type. 
TABLE 4 
ltKLATIONSHIPS BETWEEN THE 
FAST CHOLESKY ALGORITHM AND THE CDM 
CDM 
(nildim.) Fast Cholesky 
Q 
C 
Xl 
di 
df‘Qd, 
dTgi 
xn+l=X 
* 
R,l 
R,‘[R;,0,...,0]7 
Ro: n 
d 
R:“l’, 
[R;,O::..,O,‘. 
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7. CONCLUSION 
We have presented a unified derivation for several fast estimation al- 
gorithms as special cases of the CDM. This derivation provides a novel 
geometric interpretation for all these methods. In addition, it explains their 
common structure from a different perspective than the algebraic low shift 
rank property. The difference from other geometric methods is the use of a 
different vector space. 
Apart from providing a new theoretical insight, our results can now be 
used for a unified analysis of the numerical behavior of the above algorithms. 
Moreover, they facilitate the use of a unified software or hardware implemen- 
tation for a variety of schemes. 
The connections between the fast identification algorithms and the CDM 
suggest the potential development of fast identification algorithms for solving 
nonlinear problems, analogous to the available nonlinear CDM algorithms. 
Several problems of this type are now open for future research. 
APPENDIX: THE CHOLESKY CDM ALGORITHMS 
We consider here the special classes of CDMs that use the block columns 
in the block Cholesky factors of Q i to define the conjugate directions. 
There are two dual classes of this type which correspond to the two possible 
factorizations. Note that the first block CDM below extends the scalar case in 
[5, Section 121. 
A.l. Step-Down Cholesky CDM 
The step-down Cholesky CDM (SD-CDM) uses the Cholesky factorization 
Q-‘=UD;‘Ur to define the conjugate directions, where U is a unit 
diagonal upper triangular matrix and D, is block diagonal, and each block is 
of dimension p x p. Thus 
u;Quk = DujSjk, O<j,k<n-1, (A-1) 
where uj denotes the jth block column of U, Duj is the jth block diagonal 
entry of D, and Sj, is the Kronecker delta. From (A.1) the block columns uj 
can be used as special conjugate directions in the CDM (4) (5). The resulting 
algorithm with zero initial conditions has the following special properties: the 
lower part of each of the partial solutions xi is identically zero, and their 
140 ARYE NEHORAI AND MARTIN MORF 
nonzero upper part of length i blocks will be denoted by xci. Also, here 
d rQxi = UFQX i = 0, and therefore 
dTgi = - U:C = - uco: iCo:i (A.21 
where ui,aZi (caZi) denotes the upper i + 1 block entry of q (c). 
With the above relations we find the recursion of the SD-CDM, 
[ 
T 
‘Ui+l 0 . . . OIT=[& 0 ... 01’ 
+[“Ea:i 0 ‘.. O]TD,lUfa:iCa:j* 
(A.3) 
Since (A.3) is independent of n, each of the nonzero partial solutions satisfies 
where QO: i _ 1 denotes the ip X ip upper left corner of Q. 
A.2. Step-Up Cholesky CDM 
This algorithm is dual to the previous one, and is found by using the block 
columns of Q - ’ = LD, ‘LT, where L is a unit diagonal lower triangular 
matrix. With a notation similar to the above, the step-up Cholesky CDM 
(SU-CDM) is written 
[ 0 
. . . 0 r~,+l]T=[O *** 0 &IT 
+[o ... O ‘:n-l-i:n-llT 
xD-’ 17 Ln-1-i r,n-1-i:n~lCn~l-i:n-l’ 
(A.5) 
Here, each of the nonzero partial solutions satisfies 
xLi = Q - ‘. 
n-t:n-lCn-i:n-1, (A-6) 
where Q, _ i: n _ 1 denotes the ip X ip lower right comer of Q. 
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TABLE 5 
SUMMARY OF THE CHOLESKY CDM ALGORITHMS 
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General CDM 
(n dimensional) 
x0 
di 
d:Qd, 
d;g, 
xcri or x,.~ 
x* =x 11 
The results on the specialization of the general CDM to the above 
algorithms are summarized in Table 5. 
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