The pipeline pressure of blast furnace gas (BFG) system in steel industry provides effective information for the energy scheduling operations. However, due to the complexity of the byproduct gas pipeline network and the large fluctuations of the gas flow, it is rather difficult to establish an accurate prediction model for the pipeline pressure. Additionally, the quantitative reliability of the prediction accuracy is the key concerns of energy scheduling workers since there are always a variety of uncertainties in industrial process. In this study, an echo state network (ESN) modelling with output feedback is proposed to predict the BFG pipeline pressure. Given the gas flows data and the pressures sampled from the sensors are generally accompanied with noise, a Bayesian framework for the prediction intervals (PIs) is designed, which can quantify the input and output noises. To verify the effectiveness of the proposed method, a number of prediction experiments coming from industrial data are conducted here. And, the experimental results indicate that the proposed approach has a satisfactory performance on PIs for the pipeline pressure.
INTRODUCTION
The pipeline pressure of BFG is one of the most important evaluation indexes for real time energy scheduling operations in steel industry. And, the accurate prediction for the pipeline pressure can provide effective information for the energy scheduling with low risks. However, the pipeline pressure is usually unstable due to the variation of the byproduct gas flow. Currently, a few of researches on the prediction of gas pipeline pressure were carried out based on point-oriented mode, which were however lack of the reliability analysis and any indications of the accuracy, see e.g. Zhu and Leis (2012) , Taware and Brown (1999) . Nevertheless, since the industrial data is sparse and the data collection processes are always accompanied with uncertainties, the energy scheduling workers paid more attentions on not only the predicted results but also the reliability analysis of prediction, which is rather difficult to be quantified by point-oriented prediction. A prediction interval comprised of the upper and lower bounds with a confidence probability can provide general point-oriented predictive values with the supplementary indication of their accuracy (Khosravi et al., 2011) . Furthermore, the prediction interval can illustrate the range that the targets may appear with a confidence level.
As for the existing PIs construction methods, a large number of them were built on the numerical characteristics analyses of the predicted distribution, such as the delta (Chryssolouris et al., 1996) , the MVE (mean-variance estimation) (Nix and Weigend, 1994) , the bootstrap (Heskes, 1997) and the Bayesian techniques, see e.g. Sheng et al. (2013) , Lauret et al. (2008) , Zhang and Luh (2005) . It was feasible for the delta and the MVE to construct PIs based on the assumption of the distribution of noise, where the noise variance was viewed as a constant for the delta method, and the MVE assumed that the noise was normally distributed around the true mean of the targets. The unreasonable assumptions made the two methods generate low-quality PIs, see e.g. Chryssolouris et al. (1996) , Nix and Weigend (1994) . Bootstrap method must be combined with a network ensemble for PIs, so its performance depends on the accuracy of many neural networks. It was frequently that one of these networks was rather biased, and then an inaccurate estimation had to be created, see e.g. Khosravi et al. (2011 ), Heskes (1997 . Besides, the Bayesian method for PIs construction was based on a strong mathematical foundation, which typically had a better generalization than some other networks (Sheng et al., 2013) . However, Bayesian learning technique is also computationally intensive in modeling stage due to the calculation of the Hessian matrix (Lauret et al., 2008) .
Echo state network (ESN), a recurrent neural network (RNN), had been proposed for prediction, in which its advantage lies in that the input weights, the internal weights and the feedback weights are fixed before training, and only the output weights are required to be determined (Jaeger, 2004) . Combining with the Bayesian learning technique, ESN can reduce the computational cost for the Hessian matrix because the output equation of ESN is linear. The existing Bayesian ESNs, see e.g. Sheng et al. (2013) , Liu et al. (2012) , Han and Mu (2010) , mainly used for time series prediction may not be suitable for multiple factor relationship regression, because the input uncertainties levels associated with each factor are different. Furthermore, the output feedback uncertainty was not considered in the above studies, which is however necessary for practical problems.
In this study, an ESN model with output feedback is proposed for an industrial prediction. Since the industrial data generally contain noises, the output feedback uncertainty and the input uncertainties were considered for PIs construction by using the Bayesian framework, where the PIs contributed by the output feedback uncertainty are derived first, and then the total PIs are established based on the uncertainties of the input and the output feedback. To verify the quality of the proposed method, a pipeline pressure prediction of the BFG system is studied here, and the prediction experiments are conducted based on the industrial data. And, the results indicate that the proposed approach has a satisfactory performance on PIs for the pipeline pressure.
PROBLEM STATEMENT
BFG system is the one of the most important energy systems in steel industry, which consists of the blast furnaces, the gas tanks, the transportation pipelines and a series of gas users. Taking a certain steel plant as an example, the structure of the BFG system can be illustrated as Figure 1 , in which four blast furnaces viewed as the generation units provide the gas into the pipeline network, and the consumption users primarily include coke oven, hot rolling, cold rolling, chemical product recovery, boilers, power plant, etc.. Besides, a part of gas is stored in the gas tanks which are regarded as a storage device.
In practice, the scheduling of BFG system can be carried out by the prediction of a number of variables, such as the gas flow, the gas tank level or the pipeline pressure of some locations. In Figure 1 , the locations marked by ovals are the most concern points, seeing the outlet pressure of the gas tanks and those of the blast furnaces. Since the pipeline pressures are affected by the previous status and the flows of the other locations, the pressure estimation of these key locations has to consider the influence factor uncertainties (input) and the uncertainties of previous status of the location (output feedback). 
Prediction model based on echo state network
A typical ESN contains the input layer, the reservoir and the output layer (Jaeger, 2002a) . And, an ESN with output feedback can be formulated as Given the output feedback is the prior output of the ESN, the feedback uncertainty should be considered in this study.
As for the input uncertainties, one can assume a random vector k z as the noisy input, i.e., 
Regression with output feedback uncertainty
Considering the modeling without output feedback (Wright, 1999) 
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. Then, the output distribution can be further approximated by a Gaussian distribution 
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Taking (8) and (10) into (4), then 
As such, the variance of the predictive distribution consists of three components. 1) the variance in the distribution over the observed targets, 2) an estimation of the output feedback uncertainty, and 3) the uncertainty induced by the weights.
Regression with input uncertainties
Given that the input of the ESN is noisy, the predictive distribution can be formulated as
Given the noisy input  z and the feedback t  , the output distribution can be written as
where  u is the hidden input without noise,
To simplify (17) (Bishop, 1995) , i.e.,
where 
EXPERIMENTS AND ANALYSIS
To verify the effectiveness of the proposed ESN model with output feedback, the gas flow and the pressure data coming from the energy data center of a certain plant of China are employed for the experiments. We randomly select the outlet pressure of #1, 2 gas tank as the validation point.
The related parameters of the proposed method are listed in Table 1 . According to Figure 1 , the outlet pressure of #1 gas tank is relevant to the outlet flows of #2 tank, the generation of #2,3 blast furnace, the flow of diffusion tower, the consumptions of #1,2,3 power plants, the consumption of #4 power generator and the consumption of CCPP. Similarly, the outlet pressure of #2 tank is relevant to the outlet flow of #1 gas tank, the generation of #2,3 blast furnace, the flow of diffusion tower, the consumption of #1,2,3 power plant, the consumption of #4 power generator and the consumption of CCPP. The dimensionality of the reservoir and other parameters of the ESN are set according to (Jaeger, 2002b) .
The initial value of hyper-parameters  and ''  is set as 5 and 50, respectively. The optimal process of hyperparameters can be found in literature (Lauret, Fock, &Randrianarivony, 2008 Fig.2 shows the results of the proposed method, the predicted pressures of #1 and #2 gas tanks, respectively. It can be seen that the proposed method exhibits a good performance with a prediction length 30min. And, the constructed PIs can provide some indicated information about the reliability of the prediction accuracy and present the possible interval that the targets located.
(a) (b) Fig. 2 The predicted pressure for #1 and #2 gas tank Table 2 . In order to guarantee the indication of the statistics, the PIs construction is repeated by 50 times. Here, the root mean square error (RMSE) is used to measure the prediction quality,
where n is the number of predicted data points, Y i is the observation, and F i is the predicted value. Although the RMSE of the pressure prediction surpasses 200 (Pa), the accuracy can completely meet the demands of the energy scheduling with consideration of the pressure order of 7000~8000 (Pa). Besides, the PI coverage probability (PICP) and the mean PI width (MPIW) are further adopted here. Table 2 , it is apparently that the PI coverage probability of the pressures is superior to 95%. In this case, when the variable  in (29) is set to 95%, the value of CWC is equal to that of MPIW. That is to say, the PI coverage probability based on an acceptable interval width can meet the practical requirements. The last row in Table 2 shows the computational cost (CC) of the proposed method, which indicates that the computing efficiency is acceptable compared to the prediction horizen. To sum up, the proposed approach obtains a satisfactory performance on PIs for the pipeline pressure. 
CONCLUSIONS
The real-time prediction of BFG pipeline pressure in steel industry is a very significant issue on the energy scheduling task. An echo state network with output feedback is established in this study, where the reliability and the possible predicted ranges are quantitatively presented by using a Bayesian framework. Since the industrial data is always with noise, the input noise and the feedback noise are considered in the proposed model for PIs contribution. To verify the effectiveness of the proposed method, a series of experiments with the data coming from the practical database is conducted here, and the results indicate that the proposed approach has a satisfactory performance on the PIs construction of the pipeline pressure.
