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 Senyawa aktif merupakan suatu zat (obat) yang mampu memberikan efek 
baik terhadap kondisi buruk tubuh manusia. Penggunaan senyawa aktif adalah 
untuk proses pencegahan bahkan penyembuhan suatu penyakit. Senyawa aktif 
sangat dibutuhkan dan berperan penting dalam dunia medis. Notasi Simplified 
Molecular Input Line System atau disingkat dengan SMILES merupakan 
representasi dari suatu senyawa (ikatan karbon) yang diciptakan oleh David 
Weininger pada tahun 1980. Tersusun dari karakter ASCII (American Standard 
Code for Information Interchange) sehingga dapat disimpan dalam variabel string 
dan diproses oleh komputer dengan mudah. Jumlah senyawa (notasi SMILES) saat 
ini sangat banyak dan perlu dilakukan klasifikasi untuk senyawa yang sudah teruji 
mampu dijadikan sebagai obat (senyawa aktif). Penelitian ini dilakukan untuk 
proses klasifikasi fungsi senyawa aktif menggunakan notasi SMILES menerapkan 
metode Learning Vector Quantization (LVQ) dengan dua kelas fungi senyawa aktif, 
yaitu kelas senyawa aktif untuk penyakit metabolisme dan kelas senyawa aktif 
untuk penyakit kanker. Terdapat 467 dataset dengan masing-masing data 
memiliki 11 fitur. Dalam proses pengujian didapatkan nilai learning rate sebesar 
0,1, nilai decrement alpha sebesar 0,3, nilai minimum alpha sebesar 1 ∗ 10−14, dan 
maksimal epoch sebanyak 15 dengan menggunakan persentase data latih 80% dan 
data uji 20% dihasilkan akurasi sebesar 76,34%. 
 
Kata kunci: senyawa aktif, notasi Simplified Molecular Input Line System, metode 































 Active compound is a substance (medicine) capable of providing kind effect 
when the human bodies are in bad shape. Active compound often used for 
preventing or curing a disease. Active compound takes an important role in 
medical world. Simplified Molecular Input Line System notation, in short SMILES 
notation is representation of compound (carbon bond) created by David Weininger 
in 1980. SMILES notation composed of ASCII (American Standard Code for 
Information Interchange) characters so that it can be stored in string variable and 
easily processed by the computer. Currently, there are numbers of compounds 
(SMILES notation) and it makes the classification for tested compound that can be 
made into a medicine (active compound) becomes necessary. The purpose of this 
research is to classify the active compound function utilizing SMILES notation with 
Learning Vector Quantization (LVQ) method by using 2 active compound function 
classes, one for metabolic disease, and another for cancer disease. There are 467 
datasets with each 11 features. On testing process, the obtained value for learning 
rate is 0.1, decrement alpha is 0.3, minimum alpha is 1 ∗ 10−14, and maximum 
epoch is 15 by using a percentage of 80% training data and 20% testing data which 
produce accuracy of 76.34%.  
 
Keywords: active compound, simplified molecular input line system notation, 
learning vector quantization method, learning rate, decrement alpha, minimum 
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BAB 1 PENDAHULUAN 
 
1.1 Latar belakang  
 Senyawa aktif adalah suatu zat yang mempunyai kemampuan melakukan 
pencegahan atau penyembuhan saat terjadinya berbagai macam kondisi buruk 
tubuh yang disebabkan oleh suatu penyakit (Rizki et al, 2015). Dengan kata lain, 
senyawa aktif merupakan bahan obat yang memiliki efek fisiologis terhadap 
organisme lain dan senyawa aktif ini terdapat dalam hewan serta tumbuhan (Salni 
et al, 2011). Dalam dunia kedokteran, senyawa aktif digunakan sebagai obat yang 
mana berfungsi untuk tindakan pencegahan atau penyembuhan terhadap suatu 
penyakit yang diderita oleh pasien. Ada beberapa penyakit pada manusia yang 
dapat dicegah atau dilakukan tindakan dengan menggunakan fungsi dari senyawa 
aktif (yaitu dijadikan sebagai obat), pada tahun 1980 seseorang yang bernama 
David Weininger membuat penemuan berupa suatu notasi kimia yang didesain 
untuk melakukan pemrosesan terhadap informasi-informasi kimia modern, beliau 
membuat notasi kimia di mana terdiri dari karakter-karakter ASCII (American 
Standart Code for Information Interchange), sehingga sebuah notasi kimia dapat 
tersimpan di dalam suatu variabel string. Notasi kimia ini diberi nama SMILES atau 
dengan kepanjangan Simplified Molecular Input Line System, jadi setiap senyawa 
aktif juga dibuat notasi SMILES nya oleh David Weininger yang berfungsi pada 
bagian komputerisasi seperti dapat lebih mudah diproses dan disimpan dalam 
komputer dengan ukuran yang tidak memerlukan memori besar (Junaedi, 2011). 
 Senyawa aktif sangat dibutuhkan oleh para akademisi kesehatan guna 
untuk diteliti dan sebagai pencegahan atau penyembuhan suatu penyakit pada 
pasien. Proses penelitiannya memerlukan waktu yang lama karena harus melewati 
beberapa tahapan, yaitu melakukan screening molekul, studi pada hewan 
percobaan, studi pada manusia yang dalam keadaan sehat, studi pada manusia 
yang sedang sakit, studi pada manusia yang sakit dengan populasi yang 
diperbesar, dan terkahir adalah melakukan studi lanjutan (Priyambodo, 2014). 
Selain itu dalam proses penelitian senyawa untuk mengetahui fungsi aktivitasnya 
juga membutuhkan biaya yang besar, karena diperlukan peralatan yang canggih 
dan objek pendukung lainnya.  Saat ini di Indonesia tidak ada program yang 
mampu memberikan suatu informasi mengenai fungsi aktivitas senyawa, sehingga 
dapat dijadikan sebagai penentu awal bagi para peneliti agar mempercepat waktu 
proses penelitian senyawa dan dapat dilakukan tindakan selanjutnya yaitu 
dijadikan obat untuk diberikan kepada pasien yang menderita penyakit terkait. Di 
Indonesia pun orang-orang masih jarang yang mengetahui notasi SMILES apalagi 
dalam hal melakukan pencarian informasi fungsi senyawa aktif menggunakan 


















kemudahan dalam proses komputerisasi dan juga dalam penyimpanan di 
komputer.  
 Ada banyak sekali jumlah senyawa (notasi SMILES) saat ini,  dari 
keseluruhan senyawa ada yang belum bisa dijadikan obat (masih dalam tahap 
pengujian) dan ada juga senyawa yang sudah teruji sehingga bisa dijadikan sebagai 
obat untuk proses pencegahan atau penyembuhan suatu penyakit, senyawa inilah 
yang disebut sebagai senyawa aktif. Karena banyaknya jumlah senyawa yang ada 
saat ini, sehingga diperlukan proses klasifikasi untuk pengelompokan senyawa 
aktif agar dapat diketahui dan ditentukan mengenai fungsi yang terkandung di 
dalamnya, yaitu berperan sebagai obat suatu penyakit tertentu pada manusia.  
 Jaringan syaraf tiruan dapat digunakan untuk melakukan proses klasifikasi 
mengenai senyawa aktif, salah satu metodenya adalah dengan penerapan metode 
LVQ (Learning Vector Quantization). LVQ dikenal dengan istilah supervised yaitu 
suatu metode dengan proses pembelajaran secara terarah, karena adanya proses 
pelatihan sekumpulan data yang disebut sebagai data latih (data training). Data 
latih ini akan memberikan keputusan klasifikasi mengenai data yang belum pernah 
dipelajari atau disebut sebagai data uji (data testing) (Martinuva, 2015). Metode 
LVQ memiliki kelebihan, yaitu dapat melakukan peringkasan dataset yang besar 
menjadi codebook berukuran kecil pada proses klasifikasi dan nilai error yang 
dihasilkan lebih kecil dibandingkan dengan metode jaringan syaraf tiruan lain 
seperti Backpropagation (Sela et al, 2011).  
 Sebelumnya ada beberapa penelitian mengenai klasifikasi yang pernah 
dilakukan oleh para peneliti menggunakan metode LVQ namun dengan objek yang 
berbeda, yaitu “Klasifikasi Stroke berdasarkan Kelainan Patologis dengan Learning 
Vector Quantization”, capaian akurasi yang didapatkan adalah sebesar 96% 
(Arifianto et al, 2014), kemudian “Penerapan Learning Vector Quantization (LVQ) 
untuk Klasifikasi Status Gizi Anak”, dengan capaian nilai akurasinya sebesar 88% 
(Budianita et al, 2013). 
 Berdasarkan alasan di atas, maka sebagai solusi akan dibuat sebuah 
program yang dapat menentukan kelas suatu senyawa aktif mengenai fungsinya 
sebagai obat penyakit tertentu pada manusia agar bisa digunakan untuk 
melakukan pencegahan atau penyembuhan. Program ini dibangun dengan 
menggunakan penerapan metode LVQ sebagai proses klasifikasi fungsi senyawa 
aktif dan notasi SMILES (senyawa) sebagai objeknya. 
 Sebelum proses klasifikasi, pada penelitian ini juga dilakukan pemrosesan 
teks (preprocessing) terhadap notasi SMILES dengan menggunakan regular 
expression (regex). Regex merupakan suatu operasi untuk melakukan pencocokan 
pola pada teks atau string (Yunmar, 2011). Pada penelitian ini, regex berperan 
untuk melakukan proses pencarian dari masing-masing atom yang ada pada notasi 
SMILES. Atom yang dicari merupakan “organic subset” atau kimia organik yang 
biasa ditemukan pada organisme lain, yaitu karbon (C), boron (B), nitrogen (N), 
oksigen (O), fosfor (P), belerang (S), fluor (F), klor (Cl), brom (Br), yodium (I), dan 


















penentuan jumlah masing-masing atom pada notasi SMILES karena atom-atom 
yang termasuk dalam kimia organik selalu muncul atau mendominasi dalam 
susunan suatu notasi SMILES, dan penentuan panjang notasi SMILES. Jumlah 
masing-masing atom dibagi dengan panjang notasi SMILES yang mana hasil 
baginya akan dijadikan sebagai parameter masukan (input) untuk perhitungan 
menggunakan metode LVQ.  
 
1.2 Rumusan masalah 
 Berdasarkan latar belakang yang penulis buat, maka rumusan masalahnya 
adalah sebagai berikut: 
1. Bagaimana cara melakukan preprocessing menggunakan regular 
expression (regex) terhadap notasi SMILES? 
2. Bagaimana merancang metode LVQ untuk mengklasifikasikan fungsi 
senyawa aktif dengan menggunakan notasi SMILES? 
3. Bagaimana hasil pengujian dari penerapan metode LVQ untuk klasifikasi 
fungsi senyawa aktif menggunakan notasi SMILES? 
 
1.3 Tujuan 
 Tujuan dilakukannya penelitian dalam penerapan metode LVQ untuk 
klasifikasi fungsi senyawa aktif menggunakan notasi SMILES adalah: 
1. Mengetahui cara melakukan preprocessing menggunakan regular 
expression (regex) terhadap notasi SMILES. 
2. Merancang metode LVQ untuk mengklasifikasikan fungsi senyawa aktif 
dengan menggunakan notasi SMILES. 
3. Mengetahui hasil pengujian dari penerapan metode LVQ untuk klasifikasi 
fungsi senyawa aktif menggunakan notasi SMILES. 
 
1.4 Manfaat 
 Dengan adanya penelitian ini penulis berharap bisa didapatkan suatu 
metode yang dapat memberikan kemudahan dalam proses klasifikasi fungsi 
senyawa aktif dan memberikan informasi mengenai senyawa aktif sehingga dapat 
dijadikan sebagai obat dalam penyembuhan maupun pencegahan suatu penyakit. 
Dengan adanya metode yang sesuai, maka akan didapatkan nilai akurasi yang 
bagus dan proses yang lebih cepat. Adapun beberapa manfaat khusus dari 
penelitian ini, adalah: 
1. Bagi penulis 
Penulis mendapatkan tambahan wawasan di bidang kesehatan, yaitu 
bagian senyawa aktif dan manfaatnya terhadap 
penyembuhan/pencegahan suatu penyakit, serta wawasan mengenai 


















2. Bagi akademisi kesehatan  
Membantu dalam proses penentuan mengenai fungsi dari senyawa aktif 
yang diteliti atau didapatkan, yaitu dapat digunakan sebagai obat 
pencegahan atau penyembuhan penyakit tertentu pada manusia. 
 
1.5 Batasan masalah 
 Agar permasalahan yang menjadi fokus penelitian tidak meluas, maka 
dibuatlah beberapa batasan-batasan pada penelitian ini, yaitu: 
1. Dalam pembuatan program digunakan bahasa pemrograman PHP. 
2. Data yang diambil merupakan senyawa aktif dan sudah dilakukan 
penelitian sebelumnya, serta sudah terbukti dapat dijadikan sebagai obat 
untuk penyembuhan atau pencegahan suatu penyakit (terdapat 
pharmacology). 
3. Dalam penelitian ini, setiap notasi SMILES hanya mempunyai satu fungsi 
senyawa aktif. 
4. Metode yang digunakan untuk proses klasifikasi adalah LVQ (Learning 
Vector Quantization).  
5. Klasifikasi fungsi senyawa aktif terdiri dari dua kelas atau kelompok, yaitu 
senyawa aktif untuk penyakit pada metabolisme dan senyawa aktif untuk 
penyakit kanker. 
 
1.6 Sistematika pembahasan  
 Penelitian ini terdiri atas enam bab dan untuk memberikan kemudahan 
pembaca dalam memahami penelitian dibuat sistematika pembahasan sebagai 
berikut: 
Bab 1 Pendahuluan 
 Bab ini berisi tentang latar belakang yang mendasari pelaksanaan 
penelitian, rumusan masalah yang akan dibahas, adanya tujuan dari penelitian, 
manfaat yang dihasilkan dari penelitian, dan batasan-batasan masalah yang 
ditentukan serta terdapat sistematika pembahasan. 
Bab 2 Landasan Kepustakaan 
 Membahas tentang landasan teori yaitu beberapa penelitian sebelumnya 
dan  referensi yang  berhubungan dengan penelitian seperti penjelasan mengenai 
senyawa aktif, notasi SMILES, metode LVQ, prepocessing, bahasa pemrograman 
PHP (Hypertext Preprocessor), HTML (Hypertext Markup Language), dan CSS 
(Cascading Style Sheet) sehingga dapat dijadikan sebagai teori pendukung dalam 




















Bab 3 Metodologi Penelitian 
 Bab ini membahas tentang studi literatur, pengumpulan data, analisa dan 
perancangan, implementasi dan pengujian, serta kesimpulan dari penelitian 
mengenai penerapan metode LVQ untuk klasifikasi fungsi senyawa aktif 
menggunakan notasi SMILES. 
Bab 4 Perancangan 
 Pada bab ini akan memaparkan proses perancangan baik dari manualisasi 
dan program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 
menerapkan metode LVQ.  
Bab 5 Hasil 
 Bab ini merupakan bagian pembahasan dari proses implementasi 
mengenai penelitian klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ pada program.  
Bab 6 Pembahasan 
 Bab ini merupakan bagian pembahasan dari proses pengujian mengenai 
penelitian klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 
menerapkan metode LVQ pada program. 
Bab 7 Penutup 
 Bab ini berisi tentang kesimpulan dan saran dari penelitian klasifikasi fungsi 





















BAB 2 LANDASAN KEPUSTAKAAN 
 
2.1 Kajian pustaka 
 Pelaksanaan penelitian ini didasarkan pada beberapa studi literatur dan 
beberapa penelitian yang pernah dilakukan sebelumnya serta berkaitan dengan 
penerapan metode Learning Vector Quantization (LVQ) dalam beberapa objek 
permasalahan yang berbeda. Publikasi yang didapatkan adalah penelitian 
terdahulu dalam bentuk jurnal, paper, tesis, maupun skripsi yang dijadikan sebagai 
sumber kajian pustaka dalam pelaksanaan penelitian ini. Tujuan dilakukannya 
studi literatur ini adalah untuk memperkuat pemahaman penulis mengenai 
permasalahan yang ingin dicari solusinya dengan cara penyelesaian terbaik, 
beberapa penelitian yang pernah dilakukan oleh peneliti sebelumnya dan 
dijadikan sebagai dasar dalam pelaksanaan penelitian ini penulis sajikan dalam 
Tabel 2.1, sedangkan penelitian yang sedang dilakukan oleh penulis disajikan 
dalam Tabel 2.2. 
 Pada penelitian “Klasifikasi Stroke berdasarkan Kelainan Patologis dengan 
Learning Vector Quantization” (Arifianto et al, 2014) dengan masukan berupa nilai 
maksimum epoch, learning rate (α), decrement, minimum alpha. Penelitian ini 
memiliki beberapa tahapan yaitu menentukan karakteristik data, mengumpulkan 
dataset, melakukan pembelajaran LVQ, dan terakhir melakukan pengujian dan 
hasil klasifikasi. Keluaran (output) yang dihasilkan adalah berupa keputusan pasien 
menderita stroke infark atau hemorrhagic. 
 Penelitian mengenai “Penerapan Learning Vector Quantization (LVQ) 
untuk Klasifikasi Status Gizi Anak” (Budianita et al, 2013) menggunakan nilai berat 
badan, nilai tinggi badan, penyakit infeksi yang menyertai, nafsu makan, dan 
pekerjaan kepala keluarga sebagai parameter masukan. Terdapat beberapa 
tahapan yang dilakukan dalam penelitian ini yaitu merancang struktur jaringan 
syaraf tiruan LVQ yang terdiri atas beberapa langkah sebagai berikut: menentukan 
data latih (training) dan data uji (testing), melakukan analisis data masukan yang 
akan digunakan untuk proses analisa, menentukan parameter algoritme yang 
dibutuhkan pada proses pembelajaran, terakhir didapatkan hasil pelatihan dan 
pengujian akan diperoleh kesimpulan berdasarkan output yang dihasilkan. 
 
2.2 CSS (Cascading Style Sheet) 
  CSS merupakan pelengkap dari bahasa pemrograman HTML yang mana 
berfungsi untuk mempercantik penampilan HTML atau memberi penentu 
mengenai elemen HTML yang akan ditampilkan, contohnya seperti menentukan 





















Tabel 2.1 Perbandingan objek, metode, dan hasil penelitian sebelumnya 


















1. Menentukan karakteristik data. 
2. Mengumpulkan dataset. 
3. Melakukan pembelajaran LVQ. 
4. Melakukan pengujian dan hasil 
klasifikasi. 
Output : 
Keputusan pasien menderita stroke 

















et al, 2013) 





Input :  
• Nilai berat 
badan 
• Nilai tinggi 
badan 
• Penyakit infeksi 
yang menyertai 
• Nafsu makan 
• Pekerjaan 
kepala keluarga 




1. Merancang struktur jaringan syaraf 
tiruan LVQ yang terdiri atas beberapa 
langkah sebagai berikut : 
• Menentukan data latih dan data 
uji. 
• Melakukan analisis data 
masukan yang digunakan. 
• Menentukan parameter 
algoritme. 
Output : 
Keluaran yang dihasilkan berupa 





















  2. Hasil pelatihan dan pengujian akan 
diperoleh kesimpulan berdasarkan 
output yang dihasilkan. 
 
 
Tabel 2.2 Penelitian yang sedang dilakukan 
No. Penulis Objek Metode Hasil Penelitian 
1. Suhhy 
Ramzini 





Input :  
Hasil bagi dari 
panjang notasi 
SMILES dan jumlah 
dari masing-masing 
atom yang ada 
pada notasi SMILES 
(C, Cl, B, Br, S, N, P, 
F, I, O, dan OH), 




1. Mengumpulkan data senyawa 
aktif (notasi SMILES). 
2. Melakukan preprocessing 
terhadap notasi SMILES. 
3. Setelah dilakukan tahapan 
preprocessing, maka akan 
didapat panjang notasi SMILES 
dan jumlah masing-masing atom 
yang ada di dalamnya. 
4. Panjang notasi SMILES dibagi 
dengan jumlah masing-masing 
atom yang ada di dalamnya.  
5. Hasil baginya dijadikan sebagai 
parameter perhitungan dalam 
proses klasifikasi LVQ. 
Output : 
Berupa kelas data senyawa aktif 
(fungsinya sebagai obat untuk 





















2.3 Senyawa aktif 
 Senyawa aktif adalah suatu zat yang mempunyai kemampuan melakukan 
pencegahan bahkan penyembuhan berbagai macam kondisi buruk tubuh yang 
disebabkan oleh suatu penyakit (Rizki et al, 2015). Menurut Darusman et al. (2011) 
senyawa aktif merupakan zat yang menunjukkan aktivitas biologis seperti antioksidan 
dan inhibitor (penghalang). Kemudian menurut Salni et al. (2011) menyatakan bahwa 
senyawa aktif adalah senyawa kimia tertentu yang terdapat dalam hewan dan 
tumbuhan, dijadikan bahan obat-obatan dan memiliki efek fisiologis terhadap 
organisme lain, atau disebut sebagai senyawa bioaktif. Selain itu terdapat juga 
pendapat dari Dali et al. (2011) menyatakan bahwa senyawa aktif merupakan zat 
bioaktif yang memiliki biologic activity sebagai antibiotik dan antitumor. Merujuk 
pada beberapa pendapat mengenai senyawa aktif sebelumnya maka dapat dikatakan 
bahwa senyawa aktif merupakan zat kimia yang memiliki peran dalam proses 
pencegahan atau penyembuhan gangguan (penyakit) yang terdapat pada manusia, 
dengan kata lain senyawa aktif adalah bahan obat yang berguna untuk menjaga 
kesehatan pada fisik manusia. 
 
2.4 Simplified Molecular Input Line System (SMILES) 
 SMILES adalah sebuah notasi kimia yang diciptakan dan didesain sebagai 
pemroses dari informasi-informasi kimia saat ini (modern). David Weininger 
merupakan penemu dari notasi ini, beliau menemukannya pada tahun 1980 yang 
ditujukan untuk penggunaan komputer. Penemuan ini menggunakan konsep dari 
graph, yang mana atom dianggap sebagai nodes sedangkan ikatan antar atom 
dianggap sebagai edge pada graph. Notasi SMILES terdiri dari karakter-karakter ASCII 
(American Standard Code for Information Interchange), sehingga sebuah notasi 
SMILES dapat disimpan ke dalam sebuah variabel string. Dengan demikian, notasi 
SMILES lebih mudah diproses dan tidak memerlukan tempat penyimpanan yang 
berukuran besar dalam komputer (Junaedi, 2011).  
 Notasi SMILES memilik sifat casesensitif, yaitu terdapat perbedaan antara 
huruf kapital dan huruf kecil. Atom yang memiliki lambang satu huruf dalam notasi 
SMILES dituliskan dengan huruf besar, contohnya adalah atom karbon dengan 
lambang atom C maka pada notasi SMILES dituliskan C. Sedangkan atom yang 
memiliki lebih dari satu huruf pada lambangnya dalam notasi SMILES harus dituliskan 
dengan huruf kapital di awal dan huruf kecil setelahnya, contoh adalah atom bromin 
maka dalam notasi SMILES dituliskan dengan Br (Junaedi, 2011). 
 Pada suatu notasi SMILES terdiri dari beberapa atom dan senyawa, untuk 
senyawa yang mendominasi atau sering muncul adalah hidroksida (OH). Kemudian 
atom-atom yang terdapat dalam notasi SMILES merupakan organic subset atau atom 




















Adapun atom-atom yang termasuk dalam organic subset menurut Weininger. (1988) 
adalah sebagai berikut: 
• Karbon  (C). 
• Boron   (B). 
• Nitrogen  (N). 
• Oksigen  (O). 
• Fosfor   (P). 
• Belerang  (S). 
• Fluor   (F). 
• Klor   (Cl). 
• Brom   (Br). 
• Yodium  (I). 
 Di dalam notasi SMILES juga terdapat  ikatan antar atom, masing-masing 
dilambangkan dengan tanda “-“ (strip) untuk ikatan tunggal, tanda ikatan tunggal 
tidak harus dituliskan pada notasi SMILES. Kemudian untuk ikatan rangkap 
dilambangkan dengan tanda “=” (sama dengan), dan terakhir adalah ikatan rangkap 
tiga dengan tanda “#” (kres/pagar). Apabila terdapat percabangan maka sebelum 
menuliskan cabangnya harus di awali dengan menuliskan tanda “(“ (kurung buka) 
kemudian di dalam tanda kurung buka tuliskanlah atom-atom penyusun cabang dan 
diakhiri dengan menutupnya dengan tanda “)” (kurung tutup). Terdapat juga atom 
yang berikatan dengan membentuk lingkaran atau biasa disebut dengan siklik, 
maksudnya adalah atom yang berada diujung saling berikat. Pada notasi SMILES, 
setiap atom yang berikatan siklik maka harus ditambahkan sebuah angka pada 
masing-masing atom terkait, contohnya apabila ditemui notasi SMILES C1CCCBrCOC1 
artinya atom C yang berada di awal berikatan siklik dengan atom C yang berada di 
akhir notasi, bisa dilihat dengan adanya angka 1 di masing-masing atom C nya 
(Weininger, 1988). 
 
2.5 Learning Vector Quantization (LVQ) 
 Metode yang digunakan dalam pelaksanaan penelitian klasifikasi fungsi 
senyawa aktif menggunakan notasi SMILES ini adalah LVQ, merupakan metode 
dengan pembelajaran yang terarah atau dikenal dengan istilah supervised. LVQ 
memiliki konsep dasar yaitu competitive learning neural networks yang maksudnya 
akan terjadi proses pelatihan sel untuk membentuk lapisan masukan (input layer) dan 
nantinya sel yang sudah dilatih akan mendapatkan keluaran (output) yang sama 
(Akbari et al, 2017). LVQ merupakan metode klasifikasi yang mana pada setiap unit 
keluaran (output) akan merepresentasikan sebuah kelas, dan metode ini digunakan 
untuk melakukan pengelompokan dengan arsitektur (target/kelas) jumlah 




















dalam kelas yang sama dengan unit keluaran (output), yaitu memiliki vektor bobot 
paling dekat dengan vektor input. Adapun beberapa kelebihan dan kelemahan dari 
metode LVQ, diantaranya (Sela, 2011): 
1. Kelebihan 
• Menghasilkan nilai error lebih kecil dibandingkan dengan metode 
backpropagation. 
• Mampu melakukan peringkasan dataset yang besar dan mengubahnya 
menjadi vektor codebook berukuran kecil untuk klasifikasi. 
• Dimensi pada codebook tidak dibatasi seperti pada metode nearest 
neighbour. 




• Pada setiap atribut diperlukan perhitungan jarak. 
• Nilai akurasi bergantung pada inisialisasi model dan parameter yang 
digunakan (learning rate, epoch, dan sebagainya). 
• Nilai akurasi juga dipengaruhi oleh distribusi kelas pada data training. 
 Dalam proses pelatihan atau pembelajaran, sebuah vektor prototype 
mengalami perubahan nilai yang akan semakin memperjelas proses klasifikasi. Vektor 
prototype yang mengalami perubahan itu disebut sebagai vektor pemenang. Sebuah 
vektor pemenang memiliki jarak terdekat terhadap vektor input (Hermanenda, 2013). 
LVQ memiliki model pembelajaran secara signifikan, hal itu bertujuan untuk 
menciptakan proses yang lebih cepat dibandingkan metode jaringan syaraf tiruan lain 
seperti Backpropagation. LVQ adalah metode jaringan syaraf tiruan yang memiliki 
arsitektur single layer net sehingga pada lapisan masukan (input layer) akan 
terkoneksi secara langsung dengan setiap neuron yang ada pada lapisan keluaran 
(output layer). Yang menjadi penghubung antar neuron adalah bobot/weight 
(Martinuva, 2015). Metode LVQ memiliki struktur jaringan seperti Gambar 2.1. 
 Pada Gambar 2.1 adalah struktur jaringan dari metode LVQ yang terdiri dari 
lapisan masukan (input layer), lapisan kompetitif (competitive layer), dan lapisan 
keluaran (output layer). Pada lapisan kompetitif terjadi kompetisi pada input agar bisa 
masuk ke dalam suatu kelas yang berdasarkan pada kedekatan jaraknya. Terdapat 
beberapa simbol yang masing-masing mewakili parameter dan proses pada metode 
LVQ. Simbol 𝑥1 − 𝑥5 merupakan parameter masukan pada lapisan masukan, 
kemudian ada simbol 𝑤1 dan 𝑤2 yang merupakan bobot (mewakili setiap kelas), 
||𝑥 − 𝑤1|| dan ||𝑥 − 𝑤2|| adalah proses perhitungan jarak dan diambil yang paling 
dekat (competitive layer), selanjutnya terdapat simbol 𝐹1 dan 𝐹2 yang merupakan 

































Gambar 2.1 Struktur Jaringan Metode Learning Vector Quantization (LVQ) 
Sumber: Budianita et al (2013) 
 Neuron-neuron keluaran pada metode LVQ merepresentasikan suatu kelas 
atau kategori tertentu. Apabila ada beberapa vektor masukan memiliki jarak yang 
berdekatan, maka akan dikelompokkan dalam kelas yang sama. Adapun algoritme 
pelatihan dari metode LVQ sebagai berikut (Fausett, 1994): 
0. Melakukan inisialisasi vektor referensi (bobot) dan inisialisasi learning rate 
(𝛼). 
1. Selama kondisi berhenti adalah salah (false), maka lakukan langkah 2-6. 
2. Untuk setiap training input (parameter masukan), kerjakan langkah 3-4. 
3. Temukan nilai 𝐽 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 dari ||𝑥 − 𝑤𝑗||. 
4. Lakukan 𝑢𝑝𝑑𝑎𝑡𝑒 nilai bobot 𝑤𝑗 dengan syarat: 
𝑖𝑓 𝑇 = 𝐶𝑗, maka 
 𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) + 𝛼[𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎)]; 
𝐼𝑓 𝑇 ≠  𝐶𝑗, maka 
 𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) − 𝛼[𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎)]; 
5. Lakukan pengurangan nilai learning rate (𝛼). 
6. Test kondisi berhenti apabila terpenuhi: 






||𝑥 − 𝑤1|| 


























𝑥  = training vector (𝑥1, 𝑥2, … . , 𝑥𝑛). 
𝑇  = kelas dari training vector. 
𝑤𝑗  = menyatakan bobot untuk luaran ke-𝑗. 
𝐶𝑗  = menyatakan kategori atau kelas yang dihasilkan dari luaran ke-𝑗. 
||𝑥 − 𝑤𝑗|| = merupakan jarak Euclidian antara vektor masukan dan vektor bobot 
     ke-𝑗. 
𝛼  = menyatakan nilai learning rate. 
 Tahap awal dari proses klasifikasi menggunakan metode LVQ adalah 
melakukan proses pengenalan terhadap pola yang didapatkan dari parameter 
masukan agar dapat dicari kelasnya. Proses ini merupakan pembelajaran yang 
dilakukan melalui beberapa epoch atau iterasi sampai iterasi maksimal tercapai. 
Proses pembelajaran ini terjadi pada lapisan kompetitif (competitive layer) secara 
otomatis dan akan melakukan pengklasifikasian vektor-vektor masukan. Yang 
dihasilkan dari lapisan kompetitif ini adalah berupa kelas-kelas (didapat dari jarak 
terdekat antara masing-masing vektor masukan dengan vektor bobot). 
 Berikut adalah parameter-parameter yang digunakan pada metode Learning 
Vector Quantization (LVQ) sebagai berikut (Kusumadewi, 2004): 
1. Learning rate (𝛼), didefinisikan sebagai tingkat pelatihan. Apabila nilai alfa 
tertalu besar, maka akan mengakibatkan algoritme menjadi tidak stabil. 
Sebaliknya, apabila nilai alfa terlalu kecil, maka proses yang terjadi akan 
memerlukan estimasi waktu terlalu lama. Nilai alfa adalah 0 < 𝛼 < 1. 
2. DecAlfa (penurunan nilai learning rate), merupakan penurunan tingkat 
pembelajaran. Pengurangan alfa dapat dilakukan dengan 𝛼 = 𝛼 − 𝐷𝑒𝑐 𝛼 atau 
𝛼 = 𝛼 ∗ 𝐷𝑒𝑐 𝛼. 
3. MinAlfa (minimum nilai learning rate), adalah nilai tingkat proses 
pembelajaran yang masih diizinkan. 
4. MaxEpoch (maksimum epoch atau iterasi), adalah banyaknya iterasi yang 
diizinkan  dala proses melakukan pembelajaran atau pelatihan. Proses akan 
dihentikan apabila epoch melebihi epoch maksimal. 
 Dalam penelitian ini, setelah melakukan proses preprocessing menggunakan 
regex terhadap notasi SMILES (mengetahui panjang notasi SMILES dan mengetahui 
jumlah masing-masing atom di dalamnya), kemudian dilakukan proses bagi (∶) antara 
jumlah masing-masing atom dengan panjang notasi SMILES yang mana hasil baginya 
akan dijadikan sebagai nilai fitur untuk proses perhitungan menggunakan metode 




















aktif (obat) yang berguna untuk penyembuhan atau pencegahan suatu penyakit 
tertentu pada manusia. 
 
2.6 Preprocessing 
 Pada penelitian ini dilakukan preprocessing menggunakan regular expression 
(regex) terhadap notasi SMILES. Preprocessing merupakan suatu proses yang berguna 
untuk melakukan perubahan pada bentuk data yang awalnya belum terstruktur 
kemudian menjadi bentuk data yang terstruktur sesuai dengan kebutuhan, 
preprocessing juga berguna untuk mengetahui letak dan banyak suatu huruf atau kata 
(the number of terms) (Manning et al, 2009). Sedangkan regex merupakan sebuah 
formula yang berguna untuk melakukan pencarian terhadap pola suatu kalimat/string 
(Muliantara, 2009). Regex sangat berguna dan membantu pada saat pencarian pola-
pola dari kalimat, dengan kata lain penggunaan regex ini adalah untuk mencari dan 
mengambil huruf, kata, angka, atau simbol yang diinginkan. Regular expression 
(regex) bisa diimplementasikan pada banyak bahasa pemrograman. Mulai dari Perl, 
PHP, Python, Java, JavaScript, dan juga VB. Regex dapat diterapkan pada sistem 
operasi Unix melalui utility grep dan awk, begitu pun penerapan pada sistem operasi 
Windows dan lainnya yang memakai program sejenis (Yunmar, 2011). 
 Regular expression pada umumnya dipergunakan untuk megolah kata/text 
editor dan lain sebagainya yang bertujuan melakukan pencarian dan manipulasi 
kalimat dengan berdasar pada suatu pola tertentu. Beberapa pola yang biasa 
digunakan dalam regex terdapat pada Tabel 2.3 berikut (Muliantara, 2009). 
Tabel 2.3 Pola-Pola Umum penggunaan Regular Expression (regex) 
Pola Penjelasan 
[] Kurung siku merupakan pola yang cocok dengan satu karakter yang ada 
dalam kurung. Misalkan terdapat pola “a[bcd]i”, maka akan cocok 
dengan kata “abi”, “aci”, dan “adi”. Apabila ingin mencocokkan pada 
semua huruf, maka bisa dibuat pola “[a-z]” yang artinya akan cocok 
dengan semua huruf kecil dari “a” sampai “z”. Apapun yang dimasukkan 
ke dalam kurung siku, maka akan menjadi objek yang dicari atau 
dicocokkan. 
[^] Pola ini cocok dengan karakter yang berada dalam kurung siku. Misalkan 
terdapat pola “[^abc]", maka artinya adalah cocok dengan semua 
karakter kecuali “a”, “b”, dan “c”. 
? Tanda tanya akan cocok dengan nol atau satu karakter sebelumnya. 
Misalkan terdapat pola “kamu?”, maka akan cocok dengan kata “kam” 
atau “kamu”. 
+ Tanda tambah akan cocok dengan satu atau lebih karakter sebelumnya. 




















“ayook”, “ayoook”, dan seterusnya (dengan jumlah karakter “o” tidak 
terbatas). 
* Tanda bintang akan cocok dengan nol atau lebih karakter sebelumnya. 
Misalkan terdapat pola “ku*y”, maka akan cocok dengan kata “ky”, 
“kuy”, “kuuy”, dan seterusnya (dengan jumlah karakter “u” tidak 
terbatas). 
{x} Pola yang akan cocok dengan karakter sebelumnya sebanyak “x”. 
Misalkan terdapat pola “[0-9]{3}”, maka akan cocok dengan semua 
bilangan yang berjumlah 3 digit. 
{x, y} Pola yang akan cocok dengan karakter sebelumnya sebanyak “x”. 
Misalkan terdapat pola “[0-9]{3, 5}”, maka akan cocok dengan semua 
bilangan yang berjumlah di antara 3 sampai 5 digit. 
! Apabila diletakkan pada bagian depan pola, maka memiliki arti “bukan”. 
Misalkan terdapat pola “!aki”, maka akan cocok untuk semua kata namun 
buka kata “aki” (dengan jumlah karakter sebanyak 3). 
^ Cocok untuk kata atau karakter yang berada di awal. Misalkan terdapat 
pola “^aku” dan terdapat kalimat “aku adalah aku yang bukan raja”, 
maka akan cocok pada kata “aku” yang berada di awal kalimat saja. 
$ Cocok untuk kata atau karakter yang berada di akhir. Misalkan terdapat 
pola “$raja” dan terdapat kalimat “aku adalah raja dari semua raja”, 
maka akan cocok pada kata “raja” yang berada di akhir kalimat saja. 
() Tanda kurung digunakan untuk membuat grup yang mana akan terjadi 
pengelompokan karakter-karakter menjadi single unit (satu kesatuan). 
\ Garis miring digunakan untuk mengawali penggunaan regex. 
 
 Regular expression memiliki dua elemen yang berperan dalam proses operasi 
regex, yang pertama adalah pola regex itu sendiri, maksudnya adalah sebuah string 
yang berisi deretan karakter (angka, huruf, dan simbol), kedua adalah mesin regex, 
maksudnya adalah komponen yang ada pada bahasa pemrograman atau aplikasi yang 
melakukan pemrosesan terhadap pola regex. Hal pertama yang dilakukan mesin regex 
adalah melakukan pembacaan terhadap pola yang sudah dibuat, lalu 
mengompilasinya ke dalam bentuk internal yaitu berupa graph atau seperti peta yang 
memiliki panah. Misalkan terdapat pola “a|b”, maka akan dilakukan perubahan 
menjadi semacam bentuk yang bercabang dua (karena terdapat dua karakter huruf). 
Kemudian mesin regex akan mengambil string dan memasukkannya ke dalam graph 
yang telah dibuat. Mesin regex akan berusaha untuk melewatkan string ini melalui 
cabang-cabang yang sesuai dari awal dan akhir, yaitu titik masuk graph hingga titik 
akhir graph. Apabila string berhasil mencapai finish atau titik akhir graph, maka 
dikatakan cocok dengan pola regex yang dibuat. Sebaliknya, apabila string tidak 
sampai di titik akhir graph atau menemui jalan buntu, maka string dikatakan tidak 




















ke seluruh cabang yang mungkin, bergerak mundur dan kemudian mencoba cabang 
yang lainnya bila diperlukan, sampai tidak ada lagi alternatif yang memungkinkan. 
Oleh sebab itu, semakin rumit dan panjang pola regex yang dibuat, ada kemungkinan 
proses kompilasi dan pencocokan akan memakan waktu yang lama (Haryanto, 2002) 
 Preprocessing menggunakan regex terhadap notasi SMILES adalah 
pemrosesan notasi SMILES untuk mencari dan mengambil lambang atom yang ada 
pada notasi agar dapat ditentukan panjang dari senyawa (notasi SMILES) dan untuk 
mengetahui jumlah dari masing-masing atom. Nantinya panjang notasi SMILES dan 
jumlah masing-masing atom akan dijadikan sebagai input dalam proses perhitungan 
klasifikasi menggunakan metode LVQ. 
 
2.7 PHP (Hypertext Preprocessor) 
 Dalam implementasi program  klasifikasi fungsi senyawa aktif menggunakan 
notasi SMILES dengan penerapan metode LVQ akan berjalan di web, maka dari itu 
digunakanlah PHP, merupakan bahasa pemrograman yang digunakan untuk 
pembangunan sistem yang berjalan di web, dangan kata lain bahasa pemrograman ini 
akan menjadi proses logika dari perhitungan menggunakan metode LVQ dalam 
penerapannya di web.  PHP memiliki sifat yang cepat, gratis, dan murah, kemudian 
bahasa pemrograman ini mendukung penggunaan database seperti MySQL, mSQL, 
Oracle, dan lain sebagainya. PHP akan berjalan melalui browser yang mana pada 
komputer atau laptop sudah terunduh web server (seperti Apache, PWS, IIS). PHP 
dijalankan dalam file yang memiliki ekstensi .php, php3, atau phtml (bergantung pada 
pengaturan PHP yang anda lakukan). Umumnya file PHP memiliki ekstensi .php 
(Solichin, 2016). 
 
2.8 HTML (Hypertext Markup Language) 
 HTML digunakan untuk menampilkan halaman web pada web browser yang 
mana merupakan bahasa pemrograman, HTML berperan dalam pengaturan tampilan 
dari sebuah halaman web (Ariona, 2013). Penelitian ini memerlukan HTML dalam 
pengimplementasian programnya karena akan berjalan di web browser, yang mana 
program ini akan terdiri dari kolom masukan (input) dan ada beberapa tombol fungsi 
dan untuk menampilkannya diperlukan bahasa pemorgraman HTML. 
 
2.9 Cross validation 
 Cross validation merupakan proses pengujian yang berfokus pada data yang 




















pertukaran data latih menjadi data uji dan sebaliknya data uji menjadi data latih 
terhadap kestabilan akurasi yang dihasilkan. Cross validation akan membagi dataset 
menjadi ke dalam beberapa kelompok data, yang mana setiap kelompok harus 


































BAB 3 METODOLOGI PENELITIAN 
 
 Metodologi pelaksanaan yang dilakukan dalam penelitian ini terdiri 
dari beberapa tahapan yaitu studi literatur, pengumpulan data, analisis dan  
perancangan, implementasi, serta pengujian, kemudian kesimpulan pun 
disertakan yang dijadikan sebagai catatan dari kinerja metode yang digunakan 
dan juga kinerja dari program yang dibuat, serta kemungkinan arah untuk 
pengembangan program di masa yang akan datang. Gambar 3.1 merupakan 











Gambar 3.1 Blok Diagram Metodologi Penelitian 
3.1 Studi literatur 
 Studi literatur yang digunakan pada pelaksanaan penelitian ini adalah berupa 
paper, jurnal, buku, maupun skripsi penelitian terdahulu yang memiliki keterkaitan 
mengenai metode Learning Vector Quantization (LVQ), adapun juga studi literatur 
mengenai Simplified Molecular Input Line System (SMILES). Selain digunakan sebagai 
bahan referensi pelaksanaan penelitian, studi literatur juga berfungsi untuk 
memperkuat pemahaman penulis agar penelitian yang dilakukan dapat berjalan 































3.2  Pengumpulan data 
 Pada tahap ini dilakukan pengumpulan data yang berhubungan dengan 
penelitian. Pengumpulan data diperlukan sebagai hal utama dalam mendapatkan 
informasi yang dibutuhkan, pengumpulan data juga berguna pada saat melakukan 
manualisasi terhadap notasi SMILES menggunakan metode LVQ. Data senyawa 
(notasi SMILES) didapatkan pada alamat web https://pubchem.ncbi.nlm.nih.gov, 
kemudian dilakukan pemilihan data senyawa (notasi SMILES) yang memiliki 
pharmacology saja (yang sudah diuji/sudah bisa dijadikan obat) atau dengan kata lain 
adalah senyawa aktif. 
 
3.3  Analisis kebutuhan 
 Pada tahap ini dilakukan kegiatan analisis terhadap metode yang digunakan, 
yaitu mengenai apa saja parameter  masukan pada saat proses perhitungan baik pada 
saat di dalam program atau pada saat manualisasi menggunakan notasi SMILES 
dengan penerapan metode LVQ. Dalam tahap ini juga ditentukan kebutuhan yang 
harus dipenuhi oleh program yang dibuat, yaitu dapat menerima input berupa notasi 
SMILES dari pengguna, dapat melakukan preprocessing menggunakan regex terhadap 
notasi SMILES, dapat melakukan klasifikasi menggunakan metode LVQ, dan dapat 
memberikan informasi mengenai fungsi dari senyawa aktif (notasi SMILES) yang 
dimasukkan oleh pengguna.  
 
3.4  Perancangan 
 Pada tahap ini akan dilakukan perancangan suatu program atau sistem yang 
dapat memenuhi atau menjalankan semua kebutuhan yang sudah ditentukan pada 
tahap analisis kebutuhan. Proses perancangan didasarkan pada beberapa tahap 
sebelumnya yaitu studi literatur, pengumpulan data, dan analisis kebutuhan. Dalam 
perancangan diterapkan metode Learning Vector Quantization (LVQ) untuk 
melakukan proses klasifikasi fungsi senyawa aktif (notasi SMILES) yang dimasukkan 
oleh pengguna dan menghasilkan suatu kelas yang menyatakan sebagai obat penyakit 
tertentu pada manusia. Terlebih dahulu Notasi SMILES akan dilakukan preprocessing 
menggunakan regex guna mengetahui panjang dari notasi dan juga jumlah dari 
masing-masing atomnya, kemudian jumlah masing-masing atom akan dibagi dengan 
panjang notasi SMILES yang mana hasil dari pembagian inilah yang nantinya 
digunakan sebagai paramater input untuk proses perhitungan dalam metode LVQ 





















3.5 Implementasi  
 Pada tahap ini dilakukan implementasi dari perancangan yang sudah dilakukan 
sebelumnya. Implementasi diperlukan untuk melakukan proses manualisasi 
perhitungan terhadap notasi SMILES menggunakan metode LVQ. Dengan adanya 
implementasi, juga dapat membantu proses pembuatan program agar bisa 
menjalankan fungsi klasifikasi menggunakan metode LVQ dengan baik dan sesuai 
harapan. 
 
3.6  Pengujian 
 Pada tahap ini dilakukan pengujian pada perhitungan manualisasi notasi 
SMILES menggunakan metode LVQ, kemudian dilakukan juga pengujian terhadap 
program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 
penerapan metode LVQ. Pengujian ini dilakukan untuk mengetahui apakah proses 
manualisasi perhitungan notasi SMILES menggunakan metode LVQ dan program 
klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan penerapan 
metode LVQ dapat menghasilkan nilai akurasi yang baik dan program dapat 
memberikan informasi suatu senyawa aktif yang terkait. 
 
3.7  Kesimpulan 
 Pada tahap ini, akan diberikan jawaban mengenai rumusan masalah yang 
sudah dibuat. Kesimpulan juga memberikan informasi mengenai kinerja dari metode 
yang digunakan dalam penelitian, sehingga tidak menutup kemungkinan akan 
dilakukan penelitian selanjutnya di masa yang akan datang guna memperbaiki dan 






















BAB 4 PERANCANGAN 
 
 Bab ini akan memberikan penjelasan mengenai proses perancangan dari 
program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES (Simplified 
Molecular Input Line System) dengan menerapkan metode LVQ (Learning Vector 
Quantization). Pada tahap perancangan akan dijelaskan mengenai flowchart (cara 
kerja) dan manualisasi dari proses klasifikasi fungsi senyawa aktif menggunakan 
notasi SMILES dengan menerapkan metode LVQ. Pada tahap ini juga akan dijelaskan 
mengenai rancangan pengujian dan rancangan antarmuka dari program yang dibuat. 
 
4.1  Perancangan 
 Pada tahap perancangan akan dijelaskan mengenai rancangan program atau 
perangkat lunak yang dibuat, flowchart atau tahapan-tahapan pengerjaan dari 
preprocessing dan perhitungan metode LVQ, proses manualisasinya, dan 
perancangan dari uji coba program, serta perancangan tampilan atau antarmuka 
program. 
4.1.1  Deskripsi umum sistem 
 Sistem atau program yang akan dibuat merupakan program yang dapat 
melakukan klasifikasi fungsi senyawa aktif menggunakan notasi SMILES, yaitu 
menentukan fungsi dari senyawa aktif yang diteliti atau didapatkan bisa digunakan 
sebagai obat untuk mencegah atau menyembuhkan penyakit tertentu pada manusia. 
Program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES ini dapat 
digunakan oleh akademisi yang bergerak di bidang kesehatan. Hasil keluaran atau 
output dari program ini berupa kelas data senyawa aktif yang memberikan informasi 
fungsinya sebagai obat untuk mengatasi penyakit tertentu pada manusia. 
 Proses pembuatan program klasifikasi fungsi senyawa aktif menggunakan 
notasi SMILES ini diawali dengan proses pengumpulan data yang didapatkan pada 
alamat web https://pubchem.ncbi.nlm.nih.gov, kemudian dilakukan pemilihan data 
senyawa (notasi SMILES) yang memiliki pharmacology saja (yang sudah diuji/sudah 
bisa dijadikan obat) atau dengan kata lain adalah senyawa aktif. Kemudian setelah 
melakukan pengumpulan data maka dilanjutkan dengan menentukan banyak kelas, 
pada program ini terdapat dua kelas yang akan menentukan klasifkasi fungsi senyawa 
aktif menggunakan notasi SMILES. Penentuan jumlah kelas sebanyak dua adalah 
berdasarkan informasi fungsi senyawa dari masing-masing data yang diperoleh dari 
pubchem, adapun kelas-kelasnya yaitu senyawa aktif untuk penyakit pada 




















yang didapatkan adalah sebanyak 467 data. Kemudian data-data senyawa aktif ini 
akan dilakukan preprocessing guna mendapatkan jumlah masing-masing atom dan 
panjang notasi SMILES yang hasil bagi dari keduanya digunakan untuk proses 
pelatihan data (training) dan pengujian data (testing) dalam perhitungan 
menggunakan metode LVQ. Adapun atom-atom yang dicari jumlahnya dan menjadi 
sebagai fitur dalam perhitungan metode LVQ yaitu karbon (C), boron (B), nitrogen (N), 
oksigen (O), fosfor (P), belerang (S), fluor (F), klor (Cl), brom (Br), yodium (I), dan juga 
senyawa hidroksida (OH).  
4.1.2  Perancangan perangkat lunak 
 Dalam tahap ini dilakukan perancangan suatu perangkat lunak atau program 
yang akan dibuat. Perancangan didasarkan pada deskripsi umum yang sudah 
dijelaskan. Program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ ini berbasis bahasa pemrograman PHP. Dalam hal 
untuk melakukan penyimpanan data, digunakan database MySQL. Adapun alur 
proses dari program yang akan dibuat ditunjukkan pada Gambar 4.1. 
 




















 Dapat dilihat pada Gambar 4.1 terdapat beberapa alur proses yang mana 
langkah pertama adalah dengan memasukkan data notasi SMILES yang kemudian 
dilanjutkan dengan salah satu proses utama, yaitu melakukan preprocessing untuk 
mendapatkan hasil bagi dari jumlah masing-masing atom dengan panjang notasi 
SMILES yang mana akan dijadikan sebagai nilai fitur dan untuk inisialisasi bobot awal 
perhitungan menggunakan metode LVQ. Selanjutnya terdapat proses utama lainnya, 
yang terdiri dari pelatihan data (training) dan pengujian data (testing), berikut 
penjelasannya: 
- Pelatihan data (training) 
 Dalam proses pelatihan, selain nilai fitur berupa hasil bagi antara 
jumlah masing-masing atom dengan panjang notasi SMILES, diperlukan juga 
nilai learning rate (α)/alpha, decrement alpha (dec α), minimum alpha (min α), 
dan maksimum epoch (MaxEpoch). Pelatihan data berfungsi untuk melatih 
metode LVQ untuk mengenali pola setiap kelas dan mendapatkan nilai bobot 
akhir (bobot optimal) yang nantinya digunakan dalam proses pengujian data. 
- Pengujian data (testing) 
 Dalam proses pengujian, nilai bobot yang digunakan adalah nilai bobot 
akhir pada proses pelatihan. Pengujian data berfungsi untuk menentukan 
kelas fungsi notasi SMILES yang dimasukkan. 
4.1.2.1 Preprocessing 
 Preprocessing menggunakan regex terhadap notasi SMILES adalah 
pemrosesan notasi SMILES untuk mencari dan mengambil lambang atom yang ada 
pada notasi agar dapat ditentukan panjang dari senyawa (notasi SMILES) dan untuk 
mengetahui jumlah dari masing-masing atom. Nantinya panjang notasi SMILES dan 
jumlah masing-masing atom akan dilakukan operasi pembagian yang mana hasil 
baginya dijadikan sebagai nilai fitur dalam proses perhitungan klasifikasi 
menggunakan metode LVQ. Alur proses dalam preprocessing ditunjukkan oleh 
Gambar 4.2. 
 Pada Gambar 4.2 terdapat beberapa alur proses dalam preprocessing 
menggunakan regex, berikut penjelasan dari masing-masing alur: 
1. Memasukkan notasi SMILES yang ingin diketahui fungsi senyawa aktifnya. 
2. Melakukan perubahan semua karakter O menjadi karakter OH. 
3. Melakukan perubahan semua karakter =OH menjadi karakter =O). 
4. Melakukan perubahan pada karakter =O) yang paling ujung menjadi =OH. 
5. Melakukan perubahan semua karakter OH menjadi OH). 
6. Melakukan perubahan pada karakter OH) yang paling ujung menjadi OH. 
7. Melakukan perubahan semua karakter C menjadi CO. 




















9. Melakukan perubahan semua karakter NOH) menjadi karakter NO). 
10. Melakukan perubahan semua karakter COH menjadi karakter CO). 
11. Menambahkan tanda koma (,) pada bagian depan setiap karakter. 
12. Melakukan perubahan pada tanda koma yang berada di paling depan. 
13. Melakukan pengubahan susunan, yang awalnya tidak beraturan menjadi 
array. 
14. Melakukan perhitungan jumlah karakter (menghitung panjang notasi SMILES). 
15. Terdapat beberapa atom yang diikuti oleh angka yang menyatakan bahwa 
atom tersebut melakukan ikatan siklik (melingkar), angka tersebut 
dihilangkan. 
16. Melakukan perhitungan jumlah masing-masing atom. 
17. Melakukan operasi pembagian antara jumlah masing-masing atom dengan 
panjang notasi SMILES. 
18. Didapatkan hasil pembagi yang dijadikan sebagai nilai fitur (inputan) untuk 




















   
Gambar 4.2 Alur Proses Preprocessing menggunakan Regex 
4.1.2.2 Pelatihan data (training) 
 Setelah melakukan preprocessing, maka dilanjutkan dengan proses pelatihan 
data. Dalam proses ini, semua hasil bagi dijadikan sebagai nilai fitur (𝑥1 - 𝑥11) dan 
beberapa nilai fitur juga akan diinisialisasi sebagai nilai bobot awal. Dalam proses 
pelatihan, diperlukan juga nilai learning rate (α)/alpha, decrement alpha (dec α), 
minimum alpha (min α), dan maksimum epoch (MaxEpoch). Pelatihan data berfungsi 
untuk melatih metode LVQ untuk mengenali pola setiap kelas dan mendapatkan nilai 
bobot akhir (bobot optimal) yang nantinya digunakan dalam proses pengujian data. 
Alur proses dalam pelatihan data metode LVQ yang ditunjukkan pada Gambar 4.3. 
 Pada Gambar 4.3 terdapat beberapa alur proses dalam pelatihan data dengan 




















1. Melakukan inisialisasi bobot awal (𝑤𝑖𝑗), menentukan data latih (𝑥𝑖), nilai 
learning rate (α)/alpha, decrement alpha (dec α), minimum alpha (min α), dan 
maksimum epoch (MaxEpoch). 
2. Terjadi kondisi selama epoch masih kurang sama dengan dari MaxEpoch dan 
α masih lebih besar dari  minimum alpha, maka proses dilanjutkan ke langkah 
berikutnya. Jika salah satu syarat terpenuhi, maka nilai bobot optimal 
ditemukan dan proses pelatihan dihentikan. 
3. Dilakukan perulangan sebanyak jumlah data latih, kemudian akan terjadi 
beberapa proses, yaitu: 
- Melakukan perhitungan jarak euclidian. 
- Menentukan nilai jarak euclidian terkecil dan dijadikan sebagai kelas 
keluaran (𝐶𝑗). 
- Melakukan perhitungan update bobot yang baru. 
4. Melanjutkan perhitungan ke data latih berikutnya. 
5. Setelah semua data latih pada epoch pertama selesai dihitung, maka 
melakukan pengurangan/decrement alpha (α), yaitu dengan persamaan 𝛼 =
𝛼 ∗ 𝐷𝑒𝑐𝛼 dan melanjutkan ke epoch berikutnya dengan persamaan 𝑒𝑝𝑜𝑐ℎ =
𝑒𝑝𝑜𝑐ℎ + 1. 
6. Proses pelatihan data akan dihentikan apabila salah satu syarat penghentian 
telah terpenuhi dan keluarannya adalah hasil bobot akhir (bobot optimal) yang 
akan dijadikan sebagai bobot pada proses pengujian. 
4.1.2.3 Menghitung nilai jarak euclidian 
 Proses perhitungan nilai jarak euclidian berfungsi untuk mendapatkan kelas 
keluaran (𝐶𝑗), adapun rumus untuk menghitungnya √Σ(𝑥𝑖 − 𝑤𝑖𝑗)2. Alur proses 
perhitungan nilai jarak euclidian terdapat pada Gambar 4.4 dan berikut 
penjelasannya: 
1. Dilakukan perulangan sebanyak jumlah kelas, yang mana selama perulangan 
akan terjadi juga perulangan sebanyak jumlah fitur, kemudian selama 
perulangan jumlah fitur akan terjadi proses: 
- Operasi pengurangan antara nilai fitur data input ke- 𝑖 dengan nilai 
fitur bobot kelas ke- 𝑗, kemudian hasilnya dikuadratkan dan disimpan 
dalam variabel array 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒[𝑖][𝑗]. Proses ini akan terus dilakukan 
sampai jumlah fitur tercapai. 
- Setelah sudah mencapai jumlah fitur, maka akan dilakukan lagi operasi 
perhitungan akar terhadap nilai yang disimpan oleh variabel array 
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒[𝑖][𝑗] sehingga dapat dijadikan sebagai nilai jarak euclidian. 
Proses ini akan terus dilakukan sampai jumlah kelas tercapai. 
 Setelah didapatkan nilai jarak euclidian pada masing-masing kelas, maka 
kemudian ditentukan kelas yang memiliki nilai terkecil agar bisa dijadikan sebagai 










































Gambar 4.3 Alur Proses Pelatihan Data Metode LVQ 
4.1.2.4 Pengujian data (testing) 
 Pengujian data merupakan proses akhir dalam metode LVQ. Sebelumnya 
metode LVQ dilatih terlebih dahulu agar bisa mengenali pola setiap kelas. Dalam 





















pelatihan data. Alur proses pengujian data dapat dilihat pada Gambar 4.5 dan berikut 
penjelasannya: 
1. Melakukan inisialisasi bobot yang sudah didapatkan dalam proses pelatihan 
data (bobot akhir). 
2. Memasukkan data uji. 
3. Melakukan perhitungan nilai jarak euclidian antara parameter masukan (𝑥𝑖) 
dengan nilai bobot akhir (𝑤𝑖𝑗). 
4. Menentukan nilai jarak euclidian terkecil untuk mengetahui kelas klasifikasi 
fungsi senyawa aktif. 
5. Hasil berupa kelas klasifikasi fungsi senyawa aktif. 
 
Gambar 4.5 Alur Proses Pengujian Data Metode LVQ 
4.1.3  Manualisasi 
4.1.3.1 Manualisasi bagian preprocessing 
 Pada manualisasi bagian preprocessing ini akan dilakukan perhitungan jumlah 
dari masing-masing atom dan panjang notasi SMILES. Dalam progam klasifikasi fungsi 
senyawa aktif menggunakan notasi SMILES dengan menerapkan metode LVQ, 
preprocessing dilakukan menggunakan regex. Jumlah dari masing-masing atom akan 




















dalam proses perhitungan menggunakan metode LVQ. Contoh dari manualisasi 
preprocessing notasi SMILES adalah sebagai berikut: 
 Terdapat suatu notasi SMILES yang ingin diketahui fungsinya dalam 
pengobatan, notasi ini adalah salah satu dari 467 data yang  didapatkan dari alamat 
web https://pubchem.ncbi.nlm.nih.gov dan sudah teruji dapat digunakan untuk 
pencegahan atau penyembuhan suatu penyakit. Adapun notasi SMILES nya 
C1=CN=C(N=C1)NS(=O)(=O)C2=CC=C(C=C2)N. Dalam manualisasinya, maka akan 
dihitung jumlah atom dari C, Cl, B, Br, O, OH, N, P, S, F, I, dan panjang notasi SMILES 
nya 
• Proses perhitungan panjang notasi SMILES dapat dilihat pada Tabel 4.1. 
Contoh notasi SMILES : 
C1=CN=C(N=C1)NS(=O)(=O)C2=CC=C(C=C2)N 














 Pada proses perhitungan panjang notasi SMILES, seluruh karakter yang 
 terdapat pada notasi dihitung, namun untuk angka tidak dihitung atau 
 disatukan dengan atom yang diikuti, contohnya seperti atom C1 dan C2. Dapat 
 dilihat dari proses perhitungan di atas bahwa panjang notasi SMILES adalah 
 33. 
Karakter Urutan Karakter Urutan 
C1 (1) = (19) 
= (2) O (20) 
C (3) ) (21) 
N (4) C2 (22) 
= (5) = (23) 
C (6) C (24) 
( (7) C (25) 
N (8) = (26) 
= (9) C (27) 
C1 (10) ( (28) 
) (11) C (29) 
N (12) = (30) 
S (13) C2 (31) 
( (14) ) (32) 























• Proses perhitungan jumlah dari masing-masing atom yang terdapat pada 
notasi SMILES C1=CN=C(N=C1)NS(=O)(=O)C2=CC=C(C=C2)N 
- Atom C  = 10 (C1, C, C, C1, C2, C, C, C, C, C2) 
- Atom Cl  = 0 (tidak terdapat dalam notasi)  
- Atom B  = 0 (tidak terdapat dalam notasi)  
- Atom Br  = 0 (tidak terdapat dalam notasi)  
- Atom O  = 2  (=O, =O) 
- Senyawa OH = 0 (tidak terdapat dalam notasi)  
- Atom N  = 4 (N, N, N, N) 
- Atom P  = 0 (tidak terdapat dalam notasi)  
- Atom S  = 1 (S) 
- Atom F  = 0 (tidak terdapat dalam notasi)  
- Atom I  = 0 (tidak terdapat dalam notasi)  
 Pada proses perhitungan jumlah masing-masing atom, apabila ada atom yang 
 setelahnya diikuti dengan angka maka tetap dihitung sebanyak satu karena 
 angka yang mengikuti bukan menyatakan banyak atom melainkan informasi 
 bahwa atom tersebut melakukan ikatan siklik (ikatan memutar/membentuk 
 lingkaran). 
• Proses operasi bagi antara jumlah masing-masing atom dengan panjang notasi 
SMILES 
- Atom C   10/33 = 0.30303 
- Atom Cl   0/33 = 0 
- Atom B   0/33 = 0 
- Atom Br   0/33 = 0 
- Atom O   2/33 = 0.060606 
- Senyawa OH  0/33 = 0 
- Atom N   4/33 = 0.121212 
- Atom P   0/33 = 0 
- Atom S   1/33 = 0.030303 
- Atom F   0/33 = 0 
- Atom I   0/33 = 0 
 Hasil dari proses pembagian antara jumlah masing-masing atom dengan 
 panjang notasi SMILES ini akan dijadikan sebagai nilai fitur untuk selanjutnya 
 diklasifikasi menggunakan perhitungan metode LVQ. 
4.1.3.2 Manualisasi perhitungan metode LVQ 
a. Dataset notasi SMILES 
 Sebelum masuk proses perhitungan menggunakan metode LVQ, maka 
hal pertama yang harus dipersiapkan adalah dataset. Pada Tabel 4.2 
merupakan dataset dari notasi SMILES yang berjumlah 18 data. Notasi SMILES 




















Pada Tabel 4.2 terdapat notasi SMILES diikuti oleh keterangan kelas, kedua 
kelas itu adalah senyawa aktif untuk penyakit pada metabolisme dan senyawa 
aktif untuk penyakit kanker. Dari total 18 data, diambil sebanyak 16 data untuk 
dijadikan sebagai data latih (training) dan 2 data untuk dijadikan sebagai data 
uji (testing). 
Tabel 4.2 Dataset notasi SMILES 
No Notasi SMILES Kelas 




3 C1=CC=C(C=C1)OC(=O)Cl Metabolisme 
4 CC(C)(C)S(=O)(=O)C(C)(C)C Metabolisme 
5 CC(C)CC(=O)C(C)C Metabolisme 
6 CC(=O)C=CC1=CC=CC=C1 Metabolisme 
7 CC(=O)C1=CC=CC=C1OCC(CO)O Metabolisme 
8 CCOC1=CC(=C(C=C1C(=O)CCC(=O)O)OCC)OCC Metabolisme 
9 COC1=CC(=CC(=C1OC)OC)C(=O)NC2CCCNC2 Metabolisme 
10 CC(C)(C)C1=C(C=CC(=C1)OC)O Kanker 
11 C1COCCN1N=O Kanker 
12 C1C2=CC=CC=C2C3=CC=CC=C31 Kanker 
13 C1C(O1)C2CO2 Kanker 
14 C1=CC=C2C(=C1)C(=O)C3=C(C2=O)C(=CC=C3)O Kanker 
15 C1=CC=C2C(=C1)C(=CN2)CO Kanker 
16 C1=CC=C2C(=C1)C(=CN2)CC3=CNC4=CC=CC=C43 Kanker 
17 C1=CN(C(=O)NC1=O)C2C(C(C(O2)COP(=O)(O)O)O)O Metabolisme 
18 C1=CC=C(C=C1)C2=CC=CC=C2O Kanker 
 
b. Dataset notasi SMILES setelah dilakukan preprocessing  
 Setelah dataset notasi SMILES sudah siap, maka langkah selanjutnya 
adalah melakukan preprocessing terhadap 18 total data. Manualisasi 




















Manualisasi bagian preprocessing. Dengan preprocessing, maka akan 
diketahui jumlah atom dan panjang dari masing-masing notasi SMILES. 
Tabel 4.3 Dataset notasi SMILES setelah preprocessing 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑃 
1 8 0 0 0 3 1 0 0 0 0 0 20 
2 21 0 0 0 3 1 0 0 0 0 0 39 
3 7 1 0 0 2 0 0 0 0 0 0 18 
4 8 0 0 0 2 0 0 0 1 0 0 25 
5 8 0 0 0 1 0 0 0 0 0 0 16 
6 10 0 0 0 1 0 0 0 0 0 0 18 
7 11 0 0 0 3 1 0 0 0 0 0 23 
8 16 0 0 0 5 1 0 0 0 0 0 35 
9 15 0 0 0 4 0 2 0 0 0 0 31 
10 11 0 0 0 1 1 0 0 0 0 0 24 
11 4 0 0 0 1 1 2 0 0 0 0 9 
12 13 0 0 0 0 0 0 0 0 0 0 19 
13 4 0 0 0 0 2 0 0 0 0 0 8 
14 14 0 0 0 2 1 0 0 0 0 0 33 
15 9 0 0 0 0 1 1 0 0 0 0 19 
16 17 0 0 0 0 0 2 0 0 0 0 31 
17 9 0 0 0 4 5 2 1 0 0 0 39 
18 12 0 0 0 1 0 0 0 0 0 0 21 
 
 Keterangan Tabel 4.3: 
- 𝑥1 = Jumlah atom C 
- 𝑥2 = Jumlah atom Cl 
- 𝑥3 = Jumlah atom B 
- 𝑥4 = Jumlah atom Br 
- 𝑥5 = Jumlah atom O 
- 𝑥6 = Jumlah senyawa OH 
- 𝑥7 = Jumlah atom N 
- 𝑥8 = Jumlah atom P 
- 𝑥9 = Jumlah atom S 
- 𝑥10 = Jumlah atom F 
- 𝑥11 = Jumlah atom I 
- 𝑃 = Panjang notasi SMILES 
  Setelah didapatkan jumlah masing-masing atom dan panjang notasi 
 SMILES, maka selanjutnya adalah melakukan operasi pembagian antara 




















 adalah  
𝑥
𝑃
, dengan 𝑥 adalah jumlah atom (𝑥1, 𝑥2, … . , 𝑥𝑛) dan 𝑃 adalah panjang 
 notasi (𝑃1, 𝑃2, … . , 𝑃𝑛). Hasil pembagian antara keduanya akan dijadikan 
 sebagai nilai fitur untuk diproses dalam pengklasifikasian menggunakan 
 metode LVQ. Berikut dataset setelah dilakukan operasi pembagian 
 yang terdapat pada Tabel 4.4. 
 Tabel 4.4 Dataset notasi SMILES setelah dilakukan operasi bagi 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑘 
 
1 0,4 0 0 0 0,15 0,05 0 0 0 0 0 1 
2 0,54 0 0 0 0,77 0,03 0 0 0 0 0 2 
3 0,38 0,05 0 0 0,11 0 0 0 0 0 0 1 
4 0,32 0 0 0 0,08 0 0 0 0,04 0 0 1 
5 0,5 0 0 0 0,06 0 0 0 0 0 0 1 
6 0,55 0 0 0 0,05 0 0 0 0 0 0 1 
7 0,48 0 0 0 0,13 0,04 0 0 0 0 0 1 
8 0,46 0 0 0 0,14 0,03 0 0 0 0 0 1 
9 0,48 0 0 0 0,13 0 0,06 0 0 0 0 1 
10 0,46 0 0 0 0,04 0,04 0 0 0 0 0 2 
11 0,44 0 0 0 0,11 0,11 0,22 0 0 0 0 2 
12 0,68 0 0 0 0 0 0 0 0 0 0 2 
13 0,5 0 0 0 0 0,25 0 0 0 0 0 2 
14 0,42 0 0 0 0,06 0,03 0 0 0 0 0 2 
15 0,47 0 0 0 0 0,05 0,05 0 0 0 0 2 
16 0,55 0 0 0 0 0 0,06 0 0 0 0 2 
17 0,23 0 0 0 0,10 0,12 0,05 0,03 0 0 0 1 
18 0,57 0 0 0 0,05 0 0 0 0 0 0 2 
   Pada Tabel 4.4 terdapat fitur 𝑥1 - 𝑥11 yang mana pada masing-masing 
 fitur sudah memiliki nilai yang didapat dari proses pembagian antara jumlah 
 masing-masing atom dengan panjang notasi. Nilai-nilai fitur 𝑥1 - 𝑥11 akan 
 diproses menggunakan metode LVQ. Kemudian terdapat 𝑘 yang menyatakan 
 kelasnya. Dalam penelitian ini, terdapat dua kelas yang masing-masing 
 kelas dilambangkan dengan angka 1 dan 2. Adapun kedua kelas tersebut 




















Tabel 4.5 Kelas fungsi senyawa aktif 
No Fungsi senyawa aktif Kelas 
1. Senyawa aktif untuk penyakit pada metabolisme 1 
2. Senyawa aktif untuk kanker 2 
  Pada perhitungan manualisasi ini akan dilakukan proses klasifikasi 2 
 kelas yang terdapat pada Tabel 4.5.  Adapun dua kelas tersebut yaitu kelas 
 senyawa aktif untuk penyakit pada metabolisme dengan lambang kelas 
 angka 1 dan kelas senyawa aktif untuk penyakit kanker dengan lambang kelas 
 angka 2.  
c. Inisialisasi bobot 
 Setelah didapatkan hasil bagi antara jumlah masing-masing atom 
dengan panjang notasi, maka akan dijadikan sebagai nilai fitur untuk proses 
perhitungan menggunakan metode LVQ. Nilai-nilai fitur 𝑥1 - 𝑥11 dapat dilihat 
pada Tabel 4.4. Untuk perhitungan LVQ, langkah pertama yang harus 
dilakukan adalah inisialisasi bobot yang bertujuan untuk mendapatkan nilai 
terkecil atau jarak terpendek (jarak euclidian) antara vektor masukan (nilai 
fitur) dan vektor bobot (nilai bobot). Bobot awal diambil secara acak dari 
dataset yang sudah ada dan harus mewakili masing-masing kelas, dalam 
manualisasi ini yang menjadi bobot awal adalah data nomor 1 dan 2 pada 
Tabel 4.4. Inisialisasi nilai-nilai bobot awal dapat dilihat pada Tabel 4.6. 
Tabel 4.6 Inisialisasi bobot awal 
𝑁𝑜 𝑉𝑒𝑘𝑡𝑜𝑟 𝑏𝑜𝑏𝑜𝑡 (𝑤) 𝑘 
𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 
1 0,4 0 0 0 0,15 0,05 0 0 0 0 0 1 
2 0,54 0 0 0 0,77 0,03 0 0 0 0 0 2 
 Dapat dilihat pada Tabel 4.6 terdapat 11 fitur yang dilambangkan 
dengan 𝑥1 sampai 𝑥11, setiap fitur memiliki nilai yang  dijadikan sebagai bobot 
awal (𝑤). Kemudian setiap data memiliki informasi fungsi senyawa aktif yang 
sebelumnya sudah dijelaskan pada Tabel 4.5 dan terdapat dalam kolom kelas 
yang dilambangkan dengan 𝑘. Bobot awal terdiri dari 2 data yang masing-
masing sudah mewakili kelas klasifikasi.  
 Langkah selanjutnya dalam perhitungan LVQ adalah menentukan data 
latih (training) yang digunakan melatih LVQ untuk mengenali pola dari masing-
masing kelas klasifikasi. Perhitungan manualisasi ini terdiri dari 14 data latih 
yang diambil dari dataset pada Tabel 4.4 yaitu nomor 3 sampai 16 dengan 
komposisi seimbang, yaitu kelas pertama 7 data dan kelas kedua 7 data. Data 





















Tabel 4.7 Data untuk pelatihan (training) 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑘 
1 0,38 0,05 0 0 0,11 0 0 0 0 0 0 1 
2 0,32 0 0 0 0,08 0 0 0 0,04 0 0 1 
3 0,5 0 0 0 0,06 0 0 0 0 0 0 1 
4 0,55 0 0 0 0,05 0 0 0 0 0 0 1 
5 0,48 0 0 0 0,13 0,04 0 0 0 0 0 1 
6 0,46 0 0 0 0,14 0,03 0 0 0 0 0 1 
7 0,48 0 0 0 0,13 0 0,06 0 0 0 0 1 
8 0,46 0 0 0 0,04 0,04 0 0 0 0 0 2 
9 0,44 0 0 0 0,11 0,11 0,22 0 0 0 0 2 
10 0,68 0 0 0 0 0 0 0 0 0 0 2 
11 0,5 0 0 0 0 0,25 0 0 0 0 0 2 
12 0,42 0 0 0 0,06 0,03 0 0 0 0 0 2 
13 0,47 0 0 0 0 0,05 0,05 0 0 0 0 2 
14 0,55 0 0 0 0 0 0,06 0 0 0 0 2 
  Dapat dilihat pada Tabel 4.7 terdapat 14 data yang akan dilatih agar 
 metode LVQ dapat mengenali pola dari masing-masing kelas klasifikasi. Pada 
 data latih memiliki fitur sebanyak sebelas yang dilambangkan dengan 𝑥1 
 sampai 𝑥11 dan setiap fitur memiliki nilai. Langkah selanjutnya dalam 
 perhitungan menggunakan metode LVQ setelah selesai melakukan 
 inisialisasi bobot awal dan menentukan data latih (training) adalah 
 menginisialisasi learning rate (α)/alpha dengan nilai awal adalah 0,1, 
 decrement alpha (pengurangan nilai  α) sebesar 0,15 ∗ 𝛼, minimum alpha 
 (α)/batas alpha yang diperbolehkan adalah 1 ∗ 10−6, dengan maksimum 
 epoch (MaxEpoch) adalah 10. 
d. Melakukan pelatihan data (training) 
 Data latih yang sudah dijelaskan sebelumnya dihitung dan metode LVQ 
akan mengenali pola dari masing-masing kelas klasifikasi. Adapun proses 
perhitungan menggunakan metode LVQ pada epoch ke -1 seperti penjelasan 
di bawah: 
Epoch 1 






















𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 
1 0,38 0,05 0 0 0,11 0 0 0 0 0 0 
 Kemudian dilakukan perhitungan nilai jarak euclidian pada setiap 
bobot kelas. Pada perhitungan manualisasi ini terdapat dua kelas yang masing-
masing memiliki nilai bobot. Nilai bobot pada setiap kelas dapat dilihat pada 
Tabel 4.6. Setiap nilai fitur (𝑥1 sampai 𝑥11) bersama nilai bobot masing-masing 
kelas akan dihitung jarak euclidian dengan persamaan √Σ(𝑥𝑖 − 𝑤𝑖𝑗)2. Berikut 
hasil perhitungan jaraknya: 
 
- Pada bobot kelas pertama 
Σ(𝑥𝑖 − 𝑤𝑖𝑗)
2
  = (0,38 − 0,4)2 +  (0,05 − 0)2 + (0 − 0)2 + (0 − 0)2 + 
                                 (0,11 − 0,15)2 + (0 − 0,05)2 + (0 − 0)2 + (0 − 0)2 
                                 + (0 − 0)2 + (0 − 0)2 + (0 − 0)2 
                           =  0,0004 + 0,0025 + 0 + 0 + 0,0016 + 0,0025 + 0 + 
                                 0 + 0 + 0 + 0 
                           =  0,007 
√Σ(𝑥𝑖 − 𝑤𝑖𝑗)2 = √0,007 = 0,0836 
 
- Pada bobot kelas kedua 
Σ(𝑥𝑖 − 𝑤𝑖𝑗)
2
 = (0,38 − 0,54)2 +  (0,05 − 0)2 + (0 − 0)2 + (0 − 0)2 
                                + (0,11 − 0,77)2 + (0 − 0,03)2 + (0 − 0)2 + (0 − 0)2 
                                + (0 − 0)2 + (0 − 0)2 
                           = 0,0256 + 0,0025 + 0 + 0 + 0,4356 + 0,0009 + 0 + 0 
                                + 0 + 0 + 0 
                           = 0,4646 
√Σ(𝑥𝑖 − 𝑤𝑖𝑗)2 = √0,4646 = 0,6816 
 
 Nilai terkecil atau jarak terpendek adalah bobot kelas pertama (1), 
sehingga dapat dinyatakan bahwa nilai 𝐶1 (kelas dari hasil keluaran ke – 1) 
adalah 1. Kemudian lakukan pengecekan apakah 𝑇 = 𝐶𝑗 atau 𝑇 ≠ 𝐶𝑗 dan 
lakukan update atau pembaharuan bobot kelas pertama. Berdasarkan data 
latih nomor 1, kelas target (𝑇) = 1, maka bisa dinyatakan bahwa 𝑇 = 𝐶𝑗. 
Selanjutnya melakukan pembaharuan bobot kelas pertama dengan 
persamaan 𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) + 𝛼(𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎)), berikut hasil dari 
perhitungan pembaharuan bobot: 
 
- 𝑤1 1 = 0,4 + 0,1(0,38 − 0,4) = 0,398 
- 𝑤1 2 = 0 + 0,1(0,05 − 0) = 0,00556 




















- 𝑤1 4 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 5 = 0,15 + 0,1(0,11 − 0,15) = 0,146 
- 𝑤1 6 = 0,05 + 0,1(0 − 0,05) = 0,045 
- 𝑤1 7 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 8 = 0 + 0,25(0 − 0) = 0 
- 𝑤1 9 = 0 + 25(0 − 0) = 0 
- 𝑤1 10 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 11 = 0 + 0,1(0 − 0) = 0 
  Berdasarkan hasil perhitungan update bobot pada 𝑤3, maka 
 didapatkan 𝑤1 = (0,398, 0,00556, 0, 0, 0,146, 0,045, 0, 0, 0, 0, 0). Pada 𝑤2 
 bobotnya tidak berubah (tetap). 
  Setelah data pertama dicari jarak euclidian dan update bobot, maka 
 langkah selanjutnya adalah melakukan perhitungan yang sama seperti 
 penjelasan di atas pada data latih nomor 2.  
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 
2 0,32 0 0 0 0,08 0 0 0 0,04 0 0 
 Kemudian dilakukan perhitungan jarak euclidian dengan persamaan 
√Σ(𝑥𝑖 − 𝑤𝑖𝑗)2. Berikut hasil perhitungan jaraknya: 
 
- Pada bobot kelas pertama 
Σ(𝑥𝑖 − 𝑤𝑖𝑗)
2     = (0,32 − 0,4)2 + (0 − 0)2 + (0 − 0)2 + 
                                  (0 − 0)2 + (0,08 − 0,15)2+ (0 − 0,05)2 + 
                                  (0 − 0)2 + (0 − 0)2 + (0,04 − 0)2 + (0 − 0)2 + 
                                   (0 − 0)2 
                            =  0,0064 + 0 + 0 + 0 + 0,0049 + 0,0025 + 
                                  0 + 0 + 0.0016 + 0 + 0 
                           = 0,0154 
√Σ(𝑥𝑖 − 𝑤𝑖𝑗)2 = √0,0154 = 0,1241 
 
- Pada bobot kelas kedua 
Σ(𝑥𝑖 − 𝑤𝑖𝑗)
2     = (0,32 − 0,54)2 +  (0 − 0)2 + (0 − 0)2 + 
                                 (0 − 0)2 + (0,08 − 0,77)2 + (0 − 0,03)2 + 
                                 (0 − 0)2 + (0 − 0)2 + (0,04 − 0)2 + (0 − 0)2 +                        
                                  (0 − 0)2 
                            =  0,0484 + 0 + 0 + 0 + 0,4761 + 0,0009 + 
                                 0 + 0 + 0,0016 + 0 + 0 
                            = 0,527 




















 Nilai terkecil atau jarak terpendek adalah bobot kelas pertama (1), 
sehingga dapat dinyatakan bahwa nilai 𝐶2 (kelas dari hasil keluaran ke – 2) 
adalah 1. Kemudian lakukan pengecekan apakah 𝑇 = 𝐶𝑗 atau 𝑇 ≠ 𝐶𝑗 dan 
lakukan update atau pembaharuan bobot kelas pertama. Berdasarkan data 
latih nomor 2, kelas target (𝑇) = 1, maka bisa dinyatakan bahwa 𝑇 = 𝐶𝑗. 
Selanjutnya melakukan pembaharuan bobot kelas ketiga dengan persamaan 
𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) + 𝛼(𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎)), berikut hasil dari perhitungan 
pembaharuan bobot: 
 
- 𝑤1 1 = 0,398 + 0,1(0,32 − 0,398) = 0,391 
- 𝑤12 = 0,00556 + 0,1(0 − 0,00556)) = 0,005 
- 𝑤1 3 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 4 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 5 = 0,146 + 0,1(0,08 − 0,146) = 0,139 
- 𝑤1 6 = 0,045 + 0,1(0 − 0,045) = 0,0405 
- 𝑤1 7 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 8 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 9 = 0 + 0,1(0,04 − 0) = 0,004 
- 𝑤1 10 = 0 + 0,1(0 − 0) = 0 
- 𝑤1 11 = 0 + 0,1(0 − 0) = 0 
  Berdasarkan hasil perhitungan update bobot pada 𝑤1, maka 
 didapatkan 𝑤1 = (0,391, 0,005, 0, 0, 0,139, 0,0405, 0, 0, 0,004, 0, 0). Pada 
 𝑤2 bobotnya tidak berubah (tetap). 
  Kemudian lakukan perhitungan yang sama terhadap data latih ke 3 
 sampai 14, mulai dari mencari nilai jarak euclidian terpendek dan melakukan 
 update bobot. Proses perhitungan ini dilakukan sampai maksimum epoch 
 yaitu sebanyak 10 serta minimum alpha mendekati nilai 1 ∗ 10−6 atau kurang 
 dari itu. Berdasarkan proses manualisasi yang penulis lakukan, maka proses 
 perhitungan berhenti pada epoch ke – 6 yaitu dengan learning rate 
 (α)/alpha sebesar 0,0000076. Adapun nilai bobot akhir terdapat pada Tabel 
 4.8. 
 Tabel 4.8 Nilai bobot akhir 
𝑁𝑜 𝑁𝑖𝑙𝑎𝑖 𝑏𝑜𝑏𝑜𝑡 (𝑤) 
𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 
1 0,39 0,006 0 0 0,15 0,03 -0,02 0 0,004 0 0 
2 0,54 0 0 0 0,04 0,05 0,12 0 0 0 0 
 
e. Melakukan pengujian (testing) 
 Nilai bobot pada pengujian diambil dari nilai bobot terakhir yang 




















6. Data uji diambil dari 2 data pada Tabel 4.4, yaitu data nomor 17 dan 18. 
Masing-masing data memiliki sebelas nilai fitur dan kelas target (𝑇) yang 
berbeda. Data untuk proses pengujian terdapat pada Tabel 4.9.  
Tabel 4.9 Data untuk pengujian (testing) 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑇 
17 0,23 0 0 0 0,10 0,12 0,05 0,03 0 0 0 1 
18 0,57 0 0 0 0,05 0 0 0 0 0 0 2 
 
 Nilai bobot (𝑤1 dan 𝑤2)  untuk proses pengujian 2 data di atas adalah 
menggunakan nilai bobot akhir dalam proses pelatihan data (training). Nilai 
bobot proses pengujian dapat dilihat pada Tabel 4.8. 
 
Kemudian dilakukan proses pengujian untuk data uji pertama, yaitu: 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑇 
17 0,23 0 0 0 0,10 0,12 0,05 0,03 0 0 0 1 
 
 Setiap bobot kelas akan dihitung nilai jarak euclidian menggunakan 
persamaan √Σ(𝑥𝑖 − 𝑤𝑖𝑗)2 dan ditentukan nilai terkecilnya. Berikut hasil 
perhitungan nilai jarak euclidian: 
- Bobot kelas pertama = 0,208527 
- Bobot kelas kedua = 0,331315 
 Berdasarkan 2 nilai jarak dari masing-masing bobot kelas yang didapat, 
bobot kelas pertama memiliki nilai jarak terkecil dibandingkan dengan nilai 
jarak pada bobot kelas kedua sehingga dapat disimpulkan bahwa data uji ke – 
1 terklasifikasi dalam kelas 1 yaitu senyawa aktif untuk penyakit pada 
metabolisme dan sesuai dengan kelas target. 
 
Dilakukan proses pengujian untuk data uji kedua, yaitu: 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑇 
18 0,57 0 0 0 0,05 0 0 0 0 0 0 2 
 
 Setiap bobot kelas akan dihitung nilai jarak euclidian menggunakan 
persamaan √Σ(𝑥𝑖 − 𝑤𝑖𝑗)
2 dan ditentukan nilai terkecilnya. Berikut hasil 
perhitungan nilai jarak euclidian: 
- Bobot kelas pertama = 0,211514 
- Bobot kelas kedua = 0,060769 
 Berdasarkan 2 nilai jarak dari masing-masing bobot kelas yang didapat, 
bobot kelas kedua memiliki nilai jarak terkecil dibandingkan dengan nilai jarak 




















terklasifikasi dalam kelas 2 yaitu senyawa aktif untuk penyakit kanker dan 
sesuai dengan kelas target. 
 
 Dalam proses pengujian 2 data yang masing-masing memiliki kelas 
target berbeda, dihasilkan keseluruhan data uji yang kelas keluaran klasifikasi 
(𝐶𝑗) sesuai dengan kelas target, nilai akurasi dapat dihitung dengan persamaan 
Jumlah T=𝐶𝑗
𝐵𝑎𝑛𝑦𝑎𝑘 𝑑𝑎𝑡𝑎
∗ 100. Berikut data hasil klasifikasi 2 data uji pada yang terdapat 
pada Tabel 4.10. 
Tabel 4.10 Hasil klasifikasi 3 data uji (testing) 
𝑁𝑜 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑇 𝐶𝑗 
19 0,5 0,12 0 0 0,08 0 0,16 0 0 0 0 1 1 
20 0,39 0 0 0 0,07 0 0,09 0 0,02 0 0 2 2 
 




100 = 100%. Jadi disimpulkan bahwa dalam proses pengujian 2 data uji, 
metode LVQ dapat mengenali semua data uji sehingga menghasilkan 
klasifikasi yang benar dan sesuai. 
4.1.4  Perancangan uji coba 
 Setiap sistem atau program yang sudah selesai pembuatannya, maka harus 
dilakukan pengujian untuk mengetahui apakah bisa menjalankan semua kebutuhan 
fungsional yang sudah ditentukan sebelumnya dan mengetahui besar nilai akurasi 
dari hasil output. 
 Dalam program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ ini akan dilakukan 5 skenario pengujian terhadap 
data. Berikut skenario pengujian yang akan dilakukan, antara lain: 
1. Pengujian yang bertujuan mengetahui pengaruh jumlah data latih terhadap 
besar akurasi pengklasifikasian. 
2. Pengujian yang bertujuan mengetahui pengaruh learning rate (α)/alpha 
terhadap besar akurasi pengklasifikasian. 
3. Pengujian yang bertujuan untuk mengetahui pengaruh decrement alpha 
terhadap besar akurasi pengklasifikasian. 
4. Pengujian yang bertujuan untuk mengetahui pengaruh minimum alpha 
terhadap besar akurasi pengklasifikasian. 




















4.1.4.1 Perancangan pengujian pengaruh jumlah data latih terhadap akurasi 
  Proses pengujiannya adalah dengan menggunakan persentase data latih 40%, 
50%, dan 80%, kemudian persentase sebesar 20% untuk data ujinya. Untuk nilai 
learning rate, minimum alpha, maksimal epoch, dan decrement alpha berturut-turut 
adalah 0,1, 1 ∗ 10−14, 15, 0,15. Dari pengujian ini akan dilihat besar akurasi dari 
penggunaan persentase 80% data latih. Berikut rancangan pengujian penggunaan 
persentase 80% data latih pada Tabel 4.11. 









4.1.4.2 Perancangan pengujian pengaruh learning rate (α) terhadap besar akurasi 
  Proses pengujiannya adalah dengan menggunakan beberapa nilai learning 
rate/alpha yang berbeda dan bertujuan untuk mengetahui besar akurasi 
pengklasifikasian dari metode LVQ pada program. Pengujian dilakukan sebanyak 5 kali 
percobaan, setiap percobaan menggunakan jumlah data latih pada pengujian 
sebelumnya. Kemudian digunakan jumlah data uji dengan persentase 20% (data uji 
sama seperti proses pengujian sebelumnya). Adapun nilai learning rate yang 
digunakan untuk pengujian yaitu 0,1, 0,3, 0,5, 0,7, dan 0,9. Untuk nilai minimum 
alpha, maksimal epoch, dan decrement alpha berturut-turut adalah 1 ∗ 10−14, 15, 
0,15. Dari pengujian ini akan dilihat pengaruh learning rate terhadap besar akurasi 
dan ditentukan learning rate mana yang menghasilkan nilai akurasi paling bagus 
sehingga dapat digunakan dalam proses pengujian selanjutnya. Berikut rancangan 
pengujian pengaruh nilai learning rate terhadap besar akurasi pengklasifikasian pada 
Tabel 4.12. 
Tabel 4.12 Rancangan pengujian pengaruh learning rate 



























4.1.4.3 Perancangan pengujian pengaruh decrement alpha terhadap besar akurasi 
  Proses pengujiannya adalah dengan menggunakan beberapa nilai decrement 
alpha yang berbeda yaitu 0,1, 0,3, 0,5, 0,7, dan 0,9 dan bertujuan untuk mengetahui 
besar akurasi pengklasifikasian dari metode LVQ pada program. Pengujian dilakukan 
sebanyak 5 kali percobaan, setiap percobaan menggunakan jumlah data latih yang 
sama (persentase 80%) dan nilai learning rate terbaik dari proses pengujian 
sebelumnya. Kemudian digunakan jumlah data uji dengan persentase 20% (data uji 
sama seperti proses pengujian sebelumnya). Untuk nilai minimum alpha, dan 
maksimal epoch berturut-turut adalah 1 ∗ 10−14, dan 15. Dari pengujian ini akan 
dilihat pengaruh decrement alpha terhadap besar akurasi dan ditentukan decrement 
alpha mana yang menghasilkan nilai akurasi paling bagus sehingga dapat digunakan 
dalam proses pengujian selanjutnya. Berikut rancangan pengujian pengaruh nilai 
decrement alpha terhadap besar akurasi pengklasifikasian pada Tabel 4.13. 
Tabel 4.13 Rancangan pengujian pengaruh decrement alpha 








4.1.4.4 Perancangan pengujian pengaruh minimum alpha terhadap besar akurasi 
  Proses pengujiannya adalah dengan menggunakan beberapa nilai minimum 
alpha yang berbeda dan bertujuan untuk mengetahui besar akurasi pengklasifikasian 
dari metode LVQ pada program. Pengujian dilakukan sebanyak 5 kali percobaan, 
setiap percobaan menggunakan jumlah data latih yang sama (persentase 80%), nilai 
learning rate, dan nilai decrement alpha yang menghasilkan nilai akurasi terbaik pada 
pengujian sebelumnya. Kemudian digunakan jumlah data uji dengan persentase 20% 
(data uji sama seperti proses pengujian sebelumnya). Adapun nilai minimum alpha 
yang digunakan untuk pengujian yaitu 1 ∗ 10−6, 1 ∗ 10−8, 1 ∗ 10−10, 1 ∗ 10−14, dan 
1 ∗ 10−16. Untuk maksimal epoch adalah sebanyak 20. Dari pengujian ini akan dilihat 
pengaruh minimum alpha terhadap besar akurasi dan ditentukan minimum alpha 
mana yang menghasilkan nilai akurasi paling bagus sehingga dapat digunakan dalam 
proses pengujian selanjutnya. Berikut rancangan pengujian pengaruh nilai minimum 
alpha terhadap besar akurasi pengklasifikasian pada Tabel 4.14. 
Tabel 4.14 Rancangan pengujian pengaruh minimum alpha 
Nilai min α  Akurasi (%) 




















Nilai min α Akurasi (%) 
1 ∗ 10−8  
1 ∗ 10−10  
1 ∗ 10−14  
1 ∗ 10−16  
 
4.1.4.5 Perancangan pengujian menggunakan cross validation 
  Proses pengujian ini bertujuan untuk mengetahui pengaruh pertukaran data 
latih menjadi data uji dan sebaliknya data uji menjadi data latih terhadap besar 
akurasi pengklasifikasian. Dalam pengujian cross validation, pertama adalah 
menentukan banyak fold atau dengan kata lain banyaknya kelompok data, pengujian 
ini akan terdiri dari 5 fold sehingga akan ada 5 data latih dan 5 data uji. Kedua adalah 
menentukan jumlah dari masing-masing data berdasarkan banyak fold, dan dalam 
pengujian ini dataset akan dilakukan operasi pembagi dengan banyak fold sehingga 
didapatkan hasil yang akan menjadi jumlah dari masing-masing data. Adapun nilai 
learning rate , minimum alpha, dan decrement alpha yang digunakan adalah nilai 
terbaik yang didapatkan dari proses pengujian sebelumnya sedangkan untuk 
maksimal epoch sebanyak 20. Berikut rancangan pengujian menggunakan cross 
validation pada Tabel 4.15. 
Tabel 4.15 Rancangan pengujian menggunakan cross validation 
Fold Data latih Data uji Besar 
akurasi (%) 
1 L1, L2, L3, 
dan L4 
L5  
2 L1, L2, L3, 
dan L5 
L4  
3 L1, L2, L4, 
dan L5 
L3  
4 L1, L3, L4, 
dan L5 
L2  




4.1.5  Perancangan antarmuka 
 Proses perancangan antarmuka atau biasa dikenal dengan interface pada 
program sangatlah diperlukan sebelum masuk ke proses implementasi. Perancangan 
antarmuka memiliki tujuan untuk mengetahui tampilan apa saja yang dibutuhkan 
pada program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 




















4.1.5.1 Perancangan antarmuka pada halaman utama (Beranda) 
 Pada program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ ini akan memiliki halaman utama yang berfungsi 
untuk memberikan informasi mengenai fungsi senyawa aktif dari notasi SMILES yang 
telah dimasukkan. Berikut rancangan tampilan  dari halaman utama seperti Gambar 
4.6. 
 
Gambar 4.6 Rancangan Tampilan Halaman Utama (Beranda) 
Keterangan Gambar 4.6: 
1. Menu bar Beranda, berfungsi untuk menampilkan halaman utama program 
(beranda) dan untuk melakukan klasifikasi fungsi senyawa aktif (mengetahui 
fungsinya). 
2. Menu bar Masukan data, berfungsi untuk memasukkan data notasi SMILES 
kemudian dilakukan preprocessing dan disimpan dalam database. 
3. Menu bar Latih data, berfungsi untuk menampilkan halaman pelatihan data 
(training). 
4. Menu bar Uji data, berfungsi untuk menampilkan halaman pengujian data 
(testing). 
5. Textfield untuk memasukkan  notasi SMILES yang ingin diketahui fungsinya. 
6. Button yang berfungsi untuk melakukan pengklasifikasian menggunakan 
metode lVQ. 




















4.1.5.2 Perancangan antarmuka pada halaman Masukan data 
 Pada antarmuka program klasifikasi fungsi senyawa aktif menggunakan notasi 
SMILES dengan menerapkan metode LVQ ini terdapat halaman yang berfungsi untuk 
memasukkan data. Data-data yang dimasukkan berupa notasi SMILES yang akan 
dilakukan preprocessing dan hasilnya disimpan dalam database. Rancangan tampilan 
halaman Masukan data terdapat pada gambar 4.7. 
 
Gambar 4.7 Rancangan Tampilan Halaman Masukan data 
Keterangan Gambar 4.7: 
1. Menu bar Beranda, berfungsi untuk menampilkan halaman utama program 
(beranda) dan untuk melakukan klasifikasi fungsi senyawa aktif (mengetahui 
fungsinya). 
2. Menu bar Masukan data, berfungsi untuk memasukkan data notasi SMILES 
kemudian dilakukan preprocessing dan disimpan dalam database. 
3. Menu bar Latih data, berfungsi untuk menampilkan halaman pelatihan data 
(training). 
4. Menu bar Uji data, berfungsi untuk menampilkan halaman pengujian data 
(testing). 
5. Textfield untuk memasukkan  notasi SMILES untuk preprocessing dah hasilnya 
disimpan dalam database. 





















7. Button yang berfungsi untuk melakukan preprocessing dan penyimpanan hasil 
ke dalam databse. 
8. Label yang berfungsi untuk memberikan informasi mengenai keterangan kelas 
yang dimasukkan. 
9. Label yang berfungsi untuk menampilkan keterangan bahwa hasil 
preprocessing telah berhasil disimpan dalam database dan menampilkan hasil 
preprocessing. 
4.1.5.3 Perancangan antarmuka pada halaman Latih data 
 Program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 
menerapkan metode LVQ ini memiliki halaman untuk melakukan pelatihan data. Pada 
halaman Latih data akan diminta untuk memasukkan nilai learning rate (α), 
penurunan alpha (dec α),  epoch maksimal (MaxEpoch), dan minimum alpha (min α). 
Halaman Latih data juga menampilkan daftar data latih. Rancangan tampilan halaman 
Latih data terdapat pada gambar 4.8. 
 
Gambar 4.8 Rancangan Tampilan Halaman Latih data 
Keterangan Gambar 4.8: 
1. Menu bar Beranda, berfungsi untuk menampilkan halaman utama program 
(beranda) dan untuk melakukan klasifikasi fungsi senyawa aktif (mengetahui 
fungsinya). 
2. Menu bar Masukan data, berfungsi untuk memasukkan data notasi SMILES 




















3. Menu bar Latih data, berfungsi untuk menampilkan halaman pelatihan data 
(training). 
4. Menu bar Uji data, berfungsi untuk menampilkan halaman pengujian data 
(testing). 
5. Textfield untuk memasukkan nilai learning rate. 
6. Textfield untuk memasukkan minimum alpha. 
7. Textfield untuk memasukkan maksimum epoch. 
8. Textfield untuk memasukkan nilai penurunan alpha. 
9. Button yang berfungsi untuk melakukan proses pelatihan data. 
10. Table untuk menampilkan data latih. 
4.1.5.4 Perancangan antarmuka pada halaman Uji data 
 Halaman Uji data berfungsi untuk melakukan proses pengujian data dan 
sebelum melakukan proses tersebut, maka akan ditampilkan daftar data yang akan 
diuji. Setelah selesai melakukan proses pengujian data, hasil nilai akurasi akan 
ditampilkan. Rancangan tampilan halaman Uji data terdapat pada gambar 4.9. 
 
Gambar 4.9 Rancangan Tampilan Halaman Uji data 
Keterangan Gambar 4.9: 
1. Menu bar Beranda, berfungsi untuk menampilkan halaman utama program 





















2. Menu bar Masukan data, berfungsi untuk memasukkan data notasi SMILES 
kemudian dilakukan preprocessing dan disimpan dalam database. 
3. Menu bar Latih data, berfungsi untuk menampilkan halaman pelatihan data 
(training). 
4. Menu bar Uji data, berfungsi untuk menampilkan halaman pengujian data 
(testing). 
5. Table untuk menampilkan data uji. 
6. Button, berfungsi untuk melakukan proses pengujian data. 




















BAB 5 HASIL 
 
 Bab ini akan membahas mengenai proses implementasi dari program 
klasifikasi fungsi senyawa aktif menggunakan notasi SMILES (Simplified Molecular 
Input Line System) dengan menerapkan metode LVQ (Learning Vector Quantization). 
Program yang dibuat akan berjalan sesuai dengan perancangan sistem atau program 
yang telah dilakukan, dalam bab ini juga akan dijelaskan mengenai kode-kode 
program yang berfungsi untuk membangun sebuah aplikasi yang dapat melakukan 
klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan menerapkan 
metode LVQ. 
 
5.1  Lingkungan implementasi 
 Pada sub bab ini akan dijelaskan mengenai lingkungan baik dari perangkat 
keras maupun perangkat lunak yang digunakan dalam proses pengembangan atau 
pembuatan program klasifkasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ.  
5.1.1  Lingkungan perangkat keras 
 Perangkat keras yang digunakan dalam proses pengambangan atau 
pembuatan program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ adalah sebagai berikut: 
• Processor Intel® Core™ i5 CPU M 520 @ 2.40GHz. 
• Installed RAM 4.00 GB. 
• Hardisk. 
5.1.2  Lingkungan perangkat lunak 
 Perangkat lunak yang digunakan dalam proses pengembangan atau 
pembuatan program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES 
dengan menerapkan metode LVQ adalah sebagai berikut: 
• Windows 10 Pro 64-bit operation system. 
• Aplikasi pemrograman NetBeans IDE versi 8.1. 
• Aplikasi web server XAMPP versi 3.2.2. 
• Aplikasi manajemen basis data phpMyAdmin. 
• Aplikasi browser Google Chrome versi 67.0.3396.99 (64-bit). 
• HTML 5. 





















5.2  Batasan implementasi 
 Agar proses implementasi terfokus dan dapat dilakukan dengan baik serta 
berjalan dengan lancar, maka dibuat batasan-batasan implementasi. Berikut adalah 
batasan-batasan dalam proses implementasi program klasifikasi fungsi senyawa aktif 
menggunakan notasi SMILES dengan menerapkan metode LVQ: 
• Bahasa pemrograman yang digunakan dalam proses implementasi adalah PHP 
yang berfungsi sebagai operasi logika, dan HTML 5 yang berfungsi untuk 
membuat tampilan program klasifikasi fungsi senyawa aktif. 
• Server localhost apache dari aplikasi web server XAMPP digunakan untuk 
menjalankan program klasifikasi fungsi senyawa aktif. 
• Server localhost phpMyAdmin dari aplikasi web server XAMPP digunakan 
untuk melakukan penyimpanan terhadap data notasi SMILES ke dalam 
database. 
• Preprocessing data notasi SMILES dilakukan oleh fungsi regular expression 
(regex) yang terdapat pada fitur bahasa pemrograman PHP. 
• Algoritme yang digunakan dalam proses implementasi program klasifikasi 
fungsi senyawa aktif adalah LVQ. 
• Masukan (input) yang diterima oleh sistem atau program adalah data notasi 
SMILES beserta kelasnya yang mana akan dijadikan sebagai data latih atau 
data uji, nilai alpha (learning rate), nilai minimum alpha (min α), nilai 
penurunan alpha (dec α), dan maxEpoch.  
• Pada proses pelatihan data (training), output yang dihasilkan oleh sistem atau 
program berupa bobot optimal masing-masing kelas yang berfungsi untuk 
dijadikan sebagai bobot pada proses pengujian data (testing). 
• Pada proses pengujian data (testing), output yang dihasilkan oleh sistem atau 
program berupa hasil klasifikasi seluruh data uji dan besar akurasi yang 
didapatkan. 
 
5.3  Implementasi algoritme 
 Berdasarkan perancangan yang telah dibuat sebelumnya, program klasifikasi 
fungsi senyawa aktif menggunakan notasi SMILES dengan menerapkan metode LVQ 
memiliki 3 proses utama yaitu preprocessing data notasi SMILES menggunakan regex, 
proses pelatihan data (training), dan proses pengujian data (testing). 
5.3.1  Implementasi preprocessing data 
 Preprocessing data notasi SMILES menggunakan regex adalah pemrosesan 




















notasi yang sesuai dengan pola regex (berdasarkan kebutuhan). Proses ini bertujuan 
untuk mengetahui panjang dari notasi SMILES dan juga menentukan jumlah dari 
masing-masing atom, adapun atom-atom yang dicari adalah karbon (C), boron (B), 
nitrogen (N), oksigen (O), fosfor (P), belerang (S), fluor (F), klor (Cl), brom (Br), yodium 
(I), dan juga senyawa hidroksida (OH). Setelah panjang notasi dan jumlah masing-
masing atom didapatkan, maka selanjutnya adalah melakukan operasi pembagian 
terhadap jumlah masing-masing atom dengan panjang notasi SMILES, hasil dari 
proses pembagian ini didapatkan nilai fitur dan disimpan dalam database yang mana 
nantinya berfungsi dalam perhitungan LVQ.  
 Adapun kode program untuk implementasi preprocessing data notasi SMILES 


















$rantai['Notasi_SMILES'] = $this->input->post('SMILES', true); 
$rantai['Kelas_Target'] = $this->input->post('target', true); 
$precOH = preg_replace("/[O][0-9][)]|[O][)]|[O]$/", "OH",           
$rantai['Notasi_SMILES']); 
$OH = preg_replace("/[=][O][H]/", "=O)", $precOH); 
$Ofix = preg_replace("/[=][O][)]$/", "=OH", $OH); 
$tambahOH = preg_replace("/[O][H]/", "OH)", $Ofix); 
$ubahOH = preg_replace("/[O][H][)]$/", "OH", $tambahOH); 
$fixOH = preg_replace("/[C][0-9]OH/", "CO", $ubahOH); 
$fixOH2 = preg_replace("/[O][0-9]$/", "OH", $fixOH); 
$ubahN = preg_replace("/[N][O][H][)]/", "NO)", $fixOH2); 
$ubahC = preg_replace("/[C]{1}[O][H][)]/", "CO)", $ubahN); 
$preproc = preg_replace("/([O][H]|[A-Z]|[A-Z][a-z]|[A-Z][a-   
z]|[A-Z]{1}[\d]{1,}|[A-Z]|[()-+=.#])/", ",$1", $ubahC);       
$proccomma = preg_replace("/^[,]/", '', $preproc);   
$procbreak = explode(",", $proccomma);  
$rantai['Panjang_SMILES'] = count($procbreak); 
Kode Program 5.1 Preprocessing data notasi SMILES 
 Berikut adalah penjelasan dari Kode Program 5.1 Preprocessing data notasi 
SMILES yaitu: 
1. Baris 1 adalah proses untuk menampung notasi SMILES yang akan dilakukan 
preporcessing, notasi ditampung dalam variabel $rantai. Kode program 
$this->input->post('SMILES', true), berfungsi untuk mengambil 
masukan (input) dari pengguna berupa notasi SMILES yang ditampung dalam 
variabel $rantai yang mana nantinya akan dikirim dan disimpan ke dalam 
database dengan nama kolom adalah Notasi_SMILES. 
2. Baris 2 adalah proses untuk menampung keterangan kelas notasi SMILES yang 
dimasukkan (input), keterangan kelas yang dimasukkan adalah berupa angka 
1 dan 2 (setiap angka mewakili keterangan fungsi senyawa aktif/obat). Kode 
program $this->input->post('target', true), berfungsi untuk 
mengambil masukan (input) dari pengguna berupa keterangan kelas notasi 




















dikirim dan disimpan ke dalam database dengan nama kolom adalah 
Kelas_Target. 
3. Baris 3-12 adalah preprocessing untuk membedakan atom O dan senyawa OH 
karena dalam notasi SMILES senyawa OH hanya dituliskan dengan huruf O, 
apabila program tidak dapat membedakan mana atom O dan mana senyawa 
OH, maka akan memengaruhi hasil klasifikasi sehingga diperlukan suatu kode 
program yang dapat membedakan kedua fitur tersebut. Pada baris 3-12 
terdapat preg_replace merupakan fungsi regex pada PHP yang digunakan 
untuk mengganti satu atau banyak karakter (baik itu huruf, angka, maupun 
simbol). Kemudian terdapat juga /[=][O][H]/ merupakan pola regex untuk 
menemukan karakter yang dicari atau diinginkan untuk diubah, diikuti dengan 
pola =O), maksudnya adalah mengganti atau merubah karakter yang dicari 
menjadi =O) dan seterusnya. 
4. Baris 13-14 adalah preprocessing untuk menambahkan tanda koma (,) pada 
bagian depan setiap karakter yang dicari (berdasarkan pola regex yang dibuat). 
Regex untuk menambahkan tanda koma (,) adalah  ",$1". 
5. Baris 15 adalah preprocessing untuk mengganti tanda koma (,) yang berada 
paling depan dengan pola regex /^[,]/ menjadi spasi (“ “), dengan kata lain 
melakukan penghilangan terhadap tanda koma (,) yang berada paling depan. 
6. Baris 16 adalah preprocessing untuk melakukan pemecahan karakter yang 
sudah ditemukan agar menjadi array, yaitu dengan menggunakan fungsi 
explode. Pemecahan menjadi array ini akan memudahkan proses 
perhitungan jumlah masing-masing atom. 
7. Baris 17 adalah proses untuk mengetahui panjang notasi SMILES dengan 
menggunakan fungsi dari count. Setelah panjang notasi sudah diketahui, 
maka akan ditampung dalam variabel rantai dan disimpan dalam database 
dengan nama kolom adalah Panjang_SMILES. 
 Penjelasan di atas merupakan tahapan preprocessing menggunakan regex 
terhadap notasi SMILES. Setelah progam berhasil memecah notasi SMILES menjadi 
array, maka selanjutnya adalah menghitung jumlah masing-masing atom. Adapun 
kode program untuk implementasi proses perhitungan jumlah atom terdapat pada 









$C = 0; 
$Cl = 0; 
$B = 0; 
$Br = 0; 
$O = 0; 
$OH = 0; 
$N = 0; 















































$S = 0; 
$F = 0; 
$I = 0; 
for ($u = 0; $u < count($arrayhuruf); $u++) { 
    if ($arrayhuruf[$u] == 'C') { 
        $C ++; 
    }if ($arrayhuruf[$u] == 'Cl') { 
         $Cl ++; 
    }if ($arrayhuruf[$u] == 'B') { 
         $B ++; 
    }if ($arrayhuruf[$u] == 'Br') { 
         $Br ++; 
    }if ($arrayhuruf[$u] == 'O') { 
         $O ++; 
    }if ($arrayhuruf[$u] == 'OH') { 
         $OH ++; 
    }if ($arrayhuruf[$u] == 'N') { 
         $N ++; 
    }if ($arrayhuruf[$u] == 'P') { 
         $P ++; 
    }if ($arrayhuruf[$u] == 'S') { 
         $S ++; 
    }if ($arrayhuruf[$u] == 'F') { 
         $F ++; 
    }if ($arrayhuruf[$u] == 'I') { 
         $I ++; 
    } 
Kode Program 5.2  Perhitungan jumlah atom notasi SMILES 
 Berikut adalah penjelasan dari Kode Program 5.2 Perhitungan jumlah atom 
notasi SMILES yaitu: 
1. Baris 1-11 adalah proses inisialisasi untuk memberikan nilai awal yaitu “0” 
pada masing-masing variabel yang mana nantinya akan menampung nilai 
jumlah atom. 
2. Baris 12 adalah proses perulangan dilakukan sebanyak jumlah panjang notasi 
SMILES yang terdapat dalam array $arrayhuruf. 
3. Baris 13-34 adalah proses perhitungan jumlah atom yang terdapat pada notasi 
SMILES. Terjadi kondisi, jika array ke-i merupakan salah satu dari sebelas atom 
yang ditentukan, maka lakukan penampungan nilai dalam masing-masing 
variabel kemudian dijumlahkan dan begitupun seterusnya sampai perulangan 
berhenti. 
 Penjelasan di atas merupakan tahapan proses perhitungan jumlah atom pada 
notasi SMILES. Setelah progam berhasil mendapatkan jumlah dari masing-masing 
atom, maka selanjutnya adalah melakukan proses operasi pembagian jumlah atom 




















Adapun kode program untuk implementasi proses operasi pembagian nilai fitur 














$rantai['Cbagi'] = $C / $rantai['Panjang_SMILES']; 
$rantai['Clbagi'] = $Cl / $rantai['Panjang_SMILES']; 
$rantai['Bbagi'] = $B / $rantai['Panjang_SMILES']; 
$rantai['Brbagi'] = $Br / $rantai['Panjang_SMILES']; 
$rantai['Obagi'] = $O / $rantai['Panjang_SMILES']; 
$rantai['OHbagi'] = $OH / $rantai['Panjang_SMILES']; 
$rantai['Nbagi'] = $N / $rantai['Panjang_SMILES']; 
$rantai['Pbagi'] = $P / $rantai['Panjang_SMILES']; 
$rantai['Sbagi'] = $S / $rantai['Panjang_SMILES']; 
$rantai['Fbagi'] = $F / $rantai['Panjang_SMILES'];        
$rantai['Ibagi'] = $I / $rantai['Panjang_SMILES']; 
$berhasil = $this->smiles_latih1->db_smiles($rantai); 
Kode Program 5.3  Perhitungan nilai fitur 
 Berikut adalah penjelasan dari Kode Program 5.3 Perhitungan nilai fitur yang 
terdapat pada notasi SMILES yaitu: 
1. Baris 1-11 adalah proses melakukan operasi pembagian terhadap jumlah 
masing-masing atom dengan panjang notasi SMILES. Jumlah atom ditampung 
dalam sebelas variabel ($C, $Cl, $B, $Br, $O, $OH, $N, $P, $S, $F, 
$I) yang kemudian dilakukan pembagian dengan panjang notasi yang 
ditampung dalam variabel $rantai['Panjang_SMILES']. Hasil dari proses 
perhitungan ditampung dalam variabel $rantai, kemudian disimpan dalam 
database dengan nama kolom Cbagi, Clbagi, Bbagi, Brbagi, Obagi, Ohbagi, 
Nbagi, Pbagi, Sbagi, Fbagi, Ibagi. 
2. Baris 12 adalah proses untuk mengirim semua data yang tersimpan dalam 
variabel $rantai ke database. 
 Penjelasan di atas merupakan tahapan proses operasi pembagian antara 
jumlah masing-masing atom dengan panjang notasi SMILES. Hasil dari proses ini akan 
menjadi nilai-nilai fitur yang digunakan dalam perhitungan menggunakan metode 
LVQ. 
5.3.2  Implementasi proses pelatihan data (training) 
 Sebelum melakukan proses pelatihan data, diperlukan data notasi SMILES 
beserta keterangan kelas yang akan dilatih. Proses memasukkan (input) data latih ke 
dalam sistem akan melalui tahap preprocessing terlebih dahulu guna mendapatkan 
nilai fitur, untuk kode program prerocessing sudah dijelaskan pada Kode Program 5.1. 
Setelah dilakukan preprocessing (sudah mendapatkan nilai fitur), maka data latih akan 
disimpan dalam  database. Agar data nilai fitur dan keterangan kelas yang tersimpan 




















sebuah fungsi yang dapat memanggil semua data latih pada database. Program ini 
berjalan dengan menerapkan konsep MVC (Model, View, and Controller), maka akan 
dibuat sebuah model yang di dalamnya terdapat fungsi untuk memanggil semua data 
latih pada database.  
 Adapun kode program untuk implementasi pembuatan fungsi yang dapat 





public function db_data() { 
        return $this->db->query('SELECT * from  
latih_1')->result_array(); 
} 
Kode Program 5.4  Memanggil semua data latih pada database 
 Berikut adalah penjelasan dari Kode Program 5.4 Memanggil semua data latih 
pada database: 
1. Baris 1 adalah proses pembuatan fungsi dengan nama db_data(). 
2. Baris 2-3 adalah proses pemanggilan seluruh data latih yang ada pada 
database dengan nama table latih_1, untuk memilih semua data yang ada 
pada table latih_1 maka digunakan query SQL SELECT * from  latih_1. Data 
yang sudah dipanggil kemudian akan disimpan dalam bentuk array. 
 Penjelasan di atas merupakan tahapan proses untuk memanggil semua data 
latih yang terdapat dalam database. Kemudian dalam proses pelatihan data 
diperlukan bobot awal yang merupakan bobot dari masing-masing kelas. Dalam 
program klasifikasi fungsi senyawa aktif ini bobot awal masing-masing kelas akan 
melewati tahap preprocessing terlebih dahulu agar didapatkan nilai fiturnya, setelah 
itu nilai fitur dimasukkan secara manual ke dalam database melalui phpMyAdmin. 
Bobot awal dari masing-masing kelas yang sudah tersimpan dalam database dapat 
dilihat pada Gambar 5.1. 
 
 
Gambar 5.1 Bobot Awal pada Database 
Keterangan Gambar 5.1: 
1. Terdapat kolom bobot_kelas yang menyatakan keterangan dari masing-
masing kelas. 
2. Terdapat kolom f_c sampai f_o yang berisi nilai fitur (nilai-nilai bobot awal). 
 Agar data nilai bobot awal masing-masing kelas yang tersimpan dalam 




















model yang di dalamnya terdapat fungsi untuk memanggil semua data nilai bobot 
awal pada database. Adapun kode program untuk implementasi pembuatan fungsi 






public function db_bobot() { 
        return $this->db->query('SELECT * from 
bobot_kelas')->result_array(); 
} 
Kode Program 5.5  Memanggil semua data nilai bobot awal pada database 
 Berikut adalah penjelasan dari Kode Program 5.5 Memanggil semua data nilai 
bobot awal pada database: 
1. Baris 1 adalah proses pembuatan fungsi dengan nama db_bobot(). 
2. Baris 2-3 adalah proses pemanggilan seluruh data latih yang ada pada 
database dengan nama table bobot_kelas, untuk memilih semua data yang 
ada pada table bobot_kelas maka digunakan query SQL SELECT * from  
bobot_kelas. Data yang sudah dipanggil kemudian akan disimpan dalam 
bentuk array. 
 Penjelasan di atas merupakan proses untuk melakukan pemanggilan terhadap 
data latih dan bobot awal masing-masing kelas yang sudah tersimpan dalam 
database. Kemudian akan dilakukan proses inti, yaitu melakukan pelatihan data 
menggunakan metode LVQ. Karena program ini berjalan dengan menerapkan konsep 
MVC (Model, View, and Controller), maka seluruh logika perhitungan LVQ akan masuk 
ke dalam controller yang mana apabila ingin menggunakan data latih dan data nilai 
bobot awal masing-masing kelas harus mengakses model terlebih dahulu dan 
kemudian menyimpannya ke dalam variabel.  
 Adapun kode program untuk mengkases model yang menyimpan data latih 





Kode Program 5.6  Mengakses model yang menyimpan data latih dan bobot awal 
 Berikut adalah penjelasan dari Kode Program 5.6 Mengakses model yang 
menyimpan data latih dan bobot awal:  
1. Baris 1 adalah proses untuk mengakses model dengan nama smiles_latih1. 
2. Baris 2 adalah proses untuk mengakses model dengan nama smiles_bobot. 
 Kemudian dilakukan penyimpanan data latih dan nilai bobot yang terdapat 























































$query = $this->smiles_latih1->db_data(); 
$i = 0; 
foreach ($query as $row) { 
    $data[$i]["$atribut[0]"] = $row['Cbagi']; 
     $data[$i]["$atribut[1]"] = $row['Clbagi']; 
     $data[$i]["$atribut[2]"] = $row['Bbagi']; 
     $data[$i]["$atribut[3]"] = $row['Brbagi']; 
     $data[$i]["$atribut[4]"] = $row['Sbagi']; 
     $data[$i]["$atribut[5]"] = $row['Pbagi']; 
     $data[$i]["$atribut[6]"] = $row['Ibagi']; 
     $data[$i]["$atribut[7]"] = $row['Fbagi']; 
     $data[$i]["$atribut[8]"] = $row['Nbagi']; 
     $data[$i]["$atribut[9]"] = $row['OHbagi']; 
     $data[$i]["$atribut[10]"] = $row['Obagi']; 
     $target[$i] = $row['Kelas_Target']; 
     $i++; 
} 
$query2 = $this->smiles_bobot->db_data(); 
$u = 0; 
foreach ($query2 as $row) { 
    $array[$u]["$atribut[0]"] = $row['f_c']; 
    $array[$u]["$atribut[1]"] = $row['f_cl']; 
    $array[$u]["$atribut[2]"] = $row['f_b']; 
    $array[$u]["$atribut[3]"] = $row['f_br']; 
    $array[$u]["$atribut[4]"] = $row['f_s']; 
    $array[$u]["$atribut[5]"] = $row['f_p']; 
    $array[$u]["$atribut[6]"] = $row['f_i']; 
    $array[$u]["$atribut[7]"] = $row['f_f']; 
    $array[$u]["$atribut[8]"] = $row['f_n']; 
    $array[$u]["$atribut[9]"] = $row['f_oh']; 
    $array[$u]["$atribut[10]"] = $row['f_o']; 
    $u++; 
} 
Kode Program 5.7  Penyimpanan data latih dan bobot awal ke dalam variabel 
array 
 Berikut adalah penjelasan dari Kode Program 5.7 Menyimpan data latih dan 
bobot awal ke dalam variabel array:  
1. Baris 1 menyatakan bahwa variabel $query menampung seluruh data latih 
yang terdapat pada model smiles_latih1 yang di dalamnya memiliki fungsi 
db_data(). 
2. Baris 2 adalah proses inisialisasi variabel $i dengan nilai awal adalah “0”. 
3. Baris 3-16 adalah proses untuk melakukan pengambilan nilai fitur data latih 
kemudian disimpan dalam variabel array $data. Selain nilai fitur, keterangan 




















4. Baris 18 menyatakan bahwa variabel $query2 menampung seluruh nilai 
bobot awal masing-masing kelas pada model smiles_bobot yang di dalamnya 
memiliki fungsi db_data(). 
5. Baris 19 adalah proses inisialisasi variabel $u dengan nilai awal adalah “0”. 
6. Baris 20-32 adalah proses untuk melakukan pengambilan nilai bobot awal 
masing-masing kelas kemudian disimpan dalam variabel array $array.  
 Setelah data latih dan nilai bobot awal masing-masing kelas disimpan dalam 
variabel array, maka selanjutnya adalah melakukan proses perhitungan 
menggunakan metode LVQ. Adapun implementasi kode program untuk melakukan 







































$update = array(); 
$e = 0; 
$alpha = $this->input->post('alpha'); 
$minA = $this->input->post('minA'); 
$MaxEpoch = $this->input->post('epoch'); 
$decA = $this->input->post('decA'); 
while ($e <= $MaxEpoch) { 
    if ($alpha < $minA) { 
        break; 
    } 
    for ($i = 0; $i < count($data); $i++) { 
        $mink[$i] = 0; 
        $Min[$i] = 1; 
        for ($j = 0; $j < count($array); $j++) { 
             $distance[$i][$j] = 0; 
             for ($k = 0; $k < count($atribut); $k++) { 
                  $distance[$i][$j] += 
(($data[$i]["$atribut[$k]"]) - ($array[$j]["$atribut[$k]"])) * 
(($data[$i]["$atribut[$k]"]) - ($array[$j]["$atribut[$k]"])); 
             } 
             $distance[$i][$j] = sqrt($distance[$i][$j]); 
             if ($Min[$i] > $distance[$i][$j]) { 
                 $mink[$i] = $j; 
                 $Min[$i] = $distance[$i][$j]; 
             } 
        } 
        if ($mink[$i] + 1 == $target[$i]) { 
            for ($k = 0; $k < 11; $k++) { 
                 $array[$mink[$i]][$atribut[$k]] = 
($array[$mink[$i]][$atribut[$k]] + ($alpha * 
($data[$i][$atribut[$k]] - $array[$mink[$i]][$atribut[$k]]))); 
                  $update[$atribut2[$k]] =   
$array[$mink[$i]][$atribut[$k]]; 
            } 
            $this->smiles_bobot->data_update($update, 
$mink[$i]); 



































            for ($k = 0; $k < 11; $k++) { 
                 $array[$mink[$i]][$atribut[$k]] = 
($array[$mink[$i]][$atribut[$k]] - ($alpha * 
($data[$i][$atribut[$k]] - $array[$mink[$i]][$atribut[$k]]))); 
                 $update[$atribut2[$k]] = 
$array[$mink[$i]][$atribut[$k]]; 
            } 
            $this->smiles_bobot->data_update($update, 
$mink[$i]); 
         } 
    } 
    $e++; 
    $alpha *= $decA; 
} 
return $array; 
Kode Program 5.8  Pelatihan metode LVQ 
 Berikut adalah penjelasan dari Kode Program 5.8 Perhitungan metode LVQ: 
1. Baris 1 adalah proses inisialisasi bahwa variabel $update berisi array. Variabel 
ini akan berperan pada saat proses pembaharuan (update) bobot kelas pada 
saat perhitungan. 
2. Baris 2 adalah proses inisialisasi awal bahwa variabel $e bernilai “0”. Vaiabel 
ini akan menampung nilai epoch (iterasi) dalam proses perhitungan LVQ. 
3. Baris 3 adalah proses untuk mengambil nilai masukan (input) yang diberikan 
pengguna, yaitu berupa nilai learning rate atau alpha (α) dan disimpan dalam 
variabel $alpha. Nilai yang ada dalam variabel ini akan berfungsi sebagai nilai 
alpha pada saat proses perhitungan LVQ. 
4. Baris 4 adalah proses untuk mengambil nilai masukan (input) yang diberikan 
pengguna, yaitu berupa nilai minimum alpha (min α) dan disimpan dalam 
variabel $minA. Nilai yang ada dalam variabel ini akan berfungsi sebagai batas 
nilai alpha yang diperbolehkan dalam proses perhitungan LVQ. 
5. Baris 5 adalah proses untuk mengambil nilai masukan (input) yang diberikan 
pengguna, yaitu berupa nilai epoch maksimal (maxEpoch) dan disimpan dalam 
variabel $MaxEpoch. Nilai yang ada dalam variabel ini akan berperan sebagai 
nilai epoch (iterasi) maksimal yang diperbolehkan dalam proses perhitungan 
LVQ.  
6. Baris 6 adalah proses untuk mengambil nilai masukan (input) yang diberikan 
pengguna, yaitu berupa nilai pengurangan alpha (dec α) dan disimpan dalam 
variabel $decA. Nilai yang ada dalam variabel ini akan berperan sebagai nilai 
pengali (*) terhadap nilai alpha (learning rate).  
7. Baris 7 menyatakan bahwa selama nilai yang ada dalam variabel $e kurang 




















Maksud dari kode program ini adalah apabila nilai epoch masih lebih kecil dari 
nilai epoch maksimal, maka proses akan terus berjalan. 
8. Baris 8-10 adalah lanjutan dari proses sebelumnya, terjadi kondisi apabila nilai 
yang ada dalam variabel $alpha lebih kecil dari nilai yang ada dalam variabel 
$minA, maka hentikan proses perhitungan yaitu dengan menggunakan fungsi 
break. Maksud dari kode program ini adalah apabila nilai alpha sudah lebih 
kecil dari nilai minimum alpha (nilai alpha yang diperbolehkan), maka proses 
perhitungan LVQ harus dihentikan. Namun, jika belum dalam kondisi tersebut 
maka proses akan terus berjalan.  
9. Baris 11 adalah kondisi perulangan yang akan terus berjalan sebanyak nilai 
yang ada dalam variabel array $data. Sebelumnya sudah dijelaskan pada Kode 
Program 5.7 bahwa $data menyimpan semua data latih, jadi maksud dari 
kode program ini adalah melakukan perulangan sebanyak jumlah data latih. 
Kemudian, setiap perulangan akan terjadi proses selanjutnya. 
10. Baris 12-13 adalah proses inisialisasi nilai awal dari variabel array $mink[$i] 
dan variabel array  $Min[$i]. Kedua variabel ini akan berfungsi dalam proses 
penentuan nilai jarak euclidian terkecil dan untuk pengecekan nilai keluaran 
klasifikasi (𝑪𝒋)  terhadap nilai target pada update bobot. 
11. Baris 14 adalah kondisi perulangan yang akan terus berjalan sebanyak nilai 
yang terdapat dalam variabel array $array. Sebelumnya sudah dijelaskan 
pada Kode Program 5.7 bahwa $array menyimpan semua nilai bobot awal 
yang akan digunakan dalam proses perhitungan LVQ, maksudnya adalah akan 
terjadi perulangan sebanyak jumlah kelas bobot di mana setiap perulangan 
akan terjadi lagi proses selanjutnya. 
12. Baris 16-21 merupakan proses untuk melakukan perhitungan nilai jarak 
euclidian, pertama adalah melakukan perulangan sebanyak jumlah atribut 
atau nilai fitur. Setiap data latih dan bobot kelas memiliki masing-masing 11 
nilai fitur, yang mana setiap nilai fitur data latih akan dilakukan operasi 
pengurangan dengan nilai fitur dari bobot masing-masing kelas dan kemudian 
dikuadratkan. Maksud dari kode $distance[$i][$j] adalah variabel yang 
akan menyimpan nilai jumlah dari proses operasi pengurangan dan kuadrat 
dari data latih ke-i pada bobot kelas ke-j dan seterusnya. Setelah itu nilai akan 
diakarkan dan menjadi nilai jarak euclidian pada data latih ke-i bobot kelas ke-
j.   
13. Baris 22-26 adalah proses untuk menentukan nilai jarak euclidian terkecil dari 
seluruh kelas bobot yang ada, agar bisa dijadikan sebagai kelas keluaran (𝑪𝒋). 
Sebelumnya sudah disampaikan pada baris 12-13 bahwa variabel array 
$mink[$i] dan variabel array  $Min[$i] akan berperan dalam proses 




















variabel array $Mink[$i] lebih dari nilai yang ada dalam array  
$distance[$i][$j], maka variabel array $mink[$i] akan bernilai sama 
dengan variabel $j (variabel ini menyatakan kelas bobot ke-j), kemudian 
variabel array  $Min[$i] akan bernilai sama dengan array  
$distance[$i][$j] dan begitu seterusnya sampai pada nilai jarak euclidian 
kelas bobot terakhir. 
14. Baris 27-48 adalah proses update bobot. Setelah kelas keluaran sudah 
ditentukan berdasar dari nilai jarak euclidian terkecil pada proses sebelumnya, 
maka nilai kelas tersebut akan dibandingkan dengan kelas target. Kelas 
keluaran disimpan dalam variabel $mink[$i], sedangkan kelas target 
disimpan dalam variabel $target. Kemudian terjadi kondisi, apabila 
$mink[$i] sama dengan $target, maka lakukan update bobot dengan rumus 
yang ada pada baris ke 28-34. Dalam baris tersebut akan terjadi perulangan 
sebanyak jumlah fitur, yang mana nilai pada masing-masing fitur akan 
mengalami perubahan (update). Selanjutnya apabila $mink[$i] tidak sama 
dengan $target, maka lakukan update bobot dengan rumus yang ada pada 
baris 38-44. Dalam baris tersebut juga akan terjadi perulangan sebanyak 
jumlah fitur, dan akan melakukan update nilai pada masing-masing fitur bobot 
kelas. Nilai pada masing-masing fitur yang sudah diperbaharui (update), maka 
akan disimpan ke dalam database. 
15. Baris 49 adalah  proses penambahan epoch (iterasi). 
16. Baris 50 adalah proses untuk melakukan operasi perkalian antara nilai 
pengurangan alpha (dec α) dengan nilai alpha (α). 
17. Baris 52 adalah proses pengembalian nilai yang ada di dalam variabel array 
$array, yang mana nilai bobotnya sudah diperbaharui pada saat proses 
update bobot. 
 Penjelasan di atas merupakan impelementasi proses pelatihan data terhadap 
notasi SMILES, hal ini dilakukan untuk melatih metode LVQ agar dapat mengenali pola 
setiap kelas dan mendapatkan nilai bobot akhir (bobot optimal) yang nantinya 
digunakan dalam proses pengujian data (testing). 
5.3.3  Implementasi proses pengujian data (testing) 
 Setelah proses pelatihan data, maka didapatkan nilai bobot optimal yang 
berguna untuk menentukan klasifikasi kelas dari data uji (notasi SMILES yang diuji). 
Sebelum melakukan proses pengujian data, maka perlu dipersiapkan data notasi 
SMILES beserta keterangan kelas yang ingin diuji. Keterangan kelas diperlukan karena 
dijadikan sebagai pembanding dengan hasil kelas keluaran klasifikasi menggunakan 
metode LVQ dan agar bisa mengetahui akurasinya. Proses memasukkan (input) data 




















mendapatkan nilai fitur, untuk kode program preprocessing sudah dijelaskan pada 
Kode Program 5.1.  
 Setelah nilai fitur didapatkan, maka data uji akan disimpan ke dalam database. 
Dalam proses pengujian data, seluruh kode program dimasukkan dalam controller 
agar data uji dan keterangan kelas yang tersimpan dalam database bisa digunakan 
dalam proses pengujian, maka diperlukan sebuah model yang didalamnya terdapat 
fungsi untuk memanggil semua isi yang menyimpan data uji dan keterangan kelas. 
Kode program untuk pembuatan model sudah dijelaskan pada Kode Program 5.4, 
yang perlu dilakukan hanya mengubah nama table pada query SQL dan disesuaikan 
namanya dengan nama table yang menyimpan data uji. 
 Nilai bobot optimal yang tersimpan dalam database juga akan dipanggil 
dengan menggunakan model. Sebelumnya kode program untuk pembuatan model 
untuk memanggil nilai bobot juga sudah dijelaskan pada Kode Program 5.5. Dalam 
program klasifikasi fungsi senyawa aktif ini, table yang menyimpan nilai bobot awal 
akan mengalami perubahan (update) dan menjadi nilai bobot optimal sehingga kode 
program yang sudah dijelaskan pada Kode Program 5.5 tidak perlu diubah nama table 
pada query SQL.  
 Setelah model yang menyimpan data uji dan nilai bobot optimal sudah dibuat, 
maka selanjutnya adalah memberikan akses agar controller dapat menggunakan data 
uji dan nilai bobot optimal pada model. Kode program sudah dijelaskan sebelumnya 
pada Kode Program 5.6, yang diperlukan hanya mengubah nama model (menyimpan 
data uji) sedangkan nama model yang menyimpan nilai bobot awal tidak perlu diubah, 
karena secara otomatis setelah proses pelatihan sebelumnya nilai bobot awal akan 
diperbaharui menjadi nilai bobot optimal. Kemudian dilakukan penyimpanan data uji 
dan nilai bobot yang terdapat pada model ke dalam variabel array agar bisa dilakukan 
proses perhitungan LVQ. Adapun kode program untuk melakukan penyimpanan 
sudah dijelaskan pada Kode Program 5.7, dan hanya perlu mengubah nama model 
menjadi nama model yang menyimpan data uji sedangkan nama model untuk nilai 
bobot optimal tidak diubah. 
 Data uji dan nilai bobot optimal telah tersimpan masing-masing dalam variabel 
array, maka selanjutnya adalah melakukan proses pengujian. Perbedaan antara 
proses pengujian dengan proses pelatihan adalah, di dalam proses pengujian tidak 
diperlukan nilai learning rate, minimum alpha, decrement alpha, epoch maksimal, dan 
perhitungan update bobot melainkan hanya sampai menentukan nilai jarak euclidian 
terkecil yang dijadikan sebagai kelas hasil klasifikasi. Adapun implementasi kode 
program untuk melakukan proses pengujian data terdapat pada Kode Program 5.9 




$ks = 0; 
$kts = 0; 




















































    $mink[$i] = 0; 
    $Min[$i] = 1; 
    for ($j = 0; $j < count($array); $j++) { 
        $distance[$i][$j] = 0; 
        for ($k = 0; $k < count($atribut); $k++) { 
            $distance[$i][$j] += (($data[$i]["$atribut[$k]"]) 
- ($array[$j]["$atribut[$k]"])) * (($data[$i]["$atribut[$k]"]) 
- ($array[$j]["$atribut[$k]"])); 
        } 
        $distance[$i][$j] = sqrt($distance[$i][$j]); 
        if ($Min[$i] > $distance[$i][$j]) { 
            $mink[$i] = $j; 
            $Min[$i] = $distance[$i][$j]; 
        } 
    } 
    if ($mink[$i] + 1 == $target[$i]) { 
        $ks += 1; 
    } else { 
        $kts += 1; 
    } 
} 
        echo " <form> Nilai akurasi :" . " "; 
        echo $ks / count($data) * 100 . " " . "%"; 
        echo '</form>'; 
         
        echo " <form> Kelas sesuai :" . " "; 
        echo $ks; 
        echo '</form>'; 
         
        echo " <form> Kelas tidak sesuai :" . " "; 
        echo $kts; 
        echo '</form>'; 
Kode Program 5.9  Pengujian metode LVQ 
 Berikut adalah penjelasan dari Kode Program 5.9 Pengujian metode LVQ: 
1. Baris 1-2 adalah proses inisialisasi awal bahwa variabel $ks dan variabel $kts 
bernilai “0”. Variabel $ks akan menampung jumlah data uji yang hasil kelasnya 
sama dengan keterangan kelas (kelas sebenarnya), sedangkan variabel $kts 
akan menampung jumlah data uji yang hasil kelasnya tidak sama dengan 
keterangan kelas (kelas sebenarnya). 
2. Baris 3 adalah kondisi perulangan yang akan terus berjalan sebanyak nilai yang 
ada dalam variabel array $data. Variabel array $data menyimpan data uji 
yang ingin diketahui kelas hasi klasifikasinya. 
3. Baris 4-5 adalah proses inisialisasi nilai awal dari variabel array $mink[$i] dan 
variabel array  $Min[$i]. Kedua variabel ini akan berfungsi dalam proses 





















4. Baris 6 adalah kondisi perulangan yang akan terus berjalan sebanyak jumlah 
kelas bobot yang terdapat dalam variabel array $array. Variabel array $array  
menyimpan nilai bobot optimal masing-masing kelas. 
5. Baris 8-13 merupakan proses untuk melakukan perhitungan nilai jarak 
euclidian, pertama adalah melakukan perulangan sebanyak jumlah atribut 
atau nilai fitur. Setiap data uji dan bobot optimal masing-masing kelas memiliki 
11 nilai fitur, yang mana setiap nilai fitur data uji akan dilakukan operasi 
pengurangan dengan nilai fitur dari bobot optimal masing-masing kelas dan 
kemudian dikuadratkan. Maksud dari kode $distance[$i][$j] adalah 
variabel yang akan menyimpan nilai jumlah dari proses operasi pengurangan 
dan kuadrat dari data uji ke-i pada bobot optimal kelas ke-j dan seterusnya. 
Setelah itu nilai akan diakarkan dan menjadi nilai jarak euclidian pada data uji 
ke-i bobot optimal kelas ke-j.   
6. Baris 14-16 adalah proses untuk menentukan nilai jarak euclidian terkecil dari 
seluruh kelas bobot yang ada, agar bisa dijadikan sebagai kelas hasil klasifikasi. 
Sebelumnya sudah disampaikan pada baris 4-5 bahwa variabel array 
$mink[$i] dan variabel array  $Min[$i] akan berperan untuk menentukan 
nilai jarak euclidian terkecil sehingga dapat diketahui kelas hasil klasifikasinya. 
Di sini akan terjadi kondisi jika nilai yang ada dalam variabel array $Mink[$i] 
lebih dari nilai yang ada dalam array  $distance[$i][$j], maka variabel 
array $mink[$i] akan bernilai sama dengan variabel $j (variabel ini 
menyatakan kelas bobot optimal ke-j), kemudian variabel array  $Min[$i] 
akan bernilai sama dengan array  $distance[$i][$j] dan begitu seterusnya 
sampai pada nilai jarak euclidian kelas bobot optimal terakhir. Nilai jarak 
euclidian terkecil disimpan dalam variabel array $mink[$i] dan dijadikan 
sebagai kelas hasil klasifikasi kemudian akan dilakukan pengecekan apakah 
sesuai dengan keterangan kelas (kelas sesungguhnya) agar dapat diketahui 
nilai akurasinya. 
7. Baris 19-22 adalah proses pengecekan apakah kelas hasil klasifikasi data uji 
sesuai dengan kelas sesungguhnya. Terjadi kondisi jika nilai pada variabel 
array $mink[$i]+1 adalah sama dengan nilai yang terdapat dalam variabel 
array $target[$i], maksudnya adalah jika terjadi kesamaan antara kelas 
hasil klasifikasi dengan kelas sesungguhnya, maka nilai dalam variabel $ks 
akan mengalami penambahan sebanyak “1”. Sebaliknya apabila nilai pada 
variabel array $mink[$i]+1 adalah tidak sama dengan nilai yang terdapat 
dalam variabel array $target[$i], maksudnya adalah jika nilai antara kelas 
hasil klasifikasi dengan kelas sesungguhnya tidak sama, maka nilai dalam 
variabel $kts akan mengalami penambahan sebanyak “1”. 
8. Baris 25-35 adalah proses untuk menghitung besar akurasi yang didapatkan 




















proses untuk mengetahui kelas hasil klasifikasi yang sesuai dan tidak sesuai 
dengan kelas target (kelas sesungguhnya.) 
 Penjelasan di atas merupakan proses implementasi pengujian data terhadap 
notasi SMILES, hal ini dilakukan untuk mengetahui besar akurasi yang didapatkan.  
5.4 Implementasi antarmuka 
 Pada sub bab ini akan dijelaskan mengenai implementasi antarmuka dari 
program klasifikasi fungsi senyawa aktif menggunakan notasi SMILES dengan 
menerapkna metode LVQ. Berdasarkan perancangan antarmuka yang telah dibuat 
sebelumnya, program ini memiliki 4 buah antarmuka yaitu Beranda (Halaman utama), 
antarmuka Masukan data, antarmuka Latih data, dan antarmuka Uji data. 
5.4.1  Implementasi antarmuka Beranda (Halaman utama) 
 Pada program klasifikasi fungsi senyawa aktif ini memiliki antarmuka Beranda 
yang berfungsi untuk memberikan informasi mengenai fungsi senyawa aktif dari 
notasi SMILES yang telah dimasukkan ke dalam textfield. Proses implementasi dari 
antarmuka Beranda terdapat pada Gambar 5.2. 
 
Gambar 5.2 Implementasi Antarmuka Beranda 
 Pada Gambar 5.2 terdapat notasi SMILES yang sudah dimasukkan ke dalam 
textfield, artinya notasi SMILES itu ingin diketahui fungsinya sebagai obat penyakit 
pada metabolisme atau obat untuk penyakit kanker. Kemudian pengguna melakukan 
klik pada button Cari tau fungsinya!, maka akan muncul hasil seperti gambar 





















Gambar 5.3 Implementasi Fungsi Beranda 
5.4.2  Implementasi antarmuka Masukan data 
 Antarmuka Masukkan data memiliki fungsi untuk memasukkan data ke dalam 
database. Data yang dimasukkan berupa notasi SMILES dan keterangan kelas target 
yang mana notasi akan melalui tahap preprocessing terlebih dahulu (untuk 
mendapatkan nilai fitur) kemudian hasil beserta keterangan kelas target akan 
disimpan dalam database. Data yang disimpan dalam database akan dijadikan sebagai 
data latih dan data uji. Implementasi dari antamuka Masukan data terdapat pada 
Gambar 5.4. 
 





















Gambar 5.5 Implementasi Fungsi Masukan data 
 Pada Gambar 5.4 pengguna memasukkan notasi SMILES dan keterangan kelas 
taget ke dalam textfield, kemudian terdapat informasi mengenai keterangan kelas 
target yang dimasukkan (input). Apabila pengguna melakukan klik pada button 
Lakukan Preprocessing dan Simpan data, maka akan tampil antarmuka seperti pada 
Gambar 5.5. 
5.4.3  Implementasi antarmuka Latih data 
 Antarmuka Latih data berfungsi untuk melakukan proses pelatihan data. Pada 
antarmuka ini, pengguna diminta untuk memasukkan nilai learning rate (α), minimum 
alpha (min α), epoch maksimal, dan penurunan alpha (dec α). Antarmuka Latih data 
juga menampilkan daftar data yang akan dilatih. Implementasi antarmuka Latih data 





















Gambar 5.6 Implementasi Antarmuka Latih data 
 Pada Gambar 5.6 pengguna memasukkan nilai learning rate (α) sebesar 0.1, 
minimum alpha (min α) sebesar 0.0001 (1 ∗ 10−4), epoch maksimal sebanyak 7, dan 
penurunan alpha (dec α) sebesar 0.15. Apabila pengguna melakukan klik terhadap 
button Lakukan Pelatihan Data, maka proses pelatihan data akan berjalan. Kemudian 
setelah proses pelatihan data selesai, maka akan tampil antarmuka hasil nilai bobot 
optimal masing-masing kelas seperti pada Gambar 5.7. 
5.4.4  Implementasi antarmuka Uji data 
 Antarmuka Uji data berfungsi untuk melakukan proses pengujian data. 
Antarmuka ini menampilkan daftar data yang akan diuji (nilai fitur dan keterangan 
kelas). Selain menampilkan daftar data uji, terdapat juga sebuah button yang 
berfungsi untuk menjalankan proses uji data.  Implementasi dari antarmuka Uji data 





















Gambar 5.7 Implementasi Antarmuka Nilai Bobot Optimal 
 
Gambar 5.8 Implementasi Antarmuka Uji data 
 Pada Gambar 5.8 apabila pengguna melakukan klik terhadap button Lakukan 
Pengujian Data, maka proses pengujian data akan berjalan. Kemudian setelah proses 


























































BAB 6 PEMBAHASAN 
 
 Pada bab ini akan dilakukan proses pengujian sistem atau program yang telah 
selesai dibuat berdasarkan perancangan pada Bab 4. Pengujian berfungsi untuk 
mengetahui apakah program yang dibuat mampu melakukan semua kebutuhan 
fungsional yang telah ditentukan pada Bab 3 dan juga untuk mengetahui seberapa 
besar akurasi yang dihasilkan pada saat pengujian. Setelah dilakukan pengujian, maka 
hasilnya akan dianalisis. Adapun skenario pengujian yang dilakukan pada bab ini, yaitu 
pengujian untuk mengetahui pengaruh jumlah data latih terhadap besar akurasi, 
pengujian untuk mengetahui pengaruh learning rate terhadap besar akurasi, 
pengujian untuk mengetahui pengaruh decrement alpha terhadap besar akurasi, 
pengujian untuk mengetahui pengaruh minimum alpha terhadap besar akurasi, dan 
pengujian menggunakan cross validation. 
 
6.1  Pengujian pengaruh jumlah data latih terhadap besar akurasi 
 Pada pengujian ini dataset notasi SMILES yang digunakan adalah sebanyak 467 
data, terdiri dari 340 data metabolisme dan 127 data kanker. Dataset didapatkan dari 
pubchem yang kemudian dikelompokkan berdasar pada fungsi senyawa aktifnya 
(keterangan pada pharmacology). Dataset akan dijadikan sebagai data latih dan data 
uji, untuk data latih diambil dengan persentase sebesar 40%, 50%, dan 80% 
sedangkan untuk data ujinya diambil dengan persentase sebesar 20%. Pengambilan 
data latih adalah dengan mengambil masing-masing 40%, 50%, dan 80% dari 340 data 
metabolisme dan 40%, 50%, dan 80% dari 127 data kanker, serta untuk data uji adalah 
20% dari 340 data metabolisme dan 127 data kanker.  
 Pada proses pegujian ini menggunakan nilai learning rate, minimum alpha, 
epoch maksimal, dan decrement alpha berturut-turut adalah 0,1, 1 ∗ 10−14, 15, dan 
0,15. Pengujian ini bertujuan untuk mengetahui besar akurasi yang didapatkan 
dengan menggunakan persentase data latih sebesar 80%. Berikut hasil pengujiannya 
yang terdapat pada Tabel 6.1. 
Tabel 6.1 Hasil pengujian pengaruh jumlah data latih 
No uji Persentase data latih Akurasi (%) 
Uji 1 40% 24,73% 
Uji 2 50% 53,76% 
Uji 3 80% 76,34% 
  
 Berdasarkan Tabel 6.1 proses pengujian data latih dengan persentase data 




















metabolisme lebih banyak dikenali oleh LVQ dibandingkan dengan kelas kanker. Hal 
ini terjadi karena data latih yang digunakan untuk proses pembelajaran LVQ dalam 
mengenali pola kelas data kanker lebih sedikit dibandingkan dengan data 
metabolisme, sehingga metode LVQ pada saat pelatihan data tidak dapat mengenali 
pola kelas kanker dengan baik.  
 Pada Tabel 6.1 dapat dilihat bahwasanya dengan penggunaan jumlah data 
latih yang berbeda-beda maka dapat memengaruhi besar akurasi yang dihasilkan. 
Semakin besar persentase jumlah data latihnya, maka akurasi yang dihasilkan 
meningkat. Sedangkan semakin kecil persentase jumlah data latihnya, maka akurasi 
yang dihasilkan menurun. Hal ini terjadi karena dengan menambahkan komposisi data 
latih akan membantu metode LVQ dalam mengenali pola data dari kelas metabolisme 
dan kelas kanker, sehingga LVQ mampu melakukan proses klasifikasi dengan baik 
pada saat pengujian. Grafik dari proses pengujian pengaruh jumlah data latih terdapat 
pada Gambar 6.1. 
 
Gambar 6.1 Grafik Besar Akurasi dari Pengujian Pengaruh Jumlah Data Latih 
terhadap Akurasi 
 Berdasarkan hasil dari proses pengujian pengaruh jumlah data latih terhadap 
besar akurasi, maka digunakan jumlah data latih dengan persentase 80% karena 








































6.2  Pengujian untuk mengetahui pengaruh learning rate terhadap 
 besar akurasi 
 Pada pengujian ini digunakan data latih yang menghasilkan akurasi terbaik 
pada proses sebelumnya, yaitu data latih dengan persentase sebesar 80%. Total 
jumlah dari data latih adalah 374 data notasi SMILES yang terdiri dari 272 data 
metabolisme dan 102 data kanker, sedangkan data uji yang digunakan adalah data uji 
dengan persentase 20% (data uji pada proses pegujian sebelumnya). Nilai learning 
rate yang diuji adalah 0,1, 0,3, 0,5, 0,7, dan 0,9. Sedangkan nilai minimum aplha, 
epoch maksimal, dan nilai decrement alpha berturut-turut adalah 1 ∗ 10−14, 15, dan 
0,15. Pengujian ini bertujuan untuk mengetahui apakah dengan nilai learning rate 
berbeda dapat memengaruhi besar akurasi yang didapatkan. Dari pengujian ini, nilai 
learning rate dengan besar akurasi terbaik akan digunakan dalam proses pengujian 
selanjutnya. Berikut hasil pengujian pengaruh dari learning rate terhadap besar 
akurasi yang terdapat pada Tabel 6.2. 
Tabel 6.2 Hasil pengujian pengaruh learning rate 
No uji Nilai α  Akurasi 
(%) 
Uji 1 0,1 76,34% 
Uji 2 0,3 74,19% 
Uji 3 0,5 73,12% 
Uji 4 0,7 73,12% 
Uji 5 0,9 73,12% 
  
 Berdasarkan dari Tabel 6.2 didapatkan hasil akurasi yang tidak jauh berbeda 
antara nilai learning rate 0,1 sampai 0,9. Besar akurasi tertinggi diperoleh pada saat 
nilai learning rate adalah 0,1, akurasi mencapai 76,34%. Kemudian terjadi penurunan 
besar akurasi pada saat nillai learning rate adalah 0,3 dan 0,5, akurasi yang didapatkan 
menurun yaitu sebesar 74,19% dan 73,12%. Sedangkan pada saat nilai learning rate 
adalah 0,7 dan 0,9, akurasi yang didapatkan tidak mengalami perubahan yaitu sebesar 
73,12%. Pada pegujian yang menggunakan nilai learning rate 0,1 dan 0,3, metode LVQ 
dapat mengenali semua pola kelas metabolisme namun hanya sedikit pola kelas 
kanker yang dikenali. Hal ini dapat terjadi karena data latih kanker yang sedikit 
jumlahnya dibandingkan dengan data latih metabolisme, sehingga metode LVQ dalam 
proses pembelajarannya tidak mampu mengenali pola dari kelas kanker dengan baik 
dan benar. 
 Pada Tabel 6.2 dapat diketahui bahwasanya penggunaan nilai learning rate 
yang berbeda dapat memengaruhi besar akurasi. Semakin besar atau ditingkatkan 
nilai learning rate, maka membuat besar akurasi yang dihasilkan semakin menurun 




















membuat besar akurasi yang dihasilkan meningkat. Penggunaan nilai learning rate 
pada klasifikasi data notasi SMILES menggunakan LVQ ini adalah untuk membantu 
dalam proses pengenalan terhadap pola suatu kelas. Semakin besar nilai learning rate 
yang digunakan, maka terjadi penurunan tingkat pembelajaran LVQ dalam mengenali 
pola setiap kelas karena terjadi ketidakstabilan algoritme sehingga mengakibatkan 
besar akurasi yang didapatkan menurun. Sebaliknya apabila nilai learning rate yang 
digunakan semakin kecil, maka membuat proses pembelajaran berjalan lebih lama 
dan hasil akurasi yang didapatkan meningkat. Nilai learning rate yang bagus untuk 
digunakan pada jenis data notasi SMILES yang sesuai pada pengujian ini adalah 
dengan nilai sebesar 0,1. Grafik dari proses pengujian pengaruh learning rate terdapat 
pada Gambar 6.2. 
 
Gambar 6.2 Grafik Besar Akurasi dari Pengujian Pengaruh Learning Rate terhadap 
Akurasi 
 Berdasarkan hasil dari proses pengujian pengaruh learning rate terhadap 
besar akurasi, maka digunakan learning rate sebesar 0,1 karena menghasilkan akurasi 
terbaik dan dijadikan sebagai learning rate pada proses pengujian berikutnya. 
 
6.3  Pengujian untuk mengetahui pengaruh decrement alpha 
 terhadap besar akurasi 
 Pada pengujian ini digunakan data pada proses sebelumnya, yaitu data latih 
dengan persentase sebesar 80% dan learning rate yang menghasilkan besar akurasi 
terbaik pada proses sebelumnya, yaitu learning rate dengan nilai sebesar 0,1. Total 
jumlah dari data latih adalah 374 data notasi SMILES yang terdiri dari 272 data 
metabolisme dan 102 data kanker, sedangkan data uji yang digunakan adalah data uji 
dengan persentase 20% (data uji pada proses pegujian sebelumnya). Nilai decrement 
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alpha yang diuji adalah 0,1, 0,3, 0,5, 0,7, dan 0,9. Sedangkan nilai minimum aplha dan 
epoch maksimal berturut-turut adalah 1 ∗ 10−14 dan 15. Pengujian ini bertujuan 
untuk mengetahui apakah dengan decrement alpha berbeda dapat memengaruhi 
besar akurasi yang dihasilkan. Dari pengujian ini nilai decrement alpha dengan besar 
akurasi terbaik akan digunakan dalam proses pengujian selanjutnya. Berikut hasil 
pengujian pengaruh dari decrement alpha terhadap besar akurasi yang terdapat pada 
Tabel 6.3. 
Tabel 6.3 Hasil pengujian pengaruh decrement alpha 
No uji Nilai dec α  Akurasi 
(%) 
Uji 1 0,1 27,95% 
Uji 2 0,3 76,34% 
Uji 3 0,5 76,34% 
Uji 4 0,7 76,34% 
Uji 5 0,9 73,12% 
 
 Berdasarkan dari Tabel 6.3 hasil akurasi yang didapatkan adalah naik dan 
turun. Pada saat nilai decrement alpha yang digunakan adalah 0,1, metode LVQ masih 
belum bisa mengenali keseluruhan pola baik di kelas metabolisme maupun kelas 
kanker sehingga akurasi yang didapatkan sangat kecil yaitu 27,95%. Hal ini terjadi 
karena metode LVQ tidak mendapatkan pembelajaran yang baik dalam mengenali 
pola setiap kelas apabila menggunakan decrement alpha sebesar 0,1. Kemudian pada 
saat nilai decrement alpha yang digunakan adalah 0,3, 0,5, dan 0,7, metode LVQ 
mampu mengenali semua pola data kelas metabolisme namun hanya sedikit dalam 
mengenali pola data kelas kanker pada data uji. Terakhir adalah saat nilai decrement 
alpha yang digunakan adalah 0,9, hasil akurasinya adalah sebesar 73,12% dan terjadi 
pengurangan besar akurasi dari 3 nilai decrement alpha sebelumnya. Pada pengujian 
dengan nilai decrement alpha sebesar 0,9, metode LVQ sudah mampu mengenali 
semua pola data kelas metabolisme namun tidak dapat mengenali semua pola data 
kelas kanker.  
 Pada Tabel 6.3 dapat diketahui bahwa penggunaan decrement alpha dengan 
nilai sebesar 0,1 pada data notasi SMILES ini akan menghasilkan akurasi yang kecil 
karena nilai decrement alpha sebesar 0,1 belum mampu membantu nilai learning rate 
mendapatkan bobot optimal atau dengan kata lain metode LVQ belum bisa mengenali 
pola data kelas metabolisme dan pola data kelas kanker dengan baik pada saat 
pembelajaran, sehingga banyak data yang salah diklasifikasin pada saat pengujian. 
Penggunaan nilai decrement alpha sebesar 0,9 membuat akurasi menurun, hal itu 
terjadi karena nilai decrement alpha sebesar 0,9 mengubah bobot optimal yang 
awalnya sudah dapat mengenali beberapa pola pada data kelas kanker menjadi tidak 




















adalah nilai ideal yang dapat membantu nilai learning rate mendapatkan bobot 
optimal atau dengan kata lain dapat melakukan proses pembelajaran mengenali pola 
data notasi SMILES dengan baik, sehingga menghasilkan besar akurasi terbaik 
dibandingkan dua pengujian dengan nilai decrement alpha yang lain. Decrement alpha 
dalam metode LVQ berfungsi untuk pengurang atau penurun nilai learning rate 
(alpha) agar nilai learning rate dapat menghasilkan bobot optimal (bobot yang dapat 
mengenali kelas klasifikasi). Grafik dari proses pengujian pengaruh decrement alpha 
terdapat pada Gambar 6.3. 
 
Gambar 6.3 Grafik Besar Akurasi dari Pengujian Pengaruh Decrement Alpha 
terhadap Akurasi 
 Berdasarkan hasil dari proses pengujian pengaruh decrement alpha terhadap 
besar akurasi, terdapat 3 nilai decrement alpha yang besar akurasinya sama yaitu 0,3, 
0,5, dan 0,7. Sehingga dapat dipilih antara ketiga nilai decrement alpha dan pada 
pengujian ini dipilih nilai decrement alpha sebesar 0,3 untuk digunakan pada proses 
pengujian selanjutnya. 
 
6.4  Pengujian untuk mengetahui pengaruh minimum alpha 
 terhadap besar akurasi 
 Pada pengujian ini digunakan data pada proses sebelumnya, yaitu data latih 
dengan persentase sebesar 80%, kemudian learning rate, dan decrement alpha yang 
menghasilkan besar akurasi terbaik pada proses sebelumnya, yaitu learning rate 
sebesar 0,1 dan decrement alpha sebesar 0,3. Total jumlah dari data latih adalah 374 
data notasi SMILES yang terdiri dari 272 data metabolisme dan 102 data kanker, 
sedangkan data uji yang digunakan adalah data uji dengan persentase 20% (data uji 
pada proses pegujian sebelumnya). Nilai minimum alpha yang diuji adalah 1 ∗ 10−6, 
0,1 0,3 0,5 0,7 0.9




































1 ∗ 10−8, 1 ∗ 10−10, 1 ∗ 10−14, dan 1 ∗ 10−16. Untuk  banyak epoch maksimal yang 
digunakan adalah 20. Pengujian ini bertujuan untuk mengetahui apakah dengan 
minimum alpha berbeda dapat memengaruhi besar akurasi yang didapatkan. Dari 
pengujian ini nilai minimum alpha dengan besar akurasi terbaik akan digunakan dalam 
proses pengujian selanjutnya. Berikut hasil pengujian pengaruh dari minimum alpha 
terhadap besar akurasi yang terdapat pada Tabel 6.4. 
Tabel 6.4 Hasil pengujian pengaruh minimum alpha 
No uji Nilai min α  Akurasi 
(%) 
Uji 1 1 ∗ 10−6 76,34% 
Uji 2 1 ∗ 10−8 76,34% 
Uji 3 1 ∗ 10−10 76,34% 
Uji 4 1 ∗ 10−14 76,34% 
Uji 5 1 ∗ 10−16 76,34% 
 
 Berdasarkan dari Tabel 6.4 didapatkan hasil akurasi yang sama dari 
penggunaan nilai minimal alpha 1 ∗ 10−6, 1 ∗ 10−8, 1 ∗ 10−10, 1 ∗ 10−14, dan 1 ∗
10−16 yaitu sebesar 76,34%. Klasifikasi yang dihasilkan dari data uji adalah dapat 
mengenali semua pola data kelas metabolisme namun hanya sedikit dalam mengenali 
pola data kelas kanker pada data uji. Hal ini bisa terjadi seperti yang sudah 
disampaikan sebelumnya yaitu kurangnya jumlah data latih kanker, sehingga dalam 
proses pembelajaran metode LVQ belum mampu mengenali pola dari data kelas 
kanker dengan baik dan benar.  
 Pada Tabel 6.4 dapat diketahui bahwa penggunaan nilai minimum alpha dari 
yang paling besar 1 ∗ 10−6sampai paling kecil dan 1 ∗ 10−16dalam proses klasifikasi 
menggunakan metode LVQ terhadap data notasi SMILES dapat menghasilkan akurasi 
sebesar 76,34%, sehingga disimpulkan bahwa proses klasifkasi menggunakan metode 
LVQ terhadap data notasi SMILES dengan nilai minimum alpha yang berbeda tidak 
memengaruhi terhadap besar akurasi yang dihasilkan. Dengan kata lain tidak ada 
penurunan atau peningkatan besar akurasi pada saat nilai minimum alpha dikecilkan 
ataupun sebaliknya. Grafik dari proses pengujian pengaruh minimum alpha terdapat 
pada Gambar 6.4. 
 Berdasarkan hasil dari proses pengujian pengaruh minimum alpha terhadap 
besar akurasi, keseluruhan nilai minimum alpha yang diuji mengahasilkan besar 
akurasi sama yaitu 76,34%. Sehingga bisa dipilih antara kelima nilai minimum alpha 
dan pada pengujian ini dipilih nilai minimum alpha dan 1 ∗ 10−14untuk digunakan 





















Gambar 6.4 Grafik Besar Akurasi dari Pengujian Pengaruh Minimum Alpha 
terhadap Akurasi 
 
6.5  Pengujian menggunakan cross validation 
 Proses pengujian ini bertujuan untuk mengetahui pengaruh pertukaran data 
latih menjadi data uji dan sebaliknya data uji menjadi data latih terhadap besar 
akurasi pengklasifikasian. Dalam pengujian cross validation, digunakan dataset 
dengan jumlah 467 yang terdiri dari 340 data metabolisme dan 127 data kanker.  
Pengujian ini terdiri dari 5 fold, dari 467 dataset akan dibagi ke dalam 5 kelompok 
data yang masing-masing berjumlah 93 dan ada satu kelompok yang berjumlah 95 
data. Setiap kelompok data diberi nama L1, L2, L3, L4, dan L5. Dari 340 data 
metabolisme, dibagi menjadi 5 yaitu setiap kelompok data diisi sebanyak 68 data 
metabolisme. Kemudian dari 127 data kanker, dibagi menjadi 5 yaitu setiap kelompok 
data diisi sebanyak 25 data kanker dan ada satu kelompok yang berisi 27 data kenker. 
Adapun nilai learning rate , minimum alpha, dan decrement alpha yang digunakan 
adalah nilai terbaik yang didapatkan dari proses pengujian sebelumnya yaitu berturut-
turut 0,1, dan 1 ∗ 10−14, dan 0,3, sedangkan untuk maksimal epoch sebanyak 20. Hasil 
dari pegujian menggunakan cross validation terdapat pada Tabel 6.5. 
Tabel 6.5 Hasil pengujian menggunakan cross validation 
Fold Data latih Data uji Besar akurasi 
(%) 
1 L1, L2, L3, 
dan L4 
L5 68,81% 
2 L1, L2, L3, 
dan L5 
L4 75,26% 
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Fold Data latih Data uji Besar akurasi 
(%) 
3 L1, L2, L4, 
dan L5 
L3 72,04% 
4 L1, L3, L4, 
dan L5 
L2 73,12% 
5 L2, L3, L4, 
dan L5 
L1 71,57% 
Rata-rata akurasi 72,16% 
 
 Berdasarkan dari Tabel 6.5 hasil akurasi dari pengujian cross validation dengan 
jumlah fold sebanyak 5 adalah berbeda-beda, akurasi dengan perbedaan yang 
mencolok dan sekaligus menjadi yang terkecil adalah 68,81% pada fold 1. Perbedaan 
hasil akurasi pada folf 2, 3, 4, dan 5 hanya berselisih sebanyak 1%-2% sedangkan fold 
1 untuk besar akurasinya memiliki selisih sebanyak 3% dengan fold 5 (akurasi terkecil 
kedua). Hal ini dapat terjadi karena perbedaan jumlah data latih, pada fold 2, 3, 4, dan 
5 jumlah data latih adalah sebanyak 374 sedangkan pada fold 1 jumlah data latih 
hanya sebanyak 372. Jadi, terdapat 2 data kanker yang sangat memengaruhi proses 
pembelajaran LVQ dalam mengenali pola kelas kanker sehingga dapat dengan baik 
melakukan klasifkasi dan 2 data kanker itu terdapat dalam kelompok data L5. 
Kemudian dari pengujian fold 2, 3, 4, 5 hasil klasifkasinya lebih banyak data kelas 
metabolisme yang dikenali oleh metode LVQ dibandingkan data kelas kanker. Hal ini 
dapat terjadi karena jumlah data latih kelas kanker lebih sedikit dibandingkan data 
latih kelas metabolisme, sehingga metode LVQ tidak dapat melakukan pembelajaran 
dengan baik terhadap pola data kelas kanker. 
 Pada Tabel 6.5 dapat disimpulkan, bahwasanya dengan melakukan pertukaran 
data latih menjadi data uji dan sebaliknya akan memengaruhi besar akurasi yang 
didapatkan karena adanya perbedaan pola data notasi SMILES yang dipelajari oleh 
metode LVQ di setiap fold. Besar akurasi terbaik diperoleh oleh fold 2, yaitu 75,26% 
di mana kelompok data L2 sebagai data uji dan kelompok data L1, L3, L4, dan L5 



























BAB 7 PENUTUP 
 
7.1  Kesimpulan 
 Berdasarkan hasil dari pengujian dan analisis program klasifikasi fungsi 
senyawa aktif menggunakan notasi Simplifield Molecular Input Line System (SMILES) 
dengan menerapkan metode Learning Vector Quantization (LVQ) yang telah 
dilakukan, maka dapat disimpulkan  sebagai berikut: 
1. Membuat pola regular expression (regex) agar dapat menemukan dan 
mengambil karakter, kemudian menggunakan fungsi preg_replace pada 
PHP untuk melakukan manipulasi karakter agar dapat membedakan antara 
atom O dengan senyawa OH. Selanjutnya adalah menghitung panjang notasi 
SMILE dengan menggunakan fungsi count pada PHP dan menghitung jumlah 
masing-masing atomnya. Terakhir adalah melakukan operasi pembagian 
antara jumlah masing-masing atom dengan panjang notasi SMILES, sehingga 
didapatkan nilai fitur untuk proses perhitungan LVQ. 
2. Notasi SMILES masuk ke preprocessing terlebih dahulu agar didapatkan nilai 
fitur untuk proses perhitungan LVQ. Setelah mendapatkan nilai fitur maka 
dilanjutkan dengan melakukan proses perhitungan LVQ, yaitu dengan 
pelatihan data. Hasil akhir pelatihan data didapatkan bobot optimal masing-
masing kelas (kelas metabolisme dan kelas kanker). Proses selanjutnya adalah 
pengujian terhadap data uji. Bobot optimal digunakan sebagai penentu kelas 
klasifikasi. Hasil akhir adalah kelas klasifikasi dari metode LVQ untuk 
mengetahui fungsi senyawa aktif notasi SMILES. 
3. Nilai akurasi terbaik yang dihasilkan pada saat pengujian program klasifkasi 
fungsi senyawa aktif menggunakan notasi SMILES dengan menerapkan 
metode LVQ adalah sebesar 76,34% dengan persentase penggunaan data latih 
sebanyak 80% dari dataset, persentase penggunaan data uji sebanyak 20% 
dari dataset, nilai learning rate sebesar 0,1, nilai decrement alpha sebesar 0,3, 
nilai minimum alpha sebesar 1 ∗ 10−14, dan maksimal epoch sebanyak 15. 
 
7.2  Saran 
 Berdasarkan penelitian penerapan metode LVQ untuk klasifikasi fungsi 
senyawa aktif menggunakan notasi SMILES, terdapat beberapa saran yang berguna 
untuk dikembangkan pada saat melakukan penelitian selanjutnya yaitu: 
1. Melakukan penambahan data kelas kanker agar metode LVQ dapat melakukan 
pembelajaran dalam mengenali pola kelas dengan baik, sehingga 




















2. Penggunaan metode lain, seperti LVQ2 atau LVQ3 agar dijadikan sebagai 
pembanding nilai akurasi sehingga diketahui metode yang dapat 
menghasilkan besar akurasi terbaik pada klasifkasi fungsi senyawa aktif 
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