Abstract: The open-pit design problem is to decide which ore in a deposit to mine in order to maximize profit, subject to constraints on mining precedence. After discretizing the volume of the deposit, the open-pit design problem can be formulated as a maximum flow problem in a capacitated network, as shown by J.-C. Picard in 1976. His derivation is based on a restatement of the problem as a quadratic binary program. We give an alternative derivation of the maximum flow formulation, using only linear programming duality.
Introduction
Open-pit mining is an operation whereby an ore deposit in the ground is excavated from the surface of the land. In the process of mining, a deeper and deeper pit is formed until the operation ends. To estimate the potential profitability of the mining operation, and for planning purposes, it is common practice to try to calculate the optimal final shape of the pit before the operation starts.
To design an optimal pit, the possible mining volume is partitioned into fixed-size blocks, usually in layers. By using geological information from drill cores, the value of each block is estimated. The cost of mining each block is also estimated, and a profit value can thus be assigned to each block, as illustrated in Figure 1 . Since open-pit mining is performed from the surface and the pit walls may not collapse, the pit shape must comply with certain precedence restrictions. For example, in Figure 1 , if the safe slope angle is 45 • and block 5 is to be removed, then we have to remove blocks 1, 2, and 3, as well. The open-pit mine design problem is thus, deciding the blocks of a deposit to mine in order to maximize the total profit, while obeying mining precedence constraints. A real-life 3-D block model can easily contain millions of blocks and for each of them there are typically nine precedence constraints. This problem size makes the design problem computationally demanding. Lerchs and Grossmann [5] showed that the problem of determining an optimal pit can be stated as the problem of finding a maximal closure in a mine graph, associated with the block model of the mine, as illustrated in Figure 1 . They also gave an algorithm for this problem, which has since been commonly used by the industry. Picard [6] showed that the maximal closure problem, and in particular the open-pit design problem, can be stated and solved as a maximum flow problem in a capacitated network that is constructed by augmenting the mine graph. Specifically, an optimal shape of the pit is given by a minimum cut in this maximum flow network. Later, Hochbaum and Chen [4] and Hochbaum [3] developed efficient maximum flow algorithms for the open-pit design problem. Some other contributions to the field of maximal closure and maximum flow are [7] , [2] , [10] , and [8] .
The purpose of this paper is to give an alternative derivation of the maximum flow formulation of the open-pit design problem. The derivation of Picard [6] is based on the restatement of the open-pit design problem as a quadratic binary program, while ours uses only standard linear programming duality, and is therefore more straightforward. In the next section we give the mathematical model for maximizing the total profit of a mine and in Section 3 the new derivation of the maximum flow problem is given.
The Mathematical Model
The following notations will be used. V = set of all blocks that can be mined. A = set of pairs (i, j) of blocks such that block j is a neighbouring block to i that must be removed before block i can be mined.
Defining the decision variables for all i ∈ V as
the model for maximizing the total profit is given by
subject to
The New Derivation
Consider the linear programming relaxation of Problem (1), obtained by replacing the condition x i ∈ {0, 1} by 0 ≤ x i ≤ 1. The coefficients of the constraints of this linear program form a totally unimodular matrix, and it therefore possesses the integrality property, in that all the extreme points of the feasible set are integral [9] . The linear programming relaxation will therefore have the same optimal value. Further, if p i > 0 holds for some i ∈ V , then the lower bound constraint on that variable can never be binding, and it can therefore be relaxed without changing the optimal value. Similarly, if p i ≤ 0 holds, then the upper bound can be relaxed without any effect. We can thus rewrite Problem (1), in standard form, as
where
Let y ij , for (i, j) ∈ A, w i , for i ∈ V + , and z i , for i ∈ V − , be the linear programming dual variables (e.g. [1] ) for the respective constraints, and introduce the sets J
Now, consider temporarily a fixed i ∈ V + and the restriction of the Problem (2) obtained by adding the constraints x j = 0 for all (j, i) ∈ A to the problem. From linear programming duality theory we then know that the restriction of (2) corresponds to a relaxation of Problem (3). With the values x j = 0 for all (j, i) ∈ A in Problem (2) the constraints x j − x i ≤ 0, (j, i) ∈ A, will clearly always be fulfilled and can therefore be dropped from the problem. This corresponds to setting y ji = 0 for all (j, i) ∈ A in Problem (3), and the constraint in (3) corresponding to i ∈ V + reduces to
This implies that w i ≤ p i holds in a relaxation of Problem (3) and thus it also holds in (3) . By a similar argument we obtain that z i ≤ −p i holds for all i ∈ V − . Hence, we can rewrite Problem (3) as
Then 0 ≤ v σi ≤ p i holds, since 0 ≤ w i ≤ p i . Also, letting
we obtain that 0 ≤ u iτ ≤ −p i holds, since 0 ≤ z i ≤ −p i . Further, by (5) we have that i∈V +
We next introduce the variable f , defined by
From (7) and (8) it follows that the objective (4) can be replaced by a maximization of the variable f . Adding the two equality constraints in the Problem (3) gives
since each variable y ij appears twice, with +1 and −1 coefficients. By (6), (9) , and (7), we arrive at
An equivalent formulation of Problem (3) is thus given by
which can be interpreted as a maximum flow problem, in a network depicted in Figure 2 , with σ as the source node, τ as the sink node, v σi as the flow on an arc from the source to node i ∈ V + , u iτ as the flow on an arc from node i ∈ V − to the sink, and f as the total flow. It follows from (3), (7), and (8) that
Problem (10) and the equality (11) are consistent with the results of Picard [6] . To show, using our derivation, that an optimal solution to the pit design problem is given by a minimum cut for the maximum flow problem, we study the linear programming dual of Problem (10) . Let q σ , q τ , and l i , i ∈ V , be the dual variables for the constraints for the source, the sink, and the block nodes, respectively. Let further h i , i ∈ V , be the dual variables for the upper bound constraints. Then the dual of (10) 
Let (S,S), with σ ∈ S and τ ∈S, be a minimum cut. An optimal solution is then given by (e.g. [1] ) q σ = 0, q τ = 1,
and
Then, for i ∈ V + ,
and for i ∈ V − ,
From (14) and (15) it follows that
Now, let x * i = 1 − l * i . Then (13) and (12) imply that x * i , i ∈ V , is feasible in Problem (1). By using (16) and (11) we obtain that
Since x * i , i ∈ V , is feasible, this implies that it is also optimal. Hence, an optimal solution to the pit design problem (1) is obtained from a minimum cut for the maximum flow problem (10) .
