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Abstract—Compared with traditional news media, social media
nowadays provides a richer and more timely source of news. We
are interested in multi-spatial level event detection from geo-
tagged tweet streams. Specifically, in this paper we (1) examine
the statistical characteristic for the time series of the number
of geo-tagged tweets posted from specific regions during a short
time interval, e.g., ten seconds or one minute; (2) verify from
over thirty datasets that while almost all such time series exhibit
self-similarity, those that correspond to events, especially short-
term and unplanned outbursts, follow a power-law distribution;
(3) demonstrate that these findings can be applied to facilitate
event detection from tweet streams. We propose two algorithms—
Power-law basic and Power-law advanced, where Power-law basic
only checks the existence of power-law distributions in the
time series from tweet streams at multi-spatial scales, without
looking into the content of each tweet, and Power-law advanced
integrates power-law verification with semantic analysis via
word embedding. Our experiments on multiple datasets show
that by considering spatio-temporal statistical distributions of
tweets alone, the seemingly naive algorithm of Power-law basic
achieves comparable results with more advanced event detection
methods, while the semantic analysis enhanced version, Power-
law advanced, can significantly increase both the precision and
the recall.
Index Terms—self-similarity, power-law distribution, multi-
spatial event detection
I. INTRODUCTION
Social media, especially Twitter, has become an increasingly
more popular source of news. Compared with traditional forms
of media, such as TV and newspapers, it often provides more
timely information about various type of incidents. We are
interested in real-life event detection at multi-spatial levels
from geo-tagged tweet streams.
We initially investigated using Poisson models to monitor
the fluctuations in the time series of the number of geo-
tagged tweets posted within a bounding box during a short
time interval, e.g., ten seconds to one minute. However, our
experimental results observe a relatively high false positive
rate for this Poisson model based event detection method.
This observation motivates us to reexamine the properties of
these time series. Specifically, this paper aims to answer the
following questions:
Section III: What are the statistical characteristics of the
time series? A draw of several time series at different time
scales, i.e., the number of tweets posted every 1, 10, 60,
1000 seconds, shows that burstiness persists over all these
scales, which indicates self-similarity [1], [2]. In order to
verify this finding, we collect 33 tweet datasets of different
types, generate the corresponding time series by counting
the number of tweets posted every minute, and check self-
similarity using three popular methods [3], [4]: aggregate
variance, R/S and Whittle (please refer to Section II for a more
detailed description on self-similarity and the three methods).
Our results suggest that all the time series are self-similar.
Section IV: Can the time series be better characterised
by other models than the Poisson process? The existence
of self-similarity suggests that Poisson models are inadequate
to capture the underlying dynamics in tweet streams. Instead,
we examine whether a power-law distribution can be validated
from these time series, and find that when an event occurs, it
is indeed more likely to observe a power-law distribution in
the time series generated from geo-tagged tweet streams.
Section V: Can the answers to the previous two questions
be applied for event detection from geo-tagged tweet
streams? We propose two event detection methods—Power-
law basic and Power-law advanced: (1) Power-law basic only
checks the existence of power-law distributions in the tweet
stream at multi-spatial scales, without looking into the content
of each tweet, or using any other information except the geo-
location. Our experiments demonstrate that when combined
with a Quad-tree [5], [6], this seemingly naive approach can
achieve comparable performance with Geoburst [7]1, a widely
cited event detection algorithm that considers temporal, spatial
and semantic information; (2) Power-law advanced improves
the algorithm by incorporating semantic analysis via word
embedding, and our results suggest that it can significantly
increase both the precision and the recall.
The remainder of this paper is organised as follows: Sec-
tion II provides background information on self-similarity and
1Although the improved versions exist (Geoburst+ [8], TrioVec [9]), we do
not use them as baselines in this work as they are supervised approaches.
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power-law distributions; Section III describes the collected
datasets, and checks whether the generated time series exhibit
self-similarity; Section IV verifies the power-law hypothesis;
Section V proposes two multi-spatial event detection algo-
rithms, Power-law basic and Power-law advanced; Section VI
summarises related work in event detection from social media;
and Section VII concludes the paper and gives directions for
future work.
II. BACKGROUND ON SELF-SIMILARITY & POWER-LAW
DISTRIBUTIONS
In this section, we briefly introduce the fundamental con-
cepts in self-similarity and power-law distributions, including
their definitions and the methods to verify them.
A. Self-similarity
Unlike traditional Poisson traffic, where short-term fluctu-
ations average out over a longer period of time, self-similar
traffic maintains burstiness at all time scales.
1) Definition: Before giving the definition of self-similarity,
we first introduce the concept of an aggregated process: given
a process X = (Xi : i = 1, 2, 3, ...), its aggregated process
is X (m) = (X (m)
k
, k = 1, 2, 3, ...), where m is the block size,
X (m)
k
= 1m
∑m·k
j=m·(k−1)+1 Xj . In other words, X
(m) partitions the
original series X into non-overlapping segments of size m, and
then averages over each segment.
A process X is called exactly second-order self-similar [1],
[2] with parameter H = 1− β/2, 0 < β < 1, if Rm(k) = R(k) ∼
k−β as k → ∞, where Rm(·) and R(·) are the autocorrelation
functions for X (m) and X , respectively. The parameter H is
called the Hurst parameter [10], [11], and for a self-similar
process, H ∈ (0.5, 1).
2) Methods to Test Self-similarity: SELFIS [3], [4] is a
popular tool for testing self-similarity. It provides a number of
methods to calculate the Hurst parameter, and the following
three widely used methods are selected in this paper.
• Aggregate variance. A sufficient condition of self-
similarity is Vm = V · m−β, m ∈ Z>1 = {2, 3, ...}, where
V (Vm) is the variance of X (X (m)). Therefore, if a log-
log plot of Vm/V is drawn against m, then a straight line
with slope β larger than −1 indicates self-similarity, and
H = 1 − β/2.
• R/S. For a self-similar process, its rescaled adjusted
range or R/S statistic can be represented by the relation:
limn→∞ E(RS (n)) = C · nH ,
where C is a finite positive constant, and n is the number
of points in the process. Therefore, in the log-log plot of
R
S against n, the slope is an estimate of H.
• Whittle. The Whittle method applies maximum likelihood
estimation to the spectral density function of X . It not
only estimates H, but also produces a confidence interval.
B. Power-law Distribution
A power-law probability distribution [12], [13] takes the
form of p(x) ∝ x−α, where α is a positive constant often
known as the exponent or scaling parameter.
A straightforward way to visualise a power-law distribution
is to draw a log-log plot of the complementary cumulative
distribution function (CCDF), and a roughly straight line is
expected to be seen in the plot. However, this is only a neces-
sary but not sufficient condition for a power-law distribution.
In order to validate that a time series X follows a power-
law distribution, we first fit a power-law model to X , and then
run the Kolmogorov-Smirnov (KS) test [14]. If the p-value of
this significance test is below 0.05, the power-law hypothesis
is rejected. Note that if a time series follows a power-law
distribution, its log-log transformed CCDF is expected to
be qualitatively similar at different scales, and hence it also
exhibits self-similarity.
III. VERIFICATION OF SELF-SIMILARITY IN TWEET
STREAMS
In order to study the statistical characteristic of tweet
streams, we have collected the following datasets:
• D1−D30 (public)—A collection of 30 datasets associated
with real-world events from 2012 to 2016, each of which
contains from around 2×105 to nearly 3×107 tweets [15].
• D31 (public)—Twitter event detection dataset, which con-
tains more than 120 million tweets (although the majority
of these tweets are not associated with any event). The
ground truth for 506 events and associated tweets are
given [16].
• D32—Twitter dataset shared by the authors of [8], which
includes 9.5 million geo-tagged tweets from New York
between 2014-08-01 and 2014-11-30.
• D33—Over 920 thousand geo-tagged tweets collected
from Melbourne between 2014 and 2018.
These datasets cover different types of tweets: D1 − D30
contain tweets that are only associated with specific events, the
majority of which have worldwide impact; D31 contains tweets
that both do and do not correspond to (mostly) local or less
influential events, with the ground truth provided; D32 & D33
include all geo-tagged tweets from a region during a certain
period of time.
Note that because the original datasets of D1 − D31 only
include tweet ids, we have used a tool called “twitter-dataset-
collector” [17] to download all the tweets. Since these datasets
consist of hundreds of millions of tweets, it is infeasible to use
the Twitter API to collect them due to the rate limit—it takes
a significant amount of time to retrieve all the tweets. Instead,
the tool crawls the webpages and reconstructs the original
tweets. However, some tweets have already been deleted, and
hence are not retrievable in this way. Even for those obtained
tweets, the collected information is not as rich as in what the
API returns. For example, most of the tweets do not have any
location information, and the rest only have a location label—
normally a city/town name, rather than specific coordinates.
In addition, the second is truncated in the publication time.
For each of the above datasets, we count the number of
tweets posted every minute, generate the corresponding time
series, and test whether they exhibit self-similarity using three
methods: aggregate variance, R/S and Whittle.
A. Self-similarity in D1 − D30
We start with the 30 datasets of real-world events with wide
impact. As can be seen from Fig. 1a, all the estimates of the
Hurst parameter are within the range of 0.5 and 1, which
indicates that the corresponding time series are self-similar.
Since we are more interested in geo-tagged tweets, we further
examine the tweets that have a location label. The results in
Fig. 1b suggest that these time series are self-similar too.
Among the 30 events, eleven of them are relatively short-
term (from a few days to a couple of weeks), unplanned
outbursts: Boston marathon bombing, Ferguson unrest, Gaza
under attack, Ottawa shooting, Sydney siege, Charlie Hebdo
shooting, Germanwings crash, Paris attacks, Brussels airport
explosion, Cyprus hijacked plane and Lahore blast. This is
the type of event that we are mostly interested in detecting
from tweet streams. Therefore, for these eleven datasets, we
extract tweets from close to where the events occurred, as
those tweets will be most helpful in event detection. The
results in Fig. 1c show that the corresponding time series
exhibit self-similarity as well. Note that for the event of “Gaza
under attack”, insufficient data are collected locally, and hence
it is not included.
B. Self-similarity in D31
Next we examine the 506 events in the dataset of D31, the
majority of which are local or less influential compared to
those in D1−D30. The tool SELFIS requires that a time series
should have a minimum length of 64—in our case, since we
count the number of tweets posted every minute, this means
the event needs to last for at least 64 minutes (suggested by
the collected data). However, quite a number of events in D31
do not meet this requirement, and hence are not considered. In
addition, we also remove events that have less than 50 tweets,
or whose time series have a maximum value of less than 10—
never did 10 or more tweets get posted about the event within
one minute. Finally, 62 events satisfy all three requirements,
and the estimates of the Hurst parameter for the corresponding
time series are shown in Fig. 2.
As can be seen from the figure, five out of the 186 estimates
are below 0.5. We believe that these outliers can be due to a
lack of data for the five events: three of the time series have
only 64 data points, while the other two have 128. For all
events the length of whose time series is equal to or larger
than 256, the estimates are all within the rage of 0.5 and 1.
We also calculate the Hurst parameter for the time series
of the whole dataset of D31, since the majority of the 120
million tweets are not associated with the 506 events, and the
estimates are also between 0.5 and 1.
C. Self-similarity in D32 & D33
We further test self-similarity in the datasets of geo-tagged
tweets collected from New York and Melbourne. The statistics
in Table I suggest that the time series generated from these
two datasets also show self-similarity. Specifically, we not only
check the overall case (level 0), but also zoom into sub-regions
by recursively dividing the area into four equal parts (levels 1
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(a) All tweets.
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(b) Tweets with a location label.
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(c) Local tweets (tweets close to where the event occurred),
i.e., for the events of (1) Boston marathon bombing, (2)
Ferguson unrest, (4) Ottawa shooting, (5) Sydney siege, (6)
Charlie Hebdo shooting, (7) Germanwings crash, (8) Paris
attacks, (9) Brussels airport explosion, (10) Cyprus hijacked
plane and (11) Lahore blast, only the tweets from Mas-
sachusetts, Ferguson, Ottawa, Sydney, Paris, France, Paris,
Brussels, Cyprus, Lahore or Punjab are counted.
Fig. 1: Hurst parameter estimates for D1 − D30. Events: 1.
Boston marathon bombing; 2. Ferguson unrest; 3. Gaza under
attack; 4. Ottawa shooting; 5. Sydney siege; 6. Charlie Hebdo
shooting; 7. Germanwings crash; 8. Paris attacks; 9. Brussels
airport explosion; 10. Cyprus hijacked plane; 11. Lahore blast;
12. Euro 2012; 13. Ebola outbreak; 14. Hong Kong protests;
15. Refugee Welcome; 16. Panama papers; 17. Hurricane
Sandy; 18. Typhoon Hagupit; 19. Hurricane Patricia; 20. Nepal
Earthquake; 21. Sismo Ecuador; 22. Mexican election 2012;
23. Obama and Romney 2012; 24. Superbowl 2012; 25. SXSW
2012; 26. US election 2012; 27. Indyref 2014; 28. St. Patrick’s
Day 2014; 29. Brexit; 30. Irish election 2016.
to 3). The results indicate that in the city and all sub-region
levels, their corresponding time series are self-similar. Table I
lists part of the statistics.
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Fig. 2: Hurst parameter estimates for D31. Out of the 506
events, 62 of them meet all the three requirements: (1) lasting
for a minimum of 64 minutes, (2) having at least 50 tweets, and
(3) the maximum value in the time series is not smaller than
10. For a detailed description of the events, please refer [16].
TABLE I: Hurst parameter estimates for D32 − D33. Level 0:
the whole area; Level 1: dividing the whole city into four equal
sub-regions: 1-1, 1-2, 1-3, 1-4; Level 2: dividing sub-region
1-1 into four equal parts: 2-1, 2-2, 2-3, 2-4; Level 3: dividing
sub-region 2-1 into four equal parts: 3-1, 3-2, 3-3, 3-4.
Level
D32: New York D33: Melbourne
Aggregate R/S Whittle Aggregate R/S WhittleVariance Variance
0 0.68 0.68 0.97 0.90 0.75 0.60
1: 1-1 0.90 0.78 0.89 0.87 0.72 0.57
1: 1-2 0.90 0.80 0.84 0.87 0.72 0.57
1: 1-3 0.92 0.80 0.84 0.79 0.66 0.55
1: 1-4 0.90 0.79 0.87 0.82 0.67 0.56
2: 2-1 0.88 0.80 0.85 0.85 0.70 0.56
2: 2-2 0.90 0.81 0.82 0.85 0.71 0.56
2: 2-3 0.90 0.82 0.77 0.77 0.66 0.55
2: 2-4 0.89 0.82 0.79 0.78 0.65 0.55
3: 3-1 0.85 0.82 0.82 0.81 0.67 0.55
3: 3-2 0.86 0.82 0.77 0.80 0.68 0.55
3: 3-3 0.84 0.84 0.71 0.76 0.65 0.56
3: 3-4 0.87 0.82 0.75 0.72 0.59 0.54
In summary, our results in this section demonstrate that self-
similarity widely exists in different types of Twitter datasets,
in terms of the number of tweets posted every minute. This
conclusion can be extended to different time intervals due to
the self-similarity. For example, for D32 & D33, since each
tweet’s exact publication time (to the precision of a second) is
known, we also check the time series of the number of tweets
posted every 10 and 100 seconds, and the results also indicate
self-similarity.
IV. EXISTENCE OF POWER-LAW DISTRIBUTION IN EVENT
TWEET STREAMS
In this section, we first examine whether the generated time
series from Twitter datasets follow a power-law distribution. If
this is the case, it explains self-similarity—a time series that
follows a power-law distribution is also self-similar. Second,
we reveal an important finding that when an event occurs it
is much more likely to observe a power-law distribution in
the tweet stream, compared with when no event occurs. This
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(a) Tweets with a location label. For Events 12 (Euro 2012),
23 (Obama and Romney), 24 (Superbowl 2012), 25 (SXSW
2012), 26 (US election) and 28 (St. Patrick’s Day 2014), the
original p-values of 0.0 are replaced with 0.001, in order for
them to be plotted.
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(b) Local tweets (tweets with a location label that is close to
where the event occurred) only.
Fig. 3: P-values of the significance test for D1 − D30. A p-
value of less than 0.05 indicates that the power-law hypothesis
should be rejected.
finding suggests that the existence of a power-law distribution
can be used to help event detection from tweet streams.
Recall that in order to test the power-law hypothesis, we fol-
low the approach introduced in Section II: run the significance
test, calculate the p-value for the fitted power-law model, and
reject the hypothesis if the p-value is smaller than 0.05.
A. Power-law Distribution in D1 − D30
We still start with the 30 datasets of real-world events
(D1 − D30). However, we only check the existence of power-
law distribution for tweets with a location label, which are
useful in local event detection.
Fig. 3 shows the p-values for the time series of (1) the
tweets with a location label (Fig. 3a), and (2) the tweets that
are close to where the 10 short-term and unplanned outbursts
have occurred (Fig. 3b). We can see that in the first case, 24
out of 30 time series pass the significance test, while in the
second case, all the 10 time series are with a p-value larger
than 0.05. This indicates that when an event occurs, there is
high probability that a power-law distribution can be detected
in the geo-tagged tweet stream from the surrounding areas.
B. Power-law Distribution in D31
We continue the test of a power-law distribution for the
dataset D31 of over 500 events to further verify the above
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Fig. 4: P-values of the significance test for D31. For Events
1, 8, 22, 45 and 52, the original p-values of 0.0 are replaced
with 0.001, in order for them to be shown in the figure.
finding. Note that we only examine the tweets associated with
an event according to the provided ground truth. In addition,
although most of the tweets in D31 do not have a location
label, the majority of the events are regional, and hence it is
likely that most of the tweets are posted close to where the
events have occurred.
As can be seen from Fig. 4, 52 out of the 62 time series pass
the significance test. The above statistics in Figs. 3-4 indicate
that when an event happens, it is likely that the time series
corresponding to the geo-tagged tweets from surrounding
areas follows a power-law distribution, and hence exhibits
self-similarity.
Up till now, we have only considered tweets of certain
events. However, can a power-law distribution be observed as
well when no event occurs (i.e., false positives)? In order to an-
swer this question, we randomly extract 100 two-hour intervals
from all tweets with a location label, remove those tweets that
are associated with any of the 506 events, and check whether
a power-law distribution can be detected within the 100 time
series corresponding to the remaining tweets, where each time
series counts the number of tweets posted every minute during
the two-hour interval. The result shows that only 21 of the
time series follow a power-law distribution—the percentage is
much lower than when an event occurs.
Finally, we consider the overall case where all tweets are
mixed together, no matter if they are associated with any event
or not, and check whether a power-law distribution can be
detected to further examine the probability of false positives.
Specifically, we extract 1000 two-hour intervals (potentially
with overlap) randomly from all tweets with a location label,
and then validate the existence of a power-law distribution in
the generated time series. In this case, 25.0% of them pass
the significance test, which is also obviously lower than the
percentage when an event occurs.
C. Power-law Distribution in D32 & D33
In order to verify the last observation in the above subsec-
tion, i.e., the overall case, we further test datasets D32 & D33,
both of which include all geo-tagged tweets from a certain
area, not just specific to any events. We take the same approach
by randomly selecting 1000 two-hour windows from each
TABLE II: Percentage of test windows where a power-law
distribution can be observed at different spatial scales in the
datasets of D32 − D33.
D32: New York D33: Melbourne
Level 0: overall 48.1 5.2
Level 1: sub-region 1-1 17.1 0.2
Level 1: sub-region 1-2 10.7 0.6
Level 1: sub-region 1-3 12.2 0.0
Level 1: sub-region 1-4 14.0 0.0
Level 2: sub-region 2-1 11.4 0.1
Level 2: sub-region 2-2 7.0 0.2
Level 2: sub-region 2-3 17.1 0.0
Level 2: sub-region 2-4 11.8 0.0
Level 3: sub-region 3-1 10.8 0.1
Level 3: sub-region 3-2 9.9 0.0
Level 3: sub-region 3-3 21.2 0.0
Level 3: sub-region 3-4 10.6 0.0
dataset, and run the significance test on the corresponding time
series. The results are listed in Table II. We believe the high
percentage for D32 (New York) at Level 0 is because there
are significantly more tweets in this dataset, which contains
too much noise and leads to false positives. In fact, as can be
seen in Table II, if we zoom into a sub-region of New York,
and generate the time series by counting the tweets only from
there, the percentage decreases quickly.
The above experimental results suggest that for a collected
set of tweets, if a considerable portion of them are about
a certain event, then a power-law distribution is likely to
be observed in the corresponding time series. Therefore, we
propose to use the existence of a power-law distribution to
help detect or verify events from geo-tagged tweet streams. In
the next section, we test this idea by building a simple event
detection algorithm that ignores the content of a tweet, but
only counts the number of tweets posted during a short time
period at different geographic scales, and checks whether it
follows a power distribution.
V. APPLICATION IN EVENT DETECTION
This section aims to apply the previous finding of the
correlation between the occurrence of an event and a power-
law distribution in tweet streams for event detection. We
first propose an algorithm Power-law basic and show that by
checking power-law distributions alone, it can achieve com-
parable results to more complex algorithms that use semantic
analysis in addition to spatial clustering, e.g., Geoburst [7],
a popular state-of-the-art event detection algorithm. Then we
integrate semantic analysis with power-law verification, and
show that this improved version, Power-law advanced, can
achieve significantly better performance.
A. Power-law Basic: Power-law based Multi-scale Spatial
Event Detection
We start with a brief problem definition of event detec-
tion from tweet streams. For a certain region R, given a
stream of tweets T = {t1, t2, ..., tn} and a query window
W = {tn−m+1, tn−m+2, ..., tn} (m is the number of tweets in W)
that represents currently observed tweets, the aim is to identify
a set of tweets Ti ⊆ W that are associated with an event as
close to where and when the event occurs as possible.
To solve the above problem, we propose to create a Quad-
tree (QT) for each W , the root of which represents the whole
region R. If m exceeds the predefined threshold ms , QT
divides R into four equally sized sub-regions, and the process
continues until the number of tweets in each leaf node is
not larger than the threshold, or the depth of QT reaches the
maximum value, i.e., the size of a sub-region has to be larger
than a certain value. Once the Quad-tree is built, the detection
will be run at all levels, which mitigates the impact of the
arbitrary division of space.
As shown in Algorithm 1, we check for the existence of a
power-law distribution in each node of QT : for a node N , (1)
collect tweets from all children nodes recursively (note that
once a node is divided, it does not hold any tweet itself, as all
its tweets are moved to one of the four child nodes); (2) divide
the query window into multiple time intervals of d seconds,
and count the number of tweets posted in each interval to
generate the time series S (here d does not need to be 60 as
in our previous experiments, e.g., a time series of tweets posted
every 30 seconds should still follow a power-law distribution);
(3) fit a power-law model to S; (4) run the significance test
and calculate the p-value; (5) reject the power-law hypothesis
if the p-value is less than 0.05, otherwise create a new event
with all the tweets and append it to the final result; (6) repeat
(1)-(5) for each child node at the lower levels, so that an event
can be detected as close to where it happens as possible.
1) Delay in the Validation of a Power-law Distribution:
An important question is: how many data points need to be
observed (nmin), i.e., the minimum length of the time series,
or the delay, to verify a power-law distribution? The answer
impacts two important parameters in the above algorithm: the
length of the query window, l (in seconds; l is different from
m, which is the number of tweets in a query window), and the
length of the time interval, d (in seconds), since nmin = l/d.
For example, if nmin = 100 and l = 600, then in order to
obtain 100 data points from each query window, the algorithm
divides the window into 100 intervals, i.e., counts the number
of tweets posted every 6 seconds.
Our experiments on datasets D1 − D31 suggest that when
l and d are chosen properly, so that the majority of the
elements in the time series are above zero, then the power-
law distribution can be verified using the first 60 data points,
i.e., nmin = 60. Normally, a larger value of nmin contributes
to a lower false positive rate, but too large a value causes
few events to be found, which decreases the precision. In the
following experiments, we set 60 ≤ nmin ≤ 300 and 1200 ≤
l ≤ 3600. A more detailed sensitivity analysis is given in the
next subsection.
B. Experimental Verification
In order to demonstrate the performance of Algorithm 1,
we have tested it against Geoburst on three datasets (we did
Algorithm 1: Power-law basic: power-law based multi-
scale spatial event detection
Input : Geo-tagged tweets in the query window, W ;
Maximum depth of the Quad-tree (QT), D;
Threshold for splitting a node in QT, ms;
Length of the query window, l;
Time interval to count tweets, d (seconds)
Output : Event list, E
1 Phase 1: Build Quad-tree
2 Create an empty Quad-tree QT ;
3 for tweet t in W do
4 if child nodes != NULL then
5 Insert t into one of the child nodes based on
t’s coordinates;
6 else if the number of tweets in the current node
≥ ms && QT’s depth < D then
7 Split the current node into four nodes;
8 Move all tweets including t into one of the
four child nodes according to the
coordinates;
9 else
10 Insert t into the current node;
11 Phase 2: Multi-scale spatial event detection f(N, l)
12 for node N in QT do
13 Collect tweets from all children nodes recursively;
14 Generate the time series S: divide l into multiple
intervals of d seconds and count the number of
tweets posted during each interval;
15 Fit a power-law model to S;
16 Run the significance test, and calculate the
p-value for the fitted model;
17 if p-value < 0.05 then
18 Reject the power-law hypothesis;
19 else
20 Create a new event, append all tweets from
children nodes to it, and insert it to E;
// Detect events at lower levels recursively
21 for N ′ in child nodes do
22 E .add( f (N ′, l))
23 return E
not choose the improved versions of Geoburst+ [8] and Tri-
oVecEvent [9] because they use supervised approaches, while
both Geoburst and our method use unsupervised approaches.
In addition, the purpose here is just a proof of concept that
power-law verification can be used for event detection):
• All geo-tagged tweets from Melbourne in Jan 2017, with
a size of 23.3K;
• All geo-tagged tweets from Los Angeles between 9
February and 22 February 2019, with a size of 13.2K;
• All geo-tagged tweets from Sydney between 12 February
and 5 April 2019, with a size of 28.4K.
These three datasets have different levels of event density:
Melbourne > LA > Sydney, and we intend to check the
performance of our method in all these settings. Specifically,
the Melbourne dataset contains the event of “Melbourne car
attack” [18], which is the type of event that we are most
interested in detecting.
The reason why we do not use D31, although it provides the
ground truth, is the lack of accurate location information and
publication time: the location is normally a city/town name,
and the publication time only has a precision of a minute. As
a result, in order to generate a time series with a minimum
length of 60, it is necessary to collect tweets for 60 minutes,
and since the Quad-tree cannot divide the root node due to the
missing coordinates, the algorithm always needs to check the
power-law distribution at level 0 against hundreds of thousands
of tweets from worldwide, which contains too much noise.
1) Quantitative Analysis: Depending on the density of the
data, the parameters are chosen as follows to ensure that there
are an appropriate number of tweets in each query window,
and sufficient elements in the generated time series are above
zero: (1) for the dataset collected from Melbourne, each query
window is set to 30 minutes, i.e., l = 1800, nmin is set to
80, and ms = 15; (2) for the dataset collected from LA, l =
1200, nmin = 150, and ms = 50; (3) for the dataset collected
from Sydney, l = 3600, nmin = 100, and ms = 50. To make
the results comparable, we set the query window to be of
the same length for Geoburst, and all other parameters take
the default values in the code shared by the author. For each
of the three datasets, we run both algorithms on consecutive
query windows covering the whole period. For example, the
Melbourne dataset lasts 31 days, so there are 31×48 = 1488
query windows.
Fig. 5 presents the performance comparison between the
two algorithms, which suggests that even though Power-law
basic does not check the content of each tweet, it achieves
comparable performance with Geoburst, in terms of both
precision and recall. Note that since the ground truth of the
three datasets are not given, it is difficult to calculate the
true recall. Therefore, we adopt a similar approach as in [8],
[9] and calculate the pseudo recall = Ntrue/Ntotal , where
Ntrue is the number of true events detected by a method, and
Ntotal is the number of true events detected by all methods,
plus the events hand-picked by us that occurred during the
query periods within the chosen cities, including festivals,
sport games, natural disasters, etc. Note also that the validity
of each event is checked manually.
However, we are not claiming that it is sufficient to detect
events just by checking the existence of a power-law distribu-
tion, and we further improve the algorithm in Section V-C.
Sensitivity analysis on nmin. Fig. 6 shows how nmin im-
pacts the number of different events detected and the precision
for the dataset of Melbourne, when l is set to 30 minutes and
ms = 15. As nmin first increases, both the reported events and
false positives decrease, and the false positive count decreases
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Fig. 5: Performance comparison of the three event detection
algorithms.
60 80 90 100 120 150
n
min
2
4
6
8
10
12
N
o.
 o
f d
iff
er
en
t e
ve
nt
s 
de
te
ct
ed
0.5
0.6
0.7
0.8
0.9
Pr
ec
is
io
n
No. of different events detected
Precision
Fig. 6: Sensitivity analysis on nmin for the Melbourne dataset.
The length of the query window l is set to 30 minutes, so
nmin = 60, 80, 90, 100, 120, 150 corresponds to counting the
number of tweets every 30, 22.5, 20, 18, 15, 12 seconds.
faster, so the precision improves. However, as nmin gets too
large, i.e., counting the number of tweets too frequently, too
many elements of the generated time series become zero,
causing too few events to be detected, and the precision drops.
Sensitivity analysis on ms . We further analyse the impact
of ms . Specifically, Fig. 7 shows for the dataset of Melbourne,
when l = 1800 and nmin = 80, how the number of different
events detected and the total detection time change with ms .
A small ms value means a larger depth of the Quad-tree, and
since the detection is running at each node, the total detection
time will be longer, but meanwhile more events are likely to
be found.
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Fig. 7: Sensitivity analysis on ms for the Melbourne dataset.
The length of the query window l is set to 1800 (30 minutes),
and nmin is set to 80.
C. Power-law Advanced: Combining Semantic Analysis with
Power-law Verification
In order to further improve the performance of the proposed
method, we investigate how semantic information can be
incorporated to the event detection algorithm.
A common class of existing methods that use semantic
information is clustering based approaches, where the first step
is to cluster posts/tweets according to their semantic, spatial,
temporal, frequency information, etc., and then generate a list
of event candidates. Once the candidates are found, the second
step is to remove non-event clusters among them. Our finding
in this paper suggests that checking the existence of a power-
law distribution can be used in the second step to test whether
a cluster of tweets are about a real event or not.
In order to demonstrate the feasibility of the above ap-
proach, we design an algorithm Power-law Advanced that
combines fastText (the latest word embedding tool developed
by Facebook) [19], BIRCH (Balanced Iterative Reducing and
Clustering using Hierarchies) [20], and power-law verification,
where fastText is for embedding the tweets so that semantically
similar tweets would also end up close in the vector space,
and BIRCH is for clustering the generated vectors. These two
methods are chosen for demonstration purposes only, and they
can be replaced by other alternatives.
In addition, sliding windows are used: the algorithm keeps
the latest NSW query windows, performs event detection, and
discards the oldest window while collecting new tweets. In the
following experiment, NSW is set to 6, and the size of a query
window is set to 30 minutes.
Specifically, the algorithm (Algorithm 2: Power-law Ad-
vanced) works as described below (also see Fig. 8 for an
illustration):
• Embedding. The same NLP tool [21] as mentioned in
[7] is used to extract entities and noun phrases from
the tweets. These generated keywords are then embedded
with the fastText algorithm, and each tweet is represented
by the average value of the vectors from all its keywords.
A pre-trained fastText model is used in our experiment,
and it is re-trained incrementally with the new tweets [22].
The re-training is done in parallel, and hence does not
delay the detection. Note that the spatial and temporal
Sliding windows
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Cluster Cluster
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Event candidates found after 
adding verification windows
Fig. 8: An illustration of Power-law Advanced.
information is not included in the embedding since the
Quad-tree and sliding windows ensure the similarity in
terms of space and time.
• Clustering. Once the tweets are embedded into vectors,
we use the BIRCH algorithm to cluster the vectors. The
most important parameter in BIRCH is the threshold of
the cluster radius. In our experiment we do not directly
set a fixed value. Instead, we start with a value close to
zero, and increase it by a small step size until either (1)
less than 5% of all items are in small clusters, i.e., clusters
with a size less than 10, or (2) over half of the items are
in the largest cluster, whichever occurs first.
• Power-law detection. The third step is to detect any
power-law distribution within each cluster. Note that a
Quad-tree is still built and maintained, and the detection
is run at all levels of the Quad-tree to mitigate the impact
of the arbitrary division of space.
• Verification. If any event candidate is found in the last
step, we further collect tweets from the verification win-
dow which is set to 5 minutes in our experiment, and
repeat the above three steps. The only difference is that
the keywords are no longer used, and the original text
of each tweet is directly embedded—the rationale is to
ensure that both the keywords and texts are semantically
close within a cluster. Each event candidate from the last
step is then checked against each cluster found in this
step. If any two of them share more than half of the
tweets, they are considered as a match. If no match is
found for a candidate, it will be removed. The verification
process is done three times, and an event candidate has
to pass all three of them.
• Final clean-up. To further decrease the false positive
rate, the last step extracts the top X(= 10) hashtags and
mentions for each cluster, and if more than half of the
tweets contain any of these hashtags or mentions, the
cluster is finally considered as an event.
We test the above algorithm on the same three datasets,
and as can be seen in Fig. 5, this semantic analysis enhanced
power-law verification method increases both the precision and
the recall in most cases.
Algorithm 2: Power-law advanced: integrating power-law
verification with semantic analysis
Input : same as Power-law basic
Output : Event list, E
1 Extract entities and noun phrases using the NLP tool [21]
for each tweet;
2 Call fastText to embed the extracted keywords;
3 Cluster the generated vectors using BIRCH;
4 for Cluster c found in the last step do
5 E .add(Power-law basic(·));
6 for i = 0; i < 3 && E is not NULL do
7 Call fastText to directly embed the text of each tweet;
8 Cluster the generated vectors using BIRCH;
9 for Cluster c′ found in the last step do
10 E ′.add(Power-law basic(·));
11 for Remaining event candidate e ∈ E do
12 if there is no match in E ′ then
13 Remove e;
14 for Remaining event candidate e ∈ E do
15 K ← Extract the top X(= 10) hashtags and mentions;
16 if More than half of the tweets in e does not contain
any element in K then
17 Remove e;
18 return E
In summary, this section has demonstrated that the naive
algorithm of checking the existence of a power-law distribution
can achieve comparable results against more advanced event
detection methods, and its performance can be significantly
improved by integrating with semantic analysis.
VI. RELATED WORK
This section briefly reviews the previous work on event
detection from social media. Specifically, we take a similar
approach as [23] and summarise two types of algorithms:
clustering based and anomaly based. In addition, multiscale
event detection is also considered.
A. Clustering based Event Detection
This type of detection method takes into consideration all
or a subset of temporal, spatial, semantic, frequency and user
information to cluster the tweets [7]–[9], [24]–[31]. However,
since the generated clusters may correspond to non-events,
normally another step is taken to eliminate false positives, e.g.,
by ranking the candidates based on certain criteria, or training
a classifier to decide whether a candidate is a real event.
For example, for each pair of tweets, Geoburst [7] uses the
Epanechnikov kernel to calculate their geographical impact,
and uses the random-walk-with-restart algorithm to to obtain
the semantic impact. In this way, they identify a list of clusters
of geographically close and semantically coherent tweets, i.e.,
event candidates. Finally, historical activities are used to rank
these candidates and the top K events are returned. As the
improved versions, (1) Geoburst+ [8] replaces the ranking
algorithm in Geoburst with a candidate classification module,
which learns the latent embeddings of tweets and keywords.
Then together with the activity timeline, the module extracts
spatial unusualness and temporal burstiness to characterise
each candidate event; (2) TrioVecEvent [9] learns multimodal
embeddings of the location, time and text, and then performs
online clustering using a Bayesian mixture model.
B. Anomaly based Event Detection
This type of method aims to identify abnormal observations
in word usage, spatial activity, sentiment levels, etc. For
example, Valkanas and Gunopulos [32], [33] use sentiment
analysis for event detection, which is based on the idea that
the sentiment level fluctuates as people respond to an event to
express their opinions. Another example is to detect peaks in
Twitter hashtags using a Discrete Wavelet Transformation [34],
since these peaks are likely to correspond to real-world events.
Specifically, only the hashtags are used, and all the remaining
tweet text is discarded. In addition, Vavliakis et al. [35]
propose Latent Dirichlet Allocation based event detection for
MediaEval Benchmark 2012 [36], where the dataset contains
167,000 images from Flickr. They detect peaks in the number
of photos assigned to each topic, and identify an event for a
topic if it receives an unexpectedly high number of photos.
C. Multiscale Event Detection
Running event detection on a fixed spatial resolution may
not help in finding events at different scales. For example,
using low resolution spatial data might only capture events
occurring on the state or the country level, while high res-
olution data can help detect events at community or city
scales. Therefore, another stream of work intends to detect
events at different space resolutions, to better adapt to the
unpredictability of real-life events [37]–[39]. For example,
Dong et al. [37] explore the properties of the wavelet transform
for the detection of events at different spatio-temporal scales.
In addition, Visheratin et al. [39] build a convolutional quad-
tree, which instead of dividing a region into four sub-regions
of equal size, uses a convolutional neural network to decide a
more appropriate division.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have (1) verified in more than 30 datasets
the existence of self-similarity in the time series of the number
of geo-tagged tweets posted within a short time interval
from a certain region; (2) demonstrated that a power-law
distribution is much more likely to be observed when an event
occurs in tweet streams; (3) proposed two event detection
algorithms: Power-law basic and Power-law advanced. Power-
law basic is based on the validation of power-law distributions
at multi-spatial scales, without checking the content of each
tweet, or using any information other than the geo-location.
Experimental results on multiple datasets show that it can
achieve comparable performance with Geoburst, a widely
cited event detection algorithm. Power-law advanced improves
the algorithm by incorporating semantic analysis via word
embedding, and our results demonstrate that it can significantly
increase both the precision and the recall.
For future work, we will further study the self-similar
patterns in tweet streams. Our current result explains why
when an event occurs the corresponding time series shows
self-similarity—it follows a power-law distribution. However,
we have not examined why the tweet count time series still
exhibits self-similarity when there is no event.
In addition, as a separate direction, we will explore other
potential ways for embedding and clustering to futher improve
the performance of the event detection algorithm. Specifically,
in terms of embedding, we are considering (1) dispensing with
the Quad-tree and directly embed the location information;
(2) representing a tweet using other methods rather than the
average value of the vectors for each word that it contains.
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