



EISEVIER Annals of Pure and Applied Logic 68 (1994) 161-171 
A rank one cohesive set 
Rodney G. Downeyaq*.l, Yang Yueb 
a Mathematics Department, Victoria University, P.O. Box 600, Wellington, New Zealand 
b Department qf Mathematics. National University ?f Singapore, Kent Ridge, Republic of Singapore 
Communicated by A. Nerode; received 12 November 1993 
Abstract 
In this paper, we prove that there is a l7: class in 2” with a unique nonrecursive member, with 
that member a cohesive set. This solves an open question from Cenzer et al. (1993). The proof 
uses the Ai method in the context of the construction of a L’y class. 
1. Introduction 
In this paper we contribute to our understanding of the relationship between 
properties possessed by members of II: classes and their possible Cantor-Bendixon 
rank. (See Section 2 for precise definitions.) The reader should recall that a recursively 
bounded ZZY class can be thought of as an effectively closed subset of Cantor space 
(0, 11”. The first Cantor-Bendixon derivative of a set C E 2” is generated by deleting 
the isolated points of C, and the rank of C is obtained by iterating this operation till 
either an empty or a perfect set remains. 
fly classes underly many areas of effective mathematics and proof theory, and have 
a long and rich history. The reader is referred to, e.g., [3,4,7-9, 11-j. There are very 
interesting relationships between the Cantor-Bendixon derivative of a II? class and 
properties of its members. For instance, Cenzer et al. [l] showed that if a set X is 
a member of a ZIy class of rank CI = 1 + n then X < rO1+Zn, and that this bound is 
sharp. The exact relationship between Turing degree and rank of a set is unknown. (It 
is known that for every recursive ordinal CI and every recursively enumerable nonzero 
degree a, there is a set of rank (Y and degree a [S], but there are degrees containing only 
sets of rank 1 [6].) 
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A new direction in these studies was initiated by Cenzer et al. [2] who began 
a programme to understand not only the relationship between the degrees of members 
of ny classes and their ranks, but also to look at interactions between properties of the 
lattice of HA classes in 2” and the lattice of recursively enumerable sets. For our 
purposes, the results of interest from [2] were those that concerned the relationship 
between cohesive sets and rank. In [2] it is shown that no maximal set can have rank 1, 
although maximal sets can have rank 2. In fact, it is shown that no Z$ set can be both 
hyperhyperimmune and have rank 1. This left open the question of whether there can 
exist a rank 1 cohesive set. The goal of this paper is to prove the following: 
Theorem 1.1. There exists a set A < T0” which has rank one and is cohesive. 
In Section 2 we dispose of the preliminaries and in Section 3 we give the proof of the 
theorem. We remark that the proof is of some technical interest since we try to build 
the set, roughly speaking, in the “low state” if we have a preference. Of course, the fact 
that the set is A$ but not Ci is probably indicative of the underlying reasons for the 
complexity of the argument. We neither know if a rank one cohesive set can be n$, 
nor do we know if a rank one cohesive set must be thin in the sense of Cenzer et al. [2]. 
2. Preliminaries 
Let us briefly recall the terminologies of [2]. Let 2’” be the set of finite strings of O’s 
and 1’s. We think of a string G as a function from (0, 1, ... , n - l} into (0, l} and write 
lb(a) = n (or sometimes 1~) = n). For m < lh(cr), a/m is the restriction of 0 to 
{O,l, ‘.. , m - l} . z is an extension of G (a<r) if 0 = r rrn for some m. The concatena- 
tion 0-r is defined by 
frhr = (0(0),0(l), ... ,o(m - l),z(O),z(l), ... ,z(n - l)), 
where m = lb(a) and n = lb(r). For a string (T, we sometimes think of it as a code of 
finite set {a0 < a, < ... <a,}suchthatforallk,a(k)=10(3i<n)[ai=k]. 
A tree is a set T of strings such that if r E T and a<z, then 0 E T. The set [T] of 
paths through T is {x: x rrn E T for all m} . A subset P of 2” is fly if P = [T] for some 
recursive tree T. 
The Cantor-Bendixson derivative D(P) of a closed set P is the set of nonisolated 
points of P. The iterated Cantor-Bendixson derivative D*(P) is defined for all ordinals 
c( by the following transfinite induction. 
DO(P) = P; D’+l(P) = D@“(P)) for any cc; 
D”(P) = n D”(P) for any limit ordinal A. 
L?<l 
The Cantor-Bendixson rank of a countable closed subset P of 2” is the least ordinal 
OL such that the (a + 1)st derivative is empty. The Cantor-Bendixson rank of a point 
A ~2~ is the least ordinal such that, for some ny subset P of 2”, D”(P) = {A}. 
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A set C is called cohesive if C is infinite and for any infinite r.e. set Weither C E * W 
0rC E*W. 
3. The construction of a rank one cohesive set A 
We will build a recursive tree T such that there is a unique limit point f in the 
fly-class [T], which is the characteristic function of a cohesive set A. We construct 
tree T by stages. In order to make T recursive, we impose the following rule on our 
construction: 
At stage s, we only enumerate strings of length less than or equal to s into T. 
After stage s, we do not make any changes on any string of length less than or 
equal to s. 
Therefore, T, is recursive since for any string 0, d E T if and only if D E &(aJ. 
Given a string 0 on T, we say that we build a comb above 0, if at each stage t > 101, 
we enumerate the set 
{crhlmhOn~m, n tz~, 161+ m + n = t) 
into T. At each stage, we call a-1’ - lb’ the right end point of the comb. Note that 
a comb above cr will produce a unique limit point U{o-1” ( m EW) in CT]. 
We say that we build a fork, or make a split, above 6, if at each stage t > 101, we 
enumerate sets of strings 
{crhlhO” I n Ew, Ial + 1 + n = t} 
and 
{0-o” In EO, 101 + n = t} 
into T. Note that a single fork above rr produces no limit point. Only when we build 
infinitely many forks above strings ~~<a, < ... , respectively, can it produce a limit 
point frOufrlu ‘... 
Given c, if r = a-0”’ for some m, then we call r is one of the O-extensions of 0. We 
also call D~O~-‘~@) the O-extension at level s. 
Requirement R, is 
R,: A E* me or A C* W,. 
3.1. Description of strategy for a single requirement 
The strategy to satisfy a single requirement is as follows. Our description will be in 
terms of string on tree (for construction), movable markers (for intuition), and 
membership relation between numbers and sets. Without loss of generality, let us look 
at strategy for requirement RO. We start with the set A0 = w and we will take elements 
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out of A (although we may put them back into A later, in some sense). The 
corresponding action on tree is building a comb above 8 - the empty string. At each 
stage s, we intend to take every element in W,,, out of A. Thus for a string 0 E T, 
suppose a(n) = 1, lb(o) = s, and n enters W, at stage s, for some II < lb(a), then we will 
cancel all strings extending ol(n + 1) and build a comb above 0. Since we cannot 
change T below s, by saying cancel strings, we mean that we will not extend them any 
further beyond level s. In terms of movable markers, this action is equivalent to move 
the marker from n to s. The effect on A is that we take numbers between n and s out of A. 
However, this approach does not work well if at some later stage s’ > s, s enters W,, 
then we have to move the comb further up, i.e., we take numbers between s and s’ out 
of A, i.e., we move the marker from s to s’. In the worst case, the comb will become an 
almost straight line in the end, thus produce no limit point. In other words, we take 
almost all numbers out of A, i.e., the marker has no limit, it travels to infinity. To 
overcome this difficulty, when we move the comb up, we will leave the string 
z = (a In + 1)-O”’ in T, where n + 1 + m = s, as an option. Moreover, we build a fork 
above z. String r believes that the comb above cr will eventually become a straight line. 
Furthermore, we set a restriction on z, i.e., we do not add any forks above ‘t unless the 
number lb(r) = lb(a) = s enters W,. We will give a precise description of the restric- 
tion in the construction when we define a string is ready. The restriction will go away 
when the comb does move up, i.e., s enters W,. Therefore, in the end, if r’s belief turns 
out to be correct, i.e., the comb becomes a straight line, then we will build infinitely 
many forks stacked together, which give us a limit point L and f(n) = 1 only when 
n E W,, i.e., we have made A G* W,. In terms of markers, it means that if we cannot 
find a position for some particular marker in I&, then we put the rest of markers on 
elements in I&. On the other hand, if r’s belief is false, then some restriction will stay 
on some extension of z forever, i.e., we only have finitely many forks above z which 
produce no limit point. However, there is a limit point on the tree T, which extends the 
string CJ, and we will achieve A G* wO, since we have taken every element of W, 
out of A. 
3.2. Coordination of strategies 
Let us consider the interactions between strategies. The main difficulty of the 
coordination of strategies is the following. As we have seen, when a marker moves, we 
sometimes need to leave an option just in case of that marker moves forever. In 
general, we would like to leave options for all possibilities, (for all possible e-states), 
thus our main task is to make sure that not more than one limit point is on the tree. 
Recall that the e-state of a number n at stage s is defined by 
p(e,n,s)={iIi~e&nE~,,}. 
There are 2”+ 1 many e-states. We think of them as binary strings of length e + 1 and 
order them lexicographically. For example, if at stage s, n E WI,, and n $ W,,,, then the 
l-state p(l,n,s) of n at stage s is 01. 
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Let us use requirements R,, and RI as an example to illustrate the difficulties and 
solutions for the coordination. 
Given a string 0, suppose that r~ codes a finite set {aO, ... , a,_ 1 } , then we may 
assume that there is a marker I-’ on orai. Let us assume that the 0th marker I-’ has 
stopped moving, say the final position is on r~ which is of the form O”-1 for some m. 
We look at the movement of marker I-‘. There are four l-states: OO,Ol, 10,ll. It is 
more convenient to think that we have four markers rj for each l-state p. Those 
markers are all located on some O-extensions of 0. 
First, let us investigate the following easy case. Assume that we only have l-state 
changing from 00 to either 01 or 10, let us discuss that what the construction should 
look like. 
As we discussed before, when rAo moves up, we must leave option in case of r;, 
moves forever. Since we have two possible changes of l-state, we have two options on 
tree. After a few moves, the possible picture on T is the following. I-A1 is placed on 
o-l-Ok’, (call it col), rh, on onlnOk2 (call it CJ~~), for some numbers k1 and k2, and 
r:, on a-l-Ok for some k > max {k,,k,} (call it croo). On goo, we build a comb. 
Starting from o,,, p = 01, 10, there is a subtree q such that every number coded by strings 
on Tp should have l-state p. At the same level as goo, there are many strings z such that 
z-1 is waiting. Intuitively, z-1 E Tp guesses that lh(ooo) will have l-state p. 
There are several possible cases. 
Case 1: r:, has a final position, which is not in W. u W,. The final l-state is 00. 
Then all strings on q (p = 01, 10) guess wrong, we will make all strings z E q wait 
forever, i.e., no splits will be added above any string on T,. 
Case 2: r;, has no final position, it is always pushed up, therefore, the comb will be 
eventually a straight line. There are three subcases. 
Subcase 2.1: For almost all times, r;, is pushed by its corresponding number 
entering W, . In other words, the change of l-state is from 00 to 01. Then we will make 
T,, have finite splits, and To, infinite. 
Subcase 2.2: Symmetric case for Wo. 
Subcase 2.3: I-A, is pushed by the combined force of its corresponding number 
entering W. and W, The worry is that both To, and T,, have infinitely many splits, 
therefore we get two limit points on T. The natural solution is to assign priority. Let us 
give higher priority to To,. The action should be the following. When the correspond- 
ing number of rAo enters W,, i.e., its l-state changes from 00 to 01, we cancel the entire 
subtree T,, . When the number enters W,, i.e., its l-state changes from 00 to 10, we 
only cancel the current split z E To,, which has wrong guess. We do not cancel other 
strings on To,. In other words, when the higher priority string acts, all lower priority 
strings are cancelled, when lower priority string acts, we only cancel those higher 
priority strings which have wrong guesses and we still keep some of the higher priority 
strings just in case it acts again. 
Next let us look at what happens if we have l-state changing from 01 or 10 to 11. 
Then we have a subtree T,, on the same O-extension of 0 and it is natural to assume 
T,, has higher priority. This causes a new problem. It is possible that all numbers 
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change to l-state 01 then to 11, so whenever a split added on T,, , T,, should have 
a split as well (i.e., when a string guesses a number will enter W,, we must have that 
another string guessing it will later enter W,). Similarly, when a split is added on Tlo, 
T, 1 should get a split. Since T, 1 has the highest priority, it is hard to cancel those extra 
splits. Therefore, we add a technical design which treats the numbers entering W, then 
WI and entering WI then W, differently. 
Fix an enumeration ( We,s)e,sgm of r.e. sets such that at each stage s, at most one 
number enters W, u ... u FV_ 1. Suppose p1 and p2 are two e-states, we say that p1 is 
one step from p2 if 
l{idelp,(i)= l}l=l(i<elpl(i)= l>l+ 1. 
Under the fixed enumeration, at stage s, any e-state can only make a one step change. 
Therefore, for any number n whose e-state p(e, n, s) = p, there is a unique sequence of 
e-states p = (pO, ... ,pk) such that p. = 0 . . . 0, pk = p and pi is one step from 
pi+i (0 d i < k). We will call it the e-sequence of n at stage s, denoted by p(e, n,s). 
Our intention is to make every marker locate on a number which has the lowest 
possible e-sequence, and leave an option to keep it on next higher e-sequence. As 
discussed previously, if for some marker we cannot find a position of low e-sequence, 
then we will make another path on which almost all markers are of high e-sequence. 
For example, consider the coordination of requirements R. and Rr, there are five 
l-sequences: 
(00) < (00,01) < (OO,Ol, 11) < (00,lO) < (00, 10,ll). 
We first intend to make almost all elements have l-sequence (00); if we fail, we try 
(00,Ol); if fail again, try the next one, and so on. In terms of elements and sets, what 
we have done is that we first try to make A G PO n WI. If we fail, try A G l& n WI. 
If fail, try A G (xl(3s)[x E WI,, - W,,,]) n W,, i.e., the set of elements which enter 
WI first then enter W,. If fail, try A E W. n ml. If fail, the construction will then 
guarantee that A c {xl(Zls)[x E W,,, - WI,,]} n WI. 
For a fixed e, the priority on all e-sequence is defined as follows: think of e-sequence 
as strings; for any two e-sequences p and q, there are two cases. Case 1: p and q are 
incomparable as strings, say, they differ at n for the first time. Assume p(n) = p1 and 
q(n) = p2, if p2 < p1 as e-states, then we define q < p. Case 2: p c q i.e., p = q/n for 
some n. Then we define q < p. For example, e-sequence 00 . . . 0 is the least e-sequence 
since it is comparable with all other e-sequence. Intuitively, q < p means q has higher 
priority than p, i.e., the marker with e-sequence q can cancel the one with e-sequence p. 
3.3. Construction 
In the construction, when we say that a string z is cancelled at level s, we mean that 
for all v extending t, if lb(o) > s, then cr# T. When we say strings, we refer to those 
uncancelled strings. Moreover, suppose we are building a fork above string G, if we do 
not cancel a-1, then we assume that we always extend the fork naturally. 
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Construction 
Stage 0: Start building comb above 8, the empty string. 
Stage s + 1: Given tree T, of strings of length less than or equal to s. 
If for all e < s, there is no number entering W, at stage s + 1, then go to the next 
stage. 
Suppose that there is some number n entering W, at stage s + 1 for some e < s. By 
our convention, such n and e are unique. Consider all strings z of length n such that 
t-1 E T, one by one from left to right. 
Suppose that we are considering &. Let 0 be the least 0 E cri, such that ckj is a O- 
extension of 6. The current part of action only affects the strings extending 0. Look at 
all strings CJ~!, which are O-extensions of r~ and &-l E T,. (Note that in general, the 
superscripts depend on 0, however, we have dropped the index 0 for simplicity since 
r~ is fixed.) Note that superscripts are the same i since they are all O-extensions of the 
same g, thus we may drop the index i. The subscript pI is the current i-sequence of 
lh(o,,). Moreover, starting from oPl there is a subtree T,, on which all numbers coded 
either have i-sequence p1 or wait for the i-sequence to become pt. 
Case 1: i < e. (The intuition is that the marker rP, does not get pushed up.) In this 
case, go to another string CL;. If no such string exists, then go to next stage. 
Case 2: i 3 e. Assume that the i-sequence of n becomes pk 3 pj. We go through the 
following two steps: cancellation step and adding step. 
Step 1 (Cancellation step): Consider the string oq which is a O-extension of r~ 
and 0~~1 E T, and 10~1 has i-sequence 4. 
[CO) If there is a string apk c cP,, then cancel the entire subtree Tp,, i.e., cancel of 
strings extending oP, ‘7 at level s. If no such string am exists, then cancel all 
strings on Tp, other than the O-extensions of aP,/“1. Rename the subtree Tm. 
(Cl) For all i-sequence q such that pk < q, i.e., q has lower priority than pk, cancel 
all subtrees T4. 
(C2) For all i-sequence q such that q < pk, i.e., q has higher priority than pk, and 
q 2 pk as strings, do nothing. 
(C3) For all i-sequence q such that q < pk, i.e., q has higher priority than pk, and q is 
incomparable with pk as strings, if r E T4, 1 z( = n and z-1 E T,, then cancel all 
strings extending s-1. 
We say the string Ok acts at stage s. 
After the cancellation step, we say a string fl E c is ready if Q satisfies the following 
conditions: 
(rl) Either c codes the empty string or for all CJ’ c c, g’ is ready, 
(r2) Suppose r~ codes the finite set {ao, ... , ai- 1 } , then the i-sequence of 0 is 
miminal among strings aP as strings, where oP and r~ are the O-extensions of 
some string z. 
(r3) For any e < i, starting from a,, the e-sequence is nondecreasing. 
Step 2 (Adding step): If the comb is not cancelled, then do nothing. If the comb is 
cancelled, say caused by JbJ entering W,, then 
(Al) Rebuild the comb on ~~~~~~~~~ 
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(A2) For every ready z extending 0 such that Iz 1 = s, add a split on r. 
End of Construction 
3.4. Verijication 
We begin with the inductive definition of the true path jl Let f( - 1) = 8 the root 
of T. Suppose fin = 0 is defined, definef(n) = 0 if one of the following happens: 
(Oa) a-1 6 T; or 
(Ob) o-1 E T, but there is some stage s at which D is cancelled; or 
(Oc) o-1 E T is never cancelled, but it only acts finitely often, i.e., there is some 
stage s, after which a-1 never acts. 
We definef(n) = 1 otherwise, i.e., 
(la) a-1 ET; and 
(lb) o-1 is never cancelled; and 
(lc) a-1 acts infinitely often. 
Note that f is defined by recursion on a Boolean combinations of C2 and II2 for- 
mulas, sofis at most CJ. Later after we prove Lemma 3.2 (appealing to Cenzer et al. 
Cl]), we will see thatf Q T 0”, i.e.,fis A 3. Let A be the set whose characteristic function 
isf, and let the sequence 
a, d al < . . . 
be all elements in A. 
The following proposition is easy to prove. 
Proposition 3.1. Zf rr-1 EEu(T), then,for all m, o-0”’ E T. 
Proof. In the construction, we only cancel those strings z extending ronl for some ro, 
see (CO), (Cl), and (C3). Thus, the cancellation of o-0” must be caused by cancella- 
tion of some z such that z-1 c o-0”’ which implies that z-1 c rr. Since a-1 is never 
cancelled, no cancellation of o-0”’ occurs. 0 
An easy consequence is [T] # 8, since z E [ fl where z(n) = 0 for all n. 
Lemma 3.2. f E [ Tl. Moreover f is the unique limit point in [a. 
Proof. By Proposition 3.1, in order to show thatfis a limit point, it suffices to show 
that there exist infinitely many k such that f(k) = 1. 
We show the following statements by simultaneous induction: For each n E o, there 
is a string G” = Omen 1 for some m, EO such that 
(1) 7, = Ooh ... -0” Cf; 
(2) z, is ready infinitely often; 
(3) r, acts infinitely often; 
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(4) for any 0 E T, if G is incomparable with r,,, then any path extending c is not 
a limit point. 
Without loss of generality, let us assume that W, = w, it will save us some work on 
the base case; also we can assume that every string acts at least once. 
n = 0, define a sequence of stages S = (s,,, si , . ) as follows: s,, = the stage at 
which 0 enters W,. s, + 1 = the stage at which s, enters W,. 
By our assumption that W. = co, we know that S is an infinite sequence. Let 
co = 8-l. Then, 
(1) o. c 5 We need to show thatf(0) = 1. Clearly, 0 satisfies condition (la) and (1 b) 
since the string 1 E T and is never cancelled. co acts at stages s, for all m, thus 
0 satisfies (1~). Thereforef(0) = 1. 
(2) r. = o0 is ready at stages s, for all m, by definition. 
(3) r0 = o,, acts at stages s, for all m, by definition. 
(4) For all 0 imcomparable with r. = 1,~ must have the form Ok-v]. If k # s, for all 
m, then CJ$ T. If k = s, for some m, then all extensions of Ok-l get cancelled at stage 
s,+ i. Thus, U,,,{O”‘} is the only infinite path not comparable with 1, which of course is 
not a limit point. 
Inductive case: given that r, = @oh .,.-on, which satisfies (l)-(4). 
(1) We first prove that there exists some g which is a O-extension of r, such that 
a-1 E T. By induction hypothesis, t, is ready infinitely often; let t be any stage at 
which r, is ready, let m be the least number such that s, 3 t; then rn is still ready at 
stage s, since no new split is added anywhere, and any number ak coded by z, does not 
change its e-sequence for any e d k. Thus a split is added at stage s, above some 
O-extension of 2,. In fact, a similar argument shows that there are infinitely many splits 
added on some O-extension of z,,, and there are infinitely many actions on some 
O-extension of r,,, since each split acts at least once. Moreover, let r; be the string such 
that z, = r;- 1, when a split is added on a O-extension of r,,, there is another split 
added on a O-extension of r, at the same level, call it v]. Next we show that among 
those G’S, there are infinitely many not being cancelled by (C3). In fact, since r,, acts 
infinitely often, there are infinitely many v] which follow the same n-sequence as z,. 
Thus, if CJ is on the same level as one of those y, then 0 is not cancelled by (C3). Finally, 
those B’S which is not cancelled by (C3) can only be cancelled by higher priority action 
via (Cl), by the finiteness of e-sequence, there is one and only one O-extension which 
acts infinitely often. Let r, + 1 denote that string, clearly r, + 1 = ~,~0”~+~-1. More- 
over, r,+ 1 cf: We need to show that for all m: Iz,, < m < IT,+ 1 1, f(m) = 0 and 
.f(lr.,+1 I) = 1, which is an easy consequence of our choice of r’,+ 1 and definition off: 
(2) First we show that the n-sequence of z n + 1 is an extension of n-sequence of r,, i.e., 
let 4 be n-sequence of z, + 1 and p be of rn, then 4 = p-pan . . . -pi for some n-state 
PO, ... ,Pi. 
Suppose r,+ 1 is added on Tat stage to, then by (A2), r,, must be ready at stage to. 
Let z; be the string such that z, = r;- 1. By (rl), r; is ready at stage to as well. Thus, 
there is a split above r; at level to, say the split is above q. Observe that 
I~](=Ir,+~1=t~.Atanystages>t~, if to’s n-sequence changes from pi to p2, then p2 
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must have lower priority than p, otherwise, by (Cl), z, would be cancelled. Moreover, 
pz is comparable with p, since otherwise p2 has lower priority than p and p2 is 
imcomparable with p, by (C3), r,+ 1 would be cancelled. Therefore, p2 c p as long as 
ye is uncancelled. But v] is eventually cancelled, since otherwise z, will not be ready 
forever. Thus, there is some stage t1 at which to changes its n-sequence to p. 
Now after stage ti, let t2 be the least t > t2 at which z,+ 1 acts. Then r,,+ 1 is of 
minimal (n + 1)-sequence comparing to other O-extensions of 7,. It will remain 
minimal until z,, becomes ready, since if z, is not ready then no split will be added 
above z,. Let t3 be the least t 2 t2 at which r, is ready. Then r,+ i is ready at t, since it 
satisfies (rl)-(r3). 
(3) By the choice of z,+ 1. 
(4) Let (T be any string in T which is incomparable with z, + 1. If G is incomparable 
with r, then by induction hypothesis, (4) holds for 0. Suppose G is comparable with 
z, but not with z, + 1, i.e., 0 2 z,-Ok-l for some k # m, + 1. Let q denote r,^Oknl 
and 4 for its (n + 1)-sequence. If k > m, + 1, then 4 cannot have priority higher than p, 
since otherwise, r, + i is cancelled. Hence, when z, + 1 acts, q is cancelled. If k < m, + 1, 
then let t be the stage at which tnfl acts for the first time. We show that any splits 
added after stage t will be cancelled. If 4 extends p as string, then q is never ready, so no 
splits are added after stage t. If 4 has lower priority than p, then q is cancelled at t. It 
remains to show that 4 has higher priority than p and q is incomparable with p as 
string. By the adding part of the construction, when a split is added above c( which is 
a O-extension of q, another split is added on some p which is a O-extension of z;+ 1 at 
the same level. Let I be the (n + 1)-sequence of B. Since r has lower priority than p, r 
certainly has lower priority than q. By a property of e-sequence (which is not true for 
e-state), either I c p n q or r is incomparable with q. Thus r will be incomparable with 
q, then c( will be cancelled by (C3) when r changes. 0 
Lemma 3.3. Let p(e, x) be the jinal e-state of x, i.e., p(e, x) = lim, p(e, x, s). Then for 
each e, there is an i such that for any k 2 i, p(e,aJ = p(e, uk). Therefore, every 
requirement is satisfied, i.e., A is a cohesive set. 
Proof. The e-sequence is nondecreasing alongf, by the proof of Lemma 3.2. By the 
finiteness of e-sequence, ventually, they are the same. Thus e-states will be the same 
as well. Thus A is cohesive. 0 
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