This article deals with a particular neural network mapping innovation, which is called MultiSOM. The MultiSOM model was firstly introduced for the information retrieval purposes and it has been soon successfully tested for complex multimedia retrieval [ 11 and web mining tasks [2] [3]. The MultiSOM model is the multi-map extension of the Kohonen self-organizing map (SOM) model. A SOM map is constituted by a grid of nodes. The SOM learning process is an unsupervised classification process that is performed in such a way that related topics which are extracted from the dataset to be analyzed are mapped on neighboring nodes on the map. The MultiSOM model introduces the concepts of viewpoints and dynamics into the information analysis concept with its multi-maps displays and its inter-map communication mechanism. The dynamic information exchange between maps can be exploited by an analyst in order to perform cooperative deduction between several different analyses that have been performed on the same data.
In documentary database analysis the MultiSOM's viewpoint building principle consists in separating the description space of the documents into different subspaces corresponding to different keyword subsets. The viewpoints can fit into the structure of the document when they correspond to different index vocabulary subsets associated to the different document sub-fields. Moreover, specific viewpoints may also be associated to specific reference fields like docurnent bibliographies or document hyperlinks. As soon as each viewpoint is associated to a peculiar set of maps, the MultiSOM's inter-map communication mechanism enables an analyst to highlight semantic relationships between different topics belonging to different viewpoints. As an example, in patents analysis the model permits to detect association existing between the components used in patents, the advantages of the solutions described in these later, their domain of use and the patentees associated to the patents [4] .
In MultiSOM, the inter-map communication mechanism is based on the use of the original data that are projected onto the maps as intermediary nodes or activity transmitters between maps. The communication mechanism operates in three successive steps. At the first step, the original activity is directly set up by the analyst on the nodes (i.e. the topics) of a source map through decisions represented by different scalable modalities (full acceptance, moderated acceptance, moderated rejection, full rejection) directly associated to nodes activity levels. The original activity could also be indirectly set up by the projection of an analyst query on the nodes of a source map. The effect of this process will then be to highlight the topics that are more or less related to that query. Therefore, the activity of each map node is set up to the value of the cosine measure between the node vector and the query vector. The activity transmission to target maps is based itself on two elementary , steps: a first transmission step from the activated source map to its associated document nodes, and a second transmission step from the activated document nodes to the target map.
The parameters of the intercommunication mechanism that are proposed to the decision of the analyst are the two modes of computation of the semantic correlation: a possibility mode or a probabilistic mode. The probabilistic mode gives the most reliable measure of the strength of the semantic correlations between topics belonging to different viewpoints, and may be then used to differentiate between strong and weak matching.
In this paper we present an original approach consisting in assimilating the behavior of the MultiSOM model to the one of a Bayesian inference network. This approach is used both for validating the MultiSOM inter-map communication principles and for enhancing the accuracy of the probabilistic correlation computation mode. In a complementary way, our approach also led us to prove that a neural multi-map model provided with unsupervised learning might well behave as a Bayesian inference network in which the estimation of posterior probabilities becomes a simple process only using prior similarity measures.
The paper shows that the Bayesian inference network to which the MultiSOM model can be assimilated is constituted of three layers: the first layer contains the nodes of the source map which may be activated by the analyst, the second layer contains the intermediary nodes (i.e. data nodes) which are associated to the nodes of the source map, and the third layer contains the nodes of the target map which may be activated through the intermediary nodes that it shares with the source map. The standard Bayesian inference network propagation algorithm is used to compute the posterior probabilities of target map's cluster nodes which inherited of the activity transmitted by its associated data nodes. These computations can be carried out efficiently, because of both the specific Bayesian inference network topology associated to the MultiSOM model and the conditional probability tables being considered.
A performance comparison between our former probabilistic intercommunication mode and our new probabilistic intercommunication mode based on Bayesian inference is finally proposed in the paper. It consists in comparing the set of deduction rules generated by the two different intercommunication modes with a reference set of deduction rules generated by a Galois lattice classifier.
