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t: In this work we study the onvergene of generi stohasti searh algorithmstoward the Pareto set of ontinuous multi-objetive optimization problems. The fous is onobtaining a nite approximation that should apture the entire solution set in a suitablesense, whih will be dened using the onept of ǫ-dominane. Under mild assumptionsabout the proess to generate new andidate solutions, the limit approximation set willbe determined entirely by the arhiving strategy. We investigate two dierent arhivingstrategies whih lead to a dierent limit behavior of the algorithms, yielding bounds onthe obtained approximation quality as well as on the ardinality of the resulting Paretoset approximation. Finally, we demonstrate the potential for a possible hybridization of agiven stohasti searh algorithm with a partiular loal searh strategy  multi-objetiveontinuation methods  by showing that the onept of ǫ-dominane an be integrated intothis approah in a suitable way.Parts of this manusript have been submitted to the Journal of Global Optimization.
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4 Shütze, Laumanns, Coello, Dellnitz, Talbi1 IntrodutionA ommon goal in multi-objetive optimization is to identify the set of Pareto-optimalsolutions (the eient set) and its image in objetive spae, the Pareto front (the eientfrontier). Exept for speial ases, where the Pareto set is nite or representable by a niteolletion of line segments (suh as in multi-objetive linear programming), it is in generalnot pratiable to determine the entire Pareto set. Instead, a suitable approximation oneptis needed.Various approximation onepts based on ǫ-eieny are given in [4℄. As most of themdeal with innite sets, they are not pratial for our purpose of produing and maintaininga representative subset of nite size. Using disrete ǫ-approximations of the Pareto set wassuggested simultaneously by [1℄, [7℄, and [9℄. The general idea is that eah Pareto-optimalpoint is approximately dominated by some point of the approximation set.Despite the existene of suitable approximation onepts, investigations on the onver-gene of partiular algorithms towards suh approximation sets, that is, their ability toobtain a suitable Pareto set approximation in the limit, have remained rare. Several studies,suh as [2, 8℄, onsider only the onvergene to the entire Pareto set, or to a ertain subsetwithout onsidering the approximation quality.In [6℄ the issue of onvergene towards a nite-size Pareto set approximation was nallyaddressed for a general lass of iterative searh algorithms. Two arhiving algorithms wereproposed that provably maintain a nite-size approximation of all points ever generatedduring the searh proess. This led to the laim that these arhiving strategies will ensureonvergene to a Pareto set approximation of given quality for any iterative searh algorithmthat fullls ertain mild assumptions about the proess to generate new searh points. Whilethis laim holds trivially in the ase of disrete (or disretized) searh spaes, its extensionto the ontinuous ase is not straightforward. Consideration of disretized models, however,an lead to problems when, e.g., using memeti strategies (metaheuristi searh algorithmsmixed with loal searh strategies whih itself use step size ontrol).The goal of this paper is to establish onvergene results with respet to nite Pareto setapproximations for stohasti multi-objetive optimization algorithms working in ontinuousdomains. We start by onsidering the rst arhiving strategy from [6℄ and prove onvergenewith probability one to an ǫ-approximate Pareto set in the limit. Then we propose a newarhiving strategy that additionally ensures that all elements of the limit set are Pareto-optimal points itself. For both strategies we give bounds on the approximation quality andon the ardinality of the limit solution set.2 BakgroundIn the following we onsider ontinuous unonstrained multi-objetive optimization problems
min
x∈Rn{F (x)}, (MOP)
INRIA
Convergene of Stohasti Searh Algorithms 5where the funtion F is dened as the vetor of the objetive funtions
F : Rn → Rk, F (x) = (f1(x), . . . , fk(x)),and where eah fi : Rn → R is ontinuous.Denition 2.1 (a) Let v, w ∈ Rk. Then the vetor v is less than w (v <p w), if vi < wifor all i ∈ {1, . . . , k}. The relation ≤p is dened analogously.(b) A vetor y ∈ Rn is dominated by a vetor x ∈ Rn (in short: x ≺ y) with respet to(MOP) if F (x) ≤p F (y) and F (x) 6= F (y) (i.e. there exists a j ∈ {1, . . . , k} suh that
fj(x) < fj(y)), else y is alled non-dominated by x.() A point x ∈ Rn is alled Pareto optimal or a Pareto point if there is no y ∈ Rn whihdominates x.(d) A point x ∈ Rn is weakly Pareto optimal if there does not exist another point y ∈ Rnsuh that F (y) <p F (x).In the following we will dene a weaker onept of dominane, so-alled (absolute) ǫ-dominane, whih will be used for our further studies.Denition 2.2 Let ǫ = (ǫ1, . . . , ǫk) ∈ Rk+ and x, y ∈ Rn. x is said to ǫ-dominate y (inshort: x ≺ǫ y) with respet to (MOP) if(i) fi(x) − ǫi ≤ fi(y) ∀i = 1, . . . , k, and(ii) fj(x) − ǫj < fj(y) for at least one j ∈ {1, . . . , k}.We have to emphasize that the ǫ-dominane relation  unlike the 'lassial' one dened above is not transitive, i.e., if x ≺ǫ y and y ≺ǫ z it does not follow that x ≺ǫ z, but it followsthat x ≺2ǫ z. This fat will be used in later onsiderations as well as the following: if x ≺ yand y ≺ǫ z it follows that x ≺ǫ z.Denition 2.3 Let ǫ ∈ Rk+.(a) A set Fǫ ⊂ Rn is alled an ǫ-approximate Pareto set of (MOP) if every point x ∈ Rnis ǫ-dominated by at least one f ∈ Fǫ, i.e.
∀x ∈ Rn : ∃f ∈ Fǫ : f ≺ǫ x(b) A set F ∗ǫ ⊂ Rn is alled an ǫ-Pareto set if F ∗ǫ is an ǫ-approximate Pareto set and ifevery point f ∈ F ∗ǫ is a Pareto point of (MOP).
RR n° 6063
6 Shütze, Laumanns, Coello, Dellnitz, TalbiAlgorithm 1 Generi Stohasti Searh Algorithm1: P0 ⊂ Q drawn at random2: A0 = ArchiveUpdate(P0, ∅)3: for j = 0, 1, 2, . . . do4: Pj+1 = Generate(Pj)5: Aj+1 = ArchiveUpdate(Pj+1, Aj)6: end forFurther, let Bδ(x0) := {x ∈ Rn : ‖x − x0‖ < δ} be the open ball with enter x0 ∈ Rnand radius δ ∈ R+.Algorithm 1 gives a framework of a generi stohasti multi-objetive optimization algo-rithm, whih will be onsidered in this work. Theorem 2.4 states a onvergene result whihis losely related to the present work, but whih leads in general to unbounded arhive sizes.Theorem 2.4 [11℄ Let an MOP F : Rn → Rk be given, where F is ontinuous, let Q ⊂ Rnbe ompat. Further, let there be no weak Pareto point in Q\PQ (where PQ denotes the setof Pareto points of F ∣∣
Q
), and
∀x ∈ Q and ∀δ > 0 : P (∃l ∈ N : Pl ∩ Bδ(x) ∩ Q 6= ∅) = 1 (1)Then an appliation of Algorithm 1, where all non-dominated points are kept, i.e.,
ArchiveUpdate(P, A) := {x ∈ P ∪ A : y 6≺ x ∀y ∈ P ∪ A},generates a sequene of arhives {Ai}i∈N, suh that
lim
i→∞
d(F (PQ), F (Ai)) = 0 with probability one,where d(·, ·) denotes the Hausdor distane.An arhiving sheme to maintain an arhive of nite size was reently proposed in [3℄.New arhive members are required to have a distane of at least a presribed value of ǫ fromall urrent arhive members, unless they dominate (and hene replae) a urrent arhivemember. The subsequent proof of onvergene (in probability) is based on the laim thatPareto points that lie within an ǫ-neighborhood of an arhive member in iteration i also doso in the next iteration i + 1, sine arhive members are only deleted when substituted by adominating alternative. The following simple example shows, however, that this laim doesnot hold for any Lp norm as the hosen distane metri. Consider the problem
max
x∈R2 F (x) = x
INRIA
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e of Sto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 Searh Algorithms 7subjet to the onstraints
x2 ≤ 1 −
√
1 − (x1 − 1)2,
x1, x2 ∈ [0, 1],so that the objetive funtions are the projetions to the i-th oordinate and the onstraintdenes the Pareto set with extreme points (1, 0) and (0, 1). Let Ai = {(0.5, 0), (0, 0.5)} bethe arhive at iteration i, whih is an ǫ-approximation1 with ǫ = 0.5: For all points in thePareto set, in partiular for the point (0.25, 0.25), the distane to either arhive member isnot larger than 0.5. Now let the new points (1, 0) and (0, 1) be generated, whih dominate,and hene replae, both arhive members. The new arhive {(1, 0), (0, 1)} is only a 0.75-approximation, as the distane of point (0.25, 0.25) to either arhive member is 0.75 assumingthe maximum norm and ertainly greater than 0.5 in all reasonable distane metris. Atleast for obtaining an ǫ-Pareto set in the objetive spae, this problem an be overome byusing the ǫ-dominane instead of a distane metri for dening the approximation qualityas well as for the arhive updating strategy, as proposed in [6℄.Further, the next example shows that we an run into trouble when using an elitist arhivingstrategy as proposed in [3℄ in ase F is not injetive: for a given ǫ > 0 let fǫ be as shownin Figure 1. That is, let fǫ have two isolated global minima m1 and m2 with m1 < m2 andwith d(m1, m2) > ǫ. Dene F := (fǫ, fǫ + C), where C ∈ R is a onstant. If the domainis e.g. hosen as A := [m1 − ǫ, m2 + ǫ], the Pareto set of the resulting MOP is given by
P = {m1, m2}. However, sine the probability to nd a point p2 ∈ A whih has the sameobjetive values F (p2) = F (p1) of a given point p1 ∈ A is zero in the underlying setting, itfollows that the set of nondominated points of a given population onsists with probabilityone of one single point. Thus, an ǫ-approximation an in general not be obtained when onlynondominated points are stored in the arhive.3 The AlgorithmsIn the following we investigate two dierent strategies for the arhiving of the solutionsfound by the algorithm leading to dierent limit behaviors of the sequene of arhives (un-der ertain additional onditions).First, we assume that the entries of ǫ ∈ Rk+ are 'small', and thus that it is suient toobtain an ǫ-approximate Pareto set. For this, we onsider the arhiving strategy proposedin [6℄, here given as Algorithm 2. It omputes the subsequent arhive A of a given arhive
A0, a population P , and an ǫ ∈ Rk+. Using this strategy, the sequene of arhives has alimit behavior desribed in Theorem 3.2. To show this, we need rst the following obviousbut ruial property of the arhiving strategy.1See Appendix for the denition. Note that this onept of ǫ-eieny is not  as the ǫ-dominane dened in the objetive spae but instead in parameter spae.
RR n° 6063
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−1
0
2ε0
fε
Figure 1: Example of a funtion fǫ with two isolated global minima m1 = 0 and m2 = 2ǫ.
Algorithm 2 A := ArchiveUpdate1ǫ (P, A0)1: A := A02: for all p ∈ P do3: if ∃a ∈ A : a ≺ǫ/3 p then4: CONTINUE ⊲ do not exeute lines 6  115: end if6: for all a ∈ A do7: if p ≺ a then8: A := A\{a}9: end if10: end for11: A := A ∪ {p}12: end for
INRIA
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e of Sto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 Searh Algorithms 9Lemma 3.1 Let A0, P ⊂ Rn be nite sets, ǫ ∈ Rk+, and
A := ArchiveUpdate1 ǫ (P, A0). Then the following holds:
∀x ∈ P ∪ A0 : ∃a ∈ A : a ≺ǫ/3 x.Proof: Roughly speaking, the statement follows sine points a are only disarded from thearhive if in turn another point p with p ≺ a is inserted (this 'replaement' is given in lines7, 8 and 11 in Algorithm 2). To be more preise, let P = {p1, p2, . . . , pl}, l ∈ N. Withoutloss of generality we assume that all points pi are onsidered in this ordering (i.e., in thefor-loop in line 2 of Algorithm 2). There are two ases we have to distinguish.Case A: x ∈ A0. Dene p′0 := x and
p′i :=
{
pi if pi 'replaes' p′i−1
p′i−1 else , i = 1, . . . , l.It holds that p′l ∈ A and either p′l = x or p′l ≺ x (due to the transitivity of ≺). In both asesit is p′l ≺ǫ/3 x.Case B: x ∈ P . Let x = pj , j ∈ {1, . . . , l}. After the j-th iteration of the outer for-loop inAlgorithm 2 there exists an element aj ∈ A with aj ≺ǫ/3 pj (line 3 resp. line 11 of Algorithm2). Dene p′j := aj and p′i, i = j + 1, . . . , l, as above. It follows that p′l ∈ A and p′l ≺ǫ/3 xas laimed.Theorem 3.2 Let an MOP F : Rn → Rk be given, where F is ontinuous, let Q ⊂ Rn bea ompat set and ǫ ∈ Rk+. Further let
∀x ∈ Q and ∀δ > 0 : P (∃l ∈ N : Pl ∩ Bδ(x) ∩ Q 6= ∅) = 1 (2)Then an appliation of Algorithm 1, where ArchiveUpdate1ǫ is used to update the arhive,leads to a sequene of arhives Al, l ∈ N, where the following holds:(a) There exists with probability one a l0 ∈ N suh that Al is an ǫ-approximate Pareto setfor all l ≥ l0.(b) Assume there exists a l0 ∈ N suh that Al0 is an ǫ-approximate Pareto set. Then
Al = Al0 , ∀l ≥ l0.Proof:(a) Sine Q is ompat and F is ontinuous it follows that F ∣∣
Q
is uniformly ontinuous.Hene for ǫ/3 ∈ Rk+ there exists a δ > 0 suh that
x ≺ǫ/3 y ∀x, y ∈ Q with ‖x − y‖ < δ. (3)Dene
G :=
⋃
p∈PQ
Bδ(p)RR n° 6063
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G is an open over of PQ. Sine PQ is ompat it follows  due to the theorem ofHeine-Borel  that there exists a nite subover
S :=
s
⋃
i=1
Bδ(pi) ⊃ PQ, pi ∈ PQ, i = 1, . . . , s.By (2) it follows that there exist with probability one s numbers l1, . . . , ls ∈ N suhthat eah Bδ(pi) ∩ Q, i = 1, . . . , s, gets 'visited' by Generate after li iteration steps.That is, Pli , i = 1, . . . , s, ontains with probability one a point bi ∈ Bδ(pi) ∩ Q, andthus, Ali ontains with probability one a vetor di with di ≺ǫ/3 bi. By onstrutionof ArchiveUpdate1ǫ there exists for all l ≥ li with probability one a dli ∈ Al suh that
dli ≺ǫ/3 bi (see Lemma 1). Set l0 := max{l1, . . . , ls}.Now let x ∈ Q. For x there exists a p ∈ PQ suh that F (p) ≤p F (x) and sine S isa over of PQ there exists an i ∈ {1, . . . , s} with p ∈ Bδ(pi). Let l0, bi, and dli be asdesribed above and let l ≥ l0. Sine bi and p are inside Bδ(pi) it follows by (3) that
bi ≺ǫ/3 pi and pi ≺ǫ/3 p. Hene we have with probability one:
dli ≺ǫ/3 bi ≺ǫ/3 pi ≺ǫ/3 p, l ≥ li.Thus, we have that dli ≺ǫ x, l ≥ l0, with probability one as desired.(b) This follows immediately by the onstrution of ArhiveUpdate1ǫ (to be more preise,by lines 3  5 of Algorithm 2).Remarks 3.3 (a) Assumption (2) is the ruial part to obtain the onvergene. For gen-eral ǫ and general F it is ertainly not possible to postulate less. Given a xed ǫ ∈ Rk+it would in priniple be suient to require ondition (2) only for the δ whih is givenin the proof above as well as for nitely many vetors x ∈ Q. However, this is nearlyimpossible to hek in pratise.(b) Here we have used the absolute ǫ-dominane. If 0 6∈ fi(PQ), i = 1, . . . , k, alternativelythe relative ǫ-dominane as in [6℄ an be used yielding similar results.() We have restrited the domain to a ompat subset of the Rn. The following (aademi)example shows that we an run into trouble if Q is not ompat: onsider the MOP
F : R+ → R2
F (x) = (−x,− 1
x
)In this ase, the Pareto set is given by P = R+. Sine F (P ) is not bounded below itan not be represented by a nite arhive using ǫ-dominane. However, this hanges if
Q = [a, b], a < b, a, b > 0 is hosen as the domain. INRIA
Convergene of Stohasti Searh Algorithms 11Next, we assume that the entries of ǫ are relatively large. This an be the ase when thedeision maker prefers to obtain few, widespread solutions of the MOP, or in order to be ableto 'apture' the entire Pareto set with a limited arhive, in partiular when onsidering morethan two objetives. Hene, onvergene of the entries of the sequene of arhives toward thePareto set is desired. For this, we propose to use the arhiving strategy whih is desribedin Algorithm 3. In the following we will disuss the limit behavior of this approah.Algorithm 3 A := ArchiveUpdate2ǫ (P, A0)1: A := A02: for all p ∈ P do3: if 6 ∃a ∈ A : a ≺ǫ/3 p then4: A := A ∪ {p}5: end if6: for all a ∈ A do7: if p ≺ a then8: A := A ∪ {p}\{a}9: end if10: end for11: end forLemma 3.4 Let A0, P ⊂ Rn be nite sets, ǫ ∈ Rk+, and
A := ArchiveUpdate2 ǫ (P, A0). Then the following holds:
∀x ∈ P ∪ A0 : ∃a ∈ A : a ≺ǫ/3 x.Proof: Analogue to the proof of Lemma 3.1.Theorem 3.5 Let (MOP) be given and Q ⊂ Rn be ompat, and let there be no weak Paretopoints in Q\PQ. Further, let F be injetive and
∀x ∈ Q and ∀δ > 0 : P (∃l ∈ N : Pl ∩ Bδ(x) ∩ Q 6= ∅) = 1 (4)Then an appliation of Algorithm 1, where ArchiveUpdate2ǫ is used to update the arhive,leads to a sequene of arhives Al, l ∈ N, where the following holds:(a) There exists with probability one a l0 ∈ N suh that Al is an ǫ-approximate Pareto setfor all l ≥ l0.(b) There exists with probability one a l1 ∈ N suh that
|Al+1| = |Al|, ∀l ≥ l1.
RR n° 6063
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A∞ := lim
l→∞
Alis an ǫ-Pareto set with probability one.Proof:(a) Analogue to the proof of Theorem 3.2 (a).(b) By (a) it follows that there exists with probability one a l0 ∈ N suh that Al0 is an
ǫ-approximate Pareto set. Assume that this number l0 is given. |Al0 | is ertainlynite. Further let l ≥ l0. By onstrution of ArchiveUpdate2ǫ the arhive Al is alsoan ǫ-approximate Pareto set. That is, further points are only inserted to the arhiveif in turn at least one dominated solution is deleted (line 8 of Algorithm 3). Thus itholds that
|Al+1| ≤ |Al| ∀l ≥ l0.Sine on the other hand |Al| ≥ 1 ∀l ∈ N, the sequene {|Al|}l∈N of the magnitudesof the arhives is bounded below and monotonially dereasing and onverges thus toan element NA ∈ N. Further, sine |Al| ∈ N, l ∈ N, there exists a l1 ∈ N suh that
|Al| = NA, ∀l ≥ l1.() By (b) it follows that there exists with probability one a l1 ∈ N suh that |Al+1| =
|Al|, ∀l ≥ l1. Assume that this number l1 is given. Consider an element a0 ∈ Al with
l ≥ l1. If a0 ∈ PQ it follows that a0 ∈ Al+m, ∀m ∈ N, and thus also a0 ∈ A∞. Assumethat a0 6∈ PQ. Dene
M : Q → R
M(x) := max
p∈PQ
min
i=1,...,k
(fi(x) − fi(p)) (5)Under the assumptions made above it holds that
M(x) ≥ 0 ∀x ∈ Q and M(x) = 0 ⇔ x ∈ PQ.Let p0 ∈ PQ be the argument of the maximum of M(a0). Sine a0 6∈ PQ and a0 isno weak Pareto point it follows that M(a0) > 0 and F (p0) <p F (a0). Sine F isontinuous there exists a neigborhood Up0 of p0 suh that
F (y) <p F (p0) +
M(a0)
2
· (1, . . . , 1) ∀y ∈ Up0 ,and thus, that F (y) <p F (a0), ∀y ∈ Up0 . By (4) it follows that Generate generateswith probability one after nitely many steps a point b ∈ Up0 ∩Q. Now there are twoases: (1) b is added to the arhive (in this ase set a1 := b), and (2), a0 has already
INRIA
Convergene of Stohasti Searh Algorithms 13been replaed by an element ã ∈ Rn suh that b and ã are mutually non-dominating(in this ase set a1 := ã). In both ases there exists a j ∈ {1, . . . , k} suh that
fj(a1) < fj(p0) +
M(a0)
2
.Proeeding in an analogous way we obtain a sequene {ai}i∈N of dominating points.Sine the sequene {F (ai)}i∈N is below bounded and F is injetive it follows that
ai → a∗ ∈ Q for i → ∞.It remains to show that a∗ ∈ PQ. For this, assume that a∗ 6∈ PQ. Dene p∗ as theargument of the maximum of M(a∗). Sine a∗ 6∈ PQ and a∗ is no weak Pareto point itfollows that F (p∗) <p F (a∗) and M(a∗) > 0. Proeeding further as above we obtaina point a∗∗ and an element j ∈ {1, . . . , k} suh that
fj(a
∗∗) < fj(p
∗) +
M(a∗)
2
≤ fj(p∗) +
fj(a
∗) − fj(p∗)
2
=
fj(p
∗) + fj(a
∗)
2
< fj(a
∗)This is a ontradition to the assumption of the onvergene of the sequene, and thusit must be that a∗ ∈ PQ ∩ A∞. Sine a0 ∈ Al, l ≥ l1, was hosen arbitrarily it followsthat A∞ is a ǫ-Pareto set and the proof is omplete.4 Bounds on the Arhive SizesIn the following we give bounds on the magnitude of the limit arhives A∞ with respet to
ǫ ∈ Rk+ and the hosen arhiving strategy.For this, we have to introdue some notations: denote by mi and Mi the minimal resp.maximal value of objetive fi, i = 1, . . . , k, inside Q (these values exist sine F is ontinuousand Q is ompat). Further, we need k-dimensional boxes, whih an be represented by aenter c ∈ Rk and a radius r ∈ Rk+:
B = B(c, r) = {x ∈ Rk : |xi − ci| ≤ ri ∀i = 1, . . . , k}.In the following we assume that |P0| = 1, and thus also |A0| = 1. The lower bound of |A∞| forboth arhiving strategies is obviously given by 1. For this, onsider e.g. f1 = f2 = . . . = fkto be a onvex funtion whih takes its (unique) minimum inside Q. The upper bounds forthe dierent arhiving strategies are derived separately in the following.Theorem 4.1 Let mi = minx∈Q fi(x) and Mi = maxx∈Q fi(x), 1 ≤ i ≤ k, and |A0| = 1.Then, when using ArchiveUpdate1 ǫ, the arhive size maintained in Algorithm 1 for all l ∈ Nis bounded as
|Al| ≤






1
ǫm
k
∑
i1,...,ik−1=1
i1>...>kk−1
k−1
∏
j=1
(Mij − mij )






, (6)
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hütze, Laumanns, Coello, Dellnitz, Talbiwhere ǫm := min
i=1,...,k
ǫi
3 .Proof: Consider a sequene p1, p2, . . . of points whih are all aepted by ArchiveUpdate1ǫin this order (i.e., starting with A0 = {p1}). Consider the i-th step and let Ai = {a1, . . . , al}with l ≤ i. Dene Bj := B(F (aj) − ǫ/6, ǫ/6), j = 1, . . . , l. Using indutive argumentswe see that (a) all elements in Ai are mutually non-dominating, and that (b) the interiorsof all the boxes Bj , j = 1, . . . , l, are mutually non-interseting. Sine the points aj arethe upper right orners of the boxes Bj and sine the interiors of these boxes are mutuallynon-interseting the minimal distane between two points aj1 and aj2 , j1 6= j2, is given by
ǫm (see Figure 2). Thus we are able to bound the number of entries in the arhives if wean bound the number of suh boxes whih an be plaed in the image spae.Let us rst onsider a bi-objetive model (i.e., k = 2), sine in this ase the proof is geo-metrially desriptive and already aptures the basi idea. Sine all points aj are mutuallynon-dominating, the images of these points are all loated on a (virtual) ontinuously dif-ferentiable urve
c : [m1, M1] → R2
u 7→ (u, f(u)) (7)where f : [m1, M1] → [m2, M2] is a stritly monotonially dereasing (but not neessarilysurjetive) funtion. The length of this urve an be bounded as follows:
L(c) =
∫ M1
m1
‖c′(u)‖du =
∫ M1
m1
√
|1|2 + |f ′(u)|2du
≤
∫ M1
m1
1du +
∫ M1
m1
|f ′(u)|du =
∫ M1
m1
1du −
∫ M1
m1
f ′(u)du
≤ (M1 − m1) + (M2 − m2)
(8)Thus, for k = 2 we see that |Ai| ≤ ⌈ (M1−m1)+(M2−m2)ǫm ⌉ , i ∈ N, as laimed above.Now we turn our attention to the general ase, i.e. let k ≥ 2 be given. Dene
K := [m1, M1] × . . . [mk−1, Mk−1],
K(i) := [m1, M1] × . . . × [mi−1, Mi−1] × [mi+1, Mi+1] × . . . × [mk−1, Mk−1], and
u(i) := (u1, . . . , ui−1, ui+1, . . . , uk−1), i = 1, . . . , k − 1.
(9)In analogy to the bi-objetive ase, the images of the elements of the arhives are loated inthe graph of a map Φ whih is haraterized as follows:
Φ : K → Rk
Φ(ui, . . . , uk−1) = (u1, . . . , uk−1, f(u1, . . . , uk−1)),
(10)where f : K → [mk, Mk] is a suiently smooth funtion satisfying the monotoniity on-ditions ∂f∂ui u < 0, ∀u ∈ K and ∀i = 1, . . . , k − 1. Then, the (k − 1)-dimensional volume of
Φ with parameter range K an be bounded as follows: INRIA
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V ol(Φ) =
∫
K
√
||∇f ||2 + 1du =
∫
K
√
(
∂f
∂u1
)2
+ . . . +
(
∂f
∂uk−1
)2
+ 1du
≤
∫
K
∣
∣
∣
∣
∂f
∂u1
∣
∣
∣
∣
du + . . . +
∫
K
∣
∣
∣
∣
∂f
∂uk−1
∣
∣
∣
∣
du +
∫
K
1du
=
k−1
∑
i=1
(
∫
K(i)
(
∫ Mi
mi
∣
∣
∣
∣
∂f
∂ui
∣
∣
∣
∣
dui
)
du(i)
)
+
∫
K
1du
=
k−1
∑
i=1
(
∫
K(i)
(
−
∫ Mi
mi
∂f
∂ui
dui
)
du(i)
)
+
∫
K
1du
≤
k
∑
i1,...,ik−1=1
i1>...>kk−1
k−1
∏
j=1
(Mij − mij )
(11)
This bound of the volume leads diretly to the bound of the ardinality of the arhives asstated above whih onludes the proof.
Figure 2: The entries ai of eah arhive lie on a (virtual) urve c. Sine the boxes Bi(with upper right orners F (ai)) are mutually non-interseting, it follows that the minimaldistane of two entries is given by ǫm.Remarks 4.2 (a) Sine the onsidertations on the 'dominating map' (10) hold also forthe Pareto front, the obtained bounds on the arhive size are tight.(b) As desribed above, ǫm is the minimal distane between the images of two distintpoints in A∞. Further, for every point y in the Pareto front there exists a a ∈ A∞RR n° 6063
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hütze, Laumanns, Coello, Dellnitz, Talbiwith d(F (a), y) ≤ ∆, where d(·, ·) denotes the maximum norm and ∆ := maxi(Mi−mi)(e.g., when ǫ is too large or the Pareto front is 'at'). Thus, following [10℄, the set
F (A∞) an be viewed as an ǫm-uniform d∆-representation2 of the Pareto front (seeAppendix for the denition). The huge value of ∆  in fat, the largest possible value may be unsatisfying for ertain appliations, and thus it ould be interesting to searhfor arhiving strategies whih generate suh representations with presribed (smaller)values of ∆.Theorem 4.3 Let mi = minx∈Q fi(x) and Mi = maxx∈Q fi(x), 1 ≤ i ≤ k, and |A0| = 1.Then, when using ArchiveUpdate2 ǫ, the arhive size maintained in Algorithm 1 is boundedfor all l ∈ N as
|Al| ≤
k
∏
i=1
⌈
3
Mi − mi
ǫi
⌉
. (12)Proof: We an onsider the proess of inluding solutions into the arhive over time asa proess for onstruting a direted graph G. Starting with an empty graph, we add anew node for eah new solution p that is added to the arhive A in line 4 or line 8 of thealgorithm. If p is added in line 8 (meaning the ondition in line 7 is true), we add ars (p, a)from p to eah solution a that is disarded in line 8 due to p ≺ a. Let Vt := ⋃1≤j≤t Aj bethe union of all arhives up to iteration t and V ′t ⊆ Vt the subset of those arhive membersthat have been added in line 4. Thus, the node set of Gt after iteration t is Vt, and Gtitself is a forest whose roots are the urrent arhive members At and whose leafs are theelemets of V ′t . Obviously, the number of roots must be smaller than the number of leafs, so
|At| ≤ |V ′t |.To bound |V ′t |, the number of elements that ever entered the arhive in line 4, we againonsider the boxes Bv := B(F (v) − ǫ/6, ǫ/6) for all v ∈ V ′t . Due to line 3, a solution pgenerated in iteration t′ ≤ t annot be aepted in line 4 if F (p) lies inside the box Bv ofany previously aepted element of v ∈ V ′t , otherwise a ≺ǫ/3 p for some urrent arhivemember a ∈ At as there exists a ∈ At with F (a) ≤ F (v) and v ≺ǫ/3 p. If p was aeptedin line 4, then F (p) annot lie inside the box Bv of any subsequently aepted element of
v ∈ V ′t neither, as this would entail p ≺ v. Hene, the interiors of the boxes Bv must bemutually non-interseting. The maximum number of non-interseting boxes with side length
ǫ/3 and enters c with mi ≤ ci ≤ Mi is ∏ki=1 ⌈3(Mi − mi)/ǫi⌉, thus the laimed bound onthe arhive size follows.5 Outlook: Hybridizing with Multi-Objetive Continua-tion MethodsIn order to inrease the overall omputational performane, it is often desired to ombinethe (global) stohasti searh algorithm with a loal searh strategy. In this setion, we2When hanging the denition slightly.
INRIA
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e of Stohasti Searh Algorithms 17want to show that in the underlying ontext a hybridization with multi-objetive ontinu-ation methods (e.g., [5℄, [12℄) ould be advantageous sine the onept of ǫ-dominane anbe diretly integrated into them.In the following we onstrut a step size strategy for our purpose and show numerial resultson two (easy) MOPs, indiating the possible benet of suh a hybridization.The basi idea of multi-objetive ontinuation methods is, roughly speaking, to movealong the set of (loal) Pareto points. To be more preise, in the ourse of the algorithmone is faed with the following setting: given a point x0 ∈ P |Q, an ǫ ∈ Rk+, and a searhdiretion v ∈ Rn with ‖v‖ = 1, the task is to nd a step size h ∈ R+ suh that for the nextguess y0 = x0 + hv it holds
‖F (x0) − F (y0)‖∞ = Θǫm, (13)where Θ ∈ (0, 1) is a safety fator. In ase F is Lipshitz ontinuous there exists an L ≥ 0suh that
‖F (x) − F (y)‖ ≤ L‖x − y‖, ∀x, y ∈ Q. (14)The Lipshitz onstant around x0 an be estimated by
Lx0 := ‖DF (x0)‖∞ = max
i=1,...,k
‖∇fi(x0)‖1.Combining (13) and (14), using ‖x0 − y0‖ = h, and assuming that h is suiently small, weobtain the following estimation
h ≈ Θmǫ
Lx0
(15)Note that this estimation only holds for small values of ǫm sine in the other ase h will betoo large, and thus Lx0 an not serve as a suitable Lipshitz estimation.5.1 Example 1In order to understand the possible impat of the disussion made above on the ontinuationmethods, we rst apply the step size ontrol on an aademi example (see also [11℄):
F : R2 → R2
F (x) =
(
(x1 − 1)4 + (x2 − 1)4
(x1 + 1)
2 + (x2 + 1)
2
) (16)The Pareto set of MOP (16) is given by
P =
{
λ
(
−1
−1
)
+ (1 − λ)
(
1
1
)
: λ ∈ [0, 1]
}
.
RR n° 6063
18 Shütze, Laumanns, Coello, Dellnitz, TalbiFigure 3 shows two dierent disretizations of P . In Figure 3 (a) the Pareto set isapproximated by points xi, i = 1, . . . , N , whih are plaed equidistant in parameter spae:
xi =
(
−1
−1
)
+
2i
N
(
1/
√
2
1/
√
2
)
.Next, the Pareto set was disretized using the adaptive step size ontrol whih is proposedabove:
x0 =
(
−1
−1
)
, xi+1 = xi + hi
(
1/
√
2
1/
√
2
)
,where hi is taken from (15) and vi = (1/√2, 1/√2)T was hosen as the searh diretion.Figure 3 (b) shows the disretization points xi for ǫm = 1 and Θ = 0.99 yielding a satisfyingdistribution of the solutions on the Pareto front aording to the value of ǫm.5.2 Example 2Next we onsider the following MOP:
f1, f2 : Rn → R
fi(x) =
n
∑
j=1
j 6=i
(xj − aij)2 + (xi − aii)4, (17)where
a1 = (1, 1, 1, 1, . . .) ∈ Rn
a2 = (−1,−1,−1,−1, . . .) ∈ RnIn Figures 4 and 5 some numerial results are presented, where we have used the ontin-uation method proposed in [12℄. To be more preise, we have applied the step size ontrolon the distane between the urrent solution and the preditor, sine this point mainly de-termines the distane of two solutions.Figure 4 shows the result for n = 3 and ǫm = 2. In total, 23 solutions were obtained. Thists quite well with the bound in Theorem 4.1, whih is given by
|Ai| ≤
⌈
(25 − 0) + (25 − 0)
2
⌉
= 25.Note that the points have not been stored aording to one of the arhiving strategiesproposed above. In that ase, many solutions  depending on the insertion ordering  wouldhave been disarded.6 Conlusion and Future WorkWe have proposed generi stohasti searh algorithms for obtaining ǫ-approximate Paretosets as well as ǫ-Pareto sets of a ontinuous multi-objetive optimization problem in theINRIA
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(a) xed step size
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(b) adaptive step sizeFigure 3: Disretizations of the Pareto set of MOP (16) with (a) xed step size and (b)adaptive step size ontrol.limit. We have presented a onvergene result for these algorithms, and have given boundson the ardinality of the orresponding arhives.For future work, there are a lot of interesting topis whih an be addressed to advane thepresent work. One ould e.g. onsider the speed of the onvergene, in partiular when themethods presented above are hybridized with loal searh strategies. Further, we intend to
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Figure 4: Result of the ontinuation method with step size ontrol on MOP (17) for n = 3in parameter spae (left) and image spae (right).
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Figure 5: Result of the ontinuation method with step size ontrol on MOP (17) for n = 20in image spae: all solutions (left) and zoom (right).apply this theoretial framework in searh for the development of fast and reliable multi-objetive optimization algorithms.7 AppendixIn the following we state some denitions whih are used in Theorem 2.4 and Remark 4.2(b).
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nition 7.1 Let u ∈ Rn and A, B ⊂ Rn. The semi-distane dist(·, ·) and the Hausdordistane d(·, ·) are dened as follows:(a) dist(u, A) := inf
v∈A
‖u − v‖(b) dist(B, A) := sup
u∈B
dist(u, A)() d(A, B) := max {dist(A, B), dist(B, A)}Denition 7.2 Let ǫ > 0 and let D ⊂ Z be a disrete set. D is alled a dǫ-representationof Z if for any z ∈ Z, there exists y ∈ D suh that d(z, y) ≤ ǫ.Denition 7.3 Let Z ⊂ Rn be any set and let D be a dǫ-representation of Z. Then D isalled a δ-uniform dǫ-representation if
min
x,y∈D,x 6=y
d(x, y) ≥ δ.Referenes[1℄ Y. G. Evtushenko and M. A. Potapov. Methods of numerial solution of multiriterion problem.Soviet mathematis  doklady, 34:420423, 1987.[2℄ T. Hanne. On the onvergene of multiobjetive evolutionary algorithms. European JournalOf Operational Researh, 117(3):553564, 1999.[3℄ T. Hanne. A multiobjetive evolutionary algorithm for approximating the eient set. Euro-pean Journal Of Operational Researh, 176, 2007.[4℄ S. Helbig and D. Pateva. On several onepts for ǫ-eieny. OR Spektrum, 16(3):179186,1994.[5℄ C. Hillermeier. Nonlinear Multiobjetive Optimization - A Generalized Homotopy Approah.Birkhäuser, 2001.[6℄ M. Laumanns, L. Thiele, K. Deb, and E. Zitzler. Combining onvergene and diversity inevolutionary multiobjetive optimization. Evolutionary Computation, 10(3):263282, 2002.[7℄ H. Reuter. An approximation method for the eieny set of multiobjetive programmingproblems. Optimization, 21:905911, 1990.[8℄ G. Rudolph and A. Agapie. On a multi-objetive evolutionary algorithm and its onvergeneto the Pareto set. In Congress on Evolutionary Computation (CEC2000), pages 10101016,2000.[9℄ G. Ruhe and B. Fruhwirt. ǫ-optimality for biriteria programs and its appliation to minimumost ows. Computing, 44:2134, 1990.[10℄ S. Sayin. Measuring the quality of disrete representations of eient sets in multiple objetivemathematial programming. Mathematial Programming, 87:543560, 2000.[11℄ O. Shütze. Set Oriented Methods for Global Optimization. PhD thesis, University of Pader-born, 2004. <http://ubdata.uni-paderborn.de/ediss/17/2004/s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