Abstract. We study asymptotic properties of the fundamental solution to an Oseen-type system coming from fluid mechanics. We show that the solution has similar anisotropic structure near infinity as the fundamental solution to the (classical) Oseen problem. We also study integral operators with kernels representing the second gradient of the fundamental solution.
Introduction
This paper is devoted to the study of the Oseen-type problem where
F (·, ·), G(·, ·) are bilinear functions
T is the extra stress tensor D is the symmetric part of the velocity gradient f is a given function (external force) is the constant density λ, η are positive constants.
We assume system (0. Let us note two peculiarities. Instead of only constructing solutions to problem (0.2) -(0.3), we also want to study their asymptotic properties near infinity. Otherwise, we could put the term λ β to the right-hand side of (0.4) 1 and consider the (classical) Oseen problem instead of the modified one. But in this case we could not get weighted estimates of the solution due to certain loss in the estimates of convolutions with kernels representing the second gradient of the fundamental Oseen tensor (cf. [1, 6] or [3] ). Therefore, the aim of this paper is to consider the asymptotic structure of the fundamental solution to the modified Oseen problem (0.1). The application of this analysis can be found in [6] or [4, 5] .
Secondly, at a first glance it seems to be possible to change variables and modify the vector v in such a way that we would get the (classical) Oseen problem. This is not true; the condition ∇ · v = 0 would be replaced by another condition and we could not treat the problem using the results on the (classical) Oseen problem.
Many properties of solutions to the (classical) Oseen problem are connected with the properties of the fundamental solution to the Oseen problem. The same holds also in the case of the modified version (cf. [6] ). We are looking for (O µ , e) such that
where δ ij denotes the Kronecker delta, δ is the Dirac δ-distribution, 0 ≤ µ < 1, and system (0.6) holds in the sense of distributions.
Throughout the paper we use the standard notation L 
Fundamental solution to the Oseen problem
Before starting to study problem (0.6), let us recall several properties of the fundamental solution to the (classical) Oseen problem, i.e. problem (0.6) with µ = 0. We shall write only O instead of O 0 in this case. As is well known (see, e.g., [2] ),
with E(x) the fundamental solution to the Laplace equation. The tensor O satisfies the homogeneity property
and therefore it is sufficient to study only the case λ = 1.
We use the standard summation convention.
where S is the fundamental Stokes tensor (see, e.g., [2] ) and in three dimensions
for |x| → 0 for |α| ≥ 0, while in two dimensions
Recall that
Therefore the second derivatives of S represent Calderón-Zygmund singular integral kernels, i.e. there exists C = C(p, N ) such that
Define s(x) = |x| − x 1 . For |x| → ∞ we have in three space dimensions
The derivatives with respect to the first variable decay faster; more precisely,
2) Throughout this paper, f ∼ g for |x| → 0 means that there exists U ε (0), a neighborhood of 0, and
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In two space dimensions the structure is even more complicated. Here we have for
By analogy with the three-dimensional case the derivatives with respect to the first variable decay faster. Especially,
Our aim is to show similar properties also for the modified problem (0.6).
Fundamental solution to the modified Oseen problem
where O is the (classical) fundamental Oseen tensor and
in the sense of distributions. As in the Stokes and also classical Oseen problem the fundamental pressure e is given by e j (x) =
. Therefore it is sufficient to study E µ , the solution to (2.2). We further need
in the sense of distributions, which will be proved in Lemma 2.2 below. First we consider the fundamental solution to (2.2), i.e.
in the sense of distributions. For these reasons define
Here X and λ are defined by (2.5), R = |X|, s(X) = R − X 1 , and K 0 denotes a modified Bessel function of the second kind satisfying
Proof. Using (2.5) we transform (2.4) into
This problem has the well-known fundamental solution
Remark 2.1. By (2.6),
Using the change of variables (2.5) we see that
with s(X) = R −X 1 . Thus for the study of the asymptotic behaviour, it is not necessary to distinguish between the behaviour in the variables x and X. From (2.7) and Lemma 2.1, setting r = |x|, we see:
This convolution can be understood in the usual notion of L p -spaces yielding for every
Proof. The integrability properties of ∂ 1 E * and ∂ 1 O and Young's inequality imply that
) with p ∈ (1, ∞) when N = 2 and p ∈ (1, 3) when N = 3. In particular, E µ can be considered as a distribution in the Schwartz' class S . 
Furthermore, defining the operator A = ∆ − µ∂
given by (2.8) is a solution of (2.2).
To prove div E µ j = 0 we use Fourier transform in S to conclude from (2.2) that We have (again, as for the classical Oseen problem, we put λ = 1)
Proof. We divide the convolution integral (2.8) into three parts:
Obviously, −1 )(x) for m arbitrarily large. We shortly sketch how to estimate such convolutions (for more details see, e.g., [1, 3] or [6] ). Let x = (x 2 , . . . , x N ). We distinguish the following four situations:
The most restrictive case is c). Here we divide R N into 16 subdomains, as shown in Figure 1 below. Here R = |x| and ν = σ + 1 2 . Figure 1 Now we calculate the convolutions over each subdomain Ω i (i = 0, 1, . . . , 15). After some lengthy computations we get exponents e i , f i ∈ R such that Tables 1 -4 in [3] or [6] for N = 2, 3; the results for N > 3 can be read from the calculations performed in the above references. Thus we get
where the ε-loss is caused by logarithmic factors. Continuing with the first derivatives we easily observe that
The term ∂ ∂x i I 3 (x) needs more care. In subdomains Ω 0 , Ω 2 , Ω 6 , Ω 8 and Ω 11 (and in the corresponding situations in Ω 4 , Ω 9 , Ω 10 , Ω 14 and Ω 15 ) we simply take the derivative of I 3 , otherwise we first use the change of variables z = x − y and then calculate the derivative. Using Tables 1 -2 from [3] or [6] we again obtain
Analogously we proceed for higher derivatives Similarly, in two space dimensions:
Proof. It is analogous to the three-dimensional case .
where
is the most crucial term,
vanishes in B 1 , and
is easily seen to be bounded together with all its derivatives in B 1 . Obviously,
To establish the singular behaviour of I 1 near 0 we estimate its Fourier transform 
Consequently,
for M ∈ N arbitrarily large. Hence, dealing analogously with ϕO,
as |ξ| → ∞.
For the partial derivative 
Thus we proved that for all
Summarizing (3.3) and (3.4) we obtain
We shall now reconstruct the asymptotic properties of I 1 (x) using the following lemma.
Furthermore, for x ∈ B and λ > 0 we define v λ,β and w λ,β by
(1 + r) 4 dr.
, while for λ > 1 we distinguish between the cases β = 0, N = 2 and |β| + N > 2. Obviously, Setting λ = 1 |x| we get the result
In particular, we have reproved that
Moreover, we have obtained that for 0 < |β| ≤ 2
Therefore the integral operator
and can be (eventually) extended due to a density argument onto some L q (R N ). Let us consider the integral operator
. Evidently,
where the multiplication is to be understood in the sense of S . Nevertheless, thanks to the properties ofÎ 1 (ξ) we easily see that
Thus we get the following lemma. We can now summarize the results. 
