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Layanan kesehatan adalah salah  satu sektor pelayanan masyarakat yang berkembang pesat saat ini, 
sehingga menghasilkan tumpukan data medical record  pasien dalam jumlah besar. Tumpukan data tersebut 
dapat memberikan pengetahuan yang berharga jika diolah dengan cara yang tepat. Knowledge discovery in 
database (KDD) merupakan rangkaian proses untuk menggali pola pengetahuan yang tersembunyi dalam 
sekumpulan data yang besar. Teknik data mining adalah satu proses dalam KDD. 
Penelitian pada penggunaan teknik data mining dibidang kesehatan khususnya di Indonesia terus 
berkembang. Data mining dapat diterapkan untuk menemukan pola pengetahuan dari profil pasien dan data 
riwayat  kesehatannya. Pengetahuan yang diperoleh dapat digunakan analisis dan pengambilan keputusan, 
antara lain  untuk memprediksi jenis penyakit, mengetahui pola penyebaran penyakit, dan melihat efektifitas 
pengobatan. Makalah ini memaparkan berbagai penelitian penggunaan teknik data mining untuk analisis dan 








 Healthcare is one of the fastest growing fields today, and it is produce enermous quantity data of 
patients medical record. The data set can provide usefull knowledge if processed in an appropriate way. The 
discovery of knowledge in the database (KDD) is a series of processes for recording hidden patterns of 
knowledge in large data sets. Data mining technique is one of a process in KDD. 
 Researchs of  using data mining in health domain, especially in Indonesia continues to grow. Data 
mining have capabilities to find patterns of knowledge from the patient profile and theirs history of medical 
record. The knowledge that gained can be used to know the type of disease, the pattern of disease spread, and to 
know the effectiveness of treatment. This paper describes various studies of using of data mining techniques for 
the analytic and prediction of human disease. This paper features data mining techniques such as 
association,clustering, calssification, and prediction. 
 




Pemerintah Indonesia memberikan perhatian khusus pada bidang kesehatan dengan mengeluarkan 
kebijakan untuk penerapan teknologi informasi dan komunikasi pada layanan kesehatan di Indonesia. Kebijakan 
tersebut salah satunya tertuang dalam rencana strategis 2015 Kementrian Kesehatan, diantaranya rencana 
strategis penerapan sistem informasi kesehatan dan integrasi data rekam medis rumah sakit rujukan nasional dan 
regional [1]. Penerapan sistem informasi kesehatan dan integrasi data rekam medis antar rumah sakit akan 
menghasilkan database rekam medis yang besar. Bagi peneliti, database yang melimpah ini membuka peluang 
baru pada penelitian analisa data pasien menggunakan berbagai metode yang berkembang saat ini, salah satunya 
adalah data mining. 
Data mining merupakan salah satu tahapan dalam proses penemuan pola pengetahuan dalam database 
yang besar atau lebih dikenal dengan istilah knowledge discovery in database (KDD) [2]. Istilah knowledge 
discovery in database diciptakan oleh Piatetsky-Shapiro pertama kali pada konferensi KDD 1991 [2]. KDD 
terdiri dari beberapa tahapan dan data mining adalah salah satu tahapannya yang berupa algoritma penemuan 
yang menghasilkan pola [2]. Data mining merupakan bagian integral KDD yang merupakan proses keseluruhan 
dari mulai mengubah data mentah menjadi informasi yang bermanfaat [3]. Istilah data mining tidak dapat 
dipisahkan dengan istilah KDD sehingga pada perkembangannya, istilah data mining lebih sering digunakan 
untuk menyebut proyek KDD.  
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KDD merupakan perpaduan berbagai bidang ilmu yaitu kecerdasan buatan, machine learning, statistik, 
basisdata, pengenalan pola, visualisasi data, dan komputasional tingkat tinggi [2]. Tahapan proses KDD 
ditunjukkan oleh Gambar 1. 
 
Gambar 1. Proses knowledge discovery dalam database(Tan dkk.( 2006)) 
Komponen dalam proses KDD pada Gambar 1 dapat dijelaskan sebagai berikut [4]: 
1. Input data adalah dataset yang akan diekstrak pola pengetahuannya. Data ini dapat  disimpan dalam berbagai 
macam format (file, spreadsheet atau tabel) dalam tempat penyimpanan terpusat atau disimpan terdistribusi 
lintas sumber. 
2. Data preprocessing bertujuan mengubah data input ke dalam format yang siap di analisis. Tahapan pada 
preprocessing meliputi penggabungan data dari berbagai sumber data, data cleaning untuk menghilangkan 
noise data dan duplikasi data, dan seleksi fitur yang relevan dengan tujuan data mining, dimensionally 
reduction untuk sampel analis, normalisasi data ke dalam bentuk yang mudah dianalisis, dan data subsetting. 
3. Postprocessing adalah menentukan hanya hasil yang valid dan berguna saja yang akan disatukan dalam 
sistem pengambilan keputusan. Pada tahapan ini diantaranya adalah proses filtering Patterns, visualization,  
dan pattern interpretation. 
 
Keberhasilan ekstraksi pola dari dataset sehingga menghasilkan pengetahuan yang bermanfaat tergantung 
pada keahlian dan ketrampilan sumber daya manusia yang menggunakan data mining [5]. Menurut Tomar dan 
Agarwal, CRISP-DM (CRoss Industry Standard Process for Data Mining) menyediakan standar framework 
proses data mining dimana tersebut dibagi dalam 6 tahap. Tahap pertama adalah pemahaman proses bisnis 
sedangkan data dalam proses bisnis dikumpulkan dan dianalisis pada tahap kedua. Pre-processing data 
dilakukan pada tahap ke-tiga dan pemodelan dilakukan pada tahap keempat. Tahap kelima mengevaluasi model 
dan tahap keenam adalah deployment model yang ditafsirkan.  
 
2. TEKNIK DATA MINING 
Teknik data mining dibagi dalam beberapa kelompok sesuai tujuannya yaitu klasifikasi, clustering, dan  
asosiasi. 
2.1. Klasifikasi 
Klasifikasi adalah proses pembelajaran fungsi target f  yang memetakan setiap sekumpulan himpunan 




Gambar 2.1  Klasifikasi sebagai pemetaan input himpunan atribut x ke dalam kelas label  y  
(Khomsah, 2016) 
 
Data input untuk klasifikasi adalah sekumpulan record dikelompokkan sebagai tupel (x,y) dimana  x 
adalah atribut dan y adalah kelas. Atribut dataset dapat berbentuk  nilai diskrit atau kontinyu. Sedangkan 
kelas label harus berbentuk diskrit. Atribut kontinyu adalah atribut yang mengandung nilai angka riil,  
misalnya suhu, tinggi dan bobot. Sedangkan, atribut diskrit berupa kategori, misalnya kategori mammal, 
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dengan data training. Model  yang dibangun digunakan untuk menentukan kelas label yang belum diketahui 
(Tan dkk (2006)). 
Klasifikasi terdiri dari dua tahap yaitu training dan testing. Tahap training bertujuan menghasilkan 
aturan- aturan IF- THEN berdasarkan sekumpulan data pelatihan. Aturan- aturan yang dihasilkan proses 
training akan menjadi model klasifikasi. Tahap testing yaitu memprediksi setiap data testing berdasarkan 
aturan IF- THEN dari data pelatihan. Contoh klasifikasi calon pendonor darah apakah layak (Ya) atau tidak 
layak (Tidak), IF Kel_Hct=3 AND Kel_Usia=4 AND Kel_Tda=3 AND Jkel=1 AND Kel_Hb=1 AND 
Kel_Bb=3 THEN Ya [6]. 
 
2.2. Clustering 
Clustering merupakan metode data mining untuk mengelompokkan data yang memiliki kemiripan 
(similiarity). Sekumpulan data atau objek akan dikelompokkan menjadi beberapa kelompok berdasarkan 
kemiripan masing sehingga dalam satu kelompok hanya terdiri dari data atau objek semirip mungkin [7]. 
Jumlah kelompok dari proses clustering dapat ditentukan ( satu, dua, atau tiga). Contoh algoritma clustering k-
means, c-means, fuzzy c-means [7][8]. K atau c menunjukkan jumlah kelompok yang ingin dibentuk. Pada 
metode k-means, hanya menjadi anggota satu kelompok berdasarkan jarak kemiripan data terhadap pusat 
kelompok. Sedangkan pada metode c-means misalnya fuzzy c-means , setiap ada dapat  menjadi anggota 
semua kelompok berdasarkan derajat keanggotaanya [8]. 
 
2.3. Asosiasi 
Asosiasi adalah metode data mining untuk mengetahui hubungan antara satu item dengan item lainnya 
dalam database berukuran besar. Hubungan yang tidak terlihat tersebut dapat diekstraksi menjadi pola yang 
direpresentasikan dalam bentuk himpunan aturan IF -THEN. Metode ini menghitung kelayakan aturan dengan 
menggunakan nilai support count dan nilai confidence (Tan dkk (2006)). Aturan asosiasi didefinisikan sebagai 
implikasi 𝑋 → 𝑌, dimana X dan Y adalah disjoin itemsets atau 𝑋⋂𝑌 = 𝜙. Aturan asosiasi yang kuat diutunjukkan 
oleh nilai support dan confidence-nya. Dimana support menunjukkan seberapa sering aturan berlaku untuk 
himpunan data yang diteliti, sedangkan confidence adalah seberapa sering item Y muncul dalam transaksi yang 
mengandung X. Bentuk formal definisi support seperti persamaan (3) dan confidence pada Persamaan (4). 
 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋 → 𝑌) =
𝜎(𝑋∪𝑌)
𝑁
    (3) 
 





Nilai Support digunakan untuk mengukur tingkat pentingnya suatu aturan. Aturan dengan support yang 
rendah akan banyak dan tidak bermakna atau tidak menguntungkan sehingga aturan dengan support rendah 
dapat dihilangkan. Confidence adalah ukuran tingkat kepercayaan terhadap sebuah aturan.  Pada aturan 𝑋 → 𝑌 , 
nilai confidence menunjukkan seberapa besar kemungkinan munculnya Y jika terdapat X. Artinya seberapa yakin 
kemunculan item X pasti akan diikuti juga dengan pembelian item Y. Seberapa penting suatu aturan ditunjukkan 
dengan nilai lift-nya [9]. Nilai lift diperoleh dengan persamaan (5). 
𝐿𝑖𝑓𝑡 =
𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝑟𝑢𝑙𝑒
(𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑎𝑛𝑡𝑒𝑐𝑒𝑑𝑒𝑛𝑡) (𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑡)
            (5) 
 
Formula data mining aturan asosiasi pada umumnya dinyatakan sebagai berikut: 
a. Tentukan himpunan transaksi T.  
b. Temukan semua aturan yang mempunyai support ≥ minsup dan confidence ≥ mincof dimana minsup dan 
mincof adalah ambang batas nilai minimal support dan nilai minimal confidence yang ditentukan. 
Secara umum jumlah aturan yang dibangkitkan dari dataset yang mempunyai d  item dituliskan seperti 
persamaan (6). 
𝑅 = 3𝑑 − 2𝑑+1 + 1. (6) 
Algoritma asosiasi membutuhkan komputasi yang besar sehingga perlu strategi pembangkitan aturan dengan 
membagi dalam dua proses yaitu: 
a. Menemukan semua itemset yang memenuhi ambang batas (minsup) yang ditentukan. Itemset- itemset ini 
disebut dengan frequent itemsets. 
b. Membangkitkan aturan, yaitu mencari aturan yang mempunyai nilai confidence yang tinggi. 
 
3.  PENERAPAN DATA MINING DIBIDANG KESEHATAN DI INDONESIA 
  Teknik data mining dibagi menjadi beberapa kelompok sesuai dengan tujuan aplikasi. Di sektor 
kesehatan, teknik data mining dapat digunakan untuk analisa deskripsi atau prediksi suatu penyakit pasien.  
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3.1. Prediksi Penyakit 
Algoritma data mining digunakan untuk klasifikasi jenis penyakit, menentukan diagnosa penyakit, dan 
sistem pendukung keputusan. Penelitian tentang prediksi penyakit yang dikaji dalam paper ini dirangkum 
pada Tabel 1. 
 
Tabel 1. Penerapan algoritma untuk prediksi penyakit 
 
No. Jenis  Prediksi Penyakit Algoritma 
1.  Jantung  C.45 , Adaboost[19], Particle Swarm Optimation[27], Neural Network[21] , 
CBR[54], RBF[33], Naïve Bayes[36][48] 
2.  Karies Gigi Fuzzy C-Means[8][50] 
3.  Diabetes Melitus  
(DM)Tipe II  
ID3[34], Decision tree J48[60], Naïve Bayes, SVM, Boosted[16], NN 
MLP[65], SMO  ZeroR.[52] 
4.  Diabetes Mellitus 
(DM)Tipe I 
NN[65], Boosting, ELM[49], SMO  ZeroR.[52] 
5.  Hepatitis/Liver Naïve Bayes SVM[38], Fuzzy Dessicion Tree[39], C.45[63][64], QUEST 
(Quick, Unbiased, And Efficient Statistical Tree), Rule Based Classifier 
[28] 
6.  Kanker Payudara SVM[15], Gain Ratio[45] 
7.  Kanker Servic SVM, PSO Naïve Bayes[41][46] 
8.  Kanker Ovarium Assosiation Rule (apriori)[9] 
9.  Demam Berdarah 
(Dengue) 
SVM K-means, C.45, SVM[58][61], ID3, J48[56] 
10.  Level Kesehatan Pasien C.45, Decision Tree [37] 
11.  Parkinson Naïve Bayes RIPPER J45 [42]  
12.  Demam Biasa K-NN[22] 
13.  Hemodialisa C.45[44] 
14.  Penyakit Mata Naïve Bayes[31][62] 
15.  Stroke Improves PSO SVM[47], ECLAT[51], C.45 
16.  TBC (Tubercolosis) SVM Naïve Bayes NN Logistik Regression[40], K-NN[35], C.45[32] 
17.  Alzeimer NN[18] 
18.  Thalasemia K-Means[7] 
 
 
3.2. Analisa Pola Data Kesehatan 
Data mining dapat juga diterapkan untuk menganalisa pola hubungan antara penyakit dan faktor 
penyebab, pola penyebaran penyakit, perilaku pasien, dan evaluasi kasus medis. Beberapa penelitian tentang 
analisa pola d 
ata terangkum pada Tabel 2.   
 
Tabel 2. Penerapan algoritma untuk analisa pola data kesehatan 
 
No. Analisa Algoritma 
1.  Pola pembelian obat Apriori[29] 
2.  Pola penyebaran ISPA Apriori[24][59] 
3.  Pola distribusi Penyakit Disentri Apriori[53] 
4.  Pola penyakit akibat rokok Apriori[57] 
5.  Kelompok penyakit pasien K-Means[43] 
 
 
5. KESIMPULAN   
Penerapan teknologi informasi untuk mengelola data rekam medis pasien membawa dampak pada 
melimpahnya database pasien. Penelitian  data mining dibidang kesehatan oleh para di Indonesia mulai 
berkembang meskipun belum banyak penelitian yang dapat terimplementasi langsung di rumah sakit dengan 
baik. Domain penyakit yang paling banyak menjadi perhatian peneliti antara lain DM, Jantung, Hepatitis, 
Kanker Payudara, TB, dan Demam Berdarah. Penelitian-penelitian yang dikaji dalam paper ini belum 
mempunyai rantai keberlanjutan antar satu penelitian dengan lainnya meskipun domainnya sama sehingga 
perkembangan penelitian satu domain tidak tumbuh cepat. Penelitian menggunakan dataset yang berbeda 
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meskipun penyakit yang diteliti sama sehingga meskipun algoritma yang sama diterapkan pada domain penyakit 
yang sama, akurasinya berbeda, dampaknya yaitu efektifitas algoritma untuk prediksi suatu penyakit terlihat 
bias. Kedepannya akan sangat baik jika dibangun satu sistem dataset penyakit yang dapat digunakan oleh para 
peneliti secara luas.  
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