This paper describes a parameterized approach to the Ad Hoc On-Demand Distance Vector (AODV) routing protocol using a network-simulator 2 (ns2). By utilizing two AODV's protocol functions, which are HELLO messages and local route repair, we explore the more flexible approach on these two important functions, rather than a fixed setting within the default AODV protocol. HELLO message is used to detect the broken link, while the local route repair in AODV is used to fix and discover alternative routes in the event of route failure. In this paper, two functions to optimize AODV performance have been utilized. The first is link break detection time ( lb ), using the HELLO message to detect link failure, and the second is link break position parameter ( bp ) for AODV's local route repair. The results show that the default AODV setting does not yield the best results for most defined network scenarios. In some cases, improvement compared to the default setting can be as high as 38%, for local route repair strategies. This paper presents a potential flexible and parameterized approach for dealing with link breaks and route repairing strategies for AODV protocol.
Introduction
The development of routing protocols is of the important subjects within Mobile Ad Hoc Networks (MANETs), which have to deal with the typical limitations of wireless networks, including low bandwidths, high error rates, and power limitations. The main functions of MANETs protocols are to establish, maintain, and perform route repair in the event of broken links. Numerous routing protocols have been developed to cater the needs of wireless networks, or MANETs [1] [2] [3] . Such protocols can generally be categorized into two groups: reactive and proactive protocols. Reactive protocols, as the name suggests, will only find its route if it is desired by the source node. Meanwhile, proactive or tabledriven protocols will consistently maintain the routing table information at every network node [4] . In this paper, the Ad Hoc On-Demand Distance Vector (AODV) [5] protocol, one of the most widely used reactive protocols, will be studied and analysed.
In AODV, HELLO messages are the default technique used to identify broken links, while the local route repair function is used for route repair and discovery. These two functions (HELLO messages and local route repair) are very important, since AODV is a reactive type wireless protocol. They are both interconnected, since link breaks will also lead to broken routes. Therefore, the performance of AODV can be optimized through controlling these two important AODV's functions.
Prior works have been reported, dealing with link breaks detection and route repairing as means of optimizing AODV performance. Park et al. [6] reported work on HELLO interval, as the function of node mobility and transmission range, maximizing network throughput by using linear regression analysis. Preemptive Local Repairing Mechanism (PLRM) 2 Wireless Communications and Mobile Computing AODV, as reported in [7] , takes a preventive approach to link breakage by promiscuously monitoring link quality, traffic load, and other parameters affecting network performance. The metric is used to reduce control overhead and routelength repairing processes. Another active monitoring of control message has been reported in [8] , where network information is provided by the neighboring node. Scalability control in local-link repair has been demonstrated in [9] , used to find alternative routes for next-to-next node, in the event of broken link. By changing the format of control packets, the network's scalability and performance have been improved, when compared to the basic AODV protocol. Another similar method has been proposed in [10] , whereas the beacon-less message has been incorporated into the event of link breaks, and by only using the 802.11b control message to reduce bandwidth utilization during route repairing. An optimized link predictability technique, based on AODV, has been demonstrated in [11] . Here the nodes estimate the link breakage time, based on the signal strength of received packets. From the received information, the affected node will decide whether to initiate local repair or new route discovery processes, much earlier than the estimated route breakage.
However, very few works have involved a comparative study of the different parameterization of HELLO messages and of local route repair functions. Presented in the following is an investigative study of the flexibility and parameterized approach of HELLO messages, and the local route repair functions in AODV. This paper's authors considered a range of different network scenarios, particularly for different levels of network load within this paper's simulation design. The simulation's first part will focus on the two important parameters, which control the periodicity of HELLO messages, specifically HELLO INTERVAL (HI) and ALLOWED HELLO LOSS (AHL). The authors parameterized both HI and AHL with different sets of value setting and random source-destination pairs location. The second part of the simulation focuses on the local route repair functions of AODV, where a source-destination pair is fixed and is in place at both ends of the simulation area. The simulations used by this paper's authors measured the performance of the routing protocols, in terms of the Packet Delivery Ratio (PDR) metric. PDR is defined as the ratio of the total number of data packets received at the destination node, to the total number of data packets sent from the source node. The simulation results show that the PDR value can be significantly improved by setting different sets of parameters.
The rest of the paper is organized in the following way. Section 2 reviews the basic principles of the AODV protocol, and its link breaks detection mechanism and local route repair process. Section 3 discusses the implementation of the authors' parameterized concept, and the performance comparison for link breaks detection and local route repairs in AODV. This paper's conclusion and suggested future works are both presented in Section 4.
Link Breaks and Route Repair Mechanism in AODV
AODV is one of the widely used reactive type protocols in MANETs, meaning the route is initiated and maintained only when data needs to be transmitted to the destination node. The source node that serves to establish a route destination will first broadcast a special message, called the Route Request (RREQ), throughout the network. It will keep doing so, until it has been received by the node with a path to the targeted node, or if that node itself is a destination. That node provides feedback through a special message called route reply, until it reaches the source node. When the source node receives its RREP message, containing a route to the destination, it will then start to transmit the intended data to the destination node.
In AODV, a node will exchange periodic HELLO messages with its neighbor, in order to determine the link's state and to indicate that the link is still alive. During the data transmission, if any link is broken, that is it is not receiving HELLO message from the neighbor, the affected node will send a Route Error (RERR) message to all other nodes affected by the broken link, including the source node. When the source node receives the RERR message, it will begin a new route discovery process afresh. Alternatively, rather than sending a RERR message downstream, the affected node can choose a local route repair option by broadcasting a new RREQ message.
Link Breaks Detection.
To determine the link health in AODV, HELLO INTERVAL (HI) and ALLOWED HELLO LOSS (AHL) are two important parameters that determine link lifetime between two neighbors. HI is defined as the time interval existing between consecutive transmissions of HELLO messages, while AHL is the parameter which determines how many HELLO message losses can be tolerated. A node that has not received a HELLO message from its neighbor after (HI × AHL) seconds will decide that the link to its neighbor is lost, and that all other routes using that particular link will be invalidated. It is important to realize that a node should only use HELLO messages in an active route, in order to conserve bandwidth and control routing overhead. According to [5] , the default setting for HI is 1 second, while the default setting for AHL is 2.
The HELLO message in AODV is crucial for detecting link breaks, so that necessary actions can be taken to improve network performance. Any route dependent on that broken link will be invalidated, and the route recovery process will be activated. In MANETs, link breakage is usually caused by nodes mobility within the network and also by interference. Each node moves dynamically, in a random manner, which causes rapid change within a network. Any route that depends on the broken link will be invalidated. In particular, the HI value in AODV is very important for determining a network's performance. The experiment conducted in [12] has shown that a low value of HI increases power consumption and thereby causes the battery to be drained. This finding was based on the battery lifetime experiment. The report also shows that variations of the HI value led to significant improvements in packet delivery ratio (PDR) and end-to-end delay, while also having a minimal impact on routing overhead. In this paper, the authors investigated both AHL and HI parameters in order to determine network performance, within a different set of parameters settings.
There will be a trade-off in setting up the AODV's AHL and HI parameter. A setting that is too low will cause a HELLO packet to suffer a collision, especially in the shared medium, and will result in the subsequent loss of HELLO packets. Adjacent nodes will "fight" to use the shared medium, and it is not always possible to transmit data packets. HELLO packets can easily suffer delays, and there is the possibility of not arriving within the stipulated time, causing a loss of connectivity. The author's motivation is based on how both parameters affect link break detection, under different network conditions.
Local Route Repairs.
While detecting link breaks is crucial in AODV, the manner of dealing with link breaks is equally important in mobile networks. Basically, AODV introduces two approaches in dealing with link breakage. In the first approach, when link breakage is detected, the affected node will send a Route Error (RERR) message downwards to the source node. Upon receiving the RERR message, the source node will initiate a new route discovery process. This approach is referred to as source repair; as the name suggests, a source node will initiate a route repair and discovery process.
The second approach involves searching from the affected node itself. The affected node can set off an upstream search for the alternative route, rather than sending an RERR message back to the source. This process is called local route repairs. The affected node will initiate the discovery of a route process to the targeted node, via the RREQ message broadcast. During this process, the affected node will buffer all data projected for the destination, within the discovery period. The affected node will hold on, within the discovery period, for the route replies (RREP) message from the destination itself or any other node that has a route to the destination. Once the affected node received the RREP message, the local repair process could be considered successful, and the communication can be resumed. In AODV, the extent of the RREQ message on local repair is limited by the Time To Leave (TTL) setting. In the case of failed local repair, where no RREP message is received, the affected node will slip back to the source node for source-initiated repairs.
In AODV, the local repair scheme can reduce the time and cost of the route repairing process, which in turn improves network performance. However, in certain cases (e.g., in a failed local repair attempt), this will increase the path length and the time required for repairing the broken route. Nevertheless, an unsuccessful local repair process will result in increased network overhead, severely worsening the network's performance. The motivation of this paper's authors lies in the trade-off existing in the local repair mechanism and encouraging us to investigate the decision method regarding which scheme is best for applying various network scenarios.
As mentioned earlier, AODV supports local repair and its execution is based on certain conditions. The process depends greatly on the MAX REPAIR TTL parameter. This parameter indicates whether the local or the source repair process will take place, through the route repairing process. If the destination node distance is no farther than MAX REPAIR TTL hops away from the node where the link breaks are detected, the local repair process will be invoked. Otherwise, the source repair process will take place. In AODV, the MAX REPAIR TTL of AODV is set as follows:
The AODV's NET DIAMETER value is defined as being 35 [5] . From (1), it is clear that local repair in AODV will be used if the broken link occurs in relation to the destination node, at 10 or fewer hops away. This also means that, for a small to medium-sized network, AODV will automatically decide for a local repair scheme, where the network distance is less than 11 hops. As determined from the results of this paper's simulation, this fixed local repair setting is not always the best approach. Therefore, the next section will investigate a more parameterized technique of decision-making, in choosing which approach to link breaks parameter detection, and route repair mechanism, should be invoked. The aim of this will be to improving overall network performance, by increasing PDR value.
Performance Evaluation

AODV HELLO Messages.
As mentioned before, two important parameters controlling HELLO message frequency are HELLO INTERVAL (HI) and ALLOWED HELLO LOSS (AHL). HI is defined as the time interval between HELLO message transmissions. Likewise, AHL is defined as being the number of periods that the HELLO INTERVAL can go through, without receiving a HELLO message, and a node opts that the link to its neighbor is invalid. The default value for both HI and AHL is one second and two, respectively. In this paper, the authors have defined a new parameter, called "detection of link break" time, which is as follows:
Therefore, from lb , link invalidation from node to its neighbor will occur if the HELLO message is not received within the duration of lb second. For this study's simulation, different sets of lb values were set when the two parameters (AHL and HI) were varied, based on Table 1 .
Simulation
Overview. This study's performance comparison was implemented using the ns2 simulator [13] . The network was designed to reflect the actual MANETs scenario. 50 mobile nodes were simulated, moving randomly in the 1500 m × 300 m area dimension. A random-waypoint mobility model [14] was used, where nodes moved to a randomly selected destination, with speed homogeneously distributed from zero to MAX SPEED. When the nodes reached the intended target, it will stop for PAUSE TIME and after that, the same procedure will be repeated again. The generation of data traffic flows has been undertaken between pairs of nodes, in a random manner.
Packet Delivery Ratio (PDR) performance metric was computed in the simulation. PDR is the ratio of the total number of data packets received at the destination node, to the total number of data packets sent at the source node. This paper's simulation setting is presented in Table 2 . 50 simulation runs were performed, each run having different mobility samples for every pause time. For more accuracy, the run results were averaged. Furthermore, a 90% confidence interval was included in the results, indicated in the graphed results. To achieve stability of the steady state conditions, traffic transmission and network trace were turned on only 300 seconds after the warming period. Figure 1 shows association between the PDR performance results, and the lb parameter. The graph shows a decreasing PDR value for the increasing lb value. The decreasing PDR value is the result of the longer time used by the system to detect link breaks (increasing lb ), which was to be expected. It should be noted that, for both cases where lb equals 1 s, the HI value of 0.5 s and the AHL value of 2 performed better than the scenario with the HI value of 1 s and the AHL value of 1. The former case has a better PDR performance, due to the AHL value of 2 requiring two consecutive HELLO message losses, before the link is marked as being broken. The letter where the AHL value is 1 will only require one HELLO message loss for the link to be invalidated. Please note that this study's simulations have been randomly set to have a total of 30 traffic flows. There is a higher probability of the HELLO message being lost due to collisions with data packets during transmission, rather than being lost due to actual link breaks or due to mobility. In the former case the link might still be existent, here declaring the link to be broken will be unnecessary, as it will lead to poorer PDR performance.
Results and Discussions.
AODV Parameterized Route Repair.
As mentioned earlier in Section 3, the default AODV setting in present link breaks will only perform local repair, in the event that a broken link occurs less than 10 hops away, with the node marks being a destination. Rather than having a fixed setting or threshold used to decide which repair process is performed, this study's authors have introduced a new scheme that investigates the range of link breaks position thresholds, relative to the total network length. These ranges of thresholds will be tested through this study's designed network scenarios, in order to determine the optimal choice for the proposed work.
The proposed new parameter is called link break position parameter, bp , presented as follows: bp = link breaks hop index total path length ,
where 0 < bp ≤ 1. The link breaks hop index describes the position of the link breaks' location, when measured from the source node.
This study introduces another parameter, called local route repair Threshold or LR . This parameter determines the distance position, within the end-to-end route where the link breaks happens, serving to trigger local route repair. For example, when LR is set as 0.5, this simply means that if a link breakage takes place at a position which is less than halfway along total path length, the system will select a local route repair option. Otherwise, a source-initiated repair will be used. The pseudocode for the decision-making is presented in Pseudocode 1. The link breaks location scenarios, for this studies' proposed scheme, are illustrated in Figures 2(a) and 2(b) . The network consists of 5-hop distances between the source node (node A) and destination node (node F). In Figure 2 For illustration details, Table 3 shows the decisionmaking of the proposed scheme (Pseudocode 1) for the depicted scenarios, as shown in Figure 2 . This paper's authors have used all five LR values defined in this paper. The LR = 0 simply means the system will always choose a local repair, while for LR = 1, the system will always opt for source repair.
Wireless Communications and Mobile Computing
Simulation Overview.
To test this study's proposed method, ns-2.34 was used to simulate and measure the study network's performance. The network consisted of 50 mobile nodes, randomly positioned and moving within a rectangular area measuring 1500 by 300 m 2 . A random-waypoint mobility model was employed [14] , where mobile nodes move to the random destination at a speed homogeneously distributed from zero to MAX SPEED. In the node speed setting, min speed and max speed are categorized in two sets: the first set is [5 m/s, 15 m/s], and the second set is [15 m/s, 25 m/s]. These two sets are purposely used, so that the node average speeds are 10 m/s for the first set and 20 m/s for the second set.
Similarly, a constant bit rate (CBR) has been used as this simulation's traffic source. The source and destination were fixed at both ends of the simulation area, to determine the route repair method's effectiveness, as depicted in Figure 3 bytes. With a varying number of source-destination pairs, one can also look into the method's effect when the system's traffic load was increased. The LR parameter was set from 0, where local repairs are always undertaken, to 1 where source repairs are always undertaken, with intervals of 0.25. When increasing LR , the possibility of repairing route locally selection also decreases. For the purpose of performance evaluation, this simulation used the PDR performance metric. For accuracy and better statistical support, 30 simulations runs were performed for each defined scenario, and the results of these 30 runs were averaged. The 90% confidence intervals are also shown in the graph results. Table 4 presents the relevant parameter settings in this study's simulation.
Results and Discussion. Figures 4(a)-4(c)
show network performance in terms of the PDR metric, using this study's proposed scheme for one-, three-, and five sourcedestination pairs, respectively, with a 16 Kbps CBR traffic flow. It has been discovered that higher node speeds have the predicted lower PDR. For varying network loads, the best performance has involved different route repair strategies, or LR values. For single source-destination pair results, as shown in Figure 4 (a), it seems that LR = 0 (always doing local repair) achieves the highest PDR values for both the 10 m/s and 20 m/s node speeds. As the LR value increased, it was expected that there would be a decreasing trend in PDR performance. Referring to Figure 4 (a), the worst PDR performance is observed when the LR = 1 (always performed source repair) and presents a significant difference when compared to LR = 0 (always do local repair). When the network flows (more load) were increased to three and five (destination pair) as depicted in Figures 4(b) and 4(c), respectively, a notable change in PDR performance was observed. Optimal LR values change to LR = 0.25 and LR = 0.5 for three and five flows, respectively.
For the results of the higher data traffic (32 Kbps traffic flow), as shown in Figures 5(a)-5(c) , it was noticed that a similar results trend appeared, as presented in Figure 4 . For single flow traffic shown in Figure 5 (a), LR = 0 gives an optimal value for PDR performance. As the number of flows was increased to three and five, as illustrated in Figures 5(b) and 5(c), respectively, the results indicated that LR = 0 gives the worst PDR performance. For cases with three and five flows, and with both node speeds of 10 m/s and 20 m/s, the optimum performance was observed to be LR = 0.75. Here the local route repair was invoked if it happened more than halfway along the path length, or if the link break happened near the destination node.
From these results, it seems that when there is a low network load with only one source-destination pair, as referred to in Figures 4(a) and 5(a) , the packet collision is low. This was indicated in the study's trace files. The route can be converged faster, if it can be repaired locally, without sending the additional control packet (RREQ and RREP) back to the source node. As the network load increases to three and five source-destination pairs, there is increased in packet loss due to collision. Additionally, the network will not scale well if a node is being forced to perform route repair locally, regardless of the l link breaks location. Except for Figure 4 As indicated from the results, when the network load is very low the optimum choice for LR is 0, as based on the PDR value. When the network load was gradually increased, the optimal LR value also increased. It can be concluded that when the network load is high, to ensure efficient local route repair, the link breaks need to take place near the destination node. The simulation results also never show a LR of 1, always performing source repair as the best route repair strategy.
For the purposes of further analysis, the PDR results of the optimal route repair strategy for both node speed and network load were compared with two baseline cases, specifically the LR of 0 and 1 as shown in Figure 7 . Figure 7 (a) shows the PDR improvements when compared to the LR of 1 (source-initiated repair). This always-performed source repair technique is utilized in Dynamic MANET OnDemand (DYMO) protocol, which has already changed to AODVv2 (the successor to AODV). From Figure 7 (a), it was determined that the optimal repair strategy was optimized, especially when there is low network load. For instance, when there is a single flow of 16 Kbps data traffic, with an average node speed of 20 m/s, the optimal strategy improvement over a LR of 1 can be reached by up to 20 percent, in terms of PDR value. As the network load or flows increased, performance improvement decreased correspondingly.
The second baseline PDR improvement was that of the LR of 0 (local initiated repair). The default AODV setting uses this configuration for a small-to mediumsized network [5] . Results presented in Figure 7 (b) show that there is no performance gain for a low level network load, since optimal performance is achieved with a LR of 0. When the network load is increased, there is significant PDR gain. The PDR improvement is more than 20% for most cases, with 38% being the maximum recorded gain.
From the results, it is evident that there is an inevitable need for a more flexible and adaptive route repairing method. In this paper, the conducted experiments proved that, by applying different route repairing techniques, a greater level of performance improvement can be achieved, when compared to the default setting of a wireless protocol such as AODV. Preliminary results presented here can be a base for adaptive AODV protocol. Using data such as number of nodes in network, traffic condition, traffic types, link quality, and many more network parameters, the intended protocols can utilize all this information to make a better routing decision by using regression analysis. Protocol can sense the network conditions based on the network parameters information and change the appropriate protocol parameter in order to achieve better result. This is the focus of our future works, where a lot more network parameters need to be investigated.
Conclusion
This paper presented a parameterized link breaks detection and route repairing technique for the AODV protocol. For link breaks detection, the default setting of the AODV for the HELLO message of the simulated scenario does not produce optimal results for all cases. This is especially the case in highly mobile networks. There is therefore still room for improvement. A more flexible method, concentrating on a parameterized technique, is required. Likewise, to obtain a more accurate model, more simulation is required for various network scenarios.
For the route repairing technique, this study's simulation results showed that the fixed setting of AODV, using a fixed local route repairing threshold, did not yield an optimal PDR value. It also indicated that the optimal technique depends greatly on the network load. In certain cases, there is a huge and significance improvement in using this study's defined LR threshold. In addition, this study compared PDR improvement with two baseline cases; the first one being the fixed threshold setting in default AODV, and the second one being the with source repair method employed by the DYMO protocol. This paper's authors have strongly presented the cases and have argued for a more flexible and adaptive choice of both link breaks detection and route repairing technique. More simulations with various network scenarios are needed for more accurate model and to choose the best optimal results for both techniques. This study also looked at combining both detection and route repairing mechanisms, for the better improvement of AODV performance.
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