A walk W in edge-colored graphs is called properly colored (PC) if every pair of consecutive edges in W is of different color. We introduce and study five types of PC acyclicity in edge-colored graphs such that graphs of PC acyclicity of type i is a proper superset of graphs of acyclicity of type i + 1, i = 1, 2, 3, 4. The first three types are equivalent to the absence of PC cycles, PC closed trails, and PC closed walks, respectively. While graphs of types 1, 2 and 3 can be recognized in polynomial time, the problem of recognizing graphs of type 4 is, somewhat surprisingly, NP-hard even for 2-edge-colored graphs (i.e., when only two colors are used). The same problem with respect to type 5 is polynomial-time solvable for all edge-colored graphs. Using the five types, we investigate the border between intractability and tractability for the problems of finding the maximum number of internally vertex-disjoint PC paths between two vertices and the minimum number of vertices to meet all PC paths between two vertices.
Introduction
A walk in a multigraph is a sequence W = v 1 e 1 v 2 . . . v p−1 e p−1 v p of alternating vertices and edges such that vertices v i and v i+1 are end-vertices of edge e i for every i ∈ [p − 1]. A walk W is closed (open, respectively) if v 1 = v p ( v 1 = v p , respectively). A trail is a walk in which all edges are distinct, a path is a non-closed walk in which all vertices are distinct, and a cycle is a closed walk where all vertices apart from the first and last ones are distinct.
In this paper, we study properly colored walks in graphs with colored edges, which are called edge-colored graphs or c-edge-colored graphs when colors are taken from the set [c] = {1, 2, . . . , c}. For 2-edge-colored graphs we use colors blue and red instead of 1 and 2. A walk W = v 1 e 1 v 2 . . . v p−1 e p−1 v p is properly colored (PC) if edges e i and e i+1 are of different colors for every i ∈ {1, 2, . . . , p − 2} and, in addition, if W is closed then edges e p−1 and e 1 are of different colors. PC walks are of interest in graph theory applications, e.g., in molecular biology [5, 6, 7, 18] and in VLSI for compacting programmable logical arrays [12] . They are also of interest in graph theory itself as generalizations of walks in undirected and directed graphs. Indeed, consider the standard transformation from a directed graph D into a 2-edge-colored graph G by replacing every arc uv of D by a path with blue edge uw uv and red edge w uv v, where w uv is a new vertex [3] . Clearly, every directed walk in D corresponds to a PC walk in G and vice versa. On the other hand, if every edge has a distinct color (or more generally, if the coloring is proper), then clearly all trails of the underlying undirected graph G are PC trails. There is an extensive literature on PC walks: for a detailed survey of pre-2009 publications, see Chapter 16 of [3] , and more recent papers include [2, 9, 11, 14, 15, 16] .
The following notion of a monochromatic vertex will often be used in this paper. A vertex v in an edge-colored graph G is called G-monochromatic if all edges incident to v in G are of the same color. Clearly, a PC closed walk has no G-monochromatic vertex.
It is well-known and trivial to prove that every undirected and directed graph with no cycles, has no closed walks either. Surprisingly, this is not the case for PC cycles and PC walks. In fact, the properties of having no PC cycles, having no PC closed trails, and having no PC closed walks, are all distinct. In this paper, in order to better understand the structure of acyclic edge-colored graphs, we introduce five types of PC acyclicity as follows. Clearly, the class of c-edge-colored acyclic graphs of type i contains the class of c-edge-colored acyclic graphs of type i + 1, i ∈ [4] . We will see later in the paper that the containments are proper. We will see that graphs of the first two types coincide with edge-colored graphs without PC cycles and without PC closed trails, respectively. These two classes of edge-colored graphs were characterized by Yeo [20] and Abouelaoualim et al. [1] , respectively. We will prove that graphs of PC acyclicity of type 3 are edge-colored graphs without PC walks. We are unaware of a "nice" characterization of edge-colored graphs of type 4. In fact, we show that it is NP-hard to recognize graphs of this type, which is somewhat surprising as we prove that recognition of all other types is polynomial-time solvable. We will prove that an edge-colored graph is acyclic of type 5 if and only if every vertex is incident to edges of at most two colors and every cycle C has a positive even number of vertices incident, in C, to edges of the same color. For 2-edge-colored graphs this is equivalent to being bipartite with no PC cycle. Therefore for 2-edge-colored graphs, being PC acyclic of type 5 is the same as being bipartite and PC acyclic of type 1.
Using the five types, we will investigate the border between intractability and tractability for the problems of finding the maximum number of internally vertex-disjoint PC paths between two vertices and of finding the minimum number of vertices to eliminate all PC paths between two vertices. We will prove that both problems are NP-hard for 2-edge-colored graphs of PC acyclicity of type 3 (and thus of types 1 and 2), but polynomial time solvable for edge-colored graphs of PC acyclicity of type 4 (and 5). We will also show that while Menger's theorem does not hold in general, even on 2-edge-colored graphs of PC acyclicity of type 3 (or 1 or 2), it holds on edge-colored graphs of PC acyclicity of type 4 (and 5).
The rest of the paper is organized as follows. In Section 2, we study the five types of acyclicity of edge-colored graphs. Section 3 is devoted to PC paths and separators in edge-colored graphs. Finally, in Section 4 we discuss an open problem.
Types of PC Acyclic Edge-Colored Graphs
In this section, we study the five types of PC acyclicity introduced in the previous section.
The fact that a c-edge-colored graph G is PC acyclic of type 1 if and only if G has no PC cycle follows immediately from a theorem by Yeo [20] below (a special case of Yeo's theorem for c = 2 was obtained by Grossman and Häggkvist [10] ). Theorem 1. If a c-edge-colored graph G has no PC cycle then G has a vertex z such that every connected component of G − z is joined to z by edges of the same color.
We will prove the following easy consequence of Theorem 1.
Corollary 1.
A c-edge-colored graph G is PC acyclic of type 1 if and only if G has no PC cycle.
Proof. Suppose that G is PC acyclic of type 1 and has a PC cycle C. Consider an acyclic ordering of V (G) of type 1. Let x be the vertex on C with lowest subscript in the acyclic ordering. Observe that C − x must belong to the same component in G − x and all vertices of C − x come after x in the acyclic ordering. Thus, x must have both incident edges in the cycle of the same color, a contradiction. Now let G have no PC cycle. By Theorem 1, G has a vertex z such that every connected component of G − z is joined to z by edges of the same color. Set v 1 = z and consider G − z to obtain v 2 , . . . , v n . Clearly, the resulting ordering is PC acyclic of type 1.
Theorem 1 implies that G has no PC cycle if and only if G has a vertex z such that every connected component of G − z is joined to z by edges of the same color and G − z has no PC cycle. Thus, checking PC acyclicity of type 1 can be done in polynomial time.
Using the next theorem, similarly to proving Corollary 1 we can show that a c-edge-colored graph G is PC acyclic of type 2 if and only if G has no PC closed trail.
Theorem 2 (Abouelaoualim et al. [1] ). Let G be a c-edge-colored graph, such that every vertex of G is incident with at least two edges of different colors. Then either G has a bridge or G has a PC closed trail.
This theorem implies that to check whether G has a PC closed trail, it suffices to recursively delete all bridges and all G-monochromatic vertices. Observe that G has a PC trail if and only if the resulting graph is non-empty. This implies that checking PC acyclicity of type 2 can be done in polynomial time.
To see that containment is proper between acyclicities of type 1 and type 2, consider a graph with vertex set {v 1 , v 2 , x, u 1 , u 2 } and edge set {v 1 v 2 , v 1 x, v 2 x, u 1 u 2 , u 1 x, u 2 x}, where v 1 v 2 , u 1 x, u 2 x are colored red, u 1 u 2 , v 1 x, v 2 x are colored blue. Clearly, this 2-edge-colored graph G has no PC cycle, but it has a PC closed trail. Thus, G is acyclic of type 1 but not acyclic of type 2.
It seems c-edge-colored graphs G without PC closed walks have not been studied in the literature. Here is a counterpart of Theorem 1 for such graphs. Proof. We call a c-edge-colored graph H an extension of a c-edge-colored graph G if H is obtained from G by replacing every vertex u by a set I u of independent vertices with the same adjacencies and edge colors as u. Observe that G has no PC closed walk if and only if no extension of G, in which I u is sufficiently large, has a PC cycle. Now apply Theorem 1 to an extension H of a connected c-edge-colored graph G in which |I u | > 1 for each u ∈ V (G), and note that for every vertex z ∈ V (H), H − z is connected.
Using Theorem 3, similarly to proving Corollary 1 we can show that a cedge-colored graph G is PC acyclic of type 3 if and only if G has no PC closed walk. Theorem 3 implies that G has no PC closed walk if and only if G has a vertex z incident with edges of the same color and G − z has no PC closed walk. Thus, checking PC acyclicity of type 3 can be done in polynomial time.
To see that containment is proper between acyclicities of type 2 and type 3, consider the following graph G with There is no PC closed trail in G: as a 2 b 2 is a bridge it does not belong to a closed trail and removing a 2 b 2 makes it obvious that there is no PC closed trail in the remainder.
There is unlikely to be a 'nice' characterization of c-edge-colored graphs of type 4 due to the following somewhat surprising result. Proof. It is easy to see that our problem is in NP.
To prove NP-hardness, we reduce from the Betweenness problem. In this problem, we are given a set of distinct ordered triples of elements from a universe U. Our task is to decide whether there exists a linear ordering of U, such that for every triple (x, y, z) of distinct elements of U in the input, either x > y > z or z > y > x in the ordering (i.e., y must appear between x and z). Then we say that each triple is satisfied by the ordering of U . This problem is NP-complete [17] .
In the rest of the proof, it will be convenient for us to write an ordering
Given an instance of Betweenness, we produce a 2-edge-colored graph G as follows. We add each element in U as a vertex of G. (These vertices will all be incident only to blue edges in the final graph.) For each triple (x, y, z), we create a gadget with vertices x, y, z and new vertices a(x, y), b(x, y), b(z, y), Thus, if G is acyclic of type 4, then there is an ordering such that for every input triple (x, y, z), y appears between x and z, and so our Betweenness instance is a Yes-instance.
Conversely, suppose our Betweenness instance is a Yes-instance, consider an ordering of U satisfying every triple of the instance. We extend this to an ordering of V (G). For each triple (x, y, z), if x > y > z, then we set x > a(x, y) > b(x, y) > y > b(z, y) > a(z, y) > z. If z > y > x, then we set z > a(z, y) > b(z, y) > y > b(x, y) > a(x, y) > x. As a(x, y), b(x, y), b(z, y), a(z, y) are involved only in the (x, y, z)-gadget, there is an ordering of V (G) that satisfies all the above orderings. It is easy to check that each of a(x, y), b(x, y), b(z, y), a(z, y) is satisfied (in the sense of having all edges to earlier vertices the same color, and all edges to later vertices the same color). As all vertices from U are only incident to blue edges, they are satisfied by this ordering as well. Thus we have that G is acyclic of type 4, as required.
To see that containment is proper between acyclicities of type 3 and type 4, consider a complete graph on three vertices with two blue edges and one red edge. It is easy to find a PC acyclic ordering of type 3 and to see that there is no PC acyclic ordering of type 4.
One can check whether a connected edge-colored graph G is acyclic of type 5 using the following:
(a) z will have two arcs of different color oriented into it or two arcs of different color oriented out of it;
(b) z will have an arc into it and an arc out of it of the same color.
Theorem 5 will show that if this procedure is completed (without conflicts (a) and (b)) and the obtained digraph is acyclic then G is acyclic of type 5, and otherwise it is not. Note that the procedure always finishes in polynomial time.
Here is a characterization of acyclic edge-colored graphs of type 5. Recall that a vertex v in an edge-colored graph G is G-monochromatic if all edges incident to v in G are of the same color.
Theorem 5. Let G be an edge-colored graph. The following are equivalent.
1. G is PC acyclic of type 5.
2. Procedure 1 completes and the resulting digraph is acyclic.
3. Every vertex is incident to edges of at most two colors, and every cycle C in G has a positive even number of C-monochromatic vertices.
Proof. We will show that the implications 3 ⇒ 2 ⇒ 1 ⇒ 3 hold. First we will show that 2 ⇒ 1. Assume that Procedure 1 completes and the resulting digraph, D, is acyclic. Let v 1 , v 2 , v 3 , . . . , v n be an acyclic ordering of D (that is, if v i v j is an arc of D then i < j). By the construction of D we note that all arcs into a vertex v i have the same color and all arcs out of v i also have the same color, which is different from the arcs entering v i . As this holds for all v i we note that the ordering v 1 , v 2 , v 3 , . . . , v n is a PC acyclic ordering of type 5 in G, which proves 2 ⇒ 1.
We will now show that 1 ⇒ 3, so assume that We will now show that 3 ⇒ 2. We will prove this by showing that if 2 is false, then 3 is false. So assume that Procedure 1 either does not complete or the resulting digraph, D, is not acyclic. First assume that it does complete, but the resulting digraph, D, is not acyclic and let C be a directed cycle in D. Note that in G there is no C-monochromatic vertices, which implies that 3 is false.
We may thus assume that Procedure 1 does not complete. Let v 1 , v 2 , v 3 , . . . be the order in which the vertices are considered by the procedure. Let v r be the first vertex (that is r is smallest possible) such that when orienting all edges incident to v r some other vertex, v k , will have one of the two conflicts in Procedure 1:
(a) v k will have two arcs of different color oriented into it or two arcs of different color oriented out of it;
(b) v k will have an arc into it and an arc out of it of the same color.
Note that k > r, since otherwise we already considered all edges incident with v k and when considering v r it will not orient any edges in an opposite direction to what it is already oriented (by the minimality of r). Note that when we consider some v i , it has an arc to or from a vertex in {v 1 , v 2 , . . . , v i−1 } for all i. Therefore G[v 1 , v 2 , . . . , v r ] is connected. By (a) or (b), v k has two edges that have already been oriented after considering the vertices v 1 , v 2 , . . . , v r (and form a conflict as in (a) or (b)), namely v r v k and v j v k for some j < r. For a path P between v r and v j in G[v 1 , v 2 , . . . , v r ], let C be the cycle obtained by adding the edges v r v k and v k v j to P . Let A 1 be all vertices on C, where both edges in C are oriented into the vertex and let A 2 be all vertices on C, where both edges in C are oriented out the vertex. Note that all vertices in V (C) \ {v k } are C-monochromatic if and only if they belong to A 1 ∪ A 2 . Furthermore v k is C-monochromatic if and only if it does not belong to A 1 ∪ A 2 . Observe that |A 1 | = |A 2 |, so |A 1 ∪ A 2 | is even, which implies that there are an odd number of C-monochromatic vertices on C, and so 3 does not hold. Therefore 3 ⇒ 2.
Theorem 5 implies the following simpler characterization for the case c = 2.
Corollary 2. A 2-edge-colored graph G is PC acyclic of type 5 if and only if it is bipartite and has no PC cycle.
Proof. Observe that every cycle C in a 2-edge-colored graph has an even number of C-non-monochromatic vertices, since the edge color must change an even number of times as we go around the cycle back to the starting point. Therefore a 2-edge-colored graph contains an odd cycle if and only if it contains a cycle C with an odd number of C-monochromatic vertices. The result now follows by Theorem 5.
To see that containment is proper between acyclicities of type 4 and type 5, consider any non-bipartite 2-edge-colored graph with all edges being blue.
PC Paths and Separators
This section will be devoted to separators and PC paths in edge-colored graphs. We consider two problems. Let a c-edge-colored graph G and distinct vertices x, y ∈ V (G) be given. The minimum PC separator problem is to find a minimum-size set S ⊆ V (G) \ {x, y} such that there is no PC path between x and y in G − S; the PC path packing problem is to find the maximum number of internally vertex-disjoint PC paths between x and y in G. We will see that both problems are NP-hard on graphs G that are PC acyclic of types 1, 2 or 3, even for c = 2. We also find that Menger's theorem fails to hold for these graphs. On the other hand, we show that the analogue of Menger's theorem does hold for graphs G that are PC acyclic of type 4, and that both the minimum PC separator problem and the PC path packing problem are in P on these graphs, even if no acyclic ordering of type 4 is given. These results hold for arbitrary c.
We begin with the hardness results.
Theorem 6. The minimum PC separator problem is NP-hard for 2-edgecolored graphs which are acyclic of type 3.
Proof. We give a reduction from the vertex cover problem which is to find a minimum size vertex cover of a given graph. Given an instance H of the vertex cover problem, we construct a 2-edge colored graph G which is PC acyclic of type 3, and two distinct vertices x, y, such that a set S of vertices is a vertex cover of H if and only if there is no PC path between x and y in G − S.
Let V (G) = V (H) ∪ {x, y} and E(G) = E(H) ∪ {xu : u ∈ V (H)} ∪ {vy : v ∈ V (H)}, and let us color all edges in E(H) red and all the edges incident to x or y blue. It is easy to see that graph G is PC acyclic of type 3, just put x and y in the beginning of the vertex ordering.
Observe that for any vertex set S ⊆ V (H) = V (G) \ {x, y}, there is a PC path between x and y in graph G − S if and only if there is at least one edge in the graph H − S. Thus a vertex set S is a vertex cover of H if and only if there is no PC path between x and y in G − S. Thus we have given a polynomial reduction from the vertex cover problem to our problem, which implies the NP-completeness.
Theorem 7. The PC path packing problem is NP-hard for 2-edge-colored graphs which are acyclic of type 3.
Proof. We will give a reduction from the following problem called the restricted bipartite perfect matching problem: Given a bipartite graph G and a partition of its edges into sets of size at most 2, decide whether G has a perfect matching containing at most one edge from each partition set (we will call such a perfect matching restricted). This problem was proved to be NP-complete by Plaisted and Zaks [19] .
Let (G, S) be an instance of the restricted bipartite perfect matching problem, where G = (V 1 ∪ V 2 , E) is a bipartite graph with |V 1 | = |V 2 |, and S is the collection of partite sets of size 2. Note that we may require that for every size-2 set {e i , e j } ∈ S that e i and e j are vertex-disjoint; if not, we may split {e i , e j } into two sets {e i }, {e j } of size 1, as no matching can use both edges simultaneously.
We construct a PC acyclic 2-edge colored graph H of type 3 in the following way. Let E 1 and E 2 denote the sets of blue and red edges of H, respectively. Introduce two new vertices x, y, add all edges from {xu : u ∈ V 1 }∪{vy : v ∈ V 2 } to E 1 . For each edge uv of E which is not in any 2-size set of S, we add uv to E 2 . For any 2-size set
we add new vertices p S , q S to V (H), add edges u i p S , v l p S , u k q S , v j q S to E 2 , and add edge p S q S to E 1 ; see Figure 2 . This completes the construction of H. Observe that any ordering of V (H) starting with x and y then containing all vertices of G and finally having all other vertices, is PC acyclic of type 3. Now we prove that there is a restricted perfect matching in G if and only if there are |V 1 | internally vertex-disjoint PC paths between x and y.
Firstly, if there is a restricted perfect matching in G, we can easily get |V 1 | internally vertex-disjoint alternating paths between x and y in H, by constructing a PC path for each edge in the perfect matching. For each edge u i v j in the perfect matching, forming a 2-size set S of S with some edge u k v l , we obtain a PC path xu i p S q S v j y or xu i q S p S v j y between x and y. For each
Edge in E 1 Figure 2 : Construction of H other edge uv in the perfect matching, we have a PC path xuvy between x and y. Secondly, if there are |V 1 | internally vertex-disjoint PC paths in H between x and y, there must be a restricted perfect matching in G. Observe that all the PC paths are of length 3 or 5 as all vertices in V (G) are adjacent to only color 2 edges in H − {x, y}. For each PC path we put an edge into the matching of graph G. Any PC path of length 3 must be of the form xuvy, so we put edge uv into the matching. For any edge p S q S , there is at most one internally disjoint PC path passing through it, thus, if there is one such path xu i p S q S v j y (xu k q S p S v l y, respectively), we put edge u i v j (u k v l , respectively) into the matching. Since we will put at most one edge from each set S of S into the matching, the matching is a restricted matching. Since there are |V 1 | internally vertex-disjoint PC paths between x and y, we will put |V 1 | non-adjacent edges into the matching, thus we obtain a perfect matching.
The same hardness results also hold if we consider edge-disjoint PC paths instead of vertex-disjoint ones, by a simple reduction. Namely, let G be a 2-edge-colored graph. We split every vertex v ∈ V (G) into two copies v ′ and v ′′ , where v ′ is incident with all red edges incident with v, and v ′′ with all blue edges. We also add a third vertex v 0 , a blue edge v ′ v 0 and a red edge v 0 v ′′ . It is easy to see that applying this transformation to every vertex in G describes a reduction from the problems described above to their edge separator, respectively edge-disjoint path packing variants.
We now show our positive result.
Theorem 8. Let G be a c-edge-colored graph which is PC acyclic of type 4, and let x, y be arbitrary distinct vertices of G. The minimum PC separator problem and the PC path packing problem for G are both in P, even if no acyclic ordering for G is given. Furthermore, let s be the minimum size of a subset of V (G) \ {x, y} which removal eliminates all PC paths between x and y and let t be the maximum number of internally vertex-disjoint PC paths between x and y in G. Then s = t.
Proof. The solution to both problems, and the proof of the Menger's theorem analogue, will follow the same basic pattern. Observe that we may delete from G every monochromatic vertex distinct from x and y, since such a vertex cannot be an internal vertex of any PC path. This leaves a graph, say H, where every vertex except x and y is incident to edges of two colors. We show that H is PC acyclic of type 5, and that the first and last vertices of any corresponding vertex ordering are x and y (or y and x), respectively. For this, we first note that x and y are both monochromatic in H. Indeed, by assumption G is PC acyclic of type 4, which shows that there exists an induced type 4 ordering for H. The first and last vertices of this ordering must be monochromatic in H; hence these vertices are equal to x and y. Furthermore, it is easy to see that for a graph with only two monochromatic vertices, the notions of being PC acyclic of type 4 and 5 coincide. Thus H is PC acyclic of type 5.
We now proceed as follows. Compute a PC acyclic ordering for H of type 5, and if necessary reverse it so that it begins with the vertex x and ends with y. Note that every PC path from x to y uses the edges of H in the forward direction of the ordering only. Hence we may transform H into a digraph D by orienting every edge of H from its lower-index vertex to its higher-index vertex in the ordering, and solve the corresponding problem on D using wellknown polynomial-time algorithms [3] . Menger's theorem also follows from this same reduction.
Finally, we note that Menger's theorem fails to hold if G is only PC acyclic of type 3, even for c = 2. Consider the following 2-edge-colored graph G, see Figure 3 .
We color edges in E 1 blue and edges in E 2 red. It is easy to check that the ordering
Let x = v 1 , y = v 8 , note that any PC path between x and y uses at least two blue edges, thus there is at most one internally vertex-disjoint PC path between x and y. However, after deleting any vertex apart from {x, y} the remaining graph will still have a PC path between x and y: after deleting v 2 or v 3 , we have PC path xv 5 v 4 v 6 v 7 y; after deleting v 4 or v 5 , we have PC path xv 3 v 2 v 6 v 7 y; after deleting v 6 or v 7 , we have PC path xv 2 v 3 v 4 v 5 y. Thus s > t.
Open Problem
Consider the problem of deleting as few vertices as possible from a 2-edgecolored graph to get a subgraph of PC acyclicity of type 5. We will show that this problem generalizes the directed feedback vertex set problem in digraphs and the bipartization problem. In the directed feedback vertex set problem, given a digraph D, find a minimum size vertex set S such that D − S has no directed cycle. In the bipartization problem, given an undirected graph G, find a minimum size vertex set S such that G − S is bipartite. Both directed feedback vertex problem and bipartization problem are NP-hard but fixed-parameter tractable with respect to the parameter |S| [4, 8] , i.e., both problems can be solved by an algorithm of running time O(f (|S|)n d ), where f is a computable function of |S| only, n is the number of vertices in the input directed or undirected graph, and d is a constant. Thus, the problem of vertex deletion to a PC acyclic 2-edge-colored graph of type 5, is NP-hard, but we do not know whether it is fixed-parameter tractable with respect to the minimum size of a solution. For a digraph D, let G be the 2-edge-colored graph obtained by duplicating every vertex v ∈ D, to v ′ and v ′′ and adding a red edge between v ′ and v ′′ . Then for every arc uv in D we add the blue edge u ′′ v ′ to G. This completes the description of G. Clearly G is bipartite. If S is a minimum vertex set of G such that G − S is PC acyclic of type 5, then by Theorem 2 G − S has no PC cycle. By Theorem 2 and the minimality of S we may assume that S ⊆ V (D) ′ := {v ′ : v ∈ V (D)} (if v ′′ ∈ S we can take v ′ and not v ′′ ). This implies that D − S has no directed cycle (if it did we would have a PC cycle in G − S). Conversely, if T is a minimum feedback vertex set in D, then D − T has no directed cycle and it is not difficult to see that G − T ′ has no PC cycle. As G−T ′ is bipartite and has no PC cycle, by Corollary 2 it is of type 5. Thus, our problem generalizes the directed feedback vertex set problem in digraphs.
If G is a graph, then let the edge-colored graph G ′ be equal to G, where all edges are blue. If G−S is bipartite then G ′ −S is bipartite and has no PC cycle (as all edges have the same color) and therefore G ′ − S is PC acyclic of type 5. Conversely, if G ′ − S is PC acyclic of type 5, then G ′ − S is bipartite and G − S is bipartite. Thus, our problem generalizes the bipartization problem.
Of course our problem is more general, as there are many 2-edge-colored graphs that do not arise from directed graphs using the standard transforma-
