We extend the notion of simplicial set with effective homology presented in [22] to diagrams of simplicial sets. Further, for a given finite diagram of simplicial sets X : I → sSet such that each simplicial set X(i) has effective homology, we present an algorithm computing the homotopy colimit hocolim X as a simplicial set with effective homology. We also give an algorithm computing the cofibrant replacement X cof of X as a diagram with effective homology. This is applied to computing of equivariant cohomology operations.
Introduction
In recent years a framework of simplicial sets with effective homology developed by Sergeraert et al. (see e.g [22] ) was used by a group of authors in papers [6, 5, 4, 12] to address a variety of computational problems in homotopy theory and algebraic topology. The main property of simplicial sets with effective homology is that we are able to perform homological computations with them. This is important when working with infinite simplicial sets such as the Eilenberg-MacLane spaces K(π, n).
The framework also provides a collection of algorithms on simplicial sets with effective homology in such a way that if the inputs are simplicial sets with effective homology, the output are also simplicial sets with effective homology. These algorithms usually describe commonly used constructions from algebraic topology such as Cartesian product, loop space, bar construction, mapping cylinder, total space of fibration (see [22, 4, 5] ) and homotopy pushout [6, 16] .
In this paper, we present two main results. Firstly, we enlarge the above mentioned collection of constructions by presenting an algorithm that computes the Bousfield-Kan model of homotopy colimit of a finite diagram of simplicial sets with effective homology. We formulate this in the following proposition. Proposition 1.1. Let I be a finite category and X : I → sSet a functor. Suppose that every X(i) has effective homology for all i ∈ I and that all maps in the diagram X are computable. Then the space hocolim X has effective homology.
Secondly, we define the notion of a diagram of simplicial sets with effective homology. This notion is stronger than the notion of pointwise effective homology of a diagram defined by the requirement that every simplicial set in the diagram has effective homology. We consider the projective model structure on the category of functors I → sSet [17] in which weak equivalences and fibrations are pointwise weak equivalences and fibrations, respectively. Our second result reads as Proposition 1.2. Let I be a finite category and X : I → sSet a functor. Suppose that every X(i) has effective homology for all i ∈ I and that all maps in the diagram X are computable. Then there is an algorithm which provides a diagram X cof which is a cofibrant replacement of X and has effective homology as a diagram.
In [6] , the authors describe algorithmic approach for computing homotopy classes between spaces X and Y with a free action of a finite group if the dimension of X is twice the connectivity of Y . The main motivation for Proposition 1.2 is the extension of this result to simplicial sets with nonfree action of a finite group using the fact the category sSet G of simplicial sets with an action of a group G is Quillen equivalent to a category of functors O op G → sSet where OG is a category of orbits of the group G.
In section 4, we present a special case of such a computation by computing the equivariant cohomology operations, i.e. sets of equivariant homotopy classes [K(π, n), K(ρ, m)]G where π and ρ are diagrams of abelian groups [1, 8, 21] equipped with actions of a finite group G. These can be computed as the cohomology groups of the cofibrant replacement of K(π, n) on the level of diagrams.
Effective homology
We first repeat basic notions of effective homological algebra.
Locally effective simplicial sets
The basic building blocks of the theory are locally effective simplicial sets and computable maps between them.
Let X be a simplicial set. We say that X is locally effective if we are given a specified encoding of the simplices of X and a collection of algorithms computing the face and degeneracy operations on the simplices of X. The notation suggests that we do not have any global information about X. Similarly, a map of locally effective simplicial sets is computable if there is an algorithm that for any given simplex in the domain gives the encoding for its image.
Effective chain complexes, reductions and strong equivalences
Let C * be a chain complex. We call C * cellular if there is an indexing set A such that for every α ∈ A we are given cα ∈ C * such that every chain c ∈ C * can be expressed uniquely as a combination c = kαcα
with integer coefficients kα in Z. In other words C * is cellular if we have a basis for C * such that any element c ∈ C * can be expressed uniquely as a combination of elements of this basis. We call C * locally effective if the elements of C * have finite encoding and there are algorithms computing the multiplication, addition, zero, inverse and differential for the elements of C * . Further there is a basis and an algorithm that for every c ∈ C * computes (1) and decides whether c lies in the basis.
The chain complex C * is called effective if it is locally effective and there is an algorithm that for given n ∈ N generates a finite basis cα ∈ Cn.
Clearly, the effective chain complexes have nice computational properties e.g. one can compute the homology of such a chain complex. Definition 2.1. Let C * , C ′ * be chain complexes. A reduction C * = ⇒ C ′ * is a triple (α, β, η) pictured as belowwhere α, β are chain maps and η is a morphism of graded groups.
A strong equivalence between chain complexes C * ⇐ ⇒ C ′ * consists of a span of reduction
Strong equivalences can be composed [22] , producing another strong equivalence. We say that a locally effective chain complex C * is equipped with effective homology if there is a strong equivalence C * ⇐ ⇒ C ef * of C * with some effective chain complex C ef * . A locally effective simplicial set X is said to have effective homology if its chain complex C * (X) does.
Objects with effective homology further have nice properties:
Lemma 2.2. Let C * , C ′ * be chain complexes with effective homology and let X, Y be simplicial sets with effective homology. Then the following holds:
The space X × Y has effective homology.
Proof. The proof that C * ⊕ C ′ * have effective homology is easy, for the proof that C * ⊗ C ′ * has effective homology, we refer the reader to [22] , Proposition 61.
For the second part, we use the Eilenberg-Zilber reduction C * (X × Y ) = ⇒ C * (X) ⊗ C * (Y ) first introduced in [9, 10] . The proof is finished using the first part of the statement.
Perturbation Lemmas
Consider a reduction C * = ⇒ D * . If we change the differential of one of the complexes, the following perturbation lemmas provide us with a new reduction C
are the original chain complexes with changed (perturbed) differential. Definition 2.3. Let (C * , ∂) be a chain complex. We call a collection of maps δ : C * → C * −1 perturbation if the sum ∂ + δ is also a differential on C * .
The following perturbation lemmas are well-known, tehy constitute one of the basic tools in homological perturbation theory. Their genesis can be traced back to [9, 2, 23, 14] and their full proofs can be found e.g. in [22] .
Lemma 2.4 (Easy Perturbation Lemma
Proof. Check the formulas for the new reduction given in the statement.
Proof. We describe the formulas for maps in the new reduction and the rest is left for the reader. We set
By the condition in the statement, both sums are finite. The maps in the reduction are given as follows:
Effective homology for diagrams Definition 2.6. We call a diagram C : I → Ch+ pointwise locally effective if C(i) is locally effective for every i ∈ I. If further for every every morphism f in the category I is the morhism C(f ) computable, we call C locally effective. We say that pointwise locally effective C has pointwise effective homology if for every i ∈ I there is an effective chain complex C ef (i) and a strong equivalence of chain complexes
Definition 2.7. Let C : I → Ch+. We say C is cellular if there is an indexing set A such that for every α ∈ A we are given
• cα is a chain in C(iα), such that the set {f * cα | α ∈ A, f ∈ I(iα, i)} forms a basis for each C(i).
We can formulate the cellularity also in a different way: given an element c ∈ C(i) there is a unique description of c as c
where fα * is an element in ZI(iα, i) the free abelian group on the set I(iα, i).
Definition 2.8. We call a locally effective diagram C effective if there is an algorithm that generates for given n finite list of all elements cα ∈ C(iα)n and an algorithm computing (3) for this basis.
We remark that the notion of a cellular functor C is somewhat related to the notion of a functor that is free or representable with models ob(C) one can find more details e.g. in [20, pp. 127 ].
Example 2.9. Let I = G op , where G is a finite group thought of as a category with one object and arrows labelled by the elements of G. Let C : I → Ch+. Then the cellularity means that every element c ∈ C(i) can be described uniquely as
where kα ∈ ZG. Hence, the chain complex is cellular only if G acts freely.
Example 2.10. Let I be a finite category. Then for any i ∈ I there is a functor ZI(i, −) : I → Ab the free abelian group on the set I(i, −). We think of this abelian group as a chain complex concentrated in degree 0 and thus obtain a functor ZI(i, −) : I → Ch+. This diagram of chain complexes is effective.
We first show it is cellular: The basis consists of one element only, namely idi. Given some j ∈ I, the elements x ∈ I(i, j) form the basis ZI(i, −) and we can describe them as x = x * (idi). The finiteness of I now implies that ZI(i, −) is effective.
To define diagrams with effective homology, we introduce reduction and strong equivalence of diagrams:
is a triple of natural transformations (α, β, η).
they again satisfy the conditions (2). Similarly we define strong equivalence of diagrams of chain complexes and the strong equivalences can again be composable. We say that a locally effective diagram C : I → Ch+ has effective homology if there is a strong equivalence of locally effective diagrams C ⇐ = C = ⇒ C ef where C ef : I → Ch+ is an effective diagram of chain complexes. A diagram of simplicial sets X : I → sSet has effective homology if C(X) has effective homology.
Perturbation lemmas for diagrams
We now define perturbation and give perturbation lemmas for diagrams of chain complexes: Definition 2.12. Let C, C ′ : I → Ch+. Notice that the differential ∂ on C can be seen as a natural transformation C → C [1] satisfying ∂∂ = 0. Here C[1] is diagram of chain complexes C with all the chain complexes moved up by one dimension. We call a collection of maps δ : C → C [1] perturbation if the sum ∂ + δ is also a differential.
We now formulate the lemmas.
Lemma 2.13 (Easy Perturbation Lemma
Lemma 2.14 (Basic Perturbation Lemma). Let (α, β, η) : (C, ∂) = ⇒ (C, ∂ ′ ) be a reduction of diagrams of chain complexes. Suppose δ is a perturbation of differential ∂ and further for every i ∈ I and every c ∈ C(i) there is some k ∈ N such that we get (ηδ) k (c) = 0. Then there is a reduction of diagrams of chain complexes (α
Both lemmas can be proven in the same way as classical perturbation lemmas. We have concrete description of the new reductions and they are given as sums of compositions of α, β, η, ∂, δ. Therefore it is enough to check the previously described formulas.
Lemma 2.15.
1. Let X, Y : I → sSet be diagrams of simplicial sets with pointwise effective homology.
Then the diagram (X × Y ) : I → sSet has pointwise effective homology.
2. Let X : I → sSet, Y : J → sSet be diagrams with effective homology. Then X × Y : I × J → sSet has effective homology.
3. Let C : I → Ch+, C ′ : I → Ch+ be diagrams of chain complexes with effective homology. Then C ⊕ C ′ has effective homology.
Proof. It is enough to show that for each i ∈ I, C((X × Y )(i)) has effective homology and this is proven by the second part of Lemma 2.2.
In the second part we use the functoriality of Eilenberg-Zilber reduction (see [10] , Theorem 2.1a). The diagram C(X×Y ) is strongly equivalent to diagram C ef (X)⊗C ef (Y ) and it remains to show the latter is effective.
Let xα be the finite basis for C ef (X) and y β be the basis of C ef (Y ). It is well-known that the basis of tensor product is formed by tensor products of basis elements, so the basis of
is generated by the set
The last part is trivial. In what follows we are going to apply a general lemma about filtered diagrams of chain complexes. Let C : I → Ch+. We introduce a filtration F on diagram C of chain complexes:
We further assume that each F k C is a cellular subcomplex i.e. it is generated by a subset of the given basis of C and that the filtration is locally finite i.e. for each n we have F k Cn = Cn for k ≫ 0.
Lemma 2.17 ([6], Lemma 7.3).
Let C be a diagram of chain complexes with filtration F satisfying properties as above. If each filtration quotient G k C = F k C/F k−1 C is a diagram with effective homology then so is C.
Proof. We define G = k≥0 G k . The sum is not finite, but it is locally finite: By the properties of F , we get that G k Cn = 0 for k ≫ 0. Thus for each n, we get a direct sum of diagrams with effective homology G k Cn : I → Ch+ and it follows that G has effective homology.
The diagram C differs form G only by a perturbation of its differential. This perturbation decreases the filtration degree. If we take a direct sum of given strong equivalences
ef . All the chain complexes are equipped with a filtration degree. Since the perturbation on G decreases the filtration degree, while the homotopy operator preserves it, we can apply the perturbation lemmas 2.13, 2.14 to obtain a strong equivalence C ⇐ = C = ⇒ C ef .
Proofs of main results
We remark, that both homotopy colimit hocolim X and cofibrant replacement X cof of a diagram X : I → sSet can be seen as cases of homotopy left Kan extension hoLanpX [3, 15] , where p is a functor I → J . We picture the situation in the following diagram:
For the homotopy colimit one chooses J = * and p the unique functor to the terminal category and for the cofibrant replacement we set J = I and p = id [3, 21] . We will make use of the following Bousfield-Kan formula for hoLanpX (see [3, 18, 7] ):
here the relation ∼ is given as
For the choices of J , p we get corresponding formulae for homotopy colimit and cofibrant replacement namely
with the obvious specified relations. We now formulate theorem regarding effective homology of the Bousfield-Kan model of hoLanpX and we obtain both Proposition 1.1 and 1.2 as straightforward corollaries. Proof. For any category I there is a simplicial set N I, the nerve of I. The simplicial set N I can be seen as a homotopy colimit of the diagram consisting of points. Then there is a projection q : hoLanpX → N I given as a projection onto
and we define the skeleton of hoLanpX:
Let C : sSet → Ch+ denote the standard chain complex functor. We want to use Lemma 2.17 prove that the diagram C(hoLanpX) : I → Ch+ has effective homology. Therefore, we first have to introduce a filtration F on the diagram of chain complexes C(hoLanpX). We define F as follows:
The sum is taken over chains of morphisms in I that do not contain identity as those are canceled out when computing G k = F k /F k−1 . By the finiteness of I, for each k there number nondegenerate chains of morphisms of length k is finite, so the sum is finite. Using the Eilenberg-Zilber reduction we get that G k (C(hoLanpX)) is strongly equivalent to
where s denotes the suspension. To finish the proof, it remains to show that under the assumptions of Theorem 3.1 the diagrams G k have effective homology. In Example 2.10, we have shown that ZJ (p(i k ), −) is effective diagram of chain complexes. Therefore it has effective homology. Further s k C(X(i0)) is chain complex with effective homology. Using Corollary 2.16 we get that
is diagram of chain complexes with effective homology. As G k (C(hoLanpX)) is strongly equivalent to a finite direct sum of chain complexes with effective homology, it has effective homology. Now we can apply Lemma 2.17 to complete the proof.
Application
In paper [4] the authors presented algorithm computing the set of homotopy classes of maps
1 where X, Y are simplicial sets satisfying certain conditions. One of the steps in their construction based on building a Postnikov tower for Y was to compute [X, K(π, n)] where X is a simplicial set with effective homology and K(π, n) is a simplicial model for the EilenbergMacLane space with fully effective abelian group π. In paper [6] this result was extended to computing the homotopy classes of equivariant maps [X, Y ]G where G is a finite group with free actions on X and Y . Their construction also involved computing [X, K(π, n)]G where π is an abelian group with an action of G.
In this section we generalize the computation of [X, K(π, n)] for X and K(π, n) being diagrams of simplicial sets. As a corollary we will further get an algorithm computing the cohomology operations [KG(π, n), KG(ρ, k)]G where G is a finite group that acts on EilenbergMacLane G-simplicial sets KG(π, n), KG(ρ, k). this can be considered as a generalization of some constructions in [9] and [10] We again assume the projective model structure on the category of functors I → sSet. Given a diagram of Abelian groups π : I → Ab and a diagram of simplicial sets X : I → sSet, we define the cochain complex C * (X; π) = Hom(C * X, π). A group H n (X; π) the nth cohomology group of X with coefficients in π is then given by the homology of C * (X; π). Further, π induces an Eilenberg-MacLane object K(π, n) (see [8] ), which is in fact a diagram of Eilenberg-MacLane spaces K(π(i), n). If not stated otherwise, by K(π, n) we will always mean the following model which is due to [20, Theorem 23.9] :
where ∆ q ∈ sSet is seen as a trivial diagram I → sSet. The following proposition uses the notion of fully effective abelian group. We give the proper definition later, for now we only remark that a fully effective abelian group A is a computable description of all generators and relations of A.
Proposition 4.1. Let I be a finite category and X : I → sSet a functor. Suppose that X(i) has effective homology for all i ∈ I and that all maps in the diagram X are computable. Let π : I → Ab be a diagram of fully effective abelian groups. Then there is an algorithm which computes [X, K(π, n)].
We postpone the proof until later and formulate a corollary regarding G-simplicial sets. Let G be a finite abelian group and let X be a simplicial set with a G action. Considerthe category sSet G of G-simplicial sets. This category can be equipped with a model structure, called fixed point model structure, see [21] .
Further, there is a category of orbits OG, where the objects are the orbits G/H for H ≤ G and the morphisms are equivariant maps G/H1 → G/H2. By Elemendorf's theorem [11] the categories sSet G with fixed point model structure and sSet Proof. Using the Elmendorf's theorem [11, 24, 21] , we get that
where K(π, n) is a diagram with pointwise effective homology [19, 5] . The proof is finished using Proposition 4.1. Notice that we have computed
We now sum up the necessary information about fully effective abelian groups. For more detailed information we refer the reader to [4] .
Fully effective abelian groups
A fully effective abelian group A consists of In other words, the above mentioned structure of fully effective abelian group A gives us a computable isomorphism (together with its inverse) A ∼ = Z/q1 ⊕ · · · ⊕ Z/qr where Z/0 ∼ = Z.
The proof of the following lemma can be found in [4] .
Lemma 4.3. Let f : A → B be a computable homomorphism of fully effective abelian groups. Then both Ker(f ) and coker(f ) can be represented as fully effective abelian groups.
Let I be a finite category and let π : I → Ab be a diagram such that every π(i) is fully effective abelian and every morphism is computable homomorphism. We will call such diagram a diagram of fully effective abelian groups. As a consequence of the previous lemma, we get Lemma 4.4. Let I be a finite category and let π, ρ : I → Ab be a diagrams of fully effective abelian groups. Then Hom(π, ρ) is a fully effective abelian group.
Proof. First notice that each Hom(π(i), ρ(i ′ )) is a fully effective abelian group. Secondly, we can see that Hom(π, ρ) ≤ i∈I Hom(π(i), ρ(i)). We define a homomorphism for any g ∈ i∈I Hom(π(i), ρ(i)) as follows:
Then the desired Hom(π, ρ) is equal to Ker F . As I is a finite category , i∈I Hom(π(i), ρ(i)), f : i→i ′ Hom(π(i), ρ(i ′ )) are both fully effective abelian groups. Because F is computable, Lemma 4.3 gives us that Ker F is fully effective.
Proof of Proposition 4.1
We remark that K(π, n) is already a fibrant object, and by Proposition 1.2, X cof has effective homology. We must now compute [X cof , K(π, n)] Thanks to the model we are using, we can use the constructions in [20] , section 24, as presented in [13] , p. 345, and we get an isomorphism H n (X cof ; π) ∼ = [X cof , K(π, n)]. By Proposition 1.2, the chain complex C * X cof has effective homology and this in particular implies that each CnX cof is a diagram of fully effective abelian groups. By Lemma 4.4 each Hom(C k X cof , π) is a fully effective abelian group and using Lemma 4.3, we get that H n Hom(C * X cof , π) is an effective abelian group, which concludes the proof.
