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Vorwort
Der technische Fortschritt in den letzten beiden Jahrzehnten ermo¨glicht das persistente
Speichern gewaltiger Datenmengen, die in allen Lebensbereichen automatisch erfasst und
dann in großen Datenbanken verwaltet werden. Diese hochdimensionalen Datenstruktu-
ren enthalten wertvolle Informationen und aufschlussreiche Zusammenha¨nge, die einen
Wettbewerbsvorteil bieten, wenn sie erschlossen werden ko¨nnten. Allerdings stellt die
Exploration großer Datenmengen eine enorme Herausforderung fu¨r mathematische und
statistische Algorithmen dar.
Der folgende Bericht dokumentiert die im Sommersemester 2007 im Rahmen eines For-
schungssemesters erzielten Ergebnisse zur intelligenten Analyse großer Datenmengen. Die
grundlegende Aufgabe von Data Mining besteht darin, mittels geeigneter Algorithmen aus
rohen Datensa¨tzen wirtschaftlich oder technisch interessante Zusammenha¨nge zu extra-
hieren und daraus Wissen u¨ber den vorliegenden Prozess zu gewinnen. Dieses Wissen dient
dann als Grundlage fu¨r entsprechende Aktionen und ermo¨glicht das interaktive Eingreifen
zur Optimierung des Prozesses (siehe Abb.: 1).
- - -Rohdaten Informationen Wissen Aktionen
Abb.: 1: Das Grundprinzip von Data Mining
Fu¨r die Bereitstellung einer Vielzahl von Datensa¨tzen gilt mein Dank der Firma prudsys
AG sowie allen anderen Veranstaltern des ja¨hrlich stattfindenden Data Mining Cups. Bei
diesen Wettbewerbsdaten handelt es sich um reale Daten aus der betrieblichen Praxis
unterschiedlicher Unternehmen. Daher sind diese Daten hervorragend geeignet, um die
Leistungsfa¨higkeit der in diesem Forschungsbericht beschriebenen Data Mining Methoden
zu testen.
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Das Titelbild auf der ersten Seite des Forschungsberichts stellt die ”Feature Map“ eines neuronalen
Kohonen-Netzes dar. Die roten bzw. gru¨nen Bereiche visualisieren die beiden Klassen einer Datei, die aus
8000 protokollierten Datensa¨tzen einer speziellen eBay-Auktion besteht. Jede einzelne Auktion entspricht
einem Element in der Graphik. Die schwarzen Bereiche markieren jene Datensa¨tze, welche der nicht
abgeschlossene Trainingsalgorithmus einer falschen Klasse zuordnet. Die Datei stammt aus dem Data
Mining Cup 2006 und dient als Datenbasis zur Vorhersage erfolgreicher eBay-Auktionen.
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Kapitel 1
Einleitung
Viele Firmen verfu¨gen u¨ber riesige Datenbesta¨nde (Abb. 1.1, linkes Bild). Typische Bei-
spiele dafu¨r finden sich im Versandhandel, bei Versicherungen, bei Autoherstellern und bei
Auktionsha¨usern. In diesen Datenbesta¨nden verstecken sich interessante Zusammenha¨nge,
die sich durch die Anwendung geeigneter mathematischer Algorithmen aufspu¨ren lassen.
Stellt man sich die Datenbesta¨nde wie ein Gebirgsmassiv an Informationen vor, so liegt
die Vorstellung nahe, in diesen Berg mittels mathematischer Methoden tiefe Stollen zu
treiben, um damit wirtschaftlich oder technisch wertvolle Informationen wie
”
Edelmetal-
le“ (Abb. 1.1, rechtes Bild) zu gewinnen. Durch die Umsetzung der aus der Datenbank
gewonnenen Erkenntnisse gelingt es dann Marketingstrategien zu verbessern, die Qualita¨t
einer technischen Produktion zu erho¨hen und ganz allgemein Wettbewerbsvorteile fu¨r ein
Unternehmen zu erschließen.
Bei der Auswahl leistungsfa¨higer mathematischer Verfahren treten außer den statistischen
Methoden versta¨rkt die Techniken der ku¨nstlichen Intelligenz in den Vordergrund. Neuro-
nale Netze erkennen in einem Datenbestand unbekannte Zusammenha¨nge und ermo¨glichen
deren anschauliche Visualisierung, z.B. in einer Featuremap (Abb. 1.1, mittleres Bild).
- -
Abb.: 1.1: Das Grundprinzip von Data Mining Techniken
Ku¨nstliche neuronale Netze lo¨sen seit ca. 20 Jahren eine Vielfalt praktischer Aufgaben in
technischen, ka¨ufma¨nnischen und medizinischen Anwendungsgebieten. Im Anhang finden
sich unter dem Punkt 7.2.3 eine Reihe interessanter Beispiele, wobei sich der Verfasser
dieses Forschungsberichts in den letzten Jahren selbst intensiv mit den folgenden Anwen-
dungen neuronaler Netze befasst hat:
• Treibstoffminimierung bei Verkehrsflugzeugen [29]
• Intelligente autonome Steuerung von Robotern [30]
• Automatische Erkennung von Personen [32]
In den letzten Jahren richtet sich die Aufmerksamkeit vieler Forschungsarbeiten auf die
neuartigen
”
Support Vektor Maschinen“ [17], , die von Vladimir Vapnik (Universita¨t Leu-
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ven, 1995) entwickelt wurden und die bei speziellen Data Mining Aufgaben eine faszinie-
rend hohe Leistungsfa¨higkeit demonstrieren. Vor allem belgischen Forschern verbesserten
die entsprechenden Algorithmen und schließlich gelang ihnen die Entwicklung einer sta-
bilen und geschlossenen Berechnung der erforderlichen Koeffizienten auf der Basis von
Least-Square Regressionsverfahren [23].
Data Mining Methoden stellen in der Regel hohe Anforderungen an die Rechenzeit. Da-
her fanden sie erst mit der Entwicklung schneller Computer ihren weltweiten Durchbruch.
Stichworte in diesem Zusammenhang sind: On-Line Analytic Processing (OLAP), Know-
ledge Discovery in Databases (KDD), Web Mining, Text Mining, Statistical Exploratory
Methods und Exploratory Data Analysis. Dabei bestimmt der Charakter der Aufgaben-
stellung die Wahl bzw. die optimale Kombination der geeigneten Verfahren.
Die folgende Auflistung beschreibt die vier wichtigsten Data Mining Methoden, die einzeln
oder auch kombiniert eingesetzt, u¨ber ein enormes Potenzial beim Aufspu¨ren versteckter
Zusammenha¨nge verfu¨gen:
• Assoziationsmethoden, die ha¨ufig bei der Warenkorb-Analyse Anwendung fin-
den, berechnen die Wahrscheinlichkeiten fu¨r das gleichzeitige Auftreten von Ereig-
nissen. Z.B. la¨sst sich aus Verkaufsdaten berechnen, mit welcher Wahrscheinlichkeit
ein Kunde, der bereits die Artikel (A,B,C) erworben hat, sich auch noch fu¨r den
Artikel D entscheiden wird. Eine spezielle Werbeaktion ko¨nnte dann das gesamte
Sortiment (A,B,C,D) im Verkauf unterstu¨tzen.
• Klassifizierungsmethoden ordnen einem neu erfassten Datensatz eine bestimm-
te Klasse zu. Typische Klassen sind z.B. die Klassen der guten und der schlechten
Kunden oder medizinische Diagnoseklassen. Die Berechnung der Algorithmen ba-
siert auf Trainingsdatensa¨tzen, deren Klassen bekannt sind. Anschauliches Beispiel
dafu¨r ko¨nnte die Klassifizierung von Studierenden nach ihren Personaldaten sein.
Schreibt sich ein Studierender neu ein, dann liefert ein entsprechender Algorith-
mus die Zuordnung zu der vorab definierten Klasse der erfolgreichen oder der nicht
erfolgreichen Studierenden. Klassifizierungsmethoden setzen bei den Trainingsda-
ten grundsa¨tzlich die Kenntnis der Klassen voraus und erfordern daher u¨berwachte
Lernalgorithmen.
• Clusterbildung nennt man jene Methoden, die fu¨r einen Datenbestand mit un-
bekannten Klassen die gesuchten Klassen ermitteln. Fu¨r die Clusterbildung stehen
keine Kriterien zur Verfu¨gung, d.h. es handelt sich um nicht u¨berwachtes Lernen. Fu¨r
das obige Beispiel der Klassifizierung der Studierenden einer Hochschule bedeutet
dies, dass Clusteralgorithmen die perso¨nlichen Daten aller Studierenden automa-
tisch und ohne Vorgabe von Regeln nach Klassen strukturieren. Somit setzt jede
Klassifizierung eine vorher durchgefu¨hrte manuelle oder automatische Clusterbil-
dung voraus.
• Zeitreihenanalysen befassen sich mit der mathematischen Analyse Zeitverla¨ufen.
Basierend auf Regressionsverfahren oder auf ku¨nstlichen neuronalen Netzen lassen
sich die erforderlichen Systemparameter berechnen und dann weitere Datensa¨tze ex-
trapolieren. Der laufende Vergleich prognostizierter Datensa¨tze mit den tatsa¨chlich
aufgetretenen Datensa¨tzen ermo¨glicht die Bestimmung eines Integritywertes, der bei
exakter Vorhersage den Wert von 100% annimmt und bei geringer Integrity ein Up-
date der adaptiven Systemparameter erfordert. Typische Anwendungen finden sich
im Bereich der Prognose von Aktienkursen und der Vorhersage von Klimadaten.
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Data Mining Methoden bieten sich an, wenn eine nahezu unu¨berschaubare Menge ge-
speicherter Daten vorliegt. Man ko¨nnte dann
”
den Computer bitten, sich diese Daten
anzusehen und zu pru¨fen, ob ihm dabei etwas auffa¨llt.“ Die rohen Datenbesta¨nde enthal-
ten na¨mlich wertvolle Informationen u¨ber zuna¨chst unbekannte Zusammenha¨nge zwischen
den Datensa¨tzen.
Die auf dem Markt erha¨ltlichen Data Mining Produkte sind ha¨ufig Teil eines gro¨ßeren
Softwarepakets, denn zusa¨tzlich zur eigentlichen Anwendung der Data Mining Algorith-
men sind die folgende Arbeiten auszufu¨hren:
• Auswahl von Datenbanken, die mit der gestellten Aufgabe in einem kausalen Zu-
sammenhang stehen.
• Auswahl relevanter Datensa¨tze.
• Eliminieren von fehlerhaften, mehrfach vorhandenen und widerspru¨chlichen Da-
tensa¨tzen innerhalb der ausgewa¨hlten Datensa¨tze.
• Skalieren der Attributswerte auf einen Wertebereich von z.B. ±100.
• Aufteilen der skalierten Datensa¨tze in eine Trainingsmenge zur Berechnung der Pa-
rameter des entsprechenden Data Mining Verfahrens und in eine Testmenge, die
zum Nachweis der praktischen Leistungsfa¨higkeit der Algorithmen dient. Damit
stellt mach sicher, dass der Algorithmus die Trainingsdaten nicht nur auswendig
lernt und dann zur Generalisierung bei den Anwendungsdaten versagt.
• Festlegung der konkret anzuwendenden Data Mining Methode bzw. deren optimale
Kombinationen.
• Testla¨ufe zur Optimierung des eingesetzten Data Mining Verfahrens.
•
”
Cross Validation“ durch ein zufa¨lliges Variieren der Aufteilung der Datensa¨tze in
die Trainings- und Testmenge.
Die folgende Aufza¨hlung nennt typische und ganz aktuelle Beispiele fu¨r den erfolgreichen
Einsatz von Data Mining.
• Auswertung von Statistiken (Unfallstatistiken, medizinische Statistiken) [31]
• Warenkorbanalyse im Versandhandel und bei Superma¨rkten [35]
• Betrugsentdeckung bei Geldanlagen oder bei der Auftragserteilung [33]
• Marktanalyse zur Gewinnung von Neukunden [34]
• Customer Relationship Managment (CRM)[39]
• Vorhersage von Gescha¨ftsdaten
(Aktienkurse, Umsatzentwicklung, Preisentwicklung, usw.)[37]
War bisher im Zusammenhang mit Data Mining Verfahren immer nur bildlich von der
Suche nach der Goldader
”
Gold Nugget“ in einem großen Berg aus Informationen die Rede,
lassen sich umgekehrt auch die
”
Black Nuggets“ entdecken, womit verbotene Geldanlagen,
Bestellung von Waren ohne Bezahlabsicht und a¨hnliche Aktivita¨ten gemeint sind.
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Im kaufma¨nnischen Bereich bilden Data Mining Verfahren eine Untergruppe des Haupt-
begriffes der
”
Bussiness Intelligence (BI)“. Durch die Mo¨glichkeiten des Web 2.0 entstehen
vo¨llig neuartige interaktive und auch rein virtuelle Gescha¨ftsmodelle, bei denen Data Mi-
ning Verfahren die wesentliche Komponente darstellen.
Bei den Verfahren des
”
Competitive Intelligence (CI)“ sammelt man gezielt Informationen
vergleichbarer Produkte von den Web-Seiten konkurrierender Firmen ein. Ein zuna¨chst
leerer Datenbestand fu¨llt sich dabei automatisch mit den Inhalten der geparsten Web-
Seiten und entsprechende Data Mining Verfahren liefern durch
”
Text Data Mining“ und
durch die Auswertung dieser Datenbesta¨nde die gewu¨nschten Reports.
Allgemein dient
”
Text Data Mining“ zum Auslesen relevanter Informationen z.B. aus einer
Web-Seite oder einer E-Mail, wobei die gewu¨nschten Daten in einer unstrukturierten Form
vorliegen und geeignete Data Mining Algorithmen die Daten in eine strukturierte Form
umwandeln.
Auf dem Software-Markt sind zahlreiche Data Mining Tools erha¨ltlich, die als einzel-
nes Programmpaket (Clementine), als WEB-basierter Service (SOA) oder als Teil eines
gro¨ßeren Software-Systems (SPSS, Oracle-Datenbank, Microsoft SQL Server) vorliegen.
Eine Vielfalt von Open Source Produkten, fu¨r die ha¨ufig auch eine kommerzielle Version
existiert, erga¨nzt diese Palette:
• WEKA
• Rapid Miner
• KNIME.
In [38] vergleicht der Autor die bekanntesten Open Source Produkte mit dem rein kom-
merziellen Clementine-System und empfiehlt das kostenlose RapidMiner-Paket. Allerdings
bezieht sich diese Aussage auf das Jahr 2007. Da laufend neue bzw. verbesserte Open Sour-
ce Tools freigegeben werden, sollte der Anwender pru¨fen, welches Tool fu¨r seine Aufgaben
am besten geeignet ist.
Kapitel 2
Assoziation
2.1 Warenkorb-Analyse
Der Begriff
”
Warenkorb“ kennzeichnet anschaulich die Auswahl einer Anzahl von M Pro-
duktengruppen aus einem Angebot von N Einzelprodukten, wobei jedes Produkt nur ein-
mal gewa¨hlt werden kann und somit ein Warenkorb maximal M=N Produkte entha¨lt. Ein
Produkt kann einen konkreten Gegenstand umfassen, wie z.B. eine Sonnencreme, einen
Weihnachtsbaum, usw. , jedoch z.B. auch die Jahreszeit, die Wetterlage usw.. Die Analyse
einer großen Anzahl von Warenko¨rben ermo¨glicht die Generierung von Regeln, wie z.B.
wer die Bu¨cher a und b kauft, erwirbt auch mit einer bestimmten Wahrscheinlichkeit die
Bu¨cher c und d.
Ein gefu¨llter Warenkorb entha¨lt viel mehr Informationen u¨ber den Ka¨ufer, als auf den
ersten Blick erkennbar ist.
1. Relative Ha¨ufigkeit fu¨r den Verkauf eines einzelnen Produktes
2. Relative Ha¨ufigkeit fu¨r den Verkauf einer bestimmten Gruppe von Produkten
3. Assoziationsregeln der Form
”
Wer a und b kauft, kauft auch c und d“
4. Statistische Masszahlen fu¨r das Eintreffen der Assoziationsregeln
Der Begriff Warenkorb kennzeichnet anschaulich eine Ansammlung von Einzelproduk-
ten, die mathematisch gesehen einer Menge entsprechen. Das mehrfache Auftreten eines
bestimmten Einzelproduktes im Warenkorb wird dabei grundsa¨tzlich nur einmal beru¨ck-
sichtigt. Es kommt somit auf die logische Aussage an, ob ein Einzelprodukt u¨berhaupt
oder gar nicht in der Menge auftritt. Mehrere Einzelprodukte lassen sich zu einer Pro-
duktkombination zusammenfassen. So sind z.B. bei drei Einzelprodukten (a,b,c) insgesamt
acht unterschiedliche Kombinationen mo¨glich:
(a, b, c) −→ () (a) (b) (c) (ab) (ac) (bc) (abc)
Die erste Kombination entspricht einem leeren Warenkorb und wird ha¨ufig nicht weiter
beachtet. Die Anzahl der maximal mo¨glichen Kombinationen Mmax entspricht gema¨ß der
Gl.: 2.1 der Zweierpotenz von N:
Mmax = 2
N (2.1)
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Warenkorb-Beispiel I
Eine Firma bietet drei Produkte a,b und c an. Der Inhalt von vier Warenko¨rben sei wie folgt
angenommen (Tab.: 2.1):
Warenkorb Inhalt
1 a
2 b
3 ab
4 abc
Tab.: 2.1: Warenkorb-Beispiel I
Daraus berechnet sich die Tabelle 2.2 mit den relativen Ha¨ufigkeiten.
Produktkombination Anzahl relative Ha¨ufigkeit je Produktkombination
a 3 34 bzw. 75%
b 3 34 bzw. 75%
c 1 14 bzw. 25%
ab 2 24 bzw. 50%
ac 1 14 bzw. 25%
bc 1 14 bzw. 25%
abc 1 14 bzw. 25%
Tab.: 2.2: Relative Ha¨ufigkeit der Produktkombinationen fu¨r Warenkorb-Beispiel I
Die Tab.: 2.3 entha¨lt fu¨r alle sieben Produktkombinationen die Quotienten der absoluten Ha¨ufig-
keiten der in einer bestimmten Produktkombination enthaltenen Unterkombinationen. So be-
steht z.B. die Produktgruppe (ab) aus den Unterkombinationen (a) und (b). Da (ab) zweimal
auftrat und (a) bzw. (b) insgesamt dreimal in den Warenko¨rben lag, ergeben sich die entspre-
chenden Quotienten jeweils zu 23 .
a b c ab ac bc abc
a - 23
1
3 - -
1
3 -
b 23 -
1
3 -
1
3 - -
c 11
1
1 -
1
1 - - -
ab - - 12 - - - -
ac - 11 - - - - -
bc 11 - - - - - -
abc - - - - - - -
Tab.: 2.3: Absolute Ha¨ufigkeit von Produktkombinationen fu¨r Warenkorb-Beispiel I“
Ein Blick auf die absoluten Ha¨ufigkeiten der Tab.: 2.3 sagt z.B. aus: Bestellt ein Kunde das Pro-
dukt (c) (siehe Zeile c), dass er dann die Produkte (a), (b) und ab mit einer relativen Ha¨ufigkeit
von 1/1 bzw. 100% ordert, was in den Spalten a, b und ab zu erkennen ist. Ein Blick auf die
vier Warenko¨rbe besta¨tigt dieses Ergebnis: Das Produkt (c) wurde nur als Produktkombination
(abc) erworben, d.h. wer (c) kauft, erwirbt immer auch die Produkte (a) und (b) sowie die Pro-
duktkombination (ab). Selbstversta¨ndlich erfordert diese Aussagen eine statistisch betrachtet
ausreichend große Zahl von Warenko¨rben, damit die relativen Ha¨ufigkeiten mit hinreichender
Genauigkeit auch als Wahrscheinlichkeiten interpretiert werden du¨rfen.
Nachvollziehbar ist auch der Wert von 1/2 bzw. 50% fu¨r das Produkt c, unter der Annah-
me(Pra¨misse), dass ein Produkt ab bereits im Warenkorb liegt. Wie die Inhalte des 3. und 4.
Warenkorbes zeigen, taucht die Produktgruppe ab im 3. Warenkorb ohne und im 4. Warenkorb
mit dem Produkt c auf. Daher kann man der Regel ab → c nur zu 50% vertrauen.
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2.2 Support und Konfidenz
Die Begriffe Unterstu¨tzung und Vertrauen, die international als Support und Konfidenz
bekannt sind, definieren die relativen Ha¨ufigkeiten fu¨r das Auftreten von Produkten bzw.
Produktkombinationen bei einer ausreichend großen Zahl von Warenko¨rben. Erst bei einer
genu¨gend großen Zahl von Warenko¨rben geht gema¨ß den Gesetzen der Statistik die relative
Ha¨ufigkeit in eine Wahrscheinlichkeit u¨ber und vertrauenswu¨rdige Aussagen sind mo¨glich.
Einen Warenkorb bezeichnet man im Hinblick auf andere Anwendungsbereiche allgemein
als Transaktion, das Element X als die Pra¨misse und das Element Y als Konklusion.
Support (X → Y ) = relative Ha¨ufigkeit der Regel (X → Y )
Anzahl der Transaktionen
(2.2)
Konfidenz (X → Y ) = relative Ha¨ufigkeit der Regel (X → Y )
relative Ha¨ufigkeit der Pra¨misse
(2.3)
Im Warenkorb-Beispiel I traten diese Begriffe bereits auf. Das Warenkorb-Beispiel II zeigt,
wie sich die Ergebnisse aus dem Warenkorb-Beispiel I nun mittels der Begriffe Support
und Konfidenz darstellen lassen.
Warenkorb-Beispiel II
Die Datenbasis stellen wieder die vier Warenko¨rbe mit den Inhalten (a), (b), (ab) und (abc) aus
dem Warenkorb-Beispiel I dar.
Regelnummer Regel X → Y Support X Support (X+Y) Konfidenz X → Y
1 a → b 34 bzw. 75% 24 bzw. 50% 23 bzw. 66%
2 a → c 34 bzw. 75% 14 bzw. 25% 13 bzw. 33%
3 ab → c 24 bzw. 50% 14 bzw. 25% 12 bzw. 50%
4 ac → b 14 bzw. 25% 14 bzw. 25% 11 bzw. 100%
5 b → a 34 bzw. 75% 24 bzw. 50% 23 bzw. 66%
6 b → c 34 bzw. 75% 14 bzw. 25% 13 bzw. 33%
7 bc → a 14 bzw. 25% 14 bzw. 25% 11 bzw. 100%
8 c → a 14 bzw. 25% 14 bzw. 25% 11 bzw. 100%
9 c → b 14 bzw. 25% 14 bzw. 25% 11 bzw. 100%
10 a → bc 34 bzw. 75% 14 bzw. 25% 13 bzw. 33%
11 b → ac 34 bzw. 75% 14 bzw. 25% 13 bzw. 33%
12 c → ab 14 bzw. 25% 14 bzw. 25% 11 bzw. 100%
Tab.: 2.4: Support und Konfidenz fu¨r das Warenkorb-Beispiel II
Die Regeln 4, 7, 8, 9 und 12 enthalten als Pra¨misse das Produkt (c), das nur in einem Waren-
korb vorhanden war. Mit der Pra¨misse, dass ein Kunde das Produkt (c) erwirbt, besteht eine
Wahrscheinlichkeit von 100% fu¨r den gleichzeitigen Kauf aller Produktkombinationen mit dem
Produkt (c).
Interessant ist ein Blick auf die Regel 7. Obwohl bei den vorliegenden Warenko¨rben kein Kunde
die Produktkombination (bc) einzeln erworben hat, besteht doch eine Wahrscheinlichkeit von
100% fu¨r den noch nicht eingetretenen Fall, dass ein Kunde beim Kauf von (bc) immer auch
das Produkt (a) dazu erwirbt. Erinnert man den Kunden an diesen Zusammenhang, dann tra¨gt
dies zur Umsatzsteigerung bei.
Insgesamt folgen aus den drei Einzelprodukten (a), (b), (c) insgesamt sieben nicht leere Pro-
duktkombinationen und zwo¨lf Regeln.
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Die Berechnung des Supports und der Konfidenz erfordert die Bestimmung der Anzahl
und der Zusammensetzung der Produktkombinationen sowie die Aufstellung der Regeln.
Die Anzahl der Produktkombinationen ha¨ngt nur von der maximalen Anzahl der N Ein-
zelprodukte ab, denn es liegt hier gema¨ß den Grundlagen der Kombinatorik eine Auswahl
von k Elementen aus N Elementen ohne Beru¨cksichtigung der Reihenfolge vor. Fu¨r diesen
Fall gilt die Formel:
Anzahl der Produktgruppen mit k Einzelprodukten =
(
N
k
)
(2.4)
Daraus ergibt sich dann die maximale Anzahl aller nicht leeren Produktgruppen Mmax
als binomische Summe, die fu¨r den Fall k=N gegen die Zweierpotenz konvergiert.
Anzahl aller Produktgruppen Mmax =
N∑
k=1
(
N
k
)
= 2N − 1 (2.5)
Mit einem Blick auf die Tab. 2.3 erkennt man, dass sich entlang der Diagonalen von
links unten nach rechts oben genau (M-1) Regeln ergeben. Oberhalb dieser Diagonalen
fehlt immer jene Regel, bei der sich die Produktgruppen auf sich selbst beziehen. Die
Berechnung der Anzahl der maximal mo¨glichen Regeln liefert fu¨r den Sonderfall N =
3 insgesamt M = 7 Produktgruppen und R = 12 Regeln. Mit steigender Anzahl von
Produkten wachsen die Parameter M und R enorm an. Die Tab.: 2.5 veranschaulicht
diesen Zusammenhang.
Einzelprodukte N Anzahl der Produktkombinationen M Anzahl der Regeln R
3 7 12
4 15 50
5 31 180
6 63 602
7 127 1.903
8 255 6.050
9 511 18.660
10 1.023 57.002
13 8.192 1.577.940
Tab.: 2.5: Anzahl von Produktgruppen und Regeln
Wie aus Tab.: 2.5 zu erkennen ist, steigt vor allem der Parameter R gewaltig an und fu¨hrt
zu untolerierbar langen Rechenzeiten. Durch das Weglassen von Regeln, die auf geringen
Supportwerten basieren, begrenzt man bei praktischen Anwendungen den Rechen- und
Speicheraufwand. Dies ist vor allem deshalb gerechtfertigt, weil die Division geringer, je-
doch in etwa gleich großer Supportwerte, wie z.B. 10%/11%, zu hohen Konfidenzwerten
fu¨hrt, die wegen des geringen Supportwertes keine vertrauenswu¨rdigen Aussagen ermo¨gli-
chen. Kleine Supportwerte bedeuten eine geringe Wahrscheinlichkeit fu¨r das Auftreten
der entsprechenden Produktkombination in einem Warenkorb. Daher sind Aussagen u¨ber
innere Zusammenha¨nge dieser Produktkombination nicht zula¨ssig.
Eine weitere Reduzierung der Anzahl der Regeln ergibt sich daraus, dass ein Kunde nicht
alle mo¨glichen N Produkte gleichzeitig kauft. Die Auswertung beginnt daher mit dem
gro¨ßten
”
Itemset“, d.h. dem am besten gefu¨llten Warenkorb. Außerdem lassen sich ganze
Warengruppen, wie z.B. Food- und non Food - Artikel, als Einzelprodukte interpretieren,
was die Zahl N ebenfalls drastisch reduziert. Diese und andere numerische Tricks ermo¨gli-
chen die Handhabung der theoretisch sehr hohen Zahl von Produktkombinationen.
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2.3 Generierung der Produktkombinationen
Bei einer konkreten Warenkorb-Analyse geht es darum den speziellen Inhalt eines einzel-
nen Warenkorbes nach darin enthaltenen Produktkombinationen zu untersuchen. Falls alle
Einzelprodukte im Warenkorb liegen, treten alle M Produktkombinationen auf. Praktisch
mo¨gliche Produktkombinationen lassen sich vorab berechnen und speichern. Anschließend
erfolgt fu¨r jeden einzelnen Warenkorb die Pru¨fung, welche speziellen Produktkombinatio-
nen tatsa¨chlich im vorliegenden Warenkorb vorhanden sind.
Die Ermittlung der Produktgruppen geschieht durch die systematische Variation aller
Produktkombinationen. Die Abb. 2.1 zeigt anschaulich fu¨r den Sonderfall N=4 die Be-
stimmung der Produktkombinationen. Es entstehen sechs Zweier- und vier Dreierkombi-
nationen. Dazu addieren sich noch die vier Einzelprodukte sowie die Kombination (abcd).
Insgesamt entstehen somit
M = 4 + 6 + 4 + 1 = 15
Produktkombinationen. Die 16. Produktkombination wa¨re u¨brigens der leere Warenkorb,
der sich vorab aus dem Datensatz eliminieren la¨sst.
a b c d
a b c d
6 Zweierkomb.
4 Dreierkomb.
Abb.: 2.1: Bestimmung der Produktkombinationen fu¨r vier Einzelprodukte
Die Umsetzung der Bildung der Produktkombinationen in ein Computerprogramm folgt
diesem Schema. Es entstehen geschachtelte Schleifen, wobei z.B. eine Produktkombina-
tion mit drei Produkten auch drei Schleifen beno¨tigt und jeder Schleifenza¨hler mit dem
momentanen Za¨hlerstand der u¨bergeordneten Schleife beginnt. Durch die Einfu¨hrung lo-
gischer Warenko¨rbe im Zusammenhang mit einem Hashingverfahren, wie im folgenden
Abschnitt beschrieben, vereinfacht sich die Berechnung der Produktkombinationen er-
heblich und es entstehen Computerprogramme mit einem realistischen Rechenzeit- und
Speicherbedarf.
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Beispiel: Java-Listing zur Generierung von mo¨glichen Produktkombinationen
Das folgende JAVA-Listing zeigt den Programmcode einer Methode fu¨r einen Warenkorb N=4
und die entsprechende Ausgabe auf der Konsole. Es dient zur Veranschaulichung der Problematik
bei der Generierung der Produktgruppen. Im Listing ist die Abha¨ngigkeit der Schleifenza¨hler
von der Anzahl der Einzelprodukte N gut erkennbar.
public void N4_Produktgruppen()
{
// Berechnung der Produktgruppen fu¨r den Fall N = 4
int N = 4 ; // Anzahl der einzelnen Produkte
int M = 16 - 1 ; // Anzahl der Produktmombinationen
String T[] = {"a","b","c","d"} ; // Warenkorb mit vier Einzelprodukten
String R[] = new String[M]; // Vektor der Regeln
int i = 0; // Schleifenza¨hler fu¨r die erste Schleife
int j = 0; // Schleifenza¨hler fu¨r die zweite Schleife
int k = 0; // Schleifenza¨hler fu¨r die dritte Schleife
int r = 0; // Schleifenza¨hler fu¨r die vierte Schleife
int counter = 0 ; // Hilfsvariable fu¨r die Printausgabe
for(i=0;i<N ;i++) {R[r]=T[i] ; r=r+1;} // Einerkombination
for(i=0 ;i<N-1;i++)
for(j=i+1;j<N ;j++) {R[r]=T[i]+T[j] ; r=r+1;} // Zweierkombination
for(i=0 ;i<N-2;i++)
for(j=i+1;j<N-1;j++)
for(k=j+1;k<N ;k++) {R[r]=T[i]+T[j]+T[k]; r=r+1;} // Dreierkombination
R[r] = T[0]+T[1]+T[2]+T[3]; // Viererkombination
for(r=0;r<M;r++) {counter=r+1; // Konsolenausgabe
System.out.println(counter+"\t ---> \t"+R[r]);
}
}
Als Ergebnis erscheint dann die folgende Anzeige auf der Konsole:
1 ---> a
2 ---> b
3 ---> c
4 ---> d
5 ---> ab
6 ---> ac
7 ---> ad
8 ---> bc
9 ---> bd
10 ---> cd
11 ---> abc
12 ---> abd
13 ---> acd
14 ---> bcd
15 ---> abcd
FHH - FWI - Prof. Dr. W. Lechner 15
2.4 Logische Algorithmen zur Warenkorb-Analyse
Die numerische Umsetzung der Warenkorb-Analyse basiert auf einem logischen Waren-
korb, der so viel Stellen wie Einzelprodukte N ausweist, wobei jede Stelle das Vorhanden-
sein eines einzelnen Produktes mit einer logischen Eins abbildet. In der Abb. 2.2 entha¨lt
der Warenkorb N=4 die Produkte (a,b,d) und das Produkt c fehlt. Der entsprechende
logische Warenkorb ergibt sich dann aus einer Reihe von logischen Einsen, wobei an der
3. Stelle fu¨r das nicht vorhandene Produkt c eine logische Null auftaucht.
a b - d −→ 1 1 0 1
Abb.: 2.2: Logischer Warenkorb
Ein weiterer elementarer numerischer Vereinfachungsschritt besteht darin, ein Hashing-
verfahren auf die Produktkombinationen anzuwenden. Gema¨ß der binomischen Formel
2.5 zur Berechnung der Produktgruppen M entstehen 2N − 1 Ziffern fu¨r den Fall von M
Produktkombinationen. Daher ordnet man zu jeder Produktgruppe eine eindeutige Ziffer
zu. Z.B. nimmt fu¨r den Fall N=4 die Anzahl der Produktkombinationen M den Wert von
15 an, wodurch fu¨r einen 4-stelligen Warenkorb einschließlich eines leeren Warenkorbes
eindeutig alle 16 Kodierungen mo¨glich sind.
Eine weitere numerisch gu¨nstige Randbedingung besteht darin, dass die Reihenfolge der
Produktkombinationen in einem Warenkorb ohne Bedeutung ist. Ordnet man einer auf-
steigenden Ziffernfolge nun genau jene Produktkombination zu, die seiner logischen Dar-
stellung im bina¨ren Zahlensystem entspricht, dann entsteht ein numerisch optimaler Algo-
rithmus, der bei der Analyse von Warenko¨rben nur noch logische Operatoren ausfu¨hrt. Die
Analyse eines Warenkorbes besteht algorithmisch z.B. fu¨r N=4 nur noch in der Feststel-
lung, ob die Ziffern 0 bis 15 in der bina¨ren Darstellung des Warenkorbinhaltes vorhanden
sind.
Die Anzahl der erforderlichen Schleifen ha¨ngt von der maximalen Anzahl der gleichzeitig in
einem Warenkorb befindlichen Produkte ab. Betrachtet man ein Sortiment von N Artikeln,
dann kauft ein Kunde nie alle Artikel gleichzeitig, sondern wa¨hlt maximal K Artikel aus.
Unter dieser Bedingung treten erheblich weniger Produktgruppen M auf und es gilt:
Anzahl der tatsa¨chlichen Produktgruppen M =
K∑
k=1
(
N
k
)
< 2N − 1; K < N (2.6)
Die erla¨uterten Techniken erschließen den numerischen Zugang zu sehr schnellen Algo-
rithmen fu¨r die Warenkorb-Analyse und ermo¨glichen realistische Rechenzeit und Spei-
cherplatzanforderungen. Zusammenfassend ging es um die folgenden Techniken:
• Darstellung der Warenko¨rbe als logische Bitmuster z.B. im Java-Format boolean.
• Jeder Warenkorbinhalt entspricht eindeutig einer Ziffer zwischen Eins und 2N .
• Fu¨r den relevanten Fall K << N reduziert sich der Rechenaufwand erheblich.
• Programmtechnisch erfordert die Warenkorb-Analyse nur noch die Auswertung
sehr schneller logischer Vergleichsoperatoren.
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Beispiel: Graphische Darstellung der Kodierungen fu¨r den Sonderfall N=4
a b c d −→15 1 1 1 1
a b c −→14 1 1 1 0
a b - d −→13 1 1 0 1
a b - - −→12 1 1 0 0
a - c d −→11 1 0 1 1
a - c - −→10 1 0 1 0
a - - d −→9 1 0 0 1
a - - - −→8 1 0 0 0
- b c d −→7 0 1 1 1
- b c - −→6 0 1 1 0
- b - d −→5 0 1 0 1
- b - - −→4 0 1 0 0
- - c d −→3 0 0 1 1
- - c - −→2 0 0 1 0
- - - d −→1 0 0 0 1
- - - - −→0 0 0 0 0
Abb.: 2.3: Hashing eines logischen Warenkorbes fu¨r N=4
Beispiel: Analyse eines einzelnen Warenkorbes mit N=4
Der in der Abb. 2.4 dargestellte Warenkorb entha¨lt die Produkte a bzw. d und besteht somit
aus zwei Einzelprodukten (a),(d) und der Produktkombination (a,d).
a - - d −→ 1 0 0 1 −→ 0 0 0 1 −→ d
1 0 0 0 −→ a
1 0 0 1 −→ ad
Abb.: 2.4: Auswertung eines einzelnen Warenkorbes fu¨r N=4
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So wie in der Abb. 2.4 dargestellt, erfolgt fu¨r jeden einzelnen Warenkorb die Bestim-
mung der Produktkombinationen. Ein Ha¨ufigkeitsvektor h addiert die jeweilige Anzahl
einer Produktkombination und speichert nach Auswertung aller Warenko¨rbe die absolu-
ten Ha¨ufigkeiten. Die Normierung mit der Anzahl der Warenko¨rbe ergibt den gesuchten
relativen Supportvektor s.
Beispiel: Supportberechnung fu¨r vier Warenko¨rbe mit N=4
Die Berechnung des Supportes von vier Warenko¨rben (Abb. 2.5) gliedert sich in mehrere Stufen:
1. Sortieren der Produkte innerhalb jedes Warenkorbes in alphabetisch aufsteigender Reihen-
folge. Falls die Produkte mit Kennziffern bezeichnet sind, ordnet man nach aufsteigenden
Kennziffern. Das erste Produkt bzw. das Produkt mit der niedrigsten Kennziffer belegt
den ersten Platz im sortierten Warenkorb.
2. Die sortierten Warenko¨rbe bildet man auf logische Warenko¨rbe ab, wobei das Vorhanden-
sein eines Produktes einer logische Eins entspricht.
3. Die relativen Ha¨ufigkeiten fu¨r das Auftreten eines Produktes bzw. einer Produktkombi-
nation erscheinen in der Supporttabelle jeweils an der Stelle, die dem Index der logischen
Darstellung des Produktes bzw. der Produktkombination entspricht. Im vorliegenden Bei-
spiel geho¨rt zum Produkt (a) der Index 8, d.h. bei dreimaligem Auftreten von (a) ergibt
sich der Support von (a) zu 34 bzw. zu 75% und wird an der Stelle 8 aufgetragen.
Abb.: 2.5: Beispiel einer Supportberechnung mit logischen Warenko¨rben
Programmtechnisch erfordert die Supportberechnung fu¨r jeden Warenkorb eine Anzahl
von M Abfragen, wobei M der Anzahl der praktisch mo¨glichen Produktkombinationen
entspricht. Falls die UND-Verknu¨pfung des logischen Warenkorbes mit einer logischen
Produktkombination u¨bereinstimmt, dann entha¨lt der Warenkorb diese Produktkombi-
nation und der Za¨hler fu¨r diese Produktkombination erho¨ht sich.
Der besondere Vorteil dieses Verfahrens zur Bestimmung der Produktkombinationen be-
steht in der kurzen Rechenzeit, die bei logischen Operationen auf digitalen Rechenanlagen
vorliegt. Hinzu kommt der relativ geringe Speicherplatzbedarf, den Formate vom Typ boo-
lean erfordern.
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Bei der Programmierung der Algorithmen ist noch zu beachten, dass die Konfidenzberech-
nungen nur fu¨r solche Paarungen von Produktkombinationen definiert sind, die in einem
einzelnen Warenkorb auch gemeinsam vorhanden sind. Z.B. entsteht aus dem Produkt
(a) und dem Produkt (b) die Produktkombinationen (ab). Daher muss die Summe der
einzelnen Produktkombinationen jener Produktkombinationen entsprechen, aus denen sie
entstand. Nicht definiert wa¨ren z.B. die Produktkombinationen
”
a“ und
”
ab“, weil in die-
sem Fall das Produkt (a) doppelt vorhanden wa¨re und ein Warenkorb jedes Einzelprodukt
nur einmal enthalten darf.
Die Bestimmung der zula¨ssigen Produktkombinationen erfolgt wieder auf der Basis der
logischen Warenko¨rbe. Verbotene doppelte Einzelprodukte treten dann auf, wenn die lo-
gischen Einsen der beiden Produktkombinationen an der gleichen Stelle auftauchen. Die
logische UND-Verknu¨pfung der beiden Produktkombinationen erkennt diesen Fall, denn
der bitweise UND-Vergleichung darf an keiner Stelle eine logische Eins ergeben.
Beispiel: Verbotene und erlaubte Konfidenz-Produktkombinationen fu¨r N=4
Aus der Graphik 2.6 geht hervor, dass sich im mittleren und unteren Fall doppelte Einsen
ergeben. Nur der oberste Fall ist zula¨ssig.
1 0 0 1 −→verboten 0 0 0 1
1 1 0 0 −→verboten 0 1 1 1
1 0 0 0 −→erlaubt 0 1 0 0
Abb.: 2.6: Verbotene und erlaubte Konfidenz-Produktgruppen fu¨r N=4
Die Visualisierung der Support- und Konfidenzwerte erfolgt anschaulich z.B. in Balkendia-
grammen oder ra¨umlichen Graphiken. Durch eine entsprechende Farbgebung lassen sich
Produktgruppen mit hohen Werten fu¨r den Support und fu¨r die Konfidenz markieren. Da
bereits bei 6 Einzelprodukten insgesamt 602 Paarungen entstehen, stellt man z.B. nur die
gro¨ßten Support und die Konfidenzwerte graphisch dar und vernachla¨ssigt mittels eines
einzustellenden Schwellwertes die restlichen Paarungen.
Abb.: 2.7: 3D-Visualisierungstudie zur Darstellung von Support- und Konfidenzwerten
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2.5 Die Apriori-Methode mit logischen Warenko¨rben
Das systematische Weglassen von Regeln, die auf geringen Supportwerten basieren, ist im
”
Apriori-Algorithmus“ konsequent umgesetzt. Der Algorithmus entstand 1994 in einem
IBM Forschungslabor in den USA [16] und erfuhr inzwischen zahlreiche Abwandlungen
und Verbesserungen. Die zentrale Idee basiert auf der Tatsache, dass der Support z.B
bei einer Produktkombination (abc) immer gleich oder kleiner als die Suppportwerte der
einzelnen Untergruppen ist. Im Grenzfall, bei dem z.B. u¨berhaupt kein Einzelprodukt (a)
in den Warenko¨rben mehr vorhanden ist, fallen dann jene Produktgruppen weg, die ein
Einzelprodukt (a) enthalten. Das Streichen der Produktgruppen mit zu geringen Support-
werten bezeichnet man als
”
Pruning“.
Wendet man diesen Zusammenhang auf die Auswertung der Warenko¨rbe an, dann ist es
sinnvoll, zuerst die Supportwerte aller Einzelprodukte zu berechnen. Ha¨ufig liegt der eine
oder der andere Supportwert unterhalb eines vorzugebenden Grenzwertes und damit fallen
alle Produktkombinationen, die ein solches Einzelprodukt enthalten, aus der Auswertung
heraus. Im na¨chsten Schritt bestimmt man die Supportwerte aller noch relevanten Zweier-
Produktkombination und wiederholt die Vorgehensweise aus dem ersten Rechenschritt,
d.h. falls der Supportwert einer Zweier-Produktkombination einen zu geringen Support-
wert aufweist, lassen sich alle Produktkombinationen ab der Dreier-Produktkombination,
die diese Zweier-Produktkombination enthalten, wieder vernachla¨ssigen.
Die Rechenzeitersparnis beim Apriori-Algorithmus ha¨ngt stark von der Ho¨he des einzu-
stellenden Grenzwertes fu¨r den minimalen Support ab. Je ho¨her dieser Grenzwert, desto
schneller la¨uft der Algorithmus, weil dann besonders viele Produktkombinationen her-
ausfallen. Erfreulich ist, dass bei der Wissensgenerierung besonders die hohen Support-
werte interessieren, denn bei einer ausreichenden Zahl von Warenko¨rben entspricht der
Supportwert der Wahrscheinlichkeit fu¨r das Auftreten einer Produktkombination. Daher
startet man den Apriori-Algorithmus zuna¨chst mit einem hohen Supportwert und erha¨lt
dann relativ schnell die ersten interessanten Regeln. Durch das schrittweise Reduzieren
des Supportgrenzwertes entstehen dann bei gleichzeitigem Ansteigen der erforderlichen
Rechenzeit sta¨ndig weitere Regeln.
Die Bildung der Produktkombinationen erfolgt nur beim Programmstart und belastet
daher die online-Auswertung der Warenko¨rbe nicht mehr. Fu¨r das u¨berschaubare Beispiel
von vier Einzelprodukten (a,b,c,d) sieht dann der Pool von Produktkombinationen wie
in der Tab.: 2.6 dargestellt aus. Die letzte Spalte der Tab.: 2.6 entha¨lt den Pruning-
Parameter, dessen Wert fu¨r den Fall vernachla¨ssigbarer Produktkombinationen von Eins
auf Null wechselt. Fu¨r den hier angenommenen Fall, dass nach dem ersten Durchlauf die
Supportwerte fu¨r die Einzelprodukte (c) und (d) unterhalb des Grenzwertes liegen, geht
die Tab.: 2.6 in die Tab.: 2.7 u¨ber.
Wie der Blick auf Tab.: 2.7 besta¨tigt, bleibt fu¨r den na¨chsten Durchlauf, der mit den
Zweierkombinationen ab der Nummer 5 beginnt, nur noch die Produktkombination (ab)
u¨brig. Das Komprimieren des Ziffernpools wa¨re jetzt mo¨glich, allerdings wu¨rde dieser
Rechenschritt bei der in der Praxis u¨blichen extrem hohen Anzahl an Ziffern zu einem
unvertretbaren Zeitaufwand fu¨hren. Daher ist es gu¨nstiger, sich an den logischen Pruning-
Parameter zu halten und ab der Nummer 5 mit einer if-Abfrage die vernachla¨ssigten
Produktkombinationen zu u¨berspringen.
Fu¨r das Generieren des Ziffernpools wandelt man die Ziffern zwischen 1 und 2N in logische
Darstellungen um, bestimmt fu¨r jede dieser Darstellungen die Anzahl der logischen Einsen
und schreibt die logische Darstellung in jene Zeile des Ziffernpools, ab der die Ziffern mit
dieser Anzahl gespeichert sind.
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Fu¨r die Tab.: 2.7 bedeutet dies konkret, dass die Einzelprodukte ab der ersten Zeile,
die Zweier-Produktkombinationen ab der 5. Zeile, die Dreier-Produktkombinationen ab
der 11. Zeile und die Vierer-Produktkombinationen ab der 15. Zeile auftreten. Eine Spei-
cherung des Ziffernpools in einer Matrixstruktur wu¨rde zu extrem unterschiedlichen Zei-
lenla¨ngen fu¨r jede Spalte fu¨hren und scheidet daher aus.
laufende Nummer Produktkombination logische Darstellung Ziffer Pruning-Parameter
1 a 1000 8 1
2 b 0100 4 1
3 c 0010 2 1
4 d 0001 1 1
5 ab 1100 12 1
6 ac 1010 10 1
7 ad 1001 9 1
8 bc 0110 6 1
9 bd 0101 5 1
10 cd 0011 3 1
11 abc 1110 14 1
12 abd 1101 13 1
13 acd 1011 11 1
14 bcd 0111 7 1
15 abcd 1111 15 1
Tab.: 2.6: Ziffernpool vor dem Pruning
Nummer Produktkombination log. Darstellung Ziffer Pruning-Parameter
1 a 1000 8 1
2 b 0100 4 1
3 c 0010 2 0
4 d 0001 1 0
5 ab 1100 12 1
6 ac 1010 10 0
7 ad 1001 9 0
8 bc 0110 6 0
9 bd 0101 5 0
10 cd 0011 3 0
11 abc 1110 14 0
12 abd 1101 13 0
13 acd 1011 11 0
14 bcd 0111 7 0
15 abcd 1111 15 0
Tab.: 2.7: Ziffernpool nach dem Pruning
FHH - FWI - Prof. Dr. W. Lechner 21
Die Berechnung des Offsets fu¨r die Speicheradressen basiert auf den binomischen Zahlen,
die angeben, wie viele Produktkombinationen, die genau aus k Einzelprodukten bestehen,
man aus einer Sammlung von N Einzelprodukten entnehmen kann.
Offset(K) =
K−1∑
k=1
(
N
k
)
+ 1; K ≤ N (2.7)
Fu¨r das in der Tab.: 2.7 darstellte Beispiel folgt durch das Auswerten der Gl. 2.7 an der
Stelle K=4 der offset zu:
offset =
3∑
k=1
(
4
k
)
+ 1 =
4
1
+
4
2
= 4 + 6 + 1 = 11
Beispiel: Ein Beispiel aus der Literatur
In [2] befindet sich im Kapitel u¨ber die Assoziationsmethoden ein anschauliches Beispiel zur
Analyse von 9 Warenko¨rben mit 5 Einzelprodukten I1 bis I5, das auf dem in der Tab.: 2.8
dargestellten Datensatz basiert. Aus der zweiten Spalte ergibt sich die in der 3. Spalten auf-
gefu¨hrte Liste der logischen Warenko¨rbe. Bei N=5 Einzelprodukten sind insgesamt 25 − 1 = 31
verschiedene Produktkombinationen zu berechnen.
Warenkorbnummer Warenkorbinhalt logischer Warenkorb Datensatzformat
1 I1,I2, I5 11001 1,1,1,0,0,1
2 I2, I4 01010 2,0,1,0,1,0
3 I2, I3 01100 3,0,1,1,0,0
4 I1, I2, I4 11010 4,1,1,0,1,0
5 I1, I3 10100 5,1,0,1,0,0
6 I2, I3 01100 6,0,1,1,0,0
7 I1, I3 10100 7,1,0,1,0,0
8 I1, I2, I3, I5 11101 8,1,1,1,0,1
9 I1, I2, I3 11100 9,1,1,1,0,0
Tab.: 2.8: Warenkorbliste
Im Rahmen des Forschungssemesters wurde ein Java-Programm entwickelt, welches das Apriori-
Konzept auf der Basis logischer Warenko¨rbe und logischer Pruning-Operationen implementiert.
Das Format der Eingangsdaten beginnt mit der laufenden Nummer des Warenkorbes und listet
dann, jeweils durch ein Komma getrennt, den Inhalt der Warenko¨rbe in logischer Darstellung
auf. Die Tab.: 2.8 entha¨lt in der letzten Spalte den auf diese Weise formatierten Datensatz.
Fu¨r einen Grenzwert von 10% fu¨r den minimalen Support stellt die Abb. 2.8 die Ergebnisse der
Auswertung des Datensatzes (Tab.: 2.8) dar.
Die Ergebnisse fu¨r die Konfidenzwerte ha¨ngen von den Grenzwerten des Supports ab, weil die
Division von zwei kleinen Supportwerten zu hohen Konfidenzwerten fu¨hren kann. Deshalb sollte
man den Grenzwert fu¨r den Support relativ groß wa¨hlen. Die Tab.: 2.9 stellt die nach der Gro¨ße
sortierten Konfidenzwerte fu¨r einen erho¨hten Support-Grenzwert von 20% dar.
Wie aus der Tab.: 2.8 ersichtlich, besitzt das Produkt I2 mit 78% den ho¨chsten Supportwert.
Daher schla¨gt man dann in der Tab.: 2.9 die dazu geho¨renden Konfidenzwerte nach und gelangt
somit zu folgender Aussage:
Wer das Produkt I2 erwirbt, interessiert sich mit einer Wahrscheinlichkeit von 56% auch fu¨r die
Produkte I1 oder I3.
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Abb.: 2.8: Warenkorb-Analyse fu¨r einen Support-Grenzwert von 10%
Nummer Pra¨misse Konklusion Konfidenzwert
0 (I5) (I2) 100%
1 (I5) (I1) 100%
2 (I5) (I1,I2) 100%
3 (I4) (I2) 100%
4 (I2,I5) (I1) 100%
5 (I1,I5) (I2) 100%
6 (I3) (I2) 66%
7 (I3) (I1) 66%
8 (I1) (I2) 66%
9 (I1) (I3) 66%
10 (I2) (I3) 56%
11 (I2) (I1) 56%
12 (I2,I3) (I1) 50%
13 (I3) (I1,I2) 33%
14 (I1) (I2,I3) 33%
15 (I1) (I5) 33%
16 (I1) (I2,I5) 33%
17 (I2) (I1,I3) 28%
18 (I2) (I5) 28%
19 (I2) (I4) 28%
20 (I2) (I1,I5) 28%
Tab.: 2.9: Konfidenzwerte bei 10% minimalem Support
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2.6 Benchmark fu¨r die Apriori-Methode
Die allgemeinen Algorithmen zur Warenkorb-Analyse fu¨hrten zu sehr langen Rechenzei-
ten, die z.B. bei N=15 Einzelprodukten und 10000 Warenko¨rben bei ca. einer Stunde
lagen. Das Pruning der kleinen Supportwerte ermo¨glicht dagegen erheblich schnellere Al-
gorithmen. Am Beispiel von simulierten Datensa¨tzen, deren Inhalt ein Zufallsgenerator
bestimmt, lassen sich daher Benchmark-Rechenla¨ufe starten und der Rechenzeitbedarf
protokollieren. Die Ergebnisse sind in der Tab.: 2.10 dargestellt.
Test Einzel- Anzahl der Produkt- Produkte K Support- Rechenzeit
Nr. produkte N Warenko¨rbe kombinationen je Warenkorb Grenzwert h:m:s
1 15 10000 32.768 15 10% 0: 0:43
2 20 10000 1.048.576 20 10% 0:41:19
3 20 10000 1.048.576 10 10% 0: 1:39
4 20 10000 1.048.576 10 50% 0: 0:16
5 20 10000 1.048.576 20 20% 0: 8:02
6 20 20000 1.048.576 20 10% 0:41:47
Tab.: 2.10: Benchmark-Rechenla¨ufe
Die Testla¨ufe besta¨tigen die extreme Abha¨ngigkeit der beno¨tigten Rechenzeit von den
drei wesentlichen Parametern einer Warenkorb-Analyse:
• Anzahl N der Einzelprodukte
• maximale Anzahl K der Produkte eines Warenkorbes
• minimaler Grenzwert fu¨r den Support
Die Anzahl N der Einzelprodukte definiert u¨ber den Zusammenhang 2N die Anzahl der
Produktkombinationen, deren Ha¨ufigkeit fu¨r jede einzelne Produktkombination zu pru¨fen
ist. Wa¨hrend beim Test 1 nur ca. 32.000 Varianten auftreten, steigt diese Zahl bei den
Testla¨ufen 2 bis 8 auf ca. 1.000.000 an und erreicht beim Testlauf 8 fu¨r N=23 schon den
Wert von ca. 8.000.000. Die Testla¨ufe 1 und 2 unterscheiden sich nur durch eine Erho¨hung
von N=15 auf N=20, wodurch jedoch die Rechenzeit von knapp einer Minute auf ca. 41min
ansteigt.
Die Anzahl K beschreibt die maximale Anzahl der Produkte, die in einem Warenkorb
gleichzeitig vorkommen. Da ein Kunde bei vielen Anwendungen erheblich weniger Pro-
dukte, als vorhanden sind, erwirbt, reduziert sich damit die Zahl der mo¨glichen Produkt-
kombinationen, was sich wiederum gu¨nstig auf die Rechenzeit auswirkt. Die Rechenzeit
des Testlaufes 3 sinkt von ca. 41min auf ca. 2min fu¨r den Testlauf 3 ab, wenn man den
Parameter K=20 auf K=10 reduziert.
Ein hoher minimaler Support wirkt sich gu¨nstig auf die Rechenzeit aus, denn das Pruning-
verfahren arbeitet dann besonders effektiv. Der Testlauf 4 unterscheidet sich nur durch
den Wert von 50% fu¨r den minimalem Support gegenu¨ber dem Testlauf 3, bei dem dieser
Wert bei 10% lag. Die Rechenzeit sinkt dadurch von ca. 100s auf nur 16s ab. Gegenu¨ber
dem Testlauf 2, der eine Rechenzeit von ca. 42min verbrauchte, bedeutet die Verdopplung
des minimalen Supportwertes von 10% auf 20% eine Verringerung der Rechenzeit von ca.
42min auf ca. 8min, wie sich fu¨r den Testlauf 5 ablesen la¨sst.
Der Testlauf 6 entspricht dem Testlauf 2, wobei nun die doppelte Anzahl von Warenko¨rben
vorliegt. Die erforderliche Rechenzeit steigt dadurch nur um ca. eine halbe Minute an, was
gegenu¨ber der gesamten Rechenzeit von ca. 42min nicht ins Gewicht fa¨llt.
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Zusammenfassend bleibt festzuhalten, dass man die Rechenla¨ufe stets mit einem mo¨glichst
großen Schwellwert fu¨r den Support beginnen sollte, denn fu¨r diesen Fall erha¨lt man sofort
Konfidenzwerte, die eine erste Aussage ermo¨glichen. Dies stellt im eigentlichen Sinne keine
Na¨herung dar, weil die Regeln, die auf großen Supportwerten basieren, den Anwender auch
am meisten interessieren.
Programmtechnisch gesehen, geht man zu Beginn der Rechenla¨ufe von einem Grenzwert
fu¨r den Support von 100% aus und senkt dann diesen Wert, z.B. in Stufen von 10%, in
einer Schleife so lange ab, bis die Konfidenzwerte ebenfalls einen Schwellwert von z.B.
25% u¨berschreiten. Damit erha¨lt man bei der Warenkorb-Analyse die wichtigste Aussage
in der ku¨rzesten Rechenzeit und kann dem Kunden noch wa¨hrend seines Bestellvorganges
die entsprechenden Hinweise geben.
Weitere Rechenla¨ufe mit geringeren Schwellwerten fu¨r den Support dienen zur Optimie-
rung der Gescha¨ftsprozesse, fu¨r den kein Echtzeitkriterium gilt.
Kapitel 3
Klassifizierung
Der Begriff der Klassifizierung kennzeichnet jene Methoden, welche einen aktuellen Da-
tensatz einer bestimmten Klasse zuordnen. Die Mitglieder dieser Klasse besitzen alle eine
wichtige gemeinsame, technisch oder betriebswirtschaftliche Eigenschaft, wie z.B. eine
definierte Qualita¨tsstufe oder eine geplante Rendite.
Die Klassen mit ihrem Attributen sind in Form von Trainingsdaten gegeben und liegen
ha¨ufig in einer Tabellenform, wie z.B. einem Excel-Arbeitsblatt, vor. Ein typisches Bei-
spiel stellt die Klasse jener Bankkunden dar, die ein bestimmtes Finanzprodukt erwerben
und die sich von einer anderen Kundenklasse, welche nur Informationsmaterial angefor-
dert hat, vor allem durch das
”
Zielattribut“ dieser Klassen, na¨mlich Kauf bzw. Nichtkauf,
unterscheiden. Alle Kunden mit dem gleichen Zielattribut bilden gemeinsam eine be-
stimmte Klasse. Die Methoden der Klassifizierung liefern eine Wahrscheinlichkeit fu¨r die
Zuordnung eines neuen Kunden, dessen Klasse nicht bekannt ist, zu der entsprechenden
Klasse.
Die Methoden der Klassifizierung bestehen aus vier Schritten:
1. Auswahl von informativen Rohdaten
2. Aufbereitung der Rohdaten
3. Entwicklung der entsprechenden Algorithmen
4. Berechnung, zu welcher Klasse ein neuer Datensatz geho¨rt (Klassifizierung)
Der eigentlichen Klassifizierung, welche na¨herungsweise in Echtzeitbedingungen erfolgen
sollte, geht die Auswahl und die Aufbereitung der Rohdaten sowie die Entwicklung der ent-
sprechenden Algorithmen voraus, was einen erheblichen Rechenaufwand bedeuten kann,
der jedoch nicht unter Echtzeitanforderungen steht. Die wichtigsten Verfahren des Klas-
sifizierens sind:
• Entscheidungsbaumverfahren
• Regressionsverfahren
• Support Vektor Verfahren
• Neuronale Klassifizierungsnetze
In den letzten Jahren traten vor allem die Support Vektor Verfahren und die ku¨nstlichen
neuronalen Netze immer mehr in den Vordergrund.
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3.1 Auswahl von informativen Rohdaten
Ha¨ufig stehen Rohdaten zur Verfu¨gung, die zuna¨chst eine viel zu große Anzahl von unter-
schiedlichsten Attributen aufweisen. Die Anzahl der Attribute bestimmt jedoch den fu¨r
die Klassifizierung erforderlichen Rechenaufwand. Zu vermeiden sind in jedem Fall jene
Attribute, die sich nur wenig auf die zu bestimmenden Klassen auswirken. Die Tab.: 3.1
stellt beispielhaft einen Ausschnitt (10 Datensa¨tze) aus einem Rohdatenbestand dar.
Nr. Einkommen Altersgruppe Sternzeichen Wohnort Ha¨ufg krank(Klasse)
1 30000 30 Widder Hannover ja
2 30000 30 Krebs Berlin nein
3 30000 20 Fisch Freiburg ja
4 30000 30 Widder Hannover nein
5 30000 20 Krebs Celle ja
6 30000 20 Fisch Freiburg nein
7 30000 40 Widder Berlin ja
8 30000 40 Fisch Freiburg nein
9 30000 20 Krebs Celle ja
10 30000 40 Fisch Hannover ja
Tab.: 3.1: Auswirkung von Attributen auf das Klassen-Attribut ”Krankheitstage“
Offensichtlich spielt in diesem Beispiel das Attribut
”
Einkommen“ keine Rolle bei der
Klassifizierung. Allerdings gilt dies nur, weil weitere Datensa¨tze mit unterschiedlichen
Werten fu¨r dieses Attribut fehlen. Zusa¨tzliche Datensa¨tze mit variablen Einkommenswer-
ten ko¨nnten die erforderlichen Informationen beisteuern.
Doch wie sieht es mit dem Attribut
”
Sternzeichen“ aus ? Hier helfen mathematische
Verfahren weiter, die eine quantitative Aussage u¨ber die Auswirkung eines Attributs auf
die Klasse ermo¨glichen. Besonders geeignet dazu sind die beiden folgenden Methoden:
• Berechnung des Informationsgewinns der Attribute
• Berechnung des Korrelationskoeffizienten der Attribute
Bei der Auswahl geeigneter Datensa¨tze bzw. Attribute kommt es darauf an, jene Daten
auszuwa¨hlen, die einen hohen Informationsgewinn ergeben und eine starke Korrelation
zwischen den Attributen und der Klasse aufweisen. Die Berechnung der Korrelationskoef-
fizienten liefert eine quantitative Aussage u¨ber den Zusammenhang eines Attributes mit
der Klasse. Allerdings muß dazu ein kausaler Zusammenhang zwischen beiden bestehen. So
ko¨nnte sich durchaus fu¨r das Attribut des Sternzeichens ein von Null verschiedener Korre-
lationskoeffizent ergeben, der dann allerdings durch Plausibilita¨tsbetrachtungen verworfen
werden sollte.
Die Attribute gliedern sich nach innen in Stufen. Fu¨r die nachfolgenden Berechnungen
spielt die relative Ha¨ufigkeit p, mit der eine bestimmte Stufe innerhalb eines Attributs
auftritt, eine große Rolle. So erscheint z.B. in der Tab.: 3.1 beim Attribut
”
Wohnort“ die
nominale Stufe
”
Hannover“ zweimal , d.h. fu¨r die vorgegebenen sechs Datensa¨tze ergibt
sich daraus eine relative Ha¨ufigkeit von p = 2
6
. Fu¨r das Data Mining interessant sind
Datensa¨tze mit mo¨glichst hohen Werten von p. Je mehr Stufen ein Attribut aufweist,
umso aufwa¨ndiger gestaltet sich die Entwicklung der Algorithmen und die Rechenzeit-
und Speicherplatzanforderungen nehmen erheblich zu.
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3.1.1 Informationsgewinn eines Attributs
Der Informationsgewinn G(A) eines Attributes A la¨sst sich gema¨ß der Informationstheorie
u¨ber den Logarithmus zur Basis 2 mittels den Gl. 3.1 in der Einheit Bits u¨ber die Entropie
D wie folgt berechnen:
a = Za¨hler fu¨r die Attribute
k = Za¨hler fu¨r die Stufen
pK(k) = relative Ha¨ufigkeit der Stufe k in der Klasse K
pA(k,K) = relative Ha¨ufigkeit der Stufe k mit der Klasse K im Attribut A
NDaten = Anzahl aller Datensa¨tze
NStufen(a) = Anzahl der Stufen, die im Attribut vorhanden sind
KStufen = Anzahl der Stufen in der Klassenspalte
NAttribut = Anzahl der Attribute
AnzahlK(k) = Anzahl der Datensa¨tze der Klassenspalte fu¨r die Stufe k
AnzahlA(k,K) = Anzahl der Datensa¨tze der Stufe k mit der Klasse K im Attribut A
AnzahlN(k, a) = Anzahl aller Datensa¨tze der Stufe k im Attribut a
pK(k) =
AnzahlK(k)
NDaten
D = −
KStufen∑
k=1
[pK(k) · log2(pK(k))]
pA(k,K) =
AnzahlA(k,K)
AnzahlN(k, a)
G(a) = D +
NStufen(a)∑
k=1
[
AnzahlN(k,a)
NDaten
KStufen∑
K=1
[pA(k,K) log2 (pA(k,K))]
]
(3.1)
Beispiel: Berechnung des Informationsgewinnes
Die in der Tab.: 3.1 dargestellten Datensa¨tze ermo¨glichen die anschauliche Berechnung des In-
formationsgewinns. Ein Blick auf die rechte Spalte, welche die Klassen mit den beiden Stufen
”ja“ und ”nein“ entha¨lt, zeigt, dass von den insgesamt 10 Datensa¨tzen 6-mal die Stufe ”ja“ und
viermal die Stufe ”nein“ erscheint. Damit folgt dann fu¨r die Entropie:
pK(Stufe = ja) = 610 bzw. pK(Stufe = nein) =
4
10
D = −pK(ja) · log2(pK(ja))− pK(nein) · log2(pK(nein))
D = − 610 log2( 610)− 410 log2( 410) = 0.970951 ≈ 97%
Wu¨rde nur eine einzige Stufe vorhanden sein, dann erga¨be sich pK = 1 und somit na¨hme wegen
log(1)=0 die Entropie den Wert von Null an. Gesucht sind jedoch solche Datensa¨tze, deren
Klassen-Entropie mo¨glichst groß ist. Fu¨r den anderen Sonderfall gleichverteilter Klassen, d.h.
pK(ja) = pK(nein) = 12 ergibt sich der maximale Wert der Entropie zu 100%.
D = −2
(
1
2
log2(
1
2
)
)
= − log2(
1
2
) = log2(2) = 1
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Der Informationsgewinn ist fu¨r jedes Attribut eigens zu berechnen. Wa¨hlt man z.B. das drei-
stufige Altersattribut aus und sortiert die Datensa¨tze nach den Stufen in diesem Attribut, dann
folgt die Tab.: 3.2 und alle Parameter fu¨r die Berechnung des Informationsgewinnes liegen fest.
Altersgruppe Anzahl der Datensa¨tze Anzahl von ja-Klassen Anzahl von nein-Klassen
20 4 3 1
30 3 1 2
40 3 2 1
Tab.: 3.2: Sortieren der Datensa¨tze nach dem Attribut ”Altersgruppe“
NDaten = 10
pA(Altersgruppe = 20, ja) =
AnzahlA(Klasse,ja)
AnzahlN(Altersgruppe=20,Alter) =
3
4
pA(Altersgruppe = 20, nein) =
AnzahlA(Klasse,nein)
AnzahlN(Altersgruppe=20,Alter) =
1
4
pA(Altersgruppe = 30, ja) =
AnzahlA(Klasse,ja )
AnzahlN(Altersgruppe=30,Alter) =
1
3
pA(Altersgruppe = 30, nein) =
AnzahlA(Klasse,nein)
AnzahlN(Altersgruppe=30,Alter) =
2
3
pA(Altersgruppe = 40, ja) =
AnzahlA(Klasse,ja )
AnzahlN(Altersgruppe=40,Alter) =
2
3
pA(Altersgruppe = 40, nein) =
AnzahlA(Klasse,nein)
AnzahlN(Altersgruppe=40,Alter) =
1
3
G(A) = D + 410
(
3
4 log2(
3
4) +
1
4 log2(
1
4)
)
+ 310
(
1
3 log2(
1
3) +
2
3 log2(
2
3)
)
+ 310
(
2
3 log2(
2
3) +
1
3 log2(
1
3)
)
= 0.0945 ≈ 9%
(3.2)
Auf diese Weise sind fu¨r alle Attribute der jeweilige Informationsgewinn zu berechnen. Fu¨r die
Tab.: 3.1 stellt die Tab.: 3.3 die restlichen Ergebnisse in Prozent dar.
Einkommen Altersgruppe Sternzeichen Wohnort
0% 9% 2% 22%
Tab.: 3.3: Informationsgewinn der Attribute
Die Tab.: 3.3 weist den gro¨ßten Informationsgewinn von 22% beim Attribut ”Wohnort“ aus. Das
Sternzeichen wirkt sich in vernachla¨ssigbarer Weise auf die Krankheitstage aus. Das Attribut
”Einkommen“ besitzt, wie erwartet, keinerlei Informationsgewinn.
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Die relativen Ha¨ufigkeiten p konvergieren mit einer zunehmenden Zahl von Datensa¨tzen
gegen die Wahrscheinlichkeiten. Schon aus diesem Grund kommt es bei der Auswahl von
Datensa¨tzen und Attributen darauf an, mo¨glichst große Ha¨ufigkeiten fu¨r das Auftreten
einzelner Stufen in den verschiedenen Attributen zu erhalten.
Bei analogen Zahlenwerten erfolgt die Diskretisierung in n Stufen, wobei ein zu geringes
n einen Informationsverlust verursacht und ein großer Wert von n zu kleinen Werten
bei den relativen Ha¨ufigkeiten fu¨hrt. Man kann sich in diesem Zusammenhang an der
Abscha¨tzungsformel aus dem Gebiet der mathematischen Statistik orientieren, die fu¨r N
Datensa¨tze lautet:
n ≈ 2 3
√
N (3.3)
Fu¨r einen Datenbestand mit z.B. 1000 Datensa¨tzen empfiehlt die Abscha¨tzung gema¨ß der
Gl. 3.3 ungefa¨hr 20 Stufen. Falls ein Attribut des Datenbestandes zu viele Stufen besitzt,
fasst man direkt aufeinander folgende Stufen zu einer gemeinsamen Stufe zusammen.
Umgekehrt sollte man bei zu wenig Stufen die Datenerhebung differenzierter gestalten
und einfach mehr Stufen erfassen.
Der bisher berechnete Informationsgewinn ha¨ngt von der Anzahl der Stufen ab, was sich
bei Attributen mit einer unterschiedlichen Anzahl von Stufen als nachteilig beim Vergleich
der Informationsgewinne der Attribute auswirkt. Daher empfiehlt es sich, den Informati-
onsgewinn jedes Attributes mit dem Informationsgewinn der Attributstufen zu normieren.
Der Normierungsfaktor DNorm ergibt sich gema¨ß der Gl. 3.4 zu:
pStufe(k, a) =
AnzahlN(k,a)
NDaten
DNorm(a) = −
NStufen(a)∑
k=1
[pStufe(k, a) · log2(pStufe(k, a))]
Grelativ(a) =
G(a)
DNorm(a)
(3.4)
Ein Blick in die Tab.: 3.1 liefert die Zahlenwerte zur beispielhaften Berechnung der Nor-
mierung fu¨r das Attribut
”
Alter“, das aus 3 Stufen besteht und 4, 3 und 3 entsprechende
Datensa¨tze je Altersstufen aufweist.
DNorm(
”
Alter“) = − 4
10
log2(
4
10
)− 3
10
log2(
3
10
)− 3
10
log2(
3
10
) = 1.5709 (3.5)
Mit dieser Normierung reduziert sich fu¨r das Attribut
”
Alter“ der Informationsgewinn,
fu¨r den die Gl.: 3.2 einen Wert von ca. 9% ergab, auf den kleineren Wert von ca. 6%.
Grelativ(”
Alter“) =
0.0945
1.5709
≈ 6% (3.6)
Bei konkreten Datenbesta¨nden mit vielen Attributen tra¨gt jedes Attribut nur mit ei-
nem relativ geringen Informationgewinn zur vorliegenden Klasse bei. Informationsgewin-
ne u¨ber 20% sind eher selten, jedoch kann ein unerwarteter hoher Informationsgewinn fu¨r
ein bestimmtes Attribut auf einen sehr interessanten Zusammenhang hinweisen und un-
ter Umsta¨nden eine
”
Goldader“ im Datenbestand darstellen. Das Unternehmen
”
Weight-
Watchers“ stieß auf eine solche
”
Goldader“ durch den berechneten u¨berraschend hohen
Informationsgewinn des Attributes
”
Haustiere vorhanden“ bei der Data Mining Analyse
von Personendaten zur Gewinnung von Neukunden [36].
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3.1.2 Korrelationskoeffizient eines Attributes
Der Begriff der Korrelation stammt aus dem Gebiet der mathematischen Statistik und
beschreibt den Grad des inneren Zusammenhanges zwischen zwei Messreihen. Fu¨r Klas-
sifizierungsverfahren entsprechen diese beiden Messreihen den Datensa¨tzen fu¨r ein be-
stimmtes Attribut und den Datensa¨tzen der Klasse. Fu¨r das Beispiel der Datensa¨tze, die
in der Tab.: 3.1 aufgelistet sind, folgen z.B. fu¨r das Attribut
”
Alter“ die beiden in der Tab.:
3.4 enthaltenen Messreihen, wobei die Klassenstufe ja dem Wert 1 und die Klassenstufe
nein dem Wert 2 entspricht.
Messreihe 1 30 30 20 30 30 20 40 40 20 40
Messreihe 2 1 2 1 2 1 2 1 2 1 1
Tab.: 3.4: Messreihen zur Korrelationsberechnung fu¨r das Attribut ”Alter“
Die Berechnung des Korrelationskoeffizienten erfordert zuna¨chst die Bestimmung der
Kreuzkovarianz. Dazu multipliziert man paarweise die einzelnen Stufen der beiden Mess-
reihen und summiert die Produkte auf. Die Normierung der Kreuzkovarianz mit den
jeweiligen beiden Autovarianzen ergibt schließlich den Wert des Korrelationskoeffizienten.
Mathematisch beschreibt diesen Algorithmus in Form eines Gleichungssatzes die Gl. 3.7:
1. Messreihe mit n Werten X = {x1, x2, . . . , xn}
2. Messreihe mit n Werten Y = {y1, y2, . . . , yn}
−
x = 1
n
n∑
i=1
xi
−
y =
1
n
n∑
i=1
yi
σ2xx =
1
n
n∑
i=1
(xi · xi)− (−x)2 σ2yy =
1
n
n∑
i=1
(yi · yi)− (−y)2
σ2xy =
1
n
n∑
i=1
(xi · yi)− −x · −y
Korrelationskoeffizientρ =
σ2xy√
σ2xx · σ2yy
· 100% mit − 100% ≤ ρ ≤ 100%
(3.7)
Die Tab.: 3.5 entha¨lt Korrelationskoeffizienten, die sich aus der Anwendung der Gl. 3.7
auf die Datensa¨tze der Tab.: 3.1 ergeben und stellt zum Vergleich in der ersten Zeile die
entsprechenden Informationsgewinne (Tab.: 3.3) den Korrelationskoeffizienten gegenu¨ber.
Einkommen Altersgruppe Sternzeichen Wohnort
Informationsgewinn 0% 9% 2% 22%
Korrelationskoeffizient 0% 10% 15% -11%
Tab.: 3.5: Vergleich Informationsgewinn und Korrelationskoeffizient der Attribute
Selbstversta¨ndlich nimmt der Wert des Korrelationskoeffizienten fu¨r das konstante At-
tribut
”
Einkommen“ ebenfalls den Wert 0 an. Das negative Vorzeichen beim Attribut
”
Wohnort“ weist auf einen umgekehrt proportionalen Zusammenhang des Wohnortes zur
Klasse hin und ist in diesem Zusammenhang ohne Bedeutung, denn die nominalen Wohn-
orte wurden fu¨r die numerische Rechnung frei wa¨hlbaren Kennzahlen zugeordnet. Das
Korrelationsverfahren bewertet das Attribut
”
Sternzeichen“ ho¨her als der Informations-
gewinn dies aussagt. Allerdings setzt die Interpretation eines Korrelationskoeffizienten
immer eine große Anzahl von Datensa¨tzen voraus, was in diesem einfachen, dafu¨r aber
anschaulichen Beispiel, mit nur 10 Datensa¨tzen nicht gegeben ist.
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3.2 Aufbereitung der Rohdaten
Rohdatensatze stammen aus bestimmten Sichten einer Datenbank und liegen ha¨ufig in un-
terschiedlichen Datenformaten vor. Fehlerhafte oder fehlende Einzelattribute und mehr-
fach vorhandene, identische Datensa¨tze (Doubletten) sind dabei eher die Regel als die
Ausnahme. Ein Ausschnitt eines Trainingsdatensatzes ko¨nnte z.B., so wie in der Tab.: 3.6
dargestellt, aussehen.
Nr. Einkommen Alter Steuerklasse Wohnort weitere Attribute Zielattribut
1 50000 411 1 Hannover ... true
2 20000 54 ? Mu¨nchen ... true
3 500000 24 3 Bremen ... false
...
...
...
...
...
...
...
n 10000 66 1 Celle ... true
Tab.: 3.6: Fehlerhafte Trainingsdaten mit fehlenden Attributen
Die Tab.: 3.6 verdeutlicht beispielhaft die Probleme, die bei der Auswertung von Trai-
ningsdatensatzen zu lo¨sen sind:
• In den Trainingsmengen fehlen einzelne Datenelemente
(Datensatz 2, Angabe der Steuerklasse fehlt)
• Die Trainingsdaten enthalten Tippfehler, fehlerhafte Angaben und unsinnige Werte
(Datensatz 1, Lebensalter unsinnig)
• Alle der Formate sind auf Zahlenwerte abzubilden und sinnvoll zu skalieren
(Die Angaben 500000, 1, Hannover und true mu¨ssen z.B. auf einen Zahlenbereich,
z.B. zwischen -100 und 100, skaliert werden.)
Die Aufbereitung der Rohdaten erfordert zuna¨chst eine Plausibilita¨tspru¨fung, welche ne-
ben dem eigentlichen Definitionsbereich der Attribute auch auf extreme Abweichungen
der Attribute von statistischen Kriterien, wie Mittelwert und Varinanz, achtet. Als hilf-
reich haben sich graphische
”
Preview“-Darstellungen der einzelnen Attribute erwiesen,
weil beim Betrachten der entsprechenden Verla¨ufe fehlerhafte Datensa¨tze optisch auffal-
len.
Fehlende Attribute lassen sich aus jenem Datensatz u¨bernehmen, der zu dem lu¨ckenhaften
die gro¨ßte A¨hnlichkeit aufweist oder durch Mittelwerte ersetzen. Bei einer ausreichenden
Anzahl von Datensa¨tzen bietet sich immer ein U¨berspringen eines als fehlerhaft erkannten
Datensatzes an.
Bei Attributen, die sich numerisch wenig vera¨ndern, la¨sst sich der Mittelwert eliminie-
ren und statt dem absoluten Wert nur die relative A¨nderung des Attributs auf seinen
Maximalwert beziehen.
Logische Attribute, wie sie meistens fu¨r die beiden Stufe der Klasse u¨blich sind, inter-
pretiert man z.B. als -100 bzw. 100. A¨hnlich geht man bei Bewertungsangaben wie z.B.,
Handelsklasse I, II, III oder VI, vor und ordnet dem Attribut jeweils eine ganze Zahl zu.
Bei Textangaben bietet sich eine Indizierung an. So ko¨nnte man in der Tab.: 3.6 die
Ortsnamen durch einen ganzzahligen Wert austauschen und somit die Sta¨dte einfach
fortlaufend nummerieren.
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Bei den skalierten Datensa¨tzen vermeidet mo¨glichst Nullwerte, denn die nachfolgende
algorithmische Verarbeitung liefert bei einer Multiplikationsoperation ebenfalls den Wert
Null und damit ist die Information dieses Attributes verloren.
Die Auswahl der Skalierungsmethoden ha¨ngt letztlich von der Art der vorliegenden Roh-
daten ab. Grundsa¨tzlich geht es bei der Aufbereitung der Rohdaten darum, folgende
Forderungen zu erfu¨llen:
• Numerisches Skalieren der Rohdaten auf einen einheitlichen Definitionsbereich
der Attribute
• Erhalt der vollsta¨ndigen Information der Rohdaten
• Ausschluss von falschen Informationen, welche durch fehlerhafte Rohdatensa¨tze
entstehen ko¨nnen
• Ersatz von numerisch ungu¨nstigen Formaten in den Rohdaten,
wie zu große oder zu kleine Zahlenbereiche fu¨r die Attribute
• Weitgehende Vermeidung von Nullen fu¨r die Attributswerte
Beispiel: Aufbereitung eines Rohdatensatzes
Die Tab.: 3.7 stellt als Beispiel einen Datensatz aus dem Wettbewerb des Data Mining Cups 2006
dar. Insgesamt bestand der Rohdatensatz aus 26 Attributen. 12 Attribute entfielen wegen ihrer
geringen Auswirkung auf die Klasse. Die Prozentwerte basieren auf den jeweiligen Maximalwer-
ten der Attribute von 8000 Datensa¨tzen. Beim Artikel dieser EBay-Auktion handelt es sich um
MP3-Player, die in den Attributen mit den Nummern 1 bis 6 in Form von Textbeschreibungen
spezifiziert sind.
Nummer Bedeutung Rohdatenwert Skalierter Wert
7 Dauer der Auktion 10 10%
9 Rating des Verka¨ufers 2 20%
10 Startpreis 1 1%
11 Sofortkaufpreis 100 100%
13 mit Fettschrift ja 100%
15 mit Kategorie-U¨berschrift ja 100%
16 mit Bilddarstellung nein 0%
18 mit Animation nein 0%
20 mit Hintergrundfarbe ja 100%
21 mit Startzeitpunkt ja 100%
23 Menge des Artikels 50 20%
24 erzielter Erlo¨s 75 75%
25 durchschnittlicher Erlo¨s 90 90%
26 Verkauf mit Gewinn nein 0%
Tab.: 3.7: Beispiel eins skalierten Datensatzes
Eine sorgfa¨ltige Aufbereitung der Rohdaten ermo¨glicht erst den Erfolg der nachfolgenden
eigentlichen Klassifizierung. Fehlerhafte Datensa¨tze oder ungu¨nstig skalierte Attributs-
stufen, die sich kaum auf die Klasse auswirken, verursachen falsche Klassifizierungen und
zwar unabha¨ngig vom jeweils gewa¨hlten Algorithmus. Deshalb ist eine aufwa¨ndige Auf-
bereitung der Rohdaten unbedingt erforderlich.
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3.3 Entscheidungsba¨ume
Einen zum Klassifizieren geeigneten Entscheidungsbaum entwickelt man in Richtung des
gro¨ßten Informationsgewinnes oder alternativ auch in Richtung des gro¨ßten Korrelations-
koeffizienten. Beginnend mit dem Rootknoten 0 liefern die Formeln 3.4 bzw. 3.7 fu¨r jedes
Attribut einen Wert.
”
Gewonnen“ hat das Attribut mit dem maximalen Wert und aus
seinen m Stufen entstehen dann m weitere Knoten 1,2,...,m. Diese m Knoten liegen in der
Tiefe=1 des entstehenden Entscheidungsbaumes.
Am Knoten 1 steht nun ein in reduzierter Datensatz zur Verfu¨gung, der die Bedingung
der ersten Attributstufe des Gewinnerattributs aus dem Knoten 0 entha¨lt. Entsprechend
geho¨ren zum Knoten 2 die Datensa¨tze mit der zweiten Attributsstufe. Dem Knoten m
sind die Datensa¨tze mit der Attributsstufe m des Gewinnerattributs zugeordnet.
Die weitere Entwicklung des Entscheidungsbaumes wiederholt sich sinngema¨ß fu¨r die
na¨chste Tiefe=2. Wieder ist der Gewinner zu ermitteln und entsprechend den Attributs-
stufen des Gewinnerattributes die na¨chste Tiefe des Entscheidungsbaumes zu bestimmen.
Bei jeder weiteren Tiefe fa¨llt das Gewinnerattribut des
”
Vaterknotens“ weg und am Ende
bestehen die Knoten in der letzten Tiefe nur noch aus einem einzigen Attribut und der
Klasse.
Der Wert der Klasse in der letzten Tiefe stellt die gesuchte Lo¨sung beim Klassifizieren
eines aktuellen Datensatzes dar. Dazu parst man den gespeicherten Graphen des Ent-
scheidungsbaumes von oben nach unten und gibt den Wert der Klasse am Ende des
Entscheidungsbaumes aus.
In der Regel enden viele Entwicklungen nicht in der letzten Tiefe, sondern, wegen man-
gelnder Datensa¨tze oder wegen nicht vorhandener Informationsgewinne bzw. fehlender
Korrelationen in den Datensa¨tzen, in geringeren Tiefen. Das Ende eines
”
Zweiges“ im
Entscheidungsbaum nennt in Analogie zu einem natu¨rlichen Baum ein
”
Blatt“. .
Offensichtlich handelt es sich hier um einen einfachen Algorithmus, der jedoch erheb-
lichen Programmieraufwand erfordert und bei vielen Attributen mit zahlreichen Stufen
jeden Speicher zum U¨berlaufen bringt. Der Algorithmus eignet sich daher eher fu¨r ein-
fach strukturierte Datensa¨tze. Als vorteilhaft erweist sich jedoch, dass die aufwa¨ndige
Entscheidungsbaum-Entwicklung nur beim Programmstart oder bei einer gea¨nderten Da-
tenbasis erfolgt.
Das eigentliche Problem beim Entwickeln eines Entscheidungsbaumes besteht darin, eine
optimale Skalierung der Datensa¨tze zu finden, denn die Anzahl der Stufen beeinflusst
direkt die Gestalt des Entscheidungsbaumes. Viele Stufen erfordern eine entsprechende
große Anzahl von Datensa¨tzen, die ha¨ufig gar nicht vorhanden sind. Wenige Stufen ge-
nerieren eine eher einfache Gestalt des Entscheidungsbaumes, der jedoch wegen der dann
grob strukturierten Informationen zu einer geringen Klassifizierungsrate fu¨hrt.
Viele Attribute erho¨hen die Tiefe des Entscheidungsbaumes, denn die maximale Tiefe
entspricht exakt der Anzahl der Attribute. Dies kann bei einer begrenzten Anzahl von
Datensa¨tzen zu Bla¨ttern fu¨hren, die bereits in geringeren Tiefen auftreten, was bedeutet,
dass bei der Auswertung des Entscheidungsbaumes nicht mehr alle vorhandenen Attribute
abgefragt werden.
Aus den eben genannten Gru¨nden lassen sich Entscheidungsba¨ume immer dann effektiv
einsetzen, wenn die beiden folgenden Bedingungen zutreffen:
• Der Datenbestand umfasst mehr als 10000 Datensa¨tze
• Die Anzahl der Attribute ist auf ca. 10 relevante Attribute begrenzt
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3.3.1 Beispiel einer Entscheidungsbaum-Entwicklung
Die Tab.: 3.8 stellt als Beispiel einen Datensatz dar, der aus Gru¨nden der Anschaulichkeit
nur aus 10 Datensa¨tzen besteht.
Nr. Alter Sternbild Wohnort krank
1 7 1 5 10
2 6 5 4 10
3 1 3 3 1
4 4 4 6 10
5 8 2 7 10
6 2 3 3 1
7 1 1 2 1
8 3 2 3 1
9 3 3 4 1
10 3 4 4 10
Tab.: 3.8: Beispiel mit 10 Datensa¨tzen
Aus diesem Datensatz folgt eine Datenstufen-Matrix (Tab.: 3.9), welche fu¨r jedes Attribut
die Stufen angibt. Die letzte Zeile der Datenstufen-Matrix entha¨lt die Anzahl der Stufen
zur Entwicklung des Entscheidungsbaumes. Die beiden einzigen Stufen der Klasse ergeben
daher eine 2 in der letzten Spalte und Zeile. Das Attribut
”
Alter“ weist mit 7 Datenstufen
den ho¨chsten Wert auf. Ausgehend von der Tab.: 3.9 ermittelt man die insgesamt 3
Nr. Alter Sternbild Wohnort krank
1 7 1 5 10
2 6 5 4 1
3 1 3 3 0
4 4 4 6 0
5 8 2 7 0
6 2 0 2 0
7 3 0 0 0
8 7 5 6 2
Tab.: 3.9: Datenstufen-Matrix fu¨r 10 Datensa¨tze
Korrelationskoeffizienten gema¨ß dem Gleichungssatz 3.7 und erha¨lt die folgenden, in der
Tab.: 3.10 dargestellten Ergebnisse: Mit 78% nimmt das Attribut
”
Alter“ gegenu¨ber den
Alter Sternbild Wohnort
Korrelationskoeffizient 78% 32% 76%
Tab.: 3.10: Korrelationskoeffizienten am Rootknoten fu¨r 10 Datensa¨tze
anderen beiden Attributen den gro¨ßten Wert an und ausgehend von diesem Vaterknoten
0 entstehen nun 7 neue Kindknoten, denn das Attribut
”
Alter“ gliedert sich in 7 Stufen.
Ein Blick auf die erste Spalte mit dem Attribut
”
Alter“ in der Tab.: 3.8 zeigt, dass nur
die Stufen 1 und 3 mehr als einen Datensatz enthalten. Die Stufen 2,4,5,6 und 7 fu¨hren
deshalb zu Knoten, die als Blatt im Entscheidungsbaum keine weitere Entwicklung mehr
zulassen.
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Die Stufe 1 entspricht ebenfalls einem Blatt, denn die entsprechenden Werte der Klas-
se sind beim Datensatz 3 und 7 in beiden Fa¨llen 1 und somit identisch, was fu¨r alle
verbliebenen Attribute einen Korrelationskoeffizienten von Null ergibt.
Die Entwicklung des Entscheidungsbaumes setzt sich nun am Knoten 7 mit der Alterstu-
fe=3 fort, fu¨r den insgesamt 3 Datensa¨tze (8,9,10) mit unterschiedlichen Klassen (1,1,10)
vorliegen. Ausgangspunkt fu¨r die Korrelationsberechnungen am Knoten 7 stellen wieder
die Gleichungssa¨tze 3.7 dar. Als Ergebnis der Korrelationsrechnung folgt ein Wert von
87% fu¨r das Attribut
”
Sternzeichen“, der gegenu¨ber dem Wert des Attributs
”
Wohnort“
von 50% als Gewinner auftritt.
Nr. Sternzeichen Wohnort krank
8 2 3 1
9 3 4 1
10 4 4 10
Tab.: 3.11: Datensa¨tze am Knoten 7 fu¨r die Stufe=3 des Attributs ”Alter“
Die Entwicklung des Entscheidungsbaumes geht nun mit den Stufen des Attributs
”
Stern-
zeichen“ weiter. Allerdings liegt nun fu¨r jede der 5 Stufen des Attributs
”
Sternzeichen“ nur
noch ein einziger Datensatz vor und damit endet der Entscheidungsbaum in den Knoten
10,11 und 12, die als Bla¨tter gelten.
Da in diesem Beispiel nur 10 Datensa¨tze vorliegen, wu¨rde z.B. ein zu klassifizierender
Datensatz, der bis zum Knoten 7 mit dem Datensatz der Tab.: 3.11 gelangt, bei einem
Sternzeichen=2 und einem Wohnort=3 als Klasse=1 erkannt. Falls jedoch fu¨r einen neuen
zu klassifizierenden Datensatz z.B. die Stufe Sternbild=1 erreicht wu¨rde, fehlt der erfor-
derliche Datensatz bei der Entwicklung des Entscheidungsbaumes und eine Klassifizierung
dieses Datensatzes ist nicht mehr mo¨glich. Damit besta¨tigt sich auf anschauliche Weise,
dass konkrete Anwendungen aus einer Vielzahl von
”
informativen“ Datensa¨tzen bestehen
und nicht zu viele Stufen aufweisen sollten.
Den kompletten Entscheidungsbaum fu¨r dieses Beispiel mit 10 Datensa¨tzen zeigt die Abb.:
3.1. Die Abku¨rzungen S, W und K stehen fu¨r Sternbild, Wohnort und Klasse. Die jewei-
lige Knotennummer ist an der linken obere Ecke jedes Knotens vermerkt. Die Kreise
kennzeichnen ein Blatt des Entscheidungsbaumes.
Das Klassifizieren beginnt stets mit dem Knoten 0. Die Ziffer 1 in der ersten Spalte weist
auf das Attribut
”
Alter“ hin, das mit 78% den gro¨ßten Korrelationskoeffizienten erreicht
hatte. Je nach der vorliegenden Altersstufe, geht es dann mit dem entsprechenden Knoten
weiter. Liegt z.B. bei dem zu klassifizierenden Datensatz eine Stufe Alter=3 vor, dann
setzt sich das Parsen mit dem Knoten 3 fort. Am Knoten 3 gibt es keinen Gewinner, denn
der Korrelationskoeffizient nimmt in beiden Fa¨llen den Wert 0 an. Damit entspricht die
Klasse dieses Datensatzes dem in der ersten Spalte der Graphen-Matrix abgelegten Wert
von 1.
Alter Sternbild Wohnort
Normierter Informationsgewinn 27% 27% 31%
Tab.: 3.12: Informationsgewinn am Rootknoten fu¨r 10 Datensa¨tze
Der in der Abb.: 3.1 dargestellte Entscheidungsbaum la¨sst auch anschaulich erkennen,
dass bei anderen Werten fu¨r den Informationsgewinn bereits ab dem Knoten 0 ein ganz
anderer Baum entsteht.
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Entwickelt man den Entscheidungsbaum auf der Basis des Informationsgewinnes, dann
liefert die Normierung schon beim Rootknoten eine andere Aufteilung, die in der Tab.:
3.12 durch den Vergleich mit den Werten in der Tab.: 3.10 zu erkennen ist. In der Fachlite-
ratur ([1],[2]) sind weitere unterschiedliche Maßzahlen fu¨r den Informationsgehaltes eines
Attributes beschrieben.
Knoten 0
n Alter Sternbild Wohnort Klasse
1 7 1 5 10
2 6 5 4 10
3 1 3 3 1
4 4 4 6 10
5 8 2 7 10
6 2 3 3 1
7 1 1 2 1
8 3 2 3 1
9 3 3 4 1
10 3 4 4 10
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Abb.: 3.1: Entscheidungsbaum (K=Klasse, S=Sternbild, W=Wohnort)
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3.3.2 Die Graphen-Matrix
Die Ergebnisse der Entwicklung des Entscheidungsbaum speichert man in einer Graphen-
Matrix. Fu¨r das Beispiel mit 10 Datensa¨tzen sieht diese Matrix, wie in der Tab.: 3.13
dargestellt, aus. Jede Zeile beschreibt die Situation an einen Knoten mit der Zeilennum-
mer als Knotennummer. Der Knoten 0 entwickelt die Knoten 1 bis 7 und weist somit
KZa¨hler=7 auf.
Die Spalte
”
KZa¨hler“ speichert den aktuellen Stand des Knotenza¨hlers bei der Entwick-
lung des Entscheidungsbaumes. In der Spalte
”
VKtn.“ legt man die Nummer des jeweili-
gen Vaterknotens ab, wobei der Knoten 0 in dieser Spalte alternativ die Gesamtzahl der
Knoten des Entscheidungsbaumes speichert.
Den maximalen Wert des Korrelationskoeffizienten kann man in der a¨ußerst rechten Spalte
ablesen. Der Gewinner des Startknotens 0 erreichte einen Korrelationskoeffizienten von
78%.
Die erste Spalte der Graphen-Matrix entha¨lt im Fall eines Blattes die Klasse, die dem zu-
geordneten Datensatz entspricht. Falls kein Blatt vorliegt, gibt der Wert der ersten Spalte
die Nummer des Gewinnerattributs an diesem Knoten an. Die weiteren Spalten enthal-
ten fu¨r die Stufen des Gewinnerattributs die Knotennummern fu¨r die nachgeordneten
Kindknoten. Diese Angaben steuern das Parsen bei der Klassifizierung neuer Datensa¨tze.
Einen la¨ngeren Durchlauf durch den Entscheidungsbaum lo¨st ein zu klassifizierender Da-
tensatz aus, der eine Stufe Alter=7 entha¨lt. Der Algorithmus springt dabei vom Knoten 0
zum Knoten 7 und nun kommt es auf die Stufe des Attributes
”
Sternbild“ an. Der Knoten
7 konnte mit einem Korrelationskoeffizienten von 87% fu¨r 5 Stufen in die Knoten 8 bis 12
weiter entwickelt werden. Dann ist aber auch hier Schluss, denn alle diese Knoten enden
als Blatt. Die Stufen 3,4 und 2 fu¨hren u¨ber die Knoten 10, 11 und 12 auf die Klassen 1,
10 oder 1.
Fu¨r die Stufen 1 und 5 im Attribut
”
Sternbild“ ist wegen der geringen Anzahl der vor-
handenen Datensa¨tze eine Klassifizierung nicht mehr mo¨glich.
Nr. Kl. Kn. Kn. Kn. Kn. Kn. Kn. Kn. Kinder- Knoten- Vater- Korr.-
Att. zahl za¨hler knoten Koeff.
0 1 1 2 3 4 5 6 7 7 7 (12) 78/A
1 10 0 0 0 0 0 0 0 0 7 0 0
2 10 0 0 0 0 0 0 0 0 7 0 0
3 1 0 0 0 0 0 0 0 0 7 0 0
4 10 0 0 0 0 0 0 0 0 7 0 0
5 10 0 0 0 0 0 0 0 0 7 0 0
6 1 0 0 0 0 0 0 0 0 7 0 0
7 0 8 9 10 11 12 0 0 5 12 0 87/S
8 0 0 0 0 0 0 0 0 0 12 7 0
9 0 0 0 0 0 0 0 0 0 12 7 0
10 1 0 0 0 0 0 0 0 0 12 7 0
11 10 0 0 0 0 0 0 0 0 12 7 0
12 1 0 0 0 0 0 0 0 0 12 7 0
Tab.: 3.13: Graphen-Matrix fu¨r 10 Datensa¨tze
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3.3.3 Graphische Darstellung eines Entscheidungsbaumes
Die Abb.: 3.2 zeigt die Bildschirmdarstellung des Data Mining Open Source Tools
”
Rapid-
Miner“ fu¨r einen Entscheidungsbaum, der auf einem Datenbestand von 14 Datensa¨tzen,
4 Attributen und 2 Klassen basiert. Es handelt sich dabei um das Beispiel
”
Golfen“ aus
der Demosammlung des
”
RapidMiners“. Als Attribute treten meteorologische Daten auf.
Die Klassifizierung unterscheidet die beiden Klassen: Golfspielen oder nicht Golfspielen.
Abb.: 3.2: Beispiel eines Entscheidungsbaumes
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3.4 Klassifizieren mit Regressionsverfahren
Regressionsverfahren gehen auf die minimalen Fehlerquadrate des beru¨hmten Mathema-
tikers Gauss zuru¨ck. Der Regressionsalgorithmus erfordert, ebenso wie alle anderen Klas-
sifizierungsverfahren, Datensa¨tze, die aus mehreren Attributen und einer Spalte fu¨r die
Klasse bestehen. Der dreistufige Regressionsalgorithmus basiert auf den Teilaufgaben:
1. Aufteilung der N Datensa¨tze in M Teile entsprechend der Anzahl der Klassen. Ent-
halten die gegebenen Datensa¨tze z.B. zwei Stufen (true,false), dann entstehen zwei
neue Dateien, wobei die eine Datei alle Datensa¨tze mit der Klasse=true entha¨lt
und die andere Datei alle Datensa¨tze mit der Klasse=false aufnimmt. Die Anzahl
der Datensa¨tze je Teildatenbestand betra¨gt dann nm mit m = 1, . . . ,M , wobei die
Summe u¨ber alle nm der Anzahl aller Datensa¨tze N entspricht.
2. Jede der M Dateien wird durch ein geeignetes mathematisches Modell approximiert,
das im einfachsten Fall einer Geraden entspricht, normalerweise jedoch ein nicht-
lineares mehrdimensionales Gleichungssystem erfordert. Die Anzahl der zu bestim-
menden Parameter einer einzelnen Gleichung stimmt mit der Anzahl der Anzahl der
Attribute u¨berein.
3. Bei der eigentlichen Klassifizierung bestimmt man die M Absta¨nde des neuen Da-
tensatzes zu den M mathematischen Modellen, wobei der minimale Abstand der
erkannten Klasse entspricht.
Der Erfolg des Verfahrens ha¨ngt von der Eignung der mathematischen Modelle ab. Nimmt
man z.B. Datensa¨tze mit 3 Attributen (x,y,z) an, dann entspricht das mathematische Mo-
dell anschaulich einer Fla¨che im 3D-Raum. Fu¨r eine Ebene mit den zuna¨chst unbekannten
Parametern (a1, a2, a3) und N Datensa¨tzen la¨sst sich z.B. das Attribut z als Funktion der
restlichen Attribute x und y fu¨r das Modell mit m=1 als linearer Zusammenhang wie folgt
annehmen:
a1 · xi + a2 · yi + a3 = zi; mit i = 1, ..., nm (3.8)
Das in der Gl. 3.8 definierte Gleichungssystem besteht aus nm Gleichungen fu¨r die Unbe-
kannten a1, a2, a3. Wa¨hlt man fu¨r das na¨chste mathematische Modell m=2 eine ra¨umliche
Parabel aus, dann entsteht das Gleichungssystem 3.9 zur Berechnung der Koeffizienten b.
b1 · xi + b2 · yi + b3 · x2i + b4 · y2i + b5 = zi; mit i = n, ..., nm (3.9)
Fu¨r jeden der M Teildatenbesta¨nde ist ein anderes mathematisches Modell zu wa¨hlen.
Zur Klassifizierung eines einzelnen Datensatzes k (xk, yk, zk) setzt man dessen Attributs-
werte in alle M mathematischen Modelle ein und bestimmt den Fehler, der proportional
zum Abstand eines Datensatzes vom Modell ist.
Abstand d1 = ‖ a1 · xk + a2 · yk + a3 − zk ‖
Abstand d2 = ‖ b1 · xk + b2 · yk + b3 · x2k + b4 · y2k + b5 − zk ‖
Absta¨nde
... = ‖ ... ‖
Abstand dM = ‖ · · · ‖
(3.10)
Die gesuchte Klasse stimmt mit dem Index des minimalen Abstandes u¨berein. Der mini-
male Abstand dmin ermo¨glicht in Relation zum gro¨ßten Abstand dmax eine quantitative
Aussage u¨ber die Qualita¨t r der Klassifizierung.
r =
(
1− dmin
dmax
)
· 100% mit 0 ≤ r ≤ 100% (3.11)
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3.4.1 Ra¨umliche Trennung von Datensa¨tzen
Die Abb. 3.3 stellt simulierte ideale Datensa¨tze mit drei Attributen und zwei Klassen
dar. Als mathematisches Modell dienen in diesem Fall ein linearer Ansatz. Die obere und
untere Begrenzungsfla¨che trennt die Datensa¨tze, die in der Graphik als Punkte erscheinen.
Die mittlere Fla¨che eignet sich als Kriterium zur Klassifizierung neuer Datensa¨tze, deren
Klasse der Lage oberhalb bzw. unterhalb dieser Fla¨che entspricht.
Abb.: 3.3: Trennung von Punktwolken durch einen Regressionsalgorithmus
Die roten Punkte visualisieren Datensa¨tze der Klasse=1 und die gru¨nen Punkte weisen
die Klasse=2 auf. In diesem idealen Beispiel gelingt daher die Klassifizierung eines neuen
Punktes in korrekter Weise.
Bei praktischen Aufgaben der Klassifizierung liegen leider keine idealen Bedingungen vor.
Hier schneiden sich die Punktwolken mehrfach und es kommt darauf an, durch eine ge-
schickte Wahl geeigneter mathematischer Modelle am Ende gut trennbare Punktwolken
zu erzeugen.
Die bisherigen Ausfu¨hrungen zum Regressionsalgorithmus lassen sich auf ho¨here Dimen-
sionen leicht erweitern. Die Fla¨chen bezeichnet man dann als Hyperfla¨chen. Sie weisen
gegenu¨ber dem n-dimensionalen Raum eine um eine Ordnung reduzierte Dimension auf.
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3.4.2 Beispiel einer Regressionsanalyse
Die Tab.: 3.14 stellt eine Datei dar, die aus Gru¨nden der Anschaulichkeit nur aus 10 Da-
tensa¨tzen besteht und bereits im Abschnitt u¨ber die Klassifikation mittels Entscheidungs-
baum als Beispiel diente. Der Vorteil dieser Datei besteht darin, dass sie nur 3 Attribute
entha¨lt und sich deshalb die einzelnen Datensa¨tze als Punkte im 3D-Raum anschaulich
visualisieren lassen.
Nr. Alter Sternbild Wohnort Klasse(krank)
1 7 1 5 10
2 6 5 4 10
3 1 3 3 1
4 4 4 6 10
5 8 2 7 10
6 2 3 3 1
7 1 1 2 1
8 3 2 3 1
9 3 3 4 1
10 3 4 4 10
Tab.: 3.14: Beispiel mit 10 Datensa¨tzen
Die Zerlegung dieser Datensa¨tze in zwei Gruppen mit identischen Klassen ergibt die fol-
genden beiden Dateien, die aus jeweils 5 Datensa¨tzen bestehen:
Nr. Alter Sternbild Wohnort
1 7 1 5
2 6 5 4
4 4 4 6
5 8 2 7
10 3 4 4
Tab.: 3.15: Datensa¨tze mit der Klasse=10
Nr. Alter Sternbild Wohnort
3 1 3 3
6 2 3 3
7 1 1 2
8 3 2 3
9 3 3 4
Tab.: 3.16: Datensa¨tze mit der Klasse=1
Nimmt man fu¨r die beiden erforderlichen Hyperfla¨chen jeweils eine Parabelfla¨che an und
interpretiert das Attribut
”
Wohnort“ als z-Komponente, dann bietet dieses einfache Bei-
spiel den interessanten Sonderfall direkt invertierbarer Matrizen, denn die Zahl der Un-
bekannten stimmt mit der Zahl der Gleichungen u¨berein. Fu¨r den Sonderfall dieser Da-
tensa¨tze liegen alle Punkte exakt auf den beiden jeweiligen Hyperfla¨chen.
Fu¨r die beiden linearen Gleichungssysteme Gl. 3.12 bzw. Gl. 3.13 und die zu berechnenden
Koeffizienten der beiden Hyperfla¨chen gilt:
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
7 49 1 1 1
6 36 5 25 1
4 16 4 16 1
8 64 2 4 1
3 9 4 16 1

·

a0
a1
a2
a3
a4

=

5
4
6
7
4

(3.12)

1 1 3 9 1
2 4 3 9 1
1 1 1 1 1
3 9 2 4 1
3 9 3 9 1

·

b0
b1
b2
b3
b4

=

3
3
2
2
4

(3.13)
Ein Mathematiktool liefert die Lo¨sungsvektoren dieser linearen Gleichungssysteme.
a =

159
34
−1334
219
34
−115102
−73051

bzw. b =

−32
1
2
−32
1
2
4

(3.14)
Fu¨r einen neuen zu klassifizierenden Datensatz k setzt man dessen Attributswerte in beide
Hyperfla¨chen ein.
neuer Datensatzc = (xk, yk, zk)
Fehler 1 = ‖ 15934 · xk − 1334 · x2k + 21934 · yk − 115102 · y2k − 73051 − zk ‖
Fehler 2 = ‖ −32 · xk + 12 · x2k − 32 · yk + 12 · y2k + 4− zk ‖
(3.15)
Da jede Hyperfla¨che einer bestimmten Klasse zugeordnet ist, weist der geringere Fehler
diesem Datensatz die erkannte Klasse zu. Fu¨r den Wert r gilt dann:
fmin = min(Fehler 1,Fehler 2)
fmax = max(Fehler 1,Fehler 2)
r =
(
1− fminfmax
)
· 100% mit 0 ≤ r ≤ 100%
Wa¨hlt man als Test z.B. den ersten Datensatz (7,1,5) aus den Trainingsdaten aus und
fu¨hrt dafu¨r die Klassifizierung durch, dann ergibt sich - wie erwartet - ein Wert von
r=100% fu¨r die erste Klasse.
f1 = ‖ 15934 · 7− 1334 · 72 + 21934 · 1− 115102 · 12 − 73051 − 5 ‖= 0
f2 = ‖ −32 · 7 + 12 · 72 − 32 · 1 + 12 · 12 + 4− 5 ‖= 12
r1 =
(
1− 012
) · 100% = 100% bzw. r2 = (1− 1212) · 100% = 0%
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Die Abb.: 3.4 zeigt die beiden Hyperfla¨chen zuna¨chst einzeln in getrennten Darstellungen.
Rote Punkte markieren die Datensa¨tze der ersten Klasse und gru¨ne die der zweite Klasse.
Abb.: 3.4: Hyperfla¨chen fu¨r 10 Datensa¨tze mit jeweils 5 Klassen
Die Abb. 3.5 stellt beide Hyperfla¨che gemeinsam dar. Deutlich erkennt man nun die U¨ber-
lappung der beiden Hyperfla¨chen. Falls zu klasssifizierende Datensa¨tze in diesen Bereich
fallen, ist eine Zuordnung des Datensatzes zu einer Klasse nicht mehr mo¨glich.
Abb.: 3.5: U¨berlappende Hyperfla¨chen
Bei konkreten Klassifizierungsaufgaben fu¨hrt die Vielzahl der Datensa¨tze zu ausgleichen-
den Hyperfla¨chen, die mitten durch die Punktwolken verlaufen.
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Das Auftreten von U¨berlappungsbereichen ha¨ngt nicht nur von der Wahl eines geeigneten
mathematischen Modells ab, sondern vor allem von der Lage der Punkte im Hyperraum.
Die Abb. 3.6 visualisiert diese Problematik am Beispiel eines linearen mathematischen
Modells fu¨r je 3 Punkten fu¨r die beiden Klassen. Die Abb. 3.6 zeigt die beiden Hyper-
fla¨chen jeweils in einer eigenen Darstellung. Alle drei Punkte liegen exakt auf der jeweiligen
Hyperfla¨che.
Abb.: 3.6: Darstellung der Hyperfla¨chen fu¨r die beiden Klassen
Verschiebt man nun, wie in der Abb. 3.7 in der rechten Darstellung zu erkennen, einen
der gru¨nen Punkte, dann ergibt sich gegenu¨ber der gemeinsamen Darstellung der beiden
Hyperfla¨chen in der linken Darstellung eine sta¨rker geneigte Hyperfla¨che fu¨r die gru¨nen
Punkte und die Hyperfla¨chen besitzen nun keinen U¨berlappungsbereich mehr.
Abb.: 3.7: U¨berlappende und nicht u¨berlappende Hyperfla¨chen
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Alle Punkte lassen sich nun eindeutig trennen, wie in der rechten Darstellung der Abb.
3.7 zu erkennen ist.
Den gleichen Effekt ha¨tte man mit einem anderen mathematischen Modell erzeugen
ko¨nnen, das im Bereich der gru¨nen Punkte eine nach unten gekru¨mmte Fla¨che generiert.
Fu¨r eine leistungsfa¨hige Klassifizierung sollte der Abstand zwischen den Hyperfla¨chen
mo¨glichst groß sein bzw. gilt es jene Hyperfla¨chen zu finden, deren minimaler Abstand im
Definitionsbereich der Datensa¨tze einen maximalen Wert annimmt.
Beispiel zweier Punktwolken
Die Abb.: 3.8 zeigt zwei Punktwolken, die auf jeweils 50 simulierten Datensa¨tzen mit den Koor-
dinaten (x,y,z) und zwei angenommenen Klassen basieren.
Abb.: 3.8: Beispiel zweier Punktwolken im 3D-Raum
Als mathematisches Modell dient fu¨r die erste Klasse mit den roten Punkten ein ra¨umliches qua-
dratisches Polynom (Gl.: 3.16). Fu¨r die gru¨nen Punkte der zweiten Kasse wurde ein ra¨umliches
kubisches Polynom (Gl.: 3.17) angenommen. Wie die beiden Gleichungen verdeutlichen, stellen
die mathematischen Modelle einen funktionalen Zusammenhang zwischen einem einzelnen aus-
gewa¨hlten Attribut, z.B. z, und den restlichen Attributen x und y her. Liegt ein Punkt auf einer
der beiden Hyperfla¨chen, dann ist die entsprechende Gleichung erfu¨llt.
z(x, y) = a1 + a2 · x+ a3 · x2 + a4 · y + a5 · y2 (3.16)
z(x, y) = b1 + b2 · x+ b3 · x2 + b4 · x3 + b5 · y + b6 · y2 + b7 · y3 (3.17)
Zur eigentlichen Klassifizierung setzt man nur noch den neuen Datensatz mit den Attributen
(xneu, yneu, zneu) in die Gl.: 3.16 und die Gl.: 3.17 ein und bestimmt den Betrag aus der Dif-
ferenz der linken und rechten Gleichungsseite. Die Gl.: 3.18 bzw. Gl.: 3.19 beschreiben diese
Vorgehensweise.
d(a) = ‖ zneu − a1 − a2 · xneu − a3 · x2neu − a4 · yneu − a5 · y2neu ‖ (3.18)
d(b) = ‖ z(b)− b1 − b2 · xneu − b3 · x2neu − b4 · x3neu − b5 · yneu − b6 · y2neu − b7 · y3neu ‖ (3.19)
Der neue Datensatz geho¨rt dann zu jener Klasse, die den geringeren Differenzwert d aufweist.
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Eine Klassifizierung mittels Regression bietet sich vor allem dann an, wenn die Datensa¨tze
auf physikalischen oder anderen funktionalen Zusammenha¨ngen basieren. Die explizite
Form dieser Zusammenha¨nge kann durchaus unbekannt sein. Typische Beispiele finden
sich im Bereich meteorologischer und geophysikalischer Daten und bei dynamischen Sys-
temen, die auf bestimmten Gesetzma¨ßigkeiten basieren.
Wertet man jedoch z.B. Fragebogenaktionen aus, befasst sich mit betriebswirtschaftlichen
Daten oder denkt an Anwendungen im Bereich medizinischer Daten, dann existieren keine
mathematischen Modelle mehr. Fu¨r diese Bereiche kommen dann Regressionsverfahren
nicht mehr in Betracht, sondern man wendet die im folgenden Kapitel beschriebenen
Support Vektor Verfahren an. Der besondere Vorteil dieser Verfahren besteht darin, dass es
die Punktwolken nicht mehr, wie in der Abb.: 3.8 dargestellt, durch einzelne Hyperfla¨chen
ausgleicht, sondern durch eine ebene Hyperfla¨che, wie in der Abb.: 3.9 zu erkennen ist,
trennt.
Abb.: 3.9: Trennung zweier Punktwolken durch eine Fla¨che im 3D-Raum
Liegt ein Punkt links einer Trennfla¨che, dann geho¨rt er zur einen Klasse und befindet
sich ein Punkt rechts der Hyperfla¨che, dann ordnet man dem Punkt die andere Klasse
zu. Statt einem mathematischen Modell, dessen Struktur ha¨ufig unbekannt oder gar nicht
vorhanden ist, wendet man beim Support Vektor Verfahren
”
Kernelfunktionen“ an, die
allgemein bekannte Strukturen aufweisen.
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3.5 Support Vektor Verfahren
Support Vektoren, dessen deutscher Ausdruck
”
Stu¨tzvektoren“ kaum gebra¨uchlich ist,
sind spezielle Vektoren innerhalb des Support Vektor Verfahrens, wobei die Rechenergeb-
nisse von der Lage dieser Support Vektoren abha¨ngen. Je nach dem Typ des vorliegen-
den Rechenfahrens bezeichnet man die entsprechenden Algorithmen als Support Vektor
Maschine, als Support Vektor Regression oder als Support Vektor Klassifikation. Der
Ausdruck
”
Maschine“ weist auf die Herkunft dieses Verfahrens aus dem Gebiet des ma-
schinellen Lernens hin. Die grundlegenden Arbeiten zu Support Vektoren stammten aus
dem Jahr 1995 und gehen auf Vapnik [17] zuru¨ck.
3.5.1 Trennbare Punktwolken
Die Abb. 3.10 stellt die grundlegende Problematik bei trennbaren Punkten graphisch dar.
Die Punkte symbolisieren die Messwerte einer roten und gru¨nen Klasse. Aus Gru¨nden der
Anschaulichkeit handelt es sich nur um 2-dimensionale Punkte, die jeweils einen Datensatz
mit zwei Attributen visualisieren. Im n-dimensionalen Raum entsprechen die dargestellten
Geraden des 2D-Raumes dann Hyperfla¨chen, deren Dimension um einen Grad von n auf
n-1 reduziert ist.
Abb.: 3.10: Beispiel fu¨r Support Vektoren
Die Klassifizierung eines neuen Punktes, dessen Klasse nicht bekannt ist, erforderlich eine
geometrische Trennung der roten und gru¨nen Punktgruppen durch die durchgezogene
dicke blaue Linie. Liegt der neue Punkt links der Trennlinie, dann geho¨rt er zur roten
Klasse bzw. umgekehrt zur gru¨nen Klasse. Die beiden parallel verlaufenden du¨nnen Linien
begrenzen einen punktfreien Korridor. Punkte, die auf diesen beiden Grenzlinien liegen,
nennt man Support Vektoren.
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Grundsa¨tzlich erfordert ein erfolgreiches Trennen einen mo¨glichst breiten freien Raum zwi-
schen den Punktgruppen. Allgemein existieren in der Abb. 3.10 beliebig viele Trennlinien,
wie z.B. die schwarze gestrichelte Linie. Fu¨r diese Trennlinie misslingt die Klassifizierung
des eingezeichneten neuen schwarzen Punktes, denn der entsprechende Datensatz wu¨rde
der Klasse der roten Punkte zugeordnet. Dagegen ergibt sich im Fall der durchgezogenen
blauen Trennlinie die richtige Klassifizierung.
Die Lage und die Breite der Trennfla¨che ha¨ngen von den Punkten ab, die in der Na¨he
der linken und rechten parallelen Trennlinien liegen. Punkte, die weiter weg von den
Trennlinien liegen, befinden sich hinter den Support Vektoren und gehen daher in die
Berechnungen kaum ein.
Die mathematische Beschreibung von Support Vektor Verfahren verwendet folgende Be-
griffe:
Anzahl der Datensa¨tze n
Anzahl der Attribute m
Senkrechter Abstand der Trennfla¨che zum Nullpunkt b
Lotvektor der Trennfla¨che w
einzelner Datensatzvektor i xi = {xi,1, · · · , xn,m}
Klassenvektor y = {y1, · · · , yn}; yi ∈ {−1, 1}
Gleichung der Trennfla¨che wTx+ b = 0
Abstand des Punktes xi von der Trennfla¨che di = wTxi + b
(3.20)
Beispiel mit 2D-Punkten
Die Abb. 3.10 entha¨lt die folgenden Parameter und Vektoren:
n = 8
m = 2
b = −0.27
w = (0.907633,−0.419764)T
dmax = 0.120234
x1 = (0.15, 0.2)T
x2 = (0.35, 0.40)T
x3 = (0.3, 0.6)T
x4 = (0.15, 0.8)T
x5 = (0.5, 0.15)T
x6 = (0.8, 0.8)T
x7 = (0.7, 0.5)T
x8 = (0.95, 0.9)T
y = (1, 1, 1, 1,−1,−1,−1,−1)T
wTx+ b = 0
d1 = wTx1 + b = 0.907633 · 0.15− 0.419764 · 0.20− 0.27 = −0.217808 < 0
d8 = wTx8 + b = 0.907633 · 0.95− 0.419764 · 0.9− 0.27 = 0.214464 > 0
(3.21)
Der Punkt x1 (links, unten) liegt wegen d1 < 0 links und der Punkt x8 (oben, rechts) geho¨rt
wegen d8 > 0 zur rechten Seite.
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Die Trennlinie weist stets eine um eine Stufe reduzierte Dimension auf. Die zweidimen-
sionalen Punkte in der Abb. 3.10 trennt eine Gerade. Fu¨r ho¨here Dimensionen tritt die
Trennlinie als Hyperfla¨che auf. Die Definitionsgleichung einer Hyperfla¨che in der Hesse-
schen Normalform lautet:
wTx+ b = 0 (3.22)
Fu¨r eine leistungsfa¨hige Klassifizierung muss der Abstand der beiden Trennfla¨chen ein
Maximum annehmen. Gesucht ist somit ein mo¨glichster breiter und punktfreier Korri-
dor. Der Wert des Minimums aller senkrechten Punktabsta¨nde zur Hyperfla¨che dient zur
Normierung:
min
i
[ |wTxi + b| ] = 1 ; i = 1, · · · , n (3.23)
Nimmt der minimale Abstand nicht den geforderten Wert von Eins an, dann teilt man
die Gl. 3.22 durch den minimalen Abstand. Falls jedoch der minimale Abstand fu¨r eine
bestimmte Trennfla¨chen den Wert Null erreicht, dann schneidet diese Trennfla¨che einen
Punkt und eine Zuordnung dieses Punktes zu einer Klasse ist nicht mehr mo¨glich. In
diesem Sonderfall erfu¨llt die Hyperfla¨che nicht die Bedingung einer Trennfla¨che und wird
deshalb verworfen.
Mathematische Vereinfachungen lassen sich durch die Berechnung relativer Absta¨nde er-
zielen:
d(w, b, x) =
|wTx+ b|√
wTw
(3.24)
Mit der Gl. 3.23 folgt wegen yi ∈ {−1, 1} ein einfaches Kriterium, ob es sich bei einer
angenommenen Hyperfla¨che tatsa¨chlich um eine Trennfla¨che handelt. Fu¨r alle links von
der Hyperfla¨che liegenden Punkte ergibt das Produkt aus dem dann negativen Abstands-
wert und dem negativ definierten Wert der Klasse y = −1 einen positiven Wert. Falls
sich ein Punkt mit der Klasse y = 1 jedoch ebenfalls links der Hyperfla¨che befindet, dann
nimmt das Produkt einen negativen Wert an und bei der Hyperfla¨che handelt es sich um
keine Trennfla¨che. Damit eine Hyperfla¨che zwei Klassen mit den Werten ±1 und unter
der Bedingung der Gl. 3.23 trennt, gilt fu¨r alle Punkte beider Klassen:
yi ·
(
wTxi + b
) ≥ 1 (3.25)
Mit diesen Festlegungen und der Annahme, dass zuna¨chst nur zwei Klassen u,v mit den
Werten ±1 vorliegen, folgt fu¨r den zu maximierenden Abstand p zwischen den beiden
Klassen:
max [p(w, b)] = min
u
[d(w, b, xi)] + min
v
[d(w, b, xi)]
= min
u
[ |wTx+ b|√
wTw
]
+ min
v
[ |wTx+ b|√
wTw
]
=
1√
wTw
(
min
u
[|wTx+ b|]+ min
v
[|wTx+ b|])
=
2√
wTw
(3.26)
Auf Grund der Normierung tritt der Parameter b in der Gl.: 3.26 nicht mehr auf und fa¨llt
daher zuna¨chst aus der Optimierung heraus.
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Als weitere Vereinfachung ist es sinnvoll, statt den in der Gl. 3.26 erhaltenen Ausdruck
2√
wTw
zu maximieren, besser die inverse Funktion zu minimieren, wobei die Nebenbedin-
gung der Gl. 3.23 zu beachten ist.
min [Φ(w)] =
1
2
√
wTw mit den w-Vektoren einer trennenden Hyperfla¨che (3.27)
Diese merkwu¨rdige Minimum-Maximum Berechnung ha¨ngt damit zusammen, dass der
kleinste Abstand dmin den freien Korridor zwischen den Punkten begrenzt und daher zu
maximieren ist.
Berechnungsbeispiel einer Trennfla¨che im 3D-Raum
Ein einfacher Algorithmus zur Trennung der Klassen wa¨hlt schrittweise alle mo¨glichen Hyper-
fla¨chen durch die systematische Variation der Vektoren w und des Skalars b aus und pru¨ft dann
mittels der Gl. 3.25, ob es sich bei der vorliegenden Hyperfla¨che tatsa¨chlich um eine trennende
Fla¨che handelt. Ist dies der Fall, d.h. die gewa¨hlte Trennfla¨che schneidet keinen der Punkte,
dann berechnet man fu¨r diese Trennfla¨che mittels der Gl. 3.24 den Abstand zu allen Punkten
und normiert die Gleichung der Hyperfla¨che mit dem minimalen Abstand. Anschließend ist zu
pru¨fen, ob der gefundene minimale Abstand das bisherige Minimum unterschreitet und bei einer
positiven Antwort dieser w-Vektor und der entsprechende b-Wert abzuspeichern.
Die Abb. 3.11 stellt zwei simulierte Punktwolken mit je fu¨nf Punkten dar, welche den rot bzw.
gru¨n markierten Klassen entsprechen. Das Computerprogramm zur Erzeugung dieser Graphik
besteht im wesentlichen aus vier geschachtelten Schleifen fu¨r die drei Komponenten wx, wy,wz
des w-Vektors und der skalaren Gro¨ße b. Das Minimum der w-Werte und somit der maximal
breite, punktfreie ra¨umliche Korridor wird durch die dargestellte Fla¨che geteilt. Es ist deutlich
zu erkennen, wie der rote und der gru¨ne Supportvektor die jeweils dazu geho¨rende Trennfla¨chen
”stu¨tzen“. Auf Grund der Gleichung 3.22, handelt es sich bei allen Hyperfla¨chen um Ebenen.
Abb.: 3.11: Beispiel fu¨r Support Vektoren
Dieser anschauliche Algorithmus eignet sich nur fu¨r Datenbesta¨nde mit einer geringen Anzahl
von Attributen, denn das erla¨uterte ”brute force“ Verfahren erfordert bei einer gro¨ßere Anzahl
von Attributen zahlreiche geschachelte Schleifen, deren Auswertung zu einem nicht vertretbaren
Aufwand an Rechenzeit fu¨hren.
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3.5.2 Der Kerneltrick bei u¨berlappenden Punktwolken
Bei den bisherigen Beispielen lagen die Punkte in der Ebene immer so gu¨nstig verteilt,
dass eine lineare Trennung mo¨glich war. Ha¨ufig u¨berlappen sich jedoch die Bereiche un-
terschiedlicher Klassen (Abb.: 3.12) oder die Punkte sind konzentrisch angeordnet . In
beiden Fa¨llen existiert dann keine die Punkte trennende Ebene mehr.
Abb.: 3.12: Punkteverteilung fu¨r die keine Trennfla¨che existiert
Hier hilft nun der so genannte Kerneltrick weiter. Im ersten Schritt erho¨ht man in Gedan-
ken die Ordnung der Punkte, denn in einem nur genu¨gend hochdimensionalen Vektorraum
lassen sich die Punkte durch Hyperfla¨chen trennen. Die dazu erforderlichen Transforma-
tionsgleichungen wendet man jedoch nur auf die Berechnung der Skalarprodukte an, denn
fu¨r die Bestimmung der Absta¨nde einzelner Punkte zur Hyperfla¨che gema¨ß der Hesseschen
Normalform genu¨gt auch im hochdimensionalen Vektorraum als einziger Algorithmus die
Auswertung von Skalarprodukten. Geeignete Transformationsgleichungen, die man in die-
sem Zusammenhang als Kernelfunktionen bezeichnet, sind:
Kl(w, x) = w
Tx linear (3.28)
Kp(w, x) = (γw
Tx+ c)d Polynom (3.29)
Kr(w, x) = e
−γ‖w−x‖2 Radial Basis Funktion (3.30)
Ks(w, x) = tanh(w
T q + c) Sigmoide Funktion (3.31)
Die Wahl der Parameter γ und c legen die Ordnung des neuen Hyperraumes fest. Durch
die Kombination unterschiedlicher Kernelfunktionen entstehen neue Kernelfunktionen,
wie z.B.:
K1(w, x) = w
Tx+ (γwTx+ c)d Summe (3.32)
K2(w, x) = w
Tx · (γwTx+ c)d Produkt (3.33)
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Beispiel
Gegeben sei der zwei-dimensionale Vektor x = (0.2, 0.5)T und eine Abbildung
(x1, x2)T → (x1 · x1,
√
2 · x1 · x2, x2 · x2) (3.34)
Damit erweitert sich der Vektor x um eine Dimension auf den Vektor z:
x =
(
0.2
0.5
)
→

0.2 · 0.2
2 · 0.2 · 0.5
0.5 · 0.5
 =

0.04
0.2
0.25
 (3.35)
Beispiel fu¨r eine einfache Kernelfunktion
Wendet man den Kerneltrick auf das in der Abb. 3.12 dargestellte Beispiel an und wa¨hlt zur
Transformation der Punkte in den 3D-Raum wieder den linearen Zusammenhang gema¨ß der Gl.
3.34, dann gelingt die fehlerfreie Klassifikation der 8 Punkte. In der Abb. 3.13 erkennt man,
dass die roten bzw. gru¨nen Punkte nun auf den gegenu¨ber liegenden Seiten der Hyperfla¨che
erscheinen.
Abb.: 3.13: Vorder- und Ru¨ckansicht der Punkteverteilung im 3D-Raum
Allerdings ergibt sich eine maximale Breite des trennenden Korridors von nur noch dmax = 0.05,
was bezogen auf den Wertebereich der Punkte 5% entspricht. Erweitert man den Vektorraum
dagegen auf 5 Dimensionen, dann erha¨lt man mit der Transformationsgleichung
(x1, x2)T → (1, x21,
√
2 x1x2, x22,
√
2 x1,
√
2 x2) (3.36)
eine maximale Breite von ca. 12%. Allerdings steigt dabei die Rechenzeit enorm an, denn nun sind
5 Schleifen fu¨r die Komponenten des w-Vektors und eine Schleife fu¨r die b-Werte zu durchlaufen.
Als Ergebnis folgt dann eine 4D-Hyperfla¨che.
Der besondere Vorteil der gewa¨hlten 5D-Transformation besteht darin, dass sich beim Bilden
von Skalarprodukten viele Terme zusammenfassen lassen und somit im 5D-Raum die einfache
Rechenregel gema¨ß der Kernelfunktion 3.29 fu¨r die Parameter γ = c = d = 1 gilt:
xTxi = (1 + xTxi) (3.37)
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Die fehlerfreie Klassifizierung von Daten in einem Raum ho¨herer Dimension stellt ein in-
teressantes Verfahren dar, das 1958 von Frank Rosenblatt, von dem auch das Perzeptron
eines neuronalen Netzes stammt, vero¨ffentlicht wurde. Wegen der relativ großen Anforde-
rung an die beno¨tigte Rechenleistung gelang diesem Verfahren erst vor ca. 10 Jahren der
Durchbruch. Nachteilig an dem Verfahren ist allerdings die Wahl einer geeigneten Ker-
nelfunktion sowie deren Parameter, die von der Lage der gegebenen Punkte abha¨ngen.
Theoretisch muß man nur die Dimension immer weiter erho¨hen und erha¨lt dann eine feh-
lerfreie Trennung der Punkte, wobei der dazu erforderliche Rechenaufwand ebenfalls mit
der Dimension in extremer Weise ansteigt.
Die ungu¨nstige Lage einzelner Punkte im Vektorraum kann unter Untersta¨nden jede Klas-
sifizierung verhindern, weil die Trennung erst in extrem hochdimensionalen Ra¨umen ge-
lingen wu¨rde. Trotzdem akkzepiert man beim Lagrange-Ansatz alle gegebenen Punkte,
weist ihnen jedoch eine Gewichtung zu. Beim Test, ob eine bestimmte Hyperfla¨che auch
tatsa¨chlich alle Punkte trennt, berechnet man fu¨r einen auf der falschen Seite liegenden
Punkt den Abstand und subtrahiert ihn vom Betrag des w-Vektors. Die zu minimierende
Kostenfunktion L lautet dann:
L(w, b, α) =
1
2
wTw −
n∑
i=1
αi(yi(w
Txi + b)− 1) (3.38)
Bei (w,b) handelt sich um eine spezielle Hyperfla¨che, die den minimalen Abstand zu
einem Supportvektor von exakt Eins besitzt. Die Normierungskonstante ergibt sich aus
allen absoluten Absta¨nden und entspricht dem minimalen Wert dieser Absta¨nde. Der
Support Vektor leistet somit keinen Beitrag zur Kostenfunktion L.
Punkte, die auf der falschen Seite der Hyperfla¨che liegen, erho¨hen den Wert von L und
umgekehrt reduzieren die Punkte auf der richtigen Seite die Kostenfunktion. Mit dem
Faktoren αi ”
bestraft“ bzw.
”
belohnt“ man die Lage der einzelnen Punkte. In der Kos-
tenfunktion L kommt es darauf an, die Werte fu¨r (w,b) zu minimieren und fu¨r die Gewich-
te αi zu maximieren. Insgesamt liegt hier eine Optimierungsaufgabe vor, die sich durch
Nullsetzen der partiellen Ableitungen der Kostenfunktion L lo¨sen la¨sst.
δ
δb
L(w, b, α) = 0 →
n∑
i=1
αiyi = 0 (3.39)
δ
δw
L(w, b, α) = 0 → w =
n∑
i=1
αiyixi (3.40)
Setzt man diese Ausdru¨cke in die Kostenfunktion ein, dann erha¨lt man nach einigen Um-
formungen eine neue Funktion, eine Gewinnfunktion, die nun zu maximieren ist. Dieses
Lo¨sungsschema ist in der Literatur als
”
duales Problem“ bekannt. Die Lo¨sung des dualen
Problems liefert einzig die Werte fu¨r αi, mit denen sich der gro¨ßte Wert der Gewinnfunk-
tion W einstellt und somit auch ein maximal breiter Trennbereich.
W (α) =
n∑
i=1
αi − 1
2
n∑
i=1
(
n∑
j=1
αi αj yi yj (x
T
i xj)
)
(3.41)
αi ≥ 0 (3.42)
n∑
i=1
αiyi = 0 (3.43)
Die Lo¨sung dieser Optimierungsaufgabe ergibt positive Werte fu¨r die gesuchten α-Werte,
wobei die Anzahl der α-Werte der Anzahl der Datenpunkte entspricht.
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Mit den optimalen α-Werten folgt dann der entsprechende Normalenvektor w und die
Breite des Intervalles dmax zu:
w =
n∑
i=1
αiyixi (3.44)
dmax =
2
wTw
(3.45)
Schließlich fehlt noch der Wert fu¨r den Offset b, den man als Mittelwert aus allen Punkten
der Trainingsmenge bestimmt:
αi
[
yi
(
n∑
j=1
αj(yjxi) + b
)
− 1
]
= 0 (3.46)
bi = yi −
n∑
j=1
αj(yjxi) (3.47)
b =
1
n
n∑
j=1
bj (3.48)
Die Klassifizierung neuer Punkte erfordert dann die Berechnung des Vorzeichens des Ab-
standes, den dieser Punkt von der optmalen Hyperfla¨che entfernt liegt:
Klasse(x) = sign
(
n∑
i=1
αiyix
T
i x+ b
)
(3.49)
An den Gleichungen zur Berechnung der α-Werte, des Offsets b und der Absta¨nde (Gl.
3.49) la¨sst sich nun der
”
Kerneltrick“ gut erkennen, denn die Gleichungen enthalten immer
nur das Skalarprodukt der Punkte. Die Kernelfunktionen gema¨ß den Gl.: 3.28 bis Gl.: 3.33
ersetzen dieses Skalarprodukt.
Dadurch entfa¨llt auf verblu¨ffende Weise die explizite Berechnung der w-Vektoren und
somit sind auch keine Transformationsgleichungen erforderlich.
Basierend z.B. auf einem Polynom-Kernel, berechnet man das Skalarprodukt zwischen
den beiden Vektoren u,v wie folgt:
(uTv) =⇒ (uTv + 1)5 (3.50)
Eine weitere hilfreiche Mo¨glichkeit zur optimalen Einstellung des Support Vektor Verfah-
rens besteht in der Wahl eines weiteren Parameters c, der beide Summen in der Gl. 3.41
unterschiedlich gewichtet.
W (α) =
n∑
i=1
αi − c
2
n∑
i=1
(
n∑
j=1
αi αj yi yj (x
T
i xj)
)
(3.51)
Die vielfa¨ltigen Einstellmo¨glichkeiten des Support Vektor Verfahrens ermo¨glichen sehr
genaue Ergebnisse. Allerdings erfordert die nicht-lineare und mit den Nebenbedingun-
gen (Gl. 3.42, 3.43) versehene Optimierungsaufgabe (Gl. 3.41) aufwendige numerische
Lo¨sungsverfahren, die fu¨r den Einsatz in der beruflichen Praxis kaum geeignet sind.
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3.5.3 Least Square Support Vektor Maschinen
Least Square Support Vektor Maschinen berechnen auf elegante und numerisch stabile
Weise die Hyperfla¨chen von Support Vektor Maschinen. Im Jahr 1998 entstanden die
ersten grundlegenden Ansa¨tze dieses numerischen Lo¨sungsverfahrens, das mittels eines
Na¨herungsansatzes das urspru¨ngliche nicht-lineare und mit den Nebenbedingungen Gl.
3.53 bzw. Gl. 3.54 behaftete und numerisch schwer zu lo¨sende Optimierungsproblem (Gl.
3.52)
W (α) = Maximum
[
n∑
i=1
αi − c
2
n∑
i=1
(
n∑
j=1
αi αj yi yj (x
T
i xj)
)]
(3.52)
αi ≥ 0 (3.53)
n∑
i=1
αiyi = 0 (3.54)
nun als Regresssionsaufgabe formuliert und am Ende das Lo¨sungsverfahren auf eine Ma-
trizeninversion reduziert. Das Fachbuch [23] beschreibt eine Reihe von Anwendungen fu¨r
dieses Verfahren.
Der entscheidende Ansatz des numerischen Lo¨sungsverfahrens besteht in der Na¨herung,
die Ungleichung der Abstandsformel durch eine Gleichung zu ersetzen und zum Ausgleich
Schlupfvariable ξ anzusetzen.
yi · (wTxi + b) < 1 −→ yi · (wTxi + b) = 1− ξ; i = 1, · · · ,M (3.55)
Die Forderung nach minimalen Werten fu¨r die Schlupfvariablen fu¨hrt dann zur neuen
Lagrange-Gleichung, welche den Bereich zwischen den beiden Punktwolken maximiert:
Q(w, b, α, ξ) =
1
2
wtw +
c
2
M∑
i=1
ξ2i −
M∑
i=1
αi(yi(w
Txi + b)− 1 + ξi) (3.56)
Das partielle Differenzieren der Lagrange-Gleichung 3.56 und das Nullsetzen der entspre-
chenden Ableitungen liefert drei Bestimmungsgleichungen zur Minimierung von Q:
δQ
δw
−→ w =
M∑
i=1
αiyixi (3.57)
δQ
δb
−→ 0 =
M∑
i=1
αiyi (3.58)
δQ
δξ
−→ αi = Cξi (3.59)
Die Gl. 3.59 fu¨hrt wegen des normierten Definitionsbereiches von α zu einer Abscha¨tzung
der α-Werte:
‖αi‖ ≤ 1 −→ 0 ≤ αi ≤ c; i = 1, · · · ,M (3.60)
Ein kurzes Beispiel soll die Formelschreibweisen verdeutlichen.
56 Data Mining Verfahren: Klassifizieren mit Support Vektor Verfahren
Beispiel zu den Formelschreibweisen fu¨r 3 Datensa¨tze
Das Gleichungssystem 3.55 lautet in der fu¨r M = 3 ausgeschriebenen Form:
y1(wTx1 + b) = 1− ξ1 (3.61)
y2(wTx2 + b) = 1− ξ2 (3.62)
y3(wTx3 + b) = 1− ξ3 (3.63)
Fu¨r die Gleichungen 3.57 zur Bestimmung des w-Vektors gilt:
w = α1y1x1 + α2y2x2 + α3y3x3 (3.64)
Die mit dem Klassenparameter y gewichtete Summe der α-Werte gema¨ß der Gl. 3.58 la¨sst sich
schreiben:
α1y1 + α2y2 + α3y3 = 0 (3.65)
Die Gl. 3.66 besteht aus M einzelnen Gleichungen:
α1 = C · ξ1 (3.66)
α2 = C · ξ2 (3.67)
α3 = C · ξ3 (3.68)
Ersetzt man nun in den Abstandsgleichungen 3.61 die Ausdru¨cke w, α und ξ durch die Gl. 3.57,
3.65 und 3.66, dann entsteht ein u¨berschaubares Gleichungssystem,
y1(α1y1xt1x1 + α2y2x
t
2x1 + α3y3x
t
3x1 + b) = 1−
α1
c
(3.69)
y2(α1y1xt1x2 + α2y2x
t
2x2 + α3y3x
t
3x2 + b) = 1−
α2
c
(3.70)
y3(α1y1xt1x3 + α2y2x
t
2x3 + α3y3x
t
3x3 + b) = 1−
α3
c
(3.71)
(3.72)
fu¨r das sich eine Matrizenschreibweise anbietet.
y1y1x
t
1x1 +
1
c y1y2x
t
2x1 y1y3x
t
3x1
y2y1x
t
1x2 y2y2x
t
2x2 +
1
c y2y3x
t
3x2
y3y1x
t
1x3 y3y2x
t
2x3 y3y3x
t
3x3 +
1
c


α1
α2
α3
+

y1
y2
y3
 b =

1
1
1
 (3.73)
Wie aus diesem Beispiel zu erkennen ist, empfiehlt es sich, nun fu¨r die weiteren Berechnun-
gen die einfachen Vektor- und Matrix-Schreibweisen zu wa¨hlen. Dazu bezeichnet man die
quadratische Matrix in der Gl. 3.73 als Ω und interpretiert die Reihe der Einsen als Vektor
1. Mit den weiteren Vektoren fu¨r α, w und ξ lassen sich dann auf elegante Weise alle zur
Berechnung der Hyperfla¨chen erforderlichen Gleichungen als lineares Gleichungssystem
formulieren.
Ωα + yb = 1 (3.74)
yTα = 0 (3.75)
Die Lo¨sung dieses Gleichungssystems erfordert die Inversion der quadratischen Matrix Ω.
Mit algebraischen Umformungen entstehen schließlich die vektoriellen Lo¨sungsgleichun-
gen, wobei zuna¨chst der Skalar b (Gl. 3.77) und dann der Vektor α (Gl. 3.76) zu berechnen
ist.
α = Ω−1(1− yb) (3.76)
yTΩ−1(1− yb) = 0 −→ yTΩ−11− yTΩ−1yb = 0
b =
yTΩ−11
yTΩ−1y
(3.77)
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Mit den Gl. 3.76 und Gl. 3.77 liegen nun zwei Lo¨sungsgleichungen vor, die sich jedoch
numerisch durch die Einfu¨hrung von Dreiecksmatrizen noch erheblich verbessern lassen.
Dazu verwendet man einen Hilfsvektor a und dazu eine geeignete Bestimmungsgleichung,
die wegen der quadratischen und symmetrischen Ω-Matrix leicht transponierbar ist.
Ωa = y bzw. yT = ΩTaT (3.78)
Setzt man die Bestimmungsgleichung Gl.: 3.78 in den Ausdruck zur Berechnung des Ska-
lars b (Gl. 3.77) ein,
b =
aTΩΩ−11
aTΩΩ−1y
−→ b = a
T1
aTy
(3.79)
dann entsteht eine neue Bestimmungsgleichung fu¨r b, die allerdings noch die Bestimmung
des Hilfsvektors a erfordert.
Zur Ermittlung des α-Vektors wa¨hlt man einen Hilfsvektor g, der wie folgt definiert ist
Ωg = 1 −→ g = Ω−11 (3.80)
und setzt diesen Hilfsvektor g, ebenso wie den Hilfsvektor a, in die Bestimmungsgleichung
fu¨r den Vektor α ein.
α = g − Ω−1yb = g − Ω−1Ωab = g − ab (3.81)
Zur Berechnung der gesuchten Werte fu¨r b und α mittels der Gl. 3.79 bzw. der Gl. 3.81
bedarf es nun zuna¨chst der Bestimmung der Hilfsvektoren a und g, die sich jedoch mittels
der Dreieckszerlegung der symmetrischen Ω-Matrix in eine obere Ωoben und in eine untere
Ωunten Dreiecksmatrix und deren Inversen, schnell und stabil berechnen lassen.
Ω = Ωoben Ωunten (3.82)
a = Ω−1oben Ω
−1
unten y (3.83)
g = Ω−1oben Ω
−1
unten 1 (3.84)
Mit den beim Programmstart zu bestimmenden Werten fu¨r b und α, basiert dann bei der
eigentlichen Klassifizierung die Feststellung der Klasse wieder mit auf der Gl. 3.85
Klasse(x) = sign
(
n∑
i=1
αiyix
T
i x+ b
)
(3.85)
Allen Bestimmungsgleichungen gemeinsam ist die erstaunliche Tatsache, dass bezu¨glich
der Vektoren immer nur Skalarprodukte auftreten, die sich durch eine Kernel-Funktion
ersetzen lassen.
Das mehrstufige Klassifizierungsverfahren der Least Square Support Vektor Maschinen
beginnt zuna¨chst mit der Festlegung der Systemparameter.
• Wahl der Kernel-Funktion und deren interne Parameter
• Gewichtung der Bedingung des punktfreien Korridors durch den Parameter c
58 Data Mining Verfahren: Klassifizieren mit Support Vektor Verfahren
Anschließend erfolgt die algorithmische Berechnung des b-Wertes und des α-Vektors.
1. Aufstellen der Ω-Matrix unter Verwendung der Kernel-Funktion
2. Zerlegen der Ω-Matrix in obere und untere Dreiecksmatrizen
3. Berechnen der Hilfsvektoren a und g
4. Berechnen von b und α
Dann erfolgt der Test der eingestellten bzw. berechneten Parameter durch die Klassifizie-
rung von Testdaten, deren bekannte Klassen als Referenz dienen und die zur Berechnung
der Systemparameter nicht verwendet wurden. Diese Testdaten kann man sich dadurch
beschaffen, dass man die gegebenen Datenbestand in zwei Teile zerlegt. Mit dem ersten
und gro¨ßeren Teil berechnet man die Parameter der Support Vektor Maschine und mit
dem zweiten und kleineren Teil fu¨hrt man den Test der Algorithmen durch. Bei einer
Aufschaltung der Trainingsdaten auf die Support Vektor Maschine muss bei einer richtig
gewa¨hlten Kernelfunktion eine fehlerfreie Klassifizierung der Trainingsdaten erfolgen.
Falls zu viele falsche Klassenzuordnungen auftreten, beginnt man mit einer Anpassung
der Kernelfunktion und des Parameters c. Als hilfreich erweisen sich bei diesen Testla¨ufen
folgende Fehlerkriterien, die fu¨r zwei Klassen A und B wie folgt lauten:
RA = richtig klassifizierte A-Klasse (3.86)
FA = falsch klassifizierte A-Klasse (3.87)
RB = richtig klassifizierte B-Klasse (3.88)
FB = falsch klassifizierte B-Klasse (3.89)
S =
RA
RA + FB
(3.90)
V =
FA
FA +RB
(3.91)
S = ROC(V ) (3.92)
Die graphische Darstellung der Fehlerkriterien S in Abha¨ngigkeit von V bezeichnet man
aus historischen Gru¨nden als ROC (receiver-operating characteristic).
Support Vektor Maschinen arbeiten optimal bei einer Klassifizierung nach zwei Klassen.
Weist der Datenbestand mehr Klassen auf, dann bestehen zwei grundsa¨tzliche Mo¨glich-
keiten der Erweiterung des Support Vektor Verfahrens auf Multiklassensysteme.
1. Man bildet alle mo¨glichen Klassenpaarungen, wobei sich bei einer Anzahl von K
Klassen insgesamt 0.5 ·K ·(K−1) Paarungen ergeben. Nimmt man z.B. drei Klassen
A,B,C an, dann folgen die Paarungen A/B, A/C, B/C.
2. Man klassifiziert eine Klasse gegenu¨ber den restlichen Klassen, was zu K Paarungen
fu¨hrt. Nimmt man wieder drei Klassen A,B,C an, dann entstehen die Paarungen
A/BC, B/AC und C/AB.
Die endgu¨ltige Zuordnung der Klasse eines Datensatzes erfolgt dann im einfachsten Fall
durch ein Votingverfahren oder durch die Anwendung eines erga¨nzenden Klassifizierungs-
verfahren, wie z.B. einem neuronalen Netz oder einer Fuzzy-Logik. Eine fehlerfreie Klas-
sifizierung liefert im gu¨nstigsten Fall fu¨r alle Paarungen widerspruchsfreie Aussagen.
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Beispiel einer Klassifizierung nach drei Klassen
Die Tab.: 3.17 entha¨lt 17 Datensa¨tze, die den drei Klassen A,B und C zugeordnet sind. Die
geringe Anzahl von nur zwei Attributen ermo¨glicht die graphische Darstellung der Datensa¨tze in
Form von farbigen Punkten. In der Abb.: 3.14 stellen die roten Punkte die A-Klasse, die gru¨nen
Punkte die B-Klassen und die blauen Punkte die C-Klassen dar. Die punktfreien Korridore
erkennt man an den farbigen Geraden, die gema¨ß dem Support Vektor Verfahren dicht an den
jeweiligen Supportvektoren liegen. In der Abb.: 3.14 erkennt man die drei mo¨glichen Paarungen
A/BC, B/AC und C/AB.
Datensatznummer 1. Attribute 2. Attribut Klasse
1 1 6 A
2 2 7 A
3 1 7 A
4 3 7 A
5 1 9 A
6 1 5 A
7 7 8 B
8 8 8 B
9 9 7 B
10 9 9 B
11 7 9 B
12 6 1 C
13 7 2 C
14 8 3 C
15 8 2 C
16 9 1 C
17 7 3 C
Tab.: 3.17: Trainingdaten eines Multiklassensystems
Abb.: 3.14: Lage der Punkte und der punktfreien Korridore
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Fu¨r jeden der insgesamt 17 Punkte liefern die dreifach auszufu¨hrenden Support Vektor Verfahren
dann auch drei Absta¨nde. Die Klassifizierung gilt dann als widerspruchsfrei, wenn ein Abstand
negativ und die beiden restlichen Absta¨nde positive Werte annehmen. Ein negativer Abstand
geho¨rt zu einem Punkt, der links von der entsprechenden Trennlinie liegt, wobei die Trennlinien
in einer definierten Richtung verlaufen. In der Abb.: 3.14 fu¨hren die roten Linien von oben nach
unten und die gru¨nen und blauen Linien von unten nach oben.
Die Tab.: 3.18 listet eine Anzahl von 5 Testdatensa¨tzen auf.
Datensatznummer 1. Attribute 2. Attribut Klasse
1 5 6 1
2 8 7 2
3 3 6 1
4 5 3 3
5 1 2 1
Tab.: 3.18: Testdaten eines Multiklassensystems
Die Abb.: 3.15 stellt die Lage dieser Punkte in Form von quadratischen Markierungen dar, dessen
Farbe der Klasse dieses Punktes entspricht.
Die Datensa¨tze 2,3 und 4 liegen eindeutig in den Bereichen der Trainingsdaten. Daher fallen
die entsprechenden Absta¨nde eindeutig aus, d.h. es ergeben sich jeweils ein negativer und zwei
positive Absta¨nde.
Der Datensatz 1 wurde absichtlich in das Zentrum der Trennlinien gelegt. Die drei berechneten
positiven Absta¨nde verhindern eine eindeutige Klassifizierung. Allerdings kann man sich auf den
geringsten Abstand von d=4 zur roten Trennlinie beziehen und na¨herungsweise die Klasse A
zuordnen.
Abb.: 3.15: Lage der Testpunkte
Eine problematische Situation entsteht durch die gewa¨hlte Lage des 5. Punktes. Optisch betrach-
tet ko¨nnte er sowohl der roten als auch der blauen Klasse angeho¨ren, was die entsprechenden
negativen Absta¨nde d=-27 bzw. d=-12 auch besta¨tigen. Daher kann in diesem Fall nur ein nach-
geschaltetes zusa¨tzliches Klassifikationsverfahren eine eindeutige Zuordnung dieses Datensatzes
zu einer Klasse garantieren.
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3.6 Neuronale Netze
Neuronale Netze stellen einen alternativen Ansatz dar und erfordern weder Informati-
onsberechnungen noch mathematische Modelle. Allerdings besitzen neuronale Netze ihre
eigene Problematik, die sich vor allem an der Auswahl einer geeigneten Netzstruktur
orientiert. Grundsa¨tzlich lassen sich drei Basisttypen unterscheiden.
1. Vorwa¨rts gekoppelte Netze (Perceptron Netz)
2. Netze mit Ru¨ckkopplungen (Hopfield Netz)
3. Feature Maps (Kohonen Netz)
Zu jeder Netzstruktur geho¨ren spezielle Trainingsalgorithmen, wie z.B. der bekannte
Backpropagation-Algorithmus, der sich auf vorwa¨rts gekoppelten Netze beschra¨nkt und
der als Optimierungsalgorithmus im Falle von Nebenminima zu Konvergenzproblemen
fu¨hren kann. Hinzu kommt, dass Perceptron-Netze wegen der mangelnder Ru¨ckkopplung
weniger leistungsfa¨hig sind.
Feature Maps eignen sich besonders fu¨r das unu¨berwachte Lernen. Bei der Klassifizierung
liegt jedoch der Fall eines u¨berwachten Lernens vor, denn die Datensa¨tze der Trainings-
daten enthalten als bekannte Gro¨ße die Klasse.
Netze mit Ru¨ckkopplungen stellen im Bereich der Klassifizierung eine sachgerechte Ent-
scheidung dar. Der entscheidende Vorteil des Hopfield-Netzes kommt hinzu: Die Gewichte
eines Hopfield-Netze sind geschlossen und ohne Konvergenzprobleme durch die Auswer-
tung einer Summenformel berechenbar.
Kennzeichnend fu¨r ein Hopfield-Netz ist der etwas ho¨here Rechenaufwand durch das re-
kursive Auswerten dieses Netzes bei der Klassifikation eines einzelnen Datensatzes. Die
Rechenzeiten fu¨r die Auswertung des Hopfield-Netzes liegen im Bereich einiger Sekunden,
wa¨hrend die alternativen Methoden der Entscheidungsba¨ume und der Support Vektor
Maschinen weit weniger als eine Sekunde Rechenzeit erfordern.
Das Hopfield-Netz besteht aus N Neuronen fu¨r die N Attribute eines Datensatzes, N2
symmetrischen Gewichten, N Einga¨ngen bzw. N Ausga¨ngen und ist mit Ausnahme der
Selbstru¨ckkopplung vollsta¨ndig verbunden. Der Input-Gewichtsfaktor wird konstant auf
Eins gesetzt. Die Gewichte sind symmetrisch, denn in der Gleichung (3.96) ist die Rei-
henfolge der Multiplikation vertauschbar.
Anzahl der Neuronen = Anzahl der Attribute = N (3.93)
Anzahl der Datensa¨tze = M (3.94)
Gewichte im input Kanal = 1 (3.95)
wi,j =
1
M
m=M∑
m=1
(Datensatzm,i ·Datensatzm,j) mit wi,j = wj,i (3.96)
Anzahl der Gewichte insgesamt = N(N − 1) (3.97)
Durch diese Bedingungen erha¨lt man ein Netz, das mittels der Gleichung (3.96) eine
geschlossene Berechnung der Gewichte ermo¨glicht und damit jedes Konvergenzproblem
vermeidet. Die Auswertung der Gleichung (3.96) erfolgt einmalig beim Programmstart,
was Echtzeit-Anwendungen unterstu¨tzt. Allerdings dauert es nach dem Anlegen der Ein-
gangssignale mehrere Schritte bis das Hopfield-Netz einen stabilen Zustand erreicht, denn
die ru¨ckgekoppelten Ausgangssignale der einzelnen Neuronen beeinflussen im na¨chsten
Schritt wieder das eigene Ausgangssignal. In diesem Zusammenhang ist es gu¨nstig, bei
der Berechnung der Ausgangssignale abwechselnd nach dem Zufallsprinzip die einzelnen
Neuronen auszuwa¨hlen und dafu¨r das Ausgangssignal zu berechnen.
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3.6.1 Allgemeines Hopfield-Netz
Die Abb.: 3.16 visualisiert z.B. fu¨r einen Datenbestand mit drei Attributen das entspre-
chende neuronale Netz. Zu jedem Attribut geho¨rt ein eigenes Neuron. Legt man an das
trainierte Netz einen bestimmten Datensatz aus der Trainingsmenge an, dann liefert das
neuronale Netz identische Signale auf den Ausgangskana¨len. Das Fehlerminimum, das sich
aus dem Vergleich mit allen Trainingsdatensa¨tzen ergibt, nimmt in diesem Testfall den
Wert δm = 0 an, d.h. das Netz erkennt den Datensatz eindeutig und fehlerfrei als zur
Trainingsmenge m bzw. zur Klasse=m geho¨rend.
Die Trainingsmengen teilt man vorab in m Untermengen gema¨ß den Klassen auf, wobei
jede Trainingsmenge ein eigenes neuronales Hopfield-Netz erha¨lt. Bei der eigentlichen
Klassifizierung gewinnt jenes neuronale Netz, das den geringsten Fehlerwert δm = 0 bzw.
den geringsten Wert fu¨r die Integrity (Gl. 3.98) aufweist.
r =
(
1− δmin
δmax
)
· 100% mit 0 ≤ r ≤ 100% (3.98)
? ? ?? ? ? ? ? ?
r
r r
? ? ?
r r
r
? ? ?
?
Attribut 1 Attribut 2 Attribut 3
Datei m Datei m Datei m
w11 w12 w13 w21 w22 w23 w31 w32 w33
Neuron 1 Neuron 2 Neuron 3
output 1 output 2 output 3
Fehlerminimum der Trainingsmenge
δm
Abb.: 3.16: Neuronales Hopfield-Netz fu¨r drei Attribute
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3.6.2 Bina¨re Hopfield-Netze
Hopfield-Netze arbeiten besonders effektiv mit bina¨ren Datenformaten, wie z.B. im ±1
Definitionsbereich. Fu¨r die Stufen eines konkreten Datensatzes, die in der Regel nach der
Skalierung als ganzzahlige Werte zwischen 0 und einem maximalen Wert xmax vorliegen,
wa¨hlt man eine Konvertierung, die fu¨r die Zahl 7 in einer 8 Bit-Darstellung die folgenden
”
Bits“ ergibt:
7 −→ (0, 0, 0, 0, 0, 1, 1, 1) −→ (−1,−1,−1,−1,−1, 1, 1, 1) (3.99)
Durch die Verwendung der negativen Eins entsteht ein numerisch gu¨nstiges und fu¨r die
Hardlimiter-Schaltfunktion des Hopfield-Netzes optimales Format.
Die Anzahl der Neuronen, die eigentlich der Anzahl der Attribute entspricht, erho¨ht sich
durch die bina¨re Darstellung um den Faktor der maximalen Stellenzahl. In der Abb. 3.16
erho¨ht sich Anzahl der Neuronen bei einer Byte-Darstellung nun von 3 auf 3 · 8 = 24.
Dadurch fa¨llt mehr Rechen- und Speicheraufwand an, allerdings bieten dadurch auch die
folgenden entscheidenden Vorteile an:
• Die Anzahl der Datensa¨tze, die ein Hopfield-Netz speichern kann, steigt na¨he-
rungsweise mit der der 3. Wurzel der maximalen Anzahl der Bits an. Eine Byte-
Darstellung fu¨hrt z.B. zu einer Verdopplung der Speicherkapazita¨t des Hopfield-
Netzes.
• Die Wahl einer gu¨nstigen Stellenzahl, oberhalb der fu¨r xmax erforderlichen Anzahl,
ermo¨glicht eine Optimierung der Anzahl der Neuronen. Dies erweist sich bei der An-
passung des Hopfield-Netzes an eine variable Anzahl von Datensa¨tzen als besonders
vorteilhaft.
• Die Verwendung von±1-Ziffern unterstu¨tzt eine effektive Programmierung mit bool-
schen Datentypen, denn eine -1 la¨sst sich als ein logisches
”
false“ interpretieren.
Dadurch kompensieren sich die erho¨hten Anforderungen an Rechen- und Speicher-
aufwand erheblich.
Beispiel: Hopfield-Netz fu¨r 10 Datensa¨tze
Als nachvollziehbares Zahlenbeispiel eignet sich die in der Tab.: 3.14 dargestellte Datei, die aus
Gru¨nden der Anschaulichkeit nur aus 10 Datensa¨tzen besteht und schon im Abschnitt u¨ber
die Klassifikation mittels Entscheidungsbaum und im Abschnitt u¨ber die Klassifikation mittels
Support Vektor Maschinen als Beispiel diente.
Diese Datei ist zu Beginn in zwei Dateien zu zerlegen und zwar entsprechend der Zugeho¨rig-
keit eines Trainingsdatensatzes zu einer Klasse. Damit entstehen zwei Datenbesta¨nde, die in
kompakter Matrizenform wie folgt (3.100)aussehen:
A =

7 1 5
6 5 4
4 4 6
8 2 7
3 4 4

B =

1 3 3
2 3 3
1 1 2
3 2 3
3 3 4

(3.100)
Der Wert der numerisch gro¨ßten Stufe betra¨gt 8, d.h. fu¨r die Konvertierung auf ein bina¨res
Format genu¨gen 4 Bits. Das Fehlen der Stufenwerte 1 und 2 beim ersten Attribut ha¨ngt mit der
geringen Anzahl der Datensa¨tze zusammen. Programmtechnisch ist es gu¨nstig, die Stufenwerte
als Index zu implementieren.
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Basierend auf einer 4-Bit Darstellung und des ±1 Zahlenbereiches, stellen die Gl.: 3.101 und
3.101 die konvertierten Datensa¨tze dar.
A =

−1 1 1 1 −1 −1 −1 1 −1 1 −1 1
−1 1 1 −1 −1 1 −1 1 −1 1 −1 −1
−1 1 −1 −1 −1 1 −1 −1 −1 1 1 −1
1 −1 −1 −1 −1 −1 1 −1 −1 1 1 1
−1 −1 1 1 −1 1 −1 −1 −1 1 −1 −1

(3.101)
B =

−1 −1 −1 1 −1 −1 1 1 −1 −1 1 1
−1 −1 1 −1 −1 −1 1 1 −1 −1 1 1
−1 −1 −1 1 −1 −1 −1 1 −1 −1 1 −1
−1 −1 1 1 −1 −1 1 −1 −1 −1 1 1
−1 −1 1 1 −1 −1 1 1 −1 1 −1 −1

(3.102)
Mittels der in den Gl. 3.101 und Gl. 3.101 enthaltenen Werte entstehen durch die Auswertung
der Gl. 3.96 fu¨r die beide Hopfield Netze symmetrische Gewichtsmatrizen 3.103, 3.104, die nur
beim Programmstart zu berechnen sind und auf deren Anwendung die eigentliche Klassifizierung
basiert. Die Anzahl der Zeilen dieser quadratischen Matrizen entspechnen der mit der Anzahl
der Bits multiplizieren Anzahl der Attribute, also 4 · 3 = 12.
1.0 −0.6 −0.6 −0.2 0.6 −0.6 0.1 −0.2 0.6 −0.6 0.6 0.6
−0.6 1.0 0.2 −0.2 −0.2 0.2 −0.6 0.6 −0.2 0.2 −0.2 −0.2
−0.6 0.2 1.0 0.6 −0.2 0.2 −0.6 0.6 −0.2 0.2 −0.1 −0.2
−0.2 −0.2 0.6 1.0 0.2 −0.2 −0.2 0.2 0.2 −0.2 −0.6 0.2
0.6 −0.2 −0.2 0.2 1.0 −0.2 0.6 0.2 0.1 −0.1 0.2 0.2
−0.6 0.2 0.2 −0.2 −0.2 1.0 −0.6 −0.2 −0.2 0.2 −0.2 −0.1
0.1 −0.6 −0.6 −0.2 0.6 −0.6 1.0 −0.2 0.6 −0.6 0.6 0.6
−0.2 0.6 0.6 0.2 0.2 −0.2 −0.2 1.0 0.2 −0.2 −0.6 0.2
0.6 −0.2 −0.2 0.2 0.1 −0.2 0.6 0.2 1.0 −0.1 0.2 0.2
−0.6 0.2 0.2 −0.2 −0.1 0.2 −0.6 −0.2 −0.1 1.0 −0.2 −0.2
0.6 −0.2 −0.1 −0.6 0.2 −0.2 0.6 −0.6 0.2 −0.2 1.0 0.2
0.6 −0.2 −0.2 0.2 0.2 −0.1 0.6 0.2 0.2 −0.2 0.2 1.0

(3.103)

1.0 0.1 −0.2 −0.6 0.1 0.1 −0.6 −0.6 0.1 0.6 −0.6 −0.2
0.1 1.0 −0.2 −0.6 0.1 0.1 −0.6 −0.6 0.1 0.6 −0.6 −0.2
−0.2 −0.2 1.0 −0.2 −0.2 −0.2 0.6 −0.2 −0.2 0.2 −0.2 0.2
−0.6 −0.6 −0.2 1.0 −0.6 −0.6 0.2 0.2 −0.6 −0.2 0.2 −0.2
0.1 0.1 −0.2 −0.6 1.0 0.1 −0.6 −0.6 0.1 0.6 −0.6 −0.2
0.1 0.1 −0.2 −0.6 0.1 1.0 −0.6 −0.6 0.1 0.6 −0.6 −0.2
−0.6 −0.6 0.6 0.2 −0.6 −0.6 1.0 0.2 −0.6 −0.2 0.2 0.6
−0.6 −0.6 −0.2 0.2 −0.6 −0.6 0.2 1.0 −0.6 −0.2 0.2 −0.2
0.1 0.1 −0.2 −0.6 0.1 0.1 −0.6 −0.6 1.0 0.6 −0.6 −0.2
0.6 0.6 0.2 −0.2 0.6 0.6 −0.2 −0.2 0.6 1.0 −0.1 −0.6
−0.6 −0.6 −0.2 0.2 −0.6 −0.6 0.2 0.2 −0.6 −0.1 1.0 0.6
−0.2 −0.2 0.2 −0.2 −0.2 −0.2 0.6 −0.2 −0.2 −0.6 0.6 1.0

(3.104)
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Zum Testen des Hopfield-Netzes legt man die bereits trainierten Datensa¨tze ein zweites Mal
an. Fu¨r diesen Fall muß immer eines der Netze beim Vergleich der Ausgangssignale mit dem
angelegten Datensatz einen Fehler=0 ergeben. Das Netz mit der anderen Klassen liefert dagegen
einen von Null verschiedenen Fehlerwert zuru¨ck. Das Netz mit dem geringeren Fehler ordnet
schließlich die gesuchte Klasse zu.
Die Tab.: 3.19 zeigt, wie erwartet, die korrekten Ergebnisse, d.h. alle 10 Datensa¨tze wurden rich-
tig klassifiziert. Der Fehlerwert von z.B. 5 bedeutet, dass genau 5 Bits vom richtigen Bitmuster
abweichen.
Nr. Fehler Netz 1 Fehler Netz 2 erkannte Klasse Referenzwert der Klasse
1 0 3 10 10
2 0 4 10 10
3 4 0 1 1
4 0 5 10 10
5 0 4 10 10
6 4 0 1 1
7 5 0 1 1
8 4 0 1 1
9 3 0 1 1
10 0 3 10 10
Tab.: 3.19: Ergebnisse des Hopfield-Netzes fu¨r 10 Datensa¨tze
Fu¨r konkrete Anwendungen sollten sich die Fehlerwerte der nicht zutreffenden Klassen mo¨glichst
deutlich vom Fehlerwert der zutreffenden Klasse unterscheiden. Der relative Fehlerwert eignet
sich daher als Integritywert. Bei einer Byte-Darstellung der Attributswerte kann der maximale
Fehler 8x2, d.h. 16 Einheiten betragen. Damit folgt gema¨ß der Formel fu¨r die Integrity bei einem
Fehler 0 ein Wert von 100%. Beim 4. Datensatz liefert die Gl. 3.105 einen Wert von
r =
(
1− 5
16
)
= 68, 75% (3.105)
Dieser Wert fu¨r eine falsche Klasse unterscheidet sich deutlich von den 100% fu¨r die richtige
Klasse.
Bei der programmtechnischen Umsetzung eines Hopfield-Netzes sind die folgenden Ein-
sparungen an Rechenzeit und Speicherplatz mo¨glich:
• Wegen der Symmetrie der Gewichte genu¨gt es, nur die eine Ha¨lfte der Matrix 3.103
bzw. der Matrix 3.104 zu berechnen.
• Die Division durch die Anzahl M der Datensa¨tze in der Summenformel 3.96 braucht
nicht ausgefu¨hrt zu werden, wenn dafu¨r das Gewicht der Eingangskana¨le auf M
gesetzt wird. Dies bedeutet eine enorme Reduktion an Rechenzeit und Speicherplatz,
denn die alle Berechnungen fu¨r das Hopfield-Netz lassen dann ausschließlich im
Integer-Format ausfu¨hren.
• Das Gewicht der Eingangskana¨le, das wie eben begru¨ndet, auf den Wert M gesetzt
wird, ermo¨glicht durch eine geringe prozentuale Abweichung von M eine Feineinstel-
lung des Hopfield-Netzes.
• Die Auswertung des Hopfield-Netzes bei der eigentlichen Klassifizierung verku¨rzt
sich durch eine Abfrage auf eine A¨nderung der Ausgangssignale zum vorherigen
Rechentakt. Meistens reichen ca. 10 Iterationen aus, die sich jedoch bei unvera¨nder-
lichen Ausgangssignalen abbrechen lassen.
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3.6.3 Ablaufsteuerung eines Hopfield-Netzes
Die Abb. 3.17 veranschaulicht die Ablaufsteuerung eines Hopfield-Netzes zur Klassifizie-
rung eines Datenbestandes in drei Klassen. drei Klassen.
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Abb.: 3.17: Ablaufsteuerung bei neuronalen Hopfield-Netzen
Die Testdaten stellen die zu klassifizierenden Datensa¨tze dar. Jedes der drei unabha¨ngigen
Netze liefert einen Ausgangsdatensatz.
Die Lerndaten, deren Datensa¨tze die Klassen enthalten, spaltet man in drei Teile gema¨ß
den drei Klassen auf und verwendet diese Teildatenbesta¨nde zur Berechnung der jeweiligen
Gewichtsmatrizen der drei Hopfield-Netze A,B und C wa¨hrend der Initialisierungphase.
Die drei Ausgangsdatensa¨tze aus den Netzen A, B und C werden mit den jeweiligen
Lerndaten der Teildatenbesta¨nde verglichen und unabha¨ngig fu¨r jede Klasse der kleinste
Betrag der entsprechenden Vektordifferenz berechnet.
Das Minimum aus den jeweils kleinsten Betra¨gen der Netze A, B und C entspricht dann
der Klasse des Testdatensatzes.
Kapitel 4
Clusterbildung
Die Verfahren der Clusterbildung unterscheidet sich von den Klassifikationsverfahren da-
durch, dass die Zuordnung der Trainingsdaten zu einer Klasse grundsa¨tzlich unbekannt
ist. Liegt z.B. ein Datensatz in Form einer Bildersammlung vor, dann entspricht die Clus-
terbildung dem Sortieren dieser Sammlung nach den unterschiedlichen Bildinhalten. Zur
sprachlichen Unterscheidung bezeichnet man die Clusterbildung auch als Gruppierung.
Ein Algorithmus zur Clusterbildung sortiert die Datensa¨tze in Gruppen mit gemeinsamen
Eigenschaften, die sich von den Eigenschaften der anderen Gruppen deutlich unterschei-
den. Im anschaulichen Beispiel einer Bildersammlung ko¨nnten sich die Bilder nach den
jeweils in ihnen enthaltenen Farbanteilen grupppieren.
Clusterbildung geho¨rt zum Lernprozeß beim Menschen. Ein Kind gruppiert (
”
clustert“)
Haustiere z.B. in Hunde und Katzen, obwohl es nicht in der Lage ist, eine genaue Definition
zu entwickeln, was Hund und Katze unterscheidet. Man bezeichnet diese Art des Lernen
als
”
unu¨berwachtes Lernen“, denn das Kind besitzt keinen Kriterienkatalag nach dem es
die Haustiere unterscheidet.
Das wirtschaftliche Interesse an der Clusterbildung besteht darin, spezifische Kundengrup-
pen in einem Datenbestand zu erkennen, ohne dass dafu¨r Auswahlkriterien zur Verfu¨gung
stehen. Solche Kundengruppen fallen durch ein von der Mehrheit der anderen Datensa¨tze
abweichendes Datenprofil auf, das z.B. Geldwaschaktivita¨ten oder Versicherungsbetrug
vermuten la¨sst.
Die meisten Verfahren zur Clusterbildung basieren auf einer Abstandsberechnung der Da-
tensa¨tze. Stellt man sich z.B. Datensa¨tze mit drei Attributen vor, dann ergibt die graphi-
sche Darstellung im 3D-Vektorraum mehrere Punktwolken, wobei jede zusammenha¨ngen-
de Punktwolke einer Gruppe, d.h. einem Cluster, entspricht. Der Cluster-Algorithmus
lernt durch Beobachten und nicht, wie beim Klassifizieren, durch die bekannten Beispiel-
klassen eines Trainingsdatensatzes.
Die Probleme, die bei der Clusterbildung auftreten ko¨nnen, sind die gleichen wie beim
Klassifizieren. Vor allem die Skalierung der Rohdaten bei unterschiedlichen Einheiten
des Attribute beeinflusst ganz wesentlich das Ergebnis der Clusterbildung. Daher ist es
besonders wichtig, die Datensa¨tze in geeigneter Weise zu normieren und von Fehlern und
Widerspru¨chen mo¨glichst weitgehend zu bereinigen.
Neben dem bereits erwa¨hnten Abstandsverfahren bietet sich die spezielle neuronale Netz-
struktur einer Kohonen-Map fu¨r die Clusterbildung an. Die entsprechende Feature Map
visualisiert den Fortschritt der rekursiven Clusterbildung besonders anschaulich und das
Kohonen-Netz ist in seiner Leistungsfa¨higkeit allen anderen Clusterbildungsverfahren weit
u¨berlegen. Allerdings erfordert das Trainieren einer Feature Map beim Programmstart
einen erheblichen Rechenaufwand.
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4.1 Abstandsverfahren
Abstandsverfahren basieren auf der Berechnung von Absta¨nden zwischen einer geringen
Anzahl von ausgewa¨hlten Datensa¨tzen, die sich als Mittelpunkte der Cluster interpretieren
lassen und allen anderen Datensa¨tzen. Interpretiert man die Zahlenwerte der m Attribute
eines Datensatzes als die Kompententen eines Vektors x = {x1, . . . , xm}, dann entspricht
die La¨nge des Differenzvektors zwischen einem Datensatz i und einem Datensatz j dem
gesuchten Abstand, der sich allgemein wie folgt berechnen la¨sst:
d(i, j) =
√
w1|xi,1 − xj,1|p + · · ·+ wn|xi,m − xj,m|p;
m∑
i=1
wi = 1; (4.1)
Das Addieren der Betra¨ge fu¨r p=1 bietet bei der Clusterbildung den Vorteil, dass Ausrei-
ßer weniger stark in die Abstandsberechnung eingehen. Mit der Gewichtung w la¨sst sich
die Wahrscheinlichkeit oder die Bedeutung der einzelnen Atrribute modellieren.
Eine besondere Bedeutung kommt der einheitlichen Normierung der Attributswerte zu.
Damit eine große Differenz zwischen einem Datensatzpaar eine entsprechende Aussage
erlaubt, mu¨ssen alle Zahlenwerte in einem einheitlichen Definitionsbereich liegen, wie z.B.
in einem Bereich von ± 100, was eine speichersparende Byte-Darstellung ermo¨glicht.
Beispiel mit RGB-Farben und 10 Datensa¨tzen
Das Verhalten einer typischen Clusterbildung la¨sst sich gut mit Farbdarstellungen veranschau-
lichen. Die Tab.: 4.1 zeigt links eine Anzahl von 10 zufa¨llig gewa¨hlten und auf ±127 skalierten
RGB-Farbkombinationen. Die rechts dargestellte Tabelle entha¨lt die entsprechenden Absta¨nde
gema¨ß der Gl. 4.2, welche einer symmetrischen Abstandsmatrix entspricht.
d(i, j) =
0.5
3
∗ (|xi,1 − xj,1|+ |xi,2 − xj,2|+ |xi,3 − xj,3)|) (4.2)
Der Faktor 0.5 begrenzt die Absta¨nde auf den Definitionsbereich des Java Byte-Typs.
n rot gru¨n blau
0 -3 45 41
1 5 4 -17
2 73 -118 14
3 29 -82 -30
4 -80 40 40
5 108 105 -40
6 84 -13 106
7 68 52 -66
8 12 96 -125
9 -85 -39 47
−→
0 1 2 3 4 5 6 7 8 9
0 0 17 44 38 13 42 35 30 38 28
1 17 0 36 20 29 37 36 26 34 32
2 44 36 0 20 56 52 34 42 69 45
3 38 20 20 0 50 46 43 34 48 39
4 13 29 56 50 0 55 47 44 52 15
5 42 37 52 46 55 0 48 19 31 70
6 35 36 34 43 47 48 0 42 68 42
7 30 26 42 34 44 19 42 0 26 59
8 38 34 69 48 52 31 68 26 0 67
9 28 32 45 39 15 70 42 59 67 0
Tab.: 4.1: Zufa¨llige Farbpunkte und Abstandsmatrix
Eine weit verbreitete Methode der Clusterbildung besteht nun darin, eine Auswahl von n Punk-
ten als die n Mittelpunkte der n Cluster anzunehmen und die restlichen Punkte gema¨ß ihrem
minimalen Abstand diesen Mittelpunkten zuzuordnen. Die Summe aller Absta¨nde fu¨r jedes
Cluster ist dann fu¨r alle Kombinationen der mo¨glichen Mittelpunkte zu minimieren.
Fu¨r das in der Tab.: 4.1 dargestellte Beispiel ko¨nnte man mit den Punkten 3 und 6 beginnen.
Dazu liefert die Abstandsmatrix die entsprechenden Zuordnungen fu¨r die verbleibenden 8 Punk-
te. Beginnend mit dem Punkt 0 folgt ein Abstand von 38 zum Mittelpunkt 3 und ein Abstand
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von 35 zum Mittelpunkt 6. Somit geho¨rt wegen des geringeren Abstandes der erste Punkt 0
zum Cluster, das sich um den Mittelpunkt 6 gruppiert. Diese Zuordnungen fu¨hrt man fu¨r alle 8
Punkte durch und segmentiert somit die Punktmenge in zwei Cluster.
Im na¨chsten Schritt ist nun die Summe aller Absta¨nde der Punkte vom Mittelpunkt ihres Clus-
ters zu berechnen. Die weiteren Absta¨nde zeigt die Tab.: 4.2:
n Mittelpunkt 3 Mittelpunkt 6
0 (38) 35
1 20 (36)
2 20 (34)
3 0 (43)
4 (50) 47
5 46 (48)
6 (43) 0
7 34 (42)
8 27 (68)
9 (48) 42
Summe 186 124
Tab.: 4.2: Abstandswerte
Die Summe aller nach der Clusterbildung verbleibenden Absta¨nde betra¨gt somit 186+124 = 310.
Der iterative Algorithmus wa¨hlt nun eine neue Kombination von Mittelpunkten und wiederholt
die Berechnungen solange, bis die Summe der verbleibenden Absta¨nde ein Minimum annimmt.
Falls diese Summe im na¨chsten Schritt mit neuen Mittelpunkten jedoch ansteigt, verwirft man
diese Iteration und speichert nur bei einer Verkleinerung der Summe die Cluster ab.
Fu¨r den Fall von drei angenommenen Mittelpunkten entstehen drei Cluster fu¨r die verbleiben-
den 7 Punkte. Das Clusterverfahren ist beendet, wenn sich bei einer bestimmten Anzahl von
Mittelpunkten das Minimum der Abstandssumme ergibt.
Beispiel mit RGB-Farben und 100 Datensa¨tzen
Die Abb. 4.1 visualisiert in Form von Farbbalken das Ergebnis des beschriebenen Abstandsver-
fahrens fu¨r zufa¨llig gewa¨hlte 100 Farben, die um 6 Mittelpunkte gruppiert wurden. Die oberste
Reihe der Farbbalken stellt die gegebenen Farben dar. Der jeweils erste Farbbalken am Beginn
der nachfolgenden Cluster zeigt die Farbe des nach 1000 Iterationen ermittelten Mittelpunk-
te. Deutlich ist die Na¨he der nach rechts aufgetragenen einzelnen Farbbalken zum jeweiligen
Mittelpunkt am Anfang der Clusterstreifen zu erkennen.
Abb.: 4.1: Gruppierung von Farbbalken in 6 Cluster
Die Anzahl von nur 6 Mittelpunkten ist offensichtlich zu gering, um die Vielzahl der unterschied-
lichen Farben zu gruppieren. Daher tauchen z.B. in der untersten gru¨nen Farbbalkenreihe falsch
gruppierte hellbraune Farbbalken auf.
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Zum Vergleich zeigt die Abb. 4.2 die Gruppierungen fu¨r 16 Mittelpunkte bei ebenfalls zufa¨llig
gewa¨hlten 100 Farben. Wie zu erkennen ist, enthalten die einzelnen Cluster nun die jeweils
zusammengeho¨renden Farben. Je ho¨her man die Anzahl der Mittelpunkt wa¨hlt, desto besser
gelingt die Aufteilung der Farben in Gruppen. Eine fehlerfreie Gruppierung stellt sich dann ein,
wenn die Zahl der Mittelpunkte mit der Anzahl der unterschiedlichen Farben u¨bereinstimmt.
Allerdings liegt dann keine Gruppenbildung mehr vor.
Abb.: 4.2: Gruppierung von Farbbalken in 16 Cluster
Ein interessanter Sonderfall ergibt sich bei 3 Mittelpunkten, wenn die die gegebenen 100 Farben
nur aus den drei Grundfarben RGB bestehen. Jetzt gruppieren sich die Cluster fehlerfrei in die
RGB-Farben.
Abb.: 4.3: Gruppierung von RGB-Farbbalken in 3 Cluster
Bewertung der Abstandsverfahren
Abstandsverfahren erfordern eine manuelle und in diskreten Stufen vom Anwender vorzu-
gebende Anzahl der Cluster, was einen gravierenden Nachteil bedeutet. Die Konvergenz
der Iteration ist nicht grundsa¨tzlich sichergestellt, la¨sst sich jedoch durch verfeinerte Opti-
mierungsalgorithmen, wie z.B. einem genetischen Algorithmus, verbessern. Der besondere
Vorteil der Abstandsverfahren liegt in der einfachen Programmierung. Allerdings steigt
bei einer großen Anzahl von Datensa¨tzen mit vielen mo¨glichen Mittelpunkten der Rechen-
aufwand enorm an.
Ausreißer lassen sich bei Abstandsverfahren gut erkennen, denn ihr Abstand zu ihrem
Cluster-Mittelpunkt ist statistisch gesehen erheblich gro¨ßer als der mittlere Abstand eines
Datensatzes zu seinem Cluster.
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4.2 Neuronale Kohonen-Netze
Stellt man sich ein neuronales Netz mit beliebigen Verbindungen vor, dessen Neuronen
jeweils eine Leuchtdiode tragen, dann la¨sst sich die Aktivita¨t der Neuronen durch ein
Aufleuchten seiner Diode visualisieren. Die Abb. 4.4 zeigt in der linken oberen Ha¨lfte
den Zustand des Netzes nach dem Anlegen eines Eingangsmusters A an. Die Darstel-
lung oben rechts visualisiert den Zustand dieses neuronalen Netzes nach dem Anlegen
eines Eingangsmusters B. Das Aufleuchten der Dioden ha¨ngt vom Trainingszustand des
neuronalen Netzes ab und die aktiven Neuronen weisen keine Ordnungsmuster auf.
Die unteren beiden Bilder der Abb.: 4.4 stellen die gleiche Situation beim Anlegen des
Musters A (Bild links unten) und des Musters B ( Bild rechts unten) dar, allerdings sorgte
bei diesem neuronalen Netz der Trainingsalgorithmus dafu¨r, dass die Art des angelegten
Musters aus der Position der aktiven Neuron ablesbar ist. Immer wenn ein dem Muster A
a¨hnliches Muster am neuronalen Netz anliegt, aktivieren sich die Neuronen in der oberen
linken Ecke und dem Muster B a¨hnliches Eingangssgnale erkennt man am Aufleuchten
der Dioden in der rechten unteren Ecke. Man bezeichnet eine derartige Netzstruktur, die
von T. Kohonen [21] erstmalig vero¨ffentlicht wurde, als eine selbstorganisierende Karte
(SOM) und die entsprechenden graphischen Darstellungen als Feature Map.
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Abb.: 4.4: Zufa¨lliges und selbstorganisierendes Neuronen-Cluster
Selbstorganisierende Karten empfinden die Aktivita¨t der natu¨rlichen Neuronen im bio-
logischen Gehirn nach, denn die Messung der Gehirnstro¨me la¨sst auch hier abgegrenzte
Bereiche erkennen, die bei bestimmten Gehirnfunktionen
”
aufleuchten“, wie dies aus der
Abb.: 4.5 hervor geht. Ein ku¨nstliches neuronales Netz sollte a¨hnliche Leuchtmuster zei-
gen, denn in diesem Fall sind die Schaltwege minimiert und es entsteht eine rechnende
Intelligenz, die sich hervorragend zur maschinellen Clusterbildung eignet.
Die Abb. 4.6 stellt den Aufbau des von T. Kohonen vorgeschlagenen neuronalen Net-
zes dar. Die Eingangssignale gelangen parallel auf alle Neuronen. Fu¨r jedes Neuron ist
das Skalarprodukt aus dem Vektor der Eingangssignale und dem Vektor der neuronalen
Gewichte zu bilden.
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Abb.: 4.5: Aktive Gehirnbereiche (Spektrum der Wissenschaft, Dossier 4/97)
Abb.: 4.6: Aufbau eines neuronalen Kohonen-Netzes
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Das Lernprinzip ist denkbar einfach:
Das Neuron mit dem gro¨ßten Betrag des Skalarproduktes
”
gewinnt“.
Das gewinnende Neuorn beeinflusst mit seinen Gewichten die Gewichte der umliegenden
Neuronen, die zu Beginn der Trainingsla¨ufe zufa¨llige Werte annehmen. An dieser Stelle
sei nochmal auf eine sorgfa¨ltige Normierung der Eingangssignale hingewiesen, denn sonst
wu¨rde durch ein zu groß skaliertes Eingangssignal das falsche Neuron gewinnen.
Fu¨r die Programmierung empfehlen sich vektororientierte Schreibweisen. Numerisch ist es
gu¨nstiger, statt dem Betrag des Skalarproduktes die La¨nge des Differenzvektors aus dem
Vektor der Eingangssignale und dem Vektor der Neuronengewichte zu berechnen, wobei
dann das Neuron mit dem minimalen Betrag dieses Differenzvektors
”
gewinnt“.
Vektor der Eingangssignale: x = {x1, . . . , xk}
Matrix der Neuronengewichte: W = {wi,j,k}
Zeilen der Feature Map: N ; 1 ≤ i ≤ N
Spalten der Feature Map: M ; 1 ≤ j ≤M
Anzahl der Eingangssignale: K; 1 ≤ k ≤ K
Gewinner-Neuron: z = {imin, jmin}
Neuronendifferenz: di,j =
K∑
k=1
(Wi,j,k − xk)2
Update des Gewinner-Neurons: W neuimin,jmin,k = W
alt
imin,jmin,k − γ · dimin,jmin
Update der Umgebung: W neui,j,k = W
alt
i,j,k − α · γ · di,j; i, j 6= imin, jmin
Lernrate fu¨r das Gewinner-Neuron: γ ≤ 1.0
Lernrate fu¨r die Umgebung: α ≤ γ
(4.3)
Der Algorithmus basiert auf den folgenden Stufen:
1. Zufa¨lliges Setzen der Anfangwerte der 3-dimensionalen Gewichts-Matrix
2. Anlegen des Input-Vektors x und Berechnen aller Differenzen
3. Auswahl des Neurons mit der geringsten Differenz
4. Update der Gewichte in der Umgebung des gewinnenden Neurons
5. Fortsetzung mit Punkt 2 bis die Feature Map stabil bleibt.
Bei speziellen Anwendungen empfielt es sich, die Anfangswerte der Feature Map nicht
zufa¨llig zu setzen, sondern mit einigen typischen Datensa¨tzen aus dem Trainingsdaten die
Feature Map so zu initialisieren, dass eine mo¨glichst rasche Konvergenz eintritt.
Eine Erweiterung der 2D-Maps stellen die ra¨umlichen Feature Maps dar, bei der auch in
der dritten Dimension Neuronen angeordnet werden. Dadurch erho¨ht sich die maschinelle
Intelligenz und gleichzeitig besteht die Mo¨glichkeit einer anschaulichen Visualisierung der
Dynamik des Trainingsverlaufes.
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Beispiel fu¨r die Clusterbildung von 100 RBG-Farben
Die Abb. 4.7 stellt die Feature Map dar, wie sie sich nach 10 Durchla¨ufen bei einem Datensatz von
100 monochromen RGB-Farben ergibt. Die Feature Map besteht aus 8 Zeilen und 12 Spalten. Der
Radius der Umgebung eines Gewinner-Neurons liegt bei 3 Neuronen. Die Wert der Lernparmater
lauten γ = α = 1.0. Das neuronale Netz gruppiert die rechts in der Graphiken dargestellten 100
Farben problemlos in die drei RGB-Komponenten.
Abb.: 4.7: Feature Map einer Farben-Gruppierung von 100 Farben Rot, Gru¨n oder Blau
Erho¨ht man die Feature Map auf 40 Zeilen und 50 Spalten und wa¨hlt zufa¨llig 100 RGB-Farben
aus den ca. 16 Millionen mo¨glichen Farben aus, dann nimmt die Feature Map die in der Abb.:
4.8 gezeigte Gestalt an.
Abb.: 4.8: Feature Map einer Farben-Gruppierung von 100 zufa¨lligen RGB-Farben
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Bei einer weiteren Vergro¨ßerung des Neuronegitters auf 110x80 Neuronen und bei einer zu clus-
ternden Serie von 800 RGB-Farben sieht die Feature Map nach 100 Trainingszyklen bzw. nach
30s Rechenzeit die in der Abb.: 4.9 gezeigte Gestalt an. Ein Blick auf die Abb.: 4.9 besta¨tigt,
dass die zufa¨llig gewa¨hlten 800 verschiedenen Farbkombinationen nur aus drei RGB Grund-
farben bestehen. Dies ist eine erstaunliche Leistung des neuronalen Netzes, das mittels seiner
maschinellen Intelligenz autonom diese RGB-Cluster erkennen konnte.
Abb.: 4.9: 120x80 Feature Map fu¨r 800 zufa¨llige RGB-Farben
Bei konkreten Anwendungen bietet sich die Kombination der beiden Verfahren des Klas-
sifizierens und des Clusterns an. Dazu clustert man die Trainingsdaten und markiert dann
farblich in der Feature Map die bekannten Klassen der Datensa¨tze.
Die Abb.: 4.10 stellt die Feature Map eines neuronalen Kohonen-Netzes dar. Die roten
bzw. gru¨nen Bereiche visualisieren die beiden Klassen einer Datei, die aus 8000 pro-
tokollierten Datensa¨tzen einer speziellen EBay-Auktion besteht. Jede einzelne Auktion
entspricht einem Element in der Graphik. Die schwarzen Bereiche markieren jene Da-
tensa¨tze, die der noch nicht abgeschlossene Trainingsalgorithmus einer falschen Klasse
zuordnet. Die Datei stammt aus dem Data Mining Cup 2006 und dient als Datenbasis zur
Vorhersage erfolgreicher EBay-Auktionen.
Abb.: 4.10: Kombination von Klassifizieren und Clustern
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4.3 Clusterbildung mit graphischen Daten
Das neuronale Kohonen Netz bietet sich fu¨r die Clusterbildung von Bildersammlungen an.
Bestimmte Teilmengen einer Bildersammlung unterscheiden sich von anderen Teilmengen.
Als Beispiel fu¨r die Clusterbildung dient eine Fotoserie mit 32 Bildern, die eine Wanderung
in den Alpen dokumentieren. Die Bildersammlung teilt man nun in 16 Trainingsbilder und
in 16 Testbilder auf. Die Abb.: 4.11 stellt in den beiden oberen Reihen das Trainingsset
und in den unteren beiden Bilderreihen das Testset dar.
Abb.: 4.11: Trainings- und Testset einer Bildersammlung
Die Abb.: 4.12 zeigt die Feature Map nach der Initialisierung.
Abb.: 4.12: Anfangszustand der Feature Map nach dem Initialisieren mit dem Trainingsset
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Das Setzen der Anfangswerte der Feature Map mit den 16 Bildern des Trainingssets
begu¨nstigt die Konvergenz, denn es dauert lange bis aus Zufallszahlen Bilder entstehen,
die mit den Trainingsbildern vergleichbar sind. Die einzelnen Elemente der Feature Map
tragen die Nummer des jeweiligen Bildes. Die -1 bedeutet, dass Zufallszahlen vorliegen.
Nach 15 Rechenschleifen entsteht die stabile Feature Map der Abb.: 4.13. Deutlich lassen
sich die verschiedenen Cluster unterscheiden. Jede Bildgruppe kennzeichnet ein gemein-
sames Bildmotiv, wie z.B. die Gipfelbilder im Cluster 3, der Bergru¨cken des
”
Hohen Ifen“
im Cluster 14, die Gesteinsformationen im Cluster 11, usw.
Abb.: 4.13: Stabiler Zustand der Feature Map nach 20 Iterationen
Die Abb.: 4.14 stellt die Ergebnisse fu¨r das Aufschalten der Testbilder auf die Feature
Map dar. Die linke Spalte entha¨lt die Testbilder und die rechte Spalte das entsprechende
gewinnende Element der Feature Map.
Die Testbilder 0,1,2,3 und 5 weisen eine große A¨hnlichkeit mit den beiden Gipfelbildern
aus dem Trainingsset (siehe Abb. 4.11) auf. Obwohl diese Testbilder im Trainingsset nicht
vorhanden sind, erfolgt eine richtige Zuordnung.
Das Bild 4 fehlt ebenfalls im Trainingsset. Das Kohonen-Netz wa¨hlt dazu das Trainingsbild
der Gesteinsformation aus. Allerdings nimmt die Differenz aus den beiden Pixelbildern
einen maximalen Wert an. Daraus la¨sst nun ableiten, dass es sich beim Testbild 4 um einen
Ausreißer handelt. Das ist auch tatsa¨chlich der Fall, denn die Trainingsbilder enthalten
keinerlei Geba¨udemotive.
Die Testbilder 6 und 9 bis 15 liefern relativ gut u¨bereinstimmende Bilder aus dem Trai-
ningsset. Bei den Bildern 7 und 8 fehlt das entsprechende Bild im Trainingsset. Deshalb
geho¨ren diese Bilder zusammen mit dem Bild 4 zu einem eigenen Cluster von Ausreißern.
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Abb.: 4.14: Test der Bild-Cluster durch das Aufschalten der Testbilder auf die Feature Map
Kapitel 5
Vorhersage von Zeitreihen
Unter dem Begriff der Vorhersage von Zeitreihen versteht man die Auswertung einer zeit-
lichen Folge von Daten, die von einem Startzeitpunkt t1 bis zum momentanten Zeitpunkt
t2 vorliegen. Neben den statistischen Parametern, wie Mittelwert, Varianz und Erwar-
tungswert, gilt das große Interesse vor allem der Vorhersage des zuku¨nftigen Verlaufes
des Daten bis zum Zeitpunkt t3, wobei gilt t1 < t2 < t3. Die Daten selbst setzen sich aus
einem deterministischen Signal mit einem u¨berlagerten Rauschen zusammen, wobei beide
Signaltypen nicht-linear und nichtstationa¨r sein ko¨nnen.
Eine serio¨se Vorhersage von Daten erfordert als Grundvoraussetzung einen tatsa¨chlich
vorhandenen inneren Zusammenhang der Daten, fu¨r den die Autokorrelationsfunktion ein
quantitatives Maß im Wertebereich von ±100% liefert. Allerdings ist Vorsicht geboten,
denn die von Null verschiedenen Werte der Autokorrelationsfuktion ko¨nnen sich zufa¨llig
ergeben und stellen daher keine hinreichende Bedingung fu¨r die Existenz eines inneren
Zusammenhanges dar.
Entsprechend der Herkunft der Daten unterscheidet man zwischen zwei grundsa¨tzlichen
Methoden der Vorhersage von Zeitreihen.
• Die Daten basieren auf bekannten physikalischen Grundgesetzen oder mathemati-
schen Funktionen. In diesem Fall gleicht man die in der Regel stark verrauschten
Daten mit geeigneten mathematischen Funktionen mittels einer Regressionsanaly-
se aus. Z.B eignen sich zur Vorhersage der Position einer bewegten Masse gema¨ß
dem Newtonschen Gesetz Polynome zweiter Ordnung. Der Versuch, bei einem vor-
handenen, jedoch mathematisch unbekannten inneren Zusammenhang, trotzdem ein
mathematisches Modell anzunehmen, fu¨hrt bei der Regression zwar zu minimalen
Fehlerquadraten, aber die eigentliche Vorhersage der Zeitreihe misslingt.
• Die Daten weisen einen vo¨llig unbekannten inneren Zusammenhang auf, d.h. es
existiert kein mathematisches Modell. Unter dieser Voraussetzung wa¨hlt man zur
Vorhersage von Zeitreihen die Methoden der neuronalen Netze, bei denen die vor-
liegenden Daten mit einem Trainingsalgorithmus
”
gelernt“ werden. Bei einer Ein-
Schritt-Vorhersage der Daten eignen sich vorwa¨rts gekoppelte neuronale Netzstruk-
turen. Ru¨ckgekoppelte Netzstrukturen ermo¨glichen auch Mehr-Schritt Vorhersagen.
Tyische Beispiele stellen alle Arten von Finanzdaten dar, die sich - falls tatsa¨chlich
ein innerer Zusammenhang der Daten existiert - erfolgreich mittels Elman- oder
Jordan-Netzen vorhersagen lassen.
Die Bewertung einer Vorhersage basiert auf der normierten Differenz zwischen einem
vorhergesagten Signal und dem spa¨ter tatsa¨chlich eintreffenden Signal.
79
80 Data Mining Verfahren: Regressionsverfahren zur Vorhersage von Zeitreihen
5.1 Vorhersage mittels nicht-linearer Regression
Eine Vorhersage mittels Regression basiert auf der Extrapolation eines mathematischen
Modells, das den inneren Zusammenhang der vorliegenden und zu analysierenden Daten
na¨herungsweise beschreibt. Daher gilt es zuerst, die beiden folgenden Bedingungen zu
kla¨ren:
• Feststellen, ob ein innerer Zusammenhang u¨berhaupt bestehen kann durch die Be-
rechnung der Auto-Korrelationsfunktion als notwendige Bedingung fu¨r die Existenz
dieses Zusammenhanges.
• Aufstellen eines mathematischen Modells in Form eines Gleichungssystems, das die
physikalischen oder die mathematischen Zusammenha¨nge, die den Daten zu Grunde
liegen, na¨herungsweise beschreibt.
Beispiel eines simulierten Datensatzes
Das Beispiel veranschaulicht die Vorgehensweise bei der U¨berpru¨fung der Voraussetzungen fu¨r
ein erfolgreiches Regressionsverfahren. Die n Testdaten setzen sich aus einem parabelfo¨rmigen
Verlauf und einem u¨berlagerten chaotischen Signalverlauf gema¨ß den Gleichungen 5.1 mit der
Taktvariablen k zusammen:
uk = kn +
k2
n2
;
vk = 4 · vk−1 · (1.0− vk−1); v0 = 0.1
yk = uk + b · vk; b = 0.25
(5.1)
Die Berechnung der Auto-Korrelationsfunktion erfolgt mit den Gl.: 5.2. Dazu teilt man den aus
n Daten bestehenden Datensatz in zwei gleiche Teile (g,h) der La¨nge n/2 und bestimmt fu¨r
jede der beiden Ha¨lften den Mittelwert (mg,mh) und die Varianz (σ2g , σ
2
h). Die gesuchte Auto-
Korrelationsfunktion ergibt sich dann aus der Auto-Kovarianz, die mittels der Teilvarianzen
noch auf den Definitionsbereich von ±1 zu normieren ist.
gk = yk
hk = yk+τ
nn = n2
mg = 1nn
nn∑
k=1
gk
mh = 1nn
nn∑
k=1
hk
σ2g =
1
nn
nn∑
k=1
(gk · gk)−m2g
σ2h =
1
nn
nn∑
k=1
(hk · hk)−m2h
ρτ =
1
nn
nn∑
k=1
(gk · hk)−mgmh√
σ2gσ
2
h
(5.2)
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Die Abb. 5.1 stellt vor dem Hintergrund der simulierten Daten, die mit blauen Punkten markiert
sind, den Verlauf des Betrages der Auto-Korrelationsfunktion fu¨r 200 Daten dar. Gesucht ist
der weitere Verlauf der Daten im Intervall bis zum Zeittakt von 300. In U¨bereinstimmung mit
der Theorie, beginnt die Auto-Korrelationsfunktion bei 100% und klingt nur bis auf ca. 20%
ab, d.h. es liegt hier ein innerer Zusammenhang der entsprechend simulierten Daten vor und
die Vorhersage auf der Basis der Regressionsanalyse und des bei der Simulation angesetzen und
daher bekannten parabelfo¨rmigen zeitlichen Verlaufs der Daten ist sinnvoll.
-
Korrelation
Zeitreihe
Zeittakt
Abb.: 5.1: Verlauf derAuto-Korrelationsfunktion und der simulierten Daten
Die na¨chste Aufgabe besteht darin, ein geeignetes mathematisches Modell aufzustellen,
das den inneren Zusammenhang der Zeitfolge beschreibt. Bei den simulierten Daten, auf
denen die obige Abb. : 5.1 basiert, eignet sich als Modell die allgemeine Gleichung einer
Parabel, deren Koeffizienten die Regressionsalgorithmen liefern.
Fu¨r den ha¨ufigen Fall, dass die Vorhersagewerte einen zu hohen Fehler aufweisen, kann
man mittels der Autokorrelationsfunktion die La¨nge des Intervalls des Regressionsverfah-
rens anpassen oder auch und mehrere konkurrierende mathematische Modelle einsetzen.
Bei den einzelnen Datensa¨tzen empfiehlt sich eine Gewichtung, die sich am Erwartungs-
wert der Daten orientiert.
Eine weitere hilfreiche Maßnahme besteht in der Erweiterung der Regressionsalgorithmen
um einen Stabilita¨tsfaktor  entsprechend der Gl. 5.3 zur Steigerung der Robustheit der
Matrizeninversion.
(HTH)−1 −→ (HTH + I)−1 (5.3)
Die Gl. 5.4 beschreibt die Qualita¨t einer Vorhersage durch den Integritywert. Die Integrity
nimmt den Wert 100% fu¨r den Fall an, dass die Vorhersage mit dem tatsa¨chlichen Wert
u¨bereinstimmt. Als normierender Maximalwert dient der Betrag des Maximalwertes der
vorliegenden Daten.
Integrity =
(
1− |Differenz||Maximalwert|
)
· 100%; −100% ≤ Integrity ≤ 100% (5.4)
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5.2 Beispiel einer Regression
Das mathematische Modell fu¨r die in diesem Beispiel simulierten Daten lautet:
yModell = a+ b · k + c · k2 (5.5)
Fu¨r jeden Wert y der Daten sollte diese Gl.: 5.5 na¨herungsweise gelten. Somit la¨sst sich
ein u¨berbestimmtes lineares Gleichungssystem fu¨r die vorliegenden 200 Daten aufstellen,
das in Form einer Matrizen-Vektor Darstellung wie folgt lautet und nach a,b,c aufzulo¨sen
ist: 
1 1 1
1 2 4
1 3 9
1
...
...
1 200 2002

·
ab
c
 =

y1
y2
y3
...
y200

(5.6)
Die Lo¨sung eines u¨berbestimmten Gleichungssystems gelingt mit der klassischen Methode
der kleinsten Fehlerquadrate, bei der die quadratische Betragssumme der einzelnen Abwei-
chungen zwischen den Funktionswerten des mathematischen Modells und den tatsa¨chlich
vorliegenden Daten gebildet und anschließend mininmiert wird. In der Matrizen-Vektor-
Schreibweise la¨uft dies auf die Inversion einer quadratischen Matrix hinaus, wobei die
Ordnung der Matrix der Anzahl der unbekannten Koeffizenten entspricht.
Ordnet man dem mathematischen Modell die rechteckige Matrix H zu, bringt die einzelnen
zu bestimmenden Koeffizienten in einem Vektor a unter und fasst die Daten in einem
Vektor y zusammen, dann gilt allgemein:
H · a = y (5.7)
Die Gl. 5.7 la¨sst sich von links mit der transponierten H-Matrix multiplizieren. Dadurch
entsteht eine quadratische Matrix HTH, die invertierbar ist. Die Matrix P# bezeichnet
man anschaulich als pseudo-inverse Matrix.
HTH · a = HT · y (5.8)
a = (HTH)−1 ·HT · y (5.9)
P# = (HTH)−1 ·HT (5.10)
a = P# · y (5.11)
a = P# · y (5.12)
Die Vorhersage der Daten erfordert nur noch die Extrapolation des mathematischen Mo-
dells, dessen Koeffizienten a sich nach der Multiplikation der Pseudo-Inversen mit dem
Vektor y der vorliegenden Daten entsprechend der Gl. 5.12 berechnen lassen.
Fu¨r die vorliegenden simulierten Daten ergibt sich nach der Auswertung der Gl.: 5.13 eine
Vorhersage z,
z = a1 + a2 · k + a3 · k2; k > 200; (5.13)
die zusammen mit den gegebenen Daten und dem Verlauf des mathematischen Modells in
der Abb.: 5.2 graphisch dargestellt ist. Die Vorhersage (rot) erkennt, dass die Werte der
zuku¨nftigen Daten abnehmen, was durch das Betrachten der gegebenen Daten (blau) nicht
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Abb.: 5.2: Vorhersage von simulierten Daten auf der Basis von 200 Datensa¨tzen
-
Regression Vorhersage
Zeittakt
Abb.: 5.3: Vorhersage von simulierten Daten auf der Basis von 100 Datensa¨tzen
erkennbar ist. Falls es sich bei den simulierten Daten um Kursschwankungen gehandelt
ha¨tte, wa¨re diese Vorhersage sehr hilfreich gewesen.
In der Abb.: 5.3 wurde das Regressionsintervall halbiert. Trotz der damit verbundenen
Halbierung der Datenbasis ermo¨glicht das Verfahren eine exakte Vorhersage des Zeitver-
laufes.
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Schaltet man die Simulation der Daten auf einen periodischen zeitlichen Verlauf um und
beha¨lt trotzdem das mathematische Modell einer Parabel bei, dann treten, wie in der
Abb.: 5.4 dargestellt, in beiden Fa¨llen trotz der nach wie vor vorhandenen Autokorrela-
tion falsche Vorhersagewerte auf, wobei die gro¨ßere Datenbasis von 200 Daten besonders
fehlerhafte Vorhersagen produziert.
Die Abb.: 5.4 veranschaulicht deutlich die ganze Problematik, die bei der Vorhersage
auf der Basis eines Regressionsverfahrens auftritt. Wenn man das mathematische Modell
des Verlaufs von Zeitreihen nicht wenigstens na¨herungsweise kennt oder davon ausgehen
muß, dass sich das Modell in Abha¨ngigkeit von der Zeit vera¨ndert, dann sollte man ein
Regressionsverfahren zur Vorhersage von Zeitreihen meiden.
-
Regression Vorhersage
Zeittakt
-
Regression Vorhersage
Zeittakt
Abb.: 5.4: Falsches mathematisches Modell fu¨r 200 (oben) bzw. 100 (unten) Regressionsdaten
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5.3 Vorhersage mit neuronalen Netzen
Neuronale Netze eignen sich besonders gut zur Vorhersage von Zeitreihen. Im Gegensatz zu
den Regressionsverfahren, die stets die Annahme eines mathematischen Modells erfordern,
”
lernt“ das neuronale Netz die inneren Zusammenha¨nge in den Datensa¨tzen durch die
Konvergenz eines geeigneten algorithmischen Verfahrens.
Als neuronale Netzstruktur zur Datenvorhersage empfiehlt sich grundsa¨tzlich ein ru¨ck-
gekoppeltes Netz, mit dem sich dynamische Ausgangssignalfolgen erzeugen lassen. Im
Hinblick auf die numerische Berechenbarbeit der Gewichte des neuronalen Netzes und die
erforderliche rasche Konvergenz der Trainingsalgorithmen eignen sich vor allem jene neu-
ronalen Netze, die in der Literatur als Jordan- oder Elman-Netze bekannt sind und die in
vielfa¨ltigen praktischen Anwendungen ihre Tauglichkeit erfolgreich unter Beweis stellen.
Jordan- oder Elman-Netze basieren auf vorwa¨rts gekoppelten Perceptron-Netzen, die aus
einer Eingangs- Zwischen- und Ausgangsschicht bestehen und bei denen die Ausgangssi-
gnale der Ausgangsschicht (Jordan-Typ) bzw. der Zwischenschicht (Elman-Typ) zusa¨tz-
lich zu den Neuronen in der Eingangsschicht gelangen. Durch das Setzen aller Ru¨ck-
kopplungsgewichte auf Eins, entfa¨llt das Trainieren dieser Gewichte und der bekannte
Backpropagation-Algorithmus, der eigentlich nur fu¨r reine Perceptron-Netze gilt, la¨sst
sich auf diesen Sonderfall eines ru¨ckgekoppelten Netzes mit geringen Anpassungen an-
wenden.
Die Abb.: 5.5 stellt die Struktur eines speziellen Netztyps dar, der sich aus dem Jordan-
und dem Elman-Netz zusammensetzt. In diesem Fall gelangen die Ausgangssignale der
Zwischenschicht, ebenso wie die Signale der Zwischenschicht, auf den Eingang der Ein-
gangschicht. Das Netz selbst besteht aus zwei Eingangs-, drei Zwischen- und zwei Aus-
gangsneuronen. Der jeweils oberste Eingang der beiden Eingangsneuronen nimmt den
Zeittakt auf. Dann folgen die eigentlichen Eingangssignale, die den Abtastwerten des
Trainingsdatensatzes entsprechen. Die Struktur dieses Netzes ist durch die folgenden Pa-
rameter festgelegt:
L → Anzahl der Ausgangsneuronen,
La¨nge des Vorhersage-Intervalles und
Anzahl der Datenkana¨le
N → Anzahl der Eingangsneuronen
K → Anzahl der Neuronen der Zwischenschicht
Gewichte → 2(1 + L+ L+K) +K · L+ L ·K
(5.14)
Liegen 10 Trainingsdaten vor, dann lautet die Folge der Indizes z.B. fu¨r zwei Eingangssi-
gnale:
Inputkanal → (1, 2), (3, 4), (5, 6), (7, 8)
Outputkanal → (3, 4), (5, 6), (7, 8), (9, 10) (5.15)
Diese Art der Signalaufschaltung bedeutet, dass ein ganzes Intervall von Signalen an den
Eingang des Netzes gelangt und dann nach Abschluss der Trainingsphase am Ausgang
des Netzes das Intervall der zuku¨nftigen Signale erscheinen soll. Die restlichen Signale der
Eingangsneuronen stammen aus der ru¨ckgekoppelten Zwischen- bzw. Ausgangschicht.
Die Recallphase dient zur Vorhersage der Zeitreihe und erfordert mehrere Durchla¨ufe,
damit sich ein stabiles Ausgangsignal einstellt. Am Ausgang des neuronalen Netzes liegt
dann das vorhergesagte Intervall aus L Signalen an.
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Abb.: 5.5: Struktur des ru¨ckgekoppelten neuronalen Jordan-Elman Netzes
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Das Trainieren der Gewichte basiert auf der Methode des u¨berwachten Lernens (
”
super-
wised training“). Dazu setzt man zu Beginn per Zufallsgenerator die Gewichte, legt die
Eingangssignale an das Netz, berechnet die Ausgangssignale und bildet anschließend die
Differenz zu den gewu¨nschten Ausgangssignalen. Diese Differenz entspricht dem Fehler des
Netzes. Schließlich vera¨ndert man die Gewichte so, dass der Fehler gegen Null konvergiert.
Dann beginnt ein neuer Rechenlauf, den man als Trainieren bezeichnet.
Das Vera¨ndern der Gewichte, also das Lernen, ist allerdings nicht so einfach, denn es
sind bei einer Anzahl von m Eingangssignalen eine Anzahl von m Ausgangsmustern zu
trainieren. Hat z.B. das Netz das erste Muster vollsta¨ndig gelernt, dann darf es beim
Trainieren des zweiten Musters auf keinen Fall das erste Muster wieder wegtrainieren
(vergessen). Deshalb trainiert man die gewu¨nschten Ausgangssignale nur teilweise und
sequentiell an und wiederholgt die Trainingsla¨ufe zyklisch.
Das Vera¨ndern der Gewichte basiert wieder auf dem biologischen Modell des Lernens.
Gema¨ß der Lernregel nach Hebb gilt:
∆wi,j = γ · outputi · outputj 0 ≤ γ ≤ 1 (5.16)
Die A¨nderung ist mit einem Faktor γ proportional dem Produkt aus dem Ausgangssignal
und dem Eingangssignal des Neurons. γ stellt die Lernrate dar und sollte zwischen 0 und
1 liegen.
Dieser Grundalgorithmus gema¨ß der Gleichung (5.16) dient nun als Ausgangspunkt fu¨r das
Backpropagation-Verfahren. Dazu fu¨hrt man einen Fehlerterm δ fu¨r jedes einzelne Neuron
ein. Ausgehend vom Fehler der Ausgangsschicht schreitet man ru¨ckwa¨rts durch das neuro-
nale Netz und schreibt (propagiert) den Fehler bis auf die Eingangsschicht zuru¨ck. Daher
stammt die Bezeichnung
”
Backpropagation“. Schließlich multipliziert man die A¨nderung
der Gewichte noch mit der Ableitung der Sigmoid-Funktion, um die Konvergenz des Ver-
fahrens zu beschleunigen.
Die Konvergenz dieses Verfahrens ist in jedem Anwendungsfall zu u¨berpru¨fen. Falls das
neuronale Netz schlecht dimensioniert ist oder falls die zu trainierenden Muster sich zu
sehr a¨hneln, gefa¨hrdet dies durch das Auftauchen von Nebenminima die Konvergenz.
Die Lo¨sung besteht darin, durch eine entsprechende Anzahl von Testla¨ufen die optimale
Neuronenzahl zu bestimmen und insgesamt eine optimale, d.h. auf das zu lo¨sende Problem
angepasste, Netzkonfiguration zu entwickeln.
-
Zeittakt
Abb.: 5.6: Konvergenz der Backpropagation-Fehlerkurve als Funktion der Trainingszyklen
Wa¨hrend der Trainingsphase berechnet man die betragma¨ßige Fehlersumme aus den Dif-
ferenzen der tatsa¨chlichen Ausgangssignale und der gewu¨nschten Ausgangssignale. Das
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Beobachten dieser Fehlerfunktion sowie weiterer Parameter liefert, wie in der Abb.: 5.6 zu
erkennnen, wertvolle Hinweise u¨ber den Zustand des neuronalen Netzes in Abha¨ngigkeit
von den Trainingszyklen.
Der Algorithmus sei am Beispiel des zufa¨llig ausgewa¨hlten Gewichtsfaktors w5,7 konkret
erla¨utert. Dazu wertet man die Gleichungen (5.17) bis (5.21) in der angegebenen Reihen-
folge aus und beginnt dann wieder mit der ersten Gleichung (5.17).
Abb.: 5.7: Beispielhafter Verlauf des Backpropagation-Verfahrens
Das folgende Gleichungssystem listet die Gleichungen fu¨r den Backpropagation-Algorithmus
auf.
NettoInput2 = output4 · weight2,4 + output5 · weight2,5 + output6 · weight2,6 (5.17)
δ2 = (output2 − referenz2) · sigmoid ′(NettoInput2) (5.18)
δ5 = sigmoid
′
(NettoInput5) · (δ1 · weight1,5 + δ2 · weight2,5 + δ3 · weight3,5)
(5.19)
∆weight5,7 = γ · δ5 · output7 (5.20)
weightneu5,7 = weight
alt
5,7 + ∆weight5,7 (5.21)
Als Abbruchkriterium dient eine Fehlerschranke, welche die minimale U¨bereinstimmung
zwischen den output Signalen des Netzes und den zu trainierenden Mustern definiert.
Zur Einsparung von Rechenzeit kann man den analytischen Zusammenhang zwischen den
Sigmoid-Funktionen und ihren Ableitungen nutzen
1
1 + e−x
−→ sigmoid ′(netto) = sigmoid(netto) · (1− sigmoid(netto)) (5.22)
tanh(x) −→ tanh ′(netto) = 1− tanh2(netto) (5.23)
und die Sigmoid-Funktion und ihre Ableitung in Potenzreihen mit wenigen Koeffizienten
entwickeln.
Nach Abschluss der Trainingsla¨ufe ist das Netz in der Lage, fu¨r ein Intervall von Ein-
gangsdaten das zuku¨nftige Intervall der Daten in Form der als Ausgangssignal vorher zu
sagen.
Zur adaptiven Anpassung des Elman- oder Jordan-Netze speichert man wa¨hrend der
Recallphase die aktuellen Datensa¨tze und startet bei einer nachlassenden Integrity parallel
einen neuen Backpropagation-Trainingslauf. Mit dieser Technik reagieren diese neuronalen
Netze auf A¨nderungen der inneren Struktur der Zeitreihen.
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5.4 Beispiele neuronaler Vorhersagen
Vorhersage einer periodischen Funktion
Bei der Vorhersage einer periodischen Funktion handelt es sich um einen einfachen Fall.
Das neuronale Netz arbeitet mit 200 Trainingsdaten und besteht aus 5 Eingangs-, 10 Aus-
gangsneuronen und sagt den Verlauf der periodischen Funktion fu¨r 50 Zeittakte voraus.
Bereits nach 11 Schritten konvergiert der Backpropagation-Algorithmus und der vorher-
gesagte Verlauf stimmt mit dem tatsa¨chlichen Verlauf u¨berein. Die besondere Leistung
dieses Netzes besteht darin, dass keinerlei Annahmen u¨ber das mathematische Modell
erforderlich waren.
Trainingsphase Vorhersagephase
Zeittakt-
Abb.: 5.8: Vorhersage einer periodischen Funktion
Die rote Punktfolge in der Abb.:5.8 markiert die trainierte bzw. vorhergesagte Funktion
und die blauen Punkte entsprechen dem Trainingsdatensatz.
Setzt sich das simulierte Trainingssignal aus einer Grundschwingung und zwei Oberwellen
zusammen, dann la¨sst sich mit diesem neuronalen Netz auch nach 100 Epochen kein
zufrieden stellendes Ergebnis erzielen (Abb.:5.9).
Trainingsphase Vorhersagephase
Zeittakt-
Abb.: 5.9: Vorhersage einer Grundschwingung mit zwei Oberwellen
Die ho¨here Dynamik des Trainingssignales erfordert na¨mlich auch die Erho¨hung der An-
zahl der Neuronen. Mit N = 30 und K=60 gelingt wieder eine Vorhersage, wie in der
Abb.: 5.10 zu erkennen ist.
Trainingsphase Vorhersagephase
Zeittakt-
Abb.: 5.10: Vorhersage mit einer Grundschwingung mit zwei Oberwellen mit erho¨hter Neuronenanzahl
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Vorhersage einer Pseudo-Zufallszahlenfolge
Eine besondere Herausforderung fu¨r jedes Vorhersagesystem stellt die Extrapolation von
Pseudo-Zufallszahlen dar. Die Abb.: 5.11 zeigt die Ergebnisse des neuronalen Netzes,
das in diesem Fall aus N=L=50 Eingangsneuronen und ebenfalls 50 Neuronen in der
Zwischenschicht besteht. Gegeben sind 100 Zufallzahlen, von denen die ersten 90 als Trai-
ningsmenge dienen und die restlichen 10 Zahlen die Referenz fu¨r die Vorhersage bilden.
Der erzielte Vorhersagefehler von 33% liegt deutlich besser als der rein statistische 50%
Wert, der sich im Falle einer zufa¨lligen Vorhersage ergeben wu¨rde.
Trainingsphase
V.-Ph.
Zeit-
Abb.: 5.11: Vorhersage eines Zufallsgenerators
Die Tab.:5.1 stellt die vorhergesagten und die tatsa¨chlichen Zufallszahlen gegenu¨ber.
Nummer Vorhersage Zufallszahl Fehlerbetrag
91 20 30 10
92/1 -25 -35 10
93/2 -33 5 38
94/3 -27 71 98
95/4 -12 -17 5
96/5 -21 -2 19
97/6 -23 17 40
98/7 -9 36 45
99/8 11 59 48
100/9 12 34 22
Tab.: 5.1: Vorhersage von Zufallszahlen
Die Abb.: 5.12 la¨sst den Verlauf des u¨ber alle 80 Trainingsdaten gemittelten Fehlers
am Ende jeder Epoche der Trainingsphase erkennen. Nach 600 Trainingszyklen geht der
gerundete Fehlerwert auf Null, d.h. die vorhergesagten Zahlen (rote Punkte) und die
tatsa¨chlichen Zufallszahlen der Trainingsmenge (blaue Punkte) stimmen u¨berein. Der
dargestellte Fehlerverlauf zeigt, dass trotz der auftretenden relativen Nebenminima der
Backpropagation-Algorithmus wegen der programmierten automatischen Steuerung der
Lernrate gema¨ß der Gl.: 5.24 bis zu einem Fehler von 0% konvergiert.
Abb.: 5.12: Konvergenz der Vorhersage eines Zufallsgenerators
Lernrate = Anfangswert der Lernrate ·
(
1− e−
Betrag des Fehlers
Zeitkonstante
)
(5.24)
Kapitel 6
Zusammenfassung und Ausblick
Der vorliegende Forschungsbericht dokumentiert Ergebnisse, die in der Abteilung
”
In-
formatik“ der Fakulta¨t
”
Wirtschaft und Informatik“ der Fachhochschule Hannover im
Sommersemesters 2007 im Rahmen eines von der Forschungskommission genehmigten
Forschungssemesters vom Autor erarbeitet wurden. Der Bericht stellt die wichtigsten
Verfahren aus dem Gebiet des Data Minings vor, diskutiert auf der Basis von selbst
programmierten Beispielen die Eignung der verschiedenen Verfahren fu¨r die entsprechen-
den Anwendungsgebiete und vergleicht die speziellen Eigenschaften der entsprechenden
Algorithmen.
Zusammenfassend stellt die Tab.: 6.1 die wichtigsten Verfahren und ihre besonderen Ei-
genschaften gegenu¨ber:
Anwendungsgebiete Verfahren
Warenkorb-Analyse Versandhandel, Logische Warenko¨rbe
Einzelhandel, Apriori-Verfahren
Auktionen im Web Support und Konfidenz
Klassifizieren Kundenmanagment, Entscheidungsbaum
Kreditvergabe, Regression, Support Vektoren
Medizintechnik Neuronale Netze
Clusterbildung Aufspu¨ren von Abstandsverfahren
abweichendem Neuronales Kohonen-Netz
Kundenverhalten mit Feature Map
Anwendungsgebiet Vorhersage von Regression
Preisen, Umsa¨tzen, Neuronale
Aktienkursen, usw. Elman- und Jordan-Netze
Tab.: 6.1: Zusammenfassung der Mining Mining Verfahren
Der Anwender eines Data Mining Verfahrens sieht sich in der Regel mit der Proble-
matik konfrontiert, auf einen vorgegebenen Datenbestand ein Data Mining Verfahren
anzuwenden und dazu dann einen geeigneten Algorithmus aus einer Reihe von Mo¨glich-
keiten auszuwa¨hlen. Die im vorliegenden Forschungsbericht dokumentierten Erkenntnisse
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unterstu¨tzen den Anwender bei dieser Entscheidung, die vor allem von der gegebenen Auf-
gabenstellung und den wesentlichen Parametern des gegebenen Datenbestandes abha¨ngt.
Die folgenden Parameter wirken sich besonders stark auf die Auswahl eines algorithmi-
schen Verfahrens aus:
• Anzahl der verfu¨gbaren Datensa¨tze
• Anzahl der relevanten Attribute eines Datensatzes
• Anzahl der mo¨glichen Klassen eines Datensatzes
• Herkunft der Daten (Fragebogen, Messwerte, Medizindaten)
• Eindeutige oder widerspru¨chliche Daten
(unterschiedliches Kundenverhalten bei identischen Attributen)
Der Forschungsbericht geht im Zusammenhang mit den dokumentierten Verfahren auf
diese Parameter ein und empfiehlt geeignete Algorithmen.
Die Fortfu¨hrung der Forschungsarbeiten wird sich mit der optimalen Kombination der
in diesem Bericht dokumentierten Basisverfahren bescha¨ftigen. So la¨sst sich z.B. das oh-
nehin schon enorm leistungsfa¨hige Support Vektor Verfahren durch ein nachgeschaltetes
neuronales Netz auch auf Datenbesta¨nde mit vielen Klassen erfolgreich anwenden.
Im Bereich der Clusterbildung weisen 3D-Feature Maps auf die zuku¨nftige Entwicklung
bei der automatisierten Suche in großen Datenbesta¨nden nach
”
Gold Nuggets“ oder nach
”
Black Nuggets“ hin. Im ersten Fall erschließen sich neue Kundensta¨mme oder Ma¨rkte
und im zweiten Fall lassen sich kriminelle Aktivita¨ten aufspu¨ren.
Eine erho¨hte Integrity darf man von der Erweiterung der neuronalen ru¨ckgekoppelten
Netze um adaptive Komponeten erwarten. Die laufende Anpassung der Algorithmen in
Abha¨ngigkeit von der Differenz aus prognostiziertem Verlauf und tatsa¨chlich eingetrete-
nem Verlauf realisiert ein adaptives Verhalten. Damit gelingt es zuku¨nftige Entwicklungen
besser als bisher zu prognostizieren. In den Bereichen mit großem Finanzvolumen genu¨gt
schon eine geringe prozentuale Verbesserung des Integritywertes, um besta¨ndig Gewinne
zu erwirtschaften.
Ku¨nftig wird die Datenflut noch weiter ansteigen, z.B. durch das interaktive Ausfu¨llen
von Web-Formularen, das automatische Einsammeln und Parsen von Web-Seiten und das
computergestu¨tzte Erfassen aller medizinischen Daten. Dabei handelt sich beim Parsen
um eine schwierige Aufgabe, denn die Daten liegen als Web-Seite in unstrukturierter
Form vor, werden jedoch in strukturierter Form, z.B. als Tabelle, zur Weiterverarbeitung
beno¨tigt.
Data Mining Verfahren dienen prima¨r der Beschaffung von Wettbewerbsvorteilen und
dienen somit zur Umsatz- und Gewinnsteigerung eines Unternehmens. Daher besteht von
Seiten der Unternehmen ein großes Interesse am Einsatz dieser Verfahren.
Allerdings lassen sich diese Verfahren auch zum Ausspionieren von Kundendaten benutzen
und in diesem Zusammenhang beschreibt der Ausdruck
”
gla¨serner Kunde“ die Gefahren,
welche moderne und leistungsfa¨hige Data Mining Verfahren darstellen ko¨nnen.
Jeder Kunde sollte sich genau u¨berlegen, welche Informationen er u¨ber seine Person und
sein Kaufverhalten
”
preisgibt“, um damit der missbra¨uchlichen Verwendung seiner Da-
ten, wie z.B. durch den nicht genehmigten Weiterverkauf seiner perso¨nlichen Angaben,
vorzubeugen.
Kapitel 7
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