This paper deals with the analytic continuation of holomorphic automorphic forms on a (Hermitian) Lie group G. We prove that for any discrete subgroup Γ of G there always exists a non-trivial holomorphic automorphic form, i.e., there exists a Γ-spherical unitary highest weight representation of G. Holomorphic automorphic forms have the property that they analytically extend to holomorphic functions on a complex Ol'shanskiȋ semigroup S ⊆ G C . As an application we prove that the bounded holomorphic functions on Γ\S ⊆ Γ\G C separate the points.
Introduction
Let G be a connected Lie group sitting in its complexification G C . Let Γ < G be any discrete subgroup. Then Γ acts freely and properly discontinuously on G C and the quotient Γ\G C is a complex manifold. It is reasonable to ask which such homogeneous complex manifolds are Stein. If G is nilpotent, then Γ\G C is Stein by a theorem of Gilligan and Huckleberry (cf. [GiHu78] ). We call a Lie algebra g weakly elliptic, if all operators ad(X), X ∈ g, have imaginary spectrum and note that all nilpotent and many solvable Lie algebras are weakly elliptic. Then Loeb has shown in [Lo84] that Γ\G C is Stein whenever the Lie algebra g of G is weakly elliptic. But if G is semisimple and Γ is a lattice, then a theorem of Barth and Otte (cf. [BaOt73] ) implies that the only holomorphic functions on Γ\G C are the constants; in particular Γ\G C is not Stein. Therefore in general the G × G-biinvariant complex manifold G C is too large for Γ\G C carrying a rich complex structure. In this paper we will identify an open G × G-invariant Stein domain S ⊆ G C for which we prove that there is a rich supply of automorphic forms on Γ\G which holomorphically extend to Γ\S . In an important example we will prove that Γ\S is Stein.
Let us illustrate the situation for the example G = SU(p, q). Then G can be defined as the invariance group of a hermitian form ·, · p,q on C n , n = p + q , and we have G C = Sl(n, C). The contraction semigroup of the form ·, · p,q S: = {g ∈ G C : g.v, g.v p,q < v, v p,q for all v ∈ C n , v = 0} is easily seen to be an open G × G-invariant domain in G C , a so-called complex Ol'shanskiȋ semigroup. In general one can define complex Ol'shanskiȋ semigroups for every connected Lie group, whenever its Lie algebra admits an open convex weakly elliptic Ad(G)-invariant cone Ø = W ⊆ g. If g is simple, this means that g is either hermitian or compact, but we also have many non-reductive examples as the Jacobi-algebra h n ⋊sp(n, R) with h n the 2n+1 -dimensional Heisenberg algebra (cf. [Ne99a] and Example 1.3 below). The complex Ol'shanskiȋ semigroup associated to G and W is given by S = G Exp(iW ). In [Ne98, Ne99b] Neeb settled a conjecture of Gindikin by showing that all complex Ol'shanskiȋ semigroups and their symmetric space analogues are Stein manifolds. Let now Γ < G be any discrete subgroup. In this paper we investigate the quotients Γ\S . These manifolds were first considered by the first author for G = Sl(2, R) in the context of Hardy spaces on Γ\S (cf. [Ach99] ).
Let us in the following assume that Ad(G) is closed in Aut(g) and that W is pointed, which both are very natural assumptions in our context. Then one of our main results is:
Theorem A. (cf. 4.7) If Γ < G is a discrete subgroup of G, then:
(i) Hol(Γ\S) separates the points of Γ\S .
(ii) If Γ < G is cocompact, then the bounded holomorphic functions on Γ\S separate the points. In particular, the Caratheodory semimetric on Γ\S is a metric.
We construct holomorphic functions on Γ\S with techniques from representation theory. Let t ⊆ g denote a compactly embedded Cartan subalgebra of g. If (π λ , H λ ) is a unitary highest weight representation of G with highest weight λ ∈ it * , then one has a holomorphic extension to a representation of the complex Ol'shanskiȋ semigroup S which has G as some sort of Shilov boundary (cf. [Ne99a, Ch. XIV]). We obtain holomorphic functions on Γ\S by taking matrix-coefficients with Γ-fixed hyperfunction vectors; i.e., we take θ v,η : Γ\S → C, Γs → π λ (s).v, η , with v ∈ H λ and η ∈ H −ω λ a Γ-fixed element. Here H −ω λ denotes the Fréchet G-module of hyperfunction vectors of (π λ , H λ ), the strong antidual of the analytic vectors H ω λ . Note that for v being a highest weight vector the function θ v,η is an analytic continuation of the (anti)holomorphic automorphic form θ v,η | G (cf. [Bo66] ).
Our considerations from above show that one gets many holomorphic functions on Γ\S provided Γ-spherical unitary highest weight representations (π λ , H λ ) of G do exist. Our central result is as follows: (ii) For all but finitely many λ ∈ Λ we have P (v λ ) = 0 , where v λ is a highest weight vector of (π λ , H λ ).
Part (i) is obtained from integral geometric observations in the Bergman space B 1 (S) together with the Plancherel theorem for B 2 (S) (cf. [Kr98a] ). To get a feeling for the contents of (ii) we explain it for the example G = SU(1, 1). Write
can be naturally be identified with Hol(D) and we have
Here the parameter −λ ranges in the integers with λ ≥ 3 . The idea for the proof lies in an analytic continuation of P (v λ ) in the parameter λ together with a clever argument that this analytic continuation is non-zero. Statements related to (ii) were also proved by Siegel (cf. [Fr83] ). He considers scalar valued Poincaré series (this means that the minimal K -type of (π λ , H λ ) is one-dimensional) and proves that for a given Γ there always exists a K -finite vector v such that P (v) = 0 . Siegel's proof relies heavily on the fact that D is a bounded domain while in our approach this is immaterial (for the Jacobi group D is unbounded). Further our argument does not need that the Poincaré series is scalar valued. Finally, Siegel's method does not tell for which K -finite vector v one has P (v) = 0 while our techniques yield P (v λ ) = 0 for the distinguished highest weight vectors v λ . We would also like to mention that (ii) partly solves an open problem posed by Wells In Chapter 4 we show that the analytically continued automorphic functions θ v,η vanish at infinity:
It is our impression that this result in combination with Theorem A might yield the Stein property of Γ\S in the cocompact case (cf. Conjecture 5.3 below for a more detailed discussion).
For G = Sl(2, R) the existence of a non-vanishing holomorphic cusp form (the discriminant) allows to prove the following:
2) For G = Sl(2, R) and all subgroups Γ < Sl(2, Z) the quotients Γ\S are Stein.
The authors would like to thank Karl-Hermann Neeb for his very useful remarks.
Complex Ol'shanskiȋ semigroups and their representations
In this first section we introduce complex Ol'shanskiȋ semigroups, which may be thought of as complex Lie subsemigroups of complex Lie groups. Then we recall the basic facts concerning their holomorphic representations and the characterization of the irreducible ones by highest weight representations. The concepts will be illustrated with some importnat examples (cf. Example 1.3 and Remark 1.7).
Complex Ol'shanskiȋ semigroups
Throughout g denotes a finite dimensional real Lie algebra. The concept of a complex Ol'shanskiȋ semigroup is closely related to the concept of elliptic elements in a real Lie algebra g. Recall that an element X ∈ g is called elliptic if ad X is semsimple with purely imaginary spectrum. Accordingly we call a subset W ⊆ g elliptic if all its elements are elliptic. Definition 1.1. (Complex Ol'shanskiȋ semigroups, cf. [Ne99a, Ch. XI]) Let Ø = W ⊆ g be an open convex elliptic cone and W its closure. Let G , respectively G C , be the simply connected Lie groups associated to g, respectively g C , and set G 1 : = exp g ⊆ G C . Then Lawson's Theorem says that the subset Γ G1 (W ): = G 1 exp(iW ) is a closed subsemigroup of G C and the polar map
is a homeomorphism. Now the universal covering semigroup Γ G (W ): = Γ G1 (W ) has a similar structure. We can lift the exponential function exp: g + iW → Γ G1 (W ) to an exponential mapping Exp: g + iW → Γ G (W ) with Exp(0) = 1 and thus obtain a polar map
If G is any connected Lie group associated to g, then π 1 (G) is a discrete central subgroup of Γ G (W ) and we obtain a covering homomorphism
It is easy to see that there is also a polar map G × W → Γ G (W ), (g, X) → g Exp(iX), which is a homeomorphism. The semigroups of the type Γ G (W ) are called complex Ol'shanskiȋ semigroups.
is an open semigroup carrying a complex manifold structure such that the multiplication is holomorphic. Moreover there is an involution on Γ G (W ) given by * :
being antiholomorphic on Γ G (W ). Thus both Γ G (W ) and Γ G (W ) are involutive semigroups.
From now on we denote by S an open complex Ol'shanskiȋ semigroup Γ G (W ) and by S its "closure" Γ G (W ).
If l is a subalgebra of a Lie algebra g, then we write Inn g (l) ⊆ Aut(g) for the subalgebra of the automorphism group Aut(g) of g which is generated by the elements e ad X , X ∈ l. If l = g, then we also write Inn(g) instead of Inn g (g).
A subalgebra a ⊆ g is said to be compactly embedded, if Inn g (a) is relatively compact in Aut(g). Note that a subalgebra is compactly embedded if and only if it is elliptic.
Note that if a real Lie algebra admits a non-empty open elliptic convex cone, then there exists a compactly embedded Cartan subalgebra t ⊆ g (cf. [Ne99a, Th. VII.1.8]). To step further we first need some terminology concerning Lie algebras with compactly embedded Cartan subalgebras. Definition 1.2. (cf. [Ne99a, Ch. VII]) Let g be a finite dimensional Lie algebra over R with compactly embedded Cartan subalgebra t . (a) Associated to the Cartan subalgebra t C in the complexification g C there is a root decomposition as follows. For a linear functional α ∈ t * C we set
and write ∆: = {α ∈ t * C \{0}: g α C = {0}} for the set of roots. Then g C = t C ⊕ α∈∆ g α C , α(t) ⊆ iR for all α ∈ ∆, and g α C = g −α C , where X → X denotes complex conjugation on g C with respect to g. (b) Let r denote the radical of g and note that there is a t -invariant Levi decomposition g = r⋊s. Let k be a maximal compactly embedded subalgebra of g containing t . Then a root α is said to be compact if g α C ⊆ k C and non-compact otherwise. We write ∆ k for the set of compact roots and ∆ n for the non-compact ones. (c) A positive system ∆ + of roots is a subset of ∆ for which there exists a regular element X 0 ∈ it * with ∆ + : = {α ∈ ∆: α(X 0 ) > 0} . We call a positive system k-adapted if the set
Recall that there exists a k-adapted positive system if and only if z g (z(k)) = k. In this case we say g is quasihermitian. In this case it is easy to see that s is quasihermitian, too, and so all simple ideals of s are either compact or hermitian. (d) We associate to ∆ + n the convex cones
and C max : = (i∆
Note that both C min and C max are closed convex cones in t . (e) Write p t : g → t for the orthogonal projection along [t, g] and set O X : = Inn(g).X for the adjoint orbit through X ∈ g. We define the minimal and maximal cone associated to ∆ + n by
and note that both cones are convex, closed and Inn(g)-invariant. 
That g is hermitian implies in particular that there is a compactly embedded Cartan subalgebra t ⊆ k of g and that z(k) = RX 0 is one dimensional (cf. [Hel78, Ch. VIII]). Since X 0 is Inn g (k)-fixed, the prescription ∆ + n : = {α ∈ ∆: α(iX 0 ) > 0} defines a k-adapted system of positive non-compact roots. Hermitian Lie algebras admit pointed convex Inn(g)-invariant closed cones with non-empty elliptic interior. One of them, the minimal cone, has a quite simple description:
Its trace with the Cartan algebra t is given by
Let k be a compact semisimple Lie algebra and set g: = k ⊕ R (direct Lie algebra sum). If ·, · denotes an Inn(k)-innner product on k, then the prescription
defines an open elliptic Inn(g)-invariant convex cone g. The most prominent example herof is g = u(n) with W : = {X ∈ u(n): iX positive definite}.
On the group level with G = U(n) and G C = Gl(n, C) the Ol'shanskiȋ semigroup associated to −W is the unit ball in G C :
with g the spectral norm.
(c) (Mixed case -The Jacobi algebra) There are interesting examples of Lie algebras admitting invariant elliptic convex cones which are neither semisimple nor solvable (see Ex. 4.9(b) for a non-nilpotent solvable example). One of them is the Jacobi algebra
with h n = R ⊕ R 2n the (2n + 1)-dimensional Heisenberg algebra. Then z(g) = z(h n ) ∼ = R is one dimensional and a compactly embedded Cartan subalgebra is given by t = z(g) ⊕ t s with t s a compactly embedded Cartan subalgebra of sp(n, R). For the Jacobi algebra g the maximal cone has an easy description, namely
with W max,s a maximal cone in sp(n, R). For more details on the Jacobi algebra we refer to Now we take a closer look at the irreducible holomorphic representations of S . They are obtained by analytic continuation of unitary highest weight representations of G.
From now on we assume that g contains a compactly embedded Cartan subalgebra t ⊆ g and that there exists a non-empty open elliptic convex cone W ⊆ g. Then in view of [Ne99a, Th. VII.3.8], there exists a k-adapted positive system ∆ + such that
Recall that every elliptic Ad(G)-invariant cone W ⊆ g can be reconstructed by its intersection with t , i.e., W = Ad(G).C with C: = W ∩ t . + be a positive system. (a) For a g C -module V and β ∈ t * C we write V β := {v ∈ V : (∀X ∈ t C )X.v = β(X)v} for the weight space of weight β and P V = {β: V β = {0}} for the set of weights of V . (b) Let V be a g C -module and v ∈ V λ , v = 0 , a t C -weight vector. We say that v is a primitive element of V (with respect to ∆
V is called a highest weight module with highest weight λ (with respect to ∆ + ) if it is generated by a primitive element of weight λ. (d) Let G be a connected Lie group with Lie algebra g. We write T for the analytic subgroup of G corresponding to t . Let (π, H) be a unitary representation of G. A vector v ∈ H is called T -finite if it is contained in a finite dimensional T -invariant subspace. We write H T,ω for the space of analytic T -finite vectors. (e) An irreducible unitary representation (π, H) of G is called a highest weight representation with respect to ∆ + and highest weight λ ∈ it * if H T,ω is a highest weight module for g C with respect to ∆ + and highest weight λ. We write HW (G, ∆ + ) ⊂ it * for the set of highest weights corresponding to unitary highest weight representations of G with respect to ∆ + .
The interplay between irreducible holomorphic representations of S and unitary highest weight representations of G is described in the following lemma. Recall that a cone W in a real vector space V is called pointed if W contains no affine lines.
The central ideas in the following theorem go back to Ol'shanskiȋ (cf. Proof. This follows from [Ne99a, Th. XI.4.8] together with its following remark.
We assume in the following that the cone W ⊆ g is pointed.
Remark 1.7. In the special case of the Jacobi group
(a group associated to the Jacobi algebra hsp(n, R); cf. 
The manifolds Γ\S and some concepts from complex analysis
be an open complex Ol'shanskiȋ semigroup and Γ < G a discrete subgroup. In view of the polar decomposition of S (cf. Definition 1.1), the group Γ acts via Γ × S → S, (γ, s) → γs , freely and properly discontinuously on S . Thus the quotient Γ\S is Hausdorff and carries a complex structure which is induced from the quotient map S → Γ\S, s → Γs.
Stein manifolds
Since one of the main objectives of this paper is the investigation of the structure of the complex manifolds Γ\S , especially whether they are Stein, we briefly recall here some facts concerning Stein manifolds.
If M is a complex manifold, then we write Hol(M ) for the space of holomorphic functions on M . We endow Hol(M ) with the topology of compact convergence on M . Note that Hol(M ) is a Fréchet space provided M is second countable. Proof. [Ne98, Lemma 5.11].
Invariant Hilbert spaces
We conclude this section by introducing the concept of an invariant Hilbert space of holomorphic functions.
Definition 2.5. Let M be a complex manifold and G a group acting on M via 
Let (ρ, H) be an invariant Hilbert space. Then by (IH1) all point evaluations H → C, f → f (z) are continuous. Hence there exists for every z ∈ M an element K z ∈ H such that f, K z = f (z) for all f ∈ H . The function
is holomorphic in the first, antiholomorphic in the second variable and G-invariant, i.e., we have K(z.g, w.g) = K(z, w) for all z, w ∈ M , g ∈ G. We call the function K the reproducing kernel of (ρ, H). For further information on reproducing kernel Hilbert spaces we refer to [Ne99a, Ch. I-IV].
Constructing Γ-spherical representations
In this section we give a construction of Γ-spherical highest weight representations for arbitrary discrete subgroups Γ < G. It was an idea of Godement to obtain Γ-spherical representations by averaging matrix coefficients of integrable representations of G (cf. [Bo66] ). In our setup however it is much more convenient to use the Bergman space B 1 (S) of integrable holomorphic functions on S instead of L 1 (G). This is because we can naturally realize highest weight representations with sufficiently large parameter in the Hilbert space B 2 (S) (cf. [Kr98a] ). 
Hyperfunction vectors for unitary representations
The natural extension of (π, H) to a representation on the space of hyperfunction vectors is denoted by (π −ω , H −ω ) and given explicitly by 
is a highest weight module with highest weight λ.
Since C ⊆ int C max we have α(iY ) > 0 for all α ∈ ∆ + n and Y ∈ C . Moreover C is W k -invariant so that we can find an element Y ∈ C such that α(iY ) > 0 for all α ∈ ∆ + . Since G is a (CA)-Lie group the group T /Z(G) is compact (cf. [Ne99a, Cor. VII.1.5]) and hence we can choose X ∈ iC such that α(iX) ∈ N for all α ∈ ∆ + . This proves Spec(dπ λ (X)) ⊆ −β − N 0 for some β: = −λ(X) ∈ R.
Let
and note that there exists an N ∈ N such that
Take now v = n c n v n = j,n c n j v n j = π λ (Exp(tX)).w for some w ∈ H λ and t > 0 . Then w = j,n e t(n+β) c n j v n j and we have
Bergman spaces
If G is a locally compact group, then we denote by µ G a left Haar measure on G. (i) For all compact subsets Q ⊆ S there exists a constant C Q > 0 such that
is defined and a contraction of Banach spaces. 
Proof. (i) Let
holds for all f ∈ Hol(S). For each f ∈ Hol(S) and g ∈ G we set f g (s) = f (gs). Note that f g ∈ B 1 (S) provided f ∈ B 1 (S) since µ S is G × G-biinvariant (cf. [Kr98a, Sect. II]). Thus we get for all f ∈ B 1 (S) and s ∈ Q that
This proves (i).
(ii) Let f ∈ B 1 (S). Then the inequality in (i) implies that f H ∈ Hol(S) H . It remains to show that f H 1 ≤ f 1 . But this follows from
completing the proof of (ii).
Let (π, H) be a unitary representation of a Lie group G and (π * , H * ) its dual representation. We denote by ( π, B 2 (H)) the unitary representation of G×G on Hilbert-Schmidt operators on H given by π(g 1 , g 2 ).A = π(g 1 )Aπ(g 2 ) −1 for g 1 , g 2 ∈ G and A ∈ B 2 (H). Recall that the scalar product on B 2 (H) is given by A, B = tr(AB * ) for all A, B ∈ B 2 (H). Further we have a natural equivalence
Let (R ⊗ L, Hol(S)) denote the right-left regular representation of G × G on Hol(S), i.e., we have
Recall that for a unitary highest weight representation (π λ , H λ ) all operators π λ (s), s ∈ S , are of trace class (cf. [Ne99a, Th. XI.6.1]). Further the prescription
gives us a G × G-equivariant realization of B 2 (H λ ) as G × G-invariant Hilbert space of holomorphic functions on S (cf. Definition 2.5)
Theorem 3.5. Assume that G is a (CA)-Lie group and that Z = Z(G) is compact. If S is a complex Ol'shanskiȋ semigroup, then we have a G × G-equivariant isomorphism of Hilbert spaces
with b(λ) > 0 for all λ ∈ Λ and
where ρ: = 1 2 α∈∆ + α and t + : = {X ∈ t:
Proof. This is a special case of [Kr98a, Thm. IV.5].
For the rest of this section we assume now that G is a (CA)-Lie group, Z(G) is compact. We denote by K the analytic subgroup of G corresponding to k. Note that K is compact by our assumptions on G.
Lemma 3.6. We have 2Λ ⊆ Λ . Further for all λ ∈ 2Λ and all T -finite analytic vectors w ∈ H T,ω λ we have a continuous G-equivariant inclusion mapping
This concludes the proof of 2Λ ⊆ Λ . Let now λ ∈ Λ and write v λ , respectively v 2λ , for a normalized highest weight vector in H λ , respectively H 2λ . Denote by H λ ⊗H λ the G-module where G acts diagonally. Then the prescription v 2λ → v λ ⊗ v λ gives rise to an equivariant embedding of H 2λ into H λ ⊗H λ (for more details see the proof of [HiKr99, Th. 3.2.1] where a similar situation is dealt with). In the sequel we assume that H 2λ ⊆ H λ ⊗H λ . Note that H T,ω 2λ ⊆ H λ ⊗ H λ so that by linearity we may assume that w = w 1 ⊗ w 2 for some w 1 , w 2 ∈ H λ . Let (v n ) n∈N be an orthonormal basis of H λ . Then (v n ⊗ v m ) n,m∈N constitutes an orthonormal basis of H λ ⊗H λ . Hence v ∈ H ω 2λ can be written as v = n,m c n,m v n ⊗ v m with v 2 = n,m |c n,m | 2 . Let X ∈ iC be as in Lemma 3.3. Then (X, X) ∈ i(C × C) meets the same assumptions as X in Lemma 3.3 for the unitary highest weight representation π λ ⊗ π λ of G × G. Hence if v = π 2λ (Exp(tX)).u for some u ∈ H 2λ then n,m |c n,m | ≤ C t u by Lemma 3.3. Now the Cauchy-Schwarz inequality together with Theorem 3.5 gives
Thus we see that for all t > 0 the mapping
is continuous. In view of the definition of the topology of H ω 2λ , this proves the continuity of Φ.
Poincaré series
Now we are going to construct Γ-spherical highest weight representations for generic parameters in 2Λ . By Lemma 3.6 we have f v ∈ B 1 (S) and so f Γ v ∈ B 1 (Γ\S) with f Γ v converging absolutely on all compact subsets Q ⊆ S , i.e.,
(cf. Proposition 3.4). Let X ∈ iC and set s t : = Exp(tX) for all t > 0 . Then Lemma 3.6 asserts in particular that for all t > 0 there exists a constant C t > 0 such that
By the definition of the topology on H ω λ , we only have to check the continuity of the maps
Fix now t > 0 and choose Q such that s: = s t 2 ∈ Q . Then (3.1) and (3.2) imply that
This proves the proposition.
Now we are going to show that the Poincaré series of the highest weight vector P (v λ ) is non-zero for almost all parameters λ ∈ 2Λ . For that we have to recall some facts concernig the generalized Harish-Chandra decomposition. Our source of reference is [Ne99a, Sect. XII.1].
We denote by K the analytic subgroup of G corresponding to k. Note that K is compact by our assumptions on G. Let K C denote the universal complexification of K and note that K ⊆ K C . By G C we denote the universal complexification of G.
We define subalgebras of g C by
and note that p ± are abelian since W was assumed to be pointed. Further we have g C = p − ⊕ k C ⊕ p + . Let P ± denote the analytic subgroups of G C corresponding to p ± . Assume for the moment that G ⊆ G C . Then the multiplication mapping
is biholomorphic and we have G ⊆ S ֒→ P − K C P + . For the general case we can use some standard covering theory to lift the results from above: We obtain a complex manifold P − K C P + with a biholomorphic map P − ×K C ×P + → P − K C P + and the inclusion chain from before also lifts: G ⊆ S ֒→ P − K C P + . We denote by κ: S → K C the middle projection. Set t 0 = t∩[k, k] and note that t = t 0 ⊕z(k). Accordingly we have t
and set λ n : = λ 0 + nζ . Then there exists an N 0 ∈ N such that λ n ∈ 2Λ for all n ≥ N 0 , n ∈ N. Further there exists an n ∈ N, n ≥ N 0 such that
where v λn is a normalized highest weight vector for (π λn , H λn ).
Proof.
(i) This follows from the structure of the set of unitary highest weights (cf. [Kr99, Sect. IV]) together with our explicit description of Λ .
(ii) From the definition of Λ it is clear that there exists an N 0 ∈ N such that λ n ∈ 2Λ for all n ≥ N 0 , n ∈ N. Define N ≥N0 : = N ∩ [N 0 , ∞[. We consider the function
Note that the defining series converges absolutely by Proposition 3.8.
If (π λ , H λ ) is any unitary highest weight representation of G, then F (λ): = span{π(K).v λ } is a finite dimensional irreducible representation of K . Hence the representation (π λ , F (λ)) of K naturally extends to a holomorphic representation of K C . By [Kr98b, Prop. II.20] we now have π λ (s).v λ , v λ = π λ (κ(s)).v λ , v λ for all λ ∈ HW (G, ∆ + ) and s ∈ S , and so
be the complex conjugate and N k , N k , the respective analytic subgroups of K C . Then we have the Bruhat decomposition
where w ∈ K C represents w . Fix n ∈ N and consider the function
The fact that λ 0 is regular implies that f vanishes on all cells
λn . Thus we have
The set {t(κ(γ)) ∈ T C : γ ∈ Γ} defines a countable family (t j ) j∈N ⊆ T C . Then (3.3) and (3.4) give that
Now it follows from Lemma 3.10 below that F (n) = 0 for at least one n ∈ N proving the proposition.
Lemma 3.10. Let V be a finite dimensional real vector space, V * its dual and V C = V +iV its complexification. Let C ⊆ V * be a convex cone and Γ ⊆ V * be a lattice. Suppose that C ∩ Γ = Ø and that there exists a sequence (z n ) n∈N in V C such that
is defined by absolutely convergent series. Then F = 0 .
The assertion of the lemma easily reduces to the one dimensional case, i.e., V = R. By rescaling we may assume that Γ = Z. Then C = R or C = ±]0, ∞[ and taking a subcone of C we, up to sign, may assume that C =]0, ∞[. Then we have Z∩]0, ∞[= N and
with ∞ n=1 e m Re(zn) < ∞ for all m ∈ N. Hence Re(z n ) > 0 for only finitely many n ∈ N and
Further F extends to a bounded analytic function
To obtain a contradiction, assume that F = 0 . Then f = 0 by [Kr01, App. A]. W.l.o.g. we may assume that Re z n = x 0 exactly for 1 ≤ n ≤ N for some N ∈ N and that z 1 = z j exactly for 1 ≤ j ≤ k , k ≤ N . Then dominated convergence gives that
Since the one parameter subsemigroup
N −k contains elements arbitary close to the identity 1 ∈ (S 1 ) N −k , we arrive at a contradiction, proving the lemma.
We now summarize the main results of this section. 
Point separation and vansihing at infinity
In this section we construct rich classes of holomorphic functions on Γ\S . For Γ < G cocompact we construct a class of point separating holomorphic functions on Γ\S which vanish at infinity. For arbitray Γ we will show that Hol(Γ\S) separates the points.
Compact G-orbits in the hyperfunctions Lemma 4.1. Let s 0 = Exp(X 0 ) with X 0 ∈ iC . Then the following assertions hold:
(ii) There exists an X ∈ iC such that
Now we have
(ii) Let ≤ C denote the conal order on the convex cone iC , i.e., for X, Y ∈ iC one has X ≤ C Y if and only if X ∈ Y + iC . Since conv(W k .X 0 ) is compact, we therefore find an element
In view of (i), this proves (ii). 
Proof. (i) Recall from Definition 3.1 that the representation (π −ω , H −ω ) of G is continuous, i.e., the map
is continuous. Thus π −ω (G).v Γ is compact by the cocompactness of Γ in G.
(ii) Recall the definition of the topology on H ω (cf. Remark 3.2). Being the strong dual of the analytic vectors H ω , the topology on H −ω is the finest locally convex topology for which all maps
become continuous. Hence for all compact subsets K ⊆ H −ω , the set π −ω (Exp(X 0 )).K is compact in H . In view of (i), this proves (ii).
Vanishing at infinity
In this subsection we show that the analytic vectors of certain invariant Hilbert spaces of holomorphic functions on Γ\S are vanishing at infinity.
Lemma 4.5. Let s 0 = Exp(X 0 ) ∈ S , X 0 ∈ iC , and (s n ) n∈N be a sequence in Ss 0 .
(i) There exists an element X ∈ iC such that
(ii) Assume now that Γ < G is cocompact and that (Γs n ) n∈N leaves every compact subset in Γ\S . Then the sequence h −1
n Exp(X + X n )h n leaves every compact subset of Exp(W ). In particular we have X n → ∞ in iC or h n → ∞ in G. By Lemma 4.5 we find an element X ∈ C such that
n Exp(X + X n )h n for elements g n , h n ∈ G, X n ∈ iC . Then Lemma 4.3 and Proposition 4.4 show that
Since Γ\G is compact, Lemma 4.2(ii) implies that Q:
As Γs n tends to infinity in Γ\S we have h n → ∞ in G or X n → ∞ in C (cf. Lemma 4.5(ii)). Case 1: X n → ∞. Then 1 2 X + X n → ∞ in iC and we have
(cf. [Kr99, Lemma 4.13]). Thus λ ∈ i int C ⋆ and the fact that C is W k -invariant (and hence
Case 2: h n → ∞. We may assume that X n stays in a compact subset of iC because of Case 1. Then π λ (Exp( 1 2 X + X n )).Q stays in a compact subset Q ′ ⊇ Q of H λ and (4.2) implies that
Note that (π λ , H λ ) has compact kernel, since G is a (CA)Lie group, Z(G) is compact and (Separation of Points) Let S be a complex Ol'shanskiȋ semigroup associated to a (CA)-Lie group G. Let Γ < G be an arbitrary discrete subgroup of G. Then the following assertions hold:
In particular Hol(Γ\S) separates the points of Γ\S .
(ii) If Γ < G is cocompact, then the bounded holomorphic functions on Γ\S separate the points.
In particular, the Caratheodory semimetric on Γ\S is a metric.
Proof.
(i) The proof uses a trick which was used by Siegel in order to show that the Siegel modular forms separate the points on G/K (cf. [Fr83] ).
Let C 0 (Γ\S) denote the algebra of continuous function on Γ\S which vanish at infinity. and note that Γ 0 is a finite set by (4.3). Since B 1 (S) ∩ C 0 (S) separates the points of S we find a g ∈ B 1 (S) ∩ C 0 (S) such that g(s 1 ) = 1 and g(γs 1 ) = g(γs 2 ) = 0 (∀γ ∈ Γ 0 ).
For every n ∈ N we now consider the function
and note that F n ∈ B 1 (S). Averaging over Γ we obtain that
for all s ∈ S . Note that (F n ) Γ ∈ B 1 (Γ\S). Now we have
and we see that lim n→∞ (F n ) Γ (Γs 2 ) = 0 by (4.3) and |f (γs 2 )| < 1 for all γ ∈ Γ\Γ 0 . On the other hand we have
and by the same reason as before we have lim n→∞ (F n ) Γ (Γs 1 ) = 1 . Hence there exists an n ∈ N such that (F n ) Γ (Γs 1 ) = (F n ) Γ (Γs 2 ) proving (i) (ii) In view of the proof of (i), this follows from Proposition 4.4.
Remark 4.8. By Neeb's version of the Gelfand-Raikov theorem (cf. [Ne99, Th. XI.5.1]) for complex Ol'shanskiȋ semigroups, the bounded holomorphic functions on S separate the points. It follows that S is hyperbolic complex. Hence Γ\S is hyperbolic complex for arbitrary discrete subgroups Γ < G by [Sh92, §20, Th. 1]. To compare this with the results above notice that Theorem 4.7(ii) is a stronger statement than that Γ\S is hyperbolic complex. Let H 1 ∼ = R 3 denote the simply connected Heisenberg group corresponding to h 1 . We have a connected Lie group G = H 1 ⋊ S 1 with Lie algebra g. Then Γ = Z 2 × 1 2 Z ⊆ H 1 is a cocompact lattice in G and hence the bounded holomorphic functions on Γ\S separate points by Theorem 4.8. (c) Now we give an example of a Lie group G of mixed type, i.e., G is neither reductive nor solvable. We define a quadratic form defines an L -invariant symplectic form on R 3 × R 3 (we let L act diagonally). Associated to Ω F we build the nilpotent Lie algebra u: = (R 3 × R 3 ) × R with bracket
Note that u is isomorphic to the 7-dimensional Heisenberg algebra h 3 . Let U denote a simply connected Lie group with Lie algebra u. Then U ∼ = (R 3 × R 3 ) × R and Γ U : = (Z 3 × Z 3 ) × 1 2 Z is a cocompact lattice in U which is stable under Γ L . Thus Γ: = Γ U ⋊ Γ L is a cocompact lattice in the semidirect product G: = U ⋊ L .
Note that there is an embedding of g into the Jacobi algebra h 3 ⋊ sp(3, R) sending u isomorphically onto h 3 and l: = L(L) into sp(3, R). In view of [Ne99a, Ch. VII], this embedding guarantees us the existence of non-trivial pointed Ad(G)-invariant open convex cones W ⊆ g. Now the bounded holomorphic functions on Γ\Γ G (W ) separate points by Theorem 4.8.
5
. The Stein property of Γ\S for Γ\G = Sl(2, Z)\ Sl(2, R)
We let the group G = Sl(2, R) act on the upper halfplane Π + : = {z ∈ C: Im z > 0} by means of Möbius transformations:
Note that G C = Sl(2, C). The compression semigroup of Π with W = Ad(G).R − U the lower light cone in g = sl(2, R). Note that W and −W are the only non-trivial Ad(G)-invariant pointed convex cones in g.
Let Γ = Sl(2, Z) be the modular group. For z ∈ Π + set q: = e 2πiz . Then the discriminant
(1 − q n )
24
defines a modular form of weight 12 , i.e., ∆ is holomorphic, vanishes at infinity and satisfies
For g = a b c d ∈ G and z ∈ Π + we define µ(g, z): = cz + d
and note that µ is a cocycle, i.e., µ(g 1 g 2 , z) = µ(g 1 , g 2 .z)µ(g 2 , z) for all g 1 , g 2 , ∈ G, z ∈ Π + . Then the description f ∆ : G → C, g → µ(g, i)
12 ∆(g.i)
defines a left Γ-invariant analytic function on G (cf. [Bo66] ). Since S compresses Π + , we see that µ extends to a continuous function µ(s, z), s ∈ S , z ∈ Π + , with no zeros. By the same reason the prescription s → ∆(s.i) defines a continuous function on S . Hence we can analytically continue f ∆ to a continuous function Let us briefly scetch the proof of this fact. The discriminant ∆ is bounded on a fundamental domain for Γ in Π + . Hence it is sufficient to show that lim s→∞ s∈S µ(s, i) = 0 . For G = Sl(2, R) this can be seen by direct calculation; more generally it follows from the fact that the middle projection κ: P − K C P + → K C restricted to S is a proper map and has image κ(S) = K exp(iR − U ) (cf. [KO01, Prop. 1.2, Cor. 2.4]). We note that F ∆ has no zeroes on Γ\S . Hence 
