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ON CONVERGENCE FOR GRAPHEXES
SVANTE JANSON
Abstract. We study four different notions of convergence for graphexes,
recently introduced by Borgs, Chayes, Cohn and Holden, and by Veitch
and Roy. We give some properties of them and some relations between
them. We also extend results by Veitch and Roy on convergence of
empirical graphons.
1. Introduction
The theory of graph limits for dense graphs and the representation of such
graph limits by classical graphons has developed over the last decade and
has been very succesful, see e.g. the book by Lova´sz [14]. Here, a classical
graphon is a symmetric measurable function W : S2 → [0, 1], where S is a
probability space; without loss of generality one can take S = [0, 1].
There have been many different attempts to find corresponding results for
sparse graphs. One recent approach has been through random graphs de-
fined by certain discrete exchangeable random measures on R2+. Exchange-
able random measures on R2+ were characterized by Kallenberg [11, 13], and
his general construction of such measures can be interpreted as a construc-
tion of random graphs. (Note that the classical theory of graph limits and
graphons on [0, 1] can be derived from the related characterizations by Al-
dous and Hoover of exchangeable arrays, see [1; 7], although this was not the
original method or motivation.) This use of Kallenberg’s construction was
first done by Caron and Fox [6] in a special case, and extended by Herlau,
Schmidt and Mørup [8], Veitch and Roy [15] and Borgs, Chayes, Cohn and
Holden [3]. We will here use the version by Veitch and Roy [15], described
in detail in Section 2.2 below. It uses a graphex, which is a triple (I, S,W ),
where the most interesting part is W which is a graphon, but a graphon in
a new more general sense; W is defined on the infinite measure space R+
instead of [0, 1].
More generally, graphons can be defined on any σ-finite measure space S.
This was developed by Borgs, Chayes, Cohn and Holden [3]. However, one
of their results is that it is possible to take S = R+ without loss of generality,
and we will in the present paper only consider this case (following [15]).
Having defined graphons and graphexes, it is natural to define a topology
on them, and thus a notion of convergence. For classical graphons, there are
several quite different ways to define convergence, but they are all equivalent,
see e.g. Borgs, Chayes, Lova´sz, So´s and Vesztergombi [4, 5]. (This important
fact is closely related to the fact that the space of classical graphons, modulo
equivalence, is compact.)
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In the present, more general, context, there are also several possibilities,
but, unforunately, they are not equivalent. It seems not yet clear which
notion(s) of convergence that will turn out to be useful in applications, and
it seems that several possibilities ought to be studied more. The present
paper is a small contribution to this.
We consider in this paper four different notions of convergence for graphexes
and graphons. Two of them, denoted→GP and→GS, were defined by Veitch
and Roy [16], based on convergence in distribution of the corresponding ran-
dom graphs; we stress (which is implicit in [16]) that both convergences are
metric, i.e., can be defined by (pseudo)metrics. The two other notions of
convergence apply only to the special case of integrable graphons; they use
the (pseudo)metrics δ and δ
s
 defined by Borgs, Chayes, Cohn and Holden
[3] (see also [10]). See Section 3 for detailed definitions. (The four metrics
studied in the present are not the only possible ones. In particular, we do
not consider the left convergence studied in [3].)
We show that for integrable graphons, convergence in δ (δ
s
) implies
convergence →GP (→GS). We conjecture that the converses do not hold, but
we leave that as an open problem.
Each graphex defines a random graph process (Gs(W))s>0, see Section 2.2
below. Borgs, Chayes, Cohn and Holden [3, Theorem 2.23] show that for any
integrable graphon W , the empirical graphon defined by the random graph
Gs(W ) a.s. converges to W in the metric δ
s
 as s→∞. Similarly, Veitch
and Roy [16] show that for any graphex W, the empirical graphon defined
by Gs(W) converges to the graphex W in →GP (after suitable stretching)
and in →GS as s→∞; however, they prove this only for a sequence sk →
∞, and in general only with convergence of probability. We extend their
theorems to convergence for the full family Gs with a continuous parameter
s→∞; moreover, we show a.s. convergence. (See Theorems 5.1 and 5.3.)
Furthermore, in order to prove this result, Veitch and Roy [16] first show a
related convergence result for a randomly relabelled version of the random
graph, again for sequences sk → ∞. Again we improve their result to
convergence for the continuous parameter s→∞ (Theorem 4.1). (In both
cases, we make only some minor technical improvements in the proof; the
proofs are thus essentially due to [16].)
2. Notation and preliminaries
Much of the notation follows Veitch and Roy [15, 16], but there are various
modifications and additions for our purposes.
λ denotes Lebesgue measure (in one or several dimensions).
R+ := [0,∞), the set of non-negative real numbers.
If S is a measurable space, then P(S) is the set of probability measures
on S. If X is a random variable in some measurable space S, then L(X)
denotes the distribution of X; thus L(X) ∈ P(S). If S is a metric (or
metrizable) space; we equip P(S) with the usual weak topology, see e.g. [2]
or [12, Chapter 4]. Note that if S is a Polish space (i.e., it can be given a
complete and separable metric), then P(S) is Polish too, see [2, Appendix
III]. We denote convergence in distribution of random variables in S by
d
−→;
recall that Xn
d
−→ X means L(Xn)→ L(X) in P(S).
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If furthermore S is a locally compact Polish space (= locally compact
second countable Hausdorff space), then M(S) is the set of locally finite
Borel measures on S. (We will only use S = R2+ and subsets thereof.) We
equipM(S) with the vague topology, which makesM(S) into a Polish space,
see [12, Appendix A.2 and Theorem A.2.3]. Furthermore, N (S) is the subset
of integer-valued measures inM(S), i.e., the set of all locally finite sums of
unit point masses δx, and we let Ns(S) be the subset of simple integer-valued
measures, i.e., locally finite sums of distinct unit point masses. It is easily
seen that N (S) and Ns(S) are measurable subsets of M(S).
2.1. Graphs and adjacency measures. We consider both unlabelled and
labelled graphs; in the labelled case, each vertex is labelled with a real
number in R+, and these labels are supposed to be distinct. The graphs
may be finite or countably infinite, but we always assume that there are no
isolated vertices; thus a graph G is determined by its edge set E(G). We
furthermore consider only graphs that are simple in the sense that there are
no multiple edges; in general we allow loops (but in many applications we
do not have any).
We denote the vertex set and edge set of a graph G by V (G) and E(G),
and let v(G) := |V (G)| and e(G) := |E(G)| be the nembers of vertices and
edges.
If Γ is a labelled graph, then the corresponding unlabelled graph, obtained
by ignoring the labels, is denoted G(Γ). Conversely, if G is an unlabelled
graph and s > 0, then Lbls(G) is the (random) labelled graph obtained
by labelling the vertices by random i.i.d. labels that are U(0, s), i.e., uni-
formly distributed in (0, s). (Note that this yields distinct labels a.s., so
we may assume that the labels are distinct as required above.) If G is
a labelled graph, we define Lbls(G) in the same way; thus relabelling the
vertices randomly (regardless of their original labels). In other words, then
Lbls(G) := Lbls(G(G)). When G is a random graph (labelled or not), Lbls(G)
is defined by taking the labelling independent of G.
If Γ is a labelled graph, we represent the edge set E(Γ) of Γ (and thus
the graph Γ itself) by the measure
ξ = ξ(Γ) :=
∑
x,y∈R+:(x,y)∈E(Γ)
δ(x,y) (2.1)
on R2+; an edge between two distinct vertices labelled x and y is thus repre-
sented by the two point masses δ(x,y) + δ(y,x), while a loop (if such exist) at
a vertex labelled x is represented by δ(x,x). (We consider undirected graphs,
and thus the endpoints of an edge have to be treated symmetrically.) Note
that Γ is determined (as a labelled graph) by ξ.
If Γ is a labelled graph, and ξ the corresponding measure, then for r >
0, Γ|r denotes the induced subgraph of Γ obtained by first eliminating all
vertices with labels > r, and any edges incident to such a vertex, and then
also removing all remaining vertices that have become isolated. In other
words, we keep the edges whose endpoints both have labels 6 r, and the
endpoints of these edges. We let ξ|r denote the corresponding measure on
R2+, and note that this is just the restriction of ξ to [0, r]
2.
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A labelled graph Γ is locally finite if Γ|r is finite for each r <∞; equiva-
lently, ξ(Γ) is a locally finite measure. We consider only locally finite graphs.
We say that a measure ξ on R2+ is an adjacency measure if it is given by (2.1)
for some locally finite labelled graph Γ. Hence, a measure is an adjacency
measure if and only if it is a symmetric measure in Ns(R
2
+). We denote the
set of adjacency measures by Ns,s(R
2
+), and let Ĝ be the set of locally finite
labelled graphs.
Thus, (2.1) defines a 1–1 correspondence Γ ↔ ξ(Γ) between the sets
Ĝ and Ns,s(R
2
+) of locally finite labelled graphs and adjacency measures.
We give the set of adjacency measures Ns,s(R
2
+) the subspace topology as
a subset of M(R2+), and give Ĝ the corresponding topology induced by
the correspondence (2.1). Thus Ns,s(R
2
+) and Ĝ are metric spaces, and a
sequence Γn → Γ in Ĝ if and only if ξ(Γn) → ξ(Γ) in M(R
2
+), i.e., in the
vague topology.
Returning to unlabelled graphs, we let G be the set of finite or countably
infinite unlabelled graphs, and Gf the subset of finite unlabelled graphs.
Then Gf is countable, and we give it the discrete topology. (We do not
define a topology on G.)
2.2. Graphons, graphexes and random graphs. A graphon is (in the
present context) a symmetric, measurable function W : R2+ → [0, 1] that
satisfies the integrability conditions, where µW (x) :=
∫∞
0 W (x, y) dy:
(i) µW (x) <∞ for a.e. x and λ{x : µW (x) > 1} <∞;
(ii)
∫
R2
+
W (x, y)1{µW (x) 6 1}1{µW (y) 6 1}dxdy <∞;
(iii)
∫
R+
W (x, x) <∞.
Note that these conditions are satisfied if W is integrable, but they are also
satisfied for some non-integrable W .
A graphex is a triple W = (I, S,W ), where I > 0 is a non-negative real
number, S : R+ → R+ is measurable with S ∧ 1 integrable and W is a
graphon. Let W be the set of all graphexes.
Each graphex W ∈ W defines a random adjacency measure ξ = ξ(W),
and thus a corresponding random labelled graph Γ = Γ(W), by the following
construction; see further Veitch and Roy [15, 16] and Kallenberg [13]: Take
realizations of independent unit-rate Poisson processes Ξ = {(θj , ϑj)}j on
R2+, Ξ
′
i = {(σij , χij)}j on R
2
+ for i ∈ N, and Ξ
′′ = {(ρj , ρ
′
j , ηj)}j on R
3
+.
We regard θi, σij, ρi and ρ
′
j as potential vertex labels, while ϑj , χij and ηj
can be regarded as types of the corresponding labels. Given W = (I, S,W )
and these realizations, and a family of i.i.d. random variables ζi,j ∼ U(0, 1)
independent of them, define the adjacency measure
ξ(W) =
∑
i,j
1{ζi,j 6W (ϑi, ϑj)}δθi,θj
+
∑
j,k
1{χjk 6 S(ϑj)}
(
δθj ,σjk + δσjk ,θj
)
+
∑
k
1{ηk 6 I}
(
δρk ,ρ′k + δρ
′
k
,ρk
)
. (2.2)
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In other words, the corresponding random labelled graph Γ(W) is defined
to have the following edges, with all random choices independent:
(G1) (θi, θj) with probability W (ϑi, ϑj) for each pair (i, j) with i 6 j,
(G2) (θj, σjk) for each j and k with χjk 6 S(ϑj)
(G3) (ρk, ρ
′
k) for each k such that ηk 6 I.
Equivalently, we can define Γ by starting with the Poisson process Ξ =
(θj, ϑj) and first define the edges in (G1), and then add for each j a star
with centre in θj and peripheral vertices labelled by a Poisson process {σjk}k
on R+ with intensity S(ϑj), and finally add edges (ρk, ρ
′
k) according to a
Poisson process with intensity 2I in {(x, x′) ∈ R2+ : x < x
′}. (Again all
random choices are independent.)
It follows from more general results by Kallenberg [11], [13, Theorem 9.24]
that this construction yields all jointly exchangeable random adjacency mea-
sures, provided we allow the graphex W to be random; see Veitch and Roy
[15] for the present context. (See also [3, Theorem 2.21] for a related result.)
The conditions (i)–(iii) are precisely the conditions needed to guarantee that
the constructed measure ξ a.s. is locally finite (and thus an adjacency mea-
sure), see [15] and [13, Proposition 9.25].
Note that the edges of type (G3) are independent of everything else and
a.s. isolated; they form a dust of little interest. Also the stars produced by
(G2) are of minor interest. One therefore often takes S = 0 and I = 0.
A graphex (0, 0,W ) can be identified with the graphon W , and we write
ξ(W ) = ξ(0, 0,W ) and Γ(W ) = Γ(0, 0,W ). In this case, the construction
uses only the Poisson process (θj, ϑj) and gives the edges in (G1); see also
[3] (at least when W is integrable).
We write for convenience Γs(W) = Γ(W)|s, and we are particularly inter-
ested in the graph valued process (Γs(W))s>0. Note that this is an increasing
process of finite labelled graphs, where Γ0 is empty and Γr is an induced
subgraph of Γs whenever 0 6 r 6 s. Furthermore, Γ =
⋃
s>0 Γs, so the (typ-
ically infinite) graph Γ (or the measure ξ(Γ)) and the process (Γs) determine
each other.
We consider also the corresponding processes ξs(W) := ξ(Γs(W)) =
ξ(W)|s of finite adjacency measures and Gs(W) := G(Γs(W)) of finite un-
labelled graphs. It follows from the construction above, that for every fixed
s > 0, given the unlabelled graph Gs(W), the vertex labels on the labelled
graph Γs(W) are i.i.d. and U(0, s); in other words, conditioned on Gs(W),
and therefore also unconditionally,
Γs(W)
d
= Lbls(Gs(W)). (2.3)
2.3. The classical case of graphons on [0, 1]. As said above, the classical
theory of graphons considers graphons W : [0, 1]2 → [0, 1] defined on [0, 1]2;
we can identify them with graphons defined on R2+ that vanish outside [0, 1]
2.
As said above, we furthermore identify the graphon W and the graphex
(0, 0,W ). (There is no dust and no added stars in the classical theory.)
In the classical theory, one defines for each n ∈ N a random graph Gn(W )
with n vertices by taking n i.i.d. random numbers ϑi ∼ U(0, 1) and con-
ditionally on these variables, letting there be an edge ij with probability
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W (ϑi, ϑj) for each pair ij. (Furthermore, there are no loops. We may im-
pose this by assuming that W vanishes on the diagonal ∆ := {(x, x)}. For
convenience, we tacitly assume this; note that redefining a graphon W to
be 0 on ∆ is equivalent to ignoring loops.)
On the other hand, in the construction above of Γs(W ), (G2) and (G3) do
not appear, and for (G1) we can ignore every (θi, ϑi) with ϑi > 1 (since then
W (ϑi, ϑj) = 0 for every j). In the construction of Γs(W ) and Gs(W ), we
thus consider points (θi, ϑi) ∈ [0, s] × [0, 1]. Let the number of these points
be Ns := Ξ([0, s] × [0, 1]) ∼ Po(s). It follows that conditioned on Ns, the
random graph Gs(W ) constructed above equals GNs(W ), with all isolated
vertices deleted.
3. Graphex equivalence and convergence
In this section, we define the four different types of convergence that we
consider in the present paper.
3.1. Convergence of corresponding random graphs: →GP. The con-
struction in Section 2 defines a random labelled graph Γ(W) and a cor-
responding random adjacency measure ξ(W) for every graphex W. This
defines a map Ψ : W→ P(M(R2+)) by Ψ(W) := L(ξ(W)), the distribution
of ξ(W). Unfortunately, Ψ is not injective, i.e., a graphexW is not uniquely
determined by the distribution of ξ(W). We say that two graphexes W and
W ′ are equivalent if L(ξ(W)) = L(ξ(W ′)); we denote this by W ∼= W ′. Let
W˜ := W/ ∼=, the set of equivalence classes; then Ψ can be regarded as an
injection W˜→ P(M(R2+)), and we can identify W˜ with its image and equip
W˜ with the subspace topology inherited from P(M(R2+)). Since M(R
2
+)
is a Polish space, P(M(R2+)) is metrizable, and thus the topology of W˜
can be defined by a metric dGP. (There are many possible choices dGP but
we assume that one is chosen; we will not distinguish an explicit choice.)
Moreover, we can also regard dGP as defined on W; this makes W into a
pseudometric space, with
W ∼=W ′ ⇐⇒ dGP(W,W
′) = 0. (3.1)
Convergence in the pseudometric dGP is denoted →GP by Veitch and Roy
[16]. (They actually use (vi) in Theorem 3.1 below as the definition.) Con-
vergence →GP can be characterized as follows, which is at least implicit in
[16] but stated explicitly here for easy reference. Note that since the topol-
ogy is metric, it suffices to consider convergence of sequences; the theorem
extends immediately to, e.g., convergence of families with a continuous pa-
rameter.
Theorem 3.1. Let Wn, n > 1, and W be graphexes. Then the following
are equivalent, as n→∞.
(i) Wn →GP W.
(ii) dGP(Wn,W)→ 0.
(iii) L(ξ(Wn))→ L(ξ(W)) in P(M(R
2
+)).
(iv) ξ(Wn)
d
−→ ξ(W) in M(R2+).
(v) ξs(Wn)
d
−→ ξs(W) in M(R
2
+) for every s <∞.
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(vi) Gs(Wn)
d
−→ Gs(W) in Gf , for every s <∞.
In (v)–(vi), it suffices to consider s in a given unbounded subset of R+, for
example s ∈ N.
Proof. (i)⇐⇒ (ii)⇐⇒ (iii) holds by the definitions above.
(iii)⇐⇒ (iv) holds by the definition of convergence in distribution.
(iv) =⇒ (v). Let, Sˆ be the class of bounded measurable subsets of R2+,
and for a random measure ξ, let Sˆξ := {B ∈ Sˆ : ξ(∂B) = 0 a.s.}. By [12,
Theorem 16.16], a sequence of random measures ξn
d
−→ ξ if and only if, for
every finite sequence B1, . . . , Bk ∈ Sˆ,(
ξn(B1), . . . , ξn(Bk)
) d
−→
(
ξ(B1), . . . , ξ(Bk)
)
. (3.2)
Let Qs := [0, s]
2. The random graph Γ(W) has a.s. no label s, and
thus the random measure ξ(W) has a.s. no mass at ∂Qs, i.e., Qs ∈ Sˆξ(W).
Hence, if B ∈ Sˆξs(W), then B ∩ Qs ∈ Sˆξ(W). It follows, see (3.2), that if
ξ(Wn)
d
−→ ξ(W) and B1, . . . , Bk ∈ Sˆξs(W), then(
ξs(Wn)(Bj)
)k
j=1
=
(
ξ(Wn)(Bj ∩Qs)
)k
j=1
d
−→
(
ξ(W)(Bj ∩Qs)
)k
j=1
=
(
ξs(W)(Bj)
)k
j=1
. (3.3)
Consequently, ξs(Wn)
d
−→ ξs(W) by [12, Theorem 16.16] again. (Alterna-
tively, this implication follows by the continuous mapping theorem since a
similar argument shows that the mapping ξ → ξ|s from M(R
2
+) to itself is
continuous at every ξ with ξ(∂Qs) = 0.)
(v) =⇒ (iv). Let B1, . . . , Bk ∈ Sˆξ(W), and let s be so large that
⋃
j Bj ⊂
Qs. Then ξs(Bj) = ξ(Bj) and thus ξs(Wn)
d
−→ ξs(W) implies, again
using [12, Theorem 16.16],
(
ξ(Wn)(Bj)
)k
j=1
d
−→
(
ξ(W)(Bj)
)k
j=1
. Hence,
ξ(Wn)
d
−→ ξ(W).
(v)⇐⇒ (vi). Fix s > 0. By (2.3), ξs(W)
d
= ξ(Lbls(Gs(W))), and similarly
for Wn. Hence the equivalence follows from Lemma 3.2 below, taken from
[16]. 
Lemma 3.2 ([16, Lemma 4.11]). If Gn, n > 1, and G are any random
graphs in Gf , and s > 0, then Gn
d
−→ G in Gf if and only if Lbls(Gn)
d
−→
Lbls(G) in Ĝ, i.e., if and only if ξ(Lbls(Gn))
d
−→ ξ(Lbls(G)) in M(R
2
+).
We will not repeat the proof of [16, Lemma 4.11], but we note that it is
can be interpreted as defining a map Φs : P(Gf)→ P(M(R
2
+)), by taking for
µ ∈ P(Gf) a random graph G ∼ µ, and defining Φs(µ) := L(ξ(Lbls(G))) ∈
P(M(R2+)). It is then shown that Φs is continuous, injective and proper.
Finally, any continuous and proper map to a metric space is closed, and a
continuous and closed injection is a homeomorphism onto a closed subset.
3.2. Cut metric: δ. The invariant cut metric δ is defined only for in-
tegrable graphons. It is the standard metric for classical graphons, see e.g.
[4], [14], [9]. The definition was extended to graphons defined on arbitrary
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σ-finite measure spaces by Borgs, Chayes, Cohn and Holden [3], to which
we refer for details. Here we only consider graphons on R+, and then the
results simplify as follows, see [3].
First, for an integrable function F on R2+, we define its cut norm by
‖F‖ := sup
T,U
∣∣∣∣
∫
T×U
F (x, y) dµ(x) dµ(y)
∣∣∣∣ , (3.4)
If W is a graphon and ϕ : R→ R is measure preserving, let Wϕ(x, y) :=
W (ϕ(x), ϕ(y)). Then, for two integrable graphons W1 and W2, define
δ(W1,W2) := inf
ϕ1,ϕ2
‖Wϕ11 −W
ϕ2
2 ‖, (3.5)
taking the infimum over all pairs of measure preserving maps ϕ1, ϕ2 : R+ →
R+. Moreover, it is shown in [3, Proposition 4.3(c)] that
δ(W1,W2) := inf
ϕ
‖Wϕ1 −W2‖, (3.6)
taking the infimum over all measure-preserving bijections ϕ : R+ → R+.
By [3, Theorem 2.22], δ(W1,W2) = 0 if and only if W1 ∼= W2, i.e., W1
and W2 are equivalent in the sense defined above. (For characterizations of
this, see [3] and [10].)
If Wn and W are integrable graphons, we write Wn →δ W as n→∞ if
δ(Wn,W ) → 0. We shall show that this is stronger than →GP. We begin
with the special case of classical graphons, where we have equivalence.
Lemma 3.3. Suppose that Wn, n > 1, and W are graphons with support
on [0, 1]2. Also suppose that they all vanish on the diagonal ∆ := {(x, x)}.
Then the following are equivalent, as n→∞:
(i) δ(Wn,W )→ 0
(ii) for every s > 0, Gs(Wn)
d
−→ Gs(W ).
(iii) Wn →GP W .
Proof. (i) =⇒ (ii). Using the notation in Section 2.3, (i) implies (and is
equivalent to) GN (Wn)
d
−→ GN (W ) as n→∞ for every N ∈ N, see e.g.
[4; 7]. Hence the same holds if we let N = Ns ∼ Po(s) be random, and since
the space of finite graphs is discrete, the result holds also if we remove all
isolated vertices from the graphs, which yields (ii), see Section 2.3.
(ii)⇐⇒ (iii). By Theorem 3.1.
(ii) =⇒ (i). The implication (i) =⇒ (ii) shows that the map W 7→
(L(Gs(W )))s>0 ∈ P(Gf)
R+ is continuous. Since the space of (equivalence
classes) of classical graphons is compact, it suffices to show that the map is
injective.
The only complication is caused by the removal of isolated vertices. Thus,
let H be a finite graph without isolated vertices, and let H + mK1 be H
with m isolated vertices added. Then, with v := v(H),
P(Gs(W ) = H) =
∞∑
m=0
P
(
GNs(W ) = H +mK1
)
= e−s
∞∑
m=0
sm+v
(m+ v)!
P
(
Gm+v(W ) = H +mK1
)
. (3.7)
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Hence, if W and W ′ are two classical graphons and P(Gs(W ) = H) =
P(Gs(W
′) = H), then multiplication by es and identification of the coeffi-
cients of the power series in (3.7) show that P(Gm+v(W ) = H + mK1) =
P(Gm+v(W
′) = H+mK1) for everym > 0. Consequently, Gs(W )
d
= Gs(W
′)
for every s > 0 implies that GN (W )
d
= GN (W
′) for every N , and thus
W ∼=W ′ and δ(W,W
′) = 0. 
Theorem 3.4. Suppose that Wn, n > 1, and W are integrable graphons. If
Wn →δ W as n→∞, then Wn →GP W .
Proof. Assume δ(Wn,W )→ 0. By (3.6), we may then replace each Wn by
an equivalent Wϕnn such that ‖Wn −W‖ → 0; note that the measurable
rearrangement Wϕnn defines the same random graphs as Wn in distribution,
i.e., ξ(Wϕnn )
d
= ξ(Wn), and thus dGP(Wn,W
ϕn
n ) = 0, see (3.1).
In the sequel we thus assume εn := ‖Wn −W‖ → 0. Define the trunca-
tions W
(N)
n := Wn1[0,N ]2 and W
(N) := W1[0,N ]2 . Let ε > 0 and fix a large
N such that ‖W (N) −W‖L1 < ε. Then,
‖W (N)n −W
(N)‖ 6 ‖Wn −W‖ = εn → 0 (3.8)
as n→∞. Consequently, by Lemma 3.3 and a rescaling, for every s > 0,
Gs(W
(N)
n )
d
−→ Gs(W
(N)) as n→∞. (3.9)
Furthermore,∫
(Wn −W
(N)
n ) dλ =
∫
(W −W (N)) dλ+
∫
R2
+
\[0,N ]2
(Wn −W ) dλ
< ε+ 2‖Wn −W‖ = ε+ 2εn. (3.10)
Gs(W ) and Gs(W
(N)) differ only if the labelled graph Γs(W ) contains
some edge with at least one label > N . The expected number of such edges
is
E
(
e(Gs(W ))− e(Gs(W
(N)))
)
=
s2
2
∫
R2
+
(W −W (N)) dλ, (3.11)
and thus
P
(
Gs(W ) 6= Gs(W
(N))
)
6 s2
∫
R2
+
(W −W (N)) dλ < s2ε, (3.12)
and similarly, using (3.10),
P
(
Gs(Wn) 6= Gs(W
(N)
n )
)
6 s2
∫
R2
+
(Wn −W
(N)
n ) dλ < s
2(ε+ 2εn). (3.13)
Consequently, if f : Gf → [0, 1] is any function, then by (3.9) and (3.13),
lim sup
n→∞
|E f(Gs(Wn))− E f(Gs(W ))|
6 lim sup
n→∞
(
|E f(Gs(W
(N)
n ))− E f(Gs(W
(N)))|+ s2(2ε + 2εn)
)
= 2s2ε.
Since ε > 0 is arbitrary, this shows E f(Gs(Wn)) → E f(Gs(W )), and thus
Gs(Wn)
d
−→ Gs(W ) as n→∞. The result follows by Theorem 3.1. 
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Remark 3.5. In Lemma 3.3(ii), it is not necessary to assume the condition
Gs(Wn)
d
−→ Gs(W ) for every s > 0. In fact, it suffices to assume this for
s in an arbitrary interval non-empty interval (a, b), or even more generally,
for s in any infinite set having a cluster point in [0,∞); this follows by the
same proof and the uniqueness theorem for analytic functions.
Moreover, the argument suggests that it might suffice to assume (ii) for
a single s > 0. We state this as an open problem. By the proof above,
this is equivalent to the problem whether Gs(W )
d
= Gs(W
′) for the random
graphs without isolated vertices is equivalent to the corresponding equality
in distribution of the random graphsGPo(s)(W ) andGPo(s)(W
′) with isolated
vertices.
Problem 3.6. In Lemma 3.3, does Gs(Wn)
d
−→ Gs(W ) for a single s > 0
imply Wn →GP W ?
We can also ask whether this holds for general graphexes and not just for
classical graphons. We leave this too as open problems.
Problem 3.7. In Theorem 3.1, does Gs(Wn)
d
−→ Gs(W) for, say, 0 < s < 1
imply Wn →GP W?
Problem 3.8. In Theorem 3.1, does Gs(Wn)
d
−→ Gs(W) for a single s > 0
imply Wn →GP W?
3.3. Stretched convergence: δs and →GS. We define, as [3] and [16],
given a graphon W or more generally a graphex W = (I, S,W ) and a
real number c > 0, the stretched graphon or graphex by W (c)(x, y) :=
W (x/c, y/c) or W(c) := (c2I, S(c),W (c)) where further S(c)(x) := cS(x/c).
It follows easily from the construction of the random graphs above that a
stretched graphex defines the same random graph process Gr(W) up to a
change of parameter:
(Gr(W
(c)))r
d
= (Gcr(W))r. (3.14)
Borgs, Chayes, Cohn and Holden [3] define the stretched cut metric δs
by, for two nonzero integrable graphons W1 and W2,
δs(W1,W2) := δ
(
W
(c1)
1 ,W
(c2)
2
)
(3.15)
where ci := ‖Wi‖
−1/2
L1
. We write Wn →δs

W as n→∞ if δs(Wn,W ) → 0.
Since δ(Wn,W ) → 0 implies ‖Wn‖L1 → ‖W‖L1 , it is easily seen that, for
any integrable graphons Wn and W ,
Wn →δs

W ⇐⇒ W (cn)n →δ W
(c) for some constants cn, c > 0. (3.16)
Moreover, noting that the random graph process r 7→ Gr(W) is increasing
and right-continuous (and thus cadlag), and thus has a countable number
of jumps τk, Veitch and Roy [16] consider for any non-zero graphex W the
sequence (Gτk (W))k of different (finite and unlabelled) graphs that appear
in {Gr(W) : 0 6 r <∞}; they define for Wn,W ∈W
′ := W \ {0},
Wn →GS W if (Gτk (Wn))
∞
k=1
d
−→ (Gτk (W))
∞
k=1. (3.17)
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This too is a metric convergence. In analogy with the definition of
dGP above, we can define a map Ψ
′ : W \ {0} → P(G∞
f
) by Ψ(W) =
L
(
(Gτk (W))k>1
)
, and by fixing a metric on P(G∞
f
), we define a pseudomet-
ric dGS on W
′. Then obviously
Wn →GS W ⇐⇒ dGS(Wn,W)→ 0. (3.18)
It follows by (3.14) that (Gτk(W))k
d
= (Gτk(W
(c)))k for any stretching of a
graphexW, and thus dGS(W,W
(c)) = 0, cf. [16, Corollary 5.5]. Furthermore,
it follows from Theorem 3.1 that, assuming W,W ∈ W′, see [16, Lemma
5.6] for a detailed proof,
Wn →GP W =⇒ Wn →GS W. (3.19)
Consequently, we have the following partial analogue of (3.16).
Lemma 3.9 ([16]). If Wn,W ∈ W and there exist cn, c > 0 such that
W
(cn)
n →GP W
(c), then Wn →GS W. 
Problem 3.10. Does the converse to Lemma 3.9 hold? (We conjecture so.)
We also have a result corresponding to Theorem 3.4 for the stretched
metrics.
Theorem 3.11. Suppose that Wn, n > 1, and W are integrable non-zero
graphons. If Wn →δs

W as n→∞, then Wn →GS W .
Proof. By (3.16), we have W
(cn)
n →δ W
(c) for some constants cn and c, and
the result follows by Theorem 3.4 and Lemma 3.9. 
Problem 3.12. Does the converses of Theorems 3.4 and 3.11 hold. (We
conjecture not.)
4. Random relabellings
We show in this section that [16, Theorem 4.3] extends to convergence as
s→∞ through the set of all positive real numbers.
Theorem 4.1 (Extension of [16, Theorem 4.3]). Let W be a graphex and let
Gs := G(Γs(W)), s > 0, be the corresponding process of unlabelled graphs.
Then, a.s., as s→∞,
(
Lbls(Gs) | Gs
) d
−→ Γ(W) in Ĝ, i.e., L(Lbls(Gs) |
Gs) → L(Γ(W)) in P(Ĝ). Equivalently,
(
ξ(Lbls(Gs)) | Gs
) d
−→ ξ(W) in
M(R2+).
Note that Theorem 4.1 not only generalizes [16, Theorem 4.3]; also [16,
Theorem 4.4] is an immediate corollary.
In the proof we use the following lemma, which extends a standard lemma
used by [16] from a parameter s ∈ N to a parameter s ∈ Q+. We guess that
also the version here is known, but since we do not know a reference, we
give a simple proof for completeness.
Lemma 4.2. Assume that Xs is a random variable for each s ∈ Q+ such
that Xs → X a.s. as s→∞, and further a.s. |Xs| 6 Y for some random
variable Y with EY < ∞. Let (Fs)s∈Q+ be a decreasing family of σ-fields
and let F∞ :=
⋂
s∈Q+
Fs. Then E
(
Xs | Fs
)
→ E
(
X | F∞
)
a.s. as s→∞
with s ∈ Q+.
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Proof. Let Zt := sups>t |Xs−X|, where as in the rest of the proof we consider
only s ∈ Q+. The assumption implies a.s. |X| 6 Y and thus 0 6 Zt 6 2Y .
Moreover, Zt → 0 a.s. as t→∞ by assumption. Hence, EZt < ∞ and
EZt → 0 as t→∞ by dominated convergence.
Fix t. For s > t we have |Xs − X| 6 Zt, and thus E
(
|Xs − X| | Fs
)
6
E
(
Zt | Fs
)
a.s. Consequently, using the convergence theorem for (reverse)
martingales, [12, Theorem 7.23], a.s.,
lim sup
s→∞
E
(
|Xs −X| | Fs
)
6 lim sup
s→∞
E
(
Zt | Fs
)
= E
(
Zt | F∞
)
. (4.1)
Hence, for every t > 0,
E lim sup
s→∞
E
(
|Xs −X| | Fs
)
6 E
(
E
(
Zt | F∞
))
= EZt. (4.2)
However, we have shown that EZt → 0 as t→∞, and thus (4.2) implies
E lim sup
s→∞
E
(
|Xs −X| | Fs
)
= 0. (4.3)
Consequently, a.s., E
(
|Xs −X| | Fs
)
→ 0 as s→∞, and thus∣∣E(Xs −X | Fs)∣∣ 6 E(|Xs −X| | Fs)→ 0. (4.4)
Furthermore, by the (reverse) martingale convergence theorem again and
(4.4), a.s.,
E
(
Xs | Fs
)
= E
(
X | Fs
)
+ E
(
Xs −X | Fs
)
→ E
(
X | F∞
)
+ 0. (4.5)

Proof of Theorem 4.1. Let (τk)k be the jump times, where Gs 6= Gs−. Then
Gs is constant for s ∈ [τk, τk+1), and it is easily seen that the distribution
L(Lbls(Gs) | Gs) is a continuous function of s ∈ [τk, τk+1). It follows that it
suffices to prove the result as s → ∞ through the countable set of rational
numbers. Thus, in the sequel of the proof, we assume that s ∈ Q+, and we
consider limits as s→∞ through Q+.
Except for this, we follow the proof of [16, Theorem 4.3]; for completeness
we repeat most of the arguments.
First, by [16, Lemma 4.2], a consequence of [12, Theorems 16.28–29],
it suffices to prove that if U is a finite union of rectangles with rational
coordinates, then, with ξs := ξ(Lbls(Gs)) and ξ := ξ(W),
L(ξs(U) | Gs)→ L
(
ξ(U)
)
a.s. (4.6)
as s→∞. Note that [16, Lemma 4.2], although stated for sequences, im-
mediately extends to a parameter s ∈ Q+ (or even R+) since convergence
in P(M(R2+)) can be defined by a metric.
Next, (4.6) means that for every function f : Z+ → R+ of the form
f(x) = 1{k}(x) = 1{x = k},
E
(
f(ξs(U)) | Gs
)
→ E f(ξ(U)) a.s. (4.7)
Thus, fix such a U and f (or any bounded f : Z+ → R+), and fix some
large enough r such that U ⊂ [0, r]2. For s ∈ Q+, let Γ
s be the partially
labelled graph obtained from Γ(W) by forgetting all labels in [0, s] (but
keeping larger labels). Let Fs be the σ-field generated by Γ
s. Conditioned
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on Γs, Γ(W) is obtained by randomly relabelling the unlabelled vertices by
labels in [0, s]; note that the unlabelled part of Γs is Gs. Hence, if s > r,
E
(
f(ξ(U)) | Fs
)
= E
(
f(ξ(Lbls(Gs)) | Gs
)
= E
(
f(ξs(U)) | Gs
)
. (4.8)
Define as in [16] Ut := U + (t, t) and, for s > r,
X(r)s :=
1
s− r
∫ s−r
0
f(ξ(Ut)) dt. (4.9)
Since t 7→ Yt := f(ξ(Ut)) is a stationary stochastic process, which is r-
dependent in the sense that {Yt}t6t0 is independent of {Yt}t>t0+r for every
t0, it follows from the ergodic theorem [12, Corollary 10.9] that X
(r)
s
a.s.
−→
E f(ξ(U)) as s→∞. Lemma 4.2 now shows that
E
(
X(r)s | Fs
) a.s.
−→ E f(ξ(U)). (4.10)
Furthermore, by symmetry, for every s and every t < s − r, E
(
f(ξ(Ut)) |
Fs
)
= E
(
f(ξ(U)) | Fs
)
a.s., and thus (4.9) implies
E
(
X(r)s | Fs
)
= E
(
f(ξ(U)) | Fs
)
a.s. (4.11)
We obtain (4.7) by combining (4.8), (4.11) and (4.10), which completes
the proof. 
5. Convergence of empirical graphons
If G is any finite graph, and s > 0, we define as in [16] the stretched em-
pirical graphon WˆG,s as the graphon obtained from the adjacency matrix of
G by replacing each vertex by an interval of length 1/s. (This assumes some
ordering of the vertices, but different orderings give equivalent graphons.)
In other words, using the notation of Section 3.3, WˆG,s = Wˆ
(1/s)
G where
WˆG := WˆG,1. Note that WˆG,s only takes the values {0, 1}.
We identify as usual the graphon WˆG,s with the graphex (0, 0, WˆG,s).
Borgs, Chayes, Cohn and Holden [3, Theorem 2.23] show that if W is a
non-zero integrable graphon, then a.s. δs
(
WˆGs(W ),W
)
→ 0 and (implicitly,
or as a consequence) δ
(
WˆGs(W ),s,W
)
→ 0 as s→∞.
Similarly, Veitch and Roy [16, Theorems 4.8 and 4.12] show convergence
in →GP for a general graphex; however, only for sequences sk → ∞. We
show in this section an extension of their result to convergence as s→∞
through the set of all positive real numbers.
Theorem 5.1 (Extension of [16, Theorems 4.8 and 4.12]). Let W be any
graphex and let Gs := G(Γs(W)), s > 0, be the corresponding process of
unlabelled graphs. Then, WˆGs,s →GP W a.s. as s→∞.
Proof. Again we follow the proof in [16] with some modifications. Let 0 <
r 6 s.
Given Gs we define two random induced subgraphs X
(s)
r and M
(s)
r of Gs;
in X
(s)
r we select each vertex of Gs with probability r/s, and in M
(s)
r we
take Po(r/s) copies of each vertex in Gs (thus allowing repetitions); in both
cases this is done independently for all vertices. In both cases, we then add
the edges induced by Gs and remove any isolated vertex.
14 SVANTE JANSON
It follows that, conditionally given Gs, Lblr(X
(s)
r )
d
= Lbls(Gs)|r. Hence,
by Theorems 4.1 and 3.1 together with (2.3), a.s. as s→∞,(
Lblr(X
(s)
r ) | Gs
) d
=
(
Lbls(Gs)|r | Gs
) d
−→ Γ(W)|r = Γr(W) = Lblr(Gr(W)).
Consequently, using Lemma 3.2,(
X(s)r | Gs
) d
−→ Gr(W). (5.1)
On the other hand, still conditionally given Gs, the random graphGr(WˆGs,s)
constructed as in Section 2.2 from the empirical graphon WˆGs,s is precisely
M
(s)
r . Hence, (
M (s)r | Gs
) d
=
(
Gr(WˆGs,s) | Gs
)
. (5.2)
Lemma 5.2 below shows that, still conditionally given Gs, there exists a
coupling of X
(s)
r andM
(s)
r such that P
(
M
(s)
r 6= X
(s)
r | X
(s)
r
)
6 2(r/s)v(X
(s)
r ).
Since trivially also the probability is at most 1, this yields, for any constant
A > 0, P
(
M
(s)
r 6= X
(s)
r | X
(s)
r
)
6 2Ar/s + 1{v(X
(s)
r ) > A} and thus
P
(
M (s)r 6= X
(s)
r | Gs
)
6 2Ar/s + P
(
v(X(s)r ) > A | Gs
)
. (5.3)
Moreover, (5.1) implies that(
v(X(s)r ) | Gs
) d
−→ v(Gr(W)) = v(Γr(W)) (5.4)
a.s. as s→∞, and thus
P
(
v(X(s)r ) > A | Gs
) a.s.
−→ P
(
v(Γr(W)) > A
)
. (5.5)
It follows from (5.3) and (5.5), that for every fixed r and A, a.s.,
lim sup
s→∞
P
(
M (s)r 6= X
(s)
r | Gs
)
6 0 + P
(
v(Γr(W)) > A
)
. (5.6)
The left-hand side does not depend on A, and as A → ∞, the right-hand
side tends to 0. Hence,
P
(
M (s)r 6= X
(s)
r | Gs
)
→ 0 (5.7)
a.s. as s→∞, for every fixed r. Combining (5.7) with (5.1) and (5.2), we
obtain (
Gr(WˆGs,s) | Gs
) d
−→ Gr(W) (5.8)
a.s. as s→∞, for every fixed r, and thus a.s. for every r ∈ N. Consequently,
the result follows by Theorem 3.1. 
Lemma 5.2. Given a finite graph G and p ∈ [0, 1], let Xp and Mp be
the random induced subgraphs of G obtained by independently taking Be(p)
and Po(p) copies of each vertex of G, respectively, and then eliminating
all resulting isolated vertices. Then Xp and Mp may be coupled such that
P(Mp 6= Xp | Xp) 6 2pv(Xp).
Proof. Let, for i ∈ V (G), Ii ∼ Be(p) and Yi ∼ Po(p) be random variables
with the pairs (Ii, Yi)i∈V (G) independent, let X¯p and M¯p be the induced sub-
graphs of G obtained by taking Ii or Yi copies of each vertex i, respectively,
and let Xp and Mp be the subgraphs of X¯p and M¯p obtained by deleting all
isolated vertices.
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We couple Ii and Yi such that for each i, Ii = 0 =⇒ Yi = 0. This is
possible since P(Yi = 0) = e
−p > 1−p = P(Ii) = 0, and we have by a simple
calculation
P
(
Yi 6= Ii | Ii = 1
)
=
P(Yi 6= Ii)
P(Ii = 1)
=
2(p− pe−p)
p
= 2(1− e−p) 6 2p. (5.9)
Using this coupling, the vertices of M¯p form a subset of the vertices of X¯p,
possibly with some repetitions, and it follows that if vertex i is selected
for X¯p but is isolated, and thus does not appear in Xp, then it also will
not appear in Mp, since even if it appears in M¯p it will be isolated there.
Hence, if Xp 6= Mp, there must be some vertex i ∈ Xp such that Yi 6= Ii.
Consequently, by (5.9),
P
(
Xp 6=Mp | Xp
)
6
∑
i∈V (Xp)
P
(
Yi 6= Ii | Ii = 1
)
6 2pv(Xp). (5.10)

As in [16], we obtain a corollary on stretched convergence of unstretched
empirical graphons, cf. Section 3.3.
Theorem 5.3 (Extension of [16, Theorem 5.7(2)]). If W is any non-zero
graphex, then WˆGτk (W),1 →GS W.
Proof. Immediate by Theorem 5.1 and Lemma 3.9. 
Remark 5.4. Note that even if W = (I, S,W ) is a general graphex with
non-zero dust and star components I and S, Theorem 5.1 and [16, Theorem
4.12] yield convergence to W of a sequence of graphons, where the dust and
star components are taken to be 0. This shows that for finite r, it is not
possible to distinguish between isolated edges or stars coming from I and S
and isolated edges or stars coming from the graphon part W . Note that in
contrast, for the infinite random graph Γ(W), there is an obvious difference
between edges produced by I, S and W : they have a.s. 2, 1 and 0 endpoints
of degree 1, respectively.
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