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Abstract
We investigate a projection free method, namely conditional gradient sliding on
batched, stochastic and finite-sum non-convex problem. CGS is a smart combina-
tion of Nesterov’s accelerated gradient method and Frank-Wolfe (FW) method, and
outperforms FW in the convex setting by saving gradient computations. However,
the study of CGS in the non-convex setting is limited. In this paper, we propose
the non-convex conditional gradient sliding (NCGS) which surpasses the non-convex
Frank-Wolfe method in batched, stochastic and finite-sum setting.
1 Introduction
We study the following problem
min
θ∈Ω
F (θ), (1)
where F (θ) is non-convex and L smooth, Ω is a complex constraint. In the stochastic
setting, we assume F (θ) = Eξf(θ, ξ), where f(θ, ξ) is smooth and non-convex, while in
the finite-sum case, we have F (θ) = 1n
∑n
i=1 fi(θ).
In many real setting, the cost of projection on Ω may be expensive (for instance,
the projection on the trace norm ball) or even computationally intractable [Collins et al.,
2008]. To alleviate such difficulty, the Frank-Wolfe method [Frank and Wolfe, 1956] (a.k.a.
Conditional Gradient method ) which was initially developed for the convex problem
in 1950s attracts attentions again in machine learning community [Jaggi, 2013], due to
its projection free property. In each iteration, the algorithm calls first-order oracle to
get ∇F (θ) and then calls a linear oracle in the form arg minθ∈Ω〈θ, g〉, which avoids the
projection operation. It is well-known that, to achieve -solution, O(1 ) iterations are
required given that F (θ) is convex and smooth. However this rate is significantly worse
than the optimal rate O(1/√) for the smooth convex problem [Nesterov, 2013], which
raises a question whether this complexity bound O(1 ) is improvable. Unfortunately, the
answer is no in the general setting [Lan, 2013, Guzma´n and Nemirovski, 2015] and the
improvable result can only be obtained with stronger assumptions, see works in [Garber
and Hazan, 2013, 2015]. In [Lan and Zhou, 2016], the author proposes the conditional
gradient sliding method which combines the idea of Nesterov’s accelerated gradient with
Frank-Wolfe method. While the number of calls on linear oracle is same, the number
of gradient computations (the first order oracle) is significantly improved from O(1 ) to
O( 1√

). Under the strongly convex assumption, this bound can be further pushed into
O(log(1/)) by using the restarting skills [Lan and Zhou, 2016].
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Very recently, people have investigated the convergence on non-convex Frank-Wolfe
method, which includes the batched, stochastic and finite-sum setting [Lacoste-Julien,
2016, Reddi et al., 2016b]. A natural question is that does the same thing happens when
we combine the Nestrov’s accelerated gradient with Frank-Wolfe method in the non-convex
setting . Our answer is yes, the non-convex conditional gradient sliding (NCGS) improves
the complexity on the first order oracle. Our contributions are summarized in the table
1,2, 3 (with red color). To the best of our knowledge, our result outperforms Frank-Wolfe
method in the corresponding setting. For the formal definition of first order oracle (FO),
stochastic first order oracle (SFO), Incremental First Order Oracle (IFO) and linear oracle
(LO), see section 2.
Algorithm FO complexity LO complexity
NCGS O(1/) O(1/2)
FW O(1/2) O(1/2)
Table 1: Comparison of complexity of algorithms in the batched setting.
Algorithm SFO complexity LO complexity
NCGS O(1/2) O(1/2)
SAGAFW O(1/ 103 ) O(1/2)
SVFW O(1/ 83 ) O(1/2)
Table 2: Comparison of complexity of algorithms in the stochastic setting.
Algorithm IFO complexity LO complexity
NCGS O(n/) O(1/2)
FW O(n/2) O(1/2)
NCGS-VR O(n
2
3
 ) O(1/2)
SVFW O(n+ n
2
3
2
) O(1/2)
Table 3: Comparison of complexity of algorithms in the finite-sum setting. Since we need
to evaluate n gradients each iteration in NCGS and FW, the IFO complexity of NCGS
and FW are n× results in table 1.
Related work
The classical Frank-Wolfe method considers the smooth convex function F (θ) over a poly-
hedral constraint and enjoys O(1/) convergence rate [Frank and Wolfe, 1956, Jaggi, 2013].
Recent work in [Garber and Hazan, 2013, 2015] proves faster convergence rate given addi-
tional assumption. The conditional gradient sliding proposed in Lan and Zhou [2016] aims
at the convex objective function. While our high level idea is same with it, the analysis is
totally different due to the non-convexity.
Most non-convex work includes the projection or proximal operation, and we just list
some of them below. The authors in [Ghadimi and Lan, 2013] investigate SGD in the non-
convex setting. They extend Nesterov’s acceleration method in the constrained stochastic
optimization [Ghadimi and Lan, 2016]. The performance on non-convex stochastic vari-
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ance reduction method is analyzed in [Reddi et al., 2016a, Allen-Zhu and Hazan, 2016,
Shalev-Shwartz, 2016, Allen-Zhu and Yuan, 2016].
The literature on projection free method in non-convex optimization is very limited.
The early work in [Bertsekas, 1999] proves the asymptotic convergence of Frank-Wolfe
method to the stationary point but without rate. In [Lacoste-Julien, 2016], the author
provides the rateO(1/2) for the Frank-Wolfe method in (batched) non-convex setting with
the criteria of Frank-Wolfe gap, i.e., both FO and LO complexity are O(1/2), while in our
NCGS, FO complexity is O(1/) and LO complexity is O(1/2) . Recent work on stochas-
tic Frank-Wolfe method (non-convex) shows that SFO complexity and LO complexity are
O(1/ 103 ), O(1/2) respectively in SVFW-S and O(1/ 83 ), O(1/2) in SAGAFW-S [Reddi
et al., 2016b]. Our SFO and LO on the same setting are O(1/2) and O(1/2) respectively.
In the finite sum setting, our variance reduction NCGS(NCGS-VR) has IFO complexity
O(n
2
3
 ),while the state of the art variance reduced FW has complexity O(n + n
2
3
2
) and
the same LO complexity [Reddi et al., 2016b]. It is clear that no matter in batched,
stochastic and finite sum setting, our results outperforms the literature by saving gradient
computations.
2 Preliminary
Oracle model
• First Order Oracle (FO): FO returns ∇θF (θ).
• Stochastic First Order Oracle (SFO): For a function F (θ) = Eξf(θ, ξ) where ξ ∼ P ,
a SFO returns the stochastic gradient G(θk, ξk) = ∇θf(θk, ξk) where ξk is a sample
drawn i.i.d. from P in the k th call.
• Incremental First Order Oracle (IFO): For the setting F (θ) = 1n
∑n
i=1 fi(θ), an IFO
samples i ∈ [n] and returns ∇θfi(θ).
• Linear oracle (LO): LO solves the following problem arg minθ∈Ω〈θ, g〉 for a given
vector g.
Thought out the paper, the complexity of FO, SFO, IFO, LO denotes the number
of call of them to obtain solution with  accuracy.
Assumptions
We say F (θ) is L smooth, if ‖∇F (θ1) − ∇F (θ2)‖ ≤ L‖θ1 − θ2‖. This definition is
equivalent to the following form −L2 ‖θ1 − θ2‖2 ≤ F (θ1) − F (θ2) − 〈F (θ2), θ1 − θ2〉 ≤
L
2 ‖θ1 − θ2‖2,∀θ1, θ2 ∈ Ω
We say F (θ) is ` lower smooth if it satisfies
− l
2
‖θ1 − θ2‖2 ≤ F (θ1)− F (θ2)− 〈F (θ2), θ1 − θ2〉, ∀θ1, θ2 ∈ Ω.
Easy to see that if we just have L smooth assumption, then l = L. However, in some
cases, the non-convexity l is much smaller than L and we will show how it affects the
result in our theorem.
3
We then define some prox-mapping type function ψ(x, ω, γ):
ψ(x, ω, γ) = arg min
θ∈Ω
〈ω, θ〉+ 1
2γ
‖θ − x‖2.
It is closely related to the projected gradient by setting w = ∇F (θ), γ by the stepsize and
x = θk. We assume ψ(x, ω, γ) ≤M for all γ ∈ (0,∞) and x ∈ Ω and ω ∈ Rp.
For the stochastic setting, we have following additional assumptions.
For any θ ∈ Rp and k > 1, we have
1.EG(θ, ξk) = ∇F (θ) 2.E‖G(θ, ξ)−∇F (θ)‖2 ≤ σ2,
which are unbiasedness and bounded variance assumption on G(θ, ξk) respectively.
Convergence criteria
The conventional convergence criteria in non-convex optimization to find a solution with
 accuracy is ‖∇F (θ)‖2 ≤  [Lan and Zhou, 2016, Nesterov, 2013]. However when the
problem has constraint, it needs a different termination criterion based on the gradient
mapping [Lan and Zhou, 2016], which is a natural extension of gradient (if there is no
constraint, it reduces to the gradient.)
We define the gradient mapping as follows
g(θ,∇F (θ), γ) = 1
γ
(θ − ψ(θ,∇F (θ), γ)).
Through out the paper, we use g(θ,∇F (θ), γ) as the convergence criteria, i.e., we want
to find the solution θ such that ‖g(θ,∇F (θ), γ)‖2 ≤ . Notice there is another criteria
called Frank-Wolfe gap maxx∈Ω〈x − θk,−∇F (θk)〉 in the analysis of recent non-convex
Frank-Wolfe method [Lacoste-Julien, 2016, Reddi et al., 2016a], which was initially used
in the convex Frank-Wolfe method. While, in this paper, we follow the definition on
gradient mapping, since it is a natural generalization of gradient.
3 Batched Non-convex conditional gradient sliding
3.1 Algorithm
Algorithm 1 Non-convex conditional gradient sliding (NCGS)
Input: Step size αk, λk, βk, smoothness parameter L.
Initialization: θag0 = θ0, k=1.
for k = 1, ..., N do
update: θmdk = (1− αk)θagk−1 + αkθk−1
update: θk = condg(∇F (θmdk ), θk−1, λk, ηk)
update: option I: θagk = θ
md
k − βkg˜(θk−1,∇F (θmdk ), βk, ηk), where
g˜(θk−1,∇F (θmdk ), βk, ηk) := θk−1−θkλk .
option II: θagk = condg(∇F (θmdk ), θmdk , βk, χk).
end for
The procedure of condg is presented below.
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Algorithm 2 Procedure of u+ = condg(l, u, λ, η)
1.u1 = u and t = 1.
2.vt be an optimal solution for the subproblem
V (ut) = max
x∈Ω
〈l + 1
γ
(ut − u), ut − x〉
3.if V (ut) ≤ η, set u+ = ut and terminate the procedure
4.ut+1 = (1− ξt)ut + ξtvt with ξt = min{1, 〈
1
γ
(u−ut)−l,vt−ut〉
1
γ
‖vt−ut‖2 }
Set t← t+ 1 and go to step 2.
end procedure
3.2 Theoretical result
Theorem 1. Set αk =
2
k+1 , βk =
1
2L , λk = βk, ηk =
1
N in option I in Algorithm 1, then
we have
min
k=1,...,N
‖g(θk−1,∇F (θmdk ), λk)‖2 ≤
12L(F (θ0)− F (θ∗)) + 16L
N
.
In option II, we set αk =
2
k+1 , βk =
1
2L ,λk = kβk/2, ηk =
1
N ,χk =
1
N , then we have
min
k=1,...,N
‖g(θk−1,∇F (θmdk ), βk)‖2 ≤ 48L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 2
N
)
.
Remarks: The FO complexities of option I and II are same ,i.e., O(1/). However,
when the non-convexity l is small, option II has better convergence rate. In the high level,
L2‖θ0−θ∗‖2
N2(N+1)
corresponds to the convex part of the function, LlN (‖θ∗‖2 +2M2) corresponds to
the non-convex part of the function, while the last term L/N corresponds to the procedure
of condg.
Using above theorem, we have following corollary on FO and LO complexity.
Corollary 1. Under the same condition of theorem 1. In option I and II of algorithm 1,
to achieve the accuracy , the FO complexity is O(1/) and the LO complexity is O( 1
2
).
4 Stochastic non-convex conditional gradient sliding
In this section we consider the following problem
min
θ∈Ω
F (θ) := Eξf(θ, ξ). (2)
4.1 Algorithm
The stochastic CGS method is obtained by replacing the exact gradient ∇F (θ) in Algo-
rithm 1 by the stochastic gradient G(θ, ξ), incorporating a mini-batched approach, and
randomized termination criterion for the non-convex stochastic optimization in [Ghadimi
and Lan, 2016]. In particular, we define G¯k =
1
mk
∑mk
i=1G(x
md
k , ξk,i).
Notice, using our assumption in section 2, we have
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EG¯k =
1
mk
mk∑
i=1
EG(θmdk , ξk,i) = ∇F (θmdk ),
and
E‖G¯k −∇F (θmdk )‖2 ≤
σ2
mk
. (3)
Algorithm 3 Stochastic Non-convex conditional gradient sliding
Input: Step size αk, λk, βk, smoothness parameter L, a probability mass function PR(·)
with Prob{R = k} = pk, k = 1, ..., N .
Initialization: θag0 = θ0, k=1.
Let R be a random variable
for k = 1, ..., R do
update: θmdk = (1− αk)θagk−1 + αkθk−1
update: θk = condg(G¯k, θk−1, λk, ηk)
update: θagk = condg(G¯k, θ
md
k , βk, χk)
end for
4.2 Theoretical Result
Theorem 2. Set αk =
2
k+1 , βk =
1
2L , λk =
kβk
2 , ηk = χk =
1
N and mk = k , and set
pk =
Γ−1k∑N
k=1 Γ
−1
k
, where Γk =
2
k(k+1) in Algorithm 3, then we have
E[‖g(θmdR , G¯R, βR)‖2] ≤ 192L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 1
N
+
3σ2
2LN
)
.
Compare this result with its batched counterpart, i.e., theorem 1, we see there is a
additional term σ
2
N in the upper bound corresponding to the variance of the gradient.
Using this theorem, we obtain the LO and SFO complexity in the following corollary.
Corollary 2. Under the same setting of Theorem 2, SFO and LO complexities in algo-
rithm 3 are O(1/2) and O(1/2) respectively.
Notice in algorithm 3, we use the mini-batch to calculate G¯k.Thus even the total
iteration of the stochastic non-convex conditional gradient sliding is same with the batched
one, it needs more calls of SFO.
5 Finite-Sum nonconvex conditional gradient sliding
5.1 Algorithm
In this section we consider minimizing finite sum problem
min
x∈Rd
F (x) =
1
n
n∑
i=1
fi(x), (4)
where each fi is possibly nonconvex, but smooth with parameter L. If we view the finite-
sum problem as a special case of batch problem, then use our algorithm 1, we have IFO
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complexity O(n ). Variance reduction technique has been proposed for finite sum problem
to reduce dependence of IFO complexity on number of component n. We incorporate a
popular technique, namely SVRG, into our previous algorithm. We will show our new
algorithm achieve IFO complexity O(n
2
3
 ), and with proper specification of parameter,
the algorithm can in fact achieve IFO complexity of O(min{ 1
2
, n
2
3
 }). To the best of our
knowledge, our algorithm outperforms any Frank-Wolfe type algorithm for the non-convex
finite-sum problem.
Algorithm 4 Variance reduction Non-convex conditional gradient sliding (NCGS-VR)
Input: θ˜0 = θ
0
m = θ0 ∈ Rd, epoch length m, stepsize λ, proximal tolerance η, minibatch
size b, iteration limit T , S = Tm .
for s = 0, ..., S − 1 do
θs+10 = θ
s
m
gs+1 = 1n
∑n
i=1∇fi(θ˜s)
for t = 0, . . . ,m− 1 do
Pick It uniformly from {1, . . . , n} with replacement such that |It| = b
vs+1t =
1
b
∑
i∈It(∇fit(θs+1t )−∇fit(θ˜s)) + gs+1
θs+1t+1 = cndg(v
s+1
t , θ
s+1
t , λt, ηt)
end for
θ˜s+1 = θs+1m
end for
Output: Iterate θα chosen uniformly at random from {{θs+1t }m−1t=0 }S−1s=0 .
5.2 Theoretical result
Theorem 3. Let b = n
2
3 in algorithm 4, let λt =
1
3L , m = n
1
3 and T is a multiple of m,
let η = 1T . Then for output θa we have:
E[‖g(θα,∇F (θα), λ)‖2] 6 18L(f(θ0)− f(θ
?) + 1)
T
where θ? is an optimal solution to (4).
Using result from previous theorem, we obtain the following IFO and LO complxity.
Corollary 3. Let parameters be set as in theorem 3, the IFO and LO complexities of
Algorithm 4 are O(n
2
3
 ) and O( 12 ) respectively for E[‖g(θα,∇F (θα), λ)‖2] 6 .
6 Simulation Result
We consider a modified matrix completion problem for our simulation. In particular,
we optimize the following trace norm constrained non-convex problem with candidate
algorithms.
min
θ
∑
(i,j)∈Ω
fi,j(θ) s.t. ‖θ‖∗ ≤ R, (5)
where Ω is the set of observed entries, fi,j =
(
1−exp(− (θi,j−Yi,j)2σ )
)
, Yi,j is the observation
of (i, j)’s entry, ‖ · ‖∗ is the nuclear norm. Here fi,j is a smoothed `0 loss with enhanced
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robustness to outliers in the data, thus it can solve sparse+low rank matrix completion in
[Chandrasekaran et al., 2009]. Obviously, this fi,j is non-convex and satisfies assumptions
in our algorithm 1,3,4.
We compare our non-convex conditional gradient sliding method with Frank-Wolfe
method in Fig 1. Particularly, we report the result of the batched setting in Figure1a.
The dimension of the matrix is 200 × 200, rank r = 5, the probability to observe each
entry is 0.1. The sparse noise is sampled uniformly from [−3, 3]. Each entry is corrupted
by noise with probability 0.05. We set σ = 1, R = 5 in problem (5). We observe that our
algorithm 1 (NCGS) is much better than the non-convex Frank-Wolfe method (NFW). In
Figure 1b, we treat problem (5) as a finite-sum problem, thus solve it using algorithm 4
(NCGS-VR) and compare it with the result of SVFW [Reddi et al., 2016b]. We set the
dimension of the matrix as 400 × 400, rank r = 8, σ = 1, R = 8. The way to generate
sparse noise and the probability to observe the entry are same with the setting of Figure
1a. We observe that our NCGS-VR uses around 50 cpu-time to achieve 10−3 accuracy of
squared gradient mapping, while SVFW needs more than 300 cpu-time.
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NCGS
(a) non-convex Frank-Wolfe and NCGS
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(b) SVRFW and NCGS-VR
Figure 1: Frank-Wolfe method and non-convex conditional gradient sliding method in
batched and finite-sum setting. The x-axis is the cpu-time, y-axis is the squared gradient
mapping.
7 Conclusion
In this paper, we propose the non-convex conditional gradient sliding method to solve
the batch, stochastic and finite-sum non-convex problem with complex constraint. Our
algorithms surpass state of the art Frank-Wolfe type method both theoretically and em-
pirically.
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A Proof of Theorems and Corollaries
In this section, we present all proofs of theorems and corollaries.
A.1 Proof of Batched Setting
We start with the proof of Theorem 1.
proof of option I in Theorem 1. Define ∆k = ∇F (θk−1)−∇F (θmdk )
F (θk) ≤ F (θk−1) + 〈∇F (θk−1), θk − θk−1〉+ L
2
‖θk − θk−1‖2
= F (θk−1) + 〈∇F (θmdk ), θk − θk−1〉+
L
2
‖θk − θk−1‖2 + 〈∆k, θk − θk−1〉
(6)
Now we use the termination condition of procedure condg
Recall we have θk = condg(∇F (θmdk−1), θk−1, λk, ηk).
The termination condition is
〈∇F (θmdk−1) +
1
λk
(θk − θk−1), θk − u〉 ≤ ηk,∀u ∈ Ω.
We choose u = θk−1 and have
〈∇F (θmdk−1), θk − θk−1〉 ≤ −
1
λk
‖θk − θk−1‖2 + ηk. (7)
Now we substitute the upper bound of 〈∇F (θmdk−1), θk − θk−1〉 in (7) for the terms in
(6) and get
F (θk) ≤ F (θk−1)− 1
λk
‖θk − θk−1‖2 + L
2
‖θk − θk−1‖2 + 〈∆k, θk − θk−1〉+ ηk
≤ F (θk−1)− 1
λk
‖θk − θk−1‖2 + L
2
‖θk − θk−1‖2 + ‖∆k‖‖θk − θk−1‖+ ηk.
(8)
where the second inequality holds from the Cauchy-Schwarz inequality.
Now we prepare to bound term ‖∆k‖, recall that ∆k = ∇F (θk−1)−∇F (θmdk ).
‖∆k‖ = ‖∇F (θk−1)−∇F (θmdk )‖ ≤ L‖θk−1 − θmdk ‖ = L(1− αk)‖θagk−1 − θk−1‖.
Replace ‖∆k‖ by this upper bound in (8), we get
F (θk) ≤ F (θk−1)− 1
λk
‖θk − θk−1‖2 + L
2
‖θk − θk−1‖2 + L(1− αk)‖θagk−1 − θk−1‖‖θk − θk−1‖+ ηk
≤ F (θk−1) + (L
2
− 1
λk
)‖θk − θk−1‖2 + L
2
‖θk − θk−1‖2 + L(1− αk)
2
2
‖θagk−1 − θk−1‖2 + ηk
≤ F (θk−1) + (L− 1
λk
)‖θk − θk−1‖2 + L(1− αk)
2
2
‖θagk−1 − θk−1‖2 + ηk,
(9)
where the second inequity holds from the fact a2 + b2 ≥ 2ab.
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Recall the definition of approximated gradient mapping, so we have
θagk − θk
=θmdk − βkg˜(θk−1,∇F (θmdk ), λk, ηk)− θk
=(1− αk)θagk−1 + αkθk−1 − βkg˜(θk−1,∇F (θmdk ), λk, ηk)−
(
θk−1 − λkg˜(θk−1,∇F (θmdk ), λk, ηk)
)
=(1− α)(θagk−1 − θk−1) + (λk − βk)g˜(θk−1,∇F (θmdk ), λk, ηk).
(10)
Now we apply Lemma 2 on θagk − θk and have
θagk − θk = Γk
k∑
τ=1
(
λτ − βτ
Γτ
)g˜(θτ−1,∇F (θmdτ ), λτ , ητ ).
Now using Jensens’s inequality and the fact that
k∑
τ=1
ατ
Γτ
=
α1
Γ1
+
k∑
τ=2
1
Γτ
(1− Γτ
Γτ−1
) =
1
Γk
,
we have
‖θagk − θk‖2 = ‖Γk
k∑
τ=1
(
λτ − βτ
Γτ
)g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2
= ‖Γk
k∑
τ=1
ατ
Γτ
(
λτ − βτ
ατ
)g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2
≤ Γk
k∑
τ=1
ατ
Γτ
‖(λτ − βτ
ατ
)g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2
= Γk
k∑
τ=1
(λτ − βτ )2
Γτατ
‖g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2.
(11)
Now replace above upper bound in (9) we have
F (θk) ≤ F (θk−1)− λk(1− Lλk)‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2
+
L(1− αk)2
2
Γk
k−1∑
τ=1
(λτ − βτ )2
Γτατ
‖g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2 + ηk
≤ F (θk−1)− λk(1− Lλk)‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2+
LΓk
2
k∑
τ=1
(λτ − βτ )2
Γτατ
‖g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2 + ηk.
(12)
Now sum over both side, we obtain
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F (θN ) ≤ F (θ0)−
N∑
k=1
λk(1− Lλk)‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2
+
N∑
k=1
LΓk
2
k∑
τ=1
(λτ − βτ )2
Γτατ
‖g˜(θτ−1,∇F (θmdk ), λτ , ητ )‖2 +
N∑
k=1
ηk
= F (θ0)−
N∑
k=1
λk(1− Lλk)‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2
+
L
2
N∑
k=1
(λk − βk)2
Γkαk
( N∑
τ=k
Γτ
)‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2 + N∑
k=1
ηk
= F (θ0)−
N∑
k=1
λkCk‖g˜(θk−1, λk, ηk)‖2 +
N∑
k=1
ηk,
(13)
where Ck = 1− Lλk − L(λk−βk)
2
2αkΓkλk
(
∑N
τ=k Γτ ).
Now rearrange terms and using the fact that F (θ∗) ≤ F (θN ), we obtain
min
k=1,...,N
‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2
( N∑
k=1
λkCk
) ≤ F (θ0)− F (θ∗) + N∑
k=1
ηk.
Recall αk =
2
k+1 , βk = 1/(2L), λk ∈ [βk, (1 + αk4 )βk], ηk = 1N . In this setting, we have
Γk =
2
k(k + 1)
,
N∑
τ=k
Γτ =
N∑
τ=k
2
τ(τ + 1)
≤ 2
k
. (14)
Since 0 ≤ λk − βk ≤ αkβk/4.
We got Ck ≥ 1−L
[
(1+ αk4 )βk+
α2kβ
2
k
16kαkΓkβk
]
= 1−βkL(1+ αk4 + 116) ≥ 1−βkL2116 = 11/32.
So we have λkCk ≥ 11βk32 ≥ 16L .
min
k=1,...,N
‖g˜(θk−1,∇F (θmdk ), λk, ηk)‖2 ≤
6L(F (θ0))− F (θ∗) + 1)
N
The next step is to bound the distance of approximated gradient mapping and true
gradient mapping, i.e.,
‖g˜(θk−1,∇F (θmdk ), λk, ηk)− g(θk−1,∇F (θmdk ), λk)‖2.
Using Lemma 1, we obtain
‖g˜(θk−1,∇F (θmdk ), λk, ηk)− g(θk−1,∇F (θmdk ), λk)‖2 ≤ ηk/λk ≤ 2LN .
Thus we have
min
k=1,...,N
‖g(θk−1,∇F (θmdk ), λk)‖2 ≤
12L(F (θ0)− F (θ∗)) + 16L
N
.
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Proof of option II in Theorem 1. Note that the procedure condg(∇F (θmdk ), θk−1, λk, ηk)actually
solve the following problem with tolerance ηk.
min
θ∈Ω
〈∇F (θmdk ), θ〉+
1
2λk
‖θk−1 − θ‖2.
Using strong convexity of above objective function (w.r.t. θ), we have ∀θ ∈ Ω
〈∇F (θmdk ), θ〉+
1
2λk
‖θk−1 − θ‖2 − 〈∇F (θmdk ), θk〉 −
1
2λk
‖θk−1 − θk‖2
≥〈∇F (θmdk ) +
1
λk
(θk − θk−1), θ − θk〉+ 1
2λk
‖θ − θk‖2.
(15)
Recall the termination condition
〈∇F (θmdk ) +
1
λk
(θk − θk−1), θk − θ〉 ≤ ηk,∀θ ∈ Ω,
and rearrange terms, we have
〈∇F (θmdk ), θk − θ〉 ≤
1
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2 − ‖θk−1 − θk‖2)+ ηk. (16)
Apply same argument on θagk , we have
〈∇F (θmdk ), θagk − θ〉 ≤
1
2βk
(‖θmdk − θ‖2 − ‖θagk − θ‖2 − ‖θagk − θmdk ‖2)+ χk. (17)
Now choose θ = αkθk + (1− αk)θagk−1 in (17) and we have
〈F (θmdk ), θagk − αkθk − (1− αk)θagk−1〉 ≤
1
2βk
(‖θmdk − αkθk − (1− αk)θagk−1‖2 − ‖θagk − θmdk ‖2)
=
1
2βk
(
α2k‖θk − θk−1‖2 − ‖θagk − θmdk ‖2
)
+ χk.
(18)
Add (18) and αk×(16), we have
〈∇F (θmdk ), θagk − αkθ − (1− αk)θagk−1〉
≤ αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2) + αk(λkαk − βk)
2βkλk
‖θk − θk−1‖2 − 1
2βk
‖θagk − θmdk ‖2
≤ αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2)− 1
2βk
‖θagk − θmdk ‖2 + αkηk + χk,
(19)
where the last inequality uses the assumption λkαk ≤ βk.
Note that
αk(F (θ
md
k )− F (θ)) + (1− αk)(F (θmdk )− F (θagk−1))
≤αk(〈∇F (θmdk ), θmdk − θ〉+
l
2
‖θ − θmdk ‖2) + (1− αk)
(〈∇F (θmdk ), θmdk − θagk−1〉+ l2‖θmdk − θagk−1‖2)
=〈∇F (θmdk ), θmdk − αkθ − (1− αk)θagk−1〉+
αkl
2
‖θ − θmdk ‖2 +
(1− αk)l
2
‖θmdk − θagk−1‖2
=〈∇F (θmdk ), θmdk − αkθ − (1− αk)θagk−1〉+
αkl
2
‖θ − θmdk ‖2 +
α2k(1− αk)l
2
‖θagk−1 − θk−1‖2,
(20)
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and
F (θagk ) ≤ F (θmdk ) + 〈∇F (θmdk ), θagk − θmdk 〉+
L
2
‖θagk − θmdk ‖2. (21)
Combine above equation with (19) and (20), we have
F (θagk )− F (θ) ≤ (1− αk)F (θagk−1)− (1− αk)F (θ)−
1
2
(
1
βk
− L)‖θagk − θmdk ‖2
+
αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2) + lαk
2
‖θmdk − θ‖2 +
lα2k(1− α)k
2
‖θagk−1 − θk−1‖2 + αkηk + χk.
(22)
Now we apply Lemma 2 and have
F (θagN )− F (θ)
ΓN
+
N∑
k=1
1− Lβk
2βkΓk
‖θagk − θmdk ‖2
≤‖θ0 − θ‖
2
2λ1
+
l
2
N∑
k=1
αk
Γk
(‖θmdk − θ‖2 + αk(1− αk)‖θagk−1 − θk−1‖2)+ N∑
k=1
αk
Γk
ηk +
N∑
k=1
χk
Γk
.
(23)
Now set θ = θ∗ in above equation, and notice
‖θmdk − θ∗‖2 + αk(1− αk)‖θagk−1 − θk−1‖2
≤2(‖θ∗‖+ ‖θmdk ‖2 + αk(1− αk)(‖θagk−1‖2 + ‖θk−1‖2))
≤2(‖θ∗‖2 + (1− αk)‖θagk−1‖2 + αk‖θk−1‖2 + αk(1− αk)(‖θagk−1‖2 + ‖θk−1‖2))
≤2(‖θ∗‖2 + ‖θagk−1‖2 + ‖θk−1‖2)
≤2(‖θ∗‖2 + 2M2),
(24)
and recall the definition of Γk and (14) we obtain
F (θagN )− F (θ)
ΓN
+
N∑
k=1
1− Lβk
2βkΓk
‖θagk − θmdk ‖2
≤‖θ0 − θ
∗‖2
2λ1
+ l
N∑
k=1
αk
Γk
(‖θ∗‖2 + 2M2) +
N∑
k=1
χk
Γk
+
N∑
k=1
αk
Γk
ηk
≤‖θ0 − θ
∗‖2
2λ1
+
l
ΓN
(‖θ∗‖2 + 2M2) +
N∑
k=1
χk
Γk
+
N∑
k=1
αk
Γk
ηk.
(25)
Now using the setup of χk, ηk, γk in the theorem 2 we obtain
min
k=1,...,N
‖θagk − θmdk ‖2 ≤
6
L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 1
N
)
.
Recall the definition of approximated gradient mapping g˜(θk−1,∇F (θmdk ), βk, χk) :=
θmdk −θagk
βk
.
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Thus mink=1,...,N ‖g˜(θk−1,∇F (θmdk ), βk, χk)‖2 ≤ 24L
(4L‖θ0−θ∗‖2
N2(N+1)
+ lN (‖θ∗‖2 + 2M2) +
1
N
)
.
Using Lemma 1, we have
‖g˜(θk−1,∇F (θmdk ), βk, χk)− g(θk−1,∇F (θmdk ), βk)‖2 ≤ χk/βk,
thus we obtain
min
k=1,...,N
‖g(θk−1,∇F (θmdk ), βk)‖2 ≤ 48L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 2
N
)
.
Proof of corollary 1. Note that the procedure condg(∇F (θmdk ), θk−1, λk, ηk) actually solves
the following problem using frank-wolfe method with tolerance ηk. In option I, In each
call of condg, we need 12λk /ηk = NL steps to converge with tolerance ηk according to
the standard proof of Frank-Wolfe method. Thus the total number of LO is O(N2).
Similarly, in option II, we have two calls of condg, where they need 12λk /ηk = d2NLk e and
1
2βk
/χk = NL steps to converges with tolerance ηk and χk. Thus the total number of LO
is O(N2).
Lemma 1. ‖g˜(θk−1,∇F (θmdk ), λk, ηk)− g(θk−1,∇F (θmdk ), λk)‖2 ≤ ηk/λk, where λk is the
stepsize in the algorithm, ηk the tolerance in the procedure condg.
Proof. Define θ˜ = condg(l, u, λ, η), θˆ = arg minx∈Ω〈l, x〉+ 12λ‖x− µ‖2.
Using the termination condition of the procedure, we have
〈l + 1
λ
(θ˜ − u), θ˜ − x〉 ≤ η,∀x ∈ Ω.
Now we choose x = θˆ and rearrange the therm then we have
〈l + 1
λ
(θˆ − u), θ˜ − θˆ〉+ 1
λ
‖θ˜ − θˆ‖2 ≤ η.
Notice 〈l+ 1λ(θˆ−u), θ˜−θˆ〉 ≥ 0 by the optimal condition of θˆ. Thus we have ‖θ˜−θˆ‖2 ≤ ηλ,
i.e., ‖(θ˜ − θˆ)/λ‖2 ≤ η/λ.
Lemma 2. Let αk be the stepsize in the algorithm 2 option II, and the sequence {hk}
satisfies
hk ≤ (1− αk)hk−1 + ψk, k = 1, 2, ..., (26)
then we have hk ≤ Γk
∑k
i=1(ψi/Γi) for any k ≥ 1, where
Γk =
{
1, k = 1
(1− αk)Γk−1 k ≥ 2
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Proof. Notice α1 = 1 and α ∈ (0, 1) for k ≥ 2 and then divide both side of (26) by Γk, we
have
h1
Γ1
≤ (1− α1)h1
Γ1
+
ψ1
Γ1
=
ψ1
Γ1
and
hk
Γk
≤ (1− αk)hk−1
Γk
+
ψk
Γk
=
hk−1
Γk−1
+
ψk
Γk
, for k ≥ 2.
Sum over both side, we have the result.
A.2 Proof of Stochastic Setting
Proof of Theorem 2. We denote δ¯k := G¯k −∇Ψ(θmdk ) and δ¯[k] := δ¯1, ..., δ¯k. Similar to the
batched case, the procedure condg solve the following problem with tolerance ηk.
min
x∈Ω
〈G¯k, x〉+ 1
2λk
‖θk−1 − x‖2
Again, use the strong convexity of objective function (w.r.t. x) we have
〈G¯k, θ〉+ 1
2λk
‖θk−1 − θ‖2 − 〈G¯k, θk〉 − 1
2λk
‖θk−1 − θk‖2
≥〈G¯k + 1
λk
(θk − θk−1), θ − θk〉+ 1
2λk
‖θ − θk‖2.
(27)
Recall the termination condition
〈G¯k + 1
λk
(θk − θk−1), θk − θ〉 ≤ ηk, ∀θ ∈ Ω
and rearrange terms, we have
〈G¯k, θk − θ〉 ≤ 1
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2 − ‖θk−1 − θk‖2)+ ηk. (28)
We have similar result on θagk , i.e.,
〈G¯k, θagk − θ〉 ≤
1
2βk
(‖θmdk − θ‖2 − ‖θagk − θ‖2 − ‖θagk − θmdk ‖2)+ χk. (29)
Now choose θ = αkθk + (1− αk)θagk−1 in (17) and we have
〈G¯k, θagk − αkθk − (1− αk)θagk−1〉 ≤
1
2βk
(‖θmdk − αkθk − (1− αk)θagk−1‖2 − ‖θagk − θmdk ‖2)
=
1
2βk
(
α2k‖θk − θk−1‖2 − ‖θagk − θmdk ‖2
)
+ χk.
(30)
Add (30) and αk×(28) together and recall the definition of G¯k = ∇F (θmdk ) + δ¯k we
have
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〈∇F (θmdk ) + δ¯k, θagk − αkθ − (1− αk)θagk−1〉
≤ αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2) + αk(λkαk − βk)
2βkλk
‖θk − θk−1‖2 − 1
2βk
‖θagk − θmdk ‖2
≤ αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2)− 1
2βk
‖θagk − θmdk ‖2 + αkηk + χk,
(31)
where the last inequality uses the assumption λkαk ≤ βk.
Again use the smoothness of objective function F (θ),
F (θagk ) ≤ F (θmdk ) + 〈∇F (θmdk ), θagk − θmdk 〉+
L
2
‖θagk − θmdk ‖2. (32)
Combine (32), (20) and (31) together, we obtain
F (θagk )− F (θ) ≤ (1− αk)F (θagk−1)− (1− αk)F (θ)−
1
2
(
1
βk
− L)‖θagk − θmdk ‖2
+
αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2) + lαk
2
‖θmdk − θ‖2 +
lα2k(1− α)k
2
‖θagk−1 − θk−1‖2+
+ 〈δ¯k, αk(θ − θk−1) + θmdk − θagk 〉+ αkηk + χk
≤ (1− αk)F (θagk−1)− (1− αk)F (θ)−
1
4
(
1
βk
− L)‖θagk − θmdk ‖2 +
βk‖δ¯k‖2
1− Lβk
+
αk
2λk
(‖θk−1 − θ‖2 − ‖θk − θ‖2) + lαk
2
‖θmdk − θ‖2 +
lα2k(1− α)k
2
‖θagk−1 − θk−1‖2 + αkηk + χk,
(33)
where the second inequality holds from the fact that ab ≤ a2+b22 .
Again we apply Lemma 2 and have for ∀θ ∈ Ω
F (θagN )− F (θ)
ΓN
+
N∑
k=1
1− Lβk
4βkΓk
‖θagk − θmdk ‖2
≤‖θ0 − θ‖
2
2λ1
+
l
2
N∑
k=1
αk
Γk
(‖θmdk − θ‖2 + αk(1− αk)‖θagk−1 − θk−1‖2)+ N∑
k=1
χk
Γk
+
N∑
k=1
αk
Γk
ηk
+
N∑
k=1
αk
ηk
〈δ¯k, θ − θk−1〉+
N∑
k=1
βk‖δ¯k‖2
Γk(1− Lβk) .
(34)
Now choose θ = θ∗, where θ∗ is the optimal solution, take expectation over both side
with respect to δ[N ] and use the fact that E〈δ¯k, θ∗ − θk−1|δ¯[k−1]〉 = 0 and (3),we have
Eδ[N ]F (θ
ag
N )− F (θ∗)
ΓN
+
N∑
k=1
1− Lβk
4βkΓk
Eδ[N ]‖θagk − θmdk ‖2
≤‖θ0 − θ
∗‖2
2λ1
+
Lf
ΓN
(‖θ∗‖2 + 2M2) + σ2
N∑
k=1
βk
Γk(1− Lβk)mk +
N∑
k=1
χk
Γk
+
N∑
k=1
αk
Γk
ηk.
(35)
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Using the definition of approximated gradient mapping g˜(θmdk , G¯k, βk, χk) :=
θmdk −θagk
βk
,
we have
N∑
k=1
(1− Lβk)βk
4Γk
Eδ[N ]‖g˜(θmdk , G¯k, βk, ξk)‖2
≤‖θ0 − θ
∗‖2
2λ1
+
l
ΓN
(‖θ∗‖2 + 2M2) + σ2
N∑
k=1
βk
Γk(1− Lβk)mk +
N∑
k=1
χk
Γk
+
N∑
k=1
αk
Γk
ηk.
(36)
Recall the setting of χk, αk, βk and (14), and notice the following fact (using Lemma
1)
‖g˜(θmdk , G¯k, βk, χk)− g(θmdk , G¯k, βk)‖2 ≤ χk/βk ≤
L
N
,
the fact
E‖g(θmdk , G¯k, βk)− g(θmdk ,∇F (θmdk ), βk)‖2 ≤
σ2
mk
,
and if we choose pk =
Γ−1k βk(1−Lβk)∑N
k=1 Γ
−1
k βk(1−Lβk)
=
Γ−1k∑N
k=1 Γ
−1
k
, (note βk =
1
2L ,Γk =
2
k(k+1) by
(14)), we have
E[‖g(θmdR , G¯R, βR)‖2] ≤ 192L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 3σ
2
LN3
N∑
k=1
k2
mk
+
1
N
)
.
Now choose mk = k, we obtain
E[‖g(θmdk , G¯k, βk)‖2)] ≤ 192L
(4L‖θ0 − θ∗‖2
N2(N + 1)
+
l
N
(‖θ∗‖2 + 2M2) + 3σ
2
2LN
+
1
N
)
.
Proof of corollary 2. Recall G¯k =
1
mk
∑mk
i=1G(x
md
k , ξk,i) , mk = k using the result of theo-
rem 2, it is easy to see the SFO complexity is O(1/2).
The proof on the LO complexity is same with option II in theorem 1. We need to
calculate the steps to converges up to the tolerance in the procedure condg. In particular,
we have two calls of condg, where they need 12λk /ηk = d2NLk e and 12βk /χk = NL steps to
converges with tolerance ηk and χk. Thus the total number of LO is O(N2).
Proof. To achieve E[‖g(θα,∇F (θα), λ)‖2] 6 1 , the number of total iteration should be
T = O(1 ). The LO complexity per each inner iteration is O(T ) by our choice of λ and η,
which gives us the overall LO complexity O(T 2) = O( 1
2
). The IFO complexity is given
by Tm(n+ bm), sustituting our choice of m, b gives IFO complexity being O(n
2
3
 ).
A.3 Proof of stochastic finite sum case
The following lemma is used to control variance of stochastic gradient vs+1t in non-convex
setting.
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Lemma 3. In Algorithm 4, we have:
E[‖∇F (θs+1t )− vs+1t ‖2] 6
L2
b
‖θs+1t − θ˜s‖2
Proof.
E[‖∇F (θs+1t )− vs+1t ‖2] = E[‖
1
b
∑
i∈It
(∇fit(θs+1t )−∇fit(θ˜s))− (∇F (xs+1t )− gs+1)‖2]
6 E[‖1
b
∑
i∈It
(∇fit(θs+1t )−∇fit(θ˜s))‖2]
6 E[1
b
∑
i∈It
‖∇fit(θs+1t )−∇fit(θ˜s)‖2]
6 E[L
2
b
∑
i∈It
‖θs+1t − θ˜s‖2]
=
L2
b
∑
i∈It
‖θs+1t − θ˜s‖2
where the first inequality uses bouding variance of random variable by second moment
and the second inequality uses the fact that E[‖∑bi=1Xi‖2] 6 bE[∑bi=1 ‖Xi‖2].
We also need the following key lemma.
Lemma 4. Let y = cndg(ω, x, λ, η), then we have:
F (y) 6 F (z)+〈y−z,∇F (x)−ω〉+(L
2
− 1
2λ
)‖y−x‖2+(L
2
+
1
2λ
)‖z−x‖2− 1
2λ
‖y−z‖2+η, ∀z ∈ Rd.
(37)
Proof. By termination criteria of cndg procedure, we have
〈ω + 1
λ
(y − x), y − z〉 6 η (38)
re-arrange terms we have
〈ω, y − z〉 6 1
λ
〈x− y, y − z〉+ η
=
1
2λ
(‖x− z‖2 − ‖y − z‖2 − ‖x− y‖2) + η. (39)
Now by smoothness of F (x) we have:
F (y) 6 F (x) + 〈∇F (x), y − x〉+ L
2
‖y − x‖2
6 F (z) + 〈∇F (x), x− z〉+ L
2
‖z − x‖2 + 〈∇F (x), y − x〉+ L
2
‖y − x‖2
= F (z) + 〈∇F (x), y − z〉+ L
2
‖z − x‖2 + L
2
‖y − x‖2. (40)
Add (39) and (40) together the result follows.
Now we are ready to prove Theorem 3.
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Proof. We first define θˆs+1t+1 = ϕ(θ
s+1
t ,∇F (θs+1t ), λ). Then by a direct application of
Lemma 4(with y = θˆs+1t+1 , z = x = θ
s+1
t ), we have
F (θˆs+1t+1 ) 6 F (θs+1t ) + (
L
2
− 1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 −
1
2λ
‖θˆs+1t+1 − θs+1t ‖2 (41)
By a second application of Lemma 4(with y = θs+1t+1 , z = θˆ
s+1
t+1 , x = θ
s+1
t ), we have
F (θs+1t+1 ) 6 F (θˆs+1t+1 ) + 〈θs+1t+1 − θˆs+1t+1 ,∇F (θs+1t )− vs+1t 〉+ (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2
+ (
L
2
+
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 −
1
2λ
‖θs+1t+1 − θˆs+1t+1 ‖2 + η
6 F (θˆs+1t+1 ) +
1
2λ
‖θs+1t+1 − θˆs+1t+1 ‖2 +
λ
2
‖∇F (θs+1t )− vs+1t ‖2 + (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2
+ (
L
2
+
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 −
1
2λ
‖θs+1t+1 − θˆs+1t+1 ‖2 + η
6 F (θˆs+1t+1 ) +
λL2
2b
‖θs+1t − θ˜s‖2
+ (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2 + (
L
2
+
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + η (42)
Then by adding (41) and (42) together we have
F (θs+1t+1 ) 6 F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2
+
λL2
2b
‖θs+1t − θ˜s‖2 + η (43)
Now we define Lyapunov function as follows, with cm = 0 and ct = ct+1(1 + β) +
λL2
2b .
Ls+1t = F (θ
s+1
t ) + ct‖θs+1t − θ˜s‖2
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By (43), we have:
Ls+1t+1 = F (θ
s+1
t+1 ) + ct+1‖θs+1t+1 − θ˜s‖2
6 F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2
+
λL2
2b
‖θs+1t − θ˜s‖2 + η + ct+1‖θs+1t+1 − θ˜s‖2
6 F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + (
L
2
− 1
2λ
)‖θs+1t+1 − θs+1t ‖2
+
λL2
2b
‖θs+1t − θ˜s‖2 + η + ct+1(1 +
1
β
)‖θs+1t+1 − θs+1t ‖2 + ct+1(1 + β)‖θs+1t − θ˜s‖2
= F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + [ct+1(1 +
1
β
) +
L
2
− 1
2λ
]‖θs+1t+1 − θs+1t ‖2
+ [ct+1(1 + β) +
λL2
2b
]‖θs+1t − θ˜s‖2 + η
= F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + [ct+1(1 +
1
β
) +
L
2
− 1
2λ
]‖θs+1t+1 − θs+1t ‖2
+ [ct+1(1 + β) +
λL2
2b
]‖θs+1t − θ˜s‖2 + η
6 F (θs+1t ) + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + ct‖θs+1t − θ˜s‖2 + η
= Ls+1t + (L−
1
2λ
)‖θˆs+1t+1 − θs+1t ‖2 + η (44)
where the first inequality comes from (43), the second inequality comes from Cauchy-
Schwarz inequality and the final inequality comes from definition of ct and the fact that
ct+1(1 +
1
β ) +
L
2 − 12λ 6 0 for appropriate choice of β and λ which we now verify. By
definition of ct we can easily find
ct =
λL2
2b
(1 + β)m−t − 1
β
=
λL2m
2b
((1 +
1
m
)m−t − 1) (letβ = 1
m
)
6 λL
2m
2b
(e− 1) 6 λL
2m
b
(45)
Hence we have
ct+1(1 +
1
β
) +
L
2
− 1
2λ
6 λL
2m
b
(1 +m) +
L
2
− 1
2λ
6 2λL
2m2
b
+
L
2
− 1
2λ
6 1
2λ
(
4λ2L2m2
b
+ Lλ− 1) 6 0 (46)
where the last inequality comes from plug in back our specification of λ, b,m in our theo-
rem. Now by telescoping both side of (44), we have:
Ls+1m + (
1
2λ
− L)
m−1∑
t=0
‖θˆs+1t+1 − θs+1t ‖2 6 Ls+10 +mη (47)
21
By using cm = 0 and that θ˜
s+1 = θs+1m we have L
s+1
m = F (θ
s+1
m ) = F (θ˜
s+1), by using
θs+10 = θ˜
s, we have Ls+10 = F (θ
s+1
0 ) = F (θ˜
s). Hence (47) becomes
(
1
2λ
− L)
m−1∑
t=0
‖θˆs+1t+1 − θs+1t ‖2 6 F (θ˜s)− F (θ˜s+1) +mη (48)
Now telescope through all the epoch, we have:
(
1
2λ
− L)
m−1∑
t=0
S∑
s=0
‖θˆs+1t+1 − θs+1t ‖2 6 F (θ˜0)− F (θ˜S+1) + Tη
6 F (θ0)− F (θ?) + 1 (49)
Now by definition of gradient mapping we have ‖θˆs+1t+1−θs+1t ‖2 = λ2‖g(θs+1t ,∇F (θs+1t ), λ)‖2.
Thus by definition of θα we have:
λ2(
1
2λ
− L)E‖g(θα,∇F (θα), λ)‖2 6 F (θ0)− F (θ
?) + 1
T
(50)
plug in back the choice of λ = 13L , the claim follows immediately.
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