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Abstract
We consider an epidemic SIR model with vaccination strategy (both centralized and
individual) on a sparse configuration model random graph. We show convergence and char-
acterized the scaling limits of the system when the number of nodes grows. Then, we study
and characterize the optimal controls for the limiting equations formulated as in the frame-
work of game theory both in the centralized and decentralized setting. Finally, we show how
the characteristics of the graphs influence the vaccination efficiency for optimal strategies.
Keywords: SIR-V, large graph, CM
1. Introduction
Since the study of vaccination cannot be easily considered in vivo, there is a long history
of quantitative analyses of epidemics and policies to avoid them, through mathematical
models and (more recently) their simulations. Besides, very similar dynamics (epidemics
and vaccination) could also be used to model the spread of negative information (like rumors
or fake news) from which a social-media user could be protected (vaccinated) using efficient
facts verification. In both cases, the use of simulations and mathematical and models have
proved to be instrumental to evaluate vaccinations strategies and epidemics characteristics.
We refer the interested reader to the complete and pedagogical review [1] which contains
both historical and modern references on the epidemic-like processes on complex networks.
In this work, we aim at describing optimal strategies of vaccinations and their perfor-
mance, modelling the interactions between individuals as a sparse random graph with a
given degree distribution. Our motivation steams from the fact that in recent years, many
authors pointed out the non-lattice characteristics of interactions networks (both in social
media and physical social interactions), as well as the presence of large degree nodes or hubs
which had a strong impact on epidemics characteristics and their vaccination counterparts.
As a consequence, results for lattice-like graphs and for mean field models (i.e. complete
graphs) were shown to have a quite limited modelling power.
On the other hand, while SIR epidemics with or without vaccination have been studied
extensively in the context of mean-field models where each individual potentially interact
with every other individual [2], there has been more recently a research effort to include the
effect of local interactions or neighborhoods by modeling the potential interactions between
individuals as a sparse random graph [3], [4]. In this context, the effect of non-homogeneity
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in the inter-individual interactions and the famous phenomena of small word can be reflected
in the model by defining a degree-distribution describing the statistics of the interactions.
In [5], a set of finite-dimensional differential equations describing the asymptotic of a SIR
dynamics on a sparse Configuration Model (CM) has been rigorously derived as projections of
an infinite dimensional system describing the scaling limits of the degree measures (between
susceptible, infected and recuperated). This is a remarkable result as it allows to grasp both
the specifics of the interaction graph and the epidemic dynamics in a simple 5-dimensional
deterministic dynamic system. Moreover, it agrees with other representations from the
physics literature including the work of Volz which described a Poissonian SIR epidemics
using coupled non-linear ordinary differential equations. The results of [5] hence show that
the latter equations are indeed verified in the thermodynamic limit (i.e. , when the number
of nodes tends to infinity in a sparse configuration model). See also [6] for more on the
SIR dynamics on the configuration model and [7] for equivalent formulation of the ODE
dynamics.
Contribution. In the present work, our starting point consists in generalizing the results
of [5] for SIR on CM by incorporating a strategy of vaccination depending (in a generic
manner) on time and depending linearly on the node degree (i.e., the number of potential
individuals with which one can interact). Using scaling limit techniques (following [5] and
[6]), we show the convergence of the degree measures in this more general context and
obtain a generic description of the epidemic dynamics subject to a vaccination strategy. As
in the case without vaccination, we are able to derive a finite-dimensional differential system
describing the evolution of the quantities of interest (as the number of infected, vaccinated,
recovered,...).
We then study the optimal controls for the vaccination formulated as a game both in a
decentralized and centralized setting. The decentralized case is approached from the theory
of mean field games, regarding the perspective of a single rational individual added to an
infinite population with an arbitrary vaccination policy. We show in particular that the
optimal vaccination strategy boils down to a bang-bang control, i.e., the optimal solution
consists in vaccinating with the highest possible rate until some fixed time-threshold de-
pending on the connectivity of the network and the costs, and then not to vaccinate at all
anymore. On the other hand, using techniques from continuous optimization for systems
with restricted controls, we also show that the optimal centralized strategy is of a threshold
type
The paper is organized as follows. In Section §2 we introduce the model and the notation.
In Section §3 we present the main result of this work. Section §4 is devoted to the optimal
control problems, and we show that the vaccination strategy is threshold. In Section §5 we
conclude by analyzing the effect of the vaccination policy on the epidemics. The full proofs
of the different results can be found in Section §6.
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2. Model Setting and notation
Before exposing the dynamics, we introduce briefly the stochastic environment of the
epidemic process. We use the Configuration Model random graph introduced by Bolloba´s
[8] which can be constructed as follows. Suppose we have N nodes, and a sequence of degrees
d1, . . . , dN independent and identically distributed according to (pk)k∈N1. We first assign a
quantity dk of half-edges to each node k and then choose two of them uniformly from the
unmatched ones, establishing the connection between the nodes, until all the half-edges are
matched. This procedure may lead to a multi-graph, but the probability of having a simple
one is bounded from below independently of N by a strictly positive constant if we assume
finite second moment, so we may repeat the algorithm until we obtain a simple graph [9].
As a consequence the degree of a randomly chosen node x is distributed according to pk,
and if we consider an edge (x, y), the probability that y has degree k is kpk∑
j∈N jpj
, which is
so-called the size-biased degree distribution.
We now describe the dynamics of the epidemics with vaccination. For a given Susceptible
node (i.e. not having contracted the illness nor vaccinated) we consider several exponential
clocks with parameter r, one for each edge with an Infected alter (i.e., potential encounters).
It will describe the contact process: if this clock rings, the Susceptible makes a transition to
state Infected and remain infectious during an exponential time with mean 1/β, whereupon
it will not longer infect any node, going to Recovered state. Also for the Susceptible, we
consider another exponential clock with parameter pit(k) depending on the degree k of the
node, which is the time dependent control variable and represents the rate at which the
individual becomes Vaccinated. Both Recovered and Vaccinated are absorbing states of the
resulting continuous time Markov chain, and we differentiate between both to keep track of
the epidemics.
We denote St, It, Rt and Vt the total number of Susceptible, Infected, Recovered and
Vaccinated nodes respectively, which are important in the description of the infection-
vaccination process. These quantities are of central interest in most of the epidemics litera-
ture and are the main variables on which equations of the dynamics are exhibited (we refer
the reader to [2] for an informative review on epidemics dynamics). Nevertheless, let us
remark that our model being over a configuration model random graph, computing its dy-
namics is in principle very demanding, as we should study a stochastic process in (growing)
dimension N, the number of nodes.
Instead, we are able to study the dynamics of four measures describing the connection
between the susceptible population and the rest. For this purpose, we resort to the so-called
principle of deferred decisions, revealing the graph simultaneously with the propagation of
the disease, regarding the types of the edges connecting the different states of the individuals.
This trick is possible since the random environment for the epidemics dynamics act over a
configuration model (which is constructed using a uniform matching). We follow here the
ideas developed in [5] and [10].
1The independence assumption can be relaxed but we assume it for simplicity.
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We now describe these dynamics precisely. For a given vertex x, we denote dx(S) the
random number of edges (x, y) with y a susceptible individual. The measure µSt (k) denotes
the number of susceptible nodes with degree k at time t,
µSt =
∑
x∈St
δdx .
Similarly,
µISt =
∑
x∈It
δdx(St), µ
RS
t =
∑
x∈Rt
δdx(St) and µ
V S
t =
∑
x∈Vt
δdx(St)
represent the number of nodes in each state I, R, V connected with the susceptible popu-
lation. We write µt = (µ
S
t , µ
IS
t , µ
RS
t , µ
V S
t ).
Another crucial parameter of the model is the probability that a node of degree one
remains susceptible until time t, which we denote
αt = e
− ∫ t0 rpIs+pisds. (1)
Where pIt is the probability that an edge from a susceptible individual to link to an
infectious neighbor and pit is the vaccination rate, at time t.
3. Results
3.1. Large graph limit in the degree sequence measure
We show that the degree empirical measures of each type converge to an infinite system
of differential equations as the population size tends to infinity. The corresponding deter-
ministic solution will in turn give interesting insights on the effect of the vaccination in the
propagation of the epidemic for large populations.
Theorem 1. Suppose (µ
(n)
0 )n∈N converges to µ0 inM4F (N0) embedded with the weak topology
Then we have,
i) There exists a unique solution µt of the deterministic system of differential equations
(2).
ii) When n goes to infinity, the sequence (µ(n))n∈N converges in distribution to µ in the
Skorokhod space.
4

〈µSt , f〉 =
∑
k∈N
µS0 (k)α
k
t f(k),
〈µISt , f〉 =〈µIS0 , f〉 −
∫ t
0
β〈µISs , f〉ds+
∫ t
0
∑
k∈N
rpIsk
×
∑
i,j,l,m/i+j+l+m=k−1
(
k − 1
i, j, l,m
)
(pSs )
i(pIs)
j(pRs )
l(pVs )
mµSs (k)f(i)ds
+
∫ t
0
∑
k∈N
rkpIs(1 + (k − 1)pIs)
∑
j∈N0
(f(j − 1)− f(j))jµ
IS
s (j)
N ISs
µSs (k)ds
+
∫ t
0
∑
k∈N
pis(k)kp
I
s
∑
j∈N0
(f(j − 1)− f(j))jµ
IS
s (j)
N ISs
µSs (k)ds.
〈µRSt , f〉 =〈µRS0 , f〉+
∫ t
0
β〈µISs , f〉ds+
∫ t
0
∑
k∈N
(rkpIs(k − 1)pRs + pis(k)pRs k)
×
∑
j∈N0
(f(j − 1)− f(j))jµ
RS
s (j)
NRSs
µSs (k)ds.
〈µV St , f〉 =〈µV S0 , f〉+
∫ t
0
∑
k∈N
pis(k)
∑
i+j+l+m=k
(
k
i, j, l,m
)
(pSs )
i(pIs)
j(pRs )
l(pVs )
mµSs (k)f(i)ds
+
∫ t
0
∑
k∈N
(rpIsk(k − 1)pVs + pis(k)pVs k)µSs (k)
∑
j∈N0
(f(j − 1)− f(j))jµ
V S
s (j)
NRSs
ds.
(2)
The proof is very similar to the proof of the main theorem of [5] but we add it in the last
section for a matter of completeness. Choosing f(k) = 1i(k) we obtain a countable system of
ordinary differential equations that allows us to describe the infection propagation in terms
of the measures.
3.2. Closed system
In most of the literature, the object of study is the proportion of the population in each
state, explaining the infection numbers. Our work describe the dynamic of the following
edge-based quantities
NSt = 〈µSt , χ〉 :=
∑
k∈N
kµSt (k),
the number of semi-edges connecting a susceptible node; and N ISt , N
RS
t , N
V S
t , the number of
edges linking a susceptible node with an infected, recovered or vaccinated one, respectively.
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We also consider the proportion of edges associated to those quantities:
pIt =
N ISt
NSt
,
pRt =
NRSt
NSt
,
pVt =
NV St
NSt
pSt =
NSt −N ISt −NRSt −NV St
NSt
.
It is a key point in our model to fix how much information the individuals have in the
decision making process. In the sequel we suppose that the vaccination strategy of each
individual is proportional to her degree with the same proportionality constant for each
agent in the population, i.e., pit(k) = pitk.
As in the case without vaccinations we use the generating function for the initial degree
distribution g(x) =
∑
k∈N µ
S
0 (k)x
k in order to reduce the number of dimensions (from infin-
ity) to six, allowing in this way a useful description of both the epidemics and the optimal
vaccination strategy.
Proposition 1. The quantities x = (α, I, V, pS, pI , pV ) defined by the measure µ satisfy the
following system of differential equations of the form x˙ = ϕ(x, pi),
α˙ = (−rpI − pi)α
I˙ = −βI + rpIαg′(α)
V˙ = piαg′(α)
p˙S = −αg′′(α)
g′(α) p
S(rpI − pi) + pS(rpI − pit)
p˙I = −βpI + pIrpS αg′′(α)
g′(α) − rpI(1− pI)
p˙R = βpI + rpRpI
(3)
Moreover, ϕ is Lipschitz in the variable x and uniformly bounded, and therefore by [11], the
problem (3) admits a unique solution for each initial datum and a measurable pi : [0, T ] →
[0, ν].
Proof. We use the generating function to compute a closed expression for NSt , N
IS
t , N
RS
t
and NV St and its derivatives. We denote 1(x) := 1 and χ(x) = x.
Note that
St = 〈µSt ,1〉 =
∑
k∈N
µSt (k) =
∑
k∈N
µS0 (k)α
k
t = g(αt)
is the number of susceptible individuals at time t.
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In a similar way,
It =〈µISt ,1〉
=
∑
k∈N
µIS0 −
∫ t
0
βIsds+
∫ t
0
rpIsαsg
′(αs)ds
=I0 +
∫ t
0
−βIs + rpIsαsg′(αs)ds,
Rt =R0 +
∫ t
0
βIsds,
Vt =V0 +
∫ t
0
pisαsg
′(αs)ds.
The next step is to find the dynamics for pSt and the other edges probabilities. Before
calculating it, let us note that:
NSt = 〈µSt , χ〉 =
∑
k∈N
µS0 (k)α
k
t k = αt
∑
k∈N
µS0 (k)α
k−1
t k = αtg
′(αt). (4)
Using the definition of pIt and α˙t = (−rpIt − pi)αt, we obtain
N˙St
NSt
= (−rpIt − pit)
(
1 +
αt(g
′′(αt)
g′(αt)
)
.
We replace f by χ in (2), and after some basic calculation and rearranging of terms by using
the multinomial theorem, we have
p˙It =− βpIt +
αtg
′′(αt)
g′(αt)
pIt (rp
S
t − rpIt − pit)− pIt (r + pit)− pIt (−rpIt − pit)(1 +
αtg
′′(αt)
g′(αt)
)
=− βpIt + pIt rpSt
αtg
′′(αt)
g′(αt)
− rpIt (1− pIt )
(5)
Reasoning in much the same way with the other probabilities, and putting all the equa-
tions together, we have, for each control pi : [0, T ]→ [0, ν], a closed system of equations that
generalizes the one proposed by Volz:
α˙t = (−rpIt − pit)αt
I˙t = −βIt + rpItαtg′(αt)
R˙t = βIt
V˙t = pitαtg
′(αt)
p˙It = −βpIt + pIt rpSt αtg
′′(αt)
g′(αt) − rpIt (1− pIt )
p˙Rt = βp
R
t + rp
R
t p
I
t
p˙Vt =
αtg′′(αt)
g′(αt) pitp
S
t + pitp
S
t + rp
V
t p
I
t
p˙St = −αtg
′′(αt)
g′(αt) p
S
t (rp
I
t − pit) + pSt (rpIt − pit)
(6)
This finishes the proof.
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We can see the strong dependence on the initial distribution and its size biased distri-
bution, hidden in the expression αtg
′′(αt)
g′(αt) , the expected number of susceptible individuals
connected with a neighbour of a given degree at time t.
3.2.1. Relation with mean field models
Regarding the results on asymptotic similarity between a configuration model with Pois-
son degree distribution and the classical Erdo¨s-Renyi random graph [12] we relate our model
with the Mean Field point of view. In the sparse Erdo¨s-Renyi model, the number of neigh-
bours in the graph follows a binomial distribution, which can be approximated in a large
population by a Poisson distribution. On the other hand, when the graph is fully connected
and the contact process is determined by a Poisson process, the number of neighbors with
whom each node effectively connects is also distributed Poisson.
In the Mean Field model [13], an individual of an homogeneous population encounters
others following a Markov process in continuous time with rate r. Slightly differently from
our model, individuals can be in the four states: susceptible, infected, recovered or vacci-
nated; and we denote St, It and Rt, its respective proportions of the total population. Here,
vaccinated individuals are treated as recovered, since the influence in the propagation of the
disease is the same. If the initial individual of the contact process is susceptible and the
encountered one is infected, the first become infected. An infected node recovers at rate β,
and a susceptible can choose its own vaccination rate pi, going to recovery state. When the
size of the population goes to infinity, the dynamics of the population where all players use
the vaccination strategy pi is described by the following system of equations:
S˙ = −rIS − piS
I˙ = rIS − βI
R˙ = βI + piS
(7)
The main difference between the two systems lies on the term associated to the infection
process in the mean field case, rStIt, is now rp
I
tαtg
′(αt) = rN ISt and the neighbors are chosen
according to the size biased distribution. In the particular case of Poisson distribution, the
size biased distribution is also Poisson, and as we show in this section, both models are
asymptotically similar.
The model is different because we are regarding a local dependence on the interactions,
looking at an edge-based dynamics instead of an individual-based one. In the propagation
of the disease, exponential clocks of the contact process are assigned to edges connecting
susceptible with infected, the mechanism is not to choose uniformly between all the pop-
ulation but in a neighbourhood, this modifies qualitatively the generator of the MDP and
therefore the limit equation.
In Figures 1 and 2 we present the long time evolution of the proportions of susceptible,
infected, vaccinated and recovered nodes for the Mean Field Model (left panel) and the
Configuration Model (right panel), for different parameters and a xed vaccination strategy.
We take an ε-proportion of initially infected, this give us:
I0 = ε, S0 = 1− ε, pI0 =
ε
1− ε, and p
S
0 =
1− 2ε
1− ε . (8)
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Figure 1: Left panel: Mean Field model. Right panel: Configuration Model. ν = 0.3;β = 1;r = 4;C = 8
Figure 2: Left panel: Mean Field model. Right panel: Configuration Model. ν = 2;β = 3;r = 7;C = 8.
We can see that the simulations are very close, though not exactly similar. We can
actually give an analytical argument to explain this similarity. Let us consider a population
in which every individual has C possible contacts and scale it such that rˆ = rC remains
constant. The Mean Field equation we get before the scaling is the same as (7) replacing r
and pi by rˆ and pˆi respectively.
We prove that our dynamics on a configuration model with Poisson degree distribution,
not fully connected but uniformly linked, also solve these equations while C goes to infinity
(and therefore N →∞). Let us consider the case g(x) = CeC(x−1), we know S = g(α), and
hence
S˙ = g′(α)α˙ = Ceα(C−1)(−rpI − pi)α = −CSrpIα− CSpiα.
Since rˆ is taken to be constant, it is of order O(1) as C grows, and only a proportion
of order O(I/C) of the edges may transmit the infection from one infected neighbor to the
observed susceptible. With this, for large C, pI can be approximated by I − O(I/C) and
9
similarly, when C is large enough, α is 1−O(1/C). Moreover, pIα = I +O(I/C), giving us
S˙ = −rˆIS − pˆiS +O(IS/C),
which is asymptotically the first equation in (7). The third follows from a similar reasoning,
and the second from the fact that S = 1− I −R.
4. Optimal Control Problems
The optimal vaccination problem has been studied in recent years from the perspective of
control theory and game theory. There are two main points of view to analyze the population
behaviour: as a rational individual immersed looking for its own benefit, or as a centralized
agent who takes decisions for the overall, for example the government. This benefit can be
thought of as to minimize the costs of a vaccination program or to prevent the epidemic
spread of a disease. In [14], the authors analyze the vaccination at the beginning of the
period of time in consideration proposing an evolutionary game-theoretic problem, where
individuals use evidence to estimate costs of vaccination, and the model is based on the
agent point of view. In [13], the authors apply mean field game theory to define and analyze
the existence of an equilibrium in an infinite homogeneous population.
We consider here a vaccination strategy as a bounded and measurable time dependent
function, followed uniformly by all the population but depending linearly on the connectivity
of an individual. This is already a large family of controls, needing a quite general theoretical
treatment, involving in particular weak and viscosity solutions.
4.1. Individual Cost
In this section, we analyze the optimal control problem from an individual point of view.
We focus on the perspective of a particular individual immersed in the population, who
will take the optimal decision in order to minimize her cost regarding the behaviour of the
population corresponding to a global vaccination policy.
This rational individual can be considered as a player in a game against the whole
population with a fixed strategy, and we are therefore in the context of Mean Field Game
theory, from which we will use the definitions of equilibrium and existence results.
The scenario will be described by the limit system of equations we get in the previous
section, and we suppose an individual is added to the population which evolves according
to the vaccination strategy pi. Since the population is infinite, the behavior of this new
individual will not affect the evolution of the whole population, hence its dynamics will be
described by the already stated equations (3), in the form x˙ = f(x, pi). We denote by p˜i the
vaccination strategy for the new individual and (S˜t, I˜t, R˜t, V˜t) her probability distribution
over the four possible states.
We suppose that this new individual has a degree distributed as the initial susceptible
population µS0 , therefore, we have that S˜t = g(α˜t) where α˜t = exp(−
∫ t
0
rpIs + pi
0
sds) and her
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state evolution will be determined by the following system of the form ˙˜x = f0(x, x˜, pi, p˜i):
˙˜αt = (−rpIt − pit)α˜t
I˙t = −βIt + rpIt α˜tg′(α˜t)
V˙t = pitα˜tg
′(α˜t)
α˙t = (−rpIt − pit)αt
p˙It = −βpIt + pIt rpSt αtg
′′(αt)
g′(αt) − rpIt (1− pIt )
p˙Rt = βp
R
t + rp
R
t p
I
t
p˙St = −αtg
′′(αt)
g′(αt) p
S
t (rp
I
t − pit) + pSt (rpIt − pit).
(9)
The new individual wants to minimize her cost defined by:
C˜t(pi, p˜i) =
∫ T
t
cI I˜s + cV pisg(α˜s)ds. (10)
So, the new individual looks at the best response to strategy pi, this is, she wants to play
BR(pi) ∈ arg minp˜i C˜t(pi, p˜i). The minimum is taken over
Π = {f : [0, T ]→ [0, pimax] bounded and measurable},
which is a compact set for the weak topology. This implies that BR(pi) is not empty, since
any minimizing sequence has a limit.
We say that piMFE is a mean-field equilibrium if and only if it is a fixed point of the best
response functional, this is, piMFE ∈ BR(piMFE).
The existence of this equilibrium follows from Theorem 2 in [15], since the cost is linear
in I, the function g is analytic, and the rates of transition for the new individual depend
linearly in pI or are constant for a fixed pi.
Although this result guarantees the existence of equilibrium, we will compute the solution
analyzing our problem as a continuous time Markov Decision Problem with finite horizon.
Denote JS(t), JI(t) the optimal cost starting at time t in states susceptible and infected,
respectively. The optimal cost J and the strategy p˜i∗ that realizes it, satisfy the the following
Hamilton-Jacobi-Bellman optimality equation [16]:
JS(T ) = JI(T ) = 0
− ˙JS(t) = inf p˜i
[
p˜i(cV − JS(t)) + pIt rg′(1)(JI(t)− JS(t))
]
− ˙JI(t) = cI − βJI(t)
p˜i∗ = arg minp˜i∈Π˜
[
p˜i(cV − JS(t)) + pIt rg′(1)(JI(t)− JS(t))
]
.
(11)
Proposition 2. Let p˜i∗ the strategy that realizes the optimal cost J . Then, p˜i∗ is threshold.
Proof. We will prove that the optimal strategy is constantly the maximum rate of vaccination
until some time θ, and after that instant is zero. Let us remark that the costs associated to
two different strategies that differs in a null measure set is the same. So, we have uniqueness
up to a zero measure set.
11
We can see from the third line in (11) that
JI(t) =
CI
β
(1− eβ(t−T )).
Hence JI decrease from JI(0) =
CI
β
(1− e−βT ) to JI(T ) = 0.
We also realize that if JS(t) > cV then p˜i(t) = 0. Since JS(T ) = 0 and the costs are
continuous, J˙S(T ) = 0 therefore, if we call θ the first instant at which JS is below cV , we
have JS(t) ≤ JI(t) for all θ ≤ t ≤ T , such that the second term in the second equation in
(11) is non-negative. If JS does not cross cV then we take θ = 0.
Moreover, if JS > cV , the derivative J˙S is lower than itself when the condition JS ≤ cV
holds, hence JS(t) ≤ JI(t) for all 0 ≤ t ≤ T and therefore JS is always decreasing before θ.
We have proved that
p˜i(t) =
{
ν if t < θ
0 if t ≥ θ. (12)
4.2. Social Optimum
Now we consider the total population as the optimizing agent. We first consider the
control system of the form x˙ = ϕ(x, pi) like (3) where the set Π of admissible controls is
compact, and the family of admissible control functions pi is only restricted by its measur-
ability. Given the initial data x(0) = x0 the Cauchy problem has a unique solution, as we
stated in Proposition 1.
Given an initial data (s, y) we consider the general optimization problem:
minimize : J(s, y, pi) =
∫ T
s
L(x(t), pi(t))dt+ Ψ(x(T )) (13)
where x depends not only on time but on the control and the initial data and the minimum
is taken over Π the set of measurable functions pi : [0, T ]→ [0, ν].
As stated by the dynamic programming method, the optimal control can be characterized
by the value function V (s, y) := infpi∈Π J(s, y, pi), but the classical point of view does not
allows discontinuous control functions. Hence we are now verifying the hypothesis that our
setting must hold in order to have existence and uniqueness of the optimal control, based on
more general results on viscosity solutions theory [17], [18]. In the case of measurable control
we can also apply the Pontryagin’s Maximum Principle with less restrictive assumptions.
According to Lemma 9.2 in [17], the functionals involved must satisfy
|ϕ(x, pi)| ≤ C, |ϕ(x1, pi)− ϕ(x2, pi)| ≤ C|x1 − x2|,
|L(x, pi)| ≤ C, |Ψ(x)| ≤ C,
|L(x1, pi)− L(x2, pi)| ≤ C|x1 − x2| |Ψ(x1)−Ψ(x2)| ≤ C|x1 − x2|,
(14)
for all x1, x2 ∈ R6, and pi ∈ Π, for some constant C. Under this assumptions the value V is a
bounded, Lipschitz continuous function, and it can be characterized as the unique viscosity
solution to a Hamilton-Jacobi equation.
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As a particular case inspired in the individual optimization problem exposed above, we
define
L1(x, pi) = cIIt + cV pitg(αt). (15)
We can easily check that our setting holds (14), by basic calculations and bounding the
second term using the regularity of g and the Mean Value Theorem.
Further, given the data x(0) = x0, let t 7→ x∗(t) = x(t, pi∗) be an optimal trajectory
corresponding to the optimal control pi∗. Following Theorems 7.18 and 11.27 in [18], there
exists an absolutely continuous application t 7→ p(t) ∈ R6 called the adjoint vector, and a
real number p0 ≤ 0, such that (p, p0) is non trivial, and such that for almost every t ∈ [0, T ]
x˙∗ = f(x∗, pi∗),
x(0) = x0,
p˙∗ = −∂H
∂x
(x∗, p∗, pi∗),
p∗(T ) = 0,
pi∗ = argminpiH(x∗, p∗, pi),
(16)
where the Hamiltonian of the system is H = p0L1 + pf .
Proposition 3. Let pi∗ the strategy that minimizes (13). Then pi∗ is threshold.
Proof. Writing the equation for pi∗ we get
pi∗ = argmin
{
(p0cV g(α
∗)− p∗1α∗ + p∗3α∗g′(α∗) + p∗4α∗
g′′(α∗)
g′(α∗)
pS
∗
+ p∗4p
S∗pI
∗
r)pi − pS∗pi2
}
which is a quadratic function of pi with negative principal coefficient, and whose roots are 0
and ρ∗. Since we are minimizing over pi ∈ [0, ν] we can conclude that
pi(t) =
{
ν if ν > ρ∗(t)
0 if ν ≤ ρ∗(t), (17)
and the proof is finished.
Since it is impossible to solve analytically the system (16), we apply the method of
Forward-Backward Sweep presented in [19] in order to understand the behaviour of ρ∗. We
can see from the simulation that ρ∗ is negative at the beginning and monotone increasing.
As in the preceding section, optimal vaccination policies is of bang-bang type, indicating
that vaccination must be intended with the maximum effort (maximum rate) and otherwise
not to vaccinate.
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5. Phenomenological Conclusions and Epidemic Analysis
When we consider the role of a government actor, this kind of problems can explain
how vaccination policies, given a cost and a maximum vaccination rate, can interfere in
effective immunization of the population, avoiding the epidemics at a mild economical cost.
The budget in question may be modelled through a bound on the vaccination rate, and the
individual behaviour contrasted with the social regime may justify the necessity of subsidies.
Knowing the strength of the disease in consideration and its recovering rate, the vacci-
nation budget represented in ν, and taking in account the connectivity of the population,
our work contributes to find this optimal vaccination effort.
We can calculate, as in previous works on epidemics over social networks, when does the
epidemics occur in terms of the connectivity of the graph. This is deduced from the equation
0 = p˙It |t=0 = (−βpIt + pIt rpSt
αtg
′′(αt)
g′(αt)
− rpIt (1− pIt ))|t=0,
taking the initial conditions previously stated in (8) we arrive to the already know threshold:
r
β
=
g′(1)
g′′(1)− g′(1) .
Here we cannot observe the influence of the vaccination, since at time zero this process has
not started yet. Some of the previous research consider a previous immunization step [14].
Our work focus on a more realistic scenario where vaccination occur at the same time scale
than infection. Also our work would generalize to vaccination at time 0, when the maximal
vaccination rate diverge. In that case, the threshold strategy would not converge to a Dirac
mass in 0.
Following Miller [7], we can compute the final epidemic size in our model. We compute
ξk, the probability that a randomly chosen susceptible node with degree k is never infected,
considering the probabilities of infection, recovering and not vaccination at time T :
ξk =
∫ ∞
0
(1− e−rT )βe−βT (e−k
∫ T
0 pitdt)dT.
If we assume a bang-bang control pit = ν1[0,θ](t), after some simple calculations we get
ξk = e
−kθν r
r + β
.
Now, we can also compute the probability that an initially susceptible node remains suscep-
tible after the epidemic:
ξ =
∑
∈N
kpikµ0(k) =
r
r + β
g(e−θν).
We can similarly compute the total number of recovered agents, from where analyze the
spread of the disease. First we compute the final number of vaccinated agents,
Vk(∞) =
∫ ∞
0
pite
−tpitkdt = 1− (e−θν)k.
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Hence, V (∞) = S0 − g(e−θν) and therefore
R(∞) = 1− S(∞)− V (∞) = 1− S0 + β
r + β
g(e−θν).
Here, we can see the strong dependence of the connectivity of the network and the max-
imum rate of vaccination in order to reduce, exponentially, the propagation of the epidemic.
Nevertheless the network characteristics do appear only through the generating function
g. Additionally, the maximum rate of vaccination can be translated in the budget of the
decision maker, because it may indicate how effective may be the decision to vaccinate.
6. Proofs
6.1. Measures and Stochastic Differential Equations
Inspired in [5] and [20] we will represent the behavior of our dynamic as a process which
is solution of a system of a stochastic differential equations derived from Poisson point
measures (PPM).
We will use three different PPM for each event which modifies the quantities we are
interested in: an infection, a recovery, or a vaccination. We need to identify the rates of this
events and how to update the measures on the graph.
Suppose an event occur at time T , and let us analyze the first case, an infection. For
that, it is convenient first to consider
λT−(k) = rk
N IST−
NST−
, (18)
the rate of infection of a given k-degree individual at time T . She will have her half-
edges connected according to the quantities µT and distributed following a multivariate
hypergeometric distribution. We denote
pT−(j, l,m | k − 1) =
(NIST−−1
j−1
)(NRST−
l
)(
NV ST−
m
)(NST−−NRST−−NIST−−NV ST−
k−1−j−l−m
)(NST−−1
k−1
) . (19)
Finally, given k, j, l and m, we have to update the measures µIST , µ
RS
T and µ
V S
T choosing the
infected, recovered and vaccinated individuals who will be connected to the newly infected.
In order to do that, we draw three vectors u = (u1, ..., uIT−), v = (v1, ..., vRT−), and w =
(w1, ..., wVT−) indicating how many links each I, R or V node has with the newly infected.
We consider U = ⋃n∈N(N0)n and for each µ ∈MF (N0) and n ∈ N we define
U ⊇ U(µ, n) :=
{
u = (u1, ..., u〈µ,1〉) :
〈µ,1〉∑
i=1
ui = n and ui ≤ F−1µ (i)
}
,
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and the number of edges of type IS, RS or V S will be given respectively by
ρ(u | j + 1, µIST−) =
∏IT−
i=1
(
γi(µ
IS
T−)
ui
)(NIST−
j+1
) 1u∈U(µIST−,j+1),
ρ(v | l, µRST−) =
∏RT−
i=1
(
γi(µ
RS
T−)
vi
)(NRST−
l
) 1u∈U(µRST−,l),
ρ(w | m,µV ST−) =
∏VT−
i=1
(
γi(µ
V S
T−)
wi
)(
NV ST−
m
) 1w∈U(µV ST−,m).
(20)
We define
D(t, u, µ) =
〈µt,1〉∑
i=1
δγi(µt)−ui − δγi(µt)
and
Df (t, u, µ) =
〈µt,1〉∑
i=1
f(γi(µt)− ui)− f(γi(µt)).
Then, we update our measures as follows, introducing some notation:
µST = µ
S
T− − δk = µST− + ∆S1 (T−),
µIST = µ
IS
T− + δk−(j+l+m+1) +D(T, u, µ
IS) = µIST− + ∆
IS
1 (T−),
µRST = µ
RS
T− +D(T, v, µ
RS) = µRST− + ∆
RS
1 (T−),
µV ST = µ
V S
T− +D(T,w, µ
V S) = µV ST− + ∆
V S
1 (T−).
(21)
Another event in consideration is a recovering. Here we choose uniformly an infected i
and set:
µIST = µ
IS
T− − δγi(µIST−) = µ
V S
T− + ∆
IS
2 (T−),
µRST = µ
RS
T− + δγi(µIST−) = µ
RS
T− + ∆
RS
2 (T−).
(22)
This happens with probability 1/IT−.
The last event is vaccination. The corresponding rate is pitN
S
t . We remark the strong
dependence on the degree of the individual, because is more probable that a higher connec-
tivity node to be vaccinated first. More precisely, the probability that the new vaccinated
has degree k is
kµST−(k)
NST−
. Once we draw the vaccinated individual, and supposing her degree
is k, we update the measures as follows:
µST = µ
S
T− − δk =: µST− + ∆S3 (T−),
µIST = µ
IS
T− +D(T, u, µ
IS) =: µIST− + ∆
IS
3 (T−),
µRST = µ
RS
T− +D(T, v, µ
RS) =: µRST− + ∆
RS
3 (T−),
µV ST = µ
V S
T− + δk−(j+l+m) +D(T,w, µ
V S) =: µV ST− + ∆
V S
3 (T−).
(23)
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Now we introduce three Poisson Point Measures that will be very useful to describe the
MF (N0)-valued stochastic process (µt)t≥0. For a similar point of view, see [20] or [5].
The first one will provide us the possible instant in which an infection occur. We define
dN1(s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5) as a product measure on R+ × E1 with E1 = N0 ×
R+ × (N0)3 × R× (U × R+)3, where ds and dθ are Lebesgue measures and dn are counting
measures on N0 or U , accordingly.
The degree k infected agent will be connected with j infected, l recovered and m vacci-
nated agents, drawn according u, v and w as we explained above.
We also have dN2(s, i) on E2 = R+×N a PPM with intensity β for the recovering process.
This is, for each atom we have associated a possible recovering time s and the identification
number i of the new recovered.
The last PPM, dN3(s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5) is defined in R+×E3 where E3 =
E1 and it is very similar to the first one. It assign a mass to each possible time s where a
degree k vaccinated agent is connected with j infected, l recovered and m vaccinated agents,
drawn according u, v and w.
In all the cases, the auxiliary variables θ are useful to take in account the rates in this
integral representation.
In order to simplify notation we will not write the dependency on the variables, and
consider the following indicator functions to represent the rates:
I1 =I1(s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5)
=1θ1≤λs−(k)µSs−(k)1θ2≤ps−(j,l,m|k−1)1θ3≤ρ(u|j+1,µISs−)1θ4≤ρ(v|l,µRSs− )1θ5≤ρ(w|m,µV Ss− ),
I2 =I2(s, i) = 1i≤Is− ,
I3 =I3(s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5)
=1θ1≤pis−(k)µSs−(k)1θ2≤ps−(j,l,m|k)1θ3≤ρ(u|j,µISs−)1θ4≤ρ(v|l,µRSs− )1θ5≤ρ(w|m,µV Ss− ).
(24)
Now it is clear the evolution of the measures according with the events that may occur,
and we are ready to write an integral form for this evolution in terms of the Poisson Point
Measures, for example for the second coordinate
µISt = µ
IS
0 +
∫ t
0
3∑
k=1
∫
Ek
∆ISk (s)IkdNkds. (25)
Doing the same for the four coordinates, we can write the system of Stochastic Differential
Equations:
µt = µ0 +
∫ t
0
3∑
k=1
∫
Ek
∆k(s)IkdNkds (26)
Proposition 4. Given µ0 = (µ
S
0 , µ
IS
0 , µ
RS
0 , µ
V S
0 ) and N1, N2, N3 there exists a unique strong
solution to the system (26) in the Skorokhod space D(R+, (MF (N0))4).
Proof. First note that all the measures are dominated by the expectation of µS0 +µ
IS
0 +µ
RS
0 +
µV S0 and the supports are bounded on the positive integers. The proof can be completed in
the same way as in [21].
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6.2. Renormalization
Inspired in the techniques developed in [5] and [20] we write a renormalization of the
system when the number of individuals is n and the number of edges is proportional to
n. We observe that the intensity of the jump process has the same order, and deduce the
scaling for the fluid limit renormalization. We prove the convergence of the solution of the
finite case system of equations to the solution of (26) in the weak sense of the Skorokhod
space [22].
We consider four sequences of measures indexed by n ∈ N, (µn,S), (µn,IS), (µn,RS) and
(µn,V S) satisfying the system of equations (26) for each n ∈ N with initial conditions
µn,S0 , µ
n,IS
0 , µ
n,RS
0 and µ
n,V S
0 . We associate S
n
t , I
n
t , R
n
t and V
n
t the number of individuals
in each state at time t and denote St, It,Rt,Vt the sets of the nodes susceptible, infected,
recovered and vaccinated, respectively.
We take the scaling µ
(n),S
t =
1
n
µSt for each t ≤ 0 and analogously, µ(n),ISt , µ(n),RSt and
µ
(n),V S
t . We denote N
(n),S
t = 〈µ(n),St , χ〉 and S(n)t = 〈µ(n),St ,1〉 and, accordingly, N (n),ISt ,
N
(n),RS
t , N
(n),V S
t , I
(n)
t , R
(n)
t and V
(n)
t .
Finally, we scale the rates and the indicator functions associated, λnt (k) = rk
Nn,ISt
Nn,St
, and
pnt (j, l,m | k − 1) =
(N
n,IS
t −1
j−1 )(
N
n,RS
t
l )(
N
n,V S
t
m )(
N
n,S
t −N
n,RS
t −N
n,IS
t −N
n,V S
t
k−1−j−l−m )
(N
n,S
t −1
k−1 )
,
I
(n)
1 =I
(n)
1 (s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5)
=1
θ1≤λns−(k)nµ(n),Ss− (k)
1θ2≤pns−(j,l,m|k−1)1θ3≤ρ(u|j+1,nµ(n),ISs− )
1
θ4≤ρ(v|l,nµ(n),RSs− )
1
θ5≤ρ(w|m,nµ(n),V Ss− )
,
I
(n)
2 =I
(n)
2 (s, i) = 1i≤Ins− ,
I
(n)
3 =I
(n)
3 (s, k, θ1, j, l,m, θ2, u, θ3, v, θ4, w, θ5)
=1θ1≤pis−(k)µSs−(k)1θ2≤pns−(j,l,m|k)1θ3≤ρ(u|j,nµ(n),ISs− )
1
θ4≤ρ(v|l,nµ(n),RSs− )
1
θ5≤ρ(w|m,nµ(n),V Ss− )
.
We assume that the sequences of initial conditions converge weakly in MF (N0) to
µS0 , µ
IS
0 , µ
RS
0 and µ
V S
0 when n goes to infinity.
We obtain the renormalized system
µ
(n)
t = µ
(n)
0 +
1
n
∫ t
0
3∑
k=1
∫
Ek
∆
(n)
k (s)I
(n)
k dNkds. (27)
Let us define
Λt =
∑
k∈N
λ
(n)
t (k)µ
(n),S
t (k)
∑
j+l+m≤k−1
pnt (j, l,m | k − 1)
∑
u∈U
ρ(u | j + 1, µ(n),ISt )
and
Πt =
∑
k∈N
pitkµ
(n),S
t (k)
∑
j+l+m≤k
pnt (j, l,m | k)
∑
u∈U
ρ(u | j, µ(n),ISt ).
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Proposition 2. For all f ∈ Bb(N) and all t ≥ 0 we have the following decomposition
〈µ(n),ISt , f〉 =
∑
k∈N
f(k)µ
(n),IS
0 (k) + A
(n),IS,f
t +M
(n),IS,f
t ,
where the finite variation is given by
A
(n),IS,f
t =
∫ t
0
Λs
(
f(k − (j + l +m+ 1)) +Df (s, u, µIS)
)
ds
−
∫ t
0
β〈µ(n),ISs , f〉ds+
∫ t
0
ΠsDf (s, u, µ
IS)ds,
(28)
and the associated martingale is square integrable with quadratic variation,
〈
M (n),IS,f
〉
t
=
1
n
∫ t
0
Λs
(
f(k − (j + l +m+ 1)) +Df (s, u, µIS)
)2
ds
+
1
n
∫ t
0
β〈µ(n),ISs , f 2〉ds+
1
n
∫ t
0
Πs(Df (s, u, µ
IS))2ds.
Proof. (Sketch) We first calculate the infinitesimal generator L of our process, and we write
the Levy’s martingale with φ = 〈µ, f〉 and φ2. Then we apply the integration by parts
formula [23], and identifying the martingales in the expression, we rearrange the terms in
order to get the quadratic variation. For a detailed proof see [20].
Our fluid limit result may be proved in much the same way as proof of the main theorem
of [5] but we add it for completeness.
Proof of Theorem 1. In order to prove (ii), since limε′→0 tε′ = ∞, is enough to prove the
result in D([0, tε′ ],M40,A) for ε′ sufficiently small. From now on, we take 0 < ε < ε′ <〈
µIS0 , χ
〉
.
Step 1: Tightness of the renormalization. Take (µ(n))n∈N, t ∈ R>0 and n ∈ N. By
assumptions, we have:
〈µ(n),St , 1 + χ5〉+ 〈µ(n),ISt , 1 + χ5〉+ 〈µ(n),RSt , 1 + χ5〉+ 〈µ(n),V St , 1 + χ5〉 ≤
≤ 〈µ(n),S0 , 1 + χ5〉+ 〈µ(n),IS0 , 1 + χ5〉 ≤ 2A
(29)
This implies that the sequence µ
(n)
t is tight for each t. By the criterion of convergence of
measure valued processes proposed by Roelly [24] we have to prove that, for each test function
f ∈ Bb(N), (〈µ(n),S, f〉, 〈µ(n),IS, f〉, 〈µ(n),RS, f〉, 〈µ(n),V S, f〉)n∈N is tight in D(R>0,R4).
We present here the calculations only for 〈µ(n),IS, f〉 because the others are similar or
simpler. Since we have a semimartingale decomposition, applying the Rebolledo criterion
for weak convergence of sequences of semimartingales, we have to prove that both the finite
variation part, and the quadratic variation satisfy the Aldous criterion. We want to prove
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that, for all θ > 0 and η > 0 there exist n0 ∈ N and δ > 0 such that for all n > n0 and for
all stopping times Sn and Tn with Sn < Tn < Sn + δ we have
P (|A(n),IS,fTn − A(n),IS,fSn | > η) ≤ θ, (30)
P (|〈M (n),IS,f〉Tn − 〈M (n),IS,f〉Sn| > η) ≤ θ. (31)
For the finite variation condition (30), we take the following bound:
E
[
|A(n),IS,fTn − A(n),IS,fSn |
]
≤ E
[∫ Tn
Sn
β‖f‖∞〈µ(n),ISs ,1〉ds
]
+ E
[∫ Tn
Sn
∑
k∈N
λns (k)µ
(n),S
s (k)
∑
j+l+m≤k−1
pns (j, l,m|k − 1)(2j + 1)‖f‖∞ds
]
+ E
[∫ Tn
Sn
∑
k∈N
pins (k)µ
(n),S
s (k)
∑
j+l+m≤k
pns (j, l,m|k − 1)2j‖f‖∞ds
]
.
Since
∑
j+l+m≤k p
n
s (j, l,m|k − 1)2j is twice the mean number of edges with the infected
population conditioned to having degree k, this number is bounded by k, and using the
definitions of λn, pi and p we have that:
E
[
|A(n),IS,fTn − A(n),IS,fSn |
]
≤ δE
[
β‖f‖∞(S(n)0 + I(n)0 )
+ r‖f‖∞〈µ(n),S0 , 2χ2 + 3χ〉+ ν‖f‖∞〈µ(n),S0 , 2χ2〉
]
<∞.
Then, applying Markov’s inequality:
P (|A(n),IS,fTn − A(n),IS,fSn | > η) ≤
(2β + 5r + 2ν)‖f‖∞δA
η
which is smaller than θ if δ is small enough.
We bound the quadratic variation of the martingale reasoning analogously,
E
[|〈M (n),IS,f〉Tn − 〈M (n),IS,f〉Sn|] ≤ E
[
δβ‖f‖2∞(S(n)0 + I(n)0 )
n
]
+ E
[
δr‖f‖2∞〈µ(n),S0 , χ(2χ+ 3)2〉
n
]
+ E
[
δν‖f‖2∞〈µ(n),S0 , χ3〉
n
]
≤ (25r + 2β + ν)δ‖f‖
2
∞A
n
,
and applying Markov in the same way, we have the condition for the martingale part (31), so
we are in the hypothesis of Aldous-Rebolledo criterion. Therefore, we have proved tightness
in D(R+,M40,4).
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Now is time to prove the uniqueness of the solution. Before that, observe that, by Step
1 and Prohorov’s theorem, the laws of µ(n) for n ∈ N are a family of bounded measures, a
precompact set in D(R+,M40,4). Hence, also are the laws of the stopped processes (µ(n)·∧τnε )n∈N.
Let µ be a limit point in C(R+,M40,4) of the sequence of stopped processes and let
(µ(n))n∈N be a subsequence that converges to µ, denoted with only one over-script to simplify
notation. Since the limit is continuous, the convergence is uniform over compact sets of the
positive reals.
Define, for all t ∈ R+ and f ∈ Cb(N) the applications
ΨS,ft ,Ψ
IS,f
t ,Ψ
RS,f
t ,Ψ
V S,f
t : D(R+,M40,4)→ D(R+,R)
such that (2) can be read as
(〈µSt , f〉, 〈µISt , f〉, 〈µRSt , f〉, 〈µV St , f〉) = (ΨS,ft (µ),ΨIS,ft (µ),ΨRS,ft (µ),ΨV S,ft (µ)) (32)
Step 2: Uniqueness of the solution in C(R+,M0,4 ×M0+,4 ×M0,4 ×M0,4).
The second step consists in proving the limit values are the unique solution of (2). The
strategy will be to prove that the total measure and the first and second moments of two
solutions are equals and then prove that the generating functions of those measures satisfies
a partial differential equation that admits an unique solution in a weak sense.
Due to extension by regularity, is enough to prove the uniqueness in C([0, T ],M0,4 ×
Mε,4 ×M0,4 ×M0,4) for all ε, T > 0.
Take µi = (µS,i, µIS,i, µRS,i, µV S,i) for i = 1, 2 two solutions of (2) in this space with the
same initial condition and define
Υt =
3∑
j=0
|〈µS,1t , χj〉 − 〈µS,2t , χj〉|
+
2∑
j=0
(
|〈µIS,1t , χj〉 − 〈µIS,2t , χj〉|+ |〈µRS,1t , χj〉 − 〈µRS,2t , χj〉|+ |〈µV S,1t , χj〉 − 〈µV S,2t , χj〉|
)
(33)
Note that, for all t ∈ [0, T ) and i = 1, 2, we have NS,it ≥ N IS,it > ε and therefore
|pI,1t − pI,2t | ≤
A
ε2
|〈µS,1t , χ〉 − 〈µS,2t , χ〉|+
1
ε
|〈µIS,1t , χ〉 − 〈µIS,2t , χ〉| ≤
A
ε2
Υt (34)
Analogously, a similar bound holds for |pI,1t − pI,2t |.
Since µi are solutions of (2), we have, for j = 0, ..., 3 and taking f = χj
|〈µS,1t , χj〉 − 〈µS,2t , χj〉| =|
∑
k∈N
µS0 k
j(α1t − α2t )|
≤ rν
∑
k∈N
kjµS0
∫ t
0
|pI,1s − pI,2s |ds ≤ rν
A2
ε2
∫ t
0
Υsds.
(35)
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One can reproduce similar computations for the other quantities and we get
Υt ≤ C(r, β, ν, A, ε)
∫ t
0
Υsds
that is, Υ satisfies a Gronwall type inequality which implies that is identically 0 for all t ≤ T .
Then, for all t < T and for j = 1, 2, 3, we have
〈µS,1t , χj〉 = 〈µS,2t , χj〉 , 〈µIS,1t , χj〉 = 〈µIS,2t , χj〉 and 〈µRS,1t , χj〉 = 〈µRS,2t , χj〉. (36)
This implies pS,1t = p
S,2
t , p
IS,1
t = p
IS,2
t ,p
RS,1
t = p
RS,2
t and p
V S,1
t = p
V S,2
t . From the first equation
in (2) and the regularity of the solutions, we have almost sure uniqueness for µS.
It remains to prove the uniqueness for the other 3 measures. The method that we will
use to prove µIS,1 = µIS,2 can be used for the rest.
We consider the generating functions
Git(η) =
∑
k≥0
ηkµIS,it (k)
for any t ∈ R+, i = 1, 2 and η ∈ [0, 1).
Let us define
H(t, η) =
∫ t
0
∑
k∈N
rpI,is k
∑
ι,j,l,m/ι+j+l+m=k−1
(
k − 1
ι, j, l,m
)
(pSs )
ι(pIs)
j(pRs )
l(pVs )
mµSs (k)η
ιds
and
Kt =
∑
k∈N
[
rkpIt (1 + (k − 1)pIt ) + pit(k)kpIt
] µSt (k)
N ISt
.
Using f(k) = ηk in the second equation of (2) and after some basic computations we get
Git(η) = Gi0(η) +H(t, η) +
∫ t
0
Ks(1− η)∂ηGis(η)− βGis(η)ds.
Now, H(t, η) is continuously differentiable with respect to time and it is well defined
and bounded in [0, T ]; and Kt is piecewise continuous in L
1 and also it is well defined and
bounded on [0, T ]. Further, H and K do not depend on the solution we choose, because
we already have µS,1 = µS,2 and pI,1 = pI,2. So, the applications t → G˜it(η) := Git(η)eβt for
i ∈ {1, 2} are solutions to the equation
∂tg(t, η)− (1− η)Kt∂ηg(t, η) = ∂tH(t, η)eβt.
In view of the regularity of H and K it is known that this equation admits only one
solution in a weak sense (see last section in [11]), hence G1t (η) = G2t (η) for all t ∈ [0, T ] and
for all η ∈ [0, 1). Since both measures have the same mass, we have µIS,1 = µIS,2.
We can use similar arguments in order to prove that µV S,1 = µV S,2 and µRS,1 = µRS,2.
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Step 3: µ(n) satisfies asymptotically the deterministic system (2).
Let us remember that, for each f ∈ Cb(N), we can write:
〈µ(n),ISt , f〉 =
∑
k∈N
f(k)µ
(n),IS
0 (k) + A
(n),IS,f
t +M
(n),IS,f
t .
In order to characterize the limiting values, for each n ∈ N and for all t ≥ 0, we have
〈(µ(n),ISt∧τnε ), f〉 = ΨIS,ft∧τnε (µ(n) + ∆n,ft∧τnε +M
(n),IS,f
t∧τnε , (37)
where ∆n,f·∧τnε vanishes in probability and uniformly in t over compact time intervals.
We can take bounds in a similar way as in Step 1 in order to get that:
E
[
(M
(n),IS,f
t )
2
]
= E
[〈M (n),IS,f〉t] ≤ (25r + ν + 2β)A‖f‖2∞t
n
, (38)
which implies the sequence (M
(n),IS,f
t )n∈N vanishes in probability and in L
2, and therefore
in L1 by Cauchy-Schwartz.
On the other hand, the finite variation part can be split in two: one considering the
simple edges between the newly infected node and the infected population, and a second part
regarding multiple edges, that we know is expected to vanish as the size of the population
grows. Formally,
A
(n),IS,f
t = B
(n),IS,f
t + C
(n),IS,f
t ,
where
B
(n),IS,f
t =
∫ t
0
∑
k∈N
λns (k)µ
(n),S
s (k)
∑
j+l+m≤k−1
pns (j, l,m | k − 1)f(k − (j + l +m+ 1))
+
∑
u ∈ U(µ(n),ISs , j + 1)
ui ≤ 1
ρ(u | j + 1, µ(n),ISs )
∑
i≤Ins−
[f(γi(µ
(n),IS
s )− ui)− f(γi(µ(n),ISs ))]
− β〈µ(n),ISs , f〉ds
+
∫ t
0
∑
k∈N
piskµ
(n),S
s (k)
∑
j+l+m≤k
pns (j, l,m | k)
∑
u ∈ U(µ(n),ISs , j + 1)
ui ≤ 1
ρ(u | j, µ(n),ISs )
×
(
Is∑
i=1
f(γi(µ
(n),IS
s )− ui)− f(γi(µ(n),ISs ))
)
ds,
(39)
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and
C
(n),IS,f
t =
∫ t
0
∑
k∈N
λns (k)µ
(n),S
s (k)
∑
j+l+m≤k−1
pns (j, l,m | k − 1)
×
∑
u ∈ U(µn,ISs , j + 1)
i ≤ Ins−; ∃i ≤ Ins− : ui > 1
ρ(u | j + 1, µn,ISs )
(
f(γi(µ
n,IS
s− )− ui)− f(γi(µn,ISs− ))
)
ds
+
∫ t
0
∑
k∈N
piskµ
(n),S
s (k)
∑
j+l+m≤k
pns (j, l,m | k)
∑
u ∈ U(µn,ISs , j + 1)
∃i ≤ Ins− : ui > 1
ρ(u | j, µn,ISs )
×
(
Is−∑
i=1
f(γi(µ
n,IS
s− )− ui)− f(γi(µn,ISs− ))
)
ds.
(40)
In order to prove C
(n),IS,f
t vanishes, let us denote
qnj,l,s =
∑
u ∈ U(µ(n),ISs , j + 1)
∃i ≤ Ins− : ui > 1
ρ(u | j, µn,ISs )
the probability that the newly infected has a multiple edge with another infected agent.
Given an infected agent i, this probability is lower than the number of pairs of edges con-
necting the newly infected with i times the probability that this two edges in particular
connecting i with a susceptible individual at time s− begin to connect her with the newly
infected. That is,
qnj,m,l,s ≤
(
j − 1
2
) ∑
i∈Ins−
di(S
n
s−)(di(S
n
s−)− 1)
Nn,ISs− (N
n,IS
s− − 1)
=
(
j − 1
2
) 1
n
〈µ(n),ISs− , χ2 − χ〉
N
(n),IS
s− (N
(n),IS
s− − 1n)
≤
(
j − 1
2
)
1
n
A
ε(ε− 1
n
)
,
(41)
as long as s ≤ τnε and n ≥ 1/ε.
Additionally, for all the possible draws u ∈ U(j, µn,ISs ) we have∣∣∣∣∣
Is∑
i=1
f(γi(µ
n,IS
s )− ui)− f(γi(µn,ISs ))
∣∣∣∣∣ ≤ 2j‖f‖∞
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and applying both inequalities, for n ≥ 1/ε we get
C
(n),IS,f
t∧τnε ≤
∫ t∧τnε
0
∑
k∈N
rkµ(n),Ss (k)
∑
j+l+m≤k−1
pns (j, l,m | k − 1)2(j + 1)‖f‖∞
Aj(j − 1)
2nε(ε− 1
n
)
ds
+
∫ t∧τnε
0
∑
k∈N
pis(k)µ
(n),S
s (k)
∑
j+l+m≤k
pns (j, l,m | k)2j‖f‖∞
A(j − 1)(j − 2)
2nε(ε− 1
n
)
ds
≤ νrA‖f‖∞t
nε(ε− 1
n
)
〈µ(n),S0 , χ4〉.
(42)
This last expression tends to zero because of the weak convergence of µ
(n),S
0 to µ
S
0 and
µ
(n),S
s ≤ µ(n),S0 for all s ≥ 0 and n ∈ N.
The next task is to prove that B
(n),IS,f
·∧τnε is similar in some way to Ψ
IS,f
·∧τnε (µ
(n)). For this,
we realize that∑
u ∈ U(µ(n),ISs , j + 1)
∀i ≤ Ins−, ui ≤ 1
ρ(u | j + 1, µ(n),ISs )
∑
i≤Ins−
(
f(γi(µ
(n),IS
s )− ui)− f(γi(µ(n),ISs ))
)
=
∑
u ∈ (Ins−)j+1
u0 6= ... 6= uj
( ∏j
k=0 duk(S
n
s−)
Nn,ISs− ...(N
n,IS
s− − (j + 1))
)
j∑
m=0
f(dum(S
n
s−)− 1)− f(dum(Sns−))
=
j∑
m=0
∑
x∈Ins−
dx(S
n
s−)
Nn,ISs−
f(dx(S
n
s−)− 1)− f(dx(Sns−))

×

∑
u ∈ (Ins− \ {x})j
u0 6= ... 6= uj−1
∏j−1
k=0 duk(S
n
s−)
(Nn,ISs− − 1)...(Nn,ISs− − (j + 1))

= (j + 1)
〈µ(n),ISs− , χ(τ1f − f)〉
Nn,ISs−
(1− qnj,m,l,s),
(43)
where τjf(k) := f(k − j) for all f : N→ R and ∀k ∈ N.
Now we introduce some notation for the proportions of edges the newly infected agent
has, discarding the edge involved in the infection process. It is important here to make a
difference between the term that comes from the infection from the one that comes from the
PPM modelling the vaccination process, because in this case we do not assume a priori that
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there is at least one infected neighbor. We define, for each t > 0 and n ∈ N0,
pn,It =
〈µn,ISt , χ〉 − 1
〈µn,St , χ〉 − 1
,
pn,Rt =
〈µn,RSt , χ〉
〈µn,St , χ〉 − 1
,
pn,Vt =
〈µn,V St , χ〉
〈µn,St , χ〉 − 1
,
pn,St =
〈µn,St , χ〉 − 〈µn,ISt , χ〉 − 〈µn,RSt , χ〉 − 〈µn,V St , χ〉
〈µn,St , χ〉 − 1
.
(44)
Let us remember that
pnt (j, l,m | k − 1) =
(
Nn,ISt −1
j
)(
Nn,RSt
l
)(
Nn,V St
m
)(
Nn,St −Nn,RSt −Nn,ISt −Nn,V St
k−1−j−l−m
)
(
Nn,St −1
k−1
)
qnt (j, l,m | k) =
(
Nn,ISt
j
)(
Nn,RSt
l
)(
Nn,V St
m
)(
Nn,St −Nn,RSt −Nn,ISt −Nn,V St
k−j−l−m
)
(
Nn,St
k
)
(45)
In the case of the infection process, we also define, for all the j, l,m such that j+ l+m ≤
k − 1, and for all n ∈ N,
p˜nt (j, l,m | k − 1) =
(k − 1)!
j! l! m! (k − 1− j − l −m)!(p
n,I
t )
j(pn,Rt )
l(pn,Vt )
m(pn,St )
k−1−j−l−m,
and for the vaccinations,
q˜nt (j, l,m | k) =
k!
j! l! m! (k − j − l −m)!(p
n,I
t )
j(pn,Rt )
l(pn,Vt )
m(pn,St )
k−j−l−m
the probabilities of the multinomial variables counting the quantities of each types of neigh-
bors that will has the newly infected or vaccinated, respectively.
We can write
|B(n),IS,ft∧τnε −ΨIS,ft∧τnε (µ(n))| ≤ |D
(n),IS,f
t∧τnε |+ |E
(n),IS,f
t∧τnε |, (46)
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where
D
(n),IS,f
t∧τnε =
∫ t∧τnε
0
∑
k∈N
λs(k)
nµ(n),Ss (k)×
∑
j+l+m+1≤k
[pnt (j, l,m | k − 1)− p˜nt (j, l,m | k − 1)]
×
(
f(k − (j + l +m+ 1)) + (j + 1)〈µ
(n),IS
s− , χ(τ1f − f)〉
Nn,ISs−
)
ds
+
∫ t∧τnε
0
∑
k∈N
pis(k)
nµ(n),Ss (k)×
∑
j+l+m≤k
[qnt (j, l,m | k)− q˜nt (j, l,m | k)]
×
(
j
〈µ(n),ISs− , χ(τ1f − f)〉
Nn,ISs−
)
ds,
E
(n),IS,f
t∧τnε =
∫ t∧τnε
0
∑
k∈N
λs(k)
nµ(n),Ss (k)×
∑
j+l+m+1≤k
pnt (j, l,m | k − 1)
×
(
(j + 1)
〈µ(n),ISs− , χ(τ1f − f)〉
Nn,ISs−
qnj−1,l,m,s
)
ds
+
∫ t∧τnε
0
∑
k∈N
pis(k)
nµ(n),Ss (k)×
∑
j+l+m≤k
qnt (j, l,m | k)
×
(
j
〈µ(n),ISs− , χ(τ1f − f)〉
Nn,ISs−
qnj,l,m,s
)
ds.
(47)
Thus, if we consider the differences
αnt (k) =
∑
j+l+m+1≤k
|pnt (j, l,m | k − 1)− p˜nt (j, l,m | k − 1)|
and
βnt (k) =
∑
j+l+m≤k
|qnt (j, l,m | k)− q˜nt (j, l,m | k)|,
we can bound:
|D(n),IS,ft∧τnε | ≤
∫ t∧τnε
0
∑
k∈N
(
rkµ(n),Ss (k)α
n
s (k)(1 + 2k)‖f‖∞ + pis(k)µ(n),Ss (k)βns (k)k‖f‖∞
)
ds.
(48)
Since the multinomial term is a good approximation of the multivariate hypergeometric as
n goes to infinity, the last expression tends to zero due to dominated convergence.
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On the other hand,
|E(n),IS,ft∧τnε | ≤
∫ t∧τnε
0
∑
k∈N
(
(r + ν)k2µ(n),Ss (k)‖f‖∞2
k2A
2nε(ε− 1/n)
)
ds
≤
∫ t∧τnε
0
(
(r + ν)〈µ(n),Ss , χ4〉‖f‖∞
A
nε(ε− 1/n)
)
ds
≤ A
2t(r + ν)
nε(ε− 1/n) .
(49)
Putting all the bounds together, we can conclude that 〈µ(n),IS, f〉 converges in probability
uniformly over compact intervals.
Step 4: The limit satisfies the deterministic system (2)
We are considering the sequence (µ
(n)
·∧τnε )n∈N and we already proved that its limit in the
closed setM40,A is µ, we want to prove the same for the nonstopped sequence. According to
the Skorokhod representation theorem there exists a subsequence on the same probability
space of µ whose marginal probability distributions are the same as those of the original
sequence such that µ is the almost sure limit. With an abuse of notation, we will denote
(µ
(n)
·∧τnε )n∈N this subsequence.
The mappings
ν· := (ν1· , ..., ν
4
· ) 7→
〈νk· ,1〉∑4
j=1〈νj· ,1〉
for k ∈ {1, 2, 3, 4} are continuous from C(R+,M0,A ×Mε,A ×M0,A ×M0,A) in C(R+,R).
According to lemma (5) we have that, for p ≤ 5, Φp : D(R+,Mε,A) → D(R+,R) which
assigns ν· 7→ 〈ν·, χp〉 is continuous.
Using this, and that the quotient (X1· , X
2
· ) 7→ X
1·
X2·
from C(R+,R)×C(R+,R∗) to C(R+,R)
is continuous, we deduce the continuity of ν· 7→ 〈ν1· ,χ〉〈ν2· ,χ〉 from C(R+,M0,A ×Mε,A ×M0,A ×
M0,A) in C(R+,R). The same argument holds for ν· 7→
1{〈ν1· ,χ〉>ε}
〈ν2· ,χ〉 over the same spaces.
Since the mapping
y ∈ D([0, t],R) 7→
∫ t
0
ysds
is continuous, we conclude the proof of the continuity of the application Ψft defined in (32).
Applying Lemma (5) with p = 1 we obtain that the process (N
(n),IS
·∧τnε )n∈N converges in
distribution to N
IS
· := 〈µIS· , χ〉, and, as the limit is continuous, the convergence also holds
in (D([0, T ],R+), ‖.‖∞) for all T > 0 [25].
Since taking infimum is continuous over D(R+,R) we have that
inf
t∈[0,T ]
N
IS
t = lim
n→∞
inf
t∈[0,T ]
N
(n),IS
t∧τnε
is greater than or equal to ε almost surely.
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Let us define tε′ = inf{t ∈ R+ : N ISt ≤ ε′}. We do not know this number to be
deterministic, but we can say that:
ε′ ≤ inf
t∈[0,T ]
N
(n),IS
t∧tε′ = limn→∞
inf
t∈[0,T ]
N
(n),IS
t∧τnε ∧tε′
Then, applying Fatou’s Lemma,
1 = P ( inf
t∈[0,tε′ ]
N
(n),IS
t∧tε′ > ε) ≤ limn→∞P
(
inf
t∈[0,T∧τn
ε′ ]
N
(n),IS
t∧τnε > ε
)
= lim
n→∞
P (τnε > T ∧ tε′) (50)
Therefore, splitting in the following way:
ΨIS,f·∧τnε ∧tε′∧T (µ
(n)) = ΨIS,f·∧τnε ∧T (µ
(n))1τnε ≤tε′∧T + Ψ
IS,f
·∧tε′∧T (µ
(n)
·∧τnε )1τnε >tε′∧T (51)
we have, from the bounds and estimations we made in Step 3, that ΨIS,f·∧τnε ∧T (µ
(n)) is bounded
for the fourth moment of µ(n). Since µ
(n)
0 → µ0 and using (50), the first term in (51)
converges in L1 and in probability to zero. On the other hand, the continuity of ΨIS,f
in D(R+,M0,A ×Mε,A ×M0,A ×M0,A), ΨIS,f (µ(n)·∧τnε ) converges to ΨIS,f (µ) and therefore,
ΨIS,f·∧tε′∧T (µ
(n)
·∧τnε ) converges to Ψ
IS,f
·∧tε′∧T (µ). So, this convergence and (50) implies that, the
second term converges to ΨIS,f·∧tε′∧T (µ) in D(R+,R).
Hence, (〈µ(n),IS·∧τnε ∧tε′∧T , f〉 −Ψ
IS,f
·∧τnε ∧tε′∧T (µ
(n)))n∈N converges in probability to 〈µ·∧tε′∧T , f〉 −
ΨIS,f·∧tε′∧T (µ). Recalling Step 3 again, and the estimations done in it, we can conclude this
sequence also converges in probability to zero. Therefore, we have that µIS is a solution to
the system (2) on the interval [0, tε′ ∧ T ].
If either 〈µRS0 , χ〉 > 0 or 〈µV S0 , χ〉 > 0, then we could apply similar techniques with both.
If not, the result can be immediately deduced because for all t ∈ [0, tε′ ∧ T ], 〈µ(n),ISt , χ〉 > ε
and the terms pnt (j, l,m | k − 1) and qnt (j, l,m | k) are negligible when l or m are positives.
So, µ is almost surely the unique continuous solution of the deterministic system (2) in
[0, tε′∧T ], which implies tε′ = tε′ and the convergence in probability of (µ(n)·∧τnε )n∈N to µ holds,
uniformly on the interval [0, tε′ ], due to the continuity of µ.
In order to prove the convergence in the Skorokhod space, for η > 0, we write:
P ( sup
t∈[0,tε′ ]
|〈µ(n),ISt , f〉 −ΨIS,ft (µ)| > η) ≤ P ( sup
t∈[0,tε′ ]
|ΨIS,ft∧τnε (µ(n))−ΨIS,ft (µ)| >
η
2
; tε′ ≤ τnε )
+ P ( sup
t∈[0,tε′ ]
|∆n,ft∧τnε +M
(n),IS,f
t∧τnε | >
η
2
) + P (τnε < tε′).
(52)
Using the continuity of Ψf and the uniform convergence in probability that we have proved,
the first term in the last expression converges to zero. In order to show that the second
term vanish, we can reproduce the bounds taken in Step 2 of this proof and apply Doob’s
inequality. Finally, since P (τnε > T ∧ tε′ → 1 we have that the three terms goes to zero.
Hence, due to uniqueness proved in Step 2, the original sequence (µ(n))n∈N converges.
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Step 5: The convergence of the other measures What we have done for the infected-
susceptible connectivity measure can be also done for the recovered and vaccinated measures
in much the same way. For the susceptible connectivity measure, one can reason in the
following way. If we consider the renormalized equation 27 and we take limit in n, the
sequence (µ(n),S)n∈N converges in D(R+,M0,A) to the solution to the transport equation
〈µSt , ft〉 = 〈µS0 , f0〉 −
∫ t
0
〈µSs , (rpIs + pis)χfs − ∂sfs〉ds (53)
that can be solved as a function of pI and pi, for any test function f ∈ C0,1b (N × R+,R)
with bounded derivative respect time variable. If we take f(k, s) = ϕ(k)e−
∫ t−s
0 rkp
I
u+piu(k)du
we obtain
〈µSt , ϕ〉 =
∑
k∈N
ϕ(k)αkt µ
S
0 (k)
as the first equation of (2) establishes.
The proof is finished.
Lemma 5. For any p ≤ 5, the map Φp : D(R+,Mε,A) → D(R+,R) that assigns Φ(ν.) 7→
〈ν., χp〉 is continuous.
Proof. The proof can be obtained by following the steps of Lemma 1-5 in the appendix of
[5].
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