We present a tailored multigrid method for linear problems stemming from a Nitsche-based extended finite element method (XFEM). Our multigrid method is robust with respect to highly varying coefficients and the number of interfaces in a domain. It shows level independent convergence rates when applied to different variants of Nitsche's method. Generally, multigrid methods require a hierarchy of finite element (FE) spaces which can be created geometrically using a hierarchy of nested meshes. However, in the XFEM framework, standard multigrid methods might demonstrate poor convergence properties if the hierarchy of FE spaces employed is not nested. We design a prolongation operator for the multigrid method in such a way that it can accommodate the discontinuities across the interfaces in the XFEM framework and recursively induces a nested FE space hierarchy. The prolongation operator is constructed using so-called pseudo-L 2 -projections; as common, the adjoint of the prolongation operator is employed as the restriction operator.
Introduction
In the last two decades, unfitted finite element methods have become quite popular. An unfitted method can be defined as any method where the computational domain does not match the mesh exactly. These methods ease the strict requirement of traditional finite element methods (FEM), where a mesh has to be generated to represent the computational domain. In many cases, it can be a demanding task to create high-quality meshes for complex geometries and failing to do so can result in usually sub-optimal approximation properties of FEM. Geometrically unfitted methods just require a background mesh, and a finite element space defined on the background mesh. Clearly, the latter has to be modified to enforce the boundary conditions or the interface conditions. Here, an interface can be described as codimension one entity embedded in the domain, across which a function exhibits non-smooth properties.
There is a huge variety of unfitted methods. The fictitious domain method can be listed as one of the oldest variants of an unfitted method [29] . The eXtended Finite Element Method (XFEM) has been introduced for problems in fracture mechanics with crack propagation [28, 54, 25] . The XFEM method reduces the computational burden of remeshing but retains the robustness of the FEM [11] . A similar XFEM approach was taken for the two-phase flow problems in fluid dynamics to enrich the pressure variable [31, 49, 32] . In both methods, the crack and the interface between the two-phases evolve over time. In the traditional fitted FEM repeated remeshing of the domain is required to accomodate the evolving interfaces, while in the XFEM framework this problem can be dealt with by enriching the standard finite element (FE) spaces. The Finite Cell Method (FCM) can be considered as an extension of the fictitious domain method on higher-order function space [46, 52] . The FCM has been recently extended by employing the spline-based finite elements for harmonic and
A Model Problem
In this section, we consider the Poisson problem with discontinuous coefficients and provide a framework for XFEM discretizations. We discuss Nitsche's method for imposing interface conditions and explore a few strategies to make the method stable.
We consider a Lipschitz domain Ω ⊂ R d , d = 2, 3, with interface Γ which decomposes the domain, Ω, into two nonoverlapping subdomains Ω1 and Ω2, such that Ω = Ω1 ∪ Ω2 ∪ Γ. The interface is defined as Γ = ∂Ω1 ∩ ∂Ω2 and is assumed to be sufficiently smooth. For simplicity, the interface Γ is defined as polygonal. We define a sufficiently regular function ui : Ωi ∪ Γ → R as a pair {u1, u2} =: u in Ω. The jump of u on the interface is defined as
where ui|Γ is the restriction of ui to Γ.
We consider a stationary diffusion problem with discontinuous coefficient α as −∇ · α∇u = f in Ω1 ∪ Ω2, u = 0 on ∂Ω, u = 0 on Γ,
where f ∈ L 2 (Ω). The coefficient α ∈ R + is piecewise constant defined as α(x) = αi α0 > 0 ∀x ∈ Ωi.
Here, L 2 defines a Lebesgue space of square integrable function on the domain Ω, with inner product (a, b) L 2 (Ω) := Ω ab dΩ, and the induced L 2 -norm, · 2 L 2 (Ω) = (·, ·) L 2 (Ω) . Additionally, H k is Sobolev space with function and its k th weak derivative in L 2 -space, and the associated norm is denoted by · H k (Ω) .
In problem (1) , continuity of the function u and the continuity of the flux across the interface is enforced. Also, we define the outward flux from the interface as ∇nu = n · ∇u. For definiteness, we take the unit normal n as the outward pointing normal to Ω1 on Γ, n = n1 = −n2.
Problem (1) is consistent with the Poisson problem for the continuous coefficients, α1 = α2. For the standard FEM approach, the interface conditions in (1) can only be imposed if nodes are placed on the interface explicitly. For the fitted finite element method, the detailed analysis of the interface problem with discontinuous coefficients is carried out under the assumption that the function is only non-smooth at the interface, the problem has a unique solution in H 2 in each convex subdomain Ωi [20] .
XFEM Discretization
In standard FEM discretization, the interface across which the function u is discontinuous has to be aligned with the element faces. In contrast, for the XFEM approach this requirement is relaxed, and the interface is allowed to be anywhere in the domain. The XFEM discretization captures the interfaces by enriching the FEM solution space by duplicating the elements which are intersected by the interface. The new degrees of freedom (dofs) are then associated with the duplicated elements.
We assume a shape regular, quasi-uniform, conforming triangulation T h on the domain Ω. We use T h as background triangulation which captures both subdomains (Ω1 ∪ Ω2) ⊆ T h . Let hK be the diameter of the element K, and h = max K∈ T h hK . We define the mesh associated with each subdomain as
each subdomain Ωi is encapsulated by the background mesh, Ωi ⊂ T h,i , as shown in Figure 1 . Additionally, we define a set of elements that are intersected with the interface Γ by
The interface triangulation T h,Γ is doubled: it is denoted as T i h,Γ ⊂ T h,i and it is part of both encapsulating meshes. Additionally, for any element K, let Ki = K ∩ Ωi be part of K in domain Ωi and for K ∈ T i h,Γ , let ΓK := Γ ∩ K be part of Γ in K.
We define continuous low order finite element space over the triangulation T h , which vanishes on the boundary as
where P1 denotes the space of piecewise linear functions. Following the original XFEM works [11, 43] , we use the Heaviside function 
We seek the approximation
From the definition of the FE space, it is clear that the function is allowed to be discontinuous across the interface. For more clarity, we show how the basis are defined on each space. Let Φ h = ( φ p h ) p∈ N h be nodal basis of V h where N h denotes the set of nodes of the background triangulation. Then, we obtain the "cut" basis Φ
where N h,i , denotes the set of nodes of the mesh associated with subdomain Ωi. Following the same strategy, we define the span of the nodal basis function of the FE space V h as, Φ h := Φ h,1 ⊕ Φ h,2 and the set of nodes associated with the mesh T h is given by N h := N h,1 ⊕ N h,2 .
Nitsche's Formulation
In this section, we discuss Nitsche's formulation for the XFEM discretization denoted by (N) [34] . In this formulation, the interface condition is enforced weakly with a variant of Nitsche's method. Before moving to the weak formulation, we define the average function as u = β1u1 + β2u2
where βi ∈ R + are the weighting parameters. The abstract variational formulation of the problem (1) in the context of XFEM can be written as follows:
and
where γ ∈ R + is the stabilization parameter. In this formulation, the weighting parameters are defined as the measure fraction defined on element K ∈ T h,Γ , e.g. βi = meas d (Ki)/meas d (K). The formulation (N) can be shown to be consistent with the strong formulation (1) and also can be shown to be stable for a sufficiently large stabilization parameter. The detailed analysis of this method is carried out in [34] . Under reasonable mesh assumptions, a priori error estimates for all u ∈ H 1 0 (Ω) ∩ H 2 (Ω1 ∪ Ω2) are given by
where the constant C is completely independent of the location of the interface with respective to the mesh. The meshdependent energy norms |||·||| h in the above estimates are defined as
and the mesh-dependent norms at the interface are given by v 2
and v 2
Thus, we have a formulation where the convergence of the method relies on the choice of the stabilization parameter. Following the coercivity of the bilinear form (3), as given in A, we have
This inequality utilizes Young's inequality for some ǫc > 0 and follows trace inequality for all
We can say that the bilinear form is coercive if the positivity of two terms in the last line in ensured, given by ǫc 4Cγ , and γ ǫc/hK . Thus, the stabilization parameter can be given with the bound γ 4Cγ /hK . In the next section, we will discuss other modifications to the formulation (N), and approaches to estimate the stabilization parameters by estimating the constant Cγ.
Variations in Nitsche's Formulations
As mentioned in the previous section, Nitsche's formulation is stable only when the coercivity of the bilinear form is satisfied, i.e. by choosing a sufficiently large stabilization parameter γ. Estimation of such stabilization parameter is a very delicate part of the method. If the stabilization parameter is chosen to be too large, it gives rise to an ill-conditioned system matrix. It becomes increasingly difficult to estimate the stabilization parameter for irregular meshes and higher order finite element discretization.
In addition to the stabilization parameter, the weighting parameters also play an important role in the stability of Nitsche's formulation. A robust option for the weighting parameters is given in [5, 1] , where it is suggested to use coefficient α along with the measure of the cut-element. The new weighting parameter is given as,
This weighting parameter gives a better averaging for the discontinuous coefficients.
In this section, we explore different methods for estimating the stabilization parameter.
Estimation of stabilization parameter -with Eigenvalue problem
Here, we discuss the idea of estimating the stabilization parameter by solving a generalized eigenvalue problem. This method was used for a particle-partition of unity method and later explored more for spline-based finite elements for harmonic and bi-harmonic problems [27, 30] . In this method the value of the stabilization parameter is estimated by solving a generalized eigenvalue problem. This approach is now widely used in the finite cell methods [52, 50, 51, 38] , where Nitsche's method is used to enforce Dirichlet boundary condition. We restate the weak formulation of Nitsche's method as, find u h ∈ V h , such that
Here, the weighting parameters βi are defined as in (8) .
The coercivity of the bilinear form relies on the trace inequality (7) . A good estimate of Cγ /hK can be achieved by solving a generalized eigenvalue problem, as Cγ /hK is bounded from below by the largest eigenvalue of the auxiliary problem (9) .
We pose eigenvalue problems for each K ∈ T h,Γ , and solve series of locally given element-wise problems, find max
where V h |K is restriction of V h on a given element K. Both bilinear forms on element K ∈ T h,Γ are defined as
In order to solve the generalized eigenvalue problem (9) , it is necessary that the bilinear form ce(·, ·) has only trivial kernel. This can be achieved, if the function space V h |K is defined in the space of polynomials which are orthogonal to constants. From the construction, it is clear that the bilinear form ce(·, ·), is a representation of a local stiffness matrix and here the kernel of the local stiffness matrix is known to be a constant vector. Algebraically, we can use a deflation method to eliminate the influence of the trivial kernel from matrix representation of both bilinear forms, be(·, ·) and ce(·, ·), and still retain other spectral properties of matrices. Thus, solving the generalized eigenvalue problem of the deflated system is equivalent to solving the original eigenvalue problem (9), and we can use the largest eigenvalue in the estimation of the stabilization parameter. To ensure the boundedness of (7), we take the value of element-wise stabilization parameter 4 times larger than the largest eigenvalue. Hence, the stabilization parameter is computed element-wise as, γ1 = 4 max(λK) to satisfy the condition γ1 4Cγ /hK . Above, we have defined local eigenvalue problems for each element K ∈ T h,Γ . An alternate option is to create a global system for all the cut-elements and solving a global eigenvalue problem. In this case, the stabilization parameter is estimated by the largest eigenvalue of the global system. For irregular meshes and complex domains, an interface can intersect the mesh arbitrarily and a very small cut in one element can influence the largest eigenvalue in the global setting. Hence, we choose to solve a series of local eigenvalue problems and estimate the local stabilization parameter for each cut-element. This approach is more beneficial, as firstly we avoid computing the largest eigenvalue of the global problem and secondly the effect of small cut-elements is localized.
Estimation of stabilization parameter -with Lifting operator
To avoid the estimation process of the stabilization parameter for Nitsche's formulation, an alternative method is proposed in [41, 40] . In this method, the stabilization parameter is chosen locally in implicit manner, similar to the previous section. This strategy is common in the DG method [6] . The stability and error analysis of the DG discretization equipped with the lifting operators is carried out in [14] .
First, we introduce an element-wise lifting operator, LK(·), which lifts the functions defined on the cut-elements into the space of polynomials which are orthogonal to constants,
On the uncut elements, i.e. K ∈ T h \ T h,Γ the lifting operator is defined as LK(u h ) = 0,. While on the cut-elements, the lifting operator is defined as, find
The bilinear forms on an element K ∈ T h,Γ are defined as
The coercivity of the bilinear form of the original formulation (N) can be ensured if an additional term stemming from the lifting operators is added
Addition of such a term in the bilinear form ensures the coercivity for any positive stabilization parameter. The updated weak formulation can be given as, find
In the original work [41] different weighting parameters and the stabilization parameter are chosen. In order to improve the robustness of the formulation for the problems with highly varying coefficients, we choose the weighting parameters defined by (8) and the stabilization parameter is chosen as in [1] , hence
Ghost Penalty Stabilization
Ghost penalty was introduced for the fictitious domain methods as an additional stabilization term to enhance the robustness of Nitsche's method irrespective of the interface location [15] . The idea of such a stabilization term was used for the problems with dominant transport to penalize the jumps in the normal derivative across the interior faces of elements [26] . This method was recently applied in the context of convection -diffusion -reaction problem and Stoke's problem [17, 18] . This kind of stabilization term is also applied in the XFEM context for incompressible elasticity problems to penalize the jump in pressure [8] . In the fictitious domain methods, it was shown that under certain conditions, especially for sliver cuts, the error bounds of Nitsche's formulation degrade and it may even produce diverging solutions. But if the ghost penalty stabilization term is added to the formulation, Nitsche's method becomes stable even for pathological cases [48] . For the standard Nitsche formulation, as we have mentioned earlier, the condition number of the system matrix depends on the cut position and the conditioning of the system can become arbitrarily bad when an interface passes very close to element faces or nodes. The ghost penalty method overcomes this issue by extending the coercivity of the bilinear form, from the computational domain to the fictitious part. By adding this term, the condition number of the system can be bounded independent of location of the interface in the mesh.
We define the set of faces G for each subdomain Ωi,
This set includes all the faces which are associated with the cut-elements, except the ones on boundary. The ghost penalty term is defined as,
where hG is the diameter of face G, and ǫG is a positive constant.
In the previous section, we observed that the choice of the averaging function is also quite important. For the problems with highly varying coefficients this stabilization term is an attractive option, when the averaging function does not provide sufficient stability. In addition, for highly varying coefficients [19] , the definition of the βi, is changed to
and the stabilization parameter can also be chosen to be coefficient dependent
Now, the weak formulation equipped with the ghost penalty term is given as, find u h ∈ V h , such that
The error analysis of this method was carried out in [19] and it was shown to have optimal convergence rates in the L 2 -norm and the mesh-dependent energy norm.
Remark 1. In the numerical experiments, we choose the value of the stabilization parameter γ0 = 10, and value of the constant in the ghost penalty term as ǫG = 0.1.
Multigrid for Nitsche-XFEM
As mentioned in the introduction, a multigrid method is a combination of smoothing iterations and coarse level corrections. Coarse level corrections are heavily dependent on well chosen transfer operators which can be used to restrict residual from a fine to a coarse level and prolongate correction from a coarse to a fine level. In this section, we introduce our multigrid method for the XFEM discretization and discuss a new transfer operator based on the L 2 -projection and pseudo-L 2 -projection in the XFEM framework. We note, this multilevel method relies only on the unfitted meshes and the enriched XFEM spaces, it is agnostic of any method chosen to enforce the boundary or the interface conditions.
Multilevel Framework for XFEM discretization
In this subsection, we provide a framework for creating a multilevel XFEM space hierarchy from the hierarchy of background meshes. Let us define a mesh hierarchy of background meshes for levels, ℓ, where ℓ ∈ {0, . . . , L}. The coarsest level is denoted as ℓ = 0 and the finest level is denoted by ℓ = L. The original background mesh is denoted as the mesh on the finest level, TL := T h . We define the coarse level mesh hierarchy as, T ℓ , ℓ ∈ {0, . . . , L − 1}. At each level ℓ, we require that the domain Ω is encapsulated by the mesh hierarchy, Ω ⊂ ( T ℓ ) ℓ={0,...,L−1} . Now, on the mesh hierarchy, we define a finite element space associated with each of these background mesh,
On the finest level the definition of the finite element space is taken directly from the original problem, i.e. VL := V h . When the hierarchy of the meshes is nested, the hierarchy of the FE spaces associated with these meshes are also nested,
In the XFEM discretization, the background mesh is enriched, decomposed and then it is associated with each subdomain. In the multigrid framework this procedure is carried out on each level in the mesh hierarchy,
The mesh hierarchy can be achieved by uniform coarsening, if possible, of the background mesh of the original discretization. Now, we exploit the definition of the Heaviside function (2) to restrict the finite element space
Similar to the finest level mesh, we borrow the definition of FE space from the finest level on each subdomain, i.e. VL,i := V h,i . In the XFEM framework, even if we have a nested mesh hierarchy of the background mesh, due to the arbitrary location of interfaces, we could have a non-nested mesh hierarchy for each subdomain. We can see an example for this in Figure 2 .
There, the meshes associated with the domain Ωi at different levels are not nested. As the meshes are not nested, the finite element spaces associated with the meshes are also not nested, V ℓ−1,i ⊂ V ℓ,i . In this work, we want to create the hierarchy of nested FE spaces associated with each subdomain. We define the prolongation operators which connects the spaces, (V ℓ,i ) ℓ∈{0,...,L} , as such that Π ℓ ℓ−1,i V ℓ−1,i ⊂ V ℓ,i . Now using this prolongation operator, we can construct a FE space associated with mesh T ℓ,i by composition of the prolongation operators,
On the finest level we define XL,i := VL,i, as the definition of FE space on the finest level is kept untouched. By recursive application of the prolongation operator we can create the hierarchy of the nested spaces as
Thus, the composition of the prolongation operators applied on the finest level FE space generates a nested space hierarchy,
For simplicity and compactness, we define the prolongation operator for the whole domain as
This prolongation operator inherits the same properties from its counterparts defined on each subdomain. A hierarchy of nested spaces for the whole domain can be generated with the same procedure on the enriched FE space, for all ℓ ∈ {0, . . . , L − 1}, i.e.
Thus, we can create the sequence of nested spaces (X ℓ ) ℓ∈0,...,L . In Figure 3 , we can see how the basis functions created by the nested FE spaces differ from the non-nested FE spaces.
Variational Transfer
In this section, we discuss the computation of the prolongation operator for the XFEM framework. In the context of nonconforming domain decomposition methods and contact problems, the information transfer between non-conforming meshes is realized by means of global L 2 -projections [10, 55] . The mortar methods were introduced to couple different discretization on the interfaces of subdomains, where the meshes of the subdomains does not necessarily match at the interface. In the mortar method the L 2 -projections are performed to couple these discretizations on the trace spaces defined on the boundaries. We exploit the same strategy to couple domains between different FE spaces, i.e. we create the transfer operators between the successive meshes in the multilevel hierarchy. In the theory of mortar method, a mortar side and a non-mortar side is chosen, the projection operator maps a function from a mortar side to a non-mortar side. Thus, a mortar side and a non-mortar side can be regarded as a domain and an image of a projection operator. In the multigrid framework, we associate a fine space with the non-mortar side, while a coarse space with the mortar side, as we aim to compute the prolongation operator from a coarse to a fine space. The projection operator between spaces (V ℓ ) ℓ∈{0,...,L} in our mesh hierarchy is defined as in (12) . For example, the operator Π ℓ ℓ−1 projects the element v ∈ V ℓ−1 into V ℓ , given as Π ℓ ℓ−1 v := w. 
where M ℓ is a space of Lagrange multiplier defined on the fine level, thus we also have dim(M ℓ ) = dim(V ℓ ). Reformulating (14) , we get weak equality condition on the intersection of meshes
Let (15), we get
If we write the above formulation in matrix notation, a B matrix is defined between a fine and a coarse space, with entries Bij = (θ ℓ i , φ ℓ−1 j ) L 2 (I) and D matrix is defined on a fine level, with entries D ik = (θ ℓ i , φ ℓ k ) L 2 (I) . The formulation (16) in matrix-vector form is given as Bv = Dw.
As Lagrange multiplier space and the finite element space on fine level ℓ are of the same dimension, D ∈ R |N ℓ |×|Nµ| is a square matrix, while B ∈ R |N ℓ |×|N ℓ−1 | is a rectangular matrix, here | · | denotes the cardinality of a given set. The vectors v and w are representation of function v, w on level ℓ − 1 and ℓ, respectively. The formula for computing the transfer operator can be expressed algebraically as
The matrix T ∈ R |N ℓ |×|N ℓ−1 | is the discrete representation of the projection operator Π ℓ ℓ−1 , which now we will use as a prolongation operator in the multigrid method.
L 2 -projections
The choice of different multiplier spaces in the above formulation can lead to different transfer operators. The Lagrange multiplier space can be the same as the finite element space M ℓ = V ℓ . Thus, we take the same basis functions {φ ℓ i } i∈Nµ for M ℓ and V ℓ . In this particular case, the scaled mass matrix B, between a coarse and a fine space, has the elements Bij = (φ ℓ i , φ ℓ−1 j ) L 2 (I) . The D matrix is the mass matrix on a fine level with the elements D ik = (φ ℓ i , φ ℓ k ) L 2 (I) . The usage of the transfer operator computed with the L 2 -projection does not guarantee a computationally efficient multigrid algorithm. In the multigrid algorithm, we employ the Galerkin assembly approach (20) to create coarse level operators, hence it is necessary to compute the transfer operator T . For the computation of the transfer operator, a sparse block diagonal matrix D has to be inverted. As the inverse of matrix D is dense, it also results in a denser transfer operator which gives rise to coarse spaces with the basis functions with global support. Hence, the computation of the coarse level quantities and the Galerkin assembly becomes more expensive as the matrix-vector multiplications have to be performed on the dense system. 
Pseudo-L 2 -projections
In order to make the transfer operator sparse and to reduce the computational complexity of the application of the transfer operator, we choose a different multiplier space in (14) [55, 24] . The basis functions which span the new multiplier space are chosen in such a way that they are biorthogonal to the standard Lagrange FE basis with respect to L 2 -inner product. We define the dual space, M ℓ := span{ψ ℓ i } i∈Nµ , where ψ ℓ i are defined as the dual functions which satisfy the following biorthogonality condition on domain ω
For linear and bilinear elements, it is possible to compute the biorthogonal basis (ψj) as a linear combination of the Lagrange basis (φ k ) for each element K ∈ T ℓ ,
where C jk denotes the entries of the matrix C, which represents the coefficients of the linear combination. Using this information, we can compute the coefficients matrix CK , for each element K ∈ T ℓ,i
where NK denotes set of nodes of a given triangulation K. The matrix representation of the multiplication of element-wise basis function is defined as
Here, the elemental matrix DK is diagonal and M K is an elemental mass matrix with the entries D K jk and M K jk , respectively. In the algebraic form, it can be written as
The element-wise coefficients of the linear combination could be computed as
As the Lagrange basis functions of the cut elements have truncated support, the biorthogonal basis functions computed using this strategy are not necessarily continuous or regular for the cut elements. In Figure 4 , we can see the Lagrange basis and the corresponding biorthogonal basis functions for a cut mesh.
In the discrete setting, the matrix entries D ik = (ψ ℓ i , φ ℓ k ) L 2 (I) computed using this strategy is diagonal. The diagonal mass matrix D is computationally trivial to invert, and the inverse of the matrix is also diagonal. The matrix B, defined between a coarse and a fine level can be given with the entries Bij = (ψ ℓ i , φ ℓ−1 j ) L 2 (I) . The transfer operator computed using this method has a sparse structure, and the support of the basis functions on the coarse level is also localized compared to the standard L 2 -projection operator.
Remark 2. Computation of the coefficient matrix CK is only necessary for the cut elements as the support of the basis function is arbitrary. For the uncut elements, we compute the coefficient matrix for any element and reuse it for all others.
Algorithm 1: Setup Semi-geometric Multigrid algorithm
Input : A L , (T ℓ ) ℓ=0,...,L Output: (T ℓ ℓ−1 ) ℓ=1,...,L , (A ℓ ) ℓ=0,...,L−1 1 Function: Setup SMG 2 for ℓ ← L, . . . , 1 do
⊲ coarse level assembly
Semi-geometric Multigrid Method
We employ the pseudo-L 2 -projection based transfer operator in our semi-geometric multigrid method. By construction, it is clear that the transfer operator for the XFEM discretization treats both subdomains separately. It can be regarded as an additive subspace splitting strategy to compute the transfer operator. This ensures that the information transfer between levels is restricted to each subdomain, and there is no cross-information transfer across the interface. This is quite essential for ensuring the robustness of the multigrid method. Let {λ ℓ i } i∈N ℓ be the basis of a FE space X ℓ and let {λ ℓ−1 j } j∈N ℓ−1 be the basis of a coarse level FE space, X ℓ−1 . The pseudo-L 2 -projection based prolongation operator can be used to compute the basis function on the coarse levels,
Thus, the basis functions at the coarse level can be computed as a linear combination of the basis functions from the fine level. As we can see in the Figure 2 , the basis functions at the coarse level are piecewise linear with respect to the finest level mesh, given the basis functions are linear also on the finest level.
Considering the abstract weak formulation of all Nitsche-based XFEM discretizations, we rewrite the problem agnostic of the stabilization method as, find u h ∈ VL = XL, such that:
We denote the algebraic representation of the bilinear form as AL, also known as a stiffness matrix, with the entries A L ij := a(λ L j , λ L i ) for all i, j ∈ NL. The right hand side is represented as f L , with the local entries (fL)i := F (λ L i ), for all i ∈ NL. We can write the algebraic variant of our problem as
where unknown u represents a vector of the coefficients u = (ui) i∈N L , which are associated with the finite element approximation on space XL, u = i∈N L uiλ L i . From the practical aspect, we need a preliminary step before the multigrid algorithm can be invoked. In the preparation step, we compute a sequence of prolongation operators (T ℓ ℓ−1 ) ℓ∈{1,...,L} between successive levels in the hierarchy of FE spaces. These prolongation operators are used to project a coarse level correction to a fine level and the adjoint of these operators are used as restriction operators to project the residual from a fine level to a coarse level. The next stage of the setup consists of computation of the coarse level stiffness matrices, (A ℓ ) ℓ∈{0,...,L−1} . We use the Galerkin assembly approach to compute the coarse level stiffness matrices, defined as
The Galerkin assembly is essential in the semi-geometric multigrid algorithm. If the assembly of the stiffness matrix is done on each level the coarse level operator would be computed on the FE spaces (V ℓ ) ℓ∈{0,...,L−1} , while the Galerkin assembly assures the stiffness matrix is recursively constructed in the nested FE spaces (X ℓ ) ℓ∈{0,...,L−1} . After the computation of the coarse level stiffness matrices and the prolongation operators, we invoke the multigrid algorithm. The multigrid iterations can be used for preconditioning or solving a linear system, so the SMG can be written in an abstract way to return the correction cL, rather than the iterate explicitly. The residual on the finest level is given as
The V -cycle semi-geometric multigrid algorithm is given in Algorithm 2, where ν1, ν2 are number of pre-smoothing and post-smoothing steps respectively.
Numerical Results
In this section, we introduce different examples for the numerical experiments. We compare the different variants of Nitsche's methods on these examples and compare the discretization errors and the condition number of the system matrices. Also, we evaluate the performance of the semi-geometric multigrid method as a solution method and as a preconditioner for the same examples. In this section for brevity, we drop the subscript L from the stiffness matrix A = AL.
Algorithm 2: Semi-geometric Multigrid algorithm -V -cycle 
Problem Description
We consider a domain Ω = [0, 1] 2 with two different types of interfaces, a linear interface, and a circular interface. All the experiments are carried out on a triangular structured mesh as shown in Figure 2 . We start with a mesh that has 100 elements in each direction, denoted as L1 and uniformly refine the mesh L1 to obtain different meshes as shown in Table 1 . We use the same mesh hierarchy to measure the discretization error and later as the multilevel hierarchy in the multigrid method. We remark that the dofs and number of elements already include the enriched nodes and the enriched elements. We consider problems with continuous and discontinuous coefficients to analyze the effect of different variants of Nitsche's method on the condition number of the linear system and the numerical accuracy of the discretization.
Example 1 Consider a Poisson problem where α1 = α2 = 1, and a linear interface Γ l . For this example, the righthand side f1 and the Dirichlet boundary condition are chosen in such a way that the exact solution, u1 = (exp(−500s) − 1)(exp(−500t)−1)(exp(−500ŷ)−1)(1−3r) 2 is satisfied. Here, s := (x −1/3) 2 , t := (x −2/3) 2 ,x := (x −1/2) 2 ,ŷ := (y −1/2) 2 andr :=x +ŷ. The linear interface Γ l is defined as a zero level set of the function Λ l (x, y) := x − 1/ √ 2. We have deliberately chosen the location of interface Γ l in such a way that the interface would stay close to edges of elements for all levels of the refinement and would not coincide with the element edges. Thus, the enriched elements are divided into disproportional fractions. Example 2 For this example, we consider a problem with discontinuous coefficients and a circular interface Γc. The circular interface Γc is defined as a zero level set of a function Λc(x) := r 2 0 − x − c 2 2 with radius, r 2 0 = 3 − √ 2, and c is the center of the circle (0.5, 0.5). The circular interface decomposes the domain Ω into Ω1, where Λc(x) > 0 and Ω2 where Λc(x) < 0.
We consider a Poisson problem, where we choose coefficients as α1 = {10 −1 , 10 −5 , 10 −9 } and α2 = 1. For this example, the right-hand side is chosen as f2 = −4α1α2, and the Dirichlet boundary conditions satisfy the exact solution,
Example 3 Here we consider the same circular interface as in Example 2. In this example, we consider the coefficients as α1 = 1 and α2 = {10, 10 5 , 10 9 }. The right-hand side is chosen as, f3 = −4, and the Dirichlet boundary conditions satisfy 
Comparison of Variants of Nitsche's Methods
We compare the convergence rate of error in the L 2 -norm and the mesh-dependent energy norm against the condition number of the stiffness matrix, denoted as κ(A). The motivation behind this comparison is to investigate the influence of previously discussed variants of Nitsche's methods on condition numbers and the discretization errors. As the background mesh and the location of the interface is fixed for a given example, the condition number of the system matrix is only affected by the choice of stabilization parameter γ and the weighting parameters βi.
Discretization Error
From Figure 5 and Figure 6 , it is clear that all variants of Nitsche's methods have almost identical rate of convergence for the discretization error in both norms. As the error estimates in (5) suggest, the rate of convergence of discretization error in the L 2 -norm is O(h 2 ) and in the mesh-dependent energy norm is O(h). Figure 5 demonstrates that FEM and XFEM methods have the same approximation properties, since both methods produce the same discretization error for the same mesh size. The discretization error of Example 2 and Example 3 is also almost identical in both norms for all variants of Nitsche's method. Thus, we can conclude that all variants of Nitsche's formulations are robust with respect to continuous and with respect to highly varying coefficients.
Condition Numbers
As the Example 1 has continuous coefficients, we can compare the FEM discretization with the XFEM discretization on the same background mesh. We observe that FEM discretization has smallest κ(A) for all different mesh sizes in comparison with its XFEM counterparts. The XFEM discretizations produce the system of linear equations with larger condition numbers in all cases. The condition number for Nitsche's formulation equipped with the lifting operator is closest to the FEM discretization, while (N-EV) formulation is the close second. The condition numbers of the (N-GP) formulation is the largest for all mesh sizes, but this can be attributed to the chosen value of the stabilization parameter. Example 2 and Example 3 are different in terms of the coefficients. The ratio between the smallest and the largest coefficient is kept the same in both examples. For a given variant of Nitsche's formulation and a given ratio between coefficients, we witness the identical results in terms of error and condition number of the system for both examples. Application of the Dirichlet boundary condition to the stiffness matrix in both examples causes the distribution of the eigenvalues in the spectrum to vary, but the ratio between the largest and the smallest eigenvalues stays the same. Figure 6 shows a comparison of the condition numbers against the discretization errors for both examples for various coefficients. It is evident from Figure 6 , that the condition numbers and the discretization errors in the L 2 -norm and the mesh-dependent energy norm for both examples are identical. The condition number is the smallest for the ghost penalty discretization, regardless To our knowledge, there are no theoretical bounds established on κ(A) for (N-LO) and (N-EV) discretizations. For different mesh sizes, κ(A) is larger than the ghost penalty formulation in almost all cases but it grows as the ratio between the coefficients increases. We also observe the effect of irregular intersection between the interface and the meshes at different levels.
From this discussion, it is clear that Nitsche's method with the ghost penalty term is most stable among all methods. The other two variants of Nitsche's methods produce the system matrices with larger condition numbers, but still, these variants are stable as the condition numbers do not grow sporadically.
Convergence Studies of the Multigrid Method
In this section, we evaluate the performance of our semi-geometric multigrid method for different variants of Nitsche's method for the discussed examples. We employ the multigrid methods as a solution method and as a preconditioner and compare their performance against other preconditioners.
Before discussing the results, we need to define a few metrics to compare the different solution methods. We define scalar energy product (·, ·)A as, (u, v)A := u T Av, ∀u, v ∈ R n , and the induced energy norm is defined as · 2 A := (·, ·)A. Our examples have highly varying coefficients, hence to compare all solution methods on the same scale we choose a relative residual in the energy norm as a termination criterion, given as
where, u k denotes the k th iterate. Additionally, we define the asymptotic convergence rate of an iterative solver as
where the iterate u k+1 satisfies the termination criterion (21).
Comparison of Preconditioners
The system of linear equations arising from Nitsche's method is symmetric positive definite (SPD). The most natural choice of an iterative solver for such problems is the conjugate gradient (CG) method. Although the CG method has the best rate CG-Jacobi CG-SGS CG-SMG SMG Table 2 : Number of iterations required to reach the predefined tolerance for different preconditioners, the last column shows number of required iterations and the asymptotic convergence rate of multigrid method of convergence amongst all Krylov solvers for SPD systems, in practice preconditioned CG method is used to ensure the fast convergence and, in some cases, to ensure the convergence of the solver up to a certain tolerance. We use the preconditioned CG method as a solver in our numerical experiments. We compare Jacobi, symmetric Gauss-Seidel (SGS) and semi-geometric multigrid methods as preconditioners.
The experiments are carried out on the system of linear equations with around 2.5 × 10 6 dofs (L5). Our semi-geometric multigrid method is set up with 5-levels, and symmetric Gauss-Seidel is chosen as smoother with 3 pre-smoothing and 3 post-smoothing steps at each level, and we perform a single V -cycle as a preconditioner. Table 2 shows the number of iterations required by different methods to reach the termination criterion (21) . We observe that the CG method preconditioned with the Jacobi method has the slowest convergence amongst all solvers. CG method with SGS as a preconditioner is significantly better than the Jacobi preconditioner, the number of iterations is reduced in more than half for most of the problems. The best performance from all the preconditioners is clearly shown by SMG method.
The rate of convergence of conjugate gradient method depends on the distribution of the spectrum of A, and the method performs very well if the eigenvalues are clustered in a certain region of the spectrum, rather than uniformly distributed eigenvalues. Hence, even with the same condition number for the same method, we require a different number of iteration to reach the termination criterion. Thus, here we show that the CG-SMG method is stable for all discussed discretization methods and coefficients, the number of iterations required for the convergence stay stable.
Performance as a Solution Method
By comparing the results of the SMG method, we observe that Nitsche's method with the ghost penalty stabilization term converges fastest for the highly varying coefficients, while it is slowest for the continuous coefficients. Even though the difference is not significantly high, a few more iterations can be due to the large value of the stabilization parameter. For the (N-EV) and (N-LO) the number of iterations to reach the convergence tolerance stays more or less stable. The multigrid Table 3 : Number of iterations required to reach the predefined tolerance for conjugate gradient method preconditioned with semi-geometric method with respect to different levels in the hierarchy and multiple interfaces in the domain method can be considered quite robust in terms of the asymptotic convergence rates, as for all the experiments we observe ρ * < 0.2. A multigrid method can be interpreted as a Richardson method with SMG as a preconditioner, and the CG method is known to be far superior to the Richardson method. Hence, we observe that the number of iterations required is smaller in all cases when the semi-geometric multigrid is chosen as a preconditioner than a solution method.
Level Independence
In the next part, we evaluate the performance of CG-SMG method for different levels in the multigrid hierarchy. The finest level is kept the same as in the previous experiments, and the number of levels used in the multilevel hierarchy is changed. As we use a direct solver on the coarsest level, the coarse level corrections become increasingly accurate as the number of levels is reduced, but the higher number of levels are computationally cheaper as a smaller linear system of equations has to be solved on the coarsest level. Table 3a demonstrates that the number of iterations stay constant regardless of the number of levels used in the multigrid hierarchy. We see that the change in the ratio between the coefficients does not affect the performance of CG-SMG method. This result shows the level independence of the multigrid method as a preconditioner.
Multiple Interfaces
The last set of experiments is done to demonstrate the robustness of the SMG method with respect to the number of interfaces in a domain. We consider Example 1 for this numerical experiment with continuous coefficients. The finest level is kept the same as in the previous cases, and the multigrid hierarchy consists of 5-levels. This test is performed for all the discussed variants of Nitsche's methods with multiple interfaces. All the interfaces are linear, parallel to the original interface Γ l . We start with a single interface and increase up to 10 interfaces in the domain. From Table 3b , we can observe that the proposed multigrid method as a preconditioner is stable, as the number of iterations do not change at all with increasing interfaces in the domain. Thus, we can conclude that our SMG method is a robust solution strategy. The method is stable for all variants of Nitsche's method with respect to highly varying coefficients, with respect to the number of levels in the multilevel hierarchy and also with respect to the number of interfaces in the domain.
Conclusion
In this paper, we reviewed selected strategies to overcome ill-conditioning related to Nitsche's method for the XFEM discretization. We discussed two different strategies to implicitly estimate the stabilization parameter and the ghost penalty term to improve the robustness of Nitsche's formulation. Also, we numerically compared the stability of these methods for continuous and highly varying coefficients in terms of discretization error and condition numbers. We introduced a semigeometric multigrid method for the unfitted finite element methods and discussed the L 2 -projection and pseudo-L 2 -projection approaches to construct the transfer operator for the XFEM discretization. In the series of experiments, we demonstrated the robustness of our tailored multigrid method with respect to highly varying coefficients and the number of interfaces in a domain. Additionally, the multigrid method shows level independent convergence rates when applied to variants of Nitsche's methods.
The multigrid method proposed in this work can be used for any unfitted finite element discretization. In the future, we aim to extend the multigrid method to more complex problems, for example, contact problems and fluid-structure interaction problems in the unfitted FEM framework. We also aim to implement the L 2 -projections for the XFEM discretization in the ParMOONoLith library [56, 39] . This library can compute the L 2 -projection on the complex geometries on distributed computing architecture. In this way, we can extend the multigrid method from this work to the parallel architecture in order to tackle large-scale problems.
