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La collaborazione MEG si prefigge di ricercare il decadimento µ+ → e+γ, che viola la con-
servazione del sapore leptonico, con una sensibilità sul rapporto di decadimento Γ(µ
+→e+γ)
Γ(µ+→all) di
10−13, due ordini di grandezza inferiore all’attuale limite sperimentale [1].
Il Modello Standard(MS) assume la conservazione completa del numero leptonico e quindi
predice un valore nullo per B.R. (µ+ → e+γ). L’osservazione sperimentale delle oscillazioni
dei neutrini ha però dimostrato la non conservazione del sapore leptonico nel settore neutro.
Questo fenomeno può essere introdotto in un modello standard esteso, che dunque ottiene valori
non nulli per B.R.(µ+ → e+γ), tuttavia non accessibili sperimentalmente (≈ 10−50). Alcune
classi di teorie supersimmetriche di grande unificazione prevedono invece valori prossimi a 10−13.
L’esperimento MEG può quindi fornire un rilevante contributo alla ricerca di nuova fisica oltre
il MS.
L’evento ha una segnatura semplice se il µ decade in quiete nel laboratorio. Infatti il decadi-
mento a due corpi è caratterizzato dall’emissione contemporanea di un positrone e di un fotone
di eguali energie, collineari ed emessi in direzioni opposte. Per raggiungere la sensibilità di
progetto è necessario utilizzare il più intenso fascio continuo di muoni di bassa energia del mon-
do, disponibile presso il Paul Scherrer Institute (P.S.I.). Inoltre per rigettare efficientemente i
fondi è indispensabile utilizzare rivelatori che abbiano risoluzioni estremamente spinte per la
misura delle variabili cinematiche del processo. Lo spettrometro magnetico ed il calorimetro
elettromagnetico sono pertanto basati sulle più avanzate tecnologie attualmente disponibili.
L’apparato sperimentale dovrà analizzare più di 1013 decadimenti di µ in condizioni di elevato
affollamento. Assume quindi particolare rilevanza il sistema di trigger per la selezione degli
eventi in tempo reale.
Questo sistema è basato sulla conversione dei segnali analogici dell’apparato sperimentale in
formato digitale e sull’esecuzione, in tempo reale, di, algoritmi per la selezione degli eventi,
operati sui segnali digitalizzati. La definizione degli algoritmi estimatori delle variabili cine-
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matiche dell’evento, operanti nel sistema di Trigger, è stata ottenuta utilizzando la simulazione
completa dell’apparato sperimentale.
In questa tesi discuteremo della strategia di selezione degli eventi di segnale e degli algoritmi
scelti per questo scopo.
Sarà inoltre descritto in dettaglio il sistema elettronico che rende operativi gli algoritmi di trig-
ger, e saranno presentate le stime delle frequenze di conteggio attese.
Saranno infine presentati i risultati sulle frequenze di conteggio ottenuto nel 2007 durante il




Il Modello Standard delle interazioni elementari è uno dei grandi successi nella fisica del ven-
tesimo secolo. Infatti a più di quaranta anni dalla sua introduzione è ancora il modello che
riproduce i risultati sperimentali delle interazioni tra le particelle elementari. In questo modello
i fermioni fondamentali sono costituiti da tre coppie di quarks e tre coppie di leptoni, l’inte-
razione elettrodebole è mediata dai bosoni di gauge W±Z0 e dai fotoni; mentre le interazioni
forti sono mediate dai gluoni. La maggior parte delle ipotesi teoriche descritte dal Modello
Standard sono state ampiamente verificate da una serie di esperimenti di fisica delle interazioni
fondamentali, che sono pietre miliari nella storia della fisica delle particelle elementari degli
ultimi decenni. Con il passare degli anni si è ravvivato sempre di più l’interesse sperimentale
per lo studio delle leggi di conservazione del numero leptonico.
1.1.1 Necessità di un Modello Standard esteso
Negli ultimi anni, infatti, si è consolidata la necessità di una estensione del Modello Standard,
che sembrerebbe essere soltanto un’approssimazione a bassa energia di una teoria più generale.
Recenti esperimenti hanno evidenziato che, ponendosi ad una certa distanza da una sorgente
di neutrini, si osserva una diminuzione del loro flusso. Questi esperimenti sono stati condotti
utilizzando varie sorgenti come i reattori nucleari (gli esperimenti CHOOZ [2] e KamLAND
[3]), gli acceleratori (K2K [4]), il Sole (SuperKamiokande [5] ed SNO [6]) ed i raggi cosmici
(Superkamiokande [5] e MACRO [7]). Queste diminuzioni del flusso di neutrini, unitamente
alle deformazioni delle loro distribuzioni in energia, sono un’evidenza delle oscillazioni di sapore
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leptonico, queste implicano che i neutrini abbiano una massa non nulla e i loro autostati di
massa siano diversi dagli autostati di sapore: esiste così una matrice di mescolamento tra gli
autostati di massa e di sapore delle famiglie leptoniche.
Questa matrice detta di Pontecorvo-Maki-Nagakawa-Sakata può essere scritta, nel caso di solo















dove ν1, ν2 sono gli autostati di massa mentre νe e νµ sono gli autostati di sapore.
In uno schema di oscillazioni ho due sapori e la probabilità di transizione, tra un sapore e l’altro,
può essere scritta come segue :








dove θ è l’angolo di mescolamento, ∆m2 è la differenza di massa quadra dei due neutrini,
E è la loro energia ed L la distanza percorsa. Il Modello Standard, può essere esteso per
incorporare i neutrini di Dirac massivi e le loro oscillazioni. In questo ambito il decadimento
µ+ → e+γ mediato dalle oscillazioni dei neutrini diventa possibile. La larghezza di decadimento
Γ(µ+ → e+γ) è calcolabile e risulta [8] 1.3:


























si ottiene così [9] :
B(µ+ → e+γ) = 5 ∗ 10−48[∆m2(eV )2]2sin2(θ)cos2(θ) (1.4)
Utilizzando i valori ottenuti dall’esperimento KamLAND [3] cioè sin(2θ) = 0.91 e ∆m212 =
6.9 ∗ 10−5eV 2 si ha un valore per il branching ratio di B ≈ 10−55. Questo valore è di moltissimi
ordini di grandezza inferiore ai valori di B.R. attualmente esplorati sperimentalmente.
Il Modello Standard (MS) tuttavia, sebbene in grado di descrivere tutti i risultati sperimentali
ottenuti finora, deve essere considerato, soltanto, un punto di partenza per una nuova teoria
che sia in grado di esplorare la fisica ad una scala di energia oltre i 100 GeV. Infatti uno degli
obiettivi della fisica delle particelle è di avere una singola teoria universale che spieghi tutti i
fenomeni.
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Le estensioni Supersimmetriche delle teorie di Grande Unificazione (SUSYGUT) sono vali-
di candidati per estendere il MS fino alla scala della massa di Planck. Secondo le teorie
SUSYGUT questi decadimenti hanno rapporti di decadimento molto più alti, confrontabili
con gli attuali limiti sperimentali. Ad esempio, le previsioni per il decadimento µ+ → e+γ delle
teorie SUSYGUT forniscono valori di BR (µ+ → e+γ) ≈ 10−12 ÷ 10−14.
Lo studio di questo canale di decadimento, è l’obiettivo dell’esperimento MEG. Se tale decadi-
mento fosse osservato sarebbe una chiara e indiscutibile evidenza di fisica oltre il MS in quanto
l’eventuale ‘fondo’ da MS esteso risulta assolutamente trascurabile. L’esperimento MEG può
dunque portare un importante contributo nella ricerca di nuova fisica.
Le estensioni SUSYGUT del modello standard, che prevedono µ+ → e+γ con B.R. accessibili
sperimentalmente, prevedono anche altri processi quali τ → µγ, τ → eγ , µ→ eee, µ→ e.
Le intensità relative dei vari processi di violazione del sapore leptonico dipendono dai dettagli
dei singoli modelli. Pertanto la ricerca di processi di Lepton Flavour Violation (L.V.F.) nei vari
canali permetterebbe di identificare con maggior accuratezza l’estensione del MS.
1.2 Segnatura dell’evento e variabili cinematiche
Come detto nel paragrafo precedente, l’esperimento MEG si propone di studiare il decadimento
raro del muone nel canale µ+ → e+γ 1, utilizzando la semplice cinematica del decadimento a
due corpi di una particella a riposo nel sistema di riferimento del laboratorio vedasi figura 1.1.
È quindi necessario arrestare i muoni su un bersaglio sottile posto al centro dell’apparato, come
Figura 1.1: Evento cinematico cercato
1Si utilizzano fasci di muoni positivi in quanto i muoni negativi hanno una sezione d’urto di cattura all’interno
della materia troppo grande.
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verrà illustrato in dettaglio nei paragrafi seguenti.
Le variabili cinematiche di interesse per l’esperimento MEG sono l’energia del fotone Eγ , l’ener-
gia del positrone Ee, il tempo di volo del fotone dal punto di decadimento del muone al punto
di rivelazione del calorimetro, il tempo di volo del positrone e l’angolo formato tra la direzione
di volo del fotone e quella del positrone. Le risoluzioni richieste per queste variabili, al fine di
ottenere la sensibilià di progetto, sono mostrate nella tabella 1.1 [10].
VARIABILI CINEMATICHE FWHM
∆Eγ/Eγ 4%
∆Ee/Ee 0.7 ÷ 0.9%
∆θeγ 17 ÷ 20.5 mrad
∆teγ 0.15 ns
Tabella 1.1: Valori stimati per l’apparato MEG
In conclusione la segnatura dell’evento è caratterizzata da :
1. Energia delle particelle uscenti, pari alla metà della massa del muone a riposo (Eγ=Ee=
52.8 Mev).
2. Emissione contemporanea delle due particelle.
3. Direzione opposta (Θeγ=1800).
1.3 Sviluppo storico per la ricerca del decadimento µ+ → e+γ
I primi studi sperimentali per la ricerca del decadimento µ+ → e+γ risalgono al 1947 quando
Hincks e Pontecorvo fissarono il primo limite superiore al rapporto di decadimento B(µ+ → e+γ)
< 0.1 [11]. Questo limite fu abbassato nel 1958 quando fu ipotizzato teoricamente l’esistenza
di due diversi tipi di neutrini. La non osservazione sperimentale della predizione teorica di
Feinberg [13] di B(µ+ → e+γ)≈ 10−4 condusse all’ipotesi che il decadimento µ+ → e+γ fosse
vietato a causa della conservazione del sapore leptonico. Nel 1959 fu proposto da Pontecorvo
un esperimento ad acceleratore che verificasse l’esistenza di due neutrini differenti νe 6=νµ. Ciò
fu confermato sperimentalmente nel 1962 [14] stabilendo in modo definitivo la legge della con-
servazione dei sapori leptonici. Nel corso degli anni la ricerca di questo decadimento ha assunto
un ruolo di sempre maggiore importanza quale sonda per la violazione della conservazione del
sapore leptonico nel settore carico ed è stata intensificata mediante l’utilizzo di fasci di µ sempre
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più intensi. Nel progettare un sistema di rivelazione per lo studio del decadimento µ+ → e+γ
i problemi principali da affrontare sono quelli di ottimizzare simultaneamente l’efficienza del-
l’apparato ed il rapporto segnale-rumore. L’evento µ+ → e+γ, infatti, per tutti gli esperimenti,
che si sono succeduti nel corso degli ultimi decenni è caratterizzato dalla stessa segnatura de-
scritta nel paragrafo 1.2 ed in presenza di elevato fondo (vedere capitolo 2). In particolare per
i principali esperimenti che hanno studiato questo decadimento, (SIN[15], LAMPF[16], Crystal
Box[17] e MEGA[1]), nelle tabelle 1.2 e 1.3 sono riportati i risultati sperimentali ottenuti da
questi esperimenti nonchè l’intensità dei fasci di muoni utilizzati e relativi ‘duty-cycle’ δt/T (δt
è il tempo in cui il fascio è acceso e T è il periodo di ripetizione del fascio) e le restrizioni sulle
variabili cinematiche imposte.
Nome Anno Intensità del Fascio(µ/sec) δt/T Limite Superiore Riferimento
SIN 1980 5×105 30% < 1.0× 10−9 [15]
LAMPF 1982 2.4×106 6.4% < 1.7× 10−10 [16]
Crystal Box 1986 3×105 5÷10% < 4.9× 10−11 [17]
MEGA 1999 1.5×107 6%÷9% < 1.2× 10−11 [1]
Tabella 1.2: Esperimenti nella ricerca di µ+ → e+γ negli ultimi 30 anni: sono riportati il nome dell’esperi-
mento, l’anno di pubblicazione del risultato, l’intensità del fascio di µ utilizzato, il fattore di ‘duty-cycle’ (δt/T )
ed il risultato ottenuto.
Nome ∆Ee/Ee ∆Eγ/Eγ ∆teγ ∆θeγ Limite Superiore
SIN 8.7% 9.3 % 1.8 ns - < 1.0× 10−9
LAMPF 8.8% 8% 1.8 ns 37 mrad < 1.7× 10−10
CrystalBox 8% 8% 1.8 ns 87 mrad < 4.9× 10−11
MEGA 1.2% 4.5% 1.6 ns 15 mrad < 1.2× 10−11
Tabella 1.3: Esperimenti nella ricerca di µ+ → e+γ negli ultimi 30 anni: sono riportate le risoluzioni
sperimentali misurate in FWHM ed il risultato ottenuto.
1.3.1 L’esperimento SIN
L’esperimento SIN [15], figura 1.2 ricercava il decadimento µ+ → e+γ con una sensibilità sul
rapporto di decadimento di 1 ∗ 10−9, un ordine di grandezza inferiore al precedente limite.
Per raggiungere tale obiettivo fu utilizzato un fascio di muoni di impulso di 90 MeV/c, con
contaminazioni di π+ e di e+ al di sotto dell’1%◦ e dell’1 % rispettivamente. L’intensità del fascio
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Figura 1.2: Vista schematica dell’apparato sperimentale di SIN
era limitata a 4÷6∗105 µ+/s per ridurre il fondo accidentale ed il tempo morto dell’elettronica
a livelli accettabili. Con questa intensità il suddetto limite poteva essere raggiunto in un tempo
di presa dati di circa una settimana utilizzando un rivelatore con un accettanza dell’1%.
L’apparato sperimentale era sostanzialmente costituito da due rivelatori identici, cristalli di
NaI(Tl) di forma cilindrica, chiamati NaIe per la rivelazione dei positroni ed NaIγ per la
rivelazione dei gamma, disposti uno di fronte all’altro. Davanti al rivelatore di positroni vi
erano due camere a ionizzazione per misurare le traiettorie dei e+, due contatori a scintillatore
plastico, che definivano l’accettanza del rivelatore a 0.19 % e permettevano di rigettare eventi
con più di un positrone sovrapposto. Lo ioduro e le camere a ionizzazione erano protette da
collimatori a piombo che mantenevano le frequenze di conteggio a livelli accettabili. Davanti
al NaIγ vi era un sistema di contatori di scintillatore plastico per rigettare i positroni ed in
più vi era un sistema odoscopio-convertitore, formato da un disco di NaI di 20 mm di spessore
e da due camere a ionizzazione, per i gamma. Fra questi due rivelatori vi erano due bersagli
per i µ+. Per arrestare un numero adeguato di µ+, i due bersagli avevano uno spessore di
5mm ciascuno. Questo comportava una indeterminazione di ≈ 5MeV FWHM nelle energie dei
positroni, ed inoltre sul B.R. la sensibilità dipendeva solo linearmente dalla risoluzione in Ee+ .
Queste considerazioni hanno indotto la collaborazione a utilizzare un rivelatore a NaI per la
misura dell’energia dei e+, con una risoluzione di 4.5 MeV FWHM, invece di uno spettrometro
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magnetico che avrebbe permesso una misura ben più precisa. A favore dell’utilizzo dello NaI
c’era anche la semplicità e la facilità d’uso. L’utilizzo di due bersagli permetteva, inoltre, una
parziale correzione della perdita di energia dei positroni.
La collinearità tra γ e e+ era già fornita dalla limitata accettanza angolare. Per la frazione dei
γ che convertivano nell’odoscopio-convertitore (circa 1/4 degli eventi), l’apparato consentiva
di applicare un criterio di collinearità più stringente in quanto erano misurate le direzioni del
e+ ed anche del γ. Ciononostante la collaborazione, per cautelarsi contro eventuali fondi non
attesi, o per fornire ulteriori controlli su un eventuale segnale, decise di equipaggiare i due
ioduri con un sistema per la misura più stringente della collinearità. Infatti per la frazione
dei γ che convertivano nell’odoscopio-convertitore, inoltre, era possibile determinare il punto
di conversione del γ, che unitamente alla misura della direzione di volo del e+, consentiva una
selezione di eventi collineari entro 70. A posteriori verificarono che i fondi sui rivelatori erano
quelli attesi. Il convertitore, era un disco di NaI(Tl) di 20 mm di spessore accoppiato ad un
fotomoltiplicatore.
Con questo dispositivo sperimentale si misurava l’energia dei positroni Ee+ data dall’ energia
misurata nello NaIe. L’energia del fotone Eγ era data dalla somma delle energie misurate in
NaIγ e nel convertitore di NaIγ . L’analisi dei dati fu effettuata con uno studio di massima
‘likelyhood’.
Nonostante l’uso di scintillatori inorganici ottennero una risoluzione nella misura del tempo di
e+ e γ di 1.8 ns FWHM. Non furono osservati fondi inattesi, pertanto il risultato migliore fu
ottenuto analizzando tutti i dati e non solo quelli per i quali era disponibile anche l’ulteriore
selezione angolare. Posero un limite superiore sul rapporto di decadimento, al 90 % di livello
di confidenza, di B(µ+ → e+γ)<1.0 ∗ 10−9. L’esperimento è stato ben progettato ed in modo
adeguato alle caratteristiche del fascio disponibile e l’obiettivo fu raggiunto pienamente.
1.3.2 L’esperimento LAMPF
Lo scopo dell’esperimento LAMPF [16] di cui è possibile vedere uno schema nella figura 1.3 era
raggiungere una sensibilità sulla misura del B.R. del decadimento µ+ → e+γ di 10−10, un ordine
di grandezza inferiore al precedente esperimento SIN. Il gruppo LAMPF ha utilizzato un fascio
di muoni che provenivano dal decadimento a riposo dei pioni sulla superficie della targhetta per
i protoni, tale fascio è chiamato in gergo ’surface muon beam’. L’energia dei muoni è bassa e
la dispersione (∆p/p) e la sezione trasversa del fascio sono entrambe piccole, mentre l’intensità
è alta. Queste caratteristiche permettono l’utilizzo di un bersaglio per muoni sottile. Il fascio
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Figura 1.3: Vista schematica dell’apparato sperimentale di LAMPF
aveva una intensità istantanea di 3.8 ∗ 107 muoni/s ed una intensità media 2.4 ∗ 106 muoni/s; il
fascio era regolato da un collimatore circolare con un diametro di 4.5 cm ed aveva un ’duty-cycle’
di solo il 6.4%. Il bersaglio era, un foglio di polietilene spesso 50mg/cm2. Con un bersaglio
così sottile si otteneva il duplice scopo di misurare l’energia dei positroni con un alta risoluzione
poichè il contributo di perdita di energia dei e+ nel materiale del bersaglio era molto piccolo e
contemporaneamente si riduceva il flusso di gamma provenienti da radiazione di frenamento dei
e+ nel bersaglio e dalle loro annichilazioni in volo. Poichè l’accettanza del rivelatore era dell’1
% circa, per ottenere questa sensibilità era necessario fermare almeno 1012 muoni nel bersaglio,
corrispondente a circa 2 mesi di misura.
Nell’esperimento LAMPF furono utilizzati uno spettrometro magnetico e un calorimetro a
cristalli inorganici; lo spettrometro magnetico era costituito da un campo magnetico dipolare e
da un sistema di MWPC’s esterno ad esso, la misura del tempo di emissione dei e+ era ottenuta
da un odoscopio di scintillatori plastici posti dopo lo spettrometro. Il calorimetro era costituito
da 45 cristalli esagonali di ioduro di sodio NaI(Tl); con i quali era possibile determinare l’ener-
gia, il punto di impatto sulla faccia dei cristalli ed il tempo di emissione dei γ. Un magnete
posto tra calorimetro di NaI(Tl) ed il bersaglio defletteva i e+ in modo che non affollassero i
cristalli del calorimetro. Questi due rivelatori fornivano le risoluzioni dell’ 8.8 % (FWHM) per
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l’energia del positrone, dell’8 % (FWHM) per l’ energia del gamma, di 37 mrad (FWHM) per
l’angolo tra positrone e gamma e una risoluzione temporale di 1.8 ns (FWHM).
I dati sono stati analizzati con una tecnica di massima probabilità, che richiedeva che l’appa-
rato fosse ben calibrato, che tutti i fondi fossero ben compresi e che le funzioni di risoluzione
fossero ben note. Per la messa appunto dell’apparato furono presi un grande quantità di dati di
calibrazione e confrontati con risultati ottenuti da simulazione Monte Carlo per meglio specifi-
care quantità che non fossero direttamente misurabili. Lo spettro dei e+ dal decadimento dei
µ presentava un limite cinematico a 52.8 MeV/c che permetteva di calibrare lo spettrometro
magnetico. Il calorimetro invece necessitava di varie linee γ per studiare: stabilità, efficienza
e risoluzione. Le tecniche usate in questo esperimento si sono rivelate efficaci, infatti alcuni di
questi metodi unitamente ad altri più specifici, sono stati utilizzati anche in MEG. Durante la
raccolta dati furono applicate condizioni sul trigger poco stringenti al fine di accumulare eventi
di fondo a sufficienza per un’analisi statistica buona nella successiva analisi dei dati finale. Con
questo apparato sperimentale il gruppo di LAMPF ha posto il limite superiore per il decadimen-
to µ+ → e+γ cioè B(µ+ → e+γ) < 1.7 ∗ 10−10 con il 90 % di livello di confidenza abbassando
così il limite del precedente esperimento SIN e raggiungendo gli obiettivi di progetto dell’espe-
rimento LAMPF. C’è però da dire che avendo scelto di utilizzare uno spettrometro magnetico
si sarebbero potute ottenere migliori risoluzioni nell’energia dei positroni.
1.3.3 L’esperimento Crystal Box
Il rivelatore Crystal Box, rappresentato in figura 1.4 [17], era progettato per studiare la L.F.V. in
altri canali di decadimento del µ, oltre che µ+ → e+γ, come : µ+ → e+γγ e µ+ → e+e−e+, cioè
decadimenti a tre corpi. A questo scopo, la collaborazione disegnò un apparato sperimentale con
una grande accettanza (circa il 30%), ma necessariamente utilizzò uno stesso tipo di rivelatore
sia per le particelle cariche (elettroni e positroni) che per i fotoni. Il rivelatore era costituito
da 396 cristalli di NaI(Tl) che circondavano completamente il bersaglio per i muoni. Per le
stesse ragioni discusse per il precedente esperimento si utilizzò un fascio di ‘surface muons’ con
energia di 26 MeV ed una intensità di 4∗105 µ+/s ma con un basso ‘duty-cycle’ cioè 6%÷9%. Il
bersaglio era costituito da polistirene, di forma ellittica, di spessore 0.35 mm e inclinato a 450.
Questo spessore e questa inclinazione servivano a minimizzare la perdita di energia dei positroni
all’interno di esso. Tra il bersaglio ed il calorimetro di NaI era posto un tracciatore costituito
da camere a deriva a multistrato, che permetteva di determinare le traiettorie delle particelle
cariche prima di raggiungere lo NaI(Tl). Le particelle cariche passavano attraverso una camera
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Figura 1.4: Vista schematica dell’apparato sperimentale di Crystal Box
a deriva, in assenza di campo magnetico, a multistrato che determinava le loro traiettorie prima
di raggiungere lo NaI(Tl). L’intersezione della traiettoria ricostruita della particella carica ed
il piano bersaglio determinavano il punto di decadimento o ‘vertice’. Era quindi assunto che i
fotoni fossero provenuti dal vertice e avessero viaggiato verso il punto di impatto sul NaI(Tl).
Il punto d’impatto della particella sulla faccia frontale dell’apparato di NaI(Tl) era ottenuto
dalla distribuzione di energie depositate nei cristalli confinanti. I tempi degli impulsi dei PMTs
determinavano i tempi di emissione delle particelle. Per distinguere le particelle cariche dalle
neutre per scopi di trigger veniva utilizzato uno strato di contatori di scintillazione plastici, che
era situato tra la camera a deriva ed i cristalli. L’efficienza di rivelazione di questo apparato,
per il decadimento µ+ → e+γ, era 0.64. Con questo apparato sperimentale Crystal Box riuscì
a porre il limite superiore per la probabilità di decadimento al 90% di livello di confidenza per
i tre decadimenti rari sondati di: B(µ+ → e+γ)< 4.9 ∗ 10−11, B(µ+ → e+γγ)< 7.2 ∗ 10−11 e
B(µ+ → e+e−e+)< 3.5 ∗ 10−11. Si può quindi dire che l’esperimento fu ben progettato e gli
obiettivi prefissati, di abbassare il limte del B.R. dell’esperimento LAMPF, furono raggiunti
appieno.
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1.3.4 L’esperimento MEGA
Il successivo passo in avanti nello studio del decadimento raro µ+ → e+γ fu condotto dalla
collaborazione MEGA. L’esperimento MEGA [1] ricercava il decadimento del µ+ → e+γ con
una probabilità di decadimento superiore a 10−13. Di conseguenza, la collaborazione mise a
punto un sistema spettrometrico magnetico di alta precisione con due parti distinte e separate:
una parte era un sistema di multi-wire proportional chamber(MWPCs) per tracciare le orbite
del positrone più una serie di scintillatori plastici per determinare il tempo finale dell’orbita
del positrone; un’altra parte era costituita da spettrometri a coppia per rivelare i fotoni e de-
terminare la loro energia, direzione di propagazione, conversione temporale e posizione vedasi
figura 1.5. Il sistema di rivelazione dei fotoni era circondato in modo concentrico quasi intera-
Figura 1.5: Schema dell’apparato dell’esperimento MEGA.
mente dal sistema di rivelazione dei positroni e ciò aveva lo scopo di massimizzare l’accettanza
dell’apparato sperimentale. Poichè si aveva una grande accettanza dell’apparato fu deciso dalla
collaborazione MEGA di utilizzare un fascio di muoni di superficie di intensità 1.5×107 (µ/sec)
e un ‘duty-cycle’ di 6%÷9%. Il fascio di muoni veniva fermato in un sottile bersaglio di forma
ellittica situato al centro del rivelatore affinchè i positroni emergenti dal decadimento del muone
seguissero traiettorie elicoidali nel campo magnetico. L’informazione temporale veniva data da
due sottorivelatori, a forma di anello, costituiti da scintillatori plastici posizionati vicino alle
estremità delle camere a ionizzazione dei positroni. Lo spettrometro di positroni aveva un rag-
gio esterno di 30 cm, abbastanza grande per contenere tutti i positroni che erano prodotti dai
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muoni che decadevano nella targhetta bersaglio. Ogni spettrometro a coppia utilizzava due fogli
di piombo per convertire fotoni di alta energia in coppie e+e−. Un MWPC situato tra i due
fogli convertitori determinava il punto di conversione del fotone, un altro sistema di scintillatori
plastici determinava il tempo di conversione. L’angolo di inclinazione tra la targhetta ed il
fascio era di 830 rispetto alla direzione del fascio. Con questo apparato sperimentale il gruppo
MEGA raggiunse le seguenti risoluzioni 1.2% FWHM per l’energia del positrone, 4.5% FWHM
per l’energia del gamma e 1.6 ns per la misurazione temporale tra il positrone ed il gamma.
I risultati dell’esperimento MEGA sono stati, però, diversi da quelli attesi. Infatti la collabo-
razione di MEGA voleva progettare un esperimento con una sensibiltà sul B.R.(µ+ → e+γ) di
9 ∗ 10−14 [1], come le risoluzioni e le accettanze dei rivelatori avrebbero indicato. Successiva-
mente considerazioni ingegneristiche hanno ridotto questa probabilità di decadimento a 9∗10−13
e questo fu attribuito a tre motivi fondamentali [1] : il primo motivo era che il solenoide poteva
contenere soltanto tre spettrometri di fotoni invece di cinque, il secondo motivo era che ogni
spettrometro di fotoni aveva soltanto due fogli di conversione al piombo invece di tre perchè la
conversione dei fotoni che avvenivano nei fogli più interni avevano una bassissima efficienza di
ricostruzione [1], il terzo motivo era che l’angolo solido complessivo ottenibile era il 30 % più
piccolo di quello proposto, questo perchè aumentare l’accettanza dell’angolo solido comportava
inevitabilmente un notevole aumento del fondo fisico nell’apparato di misurazione. Inoltre l’o-
perazione dell’apparato ha rivelato un’efficienza di ricostruzione dei positroni e dei fotoni molto
più bassa di quella aspettata. Questa bassa efficienza di ricostruzione fu attribuita all’induzione
di segnale reciproca tra l’anodo ed il catodo dei canali di lettura dello spettrometro di positroni
e tra le linee di ritardo dei catodi dello spettrometro dei fotoni. Inoltre elettroni e positroni
di basso impulso longitudinale spiraleggiavano lungo le linee del campo magnetico producendo
grosse frazioni dello spettrometro in tempo morto. La frazione di dati analizzabili e ricostruibili
è risultata modesta. Tutto ciò ha comportato una ulteriore complessiva degradazione dell’effi-
cienza dell’esperimento MEGA ed una probabilità di decadimento risultante B(µ+ → e+γ) <
1.2 ∗ 10−11 con un 90 % di livello di confidenza. Così gli obbiettivi dell’esperimento MEGA non
furono raggiunti anche se fu abbassato il limite superiore sul B.R. di µ+ → e+γ del precedente
esperimento.
1.4 Requisiti per un nuovo rivelatore
Lo scopo della collaborazione MEG è di avere una sensibilità sul B. R. del decadimento µ+ →
e+γ di 10−13, cioè un miglioramento di quasi 2 ordini di grandezza rispetto al limite posto
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da MEGA. Le considerazioni sugli apparati sperimentali delle recenti ricerche di µ+ → e+γ,
accennate nei paragrafi precedenti, hanno fornito le linee guida per il progetto del rivelatore
di MEG. Gli esperimenti precedentemente discussi hanno avuto un approccio alterno tra l’ac-
cettanza e l’intensità del fascio utilizzato. Un alta intensità del fascio, permette la raccolta di
un campione di eventi in un tempo minore, ma produce anche più fondi, e costringe ad avere
apparati sperimentali con accettanza minore per ridurre gli affollamenti.
La collaborazione MEGA, in particolare, ha disegnato un apparato di grande accettanza ango-
lare ed ha utilizzato un fascio di alta intensità e basso ‘duty-cycle’ confidando di poter efficace-
mente rigettare l’accumulo di eventi con metodi elettronici e di analisi; invece ha ottenuto un
risultato di 2 ordini di grandezza inferiore al loro obiettivo.
Dai tre ultimi esperimenti discussi, impariamo che il fascio ideale per questo tipo di ricerca è
il fascio detto ’surface muon beam’, e che il ‘duty-cycle’ risulta un parametro fondamentale sia
per evitare picchi di affollamento dei rivelatori che per ridurre i fondi; questo parametro deve
essere il più vicino possibile al 100%.
Inoltre notiamo che a parità di caratteristiche del fascio, un apparato sperimentale che uti-
Figura 1.6: Rappresentazione schematica dell’apparato sperimentale di MEG tridimensionale
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Figura 1.7: Rappresentazione schematica dell’apparato sperimentale di MEG nelle sezioni longitudinale e
trasversa
lizza rivelatori distinti per e+ e γ risulta più flessibile ed ottimizzabile per massimizzare le
risoluzioni. Un eventuale spettrometro magnetico per la misura dell’impulso dei positroni, ~pe+ ,
deve essere protetto nei confronti dei e+ di basso impulso che, con multipli attraversamenti del
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tracciatore, possono indurre un completo affollamento al sistema. Inoltre la calorimetria basata
su cristalli inorganici, di grandi dimensioni, ha raggiunto il limite in risoluzione temporale di
≈ 1ns. Miglioramenti in questa variabile sono ottenibili solo con calorimetri ibridi formati da
‘pre-shower’ fatti con piccoli cristalli veloci e da una parte di contenimento costituito da più
convenzionali NaI(Tl), oppure con calorimetri basati sui gas nobili liquefatti.
Come sarà discusso in dettaglio nel seguito del capitolo, la collaborazione MEG ha scelto di
utilizzare due rivelatori distinti per i e+ ed i γ, con una accettanza del 10%: un calorimetro che
utilizza la luce di scintillazione dello xenon liquido per i fotoni ed uno spettrometro magnetico
per i positroni. Il gruppo MEG ha inoltre deciso di utilizzare il fascio πE5 di ‘surface muon’ del
P.S.I.(Paul Scherrer Institute) che unisce una intensità superiore a 108µ/s ad un ‘duty-cycle’
del 100%.
Queste scelte sono le migliori possibili, sia per l’ottimizzazzione dell’accettanza con l’intensità
del fascio, sia per la riduzione dei fondi (vedi capitolo2) con i motivi che verranno giustificati
nei prossimi paragrafi. Il sistema di riferimento cartesiano dell’esperimento è una terna levogira
con l’origine nel centro del bersaglio in cui vengono arrestati i muoni; l’asse z è orientato nella
direzione del fascio, l’asse y è diretto verso l’alto e l’asse x punta nel verso opposto al calorimetro
(il calorimetro è situato nel semispazio x < 0) figure 1.6 e 1.7.
1.5 Il fascio
La ricerca del decadimento µ+ → e+γ, è soggetto a due principali tipi di fondo strumentale:
il fondo fisico, dovuto al decadimento radiativo del muone, ed il fondo accidentale, dato dalla
coincidenza casuale in tempo e in direzione di un positrone e di un fotone di alta energia di
diversa origine. Il fondo dominante dell’esperimento (vedasi sezione 2.1), è il fondo accidentale
che aumenta quadraticamente col tasso di decadimenti di µ sul bersaglio. Il numero totale di
eventi µ+ → e+γ è invece proporzionale al numero totale di µ arrestati sul bersaglio.
La collaborazione MEG ha deciso quindi di utilizzare il fascio continuo di muoni disponibile a
P.S.I.(Svizzera), in grado di fornire oltre 108µ/s. La macchina acceleratrice del P.S.I. genera
un fascio primario di protoni con un impulso di 690 MeV/c che sono trasportati a due bersagli
consecutivi di carbonio detti bersaglio M ed il bersaglio E per produrre mesoni. Il canale
etichettato πE5 estrae, a 1650 dalla direzione dei protoni, particelle di momento pari a 29
MeV/c, cioè il momento dei muoni provenienti dal decadimento a riposo dei π sulla superficie
del bersaglio. Le principali caratteristiche del fascio sono riportate nella tabella 1.4. Il flusso
di muoni e pioni sulla linea di fascio, in funzione dell’impulso è graficato in figura 1.8. Le
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CARATTERISTICHE DELLA LINEA DI FASCIO
Angolo solido di accettanza 150 msr
Intervallo d’impulso 20÷ 120 Mev/c
Lunghezza 10.4 m
Banda dell’impulso (FWHM) 10 %
Risoluzione dell’impulso (FWHM) 2 %
Emittanza orizzontale 15.3 cm/rad
Emittanza verticale 3.6 cm/rad
Dimensione del fascio 4 ∗ 4cm2
Tabella 1.4: Principali proprietà della linea di fascio π E5
Figura 1.8: Flusso di muoni e pioni sulla linea di fascio πE5 in funzione dell’impulso.
misurazioni, eseguite prima dell’inizio dell’esperimento, indicano che è possibile avere un fascio
di intensità di 1.3 ∗ 108µ/s da una corrente di protoni primaria di 1.8 mA.
Il fascio, prima di incidere sul bersaglio dell’esperimento, deve essere ripulito dai positroni che
accompagnano i muoni e che risultano avere un’intensità di circa 109e+/s. Inoltre l’impulso
dei muoni, 29 MeV/c, deve essere ridotto in modo da poterli arrestare su un bersaglio sottile.
Per ottenere ciò sono stati inseriti i seguenti elementi tra la fine della linea di fascio πE5 e il
magnete COBRA, di cui si parlerà più avanti, :
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• un tripletto di quadrupoli;
• un separatore elettrostatico, che opera come selettore di velocità e crea una separazione
spaziale tra muoni ed elettroni pari a 11 cm ad una distanza di circa 2 m dal separatore
stesso;
• un secondo tripletto di quadrupoli è inserito dopo il collimatore per rifocalizzare il fascio;
• un solenoide di trasporto B.T.S.(Beam Transport Solenoid) utilizzato come giunzione tra
l’ultimo quadrupolo ed il magnete COBRA, che contiene il collimatore per la separazione
e+/µ+ ed il degradatore di polietilene per ridurre l’energia dei muoni.
1.5.1 Il bersaglio
Il bersaglio per i muoni è posizionato con un angolo di 22◦ rispetto al fascio in modo da ottimiz-
zare l’arresto dei muoni e per minimizzare lo spessore attraversato dai positroni di decadimento.
Sono stati, quindi, simulati tre possibili materiali con cui realizzare il bersaglio. Nella Tabel-
la 1.5 si riportano gli spessori di materiale attraversato dai muoni prima di arrestarsi e le relative
Materiale simulato R(µm) σR(µm)
Polietilene (CH2)n 1100 86
Mylar (C5H4O2)n 870 71
Kapton (C22H10N2O5)n 870 71
Tabella 1.5: Valore di spessore medio di materiale attraversato da muoni prima di arrestarsi (R) e relative
dispersioni in rms (σR) dei tre materiali considerati per il bersaglio.
dispersioni. La scelta è ricaduta sul polietilene. È stato scelto uno spessore di bersaglio pari a
5 volte la dispersione dei µ, che moltiplicato per sin(22◦) dà ≈ 180µm di polietilene. Il restante
materiale necessario ad arrestare i muoni è inserito all’interno dell’assorbitore posizionato al
centro del B.T.S. . In queste condizioni il fascio ha una intesità massima di 2.0×108µ/sec e può
essere focalizzato su un ellisse di dimensioni calcolate di σx = 5.5mm e σy = 6.5mm. Il multiplo
scattering nel materiale presente sulla linea di volo dei µ dal B.T.S. fino al bersaglio (degrada-
tore, finestra a vuoto della linea di fascio, atmosfera ad elio) porta le dimensioni trasverse a 10
mm per entrambi gli assi. Nella figura 1.9 è possibile vedere una schematizzazione del bersaglio
che è di forma ellittica dove si vedono i fori che sono utilizzati per la calibrazione del fascio.
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Figura 1.9: Visione schematica del bersaglio
1.6 Il calorimetro
Con il calorimetro elettromagnetico si vogliono determinare tutte le variabili cinematiche del γ,
cioè l’energia rilasciata e il punto ed il tempo della prima interazione. Pertanto è necessario uti-
lizzare un calorimetro con una grande quantità di luce prodotta per abbassare l’errore statistico
nel determinare l’energia rilasciata; lunghezza di radiazione corta per avere un calorimetro di
dimensioni ridotte; breve tempo di decadimento per evitare la sovrapposizione di più segnali e
breve tempo di salita per avere un segnale temporale ben definito. Per rivelare i gamma di 52.8
MeV con molta accuratezza, dopo alcuni studi, si è deciso di scegliere come mezzo scintillatore
lo xenon liquido anzichè gli scintillatori a cristalli solidi come NaI, CsI, BGO per le ragioni che
saranno descritte nei paragrafi successivi.
1.6.1 Il calorimetro di MEG
Il calorimetro ha la forma geometrica rappresentata in figura 1.10. Il disegno schematico mostra,
infatti, che il calorimetro rispecchia la simmetria cilindrica dell’apparato affinchè i fotoni prodot-
ti nel bersaglio incidano perpendicolarmente alla superficie interna; il volume di circa 0.8m3,
riempito di xenon liquido (LXe) è letto da 848 PMT sensibili alla luce ultravioletta. La dispo-
sizione dei PMTs nel calorimetro rispecchia il fatto che i fotoni interagiscono molto vicino alla
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Figura 1.10: Visione schematica del calorimetro a Xenon liquido per l’esperimento MEG
faccia di ingresso rilasciando lì gran parte della loro energia e quindi sulla faccia interna vi è una
più alta densità di PMTs. Il rivelatore copre un intervallo angolare | cos(θ)| < 0.35 e 120◦ in ϕ,
corrispondente a circa il 10% dell’angolo solido. Il calorimetro utilizza solo la luce prodotta in
LXe e non la carica di ionizzazione. Un serie di misure effettuate con un prototipo di calorimetro
da 100 litri denominato ‘Large Prototype’, ha permesso di determinare le risoluzioni di questo
tipo di calorimetro a fotoni di 50 MeV. La risoluzione temporale è stata determinata in 150 ps
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FWHM, mentre la risoluzione nell’energia rilasciata è stata di ≈ 5% FWHM Figura 1.11.
 FWHM 2.7 ± 0.1 MeV
 FWHM (4.8 ± 0.2 % )
Figura 1.11: Energia ricostruita su fotoni da 55.5 MeV utilizzando un prototipo del calorimetro chiamato
‘Large Prototype’.
1.6.2 Proprietà dei mezzi scintillanti come calorimetri
In generale gli scintillatori possono essere classificati in due categorie : organici ed inorganici.
Gli scintillatori organici hanno una risposta veloce ma hanno una bassa produzione di luce;
quelli inorganici hanno un’alta produzione di luce ma un lungo tempo di risposta. La tabella
1.6 mostra le principali proprietà fisiche di vari materiali scintillatori. Per esempio il PbWO4 ha
un breve tempo di decadimento ma anche una bassa produzione di luce, mentre NaI(Tl) ,BGO e
Cs(Tl) hanno un’alta produzione di luce ma un lungo tempo di decadimento. Lo xenon liquido
ha un’alta produzione di luce e un corto tempo di decadimento. Nella figura 1.12 vengono
mostrati un segnale di scintillazione dello xenon liquido di un gamma di 320KeV confrontato
con un tipico segnale di scintillazione dello stesso gamma in uno scintillatore di NaI(Tl), i segnali
sono arbitrariamente normalizzati alla stessa ampiezza. Si vede chiaramente che il tempo di
salita e di decadimento del segnale per lo xenon liquido sono molto più brevi di quelli nello
NaI(Tl). Il segnale dello xenon ha un tempo di salita di meno di 10 nsec e un tempo di discesa
di 200 nsec. Queste caratteristiche dei segnali riducono i segnali spuri dal fondo.
Lo xenon liquido (LXe) può essere considerato quindi il miglior materiale scintillatore per un
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PROPRIETÀ SCINTILLATORI
LXe Lar NaI(Tl) CsI(Tl) CsI BGO PbWO4
Densità (g/ cm3) 2.98 1.40 3.67 4.53 4.53 7.13 8.28
Lunghezza di radiazione (cm) 2.77 14 2.59 1.85 1.85 1.12 0.89
Raggio di Moliere(cm) 4.2 7.2 4.5 3.8 3.8 2.4 2.2
Tempo di decadimento(nsec) 45 6.7 250 1000 10 300 5
componente lenta 1620 36
Picco di emissione (nm) 178 127 410 565 305 410 440
componente lenta 480 6
Luce prodotta relativa allo NaI 0.75 0.9 1 0.4 0.1 0.15 0.01
Tabella 1.6: Proprietà fisiche di varia materiali scintillatori
Figura 1.12: Tempi di decadimento dei segnali di scintillazione prodotti da un gamma di 320 KeV nello Xenon
liquido ed in uno scintillatore ad NaI(Tl)
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rivelatore di gamma nell’esperimento MEG. Lo xenon liquido inoltre ha altri vantaggi, infatti
poichè non è un cristallo la forma può essere cambiata a nostro piacimento ed è libera da
problemi di non uniformità, da rotture e da invecchiamento. Presenta, però, anche svantaggi
legati al dover produrre e mantenere un criostato e un sistema criogenico, ed alla necessità di
purificare e controllare la purezza dello Xenon in fase liquida. Nella tabella 1.7 sono esposte
le principali proprietà fisiche dello xenon. Si vede chiaramente che l’inconveniente principale
PROPRIETÀ FISICHE Xe VALORI
Numero atomico 54
Massa atomico 131.29
Densità a 165.35 K 2.98 g/cm3
Punto di ebollizione 165.05 K
Punto di fusione 161.25 K
Temperatura al punto triplo 161.30 K
Pressione al punto triplo 0.805 atm
Densità al punto triplo 2.96g/cm3
Rapporto di volume gas/liquido 518.9
Lunghezza di radiazione 2.77 cm
Energia critica 14.5 MeV
Raggio di Moliere 4.2 cm
Tabella 1.7: Principali proprietà fisiche dello xenon
nell’utilizzo dello xenon è quello che per ottenere la miglior risoluzione di rivelazione è farlo
operare ad una temperatura criogenica. Ciò comporta l’utilizzo di un criostato isolato a vuoto
ed un sistema di raffreddamento. La figura 1.13 è il diagramma di fase dello xenon. In questo
diagramma è possibile vedere quali sono le condizioni di temperatura e pressione affinchè lo
xenon sia nello stato liquido. Le informazioni fisiche che derivano dal diagramma indicano di
operare per lo xenon ad una temperatura di 165 K e ad una pressione di 1.3 atm ed è stato
così realizzato, dal gruppo MEG, un sofisticato sistema criostatico basato su un congelatore
meccanico e azoto liquido che è in grado di mantenere le suddette condizioni fisiche di pressione
e temperatura stabili.
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Figura 1.13: Diagramma di fase dello Xenon liquido
1.6.3 Proprietà di scintillazione dello xenon liquido
Lo Xe liquido è stato scelto come elemento costituente del calorimetro per le sue ottime proprietà
scintillanti. La tabella 1.8 riassume le caratteristiche dello Xe rilevanti per la scintillazione. Lo
Xe liquido possiede ottime proprietà come mezzo scintillante: è veloce con tempi di decadimento
di 4.2 nsec e 22 nsec per le componenti veloci e lente rispettivamente; ed è luminoso con 21.6
eV/fotone, equivalente all’emissione luminosa di cristalli inorganici. L’emissione della luce di
scintillazione avviene attraverso due processi uno veloce e l’altro lento.
La componente veloce è legata al seguente processo di emissione:
Xe∗ +Xe→ Xe∗2 (1.5)
Xe∗2 → 2Xe+ hν (1.6)
dove Xe∗2 è il primo livello eccitato del dimero Xe2 e hν è l’energia del fotone di scintillazione.
La componente lenta è invece legata al seguente processo di ricombinazione :
Xe+ +Xe→ Xe+2 (1.7)
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PROPRIETÀ FISICHE LXe VALORI
Picco di emissione 178 nm
Larghezza spettrale 14nm
Indice di rifrazione 1.57÷ 1.72
Wph per elettroni 1 MeV 21.6 eV
Wph per particelle alfa 17.9 eV
Tempo di decadimento (componenti veloci) 4.2 nsec
Tempo di decadimento (componenti lente) 22 nsec
Rapporto veloci:lente 1:0.43
Lunghezza di assorbimento > 100 cm
Lunghezza di diffusione 29 cm ÷ 50 cm
Tabella 1.8: Proprietà di scintillazione dello Xenon liquido
Xe+2 + e→ Xe
∗∗ +Xe (1.8)
Xe∗∗ → Xe∗ + calore (1.9)
Xe∗ +Xe→ Xe∗2 (1.10)
Xe∗2 → 2Xe+ hν (1.11)
dove lo Xe+ è un atomo ionizzato e lo Xe∗∗ è il secondo livello eccitato. In entrambi i processi il
dimero eccitato Xe∗2 si diseccita allo stato fondamentale dissociandosi ed emettendo un fotone. I
fotoni di scintillazione così emessi non possono essere riassorbiti da molecole dello xenon perchè
l’energia dei fotoni è inferiore all’energia dei livelli dello Xe e perchè lo stato Xe2 esiste soltanto
come eccimero Xe∗2, e poichè i tempi della componente veloce τv sono circa 4 ÷ 22 ns e della
componente lenta circa 35 ns, implica che i fotoni di scintillazione non vengono riassorbiti dallo
stesso xenon. Possiamo vedere in figura 1.14 le forme d’onda acquisite con il trigger in cui si
vede, sia per gli eventi di particella α che per i gamma, la costante di tempo di salita è 21 ns
per le alfa e 34 ns per i gamma. Inoltre analizzando la forma dei segnali di scintillazione di
varie particelle si nota che la forma del segnale dipende dal tipo di particella e ciò permette di
discriminare il tipo di particelle usando la forma dell’impulso.
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Figura 1.14: Fit esponenziale delle forme d’onda con il calorimetro finale, si vede che la costante di tempo
di 21ns per le alfa è compatibile con le previsioni teoriche e le misure del ‘Large Prototype’, mentre i 34 ns dei
gamma non sono compatibili con le previsioni teoriche e le misure del ‘Large Prototype’
1.6.4 Calibrazione del calorimetro
Durante la fase di presa dati devono essere monitorate la stabilità e le prestazioni del calorimetro.
Per fare ciò sono stati acquisiti eventi di calibrazione con depositi di energia in posizioni note,
unitamente ad eventi generati mediante sorgenti di luce (laser o LED).
Calibrazione attraverso LED
All’interno del calorimetro sarà installato un sistema di LED in grado di illuminare completa-
mente i PMT così da determinarne il guadagno. L’emissione sarà stimolata durante il periodo
di calibrazione variando l’intensità luminosa su alcuni valori predefiniti. Con questa procedura
la varianza delle distribuzioni di carica di un PMT risulta proporzionale al suo guadagno g
secondo la relazione:




dove q è la carica del segnale, q0 è la carica in assenza del segnale e σ0 è la varianza del
piedistallo. I guadagni sono determinati con un incertezza inferiore al 4% da cui si può stimare
un contributo alla risoluzione in energia del calorimetro inferiore all’1%.
Utilizzo di sorgenti α per misurare le efficienze quantiche dei PMT
Per la ricostruzione dell’energia [12] è necessario conoscere le efficienze quantiche (QE) dei
PMT. Le QE sono state misurate relativamente ad un gruppo di PMT di riferimento prima del
loro utilizzo in esperimento e queste misure sono state utilizzate per disporre i PMT dentro al
calorimetro. La misura in esperimento delle QE assoluta viene ottenuta utilizzando sorgenti α
depositate su cinque fili di diametro di circa 50 µm di 241Am. L’attività individuale di ogni
singola sorgente è ∼= 1000 Bq. L’Americio è impiantato sulla superficie di una foglia di oro che
poi è avvolto, e fissato per compressione, attorno ai fili da 50 µm (Figura 1.15). I fili sono posti
parallelamente alla direzione del fascio ed ancorati alle facce laterali del calorimetro.
Le particelle α provenienti dal decadimento hanno energia di 5.44 MeV e la depositano in-
teramente all’interno del calorimetro in una regione di ≈ 40 µm intorno alla sorgente. Di
conseguenza l’energia dell’evento e la sua collocazione nello spazio sono note e facilmente simu-
labili. Un confronto del numero di fotoelettroni per PMT ottenuti attraverso simulazioni Monte
Carlo e il numero reale registrato in un evento di particella α fornisce una stima della efficienza
quantica. La variazione del numero di fotoelettroni in funzione della distanza tra il PMT e le
varie sorgenti α consente inoltre di stimare l’assorbimento della luce all’interno del calorimetro,
con conseguente monitoraggio delle impurezze disciolte nello Xe.
Figura 1.15: Sorgente di Americio inserita su di un filo di diametro di 100 µm.
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Calibrazione con acceleratore C-W
Un metodo ottimale per la calibrazione in energia del calorimentro è ottenuto attraverso l’uti-
lizzo di un acceleratore Cockroft-Walton di protoni [12]. La reazione p+ Li → Be+ γ ha una
risonanza per Ep = 440 KeV, con una larghezza di risonanza pari a Γ ≈ 15 KeV. Il fotone emesso
ha una energia di 17.6 MeV, solo di un fattore tre inferiore all’energia di un fotone di segnale
e ben tre volte superiore all’energie delle α. Il segnale indotto nella reazione è particolarmente
pulito in quanto solo γ emergono dal bersaglio di Li, mentre α, protoni o ioni si arrestano nel
bersaglio stesso e l’energia dei protoni è inferiore alla soglia per la produzione di neutroni. Il
bersaglio di fluoruro di Litio è fissato all’estremità della linea del fascio dei p che, durante la ca-
librazione, è inserita in modo automatizzato all’interno di COBRA nella posizione del bersaglio
per i µ. Questo metodo permette una calibrazione uniforme su tutta la faccia di ingresso del
calorimetro e sarà ripetuta giornalmente come controllo della stabilità del calorimetro e della
risoluzione in energia.
Righe di cattura dei neutroni termici
Un metodo alternativo di calibrazione utilizza la cattura di neutroni termici su Ni mediante la
reazione:
58Ni+ n −→ 59Ni∗ −→ 59Ni+ γ (1.13)
con produzione di fotoni da 9 MeV nel 52% dei casi [12]. I neutroni provenienti da una sorgente
mobile di Am/Be o da un generatore impulsato di neutroni, sono inviati su una struttura di Ni
e CH2. Il CH2 provvede alla termalizzazione dei neutroni, una frazione dei quali è catturata
dal Ni. La cattura su Nichel è tanto più efficiente quanto più la componente termica del flusso
di neutroni è rilevante. È in studio la configurazione di Nichel e Polietilene che ottimizzi il
segnale. Tale apparato, purtroppo, non può essere inserito vicino al bersaglio a causa delle
sue dimensioni pertanto sarà situato dietro la faccia posteriore del calorimetro sulla quale è
predisposta una zona ad alta densità di PMT.
Calibrazione attraverso decadimenti pi0 → γγ
L’utilizzo di pioni neutri è l’unico modo semplice per inviare fotoni con energia vicina a 50 MeV
nel calorimetro [12]. Il π0 ha spin 0 e decade nel 98.8% dei casi in due fotoni monocromatici
di energia pari a 67.49 MeV, emessi secondo una distribuzione angolare isotropa nel sistema di
quiete del π0. I π0 possono essere prodotti dalla reazione di scambio carica di π− su protone:
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π−p→ π0n (1.14)
che avviene quando il π− è a riposo nel laboratorio. La linea di fascio πE5 è stata regolata,
variando corrente e polarità dei magneti, in modo da inviare π− da 70 MeV/c su un bersaglio
di idrogeno liquido che sostituisce il bersaglio sottile per i µ. Una calibrazione di questo tipo
non può essere effettuata durante la presa dati. La reazione libera circa 4 MeV ed il pione
uscente acquista una energia cinetica di circa 2.9 MeV per cui i fotoni da π0 non sono più







dove β è la velocità del π0 nel laboratorio e γ il corrispondente parametro di Lorentz. L’intervallo
di variazione dell’energia del fotone è 54.9MeV ≤ E ≤ 82.9MeV. La relazione tra l’energia e













con θ ≥ 157◦. Questa relazione può essere convenientemente utilizzata per definire l’energia
di un fotone ove si determini la direzione del secondo. È perciò necessaria la rivelazione di
quest’ultimo mediante un calorimetro ausiliario di piccole dimensioni, costituito da una matrice
3×3 di cristalli di NaI, collocato nella parte opposta al calorimetro LXe rispetto al bersaglio di
idrogeno. Il calorimetro ausiliario di NaI è stato posto su un supporto mobile che, variandone
in modo controllato la posizione, permette di inviare fotoni ‘etichettati’ su tutta la superficie di
ingresso del LXe.
Intercalibrazione tra calorimetro e TC attraverso laser
L’intercalibrazione del TC e del calorimetro per misure di coincidenza temporale avviene me-
diante l’utilizzo di un laser a Nb in grado di emettere luce a lunghezze d’onda pari a 532 nm (2a
armonica, utile al TC) e a 266 nm (4a armonica utile per il LXe) per impulsi di durata di 10
ps. La frequenza di eccitazione del laser può essere scelta tra 100 e 1000 Hz. Il sistema di laser
fornisce inoltre un segnale di sincronizzazione relativo all’eccitazione con un jitter inferiore a 5
ps. Il fascio del laser viene diviso ed inviato, attraverso fibre ottiche di egual lunghezza e stabili
nel tempo, sulla faccia di ingresso del calorimetro, sulle barre del TC e su uno scintillatore
accoppiato ad un PMT di riferimento per la normalizzazione dell’intensità del fascio laser. La
1.7 Lo spettrometro 29
differenza temporale tra i fronti di salita dei segnali del calorimetro e del TC dà una misura
dello sfasamento relativo dei due apparati nella misura del tempo. Un monitoraggio continuo di
tale valore è un ulteriore controllo della capacità di ricostruire ed identificare eventi simultanei
con la risoluzione temporale di progetto.
1.7 Lo spettrometro
1.7.1 Generalità
La maggior parte degli spettrometri fa uso di campi magnetici uniformi per selezionare l’impulso
delle particelle cariche. Nel caso del decadimento del muone si possono confinare tracce di bas-
so impulso all’interno di un determinato raggio cosicchè gran parte dei positroni di Michel non
raggiungono i rivelatori di traccia situati a distanze maggiori. Comunque, come mostrato nella
figura 1.16, in un semplice campo uniforme solenoidale come quello adottato nell’esperimento
Figura 1.16: Positrone emesso con un angolo di 88◦ rispetto alla direzione del campo.
MEGA, i positroni emessi con un angolo vicino a 900 rispetto alla direzione del campo, attraver-
sano molte volte la camera di tracciatura, quindi possono causare problemi nella ricostruzione
del percorso o anche disturbare una operazione stabile delle camere. Anche il raggio di curvatura
di positroni a parità di impulso dipende dall’angolo di produzione, mostrato in figura 1.17, che
rende più difficile selezionare tracce di impulso alto. Per evitare questi problemi si è costruito
un solenoide con un campo magnetico non uniforme apposito che fornisce il campo centrale
massimo di 1.27 Tesla a z = 0 e calando leggermente con l’aumento di |z|, rappresentato in
coordinate cilindriche z, φ dove z=0 è il punto di decadimento del muone mostrato dalla figura
1.18. Le traiettorie dei positroni in questo campo sono eliche con raggio di curvatura e passo
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Figura 1.17: Positroni con impulso di 52.8 MeV/c emessi a diversi angoli mostrano come il punto di inversione
della traiettoria dipende dall’angolo di emissione.
Figura 1.18: La particella emessa a 88◦ viene rapidamente estratta dalla zona occupata dalle camere
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crescenti. Pertanto i positroni emessi vicino a 900 sono spazzati via dal campo magnetico. La
dipendenza dell’intensità del campo magnetico in funzione di |z| è tale che i positroni monocro-
matici provenienti dal bersaglio ed emessi nell’angolo solido di accettanza, seguono traiettorie
con un raggio di curvatura proiettato indipendente dall’angolo di emissione come mostrato in
figura 1.19. Il raggio di curvatura dipende dal valore assoluto dell’impulso e non dalla sua
Figura 1.19: Le particelle monocromatiche emesse a angoli diversi mostrano come, all’interno dell’accettanza
angolare dell’esperimento la posizione radiale del primo punto di inversione non dipende dall’angolo.
componente trasversa. Questo ci permette di determinare facilmente i positroni con impulso
vicino all’impulso massimo senza dover ricostruire interamente tutte le tracce.
1.7.2 Il magnete COBRA
Il magnete denominato COBRA da (Constant Bending Radius) consiste in un magnete pro-
gettato appositamente per formare un campo magnetico adatto alla geometria del sistema. Il
magnete ospita il sistema di camere a deriva per misurare il momento del positrone e i contatori
a scintillazione per la misurazione temporale dei positroni. Il magnete è composto da un siste-
ma principale superconduttore e da una copppia di bobine di compensazione che è utilizzata
per ridurre il campo magnetico uscente attorno al rivelatore di fotoni. Il sistema principale
consiste di 5 bobine superconduttrici con tre differenti raggi. I parametri del magnete COBRA
sono elencati nella tabella 1.20 e nella seguente figura 1.21 viene mostrata la dipendenza del
campo magnetico in funzione della coordinata lungo l’asse del magnete COBRA. Le prestazioni
dello spettrometro e il campo magnetico residuo del rivelatore di fotoni sono stati ottimizzati
aggiustando il diametro, la lunghezza e la densità degli avvolgimenti delle bobine. Le cinque
bobine superconduttrici sono connesse in serie. Variando la corrente del magnete è possibile
controllare l’intensità del campo al centro di COBRA, ma l’andamento spaziale resta fissato dal
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Figura 1.20: Parametri del magnete COBRA
Figura 1.21: (a) Plot del campo magnetico prodotto dal magnete COBRA. (b) Campo magnetico lungo gli
assi del magnete misurati con una bobina di 200 A di corrente.
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disegno del magnete. Il campo magnetico residuo deve essere ridotto a 50 Gauss nelle vicinanze
del rivelatore di fotoni. Questo è necessario perchè i tubi fotomoltiplicatori usati nel rivelatore
di fotoni potrebbero subire una eccessiva variazione del guadagno quando operati in campo ma-
gnetico, implicando una diminuzione generale delle prestazioni del calorimetro. Quindi diventa
necessario l’utilizzo di bobine di compensazione.
1.7.3 Le camere a deriva
La misura dell’impulso del positrone viene effettuata attraverso 16 camere a deriva trapezoidali
formate da due camere a fili non perfettamente simmetrizzate in modo da risolvere l’ambiguità
destra sinistra. Queste sono posizionate radialmente ad intervalli di 10◦ l’una dall’altra. L’area
sensibile è posta nell’intervallo 19.3 cm < r < 27 cm e per |z| < 50 cm in relazione al raggio
interno e per |z| < 21.9 cm per il raggio esterno. La distanza tra le camere ed il bersaglio dei µ
riduce l’affollamento delle camere con positroni di Michel di basso impulso. Nel caso di positroni
da 52.8 MeV la copertura angolare di questa geometria è | cos(θ)| < 0.35 e −60◦ < ϕ < 60◦.
Il volume delle camere è riempito con una miscela di gas costituita da He e C2H6 in pari
concentrazione. Tale miscela è stata scelta per favorire la perdita di energia per ionizzazione (≈
65 e−/cm al minimo di ionizzazione) e ridurre la diffusione multipla (X0 ∼= 650 m). La confi-
gurazione di ogni camera, figura 1.22, permette di misurare contemporaneamente la coordinata
Figura 1.22: Camere a deriva.
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r dalla differenza dei tempi di deriva tra i fili e il tempo assoluto dalla loro media, essendo la
risoluzione sul tempo di deriva ≈ 5 ns. Considerando che la velocità di deriva nel gas è circa 4
cm/µs per un campo elettrico di ∼= 1.5 KV/cm, si può stimare una risoluzione sulla coordinata
radiale δr ≈ 150 ÷ 200µm. La resistività dei fili introduce una dipendenza dalla carica alle
estremità della posizione assiale. Una prima, grossolana (σ = 1cm) stima della coordinata z
si può ottenere dal rapporto delle due cariche. Per ottenere una migliore risoluzione un sottile
strato di alluminio è depositato sui fogli catodici in modo da produrre delle ‘Vernier pad’. La
distribuzione della carica indotta sulle ‘Vernier pad’ permette di migliorare la misura di z fino
ad una risoluzione di circa 300 µm figura 1.23.
Figura 1.23: Disegno di Vernier sui fogli catodici di tre celle a drift. Nella parte alta della figura è data nella
sezione trasversa dove si mostra anche la posizione relativa dei fili.
1.8 I contatori per la misura del tempo
Il ‘Timing Counter’ è finalizzato a misurare il tempo di emissione dei positroni con una risoluzione
inferiore ai 100 ps FWHM al termine del loro percorso attraverso le camere a deriva. Il trigger
utilizza i segnali del timing counter per selezionare eventi che hanno un positrone coincidente
temporalmente con un fotone e collineare con esso ma in direzioni opposte. Il ‘Timing Counter’
(TC) è formato da due apparati identici a forma di settore cilindrico con asse di simmetria co-
incidente con l’asse z. La disposizione dei due apparati copre entrambi i lati dello spettrometro
di positroni ad un raggio di circa 31 cm dall’asse z e coprendo un angolo azimutale φ di 1450
e z compreso tra 28.99 cm< |z| <108.61 cm. I positroni del decadimento µ+ → e+γ emes-
si con angolo 0.08 < |cosθ| < 0.35 colpiscono il rivelatore dopo aver compiuto 1.5 giri nello
spettrometro. La figura 1.24 mostra la configurazione spaziale del timing counter. Ciascuno
dei due apparati del TC è costituito da barre di scintillatore plastico di sezione quadrata (l=4
cm), lunghe 79.62 cm ed allineate all’asse di simmetria e da due fasci di 256 fibre scintillanti di
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Figura 1.24: Configurazione del Timing Counter
sezione quadrata con lato 0,5 cm lette da un fotodiodo a valanga (APD), agiate sulle barre in
direzione ad esse ortogonali (lungo la coordinata φ). Sono stati utilizzati fotodiodi a valanga
perchè questi componenti hanno una buona risposta anche in campo magnetico e perchè hanno
una struttura compatta che si adatta alla lettura individuale delle fibre.
Ciascuna barra è letta alle estremità da PMT di tipo ‘fine mesh’ per poter operare in campo
magnetico. L’orientazione dei PMT rispetto alla direzione del campo magnetico è tale da mini-
mizzare la dispersione, indotta dal campo, del tempo di transito della catena dinodica. I PMTs
di ciascuna barra misurano sia la quantità di luce che raggiunge gli estremi di ciascuna barra
sia il tempo in cui questo accade. Il rapporto di carica sul lato sinistro e destro (qL ÷ qR) e la
differenza dei tempi di arrivo della luce (tL− tR) forniscono misurazioni indipendenti del punto
di impatto, mentre il tempo medio (tL + tR)/2 fornisce una stima del tempo di impatto del
positrone sulla barra.
Combinando la lettura delle fibre con l’informazione delle barre, è possibile ottenere una ri-
costruzione bidirezionale del punto di impatto del positrone sul TC utile a determinare la
direzione relativa del positrone e del fotone a livello di trigger. Una questione molto importante
è anche quella di sviluppare un sistema di elettronica con la minima quantità di materiale pos-
sibile nel magnete per evitare segnali di fondo inaspettati al rivelatore di fotoni e mantenendo
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contemporaneamente alta la qualità del segnale.
1.9 L’elettronica di digitalizzazione di Front-End
L’elettronica di digitalizzazione di MEG è basata su un chip chiamato ‘Domino Ring Sampler’
figura 1.25. Il ‘Domino Ring Sampler’ versione 2 (DRS2), che opera campionamenti dei segnali
Figura 1.25: Chip DRS
ad alta frequenza, campiona i segnali in modo analogico per mezzo di 1024 capacità connesse
in rapida sequenza al segnale (Switched Capacitor Array). Il DRS2 campiona in modo ciclico
e continuo con le 1024 celle ciascun segnale. La velocità di campionamento può essere varia-
ta, tra 0.5 GHz a 4.5 GHz, modificando una tensione esterna con un controllo di tipo VCO
(Voltage Controlled Oscillator). Il nome del componente è legato in modo figurato a un seg-
nale (‘Domino’) che circola nelle 1024 celle (‘Ring’) di campionamento (‘Sampler’) in modo
continuo. La fase di campionamento dei segnali può essere fermata da un trigger esterno che
opera in ‘Stop-Mode’. La forma d’impulso così immagazzinata in modo analogico è convertita
in formato digitale mimando in sequenza la carica raccolta su ciascuna capacità per mezzo di
un FADC esterno a 12 bit e a 40 MHz. Poichè ciascun chip DRS opera in modo autonomo la
coerenza di fase e periodo delle onde domino è presto persa. La temporizzazione relativa delle
varie forme d’onda del domino (WFDS) è raggiunta facendo campionare a ciascun DRS2 un
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segnale di clock a 20 MHz per il quale è noto il jitter di fase ed il ritardo con precisione inferiore
a σjitter=35 ps. Nella figura 1.26 è rappresentato lo schema di funzionamento del DRS.
Figura 1.26: Schema di funzionamento del DRS
1.10 Introduzione al sistema di trigger
Il sistema di trigger sfruttando le uscite provenienti dai fotomoltiplicatori del timing counter
(TC) e del calorimetro a LXe, ha lo scopo di selezionare gli eventi di segnale con alta efficienza
e di rigettare il fondo fisico ed accidentale inevitabilmente presenti nell’apparato sperimentale
(vedi capitolo 2). Il sistema di trigger riceve segnali analogici, li traduce in formato digitale,
ad una frequenza di 100 MHz, ed elabora le forme d’onda digitalizzate attraverso algoritmi
implementati in logiche programmabili. Questo approccio digitale deriva dalla necessità di
elaborare i segnali con la massima rapidità possibile poichè l’elevata intensità del fascio causa un
elevato affollamento nei rivelatori. D’altro canto però viene esclusa l’informazione proveniente
dalle camere a deriva, dal momento che la deriva degli elettroni e la successiva formazione
dei segnali anodici richiede un tempo superiore alla latenza massima accettabile (circa 400
ns). Per l’elaborazione delle informazioni verranno utilizzate tre tipi di schede elettroniche
dette Type1, Type2 ed Ancillary alloggiate su tre crate in standard VME. Per determinare
l’energia dei fotoni si somma la luce raccolta da ogni fotomoltiplicatore del calorimetro mentre
38 L’ESPERIMENTO MEG
la direzione viene ricostruita individuando il PMT che ha raccolto più luce. Si ottiene così in
tempo reale la sottrazione del piedistallo, la reiezione di alcune fonti di rumore ed una stima
per il tempo di arrivo del fotone analizzando il fronte di salita del segnale. Per la misurazione
del tempo di arrivo dei positroni si utilizza il TC che avendo una posizione radiale rigetta
contemporaneamente i positroni con impulso troppo basso. Per ricostruire la direzione di volo
del positrone si utilizzano le barrette e le fibre scintillanti presenti sul TC che quando colpite ne
determinano il punto d’impatto. Considerando le relazioni in energia, angolo e tempo relativo,
si attende un rate finale di trigger di circa 2 Hz. Nei capitoli successivi verrà illustrato il sistema
di trigger in maggior dettaglio.
1.11 Il sistema di acquisizione dati
Il DAQ è un sistema integrato ‘software’ più ‘hardware’ che ha i seguenti compiti:
1. Raccolta dati dall’elettronica di digitalizzazione e dai sistemi di controllo dei parametri
ambientali dell’esperimento.
2. Scrittura dei dati su dispositivi di immagazzinamento.
3. Controllo delle generazioni del sistema di digitalizzazione e di trigger.
4. Analisi in tempo reale di campioni di eventi per il controllo della loro qualità.
5. Presentazione grafica degli eventi per ispezione visiva da parte del personale di turno.
Il sistema ‘hardware’ è basato su 10 server biprocessori SR2400 della ditta Thomas Kraun e 9
interfacce VME (5 per i crate VME che alloggiano i digitalizzatori DRS2 e 4 per i crate VME
che alloggiano le schede di trigger), della ditta Struck Innovative Systeme, SIS 3100.
Il sistema ‘software’ di acquisizione dati chiamato MIDAS (Maximum Integration Data Acqui-
sition System) è un sistema di acquisizione dati semplice e flessibile per esperimenti di media
scala.
Il sistema ‘hardware’, invece, è costituito dalle interfacce di connessione con i DRS, da un cluster
di 10 cpu e da un sistema di hard disk. I 9 calcolatori dotati di interfacce VME inviano i segnali
di eventi al 100 calcolatore che provvede a comporre l’evento, opera una compressione dei dati,
esegue la soppressione degli zeri e scrive successivamente l’evento su disco. Le dimensioni dei
dati è di ≈ 9MB per evento, che sono riducibili fino a ≈ 2MB per evento dopo la compressione.
Il sistema ha un tempo morto di ≈ 50 % per un rate di eventi acquisito di 10 Hz da confrontarsi
con un rate atteso di trigger µ+ → e+γ di 2 Hz (capitolo 3).
Capitolo 2
EVENTI E FONDI
2.1 Tipi di fondi
La qualità di un rivelatore dipende essenzialmente dalla sua capacità di distinguere eventi spuri,
cioè eventi di varia natura che possono confondersi con l’evento cercato. L’insieme di questi
eventi spuri è denominato fondo. Per l’esperimento MEG gli eventi di fondo possono essere
raggruppati in due categorie, il fondo fisico ed il fondo accidentale. Il fondo fisico è dovuto
al decadimento radiativo del muone, secondo il seguente processo µ+ → e+νeνµγ, quando
positrone e fotone vengono emessi collinearmente e in direzioni opposte, con l’emissione di due
neutrini di bassa energia. Il fondo accidentale è dato da un positrone e da un fotone di alta
energia e di diversa origine in accidentale coincidenza temporale e di direzione. Il positrone è
prodotto da un normale decadimento muonico ( µ+ → e+νeνµ ), mentre il fotone, può essere
generato dal decadimento radiativo di un altro muone ( µ+ → e+νeνµγ ) oppure dai positroni
provenienti da altri decadimenti tramite l’ annichilazione in volo o la radiazione di frenamento
[10].
Prima di passare alla discussione dei fondi sperimentali è utile definire alcuni simboli che saranno
utilizzati. Si indica con ∆x la risoluzione sperimentale FWHM nella misura della variabile x,
con ∂x la finestra sperimentale di selezione degli eventi di segnale, corrispondente al 90% di
probabilità di contenere il segnale (∂x = 1.4∆x nell’ipotesi di risoluzioni gaussiane), e δx =
∂x/2.
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2.2 Il fondo fisico
Nella ricerca del decadimento µ+ → e+γ è molto importante il fondo indotto da decadimento
radiativo µ+ → e+νeνµγ per energie Eγ > 10 MeV in cui la probabilità di decadimento risulta
B(µ+ → e+νeνµγ)=1.4 % [9]. Nella figura 2.1 è rappresentato lo spettro di energia del fotone
proveniente dal decadimento radiativo del muone dove y ≡ 2Eγ/mµ.
























Figura 2.1: Spettro di energia del fotone proveniente da decadimento radiativo del muone (y ≡ 2Eγ/mµ).
nergia del positrone Ee e dell’energia del fotone Eγ , normalizzate alle loro massime energie. Esse
sono indicate con x = 2Ee/mµ, y = 2Eγ/mµ e z = π − θeγ , dove θeγ è l’angolo tra la direzione
di volo del fotone e del positrone e gli intervalli cinematici sono 0 ≤ x, y ≤ 1. La larghezza di
decadimento può essere espansa in modo polinomiale nell’intorno della regione x ≈ 1, y ≈ 1
ed z ≈ 0 [9]. Siano δx, δy e δz le semilarghezze (FWHM) per x, y e z che individuano la
regione entro la quale si ricerca il segnale. Queste larghezze, come già detto, risultano 1.4 volte
le risoluzioni sperimentali. Graficando il rapporto di decadimento del processo µ+ → e+νeνµγ
è possibile studiare come varia questo rapporto in funzione della finestra di selezione del segnale
per l’energia dei positroni δx e δy. Considerando il caso δz ≤ 2
√
(δxδy), come mostrato in figura
2.2, si può osservare che per contenere B( µ+ → e+νeνµγ) < 10−15 dobbiamo, per esempio,
avere valori per δx ≈ 0.01 e δy ≈ 0.01. In particolare, utilizzando le risoluzioni della tabella 1.1,
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Figura 2.2: B(µ+ → e+νeνµγ) in funzione della risoluzione in energia del positrone e del fotone, rispettivamente
δx , δy.
abbiamo che ∆y = ∆Eγ
Eγ
= 4%, ∂y = 1.4 ∗∆y = 1.4 ∗ 4% = 5.6%, δy = ∂y/2 = 2.8%, mentre
∆x = ∆Ee
Ee
= 0.8%, ∂x = 1.4 ∗ ∆x = 1.4 ∗ 0.8% = 1.12%, δx = ∂x/2 = 0.56%; leggendo in
corrispondenza di questi risoluzioni in figura 2.1, si ottiene una misurazione del B(µ+ → e+γ)
superiore a 10−15.
2.3 Il fondo accidentale
La coincidenza temporale tra un fotone ed un elettrone, di energia prossima a 52 MeV e non
provenienti dal decadimento dello stesso muone, ma accidentalmente collineari spazialmente, dà
luogo a quello che viene definito fondo accidentale. Utilizzare un fascio di muoni puro fa sì che
l’unica sorgente di positroni è il decadimento di µ; mentre i fotoni possono essere generati con
diversi mecanismi, tutti proporzionali al flusso di muoni sulla targhetta, cioè:
1. Annichilazione di positroni in volo.
2. Decadimento radiativo del muone.
3. Radiazione di frenamento.
4. Interazione di neutroni.
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Nella figura 2.3 è rappresentata la probabilità del fondo da annichilazione in volo (linea pun-
Figura 2.3: Probabilità del fondo da annichilazione in volo (linea punteggiata) e da decadimento radiativo
(linea tratteggiata) in funzione dell’energia del fotone, mentre la linea continua è la somma delle due.
teggiata) e da decadimento radiativo (linea tratteggiata) in funzione dell’energia del fotone,
mentre la linea continua è la somma delle due. Ad esempio per avere il numero di fotoni, con
energia di 52.8 MeV del fondo fisico che si hanno in un secondo, è sufficiente moltiplicare il
Rµ = 3 ∗ 10
7 µ/s * 10−7 ottenendo così tre fotoni al secondo.
Gli eventi accidentali hanno una frequenza di conteggio che può essere espressa in funzione degli
intervalli di selezione degli eventi disegnati:











dove Rµ è l’intensità istantanea di µ-stop al secondo, fe ed fγ sono rispettivamente le frazioni
integrate sugli intervalli di selezione del segnale degli spettri dei positroni e dei fotoni, ∂teγ e
(
∂ωeγ
4pi ) sono rispettivamente gli intervalli di selezione temporale e angolare del segnale.
Il rapporto tra il numero di eventi accidentali, interpretati come eventi µ+ → e+γ, rispetto al
numero totale di decadimenti osservati è detto rapporto di decadimento accidentale, indicato








dove T è la durata dell’esperimento. Notiamo che Bacc, risulta proporzionale al flusso di µ
sulla targhetta. La costante di proporzionalità dipende dalle risoluzioni sperimentali definite
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nel paragrafo 2.1. Il fondo accidentale dà quindi un contributo notevole quando si ha che fare
con elevati tassi di decadimenti di µ come nel caso dell’esperimento MEG in cui è impiegato
un fascio da 108µ+/sec. Per avere l’ordine di grandezza del fondo accidentale è necessario
dare una stima dei fattori fe ed fγ una volta che siano noti ∂teγ e ∂ωeγ . Per ottenere fe si
integra lo spettro dei positroni dal decadimento standard sull’intervallo 1 − δx ≤ x ≤ 1 si ha
quindi fe ≈ 2δx [9]. Per stimare fγ si integra lo spettro presentato in figura 2.3. Nel caso
di fotoni emessi da decadimento standard µ+ → e+νeνµγ sull’intervallo 1 − δy ≤ y ≤ 1 si
ottiene fγ ≈ α2pi (δy)
2[ln(δy) + 7.33] [9]. Per valori di Rµ ≈ 3 ∗ 107, (∂ωeγ/4π) ≈ 1.03 ∗ 10−4sr,
∂teγ ≈ 0.15ns, δx ≈ 1%, δy ≈ 3.5%, ǫe = 65%, ǫγ = 40% si ottiene un fondo accidentale con
un rate di Racc ≈ 9.27 ∗ 10−8 ed Nacc = Racc ∗ Tmisura prendendo un tempo di misura di 20
settimane e considerando una settimana di 4 ∗ 105 sec otteniamo un Nacc = 0.74.
2.4 La sensibilità dell’esperimento
Per una data probabilità di decadimento B.R.(µ+ → e+γ) il numero di eventi osservati può
essere scritto come:
Ne = Rµ ∗ T ∗
Ω
4π
∗ ǫe ∗ ǫγ ∗ ǫsel ∗B.R.(µ
+ → e+γ) (2.3)
dove Rµ è l’intensità del fascio, T è il tempo effettivo di misurazione, Ω l’angolo solido di
accettanza del rivelatore, ǫe ed ǫγ sono le efficienze di rivelazione dei fotoni e dei positroni,
ǫsel è l’efficienza di selezione dei tagli. La selezione degli eventi può essere applicata all’energia
dei fotoni ricostruita, all’energia Eγ , all’energia Ee, all’ angolo relativo Θeγ e al tempo relativo
teγ . Considerando le finestre di selezione che sono al 90% di efficienza sul segnale (cioè 1.4
volte la FWHM per distribuzioni gaussiane) ǫsel = 0.94 ≈ 0.66. L’accettanza del rivelatore è
definita dallo spettrometro di positroni e del rivelatore a Xenon liquido 0.08 < |cos θ| < 0.35 e
−600 < ϕ < 600 che ammonta a Ω4pi = 0.09. Noi possiamo assumere un’efficienza di rivelazione
per i fotoni ǫγ ≈ 65 %, mentre per i positroni ǫe ≈ 90 %. La sensibilità di singolo evento è
definito come il rapporto di decadimento B.R.(µ+ → e+γ) per il quale il numero di decadimenti
aspettato è Ne=1. Assumendo un’intensità del fascio Rµ = 0.3 ∗ 108µ+/sec ed un tempo
totale di funzionamento dell’esperimento di T = 2.6 ∗ 107 (un anno effettivo di presa dati). La
sensibilità di singolo evento (SES) per l’esperimento MEG è calcolata dall’equazione (2.3) in
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≈ 3.8 ∗ 10−14. Per esplorare probabilità di decadimento vicino a 10−13 bisogna analizzare un
numero di decadimenti di µ cioè Nµ maggiore di 1013 dove Nµ = Rµ ∗ T cioè ottimizzando
i valori di Rµ e T ad Nµ costanti. Infatti la scelta dei valori di Rµ e T è dettata da un
compromesso tra la necessità di eseguire l’esperimento in un tempo ragionevole ed avere una
buona sensibilità di singolo evento. La sensibilità di singolo evento è mostrata nella figura 2.4
in funzione dell’intensità del fascio e del tempo vivo. Una scelta ragionevole per l’intensità del
Figura 2.4: Sensibilità di singolo evento in funzione del tasso di muoni e del tempo vivo.
fascio è Rµ = 1.2∗107µ/sec e T = 3.5∗107 dà una sensibilità di singolo evento (SES) di 6∗10−14.
È chiaro che per un dato numero di eventi di fondo accettati è più conveniente avere un tempo
vivo maggiore e un’intensità del fascio più bassa questo perchè la SES aumenta. Per avere la
sensibilità dell’esperimento MEG si utilizzano i parametri precedentemente definiti nella SES e
si effettua il calcolo ipotizzando che non vengano osservati eventi che possano essere ricondotti
ad un decadimento µ+ → e+γ. Poichè la distribuzione di eventi osservati nell’esperimento è
poissoniana, indicando con µ il valor medio, si ha che:
µ = Rµ ∗ T ∗
Ω
4π
∗ ǫe ∗ ǫγ ∗ ǫsel ∗B.R.(µ
+ → e+γ) (2.4)
con il valor medio µ si può calcolare la probabilità di decadimento B.R.(µ+ → e+γ) che è la
quantità fisica che si vuole misurare. Utilizzando un approccio bayesiano possiamo stimare il
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valore della larghezza di decadimento al 90 % di C.L. Chiamando N il numero di eventi misurati,







Cioè una probabilità di decadimento:











sostituendo i valori numerici si ottiene:
B.R.(µ+ → e+γ) < 1.0 ∗ 10−13 @90%C.L. (2.7)
si nota che il valore ottenuto è superiore alla SES. Nella figura 2.5 è rappresentata la banda al
Figura 2.5: Banda frequentistica al 90% di confidenza per la media µ di un processo di Poisson quando un
numero K di eventi è osservato in presenza di 0.5 eventi di fondo.
90% di C.L. per la variabile µ in funzione del numero di eventi osservati k in presenza di 0.5
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eventi di fondo. Da questo grafico se si osservano tre eventi in esperimento a questo C.L. allora
il valore di B.R.(µ+ → e+γ) appartiene all’intervallo:
6 ∗ 10−14 < B.R.(µ+ → e+γ) < 2.5 ∗ 10−13 @90%C.L. (2.8)
Capitolo 3
STRATEGIA PER LA SELEZIONE
ELETTRONICA DEGLI EVENTI
3.1 Criteri guida
La riuscita di un esperimento di fisica delle alte energie, e quindi anche dell’esperimento MEG,
non prescinde da un efficiente selezione elettronica degli eventi, detta in gergo ‘trigger’. Tale se-
lezione concerne sia eventi relativi al segnale principale dell’esperimento, in MEG il decadimento
µ+ → e+γ, che gli eventi di calibrazione necessari per monitorare le prestazioni dei rivelatori.
Un sistema di trigger deve essere in grado di selezionare gli eventi entro 400ns, come imposto
dal sistema di digitalizzazione DRS, necessita quindi di rivelatori con segnali rapidi che permet-
tano una ‘analisi in tempo reale’. La necessità di utilizzare rivelatori con un tempo di risposta
breve impone l’utilizzo esclusivamente del calorimetro elettromagnetico e del TC, apparati letti
da PMT, per la ricostruzione delle variabili cinematiche. I segnali provenienti dalle camere a
deriva, a causa del tempo necessario per la deriva degli elettroni all’interno del gas, non possono
dunque essere utilizzati a livello di trigger. La strategia di selezione di eventi µ+ → e+γ non
impone condizioni su alcun estimatore del |~pe+ |. I due requisiti fondamentali per un sistema di
Trigger sono la elevata efficienza sul segnale ed una buona reiezione del fondo, soprattutto per
un esperimento come questo alla ricerca di un evento raro in condizioni di elevato affollamento.
3.1.1 Estimatori per la selezione degli eventi
In questa sezione saranno discussi gli estimatori delle variabili cinematiche utilizzate per effet-
tuare la selezione degli eventi. Tali estimatori sono l’energia rilasciata nel calorimetro, il punto
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ed il tempo di conversione del fotone nel calorimetro e il punto di impatto ed il tempo di arrivo
del positrone sul TC.
3.1.2 Energia rilasciata all’interno del calorimetro
La quantità totale di luce di scintillazione emessa dallo Xe liquido è proporzionale all’energia
rilasciata nello Xe dai fotoni. Pertanto un estimatore della energia rilasciata all’interno del
calorimetro si ottiene sommando le ampiezze dei segnali dai PMT, opportunamente pesate per
la loro efficienza quantica e per la posizione nel calorimetro. La densità di superficie fotoca-
todica per le 6 facce del calorimetro non è omogenea, in particolare è maggiore sulla faccia di
ingresso e minore sulle altre. La somma è effettuata utilizzando valori di impulso campionati
con convertitore analogico-digitale. Attraverso la simulazione Monte Carlo del calorimetro sono
stati studiati i valori di efficienza e reiezione del fondo relativi alle selezioni che sfruttano l’esti-
matore costruito in questo modo. In Figura 3.1 è riportato il grafico che mostra l’efficienza di
selezione di eventi da 52.8 MeV. L’efficienza è valutata su un campione di γ che rilasciano nel
calorimetro un’energia superiore a 45 MeV ed effettuando un taglio sull’estimatore dell’energia
equivalente a 45 MeV si ottiene un’efficienza del 98.0± 0.2%. La Figura 3.2 mostra gli spettri
per eventi da annichilazione di positroni in volo e decadimento radiativo registrati all’interno del
calorimetro. Nella simulazione del decadimento radiativo sono stati generati fotoni con energia
superiore a 30 MeV. Il fattore di reiezione per il fondo fisico è stato dunque rinormalizzato allo
spettro del decadimento radiativo, vedi Figura 2.1, per energia del fotone superiore a 10 MeV,
il risultato finale è fγ = 8× 10−3.
3.1.3 Direzione di emissione del γ
Il punto di conversione del fotone nel calorimetro è ottenuto dalle medie delle distribuzioni di
carica raccolta dai PMTs sulle 6 facce del calorimetro. Il punto di emissione del γ è assunto
essere dato dall’estrapolazione della traccia del positrone sulla targhetta. La direzione di emis-
sione è data dalla congiungente i due punti.
A livello di trigger l’estimatore della direzione di emissione del fotone è definita dalla con-
giungente tra il centro del fotomoltiplicatore della faccia di ingresso con il segnale di ampiezza
massima e il centro del bersaglio. Dato che il sistema di riferimento di MEG ha origine al centro
del bersaglio, le coordinate ϑ, ϕ del PMT con il segnale di ampiezza massima coincidono con
la direzione a livello di trigger del fotone. Nella figura 3.3 è riportata la differenza tra i valori
di θ e ϕ generati dalla simulazione ottenuti selezionando il PMT con il segnale massimo e la
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Figura 3.1: Efficienza di selezione per eventi di 52.8 MeV all’interno del calorimetro per eventi generati nel
volume fiduciale con energia depositata superiore a 45 MeV.
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Figura 3.2: Contaminazione da eventi di fondo nella selezione di γ da decadimento µ+ → e+γ indotti da
decadimenti radiativi con Eγ >30 MeV (sinistra) e da eventi di annichilazione in volo (destra).
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direzione con la quale è generato il γ nella simulazione. Da questo si deduce che il 99% del
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Figura 3.3: Differenza tra valore di angolo θ ricostruito utilizzando il PMT che ha registrato carica massima
e valore generato dalla simulazione MC. Ogni grafico è ottenuto imponendo un rilascio di almeno 45 MeV di
energia all’interno del calorimetro.
3.1.4 Direzione di emissione del e+ e correlazione con il γ
La direzione e il punto di emissione del positrone definiscono il suo punto di impatto sul TC.
La ricostruzione del punto di impatto del positrone sul TC e del suo punto di emissione sul
bersaglio richiede l’uso del sistema di tracciatura, non disponibile a livello di trigger. Una
veloce ricostruzione della direzione di volo del positrone si ottiene sfruttando la segmentazione
del TC. Difatti correlando temporalmente la barra di scintillatore (posta parallelamente alla
coordinata z) e il gruppo di fibre (posta lungo la coordinata ϕ), si ottiene il punto di impatto
del positrone Ie+ nel piano (z,ϕ), sul quale è posto il TC, con una granularità di 10
◦ in ϕ e
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10 cm in z corrispondenti alle dimensioni delle barre e dei gruppi di fibre. In Figura 3.4 sono
mostrate le coordinate dei punti di impatto dei e+ sul TC, corrispondenti ad eventi µ+ → e+γ
con i fotoni emessi nell’angolo solido sotteso dal calorimetro. Le bande colorate corrispondono
ai fotoni con direzione ricostruita ϕ costante e direzione ricostruita θ qualunque, cioè i fotoni
che hanno rilasciato il segnale massimo sui 9 PMT disposti lungo la fila a ϕ costante. Ciascuna
banda colorata può essere selezionata con alta efficienza (≈ 99 %) da opportuni gruppi di punti
di impatto Ie+ . Questa selezione è ottenuta utilizzando una frazione della superficie (z, ϕ)
del TC inferiore al 20%, quindi il fattore di reiezione sul fondo accidentale è pari a fϕ=0.2.
Operando una selezione in θ molto grossolana, corrispondente a richiedere l’impatto sul TC a
valle o a monte del bersaglio, si ottiene un ulteriore fattore di reiezione del fondo pari a fθ ≈ 0.5.
Figura 3.4: Punti di impatto dei positroni sul TC per eventi µ+ → e+γ in coordinate(z, ϕ). Ad ogni banda
colorata corrisponde un intervallo di emissione dei γ di 7.0◦ in ϕ e senza alcun vincolo in θ.
3.1.5 Tempo di emissione del γ e del e+
I tempi di emissione delle particelle sono necessari per verificare la contemporanea emissione di
e+ e γ per gli eventi candidati µ+ → e+γ. Il tempo di emissione del γ (Tγ) è ricostruito operando
una media, pesata sulla carica raccolta dai PMTs, dei tempi di arrivo dei segnali dei PMTs stessi,
corretta per la stima del punto di conversione del fotone sul calorimetro. L’estimatore a livello
di trigger di Tγ è ottenuto dal fronte di salita del segnale del PMT della faccia d’ingresso con il
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segnale più ampio. Date le caratteristiche del LXe, come la velocità di emissione della luce di
scintillazione che rende i fronti dei segnali molto rapidi, e la corta lunghezza di radiazione, che
riduce la dispersione dei punti di conversione dei fotoni, l’estimatore è atteso essere un ottimo
riferimento per la coincidenza temporale. La distribuzione del ritardo con il quale è emesso
il primo fotoelettrone del PMT con il segnale massimo è mostrata in Figura 3.5. In oltre il
99% dei casi il primo fotoelettrone è emesso entro 3 ns, un tempo ampiamente inferiore alle
risoluzioni ottenibili dagli algoritmi operanti nel sistema di Trigger.
Gli scintillatori del TC sono letti da entrambi i lati da fotomoltiplicatori. Il tempo di emissione
del e+ (Te+) è ricostruito dalla media, pesata per la carica raccolta sui PMT, dei tempi dei segnali
prodotti agli estremi delle barre di scintillatore, corretto per la lunghezza della traiettoria del
e+ del bersaglio al TC.
L’estimatore a livello di trigger di Te+ è dato dal tempo di salita del segnale ottenuto sommando
i due impulsi dei PMT posti alle estremità della barra di scintillatore. L’estimatore trascura
quindi la differenza tra i tempi di propagazione della luce stessa nello scintillatore e le variazioni
tra la lunghezza delle traiettorie dei e+. La distribuzione del ritardo medio di emissione del
primo fotoelettrone dei due PMT degli scintillatori del TC è presentato in Figura 3.5.
Anche in questo caso in 3 ns sono contenuti oltre il 99% degli eventi. Utilizzando una finestra
conservativa di coincidenza temporale di ± 10 ns si ottiene ǫT > 99%.
3.1.6 Definizione di soglie ed intervalli di confidenza
La selezione degli eventi è basata sulla discriminazione degli estimatori descritti. Sono pre-
visti due livelli di discriminazione per i tre estimatori. L’estimatore dell’energia rilasciata nel
calorimetro è discriminato attraverso una soglia ALTA ed una soglia BASSA con ovvio significa-
to, allo stesso modo per la coincidenza spaziale e temporale sono previste una finestra LARGA
e una STRETTA. La definizione dei valori di discriminazione avverrà nella prima fase di presa
dati, quando un considerevole numero di eventi di calibrazione sarà usato per caratterizzare le
risposte dei rivelatori.
3.2 Tipologie di trigger
Utilizzando lo schema di estimatori descritto nella sezione precedente sono stati sviluppati
algoritmi per la selezione dei seguenti eventi:
1. evento di segnale µ+ → e+γ;
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Figura 3.5: Distribuzione del tempo emissione del primo fotoelettrone per eventi µ+ → e+γ all’interno del
calorimetro per il PMT che vede la maggior parte di luce (a sinistra) e per il TC mediando sui due PMT (a
destra).
2. eventi per il controllo della selezione di eventi µ+ → e+γ;
3. eventi per la calibrazione ed il monitoraggio del calorimetro.
Nelle prossime sezioni discuterò le strategie previste per ognuno dei casi.
3.2.1 Il segnale µ+ → e+γ e gli eventi di controllo
La selezione degli eventi per la ricerca del segnale, trigger MEG, fa uso di tutti gli estimatori
descritti (energia del fotone, correlazione angolare e+γ e coincidenza temporale) nelle configu-
razioni più stringenti.
Le Figure da 3.1 a 3.5 mostrano graficamente la ricostruzione di alcuni degli estimatori utilizzati
all’interno degli algoritmi di trigger. In Tabella 3.1 sono riportati le efficienze delle selezioni
descritte. Questi risultati permettono di valutare la frequenza di occorrenza del segnale di trig-
ger MEG. Supponiamo di operare, per ragioni di cautela nella stima, con 108 decadimenti di µ
al secondo (Rµ) un fattore 3 maggiore della frequenza ottimale di µ stop che minimizza il fondo
accidentale (sezione 2.3). La frequenza di eventi di e+ di Michel si può stimare in 2 × 106 s−1
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Variabile Finestra di confidenza Efficienza sul segnale
Eγ Eγ ≥ 45 MeV 98%
Coincidenza Spaziale |∆ϕ| < 7.0◦ 99%
Coincidenza Temporale |∆T | ≤ 10 ns 99%
Tabella 3.1: Efficienza relativa di trigger in funzione della soglia utilizzata.
Nome Trigger Soglia Calorimetro Finestra Spaziale Finestra Temporale
MEG 45 MeV 70 10 ns
MEG-CHARGE 35 MeV 70 10 ns
MEG-DIRECTION 45 MeV 210 10 ns
MEG-TIME 45 MeV 70 20 ns
Tabella 3.2: Tabella riassuntiva dei trigger utilizzati per la selezione di eventi µ+ → e+γ.
(RTC). Il flusso di γ (Rγ) nel calorimetro si trova come:
Rγ = Rµ × [P(µ→ eννγ| Eγ > 10 MeV)]× fγ × Ω/4π+
+Rµ × [P(e
+e− → γγ| Eγ > 10 MeV)]× fγ × Ω/4π = 2.2× 10
3 s−1 (3.1)
dove P(µ→ eννγ| Eγ > 10 MeV) nella relazione 3.1 è la probabilità di decadimento radiativo
del µ con energia del fotone superiore a 10 MeV (1.4 ×10−2), P(e+e− → γγ| Eγ > 10 MeV) è,
invece, la probabilità di annichilazione in volo con energia dei γ superiore a 10 MeV [18]. La
frequenza di Trigger sarà quindi data dal prodotto della frequenza di eventi nel calorimetro
e nel TC moltiplicati per i fattori di reiezione sulla coincidenza spaziale e per la finestra di
coincidenza temporale (20 ns). Dal calcolo si ottiene:
Rtrigger = Rγ ×RTC × fθ × fϕ × 2∆T ≈ 9 s
−1 (3.2)
Durante l’acquisizione dati limiteremo l’intensità del fascio dei µ a 3∗107µ+/s, per cui si attende
un fattore quasi 10 nel rate effettivo di trigger su eventi µ+ → e+γ, in quanto il rate di trigger
è largamente dominato dal fondo accidentale (vedasi capitolo 2). Da queste considerazioni
deriva il valore di ≈ 2Hz già indicato nel paragrafo 1.10. Rilasciando le condizioni stringenti
ed applicando quella più lasca per ciascuno dei tre estimatori si ottengono i trigger MEG-
CHARGE, MEG-DIRECTION e MEG-TIME, vedi Tabella 3.2. L’acquisizione di questi eventi
è essenziale per misurare l’efficienza di selezione di ciascun estimatore e studiare possibili effetti
sistematici della selezione.
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3.2.2 Eventi per la calibrazione e monitoraggio dell’apparato sperimentale
In questa sezione sono esposti gli algoritmi di selezione per gli eventi di calibrazione previsti
all’interno dell’apparato sperimentale.
Intercalibrazione calorimetro-TC attraverso decadimenti radiativi
L’intercalibrazione della risposta temporale del calorimetro elettromagnetico e del TC è ottenuta
sfruttando il decadimento radiativo del muone. Questa calibrazione non richiede l’impiego
di apparati ausiliari ed è sempre disponibile naturalmente durante la fase di presa dati. Gli
estimatori utilizzati per selezionare questi eventi sono l’energia rilasciata nel calorimetro ed il
tempo di emissione, mentre viene impiegato l’estimatore dell’angolo tra le direzioni di emissione
dei prodotti di decadimento. Le condizioni di selezione sono riportati in Tabella 3.3.
Nome Trigger Soglia Calorimetro Finestra Temporale
RAD-MU NARROW 20 MeV 10 ns
RAD-MU WIDE 20 MeV 20 ns
Tabella 3.3: Tabella riassuntiva dei trigger utilizzati per la selezione di eventi µ+ → e+νeνµγ.
Trigger di Calorimetro
La selezione di eventi MEG è fortemente dipendente dalla selezione sull’ energia rilasciata
nel calorimetro. Assume quindi estrema rilevanza la conoscenza dettagliata ed estesa dello
spettro in energia di tutti gli eventi che interessano il calorimetro, specialmente nella regione del
segnale. Sono stati pertanto definiti criteri di selezione che utilizzano esclusivamente l’estimatore





Tabella 3.4: Tabella riassuntiva dei trigger utilizzati per la selezione di eventi di alta energia al’interno del
calorimetro.
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Trigger di particella α
Come discusso in 1.6.4, gli eventi di particella α hanno lo scopo di fornire la calibrazione delle
efficienze quantiche dei PMT del calorimetro, ma eventi α verranno acquisiti anche durante
la normale presa dati per monitorare la stabilità. L’algoritmo di trigger sfrutta la disposizione
delle sorgenti all’interno del calorimetro: vengono utilizzati gruppi di 32 PMT situati sulle facce
laterali del calorimetro attorno ad i punti di ancoraggio dei fili delle sorgenti. L’utilizzo all’in-
terno dell’algoritmo di trigger di un numero limitato di PMT è consentito dalla caratteristiche
dell’evento stesso, difatti è spazialmente ben localizzato, vicino alla sorgente, ed ha rilascio di
energia ben definito pari a 5.44 MeV. L’algoritmo implementato nel nostro sistema di Trigger
prevede le seguenti condizioni:
1. non superamento della soglia bassa per l’estimatore dell’energia;
2. superamento di una appropriata soglia sull’energia raccolta da uno dei cinque gruppi di
PMT posizionati attorno ai fili;
3. analisi della forma di impulso.
Due categorie di eventi rilasciano nel calorimetro energia vicina a quella rilasciata dalle α: fotoni
da decadimento radiativo dei µ e fotoni indotti dalla cattura in Xe dei neutroni termici. Il flusso
dei neutroni termici nella sala sperimentale è stato misurato in 1.8 ± 0.3 n/(cm2 s) in condizioni
analoghe rispetto alla fase di presa dati. Il cammino libero medio in Xe di un neutrone termico
è pari a circa 3 cm, per cui la probabilità di cattura è assunta essere 1. Moltiplicando il flusso
di neutroni per la superficie del calorimetro si ottiene una frequenza di conteggio di ≈ 8× 104
s−1. La probabilità di un decadimento radiativo del µ nel quale il fotone abbia una energia tra
1 e 5 MeV, è circa l’1.5%. Dati 3×107 µ/s, un’accettanza geometrica pari al 10%, entreran-
no nel calorimetro ≈ 4 × 104 fotoni s−1 tra 1 e 5 MeV provenienti da decadimento radiativo,
confrontabile con il primo. Si ottiene quindi una frequenza totale di eventi di fondo di circa
105 s−1. Tale valore è maggiore dell’attività delle sorgenti presenti all’interno del calorimetro
(≈1 KBq per ogni sorgente), quindi in fase di trigger sarà fondamentale riuscire a distinguere
tra eventi α ed eventi di fondo γ mantendo una alta efficienza di selezione. Ciò è possibile grazie
alla capacità di discriminazione α/e dello Xenon liquido. Il decadimento dell’Americio produce
particelle α di basso impulso che, interagendo con lo Xe, hanno maggiore probabilità di creare
atomi Xe∗ rispetto a ionizzare lo Xe. Quindi l’energia persa dalla particella α si trasforma in
fotoni di scintillazione prevalentemente attraverso la prima catena di diseccitazione descritta in
sezione 1.6.3. D’altra parte gli elettroni degli sciami elettromagnetici indotti nello Xe, essendo
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particelle con β ≈ 1, hanno alta probabilità di ionizzare lo Xe ed innescano soprattutto la
seconda catena di diseccitazione. I due processi sono caratterizzati da vite media τ che dif-
feriscono di un fattore 3 e quindi producono impulsi sostanzialmente diversi, vedi Figura 3.6.
Utilizzando un prototipo di calorimetro a Xe liquido, denominato Large Prototype (LP), sono
Figura 3.6: Forma d’onda in caso di evento α, in rosso, e di cosmico, in blu. Da notare come il tempo di
diseccitazione sia minore per gli eventi α.
state acquisite le due forme d’onda utilizzando le schede elettroniche del sistema di Trigger.
Con procedure di minimizzazione è stata ricercata la funzione del tipo C1 + C2e
t−t0
τ θ(t − t0)
che meglio si adatta alle forme d’onda campionate (in gergo procedura di fit) per eventi α e
γ. Il risultato del fit, riportato in Figura 3.7 (a sinistra eventi α, a destra eventi γ), conferma
che i due eventi si presentano con forme d’onda sensibilmente differenti, il parametro P4 è il
tempo di diseccitazione nei due casi. A livello di trigger il fit di una curva comporterebbe una
tempo di esecuzione troppo grande e non può quindi essere effettuato. D’altra parte, con un’ap-
prossimazione di circa il 15%, si ha che l’integrale della curva scala linearmente con l’altezza di
impulso con coefficiente di proporzionalità τ . Quindi il rapporto Q/A di una forma d’onda può
distinguere tra evento di fondo ed evento di particella α. In Figura 3.8 sono presentati eventi
aquisiti nel LP in funzione della carica raccolta sull’ordinata e l’altezza di impulso sull’ascissa.
La retta tracciata è individuata per un rapporto Q/A=4. Il rapporto degli stessi dati è ripor-
tato su l’istogramma di Figura 3.9. L’istogramma è stato fittato con una doppia gaussiana di
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Figura 3.7: Forma d’onda acquisite attraverso il sistema di Trigger per eventi α, a sinistra, ed eventi di fotoni,
a destra. Sono evidenti le differenze sui valori della costante di diseccitazione (P4) nei due casi.
parametri:
〈Q/A〉α = 2.82 σα = 0.40
〈Q/A〉γ = 5.43 σγ = 0.54
I due picchi sono distanti 3.8 deviazioni standard. Fissando un taglio per Q/A < 4 si può
stimare in modo conservativo una efficienza di selezione ǫ > 96% per eventi α con un fattore di
reiezione pari a 0.07 sul fondo che in questo caso è dato da eventi generati da fotoni.
Evento di π0
Come discusso in 1.6.4, la calibrazione del calorimetro entro un intervallo di energia prossimo
a quello del segnale sarà effettuata utilizzando il decadimento dei mesoni π0 in due fotoni.
Un fotone inciderà sul calorimetro a LXe mentre l’altro sarà assorbito su di un calorimetro
ausiliario. La selezione di eventi da π0 è ottenuta richiedendo un rilascio di energia di almeno
45 MeV sia sul calorimetro LXe che sul calorimetro NaI. L’estimatore dell’energia rilasciata nel
calorimetro ausiliario è ottenuto sommando le altezze di impulso dei 9 cristalli di NaI di cui è
composto, con la condizione che il cristallo centrale abbia l’impulso maggiore. Questa ulteriore
3.2 Tipologie di trigger 59
Figura 3.8: Grafico dell’altezza di impulso verso la carica complessiva per eventi γ ed α. Da notare come gli
eventi siano distribuiti in due regioni indipendenti che ne identificano la natura.
Figura 3.9: Fit del rapporto Q/A per eventi γ e α, da notare come i picchi delle due curve risultino ben
separati. Il Run 10 è un’acquisizione a fascio spento, campione ‘puro’ di α; il Run 20 è un’acquisizione a fascio
acceso, campione con forte predominio di eventi γ.
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condizione è richiesta per selezionare eventi con buon contenimento d’energia nel calorimetro
ausiliario. La generazione del trigger di π0 richiede inoltre la coincidenza temporale dei segnali
da LXe e NaI entro la finestra larga di ±20ns. Un piccolo convertitore di piombo e scintillatore
plastico da 0.8 X0, letto da 4 PMTs veloci, può essere applicato davanti al cristallo centrale del
calorimetro ausiliario. I fotoni che interagiscono nel convertitore saranno usati per controllare
la risoluzione temporale del calorimetro.
Trigger su eventi di neutroni
Anche in questo caso, come per il trigger di eventi α si sfrutta la localizzazione degli eventi
da neutrone. L’algoritmo implementato in questo caso prevede il confronto tra la somma dei
valori di altezza di impulso campionate dei PMT della parte centrale della faccia posteriore del
calorimetro con una apposita soglia. Inoltre si richiede che l’estimatore delle energia totale del
calorimetro sia inferiore alla soglia BASSA definita nel trigger MEG-CHARGE.
Trigger su eventi di LED
Un sistema di LED sarà installato all’interno del calorimetro per misurare e monitorare i guadag-
ni dei fotomoltiplicatori. L’accensione del sistema di LED è ottenuto con un impulsatore esterno,
il cui segnale di sincronismo è monitorato continuamente dal sistema di trigger ed usato per
generare il trigger LED. Non è operato alcun controllo sulla risposta del calorimetro.
Trigger su eventi di laser
Gli eventi indotti dal laser sono fondamentali per l’intercalibrazione temporale ed il monitaraggio
delle singole barre del TC tra loro e rispetto al calorimetro. Il fascio laser, attraverso eguali
cammini ottici, è inviato ai due rivelatori e ad un PMT ausiliario. Il segnale del PMT ausiliario
dà una misura dell’intensità del fascio laser indipendentemente dalla risposta dei rivelatori.
La condizione di trigger viene soddisfatta quando il segnale del PMT ausiliario supera una
determinata soglia in altezza di impulso in modo da acquisire eventi in cui il fascio laser sia
sufficientemente intenso.
Trigger su tracce all’interno delle camere a deriva
Durante la fase di test delle camere a deriva e durante la fase di presa dati dell’esperimento
è necessario verificare il corretto funzionamento del sistema di tracciatura assieme al corretto
allineamento delle camere. Come descritto nella sezione 1.7.3 il sistema di tracciatura si compone
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di 16 camere ognuna dotata di 18 fili. I segnali provenienti dai fili delle camere vengono sommati
assieme in due gruppi: i segnali dei 9 fili più vicini al bersaglio, parte bassa della camera, ed i
segnali dei 9 fili più lontani, parte alta. La condizione di trigger è soddisfatta quando 4 camere
su 5 camere consecutive hanno segnali sopra soglia.
Trigger casuali di piedistallo
Infine è stato previsto un generatore di trigger per acquisire forme d’onda di piedistallo per
studiare il rumore elettronico e la frequenza di affollamento accidentale. La logica di trigger
prevede che ad intevalli ‘pseudocasuali’ di tempo venga generato un impulso di trigger senza
alcuna richiesta specifica.
3.3 La scelta dell’implementazione
Il sistema di Trigger dell’esperimento MEG è costituito di circuiti elettronici sui quali possono
essere eseguiti gli algoritmi di selezione descritti nel capitolo precedente. Non esistono in com-
mercio circuiti che soddisfino le esigenze specifiche dell’esperimento, il sistema elettronico deve
essere progettato, disegnato e prodotto. La prima scelta da operare riguarda il modo di trattare
i segnali:
• l’approccio analogico garantisce un minore tempo di analisi;
• l’approccio digitale, unito all’utilizzo di circuiti integrati programmabili rende il sistema
flessibile ed adattabile alle esigenze sperimentali.
La scelta della collaborazione MEG è stata quella di campionare i segnali analogici con converti-
tori digitali di ampiezze (FADC) e di elaborare i segnali campionati in forma digitale, per mezzo
di logiche programmabili del tipo ‘Field Programmable Gate Arrays’ (FPGA). La memoria dei
campionatori DRS, che costituiscono il sistema di acquisizione dati, ha una profondità di 1024
campionamenti a 2 GHz, pari a 512 ns; questo impone al sistema di Trigger una latenza per
la selezione degli eventi non superiore a 400 ns. La tecnologia elettronica digitale fornisce una
vasta gamma di circuiti integrati (FADC, FPGA e trasmettitori) necessari ad una scheda di
trigger che possono lavorare ad una frequenza di 100 MHz. Questa frequenza è sufficientemente
elevata da garantire una digitalizzazione adeguata delle forme d’onda ed una latenza non supe-
riore a quella richiesta. Inoltre un sistema che sfrutta FPGA ha il vantaggio di essere adattabile
alle esigenze sperimentali, permettendo inoltre l’implementazione di nuovi algoritmi.
62 STRATEGIA PER LA SELEZIONE ELETTRONICA DEGLI EVENTI
Il sistema di Trigger è stato progettato in modo da utilizzare solamente due tipi diversi di
schede elettroniche, chiamate Type1 e Type2 interconnesse in una struttura ad albero. Una
rappresentazione schematica del sistema di trigger è mostrata in figura 3.10. Le schede Type1
Figura 3.10: Schema grafico del sistema di Trigger.
ricevono e campionano a 100 MHz, i segnali analogici, eseguono una prima analisi ed inviano
l’informazione alle schede Type2. Le schede Type2 combinano le informazioni provenienti dalle
schede Type1 ed inviano i dati elaborati ad una scheda Type2 finale, che avendo una visione
complessiva dell’evento, è in grado di generare il segnale di TRIGGER. Il flusso di segnali dai
rivelatori è continuo, così come lo scambio di dati tra Type1 e Type2. La trasmissione dei dati
tra le schede avviene i modo sincrono, richiede quindi di poter definire con precisione la fase re-
lativa dei segnali di clock tra la scheda che trasmette i dati e quella che li riceve. Inoltre il tempo
del fronte di salita di un impulso deve essere determinato in modo assoluto, indipendentemente
dalla scheda su cui è calcolato; tutte le schede devono quindi marciare in modo sincrono e con
la stessa origine dei tempi. Questo suggerisce la necessità di sviluppare dei circuiti elettronici
di supporto al sistema di Trigger che distribuiscano un segnale di clock di buona qualità, alla
cui fase sono agganciate tutte le schede Type1 e Type2, ed un segnale di sincronizzazione, al
quale è riferita la misura dei tempi. Per questi motivi è stata la realizzata una terza scheda,
detta Ancillary. Questa distribuisce alle schede dell’albero, oltre che il segnale di clock e di
sincronizzazione, ulteriori due segnali di controllo. Tutti i segnali sono distribuiti con uno skew
relativo inferiore al ns. Il sistema è composto di 40 schede Type1, 6 Type2 e 5 Ancillary che
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descriverò in modo dettagliato nel prossimo capitolo.
3.4 Implementazione degli algoritmi di trigger
3.4.1 Struttura degli algoritmi di trigger
Gli algoritmi di selezione degli eventi descritti precedentemente devono essere tradotti in op-
portuni file di configurazione degli FPGA, detti Firmware. Sul mercato sono disponibili alcuni
pacchetti software per la programmazione del Firmware. Avendo scelto gli FPGA Xilinx, e non
prevedendo di eseguire gli algoritmi su Hardware diverso, è stato selezionato il software ISE 6.03
della Xilinx stessa. Gli algoritmi di trigger sono stati implementati in ISE 6.03 utilizzando un
linguaggio di tipo schematico sfruttando quanto possibile le funzioni primitive disponibili sugli
FPGA. Questa scelta ha reso il progetto, allo stato attuale, vincolato all’Hardware Xilinx, ma
certamente ottimizzato e compatto. Il Firmware per le schede Type1 e Type2 è diviso logica-
mente in due blocchi: un blocco in cui avviene la memorizzazione ed il processamento dei dati
ed un blocco che gestisce l’interfaccia VME, i segnali di controllo ricevuti dalle schede Ancillary
ed i registri di configurazione. Le operazioni di entrambi sono sincronizzate attraverso un’onda
quadra a 100 MHz, segnale CLK. La struttura del Firmware è rappresentata in Figura 3.11. I
dati provenienti dai FADC fluiscono attraverso le schede Type1 e Type2 prima di essere com-
binati nella Type2 finale per formare il segnale di trigger. Tutti gli FPGA hanno un blocco
di memorizzazione per i segnali in ingresso ed uno per i dati in uscita, i quali sono registrati
continuamente ed in modo ciclico durante la normale acquisizione dati. È tuttavia prevista la
possibilità di interrompere il normale flusso di dati sulle memorie e di programmarne il con-
tenuto mediante cicli di scrittura VME. In questa modalità operativa i dati reali provenienti
dai FADC sono ignorati, ed agli algoritmi è inviato il contenuto delle memorie precedentemente
caricate con eventi simulati. Ciò risulta particolarmente utile nella ricerca di eventuali errori,
sia nell’esecuzione degli algoritmi che nella trasmissione dei dati tra le varie schede.
Ogni scheda del sistema di Trigger opera in due modalità, controllate dal segnale RUNMODE.
In modalità di acquisizione, corrispondente a RUNMODE alto, i dati fluiscono attraverso il
sistema, gli algoritmi ricercano eventi da selezionare e l’accesso VME è inibito. In modalità di
controllo, corrispondente al segnale RUNMODE basso, i dati sono stabili nelle memorie cicliche,
gli algoritmi non sono operati ed è possibile il controllo delle schede da VME. La transizione da
modalità di controllo a modalità di acquisizione avviene in modo sincrono su tutto il sistema
quando il programma di acquisizione genera il segnale di START, la transizione da modalità di















Figura 3.11: Schema della struttura del Firmware implementato sugli FPGA. La programmazione si com-
pone di due blocchi principali: analisi, memorizzazione e trasmissione dei dati; gestione segnali di controllo ed
interfaccia VME.
acquisizione a modalità di controllo avviene quando la scheda Type2 finale genera il segnale di
TRIGGER. All’interno del blocco di controllo sono definiti tutti i valori dei parametri utilizzati
nell’analisi. Infine il blocco di controllo, attraverso l’interfaccia VME, ha accesso in lettura ed
in scrittura alle memorie cicliche della scheda. Il blocco di analisi dati differisce da scheda a
scheda in funzione della collocazione all’interno dell’albero ed alla natura dei dati da analizzare.
3.4.2 La sottrazione del piedistallo
I dati in ingresso ed in uscita dalla scheda sono memorizzati su memorie RAM da 16 KBit
disponibili sugli FPGA. Ogni blocco è a doppio accesso, uno dei quali raccoglie i dati proveni-
enti dai rivelatori mentre l’altro può essere convenientemente utilizzato per la programmazione
da VME. Dopo la scrittura sulle memorie di ingresso, i dati sono soggetti alla sottrazione in
tempo reale del piedistallo, calcolato in base alla media di 4 campionamenti registrati N periodi
del segnale CLK prima del campionamento corrente secondo il codice schematico riportato in
Figura 3.12. Questo si ottiene inserendo i dati, corrispondenti alle altezze di impulso campiona-
te, all’interno di una catena di N registri in ‘cascata’ con transizione sul fronte di ogni segnale
CLK. Ad ogni impulso di CLK, la media degli ultimi 4 registri della catena viene aggiornata
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Figura 3.12: Logica di sottrazione di piedistallo dei segnali.
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ed infine sottratto al dato del campionamento corrente. L’inserimento dei dati sulla catena
viene interrotto non appena due campionamenti consecutivi eccedano il piedistallo corrente di
un valore superiore ad una soglia predefinita. In questo modo non si introducono segnali fisici
all’interno della catena, preservando la sottrazione di valori errati di piedistallo. L’algoritmo è
critico nella definizione della lunghezza N della catena dei registri. Utilizzando N registri e cal-
colando la media sugli ultimi 4 campionamenti presenti sulla catena l’estimatore del piedistallo
è ricostruito su segnali distanti temporalmente ≈ 10 ∗ (N − 1) ns dal dato in ingresso. Una
componente di rumore sinusoidale con semiperiodo pari al valore sopraindicato è amplificata da
parte dell’algoritmo. In Figura 3.13 è riportato il risultato delle sottrazione del piedistallo su
Figura 3.13: Risultato dell’algoritmo di sottrazione del piedistallo dove la media è calcolata sugli ultimi 4
campionamenti di una catena di 26 registri. In nero è riportata la forma d’onda in ingresso, in rosso la forma
d’onda a piedistallo sottratto.
forme d’onda simulate. La simulazione è effettuta su impulsi fisici sovrapposti a rumore bianco
ed ad un segnale sinusoidale di ampiezza 20 mV e di frequenza 100 KHz, grafico di sinistra, e
2 MHz, grafico di destra. Il risultato dimostra come l’algoritmo di sottrazione del piedistallo
elimini completamente il rumore con frequenze inferiori ad 1 MHz, mentre per valori intorno
a 2 MHz si ottiene l’amplificazione di un fattore due del rumore. Dopo la prima presa dati al
P.S.I. si è visto che la scelta del valore N, che era stato solo stimato, si è rivelato adeguato e
che il rumore coerente è risultato inferiore a 0.1 mV picco-picco per canale.
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3.4.3 Le ’Look Up Table’
L’esecuzione di moltiplicazioni e di divisioni tra numeri interi, o anche la valutazione di funzioni
relativemente complesse di interi, è certamente possibile all’interno di algoritmi operanti in
FPGA, mantenendo la precisione massima sull’operazione. Ad esempio il prodotto di un intero
a M bit con un intero a N bit ha come risultato un intero a M+N bit ma il risultato è disponibile
con un ritardo di alcuni cicli di clock che dipende dalla dimensione di M e di N. Quando
l’applicazione ha richieste stringenti sui tempi di esecuzione degli algoritmi, come nel caso di
MEG, dove il ritardo nel segnale di trigger non deve essere superiore a 400 ns, oppure quando
è necessario valutare funzioni non analitiche, è possibile velocizzare e semplificare il progetto
utilizzando valori tabulati delle funzioni. Le tabelle con i valori tabulati sono immagazzinati in
blocchi di memoria che prendono il nome di ‘Look Up Table’ o ‘LUT’. Una LUT è una memoria
di sola lettura le cui linee di indirizzo sono connesse alle linee del dato che si vuole processare, il
contenuto della cella puntata dal dato è il valore della funzione che si vuole ottenere. La RAM
utilizzata è identica alle memorie sulle quali vengono memorizzati i dati, memorie a 16 KBit a
doppio accesso. Una parte è dedicata al processamento dei dati, mentre l’altra ne consente la
configurazione mediante operazioni di lettura e di scrittura tramite l’interfaccia VME. Il numero
di bit riservati al dato in ingresso ed al dato processato dipendono dalla capacità della memoria
e sono tra loro strettamente correlati. La capacità massima di una singola RAM presente sugli
FPGA è di 214 bit, il numero N di bit riservati al dato processato è dunque 214−n dove n è
il numero di bit di indirizzamento. In particolare con un indirizzamento a 14 bit è possibile
immagazzinare dati ad un solo bit. Per questo motivo, limitandosi a funzioni booleane, il
numero di RAM necessario per dati a M bit è 2M−14. In alternativa si operano troncamenti ed
arrotondamenti del dato, selezionando un numero di bit minore.
La LUT è utilizzata sovente all’interno degli algoritmi di selezione. Ogni PMT all’interno del
calorimetro si caratterizza, oltre che per la collocazione nell’apparato, attraverso l’efficienza
quantica ed il guadagno. Nella ricostruzione dell’estimatore dell’energia, per tenere conto di
tali caratteristiche, sono utilizzate delle LUT su ogni singolo canale dove vengono calibrati
secondo le caratteristiche di risposta1. Altre LUT sono utilizzate, ad esempio, nell’algoritmo
di selezione per eventi α per il calcolo del rapporto carica-ampiezza ed il rapporto tra i segnali
provenienti da i gruppi di PMT a z < 0 e z > 0 ciò che consente di individuare la sorgente
interessata. La LUT restituisce un dato a 4 bit, con valore tra 1 e 5 per identificare la sorgente
1In questo caso per avere perdite di risoluzione sono utilizzate contemporaneamente due LUT configurate in
modo opportuno
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e 0 se il dato non è compatibile con alcun evento da α. I bit utilizzati per l’uscita sono 4,
restano quindi disponibili 12 bit per l’indirizzamento divisi simmetricamente tra le due parole
in ingresso. Le altezze di impulso sono contenute in registri a 15 bit tra i quali se ne devono
selezionare 6 da inviare alla LUT. L’efficienza di selezione è stata studiata mediante simulazione
Monte Carlo. Il troncamento da 15 a 6 bit non è univoco e quindi dovrà essere scelto quello che
meglio preserva l’informazione per la LUT. La Figura 3.14 riporta la configurazione ottimale,
Segnale a z<0 (7:2)






















Scatter plot destra-sinistra per il filo 1
Figura 3.14: Scatter plot degli impulsi digitalizzati e troncati alla (7:2) della parte destra verso la parte
sinistra, ogni colore indica una sorgente diversa. Selezionando questo intervallo di bit la precisione sull’ampiezza
del segnale è di 4 mV, pari a 2 fotoelettroni.
ottenuta selezionando i bit dal 2 al 7 del dato in ingresso. Da notare come le sorgenti all’interno
dello stesso filo, nonostante il troncamento, siano ben separabili quando il numero totale di
fotoelettroni è superiore a 20. Inoltre le LUT sono utilizzate per verificare la collinearità spaziale
di un positrone e di un fotone utilizzando la corrispondenza tra l’indice del PMT con la carica
massima e gli indici di fibra e barra del TC.
3.4.4 Lo stimatore del tempo
Il tempo di occorrenza dei segnali è una variabile usata a livello di selezione degli eventi. Un
algoritmo apposito opera la stima del tempo utilizzando il campionamento corrente del segna-
le ed i due precedenti, ottenuti ponendo due registri in cascata, ed un valore di soglia per
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l’ampiezza del segnale. Quando il campionamento corrente N ed il precedente (N-1) superano
il valore di soglia, mentre il campionamento (N-2) è inferiore alla soglia, viene registrato lo
stato di una contatore ad 8 bit operante in modo sincrono con identici contatori presenti su
tutte le schede Type1. I segnali dei PMT ricevuti dal sistema di Trigger sono limitati in
banda passante a circa 25 MHz ed avranno fronti di salita vicini a 20 ns, pertanto il valore
del registro a 8 bit costituisce una misura del tempo del campionamento N con risoluzione di
10 ns e periodicità di 2.5 µs. Supponendo il fronte di salita del segnale crescente linearmente
col tempo, è possibile determinare il tempo dell’evento con una accuratezza di 2.5 ns. Si
valutano le differenze tra il campionamento N ed il campionamento N-1 (PMTN-PMTN1) e la
differenza tra il campionamento N-1 e la soglia (PMTN1-TIMTHR). Il confronto tra queste due
differenze permette di suddividere il periodo di 10 ns del segnale di clock in 4 intervalli da 2.5
ns, corrispondenti al tempo al quale il segnale eguaglia la soglia. In Tabella 3.5 sono riportati
Condizioni Valori
PMTN-PMTN1 ≥ 4*(PMTN1-TIMTHR) VERO FALSO FALSO FALSO
2*(PMTN-PMTN1) ≥ 4*(PMTN1-TIMTHR) VERO VERO FALSO FALSO
3*(PMTN-PMTN1) ≥ 4*(PMTN1-TIMTHR) VERO VERO VERO FALSO
NINTERV 3 2 1 0
Tabella 3.5: Tavola di verità per la ricostruzione del tempo con una precisione di 2.5 ns, NINTERV è il numero
di intervalli da 2.5 ns da aggiungere all’estimatore del tempo.
il numero di intervalli da 2.5 ns, NINTERV, da sommare con la condizione che li determina. Il
tempo al quale il tempo eguaglia la soglia sarà allora una parola a 10 bit data da
t = TN−2 × 4 + NINTERV (3.3)
espresso in unità di 2.5 ns, sempre con periodicità 2.5 µs. L’algoritmo è stato controllato su
forme d’onda simulate in presenza di rumore.
3.4.5 Operazioni di controllo sulla frequenza di trigger
Il sistema di Trigger dell’esperimento può selezionare 32 tipi di eventi diversi. La selezione è
operata dalla scheda Type2 finale del sistema, la quale prevede due funzioni di controllo per
regolare la generazione dei segnali di trigger:
1. l’abilitazione dei singoli segnali;
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Figura 3.15: Parte della logica con la quale viene registrato il tempo di un evento, in questa parte si confronta
la forma di impulso con una apposita soglia e si genera l’impulso di latch per il contatore che definisce il tempo
dell’evento.
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2. la demoltiplicazione delle frequenze dei segnali.
Ognuno dei 32 segnali di trigger può essere abilitato individualmente secondo l’esigenze del-
l’acquisizione dati. La frequenza di ogni segnale di trigger può essere demoltiplicata per un
numero tra 1 e 232 − 1. Questa operazione è necessaria per inviare al sistema di acquisizione
trigger in proporzioni differenti a seconda dell’occorrenza materiale dei vari eventi selezionati.
In pratica i trigger abilitati nelle acquisizioni dati per la ricerca del segnale saranno riscalati
rispetto all’occorrenza del trigger MEG, che ovviamente ha fattore di demoltiplicazione pari a
1.
3.4.6 Misura del tempo vivo
La misura del tempo vivo è l’unico modo per calcolare il numero totale di decadimenti del
µ necessari per calcolare il BR e determinare la sensibilità finale ottenuta dall’esperimento
(vedi sezione 2.4). Risulta inoltre utile misurare con la stessa tecnica il tempo totale per poter
determinare il tempo morto. La misura di entrambi e l’assegnazione del numero d’ordine agli
eventi è eseguita dalla scheda Type2 finale con tre contatori appositi. I contatori hanno una
profondità di 32 bit, che comporta una profondità temporale totale di circa 43 s nel caso il segnale
di clock in ingresso sia il CLK a 100 MHz. Tale profondità risulta inadeguata per le esigenze
sperimentali ed inoltre un’accuratezza di 10 ns risulta eccessiva. Il segnale CLK è dunque
demoltiplicato di un fattore 1000 prendendo il bit più significativo di uscita di un contatore a
10 bit con conteggio finale predefinito a 1000 pilotato a 100 MHz. Questa operazione porta la
profondità temporale dei contatori ad essere di circa 12 ore, ben superiore alla durata di un
Run con un’accuratezza a 10 µs. Il contatore del tempo totale è formato di un contatore a 32
bit sempre abilitato, salvo in caso di saturazione. Lo stato del contatore viene registrato su
ogni fronte di discesa del segnale RUNMODE così da renderlo disponibile per la lettura nella
fase di controllo descritta all’inizio del capitolo. Il contatore del tempo vivo è implementato
allo stesso modo ma esso è abilitato quando il sistema è nello stato di acquisizione, cioè quando
il segnale RUNMODE è attivo. Se il segnale RUNMODE è basso il contatore non è abilitato.
Il valore del contatore fornisce quindi il tempo effettivo di acquisizione dati. Il contatore del
numero di eventi incrementa di una unità ogniqualvolta sia generato un’impulso di trigger da
parte del sistema. Questo contatore è implementato su tutte le schede del sistema di Trigger
in modo da poter verificare ad ogni evento che ogni scheda abbia il medesimo numero d’ordine
che identifica ogni insieme di dati.
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3.4.7 Algoritmo di selezione per le facce laterali del calorimetro
Le facce laterali del calorimetro possono essere usate per selezionare i segnali indotti dalle
sorgenti di particelle α depositate sui fili inseriti all’interno del calorimetro. Ogni scheda Type1
riceve i segnali dai due gruppi di 16 PMT situati attorno alla posizione di ancoraggio di un
filo su le due facce laterali del calorimetro ed ha quasi i dati necessari per generare da sola
l’impulso di trigger. Il parametro chiave da ricostruire è la forma di impulso. Il blocco di analisi
dell’algoritmo si può dividere in due parti pricipali: la prima parte calcola la somma delle
altezze di impulsi dei canali connessi alla scheda, la seconda parte invece ricostruisce la forma
di impulso del segnale, discriminando gli eventi α ed individuando la sorgente di emissione. La
selezione degli aventi α si basa sul rapporto Q/A, la carica viene calcolata all’interno del blocco
chiamato SUM PULSE, Figura 3.16. La logica implementata nel blocco è la seguente:
1. l’altezza di impulso totale è introdotto su di una catena di sette registri in cascata in modo
da avere contemporaneamente il valore di otto campionamenti successivi;
2. il ClockEnable, chiamato ENSHIFT, dei registri è collegato in logica negata all’uscita
di un oscillatore monostabile con durata di 80 ns ed abilitato dall’uscita dall’AND delle
seguenti cindizioni:
• il segnale campionato sei periodi precedenti (A6) deve essere sopra un apposita soglia;
• il segnale campionato sette periodi precedenti (A7) deve essere minore di A6;
• il segnale campionato cinque periodi precedenti (A5) deve essere minore di A6.
3. in parallelo si sommano le ampiezze di impulso campionate in modo da ottenere un valore
approssimato proporzionale alla carica del segnale;
4. in parallelo viene memorizzato su un registro il campionamento A6 corrispondente al
massimo del segnale, per il tempo necessario ad effettuare la somma, 3 periodi di CLK;
5. i segnali così elaborati sono ora disponibili all’esterno con il nome di QSUM(17:0) per la
carica e APM(15:0) per l’ampiezza massima.
I valori di carica e di ampiezza massima, prima di essere inviati alla LUT che identifica segnali
provenienti da α, devono essere opportunamente ridotti nel numero di bit. Difatti i blocchi
RAM presenti nell’FPGA hanno la capienza di 214 bit divisibili in parole di 1, 2, 4, 8 e 16
bit. Dato che un bit è sufficiente ad indicare se la forma di impulso è compatibile con una
particella α abbiamo a disposizione 14 bit di indirizzamento. Il dato di carica ricostruita è
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Figura 3.16: Programmazione di SUM PULSE presente nella programmazione delle facce laterali del
calorimetro, questo blocco ha il compito di ricostruire la carica totale in un evento di particella α.
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a 18 bit mentre l’ampiezza è a 16, devono essere selezionati i bit delle due parole contenenti
l’informazione rilevante da essere inviati alla LUT. Ciascun dato è confrontato con un valore di
soglia bassa ed uno di soglia alta. Se il dato è inferiore alla soglia bassa si passa il valore zero,
se è superiore alla soglia alta si passa il valore della soglia alta, se compreso tra i due si passa il
dato sottratto del valore di soglia bassa. Tale selezione sarà ottimizzata durante la prima fase
di presa dati con acquisizione di soli eventi α a fascio spento. I valori di carica ed ampiezza così
ridotti sono infine inviati come indirizzo alla LUT. Il trigger oltre a riconoscere un evento di
particella α, sarà anche in grado di definirne la sorgente, si veda sezione 3.4.3. Questo algoritmo
infine rende disponibile per la scheda Type2 successiva la somma di tutte le altezze di impulso,
una somma in ampiezza di impulso dei 32 PMT attorno al filo associato alla scheda, l’indice di
evento α e una codifica della sorgente.
3.4.8 Algoritmo di selezione per le barre del Timing Counter
Il compito delle schede che ricevono i segnali dal TC è di individuare il passaggio di un e+,
definendone posizione e tempo. In particolare in questa sezione discuto l’elaborazione dei dati
provenienti dalle barre. Le 30 barre di scintillatore del TC, 15 poste a z > 0 e 15 poste a z < 0,
sono lette da i due lati da PMT; in totale quindi il sistema di trigger riceve 60 segnali con quattro
schede Type1. Per un efficiente algoritmo di trigger è richiesto che su ognuna delle due schede
siano inviati i segnali da entrambi i PMT di barre consecutive. Una scheda Type1 dunque
riceverà i segnali delle prime otto barre e l’altra delle ultima sette, l’ordinamento è inteso per ϕ
crescente. I dati in ingresso sono raggruppati per barra ed inviati ad un blocco chiamato SLAB
HIT nel quale avviene la sottrazione del piedistallo e la ricalibrazione. Dopo queste procedure
standard inizia il cuore dell’algoritmo. Il riconoscimento di un urto di positrone di una barra
avviene attraverso il confronto dei segnali dei PMT con una apposita soglia. Le uscite di tali
comparatori, sono formate ad una durata di 80 ns ed inviate ad una porta AND che definisce un
urto sulla barra con il segnale IHIT. La logica descritta è rappresentata in Figura 3.17. Per ogni
barra colpita si calcola il tempo dell’urto con un algoritmo identico a quello descritto in sezione
3.4.4, mentre la coordinata z dell’urto è determinata attraverso una LOOK UP TABLE. La
LUT è indirizzata con parole a 12 bit, composti da 6 bit significativi delle ampiezze d’impulso
dei due PMT delle barre, e fornisce 8 valori di z, codificato in una parola a 4 bit. Per la
programmazione della LUT è nuovamente necessaria una analisi di dati Monte Carlo e reali.
Infine il blocco SLAB HIT restituisce in uscita un indice di impatto, un tempo di impatto ed
una coordinata z. Un positrone frequentemente rilascerà energia non solamente in un barra
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Figura 3.17: Logica di riconoscimento di un urto su di una barra del TC.
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ma anche in due o tre consecutive, in pratica il positrone riesce ad uscire dalla prima barra
che urta spessa solo 4 cm, ed entrare nelle successive. In questo caso quindi non vi sarà un
solo indice di impatto pertanto l’algoritmo deve individuare la barra rilevante tra quelle colpite.
Per far questo si sfrutta la geometria del problema. Difatti la direzione ed il verso di impatto
del positrone sul TC è definita e nel caso di urti multipli su barre consecutive solo la prima
barra lungo la direzione di volo del positrone è rilevante. Una esemplificazione di un evento con
urti multipli è mostrato in Figura 3.18. È ricostruita una parola a 8 bit gli indici delle barre
da un positrone in un Positron Direction
Slab 1
Slab 2Slab 3Slab 4Slab 5
Slab 6
evento a molti urti.
Bacchette colpite
evento a molti urti.
Positron Direction
Slab 1
Slab 2Slab 3Slab 4Slab 5
Slab 6
Bacchetta di impatto ricostruita
dall’algoritmo in caso di
Figura 3.18: Riassunto grafico dell’effetto di SLAB HITTED FINDER su di un evento ad urto multiplo.
urtate, ordinati secondo la traiettoria del positrone. Questo dato viene quindi inviato ad una
LUT che ha il compito di cancellare le occorrenze consecutive e restituire gli indici e le relative
molteplicità. Gli indici di barra e le rispettive molteplicità sono passati, assieme ai tempi e le
z calcolate ad un modulo che invia al più due indici di barra agli stadi successivi di analisi,
sopprimendo i casi di più di due urti di positroni contemporanei sul TC entro 10 ns. Questa





Nel sistema di Trigger, i segnali analogici provenienti dai rivelatori, vengono ricevuti dalla
scheda Type1. Il circuito stampato della scheda Type1, è stata realizzato nello standard VME
a 6 unità, ed è formato da 10 piani di materiale conduttore intervallato da materiale isolante.
I componenti sono stati posizionati in modo da ottimizzare sia il tempo di trasmissione da un
componente all’altro sia per ridurrre al minimo gli sfasamenti temporali dei segnali distribuiti
dal generatore di clock. Il routing della scheda (figura 4.1), effettuato anche da me, è stato
realizzato tenendo conto di vari fattori:
1. La distanza minima tra le piste è di 5 mils per facilitare la realizzazione.
2. Minimizzazione di variazione della sezione delle piste per evitare disadattamenti di impe-
denza.
3. Gli angoli che formavano le linee dovevano essere maggiori di 90 gradi.
4. La lunghezza delle piste, relative a componenenti uguali come le connessioni tra serializ-
zatori ed FPGA o FADCs ed FPGA, doveva essere uguale per mantenere la differenza dei
tempi di percorrenza inferiore a 0.5 ns.
Tutto ciò è stato progettato tenendo conto della velocità di propagazione dei segnali data dalla
geometria dei conduttori e dalla costante dielettrica dell’isolante. Il compito della scheda Type1
78 L’IMPLEMENTAZIONE ELETTRONICA DEL TRIGGER
Figura 4.1: PCB e routing della scheda Type1
è quello di digitalizzare ed elaborare i segnali provenienti dai rivelatori ed inviarli quindi alla
successiva scheda attraverso l’utilizzazione di diversi circuiti integrati presenti sulla Type1. Ogni
scheda Type1 è in grado di trattare 16 segnali analogici. Questi segnali, sia single-ended che
differenziali, vengono dapprima inviati a schedine dette schedine di Front-End ognuna delle
quali monta un convertitore AD8138 [19] che li converte in segnali differenziali per la successiva
digitalizzazione dei FADCs. Le schede di Front-End, inoltre, disaccoppiano capacitativamente
i segnali e controllano il valore del piedistallo per mezzo di DAC AD5300 [20] così è possibile
sfruttare completamente l’intervallo dinamico dei FADCs. I segnali vengono, quindi, campionati
da parte di 8 FADCs AD9218 [21]. I segnali così digitalizzati sono analizzati per mezzo di
FPGAs. Inoltre sulla scheda Type1 sono presenti due serializzatori LVDS DS90CR481 che
hanno un rate di trasferimento pari a 4.8 Gbit/s. Altro componente fondamentale della scheda
Type1 è il CPLD Xilinx XC2C384 [22] che gestisce l’interfaccia VME ed effettua le seguenti
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operazioni:
1. Configurazione dell’FPGA.
2. Inizializzazione del Roboclock.
3. Lettura e scrittura delle memorie e dei registri dell’FPGA.
Lo spazio di memoria dell’ FPGA può essere acceduto anche tramite indirizzamento VME a 32
bit di cui i primi 8 bit sono riservati a distinguere le varie schede Type1, facilmente modificabili
da due selettori manuali esadecimali presenti su ogni scheda. L’alimentazione ai componenti
viene fornito da un banco di alimentazione, situato nella parte alta, che fornisce tensioni di 3.3
V per le connessioni a basso voltaggio TTL, 2.5 V per le connessioni LVDS sull’FPGA stesso,
1.8 V per alimentare l’FPGA e 1.5 V per il core dell’FPGA. Sei LED, posti sulla parte frontale
alta della scheda Type1, monitorizzano lo stato di funzionamento di ogni singola scheda. Nella
figura 4.2 viene riportata la fotografia della scheda Type1.
Figura 4.2: Scheda Type1
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Figura 4.3: PCB e routing della scheda Type2
Figura 4.4: Scheda Type2
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4.2 Scheda Type2
Le informazioni provenienti dalle Type1 vengono ricevute ed elaborate da schede denominate
Type2 le quali hanno il compito di applicare i criteri di selezione e generare quindi il segnale
TRIGGER per il sistema di Trigger stesso e per l’acquisizione dei dati. La Type2, figura 4.4,
ha delle dimensioni maggiori rispetto alla scheda Type1 infatti è stata realizzata nello standard
VME 9 unità e questo per permettere l’alloggiamento di 9 connnettori sulla parte frontale per
la ricezione dei dati. Il PCB della scheda è realizzato da 12 piani di materiale semiconduttore,
intervallato da materiale isolante, sui quali sono state incise le piste. La progettazione della
scheda ed il routing delle piste sono stati realizzati tenendo conto delle caratteristiche utilizzate
per il PCB della scheda Type1; ad esempio per le piste che dai ricevitori arrivano all’FPGA è
stato tenuto conto che il ritardo relativo dei segnali sulle piste fosse inferiore a 100 psec e che
le impedenze differenziali delle piste fossero di 100 Ω. Su ogni Type2 ci sono 9 connettori in
standard LVDS con altrettanti deserializzatori LVDS DS90CR482 [23] a 48 bit con un rate di
trasferimento dati di 4.8 Gbit/s per ognuno dei ricevitori. Nella figura 4.3 è rappresentato il
PCB della scheda Type2. Il nucleo della scheda è l’FPGA Xilinx VIRTEX-II PRO XC2VP40
[24] [25] che memorizza ed elabora i dati provienti dai deserializzatori. Nel caso di Type2
intermedie dell’albero di trigger 3.3 nella parte posteriore della scheda vi sono 2 serializzatori
LVDS DS90CR481 [23] per i dati provenienti dall’FPGA. Il CPLD Xilinx XC2C384 [22] e
il Roboclock CYB994V [26], analogamente alle schede Type1, gestiscono l’interfaccia VME.
Inoltre analogamente alle Type1 vi è la possibilità di definire gli 8 bit più significativi della
parola a 32 bit di indirizzamento attraverso 2 selettori manuali esadecimali. La presenza di
6 LED sulla parte frontale serve a fornire una visualizzazione visiva immediata dello stato di
funzionamento della scheda. Per l’alimentazione della scheda c’è un banco di tensioni posto nella
parte alta della scheda che forniscono tensioni 3.3 V, 2.5 V, 1.8V e 1.5 V. Sulla parte posteriore
della scheda vi è un connettore in standard LVDS che ha lo scopo di fornire al sistema di
acquisizione dati (DAQ) i segnali di TRIGGER, il codice del tipo di Trigger rilasciato ed il
numero dell’evento.
4.3 Scheda Ancillary
La scheda Ancillary figure 4.5 e 4.6 riceve in ingresso i segnali di TRIGGER e di START
dalla scheda Type2 finale dell’albero di trigger (vedi 3.3 ) ed il segnale di sincronizzazione da
un registro VME e distribuisce il segnale CLK al DAQ e al sistema di Trigger. Al fine di
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Figura 4.5: PCB della scheda Ancillary
Figura 4.6: Scheda Ancillary
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moltiplicare i segnali di controllo del Trigger vi è una connesione di tipo ’master-slave’ tra una
scheda Ancillary ed altre schede simili. Ogni scheda Ancillary produce 16 copie del segnale e
genera 20 copie del segnale CLK a 20.00 MHz per il DAQ su due connettori. Le copie del segnale
CLK sono prodotte con fan-out LVDS MAX9153 [27] che aggiungono un ’jitter’ di soli 13 ps
picco picco sulle 10 uscite mantenedo lo ’skew’ tra le uscite inferiore a 60 ps picco picco. Le copie
del segnale CLK a 20.00 MHz sono distribuite a tutti i campionatori DRS del DAQ. La scheda
Ancillary è realizzata nello standard VME a 9 unità ed è composta di 6 strati di materiale
conduttore. Il componente fondamentale presente sulla scheda è un oscillatore, che produce
il segnale CLK, del tipo SARONIX SEL3935 a 19.44 MHz. La scelta di questo oscillatore è
fondamentale per le misure temporali dell’esperimento, infatti vi è un jitter massimo di 30 ps
su un intervallo di 100000 cicli con una variazione massima di 100 ppm della frequenza [28].
Sulla scheda Ancillary è montato un CPLD per l’interfacciamento con il VME. Analogamente
alle schede Type1 e Type2 due selettori esadecimali gestiscono l’indirizzamento dell’Ancillary.
La tensione è fornita da un banco di alimentazione che fornisce tensioni di 3.3 V, 1.8 V e ’3.3 V
filtrato’, che serve per l’alimentazione dell’oscillatore SARONIX, con un regolatore di tensione
reg 104-33 [29] stabile al 2%.
4.4 Connessioni elettroniche
4.4.1 LVDS
Il sistema di trigger, dell’esperimento MEG, utilizza lo standard di trasmissione ‘Low Voltage
Differential Signaling’ per la trasmissione dei segnali di controllo, di clock e dei dati tra le varie
schede. Il ‘Low Voltage Differential Signaling’ (LVDS) è una tecnologia che permette elevate
velocità di trasmissione dati con coppia di conduttori in rame. Infatti i tassi di trasmissione
dati possono variare da 100 Mbps fino a 2 Gbps e al contempo il consumo di potenza rimane
significativamente basso rispetto alle altre tecnologie concorrenti. Si hanno, cioè, i seguenti
vantaggi :
• Compatibilità di alimentazione elettrica a bassa tensione.
• Bassa generazione di rumore.
• Alta reiezione di Rumore.
• Robusta trasmissione dei segnali.
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L’LVDS è differenziale cioè usa due segnali trasmessi su altrettante linee per inviare l’infor-
mazione.
I vantaggi dell’approccio differenziale, appena elencati, sono motivati dal fatto che se il rumore
è accoppiato sui due fili come modo comune (il rumore appare ugualmente su ambo le linee)
esso è in gran parte cancellato dai ricevitori che rispondono solo alla differenza tra i due seg-
nali. Inoltre i segnali differenziali tendono anche ad irradiare meno rumore rispetto a quanto ne
irradia un segnale single-ended, a causa della cancellazione dei campi magnetici. Le tecnologie
differenziali come LVDS, inoltre, riducendo il rumore possono far uso di oscillazioni (swing) di
tensione meno ampi. Questo vantaggio è cruciale, perchè è impossibile elevare i datarate (tasso
di trasmissione dati) e abbassare il consumo di potenza senza limitare lo swing di tensione. Uno
swing ristretto implica, infatti, che i dati possono commutare più velocemente. All’interno delle
schede la configurazione LVDS che viene utilizzata è quella detta in gergo ’POINT TO POINT’,
cioè un trasmettitore collegato ad un solo ricevitore. Questa configurazione prevede l’utilizzo
di una terminazione di 100Ω sui ricevitori per evitare il fenomeno della riflessione dei segnali.
L’LVDS, oltre i vantaggi esposti in precedenza, contribuisce a ridurre gli effetti di crosstalk,
come illustrerò nel capitolo successivo.
4.4.2 Cablaggio tra Calorimetro e schede Type1
Le informazioni per ricostruire la direzione ed il tempo di volo dei fotoni vengono estratte
dai segnali provenienti dai PMT sulla faccia frontale; mentre i segnali provenienti dai PMT
delle faccie laterali vengono utilizzati solo per l’estimatore dell’energia rilasciata. L’estimatore
dell’energia è ottenuto facendo la somma dei segnali digitalizzati dei PMT. Per questo se si
opera la somma analogica di alcuni segnali di PMT delle facce laterali la risoluzione in energia
del sistema non è influenzata. La somma analogica dei segnali di 4 PMT è operata dal sistema di
’SPLITTER’ attivi che distribuiscono i segnali al sistema di Trigger ed al sistema di acquisizione.
Così si riesce a ridurre il numero di canali da elaborare da 848 a 371 contenendo così i costi del
sistema e rispettando così anche il tempo di latenza del trigger entro 400 nsec; mentre i restanti
PMT compresi quelli delle facce laterali si utilizzano solo per lo stimatore dell’energia rilasciata.
Quindi non si ha perdita di informazione se i PMT delle facce laterali vengono letti facendo la
somma analogica di quattro di essi. Gli eventi di particella α (vedi sezione 1.6.4) hanno lo scopo
di fornire la calibrazione delle efficienze quantiche dei fotomoltiplicatori del calorimetro. Per la
selezione di eventi α è necessario utilizzare l’informazione dei fotomoltiplicatori posti attorno
ai fili delle sorgenti α proveniente dalle facce laterali del calorimetro. Pertanto, per ottimizzare
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queste informazioni, è stato elaborato un’opportuno cablaggio tra i fotomoltiplicatori e le schede
del Trigger. Nella figura 4.7 viene rappresentata questo tipo di cablatura per le facce laterali del
Figura 4.7: Cablaggio delle facce laterali e frontali del calorimetro. Le stelle indicano la posizione di ancoraggio
dei fili dove i 16 PMT che circondano tali fili servono a generare i trigger delle α.
calorimetro dove ogni coppia di numeri identifica un fotomoltiplicatore; in rosso viene indicato
il canale di ingresso sulla scheda di ’SPLITTER’ mentre la numerazione di colore nero indica la
posizione assoluta dei PMT nel calorimetro. La linea tratteggiata spessa circonda aree di colore
differente in cui i PMT appartenenti alla stessa area vengono elaborati dalla stessa scheda di
’SPLITTER’. La linea tratteggiata sottile rappresenta gruppi di 4 fotomoltiplicatori i cui segnali
sono sommati ed inviati ad un singolo ingresso del sistema di Trigger. Mentre le stelle servono
ad indicare la posizione di ancoraggio dei fili dove i 16 PMT che circondano tali fili servono a
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generare i trigger delle α.
4.4.3 Interfaccia tra sistema di Trigger e DAQ
Figura 4.8: Schema di connessione Trigger, DAQ e controllo
Tramite un connettore a 32 poli, situato sulla scheda Type2 finale, il sistema di Trigger gestisce
tre segnali di controllo per pilotare il DAQ cioè:
• il codice identificativo dell’evento selezionato;
• il numero d’ordine dell’evento, fornito dal contatore di eventi;
• il segnale di Trigger.
Il codice identificativo dell’evento selezionato viene utilizzato dal DAQ per differenziare gli
algoritmi in funzione dell’evento. In questo modo è anche possibile velocizzare l’operazione di
trasferimento dati. Infatti i dati non rilevanti non vengono trasferiti su memorie esterne come,
ad esempio, i dati dello spettrometro magnetico di evento α nel calorimetro. La digitalizzazione
dei dati dell’esperimento è effettuata dai DRS che sono situati in 5 crate VME. I dati vengono
trasferiti in parallelo sui 5 crate ognuno dei quali è interfacciato ad un calcolatore. Il numero
d’ordine dell’evento, fornito dal contatore di eventi, è utilizzato per associare i segmenti di dati
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allo stesso evento. Il DAQ comunica con il sistema di trigger attraverso la scheda Type2 finale.
In particolare il segnale EXBUSY è utilizzato dal DAQ a comunicare al sistema di Trigger la
capacità di accettare nuovi eventi. Il segnale FOSTA viene utilizzato per forzare l’avvio della
selezione degli eventi da parte del sistema di Trigger. Il segnale INBUSY, presente sul sistema
di Trigger, quando è alto caratterizza la fase di accesso in lettura o in scrittura delle schede del
sistema inibendo contemporaneamente l’acquisizione dei dati da parte del DAQ. Nella figura
4.8 è schematizzata la connessione tra il sistema DAQ, il trigger ed il sistema di elaborazione
dati.
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Capitolo 5
TEST DEL SISTEMA DI TRIGGER
5.1 Test delle schede Type1
Ogni scheda Type1 prima di essere montata nell’apparato sperimentale al P.S.I. è stata sot-
toposta ad una procedura di verifica molto accurata, alla quale ho contribuito personalmente,
onde individuare difetti o malfunzionamenti dovuti ad errori di montaggio o di fabbricazione
dei componenti integrati. Il protocollo di validazione delle schede si suddivideva in due fasi; la
prima fase consisteva nella verifica dell’Hardware mentre la seconda riguardava la verifica del
‘firmware’. La sequenza di operazioni che sono state effettuate per il test dell’Hardware della
scheda Type1 sono le seguenti:
1. Controllo visivo del montaggio della scheda e verifica del montaggio di tutti i componenti;
2. assegnazione del serial number della scheda;
3. controllo delle alimentazioni, montaggio fusibile e del Jumper del clock;
4. montaggio delle schedine di Front-End e saldatura Jumper per il selettore del range dei
FADC;
5. posizionamento degli switch di programmazione e di indirizzamento del Base-Address;
6. programmazione del CPLD attraverso il JTAG;
7. inserimento nel crate VME accensione del crate e misura delle correnti;
8. connessione con la scheda Ancillary ed eventuale modifica del Jumper del clock;
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Se il test Hardware dava esito positivo si passava alla seconda fase di verifica della scheda. Si
è, inizialmente, sviluppato un programma che attraverso una scheda di interfaccia VME, SIS
3100, presente in un calcolatore permetteva di eseguire la seguente procedura di test:
1. Programmazione della EE-PROM attraverso VME;
2. verifica del funzionamento dei LED;
3. configurazione del moltiplicatore di frequenza sincrono e controllo in alcuni punti della
correttezza dei segnali di ‘clock’;
4. scrittura e rilettura di tutte le memorie cicliche e di tuti i registri;
5. verifica del funzionamento del registro 0 e dei segnali esterni ;
6. controllo del DAC;
7. verifica dei segnali analogici e delle connessioni tra Front-End, FADC e FPGA;
8. test di funzionamento dei serializzatori LVDS.
5.1.1 Test delle schedine di Front-End
La procedura di test delle schedine di Front-End, montate sulla Type1, era suddivisa in due fasi.
Nella prima fase vi era un controllo visivo al microscopio per verificare l’integrità delle stesse e
dei componenti saldati. Nella seconda fase, per studiare la risposta in frequenza, è stato eseguito
il test delle schedine stesse generando delle forme d’onda con un impulsatore Tektronix che sono
state, quindi, acquisite dalla scheda Type1. Utilizzando una sonda differenziale Tektronix P6248
(banda passante a 1.5 GHz) connessa ad un oscillografo Tektronix TDS3034 con banda passante
di 300 MHz, più che sufficiente per i nostri scopi, si è, così, passati a verificare la risposta in
frequenza delle schedine di Front-End. Secondo il criterio di Nyquist [38], in un sistema di
digitalizzazione di segnali analogici la componente con la frequenza più alta dei segnali deve
essere al più pari alla metà della frequenza di campionamento. Quindi ai segnali di ingresso dei
FADCs è necessario applicare un filtro passa-basso, con frequenza di taglio inferiore a 50 Mhz.
Nella catena di acquisizione del sistema di Trigger, la funzione di trasferimento dipende sia dalla
risposta in frequenza della scheda di Splitter che dalla risposta in frequenza delle schedine di
Front-End. Le schede di Splitter si comportano come un filtro passa-basso con una frequenza
di taglio a 50 Mhz. Per misurare la risposta in frequenza delle schedine di Front-End è stato
utilizzato un segnale sinusoidale di ampiezza di 750 mV picco picco con frequenza tra 5 Khz
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e 80 Mhz; per ricavare la frequenza di taglio inferiore e superiore della catena elettronica sono
stati interpolati i punti con la forma caratteristica di un filtro passa banda. Nella figura 5.1
è riportata la risposta in frequenza delle schedine di Front-End installate sulla scheda Type1;
dalla figura si osserva una frequenza di taglio inferiore di 24 KHz ed una frequenza di taglio
superiore di 94 Mhz.
Figura 5.1: Diagramma di Bode della risposte in frequenza delle schedine di FE installate sulle schede Type1.
La frequenza di taglio inferiore è di 24 KHz quella di taglio superiore di 94 MHz
5.1.2 Linearità di campionamento dei FADCs
Il sistema di campionamento ha, tra le sue peculiarità fondamentali, quella di essere lineare
all’interno di un intervallo di ampiezza di impulso detto ’range’ dinamico. Come ulteriore
verifica del funzionamento dei FADCs abbiamo verificato questa linearità nella catena di ac-
quisizione schedine di Front-End, FADCs ed FPGA. Poichè il ’range’ dinamico dei FADCs è 1
Volt, abbiamo effettuato misure campionando impulsi di ampiezza compresa tra 100 e 800 mV.
Utilizzando un impulsatore Tektronix abbiamo inviato impulsi di forma quadrata con frequenza
1KHz e larghezza 200 ns ai 16 canali della scheda. Per generare il segnale di START abbiamo
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Figura 5.2: Risultato del test sul FADC dove è riportato il fit sul canale 9 con la retta y = A0 +A1X
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scritto un programma, chiamato T1START.c; il segnale di TRIGGER, invece è stato generato
da una scheda Ancillary, ed aveva un ritardo di 300 ns che è all’incirca il tempo di latenza
caratteristico del sistema di Trigger. Abbiamo acquisito 1000 eventi per ogni valore di altezza
di impulso e per ogni canale. Interpolando i valori massimi dei 1000 impulsi registrati è stato
ricostruito il valore medio ottenuto dai campionamenti dei FADCs per ogni insieme di misura.
Risulta che la dispersione media per ogni punto acquisito è inferiore ad un canale ADC. Nella
figura 5.2 si vede chiaramente la linearità di risposta dell’apparato. Interpolando i punti con
la retta Y = A0 + A1X si vede che il coefficiente angolare di quest’ultima è molto vicino al
rapporto tra il numero di canali (1024) dei FADCs ed il ’range’ dinamico. Al fine di dare una
stima quantitativa della non linearità del FADCs si è misurata la non linearità differenziale e
la non linearità integrale. Ne è risultato una non linearità differenziale dell’ 1.8 % e la non
linearità integrale dell’1.8 %.
5.2 Test delle schede Type2
La procedura di verifica delle schede Type2 è analoga a quella delle schede Type1. Per ogni
singola scheda Type2 la verifica è suddivisa in due parti. La prima parte consiste nella verifica
del funzionamento ’Hardware’ della scheda mentre la seconda parte riguarda la verifica dell’im-
plentazione del ’Software’. La procedura di verifica ’Hardware’ consisteva nei seguenti 4 punti
:
1. è stata effettuata una attenta osservazione della scheda, utilizzando anche il microscopio,
per verificare che fossero presenti tutti i componenti e che questi fossero saldati in modo
corretto;
2. sono state misurate le impedenze sui banchi di alimentazione per verificare o meno la
presenza di eventuali corto circuiti;
3. sono state misurate le tensioni di alimentazione;
4. è stato programmato il CPLD .
Dopo che la scheda Type2 aveva superato positivamente la fase di verifica ’Hardware’ si è passati
alla fase di verifica ’Software’. Per la verifica del funzionamento del ’Software’ è stato prima
scritto un programma in C che simulava gli ingressi per i seguenti eventi:
• decadimento µ+ → e+γ;
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• il segnale di calibrazione con LED;
• il segnale di calibrazione sul calorimetro ausiliario π0 → γγ
È stato, inoltre, scritto un programma C che permetteva l’interfacciamento con la scheda, il
programma eseguiva le seguenti 6 operazioni:
1. programmazione dell’FPGA attraverso il VME;
2. configurazione del moltiplicatore di frequenza sincrono;
3. verifica della trasmissione dei dati;
4. acquisizione di forme d’onda;
5. scrittura e rilettura delle memorie cicliche;
6. verifica dell’interfaccia con la scheda Ancillary.
Una volta che la scheda Type2 aveva superato con esito positivo sia il test ’Hardware’ che
’Software’ è stata classificata, per avere così una catalogazione in un archivio delle caratteristiche
particolari di ogni scheda riportando tutti i risultati dei test, assegnandoli un numero di serie
per identificarla.
5.3 Misura dei segnali indotti
La fase successiva del test è stato lo studio della conservazione delle caratteristiche dei segnali
che si propagano dai rivelatori all’elettronica di Front-End. Una delle possibili cause che possono
alterare tali caratteristiche è dovuta alla mutua induzione dei segnali sulle linee di trasmissione
adiacenti; fenomeno che prende il nome di ’crosstalk’. Questo è un fattore molto importante
nell’esperimento MEG dove i fotoni da 52.8 MeV, che investono il calorimetro, generano segnali
sui PMTs da pochi mV fino a ≈ 3V . Molti segnali da pochi mV possono contribuire in maniera
significativa (≈ 10%) alla carica raccolta dai PMTs del calorimetro. Con questi intervalli di
ampiezza anche piccoli effetti di ’crosstalk’ possono indurre variazioni dell’ampiezza d’impulso
tali da alterare significativamente le elaborazioni dei segnali da parte delle schede Type1.
Il sistema di Trigger riceve i segnali dai rivelatori attraverso un sistema attivo, di duplicazione,
costituito da schede denominate ’Splitter’. La ricezione dei segnali sulle schede di ’Splitter’
avviene attraverso un connettore 3M a 64 poli. Nella figura 5.3 è rappresentato lo schema di
connessione tra i rivelatori e la scheda di Splitter dove, al fine di ridurre l’effetto di mutua
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Figura 5.3: Connessione dei segnali tra i rivelatori e la scheda di Splitter: vi è alternanza tra linee che
trasportano segnali e linee che non trasportano i segnali per ridurre l’effetto di mutua induzione.
induzione, sono stati alternati cavi che trasportano segnali con cavi che non trasportano alcun
segnale. I segnali ricevuti dalle schede di Splitter e provenienti dai rivelatori sono poi inviati
alle schede Type1 attraverso cavi di tipo ’twisted pair’ lunghi 2m su cui sono distribuiti simul-
taneamente 16 canali. Sono state effettuate misurazioni per i contributi dovuti al ’crosstalk’ sia
per i cavi dai rivelatori alle schede di Splitter che per i cavi dalle schede di Splitter alle schede
Type1.
Per effettuare le misurazioni dell’effetto di ’crosstalk’ abbiamo utilizzato una sonda differenziale
Tektronix P6248 con banda passante a 1.5 GHz i cui valori venivano letti su un’oscillografo
modello Tektronix TDS 3034 con banda passante di 300 Mhz. La misurazione del ’crosstalk’
per i cavi dai rivelatori alle schede di Splitter è stata effettuata utilizzando un cavo di ’twisted
pair’ di lunghezza 3 metri simile a quelli che verranno utilizzati in esperimento. Sono stati
iniettati segnali sinusoidali di frequenza e ampiezza variabile su una linea di trasmissione e sono
stati misurati i segnali indotti nei cavi adiacenti variando la configurazione del cavo, cioè, sia
cambiando la disposizione geometrica tra completamente arrotolato a completamente svolto,
sia variando il valore di impedenza per le terminazioni delle linee di trasmissione contigue alle
linee di propagazione del segnale. È stata inizialmente verificata la variazione di induzione tra le
linee adiacenti variando la disposizione geometrica del cavo. Definendo con ’first pair’ la coppia
dove era iniettato il segnale con ’second pair’ quella immediatamente adiacente e con ’third pair’
quella ancora successiva, abbiamo inviato un segnale sinusoidale a 50 MHz sulla ’first pair’, sia
col cavo completamente arrotolato che completamene svolto, ed abbiamo misurato l’induzione
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Figura 5.4: Ampiezza di impulso dei segnali indotti sulla ’third pair’: in nero la distribuzione a cavo
completamente svolto mentre in rosso il valore centrale a cavo arrotolato.
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Figura 5.5: ’Crosstalk’ indotto per frequenza pari a 50 Mhz al variare dell’ampiezza dell’impulso
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Figura 5.6: Andamento del segnale indotto al variare della frequenza e delle configurazioni: i valori in nero
si riferiscono al ’crosstalk’ sulla ’third pair’ quando sulla second pair’ è stata inserita una terminazione da 120
Ohm in uscita mentre è lasciata sconnessa in entrata, i valori in rosso si riferiscono alla configurazione in cui
sulla ’second pair’ è stata inserita anche in entrata una terminazione da 120 Ohm, i valori in verde sono stati
ottenuti applicando uno schermatura, di carta stagnola, al cavo.
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Figura 5.7: Cross-Talk tra canali non adiacenti per la catena di acquisizione Splitter-Type1
Figura 5.8: Cross-Talk per canali adiacenti per la catena di acquisizione Splitter-Type1
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sulla ’third pair’. Osservando i risultati che sono riportati nella figura 5.4 si vede chiaramente
che gli effetti di ’crosstalk’ presenti sono molto minori nel cavo completamente steso rispetto a
quelli del cavo completamente arrotolato.
Abbiamo, quindi, effettuato le successive misure utilizzando la disposizione del cavo completa-
mente steso e osservato come variava il ’crosstalk’ inviando un segnale sinusoidale fissando la
frequenza a 50 MHz e variando soltanto l’ampiezza del segnale. Il risultato è riportato nella
figura 5.5 dove è riportata la percentuale di segnale indotto, in funzione dell’ampiezza nominale
del segnale di ingresso, nella ’second pair’ e nella ’third pair’. Si osserva chiaramente che il
rapporto tra segnale reale e segnale indotto non dipende dall’ampiezza del primo.
Si è quindi misurata la dipendenza del ’crosstalk’ dalla forma d’onda del segnale d’ingresso, in-
fatti, abbiamo iniettato un segnale sulla ’first pair’ di ampiezza fissata e pari a 800 mV facendo
variare la frequenza tra valori di 0.5 MHz a 80 MHz che era la frequenza massima del generatore
di forme d’onda coprendo così tutta la banda passante della catena di acquisizione del sistema
di Trigger limitata a 50 MHz.
Abbiamo quindi applicato uno schermo di carta stagnola al cavo e quindi ripetuto la misura
modificando le terminazioni sulla ’second pair’ i risultati sono visibili nella figura 5.6; i valori in
nero si riferiscono al ’crosstalk’ sulla ’third pair’ quando sulla ’second pair’ è stata inserita una
terminazione da 120 Ohm in uscita mentre è lasciata sconnessa in entrata, mentre i valori in
rosso si riferiscono alla configurazione in cui sulla ’second pair’ è stata inserita anche in entrata
una terminazione da 120 Ohm, in verde ci sono invece i valori ottenuti avvolgendo il cavo con
della carta stagnola. Ciò che è chiaramente visibile è che il rapporto tra segnale iniettato e
segnale indotto aumenta con la frequenza del segnale iniettato. Altra caratteristica evidente è
che le modifiche delle terminazioni della ’second pair’ influenzano molto poco il segnale sulla
’third pair’ mentre la schermatura con la carta stagnola limita l’effetto di ’crosstalk’ a valori
inferiori allo 0.6 %. Il valore misurato per il ’crosstalk’ è quindi compatibile con le esigenze del
sistema di Trigger in quanto inferiore all’1 %.
In maniera analoga si è proceduto alla stima del ’crosstalk’ indotto dalla catena elettronica
scheda di Splitter scheda Type1. Sono stati inviati segnali provenienti da un PMT immerso
in Xenon liquido nella ‘Test Facility’ del laboratorio di MEG di Pisa. La ‘Test Facility’ è una
piccola postazione che consente la misura, alla temperatura dello Xe liquido (−1070 C) , di
guadagni ed efficienze quantiche di un solo fotomoltiplicatore per volta [30]. I segnali passavano
attraverso un cavo lungo 2m. Sono stati così acquisiti circa 1500 eventi tra eventi indotti da
LED e µ cosmici. Il ’crosstalk’ è stato analizzato basandosi sui segnali campionati dai FADCs
della scheda Type1. Nella figura 5.7 è riportato il ’crosstalk’ tra canali non adiacenti per la
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catena Splitter-Type1 mentre nella figura 5.8 è riportato il ’crosstalk’ tra canali adiacenti sem-
pre per la stessa catena. Ne risulta un ’crosstalk’ su canale adiacente pari a 0.86 % inferiore
quindi all’1 % che sono i requisiti per la catena di acquisizione.
5.4 Misura del tempo morto di acquisizione
Dopo la generazione di un segnale di TRIGGER, si ha il trasferimento su disco, attraverso
l’interfaccia VME, delle forme d’onda registrate nelle memorie. Quindi vi è una limitazione al
tempo massimo di acquisizione dei dati che dipende dalla velocità di lettura delle memorie.
Il contenuto delle memorie, per ogni scheda Type1, è di 18 KBytes di cui 16 KBytes per
le memorie di ingresso e 2 KBytes per le memorie che servono alla registrazione dell’uscita
dell’algoritmo. Il tempo morto per l’operazione di ’read-out’, con il normale protocollo ‘Block
Transfer’ del VME, risulta di 1 ms. Poichè un crate VME può contenere al massimo 20 schede
Type1, e dato che il trasferimento di schede inserite nello stesso crate VME avviene in modo
seriale, si ha che il tempo complessivo per il trasferimento dati è di poco superiore a 20ms.








che risulterebbe troppo vicina alla frequenza degli eventi di segnale.
È stato pertanto implementato sul CPLD delle schede il protocollo 2eVME che permette di
eseguire un doppio trasferimento dati per ogni cilco VME. Con questo protocollo è stato aggiunto
un ulteriore fattore 2 di margine sulla velocità di trasferimento dati.
L’operazione di trasferimento dati avviene in parallelo all’operazione di memorizzazzione dei
dati campionati all’interno dei DRS del DAQ. Ogni scheda del DAQ contiene all’interno 4 DRS,
ogni DRS campiona 9 segnali a 14 bit e registra le ampiezze campionate su memorie cicliche a
1024 celle. Poichè vi è una quantità complessiva di dati da trasferire, di 74 KByte per scheda,
si ha un tempo che è 4 volte superiore a quello del sistema di Trigger. Sul sistema di lettura
del DRS è stato implementato il protocollo 2eVME con direzione del dato trasferito a 64 bits,
ottenendo quindi un miglioramento ‘teorico’ di un fattore 4 rispetto al normale trasferimento
‘Block Transfer’ del VME. Ciononostante il tempo morto di lettura di un crate VME portante
20 schede al DRS risulta superiore a 40 ms. Ne consegue che il tempo morto di acquisizione
risulta dominato dalla lettura del DRS. È attribuito in fase di sviluppo una modalità a ‘doppio
buffer’ per svincolare i tempi morti di lettura dalla fase di digitalizzazione.
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5.5 Test completo dell’elettronica di Trigger
Prima di effettuare una verifica completa dell’elettronica di Trigger è necessario avere una
latenza degli algoritmi ben definita. Questa latenza è basata sulla profondità delle memorie
di acquisizione che è la durata temporale del DRS. Infatti è il DAQ che determina i tempi in
questione campionando le forme d’onda a 2 GHz con memorie cicliche che possono contenere fino
a 1024 campionamenti che corrispondono ad una profondità temporale di 512 ns. Il DRS deve
avere a disposizione un tempo di almeno 100 ns, prima del segnale, per aver una ricostruzione
ottimale del piedistallo; questo implica che il segnale di Trigger deve essere generato non oltre
400 ns dal fronte di salita del segnale. Sono state effettuate delle simulazioni per sincronizzare
i diversi segnali per valutare la latenza nella selezione degli eventi nella scheda Type2 finale. Il
tempo totale di latenza è dovuto oltre al tempo di esecuzione degli algoritmi anche a ritardi
dovuti alla conversione analogico-digitale effettuata dai FADCs che è di circa 40 ns e alla
trasmissione del bus LVDS che è di 60 ns tra Type1 e Type2 e di 80 ns tra Type2 e Type2.
Implementando la prima versione del Firmware negli FPGAs si vede che gli eventi α sono
quelli che presentano il tempo di latenza maggiore che è di circa 440 ns. Nella tabella 5.1 sono
SEGNALE Type1 Typ2 Intermedia Type2 Finale Trasmissione FADC TOTALE
ENERGIA 8 5 5 14 6 38
ANGOLO 8 5 5 14 6 38
TEMPO 13 3 5 14 6 41
α 20 3 3 14 6 44
Tabella 5.1: Latenza relativa in periodi di clock.
riportati i valori delle latenze per i principali stimatori degli algoritmi implementati nel sistema
di Trigger; la latenza relativa è riportata in periodi CLK nel caso degli stimatori dell’angolo e
del tempo viene riportata solo la latenza relativa a quello più lento. Si vede chiaramente che i
risultati ottenuti sono compatibili con i limiti imposti dal DAQ. Il funzionamento del sistema
di Trigger richiede una perfetta sincronia tra le varie schede, sia perchè il tempo è una variabile
di trigger sia per la comunicazione tra le stesse deve avvenire in modo sincrono. Sono state,
quindi, effettuate delle simulazioni sulla latenza dei segnali dovuta al tempo di elaborazione
degli algoritmi all’interno dell’FPGA. La fase successiva alla simulazione è stata la verifica del
sistema di Trigger distribuendo, a tutte le schede del sistema, un segnale CLK a 19.44 Mhz con
uno skew massimo di 100 ps. Infatti le operazioni intrinseche di ogni scheda e le operazioni di
trasmissione dati non sempre operano in fase con il segnale distribuito dalla scheda Ancillary; a
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causa dei ritardi introdotti dai dati diretti al serializzatore LVDS e dal serializzatore all’FPGA
della scheda successiva, questi ritardi possono, infatti, causare uno sfasamento della trasmissione
dei dati con il segnale CLK. Al fine di sincronizzare perfettamente lo scambio dei dati, tra le
varie schede, sono stati effettuati numerosi test agendo sul moltiplicatore di frequenza sincrono
(Roboclock) sfasando in modo opportuno il segnale CLK ripetto al segnale di ingresso. In
particolare è stata eseguita la seguente procedura per sincronizzare lo scambio di dati tra le
varie schede:
1. configurazione con trasferimento dei dati memorizzati sulle memorie di uscita caricate in
modo opportuno;
2. è stato definito lo sfasamento relativo dei dati tra CLK del trasmettitore e CLK che
controlla la scrittura delle memorie della scheda ricevitrice;
3. è stato acceso per qualche secondo il segnale RUNMODE (vedi 3.4.1);
4. sono state infine lette le memorie della scheda ricevitrice;
5. sono stati letti gli indirizzi di ‘STOP’ dalle memorie cicliche;
6. è stato confrontato il ‘Buffer’ dati di uscita delle schede Type1 con quello di ingresso delle
schede Type2;
7. è stata effettuata la misura temporale di uno stesso segnale con due schede diverse.
Così abbiamo potuto definire le fasi relative che dovevano essere applicate nel trasferimento
dei dati dalla scheda Type1 alla scheda Type2 intermedia e dalla scheda Type2 intermedia alla
scheda Type2 finale. Per effettuare il test abbiamo costruito un sistema di Trigger ridotto,
composto da 5 schede Type1, 2 schede Type2 e 2 schede Ancillary, ottenendo un’ottima sin-
cronizzazione nello scambio dei dati. La fotografia 5.9 mostra il sistema di Trigger ridotto per
l’effettuazione del test. I cavi colorati intrecciati servono per i segnali distribuiti dalla scheda
di Ancillary, mentre i cavi bianchi trasmettono i dati. Facendo la misura su milioni di trasferi-
menti, è stata stimata la probabilità di errore per trasmissione di singolo bit è inferiore a 10−10.
I tempi di latenza della trasmissione dei dati, misurati nel test, sono risultati essere 60 ns per
il trasferimento da Type1 a Type2 intermedia e 80 ns per la trasmissione da Type2 intermedia
a Type2 finale. Sono stati quindi impostati gli sfasamenti sulle schede per garantire la perfetta
sincronia nello scambio di dati e si è verificato che questa sincronia non venisse persa. I seg-
nali di START e di TRIGGER generati dalle schede Ancillary all’interno delle schede Type1 e
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Figura 5.9: Prototipo del sistema di Trigger
Type2 generano un piccolo skew che è diverso tra la scheda Type1 e la scheda Type2. Questo
sfasamento introduce un ritardo di 10 ns per generare il segnale di STOP per le schede Type2
intermedie rispetto alle altre schede del sistema di Trigger. Per correggere questo errore sono
stati utilizzati i generatori di ritardo programmabili che sono inseriti sulle schede Ancillary. La
probabilità di errore, che abbiamo stimato, è inferiore a 10−9. Lo sfasamento dei segnali CLK ed
ritardi che devono essere impostati all’interno della scheda Ancillary dipendono dal particoilare
algoritmo. Quindi una modifica della programmazione all’interno dell’FPGA implicherà una
nuova procedura di sincronizzazione.
Capitolo 6
ANALISI DEL RUN 2007 E
CONCLUSIONI
6.1 Introduzione
A settembre 2007 si è conclusa la fase di montaggio dell’esperimento. Da Settembre a Dicembre
2007 i vari rivelatori sono stati accesi e sono stati acquisiti i dati per le calibrazioni. In questa
fase sono stati controllati con i dati reali gli algoritmi di trigger, sono stati regolati i parametri
e le soglie del sistema. In poco meno di 2 mesi sono stati rilasciati tutti gli algoritmi di
trigger fino ad operare la prima acquisizione dati con trigger µ+ → e+γ dal 15 al 18 dicembre
2007. In questi 3 giorni sono stati acquisiti ≈ 1.1 ∗ 106 eventi di cui poco meno della metà
con trigger µ+ → e+γ, la parte rimanente è stata acquisita con i trigger di controllo discussi
al capitolo 3. Sono stati anche acquisiti eventi per uno studio dettagliato delle variabili di
selezione quali: rilascio di energia nello LXe, coincidenza temporale LXe-TC, selezione angolare
LXe-TC. Di seguito riporto lo studio effettuato per la ricostruzione dell’energia dai γ all’interno
del calorimetro.
6.2 Efficienza di trigger sul rilascio di energia nello Xe
La ricostruzione in tempo reale dell’energia rilasciata all’interno del calorimetro si ottiene som-
mando assieme le altezze di impulso campionate dai 376 canali del sistema di trigger connessi
ai fotomoltiplicatori del calorimetro (vedi paragrafo 3.4.7). Di questi 376 canali, 216 corrispon-
dono ai PMT della faccia frontale del calorimetro, i restanti 160 sono collegati ai PMT delle
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Figura 6.1: Spettri in energia, con la variabile, ‘LXeQSUM’, per eventi da decadimento radiativo del µ e
da annichilazione in volo dei e+. I diversi colori rappresentano le soglie imposte sui fotomoltiplicatori ed in
particolare il nero la soglia a 900 mV, il rosso la soglia di 1800 mV, il verde la soglia di 3600 mV, il blu la soglia
di 5400 mV ed il giallo la soglia di 7300 mV.
facce laterali. Ogni singolo canale viene ricalibrato all’interno degli FPGAs delle schede Type1
secondo le caratteristiche del PMT ad esso collegato, tra cui efficienza quantica e guadagno.
Inoltre su ogni singolo canale viene sottratto, in tempo reale, il valore di piedistallo, con la
procedura discussa al paragrafo 3.4.2. L’algoritmo della sottrazione del piedistallo è stato ve-
rificato su ogni singola forma d’onda. L’ efficienza quantica e il guadagno sono stati calibrati
su ogni singolo canale (vedi paragrafo 3.4.3). Ogni singola forma d’onda è moltiplicata per il
peso dato da efficienza quantica, dai guadagni e dalla densità locale dei fotomoltiplicatori. Le
376 funzioni d’onda sono quindi sommate ad ogni campionamento per tovare la funzione d’onda
totale pesata. L’estimatore dell’energia depositata all’interno del calorimetro, che chiameremo
‘LXeQSUM’, è il massimo della funzione d’onda ottenuta.
Per valutare l’efficienza della ricostruzione online ‘LXeQSUM’ nella regione di segnale sono stati
acquisiti eventi in singola , cioè è stata considerata solo la discriminazione sull’energia rilasciata
nel calorimetro, con un’intensità del fascio di 3 ∗ 107µ/sec. Gli eventi acquisiti corrispondono
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ai fotoni emessi dal decadimento radiativo del µ o dall’annichilazione in volo dei e+. In queste
condizioni sono stati acquisiti eventi con 5 distinti valori di soglia tra 900 mV fino a 7300 mV
corrispondenti ad un intervallo di energia da ≈ 10MeV fino a ≈ 40MeV. Gli spettri della ri-
costruzione di energia ‘LXeQSUM’ sono riportati in figura 6.1. Gli spettri ottenuti, come anche
quelli che saranno presentati in seguito, sono normalizzati per il tempo vivo di acquisizione,
per il fattore di prescaling usato nel trigger e per l’intensità di corrente del fascio di protoni,
integrata sulla durata del periodo di acquisizione. Nella figura 6.2 è riportata l’efficienza del-
Figura 6.2: Efficienza della ricostruzione ‘LXeQSUM’ di energia.
la ricostruzione ‘LXeQSUM’ di energia. Questa efficienza si ottiene dal rapporto tra i valori
acquisiti con le varie soglie, per esempio la curva di efficienza con soglia 3600 mV è data dal
rapporto dello spettro con soglia 3600 e quella con soglia 1800. Nel grafico le curve di efficienza
sono interpolate con la funzione, integrale di una gaussiana (error function erf), i cui parametri
p0, p1 e p2 sono rispettivamente il valore di soglia della funzione, la larghezza di soglia e l’effi-
cienza. Si nota che le efficienze sono tutte compatibili con il 100%.
La collaborazione ha sviluppato più di un algoritmo basato sulle forme d’onda raccolte nel si-
stema di trigger per stimare l’energia rilasciata nel calorimetro. Qui mi limiterò a considerare
due degli algoritmi più semplici, detti ‘Qsum2’ e ’FitCharge’. La variabile denominata Qsum2,
è una media pesata delle cariche acquisite dal sistema di trigger :






dove wi è la densità geometrica dei fototubi delle superfici sul calorimetro. Le cariche Qj sono
ottenute sommando le forme d’onda nella regione di segnale e sottraendo le forme d’onda in



















dove ∆t vale 10 nsec, il periodo di campionamento di un segnale, R = 50Ω, ‘gj ’ sono i guadagni
e le QEj sono le efficienze quantiche dei fotomoltiplicatori. Nella figura 6.3 è indicata la regione
del segnale e la regione del piedistallo che viene sottratto. La variabile denominata ‘FitCharge’
Figura 6.3: Esempio di segnale acquisito da un fotomoltiplicatore, dove in blu sono indicati l’intervallo di
segnale e l’intervallo del piedistallo.
si basa sulla somma delle funzioni d’onda acquisite dal trigger pesata per la densità geometrica
e i guadagni e le QE dei fotomoltiplicatori, la funzione d’onda così ottenuta, è simile a quella
prodotta online dal sistema di trigger. Essa è fittata con una funzione a doppio esponenziale




 A ∗ [e
−
t−t0
τ1 + b ∗ e
−
t−t0
τ2 ] + piedistallo se t > t0
piedistallo se t < t0
(6.3)
di cui si riporta un esempio in figura 6.4. Quindi per analizzare l’efficienza della selezione online
Figura 6.4: Esempio di interpolazione di una forma d’onda tramite la funzione 6.3.
prodotta sulle variabili oﬄine ‘Qsum2’ e ‘FitCharge’ abbiamo analizzato i dati acquisiti con
questi algoritmi.
In figura 6.5 sono mostrati gli spettri nelle variabili ‘Qsum2’ normalizzati secondo quanto già
detto. Sono presenti code a bassa energia principalmente da attribuire alla non esatta valu-
tazione del piedistallo nell’algoritmo oﬄine ‘Qsum2’ ed in minima misura nell’algoritmo online
‘LXeQSUM’. Da notare che ‘Qsum2’ e ‘LXeQSUM’ valutano il piedistallo con due ritardi di-
versi, relativamente al segnale. Nella figura 6.6 possiamo osservare le efficienze della selezione
online nella variabile ‘Qsum2’. Queste efficienze variano tra il 98.44 ± 1.33% per la soglia a
1800 mV fino a scendere all’ 82.72± 2.42% per la soglia di 7300 mV. La figura 6.7 rappresenta
la correlazione tra l’energia ricostruita tramite l’algoritmo ‘LXeQSUM’ e lo stimatore ‘Qsum2’.
Si nota che c’è una buona correlazione tra le due variabili. C’è però da sottolineare il fatto che
sono presenti delle code dovute alla non perfetta stima del piedistallo.
Passiamo ora ad analizzare l’efficienza ottenuta con il metodo ‘FitCharge’. Nella figura 6.8
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Figura 6.5: Ricostruzione degli spettri di energia Qsum2 utilizzando le forme d’onda del trigger. I grafici dei
vari colori rappresentano le soglie imposte sui fotomoltiplicatori ed in particolare il nero la soglia a 900 mV, il
rosso la soglia di 1800 mV, il verde la soglia di 3600 mV, il blu la soglia di 5400 mV ed il giallo la soglia di 7300
mV.
Figura 6.6: Efficienza di ricostruzione dell’energia del Qsum2 rispetto a quello LXeQSUM.
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Figura 6.7: Correlazione tra energia ricostruita ‘Online’ e Qsum2.
sono mostrati gli spettri ottenuti con il metodo ‘FitCharge’ dove i colori rappresentano le soglie
impostate sui fototubi in modo analogo al metodo ‘Qsum2’. Si può notare che ci sono dei
tagli ridotti, cioè rispetto al Qsum2, sono meno marcate le soglie a bassa energia di ogni sin-
golo spettro. Questo è dovuto alla diversa valutazione del piedistallo; il ‘FitCharge’ valuta il
piedistallo dal fit della funzione in prossimità del segnale. Osservando la figura 6.9 si nota che
l’efficienza di ricostruzione varia tra il 100.50± 1.40% per la soglia a 1800 mV ad un’efficienza
del 94.69 ± 3.24% per la soglia a 7300 mV. Infine nella figura 6.10 possiamo vedere la buona
correlazione tra la ricostruzione LXeQSUM’ e quella con il ‘FitCharge’; c’è da sottolineare che
le code sono meno marcate rispetto alla correlazione tra ‘LXeQSUM’ e ‘FitCharge’, questo è
dovuto al fit del piedistallo eseguito dal ‘FitCharge’.
Da questo studio osserviamo due punti fondamentali. Gli algoritmi oﬄine possono essere sogget-
ti ad effetti sistematici che debbono essere valutati attentamente. La selezione degli eventi
eseguita, dal sistema di trigger, con l’etimatore ‘LXeQSUM’ risulta pienamente efficiente nella
finestra di segnale Eγ > 50MeV quando si usa l’estimatore oﬄine ‘FitCharge’.
Nelle tabella 6.1 vengono riepilogate le efficienze verificate utilizzando i due metodi.
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Figura 6.8: Spettri ottenuti con il metodo FitCharge. I grafici dei vari colori rappresentano le soglie imposte
sui fotomoltiplicatori ed in particolare il nero la soglia a 900 mV, il rosso la soglia di 1800 mV, il verde la soglia
di 3600 mV, il blu la soglia di 5400 mV ed il giallo la soglia di 7300 mV.
Figura 6.9: Efficienza della ricostruzione ‘Online’ di energia con quella ricostruita dal FitCharge.
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Figura 6.10: Correlazione tra ‘LXeQSUM’ e FitCharge.
Soglia del PMT Efficienza LXeQSUM’ Efficienza ‘Qsum2’ Efficienza ‘FitCharge’
1800 mV 98.27± 1.30% 98.44± 1.33% 100.50± 1.40%
3600 mV 99.54± 1.58% 96.92± 1.59% 100.70± 1.60%
5400 mV 103.10± 1.60% 94.21± 1.72% 99.17± 3.24%
7300 mV 106.50± 2.10% 82.72± 2.42% 94.69± 3.24%
Tabella 6.1: Tabella riepilogativa dell’efficienza di ricostruzione dell’energia ‘Online’, Qsum2 e FitCharge.
6.3 Conclusioni
L’esperimento MEG si prefigge di ricercare il decadimento µ+ → e+γ, che viola la conservazione
del sapore leptonico, con una sensibilità sul rapporto di decadimento, BR=Γ(µ
+→e+γ)
Γ(µ+→X) , di 10
−13.
Il suddetto limite di sensibilità è di ben due ordini di grandezza inferiore al limite sperimentale
attuale, ottenuto dalla collaborazione MEGA. Il raggiungimento di tale obiettivo è possibile
solo utilizzando il più intenso fascio continuo di µ oggi esistente al mondo (108µ/s) e rivelatori
che abbiano risoluzioni molto spinte nella misura delle variabili cinematiche caratteristiche del
processo. L’apparato dell’esperimento MEG dovrà registrare i decadimenti di oltre 1013 muoni
in condizioni di elevato affollamento. A questo scopo è stato progettato un sistema di Trig-
ger che in tempo reale selezioni gli eventi di interesse. Il sistema di Trigger dell’esperimento
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MEG è basato sulla digitalizzazione delle forme di impulsi provenienti dai fotomoltiplicatori
e sull’analisi in tempo reale delle forme d’onda con algoritmi implementati in FPGA. Questo
approccio garantisce la selezione veloce degli eventi e lo rende flessibile ad eventuali nuove esi-
genze dell’apparato sperimentale. Il sistema utilizza due tipi di schede in uno schema ad albero:
le schede Type1 digitalizzano i segnali dei rivelatori, ne fanno una prima analisi ed inviano
i dati elaborati alle schede Type2 che ricostruiscono l’evento generando il segnale di trigger.
La selezione degli eventi di segnale è basata sulla ricostruzione dell’energia del fotone, sull’ac-
cordo delle direzioni di emissione del fotone e del positrone e sulla coincidenza temporale con
un’efficienza superiore al 90%. Non è utilizzato alcun estimatore del modulo dell’impulso del
positrone. La prima versione del Firmware è stata scritta e verificata attraverso forme d’onda
simulate, questo lavoro ha permesso di velocizzare il set-up finale in esperimento. Ha consenti-
to, inoltre, di determinare le latenze nella formazione del trigger: nel caso di eventi di segnale
l’algoritmo presenta una latenza massima di 400 ns compatibile alle esigenze del sistema di ac-
quisizione. Le 60 schede elettroniche del sistema sono state tutte controllate e validate secondo
una procedura automatizzata in grado di evidenziare difetti legati a malfunzionamenti dei cir-
cuiti integrati o errori di montaggio. È stato inoltre effettuato un test su un prototipo di albero
definendo la configurazione ottimale di lavoro. Il sistema è interamente montato presso il PSI,
laboratorio ospite dell’esperimento, dove è iniziata la prima fase presa dati nel 2007. Grazie
al suddetto lavoro di laboratorio, durante il ’RUN’ 2007, la totalità dei canali nel sistema di
trigger è risultata funzionante, come pure la sincronizzazione del sistema ha richiesto solo poche
ore di lavoro. Con i dati raccolti durante il ‘RUN’ 2007 è stata studiata l’efficienza del sistema
di trigger relativamente all’energia dei fotoni nel calorimetro. Sono stati messi appunto degli
stimatori oﬄine denominati ‘Qsum2’ e ’FitCharge’ ne è risultato che l’efficienza relativamente
allo stimatore online del sistema di trigger, ‘LXeQSUM’, è circa il 100 %.
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