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1.1 ¿De qué va tu tesis?
Esta es la pregunta que me hacen la mayoría de mis familiares y amigos; a alguno de ellos
le gustaría leerse parte de este trabajo pero, desgraciadamente, el contenido del mismo no
está al alcance de una persona ajena al mundo científico. Intentaré dar una explicación
lo suficientemente sencilla para que por lo menos puedan entender el contenido de este
trabajo. La respuesta exacta a ¡a pregunta de arriba sería: estudiaremos una semántica
de pruebas para un álgebra de procesos temporizada en la que las acciones ocultas son
urgentes. Probablemente, la mayoría de mis allegados, ante la respuesta en ruso se habrían
enterado de lo mismo, así que intentaré explicar lo que significa con palabras llanas cada
parte de dicha respuesta.
En primer lugar veamos qué es eso de un proceso, en particular un proceso concurrente.
Fijémonos en algo que se ha convertido bastante en habitual en nuestra vida: ir a un
cajero automático para sacar dinero. Cuando vamos a un cajero automático, lo primero
que hacemos es introducir la tarjeta de crédito, a continuación el cajero nos pide que
introduzcamos, a través del teclado dispuesto a tal fin, nuestro número secreto. Nosotros
(silo recordamos), obedientes lo introducimos. Si la operación anterior ha tenido éxito, el
cajero nos presenta una serie de opciones entre las que está la de sacar dinero. Después
de haber seleccionado esta opción nos pide que introduzcamos la cantidad que deseamos.
Introducimos la cantidad, y al cabo de un rato (y si tenemos fondos suficientes y dispone
de efectivo) el cajero nos da el dinero. ¿Qué ha ocurrido durante intervalo de tiempo? El
cajero se ha puesto en comunicación con la computadora que tiene registrados nuestros
datos, le ha preguntado si tenía fondos suficientes, etc.... En este ejemplo podemos observar
no menos de tres procesos actuando de un modo concurrente: la persona que va a sacar el
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dinero, el cajero y la computadora que tiene los datos. Estos tres procesos concurrentes han
interactuado entre ellos intercambiándose información: el número secreto (entre la persona
y el cajero) y la confirmación de fóndos suficientes (entre el cajero y la computadora).
Por su parte, en álgebra, en particular un álgebra de procesos, es un lenguaje ma- J
temático con el que se pueden representar los procesos concurrentes de una manera
simbólica. Las comunicaciones entre los procesos se representan mediante lo que llamamos
acczones. Tales acciones pueden ser visibles o invisibles dependiendo del observador de que
se trate. Por ejemplo, si hay una persona en el exterior esperando a que acabemos, ésta
no puede ver el número secreto (¡más vale!) ni la cantidad de dinero. Para dicha persona
esas comunicaciones son ocultas; sin embargo para nosotros que estamos sacando dinero,
esas acciones son visibles. En principio, un álgebra de procesos es un ente totalmente J
sintáctico; permite construir frases por medio de un alfabeto y unas reglas sintácticas
muy concretas. Dichas reglas sintácticas son esencialmente del mismo estilo que las reglas
con las que construimos las oraciones del lenguaje natural, aunque (curiosamente) mucho
más sencillas. Si nos quedamos puramente en la sintaxis, el lenguaje que utilizamos todos
los días no sirve para nada. Ahora bien, cada frase que utilizamos tiene (al menos) un
significado: si tenemos dos frases distintas podemos saber si quieren decir lo mismo, si tie-
nen el mismo significado. Lo mismo hacemos con nuestro lenguaje matemático: dotamos
a cada término construido con nuestras reglas de un significado concreto. La semántica
es una función que asocia a cada término sintáctico un significado, que indica las acciones J
que puede realizar un proceso en cada momento. Uno de los tipos de semántica que se
utiliza habitualmente para las álgebras de procesos es el que utilizaremos especialmente Ja lo largo del trabajo: la semántica de pruebas. En grandes líneas, esta semántica dice
que dos procesos son iguales, si se comportan de la misma manera cuando interactúan con
cualquier otro entorno que no es otra cosa que otro proceso. 4
Las álgebras de procesos, y sus semánticas, han sido ampliamente estudiadas desde los
años 80. Los ejemplos más típicos los constituyen el modelo COS de R. Milner [Mil89] 4
y CSP de C. A. 11. Hoare [Hoa85]. A lo largo de los años se han ido descubriendo
algunas carencias de las álgebras de procesos originales. Una de ellas es que no permiten
representar de manera adecuada el tiempo, entendido en su faceta cuantitativa. Para
algunos sistemas no es suficiente saber que una comunicación se realizará, si no que es 4
necesario saber cuándo tal cosa sucederá. Para suplir esta carencia surgen las álgebras de
procesos temporizadas. A lo largo de estos últimos años han surgido diversas propuestas
para definir tales álgebras. El presente trabajo supone un paso más en esta dirección. Las





• Está basado una semántica de pruebas.
• Las acciones ocultas son urgentes, lo que significa que si una de estas acciones se
puede realizar en un determinado instante, no puede pasar más tiempo a menos que
la acción se realice, o deje de poder realizarse debido a la ejecución de otra acción
posible.
Espero que con esta breve introducción, una persona no iniciada pueda tener una
ligera idea del contenido del presente trabajo. Las páginas que vienen a continuación
están cargadas de formalismos matemáticos, de manera que no serán comprensibles para
el público general, así que aprovecho la ocasión para agradecer a todos ellos el interés
que han puesto en mi trabajo. Para los valientes que prosigan con la lectura, haremos
una breve descripción de lo que se van a encontrar a partir de este momento. En primer
lugar, en este mismo capitulo repasaremos algunos de los resultados básicos sobre álgebras
de procesos. A continuación, en el capitulo 2 introduciremos conceptos y definiciones
básicas que usaremos a lo largo del trabajo. En el capítulo 3 presentaremos un álgebra de
procesos básica pero suficientemente expresiva, la dotaremos de una semántica de pruebas
y, debido a la complejidad que suelen tener este tipo de semánticas, daremos la obligada
caracterización operacional. Después, en el capítulo 4 daremos una semántica denotacional
de nuestro lenguaje que será completamente abstracta con respecto a la semántica de
pruebas. Esta semántica denotacional será utilizada en el capitulo 5 para generar un
conjunto de reglas y axiomas que serán correctos y completos conrespecto ala semántica de
pruebas. Una vez finalizado el estudio del lenguaje básico, veremos cómo extender nuestro
lenguaje con otros operadores característicos de un álgebra de procesos temporizada, esto
lo haremos en el capítulo 5. Con ello habremos completado el estudio de un álgebra de
procesos tipo CSP; en el capítulo 7 indicaremos cómo podrían adaptarse los resultados
obtenidos a un álgebra de procesos tipo COS.
1.2 Sintaxis
Empezamos introduciendo el mecanismo que nos va a permitir definir la sintaxis de un
álgebra de términos. En particular un álgebra de procesos será un álgebra de términos.
Para poder definir un álgebra de términos necesitamos un conjunto de operadores sintác-
ticos E, cada uno de ellos con una andad n > 0. Consideramos además un conjunto de




Definición 1.2.1 El conjunto Rec(E) de terminos recursivos sobre E viene dado por la
siguiente expresión B.N.F.:
donde op E E tiene andad u y x e X es una variable. La construcción REO r.P representa
la recursión. Denotaremos por FRec(E) el conjunto de términos finitos, que son aquéllos
en los que no interviene la recursion. J
E
Asociada a la recursión aparecen las nociones de variable libre y ligada. J
Definición 1.2.2 Sea P E Rec(E) y x E X:
• x tiene una aparición libre en P, en los siguientes casos
— P =
— P = op(Pi,. . . , 14,,) y x aparece libre en algún 14,
— P = RECy.Pi, y x aparece libre en P1 con x ~ u.
Básicamente una aparición de z en P está libre si no está bajo el ámbito de un
operador de recursión correspondiente a dicha variable. Denotaremos por Var(P) el
conjunto de variables que aparecen libres en P.
• Una aparición de r es ligada si no es libre.
• Un término es cerrado si no tiene apariciones libres de variables. Denotaremos por
CRec(E) el conjunto de términos cerrados y por FCRec(E) el conjunto de términos J
finitos cerrados.
E
Un proceso con variables libres nos permite la definición de nuevos procesos sustituyendo Jalguna (o todas) sus variables libres por otros procesos.
Definición 1.2.3 Siendo P, Q E Ree(S), P[Q/x] representa la sustitución de toda apa-
nición libre de la variable x por el término Q:
Q siP=z J
71 siP=yy x~y
P[Q/x] = op(Pi[Q/z],...,P4Q/x]) siP= op(P1,...P,,)
RECJLE¡ siP=RECJXP1





En las álgebras de procesos tenemos una serie de operadores que aparecen de una forma
u otra en todas ellas:
• Operadores de andad cero, como pueden ser un operador STOP que indica el bloqueo,
y un operador DIV que representa la divergencia.
• Se considera un conjunto de eventos £ que el proceso puede ejecutar lo cual se logra
a través del operador de prefijo de andad 1. Nosotros el prefijo lo denotaremos con
a; (evento a seguido de punto y coma).
• Operadores de elección, que clásicamente se dividen en tres grupos:
— La elección externa O, en la que los factores que intervienen en la elección son
exclusivamente externos.
— La elección interna Ii, en la que es el proceso, internamente, quien elige por qué
opción inclinarse.
— La suma + que suele corresponder con una elección mixta de las dos anteriores,
más exactamente con una generalización conjunta de ambas.
Todos estos operadores son, en principio, binarios, pero usualmente se tiene que son
asociativos y conmutativos, por lo que se pueden generalizar fácilmente a operadores
de andad arbitraria.
• Operadores derivados, como pueden ser el operador de paralelo, ocultamiento,...
1.3 Semántica
La semántica de un proceso o programa concurrente, como su propio nombre indica, nos
define su significado. Hasta aquí todo es fácil, lo realmente difícil se centra en saber
qué se entiende por el significado de un proceso. Para programas secuenciales todo el
mundo está de acuerdo en que ese significado viene dado por la relación entre la “entrada”
y la “salida” que genera el programa. Sin embargo, esta relación ya no es válida para
programas concurrentes, ya que en éstos no es el resultado final el que interesa. Es más,
muchas veces los programas concurrentes son por naturaleza no terminantes, y si terminan
es debido a una situación de error (tal es el caso, por ejemplo, de un sistema operativo).





Una primera aproximación para definir la semántica de los procesos consiste en caracterizar
de algún modo los eventos que en cada momento un proceso puede llevar a cabo. Un evento
puede verse como una comunicación entre el proceso y el entorno en el que el mismo se
encuentra (en último término el usuario que lo utiliza). Un modo de formalizar la ejecución
de dichos eventos la constituyen los sistemas de transiciones etiquetados.
Definición 1.3.1 Un sistema de transiciones etiquetado extendido es una tupía
so, L, —*, >—*> J
donde 3 es un conjunto de estados, s0 E 3, L es un alfabeto de etiquetas, —* y >—*
son las transiciones del sistema:
• —*GSxLxS. Si(s,14) E—> lodenotaremospors~L
• >—*C 3 x 3. Si (s, t) e>—> lo denotaremos por s >—* t.
E
En nuestro caso tenemos que 8 será el conjunto de términos cerrados CRec(E) y L el
conjunto de evento 8. Si tenemos P e CRec(E) su semántica operacional viene dada por
el sistema de transiciones asociado:
<CRec(E), P, E, —>, >—»
Normalmente la semántica operacional de un procesos es muy intuitiva, indicando lo que
puede hacer en cada momento. Pero por su falta de abstracción resulta poco manejable,
pues a partir de la misma resulta difícil determinar cuándo dos procesos deben considerarse J
equivalentes desde un.punto de vista razonable. Un trabajo en detalle sobre semánticas
operacionales lo podemos encontrar en [Hen9O].
1.3.2 Semántica de Pruebas
Quizás esta sea la semántica más intuitiva para un álgebra de procesos. La idea que
hay detrás es que dos procesos son iguales si interactúan de la misma manera ante cada
entorno posible. Un amplio estudio de la semántica de pruebas para un álgebra de procesos
tradicional lo podemos encontrar en [Hen88]. Para dar este tipo de semántica se introduce 2un nuevo tipo de procesos que llamaremos experimento, prueba o test. La misión de un
experimento es comprobar el comportamiento de un proceso. Se hace que interactúen
4
1. Introducción 7
el experimento (como si fuera un proceso cualquiera) y el proceso, y se observa la(s)
computación(es) que tiene(n) lugar. Esas computaciones podrán tener éxito o fracaso.
Entonces podremos definir los siguientes conceptos:
• Un proceso P pasa una prueba 2’ en sentido must si toda computación de P y 2’
tiene éxito.
• Un proceso 1’ pasa una prueba 2’ en sentido may si existe una computación de P
y 2’ que tiene éxito.
Se dirá entonces que dos procesos son equivalentes en sentido must si pasan las mismas
pruebas en sentido must. Y análogamente diremos que dos procesos son equivalentes en
sentido mag si pasan las mismas pruebas en sentido mav. En este trabajo nos centraremos
en el estudio de la semántica mnust para el álgebra que presentamos y es por ello que contra
lo que es usual la hemos mencionado en primer lugar. Utilizaremos la siguiente notación:
• 1’ 2 Q indica que toda prueba que pasa (en sentido must) el proceso P, es también
pasada por el proceso Q.
• P ~ Q indica que P y Q pasan las mismas pruebas, también en sentido must.
1.3.3 Semántica Denotacional
Bajo una semántica denotacional se asocia a cada término sintáctico un valor en un cier-
to dominio semántico V. Ello se hace de forma composicional, lo que representa una
característica fundamental de tales semánticas. Un dominio es un conjunto de objetos
matemáticos dotado de un orden =vsobre sus elementos, es decir, una relación bina-
ria que sea reflexiva, transitiva y antisimétrica, con propiedades adecuadas. Un estudio
amplio sobre semántica denotacional en general se encuentra en [5ch88].
La dificultad principal a la hora de definir la semántica es la presencia de términos
recursivos, por no adecuarse los mismos al mero tratamiento composicional. Por ello
necesitamos que dicha estructura sea adecuada, para dotarles de significado de una manera
sistemática. Ello se logra por medio de la técnica de puntos fijos. Para ello necesitamos que
los dominios órdenes parciales completos y que las funciones que traducen el significado
de cada operación sintáctica, sean continuas; todo lo cual se formaliza a continuación.
Definición 1.3.2 Siendo (271, =v)un conjunto ordenado, una cadena sobre el mismo es




Definición 1.3.3 Un conjunto ordenado (27-’, <~) es un orden parcial completo (epo ) su
verifica:
1. Tiene un elemento mínimo 1v, esto es V2: E 7?: lv =vx.
2. Toda cadena X de 7? tiene límite (cota superior mínima) Iub(X) en 7?; es decir:
VzEX: x<píub(X)
VdeV: (CÚrEX: z=vd) * d=vIub(X))
E
Proposición 1.3.4 Si 7? es un cpo , 7Y~ = D x ... x 7?, con el orden por componentes
TI
dado por (di,...,d,,) =v~(d,. .. , d,) su Vi E {1,...n} d
1 =d~, es también un cpo
Definición 1.3.5 Sean 7? y 7?’ dos cpos y 4’ : 7? —* 7?’; decimos que
1. 4’ es estricta si conserva el elemento mínimo: «Ip) = Ip’,
2. 4’ es monótona si conserva el orden parcial:
Vd1,d2 CV: (á~=nd2 ~ 4’(dj =v«di))
3. 4’ es continua si conserva los limites de las cadenas:
VX G 7? X cadena: 4’(Iub(X)) = Iub(4’(X))
EJ
Proposición 1.3.6 4’: 7?’ F—* 7?, es continua su lo es respecto de cada componente.
Proposición 1.3.7 4’ : 7? i—* 7?, es continua su
1. 4’ es monótona y,
2. Para toda cadena X C 7? se verifica 4’(Iub(X)) Cv’ Iub(4’(X)).
Teorema 1.3.8 (Punto fijo, Knaster-Tarski) Toda 4’ : 7? ~—* 7? monótona tiene un
mínimo punto fijo (f¡x(4’)) en 7?. Si además 4’ es continua, se verifica
fix(4’) = Iub{4’
TI(Iv) ¡ u E ]N}
donde para cada d e 7?, 4’0(d) = d y 4”’41(d) — 4’(4”’(d)).
EJ
1. introducción 9
Con lo visto en esta sección estamos en condiciones de definir lo que es un modelo deno-
tacional y de ver cómo se obtiene una semántica denotacional basándose en ellos.
Definición 1.3.9 Un modelo denotacional M para CRec(S) consiste en un cpo 7?M y un
conjunto {M[op]~ ¡ op E E} de operadores continuos MEoplI : 7?~ h—> 7?M
EJ
Definición 1.3.10 Siendo Ent = {pj p : Var í—* VM} el conjunto de entornos (asigna-
ciones de valores a variables), la semántica denotacional sobre Rec(E) inducida por M
viene dada por
Rec(E) h—> (Ent ~.—* VM)
definida mediante
2. ML~j~=p(x).
3. M¡RECZ.P~P = fix(Ád. Mj[P]J~[d/z]).
donde p[d/x] es idéntico a p salvo sobre x en donde vale d.
o
Hecho 1.3.11 Para términos cerrados P E
dep.
CRec(S), el valor M~P¡, es independiente
o
Por ello, en tales casos podemos prescindir
simplemente M~P¡
En particular tendremos una constante
elemento mínimo del dominio, es decir:
de las asignaciones de variables, y escribir
DIV E E de andad cero que representa el
M¡DIV~ =
El teorema de Knaster-Tarski, nos indica que el mínimo punto fijo de una función continua
viene dado por el limite de la cadena obtenida al aplicar reiteradamente la fuflción al
elemento mínimo del dominio. Aplicando esto a nuestro caso particular, tenemos que






de modo que la semántica del proceso vendrá dada por el límite de la semántica de los
procesos de la cadena. Siguiendo dicha idea definimos las aproximaciones sintácticas de
un proceso.
Definición 1.3.12 Para cada término P E Rec(E) definiremos las aproximaciones finitas
sea k e IN:
DIV sik=0J siP=.xeVar
ap(P,k) = 1 op(ap(Pi,k),...,ap(P,,,k)) siP=op(Pj,...,P,,) y k>0
1 ap(Pí, k — l)[ap(P, k)/xl siP = REO x.P1 y k > 0
o
Obviamente si P E CRec(r) entonces ap(P, k) E FCRec(E). Además tenemos que el
conjunto {M~ap(P,k)~ 1 k E ]N} forma una cadena, por lo que podemos hablar de su
mínima cota superior, verificándose
= Iub{M~ap(P,k)~ ¡ k e IN}
Buenas introducciones más profunda a la teoría de dominios pueden encontrarse por ejem-
Pío en [S090] y [Win93].
A lo largo del trabajo utilizaremos un dominio 7? sobre el que sólo tenemos definido un
preorden =v(no tiene la propiedad antisimétrica). Sin embargo, todo lo dicho anterior-
mente es igualmente válido; únicamente hay que tener en cuenta que la igualdad siempre
ha de entenderse módulo la relación de equivalencia inducida por =vdada por
2: ~,, 4~* x ~ y A y =1v£
La semántica denotacional es más manejable, desde un punto de vista matemático, que
la semántica de pruebas. Es más fácil decir si dos procesos son equivalentes trabajando
con una semántica denotacional que con una semántica de pruebas. Sin embargo tiene el
inconveniente de que es menos intuitiva. Lo que haremos nosotros es definir primero una
semántica de pruebas, tras ello una semántica denotacional, comprobando que ambas son
equivalentes. Diremos quela semántica denotacional es totalmente abstracta con respecto
a una relación de orden =(o un preorden) sobre el álgebra de procesos, si se cumple
P=Q ~ MEP1j=vMEQ~
Entonces, demostrar que la semántica de pruebas es equivalente con la semántica denota-
cional, es equivalente a probar que esta última es totalmente abstracta con respecto a la




Una vez introducidas los distintos tipos de semánticas, observamos que convendría dispo-
ner de algún mecanismo algebraico, esto es, que maneje exclusivamente términos sintác-
ticos, que permita deducir igualdades (o desigualdades) entre procesos. Para ello se pre-
sentan una serie de axiomas y reglas que permitan deducir de una manera puramente
sintáctica dichas relaciones entre los procesos. Un sistema de ecuaciones diremos que es
correcto con respecto a una semántica si toda relación deducible por aplicación del mismo
es cierta en la semántica correspondiente. Diremos que el sistema es completo con respecto
a la misma relación si toda relación semántica puede ser deducida mediante las ecuaciones.
Un buena referencia para todo lo que se refiere a álgebras ecuacionales es [MGS5].
Eventualmente podríamos cambiar el orden en el que desarrollamos el proceso, comen-
zando por dan los axiomas que nos parezcan que ha de cumplir la noción de equivalencia
(u orden) entre procesos. Es por ello que también denominamos semántica algebraica a la



















En este capitulo introduciremos una serie de conceptos y notaciones que se utilizarán a lo
largo del trabajo. El primer aspecto que vamos a decidir es el dominio temporal en el que
nos vamos a mover.
2.1 Dominio de Tiempo
Existen en la literatura dos tipos diferenciados de dominios temporales: continuos y dis-
cretos. A primera vista un dominio de tiempo continuo parece mas razonable que un
dominio de tiempo discreto. Sin embargo la introducción de un dominio de tiempo con-
tinno resulta en general complicada, y en concreto cuando nosotros lo hemos intentado
hacer en el presente trabajo han surgido una gran cantidad de inconvenientes, de hecho
en muchas partes del trabajo (especialmente en la parte de la semántica denotacional),
veremos que para que las cosas sean ciertas es necesario suponer que estamos usando un
dominio de tiempo discreto. Por otro lado no parece claro que asumir un dominio de
tiempo continuo pueda aportar nada especialmente interesante: por muy veloces que sean
las computadoras (al menos aquellas de las que tenemos conocimiento), las operaciones
ni son instantáneas, ni su velocidad tiende a cero. Por otra parte todas las computadoras
(conocidas) están gobernadas por un reloj discreto, y la duración de las acciones es siempre
múltiplo del correspondiente ciclo del reloj.
Por todo ello hemos decidido optar por un dominio de tiempo discreto, infinito y con
origen. Una de las ventajas que podría representar tener un dominio de tiempo continuo es
que se podrl’an escribir fracciones de la unidad. Para permitirlo, lo que haremos es suponer
una mínima fracción de tiempo a, que se puede ver como la duración de un ciclo de reloj,
por lo que podemos suponer que cualquier medida temporal es un múltiplo entero de esta
días
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cantidad. En particular, podremos suponer que la unidad es un cierto múltiplo de dicha
fracción de tiempo. Así tenemos que el dominio de tiempo es discreto, pero sin perder
por ello la impresión de estar trabajando en un dominio de tiempo continuo, puesto que
la fracción de tiempo a podemos escogerla tan pequeña como precisemos. Al dominio de
tiempo lo denotaremos por 7, y pudiéndose asumir que incluye a los números naturales,
es decir, IN ~ 7.
2.2 Transiciones
La semántica operacional de un proceso expresa lo que un proceso puede hacer mediante
transiciones. En las álgebras sin tiempo las transiciones tienen la forma
donde a es la acción que se ha ejecutado. A lo largo de este trabajo, al conjunto de
acciones que un proceso podrá realizar lo llamaremos Act. Conforme avancemos, veremos
la necesidad de que el conjunto Act sea finito. Para poder representar el ocultamiento de 4
una acción introduciremos lo que llamaremos la acción oculta T « Act, considerándose el
conjunto de eventos £ = Ací U {r}.
Si estamos considerando un álgebra de procesos temporizada tenemos que introducir
el tiempo de alguna forma. En este trabajo vamos a considerar que las acciones que se
ejecutan son instantáneas, su ejecución no consume tiempo; el tiempo indicará el instante
en el que se ejecutan las acciones. Típicamente hay dos formas de introducir el tiempo en
la semántica operacional: 4
• Tener dos tipos de transiciones: transiciones de acciones
indicando que el proceso P ha ejecutado instantáneamente la acción a y se ha trans-
formado en el proceso P; y transiciones de tiempo
cuyo significado es que el proceso P ha dejado pasar t unidades de tiempo trans-
formándose en el proceso Q. Un ejemplo de este tipo de transiciones lo podemos
encontrar entre otros en [N591, Yi9la].






cuyo significado seria que el proceso ha dejado pasar t unidades de tiempo para
después ejecutan la acción a transformándose en Q; o de una manera más compacta
P ejecuta la acción a en el instante t y se transforma en Q. Este tipo de transiciones
los podemos encontrar [5ch95, QMdL94]
La primera forma obliga a tener dos tipos de transiciones: una para acciones y otra para
tiempos. De la segunda sólo precisamos un único tipo de transiciones, si bien en ocasiones
(transiciones en interlcaving del operador paralelo) será preciso indican de alguna manera
el paso de tiempo sin que se haya ejecutado acción alguna. Las dos formas son , en cierto
modo, equivalentes, pues
• Si en el primer caso se necesitan transiciones de tiempo del tipo
t
en el segundo caso se hace necesario definir unafunción (o algún mecanismo parecido)
que indique el paso del tiempo:
Upd(P,t) = Q
Por otra parte, si en el primer caso se tiene una transición del tipo
en el segundo se tiene la transición correspondiente
aO
• Recíprocamente, si en el segundo caso se tiene una transición
‘It
en el primer caso existirá un proceso P’ tal que
t
P’xr~-* 1” 2> Q
La diferencia entre las dos maneras de ver las transiciones se puede ver gráficamente con el
proceso P = a[0..4] ; STOP, un proceso que puede realizar la acción a en cualquier instante







Puesto que como queda vista, serían básicamente equivalentes, en principio daría lo mismo
optar por una u otra. En este trabajo estamos interesados en dar una semántica basada
en estados*, por lo que parece más cómodo trabajar con el segundo tipo de transiciones,
pero los resultados habrían sido exactamente los mismos si hubiéramos escogido la pri-
mera opción. En cualquiera de las dos formas la ejecución de las acciones es instantánea,
el tiempo indica el instante en el que se ejecutan las acciones. Existe también la posi-
bilidad de introducir el tiempo en la duración de las acciones, como se hace en [OMS1],
la razón de no haber considerado las duraciones de las acciones es porque las álgebras 4
de procesos que estamos interesados en estudiar, en concreto extensiones temporales de
LOTOS [L0T88, dFLL~95], no consideran esta opción. De todas formas la duración de
las transiciones podría ser simulada dividiendo la ejecución de una acción en dos eventos:
el de inicialización y el de finalización, de manera análoga a como se hace en [Hen92].
En ocasiones, en las álgebras de procesos, se utiliza también la acción oculta para
representar el no determinismo. Por ejemplo, el comportamiento de elección interna se
representa operacionalmente como
PnQ—¾Q, PriQ-¾P
También se utiliza dicha acción para representar el resultado de ocultar alguna acción
visible. En el presente trabajo la semántica pretendida de la acción oculta r será exclusi- 2tUn estado contiene información acerca de las acciones que un proceso puede ejecutar, y el instante en
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En relación con este tema, si analizamos de dónde viene el no determinismo, cuando no
está provocado por la ocultación de alguna acción visible, nos encontramos que el mismo
resultará de procesos del tipo
a;POa;Q
Para poder representar dichos procesos de una forma canónica, introducimos el operador
de elección interna [1, con lo que el proceso anterior resulta ser equivalente al proceso
a;(PEJQ)
Nos ha parecido conveniente ser capaces de distinguir entre este tipo de no determinismo,
del no determinismo proveniente de las acciones ocultas. La razón para ello es doble:
• Si tenemos en cuenta que estamos en un álgebra de procesos con tiempo, entonces
cuando se oculta una acción, ésta no se ve, pero sin embargo, se puede observar un
efecto de la ejecución: vemos que ha pasado el tiempo.
• Si queremos modelar un operador de suma tipo CCS, como haremos en el capítulo 7,
las acciones ocultas resolverían la elección, y esto está en contra con la idea de que el
no determinismo interno se resuelve de forma autónoma, de manera que el proceso
(P ri Q) + R debería evolucionar de manera no determinista hacia P + R o hacia
Q+R.
Por todo ello creemos conveniente introducir un tercer tipo de transiciones, que represen-
tarán la resolución del no determinismo:
expresando que el proceso P evoluciona de manera no determinista al proceso Q, sin
consumir tiempo ni ejecutar acción alguna.
Resumiendo todo lo anterior, en este trabajo tendremos tres tipos transiciones:
• P —~¾Q con a E Act y t E T.
• P ~ Q con tET.
•
Por comodidad será conveniente usar la notación de transiciones negadas, expresando que






En nuestro trabajo presentamos un álgebra de procesos con urgencia. Esto significa que 2
ciertas acciones son• ejecutadas en cuanto están disponibles, por lo que los procesos no
pueden quedarse parados sin hacer nada, pero dejando pasar el tiempo, si no hay razones
poderosas para ello.
Ello es muy razonable para las acciones que un sistema puede ejecutan de una ma-
nera autónoma, pero en cuanto aparecen acciones que requieren la colaboración de un
sistema externo (por ejemplo que requieren la participación humana en un sistema semi-
automático) no parece exigible una respuesta inmediata del mismo.
Por ello la urgencia en este trabajo se referirá exclusivamente a la ejecución de transi-
ciones internas, tanto a las correspondientes a acciones ocultas, como a las de resolución
del no determinismo. De modo que la urgencia queda expresada por la siguiente condición
¿It rl’ 4
~. P>-/—* A Vt’<tP—/-*
2.4 Estados
En las secciones anteriores ya hemos introducido el conjunto de acciones Act, que ha de
ser finito. A partir de este conjunto y el dominio de tiempo, construimos el conjunto de
acciones temporizadas TAct que serán las acciones a las cuales se les añade una etiqueta j
de tiempo. Formalmente tenemos que TAcÉ = AcÉ x Y, y si a E Y y t E Y diremos que
at E TAct.
Por último construimos los estados que son básicamente conjuntos de acciones tempo-
rizadas, a los que se les añade cierta información de indefinición (o divergencia). Un estado u
representa una posible configuración de un proceso elegida de un modo no determinista.
En un estado se encuentra el conjunto de acciones que un proceso puede ejecutar y el
tiempo en el que las mismas pueden ser ejecutadas: la presencia de at en un estado A de
un proceso P indica que en ese estado P puede ejecutar la acción a en el instante t.
Además hemos dicho que los estados tienen una información de indefinición, para
introducir dicha información de indefinición consideramos un elemento nuevo « AcÉ
considerándose el conjunto Acts-~ = AcÉ U {I?}. Un estado será ahora un cierto conjunto 4
A C Actg~ x ‘T (no necesariamente finito). Si fU está en un estado A de P, diremos que
en ese estado el proceso está indefinido a partir del instante t (también podremos decir




Para fijar conceptos, aunque todavía no hayamos concretado la sintaxis ni la semántica
de los procesos, el siguiente ejemplo puede servir de ayuda:
Ejemplo 2.4.1 Consideremos el proceso
1’ = (al ; STOP) ri ((b2 ; STOP) E (-r3 ; DIV))
Este proceso puede elegir de una manera no determinista entre los procesos
al; STOP y (b2; STDP) O (r3 ; DIV)
Si elige el primer proceso, podrá ejecutar la acción a en tiempo 1; si elige el segundo, podrá
ejecutar la acción b en tiempo 2. Además, en el segundo caso, si el proceso no ejecuta
la acción b en tiempo 2, y espera 3 unidades de tiempo, entra en un estado indefinido
(divergencia). Por ello tendremos que (inicialmente) el proceso 1-’ tiene dos estados {al}
y {b2,I?3}.
o
No todo subconjunto de Act9 >< T será un estado válido. Al respecto tenemos la siguiente
Definición 2.4.2 Un estado A es un subconjunto de Acta x Y que verifica las siguientes
propiedades:
• Existe como mucho un elemento fU E A; esto es:
fU, fi’ CA ~ =
• Si fi c A, todas las acciones temporizadas de A corresponden a un instante menor
fi, at’ e A !=~t’ <t
Denotaremos por SY el conjunto de estados.
o
A continuación introducimos una serie de operaciones sobre estados:
Definición 2.4.3 Siendo que A es un estado:
• Definimos el instante en el que el estado está indefinido por medio de:
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• Si t el definimos los desplazamientos en el tiempo del estado A como sigue:
A+t = {u(t+t’) ¡ at’ e A}, A—t = ta(t’ —t) ¡ uf’ CA, ~ =t} si nd(A) =t 4{ indefinido en otro caso
Obsérvese que al no admitirse tiempos negativos, tenemos que en general no será 4
cierta la igualdad (A — t) + t = A. En cambio, si será cierto que (A + t) — t = A.
• Definimos la restricción del estado A a las acciones antes de un determinado instante 4
estricto y no estricto:
Al t= {at’¡ at’ EA, t’ < t}, A~t= {at’¡ mV EA t’ <4
• Si E G AcÉ es un conjunto de acciones, definimos el conjunto de acciones tempori- 4
zadas de A que están en E y las que no están en E, respectivamente como:
AflB={atlateA, aeB}, A\B={at¡ateA, a«fl}
• Si a C AcÉ, diremos que a E A si existe t E Y tal que at E A.
• Diremos que A =t (resp. A < t) si todo u’t’ c A verifica t’ < t (resp. fi < t).
• Definiremos TAct(A) = A 1 nd(A), que nos da por tanto el conjunto de acciones
temporizadas de A, olvidando la información sobre divergencia. Se podría definir de 4
manera equivalente TAct(A) = A fl AcÉ.
o
Puesto que los conjuntos de acciones temporizadas son un caso particular de estados
(nd(A) = ~), las definiciones anteriores las aplicaremos también a conjuntos de acciones 4
temporizadas.
A continuación definimos una relación de orden entre estados -.< que será de utilidad 4
en el capítulo 3 a ¡a hora de definir los estados de un proceso, y posteriormente en el
capítulo 4 para definir un orden parcial completoen el dominio semántico:
Definición 2.4.4 Sean A1 y A2 dos estados, decimos que A1 es menor que A2, y lo
denotamos por A1 -~ A2 si y sólo si 4




El significado intuitivo del orden arriba definido es el siguiente: un estado A~ está menos
definido que otro estado A2 si el instante en el que está indefinido A1 es menor ¡que el
instante en el que está indefinido A2, y las acciones de A1 (hasta el instante de indefinición)
son las mismas que las de A2. En particular, si nd(Aí) = tenemos
A1—<A2 ~.
Es fácil comprobar que la relación arriba definida es una relación de orden entre estados.
Definición 2.4.5 Sea A = {A~ ¡ k e IN} una cadena no descendente
definimos:
Iub(A) =
(Igl TAcÉ(AD) u1 {ft} BI:Vk>lnd(Ak)=tte en otro caso
o
Se puede comprobar fácilmente que Iub(A) es un estado y es la menor cota superior de
A con respecto al orden —t La razón por la que hemos introducido estas definiciones
se encuentra en la necesidad de poder definir los estados para procesos no finitos. Esta
definición se hará mediante aproximaciones, de manera que si un estado A está en una
determinada aproximación pueden ocurrir los siguientes hechos:
• El estado A está definido en su totalidad; es decir, será ya un estado definitivo del
proceso original.
• El estado A no está completamente definido. En este caso el estado A estará com-
pletamente definido hasta el instante de indefinición. En sucesivas aproximaciones,
el estado A dará lugar a uno o varios estados, pero todos ellos compleÉando lo que
A deja de definir, es decir, aumentado el instante de indefinición e introduciendo
nuevas acciones a partir de ese instante.
Para cerrar la cuestión damos la siguiente
Definición 2.4.6 Decimos que un conjunto de estados A es Éemporalmente compacto si
y sólo si para todo estado A se verifica




Si nos fijamos en la definición anterior, nos daremos cuenta que si nd(A) < oc y se verifica
la condición de la definición, entonces podemos tomar t’ > nd (A) , por lo que, teniendo
en cuenta que A y A1’ son estados, tenemos A = A1’. Por lo tanto se tiene la
Proposición 2.4.7 Un conjunto de estados A es temporalmente compacto si y sólo si es
cierta la condición de su definición para estados A tales que nd(A) = oc, es decir,
VAeSY(nd(A)=oc A (VÉCYBA,EA: Aí1É=A1É) =~ AcÁ)
La idea que hay detrás del concepto de un conjunto temporalmente compacto de estados,
es que los estados que están en él están totalmente determinados por sus aprozimaciones
Éemporales. Esta propiedad se puede ver como una cierta continuidad temporal: un con-
junto de estados A será temporalmente compacto si se puede ver como el límite de sus
aproximaciones temporales:
Ak={Ak¡ACA} donde Ak= { Alku{ak} 2
y 2
nd(A)=oo A VtcYBleIN,A1eA1: A1lt=AltA={A ( ) < c k e IN B > k: A E 4, 3
A continuación demostramos una serie de resultados sobre dicha clase de estados que serán
útiles en capítulos sucesivos.
Proposición 2.4.8 Supongamos que A es un conjunto de estados temporalmente com-
pacto, y A un estado tal que nd(A) = oc y para todo t c Y existe un estado A1 e A de
manera que A 1 it c A1 (resp. A1 1 t C A). Entonces existe algún estado A’ E A tal que
A CA’ (resp. A’ A). Además A’ lo podemos escoger de manera que: 4
DernosÉraczon. Puesto que estamos considerando un alfabeto finito y un dominio de
tiempo discreto, para un cierto it e Y sólo puede haber un número finito de A1’ e A con 2it’ > it tales que los conjuntos A1’ 1 t sean distintos.
Por lo tanto podemos encontrar una subsecuencia {A3, ¡ it e Y} tal que A 1 it q A3, y
A3, it = A31, it para it’> it. Entonces podemos considerar el estado 4
A’UAs,iit
le-’-




• Puesto que A es temporalmente compacto tenemos que A’ E A.
• Puesto que para cada t c Y tenemos
A’ 1 t = A5, 1 t ~ A (resp. A GE A3~ 1 it = A’ 1 it)
y concluimos que A’ A (resp. A ~ A’).
• Tomando t’ = s,~ tenemos que A’ 1 t’ = A1’.
o
Proposición 2.4.9 Si A1 y A2 son conjuntos de estados temporalmente compactos en-
tonces A1 u A2 es un conjunto de estados temporalmente compacto.
Demostración. Para probarlo consideremos un estado A tal que nd(A) = oc y suponga-
mos que para cada t E Y existe A1 E Ai U A2 tal que A 1 t = A1 1 t. Entonces tenemos
que un número infinito de los A1 están en A1 o bien un número infinito están en .242. En
consecuencia tenemos dos posibilidades:
• Para cada t E Y existe sj =t tal que A8, e A1. Entonces tenemos que
y puesto que A1 es temporalmente compacto, tendremos que A e A1
• Para cada t E Y existe ~í =t tal que A5, E A2. Entonces tenemos que
y puesto que A2 es temporalmente compacto, tendremos que A E A2
A5, 1 it Alt,
A5, it A~ it,
EJ
2.5 Barbas y b-trazas
Nosotros hemos adaptado el concepto de barba introducido en [HR95], manteniendo su
significado intuitivo. Para explicar lo que es una barba conviene primero explicar el con-
cepto de b-traza, que es una generalización del concepto de traza para las álgebras de
procesos tradicionales sin tiempo. Debido a la urgencia, en una b-traza se ha de guardar
información acerca de las acciones que han sido ofrecidas en cada instante anterior a la
ejecución de una determinada acción. Una b-traza es una secuencia finita:
bs = Aíaít1A2a2it2~• . A,,a,,t,,
donde n > O A~ ~ TAcÉ, a~t~ e TAcÉ y A~ < t~. Hemos dicho
lo tanto un caso particular corresponde a u = 0, en cuyo caso tenemos
que u > O por
la b-traza vacía
un
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que denotaremos por e. Diremos que n es la longitud de la b-traza, ¡on(bs). Más adelante
(capítulo 3) diremos cuándo un proceso P puede ejecutar una b-traza y convertirse tras
ello en otro proceso P’, lo que indicaremos en forma:
bs
J,=4P’
La idea que hay detrás es que el proceso puede ejecutar las acciones a~ en instante t~,
uteniendo en cuenta que el instante siempre es relativo a laacción anterior; pero además, en
cada correspondiente instante de tiempo, se han ido ofreciendo las acciones temporizadas
que forman cada conjunto A~. Como hemos dicho anteriormente, la razón por la cual
tenemos esta información es la urgencia: si el procéso hubiera podido interactuar con el
entorno (con una prueba) mediante unaacción temporizada at e A~, esta última se tendría J
que haber ejecutado, haciendo imposible la ejecución de la acción a~ en el instante t~. Por
tanto si esa b-traza ha sido ejecutada, ello significa que el entorno no podía sincronizar en u
las acciones temporizadas ait e A~.
Por último el concepto de barba es la generalización adecuada del concepto de acep- utación. Si bs = A1a1t1 . . . A,,a,,it,, es una b-traza y A un estado tenemos que una barba b
viene dada por la concatenación de una b-traza y un estado:
= bs . A = Aiaíti . . . A,,a,,t,,A J
Diremos que b = bs . A es una barba de P si existe un proceso P’ tal que P bs: E’ y A
es un estado de E’. Formalmente tenemos:
Definición 2.5.1
• Definimos el conjunto de b-trazas como el menor conjunto 68 que satisface
- e E SS.
— Si bs c SS, ait e TAcÉ, A G TAcit y A < t entonces Aat frs c 68.
• Definimos el conjunto de barbas como 6 = {bs . A ¡ frs c 63, A e ST}
o
Como caso particular de la definición anterior tenemos las barbas c~A, para simplificar esta J
notación diremos que A es una barba (omitiendo la b-traza vacía), con lo que podemos
considerar los estados como casos particulares de barbas.










• Operaciones de concatenación, denotadas por un punto (.)
— Si bs y bs’ son b-trazas, bs . bs’ será la b-traza concatenación de las dos:
bs = Aíaítí . . . Ana,,tn
bs’ = Alahtl ...
bs• bs’ = Aíaítí . . . A,,a,,t,,Aa~t . .
— Si bs es una b-traza y b una barba, bs~ b será la barba concatenación
= Aíaítí . . . A,,a,,t,,
b = A’ia~t~ .. .
bs~ b = A1a1t1 . . . A»a,,t,,Alaltl . . .
• Definimos los desplazamientos temporales de la siguiente manera, si it E Y,
b-traza y b es una barba entonces
e si bs c
bs + it = {
±t)aí(ti +t) bsí si bs = Aíaítí . bs1
sib=bs~A y bs#eb+t = ~ (bs+t).A A
ti =it definimos
bs — it = (Aí — t)aí (ti — it) bsi
y entonces para barbas
t (bs — t) . Ab—t= A—tindefinido
• Si A GE TAcÉ, t E Y, A <it y bs
(A,t) Ubs
• Si b es una barba y it C Y, definimos la restricción temporal de b,
Alt sib=A
Aíaíiti.(bíl (it—ití)) sib=A1a1t1~b1 y
Ailt sib=Aíaítí~bí y
dé bs y b:
bá es una
bs1 con 4 > it
= Aíaití . bs1 es una b-traza no vacía, definimos:
= (A U (A1 + t))aí (ti + t) . bs1

























Si b.s = A1a1t1 . b.sí con
blt=
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• Si b es una barba definimos el instante de indefinición de b, nd(b), por medio de la
siguiente { nd(A) sib=A
nd(b) = ti + nd(bi) si b = A1a1it1 .
• Si bs es una b-traza definimos la duración de bs, t(bs) como sigue
fo si bs 6
t(bs) = ~ it+t(bi) si bs = Aat . bsi
• Si it cT y A GE TAcÉ es tal que A =it, y bes una barba, definimos
sib=A’ u’
sib=bsA’ybs~c
• Por último, si B es un conjunto de barbas definimos: 4
Btraz(B)={bs¡ Bb: b.s.befl}, A(B)={AcSY¡AeB} u,
Y para cada bs E Btraz(B), definimos
Barb(B,bs) = {b¡ bs b e .B}, A(B,bs) = {A E SY¡ bs . A e B}
EJ
Las barbas nos servirán para caracterizan la semántica de pruebas de un proceso. Para u
ello primero definiremos un preorden entre conjuntos de barbas. Esta relación inducirá
otro preorden entre los procesos que será equivalente a la relación inducidapor la semántica
de pruebas. Previamente introducimos sendas relaciones de orden entre b-trazas y entre 4
barbas:
Definición 2.5.3 Definimos inductivamente la relación entre b-trazas «como sigue: 4
• («6. U
• Si A G A’ y bs «bs’, entonces Aat . bs « A’aÉ . bs’.
A partir de esta relación la extendemos al conjunto de barbas considerando la menor u’
relación « que satisface:
• Siendo A y A’ son conjuntos de estados tales que nd(A’) =nd(A), TAct(A’) ~ A, y




• Siendo A’ es un estado y Aat . b es un barba tales que nd(A’) =t
y bs y bs’ son b-trazas tales que bs’ « bs, entonces bs’• A’ « bs
y TAcÉ(A’) GE A
Aat b.
Demos una breve explicación de la definición anterior. En primer lugar, tenemos que una
b-traza bs’ es peor respecto « que otra b-traza bs si las acciones ejecutadas por ambas
a~t~ son las mismas, pero los conjuntos de acciones ofrecidos en la primera b-traza (A~)
son más pequeños que los de las segunda (A1):
4:~ ACA1
Lo mismo vale para las barbas, si bien en este caso hay que considerar una variante, pues
sí un estado está indefinido no nos importa lo que ocurre después; de ahí la segundá parte
de la definición correspondiente a las barbas. Por otro lado observemos que la relación «
también podemos suponerla definida entre estados, puesto que los estamos considerando
casos particulares de barbas:
~ TAcÉ(A) C A’ A nd(A) =nd(A’)
Finalmente extendemos esta relación a conjuntos de barbas como sigue:
Definición 2.5.4 Siendo B y B’ conjuntos de barbas tendremos
—~ Vb’eB’BbeB:b«b’
EJ
Esta última relación será la que nos servirá para caracterizar la semántica de pruebas.
EJ
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En este capitulo introduciremos un álgebra de procesos secuencial básica, pero suficiente-
mente expresiva, pues contiene los elementos básicos de cualquier álgebra de proce~os. En
concreto tendremos los siguientes operadores:
• Operador de interbloqueo STOP, que representa un sistema que no puede evolucionar.
• Operador de divergencia DIV, representa un sistema que está totalmente fuera de
control.
• Operador de prefijo: si e E £* y it C Y el proceso et ; P representa un proceso que
ejecuta el evento e en tiempo t y después se comporta como P. Por medio de este
operador introducimos el tiempo en el álgebra, pues las acciones serán ejecutadas en
el instante it que se indica.
• Operador de elección externa (E). El proceso PO Q representa una elección para el
entorno; éste elegirá implícitamente entre el proceso P y el proceso Q a través de la
primera acción a ejecutarse.
• Operador de elección interna (Fi). En este caso en el proceso P [1 Q, es el propio
proceso quien elige libremente comportarse bien como P o como Q.
3.1 Sintaxis
Como es usual en las álgebras de procesos, el conjunto de procesos sintácticos será el con-
junto de términos sobre una determinada signatura. En este caso se trata de la signatura
Sseq dada por:
•I{ecordemos que = Ací U {r}.
píldoras
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Definición 3.1.1 Consideramos el conjunto de operadores
Bseq={STOP,DIV,O,fl}U{etÑeE£,iteY}
donde
• STOP y DIV son operadores de andad cero.
• Si e e £ y it C Y el operador eit; tiene anidad uno. Este operador lo presentaremos
en forma prefija.
• O y Fi son operadores binarios, que representaremos en forma infija.




Una vez definida la sintaxis de los procesos procedemos a dotarles de una semántica
operacional. La semántica operacional de un proceso P vendrá dada por la tupía
<CRec(Eseq),P, +, >+>
donde las transiciones
• —*C CRec(E5~) x (E x Y) >< CRec(Sseq),
• >—*GE CRec(Eseq) >< CRCC(Sseq),
vendrán definidas por las reglas y axiomas que presentaremos más adelante. Para simpli-
ficar la notación tendremos:
• Si (14 eit, Q) e—* escribiremos P —~¼Q.
• Si (P,Q) e>—> escribiremos P >—* Q.
Para poder definir estas transiciones necesitamos las siguientes funciones auxiliares:
• El predicado estabilidad stb(.) : CRec(Sseq) k-> BOOL. Intuitivamente un proceso
será estable cuando no pueda hacer transiciones del tipo >—*. La definición directa







si E = DIV
si E = STOP
si E = et ; E1 con e C £
siP= FiCE2
siP = E1 fil’2 ó E = RECZ.P1
• Necesitaremos también la función
Tiem(•,.) : CRec(E5~) x Aa í—* Pfin(Y),
Si E e CRec(Sseq) y a E Aa nos indica los instantes de tiempo en el que el proceso E





0 síP=et;P1, eeE y a’#a
Tiem(Pí,a) U Tiem(P2,a) siP = E1 EJE2
• El tiempo que un proceso puede permanecer inactivo
idíe(.,.) : Rec(Zseq) >< lPfin(AcÉ) —* TU {oc}
La función idíe(P, A) indica el instante en el que el proceso E ejecuta la primera






si E = DIV ó E = 2:
si E = STOP ó E = ait ; E’ con a e Acit \ A
si E = a ; E’ con e E A U {r}
siE= PíO
siP=EíflF2óE=REC
Cuando A = 0 escribiremos simplemente idíe(P) que indicará el tiempo en el que se
ejecuta la primera acción oculta. La razón por la que se ha introducido el conjunto
A en la definición es para poder definir más adelante en el capítulo 6 la función para
el caso de ocultamiento.
• La función de actualización temporal Upd(.,.) : Proc(X) >< Y ~—* Proc(X). Intui-
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unidades de tiempo sobre el proceso E. En concreto tenemos la siguiente definición
recursiva: J
STDP si E = STDP
DIV siP=DTV
e(t’ —it); E sie ES, E=et’;E’ y t’>t
Upd(P,t) =< STOP siee£, E=eit’;E’ y t’<it 2
DIV sxE=r
Upd(Pj,it)OUpd(P2,t) si P=Pí OP2 2
Upd(Fi,it)flUpd(E2,t) si P=P1 Fil’2
Upd(E’,it)[REOx.P’/z] siP = REOaxE’
Esta función se precisará para definir la semántica del operador binario de elección
externa, y más adelante para el paralelo, cuando un proceso ejecuta una acción y es
necesario indicar sobre su compañero que el tiempo ha pasado. Debido a las carac-
terísticas de la semántica operacional que veremos, esta función nunca se aplicará
en los casos en los que un proceso pueda hacer una transición del tipo >—*, por lo
que la definición de Upd(E Fi Q,t) y de Upd(REC xl’, it) son arbitrarias, puesto que
en ninguno de estos casos se aplicará nunca dicha función. Igualmente, debido a
las propiedades de la semántica operacional, tendremos que si un proceso E puede
rl
realizar una transición del tipo —*, nunca intentaremos calcular Upd(P, it’) para
it’ > it, por lo que la definición de UpdQrit’; E, it’) cuando it’ > it también de algún modo
es arbitraria. En cualquier caso la definición en todos estos casos la hemos hecho de
forma que se respete la idea intuitiva de actualización. J
Pasemos a continuación, siguiendo las ideas en [PloSí],a dar las reglas y axiomas que
permiten deducir las transiciones semánticas, para ello iremos analizando cada uno de los
operadores. El cuadro esquemático con las reglas y axiomas que definen las transiciones
lo podemos encontrar en la tabla 3.1.
Jnterbloqueo y divergencia
El interbloqueo STOP y la divergencia DIV son procesos en principio muy similares, puesto
que ninguno de los dos puede ejecutar ningún tipo de acciones visibles. La gran diferencia
a
reside en que el interbloqueo se comporta bien en compañía de otros procesos mientras
que la divergencia no lo hace. Ello se traduce en la semántica operacional: el interbloqueo
no realiza ningún tipo de transiciones, y la divergencia realiza transiciones del tipo >—*; b
















[REO] REO z.F >—* P[RECx.E/x]
POQ ‘It’Q’
~ Q’, idIe(E) =it,
E QQ >—* E QQ’
Tabla 3.1: Semántica operacional de los operadores básicos.
ello dejará progresar al resto de los procesos. Queda en consecuencia justificada la regla
[DIV] DIV >—* DIV
Prefijo
La semántica operacional del prefijo, tanto para acciones visibles, como para acciones
ocultas, viene dada por la siguiente regla:
[PILE] eit;E~É¼P
donde e E £ y t c Y.
Elección Externa
La elección externa sólo se realiza mediante la ejecución de una acción visible. Puesto que
las acciones visibles no son urgentes, sólo se podrán realizar si no hay acciones con una
mayor urgencia. Por lo tanto tenemos las siguientes reglas:
E ‘tE’, idíe(Q) > t stb(Q)En Q ‘It
—+ E’
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donde a e Att y it C Y.
Las acciones pueden ser ejecutadas por cualquier argumento, en la medida que las
normas de la urgencia lo permiten. Sin embargo no visibles no deshacen la elecciónexterna
por todo lo cual tenemos las siguientes reglas: J
[EXT3] 2¾E’, idle(Q) =it, stb(Q
)
FO Q —~* P’ O Upd(Q, it) J
[EXT4] ~ 2¾~ r:díe(E) =it, stb(P
PO 4)—> Upd(E,t) O 4)’
[EXT5] EoS>-?OQ [EXT6] PoQ>—*POQ’ J
donde it e Y.
J
Elección Interna
La elección interna representa la combinación no determinista de dos procesos. La resolu-
ción de este no determinismo se hace con absoluta urgencia, a través de transiciones >—*
gobernadas por la siguiente regla:
[INT1] EÑQ>—*E [INT2] PFiQ>—>Q
Recursión
El comportamiento del proceso REO z.E es exactamente el mismo que el del proceso E en J
el cual la variable x ha sido sustituida por el proceso REO x.P. Esto se puede traducir en
la semántica operacional por medio de la siguiente regla
[REO] REOx.P >—* P[RECx.E/z] J
Para concluir esta sección introducimos una última
Definición 3.2.1 Siendo E E CRec(Sseq), definimos el conjunto de acciones iniciales de
E como el conjunto de acciones temporizadas j
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3.2.1 Propiedades de la Semántica Operacional
En primer lugar demostraremos que las funciones auxiliares definidas: idle(P, A), stb(E)
y Upd(E, it) se comportan como se espera de su definición intuitiva. Ello queda plasmado
en la siguiente
Proposición 3.2.2 Siendo E E CRec(Zseq) tenemos
• stb(E) = true ~<~> E >7—>
• Tiem(E,a) = {t¡ BE’: E ‘I~ E’}
• Suponiendo stb(E) se tiene
idíe(E, A) = min{t BE’ : E ¿It
—* E’ A e E A u
• Siendo t’,it E Y, it’ > it e C E stb(E) e idíe(E) =it tenemos
_____ e(t’—t)
n~
Además si E es estable Upd(E,t) también lo es.
Demostración. La demostración es inmediata por inducción estructural.
o
Como consecuencia de la proposición anterior podemos dar el siguiente
Corolario 3.2.3 Sea P e CRec(Eseq) tal que stb(E) e idíe(E) =it entonces
TA(E) = (TA(E) 1 it) U (TA(Upd(E, it)) + it) = TA(E) ~tu (TA(Upd(E, it)) + it)
También como corolario tenemos que la semántica operacional goza de la propiedad de la
urgencia, formalizada en la
Proposición 3.2.4 Para cada E e CRec(Zseq) se tiene
Demostración. La demostración resulta trivial por inducción estructural, teniendo en
cuenta la proposición 3.2.2.
O
La siguiente propiedad, que podríamos denominar de no determinismo acoÉado o ramifi-
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Proposición 3.2.5 Tomemos E E CRec(Zseq) entonces
• Existe un numero finito de procesos E’ tal que P >—* E’. 4
• Dados un evento e e £ y un tiempo it e Y, existe a lo sumo un número finito de
u’procesos E’ tal que E ~~É¾E’.
Demostración. La demostración es inmediata por inducción estructural. u’
o
3.3 Semántica de Pruebas si
Como elemento auxiliar previo para poder definir la semántica de pruebas, necesitamos la
noción de divergencia. Intuitivamente, diremos que un proceso diverge si puede realizar
consecutivamente un numero ilimitado de acciones internas, todas ellas en tiempo cero. u’
Para definir con mayor precisión la noción de divergencia, necesitamos en primer lugar la
siguiente u’
Definición 3.3.1 Definimos el predicado de convergencia débil, E .4., como el menor
predicado que satisface: u’
• STOPJ,,at;EJ,,yrit;EJ,.
•siEJ,yQjentoncesPiflE2,j.yE1CE2$ u’
• si Ej. entonces REOx.EJ,.
Diremos que E t si E 4. es falso.
O u’
El concepto anteriormente definido es puramente auxiliar, pues por ejemplo tenemos DIV ~,
pero sin embargo TÚ ; DIV 4.. En dicha definición se contemplan dos tipos de procesos u’
divergentes (a parte de los construidos a partir de ellos): la recursión no guardada, y el
proceso DIV. Tras ella podemos completar la definición formal de convergencia: u’
Definición 3.3.2 Diremos que un proceso converge (o converge fuertemente), lo que re-
presentaremos por E 4, si y sólo si se tiene u’
E4. A VE’:((P—tP’ VE>—*E’) ~ P’4)
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Según la definición anterior un proceso E es divergente, si cumple una de las condiciones
siguientes:
• Tras ejecutar un número finito (eventualmente ninguna) de transiciones internas
>—> ó 22..>, se alcanza un proceso E’ tal que E’ t
• Si puede ejecutar consecutivamente una cantidad infinita de transiciones del tipo
>-- ~ 2¾.
A continuación hemos de introducir el concepto de prueba o test. Esencialmente
una prueba será un proceso normal, pero en cuya definición se ha introducido un nuevo
proceso básico, OK, que sirve para indicar cuándo un proceso pasa con éxito una prueba.
Más formalmente tenemos la
Definición 3.3.3 Consideramos la signatura Etest = Eseq U {OK}t, donde OK es un opera-
dor de andad cero. El conjunto de pruebas será entonces el conjunto de términos recursivos
cerrados CRec(Ztest) sobre dicha signatura.
O
En la práctica resultaría absurdo considerar úna prueba divergente, de la forma DIV ó
REO z.rO ; x, pues en tales casos se está probando con una prueba defecituosa que nunca
podrá dar resultados positivos. Más adelante veremos también que es suficiente considerar
pruebas finitas, es decir, aquellas que no contengan el operador de recursión.
Es necesario ampliar la semántica operacional de los procesos para extenderla a las
pruebas. Al efecto introducimos una acción OK « 8 y extendemos las relaciones de transi-
ción
• >—>GE CRec(Et0st) >< CRec(St~5t)
• —AGE CRCC(2test) x ((8 x Y) U {OK}) x CRec(Etest)
para ello hemos de ampliar la definición de las funciones auxiliares en la siguiente forma:
Upd(OK,it) = 01<
Tiem(OK,a) = 0
idíe(OK, A) = oc
stb(OK) = true
tSegún se vayan introduciendo nuevos operadores en la signatura, podríamos ir considerando ‘a la vez
pruebas con un mayor número de operadores. Esto no es necesario debido a que las pruebas con estos
operadores tienen ya la suficiente potencia.
tPuesto que OK « e tenemos OK ~ a.
que
u’
3.3. Semántica de Pruebas
u’




E ¡2’ ‘-> E’ ¡ Upd(T,t)
2’ 2¾T’, stb(E), ¡cJle(E) =it, (TA(E) 1 it) Fi (TA(T) 1 it) = 0
E ¡2’ F—> Upd(E,it) ¡2”
[01(3]
QOE-9¾E’
paso consiste en definir la composición de un proceso y una prueba E ¡ T.
[Ti] E¡T->E’jT [T2] E¡TI-*EJr




Tabla 3.2: Reglas de la semántica operacional de E ¡ 2’.
Esta composición se podría definir en función del operador paralelo y del ocultamiento
que veremos en el capítulo 6 de la siguiente manera:
E ¡ T = (E ¡¡Aol Q) \ AcÉ
donde ~ sería el operador de paralelo, y \G seríael de ocultamiento. Como quiera que de
momento no disponemos de dichos operadores definidos, tenemos que definir directamente
la semántica operacional de dichas composicioñes. Para ello introducimos las transiciones
de cómputo de una prueba y un proceso
F—>GE (CRec(rseq) x CRec(Stest)) x (cRec(zseq) x CRec(rtest))
definidas por las reglas que están en la tabla 3.2.
La idea que hay detrás de esta definición es que se ponen el proceso y la prueba a
funcionar conjuntamente, se les deja funcionar de manera autónoma, y eventualmente
vemos que la prueba da el visto bueno al proceso ejecutando la acción OK. Las condiciones
laterales en todas las reglas sirven para garantizar la urgencia. En particular la condición
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nos garantiza que el proceso y la prueba no pueden sincronizar en una acción en un
instante anterior a it, es decir, estamos exigiendo la urgencia para todas las acciones. Esto
viene justificado puesto que dejamos al proceso y a la prueba funcionando como si fueran
un sistema independiente, por tanto se justifica el hecho de que todas las acciones sean
urgentes.




Definición 3.3.5 Sea E un proceso y 2’ una prueba. Una computación de E y 2’
E ¡T= E0 ITo ‘-Y Ei¡ T~ .. . Ek~¡ Ek ¡ 2’,, ..
decimos que es:
• Compleita cuando o bien es finita y está bloqueada, es decir, no
o bien es infinita.
puede progresar más,
e Tiene éxito si existe k E IN tal que §14, —~-* y para cada O <i < k se tiene E~ iJ.
O
A continuación definimos el concepto de paso de una prueba:
Definición 3.3.6
• Decimos que un proceso E pasa una prueba 2’ (E must 2’) si
completa de E ¡ 2’ tiene éxito.
• Decimos que E es peor que Q respecto a la semántica
E~Qsii
cualquier computación
de pruebas, y escribimos
VT(EmustT * QmustT)
• Decimos que dos procesos E y Q son equivalentes bajo
escribimos E ~ 4), su
semántica de pruebas, y
E~Q y Q~E
o
Como comentario final en esta sección observemos que, por definición, todo proceso pasa la
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3.4 Caracterización Operacional
La semántica de pruebas introducida en la sección anterior resulta bastante intuitiva: u’
dos procesos son iguales si se comportan igual bajo cada entorno (las pruebas). Sin
embargo resulta poco manejable, para ver que dos procesos son equivalentes hay que ver u’
que se comportan igual bajo todas las pruebas posibles. Por tanto es conveniente buscar
una caracterización más simple. En concreto tenemos una caracterización que depende u’
únicamente de la semántica operacional de cada proceso.
3.4.1 Estados de un Proceso u’
Como introdujimos en el capítulo 2 cada estado A de un proceso representa una de las u’posibles configuraciones en las que el mismo puede encontrarse inicialmente, conteniendo
la información de cuáles son las acciones que puede realizar y el tiempo en las que son
realizadas. Así ait C A implica que el proceso puede ejecutar la acción a en tiempo it. u’
También contiene información sobre el instante en el que el proceso está indefinido o
diverge. Si it = nd(A) < oc el proceso diverge en el instante it, por lo que a partir de ese
instante no pasaría ninguna prueba, salvo las triviales. Para calcular los estados de un
proceso veamos el siguiente u’








Debido a las condiciones de urgencia, si a dicho proceso le proponemos una prueba que u’
ofrece la acción a en el instante 1, la prueba y el proceso deberán sincronizar obligatoria-
mente. Si no es así y la prueba permite dejar pasar dos instantes de tiempo, el proceso u’
ejecuta la acción oculta r en el instante 2 para transformarse en Pi.
El proceso Pi tiene la posibilidad de ejecutar la acción b en el instante 1 (instante 3
u’global), pero no la obligación; es decir, si una prueba le propone ejecutar la acción b en





proceso quien elige libremente comportarse bien como bí ; STOP o bien como rl ; ‘~2. Si
elige comportarse como esta segunda opción y la prueba permite al proceso que pasen dos
unidades de tiempo, se ejecutará la acción interna w en el instante 1 (instante 3 contado
globalmente) y se comportará como el proceso E2.
Este último proceso, por la misma razón que el proceso original, no puede negarse a
realizar la acción c en el instante O (instante 3 global), pero si se le deja que pase una
unidad de tiempo más, se ejecutará la acción interna r en el instante 1 (instante 4 céntado
globalmente) y se transformará en el proceso indefinido DIV.
Todo ello se refleja en los estados de los procesos dados, en primer lugar
A(E2) = {{cO,fll}}
A continuación los estados de E1 son, por un lado {bí}, y por otro los de 1~2 incrementados
en una unidad de tiempo:
A(Eí) = {{bi},{cl,f2}}
Por último los estados de E son los estados de E1 incrementados en dos unidades de tiempo
a los que se les añade la acción temporizada {al}:
A(E) = {{al,b3},{al,c3,fl4}}
o
Puesto que los procesos que contienen en su interior definiciones recursivas podrían hacer
un número infinito de acciones internas sin por ello tener que ser divergentes, hemos de
definir el conjunto de estados de un proceso por etapas. En primer lugar damos la siguiente
definición auxiliar:
Definición 3.4.2 Definimos el conjunto de estados iniciales de un proceso E, usando k
Éransiciones, A,JE) como el menor conjunto que cumple:
• Si E # 6 k = O entonces .4,,(E) =
• Si E 4. y k > O entonces
— Si P >—> E’ y A e A~n(E’), entonces A E .4(E).
— Si E 2¾E’ yAC A,,í(E), entonces TA(E) it U (A + it) e .4(E).
— Si E >/—> y E ~2%, entonces A,,(E) = {TA(E)}.
o
la
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Podemos comprobar fácilmente, por inducción sobre k, que los conjuntos .4(E) son efecti-
vamente conjuntos de estados. Finalmente, y utilizando la relación de orden entre estados
introducida en la definición 2.4.4, tenemos la
Definición 3.4.3 Decimos que A es un estado de E, A e A(E), si y sólo si existe una
secuencia de estados
con A~ E A~(E) y A = lub{A~ ¡ i e IN}.
O
Puesto que la definición anterior resulta poco manejable, es conveniente buscar alguna
caracterización equivalente. Para ello comenzamos dando la siguiente
Definición 3.4.4 Una computación de E
E = Eí >~~4* ~ 1-1k E *P~ñ2E>-**E/ rtkE>->*
diremos que es ‘r-maxima¿ su verifica una de las siguientes condiciones:
• es infinita y E~ 4 para i e IN, o
• es finita (denotando por E, el último proceso) 14 4 para i < n y, bien stb(E~)
idle(E,~) oc, o bien P, -ifA
y
O
Proposición 3.4.5 Siendo E e CRec(2seq), su conjunto de estados A(E) estará formado
por los estados A e ST que se pueden generar, como se describe más abajo, a partir de
cada una computación r-maximal
E = E1 >—0 14’ —~¾Eí >~~** .. . E~ >~->* E,~ ~ P,,+1 >~~..**
donde tomamos it’ = >114ij tj y denotamos por E,~ el último proceso si
finita.
la computación es
• En el caso que la computación sea infinita consideramos cada
A = U ((TA(E¿) 1 itt) + it’)
iClN
1Observemos que si 1’. 4 entonces P¡ 4, y por tanto en el caso cuando P,~ ft tenemos necesariamente
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• En el caso que la computación sea finita, consideramos cada
A = (A,, + it») u U((TA(fl’) 1 t~) + it)
iO-z
donde A» = TA(E~) si E,, 4 mientras que en caso contrario tenemos que A,, {fO}.
Demostración. Tomemos en primer lugar A E A(E), por la definición existe una sucesión
de estados
A1 -< A2 ~ ... A,, -~ A,,+í -< ...
tal que A = lub{A~ ¡ i e IN}. Si existe A,, tal que nd(A,,) = oc entonces, por la definición
de la relación -< tenemos que A,,’ = A,, para k’ > k por tanto tenemos que A~= A,,.
Puesto que A,, E A,,(E) podemos encontrar fácilmente la computación requerida.
Supongamos entonces que nd(A~) <oc para i e IN. Por un lado tenemos que
nd(Aí) =nd(A2) =nd(Aa)...
Esa sucesión puede estar acotada o no. Si está acotada existe k e 1=4tal que para todo
1 > k se verifica que nd(A,,) = nd(Ag). Por tanto, por la definición de la relación -< ténemos
que A = A,,, e igual que antes, podemos encontrar fácilmente la computación requerida.
Supongamos entonces que cada instante nd(A,,) es finito, pero no existe ninguna cota
superior, en este caso tenemos
A = U TAct(A~)
iElN
Para cada k E IN existe un proceso E,, tal que
Tíla,k
E = E1,,, >~~** e;,,, I4¡~ E2,, . . E¡~,,, ~ E¡~,,, —4 E,,
de manera que
i—i
TAcÉ(A,,) = ~ (TA(1%j 1 ti,,) + j~~k donde ttk — >3 ~
i=t=lk j=1
Puesto que la semántica operacional es finitamente ramificada (propiedad 3.2.5), existe
una computación infinita
E = Eí >.> * E ~I1~> E2 >~->* p~ r12 ... E,, >—0 E,~ St> E,,+í >—>~ ...
tal que para cada k c IN existe 1> k tal que
t—i




Por tanto tendremos que A = U (TA(14’) 1 itt) + itt
iCIN
Supongamos ahora que el estado A está generado por una computación r-maximal
como la que se indica en el enunciado:
E = E
1 * rij lik
Entonces para cada k e IN (tomando k < n en el caso que la computación sea finita)
tomamos el estado
A,, — u LJ((TA(E¿) 1 it~) + t)
i<k
Existirá entonces 1,, =k tal que A,, c .,4~(P), para 1~ =i < 1,,~. Podemos construir la
sucesión de estados
de manera que
A1 si 1,, =~ <
tk+i
{ (20} si i < 11
Si la computación es infinita podemos tomar el estado
y A~ C A
1(E)
A = ~ TAcÉ(A,,) = ~ TAct(A~)
lUN lUN
y puesto que la sucesión de instantes {t~ 1 /v E IN} no está acotada tenemos que
A = Iub{A~ ¡ Av E IN}
y por tanto A E A(E).
Si la computación es finita (E~ es el último proceso) tomamos el estado
(TA(14’) it1) + ji”’) uf TA(Efl/ {S??t»}
siP,§4¡
siE4ft
Existe entonces 1» c 1=4de manera que A» c A1(P) para i,, ~ i, entonces tomamos para
1» =i el estado A~ = A,,. Tenemos entonces que
A = Iub{A~ ¡ i e IN}
por lo que A e A(E).
O























3. Lenguaje Básico 45
Corolario 3.4.6 Sea E tal que E 4, entonces
• Si E 1$, E >—> E’ y A e A(E’) entonces A E A(E).
• Si E 4, E 2¾E’ y A c A(E’), entonces TA(E) it Li (A + it) e A(P).
La siguiente proposición nos relaciona el conjunto de estados de un cierto proceso E con
los de su actualización temporal Upd(E, it). Debido a la manera en la que está definida
la semántica operacional, sólo nos interesa en realidad el caso en el que el proceso E sea
estable, y no pueda hacer ninguna acción interna en un instante menor que it. Por otro
lado no tiene sentido que intentemos actualizar un proceso que sea divergente. Todo ello
queda reflejado en la
Proposición 3.4.7 Sea E un proceso estable verificando E 4, y it e Y con idle(E) > it
se tiene entonces
DemosÉración. Por el corolario 3.2.3 se tiene
TA(E) = (TA(Upd(E, it)) + it) u (TA(E) it)
Además por la propiedad 3.2.2 tenemos stb(Upd (E, it)) y
t’—1 , ,E—tE’ ~ Upd(E,t)—*E t>t
A partir de lo cual basta tener en cuenta la proposición 3.4.5.
O
Finalmente y recordando la definición 2.4.6, tenemos que el conjunto de estados de un
proceso verifica la
Proposición 3.4.8 Para cada proceso E, su conjunto de estados .A(P) es temporalmente
compacto.
Demostración. Tomemos A = A(E) y supongamos que existe A con nd(A) = oc tal que
para todo t e Y existe A~ E A tal que A1 it = Al it.
Si el conjunto {A1 1 it e Y} es finito existe A’ e A tal que A’ it = Alt para todo it E Y,
y por tanto tendremos que A’ = A.
Supongamos entonces que el conjunto {A1 ¡it E ‘T} es infinito. Tenemos que nd(Aj) > it
pero sin pérdida de generalidad podemos suponer que nd(Aí) > it. Entonces, considerando
la computación que genera el estado A~
E = E1 >—0 E1 ~ E2 >—0 E~ 2534 . . . E~ —~-~-* E,, >—*~ ~
Toman do
MI
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a
y tomando P = >214 i~, tenemos que puesto que nd(Aí) > it existe Av tal que jk ~ t, y si
rl>, entonces it~~1 > it. Llamemos P1 al proceso Ek correspondiente y tenemos ej
k—1
A1 1 t = ((TA(E1) + t~) it) u U (TA(fl’) + t)
u’
i= 1
El conjunto {E1 ¡ it E 7) es infinito, por lo que aplicando la proposición 3.2.5 y el lema de
Kñnig, concluimos que existe una computación SI




A la vista de esta propiedad tenemos que se verificará el siguiente SI
Corolario 3.4.9 Para cada E e CRec(Sseq), se tiene A e A(E) su se verifica alguna de
u’las condiciones siguientes:
• nd(A) <oc y VkG]N BI>k: AEA,,(E). SI
• nd(A) =oc yVtEYBIEIN, A1 CA,,(E): Al itAíl it.
DemosÉraezon. 4
Es obvio por la definición de .A(E). 4




3.5 Barbas de un Proceso
En el capitulo 2 dijimos que una barba era una generalización adecuada de la noción de u’
aceptación. En el caso no temporizado decimos que s. A es una aceptación de E si existe
u’un proceso E’ tal que E Á~~* E’ y A es un estado de E’. En nuestro modelo temporizado
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Definición 3.5.1 Definimos la relación =~C CRec(Sseq) XBSXCRec(Sseq) como la menor
relación que verifica:
•
• SiE>—*E’ bs E1entoncesE==*E1.
• SiE~~L¾E’ bs~E1 y bs#e,entonces
E Ei donde bs’ = (TA(E) 1 t, it) Li (bs + it)
al _____
• SiE—> E’ bs Eíentonces
E =~E1 donde bs’ = (TA(P) 1 t)at. bs
O
Claramente las b-trazas y los estados están fuertemente relacionados entre sí. En concreto
se cumple el siguiente
Lema 3.5.2 Siendo E un proceso se verifica:
• Si A E A(E) y ait c A entonces existe un proceso E’ tal que
• Si E 44 E’ entonces existe un estado A’ e A(E) tal que TAcÉ(A’) ~tG A.
Demositración. Para demostrar el primer punto tomemos A c A(E) y al c A. Conside-
remos entonces la computación que genera el estado A
Tomando t~ = >jj~ij t¡, existe entonces Av e IN tal que a(t — t~) E TA(E~) it,,, de modo
que existirá E’ tal que
‘I(t—l~) E’
con lo que tenemos E (A1í»~í: E’.
AatSupongamos ahora que E ~‘ E’. En tal caso existirá una computación
tomemos it~ = >3E?j
1j . Si P~ JS para todo i < Av entonces tomando cualquier A,, c A(E,~) se
tiene inmediatamente que el estado A’ = (A,,+tflUA verifica las propiedades requeridas. Si
existe i <Av tal que E, # (tomando el menor que lo verifique) se tiene que A’ = {(lit~}uAl it’
es el estado buscado.
O
una
3.6. Equivalencia entre la Semántica de Pruebas y la Caracterización Operacional.
Seguidamente definimos las barbas de un proceso
Definición 3.5.3 Decimos que b = bs . A es una barba de un proceso E, y lo escribiremos
b e Barb(E), si y sólo si existe un proceso P’ tal que
y AeA(E’)
O
A partir de esta última definición y utilizando la relación « sobre conjuntos de barbas
introducida en el capítulo 2, obtenemos la relación entre procesos que nos servirá para
caracterizar la semántica de pruebas.
Definición 3.5.4 Siendo E,Q e CRec(Eseq), decimos que
E«Q ~. Barb(E) « Barb(Q)
O
3.6 Equivalencia entre la Semántica de Pruebas y la Carac-
terización Operacional.
los dos tipos de relaciones entre
de pruebas ~ y por otro lado la
En esta sección demostraremos la equivalencia entre
procesos que liemos visto: por un lado la semántica
relación inducida por las barbas «.
En primer lugar demostraremos
E«Q ~ E~Q
Para ello precisamos una serie de resultados previos. En primer lugar veremos una propo-
sición similar a la proposición 3.2.3, que nos relaciona las b-trazas que un proceso puede
ejecutar, y las b-trazas que puede ejecutar una actualización temporal suya. Puesto que
únicamente hacemos la actualización temporal de procesos que se dejan, es decir, proce-
sos estables y procesos que pueden permanecer inactivos; sólo estamos interesados en la
actualización de tales procesos.
Lema 3.6.1 Sea E E CRec(flseq) verificando stb(E), it e Y con idle(E) =1 y bs # e;
entonces
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DemosÉración. Es una consecuencia inmediata del corolario 3.2.3.
O
Las demostraciones que vienen a continuación son bastante rutinarias, así que para
facilitar la lectura, hemos preferido dar una idea de las demostraciones y colocar la mismas
en el apéndice A.
Proposición 3.6.2 Sean bs = A1a1t1 ... A,,a,,t,, y bs’ = Alaíití . . . A~a,,t,, con n > O,
tal que A~FiA~=0, Tu ha ha’napruebatalque2’~TiyEunprocesotalqueE=zn~~E1,
entonces existe una computación desde E 1 2’ hasta Ei ¡
Ti.
DemosÉración. Para entender esta proposición basta tener en cuenta que puesto que los
conjuntos A~ FiA~ = 0, por lo que el proceso y la prueba no pueden sincronizar en acciones
distintas a las a~ en el instante t~. Así que la prueba y el proceso van evolucionando
de manera independiente sin posibilidad de sincronizar en ninguna acción, hasta que el
proceso y la prueba se ponen de acuerdo para ejecutar conjuntamente la acción a~ en
instante t~. Nótese que si en algún momento se tiene que A~ Fi A~ ~ 0, debido a la
urgencia, el proceso y la prueba deberían sincronizar (salvo en el caso que alguno de los
dos realizase una acción interna en el mismo instante) y entonces la computación no sería
posible.
O
La proposición anterior refleja la necesidad de guardar la información sobre las acciones
que un proceso puede ejecutar antes que una determinada acción. Las proposiciones que
vienen a continuación son similares a las anteriores, pero para estados. A continuación
demostraremos que si un proceso está en un estado en el que no puede sincronizar con
las acciones que ofrece una prueba, (A Fi (TA(2~) 1 t~ + ti) = o), ambos procesos pueden
evolucionar libremente, al menos hasta el instante de indefinición del estado, (nd(A) > it,,).
Proposición 3.6.3 Sea A E Á(E) y 2’ una prueba que tiene una computación
2’ = To >.>* T¿ rl, rl~ r13 rl>,
de modo que, tomando V = >iz5u1’~ t~, se verifica:
• A Fi (TA(I~’) ~ ~ + ji) = 0 y
• nd(A) >
Entonces existe un proceso E,, para el cual se tiene una computación desde E ¡ 2’ hasta
E>, ¡ 2’,, en la que aparecen todas las pruebas indicadas en la computación de arriba.
a
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Demostración. La razón por la cual la computación es posible es la misma que en la
proposición anterior.
O
Proposición 3.6.4 Sean A E A(E), y 2’ una prueba que tiene una computación
de modo que, tomando it’ = >2§!j it~j, cumple:
• AFi(TA(77)litH-tj=0,
• existe Av tal que nd(A) =t y nd(A) > j1 para 1 < Av.
Entonces existen E’ y 2” tales que hay una computación desde E ¡ 2’ hasta E’ ¡ 2” con
E’ 4, y de modo que a lo largo de dicha computación aparecen todas las pruebas de la
computación 2’ en el enunciado.
Demostracton. Consideremos la computación que genera el estado A:
rIf rl~
Puesto que nd(A) < oc, la computación es finita y E» t• En virtud de la propiedad
anterior y la propiedad 3.4.7 podemos suponer Av = 1; tomemos entonces V>’ = s;zk j
1?
y 2’ = Tf Puesto que Ti >~~> 2’ tenemos que Ei ¡ ffí >—0 E1 2’. Además, puesto que
A Fi (TA(T) 1 ití) =0 tendremos
(TA(Ei’) Fi Upd(T, it’”)) 1 tf = e
En consecuencia tenemos que la siguiente computación es posible:
E1 ¡2’~—> E ¡Ti—> E2 ¡ Upd(T,it2’fl...
Y puesto que E» t, la proposición queda demostrada.
O
Estamos ya en condiciones de demostrar la primera parte de la equivalencia.

















3. Lenguaje Básico 51
Demostración. Para probar E ~ 4) consideremos cada prueba 2’ tal que E must 2’ y
demostremos que 4) must 2’. Para ello debemos analizar cada computación completa de
4) ¡ 2’. Cada una de tales computaciones proviene de una computación de 4) y otra de 2’.
Ambas computaciones van dando lugar a una serie de b-trazas
4) Anx¡t~..A>,a>,1>, 4),,, 2’ 2’,,
Tomemos bs,, = Aiaíití ... A,,a,,t,, y bs’,, = Alaítí . . . A~a,,t,,. Puesto que las b-trazas
vienen de una computación de E ¡ 2’ se verificará que A~ Fi A~ = 0. Tomemos entonces un
estado cualquiera de 4),,, A~ . Tendremos entonces que
k+i
— bs,,A~ 1 E Barb(4))
Puesto que E « 4), para cada una de tales barbas, existirá una barba
= bs~ . Ak’+í E Barb(E)
tal que b% « b,,. Si en algún momento se cumple que Ion(b~) < Ion(b,,), por la proposicio-
nes 3.6.2 y 3.6.4, teniendo en cuenta que E must 2’, podremos obtener fácilmente que la
computación de 4) ¡ 2’ es de éxito.
Supongamos entonces que para cada Av e 1=4se verifica lon(b%) = lon(b,,). Si el número
de b-trazas que surgen de la computación de 4) 1 2’ es infinito, por la proposición 3.6.2, te-
niendo en cuenta que la semántica operacional es finitamente ramificada, podemos aplicar
el lema de Kñnig, para obtener que la computación de 4) j 2’ es de éxito. Supongamos en-
tonces que se generan un número finito de b-trazas, siendo la última frs». Existen entonces
una prueba 2’» y un proceso 4)» tales que
hs’ hs~
T==~tT», y
Ahora la computación que termina en 4),, j 2’» va a generar un estado A~ de 4)» tal que
la intersección con las acciones que va ofreciendo la prueba es vacía. Puesto que E « 4)
existirá un proceso E» tal que
bs”E=~E» A”CA(E») y
Se puede ver entonces que la computación de Q¡T es de éxito gracias a que E must 2’, a las
proposiciones 3.6.2, 3.6.3 y 3.6.4, a que la semántica operacional es finitamente ramificada
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ej
A continuación hemos de probar la otra parte de la equivalencia ej
E~Q ~ E«Q
Lo haremos por reducción al absurdo; es decir, demostraremos 4
E
5tQ * E~Q 4
Por tanto si existe b E Barb(Q) de modo que no existe b’ E Barb(E) con b’ «b, entonces
podemos encontrar una prueba 2’ tal que E must 2’ y 4) m/ist 2’. Para ilustrar la forma 4
en que encontraremos una prueba tal, veamos el siguiente
Ejemplo 3.6.6 Consideremos los procesos 4
E = (STO?) [1 (al ; STOP O b2 ; STO?)
y ejQ = (STO?) Fi (al ; STO? O b2 ; STO?) fi (b2; STO?)
Sus respectivos conjuntos de barbas vienen dados por 4
0, {al, b2}, OalO, 0b20, {al}b20 MI
Barb(E) = { OalO, {al}b20 } Barb(Q) = 0, {b2}, {al, b2},
Tenemos que 4) « E, pero considerando b = 0b20 c Barb(Q) nos encontramos con que
ej
no existe 19 E Barb(E) tal que b « b’, de modo que E 5t 4). Veamos porqué ello es así. En
el conjunto Barb(E), la oferta de la acción b en instante 2 siempre está acompañada por SIla de a en el instante 1. Si E pudiera sincronizar con una prueba que pudiera ejecutar la
acción a en el instante 1 estarían obligados, ambos prueba y proceso, a ejecutarla. Con lo
cual b en el instante 2 no se podría ejecutar. En cambio en el proceso 4), si la prueba está 4
interesada en ejecutar b en el instante 2, 4) no tendría ningún motivo para negarse. Así
que la prueba que pase E pero no 4) tendría que ofrecer a en el instante 1 y después dar u’
el visto bueno. En concreto, consideremos la prueba
2’ = (al; OK) O (r2; OK) O (b2 ; STO?) 4
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Antes de continuar, conviene introducir cierta notación adicional con el objetivo de simpli-




a1it1 ; OK EJ (a2; OK O ~ (a it ; OK O a»t» ; OK)...))
Obsérvese que en dicha prueba no tiene influencia del orden en el que se hayan colocado
las acciones temporizadas pue’s tenemos
al
[A];OK—.>OK VateA
Si el conjunto de acciones temporizadas es vacío tomaremos
[0]; OK = STO?
Vamos a generalizar lo obtenido en el ejemplo anterior, con el objetivo de encontrar una
prueba de manera que E must 2’ y 4) n1tist 2’ para procesos tales que E < 4). Si
E 5t 4), existe una barba b E Barb(4)) tal que no existe 1” e Barb(E) cumpliendo que
b’ « b. Empezamos dando una definición general: definiremos una prueba en función de
un conjunto de barbas y una barba, que serán después el conjunto de barbas de un proceso
(Barb(E) en el caso anterior) y una barba de un proceso (b e Barb(4))). Más adelante
veremos que dicha prueba es en efecto la que estamos buscando.
Definición 3.6.7 Sea 3 un conjunto de barbas y b una barba, entonces
• Si la barba b es un estado A, consideremos
Ti= rt;OK sit=nd(A)<oc
STO? en otro caso
Y siendo A’ C TAcÉ un conjunto finito que verifique
— A’nA=e,
— A’ Fi A” # 0 para todo A” E A(B) tal que nd(A”) =nd(A),
tomamos
= [A’]; OK
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• Si b = Aait . b1, tomamos el conjunto de barbas
1% = {b’ ¡3 A’ ~ A t.q. A’at• b’ E n} u’
Si D>, = 0 consideremos §1’i = STO?, en caso contrario consideremos T~ una prueba 4
bien formada con respecto a Sí y b1. Por otra parte tomemos un conjunto finito
A’ G TAct tal que A’ Fi A =o, A’ Fi A” ~ 0 para todo A” cumpliendo una de las u’
siguientes condiciones:
— Existe una barba b” tal que A”ait . b” E E y b” « b1, o bien, u’
— A” e E y nd(A”) <it.
Decimos entonces que la prueba u’
2’ = (it; OK) O (ait ; Ti) O [A’];OK u’
está bien formada con respecto a E y Ix u’
O
Para un conjunto arbitrario general de barbas E y una barba cualquiera b, es posible que u’
no exista ninguna prueba bien formada con respecto a E y b. u’
Ejemplo 3.6.8 Tomemos
~= 1 ~ itelN1 y b=0 u’0at0 J
Es claro que hay ningún conjunto finito A’ G TAcÉ que interseque a todos los estados de
E, no existe b’ e E tal que b’ « b, y Barb(STOP) = {b}. Si damos por bueno que dichas 4pruebas serán las que servirán para distinguir procesos no relacionados por « tenemos
que si existiera E tal que E = Barb(E), para encontrar una prueba 2’ tal que E must 2’ y
STO? r#st 2’ tendría que ser de la forma u’
2’ = Pi at; OK u’
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Sin embargo, debido a la ramificación finita de los procesos sintácticos, no hay conjuntos
Barb(E) con el mal comportamiento del conjunto E del ejemplo anterior. De modo que si
E = Barb(E), b e Barb(Q) y no existe b’ E E tal que b’ « b, entonces existe siempre una
prueba 2’ bien formada con respecto a Barb(E) y b. De cara a probarlo damos en primer
lugar el siguiente
Lema 3.6.9 Supongamos que A es un conjunto de estados temporalmente completo y
A C TAct un conjunto de acciones temporizadas tal que todo estado A’ e A verifica
A’ Fi A # 0. Entonces existe un conjunto finito A0 C A tal que
VA’cA A’nAo#0
DemosÉración. Razonemos por inducción al absurdo, y supongamos que existe un con-
junto de acciones temporizadas A tal que para cada subconjunto finito A0 12 A existe un
estado Ab E A tal que A0 Fi Ab = 0. Fijemos it E Y, puesto que el conjunto Alt es finito
existe A1 E A tal que Al mA1 = 0. Además, puesto que el dominio de tiempo es discreto
y el alfabeto finito, podemos escoger los A1 verificando
A1lt=A1~lt para it’>it
Tomemos entonces el estado
A’ = u Aí lit
tcT
y tendremos que, por serA temporalmente compacto, A’ E A, y puesto que A1 Fi Alt = 0,
tenemos A’ Fi A = 0 lo que contradice nuestra hipótesis.
EJ
Proposición 3.6.10 Si E = Barb(E) y b es una barba tal que no existe 19 E E tal que
b’ «b, entonces existe una prueba 2’ bien formada respecto a E y b.
Demostración. Sea b = Aíaiiti . . . A»a»it»A. Razonemos por inducción sobre n.
n = O Tomemos it = nd(A) y A = A(E). Puesto que no existe A’ e A tal que A’ «A,
para cada A’ E A tal que nd(A’) =tse verifica que TAct(A’) \A $ 0. Consideremos
el conjunto de acciones temporizadas
= U TAcÉ(A’) \ A
nd(A)=t
A’EA
Si it c oc tenemos que A1 es finito. Tomaremos entonces A0 = A1.
Si it = oc tenemos
ya
‘u’
56 3.6. Equivalencia entre la Semántica de Pruebas y la Caracterización Operacional
.
• Por ser E un proceso, A = A(E) es temporalmente compacto.
• Para cadaA’ cAse tiene A’ Fi A1 # 0. 4
Entonces por aplicación del lema anterior tenemos que existe A0 ~ Aí finito tal que
Ao Fi A’ # 0 para todo A’ e A. u’
Tomamos entonces las pruebas
f rit;OK sit<oc fE2 = [Ao]; OK u’
STOP en otro caso
y tenemos que 2’ = Ri O 2’2 es en efecto una prueba bien formada con respecto a B
y ab.
n> O Supongamos ahora que b = Aat . b1. Por la propiedad 3.2.5, existe un número finito u’
de procesos 4) tales que E ~ 4). Consideremos el conjunto
Q={4)¡E
4~QyA’A} 4
Si Q no fuera finito, por la proposición 3.2.5, podríamos encontrar fácilmente un u’
estado A’ E .4(E) tal que nd(A’) =it y A’ 1 t ~ A; con lo cual se verificaría A’ «b,
que contradice la hipótesis de partida. Por tanto Q es un conjunto finito. Si Q = o,
u’




= Barb(E’) = {b’ ¡ B A’ § A t.q. A’at’ b’ e Barb(E)} u’
Puesto que no existe bp e Barb(E) tal que bp «b, no tampoco existe bp
t e Barb(E’) u’
tal que 6>” « b~. Por tanto, por hipótesis de inducción existe una prueba bien
formada 2” con respecto a fl1 y b~. u’
Por otro lado se cumple:
• Si 6” «61 y 6” = A’ait 6’ entonces A’ \A ~0. 4
• Si A’ e Barb(E) es tal que nd(A’) =t TAcit(A’) \ A # 0.
Tomemos entonces el conjunto u’
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Puesto que estamos considerando un alfabeto finito y un dominio de tiempo discreto
tenemos que A0 es finito. También tenemos que A0 verifica las condiciones de la
definición, de modo que la prueba
2’ = ‘it; 01< EJ at ; 2” 0 [Ao]; OK
está bien formada con respecto a Barb(E) y a b.
EJ
Una vez probada la existencia de la prueba bien formada con respecto a Barb(E) y b(c
Barb(Q>), hemos de probar que verifica las propiedades requeridas. En primer lugar
Proposición 3.6.11 Sea B un conjunto de barbas, b una barba tal que no existe 19 E B
tal que 19 « b y 2’ una prueba bien formada con respecto a B y a b. Si B = Barb(E),
entonces E must fE.
Demostración. Nos limitaremos a ver aquí un resumen de la demostración, está hecha
con todo detalle en el apéndice A. Hemos de demostrar que en cualquier computación de
P ¡ 2’, acaba dando el visto bueno. Lo probamos por inducción sobre la longitud de la
barba b.
b = A. Cualquier estado A’ de E verifica
nd(A’)=nd(A) * BaiteA’: at«A
La prueba 2’ es de la forma
T—FA”1~OKEJI rit;OK siit=nd(A)<oc
STO? en otro caso
donde el conjunto A” verifica
VA’ E A(E): nd(A’) =nd(A) =~. TAcÉ(A’) Fi A” ~ 0
Entonces si el proceso evoluciona de manera que genera un estado A’ de manera que
A” Fi A’ = 0 entonces se verifica nd(A’) > nd(A), y por tanto llegará un momento
en el que la prueba ejecute la acción interna (debido a las reglas de la urgencia),
conduciéndonos a una computación de éxito. Si E evoluciona hacia un estado A’ tal
que A’ =nd(A), entonces existe at E TAcÉ(A’) Fi A”, y por tanto en algún momento
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b = Aat . b’. En este caso la prueba 2’ es de la forma
2’ = (rit; OK) O (at ; Ti) O [A’];OK u’
donde 2’í es una prueba bien formada con respecto al conjunto ej
= {b’ ¡ BA’ ~ A t.q. A’at . b’ e EJ
y a b’~, y A’ es un conjunto de acciones temporizadas tal que A’ Fi A” ~ 0 para cada ej
conjunto A” verificando una de las siguientes propiedades
• A” E A(E), mt « A” y nd(A”) <it. u’
• A”ait b” E Barb(E) y b” « b. 4
Entonces el proceso evolucionará hacia un estado A”, que verificará o bien ~ « A”
o bien at E A”. Si se verifica la primera posibilidad, entonces u’
• Si nd(A) > it, llegará un instante en el que la prueba 2’ tendrá que hacer la
acción interna y dar el visto bueno. ‘4
• Si od(A) =it, ha de existir una acción at e A” Fi A’, por tanto la prueba y el
proceso han de sincronizar en dicha acción y con lo que la prueba acaba dando ej
el visto bueno.
Si se verifica que mt e A” tenemos dos posibilidades: u’
• Existe a’t’ e A” Fi A’, entonces el proceso y la prueba sincronizan en la acción u’
y la prueba acaba dando el visto bueno.
(A”1 Oat E
1. Consideremos
• A”l it G A. Entonces existe un proceso E1 tal que E
___ ejel proceso
Q=fl{E1¡E A1at~ EíyAíCA}*
verificándose Barb(4)) = B1. Entonces, por hipótesis de inducción, 4) must Tí. u’Puesto que 4) >—> E’, cualquier computación de E
1 ¡
2’í ha de dar el visto
bueno. Puesto que la computación de E ¡ 2’ nos conduce hasta E
1 ¡ STí, y ésta ej
segunda es de éxito, también lo será la primera.
_____ O u’
~SiBi = 0 entonces 2’~ = STOP.tSi el conjunto de procesos 1’, tales que existe A, ~ A y P =44~4~ P, no fuera finito, podríamos
ejencontrar un estado A
1 e A(P) tal que nd(A,) =ty TAel(A1) ~ A, con lo que llegamos aunacontradicci6n
puesto que A1 «Aat 6’.
ej
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Proposición 3.6.12 Sea B un conjunto de barbas, b una barba tal que no existe b’ e B
tal que b’ ~z<b y 2’ una prueba bien formada con respecto a B y a b. Entonces, si
bE Barb(E), se tendrá E n4(ist 2’.
DemosÉración. Razonamos por inducción sobre la longitud de la barba b:
b = A. Puesto que A e Barb(E), en virtud de la proposición 3.4.5 existe una computación
E Ei >~~~+* E rt~ E2 >~~>* ~ * ...
que genera dicho estado según la. Tomemos it’ = S52~ itj. La prueba T es de la
forma
2’ = ([A’]; OK) { rt;OK siit<oc
STO? en otro caso
donde it = nd(A). Supongamos que it <oc, por lo que existe E>, verificando
E,,t y t=it~
Puesto que TA(E~) it,, Fi Upd(T, it~) 1 it,, = 0 tenemos la computación
E¡2’i-÷*EflT~M¾E2IUpd(T,it2)F~0E~IUpd(T,t2§~>...E,,¡Upd(T,itk)
y como quiera que E,, t llegamos a E n~ist 2’.
Análogamente si, it = oc, puesto que TA(E~) it,, Fi Upd(2’,t) it,, — 0, la prueba
nunca puede sincronizar con el proceso, y por tanto tenemos que nunca podrá dar
el visto bueno, de modo que E n4<ist 2’.
b Aat . b1. En tal caso tenemos que existe E1 tal que
y bieBarb(Eí)
La prueba será de la forma
2’ = ([A’]; OK) O (mt; Ti) EJ (nr; OK)
donde A’ es un conjunto de acciones temporizadas verificando A’ Fi A = 0; y
2’i es
una prueba construida a partir del conjunto de barbas
= {b’ ¡ BA’ CA: A’ait . b’ e B}




60 3.6. Equivalencia entre la Semántica de Pruebas y la Caracterización Operacional
.
• si R~ = 0 entonces 2’~ = STOP y evidentemente tendremos E1 iphst
2’í,
• si flí ~ 0 entonces 7’~ será una prueba bien formada con respecto aB
1 y a b1, 4
con lo que por hipótesis de inducción E1 njist
Tí
A’ al aPuesto que 2’ : Tí y A’ Fi A 0, en virtud de la proposición 3.6.2, tenemosq existe una computación desde E ¡ 2’ hasta Fi ¡ Tí. Por hipótesis de inducción
tenemos que Fi 4st It y por tanto E 4st 2’. 4
O
Finalmente ya podemos demostrar el resultado que buscábamos:
Corolario 3.6.13 Si E ~ 4), entonces E « 4). 4
Dernositración. Razonemos por reducción al absurdo, y supongamos por tanto que existe
una barba b E Barb(4)) tal que no existe b’ e BarÉ(E) con 19 c& it En virtud de la 4
proposición 3.6.10 existe una prueba bien formada 2’ con respecto a Barb(E) y a b. Por la
proposición 3.6.11 tenemos que E must 2’, y aplicando la proposición 3.6.12 tenemos que 4
4) 4st 2’, y lo que E ~ 4), que está en contradicción con nuestrás hipótesis.
0 4
Uniendo este último resultado con el teorema 3.6.5 obtenemos la equivalencia buscada:
Teorema 3.6.14 Si E, 4) e CRec(E














En la semántica denotacional se representa cada término sintáctico por medio de ún valor
en un cierto dominio semántico. En nuestro caso representaremos cada proceso por medio
de un conjunto consisitenite de barbas. Tendremos que todo proceso podrá ser repre~entado
por un conjunto consistente de barbas, si bien, y como es habitual, el recíproco no será
cierto: pueden existir conjuntos consistentes de barbas que no puedan ser generados por
ningún proceso sintáctico.
Definición 4.1.1 Un conjunto de barbas B es consistente, lo cual denotamos por B c
Bcon, si y sólo si cumple las siguientes condiciones:
• B#0.
• Cerrado bajo prefijo: Si Aíaiti
do A verificando:
A»ía»1t»..íA»a»t» e Btraz(B), existe un esta-
— Aíaíiti . . . A,,1a,,1it»jA E B y
- Alit,,= A».
• Cerrado bujo continuaciones:
bs . (Al flat e Btraz(B).
• Temporalmente compacto: Si
compacto.
Supongamos que bs• A c B y uit E A, entonces
bs e Btraz(B), entonces A(B, bs) es temporalmente
¡ 0
siente
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ej
Exigimos en primer lugar que el conjunto de barbas no sea el vacío. El que los conjuntos
deban estar cerrados bajo prefijos está justificado por el hecho de que si una computación u’
ha sido posible, el proceso ha tenido que pasar por todos los estados intermedios. La idea
intuitiva tras la segunda condición, cerrado bajo continuaciones, es que si después de una
computación es posible ejecutar una acción, entonces ha de existir una computaciones que
continúan ejecutando tal acción. La última propiedad, temporalmente compacto, como ya
hemos indicado, está muy relacionada con el hecho de que la semántica operacional sea
finitamente ramificada.
Sería deseable que la relación « fuera un orden parcial, sin embargo no lo es puesto que u’
no verifica la propiedad antisimétrica. Ello implica inmediatamente que la igualdad entre
conjuntos de barbas no puede ser totalmente abstracta con respecto a la equivalencia de u’
pruebas. Sin embargo esto no es totalmente catastrófico pues se se puede probar fácilmente
que la relación « es un preorden. Entonces para inducir un orden parcial basta considerar
la relación de equivalencia u’
fl1~fl2 ~ Bí«82AB2«Ri ej
de modo que la relación « induce una relación de orden en el conjunto cociente Bcomp =
Bcon/ ~. T~abajar con el conjunto Bcomp resultaría demasiado engorroso, por lo que es u’
preferible seguir trabajando con el conjunto Bcon. A pesar de que a nivel de la igualdad,
Bcon no sea totalmente abstracto, demostraremos en cambio que la relación « si que lo u’
es, es decir
BconEE]~«BconEQ~ ~ E~Q u’
A partir de ello, se sigue inmediatamente que la igualdad en el conjunto Bcomp es totalmente
abstracta con respecto a la semántica de pruebas.
u’
Vemos a continuación una serie de propiedades que resultarán útiles de cara a demos-
traciones postreras: u’
Proposición 4.1.2 Si E es un conjunto consistente de barbas y bs E Btraz(B), entonces
Barb(B, bs) es un conjunto consistente de barbas. u’
Demostración. Es fácil comprobar que el conjunto Barb(B, bs) en efecto cumple las con-
diciones de la definición 4.1.1. u’
Proposición 4.1.3 Supongamos que E es un conjunto consistente de barbas, A un u’
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manera que bs . A1 E B, A 1 it ~ A1 (resp. A1 1 it ~ A1) Entonces existe un estado A’ tal
que bs . A E .8 y A c A’ (resp. A’ ~ A).
Demostración. Puesto que E es completo y bs e Btraz(B), tenemos que el conjunto de
estados A(E, bs) es temporalmente compacto. Se obtiene entonces el resultado deseado
como consecuencia inmediata de la proposición 2.4.8.
O
4.2 Operadores
En esta sección definiremos el valor semántico de cada uno de los operadores sintácticos
de la signatura S~.
4.2.1 Interbloqueo y Divergencia
Tanto el operador de interbloqueo STOP, como el de divergencia DIV, son valores constantes.
Para definir su semántica analicemos sus semánticas operacionales y de pruebas.
El operador de interbloqueo, STOP, no es capaz de realizar ningún evento, peto deja
que los demás procesos sigan funcionando, Por ello su valor en términos de barba~ será:
BconESTOP]~ = {0}
El operador de divergencia, DIV, al igual que el de interbloqueo, no realiza ningún evento,
pero tampoco deja que los demás progresen. Por tanto tendrá un único estado completa-
mente indefinido:
BCOU[DIV~ = {{I2O}}
Tanto BcodSTO?]1 como BconEDIV]~ son conjuntos de barbas consistentes. Además tenemos
la siguiente
Proposición 4.2.1
Barb(STOP) = {0} = BO,IIESTOP~ y Barb(DIV) = {{fZO}} = Bcon¡[DIVII





4.2.2 Prefijo de Acción Oculta
Estudiaremos ahora el caso del prefijo cuando el evento que prefija es laacción oculta: rit;E. ej
El único efecto visible de una acción oculta es el de retrasar la ejecución de las demás
acciones. Por tanto, si E es un conjunto de barbas consistente y it E Y, definimos ej
BconErt1~(fl) = {b+it¡ be EJ
Está claro que si E es un conjunto consistente de barbas, se tiene que Bcon [wt;~(E) será
también un conjunto consistente de barbas. Cara a probar la abstracción de la semántica
ej
denotacional con respecto a la semántica de pruebas, hemos de demostrar:
Proposición 4.2.2 Siendo E un conjunto consistente de barbas se verifica ej
• Si E « Barb(E) entonces BconErt;~(E) « BarbQrit ; E)
• Si Barb(E) c< E entonces Barb(rit ; E) « B~0~¡{rt;~(B). ej
Demostración. Por un lado tenemos que TAQrt E) = o, y puesto que nit ; ~ 2¾E,
‘ejtenemos que b c Rarb(E) si y sólo si b + it E Barb(rit ; E).
O
Además se cumple
Proposición 4.2.3 Si E «E’ y it e Y entonces Bc0~ Erit;~ (E) «Bcor,Erit;~(B) ej
Demostración. Es consecuencia inmediata del siguiente hecho:
ej
O
4.2.3 Prefijo de Acciones Externas u’
Estudiamos ahora el caso en el que el evento que prefija es una acción visible: oit ; E, con ej
a e AcÉ. Tenemos que el proceso oit ; E únicamente puede ejecutar la acción a en tiempo
it para convertirse tras ello en 1>. Por tanto para uit e TAcL y B, definimos ej
Bcon[ait;]~(B) = {Oat. b¡ be EJ U {{ait}}
Al igual que antes, tenemos que B00~¡[at;~(B) es un conjunto consistente de barbas. Para ej
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Proposición 4.2.4 Siendo E un conjunto consistente de barbas se verifica
• Si E « Barb(E) entonces Bco~Eait;~ (E) « Barb(ait ; E).
• Si Barb(E) « E entonces Barb(ait; E) « B~0n~at;]j(E).
Proposición 4.2.5 Por un lado tenemos que .A(ait; E) = {{ait}}. Por otra parte
ait;E~M.*P y TA(at;E)={at}
Por tanto, Oait b e Barb(ait; E) si y sólo si b E Barb(E).
Además tenemos que este operador es monótono con respecto al preorden «.
Proposición 4.2.6 Si E « E’ y ait e TAcÉ entonces B~o~Iait;~(E) «Bcon¡[ait;I(E’)
Demostración. Es consecuencia inmediata de los siguientes hechos:
• A(Bconl[at;]KB)) = AQ3codat;IRE’)) = {{aÉJ}.
• Si b « b’ entonces Oait . b « Zait . b’.
O
4.2.4 Elección Interna
A continuación estudiamos el primero de los operadores binarios: la elección interna.
Observando la semántica operacional tenemos que E Fi 4) se puede transformar de forma
no determinista bien en E o bien en 4). Por tanto, si Bí y E2 son conjuntos de barbas
consistentes, definimos
B~0dri(Bí,B2) = E1 un2
En esta ocasión el probar la consistencia de Bcon[F1]~(Eí, 82) no es tan inmediato como en
los casos anteriores.
Proposición 4.2.7 Si E1 y ~2 son conjuntos consistentes de barbas, entonces el conjunto
de barbas B~0~¡1F1]J (El, E2) es consistente.
Demostración. Tomemos E = Bc,nEflI(Eí, E2) = E1 U E2. Probar que E # 0 y que E
es cerrado bajo prefijos y continuidades es inmediato dado que E1 y E2 son consistentes.




• frs E Btraz(Eí) y frs ~ Btraz(E2). En tal caso tenemos que A(B,bs) = A(Eí,bs),
y puesto que el segundo conjunto es temporalmente compacto, el primero lo será u’
también.
• bs E Btraz(E2) y bs « Btraz(Bi). Caso simétrico al anterior. u’
• bs E Btraz(E2) y bs E Btraz(Ei). En este caso tenemos
A(B,bs) = A(Eí,bs) UA(B2.bs)
y puesto que A(Bi, bs) y A(E2, bs) son temporalmente compactos, por la proposi-
ejción 2.4.9, también lo es su unión, A(E,bs).
O ej
Cara a demostrar la correspondencia de la semántica denotacional con la semántica de
pruebas, para este operador, hemos de probar que se verífica la u’
Proposición 4.2.8 Siendo E1 y E2 conjuntos consistentes de barbas, y E1 y E2 procesos
se tiene ej
• Si Eí « Barb(Ei) y E2 « Barb(E2), entonces
Bc0~~F1j(E1,E2) « Barb(Eí riP2) ej
• Si Barb(Eí) « Bi y Barb(E2) « E2, entonces ej
Barb(E1 F1E2) BconEF1]I(Ei,E2)
Demostración. Simplemente hay que tener en cuenta que u’
E1F1E2>—4E1 y EiflE2>’—>E2 u’
y por tanto b E Barb(P1 Fi E2) si y sólo si b e Barb(E1) o b E Barb(E2).
O u’
Por último veremos que éste operador es monótono con respecto a la relación «.
Proposición 4.2.9 Si Bí «El y E2 «E entonces u’
B~04rtj(B1,E2) « B00~~n~(El,E)
Demostración. Si 19 e B~05[i(Bl,E) tenemos que 19 pertenece a E~ o a Ef2. Suponga- ej
mos que está en E~ (el otro caso es simétrico). Puesto que Eí « E~ existe b E E1 tal que
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4.2.5 Elección Externa
Este operador es el más complicado de los vistos hasta el momento. Observando la defl-
nicion de su semántica operacional vemos que sólo las transiciones con acciones visibles
resuelven la elección. Hasta que ello sucede ambos argumentos están presentes, de modo
que los estados del proceso E 0 4) serán una combinación de los estados de E y los de
4). En cambio, una vez resuelta la elección, el proceso se comportará como el proceso que
haya realizado la acción visible.
Daremos en primer lugar una siguiente definición, que más adelante utilizaremos de
nuevo en el capitulo 6 a la hora de la definir el operador paralelo.





donde it = min{nd(A1),nd(A2)}.
O
Observemos que cuando G = 0, el operador definido coincide prácticamente la unión
conjuntista; únicamente hay que tener en cuenta los tiempos de indefinición; cuando éstos
coinciden en ambos estados, nd(Ai) = nd(A2), se trata exactamente de la unión: A1 LI0
A2 Ai U A2. El conjunto de acciones O que aparece como subíndice, se utilizará en
el operador paralelo, representando el alfabeto de sincronización entre sus argumentos.
Si nos fijamos en la definición, observamos que las acciones temporizadas de A1 U0 A2
son las acciones que podrían ejecutar dos procesos con tales estados sincronizando en el
alfabeto O, esto es
• Las acciones que no están en O y pueden ejecutar cada uno de los procesos indepen-
dientemente, y
• las acciones que están en O y pueden realizar ambos procesos.
Finalmente el operador de elección externa queda definido como sigue: si Eí y1E~ son
conjuntos consistentes de barbas, tomamos
B~0~[O]1(Bí,E2) {Aí U0 A2 A1 CE1 y A2 E E2}




En primer lugar hemos de demostrar que se trata de un operador entre conjuntos de barbas
consistentes, lo que viene dada por la ej
Proposición 4.2.11 Si E1 y E2 son conjuntos consistentes, entonces
E = B~0~[Oul(Eí,E2) u
es también un conjunto consistente de barbas.
Demostración. De nuevo la única propiedad no trivial es la compacidad temporal. Para
ejdemostrarla tomemos un estado A tal que nd(A) = oc, de modo que para todo it e Y
exista bs . A1 e E con Al it = A1 1 it. Distinguiremos dos casos:
bs = e. Entonces para cada te Texisten A11 e Bí y A1,2 CE2 tales que A1 = Aí,íu~A1,2. ej
Puesto que estamos considerando un dominio de tiempo discreto y un alfabeto finito
u
podemos suponer que*




Puestoque Eí y E2 son consistentes, tenemos que A1 e E1 y A2 e £2, y por tanto ej
A = A1 LJ~ A2 e E.
bs = Aíadí . bs’. Para cada it e Y existen un conjunto de acciones temporizadas A
1’1 y u’
un estado A1’2 con nd(A1’2) > itj de modo que A
1 = A”
1 u (At’2 1 ti) y se verifica
• A1’1oit (bs’ . A
1) eBí y A
1’2 E E
2, o bien ej
• A




Puesto que siempre podemos encontrar una subsucesión que así lo verifique, podemos
asumir o bien que se da siempre el primer caso o bien siempre el segundo. Supon- u
gamos que estamos en el primer caso. Además, puesto que estamos trabajando con
un dominio de tiempo discreto y un alfabeto finito, podemos suponer quet
A
1’1 = A”1 y Al~2l itj A”’2l ití Vit,it’eT
S1 tomamos un estado A, tenemos que Alt es finito, y por tanto podemos encontrar una subsecuencia ej
de instantes {$t ¡1 E Y, s~ =t} tal que A
8, 11 = A,,, it para 1 =1’.
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Tomemos A1 — At’1 y A2 — A’2 para algún it E Y. Tenemos entonces que para todo
it e ‘Tse tiene A’aiiti . (bs’ . A
1) e E~, de modo que por ser E, consistente, tenemos
que Aí . (bs’ . A) e Eí, y por tanto
bs A = (A’ U A
2 1 iti)aíití . (frs’. A) CE
O
postrero Para probar la correspondencia entre la semántica denotacional y la semántica




y 82 « Barb(Q)
y Barb(Q) «E2
4. B~0,QJO~(Eí,E2) « Barb(E 04))
!=~ Barb(E 04)) «z BconEE]](Ei, E2)
Debido a la forma más compleja en la que en este caso están definidos los estados, la demos-
tración es más delicada que en los anteriores. En primer lugar veamos cómo es el conjunto
de estados de EOQ. Para facilitar la lectura y puesto que la mayoría de las demostraciones
son eminentemente técnicas, éstas se encuentran con detalle en el apéndice A.
Lema 4.2.12
propiedades:
Siendo E y 4) procesos estables y convergentes, se verifican las siguientes
• Si idle(E) = idle(Q) = oc, entonces TA(E 04)) = TA(Q O E) = TA(E) U TA(Q).
rl
• Si E —> E’ e idle(Q) =it, entonces
TA(EOQ)l t=TA(QOP)1 t=TA(E)1 itUTA(Q)l it
Demostración. En el primer caso basta tener en cuenta que
al’PO
En el segundo caso hemos de utilizar además que
al’Eo4)—>1? it<itA(E—>RV4)——>R)
O
Lema 4.2.13 Siendo A E A(E 04)) y it e Y, se tiene que
• Si nd(A) <it existen A>’ e A(P) y AQ E A(4)) tales que A>’ Li0 AQ «A.
-¿Por
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• Si nd(A) =it existen A>’ e A(E) y Aq e .A(4)) tales que (A>’ U0 AQ) 1 it ~ Al it.
Como consecuencia del lema tenemos la siguiente
Proposición 4.2.14 Sean E y 4) dos procesos. Si A E A(E 0 4)) entonces existen
A>’ e A(E) y AQ e A(Q) tales que A>’ U0 AQ « A.
Demostración. Para cada estado A e A(E 0 4)) existen dos posibilidades:
• Si nd(A) < oc, si aplicamos el lema anterior con it > nd(A), tenemos que existen
A>’ e A(E) y A~ E A(4)) de modo que A>’ L~ A<j «A.
• nd(A) = oc. Aplicando el lema anterior, tenemos que para cada it E T existen
A5, E A(E) y A5, e A(4)) tales que
(AZ~ U0 Ab) = (41it)u(Ablt)§A
Puesto que 4 C A, Ab ~ A y tanto A(E) como A(4)) son conjuntos de estados
temporalmente compactos, por la proposición 2.4.8, existen estados A>’ e A(E) y
Aq E A(4)) tales que A>’ C A y AQ ~ A. Finalmente tenemos
A>’ U0 Aq = A>’ U Ac~ 12 A
O
Lema 4.2.15 Si A>’ E A(P), AQ e A(4)) y it E Y, entonces:
• Si nd(Ap) <it ó nd(Ac~) <it, entonces existe A e A(E 04)) tal que
Acz<A>’LOAQ
• Si nd(Ap) =it y nd(AQ) =it, entonces existe A e A(E 04)) tal que
Al it c (A>’ u0 AQ) 1 it
O
Proposición 4.2.16 Sean E y 4) procesos y consideremos dos estados A>’ E A(E) y
AQ e A(4)). Entonces existe un estado A e A(E 04)) tal que A « A>’ U0 A~.
Demostración. Dados los estados A>’ y AQ existen dos posibilidades:
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• nd(Ap) <oc ó nd(AQ) <oc. Supongamos que nd(Ap) <oc, en tal caso tomando
it> nd(Ap), tenemos que por el lema anterior existe A e A(E 0 4)) tal que A «
A>’ u0 A~.
• nd(A>’) = oc y nd(AQ) = oc. Aplicando el lema anterior, para cada it e Y existe
A1 e A(E 04)) tal que
A1 1 it (A>’ Le Aq) 1 it
Entonces como A(E 0 4)) es un conjunto de estados temporalmente compaéto, por
la proposición 2.4.8, existirá un estado A e A(E 0 4)) tal que A 12 Ap Li0 AQ.
Por lo que en cualquier caso tenemos A’ « A.
¡ 0
A continuación probaremos que cada b-traza de E 0 4) se puede obtener como una combi-
nación de un estado de E y una b-traza de 4), o viceversa, un estado de 4) y una b-traza
deP.
Proposición 4.2.17 Si E 0 4) ~ R entonces existen una b-traza Aíait . bs y un
estado A2 verificando nd(A2) > it, Aí U (A2 1 it) G A de modo que se tiene una de las
siguientes condiciones:





De manera análoga, toda b-traza de E y todo estado (adecuado) de 4) da lugar a una
b-traza de E 0 4), y de manera simétrica una b-traza de 4) 0 E.
Proposición 4.2.18 Si E =44& R, y AQ E A(4)) es tal que nd(AQ) > it, eútonces






Finalmente, como combinación de los resultados anteriores, obtenemos el resultado que
buscábamos.
Teorema 4.2.19 Siendo Eí y E2 conjuntos consistentes, entonces se tiene:
¡ qué
72 4.2. Operadores
• Si Barb(E) «E2 y Barb(4)) «132 entonces Barb(EOQ) «BConEO]1(Eí,E2).
• Si Sí « Earb(E) y E2 « Barb(Q) entonces B~~dO]3(Bí, B2) « Barb(E 04)).
O
Para concluir esta sección demostraremos que el operador correspondiente a la elección
externa es monótono con respecto a la relación «.
Proposición 4.2.20 Si E~, ~l, 132 y Ef2 conjuntos consistentes de barbas se verifica
Eí«EI y E2«Ef2
ej
!=~ B~04O~(Eí,E2) « B004O~(Bl,E)
Demostración. Sea b’ e BCOn[O~(Eí,E). Consideremos en primer lugar el caso en que
b’ es un estado A’. Entonces existen estados Al E Ej y A e Ef2 tales que A’ = A~ U~ A.
Además puesto que Eí «El y B2 «E existirán estados A1 e E1 y A2 E E~ de modo
que Aí «Al y A2 «A. Tomamos entonces el estado A = Aí U0 A2 y tenemos que
y AEB~05EO~(Eí,E2)
Supongamos ahora que U
zadas Al y un estado A
siguientes posibilidades:
— A’at~ ¡9’. Entonces existen un conjunto de acciones tempori-
tales que A’ = Al U Af2 it, nd(A) > it y se verifica una de las
• Aiait~ b” e E~ y A E E2 , o bien
• Alait .19’ e E y A~ e Ei
Supongamos que se da la primera posibilidad (la otra es simétrica). Existen entonces una
barba b1 e Ei con b1 «Alat U’ y un estado A2 e E2 verificando A2 «A;. Construimos
entonces la barba b de la siguiente forma:
• Si bí = A tomamos b = A1 L]~ A2.
• Si bí = A1at .14 y nd(A2) =it, como quiera que E1 es consistente existirá un estado
A~’ E Eí tal que Al’ it G A1. Tomamos entonces b = A7 U0 A2.
• Si b1 = A1ait . bí y nd(A2) > it, tomamos b = (A1 U A2 1 t)ait . bl.
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4.3 Semántica para Procesos Finitos
Una vez definidos los operadores semánticos, tenemos inmediatamente definida la semán-
ticadenotacional para los procesos finitos. La misma ladefiniremos para todos los términos
finitos en FRec(Eseq), de modo que los procesos finitos constituirán un caso particular. Pa-
ra poder definir la semántica de procesos con variables debemos considerar una asignación
de valores a las variables, es decir una función
p : Var í—* B~0~
Utilizando las mismas llegamos a la siguiente
Definición 4.3.1 Si E e FRec(Eseq) y ji es una asignación de variables definimos
B~05 = f p(z) si E = z E Var1. BconEop]I(BconlEi]Ip,.. .,Bc0~EP»1¡p) siP = op(Eí,. .. ,E2) y op Sseq
O
Si una determinada variable de proceso z no aparece en E, la semántica del proceso no
dependerá del valor de x en la asignación de variables ji. En consecuencia, para procesos
finitos (términos finitos cerrados), podemos hablar tranquilamente de su semántica sin
preocuparnos de ninguna asignación de variables.
Definición 4.3.2 Si E e FCRec(Sseq) es un proceso finito definimos
BCOn[E~ = BCOn[E~P
donde ji es una asignación cualquiera de variables.
O
Como consecuencia de las propiedades de las funciones semánticas correspondiente a cada
operador, podemos probar que, para procesos finitos, la semántica denotacional dada es
completamente abstracta con respecto a la semántica de pruebas:
Teorema 4.3.3 Para todo proceso finito E e FCRec(S5eq), se tiene Barb(E) ¡3~0~EE]J.
Demostración. La demostración es inmediata por inducción estructural, gracias a las
propiedades demostradas para cada uno los operadores:
• Para STO? y DIV, utilizamos la proposición 4.2.1.
vendes
J
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• Para el operador de prefijo con acción oculta, la proposición 4.2.2.
• Para el operador de prefijo con acción visible, la proposición 4.2.4. u’
• Para la elección interna, la proposición 4.2.8.
• Para la elección externa, el teorema 4.2.19.
O u
4.4 Procesos Recursivos ej
En esta sección daremos un valor semántico a los procesos recursivos. Para ello utiliza- u’
remos las técnicas clásicas de punto fijo. Desgraciadamente no hemos podido demostrar
que el preorden « es completo. Sin embargo hemos podido dar con un orden alternativo
ejque silo es, conservando una fuerte relación con el orden «, lo que nos permitirá llevar
adelante nuestro trabajo de forma coherente. Para definir dicho este preorden necesitamos
primero generalizar la relación -< entre estados definida en la definición 2.4.4.
Definición 4.4.1 Siendo b y b’ dos barbas, diremos que b está menos definida que b’, y
ejlo escribiremos b -< 19, si y sólo si se verifica una de las siguientes condiciones:
• b=A,19zzA’ yA’-<A. ej
• b = Aait . b1 , 19 = A’, nd(A’) =it y TAct(A’) = Al nd(A’).
• b = Aait . b1 , b’ = Aait . £4 y ¿4 —< bí.
O u’
Fijándonos en la definición anterior podemos observar que si tomamos una barba b de
modo que nd(b) = oc, para que se cumpla b -< 19, se ha de cumplir necesariamente que ej
b = b’. Sin embargo, si nd(b) .c oc, más allá del instante de indefinición podemos tener
cualquier información, que defina la barba un poco más. A continuación extendemos la
u’
relación -~ sobre conjuntos de barbas.
Definición 4.4.2 Diremos que E~ está menos definido que 82, y lo escribiremos E1 -< £2,
si y sólo si se verifican
• Para cada b2 e E2 existe bí e Bí de modo que bí -< b2. ‘ej
• Para cada bs . A1 e Bí, existe bs . A2 e E2 de modo que A1 -<A2.
u’
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¡ O
La idea que hay debajo de la definición anterior es la siguiente: cuando Sí -« B2 tenemos
que
• Si b1 E B~, está completamente definida, nd(bi) = oc, tendremos que bí también
habrá de pertenecer a E2. En cambio si todavía no está completamente definida,
bastará con que exista en 82 otra barba b2 que esté algo tanto o más definida que
• Cada barba b2 e £2 proviene de definir algo más alguna barba de Eí.
Es fácil comprobar que la relación -< verifica las propiedades reflexiva y transitiva. En
cambio no verifica la propiedad antisimétrica, por lo que la relación -< no es una relación
de orden entre conjuntos consistentes de barbas, sino sólo un preorden. Esto implica que si
trabajamos directamente con esta relación, no podemos esperar en general la unicidad de
las mínimas cotas superiores. No obstante, toda la teoría de cpo’s puede generalizarse sin
problemas al caso de preordenes. En particular podemos probar que (Bcon, -<) es cómpleto
Para ello consideramos una cadena no decreciente ¡3 de conjuntos consistentes de barbas:
E1 —< B2 .< 133
Hemos de ver que tiene una mínima cota superior, es decir, que existe un conjunto con-
sistente de barbas Iub(B) tal que
• Para cada i E IN se verifica E~ -.< lub(B).
• Si E’ es un conjunto consistente de barbas tal que Ej -< E’ para cada i e IN, eiktonces
lub(B) -< E’,
Definimos a continuación el conjunto lub(13) que más tarde comprobaremos que reúne las
propiedades deseadas.
Definición 4.4.3 Sea ¡3 = {B~ ¡ i E IN} una cadena no decreciente de conjuntos de
barbas. Tendremos que bs . A E lub(B) si y sólo si se cumple una de las siguientes
condiciones:
• Si nd(A) <oc y para todo k E IN existe! > k de modo que frs~ A E E¿.
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u’
O
Observemos en el segundo punto de la definición anterior, que el estado A, que aparece u’
ha de verificar nd(A¡) > it.
La siguiente proposición es una caracterización del conjunto que acabamos de definir u’
que resulta más cómoda algunas ocasiones.
Proposición 4.4.4 Sea ¡3 = {E~ ¡ i e IN} una cadena no decreciente de conjuntos de
barbas. Tendremos que b E lub(B) si y sólo si se cumple una de las siguientes condiciones:
• Si nd(b) <oc y para todo k e INexiste 1=k que bs E E,. ej
• Si nd(b) = oc, y para todo it e T existe 1 e IN y una barba b, verificando
b¡eE¿ y b¡iit=blt u’
Demostraczon. El resultado es consecuencia inmediata del siguiente hecho: ej
tanto nd(bs. A) < oc nd(bs. A) = t(bs) + nd(A)y por ~ nd(A) <oc.
O s
Demostramos a continuación que lub(13) es en efecto la menor cota superior de la cadena
no decreciente 13. Precisamos para ello una serie de lemas auxiliares, u’
Lema 4.4.5 Dada una secuencia de estados de modo que
u’
entonces tomando A = lub{Aj ¡ i e IN} (definición 2.4.5) se verifican: u’
• Si nd(A) = oc y ite Y, existe 1 eIN tal que A,i t=Ai it.
• Si nd(A) <oc, existe le IN tal que A A,, para todo k >1. <u’
Demostraczon. Observemos en primer lugar que nd(A) = sup{nd (A1) ¡ i E IN}, y por
tanto para cada it =nd(A), habrá de existir ¿ e IN con nd(A,) =it. Puesto que A, -< A,,, u’
para k > ¿tendremos entonces que A, it = A~ it, y por tanto Al it = A, it.
En el caso de que nd(A) = oc, de lo dicho anteriormente se sigue inmediatamente el u’
resultado buscado correspondiente. Supongamos entonces que it = nd(A) .c oc. En tal
caso ha de existir 1 e IN tal que nd(A,) = it, y puesto que A, -~ A,, y nd(A,,) < it para
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Lema 4.4.6 bs E Btraz(lub(B)) si y sólo si existe ¿ e IN tal que frs E Btraz(E¿).
Demostración.
rn
Sea bs E Btraz(lub(B)); entonces por definición existe, una barba b tal que bs . b E 13.
Supongamos que b = bs’ . A’; distinguimos entonces dos casos:
• nd(A’) < oc, en cuyo caso existe 1 e IN tal que &s~ (bs’ . A’) E E1.
bs e Btraz(E¿).
Con lo cual
• nd(A’) = oc, en este caso existe 1 E IN y un estado A0 tales que
bs.(bs’.Ao)eE¡ y A010=A’1O
con lo cual bs E Btraz(E¿).
Supongamos ahora que existe 1 E IN tal que bs e Btraz(E,). Puesto que E, es
consistente, existirá un estado A, tal que bs . A, e E,, y como quiera que E,, -< ~
podemos encontrar una cadena
verificando bs~ A,, e E,,. Tomamos entonces el estado A = lub{A,, 1 k =l} y por el
lema 4.4.5 tenemos que bs . A e lub(B), con lo que llegamos a bs e Rtraz(lub(B)).
O
Veamos ahora que Iub(B) cumple las condiciones necesarias para ser la mínima cota supe-
rior. La primera de ellas es que lub(13), en efecto, es un conjunto consistente de barbas:
Proposición 4.4.7 Siendo 13 = {E~ ¡ i e IN} una cadena no decreciente de conjuntos
consistente de barbas
tenemos que el conjunto lub(B) siempre es es un conjunto consistente de barbas
Demostración. Hemos de comprobar que lub(B) verifica las condiciones de l~ defini-
ción 4.1.1. Para simplificar la notación tomemos E = lub(13).
-dijo
Mi
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• E # 0. Puesto que Ei es consistente existirá alguna barba bs . A~ e E1. Entonces,
como E>, -< E,,~í, podemos encontrar una secuencia de estados
de modo que bs . A~ e B~. Entonces si tomamos el estado A = Iub{A~ ji e IN}, por LI
el lema 4.4.5 se tiene que bs . A e E.
• Cerrado tajo prefijos. Consideremos una b-traza
frs = A1ajtí .. . A,,ja,,1it,,~íA,,a,,it,, e Btraz(E) ej
Por el lema 4.4.6 existe 1 e IN de manera que frs e Btraz(E¿). Tenemos entonces que
bs e Btraz(E,,) para k > 1. Entonces para cada k > 1 existirá un estado ~ de modo u’
que
— A1aíití . . . A,,1a,,1it,,1 . A” E E,,, ej
- A,, = A~ 1 ita. ej
Combinando dichos estados podemos construir un estado A verificando
— Ajaíití . . . A,,~1a,,~1it,,~1 . A e lub(B), ej
- A,, = Al it,,.
• Cerrado bajo continuaciones. Supongamos ahora que bs . A e E, y que oit E A. ej
Según la forma de A dos posibilidades:
— Sind(A) <oc,entoncesparacadak e lNexistirál > kdemodoquebs~AEE¿. LI
Puesto que cada E¿ es consistente se tiene
frs . (Al it)ait E Rtraz(E¿) u’
y por aplicación del lema 4.4.6 tenemos que frs (Al it)ait e Btraz(Iub(B)). ej
— Si nd(A) = oc y tomamos it’> it, tenemos que existirá 1 E IN y un estado A’
tales que bsA’eEp y A’lit’=Alit LI
Puesto que E, es consistente y A’ 1 it = A 1 it tenemos que ej
bs• (Al t)at E Btraz(E,)
Y al igual que que en el caso anterior, por aplicación del lema 4.4.6, tenemos LI
que bs . (Al it)ait e Btraz(lub(B)).
LI
LI
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• Temporalmente compacto. Sean bs e Btraz(E) y A = ..4(E, bs), y tomemos un estado
A tal que nd(A) = oc y verificando que para todo it e Tse cumple que existe A, e A
tal que A, it A it. Entonces, puesto que A, e A, existirá 1 e IN tal que
bs~AjeE¡ y A¿lit=A,iit=Alit
por lo que bs . A E E, y en consecuencia A e .4.
EJ
El siguiente paso consiste en demostrar que E es mayor que todos los conjuntos de barbas
de la cadena:
Proposición 4.4.8 Sea 13 = {E1 ¡ i E IN} una cadena no decreciente de conjuntos consis-
tente de barbas
entonces E~ -.< Iub(B) para todo i e U.
Demostración. Para simplificar la notación tomemos E = Iub(B).
• Tomemos en primer lugar bsA e E. Si nd(A) <oc, existirál > i tal que bs~A e 13¡.
como quiera que E, -< E1, existirá b1 e E¡ tal que b1 -< bs . A.
Supongamos ahora que nd(A) = oc. Entonces para cada it E Y existen 1, E IN y
un estado A,, tales que bs . A,, E B~, y A1, 1 it A 1 it. Sin pérdida de generalidad
podemos suponer que I~ > 1,’ para it > it’, por lo que ha de existir it E Y tal que
i~ =i. Entonces para cada cada it’ > it, teniendo en cuenta que Ej -.< El,, habrá de
existir una barba bs,’ . A,’ e Ej tal que
bs,’ . A,’ -< frs A,,,
Si algún bs,’ verifica Ion(bs,’) < Ion(bs) tenemos directamente que bs~ . A,< —< bs . A.
Supongamos entonces que todo frs,’ verifica Ion(bs,’) = Ion(bs), es decir, frs,’ = bs
y A,’ -< A,,,. Si existe entonces it’ > it tal que nó (A,t) =it’ tenemos que A~’ -< A.
Supongamos pues que nd(A,’) > it’ para todo it’ > it, en cuyo caso o tenemos
it’ = A,,, it’ = Al it’
De donde como E1 es un conjunto consistente de barbas, el conjunto de estados
.4(13, bs) es temporalmente compacto, y por tanto frs . A e E~.
el
u’
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• Sea ahora bs . A~ e Ej. Puesto que Ej -< E~ para todo j =i, tenemos que existe
bs . A5 e B~ de modo que 4 -~ A5. Tomemos entonces el estado u’
A = Iub{Ag 1 j =4 u’
que verifica bs . A e E y 4 -< A.
O u’
Una vez comprobado que Iub(13) es una cota superior de la cadena 13, hay que probar u’que es la menor (salvo equivalencia) de todas ellas.
Proposición 4.4.9 Sea 13 = {E~ ¡ i e ]N} una cadena no decreciente de conjuntos consis- u’
tente de barbas
~ u’
Si E’ es un conjunto consistente de barbas verificando que E~ -< E’ para cada i e IN,
entonces Iub(B) -.c E’. u’
Demostración. De nuevo para simplificar tomaremos E = Iub(B).
• Consideremos en primer lugar tomemos b’ e E’. Puesto que para cada i e IN u’
E~ -.< E’, existirá una barba b~ = bs~ . 4 E Ej tal que b~ -< 19. Sin pérdida de
generalidad podemos suponer que existe ko e IN tal que Ion(b,,) = Ion(b,,0) para u’
k =1c0, y por tanto bs,, = bs,,0. Distinguimos entonces dos casos:
— Ion(b’) > Ion(b,,). En tal caso, para cada k =ko tenemos que u’
Aíadt . . . Amamitni . ¿/‘ , b>,=A1a1it1.A~,, y nd(A~3=itm u’
Puesto que estamos considerando un alfabeto finito y un dominio de tiempo
discreto, podremos tomar k1 =ko de modo que A~ — A~,parak=kí,porlo u’
que tomando A— A~ obtenemos b = Ajo1it1 . . . A e E y b -<19.
— Ion(19) = Ion(b,,). Tomemos que 19 = bs . A’, entonces cada bs>, para k =k0 ha u’
de ser igual a bs. De nuevo podemos distinguir dos casos:
* Existe ter tal que para un número infinito de estados A>, se tiene u’
nd(A,,) < it. En tal caso, puesto que estamos considerando un alfabe-
to finito y un dominio de tiempo discreto, podremos suponer que existe u’
k1 =ka tal que A>, = A,,, para k =kí. Por lo que tomando A = A,,,
tenemos b = bs . A E E y b -<19. u’
u’
4
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* Para cada it e Y existe I~ =kí~ tal que nd(A,~) =it. Entonces, puesto que
Alt -< A’ tenemos AId 1 it — A’ 1 it, por lo que bs . A’ E E.
• Tomemos ahora b = bs . A E E. Según sea el estado A hay dos posibilidades:
— Si nd(A) <no, existirá 1 E IN tal que bs . A e E~, y puesto que E, -< E’ existirá
un estado A’ tal que bs . A’ e E’ y A -< A’.
— Si nd(A) = no, para cada it E Y existen h E IN y un estado A1 tales que
bs• A1 e E,, y A1lit=Alt
Puesto que E,, -< E’, para cada it E Y existe un estado A~ tal que
bs•A~EE’ y
lo cual implica A~l it = Aíl it = Al it. Finalmente, puesto que E’ es temporalmente
compacto, obtenemos bs . A e E’.
EJ
Una vez probado que el preorden -< es completo, vamos a enunciar su relación con el
orden «. En primer lugar tenemos el
Lema 4.4.10 Si E -< E’ entonces £ «E
Demostración. Observemos que b -< 19 ~ b « 19, de donde el resultado se sigue
inmediatamente.
O
En virtud del lema anterior, si tenemos una cadena 13 con
tendremos que Iub(13) será también una cota superior con respecto a la relación «:
VieIN E~cC<Iub(13)
La siguiente proposición va más allá; nos indica que Iub(13) seguirá siendo la menor cota
superior con respecto al orden «:
Proposición 4.4.11 Sea 13 = {E~ 1 i £ IN} una cadena no decreciente de conjuntos
consistentes de barbas
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u’
Demositración. Sea b’ = frs’ . A e E’. Entonces para cada i E IN existe una barba
b~=bs~•A1eE~ t.q. b~«b’ u’
Puesto que estamos considerando un alfabeto finito y un dominio de tiempo discreto, u’
podemos encontrar una secuencia de naturales
u’
de modo que bs>,1 = bs,,~ para todo i, j e IN. A fin de simplificar la notación, sin pérdida de u’generalidad, podemos suponer que existe k e IN tal que bs,, = bs>,’ para k’ > k. Tomando
frs = bs¡<, tenemos entonces dos posibilidades: u’
• Ion(bs) = Ion(bs’). En tal caso, hay de nuevo dos casos posibles:
- Existe it E Y tal para todo A?> k se tiene que nd(A,,’) =it. Puesto que estamos u’
considerando un alfabeto finito y un dominio de tiempo discreto, podemos suponer
que
_ u’
A,,’ = A,, para A? > k
Tomando entonces A = A,, tenemos que b = frs~ A e E y b «19. u’
- Para cada it e Y existe I~ =k tal que nd(A,~) =it. Puesto que estamos suponiendo
un dominio de tiempo discreto y un alfabeto finito podemos suponer que u’
A,,Jit=A,,,lit para it’=it
Tomando entonces como A el estado u’
A=UA,,lit u’
tER
y se verifica que b = bs . A E E y b «19 u’
• Ion(bs) < Ion(bs’). Supongamos que Ion (bs) = n y Ion (bs’) n, de modo que
bs = A~a1ití . . A1a¡it¿ . . A,,a,,it,, y frs = Alaíiti .. . Aa,it, u’
Tenemos entonces que nd(A,,’) =it,~t para k’ > k. Puesto que estamos considerando u’
un dominio de tiempo discreto y un alfabeto finito, podemos suponer que A>,~ = A,,
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4.4.1 Monotonía y Continuidad
En la presente sección probaremos la monotonía y la continuidad de los operadores seman-
ticos con respecto al preorden --<. A fin de no recargar con tecnicismos el desarrollo de la
misma algunas de las correspondientes demostraciones se postergan hasta el apéndice A.
4.4.1.1 Prefijo de Acciones Ocultas
Veamos en primer lugar que el prefijo con una acción interna es monótono:
Proposición 4.4.12 Sean E y 3’ dos conjuntos consistentes de barbas. Si 13 -< E’ y
it E Y entonces B~,,,¡[wt;~B -< 1300,,¡jjritjj(E’).
Demostración. Simplemente hay que tener en cuenta que
b+it-<b’+it
O
Una vez que tenemos que este operador es monótono podemos pasar a demostrar que es
continuo:
Proposición 4.4.13 Siendo 13 una cadena de conjuntos de barbas consistentes:
se tiene que Bco4[rit;~(Iub(13)) = Iub{13co,,Erit;]l(E~) ¡ i e IN}.
EJ
4.4.1.2 Prefijo con Acciones Visibles
Al igual que en el caso anterior, probamos en primer lugar la monotonía del operador con
respecto al preorden -.<.
Proposición 4.4.14 Sean E y E’ dos conjuntos consistentes de barbas tales que E -< E’,
para cada at e TAct, se tiene 13c0,,¡[at;IE < BconI[ait;11(E’).




Atacamos a continuación la continuidad del operador de prefijo:
Proposición 4.4.15 Para cada cadena de barbas 13:
se tiene B~05IIat;~(Iub(13)) = Iub{BconEatj(Ei) ji e IN}.
O
4.4.1.3 Elección Interna
De nuevo vemos en primer lugar demostraremos la monotonía de este operador. u’Como
se trata de un operador binario, basta probar la monotonía respecto de cada una de las
componentes:
Proposición 4.4.16 Siendo E, Eí y E~ conjuntos consistentes de barbas, tenemos que sí
E1 -..~ El, entonces 13~04[rl~(Eí,E) -.~ BCOU~II(E1,E) y 13~0~~rI~(E, Eí) -.< B~0~[r1~(E, El).
Demostraczon. Basta observar que este operador no es otra cosa que la unión conjuntista.
La continuidad para este operador queda expresada por la siguiente




se tiene 13~0AJri~(Iub(Bi), Iub(132)) = Iub{Bco4[F](Eii, E2~) ¡ i E ]N}.
O




Al igual que en el caso anterior, para demostrar la monotonía, es suficiente probarla con
respecto a cada una de las componentes:
Proposición 4.4.18 Siendo E,E~ y E~ conjuntos consistentes de barbas con Eí -< E~,
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En este caso, teniendoen cuenta que acabamos de demostrar la monotonía, para demostrar
la continuidad del operador elección externa basta considerar la siguiente:
Proposición 4.4.19 Siendo 13í y 52 dos cadenas de conjuntos consistentes de barbas
~ y E21-<E22-<E2r~
tenemos 13conEO]~(Iub(13í), Iub(132)) -< Iub{B~0,,EC1¡(Eí~, E20 ¡ i e IN}.
O
4.4.2 Semántica de Procesos Recursivos
La definición de la semántica de los procesos recursivos la haremos con técnicas de punto
fijo con respecto al preorden -.<. En las secciones anteriores hemos demostrado que los
distinto operadores del lenguaje son continuos con respecto al preorden -.<. Puesto que -<
se trata simplemente de un preorden (no es orden parcial), los puntos fijos mínimos no
serán únicos, aunque si los son módulo la relación de equivalencia inducida, dada por
Bi “-‘ 31-<132 A B2-<B2
Tras estas observaciones podemos dar la siguiente
Definición 4.4.20 Siendo E e Rec(Eseq) y ji una asignación de variablés, definimos
Bcon[opjI(Bcon [PiIp,~ . . ,
Econ [ElLO= por){ fix(.XE. Bcon[Pdp~Bpj) síE=op(Eí,...E,,) y OPEZseqsi x e Varsí E = RECx.Eí
Como dijimos anteriormente el punto fijo mínimo será único, módulo la relación a-’. Por
otro lado, puesto que para E e CRec(Sseq) tenemos que 13CO,,I~E]J~ no depende de ji,
escribiremos simplemente !3Con[E]~. Por último recordamos que el punto fijo mínimo de
una función se puede obtener como limite (o cota superior) de sus aproximaciones finitas.
En nuestro caso tenemos
Iub{13~0,jap(E, k)~ ¡ k E IN}
O
una
86 4.4. Procesos Recursivos
Abstracción
Vamos a demostrar la correspondencia para procesos recursivos entre la denotacional y la
semántica de pruebas. Dada la caracterización operacional de la semántica de pruebas es
suficiente probar
Barb(E) 13conI[E~
Hemos visto que si E = REO x.Eí, ~ [P]Jviene dado por el punto fijo mínimo de la
función que define al proceso. Observemos que mediante la regla [REC] de la semántica
operacional estamos logrando prácticamente lo mismo.
Lema 4.4.21 Siendo E un proceso, se verifican:
• Si b e Barb(E) y it =nd(b), existen k e U y una barba 19 tales que
b>, e Barb(ap(P,k)) y b,,lit=blt
• Si b e Barb(P), nd(b) < oc entonces existe k e IN tal que
Vk’ > k : b e Barb(ap(P, A?))
Demositración. Simplemente hay que tener en cuenta que cada computación finita de E
puede ser simulada por una aproximación suficientemente avanzada del proceso.
EJ
Proposición 4.4.22 Para cada proceso E se tiene BCOI4E~ « Barb(E).
Demostración. Puesto que ap(E, k) es un proceso finito, en virtud del teorema 4.3.3 se
verifica
13c05[ap(E, k)~ Barb(ap(E, k))
Por el lema 4.4.21 tenemos que Barb(ap(E,k)) « Barb(P), por lo que
Y entonces, por la proposición 4.4.11, concluimos 13~05[P~ « Barb(E).
O
Lema 4.4.23 Para cada proceso E se verifican:
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• Si b es una barba tal que nd(b) <oc, entonces
(Vk e IN BE > ¡e : b e Rarb(ap(E, ¡e’))) 4. be Rarb(E)
Demostración. Para la primera parte basta tener en cuenta que cualquier computación
de ap(E, ¡e) puede ser simulada por E. Para la segunda, hemos de tener en cuenta además
que la semántica operacional es finitamente ramificada.
O
Proposición 4.4.24 Para todo proceso E se tiene Barb(E) «13con~E]j.
Demositración. Puesto que BCOn¡[EI r..~ Iub{Bconlap(E, k)]~ ¡ ¡e E ]N}, es suficiente probar
Rarb(E) « Iub{B0o,,[ap(E,k)~ ¡ ¡e e IN}
Tomemos bE Iub{13~,,,j[ap(E,k)~ ¡ ¡e e 1=4.Detallaremos el caso en el que nd(b) = oc, el
caso en el que nd(b) < oc sería muy similar. Por la definición de mínima cota superior,
para cada it e Y existen 4 e IN y b1 e Bco,-,j[ap(E, 4)~ de modo que b~ 1 it = b 1 it. Sin pérdida
de generalidad podemos suponer que las longitudes de todas las barbas b1 son iguales,
y además que l~ >
tv para it > it’. Puesto que ap(E, I~) es un proceso finito, por el
teorema 4.3.3, para cada b~ existe bl E Barb(ap(E, le)) verificando b « b,. Ahora podemos
distinguir dos casos
• Existe ito E Y de manera que existe un número infinito de barbas 14 con ndQ4) =ito.
Puesto que estamos considerando un alfabeto finito y un dominio de tiempo discreto,
podemos suponer que todas ellas son iguales, y entonces tomaremos b’ igual a una
cualquiera de ellas. Entonces, por la primera parte del lema 4.4.23 tenemos que
b’ e Barb(E). Finalmente, puesto que b~
0 it = b lito, 14 « b~ y nd(19) < ito, tenemos
b’ « b.
• Existe un número infinito de barbas 14 de modo que ndQ4) > it. En tal caso podemos
suponer sin pérdida de generalidad, que todas ellas lo cumplen. Sea 14 = bsl . Al,
puesto que estamos considerando un alfabeto finito y un dominio de tiempo discreto,
podemos suponer que todas las b-trazas bsl son iguales a una cierta que denotaremos
por bs’, y además que ASí it = 4 it para it’ > it. Por la segunda parte del lema 4.4.23,
para cada it e Y existe un estado A7 tal que A5’ 1 it = A5 1 it y bs’ . A7 E Barb(E).
Tomamos entonces el estado
A’ = U A’¡ it
teT
puesto que A(Rarb(P),bs’) es temporalmente compacto A’ e ..4(Rarb(E),bs’), de




Por último como combinación de las proposiciones 4.4.22 y 4.4.24, tenemos el resultado
que buscábamos:
Teorema 4.4.25 Para cada proceso E, se tiene Barb(E) BCOU[E~.
O
Y entonces como corolario obtenemos el resultado de abstracción de la semántica denota-
cional respecto a la de pruebas:



























En el presente capítulo veremos un método puramente algebraico que nos permitirá ca-
racterizar la semántica de pruebas: una axiomatización de la equivalencia obtenida vía
un sistema de ecuaciones. Aunque para simplificar hablaremos genéricamente de un sis-
tema de ecuaciones, más exactamente tendremos un sistema de ecuaciones e inecuaciones
que denominaremos El. Las inecuaciones resultarán imprescindibles cuando tratemos los
procesos recursivos, para procesos finitos bastaría tener un sistema de ecuaciones.
Por tanto tendremos una serie de reglas y axiomas que nos permitirán deducir ecua-
ciones e inecuaciones del tipo
E=E4) y E<E4)
Las igualdades y desigualdades que se deduzcan serán correctas con respecto a la semántica
de pruebas de modo que
E<E4) * E~4)
E=E4) * E~4)
Pero además el sistema formado por dichas reglas será también completo, de modo que
E~4) * E<E4)
E~4) 4. E=E4)
Para desarrollar dicho axiomas nos basaremos en la semántica denotacional estudiada en
el capitulo anterior, cuya abstracción respecto de la semántica de pruebas ha quedado allí
probada, de modo que
B~0~[E~ «13~~~[4)]~ ~ E 24)
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u’
En consecuencia bastará demostrar que el conjunto de axiomas y reglas es correcto y
completo con respecto a dicha semántica denotacional: u’
BCOII[E~ «13co,,[4)~ —~ E <E 4)
~ #=~ E=EQ u’
Para demostrar que el sistema de axiomas es correcto, basta ir viendo que cada una de
las reglas y axiomas del sistema son correctos, cosa por lo general bastante sencilla. La u’
demostración de la completitud suele resultar bastante más complicada.
Como es habitual comenzaremos restringiéndonos a los procesos finitos, para poste- u’
riormente introducir reglas infinitarias que permitan manejar los procesos infinitos. Para
demostrar la completitud del sistema de reglas y axiomas, demostraremos que utilizando u’
los mismos cada proceso se puede pasar a forma normal, siendo relativamente fácil demos-
trar la completitud para dichas formas normales. En el caso de las álgebras de procesos u’
no temporizadas, las formas normales son del estilo
fl[a;E~, u’
donde A es un conjunto de estados cerrado bajo unión y convexidad. Nosotros, en general, u’no podremos exigir dicho cierre, si bien necesitamos en su lugar un nuevo tipo de cierre
que puede ser visto como una generalización temporal de dicho cierre.
Antes de empezar dando ecuaciones recordemos que estamos manejando una serie de u’
equivalencias, en principio diferentes:
• La igualdad sintáctica que denotamos con el símbolo =. u’
• La igualdad semántica, la inducida por la semántica de bruebas o equivalentemente u’
por semántica denotacional. Como quiera que coinciden, denotamos ambas mediante
el símbolo ~. u’
• La igualdad que se deducirá por medio de las reglas y axiomas que constituyen en
sistema de ecuaciones E, que denotaremos por =E~ u’
5.1 Conjuntos Pseudo—Convexos de Estados u’
Como hemos indicado más arriba, en las álgebras de procesos sin tiempo, se exige que los
u’estados que aparecen en las formas normales sean cerrados bajo convexidad. Ello es así
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otro proceso que tenga junto a los dos estados anteriores el estado {a, b}; en concreto los
procesos
E=a;STOPF1(b;STO?Cc;STOP) y 4)=Efl(a;STOPOc;STOP)
son indistinguibles en un álgebra de procesos tradicional. Sin embargo, en nuestro modelo
temporizado no sucede tal cosa, como ilustra el siguiente ejemplo:
Ejemplo 5.1.1 Consideremos el proceso E = (al ; STO?) Fi (bl ; STO? EJ c2 ; STOP) Obvia-
mente tiene dos estados: {al} y {bl, c2}. Consideremos ahora el proceso
4) = En (al ; STO? O c2 ; STO?)
Los estados de 4) son los estados de E más el estado {al, c2} que pertenece al cierre
convexo del conjunto de estados de E. Sin embargo los procesos E y 4) pueden distinguirse
fácilmente; al efecto basta observar que en el proceso E la acción c en el instante 2 siempre
va acompañada de la acción b en el instante 1, sin embargo en 4) esto no es cierto. Por lo
tanto, si consideramos la prueba
T = (bl ; OK) O (r2 ; OK) O (c2; STO?)
tenemos que E must T pero 4) m/ist T.
En cambio si consideramos el proceso 4)’ = En (al ; STO? O bí ; STO?), éste incorpora
el estado A {al, bl}. En este caso, dicha adición sí que no afecta a la semántica.
Fijémonos que el razonamiento que antes basamos en la acción c en el instante 2 no
producirá los mismos frutos. En concreto, las razones que justifican el que los estados
existentes permitan introducir un estado nuevo A sin alterar la semántica son los siguientes:
• Existe en el conjunto de partida un estado A’ (en nuestro caso {al}) tal que A’ «A.
• Para cada acción temporizada oit que aparezca en el estado nuevo A, existe un estado
A’ en el conjunto original verificando oit e A’ y A’ 1 it c A. En concreto en nuestro
caso tenemos:
— para al e A tenemos el estado A’ = {al},
— para bí e A tenemos el estado A’ = {bl,c2}.
O
El ejemplo anterior nos muestra que al hacer el cierre adecuado de los estados de un
proceso, podemos incluir algunos de los estados pero otros no. En concreto los estados
que se pueden incluir constituyen lo que llamamos el cierre pseudo-convezo del conjunto
de estados en cuestión.
de
u’
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u’
Definición 5.1.2 Siendo A un conjunto de estados, diremos que un estado A está en el
cierre pseudo-convexo del conjunto A, A e pc(A), si y sólo si verifican u’
1. Existe A’ cA tal que A’ «Ay no existe A’ e A tal que A’ «A y nd(A’) <nd(A).*
2. Para cada oit e Aexiste A’ E Ade modo que ate A’ y A’l ±12A.
Diremos que A está cerrado bajo pseudo-convexidad, o es pseudo-convexo, si A = pc(A). u’
O u’
Observemos en primer lugar que todos los estados que están en el cierre pseudo-convexo,
están también en el cierre convexo. También es interesante observar que en presencia de u’
divergencias estados iniciales del conjunto original A podrían desaparecer del cierre pc(A).
Además nuestra elección a la hora de definir pc(A) nos conduce a que dicho conjunto no u’
contenga a todos los estados que podría contener manteniendo la noción de equivalencia
semántica. Para ilustrar todo esto consideremos el siguiente u’
Ejemplo 5.1.3 Consideremos los procesos
E=lflV y 4)=DIVF1(aO;STO?) u’
Estos procesos son equivalentes bajo la semántica de pruebas. Por otra parte tenemos que u’
y A(4))={{S2O},{aO}} u’
Esto nos indica que a la hora de definir el cierre del conjunto de estados .4(E), somos libres
en principio de introducir el estado {aO}, y razonando de manera totalmente análoga u’
cualquier otro. De manera recíproca, al calcular el cierre del conjunto de estados del
proceso 4), podemos incluir o no el estado {aO} en el cierre.
u’Nosotros hemos optado por no incluir el estado {oO} en ninguno de los casos. En
general tenemos que bajo la definición que hemos dado tenemos que la única forma de que
un estado A verifique A E A y A ~ pc(A) es que exista A’ e A de modo que nd(A’) < nd(A) u’
yA’«A.
O u’
Hemos dicho que pc(A) es un cierre, pero dicha afirmación precisa de la correspondiente
demostracion. u’




5. Sistema de Ecuaciones 93
Proposición 5.1.4 Para todo conjunto de estados A, se tiene
pc(A) = pc(pc(A))




Sea A e pc(pc(A)). Para comprobar que A e pc(A), veamos que se cumplen las
condiciones de la definición 5.1.2.
1. Puesto que A E pc(pc(A)), existe A1 e pc(A) de modo que A1 « A y
nd(Aí) = nd(A). Como A1 E pc(A), existirá A2 E A tal que A2 « A1 y
no existe A e A tal que nd(A) < nd(Aí). Por lo tanto tenemos que A2 c< A
y no existe A EA tal que nd(A) < nd(A).
2. Sea ahora oit e A. Entonces existe A1 e pc(A) tal que oit E A1 y A1 1 t 12 A.
Puesto que A1 E pc(A) existirá A2 e A tal que ait e A2 y A2 it ~ A1, y por
tanto A2 1 it CE A.
pc(A) § pc(pc(A)
)
Supongamos ahora que A e pc(A). Si A ~ pc(pc(A)) es porque existe A1 E pc(A)
verificando A1 «A y nd(Aí) < nd(A). Puesto que A1 e pc(A) existirá A2 E A tal
que A2 « Aí. De modo que A2 « A y nd(A2) < nd(A), y entonces A g pc(A), lo
que contradice nuestra hipótesis inicial.
EJ
Damos a continuación dos propiedades interesantes del cierre pseudo-convexo de un con-
junto de estados:
Proposición 5.1.5 Para todo conjunto de estados A se tienen:
• Si A e A, existe A’ e pc(A) tal que nd(A’) =nd(A) y Act(A’) = Al nd(A’).
• Si A es finito, y cada A e A también es finito, entonces pc(A) es finito y cada
A’ E pc(A) también lo es.
Demostración. Para demostrar el primer punto consideremos A e A. Si A « pc(A) es
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u’
A1 « pc(A) es porque existe A2 eA tal que A2 « A1 y nd(Aí). Vamos así construyendo
una sucesión de estados u’
A=z A0 « A1.. A,,1 « A,, «
de manera que nd(A,,í) < nd(A,j. Puesto que trabajamos sobre un dominio de tiempo u’
discreto, la cadena no puede ser infinita y por tanto tiene que existe un A,, e A de modo
u’
que A,, e pc(A). Si consideramos ahora el estado
A’ = A nd(A,,) u’
se puede comprobar fácilmente que A’ e pc(A) y verifica las condiciones requeridas.
Para demostrar el segundo punto tomamos el conjunto u’
2t= UA~ActnxY
ACÁ u’
Puesto que A es finito y cada A e A es finito, tenemos que QL es finito. Por otro lado
pc(A) C p(Qt)t, y puesto que QL es finito, concluimos que pc(A) también lo es. Además u’




Comenzaremos el estudio del sistema de ecuaciones por el caso más simple, es decir, los
procesos finitos. Presentaremos un conjunto de ecuaciones, que demostraremos que es u’
correcto y completo con respecto a la semántica denotacional. Puesto que la semántica
denotacional es totalmente abstracta conrespecto a la semántica de pruebas, las ecuaciones
u’serán también correctas y completas con respecto a la semántica de pruebas.
En primer lugar, en el cuadro 5.1 tenemos un conjunto de reglas que indican que la
relación < es una relación de orden y los operadores del lenguaje son monótonos con res- u’
pecto a ella. En base a ellas tenemos que la relación =E es una congruencia. La corrección
de todas estas reglas es consecuencia inmediata de la monotonía de los operadores con u’
respecto a la relación «.
A continuación, en la tabla 5.2, tenemos los axiomas de conmutatividad y asociati-
ej
vidad de la elección externa y la elección interna, junto con los de idempotencia y de
distributividad. Tal y como se han definido los operadores en la semántica denotacional,
es fácil demostrar que todos estos axiomas son correctos. Obsérvese que la distributividad u’
~P(X)denota las partes del conjunto X
u’
u’
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E<E4), Q<EE[EQ1J E<EE [EQ2] E=E4)
E<E4), 4)<ER [EQ4] E=E4
)
[EQS] E <E R E<E4), 4)<EE
[MOl] E <E 4
et;E<Eeit;4) cES
____________ P<E E’, 4)<EQ
’
[M02] E<EE’,4)<E4)’ [M03] EÑ4)<EE’fl4)’EO4)<EE’O4)’
Tabla 5.1: Relación de equivalencia y monotonía.
entre el operador de elección externa y el de elección interna sólo funciona en un sentido;
es decir, la ecuación
E ri (4)0 R) E (En 4)) o (E Fi R)
no es correcta; como muestra el siguiente
Ejemplo 5.2.1 Consideremos los siguientes conjuntos consistentes de barbas:




E = BconIIfllREl,Bconl[0]RE2,ES)) — ( {al},{bO,cl}, 1
~ 0a10, {bO}c10,0b00 J
ebOe, {bO}o10, 0a10, 0c10
E’ = 13con[fl]~(Bco,,[OI(Eí, 132), B~~,,[o~(13í, Ea)) = { {bO,al}, {al,cl},
En consecuencia 19 = 0c10 e E’, pero no existe ningún b E E verificando b « b’, y por
tanto E 5t E’.
O
A las reglas y axiomas que hemos visto hasta ahora las podríamos calificar de habituales
en las álgebras de procesos ordinarias. A partir de ahora nos centramos en una serie de
reglas más especificas para la extensión temporal que estamos estudiando. Comenzaremos








En (4) Fi R)
E =E PO E
E =E E Fi E
STO? OP E
oit ; E O oit ; 4) E oit; (E
oit; E Fi oit; 4) E oit; (E
E o (Qn R) B (Po 4))
—E (PO 4)) 0 R
—E (E Fi 4)) nR
Fi4))
FiQ)
9 (P O II)
Tabla 5.2: Conmutatividad, asociatividad, idempotencia, distributividad
Definición 5.2.2 { It; DIV
• Siendo it e TU {oc} definimos DIV(it) = si it < oc
siit=oc
• Dada una familia finita de de procesos definimos la elección externa generalizada





Análogamente, para conjuntos finitos, pero








Estas definiciones vienen justificadas por el hecho de que tanto la elección externa
como la interna son conmutativas y asociativas.
• Siendo A un estado finito con itA = nd(A) su instante de indefinición, si para cada
oit e A tenemos definido un proceso asociado ~ entonces tomaremos
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O
Antes de continuar observemos que, gracias al axioma de idempotencia [1D2], el siguiente
axioma es correcto
Ello quiere decir que siempre que hagamos la elección interna de dos procesos que sean a su
vez sendas elecciones internas generalizadas, podremos quitar los procesos que aparezcan
en la intersección. Para simplificar la notación, siempre que aparezcan elecciones de este
estilo, supondremos que estaremos eliminando las posibles repeticiones. Todo lo dicho
anteriormente vale exactamente lo mismo para la elección externa, puesto que gracias a
los axiomas [IDi]y [1D3]tenemos
E
CPU Q




el conjunto de axiomas, para el caso de procesos finitos, necesitamos los





[Li] ‘Tit; (et’ ; E) pze(it+it’) ; E e eS
[12] it; (EEJ4))=E(r;E)0(’rit;4))
[13] ít;(Efl4))=E(í;P)FiCrit;Q)
[14] it ; STO? E STO?
[Dlvi] nIv(it) o DIV(it’) =~ DIV(it) ~ it < it’
[DIV2] DIV(t) ~ 3 oit; P~ =E DIV(it) O 3 oit;
atEA atCAlt
rit;(eit’;E)=pje(it+it’);E ceS
it; (PO 4)) E (it ; E) EJ (it ; 4))
it; (E ri 4)) E (it ; E) Fi (it ; 4))






donde PA = E6~CÁ Pat,
ito < min(nd(A), nd(E))
Qn = Daten Qat,
y Alito~E
[P02] E PatFi E QatE LI PatFi LI Qat
aieA ateR aieA atefl’
donde A«E, itA=nd(A)<oc, E’ = El
tA U {QitA}
[¡‘03] flPÁ=E fl P>~
ACÁ AEAU{B}




PB ~ donde E~=fl{P~¡AeA, aiteA, AlitCE}
atES
Tabla 5.4: Ecuaciones especificas para el cierre pseudo-convexo.
• Si it, it’ E Y u foc} verifican it < it’, tenemos el axioma
[Dlvi] DIV(it) O DIV(it’) =E DIV(it)
• Para cada conjunto finito de acciones temporizadas A CE TAct, consideramos el
axioma








0t0 E TAcit es una acción temporizada verificando
l,t~ E
ito < min(nd(A), nd(E)) y A~it0qB





















5. Sistema de Ecuaciones 99
• Si A, E son dos estados finitos tales que A «E y tA = nd(A) <oc, entonces consi-
derando el estado
E’ = El itA U {I?itA}
tenemos la ecuación
[P02] E E<~jfl LI 4)u=E E E~t~ E Qat
atEA ateS aieA atES’
• Para definir el último, y más complejo de los axiomas vistos hasta ahora, consi-
deremos un conjunto finito no vacío de estados A tal que cada A e A es finito.
Supongamos que para cada A E A tenemos asociado un proceso
EA = E
ateA
Sea entonces E « A un estado finito tal que
— existe A EA tal que A « E y
— para todo bitE E existe A e A tal que bit EA y Al it CE.
Consideramos entonces el proceso:
P5= [“2
ateS
donde para cada oit e E tenemos el proceso E2 = [?{E~ ¡ A e A, oit e A, Alt ~ E}.
Tenemos entonces el axioma:
[PC3] REA=E ¡~ EA
ACÁ Ae.4u{B}
En la tablas 5.3 y 5.4 tenemos recogidas las ecuaciones especificas para nuestro lenguaje
temporizado. La demostración de la corrección de todas ellas es bastante sencilla. Utili-
zando estos axiomas podremos pasar cada proceso a forma normal:
Definición 5.2.3 Un proceso finito está en forma prenormal si y sólo si tiene la forma
(EI’ot
ACÁ \atEA/
donde cada uno de los procesos E~i está también en forma prenormal. Diremos el proceso








Nota: El caso base de las definiciones anteriores corresponde al caso en el que
A={Aí,A2.’.A,,}




‘>= [1~iW~1)donde it1 =oc siA1 =0
1= ej
En el caso de las formas normales A ha de ser pseudo-cerrado, de modo que el caso base
para las formas normales corresponde a los procesos E sea de la forma
1’ = niv(t)
ej
con it E TU {oc~
LIDefinición 5.2.4 Si E es un proceso en forma prenormal, definimos la profundidad de




AcA AoitEA} siE=fl [Eá’1
ACÁ ateA
O
Para demostrar la completitud del sistema de axiomas seguiremos los siguientes pasos:
• Cualquier proceso se puede transformar mediante las ecuaciones en una forma pre-
normal.
• Cualquier proceso en forma prenormal se puede transformar usando las ecuaciones
en un proceso en forma normal.
• Si dos formas normales son semánticamente equivalentes, entonces se puede deducir
la igualdad entre ambas.
Proposición 5.2.5
que E E 4).
Demostracion.
Si E es un proceso finito, entonces existe 4) en forma prenormal tal u’
Hacemos la demostración por inducción estructural sobre E
Casos Base Tenemos STOP = DIV(oc), y E = DIV = DIV(O).
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Prefijo. Sea E = a ; Eí; por hipótesis de inducción tenemos existe 4)~ en forma
prenormal verificando 4)í =E E1. Si e = o e Act entonces 4) = oit; 4)i está en
forma prenormal y tenemos que 4) =E E. Si por el contrario e = ‘r, entonces
aplicando al proceso it; 4)í las reglas [Iii, [12], [13] y [14] nos da un proceso 4)
que está en forma prenormal.
Elección interna. Sea E = Eí Fi “2. Por hipótesis de inducción tenemos procesos
4)í y 4)2 en forma prenormal de modo que E1 =E 4)í y E2 =E 4)2. Tornamos
entonces el proceso 4) = 4)í F14)2, es claro que 4) está en forma normal y 4)=EE.
Elección externa. Sea E = Pi ri E2. Por hipótesis de inducción existirá ptocesos
en forma prenormal 4)í y Rí de modo que 4)í =E E1 y 4)2 =E E2, por tanto
E =E 4)í 0 4)2. Siendo entonces
4)í=RL4)t~ y 4)2=Ñ[4)2t~
ACÁ atCA 5613 btES
consideraremos el proceso
= E! (aYA~’~’) ~ (~)
BES
Por el axioma [DIS2] tenemos que E’ =E 4)í EJ4)2. Entonces para cada A EA
y E e 13 consideramos el estado C = A Li0 E, y para cada cit e C consideramos







y tenemos, por un lado, que 4) está en forma prenormal, y por otro que aplicando
las ecuaciones [DIS1], [1D31, [Dvii] y [DLV2] obtenemos que 4) =E E’, por
lo que 4) E E.
O
Proposición 5.2.6 Si E está en forma prenormal, existe 4) en forma normal de modo







Haremos la demostración por inducción sobre la profundidad de E:
n
prof(P) = 1 En tal caso tenemos E = fl DIV(it~) con it1 e TU {oc}. Si tomamos
izrl
it = min{iti ¡1 <i <n}, aplicando el axioma [PC2] tenemos E =E DIV(it)
mente DIV(it) está en forma normal.




Consideramos 13 = pc(A). Aplicando la proposición 5.1.5 tenemos que 13 es finito.
Partimos del proceso E y lo vamos transfo+mando hasta conseguir un proceso E” en
forma prenormal tal que
A(P”) = 13 y E”=EP
de la siguiente manera:
• Para cada E e 13 \ A tomamos el proceso
E5= LI ait;PJ
dUCE
donde E~fl=Ñ{I%~ ¡ ot e A yAlit’E}
Consideramos entonces el proceso
P’=EO ~
BCB\Á
Aplicando la ecuación [PC3] tenemos que E’ =~ E y prof (E’) = prof(P).
• Para cada A e A \ 13 tenemos que existe A’ e 13 tal que se verifica
nd(A’) < nd(A) y TAct(A’) = Al nd(A’)
Por tanto, si tomamos el proceso
““=R L~’~’1
ACS atCA
por el axioma [P02] tenemos que E” =E E’, además prof(E”) =prof(E).
Ahora, para cada A e 13 y oit e A tomamos



















5. Sistema de Ecuaciones 103
aplicando el axioma [PCi] tenemos
E~~=E Fi E Qá4~
ACB aiEA
Entonces para cada A E 13 y oit E A tenemos que prof(4)~) <prof(E), de modo que





obtenemos E”=E4) y por tanto E=E 4). Además, puesto que en virtud de la hipótesis
de inducción tenemos que prof (4)1~) =prof (4)~) para cada A e 13, tendremos que
prof (4)) < prof(P).
O
Proposición 5.2.7 Sean E y 4) procesos en forma prenormal
E=Ñ(]Eál) y
tales que 13conEE~ 13~
0~¡f4)]j. Entonces pc(A) = pc(13) En particular, si E y 4) están en
forma normal, tendremos que A = 13.
Demostración. Para demostrar la igualdad de los dos conjuntos de estados probaremos la
doble inclusión entre ellos. Debido a la simetría de la proposición basta probar cualquiera
de ellas, pues la otra sería totalmente simétrica. Consideramos entonces A E pc(A). Para
ver queA E pc(S) veremos que dicho conjunto cumple las condiciones de la definición 5.1.2




{(A1 t)at.bj A eS, oit E E, be 13c0»¡4)fl}
• Puesto que A E pc(A) existirá A1 E A de modo que A1 «A. Por otra parte, como
4) « E, existirá A2 E 13 tal que A1 «A2, y por tanto A2 «A.
Supongamos ahora que existe A2 e 13 tal que A2 «Ay nd(A2) < nd(A). Puesto que
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ej
tanto A1 «A. Además, puesto que nd(Aí) =nd(A2) tenemos que nd(Ai) < nd(A),
lo cual está en contradicción con el el hecho de que A E pc(A). u’
Hemos visto por tanto que existe A2 E 13 tal que A2 «A, y además no existe A e 13
tal que A «Ay nd(A2) <A. u’
• Tomemos ahora oit E A. En primer lugar observamos que it < nd(A). Por otro
lado, por la definición de conjunto pseudo-convexo, tenemos que existe A1 e A tal u’
que oit e A1 y A1 1 it § A. Puesto que 13COnEPfrI es un conjunto consiste de barbas
existirá al menos un estado A? E 13con~EfrI, tomando entonces Al = Aíl tse verifica u’
= AloitA? e B~
Por otra parte 13con[4)~ « 13CO~EE]¡, entonces existe b2 E 5conE4)~ tal que b2 « b1. u’
Ahora hemos de distinguir dos posibilidades en función de la barba b2: u’
= A’2 con A « A’~ y nd(A) =it. En tal caso, puesto que BCOnEE~ « 13conEA]~
existirá Al” E A de tal que Al” «A. Por tanto tenemos A7 « A y nd(A7’) <
_ u’it < nd(A), lo que está en contradicción con el hecho de que A e pc(A), por lo
que este caso queda excluido.
= A’2atA’~ con A § Al y A~j « A7. Entonces existirá un estado A2 e 13 tal ej
que A2 1 it = A; y oit E A2, con lo cual se cumpliría la segunda condición de la
definición 5.1.2 para que A e pc(S). u’
O
Proposición 5.2.8 Para cualesquiera E y 4), procesos en forma normal se tiene u’
Bcon¡fPfr13con¡[Q]l =~. E=~4) u’
Demostraczon. Haremos la misma por inducción sobre la profundidad de E: u’
prof (P) = 1 En tal caso tenemos que E = DIV(t), y por tanto
{=1it} siit<oc u’
U Ji ‘i 0 siit=oc
y como quiera que 4) está en forma normal tenemos que 4) = DIV(it). ej













u{(Alflbit.b¡ AE13, oteE, ~
Aplicando la proposición anterior tenemos A = 13. Ahora, para cada A e A y para
cada oit E A consideramos los procesos
E1~=Ñ{Eáf ¡A’ EA, oit E A’yA’lit~A}





Demostremos ahora que E1~ 4)1~, para ello tomemos b e El~; tenemos entonces
que
Al it bE BconEP~
Por otra parte, puesto que 4) E existe b’ E 13~~~[Q]j tal que
19 « Al it. b
Si 19 fuera un estado A’, tendríamos que nd(A’) < it y TAct(A’) G A, con lo que
llegaríamos a
nd(A’) < nd(A) y
de modo que A no sería pseudo-cerrado. Hemos de tener entonces
19 = A’aitb” con A’ CA y 19’ «b
Pero en tal caso existirá un estado A” E A tal que






Puesto que A” 1 it = A’ 12 A tendremos que b” e Bconl[4)lfl con lo cual que-
da demostrado 4)l~ « E1~. Haciendo un razonamiento simétrico obtendríamos
P1~ «4)1~.
Como quiera El~ y Ql~ están en forma prenormal, existirán procesos P2~’\ y Q2~
en forma normal tales que
p1A p2A
atE tú y Ql~=nQ2~\
Puesto que las reglas del sistema son correctas tendremos
E2~ 4)2~
y como prof (P1~) =prof (E2~), por hipótesis de inducción obtenemos
E2~=E 4)2~
de modo que





Finalmente, como corolario de los anteriores tenemos la completitud del sistema de ecua-
ciones:
Teorema 5.2.9 Para cualesquiera procesos finitos E, 4) e FRec(Eseq), se tiene
13con EE~ BconE4)~ 4. E=~4)
Aplicando la proposición 5.2.5 tenemos que existen procesos E1 y 4)í en
forma prenormal tales que
Eí=eE y Q1=E4)
Por la proposición 5.2.6 existirán entonces procesos E2 y 4)2 en forma normal, tales que
Ei=EE2 y Qt=E4)2
Puesto que las del sistema ecuaciones son correctas, tenemos
13conEE2~ Bcon¡Ei]~ Bcon[E~








E [1LI oit.c¿2Á E [1 LI at;Ql~
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5.3 Procesos Recursivos
Para poder deducir propiedades de los procesos recursivos hemos de poder manejar axio-
máticamente la relación de orden entre procesos. Surgen así las inecuaciones, algunas de
las cuales ya han aparecido en la tabla 5.1. La primera inecuación que consideramos es
la regla más compleja que hemos visto hasta el momento en el sistema. Para introducirla
consideremos dos procesos E y4) en forma prenormal:
E=ITLiEá~ y 4)=ITE4)~
ACÁ aiCA AEBaICA
Además, para cada E E 13 y oit e E consideremos los conjuntos de estados:
Per(A,A,oit) = {A’¡ A’ eA, oite A’, A’l it~ A}
BM(A,A,ait) {A’ ¡ A’ e A, nd(A’) =it, A’ «A}
Se tiene
(BA’ E A: A’ «A) A
VAE13
[ME] 1 E<E4)AVateA(V yPer(A,A,oit #0 A [1 E4’<E4)¿’¿A’ CPer(Á,A,at>
Dado lo complejo de la regla anterior vamos a intentar explicarla. Mediante esta regla
pretendemos caracterizar la relación « entre procesos que están en forma prenormal; es
decir, la situación en la que para cada barba b de 4) existe una barba b’ de E peor. Según
sea dicha barba tenemos dos posibilidades:
• El primer caso es que la barba b sea estado A e fi. Entonces ha de existir un estado
A’ de E tal que A’ «A. O sea
VA e 13 BA’ e A: A’ « A
que es precisamente la condición de la premisa de la regla [ME].
• El otro caso es que la barba b sea de la forma Aíat b1. Entonces existirá un estado
A E 13 tal que oit e A, A1 = Al it siendo b1 es una barba del proceso ~ Para que
exista una barba menor en E hay dos posibilidades:
— Se trate de un estado A’ e A verificando nd(A’) =it y TAct(A’) § Ai, y por




— La misma sea de la forma Albit . con A G Aí y 14 .c< b1. Entonces existirá
un estado E, A’ e A, tal que = A’ 1 it, oit e A’ siendo 14 es una barba de
E4. Verificándose es este caso
Per(A,A,ait) ~ 0 A [1 E4’<E4)~
A’CPer(Á,A al)
Puesto que todo lo anterior es preciso para cada barba de la forma A~ait . b’, queda
así justificada da como resultado la segunda condición de la premisa:






[MEl] DIV(it’) < DIV(it) it’ < it
[ME2] DIV < E
[ME3] Eri4)<4)
Tabla 5.5: Inecuaciones derivadas
Tabla 5.6: Axiomas para la recursión
cuando se verifican ambas condiciones podemos concluir en efecto E « 4), con lo que
queda justificada la corrección de la regla [ME].
A partir de dicha regla anterior pueden derivarse algunas otras que serán de utilidad
más específica como las que se presentan en la tabla 5.5. En lo que se refiere a la recursión
tenemos inicialmente las habituales que se presentan en la tabla 5.6. En las álgebras de
procesos si tiempo habituales, tras incorporara estas reglas adicionales se podría demostrar
la completitud del sistema de ecuaciones. Pero en nuestro caso ello no es así, como prueba
el siguiente
Ejemplo 5.3.1 Consideremos los procesos E = STOP y 4) = REO z.wl ; st Claramente se
verifica que










[REO] REO z.E =E E[REO z.E/z] 1
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Por otro lado tenemos 13con~ap(4), k)1 = {{rzk}}}. Entonces aplicando el axioma [MEl]
obtenemos que ap(4), k) <E E (recordemos que STO? DIV(oc)), con lo cual habríamos
deducido que 4) <E E. Pero desgraciadamente no tenemos ninguna regla que nos permita
deducir que E <E 4), de modo que no se puede deducir tampoco E =E 4).
Para poder derivar dicha equivalencia, necesitaríamos alguna regla que nos indicase
que si dos procesos se comportan igual por periodos de tiempo finitos tan largos como
se desee, entonces son equivalentes. Esta propiedad se puede interpretar como unat cierta
continuidad en el tiempo y corrección va a quedar justificada por el hecho de que los
estados de un proceso son temporalmente compactos.
O
En consecuencia para poder enunciar la regla requerida necesitamos un operador auxiliar
RED(E, it) con it e T, cuyo efecto va a ser limitar hasta el insitante (finito) it la la vida del
proceso E. A dicho operador lo denominaremos reductor. Como quiera que su manejé tiene
lugar al nivel sintáctico, hemos de añadir a la signatura este nuevo operador, obteñiendo
Eseq+ = Sseq U {REDQ, it) ¡ it E T}
Por su parte la semántica denotacional del operador viene dada por
13con~RED(t)]~(E) = {RED(b, it) ¡ be B}
donde la función sobre barbas RED(b, it) viene definida como sigue:
A sib=A ynd(A)Sit
RED1bt~ = (Al it)U{flt} sib=A y nd(A) >it1 A
1a1it1 . RED(bí,it —iti) si b = A1aíití . bí y ití <it
1 (A1lit)U{Oit} sib=A1a1ití~bi y it1=it
Como podemos observar en su definición, el proceso RED(E, it) se comporta como el proceso
E hasta que llega el instante it, a partir de entonces el proceso entra en divergencia, con
lo que ha quedado reducida su vida útil.
La semántica operacional de este nuevo operador podría definirse mediante las reglas
de la tabla 5.7. La definición de las funciones auxiliares necesarias para compl&ar la
semantica operacional la incluimos en la misma tabla.
Veamos a continuación una serie de propiedades interesantes del operador. ¡
Lema 5.3.2 Siendo 6 una barba, se verifican:





p ci’ ~ it~
RED(E, it) —~4 RED(E’, it — it’)








Upd(RED(E,it),it’) = { RED(Upd(E,it’),t — it’)
DIV
EJ. At>O 4. RED(P,it)4.
Tabla 5.7: Semántica Operacional de RED(E, it)
• Si nd(RED(b, it)) <it entonces b = RED(b, it).
• Si nd(b) < it entonces bE E ~ be 13conERED(t)~(E).
Demostración. Las dos primeras partes se prueba trivialmente mediante inducción sobre
la longitud de la barba. La tercera es consecuencia inmediata de las anteriores.
O
Hemos de demostrar ahora que la semántica denotacional del nuevo operador está bien
definida. En primer lugar resulta fácil comprobar que si E es un conjunto consistente de
barbas y it E T, entonces B~0~¡iRED(it)]~(E) es un conjunto consistente de barbas. Además
hemos de demostrar que la función semántica asociada es monótona con respecto a las
relaciones « y -< así como su continuidad con respecto a la segunda. Todo ello queda
incluido en la siguiente
Proposición 5.3.3
• Para cada barba b y cada it e Y, se tiene RED(b, it) -< b.
E >—* E’, it> O
[RED2] RED(P,t) >—*RED(E’,it)
si it > O
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• Si b y 19 son barbas tales que b —< b’ entonces RED(b, it) -< RED(b’, it).
• Si 1> y Y son barbas tales que b « b entonces RED(b, it) «RED(b, it).
• Si E y E’ son conjuntos de barbas tales que E -< E’ entonces
fi~0~~RED(it)~(E) -< 13~0~~REnQ)~(E’)
• Si E y E’ son conjuntos de barbas tales que E «E’ entonces
Bconj[RED(it)iI(E) «Bconl[RED(itYII(E’)
• Si Ei -« E2 ..< es una secuencia no decreciente de conjuntos consistentes de
barbas, se tiene
13~0n¡IRED(it)]J(Iub{E~ ji e IN}) = Iub{13codRED(it)~(Ej) ¡ i E IN}
Demostración. La demostración de las tres primeras partes es sencilla por inducción sobre
la longitud de b y b’. Las dos siguientes son consecuencia inmediata de las anteriores. Para
demostrar la última parte consideramos los conjuntos
13 = Bcon[RED(itilOub{Bfl i e IN}) y E’ = Iub{fic,n¡[RED(it)11(Eí) fi e IN}
• Sea en primer lugar b e E’; puesto que todo b’ E 13con~RED(it)I(Ei) verifica nd(19) <it
tenemos nd(b) =it < oc. Entonces para todo k e IN existe 1 > k de modo que
be ficonlIRED(itfll(Ei). Si nd(b) <it, aplicando el lema anterior deducimos que be R~,
y entonces be Iub{E1 Ii e IN}, con lo que bE E.
Si nd(b) = it existirá b1 e E~ tal que b = 13~0~j[RED(t)]j(b¿), consideramos en particular
el ‘1’ correspondiente a k = 1. Siendo b¡ = bs¿ A1, como E~ -<
131+í, podemos
encontrar una secuencia de estados
de modo que bs¿ . A~ E E~. Tomando entonces el estado A = Iub{A
1 ji =l} tenemos
bs¿ . A E Iub{B1 1 E IN}
Finalmente utilizamos el hecho de que tener en cuenta que RFJJ(bs¿ . A, it) = b, de
donde deducimos b e E.
Se
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• Sea ahora b e E; existe entonces b’ E Iub{E~ 1 i e IN} tal que RED(b’,it) = b. Si
nd(b’) < oc tenemos que para todo k E IN existe 1 > k tal que b’ E E,, por tanto
b = RED(b’, it) e 13conERED(it)~(E¡)
de modo que b e E’. Si por contra nd(b’) = oc y siendo b = be . A, tenemos que
para cada e E Y existen 1. E IN y un un estado A8 de modo que be . A8 E E,~ y
Al e = A8 1 e. Tomemos ~o=it — t(bs)t, y se verificara
RED(bs . A50, it) = RED(b’, it) = b
Como quiera que Ej -< ~ podremos encontrar una secuencia de estados
tal que be. A~ e Bi80+~. Tenemos entonces que b = RED(bs . A~, it) E Bcon[RED(it)~(Ej)
y por tanto bE E’ = ub{13con~RED(it)~(Ej) ¡ i e IN}.
O
[RED1] R.ED(eit;E,it’) =E (eit;RED(E,it’ —t)) ODIV(t) it’> it y eeC
[RED2] RED(eit ; E, it’) =E DIV(it’) it’ =it y e e £
[RED3] RED(E EJ 4), it) E RED(E, it) EJ RED(4), it)
[RED4] RED(E Fi 4), it) =E RED(E, it) Fi RED(Q, it)
[RED5] RED(DIV(t), it’) =E DIV(it”) donde it” = min(it, t’)
[RED6] RED(REO x.E, it) = RED(E[REO x.E/z], it)
Tabla 5.8: Ecuaciones para RED(P, it)
Tal y como hemos definido el operador, es fácil comprobar que las ecuaciones de la
tabla 5.8 son correctas. Estos axiomas nos permiten eliminar el operador RED(.,.) de
cualquier proceso finito. De modo que sigue siendo cierto que para cualquier proceso
finito E existe un proceso 4) en forma normal tal que E =E 4).
Llega así el momento de incorporar la regla que precisamos para poder demostrar la
completitud del sistema:
Vit e Y RED(E, it) <E RED(Q, it
)
[APT] P<E4)
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Como ya hemos comentado anteriormente, la regla anterior nos indica que si dos procesos
son iguales durante cualquier intervalo finito, entonces serán equivalentes. Su corrección
está íntimamente relacionada con la propiedad de compacidad temporal.
Proposición 5.3.4 Supongamos que para todo it e Y se tiene
entonces Eí «132.
Demostración. Tomemos b = bs . A e E2; sabemos que
13~0~ERED(it)~(Ei) «13conERED(it)JRE2)
Entonces para cada it e Y existirá b1 E 13~0~j[RED(t1fl!(Eí) tal que b1 « RED(b, it). Si para
algún it E Y se verifica nd(bt) <it entonces tendremos b, E Eí y por tanto b1 « b.
Supongamos entonces que para cada it e Y se verifica nd(bt) =it. Entonces necesa-
riamente tendremos nd(b) = oc. Puesto que b = frs . A, esto implica que nd(A) = oc.
Tomamos entonces it > t(bs), y necesariamente tendremos que Ion(bt) = Ion(b). De modo
que para cada it=t(bs), b~ es de la forma
b1=bs~.A~ con bs¿«bs, Ajlit~Aynd(Aj)=it—t(bs)
Puesto que estamos considerando un alfabeto finito y un dominio de tiempo discreto sólo
puede haber un número finito de b-trazas frs’ tales que frs’ « bs, por tanto entre las b-
trazas bs1 sólo puede haber un número finito distintas entre si, de modo que alguna se
repetirá un número infinito de veces. En consecuencia podemos suponer que todas ellas
son iguales. Tomemos entonces bs’ = bst(b8), y puesto que el conjunto E~ es consistente
tenemos que el conjunto de estados
A’ = A(Eí, bs’)
será temporalmente compacto. Además, para cada it E Y se verifica
At+tcb) e A At+t(b) 1 it 12 A
Puesto que A es temporalmente compacto, aplicando la proposición 2.4.8, tendremos que
existe A’ E A, o lo que es lo mismo frs’ . A’ E Eí, con A’ CE A. Puesto que nd(A) = oc
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u’
Demostraremos ahora la completitud del nuevo sistema de ecuaciones (inecuaciones
incluidas) para el caso de procesos finitos, es decir, que si E y 4) son procesos finitos se u’
cumple:
Puesto que cualquier ~ 4. E<~4) u’
proceso finito se puede pasar a forma prenornutal, bastaría con de-
mostrarlo para procesos en forma prenormal:
u’
Proposición 5.3.5 Para cualesquiera procesos en forma prenormal E y 4), se verifica




haremos la demostración por inducción sobre la suma de las profundidades de ambos u’
procesos prof(P) + prof (4)). de 4).
prof (Q) =1 y prof(P) =1. En tal caso u’
4) = R~v(ití) con it~ e TU{oc}
tomando itc¿ = min{ití,..., u’it,4, aplicando las ecuaciones [PC2] y [1D2], obtenemos
4) E DIV(itq). Por otro lado ej
E = [7DIV(sí) con s~ e TU {oc}
j=1 u’
como antes, tomando sp = min{sí,... , .s,,j, tenemos E E DIV(sp). Entonces
{t?itQ} E 13~~~[4)]j, y puesto que ~ « 13~¡[4)j existirá un estado A e fi~0~EEj
verificando A « {~i?tQ}. Puesto que A es un estado de E, ha de existir i e .1.... n} u’
tal que A = {IlsJ, y debido a la manera en la que hemos escogido sp tendremos
sp <si. Como s~ =it~, aplicando la ecuación [MEl],tenemos u’
DIV(sp) <E DIV(itQ)
con lo que obtenemos E <E 4). mi
prof (Q) > 1 ó prof (P) > 1 Tenemos
u’13~o~EE~ = {A¡ACA}U
{(Alit)ait.bIAEA,aiteA, be13~0,4Eá’iJJ}
fi~00E4)]¡ = {A, ¡ A e 13}U u’
mi
u’
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Tomemos A e 13. Existe entonces A e A tal que A « E con lo que se cumple la
primera condición de la premisa de la regla [ME]. Para ver que se cumple la segunda,
tomemos oit e A y supongamos que BM(A, A, oit) = 0. Hemos de demostrar
Per(A,A,ait) ~ 0 y [1 ~ <E4)~
A’CPer(Á,A,at>
Siendo bí e Bcon¡4)fl tendremos
b= (Al it)ait.bí e 13~0~E4)~
Entonces como que BCOnj[E]1 «
13~o»I1Qj existirá una barba b’ E ficon[FI tal que
19 «b. Puesto que BM (A, A, oit) = 0 tenemos que b’ ha de ser de la forma
= Aíait .
Existe entonces A’ E A con ait e A, A
1 = A’ it y Ai ~ Al it, de donde deducimos
Per(A, A, oit) ~ 0. Podemos por tanto considerar el proceso
IT ES
A’EPer(Á,A,at)
Para poder deducir E <E 4) bastaría demostrar E’ <E 4)¿~. Tenemos que tañto E’
como 4)~ están en forma prenormal, 4)~ tiene profundidad menor que 4), y E’ tiene
menor profundidad que E. Por tanto si demostramos que
por hipótesis de inducción obtendríamos el resultado. Para demostrarlo, observemos
que si bí E ~ entonces b = (A 1 it)ait . bí E 13~~~¡I4)¡ Existirá entonces una
barba 19 e fi~0~EE~ tal que b’ « b. Por la misma razón que antes, tenemos que b’ ha
de ser de la forma
b’=Alait.bl con AICAlit y bl«bí
por lo tanto existe A’ E A tal que Al = A’ 1 it y bl E BCOIIEES]I. Puesto que
~ A’ it tenemos que A E Per(A, A, oit) con lo que
BconIEfflI 12 13~0~EE’1¡
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ej
Como corolario de la proposición anterior obtenemos la completitud del nuevo sistema de
ecuaciones con respecto a la relación « para procesos finitos. u’
Teorema 5.3.6 Si E y 4) son procesos finitos tales que BCOnEE]¡ « BCOfl¡4)~ entonces
E<EQ. u’
Demostración. Puesto que E y 4) son procesos finitos tenemos que existen Pi y E2 en
forma prenormal con u’
EIEE y QIEQ
Puesto que las reglas y axiomas del sistema son correctos tenemos que u’
BCO~¡1E]j y l
3con¡lQi]1 Bcon¡j4)]~ u’
y por tanto fi~
0~IPí1j «BconIQi]~. Aplicando la proposición anterior obtenemos E1 <E 4)1,
y en definitiva E =E E1 <E 4)í =E 4).
O u’
Abordamos ahora la prueba de la completitud del sistema para procesos cualesquiera. u’
Para ello precisamos todavía de una serie de resultados previos.
Proposición 5.3.7 Siendo E e FRec(YJseq) proceso finito, y 4) e CRec(Eseq) un pro -u’
ceso cualquiera, eventualmente recursivo, verificando BCOn[RED(E, it)]] « fi~0~~RED(Q, it)]],
entonces existe Ic e IN de modo que ficOnERED(E, it)]] «B~0~Eap(RED(4),t),k)]]. ej
Demost ración. Razonaremos por reducción al absurdo y suponemos que para todo k e IN
se tiene u’
de modo que para todo k e IN existirá una barba bk E BconEap(RED(4),t),k)]] tal que no
u’existe b e 13COnERED(E, it)]] con b « bk. Puesto que E es finito, existe una cota para la
longitud de sus barbas: u’
BL e IN: Vb E BconERED(E, it)]] 4. Ion(b) =L
Si existiera k e IN tal que Ion(bk) > L, podríamos encontrar 19 e 13~0~L[RED(4),it)]] tal que u’
no existiría b E 13~0~ERED(E, it)]] con b « b’. Tenemos por tanto Ion(bk) =L para todo
k E 11=4. Recordemos ahora que u’
ap(RED(4),it),k) = RED(ap(4),k),it)
entonces tendremos también que nd(bk) =it. Como quiera que estamos considerando un u’
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puede haber un número finito diferentes, con lo que podemos suponer que todas ellas
son iguales a una dada b’. Tendremos entonces que b’ E 13c0~ERED(4), it)]], no existiendo
b E ECO8, [RED(E,it)]] tal que b « b’, lo que está en contradicción con nuestras hipótesis.
O
Lema 5.3.8 Para cada proceso E se tiene ap(E, k) <E E.
Demostración. Por inducción sobre k.
O
Por fin podemos concluir el resultado buscado:
Teorema 5.3.9 Para cualesquiera procesos E y 4) se tiene
4. E<E4)
Demostración. Puesto que fi~01, ¡E]] «fi<>~,,,¡4)j, de r la monotonía del operador reductor
se sigue
Por tanto tenemos que para todo k E 1=4
En virtud de la proposición anterior, existe 1 e 1=4tal que
Puesto que los procesos RED(ap(4),l),it) y RED(ap(E,k),it) son finitos, por el teorema 5.3.6
ap(RED(E,it),k) <E ap(RED(4),it),l)
Aplicando entonces el lema anterior concluimos ap(RED(4), it), 1) <E RED(4), it), con lo cual
para todo k E IN se tiene
ap(RED(E, it), k) <E RED(4), it)
Entonces, aplicando la regla [APF], obtenemos que para todo it e Y
RED(P, it) <~ RED(4), it)
de donde la aplicación de la regla [APT], nos conduce a E <E 4).
O
y
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Finalmente, resumimos en un teorema el resultado de este capítulo, que es consecuencia de
la corrección de cada una de las reglas y axiomas, y de la completitud de todo el sistema
con respecto a la relación «.
Teorema 5.3.10 Si E y 4) son procesos entonces
13con JE~ Bcon E4)]] ~ E=E4)
Demostración. Veamos por separado cada una de las implicaciones:
Puesto que fi~0dE]] 13~0~44)]] tenemos que
13~08,EE]] « 13~~~E4)]] y B~00E4)]] « 13~0,4E]]
Por el teorema anterior tenemos que
P<E4) y 4)<EE
Entonces por la ecuación [EQ2] tenemos que E =E 4).



























En este capítulo enriqueceremos nuestro lenguaje basico con otros operadores carac-
terísticos de las álgebras de procesos, y veremos la forma adecuada de tratarlos. En
concreto, estudiaremos el operador paralelo y el de ocultamiento como operador~s muy
característicos de las álgebras de procesos. Pero también estudiaremos cómo podemos
introducir intervalos de tiempo en el operador de prefijo, como operador característico de
las álgebras (aplicables a la práctica) de procesos temporizadas. Estos operadores llevan
el calificativo de derivados, porque se pueden eliminar de los procesos finitos. Aunque esto
último no es cierto cuando se consideran intervalos infinitos en el operador de prefijo, sin
embargo no necesitaremos ningún tipo de herramienta adicional a la hora de manejarlo.
Cada una de las secciones de este capítulo sigue el siguiente esquema:
• Se ampliará la sintaxis con un nuevo operador (o bien una familia de operadores) op
de andad n:
Zop Zseq+ U {op}
• Al los operador introducido se le dotará de una semántica operacional. Es decir, se
dará un conjunto de reglas y axiomas que permitirán deducir las transiciones ‘que un
proceso construido con este operador puede hacer. Esta semántica operacional ha
de verificar las propiedades de la sección 3.2.1.
• Definiremos a continuación la semántica de pruebas, para ello bastará con extender
la relación de convergencia a este nuevo operador, y para ello habremos de extender
la definición del predicado de convergencia débil. En principio deberíamos extender
también el mundo de las pruebas al poder aparecer en ellas este nuevo op~rador.
Podría pensarse que con ello se podría haber añadido más potencia al mecanismo




el paso de pruebas, nos damos cuenta que al efecto no utilizamos para nada la
sintaxis de los procesos. Nos limitamos a utilizar las propiedades de la semántica J
operacional enumeradas en la sección 3.2.1. Pero como quiera que estas propiedades
se siguen conservando, la caracterización operacional alternativa sigue siendo válida. JAdemás obtenemos de rebote que la potencia de las pruebas no ha cambiado; es
decir, ni ganamos ni perdemos nada si sólo admitimos pruebas construidas con los
operadores básicos introducidos en el capítulo 3.
• A continuación se definirá la semántica denotacional del operador:
BconEop]~ : B00,, >< ... x B~0~ F—* ~
que tendrá que ser monótona con respecto a la relación « (y por tanto congruente 1’
con ~), y además monótona y continua con respecto a la relación —<. Además utendremos que comprobar que la denotación que hemos escogido para el operador
no es arbitraria, sino que tiene mucho que ver con la semántica de pruebas. En
concreto hemos de ver que 4
u
• Por último daremos un conjunto de ecuaciones que permitirán eliminar dicho ope-
rador, al menos de los procesos finitos. Si P1,..., P,, son procesos finitos, podremos
pasarlos a forma prenormal P,.., P,~, y tendremos que
A continuación, las reglas que daremos nos permitirán eliminar el operador op del
proceso op(P,. . . P,) obteniendo así un proceso finito P’ c FCRCC(Eseq) que verifi-
que 4
P’=EOP(P,...P,’)
Por último tendremos que =E op(Pi,. . . , Pa), y consecuencia podremos seguir 4
razonando como en el capítulo 5.
4
u
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6.1 Paralelo
Muy probablemente éste es el operador más característico de un álgebra de procesos (con-
currente). Un operador paralelo toma dos procesos y los pone a funcionar simultáneamente
de forma concurrente. En nuestro caso consideramos un conjunto de acciones G en las
cuales los dos procesos han de sincronizar, de modo que para el proceso resultante de
la composición en paralelo pueda ejecutar dichas acciones es necesaria la colaboración de
ambos argumentos. Formalmente tenemos la siguiente familia de operadores de andad dos:
{IIal GCAcÉ}
que representaremos, como habitualmente se hace, en forma infija.
6.1.1 Semántica Operacional
Para dar la semántica operacional de un nuevo operador, hemos de comenzar por extender
la definición de las funciones auxiliares que intervienen en las reglas de las transiciones.
Para extender la definición de la función stb(.) no tenemos ningún problema:
stb(P la Q) — stb(P) A stb(Q)
Para definir la función T¡em(., a) tenemos que tener en cuenta si a E O o no:
Tiem(P lic Q, a) { Tiem(P,a) UTiem(Q,a) si a go
Tiem(P,a) flTiem(Q,a) si a EG
La función idIe(P la Q, A) resulta algo más compleja; hemos de tener en cuenta los con-
juntos AnO y A \ O:
idIe(P la Q, A) = min(idle(P, A \ O), ¡dle(Q, A \ 0), 1)
donde t = min( U Tiem(P,a) nTiem(Q,a))~’
aEAnG
Definimos por último la función de actualización como sigue:
Upd(P lío Q) = Upd(P,t) la Upd(Q,i)
Una vez extendidas las funciones auxiliares podemos dar las reglas que definen las tran-
siciones de la semántica operacional. En primer lugar, si alguno de los procesos puede
realizar alguna transición vacía, también la podrá realizar el proceso combinación de los
dos:
__________ __________ ¡[PARí] PII0Q>—*P’lI0Q [PAR2] PIIaQ>—*PIIGQ’
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Por otro, lado si uno de los procesos puede ejecutar un evento e ~ O, y su compañero
puede esperar, entonces la composición paralela también podrá ejecutar dicho evento: 4
p ci P’, stb(Q), idIe(Q, t) [PAR4] ~ —~-÷ Q’, stb(P), idle(P, t
)
[t’AflJJ ci la Upd(
P l~a Q —* 1” Q,t) Pila Q ~L* Upd(P,t) lía ‘2’ 4
Por último la ejecución de las acciones del conjunto de sincronización requieren la colabo-
ración de ambos procesos:
[PAlIS] P-~-*P’,Q 4%Q~
Para concluir, observamos que se siguen conservando todas las propiedades de la semántica
operacional citadas en la sección 3.2.1. En particular se siguen conservando las propiedades 4
de la urgencia y del no determinismo acotado, propiedades que son claves a la hora de
caracterizar la semántica de pruebas. 4
6.1.2 Semántica de Pruebas 4
Para definir la semántica de pruebas hemos de comenzar extendendiendo la definición de
convergencia débil. Para ello añadimos en la definición 3.3.1 la siguiente condición 4
P4 AQ~ 4
Como dijimos anteriormente definiendo el predicado de convergencia débil, tenemos au-
tomáticamente definido el predicado de convergencia, y esto es todo lo que necesitamos 4
para extender la semántica de pruebas.
6.1.3 Semántica Denotacional 4
Definiremos ahora la semántica denotacional del nuevo operador. Para ello necesitamos
la siguiente definición auxiliar (conviene refrescar aquí, la definición de A1 Li~ A2 en la 4
definición 4.2.10):
Definición 6.1.1 Siendo b1 y b2 barbas yCC Act definimos el conjunto de barbas
b1 lía b2 como el menor conjunto de barbas que verifique:
b1 =A1 y 62=A2 4’ b1~ab2{A1L]aA2}
b1=A1at.Wj, b<>= A2, a«G, .1
4’ (AíUcA21t)aLb’Cbí hab2
nd(A2) =t y b’ebl lla(A2t) J
4
4
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= A1, b2 = A2at. b~, ~go, ‘1
4’
nd(A1)=t y b’e(Ai—t)11a14 J
= A1a1t1 44, b2 = A2a2t2 .
tj=t2, a1gG y
LV E bIlla (A2 — t1)a2(t2 — ti) .
= A1a1t1 14, b2 = A2a2t2
t1=t2, a2gO y
b’ E (A1 — t2)aí(t1 — t2) .14 lía b~





(A1 U~ A2 1 t)at . b’ E b1 la b2
(A1 U0 A2 1 t1)a1ti . b’ e b1 lía b2
4’ (A1 1 ½La UA2)a2t2 . LV e hab2
(Aí u0 A2)at. b’ E b1 lía ~
ir
Obsérvese la simetría de la definición anterior: para cualquier par de barbas bi y b2 se
tiene b1 hab2 = b2 lía b1.
Definición 6.1.2 Si B1 y B2 son conjuntos consistentes de barbas y O ~ Aet, tornamos
!3conl[iia]1(Bi,B2) = {bl B b1 cRí, br¿ E 82 : bE b1 lía b2}
o
Debido a la simetría de la definición de b1 lía b2, tendremos trivialmente que este operador
será conmutativo: B1 lía fl2 = B2 lía Di. Comprobamos ahora que la función B~~~I[lia]1
está bien definida. Para ello necesitamos algo más de notación:
Definición 6.1.3 Siendo fl un conjunto consistente de barbas, A e B un estado y t E Y
tal que t =nd(A), tomamos
Barb(B, A, t) = {A—t} u
{(A’—t)a’(t’—t).b’EB¡IA’a’t’.b’EB, t’=t, Alt’ = A’}
Resulta sencillo comprobar que, en las condiciones de la definición
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Proposición 6.1.4 SiR, y B2 son conjuntos consistentes yO C Act, entonces el conjunto
de barbas B~0~Eiia~(Bí, B2) es consistente. 4
Demostración. Para facilitar la notación tomemos E = B~0~Elia]~(Bí, B2). Hemos de
probar probar: 4
B#0. 4
Observemos al efecto que, como B, y E2 son consistentes, han de existir dos estados
A1 e E1 y A2 e B2. Tomemos entonces el estado A = A1 La A2 que claramente
pertenece al conjunto de barbas E. 4
Cerrado bajo prefijos. 4Consideremos la b-traza
bs = A1a1t1 .. . ~ E Btraz(B) 4
Por la definición de Straz(E) existe una barba LV de modo que la barba b = bs . 4
está en el conjunto E. Por la definición del operador paralelo existen barbas b1 E Eí
y b2 e E2 de manera que b E b1 lía b2. La demostración sigue entonces por inducción
sobre la longitud de la b-traza bs (u = !on(bs)). 4






1 y E2 son consistentes existirán estados A’1 GE1 y A EE2 4tales que
AIlt,=A’ y A’it,—A
2
Basta entonces tomar A = Al La A para obtener el resultado deseado. 4
• aj g O, b
1 = A’a,t, 14 y b2 = A2a’t’ 14 con ti =t’ o bien b2 — A2 con 4nd(A2) =t,. Puesto que B, es consistente existe un estado Al e B, tal
que Al 1 tí = A’. Obtenemos el estado A de la siguiente manera:
— Si b
2 = A
2a’t’ .14 existe un estado Af~ E E
2 tal que A it’— A
2. 4
— Si b
2 = A2 basta tomar A = A2.
Es claro entonces que A = Al La A nos conduce al resultado. 4
• a1 g O, b2 = A
2a,t, 14 y b, = A1a’t’ . b~ con ti =t’ o bien b, = A’ con
nd(A’) > t,. Que es totalmente simétrico al anterior. 4
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• a1 E O, b1 — A’aíti.14 yb2 = A
2aíti.14. Tomamos El = Barb(Eí,A’aít
1)
y E = Barb(B2,A
2a
1tí), y tenemos que
A2a2t2 . . . ~ . . A,a,~t, b’ E El lía E ~ Barb(E,Aíaití)
De modo que el resultado deseado se sigue aplicando la hipótesis de induc-
clon.
• a1 g O, b1 — A’a1t1 . 14 y bien b2 = A2a’t’ . 14 con fi =t’ o bien b2 — A2
con nd(A
2) =fi. Consideramos por un lado El = Barb(Bí,Aíaití), y
dependiendo de la barba b2, definido como sigue:
— Si b2 — A
2a’t’ . 14, puesto que E
2 es cerrado bajo prefijos, existirá un
estado A e E2 tal que Af~ it’ — A
2. En este caso tomamos el conjunto
E; = Barb(E
2,A,t1).
— En cambio, si b2 — A
2 tomamos E = Barb(E,A2,tí).
En cualquier caso tenemos que tanto B~ y E son conjuntos consi~tentes
de barbas y
A
2a2t2- . . A~1a~ít~í .. . A,,a,t,, . L/ e E~ lía B ~ Barb(E, Aiaít1)
Al igual que antes, obtenemos el resultado aplicando la hipótesis de induc-
cion.
• a1 g O, b2 — A1a1t1 14 y bien b1 — A2a’t’ . bi con t’ ~ fi o bien b1 — A2
con nd(A2) > 4. Caso totalmente simétrico al anterior.
Cerrado bajo continuaciones.
Sea ahora b = bs A E E y at E A. Haremos la demostración por inducción sobre la
longitud de la barba b.
b = A. Por la definición de operador paralelo existen dos estados A~ e E
1 y A e E2
tales que
A = A1 La A2
Tenemos las siguientes posibilidades:
• a E O, al E A1 y al E A2. Puesto que E1 y E2 son conjuntos consistentes
de barbas existirán barbas
b1 =AIatAI’eBí y b2=Af~atA~ siendoA1 =Aí1 t yA =A2~ t
Tomando entonces
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llegamos al resultado deseado.
• a g ay at EA1. Puesto que E1 es un conjunto consistente de barbas, 4
existe una barba b1 = AIatAf E Sí tal que Al = A1 it. Tomando entonces
b = (Al La .141 t)at(A’1’ La (A~ — t)) E b1 lía A2 3
obtenemos el resultado. 3
• a g O y at E A1. Este caso es simétrico al anterior.
h = Aa’t’ . b’. Existen entonces dos barbas b1 e E1 y b2 E E2 tales que b b1 lía b2. 3
Tenemos varias posibilidades:
• a E O~b1 = A1a’t’ .14 y b2 = A2a’t’ .14. Tomamos El = Rarb(Eí,Aia’t’) 4
y 5 = Barb(E2,A2a’t’) y se verificará
b’ E SI lía E; C Barb(B, Aa’t’) 4
Lo que nos conduce al resultado aplicando la hipótesis de inducción. 3
• a E O, b1 = A1a’t’ 14 y bien b2 es una barba de la forma A2a2t2 14 con
t2 > t’ o bien es un estado A2 verificando nd(A2) =fi. Consideramos ahora 3
los conjuntos de barbas ~‘1= Barb(Eí, Aía’t’) y E; dependiendo de b2
definido en la siguiente manera: 3
— Si b2 A2a2t2 . 14, puesto que B2, es consistente existe un estado
A ES2 talque A;fl2 = A2. Tomamos entonces s; = Barb(52,A,t’).
— Si b2 = A2 tomamos E; = Barb(52,A2,t’). 4
Tenemos entonces
b’ E Billa n; Rarb(B, Aa’t’)
de donde se sigue el resultado aplicando la hipótesis de inducción. 3
• a E O, b2 = A2a’t’ . b; y bien b1 = A1a1t1 . ¿4 con fi =t’ o bien b1 = A1 4
con nd(Aí) =fi, que es simétrico al anterior.
Temporalmente compacto. Sea b una barba tal que nd(b) = ~ y supongamos que 4
para cada tET exjste b~ E E tal que bit = b11 t. Entonces para cada te T
existirán barbas bí,~ E E1 y b2,~ E S2 tales que b~ c b1,1 lía b2,í. Fijado t E Y sólo
_ 4puede haber un número finito de barbas ~ con fi > it tales que las barbas bí,~’ 1 t
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que bí,~ it = b1,~’ it y b2,~ it = b2,~’ it para t’ > it. Existirán entonces b1 E E1 y
b2 E 52 tales que para cada it E Y se tenga
bíit=bí,tlt A b2lt=b2,íit
Por lo que b E b1 lía b2.
o
Hemos de probar además que el operador paralelo respeta la relación «.
Lema 6.1.5 Si b E b1 lía b2, bI « b1, y Ion(14) = Ion(bí) entonces existe LV E billa b2 tal
que b’ « b.
Demostración. La demostración es inmediata por inducción sobre la longitud de b.
o
Puesto que tenemos que b lía LV = W lía b, el lema anterior puede también aplicarse a partir
de 14 « b2. Como consecuencia de este lema tenemos la
Proposición 6.1.6 Si
5í, E
2 ~ SI son conjuntos consistentes de barbas, se tiene
4’ BconIIIia~(Si,E) «BconEiia]~(Eí,S)
Puesto que el operador paralelo es conmutativo tendremos además
B~0~![lla1l(S, Sí) « BconEiia]~(E, E~)
Demostración. Seab E Bcon[hia~(Sí,E); por ladefiniciónexistenbarbas14 E Ejyb2 GE
tales que b E 14 la b2. Puesto que Sí 4zE’~ existe una barba b1 e E~ tal que b1 c<14. Si
Ion(bi) = Ion(14), obtenemos el resultado mediante la aplicación del lema anterior. Si por
el contrario Ion(bí) < lon(bI), podemos tomar it = nd(bi) < ~, y como tanto E~ y E2 son
conjuntos consistentes existirán barbas b~ E Sí y b~ E E2 tales que
bYlt=bI y b~1t
Entonces existirá b” E ¿4’ lía b~ tal que b” i it = b. Puesto que también se verifica b1 « ¿4’,
aplicando el lema anterior existe
b”’ E b1 lía b~ ~ B~0~Ehla]~(Eí,S)






Dado que el operador paralelo es conmutativo, esta última proposición implica la mono-
tonía del mismo con respecto a la relación «, o lo que es lo mismo, la congruencia con 4
respecto a la relación ~. Para acabar con el estudio de la semántica denotacional de este
operador hemos de probar la continuidad del mismo.
6.1.3.1 Continuidad
En primer lugar demostraremos la monotonía del operador con respecto a la relación -<. 4
Para ello damos un lema similar al lema 6.1.5
Lema 6.1.7 Si b E billa b2, bI -< b1 y Ion(¿4) = Ion(bí) entonces existe b’ E billa b2 tal 4
que b’ -< b.
Demostración. La demostración es inmediata por inducción sobre la longitud de b.
ir 4
Puesto que tenemos que b lía b’ = b’ lía b, el lema anterior es también válido si partimos
de 14 -< b2. Debido a la conmutatividad del operador, la monotonía está directamente 4
implicada por la siguiente
Proposición 6.1.8 Para cualesquiera conjuntos consistentes de barbas Sí, B2 y E~, se 4
tiene
4’ EíiiaB-<BIIIaE 4
Demostracion. Esta demostración es prácticamente igual que la de la proposición 6.1.6,
pero aplicando este caso el lema anterior. 4
ir
Una vez visto que el operador es monótono con respecto a -<, podemos abordar la prueba 4
de su continuidad. Para ello será suficiente probar la
Proposición 6.1.9 Siendo 13 = {E~ 1 i E IN} una cadena no decreciente de conjuntos de
barbas consistentes se tiene
lub(B) lía5 = Iub{E~ lía ~l i E IN}
Demostración. Para demostrar la igualdad entre ambos conjuntos de barbas veamos la 4
doble inclusión.
Seab= bs A E Iub{E~ la ~l i E IN}. Supongamos en primer lugar que nd(b) < ~;
u
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en tal caso tenemos
VIcEIN2l=k: bEE1¡¡aE
De modo que para cada 1 existirá barbas b,1 e B1 y b1,2 E E tal que 6 E b¿,1 ¡a 61,2.
Puesto que nd(b) < ~ tenemos que o bien nd(b¿,i) = nd(b), o bien nd(b¡,2) =~nd(b).
En principio no tiene porqué ser cierta siempre la mismo, pero sí podremos encontrar
una subsecuencia de modo que ello suceda. Podemos suponer por tanto que es
siempre cierta la primera opción, o bien la segunda. En consecuencia tenemos dos
posibilidades:
• Para todo 1 se verifica que it = nd(b¿,í) = nd(b). Puesto que estamos conside-
rando un dominio de tiempo discreto y un alfabeto finito, podemos suponer
que todas las b,,í son iguales. Tomamos entonces como b1 cualquiera de ellos y
tendremos
b1 E Iub{B1 i E IN}
En principio las 61,2 no tienen porqué ser iguales, pero sólo puede haber un
número finito de barbas 61,2 1 it, por lo que podemos suponer que las barbas
61,2 1 it son iguales. Tomamos como 62 una cualquiera de las 6,2, y tendremos
6 E bí la 62 C Iub{E~ 1 i E IN} lía E
• Para todo ¿ se verifica que it = nd(b¿,2) = nd(b). Al igual que antes podemos
suponer que todas las 61,2 son todas iguales, tomemos 62 cualquiera de ellas.
Por otro lado tenemos que sólo puede haber un número finito de barbas b¿,~ 1 t
diferentes, con lo que podremos suponer que todas ellas son iguales. Tenemos
entonces que existirá bí E Iub{Si 1 i E IN} tal que b~ 1 it = b,,~ 1 it. Tenemos
entonces
bE b~ lía bí C Iub{E~ i E IN} laS
Supongamos ahora que nd(b) = oc. En este caso tal se verifica que
VitETB¿EIN, bieS, líaS: blt=bílit
Existen entonces b~,1 6 E, y b~,2 E E tales que b~ E bt,í lía b~,2. Puesto que estamos
considerando un alfabeto finito y un dominio de tiempo discreto, podemos suponer
que bt,í 1 it =
6t,’,í 1 it y b~,
1 1 it = buí 1 it para todo it’ > it. Existirá entonces una barba





Entonces, puesto que 5 es consistente, existirá 62 E E tal que
VtET: 6t,2l t=b21 t
Tendremos entonces que bE
6i l¡a62 G Iub{E~ i E ]N} la E.
w
Tomemos ahora 6 E Iub(B) ha 5; por la definición del operador existirán sendas
barbas b~ E lub(B) y 62 E E tales que b E b
1 la b2. Para probar
bE lub{E~ lía El i E IN}
distingamos dos casos en función de la barba b:
• nd(b) <oc. Tal y como están definidos los operadores tenemos
nd(b) = min(nd(bi), nd(b2))
Por tanto volvemos a tener dos posibilidades:
— nd(bt) = nd(b). En este caso para cada k E INexiste




bE ~Ik lía ~
y como consecuencia bE Iub{S~ lía Sí i E ]N}.
— nd(b
2) = nd(b).
it = nd(b2); existe
6, verificando bí 1
Tenemos en este caso que nd(bi) =nd(62). Tomemos
entonces k E 1=4tal que para cada 1 > k existe una barba
t = b 1 it. Tenemos entonces que
6 E billa 62 = 6, lía 62
por lo que bE lub{E~ lía Rl i E IN}.
• nd(b) = oc, por lo que nd(bi) = oc. Entonces, por la definición, tenemos que
para cada it E 7” existen 4 E 1=4y una barba b~ E E~ tales que bí 1 it = bí 1 it.
Puesto que también nd(b2) = oc existirá ¿4 E billa 62 tal que
b 1 t = ¿4 1 it
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6.1.3.2 Abstracción
En esta sección veremos que la definición de la semántica denotacional está bieñ rela-
cionada con su semántica de pruebas. Estudiamos en primer lugar la relación entre los
respectivos conjuntos de estados. Para ello precisamos de una serie de lemas previos simi-
lares a los que vimos en el caso del operador de elección externa (o). La mayoría: de las
demostraciones son bastante rutinarias y no entrañan ninguna dificultad especial. Para
facilitar la lectura del trabajo postergamos las mismas hasta el apéndice A.
Lema 6.1.10 Sean P y ‘2 procesos estables y convergentes y sea O GE Act. Entonces se
verifican las siguientes propiedades:
• Si ¡dle(P) = idIe(Q) = oc entonces
TA(P¡iaQ) = TA(QiIaP) = TA(P) La TA(Q)
• Si P ~ E’ e ¡dle(Q) =it, entonces
TA(PiiaQ) 1 it = TA(QIIaP) 1 it = (TA(P) 1 it) U0 (TA(Q) 1 it)




En el segundo caso , si a E O, además se verifica
Phi0Q-~¼R ci’ ci’t<itA(P—*RVQ-—-*R)
g O entonces
Pila _____ ci’ ci’~ it’ =itA (P—*R A ‘2—>)?)
ir
Lema 6.1.11 Siendo A E A(PiiaQ) y it E Y, se tiene
• nd(A) < it
cf’PiiaQ—+R
Mientras que para a E & tenemos
A Q-¾R






• nd(A) =it 4’ BApEA(P), AQ EA(Q): (ApLaAq)íitCAít.
ir
Proposición 6.1.12 Para cualesquiera procesos P y ‘2, si A E A(PIIaQ) existirán
Ap e A(P) y AQ E A(Q) de modo que Ap Ha AQ «A.
ir




• nd(Ap) <it ó nd(Ac~) < it 4’ BAEA(PiiaQ): A4ZApLGAQ,
• nd(Ap) =it y nd(Aq) =it 4’ BAEA(PhiaQ): Alt C(ApLaAq)lit.
ir
Proposición 6.1.14 Siendo P y ‘2 son procesos, y Ap y AQ estados de P y ‘2 respecti-
vamente, entonces existe un estado A E ..4(P la’2) tal que A « Ap Ha AQ.
ir
Las demostraciones de los lemas 6.1.11 y 6.1.13 son muy similares a las demostraciones de
los lemas 4.2.13 y 4.2.15, mientras que las de las de las proposiciones 6.1.12, y 6.1.14 son
respectivamente iguales a las de las proposiciones 4.2.14 y 4.2.16.
Proposición 6.1.15 Para cualesquiera procesos P y Q, se tiene 4
bE Barb(P lía’2) 4’ Bb~ E Barb(P), 62 E Barb(Q) y 6’ E b~ lía 62 : 6’ « b
Demostraczon. La demostración es muy parecida a la de la proposición 4.2.17, y puede
encontrarse completa en el apéndice A.
ir
Proposición 6.1.16 Siendo b~ E Barb(P), b2 E Barb(Q) y 6 e b1 lía 62, tenemos que
existe 6’ e Barb(P lía ‘2) tal que 6’ « 6.
Demostración. La demostración es muy parecida a la de la proposición 4.2.18, se encuen-
tra en el apéndice A.
ir
Teorema 6.1.17 Para cualesquiera conjuntos consistentes de barbas E1 y E2, se tiene
















6. Operadores Derivados 133
e Si Rarb(P) «Si y Barb(’2) «52 entonces Barb(P ¡la’2) « Bcon[ila]~(Eí,B2).
Demostración. La primera parte es una aplicación de la proposición 6.1.15, mientras que
la segunda lo es de la proposición 6.1.16.
ir
Como consecuencia de este teorema, podemos extender todos los resultados de abstracción
de la semántica denotacional al operador paralelo.
6.2 Ecuaciones
Como es habitual para los operadores derivado, daremos las ecuaciones necesarias para
poder eliminarlo de cualquier término finito. Tenemos en concreto el axioma de expansión
que presentamos en la tabla 6.1.
ACÁ ateA. «o atEB, «a atCRflAir LI ait Rl~B ~ ait )?
2A~B(DIVitAB)BES t<nd<B) t<nd(A) tiGo
ABdonde fiat’ = ~tj lía (bí’í~IBí ‘2¿~’)
R2~J~ = ( LI lía ‘2Z
/
AB A B
~~a¿ P~t lía ‘2aí
tA,B = min{nd(A), nd(S)}
Tabla 6.1: Axioma de expansión del operador paralelo.
Para escribir este axioma, lo único que hemos hecho es trasladar al marco algebraico la






siendo .A y 13 son conjuntos finitos de estados en los que cada estado A E A U 13 es finito.
Observemos que dichos procesos no tienen porque estar en forma normal ni prenormal.
La semántica denotacional de los procesos E y ‘2 verifica:
BCO~EP~
B~0~EQil
= {AiAE.A}U{(Alit)at.bIAE.A, atEA y bE13~011jIP~]1}
= {Ai AEI3}U{(Alit)ait.bi AEB, atEA y bEI3~0~E’2fl}
Por lo tanto la semántica denotacional del proceso P lía’2 vale






b e Bcon hi~0~ la (Ip
((A La E)1 it)at.
atES,a«O, it<nd(A) y
b [1’
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6.3 Ocultamiento
Este es otro de los operadores característicos de un álgebra de procesos, cuyo tratamiento
resulta usualmente problemático. Al aplicar este operador se oculta toda aparición de
determinada acción visible convirtiéndola en una acción oculta i-. Formalmente tenemos
una familia de operadores de ocultamiento de andad 1:
{\a a E Act}
También podríamos haber optado por una notación un poco más general, permitiendo
ocultar al tiempo un conjunto (finito) de acciones. Sin embargo, ello no aportaría gran
cosa puesto que dicha extensión puede ser simulada con el operador propuesto, pues siendo
O = {a1, . .. ,a,,} tendremos que (...(P \ al)...) \ a,, equivaldría a P \ O.
6.3.1 Semántica Operacional
De nuevo hemos de comenzar extendiendo la definición de las funciones auxiliares que
intervienen en las reglas de las transiciones:
stb(P \ a) = stb(P)
1 T¡em(P b) it~ sia ~ 6 y t~ = min{t i~ E T¡em(P, a)}
Tiem(P \ a, 6) = j 0’ si a =6
idIe(P \ a, A) = idle(P, A U {a})
Upd(P\a, it) = Upd(P,it) \a
Podemos ahora dar las reglas que definen la semántica operacional del nuevo operador. En
primer lugar las transiciones vacías siguen siendo las mismas antes de aplicar el operador:
[OCULí]
Para el resto de las transiciones correspondientes a acciones distintas de a, tenemos que
tener en cuenta que al ocultar la acción a se convierte en oculta, y por tanto es urgente:
[OCUL2] ~“ A~> Y, idle(P, {a}) =it
P \ a —~-* P’ \ a eEE,e#a
Por último tenemos que la acción a debe ser ocultada:
[OCUL41 P ~.2L>E’, ¡dle(P, {a}) =it
,




.36.3.2 Semántica de Pruebas
Para definir la semántica de pruebas lo único que hemos de hacer es extender la definición .3
de convergencia débil, para ello tenemos
P4. 4’ P\a4. 4
6.3.3 Semántica Denotacional .3
Para definir la semántica denotacional de este operador, necesitamos primero una serie de
definiciones previas: .3
Definición 6.3.1 Diremos que a es ocultable en una b-traza bs, y lo denotaremos por
ocul(bs, a), cuando lo indique la siguiente definición inductiva: .3
• ocul(e, a), y en tal escribiremos e a = e. .3
• Si ocul(bsí,a) y a g A1 tendremos ocul(Aia1iti . bsi) si se verifica alguna de las
condiciones siguientes: .3
— a ~ a1. En este caso definimos (Aiaí . frsi) \ a = A1a1t1 . (bsi \ a).
— a = a1 y 6s1 ~ e. En tal caso definimos (Aiai . bsi) \ a = (A1, ití) U (bsí \ a). .3
Para facilitar la escritura y lectura de estos conceptos, cuando nos permitamos escribir la
b-traza bs \ a, estaremos diciendo implícitamente que se tiene ocul(bs, a). .3
ir
Observemos que las únicas b-trazas no ocultables son aquellas que finalizan con laejecución .3
de la acción que se ha ocultado.
Definición 6.3.2 Siendo E un conjunto consistente de barbas y a E Acit, para cada .3
/v E IN definimos inductivamente el conjunto de estados Focul(B, a, k), como sigue: .3
• Focul(E, a, 0) = {{f?0}}.
• Siendo k >0 tenemos .3
— Si A E E y a g A entonces A E Focul(E,a,k).
— Si Aait E Btraz(E), a g A y A1 e Focul(Barb(S,Aat),a,k —1), entonces .3
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Antes de continuar conviene explicar brevemente la definición anterior. Observemos en
primer lugar que si A E Focul(E, a, k) existirá una b-traza bs de longitud 1 con ¿ <k:
be = AIaiti ... A;ait, E Btraz(E)
verificando a g A~. Entonces, tomando t = Zjj it~, el estado A verifica:
• Si ¿ <le ha de existir un estado A’ de modo que
beA’EE, agA’ y A=(A’+t’~’) U (A~+it9
1<1<1
• Si ¿ = le entonces
A— {{Sbí±1}} ~ (A~ + itt)
1<1<1
Entonces la semántica correspondiente al operador de ocultamiento queda como sigue:
Definición 6.3.3 Siendo 5 un conjunto consistente de barbas y a E Act, diremos que
be . A E Bc
0nI\a~(E) si y sólo si se cumple una de la siguientes posibilidades:
• nd(A) < oc y para cada le E IN existen ¿ =le y una b-traza be’ verificando:
A E Focul(Barb(E,bs’),a,¿) y be’ \ a = be
• nd(A) = oc y para cada it E 7’ existen ¿ E 1=4,un estado A~ y una b-traza be’
verificando:
A~ 1 it = Alt, A~ E Focul(Barb(E,bs’),a,¿) y bs’\a = be
o
Antes de seguir adelante más conviene observar algunos hechos que se utilizarán en lo
sucesivo en esta seccion. En primer lugar si existe un estado A, E Focu ¡(5, a, 1) tal que
nd(A,) =it y 1’ >1, entonces existe también un estado A,’ E Focul(S, a, 1’) de manera que
A, 1 it = A,’ it. Por lo tanto, en la definición de la semántica del operador Bc,,,E\a~(B),
cuando nó(A) = oc podemos suponer sin ninguna pérdida alguna de generalidad que la
secuencia de ¿‘s asociada a las t’s es creciente. Además, si A, E Focul(E, a, 1) y t =nd(A),
existe un estado A E Bcon[\a]I(E) tal que A, it = Alt, y viceversa: si A E B~0~[\a~(E) y
nd(A) =it, entonces existen ¿ E IN y un estado A, E Focul(E, a, 1) tal que A, it = Al it.
Comprobamos a continuación que la definición del operador está bien hecha, es decir,





Proposición 6.3.4 Si 5 es un conjunto consistente de barbas, entonces B~0~E\’4(E)
también lo es. 4
Demostración. Veamos que I3~0~E\A~(E) cumple las condiciones de la definición 4.1.1.
Bcon[\A]l(B) ~0 .3
Puesto que E es consistente existirá un estado A1 E 5. Si a ~ Aí tendríamos
A1 E I3~0jJ\A~ (E) con lo y habríamos concluido. Si por el contrario a E A1, tomando 4
it1 = min{it ait E A1 } tendremos que existirá un estado A2 tal que
(Aí 1 it1)atíA2 E E .3
Si a g A2 entonces .3
A = (A1 1 ti) u (A2 + it1) e B~0~E\A~(E)
Si a E A2, repetimos el proceso que hicimos con A1. Iterando este razonamiento .3
tenemos dos posibilidades
• Existe una barba (Ai 1 tí)aití ... (A,~ 1 tn)antnAn+i ES tal que a g A~ 1 t~ para .3
u y a g A,,+í. Entonces, tomando
i—1
A (A~+i+it”
41)u UAn+it~ donde it’
se verifica A E B~
0,,E\A~(B). ~<‘~ j=1 .3
• Existe un número infinito de b-trazas (A1 1 iti)aiití ... (A,1 1 t,,)a,,t~ E Rtraz(S)
.3
tales que a ~ A~ 1 it~. Tomamos entonces it’ = 27—k it,j. Si existe le de manera
que para todo ¿ > le se verifica it1 = O, tomemos el estado
A— {~‘uk} u U(Ai 1 it~) + it .3
i<k
Si por contra, para todo le existe ¿ > le tal que ití # O tomamos el estado .3
U(AiltO+t’ .3
Y es fácil ver que en cualquiera de los dos caso tenemos A E B~onlli\a1l(S).
Cerrado bajo prefijos .3
Sea be’ = A1aít1 . . . A,,a,,it,, E Rtraz(B90~E\A~(S)), existirá entonces una b-traza
.3be E Btraz(E) tal que y be \ a = be’. La b-traza be se podrá descomponer en una
serie de subtrazas be = beí . be~ . . . be,~ de manera que cada bs~ verifique:
.3
.3
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• bs~ = A¡1at11 . . . A~a1it~1. con ¿~ > 1
• Tomando it~ = se tiene
ti = ti,1 +
Por lo que tenemos
(bst .. . bs,,...i) \ a = A1a1t1 y A,,,= UA~1+t~~
i=,n
Puesto que E es consistente, existe un estado A~ tal que
E E
Tomamos entonces el estado
A’ = A~ + it””’ u U A,,~ + it”’
j.c,”
y se verificará que A,, = A’ 1 it,,. Si ahora a « A’ entonces tendríamos
Si por el contrario a E A’, teniendo en cuenta que a g A,,, y razonando como en el
apartado anterior, podremos encontrar un estado A” tal que
A1aít1 . . A,,...ía,,....ít,,..dA” E B~0,4\AI(S) y A”lt,,=A’lit,,
Cerrado bajo continuaciones
Sea be . A E B~0j\A~ (E) y a’it’ E A. Existen entonces ¿ E IN, una b-traza bs’ y un
estado A’ tales que
eA’, bs’\a= be, A’ E Focul(Barb(S, be’), a, 1) y A’lt’=Alt’
En consecuencia existirá una barba
Aiaiti . . . A,,ait,,A,,+i E Barb(S, be’)
tal que, tomando it’ = >3?j tj, se verifica
A’ 1 it’ = (A,,+1 1 (it’ — t”~
1)) + it””’ u U A~ + itt
j.c,,
Puesto que E es consistente tenemos
A
1aití . . . A,,ait,,(A,,+í 1 (it’ — it~+l))a’ (it’ — itn+l) E Rtraz(Barb(E, be’))









Esta condición resulta totalmente trivial, dada la definición del operador. 4
ir
Para comprobar que el operador queda bien definido hemos de ver que el operador es
congruente con respecto a la relación «. Para ello es suficiente ver la
Proposición 6.3.5 Sean E1,52 conjuntos consistentes de barbas tales que Si « E2.
Entonces BconI\a]~(Ei) « BCOflE\a~(S2). 4
Demostracíon. Cualquier barba 62 = be2 . A2 e BCO,,E\a~(S2) se genera a partir de una
b-traza b4 tal que 64 \a = 682 y a partir de ella el estado A2 se genera a partir de estados 4
A; e Focul(Barb(E2,be;),a, 1).
Antes de empezar con la demostración propiamente dicha, comenzamos por estudiar
.3
lo que ocurre con dichas b-traza be; y estados A. Supongamos por tanto que ocul(b4, a)
y A~ E Focul(Barb(52,64),a, 1). Existe entonces una b-traza
be’ = A1at . . . A,,,ait,,, E Btraz(Barb(52, be;))
que genera el estado A, es decir: .3
• Sim <¿existirá un estado Am±ítal que .3
m+ 1
a ~ Am+í, A = U ~ + itt y A1ait1” AmatmAm+i E Barb(52, 64) .3
• Sim = ¿tendremos A’ — {t2it”’} u UL=1 A~ + it’, por lo que podemos tomar como .3
estado Am+i cualquiera verificando (puesto que E2 es consistente existirá al menos
uno tal)
Ajaití . . AmatniAm4i E Barb(E2,64) .3
En cualquiera de los dos casos, y puesto que Bí «E2, existirá una barba 14 E Sí tal que .3
bI «be; . (A1 uit1 AmuitmAm+i)
En función de la forma de dicha barba podemos distinguir tres posibilidades: .3
1. Ion(14) < Ion(64). En este caso podemos descomponer la barba 14 en dos trozos: 4
61 = bel . (AIaitl . . . Aa4A~÷i), ocul(bel, a) y a g AJ
.3
.3
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Entonces podemos tomar
bs~ = bel\a, A1 = U (A: +24) y b~ =bs1
y tendremos que b~ E B~0,jJ\a]j(Eí). Además, puesto que la longitud de ¿4 es estric-
tamente menor que la de la barba original, tendremos directamente que bi «62.
2. Ion(b4) =Ion(14) < Ion(b4 . (Aíati ... AmatmArn+i)). En este caso podemos des-
componer la barba bi en dos trozos:
14 = bel . Alaitl . . .
donde bel ~<be; y
A{a4 ... AatA+í «A1 o11 AmatmAm+i
Tomamos entonces
= bsl\a, A1 U (A +24) y bi =bs~
y tendremos que b~ E I3coj\a~(Si), y al igual que antes obtenemos b~ «62.
3. Ion(14) = Ion(64 . (Aiati ... AmaitmAm+i)). Este es el caso más complejo. Al igual
que antes podemos dividir la barba b~ en dos trozos:
61 = bel . A}a4 ...
donde 64 ~<b4 y
A}a4 ... A,,a4,A
1 «Aiati ... AmatmAm+i
También como en el caso anterior tomamos
bs
1=64\a, y AI= U‘(A:÷fit})
Ahora si 1 < m se tiene directamente Al E Focul(Barb(Bí,bel),a,¿). En el caso
que ¿ = m tenemos que si en la unión que conforma el estado Al sustituimos Am±i
por {ao} obtenemos un estado que pertenece al conjunto Focul(Barb(Eí,bsl),a, 1).
Por abuso de notación seguiremos denotando al mismo por Al. En cualquier caso
tenemos Al « A. De momento, en este caso no podemos concluir más hechos,
aunque como veremos resultará suficiente.
Volvemos ya a la demostración de la proposición. Sea 682 . A2 E B~0,4I\a~(E), distin-






• nd(A2) < oc. En este caso para cada le e 1=4existen
1k =le y una b-traza be2k
verificando 4
682 = be2k \ a y A E Focul(Barb(5
2, 682k), a, ¿k)
Entonces teniendo en cuenta las propiedades de los elementos que concurren que .3
hemos visto más arriba, tenemos dos posibilidades:
1. Existe
tk de manera que encontramos una barba b~ E Bco,,E\a~(Ei) tal que .3
bi «be
2 . A2, con lo que hemos concluido.
2. Para cada
1k encontramos una b-traza be,
1 y un estado A111 tales que .3
bSl/k ~< bC2k, A111 E Focul(Barb(Sí, 6k), Sí, 1~) y A111 ~<A2 .3
Solamente hay un número finito de estados A’ tales que A’ « A2, por lo que
podemos suponer que todos los estados A111 que han aparecido son iguales a 4
uno dado que denotaremos por A1. Algo similar ocurre con las b-trazas; como
tenemos que bsí,~ « be~ llegamos a. be~ a « 682, y puesto que sólo puede .3
haber un número finito de b-trazas be’ tales que be’ « 682, podemos suponer
que las barbas beij1 \ a son iguales a una dada bei. Entonces se verifican .3
be~ . A1 E B~0,,I\aI(Sí) y bs~ . A «be2~ A2
• nd(A2) = oc. Entonces, para cada it 6 1 existen lí e 1=4,una b-traza be21 y un .3
estado A2,~ verificando
682 = 6821 \ a, A21 E Focul(Barb(52, be21), a, ¿~) y A21 it = A2 1 it
Entonces, en función de los hechos vistos más arriba, tenemos dos posibilidades: .3
1. Existe lí de manera que encontramos una barba bi e BconIi\aJHSi) tal que
.3bi «be21 ~ con lo que hemos concluido.
2. Para cada h encontramos una b-traza be11 y un estado A11 tales que .3
be11 « 6821, AIí e Focul(Barb(Ei,bit), Si, l~) y A11 « A21
Para cada it tenemos que sólo puede haber un número finito de estados A’ .3
tales que A’ 1 it § A2 1 it, por lo que podemos suponer que A11 1 it = A11’ 1 it
.3para it’ > it. Algo similar ocurre con las b-trazas, como be~~ « 6821 tenemos
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tales que be’ «682, podemos suponer que las barbas ben \ a son igualés a una
dada be1. Tomando entonces
A1 UAulit y bsí=bsíí\a
leY
se verifica bei . A1 E Bco~E\a~(Bi) y bsi . A2 « bei . A2.
ir
6.3.3.1 Continuidad
Para que la semántica denotacional quede bien definida, es necesario también que este
nuevo operador sea monótono y continuo con respecto a la relación -.<. Comencemos por
la monotonía.
Proposición 6.3.6 Si Si -< 52, entonces Bco,,E\a~(Eí) ~ Bconl[\all(E2).
Demostración. Para demostrar que B~0,,E\a~(Bí) —< BConE\a~(E2) hemos de probár:
1. Para cada bs2~ A2 E Bco,,I!\a~(E2) existe b~ . A1 E BeonI\a~(Eí). Según sea elestado
A2 tenemos dos posibilidades:
• nd(A2) < oc. Por la definición tenemos que para cada le E IN existen 4 =le y
una b-traza
6~2k tales que
682 = bs2k \ a y A E Focul(Barb(B
2, 682k), a, ¿k)
Razonando como en la proposición 6.3.5 tenemos dos posibilidades:




1,, E FocuI(Barb(Eí,be2,,),a,lk) tal que A1,, -.< A. Puesto
que nd(A) < oc podemos suponer que todos los estados A1,, son iguales a
uno dado que denotamos por A1. Por tanto tendremos que la barba 682 . A1
pertenece al conjunto 5c0,, l[\a~ (Ei), con lo cual hemos concluido.
• nd(A2) = oc. En este caso para cada it E T existen Ii E IN, una b-traza be2í y
un estado A21 tales que
682 = 682,, \ a, A21 E Focul(Barb(E2,6821), a, l~) y Al it = A21 1 it




— Existe una barba b1 E Bco,,l[V4(Eí) tal que b1 -.< 62, y entonces ya hemos
acabado. .3
— Para lí, existe A11 E Focul(Barb(Bi,6s21),a,lí) tal que A11 —< A1. Según
sean los estados A11 tenemos dos posibilidades: .3
* Existe ito E ‘T tal que nd(Aíí) =ito para todo it E ‘T. Podemos entonces
suponer que la sucesión ¿~ es creciente, es decir, lí c l~ para it < t’. Por
‘4otro lado podemos suponer que todos los estados A11 son iguales a uno
dado A1. Con lo que tendremos 682 . A1 E B~0~E\í4(E~) y A1 -< A2.
* La sucesión de los tiempos de nd(Aíí) no está acotada. En tal caso .3
podemos suponer que nd(Aíí) =it. Entonces tendremos
Aí=UAíílit 4
lEY
y se verificará que 682 . Aí E Bc0~E\a~(Ei) y A1 —< A2. .3
2. Para cada be . A CE I3co,,l[\a~(Bi), hemos de encontrar un estado A’ tal que A -< A
y be . A E BconE\alI(Eí). Ello se sigue de los siguientes hechos: .3
• Si bs’ E Btraz(Sí), como Sí -< 52 se tiene be’ e Rtraz(E2).
• Para cada ¿FIN y cada estado A1 E Eocul(Barb(Bí,be’),a, 1), existe un estado .3
A2 E Focul(Rarb(Eí,bs’),a,l) tal que A1 -< A2.
.3
Una vez visto que el operador es monótono, podremos abordar la demostración de la .3
continuidad.
Proposición 6.3.7 Dada una secuencia no decreciente 13 = {E,, 1 le E IN}, se tiene 4
ISconiI\all(Iub(B)) ‘—a Iub({Bc,n1’\a~ (5,,) 1 k E IN})
Demostración. Puesto que S~ -< Iub(B), por la monotonía tenemos .3
BconE\a]](E~) -< Bconl[\a]j(Iub(B)) ‘4
Con lo que obtenemos Iub{B~onE\a1I(S,,) le E IN} -< Beo~E\a]~(Iub(B)).
Para démostrar la otra desigualdad consideramos en primer lugar ‘4
b = be~ A E Iub{Bc0flE\a]j(S,,) le E IN}
Debemos encontrar b’ E B~0,,E\a~(Iub(B)) tal que 6’ -< b. Para ello distinguimos los si- ‘4
guientes en función de la forma de A:
.3
.3
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• nd(A) = oc. Para cada it E 7 existen 4 E 1=4y un estado A1 tales que
be• A1 E B~0n¡\a!(E,~) y A1 1 it = Al it
Existen entonces una b-traza be’ E Btraz(S,1) y un estado A~ tales que
be = bs’\a, A~ E FocuI(Barb(Ez~,be’),a,lí) y A~l it = Aíl it = Al it
Puesto que E,~ -< Iub(B), podemos asegurar que existe un estado A7 tal que
A~’ E Focul(Barb(Iub(B), be’), a, lí) y A¡ 1 it = A~ 1 it = Al it
Por tanto be . A E Bco,,ulj\a~(Iub(B)).
• nd(A) <oc. Para cada k E IN existe ¿ =le tal que
be . A E BconI\a]j(E,)
Entonces para cada le’ 6 1=4existen 1’ > le’ y una b-traza be,’ c Btraz(E,) tales que
be = be,’ \ a, A E Focul(Rarb(E,,bs,’),a,¿’)
Podemos distinguir los siguientes casos:
— Para cada ¿ existe algún 1’ de manera que la b-traza que genera el estado A en
Focul(Barb(E,,bs,t),a, 1’) tiene longitud mayor que 1’. Entonces tenemos
A E Focul(Barb(Iub(B), be,’), a, 1’)
— En caso contrario tenemos que para cada ¿ podemos encontrar una barba
6 = be1¿ . be2, . A, E E~
de manera que bei, \ a = be, y la barba 6821 . Aí genera el estado A. Si el
numero de barbas de esta forma es finito, habrá alguna de ellas que se repita
infinitamente que denotaremos por 6, y por entonces b E Iub(B), por lo que
tendremos
be . A E Bcon~\a]j(Iub(B))
Por el contrario, si el número de barbas distintas es infinito, tendremos que
las longitudes de las mismas no puede estar acotadas. En tal caso podremos
encontrar una secuencia de barbas que contengan un prefijo común de la forma





de modo que ocul(bso, a), y la parte final es arbitrariamente grande. Tomamos
entonces be’ = bco \ a y el estado
j—1
A’— {~it”~’}u UAj+tt donde tt
j<n j=L
Es fácil comprobar entonces que bs’ . A’ E Bconl[\a~Qub(B)) y be’ . A’ -< be . A.
Tomemos ahora 6 = be . A E Bc~,~[\a~(Iub(B)). Distinguimos dos casos dependiendo de la
forma de A: u
• nd(A) = oc. En tal caso para cada t E T existen ¿í E 1=4,una b-traza beí y un estado
A
1 tales que
be1 \ a = be, A1 E Focul(Barb(Iub(B), bsí), a, ¿~) y Alt = A1 it
Existen entonces m1 E IN y un estado A~ tales que
beí E Btraz(Sm,), A~ E Focul(Barb(Emt,beí),a, lí) y A~ it = A1 it
y por tanto existe un estado A~¡ tal que
be Aj’ E Bconl[V4(E,ní) y A7 it = Alt
Puesto que lo anterior lo hemos hecho para cada it E Y, existirá un estado A’ tal que
6e.A’EIub{B~0,,¡J\t4(Sj)i iE]=4} y VitE’TA’lit=Alit
lo cual implica que be . A E Iub{B~,j\a~(Si) Ii E 1=4]>
• nd(A) < oc. En este caso, para cada le E 1=4existen ¿ =le y un b-traza
6~k tales que
bsk \ a = frs, A E Focul(Barb(Iub(B), bsk), a, 1)
Entonces para cada le’ E IN existe 1’ > le’ tal que
be,, E Btraz(E,’) y A c Focul(Barb(E,’, be,,), a, 1)
Por tanto be . A E BconE\a~(S,’), y en consecuencia tenemos
be~ A E Iub{Bc
0,,Jf\a~(Sj) i E 1=4}
lo que implica el resultado buscado.
ir
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6.3.3.2 Abstracción
Probaremos en esta sección la relación entre la definición denotacional del operador de
ocultamiento y su definición operacional.
Lema 6.3.8 Si A E .,4(P) es tal que a g A, entonces A E ..4(P \ a).
Demostración. Simplemente hay que tener en cuenta que la computación del proceso P
que genera el estado A
rt;~
también es posible en P\a puesto que a g TA(Pfl. Puesto que la acción no está disponible
en ninguno de los procesos fl’ que aparecen, tendremos TA(fl) 1 it~ = TA(fl \ a) 1 it~.
o





Demoet~ción. Puesto que A e Focul(Barb(P),a, le), existe una b-traza
be = A1ait1 ... A¿ait¡ E Btraz(P)








t = E it
5
5=1
una en función de la relación entre ¿ y
• Sil <le entonces be . A,+í E E y a « A.
• Si ¿ = le entonces A,,+i = {QO}.
Puesto que be E Btraz(P) existirá un proceso P’ tal que P =~4~ E’, con A,+i e ..4(P’) en
caso que 1 < le. Haremos la demostración por inducción sobre la longitud de la deáucción
de E z~ E’.
• Si la longitud de la deducción es uno, tenemos que E =~!=‘E. Si le = O entonces
A = {QO}, de modo quetomando ¿ = Ose verifica ff?0} E .Ao(P). Si le> 1 tendremos






por tanto en el caso de que nd(A) = oc ya habríamos acabado. Supongamos ahora
que nci(A) <oc. Por la definición de .4(P) existe una secuencia de estados ‘4
de manera que A~ E A~(P) y A = Iub{A& le E 1=4].Puesto que nd(A) .c oc existe .3
m E 1=4tal que Am = Am’ para ni’ > ni. Basta entonces tomar ¿ = max(le,m) para
concluir en el caso de que nd(A) <oc. ‘4
• Si la longitud de la deducción es mayor que uno, tenemos los siguientes casos:
P >—* P” 4~ P’. Este caso es totalmente trivial, pues podemos aplica la
hipótesis de inducción ya que se tiene ‘4
P \ a >—* P” \ a
p XL> .p” be’ ~ e. En este caso tenemos ‘4
bs’ = AIa(tí — t)A2ait2. . . A¿at¿ y A1 = (TA(P) 1 it) u (Al + it)
Tenemos entonces que el estado A” = A — it verifica
A” E Focul(Barb(P”),a, le) .3
Puesto que a ~ A1 tenemos que a g TA(P) 1 it y por tanto se verificará
‘4idie(P, fa}) =it. Por tanto la transición
P \ a ~ P” \ a ‘4
es posible. Con lo que tenemos el resultado por aplicación de la hipótesis de
inducción.
ci ‘ u
bs P’. En este caso tenemos
be’ = A2at2 . . . A,at, y A1 = (TA(P) 1 it) U
de modo que
‘4
A” = A — it E Eocul(Barb(P”), a, le — 1)
Puesto que a g A1 tenemos que a « TA(P) 1 it y por tanto ~dIe(P,tal) > it. Por
_ ‘4lo tanto la transición
P \ a ~ P” \ a
es posible. Con lo que tenemos el resultado por aplicación de la. hipótesis de ‘4
inducción.
.3
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Proposición 6.3.10 Siendo A un estado tal que A E .,4(P \ a), se tiene
• Si nd(A) = oc, para cada it E Y existen lí E IN y A1 E Focul(Barb(P), a,4) tales que
At it = Alt
• Si nd(A) <oc, para cada le FIN existe ¿ > le FIN tal que A E Focul(Rarb(P),a,¿).
Demostración. Si A E ..4(P\a) existe una computación de F\a quegenera el dicho estado.
Puesto que P \ a ~2¾ P’ \ a si y sólo si P ~ P’ o bien P —~-+ P’, la computación de
P \ a será de la forma (tomando P11 = P)
14i \ a >** PL \ a —~-~--* P,,2 \ a >~~**. ~ \ a >—0 ~ \ a ~(k+i>i \ a
donde cada transición PL \ a Ás~> ~k(í+1) \ a con i < n~ proviene de una transición
¡9’ 25.~L+ ~k(i+L)í y cada transición ~L1\a r11n1 -~$+1)I \a proviene de una transición
del tipo ~ 2=.Z4~(k+i>i• Entonces hay tres posibilidades:
1. La computación es finita. Entonces existe ni E IN de modo que la misma termina
con P,’,,,~, verificándose:
• Para 1 <ni se tienen las transiciones:
,,~ rtu para 1<i<n, y
para l<Z<flm y
(stb(.P,’n,,m) A idle(P,’,,,,m, {a}) = oc)
2. La computación es infinita, pero proviene de una computación que ejecuta una can-

















3. La computación es infinita y proviene de una computación que ejecuta una cantidad
infinita de veces la acción a. Entonces 4
P,j—~>fl(j+i) 1<i<n¿ y ~½,
Ahora Para cada par de enteros i,j E IN para los que ello tenga sentido tomamos ‘4
5—1 j—1 ni—i
‘4it’3 ~ it ~ it’ =>3t5 y A,= U ((TA(1%,)1 it~s)+it’5)
k=t 5=1 5=1
Puesto que la computación es posible tenemos a « TA(F%) 1 it~5, por lo que a « A~. ‘4
En el primer caso, si la computación es finita, Tenemos ahora dos posibilidades en
función del último proceso Pmm~: ‘4
• Pmnm \ a 4 entonces ~rnflm 4, puesto que Ph~,, \ a >/—* y ¡9,,,,,, \ a -4> tenemos
que ¡94,,,,,, >z—>yP4,,,~ —1~, por lo que tomando U
Am = U ((TA(P,’,,5) 1 it,,,i) + it”’J) .3
tenemos Am E A(Pmí) y a « Am. Entonces se verifica
A1ait1 ... Amtaitm..tAm E Barb(P)
Puesto que la computación es la que generaba el estado A, tenemos que ‘4
A= UAj+it’ ‘4
Por otro lado tenemos que A e Focul(Barb(P),a, le) para todo le > ni, entonces, y
puesto que en este caso tenemos nd(A) = oc, para obtener el resultado basta tomar ‘4
para cada it E Y cualquier l~ =le.
• Supongamos ahora que ~m~m \ a ft. En tal tomamos el estado ‘4
Am = {Ilt””} U U ((TA(P4,5) 1 itms) + it””)
verificándose A = Uj.cm A~ + itj Tenemos entonces dos posibilidades
‘Pmn -fr. En este caso tenemos U
A1at1 .. . Amiaitm..iAm E Rarb(P) ‘4
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— Pmnm 4. En este caso, tomando ‘2i = Pmnm, ha de existir una computación
siendo ‘—*,e {29->, 21+, >—*}. Esta computación puede ser infinita, o bien
conducirnos a un proceso ‘2,, tal que ‘2~ t~ Por lo que en este caso, o bien
tenemos una secuencia infinita de b-trazas
be,, = Aiait1 .. .A iat i(A 1 it””)aO... 0a0 E Btraz(P)
h veces
o bien una barba
b = A1ait1 . . . Am...iaitm—i(Am 1 itml)aO.. . eaO{QO}
En cualquier caso tenemos A E Focul(Barb(P), a, 1) para ¿ > ni.
Puesto que en cualquier caso tenemos que A E Focul(Barb(P), a,!) para le > ni para
obtener el resultado buscado, teniendo en cuenta nd(A) <oc, basta tomar para cada
le E IN, ¿ = min(le,m).
En el segundo caso tomamos el estado
Am = U ((TA(P4,~) 1 itmj) + tmi)
jGlN
Se verifica que a g Am y A = (Am + it
tm) u U (A~ + itt). Por otro lado tenemos
j.c?,,
A
1ait1A2at2 . . . ~ E Barb(P)
Puesto que a « Am, tenemos que A e Focul(Barb(P),a, le) para todo le > ni, y por tanto
para obtener en este caso el resultado, teniendo en cuenta nd(A) = oc, basta tomar para
cada it E Y como 4 cualquier número mayor que ni.
En el último caso se verifica
A= UAj~l~tt
ÍEIN
Por otro lado, para cada i e IN tenemos
A1ait1 ... A2at2 .. . A~at~ E Rtraz(P)
Por lo tanto se verifica
A
t = (Al itt) U {IW} E Focul(Barb(P),a,i)
hace
6.3. Ocultamiento
Observemos que en este caso se tiene que para cada it E Y existe it~ =it, por lo tanto se
verificará Al it = At 1 it. Entonces, para obtener el resultado, basta tomar 4 cualquier valor
de manera que t’ > it.
ir
Proposición 6.3.11 Siempre que ¡9 a Á~ ‘2 \ a existirá una b-traza be’ tal que
bs’ocul(bs’,a), be=be’\ayP ===~‘. ‘2~
Demos kacz ou. Haremos la demostración por inducción sobre la longitud de la deducción
de
bsP\a=t’2\a





• Si la longitud de la deducción es mayor que uno, tenemos los siguientes casos:
— ¡9 a >—* P1 \ a y P~ \ a ~ Q\ a. Por hipótesis de inducción tenemos
bs\c
P~ \ a . ‘2\a
La demostración acaba aquí puesto que ¡9 \ a >—+ P~ \ a.
— ¡9 \ a ~ P~ \ a y P1 \ a ~ Q\ a. En este caso tenemos
be = (TA(P) 1 t)a’it bsi
diPuesto que ¡9 a —> ‘2\a tenemos que a ~ TA(P) 1 it y
‘4





ocul(b4, a), beí = be1 \ a bsy Pí\a=~Q\a
Entonces la b-traza be’ = (TA(P) 1 t)a’it . bs’1 verifica las propiedades requeridas.
¡9 \ a —u-> P1 a, Pi a ‘2\a y bsí # e. En este caso tenemos
be = (TA(P) it) Lbs1
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Por hipótesis de inducción existe be~ tal que
ocul(bsj, a), be1 = be1 \ a bely Pi\a=r~.’2\a
Tomando entonces la b-traza
be’ = { (TA(P) 1 ~,it) L bel
(TA(P) 1 it)ait .
siP~S*P1
siP2L>Pí
tenemos que verifica las propiedades requeridas.
ir
Proposición 6.3.12 Siendo be una b-traza tal que ocul(bs, a), se tiene
haP=~Q 4’ P\a havz: ‘2\a
Demostración. Haremos la demostración por inducción sobre la longitud deducción de
be
• Si la longitud de la deducción es uno, tenemos
4’ a
• Si la longitud de la deducción es mayor que uno, tenemos los siguientes casos:
ha
— E >—> Pí y P~ =~ ‘2• Por hipótesis de inducción tenemos que
Pí \ a ~ Q\ a
La demostración acaba aquí puesto que P >—> Pi.
ci bs1
— ¡9 —* Pí, Pi : ‘2~ En este caso tenemos que
be = (TA(P) 1 t)ait. bel, be1 ~ e y bs\a = (TA(P) 1 it,it) U (beí \a)
Puesto que tenemos ocul(be, a) se sigue a g TA(P) 1 it, por tanto idIe(P, {a}) =it
en consecuencia
Ahora, por hipótesis de inducción tenemos
bsi\c
\a=~ Q\a









~ p~, “~ bs1 ‘2 En este caso tenemos que
be = (TA(P) 1 it)a’it . be1, ocul(beí, a) y be\ a = (TA(P) 1 it)a’it. (be1 \a) ‘4
Puesto que se tiene ocu¡(be,a), deducimos a « TA(P) 1 it, por lo que
¡9 a 2-L> ~1 a
Ahora, por hipótesis de inducción tenemos




— ¡9 —1!-> p1, ¡9’ Ágk. ¡9, bs~ ~ e. En este caso tenemos que
bs=(TA(P)lit)Ubsi bsí#e y be \a = (TA(P) 1 t,it) L (bel \a)
Puesto que se tiene ocul(be, a), derivamos a ~ TA(P) 1 it y por tanto




Proposición 6.3.13 Para cada proceso ¡9 E CRec(Z~q) se verifican
1. Barb(P \ a) « BconhI\¿4(Barb(P)).
2. BconE\a~(Barb(P)) ~< Barb(P \ a).
Demos traczoit
1. Tomemos b = be . A E B~0,,E\a~(Barb(P)). Supongamos en primer lugar que el ‘4
número de b-trazas be’ diferentes entre sí tales que
a = be y RE”: ¡9 bs
’
es infinito. Entonces la longitud de las b-trazas no puede estar acotada, por lo que
podremos encontrar una secuencia de b-trazas que tienen un prefijo común de la
forma
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donde la longitud h es arbitrariamente grande y ocul(bso, a). Tomamos entonces el
estado
A0 — {Qit”~’} u Li A~ + it11<,,
1—1
donde itt = E it
5
5=1
Se verifica entonces que (bco \ a) . A0 E Barb(P \ a) y (beo \ a) . A0 «be . A.
Podemos ahora suponer que el número de b-trazas que cumplen la condición anterior
es finito, entonces tiene sentido considerar
Q={P’iP bs: P~, bs’\a=be} y ‘2= [1>“
P’eQ
y aplicando la proposición 6.3.12, tenemos que para todo ¡9 E ‘2
Además es fácil comprobar que
Barb(Barb(P \ a), be) = Barb(’2 \ a)
Distinguimos dos casos en función de la forma A:
• nd(A) < oc. Entonces para cada le E 1=4existen ¿ > k y una b-traza be,, E
Barb(P) tales que
be~ \ a = be y A = Focul(Barb(P,bs,,),a,¿)
y por tanto A E Focul(Barb(’2),a,¿) para cada le > 1. Entonces aplicando
la proposición 6.3.9 existe 1’ > ¿ tal que A E A,’(Q \ a). En consecuencia
A E A(’2 \ a), por lo que existe ¡9’ E ‘2 tal que A E .4(¡9’ \ a) y por tanto
be A E Barb(P \ a).
• nd(A) = oc para cada it E Y existen 4 E IN, una b-traza 6s~ E Rarb(P) y un
estado A1 tales que
beí\ a =bs, A1lt=Alit y A1 = Focul(Barb(P, be,4a, 4)
y por tanto A1 E Focul(Barb(’2),a,¿í). Entonces dos posibilidades
proposición 6.3.9:
— Si nd(At) = oc entonces A1 E .A(’2 \ a).






En cualquier caso, para cada it e Y podemos encontrar A~ E .A(’2 \ a) tal que
A~1it=A11it=Aht ‘4
Puesto que esto es cierto para cada it E Y, y los estados de un proceso son ‘4
temporalmente compactos, tenemos que A e A(’2 \ a). Entonces existe ¡9’ E ‘2
tal que A e ~A(¡9’\ a) y por tanto be. A E Barb(P \ a). 4
2. Tomemos ahora be . A E Barb(P \ a), existe entonces ¡9’ tal que 4
hs y AEA(¡9’\a)
3
En virtud la proposición 6.3.11 existirá una b-traza be’ tal que
¡9=4~~4’¡9’ y be=be’\a (4
Tenemos entonces el resultado buscado como consecuencia inmediata de la proposi- 3
ción 6.3.10.
ir ‘4
Proposición 6.3.14 Si E Barb(P) entonces B~0~í[\a~ (5) Barb(P \ a). ‘4
Demoet ración. Tomando b E Barb(P\a), por aplicación de la proposición 6.3.13 tenemos ‘4
que
36’ E BconE\a]1(Barb(P)) : 6’ « 6 4
Entonces por la aplicación de la proposición 6.3.5 tenemos que existe 6” E 6co,,IJ\a~(E) tal 4que 6” « 6’.
Tomemos ahora 6 e BconE\a]1(B). Por la proposición 6.3.5 existe b’ E t
3conl\a]j(P) tal
que 6’ « 6, entonces aplicando la proposición 6.3.13 tenemos que existe 6” e Barb(P \ a)
tal que 6” « 6’.
ir 4
Como consecuencia de esta proposición, podemos extender al lenguaje que incluye el ope-
‘4rador de ocultamiento todos los resultados referentes a la abstracción de la semántica
denotacional vistos en el capítulo 4.
si
j
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6.3.4 Ecuaciones
Las ecuaciones que nos van a permitir trabajar con este operador son bastante simples.
Simplemente hay que tener en cuenta que \a oculta la acción a. Por tanto, será suificiente
considerar las siguientes ecuaciones de la tabla 6.2.
La corrección de dichas reglas es bastante obvia a partir de las definiciones dadas.
Las reglas que hemos dado, permiten eliminar el operador de ocultamiento de cualquier
proceso que esté en forma prenormal, con lo que el conjunto de ecuaciones obtenido seguirá
siendo completo con respecto a la semántica de pruebas.
[OCUL1] (eit;P)\a=Eeit; (P\a) si e eS, e#a
[OCUL2] (ait;P)\a=Erit;(P\a)
[OCUL3] (Pfl’2)\a=E(P\a)fl(’2\a)
[OCUL4] (u ~ \ a E [j (P~’~’ \ a) ~ LI (1%’~’ \ a)
a’t’EAlI c’1’CA31
siendo A E ST, a E A y it = min{it ait E A}
[OCULS] (~YÁ~\ a =E LI (Pci \ a)
aIEA
siendo A E ST y a « A
Tabla 6.2: Ecuaciones para el ocultamiento.
se
u
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‘4
6.4 Intervalos de Tiempo en Acciones Visibles
A la hora de hacer especificaciones de sistemas temporizados, conviene poder introducir .3
intervalos temporales en las acciones que se van a ejecutar, los cuales indican que la acción
indicada se puede ejecutar entre los instantes ti y it2 indicados. Para ello introduciremos ‘4
un nuevo operador
a[ití,it2];P ‘4
cuyo significado es que el proceso comienza pudiendo ejecutar la acción a en el intervalo
de tiempo [it1,it2] y tras ellos comportarse comportarse como el proceso P. Formalmente ‘4
introducimos en la signatura del modelo la siguiente familia de operadores.
{a[ti,t~A; la E Act, ití E Y, ti =it2 y it2 E ru {ocl} .3
Antes de seguir adelante vamos a centrar nuestra atención en dos detalles, el primero de
‘4ellos es que permitimos que el límite superior del intervalo sea infinito. Esto tiene dos
consecuencias inmediatas
• Hemos introducido un proceso que puede realizar un número infinito de acciones ‘4
temporizadas. A pesar de ello, la semántica operacional sigue siendo finitamente
‘4
ramificada, en virtud de la definición que hemos dado (definición 3.2.5).
• No se trata de un operador derivado, en el sentido de que no se puede eliminar su u
presencia en el marco de los procesos finitos. Hasta ahora ningún proceso finito podía
realizar un número infinito de acciones. No obstante, no tendremos que modificar
las nociones de forma normal ni prenormal puesto que este operador será tratado ‘4
mediante el operador de reducción:
RED(a[O,oc];P,t) = DIV(t) ir ¡] <it’; p ‘4
En segundo lugar, fijémonos en el hecho de quesólamente hemos permitidoponer intervalos ‘4
en acciones visibles; no permitimos intervalos en acciones internas. La razón que justifica
esta limitación es nuestro deseo de para seguir manteniendo la de urgencia de dichas ‘4
acciones. En tal caso, si permitiéramos intervalos en acciones ocultas, éstas deberían ser
ejecutadas en el instante inferior de tiempo, con lo que sería inocua la presencia de los ‘4
restantes valores del intervalo.
De nuevo, para poder definir la semántica operacional, en primer lugar hemos de
‘4comenzar por extender las funciones auxiliares que intervienen en la definición de las
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[INT] a[ití,it2];P —~-* E it E T, ití ~ it =it2
stb(RED(P, it)) =
Tiem(a[iti,it2,];P,a’) =





E 74 it1 =it =it2}
oc sia«A
it1 en otro caso
a[ití — it, it2 — it]; E
a[O, it2 — it]; ¡9
STDP
si a = a’
en otro caso
si it =ti
si iti < it :=it2




Reglas y funciones que definen la semántica operacional de la operación de
intervalos de tiempo.
la tabla 6.3. Es fácil comprobar que tras la adición de este nuevo operador se siguen
verificando las propiedades de la semántica operacional recogidas en la sección 3.2.1, con
lo que también siguen siendo válidos todo los resultados correspondientes a la semántica
de pruebas.
6.5 Semántica Denotacional
Extender la semántica denotacional para cubrir a este operador es bastante sencillo.
mamos
To-
Bconlla[ití, it2]; ~(E) — {AI¡
12} U {(A~’~ 1 it)ait •b 1 tER, ití =it =it
2 A bE
donde A~p
1’ = {{atl it E Y A it
1 =it =it2}}
Es fácil comprobar que este operador cumple todas las propiedades exigibles:
• Si E es un conjunto consistente, a E Aa, ití E Y, it2 E TU {oc} y it1 =it2, entonces
BconEa[ti, it2]; ]~(S) es también un conjunto consistente de barbas.
• El operador es monótono con respecto a la relación «.
• El operador es monótono y continuo con respecto a -.<.
quiere...
.3
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.3




Tabla 6.4: Axiomas para el operador de intervalos. .3
Las ecuaciones necesarias para tratar a este operador están recogidas en la tabla 6.4. ‘4
Observemos que
a[ití,t2];P=E ti LI at;P si tí=it2<oc ‘4
=1=12
es un proceso bien definido puesto que estamos considerando un dominio de tiempo dis-
creto. Los axiomas de la tabla 6.4 no nos permiten en general eliminar la presencia del ‘4
operador en un término finito. No obstante las reglas siguen siendo completas, puesto
que que la eliminación sí es posible en el ámbito del operador RED(., .). En cierta manera “4
estamos tratando este operador como si fuera infinito. De hecho, podemos observar la
igualdad u
a[0, oc]; ¡9 = REO x.(wa ; x) ir aO ¡9
donde a representa la unidad de tiempo. Si nos fijamos en la demostración de la com- ‘4
pletitud del sistema de axiomas (teorema 5.3.6), observamos que nos limitamos a usar el
hecho de que los procesos de la forma
REE(ap(’2, O, it)
son finitos, y por tanto si ‘4
RED(ap(’2, 1), it) « RED(ap(P, le), 1)
podremos deducir U
RED(ap(Q, 1), it) <E RED(ap(P, le), it)
Esta última demostración se apoya en el hecho que cualquier proceso finito se puede pasar ‘4
a forma prenormal. Este último resultado, en el caso que manejamos de intervalos infinitos,
.3
[INTí] RED(a[it1,it2];P,ito) = ~ <it; RED(P,to — it) si it1 =it2 <ito
12
[INT2] RED(a[it1,t2]; ¡9, ito) = <it RED(P, ito — it) si ti c ito =it2
ti =i=to
[INT3] RED(a[it1,it2];P,ito) = DIV(to) sí it0 =it1
u
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es cierto en nuestro caso. Sin embargo el resultado final sigue siendo cierto pudsto que
¡ es suficiente que los procesos
RED(ap(Q, 1), it)













































En los capítulos precedentes hemos trabajado con un álgebra de procesos tipo OSP, de
modo que contamos con dos tipos de elección totalmente pura: la elección interúa y la
elección externa. En este capítulo indicaremos cómo podríamos extender los resultados
a con un álgebra de procesos tipo 003. La principal diferencia estriba en el hecho de
que tendríamos ahora un único operador de elección, que llamaremos suma (+). Dicho
operador se puede ver como una elección mixta, entre medias de la elección puramente
no determinista y la elección puramente externa del OSP. Mientras la elección &cterna
de OSP se resolvía únicamente mediante la ejecución de una acción visible, la suma~ puede
ser recuelta mediante la ejecución de una acción oculta. Esto causa un notable pr¿blema
de operador, pues ninguna semántica que no vea las acciones ocultas puede ser una con-
gruencia con respecto al mismo. Es necesario disponer de una semántica algo móe~ fuerte
que vea, al menos, la primera acción oculta cuando esta ocurra.
Habitualmente no se estudia ningún álgebra de procesos que contenga los tre~ tipos
de operadores de elección. De hecho, si consideramos un álgebra en que teng~ como
operador de elección únicamente a la suma, como se hace en [LdFN96], la caracterización
de la congruencia es más sencilla. En este capítulo lo que hemos pretendido es integrar el
operador de suma con los ya existentes, con lo que la caracterización de la congruencia se
complica.
El contenido este capítulo no pretende recoger una teoría completa y cerrada de la
cuestión; sino más bien una indicación a seguir, en el caso de que queramos extender la
teoría vista hasta ahora. El completar esta extensión, hacer las demostraciones, completar







La sintaxis de la extensión se apoyará en la signatura expandida .3
= £seq U {+} .3
7.2 Semántica Operacional .3
Para definir la semántica operacional de procesos sobre esta nueva signatura, hemos de
definir en primer lugar las funciones auxiliares que empleamos para definir la semántica ‘4
operacional del lenguaje original. Las funciones se siguen definiendo en la misma manera
que habíamos visto anteriormente en los que se refiere a lo operadores de Zseq. Basta por
.3
tanto definir las funciones para el operador de suma:
stb(P +‘2) = stb(P) A stb(Q)
idle(P + ‘2,A) = mm A), idle(’2, A)
Tiem(P + ‘2,a) = (Tie2(Pa) ~idle(’2)) u (‘Tiem (‘2~ a) ~idle(P))
Upd(P + ‘2,it) = Upd(P,it) + Upd(Q, it) .3
Por último, añadimos las reglas que permitirán generar sus transiciones: .3
[MAS1] P>—4P’ [MAS2]
P+Q>—*P+Q’ .3
[MAS3] ~ —~-+ ¡9’, id¡e(’2) =it, stb(’2) [MAS4] ‘2 =L>‘2’, idIe(P) =it, stb(P
)
P+’2 C%p, P+’2—Ñ’2’ 4
7.3 Semántica de Pruebas
Para dar una semántica de pruebas, lo primero es extender el predicado de convergencia .3
para este operador; para ello, lo único que hemos de hacer es extender el predicado de
convergencia débil, que por otra parte se hace de manera natural ‘4
¡94. AQ4 4’ ‘4
Es fácil comprobar quese siguen manteniendo las propiedades de la semántica operacio-
nal dadas en la sección 3.2.1. Esto implica en particular que la caracterización operacional
.3
de la semántica de pruebas, vista en el capítulo 3, sigue siendo válida si extendemos el
álgebra con este operador. Lo que ocurre es que dicha semántica no es conservada al apli-
car el nuevo operador, surgen los problemas típicos en relación con la falta de congruencia .3
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Ejemplo 7.3.1 Consideremos los procesos
¡9=a4;STOP y Q=rO;a4;STOP
Evidentemente, no hay diferencia entre ¡9 y ‘2 en base a la semántica de pruebas, se puede
comprobar fácilmente que se verifica ¡9 ~‘2.
Sin embargo, si consideramos el proceso
1? = bl STOP
tenemos que ¡9 + R puede ejecutar la acción 6 en el instante 1, cosa que ‘2+ R no puede
hacer puesto que se ha de ejecutar antes la acción oculta en el instante 0, decidiendo así la
elección e impidiendo la ejecución de la acción ben el instante 1. De hecho si consideramos
la prueba T = 61 ; OK tenemos
¡9+QmustT y ‘2+RmXistT
y por tanto P+RZQ+ R.
¡ ir
La mayor congruencia contenida en la semántica de pruebas viene dada por la
Definición 7.3.2 Siendo ¡9,’2 E CRec(Zseq), definimos
¡9.«C’2 4=4’ C[’2]«C[’2]
donde C[.] es cualquier contexto en el que se puedan poner los procesos. ¡
o
Debido a la caracterización de la semántica de pruebas tendremos la equivalencia
prC’2 ~ P«c’2
El resto de la sección lo destinaremos a dar una caracterización más explícita de la relación
DC Para ello introducimos los concepto de t-barba y tb-traza.
Definición 7.3.3
• Una tb-traza es un par itbe = (it, be) donde it E T y be es una b-traza de longitud 1,
be = Aíaíiti, verificando it < it1.
• Una t-barba es un par itb = (it, 6) donde it E TU {oc} y 6 es una barba que v~erifican:
dijo
‘a
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_ ‘a
— Si 6 es un estado A, entonces it < nd(A).
— Si 6 = Aíaití 6’, entonces it < it
1. ‘a
• Si TE es un conjunto de t-barbas, definimos su conjunto de tb-trazas por medio de
TBtraz( TE) = {(t,Aiaíiti) Bb : (t,Aiaití . b) E TE}
Y si (it, Aiaiti) E TBtraz(TB), definimos el conjunto de barbas continuación me- ‘a
diante
Barb(TB, (t,A1a1t1)) = {b (t,Aiaíití . b) E TE} ‘a
ir ‘a
La idea que hay detrás del concepto de tb-traza (it, A1aíití) y del de t-barba (it, 6), es la de
recordar ahora también la información sobre el instante it, en el que ha sido ejecutada la
‘a
primera acción cuando se ha generado la barba. Por tanto, el conjunto de tb-trazas y el
de t-barbas de un proceso se definirán de la siguiente manera:
Definición 7.3.4 Siendo ¡9, Qdos procesos y (it, Aiaíití) una tb-traza definimos inducti-
vamente la relación ‘2 ‘4
en la siguiente forma: .3
al ______________
• Si ¡9 —* ‘2 entonces ~ (t,TA(P>a1) ‘2
~ (IAIaIIIY’2 ‘a
• ~ (1tAxalix>’2t ¡9(tAiaitO’2dóAi =TA(P)litU(A1+it). ‘4
Siendo ¡9 un proceso, definiremos el conjunto de t-barbas de ¡9 (T8arb{P)) como el menor
conjunto de t-barbas que verifica: ‘a
• Si ¡9 fi’ entonces TRarb(P) = {(0, V?0})}.
• Si ¡9 4 se tendrá
— Si ¡9 >—* ¡9’ y itb e TBarb(¡9’) entonces itb E TBarb(¡9). ‘a
— Si ¡9 ~ ¡9’ y LV e Rarb(¡9) entonces (it, (TA(P) 1 it, it) L LV) E TBarb(P).
— Si ¡9 ~AL>¡9’ y 6’ E Barb(P’) entonces (it, TA(P)at . 6’) E TBarb(¡9). ‘a
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o
La idea para caracterizar la relación es partir de las t-barbas, al igual que hicimos
con la relación ~ y las barbas. Entre t-barbas y conjuntos de t-barbas definiremos la
relación «T, que es en cierta forma la extensión natural de la relación «.
Definición 7.3.5 Siendo TEi y TE2 conjuntos de t-barbas, diremos que TE1 «T TE2
si y sólo si se verifican las siguientes condiciones:
• Para todo (it2,b2) E TE2 existe (ití,b1) E TEí tal que ti =it2 y bí « b2.
• Para todo (it2,A2) E TE2 y todo it’ E T tal que it’ < it2 y it’ ~cnd(A2), existe
(it1, A1) E TE1 de modo que se verifica una de las siguientes condiciones:
— ití =it’ y Aí1it’~A2, obien
— nd(Ai) =it’ y TAcit(Ai) C A2.
ir
La relación «T induce una relación entre procesos dada por:
¡9 <¿~‘‘2 ~ TBarb(¡9) «T TBarb(’2)
En lo que resta de sección probaremos la equivalencia
pE
0’2 ~ p«T’2
El objetivo de la definición7.3.5 es conseguir que para cada it E T se verifique
¡9+cit;STOP«’2+cit;STOP ~
donde c es una acción nueva, que no aparece ni en ¡9 ni en’2. Por lo que para probar la
caracterización comenzamos por demostrar la
Proposición 7.3.6 Siendo ¡9 y ‘2dos procesos, las siguientes afirmaciones serán equiva-
lentes:
i. prC’2
2. Para todo proceso R se verifica ¡9 + R ~ ‘2+ R.
3. Para todo t E Y se verifica
• ¡9+cit;STOP~’2+cit;ST0P
donde c es una acción nueva, que no aparece ni en ¡9 ni en’2.
el
.3
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.3
Demostración. Las implicaciones de arriba hacia abajo son triviales. No limitaremos por
tanto a probar las implicaciones de abajo a arriba. 4
2 =~. 1. Para demostrar que ¡9 ~c ‘2, hemos de considerar un contexto cualquiera C[.]
y probar que .3
C[P] ~ C[’2]
Haremos entonces la demostración por inducción estructural sobre la construcción 4
del contexto. Para los operadores distintos a la suma la demostración consiste sim-
plemente en aplicar el hecho de que son monótonos con respecto a ~. En el caso de
.3
la suma se tiene por la condición de que se parte.




Por la caracterización de ~ mediante barbas, existirá 4
6= be~ A E Barb(’2 + 1?) .3
de manera que no existe 6’ e Barb(¡9 + R) tal que 6’ « 6. Sin pérdida de generalidad
podemos suponer que tanto Qcomo R son procesos estables y convergentes, y además
.3
¡9 4J. Según sean ‘2y R tenemos las siguientes posibilidades:
• ‘2 ~ ‘2’ e idle(R) =it. En este caso la barba 6 será de la. forma 4
6= (TA(Q)1 ituTA(R)1 it,it)Lbí
Tendremos entonces que .3
6’ = (TA(’2) 1 it, it) Lb1 E Barb(Q + ti; STOP)
Puesto que .3
¡9 + ti ; STOP ~ ‘2±ct; STOP
o lo que es lo mismo ¡9 + ct; STQP « ‘2+ ti; STOP, existirá entonces una barba .3
b” E Barb(P + cit ; STO!’) tal que 6” « 6’. Como quiera que la acción c en el
instante it no puede estar presente en la barba, tendremos que la barba LV’ podrá .3
ser generada de alguna de las siguientes formas:
¡9~* ¡9’ 1L* E”’ it’ =ityb” = (TA(¡9’)1it’,t’)Lb~f. En este caso 4
tomamos la barba
6”’ = (TA(P’) 1 it’ U TA(R)1 ,it’) L b~ inBarb(¡9 + U) .3





— ¡9 ~ ¡9’ —~-* P” y LV’ = TA(¡9)ait . b’1f. En este caso tomamos labarba
6”’ = (TA(¡9’) it’ U TA(R)1)ait . b~ E Barb(¡9 + fi)
que verificaría b”’ y LV” « 6, lo que está de nuevo en contradicción con la
hipótesis.
• => fi’ e idle(Q) > it. En este caso tenemos
6 = ((TA(Q) 1 it) U (TAo)?) 1 it)fl, Lb1 donde b~ E Barbo)?)
Por otro lado, y puesto que idIe(’2) =it tenemos
(TA(Q) 1 it)cite E Barb(’2 + cit; STDP)
Y puesto que ¡9 + cit; STDP ~ ‘2+ ti ; STOP podremos encontrar un proceso
estable P’ tal que
P >~>* ¡9~ idle(¡9’) > it y TA(¡9)1it~TA(’2)1it
Ahora, si tomamos la barba
= ((TA(¡9’) 1 it) U (TAo)?) it), it) U b~ E Barb(P + R)
verífica b’ « 6, lo que vuelve a estar en contradicción con la hipótesis de partida.
• ¡dle(Q) = ¡dle(R) = oc. Tenemos dos posibilidades para la. barba 6:
— 6 = TA(P) u TA(’2). En este caso tenemos que para cada it E Y se yerifica
(TA(¡9) U {ct} E Barb(’2 + oit; STOP)
con lo que existe A1 e Barb(P + cit; STO!’) tal que A1 « TA(¡9) u {cit}.
Por la proposición 2.4.8 existe un estado A E Barb(P) tal que A « TA(¡9).
Tenemos entonces que existe un proceso ¡9’ estable tal que
y AeBarb(¡9’)
Tomando entonces el estado A’ U (TA(R) 1 idle(P’)) se tiene
A’«b y A’eBarb(¡9+R)
lo cual está en contradicción con nuestra hipótesis de partida.
principito-,
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— b = Aait . 61. En este caso tenemos
A= (TA(Q)lit)u(TA(’2)1 it)
y se verifica una de las siguientes
ci
* fi —* fi
1 y b1 E Barbo)?1). Puesto que idie(Q) > it tenemos
(TA(’2) 1 it)ct0 E Barb(’2 + ti; STO!’)
Y puesto que P+ ti; STOP ~ ‘2+ ti; STOP podemos encontrar una barba
6’ E Barb(¡9 + cit ; STOP) tal que
6’ « (TA(’2) 1 t)tie
Entonces hay dos posibilidades dependiendo de 6’:
si LV se trata de un estado A’, éste ha de verificar nd(A’) < it. To-
mamos entonces el estado A” = A’ U TAo)?) 1 nd(A’) que está en el
conjunto Barb(P + fi) y que verifica A’ «6, lo que está en contra-
dicción con la hipótesis.
b’=A’at.bl, entonces podremos encontrar un proceso ¡9’ estable tal
que
¡9 >>* ¡9~ idle(¡9’) > it y TA(¡9)1itqTA(’2)1it
Ahora si tomamos la barba
6” = ((TA(¡9’) 1 it) U (TAo)?) 1 it))cit0 E Barb(¡9 + fi)
verifica 6’ «b, lo que de nuevo está en contradicción con la hipótesis
de partida.
* ‘2 ~±* ‘2i y b~ E Barb(Qi). En este caso tenemos
(TA(Q) 1 t)aitbi E Barb(’2 + ct ; STO!’)
y puesto que ¡9 + ct ; STO? ~ ‘2+ ti ; STO!’ existe una barba 6’ en el
conjunto Barb(P + ct) tal que
6’ « (TA(’2) 1 it)aitbi
podremos encontrar un proceso ¡9’ estable tal que
























Entonces tomamos la barba
f A’ u (TAo)?) 1 nd(A’)) si 6’ = A’
6” = 1 (A~ U (TAo)?) 1 it))ait .61 si b’ = Alait .14
que verifica
6” E Barb(P+fi) y 6” «6
lo cual está en contradicción con la hipótesis de partida.
Puesto que la existencia de tal barba 6 nos ha llevado en cada caso a una con-
tradicción, concluimos la no existencia de la misma con lo que para toda~ barba
6 E Barb(Q + R) existe otra barba 6’ E Sarb(P + R) verificando 6’ «6. Lo que nos
conduce a que ¡9 + fi ~ ‘2+ fi.
ir
Abordamos ahora la demostración de la implicación
¡9«TQ ~¡9~CQ
En virtud del lema anterior y la caracterización de la relación ~, se trata de una conse-
cuencia de la siguiente
Proposición 7.3.7 Si ¡9 «‘2, entonces para todo it E T se verifica
¡9 + cit ; STDP « ‘2+ cit ; STO!’
Demoeitración. Para demostrarlo tomemos 6 E Barb(’2 + ti ; STO!’), supongamos sin
pérdida de generalidad que stb(’2) y ‘2~J- Tenemos las siguientes posibilidades:
• 6 = A donde ti « A. Si ello sucede es porque existe un instante itg =it tal que
(it0,A) E TBarb(Q). Puesto que ¡9 .c~cT’2, existe (itp,Ap) con itp =itq y Ap «A, y
ya que itp =it0 =it, tenemos que A~ E Barb(¡9 + cit; STO!’).
• b = A con ti e A. En este caso tenemos que A0 \ {ct} E A(’2), y por tantó existe
it0 > it tal que (it0,A0) E TBarb(Q). Puesto que ¡9 «1 ‘2, existe (itp,Ap) con
tp =itq y Ap «A. Ahora tenemos dos posibilidades:
— itp =it en cuyo caso Ap E Barb(¡9 + cl; STO!’) por lo que tenemos Ap «A.
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• b = Aict0. En este caso tenemos que idle(’2) =it y A1 = TA(’2) it. Existe entonces
(itQ,AQ) E TBarb(’2) tal que itQ =it y A1 = A~ 1 it. Si nd(AQ) = it, como ¡9 «T’2 3
existirá (itp,Ap) E TBarb(¡9) de modo que Ap «AQ, entonces
Ap E Barb(¡9+eit;STOP) y A~ «6 3
Por tanto podemos suponer se verifica it < nd(Aí4, y como que it =t~ existirá
.1(tp, Ap) E TBarb(¡9) verificando una de las siguientes posibilidades:
— tp =it y Ap~ tQ C AQ, con lo cual tendremos 3
(Api it)eit0 E Barb(¡9 + ti; STO?) si
— nd(Ap) =it y TAct(Ap) GE A~. Tendremos entonces que Ap es un estado de
¡9+ cit ; STDP y además Ap «6. 3
En ambos casos hemos encontrado 6 e Barb(¡9 + ti ; STO?) tal que 6 « Aícit0.
• 6 = A1a1it1 6’, e ~ A1 ye ~ ap Entonces existe itQ =it tal que (tQ,b) E TBarb(’2). si
Puesto que ¡9 «T ‘2existe itb’ = (itp,bp) E TBarb(P) tal que bp «T 6 y itp =tQ,
mi
y entonces bp E Barb(¡9 + ct; STO!’).
• 6 = Aiauti~b’, ti EA1 ye ~ a1. Tomamos b~ = (Ai\{ct})aiti.b’, entonces existetQ si
tal que (itQ,bq) E TBarh(’2). Puesto que ¡9 «T ‘2 existe itb’ = (tp,bp) E TBarb(¡9)
tal que bp «T b~. Si tp =it, tenemos que bp E Barb(P + cit ; STO!’) y bp « 6. Si nl
itp > it entonces tomamos como b’ la barba resultante de añadir ct al conjunto inicial
de bp, y obtener así 6’ E Barb(¡9 + cit; STO!’) y 6’ « b.
ir 3
Como corolario de estas dos proposiciones tenemos ‘a
¡94<’2 4’PC
0’2 mi
Demostramos ahora el reciproco por reducción al absurdo, es decir,
Proposición 7.3.8 Si ¡9
5tT ‘2 entonces existe un cierto contexto C[] tales que ‘a
C[¡9] 5t C[’2] ‘a





• Existe (it, 6) E TBarb(’2) y no existe (it’b’) E TBarb(¡9) con 6’ «T 6 y it’ < it. Consi-
deramos en este caso el contexto C[.] = [.]+ cit ; STO!’. Se tiene entonces
be Barb(’2 + cit ; STa!’)
Demostraremos que no existe 6’ E Barb(¡9 + ti STO?) tal que 6’ «6 en función de
la forma de 6:
— 6 = A. Tomemos A’ E Barb(¡9+cit;STOP); existe entonces (tp,Ap) E TBarb(¡9)
tal que Ap = A’ \ {ti}. Si A~ « A tendríamos itp > it, por lo cual ¿it e A’
y por tanto A’ 5tz A. Si por el contrario Ap ~zA, entonces es imposible que
A’ «A. Con este caso está resuelto.
— 6 = A1aiití bí, en tal caso se verifica cit « A1. Sea b’ E Barb(¡9 + cit ; STO?) y
supongamos que 6’ «6, sólo hay dos posibilidades:
* b’ = Alaíití ~14con Al C A1 y por tanto cit ~ A1. Por lo que existe it’ < it
tal que (it’, LV) E TBarb(¡9), que está en contradicción con la hipótesis de
partida.
* 6’ = A’ con nd(A) =it1. Puesto que A’ «6 tenemos que cit ~ A por lo que
existe it’ =it tal que (it’, A’) E TRarb(¡9), que está en contradicción con la
hipótesis de partida.
• Existen (it,A) e TBarb(’2) y it1T tales que ití < nd(A), ití =it y no se cumple la
segunda condición de la definición 7.3.5, es decir, se verifican:
— No existe (it’, A’) E TBarb(¡9) tal que it’ =ití y A’ 1 it1 GE A . ¡
— No existe (it’,A’) E TBarb(¡9) tal que nd(A’) =ití y TAet(A’) ~ A. ¡
Consideramos entonces el contexto
O = [.]+ ti1; STO!’
Puesto que ti < nd(A) y ití =it, tenemos que
6 = (Al iti)cití0 E Barb(’2 + tií ; STO?)
Tomemos ahora LV e Barb(¡9 + cit1 ; STO?), y veamos que LV 5tz b. Podemos suponer
sin pérdida de generalidad que ¡9 it y stb(¡9). Distinguimos entonces los siguientes
casos en función de la barba 6’:
tuviera
4
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— LV = A’cit1e. En tal caso existe (itp,Ap) E TBarb(¡9) de modo que itp = it1
y Ap 1 it1 = A’. Pero al verificarse la primera de las condiciones de arriba,
‘4
entonces Api it1 ~ A, y por tanto b’ 5t 6.
— b’ = A’. Supongamos que 6’ « b, de modos que nd(A’) =it, y en consecuen- ‘4
cia existe tp E T tal que (itp,A’) E TBarb(P). Puesto que 6’ « 6 tenemos
TAct(A’) ~ A y nd(A’) < it1, pero esto está en contradicción con nuestra
.3hipótesis de partida.
— 6’ = A’ait~ 6” con a e. En cuyo caso tenemos directamente que b’ ~ 6. .3
Como corolario inmediato tenemos el ‘4
Teorema 7.3.9 Para cualesquiera procesos ¡9 y ‘2, se tiene
¡9E
0’2 4=~ ¡9«T’2 ‘4
Demostración. Es consecuencia inmediata de las proposiciones 7.3.6, 7.3.7 y 7.3.8 ‘4
7.4 Semántica Denotacional ‘4
Debido al mal papel quejuegan las acciones internas en este caso deberemos basar ahora la ‘4
definición de la semántica denotacional en las t-barbas. Para los operadores primitivos esta
semántica es una simple adaptación de la vista en el capitulo 4. Hemos de comenzar por
.3
definir el dominio semántico, que vendrá dado por los conjuntos consistentes de t-barbas.
Definición 7.4.1 Un conjunto TE de t-barbas es consistente si verifica las siguientes
.3
condiciones:
• Si (it, Aiaiti) E TBtraz( TE) entonces el conjunto de barbas Barb(TE, (it, Aíadi)) ha
.3
de ser también consistente.
• Si (it, Aíadi) E TRtraz(TB) y it’ < it ha de existir (it”, A”) verificando 4
Ai=A”ltí y
• Si (it, A) c TE y a
1t1 E A, se verifica una de las siguientes condiciones: .3
— Existe (it’, A’) E TE tal que ‘4





— Existe una tb-traza (it’, Aiait1) E TRtraz(TE) tal que
it’<it y A1CA
• Para cada it E T los conjuntos de estados
.At={AiBt’ET: t’>it y (it’,A)e TE} y
..4¿={Ai Bit’eT: it’Sit y (it’,A)E TE}
son temporalmente compactos.
ir
Observemos que la definición anterior es una adaptación directa de lo noción de conjuntos
consistentes de barbas:
• La primera condición nos indica que el conjunto de barbas tras una tb-traza es
consistente.
• Las otras condiciones son una adaptación de los conceptos de cierre bajo prefijos,
cierre bajo continuaciones y compacidad temporal, referidas a los estados iniciales.
La razón por las que se exigen estas condiciones se exponen a continuacion:
Prefijos. Si (t,A1aíit1) es una tb-traza, debe haber un estado A, la condición de
conjunto de barbas consistente, que cumpla A 1 it1 = A1. Además heiinos de
tener en cuenta la congruencia. En particular si consideramos un contexto de
la forma
C[.] = [~]+ ct’ ; STO!’
donde c es una acción nueva y it’ E Y, si cit’ se no cuela en A1 es porque it’ <it.
En tal caso debe existir un estado que cumpla la condición de arriba y además
permita que en efecto se incorpore cit’; es decir, para cada it’ < it ha de~ existir
una t-barba (it”, A”) tal que
it’ <it” y A”1 ití =A
Continuaciones. Si a1it1 está en algún estado A tiene que ser continuada por alguna
tb-traza, a no ser que haya algún estado divergente cuyas acciones iniciales estén
en el estado que lo impida. Hay que tener en cuenta que si algún cit’ 4 cuela






Compacidad temporal. Con esta condición nos aseguramos de que si sumamos
ti ; STO? al proceso que ha generado el conjunto de t-barbas, el conjunto de
estados sigue siendo temporalmente compacto.
Pasamos ahora a dar la definición semántica de los operadores primitivos (los de £seq).
Tenemos como punto de partida la definición de los operadores vista en el capítulo 4,
hemos de modificar la definición de manera que en una t-barba tengamos información a





‘aTBconEDIV]~ = {(0, {Qo})}
Interbloqueo:
siTBCOn[STO!’~ = {(oc,0)}
Prefijo mediante acciones visibles:
TBconEait;]](TB) = {(oc~ {ait})}U
U{(it, 0ait .6)1 Bit’ E Y:
‘4
(it’,b) E TE}
Prefijo mediante acciones ocultas:
TBcon[rit;]~(TE) = {(t,b+t) 1 Bit’ E T: (t’,b) E TB}
Elección interna:
TBconEF1~(TEí,TE2) = TE1U TE2
Elección externa: { (t, A1 U0 A2)
(it, (Ai U A2 1 iti)aíití .6)
(it, (A1 1 it2 U A2)a2t2 . 6)
Bt1,it2 E T:
(ití,Ai) E TE1, (t2,A2) E TE2
y it=min(iti,it2)
Bit2,it’ E Y:
(t2,A2) E TE2, nd(A2) > ti,
(it’, A1a1it1 . 6) E TE1
y it = min(it’, it2)
Bit1, it’ E Y:
(it1, A1) e TE1, nd(Aí) > it2,
(it’, A2a2it2 6) E TE2














La definición de estos operadores es bastante natural, teniendo en cuenta el sentido que
hemos dado al instante que acompaña a la t-barba. Para ver que estos operadores están
bien definidos deberíamos proceder para cada uno de los operadores como hicirfios en
el capítulo 4. Las demostraciones serían prácticamente idénticas a las vistas en dicho
capítulo.
Damos por último la definición semántica del operador de suma:
TBc0nII+]~(TEi, TE2) —
{ (iti,Aí u (A2 it1)) (iti,Aí) E TE1, Bit2 E T: (t2,A2) E
y it1 =it2
U { (it2, (A11it2)uA2) (t2,A2) E TE2, BitjET: (iti,Ai)E TE1y it2 =ti
(ití, (Ai u (A2 1 itr))ait .6)
(it2, ((Aí 1 it2) U A2)ait .6)
(it2,A2ait.b) E TE2,




La complejidad de dicha definición viene justificada por el hecho de que las acciones
ocultas eligen bajo el contexto de la suma. El instante en el que se realizan las acciones
ocultas viene dado por la componente temporal de una t-barba. Podemos observar que el
operador suma distribuye con respecto a la elección interna, como muestra el siguiente:
Ejemplo 7.4.2 Consideremos los procesos
¡9+(’2fl fi) y (¡9+’2)fl(P+)?)
El primer proceso puede realizar las transiciones
P+(’2rifi)>—*P+’2 y ¡9+(’2flR)>—>¡9+fi
mientras el segundo podrá realizar
(¡9+’2)ri(¡9+R)>—*P+’2 y (P+’2)fl(P+fi)>—*¡9-I-fi
TE2 }
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Para este operador se debería demostrar (al igual qué para los anteriores) que está bien
definido, y que su definición denotacional está de acuerdo con su comportamiento opera- ‘4
cional. Como indicamos antes, el desarrollo en detalle de estos puntos los dejamos como
parte del trabajo pendiente para el futuro.
.3A continuación, para completar la definición de la semántica denotacional, deberíamos
incorporar al dominio una relación de orden que lo haga completo. La idea de nuevo es
adaptar la relación que ya teníamos para las barbas: .3
Definición 7.4.3 Siendo itb1 = (ti, bi) y itb2 = (it2, 62) t-barbas, tendremos que tb1 ~~<Tit62
si y sólo si bi -< 62 y se cumplen las condiciones siguientes: ‘4
• Si b~ = be . A con be ~ e entonces it1 = it2
• Si b~ = A1 entonces it1 = min(nd(Ai),t2). ‘4
Y extendemos el orden, para tenerlo definido entre conjuntos consistentes de t-barbas, ‘4
como sigue:
Definición 7.4.4 Sean TBj y TE2 conjuntos consistentes de t-barbas entonces diremos .3
que TE1 ~.<T TE2 si y sólo si se verifican las siguientes condiciones:
• Para cada tb2 e TE2 existe itb1 E TE1 tal que itb1 -J itb2. .3
• Para cada (it,be . A1) E TE1 con be # e existe un estado A2 tal que A1 -~ A2 y
.3(it,be.A2) E TE2.
• Para cada (t1,Ai) E TE1 existe (it2,A2) e TE2 de manera que (ití,Aí) ~<T (t2,A2). 4
ir
Ahora habría que demostrar que: ‘4
1. Toda cadena no decreciente de conjuntos consistentes de t-barbas
TEi -Y” TE2 J... TE,, <T TEk+l -J ... ‘4
tiene una mínima cota superior.
2. Los operadores son monótonos y continuos con respecto al orden introducido. .3
Observemos que, como en el capítulo 4, el orden definido es simplemente un preorden,

























Tabla 7.1: Relación de equivalencia y monotonia.
A la hora de desarrollar el correspondiente conjunto de axiomas correctos y completos,
hemos de tener en cuenta que las acciones ocultas han de poderse ver, aunque sólo se trate
de la primera aparición en una traza de un proceso.
Definición 7.5.1
• Si it E TU {oc} definimos
rit; STO?STaP(it) =
1 STO?
si it < oc
siit=oc
• Un t-estado es un par TA = (it, A) donde it e Y, A es un estado y it =nd(A). Diremos
que TA es finito si A lo es, diremos que a’it’ E TA cuando a’it’ E A.
• Si TA = (it, A) es un t-estado finito y paracada a’it’ e A tenemos un proceso asociado
Pa’1’, definimos




• Diremos que un proceso está en forma t-normal si es de la forma
ÑLI pTAal
TAGuA atE SM
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Tabla 7.2: Conmutatividad, asociatividad, idempotencia, distributividad
ir
En la tabla 7.1 tenemos un primer grupo de ecuaciones, que nos indican la monotonía de
los distintos operadores. Observemos, que en el caso del prefijo basta considerar el sistema
de axiomas que hemos presentado en el capítulo 5. A continuación, en la tabla 7.2, tenemos
los axiomas de conmutatividad, idempotencia y distributividad. Ahora, para poder pasar
cualquier proceso a forma t-normal y trabajar con ellas necesitamos además los axiomas
presentados en la tabla 7.3.
Por último, si pretendemos trabajar con procesos recursivos, tendremos que ser capaces
de manejar desigualdades, por ello introducimos la regla [TME] presentada en la tabla 7.4
es prácticamente una transcripción de la relación «T para procesos que están en forma
t-normal. Debido a la complejidad de esta última regla, se hace necesario una explicación
de la misma. Si tomemos dos procesos de la forma
“= FI LI iQ y ‘2= ¡7 LI ‘2rÉ
TAC74 a1C TA TAQTB ate TA
para ver que ¡9 «T’2 hemos de comprobar que:
1. Para todo itb E TI3~0~E’2~ existe tb’ E TBCOnEfl tal que itb’ «T itb. Esto lo hacemos





[TCOMS] ¡9+ ‘2 ET ‘2+ ¡9
[TASOl] ¡9ir (‘2 ir R) =ET (¡9 ir ‘2) ir)?
[TASO2] ¡9 Fi (‘2 Fi fi) =ET (¡9 Fi ‘2) Fi fi
[TASO3] ¡9+(’2+fi)=ET(¡9+’2)+R
[TID1] ¡9 ET ¡9 ir ¡9
[TID2] ¡9=ET¡9rl¡9
[TID4] ¡9=ET¡9+¡9
[TID3] STO!’ ir ¡9 ET
[TID5] STO? + ¡9 ET ¡9
[TDIS1] ait ; ¡9 ir ait ; ‘2 ET at; (¡9 Fi’2)
[TDIS2] ~ ir (Qn fi) =ET (¡9 ir’2) Fi (¡9 ir fi)




















rit1 ; et2 ; ¡9 ET STOP(iti) U (e(it, + it2); ¡9),
eitl;rit2;P=ETe(tl+it2);¡9, cES
DIV(it) =ET STOP(it) O DIV(it)




[TPREF4] STOP(t,) ir STOP(it2) ET STOP(t), it = min(iti,it2)
[TEXT] rt;(Pir’2)=ETCrit;¡9)OQrit;Q)
[TINT]
[TMAS1] (STOP(it1) ir ‘2í) + ((et2 ; ¡9) ir ‘22)=ET si it2 =itj
ET(STO!’(itl) ir (eit2 ¡9) ir ‘2í) + ‘22
[TMAS2] (STOP(iti) ir ‘20 + ((eit2 ; ¡9) ir ‘22)=ET si it2 > it1
ET(STOP(itl) QQ,) + ‘22
[TMAS3] ¡9 + STOP(oc) ET ¡9
Tabla 7.3: Ecuaciones para pasar a forma t-normal.
(it,A) e YBCO~I’2~ existe (it’,A’) e TBCOnEfl tal que (it,A) «T (it’,A’). Es decir
BTA’ E Tít TA’ «T TA
que es la primera parte de la premisa de la regla [TME]. A continuación, para cada
t-barba itb = (it, A1a,it, . 6) E YB~0~lI’2L para comprobar que existe itb’ E YBCO,,IIP~
tal que tLV «T itb, tenemos dos posibilidades:
• Comprobar que existe (it’, A’) E YZ3COnI[fl tal que
it’ < it nd(A’) =it1
es decir,
tBM(YA, TA,a,iti) ~ 0
• Comprobar que existe (it’, Alad, . b) E YB~00l[¡9j tal que
it’=it, AlGA, y bl«bí
Para ello, dado que Puesto que (it, Aíad, . 6) E YBCOUIJ’2~ existirá un proceso
(t,A¡aitx)
‘2====* ‘2~ y b E Barb(’2í)
Para que exista dicha barba es necesario que el conjunto de procesos 4
7) = {¡9’~ (i’,Ala¡ii
>
AIG A, y it’~it}
V’ TA E YA
y TAti(A’) G A,
Qí tal que
minutos
7.5. Sistema de Ecuaciones -
V TA = (it, A) E ‘[IB:
TA’ <=zTTA
A V a1it1 e A:
y tPer(YA, TA,aiiti) ~ 0 A FI pTAx <E ‘22aiti
214, EtPer(TÁ,TA,aiIi)
A Vt’ E Y t.q. it’ <it A it’’< nd(A) 3 (it”, A”) E YA
(it” = it’ A A” 1 it’ G A) y (nd(A”) =it’ A TAcI(A”) G A)
FI LI ~at<ET FI LI ‘22
T,4ETÁ aleTA T,4CTB alETA
tPer(’TA, (it, A), aiiti)
tRM(TA, (it, A),ajiti)
= {(it’,A’) 1 (it’,A’) e YA, att1 eA’, A’1 it ~ A y it’ S t}
= {(it’, A’) 1 (it’, A’) E YA, nd(A’) =it1 y TAct(A’) ~ A}
Tabla 7.4: Regla para formas t-normales.
no sea vacío, pudiendo así tomar el proceso
¡91= Fi “‘
p’cp
Bastaría entonces comprobar que Pi «‘2í, es decir,
tPer(YA, TA,aiití) ~ 0 A FI
TA, EtPer(T.4,TA,aitx)
Resumiendo todo lo anterior hemos de comprobar que
Va1it1 E TA:VTA = (it,A) E YA
tBM(YA, TA,a1ti) ~ 0 V
y tPer(YA, TA,atiti) ~ o A FI tZt <E ‘22
TAiCtPer(T.4,TA,aiI,>
que es precisamente la segunda condición que aparece en la segunda premisa de la
regla [TME].
2. Por último hemos de comprobar que para todo (it, A) e YB~0,,!’2~ y para todo it’ E Y
verificando que it’ =it y it’ < mI(A), existe (it”, A”) E YBCOJfl tal que se verifica
una de las siguientes condiciones:
• it” > it’ y A” 1 it’ GE A o bien
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• nd(A”) =it’ y TAct(A”) GE A.
Por tanto se ha de verificar
V(it,A) E YB Vit’ E Y t.q. it’ <it A it’ < nd(A) B (it”,A”) e YA:
(it” =it’ A A” 1 it’ C A) y (nd(A”) < it’ A TAeÉ(A”) G A)
que forma precisamente la última condición de la premisa de la regla
Observemos por último que para los procesos que hay detrás de las acciones visibles hemos
de pasar a utilizar utilizar el sistema de axiomas del capítulo 5, pues las posibles acciones
internas han dejado de tener efectos malignos.
para
7.5. Sistema de Ecuaciones

























Conclusiones y Trabajo Futuro
Comenzamos haciendo una breve recapitulación de los trabajos previos a esta tesis sobre
álgebras de procesos temporizadas. Desde un punto de vista meramente sintáctico las
álgebras de procesos temporizadas se pueden ver como una extensión de las álgebras de
procesos clásicas, ACP [BK84, BW9O], CCS [MilSO,Mil83, Mil89], y CSP [BHR84,BR85,
Hoa85]. En las distintas aproximaciones al problema itemporizado se pretende mantener
los conceptos centrales del correspondiente modelo original no temporizado en el que nos
hayamos basados.
8.1 Extensiones de ACP
La aproximación a la concurrencia realizada por los autores del lenguaje A C¡9 es eminen-
temente axiomática. Así la semántica original del lenguaje es la inducida por una serie de
ecuaciones e inecuaciones. En la línea indicada más arriba las las extensiones temporizadas
de este lenguaje usan también una aproximación axiomática al problema.
En [BB93] podemos encontrar una extensión temporizada del lenguaje AC¡9, qúe cons-
tituye el lenguaje llamado EPA. La manera de introducir el tiempo es parecida a la re-
alizada en nuestro trabajo, haciéndose a través del operador de prefijo. Más en concreto,
disponen de dos formas distintas de introducir el tiempo: por medio de un operador prefijo
en el que el tiempo es global, por medio de un segundo en el que el tiempo es relativo. Un
trabajo relacionado con este último es [Klu93] donde se estudian en detalle diversos tipos
de semánticas de bisimulación y sus leyes algebraicas.
Otra extensión temporizada del lenguaje ACP la podemos encontrar en [N594], dando
lugar a un lenguaje que denominan ATP. Los operadores de tiempo que manejan los
podemos considerar como de bajo nivel: los plazos temporales se controlan contando
gastar,
3186 8.2. Extensiones de CCS
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acciones especiales, x (tic), que representan el paso de un ciclo de reloj. Puesto que esta
acción representa el paso del tiempo absoluto, ha de ser una acción sincronizada por todos ‘a
los procesos. Además, esta acción puede ser usada en el operador de prefijo como si fuera
una acción cualquiera. Por último, mencionaremos que dispónen tienen un operador de 3time-out, L¡9j’2, que cuando el proceso ¡9 puede dejar pasar el tiempo se comporta como
el proceso ‘2, y en otro caso como ¡9. Combinando este operador con el prefijo mediante la
acción x, se puede fijar el intervalo de tiempo en el que es posible ejecutar una determinada
acción.
‘4
8.2 Extensiones de COS
La semántica del lenguaje original no temporizado viene dada por en una semántica de si
bisimulación: se define una semántica operacional para el lenguaje, y se considera la
semántica inducida por el juego de ¿a bisimulación. Las extensiones temporizadas de CCS ‘4
conservan también este rasgo; tienen por tanto una semántica basada en bisimulación.
Una primera versión temporizada de COS la debemos a F. Miller y C. Tofts en [MT9O]. ‘4
El tiempo se introduce mediante el operador de prefijo (t).¡9, cuyo significado es el de
retrasar la ejecución del proceso ¡9 exactamente it unidades de tiempo. Tienen también un
“4
operador de interbloqueo (0), que a diferencia del nuestro no permite el paso del tiempo.
En este sentido se parece más a nuestro operador de divergencia. Existen dos operadores
de elección: los dos eligen a.l estilo CCS, pero mientras uno de ellos deja al proceso en ‘a
interbloqueo cuando una de sus componentes cae en interbloqueo, el otro descarta al
proceso que está en interbloqueo. Todas las acciones (visibles o no) son consideradas ‘4
urgentes. En consecuencia, para poder retrasar la ejecución de una acción dispone de
operador (6) que así lo permite. No obstante, se puede limitar el tiempo en el que una
si
acción se puede ejecutar, mediante la combinación de todos estos operadores; es decir, se
puede introducir un operador de itime-out como derivado:
6.a.¡9 + (t).’r.O
Otra extensión temporal del lenguaje CCS la podemos encontrar en [Yi9la, Yi9O, 3
Yi9lb]. El tiempo es introducido de manera parecida a como se hace en el trabajo anterior;
es decir, mediante un operador de prefijo (c(it).¡9). En este trabajo las únicas acciones
‘4
urgentes son la internas; las acciones visibles son persistentes: se pueden ejecutar en
cualquier instante a partir del que están disponibles. Al igual que en el caso anterior
se puede simular un operador de itime-out. Este lenguaje ha seguido siendo estudiado ‘4
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procesos guardados; y en [Jef92] donde se discute la introducción de prioridades, resultando
que el tiempo puede ser expresado utilizando exclusivamente prioridades.
8.3 Extensiones de CSP
Al igual que en los casos anteriores, la aproximación al problema de la definición de la
semántica por los diversos autores,que han estudiado extensiones temporizadas de OSP,
respeta la usada por los autores de la versión original no temporizada. En este caso se
trata de una aproximación denotacional.
Empezaremos comentando los primeros trabajos de Reed y Roscoe [RRS6, RR87,
RR88] en los que se extienden los modelos de fallos al modelo temporizado. El domi-
nio de tiempo que utilizan es continuo, pero llama la atención el hecho de que tiene una
constante 6 a la que llaman eystem de¿ay constant, de manera que después de cualquier
llamada recursiva, así como después de la ejecución de cualquier acción, el sistema tiene
que esperar como mínimo la cantidad indicada por dicha constante. Entonces ¿Para qué
sirve el dominio de tiempo continuo?
En este modelo se introduce en cada observación un instante de estabilidad; de ahí su
nombre itimed fai¿ures-sitabiliity model. El instante de estabilidad de un proceso después
de ejecutar una traza, indica el tiempo máximo que el proceso dedica a desarrollar cierta
actividad interna hasta que entra en un estado estable. En cierta manera, esta cantidad
juega un papel dual a nuestro tiempo de indefinición de una barba. Una de las grandes
diferencias con nuestro modelo es provocado por este hecho, puesto que por ejemplo los
procesos
¡9=(a—*¡9)\a y ‘2=STOP
no son distinguibles mediante pruebas (una vez que tenemos en cuenta la constante de
retraso), y sin embargo en su modelo tienen semánticas diferentes.
Existe un segundo modelo del propio Reed [ReeSS], en el que se elimina este instante
de esitabilidad. Esto tiene como consecuencia que se identifique la divergencia con el
interbloqueo. Aparentemente esto no tiene consecuencias sobre la continuidad del modelo,
puesto que las llamadas recursivas siguen consumiendo tiempo.
Sobre este modelo podemos encontrar abundantes trabajos en la literatura. Nosotros
citaremos aquí los que nos han parecido más representativos. En primer lugar mencio-
naremos [DS95] donde se da un repaso a la evolución del lenguaje TOSE. En [5ch95] se
presenta una semántica operacional para el lenguaje, a partir de la cual se pueden compu-
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que los calculados mediante la semántica denotacional. Además, como trabajos en los
que se presentan metodologías para llevar a la práctica los resultados del modelo podemos 3
citar [5ch89] y [Dav9l].
Dejando tierras británicas e internándonos en nuestro país, nos encontramos con el 3
trabajo de Yolanda Ortega [0M91, OMdF9O]. En el mismo nos aparece otra semántica
de fallos diferente para una extensión temporizada de OSP. En este modelo el tiempo
si
se introduce mediante la duración de las acciones: cada acción tiene una determinada
duración, y el proceso no puede realizar nuevas acciones en secuencia hasta que no acabe
su ejecución. No obstante, ello causa problemas con el operador paralelo: no es verdad (4
que si un lado del proceso ejecuta una acción, el otro tiene que esperar a su compañero,
entrando así en contradicción con la noción de concurrencia, pues se permite la ejecución de ‘4
varias acciones solapada e simultánea. Así de forma similar a lo que ocurre (sin tiempo)
en [TV89]: los procesos, en lugar de ejecutar secuencias de acciones simples, ejecutan
mi
secuencias de multiconjuntos de acciones.
si
8.4 Extensiones de LOTOS (4
Como una de las aplicaciones más prácticas de las álgebras de procesos nos encontramos 3
con el lenguaje de especificación LOTOS [LOTS8]. En las extensiones de LOTOS con
tiempo, el mismo se introduce mediante el operador de prefijo: las acciones deben eje-
‘4cutarse dentro de unos intervalos fijados. En cuanto a la semántica operacional se han
seguidos dos; aproximaciones, por un lado la de [LL94]en la que hay transiciones de
‘atiempo y transiciones con acciones, siguiendo la semántica operacional de COS definida
en [Yi9la]; y por otro lado la sugerida en [QMdL94] siguiendo a [QdFA93], en la que
hay un único tipo de transiciones con acciones temporizadas del estilo de las utilizadas ‘4
en el presente trabajo. Estas dos maneras de introducir la semántica operacional son de
hecho totalmente equivalentes, como de una manera intuitiva vimos en el capítulo 2, y en
‘3
concreto, para LOTOS temporizado se ha demostrado en [LR96].
Comentaremos por último la semántica denotacional para LOTOS temporizado pre- ‘4
sentada en [SBD9S,BD595] la cual sigue las ideas de las semánticas de fallos para OSP.
Evidentemente, se han de tener en cuenta el instante en el que se realiza la primera ac-
mición interna, de otra manera sería imposible definir una semántica denotacional para un
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8.5 Semántica de Pruebas
En general las semánticas de pruebas siguen un camino diferente al recorrido por las
semánticas discutidas en las secciones anteriores. Se parte de un álgebra de procesos, pero
de hecho lo que nos interesa de ella es su semántica operacional, esto es el sistema de
transiciones que induce. A continuación se incorporan las pruebas o test que tienen como
mision la de comprobar las respuestas que dan los procesos al aplicárselas. Básicamente,
una prueba suele ser un proceso normal en el que introducimos un proceso o una acción
especial para señalar el éxito de la aplicación de la prueba. Al estar basada en el co-
rrespondiente sistema de transiciones es que en gran manera independiente del álgebra
de procesos a la que se aplique. Así en tanto y cuando se mantengan las propiedades de
la semántica operacional que tenga las mismas propiedades del álgebra original, podemos
extender su definición a variantes de la misma. Así se puede se puede estudiar en un prin-
cipio un álgebra de procesos sencilla, para después ampliar el lenguaje con operadores más
complejos. El primer trabajo sobre semántica de pruebas es [dNH84], que se desarrolla en
profundidad en [Hen88].Otros tipos de semánticas de pruebas aparecen en [PhiS7].
En cuanto a lo relativo a álgebras de procesos temporizadas, el único trabajo previo
que conocemos es el de Hennessy y Regan [HR95], en el que se estudia la semántica de
pruebas para de un lenguaje que denominan ATP. Este lenguaje lo podemos considerar
como una extensión temporal de 005; tiene los operadores clásicos de este lenguaje: la
suma, la restricción (aunque con la misma sintaxis utilizada en OSP para el ocultamiento),
y un operador paralelo que funciona como lo hace el de 005. El tiempo está introducido
de una forma que nos atrevemos a considerar como bastante primitiva, siendo similar a la
utilizada en [N594]. Así, existe una acción especial (a) que expresa el paso de un ciclo de
reloj, y se dispone de un operador de time-out L¡9JQ en el que si pasa un ciclo de reloj sin
que ¡9 ejecute ninguna acción, el proceso ‘2 toma el control. En este trabajo se introducen
las barbas, pues al ser las acciones internas urgentes, es necesario guardar la info+mación
acerca de las acciones ofrecidas antes de la ejecución de cualquier acción ejecutada.
8.6 ¿Qué hemos conseguido?
El último trabajo citado representa un primer paso de cara a estudiar la semántica de
pruebas de álgebras de procesos temporizadas. Sin embargo, debido a la simplicidad con
que se ha introdujo el tiempo, resulta poco adecuada como punto de partida a la hora
de estudiar la semántica de pruebas de álgebras en las que el tiempo viene expresado de
una manera más compleja, como sucede en el caso de TE-LOTOS [dPLL+95]. 1 Este es
déspacio
.3
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por tanto el punto en el que ha comenzado nuestro trabajo. Nuestro objetivo ha sido el
estudio de un álgebra de procesos temporizada en la que el tiempo viene expresado de una ‘4
manera más compleja, similar a la de las extensiones temporizadas de LOTOS.
En el presente trabajo hemos conseguido definir y caracterizar una semántica de prue-
.3bas de un álgebra de procesos de la que tenemos definida una semántica operacional con
las siguientes características:
Urgencia: las acciones internas son urgentes. En concreto, la semántica operacional que
consideramos tiene dos tipos de transiciones internas:
•
• ¡9>—*’2 ‘4
La urgencia, viene expresada entonces por las condiciones:
.3
• P>—*’2 4’ VeESVitEY: ¡9-#
• ¡9—t’2 ~ VeE&Vit’>it: ¡9-4* ‘4
Con respecto a la urgencia de las transiciones >—* podemos observar que hemos sido
demasiado conservadores, puesto que todos losresultados obtenidos sería exactamen- ‘4
te los mismos si cambiáramos la condición de urgencia de arriba por la siguiente
el ‘44’ VeECVitET: (it>0 !=¡9—74)
No determinismo acotado o ramificación finita: Cada un proceso en cada instante sólo ‘4
puede ejecutar un número finito de transiciones que nos conducen a otros tantos
procesos destino. .3
Entendemos que los resultados presentados en este trabajo ser fácilmente extrapo]ables a
cualquier álgebra de procesos con una semántica operacional con dichas características. .3
Observemos que las transiciones del tipo >—* son necesarias únicamente en el caso que
queramos modelar un operador de elección tipo 005. Si no es así las transiciones >—* se 4
rOpueden equiparar totalmente a transiciones del tipo —*.
Hemos conseguido además definir una semántica denotacional basada en las barbas
.3
que induce una equivalencia entre procesos que resulta ser totalmente abstracta con res-
pecto a la semántica de pruebas. Esta semántica denotacional está basada en un concepto
.3adecuado de estados: cada procesos va ejecutando acciones, atravesando estados inter-
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proceso. Ello supone en particular que no se ven como tales en ningún momento las ac-
ciones ocultas. Esto último provocaría los problemas vistos en el capitulo 7 si se pretende
extender el modelo con un operador tipo la suma de COS, que si ha de ver la primera
acción oculta ejecutada, pues la misma podría resolver una eventual la elección entre dos
sumandos.
Finalmente, hemos introducido un sistema de ecuaciones e inecuaciones que resultan
ser correctos y completos con respecto a la semántica denotacional, y puesto que ésta
última es totalmente abstracta con respecto a la semántica de pruebas, el sistenia será
también completo y correcto con respecto a la misma. Fijémonos que hemos precisado de
dos reglas que no son finitarias: [APF] y [APT]. La primera de ellas es la clásica para las
aproximaciones finitas de un proceso; pero para caracterizar nuestro modelo denotacional
necesitamos algo mas, al tratarse de puesto un dominio que no es algebraico. En concreto
necesitamos la segunda regla citada, la cual intuitivamente indica que dos procesos son
iguales si no se pueden distinguir en tiempo finito. Este última regla está íntimamente
ligada con que el hecho de que el no determinismo sea acotado. Por último, observemos que
sí nos restringimos a procesos en los que antes de ejecutar una llamada recursiva se consuma
tiempo, la segunda regla sería suficiente para demostrar la completitud del sistema. Una
manera fácil de garantizar esto último, es comprobar que todas las definiciones recursivas
están guardadas temporalmente. Naturalmente, ello es fácil garantizarlo por medio de
oportunas restricciones sintácticas.
8.7 Trabajo a Desarrollar en un Futuro
8.7.1 Semántica may
En el presente trabajo hemos estudiado en profundidad la semántica must, que se define
considerando que un proceso pasa una prueba si todas las computaciones maximales del
proceso-prueba tienen éxito. Queda entonces por estudiar la semántica de tipo may: un
proceso pasa una prueba si existe una computación que tiene éxito. Aunque todavía no
disponemos de una prueba formal completa, todo apunta a que para, como de ordinarios,
caracterizar la semántica may basta considerar las b-trazas de un proceso, de modo que
se tenga
¡9 GE ‘2 ~ Vbs e Btraz(¡9) Bbs’ E Straz(Q) : bs « bs’
Entonces, en ausencia de divergencias, la semántica may+must sería equivalente * a la
semántica must, tal y como ocurría en el caso no temporizado.
tA nivel de la equivalencia inducida; no es así en lo referente al orden entre procesos.
hacia
.3
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Es interesante observar que en el caso temporizado la semántica may de nuestro len-
guaje no es una congruencia, como muestra el siguiente ‘a
Ejemplo 8.7.1 Consideremos los procesos
¡9=aO;STOPQbO;STOP y ‘2=aO;STOPirbO;STOP ‘a
Es fácil comprobar que ambos procesos son equivalentes bajo la semántica may; pero si ‘a
consideramos el proceso fi = cl; STO!’, resulta que los procesos ¡9110 fi y no serian
ya equivalentes, ni tampoco lo son los procesos ¡9 ir fi y ‘2ir fi. Para distinguirlos basta
.3considerar la prueba
1 = aO; STO!’ ir el; OK
comprobándose fácilmente que .3
¡9irfimayí, ¡9¡¡0fimayí, ‘2irfir$ayT y ‘2~0Rr$ayT ‘4
ir
Deberíamos entonces estudiar la mayor congruencia contenida en la semántica may, que en 4
el caso de que no haya divergencias, todo indica a pensar que es la propia semántica must
invertida (si consideramos no sólo la equivalencia sino también el orden entre procesos). ‘a
8.7.2 Restricciones ‘a
En el lenguaje que hemos considerado hemos asumido una seria de restricciones necesarias
para que las cosas funcionasen bien. Dichas restricciones consisten en: ‘a
• utilizar un dominio de tiempo discreto,
• utilizar un alfabeto finito de acciones y .3
• no determinismo acotado en la semántica operacional. ‘a
La mayor parte de las razones por las cuales hemos introducido dichas restricciones las
encontramos en la semántica denotacional. Así, podemos observar que en muchas de 4
las demostraciones hemos utilizado las mencionadas restricciones, las dos primeras ex-
plícitamente, y en lo que se refiere a la última hemos utilizado una consecuencia suya:
‘a
la compacidad temporal de los estados. El eliminar estas restricciones no obligaría a
complicar notablemente el modelo; en particular, todo indica a que para definir una la
semántica denotacionales sería necesario utilizar dominio no continuos. Hay diversos tra- ‘a
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denotacionales sobre dominios no completos, o tales que las funciones semánticas asociados
a los operadores no sean continuos.
Además de los citados problemas, si quisiéramos admitir un dominio de tiempo denso,
deberíamos complicar la definición de la noción de convergencia. El lenguaje presentado es
demasiado simple poder poner de manifiesto estos problemas, pero añadiendo otros opera-
dores, se pueden definir procesos que diverjan antes, justo en, o después de un determinado
instante:
• Supongamos que permitimos definiciones de procesos como la siguiente:
Zendn(it) = r(it/2) ; Zenón(it/2)
Este proceso describe perfectamente el argumento de Zenón de AIea sobre la flecha
que nunca llega a su destino. Entonces, el proceso ¡9 = Zendn(1) representaría un
proceso que diverge jusito antes del instante 1.
• Evidentemente, el proceso ‘2 = rl; DIV es un proceso que diverge justo en el instan-
te 1.
• Supongamos que tenemos un proceso del estilo
r(I) ; ¡9
donde 1 es un cierto intervalo abierto o cerrado. Este proceso elegiría de manera no
determinista un instante it del intervalo tras lo cual se transformaría en el proceso
rit ; ¡9. Para no vulnerar las reglas de la urgencia ello se podría hacer incorporando
la regla
w(I) ;¡9>—+uit;¡9 it EJ
Si consideráramos entonces el intervalo abierto 1 = (1,2], tenemos que entonces el
proceso
R= (1,2] ;DIV
diverge justo después del instante 1.
Tenemos además queestos tres procesos se podrían distinguir fácilmente mediante pruebas.
Para ello es necesario (y suficiente) modificar ligeramente la sintaxis de las pruebas de
manera que sea ahora OK una nueva acción en lugar de un proceso. Entonces la prueba OK
vendría dada por OKO; STO?. Entonces la condición que define el paso de una prueba sería
T —~-*. En toda esta argumentación, a pesar de la citada variante sintáctica, né hemos
una
.3
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introducido nada eztraño. De hecho inicialmente consideramos dicha vía como alternativa




‘2must T1 ‘2n#ist T2 4
fi must Tj fi must fE2
Con lo cual vemos que en efecto los tres procesos se pueden distinguir entre si. Si bien .3
nada de lo que hemos hecho lo podríamos hacer con la sintaxis original del lenguaje, sí se
trata de extensiones razonables, y de hecho un posible interés para trabajar con dominios
.3
de tiempo denso difícilmente quedaría justificado si no se introducen dichas extensiones
en la sintaxis del lenguaje. Así en particular los procesos que hemos introducido están
‘4
presentes en la sintaxis de las extensiones temporizadas de LOTOS.
8.7.3 Nuevos Operadores 4
La introducción de nuevos operadores razonables no debería causar, en principio, ningún
tipo de problemas, siempre y cuando respeten las características semánticas del lenguaje. ‘4
En concreto, en lo referente a la semántica de pruebas no debería haber ningún tipo de
problemas. La definición de las semántica denotacional, dependiendo del operador, podría .3
complicarse algo más. Sin embargo en lamayoría de los trabajos sobre álgebras de procesos
temporizadas se observa que los operadores adicionales que usualmente se consideran se
.3podrían definir en función de los operadores que tenemos definidos en este trabajo.
Existe sin embargo un operador, que aparece en las propuestas de las extensiones
temporizadas de LOTOS, que no conserva las propiedades exigidas. Se trata del operador .3
de prefijo mediante una acción interna con un intervalo de tiempo
‘T[iti,it2] ; p .3
La propuestas para TE-LOTOS que existen actualmente provocan que no todas las ac- 4
ciones ocultas sean ya urgentes, pues para el citado operador se tiene la regla
r[it1,it2];P~~L~*¡9 para it1 =it=it2 4
Todas las acciones ocultas que vienen de un ocultamiento siguen siendo urgentes, pero las
.3correspondientes al nuevo operador de prefijo no. Ello tiene consecuencias extrañas. En
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Ejemplo 8.7.2 Consideremos los procesos
¡9 = ‘40,5]; a[0,ocJ ; STO!’ y ‘2= a[0,oc] ; STO?
Bajo cualquiera de las nociones de bisimulación débil propuestas hasta el momento, ambos
procesos serian equivalentes. Sin embargo son fácilmente distinguibles mediante la prueba
1 — aO ; OK
ya que ¡9 nWst 1, pero ‘2must 1.
o
Otro efecto de la introducción de este operador (con la semántica operacional que se pro-
pone) es que el operador de ocultamiento no es congruente con respecto a la bisimulación
débil:
Ejemplo 8.7.3 Los procesos
‘40,5] ;a[0,oc] ;bO; STO!’ y a[0,oc] ; 60; STO?
son débilmente bisimilares bajo cualquiera de las nociones de bisimulación definidas hasta
la fecha, pero sin embargo ¡9 \ a y ‘2\a no lo son puesto que el primero tiene como
única posibilidad la de ejecutar la acción 6 en el instante O, mientras que el segundo puede
ejecutar la acción b en cualquier instante entre O y 5.
ir
Una posibilidad que existe para resolver este problema, consistiría en modificar la defini-
ción de la semántica operacional como se indica en [LdFN95], tomando
T[iti,t2jj;¡9>—4rt;¡9 para iti=it=it2
Esta solución conserva todas las propiedades originales del lenguaje, siempre y cuando nos
restrinjamos a un dominio de tiempo discreto, y el éxtremo superior del intervalo it2 no sea
infinito. Para solventar los problemas que causaría el hecho de que el extremo superior
fuese infinito, se podría añadir la regla
r[iti,oc] ; ¡9 >—* STO?
Nos parece ser que tras añadir esta regla se podrían reconstruir las demostraciones, de
modo que las cosas seguirían funcionando bien.
fuente....
.3
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8.7.4 Ampliaciones del lenguaje
En este apartado discutimos brevemente la posibilidad de introducir nuevas características 4
al lenguaje. Entre las características que se podrían añadir se cuentan las siguientes
• Introducir duración a las acciones. Esto parece fácil de hacer añadiendo una regla .3
para el prefijo del estilo
tú; ¡9 -* ‘nl(a); ¡9 .3
donde d(a) sería la duración de la acción a.
• Añadir al lenguaje características de paralelismo real, de manera que los procesos .3
aO;STOPII,zbO;STOP y (aO;bO;STOP)ir(bO;aO;STOP) .3
dejen de ser equivalentes. Un resumen de los modelos propuestos para dotar a un
.3
álgebra de procesos no temporizada con esta característica lo podemos encontrar
en [Lla93]. Otra alternativa no contemplada en este trabajo, la podemos encontrar
en [Hen92], en la que se divide la ejecución de cada acción entre su comienzo y su .3
terminación.
• Añadir al lenguaje elecciones probabilísticas y prioritarias. Las álgebra de proce- .3
sos probabilísticas han sido ampliamente estudiadas en los últimos años, existiendo
numerosas propuestas [Chr9O, G3590, NdFL9S, CdV96]. Un trabajo introductorio ‘4
cara a definir una semántica de pruebas en una álgebra de procesos con tiempoy probabidades es [0re95]. En dicho modelo el tiempo ha sido introducido como
.3
en [NS94, HR95].
También podemos encontrar en la literatura numerosos trabajos acerca de elecciones
.3prioritarias, pudiendo citar [SS9O,CH9O, CW95]. Relacionando tiempo y priorida-
des, en [JefU2],se comenta que, trabajando bajo una semántica de bisimulación,el
.3
tiempo se puede tepresentar como un factor de prioridad.
Relacionando los tres temas, tiempo, probabilidades y prioridades, aunque el resul-
tado no lo considerarnos suficientemente satisfactorio, nos encontramos con [Low93], .3









En este apéndice están desarrolladas en su las demostraciones que hemos ido dejando
pendientes a lo largo del trabajo.
A.1 Demostraciones del Capítulo 3
Demostración de ¿a proposición 3.6.2~
La computación ¡9 =~=~ P~ se puede deducir en un número finito de pasos, pongamos ti.
Análogamente la computación fE Ti se deducirá en ni pasos. La demostraéión se
hace entonces por inducción sobre m + ti.
m+n=O Entalcasosetiene¡91 =¡9yTí T.
m + n > O Distinguiremos varios subcasos según sea la forma de la primera transición de
las computaciones generando ambas b-trazas.
• ~ ~ ~ bs’~ P~. Entonces por hipótesis de inducción tenemos que hay una
computación desde ¡9’ 1 fE hasta ¡911 fE1. También sabemos que ¡9 1 fE F—* ¡9’ j fE,
por lo que hay una transición desde ¡9 fE hasta ¡911 fE1.
• ~ >~ ~ bs fE1. Este caso es totalmente simétrico al anterior
• p rl bsl ¡9k, idle(T) =it y stb(fE). En este caso tenemos
bs~ ~ e y bs’ = (TA(P) 1 it,it) U 64
Puesto que stb(fE) e idIe(fE) =it, obtenemos
bs = (TA(fE) 1 it, it) U bs1 para bs1 = (A1 — it)aí (it1 — it)... A~a~it~
El Principito,
‘a
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Puesto que A1 fl A~ = 0 tenemos TA(¡9) 1 it fl TA(T) it = 0, y por tanto
¡91 fE F—* ¡9’ Upd(¡9,it) ‘a
Ahora por el lema 3.6.1, tenemos que ‘a
bs1 _______
Upd(fE,it)==*fEí y r bsl
Las dos b-trazas obtenidas bs~ y bsl cumplen las condiciones del enunciado, por ‘a
lo que podemos aplicar la hipótesis de inducción a ¡9’ y Upd(T, it) obteniendo ‘a
una computación desde ¡9’ 1 Upd(fE, it) hasta Pi 1 fE1 que genera una transición
desde ¡91 fE hasta ¡911 fE1.
3rl bsi ~ = it y ¡9 >/—*. Este caso es totalmente• fE ...~ ~ fE1, :ALIDN AI~iDN
simétrico al anterior.
• ¡9 AL~ ¡9’ y fE al: fE’. Puesto que A1 fl Ai =0 tenemos que la transición ‘a
¡9 ¡ fE —~--* ¡9’ ¡ fE’ es posible, lo que inmediatamente nos conduce al resultado
deseado aplicando inducción. ‘a
ir
Demostración de la proposición S.6.3. ‘a
Aplicando la proposición 3.4.5 obtenemos la computación ‘a
P=¡9o>~~**¡9¿ ‘ ¡9í >~4* rif 14...
que genera el estado A. Puesto que nd(A) =d existe un ¿ verificando ‘a
A 4’ Zit§> A ~ <z <1: pi .~. 3
Supongamos que la computación desde T hasta fE,, tiene una longitud it, y la de ¡9 hasta ‘a
¡9¿ tiene una longitud p. Demostraremos entonces que hay una computación desde ¡9 ¡ fE
hasta ¡9,,, ¡ T,,, por inducción sobre it + p.
t + p = O En este caso se tiene que ¡9i = ¡9 y fE1 = fE.
t + p > O Distinguiremos varios subcasos, según sea el primer paso de las respectivas ‘a
computaciones en juego
• ¡9 >—* ¡9’. Tenemos que ¡9 ¡ fE >—4 ¡9’ fE, por lo que se obtiene el resultado ‘a





• 71 >—.* fE’. Al igual que en el caso anterior podríamos aplicar de forma inme-
diata de la hipótesis de inducción.
• ¡9 —~-* ¡9’, idle(fE) > idle(¡9) = it y stb(fE). Como A fl TA(fE) it = 0, tenemos
TA(¡9)litnTA(fE)i it=0
y por tanto
¡91 fE F-* ¡9’ 1 Upd(fE,it)
Entonces para obtener el resultado deseado basta aplicar la hipótesis de induc-
ción.
• fE —~-* 71’, ¡dle(¡9) =idle(T) = it y stb(¡9). Este caso es simétrico al anterior.
ir
Demostración del teorema 8.6.5.
A lo largo de esta demostración usaremos el orden lexicográfico sobre IN x IN dado por:
(ni, n2) =(ni1, ni2) ~‘ (ni < ni1 y (n1 = ni1 A n2 =ni2))
Supongamos que ¡9 must fE, para demostrar que ‘2 must fE consideremos una computación
cualquiera de ‘21 fE,
QlfE=’2íIfEí~-*QIfE2~-*~QkIfEk-*’2k~víIfEk+í”
Hay que demostrar que la misma tiene éxito. Podemos descomponer dicha computación
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Puesto que a lo largo de la computación, la prueba y el proceso evolucionan de forma
sincronizada, el instante en el que se realice cada acción a~ en el proceso y en la prueba 4
ha de ser el mismo. Por tanto so notamos a dicho instante por itt, se ha de verificar que
para todo k> 1 _ .3
¿=1 i=1
Fijado k> 1 obtenemos entonces una b-traza de’2 ‘4
nL ¡ i—1
bs~~ — A~aitiA%2it2... A?a,,it,,siendoA? = ~ (TA(Q1)1 it~¼+Z
.3
<jiy, análogamente, otra b-traza de fE i—1
— ATaiitiATa2it2... ATa,,it,,conAT = ú ((lAGr¿’i) 1 it7~’) +
T puesto que la computación es posible, ha de suceder además que los procesos ‘2’~ y las
pruebas fE’s no pueden sincronizar en cada ocasión acciones correspondientes a instantes
.3
anteriores a los it~’s. Es decir, para todo ¿ se tendrá
A?nAT=o 4
Puesto que ‘2=~~’ ‘2kl, tomando como A~ un estado cualquiera de ‘2,,i, tendremos
= bs’~ . A’~ e Barb(’2) ‘4
Entonces, como quiera que Barb(¡9) « Barb(’2), existirá b~ = 6)’ . A” e Barb(¡9) tal que ‘4
b~ «6~. Existe entonces un proceso ¡9’ tal que
¡9 ~ ¡9’ con A” E A(¡9’) 4
Supongamos ahora que la longitudde la b-traza ba” es estrictamente menor que la longitud
de la b-traza bsQ, es decir que se tiene .3
bs” = Aga1it1A~’a2it2 ... Araritr con r < k 4
Puesto que b” «6~, tenemos A? GE A? para cada i tal que 1 <i <r; además, tomando
itfl1 = nd(A”), se verifica 4
t~i~1 =it?+1 y TAct(A”) ~ Ar+i
Ya que A? GE A’? y A?flAT = 0, en virtud de la proposición 3.6.2 existirá una computación .3





hasta ¡9” ¡ fE” para ciertos ¡9” y fE” con ¡9” 4. Además, todas las pruebas que aparecen en
dicha computación se encuentran entre las originales. Puesto que ¡9 must fE, habrá alguna
de dichas pruebas que concede el visto bueno inmediato, y por tanto la computación
original tiene éxito. Con lo cual podremos suponer en cada caso sucesivo que la longitud
de la b-traza bs” es la misma que la de la b-traza b8Q, y por tanto razonando como antes,
por aplicación la proposición 3.6.2 existirá una una computación desde ¡9 1 fE hasta el
correspondiente ¡9’ 1 fE,,~.
Entonces, dependiendo de la forma de la computación de ‘2, podemos distinguir los
siguientes casos:
• Existe (k, i) E IN < IN de forma que ‘2¡<~ 4. Tomemos entonces el primer par que lo
cumple. Sin pérdida de generalidad pod¿mos suponer que ninguna prueba anterior
a 71,,, da el visto bueno, pues en caso contrario podríamos concluir inmediatamente.
habríamos acabado. Consideramos entonces el estado
= {s-2it~} u U ((TA(’2~ 1 it~) + titO
donde t~ = ~ t~. Tenemos que A
0 E A(Q,,I), y como quiera que ¡9 « ‘2,
existe una barba frs” A” C Barb(¡9) tal que bs” A” «6s0 . AQ Repitiendo el
razonamiento de antes tenemos que Ion(bs”) = lon(bs0), con lo que bs~ «b
5~ y
A” «A
0. Existe entonces un proceso P,,i
bs~ y
por lo tanto tenemos que existe una computación desde ¡9¡fE hasta ¡9kl 1 fE,,
1. Por la
proposición 3.6.3, para cada ¿ tal que nd(A”) > Z.~L1 itt, existe ¡9~¿ tal que hay una
computación desde ¡9,,, I~~i hasta ¡9~¡ IfE~z~ Si existe un con nd(A”) > ti’, it~’j tal
que fE~¿ ~ puesto que nd(AQ) =nd(A”), se tiene que la computación de ‘212’ tiene
éxito. Supongamos por tanto que ningún T,,~ con nd(A”) < ~, it~ cumple que
T¡~,¿ —~-*. Si el número de pruebas que cumple dicha condición es finito encontramos
fácilmente una computación sin éxito de ¡9 ¡ fE, lo cual contradice la hipótesis. Si
por el contrario, el cantidad de pruebas que cumple la condición es infinita, por
aplicación de la proposición 3.2.5 y el lema de Kónig, encontramos una computación
infinita sin éxito de ~ ¡ fE,,, por lo que tendríamos ¡9 m,fist 71, en contradicción con
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• Para todo par (k, i) E IN x IN se cumple que ~ 15, siendo la computación finita.
Consideremos el último proceso ~ que aparece en la computación. Podemos supo -4
ner sin pérdida de generalidad que ninguna prueba anterior a T,,i da el visto bueno,pues si no fuera así ya habríamos concluido. Consideremos el estado ‘4
U—’ ¡
AQ=U ((TAQ2y it2)+Zit%1
g=1 \ 1=1 1
.3
Al igual que antes, puesto que ¡9 « ‘2, existen un proceso ~H, una b-traza bs” y
un estado A” tales que ‘4
¡9 =~4=> ¡9u, bs~ «b5Q, A” E ..4(¡9,,~) y A” «A
0 ‘a
itTPor la proposición 3.6.3 para cada fE,,, tal que nd(A”) > kj’ existe ¡9~¿ tal que
hay una computación desde ¡9,,i ¡ 71,,, hasta ¡9~¿ ¡ fE,,,. Y al igual que en el apartado
.3
anterior concluimos que ha que haber una prueba fE,,, tal que 71,,, —~-*.
• Para todo par 9v, i) E IN x IN se cumple que Q,,~ 4 siendo la computación infinita. ‘4
En este caso hay dos posibilidades:
Existe un k E IN de manera que la computación infinita no realiza ninguna .3
acción visible después de ejecutar a,,.,it,,
1. En consecuencia una computación
infinita rt~ ‘4
Q~i >—0 ‘2,,, ‘2k2 >~~** ‘2,,2 > ...
‘2~i >—*~ ‘2t1 -±14 ... 4
Sin pérdida de generalidad podemos suponer que ninguna pruebaanterior a 71,,,





0 = VN ((TA(’2~ 1 itt) + ‘4
Al igual que razonamos anteriormente, puesto que ¡9 « ‘2, existirán un proceso
.3
una b-traza 6)’ y un estado A” tales que
¡9=~4¡9~i, bs”«bs0, A”EA(¡9,a) y A”«A0 .3
Por la proposición 3.6.3 para cada 71,,, tal que nd(A”) > __ t¡, existe ¡9~¿
.3tal que hay una computación desde ¡9¡,~ 1 71,,, hasta ~ 1 71,,,. Y al igual que en





— La última posibilidad es que exista una secuencia infinita de b-trazas
6c0 — A0aiitiA%2it2... A?a,,it,, E Btraz(Q), k E
En tal caso, como vimos antes, para cada k E IN existirán ¡9,, y una b-traza 64’
tales que
¡9,, y bs: «A?aiitiA%2it2... A?a,,it,,
Entonces en virtud de la proposición 3.6.2, hay una computación desde ¡9 1 fE
hasta ¡9~
71ki~ Si existe un par (k,i) c IN x IN tal que fEki —~~--*, entonces
tenemos que la computación de ‘2 ¡ 71 también tiene éxito. Por el contrario,
01<
si ningún I%~ —4, por la proposición 3.2.5 y el lema de Kénig, existe una
computación infinita de ¡9 fE sin éxito, por lo que ¡9 mfist fE, lo que contradice
nuestra hipótesis.
Puesto que, en todos los casos hemos concluido que la computación de ‘21 fE tiené éxito,
queda probado que ‘2must fE
¡ o
Demostración de la proposición 8.6.11.
Hemos de probar que ¡9 must fE; para ello hemos de demostrar que cualquier computación
de ¡91v es de éxito. Siendo 6 = Aiaiiti ... A~a~it~A, haremos la demostración por inducción
sobre n, la longitud de b.
n = O En este tal tenemos que 6 = A y fE es de la forma:
fE=[A’1.OKirI rit;Ol< sit=nd(A)<oo
STOP en otro caso
Cualquier computación de ¡9 1 fE proviene de una computación de ¡9
C12
Si alguno de los eventos que aparecen es un evento visible, necesariamente tiene
que sincronizar con la prueba, y entonces ésta dará el visto bueno y por tanto
tendremos una computación con éxito. Podemos suponer entonces que todos los
eventos corresponden a acciones ocultas. Distinguiremos dos casos
• Existen k E IN y un proceso ¡9’ tales que ~ .LS.14 ¡9’ y ¡9’ 4. Supongamos
que k es el primer entero que cumple esa condición, tomemos el estado A
1 de ¡9
A1 = {flit~} u ~ ((TA(fl’) 1 it~) + it)
i= 1
.3
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donde P = >2I1 t~ para 1 <i < k. De nuevo distinguiremos dos subcasos:
1. Existe a1it1 E A’flA1. Tomaremos a1it1 de manera que it1 sea mínimo. Exis -.3
tirá entonces .PJ tal que a1 (it1 — ti) E TACI?j) 1 ita, y por tanto la tendremos
la computación ‘4
¡9¡T ‘< ¡9 71 —* ¡92 1 Upd(fE, it2)......¾lUpd(71,iti)k+*1JflUpd(fE,itip..+1’I~IOl< 4
por lo que la computación original tiene éxito.
2. A
1 fl A’ = 0. En este caso tenemos que nd(A) > t y por tanto it~ > it. ‘4
Ha de existir entonces un entero j con 1 =j < k tal que t~ = it pero
iti~
1 > it. Podemos entonces construir una computación desde ¡9 ¡ 71 hasta 4
rl1 Upd(71, ti). Tenemos que fE —* OK, y puesto que i9 <tse obtiene
Upd(fE,it’) 7(11)0K ‘4
Como iti~1 > it, tenemos que itj > it~iti, y por tanto se tiene necesariamente
.3
.¿%¡ Upd(fE,t1) ~—*Upd(.PJ,it—it’) ¡OK
y por tanto obtenemos de nuevo una computación de éxito. ‘4
• Supongamos que para todo k > 1 y todo ¡9’ tal que ¡9,,~ ¡9’ verifica
¡9’ 4. Tenemos entonces una computación ‘4
Como antes tomamos ti = z~ itj. La computación puede ser finita (en cuyo ‘4
caso notaremos por ¡9~ su último proceso), o bien infinita. En cualquier caso
.3dará lugar a un estado A
1, cumpliéndose
n—1
A1 = TA(¡9~) u U ((TA?~) 1 t~) + it2) A1 = U ((TA(14) 1 it~) + it2) ‘4i1 iElN
Si el cómputo es finito Si el cómputo es infinito
Si existiese ait E A
1 flA’, se puede razonar como en la primera parte del apartado .3
anterior, para concluir que ¡9 must fE. Supongamos entonces que A1 fl A = 0;
se tiene entonces que nd(A) = ~, y ahora podemos razonar como en el segundo .3
caso del apartado anterior, para concluir que ¡9 must fE.
Puesto que en cualquier caso obtenemos que la computación de ¡9 71, que es una ‘4




n> O Sea 6 = Aat . 6’. Tomaremos entonces
A= {A’
A’ ER y nd(A) <it, o
A’ait . 6’ E B y A’ ~ A
1~~= {bj¡A~at.b~EByAGA}
fE= ([A1] ;OK)lD(ait;fEi)Q(rt;OK)
donde la prueba fEi y el conjunto A1 ~ TAcit verifican:
• si B1 = 0 entonces fEi = STOP, y en caso contrario fE1 es una prueba bien
formada con respecto a B1 y 6’,
• A1 flA’ !=0para todo A’ EA.
Consideremos el conjunto de procesos
Q={Q~¡9=4~*&2, A’CA}
Si Q no fuera finito, por la propiedad 3.2.5 y el lema de Kónig, podríamos encontrar
un estado A’ E .<4(¡9) tal que nd(A’) =it y A’ 1 it GE A~ con lo que A’ « 6 que estaría
en contradicción con nuestra hipótesis de partida. Por tanto el conjunto Q es finito,
y en caso de que ‘2!=0 podemos considerar el proceso
¡9~= fl’2
OC O
obteniendo Barb(¡9i) = E1. Por hipótesis de inducción ¡9~ must fE1, y





Cualquier computación de ¡9 1 71, viene de una computación de ¡9 y otra de fE.
Fijémonos en la de ¡9:
}
Tomemos it~ = Z72~ it~. Podemos distinguir los siguientes casos:
.3
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• Existe k tal que e~it~ = a’t’ con a’(t’+ it”) E A1. Si esto es así ha sido así tenido
que suceder con la complicidad de la prueba ‘4
Upd(T,it~) 2t~ OK
que nos ha llevado por tanto a una computación con éxito. .3
• Existe k tal que e~t~ = a(t — ti). Consideramos el conjunto de acciones
.3k
A’ = U((TA(14) 1 itt) + it2)
Supongamos que a’it’ E A’ n A
1. Tenemos entonces que existe un proceso .3
tal que a’(it’ — ti) E TA(14) 1 it~. En consecuencia fE .~-24 OK y por tanto
‘4a(l’—l’)Upd(T, it2) —* OK. Puesto que it’ — V < it~ tenemos que ¡9~ tendría quehaber sincronizado con Upd(fE, iti) que habría producido una computación con
éxito, y por tanto la transición ¡9,~ O(Iík) no es posible. .3
Podemos suponer por tanto que A’ fl A
1 = 0, de modo que A’ § A. Tenemospues que ¡9 =~4~~’ ¡9,,÷i,y por tanto ¡9~+í E Q. En consecuencia la computa -.3
ción de ¡91v nos ha llevado hasta ¡9,,±’¡fEí, y entonces, puesto que ¡9~+í must fE1,
tenemos que la computación es una computación de éxito. ‘4
• Existe k tal que el = ‘r para todo ¿ < k y ¡9,, ft. Entonces la computación da
lugar al estado k—1 ‘4
A’ = {í~it”} u U ((TA(14) 1 t~) + it2)
Si it” <it existe a’t’ E A n Aj; tomex&?s en particular al que corresponda al ms- .3
tante de tiempo menor. Entonces existe 1 <i < k tal que a’(t’ — it’) E TA(1’~’).
Tenemos que la computación va desde ¡9 1 fE hasta 14 1 Upd(71, tfl, y en conse- ‘4
cuencia el proceso y la prueba han de sincronizar en la acción a’(it’ — ji), con
lo cual la transición 14 —.~--> ¡9j~ no sería posible, llegándose a una contradic- ‘4
cion. Por tanto, podemos suponer que it~ > it. Existe entonces un proceso 14
tal que it’ =it y t~~1 > it. Tenemos que la computación de ¡9 71 nos lleva hasta
.314 1 Upd(fE, it’); existe entonces 71’ tal que
fE~J14fE½fi!5~> ‘4
de modo que tendremos Upd (fE, it’) tI’) fE’, y puesto que t~ > it—it’, tenemos





que nos conduce a una computación de éxito.
• Para todo k> 1 se verifica ¡9,, 4 y e~ = ‘r. O bien la computación es finita, en
cuyo caso tomamos como ¡9~ su último proceso, o bien es infinita. En ambos
casos se genera un estado A’, con
n—1
A’ = TA(14’~) u U ((TA(¡9~) 1 it~) + itt) A’ = U ((TA(P~) 1 t~) + i9)
t1 iCIN
Si el cómputo es finito Si el cómputo es infinito
Puesto que nd(A’) = ~, se ha de cumplir alguna de las condiciones siguientes:
— Existe algún a’t’ E A’ fl A
1. Tomamos éntonces el que correspónda a
un instante de tiempo menor. Existe entonces j tal que a(t’ —I it~) c
TA(14) 1 t~. En consecuencia la computación conjunta de la prueba y el
proceso nos lleva hasta ¡941 Upd(71, 0). Puesto que 71 —~—* OK tenemos
a(l—t’)
que U pci (fE, iti) OK. Por tanto, la prueba y el proceso tendrían que
sincronizar en la acción a’(it’ ~iti), de modo que la transición Pj ~
no sería posible, lo cual nos lleva a una contradicción
— ait E A’. Usando el mismo razonamiento que antes llegamos también a una
contradicción.
— Por tanto, el único caso que queda como posible es el correspondiente a que
ait ~A’ y A’ n A1 = 0. Puesto que estamos suponiendo que ¡9~ 4 para todo
rljk, existirá j C IN tal que t’ < it y si P~ —÷ entonces t~~1 > it. Tenemos
que la computación de ¡9 fE nos lleva hasta ¡9i 1 Upd(fE, ti). Puesto que
existe fE’ tal que
OX
r(i—lJ)
tenemos Upd(fE, ti) —* 71’, y como quiera que it~~1 = P + it~ > t,
tenemos it— it~ > itj, con lo que
r(t—li)
.Pj 1 Upd(T,it’) —* Upd(~,it—it3) ¡71’
de donde se deduce que la computación de ¡9 1 fE tiene éxito.
Puesto que en cualquier caso hemos obtenido una computación de éxito, tenemos
que ¡9 must 71.
ir
‘.3
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A.2 Demostraciones del Capítulo 4
Demostración de tos lemas 4.2.13 y 4.2.15. ‘4
La demostración en cada caso es prácticamente igual a las de las proposiciones 6.1.11
y 6.1.13 respectivamente. Y esto es así, porque en particular si stb(¡9) y stb(’2) tenemos ‘4
TA(¡9 llo’2) = TA(¡9 ir’2) = TA(¡9) U TA(¡9)
ir ‘4
Demostración de la proposición *2.17.
Haremos la demostración por inducción sobre la longitud de la deducción de la transición
.3
generalizada ¡9 ir’2 ~
Caso base Si la longitud de la deducción es 1 tenemos que ¡9 ir’2 =~t ¡9 ir’2, y por tanto ‘4
no habría nada que probar.
Caso inductivo Aquí tenemos varias posibilidades: ‘4
• ¡9 ir’2 >—* fi. En tal caso o bien ¡9 >—* ¡9’ y fi = ¡9’ ir’2, o bien’2 >—*‘2’y fi = ¡9 ir fi’. En ambos casos obtenemos el resultado aplicando la hipótesis ‘4
de inducción.
• ==~>fi. r1Á~rAlnn\1sL~n 1
¡9irQ ~A14~ bs EJnta1cason—un~rirt~J¡Lyouienr —~-*fi,obxen ‘4
‘2 ——-* fi’. Supongamos que se da el primer caso. Tenemos entonces idle(’2) =ity stb(’2), y por tanto todo estado A2 E .A(’2) verifica TA(’2) 1 it = A2 1 it. ‘4
Tomando entonces A1 = TA(¡9) 1 it, obtenemos que ¡9 A1albs ¡9’ con lo que
queda solventado este caso.
• ¡9 ir’2 ~ fi’ y fi’ A’a(l—t’)bs fi. En este caso tenemos ‘4
A = (TA(¡9 ir ‘2)1 it’) u (A’ + it’) ‘4
Por otra parte tenemos dos casos posibles:
P XL> ¡9’, idle(’2) =it, stb(’2) y fi’ = ¡9’ ir Upd(’2, it’) 4
ó
‘2 —~—~ ‘2’, idIe(¡9) =it, stb(¡9) y fi’ = Upd(¡9, it’) ir’2’
.3
Supongamos que se da el el primer caso; el segundo sería simétrico. Por hipótesis
de inducción, existen una b-traza Ala(t — it’) . bs y un estado A~ de manera que






— ~ k~U—~’).~B. R y Af~ E .A(Upd(’2, it’)).
— ‘2 Ai6Q~i/>~bS: fi y A E A(¡9’).
En ambos casos, tomando
A1 = (TA(’2) 1 it’) U (Al + it’) y A2 = (TA(¡9) 1 it’) U (A + it’)
se llega a la conclusión deseada.
ir
Demostración de la proposición 4.2.18.
Demostraremos que se verifica la primera propiedad; la segunda es totalmente simétrica.
Puesto que A0 c .A(’2) existe una computación de’2
* ~ rlí ~ 712




• it =t’ y si Q~ —*, tenemos entonces it < ~
Por otro lado tenemos que existe fi’ de manera que ¡9 =
4~$~ fi’ =~ R. Supongamos
que la deducción de ¡9 =4t.~~ fi’ tiene una longitud de k etapas, y sea 1 la longitud de la
computación desde ‘2 hasta ‘2~. Demostraremos la existencia del conjunto A GE TAct tal
que ¡9 QQ ~ fi’ por inducción sobre k + 1. Una vez ello demostrado, el enunciado se
sigue inmediatamente.
Caso Base. Puesto que k =1 y 1 < 1 tenemos ‘2 = ‘2 y ¡9 ~=+ fi. En consecuencia se
verifica:
• Ap = TA(¡9) 1 it,
• puesto que ‘2 es estable, convergente e idle(’2) =it, cualquier estado A
0 de ‘2
verifica TA(’2) 1 it = A0 1 it.
Tenemos entonces ¡9 C’2 ~=.* fi’, y por tanto tenemos ¡9 ~‘2 =4&~. R’ donde
A = TA(¡9 ir ‘2)1 it. Para concluir basta observar que
A=TA(¡9O’2)1 it=(TA(¡9)lit)u(TA(Q)1 it) ApU(A01 it)
‘4
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Caso Inductivo Tenemos las siguientes posibilidades:
• ¡9 ¡9’. En este caso tenemos que P~ Apal fi’, y entonces aplicando la .3
hipótesis de inducción existe A C Ap U (A0 1 it) tal que ¡9’ ir’2 Aal~ fi’ y por
tanto tenemos que ¡9 ir’2 4~ fi’. ‘4
• ‘2 >—~ ‘2’, caso simétrico al anterior.
• ~ s¾¡9’, stb(’2) e idle(’2) > it’. En tal caso existe Ap GE TAct tal que ‘4
¡9, <4)2611) fi y Ap=(TA(¡9)lit’)U(A’<p+it’) ‘a
Puesto que ‘24, existe A%, e .4(Upd(’2, it’)) de manera que
A0 = (TA(’2) it’) u (A~ + it’) ‘4
Entonces por hipótesis de inducción tenemos que existe A’ GE TAct tal que
A’CA’~U(A~1 (it—it’)) y A’a(t—l’) .3
Entonces tomando A = (TA(¡9ir’2)1 it’)U(A’+ it’) tenemos que ¡9ir’2 ~ ~ ‘4
Para concluir basta observar que A GE A~ u (A0 it).
• ‘2 ¶S>’2’ stb(¡9) e idle(¡9) =it’. En este caso existe A~ E .A(’2’) tal que ‘4
A0 = A1 u (A~ + ití), siendo A1 = TA(’2) 1 it’. Por otro lado, existe un conjunto
de acciones temporizadas A, verificando ‘4
Upd(¡9, it’) 44~, fi’ y Ap = (TA(¡9) it’) U (A’p + it’)
Aplicando la hipótesis de inducción existe A’ GE A, u (A~ 1 (it — it’)) tal que ‘4
Upd(¡9,iti)ir’2’ A’at ‘4
Tomamos entonces A = (TA(¡9 ir’2)1 ti) U (A’ + iti) y tenemos
~ir’2 A4 Upd(¡9,it’)ir’2’ <46(1 1) ‘4
de modo que tenemos ¡9 ir’2 4~ fi’, y por otra parte se cumple A G A~ U .3
(A0 1 it), lo que nos permite concluir la demostración.
‘4
Demostración del teorema 4.2.19.






b = A. Por la definición semántica del operador existen entonces A1 E B1 y A2 E B2 tales
que A = A1 Li0 A2. Puesto que Barb(1’i) «B1 existirá un estado A~ E A(¡9) tal que
A~ «A1, y razonando análogamente para A2 obtenemos un estado A0 E ..4(’2) tal
que A0 «A2. Aplicando la proposición 4.2.16 obtenemos un estado A’ E .4(¡9 QQ)
tal que A’ «Ap Li0 A0. Por lo que tenemos
A’ «Ap Ue A0 «A1 Li0 A2 = A
b = Aat . b’. Existen entonces un conjunto de acciones temporizadas A1 y un estado
A2 con ¡id(A2) > it, tales que A = A1 Li A2 1 it cumpliéndose una de las siguientes
aserciones
• A1aitb’ E B1 y A2 E B2
• A1aitb’ E ~2 y A2 EB1
Puesto que ambas aserciones son simétricas la una de la otra, supondremos 4ue se
presenta la primera de ellas. Puesto que <82 « Barb(Q) existe un estado A9 tal que
Aq «A2, y existe una barba br E Barb(¡9) tal que br «6. Tomamos entonces una
barba b~ escogida como se indica a continuación, distinguiendo casos según sean
y A9:
• Si bp es un estado, Ap entonces por aplicación de la proposición 4.2.14 existe
un estado A’ E A(¡9Q’2) tal que A’ «AplJ2 A9. Tomamos en tal caso bi = A’.
• Si bp = Alait . b” y nd(Aq) =it entonces por el lema 3.5.2 existe un estado
Ap E A(¡9) tal que A~ 1 it ~ Al. Al igual que en el caso anterior concluimos
que existe A’ E A(¡9 QQ) tal que A’ « A~ U0 A0. Y de nuevo en este caso
tomamos bí = A’.
• Supongamos finalmente que br = Alait . 6” y ¡id(A9) > it. Existirán entonces
un estado A”, una b-traza bs” y un proceso fi tales que
b”=bs” A”, ¡9=~É4=~=R y A”E.,4(fi)
Entonces por la proposición 4.2.18 existe un conjunto de acciones temporizadas
A’ tal que
A’al bs”A’GEAIUAo1it y ¡9ir’2==á=~fi
Tomamos entonces bí = A’ait b” E Barb(¡9 QQ).
Obsérvese que en todos los casos tenemos que 6i «6.
.3
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Tomemos ahora 6 E Barb(¡9 irQ), y buscaremos b~ E B~0~¡Iir](flí, B2) tal que b~ «6.
Dependiendo de la forma de 6 tenemos dos posibilidades: 4
b = A. Ehtonces por aplicación de la proposición 4.2.14 tenemos que existen dos estados
Ap E Barb(¡9) y A0 E Barb(Q) tales que .3
A~L]0A0«A
Puesto que B1 « Barb(¡9) y B2 «Barb(’2) existen estados A1 E <8í y A2 E <82 tales .3
que A1 «Am y A2 «A0. Tomamos entonces A’ = A1 Li0 A2 y tenemos
A’=A11J0A2«ApL0Aq«A .3
b = Aat . b’. Puesto que 6 E Barb(¡9 ir’2) existirán un estado A’, una b-traza bs’ y un .3
proceso fi tales que
b’=6s’~A’, ¡9ir’2~
4~R y A’CA(fi) ‘4
En virtud de la proposición 4.2.17 existen un conjunto de acciones temporizadas A
1
y un estado A2 tales que se da una de las siguientes aserciones: .3
• A2 E ~.4(’2)y ¡9 fi o bien .3
• A2EA(¡9)y’2====~fi.
Puesto que las dos posibilidades son simétricas la una de la otra, supondremos que
‘4es cierta la primera. Por lo tanto Aiait’ 6’ E Barb(¡9), y puesto que D~ « Barb(P)y B2 « Barb(’2) existen un estado A E <82 y una barba 61 E B~ tales que A~ «
.3A1 y 61 « Aiait . 6’. Tomamos entonces una barba bi elegida como sigue:
• Si 61 es un estado Al tomamos b~ = Al LJ~ A~.
.3• 61 = Alat . b” y nd(A~) =it. Puesto que <8 es consistente existirá un estado
A~ E B~ tal que Al = A? it; tomaremos entonces b~ A7 Li0 A. .3
• Si 61 = Alait 6” y nd(A~) > it tomamos b~ = (Al U A~ 1 it)at. 6”.
En todos los casos tenemos que b~ E B~0~I[ir](Bi, <82) y b~ « 6. .3
ir
Demostración de la proposición 4.4.18. Oontinuidad mediante prefijo de acciones internas. .3
Para demostrar la continuidad basta probar ‘4




Veamos cada una de las inclusiones
w
Tomemos b = 6s . A E lub{Bconfrt](Bi) u E ]N}. Hay dos posibilidades:
• nd(A) < oc. En este caso tenemos que para todo k E IN existe 1 > k tal que
bs~A E )3cO~ILTit;1l (<8¡). Existe entonces bs’~A’ E B¿ tal que bs~A = (bs’.A’)+t.
Por lo tanto bs’ . A’ E Iub(B), y entonces bs . A E Bco~I[rit;](lub(B)).
• nd(A) = oc. En este caso tenemos que para cada ito E T existen ¿ E IN y un
estado A1 tales que bs . A¿ E B~0~Irit;](B,) y A1 lito = A lito. Tenemos dos
posibilidades:
— 6s = e tenemos entonces que existe A~ E B~ tal que A1 = A~ + it, por lo que
A > it. Tomamos entonces A’ = A — it y tenemos que A’ E lub(B), por lo
que A E Bcon([rit;]Rlub(B)).
— bs = A1a1it1 . bs1, tomamos bs’ = (A1 — it)aí (ití — it) . bsí y tenemos que
bs’ . A1 E Bu Por tanto bs’ A E lub(B) y en consecuencia
bs A = (bs’ . A) + it E Bc0,4rit;1I(lub(B))
w
Tomemos ahora bs~A E Bconi[rit;I(lub(LI). Existe entonces una barba bs’•A’ E lub(B)
tal que bs . A = (bs’ . A’) + it. Tenemos de nuevo dos posibilidades:
• nd(A’) <oc. Entonces para cada k E IN existe 1 > k tal que bs’ . A’ E B~. Por
tanto bs . A E <8¡, y en consecuencia
bs . A E Iub{B~0~j[rt;1I(B~) u E ]N}
• nd(A’) = oc. Tenemos dos posibilidades
— bs’ = e. Tenemos entonces que A = A’ + it y bs = e. En consecuencia para
cada ito E ‘T existe A E B~ tal que A’ it0 = A it0. Tomamos entonces
A1 A + it E Bc~,nErit;~(Bí) de modo que se tiene
A = A’ + it E lub{B~0~¡frit;](Bi) u E IN}
— bs’ = A1aí . bsi. Entonces bs = (Ai + it)a(ti + it) . bsl. de modo que fijado
it0 E Texiste un estado A1 tal que bs’A¿ ES,, nd(A¿) =ito y Al ito =:Aílito,
y por lo tanto
bs . A1 = (bs’ . A1) + it E BCOnE7’it;](BI)
si
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si
Puesto que ello lo hemos hecho para un ito E Y arbitrario, concluimos
bs . A E lub{Bcon[i-it;](Bi) ¡ i E IN} ‘a
ir ‘a
Demostración de la proposición 4.4.15. Oontinuidad del operador prefijo mediante una
acczon visible. 3
Para simplificar la notación tomaremos los conjuntos
5 = BconEait;]I(lub(B)) y 5’ = Iub({Bco~Iait;~(S~) ¡ ~ E ]N}) ‘a
Para demostrar la continuidad de este operador probar 5 = 5’. ‘a
GE 13
Sea 6 = bsA E B’. Si bs = c, puesto {ait} es el único estado después de la traza vacía ‘a
que hay en cada uno de los conjuntos B~, tenemos que forzosamente A = {ait}. Dado
que {atl E 5, este caso estaría concluido. Supongamos ahora que bs # e; puesto que
si
toda b-traza no vacía de cada uno de los Sí empieza con 0at, tenemos que existirá
una b-traza bsi tal que bs 0ait bs~. Tenemos entonces dos posibilidades: ‘a
• ¡id(A) .c oc. En tal caso para cada k E IN existe 1 > k de modo que
bs . A E BconEaitlj(Sí). En consecuencia tendremos que bs~ . A E lub(B), y por a
tanto bs . A E 5.
• ncl(A) = oc. Tenemos entonces que para cada ito E Y existe un estado A¿ tal que
‘a
bs . A1 E Bc0~Eat;](Bí) y Alto = A¿ it0. Concluimos entonces que bsí . A1 E Sí,y por tanto bs~ . A E lub(B), de modo que bs~ A ES. si
BGEW
Sea ahora 6 = bs . A E <8. Al igual que en el caso anterior supondremos en primer
silugar que bs = e. En tal caso ha de ser A = {at}. Por otro lado tenemos que
para cada i E IN {ait} E BconEait;11(Bi), por lo que {at} 6 5’. Supongamos ahora que
bs ~ e, entonces existe bs~ de manera que bs = 0at6s1, yporlotantobs1•A E Iub(B). .1
Tenemos entonces dos posibilidades:
• nd(A) < oc. Entonces para cada k E IN existe 1 > k tal que
6~i . A E E,, de ‘a
donde
6 = bs . A = (0ait. bsi) . A E Bc
0n¡[at;~(S,) 3





• nd(A) = oc. En este caso, para cada ito E T existe 1 c IN tal que existe un
estado A1 de manera que bsi . A c 5,. Tenemos entonces que
bs A, = (0ait . bsi) . A, E Bco,jJait;~ (5,)
Puesto que ello lo podemos hacer para cada ito E 71, concluimos finalmente que
6 = 6s~ A C 5’.
ir
Demostración de la proposición 4.4.17. Continuidad de la elección interna.
Para simplificar la notación, tomaremos
5 = BconEfl]](Iub(Bí), lub(B2)) y 5’ = lub({Bc0~I1F1~(Sí~,.B2~) ¡ ~ E ]N})
13’ GE 13
Siendo 6 = bs . A c 5’, tenemos dos posibilidades:
• ¡id(A) <oc. En este caso para cada It E IN existe 1 > k tal que
bs . A E l3~0~Erl1I(S~,,B2í) = S~, U <821
Tenemos que o bien para una cantidad infinita de indices k’s la barba bs~ A
estará en
5u, o bien para una cantidad infinita de índices k’s estará en <821.
Tenemos entonces dos casos simétricos:
— Para cada k E IN existe It > 1 tal que bs . A E <8ií. Entonces tenenios que
bs . A E ¡3~ y por tanto bs . A E B~,~I1fl~(Bí,B
2).
— El caso simétrico al anterior: para cada It E IN existe It > 1 tal que
bs . A E S2í~
• nd(A) = oc, entonces para cada it E 71 existen 1 E IN y un estado A, tales que
Al it = A, 1 it y
bs . A1 E B~0~[F1~(Sií, 521) = <811 U <821
Tenemos entonces que o bien la barba bs . A, estará en Si¿ para un número
infinito de instantes it’s, o bien para un numero infinito de instantes it’s la barba
6s . A1 estará en S2í~ Tenemos pues dos posibilidades simétricas:
— Para cada it E 71 existe it’ > it tal que el 1 correspondiente a it’ cumple que
bs . A1 E <8i,; y puesto que it’ > it tendremos que A1 1 it = A1 1 it. Entonces
tenemos que bs . A E Bi y por tanto bs . A E Bcon~r1~(Bí,B2).
.3
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‘4
— De manera simétrica al caso al anterior: para cada it E T existe it’ > it tal
que el índice 1 correspondiente a it’ verifica bs . A1 E <821. 4
BGEB
’
Sea ahora 6 = bs . A ES. Tendremos que o bien bs . A E B1, o bien bs . A E ‘~2. ‘4
Consideremos el primer caso; el segundo seria totalmente simétrico. Tenemos dos
posibilidades: ‘4
• nd(A) < oc. Entonces para cada It E IN existe 1 > It tal que 6s . A c <8u. Por
tanto tenemos que bs~ A c BCOUEr1~(Sl,,<82í) por lo que bs . A ES’. ‘4
• ¡id(A) =oc. ParacadaitcTexisteunestadoA1talqueAlt=A¡ity
bs . A, E -Bíí. Entonces tenemos que bs . A1 c B~0~l[r1~(S~, <821), y por tanto 4
tenemos que bs . A E <8’.
0 .3
Demostración de la proposición 4.4.18. Monotonía de la elección externa.
.3Debido a la simetría de la definición del operador, basta con que nos concentremos en el
primer argumento. El estudio del segundo seria simétrico. .3
a) Sea 6’ E Bcon[ir~(Bí, 5). Tenemos dos posibilidades
• 6’ = A’. Existen A~ E <8~ y A0 ES tales que A’ = Al Le A0. Existe entonces ‘4
A1 E Sí tal que A1 -< Al, de modo que el estado A = A1 Li0 A0 cumple que
A E B~0~[ir~(Bí,S) y A -~ A’. ‘4
• 6’ = A’ait . 63. Existen entonces una barba Alait . 63 y un estado A tales que
nd(A2) > it y A’ = A1 U (A it). Tenemos dos posibilidades: 4
— Alat. 63 E B~ y A E 5. Entonces existe 6 E S~ tal que 6 -< Alait . 63.
Si 6 = A1 c Si entonces nd(Aí) =it y TAct(A1) = Al 1 ¡id(Ai), y por lo
‘4
tanto, tomando A = A1 Li0 A, tenemos que A -~ 6’ y A E B~0~l[Q~(Sí,S).
Ahora, si 6 = Alait . b~ con bo -< 63, obtenemos A’ait 63 E B~0,dir~(Bi, <8).
— Alait. 63 E <8y A E S~. Existe entonces A2 E <8~ tal que A2 -< A. Su -.3
pongamos que nd(A2) <it. Puesto que 5 es consistente, existirá un estado
A1 C Sí tal que Al = A1 1 it, y tomando entonces el estado A = A1 Li0 A2 ‘4
tenemos que A —< 6 y A E B~0~Eir~QBr,S). Si nd(A2) > it entonces ten-
dríamos que A2 it = A it, y por tanto 6’ E B~0~Eir~(Bi,<8). ‘4





• 6 = A, entonces existen A1 E Sí y A2 E 5 tales que A = A1 Li0 A2. Ténemos
entonces A~ E S~ tal que A1 -< Al, por lo que tomando A’ = A~LJ0 A2, tenemos
que A -<A’ y A’ E B~0~Eir]](SI,A).
• 6 = Aat• b~. Entonces existen una barba A1ait•
6e y un estado A
2 tales que
nd(A2) > it y A = A1 U (A2 1 it) de modo que se cumple además una de las dos
condiciones siguientes:
— A1at~bo ES, A2 E S~. En tal caso existe A c S~ tal que A2 -< A, de
modo que Af2 1 it = A2 it, y en consecuencia Aait
6o E Bcon[ir]~(flj, 5).
— Ajait 6o E S~ y A
2 E 5. Entonces existirán una b-traza bso y un estado
A0 tales que
6o = bso . A
0, y por tanto existirá un estado A’ tal que verifica
A1ait~ (bso . A’) E R~ y A0 -< A’, de modo que tendremos
6’ = Aait • (bso . A’) E B~0~ [ir]](SI, 5)
¡ o
Demostración de la proposición 4.4.19. Continuidad de la elección externa.
Para simplificar la notación tomaremos los conjuntos
5 = Bcoidir]~(lub(Bi), lub(B2)) y 5’ = lub({Bc0~Eir1l(Sí~, S2i) ¡ i E ]N})
Hay que demostrar
1. Para cada 6’ ES’ existe bES tal que 6 -< 6’.
2. Para cada bs . A E <8 existe un estado A’ tal que A -< A’ y bs . A’ E 5’.
Demostremos entonces los dos apartados de arriba:
1. Sea 6 = bs . A E <8’. Supongamos primero que bs = c. Distinguiremos dos casos:
• ¡id(A) <oc. En tal caso para cada It E IN existe l~ E IN de modo que
A E B~0~~ir]](<81í1,<82í1)
Por tanto para cada l¡~ existen dos estados Alík E <811k y A2ík E S2ík tales que
A = Alzk Li0 A2í~ Entonces se verifica
nd(A) = min(nd(Aíík), nd(Ank))
por lo que o bien nd(A) = nd(Aíík), o bien nd(A) = nd(A2ík). Sin’pérdida
de generalidad, podemos suponer que siempre se cumple la misma de dichas
E _ __ _________
si
si
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igualdades. Supongamos en concreto que siempre es cierta la primera. Puesto
que estamos considerando un alfabeto finito y un dominio de tiempo discreto ‘a
podemos suponer ademas que todos los estados Aíí~ son iguales. Tomamos
entonces A1 = A111 verificándose A1 E Bí. Puesto que para i =j se verifica
352i —< 52j existe una secuencia de estados
Al -< A -~ A~ -< ... ‘a
de manera que se tiene Al = A
21, y A~ E 521< Tomando entonces el estado
A2 = lub{A~. ¡ i E IN} ‘a
se verifica que A2 E 132, y por tanto tenemos que A = A1 Li0 A2 y por tanto ‘a
concluimos que A E B~0~Eir]](Bí, 82).
• ¡id(A) = oc. Para cada it E 1’ existen l~ E IN y un estado A, tales que ‘a
A, E B~0~[irI(Sí,,, <821,) y Al it = A, it ‘a
Existen entonces estados A1, E Sij, y A2, E 521, tales que A,, = A11, U0 A21,
Puesto que estamos considerando un dominio de tiempo discreto y un alfabeto 3
podemos suponer que
t’>it !=- A~,lit=A~í’1it iE{1,2} ‘a
Tomando entonces
= U(A~í1 it) i c {1,2} ‘a
íeT
se verifica que A~ E 13,, y además A = A1 U A2 = A1 U0 A2 E B~0~ ¡[ir]] (81, 82). 3
Supongamos ahora que b = Aiaíití . (frs’ . A). Distinguimos dos casos:
• ¡id(A) < oc. Entonces se tiene que para todo It E IN existe 1,, =It tal que ‘a
bE I3con¡[ir~(flh¿k,<82ík). Existen entonces una barba 6,, = Aií,aíti . (bs’ . A)
siy un estado A21, tales que nd(A2í,) > it1, A1 = A11, U A21, 1 it1 verificándose
además una de las siguientes condiciones:
— 6,, E Bu, y A21, E <821k , o bien ‘a
— 6,, E B2I~ y A21, E Bu,.
Podemos suponer, sin pérdida de generalidad, que siempre se la misma de las ‘4





considerando un alfabeto finito y un dominio de tiempo discreto, tenemos que
el conjunto Aí es finito. En consecuencia podemos suponer que los conjuntos
A11, son todos iguales, tomando Al = A111. Puesto que para i =j se tiene
<82l~ -< <82w podemos suponer que para i =j se tiene A21~ -< A21~. Entonces,
tomando
A2 = lub{A2¿1 ¡ i E IN}
setieneA2 e 132. PortantoAí = AIU(A2lití), demodoqueb E B~,~¡[ir]](Bí,B2).
• ¡id(A) = oc. Entonces para todo it E 7 existe lí E T tal que existe un estado A1
tal que A1 1 it = A 1 it y A1 a1it1~ (bs’ . A1) E Beon ¡[ir]] (B’í~, <8214. Existen entonces
una barba bí = A11a1t1 . (frs’ . Aí) y un estado A21 tales que nd(A21) > it1,
A1 = A11 U A21 1 it1, verificándose una de las siguientes condiciones: ¡
— bí E Rif, y A21 E 521 , o bien
— bí E S2l~ y A21 E Sií.
Al igual que antes, sin pérdida de generalidad podemos suponer que siempre
se da la misma de las dos opciones, pongamos que es la primera. Puesto que
estamos considerando un alfabeto finito y un dominio de tiempo discreto, el
conjunto A1 es finito y por tanto podemos suponerque todos los A11 son iáuales.
Tomemos Al igual a uno cualquiera de ellos. Puesto que para i =j sé tiene
<82i -~ <82j, obtenemos una secuencía
tal que A~ E
52Qo+i)~ Tomando A
2 = lub{A~ ¡ i =0} se verifica entonces que
A2 E B2, y por tanto A1 = Al u (A2 1 ití), de donde concluimos finalmente
bE B~0~¡[ir]](Bí, 132).
2. Sea ahora 6 = bs . A E <8. Supongamos que bs = e. en tal caso existen A1 E Bu y
A2 E 62 tales que A = A1 Lb A2. Tenemos cuatro posibilidades:
(a) nd(Aí) < oc y ¡id(A2) < oc. Supongamos sin pérdida de generalidad, que
mI(Aí) =nd(A2). Para cada It E IN existen 1~, mk E IN tales que A1 E Su, y
A2 E
52m~• Entonces podemos distinguir los siguientes casos:
• Si 1,, = m¡~, tomando J~ = 1k, tenemos que
A E Beon¡[ir]](Síi,,52i,)
.3
220 A.2. Demostraciones del Capítulo 4
4
• Si. m~ < 1,,, tomando 1k = tk, tenemos que existe A E <811k tal que
A
2 -<A;, de modo que 4
A = A1 Li0 A2 = A1 Li0 A~2 E Beon¡[irf(Síik,52j,)
• Si 1,, < m~, existe jp, =m~ tal que A1 E -81j~ Por otra parte existe ‘4
A~ E A
2~, tal que A2 -< As, y por tanto obtenemos .3
A = A1 LI0 A2 — Aí Li0 A~2 E Bcon¡[ir]](Síi,,52j,<)
En consecuencia, cualquier caso se tiene que .3
VIt E IN 1i~ > It: A E Bcon¡[ir]](Síi,,52i,) ‘4
de modo que A E 5’.
(b) nd(Aí) = nd(A2) = oc. Para cada it E 7 existen índices m1,11 E IN y estados .3
Aun,, E Sin,, y A21, e S2~, tales que Au 1 it = A1n,, 1 it y A2 it = A21, it.
Tomamos entonces j~ = max(11, mí), y entonces ‘4
• Si 11 = m1, tomamos A~, = Am,, Li0 A21,
• Si I,~ <m1. Puesto que <821,3 <82,, existe A’~ E <82mt tal que A21, -< A, y ‘4
entonces tomamos A~j, = Am,, L0 A;.
• Si m1 < l~. Puesto que Sí,,,, <8i,, existe Al E <8u, tal que A1,, -.< A~, y 4
entonces tomamos A1, = A21, Li0 Al.
En todos casos tenemos que Alt = Ai, 1 it, y por tanto A 6<8’. ‘4
(c) it = ¡id(Aí) < oc, ¡id(A2) = oc. Existen 1 E IN y un estado A2, E .82! tales que
A2 it = A211 it. Puesto que para =1se tiene <82i -< <82j, para cada m> ¿existe ¡ ‘4
A2, E A2, tal que A21 -<<82,, y por tanto A2 1 it = A2, it. Por otro lado,
para cada It >1 existe ~ =It tal que A1 E <8i,,. En consecuencia tendremos ‘4
A=A1 Li0 A2=A1 Lio A2,, EBconIIir]](<8im,,52m,)
y por tanto A E 5’. .3
(d) it = ¡id(A2) < oc, nd(Aí) = oc, que es simétrico al caso anterior. ‘4
Consideremos ahora 6 = Aaí itu . (bs’ . A) E <8. Entonces existen una barba b~ y un
estado A2 tales que ‘4




A. Demostraciones 1 221
y o bien, b~ E Bi y A2 E B2, o bien, b~ E B2 y A2 E Bi. Supongámos que se da
el primer caso; el segundo ~eria simétrico. Entonces puesto que nd(A2) =itj existe
1 E IN de manera que existe un estado A21 E <82! tal que A2 1 it1 = A21 1 it1. Además,
puesto que Sí -~ Sp para 1’ =1, existe un estado A21t E <82v tal que A21 it1 = ~~2¿’1 it1.
Ahora podemos distinguir dos casos:
• ¡id(A) c oc, entonces para cada It > 1 existe ni¡,, =It tal que b~ E Sin,,, de
modo que tenemos bE Bcon¡[ir]](Surn,,<82m3, por lo que 66<8’.
• ¡id(A) = oc. Fijado it E Y, existen m1 E U y un estado An,, de manera que
A1a1t1 . (bs’ . An,) E <8lmt y An,, it = Al it
Consideramos el indice j~ E U y el estado A1, elegidos de la siguiente manera:
— Sil =m1,tomamos It =m1 y A~, =An,~.
— Si mi <1, tomamos Jj = 1. Por otra parte, puesto que <8in,, -< 5u, existe
un estado A
1 tal que
A1a1t1 . (bs’ . Aí) E
51ni~ y An,, < A
1
Tomamos entonces ~ = A1.
En ambos casos tenemos que
Aa1it1 . (frs’. A1~,) E Bcon¡[ir]j(Smi,,52j,) y A~, 1 it = Al it
Puesto que esto lo podemos hacer para cada it E Y, concluimos inmediatamente
que 6 E <8’.
ir
‘a
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A.3 Demostraciones del Capítulo 6
Demostración del lema 6.1.11. .3
Consideremos la computación que genera el estado A:
¡9~a’2=Re>~~**Ri rl1fi>4*fi~rl2 ‘a
Tomemos it~ = ZZTI it~. Puesto que hemos tomado it < ¡id(A), existe n c U tal que: ‘a
• Para i <n se tiene fi, 4,
• it’~ =it y
• O bien R~ ft, o bien fi,, 4-, fi~ es estable y si fi’ 2b fi,,~1, entonces it”~m > it. ‘a
Haremos la demostración por inducción sobre el número de transiciones necesarias para
llegar hasta R~. ‘a
• Si el número de transiciones es cero, tenemos que fi’ = ¡9 ¡¡~ ‘2. Si fi’ t tenemos
que ¡9 t o ‘2 ‘fr. Supondremos que se da el primer caso. Tenemos entonces que ‘a
A(¡9) = {{flO}}, y tomando como Aq cualquier estado de ‘2 tenemos el resultado
deseado: ‘a
{=i?0} = {f?0} La Ac~ y A(¡9 llc’2) = {{I~0}}
Si fi’ 4 tenemos que ¡94-y ‘24-~ por lo que ‘a
Al itTA(fi)1 it (TA(¡9)1 it)L]c (TA(’2)1 it) ‘a
Entonces, tomando como Ap cualquier estado de ¡9 y como A0 cualquier estado de
‘2, obtenemos el resultado deseado puesto que ‘a
Ap1itTA(¡9)1t y Aolit=TA(’2)lit
• Si el número de transiciones es mayor que 0, podemos distinguir los siguientes casos, ‘a
en función de la forma de depeñdiendo de la primera de dichas transiciones: ‘a
P hG Q >—* P’ ¡¡~ Q. En este caso podemos suponer que ¡9’ llc’2 4, pues si tu-
viéramos que ¡9’ ¡¡a ‘2 it obtendríamos ¡9 lía ‘2 it, lo cual no es compati-
si
ble con las propiedades la computación considerada. Tenemos entonces que
A E a4(¡9’ lla’2), y por hipótesis de inducción existen A~ E .A(¡9’) y A0 E A(’2)
‘averificando las condiciones del enunciado. de donde se concluye el resultado





P lía Q >—> P ¡la Q’. Este caso es totalmente simétrico al anterior.
P hG Q ~¾ P’ lío Upd(Q,t1). En este caso tenemos que
A = (TA(R) 1 it1) u (A’ + it1)
siendo A’ un estado del proceso ¡9’ lIc Upd(’2, it1). Entonces por hipótesis de
inducción existen A’,, E .A(¡9) y A~ E A(Upd(’2, ti)) verificando las condiciones
del enunciado con respecto al estado A’ y al instante it — it1. Esto es:
• nd(A’)=it—ti =~ (A,1(t—it1))u0(A~1 (it—itu))CA’1(it—ití).
• nd(A’)<it—itu =~- A’,~UaA~gzcz A’.
Tomamos entonces los estado A,, y A0 definidos de la siguiente forma:
ApTA(¡9)iit1U(A$3+iti) y AQ =TA(’2)1 itU(4+it1)
de donde obtenemos el resultado deseado, ya que Ap E .4(¡9), Aq E .4(Q) y
TA(¡9 lía ‘2)1 it1 = (TA(¡9) 1 ití) La (TA(’2) 1 it1)
P lío Q —L> Upd(P’, ti) lic Q. Este caso es totalmente simétrico al anterior.
ir
Demostración del lema 6.1.18.
Consideremos la computación que genera el estado A,,
¡9 = ¡9í >—& ¡9i —a-> ¡92 >~}
y la que genera A0
<2
‘2 = ‘2í ~ ‘2i ‘2~=>*
Tomemos it~ = >1j~2j 4’ y it9~ — Zz711 it? Entonces han de existir ni y n tales que:
• Para i Cm se verifica que ¡9: ¡3. y para cada j <n se verifica ‘2~ 4.
rip
• O bien ¡9,,, IT, o bien ¡9n, 4, it””” <it ¡9,’,, es estable y si ¡9,’,, —~¾¡9n,+~ entonces
• O bien ‘2,, fr, o bien ‘2,, 4 , it0” <it 0 es estable y si ~ —> Q~+m entonces
Haremos la demostración por inducción sobre la suma del número de transiciones necesa-
rias para llegar hasta 1%, y Q~,, que notaremos por 5:
3
‘a
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‘a
s = O. Tenemos que ¡9,’,, = ¡9 y Q~ =‘2. Si ¡9 IT o’2 IT tendríamos que ¡9iia’2 IT Cualquier
estado A’ verifica
ff?0} ~ A’ = {90} y A(¡9iia’2)={ff20}}
Si ¡9 lía’2 es convergente y estable, cualquier A e .A(P ¡la’2) verifica
Alit(TA(¡9)lt)La(TA(Q)lit)
y por el otro lado tenemos que Ap it = TA(¡9) it y A0 = TA(’2) it.
s > O. En tal caso podemos distinguir los casos que siguen, en función de la forma de la
primera transícion:
P >—4 P’. Entonces tenemos que A~ E .4(¡9’). Por hipótesis de inducción existe
A E .‘4(¡9’ iia’2) verificando las condiciones del enunciado. Por último tenemos
que A E .-4(¡9 Pía’2).
Q >—* P’. Este caso es simétrico al anterior.
~ ~<¼p~ idle(Q) =t1 y stb(’2). Tenemos que en virtud de la proposición 3.4.7,
existe un estado A~ e A(Upd(’2, iti)) tal que
A9 = (TA(’2)1 it) U (A$+itu)
Por otro lado, existe A’,, E .A(¡9’) tal que
Ap = (TA(¡9) ití) U (A + ti)
Por hipótesis de inducción existe A’ E A(¡9’ lía Upd(’2, it1)) verificando las con-
diciones del enunciado:
nd(A~) < it — it1
ó
nd(A$,) < it — it1
nd(A$) =it — iti
y
nd(A’,~) =it — ti
} ~A’«A’pLJaA’p
Lc(Ak.1 (it—ití))
Basta entonces tomar A = TA(¡9 lía ‘2)1 it U (A’ + it) de modo que se verifican
las condiciones del enunciado.
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Demostración de la proposición 6.1.15.
Si 6 = bs~ A E Barb(¡9 IIa’2) existe un proceso fi tal que
bs
¡9i¡a’2~fi y AEA(R)
Haremos la demostración por inducción sobre la profundidad 1 de la deducción de la
transición generalizada ¡9 IIa’2 ~ fi.
= O. Es decir, tenemos que fi = ¡9 lla’2, bs = e y A E .,4(¡9 ¡la Q). Entonces aplicando
la proposición 6.1.12 tenemos el resultado.
1 > O. En este caso tenemos varias posibilidades:
• ¡9Ila’2 >—> ¡9’ lla’2’ y ¡9’ llaQ’ ~ fi. Por la forma de las reglas que definen
la semántica operacional sabemos que o bien ¡9 >—* ¡9’ y Q=’2’, o vicéversa
‘2>—> ‘2’ y ¡9 = ¡9’. En ambos casos el resultado es inmediato por inducción.
• ¡9 llaQ .2L> ¡9’ lIc ‘2’, ¡9’ lla’2’ ~ fi, bs’ # e y ba = (TA(¡9 la ‘2) 1 it,it) Lbs’.
Por la forma de las reglas que definen la semántica operacional tenernos los
siguientes casos:
— ¡9 .iL> ¡9’, ‘2’ = Upd(’2, it), stb(’2) e idle(’2) =it , o bien
‘2 rl
— —* ‘2’, ¡9’ = Upd(¡9, it), stb(¡9) e idle(P) > it.
Puesto que ambos casos son simétricos, resolveremos sólamente el primero.
Puesto que ¡9’ lía Upd(’2, it) =~4=~ R tenemos que
bs’ . A E Barb(P’ la Upd(’2, it))
y por hipótesis de inducción existen
14 6 Barb(¡9’), 6 E Barb(Upd(’2,it)) y 6” E billa 14
tales que 6” «bs’ . A. Tomamos ahora
= (TA(¡9)1 t,it)Li61 y 62 = (TA(Q)1 it,it)Ub
verificándose bi E Barb(¡9) y 62 E Barb(’2). Tomamos entonces
6’ = (TA(¡9) 1 tLJaTA(’2) 1 it,it) Lib”
y tendremos que 6’ E b~ lía 62 y 6’ « 6.
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• ¡9 kQ ~ ~‘ IIaQ’, ¡9’ IIaQ’ b fi y bs = (TA(¡9 IIa’2) 1 it,it)ait. bs’. Por la
forma de las reglas que definen la semántica operacional tenemos las siguientes
posibilidades:
— a «0, ¡9 —~-+ ¡9’, ‘2’= Upd(Q, it), stb(’2) e idle(’2) =it. Puesto que
¡9’ ¡la Upd(’2,t) ~ fi
tendremos que bs’~A E Barb(¡9’ lía Upd(’2, it)), y por hipótesis de inducción
tendremos que existirán
14 E Barb(¡9’), b~ E Barb(Upd(’2, it)) y 6” E billa 14
tales que 6” « bs’ . A. Tomamos entonces las barbas
b~ =(TA(¡9)lit)ait.bí y 62=(TA(’2)lit,it)L114
que verifican bi E Barb(¡9) y 62 E Barb(Q). Tomemos entonces
6’ = (TA(P) it La TA(’2) 1 it)at •b”
y se verificará que 6’ E bu lía 62 y 6’ « b.
— a «0, ‘2 ~ ‘2’, ¡9’ = Upd(¡9,t), stb(¡9) e idle(¡9) =it. Que se resuelve de
manera simétrica al anterior.
~a6C,¡9~~M~*1”y’2 6l~’2~Puestoque
existirán
61 E Barb(P’), 14 E Barb(Q’) y 6” E 14 ¡¡~ 14
tales que 6” «bs’ . A. Tomemos entonces las barbas
= (TA(¡9) 1 it)ait. 61 y 62 = (TA(’2) 1 it)at. 14
que verifican b~ E Barb(¡9) y 62 E Barb(’2). Tomemos entonces
6’ = (TA(¡9) 1 it La TA(’2) 1 it)ait .
y se verificará que 6’ E billa 62 y 6’ « 6.
ir
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Demostración de la proposición 6.1.16.
Supongamos que b~ = bsi . A1 y 62 = 682. A2. Existirán entonces ¡9i y’2’ tales que
A1 E A(1’~)
y A2 E Á(¡92)
La demostración la haremos por inducción sobre la suma de las longitudes de la deduccio-
nes de ¡9 =4=> ¡9i y’2 1)82. ¡9í, que notaremos por 1. El caso base se da cuando 1’1 = ¡9
y Q~ =‘2. En tal caso tendremos que A1 E A(¡9) y A2 E .4(Q), de modo que el resultado
se sigue por aplicación de la proposición 6.1.14.
Respecto al caso inductivo tenemos las siguientes posibilidades:
• ¡9 >—> ¡9’ ~ ¡9p Tenemos entonces que
¡9 IIaQ ¡9’ lía ‘2
De modo que el resultado buscado se sigue inmediatamente por aplicación de la
hipótesis de inducción.
• El caso en el que ‘2 >—> ‘2’ es totalmente simétrico al anterior.
• ¡9 AL~ bs’1 - ¡9i, bs~ # e, stb(’2) e idle(’2) =it, tomemos b~ = bsl . A1. Ahora se
verificará que
¡9 IIa’2 ~ ¡9’ lía Upd(’2,it)
Tenemos entonces que la barba b2 será de la forma
62= (TA(’2)1 it,it)u14
con b E Barb(Upd(’2, it)). Entonces la barba b la será de la forma
6= (A,it)u 6”
donde A = (TA(¡9) 1 it La TA(’2) it) y 6” E billa 14• Por hipótesis de inducción existe
b”’ E Barb(¡9’ lía Upd(Q, it)) tal que 6”’ «6”. Tomamos entonces
= (TA(¡9 lía ‘2)1 it, it) Lib”’
y se verificará que 6’ E Rarb(¡9 IIa’2) y 6’ «6.
• ‘2-it ‘2’ =~ ‘2i, 64 $e, stb(¡9)
anterior.
e idle(¡9) > it caso totalmente simétrico al
‘a
‘a
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al bs~
• ¡9 —4 ¡9 : ¡9u, stb(’2), idle(’2) =it y a « O. En este caso tenemos que
= (TA(¡9) 1 t)at. 61
Tenemos además que la barba 62 será de la forma
62= (TA(Q)lit,it)li14
con 14 E Rarb(Upd(’2, it)). Podemos suponer sin pérdida de generalidad* que
6 = (TA(¡9) 1 it Lia TA(Q) 1 i)at . 6”
con 6” E bIlla 14~ Por hipótesis de inducción existe entonces
6”’ E Barb(¡9’ la Upd(’2, it))
tal que 6”’ «6”. Tomamos
6’ = (TA(¡9 lla’2)1 it)at 6”’ ‘a







• ‘2 —~¾Q’ ‘2’, stb(¡9), idle(¡9) =it y a « O, caso simétrico al anterior.
bs al
• ~ al : ¡9,, stb(’2), idle(’2) =it y a E O. En este caso, si ‘2 —/* tendremos
que 6, lía 62 = 0, se ha de tener por tanto
Tomemos 61 = bsI . A, y 14 = 6s . A2, y tendremos entonces que
6 = (TA(¡9) it La TA(’2) 1 it)ait .6”
con 6” E 61 lía 14. Por hipótesis de inducción existe
6”’ E Barb(¡9’ lía ‘2’)
tal que 6”’ « 6”. Tomamos entonces
6’ = (TA(¡9 lIc ‘2)1 t)ait .
y tendremos que 6’ «6 y 6’ E Barb(¡9 lía’2).
ir
*po&ía ser que 1)2 = jA(O) 1 t)a’t ¿4’ para algún a’ E Aa y 1) = (TA(P) it L0 TA(Q) 1 t)a’t .1)” con
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