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The weight enumerator of the binary error-correcting code generated by the rows 
of the incidence matrix of a projective plane of order 10 is completely determined 
once the numbers of code words of weight 12, 15, and 16 are known. The search for 
such a projective plane starting from code words of weight 16 can be divided into 
six cases. In his 1974 Ph.D thesis at Berkeley. Carter finished the search for four of 
these cases as well as part of the tifth. This note reports the results of a computer 
search for the remaining cases. No projective plane of order 10 was found. 8 1986 
Acadermc Press. Inc. 
1. INTRODUCTION 
A finite projective plane of order 10 is a collection of 111 lines and 111 
point such that 
1. every line contains 11 points, 
2. every point is on 11 lines, 
3. any two distinct lines intersect at exactly one point, and 
4. any two distinct points lie on exactly one line. 
The question whether such a projective plane exists or not has been open 
for over 200 years. In 1973, MacWilliams, Sloane, and Thompson [7] 
introduced the idea of studying the binary error correction code generated 
by the plane. They pointed out that the weight enumerator of this code is 
known once the numbers of code words of weight 12, 15, and 16 are 
known. They proved, by using a computer program, that there is no code 
word of weight 15. In 1983, we finished a computer search which showed 
that the code generated by a plane of order 10 does not contain any code 
word of weight 12 [IS]. The actual program used 183 days of CPU time on 
a VAX-1 l/780. 
The search for code words of weight 16 can be divided into six cases. In 
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TABLE 1 
Distribution of Code Words by Weight 
Weight Number of code words 
0 111 1 
11 100 111 
19 92 24,675 
20 91 386,010 
23 88 18,864,495 
24 87 18,227,415 
27 84 2,698,398,790 
28 83 8,148,873,195 
31 80 166,383,964,620 
32 79 415,533,405,150 
35 76 5,023,148,053,500 
36 75 10,604,483,511,375 
39 72 78,347,862,432,300 
40 71 141,031,595,676,060 
43 68 653,162,390,747,370 
44 61 1,009,413,831,402,540 
47 64 2,982,186,455,878,665 
48 63 3,976,279,652,851,020 
51 60 7,582,305,834,092,682 
52 59 8,748,789,607,170,360 
55 56 10,841,059,295,003,634 
[ 1 ] Carter finished the search for four of these cases as well as part of the 
fifth. This note reports the results of a computer search for the remaining 
cases. No projective plane of order 10 was found. Our work, together with 
Carter’s work, shows that if a projective plane of order 10 exists, then it 
does not contain any code words of weight 16. 
After completing the search for code words of weight 16, the weight 
enumarator of the code is completely known. McKay and Kolesova have 
kindly computed the weight enumerator based on a formula in [8] and by 
using the computer language ALGEB developed by Ford [a]. The result is 
given in Table 1. Since the numbers of code words of weight w  and 11 l-w 
are equal, they are listed together. 
The computer program uses a technique called backtrack search. Chap- 
ter 5 of Carter’s thesis [ 1 ] gives an excellent discussion of this technique. In 
fact, many of the improvements mentioned in that chapter are also used in 
our program. We also extensively Knuth’s method [4] of estimating the 
efficiency of a backtrack program to optimize our search strategy. 
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TABLE 2 
Carter’s Case I 
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 
1 0 0 0 1000 1000 1 0 0 0 
0 1 0 0 0 1 0 0 0 1 0 0 0100 
0 0 1 0 0010 0010 0010 
0 0 0 1 0 0 0 1 0 0 0 1 0001 
2. ~&POINT CONFIGURATIONS 
Let v denote a set of 16 points which form a code word of weight 16. 
One can show [ 1, 31 that 8 of the 111 lines intersect v in 4 points. These 
lines are called heavy lines. Seventy-two of the remaining lines intersect v at 
2 points and the other 31 lines do not intersect v. 
Carter shows that there are 6 possible incidence structures involving the 
8 heavy lines and the 16 points of v. He finishes a computer search for 4 of 
the cases. Tables 2 and 3 give the two cases, Case I and Case VI, that 
remain to be considered. One should note that in [3], Hall called them 
Cases I and IV. 
These two cases can be divided into 6 subcases. Carter has finished one 
of the subcases arising from his Case VI. We call the other 5 subcases. 
1. Two Distinguished Points case (Carter’s Case I.a), 
2. One Distinguished Point case (Carter’s Case I.b), 
3. No Distinguished Point case (Carter’s Case Ic), 
4. P and Q case (Carter’s Case VI.c), and 
5. P and not Q case (Carter’s Case V1.b). 
TABLE 3 
Carter’s Case VI 
1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 1 
0 0 0 0 0001 0 0 0 1 0011 
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 1 0 0 1 0 1 0 
0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0 
0 0 1 0 0 1 0 0 0 1 1 0 0 0 0 0 
0001 0 0 0 0 0 0 0 1 1100 







The notion of a Distinguished point was introduced by Prince [9]. The 
notation of P and Q follows from that of Hall [3]. 
Before we discuss each of the live cases, let us introduce some ter- 
minology. The search is based on completing the incidence matrix starting 
from an 8 by 16 submatrix. The incidence matrix is organized as in Table 4. 
Here the columns correspond to points and the rows to lines. In this paper, 
the terms columns and points, as well as rows and lines, are used 
interchangeably. The first 16 columns are the points of the code word u. 
The first 8 rows are the 8 heavy lines. The next 72 rows are the lines that 
intersect u in 2 points. The last 31 rows are the lines that do not intersect o. 
The number of points outside u which are on one or more of the heavy 
lines ranges from 44 to 50. Each of these points is represented by a column 
which is partitioned into three parts, with the fop part in the submatrix A,, 
the middle part in A, and the bottom part in A,. Points outside o and not 
incident on any of the heavy lines are called outside columns. 
The submatrix M,, is the one in either Table 2 or Table 3. Once Ml6 is 
chosen, the rows of the submatrix A, are known because they are the 72 
unordered pairs of points (x, y }, with x, JJ E u, that are not contained in 
the heavy lines. For each subcase, A, is also fixed. Thus, in essence, the 
computer search attempts to fill in the rest of the incidence matrix. 
The five unsolved cases are handled by three different computer 
programs. In the next three sections, we shall present the order in which 
the remainder of the matrix is filled by each of these programs, so that 
someone else doing an independent search can verify the intermediate 
results, as well as the final conclusion. 
3. Two DISTINGUISHED POINTS 
This case is distinguished by the existence of two points, one of which is 
incident on the first 4 rows and the other on the last 4 rows of the Ml6 in 
Table 2. They are labelled, respectively, columns 17 and 18 and the middle 
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TABLE 5 
Relationship between Blocks and Heavy Lines 







part of these columns are all zeros. For this case, the computer program 
disregards the bottom part of all the columns. It attempts to generate an 
additional 36 columns of the submatrix A, as well as 5 outside columns. 
The 36 columns are partitioned into 6 blocks of 6 columns each and they 
are labelled B, to B,. Each block contains 6 points incident on a particular 
heavy line. Table 5 gives the relationship between blocks and heavy lines. 
This ordering is a result of extensive estimation runs to optimize the 
program. The remaining 12 columns of A,, A 3, and A4 are not used. 
The 5 outside columns correspond to points incident on the line contain- 
ing points 5 and 10. This line is called the special line. Each of blocks B, to 
B, contains a column incident on this special line. 
The computer searches for these 41 columns in the following order: 
1. block B,, 
2. the 8 remaining columns incident on the special line, and 
3. blocks B, to B,. 
The program used 37 days of CPU time on a VAX-11/780 computer but 
did not find any completions for these 41 columns. 
We should say a few words about how symmetry was used to reduce the 
size of the search. For the case of Two Distinguished Points, the order of 
the automorphism group of the M,, is 4! x 4! x 2 = 1,152. The subgroup 
fixing block B, is of order 4! x 3! = 144. This group reduces the number of 
B,‘s from 49,472 to 469 non-isomorphic cases. The distribution of the size 
of the stabilizer of these 469 cases are given in Table 6. Using Polya’s 
theory, one can check that the 469 cases do generate 49,472 B,‘s. 
The original automorphism group of the M,, is transitive on the 8 heavy 
lines. Thus, the blocks B, to B, can be permuted. Parts of these symmetries 
are recovered by pre-generating all the possible B,‘s to B,‘s from the 469 
cases of B, and tagging, for each possibility, which of the 469 cases it is 
equivalent to. The 469 cases are ranked from 1 to 469 in decreasing order 
according to the size of their stabilizers. Thus, for example, when the 
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TABLE 6 
Distribution of Non-isomorphic B,‘s 












program is working on case number 10 of B,, it does not have to consider 
any possibility of B, to B6 which is equivalent to a case of B, ranked 
smaller than 10. 
Some of the B,‘s have a non-trivial stabilizer. This “leftover” symmetry is 
used on the next column to be generated, which is the column in B2 
incident on the special line. When the program has finished processing one 
case of this column, all its column images under the action of the stabilizer 
of the given B, are deleted from further consideration. 
According to Polya’s theory, the maximum reduction in the size of a 
search is by a factor equal to the size of the automorphism group. The 
above mentioned techniques recover most of this factor. This is one of the 
main reasons why we can handle a case that Carter could not. 
4. ONE AND No DISTINGUISHED POINT CASES 
In both of these cases, there exist 6 points, each of which is on exactly 2 
of the heavy lines (rows 1 to 4). For the One Distinguished Point case, the 
other 4 heavy lines meet in one point, the distinguished point. For the No 
Distinguished Point case, the other 4 heavy lines meet pairwise in another 
6 points. 
In both of these cases, the computer program disregards the outside 
columns. However, it does generate the bottom part and investigate com- 
plete columns. We define blocks B, to B, to be the points in the rows 1 to 
4, respectively. Blocks B, to B, are the points in the rows 5 to 8, but 
excluding any distinguished point. Since B, shares a column with B,, once 
B, is chosen, one needs only 6 extra columns to complete Bz, 5 to complete 
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B3 and 4 to complete B4. With no distinguished point, B, to B8 behave 
similarly. With one distinguished point, B, to B, each contains a separate 
set of 6 columns. 
The program starts by attempting to complete blocks B, to B4. For 
these blocks, complete columns are generated. For every completion of B, 
to B,, the program generates B5 to B8 sequentially. For these blocks, only 
partial columns without the bottom part are generated. Of course, one 
must search from B, to B8 twice, once for the One Distinguished Point 
case, and once for the No Distinguished Point case. Any solutions (up to 
B,) found are printed and solved by another computer program. We found 
2 solutions for the No Distinguished Point case and 65 solutions for the 
One Distinguished Point case. None of them can be completed. 
The size of the subgroup of the symmetry group fixing row 1 and hence 
B, is 144. This group reduces the number of B, from 21,408 to 275. 
Incidentally, the number 21,408 agrees with the one found by Carter. The 
symmetry group is transitive on rows 1 to 4. This extra symmetry is used 
up in a manner similar to that described for the Two Distinguished Points 
case. The only exception is that the ranking is chosen to be in increasing 
order of the size of the stabilizer of B,, which, from experience, speeds up 
the search. We discovered this fact too late to use it in the first program. 
The leftover symmetry in the stabilizer is used up in B,, in much the same 
manner as in the Two Distinguished Points case. 
The program spent 3 CPU days on this case. 
5. P AND Q, P AND NOT Q CASES 
The M,6 for these two cases is shown in Table 3. The point P is incident 
on the heavy lines 2, 4, and 5. The point Q is incident on the heavy lines 6, 
7, and 8. The blocks B, to B, are defined to be the points incident on the 
heavy lines 1 to 5, respectively. These 5 blocks are the same irrespective of 
whether there exists the point Q. The computer program attempts to 
generate these 5 blocks, including the bottom part of all the columns in the 
blocks. It did not find any completion and took 38 days of CPU time. 
The symmetry group fixing P is of order 2. It is used up in B, in much 
the same manner as leftover symmetry is used up for the Two Dis- 
tinguished Points cse. 
6. CONCLUSION 
The results reported here are only experimental in nature. We have taken 
many precautions to guard against errors in programming. This includes a 
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separate, much slower but simplier, program which is used to verify the 
intermediate results of selected small subcases. As an experimental result, 
there is a need for a completely independent check. We shall be glad to 
provide the intermediate results and to assist in such a check. 
The weight enumerator in Table 1 shows that a weight 19 code word 
must exist if a plane exists. Thus, the existence of a plane of order 10 can be 
settled by a search starting from a 19-point configuration. There are 66 
starting points, 21 of which have been eliminated by theoretical arguments 
[6]. A list of these starting points is available from the authors. 
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