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Resumen
En las transmisiones multicast, la optimización en el establecimiento de ru-
tas es un área de especial interés en la comunidad académi-
ca. La necesidad de este tipo de transmisiones se pueden ver 
en las aplicaciones relacionadas con la telemedicina, la edu-
cación, el trabajo a la distancia, entretenimiento, etc El obje-
tivo de este trabajo es ser capaz de crear una herramienta de 
software que propone una o un conjunto de rutas a seguir en 
el momento de hacer una transmisiónmulticast. Esta ruta o un 
conjunto de rutas son el resultado de la ejecución de los algo-
ritmos de recocido simulado y búsqueda tabú, cuyo principal 
objetivo es optimizar funciones Hop Count, Delay, Cost and 
Bandwidth consumption. 
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Introducción
La demanda en trasmisiones de tipo multi-
difusión se define como aquella que se rea-
liza entre uno o varios emisores y uno o va-
rios receptores, y las cuales requieren que se 
planteen continuamente estrategias de mejo-
ramiento. Aspectos como la calidad de ser-
vicio, el consumo de ancho de banda y el 
establecimiento de rutas de transmisión con-
centran la atención de la industria y la comu-
nidad académica. El establecimiento de rutas 
para la transmisión de tipo multidifusión se 
puede modelar como un problema de natu-
raleza multiobjetivo; es aquí donde la aplica-
ción de algoritmos metaheurísticos puede re-
sultar bastante útil. 
Ante lo anterior, se planteó realizar una he-
rramienta software que proponga un conjun-
to de rutas por seguir, en el momento de ha-
cer una transmisión de tipo multidifusión. 
Esta ruta o conjunto de rutas son el resultado 
de la ejecución de los algoritmos metaheurís-
ticos recocido simulado y búsqueda tabú, cuyo 
objetivo principal es optimizar las funciones 
objetivo conteo de saltos, ancho de banda consu-
mido, retardo y costo económico.
El proceso para construir esta herramien-
ta informática comenzó con la descripción 
teórica de los esquemas y algoritmos de en-
caminamiento utilizados actualmente en 
la transmisión de datos en redes multidifu-
sión. Posteriormente, fue necesario determi-
nar qué características debían tener los algo-
ritmos recocido simulado y búsqueda tabú para 
operar sobre un problema multiobjetivo. Y fi-
nalmente, se estableció la técnica de búsque-
da de soluciones sobre la red, representada 
en un grafo y la estrategia de normalización 
necesaria operar matemáticamente los valo-
res de cada función objetivo. 
El presente artículo está organizado en los si-
guientes temas: primero se presenta un con-
texto de las redes de datos y de las comu-
nicaciones de multidifusión, luego se sigue 
con el área de optimización y optimización 
multiobjetivo, para luego presentar la herra-
mienta desarrollada.
         Abstract
 In multicast transmissions, the optimization in the establish-
ment of routes is an area of special interest in the academic 
community. The need of this type of transmissions can be seen 
in applications related to Telemedicine, education, work dis-
tantly, entertainment, etc. The aim of this work is be able to 
create a software tool that proposes one or one set of routes 
to follow to the moment to do a multicast transmission. This 
route or set of routes are the result of the execution of the algo-
rithms Simulated Annealing and Tabu Search, which principal 
aim is optimize the objective’s functions Hop Count, Delay, 
Cost and Bandwidth consumption. 
 General Terms: algorithms.
 Key words:  metaheuristics, multiobjective optimization, mul-
ticast networks, simulated annealing, tabu search.
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Redes de datos
Concepto
Una red es una combinación de hardware 
y software que envía datos desde un sitio a 
otro. El hardware consta del equipo físico 
que transporta las señales de un punto de la 
red a otro. El software consta de conjuntos de 
instrucciones que hacen posible los servicios 
que se esperan de una red
Clasificación
Existen diferentes tipos de clasificación de las 
redes de datos, de acuerdo con el contexto de 
estudio que se esté realizando. Según la topo-
logía, los esquemas más importantes son: ár-
bol, bus, anillo, estrella o malla. De acuerdo 
con el tipo de transmisión, pueden ser punto 
a punto, punto a multipunto o de difusión. Y 
desde el punto de vista de su extensión pue-
den ser redes de área personal PAN, redes de 
área local LAN, redes de área metropolitana 
MAN y redes de área amplia WAN.
Modelo OSI
El modelo de Interconexión de Sistemas 
Abiertos OSI fue desarrollado por la Organi-
zación Internacional de Estandarización ISO, 
con el ánimo de establecer un modelo de re-
ferencia para el diseño de sistemas de red. 
Forouzan (2007) explica que al desarrollar el 
modelo, los diseñadores refinaron el proceso 
de transmisión de datos hasta los elementos 
más fundamentales. Identificaron qué fun-
ciones tienen usos relacionados y unieron to-
das las funciones dentro de grupos discre-
tos que se convirtieron en niveles. El modelo 
está compuesto por siete niveles, que se pre-
sentan en la figura 1.
Figura 1. Capas del modelo OSI
Fuente: elaboración propia.
Modelo TCP/IP
Es la definición de una arquitectura de proto-
colos de red. Su desarrollo se llevó a cabo en 
la década de los setenta, por un programa de 
la agencia DARPA (Defense Advanced Re-
search Projects Agency), perteneciente al de-
partamento de defensa de los Estados Uni-
dos. Las investigaciones y desarrollos fueron 
realizados sobre la red de conmutación de 
paquetes Arpanet, por esto, TCP/IP es con-
siderada como su evolución. Está constitui-
do por cinco capas independientes entre sí: 
capa de red, capa de acceso a red, capa de In-
ternet, capa de transporte y capa de aplica-
ción. Es de anotar que en este modelo el en-
rutamiento se realiza utilizando el protocolo 
IP (Internet Protocol). IP transporta los da-
tos en paquetes denominados datagramas, 
cada uno de los cuales se transporta de for-
ma independiente.
Tipos de transmisión
Los tipos de transmisión que pueden existir 
en una red son los siguientes:
• Transmisión unidestino: es la realizada 
entre exactamente un emisor y un recep-
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tor, es decir, que existe una relación uno a 
uno entre los dispositivos involucrados. 
• Transmisión de difusión: es ejecutada 
en un único proceso desde un solo emi-
sor a todas las máquinas conectadas a 
una red. Este tipo de difusión no requie-
re realizar ningún tipo de copia en el ori-
gen para enviar el datagrama IP a varios 
destinatarios.
• Transmisión de multidifusión: es el tipo 
de transmisión entre un emisor y varios 
receptores, estableciendo una relación de 
uno a muchos. Las unidades de datos o 
datagramas IP son enviados desde la má-
quina origen, a un grupo de destinatarios, 
también conocido como grupo de multidi-
fusión; este grupo es identificado median-
te una dirección IP de multidifusión, los 
destinatarios pueden o no estar en dife-
rentes redes dispersas geográficamente.
Para poder realizar la transmisión desde un 
origen a varios destinos, es necesaria la imple-
mentación de algoritmos de búsqueda para 
calcular las mejores rutas a todos los miem-
bros del grupo. Estos algoritmos requieren 
de una representación tipo árbol construida 
desde el origen de la información, hasta cada 
uno de sus destinos. Esta transmisión se pue-
de hacer bajo dos esquemas:
• Esquema centralizado: las decisiones de 
encaminamiento son tomadas por un úni-
co dispositivo de encaminamiento, deno-
minado núcleo central. Este dispositivo es 
el encargado de construir el árbol para to-
dos los demás nodos de la red y ejecutar 
el algoritmo de búsqueda. La principal ca-
racterística de este enfoque es que el nú-
cleo, tiene toda la información referente a 
la red.
• Esquema distribuido: es el utilizado en 
la mayoría de redes actualmente, ya que 
cada dispositivo de encaminamiento es el 
encargado de construir el árbol a los desti-
nos y ejecutar el algoritmo de búsqueda.
Protocolos de encaminamiento en 
esquemas distribuidos
Los tipos de transmisión:
• Encaminamiento basado en el vector dis-
tancia: los protocolos de este tipo son ge-
neralmente utilizados en redes pequeñas. 
Su característica principal es que utilizan 
el algoritmo de Bellman-ford para calcu-
lar el camino de menor costo. El algorit-
mo utiliza como fuente de datos las tablas 
de encaminamiento que son el resultado 
del intercambio de información entre los 
encaminadores. Algunos protocolos que 
utilizan este tipo de encaminamiento son: 
RIP (Routing Information Protocol) pro-
tocolo de información de ruteo, IGPR (In-
terior Gateway Routing Protocol), entre 
otros.
• Encaminamiento basado en el estado del 
enlace: para encaminamiento multienvío, 
un nodo necesita revisar la interpretación 
de estado. Un nodo anuncia sobre el enla-
ce a cada grupo que tiene cualquier miem-
bro. Aquí el significado de estado es “qué 
grupos están activos en este enlace”. Una 
vez el dispositivo conoce el estado de los 
demás nodos, es capaz de crear el árbol de 
expansión utilizando el algoritmo de Di-
jkstra. Los protocolos que usan este tipo 
de encaminamiento crean por demanda 
un árbol o mapa por cada grupo de des-
tino. Los protocolos más destacados son: 
OSPF (Open Shortest Path First): proto-
colo abierto del primer camino más corto; 
y MOSPF (Multicast Open Shortest Path 
First): protocolo de multidifusión abierto 
del primer camino más corto.
Optimización
La optimización constituye una clase especí-
fica de problemas. En términos generales, di-
cho problema es una pregunta cuya respues-
ta es una función de varios parámetros. La 
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optimización consiste en encontrar la mejor 
solución posible a un problema; dichos pro-
blemas, en el contexto de su aplicación (teó-
rica o práctica), a que el espectro de solucio-
nes sea más o menos difícil de encontrar. En 
consecuencia, la forma como se busque será 
el factor que determine su exactitud y su efi-
ciencia. Usualmente, una solución a un pro-
blema de optimización requiere de un algo-
ritmo configurable, el cual, cuando se aplica 
a una instancia del problema, produce la so-
lución que se quiere.
Métodos de optimización
Para el planteamiento y la solución de pro-
blemas de optimización hay varios métodos, 
que son utilizados en función de varios fac-
tores y con diferentes fines. 
• Algoritmos exactos: el algoritmo que bus-
ca solucionar el problema se ejecuta en 
un tiempo polinomial. Generalmente, se 
utiliza un algoritmo polinomial, aunque 
no necesariamente se deba utilizar uno 
de estos algoritmos en todos los casos de 
este tipo. Se dice que estos problemas per-
tenecen a la clase P, porque se dispone de 
un algoritmo que tarda en resolverlo me-
diante un polinomio p(n), que depende 
del tamaño n del problema; de manera 
que al crecer el tamaño del problema, el 
tiempo que tarda el algoritmo en resolver 
el problema crece, pero despacio (polinó-
micamente), ya que la velocidad de creci-
miento de un polinomio es lenta. 
• Algoritmos de aproximación: general-
mente, se aplica a problemas duros (hard). 
Los problemas duros se refieren a proble-
mas que no son fáciles computacional-
mente, es decir, no se ha descubierto un 
algoritmo de tiempo polinomial para po-
der solucionarlos. Entre este tipo de algo-
ritmos se puede hacer una división, entre 
algoritmos heurísticos y metaheurísticos.
Algoritmos heurísitcos
Son los más fáciles de utilizar, ya que se ba-
san en el conocimiento de una heurística que 
guía el proceso de búsqueda. Por lo general, 
el conocimiento del problema ayuda a encon-
trar una heurística razonable que encontrará 
rápidamente una solución aceptable. Un al-
goritmo de este tipo solo buscará dentro de 
un subespacio del área total a una solución 
buena –que no necesariamente es la mejor– 
que satisfaga las restricciones impuestas. La 
principal limitación es su incapacidad para 
escapar de óptimos locales –encontrar solu-
ciones parcialmente óptimas–. Los algorit-
mos heurísticos más conocidos son el algo-
ritmo voraz y búsqueda local.
Algoritmos metaheurísitcos
Una metaheurística es un proceso iterativo 
maestro que guía y modifica las operacio-
nes de una heurística subordinada para pro-
ducir eficientemente soluciones de alta cali-
dad. Las metaheurísticas pueden manipular 
una única solución completa (o incompleta) 
o una colección de soluciones en cada itera-
ción. La heurística subordinada puede ser 
un procedimiento de alto (o bajo) nivel, una 
búsqueda local, o un método constructivo. 
Entre los algoritmos metaheurísticos más co-
nocidos están, el recocido simulado, búsque-
da tabú y los algoritmos genéticos.
Metaheurística de recocido 
simulado
Para superar el problema que puede ocu-
rrir con métodos como búsqueda local –que 
puede quedar atrapado en óptimos locales–, 
se introduce el método de recocido simula-
do que permite empeoramientos en la so-
lución mediante reglas de probabilidad que 
aceptan dichas soluciones. El nombre provie-
ne del símil que se hace con el proceso meta-
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lúrgico de recocido, el cual, por medio de un 
enfriamiento lento, consigue un sólido más 
resistente. 
Al principio, esta estrategia acepta casi todas 
las soluciones, lo que permite explorar todo 
el conjunto factible; después, gradualmente 
se disminuye la permisividad –llamada tem-
peratura–, de manera que la aceptación de 
movimientos es más selectiva cada vez, has-
ta que finalmente, solo se aceptan soluciones 
que mejoren la solución actual. El algoritmo 
se compone de varios componentes, a saber:
• Temperatura inicial: la temperatura del 
sistema se denomina T, que tenderá a re-
ducirse durante el proceso de optimiza-
ción. Si se selecciona un valor muy bajo, 
el algoritmo no posibilita empeoramien-
to; por el contrario, si se selecciona un va-
lor muy alto, el proceso se hace lento.
• Esquema de enfriamiento: si decrece mi 
rápido, puede quedar atrapado en un óp-
timo local y si decrece muy lento, también 
se ejecuta muy lento. Lo que generalmen-
te se hace es mantener la temperatura 
constante durante L iteraciones, luego se 
reduce multiplicándose con (entre 0 y 1). 
El valor típico de  suele ser 0,95.
• Condición de equilibrio: el sistema utili-
za cadenas de Markov en la generación 
de las sucesiones (vecindario).
• Criterios de parada: se usan habitual-
mente dos reglas de parada: parar si la 
función no ha mejorado en al menos ε1 
% tras k1 iteraciones. Parar si el número 
de transiciones aceptadas es menor que 
el 2 % de L tras las k2 iteraciones.
Metaheurística de búsqueda tabú
La búsqueda tabú se basa en la exploración 
en vecindarios evitando los óptimos loca-
les, pero en una forma determinística, la cual 
trata de modelar los procesos de la memoria 
humana. La búsqueda tabú incorpora me-
moria adaptativa y exploración sensible. La 
memoria adaptativa es el mecanismo por el 
cual la búsqueda tabú asegura que las solu-
ciones ya se encuentran en pasos anteriores 
para no repetirlos. El mecanismo almacena 
las soluciones de pasos ya tomados en una 
memoria temporal. 
La idea básica es permitir el paso de una so-
lución a otra (movimiento), así empeore el 
objetivo. Para evitar que se quede en óptimos 
locales se usa la lista tabú. En ella, se guarda 
durante cierto tiempo un atributo que permi-
te identificar la solución o el movimiento rea-
lizado, de manera que todo movimiento que 
tenga un atributo en la lista tabú, se consi-
dera prohibido y no se puede realizar. Algu-
nos aspectos para tener en cuenta en el mé-
todo son:
• Elección de los atributos: es importante la 
elección de los atributos y un movimiento 
puede tener atributos múltiples. No pue-
de ser muy general –podría permitir po-
cos movimientos– o muy específico –pue-
de impedir la salida de una región con 
mínimos locales.
• Longitud de la lista tabú: permite que los 
atributos tabú estén presentes durante 
cierto tiempo, antes de que sean elimina-
dos de allí y se pueda volver a permitir su 
utilización.
• Elección de la regla de parada: usual-
mente, se suele fijar a priori el número de 
iteraciones.
• Criterio de aspiración: es un valor de re-
ferencia con el cual se permite que una 
solución que tiene atributos tabú pueda 
ser seleccionada como la solución actual, 
anulando la prohibición
Optimización multiobjetivo
Cuando se habla de optimización simple, o 
de objetivo simple, quiere decir que la fun-
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ción por maximizar o minimizar es una sola, 
de manera que cuando se encuentre dicho óp-
timo (o se aproxime a él), ya estará soluciona-
do el problema. Cuando se habla de optimiza-
ción multiobjetivo, hace referencia a que hay 
más de una función por maximizar (o minimi-
zar) y, por tanto, la solución consistirá de un 
conjunto de valores que optimicen cada uno 
de los objetivos. Dicho conjunto de soluciones 
se conoce como óptimo de Pareto, el cual se 
plantea como la situación en la que no se pue-
de mejorar una parte (función) de la solución 
sin perjudicar alguna de las otras partes.
• Suma ponderada: el método consiste 
en convertir todas las funciones en una 
sola, ponderándolas con la asignación 
de un peso a cada función. Cada función 
se multiplica por un peso (wi) cuyo va-
lor está entre 0 y 1. La suma de los pesos 
debe dar 1. El resultado es una combina-
ción lineal de las funciones.
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• Método e-constraint: consiste en crear un 
modelo de objetivo simple en el que una 
de las funciones será optimizada y las de-
más se tratarán como restricciones en el 
modelo. A cada una de las funciones que 
se va a tratar como restricción se la some-
te a un límite dado por una constante k, 
de manera que cambiando los valores de 
k para cada una de las nuevas restriccio-
nes se obtenga diferentes resultados de 
optimización.
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Herramienta de software 
desarrollada
Análisis del problema
En esta etapa, se establece el modelo por op-
timizar, especificando el dominio del proble-
ma combinatorio y la propuesta dentro del 
marco de los algoritmos metaheuríticos.
Modelamiento de la red
En una red de computadores (como por 
ejemplo red local), el modelamiento de esta 
puede ser representada por medio de un gra-
fo, en el cual los vértices se pueden identi-
ficar como los equipos de comunicaciones 
dispuestos para el tránsito de información 
–como routers o switches–, y las aristas son 
las líneas físicas –como cable coaxial, fibra 
óptica o microondas– que comunican dichos 
vértices.
En ese sentido, se puede decir que una red es 
un grafo G= (N, E), donde N es el conjunto de 
vértices y E son las aristas que los unen. Den-
tro de dicho grafo, hay vértices origen (de-
notados como s) y conjuntos de vértices des-
tino (denotados con T), un vértice destino tf 
pertenece a un flujo f. El conjunto de flujos 
para ser transmitidos por la red se denotan 
con F, y un flujo f pertenece a F. Asimismo, Tf 
es el conjunto de vértices destino para el flu-
jo f. El costo que tiene transmitir un flujo en-
tre dos vértices i y j se denomina cij. La trans-
misión de un flujo f desde un origen s hasta 
un conjunto de destinos T, tiene una deman-
da de tráfico, denominada bwf. En la figura 2, 
se puede ver el esquema de un grafo para la 
transmisión de un flujo de datos FTP.
Figura 2. Grafo para la transmisión 
de un flujo de datos FTP
Fuente: http://es.scribd.com/doc/50828699/9/
Protocolo-de-Control-de-Transmision-TCP
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En una transmisión de Internet TCP/IP –que 
son las más ampliamente difundidas entre re-
des locales e Internet–, los flujos de informa-
ción son generados por aplicaciones –como 
transferencia de archivos, de hipertexto, en-
tre otros– y transmitidos por IP entre el vér-
tice origen y los vértices destino. El encami-
namiento entre los vértices intermedios es lo 
que se pretende determinar de manera ópti-
ma para los diferentes factores para tener en 
cuenta en el modelamiento del problema. En 
la tabla 1, están los parámetros indicados.
Tabla 1. Parámetros en un grafo de flujo de información
Expresión Definición
G (N, E) El grafo que representa la red.
N Conjunto de nodos.
E Conjunto de aristas.
S El vértice origen.
T Conjunto de vértices destino.
(i, j) Arista del vértice i a j.
F El conjunto de flujos.
F Cualquier flujo de multidifusión.
Tf El subconjunto de vértices destino para el flujo f.
cij La capacidad disponible de la arista (i, j).
bwf La demanda de tráfico del un flujo f.
Fuente: http://es.scribd.com/doc/50828699/9/Protocolo-de-Control-de-Transmision-TCP
Modelamiento del tráfico 
multidifusión 
El modelo se plantea a partir de una variable 
que indica la ruta a través de la cual el flujo 
de información será trasmitido. La variable 
es Xtfij, la cual se define como:
(3)



=
tdestinoconflujoelporusadaesnojiaristalasi
tdestinoconfflujoelporusadaesjiaristalasi
X tfij ),(,0
),(,1
De esta manera, si es utilizada una arista den-
tro del flujo, se sumará una al total de aristas 
que constituyen la ruta entre el origen y los 
destinos; si la arista no es utilizada –porque 
no constituye la ruta, o porque no hay una 
arista que una dichos vértices– no sumará al 
total de aristas usadas en la ruta. En la figura 
3, se puede ver que la ruta utilizada (aristas 
sombreadas) está compuesta de aristas cuyo 
valor de la variable X es uno; las demás aris-
tas que no son utilizadas tiene un cero.
Figura 3. Ruta utilizada en un flujo
Fuente: http://es.scribd.com/
doc/50828699/9/Protocolo-de-Control-de-
Transmision-TCP
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Funciones por optimizar
Conteo de saltos
Representa la cantidad de aristas por las cua-
les tienen que pasar los paquetes desde el 
vértice de origen hasta los vértices destino. 
El protocolo de red que se encarga de esto 
es el Protocolo de Enrutamiento Multicast de 
Vector Distancia (DVMRP). Matemáticamen-
te se expresa de la siguiente forma:
          (4)∑∑ ∑
∈ ∈ ∈
=
Ff Tt Eji
tf
ij
f
Xf
),(
1 min
 
Donde:
∑
∈Eji
tf
ijX
),(
Es una de las posibles rutas 
para el flujo f que va para t.
∑
∈ fTt
Denota cada uno de los vér-
tices destino t del flujo f.
∑
∈Ff
Son todos los flujos de multidifu-
sión transmitidos sobre la red.
Retardo
Hace referencia al retardo de propagación, 
es decir, al tiempo que le toma a un paquete 
atravesar las aristas intermedias antes de lle-
gar al vértice destino. La unidad de medida 
son los milisegundos (ms). Para cada arista, 
se estima un tiempo de retardo para atrave-
sarlo, de manera que el retardo de propaga-
ción total del envío de un paquete a sus des-
tinos consistirá en la suma de los retardos de 
las aristas visitadas. La expresión matemáti-
ca de esta función es:
                      (5)∑∑ ∑
∈ ∈ ∈
=
Ff Tt Eji
tf
ijij
f
Xdf
),(
2 .min
 
Donde:
∑
∈Eji
tf
ijij Xd
),(
.
Es el retardo de propa-
gación de las rutas para 
el flujo f que va para t.
∑
∈ fTt
Denota cada uno de los vér-
tices destino t del flujo f.
∑
∈Ff
Son todos los flujos de 
multidifusión transmi-
tidos sobre la red.
Costo
Está asociada con el costo monetario (la uni-
dad de medida es en dinero) de usar un en-
lace de algún tipo de tecnología o protocolo 
–como podría ser el costo de usar protoco-
los punto a punto, usar una red ATM o una 
red Frame Relay– entre las aristas interme-
dias en una transmisión de multidifusión. En 
esta función se debe tener en cuenta que si 
un flujo es enviado a varios destinos y ellos 
comparten enlaces, solamente se transmite 
una sola vez a través de dichos enlaces; esto 
es así porque el vértice (enrutador) hace una 
copia del paquete por transmitir y lo reen-
vía a los destinos indicados sin necesidad de 
duplicar la recepción del paquete. La función 
matemática asociada es la siguiente:
          (6)∑ ∑
∈ ∈
∈=
Ff Eji
Tt
tf
ijij f
Xwf
),(
3 )max(.min
Donde:
  
fTt
tf
ijX ∈)max(
Permite que solamen-
te se cuente una vez 
el enlace para cual-
quier vértice destino t.
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Consumo de ancho de banda 
Hace referencia al ancho de banda que es uti-
lizado –consumido, no el que queda dispo-
nible– en cada enlace para hacer la transmi-
sión. La unidad de medida son los bits por 
segundo (bps). Aquí se tiene en cuenta la de-
manda de ancho de banda del flujo de infor-
mación –que es constante– y con base en esa 
demanda, se calcula el consumo en la ruta 
de transmisión. Cabe anotar que si un enla-
ce no tiene la capacidad para alojar la trans-
misión, no se puede usar como parte de la 
ruta de transmisión. En la función de consu-
mo de ancho de banda para multidifusión, se 
debe tener en cuenta que si un flujo es envia-
do a varios destinos y ellos comparten enla-
ces, solamente se transmite una sola a la vez 
a través de dichos enlaces; esto es así porque 
el vértice (enrutador) hace una copia del pa-
quete por transmitir y lo reenvía a los des-
tinos indicados sin necesidad de duplicar la 
recepción del paquete. Esto permite que se 
optimice aún más la transmisión. La función 
matemática que expresa la función y mues-
tra la evitación de envíos redundantes es la 
siguiente:
          (7)∑ ∑
∈ ∈
∈=
Ff Eji
Tt
tf
ijf f
Xbwf
),(
4 )max(.min
Donde:
fTt
tf
ijX ∈)max(
Permite que solamen-
te se cuente una vez 
el enlace para cual-
quier vértice destino t.
Restricciones del modelo
Vértice origen: para cada destino t que per-
tenece a Tf y para cada flujo f, solamente una 
ruta debe iniciar desde el vértice origen s. La 
expresión matemática es: 
          (8)∑
∈
=∈∈==
Eji
f
tf
ij siFfTtXc
),(
,,,11
Vértice destino: para cada flujo f, solamente 
una ruta debe llegar a cada vértice destino t. 
La expresión matemática es:
∑
∈
∈∈=−==
Eji
f
tf
ij FfTttiXc
),(
,,,12 (9)
Vértices intermedios: para cada flujo f, todos 
los vértices intermedios de ingreso tienen un 
vértice de salida. Si se suman los vértices en-
trantes y se le restan lo vértices de salida en 
los nodos intermedios, el valor debe ser cero 
para todos los flujos. La expresión matemá-
tica es:
∑ ∑
∈ ∈
∉≠∈∈=−=
Eji
f
Eij
f
tf
ji
tf
ij TisiFfTtXXc
),( ),(
,,,,03 (10)
Capacidad del enlace: evita que se envíe una 
demanda de tráfico más grande que la ca-
pacidad del enlace. La expresión matemáti-
ca es:
(11)
Donde:
∑
∈
∈
Ff
Tt
tf
ijf f
Xbw )max(.
Representa la demanda 
del flujo para todos los 
flujos que son transmiti-
dos en los enlaces. Esto 
no permite que una de-
manda de flujo exceda 
la capacidad del enlace.
Propuesta de optimización para la 
herramienta de software
El tipo de problema propuesto corresponde a 
la categoría NP-Hard, ya que es un problema 
de computación de costo mínimo en el árbol 
para un grupo multidifusión (NP-completo) 
y, además, incluye variables reales y enteros 
constantes. El modelo propuesto para el pro-
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totipo de software contempla la optimiza-
ción de las siguientes funciones objetivos:
• Conteo de saltos.
• Retardo de propagación.
• Costo.
• Consumo de ancho de banda.
Sujeto a las siguientes restricciones:
• Vértice origen.
• Vértice destino.
• Vértices intermedios.
• Capacidad del enlace.
Utilizando como método de optimización 
multiobjetivo a la suma ponderada. Para 
esto se especifica el problema de optimiza-
ción multiobjetivo para multidifusión así:
∑ ∑ ∑∑ ∑ ∑
∈ ∈ ∈∈ ∈ ∈
+=
Ff Tt Eji
tf
ijij
Ff Tt Eji
tf
ij
ff
XdrXrZ
),(
2
),(
1 ...min
(12)
∑ ∑∑ ∑
∈ ∈
∈
∈ ∈
∈ ++
Ff Eji
Tt
tf
ijf
Ff Eji
Tt
tf
ijij ff
XbwrXwr
),(
4
),(
3 )max(..)max(..
Debido a que las funciones tienen distintas 
escalas de valores y no son congruentes en-
tre ellas, es necesario aplicar una normaliza-
ción de los valores antes de aplicar el méto-
do de suma ponderada para el cálculo de la 
función multiobjetivo. La implementación se 
hizo utilizando las metaheuristicas trayecto-
riales de recocido simulado y búsqueda tabú.
Arquitectura de desarrollo de la 
herramienta
La herramienta que se seleccionó para el de-
sarrollo del prototipo de software es java. Las 
razones para la elección de esta herramienta 
con respecto a otras son:
• Alto nivel: es un lenguaje con el cual se 
pueden desarrollar aplicaciones robustas 
y extensibles para casi todos los entornos 
de programación actuales (aplicaciones 
de escritorio, aplicaciones Web, móviles, 
para acceso remoto, para trabajo en para-
lelo, entre otras).
• Orientación a objetos: manejo de progra-
mación orientada a objetos, lo que per-
mite la reutilización de componentes, 
herencia, programación genérica, mode-
lamiento de alto nivel, entre otras.
• Independencia de la plataforma: con el 
uso de un intérprete de comandos, se 
puede ejecutar una aplicación indepen-
diente de la arquitectura de hardware y 
del sistema operativo.
• Licencia: la licencia es GNU GPL (Licen-
cia Pública General de GNU), lo que per-
mite su utilización para cualquier fin, sin 
tener que adquirir una licencia para de-
sarrollar aplicativos o para venderlos.
• Soporte: en Internet, hay un amplio y 
continuo soporte de parte de desarrolla-
dores, lo que permite solucionar muchos 
de los problemas propios del desarrollo 
de software.
• Componentes disponibles: se dispone 
de la posibilidad de utilizar componen-
tes y librerías externos, para ampliar las 
funcionalidades.
El modelo de diseño estará guiado por el pa-
trón Modelo Vista Controlador, que hace una 
separación en tres niveles:
• Modelo: almacena todas las reglas y pro-
cesos relacionados con la ejecución de los 
algoritmos, como la forma de búsqueda 
de soluciones, el grafo que representa la 
red, las funciones objetivo, entre otros. 
Maneja el almacenamiento de los resulta-
dos parciales de la ejecución de los algo-
ritmos. Manipular los archivos XML (im-
portación y exportación de proyectos).
• Vista: contiene los componentes que 
construyen la interfaz de usuario (ven-
tana principal, paneles y menús). Captu-
ra los eventos y solicitudes del usuario. 
Gestiona la disponibilidad de los paneles 
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y las opciones de menú. Permite la crea-
ción o modificación de los parámetros de 
funcionamiento del aplicativo (diseño de 
red, parámetros del problema, paráme-
tros de ejecución de los algoritmos).
• Controlador: intercepta los eventos y las 
solicitudes de la vista, haciendo el llama-
do respectivo a los componentes del mo-
delo. Entrega objetos de datos a la vista 
para que se construyan los datos de las 
interfaces. Responde a la vista, solicitan-
do acciones de actualización de interfa-
ces o bloqueo de componentes de la in-
terfaz. Sirve de puente intermedio entre 
la vista y el modelo; esto permite que se 
pueda alterar alguno de ellos sin que eso 
implique cambios en la otra capa.
Una muestra del modelo se ve en la figura 4.
Figura 4. Modelo vista controlador
Fuente: http://es.scribd.com/
doc/50828699/9/Protocolo-de-Control-de-
Transmision-TCP
Resultados y pruebas
La herramienta fue desarrollada como una 
aplicación java swing. Desde esta aplicación 
se puede diseñar una red de datos de manera 
visual, así como el establecimiento de los pa-
rámetros de los algoritmos por resolver y su 
posterior ejecución del proceso de optimiza-
ción para obtener resultados comparables de 
la efectividad del algoritmo. Una imagen de 
la vista principal de la herramienta se mues-
tra en la figura 5.
Figura 5. Vista principal de la herramienta
Fuente: elaboración propia.
Para las pruebas de la herramienta, se dispu-
so de tres condiciones (redes de 15, 50 y 200 
nodos), para los cuales se generaron cuatro 
casos de prueba (5, 8, 10 y 12 nodos desti-
no). Los resultados de la ejecución de los ca-
sos de prueba se pueden visualizan median-
te el gráfico de la red, en el que se resaltan los 
enlaces que corresponden con la ruta cons-
truida por el algoritmo, o en el panel de re-
sultados, con los detalles del valor encontra-
do para cada una de las funciones objetivo y 
el valor de la función multiobjetivo (pareto). 
La figura 6 muestra un pantallazo de resulta-
dos que genera la herramienta (ver fig. 6).
Además, se dispone de unos reportes esta-
dísticos que muestran la evolución del pro-
ceso de optimización a lo largo de su ejecu-
ción. Dichos reportes se agrupan en reportes 
por objetivo, en los que se muestra una de 
las funciones objetivo y su evolución a lo lar-
go de las iteraciones, tal y como se muestra 
en la figura 7. 
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Figura 6. Resultados generados 
herramienta
Fuente: elaboración propia.
Figura 7. Grafico de la salida de una de las 
funciones objetivos por optimizar
Fuente: elaboración propia.
La otra forma de ver los resultados, es me-
diante reportes multiobjetivo, en los que se 
muestran los valores de tres de las cuatro 
funciones objetivo, con la posibilidad de es-
coger cuáles visualizar, como se muestra la 
figura 8.
Figura 8. Grafico de la salida de tres de las 
funciones objetivos por optimizar
Fuente: elaboración propia.
Conclusiones
El desarrollo del prototipo deja en evidencia 
la importancia que tienen las metaheurísiti-
cas en procesos de optimización, sobre todo, 
en ambientes como el que plantea el proyec-
to, en el cual el tamaño y las funcionalida-
des de las redes, no permiten que se pueda 
generar una solución genérica para todas. 
Las metaheurísticas que se implementaron, 
por su naturaleza de estrategias de búsque-
da local, han mostrado sus ventajas y, por su-
puesto, sus desventajas, al tratarse de estra-
tegias que tratan de escapar de soluciones 
falsas o comúnmente llamadas locales; esto 
provoca que la carga necesaria de transaccio-
nes para el establecimiento de estados dentro 
del proceso pueda llegar a ser desgastante o 
recurrente –en el caso de que no se maneje 
memoria.
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El desarrollo de la herramienta se realizó si-
guiendo las directrices del patrón de diseño 
Modelo Vista Controlador. Este patrón resul-
to bastante útil, ya que facilitó la construc-
ción inicialmente del modelo y, posterior-
mente, de la vista siguiendo la comunicación 
con el controlador. Esto permitirá adicionar 
nuevas funciones a la vista sin alterar el mo-
delo y robustecer el modelo realizando cam-
bios específicos sobre la vista.
Para trabajos futuros, se recomienda plan-
tear la arquitectura de la herramienta en tér-
minos cliente-servidor. Esto podría mejorar 
el desempeño en la ejecución de los algorit-
mos, al igual que permitir la evolución por 
separado tanto del cliente como del servi-
dor. Igualmente, es posible que, a manera 
de aplicación real, se pueda generar un pro-
yecto que derive de este, para que se imple-
mente un protocolo de red local que use estas 
metaheurísticas.
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