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The Hamiltonian of a linearly driven two level system, or qubit, in a rotating frame contains non-
commuting terms that oscillate at twice the drive frequency, ω. This makes the task of analytically
finding the qubit’s time evolution nontrivial. For near-resonant drives, the application of the rotating
wave approximation (RWA), which is suitable only for drives whose amplitude H1 is small compared
to ω and varies slowly on the time scale of 1/ω, yields a simple Hamiltonian that can be integrated
easily. We present a series of corrections to the RWA Hamiltonian in 1/ω, resulting in an effective
Hamiltonian whose time evolution is accurate also for strong and time-dependent drives, assuming
H1(t) . ω. As a result of the envelope H1 being time dependent, our effective Hamiltonian is a
function not only of H1(t) itself but also of its time derivatives. Our effective Hamiltonian is obtained
through a recurrence relation which we derive using a combination of a Magnus expansion of the
original rotating-frame Hamiltonian and a Taylor series of H1, called the Magnus-Taylor expansion.
Using the same tool, we further derive kick operators that complete our effective Hamiltonian
treatment for non-analyticities of the drive envelope. The time evolution generated by the effective
Hamiltonian agrees with the exact time evolution at periodic points in time. For the most important
correction (first order in 1/ω), we find that besides the well-known Bloch-Siegert shift there are two
competing terms that depend on the first derivative of the envelope, H˙1, and on the detuning, ∆.
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I. INTRODUCTION
Coherent driving of quantum systems plays a central role in many areas of physics and chemistry
[1]. The specific task with arguably the highest demands on the accuracy of the desired operations
carried out by such driving is the manipulation of two-level systems, or qubits, that form the basic
elements of a quantum computer [2, 3].
Perhaps the simplest abstraction of the interaction between light and matter is formalized by
the semiclassical Rabi model [4], which can be used to describe a qubit being driven by a classical,
circularly polarized electromagnetic wave, or drive. We study the related, yet much richer problem
of a qubit subject to a linearly polarized drive, which has been considered in Ref. [5] by Bloch and
Siegert. Denoting the qubit and drive frequencies by ω0 and ω, respectively, the system Hamiltonian
in the laboratory frame reads (~ = 1)
Hlab(t) = ω0
2
σz +
H1(t)
2
cos(ωt+ φ)σx, (1)
where H1(t) is the time-dependent envelope of the applied drive. We denote the Pauli matrices by
σi with i = x, y and z, and assume that the drive has a constant phase-offset φ. Later in our study
we will work in a suitable frame of reference that rotates around the z-axis with the frequency ω
of the applied field.
The minimal time required to effectively manipulate a qubit state by such driving is inversely
proportional to the drive strength H1. One thus needs a strong drive for fast pulses, which are often
3desired because they allow a large number of operations to be carried out within the coherence time
of the qubit. The ratio of the amplitude H1 and the qubit resonance frequency ω can be used to
distinguish between different parameter regimes. The regime that is probably best understood is
that where the drive strength is very small compared to the drive frequency, H1/ω  1. In this
case, resonant driving (ω = ω0) results in Rabi oscillations of frequency proportional to H1. In the
present study, we are concerned with the regime in which H1 . ω, and place special interest in the
consequences of a time-varying field strength H1 = H1(t) on the qubit’s time evolution.
The rotating-frame Hamiltonian of a linearly-driven qubit contains noncommuting terms that
oscillate quickly, at twice the drive frequency [6]. If these terms, which can be attributed to the
counterrotating field of the drive, are fully taken into account, there is no simple analytical form for
the qubit’s exact time evolution. If the drive is weak (H1  ω), near resonant (ω ≈ ω0), and varies
only slowly on the time scale of the inverse qubit frequency 1/ω, the application of the rotating
wave approximation (RWA) yields a simple Hamiltonian which is straightforward to integrate [7].
For moderately strong field strengths H1/ω ' 0.01 the RWA is no longer applicable for many
quantum-information related applications, and corrections that scale as some power in 1/ω, such
as the famous Bloch-Siegert shift [5], may be used to improve the accuracy of the predicted time
evolution.
The problem of a periodically driven two-level system has been studied using the Magnus expan-
sion, which provides a means of performing time-dependent perturbation theory at the Hamiltonian
level in which unitarity of the time evolution is inherently preserved [8–10]. The dressed state for-
malism [11] has also been employed in a study concerning the time evolution of a periodically driven
multi-level system [12]. Most work on the time evolution under periodic driving of quantum sys-
tems, however, is based on Floquet theory, starting with an influential analysis by Shirley in 1965
[13]. While the basic formulation of Floquet’s theorem may be used directly in such an investigation
[14–16], the more common Floquet approach is to obtain an infinite dimensional, time-independent
Hamiltonian by using an extended Hilbert space [13, 17] and then introduce a two-time formal-
ism that allows the formal separation of a micromotion and an effective, coarse-grained evolution
[17–22].
The first time that the Magnus expansion, which is one of the main tools of the present inves-
tigation, has been applied to coherent driving of quantum systems was in the context of nuclear
magnetic resonance [23, 24]. This work paved the path for what is known as average Hamiltonian
theory [23, 25], in which simple effective Hamiltonians are used to approximate the time evolution
of the driven system. In the meantime [26], the Magnus expansion has also been combined with
the Floquet approach [15, 27–29]; this introduced novel concepts such as kick operators [15, 29]
(see also Ref. [30]) and a gauge degree of freedom of effective Hamiltonians [29], both of which play
an important role in our work. A recent study determines the stroboscopic time evolution via a
Magnus expansion for a driven qubit using a frequency chirp [31].
Most previous work that aims at determining the time evolution operator (TEO) for the driven
qubit has assumed periodic Hamiltonians [12–17, 19, 27–30]. While in some of the analyses men-
tioned above [12, 20, 21, 29–31] consequences due to adiabatic changes of drive parameters have
been discussed, Ref. [22] is the only work that explicitly determines the effects on the TEO due to
a nonzero first derivative of these drive parameters.
However, realistic drives are often turned on non-adiabatically and there may be substantial
effects due to a nontrivial time dependence of the drive envelope. Such complications are of par-
ticular importance for strong or shaped pulses (e.g., to minimize leakage out of the computational
space via DRAG shaping for superconducting qubits [32], or to increase the fidelity of gates for
singlet-triplet qubits [33]). An investigation that allows for relatively generic pulse amplitudes is
that of Ref. [34], where an iterative procedure for obtaining the wave function of the driven qubit is
4developed; this investigation, however, has been conducted for ultra-strong driving with H1  ω,
and thus for parameters that lie outside the range considered here. Thus it is clear that the problem
of strictly periodic driving has been discussed extensively, while relatively little attention has been
paid to the system described by the Hamiltonian (1) for relatively generic fields H1(t) in the regime
of moderate to strong driving.
Our approach to the driven qubit problem is based on a tool that we call the Magnus-Taylor
expansion. This tool involves a Magnus expansion of the Hamiltonian (1) (transformed to the
rotating-frame) combined with replacing the envelope function H1(t) with its Taylor series—a cru-
cial step which allows us to explicitly evaluate the integrals occurring in the Magnus expansion.
Using this Magnus-Taylor expansion, we derive our main results: a time-dependent effective Hamil-
tonian and associated kick operators, both given as a series expansion in the inverse drive frequency
1/ω. In combination with the kick operators, this effective Hamiltonian generates a trajectory that
agrees with a set of stroboscopically-defined points along the exact qubit trajectory.
Our effective Hamiltonian (referred to as Heff, described in Sec. I B) explicitly depends not only
on the envelope function H1(t) but also on its time derivatives H˙1(t), H¨1(t), etc., all of which are
assumed to change little over the period of the drive. To be more precise, in our theory Heff(t) is
an explicit local function of the envelope function and its derivatives, i.e.,
Heff(t) = f(H1(t), H˙1(t), H¨1(t), . . .). (2)
We took inspiration in this from the Local Density Approximation of the Density Functional Theory
for electronic structure. From Eq. (2) it is clear that Heff has only a slow time dependence compared
to the rotating-frame Hamiltonian, which, as noted above, contains terms oscillating at frequency
2ω. The effective Hamiltonian is therefore, similar to the RWA Hamiltonian, easy to integrate
numerically. At the same time, our method allows the determination of an arbitrarily accurate
stroboscopic time evolution by terminating the effective Hamiltonian series at desired order 1/ωk.
Since our approach combines the advantageous features of the RWA with the ability to obtain an
arbitrarily high accuracy, we call our effective Hamiltonian method the ”Exact” Rotating Wave
Approximation [35].
The rest of the paper is organized as follows. In what remains of the Introduction, Secs. I A
through I C describe our anticipated solution to the driven qubit problem by introducing our notion
of effective Hamiltonians, kick operators and the gauge degree of freedom. Most importantly, these
sections clarify how our concept of effective Hamiltonians is fundamentally tied to the idea of a
stroboscopic time evolution. In Sec. II we derive the recursive procedure that yields the desired
Hamiltonian (2) as a series expansion in 1/ω. To do this, we first apply the Magnus expansion
to the driven-qubit problem [Sec. II A], and then define the Magnus-Taylor expansion [Sec. II B].
The application of this new expansion to the problem at hand [Sec. II C] results in a solvable
algebraic condition that allows us to derive our central recurrence relation generating our effective
Hamiltonians. This derivation is followed by an exemplary calculation of an effective Hamiltonian
in Sec. II D, and by the discussion of a simplified procedure for obtaining effective Hamiltonians
for the case of constant drive amplitude in Sec. II E. In Sec. III we derive kick operators, which
complete our theory for the case of non-analytic envelope functions. Our conclusions are presented
in Sec. IV. Appendix A contains explicit results for our effective Hamiltonians up to order 1/ω2.
A. Stroboscopic Time Evolution
We shift our discussion from the laboratory frame to the rotating frame that is associated with the
drive. The corresponding Hamiltonian, defined by the usual transformation [36] Hrot = U˜†HlabU˜ −
5iU˜† ∂∂t U˜ with Hlab given in Eq. (1) and U˜ = e−iωtσz/2, evaluates to
Hrot(t) = H1(t)
4
(cos(φ)σx + cos(2ωt+ φ)σx + sin(φ)σy − sin(2ωt+ φ)σy) + ∆
2
σz. (3)
Here we have introduced the detuning ∆ = ω0−ω. Due to its fast oscillating terms in the rotating
frame, the drive has a period of
tc = pi/ω, (rotating frame). (4)
For simplicity, in the main text we will often assume that the qubit drive is in resonance with
the qubit, i.e., ω = ω0, or ∆ = 0, and we may further restrict ourselves to the case where the phase
offset is zero, φ = 0. The corresponding rotating-frame Hamiltonian reads
Hrot(t) = H1(t)
4
(σx + cos(2ωt)σx − sin(2ωt)σy), (∆ = 0, φ = 0). (5)
Our goal is to determine the time evolution of the driven qubit. The problem at hand is thus to
solve the time-dependent Schroedinger equation in the rotating frame,
i(∂/∂t)|ψ(t)〉 = Hrot(t)|ψ(t)〉, (6)
whose formal solution is |ψ(tf )〉 = U(tf , ti)|ψ(ti)〉 for some initial and final times ti and tf . Here
the time evolution operator (TEO) takes the usual form
U(tf , ti) = T e−i
∫ tf
ti
dtHrot(t), (7)
where T is the time ordering operator. Note that for our driven qubit problem the evaluation
of Eq. (7) is nontrivial even in the seemingly simple case of constant drive envelope H1(t) ≡ H1,
because the Hamiltonian (3) does not commute with itself at different times.
In the weak coupling limit, defined by a small driving amplitude H1 compared to the drive fre-
quency ω, it is useful to apply the RWA [38] to our system. This amounts to taking the Hamiltonian
(3) and neglecting the fast-oscillating terms, a procedure which results in a Hamiltonian whose only
time dependence is through the field strength H1(t),
HRWA(t) = H1(t)
4
(cos(φ)σx + sin(φ)σy) +
∆
2
σz (8)
=
H1(t)
4
σx, (∆ = 0, φ = 0). (9)
The corresponding time evolution of the qubit state, assuming it has been initialized to, for example,
the basis state |0〉, describes a circle (in the rotating frame) around the Bloch sphere, resulting in
Rabi oscillations of period 4pi/H1 for an on-resonant drive of constant envelope H1. The effective
Hamiltonians introduced in this work are a generalization of this RWA Hamiltonian for predicting
an accurate, stroboscopic time evolution for the strong driving case of H1 . ω.
Figure 1 shows a number of different Bloch sphere trajectories of a resonantly driven qubit with
zero phase offset (∆ = 0, φ = 0) for two qualitatively different envelope functions H1(t). Both
envelopes are designed in a way that the resultant unitary operators (7) in the RWA result in a
not gate, and accordingly the value of the gate duration, tgate, is determined by the condition
that the area under each H1-curve is 2pi. The three different kinds of trajectories in each Fig. 1(a)
and (d)-(f) are time evolutions of the exact Hamiltonian (5) [trajectory shown in red], the RWA
Hamiltonian (9) [green], and the effective Hamiltonian [blue] derived in this paper.
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FIG. 1: Various trajectories of a driven qubit initialized to |0〉 for different envelope functions
corresponding to pi-pulses in the RWA. The trajectories shown in (a) correspond to the square
pulse shown in (b) with H(max)/ω = 0.06; the trajectories in (d), (e) and (f) correspond to the
envelope function with sinusoidal ramp [37] (ramp duration tramp = 0.4tgate) shown in (c) for
values of H
(max)
1 /ω = 0.12, 0.33 and 0.67, respectively. The three different trajectories shown in
each part (a) and (d)-(f) are due to the exact (red), the RWA (green) and the effective
Hamiltonians (blue). The last of these trajectories approximate the exact curves at periodic
points in time (indicated by bullets). In Sec. I C we will reconcile the artifact that in some of the
shown cases the endpoints of the effective and exact trajectories do not coincide.
In Figs. 1(a) and (d)-(f) we have chosen different ratios H
(max)
1 /ω for the envelope functions
shown in Figs. 1(b) and (c), which result in qualitatively different deviations between the RWA
trajectories and exact trajectories. For sufficiently high field strengths such as those of Fig. 1 the
qubit undergoes cycloidal-like motions known as Bloch-Siegert oscillations, whose period is equal to
the drive period (4) (we note that the phenomenon of the nontrivial drive dynamics in relation to
these high-frequency oscillations has been commented on in Ref. [39]). The third trajectory, which
is due to our effective Hamiltonians, agrees stroboscopically with the exact solution at points of
agreement indicated by bullets.
7We note that for the square pulse in Fig. 1(b) these stroboscopic points are equidistant not only
in time but also along the Bloch sphere [see (a)], which is not the case for the pulse form with
sinusoidal ramping [37] shown in (c) [see (d)-(f)]. Also, for the Bloch sphere plots in Fig. 1 we
have used an effective Hamiltonian whose series has been terminated at second order in 1/ω. We
find a noticeable difference between effective and exact points of agreement only in Fig. 1(f) where
H
(max)
1 /ω = 0.67.
Let us now formalize the stroboscopic time evolution that defines our effective Hamiltonians.
Motivated by the Bloch sphere trajectories of Fig. 1 in which the effective trajectories agree with
the exact trajectory once per Bloch-Siegert oscillation, we define the stroboscopic TEO via the
generic TEO (7) with starting time t0—which does not have to coincide with ti = 0 but rather is
chosen to be in the first interval of the drive period, t0 ∈ [0, tc]—and tf = t0 + ntc where n ∈ N0,
U(t0 + ntc, t0) = T e−i
∫ t0+ntc
t0
dtHrot(t). (10)
We use this discrete-time TEO in the following section to define our effective Hamiltonians. In all
plots in Fig. 1 we have chosen the time offset for this time evolution to agree with the starting time
of the pulse, t0 = 0.
B. Effective Hamiltonians
The effective Hamiltonians introduced in this paper have different properties for the two cases of a
time-independent and a time-dependent drive. Most importantly, while in the time-dependent case
the effective Hamiltonian depends nontrivially on time, in the time-independent case the effective
Hamiltonian is constant, resulting in a TEO of a particularly simple form.
1. Time Independent Drives
Let us first consider the simple case of a constant drive envelope H1(t) ≡ H1 such as that shown
in Fig. 1(b), before we turn towards the main objective of this work, the study of state evolution
under a time-varying envelope function. As noted above, usage of the RWA is not always justified
if the amplitude H1 is an appreciable fraction of the drive frequency ω. Instead, for the parameter
regime H1 . ω our effective Hamiltonian Heff can be used to generate a subset of stroboscopically-
defined points of the qubit trajectory. For constant H1 this effective Hamiltonian depends only on
the initial time parameter t0 of the considered stroboscopic time evolution [cf. Eq. (10)], and we
will express it as the series expansion
Heff(t0) =
∞∑
k=0
hk(t0)(1/ω)
k. (11)
The effective Hamiltonian is chosen such that the its time evolution agrees with the time evolution
of the rotating-frame Hamiltonian at stroboscopic times, i.e.,
U(t0 + ntc, t0) = T e−i
∫ t0+ntc
t0
dtHrot(t) != T e−i
∫ t0+ntc
t0
dtHeff(t) = e−iHeff(t0)ntc . (12)
The TEO of the effective Hamiltonian is of a particularly simple form because the effective Hamil-
tonian, which has a parametric time dependence on the offset time t0, is independent of the current
8running time t so that there is no need for time ordering. From the simplicity of the operator (12)
it follows directly that the stroboscopic points of the evolution lie on a circle around the Bloch
sphere, as can be seen in Fig. 1(a).
Let us exemplify some qualitative effects beyond the RWA by means of this simple case of resonant
driving (∆ = 0) with zero phase offset (φ = 0). Using the procedure derived in Sec. II, we can
compute the effective Hamiltonian which generates the time evolution (12) from, for simplicity,
t0 = 0 to tf = ntc. While our procedure allows for the computation of the series (11) up to
arbitrary order in 1/ω, we give this Hamiltonian up to seventh order,
Heff(t0 = 0) = H1
4
σx − H
2
1
32ω
σz − H
3
1
256ω2
σx − H
4
1
512ω3
σz − 3H
5
1
8192ω4
σx − 61H
6
1
786432ω5
σz
− 341H
7
1
12582912ω6
σx − 937H
8
1
1811939328ω7
σz +O(1/ω8). (13)
Here, the lowest order term is the RWA Hamiltonian (9), and its first-order correction, −(H21/32ω)σz,
is known as the Bloch Siegert shift [5]. Since this correction term is proportional to σz, it indicates a
shift in the qubit resonance frequency. The correction terms proportional to σx indicate a decrease
in the effective driving strength, or the Rabi frequency.
2. Time Dependent Drives
The main purpose of this paper is to develop a theory for computing effective Hamiltonians
similar to (13), but for time dependent envelope functions H1(t). Consistent with a 1/ω expansion
similar to that in Eq. (11), we assume that the absolute value of H1(t) at all times during the pulse
is at most on the same order of magnitude as the drive frequency, i.e., H1 . ω. We further assume
that the amplitude H1(t) also changes slowly with time, that is, for all k-th time derivatives, which
we denote by
(.)k
H1 , we require
∣∣∣ (.)kH1 ∣∣∣ . ωk+1. This effective Hamiltonian will, compared to the sole
parametric dependence of the Hamiltonian (11) on t0, gain an additional dependence on the running
time t,
Heff(t; t0) =
∞∑
k=0
hk(t; t0)(1/ω)
k. (14)
We remark that the temporal dependence of the operator coefficients hk will often taken to be
implicit.
The effective Hamiltonian will yield a stroboscopic time evolution whose Bloch-sphere trajectory
agrees stroboscopically with the exact trajectory, similar to Eq. (12). However, in contrast to
Eq. (12), due to the nontrivial time dependence of the effective Hamiltonian, the TEO (10) for the
effective Hamiltonian (14) now contains the time ordering operator, and we have
U(t0 + ntc, t0) = T e−i
∫ t0+ntc
t0
dtHeff(t) != T e−i
∫ t0+ntc
t0
dtHeff(t,t0). (15)
We will find that, in comparison to the time-independent effective Hamiltonian (13), this new
Hamiltonian depends not only on the envelope H1(t) itself but also on its derivatives
(.)k
H1 (t).
An example effective Hamiltonian for the case of ∆ = 0 and φ = 0 is given by
Heff(t; t0 = 0) = H1(t)
4
σx − H1(t)
2
32ω
σz +
H˙1(t)
8ω
σy − H1(t)
3
256ω2
σx +
H¨1(t)
16ω2
σx +O(1/ω3), (16)
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<latexit sha1_base 64="PbEGDiCaAIws3Ni6KY+IA1rzpNc=">AA AB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU020YC 9CwYvHCvYDmhA22027dLMJu5tCCf0nXjwo4 tV/4s1/47bNQVsfDDzem2FmXphyprTjfFulj c2t7Z3ybmVv/+DwyD4+6agkk4S2ScIT2Qux opwJ2tZMc9pLJcVxyGk3HN/P/e6ESsUS8aSn KfVjPBQsYgRrIwW27YVU48BBd+jGS9lVPbCr Ts1ZAK0TtyBVKNAK7C9vkJAspkITjpXqu06 q/RxLzQins4qXKZpiMsZD2jdU4JgqP19cPkM XRhmgKJGmhEYL9fdEjmOlpnFoOmOsR2rVm4 v/ef1MRw0/ZyLNNBVkuSjKONIJmseABkxSov nUEEwkM7ciMsISE23CqpgQ3NWX10nnuuY6Nf exXm02ijjKcAbncAku3EITHqAFbSAwgWd4h Tcrt16sd+tj2VqyiplT+APr8wdAuJIQ</lat exit><latexit sha1_base 64="PbEGDiCaAIws3Ni6KY+IA1rzpNc=">AA AB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU020YC 9CwYvHCvYDmhA22027dLMJu5tCCf0nXjwo4 tV/4s1/47bNQVsfDDzem2FmXphyprTjfFulj c2t7Z3ybmVv/+DwyD4+6agkk4S2ScIT2Qux opwJ2tZMc9pLJcVxyGk3HN/P/e6ESsUS8aSn KfVjPBQsYgRrIwW27YVU48BBd+jGS9lVPbCr Ts1ZAK0TtyBVKNAK7C9vkJAspkITjpXqu06 q/RxLzQins4qXKZpiMsZD2jdU4JgqP19cPkM XRhmgKJGmhEYL9fdEjmOlpnFoOmOsR2rVm4 v/ef1MRw0/ZyLNNBVkuSjKONIJmseABkxSov nUEEwkM7ciMsISE23CqpgQ3NWX10nnuuY6Nf exXm02ijjKcAbncAku3EITHqAFbSAwgWd4h Tcrt16sd+tj2VqyiplT+APr8wdAuJIQ</lat exit><latexit sha1_base 64="PbEGDiCaAIws3Ni6KY+IA1rzpNc=">AA AB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU020YC 9CwYvHCvYDmhA22027dLMJu5tCCf0nXjwo4 tV/4s1/47bNQVsfDDzem2FmXphyprTjfFulj c2t7Z3ybmVv/+DwyD4+6agkk4S2ScIT2Qux opwJ2tZMc9pLJcVxyGk3HN/P/e6ESsUS8aSn KfVjPBQsYgRrIwW27YVU48BBd+jGS9lVPbCr Ts1ZAK0TtyBVKNAK7C9vkJAspkITjpXqu06 q/RxLzQins4qXKZpiMsZD2jdU4JgqP19cPkM XRhmgKJGmhEYL9fdEjmOlpnFoOmOsR2rVm4 v/ef1MRw0/ZyLNNBVkuSjKONIJmseABkxSov nUEEwkM7ciMsISE23CqpgQ3NWX10nnuuY6Nf exXm02ijjKcAbncAku3EITHqAFbSAwgWd4h Tcrt16sd+tj2VqyiplT+APr8wdAuJIQ</lat exit><latexit sha1_base 64="PbEGDiCaAIws3Ni6KY+IA1rzpNc=">AA AB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU020YC 9CwYvHCvYDmhA22027dLMJu5tCCf0nXjwo4 tV/4s1/47bNQVsfDDzem2FmXphyprTjfFulj c2t7Z3ybmVv/+DwyD4+6agkk4S2ScIT2Qux opwJ2tZMc9pLJcVxyGk3HN/P/e6ESsUS8aSn KfVjPBQsYgRrIwW27YVU48BBd+jGS9lVPbCr Ts1ZAK0TtyBVKNAK7C9vkJAspkITjpXqu06 q/RxLzQins4qXKZpiMsZD2jdU4JgqP19cPkM XRhmgKJGmhEYL9fdEjmOlpnFoOmOsR2rVm4 v/ef1MRw0/ZyLNNBVkuSjKONIJmseABkxSov nUEEwkM7ciMsISE23CqpgQ3NWX10nnuuY6Nf exXm02ijjKcAbncAku3EITHqAFbSAwgWd4h Tcrt16sd+tj2VqyiplT+APr8wdAuJIQ</lat exit>
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<latexit sha1_base64="W5Qm6lTIoQ2m4c 6omw2daFuo2e8=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInmpSBHsRCl48VrAf0ISw2W7 apZtN2N0INfSXePGgiFd/ijf/jds2B219MPB4b4aZeWHKmdKO822VNja3tnfKu5W9/YPDqn1 03FVJJgntkIQnsh9iRTkTtKOZ5rSfSorjkNNeOLmd+71HKhVLxIOeptSP8UiwiBGsjRTYVS +kGgcOukFeyi4bgV1z6s4CaJ24BalBgXZgf3nDhGQxFZpwrNTAdVLt51hqRjidVbxM0RSTC R7RgaECx1T5+eLwGTo3yhBFiTQlNFqovydyHCs1jUPTGWM9VqveXPzPG2Q6avo5E2mmqSDL RVHGkU7QPAU0ZJISzaeGYCKZuRWRMZaYaJNVxYTgrr68TrqNuuvU3furWqtZxFGGUziDC3D hGlpwB23oAIEMnuEV3qwn68V6tz6WrSWrmDmBP7A+fwDHM5HR</latexit><latexit sha1_base64="W5Qm6lTIoQ2m4c 6omw2daFuo2e8=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInmpSBHsRCl48VrAf0ISw2W7 apZtN2N0INfSXePGgiFd/ijf/jds2B219MPB4b4aZeWHKmdKO822VNja3tnfKu5W9/YPDqn1 03FVJJgntkIQnsh9iRTkTtKOZ5rSfSorjkNNeOLmd+71HKhVLxIOeptSP8UiwiBGsjRTYVS +kGgcOukFeyi4bgV1z6s4CaJ24BalBgXZgf3nDhGQxFZpwrNTAdVLt51hqRjidVbxM0RSTC R7RgaECx1T5+eLwGTo3yhBFiTQlNFqovydyHCs1jUPTGWM9VqveXPzPG2Q6avo5E2mmqSDL RVHGkU7QPAU0ZJISzaeGYCKZuRWRMZaYaJNVxYTgrr68TrqNuuvU3furWqtZxFGGUziDC3D hGlpwB23oAIEMnuEV3qwn68V6tz6WrSWrmDmBP7A+fwDHM5HR</latexit><latexit sha1_base64="W5Qm6lTIoQ2m4c 6omw2daFuo2e8=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInmpSBHsRCl48VrAf0ISw2W7 apZtN2N0INfSXePGgiFd/ijf/jds2B219MPB4b4aZeWHKmdKO822VNja3tnfKu5W9/YPDqn1 03FVJJgntkIQnsh9iRTkTtKOZ5rSfSorjkNNeOLmd+71HKhVLxIOeptSP8UiwiBGsjRTYVS +kGgcOukFeyi4bgV1z6s4CaJ24BalBgXZgf3nDhGQxFZpwrNTAdVLt51hqRjidVbxM0RSTC R7RgaECx1T5+eLwGTo3yhBFiTQlNFqovydyHCs1jUPTGWM9VqveXPzPG2Q6avo5E2mmqSDL RVHGkU7QPAU0ZJISzaeGYCKZuRWRMZaYaJNVxYTgrr68TrqNuuvU3furWqtZxFGGUziDC3D hGlpwB23oAIEMnuEV3qwn68V6tz6WrSWrmDmBP7A+fwDHM5HR</latexit><latexit sha1_base64="W5Qm6lTIoQ2m4c 6omw2daFuo2e8=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInmpSBHsRCl48VrAf0ISw2W7 apZtN2N0INfSXePGgiFd/ijf/jds2B219MPB4b4aZeWHKmdKO822VNja3tnfKu5W9/YPDqn1 03FVJJgntkIQnsh9iRTkTtKOZ5rSfSorjkNNeOLmd+71HKhVLxIOeptSP8UiwiBGsjRTYVS +kGgcOukFeyi4bgV1z6s4CaJ24BalBgXZgf3nDhGQxFZpwrNTAdVLt51hqRjidVbxM0RSTC R7RgaECx1T5+eLwGTo3yhBFiTQlNFqovydyHCs1jUPTGWM9VqveXPzPG2Q6avo5E2mmqSDL RVHGkU7QPAU0ZJISzaeGYCKZuRWRMZaYaJNVxYTgrr68TrqNuuvU3furWqtZxFGGUziDC3D hGlpwB23oAIEMnuEV3qwn68V6tz6WrSWrmDmBP7A+fwDHM5HR</latexit>
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FIG. 2: Various driven-qubit effective trajectories for different values of our gauge parameter β0,
otherwise similar those in Fig. 1. The set of trajectories shown on the left and the right side
correspond to the pulses shown in Figs. 1(b) and (c), respectively, both with Hmax/ω = 0.5. The
solid lines on the right indicate the application of kick operators.
which contains corrections that depend on the derivatives H˙1 and H¨1. As expected, for H1 = const.
this Hamiltonian reduces to Eq. (13).
The above introduction of our effective Hamiltonians is formulated under the assumption that we
are provided a smooth envelope function H1(t). For instance, the Hamiltonian (16) is well defined
only if the derivatives H˙1 and H¨1 are continuous functions. In the following section we discuss the
use of kick operators in our effective Hamiltonian theory, which are required for the generic case of
non-analytic pulse sequences (such as those shown in Fig. 1).
C. Gauge Freedom and Kick Operators
From the TEO (15) it is clear that the set of stroboscopically-defined points at which the effective
and exact trajectories agree with one another is given by {t0, t0 + tc, t0 + 2tc, . . .}. The choice of
t0 ∈ [0, tc), which is reflected in the parametric dependence on t0 of our effective Hamiltonian (14),
leads us to introduce a dimensionless gauge parameter
β0 ≡ 2ωt0, β0 ∈ [0, 2pi). (17)
In the above Hamiltonians (13) and (16) we have chosen a specific value for the parameter t0 = 0,
because of which no dependence on the gauge paramater β0 is present. Example effective Hamilto-
nians (up to second order in 1/ω) with dependence on β0 are presented in Appendix I B.
Figure 2 illustrates the effect of varying this gauge parameter β0 by means of two sets of effective
trajectories, each of which corresponds to one of the envelope functions shown in Fig. 1. The reason
why β0 is called a gauge parameter is that varying this parameter leaves the beginning and end
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points unchanged. This fact is closely related to the appearance of discontinuities in the effective
trajectories, which are generated by kick operators.
Realistic envelope functions are often not arbitrarily smooth. If the k-th derivative
(.)k+1
H1 diverges
(corresponding to a discontinuity of
(.)k
H1 ) at a point in time td, the time evolution needs to be
supplemented by a kick operator Kj . For example, the discontinuities of the square pulse, whose
envelope function is shown in Fig. 1(b), at the beginning and end times td = 0 and td = tgate
cause the first derivatives H˙1 to diverge at these specific times. Similarly, the envelope shown
in Fig. 1(c), which is defined using piecewise-analytical functions [37], features divergences in its
second derivative at certain points td during the duration of the gate. As a result, for both of these
envelope functions the effective Hamiltonian (16) is not well defined at times td. Our derivation of
kick operators is presented in Sec. III.
The effect of kick operators is illustrated on the right hand side of Fig. 2, where the several
qubit trajectories due to a square pulse are shown. The effective qubit trajectories feature sudden
displacements that are indicated by blue lines at the beginning and end of each trajectory. As
noted above, these displacements ensure that all effective trajectories share the same starting and
end points which agree with the same points of the exact trajectory. We note that the trajectory
shown on the left hand side of Fig. 2 also features such displacements because, as noted above,
the corresponding envelope function with sinusoidal ramp diverges at several points during the
pulse; however, for the parameter choice of the drive that leads to this set of trajectories, these
displacements are too small to be noticeable in the Bloch sphere plot.
II. EFFECTIVE HAMILTONIAN AS A POWER SERIES IN 1/ω
We now derive a recursive procedure for calculating the effective Hamiltonian Heff for the driven
qubit. As discussed in the introduction, in contrast to the full HamiltonianHrot this effective Hamil-
tonian has only a slow time dependence on the time scale of the period of the drive, and the resulting
time evolution gives a qubit trajectory that agrees with the exact trajectory stroboscopically.
We first show in Sec. II A how this condition of stroboscopic agreement can be naturally formalized
using the Magnus expansion. This formalization shows that the effective Hamiltonian can be
obtained by appropriately integrating out the fast time dependence. Section II B then introduces a
new procedure which allows us to integrate out the fast time dependence in a systematic way. This
tool will be called a Magnus-Taylor expansion, as it combines the Magnus expansion over the short
time intervals of duration tc with a Taylor expansion to account for the small variations of H1(t)
within these intervals. Finally, in Sec. II C we show how applying the Magnus-Taylor expansion to
our problem yields an algebraic condition which we then solve to find the desired recurrence that
yields our effective Hamiltonians.
Subsequently, in Sec. II D we present an example calculation of an effective Hamiltonian up to
first order in 1/ω, before Sec. II E closes the present section by deriving a simplified generation
procedure of effective Hamiltonians for the special case of a constant drive envelope.
A. Applying the Magnus expansion
Our derivation of the effective Hamiltonian (14) employs the Magnus expansion [8–10]. This is a
variant of time-dependent perturbation theory, which is carried out at the level of the Hamiltonian
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rather than of the wave function of the system. A major advantage of this approach is that its
implementation inherently conserves unitarity of the time evolution.
The basic idea behind this expansion is to write the generic TEO (7) as a true exponential
function of a Magnus Hamiltonian H which is to be calculated perturbatively,
U(tf , ti) = T e−i
∫ tf
ti
dtH(t) ≡ e−iH(tf−ti). (18)
For reasons of generality, here we suppress the index indicating the rotating frame, Hrot → H. For
the time evolution sought in our work [cf. Eq. (10)] from time ti = t0 to tf = t0 + ntc, we can
rewrite the TEO (18) as
U(t0 + ntc, t0) = e
−iHntc . (19)
The calculation of the Magnus Hamiltonian H can be viewed as performing a “sophisticated
average” over what we call the Magnus interval, which is in the case of Eq. (19) given by [t0, t0+ntc].
The standard procedure for obtaining this Magnus expansion is to write H as a series
H =
∞∑
k=0
H(k), (20)
for which the first three terms are given by
H(0) = 1
ntc
∫ t0+ntc
t0
dτH(τ), (21)
H(1) = −i
2ntc
∫ t0+ntc
t0
dτ ′
∫ τ ′
t0
dτ [H(τ ′),H(τ)], (22)
H(2) = − 1
6ntc
∫ t0+ntc
t0
dτ ′′
∫ τ ′′
t0
dτ ′
∫ τ ′
t0
dτ
{
[H(τ ′′), [H(τ ′),H(τ)]] +
[[H(τ ′′),H(τ ′)],H(τ)]
}
. (23)
Higher order terms may be determined iteratively (see, e.g., Refs. [28, 40]).
We now begin our derivation by formalizing the fact that the trajectory generated by our effective
Hamiltonian is to coincide with the exact trajectory at periodic points in time. Fig. 3 illustrates
the central ideas that precipitate our line of argument leading to a fundamental condition on our
effective Hamiltonian. A generic pulse envelope is shown in Fig. 3(a), where the time axis is divided
into intervals of duration tc. The basic condition of stroboscopic time evolution is given by Eq. (15).
We reformulate this condition using the Magnus expansion (19) and, for convenience in the following
construction, by shifting the final time by one period tc, tf → tf = t0 + (n+ 1)tc,
U(t0 + (n+ 1)tc, t0) = e
−iHeff(n+1)tc != e−iHrot(n+1)tc ∀n ∈ N0. (24)
Here each Magnus expansion is to be evaluated on the Magnus interval [t0, t0 + (n + 1)tc]. This
stroboscopic time evolution over a duration ntc is illustrated in Fig. 3(b).
Using the group property of the TEO,
U(t0 + (n+ 1)tc, t0) = ~
n∏
j=0
U(t0 + (j + 1)tc, t0 + jtc) ∀n ∈ N0, (25)
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FIG. 3: Graphical illustrations of concepts used in our derivation. (a) Drive envelope H1(τ), where
the time axis is divided into Magnus intervals of duration tc = pi/ω; this time is short compared to
the gate duration tgate. In (b) the stroboscopic time evolution is shown in two equivalent
representations, which can be related to one another using the property (25) of the TEO. This
property allows us to simplify the condition (24) of the effective Hamiltonian to the much simpler
condition (31), which is based on the Magnus average on the fundamental Magnus interval (28).
where the symbol ~
∏
signifies that the product is ordered from right to left with increasing j, we
can now rewrite the conditions (24) as the set of equations
U(t0 + (n+ 1)tc, t0 + ntc) = e
−iHefftc != e−iHrottc ∀n ∈ N0. (26)
The step from the TEO (24) to this stepwise time evolution is also illustrated in Fig. 3(b). It is
thus clear that the effective Hamiltonian, fundamentally, is defined via the Magnus expansion for a
stroboscopic evolution over each individual Magnus interval [t0 + ntc, t0 + (n+ 1)tc],
Heff != Hrot, (all Magnus intervals [t0 + ntc, t0 + (n+ 1)tc]). (27)
We now show that the conditions (27), which differ from one another through the dependence
on the parameter n counting the Magnus interval, can be effectively reduced to a simpler set of
conditions, all of which (a) are of the same form, and (b) require taking the Magnus average over one
and the same Magnus interval. We choose this particular interval, henceforth called the fundamental
Magnus interval, to be
[t0, t0 + tc] (fundamental Magnus interval). (28)
To see how this reduction comes about, notice that the first three terms of the Magnus expansions
in Eq. (27) can be obtained from Eqs. (21)-(23) by shifting all lower integral bounds in these
equations according to the rule t0 → t0 + ntc. Each such term can then be reduced to that of
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n = 0, corresponding to the Magnus expansion over the fundamental Magnus interval, by shifting
the integration variables and introducing a relocated envelope function H˜1,
τ → τ˜ = τ − ntc, H˜1(τ˜) = H1(τ˜ + ntc) = H1(τ). (29)
We exemplify this reduction by considering the lowest-order Magnus term H
(0)
, given in Eq. (21),
for the rotating-frame Hamiltonian (5). Examining only the terms proportional to σx, the integral
of interest can be straightforwardly manipulated using the rules (29) as follows,
1
tc
∫ t0+(n+1)tc
t0+ntc
dτH1(τ)(1 + cos(2ωτ))σx =
1
tc
∫ t0+tc
t0
dτ˜H1(τ˜ + ntc)(1 + cos(2ω(τ˜ + ntc)))σx
=
1
tc
∫ t0+tc
t0
dτ˜ H˜1(τ˜)(1 + cos(2ωτ˜))σx. (30)
It is thus sufficient to focus our attention on the condition (27) with n = 0,
Heff != Hrot (fundamental Magnus interval [t0, t0 + tc]). (31)
This condition is the key property that allows us to determine the effective Hamiltonian Heff.
Despite this reduction to a single algebraic equation, however, the Magnus expansions in Eq. (31)
cannot be evaluated straightforwardly as long as the envelope function H1(t) is not specified. To
deal with this issue, we now introduce the Magnus-Taylor expansion.
B. Magnus-Taylor Expansion
As noted above, without specification of the functional form of the field strength H1(t) a closed-
form expression for the Magnus expansion for the rotating frame Hamiltonian Hrot cannot be
directly obtained, because the integrals (21)-(23) cannot be evaluated. For example, focusing on
the Hamiltonian (5) and the lowest order Magnus term (21), the integral
H(0)rot =
1
tc
∫ t0+tc
t0
dτHrot(τ) = 1
tc
∫ t0+tc
t0
dτ
H1(τ)
4
(
σx + cos(2ωτ)σx − sin(2ωτ)σy
)
(32)
cannot be simplified any further for arbitrary H1(τ). But introducing a Taylor series of H1(τ)
around the time argument t of the effective Hamiltonian Heff(t, t0) [cf. Eq. (14)],
H1(τ) = H1(t) + H˙1(t)(τ − t) + 1
2
H¨1(t)(τ − t)2 + . . . , (33)
permits us to explicitly evaluate the integral (32) as a series expansion in 1/ω. As indicated in
Fig. 3(a), every Magnus interval is of duration tc = pi/ω and thus becomes short, which indicates a
fast convergence for large ω assuming t ∈ [t0, t0 + tc] for Eqs. (32) and (33). Note that a situation
similar to that of Eq. (32) arises when calculating this zeroth order Magnus term (21) for the
effective Hamiltonian (16) for arbitrary, though clearly not unrelated functions H1, H˙1 and H¨1. To
solve such an integral explicitly, our approach would then involve introducing Taylor series similar
to Eq. (33) around time t of all three of these functions, H1(τ), H˙1(τ) and H¨1(τ). The same
procedure can be followed for all higher order Magnus terms [cf. Eq. (20)].
We note that the above procedure of integrating out the quickly oscillating terms of the Hamilto-
nian is reminiscent of the two-time Floquet formalism [17–22] in which a similar separation between
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slow and fast temporal dependencies takes place. Furthermore, the most recent of the aforemen-
tioned studies, Ref. [22], presents effective Hamiltonians that similarly depend on the first derivative
of slowly varying parameters of the Hamiltonian.
Consider now a general Hamiltonian H(t) which depends on multiple time-dependent parameters
X(t) = {X1(t), X2(t), . . .}, each of which varies only little on the time scale of tc; when suitable we
shall refer to this Hamiltonian as H(X(t); t). For instance, while the driven-qubit Hamiltonian (3)
has only one time-dependent parameter, X(t) = {H1(t)}, the effective Hamiltonian (16) has three
time-dependent parameters, X(t) = {H1(t), H˙1(t), H¨1(t)}. Now, the time-dependent parameters
Xi appearing in the Magnus terms are functions of an integration variable, denoted τ . We denote
the Taylor series of such a function Xi(τ) around current time t,
T[Xi(τ), t] :=
∞∑
k=0
(.)k
Xi (t)
k!
(τ − t)k. (34)
We further denote the Taylor series of the vector X(τ) by
T[X(τ), t] = {T[X1(τ), t],T[X2(τ), t], . . .}. (35)
We now define our Magnus-Taylor expansion for a Hamiltonian H(X(t); t) as a regular Magnus
expansion (20) with the added feature that every function Xi(τ) appearing in this expansion is
replaced by its Taylor series T[Xi(τ), t]. Denoting the Magnus-Taylor expansion by M[H, t; t0] for
a Hamiltonian H and the fundamental Magnus interval (28), we have
M[H, t; t0] =
∞∑
k=0
mk[H, t; t0] (36)
where the term mk is the k-th order Magnus term in which each of the time-dependent parameters
Xi is replaced by its Taylor series around current time t. For example, the first two terms in the
sum of Eq. (36) are given by, referring to Eqs. (21) and (22),
m0[H, t; t0] = 1
tc
∫ t0+tc
t0
dτH(T[X(τ), t], τ), (37)
m1[H, t; t0] = −i
2tc
∫ t0+tc
t0
dτ ′
∫ τ ′
t0
dτ [H(T[X(τ ′), t], τ ′),H(T[X(τ), t], τ)]. (38)
For best convergence of the Taylor series, we require the time t to be within the fundamental
Magnus interval (28). For arbitrary times t ∈ [t0 + ntc, t0 + (n + 1)tc] we can, as discussed at the
end of Sec. II A, use the transformation (29) to reduce the Magnus expansion to the fundamental
Magnus interval; recall that this transformation is exemplified in Eq. (30). For the Magnus-Taylor
expansion of a general Hamiltonian H(X(t); t) we need to use the generalized transformation
τ → τ˜ = τ − ntc, X˜i(τ˜) = Xi(τ˜ + ntc) = X(τ). (39)
However, note that this transformation implies that the Taylor series of each shifted function
X˜i(τ˜) = Xi(τ +ntc) needs to be taken around the shifted time t˜ ≡ t−ntc with t˜ ∈ [t0, t0 + tc]. This
is equivalent to the Taylor series as given in Eq. (34) as can be seen by the following transformation,
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T[Xi(τ), t] =
∞∑
k=0
(.)k
Xi (t)
k!
(τ − t)k =
∞∑
k=0
(.)k
X˜i (t− ntc)
k!
(τ − ntc − (t− ntc))k
=
∞∑
k=0
(.)k
X˜i (t˜)
k!
(τ˜ − t˜)k = T[X˜i(τ˜), t˜]. (40)
Since the Magnus-Taylor expansion can be traced back to the fundamental interval using the shifted
functions X˜i, below we will assume that t ∈ [t0, t0 + tc].
As an example, we calculate the Magnus-Taylor expansion of the Hamiltonian (5) up to first
order in 1/ω. For this order, the only relevant terms in the sum of Eq. (36) are m0 and m1,
M[Hrot, t; t0] = m0[Hrot, t; t0] + m1[Hrot, t; t0] +O(1/ω2). (41)
For the first term (37) we truncate the Taylor series (34) at the first order,
m0[Hrot, t; t0] = 1
tc
∫ t0+tc
t0
dτ
(
H1(t)
4
+
H˙1(t)
4
(τ − t) +O((τ − t)2)
)
(σx + cos(2ωτ)σx − sin(2ωτ)σy)
=
H1(t)
4
σx +
H˙1(t)
8ω
((ωtc + 2ω(t0 − t) + sin(2ωt0))σx + cos(2ωt0)σy) +O(1/ω2)
(9)
= HRWA(t) +
H˙1(t)
8ω
((pi + β0 − β + sinβ0)σx + cosβ0σy) +O(1/ω2). (42)
In the last line we took note that in the Magnus-Taylor expansion the lowest order in 1/ω results
in the RWA Hamiltonian (9) and, in analogy to β0 = 2ωt0 in Eq. (17), we introduced
β ≡ 2ωt. (43)
This, together with replacing tc = pi/ω, serves the purpose of consistently separating different orders
of 1/ω within the expansion.
For the second term (38), note that the commutator [Hrot(τ),Hrot(τ ′)], for Hrot as given in
Eq. (5), is proportional to σz. Here, we truncate the Taylor series already at the zeroth order,
m1[Hrot, t; t0] = −i
2tc
∫ t0+tc
t0
dτ ′
∫ τ
t0
dτ
1
4
(H1(t) +O(τ ′ − t))(H1(t) +O(τ − t)) cos(ωτ ′)
× cos(ωτ) sin(ω(τ − τ ′))[σx, σy]
=
1
tc
∫ t0+tc
t0
dτ ′
H1(t)
2
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cos(ωτ ′)(cos(ωτ ′)− cos(2ωτ ′))σz +O(1/ω2)
=
H1(t)
2
32ω
(1− 2 cos(2ωt0))σz +O(1/ω2)
=
H1(t)
2
32ω
(1− 2 cosβ0)σz +O(1/ω2). (44)
Here, as in Eq. (42), we again express our result in terms of β0.
Similar to the above example, in the remainder of this work we will express all explicit temporal
parameters using dimensionless quantities. As a result, besides the drive frequency ω the only
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dimensionful quantities in our expressions will be the detuning ∆ as well as the field strength H1
and its time derivatives
(.)k
H1 . Taking into account that the Magnus-Taylor expansion yields an
operator that has the same units as a Hamiltonian, the prefactors of the operator terms in Eq. (36)
are of the generic form
α
∆n0Hn11 H˙
n2
1 H¨
n3
1 . . .
( (.)k
H1
)nk+1
ωk
, where n0 +
k+1∑
j=1
jnj = k + 1, (45)
where α is a dimensionless factor. Examples of such coefficients for k = 0 and 1 can be found in
Eqs. (42) and (44).
In this exemplary calculation of the Magnus-Taylor expansion up to first order in 1/ω, we con-
sidered only the first two terms of the sums in Eqs. (34) and (36). In practice, these sums should
always be truncated to an appropriate order in 1/ω which we now determine. To do this, note that
in the coefficient (45) the highest order of the temporal derivative, k, and the highest exponent,
ni, are, respectively, determined by the maximal order of the Taylor series (34) and the maximal
order of the sum in Eq. (36). For the lowest-order Magnus-Taylor expansion, where all terms are
independent of the frequency ω, the coefficients are of the form (45) with k = 0. In fact, the
only possible nonzero coefficients are, up to a dimensionless factor, ∆ and H1. The only nonzero
exponents in (45) are thus n0 = 1 or n1 = 1, which implies that in Eqs. (34) and (36) only the
k = 0 terms need to be kept. For the next order, 1/ω, the highest required terms in the same
two equations are those with k = 1, because here the possible coefficients are given by ∆H1/ω and
H21/ω and H˙1/ω (again, up to a dimensionless factor). In fact, the same dimensional argument can
be applied to arbitrary orders 1/ωk, where terms up to order k in both of Eqs. (34) and (36) need
to be kept [41].
In general, the Magnus-Taylor expansion may be used as a systematic approximation of the TEO.
For us, the purpose of the Magnus-Taylor expansion is twofold. First, in the following section we
use this expansion to derive the effective Hamiltonian that generates the desired time evolution.
Second, in Sec. III the Magnus-Taylor expansion allows us to derive the kick operators which are
needed to complete our effective-Hamiltonian theory for non-analytic envelope functions.
C. Recursive Procedure
We are now in a position to derive an explicit condition that allows to find the recurrence relation
for constructing our effective Hamiltonian (14). We start by rewriting the previous condition (31)
using the Magnus-Taylor expansion (36),
M[Heff, t; t0] = M[Hrot, t; t0]. (46)
In general, the Magnus interval in this equation is determined through the condition t ∈ [t0 +
ntc, t0 + (n+ 1)tc]. But, as we discussed in Sec. II B, we can reduce the Magnus-Taylor expansion
to the fundamental interval (28), so we can limit our discussion to times t ∈ [0, tc). Our goal is thus
to obtain an effective Hamiltonian Heff(t, t0) whose Magnus-Taylor expansion is equal to that of
the rotating-frame Hamiltonian. Denoting the k-th coefficient of a power series p(x) =
∑∞
k=0 pkx
k
by
Ck[p(x), x] ≡ pk, (47)
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the requirement (46) may be separated into multiple equations as follows,
Ck[M[Heff, t; t0], 1/ω] != Ck[M[Hrot, t; t0], 1/ω] ∀k ∈ N0. (48)
This statement, which indicates that the two Magnus-Taylor expansions need to agree at every
order, will be used below to obtain an expansion of the effective Hamiltonian in 1/ω.
For our Hamiltonian construction we recall Eq. (14) in which we decomposed the target effective
Hamiltonian into a power series containing time-dependent operator coefficients hk(t; t0). For our
derivation of the desired recurrence relation, here we introduce the same decomposition but only
up to some finite order N ,
H(N)eff (t; t0) =
N∑
k=0
hk(t; t0)(1/ω)
k. (49)
Our derivation of the operators hk can now be viewed as constructing the effective Hamiltonians
H(N)eff , starting with N = 0 and then inductively increasing N → N + 1 via a procedure that
determines hN+1 as a function of H(N)eff . As we will show further below, every coefficient hN is
determined by Eq. (48) for the case of k = N .
We begin our construction by determining the zeroth order effective Hamiltonian H(0)eff = h0. To
do this, we first evaluate the LHS of Eq. (48) for the lowest order (k = 0),
C0[M[H(0)eff , t; t0], 1/ω] = C0[m0[h0, t; t0], 1/ω] =
1
tc
∫ t0+tc
t0
dτh0(t; t0) = h0(t; t0), (50)
which turns out to yield precisely the Hamiltonian term that we were looking for. In this calculation
we used our observation (cf. the end of Sec. II B) that for the Magnus-Taylor expansion of order 1/ω0
we can truncate the sums in both Eqs. (34) and (36) at zeroth order. We also used our assumption
that the effective Hamiltonian Heff(t; t0) has no explicit dependence on the current time t, because
of which the integrand in Eq. (37), upon replacing the time-dependent envelope function with its
zeroth-order Taylor series, has no dependence on the integration variable τ .
Now recall that in Eq. (42) we found that the lowest order Magnus-Taylor expansion for the
special-case Hamiltonian (5) is equal to that of the RWA. This calculation can easily be generalized
to yield the same result for the generic Hamiltonian (3), which implies that the RHS of Eq. (48) is
C0[M[Hrot, t; t0], 1/ω] = HRWA(t). (51)
Combining Eqs. (48), (50) and (51) we conclude
H(0)eff (t; t0) = h0(t; t0) = HRWA(t). (52)
We have thus identified the lowest-order coefficient of the effective Hamiltonian to be the RWA
Hamiltonian (8).
Next, we discuss the recursion step N → N+1. In preparation for this step, we now introduce an
important property of the Magnus-Taylor expansion for the effective Hamiltonian (49). To this end,
we first note that since the effective Hamiltonian has units of energy, or units of ω, each coefficient
hk has units of ω
k+1. Second, it is not difficult to see that, by construction, the drive frequency ω is
the only parameter with units of energy that can appear in the denominator of this Magnus-Taylor
expansion.
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These two facts allow us to relate the Magnus-Taylor expansions of two successive effective
Hamiltonians H(N+1)eff and H(N)eff to one another as follows,
M[H(N+1)eff , t; t0]
(49)
= m0[H(N)eff + hN+1/ωN+1, t; t0] +
∞∑
k=1
mk[H(N)eff + hN+1/ωN+1, t; t0]
= m0[H(N)eff , t; t0] + m0[hN+1/ωN+1, t; t0]
+
∞∑
k=1
mk[H(N)eff , t; t0] +O(1/ωN+2)
= M[H(N)eff , t; t0] + m0[hN+1/ωN+1, t; t0] +O(1/ωN+2). (53)
The step from the first to the second line can be explained as follows. First, the zeroth-order
Magnus-Taylor expansion term m0[H, t; t0], which is given in Eq. (37), is linear in its first argument,
resulting in the sum of the terms m0[H(N)eff , t; t0] and m0[hN+1/ωN+1, t; t0]. Second, when ignoring
the term hN+1/ω
N+1 inside the higher-order terms mk[H(N+1), t; t0] with k ≥ 1 we neglect terms
due to non-zero commutators of H(N)eff and hN+1 [see, for example, Eq. (38) for the case of m1]. The
lowest order correction contains the product of h0 and hN+1. This product has units of ω
N+3, and
since the Magnus-Taylor expansion itself has units of ω, this lowest-order correction term must be
proportional to 1/ωN+2.
Let us now assume that for a given N we have found the effective Hamiltonian H(N)eff , which
satisfies Eq. (48) for all k ≤ N . We now argue that the only requirement enforced for the next
order Hamiltonian H(N+1)eff is Eq. (48) for k = N+1, because H(N+1)eff automatically fulfills the same
requirements for all k ≤ N . To see this we consider the LHS of Eq. (48) for the argument H(N+1)eff
and k ≤ N :
Ck[M[H(N+1)eff , t; t0], 1/ω]
(53)
= Ck[M[H(N)eff , t; t0] + m0[hN+1, t; t0]/ωN+1, 1/ω]
= Ck[M[H(N)eff , t; t0]. (54)
This result implies that the LHS of Eq. (48) for the Hamiltonian H(N+1)eff and k ≤ N can be reduced
to that of H(N)eff .
For the next order, k = N + 1, we again use Eq. (53) to evaluate the LHS of Eq. (48),
CN+1[M[H(N+1)eff , t; t0], 1/ω]
(53)
= CN+1[M[H(N)eff , t; t0] + m0[hN+1/ωN+1, t; t0], 1/ω]
= CN+1[M[H(N)eff , t; t0], 1/ω] + CN+1[m0[hN+1/ωN+1, t; t0], 1/ω]
= CN+1[M[H(N)eff , t; t0], 1/ω] + hN+1(t; t0). (55)
In the last line we used a reasoning similar to that for evaluating the zeroth-order Magnus expansion
in Eq. (50), that is, we used the fact that the Taylor series (34) is to be truncated at zeroth order
since any higher-order terms increase the order in 1/ω.
Finally, combining the result of Eq. (55) with Eq. (48) and solving for the new coefficient hN+1
we obtain our central recurrence relation for the effective Hamiltonian,
hN+1(t, t0) = CN+1[M[Hrot, t; t0]−M[H(N)eff , t; t0], 1/ω]
(49)
=⇒ hN+1(t, t0) = CN+1
[
M[Hrot, t; t0]−M
[
N∑
k=0
hk(t; t0)(1/ω)
k, t, t0
]
, 1/ω
]
. (56)
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The recursive procedure for calculating the effective Hamiltonian (49) up to some orderN can thus
be summarized as follows. We begin with the lowest-order Hamiltonian (52), H(0)eff (t; t0) = HRWA(t),
which is given by the RWA Hamiltonian. All higher terms hk with k = 1, . . . , N , which determine
the effective Hamiltonian H(N)eff , are then obtained via repeated evaluation of the recurrence relation
(56). In the following section we use this procedure to calculate a first order effective Hamiltonian.
D. Example Calculation: Effective Hamiltonian of order 1/ω
Let us now make use of our recursion procedure to calculate the effective Hamiltonian up to
first order in 1/ω, H(1)eff . As before in the example calculation of the Magnus-Taylor expansion in
Sec. II B, we once again choose the simple rotating frame Hamiltonian (5).
We start the construction of this effective Hamiltonian (49) for N = 1 with the lowest order
provided by Eq. (52),
H(N=0)eff (t; t0) = h0(t; t0) = HRWA(t) =
H1(t)
4
σx. (57)
For the next order,
H(N=1)eff (t; t0)
(49)
= h0(t; t0) + h1(t; t0)/ω, (58)
we determine the Hamiltonian coefficient h1(t; t0) using the recurrence relation (56) for N = 0,
h1(t; t0) = C1[M[Hrot, t; t0]−M[HRWA(t), t; t0], 1/ω]. (59)
Here we have, combining the first order Magnus-Taylor expansion of Hrot given in Eqs. (42) and
(44),
C1[M[Hrot, t; t0], 1/ω] = H1(t)
2
32
(1− 2 cosβ0)σz + H˙1(t)
8
((pi + β0 − β + sinβ0)σx + cosβ0σy).
(60)
The Magnus-Taylor expansion of HRWA up to order 1/ω, similar to the exemplary calculation of
the Magnus-Taylor expansion up to the same order of the Hamiltonian Hrot in Eq. (41), consists of
only the first two terms of the sum in Eq. (36),
M[HRWA(t), t; t0] = m0[HRWA(t), t; t0] + m1[HRWA(t), t; t0] +O(1/ω2). (61)
As discussed at the end of Sec. II B, in the case of m0 we need to take into account only the lowest
two terms of the Taylor series (34) of Xi = H1. Using Eq. (37) we thus obtain
m0[HRWA(t), t; t0] = 1
tc
∫ t0+tc
t0
dτ
(
H1(t)
4
+
H˙1(t)
4
(τ − t) +O((τ − t)2)
)
σx
=
H1(t)
4
σx +
H˙1(t)
8ω
(pi + β0 − β)σx +O(1/ω2). (62)
The next term m1, given by Eq. (38), vanishes since the zeroth effective Hamiltonian (57) com-
mutes with itself at all times,
m1[HRWA(t), t; t0] = 0. (63)
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Combining Eqs. (59) through (63) we find
h1(t, t0) =
H1(t)
2
32
(1− 2 cosβ0)σz + H˙1(t)
8
(sinβ0σx + cosβ0σy). (64)
Using this result together with Eq. (57), we thus conclude that the first-order effective Hamiltonian
(58) is given by
H(1)eff (t; t0) =
H1(t)
4
σx +
H1(t)
2
32ω
(1− 2 cosβ0)σz + H˙1(t)
8ω
(sinβ0σx + cosβ0σy). (65)
Generic effective Hamiltonians up to second order in 1/ω are given in Appendix A.
E. Non-Recursive Procedure for Time-Independent Envelope
For a constant envelope function H1(t) = H1, the above procedure for calculating the effective
Hamiltonian turns comparatively simple. In fact, we now show that under the assumption of a time
independent envelope function the effective Hamiltonian reduces to
Heff(t0) = Hrot, (H1(t) = H1), (66)
where Hrot denotes the basic Magnus expansion (20) of the original Hamiltonian (3). This Magnus
expansion is to be taken on the interval [t0, t0 + tc] (and thus depends nontrivially on t0), so that
the first three terms are given in Eqs. (21)-(23) for the case of n = 1 and H = Hrot.
It is, in fact, rather simple to derive Eq. (66) given our recursive procedure. This is because for
H1(t) = H1, several simplifications arise. First recall that, as we discussed in Sec. I B 1, the effective
Hamiltonian is time independent as given in Eq. (11). Terminating this series at order N , we thus
write
H(N)eff (t0) =
N∑
k=0
hk(t0)(1/ω)
k. (67)
Second, the Magnus-Taylor expansion (36) reduces to a basic Magnus expansion (20) for the
Magnus interval [t0, t0 +tc], because the Taylor series (34) for the only occurring parameter X1(t) =
H1(t) = H1 terminates at lowest order.
Third, the recurrence relation (56) may be rewritten as follows,
hN+1(t, t0) = CN+1
[
Hrot −H(N)eff , 1/ω
]
≡ CN+1
[Hrot, 1/ω] , (68)
This is due to the fact that the Magnus expansion acts trivially on the effective Hamiltonian H(N)eff ,
since the constant effective Hamiltonian commutes with itself at all times and so the only nonzero
term is the Magnus average (21), and therefore
CN+1
[
H(N)eff , 1/ω
]
≡ CN+1
[
H(N)eff , 1/ω
]
≡ 0. (69)
Combining the above observations (67)-(69), we thus arrive at Eq. (66). On a final note, this
simplified procedure determining the effective Hamiltonian Heff(t0) is, in contrast to our generic
procedure, not of recursive nature.
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III. NON-ANALYTIC DRIVE ENVELOPES: KICK OPERATORS AND GAUGE
INVARIANCE
The above procedure for determining effective Hamiltonians is presented under the assumption
that the drive envelope H1(t) is completely analytic. However, as discussed in Sec. I C, in case of
a divergent derivative
(.)k+1
H1 , which is related to
(.)k
H1 being discontinuous, our effective Hamiltonian
construction cannot be carried through straightforwardly. To account for generic drive envelopes,
we now discuss a special treatment that completes our effective Hamiltonian construction in case
the k-th derivative of the drive,
(.)k
H1 (td), is discontinuous at some time td.
An exemplary non-analytic pulse envelope and the resulting effective trajectory are shown in
Fig. 4. The envelope function, shown in Fig. 4(a), is discontinuous at times td = 0, td = tgate, and
also at td = tgate/2. Figure 4(b) shows both the exact and effective trajectories plotted on a two-
dimensional representation of the surface of the Bloch sphere, where the qubit has been initialized
at the north pole , (φ, θ) = (0, 0). The three discontinuities in the effective trajectory are indicated
by dashed lines. The second discontinuity, which is at time td = tgate/2, serves as an illustrative
example for the following derivation of the kick operator.
We assume that the envelope function has at most one discontinuity per Magnus interval
[t0 + ntc, t0 + (n+ 1)tc] (70)
over which the effective Hamiltonian is defined [cf. (Eq. 27)]; this is a reasonable assumption when-
ever the time tc = pi/ω is short compared to the gate duration tgate. Accordingly, we choose n such
that td lies within the interval (70).
We begin our derivation by introducing Hamiltonians H<rot and H>rot similar to the Hamiltonian
(3) but with drive envelope functions H1(t) = H
<
1 (t) and H
>
1 (t), respectively. Here H
<
1 (t) is
given by the envelope H1(t) for times t0 + ntc ≤ t < td, and we consider this function to be
analytically continued over the full interval (70). Similarly, H>1 (t) is the envelope H1(t) for times
td ≤ t ≤ t0 + (n + 1)tc, and we consider this function also to be analytically continued over the
same interval. To be clear, the Hamiltonians H≶rot, each defined on the entire interval (70), are thus
given by
H≶rot(t) =
H
≶
1 (t)
4
(cos(φ)σx + cos(2ωt+ φ)σx + sin(φ)σy − sin(2ωt+ φ)σy) + ∆
2
σz. (71)
Similarly, we introduce effective Hamiltonians
H≶eff(t; t0) =
∞∑
k=0
h
≶
k (t; t0)(1/ω)
k, (72)
where, again, each is defined on the entire interval (70). Each of these effective Hamiltonians H≶eff
is obtained via the construction of Sec. II using the respective Hamiltonian (71).
The appearance of a kick operator Kj at a discontinuity td is a direct consequence of the condition
that the effective trajectory needs to coincide stroboscopically with the exact trajectory. In fact,
we use this condition to derive the kick operator via the unitary operator eKj that provides an
impulse connecting the effective trajectories for times t < td and t > td. As illustrated in Fig. 4(b)
for the case of td = tgate/2, we can write the time evolution operator from t0 + tc to t0 + 2tc in two
equivalent ways,
U(t0 + (n+ 1)tc, t0 + ntc) = e
ΩCeKjeΩD
= eΩBeΩA , (73)
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FIG. 4: Effective Magnus trajectories for piecewise analytic driving envelope. The envelope shown
in (a) [42] exhibits non-analyticities at td = 0, tgate/2 and tgate. The axes in (b) represent the
spherical latitude θ and longitude φ on a rotated Bloch sphere whose |+〉 = (|0〉+ |1〉)/√2 state
defines the north pole [43]. The qubit is initialized to the north pole (φ = 0, θ = 0). Shown are the
exact (red) and effective (blue) trajectories (β0 = 0.45), where the latter is supplemented by the
use of kick operators (dotted lines) that connect the effective trajectories for times t < td and
t > td. For the second discontinuity at td = tgate/2, the corresponding point on each trajectory is
indicated (diamond), and the dotted line is labeled by the kick operator Kj . Around this
discontinuity, generators of evolution operators along several sections of the exact and
stroboscopic trajectories on the Magnus interval (70) with n = 1 are labeled ΩA through ΩD.
where n = 1 for the case of Fig. 4. Here, the first line corresponds to the effective trajectory and
the second line corresponds to the exact trajectory. Hence,
eKj = e−ΩCeΩBeΩAe−ΩD . (74)
Below we compute the kick operator Kj perturbatively by evaluating the operators ΩA through ΩD
as a series expansion in 1/ω using the Magnus-Taylor expansion introduced in Sec. II B with the
Hamiltonians (71) and (72). We then solve for Kj in Eq. (74) using the Baker-Campbell-Hausdorff
formula.
Recall that we defined the Magnus-Taylor expansion in Eq. (36) over the fundamental Magnus
interval (28), which is also given by Eq. (70) for n = 0. To compute the Magnus-Taylor expansion
for a generic Magnus interval [ta, tb] we now introduce an extended notation,
M[H, td; ta, tb] =
∞∑
k=0
mk[H, td; ta, tb]. (75)
In the present section, we will replace the envelope function H1(t) and its derivatives by Taylor
series around the time of the discontinuity, that is, we use Eq. (34) with t = td. The lowest two
terms in the summation of Eq. (75), m0 and m1, are given by Eqs. (37) and (38) upon replacing
the integral bounds as t0 → ta and t0 + tc → tb.
Using the new notation of Eq. (75), the operator ΩA can be expressed as
ΩA = −i(td − (t0 + ntc)) M[H<rot, td; t0 + ntc, td] (76)
where the factor −i(td − (t0 + ntc)) can be deduced from Eq. (18) and we have n = 1 for the case
of Fig. 4. Similarly, the operators ΩB , ΩC and ΩD can be written as
ΩB = −i(t0 + (n+ 1)tc − td) M[H>rot(t), td; td, t0 + (n+ 1)tc], (77)
ΩC = −i(t0 + (n+ 1)tc − td) M[H>eff(t), td; td, t0 + (n+ 1)tc], (78)
ΩD = −i(td − (t0 + ntc)) M[H<eff(t), td; t0 + ntc, td], (79)
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where again n = 1 for the case of Fig. 4. Similar to Eq. (17), where we expressed the parameter t0
as the dimensionless gauge parameter β0 ≡ 2ωt0, we now introduce a dimensionless parameter to
replace the time of the discontinuity,
βd = ωtd. (80)
We expand the kick operator, similar to the effective Hamiltonian (14), as a power series in 1/ω,
Kj =
∞∑
k=1
1
ωk
K
(k)
j . (81)
The first two terms of this expansion are given by
K
(1)
j = i
H<1 −H>1
8
[(sin(β0)− sin(βd))σx + (cosβ0 − cos(βd))σy], (82)
K
(2)
j = i
(H<1 )
2 − (H>1 )2
64
(sin(βd − β0)− 2 sin(βd + 2φ) + 2 sin(β0 + 2φ))σz
+i
∆(H<1 −H>1 )
16
[(sin(βd + φ)− sin(β0 + φ))σx + (cos(βd + φ)− cos(β0 + φ))σy]
+i
H˙<1 − H˙>1
16
[(cos(β0 + φ)− cos(βd + φ))σx + (sin(βd + φ)− sin(β0 + φ))σy], (83)
where H
≶
1 and H˙
≶
1 are shorthand for the Taylor coefficients H
≶
1 (td) and H˙
≶
1 (td), respectively. The
third order coefficient K
(3)
j , which is the lowest non-vanishing kick operator term for the envelope
function with sinusoidal ramp [37], is available on request.
Note that the kick operator, like our effective Hamiltonian, has no explicit dependence on the
parameter n, which in the present section specifies the interval (70) enclosing the time that the
discontinuity occurs. This can be related to the fact that in the above discussion we can shift the
interval (70) to the fundamental Magnus interval (28), thus removing the parameter n from the
equations (76)-(79). The required transformation parallels that carried out in Eq. (30). Also note
that from the construction of the kick operator it follows directly that Kj = 0 if the discontinuity
coincides with the edge of the Magnus interval (70), or if td = t0 + ntc for some integer n.
We have thus given a construction that allows us to compute the stroboscopic time evolution
for relatively generic Hamiltonians. The generator of the time evolution operator is given by a
sum of the effective Hamiltonians defined via piecewise analytic envelope functions, such as those
in Eq. (72), and impulse operators iKjδ(t − td) for the jth discontinuity, where Kj is the kick
operator (81). For example, in the case of the envelope function of Fig. 4(a) the combined effective
Hamiltonian reads
Heff(t) = H<eff(t)Θ(tgate/2− t) +H>eff(t)Θ(t− tgate/2) + iK1δ(t) + iK2δ(t− tgate/2)
+iK3δ(t− tgate). (84)
IV. CONCLUSIONS
The objective of the present work has been to study the time evolution of a driven qubit in the
regime of strong driving, with special emphasis on the consequences of the envelope function H1(t)
being time dependent. In the case of strong driving it is nontrivial to systematically approximate
24
the qubit’s time evolution, which features Bloch-Siegert oscillations on the time scale of the drive
period. We have addressed this problem by introducing an effective Hamiltonian which generates
a stroboscopic time evolution, that is, the time evolution operator (TEO) due to our effective
Hamiltonian agrees with he exact TEO at points equally spaced in time. The time difference
between two points of agreement is equal to the duration of the Bloch-Siegert oscillations, or the
drive period in the rotating frame.
The effective Hamiltonian has been obtained as a power series in the inverse drive frequency
ω. In order to compute the coefficients of this series in a systematic fashion, we have introduced
the Magnus-Taylor expansion, which is a new method for performing time dependent perturbation
theory that can be viewed as a combination of a Magnus expansion and a Taylor series. This
Magnus-Taylor expansion has allowed us to derive a recurrence relation that determines the set of
operator coefficients that make up the effective Hamiltonian.
Our effective Hamiltonian, like the Hamiltonian of the RWA, is only slowly varying on the time
scale of the drive period, thereby reducing numerical demands for computing the time evolution
of the driven qubit. While the predicted time evolution agrees with the exact trajectory merely
once per drive period, arbitrary sets of stroboscopically-defined points along the trajectory may be
obtained by choosing the gauge parameter β0 = pi/tc, which is a free parameter of our effective
Hamiltonian, as desired. The reason why β0 is called a gauge parameter is that its choice leaves
the beginning and end point of the stroboscopic qubit trajectory invariant.
While empirically we find that our series expression for Heff appears to converge vary rapidly for
cases of practical interest, we cannot provide any formal guarantees about the convergence of this
series; even the convergence of the Magnus expansion itself is a difficult subject. So it is worthwhile
to speculate that, besides being defined by a series, our Heff may be given an axiomatic definition
independent of the series analysis. For the case of an analytic H1(t), surely two of these axioms
are that 1) Heff(t) is an analytic function of t, and 2) its propagator agrees exactly with the full
propagator at times t0, t0 + tc, t0 + 2tc,... These two axioms are clearly not sufficient, because Hrot
also satisfies them. We are hopeful that a third axiom may be sufficient, which connects with the
non-trivial dependence of Heff on our gauge parameter β0. Since the β0 parameter is compact, we
speculate that Heff should have some nontrivial topology with respect to the winding of β0; Hrot is
of course topologically trivial, since it does not depend on β0. However, at this point we have not
identified a suitable winding number that would be needed for this third axiom.
If the drive envelope function H1(t) is not an analytic function of time, the analytic effective
Hamiltonian needs to be supplemented by the kick operator formalism. A kick operator is the
generator of an impulse that connects effective trajectories before and after the times td of discon-
tinuities of the envelope H1(t) or one of its derivatives
(.)k
H1 (t), and it can be related to an impulse
operator that is added to the effective Hamiltonian. Expressing the kick operator as a series expan-
sion in 1/ω similar to that of the effective Hamiltonian, we have derived a systematic procedure to
obtain these kick operators using the Magnus-Taylor expansion.
The driven quantum two-level system is an excellent platform for introducing our effective Hamil-
tonian theory, because it allows for a visual presentation of the properties of our effective Hamil-
tonians and kick operators. However, none of the steps taken within this work rely on the driven
quantum system being two-dimensional, and under certain restrictions our work can be applied
almost in parallel to Hamiltonians with more than one drive or with a time dependent phase offset
φ = φ(t) in the Hamiltonian (3). We therefore envision that our basic theory can be extended
to more generic problems including larger driven quantum systems or less restricted drives. Fur-
thermore, two-qubit gates of interest, for example the so-called cross-resonance gate, also involve
resonant driving between two levels and thus could be effectively analysed with our methods. We
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are optimistic that our ”exact” Rotating Wave Approximation will have many applications in the
forthcoming quest to more precisely analyse the creation of new, high precision logic gate operations
for quantum computing.
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Appendix A: Example Effective Hamiltonians
Assuming a completely analytic pulse envelope, here we give some concrete results. As discussed
in Sec. II C, the effective Hamiltonian (14) of order 1/ωN , as given in Eq. (49), can be obtained by
starting with the RWA Hamiltonian (52), and then applying the recurrence relation (56) repeatedly.
The examples shown below are for the generic rotating-frame Hamiltonian (3) and various limiting
cases of vanishing parameters φ and ∆.
We first write the effective Hamiltonians as a sum of terms Hi proportional to ωi,
Heff(t; t0) = H0(t; t0) +H1(t; t0) +H2(t; t0) +O(1/ω3). (A1)
By convention, the dependence on t0 is given through the dimensionless gauge parameter β0 =
2ωt0 ∈ [0, 2pi) introduced in Eq. (17).
For the most generic case of arbitrary φ and ∆ we find the lowest three terms of Eq. (A1) to be
H0 = H1
4
[cosφσx + sinφσy] +
∆
2
σz, (A2)
H1 = H
2
1
32ω
(1− 2 cos(β0 + 2φ))σz + ∆H1
8ω
[cos(β0 + φ)σx − sin(β0 + φ)σy]
+
H˙1
8ω
[sin(β0 + φ)σx + cos(β0 + φ)σy], (A3)
H2 = H
3
1
256ω2
[(−2 cosφ+ 2 cos(β0 + 3φ)− cos(2β0 + 3φ))σx
+(−2 sinφ+ 2 sin(β0 + 3φ) + sin(2β0 + 3φ))σy]
+
∆H21
32ω2
(−1 + cos(β0 + 2φ))σz − ∆
2H1
16ω2
[cos(β0 + φ)σx − sin(β0 + φ)σy]
+
3H1H˙1
32ω2
sin(β0 + 2φ)σz − ∆H˙1
8ω2
[sin(β0 + φ)σx + cos(β0 + φ)σy]
+
H¨1
16ω2
[cos(β0 + φ)σx − sin(β0 + φ)σy]. (A4)
Note that here and below all temporal dependences of the Hamiltonians terms H0 = H0(t; t0), the
envelope function H1 = H1(t) and its derivatives
(.)k
H1 =
(.)k
H1 (t) are all kept implicit.
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Setting ∆ = 0 in the above Hamiltonian terms, we find the effective Hamiltonian for on-resonant
driving to be
H0 = H1
4
[cosφσx + sinφσy], (A5)
H1 = H
2
1
32ω
(1− 2 cos(β0 + 2φ))σz + H˙1
8ω
[sin(β0 + φ)σx + cos(β0 + φ)σy], (A6)
H2 = H
3
1
256ω2
[(−2 cosφ+ 2 cos(β0 + 3φ)− cos(2β0 + 3φ))σx
+(−2 sinφ+ 2 sin(β0 + 3φ) + sin(2β0 + 3φ))σy] + 3H1H˙1
32ω2
sin(β0 + 2φ)σz
+
H¨1
16ω2
[cos(β0 + φ)σx − sin(β0 + φ)σy]. (A7)
Alternatively, setting φ = 0 in the Hamiltonian terms (A2)-(A4) yields
H0 = H1
4
σx +
∆
2
σz, (A8)
H1 = H
2
1
32ω
(1− 2 cosβ0)σz + ∆H1
8ω
[cosβ0σx − sinβ0σy] + H˙1
8ω
[sinβ0σx + cosβ0σy], (A9)
H2 = H
3
1
256ω2
[(−2 + 2 cosβ0 − cos(2β0))σx + (2 sinβ0 + sin(2β0))σy]
+
∆H21
32ω2
(−1 + cosβ0)σz − ∆
2H1
16ω2
[cosβ0σx − sinβ0σy] + 3H1H˙1
32ω2
sinβ0σz
−∆H˙1
8ω2
[sinβ0σx + cosβ0σy] +
H¨1
16ω2
[cosβ0σx − sinβ0σy]. (A10)
Finally, the Hamiltonian for the special case of both ∆ = 0 and φ = 0 is given by
H0 = H1
4
σx, (A11)
H1 = H
2
1
32ω
(1− 2 cosβ0)σz + H˙1
8ω
[sinβ0σx + cosβ0σy],
H2 = H
3
1
256ω2
[(−2 + 2 cosβ0 − cos(2β0))σx + (2 sinβ0 + sin(2β0))σy] (A12)
+
3H1H˙1
32ω2
sinβ0σz +
H¨1
16ω2
[cosβ0σx − sinβ0σy]. (A13)
[1] Milena Grifoni and Peter Ha¨nggi, “Driven quantum tunneling,” Physics Reports 304, 229–354 (1998).
[2] Michael A Nielsen and Isaac L Chuang, Quantum computation and quantum information (Cambridge
university press, 2010).
[3] Alexandre M Zagoskin, Quantum engineering: Theory and design of quantum coherent structures
(Cambridge University Press, 2011).
[4] Isidor Isaac Rabi, “Space quantization in a gyrating magnetic field,” Physical Review 51, 652 (1937).
[5] F Bloch and A Siegert, “Magnetic resonance for nonrotating fields,” Physical Review 57, 522 (1940).
27
[6] Charles P Slichter, Principles of magnetic resonance, with examples from solid state physics (Harper,
1963) section 2.4.
[7] Claude Cohen-Tannoudji, Jacques Dupont-Roc, and Gilbert Grynberg, “Atom-photon interactions:
basic processes and applications,” Atom-Photon Interactions: Basic Processes and Applications, by
Claude Cohen-Tannoudji, Jacques Dupont-Roc, Gilbert Grynberg, pp. 678. ISBN 0-471-29336-9. Wiley-
VCH, March 1998. , 678 (1998).
[8] Wilhelm Magnus, “On the exponential solution of differential equations for a linear operator,” Com-
munications on pure and applied mathematics 7, 649–673 (1954).
[9] Richard R Ernst, Geoffrey Bodenhausen, Alexander Wokaun, et al., Principles of nuclear magnetic
resonance in one and two dimensions (Clarendon Press Oxford, 1987).
[10] John S Waugh, “Average hamiltonian theory,” in Encyclopedia of Magnetic Resonance (John Wiley &
Sons, Ltd, 2007).
[11] C Cohen-Tannoudji, J Dupont-Roc, and C Fabre, “A quantum calculation of the higher order terms
in the bloch-siegert shift,” Journal of Physics B: Atomic and Molecular Physics 6, L214 (1973).
[12] Yuan-Chi Yang, SN Coppersmith, and Mark Friesen, “Achieving high-fidelity single-qubit gates in a
strongly driven silicon-quantum-dot hybrid qubit,” Physical Review A 95, 062321 (2017).
[13] Jon H Shirley, “Solution of the schro¨dinger equation with a hamiltonian periodic in time,” Physical
Review 138, B979 (1965).
[14] PK Aravind and JO Hirschfelder, “Two-state systems in semiclassical and quantized fields,” The Jour-
nal of Physical Chemistry 88, 4788–4801 (1984).
[15] Euge`ne S Mananga and Thibault Charpentier, “Introduction of the floquet-magnus expansion in solid-
state nuclear magnetic resonance spectroscopy,” The Journal of chemical physics 135, 044109 (2011).
[16] Heinz-Juergen Schmidt, “The floquet theory of the two level system revisited,” arxiv preprint (2018),
arXiv:1804.01805.
[17] Hideo Sambe, “Steady states and quasienergies of a quantum-mechanical system in an oscillating field,”
Physical Review A 7, 2203 (1973).
[18] James S Howland, “Stationary scattering theory for time-dependent hamiltonians,” Mathematische
Annalen 207, 315–335 (1974).
[19] HP Breuer and M Holthaus, “Adiabatic processes in the ionization of highly excited hydrogen atoms,”
Zeitschrift fu¨r Physik D Atoms, Molecules and Clusters 11, 1–14 (1989).
[20] Uri Peskin and Nimrod Moiseyev, “The solution of the time-dependent schro¨dinger equation by the
(t, t′) method: Theory, computational algorithm and applications,” The Journal of chemical physics
99, 4590–4596 (1993).
[21] K Drese and M Holthaus, “Floquet theory for short laser pulses,” The European Physical Journal
D-Atomic, Molecular, Optical and Plasma Physics 5, 119–134 (1999).
[22] Viktor Novicˇenko, Egidijus Anisimovas, and Gediminas Juzeliu¯nas, “Floquet analysis of a quantum
system with modulated periodic driving,” Physical Review A 95, 023615 (2017).
[23] U Haeberlen and JS Waugh, “Coherent averaging effects in magnetic resonance,” Physical Review 175,
453 (1968).
[24] WAB Evans, “On some applications of the magnus expansion in nuclear magnetic resonance,” Annals
of Physics 48, 72–93 (1968).
[25] JS Waugh, LM Huber, and U Haeberlen, “Approach to high-resolution nmr in solids,” Physical Review
Letters 20, 180 (1968).
[26] Reference [44] also investigates the problem of a spin in a time dependent magnetic field using the
Magnus expansion. In that work the TEO is written as a product of three consecutive rotations about
different axes, and then solve the resulting set of differential equations perturbatively.
[27] F Casas, JA Oteo, and J Ros, “Floquet theory: exponential perturbative treatment,” Journal of
Physics A: Mathematical and General 34, 3379 (2001).
[28] Sergio Blanes, Fernando Casas, JA Oteo, and Jose´ Ros, “The magnus expansion and some of its
applications,” Physics Reports 470, 151–238 (2009).
[29] Marin Bukov, Luca D’Alessio, and Anatoli Polkovnikov, “Universal high-frequency behavior of peri-
odically driven systems: from dynamical stabilization to floquet engineering,” Advances in Physics 64,
139–226 (2015).
28
[30] Nathan Goldman and Jean Dalibard, “Periodically driven quantum systems: effective hamiltonians
and engineered gauge fields,” Physical review X 4, 031027 (2014).
[31] Vicente Leyton Peter Nalbach, “Magnus expansion for a chirped quantum two-level system,” arxiv
preprint (2018), arXiv:1806.02738.
[32] F Motzoi, Jay M Gambetta, P Rebentrost, and Frank K Wilhelm, “Simple pulses for elimination of
leakage in weakly nonlinear qubits,” Physical review letters 103, 110501 (2009).
[33] Pascal Cerfontaine, Tim Botzem, David P DiVincenzo, and Hendrik Bluhm, “High-fidelity single-qubit
gates for two-electron spin qubits in gaas,” Physical review letters 113, 150501 (2014).
[34] Ying Wu and Xiaoxue Yang, “Strong-coupling theory of periodically driven two-level systems,” Physical
review letters 98, 013601 (2007).
[35] We note that there are two related approximations for the driven-qubit problem which have been
referred to as the Rabi-Rotating-Frame method [45, 46] and the counter-rotating-hybridized rotating-
wave method [46]. In contrast to our exact rotating wave approximation, which is applicable to the
parameter regime H1 . ω, these two approximations are tailored to the ultra-strong driving regime in
which H1  ω.
[36] Albert Messiah, Quantum Mechanics [Vol 1] (1964) [Eq. (VIII.49)].
[37] (), the functional form of the envelope with sinusoidal ramp, shown in Fig. 1(c), is given by H1(t) =
(H
(max)
1 /2)
{
1− cos
[
(1− a)H(max)1 t/a
]}
if 0 ≤ t/tgate ≤ a, H1(t) = H(max)1 if a < t/tgate < 1 − a,
and H1(t) = (H
(max)
1 /2)
{
1 + cos
[
(1− a)
(
H
(max)
1 t− pi
)
/a
]}
if (1 − a)tgate ≤ t/tgate ≤ a where the
dimensionless parameter a is proportional to the ramp duration, a = tramp/tgate = 0.4.
[38] Marlan O Scully and M Suhail Zubairy, “Quantum optics,” (1999).
[39] K Rama Koteswara Rao and Dieter Suter, “Characterization of hyperfine interaction between an nv
electron spin and a first-shell c 13 nuclear spin in diamond,” Physical Review B 94, 060101 (2016).
[40] Sergio Blanes, Fernando Casas, JA Oteo, and J Ros, “A pedagogical approach to the magnus expan-
sion,” European Journal of Physics 31, 907 (2010).
[41] Depending on which term mk in Eq. (36) is being evaluated, the Taylor expansion (34) may be truncated
at even smaller coefficients. For example, in our exemplary calculation of Eq. (44) up to order 1/ω we
truncate the Taylor expansion at zeroth order for the Magnus-Taylor term m1.
[42] (), the functional form of the discontinuous envelope function shown in Fig. 4(a) is defined piecewise
as H1(t) = (H
(max)
1 /2) if 0 ≤ t/tgate ≤ 1/2, and H1(t) = H(max)1 (3/2− t/tgate) if 1/2 < t/tgate < tgate.
[43] The coordinates θ and φ of the rotated Bloch sphere pertaining to Fig. 4 are defined by θ =
2 arccos (|〈ψ|+〉|)− pi/2 and φ = arg (〈ψ|−〉)− arg (〈ψ|+〉).
[44] ARP Rau, “Unitary integration of quantum liouville-bloch equations,” Physical review letters 81, 4785
(1998).
[45] S Ashhab, JR Johansson, AM Zagoskin, and Franco Nori, “Two-level systems driven by large-
amplitude fields,” Physical Review A 75, 063414 (2007).
[46] Zhiguo Lu¨ and Hang Zheng, “Effects of counter-rotating interaction on driven tunneling dynamics:
Coherent destruction of tunneling and bloch-siegert shift,” Physical Review A 86, 023831 (2012).
