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Abstract
We describe some numerical methods to automatically prove the existence of solutions for some generalized
obstacle problems. In this paper, our goal is to establish a new procedure for numerical verification of generalized
obstacle problems.
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1. Introduction
In [2], we proposed some numerical methods for automatic proof of the existence of solutions for
obstacle problems. They are based on the infinite dimensional fixed point theorems and explicit error
estimates for finite element approximations. It is difficult to apply this method to a problem in which
the associated operator is not retractive in a neighborhood of the solution. This is because this method
uses the simple iteration method. In order to deal with such an operator, we have to devise a new method
similar to a Newton-like method. In this article, to verify such a solution, we propose a new idea for the
numerical verification of generalized obstacle problems. Finally, our aim is to give a solution with an
error bound such that existence of the solution within these bounds is automatically verified.
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2. Methods of verification
Throughout this paper we use the following notations. By Rn we denote the set of real vectors with
n components, and R+ denotes the set of all nonnegative real numbers. An interval vector is defined by
A := [A, A] := {A ∈ Rn : A ≤ A ≤ A}, where A, A are called the lower bound and upper bound,
respectively. Let Ω be a bounded domain of Rn, 1 ≤ n ≤ 2 with a piecewise smooth boundary Γ . We
define
a(u, v) =
∫
Ω
∇u · ∇vdx, where ∇u · ∇v = ∂u
∂x1
∂v
∂x1
+ ∂u
∂x2
∂v
∂x2
.
Next, we define K = {v ∈ H 10 (Ω) : v ≥ ψ}, where, ψ is a given function in H 2(Ω) such that ψ ≤ 0 on
Γ . Let f be a bounded and continuous map from H 10 (Ω) into L2(Ω). Now, let us consider the following
generalized obstacle problem:
Find u ∈ K such that a(u, v − u) ≥ ( f (u), v − u),∀v ∈ K . (2.1)
We adopt a(u, v) = (∇u,∇v) as the scalar product on H 10 (Ω), where (·, ·) denotes the L2-inner product
on Ω . Hence, the associated norm is defined by ‖u‖H10 (Ω) = ‖∇u‖L2(Ω). In [2], the problem (2.1) is
equivalent to that of finding u ∈ H 10 (Ω) such that u = PK F(u). First, we describe the basic verification
technique in the present paper.
We now take an appropriate finite dimensional subspace Sh of H 10 (Ω) for 0 < h < 1. Letting P denote
the set of the nodes of the space Sh, we then define Kh , an approximation of K , by
Kh = {vh ∈ Sh : vh(p) ≥ ψ(p),∀p ∈ P}.
Note that, in general, the set Kh is not a subset of K .
Now, we consider the following auxiliary problem associated with (2.1), concerning any g ∈ L2(Ω):
a(u, v − u) ≥ (g, v − u), ∀v ∈ K , u ∈ K . (2.2)
We then define the approximate problem corresponding to (2.2) as
a(uh, vh − uh) ≥ (g, vh − uh), ∀vh ∈ Kh, uh ∈ Kh . (2.3)
Let u be the solution of (2.2) and uh ∈ Kh be the approximate solution of (2.3).
Assumption. For each u and uh , a C(g, ψ, h) exists such that ‖u − uh‖L2(Ω) ≤ C(g, ψ, h). Here,
C(g, ψ, h) has to be numerically determined in Section 4.
For any u ∈ H 10 (Ω), we now define the rounding R(PK F(u)) ∈ Kh as the solution to the following
problem:
a(R(PK F(u)), vh − R(PK F(u))) ≥ ( f (u), vh − R(PK F(u))), ∀vh ∈ Kh .
Next, for a set U ⊂ H 10 (Ω), we define the rounding R(PK F(U )) ⊂ Kh as
R(PK F(U )) = {uh ∈ Kh : uh = R(PK F(u)), u ∈ U }.
In addition, we define for U ⊂ H 10 (Ω) the rounding error RE(PK F(U )) ⊂ H 10 (Ω) as
RE(PK F(U )) =
{
v ∈ H 10 (Ω) : ‖v‖L2(Ω) ≤ sup
u∈U
C( f (u), ψ, h)
}
.
With the above, the following is the verification condition as a result of Schauder’s fixed point theorem:
C.S. Ryoo / Applied Mathematics Letters 18 (2005) 635–640 637
Theorem 1. If a nonempty, bounded, convex and closed subset U ⊂ K exists such that R(PK F(U )) +
RE(PK F(U )) ⊂ U, then a solution of u = PK F(u) exists in U.
3. Computing procedures for verification
In this section, let us introduce the procedure for finding such a set U in Theorem 1 using computers.
We describe how to obtain such a set of H 10 (Ω) on a computer.
A function vh ∈ Sh now has the representation
vh(x) =
n∑
j=1
z jφ j (x), z j = vh(x j ), for x ∈ Ω ,
where {φ j } j=1,...,n is the linear base functions of Sh.
Let us recall (see [3]) that the problem (2.2) is equivalent to the following system:
w − Dz = −P, w(z −Ψ ) = 0, w ≥ 0, z −Ψ ≥ 0. (3.1)
Here, D = (di j ), with di j = (∇φi ,∇φ j ), Ψ = {ψi}, ψi = ψ(xi ), and 1 ≤ i, j ≤ n. In addition,
P ≡ ((g, φ j )) is a n-dimensional vector. The problem (3.1) is equivalent to the following system:
w − D(z −Ψ ) − DΨ = −P, w(z − Ψ ) = 0, w ≥ 0, z −Ψ ≥ 0. (3.2)
Setting e = z −Ψ , we can then represent the above problem (3.2) in the form
w − De = DΨ − P, we = 0, w ≥ 0, e ≥ 0. (3.3)
Condition (3.3) implies (because w, e ≥ 0) that for 1 ≤ j ≤ n, either w j = 0 or e j = 0. Similarly in [1],
we can proceed in the following manner.
Consider the following system of nonlinear equations
w − De = DΨ − P, w j e j = 0, 1 ≤ j ≤ n, (3.4)
in 2n unknowns (w, e). Let (w˜, e˜ ) be an approximate solution of (3.4). Then, delete in (3.4) every
variable w j , e j for which the corresponding component of w˜, e˜ is approximately zero. Then, n equations
w∗ − De∗ = DΨ − P (3.5)
remain, where w∗, e∗ have on the whole n fewer components than w, e. Note that the system (3.5) is
linear.
In order to find a set U satisfying the above verification condition, we use the simple iterative method
as follows:
For α ∈ R+ we set
[α] ≡ {ϕ ∈ H 10 (Ω) : ‖ϕ‖L2(Ω) ≤ α}. (3.6)
Now, for an interval vector A = (A1, . . . , An) ∈ Rn , let ∑nj=1 A j φ j be a linear combination of the basis
functions {φ j }, i.e.,
n∑
j=1
A j φ j =
{
n∑
j=1
a jφ j : a j ∈ A j , 1 ≤ j ≤ n
}
.
Then, setting U = ∑nj=1 A jφ j + [α] and g = f (U ) in (2.2), we consider the linear system
w∗ − De∗ = DΨ − ( f (U ), φ j ), 1 ≤ j ≤ n. (3.7)
(3.7) is in fact a linear system of equations whose right-hand side consists of intervals.
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Following [1], we have
Theorem 2. Let E∗, W ∗ be interval solutions of the linear system (3.7) containing the actual solutions.
Then, the following is true: if inf(E∗) ≥ 0 and inf(W ∗) ≥ 0, the problem (3.1) has an optimal solution
e ∈ Rn. The non-zero components of e are included in E∗ and the others are zero.
We now present an iterative procedure for generating {U (i)}i=0···. For i = 0, we choose appropriate
initial values u(0)h ∈ Kh and α0 ∈ R+ and define U (0) ⊂ H 10 (Ω) by
U (0) = u(0)h + [α0].
Usually, u(0)h is determined as
a(u
(0)
h , vh − u(0)h ) ≥ ( f (u(0)h ), vh − u(0)h ), ∀vh ∈ Kh, u(0)h ∈ Kh . (3.8)
For u(i)h =
∑M
j=1 A
(i)
j φ j and αi ∈ R+, we set U (i) = u(i)h + [αi ], i ≥ 1. Then, we define u(i+1)h ⊂ Kh and
αi+1 ∈ R+ according to
w∗ − De∗ = DΨ − ( f (U (i)), φ j ), 1 ≤ j ≤ M, (3.9)
αi+1 = sup
u∈U
C( f (u), ψ, h). (3.10)
Here, u(i+1)h is determined as the solution set of (3.9), as described above. Of course, the solution of (3.9)
satisfies the conditions of Theorem 2 in application to the case in which U = U (i).
Now, we consider the stopping criterion of the above iterative method as well as how to construct the
desired set U of Theorem 1. For
u
(i)
h =
n∑
j=1
A(i)j φ j , where A
(i)
j =
[
A(i)j , A
(i)
j
]
,
we define
‖u(i)h − u(k)h ‖ ≡ max1≤ j≤n
{∣∣∣A(i)j − A(k)j ∣∣∣ , ∣∣∣A(i)j − A(k)j ∣∣∣} .
Let 0 <  ≤ δ. If, for an iteration number N , we have
‖u(N−1)h − u(N)h ‖ ≤ ‖u(N)h ‖, |αN−1 − αN | ≤ |αN |, (3.11)
then we stop the iteration and define Û = ûh + [̂α] with
ûh = u(N)h +
n∑
j=1
[−1, 1]δφ j , α̂ = αN + δ.
We can then find the solution of the fixed point equation PK F(u) = u in Û , provided that Û satisfies the
condition
R(PK F(Û )) ⊂ ûh, RE(PK F(Û )) ⊂ [̂α].
That is, we obtain the following:
Theorem 3. If R(PK F(Û)) ⊂ ûh and α˜ ≤ α̂, then a solution of PK F(u) = u exists in Û , where
α˜ = supu∈Û C( f (u), ψ, h).
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For a convergence analysis of the iterative method for generating a sequence of set {U (i)}, we will
prove that the concerned sequence converges for the case that the nonlinear operator PK F is retractive
around the solution u. However, if PK F is not a retractive operator in the neighborhood of the solution
u, we cannot know that this iterative method converges in advance. In order to verify the existence of
solutions for this problem, we need a Newton-like type method. It is an open problem.
4. Numerical example
We now provide a numerical example of verification in the one-dimensional case following the
procedure described in the previous section. Let Ω = (0, 1) and g ∈ L2(Ω). Now, let n be a positive
integer and let h = 1/(n + 1). We define xi := ih for i = 0, 1, 2, . . . , n + 1 (that is, a uniform partition
of Ω) and ei := (xi−1, xi ), i = 1, 2, . . . , n + 1. We then approximate H 10 (Ω) by
Sh = {vh ∈ C0(Ω) : vh(0) = vh(1) = 0, vh |ei ∈ P1, i = 1, 2, 3, . . . , n + 1}
with, as usual, P1 representing the space of polynomials of degree ≤1, thus dim Sh = n, and Kh = {vh ∈
Sh; vh(xi ) ≥ ψ(xi ), i = 0, 1, 2, . . . , n, n + 1}.
Regarding the approximation error ‖uh − u‖L2(Ω), we then have
Theorem 4 ([2]). Let u and uh be solutions of (2.2) and (2.3), respectively. If g ∈ L2(Ω), then
‖uh − u‖L2(Ω) ≤ C(g, ψ, h),
where
C(g, ψ, h) ≤ 1
π
(
1
π
+ 4
√
2
3
)
h2
√
|u|2H2(Ω) + 2(‖g‖L2 + |u|H2(Ω))(|u|H2(Ω) + |ψ |H2(Ω)).
We consider the case f (u) = Qu + sin 2πx and ψ = sin πx − 0.5.
The execution conditions are as follows:
Q = 4.
dim Sh = 100.
Obstacle function ψ = sin πx − 0.5.
Initial value: u(0)h = Galerkin approximation (3.8), α0 = 0.
The form of u(0)h is displayed in Fig. 1.
Extension parameters (3.11): δ =  = 10−5.
One should notice that the contact zone {x ∈ Ω : u(x) = ψ(x)} is not known in advance. However,
from Fig. 1, we can know the contact zone.
The results are as follows:
Iteration numbers for verification: N = 10.
L2(Ω)—error bound: 0.02052.
Maximum width of coefficient intervals in {A(N)j } = 0.00356.
Remark 5. In this paper, numerical verification of solutions for some generalized obstacle problems
using a finite element method have been discussed only for the simple iteration method. Hence, if PK F
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Fig. 1. Approximate solution w˜ and e˜.
is not a retractive operator in the neighborhood of the solution, it is difficult to use the scheme proposed in
this paper and [2]. In order to verify the existence of solutions for obstacle problems, we need a Newton-
like method. Comparing this paper with paper [2], there is little difference between these two results.
However, using some ideas from this paper, we are able to establish solutions for some generalized
obstacle problems without any restrictions on the associated operator. In order to use a Newton-like
type method, a major difficulty in solving the fixed point formulation u = PK F(u) numerically is the
treatment of the non-differentiable operator PK F . However, using (3.5), we cannot only define a Newton-
like operator, but also devise a Newton-like method.
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