Abstract
While protein-protein interactions have been studied largely as a network graph without physicality, here we analyze two protein complex data sets of Saccharomyces cerevisiae to relate physical and functional modularity to the network topology. We study for the first time the number of different protein complexes as a function of the protein complex size and find that it follows an exponential decay with a characteristic number of about 7. This reflects the dynamics of complex formation and dissociation in the cell. The analysis of the protein usage by complexes shows an extensive sharing of subunits that is due to the particular organization of the proteome into physical complexes and functional modules. This promiscuity accounts for the high clustering in the protein network graph. Our results underscore the need to include the information contained in observed protein complexes into protein network analyses.
Metabolic and signaling functions as well as global cell behavior arise from the collective action of proteins which engage in physical interactions. Thus, a first step in the functional characterization of the proteome is the identification of protein-protein interactions. This has most exhaustively been achieved for the budding yeast (S. cerevisiae) proteome, resulting in large lists of interaction pairs (1, 2) . This information has allowed the reconstruction of a crude map of the protein interaction network (Fig.1A ). Although such network maps are still devoid of any information on dynamics that would allow the simulation of cell behavior (3, 4) , they have paved the way to the study of global topological properties of molecular networks which have shed light on basic evolutionary and organizational principles (5-7). For instance, using yeast two-hybrid data it has been suggested that the connectivity distribution P (k), i.e. the probability that a protein interacts with k other proteins, follows a power law and therefore belong to the topology class of scale-free networks (5) .
These topology studies relied on the abstract network graphs that were constructed with individual pairs of interactions identified separately, and as such do not represent a physical entity. They do not consider the fact that many protein-protein interactions in the cell take place in dynamic, multiprotein complexes (Fig.1B) . Thus, when placing the topology of the protein interaction graph into a physical context, questions automatically arise, as to whether a highly connected protein (a hub in the scale-free network model), would simultaneously interact with all of its partners as denoted in the network graph and, in doing so, form one stable, observable protein complex.
Further, one would also like to know how the protein complexes (physical modules) relate to the clusters of highly connected nodes in the network graphs (topological modules). The recent systematic survey of stable protein complexes using high-throughput mass spectrometry of purified tagged yeast proteins now allows us to examine generic aspects of the large-scale properties of complex mediated networks and to address this type of questions (8, 9) .
The data sets are denoted according to the authors as (i) the TAP (tandem affinity purification) (8) , and (ii) the HMS-PCI (high-throughput massspectrometric protein complex identification) (9) data sets. Their accuracy has been compared with that of other methods of protein-protein interaction detection (1) . They have also been used to validate and complement existing yeast interaction datasets and to infer the function of individual proteins (10) . Thus, while the protein complex data has been used to improve functional annotation of individual proteins, the additional, generic information in these datasets, notably the complex size distribution and the pattern of usage of subunits in various complexes has not been studied explicitly. Here we investigate these two generic aspects of the population of yeast protein complexes, identify some characteristic features and propose models to explain them.
EXPERIMENTAL PROCEDURES

Stability and concentration of protein complexes
The number N s of possible dissociations for a complex consisting of s proteins is (Fig.2) , and x s,i is the number of complexes of species i (consists of exactly the same type of s proteins)), is proportional to τ s it follows by using the above equations for N s and τ s : S s /S s−1 ∼ = 0.5. If for each complex size x s,i is normally distributed around x s,i it follows by using the equations for Construction of protein complex interaction networks (CN) (Fig.1b) In this network graph, one node represents a whole protein complex, and two complexes are connected if both contain one (or more) same protein, as proposed (8) .
Measures to characterize protein networks (i) connectance C = 2(number of actual links in the network)/(n(n − 1)), n is the number of nodes (in the P N , for instance, n is the protein number);
(ii) diameter D of the largest cluster: D is the number of links in the shortest path between two nodes, averaged over all pairs of nodes; (iii) clustering index cc = i c i /n with c i = 2k i /(n i (n i − 1)) (k i is the number of connections between the n i neighbours of node i) (11) .
P N and CN are small-world networks Small-world networks are highly clustered (like regular networks), but have nevertheless a small network diameter (like random networks) (11) . Both requirements are fulfilled by the P N and CN as can be seen in Tables 1 and 2 .
The diameters D of the P N and CN should be compared with that of the corresponding random and regular matrices. A corresponding random matrix is defined as a constructed network, such that it has the same connectance C as the experimental network, but all links between any two nodes are set by chance:
each individual link has a probability of 1/C. Similarly, a corresponding regular matrix is a constructed network that also has the same connectance as the experimental network, but all Cn links of each node are drawn just to its nearest neighbours, such that a ring-like network structure with a high clustering index appears, cf. (11) . Then, for the experimental P N s (according to the "large" defini- The clustering index of random matrices equals their connectance C, whereas the clustering index of regular matrices is somewhat below one.
RESULTS
The Number of Different Protein Complexes of a Given Size
The analysis of the TAP and HMS-PCI data shows that the number of different protein complexes decays exponentially with the size s of the protein complex f (s) ∝ exp (−as) ( The Protein-Protein Interaction Network
To map the physical protein complexes onto a protein-protein interaction graph that represents the topology of the protein network (P N ), we have to extract the interaction information from the complex data. In contrast to the yeast-two hybrid data, where the elementary experimental finding is a pair that directly translates into a link in the interaction graph, the protein complex data allow various definitions of interaction to build a P N (see EXPERIMENTAL PROCEDURES). However, the context of a given complex might enable inherently weak, direct physical interactions to take place which would not be found in isolation or in other complexes, e.g. due to the presence of a scaffolding protein in that complex. For instance, while bait A might not be able to pull out protein B, bait C might pull out a complex that includes A and B which may or may not have direct physical contact. To embrace these scenarios of indirect and scaffold-protein mediated interactions, we use here a"large P N " definition that counts "functional interactions" between all proteins participating in a complex (Fig.1C) , as it also was suggested (1). Our "medium P N " corresponds to the "spoke" model, while the "large P N " corresponds to the "matrix" model in a previous study (10) . We used the latter, most encompassing P N definition for further analysis, since we are interested in the observed complexes as entities rather than in the interactions (Table 1, Figs. 2,3 ). However, similar results with respect to the major network topology characteristics were obtained with the "small" and "medium P N " definition ( Table 2 ).
The number of protein interactions I is an order of magnitude higher than that of networks determined by the combined two-hybrid experiments Tables   1,2 ). Interestingly, we find that the distribution of connectivity k (number of interaction partners per protein) in the P N follows an exponential decay, i.e. the P N is not scale-free as reported for pairwise interaction data (Fig.2) . We obtain as the characteristic numbers of interactions per protein, k * = 30 for TAP, and k * = 47 for HMS-PCI, thus the average characteristic connectivity of P N is 38. The larger number of interaction partners for the HMS-PCI data set is consistent with the finding that the HMS-PCI data set contains larger complexes as discussed above. Thus, the number of simultaneous (direct or indirect) physical interaction partners as defined by the coexistence in a pro-tein complex (under a given culture condition) behaves differently from the number of interaction partners defined by isolated, pair-wise characterization which appears to exhibit a power-law distribution (5).
To measure the extent of modular organization in the large P N graph we calculated the clustering coefficient cc which quantifies for a given network the extent of formation of subnetworks (clusters) that are highly interconnected inter se. Column 2 of Table 1 shows that cc of P N is much higher than the clustering coefficient in corresponding random networks with the same connectance C = 2I/(n(n − 1)), since cc random C random = C P N . This quantifies the high modular organization of the cellular protein interaction network.
The "Null Model"
Since in the large P N definition all proteins in a complex are considered to interact with each other, the complex as a physical module will necessarily give rise to a maximally connected cluster (=clique) in the network graph.
We thus asked whether the partitioning of the proteome into complexes of the observed size distribution alone explains the high clustering. To answer this question we simulated the simplest model, called "null model". We generated 455 and 487 complexes with the exponential size distribution corresponding to the observed complex size distribution in the TAP and HMS-PCI data, respectively. "Proteins" were randomly drawn (without removing them) from a pool with ng proteins (ng is chosen to obtain the same number of "proteins"
as in the experimental P N : ng T AP = 1450, ng HM S−P CI = 1700. A given protein can be assigned to more than one complex, but no two same proteins can occur in one complex.). Then an interaction graph is extracted as defined above according to the large P N scheme and the topology is analyzed. For TAP, this null model yields an exponential distribution for connectivity k that is similar to the observed one (Fig.2) , although the total number of interactions I in the simulation is higher than in the TAP data (Table 1 ).
In contrast, for HMS-PCI the null model yields a distribution of k that is clearly steeper than in the observed data, and consistently, the number of interactions I in the data are higher than predicted by the model (Table   1 ). This is in line with the notion that the HMS-PCI data contain more larger complexes than a pure exponential size distribution (as assumed for the "null" models), as e.g. shown by the TAP data, would allow.
Interestingly, in both cases the simulated cc was significantly smaller than in the corresponding experimental P N (cc null = 0.49 vs. cc exp = 0.73 for TAP; and cc null = 0.54 vs. cc exp = 0.70 for HMS-PCI). Thus, the P N are strongly clustered, to an extent that cannot be accounted for by the physical arrangement of proteins into complexes that represent cliques in the interaction graph. In other words, the high cc value of the P N must be due to higher-level interactions between the physical complexes.
The Protein Complex Interaction Network
Since the complexes detected by mass spectroscopy are by definition independent entities, such an apparent link between complexes in the network graphs must correspond to the sharing of the same protein by different com-plexes (Fig.1B) . We thus analyzed the topology of the complex-complex interaction network (CN). Fig.3 shows that the connectivity distribution of the CN again follows an exponential decay. A comparison of columns 6 and 8
in Table 1 shows that the simulation gave rise to analogous results as for the P N : the null model yielded more interactions than observed for TAP, and fewer for HMS-PCI. The clustering coefficients for both, cc exp and cc null are much higher than the cc values of the corresponding random networks (Table 1) . Again, as for the P N , in the CN the clustering coefficients of the experimentally determined networks, cc exp (0.52 and 0.54 for TAP and HMS-PCI, respectively) are still considerably higher than the simulated one cc null (0.30 and 0.28, respectively). The difference cc exp − cc null is nearly the same for the two network types, P N and CN . Table 1 Comparison with other Protein Interaction Networks
As mentioned above, in contrast to the CN , the P N depend on the assumed definition for protein interactions (see EXPERIMENTAL PROCE-DURES). Table 2 shows that the P N s corresponding to our "small" and "medium" definition do also belong to the class of small-world networks.
The clustering coefficients cc of these P N s are more than one magnitude higher than that of the corresponding random networks cc crn . Note that the clustering coefficient of random networks equals the connectance of these networks: cc crn = C. However, it is remarkable that the TAP networks have a higher cc than the HMS-PCI networks.
For the sake of comparison we also add the analysis of three other protein interaction data sets: (i) Y2H data for yeast protein interactions, as analysed in (5) (data on the website www.nd.edu/∼networks/cell), (ii) the carefully curated yeast protein interaction data set discussed in (2) (data on the DIP website dip.doe-mbi.ucla.edu), and (iii) protein interactions of the human signal transduction network of the TRANSPATH data base (www.transpath.de).
Again, these P N s have much higher clustering coefficients than their corre-sponding random matrices (Table 2) .
It has been claimed that protein networks are of the scale-free type (5), i.e. the distribution of the number of connections per protein should follow a power-law. In contrast, we have shown that both, the distributions for the P N ("large" definition, Fig.2 ), and the CN (Fig.3) clearly follow an exponential law p(k) ∝ exp (−ak). For all the networks analysed in Table 2 , the corresponding distributions are between a power-law and a pure exponential law: all these connectivity distributions follow a stretched exponential dis- 
DISCUSSION
Using the protein complex data in yeast obtained with the TAP and HMS-PCI techniques (8,9), we derived different protein-protein interaction networks. Our interaction definitions yielding the "medium" and "large" protein networks correspond to the recently published "spoke" and "matrix" model, respectively (10) . We favour the "matrix" model, because each protein in a given complex interacts physically and/or functionally with each other protein in this complex. Accordingly we studied more in detail our "large" protein interaction network. In agreement with other protein network studies (14, 15) we also find the small-world property. As we have shown, this result does not depend on the assumed kind of definition for protein interactions. 
