Each period an outcome (out of finitely many possibilities) is observed. For simplicity assume two possible outcomes, a and b. Each period, a forecaster announces the probability of a occurring next period based on the past.
1. Introduction. In any good model of human behavior, it is posited that beliefs will be revised when they are contradicted by the data. The difficulty is to define the appropriate sense in which the beliefs and the data should eventually comply. Currently, the dominant assumption in economics is that agents' beliefs coincide with the true probabilities. However, if agents' beliefs do not coincide with the truth, will agents be able to recognize it? Assume just two possible outcomes, a and b. If the probability of a is fixed throughout time, then the empirical frequency of a will reveal this probability. On the other hand, assume that the assumption of a fixed probability is incorrect. Would agents be able to recognize it and drop the assumption of a fixed probability?
This question motivates us to look for a general definition of when the data contradicts the forecasts and when it does not (by general we mean a definition that applies for any sequence of data and probabilistic forecasts). For simplicity, consider the sequence of forecasts "a will occur with probability p in all periods." These forecasts would be contradicted by the data if the frequency of a is not close to p. However, assume the frequency of a is p. The table below shows that the data could still contradict the forecast. Assuming the pattern repeats indefinitely, the long-run frequency of a is 0 5. The forecast of a is also 0 5. However, on the odd-numbered periods, the frequency of a is 1, but the forecast is 0 5. Thus, the forecast tracks the long-run frequency of a's but misses the alternating pattern of a's and b's.
We demand more by breaking the sequence up into two subsequences-one corresponding to even periods and the other to odd-periods, and require the forecast to match the frequency on each subsequence. The next table shows that this hurdle can be satisfied, yet the data contradicts the forecast. Assuming the pattern of aa followed by bb repeats indefinitely, the long-run frequency of a is 0 5 as anticipated by the forecast. In the odd periods, the long-run frequency of a is also, as anticipated, 0 5. In the even periods, it is also 0 5. However, if the probability of a in every period were, in fact, 0 5 then we would expect that the frequency of a, after aa was observed, to be 0 5. In the data, this frequency is zero. Analogously, the frequency of a in the period 4n + 1, n a natural number, should be 0 5 when it is one.
The table above suggests that dividing the sequence up into just two subsequences is not enough. So, how many subsequences would suffice? Which ones should they be? To answer these questions, we formalize the notion of dividing up the entire sequence of observations into subsequences. Imagine a rule that, at the end of each period, decides whether or not to mark the period (as a function of the past). The marked periods define a subsequence on which the forecasts (made in those periods) could be compared to the outcomes realized next period. One rule might be to mark every even-numbered period. The forecasts made in the even periods will be compared with the outcomes realized next period. Another rule would be to mark the period if the current outcome is a. The forecasts made in the periods that a occurred will be compared with the outcomes realized next period.
A rule that decides which periods to mark (as a function of past and current outcomes) is called an outcome-based checking rule. Formally, an outcome-based checking rule is a function from finite sequences of outcomes to {0 1}. We say that the rule is active when it assumes the value 1 for that period. The marked periods are those in which the rule is active. An outcome-based checking rule could be active when the last three observations were aba, when the period is a prime-number, etc.
Outcome-based checking rules mark a period based on past and current outcomes only. However, if forecasts change, then we may want a checking rule that marks a period as a function of the forecasts as well. Fix an outcome-based checking rule and an interval D of possible forecasts. An associated forecast-based checking rule will mark those periods marked by the outcome-based checking rule when the forecast lies in D. That is, a forecastbased checking rule is active when the outcome-based checking rule is active and the forecast is within some interval (these intervals form a partition of 0 1 ). For example, consider the outcome-based checking rule that is active in the even periods. Consider the partition 0 0 5 and 0 5 1 . A forecast-based checking rule (associated with this outcomebased checking rule) is active in the even periods when the forecast for a is less than 0 5. Another forecast-based checking rule is active in the even periods when the forecast for a is greater than 0 5. For each forecast-based checking rule, there is an associated subsequence of active periods. The forecasts will be compared to the data separately in each of these subsequences.
Given a collection of outcome-based checking rules and a partition of 0 1 , we say that a sequence of forecasts is calibrated with respect to the observed data if the average forecasts match empirical frequencies, in the subsequence specified by the forecast-based checking rule associated with the outcome-based checking rules in . Informally, a sequence of forecasts is calibrated if, in the subsequences specified by the frequency of a is p in the subsubsequences in which the forecast is p.
The examples above show that forecasts matching empirical frequencies for finitely many checking rules may fail to capture relatively simple patterns. However, consider a countable collection of outcome-based checking rules that include all functions (mapping finite sequences of outcomes to 0 1 ) implementable by a recursive algorithmic. Consider a countable partition of 0 1 . This collection of forecast-based checking rules is also countable. If the forecasts match the empirical frequencies for all these forecast-based checking rules then no comparison between frequencies and the forecasts that is implementable by a Turing machine would reject the hypothesis that the forecasts are correct.
The main result in this paper shows that, given any countable collection of outcome-based checking rules and countable partition of the entire interval, there is a forecasting scheme that generates sequences of calibrated forecasts on every possible infinite string of data. So, if a forecaster uses this forecasting scheme, then after some point in the future, when he looks backwards, he will always see that the time average of the forecasts are close to the empirical frequencies. In this sense, he will not see a contradiction between the forecasts and the data.
1.1. Related literature. The idea that calibration is a desirable property of probabilistic forecasts is due to Dawid (1982) . He shows that the posterior beliefs of a coherent Bayesian will become calibrated with probability one under the Bayesian forecaster's own prior. Subsequently, Oakes (1985) showed that no deterministic forecasting scheme could be guaranteed to calibrate the forecast-based checking rule associated with the always-active outcome-based checking rule. The existence of a randomized forecasting scheme that calibrates the forecast-based checking rule associated with the always-active outcome-based checking rule was established by Foster and Vohra (1998) . This result was first generalized by Fudenberg and Levine (1999a) who show the existence of forecasting schemes that calibrate certain classes of checking rules. Foster and Vohra's (1998) results also inspired alternative proofs of the same results by Fudenberg and Levine (1999b) and Hart and MasCollel (2001) , which use the minimax theorem and the Blackwell approachability theorem, respectively. These proofs are conceptually simpler and inspired the proof in this paper. Foster and Vohra (1999) also show a potential use of Blackwell's approachability theorem in a variety of settings.
Variations and strengthenings of Dawid's (1982) original notion of calibration were introduced in Dawid (1985) , which discusses the relationship between calibration and merging. This topic is also central in Kalai et al. (1999) . Dawid and Vovk (1999) show a connection between calibration and gambling strategies (see also Shafer and Vovk 2001) .
The existence of a forecasting scheme that simultaneously calibrates countably many outcome-based checking rules (but not the associated forecast-based checking rules) was first established by Lehrer (2001) . The main result of this paper generalizes the result of Lehrer (2001) to forecast-based checking rules. Thus, the results of Lehrer (2001) and Foster and Vohra (1998) are special cases of our result. Furthermore, we strengthen the result of Foster and Vohra (1998) to show that the difference between the forecasts and the long-run frequencies converge to zero rather than simply being sufficiently small.
Definitions and results.
Let N be the set of natural numbers. Let N + be N ∪ 0 . We denote by S ≡ 1 n the state space and by S 0 the empty set. We call an element of S an outcome. Let S t t ∈ N ∪ be the t-Cartesian product of S, and letS ≡ t=0 S t be the set of all finite sequences of outcomes. Given an infinite sequence of outcomes s ∈ S we denote by s t the tth coordinate of s and by s t = s 1 s 2 s t ∈ S t the prefix of length t of s. We call an infinite sequence of outcomes s ∈ S a path.
Let S be the set of probability measures over S and let S 0 be the empty set. We call an element of S a forecast. We denote by S t t ∈ N ∪ the t-Cartesian product of S . Given an infinite sequence of forecasts f ∈ S f = f 0 f 1 f t , we denote by f t ∈ S the t + 1 th element of f , and by f t−1 = f 0 f 1 f t−1 ∈ S t , the prefix of length t of f .
A forecast determines the probability that an outcome will be realized next period. For example, at period zero a forecast f 0 is made. This forecast determine probabilites for the outcomes that will only be observed at period 1. A t-sequence of forecasts S be the set of probability distributions over S . Definition 2.1. A forecasting scheme is a function H → S . At the end of each stage t ∈ N a t-history is observed. Based on this observation, the forecaster must decide which forecast f t ∈ S to make at period t. We allow the forecaster to randomize. So, f t ∈ S can be selected (possibly) at random, using a probability distribution t ∈ S The realization of t is, of course, observed at period t. If the forecaster chooses the forecasts deterministically; i.e., if for any t-history x t ∈ H x t assigns probability one to a probability measure on S then we say that is a pure forecasting scheme. We now define how the forecasts will be compared to the data.
Definition 2.
2. An outcome-based checking rule is a function C S → 0 1 . An outcome-based checking rule is an arbitrary function mapping finite sequences of outcomes to 0 1 . If C s t = 1, then we say that C is active at s t . Analogously, if C s t = 0, then we say that C is inactive at s t An outcome-based checking rule could be always active, active in odd periods, active in period t whenever term t of the binary expansion of is 1 etc. Definition 2.3. Given a set D ∈ S and an outcome-based checking rule C, a forecast-based checking rule is a function C D H → 0 1 such that
where
given a subset D ⊆ S and an outcome-based checking rule, a forecast-based checking rule is a function C D that is active (i.e., equal to one) if and only if the outcome-based checking rule C is active and the forecast made last period belongs to D. For example, a forecast-based checking rule could be active when the forecast for outcome 1 is greater than 0 5, active in the odd periods in which the forecast for outcome n is between 0 1 and 0 4, active when the last four outcomes were identical and the forecast for any outcome is smaller than 2/n etc. Clearly, the outcome-based checking rule C is identical to the forecast-based checking rule C S Definition 2.4. Given a forecast-based checking rule C D and a T -history
the calibration score at time T is the n-dimensional vector
s T and I s t is the n-vector with 1 in the s t th coordinate and zero elsewhere.
So, the calibration score is the difference between empirical frequencies and average forecasts, in the periods that the forecast-based checking rule was active.
Definition 2.5. An infinite sequence of forecasts f ∈ S calibrate a forecast-based checking rule C D on a path s ∈ S if t=1 C D x t is finite or if
0 is the n-vector 0 0 and the equality is coordinatewise.
That is, the realized forecasts calibrate a forecast-based checking rule on a path if the calibration score converges to zero on this sequence (whenever the forecast-based checking rule is active infinitely often on this sequence). Given a path s ∈ S and a forecasting scheme let the function 
Proof. See §4. Proposition 2.1 shows that there exists a forecasting scheme such that given any path, almost every infinite sequence of realized forecasts (under the distribution induced by the forecasting scheme) will match the empirical frequencies observed in the data.
Foster and Vohra's (1998) main result is the special case of Proposition 2.1 where contains only the always-active outcome-based checking rule and is a finite partition of S . Foster and Vohra (1998) are interested in checking rules that are active on sequences of positive density, whereas we look at checking rules that are activated infinitely often, even if this phenomenon occurs with density zero. Moreover, Foster and Vohra (1998) show that the calibration score is eventually small-provided that the area covered by each element of the partition of S is also small. We show that the calibration scores converge to zero.
It follows immediately from Proposition 2.1 that there exists a forecasting scheme that simultaneously calibrates all outcome-based checking rules in . Simply consider the trivial partition = S . Lehrer (2001) shows that there exists a pure forecasting scheme that calibrates countable outcome-based checking rules. This phenomenon does not follow immediately from Proposition 2.1 (although a separate proof of Lehrer's 2001 result, based on Proposition 2.1, can be derived). Example 2.1 shows that the general result in Proposition 2.1 cannot be obtained by a pure forecasting scheme.
Example 2.1. Let S = a b . Let C be the always-active outcome-based checking rule. Let D 1 = 0 0 5 and D 2 = 0 5 1 be a partition of S . There is no pure forecasting scheme that calibrates C D 1 and C D 2 on all paths (see Oakes 1985) .
Consider an arbitrary pure forecasting scheme. Consider the path in which outcome a occurs if and only if the forecast of a was strictly less than 0 5. In the periods that a was forecast with probability strictly less than 0 5, the empirical frequency of a is 1. In the periods that a was forecast with probability greater then or equal to 0 5, the empirical frequency of a is 0.
There is no contradiction between Example 2.1 and Proposition 2.1. To see this, note that the forecasting rule in Proposition 2.1 is not necessarily pure. The forecaster may choose the forecasts at random. Moreover, the realized outcome is not a function of the realized forecast (i.e., nature is oblivious to the realized forecasts). Given an arbitrary path, the realized forecasts will match the frequencies with probability one under the distribution induced by the forecasting scheme, but given any infinite sequence of forecasts, there are paths in which this match does not occur.
3. Discussion. In this section, we argue that, under some distributional assumptions, calibrated forecasts must eventually approach the given probabilities of outcomes. We also comment on calibration as a test of knowledge and on the connection between calibration and the foundations of the Nash equilibrium.
Calibration and statistical inference.
It is usual to assume that the outcomes being forecasted are generated by an underlying stochastic process. The approach in this paper avoids such assumption. It is, nevertheless, interesting to examine the properties of calibrated forecasts under some of the usual distributional assumptions on the outcomes. A full analysis of this topic is beyond the scope of this paper. We confine ourselves to presenting some plausible conjectures. For a formal analysis of related issues, we refer the reader to Kalai et al. (1999) .
Assume, for example, that there are two possible outcomes, a and b. The true probability of a is 0 5 in all periods. An agent who adopts a forecasting scheme that calibrates the forecast-based checking rules associated with the always-active, outcome-based checking rule (as in Foster and Vohra 1998) must eventually predict that the probability of a is close to 0 5. Otherwise, the calibration score of the forecast-based checking rules that are active for predictions substantially different from 0 5 will not eventually be close to zero (since those predictions will not match the actual frequency of a). However, consider the forecasts in Lehrer's (2001) forecasting scheme (which calibrate countably many outcomebased checking rules but not the associated forecast-based checking rules). There is no reason why the forecasts (as opposed to their average) should come close to the truth (0 5) and, in fact, that may never happen.
Assume that the data is a sequence such that a always follows b and, conversely, b always follows a. In this case, the forecasts in Lehrer's (2001) scheme in the odd periods and in the even periods will eventually come close to the truth; otherwise, the calibration score for the two outcome-based checking rules active in those respective periods will not eventually be close to zero. However, the forecasts in Foster and Vohra's (1998) scheme need not become close to the true probabilities.
Suppose the true stochastic process is a time-independent Markovian process of one step. Then, neither the forecasts in Foster and Vohra's (1998) scheme nor the ones in Lehrer's (2001) scheme need eventually be close to the true probabilities. Therefore, the forecasts generated by these two schemes may be systematically incorrect even if the underlying stochastic process is quite simple. Now suppose the forecasting scheme calibrates the forecast-based checking rules associated with two outcome-based checking rules. One of them is active when the current outcome is a and the other is active when the current outcome is b. Then, if the true stochastic process is a time-independent Markovian process of length one, the agents' forecasts will eventually be close to the true probabilities (otherwise, the predictions will not match the empirical frequencies after either a or b is realized).
If the forecasting scheme only calibrates finitely many outcome-based checking rules and the associated forecast-based checking rules, then the forecasts may not eventually be close to the true probabilities even if the stochastic process is relatively simple (such as a timeindependent Markovian process of sufficiently large length or an eternal repetition of the same finite sequence). However, the forecasting scheme proposed in this paper calibrates countably many outcome-based checking rules and the associated forecast-based checking rules. Hence, in the case of a time-independent Markovian process of arbitrary (and unknown) finite length or in the case of an eternally repeating finite sequence, the forecasts will eventually become close to the truth.
3.2. Testing knowledge. Suppose that we must distinguish between forecasters who have some prior knowledge of the stochastic process from those who know naught but the data itself. If the forecasters can only make deterministic predictions, the hypothesis that they know the stochastic process can be rejected if a realized outcome contradicts the forecast.
The task of designing a test that differentiates the knowledge of forecasters is more difficult if probabilistic forecasts are permitted. If we assume that the outcomes are always generated under identical conditions and the forecasters must repeat "once and for all" forecasts, we can still reject the hypothesis that a forecaster knows the relevant probabilities if the empirical frequencies contradict them. If we cannot assume that the outcomes are always generated under identical conditions, then we might consider comparing empirical frequencies with the forecasts in the periods that the forecasts were similar (we can reasonably assume that, according to the forecaster, in these periods the conditions are roughly identical). A more elaborate test compares the time average of the forecasts of a and the empirical frequencies of a in the periods where a was forecast with probability p, in the even periods where a was forecast with probability p when the last four outcomes were identical and a was forecast with probability p, etc.
Our main result implies that both forecasters who know the stochastic process and those whose knowledge was obtained from the data will be able to drive the calibration scores to zero.
3.3. Foundations of the Nash equilibrium. In a Nash equilibrium, players' beliefs are correct; i.e., players behave as if they knew the (perhaps mixed) strategy the opponents are using. However, the play can be sufficiently nonstationary so that even if players have observed the play for a long period of time they may not be able to deduce (from the past play) the relevant future probabilities. On the other hand, the results in this paper show that after many interactions, players' beliefs can become calibrated no matter how the play turns out. Foster and Vohra (1997) and Sandroni and Smorodinsky (2001) show that if players optimize myopically and their beliefs are calibrated, then the empirical frequencies of the play path (if they exist) will coincide with the empirical frequencies of a correlatedequilibrium play. In addition, if the stage game has a unique correlated equilibrium, then empirical frequencies of the play path do exist and coincide with the empirical frequencies of a Nash equilibrium play. 
To demonstrate Fact 1, first assume that X 2 j > 9 . Observe that
Repeated application of this identity yields:
So, for j sufficiently large, 2/j
it follows that there exists some i j such that 2/j j k=i X k−1 z k ≥ 8 . So,
So, if X 2 j > 9 infinitely often, then S j > 3 infinitely often. This implies that S 1 + j 1 + j+1 > infinitely often because S j is an average of terms of the form S 1 + k 1 + k+1 for k ≤ j as well as S 1 + k j . We now show Fact 2. By Markov's inequality we have
The next result is a minor generalization of Proposition 1 of Lehrer (2002) , which generalizes Blackwell's (1956) celebrated Approachability Theorem (see also Lehrer 2001) . Let be the inner product in Proof. The case n = 1 was demonstrated by Lehrer (2002) . We reproduce his proof here. We prove that
Denote by A i the event that T i − T i−1 = 1 and i the characteristic function of this event. Set
Hypothesis (3) of the Lemma implies that tḡt / T t =ḡ t / T t . Hypothesis (5) of the Lemma 4.1 implies that
Applying this inequality recursively yields:
Then each x i is at most 2/r i . By adding the nonzero terms of the series
Hypotheses (3) and (4) imply that X i is a subsequence of the ¯ j 's. More precisely, for each X i there is a unique
Hence, the series
i /i is convergent. Therefore, by Lemma 4.0, X n → 0 -almost surely. It is straightforward to show that if T t → , then X n → 0 ⇒¯ n → 0. Hence, -almost everywhere T t → implies that¯ t →0
We show that the case n ≥ 2 can be reduced to the case n = 1. Let X × 1 n be endowed with the probability˜ · j = · /n. For any random variable Y on X taking values in n , letỸ be a real-valued random variable on X × 1 n defined byỸ x j ≡ Y x j , where x ∈ X and Y x j is the jth coordinate of Y x .
By definition,
Therefore, we are back to the case n = 1 replacingg t withḡ t and˜ t with¯ t . Hence, t → 0˜ -almost everywhere ⇒¯ t →0 -almost everywhere.
Let be a countable collection of outcome-based checking rules. Let be a countable collection of subsets of S . Let be × . An element C D of can be identified with the forecast-based checking rule C D Let be a probability measure over such that
for every C D ∈ . The existence of follows from the fact that is countable. Given > 0, let Q be a finite subset of S such that for every q ∈ S , there existŝ q ∈ Q with the property that q −q < / √ n. The existence of such a subset follows from the compactness of S . Let z be a sequence of functions z C D S → n C D ∈ , such that z C D q 2 ≤ n for all C D ∈ Given > 0, consider the following auxiliary zero-sum game:
(1) The set of pure strategies for player 1 is Q .
(2) The set of pure strategies for player 2 is S.
(3) For any pair q s ∈ Q × S the payoff from player 1 to player 2 is given by
where I i is the n-vector with 1 in the ith coordinate and zero elsewhere.
Lemma 4.2. There exists a mixed strategy for player 1 that limits the payoff to player 2 to no more than .
Proof. Given a mixed strategy for player 2 p ∈ S p = p 1 p n chooseq ∈ Q for player 1 so that p −q / √ n. Then, Hence, for any mixed strategy for player 2 there exists a pure strategy for player 1 that gives player 2 a payoff smaller than . By the Minimax Theorem, there exists a mixed strategy for player 1 that guarantees that the payoff for player 2 will not exceed , independently of player 2's action. 4.2. Description of the forecasting scheme. We now describe the forecasting scheme . Let t > 0 be a sequence of real numbers such that:
