Task scheduling for parallel and distributed systems is an NP-complete problem, which is well documented and studied in the literature. A large set of proposed heuristics for this problem mainly target to minimize the completion time or the schedule length of the output schedule for a given task graph. An additional objective, which is not much studied, is the minimization of number of processors allocated for the schedule. These two objectives are both conflicting and complementary, where the former is on the time domain targeting to improve task utilization and the latter is on the resource domain targeting to improve processor utilization. In this paper, we unify these two objectives with a weighting scheme that allows to personalize the importance of the objectives. In this paper, we present a new genetic search framework for task scheduling problem by considering the new objective. The performance of our genetic algorithm is compared with the scheduling algorithms in the literature that consider the heterogeneous processors. The results of the synthetic benchmarks and task graphs that are extracted from well-known applications clearly show that our genetic algorithm-based framework outperforms the related work with respect to normalized cost values, for various task graph characteristics.
INTRODUCTION
Scheduling is in general an important problem in several areas such as computer systems, manufacturing, process control and operations research. Efficient scheduling tasks of an application on available processors are a critical issue for achieving high performance in parallel and distributed systems. The general task scheduling problem includes the problem of assigning the tasks of an application to suitable processors and the problem of ordering task executions on each processor so that task precedence requirements are satisfied. When the characteristics of an application, which include execution times of the tasks, communication times between the tasks and the task dependencies, are known a priori, they are represented with a static model. For static scheduling, an application is represented by a weighted directed acyclic graph (DAG), also called macro-dataflow graph, in which the nodes represent application tasks, and the edges represent inter-task data dependencies.
The task scheduling problem is NP-complete in its general case [1] as well as in some restricted cases [2] , such as scheduling tasks with one or two time units to two processors, or scheduling unit-time tasks to an arbitrary number of processors. There are only a few known polynomial-time scheduling algorithms [3, 4] that were generated by placing restrictions on the input task graph. Considerable research efforts for this problem caused a very large set of proposed heuristics that is mainly for systems with homogeneous processors. A few recent studies consider the heterogeneous systems [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . Some of the recent studies for heterogeneous systems consider multiple phases of hybridizing different techniques or strategies [15, 16, 17] .
Each of the proposed heuristics maps the tasks onto processors and orders their executions on each processor so that task-precedence requirements are satisfied. The performance of any heuristic on a given graph is usually measured in terms of quality of the output schedule, which is equal to the schedule length or the overall completion time. In addition to the schedule length (or the makespan) minimization, a second objective, which is not as much addressed as in the first one, is the minimization of the number of processors allocated for the output schedule. For Permissions, please email: journals.permissions@oxfordjournals.org Advance Access published on June 15, 2006 doi:10.1093/comjnl/bxl030
The width of a task graph is the maximum number of tasks on a level, which is basically the maximum number of tasks that can be executed concurrently. As can be seen from Figure 1 , the minimization of the makespan requires the lengthwise compression, and the minimization of the number of the processors allocated requires widthwise compression. There may be tradeoffs between these objectives; i.e. using larger number of processors can possibly result in better quality of schedule. The schedule length minimization is for application utilization and the other one is for resource utilization.
Task scheduling problem with multiple objectives of the schedule length and the processor usage minimizations is not much studied in the literature. Ge and Yun [18] presented a study by forming a 2D scheduling window where 'pressure' is applied in both dimensions by utilizing constrained resource planning (CRP) paradigm. The CRP paradigm in general provides two domain-independent guiding strategies for the identification of tasks and the selection of the solutions: the most-constrained strategy and the least-impact strategy. Based on the first strategy, the most constrained task is the one that has the least flexibility for delay. The second strategy selects the solution of the current task by minimizing the impact to the other tasks. The performance is measured by a 2D cost function, which is computed by multiplying the schedule length with the number of processors allocated. The cost function of CRP-based method [18] is limited, since minimization of the schedule length and minimization of the number of processors are two conflicting objectives with different features. Additionally, the normalization of these two terms with respect to their lower bounds is not considered in the CRP-based method; and the cost function does not consider a 'weighting scheme' for personalizing the importance of those two objectives. Moreover, the CRP-based method considers only homogeneous processors as part of the 2D compression process.
In this paper, we first unify the two objectives on time and resource dimensions with a weighting scheme that includes the normalized schedule lengths and the normalized processor usages. Then, the general task scheduling problem with the unified objective is formulated using a genetic algorithm (GA). The performance of our GA-based method is compared with five task scheduling heuristics for various graph characteristics. The results from the experimental study show that our proposed heuristic outperforms the other heuristics on various graph characteristics including the graph size, communication-to-computation ratio (CCR) and the graph structure.
The rest of this paper is structured as follows. In the next section, we define the task scheduling problem with the related terminology and we propose a new unified objective. Our GA-based framework and its details are presented in Section 3. We present a short summary of related work in Section 4. Section 5 gives a comparison study of our algorithms with the related work for various graph attributes, which is based on randomly generated task graphs and the task graphs of real applications. We state the conclusions in Section 6.
PROBLEM DEFINITION
In static scheduling, an application is represented by a DAG, G ¼ (V, E), where V is the set of v tasks and E is the set of e edges between the tasks. Each edge (i, j) 2 E represents the precedence constraint where the task n i should complete its execution before the task n j starts. There are research efforts to replace DAG with new models such as TTIG [19, 20] representations for iterative parallel applications, which are out of scope of this paper.
Target computing environment consists of a set Q of q heterogeneous processors connected in a fully connected topology in which all inter-processor communications are performed without contention. The estimated execution time (i.e. the computation cost) to complete task, the n i on the processor p j , is represented by w i,j . The communication cost of the edge (i, k), i.e. the expected communication time for transferring data from the task n i (scheduled on p m ) to the task n k (scheduled on p n ) is represented by c i,j . When both n i and n k are scheduled on the same processor, c i,k is assumed to be zero since the intra-processor communication cost is negligible. A seven-node task graph with the computation costs and average communication costs is given in Figure 2 . Two sample schedules of this graph are given in Figure 3 , which require schedule lengths of 50 and 47 by allocating 2 and 3 processors respectively.
Before presenting the objective function, it is necessary to define the EST and the EFT attributes. EST(n i , p j ) and EFT(n i , p j ) are the earliest execution start time and the earliest execution finish time of the task n i on the processor p j respectively. They are computed recursively starting from 
Here, ready data (n i , P j ) is the time when all data needed by the task n i have arrived at the processor p j , which is defined by
where the AFT (n m ) is the actual finish time of the n m on its scheduled processor and pred (n i ) is the set of the immediate predecessor tasks of n i . In Equation (1), ready proc (p j ) is the earliest time at which the processor p j is ready for task execution. For a non-insertion-based scheduling policy, if n k is the last scheduled task on p j , then ready proc p j is equal to actual finish time of the task n k , which is represented by AFT(n k ). We consider the insertion-based scheduling, which targets a possible insertion of each task in the earliest idle time slot between two already-scheduled tasks on the same processor by preserving the precedence constraints. The schedule length of an output schedule is basically the actual finish time of the exit task of a given graph. In our study, there are two objectives that should be addressed: minimization of the schedule length, which is an objective for the time domain and minimization of the number of the processors used, which is an objective for the resource domain.
These two objectives are combined with a weighting scheme that allows to personalize the importance of them to a particular situation. The new objective is to minimize the normalized cost value, NCost, of the output schedule, which is defined by
In this equation, NSL is the normalized schedule length, NPU is the normalized processor usage and w 1 , w 2 are the coefficients used for the importance of the objectives. In our experimental study, the coefficients are set with the predefined values to provide equal importance of the two objectives given in Equation (4).
Since a large set of task graphs with different properties is considered in the experiments, it is necessary to normalize the schedule length and the processor usage terms to their lower bounds. For an unscheduled DAG, if the computation cost of each task is set with the minimum value among the various processor alternatives, then the critical path (the longest path) of the graph is represented with CP MIN . The NSL is computed by
The denominator in Equation (5) where the numerator is the total number of processing elements (PEs) used in the output schedule. The width of a task graph is the maximum degree of concurrency, which is the maximum number of the tasks of a given graph that can be executed concurrently. The width of the graph in Figure 2 is equal to 3, by considering the tasks n 2 , n 3 , n 4 . On the other hand, the width of the graph in Figure 4 is equal to 4, which is due to the tasks filled with the given pattern. When the Dilworth's theorem [21, 22] is considered, the width of a graph is equal to the minimal number of chains (i.e. the paths) needed to cover the given task graph. A path cover of a task graph is a set P of vertex-disjoint paths such that every vertex in the task graph is included in exactly one path in P [23] . The paths may be of any length (including 0) and they may start and end anywhere in the graph. A minimum path cover of a task graph is a path cover containing the fewest possible paths.
The minimum path cover of a task graph (or the width term given in Equation (6)) is computed in polynomial time via reduction to the maximum flow problem [23] . In order to apply the maximum flow algorithm, a new graph G 0 (V 0 , E 0 ) is constructed from the task graph G(V, E) by assuming V ¼ {1, 2, . . . , v}, where
After the maximum flow algorithm is executed on the new graph G 0 by considering unit edge capacities, the minimum path cover (so the width of the original graph G) is equal to v À f , where v is the number of tasks in the original graph G and f is the maximum flow in the new graph G 0 .
GA-BASED TASK SCHEDULING
GAs [24, 25, 26, 27] are general-purpose, stochastic search methods that use the principles inspired by natural selection and genetics. Each point in the well-defined search space of a given problem is called a chromosome. A GA operates by iteratively generating a population of chromosomes that are encoded of the candidate solutions. The quality of the solution represented by a chromosome is evaluated with a function called fitness function.
In order to reach an optimum solution, a GA typically uses three biologically inspired operators (selection, crossover and mutation operators) by applying the 'survival of the fittest' principle. The selection operator forms a new population of strings by selecting from the old population based on their fitness values. The crossover operator exchanges the portions of the selected chromosomes to generate two valid chromosomes by applying with a predefined probability. The mutation operator is an occasional random operator that gives an opportunity to reach parts of the search space which may not be reached by the crossover operator. GAs have been efficiently used in a wide variety of applications in the engineering, science and business fields [24, 28] .
Although there is a large number of GA-based approaches proposed in the literature for the task scheduling problem [10, 11, 29, 30, 31, 32, 33, 34, 35, 36] , their common objective is to minimize the schedule length of the graph. The minimization of the processor usage is not considered in the related work. Additionally, many of them do not consider the heterogeneous environments [29, 31, 32, 34, 35] .
As stated in [37] , GA-based task scheduling methods can be classified into two main approaches: the direct and the indirect representations. For the direct representation, a given chromosome represents a single solution; and the solution represented with a string always yields the same makespan [29, 34, 35] . On the other hand, in an indirect representation, one or more decoding methods or algorithms are proposed in order to build the solutions by considering the given chromosome representation [32, 33, 38] . The direct representation is considered in our GA-based approach, which is presented in detail in the following subsections. Additionally, an indirect representation method [32, 33] is presented in Section 5, which is considered in the experimental study.
String representation
In our GA-based approach, each chromosome is represented by a string of length v denoted by str, where v is the number of tasks in the given graph. Each gene of a given string str is a tuple, such as str(i) ¼ (n j , p k ) where the i-th location of the string includes the task n j and it is assigned to the processor p k . The str string is a topological sort of the given graph, where the total ordering of the tasks in str preserves the precedence constraints. Therefore, if the task graph has the edge (a, b), then n a should come before n b in str. Figure 5 has two valid strings (i.e. schedules) for the task graph given in Figure 2 . 
Initial population generation
A predefined number of strings are generated as part of the initial population generation step. The first phase of string generation is the topological order of the tasks given in a graph, which is done with the blevel ordering and the ready list methods. The blevel (the bottom level) of the task n i is the length of the critical path (the longest path) from n i to the exit task, including the computation cost of n i . It is recursively defined by
where succ(n i ) is the set of the immediate successors of n i , c i;j is the average communication cost of the edge (i, j) and w i w i is the average computation cost of the task n i . For the exit task, its blevel is equal to its average computation cost. The decreasing order of tasks with respect to blevel values provides the order of tasks in the string representation.
The ready list method orders tasks by randomly choosing a task among the tasks in the ready list, at each step. A task is inserted into the ready list when all of its immediate predecessors are already scheduled; and the task is deleted from the list when it is scheduled. After the topological sort is generated using blevel ordering and ready-list methods, each task in the string is randomly assigned to a processor in the system. In our experiments, the two methods are repeated for a predefined number of cases to generate strings with the different order of tasks and the different mappings, as well.
Genetic operators
The fundamental components that form the basis of GAs are the selection operators which allow better individuals to become parents of the next generation and the variation operators (crossover, and mutation) that create the necessary diversity [27] .
Selection. We consider a deterministic tournament-based selection by setting the tournament size to 2, since this type of selection does not require global knowledge of the population, and it does not require the fitness values to be normalized. There is no need to reformulate the minimization objective to a maximization objective as in the roulette wheel method; therefore, the fitness value of an individual is equal to the normalized cost of the output schedule generated by the algorithm.
Crossover. We consider a single-point order crossover operator. First, it generates a crossover point and cuts the selected pair of strings into left and right parts. Then, it copies the portion on the left of the crossover point of the string from the first parent to the child. Then, the remaining genes in the form of tuples from the other parent are appended in the same order. The second offspring is generated with the same way. The order crossover operator always produces valid strings by preserving the precedence constraints [31] .
As an example, the left portion of the first parent given in Figure 6 , fðn 1 ‚ 2Þ‚ ðn 3 ‚ 1Þ‚ ðn 2 ‚ 3Þ‚ ðn 4 ‚ 2Þg, is passed directly to the child. For the remaining tasks (n 5 , n 6 and n 7 ), their corresponding genes in the second parent are appended to the child by preserving their order given in the second parent. The second offspring was not drawn in Figure 6 .
Mutation. Three mutation operators are considered in our experimental study. Type 1. This operator randomly repositions the selected task n i on the given string anywhere between its first and last possible locations, without violating any data dependency constraints. The first possible location is set by adding one to the location of the parent of n i which is the closest one to the end of the given string. The last possible location is set by subtracting one from the location of the child of n i which is the closest one to the beginning of the string. Then, the task n i is moved to a random position in the string within its free range, which is bordered by its first and last possible locations. When the 'type 1' mutation operator is considered on n 4 of the string given in Figure 7 , the values of the first and the last possible locations of n 4 are equal to 2 and 5 respectively. Type 2. This type of mutation operator selects a task and it randomly modifies the assignment of the task. In Static Task Scheduling with a Unified Objective on Time and Resource Domains 735 Figure 6 , the 'type 2' operator maps the task n 4 to the processor p 2 . Type 3. In this type, both the 'type 1' and the 'type 2' mutation operators are applied on the randomly selected task.
RELATED WORK
The task scheduling problem for heterogeneous processors with a unified objective on time and resource domains was not studied in the literature. Therefore, we consider only the algorithms that achieved the best results with respect to the time domain (i.e. the schedule length minimization) in our experiments. The heterogeneous-earliest-finish-time (HEFT) algorithm [5] , the dynamic level scheduling (DLS) algorithm [6] , the mapping heuristic (MH) [7] and the levelized-min time (LMT) algorithm [8] are selected for the comparison study due to their performance and their occurrences in various comparative studies in the literature. Additionally, a GA-based algorithm [32, 33] that uses the indirect representation is also considered in the comparison study to provide an objective testing for the effectiveness of the proposed study.
HEFT algorithm. This algorithm [5] sets computation and communication costs of the tasks with the mean values. The blevel values are computed, and the tasks are sorted in a list by non-increasing order of their blevel values. It selects the task with the highest blevel value at each step and it assigns this task to the processor which minimizes its earliest finish time with an insertion-based approach. The experiments presented in [5] show that the HEFT algorithm significantly surpassed the previous approaches in terms of both quality of schedules and the running time of generating schedules. For a dense graph when the number of edges is proportional to O(v 2 ), the time complexity of the HEFT algorithm is on the order of O(v 2 · q), where v is the number of tasks and q is the number of processors.
DLS algorithm. In this algorithm [6] , the computation cost of each task is set with the median value of the computation costs. At each step, this algorithm selects the (ready node, available processor) pair that maximizes the value of the dynamic level, which is equal to
term is the static blevel value of n i , which is computed similar to Equation (9) without considering the communication costs. The EST term is the earliest start time of the given task and the processor pair (see Equation (1)). For the heterogeneous environments, a new term was added to represent the difference between the task's median execution time on all processors and its execution time on the current processor. The general DLS algorithm has an O(v 3 · q) time complexity. MH algorithm. In this algorithm [7] , the computation cost of a task on a processor is computed by the number of instructions to be executed in the task, divided by the speed of the processor. However, in setting the computation costs of tasks and the communication costs of edges before scheduling, a system with homogeneous processors is assumed. The heterogeneity comes into the picture during the scheduling process. This algorithm uses static blevel value to assign each task's priority. (The authors also experimented by adding the communication delay to the rank values.) The MH algorithm does not schedule a task to an idle time slot that is between two tasks already scheduled. The time complexity when contention is not considered is equal to O(v 2 · q) for v tasks and q processors. LMT algorithm. It is a two-phase algorithm [8] , where the first phase groups the tasks that can be executed in parallel by considering the levels of the tasks; and the second phase assigns each task to the fastest available processor. A task in a lower level has higher priority than a task in a higher level. Within the same level, the task with the highest computation cost has the highest priority. If the number of tasks in a level is greater than the number of available processors, fine-grained tasks are merged into coarse-grained tasks until the number of tasks is equal to the number of processors. Beginning from the largest task and using the decreasing order with respect to average computation costs, each task is assigned to a processor that minimizes the sum of the task's computation cost and the total communication costs with tasks in the previous levels. For a fully connected graph, the time complexity is equal to O(v 2 · q 2 ). Indirect GA. A GA-based task scheduling algorithm by considering indirect chromosome representation was proposed by Ahmad and Dhodhi [32] . Based on the comparison study of the genotype representations given in [37] , their algorithm was the most reliable one among a set of the direct and the indirect GA-based solutions, due to its lowest maximum deviation from the best solution found for various task graphs. The extended version of their algorithm for heterogeneous systems [33] is considered in our computational experiments, which is called as IGA (indirect GA) in the rest of the paper.
The chromosome representation of the IGA method has two parts. The first part of the chromosome indicates the availability of processors in the output schedule. The second part consists of a priority list, where each task of the given graph has a priority value. The priority values are used to generate the schedule by using the priority list scheduling. Separate variation operators (the single point crossover and the mutation operators) are applied to each part of the chromosome.
PERFORMANCE EVALUATION
In this section, we first present the results of the experiments for determining the values of various GA parameters. It is followed by experimental evaluation of our algorithm, which is based on the two types of the task graphs: the synthetically generated task graphs with various characteristics, and the task graphs that capture the features of the selected well-known problems.
Experiments for identifying parameter settings
Our GA-based framework has four control parameters: the crossover rate (d C ), the mutation rate (d M ), the population size (P) and the number of generations (G). A fifth parameter is the mutation operator, which is chosen among the three types mentioned in Section 3.3. For each graph, the crossover rate is varied in the range between 0.1 and 1.0 with an increment of 0.1, and the mutation rate is varied in the range 0.05-0.5 with an increment of 0.05, which results in 100 different test cases. When the average normalized costs and the total number of cases achieving the best results are considered as the performance metrics, the crossover and the mutation rates are set to 0.8 and 0.35 in our experiments respectively.
The graphs of higher number of tasks generate higher number of different solutions. Therefore, population size can be varied linearly with respect to the number of tasks in the graphs. A set of experiments with different graph sizes are performed to identify the values of the population size (P) and the number of generations (G) by using the equations P ¼ k 1 · v and G ¼ k 2 · v, where v is the number of tasks and (k 1 , k 2 ) are coefficients that are varied with a predefined set S ¼ {1, 3, 5, 10, 15}. Based on the results with various task graphs, a significant reduce is achieved in normalized cost values, when k 1 and k 2 are equal to 3. Therefore, both the population size and the number of generations are set with the equation 3 · v, in the subsequent experiments.
When the performance of the three mutation operators presented in Section 4.3 are compared, it is observed that the mutation based on rescheduling the tasks (the 'type 2' operator) outperforms the mutation based on repositioning the tasks (the 'type 1' operator). In our experiments, a set of individuals in the initial populations is generated by using the blevel order. Since the blevel order is the most appropriate attribute for generating the order of the tasks [5] , repositioning tasks as in the 'type 1' mutation operator breaks this order and it may lead to an increase in the schedule length, which causes an increase in the normalized cost. Similarly, the 'type 3' operator does not perform as good as in the 'type 2' operator due to the fact that it includes repositioning the tasks.
Experimental evaluation based on synthetically generated task graphs
In our study, a graph generator module is implemented to produce benchmark graphs with various characteristics that depend on several input parameters. The experimental framework executes the graph generator to construct the task graphs, followed by the execution of the scheduling algorithms to generate the output schedules. Finally, it computes the performance metrics based on the schedules.
Details of the graph generator
The graph generator module requires the following input parameters that diversify the generated task graphs.
Number of tasks in the graph (v). Shape coefficient of the graph (a). It is the root of the ratio of the average width (i.e. the number of tasks in a level) to the average height (i.e. the number of levels) of the graph. A dense graph (a shorter graph with high parallelism) can be generated by selecting a ) 1.0. Similarly, it generates a higher-depth graph with minimum parallelism capability, when a ( 1.0. Task heterogeneity range (f T ). It represents the variation among the base computation cost of each task on the given reference machine. For each task n i , its base computation cost on the reference machine B, which is represented by w B i , is randomly set using the uniform distribution in the range of [1, f T ]. Machine heterogeneity range (f M ). It represents the variation among the computation costs of tasks across all processors. The heterogeneity factor of each processor P k with respect to the reference machine for the given task n i is set from the range [1, f M ]. The heterogeneity factors are multiplied with the base computation costs to compute the actual computation costs on all processors. CCR value. It is the ratio of the average communication cost to the average computation cost for the given graph. If the CCR value is very low, it can be considered as a computation-intensive application; if it is very high, the given application is a communication-intensive one. Average fan-out degree of tasks in the given graph. Total number of processors in the system (p).
The processor-related parameters are also considered in the above list, which is due to the fact that the computation costs of tasks on all processors are set as part of the random graph generation. A set of predefined values is considered for each of these input parameters in our experimental study, which provides diverse DAGs with various characteristics.
Performance results
In our experiments, the values of the GA parameters are set with the best values presented in Section 5.1. Additionally, one of the string in the initial population is determined with the schedule generated by the HEFT algorithm, since the HEFT algorithm outperformed the other algorithms with respect to all the metrics given for the time domain [5] .
The task graphs for the computational experiments can be classified into four different heterogeneity types with respect to the values of the task and the machine heterogeneity ranges, which are (i) the low-task, the low-machine heterogeneity
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(LoLo) type, (ii) the low-task, the high-machine heterogeneity (LoHi) type, (iii) the high-task, the low-machine heterogeneity (HiLo) type and (iv) the high-task, the high-machine heterogeneity (HiHi) type. The value of the task heterogeneity range is set to 100 and 2000 for low-task and high-task heterogeneity cases respectively. Similarly, the value of the machine heterogeneity range is set with 10 and 100.
The performance of the algorithms are compared with the different sets of graphs for each of the heterogeneity type. The computational experiments given in this subsection are classified according to the characteristics of the generated task graphs. We only present the results of selected heterogeneity types for each experiment, due to significant similarities.
Graph size. The first experiment compares the performance of the heuristics with respect to the NCost, the NSL and the number of processors allocated (PE), by varying the graph size in the given range and assigning fixed values for the other parameters. Specifically, the shape coefficient and the CCR values are set to 1.0; and the fan-out degree range is set to 5. The experimental results given in this paper are the average results over 100 different task graphs by setting the number of processors in the system to 40, if it is not specified otherwise.
We only consider the results of LoLo and the HiHi heterogeneity types, which are presented in Table 1 . It should be noted that the values in the cells of the tables are the average of results of the 100 different task graphs. When Table 1 (LoLo) is examined, our GA-based solution and the IGA method outperform the other methods up to 34%, with respect to the NCost values. The performance of the IGA method is slightly better than that of our algorithm, when the small size graphs are considered. Our method outperforms the IGA method up to 5%, for large graphs. An increase in graph size may increase the number of tasks that are not on the critical path, when values of other parameters including the CCR, the shape parameter and the number of processors are fixed. Therefore, an increase in the graph size increases the NSL values for some of the algorithms.
The ranking of these algorithms with respect to the average processor usage is {IGA, GA, LMT, HEFT, MH, DLS}. For 100 nodes, the processor usage of non-GA methods is close to 40, which is the maximum number of processors in the experiments. On average, the non-GA methods allocate 139% more processors than the IGA method and 73% more processors than our method. Our method outperforms the IGA method by 37% with respect to average normalized schedule lengths. Additionally, the HEFT algorithm gives the best NSL values, which is consistent with the results given in their original paper [5] .
For high-task, high-machine heterogeneity type (HiHi in Table 1 ), our method and the IGA method outperform the other methods up to 19% with respect to the NCost values. Our method outperforms the IGA method when n ! 40, where n is the number of nodes. The ranking of the algorithms with respect to average processor usage becomes {IGA, GA, HEFT, MH, DLS, LMT}.
In order to provide comparative study on running times, we consider only the graphs with 100 tasks (i.e. the maximum number of tasks in the experimental study). It is observed that the non-GA methods take significantly less time than the GA-based methods for various graph characteristics; and the IGA algorithm requires up to 133% more running time than our GA-based algorithm. As a specific example, if a ¼ 10 when n ¼ 100, our GA-based algorithm takes 2.11 s on the average, the IGA algorithm takes 3.52 s, the DLS algorithm takes 0.023 s, the HEFT algorithm takes 0.002 s, the LMT algorithm takes 0.003 seconds and the MH algorithm takes 0.0013 s. The ranking of the algorithms with respect to running times is preserved for various graph sizes and characteristics.
CCR. This experiment aims to compare the performance of algorithms with respect to various CCR values by considering graphs with 100 nodes. The shape coefficient is equal to 1.0 and the fan-out degree range is equal to 5. The results of the LoLo and the HiHi heterogeneity types are presented in Table 2 .
When the results of the heuristics are considered, average NSL values increase with an increase in CCR values. A higher CCR value increases the average communication cost in the graph, which causes an increase in the schedule length. Increase in the schedule length will increase the numerator part of the NSL given in Equation (5) but the lower bound does not change. Therefore, the NCost values increase with increase in NSL values.
For the LoLo heterogeneity type, the ranking of these algorithms with respect to the NCosts is {GA, IGA, HEFT, MH, DLS, LMT}. Our algorithm is better than the IGA algorithm by 7%, and it is better than the other methods up to 28%. For computation-intensive applications (i.e. when CCR ¼ 0.1), our method has slightly worse performance than the IGA algorithm, with respect to the NCost values. For communication-intensive applications (i.e. when CCR ¼ 0.5), it is better than the IGA algorithm by 26%, which is due to 44% lower NSL value. Additionally, a significant increase in CCR value decreases the processor usage for all algorithms except the IGA algorithm. For communication-intensive applications, algorithms tend to cluster the tasks into the fewer number of processors in order to decrease the intertask communication costs.
For the HiHi heterogeneity type, there is not a significant difference in the normalized cost values of the algorithms for various CCRs; and our GA-based method gives the lowest NCost values. For a high machine heterogeneity case, it may not be possible to cluster the tasks into less number of processors, since our task model supports inconsistent matrices for the computation costs. In an inconsistent matrix, a processor may provide the highest computation costs for some of the tasks and the lowest computation costs for Graph structures. This experiment compares the performance of the algorithms with respect to the five values of the shape coefficient, a ¼ {0.1, 0.2, 1.0, 5.0, 10.0}. When a ¼ 0.1, the graphs with higher-depth and the minimum parallelism degree are generated; whereas the last choice is for generating the graphs with lower-depth and the maximum parallelism degree. Our rationale for using graphs with various shapes is to avoid any bias that an algorithm may have toward a particular graph shape or structure. We consider graphs with 100 tasks, where the CCR value is 1.0. The fan-out degree range is equal to 5, and the number of processors in the system is equal to 40.
When the NSL values in Table 3 are examined, the highest values are observed when a ¼ 0.1. A sharp decrease occurs in the NSL values for the algorithms, with an increase in a. If the other parameters are set with fixed values by considering sufficient processors in the system, the graphs with the highdepth values will have more number of inter-processor communications due to the more number of levels. Therefore, the schedule length of each output will be significantly higher than its lower bound, which will cause higher NSL values for all algorithms. When the graphs with the maximum-parallelism degree are considered, there are more number of tasks that are not on the critical path. However, the number of inter-communications is limited due to the lowdepths, when we consider sufficient processor availability.
If we consider the cases when a ¼ 0.1, the NCost values are significantly higher (NCost ) 1.0) than the other cases, which is due to high NPU values (see Equation (6)). Since a is the root of the ratio of the average width to the average height of a graph, setting a to 0.1 may generate graphs with close to 100 levels with a single node at each level. Our model supports inconsistent matrices of the computation costs. Therefore, different processors may give lowest computation costs for different tasks. Consequently, the number of processors allocated will be high, even if the graph has very low parallelism degree.
For the LoLo heterogeneity type, the GA-based methods significantly outperform the other methods with respect to the NCost values. An increase in the value of a increases the processor usage and decreases the NCost value, for all algorithms considered. Specifically, when a ¼ 5.0, each constructed graph includes a few levels of tasks, where each intermediate level (other than the entry and the exit levels) has high number of tasks. Therefore, when a graph is constructed with 100 tasks and a ! 5.0, the number of tasks at one or more intermediate levels is greater than 40, which is the maximum number of available processors in the experiments. Therefore, the values at the PE rows of Table 3 for Static Task Scheduling with a Unified Objective on Time and Resource Domains 741 non-GA algorithms are close to 40. The results of the HiHi heterogeneity type is consistent with the results of the LoLo heterogeneity type. The processor usages are higher than those of LoLo cases for all algorithms, which is due to the significant variance on computation costs of the tasks among all processors.
Experimental evaluation based on task graphs of well-known problems
In this section, we consider task graphs that capture the representations and features of the four well-known problems, which are the Gauss elimination [39, 40] , the Gauss-Jordan elimination [41] , the Laplace equation solver [39] and the fast Fourier transformation (FFT) [23, 42] . Since the structures of the graphs for the given applications are known, several graph parameters including a, number of tasks, fan-out degree are not considered during the graph generation phase. A new parameter, matrix size m, is considered in place of the number of tasks. The CCR value is set to 1.0 for all cases. Figure 8a and b give the task graph of the Gauss elimination and the Gauss-Jordan algorithms respectively, when the dimension of the matrix is equal to 5. Similarly, Figure 8c gives the task graph of a parallel Laplace application based on the Gauss-Seidel algorithm. The task graph of a recursive, 1D FFT algorithm [23, 42] for the case of four data points is given in Figure 8d . This graph can be divided into two parts-the tasks above the dashed line are the recursive call tasks and the ones below the line are the butterfly operation tasks. For an input vector of size m, there are 2 · m À 1 recursive call tasks and m · log 2 m butterfly operation tasks.
When the results presented in Figure 9 are examined, our method outperforms the other algorithms for all applications except the Gauss elimination. The IGA and the LMT algorithms generate significantly higher NCost values than the others, which is due to the higher processor usages for the LMT algorithm and the higher schedule lengths for the IGA algorithm. For the Gauss elimination case, the MH algorithm provides better results than our algorithm, when graphs with low matrix sizes are considered. It requires on the average of 32% less processor usage and 26% higher schedule length than our algorithm, which generates better Ncost values.
CONCLUSIONS AND FUTURE WORK
In this paper, a GA is presented for the task scheduling problem by considering a new objective of the cost minimization, which is generated by unifying the schedule length minimization and the processor usage minimization in a given weighting scheme. Based on the experimental study with both the randomly generated task graphs and the graphs of real applications, our GA-based method outperforms the other heuristics with respect to the normalized cost values for various graph characteristics.
It is planned to diversify the coefficients given in the normalized cost equation and to measure the effects of the two objectives on the performance of our algorithm. Another future work is to study the minimization of the normalized cost values by keeping the schedule length values in a predefined neighborhood of the corresponding lowest values. For this extension, it is planned to use constraint handling strategies within the GA framework.
