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Abstract—The maximum likelihood principle is widely used in
statistics, and the associated estimators often display good prop-
erties. indeed maximum likelihood estimators are guaranteed to
be asymptotically efficient under mild conditions.
However in some settings, one has too few samples to get a good
estimation. It then becomes desirable to take into account prior
information about the distribution one wants to estimate.
One possible approach is to extend the maximum likelihood
principle in a bayesian context, which then becomes a maximum
a posteriori estimate; however this requires a distribution model
on the distribution parameters.
We shall therefore concentrate on the alternative approach of
regularized estimators in this paper; we will show how they
can be naturally introduced in the framework of maximum
likelihood estimation, and how they can be extended to form
robust estimators which can reject outliers.
Index Terms—Maximum likelihood estimation, KL-divergence,
entropy, elliptical distributions, complex elliptical distributions,
adaptive detection, iterative algorithm, outlier detection, outlier
rejection, regularized estimators
I. INTRODUCTION: REGULARIZED ESTIMATION
Many statistical estimators are shown to be asymptotically
well behaved; in particular maximum likelihood estimators are
consistent and efficient under relatively mild conditions, and
often have good convergence properties, thus making them
a popular choice for parametric estimation [21][25][12][1].
However in a few sample regime, their performances can be
greatly degraded, and in some cases one may not even be able
to compute these estimators [20]; this is notably the case for
covariance estimations when the number of samples is of the
same order or lower than the dimension of the space [13][29].
In such situations, one has to add additional information
in the estimation procedure, other than available samples.
Hence a popular approach is to use regularized estimators,
which are estimators purposely biased towards a prior dis-
tribution representing an initial knowledge of the model; the
effect generally is a smoothing of the estimated parameter,
although this largely depends upon the shape of the prior
distribution; moreover this prior is not necessarily explicitly
known. Various regularization methods have been proposed
[30][4][2][9][16][6][11]. A popular approach is to derive
such estimates by a penalized maximum likelihood approach
[31][22][29][17].
The applied penalties are often chosen for convenience of
computation; we introduce in this article a way to define such
penalties which are in agreement with the theory of maximum
likelihood.
Manuscript received October XX, 2016; revised October XX, 2016. Cor-
responding author: M. Culan (email: christophe.culan@thalesgroup.com).
A. Notations and conventions
In the following development, the following notations and
conventions shall be observed:
• For any topological space R1 and R2, the topological
space R1 × R2 is the product of R1 and R2, whereas
R1 ∨ R2 is the disjoint union of R1 and R2. One also
notes, for a topological space R, RN to be the product
of N copies of R and ∨NR to be the disjoint union of
N copies of R.
• Let R1, ..., RN be topological spaces, and let µn be
a measure defined on Rn for 1 ≤ n ≤ N . The
measure µ1 . . . µn =
∏N
n=1 µn is the product measure
of (µn)1≤n≤N defined on
∏N
n=1Rn, whereas
µ1 ∨ · · · ∨ µn =
∨N
n=1 µn is the measure of
∨N
n=1Rn
such that its restriction to Rn is µn for 1 ≤ n ≤ N and
is the joint measure of (µn)1≤n≤N .
Moreover for a topological space R and a measure µ
defined on R, µN is the product measure of N copies of
µ defined on RN , whereas ∨Nµ is the joint measure of
N copies of µ defined on N · R.
• The vector space Cd is canonically identified to R2d [23].
• Hd(R) is the set of symmetric matrices of size (d, d);
Hd(C) is the set of hermitian matrices of size (d, d).
H+d (K) is the subset of matrices of H+d (K) which are
positive; HP+d (K) is the subset of matrices of H+d (K)
of unit determinant.
• The vector space Cd is canonically identified to R2d [23].
• X† is the transpose conjugate of any matrix or vector X .
• µRd is the Lebesgues measure of the space Rd. Similarly,
µCd is the Lebesgues measure of Cd ' R2d.
• Sd−1 is the (d−1)-sphere, which is identified as the fol-
lowing part of Rd: Sd−1 '
{
x ∈ Rd;x†x = 1}. Similarly
S2d−1 is identified to
{
x ∈ Cd;x†x = 1} in Cd.
• sd−1 shall denote the probability distribution of Sd−1
isotropic for the canonical scalar product of Cd, defined
by:
〈y, x〉 =
d−1∑
k=0
ykxk (1)
• δRx is the Dirac delta distribution centered in x in space
R.
• One shall note:
hδ = H
(
δR0 |µR
)
=
∫
t∈R
log
(
dδR0
dt
(t)
)
dδR0 (t) (2)
It is the entropy of the Dirac distribution relative to
the Lebesgues measure of R due to its translational
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symmetry, which is positive and infinite. It can be used
to express different other entropies in higher dimensional
settings:
H
(
δR
d
x |µRd
)
= dhδ
H
(
δC
d
x |µCd
)
= 2dhδ
(3)
II. MAXIMUM LIKELIHOOD WITH PRIOR INFORMATION
A. General theory
Let us first recall that likelihood can be understood in terms
of information; indeed it can be expressed as the relative
entropy (or KL-divergence [15]) of the sampling distribution
S relative to the model distribution P [7]:
l(P |S) = −H(S|P ) =
∫
x∈R
log
(
dP
dS
(x)
)
dS(x) (4)
Under the usual hypothesis in which one has N i.i.d samples
(xn)1≤n≤N , the usual sampling distribution is defined on a
space ∨NB, with B being some base space, and is given by the
disjoint union of Dirac distributions centered on each sample
[7]:
S =
1
N
N∨
n=1
δBxn (5)
The model distribution is given by 1N ∨N PB, with PB
being some distribution of B.
Thus the likelihood can be expressed under this hypothesis
by:
l(P |S) = − 1
N
N∑
n=1
H(δBxn |PB) (6)
Obviously this particular instantiation of the maximum
likelihood problem is not well suited for our current problem,
as we would like to take into account some prior information
in addition to the information provided by samples.
We shall focus on a situation in which we have an existing
prior estimate, and we want to take into account this prior in
our estimation procedure [29][17].
Fortunately the entropic formulation of the maximum
likelihood is quite flexible; in particular one can use different
models for the sampling distribution, as is done for example
in [7] to take into account the circular symmetry of the
distributions.
We therefore propose to take into account the prior knowledge
as part of the sampling distribution. The sampling distribution
under the i.i.d hypothesis, with additional prior information
can then be modeled as:
S =
(
α
N
N∨
n=1
Sn
)
∨ ((1− α)Pprior) (7)
with:
• Sn the sample distribution associated to the n-th sample,
defined on a base space B; it would generally be given
by δBxn .
• Pprior the prior distribution. It is not necessarily defined
on the same space as the sample distributions depending
on the information it carries, and might be defined on a
quotiented image of the base space, which shall be noted
as [B].
• α ∈ [0; 1] the integration factor, which represents how
much ones trusts the prior estimate compared to the newly
acquired samples.
The distribution model one wants to fit can on the other
hand be expressed as:( α
N
∨N P
)
∨ ((1− α)[P ]) (8)
with:
• P the distribution model
• [P ] the distribution model resulting from P on the
quotiented space [B]
The corresponding likelihood can therefore be expressed as:
l(P |S) = − α
N
N∑
n=1
H(Sn|P )− (1− α)H(Pprior|[P ]) (9)
Therefore this results in a penalized version of maximum
likelihood , the penalty being defined from the relative entropy
of the prior distribution for the model distribution [17][29].
III. REGULARIZED COVARIANCE ESTIMATORS
We shall now apply the regularized maximum likelihood
equation to different covariance estimation problems. We’ll
focus on the two following cases:
• The distribution which we try to estimate is elliptically
symmetric (ES/CES) [5][18]. No hypothesis is made on
the radial distribution of this distribution; this corresponds
to the conditions for which Tyler’s estimator is the max-
imum likelihood estimator for i.i.d samples [7][27][19].
• The distribution is gaussian, or circular gaussian for com-
plex distributions. Note that the corresponding maximum
likelihood estimators under the i.i.d hypothesis are given
in [7].
A. Regularized Tyler’s estimator
Let us first recall that an elliptical distribution can be
expressed in general by [7]:
dP (x) =
1√|R|dQ
(√
x†R−1x
)
dsd−1
(
L(R)−1x√
x†R−1x
)
(10)
with the radial distribution Q being any probability measure
on R+, and the correlation matrix R being any matrix of
HP+d (K) [7].
Supposing here that one has no a priori on the radial
distribution, the prior distribution one wants to use should
be defined on the unit sphere, and corresponds to the unique
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probability distribution of the unit sphere which is isotropic
for the corresponding correlation matrix Rprior, noted as s
Rprior
d−1 .
The entropy between two such distributions isotropic for
correlation matrices R1 and R2 shall be noted H(R1|R2).
Thus the concentrated likelihood for samples (xn)1≤n≤N in
Rd under i.i.d hypothesis is given, after maximization over
the radial distribution, by [7]:
l(R|S) =− dhδ − α(d− 1)
2N
N∑
n=1
log
(
xn
†R−1xn
)
− (1− α)H(Rprior|R)
(11)
H(Rprior|R) however represents a challenge to compute.
Fortunately, one can characterize its differential with respect
to R (see A for more details):
dH(Rprior|R)
=
d− 1
2
tr
((
R
1
2 anscm(R−
1
2RpriorR
− 12 )R
1
2
)
d
(
R−1
))
(12)
with anscm(Σ) being the expected value of the normalized
sample covariance estimator (NSCM) for an elliptical distri-
bution of correlation matrix proportional to Σ.
Unfortunately there is no explicit way of computing this matrix
in the general case to the authors’ knowledge and one has
to resort to numerical methods to extract its eigenvalues.
However it has been characterized for complex circularly
symmetric distribution in [3].
In any case this leads to the following maximum likelihood
equation:
tr
((
λR
− (1− α)(d− 1)
2
R
1
2 anscm
(
R−
1
2RpriorR
− 12
)
R
1
2
− α(d− 1)
2N
N∑
n=1
xnxn
†
xnR−1xn
)
d
(
R−1
))
= 0
(13)
Without any structural constrain on R, this simplifies to:
R =
1
2λ(d− 1)
(
(1− α)R 12 anscm
(
R−
1
2RpriorR
− 12
)
R
1
2
+
α
N
N∑
n=1
xnxn
†
xn†R−1xn
)
(14)
This can be solved by using the following numerical
procedure:
1: function REG TYLER(Rprior,(xn)1≤n≤N ,α,)
2: R← Rprior
3: repeat
4: R 1
2
← √R
5: R− 12 ← R 12
−1
6: S ← (1− α)anscm
(
R− 12RpriorR− 12
)
+
α
N
R− 12
N∑
n=1
xnxn
†
xn†R− 12R− 12xn
R− 12
7: S ← dtr(S)S
8: R← R 1
2
exp(S − I)R 1
2
9: R← Rtr(R)
10: until tr
(
(R−1R− I)2
)
≤ 
11: return R− 12
12: end function
In the case of a distribution in Cd under the circularity
hypothesis, the maximum likelihood equation under i.i.d hy-
pothesis is slightly different; indeed the sampling distribution
is then given by:
S =
α
N
N∨
n=1
δC[xn] + (1− α)s
Rprior
d−1 (15)
By deriving the concentrated likelihood in a manner similar
to [7] and differentiating it, on gets the following equation:
tr
((
λR
− (1− α)
(
d− 1
2
)
R
1
2 anscm
(
R−
1
2RpriorR
− 12
)
R
1
2
− α(d− 1)
N
N∑
n=1
xnxn
†
xn†R−1xn
)
d
(
R−1
))
= 0
(16)
This is almost the same equation, although each sample
actually carries less information compared to the prior
distribution for a same α parameter.
The equation can thus be solved numerically by calling the
same algorithm REG TYLER with a different α parameter:
REG TYLER(Rprior,(xn)1≤n≤N ,
α(d−1)
d− 12 (1+α)
,)
Note however that the computation of the ansm function
differs in the real and complex circular cases (see annex).
These regularized Tyler estimators are more complicated
to compute than those found in the existing litterature by
applying different penalties (specifically ones maintaining the
convexity of the problem) and offer no theoretical guaranty
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of convergence [28][17][26]. However they use a penalty
which is consistent with the definition of the likelihood as an
information theoretic quantity, which is the aim of this paper.
B. Regularized estimators for gaussian distributions
A subclass of interest of elliptical models are estimations
constrained on a subclass of models corresponding to a fixed
scaled radial distribution, of the from:
dP (x) = σdQ0(σr)dsd−1
(
L(R)−1x√
x†R−1x
)
(17)
Indeed most M-estimators can be expressed as maximum
likelihood estimators for one of these subclasses of models
[7].
However the existence of an easy to compute regularized
estimator then depends on the expression of the gradient
of H(Σ1|Σ2) with respect to Σ2 for two distributions with
the same base radial distribution Q0. Unfortunately there is
no analytical expression of this gradient except in specific
cases [14]. We shall therefore focus on one of these specific
cases: that of gaussian distributions, which corresponds to Q0
following a χ2(cKd) distribution, with cK = 1 for K = R,
and cK = 2 for K = C.
The relative entropy of two such gaussian models is given
by [10]:
H(Σ1|Σ2) = cK
2
(
tr
(
Σ2
−1Σ1
)
+ log |Σ2| − log |Σ1| − d
)
(18)
with Σ1 and Σ2 being the covariance matrices of said
models. In the standard case of gaussian distributions in Rd,
the resulting likelihood is thus given up to constant additive
terms by:
l(Σ|S) =− α
2N
N∑
n=1
xn
†Σ−1xn
− 1− α
2
tr
(
Σ−1Σprior
)− 1
2
log |Σ|
(19)
The corresponding maximum likelihood estimator is then
given by a weighted mean of the covariance of the prior
distribution and that of the sample covariance matrix of the
new samples (SCM):
Σ = (1− α)Σprior + α
N
N∑
n=1
xnxn
† (20)
In the complex circular case, one can take into account the
phase symmetry of the sampling distribution, in a manner
similar to Tyler’s estimator; this results in the following
likelihood, up to constant additive terms:
l(Σ|S) =− α
N
N∑
n=1
(
xn
†Σ−1xn − 1
2
log
(
xn
†Σ−1xn
))
− (1− α)tr (Σ−1Σprior)− (1− α
2d
)
log |Σ|
(21)
This can be differentiated, leading to the following maxi-
mum likelihood equation:
Σ =
1
1− α2d
((1− α)Σprior
+
α
N
N∑
n=1
(
1− 1
2xn†Σ−1xn
)
xnxn
†)
(22)
A solution can be found numerically by adapting the
CG COV algorithm described in [7]:
1: function REG CG COV(Σprior, (xn)1≤n≤N , α, ,Kmax)
2: Σ← (1− α)Σprior + αN
N∑
n=1
xnxn
†
3: repeat
4: Σ 1
2
← √Σ
5: Σ− 12 ← Σ 12
−1
6: S ← 1
(1− α2d )
((1− α)Σprior
+
α
N
N∑
n=1
(
1− 1
2xn†Σ−1xn
)
xnxn
†)
7: R← Σ 1
2
exp
(
Σ− 12SΣ− 12 − I
)
Σ 1
2
8: until tr
((
Σ− 12 ΣΣ− 12 − I
)2)
≤ 
9: return Σ− 12
10: end function
Thus in the specific case of gaussian and complex circular
gaussian variables, the regularized maximum likelihood esti-
mators can be computed efficiently.
IV. PARTIAL ESTIMATION AND REGULARIZED ESTIMATORS
We have thus successfully extended maximum likelihood
estimators of covariance matrices to a regularized estimation
setting. We shall now discuss a further extension of these
regularized estimators in order to improve their robustness to
cases of contamination by outliers. In particular, we would
like to extend the partial maximum likelihood estimation
method developed in [8] to these estimators.
Let us recall that partial estimation as introduced in [8]
consists in the maximization of a partial likelihood:
l|X (P |S) = −H|X (P |S) =
∫
x∈X
log
(
dP
dS
(x)
)
dS(x)
(23)
under the constrain that X can be any measurable set such
that S(X) ≥ p with p ∈ [0; 1] being the order of the partial
estimation.
Unfortunately this definition is impractical in the case of
regularized estimators for which R = ∨NB ∨ [B]. Indeed one
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would have to consider partial entropy integrals between the
prior and model distribution of the form:
H|X∩[B] (Pprior|P ) =
∫
x∈X∩[B]
log
(
dPprior
dP
(x)
)
dPprior(x)
(24)
We therefore propose to restrict the possible partial domains
to subsets X of the form X ∨ [B], with X ⊂ ∨NB and such
that S(X) ≥ (1− α) + αp. Thus the corresponding restricted
partial likelihood, maximized on the partial domain X is now
given by [8]:
lp(P |S) =−Hp(P |S)
= sup
S(X)≥αp+(1−α)
∫
x∈X
log
(
dP
dS
(x)
)
dS(x)
(25)
This is the restricted partial likelihood of order p, condi-
tional to the fact that the prior distribution Pprior contains no
outliers.
This can be recast as:
lp(P |S) =− αdpNe
dpNe∑
n=1
H
(
δBxo(n) |P
)
− (1− α)H(Pprior|[P ])
(26)
This is a penalized form of the partial likelihood as ex-
pressed in [8]. Thus the partial estimation procedure intro-
duced in [8] can be directly extended to such regularized
estimators.
A. Restricted partial maximum likelihood principle for regu-
larized estimators
We shall now apply the partial estimation procedure to the
different regularized estimators introduced so far.
Outlined below is the algorithmic procedures corresponding
to the partial version of the regularized Tyler estimator for a
distribution in Rd:
1: function REG PTYLER(Rprior, (xn)1≤n≤N , α, p, ,Kmax)
2: R 1
2
←√Rprior
3: R− 12 ← R 12
−1
4: for k from 1 to Kmax do
5: for n from 1 to N do
6: τn ← xn†R− 12R− 12xn
7: end for
8: o← argsort↑
(
(τn)1≤n≤N
)
9: S ← (1− α)anscm
(
R− 12RpriorR− 12
)
+
α
dpNeR− 12
dpNe∑
n=1
xo(n)xo(n)
†
τo(n)
R− 12
10: S ← dtr(S)S
11: R← R 1
2
exp(S − I)R 1
2
12: R← Rtr(R)
13: if tr
(
(R−1R− I)2
)
≤  then
14: break
15: else
16: R 1
2
← √R
17: R− 12 ← R 12
−1
18: end if
19: end for
20: return R− 12
21: end function
The corresponding partial procedure for a distribution in
Cd is the same as Tyler but using a different α parameter:
REG PTYLER(Rprior,(xn)1≤n≤N ,
α(d−1)
d− 12 (1+α)
,p,)
As stated in III-B, it is in general quite difficult to derive
regularized estimators for M-estimators which are consistent
with maximum likelihood theory as stated in II-Aexcept
for some specific cases. The same remains valid for partial
regularized estimates, for which we shall again concentrate
on the specific case of gaussian models. The corresponding
partial regularized estimators, corresponding to the partial
versions of the regularized sample covariance in the real case
and the REG CG COV algorithm in the complex circular case
are outlined below:
1: function REG PARTIAL SCM(Σprior, (xn)1≤n≤N , α,Kmax)
2: Σ← Σprior
3: for n from 1 to N do
4: τn ← xn†Σ−1xn
5: end for
6: o0 ← argsort↑
(
(xn)1≤n≤N
)
7: for k from 1 to Kmax do
8: Σ← (1− α)Σprior + αdpNe
dpNe∑
n=1
xo0(n)xo0(n)
†
9: for n from 1 to N do
10: τn ← xn†Σ−1xn
11: end for
12: o1 ← argsort↑
(
(τn)1≤n≤N
)
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13: if o0 = o1 then
14: break
15: else
16: o0 ← o1
17: end if
18: end for
19: return Σ
20: end function
In the complex circular case the corresponding algorithm
is given by:
1: function REG PCG COV(Σprior (xn)1≤n≤N , α, ,Kmax)
2: Σ← (1− α)Σprior + αN
N∑
n=1
xnxn
†
3: Σ 1
2
← √Σ
4: Σ− 12 ← Σ 12
−1
5: for k from 1 to Kmax do
6: for n from 1 to N do
7: τn ← xn†Σ−1xn
8: end for
9: o← argsort↑
((
τn − 12 log (τn)
)
1≤n≤N
)
10: S ← 1
(1− α2d )
(
(1− α)Σprior
+
α
dpNe
dpNe∑
n=1
(
1− 1
2τo(n)
)
xo(n)xo(n)
†
)
11: R← Σ 1
2
exp
(
Σ− 12SΣ− 12
)
Σ 1
2
12: if tr
((
Σ− 12 ΣΣ− 12 − I
)2)
≤  then
13: break
14: else
15: Σ 1
2
← √Σ
16: Σ− 12 ← Σ 12
−1
17: end if
18: end for
19: return Σ− 12
20: end function
V. SIMULATIONS
We shall now show some simulation results of adaptive
detectors using various estimators introduced in this article,
using the detection tests introduced in [7][24].
The simulation results are shown in a single channel sce-
nario of dimension d = 8, as a function of the SiNR of the
target signal.
the background noise is generated as a white gaussian noise
of unit variance.
The target signal is generated as a complex centered circular
1-dimensional gaussian signal aligned with the test signal s,
whose variance σ is such that:
10 log10(σ) = SiNR
The detection thresholds are defined to have a false alarm
rate of 10−4; they are learned on clean training sets, that is
that they contain no outliers.
In this scenario, we have an infinite stream of learning
samples (xn,m)1≤n≤N,m∈Z. These learning samples are used
to learn the covariance/correlation matrix of the signal sequen-
tially, using the following pattern:
Σm = reg(Σm−1, (xn,m)1≤n≤N )
This covariance/correlation matrix is then used in an
adaptive detection scheme.
The performances are considered in the asymptotic regime
(meaning that Σm follows the same distribution as Σm−1 for
any m ∈ Z). The performances are shown for N = 11, p = 34
for partial estimators, with various values of α; the results are
also compared to the non regularized versions of the estimators
for N = 22 [7][8].
Fig. 1. Detection capabilities of Tyler-NMF and pTyler-NMF
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Fig. 2. Detection capabilities of reg SCM-MF and reg pSCM-MF
As can be seen on figures 1, 2 and V, the use of a regularized
estimate in this case allows to greatly improve the detection
capabilities of adaptive tests. Indeed the performances quickly
approach the asymptotic limit in which the covariance matrix
is perfectly estimated when a slower integration factor is
chosen.
Moreover the degradation of performances of partial estima-
tors can be almost completely negated for a slow enough
integration (α ≤ 14 ), thus resulting in estimators which offer
performances close to non-adaptive detectors, while retaining
the robustness to outliers offered by partial estimators.
VI. CONCLUSION
We have presented a theoretical background for a likelihood
based approach to regularized estimations. This background
allows to define penalties used in penalized maximum likeli-
hood schemes in a way which is consistent with the maximum
likelihood principle.
This maximum likelihood principle for regularized estimation
is then further extended to allow for robust estimators in the
presence of outliers, by using the partial procedure defined in
[8].
Finally the potential gain in terms of detection performances
in adaptive detection schemes is shown on some simulations.
APPENDIX A
ON THE RELATIVE ENTROPY OF ANGULAR MODELS
The relative entropy of two angular models of Rd, character-
ized by their correlation matrix R0 and R (with the convention
that |R0| = |R| = 1), is given by:
H(R0|R) =
d− 1
2
∫
x∈Sd−1
log
(
x†R−1x
x†R0−1x
)
dsd−1
(
L(R0)
−1x√
x†R0−1x
)
(27)
Although the exact computation of this integral represents
a challenge, what is of interest to us is its differential with
respect to the matrix R:
dH(R0|R) =
d− 1
2
tr
 ∫
x∈Sd−1
xx†
x†R−1x
dsd−1
(
L(R0)
−1x√
x†R0−1x
)
d(R−1)

(28)
Thus we have to compute:
Σ =
∫
x∈Sd−1
xx†
x†R−1x
dsd−1
(
L(R0)
−1x√
x†R0−1x
)
(29)
By making a change of variable y = R−
1
2x, this integral
can be recast as:
Σ = R
1
2
∫
y∈Sd−1
yy†
y†y
dsd−1
L(R− 12R0R− 12 )−1y√
y†R−
1
2R0R−
1
2 y
R 12
(30)
Let us note for any symmetric positive matrix Σ:
anscm(Σ) =
∫
y∈Sd−1
yy†
y†y
dsd−1
(
L(Σ)−1y√
y†Σ−1y
)
(31)
This is the integral of yy
†
y†y on the unit ellipse defined by the
correlation matrix Σ, and therefore corresponds to the expected
value of the normalized sample covariance estimator (NSCM)
for an elliptical distribution of correlation matrix proportional
to Σ. The structure of this matrix has been studied thoroughly
in [3] for complex circular distributions, in the case in which
all eigenvalues are distinct:
anscm(Σ) = Udiag(µ)U† (32)
with:
• Σ = Udiag(λ)U† with UU† = I being the eigen
decomposition of Σ
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• µ = Ec with:
E =

log(
λj
λi
)
λj
λi
−1
− λiλj if i 6= j
0 if i = j

1≤i,j≤d
c =
(∏
k 6=j
1
1−λkλj
)
1≤j≤d
Note that in a practical implementation, the limitation of
having distinct eigenvalues is not restrictive, as it is almost
surely the case. However one should take steps to insure a
decent numerical stability. We have on our end opted for
enforcing a minimum spacing between eigenvalues determined
by a numerical tolerance, as given by the following algorithm:
1: function RESPACE((λk)1≤k≤d , )
2: o← argsort↑
(
(λk)1≤k≤d
)
3: (µk)1≤k≤d ← (λk)1≤k≤d
4: for k from 1 to d− 1 do
5: if µo(k+1)µo(k) − 1 <  then
6: for m from k + 1 to d do
7: µo(m) ← (1 + )µo(m−1) − µo(m)
8: end for
9: end if
10: end for
11: return (µk)1≤k≤d
12: end function
Unfortunately we do not have a similar result in the general
case of distributions in Rd, in which case one has to resort
to numerical integration methods. Indeed the matrix can be
expressed as anscm
(
Udiag(λ)U†
)
= Udiag(µ)U†, with:
µk =
2√
pi
Γ
(
d
2
)
Γ
(
d−1
2
) ∫∫
t∈[0;1]
x∈Sd−2
t2(1− t2) d2−1
t2 + (1− t2) ∑
m 6=k
λm
λk
xk2
dsd−2(x)dt
(33)
There is no known analytical expression of these eigenval-
ues to the authors’ knowledge.
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