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The current work compares experimentally obtained nitric oxide (NO) laser-induced fluores-
cence (LIF) spectra with the equivalent spectra obtained analytically. The experimental spectra are
computed from captured images of fluorescence in a gas cell and from a laser sheet passing through
the fuel-air mixing flowfield produced by a high-speed fuel injector. The fuel injector is a slender
strut that is currently being studied as a part of the Enhanced Injection and Mixing Project (EIMP)
at the NASA Langley Research Center. This injector is placed downstream of a Mach 6 facility
nozzle, which simulates the high Mach number airflow at the entrance of a scramjet combustor,
and injects helium, which is used as an inert substitute for hydrogen fuel. Experimental planar (P)
LIF is obtained by using a UV laser to excite fluorescence from the NO molecules that are present
in either a gas cell or the facility air used for the EIMP experiments. The experimental data are
obtained for several segments of the NO fluorescence spectrum. The selected segments encompass
LIF lines with rotational quantum numbers appropriate for low-to-moderate temperature flows
similar to those corresponding to the nominal experimental flow conditions. The experimental LIF
spectra are then evaluated from the data and compared with those obtained from the theoretical
models. The theoretical spectra are obtained from LIFBASE and LINUS software, and from a
simplified version of the two-level fluorescence model. The equivalent analytic PLIF images are also
obtained by applying only the simplified model to the results of the Reynolds-averaged simulations
(RAS) of the mixing flowfield. Good agreement between the experimental and theoretical results
provides increased confidence in both the simplified LIF modeling and CFD simulations for further
investigations of high-speed injector performance using this approach.
I. Introduction
LASER-induced fluorescence (LIF) has proven to be an adaptable nonintrusive diagnostic technique capable ofproviding both quantitative measurements and flow visualizations for a variety of applications of engineering
interest. LIF of NO,1,2 OH3 and CH, iodine,4 and krypton5 (among others) has been previously used in studies of
pollutant formation processes, combustion dynamics, and flow visualizations. LIF has also been demonstrated to
provide temperature6 (both rotational and vibrational) and velocity4 measurements. However, these benefits were re-
alized only after researchers leveraged certain assumptions, developed clever experimental designs, and used complex
postprocessing techniques that provided quantitative thermodynamic quantities from the scalar fluorescence signal.
Nevertheless, even when the needed assumptions are difficult to justify, LIF can still be utilized in a semiquantitative
way by comparing it directly to the equivalent quantity obtained from the computational fluid dynamics (CFD)
simulations. For LIF to be used in this way, physics-based spectroscopy models are needed to relate the thermodynamic
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quantities typically available in the CFD to the LIF signal. Fortunately, the physics of LIF spectroscopy are mostly
understood and a number of models are available, most notably those provided by the SRI International via their
publicly available LIFBASE7 software. Many academic researchers have also developed their own models to aid in
LIF studies, e.g., LINUS,8 developed at the Australian National University. These models, however, are complex and
computationally intensive and may not be appropriate for application to large CFD data sets. In the current work, a
simplified, computationally efficient model is proposed based on previous work of Paul et al.,9 and Ivey et al.10 The
model is calibrated and its assumptions are verified using experimental fluorescence data obtained in a gas cell and
from a laser sheet passing through the fuel-air mixing flowfield produced by a high-speed fuel injector.
The fuel injector is a slender strut that is currently being studied as a part of the Enhanced Injection and Mixing
Project (EIMP) at the NASA Langley Research Center. Fuel injector design, fuel-air mixing, and efficient combustion
and flameholding remain some of the key fluid dynamic challenges in scramjet flowpath design. The EIMP represents
an effort to achieve more rapid mixing at high speeds11 by investigating scramjet fuel injection and mixing physics,
and by developing enhancement strategies relevant to flight Mach numbers greater than eight.
The EIMP experiments include quantitative in-stream measurements as well as flow visualization of the mixing
flowfield via schlieren and the nitric oxide (NO) planar (P) LIF technique (NO PLIF). The current work includes
the flow visualization element of EIMP but the primary focus is on comparing the NO LIF spectra rather than flow
visualization images, albeit the latter are used to demonstrate the practical capabilities of the NO PLIF technique.
Similar PLIF approaches have been previously employed in numerous supersonic fuel-air mixing studies.2,12–19 The
present work follows most closely the methods of Fox et al.16and Gaston et al.,17 where NO is in the air stream
instead of the fuel stream, thus the absence of signal is an indication of pure fuel. This approach is convenient here
because NO is naturally occurring in low concentrations in the Arc-Heated Scramjet Test Facility (AHSTF) facility
air20 as a result of the electric-arc air-heating process. Experimental PLIF is obtained by using an ultraviolet (UV)
laser sheet to excite fluorescence from the NO molecules that are present in the facility air. The LIF signal intensity
is a nonlinear function of the number density of NO, temperature, pressure, mixture composition, flow velocity, and
a number of known experimental parameters, including laser intensity and linewidth. Although the experimental
parameters remain fixed for the most part, the other quantities can vary spatially and temporally in a flow with fuel-
air mixing, inherent unsteadiness due to turbulence, and compressible flow elements such as shocks and expansion
features. However, this complexity also converts a scalar quantity, like photon count (or intensity), into a feature-rich
flow visualization metric.
The experimental PLIF visualization can be compared with the equivalent quantity from the numerical sim-
ulations. Computing experimentally-equivalent visualization from the CFD is referred to as computational flow
imaging (CFI).21 The CFI for PLIF is obtained by applying a theoretical model for NO10,22,23 LIF to the results
of the Reynolds-averaged simulations (RAS) obtained using the VULCAN-CFD solver.24 The resulting images are
computational equivalents to the experimentally obtained PLIF visualizations. Although the CFI promises to make
direct comparisons with the available experimental data quantitative, due to uncertainties associated with modeling
physical LIF processes and applying complex, nonlinear data postprocessing techniques, such comparisons are quite
often only semiquantitative.
The current work attempts to evaluate the inherent modeling uncertainty of the LIF signal by comparing the
NO spectra obtained with the simple two-level LIF model used for the CFI with other theoretical models and the
experimental data. To achieve this, the experimental data are obtained for several weakly fluorescing NO transition
lines. The selected lines include those used in the previous EIMP experiments22,23 and a few new lines that encompass
a range of wavelengths and rotational quantum numbers appropriate for low-to-moderate temperature flows (up to
about 1000 K) and provide a reasonable coverage for the current investigation of the LIF model under the nominal
EIMP flow conditions. Frequency scans are performed over all selected lines and the resulting experimental spectra
are compared to those obtained from the simple model, LIFBASE and LINUS software. The current study is also
motivated by previous work22,23 where, under certain conditions, the current simple LIF model produced CFIs that did
not match the PLIF. The previously poor agreement suggested a possibility of gross errors in the simple model that the
current work is meant to investigate.
Good agreement between the experimental and computational results provides increased confidence in both the
LIF modeling and CFD simulations for continued use of PLIF flow visualizations of high-speed injector flow fields in
the EIMP.
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II. EIMP Mixing Experiments
A. Experimental Configuration
The EIMP experiments entail testing various fuel injection devices mounted on an open flat plate located downstream
of a Mach 6 facility nozzle, which simulates the combustor entrance conditions of a flight vehicle traveling at a Mach
number of about 14 to 16. The open flat plate is used because it facilitates optical access to the fuel-air mixing region.
Figure 1 shows an isometric view of the AHSTF test cabin with the bulkhead and facility nozzle removed to reveal
the test section and the experimental apparatus. The test section is 4 feet in diameter and has four doors that provide
physical access to the test article. In the current experiments, the two forward doors adjacent to the open flat plate have
windows that provide optical access for PLIF imaging. The figure also shows the orientation of the test article (i.e.,
the flat plate with a row of fuel injectors) as it is installed in the AHSTF test section. The x-, y-, and z-axes denote
the streamwise, vertical, and spanwise coordinate directions, respectively. It should be noted that in the current work,
the positive vertical dimension (along the y-axis) is oriented in the flat plate normal direction, which in this figure is
pointing toward the ground. Furthermore, in the discussions that follow, the streamwise, spanwise, and vertical planes
correspond to the xy-, yz-, and the xz-planes, respectively. The facility airflow is along the x-axis.
Figure 2 shows a cross-sectional view of the test cabin and the experimental apparatus. Noted on the figure is
the flat plate with its leading edge positioned 2.5 inches below the top wall of the 10 inch by 10 inch Mach 6 facility
nozzle. The flow is from left to right. The flat plate is 28.87 inches long tip-to-tail, 32 inches wide, and features a
rectangular opening for mounting interchangeable injector blocks. The trailing edge (or back face) of the strut injector
block is located 8.87 inches downstream of the flat plate leading edge. In the current experiments, this location is the
origin of the x-axis, with the origin of the y- and z-axes located at the center along the width and on the surface of the
flat plate. The injector blocks, in general, can accommodate a row of several injectors. The facility air flows over the
injector bodies and mixes with the fuel simulant (helium) downstream of the injection plane (yz-plane at x=0). Further
details about the experimental setup and EIMP are presented in Cabell et al.11 The experiment is intended to provide
a test-bed for rapidly testing a variety of different fuel injector devices and injection strategies.
B. Nominal Flow Conditions and Injector Geometry
The nominal facility air conditions correspond to a total pressure and total temperature of 4.31 MPa (625 psi) and
978 K (1760 ◦R), respectively, expanded to a Mach number of 6.4.25,26 A nonreacting, thermally perfect mixture of
21% oxygen (O2), 78% nitrogen (N2), and 1% nitric oxide (NO) by volume was assumed for the air.20 Since it is
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Figure 1. Isometric view of the AHSTF facility test cabin with the bulkhead and facility nozzle removed to
reveal the notional position of the open flat plate with the strut injector block installed. The facility air flow is
along the x-axis.
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Figure 2. Cross-section of the test cabin showing the facility nozzle, flat plate, injector block, jet-stretchers,
instrumentation shroud (above the flat plate), and the in-stream rake system. The facility viewing window is
denoted by a dashed line.
difficult to measure the NO concentration in the facility air, this assumption is needed for the CFD and LIF modeling
purposes. The fuel mass flow rate of helium for each injector is computed by setting the equivalence ratio (ER) to
0.75 for the “intended” fueling area for that injector as if it were fueled with hydrogen. The intended fueling area is
a portion of the cross-sectional area of the complete combustor flowpath that is intended to be fueled by a single fuel
injector. The values of several flow parameters are shown in Table 1. The properties of both the air and the helium fuel
simulant are presented. It should be noted that these values correspond to the nominal conditions used in, or obtained
from, the CFD simulations. The quantities that were measured experimentally, such as total pressure, and mass flow
rate of air, varied up to about 5% run-to-run from the nominal values.
In the current study, a strut-type injector is used. The strut injector geometry was obtained from a previous
study by Baurle et al.27 This injector was selected for the LIF model study because it generates a complex pattern of
interacting compressible flow features that produce varying regions of temperatures and pressures downstream of the
Table 1. Nominal values of the global parameters of interest for the strut injector configuration.
Property Air† Fuel (Helium)
Area WxH (in2)‡ 0.9 x 3.0
Mach 6.36 2.98
P0 (MPa) 4.309 0.224
T0 (K) 977.8 293.15
P (kPa) 1.808 7.205
T (K) 112.4 74.14
u (m/s) 1353 1508
Re′ (1/in) x103 259.4 358.4
m˙ (kg/s) x10-3 98.76 2.884
†21% O2, 78% N2, 1% NO
‡Intended fueling area (IFA) for the injector
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injector, which in turn create various regions of LIF intensity. The injector contains four fuel ports that produce four
interacting mixing plumes. Views and drawings showing dimensional details of the strut are shown in Fig. 3. Each
injector fuel port has a throat diameter of 0.083 inches followed by a conical expansion with a half-angle of 6 degrees
that is designed to expand helium to a Mach number of about 3. The distance between adjacent strut injectors is
0.9 inches.
Figure 3. Isometric views and dimensional details of the baseline strut injector. Linear dimensions are in inches.
III. Computational Modeling
The numerical simulations were performed using the Viscous Upwind aLgorithm for Complex flow ANalysis
(VULCAN-CFD) code.24 VULCAN-CFD is a multiblock, structured-grid, cell-centered, finite-volume solver widely
used for all-speed flow simulations. For this work, RAS was performed. The advective terms were computed using the
Monotonic Upstream-Centered Scheme for Conservation Laws (MUSCL) scheme28 with the Low-Dissipation Flux-
Split Scheme (LDFSS) of Edwards.29 The thermodynamic properties of the mixture components were computed using
the curve fits of McBride et al.30 The governing equations were integrated using an implicit diagonalized approximate
factorization (DAF) method.31 The current work used the baseline blended k− ω/k−  turbulent physics model
of Menter.32 The Reynolds heat and species mass fluxes were modeled using a gradient diffusion model with turbulent
Prandtl and Schmidt numbers of 0.9 and 0.5, respectively. These values were set based on experience and best practice
with similar flows. Wilcox wall matching functions33 were also used, however, their implementation in VULCAN-
CFD includes a modification that allows the simulations to recover the integrate-to-the-wall behavior as the value of
normalized wall-distance, y+, approaches one. All simulations were converged until the total integrated mass flow
rate and the total integrated heat flux on the walls remained constant to within six significant digits. This typically
occurred when the value of the L2-norm of the steady-state equation-set residual decreased by about 4–5 orders of
magnitude. Grid dependence analyses for the numerical simulations of the strut injector were previously assessed
by Drozda et al.34 The numerical simulations took advantage of the geometric symmetries of the injector, therefore,
only a single injector is simulated with the symmetry boundary conditions used at the midplane between the adjacent
injectors. It should also be noted that all of the CFD simulations were performed at nominal facility conditions, and no
5 of 35
American Institute of Aeronautics and Astronautics
attempt was made to rerun the simulations to match exactly the experimental flow conditions (e.g., total pressure and
temperature, Mach number, and ER). The wall temperature was set to 300 K, which is consistent with experimental
thermocouple measurements.
Contour plots of the Mach number in streamwise planes obtained through the center of the injector ports and
midway between the injectors, and in spanwise planes at various locations for the strut injector are shown in Fig. 4.
The streamwise distance on these figures is in inches. The black isocontour line denotes a helium mass fraction
equal to the stoichiometric value for hydrogen (0.0285). The strut injector leading edge induces lateral shock waves
that interact with those induced by the adjacent strut injectors. These shock waves cross downstream and produce a
notable cell-like visual pattern. These shock waves also cross and interact with the fuel plumes inducing baroclinic
torque at the fuel-air interfaces, which aids mixing. The strut injector body also generates a wake, which contains a
recirculation region directly behind the strut and a slower moving fluid region downstream. The helium fuel simulant
is injected into this wake and allowed to mix with adjacent high-speed air. As the fuel mixes with air, the extent of
the fuel plume, denoted by the stoichiometric isocontour, grows. The mixing performance of this injector has been
previously characterized by Drozda et al.34
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Figure 4. Contours of the Mach number on the streamwise planes obtained at the centerline (a), and half-
way between the injectors (b), and spanwise planes (c) at various downstream locations for strut injector CFD
simulations. Downstream distance is in inches. Black isocontour lines denote the 0.0285 value of the helium
mass fraction.
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Figure 5 shows contours of the pressure, temperature, and streamwise velocity component on a spanwise plane
located 0.5 inches downstream of the strut injector. The location of this plane corresponds to the location where the
PLIF is obtained in the experiments. The black isocontour lines denote the 0.0285 value of the helium mass fraction.
At this location, the fuel plumes have not begun to spread significantly and so most of the flowfield represents the
facility air processed by the compressible features generated by the injector bodies.
Figure 5. Contour plots of the pressure, temperature, and streamwise velocity component on a spanwise plane
located 0.5 inches downstream of the strut injector. Distance is in inches. Black isocontour lines denote the
0.0285 value of the helium mass fraction.
IV. NO PLIF
The fuel injection experiments are investigated using NO PLIF. NO PLIF provides flow visualizations that can be
used to assess the accuracy of the companion CFD simulations. The current NO PLIF setup uses a UV laser sheet
to interrogate a slice of the flow containing NO. The UV light excites fluorescence from the NO molecules, which
is detected by a digital charge coupled device (CCD) camera. One of NASA Langley’s two mobile PLIF systems
is installed in the AHSTF. Fig. 6 shows the schematic of the test cabin with the facility nozzle and front bulkhead
removed to reveal the experimental article, the laser path, camera, collimating lens, and the pedestal mirror (unused)
positions during the spanwise diagnostic campaign.
To perform the spanwise imaging, a vertical laser sheet is collimated, enters the test cabin, and passes directly
through the mixing region. The laser sheet position is fixed at 0.5 inches downstream from the strut injector back
face. To allow the laser sheet to pass straight into the test cabin, the camera is moved downstream and rotated counter
clockwise by approximately 17 degrees about the y-axis. Viewing the mixing region at such a relatively high angle of
incidence to the laser sheet results in perspective-distorted PLIF images, which are corrected in postprocessing.22,23
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Figure 6. Schematic of the spanwise PLIF configuration showing the path of the laser sheet (violet), camera,
collimating lens, and the pedestal mirror positions (unused) (all in blue).
The laser system uses an injection seeded Spectra Physics Pro-230 Nd:YAG laser to pump a Sirah Cobra Stretch
dye laser and Sirah Frequency Conversion Unit (FCU). The dye laser was operated near 624 nm and was sum-
frequency mixed with the third harmonic of the Nd:YAG laser to produce the UV light used to excite NO. The resulting
laser output, near 226 nm, was tuned to excite several weak spectral lines of NO to minimize absorption. The UV laser
beam was formed into a laser sheet using a pair of lenses (a cylindrical lens followed by a spherical lens). This laser
sheet then passed through the UV-grade fused silica glass facility window into the test cabin and across the mixing
region. High-efficiency filters (Layertec GmbH, Germany, less than 1% transmission at 226 nm and greater than 80%
transmission at 235-280 nm) were used to transmit the LIF signal while rejecting the laser scatter. The fluorescence
was imaged onto a gated, intensified CCD (Princeton Instruments PIMAX-II R©) using 16-bits of resolution. The
same camera, excitation schemes, etc., were used in previous experiments.10,22,23,35 Two separate cameras were used
in the current experiments, one for the primary experiment for PLIF visualizations of fuel-air mixing and one for the
secondary experiment for LIF in a gas cell. A Nikon R© UV lens with a focal length of 105 mm and f/4.5 aperture was
used for the primary experiment. The lens and camera were placed on a Scheimpflug mount in order to align the lens’
plane of focus with the laser sheet. The image distortions due to the high viewing angle of incidence were measured
by imaging a regular pattern of dots of known spacing (known as a dotcard), with the dotcard placed in the subject
plane. These measurements were subsequently used to remove the image’s perspective distortions and make it appear
as if viewed at a zero degree angle of incidence to the laser sheet. No additional postprocessing was performed to limit
the number of manipulations to the raw LIF data. The images were obtained at a rate of 10 Hz with a flow-stopping
pulse width of about 100 nanoseconds.
Prior to exiting the mobile PLIF cart, a small fraction of the nominally 226 nm laser light was picked off from the
main beam in order to monitor properties of the incident laser light for diagnostic and tuning purposes. A portion of
this pick-off beam is sent through a HighFinesse WS-6 wavelength meter with the remainder passed through a gas cell
to support the secondary experiment. The gas cell was filled with a mixture of 95% N2 and 5% NO by volume at a
known pressure and temperature. The gas cell has a volume of approximately 20 in3 and is outfitted with view ports
on five of its sides so that the LIF emitted from the cell can be viewed. The LIF in the gas cell was also imaged with
a separate intensified CCD camera identical to the camera used to image the PLIF from the primary fuel-air mixing
experiment. A Halle R© UV lens with a focal length of 100 mm and f/2 aperture was used for the gas cell experiments.
This setup provided a secondary, simultaneous, diagnostic of the fluorescence at a well-controlled reference condition
for LIF model verification.
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V. Fluorescence Modeling
The derivation of the simplified two-level model, under various relevant assumptions, can be found in Palma8
and Eckbreth.36 Here, a form proposed by Paul et al.9 and Ivey et al.,10 which applies in the weak fluorescence limit
(or linear fluorescence solution limit) is used:
S = CoptEp
χNO P
kBT
φ(P, T, χα)
∑
i
(
fB(T, J)B12(J) g(v0, vl, δvl, P, T, χα, u‖)
)
i
, (1)
where S denotes the PLIF signal (number of counts recorded on a pixel of the detector) and Ep, χNO, χα, P , T ,
kB , fB , J , B12, g, v0, vl, ∆vl, and u‖ are the total laser energy per pulse, the mole fraction of NO and species α in
the mixture, mixture pressure and temperature, Boltzmann constant, Boltzmann fraction, rotational quantum number,
Einstein absorption coefficient, spectral overlap integral, transition line center absorption wavenumber, laser center
wavenumber and full width at half maximum (FWHM), and velocity parallel to the laser sheet, respectively. The
constant Copt describes the optical system and must be calibrated. The fluorescence quantum yield, φ, is
φ =
A
A+Q(P, T, χα)
, (2)
where A is the Einstein spontaneous emission rate, which is inversely proportional to the NO lifetime,37 τNO (see
Table A1). The collisional quenching rate, Q, is given by:
Q(P, T, χα) =
√
8kBT
pimNO
P
kBT
Ns∑
α
(
χα
√
1 +
mNO
mα
σα
)
, (3)
where the summation is over Ns species in the mixture, and mα and σα are the mass and collisional cross-section of
species α in the mixture, respectively. For the mixture of NO in air, the collisional cross-sections are obtained from
empirical functions based on the experimental measurements of Settersten et al.:37
σN2(A˚
2
) = 0.008 + 2.04 exp(−2250/T ) + 96.0 exp(−12700/T )
σO2(A˚
2
) = 22.5 exp(61.9/T ) + 7.41 exp(−3800/T ) (4)
σNO(A˚
2
) = 34.8 exp(48.5/T ) + 13.3 exp(−2690/T ).
The collisional cross-section of helium is not included because helium is extremely inefficient at quenching NO
fluorescence9 as compared to the other mixture constituents. The consequence of this is that the collisional quenching
is zero and the fluorescence yield is unity in the limit of pure helium gas. However, in this limit, the mole fraction of
NO is also zero because NO is only present in the facility air, producing the correct result of no fluorescence. Given
the expressions in Eqs. 3 and 4, the collisional quenching rate is a linear function of the pressure and composition,
and a nonlinear function of the temperature. As a result, the fluorescence quantum yield, φ, decreases with increasing
pressure but has a more complex, monotonically increasing profile with increasing temperature.
The first term inside the summation of Eq. 1 is the Boltzmann fraction. This quantity describes the probability that
an absorber will be found in a certain energy state among all allowable energy states, as a function of the temperature
and the rotational quantum number, when a system is in thermodynamic equilibrium. Formulations that include
corrections for thermodynamic nonequilibrium effects are also available.8 The Boltzmann fraction is given by the
Boltzmann expression:36
fB(T, J) =
hc
kBT
Bv(2J + 1) exp
(
−BvJ(J + 1) hc
kBT
)
, (5)
where h is Planck’s constant, c is the speed of light, and Bv is the effective rotational constant:36
Bv = Be − αe(v + 1/2), (6)
withBe, αe, and v corresponding to the equilibrium rotational constant, the vibrational-rotational interaction constant,
and the vibrational quantum number of the transition, respectively. The former can be computed from:
Be =
h
8pi2c Ie
, (7)
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where Ie is the equilibrium moment of inertia of NO obtained from:
Ie =
mN mO
mN +mO
r2e , (8)
and where mN , and mO are the mass of the N and O atoms, respectively, and re is the equilibrium radius of NO. The
constants needed to evaluate the above quantities numerically have been tabulated in Table A1 for reference (see the
appendix). In addition, Eq. 5 has been plotted as a function of temperature for several values of the rotational quantum
number relevant to the current experiments in Fig. 7, where the different numbers in the legend denote the rotational
quantum numbers and the figure’s inset offers a focus on the lower range of the temperatures. It should be noted
that the value of the Boltzmann fraction increases for low temperatures as the rotational quantum number decreases.
This suggests that higher LIF signal can be obtained for low temperature flows if transition lines with low rotational
quantum numbers are targeted.
The next term in the summation of Eq. 1 is the Einstein absorption coefficient, which represents the rate of
stimulated absorption. This coefficient depends on the rotational quantum number of the transition and can be obtained
using either LIFBASE or LINUS software. In the current work, this coefficient was obtained from LINUS.
The transition line center absorption wavenumber in a vacuum, the laser center wavenumber, and the laser FWHM
are also needed to compute the spectral overlap integral, which is the last term, g, inside the summation of Eq. 1.
This term accounts for the spectral interactions between the laser beam and the transition lines being probed, and is
important because neither the laser profile nor the transition lines are spectrally monochromatic. These interactions
are modeled by integrating a product of the the spectral profile of the laser beam, usually Gaussian or Lorentzian, and
the spectral profile or profiles corresponding to the transition lines being probed. The spectral width and profile shape
of the laser beam can be somewhat controlled via the experimental setup. The width and profile of the transition lines
depend on at least two key physical effects: Doppler and pressure (collision) broadening. The Doppler broadening
increases the spectral width of the transition line profile due to the thermal motions of the atoms or molecules and
is described using a Gaussian function36 with the FWHM proportional to the square root of the temperature. The
collision broadening increases the width of the transition line via periodic interruptions to the absorption or emission
Figure 7. Plot of Boltzmann fraction vs. temperature for several values of rotational quantum number.
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processes due to the intermolecular collisions.36 The interaction of the broadening processes can be mathematically
represented by a convolution integral with the resulting profile by a Lorentzian. The general expression for the spectral
overlap integral is:
g(v0, vl,∆vl, P, T, χα, u‖) =
+∞∫
−∞
dv′ gl(v′; vl,∆vl)
+∞∫
−∞
dv′′ gd(v′′ − v′; v0, T, u‖) gc(v′′; v0, P, T, χα), (9)
where gl, gd, and gc are the laser spectral profile, the Doppler broadening profile, and the collision broadening profile,
respectively, and both integrals are evaluated over the entire spectrum. Under certain conditions, the laser spectral
profile can be assumed to be Gaussian, in the form:
gl(v; vl,∆vl) =
√
4 ln(2)
pi∆v2l
exp
(
−4 ln(2)(v − vl)
2
∆v2l
)
, (10)
where vl and ∆vl are the laser center wavenumber and FWHM linewidth, respectively. However, in the current work,
it was observed that the experimental laser spectral profile was bimodal. That is, the laser profile exhibited a small
secondary peak near its primary peak when the Nd:YAG lasers injection seeder was operational. Using a Burleigh
Fabry-Perot etalon, it was observed that the source of the bimodality was the 624 nm light output from the dye laser,
and not the 532 nm light that pumped the dye laser. When the dye laser output was sum-frequency mixed with the third
harmonic of the Nd:YAG, the resulting UV beam retained the bimodal spectral profile. The extent of this bimodality
varied somewhat and repeated attempts at optimizing the laser system failed at eliminating it. Because of this, in the
current LIF model, the single-Gaussian model for the laser profile was replaced by an adjustable model allowing for
the double-Gaussian spectral profile. This model is arrived at through linear blending of two Gaussian function:
gl(v; vl,∆vl, ar, sr) = ar gl(v; vl − 0.5sr∆vl,∆vl) + (1− ar) gl(v; vl + 0.5sr∆vl,∆vl), (11)
where ar and sr are model parameters controlling the double-peak amplitude (or power) ratio, and separation ratio
with respect to FWHM, respectively. The total laser power is conserved as compared to the original profile but spread
over the double-peak according to the value of ar. This model allows for a range of spectral laser profiles to be
obtained as illustrated in Fig. 8. The laser profile with ar and sr set to about 0.75 and 1.25, respectively, was found to
be a close representation of the one observed experimentally.
(a) ar=0.50, sr=0.50 (b) ar=0.50, sr=1.25 (c) ar=0.50, sr=2.00
(d) ar=0.75, sr=0.50 (e) ar=0.75, sr=1.25 (f) ar=0.75, sr=2.00
Figure 8. Comparison between the single Gaussian (black) and double Gaussian (magenta) models for the
laser spectral profile for various combinations of the amplitude (ar) and peak separation (sr) ratios. The thin
magenta lines denote the Gaussian components of the double Gaussian model. The double Gaussian model
shown in the bottom row has been shifted to align the dominant peak with the single Gaussian. The horizontal
line denotes the FWHM of the single Gaussian profile.
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Evaluating the integral in Eq. 9 at a wavenumber of zero, produces an overlap fraction between the laser spectral
profile and the profiles of the broadening processes. Furthermore, the convolution of the Gaussian profile due to the
Doppler broadening and the Lorentzian profile due to the pressure (or collision) broadening (i.e., second integral above)
produces a Voigt profile, which under certain circumstances can be approximated by a Gaussian profile.36 Such an
approximation can be exploited together with a Gaussian assumption for the laser profile to obtain an analytic solution
of Eq. 9 because the integral of the product of two Gaussian functions is analytic. Figure 9 shows a comparison
between Gaussian and Voigt profiles with the same FWHM for several values of the Voigt constant, a. It can be
observed that for Voigt constant values of up to about 0.5, a Gaussian profile is a good approximation of the Voigt
profile. For values of the Voigt constant greater than about 0.5, the consequence of the Gaussian assumption is that
contributions from the broadened transition lines near the “wings” of the Voigt profile are attenuated by a comparable
Gaussian profile. Figure 10 shows the contour plot of the Voigt constant on a spanwise plane located 0.5 inches
downstream of the strut injector computed from the CFD simulations. The contours show that the value of the Voigt
constant is everywhere less than about 0.7, suggesting that a Gaussian assumption is reasonable for the combined
effect of the Doppler and collision broadening in the current experiments. However, it should be noted that this finding
does not justify the Gaussian assumption for the laser profile, which is an independent assumption. A Lorentzian
function, if used for the laser spectral profile, could broaden the wings of spectral overlap integral in a manner similar
(a) a=0.1 (b) a=0.5 (c) a=1.0 (d) a=10.0
Figure 9. Comparison between the Gaussian (magenta) and Voigt (black) profiles having the same FWHM
(denoted by horizontal lines) for increasing values of the Voigt constant, a.
z
y
Figure 10. Contour plot for the Voigt constant, a, on a spanwise plane located 0.5 inches downstream of the
strut injector. White isocontour lines denote the 0.0285 value of the helium mass fraction.
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to that illustrated in Fig. 9(d) for the Voigt function (black line). The extent of this effect depends on the ratio between
the laser linewidth and the effective width of the broadening processes. If the laser linewidth is small compared to the
effective line broadening, then a Gaussian assumption for the laser profile would be reasonable. Otherwise, using a
Lorentzian laser profile will impact the shape of the LIF emission spectra.
With the Gaussian assumptions for the laser profile and the broadening processes, the solution to Eq. 9 becomes:10
g = ar
√
4 ln(2)
pi(∆v2l + ∆v
2
d + ∆v
2
c )
exp
(
−4 ln(2)(δvl + δvd + δvc − 0.5sr∆vl)
2
∆v2l + ∆v
2
d + ∆v
2
c
)
+ (1− ar)
√
4 ln(2)
pi(∆v2l + ∆v
2
d + ∆v
2
c )
exp
(
−4 ln(2)(δvl + δvd + δvc + 0.5sr∆vl)
2
∆v2l + ∆v
2
d + ∆v
2
c
)
, (12)
where δvl, δvd, and δvc are the laser detuning (i.e., vl − v0,), and Doppler and collision shifts from the transition line
center absorption wavenumber, respectively; and ∆vl, ∆vd, and ∆vc correspond to the FWHM of the laser linewidth,
and Doppler and collision broadening, respectively. It should be noted that the above equation has been obtained for
the case of a double-Gaussian laser spectral profile. When the double-peak separation ratio, sr, is set to zero, a spectral
overlap integral corresponding to a single Gaussian laser profile is recovered.
The amount of laser detuning, δvl, can be controlled experimentally by carefully “tuning” the laser to a desired
transition line. The laser FWHM linewidth, ∆vl, can be measured experimentally and changed by turning an injection
seeder on or off. In the current work, the laser FWHM is about 0.1-0.15 cm-1. The expressions for the Doppler shift and
FWHM of broadening are known exactly, and can be found in Eckbreth.36 Here, they are repeated for completeness:
δvd =
v0 u‖
c
, (13)
∆vd =
2v0
c
√
2 ln(2)kBT
mNO
. (14)
The correlations for the pressure shift and broadening are obtained from the work of Vyodorov et al.,38 and empirical
expressions of di Rosa:39
δvc(cm
−1) =
P
101325
(
− 0.18χN2
(
295
T
)0.50
− 0.159χO2
(
295
T
)0.52
− 0.167χNO
(
295
T
)0.55
+ 0.013χHe
(
295
T
)0.55)
, (15)
∆vc(cm
−1) =
P
101325
(
0.585χN2
(
295
T
)0.75
+ 0.527χO2
(
295
T
)0.66
+ 0.551χNO
(
295
T
)0.70
+ 0.380χHe
(
295
T
)0.70)
, (16)
where pressure and temperature are specified in units of Pa and K, respectively. Because the above model is quick to
implement and evaluate, it will be referred to as LIFQWIK in the following discussion.
VI. Scans of the NO Fluorescence Spectrum
To verify the performance of the above model in applications with low temperature and pressure flow conditions,
several segments of the NO fluorescence spectrum have been selected. These segments contain low (mostly in a range
of 2.5 – 16.5) rotational quantum number fluorescence lines that have large Boltzmann efficiencies at low-to-moderate
temperatures (see Fig. 7). The spectral ranges for these segments are listed in Table 2 and labeled by letters A-F. Both
wavelength and wavenumber ranges are shown, as well as, the measured pressure, assumed room temperature of the
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Table 2. Description of the frequency scans.
Name Wavelength† (nm) Wavenumber† (cm-1) P(kPa)‡ T(K)‡ Res.§ (cm-1) Exp. Label
Scan A 226.95 – 227.00 44062.57 – 44052.86 1.45 300 0.14 652.01
Scan A* 226.95 – 227.00 44062.57 – 44052.86 1.45 300 1.40¶ 653.01
Scan B 225.82 – 225.88 44283.06 – 44271.29 1.45 300 0.14 652.03
Scan C 226.76 – 226.81 44099.49 – 44089.76 1.74 300 0.14 653.02
Scan D 226.69 – 226.73 44113.11 – 44105.32 1.84 300 0.14 653.03
Scan E 226.33 – 226.37 44183.27 – 44175.46 2.21 300 0.14 654.01
Scan F 226.29 – 226.34 44191.08 – 44181.32 2.21 300 0.14 654.02
†All scans used a scan rate of 0.5pm/sec with a 10Hz image acquisition rate, therefore the nominal wavelength step size is 0.05pm.
‡Measured in the gas cell
§Approximate measured laser linewidth.
¶Frequency scan A with laser seeder turned off
gas cell, and the measured laser spectral linewidth. The spectral range of each segment is determined by the wavelength
scan rate, which is 0.5 pm/sec, image acquisition rate, which is 10 Hz, number of NO transitions lines of interest in a
given range, and the maximum runtime of the facility, which ranged from about 50–100 seconds. Given the scan and
image acquisition rates, the nominal wavelength step size is about 0.05 pm. The asterisk for scan A denotes the scan
that did not use an injection seeder. All scans are performed from low to high wavelength or conversely from high to
low wavenumber, which also corresponds to increasing time during the experiment. Scans A and B include transition
line oP12(6.5), and a double line R1(12.5)/rQ21(12.5) used during the previous EIMP experimental campaigns.22,23
These lines are referred to as the mass and mole fraction lines, respectively. Partial motivation for this work was
provided by the previously observed gross disagreements between the experimental PLIF and CFI obtained using the
simplified LIF model, LIFQWIK.
The experimental results are obtained by changing the laser frequency at a prescribed rate and recording the
resulting images using two CCD cameras. The first camera records the LIF images from a gas cell filled with a known
gas composition, measured pressure, and held at room temperature. The second camera records the PLIF images
from a laser sheet that is located 0.5 inches downstream of a strut injector during the EIMP experiment. The image
acquisition is simultaneous. Because the laser wavelength increases at a known rate starting from a measured initial
frequency, and CCD camera image acquisition rate is also known, each image in the resulting sequence corresponds
to a known wavelength. Therefore, given a sequence of such images, a LIF emission spectrum can be obtained by
measuring image intensity and plotting it versus laser wavelength (or wavenumber). ImageJ40 is used for this analysis.
In the gas cell, the image LIF intensity is approximately uniform because pressure, temperature, and composition
do not vary, and only minor laser light absorption is observed. Therefore, the entire fluorescing portion of the
image is used for analysis. This allows for the intensity of more pixels to be averaged together and results in a
less noisy spectrum as compared to that which would have been obtained from a single pixel intensity measurement.
In contrast, the PLIF obtained from the strut experiment contains flow regions of varying temperature and pressure due
to compressibility effects. This requires sampling of the image intensity in localized regions where the pressure and
temperature are assumed to be approximately constant. The regions of relatively constant pressure and temperature are
defined by examining a corresponding flow plane from the CFD simulation (see Fig. 5). Fewer pixels contribute data
to the construction of the spectra as compared to the gas cell, resulting in a more noisy LIF emission spectra. However,
it should be noted that some of the noise (or fluctuations) are a result of physical unsteadiness in the flowfield. All
experimental spectra are further adjusted by subtracting the CCD camera “zero reference” and any transmitted visible
light scatter. This is done by averaging a subsegment of the measured spectrum where no signal is expected (i.e.,
between fluorescence lines) and subtracting this number from the entire spectrum. Finally, the experimental spectra
may be shifted in spectral space by a fixed wavelength due to both physics-based considerations as well as initial
experimental wavenumber measurement uncertainty. Therefore, when comparing with the theory, the experimental
data is shifted to line up with the theoretical spectra, which exhibit fluorescence peaks at the calculated and/or measured
values of the wavelengths. These theoretical wavelengths correspond to peak fluorescence intensities for different lines
and can be obtained from LIFBASE, LINUS, or the literature.41
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The corresponding theoretical spectra for the gas cell LIF are obtained by using the known constant values of
the gas composition, pressure, and temperature, and evaluating the NO emission spectra using LIFBASE, LINUS,
and LIFQWIK. The theoretical spectra for the high-speed fuel injection experiment are obtained by calculating the
average pressure and temperature over the localized regions in the CFD and using those values as inputs to LIFBASE
and LINUS. The theoretical spectra for LIFQWIK are obtained by performing a simulated frequency scan, computing
CFIs, and extracting image intensities from the same localized regions using the same process as that used for the
experimental PLIF images. Although both LIFBASE and LINUS can use either a Gaussian or a Lorentzian function
for the laser spectral profile, a Gaussian profile has been selected in both software packages for consistency with the
assumption in LIFQWIK. Furthermore, because the dynamic range of the measured intensity is somewhat arbitrary
based on the experimental setup, optical efficiencies, and signal gain settings, all spectra are normalized by the single
maximum intensity observed during each scan. This normalization serves effectively as a calibration of the model
constant, Copt.
VII. Results and Discussion
The current section discusses the results obtained to verify the LIF model described in the previous sections. Gas
cell scans are discussed first followed by a short discussion of the discrepancies between theory and the experiment.
Frequency scans obtained from the high-speed mixing experiment using a strut injector are discussed next. The spectra
for these scans are obtained at various locations in the flowfield, and therefore, for various pressures and temperatures.
The ability and fidelity of PLIF to assess the temperature in the test cabin is evaluated by comparing the experimental
spectra with the theoretical models for several temperatures. Finally, the capability of LIFQWIK to capture and
visualize the Doppler shift effects is also investigated. It should be noted that all LIF emission line descriptions use
Hund’s case A notation.
A. Gas Cell Frequency Scans
Figure 11 shows the line plots of the experimental and theoretical fluorescence spectra versus wavenumber (and
wavelength). All theoretical spectra are obtained for the same values of the pressure and temperature as those
measured in the gas cell. Although the laser linewidth is measured experimentally (see Table 2), because the laser
is observed to be double-peaked, the measurements may not be reliable. Therefore, for the theoretical spectra, the
linewidth is adjusted until the theoretical spectra match the width of all of the fluorescence peaks present in a scan.
Because multiple fluorescence lines are present in each scan, and linewidth represents one model parameter, only a
global match can be achieved and no attempt is made (nor is it desired) to modify the laser linewidth to fit individual
fluorescence lines in each scan. This procedure is performed for each scan in Table 2. An optimized fitting process
was considered for this task, but developing a robust cost function that can accommodate the wavenumber shift of the
experimental data, and fitting the main fluorescence peaks and the double-peaked laser profile simultaneously, proved
to be challenging, with further work required. For the moment, a human-in-the-loop trial-and-error fitting process
consists of: 1) manually adjusting the wavenumber shift of the each experimental scan data until all the fluorescence
peaks of the experiment align with the theory; 2) manually adjusting laser linewidth of the LIFQWIK model until the
width of the experimental and theoretical spectra align; and 3) manually adjusting LIFQWIK’s double-peak amplitude
and separation ratios until the theory approximately matches the experiment. The double-peak laser profile model is
not flexible enough to fully match the experiment but it does provide a reasonable approximation to this phenomena.
Mathematically, the experimental spectra are adjusted according to the following equation:
S′(v) = S(v − vshft)/Smax, (17)
where S′(v), Smax, and vshft are the normalized fluorescence signal, scan’s maximum fluorescence intensity, and
the alignment shift wavenumber, respectively. It should be noted that unlike the original signal, S(v), Smax is not
a function of the wavenumber. Because the peak alignment is performed for the experimental data, the theoretical
spectra are not shifted and are only normalized by the peak intensities of the same lines as those found to produce
Smax for the experimental spectra.
In general, based on visual inspections of the experimental and theoretical spectra shown in Fig. 11, the agreement
between the experiment and theory is reasonable. Both widths and amplitudes of all of the individual fluorescence lines
for each scan obtained using all theoretical LIF models align well with the experiments for all scans investigated. In
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particular, the theoretical predictions of the oP12(6.5) line of scan A in Fig. 11(a), shown to exhibit gross disagreements
between PLIF and CFI in the previous EIMP experiments,22,23 match the current experimental data well. Further
analysis of the current and previous data showed that it is likely that in the previous PLIF experiments the laser was
erroneously tuned to the adjacent, weaker line, oP12(14.5). This line is also predicted well by the theory in the current
experiments. The double-peak Gaussian model for the laser profile in LIFQWIK is also able to capture this artifact of
the experiment reasonably well.
The spectral intensity of the unseeded scan is shown in Fig. 11(b). For the unseeded scan, the laser linewidth is
about an order of magnitude larger than that of the seeded scans. It should be noted that for the unseeded scan the
double-peak laser profile was not observed and so this modification was disabled in LIFQWIK. Because the signal is
weaker for the unseeded scans, this spectrum has a lower signal-to-noise ratio and exhibits more noise. Nevertheless,
the theoretical spectra are able to capture the general trend of the experimental data well. For all spectra, several
discrepancies can be noted. First, the oP12(4.5) (44061.80 cm-1) line for scan A obtained with LINUS and shown
in Fig. 11(a) is misaligned slightly from the experiment and LIFBASE. However, the other lines for LINUS for this
scan align well with the experiments. Second, all models seem to overpredict the amplitude of the qR12(4.5)/Q2(4.5)
(44097.56 cm-1) line for scan C in Fig. 11(d). Third, LIFQWIK overpredicts the LIF amplitude as compared to both the
experiment and other theoretical models for the R2(17.5) (44278.63 cm-1) and qR12(15.5)/Q2(15.5) (44181.10 cm-1)
lines for scans B and E, in Figs 11(c) and (f,g), respectively. It is not currently clear why LIFQWIK overpredicts
these specific lines, but because spectra of other lines with the same rotational quantum numbers (e.g., oP12(15.5)
or P1(15.5)) match the experiment and other theoretical results, and the fluorescence quantum yield and the spectral
overlap integral only depend on the thermodynamic state of the gas, which is the same for all spectra, the oversimplified
use of the Einstein absorption coefficient, B12, extracted from LINUS and used directly might be the root cause.
Fourth, it is clear from these results that the experimental spectra have broad wings that the theoretical models do not
reproduce. Since the values for the Voigt constant were within an acceptable range to allow the Gaussian assumption
for a broadening process, it is likely that the Gaussian assumption for the laser profile might be the cause. Since both
LIFBASE and LINUS allow for a Lorentzian laser spectral profile, Fig. 11(g) shows line plots of the theoretical spectra
for scan E obtained from LIFBASE and LINUS using a Lorentzian laser profile. LIFQWIK still uses the Gaussian
laser spectral profile in this figure since it is one of its core analytic simplifications used to increase its computational
efficiency. The comparisons between LIFBASE and LINUS using the Lorentzian laser profile and the experimental
data are good along the left slope of each fluorescence peak. Along the right slope, the experimental spectra exhibit the
secondary laser profile peak that LIFBASE and LINUS do not model, and so the agreement with the experiment is not
expected. Because this result suggests that the Lorentzian laser profile is the appropriate choice for the current cases,
a future improvement to LIFQWIK may be to use a computationally efficient analytic approximation of the integral of
the product of the Lorentzian and Gaussian profiles (i.e., the Voigt profile) rather than approximating the laser profile
using a Gaussian function to obtain an exact analytic result.
Figure 12 also shows line plots of the experimental and theoretical fluorescence spectra versus wavenumber but
focusing on the subset of fluorescence lines with the questionable comparisons discussed above. Figure 12(a) shows
the case where all theoretical models overpredict the experiment for the qR12(4.5)/Q2(4.5) line. It should be pointed
out that the experimental data exhibit a certain stair-stepping behavior where the LIF intensity seems to only change
every five to six points, resulting in an effective reduction in the scan resolution. This experimental artifact is caused
by a potential issue with the stepper motor that actuates the tuning mirror controlling the laser wavelength. It is
therefore quite possible that the peak of the fluorescence spectrum was simply “missed ” for this line during scan C.
No other fluorescence line among all the scans presents a similar situation, nevertheless it would be prudent to repeat
this scan to verify the current claim. Figure 12(b) shows the situation where LIFQWIK clearly overpredicts both the
experiment and other theoretical results. Further investigation is required to understand this deficiency. Nevertheless,
this figure is a good illustration of LIFQWIK’s ability to represent the double-peaked laser profile present in the current
experiments. Unfortunately, the stair-stepping in the intensity of the experimental LIF data is also clearly notable in
Fig. 12(b) and all other experimental data (to various degrees).
B. Mixing Experiment Frequency Scans
Figure 13 shows PLIF and CFI images of the flow field plane located 0.5 inches downstream of the strut injector and
obtained using oP12(14.5) and oP12(6.5) lines during scan A in the high-speed mixing experiment. Previous PLIF
visualization experiments,22,23 utilizing these same LIF lines, provided the motivation for the current work when it
was found that the PLIF did not match the CFI obtained using LIFQWIK. Based on the current work, the most likely
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Figure 11. Line plots of the experimental and theoretical fluorescence spectra versus wavenumber obtained
from laser frequency scans of the gas cell. (Continued on the next page)
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Figure 11. (Continued on the next page)
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Figure 11. (Continued on the next page)
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(g) Scan E, using Lorentzian laser spectral profile for LIFBASE and LINUS
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Figure 11. (Concluded)
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Figure 12. Line plots of the experimental and theoretical fluorescence spectra versus wavenumber obtained
from laser frequency scans of the gas cell focused on a subset of the fluorescence lines that display discrepancy
with the models.
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Figure 13. PLIF and CFI images of the flow field plane located 0.5 inches downstream of the strut injector
and obtained using (a) oP12(14.5) and (b) oP12(6.5) lines during scan A. The numbered boxes in a) denote the
locations of the image sampling areas used to obtain fluorescence spectra in the (1) boundary layer, (2) at the
base of the injector, (3) midplane between the top-most fuel ports, and (4) in the freestream.
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cause of the previously reported discrepancies was an experimental error in reporting the laser tuning wavelength.
That is, in the previous work, the laser was actually tuned to the oP12(14.5) line, whereas it was reported to be tuned
to the oP12(6.5) line. In Fig. 13, both PLIF images are an average of 5 image frames near the peak of each emission
line to reduce noise. The numbered boxes on the right side of Fig. 13(a) denote the locations and approximate extent
of the image sampling areas used to obtain fluorescence spectra in the boundary layer (1), at the base of the injector
(2), midplane between the top-most fuel ports (3), and in the freestream (4). The same areas were sampled from PLIF
images and CFI. It should be noted that the faint visual differences of compressible flow features in between the strut
injectors in Fig. 13(a) are a result of misprediction of laminar transition of the boundary layer on the injector side-body
by the CFD.23 Nevertheless, the key features of the PLIF intensity field, namely bright auras around the injector ports,
bright boundary layers near the flat plate, and the darker freestream are comparable between the PLIF and CFI. For
the lower rotational quantum number line, shown in Fig. 13(b), the key features are subdued. This line was chosen
in the original experiments22 to provide the closest possible direct comparison between the experimentally acquired
normalized PLIF and the mass fraction of NO obtained from the CFD. Therefore, this line’s LIF intensity is somewhat
insensitive to a range of variation in pressure and temperature caused by the compressibility. Nevertheless, the dark
auras around the injector ports and at the base of the strut are clearly notable. These auras contain layers of higher
temperature air originating from the boundary layers that develop upstream on the strut side-body. The LIF signal for
higher than nominal temperature air (see Table 1) will be higher and lower, respectively, for high and low values of
the rotational quantum numbers (see Fig. 7)
Figures 14 and 15 show line plots of the experimental and theoretical fluorescence spectra for scans A and E,
respectively, versus wavenumber obtained from laser frequency scans of the flow field plane located 0.5 inches
downstream of the strut injector in the high-speed mixing experiment. The different subfigures show spectra at
various locations of interest in the flow field as indicated in Fig. 13(a). Because the CFI images are only available
for LIFQWIK, the theoretical spectra for LIFBASE and LINUS were obtained by evaluating average pressure and
temperature over areas 1-4 in Fig. 13(a) from the CFD and computing the LIF spectra for those values. The spectra
for LIFQWIK were obtained by postprocessing CFIs using the same procedure as that used on the PLIF data. The
same normalization procedure as that described for the gas cell spectra was followed here. This procedure effectively
calibrates theoretical model constants and laser system parameters to allow comparisons with the experimental data.
The overall level of agreement between the experiment and theory is comparable to that found in Fig. 11. However,
several artifacts should be pointed out. First, because fewer pixels are used to construct these spectra than those for
the gas cell, the lines exhibit more fluctuations, which obfuscate the stair-stepping issues identified in the gas cell.
Some of this perceived noise, however, is due to physical fluctuations and inherent unsteadiness of the flow field.
Furthermore, the amount of NO in the facility air is produced by the process of arc-heating the test air and so it
can also fluctuate as a function of time. These effects are more pronounced in Fig. 15. Second, it appears that the
experimental LIF peak intensities decrease from right-to-left. Although this trend is less pronounced in the spectra
for scan E, it can be observed for the experimental spectra for both scans. Any laser power concerns can be safely
ruled out because the simultaneous scans in the gas cell did not reveal any such issues (see Fig. 11(a)). However,
it should be noted that the experimental runtime increases as the wavenumber decreases (from right-to-left). The
decrease in the peak LIF amplitudes with increasing test time could be associated with the fouling of the AHSTF test
cabin windows due to copper oxide deposits from the arc-heater, which reduces their transmittance. The windows get
noticeably dirty during the experimental runs but are cleaned after every run so consecutive experiments start with a
clean optical path. Furthermore, the windows may not get uniformly dirty so different sections of a window may have
different levels of transmittance. For example, the right-to-left LIF attenuation for the boundary layer and the injector
base (Figs. 14(a,b)), which are vertically near each other, is more pronounced than the attenuation in the midplane
and freestream (Figs. 14(c,d)), which are also vertically near each other. In addition, the test-cabin is opened after
each run, so at the beginning of each new experiment, the cabin is filled with clean, room temperature air. During
experimental runs, this clean air is displaced by recirculating high-enthalpy facility air, which contains NO. Therefore,
because the laser sheet travels through about 1.5 feet of the stagnated air en route to the imaged region, as the test-
time increases so does the absorption of the laser light through the stagnated portion of the test cell. The laser light
absorption in the test section should be minimized, however, because the stagnation facility air temperature is high
and low rotational quantum number lines are targeted. Nevertheless, both theories offer plausible explanations for the
right-to-left attenuation of the spectra intensity and, in reality, it is likely that a combination of these effects that plays
a role.
To study the effect of decreasing spectra intensities a bit further, the experimental PLIF spectra have been con-
structed from several vertically separate regions in the subsonic portion of the PLIF image. Figure 16 shows a
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(a) Sampled from the boundary layer. Area 1 in Fig. 13(a). Average P (kPa) and T (K) from CFD are 3.4, and 400, respectively.
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(b) Sampled from the injector base. Area 2 in Fig. 13(a). Average P (kPa) and T (K) from CFD are 2.2, and 520, respectively.
Figure 14. Line plots of the experimental and theoretical fluorescence spectra for scan A versus wavenumber
obtained from laser frequency scans of the flow field 0.5 inches downstream of the strut injector at various
locations of interest in the flow field. (Continued on the next page)
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(c) Sampled midway between top-most (4th) injector ports of adjacent struts. Area 3 in Fig. 13(a). Average P (kPa) and T (K) from CFD are
4.5, and 150, respectively.
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Figure 14. (Concluded)
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(a) Sampled from the boundary layer. Area 1 in Fig. 13(a). Average P (kPa) and T (K) from CFD are 3.4, and 400, respectively.
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(b) Sampled from the injector base. Area 2 in Fig. 13(a). Average P (kPa) and T (K) from CFD are 2.2, and 520, respectively.
Figure 15. Line plots of the experimental and theoretical fluorescence spectra for scan E versus wavenumber
obtained from laser frequency scans of the flow field 0.5 inches downstream of the strut injector at various
locations of interest in the flow field. (Continued on the next page)
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4.5, and 150, respectively.
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Figure 15. (Concluded)
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time sequence of several instantaneous PLIF images obtained during scan E near the peak of the P1(5.5)/P1(12.5)
fluorescence line. The boxes on the left side of the middle figure denote the locations and approximate extent of the
image sampling areas used to obtain fluorescence spectra in this subsonic region. For reference, the large box denotes
the area shown in the PLIF images in the previous figures. The current PLIF images have also been partially corrected
for laser light absorption and shot-to-shot laser intensity variations to more clearly visualize the edge of the supersonic
plume and the subsonic region on the left side of the image. This is done for visualization only, and the corrections
are evident by the lower signal-to-noise ratio as the laser light passes through the imaged region (i.e., left-to-right).
The spectra have been obtained from uncorrected PLIF images, as such LIF signal normalizations would distort the
spectra. The subsonic region (left edge on Fig. 16) appears darker in these images because its temperature is higher
and/or the NO concentration lower than that of the supersonic facility air. As the facility air mixes with clean air in the
test cabin, the NO mole fraction in the test cabin increases from initially zero toward the nominal value of that of the
facility air. Simultaneously, as the high-enthalpy facility air is also stagnated, its temperature increases. The former
increases the LIF signal, while the latter decreases it for the relatively low rotational quantum number lines studied
here.
Figure 17 shows the line plots of the experimental and theoretical fluorescence spectra for scan A versus wavenum-
ber obtained from laser frequency scans of the flow field plane located 0.5 inches downstream of the strut injector in
the high-speed mixing experiment. The experimental spectra were extracted from boxes denoted as 1 and 4 in Fig. 16
from the subsonic region of the test cabin. The spectra extracted from boxes 2 and 3 are not shown because they are
qualitatively similar to that of box 4. The theoretical spectra are obtained from LIFQWIK at the pressure of about
1.8 (kPa) recorded during the experiment. The temperature of the stagnated region of the test cell is unknown and so
this value is varied in LIFQWIK from 400 to 700K. Furthermore, all spectra are normalized by the peak amplitude of
the spectrum obtained with a temperature of 400 K. This illustrates the attenuation of the PLIF signal with increasing
temperature for this collection of fluorescence lines. The temperature and NO mole fraction stratification in the
subsonic regions are not expected to be significant due to intense recirculation and mixing. But, laser light absorption
in this region is present and increasing due to increasing NO, as discussed above. However, if the subsonic region lacks
thermal and species stratification, then the left-to-right LIF attenuation (or attenuation with increasing runtime) of the
spectra shown in Fig. 17 is more consistent with nonuniform window deposits than laser light absorption. Furthermore,
because both NO and the temperature are changing at the same time as the optical path is becoming less transmittant, it
is difficult to utilize these spectra to estimate the temperature of the subsonic region. Nevertheless, since the low-high
rotational quantum number pairs of LIF lines (e.g., oP12(4.5)/oP12(16.5)) around 44061.5 cm-1 and 44054.1 cm-1
correspond to the early and late test time, respectively, the ratios of their peak LIF amplitudes can be compared to the
theoretical ratios to get an estimate of temporal change in the subsonic region temperature. This qualitative evaluation
of the LIF peak amplitude ratio reveals that at early time the temperature is about 400-500K, while at the later time
it increases to about 600-700K. It is difficult to improve the accuracy of these estimates because of the sampling and
physical fluctuations of the spectra.
The final aspect of LIFQWIK is its ability to capture the Doppler shift effects. Doppler shift in PLIF occurs
as a result of detuning of the laser from the precise LIF transition wavelength. The detuning causes an asymmetry
of the visualized flowfield. Figure 18 shows the PLIF and CFI images for the flow field plane located 0.5 inches
downstream of the strut injector and obtained near the oP12(5.5) fluorescence line during scan A. The central images
are tuned to the precise transition line wavelength, whereas left and right images are detuned by about ±0.06 cm-1.
The characteristic asymmetry can be observed in both the PLIF and CFI images. The compressible flow features,
mostly absent in the central tuned images, are also more pronounced in the detuned images.
Figure 19 shows a montage of colorized CFIs of the flow field plane located 0.5 inches downstream of the strut
injector that simulates a scan over an oP12(4.5) fluorescence line. The frequency increases in 0.02 (cm-1) increments
starting with the top left corner image. The central image was obtained using the line’s center frequency of 44061.80
(cm-1). The color scheme has been designed to extend the dynamic range of the visualized flow features as compared
to gray scale. Although the underlying CFD data is not changing in any of the images, the flow visualizations are
clearly altered by the effect of laser detuning. Similar asymmetries have been observed in the experiments.
VIII. Summary and Conclusions
A computationally efficient model for LIF in the weak excitation limit based on previous work by Paul et al.42
and Ivey et al.10 is proposed and evaluated. This LIF model is labeled LIFQWIK because of its ease of implemen-
tation and computational efficiency. The current work provides a detailed overview of this model and its underlying
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Figure 16. A time sequence of several instantaneous PLIF images obtained during scan E near the peak of the
P1(5.5)/P1(12.5) fluorescence line. The boxes on the left side of the middle figure denote the locations of the
image sampling areas used to obtain fluorescence spectra in the AHSTF cabin subsonic region. The large box
denotes the area shown in the previous PLIF images.
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Figure 17. Line plots of the experimental and theoretical fluorescence spectra for scan A versus wavenumber
obtained from laser frequency scans of the flow field 0.5 inches downstream of the strut injector. The exper-
imental spectra were extracted from boxes (a) 1 and (b) 4 in Fig. 16. The temperature used in LIFQWIK as
denoted in the legend.
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assumptions, and verifies its performance for a variety of LIF lines applicable to low-to-moderate (up to about 1000 K)
temperatures in high-speed flow applications. A minor modification to the laser profile submodel is added to account
for a double-peaked laser profile in the current experiments. Model verification data are obtained experimentally by
performing LIF scans in a gas cell, where the gas composition, pressure, and temperature are known. Simultaneously,
LIF scans are performed for the high-speed fuel-air mixing experiment by imaging a flow field plane located 0.5
inches downstream of a high-speed strut injector. Experimental LIF spectra are constructed by analyzing LIF image
sequences using ImageJ. Theoretical spectra are obtained using LIFQWIK, as well as, LIFBASE and LINUS. It is
found that for the current flow conditions all three theoretical models can accurately capture the experimental LIF
spectra. The primary deficiency of LIFQWIK appears to stem from its key simplifying assumption of the Gaussian
laser profile. The experimental data and the other theoretical models agree more closely when a Lorentzian laser
profile is used. LIFQWIK also captures the Doppler shift effects. Combined with the CFD simulation data, LIFQWIK
can provide an efficient method for detailed a priori studies of LIF, its assumptions, and efficacy in a variety of high-
speed flow applications. Furthermore, good agreement between the experimental and theoretical results also provides
increased confidence in utilizing PLIF and CFI obtained with LIFQWIK as a way to verify the CFD simulations for
continued use of PLIF flow visualizations of high-speed injector flow fields under EIMP.
y
z 44058.78 (cm-1) (center freq.) +0.06 (cm-1)-0.06 (cm-1)
PL
IF
yC
FI
Figure 18. Instantaneous (single-shot) PLIF (top row) and CFI (bottom row) images of the flow field plane
located 0.5 inches downstream of the strut injector and obtained near the oP12(5.5) fluorescence line during
scan A. Images to the left and right of center are frequency shifted with respect to the line’s center frequency.
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Figure 19. A montage of colorized CFIs of the flow field plane located 0.5 inches downstream of the strut injector
that simulates a scan over an oP12(4.5) fluorescence line. The frequency increases in 0.02 (cm-1) increments
starting with a top left corner image. The central image was obtained using line’s center frequency of 44061.80
(cm-1).
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Appendix
Table A1. Constants used in the current PLIF modeling approach.
Property Symbol Formula Value Units
Avogadro’s number Na 6.022140857× 1026 atoms/kmole
Universal gas const. Ru 8.314459848× 103 J/(kmoleK)
Boltzmann const. kB RuNa 1.38064852× 10−23 (m2 kg)/(s2K)
Speed of light c 2.997924580× 108 m/s
Planck const. h 6.62607004× 10−34 (m2kg)/s
Molecular weight of oxygen wO 15.9994 kg/kmole
Molecular weight of nitrogen wN 14.00674 kg/kmole
Molecular weight of helium wHe 4.002602 kg/kmole
Mass of oxygen atom mO wONa 2.656762832× 10−26 kg/atom
Mass of nitrogen atom mN wNNa 2.325873860× 10−26 kg/atom
Mass of helium atom mHe wHeNa 6.646476884× 10−27 kg/atom
Mass of nitric oxide molecule mNO mO +mN 4.982636692× 10−26 kg/molecule
Mass of oxygen gas molecule mO2 2mO 5.313525665× 10−26 kg/molecule
Mass of nitrogen gas molecule mN2 2mN 4.651747720× 10−26 kg/molecule
Equilibrium radius of NO re 1.150725× 10−10 m
Equilibrium moment of inertia for
NO
Ie
mNmO
mN+mO
r2e 1.642187794× 10−46 kgm2
Equilibrium rotational const. for
NO
Be
h
8pi2cIe
170.4601 1/m
Vibrational-rotational interaction
const.
αe 1.78 1/m
Effective rotational const. for NO Bv Be − αe(v + 1/2) 169.5701 1/m
Vibrational quantum number of the
transition
v 0
NO fluorescence lifetime37 τNO 192.0 ns
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