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Abstract 
Finding defects in software is a challenging and time and budget consuming task. Minimizing these adverse effects using 
software defect prediction models via guiding testers with defective parts of software system is an attractive research area. 
Previous research emphasized the value of these tools with a mean probability of detection of 71 percent and mean false alarm 
rates of 25 percent. This paper examines software defect prediction and aims to improve prediction results using information 
fusion technique. Results indicate that the prediction results can be improved using Dempster-Shafer Evidence Theory for 
information fusion. 
Software Defect Prediction, Dempster-Shafer Evidence Theory, Information Fusion, Software Engineering 
1. Introduction 
One of the aims of software engineering activities is, cost effective development of high quality software systems 
[1], that is in the narrowest sense can be expressed as defect rate of final product [2]. Finding these defects before 
software have released is important. A defect found after delivery is usually more expensive than a defect found in 
development phase. 
Testing is the main activity of finding defects before software have released and it is the most challenging and 
time and budget consuming task of software life cycle. Another important point with testing is that exhaustive 
testing is impossible to implement. Furthermore for a low budget project or in a project that exceeds schedule, 
testing process may not be done properly. The value of software defect prediction models lies here. These models 
help testers through guiding defective parts of software system. So time and budget requirements can be minimized 
and project managers can allocate limited resources effectively. 
Software defect prediction is a classification problem, used to define that a module is either defect-free or 
defective. Modules mentioned here could be functions as in C or could be methods as in Java. For every module, 
static code attributes that are referred as metrics, are computed from source code and these metrics are passed to the 
prediction model for classifying modules. 
Many researchers have developed wide range of statistical and machine learning models for predicting defective 
modules. Fenton and Neil proposed Bayesian Belief Networks, Guo et al. used Dempster-Shafer networks, Menzies 
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and Neil used naïve Bayes approach, Elish and Elish used support vector machines [3][4][5][6]. A through study on 
this area that is giving a good systematic review of the previous studies, with a specific focus on metrics, methods 
and datasets can be found in [7]. 
Hypothesis of this study is that the prediction performance can be improved by combining different learners' 
results. A similar study that aims to combine results of different learner is conducted by Oral and Bener [8]. They 
suggest combination in abstract level. According to their study if two of three learners indicate that module is 
defective, module is classified as defective. Unlike their study we proposed to combine classifiers in measurement 
level. Learners' results that are between [0, 1] are taken as evidence and combined with Dempster-Shafer evidence 
theory. 
The rest of this paper is organized as follows; in Section 2 fundamental information about Dempster-Shafer 
Evidence theory is given, information about used data and learners, performance assessing measurements and 
experimental design given in section 3-5 respectively. Then results are presented, discussion about the study and 
desired future work followed.  
2. Dempster-Shafer Evidence Theory 
Theory applied on several studies in computer science. Xu and Krzyzak applied theorem to handwriting 
recognition [9]. Panigrahi et al. used theory in a credit card fraud detection system [10]. Ahmadzadeh and Petrou 
used theory for predicting risk of soil erosion [11]. Theory is also used for software defect prediction by Lan Guo et 
al. [4]. In their research, they built Dempster-Shafer Network that is basically a directed graph network. When 
evidence from distinct sources is observed for certain node, they combined these evidences by the Dempster-Shafer 
theory while corresponding nodes are updated and propagated through the network. As a significant difference from 
their study, we did not use theory as a learner. In our study theoretical approach is used for combining evidences 
from multiple learners on deciding defectiveness of modules. 
Dempster-Shafer Theory is a mathematical theory of evidence for the representation of uncertainty. In this 
section brief information will be given to can comprehend combination technique. Details regarding the theory can 
be found in [12].  
Let T  be a finite set of possible hypothesis. This set is referred as the frame of discernment, and its powerset 
denoted by 2 Ƨ. A basic belief assignment (BBA) function m assigns a value between 0 and 1 to every subset A of 
frame of discernment. Sum of this assignments are equal to 1 and any subset A whose BBA is known and not equal 
to zero is called focal element. 
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Basic belief assignments obtained from two different sources is combined with Equation 2. 
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Counterparts for basic belief assignment functions for this study are used machine learning algorithms. Our frame 
of discernment is composed of class values ^ `defectivedefectFree,  and  power  set  of  frame  of  discernment  
is ` ^ ` ^ `^ `^ defecivedefectFreedefective ,,defectFreeØ, . For this study we have neglected ^ `^ defectivedefectFree 
subset. Our possible focal elements are ^ `defectFree  and^ `defective .
3. Data and Learners 
We have used 13 data sets that are belonging to NASA software projects. These datasets reflect the common 
industrial software engineering practice [5] and can be publicly obtained from NASA MDP Repository [13]. In 
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Table 1 used datasets can be seen along with each datasets' module count and actual defect rate information.  
Table 1. NASA MDP datasets 
Dataset Module count Defect Rate (%) 
CM1 505 9.5 
JM1 10878 19.3 
KC1 2107 15.4 
KC3 458 9.3 
KC4 125 48.8 
MC1 9466 0.7 
MC2 161 32.29 
MW1 403 7.69 
PC1 1109 6.94 
PC2 5589 0.4 
PC3 1563 10.2 
PC4 1548 12.2 
PC5 17186 3
Average 3931 13.51 
There are 24 to 44 metrics in each dataset. We have selected 24 metrics that are common to every dataset. Then 
module and error density metrics are removed and error count metric is converted to defect metric which is going be 
used as dependent variable. We have quantized dependent variable according to error count value. If error count is 
bigger  than  zero  than  defect  metric  is  set  to  1,  else  defect  metric  is  set  to  0.  Before  experiments  we  have  21  
independent attributes (metrics) and 1 dependent attribute (class value).  
To apply the idea presented in our hypothesis that aims to combine different features of learners, we have 
selected disparate learners. WEKA, an open source data mining toolkit [14] is used for these learners. Chosen 
learners are an instance based classifier IBk, a decision tree algorithm J.48 which is a JAVA implementation of 
Quinlan's C4.5 algorithm and Naïve Bayes having the best results for software defect prediction in previous studies.  
4. Assessing Performance 
The performance of the learners and the combination method was assessed using Receiver Operator 
Characteristics (ROC) curves. In a ROC curve, x-axis corresponds to probability of false alarm (PF) and y-axis 
corresponds to probability of detection (PD). 
PD is the ratio of accurately labeled defective modules to all defective modules and it is also called as recall or 
specificity. Second one, PF is the measure of misclassified defect-free modules to all defect-free modules. Desired 
prediction result, all defective modules detected with no false alarm is referred as ideal position on a ROC curve. It 
is [0, 1] (PF=0 and PD=1) point and it is very hard to achieve this result. Generally high PD is a case with high PF. 
To balance between PD and PF Menzies and Neil defined balance measure [5].  Balance  is  the  measurement  of  
Euclidean distance from desired point (0, 1) to (PF, PD) in a ROC curve. The formulas for PD, PF and balance is 
given in Equation 3, afterwards the prediction outcomes depending on real class values is shown as a confusion 
matrix on Table 2.  
Table 2. Confusion matrix 
                                                   Actual  Values 
Predicted Values Defect Free Defective 
Defect Free TN FN 
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5. Experimental Design 
Datasets that we have used are composed of numerical attributes. These attributes referred as metrics and have 
exponential distribution with too many small values and few high values. Menzies and Neil showed that using 
logarithmic filter for numerical values improves prediction performance for naïve Bayes [5]. They replaced all 
numeric values with their logarithmic filtered values and to avoid numerical errors with ln(0) all values under 
0,000001 are replaced with 0,000001. However using 0,000001 as floor value expands distribution from negative 
part. When we look at what metrics are and value range that they can take, we see that metrics can take value 0, for 
example loc_comment metric. But a value between 0 and 0.000001 is almost impossible. Therefore we replaced this 
floor value with 0.01 which is the smallest value that we have seen in all datasets. This change narrows the 
distribution and as shown in Section 6 improves prediction performance. For all learners we used these log-filtered 
datasets. 
 We have used 10-fold cross validation. For each data set we have repeated this holdout study 10 times. In order 
to avoid order effects, datasets are randomized before each repetition. Mean prediction result of a dataset is the 
average value of this 10x10=100 experiments. In each experiment evidences from learners are computed for each 
instance of the dataset and then these evidences combined with Demspter-Shafer theory to classify that instance. 
Finally we have applied pair wise t-tests over mean values of each datasets’ 100 experiments in order to determine 
statistical significance of results with Į=0.05. 
A pre-process on learner evidences is done before combination process. In Dempster-Shafer combination if one 
of the evidences is too close to 0 or 1 other learners’ evidence becomes inefficient, no matter what its value. With 
the idea that this is caused by overfitting we changed evidences as if value is higher than 0.9 we made it 0.9, and if 
value is lower than 0.1 we made it 0.1.  
6. Results 
We only consider combination operation that increases the balance value of used learners. This is one case after 3 
combinations of 3 learners, that is naïve Bayes - IBk combination. So we presented only these results. 
Results presented on Table 3, are the average PD%, PF% and balance% values of 100 experiments (repeating 10 
fold cross validation 10 times) for each dataset and the values on last row is the average value of related column. 
As can be seen for all datasets and for average value, information fusion with Dempster-Shafer Theory of 
Evidence yields better balance values than all used learners. To determine significance of results we have applied 
pair wise t-tests with Į=0.05 and found improvement on balance value is statistically significant. 
If  we  analyze  results  in  an  industrial  context  we  will  see  that  method  is  useful.  As  mentioned  in  Section  1  
software defects prediction aims to minimize time and cost requirements. Arisholm and Briand proposed a method 
for cost-benefit analysis [15]. According to their method a random selection of modules on which to apply testing 
would require the testing of X% of the code to detect maximum X% of the defects. In our experiment we have 13 
datasets and average values of module count and defect rate is 3931 and 13.51% respectively. Our proposed method 
detects 77.9% of the defects with 26.8% false alarm rates and tests 1332 modules that is around 34% of all modules. 
According to cost-benefit model we have to test 77.9% of the modules to detect 77.9% of the defects. Our proposed 
method provides nearly 44% reductions on tested module count. 
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Table 3. Each methods average prediction results. 
          Naïve Bayes                   IBk          Dempster-Shafer 
pd pf bal pd pf bal pd pf bal
CM1 73.7 33 70.1 20 7.9 43.1 73.5 30.9 71.1 
JM1 51.9 26.3 61.2 37.9 14 55 58.2 25.6 64.3 
KC1 76.3 33.5 70.9 37.8 8.3 55.6 78.2 30.6 73.4 
KC3 82.7 27.9 76.8 36.1 4 54.7 82.6 26.3 77.6 
KC4 57.2 16.6 67.5 59.3 30.9 63.8 69.5 30.2 69.6 
MC1 82.7 17.3 82.6 47.7 4 54.7 91.2 16.1 87
MC2 64.1 41 61.4 49.9 20.2 61.8 74.8 45.8 63
MW1 63.1 28.8 66.9 16 7.1 40.3 64.5 27.7 68.1 
PC1 71.6 33 69.1 35.8 4.2 54.5 78.2 26.6 75.6 
PC2 66.1 13.5 74.1 4.9 0.2 32.8 71.9 12.2 78.3 
PC3 84 38.7 70.3 38.6 5.8 56.3 87.8 35.1 73.7 
PC4 87.7 38.6 71.3 50.9 5..9 65 93.3 33.7 75.6 
PC5 86.6 7.8 89 47 1.3 62.5 88.7 7.8 90.3 
Average 72.9 27.4 71.6 37.1 8.5 54.5 77.9 26.8 74.5 
We have mentioned that use of 0.01 as a floor value instead of 0.000001 improves prediction results. To examine 
this, average balance results of learners for 13 datasets are represented on Table 4 with both 0.01 and 0.000001. As 
results show use of 0.01 gives 3.3% improvement on average balance results. 
Table 4. Results with 0.01 than 0.000001 
Floor Value Dempster-Shafer 
0.01 74.5 
0.000001 71.2 
7. Conclusion and Future Work 
In this research we have looked at whether we can improve results of software defect prediction with information 
fusion or not. We have used Dempster-Shafer Evidence Theory as information fusion technique and combined 
Naïve Bayes, IBk and J48 learners of WEKA. Experiments performed on 13 NASA datasets. Although we have 
used only NASA datasets, we can say that this study have conducted on a large company scale, since these datasets 
belong to NASA projects developed by contractor companies. 
Results demonstrated that aimed study has succeeded. Also another finding is that the use of 0.01 instead of 
0.000001 in logarithmic filter, improves prediction result with narrowing numerical attribute distribution range. 
A defect prediction method that can be commonly used for most software projects is the desired future work. To 
achieve this we have to overcome deficiencies of this study. We have improved the results, but we also missed a 
point from our hypothesis. That is, different algorithms have different biases and a powerful predictive metric for a 
learner could cause decrease in prediction power of other learner. This is one part of the desired future works, 
choosing best metrics set for each learner. Turhan and Bener have showed that using PCA for subset selection 
improves prediction performance [16]. The other part of the future work is the use of sampling methods to produce a 
training dataset that shelters all features of defective modules. 
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