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Abstract
The aim of this paper is to study the zeros of interval polynomials. The characterization of such zeros is given as a
function of the interval coe1cients and estimates for such zeros are established. Interval polynomials of degree two, three
and four are considered. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Polynomial equations with perturbed coe1cients arise in several areas of engineering sciences, for
instance, in automatic control theory [7], dynamical systems [5] and in control theory [6]. For such
equations it is necessary to study their roots — to decide if they are real or complex — and to
establish a priori estimates — to de<ne regions of the complex plane containing such roots.
Attending to the fact that these equations can be seen as algebraic interval equations — equations
de<ned by interval polynomials — the computation of the roots can be made, in certain cases [3,4],
using the interval arithmetic [1]. However for certain interval equations, the last approach does not
enable us to obtain the desired roots, at least approximately [3]. A di?erent approach needs to be
introduced to attend to this.
In [2], several a priori estimates for the zeros of interval polynomials of degree two were estab-
lished. For that we introduced four real polynomials which had a central role on the proof of the
mentioned estimates. In the present paper our aim is to generalize the results studied in the last
paper to more general, real interval polynomials of degree greater than two, three and four. The
characterization of the zeros of the interval polynomials is obtained as a function of their interval
coe1cients adequately de<ning certain polynomials with real coe1cients.
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The paper is organized as follows. In Section 2 we introduce the notation and the basic de<nitions.
In Section 3, following [2], we study the zeros of second order interval polynomials. In Section 4
we consider the extensions of the results presented in Section 3 to interval polynomial with degree
three. Finally, in Section 5, some extensions are considered for interval polynomial of degree four.
2. Basic denitions
Denition 1. A real interval polynomial with degree n is de<ned by
Pn(x) =
n∑
j=0
Ajxn−j (1)
with A0 = 1, Aj = [a
(1)
j ; a
(2)
j ]⊂R, j = 1; : : : ; n.
Attending to (1) it is easy to see that Pn(x) is a family of polynomials
pn(x) =
n∑
j=0
ajxn−j
with a0 = 1, aj ∈ Aj, j = 1; : : : ; n.
Using the de<nition of the graph of a real function we introduce the graph of a real interval
polynomial.
Denition 2. Let Pn(x) be a real interval polynomial. The graph of Pn(x) is denoted by G(Pn) and
is given by
G(Pn) = {(x˜; y˜) ∈ R2: ∃pn(x) ∈ Pn(x); y˜ = pn(x˜)}:
In the next lemma we characterize the graph of a real interval polynomial Pn(x) using the graphs of
certain real polynomials called boundary real polynomials. In order to do that, let q+(x); r+(x); q−(x);
r−(x) be de<ned by
q+(x) =
n∑
j=0
q+; jxn−j; r+(x) =
n∑
j=0
r+; jxn−j;
q−(x) =
n∑
j=0
q−; jxn−j; r−(x) =
n∑
j=0
r−; jxn−j (2)
with
q+;0 = r+;0 = q−;0 = r−;0 = 1; q+; j = a
(2)
j ; r+; j = a
(1)
j ; j = 1; : : : ; n
and
q−; j =
{
a(2)j if n− j is even;
a(1)j if n− j is odd
r−; j =
{
a(1)j if n− j is even;
a(2)j if n− j is odd:
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Lemma 1. Let Pn(x) be the real interval polynomial given by (1). The graph of Pn is given by
G(Pn) = {(x; y) ∈ R2: (r+(x)6y6q+(x) if x¿0)
and (r−(x)6y6q−(x) if x¡0)}
with q+(x); r+(x) and q−(x); r−(x) given by (2).
Denition 3. Let Pn(x) be a real interval polynomial. The kernel of Pn(x) is denoted by N(Pn) and
is given by
N(Pn) = {x˜ ∈ C: ∃pn(x) ∈ Pn(x); pn(x˜) = 0}:
In this paper our aim is to characterize the kernel of Pn(x). In [2] the problem was partially solved
for real interval polynomials of degree two. In the next section we completely characterize N(P2).
3. Interval polynomials of degree two
In order to simplify the notation we consider
P2(x) = x2 + Ax + B
with A= [a1; a2], B= [b1; b2]⊂R.
Given an interval polynomial P2(x), in the <rst part of this section we decide if the zeros of P2(x)
are real or complex. The answer depends on the nature of the coe1cients A and B.
The Sturm sequence of
p2(x) = x2 + ax + b
for a ∈ A, b ∈ B, is
s1(x) = x2 + ax + b;
s2(x) = 2x + a;
s3(x) =
a2 − 4b
4
:
Let S(a; b) and S be, respectively,
S(a; b) =
a2 − 4b
4
; (3)
and S = {(a; b) ∈ R2: S(a; b) = 0}. Attending to the behaviour of S(a; b) we have the following
result:
Theorem 1. Let P2(x) and R0 be
1. P2(x) = x2 + Ax + B with A= [a1; a2]; B= [b1; b2]⊂R;
2. R0 = {(a; b) ∈ R2: S(a; b)¡0};
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and S(a; b) given by (3).
1. If A× B⊂R0 then N(P2)⊂C− R;
2. If A× B⊂R2 −R0 then N(P2)⊂R;
3. If A× B ∩S 	= ∅ then N(P2) = I ∪ C with I ⊂R; I 	= ∅, and C ⊂C− R.
The next result was presented in [2]. By (a; b) and B we denote, respectively,
√
a2 − 4b and
the closed ball of the complex plane centered at zero with radius .
Theorem 2. Let P2(x) be the following interval polynomial P2(x)=x2+Ax+B with A=[a1; a2]; B=
[b1; b2]⊂R and a1¿0.
1. If b260 then N(P2) = X1 ∪ X2; with
X1 = [− 12 (a2 + (a2; b1));− 12 (a1 + (a1; b2))]¡0;
X2 = [12 (−a2 + (a2; b2)); 12 (−a1 + (a1; b1))]¿0:
2. If b2¿0 and S(a; b)¿0 for all (a; b) ∈ A× B then
N(P2) = X1 ∪ X2
with
X1 = [− 12 (a2 + (a2; b2));− 12 (a1 + (a1; b1))];
X2 = [12 (−a2 + (a2; b1)); 12 (−a1 + (a1; b2))]:
3. If b1¿0 and S(a; b)¡0 for all (a; b) ∈ A× B then
N(P2)⊆(Bmax −Bmin ) ∩
[
−a2
2
;−a1
2
]
× R;
with
max = 1 + max{a2; b2};
min =
b1
b1 + max{1; a2} :
4. If b2¿0 A× B ∩S 	= ∅ then
N(P2) =N(Q1) ∪N(Q2) ∪N(Q3);
where
N(Q1) =−[
√
Mb1;
√
Mb2];
N(Q2)⊆(Bmax −Bmin ) ∩
[
−
√
Mb2;−a12
]
× R;
N(Q3) = X3 ∪ X4;
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max = 1 + max{2
√
Mb2; b2};
min =
b1
b1 + max{1; 2
√
Mb2}
;
Mb1; Mb2 are such that [ Mb1; Mb2] is the interval with minimum width containing all Mb ∈ B such that
a2 = 4Mb for some a ∈ A; and
X3 = [− 12 (a2 + (a2; b1));−
√
Mb2];
X4 = [−
√
Mb1; 12 (−a2 + (a2; b1))]:
In the last result the characterization of N(P2) for interval polynomials P2(x) = x2 + [a1; a2]x +
[b1; b2] with a1¿0 was given. The characterization of N(P2) for a260 was obtained in [2]. Com-
bining these two characterizations we easily get the nature of N(P2) when a1¡0¡a2.
The characterization of N(P2) was obtained using auxiliary real polynomials for which we know
the zeros. For interval polynomials of degree greater than two, the same procedure can be used. In
fact, let Pn(x) (n¿3) be an interval polynomial of degree n. Associated with this interval polynomial
we have the auxiliary real polynomials q+(x); r+(x); q−(x) and r−(x) for which we know the zeros
or at least approximately. Attending to that, an a priori estimate for N(Pn) can be established.
In the following section we characterize the zeros of all interval polynomials of degree three as
functions of their coe1cients.
4. Interval polynomials of degree three
Let us consider the following interval polynomial
P3(x) = x3 + Ax + B
with A = [a1; a2]; B = [b1; b2] ∈ R, and p3(x) ∈ P3; p3(x) = x3 + ax + b ∈ P3(x). Associated with
p3(x); a 	= 0, we have the following Sturm sequence
s1(x) = x3 + ax + b;
s2(x) = 3x2 + a;
s3(x) =−23ax − b;
s4(x) =−274
b2
a2
− a:
Let S(a; b) be given by
S(a; b) =−27
a2
(
b2
4
+
a3
27
)
: (4)
Using the Sturm sequence and attending to the behaviour of S(a; b) we easily establish the next
result.
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Theorem 3. Let P3(x) and R0 be
1. P3(x) = x3 + Ax + B with A= [a1; a2]; B= [b1; b2]⊂R;
2. R0 = {(a; b) ∈ R2: S(a; b)¿0};
and S(a; b) given by (4). If A × B⊂R0 then N(P3)⊂R else N(P3) = I ∪ C with I ⊂R; I 	= ∅,
and C ⊂C− R.
In the following we use the notations
S∗(a; b) =
b2
4
+
a3
27
;
and, for p(x) = x3 + ax + b; b 	= 0, we represent by p and |p| the following:
p =
1
3
arctg
−2√|S∗(a; b)|
b
; |p|=
√
b2
4
+ |S∗(a; b)|:
We also consider
i;  ∈
{
2|| cos();−2|| cos
(
 − 3
)
;−2|| cos
(
 +

3
)}
with
1; ¡2; ¡3; 
for  ∈ {q+; r+; q−; r−}.
If b= 0 then p(x) = x3 + ax and their zeros can be easily obtained.
Theorem 4. Let P3(x) be the interval polynomial P3(x) = x3 + Ax + B with A = [a1; a2]; B =
[b1; b2]⊂R; b1¿0, and such that
A× B ∩ {(a; b): S(a; b) = 0}= ∅: (5)
(I) If A× B is such that S(a; b)¿0 for all (a; b) ∈ A× B, then
N(P3) = [1; q− ; 1; r−] ∪ [2; r+ ; 2; q+] ∪ [3; q+ ; 3; r+]: (6)
(II) If A× B is such that S(a; b)¡0 for all (a; b) ∈ A× B and a1¿0 then
N(P3)⊆ [q− ; r−] ∪ C (7)
with
 ∈
{
2|| cos();−2|| cos
(
 +

3
)
;−2|| cos
(
 − 3
)}
such that
() = 0
for  ∈ {r−; q−}, and
C =Bmax −Bmin ; (8)
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with
max = 1 + max{a2; b2};
min =
b1
b1 + max{1; a2} :
(III) If A× B is such that S(a; b)¡0 for all (a; b) ∈ A× B and a2¡0 then
N(P3)⊆ [q+ ; r+] ∪ C (9)
with
 ∈
{
2|| cos();−2|| cos
(
 +

3
)
;−2|| cos
(
 − 3
)}
such that
() = 0
for  ∈ {q+; r+}, and
C =Bmax −Bmin
with
max = 1 + max{|a1|; b2};
min =
b1
b1 + max{1; |a1|} :
Proof. (I) From Theorem 3, if S(a; b)¿0 for all (a; b) ∈ A×B then p3(x)= x3 +ax+b ∈ P3(x) has
only real zeros and so N(P3) is a real set computed using the zeros of q+; r+; q− and r− which
are i; ; i = 1; 2; 3, and for  ∈ {q+; r+; q−; r−}.
(II) If P3(x) is such that for all (a; b) ∈ A × B; S(a; b)¿0 then, from Theorem 3, N(P3) is the
union of a real interval with a subset of the complex plane being the <rst one computed using the
real zeros of q− and r− and the second one estimated by (8) attending to the fact that if x∗ is a
zero of p(x) = x3 + ax + b then(
1 + max
(a; b)∈[a1 ; a2]×[b1 ; b2]
a
b
)−1
¡|x∗|61 + max
(a; b)∈[a1 ; a2]×∈[b1 ; b2]
{a; b}: (10)
The proof of III is analogous to the last one.
In the following result we characterize N(P3) for interval polynomials P2(x) = x3 + Ax+ B such
that
A× B ∩ {(a; b): S(a; b) = 0} 	= ∅: (11)
Denition 4. Let [ Mb1; Mb2]⊆B be the interval of minimum width such that for Mb ∈ [ Mb1 Mb2] the equation
S(a; Mb) = 0
has a solution in A, and let Ma1 and Ma2 be such that
S( Ma1; Mb1) = 0; S( Ma2; Mb2) = 0:
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From Theorem 4 we easily get the following result.
Corollary 1. Let P3(x) be the interval polynomial P3(x) = x3 + Ax + B with A = [a1; a2];
B = [b1; b2]⊂R; b1¿0, and such that condition (11) holds. Assuming that [ Ma2; Ma1]⊂ [a1; a2] we
have
N(P3)⊆ I1 ∪ I2 (12)
with
I1 = [1; q− ; 1; r−] ∪ [2; r+ ; 2; q+] ∪ [3; q+ ; 3; r+]
being i;  (i = 1; 2; 3);  ∈ {q+; r+; q−; r−} and q+; r+; q−; r− computed using (I) of Theorem 4 for
[a1; Ma2]× [b1; b2] and
I2 = [q+ ; r+] ∪ C
with
 ∈
{
2|| cos();−2|| cos
(
 +

3
)
;−2|| cos
(
 − 3
)}
such that
() = 0
for  ∈ {q+; r+}, being q+; r+ computed using [ Ma2; a2]× [b1; b2] and
C =Bmax −Bmin
with
max = 1 + max{| Ma2|; b2};
min =
b1
b1 + max{1; | Ma2|} :
We remark that Theorem 4 and Corollary 1 were established assuming that b1¿0. These results
can be easily established for b260.
Example 1. The kernel of the interval polynomial
P3(x) = x3 + [− 5;−1]x + [1; 2];
with the graph plotted in Fig. 1 is the union of a complex set with a real set.
Remark 1. Let P3(x) be
P3(x) = x3 + A1x2 + A2x + A3
with Ai = [a
(1)
i ; a
(2)
i ]; i = 1; 2; 3.
We observe that p3(x) = x3 + a1x2 + a2x + a3 ∈ P3 is equivalent to q(y) = y3 + ay + b with
y = 3x + a1 for some a ∈ A and b ∈ B.
Using Theorem 4 and Corollary 1 we compute the kernel of y3 + Ay + B and so we easily get
an estimate for N(P3).
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Fig. 1.
4.1. Interval polynomials of degree four
Attending to the fact that we can easily characterize the zeros of p(x) = x4 + ax2 + b, in this
section we consider interval polynomials of degree four of the following type
P4(x) = x4 + Ax2 + B
with A= [a1; a2], B= [b1; b2]⊂R. Let p4(x) be in P4(x), and p4(x) = x4 + ax2 + b with a ∈ A and
b ∈ B. Associated with p4(x), a 	= 0, b 	= 0, we have the following Sturm sequence:
s1(x) = x4 + ax2 + b;
s2(x) = 4x3 + 2ax2;
s3(x) =− 12ax2 − b;
s4(x) =
(
8
b
a
− 2a
)
x;
s5(x) = b:
Let S(a; b) be
S(a; b) =
2
a
(4b− a2): (13)
Studying the signal variation of the Sturm sequence we have the following result.
Theorem 5. For the interval polynomial P4(x)= x4 +Ax2 +B with A=[a1; a2], B=[b1; b2]⊂R, the
following holds:
1. If A× B⊂{(a; b) ∈ R2: a¡0; b¿0; S(a; b)¿0} then
N(P4)⊂R;
2. If A× B⊂{(a; b) ∈ R2: b¡0} then
N(P4) = I ∪ C
with I ⊂R, I 	= ∅; and C ⊂C− R;
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3. If A× B⊂{(a; b) ∈ R2: (a¡0; b¿0; S(a; b)¡0) or (a¿0; b¿0)} then
N(P4)⊂C− R:
In the next result we characterize the kernel of P4(x) when
A× B ∩ {(a; b) ∈ R2: S(a; b) = 0}= ∅ (14)
for a2¡0, and we use the notation
+(a; b) =
√
1
2 (−a+
√
(a; b))
and
−(a; b) =
√
1
2 (−a−
√
(a; b)):
Theorem 6. For the interval polynomial P4(x)= x4 +Ax2 +B with A=[a1; a2], B=[b1; b2]⊂R, the
following holds:
(I) If A× B⊂{(a; b) ∈ R2: a¡0; b¿0; S(a; b)¿0} then
N(P4) = [− +(a1; b1);−+(a2; b2)] ∪ [− −(a2; b2);−−(a1; b1)]
∪[−(a1; b1); −(a2; b2)] ∪ [+(a2; b2); +(a1; b1)]: (15)
(II) If A× B⊂{(a; b) ∈ R2: a¡0; b¿0; S(a; b)¡0} then
N(P4) =Bmax −Bmin
with
max = 1 + max{|a2|; b2}; min = b1b1 + max{1; |a2|} :
(III) If A× B⊂{(a; b) ∈ R2: a¡0; b¡0; S(a; b)¿0} then
N(P4) = I ∪ C
where
I = [− +(a1; b1);−+(a2; b2)] ∪ [+(a2; b2); +(a1; b1)]
and
C =Bmax −Bmin
with
max = 1 + max{|a1|; |b1}; min = b2b1 + max{1; |a1|} :
An analogous result holds for a1¿0.
Attending to the last result makes it easy to characterize N(P4) for interval polynomials P4(x)=
x4 + Ax2 + B such that
A× B ∩ {(a; b): S(a; b) = 0} 	= ∅: (16)
In order to do that let us consider De<nition 4 for S(a; b) given by (13).
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Fig. 2.
Corollary 2. Let P4(x) be P4(x) = x4 + Ax2 + B with A= [a1; a2], B= [b1; b2], a2¡0 and such that
condition (16) holds. Assuming that [ Ma2; Ma1]⊂ [a1; a2] we have
N(P4)⊆ I1 ∪ I2
with I1 and I2 given by Theorem 6 respectively by (I) for [a1; Ma2] × [b1; b2] and (II) for [ Ma2; a1] ×
[b1; b2].
Example 2. The kernel of the interval polynomial
P3(x) = x4 + [− 5;−1]x2 + [2; 3];
with the graph plotted in Fig. 2, is the union of a complex set with a real set.
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