Abstract-The use of state-of-the-art 3G cellular CDMA technologies in a utility owned AMI network results in a large amount of control traffic relative to data traffic, increases the average packet delay and hence are not an appropriate choice for smart grid distribution applications. Like the CDG, we consider a utility owned cellular like CDMA network for smart grid distribution applications and classify the distribution smart grid data as scheduled data and random data. Also, we propose SMAC protocol, which changes its mode of operation based on the type of the data being collected to reduce the data collection latency and control overhead when compared to 3G cellular CDMA2000 MAC. The reduction in the data collection latency and control overhead aids in increasing the number of smart meters served by a base station within the periodic data collection interval, which further reduces the number of base stations needed by a utility or reduces the bandwidth needed to collect data from all the smart meters. The reduction in the number of base stations and/or the reduction in the data transmission bandwidth reduces the CAPital EXpenditure (CAPEX) and OPerational EXpenditure (OPEX) of the AMI network. The proposed SMAC protocol is analyzed using markov chain, analytical expressions for average throughput and average packet delay are derived, and simulation results are also provided to verify the analysis.
SMAC: A Soft MAC to Reduce Control Overhead and Latency in CDMA-Based AMI Networks appropriate communication technology for different smart grid applications has been debated a lot in the recent past. In a recent study, a reliable source compared the key characteristics of different communication and networking technologies like RF mesh, PLC and 3G cellular and concluded that 3G Cellular CDMA Technologies (3GCCT) provide an advanced and cost effective solution for smart grid communications [2] . The main reason for this is that the 3GCCT gives ubiquitous coverage, high reliability, high capacity and data rates, robust security, low cost of ownership, high performance and high scalability. Also, there exists other research studies that support this argument [3] , [4] . Grayson-Collin Electric Cooperative (GCEC) in Texas and Duck River Electric Membership Corp (DREMC) in Tennessee have promulgated that they have decided to use cellular communications for Advanced Metering Infrastructure (AMI) [5] , [6] . But it is unclear if they are using 3GCCT or LTE based communication. All the above mentioned research studies and real life implementations considered commercial cellular networks and specifically [3] , [4] and [1] support the use of commercial 3GCCT for smart metering application. On the other hand Alliander, a utility in the Netherlands built a private CDMA2000 (1xEV-DO) based wireless network in 450 MHz band to address its communication needs for smart metering and other smart grid applications [1] . Alliander studied the economics of 450 MHz band for AMI and concluded that building a private network in the 450 MHz or other lower frequency bands (Section II) not only offers gain in terms of coverage, service quality and control but also economical compared to using a commercially offered cellular service from GSM, GPRS, CDMA or LTE [7] .
Another research study from Ericsson, a major telecom equipment provider, says that the reasons for a utility using a commercial or a private wireless network for smart metering is nontechnical and depends on if utility can recover CAPEX and OPEX [8] . This reasoning seems to be logically correct, as the mid and small sized utilities like GCEC and DREMC, which serve tens of thousands of customers have opted for commercial cellular service whereas a larger utility like Alliander that serves millions of customers built their own network.
In this research work, we do not debate on using a commercial or a private network for smart metering. Also, in this work, we do not argue about using 2G or 3G or 4G technology for smart metering network. Rather, like [1] we assume a private CDMA based smart meter network and propose SMAC, a soft MAC protocol to reduce the latency and control overhead in smart meter data collection. We classify the data collected by an AMI network as scheduled data and random data (Section II).
TABLE I GLOSSARY
The novelty of the SMAC protocol lies in its ability to change its mode of operation based on the type of the data being collected i.e., SMAC employs SDMAC 1 for scheduled data collection and OTRA-THS MAC for random data collection. To the best of our knowledge, none of the previous research works considered different MAC layer schemes for scheduled and random data collection. Although a 3GCCT like CDMA2000 satisfies the requirements of smart grid applications, an analysis on the use of the current state of the art 3GCCT for smart grid applications give an indication that their usage results in a high percentage of control overhead and hence higher latency in data transfer (Section III). On the other hand, the proposed SDMAC schedules the UL smart meter data transmissions and reduces the number of collisions, retransmissions, control overhead and packet delays. Also, the scheduled transmissions of the SDMAC increases the number of simultaneous smart meters transmissions. Smart meter data is expected to be collected periodically with a time interval as low as 15 mins [9] , [10] . Within the 15 mins interval, the number of smart meters served by a base station with the SDMAC approximately increases linearly with the number of simultaneously supported smart meters. If the number of smart meters served by a base station increases, the number of base stations required to collect data from all the smart meters served by a utility reduces, which reduces the CAPEX and OPEX of the AMI network. On the other hand, if 1 Please refer to Table I for abbrevations. the number of smart meters served by a base station is kept constant, the reduction in collisions and retransmissions reduces the bandwidth needed to serve the users. Bandwidth is an expensive quantity which costs in the range of 100's of Millions to Billions of dollars. So, the reduction in bandwidth reduces the CAPEX and OPEX of the network. To summarize, the following is the main contribution of this work:
We The remainder of the paper is organized as follows: Section II describes the system model and the types of data handled by the AMI network. The control overhead and latency issues associated with the use of 3G/4G technologies for distribution side smart grid data collection are discussed in Section III. The proposed MAC layer schemes i.e., SDMAC and OTRA-THS are explained in Section IV. In Section V, average throughput and average packet delay expressions are derived using markov chain analysis. Time Hierarchical Scheme (THS) and Optimum Transmission Rate Adaption features of OTRA-THS MAC are explained respectively in Section VI and Section VII. Simulation results and discussions are provided in Section VIII. Section IX compares the performance of the proposed MAC layer schemes with CDMA2000 MAC. In Section X, related work is discussed. Section XI explains the CAPEX and OPEX savings offered by the proposed SMAC. Section XII concludes the paper.
II. PRELIMINARIES

A. System Model
As shown in Fig. 1 , we assume a two layered communication architecture for the AMI network. The control center collects the data from the smart meters and the Data Aggregation Point (DAP) acts as a relay between the smart meter and the utility. We assume that the AMI network employs a non-TCP/IP based wireless network between the smart meters and the DAP and a traditional TCP/IP based wired/wireless network between the DAP and the utility. The non-TCP/IP based communication is only employed on the wireless portion of the network between smart meter and DAP. We assume that each DAP employs a local data base server and upon request, the local database sends data to the central data base at the utility control center via TCP/IP core network. When ever a smart meter sends a packet via non-TCP/IP based wireless network, it receives ACK from the local data base at the DAP. The time interval of smart meter data collection can be as low as 15 minutes.
We consider a DS-CDMA based AMI network consisting of a single BS, serving SMs that are uniformly distributed in a radius of . Let be the length of the spreading code. As the smart meters are stationary, we assume a closed loop power control system that operates at a lower frequency of 100 Hz. For the purpose of analysis, both AWGN and multipath Rayleigh fading channel are considered. We also considered the out-of-cell interference from six neighboring cells. It is assumed that the base station employs rake receiver with perfect channel estimation. MRC is used to combine the output signals from rake receiver. We assume the DL channel to be delay and error free. COST 231 Walfisch-Ikegami Propagation Model is used for path loss calculations. Also, as the smart meters are stationary, we ignore Doppler shift in our analysis.
B. Data Types
Taking into account all the distribution side smart grid applications, the data handled by the AMI network can be divided into two categories: 1) Scheduled Data: If the time of origination of a data transmission from a smart meter is known in advance, those data are categorized as scheduled data. Examples of scheduled data are customer power consumption data and DRMS data. Scheduled data frame format is as shown in Fig. 2 .
2) Random Data: If the time of arrival of the data to the DAP is unknown and occurs randomly, that data are categorized as random data. Power outage data is an example of random data. Random data frame is as shown in Fig. 3 .
Power outage is considered as a rare event in most of the developed countries in North America and Europe. On the other hand, power consumption and DRMS data transfer occurs periodically with a time interval of 15 minutes. Therefore, we can consider that the scheduled data contributes to a high percentage of the traffic in the AMI network and the percentage of random traffic is relatively small .
III. COMMERCIAL 3G/4G ISSUES
As mentioned earlier, according to [2] the current cellular technologies seem to be a good choice for smart grid applications. In this section, we argue that the 3G/4G technologies are not an appropriate choice for smart grid applications. The main issues of using the current state of the art 3G/4G cellular technologies for smart grid applications are as follows:
A. RACH Transmission Issues
In 3G/4G technologies, a wireless device acquires communication resources via random access procedure, which involves RACH transmissions, possible collisions and retransmissions. In 3G WCDMA, RACH delay is of the order of few hundreds of msec [11] , CDMA2000 EV-DO RACH delay is around 1-3 seconds [12] and in 4G LTE, depending on the traffic volume, the delay can vary from 10 msec to 30 msec [9] , [13] . As discussed in Section II, a high percentage of the smart meter data transmissions can be scheduled. The proposed MAC layer schemes (Section IV) leverage the information related to the time of occurrence of the data transmissions to avoid the RACH overhead and delay.
B. TCP/IP Data Overhead and ROHC Compression Issues
3G/4G cellular technologies i.e., CDMA 2000, WCDMA and 4G LTE employ a TCP/IP based data protocol stack [14] . The header overhead of TCP/IPV4 and TCP/IPV6 is 40 bytes and 60 bytes respectively. The data transfers involving distribution side smart grid applications is very low i.e., less than 100 Bytes [15] . Hence, the overhead contribution from TCP/IP protocol can be significant. 3G/4G cellular technologies use ROHC, which renders the overhead to be negligible [16] , [17] . The working principle of ROHC is as follows: once the TCP/IP connection is established between the source (smart meter, mobile etc) and destination (database server, web server etc.), ROHC observes the first few packets (1 to 2) and then applies the compression for the remaining packets. As the data size involving distribution side smart grid applications is very low [15] , ROHC may not be applicable to smart grid data transfers. So, the TCP/IP header of the smart grid data packets may not be compressed. Please refer to [16] , [17] for a detailed description of ROHC.
TCP employs a 3-way handshake for connection establishment (SYN,SYNC-ACK,ACK) and connection termination (FIN,FIN-ACK,ACK) between a source and a destination. In order to transfer 25 Bytes of customer power consumption data from smart meter to DAP and receive an ACK (68 bytes) from database server at the control center, six additional packets have to be transferred. Using the Wireshark network packet analyzer, we found that the TCP/IP connection establishment/termination packet sizes are 68 Bytes (60 Bytes TCP/IPV6 Header + 8 Bytes data) [18] . So, using 3G/4G technologies the total data transferred is 561 Bytes, resulting in an overhead of 536 Bytes i.e., 2144%. It is obvious from this simple analysis that the use of TCP/IP results in a very large control overhead for smart grid applications. Undoubtedly, TCP offers reliability in data transfer but the overhead associated with it has to be taken into account while using it for small size data transfer applications.
TCP/IP based communication is appropriate for cellular data services as the mobile applications communicate with multiple TCP/IP servers around the globe. On the other hand, SMs communicate with a single database server at the DAP and hence IP based communication may not be needed for SM data transfers. Therefore, as described in Section II, we assume a non-TCP/IP based communication between a SM and DAP, which has the potential to reduce the control overhead and packet delays on the wireless portion of the network. IV. SMAC DESIGN The main objective of the proposed SMAC is to reduce the control overhead and packet delays. As mentioned earlier, SMAC uses SDMAC for scheduled data collection and OTRA-THS MAC for random data collection. SDMAC exploits the known time of occurrence of SM data transmissions on the UL and collects the data without RACH transmissions, collisions and retransmissions. This reduces the overhead and packet delays in data collection. OTRA-THS MAC employs optimal transmission rate adaptive and time hierarchical schemes to reduce the power outage data traffic during an outage. The system model is described in Section II-A. In this section, the details of SDMAC and OTRA-THS MAC are presented.
A. SDMAC
The proposed SDMAC is a variant of the cellular CDMA-MAC. Therefore, we explain the operation of the SDMAC by comparing with cellular CDMA-MAC. The main differences between the cellular CDMA-MAC and the SDMAC are as shown in Fig. 4 . The system initialization, system idle and traffic channel states are the same whereas the behavior of the system access state is different between the AMI and cellular networks. Unlike the CDMA MAC, which incurs RACH overhead and latency for data transfer in system access state, the proposed SDMAC exploits the knowledge of the time of occurrence of the SM data transmissions and obviates the RACH transmissions in scheduled data collection.
In order to achieve the time scheduled transmissions, two questions are needed to be answered. They are: How are resources allocated for smart meter data transmissions? and How is long term synchronization and precise timing maintained for smart meter scheduled transmissions?
In CDMA based systems the resource used for data transmissions is spreading code. If a smart meter with a unique identification number is scheduled to send data to the DAP in the frame number . The variables and can be hashed to select a unique spreading code from codeword list for UL transmission. As the DAP has the prior knowledge of the UL transmission from the SM, it can use the same hashing algorithm to select the spreading code for the purpose of despreading. In SDMAC, two levels of synchronization are required for scheduled data transmission, they are Coarse Frame Level Synchronization (CFLS) and Frame Number Synchronization (FNS). SM uses FNS to identify its data transmission frame and CFLS to know the starting point of the frame. In cellular CDMA networks, UL transmissions are chip asynchronous i.e., the transmission on the UL can be off by few chips from the start of the frame.
In any cellular network, a MS (active/inactive) is always in synchronization with the BS. BS informs the MS about a call arrival by sending a message on the FPCH. A cellular network generally contains multiple FPCHs and each FPCH is further divided into frames. So, every MS is assigned a paging frame on a specific FPCH. QPCH is used to inform MSs about the existence of a message in the next slot of a FPCH. MS monitors the QPCH and decodes the FPCH message (ex: call arrival) in the next slot only if QPCH indicates the existence of a FPCH message. So, MS periodically monitors QPCH every few 100's of milliseconds. In other words, MS is always in synchronization with the BS. Similar to cellular CDMA, we assume that the CDMA based AMI network also employs FPCH to convey information on the DL from DAP to the SM. Hence, AMI network like cellular CDMA maintains synchronization between SM and DAP and do not experience any long term synchronization issues.
As described above, a MS monitors the DL QPCH every frames for call arrival message from the BS. Here is a design parameter and is decided by the cellular network operator but it is of the order of few tens to hundreds of frames. In 3GPP WCDMA, at the MS, UL frame transmission takes place approximately chips after the reception of the DL frame [19] . Thus, 3GPP WCDMA maintains UL CFLS. Similar to a MS in 3GPP WCDMA, we assume that the SM in a utility owned private CDMA network maintains UL CFLS with the BS. Let us assume that a SM is scheduled to transmit its packet in UL frame and the DL FPCH frame assigned to the SM is close to UL frame i.e., next UL frame after monitoring the DL FPCH frame is frame. If a fixed value is selected for all the SMs, the value of chips can also be fixed for all the SMs. Fig. 6 illustrates synchronization for two different values of . In Fig. 6 , if FPCH message is sent in DL Frame (DLF1) and , then the SM transmits the packet in UL frame ULF2. On the other hand, if , SM transmits packet in UL frame ULF3. The number of chips depends on the value of and it is different for and . The lower the value of , the lesser the clock drift between BS and SM. The DL FPCH/frame number and UL scheduled data frame can be assigned to the SMs by the network designer to minimize the value of . Thus, in SDMAC, a combination of aids in FNS. In 3G CDMA, multiple UL transmissions are allowed in a single time slot. Assuming that a 50 SMs can transmit successfully on the UL in a single time slot, 50 DL notifications can be made in a single FPCH frame in CDMA based AMI network. On the other hand, in legacy 3G CDMA, RACH based transmissions can lead to collisions, retransmissions when a large number of unscheduled SMs transmit simultaneously. Assuming a successful RACH transmission on the first attempt and there are no collisions and retransmissions, each SM data transmission in legacy 3G CDMA incurs an overhead of atleast one UL RACH resource request packet and one DL resource grant packet. Whereas SDMAC requires one DL FPCH message transmission per 50 SMs. Hence, compared to the legacy 3G CDMA MAC, SDMAC reduces the overhead. Taking collisions and retransmissions into consideration, the control overhead reduction offered by the SDMAC will be significantly higher compared to legacy 3G CDMA.
Based on the methodology used to select the spreading codes, we propose two different SDMACs. They are Frame and Channel Reserved (FCR) MAC and Frame Reserved and Random Channel (FRRC) MAC. In FCR MAC, as described above, a hashing algorithm is used for selecting the spreading code whereas as in FRRC MAC, a SM randomly selects a spreading code from the code word list. In both the MACs, an UL frame is reserved for a SM for scheduled data transmission.
B. OTRA-THS MAC
As mentioned before, SMAC employs OTRA-THS MAC for random data collection i.e., power outage data. In SMAC, when scheduled data is being collected, all the available channels are used as data channels and at all other times, the channels are treated as RACHs. This is possible because SMs do not transmit both power consumption and power outage data at the same time. If SMs are scheduled for power consumption data transmission at the time instance and an outage occurs at the same time , SMs transmit outage data in the scheduled time slots instead of power consumption data.
Whenever a power outage occurs, smart meters randomly select one of the available channels and transmit the packet at a transmission rate . OTRA scheme controls the transmission rate of the smart meters such that the average number of UL simultaneous transmissions in any time slot are less than or equal to the number of available channels. In other words, OTRA feature helps in increasing the probability of a successful transmission, reduces the number of collisions and retransmissions, which aids in minimizing the mean time to collect the power outage data from all the SMs. On the other hand, THS exploits the power system network architecture and reduces the outage traffic load. Both the OTRA and THS features of the proposed MAC results in a power outage data collection latency that is 1/10th of the power outage data collection latency of the 3GCCT. The operation of OTRA-THS MAC is explained in detail in Sections VI and VII.
V. MARKOV CHAIN ANALYSIS
In this section, markov chain analysis is used to derive the average throughput and the average packet delay.
A. FCR MAC
As discussed in the above section FCR MAC schedules the time slot for the packet transmission and the transmission channel(spreading code) for the packet. The markov chain of FCR MAC is as shown in Fig. 5 . A state 'n' of a markov chain is defined by two parameters . Here is the number of users in retransmission state and is the number of users in the queue. As discussed in above section, in a given time slot, smart meters are scheduled for transmission. If the number of channels are limited to , then the maximum number of possible retransmissions are . Hence, the range of is . If there are more than smart meters are in retransmission state, they are stored in queue at the base station and are are allowed for retransmission when there are free channels available for transmission. Assuming that the queue size is , if the number of smart meters in retransmission state exceed , the remaining smart meters are dropped and are not scheduled in future. The range of is . The total number of states in the markov chain is given by (1) at the bottom of the page. In the first case, when , the markov chain states are , , . In the second case i.e., when , the markov chain has only one state i.e., . The one step transition probabilities from state to state in markov chain of Fig. 5 is given by (2) at the bottom of the page. In (2),
. Let the number of bits in a packet be and let be the error correction capability of the coding scheme. Assuming that the BER of each bit is i.i.d, the PSR is given by (3) . (3) Here is the bit success rate and , probability of bit error is given by (4). Let be the probability transition matrix and denote the steady-state probability vector, which is obtained from (5) (6) 1) Average Throughput: Average Throughput is defined as the number of packets successfully transmitted by the network in a given time slot. It is given by (7) . (7) 2) Average Packet Delay: Avg packet delay is the delay in the transmission of a packet from head of the line of the queue until the ACK is received at the transmitter. Avg packet delay in terms of the number of time slots is given as follows (8) G is the offered load and it is given by (10).
(10)
B. FRRC MAC
In FRRC MAC, the time slot for packet transmission is scheduled but the spreading code (channel) is not allocated ahead of time. A smart meter randomly selects a spreading code from the code word list and transmits the packet. Assuming that the received signal power at the BS from all the smart meters is same, if two smart meters transmit using the same spreading code, collision occurs. At the receiver, the received packet is correlated with all the available spreading codes for despreading. The markov chain is same as that of the FCR MAC but the transition probabilities change. The one step transition probabilities from state to state in FRRC MAC is given in (17) at the bottom of the next page. In (17) , . is the conditional probability that the packets are successfully transmitted if users are transmitted and is packet success probability and is the total number of spreading codes (channels). is evaluated by the following recursive expression.
In (11), is the probability that out of users transmit over an arbitrary channel, such as the first channel, with the initial conditions [20] (5) and (6) are used to find the steady-state probabilities. The average throughput of the FRRC MAC is given by (18) . (18) The average packet delay of the FRRC MAC is obtained by substituting from (18) in (8) . The average offered load is given by (10).
VI. THS TO REDUCE RANDOM TRAFFIC VOLUME Section IV briefly explained the operation of OTRA-THS MAC. This section elaborates on the THS and Section VII explains the OTRA feature. When ever a power outage occurs, all the SMs in the AMI network try to report the outage to the BS via a RACH. When the number of SMs served by a BS is very high, RACH can be heavily loaded with the SM outage traffic which increases the RACH collisions, retransmissions and packet delays. THS feature discussed in this section attempts to reduce the RACH load during an outage. Fig. 7 shows a high level overview of electric power generation, transmission and distribution system. Depending on the operating voltages, distribution system is divided into PDS (2.4 KV to 69 KV) and SDS (120 V to 600 V). DS is equipped with step down transformers to reduce the transmission system voltage to lower levels. PDS acts as a bridge between the DS and DT. PDS consists of primary or distribution feeders that emanate from DS. SDS establishes connection between primary feeders and industrial/residential customers. SDS steps down voltage to utilization levels. It is obvious from the above description of electric distribution system that there exists a hierarchy in its network. The proposed THS leverages this hierarchy to reduce the RACH traffic during an outage.
As mentioned earlier in Section I, according to [2] , 3G CDMA is appropriate for SM data collection. However, few utilities are deploying hierarchical RF mesh network operating in ISM band for SM data collection [21] , [22] . Because of higher interference, RF mesh network data transmissions are limited to short range when compared to cellular data transmissions and hence RF mesh employs repeaters, collectors in the communication path between the data aggregator and a SM [22] . RF mesh employs the same hierarchy (repeaters and collectors) in both scheduled and random data collection. The disparity between the hierarchy in RF mesh and the hierarchy in THS is that, THS exploits the hierarchy in the power system network to reduce the RACH load while the RF mesh uses a hierarchical communication network to collect the data.
In THS, we assume that there exists three types of SMs i.e., SM1, SM2 and SM3 installed respectively at DS, DT and customer's house and each of them report respectively with the time delays , and after a blackout. Smart meters consider these delays only in outage data reporting and ignore them for all other data transfers. THS works as follows:
Case i: A failure in power transmission system is one of the primary reasons for the major blackouts in U.S. and Europe [23] . In the case of a large scale blackout, DS and all the customers if if if (17) fed by the DS are also out of power. Hence, instead of each individual SM3s reporting power outage to a BS, SM1 present at the DS reports to the BS that all the customers that are fed by it are out of power. Once BS receives power outage message from SM1, as it is aware of the outage, BS sends a broadcast message to all the SM2s and SM3s in its coverage area to not report the outage. Thus, with the use of THS, the entire UL outage traffic can be suppressed by a single packet transfer on the UL from SM1 to BS and a broadcast message on the DL from BS to all SM2s and SM3s. This is assuming that the DL wireless channel is error free. But in practice, the wireless channel is error prone and hence the DL broadcast message has to be transmitted many times by the BS for the successful packet reception by all the SMs. The number of times a BS has to send the broadcast message depends on the wireless channel characteristics, number of SMs, distance between BS and SMs and the transmit power allocated to the broadcast channel. The first three parameters are given and cannot be altered but the broadcast channel transmit power can be varied to find the optimum number of times a broadcast message has to be transmitted. Therefore, the problem can be briefly stated as follows:
"
Given the number of SMs (N), the distance between the BS and SMs , the wireless channel and the broadcast channel transmit power , find the average number of times a BS has to transmit the broadcast message such that it is successfully received by all the SMs in the network."
In order to study the above problem, we assume a multipath ('L' paths) Rayleigh fading wireless channel and a rake receiver with 'F' fingers at each SM. The BER of DS-CDMA system with F-finger rake receiver is [24] : (19) Here, ignoring inter-path interference with inter-path interference (20) Let the number of bits in a packet be and let be the error correction capability of the coding scheme. Assuming that the BER of each bit is i.i.d, the PSR is given by the (3).
The probability that the broadcast message is successfully received by smart meter in slots is
Let and using the summation of geometric series (23) Equation (22) can be rewritten as (24) substituting , is given as follows (25) The probability that the broadcast message is successfully received by all the SMs in slots is the product of 's of all the SMs and it is given in (26) . The value of that satisfies (26) is the number of times a BS has to transmit the broadcast message such that the message is successfully received by all the SMs with the probability .
(26)
Case ii: Consider the scenario with a fault in the primary feeder that is connected between DS and DT. In this case, DS is not out of power but all the DTs and customers experience an outage. As per [25] , each pad-mount/pole-mount DT supplies power from 7 to 8 houses. Therefore, a single DT can report the outage to the BS on behalf of 7 to 8 SM3s, which significantly reduces the traffic during an outage. Similar to the above case, after receiving a power outage message from an SM2 at a DT, BS broadcasts a message to the SM3s under the coverage of the DT to not report the outage. Thus, THS has the potential to reduce the number of outage reportings and the RACH load by approximately 1/7th. In the worst case scenario, when the number of SMs handled by a BS is around 30000 [26] , THS can reduce the outage reportings from 30000 to 4285. Markov chain analysis is used to find the average number of outage reportings and the average latency in outage data collection, which is presented in Section VII.
Case iii: In this case, we assume a fault in the secondary feeder or DT. As the number of houses fed by a DT is less than 8, RACH load is not high and hence the BS can handle the outage traffic from SM3s similar to mobile traffic.
As described above, a power outage can be caused by numerous reasons i.e., transmission system failure, primary feeder fault and secondary feeder failure. Hence, when an outage occurs, it is unclear if SM3s have to report it or SM1/SM2 will report instead of SM3s. Therefore, we maintain a time hierarchy (time delays) in power outage reportings of the three types of SMs and there exists a relationship between these time delays i.e.,
. It is upto the network designer to choose these values.
VII. OPTIMUM TRANSMISSION RATE ADAPTIVE MAC
Whenever an outage occurs, a SM randomly selects one of the spreading codes and transmits the packet with a probability . Here is the number of SMs reporting the outage in the current time slot. In other words, the SM outage packet transmission probability varies with the time slot and the optimum transmission probability is selected such that the PODCL is minimized. If a SM transmission is successful, BS sends an ACK on the DL. On the other hand if the transmission is unsuccessful, a NACK is transmitted and the SM retransmits the packet with the probability .
A. Markov Chain Analysis
A state in a markov chain is defined by the number of smart meters reporting the outage. The one step transition probability from state to is given by (27) .
if if (27) In (27) , is the conditional probability that packets are successful out of smart meter transmissions and is PSR. is given by (11) . It is obvious from the (27) that the markov chain has an absorbing state. Given a markov state , transient analysis can be used to calculate the mean time to absorption, and the mean number of transmissions, , until absorption. Let (28) (29) Let Q be the transition matrix of all transient states, we have (30) Where, is the identity matrix and represents a vector with all entries equal to 1. Similarly, the expression for is given as follows: (31) where, is the vector of the average number of transmissions from a state. is the number of transient states.
B. Selection of Optimum Transmission Probabilities
As mentioned earlier, the optimum transmission probabilities of smart meters vary with time slot. The absorbing times in (30) can be written as (32) The optimal values of to minimize the PODCL can be determined by using backward recursive dynamic programming. In this section, we present the simulation results of the proposed MAC layer schemes. The simulation parameters are as shown in Table II . We used a 2/3 rate convolutional coding scheme with an error correction capability of 3. Figs. 12 and 13 compare respectively the avg throughput and the avg packet delay of the FCR MAC and FRRC MAC. It can be observed from Fig. 12 that the FCR MAC has higher throughput when compared to FRRC MAC. For a given set of parameters, the throughput of FRRC MAC is 34 whereas the FCR MAC supports 50 simultaneous SM transmissions. It can be inferred from Fig. 13 that, when the number of SMs per frame is high, greater than 10, the avg packet delay of FCR MAC is significantly lower than that of the FRRC MAC. The main reason for the better performance of FCR MAC when compared to FRRC MAC is that the FRRC MAC suffers from collisions due to random selection of spreading codes by SMs whereas in FCR MAC, SMs uniquely select the spreading code for transmission and hence there are no collisions. Fig. 14 shows the plot of the number of times a broadcast message has to be transmitted versus the broadcast channel transmit power for different values of F and L. As expected, it can be seen from the Fig. 14 that the number of times a BS has to transmit the broadcast message reduces as the broadcast channel transmit power increases. As the number of multipath components L and the number of rake receiver fingers F increases, the number of times the BS has to transmit the broadcast message decreases. In Fig. 14 , when the broadcast channel transmit power is 2 dB, for , and the number of times BS has to transmit the broadcast message is respectively around 205, 62 and 36. Fig. 15 shows the variation in with the probability for a of 2 dB. As the probability increases, the number of times a BS has to transmit the broadcast message increases. When and , for a probability of 0.9, BS has to transmit the broadcast message atleast 20 times and for a probability of of 0.99999, the broadcast message has to be transmitted atleast 36 times by the BS.
A. SDMAC
B. OTRA-THS MAC
The simulation results of case ii in Section VI, i.e., the mean number of outage reportings and the mean PODCL are as shown in Fig. 16 for and . It can be observed from Fig. 16 that the values of and calculated using analytical expressions and simulations are matched. Fig. 16 presents simulation results without OTRA (NOTRA) scheme, i.e., the transmission rate is kept constant throughout the data collection interval. Fig. 17 presents the results of OTRA MAC for and . Fig. 17 also shows the variation of the optimal transmission probabilities with the time slot number after an outage. Initially, during time slot 1, the number of SMs reporting the outage i.e., M is 10. Hence, the transmission probability is low, i.e., 0.4. As the time progresses, the number of smart meters reporting the outage reduces because of some successful transmissions in previous time slots. Hence, optimal transmission rate increases from 0.4 to 0.9 with time. Also, Fig. 17 shows the optimal PODCL from different stages of markov chain but the optimal PODCL from all SMs is obtained from time slot 1, i.e., 0.03 sec. On the other hand, the optimal PODCL of NOTRA scheme is 0.06 sec with a constant transmission rate of 0.1 (Fig. 16) . In (27) , is a nonparallelizable function. Hence, for large values of M and N, evaluating is time and computationally intensive. The number of smart meters in a cell are on the order of tens of thousands. Hence, for and , evaluating (11) would take months as is nonparallelizable. As shown in Fig. 16 , simulated and analytical results are matched for different values of . Hence, the remainder of the results presented for OTRA scheme are obtained using simulations instead of analytical expressions. The mean PODCL of NOTRA MAC, OTRA MAC and OTRA-THS MAC are as shown in Table III . When the number of SMs is 30000, the mean PODCL of OTRA MAC and OTRA-THS MAC are respectively 1/3rd and 1/16th of the data collection latency of NOTRA MAC. As (11) is time and computationally intensive, finding optimal transmission probabilities using (33) is also time and computationally expensive. Hence, optimal transmission rate of smart meters in time slot is calculated using (34).
Here is the system capacity and is the number of SMs reporting the outage in time slot . Fig. 19 shows the plot of the mean number of outage reportings and the mean PODCL of OTRA-THS scheme for different values of . As the value of increases from 10 to 110, decreases and reaches minimum at , i.e., at the system capacity and again increases from 90 to 110. On the other hand, increases as the value of increases from 10 to 110. As is a system parameter, BS can send optimal transmission rate to be used by SMs in the next slot as a part of NACK packet. 
IX. CDMA2000 MAC LAYER SIMULATIONS
As mentioned in Section I, utilities like Alliander are deploying private CDMA2000 network for smart meter data collection. Hence, in this section, we compare the performance of the proposed SMAC with CDMA2000 MAC in terms of the average throughput, packet delay and energy consumption.
In CDMA2000, depending on its mode of operation, a MS selects one of the three reverse access channels (RACH, EACH or RCCCH) to gain access to the network. MSs not only use the reverse access channels for gaining access to the network but also to send small sized messages. According to [27] , RACH is used if the message size is few RACH slots and EACH is used if the message size is around (100 -150 ms i.e., 120 -180 Bytes) and RCCCH is used for messages longer than 150 ms (180 Bytes). According to CDMA2000 RACH configuration, the smart meter message size of 10 Bytes is equal to 3 RACH slots. Hence, we assume that the RACH is used as the reverse access channel for SM data collection. Readers are referred to [28] for the details of CDMA2000 random access procedure.
In simulation, packet errors are not taken into consideration and the success of a packet relies only on collisions. If two SMs transmit packets on the same RACH, it is considered a collision and both the packet transmissions are unsuccessful. On the other hand, if there is no collision the packet transmission is considered to be successful. Table V lists the simulation parameters. The max value of MSG_PSIST is 7 and it is varied from 0 to 7. PSIST is varied from 0 to 20 with an increment of 4. PAM_SZ is the preamble size and it is assumed to be 10 ms. As explained earlier, the message size MAX_CAP_SZ is 3 RACH slots and one RACH slot is 20 ms. Hence, MAX_CAP_SZ is 60 ms. The simulation results are as shown in Table IV . Avg Delay is measured in secs, Avg Throughput is the number of successful packets/sec, Total Delay is the delay (secs) of collecting data from all the SMs. In order to reduce the RACH load, we introduced a randomization delay at the start of the packet transmission. Whenever a SM intends to transmit a packet, it randomly selects a delay in the range of and transmits the packet with the delay.
is the number of frames/sec and the frame size is 70 msec.
From Table IV , it can be observed that the average throughput and the total delay in collecting data from all the SMs are optimum when . The maximum throughput is 230.72 packets/sec and the minimum total delay is 129.5 seconds. At , the total number of packet transmissions including retransmissions is 56226. Among all the possible combinations of parameters, with and was found to be optimal operating point of CDMA2000 MAC for SM data collection. Table VI compares the performance of FCR and OTRA-THS MACs with CDMA2000 MAC. From Table VI , it can be concluded that, when the number of SMs is 30000, the mean scheduled data collection latency and mean PODCL of SMAC are respectively 1/3rd and 1/8th of the mean data collection latency of CDMA2000 MAC. In other words, the proposed SMAC protocols reduce the SM data collection latencies by a considerable amount when compared to CDMA2000 MAC.
In AMI network, a SM draws the power required for its operation from the same power system network bus that it is monitoring. On the other hand, during a power outage, a SM relies on an external battery to report the power outage to the electric utility. Hence, during the outage reporting, reducing the energy consumed by a SM increases its battery life. The power consumption of different components of a CDMA radio is a confidential information and obtaining such information is extremely difficult. CDMA2000 power consumption parameters were not available in the literature but we were able to find WCDMA parameters. Table VII lists the power consumption of WCDMA Radio Resource Control (RRC) states, power amplifiers, RF and baseband IC's [29] , [30] . There exists slight differences in the RRC states of WCDMA and CDMA2000 but the energy consumption is more or less the same in both. Hence, for the purpose of simulations, we used WCDMA power consumption parameters. Table VIII compares the energy consumption of the SMs using CDMA2000 and OTRA-THS MACs for reporting the power outage. Number of SMs is varied as 10000, 20000 and 30000. 
X. RELATED STUDY
There exists research studies in the literature that are proposed to increase the efficiency of RACH to handle higher load like smart meter network [31] , [32] . In [32] , a modified version of the LTE MAC layer is proposed to increase the amount of available contention resources without increasing the system resources such as contention subframes and preambles. The increase in the number of contention resources increases the number of users supported. In [31] , access grant (AGCH) and data transmission (DATA) stages of the GSM MAC layer are reengineered to increase the number of SMs supported by a cell. In [31] and [32] , both the random data and scheduled data are collected by the same procedure i.e., RACH transmissions are used to acquire the resources and uplink data is transmitted by the SMs using the allocated resource. In the proposed SMAC, random data and scheduled data are collected using different schemes. As discussed in Section IV, in the proposed SMAC, RACH transmissions are not needed for scheduled data collection (around 95%). On the other hand, the random data (around 5%) collection is similar to [11] and [12] i.e., random access procedure is used to acquire resources. As the resources are preallocated for scheduled data, the number of RACH transmissions and collisions are significantly reduced and hence the number of SMs supported by a BS are increased drastically. Both [11] , [12] and the proposed SMAC aim at increasing the number of SMs supported by a BS but the approaches employed are different. The main difference between [11] , [12] and the proposed work is: In [11] , [12] , 2G/4G MAC layers are reengineered to increase the RACH resources with the objective of increasing the number of SMs served by a BS, whereas in our work, the number of SM transmissions on the RACH (scheduled data resources are preallocated) are reduced to increase the number of SMs handled by a BS.
IEEE 802.11ah employs a contention-free channel access mechanism known as RAW [33] . Both RAW and the proposed SDMAC aim at reserving the time slots for data transmissions but the approaches taken are significantly different. In RAW scheme, AP transmits DL RAW1 frame to allocate a time slot for PS-poll transmission. All stations that are assigned to that RAW frame wake up and receive the packet, send an ACK PS-poll packet. There exists two types of PS-poll packets, PS-poll UDI and normal PS-poll. PS-poll UDI is used to indicate that the station has UL packets to be transmitted and normal PS-poll packet indicates that the station is ready to receive buffered DL packets from AP. After receiving all the normal and UDI PS-poll packets, AP schedules both the DL and UL transmissions and conveys this information to the stations in RAW2 frame. In order to indicate the parameters related to RAW allocation i.e., RAW start time, RAW duration, IDs of the stations to which RAW is allocated RPS IE is optionally included in the beacon frame and each station can recognize the allocated RAW via the RPS. Readers are advised to refer [33] for complete details of RAW.
Similar to RAW, in SDMAC, a time slot is allocated for a smart meter UL transmission. As discussed in Section IV-A, apart from an FPCH transmission per 50 smart meters, scheduled data collection using SDMAC does not involve any other control channel overhead. On the other hand, RAW scheme has RAW1, RAW2 control packet transmissions on the DL and PS-poll control packet transmissions on the UL. In IEEE 802.11 ah, the beacon interval is around 100 ms [34] . So, RAW1, RAW2 and PS-poll packets are transmitted every 100 ms, which results in a significant amount of overhead in data transmissions compared to RAW. The parameters that are supplied as a part of RPS IE are totally different from used in SDMAC for determining the time slot for UL data transmission. In IEEE 802.11 ah, number of stations in the coverage area of an AP vary with time. So, RPS contents adapt with the traffic variations in the coverage area of the AP and hence they have to be transmitted in every beacon interval. Whereas in the proposed scheme, are network design parameters and hence it is not required to transmit periodically. For security purposes, RPS can be updated on a longer time interval (once a day or week) etc.
XI. CAPEX AND OPEX
Based on the simulation results presented in Section IX, the time taken to collect data from 30000 SMs in a 3G CDMA2000 based AMI network is around 130 sec. As mentioned earlier, SM data is collected with a periodic time interval of 15 mins. If we divide 15 mins into multiple blocks of 130 sec, where each block of 130 secs is used to collect data from a different set of 30000 SMs, each BS in a 3G CDMA2000 network can serve approximately 200000 smart meters within 15 mins. On the other hand, with the proposed time scheduled SDMAC, assuming the number of simultaneous SM transmissions to be 50 ( Fig. 12) with a frame size of 70 msec, the number of smart meters served by a base station within 15 min interval is around 675000 i.e., approximately the proposed MAC is 3.5 times more efficient than 3G CDMA2000 MAC in terms of the number of SMs served. The efficiency of the proposed SMAC is due to the control overhead and packet delay reduction achieved by exploiting the time scheduling of data transfers. As the number of smart meters served by a BS increases, the number of BSs needed by the utility to collect data from all the SMs decreases. In other words, the CAPEX and OPEX of a utility owned AMI network reduces. In sparsely populated areas, the number of SMs served by a BS may not be as high as 675000 but it can be in a densely populated areas (ex: New York City Downtown).
The advantage of the proposed SMAC scheme over 3G CDMA2000 MAC can also be measured in terms of Bandwidth savings. Bandwidth is directly proportional to symbol rate. Decreasing the symbol rate by 1/3rd approximately decreases the bandwidth needed for data transmission by 1/3rd. But the frame size has to be increased by 3 times to send the same amount of data in a frame. Assuming that the data has to be collected from 200 K smart meters within 15 mins, as the scheduled MAC is 3.5 times more efficient than 3G CDMA2000 MAC, the scheduled MAC can achieve it by using approximately 1/3rd of the bandwidth used by 3G CDMA2000 MAC. Bandwidth is an expensive commodity, saving bandwidth by 1/3rd is approximately equivalent to a CAPEX savings of 1/3rd. Thus, the proposed SMAC has the potential to reduce the CAPEX and OPEX of a utility owned AMI network either in terms of bandwidth savings or in terms of the number of base stations needed by the utility.
XII. CONCLUSION
In this paper, we classified the data traffic handled by the AMI network as scheduled and random data, proposed SMAC-a soft MAC protocol, which changes its mode of operation based on the type of the data being collected. In order to collect the scheduled data, SMAC employs SDMAC and OTRA-THS MAC for random data collection. Based on the analysis and simulation results presented in this paper, it can be concluded that the proposed SMAC layer schemes reduce the control overhead by 2144%, mean power consumption data collection latency by 1/3rd and mean power outage data collection latency by 1/8th when compared to the average data collection latency of 3G CDMA2000. The reduction in the control overhead and data collection latency helps in increasing the number of smart meters served by a base station or reduces the wireless bandwidth needed to collect data from smart meters within the periodic data collection interval. In other words, the control overhead and packet latency reduction offered by the proposed SMAC protocol has the potential to reduce the CAPEX and OPEX of a utility owned AMI network.
