Abstract: In this article we propose further extension of the generalized MarshallOlkin-G ( G -GMO ) family of distribution. The density and survival functions are expressed as infinite mixture of the G -GMO distribution. Asymptotes, Rényi entropy, order statistics, probability weighted moments, moment generating function, quantile function, median, random sample generation and parameter estimation are investigated. Selected distributions from the proposed family are compared with those from four sub models of the family as well as with some other recently proposed models by considering real life data fitting applications. In all cases the distributions from the proposed family out on top.
Introduction
Extension of existing well-known distributions to enhance flexibility in modelling variety of data has attracted attention of researchers recently. Some of the notable new family of distributions proposed of late includes among others the Kumaraswamy Marshall-Olkin-G family by Alizadeh et al. (2015) , beta generated Kumaraswamy-G family by , Marshall-Olkin Kumaraswamy-G family by , Generalized Marshall-Olkin Kumaraswamy-G family by Chakraborty and Handique (2017) ,Transmuted Topp-Leone-G family by Haitham et al., 2017, beta generated Kumaraswamy Marshall-Olkin-G family by , beta generalized Marshall-Olkin Kumaraswamy-G family by , a new generalized family by Tahir et al. (2018) and exponentiated generalized Marshall-Olkin family by Handique et al. (2018) among others.
In this paper we propose another family of continuous probability distributions by integrating the family of Jayakumar and Mathew (2008) in the family of Cordeiro and de Castro (2011) and refer to it as the Kumaraswamy Generalized Marshall-Olkin-G family. Various mathematical and statistical characteristics along with comparative real data modelling illustration are presented. The probability density function (pdf) of
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family of distribution is given by
The corresponding cumulative distribution function (cdf), survival function (sf) and hazard rate function (hrf) are respectively given by
(v) Figures 1 and 2 , indicated lots of flexibility in shapes of the distributions of the family. 
Physical Basis of KwGMOG
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The prime motivation behind the construction of this new family is to propose an extension of the distribution by adding two additional parameters which will cover some important distributions as special and related cases and also to bring in extra flexibility with respect to skewness, kurtosis, tail weight and length. Moreover distributions from this extended family should show significant improvement in data adjustment when compared to it sub models and other existing ones with respect to various model selection criteria, test of goodness-of-fits.
The rest of the paper is organized in four more Sections. In Section 2, we furnish mathematical properties of the new model. The maximum likelihood estimation is investigated in Section 3. Applications of real data are performed in Section 4. The paper ends with a conclusion in the last Section.
Mathematical & Statistical Properties
Linear Representation
By applying binomial expansion in equation (1), we obtain
where, ( )
We can also expand the pdf as
where ∑ ( ) Similar expansion for the sf of is given by
and
where ∑ ( )
Asymptotes
Asymptotes of the proposed family are discussed in the following two propositions. Proposition 1. The asymptotes of equations (6), (7) and (8) as are given by ̅ ̅ ̅ ̅ ̅ ̅ ̅ Proposition 2. The asymptotes of equations (6), (7) and (8) as are given by ̅ ̅ ̅ ̅ ̅
Rényi entropy
The Rényi entropy is defined by ∫ , where and . Using binomial expansion in equation (6) we can write
Order Statistics
Given a random sample from any distribution let be the order statistics. Then pdf of is given by
Using the results of section 2.1 the pdf of can be written as
where, ( ) ∑ ( ) and and , defined in Section 2.1. Greenwood et al. (1979) first proposed probability weighted moments (PWMs), as the expectations of certain functions of a random variable whose mean exists. The PWM of T is defined by ∫ From equations (4) and (6) the moment of T can be written either as
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Probability weighted moments
is the PWM of distribution. Thus the moments of the can be expressed in terms of the PWMs of . Similarly, we can derive moment of the order statistic ,in a random sample of size n from on using equation (11) 
Moment generating function (mgf)
The mgf of family can be easily expressed in terms of those of the exponentiated distribution using the results of section 2.1. For example using equation (7) it can be seen that
where is the mgf of a distribution.
Quantile function, median and random sample generation
The quantile for can be easily obtained by solving the equation as ( ̅ ) A random number 't' from via an uniform random number can be generated by using the formula (13) ̅ Subrata Chakraborty . Laba Handique 611 Median:
For example, when we consider the exponential distribution having pdf and cdf as λ and as our G, the quantile, is given by ̅ It may be noted that for given uniform random number 'u' corresponding random numbers 't' from can be easily obtained using equation (13) .
Maximum likelihood estimation
Let be a random sample of size n from with parameter vector where corresponds to the parameter vector of the baseline distribution G.Then the log-likelihood function for is given by ℓ ℓ
The mle are obtained by maximizing the log-likelihood function numerically by using Optim function of R.
The asymptotic variance-covariance matrix of the mles of parameters can obtained by inverting the Fisher information matrix which can be derived using the second partial derivatives of the log-likelihood function with respect to each parameter. 
Real life applications
Here we consider fitting of two real data sets to show that the distributions from the proposed family can provide better model than the corresponding distributions from the sub models by taking exponential (E) and Frechet (Fr) distribution as G. We also compare the proposed family with the recently introduced MARSHALL-OLKIN-G FAMILY OF DISTRIBUTIONS (Chakraborty and Handique, 2017) family by taking exponential and Frechet as the base line G distribution. We have considered four model selection criteria the AIC, BIC, CAIC and HQIC and the Kolmogorov-Smirnov (K-S) statistics for goodness of fit to compare the fitted models. Asymptotic standard errors and confidence intervals of the mles of the parameters for each competing models are also computed.
The
The LR test statistic is given by ̂ ̂ where ̂ is the restricted ML estimates under the null hypothesis and is the unrestricted ML estimates under the alternative hypothesis . Under the null hypothesis the LR criterion follows Chi-square distribution with degrees of freedom (df) .The null hypothesis is can not be accepted for p-value less than 0.05. 
TTT plots and Descriptive Statistics for the data sets:
The total time on test (TTT) plot (see Aarset, 1987 ) is a technique to extract the information about the shape of the hazard function. A straight diagonal line indicates constant hazard for the data set, where as a convex (concave) shape implies decreasing (increasing) hazard. The TTT plots for the data sets in Fig. 3 indicate that the both data sets have increasing hazard rate. We have also presented the descriptive statistics of the data sets in Table 1 (a) (b) Fig. 3 : TTT-plots for (a) Data set I and (b) Data set II is found to be a better model than its sub families and recently introduced family for all the data sets considered here. As expected the LR test rejects the four sub models in favour of the family. A comparison of the closeness of the fitted densities with the observed histogram and fitted cdf's with the observed ogive of the data sets I and II are presented in the Figures 4, 5, 6 and 7 respectively. These plots cleary indicate that the distributions from proposed family provide comparatively closer fit to both the data sets.
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Conclusion
A new extension of the Generalized Marshall-Olkin family of distributions is introduced and some of its important properties are studied. The maximum likelihood method for estimating the parameters is discussed. As many as four applications of real life data fitting shows good results in favour of the distributions from the proposed family when compared to some of its sub models and also distributions belonging to generalized Marshall-Olkin Kumaraswamy family of distributions. Therefore it is expected that the proposed family will be competitive and hence a useful contribution to the existing literature of continuous distributions.
