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Fuzzy differential equation (FDE) models play a prominent
role in a range of application areas, including papulation mod-
els (Guo and Li, 2003; Guo et al., 2003), civil engineering
(Oberguggenberger and Pittschmann, 1999), particle systems
(El Naschie, 2004a,b, 2005), medicine (Abbod et al., 2001; Bar-
ro and Marn, 2002; Helgason and Jobe, 1998; Nieto and Tor-
res, 2003), bioinformatics and computational biology
(Bandyopadhyay, 2005; Casasnovas and Rossell, 2005; Chang
and Halgamuge, 2002). Particularly, the use of hybrid fuzzy51253.
(O.S. Fard).
y. Production and hosting by
Saud University.
lsevierdifferential equations (HFDEs) is a natural way to model
control systems with embedded uncertainty (containing fuzzy
valued functions) that are capable of controlling complex sys-
tems which have discrete event dynamics as well as continuous
time dynamics.
In recent years, many works have been performed by several
authors in numerical solutions of fuzzy differential equations
(Fard, 2009a,b; Fard et al., 2009, 2010; Fard and Kamyad,
2010; Friedman et al., 1999; Hullermeier, 1999). Furthermore,
there are some numerical techniques to solve hybrid fuzzy differ-
ential equations, for example, Pederson and Sambandham
(2007, 2008) have investigated the numerical solution ofHFDEs
by using the Euler and Runge–Kutta methods,respectively, and
Prakash and Kalaiselvi (2009) have studied the predictor–cor-
rector method for hybrid fuzzy differential equations.
In this study, we develop numerical methods for hybrid fuz-
zy differential equations by an application of the Nystro¨m
method (Khastan and Ivaz, 2009). This paper is organized as
follows: in Section 2, we provide some background on ordin-
ary differential equations, fuzzy numbers and fuzzy differential
equations. Section 3 contains a brief review of the hybrid fuzzy
differential equation IVPs. In Sections 4 and 5, the Nystro¨m
method for hybrid fuzzy differential equations, a convergence
372 O.S. Fard, T.A. Bidgolitheorem are discussed. Finally in Section 6, we present two
numerical examples based on examples in Pederson and Sam-
bandham (2007, 2008) to illustrate the theory.
2. Preliminaries
2.1. Notations and deﬁnitions
Deﬁnition 2.1 Khastan and Ivaz (2009). Consider the initial
value problem
y0ðtÞ ¼ fðt; yðtÞÞ; yð0Þ ¼ y0; ð1Þ
where f : ½a; b  Rn ! Rn. A m-step method for solving Eq. (1)
is one whose difference equation for ﬁnding yiþ1 as approxima-
tion yðtiþ1Þ at the mesh point tiþ1 can be represented by the fol-
lowing equation:
yiþ1 ¼
Xm1
j¼0
amj1yij þ h
Xm1
j¼0
bmjfðtijþ1; yijþ1Þ ð2Þ
for i ¼ m 1;m; . . . ;N 1, such that a ¼ t0 6 t1 6    6
tN ¼ b, h ¼ baN ¼ tiþ1  ti and a0; a1; . . . ; am1, b0; b1; . . . ; bm
are constant with the starting values y0 ¼ a0; y1 ¼ a2; . . . ;
ym1 ¼ am1.
When bm ¼ 0, the method is known as explicit, since Eq. (2)
gives yiþ1 explicit in terms of previously determined values.
Also, when bm – 0, the method is known as implicit, since yiþ1
occurs on both sides of Eq. (2) and is speciﬁed only implicitly.
A especial case of multistep method is Nystro¨m’s methods
(Henrici, 1962). Here, we set
yiþ1 ¼ yi1 þ h
Xq
m¼0
jmrmfðti; yiÞ; q ¼ 0; 1; 2; . . . ; ð3Þ
where the constants
jm ¼ ð1Þm
Z 1
1
s
m
 
ds
are independent of f, t ¼ t0 þ sh, rfðti; yiÞ is the ﬁrst backward
difference of the fðt; yðtÞÞ at the point of t ¼ ti and higher back-
ward differences are deﬁned by rkfðti; yiÞ ¼ rðrk1fðti; yiÞÞ.
The special case q ¼ 0 of Nystro¨m method is known as the
midpoint rule:
yiþ1 ¼ yi1 þ 2hfðti; yiÞ:Deﬁnition 2.2. (Henrici, 1962) Associated with the difference
equation
yiþ1 ¼ am1yi þ am2yi1 þ    þ a0yiþ1m
þhFðti; h; yiþ1; yi; . . . ; yiþ1mÞ;
y0 ¼ a0; y1 ¼ a1; y2 ¼ a2; . . . ; ym1 ¼ am1
8><
>:
the following, called the characteristic polynomial of the meth-
od is
pðkÞ ¼ km  am1km1  am2km2      a1k a0:
If jkij 6 1 for each i ¼ 1; 2; . . . ;m and all roots with abso-
lute value 1 are simple roots, then the difference method is side
to satisfy the root condition.Theorem 2.3. A multistep method of the form (2) is stable if and
only if satisﬁes the root condition.
Proof. See Isaacson and Keller (1966). h
Deﬁnition 2.4. A fuzzy number u is a fuzzy subset of the real
line with a normal, convex and upper semicontinuous member-
ship function of bounded support. The family of fuzzy num-
bers will be denoted by E. An arbitrary fuzzy number is
represented by an ordered pair of functions ðuðaÞ; uðaÞÞ; 0 6
a 6 1 that, satisﬁes the following requirements:
– uðaÞ is a bounded left continuous nondecreasing function
over ½0; 1, with respect to any a.
– uðaÞ is a bounded left continuous nonincreasing function
over ½0; 1, with respect to any a.
– uðaÞ 6 uðaÞ; 0 6 a 6 1.
Then, the a-level set
½va ¼ fsjvðsÞP 0g
is a closed bounded interval, denoted
½va ¼ ½va; va:
Deﬁnition 2.5. A triangular fuzzy number is a fuzzy set u in E
that is characterized by an ordered triple ðul; uc; urÞ 2 R3 with
ul 6 uc 6 ur such that ½u0 ¼ ½ul; ur and ½u1 ¼ fucg.
The a-level set of a triangular fuzzy number u is given by
½ua ¼ ½uc  ð1 aÞðuc  ulÞ; uc þ ð1 aÞður  ucÞ ð4Þ
for any a 2 I ¼ ½0; 1.
Deﬁnition 2.6 (Dubois and Prade, 2000). Let A;B two non-
empty bounded subsets of R. The Hausdorff distance between
A and B is
dHðA;BÞ ¼ max sup
a2A
inf
b2B
ja bj; sup
b2B
inf
a2A
ja bj
 
:
The supremum metric D on E is as follows:
Dðu; vÞ ¼ supfdHð½ua; ½vaÞ : a 2 Ig:
With the supremum metric, the space ðE;DÞ is a complete
metric space.
Deﬁnition 2.7 (Dubois and Prade, 2000). A fuzzy set-valued
mapping F : T! E is continuous at t0 2 T if for every  > 0
there exists a d ¼ dðt0; Þ > 0 such that DðFðtÞ;Fðt0ÞÞ < , for
all t 2 T with kt t0k < d.
Deﬁnition 2.8 (Dubois and Prade, 2000). A mapping F : T!
E is Hukuhara differentiable at t0 2 T#R if for some h0 > 0,
the Hukuhara differences Fðt0 þ DtÞhFðt0Þ and Fðt0ÞhFðt0
DtÞ exist in E, for all 0 < Dt < h0 and if there exists an
F0ðt0Þ 2 E such that
lim
Dt!0
D
Fðt0 þ DtÞhFðt0Þ
Dt
 F0ðt0Þ
 
¼ 0
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lim
Dt!0
D
Fðt0ÞhFðt0  DtÞ
Dt
 F0ðt0Þ
 
¼ 0:
The fuzzy setF0ðt0Þ is called theHukuharaderivative ofF at t0.
Deﬁnition 2.9 (Dubois and Prade, 2000). The fuzzy integral
Z b
a
yðtÞdt; 0 6 a 6 b 6 1;
is deﬁned byZ b
a
yðtÞdt
 a
¼
Z b
a
yadt;
Z b
a
yadt
 
;
provided the Lebesgue integrals on the right exist.
Remark 2.10 (Kaleva, 1987). If F : T! E is Hukuhara differ-
entiable and its Hukuhara derivative F0 is integrable over ½0; 1;
then
FðtÞ ¼ Fðt0Þ þ
Z t
t0
F0ðsÞds
for all values of t0; t where 0 6 t0 6 t 6 1.
Deﬁnition 2.11 (Seikkala, 1987). Let I be a real interval. A
mapping y : I! E is called a fuzzy process, and its a-level
set is denoted by
½yðtÞa ¼ ½yðt; aÞ; yðt; aÞ; t 2 I; a 2 ð0; 1:
The Seikkala derivative y0ðtÞ of a fuzzy process y is deﬁned by
½y0ðtÞa ¼ ½y0ðt; aÞ; y0ðt; aÞ; t 2 I; 0 < a 6 1
provided the is equation deﬁnes a fuzzy number y0ðtÞ 2 E.
Remark 2.12 (Seikkala, 1987). If y : I! E is Seikkala differ-
entiable and its Seikkala derivative y0 is integrable over ½0; 1,
then
yðtÞ ¼ yðt0Þ þ
Z t
t0
y0ðsÞds;
for all values of t0; t where t; t0 2 I.2.2. Interpolation of fuzzy number
The problem of interpolation for fuzzy sets is as follows:
Suppose that at various time instant t information fðtÞ is
presented as fuzzy set. The aim is to approximate the function
fðtÞ, for all t in the domain of f. Let t0 < t1 <    < tn be nþ 1
distinct points in R and let u0; u1;    ; un be nþ 1 fuzzy sets in
E. A fuzzy polynomial interpolation of the data is a fuzzy-va-
lue continuous function f : R! E satisfying:
(i) f ðtiÞ ¼ ui; i ¼ 1; . . . ; n.
(ii) If the data is crisp, then the interpolation f is a crisp
polynomial.
A function f which fulﬁlling these condition may be con-
structed as follows. Let Cia ¼ ½uia for any a 2 ½0; 1, i ¼ 0;
1; . . . ; n: For each X ¼ ðx0; x1; . . . ; xnÞ 2 Rnþ1, the unique poly-
nomial of degree 6 n denoted by PX , such thatPXðtiÞ ¼ xi; i ¼ 0; 1; . . . ; n
and
PXðtÞ ¼
Xn
i¼0
xi
Y
i–j
t tj
ti  tj
 !
:
Finally, for each t 2 R and all n 2 R is deﬁned by fðtÞ 2 E
by
ðfðtÞÞðnÞ ¼ supfa 2 ½0; 1 : 9X 2 C0a  C1a      Cna
such that PXðtÞ ¼ ng:
The interpolation polynomial can be written level setwise as
½fðtÞa ¼ fy 2 R : y ¼ PXðtÞ; xi 2 ½uia; i ¼ 1; 2; . . . ; ng;
for 0 6 a 6 1
when the data ui presents as triangular fuzzy numbers, values
of the interpolation polynomial are also triangular fuzzy num-
bers. Then fðtÞ has a particular simple form that is well suited
to computation.
Theorem 2.13. Let ðti; uiÞ; i ¼ 0; 1; 2; . . . ; n be the observed
data and suppose that each of ui ¼ ðuli; uci ; uri Þ is a element of E.
Then for each t 2 ½t0; tn, fðtÞ ¼ ðflðtÞ; fcðtÞ; frðtÞÞ 2 E,
flðtÞ ¼
X
liðtÞP0
liðtÞuli þ
X
liðtÞ<0
liðtÞuri ;
fcðtÞ ¼
Xn
i¼0
liðtÞuci ;
frðtÞ ¼
X
liðtÞP0
liðtÞuri þ
X
liðtÞ<0
liðtÞuli;
where liðtÞ ¼
Qn
j–i
ttj
titj.
Proof. See Kaleva (1994). h3. The hybrid fuzzy differential system
Consider the hybrid fuzzy differential system
x0ðtÞ ¼ fðt; xðtÞ; kkðxkÞÞ; t 2 ½tk; tkþ1;
xðtkÞ ¼ xk;

ð5Þ
where 06 t0 < t1 <   < tk <    ; tk !1; f 2C½Rþ EE;E,
kk 2 C½E;E.
Here, we assume that the existence and uniqueness of solu-
tion of the hybrid system hold on each ½tk; tkþ1 to be speciﬁc
the system would look like:
x0ðtÞ ¼
x00ðtÞ ¼ fðt;x0ðtÞ; k0ðx0ÞÞ; xðt0Þ ¼ x0; t 2 ½t0; t1;
x01ðtÞ ¼ fðt;x1ðtÞ; k1ðx1ÞÞ; xðt1Þ ¼ x1; t 2 ½t1; t2;
..
.
x0kðtÞ ¼ fðt;xkðtÞ;kkðxkÞÞ; xðtkÞ ¼ xk; t 2 ½tk; tkþ1;
..
.
8>>>>><
>>>>>:
By the solution of (5) we mean the following function:
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x0ðtÞ; t 2 ½t0; t1;
x1ðtÞ; t 2 ½t1; t2;
..
.
xkðtÞ; t 2 ½tk; tkþ1;
..
.
8>>>><
>>>>:
We note that the solutions of (5) are piecewise differentiable
in each interval for t 2 ½tk; tkþ1 for a ﬁxed xk 2 E and
k ¼ 0; 1; 2; . . ..
4. Nystro¨m methods
In this section, for a hybrid fuzzy differential equation (5), we
develop the Nystro¨m method via an application of the Ny-
stro¨m method for fuzzy differential equations in (Khastan
and Ivaz, 2009) when f and kk in Eq. (5) can obtained via
the Zadeh extension principle form f 2 C½Rþ  R R;R and
kk 2 C½R;R. We assume that the existence and uniqueness
of solutions of Eq. (5) hold for each ½tk; tkþ1.
For a ﬁxed r, we replace each interval ½tk; tkþ1 by a set of
Nk þ 1 discrete equally spaced grid points, tk ¼ tk;0 <
tk;1 <    < tk;N ¼ tkþ1 (including the endpoints) at which the
exact solution xðtÞ is approximated by some ykðtÞ.
Fix k 2 Zþ. The fuzzy initial value problem
x0kðtÞ ¼ fðt; xkðtÞ; kkðxkÞÞ; tk 6 t 6 tkþ1;
xðtkÞ ¼ xk;

ð6Þ
can be solved by Nystro¨m method.
Let fuzzy initial values be yk;i; yk;i1; . . . ; yk;iq, i.e.,
fðtk;ij; yk;ij; kkðykÞÞ; j ¼ 0; 1; . . . ; q, which are triangular fuzzy
numbers are shown by
fflðtk;ij; yk;ij; kkðykÞÞ; fcðtk;ij; yk;ij; kkðykÞÞ; frðtk;ij; yk;ij; kkðykÞÞg;
j ¼ 0; 1; . . . ; q;
also
yðtk;iþ1Þ ¼ yðtk;i1Þ þ
Z tk;iþ1
tk;i1
fðt; ykðtÞ; kkðykÞÞdt: ð7Þ
where
fðt; ykðtÞ; kkðykÞÞ
¼ ðflðt; ykðtÞ; kkðykÞÞ; fcðt; ykðtÞ; kkðykÞÞ; frðt; ykðtÞ; kkðykÞÞÞ:
By fuzzy interpolation, we have:
flxðt; ykðtÞ; kkðykÞÞ ¼
Xq
j¼0
ljðtÞP0
ljðtÞflðtk;ij; yðtk;ijÞ; kkðykÞÞ
þ
Xq
j¼0
ljðtÞ<0
ljðtÞfrðtk;ij; yðtk;ijÞ; kkðykÞÞ; ð8Þ
fcxðt; ykðtÞ; kkðykÞÞ ¼
Xq
j¼0
ljðtÞfcðtk;ij; yðtk;ijÞ; kkðykÞÞ; ð9Þ
frxðt; ykðtÞ; kkðykÞÞ ¼
Xq
j¼0
ljðtÞP0
ljðtÞfrðtk;ij; yðtk;ijÞ; kkðykÞÞ
þ
Xq
j¼0
ljðtÞ<0
ljðtÞflðtk;ij; yðtk;ijÞ; kkðykÞÞ: ð10Þwhere fxðt; ykðtÞ; kkðykÞÞ ¼ ðflxðt; ykðtÞ; kkðykÞÞ; fcxðt; ykðtÞ;
kkðykÞÞ; frxðt; ykðtÞ; kkðykÞÞÞ, interpolates fðt; ykðtÞ; kkðykÞÞ with
the interpolation data given by the values fðtk;ij; yk;ij;
kkðykÞÞ; j ¼ 0; 1; . . . ; q and ljðtÞ ¼
Qq
l¼0
l–j
ttk;il
tk;ijtk;il.
Regarding to the sign of ljðtÞ in the integrating interval
½ti1; tiþ1; we have from Eq. (7)
yðtk;iþ1Þ ¼ yðtk;i1Þ þ
Z tk;i
tk;i1
fxðt; ykðtÞ; kkðykÞÞdt
þ
Z tk;iþ1
tk;i
fxðt; ykðtÞ; kkðykÞÞdt: ð11Þ
The sign of ljðtÞ depends on q that is even or odd. We sup-
pose q is even. Also for the q is odd, we can proceed similarly.
For tk;i1 6 t 6 tk;i, by deﬁnition of ljðtÞ, we can write:
lrðtÞP 0 for r 2M ¼ f0; 1; 3; . . . ; q 1g
lrðtÞ < 0 for r 2 N ¼ f2; 4; . . . ; qg
and for tk;i 6 t 6 tk;iþ1:
lrðtÞP 0 for r 2M0 ¼ f0; 2; 4; . . . ; qg
lrðtÞ < 0 for r 2 N0 ¼ f1; 3; . . . ; q 1g:
Thus, for tk;i1 6 t 6 tk;i, we have:
flxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ
þ
X
j2N
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ; ð12Þ
fcxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M\N
ljðtÞfcðtk;ij; yk;ij; kkðykÞÞ; ð13Þ
frxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ
þ
X
j2N
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ; ð14Þ
and for tk;i 6 t 6 tk;iþ1
flxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M0
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ
þ
X
j2N0
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ; ð15Þ
fcxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M0\N0
ljðtÞfcðtk;ij; yk;ij; kkðykÞÞ; ð16Þ
frxðt; ykðtÞ; kkðykÞÞ ¼
X
j2M0
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ
þ
X
j2N0
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ: ð17Þ
From (4) to (7) it follows that:
yaðtk;iþ1Þ ¼ ½yaðtk;iþ1Þ; yaðtk;iþ1Þ
where
yaðtk;iþ1Þ ¼ yaðtk;i1Þ þ
Z tk;iþ1
tk;i1
fafcðt; ykðtÞ; kkðykÞÞ
þ ð1 aÞflðt; ykðtÞ; kkðykÞÞgdt; ð18Þ
yaðtk;iþ1Þ ¼ yaðtk;i1Þ þ
Z tk;iþ1
tk;i1
fafcðt; ykðtÞ; kkðykÞÞ
þ ð1 aÞfrðt; ykðtÞ; kkðykÞÞgdt: ð19Þ
According to Eq. (11), if (12), (13), (15), (16) are situated in
(18) and (13), (14), (16) and (17) in (19), we obtain
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Z tk;i
tk;i1
a
X
j2M\N
ljðtÞfcðtk;ij; yk;ij; kkðykÞÞ
(
þ ð1 aÞ
X
j2M
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ
"
þ
X
j2N
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ
#)
dt
þ
Z tk;iþ1
tk;i
a
X
j2M0\N0
ljðtÞfcðtk;ij; yk;ij; kkðykÞÞ
(
þ ð1 aÞ
X
j2M0
ljðtÞflðtk;ij; yk;ij; kkðykÞÞ
"
þ
X
j2N0
ljðtÞfrðtk;ij; yk;ij; kkðykÞÞ
#)
dt
¼ yak;i1 þ
X
j2M
afcðtk;ij; yk;ij; kkðykÞÞ

þ ð1 aÞflðtk;ij; yk;ij; kkðykÞÞ
 Z tk;i
tk;i1
ljðtÞdt
 !
þ
X
j2N
½afcðtk;ij; yk;ij; kkðykÞÞ
þ ð1 aÞfrðtk;ij; yk;ij; kkðykÞÞ
Z tk;i
tk;i1
ljðtÞdt
 !
þ
X
j2M0
½afcðtk;ij; yk;ij; kkðykÞÞ
þ ð1 aÞflðtk;ij; yk;ij; kkðykÞÞ
Z tk;iþ1
tk;i
ljðtÞdt
 !
þ
X
j2N0
½afcðtk;ij; yk;ij; kkðykÞÞ
þ ð1 aÞfrðtk;ij; yk;ij; kkðykÞÞ
Z tk;iþ1
tk;i
ljðtÞdt
 !
:
If we deﬁne cj ¼
R tk;i
tk;i1
ljðtÞdt and dj ¼
R tk;iþ1
tk;i
ljðtÞdt, thus from
(4) we have
yak;iþ1 ¼ yak;i1 þ
X
j2M
faðtk;ij; yk;ij; kkðykÞÞcj
þ
X
j2N
faðtk;ij; yk;ij; kkðykÞÞcj
þ
X
j2M0
faðtk;ij; yk;ij; kkðykÞÞdj
þ
X
j2N0
faðtk;ij; yk;ij; kkðykÞÞdj; ð20Þ
and we can deduce similarly
yak;iþ1 ¼ yak;i1 þ
X
j2M
faðtk;ij; yk;ij; kkðykÞÞcj
þ
X
j2N
faðtk;ij; yk;ij; kkðykÞÞcj
þ
X
j2M0
faðtk;ij; yk;ij; kkðykÞÞdj
þ
X
j2N0
faðtk;ij; yk;ij; kkðykÞÞdj: ð21ÞTherefore, Nystro¨m method is obtained as follows:
yak;iþ1 ¼ yak;i1 þ
P
j2M
faðtk;ij; yk;ij; kkðykÞÞcj
þP
j2N
faðtk;ij; yk;ij; kkðykÞÞcj
þ P
j2M0
faðtk;ij; yk;ij; kkðykÞÞdj
þP
j2N0
faðtk;ij; yk;ij; kkðykÞÞdj;
yak;iþ1 ¼ yak;i1 þ
P
j2M
faðtk;ij; yk;ij; kkðykÞÞcj
þP
j2N
faðtk;ij; yk;ij; kkðykÞÞcj
þ P
j2M0
faðtk;ij; yk;ij; kkðykÞÞdj
þP
j2N0
faðtk;ij; yk;ij; kkðykÞÞdj;
yak;iq ¼ a0; yak;iqþ1 ¼ a1; . . . ; yak;i ¼ aq;
yak;iq ¼ aqþ1; yak;iqþ1 ¼ aqþ2; . . . ; yak;i ¼ a2qþ1:
8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:
ð22Þ
Worthy of note is the especial case q ¼ 0. Here c0 ¼ h; d0 ¼
h and (22) becomes
yak;iþ1 ¼ yak;i1 þ 2hfaðtk;i; yk;i; kkðykÞÞ;
yak;iþ1 ¼ yak;i1 þ 2hfaðtk;i; yk;i; kkðykÞÞ;
yak;i1 ¼ a0; yak;i ¼ a1; yak;i1 ¼ a2; yak;i ¼ a3:
8><
>: ð23Þ
This is the so-called Midpoint rule.
5. Convergence
By Theorem 5.2 in Kaleva (1987), we may replace (5) by an
equivalent system:
x0ðtÞ ¼ fðt; x; kkðxkÞÞ ¼ Fkðt; x; xÞ; xðtkÞ ¼ xk;
x0ðtÞ ¼ fðt; x; kkðxkÞÞ ¼ Gkðt; x; xÞ; xðtkÞ ¼ xk;
(
ð24Þ
which possesses a unique solution ðx; xÞ which is a fuzzy func-
tion. That is for each t, the pair ½xðt; rÞ; xðt; rÞ is a fuzzy num-
ber, where xðt; rÞ; xðt; rÞ are respectively the solutions of the
parametric form given by:
x0ðt; rÞ ¼ Fkðt; xðt; rÞ; xðt; rÞÞ; xðtk; rÞ ¼ xkðrÞ;
x0ðt; rÞ ¼ Gkðt; xðt; rÞ; xðt; rÞÞ; xðtk; rÞ ¼ xkðrÞ;

ð25Þ
for r 2 ½0; 1.
For a ﬁxed r, to integrate the system in (25) in
½t0; t1; ½t1; t2; . . . ; ½tk; tkþ1; . . ., we replace each interval by a
set of Nk þ 1 discrete equally spaced grid points (including
the end points) at which the exact solution ðxðt; rÞ; xðt; rÞÞ is
approximated by some ðykðt; rÞ; ykðt; rÞÞ. For the chosen grid
points on ½tk; tkþ1 at tk;i ¼ tk þ ihk; hk ¼ tkþ1tkNk , 0 6 n 6 Nk,
let ðYkðt; rÞ;Ykðt; rÞÞ  ðxðt; rÞ; xðt; rÞÞ. ðYkðt; rÞ;Ykðt; rÞÞ and
ðykðt; rÞ; ykðt; rÞÞ may be denoted respectively by
ðYk;iðrÞ;Yk;iðrÞÞ and ðyk;iðrÞ; yk;iðrÞÞ. For example, the Midpoint
rule approximations Ykðt; rÞ and Ykðt; rÞ, Eq. (23), can be writ-
ten as:
yk;iþ1ðrÞ ¼ yk;i1 þ 2hkFk½ti;k; yk;iðrÞ; yk;iðrÞ;
yk;iþ1ðrÞ ¼ yk;i1 þ 2hkGk½ti;k; yk;iðrÞ; yk;iðrÞ;
(
ð26Þ
However, (26) we will use
y0;j ¼ aj; y0;j ¼ aj; j ¼ 0; 1
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yk;j ¼ yk1;Nk1þjðaÞ; yk;j ¼ yk1;Nk1þjðaÞ; j ¼ 0; 1
if kP 1. Then (26) represents an approximation of Ykðt; rÞ,
Ykðt; rÞ for each of the intervals t0 6 t 6 t1; t1 6 t 6 t2; . . . ;
tk 6 tkþ1; . . ..
For a preﬁxed k and r 2 ½0; 1, the proof of convergence of
the approximations in (22), i.e.
lim
h0;...;hk!0
yk;NkðrÞ ¼ xðtkþ1; rÞ and lim
h0 ;...;hk!0
yk;Nk ðrÞ ¼ xðtkþ1; rÞ;
is a application of Theorem 4.2. in Khastan and Ivaz (2009)
and Lemma 5.1 below. The convergence is pointwise in r for
a ﬁxed k.
In the following, we show the convergence of the Midpoint
rule, i.e., the Nystro¨m method with q ¼ 0. For the other values
of q, the proof can be done similarly.
Lemma 5.1. Suppose i 2 Zþ, i > 0, r 2 ½0; 1, and hi < 1 are
ﬁxed. Let fzi;nðrÞgNin¼0 be the Midpoint approximation with
N ¼ Ni to the fuzzy IVP:
x0ðtÞ ¼ fðt; xðtÞ; kiðxiÞÞ; t 2 ½ti; tiþ1
xðtiÞ ¼ xi;

ð27Þ
If fyi;nðrÞgNin¼0 denotes the result of (26) from some yi;0ðrÞ, then
there exists a di > 0 such that
jzi;0ðrÞ  yi;0ðrÞj < di; jzi;0ðrÞ  yi;0ðrÞj < di
implies
jzi;NiðrÞ  yi;NiðrÞj < i; jzi;NiðrÞ  yi;NiðrÞj < i:
Proof. Fix i 2 Zþ, i > 0, r 2 ½0; 1, and hi < 1. Let fzi;nðrÞgNin¼0
be the Nystro¨m approximation with N ¼ Ni to the fuzzy IVP
(27). Suppose fyi;nðrÞgNin¼0 denotes the result of (26) from some
yi;0ðrÞ. By (26), for each l ¼ 0; . . . ;Ni  1,
jzi;lþ1ðrÞ  yi;lþ1ðrÞj ¼ jzi;lðrÞ þ 2hiFi½ti;l; zi;lðrÞ; zi;lðrÞ
 yi;lðrÞ  2hiFi½ti;l; yi;lðrÞ; yi;lðrÞj
6 jzi;lðrÞ  yi;lðrÞj þ 2hijFi½ti;l; zi;lðrÞ; zi;lðrÞ
 Fi½ti;l; yi;lðrÞ; yi;lðrÞj; ð28Þ
and
jzi;lþ1ðrÞ  yi;lþ1ðrÞj ¼ jzi;lðrÞ þ 2hiGi½ti;l; zi;lðrÞ; zi;lðrÞ  yi;lðrÞ
 2hiGi½ti;l; yi;lðrÞ; yi;lðrÞj
6 jzi;lðrÞ  yi;lðrÞj þ 2hijGi½ti;l; zi;lðrÞ; zi;lðrÞ
 Gi½ti;l; yi;lðrÞ; yi;lðrÞj: ð29Þ
Let aNi ¼ i. Since Fi and Gi are continuous, there exists a
gNi > 0 such that jzi;Ni1ðrÞ  yi;Ni1ðrÞj < gNi and jzi;Ni1ðrÞ
yi;Ni1ðrÞj < gNi imply
jFi½ti;Ni1; zi;Ni1ðrÞ; zi;Ni1ðrÞ  Fi½ti;Ni1; yi;Ni1ðrÞ;
yi;Ni1ðrÞj <
i
4
¼ aNi
4
; ð30Þ
jGi½ti;Ni1; zi;Ni1ðrÞ; zi;Ni1ðrÞ  Gi½ti;Ni1; yi;Ni1ðrÞ;
yi;Ni1ðrÞj <
i
4
¼ aNi
4
: ð31ÞLet aNi1 ¼ minfi2 ;
gNi
2
g. If jzi;Ni1ðrÞ  yi;Ni1ðrÞj 6 aNi1 and
jzi;Ni1ðrÞ  yi;Ni1ðrÞj 6 aNi1 then by (28) and (29) with
l ¼ Ni  1 and (2) and (31) we have
jzi;NiðrÞ  yi;NiðrÞj 6 jzi;Ni1ðrÞ  yi;Ni1ðrÞj
þ 2hijFi½ti;Ni1; zi;Ni1ðrÞ; zi;Ni1ðrÞ
 Fi½ti;Ni1; yi;Ni1ðrÞ; yi;Ni1ðrÞj
< aNi1 þ 2hi
i
4
<
i
2
þ hi i
2
< i: ð32Þ
jzi;NiðrÞ  yi;NiðrÞj 6 jzi;Ni1ðrÞ  yi;Ni1ðrÞj
þ 2hijGi½ti;Ni1; zi;Ni1ðrÞ; zi;Ni1ðrÞ
 Gi½ti;Ni1; yi;Ni1ðrÞ; yi;Ni1ðrÞj
< aNi1 þ 2hi
i
4
<
i
2
þ hi i
2
< i: ð33Þ
Continue inductively for each j ¼ 2; . . . ;Ni as follows. Since
Fi and Gi are continuous, there exists a gNiðj1Þ > 0 such that
jzi;NijðrÞ  yi;NijðrÞj < gNiðj1Þ and jzi;NijðrÞ  yi;NijðrÞj <
gNiðj1Þ imply
jFi½ti;Nij; zi;NijðrÞ; zi;NijðrÞ  Fi½ti;Nij; yi;NijðrÞ; yi;NijðrÞj <
aNiðj1Þ
4
;
ð34Þ
jGi½ti;Nij; zi;NijðrÞ; zi;NijðrÞ  Gi½ti;Nij; yi;NijðrÞ; yi;NijðrÞj <
aNiðj1Þ
4
;
ð35Þ
where
aNiðj1Þ
4
was deﬁne in the previous step.
Let aNij ¼ minfaNiðj1Þ2 ;
gNiðj1Þ
2 g. If jzi;NijðrÞ  yi;NijðrÞj <
aNij and jzi;NijðrÞ  yi;NijðrÞj < aNij then by (28) and (29)
with l ¼ Ni  j and (34) and (35) we have
jzi;Niðj1ÞðrÞ  yi;Niðj1ÞðrÞj 6 jzi;NijðrÞ  yi;NijðrÞj
þ 2hijFi½ti;Nij; zi;Nij; zi;Nij
 Fi½ti;Nij; yi;Nij; yi;Nijj
<
aNiðj1Þ
2
þ 2hi aNiðj1Þ
4
< aNiðj1Þ; ð36Þ
jzi;Niðj1ÞðrÞ  yi;Niðj1ÞðrÞj 6 jzi;NijðrÞ  yi;NijðrÞj
þ 2hijGi½ti;Nij; zi;Nij; zi;Nij
 Gi½ti;Nij; yi;Nij; yi;Nijj
<
aNiðj1Þ
2
þ 2hi aNiðj1Þ
4
< aNiðj1Þ:
ð37Þ
Then, for j ¼ Nj we see jzi;0ðrÞ  yi;0ðrÞj < a0 and jzi;0ðrÞ
yi;0ðrÞj < a0 imply
jzi;1ðrÞ  yi;1ðrÞj < a1 and jzi;1ðrÞ  yi;1ðrÞj < a1:
For j ¼ Ni  1 we see jzi;1ðrÞ  yi;1ðrÞj < a1 and jzi;1ðrÞ
yi;1ðrÞj < a1 imply
jzi;2ðrÞ  yi;2ðrÞj < a2 and jzi;2ðrÞ  yi;2ðrÞj < a2:
Continue decreasing to j ¼ 2 to see jzi;Ni2ðrÞ  yi;Ni2ðrÞj <
aNi2 and jzi;Ni2ðrÞ  yi;Ni2ðrÞj < aNi2 imply
The Nystro¨m method for hybrid fuzzy differential equation IVPs 377jzi;Ni1ðrÞ  yi;Ni1ðrÞj < aNi1 and jzi;Ni1ðrÞ  yi;Ni1ðrÞj
< aNi1:
But it was already shown in (32) and (33) that zi;Ni1ðrÞ
yi;Ni1ðrÞj < aNi1 and jzi;Ni1ðrÞ  yi;Ni1ðrÞj < aNi1 imply
jzi;NiðrÞ  yi;NiðrÞj < i and jzi;NiðrÞ  yi;NiðrÞj < i:
This proves the lemma with di ¼ a0. h
Theorem 5.2. Consider the systems (24) and (26). For a ﬁxed
k 2 Zþ and r 2 ½0; 1;
lim
h0 ;...;hk!0
yk;NkðrÞ ¼ xðtkþ1; rÞ; ð38Þ
lim
h0 ;...;hk!0
yk;NkðrÞ ¼ xðtkþ1; rÞ: ð39Þ
Proof. Fix k 2 Zþ and r 2 ½0; 1: Choose  > 0. For each
i ¼ 0; . . . ; k we will ﬁnd a di > 0 such that hi < di implies
jxðtkþ1; rÞ  yk;NkðrÞj <  and jxðtkþ1; rÞ  yk;NkðrÞj < ;
where the hi values are allowable by regular partition of the
½ti; tiþ1’s. By Theorem 4.2. in Khastan and Ivaz (2009), there
exists a dk > 0 such that if hk < d

k then
jzk;NkðrÞ  xðtkþ1; rÞj <

2
and kzk;NkðrÞ  xðtkþ1; rÞj <

2
:
We may assume dk < 1. Then hk < 1. By Lemma 5.1 there
exists a dk > 0 such that
jzk;0ðrÞ  yk;0ðrÞj < dk jzk;0ðrÞ  yk;0ðrÞj < dk ð40Þ
implies
jzk;NkðrÞ  yk;NkðrÞj <

2
and jzk;NkðrÞ  yk;NkðrÞj <

2
:
Therefore if hi < d

k and (40) holds then
jxðtkþ1; rÞ  yk;NkðrÞj 6 jxðtkþ1; rÞ  zk;NkðrÞj þ jzk;NkðrÞ
 yk;NkðrÞj <

2
þ 
2
¼ ; ð41Þ
jxðtkþ1; rÞ  yk;NkðrÞj 6 jxðtkþ1; rÞ  zk;NkðrÞj þ jzk;NkðrÞ
 yk;NkðrÞj <

2
þ 
2
¼ : ð42Þ
By Theorem 4.2. in Khastan and Ivaz (2009), there exists a
dk1 > 0 such that if hk1 < d

k1 then
jzk1;Nk1ðrÞ  xðtk; rÞj <
dk
2
and jzk1;Nk1ðrÞ  xðtk; rÞj <
dk
2
:
We may assume dk1 < 1. Then hk1 < 1. By Lemma 5.1
there exists a dk1 > 0 such that
jzk1;0ðrÞ  yk1;0ðrÞj < dk1; jzk1;0ðrÞ  yk1;0ðrÞj < dk1
ð43Þ
implies
jzk1;Nk1 ðrÞ  yk1;Nk1 ðrÞj <
dk
2
; and jzk1;Nk1 ðrÞ  yk1;Nk1 ðrÞj <
dk
2
:
Therefore if hk1 < d

k1 and (43) holds thenjxðtk; rÞ  yk1;Nk1ðrÞj 6 jxðtk; rÞ  zk1;Nk1ðrÞj
þ jzk1;Nk1ðrÞ  yk1;Nk1ðrÞj
<
dk
2
þ dk
2
¼ dk; ð44Þ
jxðtk; rÞ  yk1;Nk1ðrÞj 6 jxðtk; rÞ  zk1;Nk1ðrÞj
þ jzk1;Nk1ðrÞ  yk1;Nk1ðrÞj
<
dk
2
þ dk
2
¼ dk: ð45Þ
Continue inductively for each i ¼ k 2; . . . ; 2; 1 to ﬁnd a
di > 0 such that if hi < d

i then
jzi;NiðrÞ  xðtiþ1; rÞj <
diþ1
2
and jzi;NiðrÞ  xðtiþ1; rÞj <
diþ1
2
:
We may assume each di < 1. Then each hi < 1. By Lemma
5.1 there exists a di > 0 such that
jzi;0ðrÞ  yi;0ðrÞj < di; jzi;0ðrÞ  yi;0ðrÞj < di ð46Þ
implies
jzi;NiðrÞ  yi;NiðrÞj <
diþ1
2
; and jzi;NiðrÞ  yi;NiðrÞj <
diþ1
2
:
ð47Þ
Therefore if hi < d

i and (46) holds then
jxðtiþ1; rÞ  yi;NiðrÞj 6 jxðtiþ1; rÞ  zi;NiðrÞj þ jzi;NiðrÞ  yi;NiðrÞj
<
diþ1
2
þ diþ1
2
¼ diþ1;
jxðtiþ1; rÞ  yi;NiðrÞj 6 jxðtiþ1; rÞ  zi;NiðrÞj þ jzi;NiðrÞ  yi;NiðrÞj
<
diþ1
2
þ diþ1
2
¼ diþ1:
In particular, there exists a d1 > 0 such that if h1 < d

1 and
(46) holds with i ¼ 1 then
jxðt2; rÞ  y1;N1ðrÞj < d2 and jxðt2; rÞ  y1;N1ðrÞj < d2:
By Theorem 4.2. in Khastan and Ivaz (2009), we may
choose d0 such that h0 < d

0 implies
jxðt1; rÞ  y0;N0ðrÞj < d1 and jxðt1; rÞ  y0;N0ðrÞj < d1: ð48Þ
Suppose for each i ¼ 0; . . . ; k that hi < di . Since (48) is the
same as (46) with i ¼ 1; we obtain (47) with i ¼ 1. Since (47)
with i ¼ 1 implies (46) with i ¼ 2, we obtain (47) with i ¼ 2.
Continue inductively to obtain (40) and (41), proving (38)
and (39). h6. Numerical illustration
To give a clear overview of our study and to illustrate the above
discussed technique, we consider the following examples.
Example 6.1. Consider the following hybrid fuzzy IVP,
x0ðtÞ ¼ xðtÞ þmðtÞkkðxðtkÞÞ; t 2 ½tk; tk þ 1;
tk ¼ k; k ¼ 0; 1; 2; . . .
xð0Þ ¼ ½0:75; 1; 1:125;
xð0:1Þ ¼ ½0:75e0:1; e0:1; 1:125e0:1;
8><
>: ð49Þ
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Figure 2 The results of Example 6.2.
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mðtÞ ¼ 2ðtðmod1ÞÞ; if tðmod1Þ 6 0:5
2ð1 tðmod1ÞÞ; if tðmod1Þ > 0:5;

ð50Þ
and
kkðlÞ ¼ 0^; if k ¼ 0;
l; if k 2 f1; 2; . . .g:
(
ð51Þ
For the which 0^ 2 E deﬁne as 0^ðxÞ ¼ 1 if x ¼ 0 and
0^ðxÞ ¼ 0 if x – 0. The hybrid fuzzy initial value problem (49)
is equivalent to the following system of fuzzy initial value
problems:
x00ðtÞ ¼ x0ðtÞ; t 2 ½0; 1;
xð0Þ ¼ ½0:75þ 0:25a; 1:125 0:125a;
xð0:1Þ ¼ ½ð0:75þ 0:25aÞe0:1; ð1:125 0:125aÞe0:1;
x0iðtÞ ¼ xiðtÞ þmðtÞxiðtiÞ; t 2 ½ti; tiþ1;
xiðtiÞ ¼ xi1ðtiÞ; xiðti1;NiÞ ¼ xi1ðti1;NiÞ; i ¼ 1; 2; 3; . . .
8>>><
>>>:
In (49), xðtÞ þmðtÞkkðxkðtÞÞ is a continuous function of t; x
and kkðxðtkÞÞ. Therefore by Example 6.1 of Kaleva (1987), for
each k ¼ 0; 1; 2; . . . ; the fuzzy IVP
x0ðtÞ ¼ xðtÞ þmðtÞkkðxðtkÞÞ; t 2 ½tk; tkþ1; tk ¼ k;
xðtkÞ ¼ xtk ;

ð52Þ
has a unique solution on ½tk; tkþ1. To numerically solve the hy-
brid fuzzy IVP (49) we will apply the Midpoint rule method for
this hybrid fuzzy differential equations with N ¼ 10. For ½0; 1,
the exact solution of (49) satisﬁes
xðtÞ ¼ ½0:75et; et; 1:125et:
For ½1; 1:5, the exact solution of (49) satisﬁes
xðtÞ ¼ xð1Þð3et1  2tÞ:
For ½1:5; 2, the exact solution of (49) satisﬁes
xðtÞ ¼ xð1Þð2t 2þ et1:5ð3 ﬃﬃep  4ÞÞ:
The comparison between the exact and numerical solutions
on ½0; 2 is shown in Fig. 1.
Example 6.2. Consider the following hybrid fuzzy IVP,
x0ðtÞ ¼ xðtÞ þmðtÞkkðxkÞÞ; t 2 ½tk; tkþ1;
tk ¼ k; k ¼ 0; 1; 2; . . . ;
xð0Þ ¼ ½0:75; 1; 1:125;
xð0:1Þ ¼ ½0:1875e0:1 þ 0:9375e0:1; e0:1; 0:1875e0:1
þ0:9375e0:1;
8>>><
>>>:
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Figure 1 The results of Example 6.1.where
mðtÞ ¼ jsinðptÞj; k ¼ 0; 1; 2; . . . ; ð54Þ
and
kkðlÞ ¼ 0^; if k ¼ 0;
l; if k 2 f1; 2; . . .g:
(
ð55Þ
The hybrid fuzzy initial value problem (53) is equivalent to
the following system:
xl00ðtÞ ¼ xr0ðtÞ;
xc00 ðtÞ ¼ xc0ðtÞ;
xr00 ðtÞ ¼ xl0ðtÞ; t 2 ½0; 1;
xð0Þ ¼ ½0:75; 1; 1:125;
xð0:1Þ ¼ ½0:1875e0:1 þ 0:9375e0:1; e0:1; 0:1875e0:1
þ0:9375e0:1;
xl0i ðtÞ ¼ xri ðtÞ þmðtÞxliðtiÞ;
xc0i ðtÞ ¼ xci ðtÞ þmðtÞxci ðtiÞ;
xr0i ðtÞ ¼ xliðtÞ þmðtÞxri ðtiÞ; t 2 ½ti; tiþ1;
xiðtiÞ ¼ xi1ðtiÞ; xiðti1;NiÞ ¼ xi1ðti1;NiÞ; i ¼ 1; 2; 3; . . .
8>>>>>>>>>>><
>>>>>>>>>>:
ð56Þ
For [0,1], the exact solution of Eq. (53) satisﬁes
xðtÞ ¼ ½0:1875et þ 0:9375et; et; 0:1875et þ 0:9375et:
For [1,2], the exact solution of Eq. (53) satisﬁes,
xðtÞT ¼ ð0:2417et þ 1:2085et  0:0152 cosðptÞp 0:0786
 sinðptÞ1:2890et þ 0:0338 cosðptÞp 0:0338
 sinðptÞ0:2417et þ 1:2085et þ 0:0786 cosðptÞp
þ 0:0152 sinðptÞÞ
The comparison between the exact and numerical solutions
on ½0; 2 is shown in Fig. 2.References
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