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Abstract
We consider the problem of distributed optimization over directed networks where
the agents communicate their information locally to their neighbors to cooperatively
minimize a global cost. The existing theory and algorithms for this class of multi-
agent problems are founded on two strong assumptions: (1) The problem is often
assumed to be unconstrained, e.g., this is the case in Push-DIGing and Push-Pull
algorithms that have been recently developed. (2) The objective function is assumed
to be strongly convex, an assumption that appears in many of the existing models
and algorithms in the area of multi-agent optimization. In this work, we aim
at addressing these shortcomings. We first introduce a new unifying distributed
constrained optimization model that is characterized as a bilevel optimization
problem. The proposed model captures a wide range of existing problems including
the following two classes: (i) Distributed linearly constrained optimization over
directed networks. (ii) Distributed unconstrained non-strongly convex optimization
over directed networks. To address the proposed optimization model, utilizing a
regularization-based relaxation approach, we develop a new push-pull gradient
method where at each iteration, the information of iteratively regularized gradients
is pushed to the neighbors, while the information about the decision variable
is pulled from the neighbors. The analysis of the proposed algorithm leads to
two main contributions: (1) For model (i), we derive new convergence rates for
suboptimality, infeasibility, and consensus violations. (2) For model (ii), we derive
a new convergence rate statement despite the absence of the strong convexity
property. The numerical performance of the proposed algorithm is presented.
1 Introduction
We consider a new class of distributed optimization problems in directed networks given as follows:
min
x∈Rn
∑m
i=1
fi(x) subject to: x ∈ argmin
x∈Rn
{∑m
i=1
gi(x)
}
, (1)
under the following assumptions (see the Notation for details):
Assumption 1. (a) Functions fi : Rn → R are µf–strongly convex and Lf–smooth for all
i ∈ [m]. (b) Functions gi : Rn → R are convex and Lg–smooth for all i ∈ [m]. (c) The set
argminx∈Rn {
∑m
i=1 gi(x)} is nonempty.
Here, m agents cooperatively seek to find among the optimal solutions to the problem
minx∈Rn
∑m
i=1 gi(x), one that minimizes a secondary metric, i.e.,
∑m
i=1 fi(x). Here, functions
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fi and gi are known locally only by agent i and the cooperation among the agents occurs over a
directed network. Given a set of nodesN , a directed graph (digraph) is denoted by G = (N , E) where
E ⊆ N ×N is the set of ordered pairs of vertices. For any edge (i, j) ∈ E , i and j are called parent
node and child node, respectively. Graph G is called strongly connected if there is a path between the
pair of any two different vertices. The digraph induced by a given nonnegative matrix B ∈ Rm×m is
denoted by GB , (NB, EB), where NB , [m] and (j, i) ∈ EB if and only if Bij > 0. We let N inB(i)
and N outB (i) denote the set of parents (in-neighbors) and the set of children (out-neighbors) of vertex
i, respectively. Also,RG denotes the set of roots of all possible spanning trees in G.
Significance of the problem formulation: Problem (1) provides a unifying mathematical framework
capturing different variants of existing problems in the distributed optimization literature. From these,
we present two important cases below:
(i) Distributed linearly constrained optimization in directed networks: Consider the model given as:
min
x∈Rn
∑m
i=1
fi(x) subject to: Aix = bi for all i ∈ [m], (2)
where Ai ∈ Rmi×n and bi ∈ Rmi are known parameters. Let problem (2) be feasible. Then, by
choosing gi(x) := 12‖Aix− bi‖22 for i ∈ [m], problem (2) is equivalent to (1).
(ii) Distributed unconstrained optimization in the absence of strong convexity: Let us define fi(x) :=
‖x‖22/m. Then, problem (1) is equivalent to finding the least `2-norm solution of the following
canonical distributed unconstrained optimization problem:
min
x∈Rn
∑m
i=1
gi(x), (3)
where the component functions gi are all merely convex and smooth.
Existing distributed optimization models and algorithms: The classical mathematical models,
tools, and algorithms for consensus-based optimization were introduced and studied as early as
the ’70s [14] and ’80s [39, 40, 6] Of these, in the seminal work of Tsitsiklis [39], it was assumed
the agents share a global (smooth) objective while their decision component vectors are distributed
locally over the network. In the past two decades, in light of the unprecedented growth in data
and its imperative role in several broad fields such as social networks, biology, and medicine, the
theory of distributed and parallel optimization over networks has much evolved. The distributed
optimization problems with local objective functions were first studied in [22, 28]. In this framework,
the agents communicate their local information with their neighbors in the network at discrete times
to cooperatively minimize the global cost function. Without characterizing the communication rules
explicitly, this model can be formulated as
∑m
i=1 fi(x) subject to x ∈ X . Here, the local function
fi is known only to the agent i and X denotes the system constraint set. This modeling framework
captures a wide spectrum of decentralized applications in the areas of statistical learning, signal
processing, sensor networks, control, and robotics [15, 32, 43, 18, 33, 12, 10]. Because of this, in
the past decade, there has been a flurry of research focused on the design and analysis of fast and
scalable computational methods to address applications in networks. Among these, average-based
consensus methods are one of the most studied approaches. Here, the network is characterized with
a stochastic matrix that is possibly time-varying. The underlying idea is that at a given time, each
agent uses this matrix and obtains a weighted-average of its neighbors’ local variables. Then, the
update is completed by performing a standard subgradient step for the agent. In the case where the
model
∑m
i=1 fi(x) is unconstrained, the seminal work [28] proposed the following scheme:
xi(k + 1) :=
(∑m
j=1
Wij(k)xj(k)
)
− αk∇˜fi (xi(k)) , (4)
where xi(k) ∈ Rn, Wij(k) ∈ [0, 1], and ∇˜fi denote the local decision variable of agent i at time
k, the weight agent i assigns to the estimate from agent j, and the subgradient of local function
fi, respectively. Random projection variants of this scheme were developed for both synchronous
and asynchronous cases, assuming X , ∩mi=1Xi [19, 36]. For the constrained model where X is
easy-to-project, a dual averaging variant of (4) was developed in [11]. The algroithm EXTRA [34]
and its proximal variant were developed addressing X = Rn. EXTRA is a synchronous and time-
invariant scheme and achieves a sublinear and a linear rate of convergence for smooth merely convex
and strongly convex problems, respectively. Among many other works such as [21, 16], is the
DIGing algorithm [27] which was the first work achieving a linear convergence rate for unconstrained
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optimizaiton over a time-varying network. When the graph is directed, a key shortcoming in the
weighted-based schemes lies in that the double stochasticity requirement of the weight matrix is
impractical. Push-sum protocols were first leveraged in [25, 26, 29] to weaken this requirement.
Recently, the Push-Pull algorithm equipped with a linear converence rate was developed in [30] for
unconstrained strongly convex problems. Extensions of push-sum algorithms to nonconvex regimes
have been developed more recently [37, 23, 38]. Other popular distributed optimization schemes are
the dual-based methods, such as ADMM-type methods studied in [7, 42, 41, 20, 35, 3]. Most of these
algorithms can address only static and undirected graphs. Moreover, there are only a few works in
the litrature that can cope with constraints emplying primal-dual methods [9, 24, 8, 2].
Research gap and contributions: Despite the aforementioned advances, the existing theory and
algorithms for in-network optimization are founded on two strong assumptions: (1) The problem
is often assumed to be unconstrained, e.g., this is the case in Push-DIGing [27] and Push-Pull [30]
algorithms that have been recently developed. (2) The objective function is assumed to be strongly
convex, an assumption that appears in many of the existing models and algorithms in the area of
multi-agent optimization. In this work, we aim at addressing these shortcomings through considering
the bilevel framework (1). To address this model, utilizing a novel regularization-based relaxation
approach, we develop a new push-pull gradient algorithm where at each iteration, the information of
iteratively regularized gradients is pushed to the neighbors, while the information about the decision
variable is pulled from the neighbors. Our contributions are as follows: (i) For the bilevel model (1),
in Theorem 1, we derive a family of rates for suboptimality, infeasibility, and consensus violation. (ii)
For the linearly constrained model (2), in Corollary 1, we derive a new convergence rate of O(1/k)
for suboptimality and a rate of O(1/k0.2) for the infeasibility of the generated iterates. (iii) For the
unconstrained non-strongly convex model (3), in Corollary 2, we derive a new convergence rate of
O(1/k0.4) and establish the consensus to the least `2-norm optimal solution.
Notation: For an integer m, the set {1, . . . ,m} is denoted as [m]. A vector x is assumed to
be a column vector (unless otherwise noted) and xT denotes its transpose. We use ‖x‖2 to de-
note the Euclidean vector norm of x. A continuously differentiable function f : Rn → R is
said to be µf–strongly convex if and only if its gradient mapping is µf–strongly monotone, i.e.,
(∇f(x)−∇f(y))T (x− y) ≥ µf‖x− y‖22 for any x, y ∈ Rn. Also, it is said to be Lf–smooth if
its gradient mapping is Lipschitz continuous with parameter Lf > 0, i.e., for any x, y ∈ Rn, we have
‖∇f(x)−∇f(y)‖2 ≤ Lf‖x− y‖2. We use the following definitions:
x , [x1, x2, . . . , xm]T ∈ Rm×n, y , [y1, y2, . . . , ym]T ∈ Rm×n
f(x) ,
∑m
i=1
fi(x), f(x) ,
∑m
i=1
fi(xi), ∇f(x) = [∇f(x1), . . . , ∇f(xm)]T ∈ Rm×n,
g(x) ,
∑m
i=1
gi(x), g(x) ,
∑m
i=1
gi(xi), ∇g(x) = [∇g(x1), . . . , ∇g(xm)]T ∈ Rm×n.
Here, xi denotes the local copy of the decision vector for agent i and x includes the local copies of all
agents. Vector yi denotes the auxiliary variable for agent i to track the average of regularized gradient
mappings. Throughout, we use the following definition of a matrix norm: Given an arbitrary vector
norm ‖·‖, the induced norm of a matrixW ∈ Rm×n is defined as ‖W‖ , ‖[‖W•1‖ , . . . , ‖W•n‖]‖2.
Remark 1. Under the above definition of matrix norm, it can be seen we have ‖Ax‖ ≤ ‖A‖‖x‖ for
any A ∈ Rm×m and x ∈ Rm×p. Also, for any a ∈ Rm×1 and x ∈ R1×n, we have ‖ax‖ = ‖a‖‖x‖2.
2 Algorithm outline
Lagrangian duality and relaxation rules have proved very successful in addressing classical con-
strained optimization problems [5]. However, in distributed optimization over networks in the
presence of hard-to-project functioncal constraints, a very limited number of works in the literature
have been successful in employing the duality theory [9, 24, 8, 2]. When it comes to solving the pro-
posed model (1) in directed networks, due to the presence of the inner-level optimization constraints,
Lagrangian duality does not seem applicable. Overcoming this challenge calls for new relaxation
rules that can tackle the inner-level constraints. In this paper, we consider a regularization-based
relaxation rule. To this end, motivated by the recent success of so-called iteratively regularized (IR)
algorithms in centralized regimes [45, 44, 17, 1], we develop Algorithm 1. Core to the IR framework
is the philosophy that the regularization parameter λk is updated after every step within the algorithm.
Here, each agent holds a local copy of the global variable x, denoted by xi,k, and an auxiliary variable
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yi,k is used to track the average of a regularized gradient. At each iteration, each agent i uses the ith
row of two matrices R = [Rij ] ∈ Rm×m and C = [Cij ] ∈ Rm×m to update vectors xi,k and yi,k,
respectively. Below, we state the main assumptions on the these two weight mixing matrices.
Assumption 2. (a) The matrix R is nonnegative, with a strictly positive diagonal, and is row-
stochastic, i.e., R1 = 1. (b) The matrix C is nonnegative, with a strictly positive diagonal, and is
column-stochastic, i.e., 1TC = 1T . (c) The induced digraphs GR and GCT satisfyRR ∩RCT 6= ∅.
Algorithm 1 Iteratively Regularized Push-Pull
1: Input: For all i ∈ [m], agent i sets step-size γi,0 ≥ 0, pulling weightsRij ≥ 0 for all j ∈ N inR(i),
pushing weights Cij ≥ 0 for all j ∈ N outC (i), an arbitrary initial point xi,0 ∈ Rn, an initial
yi,0 := ∇gi(xi,0) + λ0∇fi(xi,0);
2: for k = 0, 1, . . . , do
3: For all i ∈ [m], agent i receives (pulls) the vector xj,k − γj,kyj,k from each agent j ∈ N inR(i),
sends (pushes) C`iyi,k to each agent ` ∈ N outC (i), and does the following updates:
4: xi,k+1 :=
∑m
j=1Rij (xj,k − γj,kyj,k);
5: yi,k+1 :=
∑m
j=1 Cijyi,k +∇gi(xi,k+1) + λk+1∇fi(xi,k+1)−∇gi(xi,k)− λk∇fi(xi,k);
6: end for
Importantly, Assumption 2 does not require the strong condition of a doubly stochastic matrix for
communication in a directed network. In turn, utilizing a push-pull protocol and in a similar fashion
to the recent work [30], it only entails a row stochastic R and a column stochastic matrix C. An
example is as follows where agent i chooses scalars ri, ci > 0 and:
Ri,j =

1/
(∣∣N inR(i)∣∣+ ri) , if j ∈ N inR(i)
ri/
(∣∣N inR(i)∣∣+ ri) , if j = i
0, otherwise
, C`,i =

1/ (|N outC (i)|+ ci) , if ` ∈ N outC (i)
ci/ (|N outC (i)|+ ci) , if ` = i
0, otherwise.
(5)
Note that Assumption 2(c) is weaker than imposing strong connectivity on GR and GC. The update
rules in Algorithm 1 can be compactly represented as the following:
xk+1 := R (xk − γkyk) , (6)
yk+1 := Cyk +∇g(xk+1) + λk+1∇f(xk+1)−∇g(xk)− λk∇f(xk), (7)
where γk is a nonnegative diagonal matrix defined as γk , diag (γ1,k, . . . , γm,k).
3 Preliminaries of convergence analysis
In this section, we provide the mathematical toolbox for the convergence and rate analysis of
Algorithm 1. Under Assumption 2, there exits a unique nonnegative left eigenvector u ∈ Rm such
that uTR = uT and uT1 = m. Similarly, there exits a unique nonnegative right eigenvector v ∈ Rm
such that Cv = v and 1T v = m (cf. Lemma 1 in [30]). Throughout the analysis, we use the
following definitions for any integer k ≥ 0 and the regularization parameter λk > 0:
x∗ , argmin
x∈argmin g(x)
{f(x)} ∈ R1×n, x∗λk , argmin
x∈Rn
{g(x) + λkf(x)} ∈ R1×n, (8)
Gk(x) , ∇g (x) + λk∇f (x) ∈ Rm×n, Gk(x) , 1
m
1TGk(x) ∈ R1×n, (9)
Gk(x) , Gk
(
1xT
) ∈ R1×n, g¯k , Gk(x¯k) ∈ R1×n, Lk , Lg + λkLf , (10)
x¯k ,
1
m
uTxk ∈ R1×n, y¯k , 1
m
1Tyk ∈ R1×n, Λk ,
∣∣∣∣1− λk+1λk
∣∣∣∣ . (11)
Here, x∗ denotes the optimal solution of problem (1) and x∗λ is defined as the optimal solution to a
regularized problem. Note that the strong convexity of g(x) + λkf(x) implies that x∗λk exits and is a
unique vector (cf. Proposition 1.1.2 in [4]). Also, under Assumption 1, the set argmin g(x) is closed
and convex. As such, from the strong convexity of f and invoking Proposition 1.1.2 in [4] again, we
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conclude that x∗ also exits and is a unique vector. The sequence {x∗λk} is the so-called Tikhonov
trajectory and plays a key role in the convergence analysis (cf. [13]). The mapping Gk(x) denotes
the regularized gradient matrix. The vector x¯k holds a weighted average of the local copies of the
agent’s iterates. Next, we consider a family of update rules for the sequences of the step-size and the
regularization parameter under which the convergence and rate analysis can be performed.
Assumption 3 (Update rules). Assume the step-size γk and the regularization parameter λk are
updated satisfying: γˆk := γˆ0(k+1)a and λk :=
λ0
(k+1)b
where γˆk , maxj∈[m] γj,k for k ≥ 0, and a
and b satisfy the following conditions: 0 < b < a < 1 and a+ b < 1. Also, let αk ≥ θγˆk for k ≥ 0
for some θ > 0, where αk , 1muTγkν.
The constant θ is Assumption 3 measures the size of the rage within which the agents inRR ∩RC
select their stepsizes. The condition αk ≥ θγˆk is satisfied in many cases including the case where all
the agents choose strictly positive stepsizes (see Remark 4 in [30] for more details). In the following
lemma, we list some of the main properties of the update rules in Assumption 3. We will make use of
these properties in the convergence and rate analysis.
Lemma 1 (Properties of the update rules). Let Assumption 3 hold. Then, the following properties
hold: {λk}∞k=0 is a decreasing strictly positive sequence satisfying λk → 0, Λkλk → 0, Λk+1 ≤ Λk
for all k ≥ 0, Λk−1 ≤ 1k+1 for k ≥ 1, where Λk is given by (11). Also, {γˆk}∞k=0 is a decreasing
strictly positive sequence such that γˆk → 0 and γˆkλk → 0. Moreover, for any scalar τ > 0, there exits
an integer Kτ such that
(k+1)γˆkλk
kγˆk−1λk−1
≤ 1 + τ γˆkλk for all k ≥ Kτ .
Proof. See Appendix A.1.
Next, we present a key property of the sequence {x∗λk} and quantify the error between two consecutive
elements of the trajectory.
Lemma 2 (Properties of Tikhonov trajectory). Let Assumptions 1 and 3 hold and x∗λk be defined as
in (8). Then, we have: (i) The sequence {x∗λk} converges to the unique solution of problem (1), i.e.,
x∗. (ii) There exits a scalar M > 0 such that for any k ≥ 1, we have
∥∥∥x∗λk − x∗λk−1∥∥∥2 ≤ Mµf Λk−1.
Proof. See Appendix A.2.
In the following, we state the properties of the regularized maps. These results will be used in finding
suitable error bounds in the next section.
Lemma 3. Consider Algorithm 1. Let Assumptions 1 and 2 hold. For any k ≥ 0, mappings Gk, Gk,
and g¯k given by (9) and (10) satisfy the following relations: (i) We have that y¯k = Gk(xk). (ii) We
have Gk
(
x∗λk
)
= 0. (iii) The mapping Gk(x) is (λkµf )-strongly monotone and Lipschitz continuous
with parameter Lk. (iv) We have ‖y¯k − g¯k‖2 ≤ Lk√m ‖xk − 1x¯k‖2 and ‖g¯k‖2 ≤ Lk‖x¯k − x∗λk‖2.
Proof. See Appendix A.3.
We state the following result from [30] introducing two matrix norms induced by matrices R and C.
Lemma 4 (cf. Lemma 4 and Lemma 6 in [30]). Let Assumption 2 hold. Then: (i) There exist
matrix norms ‖ · ‖R and ‖ · ‖C such that for σR ,
∥∥∥R− 1uTm ∥∥∥
R
and σR ,
∥∥∥C− 1uTm ∥∥∥
C
we
have that σR < 1 and σC < 1. (ii) There exit scalars δR,2, δC,2, δR,C, δC,R > 0 such that for
any W ∈ Rm×n, we have ‖W‖R ≤ δR,2‖W‖2, ‖W‖C ≤ δC,2‖W‖2, ‖W‖R ≤ δR,C‖W‖C,
‖W‖C ≤ δC,R‖W‖R, ‖W‖2 ≤ ‖W‖R, and ‖W‖2 ≤ ‖W‖C.
4 Convergence and rate analysis
In this section, we analyze the convergence of Algorithm 1 by introducing three errors metrics∥∥x¯k+1 − x∗λk∥∥2, ‖xk+1−1x¯k+1‖R, ‖yk+1 − νy¯k+1‖C. Of these, the first term relates the averaged
iterate with the Tikhonov trajectory, the second term measures the consensus violation for the decision
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matrix, and the third term measures the consensus violation for the matrix of the regularized gradients.
We begin by deriving a system of recursive relations for the three error terms provided below.
Proposition 1. Consider Algorithm 1 under Assumptions 1, 2, and 3. Let αk and γˆk be given by
Assumption 3, and c0 , δC,2
∥∥I− 1mν1T∥∥C. Then, there exit scalars M > 0, Bg > 0, and an
integer K such that for any k ≥ K, the following recursive relations hold:∥∥x¯k+1 − x∗λk∥∥2 ≤ (1− µfαkλk)∥∥∥x¯k − x∗λk−1∥∥∥2 + MΛk−1µf + αkLk√m ‖xk − 1x¯k‖R
+
γˆk‖u‖2
m
‖yk − νy¯k‖C , (12)
‖xk+1 − 1x¯k+1‖R ≤ σR
(
1 + γˆk‖ν‖R Lk√
m
)
‖xk − 1x¯k‖R + σRγˆkδR,C‖yk − νy¯k‖C
+ σRγˆkLk‖ν‖R
∥∥∥x¯k − x∗λk−1∥∥∥2 + MσRγˆkLk‖ν‖Rµf Λk−1, (13)
‖yk+1 − νy¯k+1‖C ≤ (σC + c0Lkγˆk‖R‖2) ‖yk − νy¯k‖C
+ c0Lk
(
‖R− I‖2 + γˆk‖R‖‖ν‖2
Lk√
m
+ 2Λk
)
‖xk − 1x¯k‖2
+ c0Lk
(
γˆk‖R‖2‖ν‖2Lk + 2
√
mΛk
) ‖x¯k − x∗λk−1‖2
+ c0Lk
(
γˆk‖R‖2‖ν‖2Lk +
√
mΛk +
µfc0Bg
M
)
M
µf
Λk−1. (14)
Proof. Proof of (12): From (6) and (11), x¯k+1 = 1mu
TR (xk − γkyk) = x¯k − 1muTγkyk. Thus:
x¯k+1 = x¯k − 1
m
uTγk (yk − νy¯k + νy¯k) = x¯k −
1
m
uTγkνy¯k −
1
m
uTγk (yk − νy¯k)
= x¯k − αkg¯k − αk (y¯k − g¯k)− 1
m
uTγk (yk − νy¯k) .
From Assmption 3, there exits a K such that αk < 2L0 ≤ 2Lk for k ≥ K. From Lemma 3(iii), Gk(x)
is (µfλk)-strongly convex and Lk-smooth. Invoking Lemma 10 in [31], we have for αk < 2Lk that∥∥x¯k − αkg¯k − x∗λk∥∥2 ≤ max (|1− µfλkαk|, |1− Lkαk|)∥∥x¯k − x∗λk∥∥2. Thus, since µfλk ≤ Lk,
we obtain for αk ≤ 1Lk that
∥∥x¯k − αkg¯k − x∗λk∥∥ ≤ (1− µfλkαk)∥∥x¯k − x∗λk∥∥. Using the preceding
two relations, we obtain:∥∥x¯k+1 − x∗λk∥∥2 = ∥∥∥∥x¯k − x∗λk − αkg¯k − αk (y¯k − g¯k)− 1muTγk (yk − νy¯k)
∥∥∥∥
2
≤ ‖x¯k − x∗λk − αkg¯k‖2 + αk‖y¯k − g¯k‖2 +
1
m
∥∥uTγk (yk − νy¯k)∥∥2
≤ (1− µfαkλk) ‖x¯k − x∗λk‖2 + αk‖y¯k − g¯k‖2 +
1
m
∥∥uTγk (yk − νy¯k)∥∥2 .
By adding and subtracting x∗λk−1 and using Lemmas 2 and 3(iv), we obtain:
∥∥x¯k+1 − x∗λk∥∥2
≤ (1− µfαkλk)
∥∥∥x¯k − x∗λk−1∥∥∥2 + MΛk−1µf + αk ‖y¯k − g¯k‖2 + 1m ∥∥uTγk (yk − νy¯k)∥∥2
≤ (1− µfαkλk)
∥∥∥x¯k − x∗λk−1∥∥∥2 + MΛk−1µf + αkLk√m ‖xk − 1x¯k‖2 + ‖u‖2‖γk‖2m ‖yk − νy¯k‖2 .
Then, inequality (12) is obtained by invoking Lemma 4(ii), Remark 1, and definition of γˆk.
Proof of (13): From (6) and (11) and that R1 = 1, we have:
xk+1 − 1x¯k+1 = R (xk − γkyk)− 1x¯k +
1
m
1uTγkyk =
(
R− 1u
T
m
)
((xk − 1x¯k)− γkyk) .
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Applying Lemma 4, Remark 1 and Lemma 3, from the preceding relation we obtain:
‖xk+1 − 1x¯k+1‖R ≤ σR ‖xk − 1x¯k‖R + σR‖γk‖R‖yk‖R
≤ σR ‖xk − 1x¯k‖R + σR‖γk‖2‖yk − νy¯k‖R + σR‖γk‖2‖ν‖R‖y¯k‖2
≤ σR ‖xk − 1x¯k‖R + σRγˆk‖yk − νy¯k‖R + σRγˆk‖ν‖R
(
Lk√
m
‖xk − 1x¯k‖2 + Lk
∥∥x¯k − x∗λk∥∥2)
≤ σR
(
1 + γˆk‖ν‖R Lk√
m
)
‖xk − 1x¯k‖R + σRγˆkδR,C‖yk − νy¯k‖C + σRγˆkLk‖ν‖R
∥∥x¯k − x∗λk∥∥2 .
Adding and subtracting x∗λk−1 and using Lemma 2, we obtain the inequality (13).
Proof of (14): From (7) and the definition ofGk(x) in (9), we obtain yk+1 = Cyk+Gk+1 (xk+1)−
Gk (xk) . Multiplying both sides of the preceding relation by 1m1
T and using the definition of y¯k in
(11), we obtain that y¯k+1 = y¯k + 1m1
TGk+1 (xk+1)− 1m1TGk (xk). From the last two relations,
we have:
yk+1 − νy¯k+1 =
(
C− 1
m
ν1T
)
(yk − νy¯k) +
(
I− 1
m
ν1T
)
(Gk+1 (xk+1)−Gk (xk)) .
Invoking Lemma 4, the definition of Gk(x) in (9) and c0, and we obtain:
‖yk+1 − νy¯k+1‖C ≤ σC ‖yk − νy¯k‖C + c0 ‖Gk+1 (xk+1)−Gk (xk)‖2
≤ σC ‖yk − νy¯k‖C + c0 ‖λk+1∇f(xk)− λk∇f(xk)‖2
+ c0 ‖∇g(xk+1) + λk+1∇f(xk+1)−∇g(xk)− λk+1∇f(xk)‖2
≤ σC ‖yk − νy¯k‖C + c0
∣∣∣∣1− λk+1λk
∣∣∣∣ ‖λk∇f(xk)‖2 + c0Lk ‖xk+1 − xk‖2 . (15)
Next, we estimate the two terms ‖λk∇f(xk)‖2 and ‖xk+1 − xk‖2. From Lemma 2, there exits a
scalar Bg <∞ such that Lg‖1x∗λk − 1x∗‖2 ≤ Bg. Since∇g(x∗) = 0, we have:
‖λk∇f(xk)‖2 ≤ ‖∇g(xk) + λk∇f(xk)‖2 + ‖∇g(xk)−∇g(1x∗)‖2
≤ ‖∇g(xk) + λk∇f(xk)−∇g(1x∗λk)− λk∇f(1x∗λk)‖2 + Lg‖xk − 1x∗‖2
≤ (Lk + Lg)‖xk − 1x∗λk‖2 + Lg‖1x∗λk − 1x∗‖2 ≤ 2Lk
(‖xk − 1x¯k‖2 + ‖1x¯k − 1x∗λk‖2)+Bg
≤ 2Lk‖xk − 1x¯k‖2 + 2
√
mLk‖x¯k − x∗λk‖2 +Bg.
From row-stochasticity of R, we have (R− I)1x¯k = 0. Thus, from Lemma 3 we have:
‖xk+1 − xk‖2 = ‖R (xk − γkyk)− xk‖2 = ‖(R− I) (xk − 1x¯k)−Rγkyk‖2
≤ ‖R− I‖2 ‖xk − 1x¯k‖2 + ‖R‖2‖γk‖2 (‖yk − νy¯k‖2 + ‖ν‖2‖y¯k − g¯k‖2 + ‖ν‖2‖g¯k‖2) ≤
‖R− I‖2 ‖xk − 1x¯k‖2 + γˆk‖R‖2
(
‖yk − νy¯k‖2 + Lk‖ν‖2
(‖xk − 1x¯k‖2√
m
+ ‖x¯k − x∗λk‖2
))
.
It remains to find a recursive bound for the term ‖xk+1 − xk‖2. From Lemma 2, we can write:
‖x¯k − x∗λk‖2 ≤ ‖x¯k − x∗λk−1‖2 + ‖x∗λk−1 − x∗λk‖2 ≤ ‖x¯k − x∗λk−1‖2 +
M
µf
Λk−1.
From (15), the preceding three relations, we can obtain the desired relation (14).
Next, we derive a unifying recursive bound for the three error bounds in Proposition 1. This result
will play a key role n deriving the rate statements.
Proposition 2. Consider Algorithm 1. Let Assumptions 1, 2, and 3 hold. Let us define the error
metric ∆k ,
[∥∥∥x¯k − x∗λk−1∥∥∥2 , ‖xk − 1x¯k‖R , ‖yk − νy¯k‖C]T for k ≥ 1. Then, there exits an
integer K ≥ 1 such that for any k ≥ K, the following holds:
(a) Let Θ , max
{
1, σRγˆ0L0‖ν‖R, c0L0
(
γˆ0‖R‖2‖ν‖2L0 +
√
mΛ0 +
µf c0Bg
M
)} √
3M
µf
. Then:
‖∆k+1‖2 ≤ (1− 0.5µfαkλk)‖∆k‖2 + ΘΛk−1.
(b) There exits a scalar B > 0 such that ‖∆k‖2 ≤ Bk1−a−b .
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Proof. See Appendix A.4.
We next provide a family of convergence rates for the suboptimality in both levels of the problem
formulation (1).
Theorem 1 (Rate statements for the bilevel model). Consider problem (1) and Algorithm 1. Let
Assumptions 1, 2, and 3 hold. Then, we have the following results:
(a) We have limk→∞ x¯k = x∗. Also, the consensus violation of xk and yk characterized by
‖xk+1−1x¯k+1‖R and ‖yk+1 − νy¯k+1‖C, respectively, are both bounded byO
(
1/k1−a−b
)
for any
sufficiently large k.
(b) We have f(x¯k)− f(x∗) ≤ Q1(Lg+λ0Lf )2 1k2−2a−3b for some Q1 > 0 and any sufficiently large k.
(c) g(x¯k)− g(x∗) ≤ Q2(Lg+λ0Lf )2 1k2−2a−2b + λ0Q3kb for Q2,Q3 > 0 and any sufficiently large k.
Proof. See Appendix A.5.
Corollary 1 (Rate statements for the linearly constrained model). Consider problem (2) and Algo-
rithm 1 where we set gi(x) := 12‖Aix− bi‖22. Let the feasible set be nonempty and Assumption 1(a)
and Assumption 2 hold. Suppose Assumption 3 holds with a := 0.2 and b := 0.2− /3 where  > 0
is a sufficiently small scalar. Then, we have limk→∞ x¯k = x∗ and for any sufficiently large k:
(a) We have ‖xk+1 − 1x¯k+1‖R = O
(
1/k0.6+/3
)
, and ‖yk+1 − νy¯k+1‖C = O
(
1/k0.6+/3
)
.
(b) We have f(x¯k)− f(x∗) = O
(
1/k1−
)
.
(c) We have ‖Ax¯k − b‖22 = O
(
1/k0.2−/3
)
where A ,
[
AT1 , . . . , A
T
m
]T
and b ,
[
bT1 , . . . , b
T
m
]
.
Proof. See Appendix A.6.
Corollary 2 (Rate statements for the unconstrained non-strongly convex model). Consider problem
(3) and Algorithm 1 where we set fi(x) := ‖x‖22/m. Let Assumption 1(b), 1(c) and Assumption 2
hold. Suppose Assumption 3 holds with a := 0.4 and b := 0.4−  where  > 0 is a sufficiently small
scalar. Let x∗`2 denote the least `2-norm optimal solution of problem (3). Then, for any sufficiently
large k:
(a) We have ‖xk+1 − 1x¯k+1‖R = O
(
1/k0.2+
)
and ‖yk+1 − νy¯k+1‖C = O
(
1/k0.2+
)
.
(b) We have g(x¯k)− g
(
x∗`2
)
= O (1/k0.4−) and that ‖x¯k − x∗`2‖22 = O (1/k3).
Proof. See Appendix A.7.
5 Numerical results
We present a numerical comparison of the performance of Algorithm 1 with that of Push-Pull
algorithm [30]. Motivated by sensor network applications, we consider the unconstrained ill-posed
problem minx∈Rn
∑m
k=1 ‖zi − Hix‖22, where Hi ∈ Rd×m and zi ∈ Rd denote the measurement
matrix and the noisy observation of the ith sensor. Due to the challenges raised by ill-conditioning
and also the lack of convergence and rate guarantees, Push-Pull algorithm needs to be applied to a
regularized variant of the problem. To this end, in the implementation of the Push-Pull scheme, we
use an `2 regularizer with a parameter 0.1. Importantly, our comparison would lead to similar results
with smaller choices of this parameter as well. Accordingly, in Algorithm 1, we set λ0 := 0.1. We
employ the tuning rules according to Corollary 2, while a constant step-size is used for the Push-Pull
method. We generate Hi and zi randomly and choose m = 10, n = 20, and d = 1. We generate
matrices R and C from the same underlying graph with three different directed graphs (see Figure 1).
For the star and ring graphs, we use R = I− 12dmaxin LR where LR denotes the Laplacian matrix and
dmaxin denotes the maximum in-degree. We use the same formula for C using maximum out-degree.
For the Lollipop graph, we generate matrices R and C using rules (5) with ri = ci = 3 for all i.
Insights: Figure 1 shows the comparison of the two schemes. We compare objective function values
and consensus violations. For the latter, we use the term
∥∥∥xk − 11Tm xk∥∥∥
2
. In terms of the objective
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Figure 1: Algorithm 1 vs. regularized Push-Pull algorithm under different choices of R and C.
function value, Algorithm 1 performs significantly better in the star and ring cases. In the Lollipop
case, while Algorithm 1 performs almost the same as Push-Pull in terms of the objective value, it
achieves a lower consensus violation.
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Appendices
Appendix A Supplementary proofs
A.1 Proof of Lemma 1
Recall that γˆk = γˆ0(k+1)a and λk =
λ0
(k+1)b
where 0 < b < a < 1 and a + b < 1. Consequently,
{γˆk}∞k=0 and {λk}∞k=0 are strictly positive decreasing sequences and γˆk → 0, λk → 0, and γˆkλk → 0.
Next, we show that Λk−1 ≤ 1k+1 for k ≥ 1. From (11) and that λk ≤ λk−1, for any k ≥ 1 we have:
Λk−1 = 1− λk
λk−1
= 1− λ0(k + 1)
−b
λ0k−b
= 1−
(
k
k + 1
)b
= 1−
(
1− 1
k + 1
)b
. (16)
From 0 < b < a and a+ b < 1, we have b < 0.5. This implies that
(
1− 1k+1
)b
≥
(
1− 1k+1
)0.5
.
Combining this relation with (16), we have:
Λk−1 ≤ 1−
(
1− 1
k + 1
)0.5
=
1−
(
1− 1k+1
)
1 +
√
1− 1k+1
=
 1
1 +
√
1− 1k+1
 1
k + 1
≤ 1
k + 1
,
where the last inequality is implied from k ≥ 1. Next, we show Λk+1 ≤ Λk for all k ≥ 0. From (16),
we have:
Λk+1 = 1−
(
1− 1
k + 3
)b
≤ 1−
(
1− 1
k + 2
)b
= Λk.
Next, we show that for any scalar τ > 0, there exits an integer Kτ such that
(k+1)γˆkλk
kγˆk−1λk−1
≤ 1 + τ γˆkλk
for all k ≥ Kτ . It suffices to show limk→∞
(
(k+1)γˆkλk
kγˆk−1λk−1
− 1
)
1
γˆkλk
= 0. From update formulas of
γˆk and λk, we have:(
(k + 1)γˆkλk
kγˆk−1λk−1
− 1
)
1
γˆkλk
=
(
(k + 1)
k
(
k
k + 1
)a+b
− 1
)
(k + 1)a+b
γˆ0λ0
≤
((
1 +
1
k
)1−a−b
− 1
)
2ka+b
γˆ0λ0
≤
(
1 +
1
k
− 1
)
2ka+b
γˆ0λ0
=
2
γˆ0λ0k1−a−b
.
Therefore, limk→∞
(
(k+1)γˆkλk
kγˆk−1λk−1
− 1
)
1
γˆkλk
= 0, implying the existence of the specified integer Kτ .
A.2 Proof of Lemma 2
(a) From Assumption 1, the function g(x) + λkf(x) is (λkµf )-strongly convex. Since x∗λk is the
minimizer of this regularized function, we have:
g(x∗) + λkf(x∗) ≥ g(x∗λk) + λkf(x∗λk) +
λkµf
2
∥∥x∗ − x∗λk∥∥22 . (17)
Also, the definition x∗ in (8) implies that x∗ ∈ argmin g(x) and so g(x∗λk) ≥ g(x∗). From the
preceding two inequalities, we obtain:
f(x∗) ≥ f (x∗λk)+ µf2 ∥∥x∗ − x∗λk∥∥22 for all k ≥ 0. (18)
Recall that under Assumption 1, x∗ and x∗λk both exist and are unique vectors. Thus, we have that
f(x∗) − f (x∗λk) < ∞. Therefore, from relation (18), the sequence {x∗λk} is bounded implying
that it must have at least one limit point. Let {x∗λk}k∈K be an arbitrary subsequence such that
limk→∞, k∈K x∗λk = xˆ. Next, we show that xˆ is a feasible solution to problem (1). Consider relation
(17). Taking the limit from both sides of (17), using the continuity of g and f (induced from their
12
convexity), invoking limk→∞ λk = 0, and neglecting the nonnegative term
µf
2
∥∥x∗ − x∗λk∥∥22, we
obtain that:
g (x∗) ≥ g
(
lim
k→∞, k∈K
x∗λk
)
= g(xˆ),
implying that xˆ is a minimizer of g(x) and so it is a feasible solution to problem (1). Next, we show
that xˆ is indeed the optimal solution of problem (1). Taking the limit from both sides of (18), using
the continuity of f , and neglecting the nonnegative term µf2
∥∥x∗ − x∗λk∥∥22, we obtain:
f (x∗) ≥ f
(
lim
k→∞, k∈K
x∗λk
)
= f(xˆ).
Hence, from the uniqueness of x∗ we conclude that all limit points of the Tikhonov trajectory are
identical to x∗. Therefore, limk→∞ x∗λk = x
∗.
(b) If x∗λk = x
∗
λk−1 , the desired relation holds. Consider the case where x
∗
λk
6= x∗λk−1 for k ≥ 1.
Writing the optimality conditions for x∗λk and x
∗
λk−1 , for any x, y ∈ Rn, we have that:
g(x) + λk−1f(x) ≥ g
(
x∗λk−1
)
+ λk−1f
(
x∗λk−1
)
+
λk−1µf
2
∥∥∥x− x∗λk−1∥∥∥22 .
g(y) + λkf(y) ≥ g
(
x∗λk
)
+ λkf
(
x∗λk
)
+
λkµf
2
∥∥y − x∗λk∥∥22 .
By substituting x := x∗λk and y := x
∗
λk−1 and adding the resulting two relations together, we have:
(λk−1 − λk)
(
f
(
x∗λk
)− f (x∗λk−1)) ≥ µf (λk + λk−1)2 ∥∥∥x∗λk−1 − x∗λk∥∥∥22 .
From the convexity property of f , we have that:
f
(
x∗λk
)− f (x∗λk−1) ≤ (x∗λk − x∗λk−1)T ∇f (x∗λk) .
From the preceding two inequalities and that λk−1 > λk, we obtain:
µfλk−1
2
∥∥∥x∗λk−1 − x∗λk∥∥∥22 ≤ (λk−1 − λk)(x∗λk − x∗λk−1)T ∇f (x∗λk) .
Dividing both sides of the by λk−1 and using Cauchy-Schwarz inequality, we have:∥∥∥x∗λk−1 − x∗λk∥∥∥22 ≤ 2µf
(
1− λk
λk−1
)∥∥∥x∗λk − x∗λk−1∥∥∥2 ∥∥∇f (x∗λk)∥∥2 .
Note that since x∗λk 6= x∗λk−1 , we have
∥∥∥x∗λk − x∗λk−1∥∥∥2 6= 0. Thus, we obtain:∥∥∥x∗λk−1 − x∗λk∥∥∥2 ≤ 2µf
(
1− λk
λk−1
)∥∥∇f (x∗λk)∥∥2 = 2Λk−1µf ∥∥∇f (x∗λk)∥∥2 .
From part (a), {x∗λt}∞t=0 is a bounded sequence. Thus, there exits a compact ball X ⊂ Rn such that{x∗λt}∞t=0 ⊆ X . From continuity of the mapping ∇f , there exits a constant M > 0 such that:
2
∥∥∇f (x∗λk)∥∥2 ≤M for all k ≥ 0.
Combining the preceding two relations, we obtain the desired inequality.
A.3 Proof of Lemma 3
(i) Multiplying both sides of (7) by 1m1
T and from the definitions of Gk and Gk in (9), we obtain:
y¯k+1 =
1
m
1Tyk +
1
m
1TGk+1(xk+1)− 1
m
1TGk(xk) = y¯k +Gk+1(xk+1)−Gk(xk),
where we used 1TC = 1T . From Algorithm 1, we have y0 := ∇g(x0) + λ0∇f(x0) = G0(x0),
implying that y¯0 = G0(x0). From the two preceding relations, we obtain that y¯k = Gk (xk).
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(ii, iii) From (9), we have that Gk(x) = 1m
∑m
i=1 (∇gi (xi,k) + λk∇fi (xi,k)). Thus, from
the definition of Gk we obtain that Gk(x) = Gk
(
1xT
)
= 1m
∑m
i=1 (∇gi (x) + λk∇fi (x)) =
1
m (∇g(x) + λk∇f(x)). Thus, from the definition of x∗λk in (8), we obtain Gk
(
x∗λk
)
= 0. Also,
from Assumption 1, we conclude that Gk(x) is a (λkµf )-strongly monotone mapping and Lipschitz
continuous with parameter Lk , Lg + λkLf for k ≥ 0.
(iv) For any u,v ∈ Rm×n, with ui, vi ∈ Rn denoting the ith row of u,v, respectively, we have:
‖Gk(u)−Gk(v)‖2 =
∥∥∥∥ 1m1T (∇g(u) + λk∇f(u))− 1m1T (∇g (v) + λk∇f (v))
∥∥∥∥
2
≤ 1
m
∥∥∥∥∥
m∑
i=1
∇gi(ui)−
m∑
i=1
∇gi (vi)
∥∥∥∥∥
2
+
λk
m
∥∥∥∥∥
m∑
i=1
∇fi(ui)−
m∑
i=1
∇fi (vi)
∥∥∥∥∥
2
≤ 1
m
m∑
i=1
(‖∇gi(ui)−∇gi (vi)‖2 + λk ‖∇fi(ui)−∇fi (vi)‖2)
≤ 1
m
m∑
i=1
(Lg‖ui − vi‖2 + λkLf‖ui − vi‖2) ≤ Lk
m
m∑
i=1
‖ui − vi‖2 ≤ Lk√
m
‖u− v‖2.
Consequently, we obtain ‖y¯k − g¯k‖2 = ‖Gk(xk)−Gk(1x¯k)‖2 ≤ Lk√m‖xk − 1x¯k‖2. Also, using
the Lipschitzian property of Gk in part (ii) and Gk
(
x∗λk
)
= 0, we obtain:
‖g¯k‖2 = ‖Gk(x¯k)‖2 =
∥∥Gk(x¯k)− Gk (x∗λk)∥∥2 ≤ Lk‖x¯k − x∗λk‖2.
A.4 Proof of Proposition 2
(a) In the first step, from Proposition 1 we have for all k ≥ K that ∆k+1 ≤ Hk∆k + hk where
Hk = [Hij,k]3×3 and hk = [hi,k]3×1 are given as follows:
H11,k := 1− µfαkλk, H12,k := αkLk√
m
, H13,k :=
γˆk‖u‖2
m
,
H21,k := σRγˆkLk‖ν‖R, H22,k := σR
(
1 + γˆk‖ν‖R Lk√
m
)
, H23,k := σRγˆkδR,C,
H31,k := c0Lk
(
γˆk‖R‖2‖ν‖2Lk + 2
√
mΛk
)
,
H32,k := c0Lk
(
‖R− I‖2 + γˆk‖R‖‖ν‖2
Lk√
m
+ 2Λk
)
, H33,k := σC + c0Lkγˆk‖R‖2,
h1,k :=
MΛk−1
µf
, h2,k :=
MσRγˆkLk‖ν‖R
µf
Λk−1,
h3,k := c0Lk
(
γˆk‖R‖2‖ν‖2Lk +
√
mΛk +
µfc0Bg
M
)
M
µf
Λk−1.
Let us define the sequence {ρk} as ρk , 1 − 0.5µfαkλk for k ≥ 0. Next, we the utilize our
assumptions to find suitable upper bounds for some of the above terms. We define Hˆk = [Hˆij,k]3×3
and hˆk = [hˆi,k]3×1 as follows:
Hˆ11,k := 1− µfαkλk, Hˆ12,k := αkL0√
m
, Hˆ13,k :=
γˆk‖u‖2
m
,
Hˆ21,k := σRγˆkL0‖ν‖R, Hˆ22,k := ρk − 1− σR
2
, Hˆ23,k := σRγˆkδR,C,
Hˆ31,k := c0L0
(
γˆk‖R‖2‖ν‖2L0 + 2
√
mΛk
)
,
Hˆ32,k := c0L0
(
‖R− I‖2 + γˆk‖R‖‖ν‖2
L0√
m
+ 2Λ0
)
, Hˆ33,k := ρk − 1− σC
2
,
hˆ1,k :=
Θ√
3
Λk−1, hˆ2,k :=
Θ√
3
Λk−1, hˆ3,k :=
Θ√
3
Λk−1.
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Note that we have:
Hˆ22,k −H22,k = 1− 0.5µfαkλk − 1− σR
2
− σR
(
1 + γˆk‖ν‖R Lk√
m
)
=
1− σR
2
− 0.5µfαkλk − γˆk‖ν‖R Lk√
m
.
From Assumption 3 and the definition of αk, we have γˆk → 0, αk → 0, and λk → 0. Thus, there
exits an integer KR ≥ 1 such that for all k ≥ KR we have H22,k ≤ Hˆ22,k. Similarly, there exits
an integer KC ≥ 1 such that for all k ≥ KC we have H33,k ≤ Hˆ33,k. Thus, by taking to account
that λk and Λk are nonincreasing sequences and invoking the definition of Θ, we have Hk ≤ Hˆk
and hk ≤ hˆk. This implies that for all k ≥ max{K,KR,KC}, we have ∆k+1 ≤ Hˆk∆k + hˆk.
Consequently, we obtain:
‖∆k+1‖2 ≤ ρ
(
Hˆk
)
‖∆k‖2 + ΘΛk−1, (19)
where ρ
(
Hˆk
)
denotes the spectral norm of Hˆk. Next, we show that for a sufficiently large k, we
have that ρ
(
Hˆk
)
≤ ρk. To show this relation, employing Lemma 5 in [29], it suffices to show that
0 ≤ Hˆii,k < ρk for i ∈ {1, 2, 3} and det
(
ρkI− Hˆk
)
> 0. Among these, it can be easily seen that
Hii,k < ρk holds for all i ∈ {1, 2, 3}. Since αk → 0 and λk → 0, there exits an integer K1 such that
Hˆ11,k = 1 − µfαkλk > 0. Similarly, from σR < 1 and σC < 1, there exits integers K2 and K3
such that Hˆ22,k > 0 and Hˆ33,k > 0, respectively. Next, we show det
(
ρkI− Hˆk
)
> 0. We have:
det
(
ρkI− Hˆk
)
=
3∏
i=1
(
ρk − Hˆii,k
)
−
(
ρk − Hˆ11,k
)
Hˆ23,kHˆ32,k −
(
ρk − Hˆ33,k
)
Hˆ12,kHˆ21,k
− Hˆ12,kHˆ23,kHˆ31,k − Hˆ13,kHˆ21,kHˆ32,k −
(
ρk − Hˆ22,k
)
Hˆ31,kHˆ13,k
= (0.5µfαkλk)
(
1− σR
2
)(
1− σC
2
)
− (0.5µfαkλk) (σRγˆkδR,C) c0L0
(
‖R− I‖2 + γˆk‖R‖‖ν‖2
L0√
m
+ 2Λ0
)
−
(
1− σC
2
)(
αkL0√
m
)
(σRγˆkL0‖ν‖R)
−
(
αkL0√
m
)
(σRγˆkδR,C)
(
c0L0
(
γˆk‖R‖2‖ν‖2L0 + 2
√
mΛk
))
−
(
γˆk‖u‖2
m
)
(σRγˆkL0‖ν‖R)
(
c0L0
(
‖R− I‖2 + γˆk‖R‖‖ν‖2
L0√
m
+ 2Λ0
))
−
(
1− σR
2
)(
c0L0
(
γˆk‖R‖2‖ν‖2L0 + 2
√
mΛk
))( γˆk‖u‖2
m
)
.
Next, we find lower and upper bounds for αk in terms of γˆk. Note that Assumption 3 provides θγˆk as
a lower bound for αk. To find an upper bound, from Lemma 1 in [30], we have that the eigenvector u
is nonzero only on the entries i ∈ RR. Similarly, the eigenvector ν is nonzero only on the entries
i ∈ RCT . Also, we have uT ν > 0. Thus, from the definition of αk, we can write:
αk
γˆk
=
1
m
uT
γk
γˆk
ν =
1
m
∑
i∈RR∩CT
uivi
γi,k
γˆk
≤ 1
m
∑
i∈RR∩CT
uivi
γi,k
γˆk
=
1
m
uT ν > 0.
Let us define θ¯ = 1mu
T ν. Thus, we have θγˆk ≤ αk ≤ θ¯γˆk for all k ≥ 0. Using these bounds and
rearranging the terms, we can obtain:
det
(
ρkI− Hˆk
)
≥ −c1γˆ3k − c2γˆ2k + c3γˆkλk − c4γˆkΛk,
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where the scalars c1, c2, c3 are defined as below:
c1 ,
(
0.5µf θ¯λ0
)
(σRδR,C) c0L0
(
‖R‖‖ν‖2 L0√
m
)
+
(
θ¯L0√
m
)
(σRδR,C) (c0L0 (‖R‖2‖ν‖2L0))
+
(‖u‖2
m
)
(σRL0‖ν‖R)
(
c0L0‖R‖‖ν‖2 L0√
m
)
c2 ,
(
0.5µf θ¯λ0
)
(σRδR,C) c0L0 (‖R− I‖2 + 2Λ0) +
(
1− σC
2
)(
θ¯L0√
m
)
(σRL0‖ν‖R)
+
(
θ¯L0√
m
)
(σRδR,C)
(
c0L02
√
mΛ0
)
+
(‖u‖2
m
)
(σRL0‖ν‖R) (c0L0 (‖R− I‖2 + 2Λ0))
+
(
1− σR
2
)
(c0L0 (R‖2‖ν‖2L0))
(‖u‖2
m
)
c3 , (0.5)3µfθ (1− σR) (1− σC)
c4 ,
(
1− σR
2
)(
c0L0
√
m
)(‖u‖2
m
)
.
It suffices to show that −c1γˆ3k − c2γˆ2k + c3γˆkλk − c4γˆkΛk > 0 for any sufficiently large k. From
Lemma 1, we have Λkλk → 0. Thus, there exits an integer K4 ≥ 0 such that for any k ≥ K4 we
have that c4Λk ≤ 0.5c3λk. As such, it suffices to show that c1γˆ2k + c2γˆk < 0.5c3λk. From Lemma
1, since γˆk → 0 and γˆλk → 0, there exits an integer K5 ≥ 0 such that c1γˆ2k + c2γˆk < 0.5c3λk
for any k ≥ K5. We conclude that for K , max{K,K1,K2,K3, ,K4,K5,KR,KC}, we have
det
(
ρkI− Hˆk
)
> 0 for any k ≥ K. Therefore, we have ρ
(
Hˆk
)
≤ 1− 0.5µfαkλk for all k ≥ K.
The desired inequality is obtained from this inequality and the relation (19).
(b) From Lemma 1, we have that Λk−1 ≤ 1k+1 . From part (a) and Assumption 3, we obtain:
‖∆k+1‖2 ≤ (1− 0.5µfαkγˆkθ)‖∆k‖2 + Θ
k + 1
for all k ≥ K. (20)
We use induction to show that the desired inequality holds for:
B , max
{
(K+ 1)1−a−b‖∆K‖2, 4Θ
µfλ0γˆ0θ
}
.
First, we observe that the inequality holds for k := K. This is because:
‖∆K‖2 =
(
(K+ 1)1−a−b∆K
) 1
(K+ 1)1−a−b
≤ B
(K+ 1)1−a−b
.
Let us assume that ‖∆k‖2 ≤ Bk1−a−b for some k ≥ K. We show that this relation also holds for
k + 1. Consider Lemma 1. Let us choose τ := µfθ4 . Thus, from Lemma 1, there exits a Kτ such that
(k+1)γˆkλk
kγˆk−1λk−1
≤ 1 + τ γˆkλk for all k ≥ Kτ . This implies that:
ka+b
k
≤ (k + 1)
a+b
k + 1
(1 + 0.25µfλ0γˆ0θ). (21)
Let K6 be an integer such that 0.5µfαkγˆkθ < 1. Without loss of generality, let us assume K ≥
max {Kτ ,K6}. From (20) and the induction hypothesis, we obtain:
‖∆k+1‖2 ≤ (1− 0.5µfαkγˆkθ) B
k1−a−b
+
Θ
k + 1
.
From the preceding relation and (21), we obtain:
‖∆k+1‖2 ≤ (1− 0.5µfαkγˆkθ)(1 + 0.25µfαkγˆkθ) B
(k + 1)1−a−b
+
Θ
k + 1
.
From the definition of B we have Θ ≤ 0.25µfλ0γˆ0θB. From this relation and rearranging the terms
in the preceding inequality, we obtain:
‖∆k+1‖2 ≤ B
(k + 1)1−a−b
(
1− 0.25µfλ0γˆ0θ − 0.125(µfλ0γˆ0θ)2
)
+
0.25µfλ0γˆ0θB
(k + 1)1−a−b
.
This implies that ‖∆k+1‖2 ≤ B(k+1)1−a−b . Thus, the induction statement holds for k + 1 and hence,
the proof is completed.
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A.5 Proof of Theorem 1
(a) From Lemma 2(a), we have that {x∗λk} converges to x∗. Moreover, from Proposition 2(b), we
have that ‖x¯k − x∗λk−1‖2 converges to zero. Therefore, we have limk→∞ x¯k = x∗. To derive the
bounds for ‖xk − 1x¯k‖R and ‖yk − νy¯k‖C, from the definition of ∆k in Proposition 2, we can
write:
‖xk − 1x¯k‖R ≤ ‖∆k‖2 = O
(
k1−a−b
)
.
Similarly, we obtain ‖yk − νy¯k‖C = O
(
k1−a−b
)
.
(b) Consider the regularized function g(x) + λkf(x). Note that it is Lk-smooth, where Lk ,
Lg + λkLf . Since x∗λk is the minimizer of g(x) + λkf(x), we have:
g(x) + λkf(x)− g
(
x∗λk
)− λkf (x∗λk) ≤ Lk2 ∥∥x− x∗λk∥∥22 for all x ∈ Rn.
Also, we can write that g
(
x∗λk
)
+ λkf
(
x∗λk
) ≤ g (x∗) + λkf (x∗). Combining the preceding two
relations and substituting x by x¯k+1, we obtain:
g (x¯k+1)− g (x∗) + λk (f (x¯k+1)− f (x∗)) ≤ Lk
2
∥∥x¯k+1 − x∗λk∥∥22 .
Applying the bound from Proposition 2(b), we obtain:
g (x¯k+1)− g (x∗) + λk (f (x¯k+1)− f (x∗)) ≤
(
LkB
2
2
)
1
(k + 1)2−2a−2b
for all k ≥ K.
(22)
Note that from the definition of x∗ in (8), we have g (x¯k+1)− g (x∗) ≥ 0. This implies that:
f (x¯k+1)− f (x∗) ≤
(
LkB
2
2λk
)
1
(k + 1)2−2a−2b
≤
(
L0B
2
2λ0
)
1
(k + 1)2−2a−3b
for all k ≥ K.
Therefore, the desired relation holds for Q1 , B
2
λ0
.
(c) From part (a), we know that {x¯k} converges to x∗. This result and that f is a continuous function
imply that there exits a scalar Q3 > 0 such that |f (x¯k+1)− f (x∗)| ≤ Q3. Thus, from the inequality
(22) and the update rule for λk, we obtain:
g (x¯k+1)− g (x∗) ≤
(
L0B
2
2
)
1
(k + 1)2−2a−2b
+
Q3λ0
(k + 1)b
for all k ≥ K.
Therefore, the desired relation holds for Q2 , B
2
λ0
.
A.6 Proof of Corollary 1
First, we show that problem (2) is equivalent to problem (1) where gi(x) := 12‖Aix− bi‖22. Let X1
and X2 denote the feasible set of problem (1) and (2), respectively. Suppose xˆ ∈ X1 is an arbitrary
vector. Thus, we have xˆ ∈ argminx∈Rn 12
∑m
i=1 ‖Aix− bi‖22. From the assumption X2 6= ∅, there
exits a point x¯ satisfyingAx¯ = b. This implies that the minimum of the function 12
∑m
i=1 ‖Aix−bi‖22
is zero. Therefore, xˆ must satisfy Ax = b implying that xˆ ∈ X2. Next, suppose xˆ ∈ X2 is an
arbitrary vector. Thus, we have 12
∑m
i=1 ‖Aixˆ − bi‖22 = 0 implying that xˆ is a minimizer of the
1
2
∑m
i=1 ‖Aix− bi‖22. Therefore, we have xˆ ∈ X1. We conclude that X1 = X2 and thus problems
(1) and (2) are equivalent. Next, we show that Assumption 1(b) is satisfied. From the definition of
function gi, we have that∇gi(x) = ATi (Aix− bi). We can write for all x, y ∈ Rn:
‖∇gi(x)−∇gi(y)‖ =
∥∥ATi (Aix− bi)−ATi (Aiy − bi)∥∥ ≤ ρ (ATi Ai) ‖x− y‖,
where ρ
(
ATi Ai
)
denotes the spectral norm of ATi Ai. Thus, we conclude that Assumption 1(b) is
met for Lg , maxi∈[m] ρ
(
ATi Ai
)
. Therefore, all conditions of Theorem 1 hold. To obtain the rate
results in part (a), (b), (c), it suffices to substitute a by 0.2 and b by 0.2 − 3 in the corresponding
parts in Theorem 1.
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Figure 2: Algorithm 1 vs. regularized Push-Pull algorithm (with the regularization parameter 0.01)
under different choices of R and C.
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Figure 3: Algorithm 1 vs. regularized Push-Pull algorithm (with the regularization parameter 0.005)
under different choices of R and C.
A.7 Proof of Corollary 2
Note that problem (3) is equivalent to problem (1) where fi(x) := ‖x‖22/m. This implies that
Assumption 1(a) holds with µf = Lf = 2m . Therefore, all conditions of Theorem 1 hold. To obtain
the rate results in part (a) and (b), it suffices to substitute a by 0.4 and b by 0.4−  in the rate results
in Theorem 1.
Appendix B Supplementary numerical results
In this section, we present additional support for the numerical experiments where we choose the
regularization parameter employed in the Push-Pull algorithm to take different values. Figure 2
and Figure 3 show the results for the case where the regularization parameter is 0.01 and 0.005,
respectively. It is observed that the proposed algorithm outperforms the standard Push-Pull algorithm
independent from the choice of the regularization parameter and the topology of the communication
graph.
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