Abstract-In this paper, we propose a multichannel SVDbased image de-noising algorithm. The IntDCT is employed to decorrelate the image into sixteen subbands. The SVD is then applied to each of the subbands and the additive noise is reduced by truncating the eigenvalues. The simulation results illustrate that this technique can effectively filter the noisy images without assuming any statistics of the image by using data compression technique.
I. INTRODUCTION
Preprocessing is a very important process for image and video compression. Once we import the inputs from the analog sources, additive noise usually appears in the raw images or video sequences. De-noising before encoding the images or video frames yields the advantages for the compression and the complexity. Since 1995, Donoho has proposed the famous soft-thresholding using dyadic wavelets to optimally de-noise smooth signals based on the statistics of the data [3] . However, this de-noising algorithm yields superior results only for signals with slow variations. Recently, many works have been done to improve Donoho's de-noising algorithm. Yang and Nguyen proposed the image de-noising using lapped transform instead of dyadic wavelets, and then rearranged the coefficients into octave-based model [6] . They set up a maximum a posteriori (MAP) estimation problem to find the estimate of the original DCT coefficients before the degradation to improve the performance. Portilla et al [7] proposed the de-noising algorithm based on the statistical model of the coefficients of an over-complete multiscale oriented basis. They developed a model for neighborhoods of oriented pyramid coefficients based on a Gaussian scale mixture. However, all of these techniques still require the statistics of the noise and the input signal.
In 1997, Konstantinides et al proposed a block-based singular value decomposition (SVD) filter to reduce the noise without using the statistics of the noise and the input image [1] . Although, this system shows superior results over Donoho's algorithm, it requires high complexity in order to calculate the SVD in each image subblock and lacks robustness to adjust the thresholds to discard the eigenvalues of the SVD that represent the noise.
In this paper, we propose the multichannel SVD-based image de-noising. This algorithm can improve the de-noising performance of the conventional SVD algorithm [1] , while reducing the complexity without using the statistics of the noise and the input image. The integer discrete cosine transform (IntDCT) [8] is employed to decompose the image into the desired subbands before applying the SVD.
In section II, the SVD-based de-noising algorithm is briefly discussed. In section III, the proposed multichannel SVDbased image de-noising system is presented. Simulation results and discussions are addressed in section IV. Section V concludes the paper and discusses some future works.
II. SVD-BASED DE-NOISING
The SVD-based de-noising algorithm can be summarized as follows. First, the image is divided into non-overlapping 8×8 subblocks. Each subblock is treated as a square matrix which is decomposed using SVD. The eigenvalues from the SVD of each 8×8 subblock are discarded by an optimal threshold using the method proposed in [2] . Finally, the new eigenvalues and the eigenvector matrices are recovered back as the denoised image. Let A be an n×n matrix. The SVD of A can be given by
where U is an n×n orthogonal matrix, V is an n×n orthogonal matrix, and Σ is an n×n matrix whose off-diagonal entries are all 0s. The diagonal elements of Σ, λ i s, satisfy such that
The λ i s determined by this factorization are unique and are called the eigenvalues of A. The k th column of V, v k , can be calculated from
where r is the rank of A andÁ = A T A. The k th column of U, u k , can be obtained from
In reality, A appears together with the additive noise resulting in the noisy input, B = A+E, to the system, where E is a random noise perturbation matrix of full rank [1] . In this case, the rank of B can be greater than r. Thus, we can define the effective rank of B as r if
whereλ i are the sorted eigenvalues of B, 1 ≤ r ≤ n, and 1 = E 2 is the norm-2 of E. If the elements of E are independent and identically distributed (i.i.d.) random Gaussian variables with zero mean and σ 2 variance, the upper bound of 1 is
According to this, we can adjust the threshold 1 in order to filter out the noise and retain most of the information using the knowledge of data compression [1] . In terms of the eigenvalues, it is easy to select the required energy. Therefore, it is also easy to determine which eigenvalues and corresponding eigenvectors can be discarded.
III. MULTICHANNEL SVD-BASED IMAGE DE-NOISING
The proposed multichannel SVD-based image de-noising can be summarized as follows. We partition the n × n image into 4 × 4 subblocks. Each of the subblocks is transformed by the 4-point IntDCT [8] instead of the floating point DCT in order to reduce the computational complexity while maintaining the similar results. The transform coefficients are then regrouped into sixteen subbands by grouping all subblocks' coefficients of the same band together. Thus, the size of each subband is (
. Each of the subbands except for the DC one, is then partitioned into block of size 8 × 8. Each of the 8 × 8 blocks is treated as a noisy matrix, which is then decomposed by the SVD. The de-noising process is applied by discarding some of the small eigenvalues according to a preset threshold. Fig. 1 illustrates the de-noising algorithm using multichannel SVD.
In order to find the optimal thresholds, as an example, we apply the same threshold, , between 45 and 75 (using gray scale image, pixel values from 0 to 255), to all 15 channels, except the DC. After that, we encode each image with JPEG-LS [9] , [11] in order to see the nature of the compressed size (bit rate) of the de-noised images versus [1] (see Fig. 3 ). From [1] , we claim that in order to find the knee point which is the point that Fig. 3 has the maximum second derivative with respect to log , we can find the point that threshold, , yields the maximum PSNR (Peak Signal to Noise Ratio) (see Fig. 3 ). In fact, any lossless compression algorithms can be used instead of JPEG-LS, for example Lempel-Ziv algorithm [1] . We do not use the lossy compression algorithm because we want to use all information to determine the thresholds.
After getting the knee point, we can approximate the thresholds as follows. First, we divide 16 subbands into 7 levels according to the zigzag scan lines (Fig. 2) rd level, because of the level of decay of DCT which keeps most of the information in the low frequency subbands [4] . This method is equivalent to compressing the image using the lossy compression (In this case, SVD is used). We try to find the optimal thresholds in order to discard the high frequency information (noise) while retaining most of the original information.
IV. SIMULATION RESULTS AND DISCUSSION
In this section, we compare the simulation results of the various de-noising algorithms including the conventional SVD de-noising algorithm [1] , the proposed multichannel SVDbased image de-noising and Donoho's statistical based de- In Table I , for Barbara image, which contains both high and low frequency information, the multichannel SVD outperforms both the conventional and Donoho's algorithms. Figs. 5 (a) and (b) show the multichannel SVD and Donoho's de-noised Barbara images, with PSNR equal to 31.0053 dB and 25.0365 dB, respectively. Figs. 5 (c) and (d) illustrate the error images between Figs.5 (a) and (b) , respectively, and the original Barbara image. It is evident that Donoho's algorithm still has some residual structure in the error image. This has been reduced in the case of the proposed multichannel SVD.
In Table II , for Lena image, which contains low frequency information, Donoho's algorithm [3] outperforms the conventional SVD algorithm while multichannel SVD system outperforms both of them. Figs.6 (a) and (b) show the multichannel SVD and Donoho's de-noised Lena images, with PSNR equal to 32.2275 dB and 25.0365 dB, respectively. Figs. 6 (c) and (d) illustrate the error images of Figs. 6 (a) and (b) , respectively, compared with the original Lena image. Table III shows that the proposed algorithm outperforms (achieves higher PSNR while using lower bit rate) the conventional algorithm [1] for different noisy environment using JPEG-LS [11] . In the conventional algorithm, all the 8 × 8 subblocks have the same priority, so we have to use the same threshold in order to discard the eigenvalues that contain the noise. In the multichannel SVD-based de-noising algorithm, we split the coefficients into several channels using the IntDCT, which can be implemented using just additions and shifts [8] . The priority of each channel is assigned using the zigzag scan, which is optimal for DCT. Using this fact, we can adjust the threshold for each level of the subbands, which yields the improvement from the conventional algorithm [1] . Moreover, for the conventional algorithm [1] , we have to calculate SVD for all 4,096 subblocks. However, by skipping the SVD calculation for the most important subband (DC), only 3,840 subblocks have to be calculated. Thus, the number of SVD-calculated blocks can be reduced by 6.25 percent (24.66 percent in time complexity).
V. CONCLUSION
In this paper, we proposed a novel multichannel SVDbased image de-noising. In order to reduce the computational complexity in calculating SVD, we introduce a multichannel SVD and rearrange the priority of each channel. Therefore, calculating the SVD for the DC channel can be neglected. Consequently, using multichannel, we can adjust the thresholds to discard the eigenvalues according to the decay level of DCT. We can improve the performance by using 8-point IntDCT [12] to achieve 64-channel SVD-based algorithm. We can also extend this algorithm to video de-noising. 
