Abstract: Scheduling problems for the sustainability of manufacturing firms in the era of the fourth industrial revolution is addressed in this research. In terms of open innovation, innovative production scheduling can be defined as scheduling using big data, cyber-physical systems, internet of things, cloud computing, mobile network, and so on. In this environment, one of the most important things is to develop an innovative scheduling algorithm for the sustainability of manufacturing firms. In this research, a flexible flowshop scheduling problem is considered with the properties of sequence-dependent setup and different process plans for jobs. In a flexible flowshop, there are serial workstations with multiple pieces of equipment that are able to process multiple lots simultaneously. Since the scheduling in this workshop is known to be extremely difficult, it is important to devise an efficient and effective scheduling algorithm. In this research, a heuristic algorithm is proposed based on a few dispatching rules and economic lot size model with the objective of minimizing total tardiness of orders. For the purposes of performance evaluation, a simulation study is conducted on randomly generated problem instances. The results imply that our proposed method outperforms the existing ones, and greatly enhances the sustainability of manufacturing firms.
Introduction
Currently, in the era of the fourth industrial revolution, or industry 4.0, for sustainability of manufacturing firms and operation systems, it is necessary to make products in a timely manner in order to fulfill customers' demands. Therefore, open innovation, sustainability of operation management, and supply value chain become important [1] [2] [3] ; this is referred to as intelligent production, or a smart factory. For such facilities, it is very important to develop an effective and efficient planning and scheduling algorithm with the objective of maximizing profits and minimizing costs [4, 5] . The study considered here addresses a scheduling problem with customer satisfaction-based measurements.
In terms of the fourth industrial revolution, or industry 4.0, the issue of innovative production scheduling has recently been raised in Korea, and is defined as production scheduling that uses big data, cyber-physical systems (CPS), internet of things, cloud computing and mobile networks, and so on in its system of operations [6, 7] . Within this environment, one of the most important things is to develop an efficient and effective scheduling algorithm for enhancement of quality, cost, delivery and flexibility. Subsequently, it would be possible to implement that algorithm for manufacturing applications at the operational level in many types of facilities [8, 9] . In this sense, mathematical models can make significant contributions to the literature on open innovation and the fourth industrial revolution, fulfilling the above-mentioned aims in an optimal way.
There are various types of workstation, each utilized according to the physical flows of the manufacturing lot or product; one of these is the flexible flowshop (also known as hybrid flowshop). A flexible flowshop comprises serial workstations with parallel equipment that are able to process multiple lots simultaneously. Currently, flexible flowshops can be found in many modern manufacturing systems in the electronics and machinery industries, including in the production of semiconductors, printed circuit boards, liquid crystal displays (LCDs), steel, solar cells, paper, aircraft, and so on. Therefore, it is important to schedule jobs/products effectively and efficiently, in order to enhance quality, cost, delivery, and flexibility, and to improve the sustainability of manufacturing firms.
In this study, a flexible flowshop scheduling problem is considered with the properties of a sequence-dependent setup and different process plans for jobs. Here, the sequence-dependent setup implies that the time required to prepare processing lots between different jobs is not the same. Also, different process plans for jobs means that each job has different process routing. Here, a job or order is composed of several lots, which are the processing and transportation units in manufacturing systems. In this research, a methodology based on dispatching rules and economic lot size models is suggested, and a simulation study is conducted numerically based on randomly generated problem instances for performance evaluation.
In order to solve the problem considered here, it is necessary to determine the scheduled job and its size of the lot to be processed on the equipment, which has been done in a similar way in other scheduling research [10] . In the proposed method, when equipment becomes idle, a job to be processed is selected according to its priority, which is determined by the rules devised here, including due dates and processing time, as well as the setup time for the jobs. Then, the methodology based on the optimized production technology is applied to schedule the selected lots with the objective of minimizing the total tardiness of the orders/jobs. Dispatching rules are used to select the job to be processed according to its priority, and optimized production technology is used to determine the size of the jobs-i.e., lot size-and provides a bottleneck-focused scheduling algorithm. Here, tardiness is defined as the difference between the completion time and the due date of the job.
To evaluate the performance of the suggested methodology, it is compared with existing methodologies currently used in practical fields. A simulation study is conducted on randomly generated instances in such a way that the real production situation and its data are plausible. The results show that the proposed method outperforms the existing ones.
The remaining parts of the paper are organized as follows. In Section 2, previous studies in the literature are reviewed; the problem formulation is described in more detail in Section 3. Then, a heuristic algorithm is suggested in Section 4. A computational simulation study is performed based on randomly generated problem instances, and the performance results of the proposed algorithms are given in Section 5. Finally, Section 6 concludes the paper with recommendations for future studies.
Literature Review
Currently, discussions are being raised about open innovation and sustainability at the operational level of the manufacturing hierarchy, since the automation of manufacturing systems is becoming more important for mass customization in the era of industry 4.0 [1] [2] [3] . One thing that is required, is to be able to operate sustainability-oriented scheduling systems at the operational level, and develop their algorithms in order to meet the desired requirements in terms of quality, cost, delivery, and flexibility [4, 5, 8, 9] . Yuce et al. [4] considered earliness and tardiness measures, which reflect customer-satisfaction levels for single-machine scheduling problems. Additionally, Shim and Park [5] presented a scheduling algorithm for parallel machines, and Tong et al. [8] provided a scheduling algorithm aimed at saving energy. On the other hand, Zhang [9] addressed a scheduling problem that dealt with aspects of machine utilization and pollution in dyeing processes.
The current automation of manufacturing systems, usually denoted as the smart factory, comprises big-data systems, cyber-physical systems (CPSs), internet of things (IoT), cloud computing, and mobile networks. Using these components can help to increase the capacity for product customization, mass production, flexibility, and quality of products [6, 7] . Mourtzis et al. [11, 12] presented an efficient operational policy and application for scheduling systems by using mobile networks, and devised a tool-and machine-scheduling algorithm based on cloud computing [13] .
As discussed above, in addition to big-data, CPS, IoT, cloud computing, and mobile networks, intelligent production scheduling is necessary, since its results influence quantity, quality, customer satisfaction, resources, energy, emissions, and so on. Therefore, a technology for the production scheduling of jobs in manufacturing systems is addressed in this paper.
In the context of the flexible flowshop (also known as hybrid flowshop) scheduling problem considered here, since this kind of problem is known to be NP-hard, many papers have developed a number of heuristic algorithms aimed at finding a near-optimal solution [14, 15] . For example, Gupta and Tunc [14] developed several heuristic algorithms to find a near-optimal schedule for a case in which the first stage contains only one machine, and the second stage contains m identical parallel machines. On the other hand, Guinet and Solomon [15] considered a several-stage hybrid flowshop scheduling problem in order to minimize the maximum tardiness or completion time.
In this paper, the minimization of the total tardiness of jobs is used as a performance measure. Even though there are lots of performance measures, including completion time and flow time, in order to maximize customer satisfaction by meeting the due dates of customers' orders, many researchers have used the tardiness measurement [4, 15, 16] . In addition, there are some functional constraints that reflect the real job/process-related characteristics of the problem descriptions, which will be explored in Section 3.
The flexible (hybrid) flowshop consists of a several (consecutive) production workstations, with each workstation having several parallel pieces of equipment that can process lots/operations simultaneously. Additionally, each lot is processed on only one piece of equipment in each workstation; then, the completed lot is transported to the next workstation for the next operation. Hybrid flowshops can be found in many manufacturing firms, especially in fields related to state-of-the-art technology. Therefore, it is very important to develop an efficient and effective scheduling methodology for use in intelligent automated manufacturing systems. Usually, when the equipment becomes idle, a lot should be chosen to be processed from among the waiting lots. In the flexible flowshop considered here, several dispatching rules for selecting the jobs are devised by using previous results [17] .
Also, in this problem, a setup operation is also considered, in which it is necessary to change the recipe of the lot between different jobs. If the time required for the setup operation-i.e., setup time-is relatively long compared with the processing time, opportunity/setup cost may be incurred. Hence, to reduce the number of setup operations, it is necessary to process lots belonging to the same type consecutively. However, if lots of same type of job are processed consecutively, other types of job may be delayed, and holding costs may be increased. That is, there is a trade-off between holding and setup cost. Consequently, the determination of size of lot with the same type job is important in this research, and to decide the size of lot, the economic lot-sizing model is adopted [18] [19] [20] .
Since there are several workstations on which jobs/lots are processed consecutively, and these usually have different numbers of equipment and specifications, the speed of production flow might not be same on each workstation. Hence, there may be bottleneck in production. In the past, it was known that it was very important to schedule jobs at the bottleneck workstation, since the capacity for production quantity and lead time is dominated by the bottleneck. Consequently, the concept of optimized production technology is used for this research [21, 22] .
In the proposed method, when a piece of equipment becomes idle, a job to be processed is selected according to its priority, which is determined by the method devised here on the basis of information about due dates, processing time and setup time. For the selected job, the size of the lots are determined by using an economic lot-size model, and then bottleneck-focused scheduling is conducted by the optimized production technology, using the construction method.
Problem Description
The problem considered here is based on a real manufacturing system for printed circuit board (PCB), which is a typical one for flexible flowshops. In the flexible (hybrid) flowshop, there are n independent jobs (i = 1, . . . , n) that need to be processed at each stage. Furthermroe, there are k serial workstations (j = 1, . . . , k). In each workstation, there are m j parallel pieces of equipment, making it possible to process multiple jobs simultaneously (e = 1, . . . , m j ). This can be referred to as a k-stage flexible (hybrid) flowshop. Each job has a processing time for each stage, p ij , a due date, d i , and a sequence-dependent setup time, s ih , between jobs i and h.
As stated earlier, since a job is composed of several lots, which comprise the processing and transportation units in the manufacturing system, the size of the job implies the number of lots, i.e., l i . Note that p i is the time for one lot of job i to be processed. In terms of the objective of minimizing the total tardiness of jobs, the tardiness of job i, T i , can be defined as the difference between the completion time of the job and its due date, i.e., T i = max(0, C i − d i ), where C i can be defined as the completion time of the last completed lot from job i. In this study, it is assumed that (i) no lot can be preempted; (ii) there is no breakdown of the equipment; (iii) all lots are available at time zero; (iv) processing times, due dates and sequence-dependent setup times of jobs are given; (v) bottleneck workstations (stages) are known; and (vi) the number of lots of jobs, the number of stages, and the number of pieces of equipment on each stage are known.
To describe the problem clearly, a mathematical model, e.g., using mixed-integer programming, can be formulated as follows. First, the notations are summarized below. Note that s ii is zero. M sufficiently large number Decision variables x ihejf =1 if lot f associated with job h is processed directly after a lot associated with job i on equipment e on stage j, and 0 otherwise x ohejf =1 if lot f associated with job h is the first lot to be processed on equipment e on stage j, and 0 otherwise x ioejf =1 if lot f associated with job h is the last lot to be processed on equipment e on stage j, and 0 otherwise c ijf completion time of lot f associated with job i on stage j C i time of the last completed lot associated with job i on stage k, i.e., the last stage T i tardiness of job i; that is, T i is max(0,
Based on the results of Guinet and Solomon [15] , a mathematical model is derived as follows:
x ohej f = 1 for all e, f and j (2)
C i ≥ c ij f for all i, j and f (7)
x ihejf ∈ {0, 1} for all i, h, e, j and f
c ijf ≥ 0 for all i, j and f
The objective function is to minimize total tardiness of jobs, where the tardiness of each job is specified in Constraints (8) and (9) . Constraint (1) shows that each lot from a job should be processed once on each stage. On the other hand, Constraint (2) ensures that each piece of equipment can process, at most, one lot at a time. Constraint (3) specifies that each lot has a predecessor and successor on the equipment. Constraints (4) and (5) state the completion time of each lot on stage j according to the setup requirement. Furthermore, Constraint (6) shows that the completion time on the current stage should be more than that of the previous stage. Constraint (7) defines the completion time of job i. Finally, Constraints (10) and (11) state the binary and non-negativity conditions of the decision variables, respectively.
The problem considered here has three decision variables, with the properties of a sequence-dependent setup, and different process plans for jobs. They are: (i) jobs to be processed on the bottleneck workstation when a piece of equipment becomes idle; (ii) lot sizes of the selected jobs to be processed consecutively without setup operation; and (iii) schedule the selected jobs on non-bottleneck workstations.
Technology for Production Scheduling
As described above, to minimize the tardiness of orders, this study addresses the hybrid flowshop scheduling problem while considering setup operations between different types of orders in order to determine appropriate lot sizes to be processed consecutively. The proposed algorithm is constructed as described below.
Developing the Initial Schedule by Using Dispatching Rules
When a piece of equipment becomes idle on a workstation, the priorities of all lots that are waiting to be processed on the workstation are computed by certain dispatching rules, and the lot with the highest priority is selected and processed. Since it does not require much time to compute the priorities, scheduling based on dispatching rules is good for real-time scheduling in manufacturing systems.
In this section, a dispatching algorithm based on several priority rules is suggested to determine the job by using order information, i.e., due dates, processing times, and setup times. The following are the dispatching rules used in this research. 
, where d i , b, w i and t are the due date of job i, a parameter for the MOD rule, the sum of the remaining processing time including the current processing time, and the current time, respectively. MDD traditional modified due date rule, choose the lot with the maximum value between due date and expected time to complete, i.e., max (d i , t + w i ) NMOD new modified rule (developed here): the same as the MOD rule, except for the w i , which is replaced with w i ', where w i ' is the sum of remaining processing time divided by the number of pieces of equipment that can process job i on workstation j, i.e., e ij .
NMDD new modified due date rule (developed here): the same as the MDD rule, except for replacing w i with w i '. NSLCK new slack rule: choose the lot with the least expected time to due date, i.e., d i − t − w i ' NMOD, NMDD and NSLCK rules take into consideration the fact that each workstation has multiple pieces of equipment, and are therefore able to process lots simultaneously. In addition, the MNS rule is able to select the lot with the least setup time. A job for idle equipment is selected according to the priority obtained by each rule, with these results being modified by the methods described below. See Kim [17] for more details about the traditional dispatching rules.
Determining the Lot Size
In this section, the size of a lot to be processed is determined. In practical manufacturing firms, a lot is defined as the minimum unit of processing and transportation. Therefore, lot sizing determines the number and size of lots to be processed consecutively, without setup operation. Usually, the objective of a lot-sizing model is to minimize the setup and inventory holding cost, including production cost.
In this paper, since the tardiness cost (penalty) incurred by setup operation and flow time is addressed, three assumptions-i.e., (i) that a capacity constraint exists; (ii) that the planning horizon is finite; and (iii) that the demand represents the size of the order from customers-are added to the economic order quantity model, which is very widely known in the field of inventory management [18] [19] [20] . The following notations are used in the suggested model.
BT set of bottleneck workstation D i remaining quantity of lots associated with job i, i.e., size of job i to be processed α weight parameter
The decision variable, the size of lot i(Q i ), is obtained in such a way that the workstations are categorized as being either the bottleneck workstation or non-bottleneck workstations, since scheduling on the bottleneck is more important [21, 22] . Using the total cost equation of the economic order quantity model, the following objective function is developed. It consists of two terms; the first and the second terms represent the expected flow time, and the expected time for which other jobs are delayed, respectively.
The first term, i.e., ∑ j∈BT s [i−1]i + Q i p ij + ∑ j/ ∈BT s [i−1]i + D i p ij describes the increased flow time incurred by the selected lot of job i on the bottleneck and non-bottleneck workstations, respectively. That is, on the bottleneck, setup time and processing time for the determined lot size, i.e., Q i , is required. Similarly, on the non-bottleneck workstations, setup time and processing time for the remaining quantity of lots, i.e., D i , is needed. Therefore, the first term is the expected tardiness penalty caused by the selected job i. On the other hand, the second term, the number of the expected setup operations for the remaining quantity, i.e.,
, multiplied by ∑ j∈BT s [i−1]i + Q i p ij , shows the increased tardiness penalty for other jobs on the bottleneck workstation. Note that there is no significant impact on the non-bottleneck stations.
If the size of lot (Q i ) is small, the number of setup operation can be increased. Hence, the number of pieces of equipment processing the associated job might be increased. Since the setup time and processing time in the bottleneck workstation are usually larger than for other workstations, the increase in setup operation implies that the completion of jobs may be tardy.
The optimal Q i for the objective function (12) can be obtained by differentiating it as follows. If the parameter (α) is 1, then Q i cannot be obtained. Hence, α is set to the values in which the denominator is not zero, based on the preliminary experiments.
From the results of Section 4.1 and this section, the job to be processed for each workstation, when equipment becomes available, is chosen by using the dispatching rules suggested in Section 4.1, and the lot size to be processed consecutively without setup operation is determined by using Equation (13) . The detailed procedure for developing the schedule for the whole workstation is described in the following.
Construction Method for Developing the Schedule
Since the scheduling problem for hybrid flow shops (HFS) consisting of several workstations is considered, it is necessary to schedule jobs for the whole workstation simultaneously. Since the scheduling for the bottleneck workstation is more important than that for non-bottleneck workstations, as discussed in the previous section, the concept of bottleneck-focused scheduling is used in this research [21, 22] . In typical bottleneck-focused scheduling, the schedule for the bottleneck workstation is determined first, and then, on the workstations in front of bottleneck, backward scheduling is applied. Forward scheduling is applied for the workstations behind the bottleneck. The following is a detailed procedure for obtaining the complete schedule.
Phase 1. Scheduling for the bottleneck workstation
(i) Gather information about all orders (processing and setup times, due dates, order quantity and so on) and all workstations (number of pieces of equipment and identification of the bottleneck workstation). (ii) On the bottleneck workstation, among all waiting jobs, select a job to be processed when a piece of equipment becomes idle by using the suggested dispatching rules in Section 4.1, and determine the lot size using Equation (13) During the procedure of bottleneck-focused scheduling, note that the order in which forward and backward scheduling are conducted is arbitrary. Furthermore, if there are multiple bottleneck workstations in the hybrid flowshop, there may non-bottleneck workstations between bottlenecks that could be either successive or preceding. In this case, any non-bottleneck workstation can be selected as successive or preceding arbitrarily. For example, if there is a 5-stage flexible workstation, and 2nd and 4th stages are bottlenecks, then the 3rd stage could be either a preceding one for the 4th stage, or a successive one for the 2nd stage. In that case, after scheduling for the 2nd and 4th stages has been completed, the 3rd stage can be scheduled either as a successor of the 2nd or as a predecessor of the 4th, arbitrarily.
A flow chart showing the procedures of the suggested algorithm as described above is displayed in Figure 1 . Let the devised algorithm denote Heuristic algorithm based on Dispatching rules, Lot-sizing model and Bottleneck-focused scheduling (HDLB). During the procedure of bottleneck-focused scheduling, note that the order in which forward and backward scheduling are conducted is arbitrary. Furthermore, if there are multiple bottleneck workstations in the hybrid flowshop, there may non-bottleneck workstations between bottlenecks that could be either successive or preceding. In this case, any non-bottleneck workstation can be selected as successive or preceding arbitrarily. For example, if there is a 5-stage flexible workstation, and 2nd and 4th stages are bottlenecks, then the 3rd stage could be either a preceding one for the 4th stage, or a successive one for the 2nd stage. In that case, after scheduling for the 2nd and 4th stages has been completed, the 3rd stage can be scheduled either as a successor of the 2nd or as a predecessor of the 4th, arbitrarily.
A flow chart showing the procedures of the suggested algorithm as described above is displayed in Figure 1 . Let the devised algorithm denote Heuristic algorithm based on Dispatching rules, Lot-sizing model and Bottleneck-focused scheduling (HDLB). 
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In this Section, a series of computational tests with randomly generated problem instances reflecting real manufacturing firms is performed to evaluate the performance of the proposed algorithm. For the experiment, 450 problems were generated; 50 instances each for the 9 selected 
In this Section, a series of computational tests with randomly generated problem instances reflecting real manufacturing firms is performed to evaluate the performance of the proposed algorithm. For the experiment, 450 problems were generated; 50 instances each for the 9 selected combinations of three levels of the workstation numbers (3, 6 and 9), three levels of the number of jobs (10, 20 and 30) , and three levels of the number of pieces of equipment on each workstation (3, 6 and 9) . Other data were generated as follows. Here, DU(a,b) denotes discrete uniform distribution within the range (a, b).
(1) The number of lots associated with a job is randomly chosen from DU (5, 10) . (2) The number of job types was set to the integer number generated from DU(0.5, 1), multiplied by the number of jobs. (3) The processing time of a lot was generated from DU (5, 25) . (4) The due date of an order was set to the value from generated from DU(0.5, 3), multiplied by total processing time of the order, i.e., sum of setup time and processing time for all workstations. (5) The setup time was set to the value generated from DU(0.5, 2), multiplied by the processing time.
(6) The number of bottleneck workstations was set to 1 when the number of workstation was 3, 2 when the number of workstations was 6, and 3 when the number of workstations was 9. (7) The parameter α was set to 1.1 based on preliminary experiments.
The proposed algorithm was tested as follows. All dispatching rules developed in Section 4.1 were used to select a job to be processed when a piece of equipment becomes idle, and for each selected job, the lot size was determined by using the equation developed in Section 4.2. Then, bottleneck-focused scheduling, as described in Section 4.3, was performed, and the complete schedule for the flexible flowshop was obtained. During the procedure, the partial schedule with the lowest completion time on the current workstation was used, and the solution values, i.e., total tardiness of jobs, were computed through the simulation study.
The methods used for comparison are the existing ones, using only dispatching rules, i.e., first in first out (FIFO), earliest due date (EDD), shortest processing time (SPT) and longest processing time (LPT) rules, which are the most-preferred processes, due to managerial convenience when applied in real manufacturing systems. That is, every time a piece of equipment becomes idle, a job is selected by those dispatching rules (FIFO, EDD, SPT and LPT), and only one lot of the selected job is processed. Note that there is no procedure for determining the size of a lot. For all workstations, regardless of bottleneck and non-bottleneck, these procedures are repeated until all lots of all jobs are scheduled. In this paper, four schedules by four dispatching rules were obtained, and the total tardiness of the jobs was computed.
For the evaluation of the algorithms, i.e., HDLB, two performance measures are used. One is the number of best cases, in which each algorithm shows the best-i.e., minimum-total tardiness, and the other is the percentage reduction of the solutions of the algorithm compared to the solution based on the method currently used in practice. The PR is defined as 100 × (1 − T H /T p ), where T H is the solution value (tardiness) obtained using the proposed method, i.e., HDLB. T p is the best solution value obtained from the methods currently used in practice. That is, from among the four solution values obtained using the dispatching rules (FIFO, EDD, SPT and LPT), that for which the minimum tardiness was obtained is chosen as T p . A simulation study was coded in the C programming language, and computational experiments were performed on a personal computer with a Pentium i3-4030U processor operating at 1.4 GHz clock speed. Table 1 gives the overall results of the tests for the suggested algorithm. In all problem instances, there was significant improvement compared with the existing methods. First, in small-sized problems in which the number of jobs was less than 10 and the number of pieces of equipment was 6, the compared methods (FIFO, EDD, SPT and LPT) gave the best solutions for only a few problem instances. On the other hand, the proposed method obtained the best solutions in most problem instances (more than 45 among 50). Additionally, since the proposed method showed better performance in terms of the measure of percentage reduction, it is implied that the total tardiness of jobs could be reduced by more than 12 percent compared to the existing methods. That is, if the HDLB were applied to a real manufacturing system, it would help increase customer satisfaction for due-date related measures, since meeting due dates is very important in the current era.
Moreover, as the size of the problem instance increased, it appears that the performance of the proposed method became much better than those of the methods used in real systems. For the all the mid-sized (20 jobs) and large-sized (30 jobs) problem instances, the proposed method outperformed the other methods. Additionally, the best percentage reduction was obtained for the larger-sized problems. Finally, the computation time for each problem instance was less than 0.001 s in the simulation study.
Even though optimal solution approaches such as branch and bound algorithms, dynamic programming and mixed-integer programming guarantee finding the optimal solution, it is very difficult to use them in the real world, since modeling is very complex, and spends a lot of time obtaining the optimal solution, while operators find it hard to understand them. However, the HDLB requires very little computation time to find a solution that is markedly better than those obtained by existing methods.
Consequently, the proposed algorithm, HDLB, shows better performance for practical use in terms of solution quality (total tardiness) and computation time (real-time scheduling), maximizing customer satisfaction. 
Concluding Remarks
Since the needs and importance of sustainability and open innovation are growing all over the world in the era of the fourth industrial revolution, or industry 4.0 [23] [24] [25] , innovative production at an operational level of manufacturing is becoming increasingly necessary and important. In particular, mass customization, delivery, flexibility and quality are becoming increasingly important for sustainable operation systems in manufacturing firms. A smart factory is one means for achieving such sustainable and innovative production scheduling, since the quantity, quality, and customer satisfaction are greatly affected by the scheduling results at an operational level. Therefore, effective and efficient scheduling is one of the most critical success factors for smart factories.
In this paper, a flexible flowshop scheduling problem with properties of sequence-dependent setup time and different process plans was considered, with the aim of minimizing the total tardiness of jobs. In the proposed algorithm, several dispatching rules are developed, including a lot-sizing model and bottleneck-focused scheduling. When the equipment on the bottleneck workstation becomes idle, a job is chosen according to its priority, as computed by the dispatching rules. Then, the lot size of the selected job to be processed consecutively without setup operation is determined by the economic lot-size model. Finally, the schedule for the remaining, non-bottleneck, workstations is performed using concepts of optimized production technology. Based on the computational experiments, the proposed algorithm showed better performance than the existing algorithms currently used in real manufacturing systems. Additionally, since it requires a shorter computational time to obtain a solution, it can be argued that the proposed method is good for real-time scheduling systems.
In most previous studies in scheduling literature, a few traditional concepts have been used separately, including dispatching rules, lot-sizing models, and bottleneck-focused scheduling. However, in this study, an effort has been made to combine them all together, and it shows better results than existing approaches. There might be limitations to this work, since this scheduling problem is specified at a lower level of the production hierarchy in manufacturing firms. That is, since the proposed algorithm can only be applied in manufacturing systems with flexible flowshops, it might be worth considering various types of scheduling problem, such as re-entrant flexible flowshops. Furthermore, at a higher level, such as with respect to production strategies and policies of the company, one may need to devote effort to developing production plans to apply. With regard to problem setting, it may be necessary to test more extensive scenarios, based on various combinations of parameter values in the model, i.e., process plans, due dates and setup times, to verify the robustness of the proposed algorithm. Finally, a comparison with the optimal solution or lower bound may be needed to check the sub-optimality of the solution.
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