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CONTINUUM LIMIT OF A MESOSCOPIC MODEL WITH ELASTICITY OF1
STEP MOTION ON VICINAL SURFACES2
YUAN GAO, JIAN-GUO LIU, AND JIANFENG LU3
Abstract. This work considers the rigorous derivation of continuummodels of step motion starting
from a mesoscopic Burton-Cabrera-Frank (BCF) type model following the work [Xiang, SIAM J.
Appl. Math. 2002]. We prove that as the lattice parameter goes to zero, for a finite time interval,
a modified discrete model converges to the strong solution of the limiting PDE with first order
convergence rate.
1. Introduction4
In this work, we revisit the derivation of continuum model for step flow with elasticity on vicinal5
surfaces. The starting point is the Burton-Cabrera-Frank (BCF) type models for step flow [2]; see6
[5, 6, 27, 13] for extensions to include elastic effects. These are mesoscopic models which track the7
position of each individual step (and hence keep the discrete nature of the step fronts), while adopt8
a continuum approximation for the interactions of the steps with surrounding atoms of the thin9
film. The step motion is hence characterized by a system of ODEs. Such models are widely used10
for crystal growth of thin films on substrates, with many scientific and engineering applications11
[22, 28, 33]. The goal of this work is to rigorously understand the PDE limit of such models.12
To avoid unnecessary technical difficulties, we will study a periodic train of steps in this work.13
Denote the step locations at time t by xi(t), i ∈ Z, we assume that14
(1.1) xi+N (t)− xi(t) = L, ∀ i ∈ Z, ∀ t ≥ 0,
where L is a fixed length of the period. Thus, only the step locations in one period {xi(t), i =15
1, . . . , N} are considered as degrees of freedom, see Figure 1 for example.16
We denote the height of each step as a = 1N , and thus the total height change across the N steps17
in the period is given by 1. Corresponding to the step locations, we define the height profile hN of18
the steps as19
(1.2) hN (x, t) =
N − i
N
, for x ∈ [xi(t), xi+1(t)), i = 1, . . . , N.
Date: August 13, 2018.
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Figure 1. An example of one periodic steps.
Moreover, hN can be further extended, consistent with the periodic assumption (1.1), such that20
(1.3) hN (x+ L)− hN (x) = −1, ∀x ∈ R.
For the continuum limit, we consider the step height a→ 0 or equivalently, the number of steps in21
one period N →∞.22
In the pioneering work [29] (see also [30]), Xiang considered a BCF type model which incorpo-23
rates the elastic interaction as124
(1.4)
dxi
dt
= a2
( fi+1 − fi
xi+1 − xi −
fi − fi−1
xi − xi−1
)
, i = 1, · · · , N,
where fi’s are the local chemical potential given by
fi :=
∂E
∂xi
= −
∑
j 6=i
( α1
xj − xi −
α2
(xj − xi)3
)
,
with the parameters α1 =
4
πa
4, α2 =
2
πa
6 and the energy functional E given by
E =
1
2
N∑
i=1
∑
j 6=i
(
α1 ln|xi − xj|+ α2
2
1
(xi − xj)2
)
.
For the limit a→ 0, Xiang [29] asymptotically derived the corresponding continuum model25
(1.5) ht = πα1a
2
(
−H(hx) + 1
2π
ahxx
hx
+
π
2
α2
α1
hxhxx
a
)
xx
.
1Compared to [29], we drop all the physical constants that are mathematically unimportant.
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Here H(·) is the L-periodic Hilbert transform:26
(1.6) (Hu)(x) :=
1
L
PV
∫ L
0
u(x− s) cot(πs
L
) ds.
Observe that for the particular choice of the parameters α1 and α2, (1.5) suggests to rescale t to27
consider time scale of the order O(a−6). Moreover, the coefficients in front of the term hxhxx and28
the term hxxhx in the bracket scale as a so they become higher order terms compared with the first29
one. As argued in [30], the term ahxxhx is the correction to the misfit elastic energy density due30
to the discrete nature of the stepped surface. Although it is small compared to the leading-order31
term H(hx), it is comparable with the term ahxhxx, which comes from the broken bond elastic32
interaction between steps. When formally ignoring these terms with small a-dependent amplitude,33
the PDE analysis for ht = −H(hx)xx is easy because the operator H(·)x is a negative operator.34
Recently, motivated by the PDE (1.5) proposed by [29], Dal Maso, Fonseca and Leoni [4]35
studied the weak solution of 236
(1.7) ht =
(
−2π
L
H(hx) +
(
3hx +
1
hx
)
hxx
)
xx
,
in terms of a variational inequality. Note that all the coefficients in this PDE are O(1), unlike the37
PDE (1.5). They validated (1.7) analytically by verifying the positivity of hx. Rather remarkably,38
they found an approximation problem and proved the limit of the solution to the approximation39
problem also satisfies the weak version of variational inequality, which is satisfied by strong solution.40
Moreover, Fonseca, Leoni and Lu [9] obtained the existence and uniqueness of the weak solution.41
They applied Rothe method and truncation method to carefully deal with the singularity term.42
Our goal is to rigorously prove the continuum limit of BCF type models for step flow. While
it would be nice to recover (1.5) using the scaling considered in [29], it is quite challenging (if not
impossible) since the PDE (1.5) involves two scales, correspond to the three terms on the right
hand side:
O(1) : H(hx); O(a) : hxhxx; O(a) :
hxx
hx
.
Instead, we follow the scaling of the PDE (1.7) considered in [4, 9]. We will derive (1.7) as the43
continuum limit from a slightly modified BCF type mesoscopic model: we consider the step-flow44
2For the convenience of calculation, we set the coefficients slightly different from [4]. Moreover, instead of taking
h to be increasing as in [4], we take h to be decreasing corresponding to physical interpretation of h being the height
of the vicinal surface, which is the same convention as [29, 30].
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ODE (1.4) with a rescaled time, i.e.,45
(1.8)
dxi
dt
=
1
a
(
fi+1 − fi
xi+1 − xi −
fi − fi−1
xi − xi−1
)
, i = 1, · · · , N,
with a modified chemical potential46
(1.9) fi := − 2
L
∑
j 6=i
a
xj − xi +
(
1
xi+1 − xi −
1
xi − xi−1
)
+
(
a2
(xi+1 − xi)3 −
a2
(xi − xi−1)3
)
;
see Section 4. The first term in fi comes from the misfit elastic interaction between the steps,47
which is an attractive interaction. The second and third terms come from the broken bond elastic48
interaction between steps, which are repulsive terms. Different from Xiang’s chemical potential in49
[29], we choose the scaling so that the attractive and repulsive interactions have the same order as50
a→ 0. We add the repulsive term 1xi+1−xi− 1xi−xi−1 to cancel a singularity from the first term, which51
seems to be necessary. Moreover, to ease the mathematical derivation, we restrict the repulsive52
terms to the nearest neighbor, which is the dominant contribution.53
Our modified ODE system, from both the view of chemical potential and free energy, is balanced54
in order. Therefore unlike the original ODE systems which (at least heuristically) lead to a PDE55
with multiple scales, our system converges to PDE (1.7) in the limit. We are also able to obtain56
the convergence rate of order a for local strong solution of the continuum PDE.57
For the study of the PDE (1.7), we discover four variational structures with four corresponding58
energy functionals, in terms of step height h, step location φ, step density ρ and anti-derivative of59
h, denoted as u. Those four kinds of descriptions are equivalent rigorously for strong local solution60
but it is convenient to use different one when studying different aspects of our problem. The height61
h is the original variable indicating the evolution of surface height while it is a better idea to use62
ρ and u to study the strong local solution of continuum model (1.7) due to its concise variational63
structure. In the proof of convergence rate in Section 4, 5 and 6, since the original discrete model64
is described by each step location xi, it is more natural to use the variational structure of step65
location φ, which is the inverse function of step height h, i.e.66
(1.10) α = h(φ(α, t), t), ∀α.
For the properties of local strong solution of continuum PDE (1.7), we used the variational67
structures for u and ρ to establish some a-priori estimates and then obtain the existence and68
uniqueness for local strong solution to the continuum PDE; see Section 3. We state the main result69
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of Section 3 below, with the notations I := [0, L],70
(1.11) W k,pper⋆(I) := {u(x) ∈W k,ploc (R); u(x+ L)− u(x) = −1},
and71
(1.12) W k,pper0(I) := {u ∈W k,p(I);u is L-periodic and mean value zero in one period}.
Standard notations for Sobolev spaces are assumed above.72
Theorem 1.1. Assume h0 ∈ Wm,2
per⋆
(I), h0x ≤ β, for some constant β < 0, m ∈ Z, m ≥ 6. Then
there exists time Tm > 0 depending on β, ‖h0‖Wm,2
per⋆
such that
h ∈ L∞([0, Tm];Wm,2per⋆(I)) ∩ L2([0, Tm];Wm+2,2per⋆ (I)) ∩ C([0, Tm];Wm−4,2per⋆ (I)),
ht ∈ L∞([0, Tm];Wm−4,2per (I))
is the unique strong solution of (1.7) with initial data h0, and h satisfies73
(1.13) hx ≤ β
2
, a.e. t ∈ [0, Tm], x ∈ [0, L].
Moreover, we also study the stability of the linearized φ-PDE. This is important in the construc-74
tion of approximate solutions to the PDE with high-order consistency, which is crucial in the proof75
of convergence.76
For the convergence result of mesoscopic model, we first testify our modified ODE system has a77
global-in-time solution; see Proposition 4.1. More explicitly, we prove that the steps and terraces78
will keep monotone if we have monotone initial data. This is consistent with the positivity of step79
density ρ of the PDE. Then we calculate the consistency of the step location continuum equation80
and ODE system till order a; see Theorem 5.1. However, due to the nonlinearity and fourth order81
derivative in our problem, we need to utilize a-priori assumption method and construct an auxiliary82
solution with high-order consistency. By establishing the stability of the linearized ODE system83
and carefully calculating the Hessian of coefficient matrix of ODE system, which is a 3rd-order84
tensor, we finally get the convergence rate O(a) of modified ODE system to its continuum PDE85
limit.86
Recall the definition (1.2) and (1.10). Denote
αi = h(xi(0), 0) =
N − i
N
,
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and
φi(t) = φ(αi, t).
We state the main convergence result in this work as follows:87
Theorem 1.2. Let the step height be a = 1N . Assume for some constant β < 0, some m ∈ N large88
enough, the initial datum h(0) ∈Wm,2
per⋆
(I) satisfies89
(1.14) hx(0) ≤ β < 0.
Let h(x, t) be the exact solution of (1.7) on [0, Tm], where Tm is the maximal existence time90
for strong solution defined in Theorem 1.1. Let φ(α, t) be the inverse function of h(x, t) de-91
fined in (1.10), whose nodal values are denoted as φN (t) := {φ(αi, t), i = 1, · · · , N}. Let x(t) =92
(x1(t), · · · , xN (t)) be the solution to ODE (1.8) with fi defined in (1.9) and initial data x(0) =93
φN (0). Then there exists N0 large enough such that for N > N0, we have x(t) converges to φ(α, t)94
with convergence rate a, in the sense of95
(1.15) ‖x(t)− φN (t)‖ℓ2 ≤ C(β, ‖h0‖Wm,2
per⋆
)a, for t ∈ [0, Tm],
where C(β, ‖h0‖
Wm,2
per⋆
) is a constant depending only on β and ‖h0‖
Wm,2
per⋆
.96
Several remarks of the main result are in order.97
Remark 1. In fact, we can achieve a better convergence rate O(a2), if fi is modified to be
f˜i :=− 2
L
∑
j 6=i
a
xj − xi +
(
1− a
2
)( 1
xi+1 − xi −
1
xi − xi−1
)
+
(
a2
(xi+1 − xi)3 −
a2
(xi − xi−1)3
)
.
Compared with (1.9), the coefficient of the second term is changed from 1 to 1− a2 . This is done to98
better correct the error from the discretization of the Hilbert transform as a→ 0 (recall the second99
term in (1.9) is introduced to correct the singularity from the first term). In fact, by Lemma 5.2,100
we know the leading error a2
φαα
φ2α
in Lemma 5.3 can be removed by such a correction term. Hence101
we can get O(a2) consistency in Section 5, and consequently, the convergence rate can be improved102
to O(a2) in Theorem 1.2 for the modified microscopic model.103
Remark 2. Theorem 1.2 is a result of local convergence to strong solutions to the PDE. The global104
convergence of the ODE system to the (weak) global-in-time solution to the PDE (1.7) is more105
challenging and will be left for the future. We hope the additional understanding of the variational106
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structures of the PDE (1.7) provided in this work would help the future investigation on global107
convergence.108
Remark 3. To avoid unnecessary technical complications and to make the presentation of the109
convergence result clear, in this work we do not try to optimize the initial regularity that is needed110
in the Theorem 1.2. We just set m to be large enough, so that we may assume sufficient regularity111
of the solution.112
While a comprehensive review of the vast literature of crystal growth is beyond the scope of this113
work, let us review here some related works mostly in the mathematical literature. Besides the work114
of [29], the derivation of the continuum limit of BCF models have also been considered in other115
works, see e.g., [26, 7, 23, 19]. However, as far as we know, the derivation has not been done on the116
rigorous level and moreover, the convergence rate is provided here, which seems to be missing before117
in the literature. The idea using step location for formal asymptotic analysis was inspired by [29].118
In order to get the convergence rate rigorously, we find it is better to first study the continuum119
PDE for the inverse function φ, instead of the height h. Recently, in the attachment-detachment-120
limited (ADL) regime, Al Hajj Shehadeh, Kohn and Weare [1] studied the continuum limit of121
self-similar solution and obtained the convergence rate. Related to the stability analysis, the linear122
stability of thin film (known as the ATG instability) has been analyzed in previous works, see e.g.,123
[30, 11, 25]. While we consider here the one spatial dimensional models, the asymptotic derivation124
of two dimensional continuum models have been considered in Margetis and Kohn [18] and Xu125
and Xiang [31], the rigorous aspects of these results will be interesting future research directions.126
For the discrete BCF model considered in [29], very recently, Luo, Xiang and Yip [15] rigorously127
proved the step bunch phenomenon, which characterized the limiting behavior of the system as t→128
∞. They have also connected the step bunching with continuum models through a Γ-convergence129
argument [16]. These works motivate further study of the continuum limit of mesoscopic models130
of crystal growth.131
Let us also mention that while our starting point is step flow models, the derivation of the132
continuum limit can be also considered starting from a more atomistic description, such as a133
kinetic Monte Carlo type model. See the works [12, 32, 10, 21] and more recently [20]. See also a134
recent work that aims to derive BCF type models from a kinetic Monte Carlo lattice model [14].135
The rest of this paper is organized as follows. In Section 2, after setting up some notations, we136
introduce four equivalent forms of continuum PDE (1.7) and their variational structures. Section137
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3 is devoted to establish the existence, uniqueness and stability for local strong solution of the138
PDE. We then introduce the modified step-flow ODE in Section 4, and state the global existence139
result for the modified ODE system. Section 5 is devoted to prove the consistency result for ODE140
system and its continuum limit PDE. Finally, by constructing an auxiliary solution with high-order141
consistency, we obtain the convergence rate of the modified ODE to its continuum PDE limit in142
Section 6, which completes the proof of our main result Theorem 1.2.143
2. The continuum model144
In this section, we discuss the properties of the continuum model. Besides using the height145
profile h, it would be useful to rewrite the dynamics in a few equivalent ways. Let us introduce the146
following definitions147
• step location φ(α, t), the inverse function of h:
α = h(φ(α, t), t), ∀α;
• step density ρ(x, t), the (negative) gradient of h:148
(2.1) ρ(x, t) = −hx(x, t);
• u(x, t), the (negative) anti-derivative of h:149
(2.2) h(x, t) = −ux(x, t)− bx− k0,
where b, k0 are constants chosen to guarantee the periodicity of ux.150
Now we establish the variational structures for h, u, ρ, φ. In Section 3, it will be convenient151
to use ρ-equation and u-equation, while it will be proper to use φ-equation when studying the152
continuum limit in Section 4, 5, 6.153
2.1. Equation for height profile h. Let us consider the PDE for the height profile154
ht =
(
−2π
L
H(hx) +
(
3hx +
1
hx
)
hxx
)
xx
.
As mentioned in Introduction, the coefficients here are independent of a. In Section 5, we will show155
that this continuum PDE can be derived as the limit of a BCF type discrete atomistic model.156
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First we observe that the evolution equation (1.7) has a variational structure. Define the total157
energy Eh as a functional of h:158
(2.3) Eh(h) :=
∫ L
0
(
1
L
∫ L
0
ln
∣∣sin(π
L
(x− y))∣∣hxhy dy − hx ln(−hx)− h3x
2
)
dx.
Then we have159
(2.4) ht = µxx =
(
δEh
δh
)
xx
,
where the chemical potential µ is given by160
(2.5) µ :=
δEh
δh
= −PV
∫ L
0
2π
L2
cot
π(x− y)
L
hy(y) dy +
hxx
hx
+ 3hxhxx.
To see this, let us calculate in Lemma 2.1 the functional derivative
δE0h
δh for161
(2.6) E0h(h) :=
∫ L
0
∫ L
0
ln
∣∣ sin π(x− y)
L
∣∣hxhy dxdy.
The derivative of the other two terms in Eh is straightforward.162
Lemma 2.1. Assume h(x) ∈ C2([0, L]). We have
δE0h
δh
= −PV
∫ L
0
2π
L
cot
π(x− y)
L
hy(y) dy.
Proof. First denote
Eδh(h) :=
∫ L
0
(∫ x−δ
0
+
∫ L
x+δ
)
ln
∣∣ sin π(x− y)
L
∣∣hxhy dy dx.
By the definition of the principal value integral, we have
d
dε
∣∣∣∣
ε=0
E0h(h+ εh˜) =
d
dε
∣∣∣∣
ε=0
lim
δ→0+
Eδh(h+ εh˜),
and since ln|sinx| is even, we have163
(2.7) lim
δ→0+
d
dε
∣∣∣∣
ε=0
Eδh(h+ εh˜) = lim
δ→0+
∫ L
0
(∫ x−δ
0
+
∫ L
x+δ
)−2π
L
cot
π(x− y)
L
hy(y)h˜(x) dy dx.
Now we claim
d
dε
∣∣∣∣
ε=0
lim
δ→0+
Eδh(h+ εh˜) = lim
δ→0+
d
dε
∣∣∣∣
ε=0
Eδh(h+ εh˜).
Obviously, Eδh(h+ εh˜) is continuous respect to δ. It suffices to show that
d
dε
∣∣
ε=0
Eδh(h+ εh˜) is also
continuous respect to δ. Hence, from (2.7), it suffices to prove
lim
δ→0+
∫ L
0
∫ x+δ
x−δ
π
L
cot
π(x− y)
L
hy(y)h˜(x) dy dx = 0.
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Indeed∫ L
0
∫ x+δ
x−δ
π
L
cot
π(x− y)
L
hy(y)h˜(x) dy dx =
∫ L
0
− ln ∣∣ sin π(x− y)
L
∣∣hy(y)∣∣∣∣x+δ
y=x−δ
h˜(x) dx
+
∫ L
0
∫ x+δ
x−δ
ln
∣∣ sin π(x− y)
L
∣∣hyy(y)h˜(x) dy dx.
Notice that h(x) ∈ C2([0, L]). Let δ → 0. The first term tends to zero by Taylor expansion, and164
the second term tends to zero as the integrand is integrable. 165
Note that the energy Eh we use here has a slightly different form compared to the one in [29],166
denoted by E¯h(h), which reads in the periodic setting as167
(2.8) E¯h(h) =
∫ L
0
(
−π
L
(
h+
x
L
)
H(hx)− hx ln(−hx)− h
3
x
2
)
dx.
In fact, the two energy functionals only differ by a null Lagrangian, as we show below, so we prefer168
the more symmetric expression Eh.169
Lemma 2.2. Let170
(2.9) W (h) :=
1
L2
∫ L
0
∫ L
0
ln
∣∣ sin π(x− y)
L
|hy dxdy.
Then we have
Eh(h) = E¯h(h) +W (h),
and
δEh
δh
=
δE¯h
δh
.
Proof. First by the definition of the periodic Hilbert transform,
E¯h(h) =
∫ L
0
(
− π
L2
(
h+
x
L
)
PV
∫ L
0
cot
π(x− y)
L
hy dy − hx ln(−hx)− h
3
x
2
)
dx.
Notice that∫ L
0
(
− π
L2
(
h+
x
L
)
PV
∫ L
0
cot
π(x− y)
L
hy dy
)
dx
= − 1
L
∫ L
0
(
(h+
x
L
) ln
∣∣ sin π(x− y)
L
∣∣∣∣∣∣L
0
− PV
∫ L
0
(
hx +
1
L
)
ln
∣∣ sin π(x− y)
L
∣∣ dx)hy dy
=
1
L
∫ L
0
∫ L
0
ln
∣∣ sin π(x− y)
L
∣∣hxhy dxdy + 1
L2
∫ L
0
∫ L
0
ln
∣∣ sin π(x− y)
L
∣∣hy dxdy,
where we have used that h+ xL is L-periodic function. Therefore, for W defined in (2.9), we get
Eh(h) = E¯h(h) +W (h).
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Similar to the proof of Lemma 2.1, we can see
〈δW
δh
, h˜〉 = 1
L2
∫ L
0
∫ L
0
ln
∣∣ sin π(x− y)
L
|dxh˜y dy,
=
1
L2
∫ L
0
h˜ ln
∣∣ sin π(x− y)
L
∣∣∣∣∣∣L
0
dx−
∫ L
0
PV
∫ L
0
2π
L2
cot
π(x− y)
L
dxh˜(y) dy
= 0.
Hence W (h) is a null lagrangian. 171
2.2. Equation for step location function φ. Consider the step location function φ, which172
defined in (1.10) as the inverse function of h. From the definition, we have173
(2.10) φt = − ht
hx
, 1 = hxφα, hxx = −φαα
φ3α
.
Then changing variable from h to φ in (2.4), we have174
(2.11) φt = −φαµxx = −∂α
(
1
φα
µα
)
,
due to (2.10) and the chain rule µx = µα
1
φα
. Note that this immediately implies that
∫ 1
0 φdα is a175
constant of motion.176
The equation of φ (2.11) also has a variational structure. To this end, let us rewrite the energy177
in terms of φ such that Eφ(φ) = Eh(h):178
(2.12) Eφ(φ) =
∫ 1
0
(
1
L
∫ 1
0
ln
∣∣sin π(φ(α) − φ(β))
L
∣∣ dβ − ln(−φα) + 1
2φ2α
)
dα.
We will show that179
(2.13) φt = −φαµxx = −∂α
(
1
φα
(δEφ
δφ
)
α
)
.
Similar to the proof of Lemma 2.1, let us first calculate
δE0φ
δφ , where
E0φ(φ) :=
∫ 1
0
∫ 1
0
ln
∣∣ sin π(φ(α) − φ(β))
L
∣∣ dαdβ.
Lemma 2.3. Assume h(x) ∈ C2([0, L]) and there exists a constant C > 0 such that |hx| ≥ C. We
have
δE0φ
δφ
= PV
∫ 1
0
2π
L
cot
π(φ(α) − φ(β))
L
dβ.
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Proof. First denote
Eδφ(φ) :=
∫ 1
0
(∫ β−δ
0
+
∫ 1
β+δ
)
ln
∣∣ sin π(φ(α) − φ(β))
L
∣∣ dαdβ.
It is obvious to see that
d
dε
∣∣∣∣
ε=0
E0φ(φ+ εφ˜) =
d
dε
∣∣∣∣
ε=0
lim
δ→0
Eδφ(φ+ εφ˜),
and
d
dε
∣∣∣∣
ε=0
Eδφ(φ+ εφ˜) =
∫ 1
0
(∫ β−δ
0
+
∫ 1
β+δ
)
π
L
cot
π(φ(α) − φ(β))
L
(φ˜(α)− φ˜(β)) dα dβ.
Now we claim
d
dε
∣∣∣∣
ε=0
lim
δ→0+
Eδφ(φ+ εφ˜) = lim
δ→0+
d
dε
∣∣∣∣
ε=0
Eδφ(φ+ εφ˜).
Obviously, Eδφ(φ+ εφ˜) is continuous respect to δ. It is sufficient to proof
d
dε
∣∣
ε=0
Eδφ(φ+ εφ˜) is also
continuous respect to δ. In fact, since cot x is odd,
d
dε
∣∣∣∣
ε=0
Eδφ(φ+ εφ˜) = 2
∫ 1
0
(∫ β−δ
0
+
∫ 1
β+δ
)
π
L
cot
π(φ(α) − φ(β))
L
φ˜(α) dα dβ.
Hence, it is sufficient to proof
lim
δ→0+
∫ 1
0
∫ β+δ
β−δ
π
L
cot
π(φ(α) − φ(β))
L
φ˜(α) dα dβ = 0.
In fact, ∫ 1
0
∫ β+δ
β−δ
π
L
cot
π(φ(α) − φ(β))
L
φ˜(α) dα dβ
=
∫ 1
0
φ˜(α)
φα(α)
ln
∣∣ sin π(φ(α) − φ(β))
L
∣∣∣∣∣∣β+δ
α=β−δ
dβ
−
∫ 1
0
∫ β+δ
β−δ
ln
∣∣ sin π(φ(α) − φ(β))
L
∣∣( φ˜(α)
φα(α)
)
α
dαdβ.
As δ → 0, the first term tends to zero by Taylor expansion. ∣∣( φ˜(α)φα(α))α∣∣ is bounded since h(x) ∈180
C2([0, L]) and |hx| ≥ C > 0, so the second term tends to zero as the integrand is integrable. 181
Hence we have182
(2.14)
δEφ
δφ
=
2π
L2
PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
dβ − φαα
φ2α
− 3φαα
φ4α
.
It remains to show that µ =
δEφ
δφ , i.e.,
δEφ
δφ =
δEh
δh . For φ˜, h˜ satisfying
α = (h+ εh˜) ◦ (φ+ εφ˜),
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Taylor expansion shows that
0 = hxφ˜+ h˜.
Thus by (2.10), we have183
(2.15)
φ˜ = −φαh˜,
Eφ(φ+ εφ˜) = Eh(h+ εh˜).
Hence184
(2.16)
d
dε
∣∣∣∣
ε=0
Eφ(φ+ εφ˜) = DφEφ · φ˜
=
d
dε
∣∣∣∣
ε=0
Eh(h+ εh˜) = DhEh · h˜,
where DhEh : L
2(R)→ L2(R) is the Fre´chet differential, i.e. DhEh · h˜ is the dual pair which means185
the first order variation of Eh at h along the direction of h˜.186
By Riesz representation theorem, there exists ∇hEh ∈ L2([0, L], dx), such that
DhEh · h˜ =
∫ L
0
∇hEhh˜ dx,
where ∇hEh is gradient of Eh(h) in L2([0, L], dx), which is just what we denoted as δEhδh .187
Similarly, there exists ∇φEφ ∈ L2([0, 1], |φα|dα), such that
DφEφ · φ˜ =
∫ 1
0
∇φEφφ˜|φα|dα =
∫ 1
0
−∇φEφφ˜φα dα.
where ∇φEφ is gradient of Eφ(φ) in L2([0, 1], |φα |dα).188
Combining (2.15) and (2.16), we get
∇φEφ = − 1
φα
∇hEh ◦ φ.
Again we define
δEφ
δφ as gradient of Eφ(φ) in L
2([0, 1], dα). Noticing (2.15), we have
d
dε
∣∣∣∣
ε=0
Eφ(φ+ εφ˜) =
∫ 1
0
δEφ
δφ
φ˜dα
=
d
dε
∣∣∣∣
ε=0
Eh(h+ εh˜) =
∫ L
0
∇hEhh˜dx
=
∫ 1
0
δEh
δh
φ˜ dα.
Hence
δEh
δh
◦ φ = δEφ
δφ
∈ L2([0, 1], dα),
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and
µ =
δEh
δh
◦ φ = ∇hEh ◦ φ = −φα∇φEφ =
δEφ
δφ
.
Therefore, we conclude that (2.11) is equivalent with (2.13). Moreover, we obtain energy identity189
for (2.13) as190
(2.17)
dEφ
dt
=
∫ 1
0
δEφ
δφ
φtdα =
∫ 1
0
1
φα
((δEφ
δφ
)
α
)2
dα.
2.3. Equation for step density ρ. Now consider the step density ρ. From the definition, rewriting191
the energy in terms of ρ, we obtain192
(2.18) Eρ(ρ) :=
∫ L
0
(
1
L
∫ L
0
ln
∣∣ sin(π
L
(x− y))
∣∣ρ(x)ρ(y) dy + ρ(x) ln ρ(x) + ρ(x)3
2
)
dx,
δEρ
δρ
=
∫ L
0
2
L
ln
∣∣ sin(π
L
(x− y))∣∣ρ(y) dy + ln ρ(x) + 1 + 3
2
ρ(x)2,
and193
(2.19)
(
δEρ
δρ
)
x
= PV
∫ L
0
2π
L2
cot
π(x− y)
L
ρ(y) dy +
ρx
ρ
+ 3ρxρ = µ.
Similar to the proof of Lemma 2.1, we can define
PV
∫ L
0
cot
π(x− y)
L
ρ(y) dy = lim
δ→0+
( ∫ x−δ
0
+
∫ L
x+δ
)
cot
π(x− y)
L
ρ(y) dy.
Then
d
dx
lim
δ→0+
(∫ x−δ
0
+
∫ L
x+δ
)
ln
∣∣ sin π(x− y)
L
∣∣ρ(y) dy
= lim
δ→0+
d
dx
(∫ x−δ
0
+
∫ L
x+δ
)
ln
∣∣ sin π(x− y)
L
∣∣ρ(y) dy.
Hence we also obtain a variational structure for ρ and (2.4) becomes194
(2.20) ρt = −µxxx = −
(
δEρ
δρ
)
xxxx
.
This also shows that
∫ L
0 ρdx is a constant of motion.195
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2.4. Equation for u. Finally, from definition of u, the energy can be rewritten in terms of u as196
(2.21)
Eu(u) =
∫ L
0
(
1
L
∫ L
0
ln | sin(π
L
(x− y))|(uxx + b)(uyy + b)dy + (uxx + b) ln(uxx + b) + (uxx + b)
3
2
)
dx,
δEu
δu
=
2π
L
H(uxx)x +
(
ln (uxx + b) +
3
2
(uxx + b)
2 + 1
)
xx
= µx.
Hence we also obtain a variational structure for u and (2.4) becomes197
(2.22) ut = −δEu
δu
.
2.5. Equivalence of the formulations. We end this section with the rigorous justification of the198
equivalence of the above formulations.199
Recall the notations for W k,pper⋆(I), W
k,p
per0(I) in (1.11) and (1.12). If k < 0 and
1
p +
1
q = 1, W
k,p is
the dual of W−k,q. Denote
Φ(ξ) :=

ξ ln ξ + ξ
3
2 , ξ > 0,
0, ξ = 0,
+∞, ξ < 0,
and
Φb(ξ) := Φ(ξ + b).
By the definition (2.18), we have200
(2.23) Eρ(ρ) =
∫ L
0
(
1
L
∫ L
0
ln
∣∣ sin(π
L
(x− y))|ρ(x)ρ(y) dy +Φ(ρ)
)
dx.
By (2.21), we have
Eu(u) =
∫ L
0
(
1
L
∫ L
0
ln
∣∣ sin(π
L
(x− y))|(uxx + b)(uyy + b) dy +Φb(uxx)
)
dx.
Since
δEu(u)
δu
=
2π
L
H(uxx)x + (Φb
′(uxx))xx,
the equation (2.22) can be recast as201
(2.24) ut +
2π
L
H(uxx)x + (Φb
′(uxx))xx = 0.
In order to study the problem (1.7) in periodic and mean value zero set up, we establish first,202
similar to [4], that203
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Proposition 2.4. For any integer m ≥ 1, any T > 0 and some constant β < 0, the following204
condition are equivalent:205
(a) There exists h ∈ L∞([0, T ];Wm,3
per⋆
(I)) with ht ∈ L∞([0, T ];Wm−4,3/2per (I)) a solution of (1.7)
satisfying
hx(x, t) ≤ β < 0 a.e. x ∈ R, t ∈ [0, T ].
(b) Set b := 1L > 0. There exists u ∈ L∞([0, T ];Wm+1,3per0 (I)) with ut ∈ L∞([0, T ];W
m−3,3/2
per0
(I)) a
solution of (2.24) satisfying
uxx(x, t) + b ≥ −β > 0 a.e. x ∈ R, t ∈ [0, T ].
(c) There exists ρ ∈ L∞([0, T ];Wm−1,3per (I)) with ρt ∈ L∞([0, T ]; (Wm−5,3/2per (I))) a solution of
(2.20) satisfying
ρ(x, t) ≥ −β > 0 a.e. x ∈ R, t ∈ [0, T ],
and ∫ L
0
ρ(x, t) dx = 1.
Proof. Step 1. For (a)⇒(c), we simply take206
(2.25) ρ(t, x) := −hx(t, x) = uxx(t, x) + b
and then (2.19) shows that ρ satisfies (c).207
For (c)⇒(a), we take
h(x, t) = −
∫ x
0
ρ(s, t)ds+ k2(t),
with
k2(t) =
1
L
∫ L
0
∫ x
0
ρ(y, t) dy dx.
Then hx = −ρ and h ∈ L∞([0, T ];Wm,3per⋆(I)), with mean value zero.208
Noticing (2.19) again, we have
hxt = −ρt =
(
δEρ
δρ
)
xxxx
=
(
δEh
δh
)
xxx
,
in distribution sense. Integrating from 0 to x, for a.e. t ∈ [0, T ], there exists a constant c(t) such
that
ht =
(
δEh
δh
)
xx
+ c(t).
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That is, for any test function ϕ ∈W 3,3per(I), we have
d
dt
〈h, ϕ〉 = 〈δEh
δh
, ϕxx〉+ 〈c(t), ϕ〉.
Taking ϕ = 1, we get c(t) = 0, for a.e. t ∈ [0, T ]. Hence h is the solution of (1.7).209
Step 2. For (a)⇒(b), we take
hT (x, t) = h(x, t) + bx,
with b = 1L . From (1.3) and (1.7), we know h
T is L−periodic function respect to x.210
Denote
k0 =
1
L
∫ L
0
hT (s, 0)ds,
k1(t) =
1
L
∫ L
0
∫ x
0
hT (y, t) dy dx− k0L
2
.
Set211
(2.26) u(x, t) =
∫ x
0
(
−hT (y, t) + k0
)
dy + k1(t).
We know u is L−periodic function with mean value zero. To prove such u satisfies (2.24), we can212
proceed just the same as Step 1.213
Note we also have214
(2.27) ux = −h− bx+ k0,
215
(2.28) uxx = −hx − b.
For (b)⇒(a), we simply take216
(2.29) h = −ux − bx.
Then (2.21) and (2.22) show that h satisfies (b). 217
Proposition 2.5. For any integer m ≥ 2, the following condition are equivalent:218
(i) There exists h ∈ L∞([0, T ];W 1,∞
per⋆
(I) ∩Wm,2(I)) with ht ∈ L∞([0, T ];W−3,∞per (I)) a solution219
of (1.7) satisfying220
(2.30) hx(x, t) ≤ β1 < 0 a.e. x ∈ R, t ∈ [0, T ],
for some β1 < 0.221
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(ii) There exists φ ∈ L∞([0, T ];W 1,∞
per⋆
([0, 1]) ∩Wm,2([0, 1])) with φt ∈ L∞([0, T ];W−3,∞per ([0, 1]))222
a solution of (2.13) satisfying223
(2.31) φα(α, t) ≤ β2 < 0 a.e. α ∈ R, t ∈ [0, T ],
for some β2 < 0.224
Proof. Notice condition (2.30), (2.31). By inverse function theorem, h and φ are inverse functions225
of each other. Noticing (1.10) and (2.10), h ∈ L∞([0, T ];W 1,∞per⋆(I)) with condition (2.30) implies226
that φ ∈ L∞([0, T ];W 1,∞per⋆([0, 1])) with condition (2.31).227
From the differentiation of inverse function, we also know
φ(m) ≤ C(β1)(h(m) +
∑
0≤αi≤m−1
h(α1)h(α2) · · · h(αm)).
Since Wm,2 →֒W (m−1),∞, we have∫ L
0
|φ(m)|2 dα ≤ C(β1)(‖h‖2Wm,2 + ‖h‖mWm,2).
Hence h ∈ L∞([0, T ];Wm,2(I)) with condition (2.30) implies that φ ∈ L∞([0, T ];Wm,2([0, 1])) with228
condition (2.31). Vice versa. 229
3. Local strong solution and proof of Theorem 1.1230
We continue studying the properties of the continuum PDE. From now on, denote
ϕ(n)(x) =
dn
dxn
ϕ(x),
and c as a generic constant whose value may change from line to line. We first establish the existence231
and uniqueness of the local strong solution to (2.24).232
Theorem 3.1. Assume u0 ∈Wm,2per0(I), u0xx + b ≥ η, where η is a positive constant, m ∈ Z, m ≥ 7.
Then there exists time Tm depending on η, ‖u0‖Wm,2per0 such that
u ∈ L∞([0, Tm];Wm,2per0(I)) ∩ L2([0, Tm];Wm+2,2per0 (I)) ∩ C([0, Tm];Wm−4,2per0 (I)),
ut ∈ L∞([0, Tm];Wm−4,2per0 (I)) ∩ L2([0, Tm];L2per0(I))
is the unique strong solution of (2.24) with initial data u0, and u satisfies
uxx + b ≥ η
2
, a.e. t ∈ [0, Tm], x ∈ [0, L].
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Proof. We first make the a-priori assumption233
(3.1) min
x∈I
(uxx + b) ≥ η
2
> 0, a.e. t ∈ [0, Tm],
in which Tm will be determined later. We will prove the existence of local strong solution under234
(3.1) in step 1,2, then justify (3.1) in step3.235
Let Jδ be the standard C
∞
c (I) mollifier. Denote u¯
δ = Jδ ∗ uδ.236
Define Eδu(u) := Eu(Jδ ∗ u). Then
δEδu(u
δ)
δuδ
= Jδ ∗ δEu(u)
δu
∣∣∣∣
u¯δ
.
We study problem237
(3.2)
{
uδt = − δE
δ
u(u
δ)
δuδ
,
uδ(0) = Jδ ∗ u0,
which is238
(3.3)
{
uδt = (Jδ ∗ (−2πL H(u¯δxx)))x − (Jδ ∗ Φb′(u¯δxx))xx,
uδ(0) = Jδ ∗ u0.
Step 1. We devote to obtain some a-priori estimates, which will be used to prove the convergence239
of uδ in (3.2).240
Taking u as a test function in (2.24) gives∫ L
0
utudx =
∫ L
0
2π
L
H(uxx)ux − (ln(uxx + b) + 3
2
(uxx + b)
2)uxx dx.
Notice that ∫ L
0
H(uxx)ux dx ≤
∫ L
0
3
4
u2xx + 2u
2 dx ≤
∫ L
0
1
8
u3xx + 2u
2 dx+ C(L),
and that ∫ L
0
ln(uxx + b)uxx dx ≤ C(η, L) + 1
8
∫ L
0
u3xx dx,
due to (3.1). We obtain
d
dt
∫ L
0
u2 dx+
∫ L
0
u3xx dx ≤ c
∫ L
0
u2 dx+ C(η, L).
Then for some T1 > 0, Gro¨nwall’s inequality implies that
‖u‖L∞([0,T1];L2(I)) ≤ C(η, L, ‖u0‖Wm,2per0 , T1),
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241
(3.4) ‖uxx‖L2([0,T1];L3(I)) ≤ C(η, L, ‖u0‖Wm,2per0 , T1).
Here and the following, C(η, L, ‖u0‖Wm,2per0 , T1) is a constant depending only on η, L, ‖u
0‖Wm,2per0 and242
T1.243
Recall (2.25). We use ρ = uxx + b from now.244
Since
dEu(u)
dt
+
∫ L
0
(
δEu(u)
δu
)2
dx = 0,
we have245
(3.5) Eu(u) ≤ Eu(u0) < +∞.
Also notice246
(3.6)
|
∫ L
0
∫ L
0
ln
∣∣ sin π
L
(x− y)∣∣ρ(x)ρ(y) dxdy|
≤
(∫ L
0
∫ L
0
ln2
∣∣ sin π
L
(x− y)
∣∣ dxdy)12 ∫ L
0
ρ2(x) dx
≤1
8
∫ L
0
ρ3 dx+ C(L),
and247
(3.7) |
∫ L
0
ρ ln ρdx| ≤ 1
8
∫ L
0
ρ3 dx+ C(η, L).
These, together with (3.5), give that248
(3.8)
1
4
sup
0≤t≤T1
∫ L
0
ρ3 dx < Eρ(0) + C(η, L).
Now we devote to get a higher-order priori estimate for m ≥ 4.249
Divide m times in equation (2.24) and then take u(m) as a test function, which implies that250
(3.9)
d
dt
‖u‖W˙m,2 =
∫ L
0
−2π
L
H(ρ)(m+1)u(m) − f(ρ)(m+2)u(m) dx,
where
f(ρ) = Φ′(ρ) = ln ρ+ 1 +
3
2
ρ2.
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For the first term in (3.9), we have251
(3.10)
|
∫ L
0
−H(ρ)(m+1)u(m) dx| =|
∫ L
0
−H(ρ)(m)ρ(m−1) dx|
≤1
8
∫ L
0
ρ(m)2 dx+ 2
∫ L
0
ρ(m−1)2 dx
≤1
4
∫ L
0
ρ(m)2 dx+ c
∫ L
0
ρ(m−2)2 dx.
For the second term in (3.9), we have252
(3.11)
∫ L
0
−f(ρ)(m+2)u(m) dx =
∫ L
0
−f(ρ)(m)ρ(m) dx
=
∫ L
0
−(f ′(ρ)ρx)(m−1)ρ(m) dx
=
∫ L
0
−f ′(ρ)ρ(m)2 dx+
∫ L
0
m−2∑
k=0
Ckf
′(ρ)(m−1−k)ρ(k)x ρ
(m) dx.
Note that
f ′(ρ) = 3ρ+
1
ρ
≥ 2
√
3, for ρ > 0,
so the first term on the right hand of (3.11) is strictly negative. We will use it to control the other253
terms later.254
Now we carefully estimate the last term in (3.11). Denote
M1 :=
∫ L
0
m−2∑
k=0
Ckf
′(ρ)(m−1−k)ρ(k)x ρ
(m) dx
≤‖ρ(m)‖L2
[m−2∑
k=0
Ck‖f ′(ρ)(m−1−k)ρ(k)x ‖L2
]
.
First the chain rule gives
f ′(ρ)(m−1−k) =
∑
β1+β2+···+βµ=m−1−k
Cβρ
(β1)ρ(β2) · · · ρ(βµ)f (µ+1)(ρ).
Due to (3.1), we know
f (µ+1)(ρ) ≤ Cµ
ρµ+1
≤ Cµ
ηµ+1
, for µ ≥ 1.
Also noticing that
‖ρ(m−3)‖L∞ ≤ c‖ρ‖Wm−2,2 ,
we have
‖f ′(ρ)(m−1−k)‖L4 ≤ C(η,m)‖ρ‖m−1Wm−2,2 , for 2 ≤ k ≤ m− 2,
‖f ′(ρ)(m−2)‖L4 ≤ C(η,m)(‖ρ‖m−1Wm−2,2 + ‖ρ(m−2)‖L4), for k = 1,
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and
‖f ′(ρ)(m−1)‖L4 ≤ C(η,m)(‖ρ‖m−1Wm−2,2 + ‖ρ(m−2)‖L4 + ‖ρ(m−1)‖L4), for k = 0.
Second by interpolating, we know255
(3.12) ‖ρ(m−2)‖L4 ≤ c‖ρ(m−2)‖
7
8
L2
‖ρ(m)‖
1
8
L2
,
256
(3.13) ‖ρ(m−1)‖L4 ≤ c‖ρ(m−2)‖
3
8
L2
‖ρ(m)‖
5
8
L2
,
and for µ < m− 2,257
(3.14) ‖ρ(µ)‖L4 ≤ c‖ρ(m−2)‖L4 + c‖ρ‖L4 ≤ c‖ρ(m−2)‖
7
8
L2
‖ρ(m)‖
1
8
L2
+ c‖ρ‖Wm−2,2 .
Thus (3.12), (3.13) and (3.14) show that258
(3.15)
m−2∑
k=0
Ck‖f ′(ρ)(m−1−k)ρ(k)x ‖L2
≤
m−2∑
k=0
Ck‖f ′(ρ)(m−1−k)‖L4‖ρ(k)x ‖L4
≤c‖f ′(ρ)(m−2)‖L4‖ρxx‖L4 +
m−2∑
k=1
C(k, η,m)‖ρ‖m−1
Wm−2,2
(‖ρ(m−2)‖
7
8
L2
‖ρ(m)‖
1
8
L2
+ c‖ρ‖Wm−2,2)
+ C(η,m)‖ρ‖m−1
Wm−2,2
‖ρ(m−2)‖
3
8
L2
‖ρ(m)‖
5
8
L2
For the first term, we have259
(3.16)
‖f ′(ρ)(m−2)‖L4‖ρxx‖L4
≤C(η,m)(‖ρ‖m−1
Wm−2,2
+ ‖ρ(m−2)‖L4)(‖ρ(m−2)‖L4 + ‖ρ‖Wm−2,2)
≤C(η,m)
[
‖ρ‖mWm−2,2 + (‖ρ‖m−1Wm−2,2 + 1)‖ρ(m−2)‖
7
8
L2
‖ρ(m)‖
1
8
L2
+ ‖ρ(m−2)‖
7
4
L2
‖ρ(m)‖
1
4
L2
]
,
where we used (3.12) and (3.14).260
Notice that (3.8) gives ‖ρ‖L∞(0,T1;L2(I)) ≤ C(η, L). By interpolating, (3.15) and (3.16) lead to261
(3.17)
M1 ≤C(η,m)
[
‖ρ(m)‖
5
8
L2
‖ρ‖m
W˙m−2,2
+ ‖ρ(m)‖
1
8
L2
‖ρ‖m
W˙m−2,2
+ ‖ρ(m)‖
1
4
L2
‖ρ‖m+1
W˙m−2,2
+ ‖ρ‖m
W˙m−2,2
+ C(η, L)
]
‖ρ(m)‖L2
≤1
8
‖ρ(m)‖2L2 +C(η,m)‖ρ‖10mW˙m−2,2 + C(η, L).
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Combining (3.10), (3.11), (3.17) and Gro¨nwall’s inequality, we finally obtain
‖u‖L∞([0,T1];Wm,2per0 (I)) ≤ C(η, L, ‖u
0‖Wm,2per0 , T1),
‖u‖L2([0,T1];Wm+2,2per0 (I)) ≤ C(η, L, ‖u
0‖Wm,2per0 , T1).
Step 2. Define Fδ :W
m+2,2
per0 →Wm+2,2per0 with
Fδ(u
δ) := (Jδ ∗ (−2π
L
H(u¯δxx)))x − (Jδ ∗ Φb′(u¯δxx))xx.
We can easily check that Fδ is locally Lipschitz continuous in W
m+2,2(I) for m ≥ 1. Hence by262
[17, Theorem 3.1], we know (3.3) has a unique local solution uδ ∈ C1([0, T0];Wm+2,2per0 (I)) and those263
estimates in Step 1 hold true uniformly in δ. That is, for T0, we have264
(3.18) ‖uδ‖L∞([0,T0];Wm,2per0 (I)) ≤ C(η, L, ‖u
0‖Wm,2per0 , T0),
265
(3.19) ‖uδ‖L2([0,T0];Wm+2,2per0 (I)) ≤ C(η, L, ‖u
0‖Wm,2per0 , T0).
Since
Eδu(u
δ(T )) +
∫ T
0
∫ L
0
uδ2t dxdt = E
δ
u(u
δ(0)),
we also have266
(3.20) ‖uδt‖L2([0,T0]×I) ≤ C(η, L, ‖u0‖Wm,2per0 ).
Notice Wm+2,2 →֒ Wm+1,2 compactly and Wm+1,2 →֒ L2. Therefore, as δ → 0, we can use
Lions-Aubin’s compactness lemma to obtain there exists a subsequence, still denoted as uδ, such
that
uδ → u, in L2([0, T0];Wm+1,2per0 (I)).
And (3.18), (3.19) and (3.20) show that
u ∈ L∞([0, T0];Wm,2per0(I)) ∩ L2([0, T0];Wm+2,2per0 (I)),
ut ∈ L∞([0, T0];Wm−4,2per0 (I)).
Thus we can take limit in (3.3) and u satisfies (2.24) almost everywhere, i.e., u is the local strong267
solution of (2.24).268
Since
‖ut‖L2([0,T0]×I) ≤ lim infδ→0 ‖u
δ
t‖L2([0,T0]×I) ≤ C(η, L, ‖u0‖Wm,2per0 ),
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ut ∈ L2([0, T0]× I),
by [8, Theorem 4, p. 288], we actually have
u ∈ C([0, T0];W 1,2per0(I)).
Step 3. We justify the a-priori assumption (3.1). Note that269
(3.21) uxx(x, t) = uxx(0) +
∫ t
0
uxxt(x, τ)dτ,
and u0xx + b ≥ η, so Step 2 and Sobolev embedding theorem lead to
uxxt ∈ L∞([0, T0],Wm−6,2(I)) →֒ L∞([0, T0], L∞(I)),
for m ≥ 7. Then
|
∫ t
0
uxxt(x, τ)dτ | ≤ t‖uxxt‖L∞([0,T0],L∞(I)) ≤
η
2
, t ∈ [0, Tm],
where Tm < T0 depends only on η, L and ‖u0‖Wm,2(I). This, together with (3.21), gives (3.1). 270
By using the above Theorem 3.1, we now prove the Theorem 1.1.271
Proof of Theorem 1.1. Step 1 (Existence). Assume h0 ∈ Wm,2per⋆(I), h0x ≤ β, for some constant
β < 0, m ∈ Z, m ≥ 6. From (2.26), there exists u0 ∈ Wm+1,2per⋆ (I) satisfying u0xx + b ≥ −β. Then
by Theorem 3.1, there exists Tm > 0, such that there exists a unique u satisfying (2.24) with the
following regularity:
u ∈ L∞([0, Tm];Wm+1,2per0 (I)) ∩ L2([0, Tm];Wm+3,2per0 (I)) ∩ C([0, Tm];Wm−3,2per0 (I)),
ut ∈ L∞([0, Tm];Wm−3,2per0 (I)),
and u satisfies
uxx + b ≥ −β
2
, a.e. t ∈ [0, Tm], x ∈ [0, L].
Let h := −ux − bx. Hence we can get the existence of solution to (1.7) satisfying (1.13) and the272
regularity stated in Theorem 1.1.273
Step 2 (Uniqueness). Now we assume h1, h2 are two solutions of (1.7) satisfying (1.13) and the274
same regularity stated in Theorem 1.1. Subtract h2-equation from h1-equation and multiply h1−h2275
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on both sides. Then integration by parts shows that276
(3.22)
d
dt
∫ L
0
(h1 − h2)2 dx =
∫ L
0
(h1t − h2t)(h1 − h2) dx
=
∫ L
0
−2π
L
H(h1x − h2x)(h1xx − h2xx) +
[(
3h1x +
1
h1x
)
h1xx −
(
3h2x +
1
h2x
)
h2xx
]
(h1xx − h2xx) dx
=
∫ L
0
−2π
L
H(h1x − h2x)(h1xx − h2xx) +
(
3h2x +
1
h2x
)
(h1xx − h2xx)2
+
(
3h1x +
1
h1x
− 3h2x − 1
h2x
)
h1xx(h1xx − h2xx) dx
=I1 + I2 + I3.
Since277
(3.23) 3h2x +
1
h2x
≤ −2
√
3, due to h2x < 0,
the second term on the right hand of (3.22) is strictly negative, which will be used to control278
the other two terms. For I1, notice the property of Hilbert transform ‖H(u)‖Lp ≤ c‖u‖Lp for279
1 < p <∞; see [3, Proposition 9.1.3]. We can use Young’s inequality and interpolating to obtain280
(3.24) I1 ≤
∫ L
0
1
4
(h1xx − h2xx)2 + c(h1 − h2)2 dx.
To estimate I3, first notice that h1xx is bounded by ‖h1(0)‖Wm,2 and that
|h1x| ≥ −β
2
> 0, |h2x| ≥ −β
2
> 0,
due to (1.13). Hence∫ L
0
[(
3h1x − 3h2x + 1
h1x
− 1
h2x
)
h1xx
]2
dx ≤ C(β, ‖h1(0)‖Wm,2)(h1x − h2x)2 dx,
where C(β, ‖h1(0)‖Wm,2) depends only on β, ‖h1(0)‖Wm,2 . Then Young’s inequality and interpo-281
lating show that282
(3.25) I3 ≤
∫ L
0
C(β, ‖h1(0)‖Wm,2)(h1 − h2)2 +
1
4
(h1xx − h2xx)2 dx,
where C(β, ‖h1(0)‖Wm,2) depends only on β, ‖h1(0)‖Wm,2 . Now combining (3.23), (3.24), (3.25)
with (3.22) leads to
d
dt
∫ L
0
(h1 − h2)2 dx ≤ C(β, ‖h1(0)‖Wm,2)
∫ L
0
(h1 − h2)2 dx.
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Then by Gro¨nwall’s inequality, we have283
(3.26)
∫ L
0
(h1 − h2)2 dx ≤ C(β, ‖h1(0)‖Wm,2 , Tm)
∫ L
0
(h1(0)− h2(0))2 dx,
where C(β, ‖h1(0)‖Wm,2 , Tm) depends only on β, ‖h1(0)‖Wm,2 and Tm. This gives the uniqueness284
of the solution to (1.7). 285
3.1. Stability of linearized φ-PDE. Now we set up the stability of linearized φ-PDE under
assumption
hx(0) ∈Wm,2per0(I), hx(0) ≤ 2β < 0,
with m ≥ 6.286
Recall Theorem 1.1 and Proposition 2.5. There exists Tm > 0, such that287
(3.27) φ(α, t) ∈ L∞([0, Tm];W 6,∞per⋆(0, 1))
is the strong solution of (2.13) and there exists constants m1, m2 > 0 such that288
(3.28) φα ≤ −m1 < 0, |φ(i)| ≤ m2, i = 1, · · · , 6.
Recall equation (2.13):
φt = −φαµxx = −∂α( 1
φα
(
δE
δφ
)α),
where
δE
δφ
=
2π
L2
PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
dβ − φαα
φ2α
− 3φαα
φ4α
.
We want to show that the linearized φ-PDE is stable, which will be used in the construction of289
high-order consistency solution (Section 6.2).290
For φ, φ˜ satisfying equation (2.13), set φ+ εψ = φ˜. Denote291
(3.29) A := −φαα
φ2α
− 3φαα
φ4α
+
2π
L2
PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
dβ,
and292
(3.30)
B :=
(
− 1
φ2α
−3 1
φ4α
)
ψαα+
(
2φαα
φ3α
+
12φαα
φ5α
)
ψα− 2π
2
L3
PV
∫ 1
0
sec2
π
L
(φ(α)−φ(β))(ψ(α)−ψ(β)) dβ.
So the linearized equation of φ-PDE (2.13) is293
(3.31) ψt = −∂α
(
−ψα
φ2α
∂αA+
∂αB
φα
)
.
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Proposition 3.2. Assume ψ(0) ∈ L2
per
([0, 1]) and m1,m2 > 0 defined in (3.28). Let Tm > 0 be the294
maximal existence time for strong solution φ in (3.27). The linearized equation (3.31) is stable in295
the sense296
(3.32) ‖ψ(·, t)‖L2
per
([0,1]) ≤ C(m1,m2, Tm)‖ψ(·, 0)‖L2
per
([0,1]), for t ∈ [0, Tm],
where C(m1,m2, Tm) is a constant depending only on m1, m2, and Tm.297
Proof. Step 1. We perform without the Hilbert transform term 2πL2 PV
∫ 1
0 cot
π(φ(α)−φ(β))
L dβ. Then
A, B in (3.31) become
A := −φαα
φ2α
− 3φαα
φ4α
,
and
B :=
(
− 1
φ2α
− 3 1
φ4α
)
ψαα +
(
2φαα
φ3α
+
12φαα
φ5α
)
ψα.
Because ψ is 1-periodic function respect to α, we have
ψt =− ∂α
(
−ψα
φ2α
Aα + ∂α
(
B
φα
)
−
(
1
φα
)
α
B
)
=− ∂αα
(
B
φα
)
+ ∂α
(
ψα
φ2α
Aα − φαα
φ2α
B
)
=− ∂αα
[(
− 1
φ3α
− 3
φ5α
)
ψαα +
(
2φαα
φ4α
+
12φαα
φ6α
)
ψα
]
+ ∂α
[(
φαα
φ4α
+
3φαα
φ6α
)
ψαα +
(
−2φ
2
αα
φ5α
− 12φ
2
αα
φ7α
+
Aα
φ2α
)
ψα
]
.
Multiplying both sides by ψ and integration by parts show that
∫ 1
0
ψψt dα =
∫ 1
0
[( 1
φ3α
+
3
φ5α
)
ψ2αα −
(3φαα
φ4α
+
15φαα
φ6α
)
ψαψαα +
(
2φ2αα
φ5α
+
12φ2αα
φ7α
− Aα
φ2α
)
ψ2α
]
dα.
(3.33)
From Young’s inequality, for any δ, ε > 0, we have298
(3.34) ψααψα ≤ εψ2αα +
1
4ε
ψ2α,
and299
(3.35)
∫ 1
0
ψ2α dα ≤
∫ 1
0
(
δψ2αα +
1
4δ
ψ2
)
dα.
Note that φα is negative and from (3.27), (3.28), we know
1
φ3α
+
3
φ5α
≤ −
(
1
m32
+
1
m52
)
.
28 YUAN GAO, JIAN-GUO LIU, AND JIANFENG LU
Now choose ε, δ in (3.34) and (3.35) such that the last two terms in (3.33) can be controlled by∫ 1
0 −
(
1
m3
2
+ 1
m5
2
)
ψ2αα + C(m1,m2)ψ
2 dα. Therefore, combining (3.34), (3.35) and (3.28), we have
d
dt
∫ 1
0
ψ2 dα+C(m2)
∫ 1
0
ψ2αα dα ≤
∫ 1
0
C(m1,m2)ψ
2 dα,(3.36)
where C(m2), C(m1,m2) > 0 are constants depending on m1, m2.300
By Gro¨nwall’s inequality, we finally achieve the stability for ψ in the sense of (3.32).301
Step 2. If we consider Hilbert transform, then A, B are defined in (3.29) and (3.30). First notice302
that change of variable from h to φ does not effect the Cauchy principal value integral and that303
hx < 0. Then for any α ∈ [0, 1], by variable substitution, we have304
(3.37)
PV
∫ 1
0
π
L
cot
(π
L
(
φ(α) − φ(β)))dβ = −PV ∫ 1
0
∑
k∈Z
1
φ(β) − φ(α)− kL dβ
=− PV
∫ +∞
−∞
1
φ(β) − φ(α) dβ = PV
∫ +∞
−∞
hy
y − x dy
=PV
∑
k∈Z
∫ L
2
+kL
−L
2
+kL
hy
y − x dy =
π
L
PV
∫ L
2
−L
2
hy cot(
y − x
L
π) dy
=− πH(hx) ◦ φ,
where we used the relation for Hilbert kernel∑
k∈Z
1
x+ kL
=
π
L
cot(
π
L
x).
Hence (
PV
∫ 1
0
cot
π
L
(φ(α) − φ(β)) dβ
)
α
= −L(H(hxx) ◦ φ)φα
is Lp bounded due to the property of Hilbert transformH(u)x = H(ux) for ux ∈ Lp with 1 < p <∞.305
Second, using the periodicity of ψ, integration by parts shows that
π
L
PV
∫ 1
0
sec2
π
L
(φ(α) − φ(β))(ψ(α) − ψ(β)) dβ
=PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
[
− ψα(β)
φ2α(β)
− (ψ(α) − ψ(β))φαα(β)
φ2α(β)
]
dβ.
For any ε > 0, by Young’s inequality, we have∫ 1
0
PV
∫ 1
0
ψαα(α)(ψ(α) − ψ(β)) sec2 π
L
(φ(α) − φ(β)) dβ dα
≤2ε
∫ 1
0
ψ2αα dα+
c
ε
∫ 1
0
[
PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
(
− ψα(β)
φ2α(β)
− (ψ(α) − ψ(β))φαα(β)
φ2α(β)
)
dβ
]2
dα.
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Similar to (3.37), we have
PV
∫ 1
0
cot
π(φ(α) − φ(β))
L
(
− ψα(β)
φ2α(β)
− (ψ(α) − ψ(β))φαα(β)
φ2α(β)
)
dβ
=
[
H(−ψα
φ3α
◦ h) +H(φααψ
φ3α
◦ h) + ψ(α)H(−φαα
φ3α
◦ h)
]
◦ φ.
Then notice the property of Hilbert transform ‖H(u)‖Lp ≤ c‖u‖Lp for 1 < p <∞; see [3, Proposi-
tion 9.1.3]. For any ε, δ > 0, by Ho¨lder’s inequality and interpolating, we have∫ 1
0
PV
∫ 1
0
ψαα(α)(ψ(α) − ψ(β)) sec2 π
L
(φ(α) − φ(β)) dβ dα
≤2ε
∫ 1
0
ψ2αα dα+
c
ε
∫ 1
0
[
H(−ψα
φ3α
◦ h) +H(φααψ
φ3α
◦ h) + ψ(α)H(−φαα
φ3α
◦ h)
]2
◦ φdα
≤2ε
∫ 1
0
ψ2αα dα+
c
ε
∫ 1
0
[
ψ2α
φ5α
+
φ2ααψ
2
φ5α
]
dα+
( ∫ 1
0
ψ4(α) dα
) 1
2
( ∫ 1
0
φ4αα
φ11α
dα
) 1
2
≤
(
2ε+
δ
ε
) ∫ 1
0
ψ2αα dα+
C(m1,m2)
εδ
∫ 1
0
ψ(α)2 dα
where C(m1,m2) depends only on m1, m2. Here we used variable substitution twice and (3.28).306
Then we can perform just like Step 1 to get (3.36) and complete the proof of Proposition 3.2. 307
4. Modified BCF type model308
We want to rigorously study the continuum limit of a BCF type model and figure out the309
convergence rate. From now on, we assume the initial data xi(0) satisfying310
(4.1) xi(0) < xi+1(0), for i = 1, · · · , N.
As mentioned in the Introduction, we need to modify the ODE as follows311
(4.2)
dxi
dt
=
1
a
(
fi+1 − fi
xi+1 − xi −
fi − fi−1
xi − xi−1
)
, i = 1, · · · , N,
where the chemical potential312
(4.3) fi := −
2
L
∑
j 6=i
a
xj − xi +
(
1
xi+1 − xi −
1
xi − xi−1
)
+
(
a2
(xi+1 − xi)3 −
a2
(xi − xi−1)3
)
,
for i = 1, · · · , N. Notice (4.2) with (4.3) is exact the ODE (1.8) with (1.9), so we refer (4.2) in the313
following.314
From now on, keep in mind the relation between the Hilbert kernel and Cauchy kernel is315
(4.4)
∑
k∈Z
1
x+ kL
=
π
L
cot(
π
L
x).
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The corresponding energy is316
(4.5) EN := a2
∑
1≤i<j≤N
2
L
ln
∣∣ sin(π
L
(xj − xi))|+ a
N∑
i=0
(
− ln |xi − xi+1
a
|+ a
2
2
1
(xi − xi+1)2
)
.
Since as a→ 0, we have xi = O(a), so the contribution of the various terms in EN is on the same
order. We have
fi =
1
a
∂EN
∂xi
,
and energy identity317
(4.6)
dEN
dt
+
N∑
i=1
(fi+1 − fi)2
xi+1 − xi = 0,
which is analogous to (2.17).318
We will first study some properties of (4.2) and obtain the consistence result in Section 5. Then319
we construct an auxiliary solution with high-order consistency in Section 6.2, which is important320
when we prove the convergence rate of the modified ODE system. After those preparations, the321
proof of Theorem 1.2 will be given in Section 6.3.322
4.1. Global solution of ODE. In this section, we will prove that for any fixed N ≥ 2, the ODE323
system (4.2) has a global in time solution.324
Proposition 4.1. Assume initial data satisfy (4.1). Then for any N ≥ 2, the ODE system (4.2)325
has a global in time solution.326
Proof. Let Tmax be the maximal existence time. Then if Tmax < +∞, from standard Extension327
Theory for ODE, we know either two steps collide, i.e. there exists i, such that xi(Tmax) =328
xi+1(Tmax); or step reaches infinity, i.e. xi(Tmax) = +∞.329
Denote
ℓmin(t) := min
i∈N
{xi+1(t)− xi(t)},
and we state a proposition that we have a positive lower bound for ℓmin(t). We will proof this330
proposition later.331
Proposition 4.2. For any N ≥ 2, assume initial data satisfy (4.1) and system (4.2) has initial
energy EN (0). Then for any time t the solution of (4.2) exist, we have
ℓmin(t) ≥ C(N) > 0,
where C(N) is a constant depending only on N .332
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By Proposition 4.2, we have
ℓmin(Tmax) ≥ lim
t→Tmax
ℓmin(t) ≥ C(N) > 0,
which contradicts with xi(Tmax) = xi+1(Tmax).333
On the other hand, combining Proposition 4.2 with equation (4.2) gives
max
1≤i≤N
|x˙i| ≤ C(N),
where C(N) is a constant depending only on N . Hence there will be no finite time blow up and we334
conclude Tmax = +∞. 335
Proof of Proposition 4.2. First from (4.6), we know, for any time t the solution exist,
EN (t) ≤ EN (0).
Let 0 < ℓ⋆ ≤ 1 small enough. Then
2π
L2
cot
π
L
ℓ− 1
2
a2
ℓ3
< 0, for 0 < ℓ ≤ ℓ⋆.
Thus, at least for 0 < ℓ ≤ min{ℓ⋆, L2 }, we know
g(ℓ) :=
2
L
ln
(
sin
π
L
ℓ
)
+
a2
4ℓ2
is positive, i.e.
2
L
ln sin
π
L
ℓ+
a2
4ℓ2
> 0.
Hence
2
L
ln sin
π
L
ℓ+
a2
2ℓ2
>
a2
4ℓ2
,
and
2
L
ln(sin
π
L
ℓ)− ln ( ℓ
a
)
+
a2
2ℓ2
>
a2
4ℓ2
+ ln a ≥ c0(N),
where c0(N) is a constant depending only on N . Then we obtain
EN ≥a2
[
2
L
ln(sin(
π
L
ℓmin))− ln(ℓmin) + ln a+ a
2
2ℓ2min
+ (
N(N − 1)
2
− 1)c0(N)
]
≥ a
4
4ℓ2min
+ c1(N),
where c1(N) is a constant depending only on N .336
Therefore, we have
1
ℓ2min
≤ C(N,EN (0)),
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where C(N,EN (0)) is a positive constant depending only on N and initial data.337
So we finally get
ℓmin ≥ min{L
2
, ℓ⋆,
1√
C(N,EN (0))
}.
338
5. Consistency339
In this section, we study the local consistency between exact solution φ of equation (2.13) and
solution x of equation (4.2). From now on, we always assume there exists a constant β < 0 such
that the initial data satisfy
hx(0) ∈Wm,2per0(I), hx(0) ≤ 2β < 0,
with m ≥ 6.340
From Theorem 1.1, we know there exists Tm > 0, for t ∈ [0, Tm], h(x, t) ∈ L∞([0, T ];W 6,∞per⋆(R))341
is the strong solution of (1.7) and342
(5.1) hx ≤ β < 0.
Also by Proposition 2.5, we know φ(α, t) is the strong solution of (2.13) satisfying (3.27) and (3.28).343
Denote344
(5.2) f¯i := −
2
L
∑
j 6=i
a
φj − φi +
(
1
φi+1 − φi −
1
φi − φi−1
)
+
(
a2
(φi+1 − φi)3 −
a2
(φi − φi−1)3
)
.
The main result in this section is Theorem 5.1:345
Theorem 5.1. For all i = 1, · · · , N , let f¯i be defined in (5.2), and346
(5.3) v1(α;φ) := −φαα
2φ2α
(α), r0(α;φ) :=
(
v1αφαα
φ2α
− v1αα
φα
)
(α).
Then we have347
(5.4)
dφi
dt
=
1
a
(
f¯i+1 − f¯i
φi+1 − φi −
f¯i − f¯i−1
φi − φi−1
)
+ r0(αi;φ)a +Ria
2, t ∈ [0, T ],
and348
(5.5) |r0(αi;φ)| ≤ C(β, ‖h(0)‖W 7,2(I)), |Ri| ≤ C(β, ‖h(0)‖W 7,2(I)),
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where C(β, ‖h(0)‖W 7,2(I)) depends on β, ‖h(0)‖W 7,2(I), and Ri is defined in (5.35). In addition, we
have
dEN (φ)
dt
+ a
N∑
i=1
(
f¯i+1 − f¯i
a
)2
≤ Ca.
To achieve this goal, first we need to set up some notations and lemmas.349
From (3.27) and (3.28), there exist constants c1, c2 > 0, such that350
(5.6) c1a ≤ φi+1 − φi ≤ c2a.
Denoting351
(5.7) Fi :=
1
a
(
f¯i+1 − f¯i
φi+1 − φi −
f¯i − f¯i−1
φi − φi−1
)
,
we want to estimate the difference between Fi and
dφi
dt . From PDE (1.7) and (2.10), we have352
(5.8)
dφi
dt
= −(−
2π
L H(hx) + (
1
hx
+ 3hx)hxx)xx
hx
∣∣∣∣
φi
.
The main task is then to calculate the term Fi. Let us first estimate f¯i till order a accuracy by
writing
f¯i = I1,i + I2,i + I3,i,
where353
(5.9)
I1,i := − 2
L
∑
j 6=i
a
φj − φi = −
2
L
∑
k∈Z
N∑
j=1
j 6=i
a
φj − φi + kL,
I2,i :=
1
φi+1 − φi −
1
φi − φi−1 ,
I3,i :=
a2
(φi+1 − φi)3 −
a2
(φi − φi−1)3 .
To simplify notations, we will henceforth denote
ϕi = ϕ(x)|x=xi .
Next, we state four lemmas to estimate I1,i, I2,i, I3,i one by one, from which, we know O(a) error354
only show up when estimating the first term I1,i in Lemma 5.6.355
Lemma 5.2. Let I2,i be defined in (5.9) and v2 be function of α defined as356
(5.10) v2(α;φ) := − φ
(4)
12φ2α
+
φαα
φ4α
(1
3
φαφ
(3) − 1
4
φ2αα
)
.
34 YUAN GAO, JIAN-GUO LIU, AND JIANFENG LU
Then we have357
(5.11) I2,i =
hxx
hx
∣∣∣∣
φi
+ v2(αi;φ)a
2 +R2,i,
where |R2,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)).358
Proof. Notice we have
φi+1 = φi − φα,ia+ 1
2
φαα,ia
2 − 1
3!
φ
(3)
i a
3 +
1
4!
φ
(4)
i a
4 − 1
5!
φ
(5)
i a
5 +
1
6!
φ(6)(ξ+)a6,(5.12)
φi−1 = φi + φα,ia+
1
2
φαα,ia
2 +
1
3!
φ
(3)
i a
3 +
1
4!
φ
(4)
i a
4 +
1
5!
φ
(5)
i a
5 +
1
6!
φ(6)(ξ−)a6,(5.13)
where ξ+ ∈ [αi, αi+1], ξ− ∈ [αi−1, αi].359
Hence, using (2.10), we have
I2,i =
1
φi+1 − φi −
1
φi − φi−1
=
2φi−φi+1−φi−1
a2
(
φi+1−φi
a )(
φi−φi−1
a )
=
(
−φαα,i − 1
12
φ
(4)
i a
2 − 1
6!
(φ(6)(ξ+) + φ(6)(ξ−))a4
)
· 1
−φα,i + 12φαα,ia− 13!φ
(3)
i a
2 + 14!φ
(4)
i a
3 − 15!φ(5)a4 + 16!φ(6)(ξ+)a5
· 1
−φα,i − 12φαα,ia− 13!φ
(3)
i a
2 − 14!φ
(4)
i a
3 − 15!φ(5)a4 − 16!φ(6)(ξ−)a5
=
−φαα,i − 112φ
(4)
i a
2 − 16!(φ(6)(ξ+) + φ(6)(ξ−))a4
(φ2α,i +A1(αi;φ)a
2 +A2,ia4)
=
(−φαα
φ2α
)
i
+
(
− φ
(4)
12φ2α
+
φαα
φ4α
A1
)
i
a2 +A3,ia
4
=
(
hxx
h2x
)
i
+
(
− φ
(4)
12φ2α
+
φαα
φ4α
A1
)
i
a2 +A3,ia
4,
where
A1(α;φ) =
1
3
φαφ
(3) − 1
4
φ2αα, |A2,i| ≤ c, |A3,i| ≤ c.
Denote360
(5.14) v2(α;φ) = − φ
(4)
12φ2α
+
φαα
φ4α
A1,
we complete the proof of Lemma 5.2. 361
Now we claim an approximation for periodic Hilbert transform.362
CONTINUUM LIMIT OF A MESOSCOPIC MODEL OF STEP MOTION ON VICINAL SURFACES 35
Lemma 5.3. For any φ(αi), i = 1, · · · , N, we have363
(5.15) PV
∫ 1
0
π
L
cot(
π
L
(φ(αi)− φ(α))) dα =
N∑
j 6=i,j=1
a
π
L
cot(
π
L
(φ(αi)− φj)) + a
2
φαα
φ2α
+R1,i,
where |R1,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)).364
Proof. We use the Euler-Maclaurin expansion in [24] to estimate R1,i. Without loss of generality,
we assume i = 1, · · · , N −1, that is αi 6= 0, 1. For i = N, we can change interval [0, 1] to [−a, 1−a]
due to periodicity. Using (4.4), we can see
PV
∫ 1
0
π
L
cot(
π
L
(φ(α) − φ(αi))) dα
=
∑
k∈Z
PV
∫ 1
0
1
φ(α) − φ(αi) + kL dα
=PV
∫ 1
0
1
φ(α)− φ(αi) dα+
∑
k∈Z
k 6=0
∫ 1
0
1
φ(α) − φ(αi) + kL dα
=T1 + T2.
Denote
#
N∑
j=0
βj =
N−1∑
j=1
βj +
1
2
∑
j=0,N
βj .
First we recall Theorem 1 and Theorem 4 in [24] as follows:365
Theorem 5.4 (Theorem 1 of [24]). Let function g(x) be 2m times differentiable on [0, 1]. Then∫ 1
0
g(x) dx = a#
N∑
j=0
g(xj) +
m−1∑
µ=1
B2µ
2µ!
[g(2µ−1)|x=0x=1]a2µ +R2m[g; (0, 1)],
where
R2m[g; (0, 1)] = a
2m
∫ 1
0
B¯2m[
x
a ]−B2m
(2m)!
g(2m)(x) dx,
Bµ is the Bernoulli number and B¯µ is the periodic Bernoullian function of order µ.366
Theorem 5.5 (Theorem 4 of [24]). Let function G(x) be 2m times differentiable on [0, 1] and let
g(x) = G(x)x−t . Then∫ 1
0
g(x) dx = a#
N∑
j=0,xj 6=t
g(xj) + aG
′(t) +
m−1∑
µ=1
B2µ
2µ!
[g(2µ−1)|x=0x=1]a2µ + R˜2m[g; (0, 1)],
where
R˜2m[g; (0, 1)] = a
2m PV
∫ 1
0
B¯2m[
x
a ]−B2m
(2m)!
g(2m)(x) dx.
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For the nonsingular T2, we apply Theorem 5.4 to obtain367
(5.16) T2 =
∑
k∈Z
k 6=0
[
a(#
N∑
j=0
1
φ(αj)− φ(αi) + kL) + a
2B2
2
d
dα
(
1
φ(α) − φ(αi) + kL
)∣∣∣∣α=0
α=1
+ a4e1(k)
]
,
where368
(5.17)
|e1(k)| =
∣∣∣∣ ∫ 1
0
B¯4[
α
a ]−B4
4!
d4
dα4
(
1
φ(α)− φ(αi) + kL
)
dα
∣∣∣∣ ≤ c max
α∈[0,1]
d4
dα4
(
1
φ(α)− φ(αi) + kL
)
.
Due to φα(1) − φα(0) = 0, the second term in (5.16) becomes369
(5.18)
K2 :=
∑
k∈Z
k 6=0
B2
2
d
dα
(
1
φ(α) − φ(αi) + kL
)∣∣∣∣α=0
α=1
=
∑
k∈Z
k 6=0
B2
2
φα(0)
(
1
(kL− φ(αi))2 −
1
(L+ kL− φ(αi))2
)
.
To estimate the last term in (5.16), since maxα∈[0,1]
d4
dα4
(
1
φ(α)−φ(αi)+kL
)
in (5.17) is summable370
respect to k, we get371
(5.19) |
∑
k∈Z
k 6=0
e1(k)| ≤ C(β, ‖h(0)‖W 7,2(I)).
Now we deal with the singular term T1. Denote G(α) :=
α−αi
φ(α)−φ(αi)
. Applying Theorem 5.5 to
g(α) =
G(α)
α− αi =
α−αi
φ(α)−φ(αi)
α− αi =
1
φ(α)− φ(αi) ,
then we have372
(5.20) T1 = a(
#
N∑
j=0,j 6=i
1
φ(αj)− φ(αi))−
a
2
φαα
φ2α
∣∣∣∣
αi
+ a2
B2
2
d
dα
(
1
φ(α)− φ(αi)
)∣∣∣∣α=0
α=1
+ a4e2,
where
e2 := PV
∫ 1
0
B¯4[
α
a ]−B4
4!
d4
dα4
(
1
φ(α) − φ(αi)
)
dα.
Due to φα(1) − φα(0) = 0 again, the third term in (5.20) becomes373
(5.21)
K1 :=
B2
2
d
dα
(
1
φ(α) − φ(αi)
)∣∣∣∣α=0
α=1
=
B2
2
φα(0)
(
1
(−φ(αi))2 −
1
(L− φ(αi))2
)
.
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Without loss of generality, we can also assume αi ≤ 12 . Denote p(α) :=
B¯4[
α
a
]−B4
4! , we have374
(5.22)
e2 = PV
∫ 1
0
p(α)
d4
dα4
(
G(α) −G(αi)
α− αi +
G(αi)
α− αi
)
dα
≤ C(β, ‖h(0)‖W 7,2(I)) + PV
∫ 1
0
cp(α)
d4
dα4
(
1
α− αi
)
dα,
where we used the differentiability of G(α). For the last term in (5.22), since αi is the singular
point, we do variable substitution to obtain
PV
∫ 1
0
cp(α)
d4
dα4
(
1
α− αi
)
dα
=PV
∫ 1−αi
−αi
cp(α+ αi)
d4
dα4
(
1
α
)
dα
=PV
∫ αi
−αi
cp(α+ αi)
1
α5
dα+
∫ 1−αi
αi
cp(α+ αi)
1
α5
dα
=
∫ 1−αi
αi
cp(α+ αi)
1
α5
dα.
Here we used
B¯4
[α+ αi
a
]
= B¯4
[α
a
]
,
due to αia is integer. Since B¯4(x) is even, cp(α+αi)
1
α5 is odd, so the Cauchy principal value integral375
PV
∫ αi
−αi
cp(α+ αi)
1
α5
dα is zero.376
Hence we get377
(5.23) |e2| ≤ C(β, ‖h(0)‖W 7,2(I)).
On the other hand, (5.18) and (5.21) show that
K1 +K2 =
∑
k∈Z
B2
2
φα(0)
(
1
(kL− φ(αi))2 −
1
(L+ kL− φ(αi))2
)
= 0.
Denote e :=
∑
k∈Z
k 6=0
e1(k) + e2. Combining the calculations for T1 and T2, we obtain
PV
∫ 1
0
π
L
cot(
π
L
(φ(α) − φ(αi))) dα =
N∑
j 6=i,j=1
a
π
L
cot(
π
L
(φj − φ(αi)))− a
2
φαα
φ2α
∣∣∣∣
αi
+ ea4,
with |e| ≤ C(β, ‖h(0)‖W 7,2(I)). This concludes (5.15) and |R1,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)). 378
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Notice that change of variable from h to φ does not effect the Cauchy principal value integral
and that hx < 0. Then similar to (3.37), by (4.4) and variable substitution, we have
PV
∫ 1
0
π
L
cot
(π
L
(
φ(αi)− φ(α)
))
dα = −PV
∫ 1
0
∑
k∈Z
1
φ(α) − φ(αi)− kL dα
=− PV
∫ +∞
−∞
1
φ(α) − φ(αi) dα = PV
∫ +∞
−∞
hx
x− φi dx
=PV
∑
k∈Z
∫ L
2
+kL
−L
2
+kL
hx
x− φi dx =
π
L
PV
∫ L
2
−L
2
hx cot(
x− φi
L
π) dx
=− πH(hx)|φi .
This, combined with Lemma 5.3, leads to379
Lemma 5.6. Let I1,i be defined in (5.9) and v1 be function of α defined as380
(5.24) v1(α;φ) := − φαα
Lφ2α
.
Then we have381
(5.25) I1,i = −2π
L
H(hx)
∣∣∣∣
φi
+ v1(αi;φ)a+R1,i,
with |R1,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)).382
We now turn to estimate I3,i.383
Lemma 5.7. Let I3,i be defined in (5.9) and v3 be function of α defined as384
(5.26) v3(α;φ) :=
−52φ3αα − 14φ2αφ(4) + 2φαφααφ(3)
φ6α
.
Then we have385
(5.27) I3,i = 3hxxhx|φi + v3(αi;φ)a2 +R3,i,
where |R3,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)).386
Proof. Using (2.10) and Taylor expansion, it is similar to the proof of Lemma 5.2 that387
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I3,i = a
2
(
1
(φi+1 − φi)3 −
1
(φi − φi−1)3
)
=
2φi−φi+1−φi−1
a2
(
φi+1−φi
a )
3(
φi−φi−1
a )
3
·
(
(
φi − φi−1
a
)2 + (
φi+1 − φi
a
)2 + (
φi − φi−1
a
)(
φi+1 − φi
a
)
)
=
(
−φαα,i − 112φ
(4)
i a
2 − 16!(φ(6)(ξ+) + φ(6)(ξ−))a4
)(
3φ2α,i +B1,ia
2 +B2,ia
4
)
φ6α,i + C1,ia
2 + C2,ia4
=
(
− 3φαα
φ4α
)
i
+
[−52φ3αα − 14φ2αφ(4) + 2φαφααφ(3)
φ6α
]
i
a2 + C3,ia
4
= (3hxxhx)i +
[−52φ3αα − 14φ2αφ(4) + 2φαφααφ(3)
φ6α
]
i
a2 + C3,ia
4,
where
B1,i = (φαφ
(3) +
1
4
φ2αα)i, |B2,i| ≤ c,
C1,i = (−3
4
φ4αφ
2
αα + φ
5
αφ
(3))i, |C2,i| ≤ c, |C3,i| ≤ c.
Denote
v3(α;φ) :=
−52φ3αα − 14φ2αφ(4) + 2φαφααφ(3)
φ6α
.
We conclude the proof of lemma 5.7. 388
Denote389
(5.28) A(x;h) :=
(
−2π
L
H(hx) + 3hxxhx +
hxx
hx
)
(x),
and
R4,i := R1,i +R2,i +R3,i.
The above three lemmas yield390
Lemma 5.8. For f¯i defined in (5.2), v1 defined in (5.24), v2 defined in (5.10), and v3 defined in391
(5.26), we have392
(5.29) f¯i = A(φi;h) + v1(αi;φ)a + (v2 + v3)(αi;φ)a
2 +R4,i,
where |R4,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)).393
Now we are ready to proof the main result of this section, Theorem 5.1.394
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Proof of Theorem 5.1. Step 1. To calculate Fi in (5.7), by (5.29) in Lemma 5.8, we first need to395
calculate396
(5.30)
Ai+1 −Ai
φi+1 − φi −
Ai −Ai−1
φi − φi−1
=Axx,i
φi+1 − φi−1
2
+Axxx,i
(φi+1 − φi−1)(φi+1 + φi−1 − 2φi)
3!
+ r1,ia
4
=− φα,iAxx,ia+ r2(αi;φ)a3 + r3,ia4,
where |r1,i|, |r3,i| ≤ C(β, ‖h(0)‖W 7,2(I)) and
r2(α;φ) :=
(
−1
3
φ(3)(Axx ◦ φ)− 2φαφαα
)
(α).
Second, for any smooth function v(α) respect to α, notice that
vi+1 − vi = vα,i(αi+1 − αi) + 1
2
vαα,i(αi+1 − αi)2 + 1
3!
v
(3)
i (ξ
+)(αi+1 − αi)3,
vi−1 − vi = vα,i(αi−1 − αi) + 1
2
vαα,i(αi−1 − αi)2 + 1
3!
v
(3)
i (ξ
−)(αi−1 − αi)3.
Then for other terms in (5.29), we have397
(5.31)
vi+1 − vi
φi+1 − φi −
vi − vi−1
φi − φi−1
=
vi+1 − vi
αi+1 − αi
hi+1 − hi
φi+1 − φi −
vi − vi−1
αi − αi−1
hi − hi−1
φi − φi−1
=
[
vα,i − 1
2
vαα,ia+
1
3!
v(3)(ξ+)a2
][
hx,i + hxx,i
φi+1 − φi
2
+
1
3!
hxxx(η
+)(φi+1 − φi)2
]
−
[
vα,i +
1
2
vαα,ia+
1
3!
v(3)(ξ−)a2
][
hx,i − hxx,iφi − φi−1
2
+
1
3!
hxxx(η
−)(φi − φi−1)2
]
=r4(αi;φ)a+ r5,ia
2,
where |r5,i| ≤ C(β, ‖h(0)‖W 7,2(I)), η+ ∈ [φi, φi+1], η− ∈ [φi−1, φi] and
r4(α;φ) :=
(
vαφαα
φ2α
− vαα
φα
)
(α).
Denote398
(5.32) r0(α;φ) :=
(
v1αφαα
φ2α
− v1αα
φα
)
(α),
and399
(5.33) r(α;φ) :=
(
v2αφαα
φ2α
− v2αα
φα
+
v3αφαα
φ2α
− v3αα
φα
)
(α) + r2(α;φ).
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Thus for Fi in (5.7), combining (5.30) and (5.31), we get400
(5.34)
Fi =− Axx
hx
(φi) + r0(αi;φ)a + r(αi;φ)a
2 +
R4,i+1 − 2R4,i +R4,i−1
a2
(hx(φi) + r6,ia)
=− Axx
hx
(φi) + r0(αi;φ)a + r(αi;φ)a
2 +R5,ia
2,
where |r6,i| ≤ C(β, ‖h(0)‖W 7,2(I)), A(x;h) defined in (5.28). To obtain |R5,i| ≤ C(β, ‖h(0)‖W 7,2(I)),401
here we also used |R4,i| ≤ a4C(β, ‖h(0)‖W 7,2(I)) due to Lemma 5.8.402
Denote
Ri : = r(αi;φ) +R5,i.(5.35)
For a small enough, we have |Ri| ≤ |r(αi;φ)| + |R5,i| ≤ C(β, ‖h(0)‖W 7,2(I)), . Finally, comparing403
(5.34) with (5.8), we conclude (5.4).404
Step 2. Now using (5.4) and Lemma 5.8, we can claim405
(5.36)
N∑
i=1
f¯i
(
Fi − dφi
dt
)
≤ C(β, ‖h(0)‖W 7,2(I)),
where C(β, ‖h(0)‖W 7,2(I)) depends on β, ‖h(0)‖W 7,2(I).406
From (5.36), multiplying f¯i in (5.4) and summation by parts show that
dEN (φ)
dt
+
N∑
i=1
(
f¯i+1(φ)− f¯i(φ)
)2
φi+1 − φi ≤ C(β, ‖h(0)‖W 7,2(I))a,
Then by (5.6), we have
dEN (φ)
dt
+ a
N∑
i=1
(
f¯i+1(φ)− f¯i(φ)
a
)2
≤ C(β, ‖h(0)‖W 7,2(I))a,
which completes the proof of Theorem 5.1. 407
6. Convergence and the proof of Theorem 1.2408
In this section, our goal is to prove Theorem 1.2. The main idea is to first construct an auxiliary409
solution with high-order consistency (see Section 6.2), and then prove the convergence rate for the410
auxiliary solution, which helps us obtain the convergence rate for the original PDE solution.411
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6.1. Stability of linearized x-ODE. First of all, we devote to study the stability of linearized412
ODE, which is important when we estimate the convergence rate for the auxiliary solution. The413
procedure here is analogous to the stability result of linearized φ-PDE; see Section 3.1.414
For vector x, y satisfying (4.2), set x = y + εz. We also assume yi(t) = φ(αi, t), and φ is the415
solution of (2.13) satisfying (3.27) and (3.28). Denote416
(6.1) Mi =
1
yi+1 − yi +
a2
(yi+1 − yi)3 −
1
yi − yi−1 −
a2
(yi − yi−1)3 −
2
L
∑
j 6=i
a
yj − yi ,
and417
(6.2) Ti = − zi+1 − zi
(yi+1 − yi)2 − 3a
2 zi+1 − zi
(yi+1 − yi)4 +
zi − zi−1
(yi − yi−1)2 + 3a
2 zi − zi−1
(yi − yi−1)4 +
2
L
∑
j 6=i
a(zj − zi)
(yj − yi)2 .
Then z satisfies the following linearized equation
d
dt
zi =
1
a
(
Ti+1 − Ti
yi+1 − yi −
Ti − Ti−1
yi − yi−1
)
− 1
a
[
zi+1 − zi
(yi+1 − yi)2 (Mi+1 −Mi)−
zi − zi−1
(yi − yi−1)2 (Mi −Mi−1)
]
.
(6.3)
Proposition 6.1. Assume z(0) ∈ ℓ2 and m1,m2 > 0 defined in (3.28). Let Tm > 0 be the maximal418
existence time for strong solution φ in (3.27). The linearized equation (6.3) is stable in the sense419
(6.4) ‖z(t)‖ℓ2 ≤ C(m1,m2, Tm)‖z(0)‖ℓ2 , for t ∈ [0, Tm],
where C(m1,m2, Tm) is a constant depending only on m1, m2, and Tm.420
Proof. Step 1. Similar to the proof of Proposition 3.2, first we study the linearized system for (4.2)
without the Hilbert transform term − 2L
∑
j 6=i
a
xj−xi
. Thus Mi, Ti in (6.1) and (6.2) become
Mi =
1
yi+1 − yi +
a2
(yi+1 − yi)3 −
1
yi − yi−1 −
a2
(yi − yi−1)3 ,
and
Ti = − zi+1 − zi
(yi+1 − yi)2 − 3a
2 zi+1 − zi
(yi+1 − yi)4 +
zi − zi−1
(yi − yi−1)2 + 3a
2 zi − zi−1
(yi − yi−1)4 .
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Since zi+N = zi, multiplying both sides of (6.3) by azi and taking summation by parts, we have
N∑
i=1
aziz˙i = −
N∑
i=1
zi+1 − zi
yi+1 − yi (Ti+1 − Ti) +
N∑
i=1
(zi+1 − zi) zi+1 − zi
(yi+1 − yi)2 (Mi+1 −Mi)
= −a
N∑
i=1
zi+1 − zi
a
Ti+1
yi+1−yi
a
− Tiyi−yi−1
a
a
− a
N∑
i=1
zi+1 − zi
a
Ti
yi−yi−1
a
− Tiyi+1−yi
a
a
+ a
N∑
i=1
(
zi+1 − zi
a
)2 1
(yi+1−yia )
2
Mi+1 −Mi
a
= I1 + I2 + I3.
Next, we will estimate I1, I2, I3 one by one. First, we deal with
I1 = −a
N∑
i=1
zi+1 − zi
a
Ti+1
yi+1−yi
a
− Tiyi−yi−1
a
a
= a
N∑
i=1
Ti
yi−yi−1
a
zi+1−zi
a − zi−zi−1a
a
.
We can see
Ti =a
2 zi+1 − 2zi + zi−1
a2
(
− 1
(yi+1 − yi)2 −
3a2
(yi+1 − yi)4
)
+ a
[
− 1
(yi+1 − yi)2 −
3a2
(yi+1 − yi)4 +
1
(yi − yi−1)2 +
3a2
(yi − yi−1)4
]
zi − zi−1
a
.
Due to Young’s inequality, for any ε > 0, we have
a
N∑
i=1
(
zi+1 − zi
a
)2
= −a
N∑
i=1
zi
zi+1 − 2zi + zi−1
a2
≤ a
N∑
i=1
(
1
4ε
z2i + ε
(
zi+1 − 2zi + zi−1
a2
)2)
.(6.5)
Besides, due to yi(t) = φ(αi, t), we have
a
[
− 1
(yi+1 − yi)2 −
3a2
(yi+1 − yi)4 +
1
(yi − yi−1)2 +
3a2
(yi − yi−1)4
]
a
yi − yi−1 ≤ C0(m1,m2),
(
− 1
(yi+1 − yi)2 −
3a2
(yi+1 − yi)4
)
a2
a
yi − yi−1 ≤ −C(m2)
for a small enough.421
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Then for I1, we have
I1 = a
N∑
i=1
Ti
yi−yi−1
a
zi+1−zi
a − zi−zi−1a
a
≤ C1(m1,m2)a
∑
i
z2i −
3
4
C(m2)a
∑
i
(
zi+1 − 2zi + zi−1
a2
)2
.
Let us keep in mind that functions, such as Mi, involving only
yi+1−yi
a can be bounded by a
constant depending only on m1, m2. Then similar to the estimate for I1, together with (6.5), we
have
I2 ≤ C2(m1,m2)a
∑
i
z2i +
1
4
C(m2)a
∑
i
(
zi+1 − 2zi + zi−1
a2
)2
,
and
I3 ≤ C3(m1,m2)a
∑
i
z2i +
1
4
C(m2)a
∑
i
(
zi+1 − 2zi + zi−1
a2
)2
.
Here Ci(m1,m2), i = 0, 1, 2, 3 are positive constants depending only on m1, m2.422
Combining estimates for I1, I2, I3, we have
d‖z(t)‖2ℓ2
dt
+
1
4
C(m2)a
∑
i
(
zi+1 − 2zi + zi−1
a2
)2
≤ C(m1,m2)‖z‖2ℓ2 .
Then Gro¨nwall’s inequality yields (6.4).423
Step 2. Now we consider Hilbert transform term − 2L
∑
j 6=i
a
xj−xi
. Then the terms Mi, Ti in (6.3)424
become (6.1) and (6.2).425
First Lemma 5.3 and Lemma 5.6 show that
∑
j 6=i
a
yj−yi
can be estimated by C(m1,m2) and426
PV
∫ 1
0 cot
π
L(φ(α) − φ(β)) dβ.427
Second, from the proof of Lemma 5.3, we know a
∑
j 6=i
zj−zi
(yj−yi)2
can be estimated by C(m1,m2)428
and PV
∫ 1
0 sec
2 (φ(α)−φ(β))π
L (ψ(α) − ψ(β)) dβ, where ψ is the piecewise-cubic interpolant of z.429
Then using the same arguments in step 2 of the proof of Proposition 3.2, we can conclude430
(6.4). 431
6.2. Construction of solution with high-order truncation error. From now on, we proceed432
under the same hypothesis of Theorem 1.2, i.e. we assume for some β < 0, the initial datum h(0)433
smooth enough and satisfies434
(6.6) hx(0) ≤ β < 0.
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By Theorem 1.1 and Proposition 2.5, for some constant m ∈ N large enough, we know there435
exists Tm > 0, such that436
(6.7) φ(α, t) ∈ C([0, Tm];Cm[0, 1])
is the strong solution to (2.13). Obviously, there exist M > 0, whose values depend only on β and437
‖h(0)‖Wm,2 , such that438
(6.8) φα ≤ β
2
< 0, |φ(i)| ≤M, for 1 ≤ i ≤ m.
Recalling equation (2.13), we define F (φ) : C∞[0, 1]→ C∞[0, 1] as an operator
F (φ) := −∂α( 1
φα
(
δE
δφ
)α).
Then we have439
(6.9) φt = F (φ).
For Fi defined in (5.7), denote
FN := {Fi, i = 1, · · · , N}, rN (φ) := {r0(αi;φ), i = 1, · · · , N},
where r0(α;φ) is the function defined in (5.3). Then for φN = {φi, i = 1, · · · , N}, Theorem 5.1
shows that
φ˙N = FN (φN ) + rN (φ)a+O(a
2).
Now we want to construct y = φ+ aψ, for ψ satisfying the same regularity with φ, such that y440
has a higher truncation error than φ. In fact, we state441
Proposition 6.2. Let Tm > 0 in (6.7) and φ be the solution of (6.9). Then there exists ψ smooth442
enough such that ‖ψ(·, t)‖L2([0,1])is uniformly bounded for t ∈ [0, Tm], and443
(6.10) y(α, t) = φ(α, t) + aψ(α, t)
satisfies the ODE system (4.2) till order O(a7), i.e. the nodal values yN = {y(αi, t), i = 1, · · · , N}444
satisfy445
(6.11) y˙N = FN (yN ) +O(a
7).
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Proof. To simplify the calculation, first we show there exists ψ such that446
(6.12) y˙N = FN (yN ) +O(a
2).
For yN = φN + aψN , where ψN is the nodal values of ψ, Theorem 5.1 shows that
FN (yN ) = FN (φN + aψN ) = F (φ+ aψ)|α=αi − rN (φ+ aψ)a−O(a2).
Hence yN satisfies
y˙N − FN (yN ) = aψ˙N + [F (φ)− F (φ+ aψ)]|α=αi + rN (φ+ aψ)a+O(a2).
Now by Proposition 3.2, we can choose ψ to be the solution of (6.9)’s linearized system447
(6.13) ψt = −∂α
(
−ψα
φ2α
∂αA+
∂αB
φα
)
− r0(φ),
where A, B are defined in (3.29) and (3.30). After that, (6.12) holds.448
To obtain higher order truncation error construction, we can repeat above processes to get higher449
order corrections. We omit the details here. 450
6.3. Convergence of ODE and PDE system. In this section, we will combine above results451
and complete the proof of Theorem 1.2.452
Proof of Theorem 1.2. Assume φ is the strong solution of (2.13) satisfying (6.7) and (6.8) with453
maximal existence time Tm > 0. Let β, M be constants in equation (6.8). Recall vector x(t) =454
{xi(t); i = 1, · · · , N} is the solution of (4.2), and with slight abuse of notation, denote y(t) :=455
{y(αi, t); i = 1, · · · , N} being the constructed vector value function yN in Proposition 6.2. We will456
first obtain the convergence rate for x, y in Step 1, 2, and then obtain the convergence rate for x, φ457
in Step 3.458
Step 1. We first claim that under the a-priori assumption459
(6.14) ‖x(t)− y(t)‖ℓ∞ ≤ a6+
1
3 , for t ∈ [0, Tm],
we have460
(6.15) ‖x(t)− y(t)‖ℓ2 ≤ C(β,M, Tm)a7, for t ∈ [0, Tm],
where C(β,M, Tm) is a constant depending only on β, M, Tm. We will verify the a-priori assump-461
tion (6.14) in Step 2.462
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In fact, from Proposition 6.2, we know y has a7-order consistence error, i.e.
d(y − x)
dt
= FN (y)− FN (x) +O(a7).
Denote the inner product for x, y as
〈x, y〉 :=
N∑
i=1
axiyi.
Then for β, M defined in (6.8), we have463
(6.16)
〈x− y, x˙− y˙〉 =〈x− y,∇FN (y)(x− y)〉+ 〈x− y, (x− y)∇2FN (y)(x− y)T 〉
+ C(β,M)〈x− y, a7〉,
where C(β,M) depends only on β, M .464
For the second term in (6.16), we can see465
(6.17)
〈x− y, (x− y)∇2FN (y)(x− y)T 〉
≤‖x− y‖ℓ2‖
N∑
i,j=1
(xi − yi)(xj − yj)∂ijFN‖ℓ2
≤‖x− y‖2ℓ2‖x− y‖ℓ∞
√√√√ N∑
k=1
( N∑
i=1
( N∑
j=1
(∂ijFk)2
) 1
2
)2
≤‖x− y‖2ℓ2‖x− y‖ℓ∞N maxk
(√√√√ N∑
i=1
N∑
j=1
(∂ijFk)2
)
,
where we used Ho¨lder’s inequality in the last step.466
Now keep in mind that functions involving only yi+1−yia can be bounded by a constant depending
only on β, M , and that ∣∣∣ 1
yj − yi
∣∣∣ ≤ max{ 1
yi+1 − yi ,
1
yi − yi−1 }.
We can start to estimate the term maxk
(√∑
i
∑
j(∂ijFk)
2
)
.467
For k = 1, · · · , N , denote
Qk :=
1
yk+1 − yk
[
−
∑
ℓ 6=k+1
a
yℓ − yk+1 +
∑
ℓ 6=k
a
yℓ − yk +
(
1
yk+2 − yk+1 − 2
1
yk+1 − yk +
1
yk − yk−1
)
+
(
a2
(yk+2 − yk+1)3
− 2 a
2
(yk+1 − yk)3
+
a2
(yk − yk−1)3
)]
.
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Then Fk =
1
a(Qk −Qk−1), and
(∂ijFk)
2 ≤ 1
a
[(∂ijQk)
2 + (∂ijQk−1)
2].
First calculate ∂iQk, for k = 1, · · · , N .
∂iQk =

a
yk+1 − yk
[ 1
(yi − yk+1)2 −
1
(yi − yk)2
]
, for
1 ≤ i ≤ k − 2,
k + 3 ≤ i ≤ N ;
a
yk+1 − yk
[ 1
(yk−1 − yk+1)2 −
1
(yk−1 − yk)2
]
+
1
yk+1 − yk
1
(yk − yk−1)2
+
1
yk+1 − yk
3a2
(yk − yk−1)4
, for i = k − 1;
a
(yk+1 − yk)3
− 4
(yk+1 − yk)3
− 8a
2
(yk+1 − yk)5
− yk+1 − 2yk + yk−1
(yk+1 − yk)2(yk − yk−1)2
− a2 3(yk+1 − yk)− (yk − yk−1)
(yk+1 − yk)2(yk − yk−1)4
, for i = k;
− a
(yk+1 − yk)3
+
4
(yk+1 − yk)3
+
8a2
(yk+1 − yk)5
+
yk+2 − 2yk+1 + yk
(yk+1 − yk)2(yk+2 − yk+1)2 + a
2 (yk+2 − yk+1)− 3(yk+1 − yk)
(yk+1 − yk)2(yk+2 − yk+1)4 , for i = k + 1;
a
yk+1 − yk
[ 1
(yk+2 − yk+1)2 −
1
(yk+2 − yk)2
]
− 1
yk+1 − yk
1
(yk+2 − yk+1)2 −
1
yk+1 − yk
3a2
(yk+2 − yk+1)4 , for i = k + 2.
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Hence
∂ijQk =
j = 1 · · · k − 2 k − 1 j = k k + 1 k + 2 · · · N − 1 j = N
i = 1
...
k − 2
k − 1
k
k + 1
k + 2
k + 3
...
i = N

O( 1a3 ) 0 0 0 O(
1
a3 ) O(
1
a3 ) 0 0 0 0
0
. . . 0 0 O( 1
a3
) O( 1
a3
) 0 0 0 0
0 0 O( 1
a3
) 0 O( 1
a3
) O( 1
a3
) 0 0 0 0
0 0 0 O( 1a4 ) O(
1
a4 ) O(
1
a4 ) 0 0 0 0
0 0 0 O( 1
a4
) O( 1
a4
) O( 1
a4
) 0 0 0 0
0 0 0 0 O( 1
a4
) O( 1
a4
) O( 1
a4
) 0 0 0
0 0 0 0 O( 1
a4
) O( 1
a4
) O( 1
a4
) 0 0 0
0 0 0 0 O( 1
a3
) O( 1
a3
) 0 O( 1
a3
) 0 0
0 0 0 0 O( 1
a3
) O( 1
a3
) 0 0
. . . 0
0 0 0 0 O( 1
a3
) O( 1
a3
) 0 0 0 O( 1
a3
)

,
where {∂ijQk}i,j=1,··· ,k−2 and {∂ijQk}i,j=k+3,··· ,N are diagonal matrixes with O( 1a3 ) main diagonal468
entries and the bold zeros 0 represent zero matrices with corresponding dimensions.469
For Qk−1, we have a similar Hessian matrix. Notice that only three terms in one row are nonzero
and that only at most four terms in one column are order 1a4 . Hence for a small enough, we have
max
k
(√∑
i
∑
j
(∂ijFk)2
)
≤ C(β,M) 1
a5
.
where C(β,M) is a constant depending only on β, M.470
Then from (6.17) and the a-priori condition (6.14), we have
〈x− y, (x− y)∇2FN (y)(x− y)T 〉 ≤ C(β,M)a
1
3 ‖x− y‖2ℓ2 .
Combining this with (6.16), together with linearized stability in Proposition 6.1, gives
d‖x− y‖2ℓ2
dt
≤ C(β,M)‖x− y‖2ℓ2 + C(β,M)a7‖x− y‖ℓ2 .
Therefore by Gro¨nwall’s inequality, we obtain471
(6.18) ‖x(t)− y(t)‖ℓ2 ≤ C(β,M, Tm)(‖x(0) − y(0)‖ℓ2 + a7), for t ∈ [0, Tm],
where C(β,M, Tm) is a constant depending only on β, M, Tm. We choose initial data of y such472
that y(0) = x(0), so (6.18) leads to (6.15).473
50 YUAN GAO, JIAN-GUO LIU, AND JIANFENG LU
Step 2. Now we need to verify the a-priori assumption (6.14) is true for t ∈ [0, Tm]. In fact,
‖x(t)− y(t)‖ℓ∞ ≤ ‖x(t)− y(t)‖ℓ2√
a
≤ C(β,M, Tm)a7−
1
2 << a6+
1
3 ,
for a small enough, t ∈ [0, Tm]. Hence (6.15) actually verifies the a-priori condition (6.14).474
Step 3. For the exact strong solution φ of (2.13), recall the nodal values φN = {φi, i = 1, · · · , N}.
By Proposition 6.2, we know that the constructed function y in (6.10) satisfies
‖y(t)− φN (t)‖ℓ2 = ‖aψN (t)‖ℓ2 ≤ ca, for t ∈ [0, Tm],
where we used ψ(t), defined in Proposition 6.2, is uniformly bounded. This, together with (6.15),475
shows that476
(6.19) ‖x(t)− φN (t)‖ℓ2 ≤ ‖x(t)− y(t)‖ℓ2 + ‖y(t)− φN (t)‖ℓ2 ≤ C(β,M, Tm)a, for t ∈ [0, Tm],
where C(β,M, Tm) is a constant depending only on β, M, Tm. This completes the proof of the477
Theorem 1.2. 478
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