Highlights d A generic end-to-end processing pipeline (MIN1PIPE) for 1-photon calcium imaging 
In Brief
Lu et al. develop an end-to-end pipeline (MIN1PIPE) for automatic processing of single-photon calcium imaging data that uses different algorithms for movement correction and signal extraction and outperforms existing methods.
INTRODUCTION
In vivo calcium imaging of activities from large populations of neurons in awake and behaving animals has become one of the staple technologies in neuroscience (Cai et al., 2016; Flusberg et al., 2008; Ghosh et al., 2011) . Recent advances in single-photon-based miniscope technology have further enabled imaging of neural ensemble activities in freely moving animals (Cai et al., 2016; Flusberg et al., 2008; Ghosh et al., 2011) , thereby allowing circuits involved in a rich repertoire of animal behaviors to be examined. For example, this technology has been successfully used in probing dynamics of neural circuits involved in innate behaviors (Betley et al., 2015; Douglass et al., 2017; Jennings et al., 2015) , decision making (Pinto and Dan, 2015; Carvalho Poyraz et al., 2016) , motor control (Klaus et al., 2017) , learning and memory (Grewe et al., 2017; Kamigaki and Dan, 2017; Kitamura et al., 2017; Roberts et al., 2017; Roy et al., 2017; Xu et al., 2016) , social memory (Okuyama et al., 2016) , hippocampal place coding (Ziv et al., 2013) , sleep (Cox et al., 2016; Weber and Dan, 2016) , bird song (Markowitz et al., 2015) , and pathological processes (Berdyyeva et al., 2016) .
The increasing popularity of the miniscope calcium imaging technology demands the development of a fully automatic and robust signal-processing method that can reliably extract neuronal signals from the noisy single-photon calcium imaging data. Ideally, the processing method (1) should be able to handle a wide range of imaging conditions (e.g., high fluctuating background) and results with minimal parameter tuning and (2) should have minimal assumptions about the quality of the data, such as being free of movement or distortion, or sufficiently good signalto-noise ratio (SNR). Existing imaging processing algorithms do not meet these two criteria.
For extraction of neuronal signals, many previous methods work well in situations with high SNR and stable field of views; therefore, they are best suited for processing two-photon imaging data (Apthorpe et al., 2016; Maruyama et al., 2014; Pachitariu et al., 2013; Pnevmatikakis et al., 2016; Reidl et al., 2007) . In single-photon miniscope imaging, existing automatic signal extraction methods mainly include principal-component analysis/independent component analysis (PCA/ICA) (Mukamel et al., 2009 ) and constrained nonnegative matrix factorizationextended (CNMF-E) (Zhou et al., 2018) . PCA/ICA (Mukamel et al., 2009 ) was the first attempt to automatize the signal extraction process from miniscope imaging data using PCA followed by ICA to extract signals from background and involving manual annotations of regions of interest (ROIs). A latest method, CNMF-E, adapts the constraint matrix factorization framework (Zhou et al., 2018) . Specifically, because the data from single-photon imaging are dominated by a noisy, uneven, and fluctuating background, CNMF-E uses a sophisticated background fitting model to better characterize the non-neuronal dynamics and is, thereby, better at identifying neuron-like ROIs (Zhou et al., 2018) . However, both PCA/ICA and CNMF-E have false-negative and false-positive issues in ROI identification, as we will illustrate in the Results section. Furthermore, these methods depend on sophisticated parameter tuning, especially requiring setting parameters that are unknown a priori in practice, such as ''number of neurons.'' Another major issue is movements (including distortions) during imaging, which are often inevitable in awake behaving animals. Movements and distortions need to be corrected to allow image frames to be properly aligned before the time-varying neural activity signals can be reliably extracted automatically. Many methods were developed independently in attempt to solve this problem. For example, several approaches register frames through template matching based on the assumption that the major form of movements is translational displacement (Dubbs et al., 2016; Thé venaz et al., 1998) . To eliminate such assumptions, methods with block-based displacement field estimation were developed, with image feature matching algorithms extended from the Lucas-Kanade tracker (Greenberg and Kerr, 2009; Lucas and Kanade, 1981) or hidden Markov models (Dombeck et al., 2007; Kaifosh et al., 2013) . Some of these movement correction methods have been included as a module in a larger toolbox, using the frame-wise rigid registration approaches (Kaifosh et al., 2014; Pachitariu et al., 2016) . A recent approach called NoRMCorre attempts to solve the problem of nonrigid movement correction in a large field of view, but it, too, used a block-based registration (Pnevmatikakis and Giovannucci, 2017) . Therefore, all existing methods make specific assumptions about both the form and magnitude of the potential movements when applied to handle nonrigid movement registrations. However, this assumption does not hold true for movements with distortions of the field of view that often happen in single-photon imaging. Furthermore, errors in the movement correction can easily propagate, since these previous methods all register frames based on a single reference frame. Considering that extracting neural activity signals is highly dependent on removing movement artifacts, an accurate and robust movement correction module is imperative.
Here, we develop the miniscope 1-photon imaging signal extraction pipeline (MIN1PIPE) that takes the very raw calcium videos as inputs and automatically removes background while preserving signals, corrects movements with no assumptions of the types of movements, and delivers separated neuronal ROIs as well as deconvolved calcium traces as outputs. The MIN1PIPE contains a neural enhancing module that minimizes the influence of background unevenness and fluctuations, a hierarchical movement correction module that can handle all kinds of deformation with minimal error propagation, and a seedscleansed neural signal extraction module that identifies the set of real ROIs and their corresponding calcium traces without setting unknown parameters a priori (Figure 1 ). Though our MIN1PIPE is primarily developed for single-photon-based miniscope imaging, individual modules can also be independently combined with other processing algorithms to improve performance in analyzing two-photon imaging.
RESULTS

Core Modules in MIN1PIPE Neural Enhancing Module
The core of MIN1PIPE relies on turning the imaging data into a stack of background-free, baseline-corrected frames as the first step ( Figure 1A ). Due to the complex spatiotemporal properties of background dynamics, our method applies a frame-wise background estimator that is adaptive to the local properties. We took an idea from mathematical morphology and computer vision in that the foreground neural signals can be approximated by subtracting the estimated background in a denoised image. Therefore, we first remove the grainy noise inherent to the single-photon system (see an example of such grainy noise in Figure S1 ) while preserving the boundary between foreground and background, and this is achieved by applying an anisotropic diffusion denoising operation (Perona and Malik, 1990) on the raw imaging frames. Next, we use a simple straightforward morphological opening operation (Serra and Vincent, 1992) as the background estimator, with the size of the structure element similar to that of the neurons in the imaging field. The opening operation removes structures smaller than the desired structure element. Subsequently, the foreground that contains all the neuronal signals with the minimal noise is computed as the difference between the denoised raw and the morphological opened frames ( Figures 1A and S1 ).
Movement Correction Module
After the neural signals are enhanced, we next correct for movements in the imaging videos ( Figure 1B ). The problem of movement correction can essentially be broken down to image stack registration. However, without setting specific constraints on the form or magnitude of the movements, even the most efficient registration algorithms require a running time on the order of seconds to minutes per frame (Vercauteren et al., 2009 ). Considering that the general imaging datasets contain tens of thousands of frames, the time required for applying these sophisticated image registration methods to every frame is inconceivable. Here, we develop a hierarchical video registration framework for the correction of all types of movement without sacrificing the precision or the speed of corrections. Our framework first decomposes the imaging video into two sections: the stable sections, whose movements can be approximated by small translational displacement, and the non-stable sections that contain large general deformation. This step uses the Kanade-Lucas-Tomasi (KLT) tracker that estimates the displacement of potential corner-like features between two neighboring frames (Shi and Tomasi, 1994) . Next, we use three levels of different strategies to align images. At the first level, we correct the small translational displacement within each stable section using the fast Lucas-Kanade tracker, which can be performed efficiently in parallel on multiple sections (Lucas and Kanade, 1981) . We then incorporate a diffeomorphic LogDemons image registration method, which can handle large deformations while preserving the local geometrical properties (Vercauteren et al., 2009) . At the second level, we align all the stable sections. The overall information of each section is extracted to form a sectional image. We then apply KLT and LogDemons to sectional images in a pairwise manner and calculate the pairwise similarity of the sectional images, which generates a directed graph among all sectional images. The similar sectional images after registration, which form a cluster in the graph, are combined, and the aforementioned iteration is repeated until all sectional images are combined. The estimated displacement field is then applied to each frame within the same stable section. At the third level, we use a similar process to register the individual frames within each non-stable section, which can be parallelized to boost performance efficiency ( Figure 1B ). This hierarchical approach significantly reduces the total registration time due to the balanced assignment of different methods. Importantly, the common registration error does not propagate with this approach. Seeds-Cleansed Neural Signal Extraction Module Once movements are corrected and images are aligned, the main task turns to the neural signal extraction. MIN1PIPE extracts neural signals automatically in two main steps ( Figure 1C ): (1) the seeds-cleansing step to reliably detect the set of real ROIs and (2) a simplified spatiotemporal CNMF to separate ROIs and corresponding calcium traces (Pnevmatikakis et al., 2016) . Previous methods contain either no explicit seeds-initialization step or only a coarse initialization that compromises between precision and recall. In contrast, our seeds-cleansing step forces the algorithm to find the set of real ROIs. This is achieved by first generating an over-complete set of seeds containing all potential centers of real ROIs at the cost of including false positives. This over-complete set is then coarsely cleansed by applying a twocomponent Gaussian mixture model (GMM) on the peak-valley difference of corresponding traces of the seeds, where the traces of real neurons usually have larger fluctuations compared to the non-neuron false-positive seeds. The GMM removes most background false positives without losing real neurons (Figure S2) . To further remove the remaining false positives, such as the ones with abnormal background fluctuations or hemodynamics, we have trained recurrent neural networks (RNNs) with a long-short term memory (LSTM) module offline as the classifier for calcium spikes ( Figure S2 ) (LeCun, Bengio and Hinton, 2015; Hochreiter and Schmidhuber, 1997) . Those seeds whose traces contain RNN-identified calcium spikes, regardless of their temporal locations, are classified as true positives, whereas the rest are deemed as false positives. After such cleansing processes, there is still a low possibility of identifying multiple seeds within a single ROI. Therefore, we merge potentially redundant seeds by computing the temporal similarity of seeds within their neighborhoods and preserving the ones with maximum intensity.
With the cleansed set of seeds as the initial position of ROIs, we next perform the iterative spatial and temporal optimizations, as proposed in CNMF, to update the spatial footprints of individual ROIs and the temporal traces with deconvolved spike trains. Notably, unlike previous CNMF or CNMF-E, where the spatial footprints are sequentially updated and subtracted from the preceding residuals, we extract spatial footprints from the original data that do not depend on preceding iterations. Therefore, the information loss and/or duplication is reduced, and the optimization procedures can be parallelized in our method. We show example results obtained using the MIN1PIPE methodology including a raw frame, the fully processed ROIs, and the example traces from ROIs ( Figure 1C ). The full description of all algorithms used for MIN1PIPE can be found in the Supplemental Information (see Detailed Explanation of the Algorithms).
Quantitative Comparisons of the MIN1PIPE Signal Extraction Module with Other Methods
The neural signal extraction and movement correction are two independent problems that can be tested separately. For the signal extraction, we test the performance on synthetic datasets with various signal levels, while for the movement correction, we can directly test it on real data. To measure the performance of the signal extraction, we use a scoring metric that evaluates the spatial and temporal similarity between the ground truth and the identified ROIs and calculate true positives, false positives, and false negatives. To measure the performance of the movement correction, we use a metric based on the average displacement of feature points between neighboring frames (for details, please see Supplemental Experimental Procedures). We synthesized 16 imaging videos with signal levels (SLs, defined as the ratio of the amplitude between the signals and the background) ranging from 0.05 to 0.8. Each video contains 3,000 frames, with 100 neurons of various shapes and calcium dynamics, and background fluctuations extracted from real datasets. The properties of synthetic videos resemble those of real data, whose SL falls between the range of 0.2 and 0.8. The condition at an SL of 0.05 is an extreme ( Figure S3 ; Videos S1, S2, and S3). For synthetic datasets, we compare MIN1PIPE with PCA/ICA, CNMF, and CNMF-E for the signal extraction part. For PCA/ICA, we used commercially available Mosaic software (Inscopix), which implements the PCA/ICA method (Mukamel et al., 2009) , and processed the data following the standard workflow in the software manual. In particular, we chose the number of principal components (PCs) and independent components (ICs) based on the suggested rate (e.g., 20% more ICs and 50% more PCs than the estimated number of ROIs). For CNMF and CNMF-E, we used online codes with the default initialization strategy in Pnevmatikakis et al. (2016) and Zhou et al. (2018) .
The results of ROI detection ( Figure 2A ) and the calcium traces from one example ROI obtained by different methods ( Figure 2B ) at SLs of 0.2 and 0.8 are compared. The contours of the identified ROIs using different methods are drawn and superimposed onto the maximum projection of the ground truth. For both SLs, MIN1PIPE can identify the nearly complete set of ROIs (99% and 100% for SLs of 0.2 and 0.8, respectively) with minimal false positives (FPs) (0% FPs in both conditions), whereas the other methods either detect partial subsets of ROIs (PCA/ICA: 0% at an SL of 0.2 and 65% true positives at an SL of 0.8; CNMF: 32% at an SL of 0.2 and 95% true positives at an SL of 0.8) or include significantly more FPs (CNMF-E: 20% FPs at an SL of 0.2 and 5% FPs at an SL of 0.8). In addition, the extracted spatial footprints are less realistic with the PCA/ICA or previous CNMF-based methods. The example calcium traces indicate that MIN1PIPE has a near-optimal performance in extracting individual ROIs, even at low SLs when compared to the ground truth traces ( Figure 2B ), and even when the background contains synchronous firing ( Figure S4 ). In contrast, PCA/ICA fails to identify ROIs, while CNMF fails to separate neurons from overlapping ROIs when the SL is low. CNMF-E, on the other hand, falsely identified separated components that actually belong to the same ROI in both high and low SL conditions. This could be a serious issue in practice. Figure 2F shows the extracted traces of individual unmerged components using CNMF-E. These components are dissimilar. Because similarity score is a criterion used by the CNMF-E to merge components, CNMF-E fails to recognize that these components actually belong to one single ROI. This is likely due to overfitting the traces of individual seeds by CNMF-E, resulting in the divergence of similarity between the traces of the different patches that belong to the same neuron. Figure 2C summarizes the performance accuracy of these three methods at all SLs. The plots of the true positives show that both MIN1PIPE and CNMF-E are significantly better at extracting correct signals in almost all conditions compared to PCA/ICA and CNMF; while the plots of FPs and false negatives indicate that MIN1PIPE has a significantly superior performance in avoiding false-positive signals and outperforms the other methods in the extreme conditions. The summary plots ( Figure 2D; Figure S3 ) of the spatiotemporal similarities between the extracted results and the ground truth (shown as clouds of dots) reveal, again, that both MIN1PIPE and CNMF-E outperform the other two methods in extracting the ''successfully identified'' ground-truth signals. However, when we consider both the precision and recall of the signal extraction results by computing the F 1 score (the harmonic average of precision and recall), MIN1-PIPE outperforms all the other methods within a broad range of SLs ( Figure 2E ).
Quantitative Validation of the MIN1PIPE Movement Correction Module
To validate the performance of the movement correction module in MIN1PIPE, we applied the module on video sections with large deformation movements of the imaging field. Specifically, we chose a video obtained through two-photon imaging of the ferret's posterior parietal cortex as an example due to its particularly frequent and large deformations (Video S4, as a demo section of the full video). Figure 3A shows an example of 3 consecutive frames (with each frame pseudo-colored as pink, green, or blue) with large nonlinear deformations between frames superimposed together. The two rigid-transform-based methods (Lucas-Kanade [LK] and KLT Affine) by themselves fail to fully remove the large deformations, whereas MIN1PIPE (combining the Log-Demons registration) succeeds in correcting these movements. We further quantified the performance of correction by calculating the average displacement of feature points between two neighboring frames before and after the movement correction ( Figure 3B ). Before correction, the score of average displacement shows frequent bursts of large deformation periods, whereas after correction, the score of displacement shows a nearly flat line. Notably, the frames with large deformations are all well aligned ( Figure 3B , lower panels; Video S4). We further compare this module with the recently published NoRMCorre (Pnevmatikakis and Giovannucci, 2017) method, using a demo clip that is not spatially down-sampled and contains large deformations between neighboring frames. Figure 3C shows the raw and the corrected movement scores: MIN1PIPE successfully reduces the movements to baseline levels, whereas NoRMCorre retains large residuals ( Figure 3C ). Using another metric-the correlation with the mean (CM), as proposed in NoRMCorre-MIN1PIPE also clearly outperforms NoRMCorre ( Figure 3D) . As an example, we show images of two neighboring (E) The plot of F 1 score of the four methods, where F 1 score computes the harmonic average of precision and recall. Note that, when considering both the truepositive and false-positive accuracies, MIN1PIPE returns the best outcome among the four methods.
(F) The incorrectly identified components by CNMF-E at two SLs, indicated by the arrows in (A). The FPs are seen in both SLs (and also ubiquitous across all SLs); so are the unmerged components. See also Figures S3 and S4 and Videos S1, S2, and S3.
frames (number 5,714 and 5,715 in the full video) superimposed together ( Figure 3E ) in raw or movement-corrected conditions using the two methods.
Application of MIN1PIPE on Real Miniscope Imaging Datasets
We next compare the performance of MIN1PIPE with PCA/ICA and CNMF-E methods on real datasets. We first applied the three different methods to miniscope calcium imaging data obtained using prism probes from layers 2 and 3 of the barrel cortex in freely moving mice. GCaMP6f was expressed in layer 2/3 neurons using adeno-associated virus (AAV), and signals were imaged continuously over 5 min when the mouse freely explored its environment. Following the general pipeline of MIN1PIPE (Supplemental Experimental Procedures), our method removed the strong, uneven background structure and automatically identified 357 putative ROI components without the need for additional manual selection ( Figure 4A ; Video S5). In comparison, PCA/ICA identified 79 ROIs, whereas CNMF-E identified 598 ROIs. The contours of the ROIs identified by the different methods are drawn and superimposed onto the maximum projection of the neural enhanced data ( Figure 4B ). This reveals that MIN1PIPE can identify potentially all ROIs, with each containing a single and well-shaped component, whereas PCA/ICA misses a significant subset of ROIs. CNMF-E covers almost all potential ROIs, but this is achieved at the cost of returning many unmerged components (falsely separated ROIs), similarly to what it did on synthetic data. PCA/ICA and CNMF-E also have some problems in separating overlapping ROIs and/or estimating the correct shape of the ROIs, as revealed by the max projections of the extracted signals (Figure 4C) . The projection of MIN1PIPE-extracted signals closely (legend continued on next page) resembles those of the neural enhanced data ( Figure 4C , top). In comparison, the projection obtained using PCA/ICA has low SNR with high background signals ( Figure 4C , bottom), while the projection derived from CNMF-E contains blurry and expanded ROI footprints ( Figure 4C , middle). To further check the shape of individual ROIs, we choose to visualize one example ROI embedded in the full imaging field using these different methods ( Figure 4D ) and further selected 10 ROI components that were identified by all three methods within the cropped image field ( Figure 4E , individual panels indicated with 1-10). MIN1PIPE delineates well-localized ROI footprints (Figures 4D and 4E, top) , whereas CNMF-E returns less smooth ROIs (Figures 4D and 4E, middle) . PCA/ICA, on the other hand, fails to provide a localized footprint, as remnants of other ROI components can also be seen ( Figures 4D and 4E, bottom) . We next plotted the temporal calcium traces extracted by the different methods. Both MIN1PIPE and CNMF-E give denoised traces, whereas the traces obtained using PCA/ICA are noisy and show unrealistic negative fluctuations ( Figure 4E , right panels). Furthermore, the traces extracted using CNMF-E tend to have zero background noise, which is good on successfully isolated neurons. However, this operation could leave a large spatiotemporal signal residual in the background after subtracting each identified component. Therefore, later iterations can pick up those residual signals and identify the residual events as new components with incompatibly different traces, hence overidentifying ROIs. Video S6 shows the comparison of raw and processed results using three different methods of the entire imaging video.
To further illustrate the general applicability of MIN1PIPE across brain areas and animal models, we used the method to process calcium imaging data obtained from Area X in the songbird zebra finch and compared the results with those processed using the other two methods. Neurons in Area X are smaller in size than those in mouse barrel cortex, as described earlier (Figure 5A) . Briefly, MIN1PIPE detected 55 ROI components, whereas CNMF-E detected 22 and PCA/ICA detected 35 ROIs after manual selection (Figures 5A-5C ; Video S7). All of the ROIs detected by CNMF-E and PCA/ICA are included in the set extracted by MIN1PIPE ( Figures 5B, 5C , and 5F). Figure 5F shows the footprints and signal traces of a set of ROIs that are false negatives in CNMF-E. Moreover, the PCA/ICA again gives rise to more diffusive and nonlocalized ROI footprints that contain other potential components ( Figure 5D , bottom), which results in noisy traces ( Figure 5E ). CNMF-E again identifies false-positive ROIs due to unmerged components that are apparent upon visual inspections (Figures 5B, 5C, and 5G) . For the example shown in Figure 5G , although the real trace shows complete noise structure, CNMF-E overfits each of the components into traces with real calcium spike dynamics, which results in unmerged components and, thus, false-positive ROIs.
It was known that Area X neurons show strong song-selective activities when the bird is singing (Goldberg and Fee, 2010; Kojima and Doupe, 2007; Woolley et al., 2014; Yazaki-Sugiyama and Mooney, 2004) , which can be used as partial ground truth to validate the imaging processing method. We plot the calcium traces of the ROIs identified by MIN1PIPE, and the majority of the ROIs contain calcium events that are roughly phase-locked to the singing onsets ( Figure 6A ). Notably, a subset of the neurons shows precise singing-related activities with minimal events unrelated to singing ( Figure 6B, upper panel) . Furthermore, we sorted neurons according to their timing of peak calcium activities during each song production event ( Figure 6B, lower panel) , and this analysis also reveals a subset of Area X neurons whose activation patterns are closely related to the onset of the singing, consistent with previous findings, and thereby further validates MIN1PIPE.
DISCUSSION
Here, we show that PCA/ICA (Mukamel et al., 2009 ) has difficulties in delineating localized ROIs and in separating overlapping ROIs for single-photon imaging data. CNMF-E (Zhou et al., 2018) is significantly better at identifying neuron-like ROIs, but it also increases the number of falsely identified ROIs, resulting in numerous unmerged components of the same neurons. This is likely due to overfitting of the neuronal signal dynamics and also leaving residual spatiotemporal signal in the background after subtracting each identified component and subsequent false identification of the residual events as new components. Moreover, both PCA/ICA and CNMF-E rely on the stable imaging field and will fail if the imaging field contains movement.
Compared with existing methods, MIN1PIPE has several key advances. First, MIN1PIPE solves the full range of problems for signal extraction in single-photon miniscope imaging with one pipeline. Specifically, we have developed innovative and robust modules to solve different problems, including: (1) the neural enhancing module that removes the ultra-high and fluctuating background characteristic of single-photon imaging, (2) the hierarchical movement correction module that outperforms existing methods such as NoRMCorre and that is capable of efficiently registering any types of deformations of the imaging field, and (3) the seeds-cleansed neural signal extraction module that utilizes GMM and pretrained RNNs to enable automatic identification and extraction of ROIs and calcium traces. Second, MIN1PIPE eliminates the need for heuristically setting many parameters that not only are unknown a priori but also influence the performance of the downstream processing steps, such as setting the number of neurons, a central parameter required by all previous neural signal extraction methods. The importance of this cannot be over-emphasized, because pre-setting unknown parameters can become problematic in practice. For example, overestimating the number of neurons may result in false-positives in identified ROIs before the calcium trace extraction step and also result in the unnecessary consumption of (G) An example of the FP extracted by CNMF-E. The larger footprint shows the maximum projection of the neural enhanced non-neuron signal, while the four small ones are the extracted ''ROI'' components. On the right, we show the ground truth (G.T.) trace of this non-neuron signal, and the four ''identified'' traces by CNMF-E. Simply looking at the traces, one can hardly differentiate those from real calcium signals. See also Video S7. computing time. These FPs can only be removed with laborious manual selection without a robust seeds-cleansing step. On the other hand, underestimating the number of neurons will likely lead to false negatives that can never be identified by the downstream steps. Therefore, tweaking this parameter is inevitable in practice using previous methods. While we do not claim that MIN1PIPE completely eliminates the need for manually pruning identified ROIs, our method, indeed, only involves minimal manual interference. Third, MIN1PIPE contains a minimal set of parameters that are easy to interpret and error-tolerant (Supplemental Information). These include a set of simplified and fixed parameters applicable to various conditions of the popular miniscope platforms (e.g., Inscopix nVista, UCLA open-source miniscope) in our brick algorithm. In addition, all modules use definitive criteria independent of various imaging datasets, which ensures the robustness that the previous combination of setting the number of neurons and the serial initialization procedure could not provide.
In summary, MIN1PIPE provides a generally applicable highperformance toolbox with the modular framework to handle and process 1-photon miniscope imaging data. Interesting future works may integrate more advanced methods to further improve the precision, such as stricter choices of the kernel of anisotropic diffusion (Chen et al., 2011; Tsiotsios and Petrou, 2013) , considering spectral invariants to handle very large deformations during non-rigid registration (Lombaert et al., 2014) , using more biologically valid calcium dynamics deconvolution methods (Speiser et al., 2017) , and cross-day registration methods (Sheintuch et al., 2017) . Additionally, a more robust RNN classifier for seeds cleansing can be trained with more available datasets.
EXPERIMENTAL PROCEDURES
All animal procedures were performed in compliance with the NIH Guide for the Care and Use of Laboratory Animals and approved by the Institute of Animal Use and Care of Duke University and the University of North Carolina at Chapel Hill. Synthetic data for quantitative comparisons with other methods were simulated using increasing levels of background dynamics drawn from a real dataset. Data for movement correction were collected from ferret posterior parietal cortex using two-photon microscopy (Neurolabware). Real in vivo miniscope calcium imaging data for comparison of different methods were collected from mouse barrel cortex and zebra finch Area X using nVista (Inscopix). A detailed description of algorithms and experimental procedures is provided in the Supplemental Information.
Data Analysis
All similarity measures in the main figures were cosine similarity.
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures, four figures, and seven videos can be found with this article online at https:// doi.org/10.1016/j.celrep.2018.05.062.
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