In order to make an optimal design of the interaction pantograph/catenary in railways it is necessary to ensure the correct placement of the line from where the pantograph obtains energy. The loss of contact between the pantograph head and the catenary produces a loss of energy in the train and, consequently, its speed decreases. Nowadays, the Spanish railway company uses a software tool called CALPE in the development of catenary electrical systems. However, due to the fact that this application has almost one hundred parameters, each one varying in a range, the amount of simulations that need to be carried out to cover a wide range of configurations is enormous, and CALPE tool remains itself insufficient. Thus, a High Throughput Computing (HTC) platform could be useful to achieve this purpose. In this paper, a HTC platform based on BOINC is presented to solve the static problem on the pantograph/catenary interaction. By using this platform, an efficient management of the computational resources of the organization is achieved which involves a clear benefit for this organization.
Introduction
In the last years, railway transport has evolved by adapting itself to new user requirements, which demand for greater comfort and safety. This, however, is bound up with a decrease in journey time, which implies an increase in the speed of the train.
The high-speed trains have a limit on their speed up to 350 Km/hour. In order to reach these speeds, it is important to provide constant energy to the train. For this reason, it is necessary to carry out an optimal design of the interaction pantograph/catenary, ensuring suitable placement of the line, with the contact wire parallel to the ground, so that the pantograph can obtain the energy from the line. The loss of contact between the pantograph head and the catenary produces in the train a loss of energy and, consequently, a decrease in the speed. Moreover, there is another problem because we have to guarantee the permanent contact between the pantograph and the catenary but without increasing the noise and wear.
In [2, 3, 12] the authors presented a High Performance implementation that was carried out on various algorithms to solve the equilibrium equation of the system in a catenary model, using spans with equal and different numbers of droppers and equal and different positions. The implementations have been performed both for the continued and stitched structure of the catenary. By means of these algorithms, it is possible to solve the static problem [14, 7, 12] of the system position that is determined when vertical force is exercised on the contact wire. If the stiffness matrix K and the vector of independent terms r of the system is known, it is possible to solve the linear system for the position of nodes y of the wire, and thus obtain the balance position. All these algorithms have been used as part of the tool CALPE 6.0 [8] that, at present, is used by the Spanish railway company as an important tool in the development of catenary electrical systems. Also, it is possible to solve the dynamic pantograph/catenary interaction as it is discribed by the authors in [4] However, the amount of parameters to be consider in order to obtain an optimal installation of the pantograph/catenary system is considerable (almost 100). If, in addition, it is considered that the installation of a set of spans covers 1200 m approximately, and the considerable amount of kilometers in railways in Spain, it is easy to imagine the great amount of simulations that need to be carried out considering the variability of the parameters. Even thought, taking into account the expertise of the engineers in order to reduce the number of tests (in this case the engineers belong to ADIF [1] , the company in charge of the railway infrastructures in Spain), this number is still very high.
One good feature which benefits this particular application is that the execution time is short, between 2 or 3 minutes. Thus, by means of CALPE, the engineer design a particular electrical installation of catenary using a try and error way. This is because no analytic formula may be obtained to calculate the results, and it is necessary the use of simulations made by CALPE. But if one simulation designed by the engineer is not working, then, it is necessary to modify some parameters, and try a new simulation. And so on, until a good simulation is obtained, with the criteria of the engineer. This is a tedious work, and it is possible to do several simulations at the same time, by using a distributed platform. Moreover, the short execution time of one simulation allows that the target platform carrying out the test does not need to have special hardware requirement in terms of main memory and speed of processor. Also, these low computational requirements make this application ideal to use not only on a dedicated platform, but also on a non-dedicated one, taking benefits of the idle processor cycles when the staff of the company is not working.
This means that we can use not only High-Throughput Computing batch systems on dedicated cluster (such as Condor [18] , PBS [15] , and Sun Grid Engine[17]) but also distributed computing on client computers using the BOINC platform [6] , which allows us to use the computer power of client computers when these are idle. Taking into account the previous considerations of this application, became natural the use of a High Throughput Computing Platform (HTC) to carry out hundreds of simulation without human intervention (only when the test are generated).
High-Throughput Computing depends on the availability of computational cycles. Some applications require weeks and even months of computational task in order to obtain a result. Thus, the idea is not to obtain a high speed on computation during a short period of time, but to obtain and keep the necessary resources along the time in order to make some computation. The batch systems on a cluster allow to accomplish the previous assumptions. Then, one or more nodes in a cluster can be assigned during some period of time ensuring the exclusive use of the nodes by the job. Among the more popular batch systems, we can find Condor [18] , PBS [15] , and Sun Grid Engine [17] .
Between all the previous software, BOINC [6] has been chosen because it accomplishes the conditions previously outlined for our application and its implantation at the enterprizes with guarantees of success.
As far as we know, there are a few software packages which compute the static problem of the pantograph/catenary interaction [5, 13] . However, none of them use a HTC platform to optimized the use of the computational resources available at the enterprizes. The aim of this paper is to show how the BOINC platform has been used in order to solve the pantograph/catenary interaction problem using distributed computing on non dedicated computers. This new approach allows us to change the engineers methodology, changing from a trial and error methodology to a search for good/best solution methodology.
The paper is structured as follows. In section 2 some of the features of the static stiffness problem in a catenary model are described. After that, a brief overview of the BOINC platform is introduced in section 3. In Section 4 Calp@home, the BOINC application, is presented. Finally, the conclusions and future work are commented in Section 5.
Description of the problem
There is a well established sequence of steps that we need to follow to model a simulation, and doing the corresponding experiments. This sequence is the following: 
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To formulate the problem, the static stiffness problem gives us an estimation on the ideal assembly parameters of the catenary, and will also serve as an introduction to the dynamic problem [11] , where the evolution of the pantograph is studied with the movement of the train. Then, we can generate the catenary model which is shown in Figure 1 . In the static problem the static position of the system is determined when we apply a vertical force over the contact wire. So, to obtain the data, it is necessary to configure the stiffness matrix K and the independent term R of the system and then solving the linear system for the position of the nodes Y of the wire, and can thus obtain the balance position.
After that, it is needed to check if all droppers work in a traction mode. In an affirmative case the problem is solved, but in the negative case, the stiffness matrix and the independent term must be reconfigured in order to eliminate the terms of the droppers that do not work, obtaining the new position and repeating this problem until all droppers work in a traction mode.
Once the equation that determines the position of every node forming the structure of the catenary has been solved, it is necessary to tackle another study that will produce an iterative process. By taking a point inside the first span we exercise a vertical force on the contact wire, so that we must solve the equilibrium equation again, to obtain the new position of every node inside the structure of the catenary. This process is iterated for several points inside every span. Once the study has been performed inside the first span, the same process has to be repeated for each of the remaining spans.
This process is explained in Figure 2 , and it is actually implemented in the CALPE tool. This tool has been validated by Adif engineers, using several techniques and experiments testing the results of the simulations against real measures. Once the tool is useful in the real life, we formulate a new approach, which seems to be interesting to the engineers using CALPE. When they are designing a new installation, they follow a test and error methodology, designing a model in the first stage, simulating it, and validating the results so obtained. If they are not interesting, the model is changed, in an arbitrary way, following the engineer criterium and his know how, this process is repeated until the obtained results are satisfying the engineer. Of course, this process is tedious, and it is a wasted of precious time. This, it is interesting to select some parameters in the input data, varying them in a determined range, and select the output data, in order to obtain the interesting results. In this way, varying the parameters, we obtain a set of different models, which can be run in parallel in a distributed system. Taking into a account that each possible simulation takes about 2 minutes, and that no communication is necessary between different simulations, because they are independent of each other, as much as nodes we have in the system, as quicker will be the full simulation; and the main node only needs to distribute the different simulations among the rest of the nodes, and to obtain the corresponding results, if they are satisfying the output criteria. When all the simulations are finished, the engineer has a set of interesting models, and he only needs to select the best using his know how, and other not automatized criteria. Thus, the improvement of the efficiency of the task of the engineer is considerable, from the analysis of, perhaps, about a hundred of possibilities in several days or even weeks, to the analysis of several hundred of thousands in a single day.
BOINC: a software platform for distributed computing
The next step is to implement the model in the computer. We have selected a BOINC platform, where our application, called CALP@HOME, will be implemented. BOINC (Berkeley Open Infrastructure for Network Computing) [9, 6] , developed at the U. C. Berkeley Spaces Sciences Laboratory, is an open software platform for distributed computing that uses volunteered computing and desktop grid computing, i.e., it uses the idle time on volunteers computer to compute different applications, such us studying climate change or searching extraterrestrial intelligence. BOINC consists of a server system and a client software that communicate with each other to distribute, process, and return work units.
Computations are run on volunteers computers, then uploaded from the user computer to the server project database, and finally the results are analyzed and validated by the server BOINC software. The validation process involves running all tasks on multiple contributor computers and comparing the results.
The client side consists of the BOINC core, that communicates with external servers to get and report work, and the applications that are the programs that do scientific computing. Several of them may run at the same time on the volunteer computer.
The main features of the BOINC system are the following:
• Flexible application framework. BOINC approach can be easily used with a wide range of applications. Little or no modification needs to be done on the source code, mainly at the beginning and at the end of the code.
• Security. Digital signatures based on public-key encryption are used in order to avoid distribution of fake applications (that may contain viruses) that supplant the right ones.
• Multiple servers and fault-tolerance. A project may use several servers so, in case one of the servers is temporarily offline, the client software communicates with an alternative server.
• Source code availability. BOINC is distributed under the Lesser GNU Public License.
• Share resources among several projects. Client software allows volunteers to decide which projects they enrol and which percentage of his/her resources are dedicated to each project.
• Rewards participants. BOINC provides a credit accounting system that reflects usage of several resources. Most active users may obtain different rewards, depending on the project.
There are projects using the BOINC philosophy in several fields of science such us biology and medicine (Rosetta@home, proteins@home), climate modelling (Climateprediction.net), physics and astronomy (LHC@home, SETI@home, Einstein@Home), mathematics (ABC@Home).
The most popular BOINC project is SETI@home [10, 16] , also developed at the U. C. Berkeley Spaces Sciences Laboratory. The initial software platform, now referred to as "SETI@home Classic", was only capable of running SETI@home; recently it was replaced by a BOINC version, allowing users to contribute to other distributed computing projects at the same time.
SETI@home was, in fact, the origin of the BOINC platform because the success of SETI@home made it clear that distributed computing could be used for many other computing-intensive scientific projects.
CALP@HOME: A tool based on BOINC for Pantograph/Catenary Interaction Studies
In order to make a good design of the interaction pantograph/catenary, the engineer needs to give value to a set of parameters and, afterwards, he/she has to use several algorithms to solve the equilibrium equation of the system in the catenary model. Once results are obtained, a post-analysis is necessary in order to know whether or not the solution fits to the specifications, mainly to minimize the loss of contact between the pantograph and the catenary. If the solution is not good enough, the value of one or several parameters must be changed and then the process starts again. This approach to the problem uses a trial and error methodology, and is based on engineers expertise. An experienced engineer may drive the analysis in order to reach an acceptable solution after several computations.
Nevertheless, optimal solutions are difficult to find because a great amount of parameters are involved at each simulation, and engineers focus on a few of them. In order to give a full view of the problem, a non-exhaustive list of parameters that need to be considered is shown in Fig 3 In order to understand the need of a HTC distributed platform, only considering the subset of parameters in Table 1 and considering different values for these parameters, the number of simulations that will be carried out is over 25 million.
From our point of view, it is quite clear the need of a change in the methodology.
-Type of catenary systems: simple continued, simple alternative, stitched continued and stitched alternative.
-Number of spans.
-Number of droppers.
-Length of the section.
-Type of droppers.
-Distance between the first dropper and the support.
-Distance between droppers.
-Weight of the spanner of the carrier.
-Weight of the spanner of the contact wire.
-Section of droppers.
-Specific weight of the material of the droppers.
-8 parameters with information about the carrier.
-6 parameters with information about the contact wire.
-Height of support of the carrier.
-Maximum length in elements of the carrier.
-Maximum length in elements of the contact wires.
-Information about the arm (5 parameters).
-Number of pantographs.
-First position of pantograph '#p' -Force to consider separated the wire from the pantograph.
-Type of pantograph.
-Length of contact area of the pantograph.
-Distance between platens.
-Weight mass.
-Stiffness associate.
-Dimming.
-Upward statics force.
-Friction force. Instead of a trial end error methodology where the engineer modifies by hand several parameters in order to get a good solution, a new approach can be considered where the engineer defines a set of parameters that can get different values over a range and then the distributed platform runs every simulation and returns the best result. This methodology has three main steps:
1. From the engineer specification, a set of input files are automatically generated (work units in BOINC terminology).
2. Every input file is sent to a BOINC client, which runs the simulation and returns the result to the server.
3. A post-processing, taking into account critical parameters in the output files, allows the engineer to obtain directly the best solution.
This new methodology has several advantages that can be summarized as: design time is shortened, solutions are better than before, and an efficient use of the computational resources available at the organization is achieved, all of these without additional cost.
To implement this HTC tool several software has been used: BOINC, Apache server, mysql, shell scripts, PHP, etc. Table 1 : Subset of parameters involved at the pantograph/catenary interaction BOINC allows implement the HTC tool, and it is supported by Apache server. In order to carry out the authentication stage to the Calp@home tool mysql software has been used (see Figure 4 ). Once the user has been authenticated, the user can load a file from he/she directory (see Figure 5 ). This file contains configuration parameters for the pantograph/catenary interaction computations. Now, the user can choose one of more parameters and introduce initial value, final value and increment of the parameter (see Figure 6 ).
When the parameters have been appropriately modified, the user launch the CALPE application (really, the user launch several configuration files), and when the computations have been finished a shell script analyse the resulting file and, according to a predifined optimization function, an e-mail is sent to the user with the name of the configuration file with the optimal configuration of the pantograph/catenary structure (see Figure 7 ).
Conclusions
In this paper a High Throughput Computing (HTC) Platform has been introduced for solving a problem of civil engineering, in particular, a simulation of the pantograph/catenary interaction in order to obtain the optimal parameters for the installation.
This HTC platform has been implemented using BOINC software. This software allows an efficient use of the computational resources due to the fact that the resources are used even during the idle periods, running automatically an application with the corresponding input data. By proceeding in this way a better management resources present at the organization is achieved without extra economical cost.
Indeed, the new methodology introduced by the use of the HTC platform permits the engineers to produce a huge number of test in order to decide empirically the best parameters for the installation of the pantograph/catenary system. As a result, the time spent on the design stage is reduced and better installations are obtained, improving considerable the efficiency of the engineer task.
