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The  depth of a flow graph is the max imum number  of back edges in an acyclic path, 
where a back edge is defined by some depth-f irst spanning tree for the flow graph. In the 
case of a reducible graph, the depth is independent of the depth-f irst spanning tree 
chosen. We show that the computat ion of the depth of a reducible flow graph requires poly- 
nomial time. Our  algorithm is O(ne) on a flow graph of n nodes and e edges. Since e < 2n 
for normal  flow graphs, our  algorithm is really O(n2). While even an O(n 2) algorithm is 
not likely to be acceptable, it is suggestive of the possibility of a more efficient algorithm. 
Finally, we show that the general problem of comput ing the depth of an arbitrary flow 
graph is NP-complete.  
1. MOTIVATION 
Hecht and Ullman [5] and Kam and Ullman [7] have studied the number of passes 
necessary for an iterative global data-flow analysis algorithm to converge, when applied 
to data satisfying various assumptions. For their respective assumptions, they showed 
that d + 2 (resp. d -]- 3) passes were necessary to assure convergence on reducible flow 
graphs, where d is the depth of a flow graph, that is, the maximum number of back edges 
on an acyclic path. The term "back edges" refers to the edges from a node to one of its 
ancestors in a given depth-first spanning tree (see [2] for definitions). However, for 
reducible flow graphs the notion of a back edge is well defined independently of the 
actual depth-first spanning tree chosen [6]. 
A related quantity, the interval depth, or number of times intervals [1] must be taken 
to reduce the graph to a single node, was shown empirically in [8] to average 2.75 for 
FORTRAN programs. The depth of a reducible graph never exceeds the interval depth 
[5]. Now, the nature of the iterative algorithms studied in [5, 7] is such that the last pass 
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does nothing but confirm that convergence has occurred. If we knew the depth in advance, 
we could save one pass, which by the data of [8] results in a 20% savings in running time. 
More importantly, there would be no comparisons needed to check whether convergence 
had occurred, resulting in another, more substantial saving. 
In this paper, we give a polynomial algorithm to compute the depth of a reducible 
flow graph, but we show that the problem is NP-complete for arbitrary flow graphs (see 
[2] for definitions). 
2. AN ALGORITHM FOR COMPUTING THE DEPTH OF A REDUCIBLE FLOW GRAPH 
Our algorithm is based upon the fact that reducible flow graphs can be built up from 
regions, which are subgraphs with a single header node which dominates all the nodes in 
the region. (A node n is said to dominate node m if every path from the initial node of the 
flow graph to node m goes through node n.) Moreover, a reducible flow graph can be 
built up from regions of a single node by the following two constructions. 
T1 : Given a region R' such that there are some edges that go from nodes in R' to 
the header of R', let R be R' plus those edges. 
T2: Given regions R 1 and R 2 such that all predecessors of the header of Rz are in 
R 1 , let R be the union of R l ,  R z,  and the edges from R 1 to the header of R o. The 
header of R~ becomes the header of R. 
Regions and their properties are described in [9]. In particular, in a reducible flow 
graph, the edges included in region R by T1 are always back edges, and the edges included 
in R by T2 are never back edges. Another fact we shall use is that, in any region, an 
acyclic path beginning at the header cannot contain a back edge [3]. 
Our algorithm works by computing two quantities: 
(1) XR(n, m), which is the maximum number of back edges on any acyclic path P 
wholly within region R and ending at node n, such that there is within R an acyclic path P',  
node disjoint from P, such that P '  goes from the header of R to node m. If  no such path P 
exists, e.g., because n ~ m, then XR(n, m) ~ --oo. 
(2) YR(n), which is the largest number of back edges on an acyclic path to n that 
lies wholly within R. 
These quantities are computed inductively for larger and larger regions, according 
to some parse [9] of the reducible flow graph. A parse shows how regions are combined 
to form larger regions by T1 and T2. 
EXAMPLE 1. Figure 1 is an example flow graph. It is reducible and has a depth of 3, 
as shown by the acyclic path 
8~5~7~3~4~1.  
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Fic. 1. A reducible flow graph. 
Figure 2 shows a parse of the flow graph of Fig. l. There, leaves represent the nodes of 
the flow graph, and interior nodes represent regions; they are labeled by the header of 
that region. Nodes of degree two represent uses of T2 and nodes of degree one represent 
uses of T1. The letters indicated on Fig. 2 are for a purpose to be described later. 
Id 
2/~ 
/ \ , /  
S\  L / \ 
/ \  / \  
5 8 4 6 
FIG. 2. Parse of a flow graph. 
The computation steps of our algorithm can be broken down into a number of cases 
and subcases. For convenience, we assume there are no loops (edges from a node to 
itself). Surely a loop can never be part of an acyclic path. The algorithm itself is couched 
as an inductive construction, the induction being on region size. 
Basis. For a region consisting of one node n, set XR(n, n) = - -~ and YR(n) = O. 
Induction: Case 1. Suppose R is formed from R' by rule TI, where the incorporated 
edges are from P l ,  P2 ,..., Pk, as indicated in Fig. 3. Then: 
and 
x~(~, ~) = x..(n, m), 
YR(n) = max(YR,(n), 1+ max XR'(p, n)). 
l~ i~k  
FIe. 3. 
Fie. 4. 
Construction of R from R' by T1. 
The formula for XR(n , m) follows from the fact that the acyclic path to n cannot use the 
header of R, else m cannot be reached. The formula for YR(n) is justified by the fact that 
the acyclic path with the most back edges either does not use a back edge from any Pi 
to the header of R, or it does use one, in which case it must look as in Fig. 4. The number 
of back edges on the acyclic path from some node m to Pi may be taken to be XR'( P i ,  n). 
The existence of a node-disjoint path from the header h to n is guaranteed by the defini- 
tion of XR' ,  and this path may not contain a back edge by the result of [3], cited earlier. 
R I 
Construction for YR(n). 
Case 2. Suppose R is formed from R1 and R 2 by rule T2. Let h2 be the fieader of R2, 
and supposepl ,  P2 ..... p ,  are all the predecessors of h2 in R 1 . Figure 5 shows the situation. 
To compute l~(n)  we must consider two subcases. 
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FIG. 5. Construction of R from R 1 and R 2. 
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Subcase 1. If n is in R 1 , then, as there is no way to get from Rz to R x traveling only 
by nodes and edges of R, we have 
YR(n) = YRI(n). 
Subcase 2. n is in R 2 . Then the path is either wholly within R 2 or it originates in R1, 
goes through the header of R2, and then follows a path to n. As we have observed, the 
latter portion of the path must contain o back edges. Hence: 
YR(n) max(YR.(n), max YR(P,)). 
l~i~-~k 
Now we turn to the computation of XR(n, m). There are four subcases we must consider. 
Subcase I. n and m are both in R 1 . Then 
xR(,,, m) = x~l(., m), 
since a path entering Ro cannot return to R 1 without leaving R. 
Subcase 2. n is ill R 1 and m is in R~. Then the header h 2 of R 2 must be on the path 
from the header of R to m, so the path with back edges to n must lie within R 1 . Thus:  
XR(n, m)= max XR~(n, Pi). 
l~ i~k  
Subcase 3. nis i nR  2and mis in  R 1. Here we have achoice. The path to ncou ld  
originate in R 1 , reaching some p, ,  and then following an acyclic path to n. Alternatively, 
it could originate in, and remain in, R 2 . Thus: 
XR(n, m) max(YR2(n), max XRI(P~ m)). 
l~ i~k  
Subcase 4. Both n and m are in R 2 . Then the path from the header of R to m must 
use h 2 , which restricts the path to n to region R e . Thus: 
XR(n , m) : XR~(n, m). 
The complete algorithm is to compute Yc(n) for all nodes n, where G is the region 
consisting of the entire graph. Then the depth of G is the maximum of Yo(n) over all 
nodes n. 
For the analysis of the above algorithm, note that once n and m are combined into the 
same region, that is, after XR(n , m) is defined for the first time, the value of X(n, m) does 
not change as region R is combined into progressively larger regions. Thus we need 
compute X(n, m) only once, and we can drop the subscript indicating the associated 
region. It is easy to see that the bulk of the work is taken up computing maxima over 
predecessors p of some region header k, of X(n,p) or X(p,  m). These operations need 
to be performed once per node, each time a region containing that node is merged with 
another egion. 
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Each edge is made part of a region at exactly one step, back edges in a T!  step and 
other edges in a T2 step. Thus the number of predecessors of the header considered in 
each reduction sums to the total number of edges of the graph. Thus the total work is 
proportional to the product of the numbers of nodes and edges in the graph. 
As most real flow graphs are restricted to having no more than two edges out of any 
node, our algorithm is really O(n 2) in practice. Even n 2 steps is probably too much time 
to spend computing the depth of a flow graph, unless many different flow analyses were 
to be applied to it, and the cost of computing the depth could be amortized over these 
many flow analyses. 
EXAMPLE 2. We show the calculation of X(n, m) and, for certain regions R, the 
calculation of YR, using the flow graph of Fig. 1 as an example. The letters a, b, c, and d 
in Fig. 2 represent cuts of the parse tree for which we show the value of YR 9 Each cut 
of the parse tree represents the partition into regions which could occur during some 
legal sequence of T1 and T2 applications. The results are summarized in Fig. 6. 
Let us consider the calculation necessary to go from the cut represented by (a) in 
Fig. 2 to the cut represented by (b). There, the region R' = {3, 5, 7, 8} without the back 
m l 2 3 4 5 6 7 8 
n=l  
2 
3 
4 
5 
6 
7 
8 
- -00  - -00 - -00 - -00 - -00 - -00 - -00 - -00 
0 --oo 0 0 0 0 0 0 
2 2 --oo --oo - -~  --oo --oo --oo 
2 2 1 --oo 1 --oo 1 1 
1 l 1 1 - -o9 1 - -oo - -oo 
2 2 1 0 0 --oo 0 0 
1 l 1 1 0 1 - -oo 0 
1 l 0 0 0 0 0 - -oo 
(a) X(n, m). 
n 
(b) 
FIG. 6. 
a b c d 
1 1 1 3  
0 0 0 3  
0 2 2 2  
1 1 2 2  
1 1 1 2  
0 0 2 2  
1 1 1 2  
0 1 1 2  
Y(n) at various times. 
Computation of X and Y. 
571/1513-5 
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edge 7 -+ 3 is augmented by that edge to form the region R, using the T1 construction. 
Then Case 1 of the induction applies, and as 7 is the onlypi ,  we have the formula: 
YR(n) = max(YR,(n), 1 + XR,(7, n)) 
for n --= 3, 5, 7, and 8. Then: 
YR(3) = max(0, 1 + 1) = 2, 
YR(5) = max(l, 1 + 0) = 1, 
YR(7) = max(I, 1 + --oo) = 1, 
YR(8) = max(0, 1 + 0) = 1. 
Now let us consider the T2 construction going from cut (b) to cut (c) in Fig. 2, where 
region R 1 = {3, 5, 7, 8} consumes the region R 2 = {4, 6}, to form the region R. Here, 
the header of R~, which is 4, has two predecessors, 3 and 5, in R 1 . As examples of the 
calculations involved, Subcase 2 of Case 2 tells us that 
X.(7,  6) = max(X.l(7, 3), Xg~(7, 5)), 
= max(l, 0) = 1. 
Subcase 3 tells us that 
X.(6, 7) = max(YR,(6), XRI(3, 7), X.1(5, 7)), 
= max(0, - -  0% --  oo) = 0. 
Also, Subcase 2 for the calculation of Y gives us the formula: 
YR(6) = max(YR,(6), YRt(3), YR,(5)), 
- -  max(0, 2, 1) ----- 2. 
3. NP-CoMPLETENESS OF DEPTH DETERMINATION 
We shall show the problem of depth determination for arbitrary graphs to be NP- 
complete by reducing the directed Hamiltonian path problem to it. The latter problem is: 
Given a graph, determine whether there is a path visiting every node exactly once. It is 
related to the better-known Hamiltonian cycle problem. A reduction of the Hamiltonian 
cycle problem to the path problem for undirected graphs was given in [4]. The construc- 
tion for the directed case is essentially the same, and we omit it. 
Our reduction of the Hamiltonian path problem works as follows. Given a directed 
graph with nodes v 1 , v 2 ..... v . ,  construct a flow graph with nodes ai ,  bi, and c~, for 
1 ~ i ~ n. Place the following edges in the flow graph. 
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(1) ai --," bi , a, --,- c~ , and b i -+ ai , for all i, 
(2) at - -~ a i+l ,  for 1 ~ i < n, 
(3) cl ~ b j ,  for each edge vi --+ v~ in the original graph. 
EXAMPLE 3. 
Fig. 8. 
Figure 7 shows a directed graph. The constructed flow graph is shown in 
FIG. 7. Example graph. 
FIG. 8. Constructed flow graph. 
We shall select a depth-first spanning tree for our flow graph with initial node as, in 
such a way that the only back edges will be those of the form bi --+ a i ,  and all edges of 
this form will be back edges. The purpose of the edges ai --+ ai+l is to allow the creation 
of the desired spanning tree. 
We construct our depth-first spanning tree by beginning at as and following the path 
to a 2 ,..., as 9 Then we complete the spanning tree by preferring to visit a b-node rather 
than a c-node (this choice is not essential, and we give it for specificity only). 
EXAMPLE 4. The depth-first spanning tree constructed, as above, from Fig. 8 is 
shown in Fig. 9. Note that the only back edges are of the form b~ --+ a~. 
L~MMA 1. The only back edges in the depth-f i rst  spanning tree constructed as above are 
al l  the edges b~ ~ ai 9 
Proof .  The edges a, --+ ai+x are defined to be tree edges. Since the only predecessor 
of ci is as, the edges ai --~ ci must be forward, bi will be inserted into the tree as a child 
of ai unless it is inserted before the edge ai- -~ bi is considered. Iia the latter case, b~ is a 
descendant of a~- for some j > i, and hence, ai --~ b~ is forward. Consequently, b f --~ as 
must be a back edge. Lastly, the edges ci --+ b~ must be cross or forward edges, since 
none of the b~'s can have any children in the tree. 
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/ ~F- - . .  '-~ -,, \ 
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~, ~3) ~2 (72) / 
x / /  
FIG. 9. Depth-first spanmng tree. 
LEM~IA 2. There is a Hamiltonian path in the original graph, i f  and only if, there is a 
path in the constructed f low graph which is acyclic and traverses all n back edges. 
Proof. l f :  Such a path must visit all the ai's, since these are the heads of back edges. 
If we use any edge ai ~ ai+l, we cannot have such a path, as the edge bi+l --~ ai+l 
cannot hen be traversed in an acyclic path. Thus the only possible form for such a path is 
bil --~ a,1 --~ cq -~ bi~ --~ aq -~ c,o. -+ "'" -+ hi,, ~ ai.(--*ci,), 
where ij ~ ik for any j @ k, and the last node is optional. But then there is a path in the 
original graph: 
Vii ~ VCg ~ "'" ~ coin 
and this path is a Hamiltonian path. 
Only if: Given a Hamiltonian path 
Via --~ V iz  ~ . . .  ~ Vin 
we can find a path of depth h in the flow graph, namely, 
bq ~ aq --~ cil ~ bi~ ~ ai~ ~ el, " --~ ,.. ~ bi~ ~ ai~. 
We have therefore proved the following theorem. 
TrIEOaEM. The problem of determining the depth of a f low graph according to a given 
depth-first spanning tree is NP-complete. 
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