Abstract. We give a proof of the recursive formula on the norm of Whittaker vector of the deformed Virasoro algebra, which is an analog of the one for the Virasoro Lie algebra proposed by Al. Zamolodchikov. Our formula gives a proof of the pure SU(2) 5d AGT relation proposed by Awata and Yamada. We also give a summary of the structures of the deformed Virasoro algebra and the fundamental properties of the Verma module.
0. Introduction 0.1. Let q and t be indeterminates and set F := Q((q, t). The deformed Virasoro algebra Vir q,t was introduced in [SKAO] as the (topological) algebra over F generated by the current T (z) = n∈Z T n z −n satisfying the relation f (w/z)T (z)T (w) − T (w)T (z)f (z/w) = −
(1 − q)(1 − t −1 ) 1 − q/t δ(qt −1 w/z) − δ(tq −1 w/z) with f (x) := exp( n≥1 (1 − q n )(1 − t −n )/(1 + q n /t n ) · x n /n) and δ(x) := x∈Z x n . The algebra Vir q,t has the Verma module, an analogue of the Verma modules of triangular decomposed Lie algebras. It is Z ≥0 -graded and generated by a highest weight vector. The Verma module with highest weight h is denoted by M (h), and its n-th grading part is denoted by M (h) (n) . The highest weight vector of M (h) will be denoted by 1 h . The highest weight condition can be written as T 0 .1 h = h1 h and T n .1 h = 0 (n ≥ 1). As in the triangulated Lie algebra, we have the contravariant form ·, · :
In [AY10] , Awata and Yamada proposed a conjecture which state that the instanton part of Nekrasov's five-dimensional pure SU(2) partition function [N03] coincides with the norm w, w of the Whittaker vector w of the Verma module M (h). The element w is an analogue of the Whittaker vector [Ko78] for finite dimensional Lie algebras.
The Whittaker vector w is an element of the completion M (h) of the Verma module M (h) satisfying T 1 .w = ξw and T n .w = 0 for any n ∈ Z >1 . Here ξ is an indeterminate. Now the conjecture in [AY10] can be stated as
(ξ 2 t/q) |λ|+|µ| Z λ,µ (Q, q, t).
(0.1)
In the right hand side, the summation is taken over all the partitions λ and µ. The parameter Q is defined by the relation h = Q + Q −1 . We also used the expression 1 where (i, j) ∈ λ means 1 ≤ i ≤ ℓ(λ) and 1 ≤ j ≤ λ i , and λ ′ is the transpose of the partition λ. The right hand side in (0.1) is the instanton part of Nekrasov's five-dimensional pure SU(2) partition function.
This conjecture is a natural extension of the degenerate version [G08] of the four-dimensional AGT (Alday-Gaiotto-Tachikawa) relation [AGT10] . The original AGT relation claims that the instanton part of Nekrasov's four-dimensional SU(2) partition function with N f = 4 anti-fundamental hypermultiplets [N03] coincides with the conformal block of the Virasoro algebra.
The four-dimensional degenerated version of the AGT relation is now extended for a wide class of Walgebras [BFFR, §6] , and is proved for type A [SV13] and for type ADE [BFN14] using geometric representation theory on the instanton moduli spaces.
In this paper, we give a proof of Awata and Yamada's five-dimensional conjecture (0.1). Our strategy is to use the Zamolodchikov-type recursive formula. This strategy was originally proposed by Poghossian [P09] in the four-dimensional case. On the conformal field theory side, the recursion formula was derived in [HJS10] by taking the degeneration limit technique of Zamolodchikov's elliptic recursive formula for the four-point conformal block on the sphere [Z84] . On the Nekrasov partition function side, Fateev and Litvinov [FL10] used the integral expression of the four-dimensional Nekrasov function to analyze its poles and residues, and they obtained the same recursion formula.
In the five-dimensional case, the Zamolodchikov-type formula was shown in the Nekrasov side by the author's previous work [Y10] . Thus the proof of Awata and Yamada's proposal is reduced to the proof or the recursive formula for the norm of the Whittaker vector of Vir q,t . Now let us state the main theorem.
Theorem. Let ξ be an indeterminate and w ξ ∈ M (h) be the Whittaker vector. Then we can express w ξ , w ξ as
with F n (Q, q, t) ∈ Q(Q, q, t). Moreover F n (Q, q, t) satisfies the following recursive relation.
F n (Q, q, t) = δ n,0 + r,s∈Z, 1≤rs≤n A r,s (q, t)F n−rs (q r t s , q, t) Q − q r t −s .
Here A r,s (q, t) is the following rational function. Let us explain the organization of the paper here. In §1 we introduce the deformed Virasoro algebra. §2 introduces the Verma modules. In §3 we show the normalization factor formula of the bosonization of singular vectors. §4 gives the proof of the main theorem. After defining the Whittaker vector for Virasoro algebra, we state in Theorem 4.3 the conjecture of Awata and Yamada, whose proof is the main result of this paper.
In the appendix we will describe the embedding diagrams of Verma modules for Vir q,t . The result is precisely similar to the (non-deformed) Virasoro Lie algebra case, but we attached this appendix since there seems no explicit description in the literature.
Notation. We follow [M95] for the notations of partitions and symmetric functions. By a partition we mean a non-decreasing finite sequence of positive integers. For a partition λ, its total sum is denoted by |λ| and its length is denoted by ℓ(λ). λ ⊢ n means that λ is a partition with the condition |λ| = n. We sometimes use abbreviated symbols for partitions with large multiplicities, such as (1 n ) = (1, 1, . . . , 1). A part of this work was done while the author stayed National Research University Higher School of Economics (winter 2013-14) . The author would like to thank the institute for support and hospitality.
Finally the author would like to thank Professor Ivan Cherednik and Professor Masato Taki for showing their interest.
1. Basics of the deformed Virasoro algebra 1.1. Definition. Let us begin with the introduction of the deformed Virasoro algebra [SKAO] . Let q and t be indeterminates and set F := Q(q, t). Consider the associative algebra over F generated by {T n | n ∈ Z} and 1 with the relations
for any m, n ∈ Z. Here the coefficients f l 's are given by the generating function
This associative algebra will be denoted by Vir q,t . The algebra Vir q,t has an automorphism defined by T n → −T n (n ∈ Z). There is also an isomorphism of algebras defined by Vir q,t
. By the defining relation (1.1), Vir q,t has a Z-grading. Introduce the outer grading operator D by
Set the d-grading subspace by Vir
as an F-vector space. Let us also denote by Vir
q,t ) the subalgebra of Vir q,t generated by {T n | n > 0} (resp. {T n | n < 0}). These subalgebras enjoy the decomposition
Although Vir q,t is not a Lie algebra (nor a vertex algebra), we have the following Poincaré-Birkoff-Witt type theorem,
q.t has the following F-basis.
1.2. Degeneration to the Virasoro Lie algebra. Let us recall the degeneration of Vir q,t to the Virasoro Lie algebra, which is the origin of the name "deformed Virasoro".
Let ε 1 , ε 2 and indeterminates and set
Let us consider the algebra Vir e ε 1 ,e ε 2 as defined over F = Q(e ε1 , e ε2 ), and let us take the -expansion.
Lemma 1.2. The generator T n of Vir q,t can be expanded as
The relation (1.5) is nothing but the defining relation of the Virasoro Lie algebra. Although this statement is given in [SKAO] , there seems no proof in the literature, so let us write down a derivation for readers' convenience.
Proof. First we want to obtain an expansion of f l . In the definition (1.2), we have
On the other hand, the right hand side of the defining relation (1.1) of Vir q,t can be expanded as
By (1.7) and (1.8), we see that T n 's can be expanded as
Then the left hand side of (1.1) is expanded as (0) and RHS (0) gives
Now the comparison of LHS
Then by LHS (1) , RHS (1) and the formula f
(1) l in (1.7), we have
The following conditions imply the above relation.
By the obtained conditions, LHS (2) gets the following simple form.
Here sign(m) is the sign of the integer m. By this formula, RHS (2) and f
l , we finally have
This relation can be rewritten as
where we put T
(1)
satisfies the desired relation (1.5).
Verma modules
2.1. Generalities. We introduce an analog of the category O of the representations of Lie algebra. Since Vir q,t has no abelian subalgebra, we use the degeneration functor Φ (2.1) to obtain a useful notion.
2.1.1. Let us briefly recall some important categories of representations of the Virasoro Lie algebra, following [IK11, Chap. 1, §2] . Let Vir be the Virasoro Lie algebra over Q with the generators {L n | n ∈ Z} and the central generator C satisfying the defining relation
Let h be the abelian Lie subalgebra of Vir generated by L 0 and C. Vir is a Z-graded Lie algebra with
In this Z-grading structure, we have a unique λ n ∈ h * for each n ∈ Z such that
Let ι be the homomorphism defined by
as a Q-vector space and
Denote by C ′ the category of Z-graded h-diagonalizable Vir-modules. (The morphisms is defined to be Virhomomorphism respecting the Z-gradings.) C ′ is an abelian category. Denote by C ′ adm the full subcategory of C consisting of admissible Vir-modules. It is also an abelian category. 
The category O ′ is nothing but the BGG (Beilinson-Gelfand-Gelfand) category.
2.1.2. Next we turn to the introduction of categories of Vir q,t -representations. In this paper, a Vir q,tmodule means a Q-vector space M with a left Vir q,t -action. We denote by '.' the action of Vir q,t . For example, X.v means the action of
Definition 2.3. Denote by C the category of Vir q,t -modules with Z-grading, where the momorphism is a Vir q,t -homomorphism respecting Z-gradings.
C is an abelian category. The degeneraton procedure explained in §1.2 induces a functor Φ from the category of Vir q,t -modules to the category of representations of Vir. On an element v of a Vir q,t -module M , Φ can be written as
Here the parameter β is defined by (1.6). Note that this functor preserves the Z-grading structure of modules.
Definition 2.4.
The full subcategory C consisting of admissible modules is denoted by C adm .
(2) The category O is the full subcategory of C adm consisting of M satisfying Φ(M ) ∈ Ob(O ′ ).
C adm is an abelian category. The functor Φ preserves the structure of abelian categories of Z-graded modules.
2.2. Verma module. A highest weight module is always an object of C adm .
Definition 2.6. The Verma module M (h) of Vir q,t is defined to be generated by the vector 1 h with the properties
The Verma module has a Z-grading. Introduce the outer grading operator D by
Then we have the decomposition
By the defining relation of Vir q,t , M (h) (n) has a basis
, where we set
is a highest weight module with highest weight vector 1 h . It enjoys the following universal property.
Lemma 2.7.
(1) For any highest weight module M with highest weight h ∈ C, there exists a surjective
The proof is by a standard argument. The quotient module is denoted by
It is an irreducible highest weight module with highest weight h. Thus L(h) ∈ Ob(C adm ).
We also have Lemma 2.8. The image Φ(M (h)) of Verma module under the functor Φ (2.1) is again a Verma module of Vir.
Now recall
Fact 2.9 ([IK11, Lemma 1.2]). The irreducible quotients of the Verma modules of Vir exhaust the simple objects of O.
Therefore we have
Lemma 2.10. {L(h) | h} exhausts the simple objects of O.
2.3. Shapovalov form. Now we recall the contravariant form (an analogue of the Shapovalov form for Lie algebras) on the Verma module and the Kac determinant formula for Vir q,t . These were introduced in [SKAO] in comparison with the Virasoro Lie algebra. Introduce the anti-involution σ : Vir q,t → Vir q,t , T n −→ T −n over F. By the Poincaré-Birkoff-Witt theorem (Lemma 1.1), we have the direct sum decomposition
q,t Vir q,t + Vir q,t Vir (+) q,t . as an F-vector space. In this decomposition, denote the projection to the first component by
(1) Define the contravariant bilinear form F : Vir ⊗ Vir → Vir (0) to be
We call it the Shapovalov form for M (h).
Obviously we have x.1 h , y.1 h 1 h = π(σ(x)y).1 h As in the case the Shapovalov form of Lie algebras, this −, − enjoys the following properties.
Lemma 2.12.
(1) For any v, w ∈ M (h) we have v, w = w, v . (2) For any v, w ∈ M (h) and x ∈ Vir q,t we have
of the contravariant form is a maximal Vir q,t -submodule of M (h).
As in the case of the Virasoro Lie algebra, the determinant of the contravariant form tells us the irreducibility of M (h). Let us recall the argument briefly. By (2) of the above Lemma, we have
is trivial for any n ∈ Z ≥0 . The latter is equivalent to the vanishing of the determinant of the matrix whose elements are given by of the form −, − | M(h) (n) ⊗M(h) (n) evaluated on some basis of M (h) (n) . Recall that we have a basis
It is an element of F [h] . As conjectured in [SKAO] and proved in [BP98] , we have the formula
Here p(m) := #{λ | λ ⊢ m} denotes the partition number of m, C n ∈ Q \ {0} is some constant, and
This is an analogue of the Kac determinant formula for the Virasoro Lie algebra.
2.4. Singular vector. Let us introduce some basic notions. For a Vir q,t -module M , we set Similar definitions can be introduced for the Virasoro Lie algebra Vir. We immediately have Lemma 2.14. By the functor Φ (2.1), a singular vector in the Verma module M (h) of Vir q,t is mapped to a singular vector in the Verma module of Vir.
As in the case of Lie algebras, singular vectors play important role in the structure of Verma module of Vir q,t . For instance, to study embedding diagrams of Verma modules, we need the following uniqueness property of singular vectors. Set
Lemma 2.15. Then for each n ∈ Z >0 we have
In particular, for any h, h ′ ∈ F we have
Here Hom Virq,t means the space of homomorphisms between Z-graded Vir q,t -modules.
Proof. A similar statement for the Virasoro Lie algebra Vir is known (see [IK11, Proposition 5 .1] for example). Then our statement holds by Lemma 2.14.
On the other hand, for the existence of singular vector, the Kac determinant (2.4) must vanish. The existence of singular vector implies the existence of homomorphism between Verma modules, as in the case of Lie algebras. Such a homomorphism is induced by a special element of Vir q,t , which we will call Shapovalov element following the Lie algebra case.
In the lemma below, assume q, t, h are indeterminates and let V r,s be the algebraic set in
be the coordinate ring of V r,s , and I r,s := I(V r,s ) the ideal of C r,s in C[q, t, h]. We also denote by π r,s := C[q, t, h] → F r,s the natural homomorphism. Consider Vir q,t as an object defined over F = Q(q, t) and M (h) defined over F[h].
Lemma 2.16. Fix a pair (r, s) of positive integers, and set n := rs. Then there exists S r,s ∈ Vir
Proof. We mimic the argument in [IK11, Proposition 5.2] . We first show the existence of an element
with c (1 n ) = 1 and
(2.5)
The condition (2.5) is a system of linear equations in {c λ } defined over F r,s . Although any solution lies in the quotient field of F r,s , it is enough to consider solutions in F r,s by multiplying non-zero elements of F r,s . Thus we want to show the existence of solution on a Zariski dense subset of F r,s . The set
is a Zariski closed subset of V r,s . For (q, t, h) ∈ V r,s \ D r,s , we have det m = 0 for any m < n and det n = 0. Hence (2.5) has a solution on a Zariski dense subset of F r,s . By Lemma 2.15, a solution is uniquely determined by c (1 n ) . Thus we may assume c (1 n ) = 1. Now choose H λ ∈ C[q, t, h] such that π r,s (H λ ) = c λ , and define S by the second condition in the statement. Since Ker π r,s = I r,s , we have the desired result.
By Lemma 2.15 and Lemma 2.16, we have Proposition 2.17. Assume |q|, |t| = 1 and h = h r,s with r, s ∈ Z >0 . Then
Here M (h r,s + rs)[rs] is the Z-graded Vir q,t -module obtained from M (h r,s + rs) with the Z-grading shifted by rs. Moreover, such a homomorphism is a scaler multiple of the embedding which maps a highest weight vector 1 hr,s+rs to S r,s .1 hr,s .
3. Normalization factor of singular vector 3.1. Bosonization. Let us recall the bosonization of Vir q,t following [SKAO] . Consider the Heisenberg Lie algebra H over F generated by {a n | n ∈ Z \ {0}} and 1 with the commutation relations
Denote by F the Fock module of H. It is generated by 1 F satisfying a n .1 F = 0 (n > 0).
For an indeterminate (or an element of some ring) α, set
and F α := F ⊗ F F α . Let us denote by 1 F ,α := 1 F ⊗ 1 ∈ F α . We have a grading
by setting deg a n = n.
One can prove that this formula does define an action of Vir q,t by using the formulas
Since we take q and t to be indeterminates, the map
induced by the bosonization (3.1) and the correspondence 1 M,h → 1 F ,α with
gives an isomorphism of Vir q,t -modules. It also respects the gradings:
α . If we specialize q and t to generic complex numbers, the above map is still an isomorphism between irreducible modules. The non-generic values are given by the zeros of the (Vir q,t version of) Kac determinant (2.4).
The Fock space F α is isomorphic to the space of symmetric functions. Let us denote by Λ the space of symmetric functions defined over Z. If we take {x i } the set of infinite variables, then we may identify
It has an natural grading
For a ring R, Set Λ R := Λ ⊗ Z R. Denote by p r the r-th power symmetric function. Under the identification (3.4), we have
The power symmetric functions give rise to a basis
Q , where we set
for a partition λ = (λ 1 , λ 2 , . . . , λ k ). Now we introduce the isomorphism of F α -vector spaces by
Here we used the notation a −λ := a −λ1 a −λ2 · · · for a partition λ.
α , so that the map (3.5) is indeed an isomorphism of graded F-vector spaces. Hereafter we denote the composition of the maps (3.2) and (3.5) by ι h :
where h and α is related as (3.3). Then we immediately have ι h (1 h ) = 1.
3.2. Bosonization formula of singular vector. Let us recall the bosonization formula of singular vector given in [SKAO] . By the argument in the previous section, in particular the Kac formula (2.4), a singular vector exists if and only if the highest weight h of the Verma module M (h) is of the form h = h r,s := t r/2 q −s/2 + t −r/2 q s/2 with some r, s ∈ Z ≥1 . Denote by v r,s the singular vector of M (h r,s ). It is determined uniquely up to scalar multiplication.
Fact 3.2 ([SKAO]
). Under the bosonization map (3.6), we have ι hr,s (v r,s ) = B r,s (q, t)J (s r ) (q, t) with some B r,s (q, q α , t) ∈ F α . Here we denote by J λ (q, t) the integral form of the Macdonald symmetric function for a partition λ.
Let us briefly recall the Macdonald symmetric function. For a complete description, see [M95, Chap. VI] . On the space Λ F of symmetric function, introduce the pairing ·, · q,t by
Here m n (λ) := {1 ≤ i ≤ ℓ(λ) | λ i = n} is the multiplicity of n in λ. The Macdonald symmetric functions {P λ (q, t) | λ ⊢ n} is characterized by the following two properties:
• {P λ (q, t) | λ ⊢ n} is an orthogonal basis of Λ F with respect to the pairing ·, · q,t :
P λ (q, t), P µ (q, t) q,t = 0 unless λ = µ.
• P λ (q, t) has an expansion
with respect to the monomial symmetric functions m µ . Here M (P, m) λ,µ ∈ F and µ ≤ λ means the dominance ordering: 1≤i≤j µ i ≤ 1≤i≤j λ i for any positive integer j.
The integral form J λ (q, t) of the Macdonald symmetric function is given by
Here a λ ( ) and l λ ( ) are the arm and the leg of the box located at (i, j) ∈ Z 2 ≥1 with respect to λ, which are by
Here λ ′ is the conjugate partition of λ, which is obtained by transposing the Young diagram of λ. Let us normalize the singular vector v r,s by setting the coefficient of T rs −1 .1 hr,s to be one:
(3.9)
By Fact 3.2, we find ι hr,s (v r,s ) ∝ J (s r ) (q, t). In [S03, §4.5, Conjecture 4.68], the following normalization coefficient is conjectured:
We will give a proof of this formula in §3.4
3.3. The case of Virasoro Lie algebra. In the case of Virasoro Lie algebra, the singular vector of Verma module is identified with Jack symmetric function, and a similar formula of the normalization coefficient in Theorem 3.3 is known and already proved. Let us review these facts. Let us recall the definition of singular vectors, fixing notations on Virasoro algebra and its Verma module. The Virasoro algebra Vir is the Lie algebra over Q generated by L n (n ∈ Z) and C (central) with the relation
Let c and h ′ be complex numbers (or indeterminates), and denote by M ′ (c, h ′ ) the Verma module of Vir. It is generated by the highest weight vector 1 c,h ′ satisfying
The existence condition of singular vector is encoded in the Kac determinant formula.
In order to write down the Kac formula, let us fix some notations of the contravariant form on Vir. Let σ ′ : U (Vir) → U (Vir) be the anti-homomorphism determined by σ ′ (L n ) := L −n and σ ′ (C) := C. The contravariant form is the bilinear form
for each n ∈ Z ≥0 . It has the following factored formula, as conjectured in [Ka79] and shown in [FF83] , [FF90] .
Here the factor z λ ∈ Z is given by (3.7). The zeros h r,s are functions of c, and they are given by
with the parametrisation
, rs = n}, the set of zeros is independent of the parametrization (3.13).
Next we introduce the bosonization of the Virasoro Lie algebra. Consider the Heisenberg algebra H ′ generated by a 
induced by 1 c,h → 1 F ′ ,α ′ and (3.14) gives rise to a homomorphism between Vir-modules with
Now by the parametrization (3.13), (3.12) and the correspondence (3.16), a singular vector occurs at
The Fock space F ′ α ′ is naturally identified with Λ Q(β 1/2 ) under the map
Under this map, an element a −λ 1 F ′ ,α ′ is mapped to (β/2) ℓ(λ)/2 p λ , so that this map is indeed an isomorphism of Q(β 1/2 )-vector spaces. Let us denote by ι ′ β,h ′ the composition of the maps (3.15) and (3.18):
Here we fix β and h ′ , and set c := c(β) of the central charge using (3.13). If β and h ′ are indeterminates or generic, then this map is an isomorphism.
Finally we can state the fact on the bosonization of the singular vectors obtained in [MY95] and [SSAFR] . By a similar argument in the Vir q,t case (or by the result [FF83, FF90] ), there exists uniquely up to scalar multiplication a singular vector of level rs in the Verma module M (c(β), h ′ r,s (β)) for r, s ∈ Z ≥1 . Let us denote this vector by v ′ r,s . We normalize it by
is proportional the Jack symmetric function:
with some B Here we recall the definition and some properties of Jack symmetric function. See [M95, §VI.10] for the detail. Let β be an indeterminate and define an inner product on Λ Q(β) by
Then the (monic) Jack symmetric function P λ (β) is determined uniquely by the following two conditions:
• It has an expansion via monomial symmetric function m ν in the form
Here M ′ (P, m)(β) ∈ Q(β) and the ordering < is the dominance ordering.
• The family of Jack symmetric functions is an orthogonal basis with respect to ·, · β :
The integral Jack symmetric function J λ (β) is defined to be
3.4. Proof of the formula of the normalization coefficient. Recall the degeneration procedure from Vir q,t to Vir given in (1.4). Set q = e ε1 , t = e ε2 and take the limit → 0. Then the generators T n of Vir q,t has the expansion
where L n 's satisfy the relation of Vir with the central charge c = 13 − 6 β + β −1 , β = ε 2 /ε 1 . This procedure induces a Q-linear map
respecting the graded structures of Verma modules, where we have h ′ = 2 + ε 1 ε 2 2 (h ′ + (ε 1 − ε 2 ) 2 /4). It is compatible with the algebra action, i.e.,
holds for any n ∈ Z \ {0} and v ∈ M (h). Now we have the following compatibility between the Q-linear maps lim M , ι h and ι
Lemma 3.5. The following diagram of Q-vector spaces is commutative.
Here lim Λ is defined by
, where f 2n (ε 1 , ε 2 , α) ∈ Q(ε 1 , ε 2 , α) is the coefficient of 2n in the -expansion of f (q, q α , t), i.e., f (e ε1 , e ε1α , e ε2 ) = n n f n (ε 1 , ε 2 , α).
We want to apply these maps to the singular vector v r,s ∈ M (h r,s ). Recall the normalization (3.9) of the singular vector v r,s and that (3.19) of v (1 − t) −|λ| J λ (q, t).
Then we immediately have
Therefore we have the commutative diagram
and (3.22), we have
, which is the desired result.
Norm of Whittaker vector
4.1. Recursive formula. Let us recall the definition of the Whittaker vector for the Verma module of Vir q,t .
Definition 4.1. Let ξ an indeterminate (or an element of F or of some ring). The Whittaker vector w ξ for M (h) is defined to be an element of the completed Verma module M (h) := n M (h) (n) satisfying the following conditions.
We use the notation w ξ = w ξ (q, t, h) to indicate the parameter dependence if it is necessary. Lemma 4.2. If M (h) is irreducible and ξ is an indeterminate, then the Whittaker vector w uniquely exists up to scalar multiplication.
Proof. This is the consequence of the non-vanishing of the Kac determinant for Vir q,t . In fact, one can write w ξ in the form
The elements w n are independent of the parameter ξ and satisfy the following relation.
Hereafter we normalize the Whittaker vector w ξ by the condition
in the expansion (4.1).
In [AY10] , Awata and Yamada conjectured that the norm w ξ , w ξ of w ξ with respect to the contravariant form is equal to the five-dimensional pure SU(2) Nekrasov partition function. To express w ξ , w ξ , it is convenient to introduce the parameter Q by
By the Kac determinant formula (2.4), w ξ , w ξ is a rational function of q, t and h 2 . Thus it is a rational function of q, t and Q.
In [Y10] we conjectured a recursive formula of w ξ , w ξ . The main result of this paper is to give a proof of the formula.
Theorem 4.3. Let ξ be an indeterminate and w ξ ∈ M (h) be the Whittaker vector. Then we can express w ξ , w ξ as
Here A r,s (q, t) is the following rational function.
with sign(r) = 1 if r > 0 and sign(r) = −1 if r < 0.
Remark 4.4. In the non-deformed Virasoro limit q = t β , t → 1, the recursion formula is proposed by Al. B. Zamolodchikov. A proof in this limit is given in [Y11] .
4.2.
Reduction to the analysis of singular vectors. By the definition of the Whittaker vector, we have
n is the inverse matrix of the matrix consisting of the values of contravariant forms on M (h):
The index (1 n ) indicates the position of the element of the inverse matrix. Thus we need to prove the recursive formula of (4.2) for (K
Recall that for h = h r,s := q −(s+1)/2 t (r+1)/2 with some r, s ∈ Z ≥1 the Verma module M (h r,s ) has the singular vector v r,s with the normalization (3.9). By the definition of the Verma module there exists Φ r,s (q, t) ∈ Vir (−) q,t such that Φ r,s (q, t).1 hr,s = v r,s .
Proposition 4.5. The rational function (K −1 n ) (1 n ),(1 n ) (Q, q, t) ∈ Q(Q, q, t) satisfies the following recursive formula.
n−rs ) (1 n−rs ),(1 n−rs ) (q r t s , q, t)
Here R r,s (q, t) is determined by the expansion
of the norm of the element Φ |r|,|s| (q, t).1 h ∈ M (h) with respect to the highest weight h.
Proof. We follow the argument of [ES95, Lemma 3.2] , which showed that only simple poles may occur in matrix elements of the inverse matrix of the contravariant forms for Verma modules of finite dimensional Lie algebra. Let h = Q + Q −1 be a highest weight and denote by K n (Q) := K n the matrix (4.3). The Kac-type formula (2.4) says det K n (Q) ∝ n k=1 r|k χ r,k/r (h) p(n−k) with χ r,s (h) := h 2 − h 2 r,s . Fix k, r ∈ Z≥ 1 such that k ≤ n and r|k. Take a highest weight h 0 = Q 0 + Q −1 0 such that χ r ′ ,k ′ /r ′ (h) = 0 if and only if k ′ = k and r ′ = r. (For F = Q(q, t), it means h 0 = h r,k/r and Q 0 = q k/2r t −r/2 .) Then M (h 0 ) is reducible and contains a unique maximal submodule N (h 0 ) generated by a singular vector v r,k/r by Proposition 2.17.
Let z be a generic highest weight, i.e., χ r ′ ,s ′ (z) = 0 for any r ′ , s ′ ∈ Z ≥1 . Let τ be an indeterminate.
Using the Vir (0) q,t -valued bilinear form F (see Definition 2.11 (1) for the definition), we can introduce a new
Thus the minor determinant of size (N − 1)
is divisible by τ N −1 . The Kac-type formula (2.4) implies that det K τ n is divisible exactly by τ N , so that every matrix element of (K τ n (h)) −1 has only simple pole at τ = 0. Thus for any i and j the element (K n (Q 0 ) −1 i,j ) i,j has at most simple poles on the hyperplanes χ r,k/r (h) = 0. Now we may take {u i } such that u M = T M −1 .1 h . By Proposition 2.17 we may also set
. This is the desired result.
Now for the proof of the main theorem, it is enough to determine the factor R r,s (q, t).
Proposition 4.6. We have
The proof will be given in the next subsection.
4.3. Proof of Proposition 4.6. In [Y11] we proved the degenerated version of Proposition 4.6. We will use the parametrization c = c(β) = 13−6(β +β −1 ) for the central charge. For r, s
Since it comes from the algebra limit Vir q,t → U (Vir), it induces another degeneration limit
on the Shapovalov forms on M (h) and on M (c, h ′ ). The new limit lim S satisfies
It can be calculated by replacing q = e ε1 , t = e ε2 , taking the limit → 0, and take the 2n part on u, v ∈ M (h) (n) . Recall also that we have h = 2 + ε 1 ε 2 2 (h ′ + (ε 1 − ε 2 ) 2 /4) and c = 13 − 6(β + β −1 ), β = ε 2 /ε 1 . Now by the direct calculation using (4.4) and (4.5) we see that lim S R r,s (q, t) RHS of (4.4) = R ′ r,s (β) RHS of (4.5) = 1.
Since R r,s (q, t) ∈ F, this degeneration limit uniquely determines R r,s (q, t), so that we get the final result.
4.4. Another Proof. Here we give a sketch of another proof of Theorem 4.3. We follow the line of the argument in [Y11] . It consists of the following steps.
Step 1: Estimate the degree of R r,s (q, t) as the Laurent polynomial of q using the degenerate limit to the non-deformed Virasoro Lie algebra case.
Step 2: Determine the set S of the zeros of R r,s (q, t) with respect to q. and it is divided into three sub-steps:
• An upper bound of #S is obtained from the degree estimation in Step 1.
• Show that S includes a certain subset S 0 using bosonization. S 0 is determined from a coefficient B r,s (q, t) of the Macdonald symmetric function appearing in the bosonization of the singular vector v r,s (Theorem 3.3). We also show that S is invariant under the action (q, t) → (1/t, q).
is equal to the upper bound, S should be equal to S 0 ∪ τ S 0 .
As the result of Step 1 and Step 2, R r,s (q, t) is determined up to a factor depending only on t.
Step 3: Determine the t-factor of R r,s (q, t). It can be done by the degree estimate of R r,s (q, t) with respect to t.
Appendix A. Jantzen filtration and classification of weights
Following the argument of [FF90, IK11] in the case of the Virasoro Lie algebra, we describe the classification of highest weights respecting the Jantzen filtration.
A.1. Jantzen Filtration. Let us recall the notion of Jantzen filtration [J79] . Let R be a commutative algebra over a field K. Assume that R is a PID. Denote by Q(R) the quotient field of R. Fix a uniformizer τ of R. Let ν τ : R → Z ≥0 ∪ {∞} be a τ -adic valuation, and denote the residue field by K := R/τ R. Let us introduce the functor
from the category of R-modules to the category of K-vector spaces. For an element v in an R-module M , we also use the same symbol φ in the meaning of φ(v) :
Assume that N is a finite-dimensional Q(R)-vector space having a non-degenerate symmetric bilinear form (−, −) N : N ⊗ N → Q(R). Assume also that there is an R-sublattice N R of N such that
Since we have assumed N is finite-dimensional, N R is a free R-module of rank r with r := dim Q(R) N .
Choose an R-free basis {e 1 , e 2 , . . . , e r } of N R and set
This determinant is unique up to multiplication by units in R, so ν τ (D R ) is independent of the choice of the basis. Now define the symmetric bilinear form (−, −) on the K-vector space
Here π : R → K is the projection to the quotient field. This form is non-degenerate.
Definition A.1. For a non-negative integer d, we set
Then we have a filtration
in the K-vector space N K . This filtration is called the Jantzen filtration.
Lemma A.2.
(1) We have
(2) For each positive integer d, the symmetric bilinear form
is non-degenerate.
Remark A.3. The assumption of PID for R is used only in the proof of (3).
We may apply this formulation to M (h) (n) for each n ∈ Z ≥0 by the following argument. Let T be an indeterminate and set R := F[T ], so that Q(R) = F(T ) and K = F. Set N := R ⊗ K M (h) (n) , which is finite-dimensional. We have N R = N K = M (h) (n) . The bilinear form (−, −) N is set to be the induced one from −, − on M (h) (n) by linearity, which is non-degenerate since −, − is so by the Kac determinant formula (2.4). Thus we have the Jantzen filtration {M (h)
of the Verma module for each n.
Definition A.4. Taking the direct sum over n, we have a filtration on the Verma module M (h). This will be called the Jantzen filtration on M (h) and denoted by
A.2. Classification of highest weights. Hereafter we specialize q, t to complex numbers. The defining field F = Q(q, t) is replaced by C, and the highest weight h of the Verma module M (h) is also considered to be a complex number. For the algebra Vir q,t to be well defined, we assume that q/t is not a root of unity. In this setting, let us study the irreducibility of M (h) in detail. We want to determine the conditions for the highest weight h to classify the behavior of Jantzen filtration of the Verma module M (h).
Looking at the Kac determinant formula (2.4), we set
r,s = 0 . Definition A.6. The class of (q, t, h) is defined by the following condition on D(q, t, h).
Remark A.7.
(1) The symbols V, I and R mean vacant, irrational and rational respectively. This naming follows [IK11, Chap 5] .
(2) If (q, t, h) belongs to Class V , then M (h) is irreducible. Now we write down a (rough) classification of (q, t, h) according to the values of q and t. We choose branches of arg q and arg t in [0, 2π).
Lemma A.8. Assume q, t = 0 and neither q nor t is a root of unity. Then the class of (q, t, h) is classified in the following manner.
(1) |q| = 1. (a) log |t|/ log |q| / ∈ Q or arg t − arg q log |t|/ log |q| / ∈ 2πQ. Class V or I. (b) log |t|/ log |q| ∈ Q \ {0} and arg t − arg q log |t|/ log |q| ∈ 2πQ. Class V or I or R. (c) |t| = 1.
(i) arg t / ∈ 2πQ. Class V or I. (ii) arg t ∈ 2πQ. We don' consider this case here.
(2) |q| = 1.
(a) |t| = 1. (i) arg q / ∈ 2πQ. Class V or I. (ii) arg q ∈ 2πQ. We don' consider this case here. (b) |t| = 1.
(i) arg q / ∈ 2πQ and arg t / ∈ 2πQ. Class V or I or R. (ii) the other cases We don' consider this case here.
In the case (1), we have
Therefore in the cases (1) (a), the condition h 2 = h 2 r,s determines (r, s) uniquely. The other cases can be shown by similar arguments.
A.3. Class R. The most interesting is Class R with |q| = 1 and |t| = 1. We want to determine the number #D(q, t, h) precisely, and to give an explicit parametrization of the set D(q, t, h).
Let us study Class R in the case (1) (b) of Lemma A.8 first. Set
Then we have
r,s ⇐⇒ ±m = −s + r log |t| log |q| and ± θ ∈ −s arg q 2 + r arg t 2 + πZ.
Since we assume that (q, t, h) is in Class R, there exists at least one solution of these equations.
In the present case we may put log |t|/ log |q| = Q/P, Q, P ∈ Z \ {0}, gcd(Q, P ) = 1, P > 0. (A.4) According to (A.2) in the proof of Lemma A.8, we may also put
The first condition in (A.3) implies that it is natural to divide Class R with |q| = 1 and |t| = 1 into the following two subclasses.
Class R + : log |t|/ log |q| > 0. Class R − : log |t|/ log |q| < 0.
A.3.1. Class R + . In this subclass, the integer Q in (A.4) is positive. The first condition s = rQ/P ∓ m in (A.3) has infinite solutions for (r, s) ∈ (Z ≥1 ) 2 . Let us first parametrize these solutions as Next we re-parametrize D(q, t, h) as
One can see that r 2i s 2i = r 2i+1 s 2i+1 holds if and only if r 1 /P ∈ Z and s 1 /Q ∈ Z. See Figure 1 for the visual explanation. Now an easy observation (see [IK11, Lemma 5.8] ) for a similar argument) gives a finer classification of highest weights in Class R + .
Definition A.9. For a pair (P, Q) of positive integers with gcd(P, Q) = 1, we set
≥0 | r < P, s ≤ Q, rQ + sP ≤ P Q}. For such a pair (r, s) and integers r, s, i, we also set
Lemma A.10. Assume (q, t, h) belongs to Class R + . Then there exist a unique pair (P, Q) of coprime positive integers, a unique pair (r, s) in K + P,Q and a (not necessarily unique) integer i ∈ Z such that log |t|/ log |q| = Q/P, h = h P,Q;r,s,i .
Finally we study the degeneracy of the highest weights {h P,Q;r,s,i | i ∈ Z}.
Definition A.11. Divide the set K + P,Q as follows. Case 1 + : 0 < r < P and 0 < s < Q.
Case 2 + : r = 0 and 0 < s < Q. Case 3 + : 0 < r < P and s = 0.
Lemma A.12. Write h i := h P,Q;r,s,i for simplicity. Then the degeneration of highest weights {h i | i ∈ Z} is described as follows.
In particular, the following list exhausts the highest weight h such that (q, t, h i ) belongs to Class R + .
A.3.2. Class R − . In this subclass, the integer Q in (A.4) is negative. Let us replace Q by −Q (with Q > 0) hereafter. and the first condition s = −rQ/P ∓ m in (A.3) has at most finite solutions for (r, s) ∈ (Z ≥1 ) 2 . Let us parametrize these solutions as
If r i s i = r i+1 s i+1 , then we order them so that r i < r i+1 . See Figure 2 for a visual explanation. By the same argument as in the subclass Class R + , we have
Definition A.13. For a pair (P, Q) of positive integers with gcd(P, Q) = 1, we set
For such a pair (r, s) and integers r, s, i, we also set
Lemma A.14. Assume (q, t, h) belongs to Class R − . Then there exist a unique pair (P, Q) of coprime positive integers, a unique pair (r, s) in K − P,Q and a (not necessarily unique) integer i ∈ Z such that log |t|/ log |q| = −Q/P, h = h P,Q;r,s,i . Lemma A.16. Write h i := h P,Q;r,s,i for simplicity. Then the degeneration of highest weights {h i | i ∈ Z} is described as follows.
in the case (r, s) = (0, 0). h 2i+1 = h 2i = h −2i−1 = −h −2i−2 for i ≥ 0 in the case (r, s) = (0, −Q).
In particular, the following list exhausts the highest weight h such that (q, t, h i ) belongs to Class R − .
Case 1 − : h i (i ∈ Z \ {0}). Case 2 − : h i (i ∈ Z >0 ). Case 3 − : h (−1) i−1 i (i ∈ Z >0 ). Case 4 − : h 2i (i ∈ Z >0 ).
Remark A.17. (q, t, h 0 ) belongs to Class V .
A.4. Verma module at root of unity. This subsection is a recollection of the result of [BP98] , which investigated the structure of Verma module in the case |q| = 1 or |t| = 1. Assume q is a primitive N -th root of unity. By [BP98, Theorem 4.8 .
Here the functions p N and q N are determined by the following generating functions.
q N (r, s; n)x n = 1 + x r + · · · + x r(N −1−s) n≥1, n =r 1 + x n + · · · + x n(N −1) . [h]
Moreover the submodule M (h + rs) is irreducible.
A.5.3. For (q, t, h) belonging to Class R + , we have h = h P,Q;r,s,i for some pair (P, Q) of coprime positive integers, (r, s) ∈ K + P,Q and i ∈ Z (see Definition A.9).
Proposition A.20. Assume (q, t, h) belong ins to Class R + . Then for each Case (see Definition A.11), M (h) has the following commutative embedding diagram.
Proof. The proof is quite similar to the Virasoro Lie algebra case, so we omit the detail. See [IK11, §5.3.2] for the case of the Virasoro Lie algebra. The key tool is Proposition 2.17, by which we know that there is an embedding ι i,j : M (h i ) ֒→ M (h j ) for i, j with |i| = |j| − 1. For the commutativity of the diagram in the Case 1 + , we note ι 0,−1 • ι −1.2 (1 h2 ) ∝ ι 0,1 • ι 1.2 (1 h2 ) by the same Proposition. Multiplying a scalar factor to ι −1,2 , we have the commutativity ι 0,−1 • ι −1.2 = ι 0,1 • ι 1.2 . Commutativity of the other parts of the diagram can be shown similarly.
Here e n is the n-th elementary symmetric function, and for a partition µ we set e µ := e µ1 e µ2 · · · . Thus to calculate the normalization factor, it is enough to determined the matrix element M (e, T ) (s r ),(1 rs ) of the transition matrix M (e, T ) whose elements appear in the expansion e λ = µ ⊢|λ| M (e, T ) λ,µ · T −µ .1 hr,s .
The transition matrix M (e, T ) has a factorization M (e, T ) = M (e, p)M (T, p) 
where L ′ is the transposed matrix of (L λ,µ ) with
and Z = diag(z λ ) (resp. ε = diag(ε λ )) is the diagonal matrix whose elements are given by z λ (see (3.7) for the definition) (resp. ε λ := (−1) |λ|−ℓ(λ) ). The matrix element M (T, p) λ,µ can be read from (B.1). The result is M (T, p) λ,µ = t 
