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Concerns over climate change and rising costs and demand of energy have fueled
interest in various renewable and high eﬃciency energy technologies in recent years.
The energy demand associated with ventilation in high rise multifamily buildings
can be quite signiﬁcant. A number of technologies have been developed with the
aim of reducing the demand associated with the maintenance of acceptable levels
of indoor air quality and comfort in residential buildings.
Two such technologies were studied here. The unglazed transpired solar collec-
tor (UTSC) represents a radical shift from earlier collector designs with its perfo-
rated metal cladding and the absence of glazings and covers. It acts as a ventilation
air preheater by delivering warmed air to a conventional makeup air heater which
supplies any necessary supplemental heating prior to building delivery. The per-
forated design allows the boundary layer to be sucked into the collector, resulting
in very high thermal eﬃciencies.
A model consisting of a UTSC system and the building on which it is installed
was developed. The model computes hourly performance based on TMY2 weather
data. Results indicated the importance of the control system in maximizing energy
capture and validated the realistic option of a nighttime bypass mode. Results of
simulations in seven locations across the state of New York indicated that, while
substantial energy capture was possible, economic performance appeared to be
marginal.
Recovery ventilation (including both heat and energy recovery ventilation) of-
fers another potentially attractive method of oﬀsetting ventilation energy demandby preconditioning ventilation air. Heat and/or moisture are transferred between
the exhaust and supply streams of the ventilation system, allowing the capture
of “waste” heat and moisture (or the lack of these two, depending on the season)
from the exhaust stream. Recovery ventilation, which can also achieve very high
eﬃciencies, has the advantage over solar technologies of operating continuously
and unimpeded during both day and night and throughout the entire year since
the heat/moisture exchange proceeds in either direction and is useful in both.
Unfortunately, serious problems hampering the ﬁeld performance of recovery
ventilation systems have included low system ﬂows and pressures and even ﬂow
reversal at exhaust terminals. A model of a typical high rise residential building
was developed based on an existing Albany building involved in a recovery venti-
lation case study and exhibiting these problems. The model successfully predicted
the key ﬁeld observations of low pressures and ﬂows along with ﬂow reversal under
certain conditions. Factors found to signiﬁcantly aﬀect ventilation system per-
formance included stack eﬀect, opening of windows, and duct leakage. Possible
solution strategies were investigated including increasing system pressure, com-
partmentalization, and leakage reduction. An important ﬁnding was that typical
operating pressures are most likely too low to resist external disturbances such
as stack eﬀect. However, signiﬁcant duct leakage can pose a formiddable obstacle
to achieving higher pressure systems. These results indicate the importance of
considering both the necessary pressures for immunization against uncontrollable
disturbances and the duct leakage present (in retroﬁt applications) in order to
maximize the performance of recovery ventilation systems in the ﬁeld.BIOGRAPHICAL SKETCH
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xivChapter 1
Motivation
Energy continues to emerge as one of the deﬁning issues of the coming generation
of engineers and scientists as well as policymakers and consumers. Whether it is
availability or security of supply, increasing competition in demand, byproducts of
generation and climate change, or market drivers of energy economics, the harness-
ing of energy to perform useful work for mankind is touching nearly every aspect
of modern life.
A social imperative for engineers is to understand both the larger context in
which the engineering profession operates and the impacts on society and the
environment produced by decisions made and actions taken within their respective
ﬁelds. In an attempt to oﬀer some of this understanding, this chapter aims to
motivate the research projects described in later chapters by brieﬂy highlighting
the rise in global energy demand, the relationship between economic productivity
and energy consumption, and the energy demand of maintaining acceptable levels
of indoor air quality and comfort in modern buildings.
1.1 Rising Global Energy Demand
The Energy Information Administration under the U.S. Department of Energy
publishes a wide variety of statistical information related to energy production and
consumption (Energy Information Administration, 2005, 2006a,b, 2007). Interna-
tional Energy Outlook 2006 (IEO2006) contains both historical trends in world
energy markets as well as estimates of future behavior through 2030. IEO2006
only addresses marketed energy sources even though non-marketed sources may
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Figure 1.1: World energy consumption. (Taken from IEO2006.)
play an important role in some developing countries. While the reference case
does include the impact of some government regulations, it does not consider the
impact of proposed legislation or other factors like the Kyoto Protocol which do
not indicate the methods by which their proposals will be accomplished. (There
is, however, a special Kyoto case scenario that is considered in IEO2006.)
The statistics presented in IEO2006 generally divide the world into two groups.
The Organization for Economic Cooperation and Development (OECD) includes
three basic subgroups: North America, OECD Europe (e.g., western Europe), and
OECD Asia (including Japan, South Korea, Australia, and New Zealand). Non-
OECD countries include non-OECD Europe and Eurasia (e.g. Russia), non-OECD
Asia (e.g. China, India), Africa, Middle East, and Central and South America (e.g.
Brazil).
IEO2006 predicts that world energy consumption will increase by about 2%
per year between 2003 and 2030 for a total increase of 71%. Figure 1.1 displays
world consumption from 1980 through the 2030 predictions.
Clearly the majority of the expected increase is due to the non-OECD countries,3
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although the OECD consumption is also expected to rise. The OECD demand
increases by an average of 1.0% compared to 3.0% per year for non-OECD regions.
Growth averages 3.7% per year for non-OECD Asia which includes China and
India. The diﬀerence in demand increases between regions results primarily from
projections of strong economic growth in non-OECD economies. For example,
gross domestic product (GDP) (in purchasing power parity terms) expands by
5% in non-OECD regions compared to 2.6% per year for OECD regions. The
next section will further demonstrate that economic output is well correlated with
energy consumption, particularly in developing countries.
Figure 1.2 shows the breakdown of world energy consumption by sector. The
industrial sector has the fastest growth with slower growth predicted for the build-
ings sector (residential and commercial). Transportation is predicted to exhibit the
slowest growth, in contrast to the previous year’s prediction of an equal growth
rate between transportation and the industrial sector. This is primarily because of
higher predicted oil prices that are expected to slow transportation’s growth since
oil currently dominates the energy source for transportation.4
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Concerns over the impact mankind is having on the environment in general
and particularly on the atmosphere and global temperatures (Intergovernmental
Panel on Climate Change, 2001; McIntyre and McKitrick, 2005a,b) have caused
increased awareness of the various energy sources. Figure 1.3 shows the histories
and projections of energy demand by fuel type. Fossil fuels are expected to supply
the majority of the increase in demand, with renewables and nuclear contributing
smaller increases.
The predictions contained in the annual energy reports are regularly checked for
accuracy. The Annual Energy Outlook Retrospective Review contains comparisons
of predicted quantities from years past and the actual recorded values of those
years. In general, total energy demand is predicted within an absolute value of
2%.5
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(Taken from Hammer (2006).)
1.2 Energy Consumption and Economic Output
The previous section hinted at the relationship between economic output and en-
ergy consumption by highlighting the larger expected increase in energy demand in
developing countries. Figure 1.4 shows the relationship between economic output
as measured by GDP per capita and energy consumption per capita for a number
of countries.
The correlation between the two is obvious. The conclusion is that for un-
derdeveloped countries to signiﬁcantly improve their economies, large amounts of
energy must be readily available. Thus aﬀordable energy will likely play an im-
portant role in the ability of developing regions to increase their economic output.
Consequently, regions that are expected to experience increased economic activity
in coming years (e.g. China, India) are also expected to contribute noticeably to6
the increasing global demand. Incidentally, the ﬁgure shows that the U.S., along
with the UK, has done a relatively good job at increasing productivity without a
large increase in energy consumption (both on a per capita basis).
1.3 Building Energy Demand
The energy demand associated with buildings can be quite signiﬁcant and is ex-
pected to continue to rise in the future as shown previously. A signiﬁcant portion of
this demand is related to ventilation, heating, and cooling of the building interior.
Cogan and Shapiro (1996) found that ventilation alone in multifamily buildings
may represent up to 20% of annual building demand. Another study of four high
rise residential buildings estimated the ventilation cost to be about 13% of annual
consumption (Lawrence Berkeley National Laboratory, 1998).
While some building features (e.g. windows) have received much attention
relative to their importance in energy consumption, other factors involving con-
struction issues (e.g. envelope airtightness) have received less attention (Emmerich
et al., 2005). Emmerich et al. used two software tools (one of which was the airﬂow
model used in one of the present modeling studies) to investigate the energy impact
of inﬁltration (unplanned air leakage into or out of building) in oﬃce buildings.
The results indicated that roughly 33% of the total heating demand was due to
inﬁltration, while inﬁltration actually decreased the cooling demand by about 3%.
Lawrence Berkeley National Laboratory (1998) refers to another study that found
inﬁltration costs to be about 17% of annual totals for several high rise residential
buildings.
On typical high rise residential buildings, these percentages represent large
expenses and oﬀer a signiﬁcant investment opportunity if renewable technologies7
can be developed to supply some or all of this needed energy to the ventilation air.
Inﬁltration (or exﬁltration) should be minimized, though, since such undesirable
airﬂows can exact large energy penalties and counteract savings.Chapter 2
Unglazed Transpired Solar Collector
2.1 Introduction
Solar air heaters have traditionally drawn air through a collector consisting of a
plate absorber with a glass covering often coated with a selective glazing that made
the collector both delicate and expensive (Figure 2.1a). The glazing also caused
undesirable reﬂective losses that negatively impacted performance. In the early
’90s, researchers at Conserval Engineering and the National Renewable Energy
Laboratory (NREL, then the Solar Energy Research Institute) discovered they
were independently developing a novel solar technology: the unglazed transpired
solar collector (UTSC) (Figure 2.1b). The UTSC eliminates the need for a special
glazing and represents a much more robust solar collector.
A UTSC consists of galvanized steel cladding with small slits punched into the
material (Figure 2.2a). The cladding is proﬁled to provide structural rigidity. For
retroﬁt applications, the collector is usually mounted on the side of a building
(Figures 2.2b and 2.2c). For new buildings in which the entire wall area may be
utilized for the UTSC, a cheaper facade can be used underneath the cladding,
resulting in a material displacement savings for the solar collector. Air is heated
as it is drawn through the perforated absorber; it then moves toward the plenum
exit and into the ductwork leading to the furnace (Figure 2.2d), where it receives
supplemental heating if necessary prior to its delivery to the building.
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Figure 2.1: Comparison of solar air heater designs. (a)Older solar collector design
using one or more (possibly selective) glass covers to heat air as it passes over an ab-
sorbing plate. (b)Unglazed, transpired solar collector design employing a perforated
absorber plate; air near the absorber is heated as it is drawn through the perforated
face.10
(a) (b)
(c) (d)
Figure 2.2: Solarwall R  technology. (a)Metal cladding is punched and proﬁled.
(b)Base metal frame is attached to building exterior. (c)Perforated cladding is at-
tached to frame. (d)Air drawn into ductwork and delivered to furnace (ﬁnal con-
necting ductwork not yet installed in photo).11
2.2 Literature Review
Kutscher (Kutscher, 1992; Kutscher et al., 1993) provided the theoretical frame-
work within which most later modeling and experimental work on UTSCs has
taken place. The assumed physical scenario is the classical 2D case of a ﬂat plate
in a laminar free stream ﬂowing horizontally (from left to right, as ﬂows always do
(Pope, 2006)) across the plate along with suction at the plate surface. The suction
is assumed to be homogeneous, meaning the velocity is the same at every point
along the surface; the nominal “suction velocity” applied at the surface is deﬁned
as the ratio of the total system ﬂow rate (not the free stream but the ﬂow through
the collector face driven by fans) to the total area of the collector face.
An overall energy balance was provided which included total incoming radia-
tion, radiative and convective losses, and energy delivered to the air ﬂowing through
the collector face. The incoming radiation was expected to include direct, diﬀuse,
and reﬂected components. The radiative loss term accounted for radiation ex-
change between the collector and both the sky and the ground (surroundings).
One of the more interesting aspects of this work was the demonstration that ho-
mogeneous suction at the plate surface results in an asymptotic boundary layer,
i.e. ∂u/∂x → 0 for a suﬃciently large distance from the leading edge along the
surface. This enables a direct integration of the x-momentum equation and an
exact solution to the Navier-Stokes equation without the need for boundary layer
approximations. (Note that this is strictly true only for homogeneous suction; the
more realistic case of discrete suction will be discussed later.) Furthermore, under
normal operating conditions, an initially laminar free stream would not transition
to turbulence regardless of the length of the plate. Similar analysis showed an
asymptotic temperature proﬁle as well. Convective losses were shown to be sim-12
ply the heat transfer from the plate to the free stream occuring in the starting
region (non-asymptotic region near the leading edge). This is a consequence of the
asymptotic boundary layer: in the asymptotic region, all of the heat ﬂux from the
wall is transferred to the suction air stream. No heat transfer to the free stream
occurs, leaving only the heat transferred in the starting region to be carried by the
free stream past the trailing edge (convective loss).
In order to solve the nonlinear energy balance equation for the collector tem-
perature, a heat exchange eﬀectiveness parameter was introduced to relate the
temperature of the air drawn through the collector to the collector temperature.
The heat exchange eﬀectiveness thus depends on the overall heat transfer coeﬃ-
cient for the air being drawn through the collector. An eﬃciency was also deﬁned
as the ratio of delivered energy to incoming radiation.
Using this model, estimates of performance based on assumed typical operat-
ing conditions were quite promising. For large suction velocities, predicted eﬃ-
ciencies were high and relatively independent of free stream velocity (wind speed).
Predictions matched well with early small-scale and full-scale experimental work
performed at NREL. The work thus oﬀered a solid theoretical foundation for the
developing UTSC technology and set the course for much future work.
The ﬁrst attempt to employ computational ﬂuid dynamics (CFD) in investiga-
tions of UTSC performance was made by Cao and Hollands (1993). A deviation
from Kutscher’s earlier work was made by neglecting convective losses entirely.
The 2D domain was assumed to be in the asymptotic region, permitting the use of
periodic boundary conditions (the purely asymptotic boundary layer in homoge-
neous suction reduces to a periodic boundary layer in discrete suction). A section
surrounding a single rectangular slot represented the computational domain, in-13
cluding the free stream region, the plate, and the slot. Computational demands
were prohibitive, but a correlation was developed for both a front plate heat ex-
change parameter as well as a slot heat exchange parameter. These were based on
suction velocity, wind speed, air properties, and plate dimensions (overall dimen-
sions as well as slot size and spacing).
Kutscher (1992, 1994) performed experimental work aimed at developing a
correlation for the heat transfer under typical UTSC conditions, namely low plate
porosities, low suction velocities, a crosswind on the surface, and staggered hole
arrays. He also considered the importance of pressure drop in ensuring ﬂow uni-
formity and preventing reverse ﬂow (ﬂow out of instead of into the collector face).
The results further conﬁrmed the importance of suction velocity, wind speed, and
plate dimensions.
Dymond (Dymond, 1994; Dymond and Kutscher, 1997) attempted to develop
a modeling tool that would run fast enough on a PC to be useful to designers. The
goal was to provide information on ﬂow uniformity and eﬃciency that would facili-
tate the selection of appropriate geometric parameters. This was largely a response
to poor ﬂow distributions observed in ﬁeld installations leading to lower than de-
sired eﬃciencies. A pipe network approach was used to model the ﬂow into the
collector and through the plenum to a single outlet. Pressure drops included fric-
tion across the collector face, friction in the plenum, buoyancy in the plenum, and
ﬂow acceleration in the plenum. Mass and energy balances performed at each node
(where two or more pipes connect) required the simultaneous solution of a system
of algebraic equations (achieved via iteration). Model results indeed demonstrated
ﬂow starvation in certain conditions, e.g. in the upper corners of a wide collector
with a single outlet near the center. While the pipe network model was later used14
in the design of new installations, no general design recommendations were made
based on the results of this modeling study.
Gunnewiek (Gunnewiek, 1994; Gunnewiek et al., 1996, 2002) made signiﬁcant
advances using CFD to model the ﬂow in the plenum, taking care to consider
the eﬀect of the far ﬁeld wind along with the heat transfer and pressure drop
characteristics of the collector face. A major simpliﬁcation made to keep the
problem tractable involved the collector itself. Rather than model discrete holes
over the entire collector area, a simpliﬁed model was developed that related the
temperature and pressure distributions of the region just outside the collector to
those just inside the plenum. Thus an abmient temperature distribution along
with a pressure distribution based on building shape and wind speed represented
the boundary at the collector face, whereas the distributions just inside the plenum
(deﬁned by the simpliﬁed model based on the conditions just outside) represented
the actual boundary of the computational domain within which ﬂow modeling was
performed. So only the ﬂow in the plenum was modeled with CFD, whereas the
ﬂow through the collector face was calculated with the simpliﬁed model.
The grid used provided the highest resolution in the vertical direction, a mod-
erate resolution in the direction from the collector face to the (building) wall, and
a minimal resolution in the direction of the width of the collector. As such, it
was ill equipped to address (horizontal) ﬂow uniformity from the perspective of
Dymond’s pipe network model. The primary investigation, then, involved ﬂow
uniformity across the vertical length of the collector, thereby oﬀering insight into
important issues such as buoyancy dominated ﬂows.
Indeed, most of the ﬂow regimes investigated exhibited buoyancy eﬀects to
some degree. Gunnewiek imagined the ﬂow as the superposition of a forced ﬂow15
(fan driven) and a buoyancy ﬂow, with either one dominating or the two being
comparable. Buoyancy manifests itself as more ﬂow at the bottom of the collector
and less ﬂow at the top. One of the most important ﬁndings of the work was
that when buoyancy eﬀects dominate, reverse ﬂow (ﬂow out of instead of into the
collector) may occur, a highly undesirable phenomenon indicating compromised
performance. The system parameters inﬂuence the buoyancy eﬀect in diﬀerent
ways. An example of interest to the present study involving high-rise buildings is
that increasing the height of the collector increases the strength of the buoyancy
eﬀect.
Based on the results of his work, Gunnewiek (1994) oﬀered recommendations
intended to help designers maximize UTSC performance. As with most engineering
work, the designer is faced with a series of tradeoﬀs. Maximum thermal eﬃciency
was most often observed to occur when the ﬂow was buoyancy dominated. How-
ever, operating near the buoyancy driven ﬂow renders the system highly susceptible
to reverse ﬂow. Increasing the hydraulic impedance of the collector face can sta-
bilize the ﬂow, but this will increase the pumping requirements of the fan system.
Recommended minimum suction velocities ranged from 0.013 m/s for the no-wind
case to 0.039 m/s for the case of a quartering wind at a speed of 5 m/s.
Kutscher (1996) pointed out that the assumption of negligible natural convec-
tion heat loss was observed experimentally to become invalid at suction velocities
around 0.02 m/s, resulting in overprediction of performance by his earlier model.
Therefore, it was recommended that suction velocities not be allowed to drop be-
low this value when designing UTSC installations. Along with earlier work, it
was pointed out that eﬃciency generally increases with increasing suction velocity,
providing another incentive to maintain high suction velocities. An upper limit16
for suction velocities of about 0.05 m/s was said to correspond to the point at
which required fan power continues to increase with little increase in total energy
collection. A minimum pressure drop across the collector face of 25 Pa was also
recommended.
A discussion of several ﬁeld installations provided an example highlighting the
importance of maintaining the recommended suction velocities. A 362 m2 instal-
lation in Germany ran at an average eﬃciency of only 25%. The suction velocity,
though, was only half of the minimum recommended value, below which eﬃciency
is predicted to exhibit a marked dropoﬀ.
A helpful review was provided by Hollands (1998). After the original theory
was recast, discussion of continuous versus discrete suction began with the result
from earlier studies that continuous suction is realized when the hole spacing is
much less than the boundary layer thickness. This requirement is not met un-
der normal UTSC operating conditions where the boundary layer thickness in the
asymptotic region is of order 0.1 mm, indicating that UTSCs operate in discrete
suction. However, the small thickness of the suction boundary layer means that
even if the larger boundary layer on the whole building is turbulent, the suc-
tion boundary layer may reside within the laminar sublayer of this larger building
boundary layer, rendering the laminar assumptions of the earlier model applicable.
These comparisons, while only strictly true for continuous suction, are predicted
by Hollands to be true even for discrete suction. Discrete suction will therefore not
aﬀect the overall ﬂow regime; its eﬀect will appear primarily in the heat exchange
eﬀectiveness parameter which, when calculated, will account for discrete suction
eﬀects within the model derived based on the continuous assumption.
Hollands discussed several studies (some earlier work published later; see Aru-17
lanandam et al. (1999); Decker and Hollands (1999); Decker et al. (2001)) aimed at
correlating the heat exchange eﬀectiveness parameter with various conﬁguration
parameters. Also discussed were Gunnewiek’s ﬁndings on buoyancy driven ﬂows
and ﬂow uniformity and his recommended suction velocities for various building
shapes and orientations relative to the wind.
The early CFD and experimental work aimed at developing heat exchange
eﬀectiveness parameter correlations all considered circular holes on square or tri-
angular layouts. However, since these earlier works, the manufacturer has moved
from the original circular holes to the punched slots currently in use (2.2a). Re-
search by Golneshan and Hollands (2000) was aimed at developing correlations
for transpired plates with a slotted geometry as well as investigating the eﬀects of
plate thickness and plate conductivity on overall performance. The heat exchange
eﬀectiveness parameter was found to correlate rather well with a single nondimen-
sional parameter based on a suction velocity/slot spacing Reynolds number and
the ratio of suction velocity to wind speed. Two additional parameters used to
ﬁt the experimental data were based on plate material and plate geometry. The
results thus provide an investigator with a reasonable method for evaluating the
key heat exchange parameter based on material and geometrical properties, albeit
limited to the range of geometries, materials, suction velocities, and wind speeds
considered in the study.
All the studies discussed up to this point were based on a ﬂat plate analysis.
As mentioned previously, an actual UTSC is proﬁled to provide structural rigid-
ity. Gawlik (Gawlik, 1995; Gawlik and Kutscher, 2002) attempted to investigate
the eﬀect of a sinusoidally varying corregation on the performance of a UTSC
using both numerical modeling and experimental techniques. The results showed18
that the starting length for the corrugated plate was greater than that for the
ﬂat plate, indicating greater convective losses. The boundary layer over the corru-
gated plate was observed to be laminar, and partial separation was observed under
certain conditions. As expected, separation caused a sharp increase in convective
losses. However, the results seemed to indicate that this was primarily a concern
for smaller collectors, with the heat loss as a fraction of total incident radiation
dropping as collector size increased.
Several software tools have been developed to aid the investigation of UTSC
performance. The SWift program was developed by Enermodal Engineering Lim-
ited for the CANMET Energy Technology Centre (related to Natural Resources
Canada) as a design and performance prediction tool for solar air heating (Carpen-
ter et al., 1999). SWift runs on hourly weather data and was aimed at three types
of solar air heating: industrial ventilation, commercial preheating, and process
heating. RETScreen R International (managed by Natural Resources Canada) has
also developed software aimed at predicting UTSC performance (RETScreen R  In-
ternational Clean Energy Support Centre, 2001–2004) based on monthly average
weather data.
TRNSYS (pronounced ‘tran-sis’) is a tool developed by a joint project between
the University of Wisconsin - Madison and the University of Colorado to perform
transient simulations of thermal energy systems. TRNSYS runs on hourly weather
data and can be used to predict the performance of any energy system created
with built-in or even user-deﬁned components. Summers (1995) produced a UTSC
component for use with TRNSYS. Maurer (2004) later modiﬁed the component
developed by Summers in an attempt to improve its modeling capabilities. The
TRNSYS UTSC model was the ﬁrst attempt to couple the governing equations for19
the collector with a whole building model in order to compute energy savings. It
provided the direction taken in developing the present model, although a number of
key changes were made which will be discussed when the two models are compared
in the model validation section.
An attempt was made to explore the free SWift and RETScreen R  programs.
While SWift has the appeal of using hourly weather data, no data for the United
States seemed to be included in the program. Furthermore, it was felt that the
discussion of the model employed in SWift (only found by the author in Carpenter
et al. (1999)) was not completely clear, with the model appearing to be more
empirical than mechanistic. There are also limitations on certain parameters, e.g.
eight ﬁxed collector azimuth values, that may prevent an investigation of certain
intermediate values. Another limitation was that SWift did not appear to break
the energy savings into the diﬀerent components even though it computes energy
contributions from the active solar gain, the wall recapture, and the insulation
eﬀect. Not only that, but the author here sought to perform an altogether diﬀerent
analysis of the eﬀect of the collector on the wall heat transfer.
RETScreen R  was primarily limited by its use of monthly average weather data.
As such, it may be useful as a prefeasibility tool, but it is not well suited to provide
a very accurate simulation of a given conﬁguration at a given location. TRNSYS
is proprietary software and quite expensive. Moreover, it is not a standardly
available program at engineering schools (it is not available at either of the schools
attended by the present author). Other concerns also came to bear; one example
was the early interest in the possibility of employing optimization algorithms in
the search for optimal collector conﬁgurations under certain conditions, which
would require a script based model that could be used in an automated routine20
performing large numbers of simulations. It was concluded that development of a
model in a commonly available engineering program like MATLAB would not only
better serve the purpose of this study but also possibly aid future work seeking to
incorporate elements of or build upon this work.
2.3 Model Description
2.3.1 Weather Data
To facilitate the use of computer simulations in investigations of the performance
of solar energy conversion systems and building systems, NREL in 1996 compiled
weather measurements taken at 239 weather stations during the period 1961-1990
(Marion and Urban, 1995). The results are called typical meteorological years
(TMY) and consist of hourly values of solar radiation as well as various meteoro-
logical elements (e.g., wind speed and direction). These particular data sets are
referred to as TMY2s in order to distinguish them from earlier data sets known
as TMYs. An important point to realize is that the nature of a TMY precludes
its use in predicting actual performance over the next year or even the next ﬁve
years. Rather, it is to be considered a representation of conditions assumed to be
typical over the entire 30 year period over which the measurements were taken.
Furthermore, TMY2s should not be used in designing systems to handle worst-case
scenarios since the data represent typical rather than extreme conditions. (Marion
and Urban, 1995)
The succeeding calculations of relevant solar quantities are based on Duﬃe and
Beckman (2006). TMY2 rates (e.g. solar radiation) are considered hourly rates
that operate for one hour. For the purpose of calculations involving time and21
solar geometry, it is assumed that TMY2 data were measured on the half hour of
the standard time hour which they represent. It is then necessary to convert the
standard time to solar time since the relationships describing solar geometry are
based on solar time. Solar time is deﬁned relative to solar noon, the time at which
the sun is on the local meridian (the local imaginary longitudinal line connecting
the geographic north and south poles). The diﬀerence between standard time and
solar time in hours is
SolarTime - StandardTime =
4(Lstd − Lloc) + E
60
(2.1)
where Lstd is the standard meridian for the local time zone (e.g., Eastern U.S. =
75oW) and Lloc is the local longitude. E is the equation of time in minutes deﬁned
by equation (2.2) where B = 360(n−1)/365 (based on the nth day of the year). It
is worth noting here that, while all solar equations vary continuously throughout
the year, discrete equations for select parameters based on the day of the year are
generally suﬃciently accurate for engineering calculations.
E = 229.2(0.000075 + 0.001868cosB − 0.032077sinB
− 0.014615cos2B − 0.04089sin2B) (2.2)
The hour angle ω is deﬁned as the angular displacement of the sun east or west
of the local meridian such that afternoon is positive. (Note that the earth rotates
at a rate of 15o/hour.) The declination δ represents the angular position of the
sun at solar noon with respect to the plane of the equator (north is positive) and22
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Figure 2.3: Solar geometry. Collector tilt βc and azimuth γc, solar azimuth γs and
altitude αs, and zenith angle θz shown. Angle of incidence θc (angle between surface
outer normal and direction of incoming radiation) not shown. (Adapted from Duﬃe
and Beckman (2006).)
moves continuously within the range ±23.45o throughout the year.
ω = 15(SolarTime − 12) (2.3)
δ = 23.45sin

360
284 + n
365

(2.4)
Figure 2.3 displays most of the angles useful for computing the amount of
incoming solar radiation on a tilted surface. The angle of incidence θc (not shown
in Figure 2.3) is the angle between the outer surface normal and the direction of
incoming radiation.
cosθc = sinδ sinφcosβc − sinδ cosφsinβc cosγc + cosδ cosφcosβc cosω
+ cosδ sinφsinβc cosγc cosω + cosδ sinβc sinγc sinω (2.5)
Here φ is the site latitude, βc is the collector tilt angle, and γc is the collector23
azimuth. The zenith angle θz is equivalent to the incidence angle when the collector
tilt βc = 0.
cosθz = sinδ sinφ + cosδ cosφcosω (2.6)
The solar altitude αs is simply the complement of the zenith angle for 0 ≤ θz ≤ 90
and is zero otherwise.
αs =

 
 
90 − θz 0 ≤ θz ≤ 90
0 otherwise
(2.7)
The solar azimuth γs is the angle between due south and the horizontal projection
of the direction of incoming radiation with west of south positive. Depending on
declination and latitude, γs may take on values in the range ±180o.
γs = sign(ω)
  
cos
−1

cosθz sinφ − sinδ
sinθz cosφ
  
 (2.8)
Total incoming solar radiation on the tilted collector surface may be computed
as the sum of three components: direct, diﬀuse, and reﬂected (Kutscher et al.,
1993). The direct normal component Ib,n (also called beam radiation) represents
insolation concentrated along the line between the sun and the collector. The angle
of incidence θc must be introduced in order to compute the component of direct
radiation falling on a collector of abitrary orientation (tilt and azimuth). Because
the sun may be behind a collector under certain conditions (cosθc < 0) rendering
a meaningless computation of negative incoming direct radiation, the constraint
Ib,n ≥ 0 is introduced. Diﬀuse horizontal radiation Id,h represents the amount of
radiation on a horizontal plane that has been scattered by the atmosphere. It is
assumed to be distributed evenly over the hemispherical sky dome and therefore24
requires the collector-sky view factor Fcs in order to compute the portion falling on
an arbitrarily oriented collector. Global horizontal radiation Ig,h is the sum of the
direct and diﬀuse components falling on a horizontal surface. It is used along with
a composite ground reﬂectance ρg to compute the amount of radiation reﬂected
by the ground and surroundings. Note that ρg is aﬀected by factors such as snow
cover and surrounding asphalt (Duﬃe and Beckman, 2006).
IT,direct = Ib,n cosθc (2.9)
IT,diffuse = Id,hFcs (2.10)
IT,reflected = Ig,hFcgρg (2.11)
IT = IT,direct + IT,diffuse + IT,reflected (2.12)
2.3.2 Shading
Shading of a UTSC may signiﬁcantly aﬀect the amount of insolation incident
on the collector surface. Treating the collector as a single point located at the
geometric center of the collector greatly simpliﬁes a shading analysis. Considering
the sun to move on the surface of a very large sphere centered at the collector, the
solar azimuth γs and the solar altitude αs completely deﬁne the sun’s location at
any point in time, and these may be computed for each hourly TMY2 data point.
Shading may then be determined by radially projecting the shading object onto the
surface of the large sphere. The exact shape of this projection will of course depend
on the shape of the shading object itself, but the projection represents a subregion
of the sphere corresponding to (γs,αs) pairs for which shading will be present, i.e.
hours when the shading object will block the direct line of sight between the solar
disk and the collector. Because the mathematical description of the projection may25
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Figure 2.4: Shading geometry. The shading object is a 2D quadrilateral with the
following assumptions: vertical sides, bottom lying in horizontal plane of collector
center, arbitrary orientation in horizontal plane. Note that the convention for γ
(west of south is positive) determines which corner represents the maximum and
which represents the minimum.26
be very complex, a simpliﬁcation may be made that eﬀectively limits the shading
object to a 2D quadrilateral with vertically oriented left and right boundaries and a
bottom boundary ﬁxed in the horizontal plane of the collector’s center (Figure 2.4).
The top boundary is simply a straight line connecting the top points of the left and
right boundaries. Since the primary application of UTSCs involves installation on
the sides of large buildings, this simple method is expected to prove rather useful as
it is well suited to modeling the shading eﬀect of a nearby building or wall. Thus the
input shading parameters are limited to the following: a minimum shading azimuth
γmin, a maximum shading azimuth γmax, and shading altitudes αγmin and αγmax
corresponding to the altitudes of the shading object at the respective azimuths.
These four inputs also mean the burden of the geometrical calculations necessary
to translate a real-world object into the more abstract azimuths and altitudes of
the corners of an imaginary 2D vertical wall falls upon the user. When the sun
is located in the region of the sky dome blocked by the shading object, the direct
component of radiation will be set to zero. The diﬀuse and reﬂected components
are unchanged since they represent radiation coming from the entire sky dome and
the entire ground level surroundings. While it is possible that blockage of the sky
or surroundings may signiﬁcantly aﬀect diﬀuse and reﬂected radiation levels, this
complication is not being considered here.
2.3.3 Collector and Wall Energy Balances
The model developed here is based on the work of Kutscher (Kutscher, 1992;
Kutscher et al., 1993), Summers (1995), and Maurer (2004). The governing equa-
tions of the collector itself are based on Kutscher’s work. The method of model-
ing the building wall behind the collector and the energy savings based on total27
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Figure 2.5: Diagram of building heat transfers with UTSC present. (Adapted from
Maurer (2004).)
building demand are based on Summers’ and Maurer’s works, although signiﬁcant
modiﬁcations have been introduced.
For the collector analysis, a ﬂat plate was assumed along with homogeneous
suction across the surface. The ﬂat plate approximation is expected to be valid
for proﬁled plates when suction velocities are high enough to avoid separation in
the ﬂow across the proﬁle. Nonhomogeneous suction will be accounted for by the
introduction of a heat exchange eﬀectiveness parameter.
Mechanisms of heat transfer involving the collector and the wall behind it are28
shown in Figure 2.5 and include the following:
• incoming solar radiation, Qrad
solar;
• radiation (loss) from the collector to the ground and sky, Qrad
coll−sur;
• convection (loss) from the collector to the surrounding air, Qconv
coll−sur;
• convection from the collector to the incoming air stream, Qconv
coll−air;
• convection from the building wall to the incoming air stream, Qconv
wall−air;
• radiation from the building wall to the collector, Qrad
wall−coll;
• conduction through the portion of the (assumed) southfacing wall covered
by the collector from the interior to the plenum, Qcond
int−plen.
Energy balances on the collector plate and on the exterior surface of the building
wall covered by the collector produce equations (2.13) and (2.14), respectively.
Q
rad
solar + Q
rad
wall−coll − Q
rad
coll−sur − Q
conv
coll−sur − Q
conv
coll−air = 0 (2.13)
Q
cond
int−plen − Q
rad
wall−coll − Q
conv
wall−air = 0 (2.14)
The incoming solar radiation is deﬁned in terms of the absorptivity αc and
collector area Ac once the insolation on the tilted plane IT has been computed.
Q
rad
solar = αcITAc (2.15)
The radiation and convective losses from the collector to the surroundings may be29
estimated using, respectively,
Q
rad
coll−sur = cσAc(T
4
coll − FcsT
4
sky − FcgT
4
gnd) (2.16)
Q
conv
coll−sur = 0.82

U∞ν
v0

Hρcp(Tcoll − Tamb) (2.17)
where c is the collector emissivity; σ is the Stefan-Bolzmann constant; Fcs and
Fcg are the collector view factors to the sky and ground, respectively; Tcoll is
the collector plate temperature (assumed to be spatially uniform); Tgnd is the
ground temperature assumed for radiation calculations to be equal to the ambient
temperature Tamb; U∞ is the average free wind speed; ρ, cp, and ν are the air
density, speciﬁc heat at constant pressure, and kinematic viscosity (all assumed
constant and evaluated at 300 K); v0 is the suction velocity (ratio of volumetric
ﬂow rate Qflow to collector area Ac); Tout is the temperature of the air as it exits
the collector plenum and enters the ductwork; and H is the height of the collector.
The sky temperature Tsky is the eﬀective radiating temperature of the sky. In
general it is not equal to the ambient air temperature and must be computed sep-
arately. Duﬃe and Beckman (2006) reference an earlier work aimed at correlating
Tsky with readily available weather data. Equation 2.18 relates Tsky in K to the
dew point temperature Tdp in oC, the dry bulb temperature Tamb in K, and the
hour from midnight t = min(SolarTime,24 − SolarTime).
Tsky = Tamb[0.711 + 0.0056Tdp + 0.000073T
2
dp + 0.013cos15t]
1/4 (2.18)
The convection from the collector to the incoming air stream is deﬁned simply
as
Q
conv
coll−air = ρcpQflow(Tplen − Tamb) (2.19)30
The conduction from the building interior to the exterior behind the collector
may be deﬁned by the simple conduction equation.
Q
cond
int−plen =
Ac
Rw

Troom − Tplen

(2.20)
The radiation from the wall to the collector is deﬁned by equation (2.21), where
w is the wall emissivity.
Q
rad
wall−coll =
σAc
−1
w + −1
c − 1

T
4
wall − T
4
coll

(2.21)
The convection from the wall behind the collector to the air stream in the
plenum may be deﬁned via the wall-to-air heat transfer coeﬃcient hwa.
Q
conv
wall−air = hwaAc(Twall − Tplen) (2.22)
2.3.4 Solving the Collector and Wall Temperatures
Substitution of the deﬁnitions of the various heat transfer terms into equations
(2.13) and (2.14) results in two equations in three unknowns: Tcoll, Twall, and
Tplen. Introducing the heat exchange eﬀectiveness parameter hx will produce the
necessary third equation.
hx =
Tplen − Tamb
Tcoll − Tamb
(2.23)
Using equation (2.23) to replace Tplen in the two energy balance equations
results in the desired two equations in two unknowns, which are introduced here31
using notation that will facilitate the succeeding analysis.
Γ1(Tcoll,Twall) = cσAc(T
4
coll − FcsT
4
sky − FcgT
4
gnd) − αcITAc
+ ρcpQflowhx(Tcoll − Tamb) −
σAc
−1
w + −1
c − 1

T
4
wall − T
4
coll

+ 0.82

U∞ν
v0

Hρcp(Tcoll − Tamb) (2.24)
Γ2(Tcoll,Twall) =
Ac
Rw

Troom − Tamb − hx(Tcoll − Tamb)

− hwaAc(Twall − Tamb − hx(Tcoll − Tamb))
−
σAc
−1
w + −1
c − 1

T
4
wall − T
4
coll

(2.25)
Mathematically, these two equations deﬁne surfaces in three dimensions. The
energy balances require Γ1 = Γ2 = 0, so the point of interest is (Tcoll,i,Twall,i) such
that Γ1(Tcoll,i,Twall,i) = Γ2(Tcoll,i,Twall,i) = 0. The solution may be thought of as
the intersection of three surfaces, Γ1, Γ2, and the horizontal plane z = 0, which
will be a unique point since the surfaces are well behaved (diﬀerentiable, etc.).
Figure 2.6 displays the three surfaces for a typical scenario. Based on observations
of the surfaces under various conditions and on the physics of the problem, it
is expected that the qualitative nature of the surfaces will remain unchanged in
the face of model parameter variations. Notwithstanding, the solution method
described herein should converge even under qualitatively diﬀerent scenarios as
long as the surfaces continue to be mathematically well behaved.
The solution procedure begins with the random selection of the two initial
guess values for Tcoll and Twall, termed Tcoll,0 and Twall,0, respectively. Next,
Γ1(Tcoll,0,Twall,0) and Γ2(Tcoll,0,Twall,0) are computed. The tangent planes to the32
Figure 2.6: Example of energy balance surfaces. The two large transparent sur-
faces are two sample energy balance surfaces, Γ1 and Γ2. The large opaque sur-
face is the horizontal plane at z = 0. The two upper black points are the val-
ues Γ1(Tcoll,0,Twall,0) and Γ2(Tcoll,0,Twall,0) computed at the initial guess values
(Tcoll,0,Twall,0) = (320,280). The small, dark, opaque surfaces surrounding the
points are the tangent planes computed at the points. The dotted lines lie in the
respective tangent planes and lead to the intersection point of the two tangent planes
and the horizontal plane at z = 0. Observe that this intersection point lies slightly
behind the actual intersection point of the two surfaces and the horizontal plane at
z = 0 (visible in the ﬁgure but with no black point identifying it). After a few iter-
ations, the intersection point of the tangent planes and the horizontal will converge
to the true intersection point of the two surfaces and the horizontal.33
two surfaces are then computed at these points. The intersection of the two tan-
gent planes and the horizontal plane at z = 0 is calculated. The initial guess
values, Tcoll,0 and Twall,0, are then replaced by the Tcoll and Twall values of this
intersection point, and the procedure is repeated. This algorithm was observed to
converge to the desired solution to an accuracy of 1E-5 for both temperatures in
just a few iterations. This results in maximum energy balance errors of order 1E-9.
Thus the fully nonlinear energy balances are solved quite exactly without the need
for either linearization or exhaustive searching. The appeal of this approach lies
in the fact that no numerical error is introduced via the computation, eﬀectively
limiting the modeling errors to the assumptions used in developing the governing
equations themselves.
2.3.5 Building Energy Balances With and Without UTSC
Having computed all relevant temperatures, a simple building energy model must
be developed before the energy savings attributable to the UTSC can be computed.
The building model is necessary to accurately assess the eﬀect of the UTSC on the
wall heat transfer. Simply observing the sign of the heat transfer across the wall
behind the collector (Qcond
int−plen) does not provide enough information to determine
whether or not this heat transfer should be considered a positive eﬀect. For this the
total energy demand of the building must be introduced; a comparison may then
be made between the total demand when a UTSC is present and the total demand
when no UTSC is present. Figure 2.5 from the preceeding section represents a
building with a UTSC present, and Figure 2.7 represents a building without a
UTSC. The heat transfer and generation terms include the following:
• conduction through the portion of the (assumed) southfacing wall covered34
building
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Figure 2.7: Diagram of building heat transfers without UTSC present. (Adapted
from Maurer (2004).)
by the collector from the interior to the plenum, Qcond
int−plen;
• conduction through the uncovered portion of the sunlit southfacing wall and
through the sunlit roof from the interior to the exterior Qcond
int−ext,sun;
• conduction across the rest of the building envelope not exposed to signiﬁcant
direct sunlight, Qcond
int−ext,env;
• internal generation within the building interior, Gint;
• auxiliary heating (or cooling) of ventilation air via furnace (or air conditioner)
(not shown explicitly in Figure 2.5 or Figure 2.7), Gaux.
When a UTSC is present, equation (2.26) deﬁnes the energy required to main-
tain the building’s interior temperature Troom.
Eutsc = Gaux + Q
cond
int−plen + Q
cond
int−ext,sun + Q
cond
int−ext,env − Gint (2.26)35
The ﬁrst term represents the auxiliary heating applied to the ventilation air.
It is deﬁned by the diﬀerence between the delivered air temperature Tdel and the
ambient temperature Tamb.
Gaux = ρcpQflow(Troom − Tdel) (2.27)
The second term has already been deﬁned. The third term accounts for heat
transfer through portions of the building envelope that may be exposed to direct
sunlight. The sol-air temperature Tsol−air will be used to model this eﬀect. Here it
is assumed that the wall containing the collector is facing due south; therefore, this
wall and the roof are the only portions of the building envelope where insolation will
be considered important. The sol-air temperature is deﬁned by equation (2.28).
Tsol−air,i = Tamb +
αiIT,i
h0,i
(2.28)
IT,i is the insolation falling on surface i; αi refers to the absorptivity of the surface;
and h0,i is the coeﬃcient of heat transfer by longwave radiation and convection at
the surface. The ratio αi/h0,i is expected to range from 0.026 for a light-colored
surface to 0.053 for a dark-colored surface. Since both walls and rooves for high
rise residential buildings are expected to represent light-colored surfaces, the ratio
is set equal to 0.038. The sol-air temperature is then used as the eﬀective exterior
temperature in a conventional building envelope conduction equation. Thus, the
use of the sol-air temperature represents a method for modeling any shading eﬀect
the collector might produce. (ASHRAE, 2005)
The third term in equation (2.26) may then be deﬁned by equation (2.29),
which describes the heat transfer through both the south wall and the roof. The36
south wall term is based on the portion of the south wall area not covered by the
collector, As0 = As − Ac; the roof term is based on the roof area, Ar; both terms
use the computed sol-air temperatures for the respective surfaces.
Q
cond
int−ext,sun =
As0
Rw

Troom − Tsol−air,s

+
Ar
Rr

Troom − Tsol−air,r

(2.29)
The fourth term in equation (2.26) represents heat transfer across the rest of
the building envelope as deﬁned by the following equation where Ae is the total
envelope area excluding the south wall and roof areas.
Q
cond
int−ext,env =
Ae
Rw

Troom − Tamb

(2.30)
Finally, the last term accounts for internal generation resulting from lighting,
appliances, and occupancy (ASHRAE, 2005).
Gint = 0.2931(464 + 7.535Acf + 75Noc) (2.31)
The total heated ﬂoor area Acf is needed along with the number of occupants Noc,
which may be estimated at one plus the number of bedrooms if unknown.
When no UTSC is present, equation (2.32) deﬁnes the energy required to main-
tain the building’s interior temperature Troom.
Ebase = Gaux + Q
cond
int−ext,sun + Q
cond
int−ext,env − Gint (2.32)
The auxiliary heating term is now deﬁned relative to ambient temperature.
Gaux = ρcpQflow(Troom − Tamb) (2.33)37
The conduction through the sunlit portions of the envelope is deﬁned by equa-
tion (2.34), which is based on the total south wall area and the roof area.
Q
cond
int−ext,sun =
As
Rw

Troom − Tsol−air,s

+
Ar
Rr

Troom − Tsol−air,r

(2.34)
The other terms are deﬁned exactly the same as when a UTSC is present. All
these may be combined into equations (2.35) and (2.36) which describe the total
building energy demands for the with- and without-UTSC scenarios, respectively.
Eutsc = ρcpQflow(Troom − Tdel) +
Ac
Rw
 
Troom − Tplen

+
As0
Rw

Troom − Tsol−air,s

+
Ar
Rr

Troom − Tsol−air,r

+
Ae
Rw

Troom − Tamb

− 0.2931(464 + 7.535Acf + 75Noc) (2.35)
Ebase = ρcpQflow(Troom − Tamb) +
As
Rw

Troom − Tsol−air,s

+
Ar
Rw

Troom − Tsol−air,r

+
Ae
Rw

Troom − Tamb

− 0.2931(464 + 7.535Acf + 75Noc) (2.36)
The energy savings from the UTSC will appear in a reduction of the absolute
value of the total building energy demand. The absolute value is necessary to
properly address both heating and cooling demand. As deﬁned, Ebase and Eutsc
are positive for heating demand and negative for cooling demand. Equation (2.37)
is used to compute the energy savings attributable to the UTSC.
Esavings = |Ebase| − |Eutsc| (2.37)38
Positive savings may indicate either a reduction in heating load or a reduction
in cooling load, the former being the more obvious goal of the collector and the
latter possibly indicating a shading eﬀect during warmer periods. Correspondingly,
negative savings may represent either an increase in heating demand such as can
occur during nighttime hours (when Tcoll may drop below Tamb) or an increase in
cooling demand (overheating). The savings could also represent a base heating
demand and a UTSC cooling demand, with the heating demand being of smaller
magnitude than the cooling demand leading to a net reduction in the amount of
energy necessary to maintain the interior temperature.
It should be noted here that this approach to savings calculations may be over-
simpliﬁed. For example, the cost to cool a building by 5 degrees may not be the
same as the corresponding cost to heat the building by the same 5 degrees. Further-
more, in upstate New York, many high rise buildings have heating equipment but
not cooling equipment. Thus an overheated building may not represent an increase
in energy costs but may represent an increase in building discomfort. However,
it may be desirable in some cases to conﬁgure a UTSC to increase the amount of
oﬀset heating demand at the expense of slightly overheating the building (during
other parts of the year) to a manageable temperature. In such a case, the in-
creased heating savings would not be ﬁnancially negated by the increase in cooling
load resulting from the overheating of the building. The deﬁnition of savings used
here, on the other hand, would include the negative eﬀect of the overheating which
would counteract the increased heating savings. Dealing with all of these nuances
is beyond the scope of this study, so the simple deﬁnition of savings will be used.
Moreover, this approach seems to be more conservative since the factors mentioned
above would generally oﬀer a way of increasing the total monetary savings.39
2.3.6 Control System and Delivered Energy
A control system is an integral part of a UTSC installation, and one of the aims of
this study was to demonstrate its importance by producing quantitative informa-
tion on the eﬀects a particular strategy may have. The default strategy adopted
here is based on the control system used in a demonstration project in Syracuse,
NY.
With the collector temperature known, the outlet temperature Tout (i.e. the
realizable delivered air temperature) may be calculated via the heat exchange
eﬀectiveness relationship of equation (2.23). Here the set temperature Tset of the
building must be introduced, which is designed to act as a threshold to limit the
temperature of the incoming ventilation air. It is usually the temperature of the
air that would normally be supplied by a conventional heater.
Generally, a conventional heater is placed in series with the UTSC; air is pre-
heated by the UTSC and, if necessary, is further heated by the conventional heater
prior to its delivery into the building’s distribution system. If the temperature of
the air exiting the UTSC is higher than the set temperature, the control system
will operate bypass dampers to mix the collector air with ambient air until the
desired set temperature is being delivered.
The control system implicitly assumes that the collector outlet temperature is
always warmer than ambient temperature. It will therefore pull 100% collector
air whenever the collector outlet temperature is below the set temperature; this
will occur even if the ambient temperature is higher than the collector outlet
temperature. The six diﬀerent temperature scenarios that may result are shown
below along with the expected delivered air temperature based on this default
control strategy.40
I. Tset > Tamb > Tout, Tdel = Tout
II. Tset > Tout > Tamb, Tdel = Tout
III. Tamb > Tset > Tout, Tdel = Tout
IV. Tamb > Tout > Tset, Tdel = Tamb
V. Tout > Tamb > Tset, Tdel = Tamb
VI. Tout > Tset > Tamb, Tdel = Tset
For Cases I, II, and III, the control system will deliver Tout since it will be below
Tset. Cases IV and V will deliver Tamb since Tout > Tset. For Case VI, the control
system should modulate the dampers, mixing ambient and collector air so as to
deliver air at Tset.
The delivered energy Edel is deﬁned as the energy delivered to (or removed
from) the ventilation air on account of the UTSC. It is described by the following
equation.
Edel = ρcpQflow(Tdel − Tamb) (2.38)
A positive quantity represents heating above the ambient air and a negative
quantity represents cooling of the ambient air. However, the sign of Edel does not
necessarily indicate whether it represents a positive or negative eﬀect since this
depends on the overall state of the whole building model. For example, the fact
that the collector delivers cooler than ambient air during Case I hours would be a
negative eﬀect for hours of net building heating demand but a positive eﬀect for
hours of net building cooling demand. It is thus beneﬁcial to consider the eight
possible energy demand scenarios.41
A. Ebase > 0, Eutsc > 0, |Ebase| > |Eutsc|
B. Ebase > 0, Eutsc < 0, |Ebase| > |Eutsc|
C. Ebase < 0, Eutsc > 0, |Ebase| > |Eutsc|
D. Ebase < 0, Eutsc < 0, |Ebase| > |Eutsc|
E. Ebase > 0, Eutsc > 0, |Ebase| < |Eutsc|
F. Ebase > 0, Eutsc < 0, |Ebase| < |Eutsc|
G. Ebase < 0, Eutsc > 0, |Ebase| < |Eutsc|
H. Ebase < 0, Eutsc < 0, |Ebase| < |Eutsc|
The default control strategy attempts to switch between ambient air and col-
lector air in order to maximize savings. But its assumption that Tout > Tamb may
not always be true. Its action may therefore prove deleterious at times. This is
further complicated by the fact that, even if the implicit assumption is correct,
whether delivery of collector air or ambient air is better is based on whether the
building as a whole is in a state of net heating load or net cooling load, i.e. Cases
A-H must be considered.
The control strategy put forth by Summers and Maurer attempts to use the
building model to dictate certain control actions. The problem with their approach
is that it is impractical for deployment in the ﬁeld because it relies on real-time
whole building monitoring. As this is basically impossible, modeling would have
to be performed in real-time, whether based totally on estimated parameters or
based on a mixture of estimated parameters and real-time measurements. There is
no mention of an attempt to include such a control system in Maurer’s monitored
UTSC installation.
A more realistic option is the nighttime bypass mode included in the TRNSYS
model (Summers, 1995; Maurer, 2004) which causes 100% ambient air to be drawn42
in at night, completely bypassing the collector, presumably to avoid potential
unwanted cooling. While this approach would not ensure that optimal control
action is always being taken, it could prevent unwanted nighttime cooling, provided
it can ﬁrst be shown that the eﬀect of running the UTSC during the nighttime
hours does in fact result in a net loss in energy savings. Since it does seem such
a control system could be implemented in the ﬁeld relatively easily, simulation
results will be analyzed to see if this strategy would represent an improvement
over the default strategy employed in the Syracuse demonstration project.
2.4 Model Validation
It is important to validate any model prior to its acceptance and use. This is
generally done by comparison with experimental work or against another well
established model. A comparison is made with results from the monitoring of
a UTSC demonstration project in Syracuse, NY, although the measured values
involve a high degree of uncertainty. The model is also compared to two other
models in a further attempt at validation.
2.4.1 Comparison to Monitoring Results
Ambient dry bulb temperature, global radiation on a horizontal surface, and global
radiation on a vertical surface were recorded for a 13 month period. Because record-
ing began on January 20, 2005 and continued through February 2006, the data for
January 1-20, 2006 were used along with the data for the rest of 2005, resulting in
a full year of data and ranging from January 1 to December 31. The discontinuity
on January 20 resulting from the merging of the data from two diﬀerent years will
not be signiﬁcant since each hour represents an independent measurement that43
does not include any transient information. The decision to combine the data in
this way is based on the preferred method of data presentation being annual values
and chronological time histories (Jan. 1 - Dec. 31). A data gap of 40 hours due
to data logger malfunction in mid-September was padded with zeros; the small
fraction of hours is not expected to signiﬁcantly aﬀect annual results.
To compute the radiation on the tilted surface of the collector, it is ﬁrst nec-
essary to divide the measured global horizontal radiation into direct and diﬀuse
components. The hourly clearness index kT is useful to this end.
kT =
Ig,h
I0
(2.39)
As a ratio of the global horizontal radiation Ig,h to the extraterrestrial horizontal
radiation I0, the index provides a measure of the clearness of the sky and thus an
indication of the relative magnitudes of direct radiation Ib,h and diﬀuse radiation
Id,h. Orgill and Hollands (Duﬃe and Beckman, 2006) have provided a correlation
for the clearness index.
Id,h
Ig,h
=

    
    
1.0 − 0.249kT 0 ≤ kT ≤ 0.35
1.557 − 1.84kT 0.35 ≤ kT ≤ 0.75
0.177 kT > 0.75
(2.40)
The procedure to calculate the tilted surface radiation IT is as follows: (1)com-
pute the clearness index kT from the measured global horizontal radiation and
the theoretically computed extraterrestrial horizontal radiation, (2)use the clear-
ness index and the correlation to compute the diﬀuse radiation Id,h, (3)assign the
remaining radiation to the direct normal component based on equation (2.41),44
and (4)use the direct normal, global horizontal, and diﬀuse horizontal radiation to
compute the total radiation on the tilted surface as detailed previously.
Id,n =
Ig,h − Id,h
cosθz
(2.41)
It should be noted that the use of the clearness index correlation to break ra-
diation into direct and diﬀuse components introduces an approximation into the
“measured” data. This will aﬀect the energy calculations since they are dependent
on the relative contributions of direct and diﬀuse components and not simply the
total. The error is not expected to be signiﬁcant, and no better method seems to
exist for performing this partitioning. All other (unmeasured) weather parameters
were obtained from Syracuse TMY2 data. Obviously, these may not correspond to
the actual values during the year under investigation. Of particular importance is
the sky temperature, which has a signiﬁcant impact on the collector performance
by determining the temperature at which radiative cooling will take place in the
absence of solar radiation.
The radiation was monitored with two measurements, referred to henceforth as
“horizontal” and “vertical”. The horizontal radiation measured insolation falling
on the roof of the building; the vertical radiation measured insolation falling on
the top of the vertical wall on which the UTSC was installed (taken at the top of
the wall to avoid any shading eﬀects). The algorithm described previously that
converts the horizontal radiation to that on an arbitrarily oriented tilted surface
may then be checked by comparing its output to the measured vertical radia-
tion. (The algorithm must obviously have shading parameters set to model the
no-shade case to enable direct comparison with the measured vertical radiation.)45
It was observed that the approach detailed above underpredicted the actual ver-
tical radiation, with the model predicting a total annual radiation of 83.42 MWh
compared to the measured vertical radiation of 89.79 MWh. Since the measured
energy savings corresponded to the measured vertical radiation, it seemed prudent
to use these measurements to estimate energy savings (i.e., feed the measured ver-
tical radiation directly to the model) and to use the horizontal measurements to
perform the decomposition necessary to investigate shading. Based on the shading
parameters included in Table 2.1, the shading eﬀect was estimated to be 10% of
annual energy delivered or 9% of energy delivered in the ﬁrst three months.
Several complications with the monitoring merit discussion. The entire system
was shut down for about a month late in the year, rendering data obtained during
this time of little use. It is known that the building manager changed the set
temperature throughout the year, which would aﬀect the resultant temperatures,
the actions of the control system, and the computed delivered energy. In light of
this, it seemed prudent to restrict observation to the ﬁrst three months (January
- March) with the hope that these months correspond to a relatively constant pe-
riod of monitoring. Late in the monitoring period a construction deﬁciency was
discovered. An air gap corresponding to 15% of the total open area of the collector
was found at the plenum connection to the ductwork which would allow ambient
temperature air to enter downstream of the collector. It is expected that this
would have a primarily negative impact on performance, though the magnitude is
diﬃcult to estimate. Furthermore, it is known that the measurements taken are
very susceptible to error. For example, the measured ambient temperature was ob-
served to be 1.3 oF (or greater) diﬀerent than the supply air temperature measured
downstream of the makeup air heater during hours when the furnace was shut oﬀ46
and ambient air was being pulled directly from the outdoors (i.e., the tempera-
tures should have been the same). Even small errors in temperature measurements
result in large errors in annual delivered energy calculations. Inaccuracies within
the tolerance of the devices themselves can produce margins of error on the order
of 30% of total annual delivered energy. Finally, a signiﬁcant diﬀerence between
the velocities measured downstream and upstream of the furnace was consistently
observed. (These velocities are assumed to be the average velocity of the air in
the ductwork and along with the cross-sectional area of the duct are used to com-
pute the volumetric ﬂow rate.) This is most likely a calibration issue, but it is
impossible to resolve since the devices were not calibrated in the ﬁeld. Inaccuracy
in measured values for these velocities can also have a large impact on cumulative
energy calculations.
All parameter values used in the model validation simulations are provided in
Table 2.1. The dimensions, ﬂow rate, set temperature, color, tilt, and wall R-value
were given. The black color corresponds to an absorptivity α = 0.94 (Conserval
Engineering, 2003). Several of the remaining parameters were adjusted in the at-
tempt to calibrate the model based on the monitored data. Increasing the heat
exchange eﬀectiveness parameter from the early estimate of 0.5-0.6 (Golneshan and
Hollands, 2000) to 0.9 helped the modeled energy savings approach the expected
value. The emissivity of the collector face ranges from 0.85-0.90 (Conserval Engi-
neering, Inc., 2007), with a mid-range value selected here. The collector azimuth
was approximately 35o, with a shading wall to the southeast corresponding to the
shading parameters provided in the table. The ground reﬂectances were estimated
based on Duﬃe and Beckman (2006), with the winter (January and February)
value being higher to account for snow cover. Table 2.2 shows properties of air,47
Table 2.1: Conﬁguration parameters for Syracuse installation.
Parameter Variable Units Value
Height H m 25.26
Width W m 3.96
Flow rate Qflow m3/s 1.70
Wall R-value Rw K m2/W 0.88
Wall-air ﬁlm coeﬃcient hwa W/K m2 7.8
Set temperature Tset K 297
Room temperature Troom K 297
Azimuth γc
o 35
Tilt βc
o 90
Min. shading wall azimuth γmin
o -55
Min. shading wall altitude αγmin
o 42
Max. shading wall azimuth γmax
o 3
Max. shading wall altitude αγmax
o 26
Absorptivity αc dimensionless 0.94
Emissivity c dimensionless 0.87
Wall emissivity w dimensionless 0.9
Heat exchange eﬀectiveness hx dimensionless 0.9
Default ground reﬂectance ρg dimensionless 0.2
Winter ground reﬂectance ρg dimensionless 0.648
Table 2.2: Fixed model parameters. Air properties evaluated at 300 K.
Parameter Variable Units Value
Density ρ kg/m3 1.18
Viscosity ν m2/s 15.69E-6
Speciﬁc heat cp J/kg K 1005
Table 2.3: Results of comparison to monitoring data. Totals are for Jan. - Mar.
Measured Modeled
Vertical radiation 22.48 MWh 22.48 MWh
Edel, base 13.27 MWh 11.71 MWh
Edel, Tamb + 1 10.95 MWh 11.27 MWh
Shading loss 9% N/A
Air gap loss 10% N/A
Adjusted Edel 13.86 MWh 11.27 MWh
evaluated at 300 K and assumed constant.
Table 2.3 shows the results of the comparison to the measured data. The
original predicted energy delivery is 11.71 MWh, while the value based on the
measurements is 13.27 MWh. In light of the known temperature errors, a simu-
lation was performed after adding 1 oF to the ambient temperature used in the
simulation. A 1 oF oﬀset was also applied to the measured data, with the results
shown in Table 2.3. It is clear that the computations based on the measured data
are more susceptible to measurement error in Tamb than the model. Finally, adding
the estimated shading loss of 9% and an air gap loss of 10% results in values of
13.86 and 11.27 MWh for the measured value and the modeled value, respectively.
This error is deemed acceptable in light of the high degree of variability in the
data measurements themselves and the extreme sensitivity of monthly or annual
computations to very small variations in measured temperatures or ﬂow rates.
Furthermore, the use of TMY2 data and quantities derived from TMY2 data (e.g.,
sky temperature) in the absence of measured values for these quantities could49
also introduce a fair amount of error into the simulation results. All of these
factors, while possibly causing error on the order of 50%, are not expected to
change the results by an order of magnitude, and the model predictions appear
to be of the same order as the computed values based on the measured data. It
is concluded that the model is suﬃciently accurate for the purpose of this study,
namely to explore some of the key parameters as part of an investigation of the
technology’s viability in the state of New York. Further research may be aimed
at a better validation with more reliable ﬁeld results. (It should also be pointed
out here that this comparison necessarily only involves the energy delivered to the
incoming ventilation air stream since the measurements recorded could not be used
to estimate the eﬀect of the UTSC on the heat transfer across the envelope.)
2.4.2 Comparison to RETScreen R 
RETScreen R , as discussed previously, is a software tool developed by the Cana-
dian government to aid in prefeasibility studies of UTSCs and is based on monthly
average weather data. The model developed here was compared to the output
of RETScreen R  given the same conﬁguration parameters. However, the weather
data used is not the same. The documentation for RETScreen R  makes no mention
of TMY2 weather data; it appears the data comes from some undescribed ground
weather station data. So the monthly averaged data is not simply the monthly
average of the TMY2 data. The results are shown in Table 2.4, the location of
which was Syracuse, NY.
Two values are shown for the model results. The ﬁrst column Model is the
total energy delivered Edel; the second column Model+ is the value obtained by
ignoring all negative hourly values of Edel. As such, it represents the total deliv-50
Table 2.4: RETScreen R  comparison results. See text for explanation.
RETScreen R  Model Model+
Radiation, no shade 1.09 MWh 0.97 MWh 0.97 MWh
Edel, no shade 46.6 MWh 31.4 MWh 35.6 MWh
Radiation, w/ shade 1.01 MWh 0.93 MWh 0.93 MWh
Edel, w/ shade 43.9 MWh 28.8 MWh 33.1 MWh
ered energy ignoring the cooling eﬀect of the collector. These numbers are shown
since RETScreen R  forces a positive diﬀerence between the ambient and plenum
temperatures, i.e. it prevents any cooling eﬀect from being computed. Shading
for the model is based on the shading parameters provided earlier in Table 2.1.
Shading for RETScreen R is entered as a ﬂat percentage; 7% was used, having been
obtained from comparison of the shaded and unshaded total delivered energies. It
is ﬁrst noted that the total annual radiations are diﬀerent by about 11% without
shading and about 8% with shading, which can be attributed to the diﬀerence in
underlying data and the use of monthly versus hourly values. The annual delivered
energies diﬀer by about 24% without shading and about 25% with shading. These
diﬀerences are quite reasonable in light of the diﬀerences in available radiation
used by the two models and the use of hourly versus monthly averaged weather
data. In the validation section of the RETScreen R  documentation (RETScreen R 
International Clean Energy Support Centre, 2001–2004), a comparison was made
to the previously mentioned SWift program which uses hourly weather data (but
which contains no United States weather data). The results of simulations for
several scenarios at two diﬀerent cities indicated agreement within about ±15%.
This comparison, similar to the monitored data comparison, does not com-
pletely validate the model to a high degree of certainty, but it does serve to
demonstrate that the model is predicting reasonable values for the delivered en-51
ergy component. Again, no conclusions may be drawn about the energy savings
calculations of the model; only the energy delivered to the incoming ventilation air
stream has been considered. While RETScreen R  does include a wall recapture
component, it does not include a whole building model in its treatment of the sav-
ings attributable to any wall heat transfer eﬀect. This lack precludes a comparison
between RETScreen’s R  recapture component and any of the quantities computed
by the model developed here.
2.4.3 Comparison to TRNSYS
As discussed previously, Summers (1995) and Maurer (2004) developed a UTSC
model in TRNSYS. Maurer used Summers’ original model and made some mod-
iﬁcations. Because the changes she made seem to be an improvement over the
original model, her model is referred to here for comparison. There are several key
diﬀerences between Maurer’s model and the one developed here. The ﬁrst involves
the solution of the collector and wall energy balances. Maurer discretized the re-
alistic temperature range in increments of 0.5 K, iterated over the entire range,
and took the solution to be the value that gave the smallest error in the energy
balances. The model developed here solves the equations exactly to an error of
less than 1E-5 K.
There are three other signiﬁcant departures from Maurer’s TRNSYS compo-
nent model: the UTSC control system, the whole building model, and the method
of calculating energy savings. There are two features of the TRNSYS control sys-
tem worth noting. The ﬁrst simply shuts the system down when the ambient
temperature is above the so-called bypass temperature, and all relevant energy
quantities, including building energy demand, are set to zero. The other feature52
involves a rather clever control system that allows variation of the ﬂow rate through
the collector from a minimum (generally established by regulation) up to a max-
imum based on fan size. During hours when the collector heats the incoming air
above the room temperature, the control system will allow this extra heat if the
building is in a net heating demand scenario. In other words, the TRNSYS model
contains no set temperature like that used here. While this allows what would be
considered useless extra heat in the present model to be used during hours when
the overall building could utilize this heat, it will also result in overheating of the
building at other times, as Maurer clearly states.
The most problematic aspect of the control system is that it seems extremely
diﬃcult if not impossible to deploy in the ﬁeld. (It appears that no attempt
was made to introduce such a control system into the installation monitored by
Maurer.) The reason is that the control system relies on an underlying whole
building model. The control action to be taken depends on the overall state of
the building, i.e. whether the building (apart from the ventilation air) has a net
heating load or cooling load at any given point in time. It was concluded that
this control system is impractical and will therefore lead to an inﬂation of UTSC
energy savings that cannot be realized in the ﬁeld.
The underlying building model developed here is diﬀerent than that used in the
TRNSYS model. Maurer lumped the entire building envelope into one parameter,
whereas the model here contains separate treatments of the portion of the south
wall not covered by the UTSC, the roof, and the rest of the building envelope.
Maurer also appears to have treated internal gain as a single input parameter,
whereas the present model uses an equation from ASHRAE based on occupancy
and total conditioned ﬂoor area. The TRNSYS model incorporates recirculation53
as a feature of the overall UTSC/building system. Recirculation is the practice of
mixing some air from inside the building with the air being brought in from the
outside prior to delivery to the building. For most of the year in upstate New York,
this recirculated air would signiﬁcantly increase the temperature of the incoming
ventilation air from the UTSC. It seems this would contribute to UTSC energy
savings in the TRNSYS model since the savings are based on a comparison of the
UTSC scenario with the base building scenario which appears to include neither the
UTSC nor the recirculation system. This is not impractical as many installations
on warehouse-type buildings do incorporate these recirculation systems. However,
the high rise building application being studied here would not accommodate a
recirculation system, so it was not included in the present model. The TRNSYS
model also interacts with the TRNSYS Lumped Capacitance Building component,
which apparently (based on its name, though the present author is unfamiliar with
TRNSYS) models the thermal storage behavior of the building. As the present
model is only a steady-state analysis that treats each hour independently, this could
result in a large diﬀerence in computed energy savings between the two models.
Finally, the method of calculating energy savings is diﬀerent. Maurer’s text
clearly states the savings to be the simple diﬀerence between the base (without
UTSC) building energy demand and the energy demand with the UTSC system
present. While it appears from the TRNSYS code that the base demand is allowed
to be negative (indicating cooling load), it appears that the cooling load introduced
by the UTSC when it overheats the building is simply ignored.
The present model attempts to account for both the negative and positive
cooling eﬀects of the collector. It takes the absolute value of the diﬀerence between
the base case and the UTSC case to compute the savings as the overall reduction in54
Table 2.5: Conﬁguration parameters for TRNSYS comparison (Buﬀalo, NY).
Parameter Variable Units Value
Height H m 4.3
Width W m 64.2
Flow rate Qflow m3/s 5.67
South wall area As m2 276
Roof area Ar m2 880
Envelope area Ae m2 1531
Conditioned ﬂoor area Acf m2 880
Wall R-value Rw K m2/W 1.76
Roof R-value Rr K m2/W 1.96
Wall-air ﬁlm coeﬃcient hwa W/K m2 17
Set temperature Tset K 291
Room temperature Troom K 293
Azimuth γc
o 17
Tilt βc
o 90
Min. shading wall azimuth γmin
o 0
Min. shading wall altitude αγmin
o 1
Max. shading wall azimuth γmax
o 1
Max. shading wall altitude αγmax
o 1
Absorptivity αc dimensionless 0.94
Emissivity c dimensionless 0.89
Wall emissivity w dimensionless 0.5
Heat exchange eﬀectiveness hx dimensionless 0.9
Default ground reﬂectance ρg dimensionless 0.35
Winter ground reﬂectance ρg dimensionless 0.6
Sol-air ratio α/h0 dimensionless 0.029
Number of occupants Noc dimensionless 392
energy required to maintain the room temperature, whether this energy represents
a cooling or heating load.
The parameters provided in Table 2.5 were selected to match the UTSC system
modeled by Maurer. Some parameters (e.g., dimensions) were taken directly from
the other work, while other parameters were either derived from the lumped pa-
rameters used in the TRNSYS model (e.g., wall R-value) or estimated (e.g., heat
exchange eﬀectiveness). The air properties were the same as those in Table 2.255
except that the speciﬁc heat was raised to 1007 J/kg K to match the value used by
Maurer. It is also worth noting that it is unclear whether the TRNSYS model uses
a ﬁxed density or computes it based on ambient pressure and temperature. Since
the conditioned ﬂoor area was based on building dimensions provided by Maurer,
the number of occupants was selected to match Maurer’s internal gain value.
Because of the lack of certainty in how the TRNSYS model handles certain
scenarios, it is diﬃcult to ensure that an appropriate comparison is being made
between the predicted energy quantities of the two models. Several adjustments
were made to the savings computed by the present model in attempting to arrive
at the value most appropriate for comparison to the TRNSYS model.
First, hours when ambient temperature was above the bypass temperature (set
temperature in the present model) were ignored. Since it is unclear how the TRN-
SYS model computes energy savings during hours when the base building demand
is negative (i.e. cooling load), only hours during which there was a heating demand
(Ebase > 0) were considered. The number of hours with a cooling load when the
ambient temperature was below the set temperature was only 128 with the total
energy savings computed for these hours being negligible, so this limitation should
not be signiﬁcant.
The results are shown in Table 2.6. The energy savings computed by the present
model was 47.34 MWh, while the TRNSYS model predicted 85.28 MWh. The
control system eﬀect refers to the energy expected to be included in the TRNSYS
computation but excluded from the present model because of the control system
limiting the delivered air temperature based on the set temperature. This “extra”
heat available during hours of net building heating demand amounts to 16.98 MWh.
However, the mean and standard deviation of the diﬀerence between the collector56
Table 2.6: Results of TRNSYS comparison (Buﬀalo, NY). See text for explanation.
TRNSYS Model
Esavings 85.28 MWh 47.34 MWh
Control system N/A 16.98 MWh
Recirculation N/A 47.59 MWh
outlet temperature and the room temperature for these hours were -9.28 K and
9.25 K, respectively. This means that the room temperature was above the outlet
temperature for the vast majority of these hours, which would result in an increase
in delivered air temperature if recirculation were included. The recirculation eﬀect
refers to the same quantity as the control system eﬀect but with an additional 2 K
added to the outlet temperature in an attempt to estimate the amount of energy
savings in the TRNSYS model that may be attributable to this feature. The result
of the 2 K diﬀerence raised the extra heat total from 16.98 MWh up to 47.59 MWh.
Adding this amount to the original savings would bring the total to 94.93 MWh,
about 11% above the TRNSYS value.
Therefore, it is concluded that the large diﬀerence in computed energy savings
between the two models can likely be explained by the diﬀerence in the methods of
calculating savings and by the inclusion of the recirculation system in the TRNSYS
model. As discussed previously, the other diﬀerences, e.g., capacitance modeling,
are also expected to produce diﬀerences in the energy savings predictions, but the
impact of these eﬀects is more diﬃcult to estimate.
In light of these three comparisons (monitored data, RETScreen R , and TRN-
SYS), it is concluded that the UTSC/building model developed here is suﬃciently
accurate for the present investigation of the technology’s viability in the state of
New York. It is felt that the methods used to model performance and to calculate
energy savings attributable to the UTSC are both theoretically sound and realiz-57
Table 2.7: TMY2 cities in New York: name, TMY2 numerical identiﬁer, elevation,
latitude, longitude.
City WBAN # Elev. (m) Lat. (oN) Long. (oW)
Albany 14735 89 42 73
Binghamton 04725 499 42 75
Buﬀalo 14733 215 42 78
Massena 94725 63 44 74
New York City 94728 57 40 73
Rochester 14768 169 43 77
Syracuse 14771 124 43 76
able in the ﬁeld. Clearly, more work could be done to provide a better validation
and even to improve the model. Several suggestions regarding improvements will
be discussed later.
2.5 Results
TMY2 data will be used to investigate the performance of UTSCs on high rise
residential buildings in the state of New York. Data is available for seven New
York cities (Table 2.7).
2.5.1 Sensitivity Analysis
While overall performance at each of the seven TMY2 sites will be investigated,
Syracuse has been chosen as the default location for investigating the sensitivity to
various model parameters. The default parameters are shown in Table 2.8. Since
the complexity of the model precludes a rigorous mathematical sensitivity analysis,
the energy savings from simple parametric runs will be compared to the default
case (similar to Summers (1995)).
A typical high rise residential building in upstate New York is taken to be the
following. The building contains ten ﬂoors with an interﬂoor height of 2.7 m. The58
Table 2.8: Base case conﬁguration parameters (Syracuse, NY).
Parameter Variable Units Value
Height H m 25.26
Width W m 3.96
Flow rate Qflow m3/s 2.8
South wall area As m2 1080
Roof area Ar m2 600
Envelope area Ae m2 1890
Conditioned ﬂoor area Acf m2 6000
Wall R-value Rw K m2/W 1.94
Roof R-value Rr K m2/W 5.28
Wall-air ﬁlm coeﬃcient hwa W/K m2 8.0
Set temperature Tset K 295
Room temperature Troom K 295
Azimuth γc
o 0
Tilt βc
o 90
Min. shading wall azimuth γmin
o 0
Min. shading wall altitude αγmin
o 1
Max. shading wall azimuth γmax
o 1
Max. shading wall altitude αγmax
o 1
Absorptivity αc dimensionless 0.94
Emissivity c dimensionless 0.87
Wall emissivity w dimensionless 0.9
Heat exchange eﬀectiveness hx dimensionless 0.9
Default ground reﬂectance ρg dimensionless 0.2
Winter ground reﬂectance ρg dimensionless 0.6
Sol-air ratio α/h0 dimensionless 0.038
Number of occupants Noc dimensionless 12559
Table 2.9: Results of sensitivity analysis. Column headings indicate a percentage
change from the default value. Tabulated values are percent diﬀerences in annual
energy savings Esavings relative to the base case.
Parameter -30% -20% -10% +10% +20% +30%
Ac -23 -15 -7 +7 +14 +20
Qflow -24 -15 -7 +7 +14 +20
hwa -0 -0 -0 +0 +0 +0
α/h0 +13 +9 +4 -4 -9 -13
As +5 +4 +2 -2 -3 -5
Ar +2 +1 +1 -1 -1 -1
Ae -10 -7 -3 +3 +6 +9
Acf +14 +9 +4 -4 -9 -13
Noc +3 +2 +1 -1 -2 -3
building dimensions are taken to be 15 m wide by 40 m long by 27 m high, with
one of the long sides facing due south. The remaining envelope area (excluding
the roof) is thus 1,890 m2. The entire building is considered conditioned, yielding
a total conditioned ﬂoor area of 6,000 m2. The size of the Syracuse demonstration
collector represents an area generally available on the exteriors of these types of
buildings, so a value of 100 m2 is used for the collector area.
The required ventilation supply air rate is about 1.58 m3/s based on building
volume. Based on recent design trends of increasing the exhaust air ﬂow, the
exhaust may be estimated at 0.028 m3/s per apartment for a total of 2.83 m3/s.
Since the higher ﬂow rate will dominate the building’s energy usage, a total ﬂow
of 2.8 m3/s will be used, which is deemed reasonable and has the advantage of
providing a suction velocity above the recommended minimum. The absorptivity
is 0.94, corresponding to a black collector. Since shading is a highly site-speciﬁc
phenomenon, the following simulations neglect it. Collector azimuth is set to zero.
R-values are taken as 1.94 and 5.28 K m2/W for the walls and roof, respectively.
The results are shown in Tables 2.9 and 2.10. The wall-to-air heat transfer60
Table 2.10: Results of sensitivity analysis. Column headings indicate an actual
value. The R-values have dimensions of K m2/W; the last three parameters in the
table are dimensionless. Tabulated values are percent diﬀerences in annual energy
savings Esavings relative to the base case.
Parameter -40o -20o 20o 40o
γc -9 -0 -7 -21
0.88,1.94 1.41,3.52 2.46,7.04 2.99,8.80
Rw,Rr +48 +16 -9 -16
291 K 293 K 297 K 299 K
Tset +32 +21 -26 -52
Troom -69 -35 +40 +77
0.5 0.6 0.7 0.8
hx -5 -4 -2 -1
w +0 +0 +0 +0
0.7 0.8 0.9
αc -46 -26 -7
coeﬃcient; the south wall and roof areas; the number of occupants; the heat ex-
change eﬀectiveness; and the wall emissivity were all observed to have a minimal
eﬀect, deﬁned as not more than a ±5% change in annual savings over the ranges
investigated. The sol-air ratio, envelope area, and conditioned ﬂoor area were ob-
served to have a moderate eﬀect, deﬁned as not more than a ±15% change in
annual savings. As expected, the ﬂow rate, collector area, and absorptivity were
observed to produce a large eﬀect on the energy savings, deﬁned as more than a
±15% change in savings. The azimuth also produced a large impact on savings.
The R-values of the walls and roof signiﬁcantly inﬂuenced the energy savings.
It was observed that a poorly insulated building showed an increase in savings,
presumably because of the positive eﬀect of the collector on the heat transfer
across the envelope. This is one of the key ﬁndings and will be explored further in61
a later section.
The set and room temperatures were also found to be key parameters. The
importance of the room temperature is predictable since it drives the building
energy balance. For a given set of parameters and weather data, changing the
room temperature shifts the balance between heating and cooling loads. Raising
it increases the heating demand and thus the savings associated with the collector
since more of the extra collector heat may be used. The set temperature produced
a nonintuitive result: decreasing it actually increased the savings. This is an
artifact of the control system used to determine the delivered temperature. The
temperatures will be explored further later as well.
2.5.2 Optimal Orientation
A key aspect of any solar technology involves the determination of the optimal
collector orientation. It has generally been recognized that selecting the tilt angle
βc to equal the local site latitude φ and the azimuth γc to equal zero oﬀers a good
rule of thumb in optimizing orientation (Duﬃe and Beckman, 2006). Figures 2.8
and 2.9 show total annual incident radiation for ranges of βc and γc computed with
the model’s solar radiation algorithm for Syracuse. It can be observed that the
annual radiation at βc = φ = 43o and γc = 0 is indeed about 98% of the maximum
radiation. (While not a novel result, this is provided for the unfamiliar reader, and
it also serves to validate the model’s solar radiation algorithm.)
However, maximizing IT does not result in the optimal performance of a UTSC.
The main reason is the seasonal nature of the demand being met by the UTSC:
heating demand is largest during the winter months and negligibly small during
the summer months. (This is of course true for any solar heating system; see Duﬃe62
Figure 2.8: Maximizing incident radiation (3D). Total annual radiation incident
on the UTSC IT is plotted against various values of tilt βc and azimuth γc. The
central region encloses values within about 5% of the maximum.
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Figure 2.9: Maximizing incident radiation (contour). Total annual radiation in-
cident on the UTSC IT is plotted against various values of tilt βc and azimuth γc.
The central region encloses values within about 5% of the maximum.63
and Beckman (2006) for a good discussion which inspired the present analysis.)
In reality, then, optimal orientation is that which maximizes total annual energy
savings Esavings. Unfortunately, this quantity is not independent of other system
parameters (e.g. ﬂow rate, area) like the incident radiation, so a full set of conﬁg-
uration parameters must be chosen to enable computation of annual savings. It is
assumed that such a conﬁguration will be representative of most other scenarios.
The results from the base case are displayed in Figure 2.10.
It is observed that the optimal range for βc increases from about 5-50o when
optimizing IT up to 80-90o when optimizing Esavings. The most relevant case for
high rise buildings, βc = 90o (assuming γc = 0o), yields an IT of roughly 65% of
the maximum possible value whereas the maximum Esavings occurs at this value.
This means that the desired vertical orientation of the collector is actually quite
optimal, a fact favorable to the UTSC technology.
One reason for this is the seasonal heating demand; the vertical collector
achieves better incidence angles during the time of maximum demand (the sun
is lower in the sky during winter). Another key factor is the radiation exchange
with the sky. Recalling that the sky temperature is generally less than ambient
explains the negative savings observed in Figure 2.10; the collector-sky view fac-
tor increases as the tilt angle decreases, causing more radiation loss to the sky.
The negative savings associated with this eﬀect combine with the decrease in pos-
itive savings because of the less optimal incidence angles to produce a net penalty
associated with the UTSC.
Furthermore, when βc = 90o, azimuth deviations from due south up to about
±30o result in penalties of roughly 15% of the due south value. Taken together
these results indicate that the UTSC performs near its best at the vertical orien-64
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Figure 2.10: Maximizing annual energy savings. Total annual savings Esavings is
plotted against various values of tilt βc and azimuth γc.
Table 2.11: Distribution of hours. Displayed are the number of hours spent in
each mode of operation. Numbers in parentheses represent nighttime hours which
include the ﬁrst six and the last four hours of the day.
A B C D E F G H
I 0 0 50 (41) 276 (204) 4355 (3216) 0 13 (11) 0
II 2027 (5) 119 0 2 17 (2) 66 0 138 (2)
III 0 0 0 49 (41) 0 0 0 0
IV 0 0 0 195 (127) 0 0 0 0
V 0 0 0 831 (1) 0 0 0 0
VI 0 83 0 6 0 63 0 470
tation and across a fairly wide range of azimuths.
2.5.3 Control System
To investigate the control system strategy, it is helpful to ﬁrst break the number
of hours and the energy savings into the various modes of operation deﬁned by the
scenarios I - VI and A - H (deﬁned previously). Tables 2.11 and 2.12 show the
breakdowns of the base case with nighttime values shown in parentheses.65
Table 2.12: Distribution of energy savings. Displayed are the energy savings
(MWh) obtained in each mode of operation. Numbers in parentheses represent
energy savings obtained during nighttime hours which include the ﬁrst six and the
last four hours of the day. Nighttime values smaller than ±0.03 MWh are not shown.
A B C D E F G H
I 0 0 0.04 0.62 (0.48) -10.20 (-7.79) 0 -0.01 0
II 26.55 1.77 0 0.00 -0.00 -0.32 0 -0.63
III 0 0 0 0.12 (0.10) 0 0 0 0
IV 0 0 0 0.01 0 0 0 0
V 0 0 0 0.22 0 0 0 0
VI 0 1.54 0 0.00 0 -0.65 0 -3.24
The most noteworthy feature pertinent to the control system is the number of
nighttime hours spent in Case IE and the corresponding negative energy savings.
These hours are nighttime hours during which the collector is delivering cooler than
ambient air while the building is in a state of overall heating demand. It would
thus be beneﬁcial to bypass the collector during these hours in order to avoid this
negative eﬀect. The sum of all nighttime energy savings is -7.18 MWh, indicating
that the negative impact of the nighttime hours far outweighs the small positive
impact (observed in the two small values of positive nighttime savings shown in
Table 2.12). Thus it seems prudent to introduce a nighttime bypass mode to a
UTSC control system that completely bypasses the collector during the ﬁrst six
and last four hours of the day.
It is also useful to explore the eﬀect of the control system set temperature Tset
on the annual energy savings. Recall that the set temperature is compared to
the outlet temperature of the air coming from the collector. The control strategy
assumes that the collector air will always be warmer than ambient air, so it will
draw 100% of the air through the collector when the outlet temperature is less
than the set temperature.
Figure 2.11 demonstrates that there is an optimal range for the set temperature66
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Figure 2.11: Optimal set temperature range. Total annual savings Esavings is
plotted against set temperature Tset for three diﬀerent room temperatures Troom.
and that this range is strongly inﬂuenced by the room temperature. The set
temperature may thus be thought of as a way to shift the energy demand of the
building between heating and cooling loads. Increasing the set temperature to
high values will allow more heat to be considered useful (and accounted for as
energy savings) during the winter but will also contribute to more overheating in
the summer. Therefore, it is quite reasonable to expect an optimal range at which
a balance is achieved that eﬀectively maximizes the energy savings of the UTSC.
This reasoning easily leads to the strategy adopted by the building manager
at the Syracuse installation, who increased the set temperature during the winter
and decreased it during the summer. This is quite reasonable during strong winter
months when it can be assumed with conﬁdence that the building is in a state of net
heating demand. However, in the summer, this actually may be counterproductive.
The reason is that it will cause hours in which the control system would have been
(albeit unbeknownst to it) delivering cooler collector air (when Tout < Tset) to67
deliver the warmer ambient air.
A truly optimal control strategy would thus allow the varying of the set tem-
perature throughout the year. However, because this would necessarily be based
on the building model, it is not practically implementable. On the other hand, a
simple approach that could avoid the potential negative impacts would be to raise
the set temperature during the strong winter months when it is certain the build-
ing has a net heating demand. Combining this strategy with a nighttime bypass
mode could signiﬁcantly increase the annual energy savings of a UTSC.
2.5.4 Flow Rate, Suction Velocity, and Eﬃciency
It has already been mentioned that previous research resulted in the recommen-
dation that UTSCs be designed to achieve a minimum suction velocity (deﬁned
as the ratio Qflow/Ac). The importance of suction velocity on eﬃciency may be
understood by recognizing that the delivered solar energy is directly proportional
to both the ﬂow rate and the area. As Qflow → ∞ for ﬁxed Ac, the delivered
energy will approach the limit of the ﬁnite amount of available energy being held
by the collector plate, i.e. all of the available solar energy will be delivered to the
incoming air stream. Increasing Ac will proportionately increase the amount of
available solar energy. Thus the suction velocity loosely represents a ratio of the
delivered energy to the available solar energy and may be used to provide insight
into the collector eﬃciency.
Although the recommendations are based primarily on other factors such as
avoiding reverse ﬂow, it can be seen that higher suction velocities are desirable
because of their corresponding higher eﬃciencies as well. Figure 2.12 shows hourly
eﬃciencies plotted against incident radiation for several diﬀerent suction velocities68
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Figure 2.12: Eﬀect of ﬂow rate on eﬃciency. Hourly eﬃciencies η are plotted
against incident radiation values IT for three diﬀerent ﬂow rates Qflow while holding
area Ac ﬁxed. Only hours for which IT > 0 and that fall into Case II are shown;
eﬃciency loses meaning during other hours.
where ﬂow rate changes against a ﬁxed area. One feature readily apparent is that
eﬃciency is relatively independent of radiation when IT > 200 Wh/m2. Because
increasing the ﬂow rate increases the amount of energy delivered to the incoming
air stream, the eﬃciency is observed to increase. Adjusting the area produces a
similar result. Figure 2.13 reveals the negligible eﬀect on eﬃciency of changing the
ﬂow rate and the area simultaneously while keeping their ratio roughly constant;
the delivered energy, of course, is not constant but increases as the ﬂow rate and
area are increased (Figure 2.14).
2.5.5 Economics
With the model providing the capability of predicting annual energy savings, an
economic analysis may be performed to determine whether the technology is ﬁnan-
cially viable. The model parameters are the same used in the previous sections.69
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Figure 2.14: Eﬀect of suction velocity on delivered energy. Annual energy savings
Esavings are plotted against suction velocity v0 for three diﬀerent areas Ac.70
Nighttime bypass mode as described previously is implemented here.
The combustion eﬃciency of the air handler is assumed to be 80%, with the cost
of natural gas equal to $1.59/therm (1 therm = 100,000 Btu = 29.31 kWh) based
on residential price data from 2005-2006 (www.nyserda.org). The installed cost of
the collector is based on the Syracuse demonstration project, the total of which was
about $55,000. However, from observations of the process of installation, it seems
reasonable to expect this price to decline as contractors become more familiar with
the simplicity of the technology and as market penetration is achieved. Thus the
total cost of a 100 m2 UTSC is set at $40,000. A project life of 30 years is used,
which may be expected for a UTSC with minimal maintenance required.
The savings-to-investment ratio (SIR) will be used in the analysis. As the
ratio of the present worth to the total installed cost of the project, it provides all
the necessary information in a single economic performance metric. The discount
rate enables accounting for the time value of money and may also be considered
a competing rate of return on an alternative investment. As such, it oﬀers a way
to compare a given investment against an alternative; the idea is that the goal
of an investment is not simply to recover an initial cost but is to obtain a higher
return than some alternative investment. Often a discount rate equal to the return
expected on a risk-free investment (usually governemnt bonds, ∼6%) is used. At
this discount rate, an SIR of less than unity would not necessarily mean that the
project will lose money but rather that the alternative risk-free investment would
yield a higher return than the project under investigation. As the discount rate
approaches zero, the SIR approaches the simple payback.
In light of the present study on the use of UTSCs in high rise buildings, a lower
than typical discount rate may be more appropriate. The reason is that the money71
Table 2.13: Results of economic analysis. Annual delivered energies (with night-
time bypass) are shown along with the corresponding monetary savings. SIRs are
shown for discount rates of 2% and 6%.
City Etotal (MWh) Savings SIR (2%) SIR (6%)
Albany 27.36 $1,855 1.04 0.64
Binghamton 25.82 $1,752 0.98 0.60
Buﬀalo 20.11 $1,364 0.76 0.47
Massena 32.67 $2,215 1.24 0.76
New York City 23.64 $1,603 0.90 0.55
Rochester 21.16 $1,435 0.80 0.50
Syracuse 23.01 $1,560 0.87 0.54
used to purchase a UTSC could not necessarily have been used for another arbitrary
investment; it generally will be money for building related issues. Considering the
cost of the UTSC to be the price of a given amount of energy (delivered over the
life of the project), the question of interest to a building owner is whether or not
this price is cheaper than the corresponding price of the natural gas required to
generate the same amount of energy.
Therefore, two discount rates have been used in the economic assessment: 2%
and 6%. The results are displayed in Table 2.13 and indicate the borderline per-
formance of the technology across the state. For the discount rate of 2%, only two
of the cities have SIRs greater than unity. For the discount rate of 6%, none are
greater than unity.
Based on the previous results indicating the importance of the R-values, sim-
ulations were run for the lower end of the R-value ranges of the walls and roof.
The results shown in Table 2.14 are based on Rw = 0.88 and Rr = 1.94. Since a
large percentage of the energy savings is based on the recapturing of heat trans-
ferred through the building wall, a poorly insulated building shows increased sav-
ings. Thus UTSCs may be more appropriate for retroﬁt applications on poorly
insulated buildings, with newer buildings which must obey more stringent energy72
Table 2.14: Results of economic analysis for uninsulated building. Annual delivered
energies (with nighttime bypass) are shown along with the corresponding monetary
savings. SIRs are shown for discount rates of 2% and 6%.
City Etotal (MWh) Savings SIR (2%) SIR (6%)
Albany 31.25 $2,119 1.19 0.73
Binghamton 30.52 $2,070 1.16 0.71
Buﬀalo 24.33 $1,650 0.92 0.57
Massena 37.46 $2,540 1.42 0.87
New York City 27.48 $1,864 1.04 0.64
Rochester 25.52 $1,731 0.97 0.60
Syracuse 27.67 $1,876 1.05 0.65
codes regulating insulation levels oﬀering a less attractive option.
In summary, the performance of UTSCs on high rise residential buildings in
the state of New York appears to be borderline. In some locations and under
some conditions, they may represent an attractive investment. However, it seems
that in large part this niche is not well suited to these types of collectors. UTSCs
appear to be better suited to their more common application of warehouse-type
buildings. The smaller areas and ﬂow rates associated with high rise residential
buildings render the monetary savings marginal.
It is worth noting, though, that UTSC cost reductions and increases in gas
prices could result in improved economic performance. It is also worth noting that
there are non-ﬁnancial reasons to invest in renewable technologies like the one being
studied here. These factors, e.g. energy consciousness and environmental concerns,
are becoming more and more important to a larger sector of the population and
may lead some decision-makers to invest in a UTSC even if the ﬁnancial return on
the investment is marginal.73
2.6 Conclusions
A model of an unglazed, transpired solar collector has been developed based on
the literature to aid the design process by enabling performance prediction based
on TMY2 weather data. Perhaps contrary to popular belief, signiﬁcant amounts of
energy can be delivered with this solar technology in New York State. (The concep-
tion that cloudy climates like New York’s are poor locations for solar technologies
is generally based on photovoltaics, which do not contain the heating demand fac-
tor that improves the performance of solar thermal applications in cold, cloudy
climates like New York.) The model correlated well with data obtained from a
monitored installation in Syracuse, NY and with the results of two other previous
modeling eﬀorts.
Results shown here were based primarily on simulations of a base case con-
ﬁguration in Syracuse. However, simulations at the other TMY2 cities revealed
qualitatively similar results. High hourly eﬃciencies were observed to be inde-
pendent of incident solar radiation for radiation levels above 200 Wh/m2. As
expected from previous research, the suction velocity was observed to be an im-
portant factor in predicting hourly eﬃciency. The control system was found to be
an important factor in determining annual energy savings. Nighttime bypass mode
was observed to provide signiﬁcant savings and appears to be practical enough to
be implemented in the ﬁeld. Interestingly, the UTSC appears to be able to recap-
ture unwanted building losses during winter as well as oﬀer a shading eﬀect during
summer, thereby contributing positive energy savings in both the winter and the
summer.
The economic performance of the UTSC was found to be marginal. Under
some conditions at some locations, it can represent an attractive investment. Gen-74
erally, though, it appears that UTSCs are not well suited to high rise residential
buildings. The main reasons are the relatively small collector areas and low ﬂow
rates compared to other UTSC applications (e.g., warehouse buildings).
Further research into the modeling of UTSCs could be directed towards the
overall building model. Since the wall heat transfer eﬀect is a large part of the
total savings, it is important to have as accurate a building model as possible.
Investigations into more optimal control strategies while maintaining practicality
would also be worthwhile. Changes to the actual collector balance to include the
eﬀect of the proﬁled shape and the switch from holes to punched slots could also
improve the model.Chapter 3
Recovery Ventilation
3.1 Introduction
Recovery ventilation refers to the use of specialized equipment to reduce the heat-
ing and cooling loads of a building ventilation system. Heat recovery ventilators
(HRV) transfer heat between an air stream being exhausted from the building and
a supply air stream being brought into the building. Energy recovery ventilators
(ERV) transfer both heat and moisture between the two streams. Recovery venti-
lation thus represents a method of preconditioning ventilation air before it enters a
building by reusing “waste” heat and moisture (or the lack of these two, depending
on the season). (Shapiro et al., In Progress)
Figures 3.1 and 3.2 illustrate conventional and recovery ventilation, respectively
(winter operation). Whereas conventional systems have individual exhaust risers
or stacks that serve vertical columns of apartments, recovery ventilation systems
require the drawing together of the exhaust streams from all the risers into a
single stream to allow delivery to the heat/moisture exchanger of the unit (and
possibly on to a supplemental conditioner). This results in the whole building
being eﬀectively “tied together” by the ventilation system.
While recovery ventilators have proven eﬀective in reducing ventilation energy
demand, problems have emerged that have troubled their performance (Cogan
et al., 2006). Total system airﬂows and pressure drops have been found to be less
than design values. Airﬂows at individual exhaust grilles have also been observed
to be less than design values. In some cases, ﬂow reversal has even been observed:
air is found to ﬂow into some apartments through exhaust grilles rather than out.
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Figure 3.1: Conventional ventilation (winter operation). Each individual vertical
column of apartments has its own riser and exhaust fan. The supply to the corridor
of each ﬂoor typically uses a single riser.
These are serious problems that merit attention because they compromise not only
the health and comfort of buidling occupants but also the technical performance
and corresponding economic performance of recovery ventilation systems.
The present study (a part of Cogan et al. (2006)) was aimed at developing a
computer model of a typical high rise building exhibiting these problems. The
goal with the model was twofold: (1)elucidate the physical basis of the observed
phenomena and (2)investigate the eﬃcacy of several possible solution strategies.
3.2 CONTAM Description and Literature Review
CONTAM (short for contaminant) is a multizone ventilation and indoor environ-
mental modeling program developed by the Building and Fire Research Labora-
tory of the National Institute of Standards and Technology. It enables modeling of77
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Figure 3.2: Recovery ventilation (winter operation). All exhaust risers join to-
gether on the roof, resulting in a single exhaust stream delivered to the recovery
unit. The supply also passes through the unit (and possibly a supplemental condi-
tioner) on its way to the building.78
building airﬂows driven by mechanical systems, wind eﬀects, and buoyancy eﬀects,
along with contaminant concentrations and resultant occupant exposures.
CONTAM has been used for many years and is a well respected modeling tool
in several ﬁelds including ventilation, smoke control, and contaminant dispersion
(Fang and Persily, 1995; Emmerich and Persily, 1998; Ferriera, 2002). It has been
compared to several other airﬂow models with good agreement found (Haghighat
and Megri, 1996).
To construct a building model in CONTAM, the building must ﬁrst be divided
into zones that may or may not correspond to actual rooms. Temperatures and
elevations are then assigned to each zone. Paths for airﬂow between zones are then
deﬁned; these include everything from doors and windows to cracks and leakage
sites. Mechanical ventilation can be incorporated by adding ductwork and fans.
The user selects the desired method for modeling the pressure-ﬂow relationships
of the various airﬂow paths, ducts, and fans. A steady-state simulation will then
yield the pressures in each zone and the pressures and ﬂows across each airﬂow
path, duct segment, and fan.
Although the literature does include residential modeling studies, these are
generally single family buildings whose ventilation systems are not applicable to
the type of building being studied here (e.g., Persily (1998)). High rise residential
studies appeared mostly aimed at smoke control systems (Ferriera, 2002). More
recently, CONTAM has been used to research natural and hybrid ventilation in
medium rise buildings in the U.S. (Emmerich and Crum, 2005). The only ref-
erence to ﬂow reversal was found in a natural ventilation study, but the author
only mentions continuing analysis to oﬀer solutions to the reversal. The signiﬁ-
cant diﬀerences between natural and mechanical ventilation would preclude any79
comparison anyway.
Unfortunately, none of the literature reviewed seemed to directly apply to the
situation under consideration in the present study. It appears that no work has
been done to investigate the overall performance of a high rise residential build-
ing’s ventilation system in general or more speciﬁcally with a recovery ventilation
system installed. While CONTAM is well suited to modeling the eﬀects of external
disturbances on ventilation system performance, it was diﬃcult to ﬁnd literature
dealing with aspects like ﬂow reversal in high rise building exhaust systems.
3.3 Model Description
A model of a 9-story building with an HRV was developed in CONTAM. While the
model was based on a particular building involved in a case study (Shapiro et al., In
Progress), uncertainty and lack of available information made some simpliﬁcations
necessary during model development. Because problems similar to those at the
case study building have been reported at other sites and are speculated to be
general to ventilation systems on high rise multifamily buildings, deviations of
the model from the actual scenario at the test site were deemed acceptable. It
was expected that a reasonable idealization of this type of building would provide
suﬃcient insight into the dominant eﬀects and possible solutions to allow general
recommendations to be made.
The building, oriented on an east-west axis, contains 127 studio apartments,
112 1-bedroom apartments, and one 2-bedroom apartment along with oﬃce space,
maintenance areas, and common areas. The apartments are situated along the
north and south sides of the building with a central corridor between them. Two
elevators, a stairwell, a central chase, and a garbage chute divide the east and west80
sides of the building. Stairwells are also located at the east and west ends of the
building. The west side of the ground ﬂoor is half crawl space and half concrete
slab; the east side contains oﬃces, common areas, and an outside portico under
the easternmost portion of the building. The entire southwest region of the ﬁrst
ﬂoor is a maintenance area with three large bay doors opening to the exterior.
Each apartment contains one kitchen vent and one bathroom vent. Forty-eight
risers pull exhaust air from these vents (as well as from several public bathroom
and kitchen areas on the ﬁrst and ground ﬂoors) up through the main exhaust
duct on the roof to the HRV. The HRV supply duct runs down through the central
chase and distributes air through four vents in the main corridor on each ﬂoor
(excluding the ground ﬂoor, which has a separate supply system).
Some rooms, e.g. the ground ﬂoor oﬃces, are modeled as one large zone rather
than multiple individual zones. Figure 3.3 is a plan view of the eighth ﬂoor as
displayed on CONTAM’s sketchpad. Each apartment is modeled as one zone with
the two ventilation chases being separate zones within the apartment. The central
supply chase, the elevator shaft, and the stairwells are also modeled as individual
zones. The supply ventilation, as in the real building, is delivered to the main
corridor via four vents on all but the ground ﬂoor.
The HRV itself is modeled as two separate fans (exhaust and supply) using per-
formance curves that allow the model to compute the actual operating fan pressures
and ﬂows. Note that the HRV heat exchanger is not modeled; the temperature in
all zones and ducts is ﬁxed at 68 F.
The process of selecting appropriate model parameter values involved using
the case study building information, ASHRAE and other technical resources, and
engineering judgement in the absence of the former two. Unfortunately, the large81
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size of the entire building model precludes the inclusion of the entire ﬁle here even
in an appendix (the .prj ﬁle for the roof balanced and grille balanced case is a
328 page text document). Inclusion of the airﬂow and duct elements and their
parameter values would be possible in an appendix, but the lack of information on
the element locations would render the information of little value in reproducing
the results obtained here.
Since the author could think of no way to include all this information in a
reasonable amount of space, the balanced base case ﬁle (explained later) is included
with this thesis stored at the Cornell Digital Repository which can be found on the
web at the following address: dspace dot library dot cornell dot edu. Requests for
the original ﬁles from the author or from Taitem Engineering (Ithaca, NY) would
also be welcome.
3.4 Model Validation
Validation of multizone airﬂow models is extremely diﬃcult. Referencing an earlier
work, Emmerich (2001) points out that because of the eﬀectively inﬁnite number
of cases that can be simulated by a complex building model, absolute validation
is impossible. Recognizing that model predictions will always be subject to uncer-
tainty, Emmerich restates three avenues to pursue in model validations: analytical
veriﬁcation, inter-model comparison, and empirical validation.
Analytical validation is extremely rare due to the complexity of even a small
building model. Inter-model comparisons between CONTAM and several other
multizone tools have been conducted with encouraging results (Haghighat and
Megri, 1996). While only CONTAM was used in the present study, it appears from
the literature that several of the commonly used multizone models are generally83
in good agreement with another.
Empirical validation is also a challenging technique for validating building mod-
els (Price et al., 2004). Emmerich (2001) notes that the empirical standard is only
as good as the measurements used to produce it. Unfortunately, low ﬂow rates and
gauge pressures make ventilation ﬁeld measurements in buildings very susceptible
to error.
Although no rigorous statistical comparison was made, the limited amount of
data taken from the case study building (Shapiro et al., In Progress) does appear
to agree with the model predictions on several key features. These will be discussed
here, although the ﬁgures referenced here have been reserved for the Results section
as well as the explanation of what the ﬁgures display.
Beginning with the unbalanced case, the model predicted higher riser ﬂows
closer to the HRV with a decrease in ﬂow proportional to distance from the HRV
as shown in Figure 3.6. The site measurements conﬁrmed this pattern, although
the total system ﬂow through the HRV was lower than that predicted by the model,
likely because of the lack of balancing in the unbalanced model case. When the
ﬂows were balanced at the roof and at the exhaust grilles in the model, the total
system ﬂow dropped below the design ﬂow as was observed in the ﬁeld.
The fact that the measured system ﬂow was still much lower than the model
prediction may be explained by other concerns raised in the monitoring study that
questioned whether or not the HRV was even operating on its design fan curve.
Nevertheless, the model predicted the qualitative distribution of the total riser
ﬂows and pressures at the building, and the quantitative results were within an
acceptable range considering the known diﬀerences between the model and the
building (recall that the model is only based on the case study building and does84
not model it exactly).
When the HRV was installed, the required attempt to balance the entire build-
ing was made, but the many problems associated with this procedure and the
uncertainty involved are too overwhelming to discuss at length here. A brief dis-
cussion of the balancing procedure will suﬃce.
The balance contractor moves from grille to grille throughout the building
measuring an initial value, adjusting the damper in an attempt to acheive the
design ﬂow, and measuring a ﬁnal value. It is thought the ﬁnal value is probably
recorded right after damper adjustment and not after the entire building has been
balanced. This renders the ﬁnal values of the grilles balanced ﬁrst almost worthless
as it is certain that changing the rest of the building grilles will change these as
well.
The measured ﬂows at the exhaust grilles also correlated well with model pre-
dictions. In the unbalanced case, the model predicts more than half the ﬂows to
be less than the design ﬂows. In the balanced case, the ﬂows are mostly at design
values, but the model is able to balance the entire building eﬀectively. The mea-
surements appear to place the building in some regime in between the unbalanced
and almost perfectly balanced cases as would be expected based on the balancing
procedure explained above.
The predicted static pressures were also of the same order as the measured
values. Measurements from the second and sixth ﬂoors ranged from a few Pa
positive to roughly 17 Pa negative. The 17 Pa was measured at a grille that was
mostly closed and had very low ﬂow. The average was of order 10 Pa, which is not
far removed from the model predictions (Figure 3.9). As results will demonstrate,
a diﬀerence of a few Pa at the order of 10 Pa is insigniﬁcant in terms of overall85
system performance. These pressures are much lower than they need to be for
stability of the exhaust ﬂows.
The positive grille pressures and the corresponding ﬂow reversal was also seen
in both the site measurements (which were made during winter) and the model pre-
dictions. Figure 3.11 clearly shows ﬂow reversal at a number of exhaust terminals,
one of the more important matches with empirical observations.
Based on this empirical validation, it is concluded that the model is well suited
to its task of exploring the phenomena involved in ventilation systems of high rise
residential buildings. Consequently, reasonable conﬁdence is placed in its ability
to help distinguish the merits of various solution strategies that may be adopted
to ﬁx the problems that have been observed in the ﬁeld.
3.5 Results
Several visual aids have been created to help in processing the data from such a
large building simulation. Statistical measures have been developed to quantify
the performance of the exhaust system in a given scenario.
The sample map shown in Figure 3.4 contains ﬂow values for each exhaust
grille in the building. The top portion represents the risers on the northern half
of the building, while the bottom portion represents the southern risers. The map
is color-coded based on ﬂow rate (minimum = white, maximum = black). The
range for the coloring may be varied for each individual map for clarity. Positive
numbers indicate ﬂow out of the room and into the grille. Notice that some of the
risers are connected to two grilles on each ﬂoor (see Figure 3.3 ﬂoorplan).
The design ﬂow rates are 11.79 1000×m3/s for kitchens and 9.43 1000×m3/s
for bathrooms. The decimal places are omitted for the sake of clarity and because86
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Figure 3.4: Sample ﬂow map. A perfectly balanced building is shown where all
ﬂows are at design values. The top portion shows the northern risers while the
bottom shows the southern risers. Flows are in 1000×m3/s.
the maps are primarily intended to highlight the overall building distribution of
ﬂow magnitudes.
Computing a root mean square (RMS) of the error between the actual ﬂows
and the design ﬂows provides an indication of the magnitude of ﬂow discrepancies.
Because the direction of the error is signiﬁcant here, both a positive and a negative
RMS value were computed, the former consisting only of ﬂows over design and the
latter of those under design. For example, a positive RMS of 3 would indicate
that, of the grilles that exhibit a greater-than-design airﬂow rate, the ﬂows are, on
average, 3 1000×m3/s above design. Similarly, a negative RMS of 2 would indicate
that, of the grilles that exhibit a lower-than-design airﬂow rate, the ﬂows are, on
average, 2 1000×m3/s below design. In general, ﬂowrates that are below design
are more of a concern, so the negative RMS is the more important number.87
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Figure 3.5: Sample riser ﬂows. A perfectly balanced building is shown where all
riser ﬂows are at design values.
3.5.1 Flow Distribution On Roof
The duct sizes and ﬁttings of the two main roof branches inﬂuence the amount
of ﬂow obtained from each of the exhaust risers. The design ﬂow distribution is
shown in Figure 3.5. The variation in design values reﬂects the diﬀerent design
ﬂows for kitchens and bathrooms as well as the fact that some bathroom risers
serve two rooms per ﬂoor, and therefore have higher total ﬂow. Also, some risers
do not serve all ﬂoors. Ensuring that each riser sees at least its design ﬂow is
important, since a riser ﬂow that is less than its design value implies at least some
grilles have ﬂows that are less than their design values.
For an unbalanced system, the model results show a general decrease in ﬂow
with increasing distance from the HRV (Figure 3.6). However, balancing dampers
at the tops of the risers on the roof can be used to properly distribute the ﬂow
coming into the main duct from the risers. Figure 3.7 shows the result of simulating88
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Figure 3.6: Unbalanced riser ﬂows.
these dampers. They can be quite eﬀective in balancing the ﬂows on the roof and
ensuring that each riser is reaching its design ﬂow. Furthermore, it seems that
these roof dampers also eﬀectively isolate the risers from one another, minimizing
the eﬀects of changes in one riser (e.g. closing oﬀ grilles) on neighboring risers. In
this regard they may oﬀer assistance in building balancing, although balancing the
ﬂows at all the grilles is theoretically possible without roof dampers. (After roof
balancing, balancing of the grilles did not signiﬁcantly change the riser totals.)
3.5.2 Balancing
System balancing to ensure design ﬂows at all grilles is critical. However, as men-
tioned previously, this is a diﬃcult task. Factors that can impede proper balancing
include signiﬁcant pressure drops in the ductwork on the roof, duct leakage, stack
eﬀect, and open windows. CONTAM’s automated balancing procedure along with
some manual adjustment was used to produce a roughly balanced system (Figure89
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Figure 3.7: Riser ﬂows after roof balancing.
3.8). The roof dampers were incorporated to achieve design ﬂows in each riser (
3%) prior to balancing at the grilles.
Duct leakage based on site measurements and ASHRAE data was also included.
Positive and negative RMS values for both kitchens and bathrooms were no greater
than 1 1000×m3/s. A few low ﬂows can be observed, particularly in the bottom
ﬂoors of the southeast portion of the building, indicating the diﬃculty in obtaining
adequate ﬂows from the farthest grilles in the presence of duct leakage. Despite
these few troublesome spots, the results were deemed reasonable enough to use as
a base case of a balanced system from which to perform various parametric runs
of interest. The following simulations are thus compared to this case, referred to
henceforth as the balanced case.90
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Figure 3.8: Flow map of balanced building. Flows are in 1000×m3/s.
3.5.3 Pressure Drop Across Grilles
The pressure drop across each grille indicates the direction and magnitude of the
driving force on the airﬂow. Suﬃcient pressure drop is critical to performance.
For the balanced case, the pressure drops across the grilles vary throughout the
building because of the roof balancing and grille balancing (Figure 3.9). Higher
pressure drops are seen at the top of the risers farthest from the HRV that have
the most trouble getting ﬂow. This is because the grilles on the upper ﬂoors of
these risers had to be adjusted the most in order to shift the ﬂow farther down the
riser, resulting in a larger pressure drop at these grilles.
The grille pressure drops are on the order of 12 Pa. Importantly, this indicates
that it is possible to have a roughly balanced system with relatively low pressure
drops at the grilles. The following sections will show that these low pressure drops
across the grilles render the system quite susceptible to external inﬂuences such as
stack eﬀect. Thus the balanced case will be considered a “low-pressure system”91
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Figure 3.9: Grille pressure map of balanced building. Pressures are in Pa.
(with duct leakage).
3.5.4 Stack Eﬀect
Stack eﬀect is the result of a temperature diﬀerence between two columns of air
resulting in a pressure diﬀerence between the two columns at a given height. When
air can be exchanged via discrete airﬂow paths between the columns, continuity
demands that a neutral pressure level (NPL) occur somewhere between the top
and bottom of the columns (Figure 3.10). Below the NPL, the warmer column
will be at a lower pressure than the cooler column; above the NPL, the reverse
will be true. Thus air will ﬂow from the cooler column to the warmer column in
the lower region and from the warmer column to the cooler column in the upper
region.
Combined with resistance to ﬂow between ﬂoors, this means that during winter
conditions the stack eﬀect acts to pressurize lower ﬂoors relative to the duct riser
and depressurize upper ﬂoors relative to the duct riser. This pressure eﬀect causes92
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Figure 3.10: Illustration of stack eﬀect. (Adapted from ASHRAE (2005).)
grille ﬂows on the lower ﬂoors to increase and grille ﬂows on the upper ﬂoors to
decrease. When strong enough, stack eﬀect will completely overwhelm the ﬂows
in the upper ﬂoors and cause ﬂow reversal, the upper ﬂoor rooms having been so
depressurized that they fall below the pressure in the duct riser.
This dramatic eﬀect can be observed by comparing simulations run during
summer and winter. Figure 3.11 shows the ﬂow map of the balanced case run in
15 oF outdoor temperature instead of 68 oF. The ﬂow reversal appears in some
apartments of the upper ﬂoors as expected from the site measurements.
Figure 3.12 shows the map of the grille pressure drops (note that some of the
zero values are actually slightly negative, corresponding to the ﬂow reversal seen in
the ﬂow map). Note how many of the risers have an inverted pressure distribution
relative to the summer base case, demonstrating the pressurization across the
building height characteristic of stack eﬀect. Also noteworthy, however, are risers
16, 19, 22, and 25. Recall (Figure 3.9) that these risers achieved higher grille93
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Figure 3.11: Flow map of winter simulation. Flows are in 1000×m3/s.
pressure drops than most others as a result of roof dampers and grille balancing.
Thus the imposed pressure changes resulting from the stack eﬀect have less of an
impact on these higher pressure risers. The ﬂow map conﬁrms this, showing that
the grille ﬂows in these risers are less compromised than in the other risers. This
signiﬁcant but intuitive result hints at the possibility of higher grille pressure drops
providing a stabilizing inﬂuence against stack eﬀect.
The automated balancing procedure in CONTAM aims to balance the ﬂows
across the building, and it accomplishes this by increasing the loss coeﬃcients at
the grilles. This is equivalent to closing balancing dampers on the grilles which
essentially increases most of the grille pressure drops while attempting to minimize
the deviation of actual ﬂows from design ﬂows. This procedure can thus be em-
ployed to achieve our goal of obtaining higher grille pressure drops with the side
eﬀect of slightly improving the actual ﬂow distribution.
The next section will show that leakage is a key factor in attempts to increase
the grille pressure drops to mitigate stack eﬀect. Because of this, using CON-94
48 47 46 45 44 43 42 41 40 39 38 37 36 35 34 33 32 31 30 29 28 27
0 -1 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0
0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 0 0
1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 0
2 2 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 1 1
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 2 2 2
3 3 2 3 3 3 3 3 3 3 2 3 3 3 3 3 3 2 2 3 2 2
2 3 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 2 1 2
1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 0 1
0 1 0 0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 0 0 0 1
1 2 3 5 6 8 9 11 12 14 15 17 18 20 21 23 24 26
-1 0 0 4 4 0 0 4 4 0 0 4 4 0 0 4 4 0 0 6 7 1 1 7 7 1 1 6 6 1 0 6 4 0
0 0 0 3 3 0 0 3 3 0 0 3 3 0 0 3 3 0 0 5 6 1 1 6 6 1 1 5 5 1 0 5 4 0
0 1 1 3 3 0 0 3 3 1 1 3 3 1 1 3 3 1 1 5 6 1 1 6 6 1 1 5 5 1 1 5 4 1
2 1 1 3 3 1 1 3 3 1 1 3 3 1 1 3 3 1 2 5 5 2 2 6 6 2 2 5 5 2 2 4 4 2
3 2 2 3 3 1 1 2 2 2 1 3 3 1 2 2 2 2 2 5 5 3 2 5 5 2 2 5 5 2 2 4 4 3
4 3 2 3 3 2 2 3 3 2 2 3 3 2 2 2 2 2 3 5 5 3 3 5 5 3 3 4 4 3 3 4 4 3
4 2 2 2 2 2 2 1 1 2 2 2 2 2 2 1 1 2 2 3 3 2 2 3 3 2 2 3 3 2 2 2 2 2
6 3 2 2 1 2 2 1 1 3 2 1 1 2 3 1 1 2 1 1 1 1 1 1 1 1 1 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5th floor
4th floor
3rd floor
9th floor
8th floor
7th floor
6th floor
2nd floor
1st floor
ground
4 22 25
9th floor
7 10 13 16
7th floor
6th floor
5th floor
19
HRV
HRV
ground
Stack #
Stack #
4th floor
3rd floor
2nd floor
1st floor
8th floor
Figure 3.12: Pressure map of winter simulation. Pressures are in Pa.
TAM’s automated balancing procedure to increase the grille pressure drops while
maintaining a balanced system proved diﬃcult in the presence of leakage. To in-
vestigate the pressures required to stabilize the system against stack eﬀect, leakage
was removed from the model and low- and high-pressure cases were developed.
The results are shown in Table 3.1 and exhibit slightly improved performance
from the low-pressure case to the high-pressure case. This improvement is not
directly a result of running at a higher pressure but rather a result of the automated
balancing procedure that is employed to produce the high-pressure case. These
were then run during the summer and winter. The results clearly demonstrate the
improved winter performance of the high-pressure system.
3.5.5 Duct Leakage
Various levels of duct leakage were explored to investigate the eﬀect of leakage on
system performance. As expected, increased duct leakage leads to decreased grille
ﬂows. The magnitude of the impact depends on the operating pressure inside the95
Table 3.1: Comparison of low- and high-pressure systems (without leakage). L is
the low-pressure base case; H is the high-pressure case; W is winter. Pressures are
gauge pressures across a grille in Pa; ﬂows are grille ﬂows in 1000×m3/s.
L L,W H H,W
Mean ± STD pressure 3 ± 3 3 ± 3 15 ± 5 15 ± 5
Kitchens
Minimum ﬂow 11 -1 12 9
Maximum ﬂow 13 29 12 17
RMS+ 0 8 0 2
RMS- 0 5 0 1
Bathrooms
Minimum ﬂow 5 -3 9 5
Maximum ﬂow 11 28 10 20
RMS+ 0 7 0 2
RMS- 1 4 0 1
Table 3.2: Eﬀect of system pressure on leakage. Pressures are gauge pressures
across a grille in Pa; ﬂows are in 1000×m3/s.
Low Higher I Higher II
Mean ± STD pressure 3 ± 2 6 ± 3 7 ± 3
Sum of grille ﬂows (design = 5160) 4800 4600 4560
Grille ﬂow diﬀerence -360 -560 -600
Range of RMS values 0-1 0-1 0-1
HRV exhaust ﬂow 5310 5300 5300
Total leakage ﬂow 510 700 740
Leakage % of total exhaust 10% 13% 14%
ductwork. Simulations were based on leakage estimations from site measurements.
Table 3.2 compares the results from the low-pressure base case with two higher
pressure cases. The two higher pressure cases represent very modest increases in
pressure, not enough to totally stabilize against stack eﬀect (see previous section).
The trend in the table shows that leakage represents an impediment toward
operating the system at a higher pressure. If the ductwork is suﬃciently leaky,
increasing the grille pressure drops while avoiding signiﬁcant reduction of grille
ﬂows will prove diﬃcult. It will inevitably require a larger fan to increase the
total ﬂow to accommodate the large amounts of leakage. Alternatively, the ducts96
could be sealed prior to increasing the grille pressures to reduce these unintended
airﬂows.
3.5.6 Open Windows
Opening of windows in apartments or in the main corridors can have a signiﬁcant
eﬀect on the exhaust system. Once again, the pressure drops across the grilles are
the critical component. For a totally unbalanced system with low grille pressure
drops, opening of a few apartment and corridor windows in each section of the
building can result in ﬂow reversal. However, for the balanced base case, no ﬂow
reversal was observed, although small localized changes in airﬂow near the open
windows were observed. It is conceivable that signiﬁcant wind could amplify the
eﬀect of opening windows; however, these simulations did not include wind eﬀects.
Tenants should be encouraged to keep windows closed during winter. This
not only facilitates energy conservation but can also help maintain a balanced
ventilation system, ensuring adequate ﬂow at the tenants’ grilles. In light of their
eﬀect on the pressure distribution in the building, it is also important to keep
windows closed during system balancing.
3.5.7 Compartmentalization
Building air tightness plays an important role in the performance of ventilation
systems. One reason is the relationship between inter-level air exchange and stack
eﬀect. Decreasing the leakage between rooms, between ﬂoors, and across the build-
ing envelope mitigates the stack eﬀect. Three diﬀerent scenarios of building air
tightness were explored: tight, moderate (used in the other simulations), and leaky.
The tightness is modiﬁed by altering parameters related to ﬂoor leakage, wall97
Table 3.3: Eﬀect of building air tightness. Flows are in 1000×m3/s.
Leaky Moderate Tight
Kitchens
Minimum ﬂow 9 10 10
Maximum ﬂow 12 12 14
RMS+ 0 0 1
RMS- 1 1 1
Bathrooms
Minimum ﬂow 4 5 5
Maximum ﬂow 10 10 12
RMS+ 0 0 1
RMS- 1 1 1
leakage, door leakage, etc. Table 3.3 contains the statistical measures of the three
cases. Increasing the tightness increases the ﬂows at the grilles. This is shown by
the increase in both the minimum and maximum grille ﬂows as well as the increase
in positive RMS for both kitchens and bathrooms. However, the pressure drops
across the grilles were not signiﬁcantly aﬀected by the air tightness. Consequently,
running the tight case in winter still exhibited the strong stack eﬀect and the
presence of ﬂow reversal.
The eﬀect of increased compartmentalization was also explored. Compart-
mentalization can be accomplished in a variety of ways. One option is to reduce
airﬂow underneath apartment and stairwell doors and into and out of duct chases.
To simulate this, leakage values for duct chases, apartment doors, and stairwell
doors were ﬁrst halved and then eﬀectively made zero.
Table 3.4 displays the results, which indicate that reducing airﬂow through
chases and apartment and stairwell doors might not yield the expected beneﬁts.
Compartmentalizing in this way did not signiﬁcantly alter the pressure drops across
the grilles and seemed to even slightly amplify the stack eﬀect. It is unclear
exactly what would cause this, but these results suggest exercising caution when98
Table 3.4: Eﬀect of compartmentalization. B is the base case; I is the halved case;
II is the “zeroed” case; W is winter. Flows are in 1000×m3/s.
B B,W I I,W II II,W
Kitchens
Minimum ﬂow 10 -2 10 -4 10 -5
Maximum ﬂow 12 30 12 30 14 32
RMS+ 0 8 0 9 1 10
RMS- 1 7 1 8 0 8
Bathrooms
Minimum ﬂow 5 -4 5 -5 5 -6
Maximum ﬂow 10 29 10 29 11 30
RMS+ 0 7 0 8 0 8
RMS- 1 5 1 6 0 6
attempting to improve performance via compartmentalization.
3.5.8 Increased Airﬂow
Another possible solution to the observed problems is to increase the airﬂow by
installing a larger fan. This was simulated by adjusting the performance curve of
the fan element in the model. The higher ﬂow case (Table 3.5) did signiﬁcantly
increase the ﬂows to most of the grilles. (Since the vast majority of ﬂows were
pushed above their design values, the few remaining lower than design ﬂows in
the lower southeast portion of the building dominated the RMS- computation
explaining why it was observed to be higher in the high ﬂow case.) However, as
expected, the leakage also increased, still occupying 10% of the total ﬂow. The
pressure drops across the grilles increased slightly in the higher ﬂow case, but it was
not enough to shield the system from stack eﬀect, as ﬂow reversal appeared even
in the higher ﬂow case during winter. These results seem to imply that increased
airﬂow alone is not suﬃcient to solve the low airﬂow problem or to stabilize the
system against external disturbances.99
Table 3.5: Eﬀect of increased airﬂow. Pressures are gauge pressures across grilles
in Pa; ﬂows are grille ﬂows in 1000×m3/s.
B B,W H H,W
Mean ± STD pressure 3 ± 3 3 ± 3 5 ± 3 3 ± 3
Kitchens
Minimum ﬂow 10 -2 11 2
Maximum ﬂow 12 30 14 30
RMS+ 0 8 1 9
RMS- 1 7 0 4
Bathrooms
Minimum ﬂow 5 -4 5 -2
Maximum ﬂow 10 29 12 29
RMS+ 0 7 1 7
RMS- 1 5 2 4
3.5.9 Recommendations For Further Work
CONTAM contains a building pressurization procedure that could be used to in-
vestigate the total leakage across the envelope. If envelope leakage for the case
study building could be obtained, the pressurization test could provide another
reality check for the model. Alternatively, typical values for residential high rise
buildings might be substituted in the absence of actual ﬁeld measurements.
The model was balanced assuming summer conditions, followed by various
simulations, some of which included winter conditions. Alternatively, it would be
interesting to explore the reverse: eﬀects of summer conditions on a winter balance.
Furthermore, devising a better method for increasing grille pressure drops would
facilitate the search for the pressure region that lies above susceptibility to external
disturbances but below the realm where leakage accounts for an unacceptably high
amount of total airﬂow. The balancing work done in this study stopped when ﬂows
were close to design values. It is conceivable that continuing to close oﬀ dampers
at the grilles while maintaining a balanced system could result in the desired100
increase in grille pressure drops that stabilizes the system, as long as leakage is not
signiﬁcant.
The ﬁeldwork revealed a riser with a missing end cap at the bottom. It would
be useful to investigate the eﬀects of “catastrophic failures” like this on the perfor-
mance of the ventilation system. Also of interest is how the location of the failure
inﬂuences the magnitude of its eﬀect.
The eﬀects of wind-induced pressure distributions on the building envelope were
not explored in this study, but wind likely has a signiﬁcant impact on ventilation
system performance. With some additional work, the model developed here is
capable of accommodating wind eﬀects and could be used to investigate wind
eﬀects.
Of great interest is the actual balancing process in the ﬁeld and whether it is
eﬀective in balancing a large building like the one studied here. It would be useful
to discover whether a simple algorithm could be developed that would achieve a
balanced system with a minimum number of iterations. The method might involve
setting initial settings based on the conﬁguration of the ventilation system, followed
by several traversals of the building, adjusting grille ﬂows based on measured values
and on grille locations relative to the HRV.
Finally, investigations of total building and individual room air change rates
could likely provide interesting information. CONTAM does provide this data in
the simulation results. It may be useful to explore the relationship between room
air change rates and grille ﬂow values. For example, in the presence of signiﬁcant
building leakage, it may be possible to have a high air change rate despite low
grille ﬂows.101
3.5.10 Conclusions
In a totally unbalanced HRV system, ﬂows are likely to decrease with distance from
the HRV. Therefore, more ﬂow restriction will be necessary closer to the HRV; less
restriction will be needed farther away. Installing dampers at the riser branches
from the main roof duct may facilitate this process by ﬁrst obtaining design ﬂows
in each riser. Then balancing at the grille dampers may be able to proceed in a
ﬂoor-by-ﬂoor fashion since the roof dampers eﬀectively isolate neighboring risers.
Balancing alone does not ensure system stability in the presence of signiﬁcant
disturbances such as stack eﬀect. Pressure drop across the grilles seems to be a key
factor in this regard. Reaching a high enough pressure drop renders the system
insensitive to things like stack eﬀect.
Leakage may represent a formidable obstacle to achieving a balanced system
that delivers its design ﬂows. Signiﬁcant leakage can make it more diﬃcult to
obtain adequate ﬂow from the bottom ﬂoors, which compete with the leakage sites
throughout the entire height of the risers. Leakage can also make it diﬃcult to
achieve higher grille pressure drops. Since leakage increases with the pressure in the
risers, moving to a higher pressure may require increasing fan size to accommodate
the increased leakage. This means a larger amount of fan work is being used to
produce unintended airﬂows. Alternatively, steps may be taken toward eliminating
the leakage, thereby providing a signiﬁcant advantage in both low-pressure and
high-pressure systems.
Compartmentalization did not seem to oﬀer a signiﬁcant improvement and
did not remove susceptibility to stack eﬀect. Furthermore, a selective strategy
of only reducing airﬂows underneath stairwell and apartment doors and through
duct chases appeared to slightly amplify the stack eﬀect during winter. There-102
fore, further study is recommended prior to implementing a strategy of selective
compartmentalization.
Increasing the airﬂow by increasing the fan size increased the ﬂows to the grilles
as expected. It also increased the leakage, and the grille pressure drops were not
high enough to prevent ﬂow reversal during winter. It may be possible, depending
on leakage, to increase the total airﬂow enough to provide grille pressure drops
that are able to prevent serious impairment from external disturbances. However,
it should be noted that the building may need to be balanced again, even if it was
balanced prior to increasing the total airﬂow. Unless leakage is removed, increased
airﬂow would also result in increased leakage.
The challenges posed to the installation of recovery ventilation systems in res-
idential high rise buildings (particularly older ones) can be formiddable. Properly
designed systems can acheive acceptable levels of performance, but simply design-
ing a system to deliver ﬂows to meet regulations is not enough. The “proper”
design must include considerations of the grille pressure drops if external distur-
bance eﬀects are to be mitigated, and leakage must be taken into account.Appendix A
MATLAB Code
The following code is the main UTSC simulation ﬁle. It requires a structure that
was created in MATLAB that contains the required TMY2 weather data as well
as some preprocessed data that is not based on conﬁguration parameters but only
on weather data.
function utsc = SimulateUTSC(SiteObject, parameters)
%% File Information
% Author: David Ashley
% Revised: 03/16/07
% Description: This file is a model of an unglazed, transpired
% solar collector (UTSC). Its arguments are
% (1)SiteObject - a TMY2 Site Object that must
% already contain the Info and Weather fields
% and (2)parameters - a vector containing the
% configuration parameters to be used in the
% simulation.
tic
%% Inserting configuration parameters
% The parameters (1x28) vector is as follows:
% (1)area(m^2) (15)heat_exchange_eff()
% (2)flow_rate(m^3/s) (16)air_density(kg/m^3)
% (3)absorptivity() (17)air_viscosity(m^2/s)
% (4)azimuth(deg) (18)air_specific_heat(J/kg K)
% (5)wall_R-value(K m^2/Wh) (19)sol-air_ratio(m^2 K/Wh)
% (6)set_temp(K) (20)UseMeasRad(1=yes,0=no)
% (7)ground_refl() (21)wall-air_film_coef(W/m^2 K)
% (8)ground_refl_winter() (22)wall_emissivity()
% (9)shade_Gmin(deg) (23)room_temp(K)
% (10)shade_AGmin(deg) (24)south_wall_area(m^2)
% (11)shade_Gmax(deg) (25)roof_area(m^2)
% (12)shade_AGmax(deg) (26)envelope_area(m^2)
% (13)emissivity() (27)cond_floor_area(m^2)
% (14)tilt(deg) (28)#_occupants()
% (29)roof_R-value(K m^2/Wh)
%Parameter set for use in debugging:
% pars = [... %typical building case
103104
% 100 2.8 0.94 0 1.94 ...
% 295 0.2 0.6 0 1 ...
% 1 1 0.87 90 0.9 ...
% 1.18 15.69E-6 1005 0.038 0 ...
% 8.0 0.9 295 1080 600 ...
% 1890 6000 125 5.28 ];
utsc.H = 6.38*sqrt(parameters(1)/6.38);
utsc.W = sqrt(parameters(1)/6.38);
utsc.Qf = parameters(2);
utsc.Ac = utsc.H * utsc.W;
utsc.v0 = utsc.Qf / utsc.Ac;
utsc.AlphaC = parameters(3);
utsc.GammaC = parameters(4);
utsc.Rw = parameters(5);
utsc.Tset = parameters(6);
utsc.RhoGB = parameters(7);
utsc.RhoGW = parameters(8);
utsc.Shade_Gmin = parameters(9);
utsc.Shade_AGmin = parameters(10);
utsc.Shade_Gmax = parameters(11);
utsc.Shade_AGmax = parameters(12);
utsc.EpsC = parameters(13);
utsc.BetaC = parameters(14);
utsc.Fcs = (1+cosd(utsc.BetaC)) / 2;
utsc.Fcg = (1-cosd(utsc.BetaC)) / 2;
utsc.EpsHX = parameters(15);
utsc.Rho = parameters(16);
utsc.Nu = parameters(17);
utsc.Cp = parameters(18);
utsc.SolAirRatio = parameters(19);
utsc.ITflag = parameters(20);
utsc.hw = parameters(21);
utsc.EpsW = parameters(22);
utsc.Troom = parameters(23);
utsc.As = parameters(24);
utsc.Ar = parameters(25);
utsc.Ae = parameters(26);
utsc.Acf = parameters(27);
utsc.Noc = parameters(28);
utsc.Rr = parameters(29);
%% Performing solar calcs and computing incident radiation
Jan = 1:744; Feb = 745:1416; Mar = 1417:2160;105
Apr = 2161:2880; May = 2881:3624; Jun = 3625:4344;
Jul = 4345:5088; Aug = 5089:5832; Sep = 5833:6552;
Oct = 6553:7296; Nov = 7297:8016; Dec = 8017:8760;
months = {{’January’ Jan’} {’February’ Feb’} {’March’ Mar’}
{’April’ Apr’} {’May’ May’} {’June’ Jun’}
{’July’ Jul’} {’August’ Aug’} {’September’ Sep’}
{’October’ Oct’} {’November’ Nov’}
{’December’ Dec’}};
utsc.RhoG = utsc.RhoGB*ones(1,8760); %assign gnd. refl.
utsc.RhoG([Jan Feb]) = utsc.RhoGW;
%computing angle of incidence Theta and shading
% define parameters to ease code reading
ph = SiteObject.Info.Latitude{2}; gmin = utsc.Shade_Gmin;
de = SiteObject.Weather.Delta; gmax = utsc.Shade_Gmax;
alphS = SiteObject.Weather.AlphaS; amin = utsc.Shade_AGmin;
om = SiteObject.Weather.Omega; amax = utsc.Shade_AGmax;
gamS = SiteObject.Weather.GammaS; ga = utsc.GammaC;
be = utsc.BetaC;
utsc.Theta = acosd( sind(de)*sind(ph)*cosd(be) ...
- sind(de)*cosd(ph)*sind(be)*cosd(ga) + ...
cosd(de).*cosd(ph).*cosd(be).*cosd(om) + ...
cosd(de).*sind(ph).*sind(be).*cosd(ga).*cosd(om) ...
+ cosd(de).*sind(be).*sind(ga).*sind(om) );
utsc.Shaded = zeros(1,8760);
% the procedure here is to find the two points on the
% sphere corresponding to the four shading inputs;
% then every gamS can be used to determine the x,y,z coord.
% of the corresponding point along the line connecting the
% two points on the sphere; then these are converted to
% spherical coord. from which the critical altitude for
% every given gamS may be determined; then alphaS <
% alpha_crit indicates shading
[tempX1,tempY1,tempZ1] = sph2cart(-gmin*pi/180,amin*pi/180,10);
[tempX2,tempY2,tempZ2] = sph2cart(-gmax*pi/180,amax*pi/180,10);
% gammas negative because of MATLAB’s sph. coord. convention
tempV = [tempX2-tempX1; tempY2-tempY1; tempZ2-tempZ1];
tempBeta = (gamS-gmin)/(gmax-gmin);
tempXvec = [tempX1;tempY1;tempZ1]*ones(1,8760)+tempV*tempBeta;
[tempTh,tempPh,tempR] = cart2sph(tempXvec(1,:)’,...
tempXvec(2,:)’,tempXvec(3,:)’);
utsc.AlphaCritical = (180/pi)*tempPh’;106
utsc.Shaded(find((gamS > gmin) & (gamS < gmax) & (alphS < ...
utsc.AlphaCritical))) = 1;
%computing radiation on tilted surface
utsc.I_T_diffuse = SiteObject.Weather.DHR * utsc.Fcs;
utsc.I_T_direct = ~utsc.Shaded .* ...
max(SiteObject.Weather.DNR .* cosd(utsc.Theta),0);
utsc.I_T_reflected = SiteObject.Weather.GHR .* ...
utsc.RhoG * utsc.Fcg;
utsc.I_T = utsc.I_T_reflected + utsc.I_T_direct + ...
utsc.I_T_diffuse;
if utsc.ITflag
%if the flag is set, set I_T to the measured radiation
%(Wh/m^2) on the vertical surface of the wall on which
%a UTSC is installed (found in the file named); note
%that as this comes after shading, shading will be
%rendered irrelevant
utsc.I_T = load(’putfilenamehere’);
utsc.I_T = utsc.I_T’;
end
%computing sol-air temperatures: IT->south wall, GHR->roof
utsc.TsolairS = SiteObject.Weather.DBTk + ...
utsc.SolAirRatio*utsc.I_T;
utsc.TsolairR = SiteObject.Weather.DBTk + ...
utsc.SolAirRatio*SiteObject.Weather.GHR;
%% ------solving collector and wall energy balances
%defining variables to ease code reading
Ta = SiteObject.Weather.DBTk; Ts = SiteObject.Weather.Tsky;
WS = SiteObject.Weather.WS;
IT = utsc.I_T; alf = utsc.AlphaC;
Ehx = utsc.EpsHX; Ac = utsc.Ac;
Fcs = utsc.Fcs; Fcg = utsc.Fcg;
rho = utsc.Rho; cp = utsc.Cp;
Qf = utsc.Qf; EpsC = utsc.EpsC;
nu = utsc.Nu; sig = 5.67E-8;
H = utsc.H; v0 = utsc.v0;
EpsW = utsc.EpsW; Rw = utsc.Rw;
hw = utsc.hw; Tr = utsc.Troom;
for hr = 1:8760
Tc0 = 320; Tw0 = 280; %initial guesses for each hour107
w1 = 999; v1 = 999; %Gamma1(Tc0,Tw0) & Gamma2(Tc0,Tw0)
while abs(w1)>1E-5 || abs(v1)>1E-5 %convergence thresholds
%defining tangent plane for collector equation Gamma1
%w1=Gamma1(Tc0,Tw0), w2=(dGamma1/dTc)|(Tc0,Tw0),
% w3=(dGamma1/dTw)|(Tc0,Tw0)
w1 = rho*cp*Qf*Ehx*(Tc0 - Ta(hr)) + sig*EpsC*Ac*(Tc0^4 ...
- Fcs*Ts(hr)^4 - Fcg*Ta(hr)^4) ...
+ (0.82*WS(hr)*nu*H*rho*cp/v0)*(Tc0 - Ta(hr)) ...
- alf*IT(hr)*Ac - (sig*Ac / (1/EpsW + 1/EpsC - 1))* ...
(Tw0^4 - Tc0^4);
w2 = rho*cp*Qf*Ehx + 4*sig*EpsC*Ac*Tc0^3 ...
+ 0.82*WS(hr)*nu*H*rho*cp/v0 ...
+ 4*(sig*Ac / (1/EpsW + 1/EpsC - 1))*Tc0^3;
w3 = -4*(sig*Ac / (1/EpsW + 1/EpsC - 1))*Tw0^3;
%unit normal vector to the tangent plane
nvec1 = [w2 w3 -1]/sqrt(w2^2+w3^2+(-1)^2);
%the point at which the tangent plane was defined
x1 = [Tc0 Tw0 w1];
%used for computing the intersection of three planes
d1 = dot(nvec1,x1);
%defining tangent plane for wall equation Gamma2
%v1=Gamma2(Tc0,Tw0), v2=(dGamma2/dTc)|(Tc0,Tw0),
% v3=(dGamma2/dTw)|(Tc0,Tw0)
v1 = (Ac/Rw)*(Tr-Ta(hr)-Ehx*(Tc0-Ta(hr))) - (sig*Ac / ...
(1/EpsW + 1/EpsC - 1))*(Tw0^4-Tc0^4) - ...
hw*Ac*(Tw0 - Ta(hr) - Ehx*(Tc0 - Ta(hr)) );
v2 = -(Ac/Rw)*Ehx + 4*(sig*Ac / ...
(1/EpsW + 1/EpsC - 1))*Tc0^3 + hw*Ac*Ehx;
v3 = -4*(sig*Ac / (1/EpsW + 1/EpsC - 1))*Tw0^3 - hw*Ac;
nvec2 = [v2 v3 -1]/sqrt(v2^2+v3^2+(-1)^2);
x2 = [Tc0 Tw0 v1];
d2 = dot(nvec2,x2);
%horizontal plane @ z=0
nvec3 = [0 0 1];
x3 = [Tc0 Tw0 0];
d3 = dot(nvec3,x3);
%compute intersection of the three planes
X = (d1*cross(nvec2,nvec3)+d2*cross(nvec3,nvec1)+ ...
d3*cross(nvec1,nvec2))/det([nvec1’ nvec2’ nvec3’]);
%%%%%---plotting energy balance surfaces and horizontal plane108
%%%%%---z=0 to observe solution progress
% % [Tcrange,Twrange] = meshgrid([240:2.5:330],[200:2.5:330]);
% % s = size(Tcrange);
% % [Tcsmall,Twsmall] = meshgrid((Tc0-5):2.5:(Tc0+5),...
% % (Tw0-15):2.5:(Tw0+15));
% % GAM1 = rho*cp*Qf*Ehx*(Tcrange - Ta(hr)) + ...
% % sig*EpsC*Ac*(Tcrange.^4 - Fcs*Ts(hr)^4 - ...
% % Fcg*Ta(hr)^4) + (0.82*WS(hr)*nu*H*rho*cp/v0)* ...
% % (Tcrange - Ta(hr)) - alf*IT(hr)*Ac - (sig*Ac / ...
% % (1/EpsW + 1/EpsC - 1))*(Twrange.^4 - Tcrange.^4);
% % GAM2 = (Ac/Rw)*(Tr-Ta(hr)-Ehx*(Tcrange-Ta(hr))) - ...
% % (sig*Ac / (1/EpsW + 1/EpsC - 1))*(Twrange.^4- ...
% % Tcrange.^4) - hw*Ac*(Twrange - Ta(hr) - Ehx*(Tcrange ...
% % - Ta(hr)) );
% %
% % figure(1);clf;[0.8 0.8 0.8];
% % G1=mesh(Tcrange,Twrange,GAM1,
% % ’EdgeColor’,’none’,...%’EdgeAlpha’,0.5,...
% % ’FaceColor’,[0.4 0.4 0.4],’FaceAlpha’,0.3);hold on;
% % G2=mesh(Tcrange,Twrange,GAM2,
% % ’EdgeColor’,’none’,...%’EdgeAlpha’,0.5,...
% % ’FaceColor’,[0.4 0.4 0.4],’FaceAlpha’,0.3);
% % G3=mesh(Tcrange,Twrange,zeros(s(1),s(2)),
% % ’EdgeColor’,’none’,...%’EdgeAlpha’,1,...
% % ’FaceColor’,[0.8 0.8 0.8],’FaceAlpha’,1);
% %
% % GAM1prime = w1+w2*(Tcsmall-Tc0)+w3*(Twsmall-Tw0);
% % GAM2prime = v1+v2*(Tcsmall-Tc0)+v3*(Twsmall-Tw0);
% % z3 = 0*Tcsmall;
% %
% % edal=0.2; faal=1;
% % mesh(Tcsmall,Twsmall,GAM1prime,’FaceColor’,[0.4 0.4 0.4],...
% % ’FaceAlpha’,faal,’EdgeColor’,’none’)%,’EdgeAlpha’,edal)
% % mesh(Tcsmall,Twsmall,GAM2prime,’FaceColor’,[0.4 0.4 0.4],...
% % ’FaceAlpha’,faal,’EdgeColor’,’none’)%,’EdgeAlpha’,edal)
% % mesh(Tcsmall,Twsmall,z3,’FaceColor’,[0 0 1],...
% % ’FaceAlpha’,faal,’EdgeColor’,’none’,’EdgeAlpha’,edal)
% %
% % set(G1,’Visible’,’off’);set(G2,’Visible’,’off’);
% % set(G3,’Visible’,’off’)
% % plot3(X(1),X(2),X(3),’.k’,’MarkerSize’,15)
% % plot3(x1(1),x1(2),x1(3),’.’,’MarkerSize’,15,’Color’,[0 0 0])
% % plot3(x2(1),x2(2),x2(3),’.’,’MarkerSize’,15,’Color’,[0 0 0])
% % line([x1(1) X(1)],[x1(2) X(2)],[x1(3) X(3)],’LineStyle’,...109
% % ’--’,’Color’,[0 0 0])
% % line([x2(1) X(1)],[x2(2) X(2)],[x2(3) X(3)],’LineStyle’,...
% % ’--’,’Color’,[0 0 0])
% % plot3(x3(1),x3(2),x3(3),’.’,’MarkerSize’,20,’Color’,[0 0 1])
% %
% % %%%----save the figure to a pdf file
% % xlabel(’T_{coll} (K)’); ylabel(’T_{wall} (K)’);
% % zlabel(’\Gamma_1, \Gamma_2 (Wh)’); view(-53.5,30)
% % %%%----these 4 lines set all font sizes for exporting
% % allText = findall(gcf, ’type’, ’text’);
% % allAxes = findall(gcf, ’type’, ’axes’);
% % allFont = [allText; allAxes];
% % set(allFont,’FontSize’,10);
% % set(gcf, ’PaperUnits’, ’inches’);
% % set(gcf, ’PaperPosition’, [0 0 8 3]);
% % set(gcf, ’PaperPositionMode’,’auto’)
% % if 1;
% % saveas(gcf,’putfilenamehere’,’pdf’);
% % end
%%%%%%%------------end plotting--------------------------
%reset values to newly computed intersection point
Tc0 = X(1); Tw0 = X(2);
end
utsc.Tcoll(hr) = Tc0; %assign converged values to temps
utsc.Twall(hr) = Tw0;
end
%% Computing temps, heat transfers, and energy gains/losses
%defining variables to ease code reading
utsc.Tplen = Ta + Ehx*(utsc.Tcoll - Ta); Tp = utsc.Tplen;
Tc = utsc.Tcoll; Tw = utsc.Twall; TsaS = utsc.TsolairS;
TsaR = utsc.TsolairR;
%compute terms and error in the collector energy balance
utsc.QRsolar = alf*IT*Ac;
utsc.QRwall_coll = (sig*Ac/(1/EpsW+1/EpsC-1))*(Tw.^4-Tc.^4);
utsc.QRcoll_sur = sig*EpsC*Ac*(Tc.^4 - Fcs*Ts.^4 - Fcg*Ta.^4);
utsc.QCcoll_sur = (0.82*WS*nu*H*rho*cp/v0).*(Tc - Ta);
utsc.QCcoll_air = rho*cp*Qf*Ehx*(Tc - Ta);
utsc.CollBalError = utsc.QRsolar + utsc.QRwall_coll - ...
utsc.QRcoll_sur - utsc.QCcoll_sur - utsc.QCcoll_air;110
%compute terms and error in the wall energy balance
utsc.QCint_plen = (Ac/Rw)*(Tr-Ta-Ehx*(Tc-Ta));
utsc.QRwall_coll = (sig*Ac/(1/EpsW+1/EpsC-1))*(Tw.^4-Tc.^4);
utsc.QCwall_air = hw*Ac*(Tw - Ta - Ehx*(Tc - Ta));
utsc.WallBalError = utsc.QCint_plen - utsc.QRwall_coll ...
- utsc.QCwall_air;
%compute outlet temp and "available" energy
utsc.Tout = Tp + utsc.QCwall_air / (rho*cp*Qf);
utsc.Eavail = rho*cp*Qf*(utsc.Tout - Ta);
%binning hours based on the temperature scenario
utsc.Case1 = (utsc.Tset > Ta) & ( Ta > utsc.Tout);
utsc.Case2 = (utsc.Tset > utsc.Tout) & (utsc.Tout > Ta);
utsc.Case3 = ( Ta > utsc.Tset) & (utsc.Tset > utsc.Tout);
utsc.Case4 = ( Ta > utsc.Tout) & (utsc.Tout > utsc.Tset);
utsc.Case5 = (utsc.Tout > Ta) & ( Ta > utsc.Tset);
utsc.Case6 = (utsc.Tout > utsc.Tset) & (utsc.Tset > Ta);
utsc.CaseEqualTemps = find(~utsc.Case1 & ~utsc.Case2 & ...
~utsc.Case3 & ~utsc.Case4 & ~utsc.Case5 & ~utsc.Case6);
%compute delivered temp based on the simple control strategy
utsc.Tdel = zeros(1,8760);
utsc.Tdel(utsc.Tout < utsc.Tset) = ...
utsc.Tout(utsc.Tout < utsc.Tset);
utsc.Tdel(utsc.Case4) = Ta(utsc.Case4);
utsc.Tdel(utsc.Case5) = Ta(utsc.Case5);
utsc.Tdel(utsc.Case6) = utsc.Tset;
%compute energy demand using the simple building model
utsc.Eutsc = rho*cp*Qf*(Tr - utsc.Tdel) + (Ac/Rw)*(Tr - Tp) ...
+ ((utsc.As-Ac)/Rw)*(Tr - TsaS) + ...
(utsc.Ar/utsc.Rr)*(Tr-TsaR) + (utsc.Ae/Rw)*(Tr-Ta) - ...
0.2931*(464+7.535*utsc.Acf+75*utsc.Noc);
utsc.Ebase = rho*cp*Qf*(Tr - Ta) + (utsc.As/Rw)*(Tr - TsaS) ...
+ (utsc.Ar/utsc.Rr)*(Tr - TsaR) + (utsc.Ae/Rw)*(Tr - Ta)...
- 0.2931*(464 + 7.535*utsc.Acf + 75*utsc.Noc);
Eu = utsc.Eutsc; Eb = utsc.Ebase;
%simple savings: Eheating/Ecooling equally undesirable
utsc.Esavings = abs(Eb) - abs(Eu);
utsc.CaseA = (Eb > 0) & (Eu > 0) & (abs(Eb) > abs(Eu));
utsc.CaseE = (Eb > 0) & (Eu > 0) & (abs(Eb) < abs(Eu));111
utsc.CaseB = (Eb > 0) & (Eu < 0) & (abs(Eb) > abs(Eu));
utsc.CaseF = (Eb > 0) & (Eu < 0) & (abs(Eb) < abs(Eu));
utsc.CaseC = (Eb < 0) & (Eu > 0) & (abs(Eb) > abs(Eu));
utsc.CaseG = (Eb < 0) & (Eu > 0) & (abs(Eb) < abs(Eu));
utsc.CaseD = (Eb < 0) & (Eu < 0) & (abs(Eb) > abs(Eu));
utsc.CaseH = (Eb < 0) & (Eu < 0) & (abs(Eb) < abs(Eu));
utsc.CaseEqualEnergies = find(~utsc.CaseA & ~utsc.CaseB & ...
~utsc.CaseC & ~utsc.CaseD & ~utsc.CaseE & ~utsc.CaseF ...
& ~utsc.CaseG & ~utsc.CaseH);
utsc.CaseBinHours = zeros(6,8); utsc.CaseBinEnergies = zeros(6,8);
for i = 1:6
jj=0;
for j = [’A’ ’B’ ’C’ ’D’ ’E’ ’F’ ’G’ ’H’]
jj=jj+1;
utsc.CaseBinHours(i,jj) = eval([’sum(utsc.Case’ ...
int2str(i) ’ & utsc.Case’ j ’);’]);
utsc.CaseBinEnergies(i,jj) = eval([...
’sum(abs(Eb(utsc.Case’ int2str(i) ...
’ & utsc.Case’ j ’)) - abs(Eu(utsc.Case’ ...
int2str(i) ’ & utsc.Case’ j ’)) );’]);
end
end
%computing efficiency only for hours when I_T > 0
utsc.Eta = zeros(1,8760);
nonzeroIT = find(utsc.I_T>0);
utsc.Eta(nonzeroIT) = rho*cp*v0*(Tp(nonzeroIT) - ...
Ta(nonzeroIT)) ./ IT(nonzeroIT);
%% Computing monthly and yearly totals
for i = 1:12
Totals(i,:) = [ ... %monthly totals
sum(utsc.I_T_direct(months{i}{2}))
sum(utsc.I_T_diffuse(months{i}{2}))
sum(utsc.I_T_reflected(months{i}{2}))
sum(utsc.I_T(months{i}{2}))
sum(utsc.Eutsc(months{i}{2}))
sum(utsc.Ebase(months{i}{2}))
sum(utsc.Esavings(months{i}{2}))];
end
Totals(13,:) = sum(Totals); %yearly totals
utsc.Totals = Totals;
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