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Abstract
In this paper we consider the positive definite solutions of nonlinear matrix equation X +
AX−δA = Q, where δ ∈ (0, 1], which appears for the first time in [S.M. El-Sayed, A.C.M.
Ran, On an iteration methods for solving a class of nonlinear matrix equations, SIAM J. Matrix
Anal. Appl. 23 (2001) 632–645]. The necessary and sufficient conditions for the existence of a
solution are derived. An iterative algorithm for obtaining the positive definite solutions of the
equation is discussed. The error estimations are found.
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1. Introduction
Consider the nonlinear matrix equation
X + AX−δA = Q, (1.1)
where A, Q are m × m complex matrices with Q positive definite, X is the unknown
matrix and δ ∈ (0, 1]. This type of nonlinear matrix equations when δ = 1 often arises
in the analysis of ladder networks, dynamic programming, control theory, stochastic
filtering, statistics and many applications, see for example [1,4,11] and can be viewed
as a special case of a discrete-time algebraic Riccati equation [3,4,8].
Eq. (1.1) has been studied recently when δ = 1 by several authors, see [1,3–5,8–
11]. The fixed point iteration is considered in several papers, see for example [1,3,4,
10].
The goal of this paper is to discuss the properties of Eq. (1.1) and investigate an
iterative algorithm for obtaining the positive definite solutions. We obtain the rate of
convergence for the sequence generated by the suggested algorithm. It is proved in
[7] and [8, Theorem 3.1] that if (1.1) has a positive definite solution, then it has a
maximal Hermitian solution XL. A Hermitian solution XL we call the maximal one
if XL  X for any Hermitian solution X of (1.1).
The paper is organized as follows. In Section 2, we obtain the conditions for
the existence and some properties of the solutions for Eq. (1.1). Section 3 contains
theorem for the rate of convergence of the considered algorithm.
The following notations are used throughout the rest of the paper. The notation
A  0 (A > 0) means that A is positive semidefinite (positive definite), A denotes
the complex conjugate transpose of A, and I is the identity matrix. Moreover, A  B
(A > B) is used as a different notation for A − B  0 (A − B > 0). We denote by
ρ(A) the spectral radius of A, by σ1(A) and σm(A) the maximal and minimal singular
values of A, respectively. The norm used in this paper is the spectral norm of the
matrix A, i.e. ‖A‖ = √ρ(AA) = σ1(A) unless otherwise noted.
2. Conditions for the existence and properties of the solutions
In this section, we will discuss some properties of Eq. (1.1) and obtain the condi-
tions for existence and properties of the solutions of Eq. (1.1). The next theorem is
similar of Theorem 2 in [6].
Theorem 2.1. The matrix equation
X + AX−δA = I (2.1)
has a positive definite solution if and only if exists unitary matrices P, M and the
diagonal matrices  > 0,  0, such that 2 +2 = I and A = PδMP. In
this case X = P2P is a solution.
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Proof. Let A = PδMP , where P, M are unitary,  > 0,   0 are diagonal
and 2 +2 = I . Then by directly verification, we see that X = P2P satisfy
Eq. (2.1).
Conversely, let X > 0 is a solution of Eq. (2.1). By spectral decomposition of X,
we have X = P2P , where P is unitary, and > 0 is diagonal. Eq. (2.1) we rewrite
P2P + AP−2δPA=I,
2 + PAP−2δPAP=I.
Since  > 0, then PAP−2δPAP = I − 2  0.
Let  is diagonal matrix, such that 2 +2 = I and K = −δPAP, then
KK = 2. (2.2)
Let κ1, κ2, . . . , κm are columns of K and θ1, θ2, . . . , θm are diagonally entries of
. We denote Jr = {i1, i2, . . . , ir} ⊂ Jm = {1, 2, . . . , m}, where r  m, θj > 0 for
j ∈ Jr and θj = 0 for j ∈ {Jm\Jr}. We note, that r = m, i.e. Jr ≡ Jm, when > 0.
If  > 0, by (2.2) follow that M = K−1 is unitary.
If r < m, i.e. there is j0 ∈ Jm, such that θj0 = 0, then by (2.2) we have that the
columns κj are orthogonal and |κj | = θj . We compose a unitary matrix M with
columns µj = κj /θj for j ∈ Jr , then K = M.
Therefore A = PδMP . 
Theorem 2.2. If Eq. (2.1) has a positive definite solution, then
ρ(A) 
√
δδ
(δ + 1)δ+1 .
Proof. By Theorem 2.1, we have A = PδMP , where P, M are unitary,  > 0,
  0 are diagonal and 2 +2 = I . For any eigenvalues λi(A) of the matrix A
we have
λi(A) = λi(PδMP) = λi(δM) = λi(Mδ).
Moreover
ρ(A) = max
i
|λi(Mδ)|  ‖Mδ‖ = ‖δ‖.
Let  = diag{γi},  = diag{θi}. Then γi > 0, θi  0 and γ 2i + θ2i = 1,
i = 1, 2, . . . , m.
Therefore
ρ(A)  ‖δ‖ = max
i
|θiγ δi | = max
i
θi
√
(1 − θ2i )δ
 max
x∈[0,1] x
√
(1 − x2)δ =
√
δδ
(δ + 1)δ+1 .
The theorem is proved. 
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In the next theorem we combine Theorems 2.2 and 2.3 from [7].
Theorem 2.3. If Eq. (1.1) has a positive definite solution X, then
(Q − AQ−δA)δ − AQ−1A > 0, (2.3)
Xδ ∈ (AQ−1A, (Q − AQ−δA)δ], (2.4)
X ∈
((µ
ν
) 1−δ
δ
(AQ−1A)
1
δ , Q − AQ−δA
]
, (2.5)
where µ and ν are minimal and maximal eigenvalues of the AQ−1A, respectively.
Proof. See Theorems 2.2 and 2.3 in [7]. 
Theorem 2.4 [7, Theorem 2.4]. If Eq. (1.1) has a positive definite solution X, then
σ 2m
(√
Q−δA
√
Q−1
)
 δ
δ
(δ + 1)δ+1 and X  αˆQ,
where αˆ is the solution of equation αδ(1 − α) = σ 2m(
√
Q−δA
√
Q−1) in
[
δ
δ+1 , 1
]
.
3. The iterative algorithm
In this section, we consider the fixed point iteration method and it’s speed
of convergence. The following algorithm to calculate the maximal solution XL of
Eq. (1.1).
Algorithm 1. (Fixed point iteration)
X0 = γQ,
Xn+1 = Q − AX−δn A, n = 0, 1, 2, . . .
Theorem 3.5 [7, Theorem 2.5]. If Eq. (1.1) has a positive definite solution, then it
has the maximal one XL. Moreover, the sequence {Xn} by Algorithm 1 for γ ∈ [αˆ, 1]
is monotonically decreasing and converges to XL, where αˆ is a solution in
[
δ
δ+1 , 1
]
of the equation
αδ(1 − α) = σ 2m
(√
Q−δA
√
Q−1
)
.
Theorem 3.6 [7, Theorem 2.6]. Let σ 2m(B) < σ 21 (B)  δ
δ
(δ+1)δ+1 , where δ ∈ (0, 1]
and B = √Q−δA√Q−1. Let αˆ be the solution of the equation αδ(1 − α) = σ 2m(B) in
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δ
δ+1 , 1
]
and β1, β2 are the solutions of βδ(1 − β) = σ 21 (B) in
[
0, δ
δ+1
]
and
[
δ
δ+1 , 1
]
,
respectively. Then
(i) ifγ ∈ [β1, β2], then the sequence {Xn}by Algorithm 1 is monotonically increas-
ing and converges to a positive definite solution Xγ ∈ [γQ, αˆQ] of (1.1),
(ii) if γ ∈ [αˆ, 1], then the sequence {Xn} by Algorithm 1 is monotonically decreas-
ing and converges to the maximal positive definite solution XL ∈
[β2Q, αˆQ],
(iii) if γ ∈ (β2, αˆ) and δ‖A‖2 < [β2λm(Q)]δ+1, where λm(Q) is the minimal eigen-
values of Q, then the sequence {Xn} by Algorithm 1 is converges to the unique
solution XL ∈ [β2Q, αˆQ].
Theorem 3.7 [2]. If X > aI and Y > aI, then
‖Xδ − Y δ‖  δaδ−1‖X − Y‖,
where δ ∈ (0, 1].
In the following theorem, we will obtain the rate of convergence of Algorithm
1 with γ ∈ [αˆ, 1] where αˆ is a solution in [ δ
δ+1 , 1
]
of the equation αδ(1 − α) =
σ 2m(
√
Q−δA
√
Q−1).
Theorem 3.8. For all n  0,
‖Xn+1 − XL‖  q‖Xn − XL‖,
where
q = min {δ‖X−1L ‖1−δ‖X−δL A‖2, δ‖X0‖1−δ(‖A‖‖X−1L ‖)2}.
Moreover, for any  > 0,
‖Xn+1 − XL‖  δ(‖XL‖ + )1−δ(‖A‖‖X−1L ‖)2‖Xn − XL‖
for all n large enough.
Proof. Since Xn+1 = Q − AX−δn A and XL = Q − AX−δL A, we have
Xn+1 − XL = A(X−δL − X−δn )A
= A(X−δL + X−δn − X−δL )(Xδn − XδL)X−δL A
= AX−δL (Xδn − XδL)X−δL A
−AX−δL (Xδn − XδL)X−δn (Xδn − XδL)X−δL A.
Thus
0  Xn+1 − XL  AX−δL (Xδn − XδL)X−δL A.
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Therefore,
‖Xn+1 − XL‖ ‖X−δL A‖2‖Xδn − XδL‖
 δ‖X−1L ‖1−δ‖X−δL A‖2‖Xn − XL‖,
where the last inequality follows by Theorem 3.7 since Xn  XL  ‖X−1L ‖−1I .
On the other hand, we have X−1L  X−1n  X
−1
0  ‖X0‖−1I . By Theorem 3.7, it
follows
‖Xn+1 − XL‖ ‖A‖2‖X−δL − X−δn ‖
 δ‖X0‖1−δ‖A‖2‖X−1n − X−1L ‖
= δ‖X0‖1−δ‖A‖2‖X−1n (XL − Xn)X−1L ‖
 δ‖X0‖1−δ(‖A‖‖X−1L ‖)2‖XL − Xn‖.
Since limn→∞ Xn = XL, we also have X−1L  X−1n  (‖XL‖ + )−1I for all n
large enough. Therefore
‖Xn+1 − XL‖ ‖A‖2‖X−δL − X−δn ‖
 δ(‖XL‖ + )1−δ‖A‖2‖X−1n − X−1L ‖
 δ(‖XL‖ + )1−δ(‖A‖‖X−1L ‖)2‖XL − Xn‖.
The theorem is proved. 
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