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Applications in a range of domains, including route planning and well-being, offer advice based on the social
information available in prior users’ aggregated activity. When designing these applications, is it better to
offer: a) advice that if strictly adhered to is more likely to result in an individual successfully achieving their
goal, even if fewer users will choose to adopt it? or b) advice that is likely to be adopted by a larger number of
users, but which is sub-optimal with regard to any particular individual achieving their goal? We identify this
dilemma, characterized as Goal-Directed vs. Adoption-Directed advice, and investigate the design questions
it raises through an online experiment undertaken in four advice domains (financial investment, making
healthier lifestyle choices, route planning, training for a 5k run), with three user types, and across two levels
of uncertainty. We report findings that suggest a preference for advice favoring individual goal attainment
over higher user adoption rates, albeit with significant variation across advice domains; and discuss their
design implications.
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1 INTRODUCTION
Applications that offer advice to users have become commonplace across domains as diverse as
route planning (e.g. Google Maps or Citymapper), financial investment (e.g. PlanMode), and lifestyle
and well-being (e.g. Noom). Increasingly, this advice is generated algorithmically, based on machine
learning analysis of large amounts of historic data relating to aggregated prior use. The advice on
offer thereby combines social cues from other users’ activity with up-to-date data from the domain
in question. Two important questions that may be considered when formulating this advice are: 1)
is the user likely to adopt the advice, if it is offered? and 2) if adopted, is the advice likely to lead to
the user achieving their goal?
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In many cases, offering the advice most likely to result in users achieving their goal will also
result the highest rate of user adoption. However, this is not always the case. There are times when
this advice may seem counter-intuitive; such as when traffic conditions result in a route much
longer in distance being shorter in duration. In other situations, such as advising major changes in
lifestyle associated with improving personal health, the ‘best’ advice might appear exceptionally
challenging. For example, behavior in response to social distancing guidelines during the COVID-19
pandemic has highlighted the tension between the standalone value of public advice on one hand
and its adoption by individuals who find it hard to follow on the other. Extant research shows
that in cases like these people do not always act like models of rational decision making, and may
not necessarily make decisions that maximize utility, or follow advice that is optimal to achieving
their goal. Instead, their decisions are likely to be based on heuristics and judgments that follow
predictable biases, e.g. [7, 28, 49, 50, 80, 85]. These circumstances pose a potentially serious design
dilemma. Should the user be offered the advice which, if strictly adhered to, would be most likely to
result in them achieving their objective, even if they are statistically less likely to adopt or adhere
to it? Or alternatively, should the user be offered advice that they are more likely to choose to
adopt and see through, and which may still be helpful, even though they are less likely to achieve
their goal in full? We characterize this dilemma as being between: 1) Goal-Directed advice that is
more likely to lead a user who fully adopts it to achieve their goal, even if overall adoption rates
are likely to be lower, and 2) Adoption-Directed advice which is likely to have a higher adoption
rate, but which has a lower probability of resulting in a user fully achieving their individual goal.
This dilemma is brought even more clearly into focus when machine learning and data analysis
techniques used to predict likely outcomes might also be used to predict user adoption rates.
What might this mean for designers of applications aiming to algorithmically generate valuable
advice in complex situations? Which design choice would be preferable from the perspective of a
user? Which type of advice might be considered more ethical? This paper reports on a study in
which participants in an online experiment were asked to indicate a preference between examples
of these different advice types in one of four different scenarios, each presenting the potential
dilemma in a different domain context with particular characteristics that influence how the
dilemma might present. We varied the role participants were asked to adopt when indicating their
preference, and controlled for several other potentially confounding factors. Our analysis found that
participants consistently favored presenting Goal-Directed advice over Adoption-Directed advice,
albeit the degree to which this preference was shown differed significantly across the scenarios
that were presented. We discuss our findings with reference to prior research in decision-making
under uncertainty, recommender systems, and behavioral economics, and outline implications for
designing systems that offer algorithmically generated advice.
1.1 The Advice Design Dilemma
The research reported in this paper addresses a dilemma in presenting users with algorithmic
advice that aims to support their decision making under uncertainty, particularly in challenging
contexts. This dilemma can appear when advice, which may be optimal to an individual achieving
their goal, appears counter-intuitive. Or when that advice seems challenging to such a degree that
many users may either discount or ignore it. In these circumstances, is this advice still optimal?
and should an application offer this advice? Or is it preferable for an application to offer advice
that a higher percentage of users are more likely to adopt, but which is less likely to lead these
users towards fully achieving their goal?
For the purposes of this study we define these two alternative advice types as follows:
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• Goal-Directed advice: advice that is more likely to result in users who adhere to it achieving
their goal, but which users are less likely to adopt and adhere to.
• Adoption-Directed advice advice that is more likely to be adopted and adhered to by a greater
number of users, but which is less likely to result in a user fully achieving their goal.
It should be noted that in the situations discussed in this paper, we make explicit the assumption
that selecting either of the advice options is preferable to acting independently, and would therefore
result in a better outcome for the user than were they to follow neither.
1.2 Contributions
This research contributes to the CSCW community’s understanding of how to design applications
that offer algorithmically generated advice based on social information aggregated from the prior
behavior of a large number of users, and has both theoretical and practical implications. From a
theoretical perspective, we 1) extend prior research at the intersection of CSCW and recommender
systems that offer socially-informed advice based on aggregated data from prior use; 2) introduce
and characterize the design dilemma posed when having to select between Goal-Directed and
Adoption-Directed advice; and 3) quantify the trade-offs it represents. From a practical perspective
we offer initial guidance on how to approach this dilemma when designing applications that offer
algorithmically generated advice.
2 RELATEDWORK
This research was inspired by the observation that users may discount or ignore algorithmic advice
intended to support the choices they make towards achieving particular goals, specifically when
this advice may appear counter-intuitive or challenging to adhere to. In order to situate our work
we provide an overview of related prior research in 1) decision making under uncertainty; and 2)
online advice and recommendation.
2.1 Decision-making under uncertainty
A primary motivation for offering algorithmic advice is to support users’ decision-making. Under
uncertainty, decision-makers tend to be receptive to advice [14, 90], from experts [25, 48, 64, 86]
and from peers [20, 32, 81]. This tendency has informed the design of interfaces for recommender
systems. For example, in financial planning [2, 87] advice from software agents is increasingly
replacing advice from humans [3, 46], evidenced in the growth of financial ‘Robo-Advisors’, such
as Betterment 1, which provide online advice with minimal human intervention.
Evenwhere valuable advice may be available, decision-makers still tend to rely on simple heuristic
principles to reduce the complexity of tasks such as assessing probabilities and predicting values
[7, 50]. While often useful, heuristics can also lead to systematic errors or biases [85]. Their impact
has been extensively studied in the context of personal finance [10, 81]. Prior research shows the
effectiveness of changing default participation to opt-in, but also the negative impact a reliance
on simplistic heuristics has on asset allocation [9]. Decision-makers may excessively discount
advice even when shown that the advice is good [36, 60], because they have access to their own but
not others’ justifications [90], or because of a bias toward egocentric or self-related information
[26, 30, 54, 55]. As a result, decision-makers tend to exaggerate their own abilities [55], not take
others’ skills sufficiently into account, and display overconfidence and unrealistic self-assessments
[13]. However, task complexity and quality of explanation may provide a counter-balance that
reduces advice discounting [70], and decision-making can be affected by context driven challenges
to self-control, which may represent inconsistent long-term and short-term preferences [78, 80].
1www.betterment.com
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2.2 Online Advice and Recommender Systems
Insights such as these, from behavioral economics and social psychology, have influenced HCI,
CSCW and information systems research (e.g. [21, 38, 58]) in areas such as recommender systems
[1, 79]. Recommender systems present advice to users in the form of suggestions [67, 88] often
based on collaborative filtering and a social context [44, 84]. Recommender systems have been used
to provide advice in a wide range of domains and use cases [46], including advice on energy saving
[5], nutrition [91], finance [39], and remedial behavior for computer programmers [42]. Users’
interactions with such systems are susceptible to similar confirmation biases as other instances
of decision-making and advice selection [47], which has led researchers to investigate diverse
recommendation and dissenting information strategies [19, 68]. In addition, prior research at the
intersection of CSCW and recommendation systems found that negative social effects of activity
transparency can result in users’ increased adoption of mediocre advice [67]. Another significant
challenge to overcome, identified in this line of research, is the tendency for users to be put off by
recommendations they consider demanding or challenging [77]. Moreover, the recommendations
users find most useful may not always be the ones that by other measures are considered most
accurate [62]. An example is when optimal advice appears counter-intuitive, but following sub-
optimal advice will still result in increased profit or satisfaction [59]. We extend this prior research
by investigating participants’ preferences between Goal-Directed and Adoption-Directed advice,
under uncertainty and in counter-intuitive or challenging scenarios.
3 EXPERIMENTAL STUDY
To investigate the advice design dilemma, we probe participants’ design preferences for which
advice type to present in a future app. To study this, we conducted a between-subjects experiment
online using Amazon Mechanical Turk (MTurk) as a recruitment platform. While acknowledging
that the dilemma may appear in situations where there are more complex, ongoing interactions
with applications that reoccur over time, and involve both short-term and evolving longer-term
goals, e.g. when using diet and exercise apps, we chose to echo a long tradition in economics,
where simple, discrete-choice experiments are used to isolate a particular issue of concern and
elicit preferences, e.g. [6, 17, 31, 45]. This degree of simplification allows us to gain purchase on
the novel conceptual ground that the dilemma reflects, by allowing us to isolate the particular
cases where advice might appear counter-intuitive or challenging, and to investigate the impact of
factors, such as task domain, on these instances.
3.1 ResearchQuestions
We ask the following research questions:
• RQ1: Are participants’ preferences between offering Goal-Directed advice and Adoption-Directed
advice sensitive to different domain scenarios, or do they transcend specific settings?
• RQ2: Are participants’ preferences between offering Goal-Directed advice and Adoption-Directed
advice sensitive to the different perspectives of ‘advice giver’ and ‘advice receiver’?
3.2 Study Design
We recruited a total of 1,589 US MTurk participants over the age of 18. Participation was limited
to people with a record of at least 100 tasks at an approval rate of 95% or higher. Of these, 750
self-identified as women and 829 as men. Their self-reported ages ranged between 18 and 88, with
a mean age of 36 (median = 33). Participants were paid a flat rate of $0.65 for completing the
survey based on an estimated time for completion of 5 minutes (median time spent on the study by
participants was 5 minutes 30 seconds), and could take part in the study only once. Each participant
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was presented with a single selection task, asking for their preference between Goal-Directed and
Adoption-Directed advice. Based on a 4X3 factorial design, participants were randomized into one
of four scenarios, each set in a different domain, and three roles through which to consider their
selection. We also controlled for other potentially confounding factors, such as the size of the gap
between adoption and goal-effectiveness probabilities, and order of presentation. In addition to
making their advice type selection, participants were required to answer an attention test question.
Finally, participants were asked to briefly explain the reasons behind their selection. In the following
sections we report the details of experimental procedure.
3.3 Domain Scenarios
To address RQ1, we selected four different domain scenarios representing different contexts where
users might seek advice. We designed each scenario to present a situation in which the advice most
optimal for individual goal attainment is likely to appear counter-intuitive or seem challenging
to adhere to. In these scenarios, we selected the details of both advice types based on realistic
examples of advice offered in similar situations (sources referenced in the descriptions below).
These scenarios were:
• Route planning: In this scenario (Figure 1a), participants were asked to consider the case of a
driver aiming to catch a flight and using an app to direct them to an airport in an unfamiliar
location. It was based on examples of similar route planning (e.g. using Google maps) under
different traffic conditions.
• Investment planning: This scenario described a novice investor planning for retirement and
aiming to recover from the previous year’s poorly performing stock market. Two investment
plans were shown. It was based on previous research into investment planning for retirement
[37, 38].
• Training for a 5k run: The third scenario presented a first time runner using a fitness-training
app to guide their preparation for a 5K race in which they aim to finish in less than 26 minutes.
It was based on training advice from [35, 56].
• Making healthier lifestyle choices: The fourth scenario described a user planning healthier
lifestyle choices following a medical checkup. It was based on exercise and diet guidelines
from [69].
We selected four different domains in order to test whether participants’ choices are sensitive to
domain. The domains selected represent typical areas where algorithmic advice might be offered,
but each has particular characteristics that make them interestingly different. For example, we
selected ‘route planning’ because the goal is immediate, whereas ‘training for a 5k run’ offers
a more long-term but well defined goal. In the ‘making healthier lifestyle choices’ scenario the
goal is both longer-term and less concrete, while we selected an ‘investment planning’ scenario
were the goal is in the longer-term future but decisions are made in response to historic activity.
In each of these scenarios, participants were presented with a choice of two screen designs (e.g.
Figure 1 ). One screen shows Goal-Directed advice that is either counter-intuitive (e.g. in the route
planning scenario the driver is required to double back and drive a significantly longer distance) or
challenging to adhere to (e.g. in the making healthy lifestyle choices scenario the plan set strict
rules for diet and exercise). Participants were told that fewer people were likely to follow the advice
presented on this screen, but that if they did manage to adhere to it, they would have a greater
chance of achieving their goal. On the second screen design we presented Adoption-Directed advice
that might appear more immediately intuitive (e.g. in the route planning scenario the route was
shorter in distance and appeared more direct) or easier to adhere to (e.g. in the making healthier
lifestyle choices scenario the plan set looser, less stringent, targets). Participants were told that more
Proc. ACM Hum.-Comput. Interact., Vol. 4, No. CSCW2, Article 168. Publication date: October 2020.
168:6 Dove, et al.
(a) ‘Goal-Directed’ advice: Participants are shown a
route that is longer in distance but shorter in dura-
tion. They are instructed that users will have a 90%
probability of catching their flight, but that only 15%
of users are likely to adopt it.
(b) ‘Adoption-Directed’ advice: Participants are
shown a route that is shorter in distance but longer
in duration. They are instructed that users will have
a 15% probability of catching their flight, but that
90% are likely to adopt it.
Fig. 1. Screen designs from the ‘Route planning’ scenario, where the goal-adoption gap is 90-15 and the ‘goal’
term is given first in the description text. We show, (a) Goal-Directed advice and (b) Adoption-Directed advice.
The text above each image explains the advice-type choices to participants.
people were likely to follow this advice, but that they would have a reduced chance of completely
achieving their goal.
3.4 Participant Roles
To address RQ2, and investigate whether preferences would manifest differently depending on
whether participants were offering or receiving advice, we randomly assigned each participant
to one of three roles, developer, user, and an ethical choice role. By assigning participants the role
of developer we placed them in a scenario where information about likely rates of goal success
and adoption would be available, therefore highlighting the dilemma as it may manifest in realistic
settings. These participants were asked, “If you were the app developer, what would you show to
the user in this situation?”. In assigning participants the role of user they were placed in a setting
akin to a user study where they were presented with goal success and adoption information to
elicit a hypothetical choice. These participants were asked, “If you were the app user, what would
you want to be shown in this situation?”. By assigning participants the ethical choice role we
were presenting a scenario where they would need to know about the potential for individual goal
success and likely adoption rates in order to weigh up the ethics of their advice type preference.
These participants were asked, “Which version of the screen below is more ethical advice to give to
the user?”. We did not provide a definition of what ‘ethical’ should be, rather preferring to leave
this to participants’ own conceptualization of the term. We did this in order to allow participants to
focus on responding to the dilemma posed, rather than potentially taking issue with an externally
imposed understanding of what is ethical. Our advice choice rationale question, discussed below,
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allowed us the opportunity to unpick possible issues that might arise from participants’ different
conceptualizations.
3.5 Additional Study Design Considerations
3.5.1 Goal-adoption gap. We also wanted to account for the possibility that participants’ pref-
erences would be influenced by the apparent size of the gap between the probability that users
would achieve their goal and the probability that users would follow the advice. To control for this,
we decided to create two variations and randomly assign participants to one of these. In the first,
participants selected between a Goal-Directed advice option with a 90% goal attainment probability
but 15% adoption rate, and an Adoption-Directed option with 15% goal attainment probability but
90% adoption rate. In the second variation, the Goal-Directed advice option presented 60% goal
attainment probability but 45% adoption rate, and the Adoption-Directed option presented 45%
goal attainment probability but 60% adoption rate. In all cases participants were told that choosing
to follow neither advice would result in the user having only a 1% probability of achieving the goal.
This was to highlight to participants that both advice options would be valuable to the user.
3.5.2 Ordering effects of interface elements. To control for possible ordering effects, we randomly
varied the presentation of advice type options on the page, such that half the time Goal-Directed
advice was on the left-hand side and Adoption-Directed advice was on the right, and the other
half this was reversed. We also randomly varied the order of the terms referencing Goal-Directed
and Adoption-directed advice in the description text above the screen designs. Half the time, the
Goal-Directed probability was presented first, e.g. in the route planning scenario with a 90-15
goal-adoption gap the descriptions would read: “Following the advice in this screen presentation,
the user will have about 90% probability of catching their flight; but about 15% of users will follow
this advice”. For an example see Figure 1. In the remainder, the Adoption-Directed probability was
presented first, e.g. in the investment scenario with a 60-45 goal-adoption gap the descriptions
would read: "About 60% of users will follow this advice; but following the advice in this screen
presentation, the user will have about 45% probability of reaching their retirement goal".
3.5.3 Attention test. To filter out participants who simply rushed through the study without taking
time to consider their responses, we also included a simple attention test question on the main study
page based on the content of the particular scenario being shown. This type of test is commonly
added to experimental tasks undertaken on MTurk.
3.5.4 Independence of goal attainment and adoption rate probabilities. Because we were asking
participants to make a design decision regarding which advice type to present to users, rather
than which advice they would follow themselves, we wanted to be confident that participants
understood the trade-off the dilemma poses. One important aspect of this was understanding that
the predicted goal attainment and likely adoption rate probabilities were independent of each other,
rather than on an interconnected ‘sliding-scale’, such that an increase in one would automatically
lead to an equivalent reduction in the other. To test for this, we added a multiple choice question set
in a different domain scenario than the participant had been presented in the main study question.
Here we presented participants with a single screen design, saying that it would offer users a 50%
probability of achieving their goal. We then asked them to select from 4 choices the proportion
of users who would likely follow this advice (the correct response being: ‘The scenario does not
provide enough information to answer’, see Figure 2).
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Fig. 2. Screenshot of the second scenario test of participants’ understanding of independence between the
goal attainment and adoption rate probabilities in the ‘Route planning’ scenario.
3.6 Advice choice rationale
To better understand participants choice between advice types, and to probe the reasons behind
these preferences, we also asked them to briefly explain their choice. First we reminded participants
of the selection they had made in the main scenario, and then we asked them for a brief free-text
response explaining why they selected their chosen advice type. We also probed participants about
their responses to the second scenario in a similar fashion, using these responses to sanity check
our decision to test for an understanding of goal attainment and adoption rate independence.
4 ANALYSIS
In order to have more confidence in our findings, we adopted a conservative approach to data
inclusion. First we discounted 3 submissions from participants who did not complete the task or
who spent less than one minute on the task, as we considered these unreliable. We then discounted
data from 434 participants who responded incorrectly to the attention check question, the answer to
which could be readily found in the text describing the scenario. Such attention tests are commonly
used to address potential concerns over data validity in studies where participants are recruited
through MTurk [43, 57], and this is not an atypical number, as up to 42% of participants in MTurk
studies have been found to be inattentive [33]. We then also removed data from 444 participants who
responded incorrectly when tested about the independence of advice type probabilities. Data from
these participants was discounted because we felt that a failure to understand the independence of
the probabilities shown for Goal-Directed and Adoption-Directed advice indicated that participants
may not clearly understand the choices available when the dilemma presented. This is a relatively
large number of participants to exclude, and we speak further to this decision in the Discussion
section. After the removal of data from 772 of 1,589 candidates, we were left with a final data set of
817 participants.
For our quantitative analysis, we first separated participants’ response data according to their
role assignment, i.e. user, developer, or ethical choice; and the scenario they were assigned, i.e.
‘route planning’, ‘investment planning’, ‘training for a 5k run’, or ‘making healthier lifestyle choices’.
The number of participants in each category is recorded in Table 1.
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Scenario
Role Healthy Living Investment Planning Race Training Route Planning
developer 68 58 76 88
ethical 74 73 55 81
user 54 55 53 82
Table 1. Number of participants in each experimental category.
We then compared the rate at which participants in each sub-group preferred the Goal-Directed
advice to a 0.5 ‘indifference’ threshold, using one-sample z-tests. A 0.5 reference threshold was
used for comparison because we would expect participants to be indifferent if 50% of the sample
selected the goal-directed advice and 50% selected the adoption-directed advice. This initial analysis
provides us with a high level view of the preferences of each of these sub-groups.
To extend our analysis, we used a logistic regression to investigate how these variables might
influence an individual’s probability of selecting the Goal-Directed advice. To do this we created
three models. In Model 1 we included the participant’s assigned role and scenario as main features
in the regression. For Model 2 we also included terms for covariates: the goal-adoption gap, the
side of the page on which the advice types were presented, the order that advice types were listed
in the description text, participant gender, the log of participant age, and the log of time taken to
complete the study. Finally, in Model 3, we included an interaction term between participant role
and scenario. We use logistic regression because our dependent variable and the majority of our
independent variables were categorical.
We also analyzed these participants’ responses to the post-study question probing their advice
choice rationale. We received responses from 814 of the 817 participants included in our quantitative
analysis. These responses were brief, typically somewhere between a few words and a short
paragraph in length, with a mean response length of 24 words. There was no need to sanitize these
responses, most likely due to conservative approach we took to data inclusion (described above). We
performed a simple thematic analysis [16], which involved an initial close reading and clustering led
by the first author, followed by refinement and agreement seeking with one other researcher. For a
first pass, the responses from all participants were considered together, resulting in a high-level
set of main themes. Following this, we divided the responses into two groups so that those who
selected a preference for Goal-Directed advice and those who selected Adoption-Directed advice
were considered independently. This provided us with a more fine-grained understanding of the
differences between the two groups and similarities within them. Having identified patterns across
the data, and extracted key ideas, we sought agreement across interpretations, through discussion
and where necessary testing alternative framings.
5 FINDINGS
Of the 817 participants in our final data set, 658 (80.54%) selected a preference for displaying
Goal-Directed advice over Adoption-Directed advice (z=17.46, p<0.05, 95% C.I.[0.78,0.83]). This
preference was consistent across all scenarios and all roles, and in all cases this preference was
statistically significant using a one-sample z-test of proportions relative to the 50% indifference
threshold. With regard to the different domain scenarios, we found that 74.49% of participants
shown the ‘making healthier lifestyle choices’ scenario (z=8.31,p<0.05,95% C.I.[0.70,0.79]), 80.64% of
participants shown the ‘investment planning’ scenario (z=10.72, p<0.05, 95% C.I. [0.77,0.84]), 74.45%
of participants shown the ‘training for a 5k run’ scenario (z=8.24, p<0.05, 95% C.I. [0.70,0.79]), and
89.64% of participants shown the ‘route planning’ scenario selected a preference for Goal-Directed
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advice (z=15.43, p<0.05, 95% C.I. [0.87,0.92]). These rates are visualized in Figure 3a. Similarly, 78.28%
of participants assigned the role of developer (z=11.69, p<0.05, 95% C.I. [0.75,0.82]), 83.04% of those
assigned the ethical choice role (z=13.97, p<0.05, 95% C.I. [0.80,0.86]), and 80.32% of those assigned
the role of user (z=11.87, p<0.05, 95% C.I. [0.77, 0.84]) selected a preference for Goal-Directed advice
(Figure 3b).
Extending beyond these high level findings, the results of the logistic regression (Table 2) indicates
that the scenario participants were shown significantly influences the probability that they select a
preference for Goal-Directed advice. In particular, Models 1 and 2 show that participants shown
the ‘route planning’ scenario were significantly more likely to select this preference relative to
the other three scenarios. By converting the coefficients on scenario from Model 2 to probabilities
(holding age and time on task at their medians - 35 years and 312 seconds, respectively), we see that
the predicted probability of an individual selecting Goal-Directed advice is 94.23% when shown
the ‘route planning’ scenario. This is significantly higher relative to the other scenarios: 84.39% in
the ‘making healthier lifestyle choices’ scenario (β = -1.11, S.E. = 0.27, z=-4.14, p<0.000, 95% C.I.
[-1.63,-0.58]), 88.55% in the ‘investment planning’ scenario (β=-0.75, S.E. = 0.28, z = -2.67, p=0.008,
95% C.I. [-1.30,-0.20]), and 84.79% in the ‘training for a 5k run’ scenario (β=-1.08, S.E. = 0.27, z =
-3.99, p=0.0001, 95% C.I. [-1.60,-0.55]). These comparisons are significant even when correcting for
multiple comparisons using a Bonferroni correction with a threshold of p=0.017. On the other hand,
Model 3 shows that participants’ did not differ in their preference for Goal-Directed advice across
roles.
Findings from our analysis of participants’ responses to the post-study choice rationale question,
explaining why they selected a preference for presenting users with Goal-Directed advice or
Adoption-Directed advice, offer further insight into these quantitative results. A number of examples
from this analysis are included in the discussion that follows, here we briefly list the themes that
emerged.
• Relationships between individual users and the crowd: Some participants selecting a preference
for Goal-Directed advice explained their choice in terms of supporting an individual user in
(a) Preference by Scenario (b) Preference by Role
Fig. 3. Proportion of people preferring Goal-Directed advice according to: (a) the scenario presented; and (b)
the role they were assigned, with 95% confidence intervals. Red lines represent the 0.5 ‘indifference’ threshold
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Table 2. Results of logistic regression testing effect of role and domain on probability of selecting Goal-
Directed advice. Model 1 is the model of main effects; Model 2 includes covariates; Model 3 includes an
interaction effect between role and domain.
Model 1 Model 2 Model 3
Intercept 2.07(0.26)*** 3.26(1.44)* 3.99(1.51)**
Role developer -0.08(0.22) -0.07(0.22) -0.54(0.54)
ethical 0.22(0.22) 0.24(0.23) -0.46(0.56)
Domain health -1.11(0.26)*** -1.11(0.27)*** -1.45(0.53)**
investment -0.75(0.28)** -0.75(0.28)** -1.45(0.53)**
race -1.08(0.27)*** -1.08(0.27)*** -1.51(0.53)**
Gap size 90-15 split 0.11 (0.18) 0.10(0.18)
Text order goal first, adoption second 0.09(0.18) 0.07(0.18)
Screen side goal left, adoption right -0.09(0.18) -0.10(0.18)
Gender male -0.21(0.18) -0.19(0.19)
other -0.04(1.15) -0.05(1.15)
Age -0.41(0.31) -0.45(0.31)
Time on task 0.07(0.19) 0.03(0.19)
Role*Domain developer*health 0.42(0.68)
developer*invest. 1.16(0.72)
developer*race 0.31(0.67)
ethical*health 0.60(0.70)
ethical*invest. 0.94(0.71)
ethical*race 1.11(0.73)
AIC 793.08 801.59 808.00
Pseudo R2 0.033 0.037 0.044
(Signif. codes: < 0.001” ∗ ∗ ∗ ”; 0.001 − 0.01” ∗ ∗”; 0.01 − 0.005” ∗ ”; 0.05 − 0.1”t ”)
successfully achieving their goal. Others stressed that it was the responsibility of individuals
whether they choose to follow advice or not, orwanted to reward those with the capacity to adhere
to advice, or adopted an egocentric standpoint stressing their own qualities in comparison to
others. For participants who selected Adoption-Directed advice, concern for the wider benefits
of a greater number of people or the pragmatic partial achievement of a goal by larger numbers
of users were important explanations.
• Personal insight and domain experience: This was a strong theme among participants selecting
Adoption-Directed advice, who made decisions based on heuristics such as ‘diversify invest-
ment’. Those selecting Goal-Directed advice often made connections to their own lifestyles or
practices.
• Information detail and complexity: For those selecting Goal-Directed advice, the discipline
imposed by a more detailed plan would make it easier to follow through to successful goal
achievement. Participants selecting a preference for Adoption-Directed advice suggested the
less detailed and demanding option would be a more realistic plan.
• Success of the app or company: Typically found among participants in the developer role, but
across all scenarios and both advice types, this theme stressed success of the app, or the
company behind it. For participants selecting Adoption-Directed advice the focus was on
attracting a high number of downloads and large initial user base, so that the app would be a
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viable business proposition. For participants selecting Goal-Directed advice the focus was
more on user retention and satisfaction, on minimizing bad reviews and increasing good ones.
6 DISCUSSION
Our findings show participants indicating a clear preference for offering users Goal-Directed over
Adoption-Directed advice, in the tasks we presented. This was consistent, albeit with varying rates
of preference, across each of the four scenarios we tested in order to address RQ1, and was also
invariant to the role participants were assigned in order to address RQ2. This suggests that most
participants focused on those users able to adopt and then adhere to the advice being offered, rather
than the wider population. Such a finding is consistent with prior findings about moral dilemmas,
(e.g. [15, 82]), which suggest that people generally avoid decisions that are sub-optimal at the level
of individual utility, even if they increase aggregated social utility. Our findings about participants’
choices are echoed in our analysis of participants’ responses to the advice choice rationale question,
where one of the themes to emerge under the theme ‘Relationships between individual users and
the crowd’ was ‘supporting an individual user in successfully achieving their goal’, while another
emphasized that it is ‘the responsibility of individuals whether they choose to follow advice or not’,
e.g.:
“The point of investment advice is to achieve the goal - it is up to the individual to
decide if they will follow the advice” (Investment planning, user, 90-15, Goal-Directed
advice)
“The app can’t control who chooses to follow their advice, but they can control the
quality of that advice, so I felt it was more ethical to provide investment advice that
had a higher likelihood of helping a committed client reach his/her investment goal.”
(Investment planning, ethical, 90-15, Goal-Directed advice)
Such views were not universal though. A significant number of participants selected Adoption-
Directed advice, and the rationale question responses indicate that ‘concern for the wider benefits of
a greater number of people’, which might accrue through the ‘pragmatic partial achievement of a
goal by a large number of people’, were key motivators. This was fairly common among participants
presented with the ‘investment planning’ and ‘making healthy lifestyle choices’ scenarios, but rarer
among those shown the ‘training for a 5K run’ scenario; and there were no examples at all amongst
those in the ‘route planning’ scenario. Example responses include:
“Getting more people to consider their investment goal is still very beneficial, even if
they fall short of their goal. This scenario meant that more people would be thinking
about and taking action with their investments.” (Investment planning, developer, 60-45,
Adoption-Directed advice)
“I think it would help more people make some steps toward a healthier lifestyle which
is better to me than fewer people achieving completely healthy lifestyles.” (Making
healthy lifestyle choices, developer, 60-45, Adoption-Directed advice)
These different preference explanations are one indicator of the influence scenario may play in
the selection of advice types; suggesting greater nuance underneath the across the board preference
we found in response to RQ2. Another is our quantitative finding that participants shown the
‘route planning’ scenario were significantly more likely to select a preference for Goal-Directed
over Adoption-Directed advice. Each of these points to the importance of task complexity and task
familiarity in the decisions participants made.
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6.1 Task complexity
The ‘route planning’ scenario is arguably simplest, and most likely to manifest in the wild as a
one-shot binary-selection. In this scenario, success only benefits the individual user, and there
can be no partial achievement of the goal. The user either arrives in time to catch their flight, or
they do not. Because of this, research showing the importance of loss aversion in decision-making
e.g.[7, 50] might offer an explanation for our finding that participants shown this scenario were
significantly more likely to prefer Goal-Directed over Adoption-Directed advice, when compared
with participants shown any one of the other three scenarios. In contrast, the ‘making healthier
lifestyle choices’ scenario is likely the most complex when translated into real world experiences.
Yet here too task complexity played a role. For participants preferring to offer Goal-Directed advice,
the ‘discipline imposed by a more detailed plan’, and the specific targets set would make it easier to
follow through to successful goal achievement, e.g.:
“The instructions were much more rigid and difficult to achieve. For example, where
one plan said to simply reduce alcohol consumption, the other listed an exact number
to stay below. I felt that people that followed the more detailed plan received a better
outcome than following a very basic and vague outline of a plan.” (Making healthy
lifestyle choices, user, 90-15, Goal-Directed advice)
However, participants shown this scenario but preferring Adoption-Directed advice suggested
the less detailed and less demanding option would be simpler to understand and ‘a more realistic
plan’, that would also be easier to adhere to. This supports research suggesting users are put-off
following advice from online recommender systems if it is considered demanding or challenging,
e.g. [77].
“Based on what I’ve seen, most people would take one look at the other plan and run
away from it. There’s toomuch to it and people don’t want to be botheredwith programs
like that. I think more people would be willing to take the common sense approach,
which is what the plan I chose was.” (Making healthy lifestyle choices, developer, 60-45,
Adoption-Directed advice)
Further research is needed to better understand the impact of task complexity on participants’
preferences. In this study, the choice between Goal-Directed and Adoption-Directed advice was
presented as a binary selection between static screen designs. While this was intentional, and
allowed us to isolate particular issues of concern, additional research is needed to fully investigate the
nuances within more complex evolving interactions. Future studies should consider a longitudinal
approach, that allows a deeper dive to study of how different options and trade-offs might be
captured and expressed dynamically for users to explore and select between.
6.2 Task familiarity
In addition to being simplest, the ‘route planning’ scenario may also be the most familiar to
participants. The use of journey planners is widespread, and research indicates that in circumstances
where travel time is the key factor users are likely to follow their advice [76]. For the large number of
participants who selected a preference for Goal-Directed advice when presented with this scenario,
it may be that trust in this technology, and familiarity with the visualizations associated with it,
reduces the apparent counter-intuitiveness of the advice offered. Further evidence of the impact
that task or scenario familiarity might have on participants’ advice type preferences comes via
references to ‘personal insight and domain experience’ in their explanations of advice type selections.
This was evident among participants that selected Adoption-Directed advice who often made
‘decisions based on heuristics’, for example:
Proc. ACM Hum.-Comput. Interact., Vol. 4, No. CSCW2, Article 168. Publication date: October 2020.
168:14 Dove, et al.
“Because historically, placing all your eggs in one basket is bad. Better to spread the risk
and be more diversified. A fund that does well in the previous year will not necessarily
do well in the future.” (Investment planning, ethical, 90-15, Adoption-Directed advice)
While those who selected Goal-Directed advice often made ‘connections to their own lifestyles or
practices’, such as:
“I don’t mind taking back roads or scenic detours as long as I get to my destination
on time. I know big city traffic can be horrible especially during rush hours and on
popular roads. Sometimes taking a round about route gets you to your destination
faster.” (Route planning, user, 90-15, Goal-Directed advice)
We suspect that participants make these personal references for reasons closely related to those
underlying research that suggests decision-makers privilege self-related information and adopt
an egocentric standpoint, e.g. [26, 30, 54, 55], and to research suggesting decision-makers may
discount advice because they have access to their own justifications, but not to those of others [90].
Because of this, future studies might investigate how advice types can be personalized.
6.3 Cultural differences
Participants’ average preference for Goal-Directed over Adoption-Directed advice may also reflect
dominant attitudes towards individual achievement versus collective benefit in the society our
sample is drawn from. We recruited MTurk workers with an account in the U.S, a society where
individualism is highly valued [61, 83]. It remains an open question whether our findings would
translate to participants recruited from societies considered to place greater value on shared
responsibility [40] or collectivism [61, 83]. In addition to potential biases associated with national
cultures, there may also be a bias in the culture of participation in MTurk. Paid crowd workers
may make different choices from participants recruited in other ways. Further research should
investigate this, as potentially analogous behavior has been seen in comparisons between tasks
undertaken by crowd workers and citizen scientists [22].
This potential bias could explain the many examples in which participants who preferenced
Goal-Directed advice adopted an ‘egocentric standpoint’ in their explanation that was explicitly
made in opposition to others, or which stressed the individual qualities of the participant themselves,
e.g.:
“I’m after the results. I don’t care whether others are willing to put in the effort - I am.”
(Making healthy lifestyle choices, ethical, 60-45, Goal-Directed advice)
“I don’t need to feel validated by others’ choices. If I know I have a higher chance of
reaching my goal I’m going to take it.” (Route planning, user, 90-15)
“I am a goal oriented person, once I start a goal I almost ALWAYS reach it. So for me,
that scenario was more appealing.” (Training for a 5k run, developer, 90-15, Goal-Directed
advice)
However, statements such as these may also reflect previous research which suggests decision-
makers make overconfident self-assessments [13] and overestimate their own abilities [55]. It could
be that participants who are able to simply ‘make a change’, e.g. when dieting, show a preference
for Goal-Directed advice and simply assume that others are similar. Further research is needed to
unpack the more nuanced impact of culture on peoples’ advice type preferences, as design decisions
based on social cue data gathered in a single country, or from within a single online community,
may not translate into other contexts.
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6.4 Design values and ethical considerations
In making decisions about what type of advice is best to offer users, designers are asked to make
value judgments in complex and ethically ambiguous situations. These judgements, and the values
they operationalize, may be subject to different interpretations when employed in the service of an
altruistic cause than when used to drive commerce [24]. Yet, despite the influence designers have
on peoples’ lives [18, 34, 75], prior discussion of the role of ethics in the design of technologies
that offer advice or try to persuade users has tended to focus on the role they might play in the
physical [72], material [37], and psychological welfare [52] of individuals, considering societal
good as reflecting value judgments on what might be considered ‘good’ for the individual user, e.g.
[11], rather than possible wider impacts. Excepting ‘route planning’, in each of the scenarios we
presented there are potential benefits for users who partially achieve their goal. These benefits
would be additional to the benefit gained by those who ultimately achieve their goal in full. The
ambiguity surrounding such judgments is also reflected in themes from our analysis of the choice
rationale responses. This highlights important ethical questions for designers who may have to
choose between showing people what they apparently want as individuals, versus showing them
what may have a larger positive impact on the greatest number of people. This contrast, between
the individual and the group, adds an additional layer of complexity to decisions about ‘good for
whom’, in a similar way to how feminist HCI [8] and HCI for sustainability [12, 29] have called on
designers to reconsider what it means to ‘do good’.
Related to the ethical considerations of ‘good for whom’ are questions about ‘good for business’.
Among participants assigned the developer role there was a repeating pattern of explanations that
considered the ‘success of the app or company’, to be the primary motivation for their selection of
advice type to offer. This theme crossed all scenarios and both advice types, with subtle differences.
For participants selecting Adoption-Directed advice the focus was on attracting a high number
of downloads and ‘large initial user base’, so that the app would quickly become a viable business
proposition. For participants selecting Goal-Directed advice the focus was more on ‘user retention
and satisfaction’, on minimizing bad reviews and increasing good ones, so that the business was
viable in a more ongoing sense. Examples include:
“If you are looking to generate money and a large user base with the app, then I think
you would want to drive more traffic to your app. In that case, you want the option
where 90% of people would participate.” (Making healthy lifestyle choices, developer,
90-15, Adoption-Directed advice)
“Because I’d want the app to earn a good reputation by giving correct advice” (Route
planning, developer, 90-15, Goal-Directed advice)
6.5 Experimental design choices
The choices made in designing any study are reflected in its findings. In this study, the choice
between Goal-Directed and Adoption-Directed advice was intentionally presented as a one-shot
binary choice, following a convention familiar in choice experiments undertaken by economists,
e.g [6, 31, 45]. We also asked participants to adopt one of three different roles when considering
their selection of Goal-Directed or Adoption-Directed advice, and we selected four scenarios in
which to probe participants’ preferences. While similar techniques have been widely used in
prior research, we should not exclude the possibility that differences observed are a function of
the experiment itself. In order to gain more nuance to our understanding, and to more properly
distinguish between possible experimental effects and deeper preferences, future research should
consider longitudinal studies and qualitative methods. This would support investigation into if and
how design choices can influence adoption rates for counter-intuitive or challenging advice, and
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therefore reduce the dilemma’s impact. These might be considered in the context of health, where
relationships with advice givers are likely to be ongoing, and where short and long-term goals
interact. To better understand the dilemma, future research should also consider including additional
conditions in which Goal-Directed and Adoption-Directed advice align. Adding conditions in which
the probability of individual goal attainment and the probability that the advice will be adopted
are both high, and conversely where they are both low, will help to further pick apart peoples’
preferences.
6.5.1 Testing for understanding the independence of advice type probabilities. To be confident that
we only included data from participants who understood the trade-offs that the dilemma poses, we
included a test in a second domain. Failure of this test excluded the responses of 444 participants.
While we consider this the correct approach for making an initial study into the advice dilemma we
identify, we also acknowledge the impact of this choice. For this reason we compare the advice type
preferences of this set of 444 participants with those of the 817 participants included in our full
analysis. In this comparison, we first see an overall reduction in the preference for Goal-Directed
advice over Adoption-Directed advice: 65.9% (290/444) against 80.5% (658/817). A chi-square test of
independence between these two samples shows that these differences are significant (χ 2=32.23,
p<0.00). When broken down by domain scenario, participants in each group also indicated a reduced
preference towards the Goal-Directed advice. In three of the four scenarios this difference was
significant. In the ‘investment planning’ scenario the difference was 60.83 % against 80.64% (χ 2 =
13.50, p < 0.00); in the ‘training for a 5k run’ scenario it was 54% against 74.45% (χ 2 = 11.40, p <
0.00); and in the ‘route planning’ scenario it was 76.56% against 89.64% (χ 2=10.5, p=0.001).
Despite these differences, our initial results are robust and the findings remain largely the same
with or without the exclusion. However, they do indicate that there is likely more nuance to the
preferences people might have in actual use than is expressed in this initial experiment. We believe
that this indicates the potential importance of numeracy skills on participants’ selections, and
in understanding the trade-offs the dilemma introduces. It also further indicates that research is
needed into the way the dilemma manifests in the wild, where users may be exposed to repeated
ongoing advice, making longitudinal decisions where short-term and long-term motivations and
goals interact, and where issues of low numeracy and low engagement may be common.
6.6 Algorithmic Advice Dilemmas: Future Research
The experimental design of this study, i.e. a one-shot, discreet choice between advice types, was
chosen in order to isolate the particular cases where advice might appear counter-intuitive or
challenging, and echoes a tradition of similar experimental studies in economics. However, in
practice this advice dilemma may also appear in cases where users have more complex, ongoing
relationships with applications and recommender systems that involve use cases of repeated or
adjusted advice [88], often based on users’ dynamic preferences and previous choices [51, 65], and
other behavioral patterns such as in sequence-aware recommender systems [73, 74].
Our quantitative findings show that participants shown the ‘route planning’ scenario, the scenario
we consider most likely to be a one-shot decision, were also significantly more likely to select
Goal-Directed advice. We also see from participants’ response to the choice rationale question,
that it was those shown the ‘making healthier lifestyle choices’ scenario who most often mention
task complexity, regardless of whether they selected a preference for Goal-Directed advice or
Adoption-Directed advice. This is the scenario we consider most open ended and likely to present in
a situation of regular ongoing interactions between a user and a system offering algorithmic advice.
Taken in combination, these two findings strongly suggest that in the context of recommender
systems, responses to the dilemma will need to be more subtle and nuanced. What a user prefers
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may vary across interactions, and may also vary through the temporal unfolding of interactions.
Their preferences before advice is offered may vary from their preferences at the time of offering,
they may vary again following success or failure in adhering to that advice, and they may vary yet
again following information about the choices of other users. Future research, building on work
at the intersection of CSCW and recommender systems [23, 53, 89], would therefore be needed
to address the design dilemma outlined here in the context of repeated advice and collaborative
filtering [27]. For example, should algorithmic tools prioritize a sub-optimal ‘good’ advice over
optimal ‘best’ advice if the sub-optimal advice is consistent with the choices of users in the network
of the focal user, and therefore more likely to be followed? Such questions should be considered
not only in terms of their effectiveness in driving users’ choices, but importantly, in relation the
ethical aspects of recommender systems and their design (e.g [63, 71]).
6.7 Design Considerations
In this paper we probe a dilemma for designers of algorithmic advice systems. Here we discuss
design considerations for these circumstances. These we consider complementary to existing
guidelines, e.g. for designing social recommender systems [4, 41].
Once identified, the dilemma between Goal-Directed and Adoption-Directed advice should be
surfaced early on in the design process. Human-centered design methods advocate for iterative
cycles of contextual inquiry, prototyping, and evaluation; and at each stage we would argue the
need for comparative user studies, both qualitative and quantitative, to explore the dilemma as
it plays out in-situ. This would allow not only comparison between different advice types, but
also inquiry into specific ways they might be dynamically explored and compared by users; e.g.
in situations such as route planning where the alternative recommendations may be presented
simultaneously, but where designers must choose which advice to suggest as initially preferred.
Our findings suggest not only that preferences may vary according to domain and scenario, but
also that motivations underlying these preferences may vary too.
While our findings may indicate participants’ clear preference for Goal-Directed advice, a
substantial minority of participants selected a preference for Adoption-Directed advice. In practice,
the advice design dilemma is often likely to present in complex situations where users have ongoing
longitudinal interactions with applications offering advice. The variation we see in the strength
of preference between the different domain scenarios, and the explanations participants gave for
making these selections, across and within these scenarios, suggest that designers should investigate
adaptive approaches to presenting algorithmic advice. At a simple level, this might involve making
advice type a dynamic and/or configurable option, either when the user is completing initial setup
or in use on a case by case situational basis. However, designers might also consider options that
draw on prior research that inspired this work. For example, if we know that users have a tendency
to discount good advice [36, 60] and display overconfidence in their own abilities [13] because
of a bias towards self-related, egocentric information [26, 30, 54, 55], can the choice of advice
type be combined with challenges based on predicted goal success and adoption rates? and can
the way this is presented to users guide these users towards more effective decision-making? In
such a case, we can imagine designing an application that uses machine learning to predict the
likelihood of the advice dilemma, e.g. in advice relating to lifestyle changes, and which then adapts
the advice offered dynamically, based first on data from aggregated prior use and then increasingly
integrating this with the users’ own responses. We can also imagine a potential user who receives
advice, such as to quit smoking or to severely reduce salt or sugar consumption, but discounts the
advice because they may be overconfident in their capacity to avoid the consequences, or because
they are biased towards their current feelings of wellbeing. In this situation, the application might
start - upon user consent - by varying the advice, at times using low adoption rates associated
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with Goal-Directed advice as an egocentric challenge to the user, and at other times using the
less challenging but still beneficial goals associated with Adoption-Directed advice to provide a
confidence supporting reward. Over time the application might blend its wider understanding of
what represents Goal-Directed or Adoption-Directed advice, which is based on data aggregated
from many users, with a more nuanced understanding of what these might mean for the particular
user in question, and offer advice that responds to the dynamics of a particular situation in a more
fine-grained way.
The example of applications that provide users with healthcare advice illustrates the considera-
tions necessary for design and development in the medical domain. Digital therapeutics systems
[66], for managing chronic diseases such as diabetes, are flourishing, with healthcare clinicians now
prescribing apps to patients as supplements to their treatment regimens. In this rapidly evolving
situation, designers play an important role in helping shape the messaging that clinicians leverage
through new digital therapeutic interactions. Given a choice, does a physician prescribe the diabetes
app that is most challenging to follow but has the best clinical outcomes when adhered to; or one
that is more easily adopted by a larger number of patients, albeit with a lower effect size on those
that follow its advice? What factors should influence this decision? And how might it be affected
by the prescriber’s inherent biases? Is there a role for advanced analytics, based on social cues
from historic use, in helping to personalize the advice these recommender systems offer, so that the
clinician can promote adoption directed messages in patients who are likely to struggle with the
more challenging path and goal directed advice for those who demonstrate a higher probability of
completion? For the clinician, these trade-offs are not new. However, sharing the way these choices
influence patients with designers or developers is. This research indicates that new partnerships
and collaborations between designers and healthcare clinicians are urgently needed to examine
these trade-offs and develop best practices.
7 CONCLUSION
In this paper we have made an initial step towards better understanding the advice design dilemma
that arises when advice most likely to maximize an individual’s chances of achieving their goal
is not the same as advice most likely to maximize the number of people who will adopt it. We
studied participants’ preferences when selecting between Goal-Directed and Adoption-Directed
advice online in an experimental study spanning four domain scenarios, three user types, and two
variations in the gap between goal attainment and advice adoption probabilities. We found an
average preference for advice that favors individual goal attainment over higher user adoption
rates, albeit with some variation across advice domains. The implications of these findings are
both practical and theoretical. From a practical perspective, choosing between presenting advice
that may be best in terms of individual goal attainment but which will reach few users, or advice
that is merely good but will be adopted by many, is likely to be an increasingly common dilemma
for designers to face in algorithmic advice design scenarios. From a theoretical perspective, the
preferences shown for Goal-Directed advice (i.e. advice best for individual goal attainment that
will be adopted by few users), and the explanations revealed in participants’ survey comments,
echo responses to moral dilemmas, e.g. [15, 82], where people eschew making decisions that are
sub-optimal at the individual level, even if they are optimal at the population level. With the rapid
growth in applications driven by algorithmic advice based on the social information derived from
aggregated prior use, HCI and CSCW researchers and practitioners are likely to increasingly engage
with these fundamental questions. Our findings will help inform this conversation.
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