When the capacity of the spillway of a dam is exceeded for a given flood, overtopping occurs; in such cases potentially dangerous hydrodynamic actions and scour downstream of the dam need to be foreseen. Detailed studies of jets impinging in plunge pools from overflow nappe flows are scarce.
INTRODUCTION
There is growing consensus regarding the fact that climate change will lead to enhanced extreme flooding in certain areas of the world. This situation must be confronted with spillway capacity and special operational scenarios for large dams. If the capacity of the spillway is insufficient, the dam might be overtopped, thus generating new loading scenarios, and raising questions about potential risky hydrodynamic actions and scour downstream of the dam (Wahl et al. ) .
Spain is the fourth country in the world according to the number of large damsit has over 1,200. Fifty percent of these dams were built fifty years ago. In this sense, numerous dams need to be re-evaluated in their safety with respect to potential overflow, in line with what is being done in the USA (FEMA ).
When the rectangular jet or nappe flow occurs due to overtopping, the design considerations need to ensure that most energy is dissipated, and that there is minimal to no erosion downstream of the dam. In other words, we need to estimate the hydrodynamic actions on the bottom of the basin where the jet discharges, as a function of the characteristics of the jet (Annandale ) .
The energy dissipation mechanisms that occur in the jetbasin structure can be grouped into the following: (a) aeration and disintegration of the jet in its fall, (b) air entrainment and diffusion of the jet into the basin, (c) conditions (Castillo , ) . The issuance conditions correspond to the flow conditions at a location where the jet leaves the spillway and starts falling freely (z ¼ -h, where z is the vertical coordinate with origin in the crest weir, and h is the weir head). The impingement conditions correspond to the jet section before the impact with the water surface of the basin. In this location, the mean velocity, V j , and the impingement jet thickness, B j , must be defined. This jet thickness must include the basic thickness due to gravity B g , and the symmetric jet lateral spreading due to turbulence and aeration effects, ξ (Castillo et al. ):
where q is the specific flow, H the fall height, and h is the energy head at the crest weir. φ ¼ K φ T u , with T u being the turbulence intensity and K φ an experimental parameter (1.14 for circular jets and 1.24 for the three-dimensional nappe flow case).
When the jet falls through a long-enough distance, the jet becomes fully developed (see L b in Figure 1 ). Castillo et al.
() established different equations to calculate the jet energy dissipation in the air and in the water cushion, as a function of the Y/B j and H/L b ratios (where Y and H denote the depth of the water cushion at the exit and the total head, respectively, and L b is the break-up length). During the falling, the energy dissipation is due to the air entrainment into the falling jet and the depth of water upstream of the jet. Energy dissipation in the basin by diffusion effects can only be produced if there is an effective water cushion (Y/B j > 5.5 for the rectangular jet case (Castillo et al. ) ).
In Figure 2 , the velocity V j and the jet thickness B j at the impingement conditions, the core depth or minimum depth for effective water cushion and the two principal eddies that From an engineering point of view, knowing the parameters analysed, designers will be able to estimate the The ADV settings
The setting characteristics of the ADV employed in these tests were determined by considering that the main objective Optical fibre probe
To measure the air concentration at the falling jet and at the basin, an RBI-instrumentation dual-tip probe optical fibre phase-detection instrument was used. The rise and fall of the probe signal corresponds, respectively, to the arrival and the departure of the gas phase at the tip of the sensor.
The thresholding values were set to 1.0 and 2.5 V (Boes & Hager ). The void fraction was defined as the ratio of the total time the probe is in the gas (Σt Gi ) to the experiment duration time t.
According to Stutz & Reboud (a, b) , the equip- Following those ideas, in this study a sampling sequence of 90 was considered. Figure 4 shows the void fraction evolution until a relative uncertainty of around 1% is reached and the bubbles number detected in the measurement. water ratio, β (entrained air discharge rate to water flow rate) and, from this value, the air concentration,
The maximum air concentration is around 12% (at a distance of 21% from the bottom) for the first sections.
However, from the section 0.30 m and a distance from the bottom smaller than 70%, the air concentration is below 10%. Concentrations remain high still at the upper portion of the water depth in the basin.
Filtering the velocity records
Considering highly turbulent and aerated flow that occurs in the basin of energy dissipation, the Phase-Space Thresholding filter (Goring & Nikora , modified by Castillo )
was used. The spikes were replaced on each record by the mean value of the twelve closest points.
This filter is based on the fact that the numerical derivative of a signal enhances its high frequency components, i.e.
it enhances the spikes. The method uses the concept of a three-dimensional Poincaré map or phase-space plot in which the variable and its derivatives are plotted against each other. The points are enclosed by an ellipsoid and the points outside the ellipsoid are designated as spikes (Castillo ) . The threshold that is usually applied arises from a theoretical result from the normal probability distribution theory which says that for n independent, identically distributed, standard, normal, random variable ξ i , the expected absolute maximum is:
. For a normal, random variable whose standard deviation is estimated by σ and zero mean, the expected absolute maximum is:
Nonetheless, it should be noted that turbulence is not normally distributed and, therefore, the theoretical result concerning the constant λ U applies only approximately.
The main steps of the method are as follows:
1. Calculate surrogates for the first, Δu, and second, Δ 2 u, derivatives using a centered differences scheme.
2. Calculate the standard deviations of all three variables, σ Δu , σ Δu , and σ Δ 2 u , and thence the expected maxima using the Universal criterion λ U σ:
3. Calculate the rotation angle of the principal axis of σ Δ 2 u versus u i , using an expression for the cross correlation.
Instead of using the expression by Goring & Nikora (): Castillo () proposed a new relation obtained by a Gauss' fit:
4. For each pair of variables, calculate the ellipse that has maxima and minima from point 3.
• For Δu i versus u i , the major axis is λ U σ u and, the minor axis is λ U σ Δu .
• For Δ 2 u i versus Δu i , the major axis is λ U σ and, the minor axis is λ U σ Δ 2 u .
• For Δ 2 u i versus u i , the major and minor axes, a and b, respectively, are the solutions of (Goring & Nikora ):
Castillo () proposed the following system of equations instead: Figure 6 shows the original and filtered signals measured at a point located 0.40 m downstream from the jet stagnation point and 12.34% of the water depth. We can also see the three ellipsoids defined by the Universal cri- 
MATHEMATICAL AND NUMERICAL MODELLING
As can be seen from Figures 3 and 5 , the flow conditions in the plunge pool are such that the air concentrations are relatively elevated at the point of jet impingement and nearby areas and in the top layer of the water depth. In these areas, there is a mostly non-dilute, two-phase flow.
However, as we move far from the impingement point, the flow conditions tend to become quasi-dilute. That is why we decided to solve the equations for the conservation of mass and momentum for the mixture, which may be written in compact form (ANSYS CFX Manual ) as:
where ∅ is the transported quantity, i and j are indices which range from 1 to 3, x i represents the coordinate directions (1 to 3 for x, y, z directions, respectively), and t the time. In turn, could not be well predicted relatively far from the wall with mixture models. Thus, we expect the 'homogeneous' model to be able to represent rather adequately those areas in which air concentrations are not that high (cf. Figure 5 ).
As said, the code ANSYS CFX has been used, which is based on an element-oriented, finite-volume method. It allows different types of volumes, including tetrahedral and hexahedral volumes. Solution variables are stored at the nodes (mesh vertices). More details are given in the ANSYS CFX Manual ().
Finally, the instantaneous values in the numerical simulations show large variations during the establishment of the quasi-steady conditions. Once the quasi-steady conditions are reached, there are small fluctuations around the mean value.
Turbulence models
In this work, some of the most usual two-equation turbulence models have been tested for the free falling jet and basin case.
These models use the gradient diffusion hypothesis to relate the Reynolds stresses to the mean velocity gradients and the turbulent viscosity. The eddy viscosity hypothesis considers that eddies behave like molecules and the Boussinesq model assumes that the Reynolds stresses are proportional to the mean velocity gradients, as follows (Pope ): 
Free surface modelling
The free surface model assumes that each control volume contains three possible conditions: 
Mesh-independence tests
In Figure 8 , the simulations results for the different mesh sizes (5, 7.5, 10 and 12.5 mm) in the free falling jet, obtained as a function of the vertical distance to the weir in terms of the flow velocities in the jet, are shown. Differences in velocities with the optical fibre probe measurement are smaller than 2% in all the cases (Castillo et al. ) . In Table 1 , the size of elements and the corresponding number of volumes required in the different simulations are indicated. From the analysis of Figure 8 , it can be concluded that mesh-independence is reached with an element size of 10 mm. The results are in agreement with previous results obtained on pressures at the stagnation point (Castillo et al. ) . In this way, the mesh size of 10 mm seems to be valid for the flow rates analysed. Figure 9 shows a view of the free surface in the threedimensional numerical model. We can see that the solution correctly reproduces the expected features of the jet and the plunge pool observed in the experimental facility.
Convergence criteria
To judge the convergence of iterations in the numerical solution, we monitored the residuals (Wasewar & Vijay Sarathi ) . The solution is said to have converged in the iterations if the scaled residuals are smaller than fixed values 
EMPIRICAL FORMULAS
In this section, we present some formulas obtained from the literature to interpret the different hydraulic parameters of plunge pools. To that end, we selected expressions for submerged hydraulic jumps and horizontal wall jets.
Velocity distribution in the plunge pool 
Energy dissipation in the plunge pool
In a horizontal channel, the total energy variation between the sections located upstream and downstream of the submerged hydraulic jump are, by definition:
where y 3 and y 4 are the water depths upstream and downstream of the submerged hydraulic jump generated by the jet. By using Equation (7) with the continuity equation, the energy dissipation may be obtained as (Ohtsu et al. ) :
where H 0 is the energy upstream of the hydraulic jump, and y 0 and F r0 the water depth and Froude number in the upstream section of the hydraulic jump. When y 3 ¼ y 0 and y 4 ¼ y 2 , the free hydraulic jump expression is recovered. For the plunge pool case, H 0 may be assumed as the energy upstream the weir, while y 0 may be estimated with Equation (1) 
RESULTS AND DISCUSSION
Laboratory velocity profiles For ratios Y/B j up to 20, the behaviour is similar to that found in wall jets (albeit with another slope, as expected).
The values for water cushion depths Y/B j up to 30 tend to fall within one standard deviation of the mean value. However, for larger water cushion depths, the characteristic length is higher. In this type of submerged hydraulic jump where the falling jet enters almost vertical, an equation may be obtained with the data that fall within one standard deviation of the mean value:
Energy dissipation in the plunge pool Figure 15 ). In addition to the mean velocities, the turbulent kinetic energy profiles were also compared (Figure 15(d) ).
Like in the mean velocity cases, the best results of turbu- In this work, mean velocity and turbulent kinetic energy profiles have been analyzed in a plunge pool located downstream of a rectangular free-falling jet. The energy dissipation in a plunge pool is very high. For the test carried out, the dissipation of the impingement jet energy was between 75 and 95%. This ratio increases when the ratio water cushion/impingement jet thickness decreases.
In general, the CFD simulations provided results fairly close to the values measured in the laboratory, and to the formulas proposed by diverse authors, in spite of having used a simple two-phase flow model. 'Homogeneous' model seems to be able to predict rather well areas in which air concentration is not very high. However, in the highly aerated regions rather strong differences appear.
Regarding the modelling of turbulence, three closures were tested. SST turbulence model offered results closer to the laboratory measurements. The RNG k-ε model tends to underestimate the turbulent kinetic energy.
It was possible to propose a single mean velocity distribution law for ratios V x /V max !0.40. For smaller values, there are necessarily diverse distribution laws.
In order to develop this work further, we plan to examine air entrainment in the stilling basin. Comparison of results with diverse CFD codes (open source and commercial ones) against data will be considered.
