The capacitated multi-commodity network design problem (CMND) represents a generic network design model for applications used in designing construction and improvements to telecommunication, logistics, transportation, distribution, and production networks. This paper presents an approach combining capacity scaling and local branching for CMND. Capacity scaling is an approximate iterative solution approach for capacitated network problems based on the principle of changing arc capacities that depend on flow volumes on arcs. Local branching is a method of solving new restricted problems based on an exploration of solution neighborhoods defined as local branching constraints. Capacity scaling with a strong path flow based formulation including forcing constraints can produce high-quality solutions within a short period of time allotted for computation. By combined capacity scaling and local branching, the combined approach can offer one of the best current solutions compared to previous heuristics for CMND.
Introduction
The capacitated multi-commodity network design problem (CMND), also known as the capacitated fixed charge multi-commodity network flow problem, represents a generic network design model for applications used in designing construction and improvements to telecommunications, logistics, transportation, distribution, and production networks. For network design problems, many reallife applications can be found in Magnanti et al. (1986) , as well as Powell and Sheffi (1989) . The CMND solution provides the appropriate network design as well as routes of multi-commodity flows aimed at minimizing total cost, which is the sum of flow costs and fixed costs over the network with limited arc capacities. CMND is formulated as a mixed integer programming problem. Binary variables are used to model a network design selecting arcs from a candidate arc set appropriately, while continuous variables represent the volumes of arc flows on the network. Several reviews on network design problems and associated methods of identifying solutions are described in Magnanti and Wong (1984) , Wong (1984) , Wong (1985) , Minoux (1989) , Balakrishnan et al. (1997) , Gendron et al. (1997) , Crainic (2003) , Costa (2005) , and Yaghini and Akhavan (2012) .
In the last few years, combined or hybrid approaches characterized by meta-heuristics and a mixed-integer programming (MIP) solver have been developed. Katayama et al. (2009) proposed capacity scaling using column generation and row generation techniques. Rodríguez-Martín and Salazar-Gonzáleza (2010) developed a local branching heuristic, which utilizes an MIP solver to explore neighborhoods. Hewitt et al. (2010) proposed a combined exact and heuristic approach to search very large neighborhoods by solving restricted problems. Ghamlouche et al. (2011) proposed learning mechanisms and local search heuristics, while Yaghini and Rahbar (2011) proposed a hybrid simulated annealing as well as a simplex method.
In many papers, an arc flow based formulation or a path flow based formulation excluding forcing constraints have been used to address CMND. Since the formulation including forcing constraints is a large mixed integer programming problem, significant amounts of computation time are required to solve large and complex problems and their relaxation problems. However, in order to improve solutions and the lower bound derived from linear relaxation problems, the optimal mean of solving formulations is to apply forcing constraints. Column generation for path flow variables and cutting planes for forcing constraints can reduce the problem size and increase solvability of the problem. This paper presents capacity scaling using column generation and cutting plane techniques for solving CMND. Capacity scaling is an approximate iterative solution approach for capacitated network problems based on changing arc capacities, which in turn depend on flow volumes on arcs. Although capacity scaling produces good solutions within a reasonable computation time in general, this process may not always yield high-quality solutions. Consequently, local branching is applied for solutions derived from capacity scaling. Local branching consists of a method of solving a new problem with the same constraints and objective function as the original problem, but with the addition of local branching constraints, based on an exploration of solution neighborhoods. A combined capacity scaling and local branching approach can produce the best solutions compared to previous approaches found in related literature, for nearly all benchmark problems.
Mathematical Formulation
Let G = (N, A) be a directed network with the set of nodes N and the set of directed arcs A. Let K be the set of commodities on the network. For each commodity k ∈ K, let P k be the set of paths of commodity k, and d k the demand of flow of commodity k from its single origin node to its single destination node.
The following measures characterize arc (i, j) ∈ A: f ij , the fixed cost of including arc (i, j) in the network design, c k ij , the unit variable flow cost for commodity k flowing on arc (i, j), and C ij , the limited arc capacity which is shared by all the commodities flowing on the arc.
The formulation of CMND has two types of variables. The first type is a binary design variable, which is defined as y ij = 1 if arc (i, j) is included in the network design, y ij = 0 otherwise. The second type is a continuous path flow variable, which is defined by x k p , representing the amount of the path flow of commodity k flowing on the path p ∈ P k . Let δ p ij be the constant, δ
The path flow based formulation CMNDP of CMND can be expressed as follows:
The objective function (1) is the total cost, that is the sum of variable flow costs of commodities plus the sum of fixed costs in a given network design, and should be minimized. Constraints (2) consist of flow conservation equations, which represent the fact that the sum of path flows of commodity k is equal to the demand. Constraints (3) provide the capacity constraints, which prohibit flowing if the arc is excluded, y ij = 0, and allow for flow up to the arc capacity if the arc is included, y ij = 1. Constraints (4) provide the forcing constraints, which prohibit flowing of commodity k if the arc is excluded, and allow for flow up to the demand if the arc is included.
Let x k ij be the arc flow variable for commodity k flowing on arc (i, j) . Let N + n be the set of outward nodes from node n, and N − n be the set of inward nodes into node n. The arc flow based formulation CMNDA of CMND can be expressed as follows: Changing Capacity
Constraints (8) are the flow conservation equations, which represent relations between the sum of arc flows into node n and the sum of arc flows out from node n for commodity k. Constraints (9) are the capacity constraints, and constraints (10) are the forcing constraints.
In this paper, capacity scaling using column generation is applied for path flow based formulation CMNDP, and local branching is applied to arc flow based formulation CMNDA.
Capacity Scaling
Capacity scaling represents an approximate iterative solution approach for capacitated network problems based on changing arc capacities, which depend on flow volumes on arcs (Pochet and Vyve 2004) . When solving the linear relaxation problem of CMNDP, the capacity constraints (3), which define a variable upper bound on design variable y ij for arc flow
, is approximated by a linear function (Figure 1 ). At the linear relaxation problem, the optimal design variables may not necessarily comprise a binary, but a decimal fraction in a solution and arc capacities of the right hand of equation (3) are underestimated all over the domain. As a consequence, a relaxation solution may not be an approximation for finding a good feasible binary solution for CMND.
If the optimal arc flowX of CMNDP is found, we should change capacity C to C ′ , which is equal toX for each arc. Then we solve the linear relaxation problem with capacity C ′ again. As the result, either 0 or 1 solutions for all design variables can be obtained. CMNDP associated with all fixed design variables is reduced to a multi-commodity flow problem. By solving the multicommodity flow problem, we obtain the optimal objective value of CMNDP. It is a given that finding the optimal flow of CMNDP is extremely difficult, yet identifying the optimal flow is our main purpose. Consequently, if a near-optimal flow can be identified, C ′ may be estimated and a good approximate solution could possibly be derived from it. On the other hand, by changing capacity C ′ a little bit at a time, we can gradually identify near-optimal flow.
Capacity scaling starts by solving the linear relaxation problem of CMNDP associated with
as a substitution for C at the iteration l. Initially we set C 1 := C. The linear relaxation problem LR(C l ) with capacity C l at iteration l can be expressed as follows:
In the right-hand side of the constraint (15), C ij is replaced for C Obtain the arc flow solutionX and the design solutionỹ of LR(C l );
else free; end if the number of free variables of y is less than B then
Solve CMNDP associated with the restricted design variable y by an MIP solver;
Get the objective function value Z CM N DP and the design solutionȳ of CMNDP;
Column Generation and Cutting Plane
In capacity scaling, the linear programming problem LR(C l ) is solved iteratively. Since LR(C l )
has an exponential number of path flow variables and the forcing constraints of the number of
O(|K||A|)
, all variables and constraints should not be considered at large problems explicitly. In order to solve large problems efficiently, column generation is applied for path flow variables, while cutting plane is applied for forcing constraints.
For each commodity k, letP k ⊂ P k be the initial set of paths.ÃK ⊂ A × K is the set of index of generated forcing constraints. Initially,ÃK := ϕ and violated forcing constraints by solutions are generated by cutting plane.
We reformulate the restricted problem, which has restricted path setsP and restricted forcing constraint setÃK for LR(C l ), as follows in RLR(C l ,P ,ÃK):
Let s be the dual variable for the constraint (20) 
A pricing problem is used for generating new path flow variables. The pricing problem of RLR(C l ,P ,ÃK) is disjointed for each commodity k, from which point it can be solved separately.
The separated pricing problem PP k for commodity k is expressed as follows:
Since PP k is the shortest path problem associated with nonnegative arc length c After RLR(C l ,P ,ÃK) is solved optimally, violated forcing constraints by the solution of RLR(C l ,P ,ÃK) are generated. Letx be the optimal path flow andŷ the optimal design solution of Get the optimal path flowx and the optimal design solutionŷ of RLR(C l ,P ,ÃK);
is added toÃK; end end until no violated forcing constraint is generated violated forcing constraint is generated. When no new path, no path flow variable and no forcing constraint are generated, LR(C l ) is solved optimally, and the optimal solution of LR(C l ) is the last solution of RLR(C l ,P ,ÃK). The algorithm of column generation and cutting plane is summarized in Algorithm 2.
In algorithm 1, CMNDP must be solved when the number of free design variables is less than or equal to B. Since solving this problem optimally is difficult, even if it has restricted design variables, we solve CMNDP associated withP instead of P as the path set, andÃK instead of A and K as the forcing constraint set. Furthermore, if some upper bound U B of CMNDP has been identified, we add Z CM N DP < U B to CMNDP as a constraint, where Z CM N DP is the objective function value of CMNDP. Let this restricted problem be CMNDP(P ,ÃK). CMNDP(P ,ÃK) can be solved comparatively easily.
Local Branching
Although capacity scaling may produce good solutions within a reasonable computation time in general, the process does not always yield high-quality solutions. Consequently, local branching (Fischetti and Lodi 2003) is applied to solutions derived from capacity scaling. Local branching is a method used to solve a new restricted problem based on an exploration of solution neighborhoods defined by local branching constraints. Remove the equation (29) and add the equation (31) to CMNDA;
Add the equation (29) and (30) to CMNDA;
Given the feasible design solutionȳ derived from capacity scaling and a neighborhood size parameter M (> 0), additional local branching constraints are as follows:
The first branching constraint includes the domain of M − OP T neighborhood ofȳ, while the second branching constraint excludes the current solution.
Local branching is applied for CMNDA. The feasible design solutionȳ of CMNDP is also clearly that of CMNDA. The reason for using CMNDA instead of CMNDP(P ,ÃK) is that there is a possibility that the optimal path set of CMNDP is not included in paths of the restricted path set of CMNDP(P ,ÃK).
The branching constraint (29) and (30) forȳ is added to CMNDA, and we solve the added problem by an MIP solver. Since identifying an optimal solution for CMNDA is difficult, we set a computation time limit T to solve CMNDA. If a better feasible solutionȳ ′ is found within T , then it becomes the new incumbent asȳ :=ȳ ′ . At this incumbent, we solve the problem such that the constraint (29) is replaced by the following constraint:
If a better solution cannot be found, the neighborhood size parameter M is reduced to M/∆M
Computational Experiments
Experiments have been performed to evaluate the performance of the combined capacity scaling and local branching approach proposed in this paper. The results of the combined approach are compared to optimal values or lower bounds by an MIP solver, also compared to the results of local branching (Rodríguez-Martín and Salazar-Gonzáleza 2010), IP search (Hewitt et al. 2010) , MIP tabu search (Chouman and Crainic 2010) , cooperative parallel tabu search (Crainic and Gendron 2002 ) and cycle-based tabu search (Ghamlouche et al. 2003) . To ensure comparisons, the same two sets of problem instances as used in Gendron and Crainic (1996) are employed. The detailed description of these problem instances is given in Crainic et al. (2001) .
The first set of problem instances, denoted as "C," consists of 43 instances characterized by the number of nodes, arcs, and commodities. In the experiments, 37 instances in C-category problems are used, because the first six instances are trivial problems. Two letters are used to characterize the fixed cost level "F" for high, and "V" for low relative to flow cost, and the capacity level "T" for tight and "L" for loose relative to total demand.
The second set of problem instances, denoted as "R," consists of 153 instances divided into 18 groups ranging from r1 to r18. In the experiments, 81 instances, of which the number of nodes is 20, are used, because the instances in the first 9 groups from r1 to r9 are trivial problems. They are characterized by three fixed cost levels, "F01," "F05," and "F10," and three capacity levels, "C1," "C2," and "C8." If the "F" value is small, the fixed cost is low, and if the "F" value is large, the fixed cost is high relative to flow cost. If the "C" value is small, the arc capacity is loose; if the "C" value is large, the arc capacity is tight relatively to total demand.
The experiments were performed on PCs with Pentium i7 CPU 3.4GHz with four cores and 16GBytes RAM. The computer code was written in C++, compiled on Ubuntu 11 and CPLEX
12. An MIP solver by ILOG was used for solving linear programming problems and mixed integer programming problems. In order to assess solution quality relative to optimal values or lower bounds, all instances were solved by the branch-and-bound algorithm of CPLEX, and a limit of 30 hours of computation time was imposed for each instance. If the problem could not be solved optimally within the computation time limit, the lower bound found by the branch-andbound algorithm was used instead of the optimal value. The smoothing parameter λ was calibrated from 0.025 to 0.250, and the neighborhood size parameter M and the time limit T were tested combinations 10-1000 seconds and 20-2000 seconds. We set the parameters as ϵ=0.01, B = 150, ∆B = B min = 10, ∆M = 2, M min = 1, IT E min = 50, and IT E max = 1000. Table 1 displays the average gaps of the results for C-category problems. The average gaps are relative to the optimal value or the lower bound by CPLEX for the upper bound by each heuristic.
Column LBR is the results by local branching, IPS by IP search, and MIP by MIP tabu search respectively. Column CAP is the result by the capacity scaling heuristic excluding local branching.
Columns 10-1000 and 20-2000 are the results of the combined approaches, and the first number indicates M and the second number indicates T . The average gap of MIP tabu search, which is the best result among four previous heuristics, is 1.04%. The average gap of the capacity scaling heuristic is 0.95%, and it is less than that of MIP tabu search. The average gaps of the combined approaches are 0.51% and 0.43%, and these are only about half of that of MIP tabu search. Table 2 displays the detailed results for C-category problems. Column N/A/K/FC indicates the number of nodes, arcs, commodities, the fixed cost level, and the capacity level. Column OPT/LB corresponds to the optimal value or the lower bound by CPLEX. "O" indicates that the optimal value is found, while "L" indicates that the numerical value is the lower bound. A numerical value in bold type is the optimal value, while a numerical value in italic type is the best upper bound except the optimal value. Local branching is identified optimal solutions for nine instances out of 37 instances, conduct IP search for six instances, and utilize MIP tabu search for seven instances respectively. Meanwhile, the capacity scaling heuristic find the optimal solutions for six instances and both of the two combined approaches find for 21 instances. Additionally, the combined approach 20-2000 is used to identify the new best upper bounds for all of the 16 instances to the exclusion of the instances of which the optimal values are found. This means that the combined approach can help to identify the best solutions for the all instances of C-category problems. Table 3 displays the average computation times in CPU seconds for four previous heuristics, as well as capacity scaling heuristic and combined approaches. These computation times for four previous heuristics are reported in the papers written about them. Due to the fact that different CPUs are used, these computation times cannot be compared directly. However, compared to previous heuristics, the average time required for computation by the capacity scaling heuristic is relatively short; e.g. 456.8 seconds, which is almost the same as the time level by local branching or IP search.
The combined approaches can be solved within a reasonable average time for computation, such as 3180.7 or 7011.4 seconds, and the latter is the same as the time level by MIP tabu search. Table   4 shows the detailed computation times for instances of C-category problems. instead of lower bounds. The average gap of cooperative parallel tabu search is 9.46%, while the average gap of cycle-based tabu search is 5.74%. In contrast, the average gap of the capacity scaling heuristic excluding the local branch is 0.59% and those of the combined approaches stand at just Table 6 shows the average gaps for the results of proposed approaches and two previous heuristics, according to the fixed cost level and the capacity level of R-category problems. The gaps by cycle- Table 7 Gap respectively. Table 7 displays the same information, but in accordance with problem dimensions.
The gaps by cycle-based tabu search range from 2.73% to 11.79%. In contrast, the gaps indicated by the combined approach for 10-1000 range from 0.00% to 0.74%, and those for 20-2000 range from 0.00% to 0.69%. Table 8 indicates detailed results for instances of R-category problems from r10 to r14, while Table 9 shows the same for the range of r15 to r18. Numerical values shown in bold type are the optimal values, while those shown in italic are the best upper bound except the optimal value.
The two combined approaches identify optimal solutions for the 43 instances out of 45 instances, ranging from r10 to r14, and for the 22 or 23 instances out of 36 instances, ranging from r15 to r18. Table 10 displays the average computation times in CPU seconds for two previous heuristics, as well as the capacity scaling heuristic and the combined approaches. These computation times are reported in the papers written about them. Compared to previous heuristics, the computation times by capacity scaling are very short, such as 103.1 seconds. The combined approaches can be solved within a reasonable computation time, such as 1630.6 or 3374.9 seconds. and local branching approach can obtain good solutions within a reasonable computation time, and can also help to improve current best solutions or to identify optimal solutions for all C-category problems. This method also yielded optimal solutions for 66 out of the 81 instances of R-category problems.
Conclusion
This paper presents the combined capacity scaling and local branching approach, which is applied to column generation and cutting plane techniques for CMND characterized by strong formulation.
The performance of the proposed approaches is evaluated by solving C and R-category problems.
The numerical results are satisfactory, while the combined approach helps to identify the best new solutions or the optimal solutions for all instances of C-category problems, as well as optimal solutions for 66 out of 81 instances of R-category problems.
The capacity scaling approach excluding local branching can offer good quality results while also helping to reduce computation efforts. The combined capacity scaling and local branching approach can offer the highest quality results, and outperforms previous heuristics proposed in the literature. We believe that the combined approach proposed in this paper is one of the best current heuristics for solving CMND.
