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Résumé
Reconstruire les sources lumineuses peut améliorer de fa-
çon significative le rendu des applications de réalité aug-
mentée (RA) et contribuer à une meilleure compréhension
de la scène, à la reconstruction 3D et à la localisation de
caméra.
Les approches existantes se focalisent sur l’estimation
d’illumination et de radiance sans prendre en compte la
géométrie des sources lumineuses. Notre méthode propose
une reconstruction 3D de sources lumineuses en intérieur à
partir des spécularités. Les quadriques sont utilisés comme
un nouveau modèle de lumière à forme générique pou-
vant représenter une ampoule ou encore un néon ce qui
n’est pas possible avec l’état de l’art actuel. À partir d’au
moins trois points de vue contenant des spécularités, une
quadrique est reconstruite en estimant des coniques pour
chaque spécularité. Cette estimation initiale est raffinée
par la suite en réduisant la distance entre les coniques is-
sues de la projection de la quadrique pour chaque point de
vue et les contours des spécularités associés.
Mots Clef
Modélisation de sources lumineuses, quadrique duale, ré-
flexion spéculaire, conique, temps réel.
Abstract
Light sources reconstruction improves rendering in Aug-
mented Reality (AR) applications and may help scene un-
derstanding, 3D reconstruction and camera localization.
Most existing approaches focus on illumination and ra-
diance estimation, but leave the lights’ geometry aside. Our
approach presents an indoor light sources 3D reconstruc-
tion from specular highlights. quadric surfaces are used as
a new generic shape model of light sources such as spot-
lights and fluorescent tubes which is not achieved by the
current state of the art. From at least three known view-
points containing specularities, a quadric is estimated by
fitting conics to these specularities. This initial estimation
is refined afterwards by fitting the quadric projections pro-
duced for each view point with the associated specularities.
This approach was tested on synthetic and real sequences
and compared with well-known light models such as point
and directional.
Our method currently works for planar scenes in real-time
but this quadric representation could easily be used for
future combination with 3D reconstruction methods and
complex scenes
Keywords
Light sources modeling, quadric, dual space, specular re-
flection, conic, real time.
1 Introduction
La RA a le potentiel de fournir des applications utiles et
variées dans un monde où une simple caméra est inté-
grée dans la majorité des appareils mobiles. Depuis plu-
sieurs années, le domaine de la RA se concentre principa-
lement sur les méthodes de localisation de caméra qui sont
au cœur de toute application de RA [7, 15, 27, 28]. Une
nouvelle étape pour la RA serait de modéliser les condi-
tions lumineuses d’une scène afin d’insérer de manière
naturelle un objet virtuel dans une séquence vidéo réelle.
Un rendu photo-réaliste permettrait des augmentations vir-
tuelles avancées [18] afin d’illustrer des phénomènes de
lumière complexes sur des objets virtuels dans une scène
réelle.
Afin de réduire d’avantage la frontière entre le réel et vir-
tuel, plusieurs travaux se concentrent sur l’illumination
globale en utilisant du photon mapping [9, 13], une estima-
tion de radiance [8, 12] ou du shadow mapping [4, 23, 24].
Les approches d’illumination globale visent à calculer le
niveau de radiance pour chaque point de la scène en mo-
délisant les sources de lumière directes et indirectes. Les
méthodes d’estimation d’illumination globale produisent
un rendu en RA efficace et convaincant mais manquent de
flexibilité. En effet, la scène doit être statique car ces mé-
thodes reposent sur un processus d’initialisation coûteux
en temps de calculs sur un ensemble de points de vue large
avant de lancer le rendu. Cette étape ne permet pas d’avoir
un éclairage dynamique comme allumer ou éteindre une lu-
mière. De plus, ces approches ne permettent pas de prédire
les conditions lumineuses pour un point de vue inconnu.
À notre connaissance, reconstruire une hiérarchie de lu-
mières dans une scène est une difficulté majeure dans
la reconstruction 3D de lumières car la distinction entre
lumières directes (sources lumineuses) et indirectes (ré-
flexions) est complexe.
La reconstruction des sources lumineuses en un modèle pa-
ramétrique a pour but de palier à ces limitations. En dé-
tectant les traces de la lumière comme les ombres ou les
réflexions spéculaires sur des surfaces non-Lambertiennes,
des informations 3D peuvent être calculées ouvrant un pa-
nel d’applications large comme la gestion de lumières dy-
namiques ou la prédiction des conditions de lumière. De
plus, ces approches sont suffisamment rapides pour détec-
ter des sources lumineuse en direct sans avoir recours à
une phase d’initialisation coûteuses en temps de calculs.
En complément, les moteurs graphiques utilisent géné-
ralement ces modèles géométriques (paramétriques) pour
rendre des scénarios à contexte lumineux complexe.
Dans cet article, nous présentons un modèle paramétrique
de sources lumineuses basé sur les quadriques reconstruites
à partir de réflexions spéculaires. Nous détaillons les dif-
férents modèles de lumière dans la partie état de l’art en
comparant les différents cas d’utilisations, intérêts et limi-
tations. Notre approche sera détaillée dans la section4 en
décrivant notre initialisation de source lumineuse sous la
forme d’une quadrique dans la section 6 et son raffinement
non-linéaire en utilisant les contours des spécularités dans
la section 7. Dans la section 8, nous présentons les diffé-
rents résultats d’initialisation et de raffinement.
2 Du modèle physique de la lumière
aux images
L’idée derrière la modélisation de lumière est de représen-
ter chaque interaction lumineuse se produisant dans une
scène, sur différents objets et matériaux. Une source lumi-
neuse 3D peut être représentée sous différentes formes : un
spot de lumière, un néon ou une lumière à l’infini comme
le soleil. En complément de ces types de lumière, deux di-
rections d’émissions des rayons lumineux sont à décrire :
unidirectionnel et omnidirectionnel.
Ces sources de lumières laissent des traces sur la scène
tel que les réflexions spéculaires ou les ombres. Ces élé-
ments peuvent être utilisés pour estimer les sources de
lumières et peuvent être basés selon des modèles de ré-
flexion classiques dans le domaine de l’infographie comme
Phong [22], Blinn [1] ou Lambertien [30]. Ces modèles
permettent de diviser l’image I en plusieurs composantes
suivant l’équation suivante :
I = Is + Ia + Id,
avec Is la composante spéculaire, Ia la composante am-
biante et Id la composante diffuse.
Cependant, ces traces de la lumière sont fortement sen-
sibles aux propriétés des matériaux où elles apparaissent.
En effet, chaque matériau a une BRDF 1 associée qui est
un moyen efficace d’exprimer la réponse du matériau en
fonction des rayons lumineux incidents. De plus, elle décrit
comment la lumière est réfléchie pour un point d’une sur-
face avec une normale associée pour une direction d’illu-
mination donnée [20].Plusieurs publications ont été consa-
crées à la détection d’ombre et à la détection de spécularité
[5] [19, 11].
En pratique, la modélisation de lumière est une tache diffi-
cile dépendante d’un grand nombre de paramètres spatiaux
et temporaires difficiles à estimer et à formaliser en vision
par ordinateur. De plus, pour certains modèles, il est diffi-
cile de réaliser une estimation fonctionnelle en temps réel.
En pratique, la perception humaine n’a pas besoin d’un mo-
dèle de lumière parfait pour être convaincu qu’un objet vir-
tuellement inséré est réel.
3 Travaux antérieurs
En pratique, chaque modèle de lumière est associé à une
géométrie, couleur [17] et une valeur d’intensité afin de
correspondre aux conditions lumineuses de façon réaliste.
Bien qu’il existe une multitude de modèles de lumière en
infographie, l’état de l’art de la reconstruction de sources
lumineuses en vision par ordinateur est généralement di-
visé en deux catégories : les sources lumineuses direction-
nelles et les sources lumineuses ponctuelles.
Le modèle directionnel a pour objectif de modéliser l’illu-
mination distante et les lumières indirectes comme les lu-
mières extérieures (soleil). De nombreux travaux utilisent
le modèle directionnel pour le rendu en RA comme les
approches de [14, 16, 29]. Cependant, pour des lumières
en intérieur, les approches directionnelles restent limitées
pour des réflectances complexes et des scènes complexes.
Ce modèle paramétrique n’est également pas capable de
prédire des conditions de lumières futures pour des points
de vue inconnus. On peut noter que le rendu des traces
de lumières comme les spécularités, les caustiques et les
ombres requiert un modèle paramétrique plus complet.
Les approches utilisant le modèle ponctuel sont générale-
ment bien connu de l’état de l’art pour sa simplicité et son
coût relativement faible en temps de calculs. Ce modèle
est généralement représenté par un point 3D et idéalement
couplé avec une couleur et une intensité. Boom et al. [2]
ont montré des résultats intéressants en utilisant une ca-
méra RGB-D sur des surfaces Lambertiennes. Cependant,
une seule source de lumière est estimée ce qui n’est pas
adapté à des types de lumières plus complexes comme un
spot ou encore un néon dans une scène non-Lambertienne.
En pratique, le modèle ponctuel est adapté pour la cali-
bration de lumière et de caméra. L’approche de Park et
al. [21] utilise un plan à surface non-Lambertienne et des
spécularités qui, si disponibles, permettent de calibrer une
source lumière proche et non-isotrope. Ainsi les modèles
de lumière directionnels et ponctuels ne sont pas adaptés
pour représenter un contexte lumineux complexe comme
1. Bidirectional reflectance distribution function.
FIGURE 1 – Illustration des différents types de lumière en
synthétique et réel.
des néons ou encore des lumières polygonales comme les
lumières éclairant une zone (Area light) [25]. En effet, ces
modèles répondent à un type de sources de lumière précis
et manque de généricité.
Pour répondre à cette problématique, nous proposons un
modèle paramétrique basé sur une quadrique incluant la
représentation ponctuelle, directionnelle et de zone à partir
de spécularités.
4 Approche proposée
L’objectif de notre méthode est de fournir une modélisation
géométrique de la lumière dans une scène 3D constituée
d’une ou plusieurs sources lumineuses. Cette modélisation
est réalisée par l’observation de traces de la lumière sur un
plan à matière spéculaire. Notre étude se concentre essen-
tiellement sur les réflexions spéculaires. Ces traces repré-
sentent la projection de la lumière réfléchie vers la caméra.
À noter, que ces spécularités sont dépendantes du point de
vue.
4.1 Modèle géométrique et hypothèses
Dans notre étude, nous nous plaçons dans un contexte in-
térieur avec des sources lumineuses ponctuelles. Le pre-
mier intérêt d’un modèle géométrique pour la modélisa-
tion des lumières est de pouvoir faire de la prédiction sur
des points de vue inconnus. En effet, les méthodes de l’état
de l’art réalisent, en général, une phase d’apprentissage du
contexte lumineux. Après cette phase, la scène doit res-
ter statique et le rendu est limité à la zone d’apprentis-
sage. L’intérêt d’utiliser la quadrique comme support géo-
métrique de notre méthode est sa généricité. En effet, nous
estimons à la fois la position de la lumière mais également
sa forme. Cette quadrique permet de représenter diverses
formes une sphère, une ellipsoïde, une droite voire un cy-
lindre. De plus, elle a l’avantage de représenter un grand
nombre de lumière que l’on retrouve dans un contexte in-
térieur (voir figure 1).
Une réflexion spéculaire sur un plan peut être approximée
par une ellipse ou un cercle. Ces deux formes sont inclues
dans la représentation en conique C qui sera utilisée dans
notre méthode. La contribution majeure de notre méthode
est de modéliser chaque source lumineuse par une qua-
drique Q avec comme projection sur le plan Π la conique
C (réflexion spéculaire) pour une pose de caméra donnée.
FIGURE 2 – Schéma illustrant l’ensemble de notre mé-
thode. La lumière (modélisée par une quadrique Qs) laisse
plusieurs traces spéculaires sur le plan sous forme de spé-
cularités. Nous approximons ces spécularités par des co-
niques (C, C ′, C ′′). La quadrique Q correspond à la symé-
trie de la quadrique Qs par rapport au plan de la scène.
Dans cette scène, on considère la géométrie de la scène
(le plan) et les poses de la caméra connues. Afin de mo-
déliser les sources lumineuses, de nombreux détecteurs de
spécularités sont disponibles dans l’état de l’art. Nous jus-
tifierons le choix de la méthode utilisée dans la section 8.
4.2 Pipeline de la méthode
Afin de modéliser notre source lumineuse sous forme de
quadrique, l’estimation est réalisée en deux étapes : l’ini-
tialisation de la quadrique et le raffinement.
Pour l’initialisation, nous nous sommes inspirés de la mé-
thode Cross et al. [3] pour estimer la quadrique Q à partir
de 3 points de vue.
5 Généralités sur les quadriques et
coniques
Une quadrique est une surface, à neuf degrés de liberté, re-
présentée par une matrice Q ∈ R4×4 symétrique telle que
les points X sur sa surface satisfont la contrainte quadra-
tique :
X>QX = 0, (1)
où X est un point 3D représenté en coordonnées homo-
gènes tel que X = (x, y, z, 1)>.
Le contour d’occultation d’une quadrique dans le plan
image est une conique. Celle-ci permet de regrouper de
nombreuses formes comme les cercles, les ellipses voire
les droites et les points. Une conique a cinq degrés de li-
berté et sa représentation par points est une matrice symé-
trique C ∈ R3×3 telle que les points x sur cette conique
satisfont la contrainte quadratique :
x>Cx = 0. (2)
Nous allons utiliser ces coniques afin de modéliser les
taches spéculaires présentes sur les différents plans de la
scène. Notre objectif est de trouver la quadrique Q telle
que l’ensemble de ses projections dans le plan (contours
occultant formant une conique) correspondent aux taches
spéculaires détectées dans chaque image.
Afin de mettre en relation C etQ, nous devons nous mettre
dans l’espace dual. Les coniques duales utilisent une repré-
sentation par droite l telle que :
l>C∗l = 0. (3)
Pour les quadriques duales, une représentation par plan Π
est utilisée telle que :
Π>Q∗Π = 0. (4)
Dans l’espace dual, nous pouvons utiliser la relation sui-
vante :
C∗ ∼ PQ∗P>, (5)
avec Q∗ = adj(Q) avec adj(Q) l’adjoint de Q et C∗ =
adj(C) avec adj(C) l’adjoint de C
6 Initialisation
Nous avons utilisé la méthode de Cross et al. [3] afin de
reconstruire Q∗ en transformant la relation (5) en un sys-
tème linéaire. En vectorisant Q, P et C en Qv , B et Cv
respectivement, nous pouvons construire un système (6) en
utilisant les réflections spéculaires comme coniques C et la
source lumineuse Q pour n points de vue avec n ≥ 3.
Mw = 0⇔

B1 −C∗1,v 0 . . . 0
B2 0 −C∗2,v 0
... 0 0
. . .
...
Bn 0 0 . . . −C∗n,v


Q∗v
α1
α2
...
αn

= 0,
(6)
avec une matrice Bi ∈ R6×10. La solution de ce système
linéaire (6) est calculée par une décomposition en valeurs
singulières (SVD) de M . On peut noter que αi est défini
à une échelle près tel que : αic∗i,v = BiQ
∗
i,v pour le point
de vue i. La méthode de reconstruction de quadrique est
illustrée à la figure 2.
7 Raffinement non-linéaire
L’étape de raffinement non-linéaire est nécessaire pour cor-
riger et affiner correctement la quadrique. En effet, pour
une séquence réelle, l’initialisation ne suffit pas à donner
un résultat définitif et applicable pour prédire correctement
les spécularités pour de nouveaux points de vue. Cette pre-
mière estimation peut se limiter à plusieurs points de vue
peu répartis comme à la figure 5. Ainsi, pour un point de
vue plus éloigné, la quadrique estimée peut s’avérer inco-
hérente.
Pour réaliser ce raffinement, nous allons calculer les diffé-
rentes coniques C issues de la projection de la quadrique
Q sur le plan avec une pose donnée P et les comparer avec
les contours des taches spéculaires associées. La quadrique
est raffinée si la distance entre la conique et sa spécularité
associée est minimale.
7.1 Fonction de coût avec variables latentes
Calculer une distance point/conique entre les points de
contour d’une spécularité et sa conique associée n’est pas
optimal en pratique. En effet, calculer la distance entre un
point et une conique nécessite de calculer la racine d’ordre
4 d’un polynôme ce qui est couteux en temps de traite-
ment et ne permet pas une dérivée analytique. Pour ces rai-
sons, une distance point/point est préférable. Pour discréti-
ser la conique en différents points, une paramétrisation de
conique est nécessaire.
Paramétrisation de conique pour l’association
point/point. Afin de résoudre ce problème, Sturm
et al. [26] proposent une paramétrisation de la conique afin
de l’échantillonner en fonction des points de contours les
plus proches de la conique. Cette paramétrisation permet
ainsi d’obtenir une distance point/point plus rapide, plus
cohérente et plus adaptée à notre contexte.
Intuitivement, le point sur la conique le plus proche d’un
point de contour correspond à l’intersection de la droite,
passant par le centre de la conique et le point de contour,
avec la conique. Cependant, il est plus simple de calcu-
ler l’homographie H appliquée à notre conique C afin de
transformer celle-ci en un cercle unitaire. En effet, sans
cette transformation, cet échantillonnage de conique impli-
querait le calcul d’une intersection entre une droite et une
conique ce qui n’est pas trivial et coûteux en temps de cal-
cul. Cependant, avec la transformation H , le problème se
résume à un calcul d’angle déduit par relation trigonomé-
trique.
Ainsi, nous appliquerons également ce H pour les points
de contours de la spécularité. Ce principe est illustré dans
la Fig.3.
Dans un premier temps, nous devons estimer la transforma-
tion H tel que notre conique C est obtenue par la relation :
C = H−>CunitH>,
avec Cunit le cercle unitaire centré à l’origine.
H est obtenu en convertissantC en représentation naturelle
explicitant les coordonnées du centre po = (xo, yo)>, les
scalaires sx, sy et l’angle de rotation de la conique α. H se
construit de la manière évoquée par Hartley et. al. [10] :
H =
sx cos(α) −sy sin(α) xosx sin(α) sy cos(α) yo
0 0 1
 (7)
FIGURE 3 – Paramétrisation de conique. À partir de l’état
initial (gauche) avec les contours de la spécularité (points
noirs), nous associons à chaque point de contours un point
sur la conique. Ces points de la conique sont calculés
en transformant la conique (en cercle unitaire (droite))
et les points de contours par l’homographie H−1 (étape
(1)). Dans l’étape (2), nous calculons les intersections des
lignes, passant par les points de contours et le centre du
cercle unitaire, avec ce même cercle. Dans l’étape (3), les
intersections (points bleus) sont transformés à nouveau sur
la conique avec l’homographie H .
FIGURE 4 – (a) Distance point/point distance représentée
par la somme des distances euclidiennes entre les contours
de la spécularité (points verts) et la conique discrétisée
(points rouges).
Cette paramétrisation a pour objectif d’associer les points
de contours de la spécularité avec les points associés les
plus proches de la conique. Cette étape est réalisée une
seule fois afin de fournir un état initial au processus de
raffinement non-linéaire. Ces points seront utilisés comme
paramètres dans le raffinement pour contraindre davantage
la quadrique à raffiner.
Distance point/point de coniques. Notre distance cor-
respond à la somme des distances euclidiennes pour chaque
paire de point q′i,j (points de contours de la spécularité) et
qi,j ∈ C tel que :
m∑
j=1
d(q′j , qj), (8)
avecm le nombre de points de contours pour la conique C.
Cette distance est illustrée sur la figure4.
Fonction de coût. Afin de contraindre davantage le raf-
finement et réduire la dimensionnalité de la minimisation,
des variables latentes sont utilisées sous forme de points
2D notés qi,j , contraints d’être sur la conique C et compa-
rés avec les points de contours q′i,j de la spécularité.
Cette formulation nous permet d’imposer la contrainte sui-
vante lors de notre minimisation :
q′i,jCjq
′>
i,j = 0. (9)
La quadrique et les différents points (variables latentes) sur
chaque conique constituent les paramètres de minimisa-
tion. Ces points notés qi,j sont estimés par la paramétrisa-
tion de conique de Sturm et al. [26] pour chaque conique
Ci avec i son indice.
Pour simplifier l’écriture de la formule, on suppose que
toutes les taches spéculaires ont le même nombre de points
de contours m de la fonction de coût suivante :
min
Q,q1,1,...,qn,mi
n∑
i=1
mi∑
j=1
d(q′i,j , qi,j),
subject to q′i,jCjq
′>
i,j = 0
(10)
Afin de réaliser ce raffinement, nous avons utilisé une des-
cente de gradient sous contrainte.
8 Protocole expérimental
Dans cette section, une évaluation qualitative est présentée
sur des données de synthèse. Le scénario de cette évalua-
tion comporte une lumière placée à 20 cm au dessus d’un
plan de dimensions 40× 40 cm. L’ensemble du scénario a
été généré sous Blender. Quelques images de la séquence
sont présentées à la figure 5(a). Pour détecter les spéculari-
tés, une méthode temps réel offrant des résultats précis est
nécessaires. Nous avons utilisé la méthode de Morgand et
al. [19] offrant des résultats précis et adaptés à un contexte
temps réel et des conditions de luminosités variables. À
partir des images binaires fournies par le détecteur, nous
utilisons la méthode de Fitzgibbon et al. [6] afin de dé-
duire les coniques C des spécularités détectées.
(a) (b)
(c)
FIGURE 5 – (a) Images réelles utilisées pour la détection de
spécularité et correspondance d’ellipse avec les contours
(b) . (c) représente le résultat de l’initialisation pour des
points de vue proches. La proximité des caméras ne permet
pas de contraindre suffisamment la quadrique. Des points
de vue mieux répartis sont nécessaires pour reconstruire
une meilleure quadrique.
8.1 Résultats visuels de l’initialisation
Contrairement à l’approche de Cross et al. [3], nous obser-
vons les traces de la lumière (spécularités illustrées dans la
figure 5(a)) sous forme de coniques comme observé à la
figure 5(b) pour estimer la quadrique Q.
Nos résultats sont affichés en bleu dans la figure 5(c) ac-
compagnés de la vérité terrain représentée par un maillage
vert pour la quadrique.
8.2 Résultats du raffinement de la quadrique
Le résultats obtenu lors de l’initialisation est déjà suffisant
pour être exploitable dans de nombreuses applications, ce-
pendant afin de gérer le bruit potentiel des contours de spé-
cularité, nous avons réalisé un raffinement non-linéaire sur
cette quadrique à partir des contours des spécularités des
images. Pour tester la robustesse de ce raffinement, nous
avons bruité l’initialisation. Les résultats sont présentés
dans les figure 6 et 7.
9 Discussions et conclusions
Dans cet article, nous avons présenté une nouvelle ap-
proche de reconstruction géométrique des lumières par
l’utilisation d’une représentation en quadrique. Cette ap-
proche est née du constat qu’une réflexion spéculaire sur
un plan peut être approximée par une ellipse ou un cercle.
(a)
(b)
FIGURE 6 – Résultats de notre raffinement de quadrique
sur les coniques obtenues par projection de la quadrique
selon le point de vue. (a) illustre l’erreur de projection des
coniques (bleu) en comparaison avec les contours des spé-
cularités associées (vert). (b) montre les différentes projec-
tions de la quadrique raffinée. Ces coniques correspondent
avec précision aux contours des spécularités.
(a)
(b)
FIGURE 7 – Résultats de notre raffinement de quadrique
à partir des contours des spécularités sur une initialisation
fortement bruitée.
Ces deux formes sont inclues dans la représentation en co-
nique. Notre méthode reconstruit chaque source lumineuse
sous forme d’une quadrique auquel on associe une projec-
tion sur le plan. Cette projection correspond à une conique
C (réflexion spéculaire) pour une pose de caméra donnée.
Les spécularités représentent le reflet de la source lumi-
neuse sur une surface spéculaire. De ce fait, la quadrique
estimée dans un premier temps correspond à la symétrie de
la quadrique représentant la source lumineuse par rapport
au plan. Nous avons dans un premier temps initialisé cette
quadrique à partir de 3 points de vue. Ces points de vue
doivent être choisis avec attention car la qualité de l’initia-
lisation en dépend. En effet, pour 3 points de vue réparties
dans la scène, notre système linéaire liant coniques (spé-
cularités) et quadrique (source lumineuse) dans l’initiali-
sation est mieux contraint et offre de meilleurs résultats.
Pour améliorer cette estimation, une phase de raffinement
non-linéaire est réalisée sur l’ensemble des points de vue.
La fonction de coût associée estime une distance entre les
projections de quadrique en coniques pour chaque points
de vue avec la spécularité associée. Cette méthode a mon-
tré son efficacité sur des séquences de synthèse. De nou-
veaux tests seront réalisés dans de futurs travaux sur des
séquences réelles afin de justifier l’intérêt du raffinement
non-linéaire sur la quadrique estimée.
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