In this work, we present a second-order nonuniform time-stepping scheme for the time-fractional Allen-Cahn equation. We show that the proposed scheme preserves the discrete maximum principle, and by using the convolution structure of consistency error, we present sharp maximum-norm error estimates which reflect the temporal regularity. As our analysis is built on nonuniform time steps, we may resolve the intrinsic initial singularity by using the graded meshes. Moreover, we propose an adaptive time-stepping strategy for large time simulations. Numerical experiments are presented to show the effectiveness of the proposed scheme. This seems to be the first second-order maximum principle preserving scheme for the time-fractional Allen-Cahn equation.
Introduction
We consider the following two dimensional time-fractional Allen-Cahn equation
where Ω = (0, L) 2 with closureΩ. The nonlinear bulk force f (u) is given by f (u) = u 3 − u. The constant 0 < ε ≪ 1 is the interaction length that describes the thickness of the transition boundary between materials. For simplicity, we consider the periodic boundary conditions. In equations (1.1), ∂ α t := C 0 D α t denotes the Caputo derivative of order α :
where I µ t is the fractional Riemann-Liouville integral of order µ > 0, that is,
where ω µ (t) := t µ−1 /Γ(µ).
(1.4)
As a generalization of the classical Allen-Cahn equation [2, 6, 8, 25] , the above time-fractional Allen-Cahn equation (1.1) has been widely investigated in recent years [11, 15, 22, 28] , In particular, it was first shown in [28] that the time-fractional Allen-Cahn equation admits the following energy law
where E(t) is the total energy defined by
Moreover, the following maximum principle holds [28] |u(x, t)| ≤ 1 if |u(x, 0)| ≤ 1.
(1.7)
From the numerical scheme point of view, first order schemes that combine the L1 formula [21, 27] and the stabilization technique [29] were proposed in [28] for the time-fractional Allen-Cahn equation. Furthermore, it is shown in [28] that the stabilization L1 scheme preserves the energy law (1.5) and the maximum principle (1.7) in the discrete level. More recently, sharp regularity analysis of the time-fractional Allen-Cahn equation and numerical analysis for a class of numerical schemes under limited regularity were presented in [5] . Notice that all the analysis in the above mentioned works is based on uniform time grids. In this work, we aim at designing a second order scheme using nonuniform time grids. There are two main motivations to investigate nonuniform time grids:
• Similar as in other nonlinear subdiffusion problems, the solution of the time-fractional Allen-Cahn equation admits an intrinsic initial singularity [13] . Consequently, graded meshes are recommended for such problems [3, 26] .
• The solution of the time-fractional Allen-Cahn equation may admit multiple time scales [4, 7, 9, 14, 24] , i.e., the initial dynamics evolve on a fast time scale and later coarsening stage evolves on a very slow time scale. Therefore, one may need to use adaptive time grids to catch different time scales [24, 30] .
To this end, we present in this work a second order Alikhanov-type scheme under nonuniform time grids. We shown that the proposed scheme preserves the discrete maximum principle, and this seems to be the first work on second order maximum principle preserving schemes for the time-fractional Allen-Cahn equation. We also present a sharp maximumnorm error estimate the can reflect the temporal regularity. Finally, we propose an adaptive time-stepping strategy for long-time simulations.
The rest of this work is organized as follows. We present some preliminaries in Section 2. A second order nonuniform Alikhanov scheme is proposed in Section 3, where the discrete maximum principle is also established. The convergence analysis of the proposed scheme is given in section 4, and this is followed by extensive experiments in Section 5. We finally give some concluding remarks in Section 6.
Preliminaries
In this section, we shall present some preliminaries.
Nonuniform time grids
Throughout the paper, we shall consider nonuniform time grids. To this end, we introduce the following time mesh:
with time-step sizes τ k := t k − t k−1 for 1 ≤ k ≤ N. We define the maximum time-step size as τ := max 1≤k≤N τ k . Also, for k ≥ 1 and 0 < θ < 1 we define the off-set time level as t k−θ := (1 − θ)t k + θt k−1 . We set the adjacent step ratio as ρ k := τ k /τ k+1 and define the maximum step ratio as ρ := max k≥1 ρ k . We now introduce the following assumptions.
M1. The maximum time-step ratio ρ = 7/4.
The condition M1 says that one can use a series of decreasing time-steps with the reduction factor down to 4/7. Always, we do not impose any restrictions to the amplification factor for increasing time-steps, although a maximum time-step size may be necessary for theocratical analysis. The use of nonuniform meshes are motivated by the following two reasons: Firstly, to resolve the initial solution singularity u t ∼ O(t α−1 ) as t → 0, a graded mesh t k = T (k/N ) γ with the step ratios ρ k ≤ 1 has been a popular approach in recent years [26] . Secondly, to capture the fast dynamics away from t = 0 and the slowly coarsening stage near the steady state, one may use an adaptive time-stepping strategy [14, 24] . We also need the following assumption for the sake of convergence analysis [16, 19, 23] :
M2. For a parameter γ ≥ 1, there exists mesh-independent constants C 1γ , C 2γ > 0 such that τ k ≤ τ min{1, C 1γ t
Here, the parameter γ ≥ 1 controls the extent to which the time levels are concentrated near t = 0. If the mesh is quasi-uniform, then M2 holds with γ = 1. As γ increases, the initial step sizes become smaller compared to the later ones.
To facilitate the error analysis of difference approximations in space, we assume that the continuous solution u is sufficiently smooth in physical domain and satisfies
where a regularity parameter σ ∈ (0, 1) is introduced to make our analysis extendable. In what follows, we use subscripted C, such as C γ , C v and C u , to denote a generic positive constant, which is not necessarily the same at different occurrences, yet is always dependent on the given data and the solution but independent of temporal and spatial mesh sizes.
Discrete fractional Grönwall lemma
We recall the recent developed discrete fractional Grönwall inequality that involves the well-
Lemma 2.1 For n = 1, 2, · · · , N , assume that the discrete convolution kernels {A (n) n−k } n k=1 satisfy the following two assumptions:
We define a sequence of discrete complementary convolution kernels {P
Then the discrete complementary convolution kernels P (n)
, for m = 0, 1 and 1 ≤ n ≤ N .
Suppose that λ 0 and λ 1 are non-negative constants independent of the time-steps, λ := λ 0 +λ 1 and the maximum
A second-order maximum principle preserving scheme
In this section, we shall present our second order fully discrete scheme for the time-fractional Allen-Cahn equation (1.1)- (1.2) . In what follows, we consider θ := α/2.
The Alikhanov formula under nonuniform grids
Given a grid function {v k } that is defined on a nonuniform grid (2.1), for k ≥ 1, we define the difference operator
We then denote by Π 1,k v the linear interpolant of a function v with respect to the nodes t k−1 and t k , and by Π 2,k v the quadratic with respect to the nodes t k−1 , t k and t k+1 . The corresponding interpolation errors are
Recalling that ρ k = τ k /τ k+1 , then it is easy to show (by using the Newton form of the interpolating polynomials) that
The nonuniform Alikhanov approximation [17, 20] 
Here and hereafter, we set j k=i · = 0 if i > j. The associated discrete convolution kernels a 
By re-organizing the terms in (3.1) we obtain the following compact form
where the discrete kernels A 
0 if n = 1 and for n ≥ 2,
(3.5)
Notice that the above nonuniform formula is an extension of the Alikhanov Formula on the uniform mesh [1] , where the positiveness and monotonicity of A (n) n−k = A n−k were established. The nonuniform version (3.4) was first proposed in [20] to resolve the initial singularity by using a graded mesh near the initial time. Recently, the following results are presented in [17, Theorem 2.2]: Lemma 3.1 Let M1 hold and consider the discrete convolution kernels A (n) n−k in (3.5).
(iii) And the first kernel A (n) 0 is appropriately larger than the second one,
We remark that the estimates in Lemma 3.1 are much more stronger than the previous results in [1, 20] on the uniform mesh, and these estimates will play an important role when analyzing our adaptive time stepping schemes for phase field equations (e.g., the Allen-Cahn equation in this work). In particular, the boundedness and monotonicity of A (n) n−k are essential to verify the discrete maximum principle of our second-order time-stepping scheme for the Allen-Cahn equation.
Lemma 3.1 also implies that the discrete convolution kernels A (n) n−k satisfy the two assumptions Ass1-Ass2 in Lemma 2.1 with π A = 11 4 , and this will be adapted to show the convergence analysis of our time-stepping scheme using the discrete complementary convolution kernel argument.
The second order fully discrete scheme
To present the fully discrete scheme, we recall briefly the difference approximation in physical domain. For a positive integer M , let the spatial length h := L/M . Also, we denoteΩ h :=
we denote the grid function space as
We shall use the center difference scheme for discetizing the Laplace operator ∆ subject to periodic boundary conditions. To this end, we denote by D h the associated discrete matrix, then we have D h = I ⊗ D + D ⊗ I with ⊗ being the Kronecker tensor product operator and
We are now ready to present our time-weighted difference scheme for (1.1)-(1.2):
where the weighted nonlinear term f (u) n−θ is given by
To show the uniquely solvability of the above scheme, we list some useful properties of the matrix D h :
The discrete matrix D h has the following properties (a) The discrete matrix D h is symmetric.
The above properties are standard results and are easy to verify. We are now ready to show the following lemma.
Proof We rewrite the nonlinear scheme (3.6) into
, then by the definitions (3.5) and (3.2) we have
Thus the matrix G h is positive definite according to Lemma 3.2 (b). Consequently, the solution of the nonlinear equations solves
The strict convexity of the above objective function implies the unique solvability of (3.6)-(3.7). The proof is completed.
Discrete maximum principle
In this section, we show the discrete maximum principle for our scheme (3.6)-(3.7). To this end, we first recall the following lemma [10, Lemma3.2].
Now we are ready to establish the following theorem. using Lemmas 3.1, 3.2 and 3.4.
Theorem 3.1 Assume that the ratio restriction M1 holds and the maximum step size
The second-order scheme (3.6)-(3.7) preserves the maximum principle (1.7) at the discrete levels and is unconditionally stable, that is,
Proof We shall use the mathematical induction argument. Obviously, the claimed inequality holds for n = 0. For 1 ≤ n ≤ N , assume that
It remains to verify that u n ∞ ≤ 1. From the definition (3.4), we have
where L n−2 (u) is given by
Then the scheme (3.6) can be formulated as follows
where the matrix Q h is defined by
We first handle the first term at the right hand side of (3.12). It is easy to check that the matrix Q h = (q ij ) satisfies q ij ≥ 0 for i = j, and
.
Assuming that τ ≤ α h 2 4ε 2 ω 2−α (1 − θ), then by Lemma 3.1 (iii) and (3.8) we obtain
or q ii ≥ 0. Thus all elements of Q h are nonnegative and
Consequently, the induction hypothesis (3.10) yields
For the second term at the right hand side of of (3.12), consider the following function
In this case, one has |ψ(z)| ≤ A
for any z ∈ [−1, 1]. Therefore, the induction hypothesis (3.10) yields
For the last term L n−2 (u) of (3.12), the decreasing property in Lemma 3.1 (ii) and the induction hypothesis (3.10) lead to 
Therefore, collecting the estimates (3.14)-(3.16), it follows from (3.12) that
This immediately implies u n ∞ ≤ 1. Otherwise, we have
0 is monotonically increasing for any z > 0. This leads to a contradiction and the proof is completed.
We remark that the maximum time-step restriction (3.9) is only a sufficient condition to ensure the discrete maximum principle (see Example 5.3). In the time-fractional Allen-Cahn equation (1.1), the coefficient ε ≪ 1 represents the width of diffusive interface. Always, we should choose a small space length h = O(ε) to track the moving interface. So, in most situations, the restriction (3.9) is practically reasonable because it is approximately equivalent to
Notice also that the condition (3.9) may become worse when the fractional order α → 0. However, this time-step condition is sharp in the sense that it is compatible with the restriction in [10] that ensures the discrete maximum principle of Crank-Nicolson scheme for the integer-order Allen-Cahn equation.
Error convolution structure and convergence analysis
We consider the error analysis by denoting the consistency error of Alikhanov formula (3.4)
Similar as in [17, Theorem 3.4] , we show in the next lemma that Υ j−θ can be controlled by a discrete convolution structure, which is valid for a general class of time meshes. Moreover, the fractional Grönwall inequality in Lemma 2.1 suggests that the solution error is determined by the convolution error n j=1 P (n)
n−j are the discrete complementary convolution kernels defined in (2.3). n−k , the local consistency error Υ j−θ has a convolution structure
where the terms G k loc and G k his are defined by, respectively,
Consequently, the global convolution error satisfies n j=1 P (n)
Notice that the global consistency error in Lemma 4.1 gives a superconvergence estimate of nonuniform Alikhanov formula. Consider the first time level n = 1, the regularity setting (2.2) gives 
Specifically, if the mesh satisfies the graded-like condition M2, then n j=1 P (n)
The next lemma [17, Lemma 3.8] shows that the temporal error introduced by the time weighted approximation is bounded by the error that is generated by the Alikhanov approximation.
Lemma 4.2 Assume that v ∈ C 2 ((0, T ]), and there exists a positive constant C v such that |v ′′ (t)| ≤ C v 1 + t σ−2 for 0 < t ≤ T , where σ ∈ (0, 1) is a regularity parameter. Denote the local truncation error of v n−θ by
If the graded-like condition M2 holds, then the global consistency error satisfies n j=1 P (n)
Taking the advantage of the discrete maximum principle in Theorem 3.1, one can prove the convergence of numerical solution without assuming the Lipschitz continuity of the nonlinear term f (u). More precisely, we have the following error estimates. 
then the solution of (3.6)-(3.7) is convergent in the maximum norm, that is,
Specially, when the time mesh satisfies M2, it holds that
Notice that the proposed scheme achieves the optimal accuracy O(τ 2 ) if the graded parameter γ ≥ max {1, 2/σ}.
Proof
We set U n h := u(x h , t n ) and denote the error function as e n h := U n h − u n h ∈ V h for x h ∈Ω h and 0 ≤ n ≤ N . It is easy to find that the exact solution U n h satisfies the governing equations
where R n s represents the truncation errors in space. It is easy to get the error equation N, (4.1) subject to the zero-valued initial data e 0 = 0. To facilitate the subsequent analysis, we rewrite the equation (4.1) into the following form
where L n−2 (e) and Q h are defined by (3.11) and (3.13), respectively. Recalling the inequality
we apply Theorem 3.1 to obtain
With the help of the triangle inequality and the estimate (3.14), it follows from (4.2) that
By using Lemma 3.1 (iii) and the triangle inequality, we bound the left hand side of (4.3) by 
which takes the form of (2.6) with the substitutions v k := e k ∞ and
Recall that the ratio restriction M1 gives ρ = 7/4 and Lemma 3.1 (i) gives π A = 11 4 . The discrete fractional Grönwall inequality in Lemma 2.1 says that, if the maximum time-step size τ ≤ α ω 2−α (1)
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, then it holds that
Then the desired estimate follows by using together Corollary 4.1 and Lemma 4.2.
Numerical implementations
In this section, we provide some details for the numerical implementations.
Fast Alikhanov formula
It is evident that the approximations (3.4) is prohibitively expensive for long time simulations due to the long-time memory. Therefore, to reduce the computational cost and storage requirements, we apply the sum-of-exponentials (SOE) technique to speed up the evaluation of the Alikhanov formula (3.4). A core result is to approximate the kernel function ω 1−α (t) efficiently on the interval [∆t, T ], and we shall adopt the results in [12, Theorem 2.5].
Lemma 5.1 For the given α ∈ (0, 1), an absolute tolerance error ǫ ≪ 1, a cut-off time ∆t > 0 and a finial time T , there exists a positive integer N q , positive quadrature nodes s ℓ and corresponding positive weights ̟ ℓ (1 ≤ ℓ ≤ N q ) such that
Motivated by the above lemma, we split the Caputo derivative (1.3) into the sum of a history part (an integral over [0, t n−1 ]) and a local part (an integral over [t n−1 , t n ]) at the time t n . Then, the local part will be approximated by linear interpolation directly, the history part can be evaluated via the SOE technique, that is,
where H ℓ (t 0 ) := 0 and H ℓ (t k ) := t k 0 e −s ℓ (t k+1−θ −s) v ′ (s) ds. By using the quadratic interpolation and a recursive formula, we can approximate H ℓ (t k ) using the following relation
where the positive coefficients a (k,ℓ) and b (k,ℓ) are given by, respectively,
From (5.1)-(5.2), we arrive at the fast algorithm of Alikhanov formula
in which H ℓ (t k ) is computed by using the recursive relationship
Adaptive time-stepping strategy
Our theory permitts some adaptive time-stepping strategy to capture the fast dynamics and to reduce the cost of computation. Roughly speaking, the adaptive time steps can be selected by using an accuracy criterion example as [7] , or the time evolution of the total energy such as [24] . We consider the former and update the time step size by using the formula τ ada (e, τ ) = S a tol e
where S a is a default safety coefficient, tol is a reference tolerance, and e is the relative error at each time level. The adaptive time-stepping strategy is presented in Algorithm 1.
Algorithm 1 Adaptive time-stepping strategy Require: Given u n and time step τ n 1: Compute u n+1 1 by a first-order scheme with time step τ n , e.g., the backward Euler-type scheme with L1 formula [16] . Update time-step size τ n+1 ← min{max{τ min , τ ada }, τ max }. 6: else 7:
Recalculate with time-step size τ n ← max{min{max{τ min , τ ada }, τ max }, 2 3 τ n−1 }.
8:

Goto 1 9: end if
For the nonlinear time-stepping method (3.6)-(3.7), we adopt an iteration scheme at each time level with the termination error η = 10 −12 . The absolute tolerance error of SOE approximation is given as ǫ = 10 −12 . The maximum norm error e(N ) := max n U n − u n ∞ is recorded in each run, and the experimental convergence order in time is computed by Order ≈ log (e(N )/e(2N )) log (τ (N )/τ (2N )) ,
where τ (N ) denotes the maximum time-step size for total N subintervals. We first test the accuracy and consider ∂ α t u = ε 2 ∆u − f (u) + g(x, t) on the space-time domain (0, 1) 2 × (0, 1]. We set ε = √ 2/(4π) and choose an exterior force g such that the exact solution yields u = ω 1+σ (t) sin(2πx) sin(2πy).
Numerical examples
We examine the temporal accuracy using a fine spatial grid mesh with M = 1024 such that the temporal error dominates the spatial error. Always, the time interval [0, T ] is divided into two parts [0, T 0 ] and [T 0 , T ] with total N subintervals. We will take T 0 = min{1/γ, T }, and apply the graded grids t k = T 0 (k/N 0 ) γ in [0, T 0 ] to resolve the initial singularity. In the remainder interval [T 0 , T ], we put N 1 := N − N 0 small cells with random time-step sizes τ N 0 +k = (T − T 0 )ǫ k / N 1 k=1 ǫ k for 1 ≤ k ≤ N 1 , where ǫ k ∈ (0, 1) are the random numbers.
The numerical results for two different cases σ = α and σ < α are listed in Tables 1-2 . It is noticed that the scheme admits a O τ min{γσ,2} -order rate of convergence, and thus the optimal second-order accuracy is achieved when γ ≥ γ opt = 2/σ.
Example 5.2 We next consider an example of merging of four-drops to show the effectiveness of the adaptive strategy and to exploit the effect of the fraction order α on the equilibration process. More precisely, we consider ∂ α t u = ε 2 ∆u − f (u) on Ω = (−1, 1) 2 × (0, T ] with ε = 0.02. The solution is computed with h = 0.02 using the following initial data For a fixed fractional order α = 0.7, Figure 1 presents the solution in the maximum norm and the energy functional E(t k ) over the time interval [0, T ] with T = 10. The graded mesh with γ =, 3 N 0 = 30 and T 0 = 0.01 in the starting interval [0, T 0 ] is used to resolve the initial singularity. For (T 0 , T ] we first consider a uniform mesh with the total grid number N 1 = 970 (listed as Grade step). For comparison, we also consider an adaptive grids (listed as Adaptive step), and we use the adaptive time-stepping technique in the time interval (T 0 , T ] with the parameters S a = 0.9, tol = 10 −3 , and τ min = τ N 0 = 10 −3 and τ max = 10 −1 . It is learned in Figure 1 that the adaptive mesh provides good agreement with a fine uniform mesh. While the adaptive time-stepping strategy leads to a substantial decrease in the computational cost since the number of adaptive steps is 108, while the uniform mesh needs 970 steps.
Second, we investigate the equilibration process of the drops in Example 5.2 by using the adaptive strategy. Figure 2 compares the maximum norm values and the discrete energy functionals for three different fractional orders α = 0.4, 0.7 and 0.9 over a long-time interval [0, 100]. We observe that the larger the fractional order α, the faster the maximum norm value approaches 1, but the maximum norm values are always bounded by 1 for all cases. Similarly, the larger the fractional order α, the faster the energy dissipates. Figure 3 displays the snapshots of the solution contours for different fractional orders α = 0.4, 0.7 and 0.9. The same adaptive time-stepping technique is employed in the time interval (T 0 , T ] with the parameters S a = 0.9, tol = 10 −3 , τ min = τ N 0 = 10 −3 and τ max = 10 −1 . As time escapes, the four-drops merges into a single drop and shrinks progressively (due to the primitive problem dose not conserve the volume). Moreover, the larger the fractional order α, the bigger the shrinkage.
Example 5.3 We next consider ∂ α t u = ε 2 ∆u−f (u) on Ω = (0, 1) 2 ×(0, 40] with the fractional order α = 0.7. The solution is computed with the spatial step h = 0.01 using initial data u 0 = 0.95 × rand(x) + 0.05, where rand(·) generates a random number in (0, 1).
We use this example to examine the discrete maximum principle by two different diffusive coefficients ε = 0.02, 0.08 and three different time-stepping approaches, see Figure 4 . Notice that the graded meshes in the right figures put N 0 grid points with a proper grading parameter and τ < 0.57 for the two cases ε = 0.02 and ε = 0.08, respectively. As seen, the time-step constraint (3.9) is only sufficient to ensure the discrete maximum principle. More interestingly, when the graded mesh is adopted near the initial time, the maximum norm values are still bounded by 1 even for larger time-steps (τ = 0.73 for ε = 0.02 in the top right figure in Figure 4 ) in the remainder interval (T 0 , T ]. This shows that a good resolution of initial singularity is also important to preserve the maximum principle.
Conclusions
We have proposed a second-order maximum principle preserving time-stepping scheme for the time-fractional Allen-Cahn equation under nonuniform time steps. Sharp maximum-norm error estimates the can reflect the temporal regularity are also presented. As our analysis is built on nonuniform time steps, we may resolve the intrinsic initial singularity by considering the graded meshes, and furthermore, we propose an adaptive time-stepping strategy for long-time simulations. Numerical experiments are presented to show the effectiveness of the proposed scheme.
We remark that the energy stability has not beed addressed in this work. Up to now we are unable to build up a discrete energy dissipation law for the second-order scheme (3.6)-(3.7). As seen in [28] , the key issue is to prove the positive semi-definite of the quadratic form n k=1 w k k j=1 A (k) k−j w j . In fact, we can show the energy stability under uniform mesh using similar arguments as in [28] . However, on a general nonuniform mesh, it remains open to determine what kind of restrictions must be imposed on the discrete kernels A (n) n−k so that n k=1 w k k j=1 A (k) k−j w j is positive semi-definite. This will be part of our future studies.
