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WEAK SOLUTIONS AND INCOMPRESSIBLE LIMITS OF
MULTI-DIMENSIONAL MAGNETOHYDRODYNAMIC FLOWS
Xianpeng Hu, PhD
University of Pittsburgh, 2010
This dissertation addresses mathematical issues regarding the existence of global weak so-
lutions of isentropic compressible magnetohydrodynamic flows (MHD), the limit behavior
of isentropic compressible MHD as Mach number vanishes, and the hydrodynamic limit of
Vlasov-Maxwell-Boltzemann equations. More precisely, in the first part, global existence
of weak solutions with large initial data to the Cauchy problem of the three-dimensional
compressible MHD is established through an invading method for the adiabatic exponent
γ > 3
2
and constant viscosity coefficients. In the second part, we focus on the connection
between the incompressible MHD and the compressible isentropic MHD; it is showed that as
Mach number vanishes, the compressible isentropic MHD will converge to the incompress-
ible MHD. In the third part, using relative entropy estimate about an absolute Maxwellian,
we establish an incompressible Electron-Magnetohydrodynamics-Fourier limit for solutions
of the Vlasov-Maxwell-Blotzmann equation considered over any periodic spatial domain in
R3. It is shown that any properly scaled sequence of renormalized solutions of Vlasov-
Maxwell-Boltzmann equations has fluctuations that (in the weak L2 topology) converge to
an infinitesimal Maxwellian with fluid variables that satisfy the incompressibility and Boussi-
nesq relations. It is shown that every limit point and the magnetic field are governed by a
weak solution of an incompressible electron-magnetohydrodynamics system for all time.
Keywords: Cauchy problem, Global weak solutions, Renormalized solutions, Incompress-
ible limit, Hydrodynamic limit, Magnetohydrodynamics, Vlasov-Maxwell-Boltzmann.
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PREFACE
The aim of this dissertation is to present some mathematical results of both the compressible
magnetohydrodynamics (MHD) and the incompressible MHD. The history of attempts to
describe rigorously the flow of a compressible fluid covered a long time beginning from the
observations of L. Euler in the middle of the 18th century and of C. Navier, H. Poisson and
G. Stokes in the first half of the 19th century, and continues up to now. Despite the fact that
the governing equations have been known for a very long time, we are far from being satisfied
with the completeness of their mathematical analysis. Nevertheless, the considerable effort
of outstanding analysis cited throughout this dissertation brought its fruits, and a great
number of nontrivial results for compressible fluids has been achieved.
For that purpose, our starting point in this dissertation is to consider the fundamental
question about the global existence of weak solution to the Cauchy problem of isentropic
compressible MHD with large initial data, and we present it in the second chapter. The
sophisticated techniques are used in this chapter; and from the vast of the literature, we can
see the vitality of the study of compressible flows.
The third chapter is devoted to the mathematical study of zero Mach number limit; it
establishes a connection between the isentropic compressible MHD and the incompressible
MHD. Recall that the general informal derivation from compressible flows to incompressible
flows assumes that the density of the flow is a constant. The aim of this chapter is to present
a rigorous mathematical description of that transition in terms of the Mach number.
The fourth chapter is focused on the hydrodynamic limit of Vlasov-Maxwell-Boltzmann
equations (VMB). We start by recalling some results about the limiting system and VMB,
in particular their weak stability result. We then explain the strategy used to establish the
convergence result of the renormalized solutions to the suitably scaled Boltzmann equation,
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as well as the main difficulties to be overcomed.
I owe my gratitude to all the people who have made this dissertation possible and because
of whom my graduate experience has been one that I will cherish forever. First and foremost
I’d like to thank my advisor, Professor Dehua Wang for giving me an invaluable opportunity
to work on challenging and extremely interesting problems over the past four years. Professor
Wang introduced me into this fantastic research model. He always encouraged me and
supported me. He has always made himself available for help and advice. Without his
extraordinary insight and expertise, this dissertation would have been a distant dream. It
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thanks are also due to Professors Giovanni P. Galdi, Stuart P. Hastings, William J. Layton,
and Huiqiang Jiang for agreeing to serve on my committee and for taking their invaluable
time to review the dissertation. In addition, Professor Galdi provided me many suggestions
on my research project. I also want to thank my uncle who always encourages me to do
good mathematics.
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1.0 INTRODUCTION
Magnetohydrodynamics (MHD) concerns the motion of conducting fluids in an electromag-
netic field with a very broad range of applications. The dynamic motion of the fluid and
the magnetic field interact strongly on each other. The hydrodynamic and electrodynamic
effects are coupled. The equations of three-dimensional compressible magnetohydrodynamic
flows in the isentropic case have the following form ([6, 35, 37, 39, 46, 48, 61]):

ρt + div(ρu) = 0,
(ρu)t + div (ρu⊗ u) +∇p = (∇×H)×H+ µ∆u+ (λ+ µ)∇(divu),
Ht −∇× (u×H) = −∇× (ν∇×H), divH = 0,
(1.0.1)
where ρ denotes the density, u ∈ R3 the velocity, H ∈ R3 the magnetic field, p(ρ) = aργ the
pressure with constant a > 0 and the adiabatic exponent γ > 1; the viscosity coefficients
of the flow satisfy 2µ + 3λ > 0 and µ > 0; ν > 0 is the magnetic diffusivity acting as a
magnetic diffusion coefficient of the magnetic field, and all these kinetic coefficients and the
magnetic diffusivity are independent of the magnitude and direction of the magnetic field.
The symbol ⊗ denotes the Kronecker tensor product. Usually, we refer to the first equation
in (1.0.1) as the continuity equation, and the second equation as the momentum balance
equation. It is well-known that the electromagnetic fields are governed by the Maxwell’s
equations. In magnetohydrodynamics, the displacement current can be neglected ([46, 48]).
As a consequence, the last equation in (1.0.1) is called the induction equation, and the
electric field can be written in terms of the magnetic field H and the velocity u,
E = ν∇×H− u×H.
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Although the electric field E does not appear in (1.0.1), it is indeed induced according to
the above relation by the moving conductive flow in the magnetic field.
1.0.1 Existence of weak solutions
In this dissertation, we are interested in the global existence of solutions to the Cauchy
problem of the three-dimensional isentropic compressible MHD (1.0.1) with the behavior at
infinity
ρ→ ρ∞, u→ 0, H→ 0, as |x| → ∞,
and the initial conditions
ρ(x, 0) = ρ0(x), such that (ρ
γ
0 − ργ∞ − γργ−1∞ (ρ0 − ρ∞)) ∈ L1(R3), and ρ0(x) ≥ 0,
ρ(x, 0)u(x, 0) =m0(x) ∈ L1(R3), m0 = 0 if ρ0 = 0, |m0|2ρ0 ∈ L1(R3),
H(x, 0) = H0(x) ∈ L2(R3), divH0 = 0 in D′(R3),
(1.0.2)
where ρ∞ is a positive constant. There have been a lot of studies on MHD by physicists
and mathematicians because of its physical importance, complexity, rich phenomena, and
mathematical challenges; see [8, 9, 15, 18, 22, 34, 48, 67] and the references cited therein. In
particular, the one-dimensional problem has been studied in many papers, for examples, [8,
9, 18, 34, 44, 54, 67] and so on. However, many fundamental problems for MHD are still open.
For example, even for the one-dimensional case, the global existence of classical solution to
the full perfect MHD equations with large data remains unsolved when all the viscosity, heat
conductivity, and diffusivity coefficients are constant, although the corresponding problem for
the Navier-Stokes equations was solved in [43] long time ago. The reason is that the presence
of the magnetic field and its interaction with the hydrodynamic motion in the MHD flow of
large oscillation cause serious difficulties. In this paper we consider the global weak solution
to the three-dimensional MHD problem with large data, and investigate the fundamental
problems such as global existence. A multi-dimensional nonisentropic MHD system for
gaseous stars coupled with the Poisson equation is studied in [15], where all the viscosity
coefficients depend on temperature, and the pressure depends on density asymptotically
like the isentropic case p(ρ) = aρ
5
3 . In this dissertation, we study the multi-dimensional
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isentropic problem (1.0.1)-(1.0.2) with γ > 3
2
, where all the viscosity coefficients µ, λ, ν are
constant. We remark that γ = 5
3
for the monoatomic gases.
When there is no electromagnetic field, system (1.0.1) reduces to the compressible Navier-
Stokes equations. See [19, 32, 51] and their references for the studies on the multi-dimensional
Navier-Stokes equations. In particular, to overcome the difficulties of large oscillations of
solutions, especially of density, the concept of a renormalized solutions is used in [19, 51].
Based on this idea, we study the Cauchy problem (1.0.1)-(1.0.2) for the MHD system in R3.
The goal of this section is to establish the existence of global weak solutions for large initial
data in certain functional spaces for γ > 3
2
when the magnetic field and interaction present.
The existence of global weak solutions is proved by using an existence result for bounded
domains in [36] and an invading domain method. We first obtain a priori estimates directly
from (1.0.1), which is the backbone of our result. In the proof of the existence, we use the
invading domain method to find a sequence of approximate solutions as in [20, 36]. Then,
motivated by the work in [17], we show that an improvement on the integrability of density
can ensure the effectiveness and convergence of our approximation scheme. More specifically,
we show that the uniform bound of ργln(1+ρ) in L1, rather than the uniform bound of ργ+θ
in L1 for some θ > 0 as used in [19, 20, 51], ensures the strong convergence of the density. To
overcome the difficulty arising from the possible large oscillations of the density ρ, we adopt
the method in Lions [51] and Feireisl [19] which is based on the celebrated weak continuity
of the effective viscous flux p − (λ + 2µ)divu (see also Hoff [31]). To achieve our goal for
the MHD problem, we also need to develop estimates to deal with the magnetic field and its
coupling and interaction with the fluid variables. The nonlinear term (∇×H)×H will be
dealt with by the idea arising in incompressible Navier-Stokes equations.
1.0.2 Low Mach number limit
From the physical point of view, the compressible flow behaves asymptotically like an in-
compressible flow when the density is almost constant, and the velocity and the magnetic
field are small, in a large time scale. More precisely, we scale ρ˜, u˜, and H˜ in the following
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way:
ρ˜ = ρ(x, εt), u˜ = εu(x, εt), H˜ = εH(x, εt), (1.0.3)
and we assume that the coefficients µ˜, λ˜, and ν˜ are small and scaled as:
µ˜ = εµε, λ˜ = ελε, ν˜ = ενε, (1.0.4)
where ε ∈ (0, 1) is a small parameter and the normalized coefficients µε, λε and νε satisfy
µε → µ, λε → λ, νε → ν, as ε→ 0+, (1.0.5)
with µ > 0, 2µ+3λ > 0, and ν > 0. Such a scaling as (1.0.4) ensures that the limit equation
as ε → 0 is not an Euler type system. Also notice that the parameter ε in the front of
the magnetic field H in (1.0.3) can be understood as the reciprocal of Alfv´en number([58]).
Under those scalings, system (1.0.1) yields
ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u)− µε∆u− λε∇divu+ aε2∇ργ = (∇×H)×H,
Ht −∇× (u×H) = −∇× (νε∇×H), divH = 0.
(1.0.6)
As ε → 0, the first equation in (1.0.6) yields the limit: divu = 0, which is the in-
compressible condition of a fluid, and the first two terms in the second equation of (1.0.6)
become
ut + div(u⊗ u) = ut + (u · ∇)u.
On the other hand, the incompressible MHD equations read
ut + (u · ∇)u− µ∆u+∇p = (∇×H)×H,
Ht −∇× (u×H) = −∇× (ν∇×H),
divu = 0, divH = 0.
(1.0.7)
Thus, roughly speaking, it is also reasonable to expect from the mathematical point of view
that weak solutions of (1.0.6) converge in certain suitable functional spaces to the weak
solutions of (1.0.7) as ρ goes to a constant such as 1 and ε goes to 0, and the hydrostatic
pressure p in (1.0.7) contains the “limit” of (ργ − 1)/ε2 in (1.0.6).
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As for the low Mach number limit of compressible Navier-Stokes equations, there are a
lot of publications in the literature which are considered during the last thirty years, see
[1, 5, 10, 12, 21, 33, 45, 64, 65, 68].
1.0.3 Hydrodynamic limit
The third goal in this direction is to establish a theorem of hydrodynamic limits that should
need only a priori estimates coming from physics, i.e. from the conservation laws of mass,
momentum, energy. In spite of significant difficulties relating to our limited understanding
of renormalized solutions, the progress in the derivation of macroscopic systems from the
microscopic system is striking.
Hydrodynamic models such as the Euler or Navier-Stokes equations were first established
by applying Newton’s second law of motion to infinitesimal volume elements of the fluid
under consideration, while kinetic equations are mathematical models used to describe the
dilute particle gases at an intermediate scale between microscopic and macroscopic level.
They appear in a variety of sciences such as plasma, astrophysics, aerospace engineering,
nuclear engineering, particle−fluid interactions, semiconductor technology, social sciences,
and biologies. Perhaps the most fundamental model for dynamics of dilute charged particles
is described by the Vlasov-Maxwell-Boltzmann equations (VMB, for short).
The state of a fluid composed of identical point particles confined to a spatial domain
Ω ⊂ R3 is described at the kinetic level by a mass density F over the single-particle phase
space R3 × Ω. More specifically, F (x, ξ, t)dξdx gives the mass of the particles that occupy
any infinitesimal volume dξdx centered at the point (ξ, x) ∈ R3 × Ω at the instant of time
t ≥ 0. To remove complications due to boundaries, we take Ω to be the periodic domain
T 3 = R3/ÃL3, where ÃL3 ⊂ R3 is any 3-dimensional lattice. If the particles interact only
through a repulsive conservative interparticle force with finite range, then at low enough
densities this range will be much smaller than the interparticle spacing. In that regime,
all but binary collisions can be neglected in three dimensional space, and the evolution of
F = F (x, ξ, t) is governed by the classical Vlasov-Maxwell-Boltzmann equaitons [24, 30, 40]:
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∂F
∂t
+ ξ · ∇xF + e(E + ξ ×B) · ∇ξF = Q(F, F ), x ∈ R3, ξ ∈ R3, t ≥ 0, (1.0.8a)
1
c2
∂E
∂t
−∇×B = −µ0j, divB = 0, on R3x × (0,∞), (1.0.8b)
∂B
∂t
+∇× E = 0, divE = ρ
η0
, on R3x × (0,∞), (1.0.8c)
ρ = e
∫
R3
Fdξ, jk = e
∫
R3
Fξkdξ, for 1 ≤ k ≤ 3, on R3x × (0,∞), (1.0.8d)
where x ∈ R3, ξ ∈ R3 and the collison operator Q(F, F ), which acts only on the velocity
dependence of f (this reflects the physical assumption that collisions are localized in space
and time), is defined as
Q(F, F ) =
∫
R3
dξ∗
∫
S2
dωb(ξ − ξ∗, ω)(F ′F ′∗ − FF∗).
Here the function b(ξ, ω) is nonnegative and F∗ = F (t, x, ξ∗), F ′ = F (t, x, ξ′), F ′∗ = F (t, x, ξ
′
∗),
with
ξ′ = ξ − (ξ − ξ∗, ω)ω,
ξ′∗ = ξ∗ + (ξ − ξ∗, ω)ω,
for all ω ∈ S2, the unit sphere in R3, which yield one convenient parametrization of the set
of solutions to the law of elastic collisionsξ
′ + ξ′∗ = ξ + ξ∗,
|ξ′|2 + |ξ′∗|2 = |ξ|2 + |ξ∗|2.
(1.0.9)
The interpretation of ξ, ξ∗, ξ′, ξ′∗ is the following: ξ, ξ∗ are the velocities of two colliding
molecules immediately before collision while ξ′, ξ′∗ are the velocities immediately after the
collision.
The coefficients µ0 and η0 are the magnetic permeability and the electric permittivity of
the plasma in the vacuum, see [4, 28]. The constant c is the speed of light and satisfies
µ0η0c
2 = 1.
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The magnetic fieldH and the electrical displacement D have been eliminated from Maxwell’s
equations by the use of
µ0H = B, D = η0E.
Since H will not be used in what follows, we shall refer to B as the magnetic field. The
constant e is the charge of the electron.
The nonnegative function F (t, x, ξ) is the density of particles which at time t and position
x move with velocity ξ under Lorentz force f = E + ξ ×B where E is the electric field and
B is the magnetic field. The function j is called the current density, while the function ρ
is the charge density. Those unknown functions F , E, and B are strongly coupled, and the
constraint on the divergence of E will be ensured provided that the conservation of charge
holds, that is,
∂ρ
∂t
+ divxj = 0,
since
∂
∂t
(divxE − ρ) = divxEt − ρt
= divx(∇x ×B − j)− ρt
= −ρt − divxj = 0,
due to the fact div(∇ × v) = 0 for any vector-valued function v. Similarly, the field B
remains divergence free if it is so initially.
On the other hand, the incompressible Electron-Magnetohydrodynamics-Fourier equa-
tions describe the evolution of the velocity field u = u(t, x) of an idealized fluid over a given
spatial domain in R3 under the magnetic field B = B(t, x), and it takes the form
∂tu+ u · ∇u− µ∆u+∇p− αeE = −B × (∇×B), (1.0.10a)
j = ∇×B and j = eu; (1.0.10b)
∂tB +∇× E = 0, (1.0.10c)
∇x(h+ θ) = 0, (1.0.10d)
∂tθ + u · ∇θ = κ∆θ, (1.0.10e)
divu = 0, and divB = 0, (1.0.10f)
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where α = 1
3(2pi)
3
2
∫
R3 |ξ|2 exp(− |ξ|
2
2
)dξ.
Consider the Cauchy problem for (1.0.10) with initial data
u(0, x) = u0(x), θ(0, x) = θ0(x), B(0, x) = B0(x), x ∈ R3, (1.0.11)
where u0, B0 ∈ {f ∈ L2(R3) : divf = 0 in D′} and θ0 ∈ L2(R3). A weak solution of the
Cauchy problem (1.0.10)-(1.0.11) is a triple (u, θ, B) where (u, B) is a weak solution of the
incompressible electron-magnetohydrodynamic equation and θ is a solution in the sense of
distributions of the Cauchy problem (1.0.10e) with initial data in (1.0.11).
The motivation of this work is to extend the program laid out in [2, 3] for the Boltzmann
equation to the Vlasov-Maxwell-Boltzmann equation. One of the main objectives of that pro-
gram is to connect the DiPerna-Lions theory of global renormalized solutions of Boltzmann
equations to the Leray theory of global weak solutions of the incompressible fluid equations.
The main result of [3] for the Navier-Stokes limit is to recover the motion equation with
some restrictions, such as:
• the local conservation law of momentum and energy are assumed;
• a weak compactness assumption was required to pass to the limit.
Without making any nonlinear weak compactness hypothesis, in [27], Golse and Saint-
Raymond had made a breakthrough in that project, and they can show the incompressible
Navier-Stokes limit of Boltzmann equations with bounded kernels. In addition to building
on the ideas in [3], their proof uses the entropy dissipation rate to decompose the collision
operator in a new way and uses a new L1 averaging theory to prove the compactness as-
sumption. Recently, Levermore and Masmoudi [52] extended those results to a much wider
class of collision kernels. For more references concerning the different scaling region of the
classical Boltzmann equations, we refer the reader to [25, 53, 56, 57, 59, 60, 62, 63]. Also,
Jang considered the incompressible hydrodynamic limit of the classical solution of VMB
equations in [42].
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2.0 GLOBAL EXISTENCE OF THE CAUCHY PROBLEM
The aim of this chapter is to prove the global existence of weak solutions to the Cauchy
problem of the isentropic compressible MHD by an invading domain method. The global
existence of weak solutions with large initial data to compressible flows is always a fun-
damental problem of the mathematical study, since the isentropic compressible MHD is a
classical model to characterize the flow, with the effect from the electric and magnetic field.
In Section 2.1, we derive the classical a priori estimates which are fundamental bricks
for the analysis followed. Also, we give the definition of the weak solutions, state our main
results, and explain our strategy of the argument. In Section 2.2, following the method in
[19, 20, 36], we show the existence of solutions to the Cauchy problem of (1.0.1) and the
strong convergence of ρ in L1((0, T )× R3).
2.1 STATEMENT OF EXISTENCE
In this section, we obtain a priori estimates, reformulate the Cauchy problem (1.0.1)-(1.0.2),
and state the main results.
We first formally derive the energy equation and some a priori estimates. Multiplying
the second equation in (1.0.1) by u, integrating over R3, we obtain
d
dt
∫
R3
(
1
2
ρu2 +
a
γ − 1(ρ
γ − ργ∞ − γργ−1∞ (ρ− ρ∞))
)
dx+
∫
R3
(
µ|Du|2 + (λ+ µ)(divu)2) dx
=
∫
R3
((∇×H)×H) · u dx.
(2.1.1)
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The term on the right hand side of (2.1.1) can be rewritten as
∫
R3
((∇×H)×H) · u dx = −
∫
R3
(
H>∇uH+ 1
2
∇(|H|2) · u
)
dx.
Hence, (2.1.1) becomes
d
dt
∫
R3
(
1
2
ρu2 +
a
γ − 1(ρ
γ − ργ∞ − γργ−1∞ (ρ− ρ∞))
)
dx+
∫
R3
(
µ|Du|2 + (λ+ µ)(divu)2) dx
= −
∫
R3
(
H>∇uH+ 1
2
∇(|H|2) · u
)
dx.
(2.1.2)
Multiplying the third equation in (1.0.1) by H, integrating over Ω, and using the boundary
condition in (1.0.2) and the condition divH = 0, one has
1
2
d
dt
∫
R3
|H|2dx+
∫
R3
(∇× (ν∇×H)) ·H dx =
∫
R3
(∇× (u×H)) ·H dx. (2.1.3)
Direct calculations show that
∫
R3
(∇× (ν∇×H)) ·H dx = ν
∫
R3
|∇ ×H|2dx,
∫
R3
(∇× (u×H)) ·H dx =
∫
R3
(
H>∇uH+ 1
2
∇(|H|2) · u
)
dx.
Thus (2.1.3) yields
1
2
d
dt
∫
R3
|H|2dx+ ν
∫
R3
|∇ ×H|2dx =
∫
R3
(
H>∇uH+ 1
2
∇(|H|2) · u
)
dx. (2.1.4)
Adding (2.1.2) and (2.1.4) gives
d
dt
∫
R3
(
1
2
ρu2 +
a
γ − 1(ρ
γ − ργ∞ − γργ−1∞ (ρ− ρ∞)) +
1
2
|H|2
)
dx
+
∫
R3
(
µ|Du|2 + (λ+ µ)(divu)2 + ν|∇ ×H|2) dx = 0. (2.1.5)
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From Lemma 3.3 in [55], our assumptions on initial data, and (2.1.5), we have the
following a priori estimates:
ρ|u|2 ∈ L∞([0, T ];L1(R3));
∇u ∈ L2([0, T ];L2(R3));
∇H ∈ L2([0, T ];L2(R3));
H ∈ L∞([0, T ];L2(R3));
(ργ − ργ∞ − γργ−1∞ (ρ− ρ∞)) ∈ L∞([0, T ];L1(R3)).
In order to define weak solutions in the whole space, the following special type of Orlicz
spaces Lpq(R3) are needed (see Appendix A in [51]):
Lpq(R3) =
{
f ∈ L1loc(R3) : fχ{|f |<η} ∈ Lq(R3), fχ{|f |≥η} ∈ Lp(R3), for some η > 0
}
,
where χ denotes the characteristic function of a set. Hence, we deduce from the previous
estimate that ρ− ρ∞ ∈ L∞([0, T ];Lγ2(R3) by using the following estimates:

ργ − ργ∞ − γργ−1∞ (ρ− ρ∞) ≥ ν|ρ− ρ∞|2 if γ ≥ 2,
ργ − ργ∞ − γργ−1∞ (ρ− ρ∞) ≥ ν|ρ− ρ∞|2 if γ < 2 and ρ ≤ A,
ργ − ργ∞ − γργ−1∞ (ρ− ρ∞) ≥ ν|ρ− ρ∞|γ if γ < 2 and ρ ≥ A,
(2.1.6)
where ν depends on A > 0, γ, and ρ∞.
Multiplying the continuity equation (i.e., the first equation in (1.0.1)) by b′(ρ), we obtain
the renormalized continuity equation:
b(ρ)t + div(b(ρ)u) + (b
′(ρ)ρ− b(ρ))divu = 0, (2.1.7)
for some suitable function b ∈ C1(R+).
Following the strategy in [19, 36, 51], we introduce the concept of finite energy weak
solution (ρ,u,H) to the Cauchy problem (1.0.1)-(1.0.2) in the following sense:
11
• The density ρ is a non-negative function,
ρ ∈ C([0, T ];L1loc(R3)) ∩ L∞([0, T ];Lγ2(R3)), ρ(x, 0) = ρ0,
and the momentum ρu satisfies
ρu ∈ C([0, T ];L
2γ
γ+1
weak(R
3));
• The velocity u and the magnetic field H satisfy the following:
∇u ∈ L2([0, T ];L2(R3)), ∇H ∈ L2([0, T ];L2(R3)), H ∈ C([0, T ];L2weak(R3)),
ρu⊗ u, ∇× (u×H), and (∇×H)×H are integrable on (0, T )× R3, and
ρu(x, 0) =m0, H(x, 0) = H0, divH = 0 in D′(R3);
• The system (1.0.1) is satisfied in D′(R3 × (0, T ));
• The continuity equation in (1.0.1) is satisfied in the sense of renormalized solutions, that
is, (2.1.7) holds in D′(R3 × (0, T )) for any b ∈ C1(R+) satisfying
b′(z) = 0 for all z ∈ R+ large enough, say, z ≥ z0, (2.1.8)
where the constant z0 depends on the choice of function b;
• The energy inequality
E(t) +
∫ t
0
∫
R3
(
µ|Du|2 + (λ+ µ)(divu)2 + ν|∇ ×H|2) dxds ≤ E(0),
holds for a.e t ∈ [0, T ], where
E(t) =
∫
R3
(
1
2
ρu2 +
a
γ − 1(ρ
γ − ργ∞ − γργ−1∞ (ρ− ρ∞)) +
1
2
|H|2
)
dx,
and
E(0) =
∫
R3
(
1
2
|m0|2
ρ0
+
a
γ − 1(ρ
γ
0 − ργ∞ − γργ−1∞ (ρ0 − ρ∞)) +
1
2
|H0|2
)
dx.
12
Remark 2.1.1. As a matter of fact, the function b does not need to be bounded. By Lebesgue
Dominated convergence theorem, we can show that if ρ,u is a pair of finite energy weak
solutions in the renormalized sense, they also satisfy (2.1.7) for any b ∈ C1(0,∞) ∩ C[0,∞)
satisfying
|b′(z)z| ≤ cz γ2 for z larger than some positive constant z0. (2.1.9)
Now our main result on the existence of finite energy weak solutions reads as follows.
Theorem 2.1.1. Assume that γ > 3
2
. Then for any given T > 0, the Cauchy problem
(1.0.1)-(1.0.2) has a finite energy weak solution (ρ,u,H) on R3 × (0, T ).
Remark 2.1.2. The fluid density ρ as well as the momentum ρu should be recognized in the
sense of instantaneous values (cf. Definition 2.1 in [19]) for any time t ∈ [0, T ].
The strategy to prove Theorem 2.1.1 is to find a sequence of approximate solutions
{(ρR,uR,HR)}, and then we show that the limit of such an sequence as R → ∞ will be a
solution to (1.0.1)-(1.0.2). That such kind of sequences of approximate solutions exist can
be ensured by Theorem 2.1 in [36] by setting Ω = BR, where BR is a ball with radius R and
center at the origin. More precisely, if we assume that the boundary condition is given as
uR = HR = 0, on ∂BR, (2.1.10)
and the initial condition is given by
ρR(x, 0) = ρ0(x)|BR ∈ Lγ(BR), ρR(x, 0) ≥ 0,
ρR(x, 0)uR(x, 0) =m0(x)|BR ∈ L1(BR), m0 = 0 if ρ0 = 0, |m0|
2
ρ0
∈ L1(BR),
HR(x, 0) = H0(x)|BR ∈ L2(BR), divH0 = 0 in D′(BR),
(2.1.11)
then Theorem 2.1 in [36] gives a finite energy weak solution {(ρR,uR,HR)} with the following
uniform estimate in R:
ER(t) +
∫ t
0
∫
BR
(
µ|DuR|2 + (λ+ µ)(divuR)2 + ν|∇ ×HR|2
)
dxds ≤ E(0), (2.1.12)
where
ER(t) =
∫
BR
(
1
2
ρRu
2
R +
a
γ − 1(ρ
γ
R − ργ∞ − γργ−1∞ (ρR − ρ∞)) +
1
2
|HR|2
)
dx.
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2.2 ON THE INTEGRABILITY OF THE DENSITY
We first derive an improved estimate of the density ρR uniform in R on K × (0, T ) for any
compact subset K ⊂ R3. The technique is similar to that in [20]. For this purpose, there
exists a constant R0 > 0 such that K ⊂ BR0 .
Noting that the function b(ρ) = ln(1 + ρ) satisfies the condition (2.1.9), and ρR,uR,HR
are the solution to (1.0.1) with the initial condition (2.1.11) and the boundary condition
(2.1.10) in the sense of renormalized solutions, we have
(ln(1 + ρR))t + div (ln (1 + ρR)uR) +
(
ρR
1 + ρR
− ln (1 + ρR)
)
divuR = 0. (2.2.1)
Now we introduce an auxiliary operator
B :
{
f ∈ Lp(BR0) :
∫
BR0
f = 0
}
7→ [W 1,p0 (BR0)]3
which is a bounded linear operator, i.e.,
‖B[f ]‖W 1,p0 (BR0 ) ≤ c(p)‖f‖Lp(BR0) for any 1 < p <∞; (2.2.2)
and the function W = B[f ] ∈ R3 solves the problem
divW = f in R3. (2.2.3)
Moreover, if f can be written in the form f = divg for some g ∈ Lr with g · n = 0 on ∂BR0 ,
then
‖B[f ]‖Lr(BR0 ) ≤ c(r)‖g‖Lr(BR0 ) (2.2.4)
for arbitrary 1 < r <∞.
For i = 1, 2, 3, we define the functions:
ϕi =
ψ(t)Bi
[
ln(1 + ρR)− 1|BR0 |
∫
BR0
ln(1 + ρR) dx
]
, , for |x| ≤ R0;
0, for |x| > R0,
where ψ ∈ D(0, T ). By virtue of (2.1.12) and (2.2.1), we get
ln(1 + ρR) ∈ C([0, T ];Lp(BR0)) for any finite p > 1.
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Therefore, from (2.2.2), we have
ϕi ∈ C([0, T ];W 1,p0 (BR0)) for any finite p > 1.
In particular, ϕi ∈ C(R3× [0, T ]) by the Sobolev embedding theorem. Consequently, ϕi can
be used as test functions for the momentum balance equation in (1.0.1). After a little bit
lengthy but straightforward computation, we obtain:∫ T
0
∫
BR0
ψaργRln(1 + ρR) dxdt =
7∑
j=1
Ij, (2.2.5)
where
I1 =
1
|BR0|
∫ T
0
ψ
∫
BR0
aργR dx
∫
BR0
ln(1 + ρR) dxdt,
I2 =(λ+ µ)
∫ T
0
∫
BR0
ψln(1 + ρR)divuR dxdt,
I3 =−
∫ T
0
∫
BR0
ψtρRu
i
RBi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]
dxdt,
I4 =
∫ T
0
∫
BR0
ψ(µ∂xju
i
R − ρRuiRujR)∂xjBi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]
dxdt,
I5 =
∫ T
0
∫
BR0
ψρRu
i
RBi
[(
ln(1 + ρR)− ρR
1 + ρR
)
divuR
− 1|BR0|
∫
BR0
(
ln(1 + ρR)− ρR
1 + ρR
)
divuR dx
]
dxdt,
I6 =
∫ T
0
∫
BR0
ψρRu
i
RBi[div(ln(1 + ρR)uR)] dxdt,
I7 =
∫ T
0
∫
BR0
ψ(∇×HR)×HR ·Bi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]
dxdt.
Now, we can estimate the integrals I1 − I7 as follows.
(1) First, we see that I1 is bounded uniformly in R, from (2.1.12), and the following property:
lim
t→∞
ln(1 + t)
tγ
= 0.
(2) As for the second term, we also have
|I2| ≤
∫ T
0
∫
BR0
|ψln(1 + ρR)divuR| dxdt ≤ c,
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by the Ho¨lder inequality, (2.1.12), and the following property:
lim
t→∞
ln2(1 + t)
tγ
= 0,
where and throughout the rest of the paper, c > 0 denotes a generic constant.
(3) Similarly, for the third term, we have
|I3| ≤
∫ T
0
∫
BR0
∣∣∣∣∣ψtρRuiRBi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]∣∣∣∣∣ dxdt ≤ c.
Here, we have used (2.1.12), and the embedding W 1,p(BR0) ↪→ L∞(BR0) for p > 3, since
ln(1 + ρR)− 1|BR0 |
∫
BR0
ln(1 + ρR) dx ∈ Lp(BR0) for any 1 < p <∞.
(4) Similarly to (3), we have∣∣∣∣∣
∫ T
0
∫
BR0
ψ∂xju
i
R∂xjBi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]
dxdt
∣∣∣∣∣ ≤ c,
and, by (2.1.12), and Ho¨lder inequality, we have∣∣∣∣∣
∫ T
0
∫
BR0
ψρRu
i
Ru
j
R∂xjBi
[
ln(1 + ρR)− 1|BR0|
∫
BR0
ln(1 + ρR) dx
]
dxdt
∣∣∣∣∣ ≤ c.
Here, we used the restriction γ > 3
2
. Therefore, we obtain
|I4| ≤ c.
(5) Next, by Ho¨lder inequality and (2.2.2), we have,
|I5| ≤ c
∫ T
0
|ψ|‖ρR‖
1
2
Lγ(R3)‖
√
ρRuR‖L2(R3)‖Bi[w]‖
L
2γ
γ−1 (R3)
dt ≤ c,
since
w :=
(
ln(1 + ρR)− ρR
1 + ρR
)
divuR− 1|BR0|
∫
BR0
(
ln(1 + ρR)− ρR
1 + ρR
)
divuR dx ∈ Lr(BR0),
for some 1 < r < 2, and here we have used the estimates (2.1.12).
(6) Similarly to (5), using (2.1.12), and we have
|I6| ≤
∫ T
0
∫
BR0
∣∣ψρRuiRBi[div(ln(1 + ρR)uR)]∣∣ dxdt ≤ c.
Here, we have also used the property (4.1.15).
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(7) Finally, using Ho¨lder inequality again, we have
|I7| ≤ c
∫ T
0
|ψ|‖∇ ×HR‖L2(BR0)‖HR‖L2(BR0 )dt ≤ c.
Here we used the result ϕi ∈ C([0, T ]× R3), (2.1.12).
Consequently, we have proved the following result:
Lemma 2.2.1. The solutions ρR of system (1.0.1) on BR× (0, T ) also satisfies the following
estimate ∫ T
0
∫
BR0
aψργRln(1 + ρR) dxdt ≤ c,
where the constant c is independent of R > 0.
Remark 2.2.1. Lemma 4.1.14 yields
∫ T
0
∫
K
aργRln(1 + ρR) dxdt ≤ c
for any compact subset K ⊂ R3, where c does not depend on R. Using the similar method
to Lemma 4.1 in [20], it can be shown (cf. [19, 20, 36, 51]) that the optimal estimate for the
density ρR is the following: ∫ T
0
∫
K
aργ+θR dxdt ≤ c
for any compact subset K ⊂ R3, where the constant c is independent of R > 0, and θ > 0 is
a constant which depends on γ. But as shown later, our estimate in Lemma 4.1.14 is enough
for our purpose.
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2.2.1 Passing to the limit
The uniform estimates on ρR in Lemma 4.1.14, and estimates in (2.1.12) imply, as R→∞,
ρR → ρ in L∞(0, T ;Lγloc(R3)), (2.2.6)
ρR − ρ∞ → ρ− ρ∞, weakly-∗ in L∞(0, T ;Lγ2(R3)),
∇uR → ∇u weakly in L2([0, T ];L2(R3)), (2.2.7)
and
∇HR → ∇H weakly in L2([0, T ];L2(R3)), (2.2.8)
HR → H weakly∗ in L∞([0, T ];L2(R3)),
divH = 0 in D′(R3 × (0, T )),
and, from Lemma 4.1.14 and Proposition 2.1 in [19], we have, as R→∞,
ργR → ργ weakly in L1([0, T ];L1(K)), (2.2.9)
subject to a subsequence, for any compact subset K ⊂ R3.
By (4.1.19), (2.2.8) and the compactness of H10 (K) ↪→ L2(K) for any compact subset
K ⊂ R3, we obtain,
∇× (uδ ×Hδ)→ ∇× (u×H) in D′(R3 × (0, T )), (2.2.10)
and
(∇×HR)×HR → (∇×H)×H in D′(R3 × (0, T )), (2.2.11)
as R→∞. On the other hand, by virtue of the momentum balance in (1.0.1) and estimates
(2.1.12), we have, as R→∞,
ρRuR → ρu in C([0, T ];L
2γ
γ+1
weak(R
3)). (2.2.12)
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Similarly, we have, as R→∞,
HR → H in C([0, T ];L2weak(R3)).
Thus, the limits ρ, ρu, H satisfy the initial conditions of (1.0.2) in the sense of distributions.
Since γ > 3
2
, (2.2.12) and (4.1.19) combined with the compactness of H1(K) ↪→ L2(K)
for any compact subset K ⊂ R3 imply, as R→∞,
ρRuR ⊗ uR → ρu⊗ u in D′(R3 × (0, T )).
Consequently, letting R→∞ in (1.0.1) and making use of (2.2.6)-(2.2.12), (ρ,u,H) satisfies
∂tρ+ div(ρu) = 0, (2.2.13)
∂t(ρu) + div(ρu⊗ u)− µ4u− (λ+ µ)∇divu+ a∇ργ = (∇×H)×H, (2.2.14)
Ht −∇× (u×H) = −∇× (ν∇×H), divH = 0, (2.2.15)
in D′(R3 × (0, T )). Therefore the only thing left to complete the proof of Theorem 2.1.1 is
to show the strong convergence of ρR in L
1 or, equivalently, ργ = ργ.
Since ρR, uR is a renormalized solution of the continuity equation (1.0.1) in D′(R3 ×
(0, T )), we have
Tk(ρR)t + div(Tk(ρR)uR) + (T
′
k(ρR)ρR − Tk(ρR))divuR = 0 in D′(R3 × (0, T )), (2.2.16)
where Tk is the cut-off functions defined as follows:
Tk(z) = kT
(z
k
)
for z ∈ R, k = 1, 2, . . .
and T ∈ C∞(R) is concave and is chosen such that
T (z) =
z, z ≤ 1,2, z ≥ 3.
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Passing to the limit for R→∞, we obtain
∂tTk(ρ) + div(Tk(ρ)u) + (T ′k(ρ)ρ− Tk(ρ))divu = 0 in D′((0, T )× R3),
where
(T ′k(ρR)ρR − Tk(ρR))divuR → (T ′k(ρ)ρ− Tk(ρ))divu weakly in L2(R3 × (0, T ))),
and
Tk(ρR)→ Tk(ρ) in C([0, T ];Lpweak(R3)) for all 1 ≤ p <∞.
2.2.2 The effective viscous flux
In this section, we discuss the effective viscous flux p(ρ) − (λ + 2µ)divu. Similarly to [19,
20, 51], we prove the following auxiliary result:
Lemma 2.2.2. Let ρR, uR be the sequence of approximation solutions obtained in Theorem
2.1 in [36]. Then,
lim
R→∞
∫ T
0
ψ
∫
R3
φ(aργR − (λ+ 2µ)divuR)Tk(ρR) dxdt
=
∫ T
0
ψ
∫
R3
φ(aργ − (λ+ 2µ)divu)Tk(ρ) dxdt,
for any ψ ∈ D(0, T ) and φ ∈ D(R3).
Proof. As in [19, 20], we consider the operators
Ai[v] = 4−1[∂xiv], i = 1, 2, 3
where 4−1 stands for the inverse of the Laplace operator on R3. To be more specific, Ai can
be expressed by their Fourier symbol
Ai[·] = F−1
[−iξi
|ξ|2 F [·]
]
, i = 1, 2, 3,
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with the following properties (see [20]):
‖Aiv‖W 1,s(R3) ≤ c(s)‖v‖Ls(R3), 1 < s <∞,
‖Aiv‖Lq(R3) ≤ c(q, s)‖v‖Ls(R3), q finite, provided 1
q
≥ 1
s
− 1
3
,
‖Aiv‖L∞(R3) ≤ c(s)‖v‖Ls(R3), if s > 3.
Next, we use the quantities
ϕi(t, x) = ψ(t)φ(x)Ai[Tk(ρR)], ψ ∈ D(0, T ), φ ∈ D(R3), i = 1, 2, 3,
as the test functions for the momentum balance equation in (1.0.1) to obtain,
∫ T
0
∫
R3
ψφ(aργR − (λ+ 2µ)divuR)Tk(ρR) dxdt
=
∫ T
0
∫
R3
ψ∂xiφ((λ+ µ)divuR − aργR)Ai[Tk(ρR)] dxdt
+ µ
∫ T
0
∫
R3
ψ
(
∂xjφ∂xju
i
RAi[Tk(ρR)]− uiR∂xjφ∂xjAi[Tk(ρR)] + uiR∂xiφTk(ρR)
)
dxdt
−
∫ T
0
∫
R3
φρRu
i
R (∂tψAi[Tk(ρR)] + ψAi[(Tk(ρR)− T ′k(ρR)ρR)divuR]) dxdt
−
∫ T
0
∫
R3
ψρRu
i
Ru
j
R∂xjφAi[Tk(ρR)] dxdt
+
∫ T
0
∫
R3
ψuiR
(
Tk(ρR)Ri,j[ρRujR]− φρRujRRi,j[Tk(ρR)]
)
dxdt
−
∫ T
0
∫
R3
ψφ(∇×HR)×HR · A[Tk(ρR)] dxdt,
(2.2.17)
where the operators Ri,j = ∂xjAi[v] and the summation convention is used to simplify
notations.
Analogously, we can repeat the above arguments for equation (2.2.14) and the test func-
tions
ϕi(t, x) = ψ(t)φ(x)Ai[Tk(ρ)], i = 1, 2, 3,
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to obtain∫ T
0
∫
R3
ψφ(aργ − (λ+ 2µ)divu)Tk(ρ) dxdt
=
∫ T
0
∫
R3
ψ∂xiφ((λ+ µ)divu− aργ)Ai[Tk(ρ)] dxdt
+ µ
∫ T
0
∫
R3
ψ
(
∂xjφ∂xju
iAi[Tk(ρ)]− ui∂xjφ∂xjAi[Tk(ρ)] + ui∂xiφTk(ρ)
)
dxdt
−
∫ T
0
∫
R3
φρui
(
∂tψAi[Tk(ρ)] + ψAi[(Tk(ρ)− T ′k(ρ)ρ)divu]
)
dxdt
−
∫ T
0
∫
R3
ψρuiuj∂xjφAi[Tk(ρ)] dxdt
+
∫ T
0
∫
R3
ψui
(
Tk(ρ)Ri,j[φρuj]− φρujRi,j[Tk(ρ)]
)
dxdt
−
∫ T
0
∫
R3
ψφ(∇×H)×H · A[Tk(ρ)] dxdt.
(2.2.18)
Similarly to [19, 20], it can be shown that all the terms on the right-hand side of (2.2.17)
converge to their counterparts in (2.2.18). Indeed, with the relations (2.2.6)-(2.2.12) and the
Sobolev embedding theorem in mind, it is easy to see that it is enough to show∫ T
0
∫
R3
ψuiR
(
Tk(ρR)Ri,j[φρRujR]− φρRujRRi,j[Tk(ρR)]
)
dxdt
→
∫ T
0
∫
R3
ψui
(
Tk(ρ)Ri,j[φρu
j]− φρujRi,j[Tk(ρ)]
)
dxdt,
because the properties of Ai and the weak convergence of u in L2([0, T ];H1(R3)) imply
Ai(Tk(ρR))→ Ai(Tk(ρ)) in C((0, T )× R3),
Ri,j(Tk(ρR))→Ri,j(Tk(ρ)) weakly in Lp([0, T ]× R3) for all 1 < p <∞,
and
Ai[(Tk(ρR)− T ′k(ρ)ρ)divuR]→ Ai[(Tk(ρ)− T ′k(ρ)ρ)divu] weakly in L2([0, T ];H1(R3)).
From Lemma 3.4 in [20], we have
Tk(ρR)Ri,j[φρRujR]− φρRujRRi,j[Tk(ρR)]
→ Tk(ρ)Ri,j[φρuj]− φρujRi,j[Tk(ρ)] weakly in Lr(R3), i, j = 1, 2, 3,
for some r > 1. Hence, we complete the proof of Lemma 2.2.2.
22
2.2.3 The amplitude of oscillations
The main result of this subsection reads as follows, and is essentially taken from [20] (cf.
Lemma 4.3 in [20]):
Lemma 2.2.3. There exists a constant c independent of k such that
lim sup
R→∞
‖Tk(ρR)− Tk(ρ)‖Lγ+1((0,T )×R3) ≤ c.
Proof. By the convexity of functions t→ p(t), t→ −Tk(t), one has
lim sup
R→∞
∫ T
0
∫
R3
(
ργRTk(ρR)− ργ(Tk(ρ))
)
dxdt
= lim sup
R→∞
∫ T
0
∫
R3
(ργR − ργ)(Tk(ρR)− Tk(ρ)) dxdt
+
∫ T
0
∫
R3
(ργ − ργ)(Tk(ρ)− Tk(ρ)) dxdt
≥ lim sup
R→∞
∫ T
0
∫
R3
(ργR − ργ)(Tk(ρR)− Tk(ρ)) dxdt.
(2.2.19)
On one hand, we have
yγ − zγ =
∫ y
z
γsγ−1ds ≥ γ
∫ y
z
(s− z)γ−1ds = γ(y − z)γ,
for all y ≥ z ≥ 0, and
|Tk(y)− Tk(z)|γ ≤ |y − z|γ,
thus,
(zγ − yγ)(Tk(z)− Tk(y)) ≥ γ|Tk(z)− Tk(y)|γ|Tk(z)− Tk(y)|
= γ|Tk(z)− Tk(y)|γ+1,
for all z, y ≥ 0. On the other hand,
lim sup
R→∞
∫ T
0
∫
R3
(
divuRTk(ρR)− divuTk(ρ)
)
dxdt
= lim sup
R→∞
∫ T
0
∫
R3
(
Tk(ρR)− Tk(ρ) + Tk(ρ)− Tk(ρ)
)
divuR dxdt
≤ 2 sup
R
‖divuR‖L2((0,T )×R3) lim sup
R→∞
‖Tk(ρR)− Tk(ρ)‖L2((0,T )×R3)
≤ c lim sup
R→∞
‖Tk(ρR)− Tk(ρ)‖L2((0,T )×R3)
≤ c+ 1
2
lim sup
R→∞
‖Tk(ρR)− Tk(ρ)‖γ+1Lγ+1((0,T )×R3).
(2.2.20)
The relations (2.2.19), (2.2.20) combined with Lemma 2.2.2 yield the desired conclusion.
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2.2.4 The renormalized solutions
We now use Lemma 2.2.3 to prove the following crucial result:
Lemma 2.2.4. The limit functions ρ,u solve (2.2.13) in the sense of renormalized solutions,
i.e.,
∂tb(ρ) + div(b(ρ)u) + (b
′(ρ)ρ− b(ρ))divu = 0, (2.2.21)
holds in D′(R3 × (0, T )) for any b ∈ C1(R) satisfying b′(z) = 0 for all z ∈ R large enough,
say, z ≥M , where the constant M may depend on b.
Proof. Regularizing (2.2.16), one gets
∂tSm[Tk(ρ)] + div(Sm[Tk(ρ)]u) + Sm[(T ′k(ρ)ρ− Tk(ρ))divu] = rm, (2.2.22)
where Sm[v] = vm ∗v are the standard smoothing operators and rm → 0 in L2([0, T ];L2(R3))
for any fixed k (see Lemma 2.3 in [50]). Now, we are allowed to multiply (2.2.22) by
b′(Sm[Tk(ρ)]). Letting m→∞, we obtain
∂tb[Tk(ρ)] + div(b[Tk(ρ)]u) + (b
′(Tk(ρ))Tk(ρ)− b(Tk(ρ)))divu
= b′(Tk(ρ))[(T ′k(ρ)ρ− Tk(ρ))divu] in D′((0, T )× R3).
(2.2.23)
At this stage, the main idea is to let k →∞ in (2.2.23). We have
Tk(ρ)→ ρ in Lp(BR0 × (0, T )) for any 1 ≤ p < γ, as k →∞,
since
‖Tk(ρ)− ρ‖Lp(BR0×(0,T )) ≤ lim infR→∞ ‖Tk(ρR)− ρR‖Lp(BR0×(0,T )),
and
‖Tk(ρR)− ρR‖pLp(BR0×(0,T )) ≤ 2
pkp−γ‖ρR‖γLγ(BR0×(0,T )) ≤ ck
p−γ. (2.2.24)
Thus (2.2.23) will imply (2.2.21) provided we show
b′(Tk(ρ))[(T ′k(ρ)ρ− Tk(ρ))divu]→ 0 in L1(BR0 × (0, T )) as k →∞.
To this end, let us denote
Qk,M = {(t, x) ∈ BR0 × (0, T ) | Tk(ρ) ≤M},
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then ∫ T
0
∫
R3
∣∣∣b′(Tk(ρ))[(T ′k(ρ)ρ− Tk(ρ))divu]∣∣∣ dxdt
≤ sup
0≤z≤M
|b′(z)|
∫∫
QK,M
∣∣∣(T ′k(ρ)ρ− Tk(ρ))divu∣∣∣ dxdt
≤ sup
0≤z≤M
|b′(z)| lim inf
R→∞
‖(T ′k(ρR)ρR − Tk(ρR))divuR‖L1(Qk,M )
≤ sup
0≤z≤M
|b′(z)| sup
R
‖uR‖L2([0,T ];H1(R3)) lim inf
R→∞
‖T ′k(ρR)ρR − Tk(ρR)‖L2(Qk,M )
≤ c lim inf
R→∞
‖T ′k(ρR)ρR − Tk(ρR)‖L2(Qk,M ).
Now, by interpolation, one has
‖T ′k(ρR)ρR − Tk(ρR)‖2L2(Qk,M )
≤ ‖T ′k(ρR)ρR − Tk(ρR)‖
γ−1
γ
L1(BR0×(0,T ))
‖T ′k(ρR)ρR − Tk(ρR)‖
γ+1
γ
Lγ+1(Qk,M )
.
(2.2.25)
Similarly to (2.2.24), we have
‖T ′k(ρR)ρR − Tk(ρR)‖L1(BR0×(0,T )) ≤ ck1−γ sup
R
‖ρR‖γLγ(BR0) ≤ ck
1−γ,
and, using T ′k(z)z ≤ Tk(z),
1
2
‖T ′k(ρR)ρR − Tk(ρR)‖Lγ+1(Qk,M )
≤ ‖Tk(ρR)− Tk(ρ)‖Lγ+1(BR0×(0,T )) + ‖Tk(ρ)‖Lγ+1(Qk,M )
≤ ‖Tk(ρR)− Tk(ρ)‖Lγ+1(BR0×(0,T )) + ‖Tk(ρ)‖Lγ+1(Qk,M )
+ ‖Tk(ρ)− Tk(ρ)‖Lγ+1(BR0×(0,T ))
≤ ‖Tk(ρR)− Tk(ρ)‖Lγ+1(BR0×(0,T )) +Mc|BR0|
+ ‖Tk(ρ)− Tk(ρ)‖Lγ+1(BR0×(0,T )).
(2.2.26)
From Lemma 2.2.3 and (2.2.26), we obtain
lim sup
R→0+
‖T ′k(ρR)ρR − Tk(ρR)‖Lγ+1(Qk,M ) ≤ 4c+ 2Mc|BR0|,
which, together with (2.2.25)-(2.2.26), completes the proof of Lemma 2.2.4.
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2.2.5 Strong convergence of the density
Now, we can complete the proof of Theorem 2.1.1. To this end, we introduce a sequence of
functions Lk ∈ C1(R):
Lk(z) =
zlnz, 0 ≤ z < k,zln(k) + z ∫ z
k
Tk(s)
s2
ds, z ≥ k.
Noting that Lk can be written as
Lk(z) = βkz + bk(z), (2.2.27)
where bk satisfies the conditions in Lemma 2.2.4, we can use the fact that ρR,uR are renor-
malized solutions of (1.0.1) on BR × (0, T ) to deduce
∂tLk(ρR) + div(Lk(ρR)uR) + Tk(ρR)divuR = 0. (2.2.28)
Similarly, by (2.2.13) and Lemma 2.2.4, we have
∂tLk(ρ) + div(Lk(ρ)u) + Tk(ρ)divu = 0, (2.2.29)
in D′((0, T )× R3). By (2.2.28), we can assume, as R→∞,
Lk(ρR)→ Lk(ρ) in C([0, T ];Lγweak(R3)).
Taking the difference of (2.2.28) and (2.2.29) and integrating with respect to t, we get∫
R3
(Lk(ρR)− Lk(ρ))φ dx
=
∫ t
0
∫
R3
((Lk(ρR)uR − Lk(ρ)u) · ∇φ+ (Tk(ρ)divu− Tk(ρR)divuR)φ) dxdt,
(2.2.30)
for any φ ∈ D(R3). Passing to the limit for R→ 0 and making use of (2.2.30), one obtains∫
R3
(Lk(ρ)− Lk(ρ))φ dx
=
∫ t
0
∫
R3
(Lk(ρ)− Lk(ρ))u · ∇φ dxdt
+ lim
R→0+
∫ t
0
∫
R3
(Tk(ρ)divu− Tk(ρR)divuR)φ dxdt,
(2.2.31)
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for any φ ∈ D(R3).
In the sequel, we need cut-off functions defined as
φm(x) = φ
( x
m
)
, m ∈ N, φ ∈ (D(R3))3,
0 ≤ φ(x) ≤ 1, φ(x) =
1, |x| ≤ 1;0, |x| > 2.
It is easy to verify that φm(x) satisfiessupx∈R3 |∇φm(x)| ≤
C
m
;
limm→∞
∫
R3 |u · ∇φm|pdx = 0, for any u ∈ (D1,2(R3))3, and 2 ≤ p < 6,
(2.2.32)
where
D1,2(R3) def= {f ∈ L1loc(R3) : ∇f ∈ L2(R3)}.
Taking the sequence φ = φm as the test functions in (2.2.31), making use of the boundary
conditions in (1.0.2), and passing to the limit as m→∞, one has
∫
R3
(Lk(ρ)− Lk(ρ)) dx =
∫ t
0
∫
R3
Tk(ρ)divu dxdt− lim
R→∞
∫ t
0
∫
R3
Tk(ρR)divuR dxdt. (2.2.33)
We observe that the term Lk(ρ)− Lk(ρ) is bounded by (2.2.27).
At this stage, the main idea is to let k →∞ in (2.2.33). By Lemma 2.2.1, we can assume
ρεln(ρε)→ ρln(ρ) weakly star in L∞([0, T ];Lα(BR0)) for all 1 ≤ α < γ.
We also have
Lk(ρ)→ ρln(ρ) in L∞([0, T ];Lα(BR0)) as k →∞ for all 1 ≤ α < γ,
since, by Lemma 2.2.1,
lim
k→∞
r(k) = 0, where r(k) := meas{(x, t) ∈ BR0 × (0, T )|ρR(x, t) ≥ k};
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and because Lk(z) ≤ zlnz, we have
‖Lk(ρ)− ρln(ρ)‖L∞([0,T ];Lα(K))
≤ sup
t∈[0,T ]
lim inf
R→∞
‖Lk(ρR)− ρRln(ρR)‖L∞([0,T ];Lα(K))
≤ 2q(k) sup
R
sup
t∈[0,T ]
max
{
1,
∫
K
M(ραR|lnρR|α) dx
}
≤ 2q(k) sup
R
sup
t∈[0,T ]
max
{
1, 2
∫
K
(1 + ραR|lnρR|α)ln(1 + ραR|lnρR|α) dx
}
≤ 2q(k) sup
R
sup
t∈[0,T ]
max
{
1, c(α)meas{K}+ c(α)
∫
K∩{ρR≥e}
ραR|lnρR|α+1 dx
}
≤ 2q(k) sup
R
sup
t∈[0,T ]
max
{
1, c(α)meas{K}+ c(α, γ)
∫
K
ργR dx
}
≤ cq(k)→ 0, as k →∞,
for any compact subset K ⊂ R3, where the function M is defined in (3.2.1), c is a constant
independent of R and
q(k) := ‖χ[ρR≥k]‖LN (R3) ≤
(
N−1
(
1
r(k)
))−1
.
Similarly, we have
Lk(ρ)→ ρln(ρ) in L∞([0, T ];Lα(BR0)) as k →∞, for all 1 ≤ α < γ,
and, by Lemma 2.2.3,
Tk(ρ)→ Tk(ρ) in Lα([0, T ];Lα(R3)) as k →∞, for all 1 ≤ α < γ + 1. (2.2.34)
Finally, making use of Lemma 2.2.2 and the monotonicity of the pressure (see (2.2.19)),
we obtain the following estimate on the right hand side of (2.2.33):
∫ t
0
∫
R3
Tk(ρ)divu dxdt− lim
R→∞
∫ t
0
∫
R3
Tk(ρR)divuR dxdt
≤
∫ t
0
∫
R3
(Tk(ρ)− Tk(ρ))divu dxdt.
(2.2.35)
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From (2.2.34) and the Sobolev embedding theorem, we see that the right hand side of (2.2.35)
tends to zero as k → ∞. Accordingly, one can pass to the limit for k → ∞ in (2.2.33) to
conclude ∫
R3
(
ρln(ρ)− ρln(ρ)
)
(x, t) dx = 0, for t ∈ [0, T ] a.e. (2.2.36)
Because of the convexity of the function z → zlnz, we have
ρln(ρ) ≥ ρln(ρ), a.e. in R3 × (0, T ),
which, combining with (2.2.36), implies
ρln(ρ)(t) = ρln(ρ)(t), for t ∈ [0, T ] a.e. (2.2.37)
Theorem 2.11 in [19], combined with (2.2.37), implies
ρε → ρ, a.e. in R3 × (0, T ).
From the estimate in Lemma 4.1.14 on ρ, together with Proposition 2.1 in [19], again we
know,
ρR → ρ weakly in L1(R3 × (0, T )),
subject to a subsequence. By Theorem 2.10 in [19], we know that for any η > 0, there exists
σ > 0 such that for all R > 0, ∫
E
ρR(t, x) dxdt < η,
for any measurable set E ⊂ R3 × (0, T ) with meas{E} < σ.
On the other hand, by virtue of Egorov’s Theorem, for a given compact subset K ⊂ R3
and for σ > 0 given above, there exists a measurable set Eσ ⊂ K × (0, T ) such that
meas{Eσ} < σ, and ρR(x, t)→ ρ(x, t) uniformly in R3 × (0, T )− Eσ.
Therefore, we have, for any compact subset K ⊂ R3,∫∫
K×(0,T )
|ρR − ρ| dxdt
≤
∫∫
Eσ
|ρR − ρ| dxdt+
∫∫
K×(0,T )−Eσ
|ρR − ρ| dxdt
≤ 2η + Tmeas{K} sup
(x,t)∈Ecσ
|(ρR − ρ)(x, t)|,
(2.2.38)
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which tends to zero if we first let R→ 0+, and then let η → 0+. The strong convergence of
the sequence ρR in L
1(K × (0, T )) follows from (2.2.38). Finally, a standard diagonalization
process gives the strong convergence of the sequence ρR in L
1(0, T ;Lγ2(R3)).
The proof of Theorem 2.1.1 is completed.
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3.0 INCOMPRESSIBLE LIMIT
Studies on magnetohydrodynamic flows always involve a choice at the onset to describe the
system entirely in the context of either incompressible magnetohydrodynamics, or compress-
ible MHD. For example, theoretic studies on turbulences have a particular leaning toward
the incompressible model. This preference has largely been based on the benefits and ad-
vantages of the similarity of incompressible MHD to its hydrodynamic counterparts, and the
practical consideration of limited computational resources.
In this chapter, we will set up a connection between the isentropic compressible MHD and
the incompressible MHD in terms of the Mach number (the ratio between the speed of the
flow and the speed of sound). It turns out that as Mach number vanishes, the compressible
MHD converges to the incompressible MHD.
In Section 3.1, we will state our main result. Section 3.2 is devoted to the proof of the
main result. The result in this chapter is a part of the work in [38].
3.1 LOW MACH LIMIT
In this section, we describe the setting of our problem and state our main results. First, we
denote by P the orthogonal projection onto incompressible vector fields, i.e.
v = Pv +Qv, with div(Pv) = 0, curl(Qv) = 0,
for all v ∈ L2. Indeed, in view of results in [23], we know that the operators P and Q are
linear bounded operators in W s,p for all s ≥ 0 and 1 < p <∞ in the whole space or bounded
domains with smooth boundaries. Second, let us explain the notation of weak solutions to
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the incompressible MHD equations as follows: Given the initial conditions u0 ∈ L2, H0 ∈ L2
such that divu0 = 0 and divH0 = 0, (u,H) is a weak solution of (1.0.7) satisfying
u|t=0 = u0, H|t=0 = H0, (3.1.1)
where
u ∈ C([0, T ];L2weak) ∩ L2([0, T ];H1(R3)), H ∈ C([0, T ];L2weak) ∩ L2([0, T ];H1(R3)),
if for all T <∞, ψ ∈ C∞0 (R3) with divψ = 0, and ϕ ∈ C∞0 ([0, T )), we have
ψ(0)
∫ 3
R
u0ϕdx+
∫ t
0
ψ′(t)
∫ 3
R
u · ϕdxdt+
∫ t
0
ψ(t)
∫ 3
R
(ui∂iϕjuj − µ∇u : ∇ϕ) dxdt
= −
∫ t
0
∫ 3
R
ψ(∇×H)×H · ϕdxdt,
and
ψ(0)
∫ 3
R
H0ϕdx+
∫ t
0
ψ′(t)
∫ 3
R
H · ϕdxdt+
∫ t
0
ψ(t)
∫ 3
R
(u×H) · (∇× ϕ)dxdt
= ν
∫ t
0
ψ(t)
∫ 3
R
(∇×H) · (∇× ϕ)dxdt.
For more details as to the existence and regularity of weak solutions to the incompressible
MHD equations, we refer the readers to [16, 47, 66].
For the convenience of presentation, we only discuss the case when a = 1. We consider
a sequence of global weak solutions (ρε,uε,Hε) of the compressible MHD equations (1.0.6)
in R3 × (0, T ) and assume that
ρε − 1 ∈ L∞([0, T ];Lγ2(R3)), ∇uε ∈ L2([0, T ];L2(R3)),
ρε|uε|2 ∈ L∞([0, T ];L1(R3)), ρεuε ∈ C
(
[0, T ];L
2γ
γ+1
weak(R
3)
)
,
Hε ∈ L2([0, T ];H1(R3)) ∩ C([0, T ];L2weak(R3)),
for all T ∈ (0,∞), where C([0, T ];Lpweak) denotes the functions which are continuous with
respect to t ∈ [0, T ] with values in Lp endowed with the weak topology. We require (1.0.6)
to hold in the sense of distributions. Finally, we prescribe initial conditions
ρε|t=0 = ρ0ε, ρεuε|t=0 = m0ε = ρ0εu0ε, Hε|t=0 = H0ε, (3.1.2)
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where ρ0ε ≥ 0, (ρ0ε)γ − γρ0ε + (γ − 1) ∈ L1(R3), m0ε ∈ L2γ/(γ+1)(R3), m0ε = 0 on {ρ0ε = 0},
ρ0ε|u0ε|2 ∈ L1(R3), and H0ε ∈ L2(R3). Furthermore, we assume that the weak solutions
{(ρε,uε,Hε)}ε>0 satisfy the following conditions at infinity:
ρε → 1, uε → 0, Hε → 0, as |x| → ∞,
and
1
2
∫
R3
(
ρ0ε|u0ε|2 + |H0ε|2
)
dx+
1
ε2(γ − 1)
∫
R3
(
(ρ0ε)
γ − γρ0ε + (γ − 1)
)
dx ≤ C, (3.1.3)
where and hereafter C denotes a generic positive constant independent of ε. We assume
finally that the total energy is conserved in the sense:
Eε(t) +
∫ t
0
Dε(s)ds ≤ E0ε , a.e t ∈ [0, T ], (3.1.4)
where
Eε =
1
2
∫
R3
(
ρε|uε|2 + |Hε|2 + 1
ε2(γ − 1) ((ρε)
γ − γρε + (γ − 1))
)
dx,
Dε =
∫
R3
(
µε|Duε|2 + λε(divuε)2 + νε|∇ ×Hε|2
)
dx,
and
E0ε =
1
2
∫
R3
(
ρ0ε|u0ε|2 + |H0ε|2 +
1
ε2(γ − 1)
(
(ρ0ε)
γ − γρ0ε + (γ − 1)
))
dx.
We recall the results in the previous chapter and in [36] which yield the existence of such
a solution with the above properties precisely as γ > 3
2
.
Now we are ready to state our result in the whole space as follows.
Theorem 3.1.1. Assume that {(ρε,uε,Hε)}ε>0 is a sequence of weak solutions to the com-
pressible MHD equations (1.0.6) in the whole space R3 with the initial data {(ρ0ε,u0ε,H0ε)}ε>0,
satisfying the conditions (3.1.2), (3.1.3), (3.1.4) and γ > 3
2
. Also assume that (u,H) ∈
[L2([0, T ];H1(R3))∩L∞([0, T ];L2(R3))]6 is a weak solution to the incompressible MHD equa-
tions (1.0.7) with initial data u|t=0 = Pu0 and H|t=0 = H0. Then, for any finite number
T , up to a subsequence, the global weak solutions {(ρε,uε,Hε)}ε>0 converge to (u,H). More
precisely, as ε→ 0,
ρε − 1 converges to 0 in C([0, T ];Lγ2(R3));
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Puε converges strongly to u in L
2([0, T ];Lploc(R
3)), for all 1 ≤ p < 6;
Quε converges strongly to 0 in L
2([0, T ];Lq(R3)), for all 2 < q < 6;
Hε converges to H strongly in L
2([0, T ];L2loc(R3)) and weakly in L2([0, T ];H1(R3)).
In this chapter, we will prove Theorem 3.1.1 in the spirit of [11, 38]. Before we start, we
introduce homogeneous Sobolev spaces for 1 < p <∞ and s ∈ R defined as usual by
W˙ s,p(RN) = (−∆)−s/2Lp(RN) and H˙s(RN) = W˙ s,2(RN),
where ∆ is the Laplace operator and N is the dimension of the space.
Let us denote by ζ ∈ C∞0 (RN) a smoothing kernel such that ζ ≥ 0,
∫
RN ζdx = 1, and
define ζα(x) = α
−Nζ(x/α). The following estimate will be useful in this section (cf. [11]):
‖f − f ∗ ζα‖Lq ≤ Cα1−σ‖∇f‖L2 , for all f ∈ H˙1, (3.1.5)
where
q ∈
[
2,
2N
N − 2
)
and σ = N
(
1
2
− 1
q
)
,
and for 1 < p2 < p1 <∞, s ≥ 0 and α ∈ (0, 1), we have
‖g ∗ ζα‖Lp1 (RN ) ≤ Cα−s−N(1/p2−1/p1)‖g‖W−s,p2 (RN ). (3.1.6)
3.2 PROOF OF THEOREM
The aim of this section is to prove Theorem 3.1.1. We will finish the proof via several steps.
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3.2.1 A priori estimates and consequences
We first deduce from (1.0.6) and from the conservation of energy that we have for almost all
t ≥ 0,
1
2
∫
R3
(
ρε|uε|2 + |Hε|2 + 1
ε2(γ − 1) ((ρε)
γ − γρε + (γ − 1))
)
dx
+
∫ t
0
∫
R3
(
µε|Duε|2 + λε(divuε)2 + νε|∇ ×Hε|2
)
dxds
≤ 1
2
∫
R3
(
ρ0ε|u0ε|2 + |H0ε|2 +
1
ε2(γ − 1)
(
(ρ0ε)
γ − γρ0ε + (γ − 1)
))
dx
≤ C.
(3.2.1)
From this inequality we see that ρε|uε|2, |Hε|2 and 1ε2 ((ρε)γ − γρε + (γ − 1)) are bounded in
L∞([0, T ];L1(R3)) and that Duε and∇×Hε are bounded in L2([0, T ];L2(R3)). In particular,
we see that ρε − 1 is bounded in L∞([0, T ];Lγ(R3)) as γ > 2 and in L∞([0, T ];Lγ2(R3)) as
γ ∈ (3
2
, 2] for all T ∈ (0,∞) in view of (2.1.6). Indeed, we have∫
R3
(|ρε − 1|2χ{|ρε−1|≤1/2} + |ρε − 1|γχ{|ρε−1|≥1/2}) ≤ Cε2. (3.2.2)
Hence, ρε − 1 converges to 0 in C([0, T ];Lγ2(R3)) as ε→ 0.
The bound on uε in L
2([0, T ];L2(RN)) follows from (2.1.6) and (3.2.2). In fact, we can
deduce that ∫
R3
|uε|2dx ≤ C +
∫
R3
|uε|2χ{ρε≤1/2}dx
≤ C +
(∫
R3
χ{ρε≤1/2}dx
)1/γ (∫
R3
|uε|2γ′dx
)1/γ′
≤ C
(
1 + (meas(|ρε − 1| ≥ 1/2))1/γ‖uε‖2θL2‖Duε‖2(1−θ)L2
)
≤ C
(
1 + ε2/γ‖uε‖2θL2‖Duε‖2(1−θ)L2
)
,
where
θ =
2γ − 3
6γ
.
We then complete the proof of our claim using the bound on Duε in L
2([0, T ];L2(RN)) and
the classical Young’s inequality. Moreover, if we define the density fluctuation as
ϕε =
ρε − 1
ε
,
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then, it is bounded uniformly in ε in L∞([0, T ];Lκ2) with κ = min{2, γ}. Furthermore, if we
write
uε = u
1
ε + u
2
ε,
where
u1ε = uεχ{|ρε−1|≤1/2} and u
2
ε = uεχ{|ρε−1|>1/2},
then, we have
sup
t≥0
∫
RN
|u1ε|2dx ≤ 2 sup
t≥0
∫
RN
ρε|uε|2dx ≤ C,
and for p = 2κ/3,∫
R3
|u2ε|2dx ≤ C
∫
R3
|ρε − 1|pχ{|ρε−1|>1/2}|uε|2dx
≤ C‖(ρε − 1)χ{|ρε−1|>1/2}‖pL∞([0,T ];Lκ(R3))‖uε‖2L2κ/(κ−p)
≤ Cε2p/κ‖uε‖2−3p/κL2(R3) ‖∇uε‖3p/κL2(R3),
hence, by Young’s inequality, u1ε is bounded in L
∞([0, T ];L2(R3)) and u2εε−2/3 is bounded in
L2([0, T ];L2(R3)).
Recalling that γ > 3/2, we deduce that uε is bounded in
L2([0, T ];L4(R3) ∩ L2γ/(γ−1)(R3)).
Hence, we have
‖ϕεuε‖L2([0,T ];L4/3(R3)+L2κ/(κ+1)(R3) ≤ C.
Therefore, using Sobolev’s imbedding, we deduce
‖ϕεuε‖L2([0,T ];H−1(R3)) ≤ C.
Finally, we already know that ϕ0ε is bounded in L
κ
2(R3), hence in H−1(R3), since γ > 3/2.
On the other hand, m0ε can be rewritten as
m0ε =
m0ε√
ρ0ε
√
ρ0εχ{|ρ0ε−1|≤1/2} +
m0ε√
ρ0ε
√
ρ0ε√|ρ0ε − 1|
√
|ρ0ε − 1|χ{|ρ0ε−1|>1/2}.
This implies thatm0ε is bounded in L
2(R3)+L2κ/(κ+1)(R3), and hence in H−1(R3). Therefore,(
ϕ0ε
m0ε
)
is bounded in H−1(R3) uniformly in ε.
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3.2.2 Strong convergence of Quε to 0
We now prove that the gradient part of the velocity Quε converges strongly to 0. More
precisely, we claim that Quε converges strongly to 0 in L
2([0, T ];Lp(R3)) for all p ∈ (2, 6).
Indeed, let us first observe that the compressible MHD equations can be rewritten in terms
of the density fluctuation ϕε, the momentum mε = ρεuε and φε =
(
ϕε
mε
)
as follows
∂tφε +
Lφε
ε
= F 1ε + F
2
ε ,
where the wave operator L is defined on (D′(R3))4 with values in (D′(R3))4 by
Lφ =
(
divm
∇ψ
)
, with φ =
(
ψ
m
)
,
and
F 1ε =
(
0
µε∆u1ε + λε∇divu1ε − div(mε ⊗ uε)− aε2∇(ργε − 1− γ(ρε − 1)) + (∇×Hε)×Hε
)
,
F 2ε =
(
0
µε∆u2ε + λε∇divu2ε
)
.
Using Duhamel ’s formula, we deduce that
Qφε(t) = L
(
t
ε
)
Qφ0ε +
∫ t
0
L
(
t− s
ε
)
(QF 1ε (s) +QF
2
ε (s))ds.
Here we used the fact that Q and L commute, since Q and L do.
At this stage, the following Strichartz’s estimates from [11] are useful:
Lemma 3.2.1. For all s ≥ 0, we have∥∥∥∥L( tε
)
Qψ0
∥∥∥∥
Lq((0,∞);W−s−σ,p(R3))
≤ Cε1/q‖ψ0‖H−s(R3), (3.2.3)
∥∥∥∥∫ t
0
L
(
t− s
ε
)
Qψ(s)ds
∥∥∥∥
Lq([0,T ];W−s−σ,p(R3))
≤ C(1 + T )ε1/q‖ψ‖Lq([0,T ];H−s(R3)), (3.2.4)
for all (p, q) ∈ (2,∞)× (2,∞) and σ ∈ (0,∞) such that
2
q
= 2
(
1
2
− 1
p
)
and σq = 2. (3.2.5)
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Now, we choose p ∈ (2, 6), q ∈ (2,∞) and σ ∈ (0,∞) given by (3.2.5). One can deduce
that
|Quε| ≤ |Quε −Quε ∗ ζα|+ ε|Q(uεϕε) ∗ ζα|+ |Qmε ∗ ζα|.
Hence,
‖Quε‖L2([0,T ];Lp(R3)) ≤ Cα1−3(1/2−1/p)‖∇uε‖L2([0,T ];L2(R3))
+ εα−1−3(1/2−1/p)‖ϕεuε‖L2([0,T ];H−1(R3))
+ ‖Qmε ∗ ζα‖L2([0,T ];Lp(R3)).
From the estimates in previous subsection, we know that F 1ε is bounded in L
∞([0, T ];H−s0)
for all s0 >
5
2
. On the other hand, we deduce from the uniform bound on u2εε
−β in
L2([0, T ];L2) that ε−βF 2ε is bounded in L
2([0, T ];H−2(R3)). Then, using Lemma 3.2.1, we
obtain, for all η > 0 small enough,
‖Qmε ∗ ζα‖L2([0,T ];Lp(R3))
≤ CTα−1−σ
∥∥∥∥L( tε
)
ψ0ε
∥∥∥∥
Lq([0,T ];W−1−σ,p(R3))
+ CTα
−5/2−σ−η
∥∥∥∥∫ T
0
dsL
(
t− s
ε
)
QF 1ε (s)
∥∥∥∥
Lq([0,T ];W−η−5/2−σ,p(R3))
+ Cα−7/2+3/p
∥∥∥∥∫ t
0
dsL
(
t− s
ε
)
QF 2ε (s)
∥∥∥∥
L2([0,T ];H−2)
≤ CTα−1−σε1/q‖ψ0ε‖H−1 + CTα−5/2−σ−ηε1/q‖F 1ε ‖L∞([0,T ];H−η−5/2)
+ Cα−7/2+3/pεβ‖ε−βF 2ε ‖L2([0,T ];H−2).
Next, fixing α > 0 and letting ε go to zero, we obtain
lim sup
ε→0
‖Quε‖L2([0,T ];Lp(R3)) ≤ Cα−1/2+3/p,
where C is independent of ε and α. Noticing that −1/2 + 3/p > 0, we finally get, by letting
α→ 0,
lim sup
ε→0
‖Quε‖L2([0,T ];Lp(R3)) = 0.
This implies that Quε strongly converges to 0 in L
2([0, T ];Lp(R3)) for all 2 < p < 6.
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3.2.3 Strong convergences of Puε and Hε
To this end, we show from the previous bounds that divuε converges weakly to 0 in
L2([0, T ];L2(R3)) and that Puε converges to u = Pu strongly in L2([0, T ];L2(R3)), and
thus by Sobolev imbedding in L2([0, T ];Lq) for all 2 ≤ q < 6. These facts imply that Quε
converges weakly to 0 in L2([0, T ];H1(R3)), and converges strongly to 0 in L2([0, T ];Lp(R3))
for all 2 < p < 6. Indeed, since ρε converges to 1 in C((0,∞);Lγ2(R3)) and γ > 32 , we
deduce from (1.0.6) that divuε converges weakly to 0 in L
2([0, T ];L2(R3)). The second part
is proven by observing first that we project (1.0.6) onto divergence-free vector-fields:
∂tP (ρεuε) + P [div(ρεuε ⊗ uε)]− µε∆Puε = P ((∇×Hε)×Hε). (3.2.6)
Noticing the fact that the operator P is bounded in all Sobolev space W s,p for all s ∈
[0,∞) and 1 < p < ∞ and the preceding bounds, (3.2.6) yields a bound on ∂tP (ρεuε) in
L1([0, T ];H−1(R3)) +L2([0, T ];L1(R3)) +L2([0, T ];H−1(R3)), hence, in L1([0, T ];H−1(R3)).
In addition, P (ρεuε) is bounded in L
∞([0, T ];L
2γ
γ+1 (R3)) ∩ L2([0, T ];Lr(R3)) with
1
r
=
1
γ
+
1
6
.
Next, we will need the following compactness Lemma (cf. Lemma 5.1 in [51]):
Lemma 3.2.2. Let gn, hn converge weakly to g, h respectively in L
p1(0, T ;Lp2), Lq1(0, T ;Lq2)
where 1 ≤ p1, p2 ≤ ∞,
1
p1
+
1
q1
=
1
p2
+
1
q2
= 1.
Assume in addition that
∂gn
∂t
is bounded in L1(0, T ;W−m,1) for some m ≥ 0 independent of n,
and
‖hn − hn(·+ ξ, t)‖Lq1 (0,T ;Lq2) → 0 as |ξ| → 0, uniformly in n.
Then gnhn converges to gh in the sense of distributions in Ω× (0, T ).
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Applying this lemma with the previous bounds, we deduce that P (ρεuε) · Puε con-
verges in the sense of distributions to |u|2. We then conclude easily that Puε converges in
L2([0, T ];L2(R3)) to u upon using the weak convergence of Puε to u in L2([0, T ];L2(R3))
and remarking that we have∣∣∣∣∫ T
0
∫
R3
(|Puε|2 − P (ρεuε) · Puε) dxdt∣∣∣∣ ≤ C‖ρε − 1‖C([0,T ];Lγ)‖uε‖2L2([0,T ];Ls),
with s = 2γ
γ−1 < 6 since γ >
3
2
.
Finally, the bound onHε in L
∞([0, T ];L2(R3)) and the bound on∇Hε in L2([0, T ];L2(R3)),
combining Sobolev’s inequality and interpolation theorem, we know that Hε is bounded
in L8/3([0, T ];L4(R3)), and also we can assume that Hε converges weakly to some H in
L2([0, T ];H1(R3)) with divH = 0. Finally, from the induction equation in (1.0.6), we de-
duce that ∂tHε is bounded in L
8/7([0, T ];H−1(R3)), due to the fact that uε is bounded in
L2([0, T ];L4(RN)). This property, combining Aubin-Lions compactness Lemma, implies that
Hε converges strongly to H in L
8/7([0, T ];L2loc(R3)). Moreover, the uniform bound on Hε in
L∞([0, T ];L2(R3)) implies thatHε converges strongly toH in L2([0, T ];L2loc(R3)). Therefore,
by a standard argument, we deduce that the limits u and H satisfy the induction equation
in (1.0.7) in the sense of distributions, and also the nonlinear term (∇ ×Hε) ×Hε in the
second equation of (1.0.6) converges to (∇ × H) × H in the sense of distributions. For a
detailed statement of the above argument, we refer it to the argument of the convergence of
the magnetic field in [38].
The proof of Theorem 3.1.1 is complete.
40
4.0 HYDRODYNAMIC LIMIT
The kinetic theory, introduced by Boltzmann at the end of the nineteenth century, provides
a description of gases at an intermediate level between the hydrodynamic description which
does not allow to take into account phenomena far from thermodynamic equilibrium, and the
atomistic description which is often too complex. For a detailed presentation of the model
for the dilute gases and their derivation from the fundamental laws of physics, we refer to
the book of Cercignani, Illner, and Pulvirenti [7]. That kinetic theory aims at describing a
gas (or a plasma), that is a system constructed of a large number of electrically neutral (or
charged) particles from a microscopic point of view.
The aim of this chapter is to describe the state of art about the hydrodynamic limit
of the Vlasov-Maxwell-Boltzmann equations, which is not so complete as its counterpart of
incompressible Navier-Stokes equations from the Boltzmann equations. Due to the strong
coupling between the fluid variables, the electric field, and the magnetic field for Vlasov-
Maxwell-Boltzmann equations, the convergence results describing the hydrodynamic limit of
VMB require additional regularity assumptions on the solutions to VMB.
In section 4.1, we will derive a dimensionless analysis, prove the relative entropy inequal-
ity, and state the main result. In Section 4.2, we focus on the convergence of the functions
as the mean free path vanishes. In Section 4.3, we discuss the limit equation of the Maxwell
equation. Section 4.4 is devoted to the analysis of the vanishing conservation effect. Finally,
we prove our main result in Section 4.5. We remark that the result reported in this chapter
is collected in [41].
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4.1 DIMENSIONLESS ANALYSIS AND PRELIMINARY
Our starting point is the Vlasov-Maxwell-Boltzmann equation. In this section we collect
the basic facts we will need. These will include its nondimensionalization and its formal
conservation and dissipation laws.
In this dissertation, we will focus on the nondimensional form of the Vlasov-Maxwell-
Boltzmann equation. This form is motivated by the fact the incompressible electron-magneto-
hydrodynamics-fourier system (1.0.10) can be formally derived from the Boltzmann equation
through a scaling in which the density F is close to a spatially homogeneous Maxwellian
M = M(ξ) that has the same total mass, momentum, and energy as the initial data F in.
To this end, we introduce
t = t∗tˆ, ξ = x∗xˆ, ξ = ξ∗ξˆ,
F =
1
µ0ξ3∗x2∗
Fˆ , E =
ξ∗
t∗
Eˆ, B =
1
t∗
Bˆ,
and
b =
x∗
η0ξ∗
bˆ.
In this paper, we are interested in the scaling of non-relativistic domain, which means
that we are concentrated in the case
ξ∗ =
x∗
t∗
, and ε =
(
ξ∗
c
)2
¿ 1.
Substituting those new variables back to (1.0.8), and dropping hats, we obtain
∂F
∂t
+ ξ · ∇xF + e(E + ξ ×B) · ∇ξF = 1
ε
Q(F, F ), (4.1.1a)
ε
∂E
∂t
−∇×B = −j, (4.1.1b)
∂B
∂t
+∇× E = 0, (4.1.1c)
divB = 0, and divE =
ρ
ε
, (4.1.1d)
where the coefficient ε in the right hand side of (4.1.1a) is usually refereed as the dimension-
less mean free path or Knudsen number.
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Since the incompressible magnetohydrodynamic flow is the large-scale low-frequency
fluid-like behavior of a plasma system ([4, 28]), we need to further scale the time to the
order of ε−1 while setting the distance between the absolute Maxwellian M and the density
F to be of order ε. For this purpose, in the system (4.1.1), we introduce a further scaling as
tˆ = εt, xˆ = εx, ξˆ = εξ,
Fˆ =
1
ε5
F, Eˆ =
1
ε
E, Bˆ =
1
ε
B,
and
bˆ = ε2b.
Then substituting the scaling as above back into (4.1.1), and dropping hats, we obtain
ε
∂F
∂t
+ ξ · ∇xF + eε(εE + ξ ×B) · ∇ξF = 1
ε
Q(F, F ), (4.1.2a)
ε
∂E
∂t
−∇×B = −j
ε
, (4.1.2b)
∂B
∂t
+∇× E = 0, (4.1.2c)
divB = 0, and divE =
ρ
ε
, (4.1.2d)
The incompressible Electron-Magnetohydrodynamics-Fourier equation is obtained with
a scaling in which F is considered close to the absolute Maxwellian M . As in [3, 27, 52], it
is natural to introduce the relative density, G = G(t, x, ξ), defined by F = MG, where the
dimensionless equilibrium Maxwellian is now
M =
1
(2pi)
3
2
exp
(
−1
2
|ξ|2
)
. (4.1.3)
This, the so-called absolute Maxwellian, corresponds to the spatially homogeneous fluid
state with its density and temperature equal to 1, bulk velocity equal to 0 and no effect
from the electric field and the magnetic field. This state is consistent with the form of the
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incompressible Electron-Magnetohydrodynamics-Fourier system. Recasting the initial-value
problem (4.1.2) for G yields
ε
∂G
∂t
+ ξ · ∇xG+ eε(εE + ξ ×B) · ∇ξG− eε2E · ξG = 1
ε
Q(G,G), (4.1.4a)
ε
∂E
∂t
−∇×B = −j
ε
, (4.1.4b)
∂B
∂t
+∇× E = 0, (4.1.4c)
divB = 0, and divE =
ρ
ε
. (4.1.4d)
where the collision operator is now given by
Q(G,G) =
∫
R3
∫
S2
(G′∗G
′ −G∗G)b(ξ∗ − ξ, ω)dωM∗dξ∗.
4.1.1 Relative Entropy
For any pair of measurable functions f and g defined a.e. on R3 × R3 and satisfying f ≥ 0
and g > 0 a.e., we use the following notation for the relative entropy
H(f |g) =
∫
T
∫
R3
[
f ln
(
f
g
)
− f + g
]
dξdx ∈ [0,∞], (4.1.5)
which is a way to measure how far f is away from g. We are interested in the evolution of
Hε(t) = εH(Fε|M) + ε
3
2
∫
T
(ε|Eε|2 + |Bε|2)dx (4.1.6)
where (Fε, Eε, Bε){ε>0} are renormalized solutions of Vlasov-Maxwell-Boltzmann equations.
This quantity contains the information from the standard (rescaled) L2 norm of the electro-
magnetic field and from the relative entropy between the renormalized solution Fε(t, x, ξ)
and the absolute Maxwellian M .
The following lemma is devoted to the study of the evolution of the relative entropy,
deduced from
d
dt
Hε = ε
∫
T
∫
R3
∂tFε(lnFε − lnM)dξdx
+
ε3
2
d
dt
∫
T
(ε|Eε|2 + |Bε|2)dx.
(4.1.7)
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Lemma 4.1.1. Hε(t) satisfies the differential inequality:
d
dt
Hε(t) + 1
4ε
∫
T
∫
R3
ln
(
Fε
′
∗Fε
′
Fε∗Fε
)
(Fε
′
∗Fε
′ − Fε∗Fε)dξdx ≤ 0. (4.1.8)
Proof. Observing that
∂tFε lnFε = ∂t(Fε lnFε)− ∂tFε,
we obtain
ε
∫
T
∫
R3
∂tFε lnFεdξdx = − 1
4ε
∫
T
∫
R3
ln
(
Fε
′
∗Fε
′
Fε∗Fε
)
(Fε
′
∗Fε
′ − Fε∗Fε)dξdx,
and, by (4.1.2)
ε
∫
T
∫
R3
∂tFε lnMdξdx = −ε2e
∫
T
∫
R3
FεEε · ξdξdx.
Here, we used the following identity twice (see [27])∫
T
Q(f, f)ζ(ξ)dξ =
1
4
∫
T
∫
R3
dξdξ∗
∫
S2
dωB(f ′f ′∗ − ff∗)[ζ + ζ∗ − ζ ′ − ζ ′∗].
Hence,
ε
∫
T
∫
R3
∂tFε(lnFε − lnM)dξdx = − 1
4ε
∫
T
∫
R3
ln
(
Fε
′
∗Fε
′
Fε∗Fε
)
(Fε
′
∗Fε
′ − Fε∗Fε)dξdx
+ eε2
∫
T
∫
R3
FεEε · ξdξdx.
(4.1.9)
On the other hand, multiplying equation (4.1.2b) by Eε, equation (4.1.2c) by Bε, inte-
grating them in x over R3 and then summing them together, we obtain,
d
dt
∫
T
(ε|Eε|2 + |Bε|2)dx = −2
ε
∫
T
Eε · jεdx = −e2
ε
∫
T
∫
R3
Eε · ξFεdξdx. (4.1.10)
Substituting (4.1.10) back into (4.1.9), we obtain
ε
∫
T
∫
R3
∂tFε(lnFε − lnM)dξdx = − 1
4ε
∫
T
∫
R3
ln
(
Fε
′
∗Fε
′
Fε∗Fε
)
(Fε
′
∗Fε
′ − Fε∗Fε)dξdx
− eε
3
2
d
dt
∫
T
(ε|Eε|2 + |Bε|2)dx,
which is exactly the differential inequality (4.1.8).
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In order to avoid unnecessary constants in the sequel, we will assume that the nondi-
mensionalization has the following normalizations:∫
S2
dω = 1,
∫
R3
Mdξ = 1,
∫
T
dx = 1,
associated with the domain S2, R3, and T 3 respectively;∫
T
∫
R3
GinMdξdx = 1,
∫
T
∫
R3
ξGinMdξdx = 0,
∫
T
∫
R3
1
2
|ξ|2GinMdξdx = 3
2
,
associated with the initial data; and∫
R3
∫
R3
∫
S2
b(ξ∗ − ξ, ω)dωM∗dξ∗Mdξ = 1,
associated with the Boltzmann kernel.
Since Mdξ is a positive unit measure on R3, we denote by < η > the average over this
measure of any integrable function η = η(ξ),
< η >=
∫
R3
ηMdξ.
Since dM = b(ξ∗ − ξ, ω)dωM∗dξ∗Mdξ is a non-negative unit measure on R3 × R3 × S2, we
denote by ¿ τ À the average over this measure of any integrable function τ = τ(ξ, ξ∗, ω),
¿ τ À=
∫
R3
τdM.
The collision measure dM is invariant under the transformations
(ω, ξ∗, ξ)→ (ω, ξ, ξ∗), (ω, ξ∗, ξ)→ (ω, ξ′, ξ′∗).
These, and compositions of these, are called collisional symmetries (cf. [3, 27]).
Further, we can explain Lemma 4.1.1 in terms of Gε as follows:
ε
d
dt
∫
T
< Gε lnGε −Gε + 1 > dx+ ε
3
2
d
dt
∫
T
(ε|Eε|2 + |Bε|2)dx
+
1
4ε
∫
T
¿ ln
(
Gε
′
∗Gε
′
Gε∗Gε
)
(Gε
′
∗Gε
′ −Gε∗Gε)À dx ≤ 0.
(4.1.11)
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This yields, if Gε solves the VMB equation (4.1.4), then inequality (4.1.11) implies
Hε(t) + 1
ε
∫ t
0
R(Gε(s))ds = Hε(0), (4.1.12)
where Hε(t) is the entropy functional
Hε(t) = ε
∫
R3
< Gε lnGε −Gε + 1 > dx+ ε
3
2
∫
R3
(ε|Eε|2 + |Bε|2)dx, (4.1.13)
and R(G) is the entropy dissipation rate functional
R(G) =
∫
R3
1
4
¿ ln
(
G′∗G
′
G∗G
)
(G′∗G
′ −G∗G)À dx. (4.1.14)
This choice of Hε as the entropy functional (4.1.13) is based on the fact that its integrand
is a non-negative strictly convex function of G with a minimum value of zero at G = 1. Thus
for any G,
H(G) ≥ 0, and H(G) = 0, iff G = 1. (4.1.15)
This is the so-called relative entropy of G with respect to the absolute equilibrium G = 1; it
provides a natural measure of the proximity of G to that equilibrium.
We can expect that, the terms involving the entropy Hε measure the proximity of Gε
and G0ε to the absolute equilibrium value of 1. On the other hand, the terms involving the
dissipation rate R, can be understood to measure the proximity of Gε to any Maxwellian
through their characterization.
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4.1.2 Assumptions
In this subsection, we state our assumptions. To begin with, we give our additional as-
sumptions regarding the collision kernel b. These assumptions are satisfied by many classical
collision kernels. We have already stated that the collision kernel b is nonnegative almost
everywhere. The three additional assumptions on the kernel b are technical in nature; that
is, they are required by our mathematical argument. In applications, we therefore examine
which of the commonly studied physical collisional kernels satisfy these assumptions. The
three additional assumptions are
• (H0) b ∈ L1(BR × S2) for all R ∈ (0,∞), where BR = {z ∈ R3 : |z| < R}, and
b(z, w) depends only on |z| and |(z, ω)|,(1 + |z|2)−1 (∫
z+BR
A(ξ)dξ
)
→ 0, as |z| → ∞, for all R ∈ (0,∞).
• (H1) 1
b∞ ≤ b(z, ω) ≤ b∞, z ∈ R3, ω ∈ S2, for some b∞ > 0;
• (H2) |A(ξ)|+|B(ξ)|
1+|ξ|p ∈ L∞ξ for some p ≥ 0.
The assumption (H0) is assumed to make possible the global existence of renormalized
solutions to Vlasov-Maxwell-Boltzmann equations, see [14, 40]. The class of collision kernels
satisfying (H0), (H1) and (H2) is not empty since it contains at least all collision kernels
of the form b(z, ω) = b(| cos(z, ω)|) satisfying (H0). These collision kernels correspond to
cutoff Maxwellian molecules and satisfy (H2) with p = 3 (see [27]).
Next, we impose one more technical assumption on the sequence of fluctuations {gε}{ε>0}
(which is not implied by the weak stability result in [40]).
• (H3) The family (1 + |ξ|2) g2ε
Nε
is relatively compact in w − L1(dtMdξdx), where Nε =
1 + ε
3
gε.
This assumption is the same as (A2) of [53] and similar to (H2) of [3], with the only difference
being that we had to add the time variable, since we are dealing with the nonstationary case,
when compared with the stationary case in [3].
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4.1.3 Main Result
The incompressible Electron-Magnetohydrodynamics-Fourier system is recovered by setting
the distance to the absolute Maxwellian M to be of order ε while rescaling time to the
order of ε−1. Namely, we consider a sequence of solutions Gε to the scaled Vlasov-Maxwell-
Boltzmann equation
ε∂tGε + ξ · ∇xGε + eε(εEε + ξ ×Bε) · ∇ξGε − eε2Eε · ξGε = 1
ε
Q(Gε, Gε), (4.1.16)
in the form
Gε = 1 + εgε. (4.1.17)
We expect that as ε tends to zero, the leading behavior of the fluctuations gε is formally con-
sistent with the incompressible Electron-Magnetohydrodynamics-Fourier equations. Indeed,
formally, substituting (4.1.17) into (4.1.16) and using Taylor’s expansion of the collision
operator, we obtain
ε∂tgε + ξ · ∇xgε + eε(εE + ξ ×B) · ∇ξgε− eεEε · ξ − eε2E · ξgε + 1
ε
Lgε = Q(gε, gε), (4.1.18)
where L, the linearized collision operator, is given by
Lg = −2Q(1, g) =
∫
R3
∫
R3
(g + g∗ − g′ − g′∗)bdωM∗dξ∗.
Repeated application of the dM-symmetries yields the identity
< vLg > =¿ v(g + g∗ − g′ − g′∗ À
=
1
4
¿ (v + v∗ − v′ − v′∗)(g + g∗ − g′ − g′∗)À,
for every v = v(ξ) and g = g(ξ) for which the integral makes sense. This shows that L is
formally self-adjoint and has a non-negative Hermitian form. Furthermore, using the dM-
characterization, it can be shown that for any g = g(ξ) in the domain of L, the following
statements are equivalent:
Lg = 0; (4.1.19a)
g = α + β · ξ + 1
2
γ|ξ|2, for some (α, β, γ) ∈ R× R3 × R. (4.1.19b)
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This characterizes N(L), the null space of L, as the set obtained by linearizing about
(α, β, γ) = (0, 0, 0). From (4.1.18), we deduce formally that the limit of Lgε is zero and
it can be expected that the limit of gε will belong to N(L). Indeed, it was proved by H.
Grad (see [27, 29]) that for any collision kernel b satisfying (H1), L is a bounded nonnegative
self-adjoint Fredholm operator on L2(Mdξ) with null space
KerL = span{1, ξ1, ξ2, ξ3, |ξ|2}.
Because each entry of the tensor ξ⊗ξ− 1
3
|ξ|2I and of the vector 1
2
ξ(|ξ|2−5) is orthogonal
to KerL, there exist a unique tensor Φ and a unique vector Ψ such that
LΦ = ξ ⊗ ξ − 1
3
|ξ|2I, Φ ∈ (KerL)⊥ ⊂ L2(Mdξ); (4.1.20)
LΨ =
1
2
ξ(|ξ|2 − 5), Ψ ∈ (KerL)⊥ ⊂ L2(Mdξ). (4.1.21)
Then, our main result of this work goes as follows.
Theorem 4.1.1. Let Gε(t, x, ξ) be a sequence of non-negative solutions to the scaled Vlasov-
Maxwell-Boltzmann equation (4.1.4) such that, when it is written according to formula
(4.1.17), the sequence gε converges in the sense of distributions and almost everywhere to
a function g as ε tends to zero. Furthermore, assume that the moments
< gε >, < ξgε >, < ξ ⊗ ξgε >, < ξ|ξ|2gε >,
< Φ⊗ ξgε >, < ΦQ(gε, gε) >, < Ψ⊗ ξgε >, < ΨQ(gε, gε) >,
converges in the sense of distributions to the corresponding moments
< g >, < ξg >, < ξ ⊗ ξg >, < ξ|ξ|2g >,
< Φ⊗ ξg >, < ΦQ(g, g) >, < Ψ⊗ ξg >, < ΨQ(g, g) >,
and that all formally small terms in ε vanish. Then the limiting form of g is that of an
infinitesimal Maxwellian,
g = h+ u · ξ + θ
(
1
2
|ξ|2 − 3
2
)
, (4.1.22)
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where the velocity u satisfies the incompressibility relation, while the density and temperature
functions, h and θ, satisfy the Boussinesq relation:
divu = 0, ∇x(h+ θ) = 0. (4.1.23)
Moreover, the functions h, u, and θ are weak solutions of the equations
∂tu+ u · ∇u− µ∆u+∇P − αeE = (∇×B)×B; (4.1.24a)
j = ∇×B and j = eu; (4.1.24b)
∂tB +∇× E = 0; (4.1.24c)
∂tθ + u · ∇θ = κ∇θ, (4.1.24d)
divB = 0. (4.1.24e)
In these equations the coefficients µ and κ are given by
µ =
1
10
< Φ : LΦ >, κ =
2
15
< Ψ · LΨ > . (4.1.25)
Remark 4.1.1. Our result can be extended to a much larger class of collision kernel as [52].
4.1.4 Global Solutions
In order to mathematically justify the incompressible Electron-Magnetohydrodynamics-Fourier
limit of the Vlasov-Maxwell-Boltzmann equation, we must make precise:
• the notion of solutions for the Vlasov-Maxwell-Boltzmann equations;
• the notion of solutions for the incompressible Electron-Magnetohydrodynamics-Fourier
system (1.0.10).
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Ideally, these solutions should be global while the bounds should be physical natural. We
therefore work in the setting of DiPerna-Lions renormalized solutions for the Vlasov-Maxwell-
Boltzmann equations, and in the setting of Leray solutions for the incompressible Electron-
Magnetohydrodynamics-Fourier system. These theories have the virtues of considering phys-
ically natural classes of initial data, and consequently, of yielding global solutions.
DiPerna-Lions renormalized solutions are not known to satisfy many properties that one
would formally expect to be satisfied by solutions of the Vlasov-Maxwell-Boltzmann equa-
tions. In particular, the theory does not assert either the local conservation of momentum,
the global conservation of energy, the global entropy equality, or even a local entropy in-
equality; nor does it assert the uniqueness of the solution. Nevertheless, as shown in [40],
it provides enough control to establish an incompressible Electron-Magnetohydrodynamics-
Fourier limit theory for bounded collision kernels and, as shown in [52], to do so for a much
larger class of collision kernels.
4.1.4.1 Renormalized Solutions to the Vlasov-Maxwell-Boltzmann Equations
In the spirit of the DiPerna-Lions theory for Boltzmann equation and the idea in [40],
modified slightly for the periodic box, it is possible to show the weak stability of a global
weak solution to a whole class of formally equivalent initial-value problems. More precisely,
let Gε ≥ 0 be a sequence of DiPerna-Lions renormalized solutions to the scaled Vlasov-
Maxwellian-Boltzmann initial-value problem
ε∂tGε + ξ · ∇xGε + eε (εEε + ξ ×Bε) · ∇ξGε − eε2Eε · ξGε = 1
ε
Q(Gε, Gε), (4.1.26a)
ε
∂Eε
∂t
−∇×Bε = −jε
ε
, (4.1.26b)
∂Bε
∂t
+∇× Eε = 0, (4.1.26c)
divB = 0, and divE =
ρε
ε
. (4.1.26d)
with
Gε(0, x, ξ) = G
0
ε(x, ξ) ≥ 0, Eε(0, x) = E0ε (x), Bε(0, x) = B0ε (x).
Assume that the initial data G0ε satisfies the normalizations and the entropy bound
Hε(0) ≤ Cε3, (4.1.27)
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for some fixed C > 0.
A Renormalized Solution Relative to M of (1.0.8) is a triple (Fε, Eε, Bε) such that Fε ∈
C(R+;L1loc(R3;L1(R3))), Eε, Bε ∈ Cw(R+;L2(R3)) and satisfies
Γ′
(
Fε
M
)
Q(Fε, Fε) ∈ L1loc(R+ × R3 × T ) (4.1.28)
for all Γ ∈ C1(R+) such that
Γ(0) = 0, and z 7→ (1 + z)Γ′(z) is bounded on R+, (4.1.29)
has finite relative entropy for all positive times:
Hε(t) + 1
ε
∫ t
0
R(G(s))ds ≤ Hε(0), (4.1.30)
and finally satisfies
∫ ∞
0
∫
T
∫
R3
Γ
(
Fε
M
)(
∂tχ+
1
ε
ξ · ∇xχ
)
Mdξdxdt
+ e
∫ ∞
0
∫
T
∫
R3
Γ
(
Fε
M
)
(εEε + ξ ×Bε) · ∇ξχMdξdxdt
− e
∫ ∞
0
∫
T
∫
R3
Γ
(
Fε
M
)
εEε · ξχMdξdxdt
+ e
∫ ∞
0
∫
T
∫
R3
Γ′
(
Fε
M
)
εEε · ξFεχdξdxdt
+
1
ε2
∫ ∞
0
∫
T
∫
R3
Γ′
(
Fε
M
)
Q(Fε, Fε)χMdξdxdt = 0
(4.1.31)
for each test function χ ∈ C∞0 (R+ × R3 × R3).
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4.1.4.2 The Limiting System (1.0.10) The DiPerna-Lions theory has many similarities
with the Leray theory of global weak solutions of the initial-value problem for incompressible
magnetohydrodynamic flow (for instance, [66]). For the limiting system (1.0.10) with mean
zero initial data, the Leray theory is set in the following Hilbert spaces of vector- and scalar-
valued functions:
Hv =
{
w ∈ L2(dx;R3) : divw = 0,
∫
T
wdx = 0
}
,
Hs =
{
χ ∈ L2(dx;R) :
∫
T
χdx = 0
}
,
Vv =
{
w ∈ Hv :
∫
T
|∇w|2dx <∞
}
,
Vs =
{
χ ∈ Hs :
∫
T
|∇χ|dx <∞
}
.
Let H = Hv
⊕
Hv
⊕
Hs and H = Vv
⊕
Vv
⊕
Vs. Leray theory yields: given any
(uin, Bin, θin) ∈ H, there exists a (u, B, θ) ∈ C([0,∞);w −H) ∩ L2loc(0,∞;V) which equals
initially (uin, Bin, θin) ∈ H and satisfies the incompressible magnetohydrodynamic system
in the sense that for every (φ, ψ, χ) ∈ H ∩ C1(T )∫
T
φ · u(t)dx−
∫
T
φ · u(s)dx−
∫ t
s
∫
T
∇xφ : (u⊗ u)dxdτ
= −µ
∫ t
s
∫
T
∇xφ : ∇xudxdτ − αe
∫ t
s
∫
T
Eφdxdτ +
∫ t
s
∫
T
∇xφ : (B ⊗B)dxdτ ;∫
T
ψ ·B(t)dx−
∫
T
ψ ·B(s)dx+
∫ t
s
∫
T
E · (∇x × ψ)dxdτ = 0;∫
T
χθ(t)dx−
∫
T
χθ(s)dx−
∫ t
s
∫
T
∇xχ · (uθ)dxdτ
= −κ
∫ t
s
∫
T
∇xχ · ∇xθdxdτ,
for every 0 ≤ s < t. Moreover, (u, B, θ) satisfies the dissipation inequalities∫
T
1
2
(|u(t)|2 + α|B(t)|2)+ ∫ t
0
µ|∇xu|2dxds ≤
∫
T
1
2
(|uin|2 + α|Bin|2) dx, (4.1.32a)∫
T
1
2
|θ(t)|2dx+
∫ t
0
∫
T
κ|∇xθ|2dxds ≤
∫
T
1
2
|θin|2dx, (4.1.32b)
for every t > 0.
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A global existence theory, similar to Leray theory of incompressible Navier-Stokes equa-
tions, can be established via Garlerkin’s method, the dissipation inequalities (4.1.32) and
Ohm’s law which expresses the electric field E in terms of the magnetic field and the veloc-
ity as, see [4, 28]
j = σ(E + u×B),
where σ > 0 is the electrical conductivity. To obtain the dissipation inequality (4.1.32a), we
first multiply (1.0.10a) by u to obtain, using (1.0.10b),
1
2
d
dt
‖u‖2L2(T ) + µ‖∇u‖2L2(T ) − α
∫
T
E · (∇×B)dx = 0. (4.1.33)
Here, we used the identity
B × (∇×B) · u = 1
e
(B × (∇×B)) · j = 1
e
(B × (∇×B)) · (∇×B) = 0,
according to (1.0.10b). Then, we multiply (1.0.10c) by αB to obtain
α
2
d
dt
‖B‖2L2(T ) + α
∫
T
E · (∇×B) = 0. (4.1.34)
Adding (4.1.33) and (4.1.34), and then integrating it over (0, T ) yield the energy inequality
(4.1.32a).
In summarize, we have the following existence theory for the incompressible system
(1.0.10).
Proposition 4.1.1. For each u0, B0 ∈ {f ∈ L2(R3) : divf = 0 in D′} and θ0 ∈ L2(R3),
there exists at least one weak solution (u, θ, B) of (1.0.10)-(1.0.11) that satisfies the energy
inequality
1
2
∫
T
(|u(t, x)|2 + α|B(t, x)|2 + 5
2
|θ(t, x)|2)dx+
∫ t
0
∫
T
(
µ|∇u|2 + 5
2
κ|∇θ|2
)
dxds
≤ 1
2
∫
T
(|u0|2 + α|B0|2 + 5
2
|θ0|2)dx
for all t > 0.
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4.2 IMPLICATIONS OF THE ENTROPY INEQUALITY
As stated before, authors in [40] had proposed the possibility of establishing the global
existence of a renormalized solution Gε to the scaled Vlasov-Maxwell-Boltzmann equation,
upon constructing an approximating sequence with the required integrability on the magnetic
field and the electric field, satisfying the entropy inequality
ε
∫
T
< Gε(t) lnGε(t)−Gε(t) + 1 > dx+ ε
3
2
∫
T
(ε|Eε|2 + |Bε|2)dx
+
1
ε
∫ t
0
∫
T
1
4
¿ (G′∗εG′ε −G∗εGε) ln
(
G′∗εG
′
ε
G∗εGε
)
À dxds
≤ ε
∫
T
< G0ε lnG
in
ε −Ginε + 1 > dx+
ε3
2
∫
T
(ε|Einε |2 + |Binε |2)dx.
(4.2.1)
Consider a sequence of such solutions Gε indexed by a vanishing positive sequence ε such
that for some constant C > 0, the initial data G0ε satisfies the entropy bound:
ε
∫
T
< Ginε lnG
in
ε −Ginε + 1 > dx+
ε3
2
∫
T
(ε|Einε |2 + |Binε |2)dx ≤ Cε3. (4.2.2)
This then implies bounds on the sequence Gε through the entropy inequality (4.2.1). This
section contains results that follow directly from the convexity of the integrands in the
entropy inequality (4.2.1) and the entropy bound (4.2.2).
Since the entropy integrand, G lnG − G + 1, is a strictly convex function of G with a
quadratic minimum of zero at G = 1, the integral approximately measures the square of the
derivations from this minimum. Now, we introduce a convex function h = h(z) defined over
z > −1 by
h(z) = (1 + z) ln(1 + z)− z. (4.2.3)
The entropy inequality (4.2.1) and entropy bound (4.2.2) then give
∫
T
〈
1
ε2
h(εgε(t))
〉
dx+
1
2
∫
T
(ε|Eε|2 + |Bε|2)dx
≤
∫
T
〈
1
ε2
h(εg0ε)
〉
dx+
1
2
∫
T
(ε|Einε |2 + |Binε |2)dx ≤ C.
(4.2.4)
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The second integral on the left hand side of the entropy inequality (4.2.1) is the entropy
dissipation. Since qε = ε
−2(G′∗εG
′
ε − G∗εGε) and the convex function r = r(z) defined over
z > −1 by
r(z) = z ln(1 + z), (4.2.5)
the entropy inequality (4.2.1) and the entropy bound (4.2.2) can then be recast in the form
∫
T
〈
1
ε2
h(εgε(t))
〉
dx+
∫
T
(ε|Eε|2 + |Bε|2)dx
+
∫ t
0
∫
T
1
4
¿ 1
ε4
r
(
ε2qε
G∗εGε
)
G∗εGε À dxds ≤ C.
(4.2.6)
Some of results in [3, 27] were established in the greatest possible generality, relied only
on the a priori estimates and in particular has nothing to do with the equations. We will
record them below without proof; they are used in various places in the present work.
Theorem 4.2.1. Under assumptions (H0)-(H2), let Fε be a family of renormalized solutions
to (4.1.2) with initial data (F inε , E
in
ε , B
in
ε ) satisfying Hε(0) ≤ Cε3, and define the associated
family of fluctuations by
gε =
Fε −M
εM
.
Then
• gε is relatively compact in w − L1loc(dtdx;L1((1 + |ξ|2)Mdξ)) and for almost every t ∈
[0,∞) g satisfies
∫
T
1
2
< g2(t) > dx ≤ lim inf
ε→0
∫ 〈
1
ε2
h(εgε(t))
〉
dx ≤ C. (4.2.7)
Moreover, for almost every (t, x), g(t, x, ·) ∈ N(L), which means that g is of the form
g(t, x, ·) = h(t, x) + u(t, x) · ξ + θ(t, x)
(
1
2
|ξ|2 − 3
2
)
, (4.2.8)
where (h,u, θ) ∈ L∞(dt;L2(dx;R× R3 × R)).
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• the rescaled collision integrands
qε =
1
ε2
(G′εG
′
ε∗ −GεGε∗) (4.2.9)
are such that the renormalized family γ(Gε)qε is relatively compact in
w − L1loc(dtdx;L1((1 + |ξ|2)dM)); further, any of the limit points q of γ(Gε)qε as ε→ 0
satisfies the dM-symmetry relations
¿ φ(ξ)q À=¿ 1
4
(φ+ φ∗ − φ′ − φ′∗)q À, (4.2.10)
and, q ∈ L2(0, T ;L2(dMdx)).
• for any subsequence εn → 0 such that
gεn → g, and γ(Gεn)qεn → q
in w−L1loc(dtdx;L1((1+|ξ|2)Mdξ)) and in w−L1loc(dtdx;L1((1+|ξ|2)MdM)) respectively.
• denoting Nε = 23 + 13Gε, gεNε is bounded in L∞t (L2(Mdξdx)) and
qε
Nε
is relatively compact
in w − L1loc(dtdx;L1((1 + |ξ|2)dM)).
Notice that the statement above does not involve the fact that gε will eventually represent
fluctuations of the number density in the Vlasov-Maxwell-Boltzmann equation; the only
features of the Vlasov-Maxwell-Boltzmann equation used in these results are the entropy and
entropy dissipation bounds resulting from the entropy inequality (4.2.1) and bound (4.2.2).
More precisely, the entropy and entropy dissipation bounds provide the weak compactness
statements regarding gε and qε respectively.
Lemma 4.2.1. Under the same conditions as Theorem 4.2.1, for almost every t ∈ [0,∞)
the function g and q satisfy
∫
T
1
2
< g2(t) > dx+
1
2
∫
T
(|χ|2 + |B|2)dx+
∫ t
0
∫
T
1
4
¿ g2 À dxds
≤ lim inf
ε→0
∫
T
〈
1
ε2
h(εg0ε)
〉
dx ≤ C.
(4.2.11)
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Proof. Taking the lim inf on the both sides of the entropy inequality (4.2.6), we obtain
lim inf
ε→0
∫
T
〈
1
ε2
h(εgε(t))
〉
dx+
1
2
lim inf
ε→0
∫
T
(ε|Eε|2 + |Bε|2)dx
+ lim inf
ε→0
∫ t
0
∫
T
1
4
¿ 1
ε4
r
(
ε2qε
G∗εGε
)
G∗εGε À dxds
≤ lim inf
ε→0
(∫
T
〈
1
ε2
h(εginε (t))
〉
dx+
1
2
∫
T
(ε|Einε |2 + |Binε |2)dx
)
≤ C.
(4.2.12)
Due to the lower semi-continuity of the weak convergence, we deduce that∫
T
(|χ|2 + |B|2)dx ≤ lim inf
ε→0
∫
T
(ε|Eε|2 + |Bε|2)dx, (4.2.13)
while, from the second assertion of Proposition 3.1 in [3], we have∫
T
1
2
< g2(t) > dx+
∫ t
0
∫
T
1
4
¿ g2 À dxds
≤ lim inf
ε→0
∫
T
〈
1
ε2
h(εgε(t))
〉
dx+ lim inf
ε→0
∫ t
0
∫
T
1
4
¿ 1
ε4
r
(
ε2qε
G∗εGε
)
G∗εGε À dxds.
(4.2.14)
Substituting (4.2.13) and (4.2.14) back into (4.2.12), we finish the proof of (4.2.11).
To better understand the behavior of the fluctuation {gε}{ε>0}, we first, as in [27], intro-
duce a class of bump functions
Υ =
{
γ : R+ → [0, 1]|γ ∈ C1, γ
([
3
4
,
5
4
])
= {1}, suppγ ⊂
[
1
2
,
3
2
]}
. (4.2.15)
We decompose gε as
gε = g
b
ε + εg
c
ε (4.2.16)
with
gbε =
1
ε
(Gε − 1)γ(Gε), gcε =
1
ε2
(Gε − 1)(1− γ(Gε)),
where γ ∈ Υ.
Then we have the following entropy controls (Proposition 2.1 and Proposition 2.7 in [27]):
Lemma 4.2.2 (Entropy controls). Assume that the bump function γ ∈ Υ as in (4.2.15).
The relative fluctuation gε of number density satisfies the following estimates:
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• ε|gbε| ≤ 12 and
gbε = O(1) in L
∞
t (L
2(Mdξdx));
• (1− γ(Gε)) ≤ 4ε2|gcε|, which implies that 1ε(1− γ(Gε)) ≤ 2|gcε|
1
2 , and
gcε = O(1) in L
∞
t (L
1(Mdξdx));
• (1− γ(Gε))Gε ≤ 5ε2|gcε|, and (1− γ(Gε)) ≤ 4ε2|gcε|.
4.3 THE IMPLICATION OF THE MAXWELL EQUATIONS
In the consideration of the asymptotic behavior of the solutions under the hypothesisHε(0) ≤
Cε3, one of the difficulties when we deal with the magnetic field and the electric field comes
from the fact that the relative entropy does not provide useful information on the electric
field Eε due to the ε in the front of the electric field in the definition of the relative entropy
Hε, while from the relative entropy, we can obtain the uniform bound ‖Bε‖L∞t (L2(dx)), and
hence we can assume
Bε → B weakly∗ in L∞t (L2(dx)), (4.3.1)
with divB = 0. Furthermore, from the relative entropy, it is found that ε
1
2‖Eε‖L∞t (L2(dx)) is
uniformly bounded, and hence, we can assume that
ε
1
2Eε → χ, weakly∗ in L∞t (L2(dx)) (4.3.2)
for some function χ ∈ L∞t (L2(dx)), and hence,
ε
∂Eε
∂t
→ 0, in D′(R+ × R3).
Next, since gε converges to g in w−L1loc(dtdx;L1((1+|ξ|2)Mdξdx)), thus, by Cauchy-Schwartz
inequality, we can deduce that gε converges to g in w − L1loc(dtdx;L1(|ξ|Mdξdx)). Notice
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that due to the fact < ξ >= 0, jε
ε
=< ξgε > and hence
jε
ε
converges to j in w − L1loc(dtdx).
Then we take the limit as ε→ 0 in the equation (4.1.2b) to get
∇×B = j (4.3.3)
in the sense of distributions. Furthermore,∥∥∥∥jεε
∥∥∥∥
L∞t (L2(T ))
= ‖< ξgε >‖L∞t (L2(T ))
≤ |T | 12‖gε‖L∞T (L2(Mdξdx)) < |ξ|2 >
1
2
<∞.
Here |T | stands for the Lebesgue measure of T . This implies that ji
ε
converges weakly∗ to j
in L∞t (L
2(T )).
On the other hand, for the electric field Eε, we have
Lemma 4.3.1. The family {Eε}{ε>0} formally satisfies
Eε = ∂t(εEε ×Bε)− (∇×Bε)×Bε + jε
ε
×Bε + εdiv(Eε ⊗ Eε)
− ε1
2
∇|Eε|2 − εEε
∫
R3
gεMdξ,
(4.3.4)
in the sense of distributions. Hence, {Eε}ε>0 is uniformly bounded in (W 1,∞0 ((0, T )× T ))′.
Proof. Indeed, multiplying (4.1.2b) by Bε, multiplying (4.1.2c) by εEε, and adding them
together to yield
∂t(εEε ×Bε)− (∇×Bε)×Bε + εEε × (∇× Eε) = −jε
ε
×Bε. (4.3.5)
Note that
EdivE + (∇× E)× E = div(E ⊗ E)− 1
2
∇|E|2. (4.3.6)
The identity (4.3.5) can be rewritten as, using (4.1.2d)
Eερε = εEεdivEε
= ∂t(εEε ×Bε)− (∇×Bε)×Bε + jε
ε
×Bε + εdiv(Eε ⊗ Eε)− ε1
2
∇|Eε|2.
(4.3.7)
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Because
ρε =
∫
R3
(1 + εgε)Mdξ =
∫
R3
Mdξ + ε
∫
R3
gεMdξ = 1 + ε
∫
R3
gεMdξ,
one obtains, according to (4.3.7),
Eε = ∂t(εEε ×Bε)− (∇×Bε)×Bε + jε
ε
×Bε + εdiv(Eε ⊗ Eε)
− ε1
2
∇|Eε|2 − εEε
∫
R3
gεMdξ.
(4.3.8)
Next, due to the uniform bounds
‖√εEε‖L∞(0,T ;L2(R3)) ≤ C, ‖Bε‖L∞(0,T ;L2(R3)) ≤ C,
we have
∂t(εEε ×Bε)→ 0
in (W 1,∞((0, T ) × T ))′ as ε → 0, and −(∇ × Bε) × Bε + jεε × Bε is uniformly bounded in
(W 1,∞((0, T )× T ))′ by using the identity (4.3.6) for B.
Also, we can control the term εEε
∫
R3 gεMdξ as follows∥∥∥∥εEε ∫
R3
gεMdξ
∥∥∥∥
L1((0,T )×T )
≤ √ε‖√εEε‖L2((0,T )×T )
(∫
R3
Mdξ
) 1
2
‖ < g2ε > ‖
1
2
L1((0,T )×T )
≤ C√ε→ 0
as ε → 0. Hence, according to (4.3.8), we deduce that {Eε}ε>0 is uniformly bounded in
(W 1,∞0 ((0, T )× T ))′.
According to Lemma 4.3.1, we have
Lemma 4.3.2. Eε → E weakly in (W 2,p0 )′, for some function E ∈ (W 2,p0 )′ with p > 4,
and (E,B) satisfies
∂tB +∇× E = 0 (4.3.9)
in (W 2,p0 )
′.
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Proof. Indeed, the uniform bound on Eε in (W
1,∞
0 )
′ and Sobolev embedding W 2,p0 ((0, T ) ×
T ) ↪→ W 1,∞0 ((0, T ) × T ) for any 4 < p < ∞ imply that Eε is uniformly bounded in
(W 2,p0 ((0, T )×T ))′ and hence is weakly convergent in (W 2,p0 ((0, T )×T ))′ since (W 2,p0 ((0, T )×
T ))′ with 4 < p <∞ is a reflexive space.
Next, since
∂Bε
∂t
+∇× Eε = 0,
holds in D′(R+ × T ), we take an arbitrarily text function Φ ∈ C∞0 (R+ × R3) to obtain
−
∫ t
0
∫
T
Bε · ∂Φ
∂t
dxds+
∫ t
0
∫
T
Eε · ∇ × Φdxds = 0. (4.3.10)
Hence, from (4.3.10), we obtain
∫ t
0
∫
T
E · ∇ × Φdxds = lim
ε→0
∫ t
0
∫
T
Eε · ∇ × Φdxds
= lim
ε→0
∫ t
0
∫
T
Bε · ∂Φ
∂t
dxds
=
∫ t
0
∫
T
B · ∂Φ
∂t
dxds
= −
∫ t
0
∫
T
Φ · ∂B
∂t
dxds
(4.3.11)
Hence, from (4.3.11), we deduce that the limits (E,B) satisfy (4.3.9).
Observe that, since Eε is convergent at least in the sense of distributions, we can conclude
that χ = 0.
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4.4 VANISHING OF CONSERVATION DEFECTS
The controls stated in Section 4 establish the local conservation laws of momentum and
energy in the limit as ε→ 0, in the spirit of the argument in the proof of the Navier-Stokes-
Fourier limit of Boltzmann equations (cf. [27]).
Before stating the main result of the present section, we need to introduce a new class
of bump functions as in [27]. For each C > 0, set
ΥC = {γ ∈ Υ|‖γ′‖L∞ ≤ C}.
Consider the transformation T defined by Tγ = 1 − (1 − γ)2; clearly T maps ΥC into Υ2C .
Define
Υ˜ = TΥ8 ⊂ Υ16, (4.4.1)
and notice that Υ˜ 6= ∅ since Υ8 6= ∅. For each γ ∈ Υ˜, define
γˆ(z) = γ(z) + (z − 1)dγ
dz
. (4.4.2)
Notice that
suppγˆ ⊂
[
1
2
,
3
2
]
, γˆ
([
3
4
,
5
4
])
= {1}. (4.4.3)
On the other hand, let γ˜ ∈ Υ8 be such that γ = Tγ˜. One has
1− γˆ(z) = (1− γ˜)
[
(1− γ˜)− 2(z − 1)dγ˜
dz
]
, z ≥ 0
so that
|1− γˆ| ≤ 9(1− γ˜), z ≥ 0. (4.4.4)
Theorem 4.4.1 (Vanishing of conservation defects). Let γ ∈ Υ˜, and denote by η ≡ η(ξ)
any collision invariant (i.e. η(ξ) = 1 or η(ξ) = ξ1, ..., ξ3 or else η(ξ) = |ξ|2) or any
linear combination thereof. Then
∂t < ηg
b
ε > +
1
ε
∇x· < ξηgbε > +eBε· < ξ ×∇ξηgbε > −eEε· < ξη >→ 0, (4.4.5)
in L1loc(R+ × T ) as ε→ 0.
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Proof. We begin with the renormalized form (4.1.31) of the Vlasov-Maxwell-Boltzmann equa-
tion (4.1.2) with Γ(z) = (z − 1)γ(z)(
∂t +
1
ε
ξ · ∇x
)
(Mgbε) + e(εEε + ξ ×Bε) · ∇ξ(Mgbε)
+ eεEε · ξMgbε − e
(
γ(Gε) + (Gε − 1)dγ
dz
(Gε)
)
Eε · ξFε
=
1
ε3
∫
S2
∫
R3
(F ′εF ′ε∗ − FεFε∗)
(
γ(Gε) + (Gε − 1)dγ
dz
(Gε)
)
bdωM∗dξ∗.
(4.4.6)
Here, we used the decomposition (4.2.16).
From (4.4.6), we deduce that
∂t < ηg
b
ε > +
1
ε
∇x· < ξηgbε > +e
∫
R3
(εEε + ξ ×Bε) · ∇ξ(Mgbε)ηdξ
+ e
∫
R3
εEε · ξMgbεηdξ − e
∫
R3
γˆεEε · ξFεηdξ
=
1
ε
¿ qεγˆεη À,
(4.4.7)
where the notation
γˆε = γˆ(Gε),
the function γˆ being defined in terms of γ by (4.4.2)
Observing that
(X × Y ) · Z = Y · (Z ×X) = X · (Y × Z),
we have∫
R3
(εEε + ξ ×Bε) · ∇ξ(Mgbε)ηdξ = −
(
εEε· < ∇ξηgbε > +
∫
R3
(ξ ×Bε) · ∇ξηgbεMdξ
)
= − (εEε· < ∇ξηgbε > −Bε· < ξ ×∇ξηgbε >) .
(4.4.8)
On the one hand, notice that following the same line of the argument of Proposition 4.1
in [27], it can be shown that ∥∥∥∥1ε ¿ qεγˆεη À
∥∥∥∥
L1loc(R+×T )
→ 0 (4.4.9)
as ε→ 0.
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In order to estimate the L1-norm of the conservation defects, for the last two terms in
the left-hand side of (4.4.7), we claim
∥∥εEε· < ∇ξηgbε >∥∥L1loc(R+×T ) → 0; (4.4.10)
∥∥∥∥∫
R3
εEε · ξMgbεηdξ
∥∥∥∥
L1loc(R+×T )
→ 0; (4.4.11)
and ∥∥∥∥∫
R3
γˆεEε · ξFεηdξ −
∫
R3
Eε · ξηMdξ
∥∥∥∥
L1loc(R+×T )
→ 0 (4.4.12)
as ε→ 0.
Indeed, using the elementary bounds
|γˆε| ≤ 9, |1− γˆε| ≤ 9, 0 ≤ Gε|γˆε| ≤ 27
2
, (4.4.13)
for the inequality (4.4.10), we have, ,
∣∣< ∇ξηgbε >∣∣ ≤ (∫
R3
(∇ξη)2Mdξ
) 1
2
(∫
R3
(gbε)
2Mdξ
) 1
2
≤ C
(∫
R3
(gbε)
2Mdξ
) 1
2
,
since ∫
R3
(∇ξη)2Mdξ ≤ C
for all η ∈ N(L) and where C is a positive constant. Hence, by Cauchy-Schwartz inequality
and the first statement in Lemma 4.2.2
∥∥εEε· < ∇ξηgbε >∥∥L1loc(R+×T ) ≤ C
∥∥∥∥∥ε|Eε|
(∫
R3
(gbε)
2Mdξ
) 1
2
∥∥∥∥∥
L1loc(R+×T )
≤ Cε 12‖ε 12Eε‖
1
2
L∞t (L2(T ))‖g
b
ε‖
1
2
L∞t (L2(Mdxdξ))
≤ Cε 12 → 0,
as ε→ 0.
Similarly, for the inequality (4.4.11), we have, ,
∣∣∣∣∫
R3
ξηgbεMdξ
∣∣∣∣ ≤ (∫
R3
(ξη)2Mdξ >
) 1
2
(∫
R3
(gbε)
2Mdξ
) 1
2
≤ C
(∫
R3
(gbε)
2Mdξ
) 1
2
,
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since ∫
R3
(ξη)2Mdξ ≤ C
for all η ∈ N(L) and where C is a positive constant. Hence, by Cauchy-Schwartz inequality
and the first statement in Lemma 4.2.2∥∥∥∥∫
R3
εEε · ξηgbεMdξ
∥∥∥∥
L1loc(R+×T )
≤ C
∥∥∥∥∥ε|Eε|
(∫
R3
(gbε)
2Mdξ
) 1
2
∥∥∥∥∥
L1loc(R+×T )
≤ Cε 12‖ε 12Eε‖
1
2
L∞t (L2(T ))‖g
b
ε‖
1
2
L∞t (L2(Mdxdξ))
≤ Cε 12 → 0,
as ε→ 0.
We are only left to deal with (4.4.12). To this end, we rewrite∫
R3
γˆεEε · ξFεηdξ −
∫
R3
Eε · ξηMdξ =
∫
R3
(γˆε − 1)Eε · ξFεηdξ + ε
∫
R3
Eε · ξηgεMdξ
= I1 + I2.
(4.4.14)
Notice that from (4.4.4), we have
|γˆε − 1| ≤ 9(1− γ˜(Gε)) ≤ 9(1− γ˜(Gε)) 12
for some γ˜ ∈ Υ8 and hence we can control I1 as, using Fε =MGε, Lemma 4.2.2 and the fact
0 ≤ 1− γ˜(Gε) ≤ 1 ,
‖I1‖L1loc(R+×T ) ≤ 9
∥∥∥∥∫
R3
|Eε||ξη||1− γ˜(Gε)| 12GεMdξ
∥∥∥∥
L1loc(R+×T )
≤ 9
∥∥∥∥∫
R3
|Eε||ξη||1− γ˜(Gε)| 12Mdξ
∥∥∥∥
L1loc(R+×T )
+ 9ε
∥∥∥∥∫
R3
|Eε||ξη||1− γ˜(Gε)| 12 gεMdξ
∥∥∥∥
L1loc(R+×T )
≤ 18√ε
∥∥∥∥√ε ∫
R3
|Eε||ξη||gcε|
1
2Mdξ
∥∥∥∥
L1loc(R+×T )
+ 9ε
∥∥∥∥∫
R3
|Eε||ξη|gεMdξ
∥∥∥∥
L1loc(R+×T )
≤ 18√ε‖√εEε‖L2loc(R+×T ) < |ξη|2 >
1
2 ‖|gcε|‖
1
2
L1loc(R+×T ;L1(Mdξ))
+ 9ε‖Eε‖L2loc(R+×T ) < |ξη|2 >
1
2 ‖gε‖L2loc(R+×T ;L2(Mdξ))
≤ C√ε+ Cε→ 0
(4.4.15)
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as ε→ 0.
For I2, we have
‖I2‖L1loc(R+×T ) ≤
√
ε‖√εEε‖L2loc(R+×T ) < |ξη| >
1
2 ‖gε‖L2loc(R+;L2(Mdξdx))
≤ Cε→ 0
(4.4.16)
as ε→ 0.
Adding (4.4.14), (4.4.15) and (4.4.16) together gives (4.4.12).
Combining (4.4.7)–(4.4.12), the proof of (4.4.5) is finished.
It is worthwhile to explain what we have obtained now in Theorem 4.4.1. In fact, if η = 1
or η = |ξ|2, then the last term in the left hand side of (4.4.5) will vanish; that is,
Eε· < ξ >= Eε· < ξ|ξ|2 >= 0,
because
< ξ >=< ξ|ξ|2 >= 0.
This implies that the term Eε· < ξη > will only possibly appear in the conservation law of
momentum. Hence,
∂t < g
b
εξk > +
1
ε
∇x· < ξξkgbε > +eBε· < ξ ×∇ξξkgbε > −αe(Eε)k → 0, (4.4.17)
in L1loc(R+ × T ) for all 1 ≤ k ≤ 3 since < ξ2k >= α = 13 < |ξ|2 >.
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4.5 PROOF OF THEOREM 4.1.1
4.5.1 The Incompressibility and Boussinesq Relations
Let us start with considering the normalized Vlasov-Maxwell-Botlzmann equation written
in the form
ε∂tGε + ξ · ∇xGε + eε (εEε + ξ ×Bε) · ∇ξGε − eε2Eε · ξGε = 1
ε
Q(Gε, Gε). (4.5.1)
Hence, the renormalized form of Vlasov-Maxwell-Boltzman equation reads
ε∂thε + ξ · ∇xhε + eε (εEε + ξ ×Bε) · ∇ξhε − eεEε · ξ Gε
N(Gε)
=
1
ε2
1
N(Gε)
Q(Gε, Gε),
where
h′ε =
1
ε
1
N(Gε)
=
1
ε
1
2
3
+ 1
3
Gε
,
and
hε =
3
ε
ln
(
1 +
1
3
εgε
)
.
Since hε formally behaves like gε for small ε, it should be thought of as the normalized
form of the fluctuations gε. This means that for every χ ∈ C1(T ;L∞(Mdξ)) and every
0 ≤ s ≤ t <∞
ε
∫
T
< hε(t)χ > dx− ε
∫
T
< hε(s)χ > dx−
∫ t
s
∫
T
< hεξ · ∇xχ > dxdτ
+ e
∫ t
s
∫
T
ε2Eε· < ξhεχ > dxdτ − e
∫ t
s
∫
T
∫
R3
ε(εEε + ξ ×Bε) · ∇ξχhεMdξdxdτ
− e
∫ t
s
∫
T
εEε· < ξ Gε
N(Gε)
> dxdτ
=
∫ t
s
∫
T
¿ qε
Nε
χÀ dxdτ.
(4.5.2)
Due to the fact
Gε
N(Gε)
≤ 3
and the entropy control
‖ε 12Eε‖L∞t (L2(dx)) ≤ C,
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one obtain ∫ t
s
∫
T
εEε· < ξ Gε
N(Gε)
> dxdτ → 0,
as ε → 0. On the other hand, since as stated in the last statement of Theorem 4.2.1
(cf. also Corollary 3.2 in [3]) that hε has the same limit g as the sequence gε in w −
L2loc(dt;w
2
L(Mdξdx)), one deduce that
ε
∫
T
< hε(t)χ > dx− ε
∫
T
< hε(s)χ > dx→ 0;
∫ t
s
∫
T
ε2Eε· < ξhεχ > dxdτ → 0;
and ∫ t
s
∫
T
∫
R3
ε(εEε + ξ ×Bε) · ∇ξχhεMdξdxdτ → 0,
as ε→ 0, thanks to the uniform bounds
‖ε 12Eε‖L∞R+(L2(T )) ≤ C, ‖Bε‖L∞R+ (L2(T )) ≤ C.
Taking the limit in (4.5.2) as ε tends to zero while using Theorem 4.2.1 to establish the
limits of the terms involving hε and qε respectively yields
−
∫ t
s
∫
T
< gξ · ∇xχ > dxdτ =
∫ t
s
∫
T
¿ qχÀ dxdτ ;
hence, the limiting form of the normalized Vlasov-Maxwell-Boltzmann equation is
ξ · ∇xg =
∫ ∫
qb(ξ∗ − ξ, ω)dωM∗dξ∗. (4.5.3)
Since q is in L2(dMdx), then for every η = η(ξ) in L2(dM), an application of the
Cauchy-Schwarz inequality shows that ¿ ηq À is in L2(dx). By a repeated application of
the dM-symmetries in Theorem 4.2.1, one has that for any η in L2(dM)
¿ ηq À= 1
4
¿ (η + η∗ − η′∗ − η′)q À . (4.5.4)
Successively apply the identity (4.5.4) for η = 1, ξ, 1
2
|ξ|2 and use the microscopic conservation
laws (1.0.9) to obtain
¿ q À= 0, ¿ ξq À= 0, ¿ 1
2
|ξ|2q À= 0.
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Since these η are also in L2(Mdξ), it then follows from the limiting Vlasov-Maxwell-
Boltzmann equation (4.5.3) that g satisfies the local conservation laws of mass, momentum,
and energy:
divx < ξg >= 0, divx < ξ ⊗ ξg >= 0, divx
〈
ξ
1
2
|ξ|2g
〉
= 0. (4.5.5)
Theorem 4.2.1 states that g has the form of the infinitesimal Maxwellian
g = h+ u · ξ + θ
(
1
2
|ξ|2 − 3
2
)
.
Substituting this into (4.5.5), the local mass and energy conservation laws yiled the incom-
pressibility relation for the velocity field u while that of momentum yields the Boussinesq
relation between ρ and θ:
divxu = 0, ∇x(h+ θ) = 0.
4.5.2 Proof of Convergence to Incompressible Electron-Magnetohydrodynamic-
Fourier Equations
Throughout this subsection, it is assumed that the bump function γ belongs to Υ˜ (defined by
(4.4.1)). Using Theorem 4.4.1, the classical Sobolev embedding theorems, and the continuity
of pseudo-differential operators of order 0 on W s,p for 1 < p <∞, one sees that, for all s > 0
∂tP < ξg
b
ε > +P∇x ·
1
ε
〈(
ξ ⊗ ξ − 1
3
|ξ|2I
)
gbε
〉
+ eP
(
Bε· < ξ ×∇ξηgbε >
)− αePEε
→ 0
(4.5.6)
in L1loc(dt;W
−s,1
loc (R3)), and
∂t
〈(
1
5
|ξ|2 − 1
)
gbε
〉
+∇x · 1
ε
〈
ξ
(
1
5
|ξ|2 − 1
)
gbε
〉
→ 0
(4.5.7)
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in L1loc(dtdx) as ε → 0. Here, the operator P is the Leray projection, i.e. the L2(dx)-
orthogonal projection on the space of divergence-free vector fields. In (4.5.7), we used
ξ ×∇ξ
(
1
5
|ξ|2 − 1
)
= 0.
By Theorem 4.2.1 and Proposition 4.2.2, pick any sequence εn → 0 such that
gbεn → g in w∗ − L∞t (L2(Mdξdx)), (4.5.8)
γεnq
b
εn → q in w − L1loc(L1(dtdx;L1((1 + |ξ|2)dM)). (4.5.9)
In this section, we deal exclusively with such extracted sequences, drop the index n and
abuse the notations gε, g
b
ε, g
c
ε, qε and so on to designate the subsequences gεn , g
b
εn , g
c
εn , qεn .
Set u and θ the limiting fluctuations of velocity and temperature fields defined by
< ξgbε >→ u, in w∗ − L∞t (L2x); (4.5.10)〈(
1
3
|ξ|2 − 1
)
gbε
〉
→ θ, in w∗ − L∞t (L2x). (4.5.11)
The second entropy control in Proposition implies that gbε and gε have the same limit g in
w − L1loc(dtdx;L1(Mdξ)); hence the Boussinesq relation and the incompressibility condition
hold:
divxu = 0, θ+ < g >= 0. (4.5.12)
Denote by ς either the tensor Φ or the vector Ψ. Since L is self-adjoint on L2(Mdξ) so
that
1
ε
< (Lς)gbε >=
1
ε
< ς(Lgbε) > =
1
ε
¿ ς(gbε + gbε∗ − gbε′ − gbε∗′)À
=¿ ς
[
1
ε
(gbε + g
b
ε∗ − gbε′ − gbε∗′) + (gbεgbε∗ − gbε′gbε∗′)
]
À
+ < ςQ(gbε, g
b
ε) > .
(4.5.13)
The first term in the last right hand side of (4.5.13) converges to the diffusion term while
the second term converges to the convection term in the incompressible MHD system. These
limits are analyzed in the next two lemmas. The convergence to the diffusion term is obtained
by an argument that closely follows [27], except that the present work should pay additional
attention to the Maxwell effect. This apparently minor difference makes our analysis slightly
more difficult than that in [27].
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Lemma 4.5.1. Define
ν =
1
10
< Φ : LΦ >, κ =
2
15
< Ψ · LΨ > . (4.5.14)
Then, as ε→ 0,
1
ε
< (LΦ)gbε > − < ΦQ(gbε, gbε) >→ −ν(∇xu+ (∇xu)>);
1
ε
< (LΨ)gbε > − < ΨQ(gbε, gbε) >→ −
5
2
κ∇xθ
in w − L1loc(dtdx).
The convection term is the nonlinear part of the limiting system and its convergence is
therefore the most difficult to establish. The analysis below rests not only on all a priori
estimates and the arguments in [27], but also the compactness of the moment of gbε in ξ
which is stated in Lemma 4.5.3.
Lemma 4.5.2. The following convergence hold in the sense of distributions on R+ × R3:
P∇x· < ΦQ(gbε, gbε) >→ P∇x · (u⊗ u),
∇x < ΨQ(gbε, gbε) >→
5
2
∇x · (uθ),
as ε→ 0.
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4.5.3 The Lorentz Force Term
The key result of this subsection is to deal with the convergence of the Lorentz force term.
To this end, we first state the following compactness about the moment of gε in ξ (see Lemma
3.7 in [27]).
Lemma 4.5.3. Let γ ∈ Υ be the same as in (4.2.15) and the hypothesis (H3) hold. Then,
the family gbε has the following property: for each sequence εn → 0, each function χ = χ(ξ)
such that |χ(ξ)|
1+|ξ|2 → 0 as |ξ| → ∞, each T > 0, there exists a function η : R+ 7→ R+ such that
limz→0+ η(z) = 0 and∫ T
0
∫
T
∣∣〈gbεnχ〉 (t, x+ y)− 〈gbεnχ〉 (t, x)∣∣2 dxdt ≤ η(|y|)
for each y ∈ R3 such that |y| ≤ 1, uniformly in n.
Proof. For any γ ∈ Υ, since Fε is a renormalized solution of (4.1.4) relatively toM , using the
nonlinear function Γ(z) = (z − 1)γ(z) in the renormalized formulation (4.1.31), we obtain
(ε∂t + ξ · ∇x)gbε =
∫
R3
∫
S2
qεγˆεbdR3megaM∗dξ∗ − edivξ
(
ε(εEε + ξ ×Bε)gbε
)
+ eγˆεεEε · ξGε,
(4.5.15)
with γˆ defined in terms of the truncation γ by (4.4.2). Denoting
f ∧ L =

f, if |f | ≤ L;
L, if f ≥ L;
−L, if f ≤ −L
for every L > 1, we deduce from (4.5.15) that
(ε∂t + ξ · ∇x)(gbε ∧ L) =
(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|gbε|≤L}
− edivξ
(
ε(εEε + ξ ×Bε)
(
gbε ∧ L
))
+ eγˆεεEε · ξGε1{|gbε|≤L},
(4.5.16)
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Furthermore, for every N > 1, we decompose gbε ∧ L as
gbε ∧ L = gbε + gˆbε, gbε
in
= 0,
with
(ε∂t + ξ · ∇x)gbε =
(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|gbε|≤L}1{|Aε|>N}, (4.5.17)
and
(ε∂t + ξ · ∇x)gˆbε =
(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|gbε|≤L}1{|Aε|≤N}
− edivξ
(
ε(εEε + ξ ×Bε)
(
gbε ∧ L
))
+ eγˆεεEε · ξGε1{|gbε|≤L},
(4.5.18)
where
Aε =
∫
R3
∫
S2
qεγˆεbdωM∗dξ∗.
Step 1: Control of R3vgbε. From (4.5.17), if we denote
Sε =
(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|Aε|>N}1{|gbε|≤L},
then we obtain
gbε(t, x, ξ) =
∫ t
ε
0
Sε(t− εs, x− sξ, ξ)ds. (4.5.19)
Notice that, since |γˆε| ≤ 9 and qε is weakly compact in L1(dtdxdM), Sε is uniformly
bounded in L1(dtdxMdξ). Therefore,∥∥∥gbε(t, x, ξ)∥∥∥
L1(dtdxMdξ)
≤ ‖Sε‖L∞t (L1(dxdM)) . (4.5.20)
Step 2: Compactness of gˆbε. Setting
Sˆε =
(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|Aε|≤N}1{|gˆbε|≤L}
− edivξ
(
ε(εEε + ξ ×Bε)
(
gbε ∧ L
))
+ eγˆεεEε · ξGε
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Notice that |γˆεGε| ≤ 272 , and hence, by the interpolation between L1 and L∞, we have(∫
R3
∫
S2
qεγˆεbdωM∗dξ∗
)
1{|Aε|≤N}1{|gˆbε|≤L} + eγˆεεEε · ξGε ∈ L
2(dtdxMdx)
and
divξ
(
ε(εEε + ξ ×Bε)
(
gbε ∧ L
)) ∈ L2(dtdx;H−1(dξ)).
Thus, from (4.5.18), we obtain
(ε∂t + ξ · ∇x)gˆbε = Sˆε ∈ L2(dtdxMdx) + L2(dtdx;H−1(dξ). (4.5.21)
Applying the averaging theorem in [13, 26], we deduce from (4.5.21) that, for all χ(ξ) such
that χ(ξ)
1+|ξ|2 → 0 as |ξ| → ∞,
‖ < gˆbεχ > ‖L2(0,T ;H 14 (T )) ≤ CN,L, (4.5.22)
where CN,L depends only on N,L. This yields the compactness of < gˆbεχ > in space; namely,
there exists a function η : R+ 7→ R+ such that limz→0+ η(z) = 0∥∥∥〈gˆbεχ〉 (t, ·+ y)− 〈gˆbεχ〉 (t, ·)∥∥∥
L2((0,T )×T )
≤ η(|y|). (4.5.23)
Step 3: Compactness of gbε ∧ L. From (4.5.21) and the weak compactness of qε in
L1(dtdxdM), we have, for large enough N ,
∥∥∥gbε(t, x, ξ)∥∥∥
L1(dtdxMdξ)
can be as small as we like.
Thus, this, combining with (4.5.23) that there exists a function η : R+ 7→ R+ such that
limz→0+ η(z) = 0∥∥〈(gbε ∧ L)χ〉 (t, ·+ y)− 〈(gbε ∧ L)χ〉 (t, ·)∥∥L1((0,T )×T ) ≤ η(|y|). (4.5.24)
Then, using the hypothesis that
{(
gbε
)2}
{ε>0}
is relatively compact in w−L1(dt(1+|ξ|2)Mdξdx),
we deduce easily that there exists a function η : R+ 7→ R+ such that limz→0+ η(z) = 0∥∥〈(gbε ∧ L)χ〉 (t, ·+ y)− 〈(gbε ∧ L)χ〉 (t, ·)∥∥L2((0,T )×T ) ≤ η(|y|). (4.5.25)
Step 4: Compactness of gbε. Due to the hypothesis that
{(
gbε
)2}
{ε>0}
is relatively
compact in w − L1(dt(1 + |ξ|2)Mdξdx), for every β > 0, there exists an integer L > 1 such
that ∥∥〈(gbε ∧ L)χ〉 (t, ·)− 〈(gbε)χ〉 (t, ·)∥∥L2((0,T )×T ) ≤ Cβ,
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uniformly in ε. Thus, for such β and L, we have
∥∥〈(gbε ∧ L)χ〉 (t, ·+ y)− 〈gbεχ〉 (t, ·+ y)∥∥L2((0,T )×T ) ≤ Cβ,
and ∥∥〈(gbε ∧ L)χ〉 (t, ·)− 〈gbεχ〉 (t, ·)∥∥L2((0,T )×T ) ≤ Cβ,
uniformly in ε. Hence, the above two inequalities, combining together with (4.5.25), imply
there exists a function η : R+ 7→ R+ such that limz→0+ η(z) = 0 and∫ T
0
∫
T
∣∣〈gbεnχ〉 (t, x+ y)− 〈gbεnχ〉 (t, x)∣∣2 dxdt ≤ η(|y|)
for each y ∈ R3 such that |y| ≤ 1, uniformly in n.
Now, we are ready to prove the convergence of the term of Lorentz force.
Lemma 4.5.4. The following convergence holds in the sense of distributions on R+ × R3:
Bε· < ξ ×∇ξξkgbε >→ (B × (∇×B))k,
as ε→ 0, for all 1 ≤ k ≤ 3. The notation ak stands for the i-th component of the vector a.
Further, we have j = eu.
Proof. For any 1 ≤ k ≤ 3, ∇ξξk = ek, where {ek}3k=1 is the standard basis for R3. This
implies
< ξ ×∇ξξkgbε >=< ξgbε > ×ek.
Then, we can rewrite Bε· < ξ ×∇ξξkgbε > as
Bε· < ξ ×∇ξξkgbε > = Bε ·
(
< ξgbε > ×ek
)
. (4.5.26)
Defining
jbε = e
< ξ(1 + εgbε) >
ε
= e < ξgbε >,
since < ξ >= 0. Then, we have ∥∥∥∥jbε − jεε
∥∥∥∥
L∞t (L1(dxMdξ))
→ 0, (4.5.27)
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as ε → 0. Indeed, from the definition of gcε, we know that εgcε is uniformly bounded in
L∞t (L
2(dxMdξ)) while from the second statement of Lemma 4.2.2, gcε is uniformly bounded
in L∞t (L
1(dxMdξ)). Thus, by the interpolation between L2 and L1, we deduce that
‖εgcε‖L∞t (L 32 (dxMdξ)) ≤ Cε
1
2 ,
for some constant C > 0. Therefore, we have∥∥∥∥jbε − jεε
∥∥∥∥
L∞t (L1(dxMdξ))
=
∥∥gbεξ − gεξ∥∥L∞t (L1(dxMdξ))
= ‖εgcεξ‖L∞t (L1(dxMdξ))
≤ ‖εgcε‖L∞t (L 32 (dxMdξ)) |T |
1
3 < |ξ|3 > 13
≤ Cε 12 → 0,
as ε → 0. Here the notation |T | stands for the Lebesgue measure of the set T . Hence,
(4.5.27), combining with the weak convergence of
{
ji
ε
}
{ε>0} in L
∞
t (L
2(dxMdξ)) and the
uniform bound of {jbε}{ε>0} in L∞t (L2(dxMdξ)), implies that jbε converges weakly to j in
L∞t (L
2(dxMdξ)). Note that jε
ε
= e < gεξ >, we have j = eu.
Notice that, (4.1.2c) implies
∂tBε = −∇× Eε ∈ L∞(0, T ;W−4,2(T )) ⊂ L1(0, T ;W−s,1(T )),
for some s > 4 large enough, and is bounded in L1(0, T ;W−s,1(T )) uniformly in ε. On the
other hand, Lemma 4.5.3 with χ(ξ) = ξk implies that for each T > 0,∫ T
0
∫
T
| < ξgbε > (t, x+ y)× ek− < ξgbε > (t, x)× ek|2dxdt ≤ η(|y|), (4.5.28)
for each y ∈ R3 such that |y| ≤ 1, uniformly in ε, where η is a function R+ 7→ R+ satisfying
limz→0+ η(z) = 0. Hence, by Lemma 5.1 in [51], one has
(Bε) ·
(
< ξgbε > ×ek
)→ B · (eu× ek) = B · (j × ek) = (B × j)k, (4.5.29)
in the sense of distributions.
This finishes our proof.
78
BIBLIOGRAPHY
[1] Alazard, T., Low Mach number limit of the full Navier-Stokes equations. Arch. Ration.
Mech. Anal. 180 (2006), no. 1, 1-73.
[2] Bardos, C.; Golse, F.; Levermore, D., Fluid dynamic limits of kinetic equations. I.
Formal derivations. J. Statist. Phys. 63 (1991), 323–344.
[3] Bardos, C.; Golse, F.; Levermore, C. D., Fluid dynamic limits of kinetic equations. II.
Convergence proofs for the Boltzmann equation. Comm. Pure Appl. Math. 46 (1993),
667–753.
[4] Boris V. Somov, Plasma astrophysics, Part 1:Fundamentals and practice. Springer,
2006.
[5] Bresch, D.; Desjardins, B.; Grenier, E.; Lin, C. K., Low mach number limit of viscous
polytropic flows: Formal asymptotics in periodic case, Stud. Appl. Math. 109 (2002),
125–149.
[6] Cabannes, H., Theoretical Magnetofluiddynamics, Academic Press, New York, 1970.
[7] Cercignani, C.; Illner, R.; Pulvirenti, M., The mathematical theory of dilute gases.
Applied Mathematical Sciences, 106. Springer-Verlag, New York, 1994.
[8] Chen, G.-Q.; Wang, D., Global solution of nonlinear magnetohydrodynamics with large
initial data. J. Differential Equations, 182 (2002), 344-376.
[9] Chen, G.-Q.; Wang, D., Existence and continuous dependence of large solutions for the
magnetohydrodynamic equations. Z. Angew. Math. Phys. 54 (2003), 608–632.
[10] Danchin, R., Zero Mach number limit for compressible flows with periodic boundary
conditions. Amer. J. Math. 124 (2002), no. 6, 1153–1219.
[11] Desjardins, B.; Grenier, E., Low Mach number limit of viscous compressible flows
in the whole space, R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci. 455 (1999),
2271–2279.
79
[12] Desjardins, B.; Grenier, E.; Lions, P. L.; Masmoudi, N., Incompressible limit for
solutions of the isentropic Navier-Stokes equations with Dirichlet boundary conditions,
J. Math. Pures Appl. (9) 78 (1999), 461–471.
[13] DiPerna, R. J.; Lions, P.-L., Global weak solutions of Vlasov-Maxwell systems. Comm.
Pure Appl. Math. 42 (1989), 729–757.
[14] DiPerna, R. J.; Lions, P.-L., On the Cauchy problem for Boltzmann equations: global
existence and weak stability. Ann. of Math. (2) 130 (1989), 321–366.
[15] Ducomet, B.; Feireisl, E., The equations of Magnetohydrodynamics: On the interaction
between matter and radiation in the evolution of gaseous stars. Commun. Math. Phys.
226 (2006), 595-629.
[16] Duvaut, G.; Lions, J. L., Ine´quations en thermoe´lasticite´ et magne´to-hydrodynamique,
Arch. Rational Mech. Anal. 46 (1972) 241-279.
[17] Erban, D., On the existence of solutions to the Navier-Stokes equations of a two-
dimensional compressible flow. Math. Methods Appl. Sci. 26 (2003), 489–517.
[18] Fan, J.; Jiang, S.; Nakamura, G., Vanishing shear viscosity limit in the magnetohydro-
dynamic equations, Commun. Math. Phys. 270 (2007), 691-708.
[19] Feireisl, E., Dynamics of viscous compressible fluids. Oxford Lecture Series in Math-
ematics and its Applications, 26. Oxford University Press, Oxford, 2004.
[20] Feireisl, E.; Novotny´, A.; Petzeltova´, H., On the existence of globally defined weak
solutions to the Navier-Stokes equations. J. Math. Fluid Mech. 3 (2001), 358–392.
[21] Feireisl, E.; Novotny´, A., The low Mach number limit for the full Navier-Stokes-Fourier
system. Arch. Ration. Mech. Anal. 186 (2007), no. 1, 77–107.
[22] Freistu¨hler, H.; Szmolyan, P., Existence and bifurcation of viscous profiles for all
intermediate magnetohydrodynamic shock waves. SIAM J. Math. Anal., 26 (1995), 112-
128.
[23] Galdi, G. P., An introduction to the mathematical theory of the Navier-Stokes equa-
tions.Vol. I. Linearized steady problems, Springer-Verlag, New York, 1994.
[24] Glassey, Robert T., The Cauchy problem in kinetic theory. Society for Industrial and
Applied Mathematics (SIAM), Philadelphia, PA, 1996.
[25] Golse, F.; Levermore, C. D., Stokes-Fourier and acoustic limits for the Boltzmann
equation: convergence proofs. Comm. Pure Appl. Math. 55 (2002), 336–393.
[26] Golse, F.; Lions, P.-L.; Perthame, B.; Sentis, R., Regularity of the moments of the
solution of a transport equation. J. Funct. Anal. 76 (1988), 110–125.
80
[27] Golse, F.; Saint-Raymond, L., The Navier-Stokes limit of the Boltzmann equation for
bounded collision kernels. Invent. Math. 155 (2004), 81–161.
[28] Goossens, M., An introduction to plasma astrophysics and magnetohydrodynamics.
Kluwer Academic Publishers, The Netherlands, 2003.
[29] Grad, H., Asymptotic theory of the Boltzmann equation. II. 1963 Rarefied Gas Dynam-
ics (Proc. 3rd Internat. Sympos., Palais de l’UNESCO, Paris, 1962), Vol. I pp. 26–59
Academic Press, New York
[30] Guo, Y., The Vlasov-Maxwell-Boltzmann system near Maxwellians. Invent. Math. 153
(2003), 593–630.
[31] Hoff, D., Strong convergence to global solutions for multidimensional flows of compress-
ible, viscous fluids with polytropic equations of state and discontinuous initial data.
Arch. Rational Mech. Anal. 132 (1995), 1–14.
[32] Hoff, D., Discontinuous solutions of the Navier-Stokes equations for multidimensional
flows of heat-conducting fluids. Arch. Rational Mech. Anal. 139 (1997), 303–354.
[33] Hoff, D., The zero-Mach limit of compressible flows, Comm. Math. Phys. 192 (1998),
543–554.
[34] Hoff, D.; Tsyganov, E., Uniqueness and continuous dependence of weak solutions in
compressible magnetohydrodynamics. Z. Angew. Math. Phys. 56 (2005), 791–804.
[35] Hu, X.; Wang, D., Global solutions to the three-dimensional full compressible magne-
tohydrodynamic flows, Comm. Math. Phys. 283 (2008), 255–284.
[36] Hu, X.; Wang, D., Global existence and large-time behavior of solutions to the multi-
dimensional MHD equations of compressible isentropic flows, To appear in Arch. Ra-
tional Mech. Anal.
[37] Hu, X.; Wang, D., Compactness of weak solutions to compressible magnetohydrodynam-
ics equations with density-dependent viscosities, J. Differential Equations 245 (2008),
2176-2198.
[38] Hu, X.; Wang, D., Low Mach number limit of viscous compressible magnetohydrody-
namic flows, SIAM J. Math. Anal. 41 (2009), 1272-1294.
[39] Hu, X.; Wang, D., Global existence and incompressible limit of weak solutions to
the multi-dimensional compressible magnetohydrodynamics. Proceedings of Hyperbolic
problems: theory, numerics, applications, 2008.
[40] Hu, X.; Wang, D., On the Cauchy problem of the Vlasov-Maxwell-Boltzmann equations:
weak stability and large time behavior. Preprint.
81
[41] Hu, X.; Wang, D., Incompressible magnetohydrodynamic limit of the Vlasov-Maxwell-
Boltzmann equations. Preprint.
[42] Jang, J., Vlasov-Maxwell-Boltzmann diffusive limit. To appear Arch. Rational Mech.
Anal.
[43] Kazhikhov, V.; Shelukhin, V. V., Unique global solution with respect to time of initial-
boundary-value problems for one-dimensional equations of a viscous gas, J. Appl.
Math. Mech. 41 (1977), 273-282.
[44] Kawashima, S.; Okada, M. Smooth global solutions for the one-dimensional equations
in magnetohydrodynamics. Proc. Japan Acad. Ser. A Math. Sci., 58 (1982), 384-387.
[45] Klainerman, S.; Majda, A., Singular limits of quasilinear hyperbolic systems with large
parameters and the incompressible limit of compressible fluids. Comm. Pure Appl.
Math. 34 (1981), no. 4, 481–524.
[46] Kulikovskiy, A. G.; Lyubimov, G. A., Magnetohydrodynamics, Addison-Wesley, Read-
ing, Massachusetts, 1965.
[47] Ladyzenskaja, O. A.; Solonnikov,V. A., The linearization principle and invariant man-
ifolds for problems of magnetohydrodynamics. Boundary value problems of mathemat-
ical physics and related questions in the theory of functions, 7.
[48] Laudau, L. D.; Lifshitz, E. M., Electrodynamics of Continuous Media, 2nd ed., Perga-
mon, New York, 1984.
[49] Levermore, C. D.; Masmoudi, N., From the Boltzmann equation to an incompressible
Navier-Stokes-Fourier system. To appear Arch. Rational Mech. Anal.
[50] Lions, P. L., Mathematical topics in fluid mechanics. Vol. 1. Incompressible models.
Oxford Lecture Series in Mathematics and its Applications, 3. Oxford Science Publi-
cations. The Clarendon Press, Oxford University Press, New York, 1996.
[51] Lions, P. L., Mathematical topics in fluid mechanics. Vol. 2. Compressible models.
Oxford Lecture Series in Mathematics and its Applications, 10. Oxford Science Publi-
cations. The Clarendon Press, Oxford University Press, New York, 1998.
[52] Lions, P. L.; Masmoudi, N., Incompressible limit for a viscous compressible fluid, J.
Math. Pures Appl. (9) 77 (1998), 585–627.
[53] Lions, P.-L.; Masmoudi, N., From the Boltzmann equations to the equations of in-
compressible fluid mechanics. I, II. Arch. Ration. Mech. Anal. 158 (2001), 173–193,
195–211.
[54] Liu, T.-P.; Zeng, Y., Large time behavior of solutions for general quasilinear hyperbolic-
parabolic systems of conservation laws. Memoirs Amer. Math. Soc. 599, 1997.
82
[55] Maremonti, P. Existence and stability of time-periodic solutions to the Navier-Stokes
equations in the whole space. Nonlinearity 4 (1991), 503–529.
[56] Masmoudi, N.; Saint-Raymond, L., From the Boltzmann equation to the Stokes-Fourier
system in a bounded domain. Comm. Pure Appl. Math. 56 (2003), 1263–1293.
[57] Masmoudi, N., Incompressible, inviscid limit of the compressible Navier-Stokes system,
Ann. Inst. H. Poincare´ Anal. Non Line´aire 18 (2001), 199–224.
[58] Matthaeus, H.; Brown, R. Nearly incompressible magnetohydrodynamics at low Mach
number. Phys. Fluids 31 (1988), 3634–3644.
[59] Me´tivier, G.; Schochet, S.’ The incompressible limit of the non-isentropic Euler equa-
tions. Arch. Ration. Mech. Anal. 158 (2001), no. 1, 61–90.
[60] Me´tivier, G.; Schochet, S.’ Averaging theorems for conservative systems and the weakly
compressible Euler equations. J. Differential Equations 187 (2003), no. 1, 106–183.
[61] Novotne´, A.; Stravskraba, I., Introduction to the theory of compressible flow, Oxford
University Press: Oxford, 2004.
[62] Puel, M.; Saint-Raymond, L., Quasineutral limit for the relativistic Vlasov-Maxwell
system. Asymptot. Anal. 40 (2004), 303–352.
[63] Saint-Raymond, L., Convergence of solutions to the Boltzmann equation in the incom-
pressible Euler limit. Arch. Ration. Mech. Anal. 166 (2003), 47–80.
[64] Schochet, S., The compressible Euler equations in a bounded domain: existence of
solutions and the incompressible limit. Comm. Math. Phys. 104 (1986), no. 1, 49–75.
[65] Schochet, S., The mathematical theory of low Mach number flows. M2ANMath. Model.
Numer. Anal. 39 (2005), no. 3, 441–458.
[66] Sermange, M.; Temam, R., Some mathematical questions related to the MHD equa-
tions, Comm. Pure Appl. Math. 36 (1983), 635-664.
[67] Wang, D. Large solutions to the initial-boundary value problem for planar magneto-
hydrodynamics. SIAM J. Appl. Math. 63 (2003), 1424-1441.
[68] Wang, S.; Jiang, S., The convergence of the Navier-Stokes-Poisson system to the incom-
pressible Euler equations, Comm. Partial Differential Equations 31 (2006), 571–591.
83
