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Abstract
We consider a rough differential equation of the form dYt =
∑
i
Vi(Yt)dX
i
t
+V0(Yt)dt,
whereXt is a Markovian rough path. We demonstrate that if the vector fields (Vi)0≤i≤d
satisfy the Ho¨rmander’s bracket generating condition, then Yt admits a smooth density
with a Gaussian type upper bound, given the generator of Xt satisfy a uniformly elliptic
condition. We first show the result for semi-martingales, the general case follows from
an approximation argument.
1 introduction
Over the past decade, rough differential equations driven by Gaussian processes have been
extensively studied and are now well understood. Among the most important questions,
is the existence and smoothness of the density of their solutions. The case where Yt is a
diffusion process is a classical question and was solved by Ho¨rmander [15] using analytic
methods. Later Malliavin [20] gave an elegant probabilistic proof. In the case of the driving
signal given by fractional Brownian motion(fBm) with Hurst parameter H > 12 , Nualart and
Hu [16] first proved the existence and smoothness of the density under elliptic assumption
on the vector fields. Baudoin and Hairer [2] sharpened the result with Ho¨rmander’s bracket
generating assumption on the vector fields.
With recent advancements on Gaussian rough path theory, it is proved in [5], that the
solution admits a density if the vector fields satisfy the Ho¨rmander’s condition, and the
driving signal is a general non-degenerate Gaussian process. Smoothness of the density was
proved later in [6], after the tail estimate for the Jacobian and a deterministic Norris lemma
were established (see [7],[14]).
The major tool that has been used in the Gaussian driving signal case is Malliavin
calculus, which stands at the crossroads of the theory of differential measures and analysis on
Wiener spaces. One major reason that Malliavin calculus applies perfectly in this context is
the existence of an underlying Cameron-Martin space and the Cameron-Martin embedding
theorem. The former allows us to develop an integration by parts formula on Wiener
space, while the latter ensures the Malliavin derivative can be represented by Young’s
integral. Unfortunately, we have neither in the Markovian case. Thus, contrary to the
rapid developments of its Gaussian counterpart, the study of rough differential equations
driven by Markovian rough paths progresses rather slowly. In [8] Chevyrev and Ogrodnik
used analysis on manifolds to prove the existence of a density with respect to any smooth
measure under Ho¨rmander’s condition assumption on the vector fields. The smoothness
question is still open.
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In this paper, we aim to prove the smoothness of the density provided the vector fields
satisfy the Ho¨rmander’s condition. We fix two constants 0 < λ < Λ. let a be a measurable
function from Rd to the space of symmetric matrices which are uniformly elliptic with
respect to λ and bounded by Λ, i.e.,
λ|ξ|2 ≤ 〈ξ, a(x)ξ〉 ≤ Λ|ξ|2
for any ξ ∈ Rd and almost every x ∈ Rd, where |ξ| is the Euclidean norm. We use Ξλ,Λ
to denote all the functions that satisfy this assumption. Define the associated differential
operator
L =
1
2
d∑
i,j=1
∂
∂xi
(ai,j
∂
∂xj
) (1)
with domainDom(L) = H2(Rd). Throughout this paper, C∞b means the space of all smooth
bounded vector fields. Now we can state our main results.
Theorem 1.1. Assume a ∈ Ξλ,Λ, let Xt be the Markov process whose generator is given by
(1) with canonical rough lift Xt. Consider the rough differential equation
dYt = y0 +
d∑
i=1
ˆ t
0
Vi(Ys)dX
i
s +
ˆ t
0
V0(Ys)ds, y0 ∈ Re, t ∈ [0, 1].
If {Vi}0≤i≤d ⊂ C∞b (Re) and satisfy Ho¨rmander’s condition at every point in Re, then Yt
has a smooth density pYt(y) with respect to the Lebesgue measure on R
e for any t ∈ (0, 1].
Moreover, pYt(y) has the following Gaussian type upper bound,
pYt(y) ≤ C1(t) exp
(
−C2(y − y0)
2
t
)
.
An approximation argument (see section 2 below) is crucial in proving theorem 1.1, as
it allows us to approximate Xt by diffusion processes. Theorem 1.1 will then follow easily
from the following intermediate result
Theorem 1.2. Assume all the vector fields are in C∞b . Let
Xt = x0 +
d∑
i=1
ˆ t
0
Ai(Xs)dW
i
s +
ˆ t
0
B(Xs)ds, x0 ∈ Rd, t ∈ [0, 1],
where {W i}1≤i≤d is a standard Brownian motion in Rd. Let Yt be the solution to the rough
differential equation
Yt = y0 +
d∑
i=1
ˆ t
0
Vi(Ys)dX
i
s +
ˆ t
0
V0(Ys)ds, y0 ∈ Re, t ∈ [0, 1], (2)
where X is the canonical rough lift of Xt. If {Ai}1≤i≤d form an elliptic system, and
{Vi}0≤i≤d satisfy Ho¨rmander’s condition at every point in Re, then Yt has a smooth density
pYt(y) with respect to the Lebesgue measure on R
e for any t ∈ (0, 1]. Moreover, the density
pYt(y) has the following Gaussian type upper bound,
pYt(y) ≤ C1(t) exp
(
−C2(y − y0)
2
t
)
.
.
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Remark 1.3. It is well known that rough differential equations driven by semi-martingales
coincide with Stratonovich stochastic differential equations. It is reasonable to couple (Xt, Yt)
defined in theorem 1.2, and try using classical Ho¨rmander’s theorem for diffusion to get the
desired result. But this approach has two natural obstacles. On one hand, it is very difficult
to come up with a sufficient condition for the vector fields associated with (Xt, Yt) to satisfy
the Ho¨rmander’s condition. Since terms involve ViA
k
j will show up, and it is unreasonable
to assume anything on the components of Aj. On the other hand, if we are aiming for a
smooth density for Yt, a Ho¨rmander’s type result on the couple (Xt, Yt) is too strong for
us. Indeed, even when Xt and Yt have smooth densities separately, the couple process may
not have a density in general. A trivial example would be Xt = Yt = Wt, where Wt is a
standard Brownian motion on Rd.
Remark 1.4. For comparison, the upper bound of the density of Xt is given by the heat
kernel upper bound estimations , where C1(t) = C · t d2 . We refer to [9] for more details.
2 Markovian rough path and a convergence argument
Let Xat be the Markov process defined on [0, 1], whose generator is given by (1). Let Px
be the law of Xat starting at x ∈ Rd. Note that if a is C1 then L is equivalent to a non-
divergence operator, and Xat is given by a semi-martingale. In the rest of this paper, we will
simply write Xt for the Markov process generated by L when there is no risk of confusion.
In order to study differential equations driven by Xt, one first needs to enhance Xt to
a rough path. Although a direct construction of Xt as a diffusion on the free nilpotent Lie
group G(Rd) is possible (see [11]), we opted to follow the probabilistic construction (see
[19],[1],[17],[18]). This approach allows us to work more conveniently on Re and a crucial
convergence result is applicable (see proposition 2.1 below ). In the following, we use Vα to
represent the space of α rough paths. We equip Vα with an inhomogenous metric
Nx,γ :=
[α]∑
k=1
sup
u 6=v∈[0,1]
| xku,v |(R)⊗k
|u− v|kγ ,
where [α] is the integer part of α.
Let {Dn}n≥1 be a sequence of partitions of interval [0, t], t ∈ (0, 1], whose mesh go to 0
as n goes to infinity. Define
Kni,j(X) =
∑
tk∈Dn
Xitk+1 +X
i
tk
2
(Xjtk+1 −X
j
tk
),
then Ki,j(X) := limn→∞K
n
i,j(X) exists in probability, and the couple Xt = (Xt,Kt) is a
geometric rough path in Vα for any α > 2 (see [17]). Xt is called the canonical rough lift
of Xt.
A well known sufficient condition for Yt to have a smooth density is the following esti-
mation ∣∣E(∂αf(Yt))∣∣ ≤ Cα‖f‖∞ , (3)
where f ∈ C∞c (Re) and α is any multi-index with |α| ≥ 1. In the Gaussian case, this
estimate is proved by repeatedly using an integration by parts formula on Wiener space,
that involves the directional derivatives of both Yt and the Gaussian measure induced by
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the driving signal. This interaction between Gaussian functionals and Gaussian measures
requires the determinant of the inverse Malliavin matrix of Yt to be in L
p(Ω) for all p ≥ 1.
As pointed out before there is no such integration by parts formula in the Markovian case.
That is why the next proposition is essential in our approach, as it allows us to approximate
Yt by diffusions where Malliavin calculus is applicable again.
Proposition 2.1 (Corollary 1 of [18]). Let a ∈ Ξλ,Λ, and an ∈ Ξλ,Λ such that an converges
almost everywhere to a. Then (Xa
n
,K(Xan)) converges to (Xa,K(Xa)) in distribution
under Px in Vα for any α > 2 and any x ∈ Rd.
We standard notation. Let IV (x, 0;Xt) represent the Itoˆ-Lyons map. Recall that
IV (x, 0;Xt) is a continuous map from Vα to the space of continuous Re-valued paths. Let
Yt = IV (x, 0;X
a
t )t and Y
n
t = IV (x, 0;X
an )t, then as a direct consequence of proposition 2.1,
if an converges to a almost everywhere, we have for any bounded continuous function on
R
e
E
x(f(Yt)) = lim
n→+∞
E
x(f(Y nt )). (4)
In particular, if a can be approximated by a sequence of smooth matrices an, then we can
reduce the question to differential equations driven by semi-martingales. Indeed, consider
the standard mollifier φn(x). Since a ∈ ΞΛ,λ, it is in L1loc(Rd), and a ∗ φn(x) converges to a
almost everywhere. Moreover, we see that for any ξ ∈ Rd,
〈ξ, a ∗ φn(x)ξ〉 =
ˆ
Rd
d∑
i,j=1
ξiξjai,j(y)φn(x− y)dy
≥
ˆ
Rd
λ|ξ|2 φn(x− y)dy
=λ|ξ|2 .
Similar argument gives the upper bound, thus a ∗ φn ∈ Ξλ,Λ. The corresponding Markov
process Xa∗φn is a semi-martingale, with generator given by
Ln =
1
2
d∑
i,j=1
(a ∗ φn)i,j ∂
2
∂xi∂xj
+
1
2
d∑
j=1
d∑
i=1
∂(a ∗ φn)i,j
∂xi
∂
∂xj
.
It is well known that Xa∗φn is the solution to the following stochastic differential equation,
Xt = x0 +
d∑
i=1
ˆ t
0
Ai(Xs)dW
i
s +
ˆ t
0
B(Xs)ds, ∀t ∈ [0, 1], (5)
where {Ai}1≤1≤d form an elliptic system, and {Ai}1≤1≤d, B are vector fields in C∞b . Thus,
to prove (3) for Yt, we only need to prove the same estimation for Y
n
t and show it is uniform
over n.
Remark 2.2. The clear advantage of this approach is that Y nt is now a Gaussian functional
associated with Brownian motion, therefore Malliavin calculus is applicable again for the
proof of (3).
The rest of the paper will mainly focus on the proof of theorem 1.2. Theorem 1.1 then
follows easily from theorem 1.2. Unless otherwise specified, our notations Yt,Xt refer to
those defined in theorem 1.2.
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3 Malliavin differentiability
This section is devoted to studying the Malliavin derivative of Yt. We will give an explicit
formula for the Malliavin derivative of Yt. Let {Dn}n≥1 be a sequence of partitions of [0, t],
whose mesh goes to 0 as n approaches infinity. For any process Z defined on [0, t], we use
Zn to represent the piece-wise linear approximation of Z along Dn. As before, πV (0, y0;X)
is the Itoˆ-Lyons map, with vector fields {V i}1≤i≤d, starting point y0 and driving signal X.
Since Xt is now a semi-martingale, Yt can naturally be taken as an Gaussian functional,
Yt(ω) = y0 +
d∑
i=1
ˆ t
0
Vi(Ys)dX
i
s(ω) +
ˆ t
0
V0(Ys)ds, y0 ∈ Re t ∈ [0, 1],
where ω represents the path of the underlying Brownian motion. Thus we have Yt =
πV (0, y0;X)t. Now let H be the Cameron-Martin space of Brownian motion, then for every
h in H, we can define
DhY
j
t = 〈DY jt , h˙〉L2([0,1]) := lim
ǫ→0
Y jt (ω + ǫh)− Y jt (ω)
ǫ
, 1 ≤ j ≤ e. (6)
We use the fact that rough differential equation coincide with Stratonovich stochastic dif-
ferential equation in the semi-martingale case to get
Yt(ω + ǫh) = y0 +
ˆ t
0
V0(Ys(ω + ǫh))ds +
d∑
i=1
ˆ t
0
Vi(Ys(ω + ǫh)) ◦ dX(ω + ǫh)is,
where X(ω + ǫh) is a semi-martingale given by
X(ω + ǫh)t = x0 +
d∑
i=1
ˆ t
0
Ai(X(ω + ǫh)s)d(W + h)
i
s +
ˆ t
0
B(X(ω + ǫh)s)ds,
For brevity, let us denote πV (0, y0;X(ω+ ǫh))t,X(ω+ ǫh)t by Y
ǫ,h
t ,X
ǫ,h
t respectively. Now,
by considering (Xt, Yt) as a coupled process, it is straightforward to see that it solves a
stochastic differnetial equation driven by Brownian motion, with C∞b vector fields. It is
well known from classical stochastic differential equation theory, that the limit in (6) exists.
Our goal is to compute it explicitly. First, note that
Y ǫ,ht − Yt
ǫ
= lim
n→∞
πV (0, y0;X
ǫ,h,n)− πV (0, y0;Xn)
ǫ
,
where the limit is taken in probability. Let Zh,n = πV (0, y0;X
n,ǫ,h). It is easily checked
that,
Zh,nt = y0 +
ˆ t
0
V0(Z
h,n
s )ds+
d∑
i=1
ˆ t
0
Vi(Z
h,n
s )dX
n(ω + ǫh)is.
Likewise, let Zn = πV (0, y0;X
n), then
Znt = y0 +
ˆ t
0
V0(Z
n
s )ds+
d∑
i=1
ˆ t
0
Vi(Z
n
s )dX
n(ω)is.
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Using the fact that X is Malliavin differentiable, we have for fixed Dn
lim
ǫ→0
Xn(ω + ǫh)is −Xn(ω)is
ǫ
= DhX
i,n
s
uniformly over [0, 1] almost surely. By Duhamel’s principle of ODE (see for example [12]
section 4.1 and 4.2), we have
lim
ǫ→0
Zh,nt − Znt
ǫ
=
d∑
i=1
ˆ t
0
J(Zn)t←sVi(Z
n
s )dDhX
i,n
s ,
where J(Zn)t←s is the Jacobian process of Z
n. Finally, taking the limit with respect to n
gives
DhYt = lim
n→∞
lim
ǫ→0
Zh,nt − Znt
ǫ
= lim
n→∞
d∑
i=1
ˆ t
0
J(Zn)t←sVi(Z
n
s )dDhX
i,n
s
=
d∑
i=1
J(Y )t←0
ˆ t
0
J(Y )0←sVi(Ys) ◦ dDhXis.
We have just proved the following result;
Proposition 3.1. Let JYt←0 be the Jacobian process of Yt. Under assumptions of theorem
1.2, we have for all t ∈ [0, 1], h ∈ H,
DhYt =
d∑
i=1
JYt←0
ˆ t
0
JY0←sVi(Ys)dDhX
i
s
holds almost surely, where the integral is understood in the rough sense or equivalently
Stratonovich sense.
With a little more effort, we can deduce the following corollary;
Corollary 3.2. Let JYt←0 be the Jacobian process of Yt. Under the assumptions of theorem
1.2, for 1 ≤ j ≤ e
DjrYt =
d∑
i=1
JYt←0
ˆ t
0
JY0←sVi(Ys)dD
j
rX
i
s.
The integral is understood in the rough sense or equivalently Stratonovich sense.
Proof. Let {Dk}k≥1, {Rm}m≥1 be sequences of partitions of [0, t] and [0, 1] respectively,
whose meshes go to 0 as k,m go to infinity. Then it is readily checked that
DhYt =
d∑
i=1
Jt←0
ˆ t
0
J0←sVi(Ys)dDhX
i
s (7)
= lim
k→+∞
d∑
i=1
Jt←0
∑
sk∈Dk
J0←skVi(Ysk) + J0←sk+1Vi(Ysk+1)
2
(DhX
i
sk+1
−DhXisk) (8)
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where the convergence is in probability. Now using the definition of DhX,
DhX
i
si+1
−DhXisi =
d∑
l=1
ˆ 1
0
(DlrX
i
si+1
−DlrXisi)h˙lrdr (9)
= lim
m→+∞
∑
rm∈Rm
d∑
l=1
(DrmX
i
si+1
−DrmXisi)h˙lrm∆rm (10)
Combining equations (8) and (10) gives,
DhYt = lim
k→+∞
Jt←0
∑
sk∈Dk
J0←skVi(Ysk) + J0←sk+1Vi(Ysk+1)
2
(DhX
i
sk+1
−DhXisk)
= lim
k,m→+∞
d∑
i=1
Jt←0
∑
l,sk,rm
J0←skVi(Ysk) + J0←sk+1Vi(Ysk+1)
2
(DlrmX
i
sk+1
−DlrmXisk)h˙lrm∆rm
= lim
k→+∞
d∑
i=1
Jt←0
ˆ 1
0
∑
l,sk
J0←skVi(Ysk) + J0←sk+1Vi(Ysk+1)
2
(DlrX
i
sk+1
−DlrXisk)h˙lrdr
=
d∑
i=1
ˆ 1
0
Jt←0
∑
l
ˆ t
0
J0←sVi(Ys)dD
l
rX
i
s · h˙lrdr = 〈Jt←0
ˆ t
0
J0←sVi(Ys)dDrX
i
s, h˙r〉L2([0,1]).
Now our result follows from the definition of DhY .
Remark 3.3. We can choose to do everything using classical stochastic analysis methods as
mentioned before. By considering the couple (Xt, Yt) as a solution to a stochastic differential
equation driven by Brownian motion, we can directly use the Malliavin derivative formula
for diffusions to get the formula for (DXt,DYt), though the computation will be much more
difficult. Our method here outlines a more general argument that is suitable for further
generalization.
4 Small ball estimate
One essential step in proving the Ho¨rmander’s type theorem using Malliavin calculus, is the
use of Norris’ lemma. In classical stochastic analysis theory, it is nothing but a quantitative
version of the Doob-Meyer decomposition of semi-martingales. We are going to use a
deterministic version of Norris’ lemma, which first appeared in [14] and sharpened in [6].
We start with a definition.
Definition 4.1. Let θ ∈ (0, 1). A path X : [0, 1] → Rd is called θ-Ho¨lder rough if there
exists a constant c > 0 such that for every s in [0, 1], every ǫ in (0, 12 ], and every φ ∈ Rd
with |φ| = 1, there exists t in [0, 1] such that ǫ/2 < |t− s| < ǫ and∣∣〈φ,Xs,t〉∣∣ > cǫθ.
The largest such constant is called the modulus of θ-roughness, and is denoted by Lθ(X).
Another important notion needed for our deterministic version of Norris’ lemma is the so
called controlled rough path. We give the definition that we need for our purpose and refer
to [10] for more general explorations.
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Definition 4.2. Let X ∈ Cγ([0, 1],Rd), with γ ∈ (13 , 12). We say Y ∈ Cγ([0, 1],Rd) is
controlled by X if there exists Y ′ ∈ Cγ([0, 1],Rd×d) so that we have the decomposition
Ys,t = Y
′
s ·Xs,t +RYs,t, with
∥∥∥RYs,t∥∥∥
2γ
<∞.
Here we used
∥∥∥RYs,t∥∥∥
2γ
to represent the 2γ-Ho¨lder norm of RYs,t.
We equip the space of controlled rough path the following norm
‖Y ‖Qγ
X
=‖Y ‖γ +
∥∥Y ′∥∥
γ
.
Now we can state the Norris type result that we are going to use and refer to [6] for a
proof.
Proposition 4.3. Let X be a geometric rough path of order N ≥ 1 based on the Rd-valued
function x. We also assume that x is a θ-Ho¨lder rough path with 2γ > θ. Let y be a
R
d-valued controlled path, and set
Zt =
d∑
i=1
ˆ t
0
yisdx
i
s +
ˆ t
0
bsds.
Then there exists constants r > 0 and q > 0 such that, setting
R := 1 + Lθ(X)−1 +Nx,γ +‖Y ‖Qγ
X
+‖b‖γ ,
one has the bound
‖y‖∞ +‖b‖∞ ≤MRq‖Z‖r∞
where M depends on T, d and y.
In order to apply this result, we first need to show Xt is θ-Ho¨lder rough. Recall that,
Xt = x0 +
ˆ t
0
Ai(Xs)dW
i
s +
ˆ t
0
B(Xs)ds, ∀t ∈ [0, 1].
Let φ ∈ Rd, ‖φ‖ = 1, then 〈φ,Xt〉 is given by,
〈φ,Xs,t〉 =
ˆ t
s
〈φ,Ai(Xl)〉dW il +
ˆ t
s
〈φ,B(Xl)〉dl, ∀t ∈ [0, 1].
The following small ball estimation is key in proving θ-Ho¨lder roughness.
Lemma 4.4. Let {Ai}1≤i≤d form an elliptic system, then for any s ≤ t ∈ [0, 1] , k ∈ (0, 1),
we can find ǫ0 > 0 such that for all 0 < ǫ < ǫ0
P( inf
‖φ‖=1
sup
t−s≤δ
| 〈φ,Xs,t〉 |≤ ǫ) ≤ C1 exp
{
− C2δ
ǫ2−2kC3
}
.
Proof. We make a simplification, for fixed s ≤ t , define Mr = 〈φ,Xs,r〉, then
sup
t−s≤δ
| 〈φ,Xs,t〉 |= sup
r∈[0,δ]
|Mr| .
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Obviously Mr is a semi-martingale given by
Mr =
ˆ r
s
〈φ,Ai(Xl)〉dW il +
ˆ r
s
〈φ,B(Xl)〉dl, ∀r ∈ [0, δ].
Observe that its quadratic variation has a lower bound on the end point.
〈M,M〉δ ≥ δ inf
l∈[0,δ]
∑
i
〈φ,Ai(Xl)〉2 ≥ δC1,
where the constant C1 comes from the uniform elliptic assumption. Let us first fix φ, then
the probability we aim to estimate becomes
P( sup
r∈[0,δ]
|Mr| ≤ ǫ ,
∥∥〈M,M〉∥∥
∞
≥ δC1).
This looks very similar to the exponential inequality of local martingales, but unfortunately
we cannot directly apply it. Instead, we apply Itoˆ’s formula to M2r , so that
M2r = 2
d∑
i=1
ˆ r
0
Ml〈φ,Ai(Xl)〉dW il + 2
ˆ r
0
Ml〈φ,B(Xl)〉dl +
d∑
i=1
ˆ r
0
〈φ,Ai(Xl)〉2dl (11)
note that,
{ sup
r∈[0,δ]
|Mr| ≤ ǫ} ⇒ { sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,B(Xl)〉dl |≤ δǫC2} & {
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22}
here this constant C2 comes from the upper bound of vector fields. As a consequence of the
second term of the last implication, for any k ∈ (0, 1) we have,
P( sup
r∈[0,δ]
|Mr| ≤ ǫ) = P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2) = P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 )
= P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dW il |> δǫk)
+ P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dW il |≤ δǫk)
Apply exponential inequality to the first term of the right hand side of last inequality gives,
P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dBil |> δǫk)
≤ P(
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dBil |> δǫk)
≤ 2 exp
{
− δ
2ǫ2k
δǫ2C22
}
= 2exp
{
− δ
ǫ2−2kC22
}
.
Thus,
P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dBil |≤ δǫk)
≥ P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2)− 2 exp
{
− δ
ǫ2−2kC22
}
. (12)
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By using the formula of M2r (11), we have
{ sup
r∈[0,δ]
|Mr|2 ≤ ǫ2,
ˆ δ
0
M2l 〈φ,Ai(Xl)〉2dl ≤ δǫ2C22 , sup
r∈[0,δ]
|
ˆ r
0
Ml〈φ,Ai(Xl)〉dW il |≤ δǫk}
⇒ { sup
r∈[0,δ]
|Mr|2 ≤ ǫ2, sup
r∈[0,δ]
|
∑
i
ˆ r
0
〈φ,Ai(Xl)〉2dl |≤ ǫ2 + C2δǫ+ δǫk}. (13)
Combining (12) and (13) gives,
P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2, sup
r∈[0,δ]
|
∑
i
ˆ r
0
〈φ,Ai(Xl)〉2dl |≤ ǫ2 + C2δǫ+ δǫk)
≥ P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2)− 2 exp
{
− δ
ǫ2−2kC22
}
. (14)
By choosing ǫ small enough, we see
sup
r∈[0,δ]
|
∑
i
ˆ r
0
〈φ,Ai(Xl)〉2dl |= 〈M,M〉δ ≥ δC1 > ǫ2 + Cδǫ+ δǫk.
Putting all the pieces together, we arrive at
P( sup
r∈[0,δ]
|Mr| ≤ ǫ,
∥∥〈M,M〉∥∥
∞
≥ δC1)
≤P( sup
r∈[0,δ]
|Mr|2 ≤ ǫ2, sup
r∈[0,δ]
|
∑
i
ˆ r
0
〈φ,Ai(Xl)〉2dl |> ǫ2 + Cδǫ+ δǫk)
≤2 exp
{
− δ
ǫ2−2kC22
}
.
Up to this point, all of our computations are done with φ fixed. In order to get the desired
result, a compactness argument is needed. The idea is similar to [21] [14]. Observe that if
supt−s≤δ
∣∣Xs,t∣∣ is uniformly bounded, then | 〈φ,Xs,t〉 | is Lipschitz as a function of φ. Since
the unit ball of Rd is compact, the global infimum of a Lipschitz function can be estimated
by finitely many points. We therefore have,
P( inf
‖φ‖=1
sup
t−s≤δ
| 〈φ,Xs,t〉 |≤ ǫ) ≤ C3δ
d
ǫ2d−kd
sup
‖φ‖=1
P( sup
t−s≤δ
| 〈φ,Xs,t〉 |≤ 2ǫ) + P( sup
t−s≤δ
∣∣Xs,t∣∣ > δ
ǫ1−k
)
≤ C4δ
d
ǫ2d−kd
exp
{
− δ
ǫ2−2kC22
}
+ exp
{
− δ
ǫ2−2kC25
}
.
Now the result follows.
Proposition 4.5. Under the assumptions of the previous lemma, for any θ > 12 , and
k ∈ (0, 1) such that θ > 12−2k , we have
P(Lθ(X) < ǫ) ≤ C1 exp
(
−C2ǫ2k−2
)
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Proof. By using almost exact argument of [14] , one sees that Lθ(X) is bounded below by
1
2 · 8θDθ(X),
where
Dθ(X) := inf
‖φ‖=1
inf
n≥1
inf
l≤2n
sup
s= l
2n
,t∈Il,n
| 〈φ,Xs,t〉 |
2−nθ
and
Il,n = [
l
2n
,
l + 1
2n
].
We can deduce that for ǫ small enough
P(Dθ(X) < ǫ) ≤
∞∑
n=1
2n−1∑
k=1
P( inf
‖φ‖=1
sup
s,t∈Il,n
| 〈φ,Xs,t〉 |
2−nθ
< ǫ)
thus we can apply the previous lemma to get
P(Dθ(X) < ǫ) ≤ C1
∞∑
n=1
2n exp
{
−C2ǫ2k−22n(θ(2−2k)−1)
}
Use the fact that θ > 12−2k , we can find C3, C4 > 0, such that
2n exp
{
−C2ǫ2k−22n(θ(2−2k)−1)
}
≤ exp
{
C3 − C4nǫ2k−2
}
,
thus,
P(Dθ(X) < ǫ) ≤ C1
∞∑
n=1
exp
{
C3 − C4nǫ2k−2
}
≤ C5 exp
{
−C6ǫ2k−2
}
Now it is immediate to see
Corollary 4.6. Let {Ai}1≤i≤d form an elliptic system, then
L−1θ (X) ∈ LP (Ω),
for any p ≥ 1.
5 existence of smooth density and Gaussian type upper bound
5.1 Malliavin smoothness and integrability
Let Xt, Yt be the processes defined in theorem 1.2. The couple (Xt, Yt) is a solution
to a stochastic differential equation driven by Brownian motion. Since the vector fields
{Ai}1≤i≤d, B, {Vi}0≤i≤d are all in C∞b , it is well known that
(Xt, Yt) ∈
⋂
k≥1
⋂
p≥1
D
k,p,
11
where Dk,p is the Shigekawa-Sobolev space. We consider the Jacobian process of (Xt, Yt),
which is given by
JX,Yt←0 =

 ∂Xt∂X0 ∂Xt∂Y0
∂Yt
∂X0
∂Yt
∂Y0

 =

JXt←0 0
∂Yt
∂X0
JYt←0

 .
Its inverse is simply given by
JX,Y0←t =

 JX0←t 0
−JY0←t ∂Yt∂X0JX0←t JY0←t

 .
LetMt = (Xt, Yt, J
X,Y
t←0 , J
X,Y
0←t ), then by using theorem 6.5 of [7], we know for any 0 < γ <
1
2 ,
the γ-Ho¨lder coefficient ‖Mt‖γ , is in Lp(Ω) for all p ≥ 1. Since Yt is solution to a rough
differential equation driven by Xt with C
∞
b vector fields, Yt is automatically a rough path
controlled by Xt. Along the same lines of proposition 8.1 of [6], we know‖Y ‖Qγ
X
is in Lp(Ω)
for all p ≥ 1. We thus have
Proposition 5.1. Under the assumptions of theorem 1.2. Let 0 < γ < 12 ,
Lθ =: 1 + Lθ(X)−1 + sup
t∈[0,1]
‖Mt‖+‖Mt‖γ +‖Y ‖Qγ
X
+NX,γ,
then Lθ ∈ Lp(Ω) for all p ≥ 1.
5.2 Proof of main results
To prove theorem 1.2, since Yt is smooth in the Malliavin sense, it boils down to get an
estimation on
P( inf
‖v‖=1
〈v,Ct(Y )v〉 < ǫ)
for every t ∈ (0, 1], and every ǫ > 0, where Ct(Y ) is the reduced Malliavin matrix of Yt. We
first give an approximation of Ct(Y ). Let {Dn} be a sequence of partitions of [0, t], with
the mesh going to 0 as n approaches infinity. Define
f iv(s) = v
∗ · JY0←sVi(Ys)
For convenience, let snm ∈ Sn, then
f iv(sˆ
n
m) =
v∗ · JY0←snmVi(Ysnm) + v∗ · JY0←snmVi(Ysnm+1)
2
.
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Then it is not difficult to see
〈v,Ct(Y )v〉 =
d∑
l=1
ˆ 1
0
∣∣∣∣∣∣
∑
i
ˆ t
0
v∗ · JY0←sVi(Ys)dDlrXis
∣∣∣∣∣∣
2
dr
=
d∑
l=1
ˆ 1
0
(
d∑
i,k=1
ˆ t
0
v∗ · JY0←sVi(Ys)dDlrXis
ˆ t
0
v∗ · JY0←sVk(Ys)dDlrXks )dr
=
d∑
l=1
d∑
i,k=1
ˆ 1
0
lim
n→+∞
∑
snm,s
n
h
∈Sn
f iv(sˆ
n
m)D
l
rX
i
snm,s
n
m+1
fkv (sˆ
n
h)D
l
rX
k
sn
h
,sn
h+1
dr
=
d∑
l=1
d∑
i,k=1
lim
n→+∞
∑
snm∈S
n
f iv(sˆ
n
m)〈DlrXisnm,snm+1 ,D
l
rX
k
snm,s
n
m+1
〉L2([0,1])fkv (sˆnm)
= lim
n→+∞
∑
snm∈S
n
d∑
i,k=1
f iv(sˆn)Γ
i,k(Xsnm,snm+1)f
k
v (sˆn),
where Γi,k(Xsnm,snm+1) is the full Malliavin matrix of Xsnm,snm+1 , and the convergence is in
probability. For the last equality, we used the fact that DlrX
i
snm,s
n
m+1
as a process indexed by
r, is supported in [snm, s
n
m+1]. Thus, there is no cross term after taking the inner product.
Let us prepare a useful lemma before we finally turn to the proof of our main results.
Lemma 5.2. Let Xt be given as (5), and Γt be the full Malliavin matrix of Xt. For t < 1,
if {Ai}1≤i≤d form an elliptic system, for 0 < γ < 12 we can find a positive constant a > 0,
such that
a ≤ 2
t
2γ
4γ+2
( inf
‖v‖=1
v∗ · Γtv)
2γ
2γ+1L
µ
2γ+1
θ .
Proof. Since {Ai}1≤i≤d form an elliptic system, they trivially satisfy Ho¨rmander’s condition.
Therefore we can find a > 0, such that
a ≤ inf
‖v‖=1
d∑
i=1
∣∣〈v,Ai(X0)〉∣∣
≤ inf
‖v‖=1
sup
r∈[0,t]
d∑
i=1
∣∣〈v, J(X)0←rAi(Xr)〉∣∣ . (15)
Now let gi(r) = 〈v, J(X)0←rAi(Xr)〉, then Lemma A.3 of [13] gives
sup
r∈[0,t]
∣∣〈v, J(X)0←rAi(Xr)〉∣∣ = sup
r∈[0,t]
∣∣∣gi(r)∣∣∣ ≤ 2max{
∥∥gi∥∥
L2[0,t]√
t
,
∥∥∥gi∥∥∥ 2γ2γ+1
L2[0,t]
∥∥∥gi∥∥∥ 12γ+1
γ
}. (16)
Observe since t < 1,∥∥∥gi∥∥∥
L2[0,t]
≤ t 12 (
∣∣∣gi(0)∣∣∣+∥∥∥gi∥∥∥
γ
tγ) ≤ t 12 (
∣∣∣gi(0)∣∣∣ +∥∥∥gi∥∥∥
γ
).
Combining with (16), one has∥∥∥gi∥∥∥
∞;[0,t]
≤ 2
t
2γ
4γ+2
∥∥∥gi∥∥∥ 2γ2γ+1
L2[0,t]
(
∣∣∣gi(0)∣∣∣ +∥∥∥gi∥∥∥
γ
)
1
2γ+1 . (17)
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One can always find µ > 0, such that∣∣∣gi(0)∣∣∣ +∥∥∥gi∥∥∥
γ
≤ Lµθ . (18)
From (15), (17) and (18), we have
a ≤ 2
t
2γ
4γ+2
inf
‖v‖=1
d∑
i=1
∥∥〈v, J(X)0←rAi(Xr)〉∥∥ 2γ2γ+1L2[0,t] L µ2γ+1θ
=
2
t
2γ
4γ+2
( inf
‖v‖=1
v∗ · Γtv)
2γ
2γ+1L
µ
2γ+1
θ
Proof of theorem 1.2. Let Dn be a sequence of uniform partitions of [0, t], whose mesh go
to 0 as n approaches infinity. Then from the previous computation,
〈v,Ct(Y )v〉 = lim
n→+∞
∑
sni ∈S
n
fv(sˆni )
∗ · γsni ,sni+1(X) · fv(sˆni ).
Now we consider the event {v∗ · C(Y )tv ≤ ǫ}, we have the following natural decompo-
sition of the event,
{〈v,Ct(Y )v〉 ≤ ǫ} = {〈v,Ct(Y )v〉 ≤ ǫ , ‖fv‖∞;[0,t] > ǫ}+ {〈v,Ct(Y )v〉 ≤ ǫ , ‖fv‖∞;[0,t] ≤ ǫ}
thus,
P(〈v,Ct(Y )v〉 ≤ ǫ) ≤ P(〈v,Ct(Y )v〉 ≤ ǫ , ‖fv‖∞;[0,t] > ǫ) + P(‖fv‖∞;[0,t] ≤ ǫ). (19)
Let
E = {〈v,Ct(Y )v〉 ≤ ǫ , ‖fv‖∞;[0,t] > ǫ},
also define
En = {
∑
sni ∈D
n
fv(sˆni )
∗ · Γsni ,sni+1(X) · fv(sˆni ) < 2ǫ , ‖fv‖∞;[0,t] > ǫ}.
Clearly E ⊂ lim inf(En). Since fv is γ-Ho¨lder continuous, it is always possible to find an
interval with length at least (‖fv‖∞;[0,t] /2‖fv‖γ)
1
γ , such that |fv| ≥ 12‖fv‖∞;[0,t] everywhere
on the interval( see Theorem 6.9 of [6] for a proof). So when n is large enough, we will have
at least
(‖fv‖∞;[0,t] /2‖fv‖γ)
1
γ /∆sn − 2
many terms in the sum over Sn, such that
∣∣∣fv(sˆni )∣∣∣ ≥ 12‖fv‖∞;[0,t]. We will use Dn to rep-
resent the collection of all the corresponding sni ’s. For simplicity the insignificant constant
−2 will be omitted in our computation.
Now for each En, we give a further decomposition using βn > 0 whose precise value will
be chosen later:
En = En ∩ {∩sni ∈Dn inf‖v‖=1〈v,Γsni ,sni+1v〉 > βn}
⋃
En ∩ {∪sni ∈Dn inf‖v‖=1〈v,Γsni ,si+1v〉 ≤ βn}.
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Consequently,
P(En) ≤ P(En ∩ {∩sni ∈Dn inf‖v‖=1〈v,Γsni ,sni+1v〉 > βn}) +
∑
sni ∈Dn
P( inf
‖v‖=1
〈v,Γsni ,sni+1v〉 ≤ βn).
Now set
βn =
8 · 2 1γ ǫ∆sn‖f‖
1
γ
γ
ǫ
2+ 1
γ
.
Let us first show, with this value of βn,
En ∩ {∩sni ∈Dn inf‖v‖=1 v
∗ · Γsni ,sni+1v > βn} = ∅.
An elementary computation shows∑
sni ∈D
n
fv(sˆni )
∗ · Γsni ,sni+1(X) · fv(sˆni ) ≥
∑
sni ∈Dn
fv(sˆni )
∗ · Γsni ,sni+1(X) · fv(sˆni )
≥ ( ǫ
2‖f‖γ
)
1
γ
1
∆sn
‖f‖2∞;[0,t]
4
βn
≥ 2( ǫ‖f‖γ
)
1
γ ǫ2
ǫ‖f‖
1
γ
γ
ǫ
2+ 1
γ
= 2(
ǫ
‖f‖γ
)
1
γ
ǫ‖f‖
1
γ
γ
ǫ
1
γ
= 2ǫ.
This implies En∩{∩sni ∈Dn inf‖v‖=1 v∗ ·Γti,ti+1v > βn} is empty. On the other hand, by using
the previous lemma, we can get
P( inf
‖v‖=1
v∗ · Γsni ,sni+1v ≤ βn) ≤ P(L
µ
2γ+1
θ ≥
a · (∆sni )
2γ
4γ+2
2β
2γ
2γ+1
n
)
= P(L
µ
2γ+1
θ ≥
a
2 · 8 2γ2γ+1 · 2 22γ+1
ǫ2
ǫ
2γ
2γ+1 (∆sni )
2γ
4γ+2 ‖f‖
2
2γ+1
γ
)
≤ P(L
µ
2γ+1
θ ≥ C1
ǫ
2γ+2
2γ+1
(∆sni )
2γ
4γ+1L
2µ
2γ+1
θ
)
= P(L
3µ
2γ+1
θ ≥ C1
ǫ
2γ+2
2γ+1
(∆sni )
2γ
4γ+1
)
≤ E(L
3pµ
2γ+1
θ )
(
C2
(∆sni )
2γ
4γ+1
ǫ
2γ+2
2γ+1
)p
≤ C3(p)(∆s
n
i )
2pγ
4γ+1
ǫ
2pγ+2p
2γ+1
.
Then, we have
∑
i∈Dn
P( inf
‖v‖=1
〈v,Γsni ,sni+1v〉 ≤ βn) ≤
tC3(p)
∆sni
(∆sni )
2pγ
4γ+1
ǫ
2pγ+2p
2γ+1
= tC3(p)
(∆sni )
2pγ−4γ−1
4γ+1
ǫ
2pγ+2p
2γ+1
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We can always choose p > 1 such that 2pγ−4γ−14γ+1 > 0. Now fix any such p, we can choose
n(k), which depends on k, large enough such that ∆sni ≤ ǫk. Then one has,∑
i∈Dn
P( inf
‖v‖=1
〈v,Γsni ,sni+1v〉 ≤ βn) ≤ tC6(p)ǫ
k( 2pγ−4γ−1
4γ+1
)− 2pγ+2p
2γ+1 .
We always have the freedom to choose k > 0 by making n(k) larger. In particular,
P(E) ≤ lim inf
n(k)→+∞
P(En) ≤ lim inf
k→∞
(tC6(p)ǫ
k( 2pγ−4γ−1
4γ+1
)− 2pγ+2p
2γ+1 ) = 0. (20)
Finally, the estimation for the second term on the right hand side of (19) is standard.
Observe that,
f iv(t) = v
∗ · JY0←tVi(Yt) = v∗ · Vi(y0) +
ˆ t
0
[Vi, V0](Ys)ds+
d∑
j=1
ˆ t
0
[Vj , Vi](Ys)dX
i
s.
By proposition 4.3,
‖fv‖∞ ≤ ǫ⇒
∥∥[Vi, V0]∥∥∞ & ∥∥[Vj , Vi]∥∥∞ ≤MLqθǫr.
By iterating this process, it is easily checked that∥∥v∗ · J0←sW (Yt)∥∥∞ ≤ CLα(k)θ ǫβ(k)
for allW ∈ Vk, the k-th level iterated lie brackets, and α(k), β(k) are constants only depend
on k. Since {V0, V1, · · · , Vd} satisfy Ho¨rmander’s condition, we can find a certain k ≥ 1 and
b > 0 such that
b = inf
‖φ‖=1
∑
W∈Vk
∣∣φ∗ ·W (y0)∣∣ ≤ inf
‖φ‖=1
∑
W∈Vk
∥∥φ∗J0←sW (Ys)∥∥∞
≤∥∥v∗ · J0←sW (Yt)∥∥∞
≤ C1Lα(k)θ ǫβ(k).
Consequently, by using proposition 5.1
P(‖fv‖∞ ≤ ǫ) ≤ P(Lθ ≥
C2
ǫλ(k)
) ≤ C3(p)ǫλ(k)q. (21)
for arbitrary q > 1. Combining equation (19),(20) and (21) finishes the proof of existence
and smoothness of density pYt(y).
For the upper bound, first recall we have the following (see for example equation (21)
in [4])
pYt(y) ≤ C · P( sup
s∈[0,t]
|Ys − y0| > |y − y0|)
1
2
∥∥∥∥det(C−1(Yt))
∥∥∥∥
m
β
‖DYt‖lk,ρ ,
for some constants m, l, k, ρ. Consider (Xt, Yt) as solution to a stochastic differential equa-
tion driven by Brownian motion, then by proposition 2.10 from [3] we have
P( sup
s∈[0,t]
|Ys − y0| > |y − y0|)
1
2 ≤ exp
(
−C1(y − y0)
2
t
)
.
For det
(
C−1(Yt)
)
, we have just proved it is in Lp(Ω) for all p ≥ 1. Finally, for ‖DYt‖nk,α,
the exact argument of lemma 4.1 in [3] applies to (Xt, Yt). Therefore ‖DYt‖nk,α < C(t), for
some positive constant C(t), and the proof is finished.
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With theorem 1.2, we can now give
Proof of theorem 1.1. Let {an}n≥1 be the sequence of approximation functions mentioned
in the introduction, Xnt be the Markov process associated with L
n. For any f ∈ C∞c (Re,R)
and any multi-index α, By proposition 2.1, we have
E(f (α)(Yt)) = E(f
(α) ◦ πV (0, y0;Xt)) = lim
n→+∞
E(f (α) ◦ πV (0, y0;Xnt )). (22)
In fact, this shows Y nt converges to Yt in distribution in R
e. Now observe that Xnt satisfy
the assumptions of theorem 1.1, we have therefore
| E(f (α) ◦ πV (0, y0;Xnt )) | =| E(f (α)(Y nt )) |
≤‖f‖∞
∥∥∥∥det(C−1(Yt))
∥∥∥∥
m(α)
β(α)
‖DYt‖l(α)k(α),ρ(α) (23)
≤ Cα‖f‖∞ , (24)
Since, the estimate in (23) depends only on the upper bound of the vector fields, it is
uniform over n. Thus we see from equations (22) and (24) that
| E(f (α)(Yt)) |≤ Cα‖f‖∞ .
Thus Yt has a smooth density, for any t ∈ (0, 1]. The upper bound is preserved under
convergence in distribution. The proof is now finished.
Acknowledgement: The author would like to thank Fabrice Baudoin for helpful dis-
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