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Abstract
Let E be a finite set and S be a collection of subsets of E . For each x ∈ E let Sx = {S ∈ S | x ∈ S}.
Suppose we choose elements x1, . . . , xn in such a way that we first choose x1 belonging to some set of Sx1 .
For i = 2, . . . , n we choose xi belonging to some set of Sxi \(Sx1 ∪· · ·∪Sxi−1 ). We call the set {x1, . . . , xn}
a sequential transversal of S , and we let TS be the set of all sequential transversals of S , which includes
∅ as well. We examine conditions under which the pair (E,TS ) is a matroid. We show that (E,TS) is a
matroid iff TS = Tb(max(TS)) where b(max(TS )) denotes the blocker of the maximal sets of TS . It is also
shown that every matroid on a set E can be defined as a pair (E,TS ) where TS is order-independent; that
is, the elements in any sequential transversal can be picked in any order. Various conditions and examples
are provided in which (E,TS ) is a matroid.
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1. Introduction
Let S ⊆ 2E be a collection of subsets of a finite set E . A subset I ⊆ E is a transversal of S if
there is a bijection φ : I → S such that x ∈ φ(x),∀x ∈ I . We say that I is a partial transversal
of S if for some subset S ′ ⊆ S, I is a transversal of S ′. We have the following well-known
theorem of Edmonds and Fulkerson [4] (See also [6] or [7]).
Theorem 1.1. For a collection of subsets S ⊆ 2E , the set of partial transversals of S form the
independent sets of a matroid on E.
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Let E be a finite set and let S be a collection of subsets of E . A set I ⊆ E is a sequential
transversal of S if we can order the elements of I , say e1 ≺ e2 ≺ · · · ≺ en , such that we can
find n ordered subsets S1 
 S2 
 · · · 
 Sn having the property that
(i) ei ∈ Si ∀i (ii) e j ∈ Si ∀ j < i.
If the above holds, then we say that the ordering 
 is compatible with the ordering ≺.
Sequential transversals may be formulated by first considering for each x ∈ E the collection
Sx = {S ∈ S | x ∈ S}. Suppose we choose elements x1, . . . , xn in such a way that we first
choose x1 belonging to some set of Sx1 . For i = 2, . . . , n we choose xi belonging to some set of
Sxi \ (Sx1 ∪ · · · ∪ Sxi−1). In this way, we create a sequential transversal of S. We let TS be the
set of all sequential transversals of S, which includes ∅ as well. Although the notation TS refers
to a collection of sets of S, it is understood that when used there is a ground set E which may
contain elements not in any set of S.
The above represents a recursive definition that could be described less formally as follows:
I ⊆ E is a sequential transversal if either I = ∅, or there is an element x ∈ I in some set of S
where no other element of I is represented, and such that I \ {x} is also a sequential transversal.
The element x can be taken as a maximum element of I with respect to the ordering ≺. Clearly
any I ′ ⊆ I is also a sequential transversal.
It is easy to see that every sequential transversal is a partial transversal, although the other
way around is clearly not true. For example, suppose S consists of two sets S1 = {a, b, c} and
S2 = {a, b, d}. Then {a, b} is a transversal, but is clearly not a sequential transversal. Also, the
set of sequential transversals of a collection of sets does not always form the independent sets
of a matroid. This is illustrated in the following example. Let S be the collection consisting of
sets {a, x, y, z}, {a, b, x}, {a, b, y} and {a, b, z}. One sees that {a, b} and {x, y, z} are maximal
sequential transversals that are not equicardinal. Consequently, the collection TS cannot form the
independent sets of a matroid. In this paper, we investigate conditions that will guarantee us that
the pair (E,TS ) is a matroid.
In Section 3, several general results about sequential transversals are presented. We observe
that for every matroid M , I(M) = TC∗(M). Sequential transversals of matroid cocircuits have the
property of order-independence; that is, the elements of a sequential transversal can be picked
in any order. Set systems S that satisfy the matroid cocircuit (or circuit) axioms are precisely
those clutters for which TS is order-independent. On the other hand, we show (Theorem 3.5) that
(E,TS ) is a matroid iff TS = Tb(max(TS)) where b(max(TS)) is the blocker of the maximal sets
of TS .
In Section 4, we present several equivalent formulations of sequential transversals. In
Section 5, we identify several classes of set systems S for which TS satisfies the matroid
independence axioms. Many of the results consider 3-uniform set systems.
In [5], Jones defines a K3-move to be an operation on a graph where an edge is deleted from
a triangle (3-cycle). One can define a partial order  on the set Gn of connected graphs with n
vertices, where for graphs G, H ∈ Gn , H  G if H is isomorphic to a subgraph of G obtained
via a sequence of K3-moves. It is shown in [5] that every finite poset is embeddable in (Gn,)
for n sufficiently large. Let C3 be the set of triangles of a graph G. Then I ∈ TC3 if and only if
G \ I  G. Jones also made the following conjecture.
Conjecture 1.2. Let S be the set of 3-circuits of a matroid M = (E,I). Then the pair (E,TS )
is a matroid.
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In Section 5 of this paper, we show that the conjecture is true for various classes of matroids,
although we also provide a counterexample in Section 6 to the above conjecture which shows
that it is false even for graphic matroids.
2. Notation and terminology
For matroid terminology and notation we shall closely follow that of Oxley [6]. This reference,
as well as Welsh [7], contains all elementary results which we shall use as a matter of course. At
this point in time, we are not aware of any reference where the concept of sequential transversal
is dealt with. For notation and terminology involving graphs we refer the reader to [1] or [8].
A sequential transversal I ∈ TS is said to be order-independent if for any ordering ≺ of I ,
there is a subset of S which has an ordering compatible with ≺. This is equivalent to asserting that
any element of I can be taken as the element x to which the recursive formulation of sequential
transversal refers (given in Section 1). We let T oS denote the collection of sequential transversals
which are order-independent. If TS = T oS , then we say that TS is order-independent.
A clutter is a collection of subsets of a set where no subset in the collection is a proper subset
of any other subset in the collection.
For a collection of subsets A, we let max(A) be the collection of maximal subsets of A. We
let b(A) be the blocker of A; that is, the collection of subsets which intersect each set of A and
which are minimal with respect to this property. It is an easy exercise to show that b(A) is also a
clutter.
Let S ⊆ 2E . We say that S ′ ⊆ S is a 2-covering if each element in ⋃T∈S ′ T belongs to
at least two sets of S ′. We say that S ′ is sequential if there exists I ∈ TS such that for some
ordering of the elements of I , there is an ordering of the sets of S ′ which is compatible with the
ordering of I ; that is, there is a sequential transversal I where exactly the sets of S ′ are used in
picking the elements of I .
For a subset I ⊆ E , let φ : I → S be an injection with the property that e ∈ φ(e),∀e ∈ I .
We call φ an assignment of I . Suppose for some elements e1, . . . , ek ∈ I it holds that
ei+1 ∈ φ(ei ), i = 1, . . . , k −1 and ek ∈ φ(e1) (and k ≥ 2). We call the sets φ(ei ), i = 1, . . . , k
a cycle of φ(I ). If φ(I ) has no cycles, then it is said to be cycle-free.
Suppose I ⊂ E, I = ∅, has the property that there is an assignment φ : I → S with the
property that there is no other assignment θ : I → S where φ(I ) = θ(I ). Then we say that I is
uniquely assignable and φ is a unique assignment.
The following definitions can be found in [7].
A balanced incomplete block design (BIBD) on a set E with v elements is a family of b
subsets B ⊆ 2E where
1. |B| = k, ∀B ∈ B;
2. each element in E belongs to exactly r blocks;
3. for every pair of distinct elements x, y, there are exactly λ blocks containing x and y.
We denote such a design by D(b, v, r, k, λ) or just D(v, k, λ). A matroid design is a
matroid whose hyperplanes form the blocks of a BIBD. A perfect matroid design (PMD)
is a matroid for which each k-flat has the same cardinality αk . Examples of perfect matroid
designs include: uniform matroids, projective geometries, affine geometries, and matroid designs
of steiner systems.
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3. Basic results
Our investigation of sequential transversals will draw on the theory of matroids. In this section,
we will show that every matroid can be formulated in terms of sequential transversals. We also
characterize when sequential transversals form the independent sets of a matroid. To begin with,
we have some simple observations.
(1a) If B ∈ TS is a maximal sequential transversal of S, then B meets every set S ∈ S.
(1b) A basis of a matroid meets every cocircuit.
(2a) If C is a minimal subset of E that is not in TS and S ∈ S, then |C ∩ S| = 1.
(2b) If C is a circuit and C∗ is a cocircuit of a matroid M , then |C ∩ C∗| = 1.
We now present some basic results.
Theorem 3.1. Let M = (E,I) be a matroid and let C∗ be the collection of cocircuits of M.
Then I = T oC∗ = TC∗ , and TC∗ is order-independent.
Proof. Let I ∈ I where I = {e1, . . . , ek}. Then there is a cobase B∗ such that I ⊆ E \ B∗.
For i = 1, . . . , k let C∗i be the unique (i.e. fundamental) cocircuit containing ei in ei ∪ B∗. Now
ei ∈ C∗i ∀i and e j ∈ C∗i ∀ j = i . Consequently, I is a sequential transversal, and it is clearly
order-independent. Thus I ∈ T oC∗ and consequently I ⊆ T oC∗ .
Suppose on the other hand that I ∈ TC∗ . Let I ′ ⊆ I be an arbitrary subset. Then I ′ ∈ TC∗
and by the recursive definition of sequential transversals, there is a cocircuit C∗ ∈ C∗ such that
|C∗ ∩ I | = 1. By observation (2b), it follows that I ′ is not a circuit. Given that I ′ was arbitrarily
chosen, I must be an independent set of M . Thus I ∈ I, and T oC∗ ⊆ TC∗ ⊆ I. We conclude thatT oC∗ = TC∗ = I. 
Note. The proof of the second part of the above theorem yields the following additional
observation.
(3) For a matroid M , if S = C∗ (resp. C), then TS ⊆ I(M) (resp. I(M∗)).
Theorem 3.2. For a finite set E, M = (E,I) is a matroid iff there exists S ⊆ 2E such that TS is
order-independent and I(M) = TS . In addition, if S is a clutter where TS is order-independent,
then M = (E,TS ) is a matroid and S = C∗(M).
Proof. If M = (E,I) is a matroid, then Theorem 3.1 implies that I = T 0C∗ = TC∗ .
Suppose on the other hand that S ⊆ 2E and TS = I(M) is order-independent. We shall show
that TS satisfies the matroid independence axioms. Let I ∈ TS and let e ∈ I be an arbitrary
element. Since TS is order-independent, there is an ordering e1 ≺ · · · ≺ ek of I where ek = e
and k subsets S1, . . . , Sk and an ordering S1 
 · · · 
 Sk which is compatible with ≺. Thus
ek ∈ Sk but e j ∈ Sk ∀ j < k. Since e was arbitrarily chosen, we ascertain that for all e ∈ I , there
exists a set in S, say Se, where Se ∩ I = {e}.
We are given that ∅ ∈ TS , and it clear that the sets of TS are closed under inclusion. So all
that needs to be shown is that TS satisfies the independence augmentation axiom. Let I1, I2 ∈ TS
where |I1| < |I2|. We aim to show that there is an element e ∈ I2 \ I1 such that I1 ∪{e} ∈ TS . Let
I ′2 ∈ TS be a set such that |I1∩I ′2| = max{|I1∩I |}, the maximum taken over all sets I ∈ TS where|I | ≥ |I2| and I ⊆ I1 ∪ I2. If I1 ⊂ I ′2, then clearly there exists e ∈ I ′2 \ I1 such that I1 ∪{e} ∈ TS .
Since I ′2 ⊆ I1 ∪ I2, we would have that e ∈ I2 \ I1, and in this case we can augment I1. We
suppose therefore that I1 ⊂ I ′2. For each e ∈ I1, there exists Se ∈ S such that Se ∩ I1 = {e}.
Similarly, for each e ∈ I ′2, there exists S′e ∈ S such that S′e ∩ I ′2 = {e}. Let f ∈ I ′2 \ I1. Suppose
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S′f ∩ (I1 \ I ′2) = ∅. Then if we order the elements of I1 ∪ { f } as e1 ≺ · · · ≺ ek ≺ f , one
sees that Se1 
 · · · 
 Sek 
 S′f is an ordering of subsets which is compatible with ≺. Thus
I1 ∪ f ∈ TS . Suppose instead that S′f ∩ (I1 \ I ′2) = ∅ and let e ∈ S′f ∩ (I1 \ I ′2). Let S′e = S′f
and order the elements I ′′2 = (I ′2 \ { f }) ∪ {e} as e1 ≺ · · · ≺ el ≺ e. Then the ordering of subsets
S′e1 
 · · · 
 S′el 
 S′e is seen to be compatible with ≺. Thus I ′′2 ∈ TS . However, I ′′2 ⊆ I1 ∪ I2,|I ′′2 | ≥ |I2|, and |I ′′2 ∩ I1| = |I ′2 ∩ I1| + 1, contradicting the choice of I ′2. We conclude that I1 can
be augmented by an element of I2 \ I1.
To prove the second part of the theorem, suppose S ⊆ 2E is a clutter where TS is order-
independent. Then M = (E,TS ) is a matroid. We aim to show that S = C∗(M). Let rM
denote the rank function of M . Let S ∈ S and let S = E \ S. For all e ∈ S it holds that
rM (S ∪ {e}) = rM (S) + 1. To see this, let I be a maximal independent set of S, where the
elements of I are ordered e1 ≺ · · · ≺ ek and Se1 
 · · · Sek is an ordering of sets compatible with
≺. If we extend the ordering ≺ to I ∪{e} so that e1 ≺ · · · ≺ ek ≺ e, then we can extend 
 so that
Se1 
 · · · 
 Sen 
 Se is compatible with ≺. Thus I ∪{e} ∈ I(M) and rM (S∪{e}) = rM (S)+1.
Let I ⊆ S be a maximal independent set in S, as before. Suppose for some e, f ∈ S, e = f ,
it holds that I ′ = I ∪ {e, f } ∈ I(M). Then there exists Se ∈ S such that Se ∩ I ′ = {e}. This
follows, since by order-independence we can choose e last in I ′. Because of Se = S, and since
S is a clutter, Se ∩ S = ∅. Let e′ ∈ Se ∩ S. Then I ∪ {e′} ∈ I(M), contradicting the choice of
I . We conclude that rM (S) = r − 1, where r is the rank of M . Consequently, S is a hyperplane,
and S ∈ C∗(M). This proves that S ⊆ C∗(M).
Let C∗ be any member of C∗(M) and let H be the associated hyperplane E \ C∗. Let I be
a maximal independent set of H and let e ∈ C∗. Then I ′ = I ∪ {e} ∈ I(M) and there is a set
S ∈ S such that S ∩ I ′ = {e}. Now if S ∩ H = ∅, then by previous arguments it follows that
|I | < rM (H ) = r − 1. Thus S ∩ H = ∅ and S ⊆ C∗. If S = C∗, then there exists f ∈ E \ S
such that I ∪ {e, f } ∈ I, which is impossible since rM (I ) = r − 1. Thus, Se = C∗ and C∗ ∈ S.
It follows that C∗ ⊆ S. Thus, from the above, we conclude that S = C∗. 
The following lemma is due to Dawson [3].
Lemma 3.3. If A and D are clutters on the same ground set, then D = b(A) if and only if for
every set A ∈ A and for every element e ∈ A there is a set De ∈ D such that A ∩ De = {e}.
The lemma above allows us to characterize when TS is order-independent. In the following, we
assume that E is a finite set and S ⊆ 2E .
Proposition 3.4. Suppose S is a clutter. Then TS is order-independent if and only if S =
b(max(TS )).
Proof. (⇒) Suppose TS is order-independent. Then Theorem 3.2 implies that M = (E,TS ) is a
matroid, and max(TS ) = B(M). It is an elementary fact about matroids that b(B(M)) = C∗(M)
(see [6], p. 74). From the second part of Theorem 3.2 we obtain that S = C∗(M) = b(B(M)).
(⇐) Suppose that S = b(max(TS )). Let B = max(TS ). Then both S and B are clutters
and hence by Lemma 3.3 it holds that, ∀T ∈ B and ∀x ∈ T , there is a set S ∈ S for which
T ∩ S = {x}. It follows that T ∈ T oS and consequently, B ⊆ T oS . Thus TS ⊆ T oS and henceTS = T oS . This means that TS is order-independent. 
Using the above, we can characterize when the sets TS form the independent sets of a matroid.
Theorem 3.5. M = (E,TS ) is a matroid iff Tb(max(TS )) = TS .
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Proof. Suppose that M = (E,TS ) is a matroid. Then by Theorem 3.1, TS = TC∗, C∗ =
C∗(M) and TC∗ is order-independent. Given that C∗ is a clutter, Proposition 3.4 implies that
b(max(TC∗)) = C∗. Thus b(max(TS )) = C∗ and consequently, Tb(max(TS)) = TS .
Suppose Tb(max(TS)) = TS . Let S ′ = b(max(TS )). Then TS ′ = TS , and hence S ′ =
b(max(TS ′)). By Proposition 3.4, TS ′ is order-independent, and consequently (E,TS ′) is a
matroid by Theorem 3.2. This in turn implies that (E,TS ) is a matroid. 
4. Equivalent conditions for sequential transversals
There are a number of equivalent formulations for a sequential transversal of a collection of
sets. We shall assume E is a finite set and S ⊆ 2E .
Lemma 4.1. A subcollection S ′ ⊆ S is sequential iff S ′ contains no 2-covering.
Proof. Suppose S ′ ⊆ S and S ′ is sequential. Then for some I ∈ TS and an ordering of I , say
e1 ≺ · · · ≺ ek , there is an ordering of S ′, say S′1 
 · · · 
 S′k , which is compatible with ≺. Now
e1 belongs only to the subset S′1, so no 2-cover contained in S ′ contains S′1. Similarly, e2 belongs
to only one subset of S ′ \ S′1, namely S′2, and as such no 2-cover contained in S ′ can contain
S′2. Reasoning inductively, we can deduce that none of the sets S′i , i = 1, . . . , k can belong to a
2-cover in S ′. Consequently, S ′ contains no 2-cover.
Suppose on the other hand that S ′ contains no 2-covering, and assume |S ′| = k. There is an
element, say e1, which belongs to exactly one subset of S ′, say S′1. Similarly, there is an element
e2 which belongs to exactly one subset of S ′ \ S′1, say S′2. Continuing, we obtain k elements
e1, . . . , ek and k sets S′1, . . . , S′k where for i = 1, . . . , k we have ei ∈ S′i and e j ∈ S′i ∀ j < i .
Thus {e1, . . . , ek} ∈ TS and S ′ is sequential. 
For each x ∈ E let Sx = {S ∈ S | x ∈ S} and for any subset I ⊆ E , let S(I ) = {Sx | x ∈ I }.
Theorem 4.2. I ∈ TS iff S(I ) = {Sx | x ∈ I } is sequential.
Proof. Observe that for x ∈ E and S ∈ S, it holds that x ∈ S ⇔ S ∈ Sx . Thus an ordering of
sets S1 
 · · · 
 Sk is compatible with an ordering x1 ≺ · · · ≺ xk of I if and only if the ordering
Sxk 
′ Sxk−1 
′ · · ·
′ Sx1 of S(I ) is compatible with the ordering Sk ≺′ Sk−1 ≺′ · · ·≺′ S1. It
follows that I ∈ TS if and only if S(I ) is sequential. 
Theorem 4.3. I ∈ TS iff for all nonempty I ′ ⊆ I there exists S′ ∈ S such that |S′ ∩ I ′| = 1.
Proof. By Theorem 4.2, we have that I ∈ TS iff S(I ) is sequential. By Lemma 4.1, S(I ) is
sequential iff it contains no 2-covering; that is, for any I ′ ⊆ I , there exists S′ ∈ ⋃x∈I ′ Sx such
that S′ belongs to exactly one of the sets Sx , x ∈ I ′. In other words, there is a set S′ ∈ S such
that |S′ ∩ I ′| = 1. Thus I ∈ TS iff for all I ′ ⊆ I , there exists S′ ∈ S such that |S′ ∩ I ′| = 1. 
Lemma 4.4. I ∈ TS iff there exists an assignment φ : I → S for which φ(I ) is cycle-free.
Proof. (⇒) Let I ∈ TS , I = ∅ be a sequential transversal. By the recursive definition of
sequential transversal, there is a set S ∈ S which contains only one element of I , say x . Now
I \ {x} ∈ TS , and arguing inductively, we can assume that there is a cycle-free assignment
φ′ : I \ {x} → S. Now an assignment φ : I → S defined such that φ(x) = S and φ restricted to
I \ {x} equals φ′ is also seen to be cycle-free.
(⇐) Suppose on the other hand that I ⊆ S, I = ∅ is such that there is an assignment
φ : I → S for which φ(I ) is cycle-free. We wish to show that I is a sequential transversal
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of φ(I ). This we shall do by induction on |I |. If |I | = 1, then the result is clear. Assume that
|I | = k, k > 1, and the result holds when I has fewer than k elements. Since φ(I ) is cycle-
free, there is an element f ∈ I such that f ∈ φ(e), ∀e ∈ I \ { f }. Now let I ′ = I \ { f },
and let φ′ be φ restricted to I ′. Then φ′(I ) is cycle-free. Thus by the inductive assumption,
I ′ is a sequential transversal and for some ordering e1 ≺′ · · ·≺′ ek−1 there is an ordering of
φ′(I ′), say S1 
′ · · ·
′ Sk−1, which is compatible with ≺′. Now for the ordering of I given
by f ≺′′ e1 ≺′′ · · ·≺′′ ek−1, there is an ordering of φ(I ) given by φ( f )
′′ S1 
′′ · · ·
′′ Sk−1
which is compatible with ≺′′. This completes the induction. We conclude that I is a sequential
transversal. 
Recall that if I ⊂ E, I = ∅, has the property that there is an assignment φ : I → S with the
property that there is no other assignment θ : I → S where φ(I ) = θ(I ) then we say that I is
uniquely assignable and φ is a unique assignment.
Lemma 4.5. A nonempty subset I ⊂ E is uniquely assignable iff there exists an assignment
φ : I → S for which φ(I ) is cycle-free.
Proof. (⇒) Assume that I ⊆ E, I = ∅ is uniquely assignable and φ is a unique assignment.
Suppose φ(I ) contains a cycle S1, . . . , Sk ∈ φ(I ) where for i = 1, . . . , k − 1 it holds
φ−1(Si+1) ∈ Si , and φ−1(S1) ∈ Sk . Let ei = φ−1(Si ), i = 1, . . . , k. Define an assignment
θ : I → S such that θ(e) = φ(e), ∀e ∈ I \ {e1, . . . , ek} and θ(ei ) = Si−1, i = 2, . . . , k and
θ(e1) = Sk . Thus θ is seem to be an assignment of I where φ(I ) = θ(I ). This contradicts the
fact that φ is a unique assignment. We conclude that φ(I ) contains no cycles.
(⇐) Suppose that φ is an assignment of I for which φ(I ) contains no cycles. Our aim
is to show that φ is unique. Suppose the contrary is true; that is, there exists an assignment
θ : I → S such that φ(I ) = θ(I ) but φ = θ . Let I ′ = {e ∈ I | φ(e) = θ(e)}. Now
ρ = θ−1 ◦ φ : I ′ → I ′ is a permutation on I ′ which is not the identity. Let (e1, e2, . . . , ek) be a
cycle of ρ where k > 1. Then for i = 1, . . . , k − 1 it holds that ρ(ei ) = ei+1, and ρ(ek) = e1.
Letting Si = φ(ei ), i = 1, . . . , k − 1 we see that ei+1 ∈ Si , and e1 ∈ Sk . Consequently, the
sets φ(ei ), i = 1, . . . , k form a cycle, and this yields a contradiction. We conclude that φ must
be unique. 
Summarizing the results of this section, we have the following theorem.
Theorem 4.6. Let I ⊆ E, I = ∅. The following are equivalent.
(a) I ∈ TS .
(b) For all I ′ ⊆ I, there exists T ∈ S such that |T ∩ I ′| = 1.
(c) The collection of sets {Sx , x ∈ I } is sequential.
(d) There exists an assignment φ : I → S for which φ(I ) is cycle-free.
(e) There exists a unique assignment φ : I → S.
5. Examples of matroids from sequential transversals
In this section, we exhibit examples where matroids can be obtained via sequential
transversals. Again, we shall assume E is a finite set and S ⊆ 2E .
Theorem 5.1. Suppose |T | ≤ 2,∀T ∈ S. Then the pair (E,TS ) is a matroid.
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Proof. We may assume that |S| = 2, ∀S ∈ S. To see this, for each set S ∈ S where S consists
of a single element, say {x}, replace S by S′ = {x, x ′} where x ′ is a new element added to E .
Let S ′ be the new collection of sets resulting from this replacement procedure, and let E ′ be the
union of the elements in these sets. If M = (E ′,TS ′) is a matroid, then M | E is a matroid and
furthermore I(M | E) = TS .
Let G = (V , E(G)) be a graph where V = E , and e = xy ∈ E(G) iff {x, y} ∈ S. We need
only verify that the independence augmentation axiom holds TS . From Theorem 4.6 we have
that I ∈ TS iff for all I ′ ⊆ I , there exists T ∈ S such that |T ∩ I ′| = 1. Equivalently, I ∈ TS iff
for all I ′ ⊆ I , there exists xy ∈ E(G) such that x ∈ I ′ and y ∈ V \ I ′.
We claim that I ∈ TS iff for every component C of G containing vertices in I it holds
that V (C) \ I = ∅. To prove necessity, suppose I ∈ TS , and let C be a component of G
containing vertices of I . Since I ∈ TS , it holds that V (C) ∩ I ∈ TS , and therefore there exists
e = xy ∈ E(C) such that x ∈ V (C) ∩ I and y ∈ V \ V (C) ∩ I . Since C is a component, it
follows that y ∈ V (C), and thus y ∈ V (C) \ I .
To prove sufficiency in the claim, suppose for every component C containing elements of I it
holds that V (C) \ I = ∅. Let I ′ ⊆ I and let C be a component containing vertices of I ′. Then by
assumption, V (C) \ I = ∅, consequently V (C) \ I ′ = ∅, and since C is connected, there exists
e = xy ∈ E(C) where x ∈ I ′ and y ∈ V (C) \ I ′. Thus I ∈ TS . This proves the claim.
The above claim can be restated: I ∈ TS iff |I ∩C| ≤ |C|−1 for every connected component
C of G. It follows that TS is the set of independent sets of a generalized partition matroid (see
[8] p. 370). 
Suppose that |S| = 3, ∀S ∈ S. Then (E,TS ) may not be a matroid. For example,
let S = {{a, b, c}, {b, c, d}, {c, d, e}, {c, d, f }, {d, f, g}}. If we choose I1 = {c, d, f } and
I2 = {a, b, d, f }, then I1, I2 ∈ TS , but I1 cannot be extended using I2.
Problem. Characterize those collections of sets S ⊆ 2E , where |S| = 3, ∀S ∈ S, and (E,TS )
is a matroid.
Theorem 5.2. Suppose |Sx | ≤ 2, ∀x ∈ E. Then (E,TS ) is a matroid.
Proof. We let S ⊆ 2E where |Sx | ≤ 2, ∀x ∈ E . Let G = (V , E(G)) be a graph where
V = S ∪ {v}. We shall define the set of edges E(G) as follows: for each x ∈ E where Sx = ∅,
define an edge ex ∈ E(G) such that if Sx = {S}, then ex has endvertices v and S; otherwise,
if Sx = {S1, S2}, then ex has endvertices S1 and S2. By Theorem 4.6, I ∈ TS iff there exists
an injection φ : I → S such that φ(I ) is cycle-free. Now φ(I ) is seen to be cycle-free iff the
subgraph G(I ) induced by I contains no cycles. That is, I ∈ TS iff G(I ) induces a forest. We
conclude that (E,TS ) is a matroid isomorphic to M(G). 
Corollary 5.3. Let G be a cyclically 4-edge connected graph, and let S be the collection of
3-cocircuits in G. Then (E(G),TS ) is a matroid.
Proof. Let G be a cyclically 4-edge connected graph. Then the only 3-cocircuits of G are
the trivial ones; that is, three edges incident with a vertex. Thus ∀e ∈ E(G), |Se| ≤ 2, and
consequently, (E(G),TS ) is a matroid by Theorem 5.2. 
Corollary 5.4. Let G be a cyclically 4-edge connected planar graph, and let S be the collection
of 3-circuits of G. Then (E(G),TS ) is a matroid.
Proof. Since G is cyclically 4-edge connected and planar, every edge of G belongs to at most
two 3-circuits of S and consequently, Theorem 5.2 implies that (E(G),TS ) is a matroid. 
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We shall demonstrate in the coming section that the corollary is false if the requirement that
G be planar and cyclically 4-edge connected is replaced by the weaker requirement that G be
planar and 3-connected.
Theorem 5.5. Let M = (E,I) be a simple matroid and let S be a collection of circuits of M.
Then TS ⊆ I(M∗). Furthermore, if for every pair of elements x, y ∈ E there is at least one
3-circuit in S containing x and y, then (E,TS ) is a matroid which is equal to M∗.
Proof. Let M = (E,I) be a simple matroid, and let S be a collection of circuits of M.
The fact that TS ⊆ I(M∗) follows immediately from observation (3) (following the proof of
Theorem 3.1). Suppose now that for every pair of elements x, y ∈ E there is at least one 3-circuit
in S containing x and y. We shall show that I(M∗) ⊆ TS (thus proving that TS = I(M∗)). Let
I ∈ I(M∗), and let B ∈ B(M) be a base where I ⊆ E \ B . By Theorem 4.6, it suffices
to show that there is a circuit C ∈ S such that |C ∩ I | = 1 from which the assertion will
follow by induction. For each x ∈ I , let Cx be the fundamental circuit in B ∪ {x} containing
x . Choose x∗ ∈ I such that |Cx∗ | = minx∈I {|Cx |}. If Cx∗ ∈ S, then we are done. So suppose
that this is not the case. Let z ∈ Cx∗ ∩ B . By assumption of the theorem, there is a 3-circuit in
S containing x∗ and z, say C = {x∗, y, z}. If y ∈ I , then C is the desired circuit, and we are
done. Suppose therefore that y ∈ I . Now the symmetric difference CCx∗ contains a circuit,
and since CCx∗ ⊆ B ∪ {y}, it follows that Cy ⊆ CCx∗ . Then |Cy | ≤ |CCx∗ | = |Cx | − 1,
contradicting the choice of x∗. Thus there is a circuit C such that |C ∩ I | = 1. The assertion
follows by induction. 
Another variation of the preceding theorem due to Brylawski [2] is the following theorem, the
proof of which is very similar to the above.
Theorem 5.6. Suppose M is a matroid, and let S be the collection of 3-circuits of M. If for every
C ∈ C(M), |C| ≤ 3, or |cl(C)| > |C|, then (E(M),TS ) is a matroid equal to M∗.
From the above theorems, we obtain the following results.
Corollary 5.7. Let M = (E,I) be a PMD where M is simple. Let S be the collection of 2-flats
of M. Then (E,TS ) is a matroid.
Proof. Since M is a PMD, each 2-flat has the same cardinality α2. Moreover, since M is simple,
it is seen that α2 = 2 (when each 2-flat is independent) or α2 = 3. If α2 = 2, then each set of S
has two elements, and in this case Theorem 5.1 implies that (E,TS ) is a matroid. If α2 = 3, then
the 2-flats of M are exactly its 3-circuits. Since M is simple, every pair of elements belongs to at
least one 2-flat and hence 3-circuit. Now Theorem 5.5 implies that (E,TS) is a matroid. 
Given that uniform matroids, projective geometries, affine geometries are examples of PMD’s,
we have the following corollary.
Corollary 5.8. Let M = (E,I) be a simple matroid which is either uniform, or is a projective
or affine geometry. If S is the collection of 2-flats of M, then (E,TS ) is a matroid. 
The results below demonstrate that Conjecture 1.2 is true for 3-connected planar
triangulations. However, the conjecture is false for planar graphs in general as the example in
the next section will illustrate.
Theorem 5.9. Let G be a 3-regular, 3-connected graph, and let S be the set of 3-cocircuits of
G. Then (E(G),TS ) is a matroid which is isomorphic to M(G).
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Proof. By Theorem 5.5, we have that TS ⊆ I(M(G)). To prove the theorem, we need only show
that I(M(G)) ⊆ TS . Let I ∈ I(M(G)). Then I contains no circuits of G and as such there is
a vertex v ∈ V (G) for which exactly one edge of I is incident with. Since G is 3-regular and
3-connected, the set of edges C incident with v forms a 3-cocircuit. Now |C ∩ I | = 1. Given that
I was arbitrary, Theorem 4.6 implies that I(M(G)) ⊆ TS . 
Corollary 5.10. Let G be a 3-connected planar triangulation, and let S be the collection of
3-circuits of G. Then (E(G),TS ) is a matroid.
Proof. Let G∗ be the geometric dual of G. Then G∗ is 3-regular and 3-connected. Let S∗ be the
set of 3-cocircuits of G∗. Then the above theorem implies that (E(G∗),TS∗) is a matroid. Since
each cocircuit of S∗ corresponds to a circuit of S, it follows that (E(G),TS ) is a matroid. 
6. A counterexample
In this section, we give a counterexample to Conjecture 1.2. Let G = (V , E(G)) be a planar
graph with a fixed embedding in the plane. Let C be the set of circuits of G. For C ∈ C we let
int(C) denote the interior of C; that is, the bounded component ofR2\C . We say that two circuits
C1, C2 ∈ C are non-crossing if int(C1) ∩ int(C2) = ∅ implies that either int(C1) ⊂ int(C2) or
int(C2) ⊂ int(C1). Let S ⊆ C be a non-crossing collection of circuits; that is, a collection for
which every pair of circuits is non-crossing. We shall assume that each edge of G belongs to at
least one circuit of S. We can define a partial order  on S ∪ {1} where
(i) ∀C ∈ S, C  1;
(ii) ∀C1, C2 ∈ S, int(C1) ⊆ int(C2) ⇔ C1  C2.
Let H be the graph which is the Hasse diagram for the partial order . We have V (H ) =
S ∪ {1}, and for C1, C2 ∈ S ∪ {1}, there is an edge in H joining C1 and C2 if C2 covers C1 (or
C1 covers C2). For each C ∈ S there is a unique element in S ∪ {1} which covers C , and this we
denote by C ′. Furthermore, we denote the edge CC ′ by fC . Now since each C ∈ S has a unique
element which covers it, H is acyclic, and moreover it is connected. Thus H is a tree.
For e ∈ E(G), let Pe = { fC | C ∈ Se}. Note that the planarity of G and the assumption
that S is non-crossing implies that the edges of Pe induce a subgraph of H which is a path. Let
P = {Pe | e ∈ E}.
Proposition 6.1. Let I ⊆ E. Then I ∈ TS iff the sets Pe, e ∈ I are sequential.
Proof. The bijective correspondence fC ↔ C leads directly to the bijective correspondence
Pe ↔ Se. Thus the assertion follows from Theorem 4.2. 
Let G be a simple planar graph and let S be the collection of 3-circuits of G. Then S is seen
to be a non-crossing collection. We shall now exhibit such a graph G where (E(G),TS ) is not
a matroid. This will be a counterexample to Conjecture 1.2. Let G be the graph illustrated in
Fig. 1.
The graph G consists of vertices v1, . . . , v7 with edges v1v2, v1v4, v1v5, v1v6, v1v7, v2v3,
v2v5, v3v4, v3v5, v4v5, v4v7, v5v6, v6v7, where the planar embedding is such that the triangle
v1v6v7v1 bounds the outer face.
There are exactly seven 3-circuits given by
C1 = v1v6v7v1, C2 = v1v5v6v1, C3 = v1v4v7v1, C4 = v1v4v5, C5 = v1v2v5,
C6 = v2v3v5, C7 = v3v4v5.
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Fig. 1. The graph G .
Fig. 2. The Hasse diagram H .
The Hasse diagram H is such that it has vertices 1, C1, . . . , C7 and edges 1C1, C1C2, C1C3,
C1C4, C4C5, C4C6, C4C7. It is illustrated in Fig. 2.
Let
I1 = {v1v4, v1v5, v1v6, v1v7, v2v5, v3v5} I2 = {v1v4, v1v6, v1v7, v2v5, v3v4, v3v5, v4v5}.
One can easily verify that I1, I2 ∈ TS , and |I2| > |I1|. We shall now show that the independence
augmentation axiom fails with I1 and I2. For i = 1, . . . , 7 let fi = fCi , and for all i < j , let
Pij = Pvi v j . Routine calculations yield
P14 = { f3, f4}, P15 = { f2, f4, f5}, P16 = { f1, f2}, P17 = { f1, f3},
P25 = { f5, f6}, P34 = { f7}, P35 = { f6, f7}, P45 = { f4, f7}.
From the graph H one sees that both {P14, P15, P16, P17, P25, P34, P35} and {P14, P15, P16, P17,
P25, P35, P45} are 2-coverings and hence neither is sequential. Thus Proposition 6.1 implies that
I1 ∪ {v3v4} ∈ TS and I1 ∪ {v4v5} ∈ TS . This shows that the independence augmentation axiom
fails for I1 and I2, and hence (S,TS ) is not a matroid.
In the counterexample, the planar graph given is almost a planar triangulation, where all faces
are triangles. Interestingly, Conjecture 1.2 is true for any 3-connected planar triangulation, as
was shown in the previous section.
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