A non-Markovian one-dimensional random walk model is studied with emphasis on the phase-diagram, showing all the diffusion regimes, along with the exactly determined critical lines. The model, known as the Alzheimer walk, is endowed with memory-controlled diffusion, responsible for the model's long-range correlations, and is characterized by a rich variety of diffusive regimes. The importance of this model is that superdiffusion arises due not to memory per se, but rather also due to loss of memory. The recently reported numerically and analytically estimated values for the Hurst exponent are hereby reviewed. We report the finding of two, previously overlooked, phases, namely, evanescent log-periodic diffusion and log-periodic diffusion with escape, both with Hurst exponent H = 1/2. In the former, the log-periodicity gets damped, whereas in the latter the first moment diverges. These phases further enrich the already intricate phase diagram. The results are discussed in the context of phase transitions, aging phenomena, and symmetry breaking.
I. INTRODUCTION
Diffusion processes and random walks are of fundamental importance in many areas, such as physics, chemistry, and biology [1] . The random walk and its generalization, the continuous time random walk model introduced by Montroll and Weiss [2] in 1965, became an important tool for the study of many physical phenomena, such as in disordered media [3, 4] , earthquake modeling [5] , and financial markets [6] .
Random walks are also important for studying stochastic phenomena that display log-periodic oscillations, which result from a breakdown of continuous scale-invariance symmetry into a discrete scale-invariance (DSI) symmetry [7] . These oscillations are the signature of DSI and appear, for example, in magnetism [8, 9] , growth processes (DLA) [10, 11] , escape probabilities in chaotic maps in proximity to crisis [12] , earthquakes [13] , and financial crashes [14] [15] [16] .
An important type of random walk is obtained when memory effects, i.e., correlations, are introduced. For the long-range power-law-correlated model [17] [18] [19] [20] , the process is called non-Markovian. Markov processes cannot have such long-range correlated memory effects.
An exactly soluble model with long-range memory-driven random walk in one dimension was provided by Trimper and Schütz in 2004 [21] by taking into account the whole prior history of the random walker. This model has one only probability parameter, viz.,p, that is used to repeat or negate past decisions in the present time. The phase diagram is therefore one-dimensional and displays both normal and superdiffusive regimes, the latter for the larger values of p. This model has been generalized for the case of a continuous time random walk [22] . Another interesting extension of this model is attained with the inclusion of memory damage. This is an essential feature to provide possible links with real-life studies, e.g., in biological, social, and economic problems. Unlike the full memory pattern, damage to the memory has been proven to be a necessary ingredient to give rise to an important amnestic effect [23] . In fact, with the removal of short-term (or recent) memory, log-periodic anomalous diffusion starts to appear, significantly enriching the system's diffusive behavior [24, 25] . Moreover, this behavior manifests itself in a region of negative feedback, which, according to common beliefs, should actually contribute to diminish, rather than increase, persistence and superdiffusiveness. Superdiffusion caused by large memory losses of the recent past is totally unexpected and has been termed amnestically induced persistence [23] .
In a previous paper [24] we reported analytical results for the first and second moments (and correlations), for a model of random walks with long-range memory with damage to the short-term memory. The phase diagram was shown, exhibiting the diffusion regimes along with the Hurst exponent for all regions and also displaying the log-periodic regions. However, a careful analysis of the analytical solutions led recently to the discovery of two new, "hidden" phases. In this work we extend those results to include the missing phases and describe the new diffusive regimes in detail. The new findings are well grounded on the analytical solutions, allowing for a full understanding of the problem and fully exposing all the diffusion regimes of the model. Only parts essential to allow for a clear understanding of this reading are reproduced here. The reader is addressed to Ref. [24] for more mathematical details.
The structure of the paper is as follows: In Sec. II the model and the methodology are summarized, in Sec. III the results are shown and discussed, and in Sec. IV we give concluding remarks.
II. MODEL AND METHODS
The model describes the one-dimensional motion of a random walk evolving from a position X t to X t+1 according to a probabilistic recurrence relation
with σ t+1 = ±1 representing a stochastic noise that contains two-point correlations (i.e., memory). From the entire history of prior random walk step directions, only a fraction f t (0 f 1) is kept as the ancient memory of the walker. A random t in the interval 1 t < f t is then selected, drawn from a uniform distribution. For small f , we see that t represents a time belonging to the initial history of the walker. The current step direction σ t is based on the value of σ t at time t in the following manner:
+σ t with probability p −σ t with probability 1 − p .
Without loss of generality we assume that the first step always goes to the right, i.e., σ 1 = +1, The position at time t thus follows X t = t t =1 σ t , and for the sake of simplicity we assume that X 0 = 0 for t = 0. The memory length is therefore given by L ≡ 1 + f t , where f t denotes the largest integer smaller than f t. The memory then ranges from 0 up to L, i.e., t ∈ [0,L]. For f = 1 we recover the full elephant memory length, i.
We start discussing the first moment x t , in terms of the parameters α = 2p − 1 and f , following the notation used in previous papers. The first moment is important to identify the log-periodic regions. Moreover, escape regions are also identified by x t , more explicitly in the t → ∞ asymptotic limit, as we shall see below.
An expected value for σ t+1 can be written as σ
valid in the asymptotic limit (see Ref. [25] for details). A general solution for this equation can be written as an expansion in the form
Although this solution is given as a sum of many terms, only the leading term (or dominant term, with largest δ i ) survives in the asymptotic limit, leaving only one parameter for fitting. Notice that this solution can lead to log-periodic oscillations in the asymptotic limit. This happens if the dominant term has nonzero B i and corresponding nonzero coefficient (or amplitude) A i . Notice also that the leading term should not oscillate when α > 0, since in this case Eq. (3) does not allow for signal change of the increments, on average. This can also be inferred from the physical meaning of α: For α > 0, the tendency is to reproduce what was done in the past, and therefore there should not exist leading oscillating solutions. Small undulations, however, could arise in the α > 0 region, as a result of other oscillating terms. This can particularly happen in computational experiments, since the asymptotic limit is never really reached in computing simulations. However, no such undulations were found for α > 0, although we have not made exhaustive efforts in this respect. In conclusion, oscillations in the leading term are possible only for α < 0.
Insertion of the general solution back into Eq. (3) leads to a system of transcendental equations for every pair (δ i ,B i ), i.e.,
The focus will be on a particular pair (δ,B), which will be associated with the leading term of the expansion. We are particularly interested in finding the separating (or critical) lines dividing the regions with solutions characterizing different regimes in the two-dimensional phase diagram, i.e., the (f,α) or (f,p) plane. We see that there can be oscillating solutions, according to the value of B. The oscillation threshold can easily be found by setting B = 0. This leads to the critical line dividing these two regimes, defined by a continuous set of values (p,f ). Equation (4b) is immediately satisfied for B = 0, while Eq. (4a) leads to
with solutions only within the region defined by f > f 0 (p) (see Ref. [24] for details). The B = 0 values cannot be found outside this region, and therefore are termed non-log-periodic. The pairs (f,α) within the remaining region in the (f,α) phase diagram, obeying f < f 0 (p), are compatible with nonzero values of B. The asymptotic solutions for the first moment within this region are therefore characterized by log-periodic oscillations. It is worth taking note that within this region, B i = 0 for all i, since there is one set of Eqs. (4a) and (4b) for each i. Notice also that only δ and B can be obtained from the series solutions. There are no means to determine the multiplicative coefficients, or amplitudes, without the aid of numerical simulations. The critical line is obtained by fixing f = f 0 (p ). This can be accomplished by using the Lambert W function, which is defined by the extreme value of a function of δ and α (see Appendix A in Ref. [24] ). The critical line marking the onset of log-periodicity is then given by
which is represented by a dashed line in Fig. 1(a) . As we remarked elsewhere, an alternative way that leads to this critical line was given by Kenkre [26] . For α 0, Eq. (5) has a maximum value of δ for B = 0, which also satisfies Eq. (4b). As the term with the largest δ dominates the expansion for large t, thus B = 0 should govern the long-term behavior. In agreement with this prediction, we found no oscillations in our simulations (not shown) within this region. Note that for the ballistic case (α = 1 or p = 1) the solution (B,δ) = (0,1) is exact for any f . Superdiffusion arises for α = 0 and δ > 1/2, as we shall see below in the analysis of the second moment. Log-periodicity, however, is only found for α < 0.
Solutions for the second moment can be obtained from the differential equation
which was also derived elsewhere [25] . Here ξ (t) = x t x f t represents the correlation between the position at current time t and the time at the end of the memory range. This has been thoroughly discussed previously [24] , and we will just summarize the results here. In the asymptotic limit and for α > 0 (p > 1/2), it can be shown that the equation for the Hurst exponent is similar to the equations for δ [Eqs. (4a) and (4b)]. The solution for H is then given by Table I . The dashed line represents f 0 (p) and delineates the threshold for log-periodicity, cleaving the nonpersistent regime into two, according to Eq. (6). The labels "Ev" and "Esc" stand for evanescent and escape, respectively. This result corresponds to Eq. (5) with δ = H . For H = 1/2, we get
representing the critical line separating the diffusive (V) and the anomalous (VI) regimes for α > 0 (p > 1/2) in the plane (p,f ) shown in Fig. 1(a) . The case f = 1 gives p c = 3/4, in agreement with Ref. [21] . For α 0 we again address the reader to the previous paper [24] mentioned above for details. It can be shown that the critical line separating regions I and II is given by
All phase transitions put together yield a total of six different phases. The different regions and parameters are listed in Table I 
which is the critical line separating regions II and III.
There is another phase separation in the nonoscillating region. As can be seen from Eq. (5), viz., δ = αf δ−1 , the exponent δ is larger than zero for α > 0. This means that the first moment diverges in the asymptotic limit. We have labeled this region as V in the phase diagram. On the other hand δ < 0 if α < 0, which gives the usual normal regime. This region is labeled as IV. The critical line separating both regions is given simply by α = 0. Figure 1(a) shows the phase diagram of the model based on the results summarized in Table I . Notice the existence of superdiffusive regimes (regions I and VI) associated with small f . This persistent behavior is somewhat replaced by normal behavior as f gets larger. In general, persistence increases (i.e., δ increases) with increasing damage (f decreases). For slightly larger values of f (region II), persistence gets weaker, still existing, though, in the form of a escape regime. The persistence in this regime is more subtle (H = 1/2) than the strongly marked persistence associated with the superdiffusive behavior (H > 1/2). As expected, large values for p also favor superdiffusion, eventually leading to a ballistic regime for p = 1 for any f . It is interesting to note the existence of the superdiffusive phase within the negative feedback region (p < 1/2). We have previously remarked the existence of this unexpected behavior [23] , which is associated only with finite (and small) values of f . This unusual behavior is induced by large memory damage to recent memory, leading to repetitive, or persistent, behavior. Figures 1(b), 1(c) , and 1(d) display the general form of the position versus time plots for regions III, II, and I, respectively. Notice that persistence increases with decreasing f , as remarked before. Also noticeable are the ever-growing oscillations associated with the escape regime (region II). The inset in Fig. 1(d) shows x /t δ for a clear display of the oscillatory aspect of x associated with the superdiffusive regime in region I. Regions II and V are new findings and were absent from the phase diagram shown in Ref. [24] . Although H = 1/2 in both cases, they represent escape regimes and are therefore associated with persistent behavior. 
III. NUMERICAL RESULTS AND DISCUSSION
Transition line (III-IV):
IV. CONCLUDING REMARKS
We have discussed the diffusive behavior of a nonMarkovian walk with long-range memory correlations, based on analytical solutions. The phase diagram showing the diffusive regimes is now complete, with all regimes fully characterized and all critical separation lines computed. A detailed discussion of the diffusive regimes of each phase is also provided.
An unusual form of persistent behavior is associated with negative feedback (α < 0) and is directly linked with damages to recent memory. We have argued previously that this type of behavior may be related with Alzheimer disease [23] . Longterm memory alone is responsible for this type of persistent behavior, which also exhibits log-periodic oscillations.
One last important point worth mentioning that has been brought to our attention concerns possible non-self-averaging properties of this model. Non-self-averaging processes need a more careful analysis, e.g., by studying higher order moments (see, for example, the work of Kawasaki, Keher, and Odagaki [27] ). We argue that in our case the first two moments are sufficient to study the phases of the model, as intended here. Higher order moments are certainly necessary for analyzing, for example, the underlying statistics (propagator) and possible ergodicity breaking. Notice, however, this model and the KKO model are very different in many aspects. To further clarify this matter we now briefly compare and contrast this non-Markovian process and the KKO model. The two models are indeed very different, in concept, construction, and their purposes. The KKO model focuses on studying the response of a (finite) random walk subject to an external field; in contrast we are primarily interested in understanding the (asymptotic) behavior of the walker, driven only by his past decisions, taken in its long-history past. In the KKO model the initial conditions are characterized by a (periodically) forced perturbation; in our model, the initial condition is deterministic: The walker always goes to the right at t = 0. In the KKO model there is a sink at the other end of the chain, but in our model the walker continues to walk freely for large times. The KKO model has (or must have) an implicit memory built into the master equation itself; in our model, memory is introduced explicitly and used at every time step. In KKO model, the jump rate (w m,n ) is random, and set (dynamically) in a Monte Carlo simulation; in our model, the probability of jumping from site n to m depends directly on the jump that actually occurred at a (single) time t , chosen randomly from the first f t time steps. As one can see, the models are quite different. Their main resemblance resides in that they are both random walks in a one-dimensional substrate. Accordingly, the moments and related physical quantities in both models should behave very differently. In the future we shall consider the study of possible non-self-averaging properties of the model and ergodicity-breaking implications.
We end by speculating about the role of memory in phenomena characterized by log-periodic oscillations, e.g., financial bubbles. Such oscillations appear naturally in this model and are always related to negative feedback and damage to recent memory. Could they may be of practical value in forecasting upcoming financial crashes? There is a whole class of unexplored questions related to the poorly understood link between DSI and log-periodicity on the one hand and long-range memory effects on the other, in the study of complex systems (particularly in biological and economic phenomena). In this context, we hope that this model has helped in advancing our understanding of this link.
