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Abstract
Modeling the locations of nodes as a uniform binomial point process (BPP), we present a generic
mathematical framework to characterize the performance of an arbitrarily-located reference receiver in
a finite wireless network. Different from most of the prior works on the analysis of BPP where the
serving transmitter (TX) node is located at the fixed distance from the reference receiver, we consider
two general TX-selection policies: i) uniform TX-selection: the serving node is chosen uniformly at
random amongst transmitting nodes, and ii) k-closest TX-selection: the serving node is the kth closest
node out of transmitting nodes to the reference receiver, where k = 1 models the so called nearest
neighbor connectivity. The key intermediate step in our analysis is the derivation of a new set of
distance distributions that lead not only to the tractable analysis of coverage probability but also enable
the analyses of wide range of classical and currently trending problems in wireless networks, where
transmitting nodes are confined in a finite area. In particular, using the new set of distance distributions,
we first study the classical problem of diversity loss due to signal-to-interference (SIR) correlation
under selection combining scheme. Our analysis reveals that ignoring the SIR correlation caused by
the common locations of interfering nodes significantly overestimates the performance of selection
combining scheme. Second, we characterize network spectral efficiency (NSE) of a given finite network
for the two TX-selection policies. Our analysis shows that the optimal number of simultaneously active
nodes that maximizes NSE strongly depends on TX-selection policy. Third, using the new coverage
probability result, we evaluate the optimal caching probability of the popular content to maximize the
total hit probability. Our analysis demonstrates that optimal caching probability is a strong function of
the number of simultaneously active nodes in the network.
Index Terms
Binomial point process, finite wireless network, k-coverage analysis, optimal cache placement,
selection combining scheme, stochastic geometry.
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2I. INTRODUCTION
Proper spatial modeling of wireless networks is important for their accurate visualization,
design, and performance analysis. Irrespective of the wireless network topology, homogeneous
(often infinite) Poisson Point Process (PPP) is the most popular choice due to its simplicity and
tractability [2]–[4]. Despite its relevance in modeling large-scale random networks, it cannot be
used to model finite network with a given number of nodes. This scenario is becoming mainstream
with the popularity of millimeter wave (mmWave) communications. A popular choice in such
cases is a BPP [5].
The performance analysis of a wireless network modeled by a BPP is significantly more
challenging compared to an infinite PPP due to three main reasons. First, the performance is
location dependent. For instance, the aggregate interference and the SIR seen at the center of
network are different from that of network boundary. Second, the distances from all transmitting
nodes to an arbitrarily located reference receiver are correlated due to the common distance from
the reference receiver to the center of the network. As discussed next, these challenges have
already been addressed in the literature under the assumption that the receiving nodes are located
at a given fixed distance from their corresponding serving nodes [6]–[12]. The third challenge
is induced by the selection of the serving node from the set of finite nodes confined in the
finite region. For example, if the reference receiver is served by its nearest transmitting node,
the distribution of the point process after removing serving node is not the same as that of the
original BPP. The selection of serving node from the point process is important for the modeling
and analysis of cellular networks and several emerging applications of wireless networks. This
challenge has not yet been addressed comprehensively in the literature and is the main focus
of this paper. In particular, we develop new tools to facilitate performance analysis of finite
wireless networks under generic TX selection policies. We also present several applications of
the proposed analytic tools to both classic and emerging problems in wireless networks.
A. Motivation and Related Work
Existing works on modeling and analysis of finite wireless networks have taken two main
directions. The first considers a relatively simple setup where the reference receiver is located
at the center of circular or annular region [6]–[9], [13]. This simple setup is widely used in
the analysis of metrics defined in terms of SIR distribution such as outage probability and
transmission capacity of wireless ad hoc [6], [7] and mmWave communication networks [8],
3[9]. Second, which can actually be treated as an extension of the first, is to consider more
general setups with an arbitrarily located reference receiver in arbitrarily-shaped finite wireless
networkss [10]–[12]. However, all these works [6]–[12] study the performance of a given link
where the transmitter is located at a fixed distance from the receiver. While the fixed link distance
analysis provides some useful insights on the performance of finite networks, it is not always
accurate. For example, users are typically associated to the base station (BS) that provides
maximum average received power in the existing cellular network [14]. This maximum average
received power association can be interpreted as nearest neighbor connectivity wherein the user
connects to the closest BS in a single tier network. As a direct consequence, interfering BSs must
be farther than serving BS to the reference receiver. While this effect can be easily captured when
the nodes are distributed according to an infinite PPP [14], the characterization of the nearest
neighbor connectivity in finite networks is challenging. It is studied in [15] by approximating the
SIR conditioned on the location of serving node as a lognormal random variable. However, the
exact characterization of interference field in finite networks (e.g., hotspots and indoor network)
where the serving node is a part of the point process is still an open problem. This problem
gets more challenging where the serving node is the kth closest node to the reference receiver
(k = 1 is the closest). The exact characterization of the performance of an arbitrarily-located
reference receiver under two generic TX-selection policies where the serving node is a part of
the transmitting node process is the main focus of this paper. More details are provided next.
B. Contributions and Outcomes
Modeling and analysis of finite wireless network. We develop a comprehensive framework for
the performance evaluation of finite wireless networks. In particular, we model the locations of
nodes as a uniform BPP to study the performance of an arbitrarily-located reference receiver
under two TX-selection policies: i) uniform TX-selection policy where the serving node is chosen
uniformly at random amongst set of transmitting nodes, and ii) k-closest TX-selection policy
where the serving node is the kth closest node out of transmitting nodes to the reference receiver.
It is worth noting that uniform TX-selection policy is more relevant to ad hoc setup where the
reference receiver may connect to one of the nodes at random. On the other hand, k-closest TX-
selection policy is more relevant for the performance analysis of cellular networks, especially
its applications to localization [16] and geographic caching [17]. The coverage probability of
k-closest TX-selection policy is analogous to k-coverage result of [18] for infinite PPP. As
4discussed next, the performance analysis of these two setups where the serving node is a part
of the point process bring forth new technical challenges, e.g., the need to characterize the
distribution of distances from reference receiver to the interfering and serving nodes.
Coverage probability analysis. We first derive the “exact” expression for coverage probability
of an arbitrarily-located reference receiver under two TX-selection policies explained above. It is
then specialized and extended to two cases of interest: i) central receiver: the receiver is located
at center of circular region, and ii) random receiver: the receiver is a randomly chosen receiver
out of receiving nodes. To perform this analysis, we characterize distance distributions from an
arbitrarily-located reference receiver to the serving and interfering nodes as a key intermediate
step in the two TX-selection policies. The exact analysis of k-closest TX-selection policy requires
more careful analysis of the interference field. In particular, we prove that the distances from
interfering nodes conditioned on the location of serving node and the reference receiver are
independently and identically distributed (i.i.d.). Using this i.i.d. property, we derive the Laplace
transform of interference distribution that is the main component of coverage probability analysis.
The new distance distributions and coverage probability results are used to study several metrics
related to classical and currently trending problems of wireless networks.
System design insights. Our analysis leads to three main insights and design guidelines. First,
we use the new distance distributions to study diversity loss due to SIR correlation under selection
combining scheme in a finite network. Our analysis reveals that neglecting correlation in
SIR distribution significantly overestimates the performance of the selection combining scheme.
Second, using the coverage probability result, we characterize the NSE of the whole network.
We observe three different trends for NSE by increasing number of simultaneously active links
in our current setup: i) NSE under uniform TX-selection policy decreases, ii) NSE under k-
closest TX-selection policy with k = 1 increases, and iii) there exists an optimal number of
simultaneously active links that maximize NSE for k-closest TX-selection policy with k > 1.
Third, we use coverage probability result to characterize the throughput and determine the
optimal caching strategy that maximizes total hit probability in finite wireless networks. Our
analysis demonstrates that the increasing number of active nodes has a conflicting effect on
the maximum hit probability and the throughput: maximum hit probability decreases whereas
throughput increases. This shows that more nodes can be simultaneously activated as long as
the hit probability remains acceptable.
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Fig. 1. Illustration of the system model.
II. SYSTEM MODEL
A. System Setup and Key Assumptions
We model the locations of transmitting nodes as a uniform-BPP, where a fixed number of nodes
are i.i.d. in a finite region A ⊂ R2. For notational and expositional simplicity, we consider
A = b(o, rd), which is a common assumption in the literature [6]–[9], [12]. Here b(o, rd)
denotes ball of radius rd that is centered at the origin. We assume N t transmitting nodes are
independently and uniformly distributed in this ball. Denoting the locations of transmitting nodes
by {yi} ≡ Φt, the probability density function (PDF) of each element yi is:
f(yi) =

1
pir2d
‖yi‖ ≤ rd
0 otherwise
. (1)
It is worth noting that with some work our theoretical results can be extended to the case
of arbitrarily-shaped polygon by using the methodology developed in [19]. This is however
not in the scope of this paper. We further assume that Na out of N t transmitting (serving and
interfering) nodes simultaneously reuse the same resource block. The locations of simultaneously
active nodes is denoted by Φa ⊂ Φt. For this setup, we first perform analysis on the reference
receiver at an arbitrary location x0 in b(o, rd) ⊂ R2. Since uniform-BPP in b(o, rd) is rotation
invariant around the origin, we assume that x-axis is aligned with the location of reference
receiver such that x0 = (ν0, 0), where ν0 = ‖x0‖ ∈ [0, rd]. We then specialize and extend the
analysis of an arbitrarily-located reference receiver to the two cases: i) central receiver, where
6the reference receiver is located at the center of b(o, rd), and ii) random receiver, where the
reference receiver is chosen uniformly at random amongst set of receiving nodes which are
independently and uniformly distributed in b(o, rd).
B. TX-selection Policies and Propagation Model
We evaluate the network performance under two generic TX-selection policies:
1) uniform TX-selection policy, where the serving node is chosen uniformly at random from
N t transmitting nodes.
2) k-closest TX-selection policy, where the serving node is the kth closest node out of N t
transmitting nodes to the reference receiver.
These two policies have various applications in ad-hoc and cellular networks. For instance, the
special case of k = 1 can be used for modeling and analysis of downlink cellular network and
generic k-closest TX-selection policy has several applications to the performance evaluations of
emerging paradigms such as cache-enabled networks [17]. More details on the applications of
these two policies will be discussed in Section IV. To keep the setup simple, we assume that
the background noise is negligible compared to the interference and is hence ignored. Denoting
the location of the serving node with y`, the SIR experienced by the reference receiver located
at x0 is:
SIR =
h`‖x0 + y`‖−α∑
yi∈Φa\y` hi‖x0 + yi‖−α
, (2)
where hi ∼ exp(1) and ‖.‖−α model Rayleigh fading and power law path-loss, respectively. It
is important to note that after fixing the location of serving node for each policy, the interfering
nodes (located at yi ∈ Φa \ y` ⊂ Φt) are assumed to be chosen uniformly at random amongst
set of possible transmitting nodes, i.e., Φt. For a quick reference, we summarize the notation of
this paper in Table I.
Remark 1 (Scale invariance of BPP network). Since the serving and interfering nodes are chosen
from the same point process, the locations of these nodes with respect to the origin get scaled
with the same factor when we change rd. This implies that the SIR at the reference receiver
located at x0 = (ν0, 0), where ν0 = κ0 rd and κ0 ∈ [0, 1], is independent of the choice of rd for
a given κ0. Therefore, without loss of generality, we normalize rd to 1.
For this setup, we are interested in studying the network performance in terms of coverage
probability, which is formally defined next.
7TABLE I
SUMMARY OF NOTATION
Notation Description
Φt;N
t Uniform-BPP modeling the locations of transmitting nodes; number of transmitting nodes
Φa ⊆ Φt;Na Set of simultaneously active transmitting nodes; number of simultaneously active transmitting nodes
Bin (Bout) Set of simultaneously active transmitting nodes closer (farther) than serving node to the reference reciver
hi;α Channel power gain under Rayleigh fading where hi ∼ exp(1); path loss exponent where α > 2
Pc;β; NSE Coverage probability; target SIR; network spectral efficiency
P
(u)
ref (P
(k)
ref ) Coverage probability of an arbitrarily-located reference receiver under uniform TX-selection (k-closest TX-selection) policy
P
(u)
cent (P
(k)
cent) Coverage probability of a central receiver under uniform TX-selection (k-closest TX-selection) policy
P
(u)
rand (P
(k)
rand) Coverage probability of a random receiver under uniform TX-selection (k-closest TX-selection) policy
NSE(u) (NSE(k)) Network spectral efficiency of uniform TX-selection (k-closest TX-selection) policy
PRj ;bj ; Phit Request probability; caching probability; total hit probability
Definition 1 (Coverage probability). It is defined as the probability that SIR at the reference
receiver exceeds the predefined threshold needed to establish a successful connection. Mathe-
matically, it is:
Pc = E[1{SIR ≥ β}] = P(SIR ≥ β),
where β is the minimum SIR required to establish a successful connection.
III. COVERAGE PROBABILITY ANALYSIS
This is the first main technical section of the paper, where we evaluate the network performance
in terms of coverage probability. Before going into the detailed analysis, we first characterize
the distribution of the distances from the reference receiver to the transmitting nodes in the next
subsection. This will be a key intermediate result in the coverage analysis.
A. Relevant Distance Distributions in a BPP
As stated above, the distribution of distances from the interfering and serving nodes hold
a key to the derivation of the coverage probability. If the reference receiver is assumed to be
located at the origin (i.e., central receiver), it is easy to infer that the sequence of distances from
transmitting nodes to the reference receiver which is denoted by {Wi = ‖yi‖} contains i.i.d.
elements with PDF and CDF given by [6]:
PDF : fWi(wi) =
2wi
r2d
; 0 ≤ wi ≤ rd, CDF : FWi(wi) =
w2i
r2d
; 0 ≤ wi ≤ rd. (3)
However, the sequence of distances from an arbitrarily-located reference receiver, i.e., {Wi =
‖x0 +yi‖}, are correlated due to common factor x0. This means that if we condition on x0, the
8set of distances {Wi = ‖x0 + yi‖}i=1:Nt becomes conditionally i.i.d. The conditional CDF and
PDF of each element of {Wi}i=1:Nt are stated in the next two Lemmas.
Lemma 1. The conditional CDF of Wi for a given ν0 = ‖x0‖ is: FWi(wi|ν0)
=
FWi,1(wi|ν0) =
w2i
r2d
, 0 ≤ wi ≤ rd − ν0
FWi,2(wi|ν0) =
w2i
pir2d
(θ∗ − 1
2
sin 2θ∗)+ 1
pi
(φ∗ − 1
2
sin 2φ∗), rd − ν0 < wi ≤ rd + ν0
, (4)
where θ∗ = arccos
(w2i+ν20−r2d
2ν0wi
)
, and φ∗ = arccos
(ν20+r2d−w2i
2ν0rd
)
.
Proof: As noted already, the distances between the transmitting nodes and a reference
receiver are independent of coordinates system. Here, we assume that the reference receiver lies
on the positive side of x-axis, and hence conditioning on ν0 = ‖x0‖, instead of x0 suffices.
The CDF of FWi(wi|ν0) can be derived by using the same geometric argument applied in [20,
Theorem 2.3.6]. For completeness the proof is provided in the Appendix A.
Lemma 2. The conditional PDF of Wi for a given ν0 is:
fWi(wi|ν0) =
fWi,1(wi|ν0) =
2wi
r2d
, 0 ≤ wi ≤ rd − ν0
fWi,2(wi|ν0) = 2wipir2d arccos
(w2i+ν20−r2d
2ν0wi
)
, rd − ν0 < wi ≤ rd + ν0
. (5)
Proof: fWi(wi|ν0) can be derived by taking the derivative of FWi(wi|ν0) with respect to wi,
and using basic algebraic manipulations. It is to be noted that this PDF is also provided in [19].
As discussed above the N t elements of the sequences of distances {Wi = ‖x0 + yi‖}i=1:Nt
are conditionally i.i.d. with density functions characterized by Lemmas 1 and 2. This i.i.d.
property is useful in characterizing the distributions of serving and interfering distances for the
two TX-selection policies. We first focus on the distributions of various distances for uniform
TX-selection policy, where the serving distance is one the elements of {Wi}i=1:Nt that is chosen
uniformly at random. The random selection of serving distance infers that the density function
of serving distance simply follows that of Wi given by Lemma 2. Denoting the serving distance
by R = ‖x` + yi‖, the conditional PDF of serving distance corresponding to the uniform TX-
selection policy is:
f
(u)
R (r|ν0) = fWi(r|ν0). (6)
9Similarly, the Na − 1 elements of interfering distances {U = ‖x0 + yi‖, i 6= `} are chosen
uniformly at random. Hence the elements of {U} are conditionally i.i.d., where the PDF of each
element is:
fU(u|ν0) = fWi(u|ν0), (7)
where subscript i is dropped for notational simplicity. We now focus on k-closest TX-selection
policy, where the serving node is the kth closest node to the reference receiver. Therefore, it is
required to “order” the distances from transmitting nodes to the reference receiver to characterize
the density functions of serving and interfering distances. We define an ordered set {wi:Nt}i=1:Nt
by sorting the value of wi-s in ascending order such that w1:Nt < w2:Nt < ... < wNt:Nt . Using
the conditionally i.i.d. property of {Wi}, the conditional PDF of serving distance R = Wk:Nt is:
f
(k)
R (r|ν0) =
f
(k)
R,1(r|ν0), 0 ≤ r ≤ rd − ν0
f
(k)
R,2(r|ν0), rd − ν0 < r ≤ rd + ν0
(8)
with f (k)R,j(r|ν0) =
N t!
(k − 1)!(N t − k)!FWi,j(r|ν0)
k−1fWi,j(r|ν0)(1− FWi,j(r|ν0))N
t−k; j = {1, 2},
where, f (k)R (r|ν0) can be obtained from the PDF of the k order statistics of the sequence of
i.i.d. random variables {Wi}i=1:Nt with sampling PDF fWi(wi|ν0) [21]. It is important to note
that the possible interfering nodes can lie at any place except the location of the serving node.
This means that the kth closest transmitting node to the reference receiver is explicitly removed
from the interference field. In order to incorporate this in the analysis, we partition the set of
distances from active transmitting nodes (located at yi ∈ Φa) to the random receiver into three
subsets {Bin, wk:Nt ,Bout} such that Bin and Bout represent the set of interfering nodes closer
and farther to the reference receiver, respectively, compared to the serving node. This setup is
illustrated in Fig. 1. The following Lemma deals with conditional i.i.d. property of Uin ∈ Bin
and Uout ∈ Bout, and their density functions.
Lemma 3. Under k-closest TX-selection policy, the sequences of random variables Uin ∈ Bin
and Uout ∈ Bout conditioned on r = wk:Nt , and ν0 are independent. Moreover,
i) the elements in the sequence of random variables Uin ∈ Bin conditioned on r = wk:Nt , and
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ν0 are i.i.d., where the PDF of each element is fUin(uin|ν0, r)
=

fWi (uin|ν0)
FWi (r|ν0)
=

fWi,1 (uin|ν0)
FWi,1 (r|ν0)
, 0 < r < w−, 0 < uin < r
fWi,1 (uin|ν0)
FWi,2 (r|ν0)
, w− < r < w+, 0 < uin < w−
fWi,2 (uin|ν0)
FWi,2 (r|ν0)
, w− < r < w+, w− < uin < r
, uin < r
0, uin ≥ r
, (9)
ii) the elements in the sequence of random variables Uout ∈ Bout conditioned on r = wk:Nt , and
ν0 are i.i.d, where the PDF of each element is fUout(uout|ν0, r)
=

fWi (uout|ν0)
1−FWi (r|ν0)
=

fWi,1 (uout|ν0)
1−FWi,1 (r|ν0)
, 0 < r < w−, r < uout < w−
fWi,2 (uout|ν0)
1−FWi,1 (r|ν0)
, 0 < r < w−, w− < uout < w+
fWi,2 (uout|ν0)
1−FWi,2 (r|ν0)
, w− < r < w+, r < uout < w+
, uout > r
0, uout ≤ r
, (10)
with w− = rd − ν0, and w+ = rd + ν0, where FWi(.|ν0), and fWi(.|ν0) are given by Lemmas 1
and 2.
Proof: See Appendix B.
Please note that in [22], [23], we proved similar i.i.d. property for the distribution of distances
in Thomas cluster process.
B. Laplace transform of interference
In this subsection, we characterize the Laplace transform of interference distributions for
various choices of intended receiver and transmitter by using the density functions of distances
derived in the previous subsection. As will be evident in the sequel, the characterization of
Laplace transform of interference distribution is the key intermediate step in the coverage
probability analysis.
1) Laplace transform of interference under uniform TX-selection policy: The Laplace trans-
form of interference under uniform TX-selection policy is given in the next Lemma.
Lemma 4. Under uniform TX-selection policy, the Laplace transform of interference distribution
conditioned on the location of reference receiver, i.e., ν0 = ‖x0‖, is L(u)I (s|ν0) =(
1
r2d
C(α, s, rd − ν0) +
∫ rd+ν0
rd−ν0
u
1 + su−α
2
pird
arccos
(u2 + ν20 − r2d
2ν0u
)
du
)Na−1
, (11)
11
with C(α, s, x) = x2 − x2 2F1(1, 2
α
, 1 +
2
α
,−xα/s)), (12)
where 2F1(a, b; c; z) = 1 +
∑∞
k=1
zk
k!
∏k−1
l=0
(a+l)(b+l)
c+l
.
Proof: See Appendix C
The Laplace transform of interference distribution given by Lemma 4 reduces to the simple
closed-form expression for the special case of central receiver. This result is presented in the
next Corollary and can be readily proved by substituting ν0 = 0 in Lemma 4.
Corollary 1. Under uniform TX-selection policy, the Laplace transform of interference at the
central receiver is:
L(u)I (s) =
(
1
r2d
C(α, s, rd)
)Na−1
, (13)
which for α = 4 simplifies to
L(u)I (s) =
(
1−
√
s
r2d
arctan
r2d√
s
)Na−1
, (14)
where C(α, s, rd) is given by (12).
We will use this result to approximate the coverage probability of an arbitrarily-located
reference receiver later in this section.
2) Laplace transform of interference under k-closest TX-selection policy: As stated in the
previous subsection, the potential interfering nodes can lie at any place except the location
of the serving node (i.e., the kth closest node to the reference receiver). We mathematically
incorporated this by partitioning the set of distances from interfering nodes to the reference
receiver into subsets: Bin and Bout. In Lemma 3, we formally showed that the sequence of
distances Uin ∈ Bin and Uout ∈ Bout conditioned on the location of the serving node are i.i.d.
Now, using the PDF of distances presented in Lemma 3, the “exact” expression of the Laplace
transform of interference distribution at an arbitrarily-located reference receiver is provided in
the next Lemma.
Lemma 5. Under k-closest TX-selection policy, the Laplace transform of interference condi-
tioned on the location of reference receiver and the serving distance is:
L(k)I (s|ν0, r) =
 A(s, r, ν0), 0 ≤ r ≤ w−B(s, r, ν0), w− < r ≤ w+ , with (15)
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A(s, r, ν0) =
nam∑
`=0
ξ(p, nam)
(∫ r
0
1
1 + suin−α
fWi,1(uin|ν0)
FWi,1(r|ν0)
duin
)`
×
(∫ w−
r
1
1 + suout−α
fWi,1(uout|ν0)
1− FWi,1(r|ν0)
duout+
∫ w+
w−
1
1 + suout−α
fWi,2(uout|ν0)
1− FWi,1(r|ν0)
duout
)Na−`−1
, and
B(s, r, ν0) =
nam∑
`=0
ξ(p, nam)
(∫ w−
0
1
1 + suin−α
fWi,1(uin|ν0)
FWi,2(r|ν0)
duin+
∫ r
w−
1
1 + suin−α
fWi,2(uin|ν0)
FWi,2(r|ν0)
duin
)`
×
(∫ w+
r
1
1 + suout−α
fWi,1(uout|ν0)
1− FWi,2(r|ν0)
duout
)Na−`−1
,
where w− = rd − ν0, w+ = rd + ν0, ξ(p, nam) =
p`(1−p)Na−`−1(N
a−1
` )∑nam
`=0 p
`(1−p)Na−`−1(Na−1` )
, p = k−1
Nt−1 , and
nam = min(k − 1, Na − 1).
Proof: See Appendix D.
This result can be simplified further for the special case of the central receiver, where it
reduces to a simple expression presented in the next Corollary.
Corollary 2. The Laplace transform of interference distribution at the central receiver condi-
tioned on the serving distance r = wk:Nt is:
L(k)I (s|r) =
nam∑
`=0
ξ(p, nam)
(C(α, s, r)
r2
)`(C(α, s, rd)− C(α, s, r)
r2d − r2
)Na−`−1
, (16)
where C(α, s, x) is given by (12).
Proof: This result can be simply derived by substituting ν0 = 0 in Lemma 5, where the
final expression is obtained by using [24, eq (3.194.1)].
This simple expression will be used to characterize the performance of the central receiver
and approximate the coverage probability of an arbitrarily-located reference receiver in the next
subsection.
C. Coverage Probability
Using the Laplace transform of interference distributions derived in the previous subsection,
we now derive the coverage probability for the two TX-selection polices. We begin our discussion
with the uniform TX-selection policy.
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1) Coverage probability under uniform TX-selection policy: The coverage probability for
uniform TX-selection policy is presented in the next Theorem.
Theorem 1 (Uniform TX-selection policy). The coverage probability of the reference receiver
located at distance ν0 = ‖x0‖ from origin is:
P
(u)
ref (ν0) =
∫ rd−ν0
0
L(u)I (βrα|ν0)fWi,1(r|ν0)dr +
∫ rd+ν0
rd−ν0
L(u)I (βrα|ν0)fWi,2(r|ν0)dr, (17)
where fWi,1(.|ν0), fWi,2(.|ν0) are given by Lemma 2, and L(u)I (.|ν0) is given by Lemma 4.
Proof: Using the definition of coverage probability, we have
P
(
h` ≥ βrα
∑
yi∈Φa\y`
hi‖yi‖−α
) (a)
=ER
[
exp
(
− βrα
∑
yi∈Φa\y`
hi‖yi‖−α
)∣∣R]
where (a) follows from h` ∼ exp(1). From this step, the final result can be obtained by using
the definition of Laplace transform, followed by de-conditioning over serving distance R.
From Theorem 1, two corollaries are in order. First, we specialize the result to the case of
central receiver in the next Corollary. This result can be easily proved by substituting ν0 = 0 in
Theorem 1, and using Laplace transform of interference distribution given by Corollary 1.
Corollary 3 (Uniform TX-selection policy). The coverage probability of the central receiver
located at the origin is:
P
(u)
cent =
∫ rd
0
L(u)I (βrα)fWi(r)dr, (18)
where fWi(.) and L(u)I (.) are given by (3) and (13), respectively.
Second, we generalize the result of Theorem 1 to analyze the performance of a random receiver,
where the intended receiver is chosen uniformly at random. This result can be simply obtained
by de-conditioning the result of Theorem 1 with respect to distance from a randomly chosen
receiver to the origin. Now, recall that the receiving nodes are independently and uniformly
distributed in b(o, ν0), and hence the PDF of distance from a random receiver to the origin
is [6]:
fV0(ν0) =
2ν0
r2d
. (19)
Using this PDF, the coverage probability of a random receiver is stated next.
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Corollary 4 (uniform TX-selection policy). The coverage probability of a random receiver is:
P
(u)
rand =
∫ rd
0
P
(u)
ref (ν0)fV0(ν0) dν0, (20)
where P(u)ref (.) and fV0(.) are given by (17) and (19), respectively.
Remark 2. The coverage probability of the central receiver provides an approximation for
that of a random receiver. This is because putting the receiver at the center of b(o, rd) has two
conflicting effects on the coverage probability: i) interfering link distances decrease that increase
interference power, and ii) serving link distance decreases that increases received power of the
desired signal. Depending upon the network parameters and TX-selection policy, one of these
effects (increasing interference/ received power) dominates the other. Hence, the approximation
provided by central receiver is not strictly a bound ( i.e., lower or upper bounds) of coverage
probability of a random receiver.
We plot the coverage probability of a random receiver and central receiver as a function
of SIR threshold in Fig. 2. The theoretical results of coverage probability under uniform TX-
selection policy match perfectly with simulation, thereby validating the accuracy of the analysis.
As formally stated in Remark 2 and evident from Fig. 2, the coverage probability of the central
receiver given by Corollary 3 results in approximation for that of a random receiver. This
observation emphasizes on the importance of the accurate random receiver analysis. In order
to understand how the performance of the central receiver differs from that of an arbitrarily-
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located reference receiver, Fig. 3 plots coverage probability of the reference receiver as a function
of its distance from origin. In this and the rest of the plots, asterisk will be used to denote the
extrema (maximum and minimum) of the curves. As evident from Fig. 3, the coverage probability
strongly depends upon the location of the reference receiver.
2) Coverage probability under k-closest TX-selection policy: We now use the Laplace trans-
form of interference distribution derived in Lemma 5 to characterize the coverage probability of
an arbitrarily-located reference receiver under k-closest TX-selection policy in the next Theorem.
As noted earlier, this result can be specialized to study coverage probability in a cellular network
modeled as a finite network (such as in mmWave communications). It can also be used to study
16
several emerging applications in wireless networks. Some examples will be provided in the next
Section.
Theorem 2 (k-closest TX-selection policy). Using the Laplace transform of interference given
by Lemma 5, the coverage probability of the reference receiver located at distance ν0 = ‖x0‖
from origin is:
P
(k)
ref (ν0) =
∫ rd−ν0
0
A(βrα, r, ν0)f (k)R,1(r|ν0)dr +
∫ rd+ν0
rd−ν0
B(βrα, r, ν0)f (k)R,2(r|ν0)dr, (21)
where f (k)R,j(.|ν0) for j ∈ {1, 2} is given by (8).
Proof: The proof follows on the same line as that of Theorem 1.
This result is specialized to the case of central receiver in the next Corollary.
Corollary 5 (k-closest TX-selection policy). The coverage probability of the central receiver
for k-closest TX-selection policy is:
P
(k)
cent =
∫ rd
0
L(k)I (βrα|r)f (k)R (r)dr, (22)
with, f (k)R (r) =
N t!
(k − 1)!(N t − k)!FWi(r)
k−1fWi(r)(1− FWi(r))N
t−k, (23)
where fWi(.) and L(k)I (.|r) are given by (3) and (16), respectively.
We further extend the result of Theorem 2 to characterize the performance of a random
receiver. This result is presented in the next Corrolary.
Corollary 6 (k-closest TX-selection policy). The coverage probability of a random receiver for
k-closest TX-selection policy is:
P
(k)
rand =
∫ rd
0
P
(k)
ref (ν0)fV0(ν0)dν0, (24)
where fV0(.) and P
(k)
ref (ν0) are given by (19) and (21), respectively.
Proof: This result can be simply obtained by taking expectation over the coverage probability
of an arbitrarily-located reference receiver given by (21) with respect to the distribution of V0.
The coverage probabilities of the random and central receivers as a function of SIR threshold
are presented in Fig. 4. It is evident that the analytical results presented in Corollaries 5 and
6 match perfectly with simulation, which confirms the accuracy of the analyses. Moreover, it
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can be seen that the coverage probability of the central receiver leads to an approximation for
that of a random receiver. The intuition behind this approximation has been stated in Remark
2. We also plot the coverage probability as a function of distance from reference receiver to the
origin in Figs. 5 and 6. It can be observed that the coverage probability strongly depends on
the location of the reference receiver, which again confirms the necessity of the “exact” analysis
for an arbitrarily-located reference receiver. This analysis can also be used for characterizing the
performance of the worst and best case receiver in a finite wireless network.
IV. APPLICATIONS AND DISCUSSION
This is the second main technical section of the paper, where we use the distance distributions
and coverage probability results presented in the above section to characterize various classical
and currently trending problems related to wireless networks. In particular, we study: i) diversity
loss due to SIR correlation under selection combining scheme in a finite network, ii) optimal
number of simultaneously active links in a finite network, and iii) optimal geographic caching
in a finite network.
A. Diversity Loss Due to SIR Correlation
Diversity loss due to SIR correlation in multi-antenna communication systems has been studied
under different assumptions by modeling the system as infinite PPP in [25]–[28]. In this Section,
we demonstrate how the distance distributions derived in subsection III-A can be used to extend
these analyses to finite network case. Due to space limitations, we will just study the performance
of selection combining under interference correlation, which was presented for infinite PPP case
in [25]. As will be evident from the analysis, the same approach can be used to study other
communications schemes, such as the automatic repeat request, where instead of combining
signal in the spatial domain, it is combined over time domain. We consider the same setup as
in the previous two sections with the only difference being that the reference receiver is now
assumed to have n > 1 antennas. The (Rayleigh) fading coefficients between transmitting nodes
and the reference receiver are assumed to be independent across all links. Despite independent
fading, the SIR observed across antennas at the reference receiver is correlated due to the common
locations of the transmitting nodes. This correlation makes the analysis of coverage probability
under diversity combining schemes challenging. Before going in to the detailed coverage
analysis, we derive the probability of joint occurrence of success event at all n antennas which
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will serve as the basis for the coverage probability of selection combining under SIR correlation.
Recall that the serving distance was denoted by r, and hence the joint success probability is
defined as:
Pjoint = P(∩nj=1SIRj ≥ β) = P(∩nj=1h`,j > βrαIj), (25)
where SIRj is the SIR observed at the jth antenna, Ij =
∑
yi∈Φa\y` hi,j‖x0 + yi‖−α and hi
and hi,j are exponential random variables with unit mean (modeling Rayleigh fading). We study
the impact of correlation on the coverage probability under selection combining for the two
TX-selection policies next.
1) Uniform TX-selection policy: Using the density functions of distances presented in Lemma 2,
the joint success probability for uniform TX-selection policy is stated in the next Lemma.
Lemma 6. The joint success probability of the reference receiver for uniform TX-selection
policy is P(u)joint(ν0, n) =∫ rd−ν0
0
L(u)In (βrα|ν0)fWi,1(r|ν0)dr +
∫ rd+ν0
rd−ν0
L(u)In (βrα|ν0)fWi,2(r|ν0)dr, with (26)
L(u)In (s|ν0) =
1
r2d
(
D(α, s, rd − ν0, n) +
∫ rd+ν0
rd−ν0
(
1
1 + su−α
)n
2u
pi
arccos
(u2 + ν20 − r2d
2ν0u
)
du
)Nt−1
,
where D(α, s, x, n) = 2x2(x
α
s
)n
2+α n 2
F1(n,
2
α
+ n, 1 + 2
α
+ n,−xα/s)), and fWi,1(.|ν0), fWi,2(.|ν0) are
given by Lemma 2.
Proof: See Appendix E
We now use the result of Lemma 6 to study the effect of SIR correlation on selection combining
scheme where transmission is successful if maxj∈{1,2,..n} SIRj ≥ β. Using inclusion-exclusion
principle [25], the coverage probability under selection combining scheme can be equivalently
expressed as: PSC =
P
(
max
m∈{1,2,..n}
SIRm ≥ β
)
= P
( ∪nm=1 SIRm ≥ β) = n∑
m=1
(−1)m+1
(
n
m
)
P(∩mj=1SIRj ≥ β). (27)
This definition can be readily used to characterize the coverage probability of a reference receiver
for uniform TX-selection policy under selection combining scheme. The result is formally
presented in the next Theorem.
19
Theorem 3 (Uniform TX-selection policy). Using the joint success probability given by (26),
the coverage probability of a reference receiver under selection combining scheme is:
P
(u)
SC−corr(ν0, n) =
n∑
m=1
(−1)m+1
(
n
m
)
P
(u)
joint(ν0,m), (28)
where the probability of the same event, i.e., maxm∈{1,2,..n} SIRm ≥ β under the assumption of
independent SIR is:
P
(u)
SC−ind(ν0, n) = 1−
(
1− P(u)ref (ν0)
)n
, (29)
where P(u)ref (ν0) is give by (17).
2) k-closest TX-selection policy: We now use the density functions of distances presented in
Lemma 3 to derive the joint success probability of a reference receiver for k-closest TX-selection
policy. This result is formally stated in the next Lemma.
Lemma 7. Using the PDF of serving distances given by (8), the joint success probability of a
reference receiver for k-closest TX-selection policy is P(k)joint(ν0, n) =∫ rd−ν0
0
Ajoint(βrα, r, ν0, n)f (k)R,1(r|ν0)dr +
∫ rd+ν0
rd−ν0
Bjoint(βrα, r, ν0, n)f (k)R,2(r|ν0)dr, where (30)
Ajoint(s, r, ν0, n) =
nam∑
`=0
ξ(p, nam)
(∫ r
0
(
1
1 + suin−α
)nfWi,1(uin|ν0)
FWi,1(r|ν0)
duin
)`
(∫ w−
r
(
1
1 + suout−α
)n fWi,1(uout|ν0)
1− FWi,1(r|ν0)
duout+
∫ w+
w−
(
1
1 + suout−α
)n fWi,2(uout|ν0)
1− FWi,1(r|ν0)
duout
)Na−`−1
,
Bjoint(s, r, ν0, n) =
nam∑
`=0
ξ(p, nam)
(∫ w−
0
(
1
1 + suin−α
)nfWi,1(uin|ν0)
FWi,2(r|ν0)
duin
+
∫ r
w−
(
1
1 + suin−α
)nfWi,2(uin|ν0)
FWi,2(r|ν0)
duin
)`(∫ w+
r
(
1
1 + suout−α
)n fWi,1(uout|ν0)
1− FWi,2(r|ν0)
duout
)Na−`−1
where w− = rd − ν0, and w+ = rd + ν0, ξ(p, nam) =
p`(1−p)Na−`−1(N
a−1
` )∑nam
`=0 p
`(1−p)Na−`−1(Na−1` )
, p = k−1
Nt−1 ,
nam = min(k − 1, Na − 1).
Proof: The proof follows on the same line as that of Lemma 6 where Ajoint(.) and Bjoint(.)
can be derived by using the same argument applied in the proof of Lemma 5, and is hence
skipped.
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Now using the result of Lemma 7, the coverage probability of a reference receiver for k-closest
TX-selection policy under selection combining scheme is presented next.
Theorem 4 (k-closest TX-selection policy). Using the joint success probability given by (30),
the coverage probability of a reference receiver under selection combining scheme is:
P
(k)
SC−corr(ν0, n) =
n∑
m=1
(−1)m+1
(
n
m
)
P
(k)
joint(ν0,m), (31)
where the probability of the event maxm∈{1,2,..n} SIRm ≥ β under the assumption of independent
SIR is:
P
(k)
SC−ind(ν0, n) = 1−
(
1− P(k)ref (ν0)
)n
, (32)
where P(k)ref (ν0) is give by (21).
In Figs. 7 and 8, we plot the coverage probability under selection combining scheme for
uniform TX-selection and k-closest TX-selection policies, respectively. It can be seen that the
number of antennas at the receiver, n, the coverage probability of both uniform TX-selection
and k-closest TX-selection policies improve. However, due to SIR correlation, the actual gains
are much smaller compared to the ones predicted under the independent SIR assumption. This
observation emphasizes the importance of the exact characterization of SIR correlation for the
performance evaluation of diversity combining techniques. Note that this analysis for finite
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networks would not have been possible without the new distance distributions and coverage
results derived in Section III.
B. Maximum Number of Simultaneously Active Links
In this subsection, we are interested in evaluating the optimal number of links that must
be simultaneously activated in a finite wireless network in the same time frequency resource
block. In particular, we study the classical trade-off between aggressive frequency reuse (i.e.,
more number of simultaneously active links on the same frequency band) and the resulting
interference. To study this trade-off, we assume all transmitting nodes employ symbols from a
Gaussian codebook for their transmissions, then, the minimum spectral efficiency (SE) of the
links conditioned on the successful transmission (i.e., when SIR > β) is log2(1 + β). Hence, SE
can be defined as:
SE = E[log2(1 + β)1{SIR > β}] = log2(1 + β)P{SIR > β} bits/s/Hz. (33)
Using this, network spectral efficiency (NSE), i.e., total number of bits transmitted per unit time
per unit bandwidth across the whole network, can be defined as:
NSE = Na log2(1 + β)P{SIR > β} bits/s/Hz. (34)
It should be noted that the NSE is simply a scaled version of the area spectral efficiency, which
is a well known metric used typically in the analysis of infinite networks. The definition of NSE
is specialized to our setup in the next Proposition.
Proposition 1 (NSE). The total number of bits transmitted per unit time per unit bandwidth for
uniform TX-selection policy is:
NSE(u) = Na log2(1 + β) P
(u)
rand bits/s/Hz, (35)
where P(u)rand is given by (20), and under k-closest TX-selection policy NSE is:
NSE(k) = Na log2(1 + β) P
(k)
rand bits/s/Hz, (36)
where P(k)rand is given by (24).
In Fig. 9, we present NSE as a function of number of simultaneously active links for different
values of k. Interestingly, it can be seen that when the distance between random receiver and the
serving node decreases, i.e., the value of k is reduced, the “optimal number of simultaneously
22
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active links” increases. We also compare NSE of uniform TX-selection and k-closest TX-selection
(k=1) policies in Fig. 10. It can be observed that increasing number of simultaneously active links
has conflicting effect on NSE of these two policies: NSE for uniform TX-selection policy decreases
and NSE for k-closest TX-selection (k = 1) policy increases.
C. Optimal Geographic Caching in Finite Wireless Networks
In this subsection, we demonstrate the applicability of the tools developed in this paper to the
performance analysis of cache-enabled finite networks. For detailed motivation and discussions,
please refer to the shorter version of this paper [1], where we studied this setup for the central
user case. We consider the same setup as the previous two sections, except that the transmitting
nodes are now assumed to have a local cache in which they can store some popular files that may
be of interest to the other users. The metric of interest in this study is the total hit probability,
which is the probability that the receiver of interest finds its requested content in one of the nodes
that is accessible from this receiver. The total hit probability in turn depends upon: (i) request
probability, which is the probability with which a particular content is requested by the reference
receiver (assumed to be known a priori), (ii) caching probability, which is the probability with
which a content is cached at a transmitting node (it depends upon the caching strategy), and
(iii) coverage probability that guarantees the minimum SIR for successful reception [17].
Our goal is to maximize the total hit probability. To perform this analysis, we consider a
finite library of popular contents C = {c1, c2, ..., cJ } with size J , where cj denotes the jth most
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popular content. For simplicity of exposition, we assume that all the contents have same size,
which are normalized to one. We further assume that the transmitting nodes are equipped with
cache storage of size mc and hence each node can store at most mc popular contents. Now,
denoting the specific set of contents at a generic transmitting node by Ω, the caching probability
is: bj = P(cj ∈ Ω), where bj denotes the probability that the content cj is stored at a given
transmitting node. To model the content popularity in this system, we use Zipf’s distribution due
to its practical relevance [29]. Hence, the request probability for file cj is:
PRj =
j−γ∑J
i=1 i
−γ ; 1 ≤ j ≤ J , (37)
where γ represents the parameter of Zipf’s distribution. Now, the total hit probability can be
mathematically expressed as:
Phit =
J∑
j=1
PRj
Nt∑
k=1
P
(k)
rand(1− bj)k−1bj, (38)
where (1 − bj)k−1bj indicates that the closest node with content of interest is the kth closest
node to the random receiver. Note that we considered random receiver in this case because by
construction, we need a “network-averaged” metric.
In other words, the content of interest was not found at (k − 1) closet transmitting nodes to
the random receiver. On the same lines as [17], the problem of optimal geographic caching in
finite wireless networks can be formulated as:
P∗hit = max{bj}
J∑
j=1
PRj
Nt∑
k=1
P
(k)
rand(1− bj)k−1bj (39)
s.t.
J∑
j=1
bj ≤ mc; 0 ≤ bj ≤ 1 ∀j, (40)
where P(k)rand is the new coverage probability result derived in Corollary 6. The necessity and
sufficiency of the constraints given by (40) have already been discussed in [17]. For better
understanding of this optimization problem, Fig. 11 plots the total hit probability for the simple
setup of J = 2, and mc = 1. It can be seen that by increasing the number of simultaneously active
transmitting nodes, Na, the optimal caching probability for the most popular content (i.e., b1)
moves toward one. This is mainly because increasing Na results in higher interference, which in
turn decreases coverage probability. For example when there is only one active node (completely
orthogonal channel allocation), coverage probability is equal to one under interference limited
regime. Hence, it is optimal to cache the two contents with the same probability, i.e., b1 = b2 =
24
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0.5. However, by increasing the number of active transmitting nodes, P(k)rand for k > 1 decreases
significantly due to increased interference. As demonstrated in Fig. 11, this makes it optimal
to cache the more popular contents more often. Though channel orthogonalization is beneficial
in terms of total hit probability, it is not desirable for the network throughput which favors
having multiple active links as long as the resulting interference remains acceptable. In order to
study the trade-off between the number of active links and the resulting interference, we define
throughput as: T∗ = Na P∗hit. Figs. 12 and 13 plot maximum hit probability and throughput
versus number of active transmitting nodes, respectively. Interestingly, increasing the number
of active nodes has a conflicting effect on the maximum hit probability and the throughput:
maximum hit probability decreases and throughput increases. This implies that more nodes can
be simultaneously activated if the total hit probability remains within acceptable limits.
V. CONCLUSION
In this paper, we developed a comprehensive framework for the performance analysis of finite
wireless networks. Modeling the locations of nodes as a uniform BPP, we considered two generic
TX-selection policies: i) uniform TX-selection policy: the serving node is chosen uniformly at
random amongst the set of transmitting nodes, and ii) k-closest TX-selection policy: the serving
node is the kth closest node out of N t transmitting nodes to the reference receiver. For these two
policies, we derived “exact” expressions of coverage probability corresponding to an arbitrarily-
located reference receiver, using which we specialized and extended the analyses to several cases
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of interest. The new set of distance distributions and coverage probability results have numerous
application in the performance analyses of various modern and classical wireless systems. For
instance, k-closest TX-selection result can be easily specialized to study the performance of
finite cellular networks. This case is becoming mainstream with the popularity of mmWave
communications. We also discussed three possible applications of our new results. First, we
investigated the diversity loss due to SIR correlation in a finite network. Second, we obtained
the optimal number of links that can be simultaneously activated to maximize NSE. Third, we
evaluated optimal caching probability to maximize the total hit probability in cache-enabled finite
networks.
This work has many extensions. From modeling perspective, it can be extended to an arbitrary
shape (instead of a circle) where the node locations follow a more general distribution. Further,
this framework can be extended to analyze Mate´rn cluster process where each finite network
form one cluster. From system perspective, it can be used for the performance analysis of indoor
communication and hotspots, where the infinite PPP assumption may not be applicable. Finally,
these tools can also be extended to study the performance of mmWave communication systems
where the receiver of interest may experience interference from a finite number of nodes due to
blocking.
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Fig. 14. System model of k-closest TX-selection policy wherein (a) r < rd − ν0, and in (b) r > rd − ν0.
APPENDIX
A. Proof of Lemma 1
The derivation of the CDF corresponding to the distances between an arbitrarily-located
reference receiver to the transmitting nodes can be partitioned into two parts: a) wi ≤ rd−ν0, and
b) wi ≥ rd− ν0. First, if wi ≤ rd− ν0, then FWi,1(wi|ν0) simply is FWi,1(wi|ν0) =
piw2i
pir2d
. Second,
if wi > rd− ν0, then FWi,2(wi|ν0) is the area of intersection of between the circles x2 + y2 = r2d,
and (x− ν0)2 + y2 = w2i divided by pir2d. These circles intersect when x = x∗ = ν
2
0+r
2
d−w2i
2ν0
. So,
the CDF of Wi,2 can be written as:
FWi,2(wi|ν0) =
1
pir2d
[
2wi
∫ x∗
ν0−wi
√
(1− ((x− ν0)/wi)2dx+ 2rd
∫ rd
x∗
√
1− (x/rd)2dx
]
.
By changing variables (ν0 − x)/wi = cos θ in the first integral and x/rd = cosφ in the second
integral, we have
FWi,2(wi|ν0) =
1
pir2d
[
2w2i
∫ θ∗
0
(1− cos 2θ)dθ − 2r2d
∫ 0
φ∗
(1− cos 2φ)dφ
]
=
1
pir2d
[
w2i (θ
∗ − 1/2 sin 2θ∗)+r2d(φ∗ − 1/2 sin 2φ∗)
]
,
where θ∗ = arccos
(w2i+ν20−r2d
2ν0wi
)
, and φ∗ = arccos
(ν20+r2d−w2i
2ν0rd
)
.
B. Proof of Lemma 3
The joint PDF of “ordered” subset {wi:Nt}i=1:Nt conditioned on R = Wk:Nt and V0 is:
f(w1:Nt , ..., wNt:Nt|wk:Nt , ν0) = f(w1:Nt , ..., wNt:Nt |ν0)
fWk:Nt (wk:Nt |ν0)
(a)
=
N t!
∏Nt
i=1 fWi(wi:Nt|ν0)
fWk:Nt (wk:Nt|ν0)
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(b)
= (k − 1)!
k−1∏
i=1
fWi(wi:Nt|ν0)
FWi(wk:N |ν0)︸ ︷︷ ︸
joint PDF of {Wi:Nt}i=1:k−1
(N t − k)!
Nt∏
i=k+1
fWi(wi:Nt |ν0)
1− FWi(wk:N |ν0)︸ ︷︷ ︸
joint PDF of {Wi:Nt}i=k+1:Nt
,
where fWk:Nt (.|ν0) = f
(k)
R (.|ν0). Here (a) follows from definition of the joint PDF of order
statistics [21, eqn. (2.10)] with sampling PDF fWi(.|ν0) given by (5), and (b) follows from
substituting the expression of fWk:Nt (.|ν0) which is given by (8). The product of joint PDFs
in (b) implies that the {Wi:Nt}i=1:k and {Wi:Nt}i=k+1:Nt conditioned on the serving distance
R = Wk:N and V0 are independent. The joint PDF of {Wi:Nt}i=1:k conditioned on R = Wk:Nt
and V0 is:
f(w1:Nt , ..., wk−1:Nt|wk:Nt , ν0) = (k − 1)!
k−1∏
i=1
fWi(wi:Nt|ν0)
FWi(wk:Nt |ν0)
.
Note that (k−1)! gives possible permutations of distances from “ordered” subset, {Wi:Nt}i=1:k−1,
and doesn’t appear in the joint PDF of “unordered” subset {Wi}i=1:k−1, that is:
f(w1, ..., wk−1|wk:Nt , ν0) =
k−1∏
i=1
fWi(wi|ν0)
FWi(wk:Nt |ν0)
; wi ≤ wk:Nt ,
where the product of same functional form of the joint PDF f(w1, ..., wk−1|wk:Nt , ν0) infers that
the subset of distances in “unordered” set {Wi}i=1:k−1 are i.i.d. with PDF fWi (wi|ν0)FWi (wk:Nt |ν0) . Recall
that after fixing the location of serving distance the interfering nodes in Bin are chosen uniformly
at random. This random selection of the interfering distances infers that the PDF of each element
of distance in Bin is also fWi (wi|ν0)
FWi (wk:Nt |ν0)
. Now, recall that the distribution of serving distance has a
piece-wise form. We denote the distances in “unordered” subset Bin by uin, and substitute wk:Nt
with r. From Fig. 14, it can be seen that there are three cases for the distance of interfering
nodes closer than serving node to the reference receiver.
• Case 1: the distances from interfering nodes that are closer than the serving node to the
reference receiver, where the serving distance is smaller than rd−ν0, i.e., uin < r < rd−ν0.
• Case 2: the distances from interfering nodes that are closer than the serving node to the
reference receiver is less than rd − ν0 and the serving distance is greater than rd − ν0, i.e.,
uin < rd − ν0 < r < rd + ν0
• Case 3: the distances from interfering nodes that are closer than the serving node to the
reference receiver and the serving distance are greater than rd − ν0, i.e., rd − ν0 < uin <
r < rd + ν0.
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The appropriate pieces of PDF and CDF of Wi (see Lemmas 1 and 2) are chosen according to
the ranges of r and uin in each case. Thus, we have
fWi(uin|ν0)
FWi(r|ν0)
=

fWi,1 (uin|ν0)
FWi,1 (r|ν0)
, 0 < r < rd − ν0, 0 < uin < r
fWi,1 (uin|ν0)
FWi,2 (r|ν0)
, rd − ν0 < r < rd + ν0, 0 < uin < rd − ν0
fWi,2 (uin|ν0)
FWi,2 (r|ν0)
, rd − ν0 < r < rd + ν0, rd − ν0 < uin < r
,
where the CDF and PDF of Wi,1 and Wi,2 are given by Lemmas 1 and 2. Similar arguments
can be applied for the derivation of fUout(.|ν0, r).
C. Proof of Lemma 4
The conditional Laplace transform of interference is:
L(u)I (s|ν0) = E
[
exp
(
− s
∑
yi∈Φa\y`
hi‖x0 + yi‖−α
)]
= E
[ ∏
yi∈Φa\y`
exp
(
− shi‖x0 + yi‖−α
)]
(a)
= E
[ ∏
yi∈Φa\y`
1
1 + s‖x0 + yi‖−α
]
(b)
=
(∫ rd+v0
0
1
1 + su−α
fU(u|ν0)du
)Na−1
(c)
=
(
2
r2d
∫ rd−ν0
0
u
1 + su−α
du+
∫ rd+ν0
rd−ν0
u
1 + su−α
2
pird
arccos
(u2 + ν20 − r2d
2ν0u
)
du
)Na−1
,
where (a) follows from hi ∼ exp(1), (b) follows from converting Cartesian to polar coordinates
using density function of distance given by (7) along with conditional i.i.d. property of U with
realization denoted by u = ‖x0 + yi‖, and (c) follows from substituting the density function,
fU(u|ν0), given by (7). The final result can be obtained by using [24, eq(3.194.1)].
D. Proof of Lemma 5
The Laplace transform of interference conditioned on V0 and R = Wk:Nt is:
L(k)I (s|ν0, r) = E
[ ∏
uin∈Bin
exp
(
− shiuin−α
) ∏
uout∈Bout
exp
(
shiuout
−α
)]
(a)
= E
[ ∏
uin∈Bin
1
1 + suin−α
∏
uout∈Bout
1
1 + suout−α
]
(b)
=
nam∑
`=0
p`(1− p)Na−`−1(Na−1
`
)∑nam
`=0 p
`(1− p)Na−`−1(Na−1
`
)(∫ r
0
1
1 + suin−α
fUin(uin|ν0, r)duin
)`
×
(∫ ν0+rd
r
1
1 + suout−α
fUout(uout|ν0, r)duout
)Na−`−1
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where (a) follows from hi ∼ exp(1), and (b) follows from the fact that uin ∈ Bin and uout ∈ Bout
are conditionally i.i.d. with PDF fUin(.|ν0, r), and fUout(.|ν0, r), followed by the fact that number
of nodes in Bin is a binary random variable with probability p = k−1Nt−1 conditioned on total being
less than nam = min(k−1, Na−1). Substituting the PDFs of fUin(.|ν0, r), and fUout(.|ν0, r) given
by Lemma 1 completes the proof.
E. Proof of Lemma 6
According to the definition of joint success probability, we have
P
(u)
joint(ν0, n) = P
( ∩nj=1 h`,j > βrαIj) (a)= E[ n∏
j=1
exp(βrαIj)
]
= E
[ ∏
yi∈Φa\y`
n∏
j=1
exp
(
βrαhi,j‖x0 + yi‖−α
)] (b)
= E
[ ∏
yi∈Φa\y`
(
1
1 + βrα‖x0 + yi‖−α
)n]
(c)
= ER
[(
∫ rd−ν0
0
(
1
1 + βrαu−α
)n
2u
r2d
du+
∫ rd+ν0
rd−ν0
(
1
1 + βrαu−α
)n
2u
pir2d
arccos
(u2 + ν20 − r2d
2ν0u
)
du
)Na−1]
where (a) follows from h`,j ∼ exp(1), (b) follows from expectation over hi,j-s along with the
fact hi,j-s are i.i.d., and (c) follows from converting Cartesian to polar coordinates by using the
density function of distance given by (7) along with conditional i.i.d. property of u = ‖x0 +yi‖.
The first integral of (c) reduces to closed form expression by using [24, eq (3.241.4)] and some
algebraic manipulation. The final result is obtained by taking expectation over serving distance.
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