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Resumen: En este art´ıculo presentamos un algoritmo para el aprendizaje estad´ısti-
co de modelos sema´nticos, a partir de un corpus no alineado de pares de frases y su
representacio´n sema´ntica en te´rminos de frames. El objetivo final es poder asociar
automa´ticamente segmentos de longitud variable con sus correspondientes unidades
sema´nticas para ser usados en tareas de comprensio´n de habla. Una de las ventajas
de esta aproximacio´n consiste en evitar el costoso trabajo de segmentar y etiquetar
todo el corpus de aprendizaje, como necesitan la mayor parte de los me´todos basado
en corpus. Por otra parte, resulta de especial intere´s la capacidad de aprendizaje dis-
criminativo que presenta este me´todo. Hemos aplicado este algoritmo al desarrollo
del mo´dulo de comprensio´n de un sistema de dia´logo hablado, cuya tarea es el acceso
a informacio´n sobre trenes. Se presentan experimentos que confirman lo adecuado
del me´todo, dado el ahorro de esfuerzo en la preparacio´n del corpus.
Palabras clave: Comprensio´n del habla, Clasificacio´n sema´ntica, Modelizacio´n Es-
tad´ıstica
Abstract: In this paper we present a algorithm for the statistical learning of seman-
tic models, based on a corpus of unaligned pairs of sentences and semantic represen-
tations in terms of frames. The objective is automatically associate variable-length
segments with their corresponding semantic labels to be used in speech understan-
ding tasks. One advantage of this approach is to avoid the expensive work of seg-
menting and labeling the whole training corpus, process which is needed by almost
all the corpus based methods. Moreover, the discrimination learning ability of this
method is specially interesting. We have applied this algorithm to the development
of the understanding module of a spoken dialog system, whose task is the access to
information about trains. We present experiments that confirm the appropriateness
of the methodology.
Keywords: Spoken Language Understanding, Semantic Classification, Statistical
Modelization
1. Introduccio´n
En muchas de las aplicaciones relaciona-
das con la interaccio´n oral hombre ma´qui-
na, el proceso de comprensio´n del habla tie-
ne una importancia muy relevante. Tal es el
caso de los sistemas de dia´logo hablado, en
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que el mo´dulo de comprensio´n debe extraer
tanto la intencio´n como la informacio´n pro-
porcinada por el usuario. En los u´ltimos an˜os
se han hecho grandes esfuerzos en el desa-
rrollo de sistemas de dia´logo, lo que ha im-
pulsado tambie´n los trabajos en el a´rea de
comprensio´n de habla (De Mori et al., 2008).
Habitualmente estas aplicaciones se limitan
a dominios restringidos dado que las capaci-
dades de representacio´n y modelizacio´n esta´n
muy condicionadas por la cantidad y variabi-
lidad de campo sema´ntico que se quiere mo-
delizar. Ejemplo t´ıpicos de aplicaciones de
dia´logo y comprensio´n son los sistemas de
acceso a un servicio de informacio´n conside-
rando habla esponta´nea, iniciativa mixta y
un vocabulario de talla media. Al igual que
en otras modelizaciones en el campo del re-
conocimiento del habla, como son la mode-
lizacio´n acu´stica o los modelos de lenguaje,
los me´todos estad´ısticos han sido ampliamen-
te usados en comprensio´n del habla (Minker,
1999). Entre estas aproximaciones se encuen-
tran aquellas basadas en clasificadores apren-
didos con criterios discriminativos (Hahn et
al., 2009), (Dinarelli, Moschitti, y Riccardi,
2009), las basadas en modelos estoca´sticos
(He y Young, 2006), (Segarra et al., 2002), y
las basadas en traductores (Raymond et al.,
2006). La representacio´n sema´ntica escogida
en la mayor´ıa de las propuestas es la de fra-
me, consistentes en un conjunto de conceptos
y pares atributo-valor. Esta representacio´n es
especialmente u´til cuando la aplicacio´n con-
siste en un servicio de informacio´n que re-
quiere el acceso a una base de datos y por
tanto hay que completar una serie de campos
para realizar un requerimiento (slot-filling).
Sin embargo, en los u´ltimos an˜os se ha em-
pezado a estudiar la posibilidad de trabajar
con estructuras sema´nticas jera´rquicas ma´s
complejas (Quarteroni, Riccardi, y Dinarelli,
2009), (Pe´rez et al., 2006).
Algunas de las ventajas de utilizar me´to-
dos estad´ısticos son que pueden representar
la variabilidad le´xica a la hora de expresar la
sema´ntica y que pueden ser aprendidos au-
toma´ticamente a partir de corpus. Sin em-
bargo, el trabajo de obtener y preparar un
amplio y representativo corpus de aprendiza-
je es uno de sus principales inconvenientes.
En toda modelizacio´n sema´ntica hay un pa-
so inicial en que se define la sema´ntica que se
quiere representar y el tipo de representacio´n:
su estructura y su lenguaje (conceptos, mar-
cadores, atributos,..). Posteriormente, cuan-
do se hace un aprendizaje basado en corpus,
se debe hacer un etiquetado sema´ntico de las
frases (tanto para los clasificadores basados
en criterios discriminativos como para los mo-
delos basados en ma´xima verosimilitud) a ni-
vel de palabra o secuencia de palabras. Este
proceso se realiza mediante varios etiqueta-
dores y, adema´s de costoso, puede ser origen
de errores debido a la disparidad de criterios
que pueden aplicar los etiquetadores. Adema´s
no siempre es posible detectar de forma ma-
nual cua´les son los segmentos de palabras ma´s
representativos para las unidades sema´nticas
definidas.
El trabajo que presentamos en este art´ıcu-
lo propone un me´todo de aprendizaje en el
que no sea necesario un etiquetado manual,
a nivel de las palabras, del corpus de apren-
dizaje y que sea capaz de obtener de forma
automa´tica los conjuntos de segmentos repre-
sentativos de las unidades sema´nticas defini-
das para la aplicacio´n. Para ello se realiza
un proceso iterativo de clasificacio´n. El cor-
pus de aprendizaje consiste en un conjunto
de frases y sus correspondientes significados
(no necesariamente secuenciales con la frase),
y por lo tanto no se conoce la asociacio´n de
palabras a unidades sema´nticas. El me´todo
propuesto parte de una asignacio´n inicial de
cada palabra o segmento de palabras a to-
das las unidades sema´nticas que aparecen en
su representacio´n sema´ntica, y a partir del
ana´lisis estad´ıstico de las correlaciones que
existen entre segmentos y unidades detecta
aquellos segmentos de longitud variable que
pueden ser representativos. Este me´todo se
ha aplicado al mo´dulo de comprensio´n de un
sistema de dia´logo cuya tarea es la consulta
a un sistema de informacio´n de trenes.
En la Seccio´n 2 se presenta la modeliza-
cio´n sema´ntica y los algoritmos utilizados pa-
ra el aprendizaje y la decodificacio´n. En la
Seccio´n 3 se presenta una evaluacio´n de los
me´todos propuestos sobre la tarea de infor-
macio´n sobre trenes, y en la Seccio´n 4 se pre-
sentan las conclusiones.
2. Modelizacio´n sema´ntica
El proceso de decodificacio´n sema´ntica
(comprensio´n del habla) puede entenderse co-
mo la obtencio´n de la secuencia de unidades
sema´nticas (que a partir de ahora llamare-
mos conceptos) c =cM1 , dada una secuencia
de palabras w =wN1 que maximiza la proba-
bilidad condicional P (c|w). Usando la regla
de Bayes, se tiene:
cˆ = argma´x
c
P (w|c) · P (c)
donde P (c) es la probabilidad a priori de
la secuencia de conceptos c y P (w|c) es la pro-
babilidad de la secuencia de palabras w, dada
la secuencia c, es decir, existe una asociacio´n
entre segmentos de palabras y conceptos. Es-
ta aproximacio´n estad´ıstica a la comprensio´n
del habla requiere un me´todo para el apren-
dizaje de las probabilidades P (c) y P (w|c),
adema´s de un algoritmo de bu´squeda para
obtener cˆ entre todas las posibles secuencias
de conceptos.
2.1. La propuesta de modelizacio´n
estad´ıstica
Las caracter´ısticas principales de la apro-
ximacio´n que presentamos en este art´ıculo
para la modelizacio´n sema´ntica son las si-
guientes:
El modelo se aprende a partir de un
conjunto de pares secuencia-de-palabras
w, secuencia-de-conceptos c, que no tie-
nen por que´ estar alineados. De hecho la
representacio´n sema´ntica utilizada es el
frame, donde los conceptos y atributos se
presentan en una forma cano´nica, y, por
tanto, la secuencia de unidades sema´nti-
cas no es necesariamente secuencial con
la frase de entrada. Es decir, aparte de
definir las unidades sema´nticas que se
van a considerar, no hay que hacer un
etiquetado expl´ıcito a nivel de palabra,
sino so´lo a nivel de frase.
Asumiendo que el orden en que se pro-
porciona la informacio´n sema´ntica en
una frase no es relevante para determi-
nar que´ conceptos se han observado, es-
timaremos la probabilidad a priori P (c)
como la probabilidad de los unigramas
de los conceptos P (cM1 ) =
∏
i=1..M P (ci),
donde P (ci) es la estimacio´n del unigra-
ma ci en el corpus de entrenamiento. Con
esta asuncio´n, dos secuencias de concep-
tos diferentes son equivalentes si el con-
junto de conceptos de que esta´n com-
puestas es el mismo.
Dada la ausencia de alineamiento
expl´ıcito en el corpus de aprendizaje,
las probabilidades de que´ palabras, o
secuencias de palabras, esta´n asocia-
das a los conceptos no se pueden esti-
mar por conteo, en contraste con otras
aproximaciones de aprendizaje basadas
en Expectation-Maximization (Demps-
ter, Laird, y Rubin, 1977). Por tanto, pa-
ra calcular P (w|c) proponemos un pro-
ceso iterativo de clasificacio´n en el cual
segmentos de longitud variable se aso-
cian a conceptos segu´n criterios discrimi-
nativos. Considerando que P (w|c) pue-
de aproximarse por la probabilidad de la
mejor de las segmentaciones de wN1 en
un conjunto de M segmentos de longi-
tud variable, se tiene:
P (wN1 |c
M
1 ) = ma´x
∀l1,l2,...lM−1
{P (w1, ..., wl1 |c1)·
P (wl1+1, ..., wl2 |c2) · ... ·
P (wlM−1+1, ..., wn|cM )}
A partir de esta definicio´n de la fun-
cio´n objetivo, el proceso de decodifi-
cacio´n sema´ntica puede realizarse me-
diante un algoritmo de programacio´n
dina´mica cla´sico, con las modificaciones
necesarias para tratar con segmentos de
longitud variable.
2.2. Proceso de aprendizaje
El corpus de aprendizaje esta´ compuesto
por secuencias de pares (frase, conceptos). En
la Figura 1 se muestra un ejemplo de este tipo
de etiquetado sema´ntico, en el que a una frase
se le pueden asignar uno o ma´s conceptos y
atributos.
“Me gustar´ıa informarme sobre los horarios,









Figura 1: Ejemplos del corpus DIHANA
El orden en que se proporciona la infor-
macio´n, es decir se estructuran los concep-
tos, no es un factor relevante, ya que es po-
sible trasmitir el mismo mensaje sema´ntico
en diferente orden. En la Figura 2 se muestra
un ejemplo de dos frases que tienen el mis-
mo significado en las que no so´lo las palabras
que contienen son diferentes, sino tambie´n el
orden en que se dan los conceptos.
El proceso de aprendizaje consiste en un
procedimiento iterativo que obtiene segmen-
tos de palabras de longitudes desde 1 a lmax
Sentence 1: “S´ı, me gustar´ıa volver el vier-











Figura 2: Ejemplo de frases diferentes con
el mismo etiquetado sema´ntico en el corpus
DIHANA
asociados a las clases sema´nticas, utilizando
para ello criterios discriminativos.
El algoritmo de aprendizaje esta´ compues-
to de cuatro etapas, que se realizan para cada
una de las sucesivas longitudes de segmento,
∀l ∈ 1 · · · lmax:
1. Como no hay informacio´n sobre la corre-
lacio´n entre segmentos y conceptos, en
la primera etapa se asigna cada segmen-
to a todos los conceptos que aparecen
en el etiquetado sema´ntico de la frase. A
partir de esta informacio´n se obtiene un
conjunto de segmentos asociados a cada
concepto.
2. Con el objeto de aumentar la capacidad
de discriminar entre conceptos, basa´ndo-
nos en los segmentos que los represen-
tan, se hace un proceso de refinamiento
y podado de estos conjuntos. Se consi-
dera que un segmento es representativo
de un concepto si aparece frecuentemen-
te asociado a ese concepto, y no apare-
ce frecuentemente en otros conceptos. A
partir de esta informacio´n se realiza un
podado de los conjuntos utilizando un
umbral de pertenencia: so´lo los segmen-
tos que tienen alta probabilidad en un
conjunto y baja probabilidad en otros se
mantienen en el conjunto de segmentos
asociados a dicho concepto, y son elimi-
nados de los otros.
Para ello, se calcula ∀sl, ci los valores
P (ci|sl), donde ci es un concepto, sl es
un segmento de longitud l y P (ci|sl) es
la probabilidad de que al observar el seg-
mento sl el concepto que se le asocie sea
ci.
A partir de estas probabilidades, so´lo se
permite que permanezcan en el conjunto
asociado a cada clase ci todos los sl tal
que P (ci|sl) > umbral.
3. Por otra parte, para aumentar la cober-
tura del modelo y poder tratar con las
realizaciones le´xicas de ciertas categor´ıas
naturales que son bien conocidas a prio-
ri aunque posiblemente no hayan sido
observadas en el entrenamiento, se rea-
liza un proceso de categorizacio´n basa-
do en criterios lingu¨´ısticos y en diccio-
narios. Un ejemplo de este tipo de cate-
gorizacio´n definido en nuestra propues-
ta es considerar el conjunto de d´ıas de
la semana, meses, o nu´meros, como una
informacio´n a priori que detecta si una
palabra pertenece a estas categor´ıas. Sin
embargo se mantiene la salvaguarda de
que si el mecanismo de categorizacio´n
genera algu´n tipo de ambigu¨edad en al-
guna situacio´n concreta, entonces no se
aplica y se mantiene la palabra. Tambie´n
son utilizados los lemas en lugar de las
palabras siempre que no produzcan am-
bigu¨edad.
4. Para que el proceso incremental de ir
construyendo segmentos de longitudes
cada vez mayores mantenga un criterio
discriminativo que elimine al ma´ximo las
ambigu¨edades, en cada conjunto obteni-
do en el paso anterior se podan los seg-
mentos, que este´n compuestos por otros
ma´s cortos que pertenecen a algu´n otro
diccionario.
As´ı por ejemplo, cuando se construyen
segmentos de longitud dos se comprueba
que las dos palabras que los componen, o
las categor´ıas a ellas asociadas, no sean
palabras representativas de otras clases
antes de asignarlos a una nueva clase.
El objetivo de este procedimiento discri-
minativo es encontrar segmentos de diver-
sas longitudes que caracterizan las unida-
des sema´nticas. Hay muchos casos en los que
cuando se aumenta la longitud de los segmen-
tos se puede discriminar mejor entre palabras
que son sema´nticamente ambiguas si se las
considera aisladamente. Este es el caso, por
ejemplo, de la palabra “Valencia” que puede
asociarse a CiudadOrigen o CiudadDestino,
pero cuando se consideran segmentos de lon-
gitud dos la secuencia “a Valencia” se debe
asignar claramente a CiudadDestino.
3. Resultados experimentales
En este apartado nos proponemos descri-
bir los resultados de la experimentacio´n de
nuestro sistema de comprensio´n con el cor-
pus DIHANA (Bened´ı et al., 2006).
3.1. El corpus DIHANA
El corpus DIHANA consiste en dia´logos en
habla esponta´nea de interrogacio´n a un siste-
ma de informacio´n sobre trenes por tele´fono.
En el proyecto DIHANA se adquirieron,
mediante la te´cnica del Mago de Oz (Fraser
y Gilbert, 1991), 900 dia´logos. Se definieron
tres tipos de escenarios:
Horarios para viajes de ida.
Horarios para viajes de ida y vuelta.
Horarios, precios y servicios.
El nu´mero de usuarios fue de 225 con 4
dia´logos por usuario. Las caracter´ısticas del
corpus transcrito se muestran en la Tabla 1
Nu´mero de turnos 6 226
Nu´mero de palabras 47 222
Talla del vocabulario 811
Media de palabras por turno 7,6
Tabla 1: Caracter´ısticas del corpus transcrito.
Despue´s de transcribir el corpus, se defi-
nieron un conjunto de frames (secuencias de
conceptos y pares atributo-valor), y se eti-
queto´ el corpus en te´rminos de estos frames.
Por simplificacio´n,llamamos concepto a cada
unidad sema´ntica, bien sea un concepto o un
par atributo-valor.
Se definieron 17 conceptos para la tarea
DIHANA, agrupados en tres conjuntos: Con-
ceptos generales para cualquier sistema de
dia´logo (GENERAL), conceptos que repre-
sentan consultas a la informacio´n del sistema
(CONSULTA), y conceptos que tienen aso-
ciados valores y que representan restricciones
de la consulta (ATRIBUTO). En la Tabla 2
se muestran estos conceptos.
3.2. Resultados
Para realizar los experimentos hemos defi-
nido un conjunto de entrenamiento y un con-












Tabla 2: Lista de conceptos para la tarea
DIHANA.
pus de forma que el conjunto de test contiene
el 20% de las frases del corpus.
En las tablas 3 y 4 se muestran los re-
sultados de los diferentes experimentos. En
unos se ha tomado como entrada al deco-
dificador sema´ntico las frases de prueba co-
rrectamente transcritas (“Transcripcio´n” en
la tabla), mientras que en otros la entrada ha
sido el resultado del proceso de reconocimien-
to de las mismas frases de prueba (“Reco” en
la tabla) usando CMU-Sphinx2 que propor-
ciono´ un Word Accuracy del 82%. Los re-
sultados de los experimentos se muestran en
te´rminos de Precisio´n y Cobertura.
Se han realizado tres experimentos. En el
primer experimento (“Palabras” en la tabla)
utilizamos el corpus sin ningu´n preprocesado.
Con el objetivo de mejorar la cobertura de los
modelos, se han propuesto otros dos experi-
mentos, uno utilizando so´lo unas categor´ıas
ba´sicas definidas a priori (“Categor´ıas ba´si-
cas” en la tabla) y otro an˜adiendo categor´ıas
extendidas con informacio´n morfosinta´ctica y
lematizacio´n (“Categor´ıas extendidas” en la
tabla).
Las categor´ıas definidas para el etiquetado
son las siguientes:
Categorizacio´n: Las categor´ıas ba´sicas
definidas a priori son: ciudades, servi-
cios, nu´meros, d´ıas y meses. La figura
3 muestra un ejemplo de categorizacio´n.
Lematizacio´n: nombres, verbos,...
Lexicalizacio´n de algunos segmentos.
Por ejemplo, el segmento “para ir a”
se considera una u´nica palabra (“pa-
ra ir a”).
Adema´s, se han realizado los experimen-
tos considerando un umbral de 1 (Tabla 3),
Frase original: “Me gustar´ıa saber los hora-
rios desde Valencia a Madrid para este do-
mingo”
Frase categorizada: “Me gustar´ıa saber los
horarios desde [nom-ciudad] a [nom-ciudad]
este [dia-semana]”
Figura 3: Ejemplo de categorizacio´n
o de 0,8 (Tabla 4) a la hora de permitir aso-
ciar los segmentos a los conceptos P (ci|si).
Al comparar los resultados de ambas tablas
se aprecia como la cobertura mejora para los
experimentos con un umbral de aceptacio´n de
palabras de 0,8 pero empeora la precisio´n.
En los tres experimentos, la tabla muestra
la diferencia de resultados cuando se utiliza
como entrada la frase transcrita correctamen-
te o el resultado de la fase de reconocimiento,
siendo los primeros siempre los mejores, como
cab´ıa esperar.
Al comparar el primer y el segundo ex-
perimento no se aprecia mejora alguna, pero
es cuando usamos las categor´ıas extendidas
donde vemos claramente que el uso de infor-
macio´n lingu¨´ıstica extra mejora el compor-
tamiento del sistema cuando se usan trans-
cripciones correctas como entrada. Esto es
coherente con el hecho de que la estructu-
ra lingu¨´ıstica es ma´s correcta en las secuen-
cias transcritas. Sin embargo, los resultados
no son mejores cuando se considera como en-
trada la salida del reconocedor (que contiene
errores de reconocimiento en algunos casos).
Experimento Cobertura Precisio´n
Palabras Reco 0,82 0,83
Transcripcio´n 0,85 0,96
Categor´ıas Reco 0,79 0,85
ba´sicas Transcripcio´n 0,85 0,96
Categor´ıas Reco 0,84 0,83
extendidas Transcripcio´n 0,90 0,95
Tabla 3: Resultados de la experimentacio´n
con un umbral para P (ci|si) de 1
4. Conclusiones
En este art´ıculo hemos presentado una
aproximacio´n al desarrollo del mo´dulo de
comprensio´n de un sistema de dia´logo ha-
blado. Los modelos sema´nticos se aprenden
automa´ticamente a partir de un corpus de
entrenamiento en el cual el proceso de eti-
quetado ha sido simplificado. So´lo se requiere
Experimento Cobertura Precisio´n
Palabras Reco 0.89 0.78
Transcripcio´n 0.93 0.87
Categor´ıas Reco 0,88 0,77
ba´sicas Transcripcio´n 0,93 0,87
Categor´ıas Reco 0,90 0,78
extendidas Transcripcio´n 0,95 0,87
Tabla 4: Resultados de la experimentacio´n
con un umbral para P (ci|si) de 0,8
la anotacio´n global de la frase, en vez de un
etiquetado detallado de palabra o segmento
de palabras a concepto. Resulta prometedora
la capacidad que ha demostrado el me´todo
propuesto de encontrar los segmentos de pa-
labras apropiados que pueden ser asociados
a los diferentes conceptos. Los experimentos
muestran que esta aproximacio´n ofrece bue-
nos resultados, requiriendo menos esfuerzo en
el etiquetado. Algunas mejoras en la aproxi-
macio´n presentada consistir´ıan en un estudio
detallado de co´mo afecta la eleccio´n del um-
bral de aceptacio´n de palabras a las presta-
ciones del sistema y en explorar la posibilidad
de utilizacio´n de otros me´todos de clasifica-
cio´n o clustering para la estimacio´n de las
probabilidades P (ci|sl). Adema´s ser´ıa conve-
niente aplicar este me´todo a tareas ma´s com-
plejas, donde las realizaciones le´xicas de los
conceptos presenten ma´s intersecciones y am-
bigu¨edad.
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