Abstract-An algorithm to classify the network traffic based on improved support vector machine (SVM) is presented in this paper. Each feature of the traditional support vector machine (SVM) algorithm has the same effect on classification rather than considering its practical effect. To improve the classification accuracy of SVM, the probabilistic distributing area of a feature in a kind of network traffic is obtained from the real network traffic. Then the overlapped degree of the feature's probabilistic distributing area between two different kinds of network traffic is calculated to obtain the feature's contribution degree, and the corresponding weight value of the feature is derived from its contribution degree. Thus each feature has different effect on the classification according to its weight value. Considering the feature's probabilistic distributing area is affected by the outliers or noises intensively, the data space is mapped to high dimension feature space, and the Gustafson-Kessel clustering algorithm is employed to deal with the outliers or noises existing in the input samples. The experimental results show that the method presented in this paper has a higher classification accuracy. Index Terms-improved SVM, probabilistic distributing area of a feature, contribution degree, Gustafson-Kessel clustering algorithm
I. INTRODUCTION
With the increasing development of network technology, the network applications have caused the severe shortage of the limited network resource. How to identify and control the internet traffic flows effectively is the key to solve these problems. In addition to this, how to identify the internet traffic is of great significance to network management, traffic control and anomaly detection etc. However, in order to effectively identify the internet traffic, it is necessary to understand the characteristics of internet traffic.
The classification method based on well-known port numbers is the most common traffic classification method because many traditional applications are associated with a known port number, for example the web traffic is associated with TCP port 80 [1, 2] . The port-based classification method is quite simple and easily extended by adding new application-port pairs to its database. However, the identification method based on well-known ports has become more and more difficult to adapt to the development of the network technology. At present there appears to be increasing Internet applications which do not use well-known port numbers and use dynamic ports to communicate with each other. Thus the network traffic which use dynamic ports to communicate with each other cannot be easily detected by the port-based method. In addition to this, the traffic which is classified as Web may easily be something else carried over TCP port 80. So the port-based method can't adapt to a variety of network traffic.
Another traffic classification method is the Deep Packet Inspection (DPI) approach using complete protocol parsing [3] . However, there are many difficulties to use this method. For example, for the purpose of the security, some protocols are employed to encrypt the network data stream, and the contents of the data stream are intentionally hidden from sniffer programs [4] . Furthermore, some countries may prohibit netizens parse the contents of network packets, which would be a privacy violation in their view. Due to these reasons, the complete protocol parsing method is not a valid solution, and the DPI method cannot be employed to effectively identify the traffic flows based on encryption technology.
Recently, the traffic identification method using statistical characteristics have become a hot research topic, and many algorithms have been used to classify different types of traffic flows, such as machine learning and neural network etc [5] [6] [7] [8] [9] . The machine learning method extracts the corresponding feature attribute through the statistical analysis of network traffic in application layer, and performs the classification using various machine learning algorithm. SVM is a new machine learning method put forward by V. Vapnik et al. and based on SLT (Statistics Learning Theory) and SRM (structural risk minimization) [10] . Compared with other learning machine, SVM has some unique merits, such as small sample sets, high accuracy and strong generalization performance etc. At present SVM has become one of the hottest research topics. For example, Alice E. et al. solved the multi-class problems with SVM to the task of statistical traffic classification, and they described a simple optimization algorithm, which use only a few hundred samples to perform correctly the classification problem [11] . Zhou X.S. employed the network traffic statistical characteristic and the SVM method based on the statistical theory to classify the different P2P traffic application [12] . Dusi M. et al. used GMM and SVM-Based statistical traffic analysis techniques to break the user behavior protection when applied to SSH tunnels [13] . Kumar S. et al. presented a P2P network traffic classification method using nu-Maximal Margin Spherical Structured Multiclass Support Vector Machine (nu-MSMSVM) classifier [14] .
However, there is still a main disadvantage exiting in the traditional SVM. Although some features have been chosen to classify different Internet traffic, not every feature has the same importance. Therefore, in order to improve the identification rate, each selected feature should have a weight value to represent its importance. To improve the prediction accuracy of SVM, Wang X.Z. et al. applied mutual information values between each selected input variable and output (to be predicted) variable to calculate the weights of the input variables [15] . Gu C.J. et al. employed the contribution degree of each feature derived from the feature's information gain to improve the classification accuracy [16] . It is worthwhile to note that there are still some areas not considered before. The probabilistic distributing area of a selected feature of network traffic must be in a certain range corresponding to the network traffic type. Then the probabilistic distributing area of a selected feature can be employed to classify the network traffic. Furthermore, for a selected feature, the overlapped degree of the probabilistic distributing area between two different kinds of network traffic directly determines the feature's classification accuracy. The method presented in [15] and [16] didn't consider the influence brought by the probabilistic distributing area of a selected feature. So we can improve the accuracy using the probabilistic distributing area of a selected feature.
The feature's probabilistic distributing area is very sensitive to the outliers or noises. At present, some method based on clustering algorithm are employed to find the outliers or noises from the input samples and eliminate them. For example, Wu X.H. et al. proposed a kernel improved possibilistic c-means (KIPCM) algorithm based on fuzzy clustering algorithm to make data clustering in kernel feature space. In this paper the input data can be mapped into a high-dimensional feature space with kernel methods, and the nonlinear pattern now appears linear [17] . Yang X.W. et al. used the FCM clustering to cluster each of two classes from the training set in the high-dimensional feature space. The farthest pair of clusters is searched and forms one new training set with membership degrees. The farthest pair of clusters consists of one comes from the positive class and the other from the negative class [18] . In FCM Euclidian distance is employed to calculate the distance between data object and cluster prototype. At present there are many types of data, and clusters may have various different shapes. According to research, FCM is only suitable for clusters with a spherical shape, and does not work well when clusters' sizes or densities are different. The reason is because the distances between data points to prototypes of clusters are calculated by Euclidian distance.
To solve these problems, there are some algorithms are developed, such as Gustafson-Kessel (GK) algorithm [19] . Wang J.H. et al. proposed a heuristic algorithm to reduce noises by clustering theory (GK-means). In this paper the results show that GK-means can effectively handle noises in the real-world database [20] . To effectively eliminate the outliers or noises, we can use the GK clustering to cluster each of two classes from the training set in the high-dimensional feature space in this paper.
The remainder of this paper is organized as follows. Section 2 describes in detail our approach to an improved SVM-based classifier. Section 3 describes the method to find the outliers or noises from the input samples and eliminate them, Experiment results are presented in section 4 and concluding remarks are in section 5.
II. IMPROVED SVM ALGORITHM FOR NETWORK TRAFFIC

A. Original SVM Algorithm
The original SVM algorithm for classification is to seek the hyperplane, which best separates two classes of data vectors {x i ,
, where x i is the i th data vector that belong to a binary class y i . If these data are linearly separable, we can determine the decision function:
where w is a vector and b is a scalar. The separating hyperplane satisfies:
The separating hyperplane that has the maximum distance between the hyperplane and the nearest data, i.e., the maximum margin, is called optimal hyperplane. If these data are nonlinearly separable, the input data {x 1 , …, x N }, i=1, …, N are mapped into a high-dimensional feature space using a function column vector ( ) Φ ⋅ , and a linear regression is performed in this feature space, then we have
To obtain the two unknown variables (w, b) in equation (2), the following function should be minimized 
where C determines the trade off between the maximum of margin and the amount up to which deviations are tolerated. and i ξ is the slack variables. Then the dual quadratic programming classification problem can be written as
where a i are the Lagrange multiplier, and K(x i , x j ) is a kernel function defined as follows:
The vector w is
Let the Optimal solution be 
The resulting decision function is
The points with 0 i a ≠ are taken as the support vectors, and they determine the final decision result.
B. Improved SVM Algorithm
As described above, every feature of original SVM algorithm has the same importance, and a method to obtain the weights of the features is presented in this section.
Given an input variable x i ={x i,1 , x i,2 ,…, x i,z }, where x i,j , j=1, …, z, is a feature, and z is the dimension of the feature. The probabilistic distributing area of x i,j will vary within a certain range corresponding to the network traffic type. Then the overlapped degree of probabilistic distributing area of x i,j between two different kinds of network traffic can be used to measure the classification accuracy. For example, if the overlapped degree is zero, the selected feature can accurately classify the network traffic according to the probabilistic distributing area. But if the overlapped degree is 1, the selected feature has no ability to classify the network traffic according to the probabilistic distributing area. Furthermore, the weight of the selected feature can be derived from the overlapped degree. Suppose the probabilistic distributing area of a feature is p 1 for a given traffic type, and p 2 for another given traffic type, then H 1,2 is defined as
where H 1,2 means the overlapped area between the two given traffic types. As Fig.1 .a shows that if the value of a given feature locates at H 1,2 , then we can't identify the network traffic type. Furthermore, the larger the H 1,2 is, the higher the probability of the feature locating at H 1,2 is. But if H 1,2 is 0, then we can identify the network traffic type using the given feature, it is shown as Fig.1 Now an important task is how to measure the given feature's classification ability using H 1,2 . Suppose the sample number of two kinds of network traffic is S 1 and S 2 , and a feature is selected to classify the two kinds of network traffic. Let the probabilistic distributing area of the given feature of the two kinds of network traffic be p 1 and p 2 , respectively. Then H 1,2 of the given feature is the overlapped area between the two given traffic types. If the sample number of the input locating at the H 1,2 is S 1,2 , then we have
The above formula means the given feature will locate at the H 1,2 with the probability 1, 2 θ . The conclusion can be drawn that he larger the 1,2 θ is, the higher the probability locating at H 1,2 is. Now the feature's contribution degree can be defined as 
where t 1,2,i , i=1,…,z, means the contribution degree of the i th feature. To suppress the weak feature, each feature has a weight value according to its contribution degree. So the kernel function can be written as
III. IMPROVED POSSIBILISTIC GUSTAFSON -KESSEL ALGORITHM
A. Original Possibilistic GK Algorithm
The reason that FCM can only work well for the spherical shaped clusters is because in the objective function the distances are calculated by Euclidian distance.
To take into the cluster shape into consideration, one obvious choice is to incorporate the covariance matrix of each cluster into the distance calculation. So the distance is calculated as 2 T
where x k is the value of the k th sample, v i is the i th cluster centre, M i is the covariance matrix of cluster c i , and M i is calculated as
where , [0, 1] i k u ∈ is the degree of membership of the k th sample to the i th cluster, and m is the fuzziness of the clusters, which determines the soft margins between clusters. Let m be 2 in this paper. Then the objective function is defined as
The original GK clustering algorithm is realized as follows:
Step 1: Set c, m, and initialize U.
Step 2: Update cluster centre v i using the formula: Step 3: Update F i and M i by formula (15) and (16), respectively.
Step 4: Update the distance by formula (14).
Step 5: Update the membership matrix U : Step 6: Repeat steps 2 through 5 above until
, where ε is the iterative termination index, and l is the iteration number.
B. Kernel Possibilistic GK Algorithm
The input space can be mapped into a high dimensional feature space using the theory Mercer kernel, and we have 1 1
Then the equation (15) can be transformed as follows
In addition to this, we have
The Gaussian kernel function is used in this paper, and the equation (20) can be written as [17] 
Then the equation (19) can be written as
and the equation (14) can be written as
Furthermore, the cluster centre v i is transformed as
and the membership function can be written as follows
Likewise, let u i,k be 1 when
The realization of the kernel possibilistic GK algorithm is the same as the original possibilistic GK algorithm.
The maximum degree of membership of a sample means which cluster it belongs to. When the data is partitioned into clusters using the clustering algorithm, a clustering centroid is calculated as follows
where x 0 means the clustering centroid, and N 1 means the sample number in the cluster. The average distance of the cluster is calculated as follows
Furthermore, the outliers or noises are far away from the normal samples, and they can be found only if one of the following conditions is satisfied:
• There are only a few samples or one sample in a cluster.
• The distance between a sample belong to a cluster and its clustering centroid is several times bigger than the average distance of the cluster. In this paper, the samples of a cluster will be considered as the outliers or noises if the number of the samples of a cluster is less than 3, and the sample will be considered as the outliers or noises also if the distance between the sample and its clustering centroid is 3 times bigger than the average distance of the cluster.
IV. EXPERIMENTS
A. Experiment Data
The Moore_Set is employed to verify the method proposed in this paper and compare with other methods. There are 10 kinds of network traffic in the Moore_Set, and the total number of the samples is 377526. Table. 1 describes the name, number, and the percentage of each kind of network traffic in total samples. The selected data set in this paper was divided equally into two subsets, one subset was the training set, and another was the measuring set. To compare with the results in [16] , 0.1% of isolated samples were blent into the training set.
Each sample of the Moore_Set was sampled from a complete bidirectional network flow of TCP, and the statistical feature attribute of network traffic reflects the nature of application flow. The optimal feature attribute set in this paper was obtained through the correlation-based feature selection algorithm [16] , such as { the duration time of a flow, the total number of packets of a flow, the total bytes of a flow, the average packet size of a flow, the median of packets' size of a flow, the variance of packets' size of a flow, the maximum of packets' size of a flow, the minimum of packets' size of a flow, the median of the arrival time interval of packets, the average arrival time of packets, the variance of arrival time interval of packets, the maximum of the arrival time interval of packets, the minimum of the arrival time interval of packets, the average packets' payload, the median of packets' payload, the variance of packets' payload, the maximum of packets' payload, the minimum of packets' payload }.
B. Experiment Results
In fact, the network traffic classification in this paper is a multi-class problem. At present there are two most popular methods for multiclass problem. One is one-against-all model which converts an n-class problem into n two-class problems. For example, for the i th two-class problem, the optimal decision function is to separate class i from the remaining classes. Another method is one-against-one model which constructs n(n-1)/2 classifiers, and each one classifier is trained on data from two classes. The one-against-one model is employed to classify the network traffic in this paper. So total of n(n-1)/2 matrix of the feature contribution degree are needed in this paper.
To compare with other methods, the measurement index presented in [16] was used in this paper. The feedback rate expressed as b and accuracy rate q is as follows
where tp means the number of correctly classified samples belong to class i, fn means the number of the incorrectly classified samples belong to class i, and fp means the number of samples incorrectly classified to class i. First, the data set was divided randomly into two equal subsets. Then the improved possibilistic Gustafson-Kessel algorithm was applied to eliminate the outliers and noises of the training set. Finally, the measurement set was used to measure the classification accuracy. This process was repeated 10 times, and the average values of the results of all ten consecutive tests were calculated to obtain the average classification accuracy. Table. 2 and Table. 3 show that compared with the FWSVM presented in [15] and the FW-FSVM presented in [16] , respectively, the improve SVM (ISVM) proposed in this paper has higher classification accuracy. The results demonstrate the method proposed in this paper can give the proper weight to the features according to their real classification ability, and depresses the weak features.
V. CONCLUSIONS
An improved SVM algorithm is proposed in this paper to classify the network traffic. The main contribution in this paper is as follows:
• The probabilistic distributing area of a feature is employed to represent the nature of the feature.
• The overlapped area of the probabilistic distributing area of a feature between two given traffic types is applied to calculate the contribution degree of the feature.
• The input data is mapped into a high-dimensional data space, and the Gustafson-Kessel clustering algorithm is employed to cluster the input data. Then we can deal with the outliers or noises existing in the input samples. Finally, experiment results show that the method proposed in this paper can improve the classification accuracy.
