We prove a pre-asymptotic bound on the total variation distance between the uniform distribution over two types of undirected graphs with n nodes. One distribution places a prescribed number of k T triangles and k S edges not involved in a triangle independently and uniformly over all possibilities, and the other is the uniform distribution over simple graphs with exactly k T triangles and k S edges not involved in a triangle. As a corollary, for k S = o(n) and k T = o(n) as n tends to infinity, the total variation distance tends to 0, at a rate that is given explicitly. Our main tool is Chen-Stein Poisson approximation, hence our bounds are explicit for all finite values of the parameters.
Many real-world networks display a property called clustering or transitivity, a dependency in the edge probability between two nodes on the number of common neighbours. In a human social network, for example, if two individuals have one or more friends in common, they are more likely themselves to be friends. Other types of networks, such as transportation networks, might display a negative transitivity, meaning that the probability of two nodes sharing a link decreases with the number of common neighbours, because such links may be unnecessary. The concept of clustering in social networks was introduced in [17] . Formally, the clustering coefficient C of a simple, undirected graph G is defined as C(G) = number of closed triplets of vertices in G number of connected triplets of vertices in G , where a closed triplet is an ordered triplet of vertices (i, j, k) such that the induced subgraph on (i, j, k) is a triangle, and a connected triplet is an ordered triplet of vertices (i, j, k) such that the induced subgraph on (i, j, k) is connected.
Many widely used models for real-world networks, such as random geometric graphs [9] , random intersection graphs [5] , random key graphs [18] , the small-world model [17] , and preferential attachment model [3, 7] , naturally display some clustering, even though this is not an explicit parameter in their definitions. Regarding the latter, Bollobás and Riordan show in [7] that it is possible to achieve almost any clustering coefficient or number of triangles by varying the parameters of the preferential attachment model as proposed in [3] . Several similar models with explicit clustering parameter have also been proposed [2, 12, 13, 15] .
In [14] , Newman proposes a uniform random graph model with specified number of edges and triangles for each vertex. This is a natural extension of the so-called configuration model [6] , in which each vertex is given a specified number of half-edges, which are then joined up uniformly at random. In this paper, we make an attempt to study models where we control both the number of edges and the number of triangles in a graph, and sample from all such possible structures.
We will focus our attention on variations of the random graph model G(n, m). The more famous model G(n, p) is the most widely studied random graph model in probabilistic combinatorics. It was introduced by Gilbert [11] and developed by Erdős and Rényi to an extent that it is sometimes referred to as the Erdős-Rényi random graph model. Their work started with the introduction of a very similar model G(n, m) [10] . In the model G(n, p), there are n vertices and every edge (i, j) appears independently at random with probability p = p(n). In G(n, m), there are n vertices and m edges, and the set of vertex pairs that have edges is chosen uniformly at random from all n(n−1)/2 m such sets. When m = np, these two models behave similarly in the limit of n → ∞ for many properties of interest, and G(n, p) is used more commonly because the independence between the edges allows for easier analysis. In this present work, however, it turns out that G(n, m) is much easier to analyze. See remark 1.3.
Our main result is a total variation distance bound between the distributions of the sets of edges in two different graph models, both of which are a variation on G(n, m). In the first model, we fix k S edges and k T triangles and place them independently at random. The resulting graph assumes no interaction between the edges and triangles, so one can imagine single edges as blue and the edges of each triangle as red, and we only count a triangle if it consists of all red edges, and similarly we do not count the red edges of a triangle as single blue edges; we denote by M(n, k S , k T ) the random graph model which assigns equal probability to all such graphs. In the other model, we consider the set of all simple graphs on n nodes with exactly k S edges not involved in a triangle and k T triangles; we denote by G(n, k S , k T ) the random graph model which assigns equal probability to all such graphs. Theorem 1.1 puts a maximum bound on the total variation distance between M(n, k S , k T ) and G(n, k S , k T ), which, asymptotically as the number of nodes n tends to infinity, tends to zero for k S = o(n) and k T = o(n).
To compute the total variation distance bound, we apply the Poisson approximation approach in [1] . Poisson approximation has a rich history, see [4] and the references therein. In particular, the application of Stein's method to the Poisson distribution [8] , known as Chen-Stein Poisson approximation, not only allows one to prove Poisson convergence for certain collections of dependent random variables, it also provides a preasymptotic bound, i.e., a bound which is explicit and absolute for all finite values of the parameters.
There are two dominant error terms in the approximation, which are the expected number of occurrences of clustering by three single edges to form an unintended triangle, and the expected number of occurrences of clustering by three triangles to form an extra, unintended triangle. We also use Theorem 1.1 to prove Proposition 3.1, which is a pre-asymptotic estimate for the normalizing constant of G(n, k S , k T ). We now define the extensions of each of these sets in our context. Rather than just fix the number of edges, we fix the number of edges not involved in a triangle and also fix the number of triangles. Let 1. G(n, k S , k T ) denote graphs picked uniformly from the set of all simple graphs with exactly n nodes, exactly k S edges not part of any triangle, and exactly k T triangles;
Random Graph Models
2. M(n, k S , k T ) denote graphs formed by placing k S edges independently and uniformly over all n 2 possible pairs of nodes, and placing k T triangles independently and uniformly over all n 3 possible triplets of nodes on a graph. Again, multiple edges are allowed.
Let Ω M and P M denote the sample space and probability measure of M(n, k S , k T ), respectively, and similarly let Ω G and P G denote the sample space and probability measure of G(n, k S , k T ), respectively. Since Ω G ⊂ Ω M and our measures are uniform, we define the set E to be such that
i.e., the uniform distribution over elements in Ω G . Thus our interest is in the quality of approximation of P M|E using P M . We now describe the set E in terms of random variables X 1 , . . . , X 7 , where
X 1 := #{triplets of single edges that form a triangle}, X 2 := #{extra triangle by two single edges connecting to an edge of a triangle}, X 3 := #{extra triangle by single edge connecting two nodes in two triangles, touching in a third node}, X 4 := #{extra triangle formed by three intersecting triangles}, X 5 := #{double edge from a single edge on top of a triangle edge}, X 6 := #{double edges}, X 7 := #{double triangles}.
Examples are shown in Figure 2 . We have
A common measure of distance between two probability distributions is total variation distance. For any k > 0, given two
where A is any Borel-measurable set. We now present our main theorem, which is a quantitative bound on the total variation distance between P M and P G Theorem 1.
where λ = 7 i=1 λ i is given by Lemma 2.11 and d 0 is given by Lemma 2.12.
Note that Equation (3) is a hard inequality, i.e., not asymptotic. Now we specify the asymptotic range of parameter values for which Equation (3) tends to 0. Corollary 1.2. As n tends to infinity, we have
Whence,
denote the random graph model consisting of the set of graphs with exactly n nodes and each of the possible n 2 edges appearing independently with probability p, and also define its extension G(n, p s , p t ), the set of graphs with exactly n nodes and each of the possible n 2 edges appearing independently with probability p s and each of the possible n 3 triangles appearing independently with probability p t . In this random graph model, the majority of the error in the approximation to G(n, k S , k T ) is from the probability that the number of random edges/triangles is not exactly the values specified. This probability is given by a binomial distribution. Let S and T denote the number of edges and triangles, respectively, in a random graph generated by G(n, p) or G(n, p s , p t ).
For G(n, p), with target k S specified in advance, we optimally choose p s = k S / n 2 , which yields
Pictoral representation of the bad events in a random graph model
Similarly, for G(n, p s , p t ), with targets k S and k T specified in advance, we optimally choose
, which by independence yields
Denote by P ps,pt the probaiblity measure in the random graph model G(n, p s , p t ).
These calculations demonstrate that total variation distance is too strong of a metric to be used for this type of approximation.
Proof of Theorem 1.1
First, we note that as a consequence of Equation (1), and using A = E in Equation (2), we have
. . , 7 are not independent, we apply Chen-Stein Poisson approximation. Specifically, our proof is an application of Theorem 1 in [1] .
We begin by defining the quantities b 1 and b 2 , which are required to specify the upper bound in Theorem 1.1. Suppose there is some countable or finite index set I. For each α ∈ I, let Y α denote an indicator random variable, with p α := E Y α = P (Y α = 1) > 0, and p αβ := E Y α Y β . Define W := α∈I Y α , and λ := E W = α∈I p α . Next, for each α ∈ I, we define a dependency neighborhood B α which consists of all indices β ∈ I for which Y α and Y β are dependent. Then we define the quantities
Before one spends too much time parsing the precise meaning of b 3 , we note that when dependency neighborhoods B α are chosen so that Y α and Y β are independent for β / ∈ B α , as in our setting, then b 3 = 0, and so it is just the first two quantities, b 1 and b 2 , which need to be computed.
and
Denote the set of single edges by K s , and the set of triangles by K t . We define the unordered set of triplets of single edges,
Then X 1 = α∈Ks Y α , where Y α is the indicator random variable that the three single edges in α form a triangle.
Similarly, define
Then, as before, X 2 = α∈Γ 2 Y α . The other cases for Γ i and X i , i = 3, 4, 5, 6, 7, are defined similarly. Now we take I = 7 i=1 Γ i . Then for each α ∈ I, we let B α denote the set of indices β for which Y α and Y β are independent; this is precisely the set of collections of indices where α and β share any combination of at least 2 single edges or triangles.
For example, when α = {a, b, c} ∈ Γ 1 , then B α is the set of all Y β , β ∈ I which contain at least two of a, b, or c. For β = {{a, b}, {u}} ∈ Γ 2 , we have β ∈ B α . We also have Y β / ∈ B α for any α ∈ Γ 1 and β ∈ Γ 4 , since Γ 1 only consists of single edges and Γ 4 only consists of triangles.
When α, β ∈ I do not share any elements, it is obvious that Y α and Y β are independent. Furthermore, even when α, β share exactly one element, Y α and Y β are still independent, since conditioning on an occurrence of Y α does not give any information regarding where the occurrence occurred.
It now remains to compute the desired quantities; we start with b 1 . By simple counting arguments, we have the following. 
Next, since the terms p α and p β in the sum in Equation (4) do not depend on the particular set of indices, we simply need to count the number overlapping indices for which Y α and Y β are dependent; when α ∈ Γ i and β ∈ Γ j , we denote the number of indices β ∈ B α by C i,j . The lemma below follows by straightforward counting. Lemma 2.3. We have
We can now state the formula for b 1 below.
Proposition 2.4.
For the random graph model M(n, k s , k t ), we have
where the values are specified in Lemmas 2.2, 2.3, and 2.10.
Corollary 2.5. Asymptotically, as n → ∞, we have
The expressions for p αβ are no more difficult to calculate, although care must be taken to account for all possible symmetries. Since the values for p α , α ∈ I have already been specified, we instead focus on calculating
To demonstrate, we fix some {a, b, c} = α ∈ Γ 1 , then we consider β ∈ Γ 1 , β = α. There is only one case to consider; that is, when β = {a, b, d}. This scenario can be described pictorially as Also, the terms C 2,2 and C 3,3 are the sum of two distinct forms of overlapping, and each has a different corresponding conditional probability. Thus we subdivide these terms into C 2,2 = C Lemma 2.6. Let C 1 2,2 denote the number of indices α, β ∈ Γ 2 which do not share a triangle. Let C 2 2,2 denote the number of indices α, β ∈ Γ 2 which do share a triangle. Let C 1 3,3 denote the number of indices α, β ∈ Γ 3 which share both triangles. Let C 2 3,3 denote the number of indices α, β ∈ Γ 3 which share a triangle and a single edge. Then we have
Lemma 2.7. We have
, and the rest are either specified in Lemma 2.6 or are 0.
In order to more easily state the bound for b 2 , we make a final definition, which is for a collection of constants C * i,j , i, j = 1, . . . , 7, i ≤ j. Definition 2.8. We define
. For i ≤ j, i, j = 1, . . . , 7, excluding the cases i = j = 2 and i = j = 3, we define
Pictoral representation of the bad events in a random graph model Proposition 2.9. We have
Next, we calculate the sizes of each set Γ i , i = 1, . . . , 7.
Lemma 2.10.
In particular, we have
Lemma 2.12. Let W = 7 j=1 X j , and define λ := E W . Suppose Z is an independent Poisson random variable with expected value λ. Then
where b 1 and b 2 are defined by Equation (4) and Equation (5), respectively. In addition, we have
Applications

The number of graphs in
Let us start by comparing the two simpler graph models G(n, m) and M(n, m). We slightly abuse notation to let |G(n, m)| and |M(n, m)| denote the number of possible graphs in these respective probability spaces. We have
Let P 1 and P 2 denote the probability measures of G(n, m) and M(n, m), respectively. There exists a coupling of P 1 and P 2 so that the random graph model either generates the same graph in both G(n, m) and M(n, m), or generates a graph in M(n, m)\G(n, m).
The total variation distance in this case is simply
. Let µ denote the expected number of double edges. We
, and so for all n ≥ 2 and m ≥ 1, we have
Now we generalize to G(n, k S , k T ) and M(n, k S , k T ). Similar to the previous example, there exists a coupling between P G and P M so that the random graph model either generates the same graph in both G(n, k S , k T ) and M(n, k S , k T ), or generates a graph in
Using Lemma 2.12, we estimate |G(n, k S , k T )| below.
Proposition 3.1. Let λ and d 0 be defined as in Lemma 2.12. Then for all n ≥ 3,
For k S = O(n) and k T = O(n), asymptotically as n → ∞, we have
Proof. Simply rearrange Equation (9) and note that λ stays bounded if and only if k S = O(n) and k T = O(n) as n → ∞, and d 0 → 0 for these values of parameters.
A confidence interval for C(G)
With a bound on the total variation distance between P G and P M , we can compute a confidence interval for
, to be the random variable which specifies the clustering coefficients. For each pair of distinct edges a, b, where 1 ≤ a < b ≤ k S , we let X a,b = 1(edges a and b share exactly one node).
The total number of connected triplets, which we denote by W , is given by W = a,bX a,b . In fact, the collection of random variables {X a,b } 1≤a<b≤k S is an i.i.d. sequence! Thus, W is exactly binomial with parameters n = , hence
, W is asymptotically Poisson distributed with parameter λ, and for k S / √ n → ∞, W is asymptotically normally distributed mean λ and variance σ 2 . In terms of the clustering coefficient C, we have C = 3k T 3k T + W .
A (1 − α) level 2-sided confidence interval for C is given by any numbers L(C) and U (C) that satisfy P G (L(C) ≤ C ≤ U (C)) ≥ 1 − α. Rearranging, we have
Let us consider the case when W is asymptotically normally distributed, i.e., k S / √ n → ∞. Letting F and Φ denote the distribution functions of (W − λ) and a normal random variable with mean 0 and variance σ 2 , respectively, the Berry-Esseen theorem, as improved in [16] , is given by To form a confidence interval for C(G) under measure P G , we now work backwards from W under measure P M . First, we find a (1 − β) level 2-sided confidence interval for a random variable Z from the standard normal distribution, where
Call the lower and upper bounds L β and U β , respectively. Then we replace random variable Z with random variable (W − λ)/σ, and rearrange to obtain When λ = O(1), W is asymptotically Poisson distributed with parameter λ, and instead of a 2-sided confidence interval, we compute a 1-sided confidence interval. A (1 − α) level 1-sided confidence interval for C in this case is given by any number V (C) such that P G (C ≥ V (C)) ≤ α.
Rearranging, we see that the equivalent formulation in terms of W is
Suppose k α is the largest integer value such that
Then we let β = max(0, α−d T V (P G , P M )), and appeal to a table of Binomial probabilities 1 and rearrange, to obtain
.
