ABSTRACT The bank account location (BAL) problem is an NP-hard discrete optimization problem. A few experimental studies have shown that evolutionary algorithms are efficient methods for the BAL problem. However, from theoretical point of view, we know little about the performance of evolutionary algorithms (EAs) on the BAL problem. In this paper, we contribute to theoretical understanding of EAs on the BAL problem. The worst-case bounds on a simple evolutionary algorithm called (1 + 1) EA and a global simple multiobjective evolutionary algorithm called GSEMO for the BAL problem is presented. We reveal that the (1 + 1) EA can find a (k/(2k − 1)) approximation solution for the BAL problem. We also find that GSEMO can obtain an approximate solution on the BAL problem with value not less than (1−(1/e))OPT in expected polynomial runtime O(n 2 log n + nk 2 ), where OPT is the optimal fitness function value, n is the number of banks that can open accounts, and k is the maximum number of accounts that can be maintained. Meanwhile, we demonstrate that the (1+1) EA and GSEMO are superior to some local search algorithms with interchange neighborhood on an instance, and we also show that GSEMO can efficiently optimize another instance while the (1 + 1) EA may be inefficient.
I. INTRODUCTION
Location problems have been playing an important role in academic research and industrial production, which have been widely examined in the literature. For many companies and organizations, they must take into account the location of service and allocation of service. The location problems have many practical applications such as clustering problem [1] , logistic [2] , blood bank [3] , healthcare facility location [4] , hub location [5] , network design problem [6] and vehicle routing [7] , etc. In the location problems, there are many objectives such as time, distance, cost or other related objectives that need to be optimized simultaneously. Since they are NP-hard problems, it is difficult to seek the optimal solutions as the problem size increases. The researchers attempted to propose lots of approximation algorithms to solve them. They use heuristic approaches to solve the locations problems, and expect to obtain approximation solutions rather than optimum solutions [8] .
The bank account location (BAL) problem is an issue arising from practice, which finds a subset of bank accounts such that the float is maximized, where the float is the time difference between making a payment by check and the time that the funds for that payment are deducted from the companyąŕs banking account. The BAL problem was proposed by Cornuéjols et al. [9] and has been proved to be NP-hard. If the bank accounts can be reasonably located then large clearing times can be obtained, and this is very important and necessary for large corporations and organizations. From the point of view of optimization, the BAL problem is equivalent to the uncapacitated facility location (UFL) problem [10] which is one of the most widely investigated discrete location problems. However, the BAL is a maximization problem while the UFL is a minimization one. Arya et al. [11] proved that the local search with adding a facility, deleting a facility and swapping facilities can obtain a locality gap of 3, which improves the bound of 5 obtained by Korupolu et al. [12] . Recently, Li [13] present a 1.488-approximation algorithm for the UFL problem, which is the currently best approximation ratio.
For the bank account location problems, Cornuéjols et al. [9] presented the worst-case performance of exact and approximate algorithms. They proved that the greedy heuristic can achieve approximation solutions at least 1 − 1 e times the optimal value, while the interchange heuristic have a performance guarantee of k 2k−1 , where k is the maximum number of accounts that can be maintained. This implies that the greedy algorithm and the local search with interchange operator can guarantee achievement of some approximation ratio for the BAL problem.
Evolutionary algorithms (EAs) may be the most popular class of algorithms belonging to the field of bio-inspired computation, which are inspired by the process of natural evolution. As general-purpose algorithms, EAs generally do not require specific knowledge about the optimization problems, and they have been successfully applied in many practical problems and received a lot of attention. Hence, researchers proposed many EAs to solve the location problems [14] , [15] , and the experimental research has shown that EAs are efficient for the related location problems. Although the performance of two original heuristics including greedy heuristic and interchange heuristic on the BAL problem has been studied in depth, the theoretical work about the approximation guarantee of EAs on the BAL problem is still limited.
In order to better understand the working principle of EAs and design efficient EAs, many scholars have devoted themselves to the theoretical study of EAs. In the past ten years, a series of theoretical research results of EAs have been obtained for discrete optimization problems [16] . In the following, we introduce the theoretical research achievements from two aspects. One is the single objective optimization, and the other is multi-objective optimization.
In the field of single objective optimization, the early work was mainly focused on the performance of evolutionary algorithms for pseudo-Boolean functions [17] , [18] . Then the analyses on the toy problems are extended to some classical combinatorial optimization problems which come from P class to NP-complete class, such as maximum matchings problem [19] , minimum spanning tree problem [20] , shortest paths problem [21] , Eulerian cycles problem [22] , vertex cover problem [23] , SAT problem [24] and multiprocessor scheduling problem [25] . For these discrete optimization problems, the researchers investigated the expected runtime of EAs until the global optimum or the approximation solutions are obtained for the first time. The study showed that the single objective evolutionary algorithms are efficient for the combinatorial optimization problems in P class and NP-complete class. We also find that constructing a proper fitness function is very important for the performance analysis.
In the field of multi-objective optimization, the early work about runtime analysis was carried out on the simple evolutionary multiobjective optimizer (SEMO) for a simple test problem called Leading Ones Trailing Zeros (LOTZ) [26] . This analysis mainly adopted decision space partition method which is a generalization of the fitness-based partitions technique often used in single objective theoretical analysis [27] . Afterwards, the runtime analysis of evolutionary multiobjective optimization on discrete optimization problems [28] - [32] has been presented. They focus on the expected runtime of mulitiobjective EAs until that the entire Pareto set or an approximation Pareto set has been obtained. This is different from the single objective optimization which only finds the optimal solution or approximation solution. A single objective optimization problem is usually changed into a multiobjective optimization problem by adding some objectives or decomposing a single objective into two or more objectives. By this method, the problems may become easy to be solved [32] , [33] .
However, the theoretical study of EAs on NP-hard discrete combinatorial optimization problems is still a challenging work.
In this paper, we theoretically analyze the performance of evolutionary algorithms on the BAL problem. We obtain the approximation guarantees of the (1+1) EA and a global simple multiobjective evolutionary algorithm (GSEMO). We reveal that that the (1+1) EA and GSEMO can efficiently achieve k 2k−1 -approximation ratio and (1 − 1 e )-approximation ratio on the BAL problem, respectively. Finally, we present two instances of the BAL problem, one is that the local search algorithm (interchange heuristic) may be trapped into local optimum, while the (1+1) EA and GSEMO can efficiently solve them in expected polynomial runtime. Meanwhile, GSEMO can efficiently beat the (1+1) EA on another instance.
The outline of this paper is organized as follows. In section II, we present the bank account location problem and the algorithms considered in this paper. The approximation performance analysis of the (1+1) EA and GSEMO on the BAL problem is given in section III. Section IV analyzes the performance of the (1+1) EA and GSEMO on two instances of the BAL problem. Finally, in section V, the conclusions and further research are considered.
II. THE BAL PROBLEM AND RELATED ALGORITHMS A. THE BAL PROBLEM
The float maximization problem in bank accounts was introduced by Cornuéjols et al. [9] . We can see that this problem is a specifical case of the uncapacitated facility location problem, which is NP-hard and has received a lot of attention from researchers in recent years. VOLUME 6, 2018 First of all, we give the definition of the bank account float. Definition 1 (Bank Account Float): Let P = {1, · · · , m} be the set of payees, B = {1, · · · , n} be the set of banks where we can open accounts. The float c ij is the time between the writing of a check for paying i ∈ P and the time that the funds for that payment are deducted from the corresponding bank account j ∈ B.
The float is also called clearing time. It is advantageous for large corporations to maintain checking accounts in various locations such that the float is maximized. Although this problem was proposed in the 1970s, there are many applications in the real world. In this paper we study the performance of EAs for the BAL problem from a theoretical perspective, and this will provide a beneficial reference for the research of other similar problems.
The BAL problem is to seek a set S ⊆ B that maximizes f (S) = i∈P max j∈S c ij with |S| ≤ k. In other words, the aim is to find at most k bank accounts such that the total float is maximized. According to [9] , we know that the objective function f is submodular.
B. THE ALGORITHMS TO BE ANALYZED
In this subsection, we introduce two simple evolutionary algorithms, namely the (1+1) evolutionary algorithm ((1+1) EA) and a global simple evolutionary multiobjective optimizer (GSEMO), which are often used to theoretically analyze the behavior of evolutionary algorithms. Note that there is no crossover operator in both of these two simple EAs. However, if we consider the crossover operator, the analysis will become very difficult.
For the BAL problem, since we aim to find a subset of B = {1, · · · , n}, we use a bit string x = (x 1 , · · · , x n ) ∈ {0, 1} n to represent a solution where each bit x j of x corresponds to bank j ∈ B. Let x j = 1 (j = 1, · · · , n) if the bank j is selected, and x j = 0 otherwise. Hence, a bit string x denotes a bank subset and |x| represents the number of 1-bits contained in x. Note that, the notations |x| and |x| 1 will be used interchangeably in this paper. We call a solution x satisfying |x| ≤ k a feasible solution. A feasible solution with the maximum float is a global optimum. Therefore, according to Definition 1, the BAL problem is formulated as In the following, we describe the (1+1) EA in Algorithm 1 considered in this paper. The (1+1) EA first creates randomly an initial solution x, and then repeatedly obtains a new solution y from the current one by performing mutation operator. As described in Algorithm 1, if the new solution y is strictly better than the current one, then the current solution is replaced by the new one. Note that, there is another selection scheme for accepting a new solution that the new solution is not worsen that the current one. This scheme is taken from Evolution Strategies that is called (1+1) Evolution Strategy [34] . He and Yao [35] showed that the analyses of the two selection schemes in this simple EA are different.
Algorithm 1
The (1+1) EA on the BAL Problem 01: Begin 02: Choose an initial solution x ∈ {0, 1} n uniformly at random; 03: While termination criterion is not fulfilled do 04:
Construct a new solution y by flipping each bit in x with probability 1 n ; 05:
If fit(y) > fit(x), then x = y; 06: End while 07: End GSEMO algorithm is a simple and parameterless population-based EA for multi-objective optimization, which has been studied on bi-objective pseudo-Boolean functions ( [26] , [33] ) and combinatorial optimization problems ( [28] - [32] ).
GSEMO can be formalized as Algorithm 2. At the beginning, the population is initialized with a single element x ∈ {0, 1} n . All non-dominated individuals found so far are stored in the population P. In each iteration, a parent individual x is chosed from this population uniformly at random, then x is mutated and a new search point x is produced. If x is not dominated by any individual in the population and its objective vector is not already contained in the population, then x will be added to the population. Finally, all individuals that are dominated by the offspring will be removed from the population. We want to know how multi-objective evolutionary algorithms perform when decomposing the original single objective problem into bi-objective one.
Algorithm 2 GSEMO on the BAL Problem 01: Begin 02: Initialize a solution x ∈ {0, 1} n uniformly at random; 03: P ← {x} 04: While termination criterion is not fulfilled do 05: Choose one element x from P uniformly at random; 06:
Create an offspring x by flipping each bit in x with probability 1 n ; 07:
If x is not dominated by ∀x ∈ P then 08:
End if 10: End while 11: End
We consider two-objective optimization problem in this paper, i.e., f (x) = (f 1 (x), f 2 (x)), and all the objective functions should be maximized. In Algorithm 2, the population P preserves all solutions, and any one of them can not be dominated by any other. In other words, there is no single solution that can optimize all the objectives simultaneously. In the following, we introduce the concept of Pareto dominance.
Definition 2 (Pareto Dominance): Given two solutions x and y, we say that y dominates x iff
∀i = 1, 2 : f i (x) ≤ f i (y) and ∃i = 1, 2 : f i (x) < f i (
y). We write y x.
A solution is called Pareto optimal if there is no other solution that dominates it. The set of all Pareto optimal solutions is called Pareto set. The corresponding set of objective vectors is called Pareto front. However, in most practical cases, the size of the set grows exponentially. We can not get the whole Pareto front efficiently. In this case, we may consider the approximation Pareto front.
In this work, we focus on the approximation performance of GSEMO on the BAL problem. As for the theoretical investigations of EAs, it is common to analyze the expected runtime (or expected number of generations) of EAs starting from a arbitrary solution x until the algorithms obtain an r-approximation of the optimal function value OPT for the first time, i.e., f (x) ≥ r·OPT.
III. PERFORMANCE GUARANTEES OF THE (1+1) EA AND GSEMO FOR THE BAL PROBLEM
In this section, we investigate the approximation performance of EAs on the BAL problem which is NP-hard. We show that, for the BAL problem, the (1+1) EA and GSEMO guarantee achievement of some approximation ratios for the BAL problem.
A. APPROXIMATION PERFORMANCE GUARANTEE OF THE (1+1) EA FOR THE BAL PROBLEM
In order to analyze the approximation guarantee of the (1+1) EA for the BAL problem, we begin with an introduction of a local search algorithm in this section, which is called interchange heuristic for the BAL problem proposed by Cornuéjols et al. [9] . The interchange heuristic is described as follows. The interchange heuristic starts with an arbitrary subset S ⊆ B with |S| = k, then this local search obtains a new subset S by adding a new bank account and simultaneously deleting a bank account in S. We say that S is in the interchange neighborhood of S, denoted by S ∈ interchange(S). If the new solution can be improved by this interchange operation, the algorithm uses it to replace the current one. The procedure will terminate until there are no such interchange operations that improve the solution, and we call this solution local optimal. The interchange heuristic is described as follows.
Now we show that starting with any initial solution, the (1+1) EA can efficiently find a feasible solution with Proof: We can use fitness-based partition method to obtain this result. The proof is similar to that of OneMax [17] . So the expected runtime that the (1+1) EA finds a feasible solution with |S| = k is O(k ln k).
Algorithm 3 Interchange Heuristic [9] 01: Begin 02: Initial an arbitrary subset S ⊆ B with |S| = k; 03: While termination criterion is not fulfilled do 04: Select two elements i ∈ S and j ∈ B \ S; 05:
S ← S \ {i} ∪ {j}; 06:
If f (S ) > f (S), then S = S ; 07: End while 08: End Cornuéjols et al. [9] have proved that the interchange heuristic can obtain a k 2k−1 -approximation ratio for the BAL problem. Therefore, we have the following lemma.
Lemma 4 [9] : Starting with a feasible solution with |S| = k, the interchange heuristic can find a solution with k 2k−1 -approximation ratio for the BAL problem.
In order to efficiently guide the search process of the (1+1) EA, we first need to define the fitness function. Let c max be the maximum value of c ij , then c ub = mc max is an upper bound of the sum of m c ij from m payees. Note that, we let c max be a positive integer. Hence, the fitness function is defined as follows.
where |x| 1 denotes the number of 1-bits in x. The fitness function Eq. (1) should be maximized by the (1+1) EA. The first part of Eq. (1) is the function value of an arbitrary solution. The second part is a penalty term that guarantees the solution including no more than k bank accounts, i.e., |x| 1 ≤ k.
We now prove that starting from a feasible solution with |S| = k, the (1+1) EA can obtain the same approximation guarantee as the interchange heuristic does. Proof: We partition all feasible solutions with |S| = k into two disjoint sets. One is
Let X be the current feasible solution with |X | = k. According to Lemma 4, if X ∈ S 2 , then there must exist a feasible solution X ∈ interchange(X ) such that the fitness value increases by at least one. The probability that the (1+1) EA finds X ∈ interchange(X ) by adding a new bank account and simultaneously deleting a bank account in X is (
Note that the fitness function value is not greater than mc max and c max is a positive integer. Hence, the expected runtime for the (1+1) EA starting from an arbitrary feasible solution with |S| = k to find a k 2k−1 -approximation solution is n 2 mc max for the BAL problem. VOLUME 6, 2018 Combining Lemma 3 and Lemma 5, we have the following theorem. 
B. APPROXIMATION PERFORMANCE GUARANTEE OF GSEMO FOR THE BAL PROBLEM
Some investigations show that adding objectives to a given optimization problem may affect the running time behavior of EAs [33] . In this section, we attempt to know how adding an objective to the BAL problem affects the performance behavior of EAs. The main idea is that GSEMO has greedy behavior that can simulate the greedy heuristic to guarantee achievement of an approximation ratio for the BAL problem.
For the BAL problem, Cornuéjols et al. [9] proved that the greedy heuristic can produce a solution S with |S| ≤ k and f (S) ≥ (1 − 1 e )· OPT, where OPT is the optimal function value. For the sake of completeness, we introduce a greedy heuristic for the BAL problem which is proposed by Cornuéjols et al. [9] .
The greedy heuristic starts with a solution containing no bank (S = ∅) and each time selects a bank i ∈ B such that when this bank is added the increase in the value of objective function is the largest, see Algorithm 4. [9] 01: Begin 02: S ← ∅ 03: while |S| ≤ k do 04:
Algorithm 4 Greedy Heuristic
05: S ← S ∪ {j} 06: return S 07: End Given a solution x = (x 1 , · · · , x n ) ∈ {0, 1} n , in order to solve the BAL problem, we consider the fitness function ψ(x) = (|x| 0 , q(x)) with two objectives, where
(1− x i ) denotes the number of 0-bits in x. Note that, if x is a feasible solution then we let q(x) = f (x), otherwise q(x) = −1. This is because that the value of objective function is positive. According to definition 2, if (|x| 0 ≥ |y| 0 )∧(q(x) ≥ q(y)), then ψ(x) ≥ ψ(y). This implies that x dominates y. In other words, we consider GSEMO by adding a new objective to optimize the BAL problem, and we only focus on the approximation guarantee as the BAL problem is NP-hard. The objective space of the multiobjective BAL problem is shown in the Figure 1 .
For the BAL problem, the following lemma gives the change of function value in one step by the greedy heuristic. We let OPT denote the optimal solution. bank i ∈ B is added into S at iteration t + 1. Then we have log n + k) ).
Proof: The idea behind the proof is as follows. We first prove that GSEMO produce the solution with all zero bit string (0 n ) in expected runtime O(n 2 log n). Once the solution 0 n is obtained, it will be always included in the population, and the population will not contain any infeasible solution.
After this, we then analyze the expected runtime until that GSEMO obtains a (1 − 1 e )-approximation solution. Combining them, we can obtain the total expected runtime by adding up these expected runtime.
We now analyze the expected runtime that GSEMO starting with an arbitrary solution obtains the all-zeros bit string (x = 0 n ) with Pareto optimal fitness vector ψ(x) = (n, 0). This solution is a feasible solution and will never be removed from the population. We assume that at present this solution is not included in the population, then we consider the solution that has the minimum number of bank accounts (number of one-bits) among all the solutions, denote this solution by z. The probability that GSEMO chooses this solution in the population is at least 1 n , as |P| ≤ n. Note that flipping a onebit of |z| bits can increase the number of zero-bit in z, and the probability of this event is at least |z| · we prove the performance guarantee of GSEMO on the BAL problem by simulating the greedy heuristic.
We let X t be the set of bank accounts at iteration t by GSEMO. Note that, if the solution X t satisfies |X t | ≤ k, then it is a feasible solution. GSEMO starts with 0 n , so X 0 = ∅, and f (X 0 ) = 0. We assume currently |X t | ≤ k. According to Lemma 7, in each iteration, there exists a new solution X t+1 obtained by flipping one specific zero-bit of X t such that the increase of the function value is the largest, which satisfies 
This completes the proof. Table 1 summarizes the approximation guarantees and expected runtime obtained by the (1+1) EA and GSEMO for the bank account location problem. We can see that the (1+1) EA can efficiently obtain the same approximation guarantee as the interchange heuristic, while GSEMO can achieve the same approximation behavior as greedy heuristic.
IV. PERFORMANCE ANALYSIS OF THE (1+1) EA AND GSEMO ON TWO INSTANCES OF THE BAL PROBLEM
Local search algorithms are widely used for solving NP-hard optimization problems. However, they are easy to be trapped into local optimum. Evolutionary algorithms are global optimization methods with strong exploration and exploitation ability, which can search the whole search space.
In this section, we study the performance of GSEMO and the (1+1) EA on two instances of the BAL problem. It is shown that GSEMO and the (1+1) EA can obtain better performance than a local search algorithm with interchange neighborhood on an instance. For another instance, we show that GSEMO can efficiently beat the (1+1) EA.
A. INSTANCE WHERE THE (1+1) EA AND GSEMO OUTPERFORM THE INTERCHANGE HEURISTIC
In this subsection, we show that the (1+1) EA and GSEMO outperform the interchange heuristic on an instance proposed by Cornuéjols et al. [9] . We denote this instance by in this paper. The interchange heuristic can obtain a k 2k−1 -approximation ratio, and the approximation ratio is tight.
This instance is described as follows. m = 2k − 1, n = 2k, and 
The first 2k − 1 columns of M are unit vectors and the last column has k one's. In this instance, the global optimal solution is x opt = k 0, · · · , 0, k 1, · · · , 1 , and the value is 2k − 1. The first k columns constitute an local optimal solution. This is because that adding an element of the last k columns and simultaneously deleting an element of the first k columns can not increase the fitness value. The local optimal solution of is x loc = k 1, · · · , 1, k 0, · · · , 0 , and the value is k. So, for this instance, the interchange heuristic with interchange neighborhood may not find the global optimum. However, the (1+1) EA is efficient for this instance .
In the following, we show that the (1+1) EA can efficiently optimize the instance .
Theorem 9: For instance , the (1+1) EA starting with an arbitrary solution can find the global optimum in expected polynomial runtime O(k 2 ).
Proof: The optimization process can be divided into two stages, and each stage is independent. The first stage is that a feasible solution is obtained, i.e., a solution with |x| ≤ k. The second stage staring with a feasible solution lasts until a global optimum is found.
To analyze the expected runtime to find a global optimum, we partition the search space {0, 1} n into five disjoint subsets VOLUME 6, 2018 A i (i = 0, 1, 2, 3, 4) with respect to the fitness function values as follows
Note that during the run of the (1+1) EA the fitness value will never be decreased. Let x be the current initial solution of .
If the current string x = (x 1 , x 2 , · · · , x n ) belongs to A 0 , then there are more than k 1-bits in x. We only need to flip any 1-bit and thus the fitness value can be increased. Note that there are at most k 1-bits needed to be flipped and the probability of flipping a specific 1-bit is 
If the current string x belongs to A 1 , then the last bit must be a 0-bit, i.e., x 2k = 0. Hence, flipping any 0-bit in x will increase the fitness value, and the (1+1) EA finishes the stage from set A 1 to
If the current string x belongs to A 2 , we distinguish two cases as follows. 0, · · · , 0 , which is the local optimum of . Flipping a bit of the last k bits and simultaneously flipping a bit of the first k bits can not increase the fitness value. However, flipping two bits of the first k bits and simultaneously flipping two bits of the last k bits including the last bit x 2k , can increase the fitness value. The probability of this event is Combining cases 1.1 and 1.2, we conclude again that after expected time O(k) the (1+1) EA reaches A 3 ∪ A 4 .
If the current string x belongs to A 3 , then the last bit must be 1-bit and there must exist at least one 1-bit from bit x k+1 to bit x 2k−1 . We also distinguish two cases.
Case 2.1: All the first k bits are 0-bits. In this case, the fitness value can be increased at least 1 by flipping any 0-bit from bit x k+1 to bit x 2k−1 . We pessimistically assume f (x) = k + 1, i.e. there is one 1-bit from x k+1 to bit x 2k−1 . According to the Coupon Collectorąŕs theorem [37] , we conclude that the (1+1) EA finishes the stage from set A 3 to A 4 in expected time O(k ln k).
Case 2.2: There exists at least one 1-bit in the first k bits. If |x| 1 < k, then flipping any 0-bit from x k+1 to bit x 2k−1 can increase the fitness value. The evolution process is similar to case 1 and the expected runtime from |x| 1 < k to |x| 1 = k is O(k ln k). If |x| 1 = k, we also pessimistically assume f (x) = k + 1 and there are k − 2 1-bits in the first k bits meanwhile there is only one 1-bit from bit x k+1 to bit x 2k−1 . Then we need only to flip a 1-bit from the first k bits and simultaneously flipping a 0-bit from bit x k+1 to bit x 2k−1 , thus the fitness value can be increased. The probability for this event is at least
. In the next evolution process, we also need to flip a 1-bit from the first k bits and simultaneously flipping a 0-bit from bit x k+1 to bit x 2k−1 , and the probability for this event is at
. The evolution process will be stopped until the (1+1) EA reaches A 4 . Hence, the (1+1) EA finishes the stage from set A 3 to A 4 in expected time
Hence, the (1+1) EA finishes the stage from set A 3 to A 4 in expected time O(k 2 ).
Altogether the theorem follows.
In the following, we prove that GSEMO can also efficiently optimize the instance .
Theorem 10: For instance , the GSEMO starting with an arbitrary solution can find the global optimum in expected polynomial runtime O(k 2 log k).
Proof: First, we investigate the whole Pareto front.
Obviously, the all-zeros solution x = 0 n and x = ( k 0, · · · , 0, k * , · · · , * , 1) are Pareto optimal, where the asterisk ( * ) represents 0 or 1. Therefore, the Pareto front contains k + 1 Pareto optimal solutions with objective vectors (n, 0), (n − 1, k),· · · ,(n − k, 2k − 1). It is clear that the population is bounded by O(k) as any two individuals with equal value in a population is not allowed. The objective space of the multiobjective ψ problem is shown in the figure below.
The following analysis can be divided into two distinct phases. First, we determine the expected runtime until the GSEMO starting with an arbitrary solution finds the Pareto optimal search point (n, 0). Then we analyze the expected runtime that GSEMO obtains the whole Pareto set.
According to Theorem 8, we can see that the expected runtime of GSEMO to include the solution all-zeros bit string into the population for the first time is bounded above by  O(n 2 log n) . Now we analyze the expected runtime that GSEMO starting with the Pareto optimal search point (n, 0) produces the whole Pareto front. Note that the probability of flipping a specific single bit in one step is at least
en . Therefore, we can obtain the second Pareto optimal solution (n−1, k) with probability at least 1 en . The third Pareto optimal solution (n − 2, k + 1) can be obtained from (n − 1, k) by flipping some specific zero-bit in the last k bits. The probability of choosing (n − 1, k) from population P is 1 2 , and the probability of flipping some specific zero-bit in the last k bits of search point (n − 1, k) to produce (n − 2, k + 1) is
en . Next, we can obtain the all remaining Pareto optimal search point step by step. For the Pareto optimal solution (n − i, k + i − 1) with 2 < i ≤ k, which can be obtained by flipping some zero-bit in the last k bits of Pareto optimal solution (n − i + 1, k + i − 2). The probability of selecting (n−i+1, k +i−2) from population P is 1 i and the probability of flipping some zero-bit in the last k bits of Pareto optimal solution (n − i + 1,
en . Therefore, the expected runtime to obtain the whole Pareto front is at
Remember that n = 2k, we can obtain the result.
B. INSTANCE WHERE GSEMO BEATS THE (1+1) EA
In this subsection, we analyze the performance of GSEMO and the (1+1) EA on another instance which proposed by Nemhauser et al. [38] . We denote this instance by in this paper. They demonstrated that there exists a local optimum with respect to r-interchange heuristic. We find that the (1+1) EA may need exponential expected runtime to solve instance while the GSEMO is efficient. The r-interchange heuristic starts from an arbitrary subset S ⊆ B with |S| = k, and then produces a new solution by switching at most r elements until the solution can not be improved.
The matrix C = (c ij ) has k 2 rows and 2k columns. The first k columns consist of k (k × k) identity matrices, and column (k +p), p = 1, 2, · · · , k has k successive entries equal to 2k−r k in rows k(p − 1) + q, q = 1, 2, · · · , k, and zeroes elsewhere. Let
and
We can obtain
For example, we let k = 4 and r = 2, the instance is given below. 
Obviously, in this instance, the global optimum
, and the value is k(2k − r), which is VOLUME 6, 2018 formed by the last k columns. The first k columns form a local optimal solution. This is because that adding r elements of the last k columns and simultaneously deleting r elements of the first k columns can not increase the fitness value. The local optimum of the instance is
, and the fitness value is k 2 . So, for this stance, the r-interchange heuristic with interchange neighborhood may not find the global optimum.
In the following, we show that, for instance , the (1+1) EA can jump out of x loc , but the expected runtime is exponential.
Theorem 11: For instance , the (1+1) EA needs expected runtime (k 2r+2 ) to jump out of x loc .
Proof: When the current solution is a local optimum, we need to flip r +1 0-bits in the last k bits and simultaneously flip r + 1 1-bits in the first k bits such that the fitness value can be increased. The probability of this event is ( 2(r+1) . Note that, n = 2k. Therefore, this implies that the expected runtime for the (1+1) EA to escape this local optimum is (k 2r+2 ).
As shown in the following theorem, the (1+1) EA may need exponential expected runtime to solve instance .
Theorem 12: For instance , the (1+1) EA starting with an arbitrary solution can find the global optimum in expected runtime
Proof: If the current string x = (x 1 , x 2 , · · · , x n ) includes more than k columns, i.e., |x| 1 > k, the analysis is similar to the analysis presented in Theorem 9. Hence, the (1+1)EA finishes the stage from
If |x| 1 < k, then by flipping any one 0-bit the fitness value can be increased. It is easy to verify that the runtime from
In the following analysis we only consider the solution
Since the aforementioned fitness function f (x) is only affected by the number of 1-bits in string x 2 , we can change
where j = |x 2 | 1 . We partition all solutions with |x| 1 = k into four disjoint sets B i (i = 0, 1, 2, 3) with respect to the fitness values as follows
Obviously, function f is monotonically decreasing on the interval I 1 = {j|0 < j ≤ r 2 , j ∈ Z + } and monotonically increasing on the intervals I 2 = {j| r 2 < j < r, j ∈ Z + } and Figure 3) . Note that f (0) = f (r). Therefore, the r-interchange heuristic with interchange neighborhood can not escape from the local optimum.
If the current string x = (x 1 , x 2 , · · · , x n ) belongs to B 0 , then either j ∈ I 1 or j ∈ I 2 . If j ∈ I 1 , then by flipping any 1-bit in the last k bits and simultaneously flipping any 0-bit in the first k bits can increase the fitness value. If j ∈ I 2 , by flipping any 0-bit in the last k bits and simultaneously flipping any 1-bit in the first k bits can increase the fitness value. We pessimistically assume that the current solution x satisfies |x 2
Then the probability of improving the fitness value is at least If the current string x belongs to B 1 , then either j = 0 or j = r. If j = r, then by flipping any 0-bit in the last k bits and simultaneously flipping any 1-bit in the first k bits can increase the fitness value. If j = 0, i.e., the current solution is a local optimum. According to the proof of Theorem 11, the (1+1) EA jumps out of x loc with probability ( 1 2k ) 2(r+1) . Therefore, the (1+1) EA can escape this local optimum to enter into the set I 3 in expected time O(k 2r+2 ). It follows that the (1+1) EA finishes the stage from set B 1 to B 2 ∪ B 3 in expected time O(k 2r+2 ).
If j ∈ B 2 , the evolution process towards the global optimum and the analysis is similar to that of the OneMax function [17] . Hence, starting from j ∈ B 2 the (1+1) EA can reach the global optimum in expected time O(k ln k).
Altogether, the expected runtime of the (1+1) EA starting from an arbitrary solution to find the global optimum is
We can see that the (1+1) EA needs an expected exponential runtime to jump out of x loc , and may be inefficient on instance . However, GSEMO can efficiently find the global optimum for instance . The optimization process of GSEMO on can be divided into two phases. The first phase is that GSEMO starts with any an arbitrary solution until the first Pareto optimal solution with objective vector (n, 0) has been included into the population. Similar to the analysis of Theorem 10, we can obtain that the expected runtime of GSEMO in the first stage is bounded above by O(n 2 log n). The second phase ends when the whole Pareto set has been found.
In the second phase, the first Pareto optimal solution (n, 0) is included. The second Pareto optimal solution (n−1, 2k −r) can be produced by flipping some specific zero-bit in the last k bits of solution (n, 0), and the probability of this event is at least
The third Pareto optimal solution (n − 2, 2(2k − r)) can be obtained from (n − 1, 2k − r) by flipping some specific zero-bit in the last k bits. Since GSEMO chooses (n−1, 2k −r) from population P with probability 1 2 , and the probability of flipping some specific zerobit in the last k bits of search point (n − 1, 2k − r) to produce (n − 2, 2(2k − r)) is at least
en . Therefore, the probability that GSEMO produces (n − 2, 2(2k − r)) from (n − 1, 2k − r) is at least
en . Without loss of generality, for the Pareto optimal solution (n − i, i(2k − r)) with 2 < i ≤ k, it can be obtained by flipping some zero-bit in the last k bits of the Pareto optimal solution (n − i + 1, (i − 1)(2k − r)) with probability of at least
en . In fact, the probability of choosing (n−i+1, (i−1)(2k −r)) from population P is 1 i and the probability of flipping some zero-bit in the last k bits of the Pareto optimal solution (n−i+1, (i−1)(2k−r)) to produce
en . Therefore, the expected runtime of GSEMO to obtain the whole Pareto set is at most Note that n = 2k. Altogether, GSEMO starting with an arbitrary solution finds the global optimum in expected runtime O(k 2 log k), which completes the proof. Table 2 summarizes the expected runtime of the (r-) interchange heuristic, the (1+1) EA and GSEMO on the instances and . It demonstrates that the interchange heuristic can not efficiently solve , since it may be trapped into local optima. However, the (1+1) EA and GSEMO can efficiently find the global optimum for . For instance , the (1+1) EA needs an exponential expected runtime to jump out of the local optima. However, GSEMO is superior to the (1+1) EA and finally find the global optimum on in expected polynomial runtime.
V. CONCLUSION
The float maximization problem in bank accounts is a classical location problem which is an NP-hard combinatorial optimization problem. In this paper, we investigate the approximation ability of EAs and reveal that the (1+1) EA and GSEMO can obtain guaranteed approximation solutions for this problem. Our analyses show that whether a single or multiobjective EA can guarantee some approximation solutions for NP-hard problems. We also theoretically reveal that the (1+1) EA and GSEMO are superior to the local search and greedy algorithms on some instances.
We consider the multiobjective BAL problem by decomposing the original single objective problem into bi-objective one. We find that EAs are also efficient when dealing with a multiobjective version of the BAL problem by adding a new objective. However, GSEMO only obtains a similar approximation ratio to that of the greedy heuristic. We do not know whether this approximation ratio can be improved by some other random search heuristics [39] - [42] .
Location problems are important kinds of problems in operational research and computer science which have many practical applications [43] . As a subject for future research, it would be interesting to study the performance of EAs on other variants of location problems including k-means clustering problem [1] and k-median problem [11] .
Crossover is essential to the evolutionary algorithms. In the future, we shall further investigate how the performance of population-based EAs when crossover operators are considered [44] , [45] . It is also interesting to investigate the impact of different mutation operators and random initialization on the approximation ability of single-and multi-objective EAs. 
