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Summary
Support vector machines (SVMs) and related kernel methods have become popular in the ma-
chine learning community for solving classification problems. Improving these kernel methods
for classification with special interest in posteriori probability estimation and providing more
clear guidelines for practical designers are the main focus of this thesis.
Chapter 1 gives a brief review of some background knowledge of classification learning, sup-
port vector machines and multi-category classification methods, and motivates the thesis.
In Chapter 2 we empirically study the usefulness of some easy-to-compute simple performance
measures for SVM hyperparameter tuning. The results clearly point out that, 5-fold cross-
validation gives the best estimation of optimal hyperparameter values. Cross-validation can also
be used in arbitrary learning methods other than SVMs.
In Chapter 3 we develop a new dual algorithm for kernel logistic regression (KLR) which
also produces a natural posteriori probability estimation as part of its solution. This algorithm
is similar in spirit to the popular Sequential Minimal Optimization (SMO) algorithm of SVMs.
It is fast, robust and scales well to large problems.
Then, in Chapter 4 we generalize KLR to the multi-category case and develop a decomposi-
tion algorithm for it. Although the idea is very interesting, solving multi-category classification
as a single optimization problem turns out to be slow. This agrees with the observations of other
researchers made in the context of SVMs. Binary classification based multiclass methods are
more suitable for practical use. In Chapter 5 we develop a binary classification based multiclass
method that combines binary classifiers through a systematically designed soft-max function.
Posteriori probabilities are also obtained from the combination. The numerical study also shows
that, the new method is competitive with other good schemes, in both, the classification perfor-
mance as well as posteriori probability estimation.
There exist a range of multiclass kernel methods. In chapter 6 we conduct an empirical study
comparing these methods and find that pairwise coupling with Platt’s posteriori probabilities
for SVMs performs the best among the commonly used kernel classification methods included
vi
in the study, and thus it is recommended as the best multiclass kernel method.
Thus, this thesis contributes, theoretically and practically, in improving the kernel methods
for classification, especially in posteriori probability estimation for classification. In Chapter 7
we conclude the thesis work and make recommendation for future research.
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Recently, support vector machines (SVMs) (Boser et al., 1992; Cortes and Vapnik, 1995; Vap-
nik, 1995; Scho¨lkopf, 1997; Vapnik, 1998) have become very popular for solving classification
problems. The success of SVMs has given rise to more kernel-based learning algorithms, such as
Kernel Fisher Discriminant (KFD) (Mika et al., 1999a, 2000) and Kernel Principal Component
Analysis (KPCA) (Scho¨lkopf et al., 1998; Mika et al., 1999b; Scho¨lkopf et al., 1999b). Successful
applications of kernel based algorithms have been reported in various fields, for instance in the
context of optical pattern and object recognition (LeCun et al., 1995; Blanz et al., 1996; Burges
and Scho¨lkopf, 1997; Roobaert and Hulle, 1999; DeCoste and Scho¨lkopf, 2002), text categoriza-
tion (Joachims, 1998; Dumais et al., 1998; Druker et al., 1999) time-series prediction (Muller
et al., 1997; Mukherjee et al., 1997; Mattera and Haykin, 1999), gene expression file analysis
(Brown et al., 2000; Furey et al., 2000), DNA and protein analysis (Haussler, 1999; Zien et al.,
2000) and many more.
The broad aim of this thesis is to fill some gaps in the existing kernel methods for classi-
fication, with special interest in classification methods of support vector machines and kernel
logistic regression (KLR). We look at a variety of problems related to kernel methods, from
binary classification to multi-category classification. On the theoretical side, we develop new
fast algorithms for existing methods and new methods for classification; on the practical side,
we set up specially designed numerical experiments to study some important issues in kernel
classification methods and come out with some guidelines for practical designers.
In this chapter we briefly review classification problems from the view of statistical learning
theory and regularization theory, and a little bit more in detail the SVM techniques and multi-
class methods. Our motivation and outline of the thesis are given at the end of this chapter.
1
1.1 Classification Learning
Learning problem can be described as finding a general rule that explains data, given some data
samples of limited size. Supervised learning is a fundamental learning problem. In supervised
learning, we are given a sample of input-output pairs (training examples), and asked to find a
determination function that maps input to output such that, for future new inputs, the determi-
nation function can also map them to correct outputs (generalization). Depending on the type
of the outputs, supervised learning can be distinguished into classification learning, preference
learning and function learning (see (Herbrich, 2002) for more discussions). For classification
learning, the outputs are simply class labels and the output space is a set of finite number
elements (two elements for binary classification and more for multi-category classification). Su-
pervised classification learning methods are the main concern in this thesis.
The supervised classification learning problem can be formalized as follows: Given some
training examples (empirical data), i.e, pairs of input x and output y, generated identically and
independently distributed (i.i.d.) from some unknown underlying distributions P (x, y)
(x1, y1), . . . , (x`, y`) ∈ X × Y , (1.1)
find the functional relationship between the input and the output
f : X → Y , (1.2)
where X ⊂ Rd; Y = {−1,+1} for binary classification and Y = {1, . . . ,M} (M > 2) for multi-
category classification. Input x is a vector representation of the object and is also called as
pattern or feature vector. Output y is also called as class label or target. The set X ⊂ Rd is often
referred to as input space and the set Y ⊂ R is often referred to as output space.
The above setting for classification learning will be consistently used throughout the writing
of the thesis. In addition, we prefer to use f(x) to refer to the real-valued discriminant function,
which helps in making the classification decision. The final classification decision function can
be got by using some simple functions, e.g., for binary classification it is usually assumed that
f(x) > 0 for positive class and a sign function on f(x) gives the decision function: d(x) =
sign(f(x)).
The learned classification function is expected to classify correctly on future unseen test
examples. The test examples are assumed to be generated from the same probability distribution





l (x, y, f(x)) dP (x, y) , (1.3)
where l (x, y, f(x)) denote a suitably chosen loss function, e.g., a 0/1 loss function l (x, y, f(x)) =
Θ(yf(x)), where Θ(z) = 0 if z > 0 and Θ(z) = 1, otherwise.
Unfortunately, the expected risk cannot be minimized directly, since the underlying proba-
bility distribution P (x, y) is unknown. Therefore, we have to try to estimate a function that
is close to the optimal one based on the available information, i.e. the training data and the
properties of the function class F the solution f is chosen from. To this end, we need some
induction principle for risk minimization.
Empirical Risk Minimization (ERM) is a particular simple induction principle which consists






l (xi, yi, f(xi)) (1.4)
It is known that empirical risk Remp[f ] will asymptotically converge towards the expected risk
R[f ] as `→∞. However, Remp[f ] depends on the random sampling of the training data and for
limited number ` of training examples a large deviation is possible. Consequently, minimizing
the empirical risk may turn out not to guarantee a small actual risk. In other words, a small
empirical error on the training set does not necessarily imply a high generalization ability (i.e.
a small error on an independently drawn test examples from the same underlying distribution).
This phenomenon is often referred to as overfitting (e.g. (Bishop, 1995)).
One way to avoid the overfitting dilemma is to restrict the complexity of the function f .
For a given problem and given empirical data, the best generalization performance is usually
achieved by a function whose complexity is neither too small nor too large. Finding a function
of optimal complexity for a given problem and data is an example of the principle of Occam’s
razor, named after the philosopher William of Occam (1285–1394). By the principle of Occam’s
razor, we should prefer simpler models to more complex models, and the preference should be
traded off against the extent to which the model fits the data. In other words, a simple function
that explains most of the data is preferable to a complex one.
Statistical learning theory (Vapnik, 1998) controls the function complexity by controlling
the complexity of the function class F that the function f is chosen from; while regularization
theory (Piggio and Girosi, 1990a,b), controls the effective complexity of the function f (Bishop,
1995) by using a regularization term. We will briefly review the two techniques in the subsequent
two sections.
3
1.2 Statistical Learning Theory
Statistical learning theory (Vapnik, 1998) shows that it is imperative to restrict the set of func-
tions from which f is chosen to one that has a capacity suitable for the amount of the available
training data. The capacity concept of statistical learning theory is Vapnik-Chervonenkis (VC)
dimension. It describes the capacity of a function class. Roughly speaking, the VC dimension
measures how many (training) points can be separated for all possible labellings using functions
of the class. Structural Risk Minimization (SRM) principle of statistical learning theory chooses
the function class F (and the function f) such that, an upper bound on the generalization error
is minimized.
Let h denote the VC dimension of the function class F and let Remp[f ] be the empirical risk
defined by (1.4). Suppose the 0/1 loss function is used. For all η > 0 and f ∈ F , the following
inequality bounding the risk








holds with probability of at least 1−η for ` > h. The second term on the right-hand side of (1.5)
is usually referred to as a capacity term or confidence term. The capacity term is a increasing
function of VC dimension h.
This bound is only an example of SRM and similar formulations are available for other loss
functions (Vapnik, 1995) and other complexity measures, e.g. entropy numbers (Williamson
et al., 1998).
By (1.5), the generalization error can be made small by obtaining a small training error
Remp[f ] while keeping the capacity term as small as possible. A good generalization is achieved
at a solution that trade-offs well between minimizing the two terms. This is very much in analogy
to the bias-variance dilemma scenario described for neural networks (see, e.g. (Geman et al.,
1992)).
Unfortunately in practice the bound on the expected error in (1.5) is often neither easily
computable nor very helpful. Typical problems are that the upper bound on the expected test
error may be a very loose bound; the VC-dimension of the function class is unknown or it is
infinite. Although there are different, usually tighter bounds, most of them suffer from the
same problems. Nevertheless, bounds clearly offer helpful theoretical insights into the nature of
learning problems.
Regularization is a more practical technique to deal with over-fitting problems.
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1.3 Regularization
Regularization theory was originally introduced by Tikhonov and Arsenin (1977) for solving ill-
posed inverse problem and hence has been applied to learning problems with great success. The
key idea of regularization is to restrict the class of possible minimizers F (with f ∈ F) of the
empirical risk functional Remp[f ] such that F become a compact set. In practice, this is done
by adding a regularization (stabilization) term Ω[f ] to the original objective functional Remp[f ]
and hence a regularized risk functional
Rreg[f ] = Remp[f ] + λΩ[f ] . (1.6)
Here λ > 0 is the so-called regularization parameter which specifies the trade-off between the
minimization of Remp[f ] and minimization of complexity (or smoothness) which is enforced by
a small regularization term Ω[f ]. Usually one choose Ω[f ] to be convex, since this ensures that




‖w‖2 and therefore Rreg[f ] = Remp[f ] + λ2 ‖w‖
2 (1.7)
is the common choice in support vector classification (Boser et al., 1992). Detailed discussion
on regularization terms can be found in a recent book of Scho¨lkopf and Smola (2002). View of
the regularization method from statistical learning theory is discussed in detail in another recent
book of Herbrich (2002).
1.4 Kernel Technique
The term kernels here refers to positive-definite kernels, namely reproducing kernels, which are
functions K : X × X → R and for all pattern sets {x1, . . . ,xr} give rise to positive matrices
(K)ij := k(xi,xj) (Saitoh, 1998). In the support vector (SV) learning community, positive
definite kernels are often referred to as Mercer kernels. Kernels can be regarded as generalized
dot products in some feature space H related to the input space X through a nonlinear mapping
Φ : X → H
x 7→ z := Φ(x)
(1.8)
and
k(xj ,xj) = Φ(xi) · Φ(xj) (1.9)
5
Figure 1.1: An intuitive toy example of kernel mapping. The left panel shows classification
problem in the input space. The right panel shows the corresponding classification problem in
the feature space. Crosses and circles represent the empirical data points
Thus, feature space sometimes is also referred to as dot product space. Hereafter we use a bold
face z to denote the vectorial representation of x in the feature space H. Note that the original
input space X may also be a dot product space itself. However, nothing prevents us from first
applying a possibly nonlinear map Φ to change the representation into a feature space that is
more suitable for a given problem. Usually, the feature space H is a much higher dimensional
space than the input space.
The so-called curse of dimensionality from statistics essentially says that the difficulty of an
estimation problem increases drastically with the dimension of the space, since, in principle, as a
function of the dimension one needs exponentially many patterns to sample the space properly.
This well-known statement may induce some doubts about whether it is a good idea to go to
high dimensional space for a better learning.
However, statistical learning theory tells us that the contrary can be true: learning in the
feature space H can be simpler if one uses a simple class of decision functions, i.e. a function
class of low complexity, e.g. linear classifiers. All the variability and richness that one needs to
have a powerful function class is then introduced by the nonlinear mapping Φ. In short, not the
dimensionality but the complexity of the function class matters (Vapnik, 1995). Intuitively, this
idea can be understood by an toy example illustrated in Figure 1.1.
The left panel of Figure 1.1 shows the classification problem in the feature space. The true
decision boundary feature space is assumed to be an ellipse. Crosses and circles are used to
represent the training data points from the two classes. The learning task is to estimate the
6
















the empirical data points are mapped to a feature space, as illustrated in the right panel of
the Figure 1.1. The data points of the two classes in the feature space can be separated by
a hyperplane, which corresponds to a linear function in that space.1 In the feature space, the
classification problem reduces to a simpler learning problem. The corresponding kernel function
of mapping (1.10) is






















2 + 2[xi]1[xi]2[xj ]1[xj ]2
= (xi · xj)2
=: k(xi,xj) (1.11)
1.4.1 Kernel Trick
In fact, we even do not need to explicitly use or even know the mapping Φ, provided that,
the learning algorithm in the feature space uses only the dot products of patterns. In this
case, the corresponding kernel function implicitly computes the dot products in the associated
feature space, where one could otherwise hardly perform any computations.2 A directly result
from this finding is (Scho¨lkopf et al., 1998): every (linear) algorithm that only use dot products
can implicitly be executed in H by using kernels, i.e. one can elegantly construct a nonlinear
version of a linear algorithm. This philosophy is referred to as a ”kernel trick” in literature
and has been followed in the so-called kernel methods: by formulating or reformulating linear,
dot product based algorithms that are simple in feature space, one is able to generate powerful
nonlinear algorithms, which use rich function classes in input space.
The kernel trick had been used in the literature for quite some time (Aizerman et al., 1964;
Boser et al., 1992). Later, it was explicitly stated that any algorithm that only depends on dot
products can be kernelized (Scho¨lkopf et al., 1998, 1999a). Since then, a number of algorithms
1This is due to the fact that an ellipse can be written as linear equations in the entries of (z1, z2, z3).
2The feature space is usually much higher dimensional space than the original space and in some cases the
dimensionality is so high that even if we do know explicitly the mapping, we still run into intractability problems
while executing an algorithm in this space.
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have been benefited from the kernel trick, such as methods for clustering in feature spaces (Grae-
pel and Obermayer, 1998; Girolami, 2001). Moreover, definition of kernels on general set rather
than dot product spaces greatly extended the applications of kernel methods (Scho¨lkopf, 1997),
to data type such as texts and other sequences (Huassler, 1999; Watkins, 2000; Bartlett and
Scho¨lkopf, 2001). Leading to an embedding of general data types in linear space is now recog-
nized as a crucial feature of kernels (Scho¨lkopf and Smola, 2002). The mathematical counterpart
of the kernel trick, however, dates back significantly further than its using in machine learning
(see (Schoenberg, 1938; Kolmogorov, 1941; Aronszajn, 1950)).
1.4.2 Mercer’s Kernels and Reproducing Kernel Hilbert Space
Mercer’s theorem (Mercer, 1909; Courant and Hilbert, 1970) gives the necessary and sufficient
conditions for a given function to be a kernel, i.e., the function computes the dot product
Φ(xi) · Φ(xj) in some feature space H related to input space through mapping Φ. Mercer’s
theorem also gives a way to construct a feature space (Mercer Space) for a given kernel. However,
Mercer’s Theorem does not tell us how to construct a kernel. The recent book of Scho¨lkopf and
Smola (2002) has more details on Mercer’s kernels and Mercer’s theorem.
Following are some commonly used Mercer’s kernels:
Linear Kernel k(xi,xj) = xi · xj (1.12)
Polynomial Kernel k(xi,xj) = (xi · xj + 1)p (1.13)







For a given kernel, there are different ways of constructing the feature space. These different
feature spaces even differ in their dimensionality (Scho¨lkopf and Smola, 2002). Reproducing
Kernel Hilbert Space (RKHS) is another important feature space associated with a Mercer kernel.
RKHS is a Hilbert space of functions. RKHS reveal another interesting aspect of kernels, i.e.
they can be viewed as regularization operators in function approximation (Scho¨lkopf and Smola,
1998). Refer to (Saitoh, 1998; Small and McLeish, 1994) for more reading about RKHS. So long
as we are interested only in dot products, different feature spaces associated with a given kernel
can be considered as the same.
Suppose we are now seeking a function f in some feature space. The regularized risk func-
tional (1.7) can be rewritten in terms of the RKHS representation of the feature space. In this
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case, we can equivalently minimize




over the whole RKHS space H associated with a given kernel k. By the celebrated representer






However, representer theorem is a more general statement, in which the regularization term is
not confined only to 12‖f‖2H, but a strictly monotonic increasing function of ‖f‖H, Ω(‖f‖H).
The significance of the representer theorem is that, although we might be trying to solve an
optimization problem in infinite-dimensional space H, containing linear combinations of kernels
centered on arbitrary points of X , it states that the solution lies in the span of ` particular
kernels that centered on the training points.
1.5 Support Vector Machines
Support vector machines (SVMs) (Boser et al., 1992; Cortes and Vapnik, 1995; Vapnik, 1995;
Scho¨lkopf, 1997; Vapnik, 1998) elegantly combine the idea of statistical learning, regularization
and kernel technique. Basically, support vector machines construct a separating hyperplane
(linear classifier) in some feature space related to the input space through a nonlinear mapping
induced by a kernel function.
In this section we briefly review two basic formulations of support vector machines and the
optimization techniques for them.
1.5.1 Hard-Margin Formulation
Support vector machine hard-margin formulation is for perfect classification without training
error. In feature space, the conditions for perfect classification are written as
yi(w · zi − b) ≥ 1 , i = 1, . . . , ` , (1.17)
where z = Φ(x). Note that, support vector machines use a canonical hyperplane such that
data points closest to the separating hyperplane satisfy yi(w · zi − b) = 1 and have a distance
to the separating hyperplane of 1/‖w‖. Thus, the separating margin between the two classes,
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measured perpendicular to the hyperplane, is 2/‖w‖. Maximizing the separating margin is
equivalent to minimizing ‖w‖. Support vector machines construct the optimal hyperplane with
largest separating margin by solving the following (primal) optimization problem:
min 12‖w‖2
subject to yi(w · zi − b) ≥ 1 , i = 1, . . . , `
(1.18)
The good generalization ability of largest margin hyperplane can explained by either statisti-
cal learning theory or regularization theory. By statistical learning theory, for a linear classifier
in the feature space, the VC dimension h is bounded according to h ≤ ‖w‖2R2 + 1, where R is
the radius of the smallest ball in the feature space containing all the training data. R is fixed
for a given data and a particular kernel function. Let us examine the risk bound (1.5) given by
statistical learning theory. The second term (capacity term) of (1.5) is a monotonic increasing
function of VC dimension h. Thus, while the empirical risk Remp[f ] is enforced to zero by the
hard-margin constraints (1.17) on w and b, minimizing 12‖w‖2 is thus equivalent to minimizing
the capacity term and is also equivalent to minimizing the upper bound (1.5) of the expected
risk. By regularization theory, 12‖w‖2 is a regularization term and with a zero empirical risk
Remp[f ], minimizing it is equivalent to minimizing the regularized risk (1.7). The minimizer of
1
2‖w‖2 find the simplest function that explains the empirical data best (perfect separating with
zero Remp[f ]).
Problem (1.18) is a quadratic optimization problem with linear constraints. The duality
theory (see (Mangasarian, 1994)) allows us to solve its dual problem, which may be an easier
problem than the primal. By using Lagrangian and KKT conditions (see (Bertsekas, 1995;















αi ≥ 0 , i = 1, . . . , `
(1.19)
The dual problem is still a quadratic optimization problem, with α as variables. For details of
the derivation of the dual, refer to (Burges, 1998; Scho¨lkopf and Smola, 2002) or a recent paper
(Chen et al., 2004).







The dual problem has the same number of variables as the number of training data. However,
the primal problem may have a lot more (even infinite) variables depending on the dimensionality
of the feature space H (i.e. the length of Φ(x)). Thus, working in the feature space somewhat
forces us to solve the dual problem instead of the primal. In particular, when the dimensionality
of the feature space is infinite, solving the dual may be the only way to train SVMs.
1.5.2 Soft-Margin Formulation
The hard-margin formulation of support vector machines assumes that data is perfectly sepa-
rable. However, for noise data or data with outliers, this formulation might not be able to find
the minimum of the expected risk (cf 1.5) and might face overfitting effects. Therefore a good
trade-off between the empirical risk and complexity term in (1.5) (or a good trade-off between
the empirical risk and regularization term in (1.7)) needs to be found. This is done in soft-margin
formulation by using a technique which was first proposed in (Bennett and Mangasarian, 1992).
Slack variables ξi ≥ 0, i = 1, . . . , ` are introduced to relax the hard-margin constraints:
yi(w · zi − b) ≥ 1− ξi , i = 1, . . . , ` . (1.21)
Introducing slack variables additionally allows for some classification errors. Correspondingly,
this relaxation must be properly penalized.
∑`
i=1 ξi is usually added to the objective functional
of the optimization problem.3 A good trade-off between keeping function complexity small and
minimizing the training error must be maintained and a positive regularization parameter is
used to determine the trade-off. The primal optimization problem of support vector machine
soft-margin formulation is thus written as
min 12‖w‖2 + C
∑`
i=1 ξi
subject to yi(w · zi − b) ≥ 1− ξi , i = 1, . . . , ` ,
ξi ≥ 0 , i = 1, . . . , ` .
(1.22)
where C > 0 is the trade-off regularization parameter. Note that, for an training error to occur,
the corresponding slack variable must be greater than 1. Thus,
∑`





i to the objective functional instead of
∑`
i=1 ξi. Soft-margin formulation with
∑`
i=1 ξi




i is referred to as L2 formulation.
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the training error.














0 ≤ αi ≤ C , i = 1, . . . , `
(1.23)
The discriminant function from this formulation has the same expansion as (1.20).
Compared to the hard-margin formulation, the soft-margin formulation is more general and
robust. It also generalizes back to the hard-margin formulation if the regularization parameter
C is set to a large enough value. SVMs usually construct a nonlinear classifier in the input space.
However, if a linear kernel is used, SVMs also can construct a linear classifier in the input space.
1.5.3 Optimization Techniques for Support Vector Machines
In this section, we will briefly review the optimization techniques that have been adapted to
solve the dual problem of support vector machines.
To solve the SVM problem one has to solve the constrained quadratic programming (QP)
problem (1.19) or (1.23). Problem (1.19) or (1.23) can be rewritten as minimizing −1Tα +
1
2α
T Kˆα where Kˆ is the positive semidefinite matrix (Kˆ)ij = yiyjk(xi,xj) and 1 is the the vector
of all ones. As the objective function is convex a local maximum is also a global minimum.
There exists a huge body of literature on solving QP problems and a lot of free or commercial
software packages (see e.g (Vanderbei; Bertsekas, 1995; Smola and Scho¨lkopf, 2004) and refer-
ences therein). However, the problem is that most of mathematical programming approaches
are either only suitable for small problems or assume that the quadratic term covered by the Kˆ
is very sparse, i.e. most elements of this matrix is zero. Unfortunately this is not true for SVM
problem and thus using these standard codes with more than a few hundred variables results
in enormous training time and demanding memory storage. Nevertheless, the structure of the
SVM optimization problem allows to derive tailored algorithms which results in fast convergence
with small memory requirements even on large problems.
Chunking: A key observation in solving large scale SVM problems are the sparsity in the
solution α. Depending on the problem, many of the solution αi will be zero. If one knew
beforehand which αi were zero, the corresponding rows and columns could be removed from the
matrix Kˆ without changing the value of the quadratic form. Further, for a point α to be the
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solution, it must satisfy the KKT conditions. In (Vapnik, 1982) a method called chunking is
described, making use of the sparsity and the KKT conditions. At every step chunking solves
the problem containing all non-zero αi plus some of the αi violating the KKT conditions. The
size of the problem varies but finally equals the number of support vectors. While this technique
is suitable for fairly large problems it is still limited by the maximal number of support vectors
that one can handle. Furthermore, it still requires a QP package to solve the the sequence of
smaller problems. A free implementation of chunking method can be found in (Saunders et al.,
1998).
Decomposition Methods: These methods are similar in spirit to chunking as they solve
a sequence of small QP problems as well. But, the size of the subproblem is fixed. It was
suggested to keep the size of the subproblem fixed and to add and remove on sample in each
iteration (Osuna et al., 1996, 1997). This allows the training of arbitrary large datasets. In
practice, however, the convergence of such an approach is very slow. Practical implementation
use sophisticated heuristics to select several patterns to add and remove from the subproblem
plus efficient caching methods. They usually achieve fast convergence even on large datasets
with up to several thousands of support vectors. A good quality implementation is the free
software SVMlight (Joachims, 1999). Still, a QP solver is required.
Sequential Minimal Optimization (SMO): This method is proposed by Platt (1998)
and can be viewed as the extreme case of the decomposition methods. In each iteration, it solves
the smallest possible QP subproblem of size two. Solving this sub QP problem can be done
analytically and no QP solver is needed. The main problem is to choose a good pair of variables
to jointly optimize in each iteration. The working pair selection heuristics presented in (Platt,
1998) are based on KKT conditions. Keerthi et al. (2001) improved the SMO algorithm of Platt
(1998) by employing two threshold parameters , which makes the SMO algorithm neater and
more efficient. The SMO algorithm has been popularly used. For example, the LIBSVM (Chang
and Lin, 2001) code uses a variation of this algorithm. Although the original work of SMO is
for SVM classification, there are also approaches which implement variants of SMO for SVM
regression (Smola and Scho¨lkopf, 2004; Shevade et al., 2000) and single-class SVMs (Scho¨lkopf
et al., 2001).
1.6 Multi-Category Classification
So far we have been concerned with the binary classification, where there are only two classes,
a positive class with class label +1 and a negative class with class label −1. Many real-world
problems, however, have more than two classes. We will now review some methods for dealing
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with the multi-category classification problems. As a general setting, we assume that multi-
category classification problem has M classes and ` training examples (x1, y1), . . . , (x`, y`) ⊂
X × Y where Y = {1, . . . ,M}. We will use ωi, i = 1, . . . ,M to denote the M classes.
1.6.1 One-Versus-All Methods
A direct generalization from binary classification to multi-category classification is to construct
M binary classifiers C1, . . . , CM , each trained to separate one class from all other classes. For
binary classification, we refer to the two classes as positive and negative. The k-th binary classifier
Ck is trained on all the examples from class ωi as positive and examples from all other classes as
negative. The output of the classifier Ck is expected to be large if the example is in the k-th class
and small otherwise. We will refer to the M thus constructed binary classifiers as one-versus-all
(1va) binary classifiers.
One can combine the M one-versus-one binary classifiers for multi-category classification





where fk(x) is the real-valued output of classifier Ck on pattern x.
The shortcoming of winner-takes-all approach is that it is a little bit heuristic. The M one-
versus-all binary classifiers are obtained by training on different classification problems, and thus
it is unclear whether their real-valued outputs are on comparable scales4. In addition, the the
one-versus-one binary classifiers are usually trained with more negative examples than positive
examples5.
1.6.2 One-Versus-One Methods
One-versus-one (1v1) methods are another possible way of combining binary classifiers for multi-
category classification. As the name indicates, one-versus-one methods construct a classifier for
every possible pair of classes (Knerr et al., 1990; Friedman, 1996; Schmidt and Gish, 1996; Kreßl,
1999). For M classes, this results in M(M − 1)/2 binary classifiers Cij (i = 1, . . . ,M and j > i)
Binary classifier Cij is obtained by training with examples from class ωi as positive and examples
from ωj as negative. Output of classifier Cij , fij is expected to be large if the example is in class
ωi and small if the example is in class ωj . In some literatures, one-versus-one methods are also
4Note, however, there are some methods in literatures to transform the real-valued outputs into class proba-
bilities (Sollich, 1999; Seeger, 1999; Platt, 1999).
5this asymmetry can be dealt with by using different regularization parameter C values for respective classes.
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referred to as pairwise classification.
One-versus-one methods are usually implemented by using a “max-wins” voting (MWV)
strategy. For an example x, if classifier Cij says x is in class ωi, then the vote for class ωi is
added by one; otherwise, the vote for class ωj is increased by one. After each of theM(M −1)/2
one-versus-one binary classifier makes its vote, Max-Wins voting strategy assigns x to the class
with the largest number of votes.
The number of binary classifiers of one-versus-one methods are usually larger than that of
the one-versus-all methods. However, individual one-versus-one binary classification problems
are significantly smaller and easier. This is for two reasons: first, the training sets are smaller,
second, the problem to be learned is easier since the class overlap is less. If the training algorithm
scales superlinearly with the training set size, training time of a one-versus-one method is actually
less.
However, testing time of one-versus-one methods could be slower than one-versus-all since,
for one test example, one-versus-one methods have to evaluate on M(M − 1)/2 binary classifiers
for their votes while one-versus-all evaluate the outputs of M classifiers. This drawback can
be overcome by a framework embedding the one-versus-one binary classifiers into a directed
acyclic graph (DAG) (Platt et al., 2000). While the training phase is exactly same as other
one-versus-one implementation, DGA implementation does not evaluate an example on all the
binary classifiers and its testing time is thus less than of max-wins voting implementation.
1.6.3 Pairwise Probability Coupling Methods
If outputs of each one-versus-one binary classifier can be interpreted as the posterior probability
of the positive class (e.g. kernel logistic regression (Jaakkola and Haussler, 1999)), Hastie and
Tibshirani (1998) suggested a pairwise coupling (PWC) strategy for combining the probabilistic
outputs of all the one-versus-one binary classifiers to obtain estimates of the posterior probabil-
ities pi = Prob(ωi|x), i = 1, . . . ,M . After these are estimated, the PWC strategy assigns the
example under consideration to the class with the largest pi.
The actual problem formulation and procedure for doing this are as follows. Let us denote
the probabilistic output of one-versus-one binary classifier Cij as rij = Prob(ωi|ωi or ωj). To
estimate the pi’s, M(M − 1)/2 auxiliary variables µij ’s which relate to the pi’s are introduced:
µij = pi/(pi + pj). pi’s are then determined so that µij ’s are close to rij ’s in some sense. The



















nijrij , i = 1, · · · ,M, subject to
M∑
k=1
pk = 1 (1.26)
The pi’s are computed using the following iterative procedure:
1. Start from an initial guess of pi’s and corresponding µij ’s
2. Repeat (i = 1, . . . ,M , 1, . . .) until convergence:




• renormalize the pi’s
• recompute µij ’s
For binary classification methods whose outputs are probabilistic values, pairwise probability
coupling implementation of one-versus-one method has the advantage of being able to provide for
the classification decision some confidence measurement by class posteriori probabilities, which
can be useful in poster processing for some real-world problems, for example, medical diagnostic
problems.
1.6.4 Error-Correcting Output Coding Methods
The error-correcting output coding (ECOC) is based on error-correcting coding theory, and was
proposed for solving multi-category classification problem by Dietterich and Bakiri (1995). The
key idea of ECOC methods is to design a set of binary classifiers C1, . . . , CL in the right way a
priori, and the outputs of these binary classifiers will completely determine the belonging class of
a pattern. Each class corresponds to a unique row vector in {±1}L, the so-called code word, and
forM classes, a so-called decoding matrix M ∈ {±1}M×L is obtained. The classification decision
is made based on the match of the vector of response of L classifiers (after sign function) to one
of the M code words. It is quite often the case that the outputs vector does not match any row
of decoding matrix M. Dietterich and Bakiri (1995) proposed to design a clever set of binary
problems, which yields robustness against some errors. Instead of checking the exact matching
between the output vector and the rows of the decoding matrix, a measurement of closeness of
match is used to make the classification decision. In (Dietterich and Bakiri, 1995), Hamming
distance, which equals the number of entries the two vectors differ, was used as the closeness
measurement. This method produces very good results in multiclass tasks; nevertheless, it has
6It is noted in (Hastie and Tibshirani, 1998) that, the weights nij in (1.25) can improve the efficiency of the
estimates a little, but do not have much effect unless the class sizes are very different. In practice, for simplicity,
equal weights (nij = 1) can be assumed.
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been pointed out that it does not make use of a crucial quantity in some type of classifiers,
the margin. In (Allwein et al., 2000), one version was developed that replaces the Hamming
distance based decoding with a more sophisticated scheme that takes margins of the classifiers
into account. Recommendations are also made regarding how to design good codes for margin
classifier, such as SVMs.
1.6.5 Single Multi-Category Classification Methods
The above reviewed multi-category classification methods can be applied to any binary classifi-
cation methods, including support vector machines. Nevertheless, these methods are all based
on binary classification methods, which either combine with, couple from, or decode the outputs
of binary classifiers. The binary classifiers can be one-versus-all type, one-versus-one type, or in
a classifier set particularly designed a priori.
Some researchers have also tried to generalize some good binary classification methods to
the multiclass case by formulating multiclass learning problem as a single optimization problem.
In align with the structural risk minimization principle of statistical learning theory (Vapnik,
1995), some such formulations of multiclass support vector machines have been proposed, for
example, in (Vapnik, 1998; Weston and Watkins, 1999; Crammer and Singer, 2000; Lee et al.,
2001b).
The following single optimization problem was proposed for multiclass SVMs in (Vapnik,












subject to wyi · zi − byi ≥ wk · zi − bk + 2− ξki , (1.27)
ξki ≥ 0 , i = 1, . . . , ` , k ∈ {1, . . . ,M} \ yi .
The corresponding decision function is
argmax
k=1,...,M
(wk · z− bk)












subject to wyi · zi −wk · zi ≥ eki − ξi , (1.28)
i = 1, . . . , ` , k ∈ {1, . . . ,M} .





The above two formulations of multiclass support vector machines as a single optimization
problem have been numerically studied in (Hsu and Lin, 2002b). In terms of accuracy, the
results obtained with these two approaches are comparable to the widely used one-versus-all and
one-versus-one approaches. However, as the single multiclass methods are much complicated
optimization problems with much larger number of variables than a binary problem with same
number of data, their training speeds are usually slow, as shown in (Hsu and Lin, 2002b). Binary
classification based multiclass methods are more suitable for practical use.
1.7 Motivation and Outline of the Thesis
The broad aim of this thesis is to fill some gaps in the existing kernel methods for classification
and provide some more clear guidelines for practical users. We look at a variety of problems
related to kernel methods and tackle 5 problems in this thesis.
1.7.1 Hyperparameter Tuning
Let us look at the dual and primal problems of support vector machine, (1.22) and (1.23).
Before we solve the optimization problem of SVMs, we must specify a kernel function and a
regularization parameter value C. Kernel function implicitly defines the nonlinear mapping and
consequently the feature space where the separating hyperplane is constructed. The regulariza-
tion parameter C determines the tradeoff between minimizing the empirical risk and minimizing
the function complexity. The classification performance of support vector machines is controlled
at large by the two adjustable parameters. Compared to the primal variables w and b, or the
dual variables α, the kernel function parameter and regularization parameter are “higher level”
parameters and are usually referred to as hyperparameters. Choosing optimal values for these
hyperparameters is a fundamental step in designing a good SVM classifier.
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Tuning these hyperparameters is usually done by minimizing an estimate of generalization
error such as k-fold cross-validation error, or leave-one-out (LOO) error. While k-fold cross-
validation requires the solution of several SVMs, LOO error requires the solutions of many
(in order of number of training examples) SVMs. For efficiency, it is useful to have simpler
performance measures that, though crude, are very inexpensive to compute. During the past
few years, several such performance measures have been proposed, such as the Xi-Alpha bound
by Joachims (2000), generalized approximate cross-validation (GACV) by Wahba et al. (2000),
radius-margin bound and span bound by Vapnik and Chapelle (2000).
However, there is no clear guideline for the practical designers to know which performance
measures are good for hyperparamter tuning, or which are not good. To fill this gap, in Chap-
ter 2, we undertake a study to evaluate several simple performance measures for tuning SVM
hyperparameters. These simple performance measures, which are either estimates of the gen-
eralization error or upper bounds on it, can be obtained with very little additional work after
the SVM is obtained for a given set of hyperparameters. In particular, they do not require any
matrix operations involving the kernel matrix.
1.7.2 Posteriori Probabilities for Binary Classification
Class posteriori probabilities are desired in many practical classification problems, such as med-
ical diagnosing, in which, calibrated probabilistic output may also give a good measurement of
the confidence level of the classification decision.
Support vector machines do not produce probabilistic outputs, but un-calibrated measure-
ments of distance of examples to the separating hyperplane in the feature space. Researchers
have already developed methods to map the outputs of SVMs into probabilistic values (e.g. Platt
(1999)).
Kernel logistic regression (KLR) (Jaakkola and Haussler, 1999; Roth, 2001; Wahba, 1998;
Zhu and Hastie, 2002) provides natural posteriori probabilities as part of its solution. However,
the existing training algorithms for KLR are very inefficient and slow. The existing training
algorithms usually solve the KLR problem in its primal form. Roth (2001) and Zhu and Hastie
(2002) solve the problem using Newton iterations that require the inversion of the kernel matrix
or part of it at each iteration. When the number of training examples is even as large as a few
thousands, such methods can become very expensive. An alternative is to solve the problem
using gradient based techniques. But such methods cannot exploit certain structures present in
the problem at hand.
To make kernel logistic regression feasible for practical use, a fast training algorithm capable
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of dealing with a large number of training examples needs to be developed. In chapter 3 we
develop a fast dual algorithm that solves the KLR problem in a dual formulation. The algorithm
is very much similar in spirit to the popular Sequential Minimal Optimization (SMO) algorithm
for support vector machines. The algorithm does not do any matrix operations involving the
kernel matrix and hence is ideal for use with large scale problems. It is also extremely easy to
implement.
1.7.3 Posteriori Probabilities for Multi-category Classification
Estimating class posteriori probabilities in multi-category classification is also an important mat-
ter as most of the real-world classification problems are multiclass ones. However, the existing
multiclass methods, except for pairwise coupling methods, do not give posteriori probability esti-
mation. Pairwise coupling methods however, requires outputs of one-versus-one binary classifiers
to be probabilistic values; besides, to estimate the posteriori probabilities, pairwise coupling must
go through an iterative estimating procedure for each example and thus is a little bit slow in the
testing phase. New multi-category classification methods with posteriori probability estimation
are worth investigating.
In Chapter 4, we generalize KLR from binary classification to the multiclass case and develop
a decomposition algorithm that decompose multiclass KLR problem into small sub problems and
then solve iteratively. Although the idea is interesting, solving multiclass problem as a single
optimization problem usually turns out to be slow and binary classification based multiclass
methods are more suitable for practical use. In Chapter 5, we develop a binary classification
based multiclass method that combines the one-versus-all or one-versus-one binary classifiers
through systematically designed parametric soft-max functions. The posteriori probabilities
are obtained from the combinations. This is a new multiclass method; it provides a new way
to estimate posteriori probabilities from binary classifiers whose outputs are not probabilistic
values. Besides, the soft-max combination function is designed using all training examples. As
a result, this method is faster than pairwise coupling method in the testing phase.
Pairwise coupling proposed by Hastie and Tibshirani (1998) is a good general strategy to
combine posterior probabilities provided by individual binary classifiers to estimate posteriori
probabilities for multi-category classification. Since SVMs do not naturally give out posterior
probabilities, in that paper, they suggested a particular way of generating these probabilities from
the binary SVM outputs and then used these probabilities together with pairwise coupling to do
muticlass classification. Hastie and Tibshirani did a quick empirical evaluation of this method
against the max-wins voting implementation of SVM one-versus-one methods and found that the
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two methods give comparable generalization performances. Platt (1999) criticized Hastie and
Tibshirani’s method of generating posterior class probabilities for a binary SVM, and suggested
the use of a properly designed sigmoid applied to the SVM output to form these probabilities.
However, the use of Platt’s probabilities in combination with Hastie and Tibshirani’s idea of
pairwise coupling has not been carefully investigated thus far in the literature. Filling this gap
is one aim of chapter 6.
1.7.4 Comparison of Multiclass Methods
There exist a range of multiclass kernel methods and practical designers may need some more
clear guidelines to choose one particular method for use. Thus, in Chapter 6 we conduct a
specially designed numerical study to compare the commonly used multiclass kernel methods,
besides the pairwise coupling methods with Platt’s posteriori probabilities for binary SVMs.
Based on the results from this numerical study, recommendations on multiclass methods are
correspondingly made.




Support vector machines (SVMs) (Boser et al., 1992; Cortes and Vapnik, 1995; Vapnik, 1995) are
extensively used as a classification tool in a variety of areas. Choosing optimal hyperparameters
for SVM is an important step in SVM classifier design. This is usually done by minimizing either
an estimate of generalization error or some other related performance measures. In this chapter,
we empirically study the usefulness of several simple performance measures that are inexpensive
to compute (in the sense that they do not require expensive matrix operations involving the
kernel matrix).
2.1 Introduction
As reviewed in Chapter 1, the primal problem of support vector machine with L1 soft-margin
formulation is




subject to yi(w · zi − b) ≥ 1− ξi , i = 1, . . . , ` ,
ξi ≥ 0 , i = 1, . . . , ` .
(2.1)
where zi = Φ(xi) and k(xi,xj) = Φ(xi) · Φ(xj); w is the weight vector of hyperplane in the














0 ≤ αi ≤ C , i = 1, . . . , `
(2.2)
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The following are two popularly used kernel for SVMs




Polynomial Kernel k(xi,xj) = (1 + xi · xj)p
(2.3)
To obtain a good performance, some parameters in SVMs have to be chosen carefully. These
parameters include:
• the regularization parameter C, which determines the tradeoff between minimizing the
training error and minimizing the model complexity;
• parameter (σ or p) of the kernel function that implicitly defines the nonlinear mapping
from input space to some high dimensional feature space. (In this study we particulary
focus on the Gaussian kernel.)
These “higher level” parameters are usually referred to as hyperparameters. Tuning these hyper-
parameters is usually done by minimizing the estimated generalization error such as the k-fold
cross-validation error or the leave-one-out (LOO) error. While k-fold cross-validation requires
the solution of several SVMs, LOO error requires the solutions of many (in order of number
of training examples) SVMs. For efficiency, it is useful to have simpler estimates that, though
crude, are very inexpensive to compute. After the SVM is obtained for a given set of hyperpa-
rameters, these estimate can be obtained with very little additional work. In particular, they do
not require any matrix operations involving the kernel matrix. During the past few years, several
such simple estimates have been proposed. The main aim of this chapter is to empirically study
the usefulness of these simple estimates as measures for tuning the SVM hyperparameters.
The rest of this chapter is organized as follows. A brief review of the performance measures is
given in Section 2.2. The settings of the computational experiments are described in Section 2.3.
The experiment results are analyzed and discussed in Section 2.4. Finally, some concluding
remarks are made in Section 2.5.
2.2 Performance Measures
In this section, we briefly review the performance measurers (estimates) mentioned above.
2.2.1 K-fold Cross-Validation and Leave-One-Out
Cross-validation is a popular technique for estimating generalization error and there are several
versions. In k-fold cross-validation, the training data is randomly split into k mutually exclusive
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subsets (the folds) of approximately equal size. The classification rule is obtained using k− 1 of
the subsets and then tested on the subset left out. This procedure is repeated k times and in
this fashion each subset is used for testing once. Averaging the test error over the k trails gives
an estimate of the expected generalization error.
Leave-one-out can be viewed as an extreme form of k-fold cross-validation in which k is equal
to the number of the training examples. In LOO, one example is left out for testing each time,
and so the training and testing are repeated ` times. It is known (Luntz and Brailovsky, 1969)
that the LOO procedure gives an almost unbiased estimate of the expected generalization error.
K-fold cross-validation and LOO are applicable to arbitrary learning algorithms. In the
case of SVM, it is not necessary to run the LOO procedure on all ` examples and strategies are
available in the literature to speed up the procedure (Cauwenberghs and Poggio, 2000; Lee et al.,
2001a; Tsuda et al., 2001). In spite of that, for tuning SVM hyperparameters, LOO is still very
expensive.
2.2.2 Xi-Alpha Bound
Joachims (2000) developed the following estimate, which is an upper bound on the error rate
of leave-one-out procedure. This estimate can be computed using α from the solution of SVM






i : 2αiR24 + ξi ≥ 1
}
(2.4)
Here card denotes cardinality and R24 in an upper bound on c ≤ k(xi,xj) ≤ c+ R24 for all
xi, xj and some constant c. We refer to the estimate in equation (2.4) as the Xi-Alpha bound.
2.2.3 Generalized Approximate Cross-Validation













pi (1− fλi)+ + (1− pi) (1 + fλi)+
}
(2.5)
where fλ(x) = w · Φ(x) − b is the decision function, fλi = fλ(xi), pi = p(xi) is the conditional
probability that yi = 1 given xi, and the expectation is taken over new yi’s at the observed xi’s.
24
Here, (τ)+ = τ if τ > 0 and 0 otherwise. λ represents all the tunable parameters (C and other
parameters inside kernel function) of SVM. GCKL is seen as an upper bound on misclassification
rate and it depends on the underlying distribution of the examples. However, since we do not
know pi, we cannot calculate GCKL directly.
Wahba et al. (2000) developed Generalized Approximate Cross-Validation (GACV) as a
computable proxy for GCKL based on training data. Choosing λ to minimize the GACV is














where Kij = k(xi,xj). Note that the definition of GACV given above is in a form different
from that in (Wahba et al., 2000), but they are equivalent (We use a different version of SVM
primary problem description). GACV can be computed directly once the SVM is trained on the
whole training data. Preliminary simulations in (Wahba et al., 2000) suggested that minimizer
of GACV is a reasonable estimate of the minimizer of GCKL.
2.2.4 Approximate Span Bound
Vapnik and Chapelle (2000) introduced a new concept called span of support vectors. Based
on this new concept, they developed a new technique called span-rule (specially for SVMs) to
approximate the LOO estimate. The span-rule not only provides a good functional for SVM
hyperparameter selection, but also better reflects the actual error rate. The following upper













where: NLOO is the number of errors in LOO procedure;
∑n∗
i=1 αi is the summation of
Lagrange multipliers αi taken over the first-category support vectors(examples with 0 < αi < C);
m is the number of the second-category support vectors (examples with αi = C); S is the span
of support vectors, which basically is a measurement of distance between a support vector and
a constrained linear combinations of other support vectors (see (Vapnik and Chapelle, 2000) for
the precise definition of S); D is the diameters of the smallest sphere containing the training
points in the feature space; and the Lagrange multipliers αi are obtained from the training of
SVM on the whole training data size of `.
Although the right-hand side of equation (2.7) has a simple form, it is expensive to compute
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the span S. The bound can be further simplified by replacing S with DSV , the diameter of the
smallest sphere in the feature space containing the the support vectors of the first category. It













The right-hand side of equation (2.7) is referred as the span bound. Since the bound in
equation (2.8) is a looser bound than the span bound, we refer to it as the approximate span
bound.
Remark 2.1. The span-rule based estimate in (Vapnik and Chapelle, 2000) is an excellent
bound on generalization error, but expensive to compute. On the other hand, the approximate
span bound in (2.8) is a very crude bound, but very cheap to compute.
2.2.5 VC Bound
As reviewed in Chapter 1, Structural Risk Minimization (SRM) principle of statistical learning
theory (Vapnik, 1998) choose a decision function f from a function class F by minimizing an
upper bound on the generalization error.
The expected risk (test error) for a function f is
R[f ] =
∫
l(x, y, f(x))dP (x, y) (2.9)
where l(x, y, f(x)) is the loss function.
For a 0\1 loss function, the following bound on the expected risk holds with probability η
(0 ≤ η ≤ 1) (Vapnik, 1998)








))− log (η4 )
`
(2.10)
where h is the VC-dimension of f . The right-hand side of equation (2.10) is referred to as risk
bound. The second term of the risk bound is a confidence term and usually referred to as the






l(x, y, f(x)) (2.11)
For a 0\1 loss function, Remp[f ] is equal to training error.
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The main difficulty in applying the risk bound is that it is difficult to determine the VC-
dimension of the set of functions. For SVMs, a VC bound was proposed in (Burges, 1998) by
approximating the VC-dimension h in equation (2.10) by a loose bound on it:
h ≤ D2‖w‖2 + 1 (2.12)
The right-hand side of equation (2.12) is a loose bound VC-dimension and, if we use this
bound to approximate the h, sometimes we may get into a situation where h/` is so small that
the term inside the square root in (2.10) may become negative. To avoid this problem, we do
the following. Since h is also bounded by `+ 1, we simply set h to `+ 1 whenever D2‖w‖2 + 1
exceeds `+ 1.
2.2.6 Radius-Margin Bound
For SVMs with hard-margin formulation, it was shown by Vapnik and Chapelle (2000) that the
following bound holds:
LOO Err ≤ 1
4`
D2‖w‖2 (2.13)
where w is the weight vector computed by SVM training and D is the diameter of the smallest
sphere that contains all the training examples in the feature space. The right-hand side of (2.13)
is usually referred as radius-margin bound.
Remark 2.2. Chapelle (2001) rightly pointed out to us that, since (2.13) is based on hard-
margin analysis, it is inappropriate for use in tuning hyperparameters associated with the L1
soft margin formulation. (In section 2.4 we give a detailed analysis to show this.) Chapelle
(2001) also suggested the following modified bound (it is based on the equation appearing before
equation (6) of (Chapelle et al., 2002)):












It can be shown by equating the primal and dual objective function values and the above can
be equivalently written as:
LOO Err ≤ 1
`
(





We will refer to the above bound as the modified radius-margin bound.








i . In other words, the primal problem is





subject to yi (w · zi − b) ≥ 1− ξi , i = 1, . . . , ` ,
ξi ≥ 0 , i = 1, . . . , ` .
(2.16)
The kernel function is as usual, k(xi,xj) = zi · zj . It is easy to show that, this problem is
equivalent to the following hard-margin problem (Cortes and Vapnik, 1995):
min 12‖w‖2
subject to yi(w · zi − b) ≥ 1 , i = 1, . . . , ` .
(2.17)
where zi · zj = k(xi,xj) + δij/C; δi,j = 1 if i = j and δi,j = 0 if i 6= j.
Chapelle et al. (2002) explored the computation of gradient of D2 and ‖w‖2, and their results
make these gradient computation very easy. In their experiments, they minimize radius-margin
bound using gradient descent technique and the results showed that radius-margin bound could
act as a good functional to tune the degree of polynomial kernel.
In this chapter, we will study the usefulness of D2‖w‖2 as a functional to tune the hyper-
parameters of SVM with Gaussian kernel (both L1 soft-margin formulation and L2 soft-margin
formulation).
2.3 Computational Experiments
The purpose of our experiment is to see how good the various estimates (bounds) are for tuning
the hyperparameters of SVMs. In this study, we mainly focus on SVMs with Gaussian kernel.
For one given estimator, goodness is evaluated by comparing the true minimum of the test error
with the test error at the optimal hyperparameter set found by minimizing the estimate. We
did the simulation on five benchmark datasets: Banana, Image, Splice, Waveform and Tree.
General information about the datasets is given in Table 2.1. The detailed information of the
first four datasets can be found in (Ra¨tsch, 1999). Tree dataset was originally used by Bailey
et al. (1993) and was formed from a geological remote sensing data. Tree problem has two
classes, one consists of patterns of tree, and the other consists of non-tree patterns. Note that
each of the datasets has a large number of test examples so that performance on the test set, the
test error, can be taken as an accurate reflection of generalization performance.
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Table 2.1: General information about the datasets
Dataset # input variables #training examples # test examples
Banana 2 400 4900
Image 18 1300 1010
Splice 60 1000 2175
Waveform 21 400 4600
Tree 18 700 11692
Table 2.2: The value of Test Err at the minima of different criteria for fixed C values, for SVM
L1 soft-margin formulation. The value in the parenthesis are the corresponding logarithms of
σ2 at the minima
Criterion
Banana Image Splice Waveform Tree
logC = 5.20 logC = 4.0 logC = 0.40 logC = 1.40 logC = 8.60
Test Err
0.1043 0.0188 0.0947 0.1022 0.1089
(0.60) (1.00) (3.40) (3.20) (3.80)
5-fold CV Err
0.1276 0.0198 0.0977 0.1159 0.1144
(1.30) (1.20) (3.20) (4.80) (5.0)
Xi-Alpha Bound
0.1453 0.0247 0.0979 0.1035 0.1551
(-2.10) (2.00) (3.80) (3.0) (1.0)
VC Bound
0.4094 0.2564 0.1766 0.3293 0.2609
(8.90) (10.0) (8.40) (10.0) (-10.0)
Approxi Span Bound
0.3943 0.1436 0.1407 0.1243 0.1356
(6.60) (6.50) (5.60) (5.20) (9.80)
D2‖w‖2 0.5594 0.2564 0.4800 0.3293 0.1627
(10.0) (10.0) (10.0) (10.0) (-2.40)
One experiment was specially set up for SVM with L1 soft-margin formulation. The simple
performance measures we tested in this experiment are: 5-fold cross-validation error, Xi-Alpha
bound, VC bound, approximate span bound and D2‖w‖2.
As we mentioned in section 2.2, the SVM problem with L2 soft-margin formulation can be
converted to the hard-margin SVM problem with a slightly modified kernel function. For SVM
hard-margin formulation, the radius-margin bound can be applied. So, we set up an experiment
to see how good the radius-margin bound (D2‖w‖2) is for the L2 soft-margin formulation,
particularly with Gaussian kernel.
In the above two experiments, first we fix the regularization parameter C at some value and
vary the width of Gaussian kernel σ2 in a large range, and then we fix the value of σ2 and vary
the value of C. The fixed value of C and σ2 are chosen so that the combination achieves a test
error close to the smallest test error rate.
Tables 2.2–2.5 describe the performance of the various estimates. Both test error rate and
the hyperparameter values (in nature logarithm) at the minima of different estimates are shown
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Table 2.3: The value of Test Err at the minima of different criteria for fixed σ2 values, for SVM
L1 soft-margin formulation. The value in the parenthesis are the corresponding logarithms of C
at the minima
Criterion
Banana Image Splice Waveform Tree
log σ2 = 0.60 log σ2 = 1.0 log σ2 = 3.40 logC = 3.20 logC = 3.80
Test Err
0.1045 0.0178 0.0947 0.1022 0.1089
(5.20) (4.30) (0.40) (1.40) (8.60)
5-fold CV Err
0.1278 0.0198 0.0947 0.1102 0.1218
(9.00) (6.10) (0.50) (0.0) (4.80)
Xi-Alpha Bound
0.1286 0.0198 0.3398 0.1487 0.1160
(9.30) (6.70) (-2.70) (-2.80) (9.60)
VC Bound
0.3987 0.1584 0.4800 0.3293 0.2609
(-3.0) (-3.60) (-10.0) (-10.0) (-10.0)
Approxi Span Bound
0.1251 0.0535 0.1136 0.1102 0.1363
(1.80) (-0.60) (-0.90) (0.0) (1.20)
D2‖w‖2 0.5594 0.2564 0.4800 0.3293 0.2609
(-10.0) (-10.0) (-10.0) (-10.0) (-10.0)
Table 2.4: The value of Test Err at the minima of different criteria for fixed C values, for SVM
L2 soft-margin formulation. The value in the parenthesis are the corresponding logarithms of
σ2 at the minima
Criterion
Banana Image Splice Waveform Tree
logC = 0.90 logC = 0.44 logC = 6.91 logC = 0 logC = 9.80
Test Err
0.1118 0.0238 0.0947 0.0991 0.1049
(-1.40) (0.50) (3.30) (2.80) (4.60)
D2‖w‖2 0.1141 0.0297 0.1002 0.1011 0.1627
(-1.60) (-0.30) (3.10) (-2.20) (-2.40)
Table 2.5: The value of Test Err at the minima of different criteria for fixed σ2 values, for SVM
L2 soft-margin formulation. The value in the parenthesis are the corresponding logarithms of C
at the minima
Criterion
Banana Image Splice Waveform Tree
log σ2 = −1.30 log σ2 = −0.29 log σ2 = 3.07 logC = 2.80 logC = 4.60
Test Err
0.1118 0.0218 0.1007 0.0991 0.1049
(0.0) (2.40) (2.20) (0.0) (9.80)
D2‖w‖2 0.1127 0.0297 0.1016 0.1007 0.1413
(-0.90) (0.40) (9.20) (-0.60) (-1.40)
there. However, we must point out that we only searched in a finite range of the hyperparameter
space and the minima are confined to this finite range. For a neat presentation, we include plots
of the estimates as funciton of C and σ2 only for the Image dataset (Figures 2.1-2.4). The plots
for the other datasets show similar variations with respect to the two hyperparameters. The
plots of other datasets are included in Appendix A. In order to show the variations of different
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estimates in one figure, normalization was done on the estimates when necessary. Since what
we really concern is how the variation of the estimate relates to the variation of the test error
rather than how their values are related, this normalization does no harm.
Another experiment was set up to see how the size of the training set affects the performance
of different estimates. The waveform dataset was used in this experiment. We vary the number
of training examples form 200 to 1000. For comparison purpose, for each training set of different
size, we use the same test set that has 4000 training examples. As in other experiments, the
performance of each estimate is evaluated by comparing the test error rates at the optimal
hyperparameter set found by minimizing the estimate. Figure 2.5 shows the performance of the
various measures as a function of training size.
2.4 Analysis and Discussion
Let us analyze the performance of various estimates one by one.
2.4.1 K-fold Cross-Validation
On each dataset, 5-fold cross-validation produced a cure that not only has minima very close to
that of the test error curve, but it also has a shape very similar to the curve of the test error. Of
all the estimates, 5-fold cross-validation yielded the best performance. Even for a small training
set size of 200 examples, 5-fold cross-validation gave a quite good estimate of the generalization
error (see Figure 2.5).
Recently, a lot of research work has been devoted to speeding up the LOO procedure so that
it can be used to tune the hyperparameters of SVMs. Some of these speed-up strategies, such
as alpha seeding (DeCoste and Wagstaff, 2000) and loose tolerance (Lee and Lin, 2000), can be
easily carried from LOO to k-fold cross-validation. Thus, we can make k-fold cross-validation
an efficient technique for tuning SVM hyperparameters.
2.4.2 Xi-Alpha Bound
Xi-Alpha bound is a very simple bound, which can be computed without any extra work after
the SVM is trained on the training data. Although it produced a curve that has a shape slightly
different from that of the test error, in most of the cases, the predicted hyperparameters gave
performance reasonably close to the best one in terms of test error.
We also notice that, at low C value, Xi-Alpha bound gives an esitmate that is very close to
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the test error. This is because, at low C values, the αi is small and hence, the Xi-Alpha estimate
in (2.4) is very close to LOO estimate. However the situation is very different when C takes
large values and so the estimate differs from the test error a lot.
2.4.3 Generalized Approximate Cross-Validation
For two datasets, Splice and Waveform, minimizing GACV gave a very good estimate of the op-
timal hyperparameters for SVM; its performance was equal to that of the k-fold cross-validation
and somewhat better than that of Xi-Alpha bound. For other datasets, however, GACV did not
do very well. The minimum of GACV is usually located in a region where the curves are so flat
that the minimum is not so apparent. For all the datasets, we noticed that the minimizer of
GACV tends to be biased towards smaller C and σ2. This agrees with the observation of Wahba
et al. (2001).
On the Waveform dataset, the training-size-varying experiment (see Figure 2.5) shows that
GACV gives a good performance for various size of training data. For this dataset, GACV also
shows a better correlation with the test error that Xi-Alpha bound.
Another observation is worth mentioning. It can be seen from the curves that, compared to
other estimates, such as 5-fold cross-validation and Xi-Alpha bound, GACV has a much smoother
variation with respect to the hyperparameters. This property can be useful if gradient-based
techniques are employed for tuning the hyperparameters.
To see the correlation of the above three estimates (k-fold cross-validation estimate, Xi-Alpha
bound and GACV) with test error, we tried many combinations of C and σ2 in a very large of
range and generated a plot that takes the test error as one coordinate and the estimate another
coordinate. Each point on the plot corresponds to one combination of C and σ2. The plot is
shown in Figure 2.6. Since we are especially interested in points at which the estimate and the
test error take small values, the figure is magnified to focus only on this particular area. This
plot shows that 5-fold cross-validation estimate has much sharper correlation with the test error.
2.4.4 Approximate Span Bound
Vapnik and Chapelle (2000) effectively used span-based idea for tuning SVM hyperparameters.
In the approximate span bound, S is replaced by DSV . The poor behavior of this bound is
probably due to the fact that DSV is a poor approximate of S.
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2.4.5 VC Bound
The experiments show that VC bound is not good for tuning SVM hyperparameters, at least
for the datasetse used by us. However, for another dataset, Burges (1998) found this bound to
be useful for determining a good value for σ2. Therefore, it is not clear how useful this bound
is, it is quite possible that the goodness of the VC bound depends on how well D2‖w‖2 + 1
approximates the VC dimension h.
2.4.6 D2‖w‖2 for L1 Soft-Margin Formulation
Let us now consider D2‖w‖2 for L1 soft-margin formulation. Figure 2.1(b) and Figure 2.2(b)
clearly show the inadequacy of the measure for tuning hyperparameters. The plots for other
datasets are also very familiar. The inadequacy can be easily explained. We can prove that, for
SVM with Gaussian kernel, D2‖w‖2 goes to zero as C goes to zero or as σ2 goes to infinity.




















Since D2 is independent of C and upper-bounded by 4, it easily follows that, as C goes to zero,
‖w‖2 goes to zero and so does D2‖w‖2.














As σ2 goes to infinity, k(xi,xj) goes to 1 and, since the alpha variables are bounded above by
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Thus, as σ2 goes to infinity, D2‖w‖2 goes to zero.
Cristianini et al. (1998) showed that D2‖w‖2 is good for tuning the width of the Gaussian
kernel for hard-margin SVM. The asymptotic movement of D2‖w‖2 to zero as σ2 goes to infinity
that we established above holds only when C is fixed at a finite value. When C is infinity (that
hard margin case), the alpha variables are unbounded and hence our proof will not hold. Thus,
what we have shown is not in any way inconsistent with the results in (Cristianini et al., 1998).
Remark 2.3. The modified radius-margin bound as suggested by Chapelle (2001) performs
much better than D2‖w‖2. For fixed σ2, the variation of the bound with respect to C is very
similar to that of GACV. This is understandable given the closeness of the expressions in these
two bounds. The variations with respect to σ2 (for fixed C), however, have some differences,
particularly at large σ2 values. Overall, in terms of the test set accuracies attained by tuning C
and σ2, GACV is better.
Scho¨lkopf et al. (1995) showed that D2‖w‖2 is good for tuning the degree of polynomial
kernel for SVM with L1 soft-margin formulation. Our experiments and analysis on D2‖w‖2
are only limited to SVM with Gaussian kernel. Although D2‖w‖2 is inadequate for tuning
hyperparameters for SVM with Gaussian kernel, possibly it still can be used to tune the degree
of polynomial kernel, as Scho¨lkopf et al. did.
Remark 2.4. Scho¨lkopf (2001) has pointed out to us that the good performance of D2‖w‖2
on USPS dataset which was reported in their work (Scho¨lkopf et al., 1995) was probably due to
the fact that there is little noise in that dataset and hence the “soft-margin aspect” was probably
not an important factor.
2.4.7 D2‖w‖2 for L2 Soft-Margin Formulation
Earlier, we pointed out that D2‖w‖2 is inadequate for tuning hyperparameters for the SVM
L1 soft-margin formulation with Gaussian kernel. However, for SVMs with L2 soft-margin
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formulation, our experiments show that the radius-margin bound gave a very good estimate of
the optimal hyperparameters. This agrees with the results of Chapelle et al. (2002), where the
radius-margin bound is chosen as the functional that is minimized using gradient descent.
However, we noticed that the radius-margin bound may have more than one minimum (see
Figure 2.3). Typically, there is one local minimum whose value of radius-margin bound is higher
than the least radius-margin bound value. This local minimum is usually located at a very
large σ2 value. Thus, minimizing the radius-margin bound using gradient-descent technique, as
Chapelle et al. did, can get stuck at a local minimum of the radius-margin bound. So, choosing
a proper starting point for gradient descent search is important.
2.5 Conclusions
We have tested several easy-to-compute performance measures for SVMs with L1 soft-margin
formulation and SVMs with L2 soft-margin formulation. The conclusions are:
• 5-fold Cross-validation gives an excellent estimate of the generalization error. For the L1
soft-margin SVM formulation, none of the other measures yields a performance as good
as 5-fold cross-validation. It even gives a good estimate on small training set. The 5-fold
cross-validation estimate also has a very good correlation with the test error.
• Xi-Alpha bound can find a reasonably good hyperparameter set for SVM, at which the
test error rate is close to the true minimum of the test error. But the hyperparameters
sometimes may not be close to the optimal ones. A nice property of this estimate is that
it performs well over a range of training set sizes.
• Compared with k-fold cross-validation and Xi-Alpha bound, GACV has a smoother vari-
ation with respect to the hyperparameters. On waveform and Splice datasets, GACV
shows better correlation with test error than Xi-Alpha bound. However, the performance
of GACV is worse on other datasets.
• The approximate span bound and VC bound cannot give a useful prediction of the optimal
hyperparameters. This is probably because the approximation introduced into these bound
are too loose.
• For SVM L1 soft-margin formulation, D2‖w‖2 is inadequate for tuning the hyperparame-
ters. The modified radius-margin bound performs much better than D2‖w‖2 though it is
somewhat inferior to GACV.
35
• The radius-margin bound gives a very good prediction of the optimal hyperparameters for
SVM L2 soft-margin formulation. However, the possibility of local minima should be taken
into consideration when this bound is minimized using gradient descent method.
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Figure 2.1: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to σ2 for fixed
C value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure 2.2: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to C for fixed
σ2 value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Image: log C = 0.44
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Figure 2.3: Variation of D2‖w‖2 and Test Err with respect to σ2 for fixed C value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.













Image: log σ2 = −0.29
D2||W||2
Test Err
Figure 2.4: Variation of D2‖w‖2 and Test Err with respect to C for fixed σ2 value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
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Figure 2.5: Performance of various measures for different training sizes. The waveform dataset
has been used in this experiment. The following values were tried for the number of training
examples: 200, 400, 600, 800, 1000. The number of the test set is 4000
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Figure 2.6: Correlation of 5-fold cross-validation, Xi-Alpha bound and GACV with test error.
Each point corresponds to one combination of C and σ2. Each figure has been magnified to
show only points where test err and the estimate take small values. The point with least value
of the estimate are marked by +
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Chapter 3
A Fast Dual Algorithm for Kernel
Logistic Regression
Kernel logistic regression (KLR) (Jaakkola and Haussler, 1999; Roth, 2001; Wahba, 1998; Zhu
and Hastie, 2002), like Support Vector Machines (SVMs)(Vapnik, 1998), is a powerful discrimi-
native method. It also has a direct probabilistic interpretation that makes it suited for Bayesian
design. The algorithm that we will develop in this chapter for KLR is very much in the spirit
of the popular Sequential Minimal Optimization (SMO) algorithm (Platt, 1998; Keerthi et al.,
2001) for SVMs. The algorithm does not do any matrix operations involving the kernel matrix
and hence is ideal for use with large scale problems. It is also extremely easy to implement.
3.1 Introduction
In this chapter we focus on the two-category classification problem. The multi-category problem
will be addressed in the next chapter. The general setting for two-class classification problems is
carried on in this chapter. Throughout we use x to denote the input vector of the classification
problem and z to denote the feature space vector which is related to x by the transformation,
z = Φ(x). As in all kernel designs, we do not assume Φ to be known; all computations will
be done using only the kernel function, k(xi,xj) = Φ(x) · Φ(xj). The training examples are
(x1, y1), . . . , (x`, y`), where xi is the i-th input pattern and yi is the corresponding target value;
yi = 1 means xi is in class 1 and yi = −1 means xi is in class 2. Let zi = Φ(xi).
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Figure 3.1: Loss functions of KLR, L1 soft-margin SVMs, and L2 soft-margin SVMs.









g(−yi(w · zi − b)) (3.1)
where C is a regularization parameter that is tuned using techniques such as cross validation.
For KLR, g is given by:
g(ξ) = log(1 + eξ) (3.2)




Loss function is more often used to refer g(ξ). Loss function (3.2) of KLR together with loss
functions of L1 soft-margin SVMs and L2 soft-margin SVMs are depicted in Figure 3.1

















where k˜(xi,xj) = yiyjk(xi,xj) and ξi = yib−
∑`
j=1 αj k˜(xi,xj). We define matrix K˜ : (K˜)ij =
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k˜(xi,xj).
Roth (2001) and Zhu and Hastie (2002) solve (3.5) using Newton iterations that require the
inversion of K˜ at each iteration. When the number of training examples is even as large as a
few thousands, such methods can become very expensive. An alternative is to solve (3.5) using
gradient based techniques. But such methods cannot exploit certain structures present in the
problem at hand. In this chapter we employ the dual formulation of the form developed by
Jaakkola and Haussler (1999). This leads to the replacement of (3.5) by an alternate convex
programming problem1 with a structure that is very similar to the dual arising in SVMs. This
allows us to easily adapt the SMO algorithm for SVMs (Platt, 1998; Keerthi et al., 2001), which
optimizes only two αi’s at each iteration (and therefore extremely easy to implement) and is
known to scale efficiently to large scale problems.
The optimization problem in (3.1) (with b omitted) also occurs in the inner loop of Gaussian
Process (GP) classifiers. Williams and Barber (1998) mention that computational methods used
to speed up the quadratic programming problem for SVMs may also be useful for the GP classifier
problems. Our algorithm precisely achieves that objective. For the simplified problem, our
algorithm can be viewed as an improved version of the coordinate-wise descent method suggested
by Jaakkola and Haussler (1999).
The chapter is organized as follows. In Section 3.2 we develop a dual of (3.1). Optimality
conditions for the dual are derived in Section 3.3. The ideas here form the basis for the SMO
algorithm for KLR developed in Section 3.4. In that section we also prove that the algorithm is
asymptotically convergent. Some practical aspects of the algorithm are discussed in Section 3.5.
Computational experiments comparing the SMO algorithm for KLR with the Quasi-Newton
method are reported in Section 3.6. Some concluding remarks are made in Section 3.7.
3.2 Dual Formulation
To derive a dual of (3.1), we use ideas very close to those given by Cauwenberghs (2001). The








subject to: ξi = −yi(w · zi − b) , i = 1, . . . , ` (3.7)
1Although both, the dual problem and (3.5), involve αi’s as the variables and lead to the same solutions, their
structures are markedly different.
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αi[−ξi − yi(w · zi − b)]
The optimality conditions are given by:
∇wL = w −
∑`
i=1






αiyi = 0 (3.9)
∂L
∂ξi
= Cg′(ξi)− αi = 0 , i = 1, . . . , ` (3.10)








Let δ = αiC . Since ξi can be expressed in terms of αi, consider the function
G(δ) = δξi − g(ξi) (3.12)







+ ξi − g′(ξi)dξi
dδ
= ξi = g′−1(δ) (3.13)
Therefore, G can be obtained using
G′(δ) = g′−1(δ) (3.14)
Remark 3.1. When g is given by (3.2), we have g′(ξ) = eξ/(1 + eξ). Thus g′ is invertible. The
range of g′ is the open interval, (0, 1) and hence g′−1 is a well-defined function in the domain
(0, 1).
It is easy to verify, by checking the non-negativity of second order derivatives, that, if g is a
convex function then G is also a convex function. For the case of logistic regression g is given
by (3.2) and we have:
g′−1(u) = log(u/(1− u)),








Let us now apply Wolfe duality theory to (3.6)-(3.7). The Wolfe dual corresponds to the
maximization of L subject to (3.8)-(3.10), with w, b, ξi’s and αi’s as variables. Using (3.9),
(3.11) and (3.12) we can simplify the Wolfe dual as







i=1 αiyi = 0 (3.16)
This is a convex programming problem. Once the αi’s are obtained by solving (3.16), the primal
variables, w and ξi’s can be determined using (3.11). The determination of b will be addressed
in the next section.
3.3 Optimality Conditions for Dual
To derive proper stopping conditions for algorithms which solve the dual and also determine the
threshold parameter b, it is important to write down the optimality conditions for the dual. The























The optimality conditions for the dual problem are:
∂L¯
∂αi













Then optimality conditions will hold at a given α iff
blow = bup (3.22)
Remark 3.2. In the above discussion, note that Fi, Hi, bup, i up, blow and i low are all
functions of α. The functional dependencies have not been put down to avoid notational clutter.
These functions are appropriately defined on some set A in the α space; for instance, in the case
of g given by (3.2), Remark 3.1 implies that
A = {α : 0 < αi < C ∀i } (3.23)
Using (3.19), (3.18), (3.14), (3.13) and (3.7), it is easy to see the close relationship between the
threshold parameter b in the primal problem and the multiplier, β. In particular, at optimality,
β and b are identical. Therefore, in the rest of the chapter β and b will denote one and the same
quantity.
We will say that an index pair (i, j) defines a violation at α if
Hi 6= Hj (3.24)
Thus, optimality conditions will hold at α iff there does not exist any index pair (i, j) that
defines a violation.
Suppose (i, j) satisfies (3.24) at some α. Then it is possible to achieve a decrease in D (while
maintaining the equality constraint,
∑
αkyk = 0) by adjusting αi and αj only. To see this, let
us define the following:
α˜i(t) = αi + t/yi , α˜j(t) = αj − t/yj ,
α˜k(t) = αk ∀ k 6= i, j,
(3.25)
and
φ(t) = D(α˜(t)) (3.26)
For logistic regression D is strictly convex, and hence, by (3.25) and (3.26) φ is also strictly
convex. The domain of φ is the open interval defined by {t : α˜(t) ∈ A}. It is easy to verify that
φ′(t) = Hi −Hj (3.27)
where Hi and Hj are evaluated at α˜(t). Since, by (3.24), Hi −Hj 6= 0 at t = 0, a decrease in φ
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is possible by choosing t suitably away from 0.
Since, in numerical solution, it is usually not possible to achieve optimality exactly, there is
a need to define approximate optimality conditions. The condition (3.22) can be replaced by
blow ≥ bup − 2τ (3.28)





for use with (3.3).
A useful alternative for stopping and choosing threshold is to employ the duality gap, Dgap =
E+D. By Wolfe duality theory: Dgap is nonnegative; and, Dgap = 0 iff optimality holds. Thus
we can use the stopping criterion:
Dgap ≤ ²|D| (3.30)
where ² is a suitable positive tolerance. Dgap can be computed as follows. Given α, let w(α)
be given by (3.11) and ξ(b) be obtained from (3.7). Then






) + g(ξi(b))] (3.31)
Also, b can be chosen to minimize Dgap. This is equivalent to minimizing
∑`
i=1 g(ξi(b)), which
can be numerically done using Newton-Raphson iterations.
3.4 SMO Algorithm for KLR
In this section we give the SMO algorithm for KLR, for which g is given by (3.2). A basic step
consists of starting with a point α and optimizing only two variables αi and αj to form the
new point αnew. Consider (3.25) and (3.26). Given (3.27), the natural choice is i = i up and
j = i low so as to make |φ′(0)| as large as possible. Using the notations of section 3.3, we can
write the optimization problem and the resulting solution as
t? = argmin
t
φ(t) and αnew = α˜(t?) (3.32)
The SMO algorithm can now be described.
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SMO Algorithm for KLR.
1. Choose α0 ∈ A and set r = 0.
2. If αr satisfies (3.22), stop. If not, set α = αr, choose i = i up, j = i low and solve (3.32).
3. Let αr+1 = αnew, r := r + 1 and go back to step 2.
Remark 3.3. Let B = {α ∈ A : D(α) ≤ D(α0)}. Continuity of D implies that B is closed
in A; since B ⊂ A, B is also bounded; furthermore, since D(αˆk)→∞ for any sequence αˆk that
goes to a boundary point of A, B is compact in Rm (m is the number of α variables, which is
same as the number of training examples). Since the SMO algorithm is a descent algorithm,
αr ∈ B ∀r. Thus every iteration of the algorithm is well-defined.
We now establish the convergence of the SMO algorithm described above. The absence
of ‘hard boundaries’ in the optimization makes the proof of convergence much simpler than
corresponding proofs for SMO algorithm for SVMs. We first establish a useful result.




Proof. The second order truncated Taylor series expansion of φ around t? is given by




where t˜ lies in between t and t? and is dependent on them. The second order derivative of φ has
the expression










where η = k(xi, xi) − 2k(xi, xj) + k(xj , xj). Using the expression for G′′ in (3.15) we can get
the bound, φ′′(t) ≥ (8/C). Employing this in (3.33) and setting t = 0 we get






This proves Lemma 3.1. ¥
Theorem 3.1. The following hold.
1. {αr} has a limit point in A.
2. Every limit point of {αr} lies in A and it is a solution of (3.16).
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Proof. By Remark 3.3 {αr} ⊂ B. Since B is compact in Rm, {αr} has a limit point in B;
also, every limit point of {αr} lies in B. Since B ⊂ A, every limit point of {αr} lies in A too.
Since the algorithm decreasesD at each step andD is bounded below, {D(αr)} is a convergent
sequence. By Lemma 3.1 we immediately get that {αr+1 −αr} converges to 0.
Now let {αr(s)}s≥0 denote a convergent subsequence and α¯ denote the limit point in A to
which it converges. For any r ≥ 0, let i(r) = i up(αr) and j(r) = i low(αr), the two indices
chosen for optimization at the r-th step. Since φ′(t?) = 0 for t? given by (3.32), we get from
(3.27) that
Hi(r)(αr+1)−Hj(r)(αr+1) = 0 (3.36)
Since there are only a finite number of indices, there exists at least one pair (i1, j1) such that
i1 = i(r(s)) and j1 = j(r(s)) for infinitely many s. Let us restrict ourselves to only such a
subsequence. To keep notations simple, let us rename the subsequence and take that
i1 = i(r(s)) = i up(αr(s)) and
j1 = j(r(s)) = i low(αr(s)) ∀ s ≥ 0
Since bup and blow are continuous functions of α, we also get
bup(α¯)− blow(α¯) = lims→∞[bup(αr(s))− blow(αr(s))]
= lims→∞[Hi1(α
r(s))−Hj1(αr(s))]
= lims→∞[P (s) +Q(s) +R(s)]
(3.37)
where







Since {αr(s)+1 − αr(s)} converges to 0, lims→∞ P (s) = 0 and lims→∞R(s) = 0. By (3.36),
Q(s) = 0 ∀s. Thus (3.37) yields bup(α¯)− blow(α¯) = 0. By (3.22), α¯ is a solution of (3.16). This
completes the proof. ¥
3.5 Practical Aspects
In practice, we can use (3.28) instead of (3.22) in step 2 of the SMO algorithm. When this is
done, one expects the algorithm to converge to an approximate solution satisfying (3.28) within
a finite number of steps.
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The univariate optimization problem (3.32) can be solved using Newton-Raphson iterations:
tl+1 = tl − [φ′′(tl)]−1φ′(tl) (3.39)
starting from t0 = 0 and until a certain accuracy is reached. (To get guaranteed convergence,
we can suitably combine Newton-Raphson iterations with some bisection steps when necessary.)
With the required accuracy (3.28) in mind, we can terminate the iterations in (3.39) when we
find a point tl satisfying a tighter accuracy criterion, say φ′(tl) < 0.1τ . While φ′(tl) is given by
(3.27), φ′′(tl) can be computed using the formula (3.34).
Since the function Hk plays an important role in the algorithm it is better to maintain a
cache for {Hk}. At the end of the k-th step involving indices i and j, we can use the update
formula
Hk(αr+1) = Hk(αr) + yi[αr+1i − αri ]K(xk, xi)
+yj [αr+1j − αrj ]K(xk, xj)
= Hk(αr) + t?[K(xk, xi)−K(xk, xj)]
∀ k 6= i, j
(3.40)
For k = i, j, Hk(α˜(t)) is needed at various tl values in order to implement (3.39) via (3.27). For










for k = i, j
(3.41)
At each step, the solution of (3.32) via (3.39), (3.27), (3.41) and (3.34) is very efficient and
takes very little (constant time) effort. The updating of Hk by (3.40) after completion of the
solution of (3.32) requires O(m) effort where m is the number of training examples; it forms the
main bulk of the computational cost.
The solution of (3.32) can come across a certain ill-conditioned situation which requires
special handling. Let α˜(t) be as in (3.25). From (3.27) and (3.18) we have
0 = φ′(t?) = Hi −Hj
= Fi − Fj + yiG′( α˜i(t
?)
C )− yjG′( α˜j(t
?)
C )
Suppose the size of Fi − Fj is in the order of 105. (Such sizes are very much possible when
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a large value is tried for C.) Therefore, for Hi − Hj = 0 to occur, we require the size of
G′( α˜i(t
?)
C ) and/or G
′( α˜j(t
?)
C ) to be in the order of 10
5, which is possible only if at least one of
α˜i(t?), C− α˜i(t?), α˜j(t?), or C− α˜j(t?) is extremely small, i.e., with size e−105 . In such a case, a
reliable determination of t? is messy and difficult. As we now explain, an accurate determination
of t? in this case is actually unnecessary. Suppose t?, the solution of (3.32) is such that one of
the variables, say α˜i(t?) is extremely close to 0 or C. Since pushing α˜i(t) to an accurate value
close to 0 or C has only to do with setting yiG′(
α˜i(t)
C ) precisely and it has little effect on Fi
or Fj , the accurate determination of t? is unimportant. However, having said that, we should
also note that, if we decide to avoid a precise determination of t? then the value of Hi becomes
unreliable and so such indices have to be treated specially when checking for optimality.
To handle the issue cleanly and reliably, we proceed as follows. Let µ be a small number, say
103× machine precision. Define I = (0, C) and I˜ = (µC,C−µC). If, during the solution of (4.1),
we come across a situation2 at which we know that for an index, say i, we have αi(t?) ∈ I\I˜,
then we terminate the solution of (3.32) and place α˜i(t) at the appropriate end point of I˜ (i.e.,
µC or C−µC). In that case, since Hi is unreliable we need to treat such indices specially. So we
put such indices in a special group called NBG (Near Boundary group). Other indices whose α
values lie inside I˜ will be put in NG (Normal group).
Once an index gets into NBG it is best not to involve it in further optimization. However,
at the end of the optimization, a check on indices in NBG has to be conducted to be sure that
moving such indices back to NG does not lead to an improvement in objective function. Thus
a two-loop approach is needed for the SMO algorithm.3 Since Hi, i ∈ NBG are not reliable,
at any stage of the algorithm we always compute i up, bup, i low and blow using only indices
from NG. The inner loop repeatedly operates steps 2 and 3 of the SMO algorithm, using (3.28)
instead of (3.22) so as to obtain finite termination. When the inner loop satisfies (3.28), we
go into the outer loop where each index, i ∈ NBG is checked for optimality. This is done by
attempting to solve (3.32) twice, once with j = i low and then again with j = i up. If, in each
of these solutions we find that no change has occured (i.e., i ∈ NBG and αi remains at the
same end point of I˜), then optimality holds as far as i is concerned. If, during the outer loop,
αi changes even for one i, then the inner loop is entered again after the outer loop is completed.
On the other hand, if none of the αi has changed in the outer loop, then optimality holds for all
i and the SMO algorithm is terminated.
2This situation usually arises when the solution process of (3.32) necessarily pushes either α˜i(t) or α˜j(t) to a
value outside I˜, i.e., at a t corresponding to an end point of I˜, descent in φ requires a movement out of I˜.
3This is somewhat similar to what is done in the SMO algorithm for SVMs.
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Table 3.1: Properties of datasets
Dataset Number of Number of Number ofInput Variables Training Examples Test Examples
Banana 2 400 4900
Splice 60 1000 2175
Waveform 21 400 4600
Tree 18 700 11692
Image 18 1300 1010
3.6 Numerical Experiments
First we empirically evaluate the computational cost of our SMO algorithm for KLR. Note that
this algorithm solves the dual (3.16) and that the corresponding primal formulation (3.6)-(3.7) is
equivalent to the formulation (3.5). To solve KLR, Roth (2001) and Zhu and Hastie (2002) used
second order optimization methods that require the storage and inversion of the Hessian matrix,
to solve (3.5). When the number of examples is more than a few thousand these methods become
very expensive. So, with the solution of larger problems also in mind, we compare our method
with the limited memory BFGS algorithm4 (Liu and Nocedal) for solving (3.5). BFGS algorithm
is a common choice for large scale-scale unconstrained optimization. Since our algorithm solves
the dual and the BFGS algorithm solves the primal and they use different approximate stopping
criteria, comparison of their computational costs becomes difficult. To make the comparison fair,
we proceed as follows. First we solve the dual by our SMO algorithm using (3.28) for stopping,
and note the computing time required. The α, along with the value of b (see (3.29)) obtained by
the SMO algorithm are used to define a feasible (w, b) for the primal problem (3.1). This (w, b)
attains a certain (sub-optimal) value for the primal objective function. The BFGS algorithm for
solving (3.5) is then run until the above value of the primal objective function is reached. The
corresponding computing time was used for comparison purposes.
The SMO algorithm for KLR was implemented in C and executed on the Sun Blade 100
workstation which uses a 500 MHz UltraSPARC-IIe processor and the Solaris OS. For the BFGS
method, the freely available software at the site http://www.ece.nwu.edu/˜nocedal/lbfgs.html was
used. The Gaussian kernel K(xi,xj) = exp(−‖xi − xj‖2/2σ2) was used. In all the experiments,
τ was set to 10−6. Five benchmark datasets were used: Banana, Image, Splice, Waveform and
Tree. The Tree dataset was originally used in (Bailey et al., 1993). Detailed information about
the remaining datasets can be found in Ra¨tsch (1999). Some details about these datasets are
given in Table 3.1.
Let us now explain how the variables were initialized. For the SMO algorithm it is necessary
4In our experiments the number of memory steps used by BFGS is 5.
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Table 3.2: Computational costs for SMO and BFGS algorithm. Each unit denotes CPU time (in
seconds). “-” denotes the cases for which CPU times were larger than 50000 seconds and hence
training was abandoned.
log10 C
Banana Splice Waveform Tree Image
σ2 = 0.4297 σ2 = 43.8856 σ2 = 15.2735 σ2 = 2.00 σ2 = 1.3776
SMO BFGS SMO BFGS SMO BFGS SMO BFGS SMO BFGS
-4 0.6 23.0 18.0 1080.1 2.4 69.6 3.9 200.1 40.6 916.4
-3 0.6 15.2 16.7 588.2 2.1 42.4 3.4 153.4 41.2 520.2
-2 0.5 13.4 14.0 760.1 2.1 57.2 2.5 217.8 31.1 671.0
-1 0.3 55.4 10.2 2263.5 1.5 156.1 2.6 1138.6 25.5 3190.3
0 0.5 255.2 13.2 6081.2 2.9 478.8 4.0 5473.3 41.0 9220.7
1 1.2 963.1 22.1 28794.7 5.5 1881.1 7.2 43344.1 63.2 45528.3
2 4.0 3078.0 32.0 - 13.0 3510.0 20.7 - 99.0 -
3 41.6 - 40.0 - 20.5 5761.5 109.3 - 178.6 -
4 840.2 - 54.2 - 24.9 - 705.0 - 620.1 -
Table 3.3: Negative log-likelihood of the test set (NLL) and the fraction of test set errors (TErr)





to have αi ∈ (0, C) ∀i. Let m1 and m2 denote, respectively, the number of training examples in
class 1 and class 2. The αi’s were initialized to Cm1 and
C
m2
respectively for the examples in class
1 and class 2. This initialization was used for both the SMO algorithm as well as the BFGS
algorithm. Unlike the SMO algorithm, the BFGS algorithm for (1.5) can actually be initialized
with any values for the αi’s. However, it was observed that there was no noticeable change in
the CPU times for the BFGS algorithm when the αi’s were initialized to values other than those
mentioned above, for example setting all αi’s to zero. For BFGS algorithm, the initial value for
variable b is set to zero.
Just for the purpose of comparing training times σ was fixed at a specific value which is
optimal for the generalization performance of KLR. The CPU times for different datasets are
given in Table 3.2 as functions of C. From this table it is clear that the SMO algorithm for KLR
is very much faster than the BFGS algorithm. The difference is much higher for large values of
C.
To see how the cost of the SMO algorithm scales with data size, an experiment was done
on the UCI “Adult” dataset (Merz and Murthy, 1998) by gradually increasing the training set
size from 1605 to 22696 in eight steps and observing the training time. A line was then fitted to
the plot of the log of the training time versus the log of the training set size. The slope of this
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line is the empirical scaling exponent. The datasets of different sizes that are used are available
in http://www.research.microsoft.com/˜jplatt/adult.zip. The training was done with both, the
linear kernel (C = 0.05) and the Gaussian kernel (C = 1.0 and σ2 = 10). The SMO algorithm
for KLR scales well on this dataset, with the scaling exponent of 2.2 on both, the linear kernel
as well as the Gaussian kernel; thus computing time is roughly proportional to m2.2 where m is
the training set size.
Kernel logistic regression minimizes the negative log-likelihood function associated with a
probabilistic model along with the regularizer term. Thus it naturally provides values for poste-
rior class probabilities. To see how good the designed probabilistic model is, we first compared
it with the optimal Bayes classifier on an artificial two-category classification problem. For
this purpose, the examples in the two classes were generated using Gaussian distributions with
the following means and covariance matrices: µ1 = (−2, 0), Λ1 = Diag{1, 2}, µ2 = (2, 0),
Λ2 = Diag{2, 1}. The priors for the two classes were taken to be equal. 400 training points were
used. A test set of size 20000 was generated using the same distributions.
Five-fold cross validation was used to tune the hyperparameters involved in the problem
formulations (that is, C and σ) and the test set error was obtained using the optimal hyperpa-
rameter values for each of the formulations. The initial search for optimal hyperparameters was
done on a 10 × 10 uniform coarse grid in the (logC, log σ) space, followed by a fine search on
a 20 × 20 uniform grid in the (C, σ) space placed around the optimal pair found by the coarse
search.
Table 3.3 gives the negative log-likelihood of the test set and the fraction of test errors for
the optimal Bayes classifier and the KLR method. This table also gives the corresponding values
for SVM with posterior probabilities assigned in a post-processing step (Platt, 1999). Clearly,
both KLR and SVM perform quite well.
To further study and compare the generalization capabilities of KLR and SVM methods,
we determined their performance on the five benchmark datasets mentioned earlier. As in the
artificial dataset, five fold cross validation was used to tune the hyperparameters C and σ. The
test set results are given in Table 3.4. It is clear that the generalization capabilities of both
methods are comparable. This observation is consistent with that of Platt (1999).
3.7 Conclusions
In this chapter we have given a new algorithm for kernel logistic regression, proved its convergence
and discussed implementation aspects. The algorithm solves the dual problem. It is very much
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Table 3.4: Generalization performance comparison of KLR and SVM on the five benchmark
datasets.
Dataset NLL TErrKLR SVM KLR SVM
Banana 1328.44 1378.39 0.1245 0.1247
Image 85.12 83.26 0.0178 0.0198
Splice 615.22 542.61 0.0952 0.0989
Waveform 1162.93 1137.70 0.1041 0.1063
Tree 3547.15 3116.32 0.1129 0.1123
faster than the BFGS algorithm applied to the primal problem. The algorithm scales nicely to
large size problems. It is also robust in the sense that on many complex datasets we have tried
there was not even a single case of failure. Its generalization performance is comparable to that
of SVMs.
The in-built probabilistic model makes it suitable for use with Bayesian design. In fact, the
algorithmic ideas given in this chapter can be easily adapted for solving the optimization problem
arising in the inner loop of Gaussian Process classifiers. This optimization problem is simpler
to solve than (3.1) since b is absent, thereby getting rid of the equality constraint in (3.16).5
Correspondingly, the optimality conditions in (3.19) get replaced by the following conditions:
Hi = 0 ∀ i (3.42)
Because of the absence of an equality constraint on α, it is possible to decrease D by minimizing
only one αi at a time. Jaakkola and Haussler (1999) suggest the Gauss-Siedel coordinate-wise
descent method for doing this. A better option is to choose, at any given situation, the index,
i = argmink |Hk| (i.e., i is the index that violates (3.42) most) and optimize αi only. Together
with a cache for {Hk} and update formulas similar to (3.40) and (3.41), such an algorithm will
be very efficient.
KLR does not enjoy the sparsity property associated with SVMs. (Note that αi ∈ A and
therefore αi > 0 for all i.) Recent research by Zhu and Hastie (2002) has initiated useful ways of
incorporating sparsity in KLR. Further work along these lines, together with fast algorithms such
as the one in this chapter are expected to make KLR an attractive tool for solving classification
problems.
5In Gaussian Process classifiers, the effect of b can be taken care of by adding a constant to the kernel function.
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Chapter 4
A Decomposition Algorithm for
Multiclass KLR
In this chapter, we generalize kernel logistic regression (KLR) to the multiclass case and develop
a decomposition algorithm to solve it. The decomposition algorithm solves multiclass KLR in
its dual formulation and decomposes the Wolfe dual into several relatively simpler sub dual
problems. The sub problems are then solved by an iterative algorithm much similar to the one
that has been used to solve the binary KLR. The sub dual problems are closely related and the
whole problem is solved iff all the sub problems are solved simultaneously.
This chapter is organized as follows. In Section 4.1 we give the primal formulation of mul-
ticlass KLR. In Section 4.2 we give a dual formulation and derive and the Wolfe dual. In
Section 4.3 we decompose the Wolfe dual into relatively smaller sub problems and derived the
optimality conditions for them; an SMO-like algorithm for solving the sub problems as well
as some practical implementation issues are also described and discussed there. In Section 4.4
we set up some numerical experiments to study the performance of multiclass KLR. Finally,
discussions and conclusions are given in Section 4.5.
4.1 Multiclass KLR
The general setting of multi-category classification is carried on. The multi-category problem
has M classes and the training data is (x1, y1), . . . , (x`, y`), where yi ∈ {1, . . . ,M} and yi = k
means that the example xi is from class ωk.
From Bayes rule, the posteriori probability that the example x belongs to the kth class ωk
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can be written as














P (ωM |x) ) , k = 1, . . . ,M − 1 (4.3)
and we have
P (ωk|x) = efk(x)P (ωM |x) , k = 1, . . . ,M − 1 (4.4)
Correspondingly, we have
P (ωM |x) = 11 + ef1(x) + . . .+ efM−1(x) , (4.5)
P (ωk|x) = e
fk(x)
1 + ef1(x) + . . .+ efM−1(x)
. (4.6)
Under the frame of kernel methods, we can write
fk(x) = wk · z− bk (4.7)
where z = Φ(x) and k(xi,xj) = Φ(xi) · Φ(xj).


































The optimization problem (4.9) of multiclass KLR is an unconstrained optimization problem.
It is not easy to solve this problem in the current form, particularly if the dimensionality of the
feature space is high. In the next section we give a dual formulation of multiclass KLR and in
later sections, a decomposition algorithm for the dual formulation.
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4.2 Dual Formulation



















subject to ξki = wk · zi − bk , k = 1, . . .M − 1, i = 1, . . . , ` (4.11)




























ξki − (wk · zi + bk)
)
(4.12)
The KKT conditions are given by:
∇wkL = wk −
∑`
i=1































+ αki = 0 , if yi 6= k (4.16)
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αki = 0 , if yi =M (4.20)
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And from (4.19) and (4.20) we can get:
1






αki , if yi 6=M (4.21)
1






αki , if yi =M (4.22)
From (4.17) and (4.18) we can observe that:
0 < αki < C if yi = k
−C < αki < 0 if yi 6= k
(4.23)





i < C if yi 6=M
−C <∑M−1k=1 αki < 0 if yi =M (4.24)






























, if yi =M (and yi 6= k)
Thus, ξki can be expressed as a function of vector αi = (α
1
















where δi,j = 1 if i = j and δi,j = 0 otherwise.
The Wolfe dual corresponds to maximizing (4.12) subject to (4.13)–(4.16). Using (4.13)–
(4.16) we can simplify the Wolfe dual as





























αki = 0 , k = 1, . . . ,M − 1
(4.26)
The dual problem is completely expressed by the dual variables αki ’s. Once the α
k
i ’s are deter-
mined by solving the dual problem (4.26), the primal variables, wk’s and ξki ’s can be determined
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using (4.13), (4.15) and (4.16). The determination of the bk’s will be addressed in a later section.
4.3 Problem Decomposition




i = 0, involves only the
multipliers associated with function fk, we can decompose the dual problem (4.26) into M − 1
sub dual problems by considering one linear constraint each time while keeping fixed the α’s in
the other linear constraints. The following are the corresponding kth sub dual problems from
this decomposition scheme


















In order to derive the optimality condition for the sub-problem, let us write down the Lagrangian

























The KKT conditions for the subproblem are
∂Lk
∂αki














































































































= wk · zi − ξki − βk
= F ki (α




k) = wk(αk) · zi =
∑`
j=1
αkj zi · zj . (4.30)





k)−Gki (αi) ∀i (4.31)
we can write the KKT conditions for the sub dual problem as
∂Lk
∂αki




















Thus, an index pair (i, j) defines a violation of the optimality condition if
Hki 6= Hkj (4.35)
Thus, optimality conditions of the subproblem will hold at some αk iff there does not exist any
index pair (i, j) that defines a violation.
In numerical solution, it is usually not possible to achieve optimality condition exactly, and
there is a need to define approximate optimality conditions. In practice, the optimality condition
(4.34) is replaced by an approximate one:
bklow ≥ bkup − 2τ (4.36)
where τ is a positive tolerance parameter. (in the pseudo-code given in Appendix C, this pa-
rameter is referred to as tol.)
By checking (4.11), (4.30), (4.31) and (4.32), the relationship of the bk and Lagrange multi-
plier βk becomes clear: at optimality, bk and βk are identical. Once the optimal condition (4.36)
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The optimality condition (4.36) is for the sub dual problem (4.27). The whole dual problem
(4.26) is solved iff all the sub problems reach their respective optimality simultaneously.
4.3.2 A Basic Updating Step
Suppose index pair (i, j) defines a violation of the optimality condition of sub problem Dk (4.27).
Then it is possible to achieve a decrease in the objective function value of the subproblem Dk
by adjusting αki and α
k





Let us define the following:

α˜ki (t) = α
k
i + t

















































































































































































































where, from (4.25) we can derived the first-order derivative of G(αki ),













From (4.42), (4.23) and (4.24) we observe that, for all i and k, G′(αki ) is always negative. The
property of inner-product kernel ensure that (kii−2kij+kjj) is always nonnegative. Thus, φ′′(t)
is always positive for all feasible t values1.
This basic problem of taking only one violation pair (i, j) to optimize two variables αki and α
k
j
on the sub dual problem Dk can be written as:
t∗ = argmin
t
φ(t) and αknew = α˜k(t∗). (4.43)
The univariate optimization problem (4.43) can be solved using Newton-Raphson iterations:
ts+1 = ts − [φ′′k (ts)]−1 φ′k (ts) (4.44)
starting from t0 = 0 and until a certain accuracy is reached. With the required accuracy (4.36)
in mind, we can terminate the iterations in (4.44) when we find a point ts satisfying a tighter
accuracy criterion, say, φ′k(t
s) ≤ 0.1τ . φ′k(ts) and φ′′k(ts) can be computed respectively using the
formula (4.40) and (4.41).
Hereafter we refer to this basic step of optimizing two variables αki and α
k
j on the sub dual
problem Dk as a “take-step” procedure of updating α’s.
Considering (4.38) and (4.39), given (4.40), the natural choice is i = ikup and j = i
k
low so as
to make |φk(0)| as large as possible. (ikup, iklow) is the pair that violates the optimality condition
(4.34) most.
1The feasible values for t must ensure α˜ki (t) and α˜
k
j (t) satisfy (4.23) and (4.24)
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4.3.3 Practical Aspects: Caching and Updating Hki
The function Hki plays an important role in the algorithm, it is better to maintain a cache for
{Hki : i = 1, . . . , ` and k = 1, . . . ,M − 1}. Let us consider a “take-step” procedure, of kth sub
dual problem Dk, involving violating pair (i, j).







k(t))− F ki (αk)
)
− (Gki (α˜i(t))−Gki (αi))






k(t))− F kj (αk)
)
− (Gkj (α˜j(t))−Gkj (αj))
=Hkj (0) + t(kij − kjj) +Gkj (αj)−Gkj (α˜j(t)) (4.46)
After solving the univariate problem (4.43) using Newton-Raphson procedure, the following
formula can be used to update the Hkp for ∀ p 6= i, j
Hkp (t
∗) =Hkp (0) + F
k
p (t
∗)− F kp (0)
=Hkp (0) + t
∗(kip − kjp) for ∀ p 6= i, j (4.47)
For ∀q 6= k, Hqi and Hqj can be updated using the following formula
Hqi (t
∗) =Hqi (0) +G
q
i (αi)−Gqi (α˜i(t∗)) for ∀ q 6= k (4.48)
Hqj (t
∗) =Hqj (0) +G
q
j(αj)−Gqj (α˜j(t∗)) for ∀ q 6= k (4.49)
For ∀ p 6= i, j and q 6= k, Hqp are unchanged during the “take-step” procedure of sub dual problem
Dk involving pair (i, j).
From these updating formulas of H we also can see that, after a “take-step” of sub problem






low change, but also the iup, ilow, bup and blow of other sub
problems. Consequently, iup, ilow, bup and blow of each sub problem should be updated properly
whenever necessary.
4.3.4 Solving the Whole Dual Problem
As we mentioned earlier, for the whole dual problem to be solved, all the sub dual problem must
reach their optimality (4.36) simultaneously. We can solve the whole dual problem (4.26) in two
ways:
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Method 1: Each time we can solve one sub dual problem, say Dk, till the optimality
condition of this sub dual problem is satisfied before we turn to another sub dual problem,
say, Dk+1. Of course, when we are solving the sub dual problem Dk+1, the optimality
condition of Dk may not hold any more, which can be observed from the H updating
formula (4.45)–(4.49). Thus, to solve the whole dual problem, we must keep solving theM−
1 sub dual problems in turn till all the sub problems reach their optimality simultaneously.
Method 2: Each time, we take one sub dual problem and choose its most violating pair
(iup, ilow) to go through the “take-step” procedure once. Then, we turn to another sub
dual problem and again optimize with its (iup, ilow) through a “take-step” procedure once.
We keep optimizing each sub dual problem with its (iup, ilow) in turn, until the optimality
conditions of all the sub dual problems are satisfied simultaneously.
The pseudo-code of Method 1 and Method 2, together with the pseudo-code of the basic
“take-step” procedure are given in Appendix C.
Intuitively, Method 2 may converge in less number of “take-step”. However, the computation
cost consists of not only the Newton-Raphson iterations – the core of “take-step”, but also the







low. In Method 2, these updating computations have to be done at the end of each
“take-step” procedure. In Method 1, however, when we are solving the kth sub dual problem,

















low, for q 6= k, can be done only after the kth sub problem is solved temporarily.
To do this, we need to keep a backup of all αkp at the beginning of solving the kth sub problem.
In Method 1, we can start with a loose tolerance τ and gradually tighten the τ in several steps
to the final preferred value. This stepwise-tolerance-tightening strategy may also speed up the
convergence of Method 1.
4.3.5 Handling the Ill-Conditioned Situations
As in the basic step of the dual algorithm for two-class KLR, solving the univariate optimization
problem (4.43) may come across some ill-conditioned situation that requires special handling.
Let α˜(t) be as in (4.38). From (4.40) and (4.31) we have
0 = φ′(t∗) = Hki (t
∗)−Hkj (t∗)
= Fi(α˜k(t∗))− Fj(α˜k(t∗))−Gki (α˜i(t∗)) +Gkj (α˜j(t∗))
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If the value of Fi − Fj is in the order of 105, for Hi −Hj = 0 to occur, the value of Gki (α˜i(t∗))
and/or Gkj (α˜j(t












∗) is extremely small, i.e.,
at the order of 105. In such a case, a precise determination of t∗ only push α˜ki (t) to an accurate




i (t) to accurate value close to −Cδyi,M , which may affect the
precise setting of Gki (α˜(t)) while has little effect on Fi or Fj . Avoiding a precise determination
of t∗ makes the value of Hki or H
k
j unreliable and such indices have to be treated specially when
checking for optimality.
Before we go further on how to deal with this issues, let us make some definitions.
Lki =
0 , if yi = k−C , if yi 6= k , Uki =
C , if yi = k0 , if yi 6= k (4.50)
Li =
0 , if yi 6=M−C , if yi =M , Ui =
C , if yi =M0 , otherwise (4.51)










The previously described ill-conditioned situation happens only if, t∗ push α˜ki (t















∗) to Li or Lj .
As in the dual algorithm for two-class KLR, we handle this issue by defining a special index










i ), Ii =
(Li, Ui) and I˜ki = (Li+µC,Ui), where µ is a small number, say 10
3×machine precision. During
solving (4.43), if we come cross a situation at which we know that for an index, say, i, we have
α˜ki (t





∗) ∈ Ii\I˜i, then, we set t∗ to an approximate end value
and terminate the solution of (4.43). In this case, sinceHki (orH
q






to Li) becomes unreliable, we need to treat such indices specially and put them in the special
index group NBG. For an index to be in NBG, either α˜ki (t






To distinguish the two situations, we define set NBGk = {i : αki ∈ Iki \I˜ki } and set NBGo = {i :∑M−1
m=1 α
m
i ∈ Ii\I˜i}. Obviously, we have NBG = NBGo∪NBG1∪· · ·∪NBGM−1. Correspondingly,
we define, for each sub dual problem Dk, a NG (Normal Group) set: NGk = NBGo ∪NBGk.
We also define NG = NG1 ∪ · · · ,∪NGM−1.
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Table 4.1: Basic information of the datasets
Dataset #Class #Training Data #Test Data
Iris 3 150 0
Glass 6 214 0
Wine 3 178 0
Vehicle 4 846 0
Vowel 11 528 0
G5 5 1,000 100,000
Once an index gets into NBG, it is best not to involve it in further optimization. However,
at the end of the optimization, a check on indices in NGB has to be conducted to be sure that
moving such indices back to NG group does not lead to an improvement in objective function.
Thus, a two-loop approach similar to SMO algorithm for SVM and dual algorithm for two-class





low are computed using only indices from NGk. The inner-loop solve theM−1 sub dual






low are computed using indices
from NGk. When all the sub dual problem in the inner loop satisfy the optimality condition
(4.36). We go into the outer loop where, for each subproblem Dk, each index i ∈ (NBGk∪NBGo)
is checked for optimality. This is done by solving (4.43) once with j = iklow and then again with
j = iklow. If neither “take-step” trying has resulted a change to α
k
i , the optimality condition of
sub dual problem Dk holds so far as index i end is concerned. If, during the outer loop, for even
one k and one i, αki changes, the inner loop is entered again after the outer loop is completed.
On the other hand, if none of αki has changes in the outer loop, then optimality holds for all i
and all sub problem Dk.
This two-loop approach to handle the ill-conditioned situations is also incorporated in the
final pseudo code of the Method 1 and Method 2 given in Appendix C
4.4 Numerical Experiments
In this section, we evaluate the performance of multiclass KLR on 6 datasets. The following
5 datasets are taken from the Statlog collection and the UCI Repository of machine learning
datasets: Iris, Wine, Glass, Vowel and Vehicle. Another artificial dataset is generated by ourself.
This dataset has 5 classes with Gaussian distribution, as shown in Figure 4.1. We refer this
dataset as G5. Some basic information about the 6 datasets are given in Table 4.4. For all the
datasets except G5, we scale the training data and test data (if the dataset has a test set) such
that input variables are in [−1, 1].
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Table 4.2: Classification error rate of the 3 methods, on 5 datasets. For the datasets Iris, Glass,
Wine, Vehicle and Vowel, the reported value are the 5-fold cross-validation estimated error rate.
For dataset G5, the reported value are error rate on the test set
Dataset MultiKLR WTA SVM MWV SVM
Iris 0.0400 0.0333 0.0267
Glass 0.2805 0.2804 0.2850
Vehicle 0.1560 0.1253 0.1336
Vowel 0.0114 0.0151 0.0095
Wine 0.0112 0.0112 0.0056
G5 0.1271 0.1282 0.1270
To evaluate the performance of multiclass KLR, we compare it with two commonly used
multiclass SVM methods: winner-takes-all implementation of SVM one-versus-all methods (we
refer this method as WTA SVM) and max-wins voting implementation of SVM one-versus-
one methods (we refer this method as MWV SVM). We refer the multiclass KLR method as
MultiKLR. These are all kernel-based methods. In our study, we will use the Gaussian kernel:
k(x, x¯) = exp
(−‖x− x¯‖2/2σ2).
On each dataset, we need to select the best hyperparameters for each method. For multiclass
KLR, these hyperparameters include the regularization parameters C and the kernel parameter
σ2. WTA SVM and MWV SVM involve several binary classifiers and each binary classifier has a
regularization parameter C and kernel parameter σ2 to be determined. In our study, we assume
the hyperparameters C and σ2 of all binary classifier of WTA SVM or MWV SVM are the same.
We select the best hyperparameter set by 5-fold cross-validation estimation of mutliclass
classification accuracy. First we try the following hyperparameter values: C = {10−3, · · · , 1, · · · ,
103}, σ2o = {10−3, · · · , 1, · · · , 103}. From these combinations, we choose the best hyperpa-
rameter pair (Co, σ2o) and then try the following combination of the hyperparameter values:
C = {0.2Co, · · · , 0.8Co, Co, 2Co, · · · , 8Co}, σ2o = {0.2σo, · · · , 0.8σo, σo, 2σo, · · · , 8σo}. From
these finer combinations we select the final best hyperparameter pair.
For the 5 datasets without test set, we simply report the 5-fold cross-validation error rate
at the best hyperparameter pair. For the dataset G5 which has a large test set, we report the
test error rate of the classifier trained using the full training data at the best hyperparameter
pair. These results are reported in Table 4.2. Except for dataset Vehicle, the performance of the
multiclass KLR are competitive with other two multiclass SVM methods.
To get some idea about the posteriori probability estimation of multiclass KLR, we compare
it with Bayes optimal classifier on G5 dataset, on which we know the underlying distribution of
each class. G5 also has a very large test set. On this 2-D dataset, we draw the “winner-class”
probability contour plot, i.e., the contour plot shows, at each point, the largest class posteriori
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probability (the posteriori probability of the winner-class at this point). The “winner-class”
posteriori probability contour plot of optimal Bayes classifier and multiclass KLR are given in
Figure 4.2 and Figure 4.3. The corresponding class boundaries from the two classifiers are given
in Figure 4.4 and Figure 4.5. Although the contour plot of multiclass KLR is different from
that of Bayes optimal classifier, the classification boundaries of the two methods are similar
(the classification boundary does not have much meaning at regions far away from the training
examples). It is nice to notice that, for multiclass KLR, the highest winner-class probability
contour curves are located at the centers of the classes. From this simple example, we can see
that multiclass KLR also gives a good posteriori probability estimate besides the competitive
classification performance.
From the formulation of the multiclass KLR, we notice that, we haveM−1 function fk to be
estimated while we haveM classes. TheM -th class acts somewhat like a “reference” class in the
formulation. To see if the choice of “reference” class has a significant effect on the performance
of the classifier. We did a simple experiments on G5 dataset. We respectively make Class 1,
Class 2, Class 3 and Class 5 as the “reference” class. The classification error rate on the test set
respectively are: 0.1275, 0.1256, 0.1242 and 0.1246. From this simple experiment, we can see
that, choice of “reference” class does not affect the classification accuracy very much.
To deal with the “reference” class problem in the formulation of multiclass KLR, we developed
a second formulation which avoids the the “reference” class problem. For this formulation, we
also derived a decomposition algorithm. However, training the multiclass KLR from this second
formulation is much slower. Therefore, we did not do detailed numerical experiments to study
the performance. We give the second formulation and corresponding decomposition algorithm
in Appendix D.
4.5 Discussions and Conclusions
The proposed decomposition algorithm solves the problem of multiclass KLR with its dual
formulation and decomposes the dual problem into several relatively simpler sub dual problems
by considering one constraint a time. Each sub dual problem can be solved using SMO-like
iterative methods by optimizing with one pair of indices violating the optimality condition each
time. The sub dual problems are closely related with each other and the whole dual problem is
solved only if all the sub dual problems reach the optimality simultaneously.
Due to the large number of variables and the complex nature of multiclass KLR problem,
the training speed of the proposed decomposition algorithm turns out to be slow. As a result,
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Figure 4.1: Class distribution of G5 dataset
so far we have tested the algorithm only on some small problems. However, the basic numerical
experiments on some small problems already show the potential good performance of multiclass
KLR in terms of both classification accuracy and posteriori probability estimates.
We have implemented both Method 1 and Method 2, two different ways that solves the whole
dual problem. Although Method 2 may converge in less number of “take-step”, we observe in
practice that, Method 2 takes more computation time than Method 1 to converge. Method 2





tightening strategy also speeds up the convergence of Method 2.
Further effort is needed to improve the algorithm. A more sophisticated working set selection
strategy that chooses more indices to optimize jointly at a basic step, or a parallel implementation
of the decomposition algorithm, may possibly improve the training speed of multiclass KLR.
Before our work in this chapter, researchers have tried to generalize SVMs to the multiclass
case and solve the multiclass problem as a single optimization problem (Vapnik, 1998; Weston
and Watkins, 1999; Crammer and Singer, 2000, 2001; Hsu and Lin, 2002a,b). Hsu and Lin
(2002b) have included two such multiclass SVM formulations in their comparison study and
solved them using some decomposition methods. Their results have shown that solving multiclass
problems in a single optimization problem is computationally expensive and slow. Our work in
this chapter further supports their observation. As a result, we can say that, binary classifiers
based multiclass methods are more suitable for practical use.
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Figure 4.2: Winner-class posteriori probability contour plot of Bayes optimal Classifier on G5
dataset
































































































Figure 4.3: Winner-class posteriori probability contour plot of multiclass KLR on G5 dataset
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Figure 4.4: Classification boundary of Bayes optimal classifier on G5 dataset














Figure 4.5: Classification boundary of multiclass KLR on G5 dataset
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Chapter 5
Soft-Max Combination of Binary
Classifiers
Multi-category classification is a central problem in machine learning. While binary classifica-
tion methods are relatively well-developed, how to effectively extend these binary classification
methods for multi-category classification is an important but still on-going research issue. Solv-
ing multiclass problem in the formulation of a single optimization problem is usually slow and
should be avoided. In this chapter, we propose a binary classification based multiclass method
that combines binary classifiers through soft-max functions. Posteriori probabilities are also
obtained. Both, one-versus-all and one-versus-one classifiers can be used in the combination.
5.1 Introduction
As we have reviewed in Chapter 1, for support vector machines (SVMs) (Vapnik, 1998), some
researchers have proposed “all-together” approaches (Vapnik, 1998; Weston and Watkins, 1999)
that solve the multi-category classification problem in one step as a single optimization problem,
by considering all the examples from all classes together at once. However, the training speed of
“all-together” methods is usually slow. Binary classifier based multi-category methods are more
suitable for practical use.
As we have reviewed in Chapter 1, the most common binary classifiers based multi-category
methods, are “one-versus-all” (1va) and “one-versus-one” (1v1) methods. One-versus-all meth-
ods are usually implemented using a “Winner-Takes-All” (WTA) strategy. One-versus-one meth-
ods are usually implemented using a “Max-Wins” voting (MWV) strategy. For binary classifiers
with probabilistic outputs, such as kernel logistic regression (KLR) (Roth, 2001), a “pairwise
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coupling” (PWC) procedure was proposed in (Hastie and Tibshirani, 1998) to implement the
one-versus-one method. The central idea is to couple the M(M −1)/2 pairwise class probability
estimates to obtain estimates of posteriori probabilities for the M classes. PWC assigns an
example x to the class with the largest posteriori probability among the M classes. For descrip-
tion and implementation details of these methods, please refer to our review on multi-category
classification methods in Chapter 1.
In this chapter, we present a multi-category classification method by combining one-versus-
all or one-versus-one binary classifiers, through a soft-max function. Posteriori probabilities
obtained from the combination are used to do multi-category classification. The general setting of
multi-category classification is carried on here too: we have a M -category classification problem
with training examples (x1, y1), · · · , (x`, y`).
In Section 5.2 we present various designs of soft-max combining functions for one-versus-
all and one-versus-one binary classifiers. Practical implementation issues associated with these
designs are given in Section 5.3. Numerical experiments are given in Section 5.4 where the
proposed methods are compared with other implementations of one-versus-all and one-versus-
one methods with different binary classification techniques. Finally, results are analyzed and
conclusions are made in Section 5.5.
5.2 Soft-Max Combination of Binary Classifiers
In this section, we present soft-max combination of one-versus-all and one-versus-one binary
classifiers. The relation of the methods with some previous work is also briefly discussed.
5.2.1 Soft-Max Combination of One-Versus-All Classifiers
For an example xi, let us denote the output (the real-valued decision function value) of the kth
binary classifier (class ωk versus the rest) as rik; r
i
k is expected to be large if xi is in class ωk and
small otherwise.
After M one-versus-all binary classifiers are constructed, we can obtain the posteriori prob-
abilities through a soft-max function





















k = 1. The
parameters of the soft-max function, (w1, w1o), · · · , (wM , wMo), can be designed by minimizing
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a penalized negative log-likelihood (NLL) function , i.e.,




subject to wk, wko > 0 , k = 1, · · · ,M (5.3)
where ‖w‖2 = ∑Mk=1 (w2k + w2ko) and C is a positive regularization parameter. Note that
positiveness constraints are placed on weight factor wk and bias factor wko. We place positiveness
constraints on wk because we assume that rik is large if xi is in class ωk and small otherwise. We
place positiveness constraints on wko simply to reduce redundancy, since adding a same constant
to all wko does not change the posteriori probability estimates in (5.1).
The above constrained optimization problem can be transformed to an unconstrained one by
using the following substitute variables
sk = log(wk) and sko = log(wko) , k = 1, · · · ,M . (5.4)
The unconstrained optimization problem can be solved using gradient based methods, such as
BFGS Liu and Nocedal (1989). The first-order derivatives of E with respect to the substitute









wk + C ∑
yi=k
(

















wko + C ∑
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5.2.2 Soft-Max Combination of One-Versus-One Classifiers
Following the same idea as in the previous subsection, posteriori probabilities can also be ob-
tained by soft-max combination of one-versus-one binary classifiers. For an example xi, let us
denote the outputs of one-versus-one classifier Ckt as rikt. Obviously we have r
i
tk = −rikt. ritk is
expected to be large if xi is in class ωt and small otherwise. The following soft-max function is
used to combine the one-versus-one binary classifiers


















is a normalization term. The soft-max function
parameters can be determined by solving the following optimization problem





subject to wkt, wko > 0 , k, t = 1, · · · ,M and t 6= k (5.9)
where ‖w‖2 =∑Mk=1(∑t 6=k w2kt + w2ko) and C is a positive regularization parameter. Note that,
as in soft-max combination of one-versus-all classifiers, positiveness constraints are placed on
wkt and wko for the same reason.
As before, we can transform the above constrained optimization problem to an unconstrained
one by using the following substitute variables
skt = log(wkt) and sko = log(wko) , k, t = 1, · · · ,M and t 6= k (5.10)
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The proposed soft-max combination method can be used with any binary classification tech-
nique with non-probabilistic outputs. In our numerical study, SVMs are mainly used as the
binary classification method.
5.2.3 Relation to Previous Work
For binary classification, Platt (1999) proposed a method to map the outputs of SVMs into
probabilities by fitting a sigmoid function after the SVMs are designed. The following parametric
model is used by Platt to fit the posteriori probability
Prob(ω1|xi) = 11 + exp(Afi +B) , (5.13)
where fi is the SVM output associated with example xi. The parameters A and B are determined
by minimizing the NLL function of the validation data. We refer to the combination of SVM
plus a sigmoid function post-fitted using Platt’s method as PSVM.
Let us look at our soft-max combination of one-versus-all classifiers for the case M = 2. In
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this case, we have ri1 = fi, r
i
2 = −ri1, and
Prob(ω1|xi) = 11 + exp(−(w1 + w2)fi + (w2o − w1o)) . (5.14)
In soft-max combination of one-versus-one classifiers, in the case M = 2, we have ri12 = fi,
ri21 = −ri12, and
Prob(ω1|xi) = 11 + exp (−(w12 + w21)fi + (w2o − w1o)) . (5.15)
Note that (5.14) and (5.15) are exactly in the same form as (5.13). Therefore, our soft-max
combination methods can be viewed as natural extensions of Platt’s sigmoid-fitting idea to
multi-category classification. To design A and B of the sigmoid function (5.13), Platt used some
simple ideas from Parzen windows design because there were only two parameters. We employ
penalized likelihood for our designs because there are many parameters in (5.1) and (5.7).
5.3 Practical Issues in the Soft-Max Function Design
In this section we discuss two important practical issues in the soft-max function design, i.e., how
to get the training examples for the soft-max function design and how to tune the regularization
parameter C.
5.3.1 Training Examples for the Soft-Max function Design
We use 5-fold cross-validation (CV) to get unbiased training data (rik or r
i
kt) for soft-max function
design. The original training data (x) are partitioned into 5 almost equal folds with each fold
contains almost equal percentage of examples of one particular class.
Let us first consider the soft-max combination of one-versus-all classifiers. Take one k. The
rik of examples (xi) in the left-out fold is determined by a binary classifier trained on all other
examples except those in the left-out fold, where training examples from class ωk take positive
labels and other examples take negative labels.
Now consider the soft-max combination of one-versus-one classifiers. Take one k and t. The
rikt of examples (xi) in the left-out fold from class ωk and class ωt are determined by a binary
classifier trained on examples of only class ωk and class ωt, in all the other folds, where examples
from ωk take positive labels and those from class ωt take negative labels. For the examples (xi)
not from either class ωk or class ωt, the rikt are determined by a binary classifier trained on the
full examples, in all folds, from class ωk and class ωt, where examples from class ωk and class ωt
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respectively take positive and negative labels.
The cross-validation determination of unbiased training data mentioned above adds almost
no extra cost to the overall design process since it is also used to tune the hyperparameters of
the binary classifiers.
5.3.2 Regularization Parameter C
Let us now discuss the choice of parameter C for use in (5.2) and (5.8). Since designing the
soft-max combining function is a relatively small optimization problem with only 2M or M2
variables, we can use k-fold cross-validation to tune this regularization parameter with little
extra computation cost.
We can do k-fold cross-validation at various values of C and then choose one C value
based on measurements, of the multi-category classifier’s performance, estimated from cross-
validation. In our study, we do 5-fold cross-validation and try the set of C values: C =
{2−15, 2−14, · · · , 215}. Let us denote the cross-validation estimates of error rate and NLL with
cvErr and cvNLL. In order to get a good classification accuracy as well as good posteri-
ori probability estimates, instead of choosing the C associated with the least cvErr, we do
the following. First, let us denote the least cvErr with Err Least and define the C set:
SCLeastErr = {C : cvErr(C) ≤ 1.05Err Least}. Second, let us define the least cvNLL,
with C ∈ SCLeastErr, as NLL Least. Based on NLL Least, the relaxed C set is defined:
SCLeastNLL = {C : cvNLL(C) ≤ 1.05NLL Least, C ∈ SCLeastErr}. The smallest C ∈
SCLeastNLL is chosen as the final regularization parameter value.
5.3.3 Simplified Soft-max Function Design
We may simplify the soft-max function design by minimizing only the second term in (5.2) and
(5.8), i.e., omit the use of regularization; equivalently, set C = +∞. The only change in solving
the optimization problem is that, the gradient expression of (5.5), (5.6), (5.11) and (5.12) are
appropriately modified. In the next section, we will evaluate this simplified design against the
one designed with regularizer, as well as against standard multi-category methods.
5.4 Numerical Study
In this section, we numerically study the performance of the soft-max combination methods and
compare it with other implementations of one-versus-all and one-versus-one methods. For the
basic binary classifier the following three methods were used: (a) the support vector machine
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(SVM) (Vapnik, 1998); (b) support vector machine with Platt’s posterior probabilities (PSVM)
(Platt, 1999); and (c) kernel logistic regression (KLR) (Roth, 2001). SVM, PSVM and KLR all
are kernel-based classification methods. The Gaussian kernel of the following forms was used:
k(xi,xj) = exp
(−‖xi − xj‖2/2σ2). The following multi-category classification methods were
studied:
• Soft-max combination of SVM one-versus-all classifiers: The soft max functions
may be designed with the regularizer or without it (the simplified design); we refer to the
corresponding methods as SMC1va and SSMC1va (the first “S” denotes “simplified”).
• Soft-max combination of SVM one-versus-one classifiers: The method in which the
combination function is designed with the regularizer is referred as SMC1v1 ; the method
which did not use the regularizer (the simplified design) is referred as SSMC1v1.
• Winner-Takes-All implementation of one-versus-all classifiers: Using SVM, PSVM
and KLR for binary classification withWTA we obtain 3 methods: WTA SVM,WTA PSVM
and WTA KLR. For WTA PSVM and WTA KLR, we can obtain posteriori probability
estimates crudely by simple normalization, i.e., Prob(ωk|x) = pk/
∑M
t=1 pt, where pk is the
probabilistic output of kth binary classifier (class ωk versus the rest).
• Max-Wins voting implementation of one-versus-one classifiers: Using SVM, PSVM
and KLR for binary classification with MWVwe obtain 3 methods: MWV SVM,MWV PSVM
and MWV KLR.
• Pairwise coupling implementation of one-versus-one classifiers: We refer to the
PWC implementations with PSVM and KLR methods respectively as PWC PSVM and
PWC KLR.
Each binary classifier (whether it is SVM, PSVM or KLR) requires the selection of two hy-
perparameters (a regularization parameter C and kernel parameter σ2). Every multi-category
classification method included in our study involves several binary classifiers. In line with the
suggestion made by Hsu and Lin (2002b), we take the C and σ2 of all the binary classifiers
within a multiclass method to be the same.1 The two hyperparameters are tuned using 5-fold
cross-validation estimation of the multiclass generalization performance. We select the opti-
mal hyperparameter pair by a two-step grid search. First we do a coarse grid search using
the following sets of values: C ∈ {10−3, · · · , 103} and σ2 ∈ {10−3, · · · , 103}. Thus 49 com-
binations of C and σ2 are tried in this step. An optimal pair (Co, σ2o) is selected from this
1An alternative is to choose the C and σ2 of each binary classifier to minimize the generalization error of that
binary classification problem.
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Table 5.1: Basic information about the datasets and training sizes used in the numerical study
Dataset #Classes #Inputs #Training Examples #Total Examples
ABE 3 16 560 2,323
DNA 3 180 500 3,186
SAT 6 36 1,500 6,435
SEG 7 19 500 2,310
WAV 3 21 300 5,000
coarse grid search. In the second step, a fine grid search is conducted around (Co, σ2o), with







o}. All together, 81 combinations of C and σ2 are tried in this step. The final
optimal hyperparameter pair is selected from this fine search. In each grid search, especially
in the fine search step, it is quite often the case that there are several pairs of hyperparame-
ters that give the same cross validational classification accuracy. In such a situation, we have
found it worthwhile to follow some heuristic principles to select one pair of C and σ2 from
these short-listed combinations. For the methods with posteriori probability estimates, where a
cross-validation estimate of error rate (cvErr) as well as a cross-validation estimate of negative
log-likelihood (cvNLL) are available, the following strategies are applied sequentially until we
find one unique parameter pair: (a) select the pair with smallest cvErr value; (b) select the
pair with smallest cvNLL value; (c) select the pair with larger σ2 value; (d) select the pair with
smaller C value; (e) select the pair with smallest 8-neighbor average cvErr value; (f ) select the
pair with smallest C value. Usually step (b) yields a unique pair of hyperparameters. For the
methods without posteriori probability estimates, step (b) is omitted.
When the training size is large enough, probably all the methods may perform as well as
Bayes-optimal algorithm. So, to clearly see differences in the performance of various methods,
reasonably sparse training sets at which there is still room for performance improvement should
be used. For this purpose, we run all the methods on 5 datasets with training sets that are
somewhat smaller than those which are usually used. The training set sizes are chosen based on
the suggestions in (Bauer and Kohavi, 1999). The 5 standard datasets used are: ABE, DNA,
Satellite Image (SAT), Image Segmentation (SEG) and Waveform (WAV). ABE is a dataset
that we extract from the dataset Letter by using only the classes corresponding to the characters
“A”, “B” and “E”. All the continuous inputs of these datasets are normalized to have zero mean
and unit standard deviation. Table 5.1 summarizes the basic information about the datasets
and the training set sizes used. For each dataset, we randomly partition the whole dataset into
a training set and a test set 20 times by stratified sampling. For each partition of one dataset,
after each multi-category classifier is designed using the training set, it is tested on the test set.
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Table 5.2: The mean and standard deviation of test error rate (in percentage) over 20 partitions,
of the methods based on the one-versus-all binary classifiers
SMC1va SSMC1va WTA SVM WTA PSVM WTA KLR
ABE 0.91±0.37 0.95±0.30 0.91±0.33 0.90±0.35 0.90±0.34
DNA 7.66±0.73 7.54±0.64 7.80±0.74 7.73±1.00 7.74±0.73
SAT 10.07±0.44 10.16±0.49 10.02±0.41 10.13±0.43 10.28±0.47
SEG 6.01±0.80 5.91±0.94 6.56±0.88 6.18±0.96 5.72±0.80
WAV 15.17±0.77 15.33±0.76 15.29±0.74 15.40±0.99 14.82±0.59
Table 5.3: The mean and standard deviation of test error rate (in percentage) over 20 partitions,
of the methods based on one-versus-one binary classifiers
SMC1v1 SSMC1v1 MWV SVM MWV PSVM MWV KLR PWC PSVM PWC KLR
ABE 1.20±.0061 0.99±0.40 1.01±0.41 0.98±0.38 0.97±0.36 0.87±0.28 0.93±0.37
DNA 7.81±.0096 7.96±0.77 7.65±0.93 7.89±0.93 7.81±0.70 7.65±0.77 7.56±0.73
SAT 10.31±.0064 10.03±0.37 10.37±0.71 10.18±0.50 10.23±0.43 9.98±0.41 10.21±0.39
SEG 5.92±.0156 5.66±0.93 5.41±1.02 5.38±0.96 4.85±0.69 5.42±0.90 4.82±0.68
WAV 14.47±.0087 14.55±1.08 16.01±1.06 14.62±0.82 14.63±0.66 14.66±0.76 14.66±0.67
Table 5.4: Mean and standard deviation of test NLL value over 20 partitions, of the one-versus-all
methods with posteriori probability estimates
SMC1va SSMC1va WTA PSVM WTA KLR
ABE 0.0452±0.0378 0.0392±0.0226 0.0316±0.0096 0.0257±0.0068
DNA 0.2250±0.0346 0.2153±0.0123 0.2326±0.0235 0.2315±0.0290
SAT 0.3129±0.0103 0.3017±0.0116 0.3231±0.0093 0.2887±0.0462
SEG 0.2080±0.0496 0.2221±0.0413 0.2392±0.0226 0.2098±0.0294
WAV 0.3808±0.0452 0.3664±0.0198 0.3617±0.0229 0.4353±0.0698
Table 5.5: Mean and standard deviation of test NLL value over 20 partitions, of the methods
with posteriori probability estimates
SMC1v1 SSMC1v1 PWC PSVM PWC KLR
ABE 0.0661±0.0413 0.0460±0.0368 0.0361±0.0057 0.0306±0.0142
DNA 0.2295±0.0386 0.2154±0.0212 0.2105±0.0166 0.2165±0.0195
SAT 0.2911±0.0134 0.2763±0.0110 0.2976±0.0078 0.2915±0.0144
SEG 0.2353±0.0985 0.2723±0.0782 0.2923±0.0200 0.1752±0.0134
WAV 0.3584±0.0522 0.3448±0.0231 0.3553±0.0154 0.4132±0.0436
Then the mean and the standard deviation of the test set error rate of each method is computed
using the results of the 20 runs. These values are reported in Tables 5.2–5.3 for the five datasets.
For the methods with posteriori probability estimates, the mean and the standard deviation
values of the test set NLL are reported in Tables 5.4–5.5.
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5.5 Results and Conclusions
Let us now analyze the results of our numerical study. First, it is easy to see from Tables 5.2–5.5
that all the methods included in the numerical study give competitive performance. However,
some methods show overall betterness over other methods. We do a finer analysis and comparison
to see this.
Suppose we want to compare method 1 against method 2 on a given dataset. The pairwise
t-test is conducted to analyze if the (test set) error of method 1 is greater than that of method
2. Assuming normality of the populations and using the hypothesis that the mean errors of the
two methods are same, we compute the p-value, which is the probability that the mean error
of method 1 is greater than that of method 2. Thus, a large p-value (say > 0.9) indicates that
method 1 is clearly worse than method 2, while a small value (say < 0.1) indicates that method
1 is clearly better than method 2. Since there are five datasets, we compute a set of five p-values,
using the following order for the datasets: ABE, DNA, SAT, SEG and WAV. Similar to (test set)
error, we can also conduct the above analysis for (test set) NLL. Unless mentioned otherwise,
all p-values will refer to the (test set) error.
For the WTA implementations of one-versus-all methods, WTA KLR has a slightly better
classification accuracy than WTA SVM and WTA PSVM. The sets of p-values of WTA KLR
against WTA SVM and WTA PSVM are {0.4005, 0.3121, 0.9995, 2.5044×10−5, 1.1164×10−4}
and {0.4818, 0.5433, 0.9557, 0.0015, 0.0078}. The set of p-values of WTA PSVM against
WTA SVM is {0.4225, 0.3360, 0.9323, 0.0092, 0.7166}; these two methods give close perfor-
mance.
For the MWV implementation of one-versus-one methods, MWV KLR and MWV PSVM
have slightly better classification accuracy than MWV SVM. The sets of p-values of MWV KLR
and MWV PSVM against MWV SVM are {0.3278, 0.9300, 0.1887, 0.0133, 1.0282× 10−5} and
{0.2574, 0.8499, 0.0749, 0.3617, 1.4880 × 10−7}. The classification accuracies of MWV KLR
and MWV PSVM are close; the set of p-values of MWV KLR against MWV PSVM is {0.4846,
0.3713, 0.7442, 0.0082, 0.5160}.
For soft-max combination of one-versus-all classifiers, SSMC1va and SMC1va give close
classification accuracy. But SSMC1va has a better probability estimate. The set of p-values
of SSMC1va against SMC1va, from the pairwise t-test on (test set) NLL, is {0.2242, 0.1088,
9.9571× 10−6, 0.9070, 0.0610}. It should be noted that the design of the combination function
for SSMC1va is also much simpler than that of SMC1va.
For soft-max combination of one-versus-one classifiers, SSMC1v1 is better than SMC1v1,
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Table 5.6: P-values from t-test of (test set) error on five datasets, of PWC PSVM against the
rest of the methods
ABE DNA SAT SEG WAV
WTA SVM 0.1613 0.1470 0.2604 1.5271× 10−6 1.4349× 10−4
WTA PSVM 0.2994 0.3629 0.0183 3.5621× 10−4 0.0016
WTA KLR 0.3001 0.2742 7.6409× 10−5 0.0570 0.1989
MWV SVM 0.0124 0.4869 0.0054 0.5111 3.0141× 10−7
MWV PSVM 0.0421 0.0375 0.0077 0.6686 0.6191
MWV KLR 0.0525 0.1572 2.2732× 10−4 0.9960 0.5539
SMC1va 0.2785 0.4609 0.1310 0.0012 0.0011
SSMC1va 0.0656 0.7975 0.0026 0.0016 0.0014
SMC1v1 0.0011 0.1920 0.0120 0.0277 0.8451
SSMC1v1 0.0410 0.3818 0.2655 0.1022 0.6799
both, in terms of classification accuracy as well as probability estimate. The sets of p-values
from pairwise t-test on (test set) error and (test set) NLL, of SSMC1v1 against SMC1v1, are
{0.0088, 0.1808, 0.0141, 0.1830, 0.6939} and {0.0053, 0.0652, 1.0274× 10−4, 0.9233, 0.1437}.
Theoretically, if the regularization parameter C in design of soft-max function is chosen prop-
erly, the SMC1va and SMC1v1 should perform at least as good as their respective counterpart
SSMC1va and SSMC1v1 if not better. However, with a regularization term in the soft-max
function design we get another level of hyperparameter to tune, besides the level of hyperpa-
rameters of the binary classifiers. Strictly, tuning two-level hyperparameters asks for a two-level
cross-validation: one level cross-validation to tune the hyperparameters of the binary classifiers
and another level cross-validation to tune the regularization parameter in the soft-max function
design. However, due to the relatively limited number of training samples, we usually not afford
to do an exact two-level cross-validation. In our experiments, the same set of training samples
were used in tuning the soft-max regularization parameter and in tuning the hyperparameters
of binary classifiers in our experiments. This probably explained the seemingly counter-intuitive
results. Without enough number of training samples for a two-level cross-validation, SMC1va
and SMC1v1 should be preferred. As the rik and r
i
kt for the soft-max function design are getting
from cross-validation, the regularization term may not be so critical and can be omitted. In
(Platt, 1999), the regularization term is also not used in the sigmoid function design.
Overall, the two PWC implementations, PWC PSVM and PWC KLR, are the best. The vari-
ance of PWC KLR is smaller than that of PWC PSVM for (test set) error while the variance of
PWC PSVM is smaller than that of PWC KLR for (test set) NLL. The variances of PWC PSVM
and PWC KLR are also smaller than those of other methods. We give the p-values, from the
t-test of (test set) error on five datasets, of PWC PSVM and PWC KLR against the rest of the
methods, in Tables 5.6–5.7.
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Table 5.7: P-values from t-test of (test set) error on five datasets, of PWC KLR against the rest
of the methods
ABE DNA SAT SEG WAV
WTA SVM 0.6248 9.2922× 10−20 6.0812× 10−25 2.0127× 10−16 3.8722× 10−26
WTA PSVM 0.8127 0.2274 0.7764 5.8390× 10−7 6.3759× 10−4
WTA KLR 0.6858 0.0849 0.1823 1.1105× 10−6 0.0822
MWV SVM 0.1892 0.1950 0.1432 0.0040 1.0058× 10−5
MWV PSVM 0.2977 0.0673 0.6182 0.0019 0.5838
MWV KLR 0.2319 0.0027 0.3458 0.3473 0.6276
SMC1va 0.6116 0.2159 0.9468 1.2190× 10−7 0.0045
SSMC1va 0.4209 0.5673 0.7105 7.0694× 10−7 0.0041
SMC1v1 0.0012 0.0924 0.1992 0.0016 0.8008
SSMC1v1 0.1786 0.1423 0.9896 8.5907× 10−5 0.6631
To conclude, we can say the following. WTA KLR seems to be the best WTA implemen-
tation among all one-versus-all classifiers. MWV KLR seems to be the best MWV implemen-
tation among all one-versus-one classifiers. The two PWC implementations, PWC PSVM and
PWC KLR are the best overall. The proposed soft-max combination methods with simplified
combination function design, SSMC1va and SSMC1v1, are better than their ‘regularized’ coun-
terparts, SMC1va and SMC1v1; they are also much simpler to design. The proposed soft-max
combination methods provide new good ways of doing multi-category classification with binary
classification methods, and more importantly, new ways of obtaining posteriori probability esti-
mates from binary classifiers whose outputs are not probabilistic values.
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Chapter 6
Comparison of Multiclass Kernel
Methods
Pairwise coupling is a good general strategy to get posteriori probability estimation for multi-
category classification and Platt’s sigmoid fitting is good method to obtain posteriori probabili-
ties for binary SVMs. In this chapter our numerical study evaluate the combination of the two
methods. In this evaluation, some commonly used multiclass kernel methods are included for
comparison and the evaluation is thus also a comparison study of multiclass kernel methods.
The results from the numerical study may provide practical designers with some guidelines to
choose a particular method for use.
6.1 Introduction
Binary (two-class) classification using support vector machines (SVMs) is a very well developed
technique (Boser et al., 1992; Vapnik, 1998). Due to various complexities, a direct solution of
multiclass problems using a single SVM formulation is usually avoided. The better approach is to
use a combination of several binary SVM classifiers to solve a given multiclass problem. Popular
methods for doing this are: one-versus-all method using winner-takes-all strategy (WTA SVM);
one-versus-one method implemented by max-wins voting (MWV SVM); DAGSVM (Platt et al.,
2000); and error-correcting output coding (Dietterich and Bakiri, 1995; Allwein et al., 2000). Hsu
and Lin (2002b) compared these methods on a number of datasets and found that MWV SVM
and WTA SVM give similar generalization performance.1
1DAGSVM performs as well as MWV SVM. Given the closeness of these two methods, in the numerical study
we treat these two methods as “same” and hence only use MWV SVM for evaluation against other methods.
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Hastie and Tibshirani (1998) proposed a good general strategy called pairwise coupling for
combining posterior probabilities provided by individual binary classifiers in order to do multi-
class classification. Since SVMs do not naturally give out posterior probabilities, they suggested
a particular way of generating these probabilities from the binary SVM outputs and then used
these probabilities together with pairwise coupling to do muticlass classification. Hastie and
Tibshirani did a quick empirical evaluation of this method against MWV SVM and found that
the two methods give comparable generalization performances.
Platt (1999) criticized Hastie and Tibshirani’s method of generating posterior class proba-
bilities for a binary SVM, and suggested the use of a properly designed sigmoid applied to the
SVM output to form these probabilities. However, the use of Platt’s probabilities in combination
with Hastie and Tibshirani’s idea of pairwise coupling has not been carefully investigated thus
far in the literature. Filling this gap is one aim of this chapter.
To evaluate the combination of pairwise coupling of Hastie and Tibshirani (1998) and the
Platt’s posteriori probability estimate for support vector machines (we refer to it as PWC PSVM),
we organized an empirical study, in whcih the commonly used SVM multi-category classifiers,
WTA SVM and MWV SVM, are also included. Binary kernel logistic regression (KLR) classi-
fiers provide natural posterior probabilities as part of their solution and we also use it together
with pairwise coupling (we refer to it as PWC KLR) in our numerical study. Thus, the numerical
study may also be taken as a comparison between the commonly used kernel classifiers.
The chapter is organized as follows. In Section 6.2, we briefly review the central idea of
pairwise coupling and Platt’s posteriori probability for SVMs. In Section 6.3, we describe the
numerical experiments used to study the performances of these implementations. The results
are analyzed and conclusions are made in Section 6.4.
6.2 Pairwise Coupling with Support Vector Machines
For support vector machine to be used together with pairwise probability coupling method, its
outputs must be mapped to probabilistic values. In this section, we briefly describe the central
ideas of pairwise coupling and Platt’s posteriori probability mapping methods for binary SVMs.
6.2.1 Pairwise Probability Coupling
Review with detailed implementation description for pairwise coupling has already been given
in Chapter 1, Section 1.6.3. The central idea of pairwise probability coupling of Hastie and
Tibshirani (1998) is as follows.
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For an example x, with M(M − 1)/2 probabilistic outputs rij = Prob(ωi|ωi or ωj), given by
one-versus-one binary classifiers, pairwise coupling of Hastie and Tibshirani aims to estimate M
posteriori probabilities pi = Prob(ωi|x), i = 1, . . . ,M . For this purpose, M(M − 1)/2 auxiliary
variables µij ’s which relate to the pi’s are introduced: µij = pi/(pi+ pj). pi’s are determined so
that µij ’s are close to rij ’s in the sense that, the Kullback-Leibler distance between rij and µij
is minimized. By the auxiliary variables µij ’s, pi’s are estimated in a iterative procedure that
minimizes the Kullback-Leibler distance between rij and µij . Refer to Section 1.6.3 of Chapter 1
for details of the iterative procedure originally given by Hastie and Tibshirani (1998).
Let p˜i = 2
∑
j rij/k(k − 1). Hastie and Tibshirani (1998) showed that the multi-category
classification based on p˜i’s is identical to that based on the pi’s obtained from pairwise coupling.
However, p˜i’s are inferior to the pi’s as estimates of posteriori probabilities. Also, log-likelihood
values play an important role in the tuning of hyperparameters (see the description of a two-step
grid search in Section 5.4 of Chapter 5). So, it is always better to use the pi’s as estimates of
posteriori probabilities.
Kernel logistic regression (KLR) (Roth, 2001) has a direct probabilistic interpretation built
into its model and its output is the positive class posterior probability. Thus KLR can be
directly used as the binary classification method in the PWC implementation. We will refer to
this multiclass method as PWC KLR.
6.2.2 Posteriori Probability for Support Vector Machines
The output of an SVM, however, is not a probabilistic value, but an un-calibrated distance
measurement of an example to the separating hyperplane in the feature space. Platt (1999)
proposed a method to map the output of an SVM into the positive class posterior probability
by applying a parametric sigmoid function to the SVM output:
Prob(ω1|x) = 11 + exp(Af +B) (6.1)
where f is the output of the SVM associated with example x. The parameters A and B can be
determined by minimizing the negative log-likelihood (NLL) function of the validation data. A
pseudo-code for determining A and B is also given in (Platt, 1999); see (Lin et al., 2003) for an
improved pseudo-code. To distinguish from the usual SVM, we refer to the combination of SVM
together with the sigmoid function mentioned above as PSVM. The multiclass method that uses
Platt’s probabilities together with PWC strategy will be referred to as PWC PSVM.
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Table 6.1: Basic information and training set sizes of the 5 datasets
Dataset #Classes #Total Examples Training Set Sizes
Small Medium Large
ABE 3 2,323 280 560 1,120
DNA 3 3,186 300 500 1,000
SAT 6 6,435 1,000 1,500 2,000
SEG 7 2,310 250 500 1,000
WAV 3 5,000 150 300 600
6.3 Numerical experiments
In this section, we numerically study the performance of the four methods discussed in the
previous section, namely, WTA SVM, MWV SVM, PWC PSVM and PWC KLR. For all these
kernel-based classification methods, the Gaussian kernel, k(xi,xj) = exp(−‖xi − xj‖2/2σ2) is
employed. Each binary classifier, whether it is SVM, PSVM or KLR, requires the selection of
two hyperparameters: a regularization parameter C and a kernel parameter σ2. Every multi-
category classification method included in our study involves several binary classifiers. In line
with the suggestion made by (Hsu and Lin, 2002b), we take the C and σ2 of all the binary
classifiers within a multiclass method to be the same. The two hyperparameters are tuned using
5-fold cross-validation estimation of the multiclass generalization performance. We select the
optimal hyperparameter pair by a exact two-step grid search described in detail in Section 5.4.
The performance of the four methods are evaluated on the following datasets taken from the
UCI collection: ABE, DNA, Satellite Image (SAT), Image Segentation (SEG) and Waveform
(WAV). ABE is a dataset that we extracted from the dataset Letter by using only the classes
corresponding to the characters “A”, “B” and “E”. Each continuous input variable of these
datasets is normalized to have zero mean and unit standard deviation. For each dataset, we divide
the whole data into a training set and a test set. When the training set size is large enough, all
the methods perform equally very well. Differences between various methods can be clearly seen
only when the training datasets are sparse. So, instead of using a single training set size (that is
usually chosen to be reasonably large in most empirical studies), we use three different training set
sizes: small, medium and large. For each dataset, the basic information together with the values
of the three training set sizes are summarized in Table 6.1. For each dataset, at each training
set size, the whole data is randomly partitioned into a training set and a test set 20 times by
stratified sampling. For each such partition, after each multi-category classifier is designed using
solely the training set, it is tested on the test set. The mean and standard deviation of the test set
error rate (in percentage) are computed over the 20 runs. The results are reported in Table 6.2.
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Full details of all runs can be found at: http://guppy.mpe.nus.edu.sg/˜mpessk/multiclass.shtml
6.4 Results and conclusions
Let us now analyze the results from our numerical study. From Table 6.2 we can see that,
PWC PSVM gives better classification results than WTA SVM and MWV SVM.
To give a more vivid presentation of the results from the numerical study, we draw, for
each dataset and each training set size, a boxplot to show the 20 test errors of each method,
obtained from the 20 partitions of training and test sets. The boxplots are shown in Figure 6.1.
These boxplots also support the observation that PWC PSVM is better than WTA SVM and
MWV SVM.
Both the results in Table 6.2 and the boxplots in Figure 6.1 show that PWC PSVM performs
better than PWC KLR on the datasets ABE, DNA and SAT; while PWC KLR performs better
on SEG and WAV.
The boxplots also show that, as the training set size gets larger, the classification perfor-
mances of all four methods get better and the performance differences between them become
smaller. This re-emphasizes the need for using a range of training set sizes when comparing
different methods. A good method should work well, even at small training set sizes.
For a finer comparison of the methods, we resort to pairwise t-test. Suppose we want to
compare method 1 against method 2 on a given dataset. The pairwise t-test is conducted to
analyze if the (test set) error of method 1 is greater than that of method 2. Assuming normality
of the populations and using the hypothesis that the mean errors of the two methods are same,
we compute the p-value, which is the probability that the mean error of method 1 is greater than
that of method 2. Thus, a large p-value (say > 0.9) indicates that method 1 is clearly worse
than method 2, while a small value (say < 0.1) indicates that method 1 is clearly better than
method 2. For any two methods, the pairwise t-test is conducted on each dataset at each each
training set size.
First, we compare PWC PSVM against the other three methods. The corresponding p-
values are reported in Table 6.3. The small p-values from the t-tests of PWC PSVM against
WTA SVM and MWV SVM further support our previous observation that PWC PSVM is better
than WTA SVM and MWV SVM.
Next, we compare PWC KLR against WTA SVM and MWV SVM. The corresponding p-
values are reported in Table 6.4. From these p-values, we can see that, PWC KLR is better
than the other two methods on datasets SEG and WAV while, on dataset SAT, the other two
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Table 6.2: Mean and standard deviation of test set error (in percentage) over 20 divisions of
training and test sets, on the five datasets at the 3 different training set sizes
Dataset Training Method
Set Size WTA SVM MWV SVM PWC PSVM PWC KLR
ABE
280 1.92±0.65 1.96±0.65 1.79±0.64 1.85±0.59
560 0.96±0.36 1.06±0.42 0.92±0.30 1.02±0.43
1,120 0.46±0.20 0.50±0.24 0.52±0.22 0.57±0.26
DNA
300 10.15±1.26 9.87±0.90 8.86±0.78 9.73±0.75
500 7.84±0.79 7.67±0.93 7.63±0.77 7.80±0.71
1,000 5.59±0.39 5.72±0.57 5.37±0.40 5.76±0.54
SAT
1,000 11.07±0.58 11.03±0.73 10.88±0.43 11.20±0.55
1,500 10.08±0.49 10.20±0.51 9.97±0.40 10.23±0.42
2,000 9.51±0.31 9.61±0.39 9.48±0.36 9.66±0.37
SEG
250 9.43±0.54 7.97±1.23 7.96±1.25 7.54±1.24
500 6.51±0.99 5.40±1.04 5.49±0.97 4.83±0.68
1,000 4.89±0.71 4.35±0.79 4.17±0.49 3.96±0.68
WAV
150 17.21±1.37 17.75±1.39 16.36±1.35 15.59±1.13
300 15.43±0.97 15.96±0.98 14.67±0.76 14.71±0.72
600 14.09±0.55 14.56±0.80 13.92±0.49 13.81±0.41
methods are better. On datasets ABE and DNA, it is hard to say which method is better. So,
it is difficult to draw a clear conclusion from this comparison. As the p-values in Table 6.3 show
the betterness of PWC PSVM over WTA SVM and MWV SVM, we can say that PWC PSVM
is somewhat better than PWC KLR.
Finally, we compare MWV SVM against WTA SVM and the corresponding p-values are
reported in Table 6.5. It is hard to decide from these p-values as to which method is better.
This is quite consistent with the observations made by Hsu and Lin (2002b).
To conclude, we can say the following. WTA SVM, MWV SVM and PWC KLR, are compet-
itive with each other and there is no clear superiority of one method over another. PWC PSVM
outperforms WTA SVM and MWV SVM. The good performance of PWC PSVM indicates the
goodness of Platt’s posterior probabilities. PWC PSVM can be highly recommended as the best
kernel discriminant method for solving multiclass problems.
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Table 6.3: P-values from the pairwise t-test of the test set error, of PWC PSVM against the
remaining 3 methods, on 5 datasets at 3 different training set sizes
Dataset Training Against Method
Set Size WTA SVM MWV SVM PWC KLR
ABE
280 0.1719 0.0910 0.2502
560 0.2787 0.0394 0.0954
1,120 0.8926 0.7210 0.0719
DNA
300 7.5499× 10−5 1.2797× 10−5 1.7309× 10−5
500 0.1081 0.4051 0.1586
1,000 0.0016 0.0032 5.2148× 10−5
SAT
250 0.0245 0.1108 0.0024
500 0.0825 0.0059 2.4905× 10−4
1,000 0.3720 0.0366 0.0225
SEG
1,000 6.4577× 10−6 0.4789 0.9064
1,500 7.5508× 10−6 0.7440 0.9987
2,000 2.4779× 10−5 0.1226 0.9151
WAV
150 0.0105 1.8038× 10−4 0.9860
300 2.3991e-4 6.8809× 10−7 0.4321
600 0.1096 3.4532× 10−4 0.8193
Table 6.4: P-values from the pairwise t-test of the test set error for the five datasets at the
three training set sizes, of PWC KLR against WTA SVM and MWV SVM, on 5 datasets at 3
different training set sizes
Dataset Training Against Method














250 3.8784× 10−7 0.0739
500 4.6275× 10−8 0.0091
1,000 4.9826× 10−7 0.0053
WAV
150 4.2543× 10−5 2.1494× 10−7
300 2.5300× 10−4 1.7223× 10−5
























































































































For each dataset,          
at each training set size, 
from left to right,        
the four methods are:      
     WTA_SVM,             
     MWV_SVM,             
     PWC_PSVM and         
     PWC_KLR.             
Note:
Figure 6.1: Boxplots of the four methods for the five datasets, at the three training set sizes
(small, medium and large). For easy comparison the boxplots of the four methods are put side
by side.
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Table 6.5: P-values from the pairwise t-test of the test set error, of MWV SVM against
WTA SVM, on the 5 datasets at 3 training set sizes
Dataset
Training Against Method
























In this thesis, we have focused on support vector machines and related kernel methods, with
special interest in estimating posteriori probabilities for classification as well as providing more
clear guidelines for practical classifier designers.
Choosing optimal hyperparameter values is an important and fundamental step in designing
a good classifier. Thus, first, we empirically studied some easy-to-compute simple performance
measures for tuning hyperparameters of support vector machines. The results shows that 5-fold
cross-validation can give a very good estimation of optimal hyperparameter values and performs
the best among all the methods included in the study. Cross-validation also can be used to tune
the hyperparameters of methods other than support vector machines.
For (binary) kernel logistic regression which provides a natural posteriori probability estima-
tion as part of its solution, we developed a new algorithm that solves the dual formulation of the
problem iteratively, very much in the similar spirit to the popular SMO algorithm for SVMs. The
convergence of the algorithm was proved and implementation aspects were discussed. The algo-
rithm is fast and robust. It also scales nicely on large problems. Its generalization performance
is comparable to that of support vector machines.
However, when we generalized the idea for binary kernel logistic regression to the multi-
category case, we found that although the idea is very interesting, solving multi-category KLR
as a single optimization problem is complicated and slow. This agrees with the observations
of other researchers in their effort to generalize SVMs to the multi-category case as a single
optimization problem. This further leads us to believe that, binary classification based multi-
category methods are more suitable for practical use.
Following that principle, we developed a binary classification based multi-category method
that combines one-versus-all or one-versus-one binary classifiers through a systematically de-
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signed parametric soft-max function, from which posteriori probabilities estimation are also
obtained. Our numerical experiments showed that this method gives competitive classification
performance as well as good estimation of posteriori probabilities. Most important of all, this
method allows us to obtain posteriori probability estimate by combining binary classifiers whose
outputs are not probabilistic values.
We did numerical experiments to evaluate classification performance of pairwise coupling
with Platt’s posteriori probabilities for binary SVMs, by comparing it with some commonly
used multiclass methods. We found that this pairwise coupling combination performs the best
among the methods included in the empirical study and thus can be recommended as the best
kernel methods. These results also indicate the goodness of the Platt’s posteriori probabilities
for SVMs.
Thus, this thesis has contributed theoretically and practically in improving kernel methods
for classification. There are still a lot of issues in kernel classification worthy of further studying
and we briefly discuss two of them in the following two paragraphs.
For multi-category methods based on the binary classification (say, SVMs with Gaussian
kernel), researchers usually either assume the C and σ2 for all the binary classifiers are the same
and tune the two hyperparameters based on the multi-category classification performance, or,
do not make the uniform hyperparameter assumption but tune C and σ2 for individual binary
classifiers separately based on their respective binary classification performance. There is no
theoretical justice that we can assume uniform C and σ2 for all the binary classifiers. Choos-
ing, for each individual binary classifier separately the hyperparameter values optimal to their
respect binary classification performance, does not necessarily guarantee the good performance
of the whole multi-category classifier. It is more reasonable to allow different binary classifiers
to have their own C and σ2, while at the same time, tune them together based on the perfor-
mance of the multi-category classifier. Performance gain is very likely to be achieved by tuning
hyperparameters in this way. However, this is difficult in practice. Grid search is a simple and
sure process for hyperparameter tuning and are commonly used. However, it becomes almost
impractical when the number of hyperparameters is large, exceeding 3. For large number of
hyperparameters to be tuned together, gradient descent methods on differentiable error estimate
functions may provide a solution.
All kernel methods studied in this thesis are trained using sequential algorithms. The single
optimization problems of multi-category classifiers are also solved by decomposing the prob-
lem into small sub problems and then solving sequentially. The structure of the optimization
problems of kernel classification methods seems suitable for parallel implementation. Parallel
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learning algorithms may very likely improve the training speed of kernel methods and even make
it feasible to train a multi-category classifier as a single optimization problem.
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Plots of Variation of Performance
Measures wrt. Hyperparameters
This appendix includes the plots of variation of performance mearsures with respect to the
regularization parameter C or the Gaussian kernel parameter σ2, for SVMs with L1 soft-margin
formulation or SVMs with L2 soft-margin formulation, respectively on datasets Banana, Splice,
Waveform and Tree. The plots on the Image dataset are included in Chapter 2.
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Figure A.1: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to σ2 for fixed
C value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.2: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to C for fixed
σ2 value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Banana: log C = −0.90
D2||W||2
Test Err
Figure A.3: Variation of D2‖w‖2 and Test Err with respect to σ2 for fixed C value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.













Banana: log σ2 = −1.39
D2||W||2
Test Err
Figure A.4: Variation of D2‖w‖2 and Test Err with respect to C for fixed σ2 value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
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Figure A.5: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to σ2 for fixed
C value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.6: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to C for fixed
σ2 value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Splice: log C = 6.91
D2||W||2
Test Err
Figure A.7: Variation of D2‖w‖2 and Test Err with respect to σ2 for fixed C value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.












Splice: log σ2 = 3.07
D2||W||2
Test Err
Figure A.8: Variation of D2‖w‖2 and Test Err with respect to C for fixed σ2 value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
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Figure A.9: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D‖w‖2 with respect to σ2 for fixed
C value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.10: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to C for fixed
σ2 value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.11: Variation of D2‖w‖2 and Test Err with respect to σ2 for fixed C value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
















Figure A.12: Variation of D2‖w‖2 and Test Err with respect to C for fixed σ2 value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
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Figure A.13: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to σ2 for fixed
C value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.14: Variation of GACV, Xi-Alpha Bound, 5-fold CV Err, Test Err, Modified Radius-
Margin Bound, VC Bound, Approximate Span Bound, and D2‖w‖2 with respect to C for fixed
σ2 value, for SVM L1 soft-margin formulation. The vertical axis is normalized differently for
GACV, VC Bound, Approximate Span Bound and D2‖w‖2. For each curve, ∇ denotes the
minimum point.
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Figure A.15: Variation of D2‖w‖2 and Test Err with respect to σ2 for fixed C value, for SVM L2
soft-margin formulation. The vertical axis for D2‖w‖2 is normalized. For each curve, ∇ denotes
the minimum point.
















Figure A.16: Variation of D2‖w‖2 and Test Err with respect to C for fixed σ2 value, for SVM L2




Pseudo Code of the Dual
Algorithm for Kernel Logistic
Regression
Some definitions:
N: number of total training examples;
N1: number of examples with class label y = 1;
N2: number of examples with class label y = -1;
target[i]: class label of i-th training example
point[i]: i-th training example
Alpha[i]: Lagrange multiplier associated with i-th example
Hcache[i]: Cached H value of i-th example
//: words after // are comments
main routine:
initialize Alpha[i] to (C / N1) if target[i] = 1
initialize Alpha[i] to (C / N2) if target[i] = -1
initialize all Hcache[i]
initialize all indices to non-boundary group
initialize i_up, b_up, i_low, b_low
do{
//takestep with i_low and i_up
while (b_low < b_up - 2*tol)
{
takestepFlag = takeStep (i_low, i_up)





//check optimality of boundary indices
numChange = 0
for (i = 1; i <= N; i++)
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{
if (i is from boundary group)
{
Hi = Hcache[i]
if ( |Hi - b_low| >= |Hi - b_up| )
{
takestepFlag = takeStep(i, i_low)
if (takestepFlag == 0)
{





takestepFlag = takeStep(i, i_up)
if (takestepFlag == 0)
{
takestepFlag = takeStep (i, i_low)
}
}






} while (numChange != 0)
end main rountine







Fio = Hio - yi * log(aio / (C - aio))
Fjo = Hjo - yj * log(ajo / (C - ajo))
Kii = kernel( point[i], point[i] )
Kij = kernel( point[i], point[j] )
Kjj = kernel( point[j], point[j] )
takestepFlag = 1
Compute t_min and t_max
if (t_max - t_min <= 2*C*epsilon)
return 0
t = 0
dPhi = Hio - Hjo
d2Phi = Kii - 2*Kij + Kjj + C/(aio * (C - aio)) + C/(ajo * (C - ajo))
if (dPhi > 0)
{
















else if (dPhi < 0)
{
//Compute dPhi(t) and d2Phi(t) at t = t_max and denoted as dPhi_right, d2Phi_right
dPhi_right = dPhi(t_max)
d2Phi_right = d2Phi(t_max)
















if (takestepFlag == 1)
{
//Choose a better start point













dt = - dPhi / d2Phi // Newton-Raphson step
t = t0 + dt
if (t <= t_left | | t >= t_right)
t = (t_left + t_right) / 2.0 // Bisection step
ai = aio + t / yi
aj = ajo - t / yj
Hi = Hio + t*(Kii - Kij) + yi * (log(ai/(C - ai)) - log(aio/(C - aio)))
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Hj = Hjo + t*(Kij - Kjj) + yj * (log(aj/(C - aj)) - log(ajo/(C - ajo)))
dPhi = Hi - Hj
d2Phi = Kii - 2*Kij + Kjj + C/(ai * (C - ai)) + C/(aj * (C - aj))
//Update t_left and t_right











} while ( |dPhi| > (0.1 * tol) )
}
else if (takestepFlag == 2)
{
ai = aio + t / yi
aj = ajo - t / yj
Hi = Hio + t*(Kii - Kij) + yi * (log(ai/(C - ai)) - log(aio/(C - aio)))
Hj = Hjo + t*(Kij - Kjj) + yj * (log(aj/(C - aj)) - log(ajo/(C - ajo)))
}




Save ai, aj, Hi, Hj
Update the boundary property of indices i and j
for all k != i, j
{
Kki = kernel ( point[k], point[i] )
Kkj = kernel ( point[k], point[j] )
Hcache[k] += t * (Kki - Kkj)
}









M: number of classes
N: total number of training examples
Nk: number of training examples from k-th class
point[i]: i-th input example
target[i]: class label of index i
H[i][k]: cached value of Hkk





//: words after “// ” are comments
Method 1: decomp_Main( )
initialize alpha[i][k] to C/Nk if target[i] = k
initialize alpha[i][k] to -C/(N-Nk) if target[i] != k
initialize all H[i][k]





for k = 1:M
{
i_low = I_low[k], b_low = B_low[k]
i_up = I_up[k], b_up = B_up[k]




takestepFlag = takeStep(k, i_low, i_up)










}while (numChange1 != 0)
//Check boundary indices
numChange2 = 0





i_low = I_low[k], b_low = B_low[k]
i_up = I_up[k], b_up = B_up[k]
if (|Hi - b_low| >= |Hi - b_up|)
{
takestepFlag = takeStep(k, i, i_low)
if (takestepFlag == 0)
{





takestepFlag = takeStep(k, i, i_up)
if (takestepFlag == 0)
{
takestepFlag = takeStep(k, i, i_low)
}
}










}while (numChange1 != 0 || numChange2 != 0)
end decomp_Main
Method 2: decomp_Main( )
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initialize alpha[i][k] to C/Nk if yi = k
initialize alpha[i][k] to -C/(N-Nk) if yi != k
initialize all H[i][k]


















while (B_low[k] < B_up[k] - 2*tol)
{
takestepFlag = takeStep(k, I_low[k], I_up[k])














if (|Hi - b_low| > |Hi - b_up|)
{
takestepFlag = takeStep(k, i, i_low)
if (takestepFlag == 0)
{





takestepFlag = takeStep(k, i, i_up)
if (takestepFlag == 0)
{
takestepFlag = takeStep(k, i, i_low)
}
}















Kii = kernel(point[i], point[i])
Kij = kernel(point[i], point[j])
Kjj = kernel(point[j], point[j])
sum_ai = alpha[i][1] + ... + alpha[i][M]





Gio = log( (C*dik - aio)/(C*diM + sum_ai) )
Gio = log( (C*djk - ajo)/(C*djM + sum_aj) )
takestepFlag = 1
Compute t_min and t_max




dPhi = Hio - Hjo
d2Phi = Kii - 2*Kij + Kjj + 1.0/(C*dik-aio) + 1.0/(C*diM+sum_ai)
+ 1.0/(C*djk-aio) + 1.0/(C*djM+sum_aj)
if (dPhi > 0)
{
t = t_min
Hi = Hio + Gio - log((C*dik-aio-t)/(C*diM+sum_ai+t)) + t(kii-kij)
Hj = Hjo + Gjo - log((c*djk-ajo+t)/(C*djM+sum_ajt)) + t(kij-kjj)
dPhi_left = Hi - Hj
d2Phi_left = Kii-2*Kij+Kjj+1.0/(C*dik-aio+t)+1.0/(C*diM+sum_ai-t)
+1.0/(C*djk-ajo-t)+1.0/(C*djM+sum_aj+t)
if (dPhi_left < 0)
{
t_left = t_min












Hi = Hio + Gio - log((C*dik-aio-t)/(C*diM+sum_ai+t)) + t(kii-kij)
Hj = Hjo + Gjo - log((c*djk-ajo+t)/(C*djM+sum_aj-t)) + t(kij-kjj)
dPhi_right = Hi - Hj
d2Phi_right = Kii-2*Kij+Kjj+1.0/(C*dik-aio-t)+1.0/(C*diM+sum_ai+t)
+1.0/(C*djk-ajo+t)+1.0/(C*djM+sum_aj-t)
if (dPhi_right > 0)
{
t_right = t_max












if (takestepFlag == 1)
{
//Choose a better start point













dt = -dPhi / d2Phi
t = t0 + dt;
if (t <= t_left || t >= t_right)
{
t = (t_left + t_right) / 2.0
}
Hi = Hio + Gio - log((C*dik-aio-t)/(C*diM+sum_ai+t)) + t(kii-kij)
Hj = Hjo + Gjo - log((c*djk-ajo+t)/(C*djM+sum_aj-t)) + t(kij-kjj)
dPhi = Hi - Hj
d2Phi = Kii-2*Kij+Kjj+1.0/(C*dik-aio-t)+1.0/(C*diM+sum_ai+t)
+1.0/(C*djk-ajo+t)+1.0/(C*djM+sum_aj-t)


















ai = aio + t
aj = ajo - t
Hi = Hio + Gio - log((C*dik-aio-t)/(C*diM+sum_ai+t)) + t(kii-kij)
Hj = Hjo + Gjo - log((c*djk-ajo+t)/(C*djM+sum_aj-t)) + t(kij-kjj)





Update the boundary property of indices i and j
for all p != i, j
{
Kip = kernel ( point[i], point[p] )
Kjp = kernel ( point[j], point[p] )
Hcache[p][k] += t * (Kip - Kjp)
}





A Second Formulation for
Multiclass KLR
In this appendix, we give another formulation for multiclass KLR and proposed a decomposition
scheme to solve it. This formulation differs from the formulation in that, it avoids using an
arbitrary “reference” class.
This appendix is organized as follows. In Section D.1 we give the primal formulation. In
Section D.2, we give a dual formulation and derive the Wolfe dual. In Section D.3, we decompose
the Wolfe dual into small sub problems and In Section D.4 we derived the optimality conditions
for the sub problems. In Section D.5 we give a SMO-like algorithm for solving the sub problems.
Practical implementation issues are discussed in Section D.6. Finally, conclusion remarks are
made in Section D.7.
D.1 Primal Formulation
As usual, we assume that the multiclass classification problem hasM classes and ` training exam-
ples (x1, y1), . . . , (x`, y`), where class labels yi ∈ Y = {1, . . . ,M}. M functions, fi(x), . . . , fM (x),
are to be estimated, one function for each class. And then the following soft-max function is
used to estimate the posterior probabilities:
P (ωi|x) = e
fi(x)
ef1(x)+···+fM (x)
, i = 1, . . . ,M. (D.1)
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fk(x) = wk · z− bk , k = 1, . . . ,M (D.3)
and z = Φ(x), k(xi,xj) = Φ(xi) · Φ(xj).


















where C is a positive regularization parameter.
In the next section we will give a dual formulation of the above problem.
D.2 Dual Formulation






k=1 ‖wk‖2 + C
∑`
i=1 (log(e
ξ1i + · · ·+ eξMi )− ξyii ) (D.5)
subject to: ξki = wk · zi − bk , i = 1, . . . , ` and k = 1, . . . ,M (D.6)
























i − (wk · zi − bk)) (D.7)
where αki ’s are Lagrange multipliers.
128
The optimization problem (D.5)–(D.6) is a convex one and the KKT conditions are
∇wkL = wk −
∑`
i=1
















i + · · ·+ eξMi − 1
)










i + · · ·+ eξMi
)
+ αki = 0 if k 6= yi (D.11)








αki = 0 , ∀ i (D.12)
And from there we also get
0 <αki < C if k = yi


















C ) if k = yi
log(−αkiC ) if k 6= yi
(D.15)
We also can write (D.14) as
ξki = log(e
ξ1i + · · ·+ eξMi ) + gki (D.16)


























































































Thus, the simplified Wolfe dual of (D.5)–(D.6) can be written as
min 12
∑M
















i = 0 , k = 1, . . . ,M (D.18)∑M
k=1 α
k
i = 0 , i = 1, . . . , ` (D.19)
Note that the Wolfe dual has two types of constraints. It is not easy to solve the problem
with the two constraints. Constraints (D.18) are resulted from the bias term bk used in the
expression of function fk. Dropping the term bk of function fk, i.e. fk(x) = wk · z, will get rid
of constraints (D.18). The effect of elimination of bias term bk can be somewhat compensated
by employing a modified kernel function k˜(xi,xj) = k(xi,xj) + 1, where k(xi,xj) is the normal
kernel function. If this modified kernel function is used, we can simply write fk(x) = wk · z and
implicit bias term bk is incorporated by the modified kernel function.1
No matter whether simply drop the the bias term bk’s or employ a modified kernel function
to incorporate implicit bias terms, the corresponding Wolfe dual becomes
min D(α) = 12
∑M

















i = 0 , i = 1, . . . , `
(D.20)
Note that, now fk are expressed as
fk(x) = wk · z , k = 1, . . . ,M (D.21)
From now on, we will consider the simplified Wolfe dual (D.20).
D.3 Problem Decomposition
We can decompose the dual problem (D.20) by considering the one constraint each time, i.e.,
we select M dual variables associated with the one example to optimize while keep other dual
variables fixed. Same strategy has been used for working set selection by Crammer and Singer
(2000) in solving the optimization problem of a single multiclass SVM.




1Conceptually, it goes like that we add one dimension to the originally feature space while set the corresponding
entry of all feature vectors to 1. It may be argued that, why not set this entry to other constant values.
130






















This sub dual problem is still a convex one and we will derive its optimal condition in the
next section.
D.4 Optimal Condition of the Subproblem
In order to derive the optimal condition for the sub problem, let us write down the Lagrangian





























αki kip + α
k




αki kip + Cg
′yp




αki kip + C(−
1
C − αkp







αki kip − gkp − 1 + βp . (D.24)






αki kip + α
k















αki kip − gkp − 1 + βp . (D.25)
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αki kip − gkp − 1 + βp
= F kp − gkp − pip





αki kip , (D.27)
Hkp = F
k
p − gkp , (D.28)
pip = βp − 1. (D.29)
Define













An class-index pair (k1, k2) will define a violation of the optimal condition of the subproblem at
αp if
Hk1p 6= Hk2p (D.32)
The optimality condition of the subproblem holds at a give αp iff there is no class-index pair
that defines a violation.
In numerical solution, it is not possible to achieve the optimality exactly and an approximate
optimality condition is defined as
pilowp ≥ piupp − 2τ (D.33)
where τ is a positive tolerance parameter.
D.5 SMO Algorithm for the Sub Problem
Suppose, for sub problem Dp, class-index pair (k1, k2) defines a violation of the optimality







p = 0 being maintained.
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Let us make the following definitions
α˜k1p (t) = α
k1
p + t (D.34)
α˜k2p (t) = α
k2
p − t (D.35)
α˜kp(t) = α
k
p ∀ k 6= k1, k2. (D.36)
α˜ki (t) = α
k
i ∀ i 6= p and ∀ k (D.37)
Let















α˜k1i Kpi + α˜
k1





α˜k2i Kpi + α˜
k2














F k1p (t)− gk1p (α˜k1p )
)− (F k2p (t)− gk2p (α˜k2p ))
= Hk1p (t)−Hk2p (t) (D.39)
φ′′(t) =
(





















C−αkp if k = yp
− 1−αkp if k 6= yp
(D.41)
Since Kpp is always non-negative and g′
k
p always negative, we have
φ′′(t) > 0. (D.42)









p )− α˜k2g′k2p (α˜k2p ) = −1, which can easily be proved by using (D.41).
This basic step to take one violating class-index pair (k1, k2), to optimize the sub problem
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Dp with variables αk1p and αk2p can be written as
t∗ = argmin
t
φ(t) and (αp)new = α˜p(t∗) (D.43)
With simple formula to compute φ′(t) and φ′′(t), we can solve the univariate problem (D.43)
using Newton-Raphson iterations:
tr+1 = tr − [φ′′(tr)]−1φ′(tr) (D.44)
starting from t0 = 0 and until certain accuracy is reached, as we solve the univariate problem
in Chapter 3 and Chapter 4. As before, with the required accuracy tolerance τ in mind, we
can terminate the iteration (D.44) when we find a tr satisfying a tighter accuracy criterion, say
φ′(tr) < 0.1τ .
In order to make |φ′(t)| as large as possible, it is natural to choose k1 = kupp and k2 = klowp .
D.6 Practical Issues
D.6.1 Caching and Updating of Hki
As function Hki plays an important role in the algorithm it is better to maintain a cache for H
k
i ’s.
Especially for k = k1, k2, Hkp is needed at various t
r in Newton-Raphson iterations involving
violating class-index pair (k1, k2).
For k = k1, k2, we can use the following formula to update Hkp in the Newton-Raphson
itermations
Hkp (α˜p(t












For k 6= k1, k2, Hkp are not affected by changes of α˜k1p (t) and α˜k2p (t) and no updating is needed
to them.
For i 6= p, ∀ k, after the p-th sub problem Dp is temporarily2 solved, Hki can be updated
using the following formula







2We use “temporarily” because, the optimality of Dp may not hold anymore when we turn to solve another
sub problem, say, Dp+1.
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where the subscript new and old are used to denote values of the corresponding variables after
and before solving the p-th subproblem.
D.6.2 Handling the Ill-Conditioned Situations
Solving the univariate problem (D.43) may come across some ill-conditioned situation that re-
quire special handling. From (D.39) and (D.28) we have
0 = φ′(t∗) = Hk1p (t
∗)−Hk2p (t∗)
= F k1p (t










If the value of F k1p (t









must be in the order of 105. Looking at (D.15), this
is possible only if Cδyp,k1 − α˜k1p (t∗) and/or Cδyp,k2 − α˜k2p (t∗) are/is extremely small, i.e, in the
order of 105. In such a case, a precise determination of t∗ only push α˜k1p (α˜k2p ) to accurate value
close to its upper bound Cδyp,k1 (Cδyp,k2). Avoiding a precise determination of t
∗ may affect the
precise setting of gk1p or g
k2





avoiding a precise determination of t∗ makes the value of Hk1p and Hk2p unreliable and such
class-indices of example xp have to be treated specially when checking for optimality.
Let us define
Lki =
 0 if yi = k−C if yi 6= k Uki =
C if yi = k0 if yi 6= k (D.47)





i ∀ i, k (D.48)
We can handle the ill-conditioned situation by defining a special class-index group for each










i − µC) where µ is a small number, say,
103×machine precision. During the solution of (D.43) for the i-th sub problem, if we come across
a situation at which, for an class-index, say, k, we have αki (t
∗) ∈ Iki \ I˜ki , then we set t∗ to an
approximate end value and terminate the solution of (D.43). In this case, Hki becomes unreliable
and we put them into a special “near boundary group” NBGi. NBGi is a special class-index set
for example index i, which is defined as NBGi = {k : αki ∈ Iki \I˜ki }. Correspondingly, for example-
index i, we have another complement class-index set, “norm group”, NGi = {k : αki ∈ I˜ki }.
Once an class-index get into NBGi, it will not be involved in the further optimization of the
i-th sub problem Di. So, for i-th sub problem Di, its kupi , bupi , klowi and blowi should be computed
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using class-indices from NGi. At the end of the solution of whole dual problem, check must
be conducted on each example-index to make sure that, moving any of its NBG indices to NG
group does not lead to improvement in objective function. Again, a two-loop approach is need
to solve the whole dual problem (D.20).
D.7 Conclusions
The formulation given in this appendix avoid using a “reference” class as in the commonly
used formulation of multiclass KLR. However, our primary experiments show that, solving the
optimization problem from this formulation, using a decomposition algorithm, turns out to be
very slow and as a result, we could not afford to conduct detailed numerical experiments to
study the performance of this formulation.
A more sophisticated working set selection strategy should be investigated. A parallel im-
plementation of the decomposition algorithm may very likely improve the convergence speed.
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