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Abstract
We study the non-equilibrium dynamics of conformal field theory (CFT) in 1+1 di-
mensions with a smooth position-dependent velocity v(x) explicitly breaking translation
invariance. Such inhomogeneous CFT is argued to effectively describe 1+1-dimensional
quantum many-body systems with certain inhomogeneities varying on mesoscopic scales.
Both heat and charge transport are studied, where, for concreteness, we suppose that
our CFT has a U(1)-current algebra. Based on projective unitary representations of dif-
feomorphisms and smooth maps in Minkowskian CFT, we obtain a recipe for computing
the exact non-equilibrium dynamics in inhomogeneous CFT when evolving from initial
states defined by smooth inverse-temperature and chemical-potential profiles β(x) and
µ(x). Using this recipe, the following exact analytical results are obtained: (i) The full
time evolution of densities and currents for heat and charge transport. (ii) Correlation
functions for components of the energy-momentum tensor and the U(1) current as well
as for any primary field. (iii) The thermal and electrical conductivities as functions of
frequency. The latter are computed by direct dynamical considerations and alternatively
using a Green-Kubo formula. Both give the same explicit expressions for the conductiv-
ities, which reveal how inhomogeneous dynamics opens up the possibility for diffusion as
well as imply a generalization of the Wiedemann-Franz law to finite times within CFT.
1 Introduction
Conformal field theory (CFT) is routinely used to effectively describe universal properties
of quantum many-body systems in equilibrium [1]. Well-known examples include gapless
quantum spin chains at critically low temperatures and edge currents associated to quantum
Hall systems. The tools of CFT are particularly useful in 1+1 dimensions owing to that the
conformal group is infinite dimensional [2]. Still, it is only recently that this has been used to
study collective non-equilibrium properties of 1+1-dimensional quantum many-body systems.
A convenient procedure to theoretically study quantum systems out of equilibrium is
to consider the dynamics after a quantum quench. One such example is the partitioning
protocol, where the time evolution is studied starting from an initial state produced by glueing
together two semi-infinite systems independently in equilibrium with different thermodynamic
variables, such as different temperatures and/or chemical potentials. This was studied within
CFT in, e.g., [3, 4, 5, 6] among others. Another example is the smooth-profile protocol used
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in [7, 8, 9, 10, 11], where the time evolution is studied starting from initial states defined
by smooth inhomogeneous profiles generalizing the usual constant thermodynamic variables.
Recently, there is active interest in extending these kinds of non-equilibrium studies to systems
where also the time evolution is inhomogeneous [12, 13, 14, 15, 16, 17, 18, 19, 20, 21].
In the present paper, we construct and study the non-equilibrium dynamics of a family
of such systems that we refer to as inhomogeneous CFT. By this we mean a 2-dimensional
Minkowskian CFT with spatial translation invariance explicitly broken by replacing the usual
constant propagation velocity v by a smooth function v(x) that depends on the position x.
The Hamiltonian for such a system of finite length L is
H = ∫ L/2−L/2 dxv(x)[T+(x) + T−(x)], (1.1)
where v(x) = v(x + L) > 0 and T±(x) = T±(x + L) are the right- and left-moving components
of the energy-momentum tensor in light-cone coordinates (see Sect. 2 for details). [Standard
CFT is recovered by setting v(x) = v.] Such models have been proposed to effectively de-
scribe arctic-circle phenomena [14] and 1+1-dimensional quantum many-body systems such
as quantum gases in harmonic traps and spin chains with certain inhomogeneities varying on
mesoscopic length scales [15, 16, 17, 18, 19]. The latter is illustrated in Fig. 1 for a quantum
XXZ spin chain (in the gapless regime and close to half filling1) with uniformly varying
couplings. Indeed, one can (heuristically) show that this spin chain is effectively described
by an inhomogeneous version of the Luttinger model [22, 23, 24] with local interactions, see,
e.g., [25], which will serve as our main example of an inhomogeneous CFT.
L/2−L/2
v(x)
. . x
Figure 1: Illustration of an inhomogeneous CFT with a fixed position-dependent velocity
v(x) effectively describing a quantum XXZ spin chain with couplings Jxj = Jyj = Jj and
Jzj = Jj∆ (for constant ∆) between spins on adjacent sites at xj and xj+1 uniformly varying
on mesoscopic length scales much larger than the lattice spacing but much smaller than the
system size. The spatial dependence of v(x) is directly related to that of the couplings Jj (see
Section 5.2 in [25]) and the color and size of the dots indicate the magnitude of the latter.
To study both heat and charge transport, for concreteness, we suppose that our CFT has a
U(1)-current algebra. The associated total conserved charge is denoted Q = ∫ L/2−L/2 dx [J+(x) +
J−(x)] where J±(x) = J±(x + L) are the right- and left-moving components of the U(1)
current in light-cone coordinates (see Sect. 2 for details). This is further motivated by that
the inhomogeneous local Luttinger model mentioned above is an example of such a CFT.
1But not exactly at half filling.
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One purpose of this paper is to lay the mathematical foundations for [19], where we stud-
ied inhomogeneous CFT with v(x) given by a Gaussian random function. For such a random
CFT, we showed in [19] that there are both normal and anomalous diffusive contributions to
heat transport on top of the usual ballistic one that is the sole contribution in standard CFT.
As a remark, we note that the diffusive effect due to the type of randomness in [19] was recently
demonstrated numerically for random quantum spin chains in [26] using generalized hydro-
dynamics [27, 28]. This in itself makes clear that the generalization to the inhomogeneous
dynamics given by H in (1.1) is important as it opens up the possibility for diffusion within
CFT. In addition, by studying both heat and charge transport, we will see that this dynamics
implies a generalization of the Wiedemann-Franz law to finite times (again within CFT). As
a final remark, we stress that most papers use Euclidean CFT. Thus, one supplementary
purpose of this paper is to demonstrate the benefits in terms of simplicity and beauty of the
Minkowskian theory, which is particularly true when one studies non-equilibrium properties.
1.1 Projective unitary representations and a non-equilibrium recipe
As mentioned, we exclusively consider CFT in 2-dimensional Minkowski space, with the spa-
tial dimension compactified to a circle. The conformal transformations in this case consist of
orientation-preserving diffeomorphisms of the circle, see, e.g., [29]. We recall that the latter
form an infinite-dimensional Lie group and that the central extension of the corresponding
Lie algebra is the famous Virasoro algebra. This is important since the use of the full Vira-
soro algebra makes clear that our inhomogeneous CFT can be viewed as a generalization of
the recently introduced sine-square-deformed CFT, see, e.g., [12, 13]. (The deformations in
sine-square-deformed CFT correspond to a position-dependent velocity that only involves the
subalgebra associated to the Möbius subgroup of the conformal group.) For later reference,
we also recall that the central extension of the U(1)-current algebra is an example of an affine
Kac-Moody algebra, see, e.g., [30].
The methods we will present are based on the theory of projective unitary representations
of the above mentioned diffeomorphism group and the group of U(1)-valued smooth maps on
the circle. Such methods were used in [9] to study the homogeneous time evolution in standard
CFT starting from inhomogeneous initial states defined by inverse-temperature and chemical-
potential profiles. The physical set-up in [9] can be interpreted as a quantum quench from an
inhomogeneous system to a homogeneous one. Here, we consider the more general case where
both the initial state and the Hamiltonian driving the time evolution are inhomogeneous.
To be more specific, given a smooth inverse-temperature profile β(x) = β(x + L) > 0 and
a smooth chemical-potential profile µ(x) = µ(x +L), let
G = ∫ L/2−L/2 dxβ(x){v(x)[T+(x) + T−(x)] − µ(x)[J+(x) + J−(x)]} (1.2)
be an operator defining a non-equilibrium initial state in the sense that it replaces the combi-
nation β(H−µQ) with a constant inverse temperature β and chemical potential µ in the usual
Gibbs measure [8, 9]. (We set h̵ = kB = 1 for simplicity.) We are interested in expectations of
the form ⟨O1(t1) . . .On(tn)⟩neq = Tr[e−GO1(t1) . . .On(tn)]
Tr[e−G] (1.3)
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for local observables Oj(tj) = eiHtjOje−iHtj (j = 1, . . . , n) evolving under the inhomogeneous
dynamics given by H in (1.1). Here, locality means that each observable can be expressed as
an integral of an operator with finite support (other notions in the literature include quasi-
and pseudo-locality), see, e.g., [31]. In principle, these observables can otherwise be arbitrary,
but, for simplicity, we will restrict ourselves to the algebra of observables generated by the
components of the energy-momentum tensor and the U(1) current together with so-called
primary fields.
The main proposition in this paper is a recipe that allows one to compute non-equilibrium
expectations of the form in (1.3) by mapping them to equilibrium ones:
⟨O1(t1) . . .On(tn)⟩neq = Tr[e−β0(H0−µ0Q0)O˜1(t1) . . . O˜n(tn)]
Tr[e−β0(H0−µ0Q0)] (1.4)
with H0 = ∫ L/2−L/2 dxv0[T+(x) + T−(x)] and Q0 = Q for constants v0 > 0, β0 > 0, and µ0 ∈ R
and transformed observables O˜j(tj) evolving in a non-trivial way due to the inhomogeneous
dynamics. More precisely, v0, β0, µ0, and O˜j are given by explicit formulas involving v(x),
β(x), µ(x), and Oj with the non-trivial time evolution encoded in a natural generalization of
the usual light-cone coordinates. The key to this is to flatten out the profiles and the velocity
using diffeomorphisms and smooth maps represented on the Hilbert space of the theory, in
generalization of [9] for homogeneous dynamics. This recipe is powerful since, using known
results for standard CFT in the literature, one can compute the r.h.s. of (1.4) in many cases
by exact analytical means, not only in the thermodynamic limit L →∞ but also for L <∞.
In particular, as L→∞, which will be our focus, the constants v0, β0, and µ0 can be replaced
by new arbitrary values v > 0, β > 0, and µ ∈ R, see [9, 10]. Finally, (1.4) becomes a recipe for
computing equilibrium expectations in inhomogeneous CFT by setting β(x) = β and µ(x) = µ.
1.2 Summary of results and Wiedemann-Franz law for finite times
As applications of our non-equilibrium recipe, we derive the following exact analytical results:
(i) The full time evolution of expectations of the form in (1.3) for the densities and currents
associated to heat and charge transport.
(ii) Correlation functions of the form in (1.3) for components of the energy-momentum
tensor and the U(1) current as well as for any primary field. In particular, fully explicit
expressions for current-current correlation functions for any inhomogeneous CFT and
2-point fermion correlation functions for the inhomogeneous local Luttinger model.
(iii) The thermal and electrical conductivities κth(ω) and σel(ω) as functions of frequency ω.
The conductivities in (iii) are defined as linear-response functions [32] and computed in two
ways. First, dynamically using the explicit expressions for the non-equilibrium expectations
for the currents in (i) for kink-like β(x) and µ(x), cf. [9]. Second, using a Green-Kubo formula
for inhomogeneous systems, where the only ingredients are the equilibrium current-current
correlation functions obtained as special cases of the results in (ii). The latter was alluded to
but far from properly explained in [19], where the explicit expression for κth(ω) constituted
one of two approaches that we used to show that heat transport acquire diffusive contributions
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in random CFT. Using general arguments (see Appendix B), the dynamical and the Green-
Kubo approaches must give the same results, but the dynamical one turns out to be simpler
and also makes clear the remarkable role of a quantum anomaly for the final expression for
κth(ω). This anomaly corresponds to a Schwarzian-derivative term that appear ubiquitously
in CFT, but this origin would not be evident from the Green-Kubo approach.
To understand the physical significance of the quantum anomaly, we note that, on general
grounds, see, e.g., [33, 9],
Reκth(ω) =Dthpiδ(ω) +Reκregth (ω), (1.5a)
Reσel(ω) =Delpiδ(ω) +Reσregel (ω), (1.5b)
where Dth and Del are the thermal and electrical Drude weights and Reκregth (ω) and Reσregel (ω)
are the remaining real regular parts. The explicit expressions that we will derive imply that
κ
c
Dth
Del
= pi2
3β
,
κ
c
Reκregth (ω)
Reσregel (ω) = pi23β
⎡⎢⎢⎢⎢⎣1 + (ωβ2pi )
2⎤⎥⎥⎥⎥⎦ (1.6)
if v(x) is not constant, where c is the central charge appearing in the Virasoro algebra and κ
is the corresponding parameter in our affine Kac-Moody algebra. The former is essentially2
the Wiedemann-Franz law, while the latter only gives that result in the limit ω → 0. Indeed,
for ω ≠ 0, there is a correction due to the factor 1 + (ωβ/2pi)2, which comes precisely from
a Schwarzian derivative involving v(x) and β(x), and can be viewed as generalizing the
Wiedemann-Franz law within inhomogeneous CFT to finite times.
1.3 Organization of the paper
In Sect. 2, we review well-known facts for Minkowskian CFT that we will need and give three
examples of CFTs. In Sect. 3, we state our main proposition, i.e., the recipe behind (1.4).
This recipe is applied in Sect. 4 to derive the exact analytical results in (i)–(iii) above. Our
main tools are presented in Sect. 5 and used to prove the main proposition. Concluding
remarks are given in Sect. 6.
Certain topics are deferred to appendices. A brief review of central extensions of the diffeo-
morphism group of the circle and the relation to the Virasoro algebra is given in Appendix A.
This includes an even briefer review of the generalization to the semi-direct product of dif-
feomorphisms and smooth maps. A review of linear-response theory is given in Appendix B,
including derivations of a dynamical formula and a Green-Kubo formula for the conductivities.
Lastly, Appendix C contains computational details for the results in Sect. 4.
2 Prerequisites
As emphasized in the introduction, we work in 2-dimensional Minkowski space. Specifically,
we let spacetime be the cylinder R+×S1, where the spatial dimension is the circle S1 of length L
parametrized by the coordinate x ∈ [−L/2, L/2] and time is parameterized by t ∈ R+. For later
reference, we recall that the conformal group in this case is isomorphic to Diff+(S1)×Diff+(S1),
where Diff+(S1) is the group of orientation-preserving diffeomorphisms of the circle [29].
2For a discussion of the rescaling by κ for the Luttinger model (which has c = 1), see [7, 9] and references
therein.
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2.1 Conformal transformations
For all our intents and purposes, by a CFT we mean a unitary 1+1-dimensional quantum field
theory that is invariant under conformal transformations. The main objects of such a theory
are the L-periodic operators T±(x) in (1.1). These are the right- and left-moving components
of the energy-momentum tensor in the usual light-cone coordinates x± = x±vt and satisfy the
equal-time commutation relations[T±(x), T±(x′)] = ∓2iδ′(x − x′)T±(x′) ± iδ(x − x′)T ′±(x′) ± c24pi iδ′′′(x − x′), (2.1a)[T±(x), T∓(x′)] = 0, (2.1b)
where c is the central charge and δ(x) is the L-periodic delta-function. We recall that T+ = T−−,
T− = T++, and T+− = 0 = T−+ in more conventional notation, where pairs of signs refer to the
light-cone coordinates, and that T± = T±(x∓) only depends on one of these coordinates [30].
In Fourier space, the commutation relations in (2.1) correspond to those of two commuting
copies of the Virasoro algebra. Of particular importance in this paper is the corresponding
Lie group, the so-called Virasoro-Bott group, which is the central extension of Diff+(S1) given
by the so-called Bott-cocycle and which underlies the tools that we will develop, see Sect. 5.
Another important class of operators are Virasoro primary fields. We recall that a field Φ
is said to be Virasoro primary with conformal weights (∆+Φ,∆−Φ) if it obeys
Φ(x−, x+)→ U(f)Φ(x−, x+)U(f)−1 = f ′(x−)∆+Φf ′(x+)∆−ΦΦ(f(x−), f(x+)) (2.2)
under a conformal transformation given by f ∈ Diff+(S1) unitarily implemented by U(f). We
note that the T±-operators are not Virasoro primary since
T±(x∓)→ U(f)T±(x∓)U(f)−1 = f ′(x∓)2T±(f(x∓)) − c
24pi
{f(x∓), x∓} (2.3)
under the same conformal transformation, where
{f(x), x} = f ′′′(x)
f ′(x) − 32 (f ′′(x)f ′(x) )2 (2.4)
is the Schwarzian derivative of f(x), see, e.g., [30]. The latter is an anomaly coming from the
Schwinger term (the third term) in (2.1), and it is the reason why the T±-operators fail to be
Virasoro primary with conformal weights (∆+T+ ,∆−T+) = (2,0) and (∆+T− ,∆−T−) = (0,2).
For completeness, we recall that the Hilbert space of our theory is a (possibly infinite)
direct sum of unitary highest-weight representations of two commuting copies of the Virasoro
algebra and that T±(x∓) and Φ(x−, x+) are operator-valued distributions on this Hilbert space.
2.2 Gauge transformations
As in [9], we will suppose that our CFT has a U(1)-current algebra and let J±(x) denote the
right- and left-moving components of the conserved U(1) current in light-cone coordinates.3
For these, in addition to (2.1), we have
[J±(x), J±(x′)] = ∓ κ
2pi
iδ′(x − x′), [J±(x), J∓(x′)] = 0, (2.5a)[T±(x), J±(x′)] = ∓iδ′(x − x′)J±(x′) ± iδ(x − x′)J ′±(x′), [T±(x), J∓(x′)] = 0, (2.5b)
3Strictly speaking, since the gauge group is U(1), it follows that c = dim(u(1)) = 1 for such CFTs, cf. [34].
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where κ plays the same role as that of c in (2.1). As for T±, we recall that J± = J±(x∓) only
depends on one of the light-cone coordinates. Moreover, in addition to (2.3), we have
J±(x)→ U(f)J±(x)U(f)−1 = f ′(x)J±(f(x)) (2.6)
under a conformal transformation. Clearly, the J±-operators are Virasoro primary with con-
formal weights (∆+J+ ,∆−J+) = (1,0) and (∆+J− ,∆−J−) = (0,1).
The above can be generalized to more complicated current algebras, see, e.g., [34], but for
simplicity we consider only the Abelian case. As a motivation, we reiterate that the examples
we have in mind are such CFTs, see Sect. 2.3 below.
Gauge transformations are given by the group Map(S1,U(1)) of U(1)-valued smooth maps
on the circle. In particular,
T±(x∓)→ V (h)T±(x∓)V (h)−1 = T±(x∓) + h′(x∓)J±(x∓) + κ
4pi
h′(x∓)2, (2.7a)
J±(x∓)→ V (h)J±(x∓)V (h)−1 = J±(x∓) + κ
2pi
h′(x∓) (2.7b)
under a gauge transformation given by eih ∈ Map(S1,U(1)) unitarily implemented by V (h).
Moreover, a field Φ that obeys
Φ(x−, x+)→ V (h)Φ(x−, x+)V (h)−1 = e−i[h(x−)τ+Φ−h(x+)τ−Φ]Φ(x−, x+) (2.8)
under a gauge transformation is said to be Kac-Moody primary with the associated weights(τ+Φ, τ−Φ), see, e.g., [35]. For fields that obey (2.2) and (2.8), the weights must satisfy(τ±Φ)2 = 2κ∆±Φ (2.9)
due to the Sugawara construction, see, e.g., [34, 35] (and Remark 5.1). To be more concrete,
a field Φ is said to be Virasoro-Kac-Moody (VKM) primary if it obeys (2.2) and (2.8) under
conformal and gauge transformations with weights (∆+Φ,∆−Φ) and (τ+Φ, τ−Φ) satisfying (2.9). It
follows from (2.7) that both the T±- and the J±-operators fail to be VKM primary.
As before, for completeness, we recall that J±(x∓) are operator-valued distributions on the
Hilbert space.
2.3 Examples
Below we present three examples of CFTs and recall what the T±- and J±-operators and the
VKM primary fields [see (2.9)ff] are in each case.
Example 2.1 (Free spin- and massless fermions on the circle). Let ψ−r (x) and ψ+r (x) = ψ−r (x)†
for r = ± be fermionic fields satisfying the usual anti-commutation relations
{ψ−r (x), ψ+r′(x′)} = δr,r′δ(x − x′), {ψ±r (x), ψ±r′(x′)} = 0 (2.10)
and anti-periodic boundary conditions ψ±r (x+L) = −ψ±r (x). The index r = +(−) denotes right-
(left-) moving fermions. This defines a CFT with c = 1 given by the Hamiltonian
HF =∑
r=±∫ L/2−L/2 dx 12[∶ψ+r (x) (−irvF∂x)ψ−r (x)∶ + h.c.] − pivF6L , (2.11)
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where vF > 0 is the Fermi velocity and ∶⋯∶ indicates (fermion) Wick ordering with respect to
the vacuum (i.e., the filled Dirac sea). Here, T±(x) = [∶ψ+±(x)(∓i∂x)ψ−±(x)∶+h.c.]/2−pi/12L2. In
addition, there is a conserved U(1) current with κ = 1 and J±(x) = ∶ψ+±(x)ψ−±(x)∶ . The VKM
primary fields consist of the fermionic fields, for which ∆±ψ+r = ∆±ψ−r = δr,±/2 and τ±ψ+r = −τ±ψ−r = δr,±.
Example 2.2 (Free spin- and massless bosons on the circle). Let ρr(x) = ρr(x)† for r = ± be
right- and left-moving bosonic fields satisfying the commutation relations
[ρr(x), ρr′(x′)] = r
2pii
δr,r′δ′(x − x′) (2.12)
and periodic boundary conditions ρr(x+L) = ρr(x). This also defines a CFT with c = 1 given
by the Hamiltonian
HB =∑
r=±∫ L/2−L/2 dxpivB ∶ρ±(x)2 ∶ − pivB6L , (2.13)
where vB > 0 and (by abuse of notation) ∶⋯∶ indicates (boson) Wick ordering. Here, T±(x) =
pi ∶ρ±(x)2 ∶ −pi/12L2, and there is a conserved U(1) current with κ = 1 and J±(x) = ρ±(x). The
VKM primary fields consist of vertex operators involving the latter, see, e.g., [30].
Remark 2.3. There is a well-known equivalence between the models in Examples 2.1 and 2.2,
commonly referred to as bosonization. The densities ρ±(x) = ∶ψ+±(x)ψ−±(x)∶ can be shown to
satisfy the bosonic properties in (2.12), and, setting vB = vF , it is possible to establish an
operator identity between the Hamiltonians in (2.11) and (2.13) known as Kronig’s identity.
This can be used to express the fermionic model in Example 2.1 as the bosonic one in Exam-
ple 2.2. For details and the precise mathematical statements we refer to [36] and references
therein.
Example 2.4 (Local Luttinger model). This is a CFT with c = 1 describing interacting spin-
and massless fermions formally given by the Hamiltonian
H =HF + ∑
r,r′=±∫ L/2−L/2 dx [δr,−r′ g2pivF2 + δr,r′ g4pivF2 ] ∶ψ+r (x)ψ−r (x)∶∶ψ+r′(x)ψ−r′(x)∶ −LE0 (2.14)
with HF in (2.11) for ψ±r (x) satisfying (2.10) and dimensionless coupling constants g2 and
g4 satisfying ∣g2∣ < 2 + g4. In the above, E0 is a (diverging) constant subtracting the ground-
state energy density up to the contribution −pi(v − vF )/6L2. In the local limit, ultraviolet
divergencies are generated, which require additive and multiplicative renormalizations of the
Hamiltonian [the term −LE0 in (2.14)] and of the fermionic fields, respectively. In bosonized
form (see Remark 2.3), the Hamiltonian for the local Luttinger model isH = ∫ L/2−L/2 dxv[T+(x)+
T−(x)] with T±(x) = pi ∶ρ˜±(x)2 ∶ − pi/12L2 in terms of4
ρ˜±(x) = 1 +K
2
√
K
ρ±(x) + 1 −K
2
√
K
ρ∓(x), (2.15)
where ∶⋯∶ indicates Wick ordering with respect to the interacting ground state and [37, 38]
v = vF√(1 + g4/2)2 − (g2/2)2, K = ¿ÁÁÀ1 + (g4 − g2)/2
1 + (g4 + g2)/2 . (2.16)
4Not to be confused with the tilde used in (1.4) or the remainder of the paper.
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Again, there is a conserved U(1) current with κ =K and J±(x) = √Kρ˜±(x). The renormalized
fermionic fields are VKM primary with ∆±ψ+r = ∆±ψ−r = (1±rK)2/8K and τ±ψ+r = −τ±ψ−r = (1±rK)/2.
We recall that the CFT in Example 2.4 gives an effective description of the quantum XXZ
spin chain (close to but not exactly at half filling) with the so-called Luttinger parameter K
corresponding to the anisotropy ∆.5 Similarly, one application of the CFT in Example 2.1 is
as the effective description of the quantum XX spin chain (∆ = 0).
Other CFTs to which our considerations apply include so-called minimal models and k-
level Wess-Zumino-Witten models, cf., e.g., [30, 34].
3 Non-equilibrium recipe
We recall that by inhomogeneous CFT we mean a unitary 1+1-dimensional CFT with Hamil-
tonian
H = ∫ L/2−L/2 dxE(x), E(x) = v(x)[T+(x) + T−(x)], (3.1)
where v(x) = v(x + L) > 0 is a smooth function and T±(x) satisfy (2.1). As usual, H is the
charge associated to energy conservation and E(x) denotes the energy density. Supposing (as
we do) that our CFT has a conserved U(1) current, the associated total conserved charge is
Q = ∫ L/2−L/2 dxρ(x), ρ(x) = J+(x) + J−(x), (3.2)
where J±(x) satisfy (2.5) and ρ(x) denotes the particle density.
As explained in the introduction, given smooth functions β(x) = β(x +L) > 0 and µ(x) =
µ(x +L), we are interested in expectations of the form
⟨⋯⟩neq = Tr[e−G(⋯)]
Tr[e−G] , G = ∫ L/2−L/2 dxβ(x)[E(x) − µ(x)ρ(x)] (3.3)
for observables evolving under the dynamics given by H in (3.1). For later reference, we let
f(x) = ∫ x
0
dx′ v0
v(x′) , 1v0 = 1L ∫ L/2−L/2 dx′ 1v(x′) (3.4)
and
g(x) = ∫ x
0
dx′ v0β0
v(x′)β(x′) , 1v0β0 = 1L ∫ L/2−L/2 dx′ 1v(x′)β(x′) , (3.5)
h(x) = ∫ x
0
dx′ µ(x′)β(x′) − µ0β0
v(x′)β(x′) , µ0v0 = 1L ∫ L/2−L/2 dx′ µ(x′)v(x′) . (3.6)
In Sect. 5.3, we prove the following recipe for computing all such non-equilibrium expectations:
5If kF denotes the Fermi momentum and a is the lattice spacing, then K = 1/√1 + 4∆ sin(akF )/pi for akF
close but not exactly equal to pi/2.
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Proposition 3.1. Define H, Q, and G as in (3.1)–(3.3) as well as f(x), g(x), h(x), v0, β0,
and µ0 as in (3.4)–(3.6). Let6 O(x; t) = eiHtO(x)e−iHt (3.7)
denote the inhomogeneous time evolution for any local observable O(x) and let
⟨⋯⟩0 = Tr[e−β0(H0−µ0Q0)(⋯)]
Tr[e−β0(H0−µ0Q0)] , H0 = ∫ L/2−L/2 dxv0[T+(x) + T−(x)], Q0 = Q (3.8)
denote the translation-invariant expectation corresponding to ⟨⋯⟩neq in (3.3). Moreover, define
x˜± = f−1(f(x) ± v0t) (3.9)
and introduce the following:
• For the components of the energy-momentum tensor,
T˜±(x; t) = ( v0β0
v(x)β(x˜∓))2T±(g(x˜∓)) + v0β0[µ(x˜∓)β(x˜∓) − µ0β0][v(x)β(x˜∓)]2 J±(g(x˜∓))
+ κ
4pi
(µ(x˜∓)β(x˜∓) − µ0β0
v(x)β(x˜∓) )2 − T (x˜∓) + S(x)2v(x)2 (3.10)
with
S(x) = −cv(x)2
12pi
⎡⎢⎢⎢⎢⎣v
′′(x)
v(x) − 12(v′(x)v(x) )2⎤⎥⎥⎥⎥⎦, (3.11a)
T (x) = −cv(x)2
12pi
⎡⎢⎢⎢⎢⎣β
′′(x)
β(x) − 12(β′(x)β(x) )2 + v′(x)v(x) β′(x)β(x) ⎤⎥⎥⎥⎥⎦. (3.11b)
• For the components of the U(1) current,
J˜±(x; t) = v0β0
v(x)β(x˜∓)J±(g(x˜∓)) + κ2pi µ(x˜∓)β(x˜∓) − µ0β0v(x)β(x˜∓) . (3.12)
• For any VKM primary field Φ with weights (∆+Φ,∆−Φ) and (τ+Φ, τ−Φ) as defined in (2.9)ff,
Φ˜(x; t) = e−i[h(x˜−)τ+Φ−h(x˜+)τ−Φ]( v0β0
v(x)β(x˜−))∆
+
Φ( v0β0
v(x)β(x˜+))∆
−
Φ
Φ(g(x˜−), g(x˜+)). (3.13)
Then, ⟨O1(t1) . . .On(tn)⟩neq = ⟨O˜1(t1) . . . O˜n(tn)⟩0 (3.14)
with Oj(tj) = eiHtjOje−iHtj and O˜j(tj) given by (3.10)–(3.13) for all Oj in the algebra of
observables generated by the components T± and J± together with all VKM primary fields with
products restricted to non-coincident points in space.
6This is to avoid any confusion of notation, reserving O(⋅, ⋅) to the dependence on both of the generalized
light-cone coordinates, cf. the primary fields in Sect. 2.1.
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For clarity, one can write (3.9) as x˜± = x˜±t (x) with x˜±t (x) = f−1(f(x)±v0t). Proposition 3.1
makes manifest that the time evolution is entirely encoded by x˜±t (x). Moreover, it is straight-
forward to show that the latter satisfy the group property x˜±t1+t2(x) = x˜±t1(x˜±t2(x)) = x˜±t2(x˜±t1(x))
for t1, t2 ∈ R and the equations of motion
∂tx˜
±
t (x) = ±v(x)∂xx˜±t (x) (3.15)
with x˜±0(x) = x. This and the above justify defining x˜± = x˜±t (x) as coordinates generalizing the
usual light-cone ones x± to the inhomogeneous dynamics given by H in (3.1). In particular,
we stress that (3.15) implies that x˜± do not depend on v0.
Remark 3.2. By extending the algebra of observables in Proposition 3.1 to coincident points
and properly normal ordering the products, the statement can in principle be generalized to
include also all descendent fields corresponding to each VKM primary field, cf. [34].
4 Applications
In this section, we present a number of exact analytical results obtained using Proposition 3.1.
For later reference, a superscript ∞ will be used to indicate expectations in the limit L→∞,
e.g., ⟨O(t)⟩∞neq = limL→∞⟨O(t)⟩neq, and a superscript c will be used to indicate the connected
part, e.g., ⟨O1(t1)O2(t2)⟩cneq = ⟨O1(t1)O2(t2)⟩neq − ⟨O1(t1)⟩neq⟨O2(t2)⟩neq.
4.1 Densities and currents
The energy density operator E(x) is given in (3.1) and the corresponding heat current operator
J (x) = v(x)2[T+(x) − T−(x)] (4.1)
can be identified from that the pair must satisfy a continuity equation. (This determines both
up to trivial c-number contributions.) We explicitly show in Appendix C.1 that
∂tE(x) + ∂xJ (x) = 0, (4.2a)
∂tJ (x) + v(x)∂x[v(x)E(x) + S(x)] = 0 (4.2b)
with S(x) in (3.11a). Here, (4.2a) is the usual continuity equation associated to energy
conservation. However, (4.2b) is not the same as in standard CFT, see Remark 4.1. In
particular, it implies that the total current ∫ L/2−L/2 dxJ (x; t) is not conserved if v(x) ≠ v.
Again, supposing (as we do) that our CFT has a U(1)-current algebra, the particle density
operator ρ(x) is given in (3.2) and the corresponding charge current operator
j(x) = v(x)[J+(x) − J−(x)] (4.3)
can be identified by the same argument as above. Indeed, we show in Appendix C.1 that
∂tρ(x) + ∂xj(x) = 0, (4.4a)
∂tj(x) + v(x)∂x[v(x)ρ(x)] = 0. (4.4b)
Here, (4.4a) corresponds to particle number conservation, while, similar to before, (4.4b)
implies that the total charge current is not conserved, see Remark 4.1.
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In Appendix C.2, we show that
⟨E(x; t)⟩∞neq = F (x˜−) + F (x˜+)2v(x) − S(x)v(x) , ⟨J (x; t)⟩∞neq = F (x˜−) − F (x˜+)2 , (4.5a)⟨ρ(x; t)⟩∞neq = G(x˜−) +G(x˜+)2v(x) , ⟨j(x; t)⟩∞neq = G(x˜−) −G(x˜+)2 (4.5b)
with
F (x) = pic
6β(x)2 + κµ(x)22pi − T (x), G(x) = κµ(x)pi (4.6)
using S(x) and T (x) in (3.11). We note that the results in (4.5) generalize the ones in [9] to
inhomogeneous dynamics.7 Moreover, we stress that the results do not depend on v0, β0, or
µ0 due to (3.15)ff and since the two latter do not appear in the formulas.
Remark 4.1 (Interpretations of (4.2b) and (4.4b)). As usual, the Hamiltonian H in (3.1) is the
generator of time translations and the usual total momentum operator P = ∫ L/2−L/2 dx [T+(x) −
T−(x)] is the generator of spatial ones. These do not commute for non-constant v(x): ∂tP =
i[H,P ] = − ∫ L/2−L/2 dx [v′(x)/v(x)]E(x). This implies that the usual momenta is not conserved in
inhomogeneous CFT. However, one can define a new operator ∫ L/2−L/2 dx [v(x)/v0][T+(x)−T−(x)]
generating position-dependent spatial translations given by x → x′ = x + εv(x)/v0 + o(ε) for
infinitesimally small ε. This operator is conserved with the corresponding continuity equation
given by (4.2b). Similarly, (4.4b) corresponds to the continuity equation associated to the
axial current with ρA(x) = [J+(x) − J−(x)]/κ and jA(x) = v(x)[J+(x) + J−(x)]/κ.
4.2 Correlation functions
In Appendix C.3, we derive the following results for the connected current-current correlation
functions in the thermodynamic limit:
⟨J (x1; t1)J (x2; t2)⟩c,∞neq =∑
r=±
⎡⎢⎢⎢⎢⎣ pi
2c
8β(x˜−r1 )2β(x˜−r2 )2 sinh4(pi[g(x˜−r1 ) − g(x˜−r2 )]/v0β0)
+ −κµ(x˜−r1 )µ(x˜−r2 )
4β(x˜−r1 )β(x˜−r2 ) sinh2(pi[g(x˜−r1 ) − g(x˜−r2 )]/v0β0)
⎤⎥⎥⎥⎥⎦, (4.7a)⟨j(x1; t1)j(x2; t2)⟩c,∞neq =∑
r=±
−κ
4β(x˜−r1 )β(x˜−r2 ) sinh2(pi[g(x˜−r1 ) − g(x˜−r2 )]/v0β0) , (4.7b)⟨J (x1; t1)j(x2; t2)⟩c,∞neq =∑
r=±
−κµ(x˜−r1 )
4β(x˜−r1 )β(x˜−r2 ) sinh2(pi[g(x˜−r1 ) − g(x˜−r2 )]/v0β0) , (4.7c)⟨j(x1; t1)J (x2; t2)⟩c,∞neq =∑
r=±
−κµ(x˜−r2 )
4β(x˜−r1 )β(x˜−r2 ) sinh2(pi[g(x˜−r1 ) − g(x˜−r2 )]/v0β0) . (4.7d)
These formulas hold true for any inhomogeneous CFT with a conserved U(1) current and do
not depend on v0, β0, or µ0 due to (3.5) and (3.15)ff and since the last does not appear. We
stress that similar results can be computed for all n-point current correlation functions.
7Our conventions for F (x) and G(x) differ from those in [9] by a velocity factor.
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Given VKM primary fields Φj (j = 1, . . . , n) with weights (∆+Φj ,∆−Φj) and (τ+Φj , τ−Φj) as in
(2.9)ff, it follows from Proposition 3.1 that all n-point correlation functions are given by
⟨ n∏
j=1 Φj(xj; tj)⟩neq = exp(−i
n∑
j=1[h(x˜−j )τ+Φj − h(x˜+j )τ−Φj])
× [ n∏
j=1( v0β0v(xj)β(x˜−j ))
∆+Φj( v0β0
v(xj)β(x˜+j ))
∆−Φj ]⟨ n∏
j=1 Φj(g(x˜−j ), g(x˜+j ))⟩0. (4.8)
In particular, as examples of VKM primary fields, we consider the fermionic fields ψ±r in the
local Luttinger model, see Example 2.4. Supposing that these are properly renormalized, we
show in Appendix C.3 that the explicit fermion two-point correlation functions are
⟨ψ+r (x1; t1)ψ−r′(x2; t2)⟩∞neq = δr,r′ 1
2pi ˜`
exp(iτ+ψ−r ∫ x˜−1x˜−2 dx′ µ(x′)v(x′) − iτ−ψ−r ∫ x˜
+
1
x˜+2 dx
′ µ(x′)
v(x′))
× ⎛⎜⎝ i√v(x1)v(x2)β(x˜−1)β(x˜−2)
pi ˜`
sinh(pi[g(x˜−1) − g(x˜−2)]/v0β0)
⎞⎟⎠
2∆+
ψ−r
× ⎛⎜⎝ −i√v(x1)v(x2)β(x˜+1)β(x˜+2)
pi ˜`
sinh(pi[g(x˜+1) − g(x˜+2)]/v0β0)
⎞⎟⎠
2∆−
ψ−r
, (4.9)
where ˜` is a length parameter introduced in the multiplicative renormalization of the fields,
see, e.g., [8, 36]. As before, this formula does not depend on v0, β0, or µ0.
4.3 Conductivities
To compute the conductivities in a unified way, we rearrange the thermodynamic variables
into µ1 = βµ and µ2 = −β and label the densities and currents as ρ1 = ρ, ρ2 = E , j1 = j,
and j2 = J , respectively.8 Let κmn(ω) denote the conductivities as functions of frequency ω.
Following [32], we define them as the linear-response functions measuring the change in the
total current ∫ dx jm due to a unit-pulse perturbation in µn, see Appendix B for details. In
our case, the spatial dependence of the perturbations are given by a functionW (x) describing
an overall kink-like profile such that limx→∓∞W (x) = ±1/2 in the infinite volume (see [9] for a
discussion of how this is compatible with our periodic boundary conditions). As in (1.5), we
recall that, on general grounds,
Reκmn(ω) =Dmnpiδ(ω) +Reκregmn(ω) (4.10)
with Drude weights Dmn and real regular parts Reκregmn(ω). These are important quantities
characterizing the transport properties: a non-zero Drude weight corresponds to a non-zero
ballistic contribution while a non-zero real regular part to a non-zero diffusive contribution.
8The order by which we label the quantities for electrical and heat transport is different from that in [9],
and the list can be generalized to higher conserved charges if such exist, i.e., to Qn = ∫ dxρn with ρn and jm
satisfying ∂tρn + ∂xjn = 0 for n ≥ 3.
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We give two different approaches by which Dmn and Reκregmn(ω) in (4.10) can be computed.
The first is based on direct dynamical considerations and the second on a Green-Kubo formula,
see Sect. 4.3.1 and Sect. 4.3.2, respectively. The results for inhomogeneous CFT are
(D11 D12
D21 D22
) = ( vκpiβ vκµpiβvκµ
piβ
pivc
3β3 + vκµ2piβ ) (4.11a)
and
(Reκreg11 (ω) Reκreg12 (ω)
Reκreg21 (ω) Reκreg22 (ω)) = ⎛⎝
κ
2piβ I(ω) κµ2piβ I(ω)
κµ
2piβ I(ω) pic6β3 [1 + (ωβ2pi )2] I(ω) + κµ22piβ I(ω)⎞⎠ (4.11b)
with
I(ω) = ∫ ∞−∞ dx∫ ∞−∞ dx′ (1 − vv(x))∂x′[−W (x′)] cos(ω∫ xx′ dx′′v(x′′)). (4.12)
As will be clear, the constant v > 0 in (4.11a) and (4.12) is arbitrary in the infinite volume.
We stress that it cannot be specified without further assumptions, cf. [19].
4.3.1 Dynamical approach
Consider our initial state in (3.3) defined by kink-like profiles µ1(x) = β(x)µ(x) and µ2(x) =−β(x) with heights δµ1 and δµ2, respectively, such that µn(x) = µn + δµnW (x) with W (x)
introduced above. Then,
κmn(ω) = ∂
∂(δµn) ∫ ∞0 dt eiωt∫ ∞−∞ dx∂t⟨jm(x; t)⟩∞neq∣δµ1=δµ2=0. (4.13)
A proof is given in Appendix B.3.
In Appendix C.4 we derive (4.11) using (4.13). The only ingredients are the formulas
in (4.5), which we recall are independent of v0 due to (3.15)ff, which means that it can be
replaced by an arbitrary v > 0 in the infinite volume.
4.3.2 Green-Kubo approach
The conductivities can equivalently be computed using the following Green-Kubo formula:
κmn(ω) = 1
β ∫ β0 dτ ∫ ∞0 dt eiωt∫ ∞−∞ dx∫ ∞−∞ dx′ ∂x′[−W (x′)]⟨jm(x; t)jn(x′; iτ)⟩c,∞0 (4.14)
with β0 and µ0 replaced by β and µ, respectively. A proof of (4.14) is given in Appendix B.3.
In Appendix C.5 we derive (4.11) using (4.14). Here, the only ingredients are the equilib-
rium current-current correlation functions in the thermodynamic limit. For inhomogeneous
CFT, these are obtained from (4.7) by setting β(x) = β > 0 and µ(x) = µ. As before, the
correlation functions are independent of v0 due to (3.4), which means that it can be replaced
by an arbitrary v > 0 in the infinite volume.
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4.3.3 Thermal and electrical conductivities
The thermal conductivity κth(ω) in (1.5a) and the electrical conductivity σel(ω) in (1.5b)
are computed as the responses to changes in temperature β−1 and chemical potential µ,
respectively. Thus, it follows from (4.11) that9
Dth = pivc
3β
, Reκregth (ω) = pic6β [1 + (ωβ2pi )2]I(ω), (4.15a)
Del = vκ
pi
, Reσregel (ω) = κ2piI(ω) (4.15b)
with I(ω) in (4.12), which imply the relations in (1.6).
5 Main tools
In this section we develop our main tools following [39, 40, 9].
Recall that Diff+(S1) is the group of orientation-preserving diffeomorphisms of the circle
S1 of length L and denote by D̃iff+(S1) its universal covering group. The latter consists of all
diffeomorphisms x ↦ f(x) on R such that f(x + L) = f(x) + L and f ′(x) > 0. For simplicity,
we will mainly work with representations of D̃iff+(S1).
Similarly, recall that Map(S1,U(1)) is the group of smooth maps from S1 to U(1). We
will restrict this group to elements eih ∈ Map(S1,U(1)) given by smooth real-valued functions
h = h(x) on S1 such that h(x +L) = h(x).
As usual, in quantum physics, operators are identified up to a phase, which means that one
is interested in projective representations. The goal of this section is to show that projective
unitary representations of D̃iff+(S1) and Map(S1,U(1)) on our Hilbert space can be used to
flatten out v(x) in (3.1) as well as v(x)β(x) and β(x)µ(x) in (3.3).
5.1 Projective unitary representations of diffeomorphisms
Consider two commuting projective unitary representations U±(f) of f ∈ D̃iff+(S1) on the
Hilbert space of any unitary CFT. That the representations are projective are reflected by
U±(f1)U±(f2) = e±icB(f1,f2)/24piU±(f1 ○ f2), (5.1)
where B(f1, f2) is the Bott cocycle (see Appendix A) and ±c/24pi is due to our conventions.
By standard arguments, a projective representation of a group can be lifted to an ordinary
one of the central extension of the group by the real numbers, see, e.g., [40]. For Diff+(S1),
this central extension is the Virasoro-Bott group (see Appendix A), and the corresponding Lie
algebra is the Virasoro algebra. We have two commuting copies of the latter whose generators
L±n satisfy [L±n, L±m] = (n −m)L±n+m + c12(n3 − n)δn+m,0, [L±n, L∓m] = 0. (5.2)
The inverse Fourier transforms are
T±(x) = 2pi
L2
∞∑
n=−∞ e±
2piinx
L (L±n − c24δn,0) . (5.3)
9By a change of variables from µ1 and µ2 to β−1 and µ, noting that ∂/∂(β−1) = −µβ2∂/∂µ1 +β2∂/∂µ2 and
∂/∂µ = β∂/∂µ1.
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Using this, one can show that the commutation relations in (5.2) are equivalent to (2.1) (up
to a trivial Lie algebra 2-cocycle, i.e., the term proportional to nδn+m,0 in (5.2), see, e.g., [40]).
The representation theory of diffeomorphisms was first developed in [41]. One key result
is that the components T±(x) of the energy-momentum tensor are the generators of U±(f),
respectively. I.e.,
U±(f) = I ∓ iε∫ L/2−L/2 dxζ(x)T±(x) + o(ε) (5.4)
for an infinitesimal f(x) = x + εζ(x) with ζ(x + L) = ζ(x). Under its adjoint action, one can
show that
U±(f)T±(x)U±(f)−1 = f ′(x)2T±(f(x)) − c
24pi
{f(x), x}, U±(f)T∓(x)U±(f)−1 = T∓(x) (5.5)
with the Schwarzian derivative in (2.4). The proof of (5.5) is non-trivial, see Appendix A for
a review. We define U(f) = U+(f)U−(f). It then follows that (5.5) implies (2.3) as a special
case.
5.2 Projective unitary representations of smooth maps
For the U(1)-current algebra, the central extension by the real numbers is an example of an
affine Kac-Moody algebra. In our case, the corresponding generators J±n satisfy[J±n , J±m] = κnδn+m,0, [J±n , J∓m] = 0, [L±n, J±m] = −mJ±n+m, [L±n, J∓m] = 0. (5.6)
The inverse Fourier transforms are
J±(x) = 1
L
∞∑
n=−∞ e±
2piinx
L J±n . (5.7)
As before, using (5.3) and (5.7), one can show that the commutation relations in (5.6) together
with (5.2) are equivalent to (2.5) together with (2.1) (again, up to a trivial Lie algebra 2-
cocycle for the latter). Moreover, under the adjoint action of U±(f) given by (5.4), one can
show that
U±(f)J±(x)U±(f)−1 = f ′(x)J±(f(x)), U±(f)J∓(x)U±(f)−1 = J∓(x), (5.8)
see Appendix A. Recalling that U(f) = U+(f)U−(f), then (5.8) implies (2.6) as a special case.
Let V±(h) denote two commuting projective unitary representation of eih ∈ Map(S1,U(1))
for h such that h(x+L) = h(x) on the Hilbert space of any unitary CFT with a U(1)-current
algebra. The generators of these are the components J±(x) of the U(1) current. I.e.,
V±(h) = I ∓ i∫ L/2−L/2 dxξ(x)J±(x) + o() (5.9)
for an infinitesimal h(x) = ξ(x) with ξ(x +L) = ξ(x). One can show that
V±(h)T±(x)V±(h)−1 = T±(x) + h′(x)J±(x) + κ
4pi
h′(x)2, V±(h)T∓(x)V±(h)−1 = T∓(x), (5.10a)
V±(h)J±(x)V±(h)−1 = J±(x) + κ
2pi
h′(x), V±(h)J∓(x)V±(h)−1 = J∓(x), (5.10b)
cf. Appendix A. Similar to the case for diffeomorphisms, we define V (h) = V+(h)V−(h). Then,
the above imply the formulas in (2.7) as special cases.
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Remark 5.1. The Sugawara construction implies that L±n and J±n are related via
2κL±n =∑
m
∶J±n−mJ±m ∶ , (5.11)
see, e.g., [34]. We note that Kronig’s identity in Remark 2.3 follows as a special case. More-
over, we note that the commutation relations in (5.2) together with (5.6) form two commuting
copies of the same subalgebra of the full W -algebra, see [42]. Lastly, given a VKM primary
field Φ as defined in (2.9)ff, if we let ∣Φ⟩ be the associated primary state, then L±0 ∣Φ⟩ = ∆±Φ∣Φ⟩
and J±0 ∣Φ⟩ = τ±Φ∣Φ⟩, which together with (5.11) implies (2.9), cf. [30, 34, 35].
5.3 Proof of Proposition 3.1
The proof relies on three lemmas.
Lemma 5.2. Given v(x), β(x), and µ(x) in Proposition 3.1, then f in (3.4) and g in (3.5)
define elements in D̃iff+(S1) and h in (3.6) defines an element eih ∈ Map(S1,U(1)).
Proof. Since v(x) > 0, f is an orientation-preserving diffeomorphism (by the inverse function
theorem), and the choice of v0 then implies that f ∈ D̃iff+(S1). Similarly, one can show that
g ∈ D̃iff+(S1) and that eih ∈ Map(S1,U(1)).
It follows from Lemma 5.2 and Sect. 5.1 that U(f) = U+(f)U−(f) and U(g) = U+(g)U−(g)
define projective unitary representations of f and g, respectively, on the Hilbert space of any
unitary CFT. Similarly, it follows from Sect. 5.2 that V (h) = V+(h)V−(h) defines a projective
unitary representation of eih on the Hilbert space of any unitary CFT with a U(1)-current
algebra. These representations of f , g, and eih given by (3.4)–(3.6) will be used in what
follows.
Lemma 5.3. Given H in (3.1) and f in (3.4), then
U(f)HU(f)−1 =H0 − ∫ L/2−L/2 dx S(x)v(x) (5.12)
with H0 in (3.8) and S(x) in (3.11a). Moreover, given (3.7) and x˜± in (3.9), then
T±(x; t) = (v(x˜∓)
v(x) )2T±(x˜∓) + S(x˜∓) − S(x)2v(x)2 , (5.13a)
J±(x; t) = v(x˜∓)
v(x) J±(x˜∓), (5.13b)
Φ(x; t) = (v(x˜−)
v(x) )∆
+
Φ(v(x˜+)
v(x) )∆
−
Φ
Φ(x˜−, x˜+), (5.13c)
where the latter is for any Virasoro primary field Φ with conformal weights (∆+Φ,∆−Φ).
Proof. Letting y = f(x), it follows from (2.3) that
U(f)T±(x)U(f)−1 = T±(y) (dy
dx
)2 − c
24pi
{y, x}, (5.14a)
U(f)−1T±(y)U(f) = T±(x) (dx
dy
)2 − c
24pi
{x, y}, (5.14b)
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where we used {y, x} = −(dy/dx)2{x, y} [30]. Since dx/dy = v(x)/v0, (5.14a) implies
U(f)(∫ L/2−L/2 dxv(x)T±(x))U(f)−1 = ∫ L/2−L/2 dy v0T±(y) − c24pi ∫ L/2−L/2 dxv(x){y, x}. (5.15)
Thus, conjugating H in (3.1) with U(f) yields (5.12) with S(x) = cv(x)2{f(x), x}/12pi using
the Schwarzian derivative in (2.4), where the latter can equivalently be written as in (3.11a)
for f(x) in (3.4).
To prove (5.13a), note that (5.12) together with (5.14a) and (5.14b) implies
T±(x; t) = U(f)−1eiH0tU(f)T±(x)U(f)−1e−iH0tU(f)
= [T±(x˜∓)[(f−1)′(y ∓ v0t)]2 − c
24pi
{f−1(y ∓ v0t), y ∓ v0t}](dy
dx
)2 − c
24pi
{y, x}. (5.16)
Again, since dy/dx = v0/v(x), one can show that (f−1)′(y ∓ v0t) = v(x˜∓)/v0 as well as
c
24pi
{y, x} = S(x)
2v(x)2 , c24pi{f−1(y ∓ v0t), y ∓ v0t} = −S(x˜∓)2v20 , (5.17)
where we used the formula for the Schwarzian derivative below (5.14b) in the last equation.
Combining this with (5.16) yields the desired result. The proofs of (5.13b) and (5.13c) follow
analogously by using the transformations in (2.6) and (2.2) together with their inverses.
Lemma 5.4. Given G in (3.3) and g and h in (3.5) and (3.6), then
U(g)V (h)e−GV (h)−1U(g)−1 = e−β0(H0−µ0Q0)+const (5.18)
with H0 and Q0 in (3.8).
Proof. The derivation is analogous to that of Lemma 5.3 using the transformation rules in
(2.3), (2.6), and (2.7).
The results in Proposition 3.1 follow straightforwardly from the lemmas above and by
computing O˜(x; t) = U(g)V (h)O(x; t)V (h)−1U(g)−1 for O(x; t) equal to T±(x; t) using (2.3)
and (2.7a), J±(x; t) using (2.6) and (2.7b), and Φ(x; t) using (2.2) and (2.8).
6 Concluding remarks
We defined and studied inhomogeneous CFT and showed how exact analytical results for
such models out of equilibrium can be obtained using projective unitary representations of
diffeomorphisms and smooth maps. In particular, we derived explicit formulas for the inhomo-
geneous dynamics and the thermal and electrical conductivities, which generalize well-known
results for standard CFT.
The conductivities were computed in two ways: The first based on a dynamical approach,
and the second using a Green-Kubo formula. We stress that the equivalence between these two
is non-trivial. The first is fully dynamical, here based on a quantum quench from initial states
defined by kink-like inverse-temperature and chemical-potential profiles, while the second has
equilibrium current-current correlation functions as its only ingredients. On general grounds,
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they must be equivalent, cf. [43], but verifying this is not straightforward. In particular, when
deriving (4.15a) using the dynamical approach, it becomes clear that the factor 1+ (ωβ/2pi)2
is due to a quantum anomaly that originates from the Schwinger term in (2.1) and that
appears ubiquitously in CFT, cf. Appendix A. This observation would not be evident from
the Green-Kubo approach, even if the final expressions are the same. As discussed in the
introduction, the physical significance of this quantum anomaly includes a generalization of
the Wiedemann-Franz law within inhomogeneous CFT to finite times. Moreover, we note
that Dth in (4.15a) and Del in (4.15b) are the same universal results as in standard CFT, see,
e.g., [9], while Reκregth (ω) and Reκregel (ω) are non-universal since they depend on the details
of W (x) and v(x).
This paper both complement and lay the mathematical foundations for [19], where we
explicitly showed that a random position-dependent v(x) leads to the emergence of diffu-
sive heat transport after averaging over the randomness. Two approaches were given: The
first based on the inhomogeneous dynamics, and the second using the explicit expression for
κth(ω). Regarding the first approach, we emphasize that the inhomogeneous dynamics is
encoded in the generalized light-cone coordinates x˜± in (3.9). Even if our results depend on
these coordinates in explicit ways, such as in (4.5), extracting information remains compli-
cated. In particular, it is difficult to compute the average E[⋅] for a v(x) given by a random
function. Inspired by wave propagation in random media [44], this was investigated in [19]
by instead directly studying the random partial differential equations that the expectations
of the energy density and heat current operators satisfy. In the second approach, we sub-
tracted a Drude peak as in (1.5a) with v = E[v(x)] from κth(ω), which after averaging gave
an explicit expression for E[Reκregth (ω)]. For a fixed v(x), there is no obvious choice for v,
and one can always choose it such that limω→0 κregth (ω) becomes zero (without any averaging),
in which case there is no normal diffusion. One possible interpretation is that the normal
diffusive contribution in [19] is an emergent phenomenon in the sense that it reflects a lack of
knowledge about mesoscopic details, which then manifests itself as normal diffusion on larger
scales after averaging. It would be interesting to better understand this, including also for
the anomalous diffusive contribution found in [19].
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able suggestions and collaboration at an earlier stage of this work. I also want to thank Eddy
Ardonne, Jens Bardarson, Krzysztof Gawędzki, Gian Michele Graf, Jonathan Lindgren, Jouko
Mickelsson, and Herbert Spohn for helpful discussions and remarks. Financial support from
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A Virasoro algebra and Virasoro-Bott group
In this appendix, we review some aspects of central extensions of Diff+(S1) and its Lie algebra
following [40]. These are later used to prove the identities in (5.5) and (5.8).
A.1 Central extensions of Diff+(S1) and Vect(S1)
We recall that the group Diff+(S1) of orientation-preserving diffeomorphisms of the circle S1
is an infinite-dimensional Lie group and that the algebra Vect(S1) of smooth vector fields on
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S1 is its corresponding infinite-dimensional Lie algebra. The latter is called the Witt algebra,
and we begin by reviewing its central extensions by R before turning to the group.
Any element of Vect(S1) can be written as ζ(x)∂x for a smooth function ζ(x) on S1 with
the Lie bracket [ζ1∂x, ζ2∂x] = (ζ ′1ζ2 − ζ ′2ζ1)∂x. The generators `n for n ∈ Z of Vect(S1) satisfy[`n, `m] = (n −m)`n+m (A.1)
and can be represented as `n = ie2piinx/L(L/2pi)∂x. A central extension of Vect(S1) by R is a
Lie algebra consisting of the underlying vector space Vect(S1)⊕R with the Lie bracket[(ζ1∂x, u), (ζ2∂x, v)] = ([ζ1∂x, ζ2∂x], ω(ζ1∂x, ζ2∂x)) (u, v ∈ R), (A.2)
where ω ∶ Vect(S1)×Vect(S1)→ R is a 2-cocycle.10 (This extension is central since R ≅ {0}⊕R
commutes with all elements in Vect(S1) ⊕ R.) An example of a non-trivial 2-cocycle is the
Gelfand-Fuchs cocycle
ω(ζ1∂x, ζ2∂x) = ∫
S1
ζ ′1 dζ ′2 = ∫ L/2−L/2 dxζ ′1(x)ζ ′′2 (x), (A.3)
and the corresponding central extension is the Virasoro algebra Vir, see, e.g., [40].
We recall that all non-trivial central extensions of Vect(S1) by R are isomorphic to Vir
[40]. Indeed, the set of equivalence classes of central extensions of a Lie algebra g by R is
isomorphic to the second cohomology group H2(g,R), which is the set of equivalence classes of
2-cocycles,11 and the assertion follows from that H2(Vect(S1),R) is a one-dimensional group
generated by the Gelfand-Fuchs cocycle. Put differently, all such central extensions are given
by the short exact sequence 0 → R → Vir → Vect(S1) → 0 (up to isomorphisms) [40]. This
makes clear the connection between the central charge c of the Virasoro algebra and central
extensions by R of Vect(S1): c/12 is the coefficient in front of the Gelfand-Fuchs cocycle.12
We note in passing that κ in (5.6) similarly gives a one-parameter family of central exten-
sions by R of the Lie algebra corresponding to the loop group Map(S1,U(1)). As noted in
the main text, this family of central extensions is an example of an affine Kac-Moody algebra.
We now consider the group Diff+(S1). Similar to above, we introduce a group 2-cocycle
B ∶ Diff+(S1) ×Diff+(S1)→ S1 given by13
B(f1, f2) = 1
2 ∫S1 log(f1 ○ f2)′ d(log f ′2) = 12 ∫ L/2−L/2 dx [log f ′2(x)]′ log[f ′1(f2(x))]. (A.4)
This is the Bott cocycle, and one can show that it reduces to Gelfand-Fuchs cocycle for
infinitesimal diffeomorphisms, see, e.g., [40]. The corresponding central extension of Diff+(S1)
is the Virasoro-Bott group. For later use, note that B(f, f−1) = 0 and B(f, Id) = 0 = B(Id, f).
10For completeness, we recall that a 2-cocycle on a Lie algebra g is a continuous alternating bilinear function
that satisfies the cocycle identity:
ω(X1, [X2,X3]) + ω(X2, [X3,X1]) + ω(X3, [X1,X2]) = 0
for all X1,X2,X3 ∈ g. A 2-cocycle ω is trivial if it is a 2-coboundary, i.e., there exists a continuous function
ϕ ∶ g→ R such that ω = δϕ, where δϕ is defined by δϕ(X1,X2) = ϕ([X1,X2]).
11Recall that two 2-cocycles ω1 and ω2 are equivalent if they differ by a 2-coboundary, i.e., ω1 = ω2 + δϕ for
some continuous function ϕ.
12I.e., in Fourier space, it is the factor in front of n3δn+m,0 in (5.2) up to the trivial cocycle nδn+m,0.
We recall that the cocycle nδn+m,0 is trivial since ϕ(`n) = δn,0/2 implies that δϕ(`n, `m) = ϕ([`n, `m]) =(n −m)ϕ(`n+m) = nδn+m,0, where we used (A.1).
13To see the second equality, note that log(f1 ○ f2)′ = log(f ′1 ○ f2) + log f ′2 and ∫S1 d(log f ′2) log f ′2 =∫S1 d(log f ′2)2/2 = 0 since f ′2 is periodic.
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A.2 Proof of (5.5)
Let f, g ∈ D̃iff+(S1). Using U±(f) in Sect. 5, it follows from (5.1) that
U±(f)U±(g)U±(f)−1 = e±ic[B(f,g)+B(f○g,f−1)]/24piU±(f ○ g ○ f−1) (A.5)
since U±(f−1) = U±(f)−1. For an infinitesimal g(x) = x + εζ(x) with ζ(x +L) = ζ(x), we have(f ○ g ○ f−1)(x) = x + εf ′(f−1(x))ζ(f−1(x)) + o(ε) and, using (5.4),
U±(f ○ g ○ f−1) = I ∓ iε∫ L/2−L/2 dxζ(x)f ′(x)2T±(f(x)) + o(ε) (A.6)
after a change of variables from x to f(x). Moreover, using (A.4)ff,
B(f, g)∣
ε=0 = 0 = B(f ○ g, f−1)∣ε=0, (A.7a)
while straightforward computations imply
d
dε
B(f, g)∣
ε=0 = 12 ∫ L/2−L/2 ζ(x)⎛⎝f ′′′(x)f ′(x) − (f ′′(x)f ′(x) )
2⎞⎠ , (A.7b)
d
dε
B(f ○ g, f−1)∣
ε=0 = 12 ∫ L/2−L/2 ζ(x)⎛⎝f ′′′(x)f ′(x) − 2(f ′′(x)f ′(x) )
2⎞⎠ . (A.7c)
[For the latter, this follows by repeated use of L-periodicity and changing variables from x to
f(x).] The first equation in (5.5) follows from (5.4) and (A.5)–(A.7) by identifying terms and
using that ζ(x) is arbitrary, while the second from that the two representations commute.
A.3 Extension to Map(S1,U(1)) ⋊Diff+(S1)
Consider the semi-direct product Map(S1,R) ⋊ Diff+(S1) with elements (h, f), where eih ∈
Map(S1,U(1)) and f ∈ Diff(S1), and group operation given by(h1, f1) ⋅ (h2, f2) = ([f∗2 h1]h2, f1 ○ f2), (A.8)
where f∗h = h ○ f denotes the pullback of h by f and (h1h2)(x) = h1(x)h2(x) [40]. Note that
the inverse of (h, f) is (h, f)−1 = ((f−1)∗h−1, f−1) and that it is straightforward to verify that
Map(S1,R) ≅ Map(S1,R) ⋊ {Id} is a normal subgroup of Map(S1,R) ⋊Diff+(S1).
As before, we consider Map(S1,R) ⋊ D̃iff+(S1) for simplicity. We want to construct two
commuting projective unitary representations U±(h, f) of (eih, f) ∈ Map(S1,U(1))⋊D̃iff+(S1).
Since (h, f) = (1, f) ⋅ (h, Id) is a semi-direct product, we have
U±(h, f) = U±(1, f)U±(h, Id) = U±(f)V±(h) (A.9)
with U±(1, f) = U±(f) and U±(h, Id) = V±(h) given by (5.4) and (5.9), respectively. By
definition,
U±(h1, f1)U±(h2, f2) = e±iC((h1,f1),(h2,f2))U±((h1, f1) ⋅ (h2, f2)), (A.10)
where C((h1, f1), (h2, f2)) is a more general 2-cocycle that includes both the Bott cocycle and
the corresponding 2-cocycle on Map(S1,R), cf., e.g., [39, 40].
The full set of relations (5.5), (5.8), (5.10a), and (5.10b) can be proven as was done for
(5.5) above. For simplicity, we only give one more proof below, namely that of (5.8).
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A.4 Proof of (5.8)
For the purpose of proving (5.8), the most general formula we need to consider is
U±(1, f)U±(h, g)U±(1, f)−1 = e±ic[B(f,g)+B(f○g,f−1)]/24piU±((f−1)∗h, f ○ g ○ f−1). (A.11)
Since (h, g) = (1, g) ⋅ (h, Id), the cases g = Id and h = 1 can be handled separately. The latter
was treated above. Thus, it suffices to restrict ourselves to (h, Id), in which case we get
U±(1, f)U±(h, Id)U±(1, f)−1 = U±((f−1)∗h, Id) = V±(h ○ f−1). (A.12)
For an infinitesimal h(x) = ξ(x), we have (h○f−1)(x) = ξ(f−1(x)), which gives V±(h○f−1) =
I ∓ i ∫ L/2−L/2 dxξ(x)f ′(x)J±(f(x))+ o() after a change of variables from x to f(x). As before,
the first equation in (5.8) follows from the above together with (5.9) by identifying terms and
using that ξ(x) is arbitrary, while the second from that the two representations commute.
B Linear-response theory
Here, we review linear-response theory for 1+1-dimensional systems in the case of an arbitrary
number of conserved charges (cf. Footnote 8 on page 13).14 In particular, the formulas in (4.14)
and (4.13) for the conductivities are derived and shown to give the same result.
B.1 Linear response in closed quantum systems
Let Hsys be the Hamiltonian [not necessarily that in (3.1)] for a given system that, in general,
can be inhomogeneous. We recall that response functions are defined with respect to unit
pulses [32]. Thus, we consider the time-dependent Hamiltonian Hsys(λs) =Hsys −∑n≥1 λn,sVn
with λs = (λ1,s, λ2,s, . . .), where λn,s = λnδ(s− s0) are functions of time s and Vn are perturba-
tions for n = 1,2, . . .. (This is different from quench dynamics from a given initial state which
would correspond to λn,s = λnθ(−s), see Appendix B.2.) Suppose that the system is in the
equilibrium initial state ρˆ = e−βHsys/Tr[e−βHsys] at times t < t0, where t0 < s0, and consider the
time-evolved state under Hsys(λs) dynamics
ρˆ(t,λ) =←ÐT exp(−i∫ t
t0
dsHsys(λs))ρˆÐ→T exp(i∫ t
t0
dsHsys(λs)) (B.1)
for t > t0 with time ordering Ð→T (←ÐT ) such that time increases (decreases) from left to right and
λ = (λ1, λ2, . . .). For observables Om (m = 1,2, . . .), define the response functions for s > t0 by
Rmn(t, s) = 1
β
δ
δλn,s
(Tr[Omρˆ(t,λ)])∣
λ=0. (B.2)
Without loss of generality, we can set t0 = −∞ and s0 = 0. Clearly, Rmn(t, s) = 0 for s > t while
Rmn(t, s) = 1
β
Tr[Ome−i(t−s)Hsys[iVn, ρˆ]ei(t−s)Hsys] = 1
β
Tr[Om(t − s)[iVn, ρˆ]] (B.3)
14The presentation is an adapted version of the corresponding appendix in [25], which in turn was based
on private correspondence with Krzysztof Gawędzki when working on [9].
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for s ≤ t, where Om(t) = eiHsystOme−iHsyst. Since [Hsys − λnVn, e−β(Hsys−λnVn)] = 0, we have
0 = ∂
∂λn
([Hsys − λnVn, e−β(Hsys−λnVn)])∣
λn=0 = −[Vn, e−βHsys] + [Hsys, ∂∂λn(e−β(Hsys−λnVn))∣λn=0],
(B.4)
where
∂
∂λn
(e−β(Hsys−λnVn))∣
λn=0 = ∫ β0 dτ e−τHsysVne(τ−β)Hsys = ∫ β0 dτ Vn(iτ)e−βHsys , (B.5)
which means that
[iVn, ρˆ] = ∫ β
0
dτ i[Hsys, Vn(iτ)]ρˆ = ∫ β
0
dτ ∂iτVn(iτ)ρˆ. (B.6)
Inserting this into (B.3) yields
Rmn(t, s) = 1
β ∫ β0 dτ Tr[Om(t − s)∂iτVn(iτ)ρˆ] = Rmn(t − s,0). (B.7)
In conclusion, defining Rmn(t) = Rmn(t,0), we have shown that
Rmn(t) = 1
β ∫ β0 dτ ⟨Om(t)∂iτVn(iτ)⟩β (B.8)
with ⟨⋯⟩β = Tr[(⋯)ρˆ], where we recall that ρˆ = e−βHsys/Tr[e−βHsys].
B.2 Linear response from quench dynamics
Let ρˆλ = e−β(Hsys−∑n≥1 λnVn)/Tr[e−β(Hsys−∑n≥1 λnVn)] define the initial state and consider⟨Om(t)⟩λ = Tr[Om(t)ρˆλ] (B.9)
for operators Om(t) = eiHsystOme−iHsyst evolving under Hsys dynamics. This is a quantum
quench changing the Hamiltonian from Hsys −∑n≥1 λnVn to Hsys at t = 0. The aim is to show
that the response functions for changes in λn defined above can be expressed as
Rmn(t) = − 1
β
∂
∂λn
(∂t⟨Om(t)⟩λ)∣λ=0. (B.10)
Indeed, ∂t⟨Om(t)⟩λ = Tr[i[Hsys,Om(t)]ρˆλ], and thus
∂
∂λn
(∂t⟨Om(t)⟩λ)∣
λ=0 = 1Tr e−βHsys Tr[i[Hsys,Om(t)] ∂∂λn(e−β(Hsys−λnVn))∣λn=0]
= 1
Tr e−βHsys Tr[i[Hsys,Om(t)]∫ β0 dτ Vn(iτ)e−βHsys]
= −∫ β
0
dτ ⟨Om(t)∂iτVn(iτ)⟩β = −βRmn(t), (B.11)
where we used (B.5) in the second equality and (B.8) in the last.
We note that (B.10) is a general result saying that the response functions Rmn(t) obtained
from the equilibrium correlation function in (B.8) can equivalently be computed from the
dynamics following a quantum quench.
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B.3 Conductivity matrix
In what follows, the above is specialized to the case with kink-like profiles as in Sect. 4.3.
Let µ = (µ1, µ2, . . .), where we recall that µ1 = βµ and µ2 = −β. We identify Hsys with Q2 −∑n≠2(µn/β)Qn usingQ2 =H in (3.1) andQ1 = Q in (3.2), and we pick Vn = ∫ L/2−L/2 dxW (x)ρn(x)
and Om = ∫ L/2−L/2 dx jm(x). We recall that latter are precisely the total currents and that W (x)
describes an overall kink-like profile such that limx→∓∞W (x) = ±1/2 in the infinite volume.
The sign convention for Rmn(t, s) in (B.2) is so that an overall positive gradient, i.e., a
negative λn since W (x) goes from 1/2 to −1/2, corresponds to Rmn(t, s) positive. Since such
a gradient induces a negative current, we define the conductivities as
κmn(t) = lim
L→∞−Rmn(t) (B.12)
in the thermodynamic limit.
Proof of (4.13) and (4.14). If we identify δµn with βλn, it follows from (B.10) that
κmn(t) = lim
L→∞ ∂∂(δµn)(∂t⟨Om(t)⟩λ)∣λ=0 = limL→∞ ∂∂(δµn) ∫ L/2−L/2 dx (∂t⟨jm(x; t)⟩neq)∣δµ=0 (B.13)
using the definition of the expectation in (B.9). Alternatively, using the expression for Vn and
the continuity equation ∂tρn + ∂xjn = 0, we obtain
∂iτVn(iτ) = −∫ L/2−L/2 dxW (x)∂xjn(x, iτ). (B.14)
This together with (B.8) and (B.12) yields
κmn(t) = 1
β ∫ β0 dτ ∫ ∞−∞ dx∫ ∞−∞ dx′⟨jm(x; t)W (x′)∂x′jn(x′; iτ)⟩∞β= 1
β ∫ β0 dτ ∫ ∞−∞ dx′ ∂x′[−W (x′)]∫ ∞−∞ dx ⟨jm(x; t)jn(x′; iτ)⟩c,∞β (B.15)
with ⟨⋯⟩β defined below (B.8), where we used integration by parts, assumed that the current-
current correlation function decays rapidly for large separations, and used that the connected
part is the only non-zero contribution since ⟨jm(x; t)⟩∞β = 0.
The results in (4.13) and (4.14) follow from the above by passing to the frequency domain
using κmn(ω) = ∫ ∞0 dt eiωtκmn(t), noting that κmn(t) = 0 for t < 0 in our case.
Remark B.1. For the special case of a homogeneous system, ⟨jm(x; t)jn(x′; iτ)⟩c,∞β depends
only on x − x′ due to translation invariance. Thus, by a change of variables, (B.15) becomes
κmn(t) = 1
β ∫ β0 dτ ∫ ∞−∞ dx ⟨jm(x; t)jn(0; iτ)⟩c,∞β , (B.16)
again with ⟨⋯⟩β defined below (B.8), since ∫ ∞−∞ dx′ ∂x′[−W (x′)] =W (−∞) −W (∞) = 1.
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C Computational details
In this appendix we give the computational details for the results in Sect. 4.
For later reference, we collect formulas for equilibrium expectations in the thermodynamic
limit of the components of the energy-momentum tensor and the U(1) current:
⟨T±(x)⟩∞0 = pic12(v0β0)2 + κµ204piv20 , (C.1a)
⟨T±(x1)T±(x2)⟩∞0 = ( pic12(v0β0)2 + κµ204piv20 )
2 + pi2c
8(v0β0)4 sinh4(pi[x1 − x2]/v0β0)
+ −κµ20/v20
4(v0β0)2 sinh2(pi[x1 − x2]/v0β0) , (C.1b)
⟨T±(x1)T∓(x2)⟩∞0 = ( pic12(v0β0)2 + κµ204piv20 )
2
(C.1c)
and
⟨J±(x)⟩∞0 = κµ02piv0 , (C.2a)
⟨J±(x1)J±(x2)⟩∞0 = ( κµ02piv0)
2 + −κ
4(v0β0)2 sinh2(pi[x1 − x2]/v0β0) , (C.2b)
⟨J±(x1)J∓(x2)⟩∞0 = ( κµ02piv0)
2
(C.2c)
as well as
⟨T±(x1)J±(x2)⟩∞0 = ⟨J±(x1)T±(x2)⟩∞0= ( pic
12(v0β0)2 + κµ204piv20 ) κµ02piv0 + −κµ0/v04(v0β0)2 sinh2(pi[x1 − x2]/v0β0) , (C.3a)⟨T±(x1)J∓(x2)⟩∞0 = ⟨J±(x1)T∓(x2)⟩∞0= ( pic
12(v0β0)2 + κµ204piv20 ) κµ02piv0 , (C.3b)
cf., e.g., Sections 3.3, 4.1, and 4.3 in [9]. We note that translation invariance is manifest and
that (C.1)–(C.3) only hold true in the thermodynamic limit.
Following [9], the formulas in (C.1)–(C.3) for µ0 = 0 can be obtained in a simple way for any
modular-invariant CFT. In this case, the reason why these hold true only in the limit L→∞ is
that then the only contributions are from the vacuum expectation in the dual representation
on the circle with circumference v0β0, which is universal since it depends only on the two
vacuum highest-weight representations of the Virasoro algebra. If we did not take L → ∞,
there would be contributions from the other Verma modules that depend on the representation
content of the CFT, i.e., all eigenstates ∣h+, h−⟩ of L±0 where L±0 ∣h+, h−⟩ = h±∣h+, h−⟩ and not
only the vacuum ∣0⟩ corresponding to h+ = h− = 0, see, e.g., [30]. Lastly, we mention that the
formulas for µ0 ≠ 0 can be obtained by large gauge transformations.
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C.1 Proofs of (4.2) and (4.4)
It follows from (5.13a) thatE(x; t) =∑
r=±[v(x˜−r)2Tr(x˜−r) + S(x˜−r)/2 − S(x)/2]/v(x), (C.4a)J (x; t) =∑
r=± r[v(x˜−r)2Tr(x˜−r) + S(x˜−r)/2], (C.4b)
which using (3.15) implies that E(x) and J (x) in (3.1) and (4.1) satisfy (4.2). Similarly,
using (5.13b), ρ(x) and j(x) in (3.2) and (4.3) are shown to satisfy (4.4).
C.2 Proofs of (4.5a) and (4.5b)
It follows from Proposition 3.1 that
⟨T±(x; t)⟩neq = ( v0β0
v(x)β(x˜∓))2⟨T±(g(x˜∓))⟩0 + v0β0[µ(x˜∓)β(x˜∓) − µ0β0][v(x)β(x˜∓)]2 ⟨J±(g(x˜∓))⟩0
+ κ
4pi
(µ(x˜∓)β(x˜∓) − µ0β0
v(x)β(x˜∓) )2 − T (x˜∓) + S(x)2v(x)2 , (C.5)
which, using (C.1a) and (C.2a), implies
⟨T±(x; t)⟩∞neq = pic12[v(x)β(x˜∓)]2 + κµ(x˜∓)24piv(x)2 − T (x˜∓) + S(x)2v(x)2 (C.6)
in the thermodynamic limit. This together with (3.1) and (4.1) yields (4.5a) with F (x) in
(4.6). Similarly, it follows from Proposition 3.1 that
⟨J±(x; t)⟩neq = v0β0
v(x)β(x˜∓)⟨J±(g(x˜∓))⟩0 + κ2pi µ(x˜∓)β(x˜∓) − µ0β0v(x)β(x˜∓) , (C.7)
which, using (C.2a), implies ⟨J±(x; t)⟩∞neq = κµ(x˜∓)2piv(x) (C.8)
in the thermodynamic limit. This together with (3.2) and (4.3) yields (4.5b) with G(x) in
(4.6).
C.3 Proofs of (4.7) and (4.9)
The results in (4.7) follow from straightforward but tedious computations using Proposi-
tion 3.1 and (4.1), (4.3), and (C.1)–(C.3). Moreover, the result in (4.9) also follows straight-
forwardly from Proposition 3.1 and the equilibrium expectation
⟨ψ+r (x−1 , x+1)ψ−r′(x−2 , x+2)⟩∞0 = δr,r′ 1
2pi ˜`
e
iµ0[τ+ψ−r (x−1−x−2)−τ−ψ−r (x+1−x+2)]/v0
× ⎛⎝ iv0β0
pi ˜`
sinh(pi[x−1 − x−2]/v0β0)⎞⎠
2∆+ψr ⎛⎝ −iv0β0
pi ˜`
sinh(pi[x+1 − x+2]/v0β0)⎞⎠
2∆−ψr
(C.9)
with x±1,2 = x1,2 ± v0t1,2 for the renormalized fermionic fields in the usual (homogeneous) local
Luttinger model, cf., e.g., [8, 9].
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C.4 Proof of (4.11) starting from (4.13)
It follows from (4.5) that ⟨j1(x; t)⟩∞neq = ∑r=± rG(x˜−r)/2 and ⟨j2(x; t)⟩∞neq = ∑r=± rF (x˜−r)/2
with
G(x) = −κµ1(x)
piµ2(x) , F (x) = pi2c + 3κµ1(x)26piµ2(x)2 + cv(x)212pi
⎡⎢⎢⎢⎢⎣µ
′′
2(x)
µ2(x) − 12(µ′2(x)µ2(x))
2 + v′(x)
v(x) µ′2(x)µ2(x)
⎤⎥⎥⎥⎥⎦.
(C.10)
Since
∂
∂(δµ1)G(x)∣δµ=0 = − κpiµ2W (x), (C.11a)
∂
∂(δµ2)G(x)∣δµ=0 = ∂∂(δµ1)F (x)∣δµ=0 = κµ1piµ22W (x), (C.11b)
∂
∂(δµ2)F (x)∣δµ=0 = −pi
2c + 3κµ21
3piµ32
W (x) + c
12piµ2
v(x)∂x[v(x)∂xW (x)] (C.11c)
and since (3.15) implies that ∂tu(x˜−r) = −rv(x)∂xu(x˜−r) = −rv(x˜−r)∂x˜−ru(x˜−r) for any differ-
entiable function u(x), we obtain
∂
∂(δµ1)∂t⟨j1(x; t)⟩∞neq∣δµ=0 = κ2piµ2 ∑r=± v(x˜−r)∂x˜−rW (x˜−r), (C.12a)
∂
∂(δµ2)∂t⟨j1(x; t)⟩∞neq∣δµ=0 = ∂∂(δµ1)∂t⟨j2(x; t)⟩∞neq∣δµ=0 = − κµ12piµ22 ∑r=± v(x˜−r)∂x˜−rW (x˜−r),
(C.12b)
∂
∂(δµ2)∂t⟨j2(x; t)⟩∞neq∣δµ=0 = κµ
2
1
2piµ32
∑
r=± v(x˜−r)∂x˜−rW (x˜−r)
+ pic
6µ32
∑
r=± v(x˜−r)∂x˜−r[W (x˜−r) − (µ22pi)2v(x˜−r)∂x˜−r[v(x˜−r)∂x˜−rW (x˜−r)]].
(C.12c)
Inserting these into (4.13) followed by changing variables to y = f(x˜−r) with v0 replaced by v
and using µ1 = βµ and µ2 = −β yields
κ11(ω) = κ
2piβ
I1(ω), κ12(ω) = κ21(ω) = κµ
2piβ
I1(ω), κ22(ω) = pic
6β3
I2(ω)+ κµ2
2piβ
I1(ω), (C.13)
where
I1(ω) =∑
r=±∫ ∞0 dt eiωt∫ ∞−∞ dy v(f−1(y + rvt))∂y[−W (f−1(y))], (C.14a)
I2(ω) =∑
r=±∫ ∞0 dt eiωt∫ ∞−∞ dy [1 − (vβ∂y2pi )
2] v(f−1(y + rvt))∂y [−W (f−1(y))] . (C.14b)
One can show that the latter can be rewritten using
k(y) = ∫ ∞−∞ dy′ v(f−1(y + y′))v ∂y′[−W (f−1(y′))], k(p) = ∫ ∞−∞ dy k(y)e−ipy (C.15)
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as follows
I1(ω) =∑
r=±∫ ∞−∞ dp2pi ivk(p)ω + rvp + i0+ , I2(ω) =∑r=±∫ ∞−∞ dp2pi [1 + (vβp2pi )2] ivk(p)ω + rvp + i0+ , (C.16)
where we used ∫ ∞
0
dt ei(ω+rpv)t = i
ω + rpv + i0+ . (C.17)
In Appendix C.6, we show that
Re I1(ω) = 2pivδ(ω) + I(ω), Re I2(ω) = 2pivδ(ω) + [1 + (ωβ
2pi
)2] I(ω) (C.18)
with I(ω) in (4.12), which inserted into (C.13) completes the proof.
C.5 Proof of (4.11) starting from (4.14)
It suffices to derive (C.13) together with (C.16). To do so, we will need the following integrals:
∫ ∞−∞ dξ eibξsinh4(ξ + ia) = pi(b3 + 4b)3 eb[a]piebpi − 1 , (C.19a)
∫ ∞−∞ dξ eibξsinh2(ξ + ia) = −2pib eb[a]piebpi − 1 (C.19b)
for all a, b ∈ R, where [a]pi ∈ [0, pi) is defined by a = n0pi+[a]pi for n0 ∈ Z. (These can be proven
using the residue theorem.) We will also need the equilibrium current-current correlation
functions. Setting β(x) = β and µ(x) = µ in (4.7) and replacing v0 by v, we obtain
⟨j2(x1; t1)j2(x2; t2)⟩c,∞0 =∑
r=±
⎡⎢⎢⎢⎢⎣ pi
2c
8β4 sinh4(pi[f(x1) − f(x2) − rv(t1 − t2)]/vβ)
+ −κµ2
4β2 sinh2(pi[f(x1) − f(x2) − rv(t1 − t2)]/vβ)
⎤⎥⎥⎥⎥⎦, (C.20a)⟨j1(x1; t1)j1(x2; t2)⟩c,∞0 =∑
r=±
−κ
4β2 sinh2(pi[f(x1) − f(x2) − rv(t1 − t2)]/vβ) , (C.20b)⟨j2(x1; t1)j1(x2; t2)⟩c,∞0 = ⟨j1(x1; t1)j2(x2; t2)⟩c,∞0 = µ⟨j(x1; t1)j(x2; t2)⟩c,∞0 , (C.20c)
where we used that f(x˜−rj ) = f(xj) − rvtj with f(x) = ∫ x0 dx′ v/v(x′).
Consider first κ22(ω). By inserting (C.20a) into (4.14), changing variables to y = f(x) and
y′ = f(x′) with v0 replaced by v, and shifting y → y + y′, we obtain
κ22(ω) = pi2c
8β5
∑
r=±∫ β0 dτ ∫ ∞0 dt eiωt∫ ∞−∞ dy k(y)sinh4(pi[y − rv(t − iτ)]/(vβ))
− κµ2
4β3
∑
r=±∫ β0 dτ ∫ ∞0 dt eiωt∫ ∞−∞ dy k(y)sinh2(pi[y − rv(t − iτ)]/(vβ)) (C.21)
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with k(y) in (C.15). Inserting k(y) = (2pi)−1 ∫ ∞−∞ dpk(p)eipy into (C.21) and changing variables
to ξ = pi(y − rvt)/(vβ) give
κ22(ω) = pivc
8β4
∑
r=±∫ ∞−∞ dp2pik(p)∫ β0 dτ ∫ ∞0 dt ei(ω+rpv)t∫ ∞−∞ dξ eipvβξ/pisinh4(ξ + irpiτ/β)− vκµ2
4piβ2
∑
r=±∫ ∞−∞ dp2pik(p)∫ β0 dτ ∫ ∞0 dt ei(ω+rpv)t∫ ∞−∞ dξ eipvβξ/pisinh2(ξ + irpiτ/β) . (C.22)
The ξ-integrals are of the form in (C.19). Using these formulas with a = rpiτ/β and b = pvβ/pi,
computing the τ -integral by treating the cases r = ± separately, and computing the t-integral
using (C.17), it follows that (C.22) yields κ22(ω) in (C.13). The corresponding results for the
remaining κmn(ω) follow analogously.
C.6 Proof of (C.18)
To prove (C.18), we first note that for standard CFT, v(x) = v, we have k(y) = 1 and y = x,
meaning that k(p) = 2piδ(p), and thus (C.16) gives
I1(ω) = I2(ω) = 2iv
ω + i0+ = 2v[piδ(ω) + iP(1/ω)], (C.23)
where P denotes principal value. This corresponds to the Drude peaks which are the sole
contributions to the conductivities in standard CFT. It thus remains to consider the regular
parts obtained by subtracting the above from (C.16), i.e.,
∆I1(ω) = I1(ω) − 2iv
ω + i0+ =∑r=±∫ ∞−∞ dp2pi iv∆k(p)ω + rvp + i0+ , (C.24a)
∆I2(ω) = I2(ω) − 2iv
ω + i0+ =∑r=±∫ ∞−∞ dp2pi [1 + (vβp2pi )2] iv∆k(p)ω + rvp + i0+ , (C.24b)
where
∆k(p) = k(p) − 2piδ(p) = ∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′)e−ip(y−y′) (C.25)
with K(y, y′) = [v(f−1(y))/v]∂y′[−W (f−1(y′))] − ∂y′[−W (y′)]. Supposing that K(y, y′) is
sufficiently well behaved, we can exchange the order of the integrals in (C.24) and (C.25).
The p-integrals then become
∑
r=±∫ ∞−∞ dp2pi ir/vp + r(ω + i0+)/v e−ip(y−y′) = 1v eiω∣y−y′∣/v, (C.26a)
∑
r=±∫ ∞−∞ dp2pi [1 + (vβp2pi )2] ir/vp + r(ω + i0+)/v e−ip(y−y′) = 1v [1 + (ωβ2pi )2] eiω∣y−y′∣/v, (C.26b)
which follow from the residue theorem by dividing into the cases y − y′ > 0 and < 0. Thus,
I1(ω) = 2iv
ω + i0+ + ∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′)eiω∣y−y′∣/v, (C.27a)
I2(ω) = 2iv
ω + i0+ + [1 + (ωβ2pi )2]∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′)eiω∣y−y′∣/v, (C.27b)
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from which (C.18) follows if we show that
I(ω) = Re∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′)eiω∣y−y′∣/v. (C.28)
To prove the latter, change variables to s = (y − y′)/v on the r.h.s., which gives
∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′) cos(ωv (y − y′)) = v∫ ∞−∞ dsM(s) cos(ωs) (C.29)
with
M(s) = ∫ ∞−∞ dy′K(vs + y′, y′) = ∫ ∞−∞ dx′ (v(f−1(vs + f(x′)))v − 1)∂x′[−W (x′)], (C.30)
where in the last step we changed variables to x′ = f−1(y′) in the first term and relabeled
y′ → x′ in the second. Inserting (C.30) into (C.29) and letting x = f−1(vs + f(x′)) gives
∫ ∞−∞ dy∫ ∞−∞ dy′K(y, y′) cos(ωv (y − y′))= ∫ ∞−∞ dx∫ ∞−∞ dx′ (1 − vv(x))∂x′[−W (x′)] cos(ωv [f(x) − f(x′)]), (C.31)
which inserted into (C.28) proves the assertion since f(x) − f(x′) = ∫ xx′ dx′′ v/v(x′′).
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