Abstract. We introduce the local and global indices of Dirac operators for the rational Cherednik algebra Ht,c(G, h), where G is a complex reflection group acting on a finite-dimensional vector space h. We investigate precise relations between the (local) Dirac index of a simple module in the category O of Ht,c(G, h), the graded G-character of the module, the Euler-Poincaré pairing, and the composition series polynomials for standard modules. In the global theory, we introduce integral-reflection modules for Ht,c(G, h) constructed from finite-dimensional G-modules. We define and compute the index of a Dirac operator on the integral-reflection module and show that the index is, in a sense, independent of the parameter function c. The study of the kernel of these global Dirac operators leads naturally to a notion of dualised generalised Dunkl-Opdam operators.
1. Introduction 1.1. Rational Cherednik algebras are a particular example of the symplectic reflection algebras introduced by Etingof and Ginzburg [EG] . They appear as rational degenerations of the double affine Hecke algebra introduced by I. Cherednik [Ch] . We denote them by H t,c (G, h) or simply H t,c , see section 2. Their definition depends on a finite complex reflection group G acting on a finite-dimensional complex vector space h (and on its dual h * ), as well as on parameters t ∈ C and a G-conjugation invariant function c on the set of reflections of G. As a C-module, H t,c has a Poincaré-Birkhoff-Witt decomposition H t,c = C[h] ⊗ CG ⊗ C[h * ] and the analogy in structure with that of a universal enveloping algebra of a complex semisimple Lie algebra has led to the theory of category O for H t,c [GGOR] , denoted here as O t,c (G, h) . This is the category of left H t,c -modules that are finitely generated and h-locally nilpotent (see Definition 2.9). This category has standard modules, denoted M t,c (τ ), where τ is a (finite-dimensional) simple CGmodule, and the simple modules, L t,c (τ ), are the unique irreducible quotients of M t,c (τ ) [GGOR, Go] . The standard modules have an easy description: as a vector space over C, M t,c (τ ) = C[h] ⊗ τ . The composition series and the behaviour of the simple modules, on the other hand, is complicated and sensitive to the parameters. For example, when t = 1, this ranges from L t,c (τ ) = M t,c (τ ) when the parameter c is regular (see [DO, Definition 2.15] ) to cases in which L t,c (τ ) is finite dimensional, which is always the case if t = 0 (see, e.g., [BEG] , [Et] , [BP] ). A basic problem is to compute the multiplicity of L t,c (τ ) in a Jordan-Hölder series of M t,c (σ), or equivalently, to compute the graded G-character of L t,c (τ ).
In this paper, we introduce what we call a graded local theory and a global theory of Dirac operators for rational Cherednik algebras. Here the "local/global" names are motivated by the analogy with the setting of real reductive groups, where the local picture would be the Dirac cohomology theory for Harish-Chandra modules [HP, Vo] , while the global setting refers to the Dirac operators acting on spaces of sections of spinor bundles over the real symmetric space [AS, Pa] . Our present work builds on the results of [Ci1] , where ungraded local Dirac operators were studied for symplectic reflection algebras, and it is motivated by the Dirac operator results obtained for graded affine Hecke algebras in [BCT, CT, COT] .
In the present setting, the Dirac operators are defined with respect to the Clifford algebra C = C(V ), associated to the vector space V = h ⊕ h * (and the bilinear pairing given by extending the natural bilinear pairing h * × h → C) and its irreducible spin module S realised on the exterior algebra h. For the class of graded modules of O t,c (G, h) with infinitesimal character (see Definition 3.4), we define and study (G-invariant) graded Dirac operators and the Dirac cohomology (introduced in the ungraded setting in [Ci1] ), and compute the index, I D (X), of such a module X with infinitesimal character. We also introduce the notion of Dirac index polynomials, d τ,σ (q) (see (3.5), below), given as the graded multiplicity of the 1.2. The starting point of the global theory is an adaptation of the notion of integral-reflection modules from the graded affine Hecke algebras setting [COT, Section 6.3 ] (see also [EOS] ) to the present setting of the rational Cherednik algebra H t,c . In section 4, we introduce two types of integral-reflection modules, which we denote by M t,c (σ) and X t,c (σ), with σ ranging over the finite-dimensional modules of CG. The first one is a realisation of the costandard modules in O t,c (G, h) while the second one is crucial to the theory of global Dirac operators.
To define them we adapt to the case of a complex reflection group (see section 4) the ideas from [Gu] . In particular, we introduce and describe the main properties of certain operators in the space of polynomial functions on h (an on h * ) associated to any reflection of the complex reflection group G. These operators, called integral operators, and denoted by I s or I ∨ s (depending if it acts on C[h] or C[h * ], respectively), with s a reflection of G, are dual to the divided difference operators (also known as BGG operators), under the natural polynomial pairing (see (4.1)) between C[h] and C[h * ] (see Proposition 4.4). We then use the polynomial pairing and the operators above mentioned, to define representations of H t,c which are dual to the standard modules in the category O for the "dual" Cherednik algebra H t,č ∼ = H op t,c . This procedure is inspired by the "integral-reflection" representations studied in [EOS, COT] (they also appear in [HO] , without the name integral-reflection). Unlike M t,c , the graded H t,c -module X t,c (τ ) is not in category O, but it is shown in Proposition 4.25 that there is an ascending filtration F 0 (X t,c (τ )) ⊆ F 1 (X t,c (τ )) ⊆ · · · whose union ∪ n F n (X t,c (τ )) equals X t,c (τ ) and each filtered piece F n (X t,c (τ )) is in category O (these filtered pieces can also be shown to be dual versions of the more general standard modules ∆ n (τ ) described in [GGOR, Section 2.3.3] ). A feature that both families of integral-reflection modules M t,c (τ ) and X t,c (τ ) have in common is that the action of h has a very simple description by h-directional derivatives as opposed to the conventional left action of h on H t,c by means of deformed derivations in the direction of y ∈ h (i.e., by Dunkl operators). This yields an easy description of the h-singular vectors (see Definitions 4.17 and 4.26) in both cases.
A global Dirac operator, see section 5, depends on an irreducible module τ of CG and it is defined as a linear map D τ : X t,c (τ ⊗ S) → X t,c (τ ⊗ S)
that commutes with the integral-reflection H t,c -action constructed. We prove:
Theorem B. When t = 1, the kernel and the cokernel of D τ are in O t,c (G, h).
In other words, the global Dirac operator satisfies a "Fredholm" condition: even though D τ is an endomorphism of X t,c (τ ⊗ S) and this space is not finitely generated over H t,c , the kernel and cokernel of D τ are finitely generated (Theorem 5.12 and Corollary 5.13 ). An important step in the proof of Theorem B is a precise formula for the square D 2 τ (Proposition 5.9).
When t = 0, we may work with the restricted rational Cherednik algebraH 0,c [Go] . In that case, all the standard and simple modules are finite dimensional, and so is the restricted integral-reflectionH 0,c -module. Hence, automatically, the kernel and cokernel of the restricted operator D τ are finite dimensional and in the restricted category O.
1.3. For both t = 0 and t = 1, the module X t,c (τ ⊗ S), as well as the kernel and cokernel of D τ , are objects in the category of locally h-nilpotent H t,c -modules. We define the global index, I(τ ), as their difference in the Grothendieck group of this category (actually not for D τ , but for its even part D + τ ) and we then prove:
Theorem C. The global index of τ is I(τ ) = M t,c (τ ), for all the parameters t, c.
This result should be regarded as a manifestation of the rigidity of the Dirac index. A second principle in this theory is that the local Dirac kernel should control the global Dirac kernel, and this provides the bridge between the two settings. More precisely, we have the following result:
where Y † is the contragredient module of Y and D Y † is the local Dirac operator with respect to it.
It is an interesting problem to determine the the kernel (and cokernel) of the global Dirac operators and to provide in this way realisations of the simple H t,c -modules. The occurrence of simple modules in ker D τ is controlled by the h-singular vectors in ker D τ . As mentioned before, the space of h-singular vectors of X t,c (τ ⊗ S) is easy to determine and a preliminary study of the kernel of D τ on that space, when t = 1 (see subsection 5.4), has led us to consider a complex of G-modules that depends of the parameter function c and that is dual to the one studied in [DO, Sections 2.2 and 2.3]. We obtain (see Theorem 5.20) a result analogous to the one obtained by Dunkl and Opdam [DO, Theorem 2.9 and Corollary 2.14], which may be used to characterise the singular parameters c (see Remark 5.21). This indicates that the determination of the nontrivial homology groups of this generalised Dunkl-Opdam complex is closely related to the realisation of the simple H t,c -modules in the kernel of the Dirac operator. We shall study these questions in future work.
The rational Cherednik algebra
In this section, we recall the definition of the rational Cherednik algebra [EG] , and of its category O [GGOR] ; see also [EM, section 3] for an expository account.
2.1. Definitions. Let h be a finite-dimensional C-vector space of dimension r and G ⊆ GL(h) be a finite group generated by reflections. We shall assume throughout that G acts irreducibly on h. Thus, for example, if G = S n , we have r = n − 1 and not n. Denote by S ⊆ G the set of reflections. Given s ∈ S we let λ −1 s , λ s ∈ C be the unique nontrivial eigenvalues of s on h and h * , respectively. We choose eigenvectors α s ∈ h * and α
Let c : S → C be a conjugation invariant function. Definition 2.1. The rational Cherednik algebra H t,c (G, h) is the unital, associative algebra over C given as the quotient of T(h ⊕ h * ) ⊗ CG modulo the relations
(2.1) Remark 2.2. We shall consistently use the shorthand notation H t,c = H t,c (G, h). Given a parameter function c, we defineč : S → C so thatč(s) = c(s −1 ). Since G is naturally a subgroup of GL(h * ) we can also consider the algebra H t,č (G, h * ). We shall use the abbreviated notation H t,č for H t,č (G, h * ). It will be important to us to consider certain naturally defined dualities between H t,c and H t,č . In formulae, we have λ s → λ −1 s if we exchange H t,c and H t,č . We shall always write y, y
Furthermore, if µ = 0, we have H t,c ∼ = H µt,µc , so the important cases are t = 0 and t = 1.
2.2. Formulae. As a vector space, [EG] we have
It is useful to have a formula for the last relation in (2.1) for a polynomial p ∈ C[h] = Sym h * , in the place of x ∈ h * .
Lemma 2.3. With the choices of eigenvectors made, we have, for all x ∈ h * and y ∈ h, that
⊥ , and also s(α s ) = α s − (1 − λ s )α s = λ s α s . Similar for s(y).
Remark 2.4. For the formulae for s −1 , we use that
Actually, we have ∆ s = ∆(s, α s ), but we shall typically omit the dependence on the choice of α s . One
Proposition 2.5. For y ∈ h and p ∈ C[h], we have, where
Proof. The proof will be by induction on the degree of p. We can assume p is a monomial. From Lemma 2.3, it is clear that the last relation of (2.1) can be written as
so the formula holds when deg p = 1. Further, we note that for any p
. That said, assuming the result is true for a monomial p of degree d, we have, for any x ∈ h * , that
and thus the result.
Proposition 2.6. For x ∈ h * and q ∈ C[h * ], we have, where
Proof. The proof is similar to the previous proposition.
Remark 2.7. The formulae of Propositions 2.5 and 2.6 do not depend on the choice of α s and α ∨ s made. Similar equations hold, mutatis mutandis, for
2.3. Grading. One regards H t,c as a Z-graded algebra by giving x ∈ h * degree 1, y ∈ h degree −1, and g ∈ G degree 0. Define the Euler element
where {x i } and {y i } are dual basis of h * and h, respectively. When G is a real reflection group, eu = 1 2 i (x i y i + y i x i ). The element eu is G-invariant and has the property that
This means that the grading considered for H t,c is inner, given by eu. When t = 0, eu is in fact central in H t,c . Throughout, we shall adhere to the following notation regarding graded modules for a graded C-algebra A. If Γ is an abelian group such that A is Γ-graded and X, Y are Γ-graded A-modules, then we shall write Homgr
is the Γ-graded module equal to X as a vector space and that satisfies X[γ] δ = X δ−γ , for all δ ∈ Γ. Then, Homgr 2.4. Duality. We recall a natural duality between H t,c and H t,č .
Lemma 2.8. The map γ : H op t,č → H t,c given by γ| h = id = γ| h * and γ(g) = g −1 , extends to an isomorphism between H op t,č and H t,c . Proof. We have to check that the map γ preserves the relations in (2.1). We have, for example,
Also,
and thus the relation follows, as α s −1 = µα s and α
Thus, if X is an H t,c -module, the linear dual X * is endowed with an H t,č -action via
for all h ∈ H t,č , v * ∈ X * and v ∈ X, where (·, ·) denotes the bilinear pairing between X and X * . This yields an H t,č -action for any H t,č -invariant subspace X ′ ⊆ X * . Denote also by γ the similarly defined homomorphism H op t,c → H t,č .
2.5. The centre of H t,c . The centre of H t,c is C when t = 0 [EG] . When t = 0, the algebra H 0,c has a large centre, in particular [EG, Go] 
As in [Go] , consider the dual morphism
The space X c (G) is called the generalised Calogero-Moser space [EG] . We are mainly interested in the fibre Υ −1 (0) over {0} × {0} ∈ h/G × h * /G considered in [Go] . As in loc. cit., define the restricted Cherednik algebraH
The algebraH 0,c is graded (with the grading inherited from H 0,c ), finite dimensional and it is isomorphic as a vector space with
G are the spaces of G-coinvariants. The simple modules for H 0,c are precisely the simple H 0,c -modules on which Z(H 0,c ) acts by an element of Υ −1 (0).
2.6. Category O. Let Rep(G) denote the set of finite-dimensional modules of CG and Irr(G) ⊆ Rep(G) be a (finite) set of representatives of the equivalence classes of the simple ones.
Definition 2.9 ( [GGOR] ). Let O t,c (G, h) denote the full subcategory of left H t,c -modules that are:
(1) C[h]-finitely generated, and
Similarly, one also defines the subcategory O t,č (G, h * ) of H t,č -modules.
The standard modules in O t,c (G, h) are defined as follows. If τ ∈ Rep(G) we shall consider the H t,cmodule
CG τ. where h * acts as 0 on τ . The costandard module associated to τ is defined as (see [GGOR, 2.3 
Following the standard notation (e.g., [EM, section 3.7] ), denote for every irreducible G-representation σ:
We write σ ∼ τ when this is the case.
Similarly, we have a categoryŌ for the restricted algebraH 0,c [Go] . The standard modules are the so-called baby Verma modulesM
with unique simple quotientsL c (τ ), τ ∈ Irr G. Every simple module is isomorphic to one and only onē L c (τ ). Consider the central character map:
The fibres of this map are called the Calogero-Moser (CM) families of Irr G. We write σ ∼ τ if σ and τ are in the same CM family. We say that L c (σ) and L c (τ ) are in the same block ofŌ if σ ∼ τ .
3. The Dirac index: local setting 3.1. The Clifford algebra. Set V = h ⊕ h * . We extend the natural bilinear pairing h * × h → C to a bilinear pairing (·, ·) : V × V → C, by declaring (y, y ′ ) = 0 = (x, x ′ ), for all y, y ′ ∈ h and x, x ′ ∈ h * . Let C = C(V, (·, ·)) be the Clifford algebra over C associated to V and the bilinear pairing indicated, with the relation
* is even dimensional, C has S = h as the irreducible spin module with Clifford action s : C → End C (S) given by
for all y ∈ h, x ∈ h * and ω ∈ S. Here, ∂ x is the odd-derivation on S characterised by ∂ x y = x(y), as usual. Now let S * = h * . Since the determinant pairing ·, · : S * × S → C defined by
and extended bilinearly to S * × S is nondegenerate, S * is identified with the dual of S. By means of the transpose map v t = −v for all v ∈ V and (ab) t = b t a t for all a, b ∈ C, the formula for the action s * : C → End C (S * ) on S * , dual to (3.2), becomes
for all ω * ∈ S * and x ∈ h * , y ∈ h. By restricting the Clifford action to C even , we get a decomposition S = S + + S − for C even -invariant subspaces S ± of S. Explicitly, S + = even h and S − = odd h. Fix a basis {y 1 , . . . , y r } of h * and a dual basis {x 1 , . . . , x r } of h. We define elements D x and D y in
and we set D = D x + D y . These elements were studied in [Ci1, Section 4.6]. There, formulae for their square were computed and invariance with respect to G was established. We recall these results next.
3.2. A formula for D 2 . Define the following elements of C:
As in [Ci1, Section 4.5] , each one of the maps s → τ s and s → τ ∨ s define embeddings of CG into C. Let ρ G : CG → H t,c ⊗ C be defined by extending
Proposition 3.1 (cf. [Ci1, Proposition 4.9] ).
ds s. Proof. Since the notation is different than in loc. cit., we present the short calculation. Firstly,
where we used that
as required.
Notice that Ω G is G-invariant, hence it acts by a scalar on every irreducible G-module σ. It is also important to recall that in the spin module S = h, 3.3. The local Dirac operator. We recall the definition of Dirac cohomology [Ci1] . Let X be a module in O t,c (G, h). The action of the Dirac element D defines a local Dirac operator
We may refine this notion by noting that the action of D maps X ⊗ S * ,+ to X ⊗ S * ,− . Denote the corresponding operators and Dirac cohomologies by
We may regard these definitions in the graded setting as follows. In the Clifford algebra C(V ), assign degree 1 to x ∈ h * and degree −1 to y ∈ h. Since the defining relations are (see (3.1))
this assignment defines a Z-grading on C(V ). The standard gradings on S = h (with degree −1 on h) and S * = h * (with degree 1 on h * ) make S, S * into graded C(V )-module. We regard H t,c ⊗ C(V ) as a Z-graded algebra (not bi-graded) with respect to the grading given by the total degree. Thus D is an element of degree 0 in H t,c ⊗ C(V ). This implies that D X is a graded operator for every graded module X in O t,c (G, h), and then H D (X) (respectively, I D (X)) is naturally a graded G-module (respectively, virtual G-module).
Definition 3.4. Let X be a graded module in O t,c (G, h). We say that X has an infinitesimal character if:
(1) when t = 0, eu acts on the d-th degree subspace X d of X by scalar multiplication by td + k X , where k X is a constant independent of d; (2) when t = 0, the centre of H t,c acts by scalars χ X on X.
Remark 3.5. A graded module in category O is of finite type [GGOR] , i.e., it is degree-wise of finite dimension.
Lemma 3.6. Suppose that X is a graded H t,c -module with infinitesimal character and σ an irreducible
Proof. This is immediate from Proposition 3.1 since −eu acts by −td − k X on this copy of σ and κ/2 acts by t(r/2 − ℓ).
Proposition 3.7. For every graded module X which has an infinitesimal character,
as virtual graded G-modules.
Proof. The proof is analogous to that from the setting of graded affine Hecke algebras [COT, Lemma 4 .1] but we need a little more care because the modules are infinite dimensional. Let n ∈ Z be a degree and consider D ± X,n , the restriction of the operators D ± X,n to the degree n components (X ⊗ S * ,± ) n of X ⊗ S * ,± . Notice that dim(X ⊗ S * ,± ) n < ∞ so that we are now in a finite-dimensional setting. Let σ be an irreducible representation of G and let (X ⊗S * ,± ) n,σ denote the isotypic component of σ in (X ⊗S * ,± ) n .
by the assumption that X has an infinitesimal character, we see that:
The point is that in both situations,
In the latter case, we have the complex of finite-dimensional G-representations:
The claim in the proposition follows by the Euler-Poincaré principle.
Corollary 3.8. Suppose that
(1) X is a subquotient of a standard module in O t,c (G, h), when t = 0; (2) X is any graded H t,c -module with infinitesimal character, when t = 0. Then, the index formula from Proposition 3.7 applies to X.
Proof. The corollary follows by noticing first that, when t = 0, every standard module satisfies the infinitesimal character condition. Secondly, since eu acts semisimply on a standard module, every subquotient also satisfies the infinitesimal character condition.
Here q is an indeterminate that we use to keep track of the degrees.
Proof. This is immediate from Proposition 3.7, since ch(
Dirac cohomology and infinitesimal characters.
The main general result about the Dirac cohomology H D (X) of a module X is that it determines the infinitesimal character of X. In the setting of rational Cherednik algebras, this is proved in [Ci1] , and it is the analogue of the theorem proved by Huang-Pandžić (see [HP] ) and conjectured by Vogan [Vo] for (g, K)-modules of real reductive groups.
Proof. When t = 0, this claim follows simply from Lemma 3.6. When t = 0, the proof is nontrivial and this is done in [Ci1, Theorem 5.8 and Corollary 5.10] in the ungraded setting. The proof in the graded setting is identical.
3.5. Character formulae. We can refine the character formula from Corollary 3.9.
Proposition 3.11. Let τ be an irreducible G-representation. There exist finite-dimensional graded G-
and:
− as ungraded representations, and moreover, if r is even, then
while if r is odd, then
Proof. Since the Dirac index is a virtual finite-dimensional graded G-module, we may write it as
where i t,c (τ ) ± are finite-dimensional graded G-representations satisfying (1). Part (2) follows from Theorem 3.10, since if σ occurs in the Dirac index, it must occur in the Dirac cohomology. The claim about dimensions in (3) 
have the same ungraded dimension. The last claim follows by tensoring with det h * in the formula
This finishes the proof.
3.6. Composition numbers. The Dirac index of a standard module is easy to determine.
Lemma 3.12. I D (M t,c (τ )) = τ , as graded G-modules.
The claim follows since the graded
If τ and σ are two irreducible G-representations, define the multiplicity polynomials
We introduce the Dirac index polynomials
Proposition 3.13. The matrix of Dirac index polynomials [d σ,σ ′ (q)] is inverse to the matrix of multiplicity polynomials [n σ,σ ′ (q)].
Proof. In the Grothendieck group, we write
Apply the Dirac index, which by Proposition 3.7, is additive:
From Lemma 3.12 and the definition of the Dirac index polynomials, we get
which proves the claim.
Remark 3.14. The similar results (and proofs) hold for the restricted algebraH 0,c . The difference is that
with d i being the fundamental degrees of G. This is because the graded character of 
The map ǫ is given by the H t,c -action: h ⊗ x → h · x. The maps d are given by
Proposition 3.15 ( [EG] ). In (3.7),
and the complex is a projective resolution of X.
Proof. This is proved in [EG, Theorem 1.8(i) ]: the identity d 2 = 0 is proved by a direct calculation, while the exactness of the complex by the standard technique of passing to the associated graded complex with respect to the filtration where the elements of V are given degree 1.
Let Y be another H t,c -module. To compute Ext .7) and take the cohomology of the resulting complex. We do this in the graded setting, where H t,c comes with the grading from before. Regard V = h ⊕ h * as a graded G-representation, where h has degree −1 and h * has degree 1 (same as in H t,c ). Assume that X and Y are graded H t,c -modules which are finite dimensional in each degree. Notice that the differential d preserves degrees, i.e., it maps (
) n for each degree n. Hence, (3.7) is a projective resolution in the graded complex. Apply Homgr Ht,c (−, Y ) and get the complex:
which, by Frobenius reciprocity, is equivalent to
Here, the induced maps d * are given by
Definition 3.16. Let X, Y be graded H t,c -modules of finite type. The graded Euler-Poincaré pairing is
By the previous discussion, this sum is finite and well defined.
Corollary 3.17. For X, Y graded H t,c -modules of finite type,
3.8. Elliptic pairings. Consider the Grothendieck group of graded G-representations R(G) gr with the graded character pairing σ, σ
Define the V -elliptic pairing
The previously defined notions can be related as follows:
Theorem 3.18. Suppose that X, Y are graded H t,c -modules of finite type.
(
Proof. The first formula follows immediately from the definitions and Corollary 3.17. For (3.11), notice first that
Corollary 3.19. For every irreducible G-representations σ and τ ,
where d σ,τ (q) is the Dirac index polynomial.
Proof. Immediate from Theorem 3.18, Lemma 3.12, and the definition of d σ,τ (q).
3.9. An example: t = 0, G = W (B 2 ). ForH 0,c of type B 2 and with constant parameter c, there is an interesting CM family consisting of the irreducible W (B 2 )-representations {11 × 0, 0 × 2, 1 × 1} (here we use Carter's notation via bipartitions for the irreducible W (B n )-representations). This is a particular case of the cuspidal CM families studied in [BT] and [Ci2] . The graded W (B 2 )-structures of the corresponding simple modules are:
These are obtained as follows. The modulesL(11 × 0) andL(0 × 2) can be constructed by requiring h and h * to act identically by zero, see loc. cit.. Then, to determine the graded character ofL(1 × 1), we can look at the graded characters ofM (11 × 0) andM (0 × 2), for example.
The graded character of
Applying Proposition 3.7, we find that the matrix of Dirac polynomials for the cuspidal block of {11 × 0, 0 × 2, 1 × 1} in this order is:
As an illustration of formula (3.6), the matrix of multiplicity polynomials for this block is
3.10. Another example: t = 0, G = W (G 2 ). We use Carter's notation for irreducible representations of W (G 2 ). These are:
, φ 2,1 , and φ 2,2 , where the first number is the dimension of the representation and the second is the lowest harmonic degree. ForH 0,c of type G 2 and with constant parameter c, there is a cuspidal CM family consisting of the irreducible W (G 2 )-representations {φ
The graded W (G 2 )-structures of the corresponding simple modules are:
The modulesL(φ 2 ) can be constructed by requiring h and h * to act identically by zero, see [BT] and [Ci2] . The structure ofL(φ 2,1 ) can be obtained by analysing the structure of the standard moduleM (φ ′ 1,3 ). The graded character of
. Applying Proposition 3.7, we find that the matrix of Dirac polynomials for the cuspidal block of {φ
As another illustration of formula (3.6), the matrix of multiplicity polynomials for this block is
integral-reflection representations
We construct, for the rational Cherednik algebra, analogues of the integral-reflection representations as in the theory of affine Hecke algebras and trigonometric Cherednik algebras [HO] , [EOS] .
4.1. Integral operators. In this subsection, we extend the ideas of [Gu] to the case of a complex reflection group. Denote by ·, · :
Here, an element x ∈ h * acts on h by the derivative ∂ x (y) = x(y), which is extended to any q ∈ C[h * ] by linearity and the Leibniz rule. We shall use the notation x(∂) = ∂ x . We also have a similarly defined operator ∂ y on C[h] for any y ∈ h. Note that the bilinear pairing above is an extension to Sym(h
The following lemma is well known:
denote the corresponding multiplication operators. Then µ x is dual ∂ x and ∂ y is dual to µ y , under the pairing ·, · of (4.1). 
Similarly to the heuristics of Gutkin [Gu] , we can think of these operators as the line integral from s −1 (y) to y, respectively s −1 (x) to x:
q.
Lemma 4.3. For all x ∈ h * and y ∈ h, the integral operators defined above satisfy
Proof. Our arguments are similar to those of [Gu] . For the first two identities, pick a pair of basis ({x j }, {y j }) in duality with the property that x 1 = α s /2 and s(x j ) = x j , if j > 1. Note that y 1 = α ∨ s . Write η j = x j (y), so that we can write y = (η 1 , . . . , η r ), with respect to (x 1 , . . . , x r ), where r = dim h. Then,
after a change of variables. Since ∂ yj is the j-th partial derivative in these coordinates, it is then clear that [∂ yj , I s ] = 0, if j > 1. This and s(y j ) = y j for j > 1 implies
from which we conclude
If we write y = x 1 (y)y 1 + j>1 x j (y)y j , it follows from the above that
proving (2). For the last identities, we use the pair of basis ((y j ), (x j )) in duality with y 1 = α ∨ s /2, s(y j ) = y j for j > 1, which implies x 1 = α s . The integral operator can be written as
where x = (ξ 1 , . . . , ξ r ) with respect to the coordinates (y 1 , . . . , y r ). The rest is similar.
Proposition 4.4. Via the pairing ·, · of (4.1), the operators ∆(s, α s ), I(s, α s ) :
• q . We note that s • = s −1 for any s ∈ S. That said, we follow the arguments of [Gu] in the case of real reflection groups. The operator ∆ s = ∆(s, α s ) is defined by the equation
in End(C[h]). We note that this equation is independent of the choice of α s . Therefore, the operator dual to ∆(s, α s ) must verify the equation 
as required. The proof for I(gsg −1 , g(α ∨ s )) is similar. Proposition 4.7. A reflection s ∈ S has an expansion in the formal completion of the Weyl algebra acting on
We shall show that
which is a finite sum. The proof will be by induction on d = deg(p). By linearity, it is sufficient to assume that p is a monomial. From Lemma 2.3, the result is true for d = 1. Now suppose (4.3) holds for a monomial p of degree d. Write ∂ = ∂ α ∨ s and note that
Then, from s(px) = s(p)s(x) and using (4.3), we compute
and the result follows from (4.4).
Corollary 4.8. The following expansions hold in the formal completion of the Weyl algebra acting on C[h]:
Proof. It is immediate from Proposition 4.7 and from µ αs
As indicated in the proof of Proposition 4.7, the expansions above are well defined in End(C[h]), as they end up being a finite sum. By exchanging α s and α Proof. Choose a basis of h so that y 1 = α ∨ s /2 and s(y j ) = y j for j > 1. Then, ∂ αs q = 0 means that q is a polynomial in y 2 , . . . , y r , from which s(q) = q. For the in particular, pickq = α ∨ s 2 q and the result follows from Lemma 4.9.
Lemma 4.11 (Integration by parts). For any q 1 , q 2 ∈ C[h * ], it holds that
, from Lemma 4.3, and thus the result.
Dualised induced modules. If τ
* ∈ Rep(G), we shall consider the standard H t,č -module
Ht,č CG τ * and the projective H t,č -module
Ht,č CG τ * .
As linear spaces, we have M t,č (τ
given by the products of the pairings in (4.1) and the natural pairing between τ * and τ :
and (z * , z) ∈ τ * × τ . We shall also denote by ·, · the similarly defined nondegenerate pairing between C[h * ] ⊗ τ * and C[h] ⊗ τ . Dualising the natural left multiplication action of H t,č using ( ·, · , γ), we obtain modules for H t,c .
Theorem 4.12. The linear space M t,c (τ ) = C[h] ⊗ τ endowed with operators Q(x), Q(y) and Q(s), for x ∈ h * , y ∈ h and s ∈ S defined by
extends to a module for the Cherednik algebra H t,c . As before, d s = 1−λs 2 . Proof. The Q-operators above are dual to the operators on M t,č (τ * ) induced by the left multiplication on H t,č . But, one can actually check the defining relations by hand. Note that, for all y ∈ h, x ∈ h * , p ∈ C[h] and z ∈ τ , we have
where we used Lemma 4.3. For the other relations in (2.1), using that s • ∂ y • s −1 = ∂ s(y) and s • µ x • s −1 = µ s(x) , one can easily show that Q(s)Q(y)Q(s −1 ) = Q(s(y)) and that Q(s)Q(x)Q(s −1 ) = Q(s(x)). It is also straightforward to show [Q(y), Q(y ′ )] = 0. It is less straightforward but still true that [Q(x), Q(x ′ )] = 0, as will be shown next.
Proof. First of all, we claim that there exists an operator Ψ s ∈ End(C[h]) such that for any x ∈ h and any reflection s ∈ S we have [
Then, one computes using Corollary 4.8 that
The first and last summands clearly vanish, as well as the middle one, since [µ 
and a ∈ CG. Here, ·, · is the polynomial pairing of (4.1). Note that
, where ∼ = here means linearly isomorphic. Therefore, J is a well-defined map that induces bijections in each degree. All that is left to show is that J intertwines the H t,c -action. It is immediate to check that J(Q(y)p 0 ) = y · (J(p 0 )). Also,
And finally, we have
ds I s , it follows that the last expression equals J(Q(x)p 0 )(p ⊗ a ⊗ q), as required.
Proof. Twisting with τ ∈ Rep(G) the isomorphism of the previous lemma, we get M t,c (τ ) ∼ = M ∨ t,c (τ ).
In particular, M t,c (τ ) has a unique irreducible submodule, namely, L t,c (τ ).
Definition 4.17. A nonzero vector in
Proof. From [GGOR, Lemma 2.12 1 − s) . Then, ζ c,ǫ acts on the reflection representation h by a scalar h c,ǫ , and in its dual h * by h * c,ǫ . These scalars satisfy
Proof. Using that ζ c,ǫ is in the centre of CG, it is straightforward, by computing the traces.
Remark 4.20. When G is a real reflection group, we have that h ∼ = h * and both scalars above agree. 
On the one hand, Q(y)(1 ⊗ z ǫ ) = 0 for all y ∈ h and Q(s)(1 ⊗ z ǫ ) ∈ C(1 ⊗ z ǫ ), for all s ∈ S. On the other, for any x ∈ h * , we have
The result follows from Lemma 4.19.
Corollary 4.22. Suppose G is a real reflection group and c ∈ C. Then, L t,c (ǫ) is one-dimensional if and only c = ǫ(s 0 ) t h , where h is the Coxeter number of G and s 0 is any reflection in G. Proof. In this case, h c,ǫ = (2|S|/r)cǫ(s 0 ) = hcǫ(s 0 ).
4.3. The module X t,c (τ ). We now construct an integral-reflection representation dual to the projective module X t,č (τ * ).
Theorem 4.23. The linear space
⊗ τ endowed with operators Q(x), Q(y) and Q(s), for x ∈ h * , y ∈ h and s ∈ S defined by
extends to a module for the rational Cherednik algebra H t,c . As before, d s = 1−λs 2 . Proof. The proof of this theorem is similar to the (Q, M t,c (τ ))-case.
We note that X t,c (τ ) is not in O t,c (G, h). Now, for any n ∈ Z ≥0 denote by C[h * ] ≤n the subspace of C[h * ] consisting of polynomials of degree at most n and C[h * ] n the subspace of homogeneous degree n polynomials. Note that C[h * ] n is a CG-module for each n ∈ Z ≥0 .
Definition 4.24. Let τ ∈ Rep(G). Put F −1 (X t,c (τ )) = 0 and for each n ∈ Z ≥0 , define
This defines an ascending filtration of X t,c (τ ) of C-vector spaces
Proposition 4.25. Let τ be a finite-dimensional representation of G and n ∈ Z ≥0 . Then:
Proof. Item (1) follows directly from the expressions of the Q-operators defined in Theorem 4.23. For (2), note that
with the H t,c -action on M t,c (τ ) as in Theorem 4.12. The proof of (3) is similar. For (4), assuming by induction that
the result follows as O t,c (G, h) is closed for extensions.
Lemma 4.27. The h-singular vectors of X t,c (τ ) are the nonzero vectors in
Proof. The first statement is obvious since Q(y) = ∂ y ⊗ 1 ⊗ 1. The second part follows again from [GGOR, Lemma 2.12].
Dirac operators: global setting
5.1. The global Dirac operator. Let τ be any finite-dimensional representation of G and τ * the contragredient representation. Start with the module X t,č ( τ
, z * ∈ τ * and ω * ∈ S * . Because the action of x j and y j on the H t,č -part is by right multiplication, it is clear that the natural action of H t,č by left multiplication commutes with the operatorĎ τ .
Definition 5.1. Let τ ∈ Rep(G) and put τ = τ ⊗ S ∈ Rep(G), where S = h is the spin module of
for all ξ ∈ X t,c ( τ ) and φ ∈ Xč( τ * ). Here, ·, · is the pairing of (4.5).
It follows from the definition that D τ commutes with the Q-action of H t,c on X t,c ( τ ). Our next task is to compute an explicit formula for the action of this operator. In order to do so, for each 1 ≤ j ≤ r, define the elements
We also make the following: [DJO] and [DO] .
. This takes care of the first term of (5.5). For the second term, we have
Expanding the bracket [p, y j ] in H t,č (using Proposition 2.6), dualising, exchanging s by s −1 in the sum, using α s = j α s (y j )x j and observing that d
, we obtain the equation
. From the straightforward equation
, we can rewrite (5.6) as
From (5.7) and, again, the fact that α s = j α s (y j )x j , we obtain the desired equation.
5.2. The square of D τ . Define the following elements: Lemma 5.6. The following identities hold in End(X( τ )):
Proof. Clear, since in each case the part that acts on C[h] ⊗ C[h * ] ⊗ τ commutes while the Clifford algebra part anti-commutes.
For the next identities, given τ ∈ Rep(G), if convenient we shall omit from the notation the tensor legs in which an operator of X t,c (τ ⊗ S) acts as the identity (e.g., κ = 1 ⊗ 1 ⊗ 1 ⊗ κ, etc., where κ was defined in (3.4) ).
Lemma 5.7. Suppose that τ ∈ Irr(G). The following identities hold in End(X t,c (τ ⊗ S)), where r = dim h:
Proof. For (5.9), we break the sum i,j = i=j + i =j and write
and thus the claim. Finally, for the last equation, we get that the left hand side equals:
finishing the proof.
Corollary 5.8. We have
Proof. Just apply (5.10) and (5.11), in view of the definition of the dualised Dunkl operators in (5.3).
Proposition 5.9. If τ ∈ Irr(G), we have the following formula for the square of D τ in End(X t,c (τ ⊗ S)):
Proof. When we compute D 2 τ , using (5.4), the terms that survive the cancellations of Lemma 5.6 are i,j
which were treated by Lemma 5.7 and Corollary 5.8.
Corollary 5.10. Let σ, τ ∈ Irr(G). Suppose that σ occurs in the subspace
τ acts on this copy of σ as the scalar
Proof. This is because on
, and κ acts on ℓ h by 2ℓ − r. For the second claim, recall that L c (σ) ∼ = Q(H t,c ) · σ by Lemma 4.27.
5.3. The kernel and cokernel of D τ . Since D τ commutes with the Q-action of H t,c , it is clear that both the kernel and the cokernel of D τ are H t,c -modules. In this subsection, we show that when t = 0, actually, they lie in category O. Before that, we state a corollary from the constructions made so far:
Corollary 5.11. Let z = 0 be a fixed vector in τ . Then, the operator
It follows that the kernel of D τ contains a copy of M t,c (τ ) realised on the subspace
Proof. The formula is clear from (5.4). As for the second statement, it follows from the description of the Q-operators action on the subspace
We recall that H t,c ⊗ C is viewed as a Z-graded algebra graded by total degree, in which h has degree −1, h * has degree +1 and CG has degree 0 (note, in passing, that the elements τ ∨ s and τ s of (3.4) are, therefore, in degree 0, which is consistent with the fact that they act as s or s −1 in the spin modules). We give the module X( τ ) a similar grading. Denote
. This is the grading we shall be considering in this subsection. Two observations are important for what comes next: (i) the operator D τ is homogeneous of degree 0 and (ii) D τ commutes with the G-action (by means of the Q-operators). It follows that D τ is an operator on the isotypic components X( τ ) n,σ = X t,c ( τ ) n ∩ X t,c ( τ ) σ , for each σ ∈ Irr(G) and n ∈ Z.
Theorem 5.12. Suppose t = 0. The kernel and the cokernel of D 2 τ are in O t,c (G, h). Proof. We start with the kernel. Fix σ ∈ Irr(G). For n, m ∈ Z write
That is, X( τ ) n,σ {m} is the direct sum of all spaces in the degree-n piece X( τ ) n,σ with a fixed m ∈ Z, which we can assume to be in Z ≥0 . Note that D 2 τ does not preserve X( τ ) n,σ {m}. However, from (5.12) it satisfies the equation
where ∇ was defined in (5.8) and µ(m) = N c (τ ) − N c (σ) + t(m − n) is a scalar that only depends on m (we recall that d + ℓ = m − n in the space we are considering). Now let ξ = m0 m=0 ξ{m} be any element in X( τ ) n,σ , written in terms of the decomposition (5.13). Assume that the element ξ{m 0 } in the biggest m-indexed part is nonzero. We then have
Since there are only finitely many possibilities for d ∈ Z ≥0 for which an equation
is true, it follows that there exists d 0 ∈ Z ≥0 such that ξ ∈ F d0 (X t,c ( τ )) (see Definition 4.24). It follows that ker(D 
. We shall show that there exists a sufficiently large d ∈ Z such that F d (X t,c ( τ ) σ ) surjects onto K σ , when we take the canonical projection. Fix n ∈ Z and σ ∈ Irr(G). Decompose X( σ) n,σ as in (5.13). We have two possibilities: either the scalar µ(m) of equation (5.14) is nonzero, for all m ∈ Z ≥0 , or there exists values of m for which it becomes zero. The first case implies that X( τ ) n,σ is actually in the image of D 
there are only finitely many possibilities for d so that (5.15) holds. Thus, for a sufficiently large d ∈ Z ≥0 , we have that F d (X t,c ( τ ) σ ) surjects onto K σ , and, since Irr(G) is finite, we are done. 
Note that X t,c ( τ ) ε is an element of the category O 
Since the Euler-Poincaré principle also holds in this category [We, Chapter II, Proposition 6 .6], we obtain,
identities in Grothendieck group of O ln t,c (G, h). Therefore, the indices defined above agree, up to a sign. In particular, the index is in category O for all parameters t, c.
From Proposition 4.25 we obtain the identity
Using (5.16) and (5.17), we get
On the other hand, we know that the graded G-character of
, for all d, and we are done. 
Notice that D τ preserves the space of h-singular vectors. Define: 20) where
Clear by comparing the degrees of these operators.
Recall the Koszul resolution:
Notice that d = −1/2 j µ yj ⊗ s(x j ), in other words, when t = 0 the first term in η is −2td and we can
Lemma 5.18. (a) ∆ 2 = 0 and η 2 = 0; (b) ∆d + d∆ = deg, where deg : (5.19 ) is a resolution and so
Proof. Formulae (a) are immediate since the terms in the left side of the tensor product defining ∆ or η commute while the ones in the right side anti-commute. Part (b) is easy and well known from the classical Koszul resolution.
Remark 5.19. The complex η (5.20) is the dual and the generalisation (for arbitrary τ ) of the one defined in [DO, sections 2.2-2.3] for t = 1 and τ = triv.
5.5. The dual Dunkl-Opdam complex. In this subsection, we assume that t = 1. To emphasise the dependence on the parameter c, write η(c) for the complex (5.20):
and H i (η(c)) for its homology groups, 0 ≤ i ≤ r. In particular, η(0) = −2d which has H i (η(0)) = 0 for i > 0 and
The following result is the analogue of [DO, Theorem 2.9 and Corollary 2.14], with a very similar proof.
Theorem 5.20. The following are equivalent:
Proof. We follow closely the proof of [DO, Theorem 2.9] . That part (i) implies (ii) follows immediately from the graded Euler-Poincaré principle:
For the other direction, denote for simplicity
, and we construct inductively a linear map V(c) :
, and which satisfies (1) V(c) is the identity operator on
Firstly, let us assume that such V(c) has been constructed. We claim that V(c) is a linear isomorphism. Suppose not and let m be the smallest nonnegative integer such that V(c) is not an isomorphism on K 
. But this is a contradiction since we have assumed that p is not in the image of V(c).
Similarly, one can prove that V(c) is in fact unique. Since g · V(c) · g −1 for g ∈ G also satisfies (1),(2),(3) when V(c) does (because η(c) is G-invariant), we see that in fact V(c) is also G-invariant. Now, since V(c) gives an isomorphic intertwiner between η(c) and η(0), we have that the homology groups are the same, and in particular (i) holds.
It remains to construct V(c) inductively under the assumption that (ii) holds. Take m ≥ 1 and suppose V(c) has been constructed on K • i for all i < m (the base case is given by (1) and (2) (1) Condition (ii) in Theorem 5.20 is equivalent with the requirement that
(2) It would be interesting to determine the precise parameters c for which the homology of the complex is nontrivial, and in such cases, determine the homology groups. This would be a generalisation of the results obtained in the case τ = triv in [DJO, DO] . Consider the particular case (a). Denote by vol = y 1 ∧ . . . ∧ y r ∈ S, the canonical generator of the top degree space in the spin module. Also, let
where, as usual, the symbolŷ j , means we omitted y j .
Proposition 5.22. On X( τ ) r 0,d , we have:
Proof Proof. By the previous proposition and since t + h c,ǫ = 0, 
Proof. It is easier to use (5.7). Since
Then, we write λ
Since y j are linear independent in h, we see that D τ (0, 0, ℓ) = 0 if and only if t xj (τ ) = 0 for all j. Hence:
, where
5.7. Local-global relations. We relate the kernel of the global Dirac operator to that of the local Dirac operator. This is, of course, inspired by the ideas from the classical setting of Dirac operators on symmetric spaces [AS] , [Pa] , [Vo] . Let τ be a G-representation. We shall use repeatedly the duality
We begin by observing that our integral-reflection module X t,c ( τ ) is an explicit realisation of the (Z × Z)-graded dual of the projective module X t,č ( τ
In the previous identity, the G-module τ * ∼ = C ⊗ C ⊗ τ * is in degree (0, 0). Note that, even though X t,č ( τ * ) and X t,c ( τ ) are naturally (Z × Z)-graded vector spaces, we can view them as Z-graded vector spaces by taking total degrees. We then have the following: 
, which equivalently can be written as Hence, the submodule of X t,c (τ ⊗ h) generated by ξ 0,2k specified in the statement is in the kernel. We claim that for any 0 ≤ j ≤ 2k, we have Q(x j )(ξ 0,2k ) is nonzero. Indeed, note that Q(x j )(ξ 0,2k ) = (a 0 1 ⊗ 1 + a 1 x ⊗ y + · · · + a j x j ⊗ y j )y 2k−j ⊗ z τ ⊗ y,
for scalars a i ∈ C. Note that a 0 = (2k)(2k − 1) · · · (2k − j + 1), so Q(x j )(ξ 0,2k ) = 0 for j ≤ 2k. We thus obtain a polynomial expression for Q(x 2k )(ξ 0,2k ) with constant term equal to (2k)!. Applying x once more we get Q( In the rest of this section, we shall say that the parameter c is regular if c / ∈ 1 2 + Z. As is suggested by Lemma 5.32 and we shall shortly see, the kernel of D − τ will be nonzero only if c is not regular. We now explicitly determine the kernel and cokernel of the operators D (τ ⊗ sgn). These are the possibilities for ξ ∈ F 0 (X 1,c ( τ )).
For the other case, upon replacing ξ by Q(y m )ξ, for a sufficiently big m, we can assume that ξ ∈ C⊗C[y] ≤n ⊗C τ ⊗ h, for an n > 0. From Corollary 5.11, we have D τ is never zero on C⊗C Proof. For each n ∈ Z, consider the diagonal spaces P n = ⊕ m−d=n X t,c ( τ ) 0 m,d , with m, d ∈ Z ≥0 . It is then clear that X t,c (τ ⊗ 0 h) = ⊕ n∈Z P n . From the previous Lemma, we get that P n = 0 in coker(D − τ ), if n < 0. We now claim that, modulo the image of D − τ , each subspace P n is one-dimensional and represented by X t,c ( τ ) n,0,0 = C[x] n ⊗ C ⊗ C τ ⊗ C, for n ≥ 0. The claim will finish the proof. But for that, note from Lemma 5.31 that 
