An earthquake warning system has been developed to provide a time series profile from which vital parameters such as the time until strong shaking begins, the intensity of the shaking, and the duration of the shaking, can be derived. Interaction of different types of ground motion and changes in the elastic properties of geological media throughout the propagation path result in a highly nonlinear function. We use neural networks to model these nonlinearities and develop learning techniques for the analysis of temporal precursors occurring in the emerging earthquake seismic signal. The warning system is designed to analyze the first-arrival from the three components of an earthquake signal and instantaneously provide a profile of impending ground motion, in as little as 0.3 sec after first ground motion is felt at the sensors. For each new data sample, at a rate of 25 samples per second, the complete profile of the earthquake is updated. The profile consists of a magnituide-related estimate as well as an estimate of the envelope of the complete earthquake signal. The envelope provides estimates of damage parameters, such as time until peak ground acceleration (PGA) and duration. The neural1 network based system is trained using seismogram data from more than 400 earthquakes recorded in southern California. The system lhas been implemented in hardware using silicon accelerometers and a standard microprocessor. The proposed warning units can be used for site-specific applications, distributed networks, or to enhance existing distributed networks. By producing accurate, and informative warnings, the system has the potential to significantly minimize the hazards of catastrophic ground motion.
motion is processed at the site in real-time, and a continuous estimate of hazardous ground motion, which has not yet arrived at the site, is provided. This approach to real-time earthquake warning presents several advantages. For instance, since it is implemented at one location, for example next to a nuclear reactor, determining the location of the earthquake focus is not of primary importance, since the shaking of the ground arriving at the detection site is being analyzed regardless of the direction or distance of the earthquake's origin. Development and maintenance costs are low. The system can be easily implemented on a personal computer or integrated into an imbedded system. Also, a powerful feature is that the system can potentially replace each element in a regional network for increased warning times as well as enhanced reliability.
Often, what is termed a real-time or near real-time system provides warning after transmission delays and extensive processing of sensor data. This can shorten warning time by many seconds up to several minutes. We define a "realtime" system in three ways. First, the system must provide useful estimates of any incoming hazardous earthquake, regardless of distance or direction. Second, estimates must begin within 1 sec after the first arrival of earthquake ground motion for any particular earthquake. Third, warning updates must be updated at least 10 times per second as the earthquake emerges. The neural network based system described in this paper provides estimates within 0.3 sec after the first arrival occurs and is updated every 0.04 sec.
For the purpose of this study, we identify two major areas of earthquake signals: the primary arrival and the secondary arrival. In many earthquakes these arrivals are felt as an initial jolt followed by another shock seconds later. Each of these two arrivals consist of many individual elastic waves that have traveled from the earthquake focus or source location to recombine at the recording site as a function of their respective velocities, focal distances, and propagation paths. Body waves propagate within a body of rock and appear in the first arrival. The fastest of these body waves, the primary, or P-wave, is the first elastic wave to reach the recording site. The secondary arrival contains body and surface waves such as S , Rayleigh, and Love waves. These later arriving waves often produce both horizontal and vertical ground motion whose peak velocities, peak accelerations, and duration of time over which the shaking occurs often tend to cause significant damage to structures (Bolt, 1978) . One type of these later arriving waves, the regional surface wave (L, and Rg), is composed of a family of trapped waves that travel through the earth's low velocity crust. The crust acts as a waveguide that provides little attenuation loss. The interaction of these waves as they propagate can produce considerable amplification of ground motion near the surface. This is called the free stirjace effect and occurs when upgoing and downgoing reflected waves are in phase and of considerably greater wavelength than the thickness of the crust (Reiter, 1991) .
Our results indicate that the first moments of the seismic activity from an emerging earthquake can be used to estimate the size and duration of later arriving waves. For example, an estimate of the source azimuth can be obtained from the Pwave segment of a three-component seismogram signal. In addition, the integral of P-wave amplitudes will often correlate to the magnitude of the earthquake (Leach, et. al., 1993) . Also, anelastic attenuation will selectively damp out higher frequencies as the wave propagates. and spectral characteristics of the seismic signal can be used to produce an estimate of the source distance.
Depending on the earthquake distance, the first arriving energy could provide up to tens of seconds of warning at the detection site. The length of warning time varies as a result of the different velocities at which the elastic wave energy travels. For example, using a L velocity of 3 kdsec, a Pg velocity of 6 km/ sec, and an hypocentral distance of 208m from the detection site, the L, effects will be felt about 4 sec after the onset of the earthquake. If the detection system is designed to alarm at the L'c arrival within 1 sec after the onset of the earthquake, about 3 sec of warning time is available. At a distance of 100 knn, the wannirng time increases to about 15 sec. Using later arriving warning parameters such as the peak ground acceleration (PGA) will increase warning times. Many site-specific warning systems that are in use today wait for ground motion measurements to exceed a preset threshold. Simple thresholding almost always results in serious false alarm issues. Artificial neural networks (ANN) offer a promising new approach that avoids many of the limitations of present systems.
Neural networks are nonlinear systems that use parallel processing units and have proven to be extremely powerful in the analysis of complex patterns and signals (Dowla, et. al. 1990; Hopfield 1988 ). The ANN can adaprively "learn" the nonlinear function of the paths of the primary and secondary waves from the sensor to the earthquake source. A neural network can be "trained with either recorded or synthesized seismograms. ANN'S are stable, they are able to generalize (Hopfield 1987) , and are less sensitive to noisy and spurious input. Most importantly, once trained, neural networks are compact and operate at speeds that make them ideal for real-time applications. They can easily be implemented in a compact integrated circuit.
The three-layer perceptron or conjugate gradient backpropagation neural network (Johansson et al., 1992) was used in this study for its ability to form arbitrary complex decision regions and separate meshed classeis. The coimplexity and apparent overlap of features within the earthquake P-wave segments made this an attractive option. Because of the many different types of ANNs, an adequate discussion of the taxonomy and applications is beyond the scope o f this paper. 
DATABASE
The earthquakes used in this study were recorded by the Lawrence Livermore National Laboratory (LLNL) seismic observatory station at ,Landers, C'alifomia and are shown in figure 2. Landers is located at 34.39" latitude by -116.41" longitude. Using United States Geological Society (U!SGS) records. We located earthquakes that occurred in the region surrounding Landers from January 1, 1988 to December 31, 1992. A window bounded by 32.2" to 36.5" latitude to -118.8" to -113.8" longitude was used. 
EXPERIMENTAL METHOD
In the first of two phases, a neural network is trained to estimate earthquake scale using the architecture shown in figure 3a . Fifty randomly chosen earthquakes were removed from the original 434 earthquakes in the data base. These 50 earthquakes were not part of the training process and were set aside for neural network performance measurements. The remaining 384 earthquakes were used to train the neural network. The training input for each training example consisted of the 30 parameters. Each of the 384 earthquakes provided six training examples by using six different window sizes (At). The total number of training examples was 2304. Once trained, previously unseen examples were fed through the network, and neural network scale estimates were produced. Neural network architectures used in this study: (a) neural network used to estimate scale of the earthquake; (b) neural network used to estimate earthquake profile. In both cases, a 3-layer conjugate gradient backpropagation network was used.
In the second phase, a separate neural network was trained to estimate earthquake profile using the architecture shown in figure 3b. This network was trained with the 2304 examples described in the first phase, having removed the same 50 randomly chosen earthquakes. The training output for each earthquake in the second phase was the normalized earthquake profile. The training input for both phases was identical. Again, once tmined, unseen examples were fed through the network, but in this phase, neural network profile estimates were produced.
RESULTS AND DISCUSSION
The earthquakes used in this study were, in general, weak motion. regional events with distances ranging from 20 to 294 km. Earthquake magnitudes varied from 2.5 to 4.4 ml. We are currently increasing this range to include strong motion earthquakes. Earthquake focal distance measures tended to dominate the scale values due to the relatively limited range of magnitudes.
The input derived from the earthquake onset to 1 sec after the onset (At = 1 ) in the 50 previously unseen earthquakes were fed-forward through the trained neural network to produce scale estimates. We emphasize thait the scale neural network can produce estimates at any time after the earthquake arrival, regardless 3f earthquake distance or magnitude. However, a fixed value of I sec was selected [or two purposes. First, it illustrates that the network can perform well even when 'orced to interpolate using window sizes different from training set window sizes. Secondly, a reasonablly accurate estimate after 1 sec will offer useful warning time n general, as seen in figure 1 . Results are illustrated in the scatter plots in figure 4 . Two magnitude stimates, the local PGA, and the cumulative absolute velocity (CAV) were Jculated using the first second of the 384 earthquake training examlples. A gression analysis was done using these measures as well and the true scale of ich earthquake. Figure 4a shows the true scale values for the 50 removed uthquakes plotted against the regression-produced PGA estimates. Figure 4b lows the true scale values again plotted against the regression-produced CAV ;timates. Figure 4c shows the true scale values plotted against thle neural network :ale estimates with Af = 1.
The PGA and CAV generated estimates of figures 4a ancl 4b each in itself .educes a scale estimate with a positive correlation to true scale. However, the :urd network is able to improve the correlation. The network is using t hLe IPGA id CAV measures as input during training and has the ability to use these uameters to form its estimate. The network results are also con,sistent acioss the range of scale values. The regression estimates are less accurate at lower scale values. This illustrates the tolerance of the network to noisy input, as the lower scale values correspond to lower magnitudes, and large focal distances correspond to poor signal to noise.
In a second experiment, neural network estimates of scale values as a function of At were obtained to examine the emergent properties of the scale estimator as well as the accuracy at widely different scale values. In larger earthquakes, the faulting may continue for many seconds. The system must be continually updated during the evolution of the earthquake source. For example, there is little difference between magnitude estimates for moderate and large earthquakes in the initial (0.5 sec) portion of the signal (Anderson and Chen, 1995) . To examine the emergent capabilities of the system, each earthquake was fed into the trained neural network scale estimator 1.5 times, using values of At ranging from 0.2 to 10 sec. The results obtained from 4 arbitrary earthquakes are listed in figure 5 . Overall, the network scale values were excellent as the earthquake emerged for 10 sec. A warning system that incorporated a running average of these values would perform quite well as a scale estimator in this case.
The initial scale estimates of the emerging earthquake in figure 5 appear somewhat unstable. This is caused partly by inadequate window sizes, which result in poor earthquake signal spectral representation. In addition, the portion or percentage of the input window relative to the complete primary wave is quite small, especially as focal distance increases. The network is forced to make a decision on a very short 'look at the primary wave. As the earthquake emerges, the scale estimates tend to converge to reasonable values. Note that the network has an overall tendency to overestimate, which is a desirable property in a warning system, given that the overestimation is minimal.
In the second phase of the study, we trained a second neural network to estimate earthquake profile. Again the input derived from the earthquake onset to 1 sec after the onset were fed-forward through the trained neural network. Results for the same set of 50 previously unseen earthquakes with At equal to 1 produced 50 profile estimates. The correlation coefficient (C,) between the true earthquake profile and the neural network profile estimate was calculated. The correlation coefficient provides an indication of how well the shape of the two profiles match. The C, for all 50 pairs of earthquake and neural network signals is plotted in figure   6a .
One might conjecture that the neural network is doing little more than producing the average shape of the 384 earthquakes in the training set. To address this concern, the average magnitude of all the earthquake envellopes in the training set was correlated against each earthquake envelope in the training set and is shown in Figure 6b . The result clearly illustrates that the neural network has learned to predict the overall shape of the emerging earthquake signal tetter than a simple average of the training set. Neural network profile estimates were better than the simple mean of the earthquake profiles in 88% of the 50 earthquakes tested.
-~~. 5~~~:~ The correlation coefficient C, between the true earthquake profile and the neural network profile estimate is shown in (a) for 50 previously unseen earthquakes. Likewise, the correlation coefficient C, between the true earthquake profile and the average earthquake signal is shown in (b) for the same 50 earthquakes. Values were calculated using only the first second of earthquake signal.
To examine the emergent properties of the profile estimator, neural network estimates of earthquake profile as a function of Ar were examined. The results of one of the earthquakes are shown in figure 7, which contains earthquake neural network profile estimates for At values of 0.2,2.0,4.0,6.0, and 8.0 sec. The earthquake shown in figure 7 has a magnitude ml of 3.2 and a focal distance of 46 km. It is clear from this example that profile estimates improve as At increases.
Ave earthquake profile vs earthquake profile 
ERROR MEASURMENTS IN A SIMPLE WARNING SCENARIO
It is difficult to establish a general criteria for the measurement of hazard. Safety is relative to many variables such as population density, the age of structures, location of hazardous materials, etc. However, to demonstrate the utility of the neural network performance, a simple warning scenario is now presented.
We begin by accepting the accuracy of the earthquake scale estimates as shown in figure 6c . From the normalized range of scale values 0.0 to 1.0, we define an arbitrary warning scale level of 0.58. All feed-forward input for both scale and envelope estimates in this scenario was prepared using the first 1.0 sec of each earthquake tested. Fifty previously unseen, randomly picked earthquakes were fedforward through the trained scale estimate neural network. Ten of the resulting fifty neural network scale estimates exceeded 0.58 and were classified as hazardous. Figure 8a illustrates the 50 earthquake scale values, warning level, and the distribution of hazardous and nonhazardous events. The ten hazardous earthquakes were passed through the profile neural network, which produced an envelope estimate. From these ten envelope estimates, the system error was measured for three vital parameters: the time within the secondary signal at which strong shaking begins, the time where hazardous shaking ends, and the duration of the shaking. Each earthquake output envelope signal is modeled by an exponentially decaying signal. The neural network envelope signal is modeled by a second exponentially decaying signal. Figure 8b illustrates an earthquake envelope signal with the exponential model superimposed. The first of the three hazard parameters measured is the time corresponding to the location of the peak of the exponential, which we define as the hazard begin time or fllo. The second hazard parameter is defined as the time corresponding to when the exponential model drops to below the arbitrary value of 25% of its maximum peak. This time is defined as the hazard end time or the. A third hazard parameter Atll is the duration of the hazard, which is simply the time between rILb and the. These parameters were used to measure system performance for hazard start, stop, and duration time. Table 1 lists the system performance and error for estimation of Ath, t/lo, and til, in both the true earthquake signals as well as the neural network estimates for the ten earthquakes that fell above the hazard line in Figure 8a .
The results of Table 1 show that the neural network was able to (accurately estimate the hazard start, stop, and duration time. In most cases, the start erxor was small or positive, which is desirable because a large negative start time indicates warning after the hazard has begun. The duration errors were quite low, which may be due to the simplicity of the exponential model used as well as the distribution of the data base with respect to distance and magnitude. In the worst cases;, the start and stop times were each about four seconds early. This apparent shift, as well as a somewhat lack of error increase as a function of distance, indicate that the dlistance related input to the neural network is weak and should be improved. In future work, we plan to add a distance estimate to the training input, which would presumably be available from existing regional seismic networks. This could improve the performance in a symbiotic manner using distributed warning networks in conjunction with a trained sensor. Table 1 . Profile neural network hazard estimates and error value!; for beginining, end, and duration of heavy shaking for ten earthquakes. Earthquakes were chosen using scale neural network estimate values above an arbitrary threshold. The shaded column is plotted in Figure 8b and shows that the earthquake corres nding to this estimate had a hazard start time of 5.25 sec and a hazard end time of E 5 sec. Neural network estimates were made 1 sec after the first arrival of each earthquake.
CONCLUSION AND PROPOSALS FOR FUTURE STUDIES
A neural network has been successfully trained with 9 0 0 recorded earthquakes to produce a scale and profile estimate of the earthquake signal in 0.3 sec and to continually update the estimate as the earthquake emerges. Tlhe system has been implemented in hardware using silicon accelerometer!; and a standard pc.
It is clear from the results that the future of "smart sensors" holds great promise.
An important contribution of this work is to illustrate how a backpropagahon neural network can be used to estimate continuous, real-time parameters. This contrasts to more common uses for neural networks; for example a discrimination or classification task, such as pattem recognition of an exlplosion as opposed to an earthquake. In future work, we will test how well our system can identify and classify of non-earthquake signals, as well as multiple events. We will also increase our training and testing data set to include strong motion signals.
