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We study a one-dimensional model for heavy particles in a compressible fluid. The fluid-velocity
field is modelled by a persistent Gaussian random function, and the particles are assumed to be
weakly inertial. Since one-dimensional fluid-velocity fields are always compressible, the model ex-
hibits spatial trapping regions where particles tend to accumulate. We determine the statistics of
fluid-velocity gradients in the vicinity of these traps and show how this allows to determine the
spatial Lyapunov exponent and the rate of caustic formation. We compare our analytical results
with numerical simulations of the model and explore the limits of validity of the theory. Finally, we
discuss implications for higher-dimensional systems.
I. INTRODUCTION
Turbulent fluids in Nature and Technology often con-
tain small particles whose density is larger than that of
the carrier fluid. Examples are sprays, water droplets in
turbulent clouds, and dust in the exhaust of combustion
engines. It is a common observation that these parti-
cles do not distribute homogeneously in space, but in-
stead form regions of high and low concentration on small
scales. This effect is referred to as spatial clustering [1–3],
and it is a consequence of the interaction of the particles
with the turbulent fluid. Hence, any attempt to describe
these systems must take into account the turbulent fluc-
tuations, a challenging problem by itself.
Recently, much progress has been made in explaining
and quantifying spatial clustering of heavy particles in
turbulence, using statistical models. See Ref. [3] for a
recent review. Such models approximate the turbulent
fluid-velocity fluctuations below the smallest scales of
turbulence, called the dissipative range, in terms of ran-
dom velocity fields with prescribed statistics. Clearly,
these random velocity fields lack the complexity of real
turbulence. Remarkably, however, such statistical mod-
els often reproduce the dynamics of the immersed parti-
cles and the statistical properties of their spatial distribu-
tion qualitatively, and in some cases even quantitatively.
Statistical models allow for much simpler numerical sim-
ulations and even admit analytical treatment in limiting
cases [2–4]. The models typically depend on two param-
eters, the Kubo number Ku, which is a measure of the
persistence of the flow, and the Stokes number St, which
measures the importance of particle inertia in the fluid-
particle system.
Spatial clustering is often characterised in terms of the
spatial Lyapunov exponents λi, i = 1, . . . , d [3, 5]. These
exponents measure the rates at which particles approach
or diverge, in the long-time limit. Because heavy parti-
cles are not constrained to follow the flow, their dynam-
ics takes place in 2d-dimensional phase space, while their
spatial concentration is measured in the d-dimensional
coordinate space. As a consequence, the spatial distribu-
tion of the particles exhibits singularities, so-called caus-
tics, which contribute to the spatial clustering of the par-
ticles [4, 6–8]. One therefore identifies the rate of forma-
tion of these singularities, the rate of caustic formationJ , as a second important observable.
A well-studied limiting case of the statistical model
is the so-called white-noise limit, describing the dynam-
ics of very heavy particles in a rapidly fluctuating fluid-
velocity field. In terms of the dimensionless parameters,
this limit corresponds to Ku → 0 and St → ∞ so that
Ku2St remains constant [3]. An important property of
white-noise models is that they depend solely on a single
parameter, ε2 = f(d, β)Ku2St, where f is a function of
the spatial dimension d and the compressibility parame-
ter β of the underlying flow field. The parameter ε takes
the role of an inertia parameter in the white-noise model,
similar to the Stokes number St in statistical models at
finite values of Ku [3]. In the white-noise limit in one
spatial dimension, λ = λ1 and J can be computed ana-
lytically as a function of ε [2].
In this Paper, we describe a second limiting case of the
statistical model, the persistent-flow limit. This limit de-
scribes weakly inertial, heavy particles in a very persis-
tent flow, hence the name. The limit is taken by letting
Ku → ∞ and St → 0 such that the product KuSt stays
finite. Similarly to the white-noise limit, the persistent-
flow limit turns out to depend on a single inertia param-
eter κ, where κ2 = (d + 2)Ku2St2 [3].
Here, we confine ourselves to the one-dimensional ver-
sion of the model, d = 1, and show that λ and J can be
computed analytically in the persistent-flow limit. In one
spatial dimension, the random fluid-velocity field is com-
pressible. Because of the high persistence of the flow,
compressibility leads to long-lived trapping regions, re-
gions in space where the particles accumulate. We show
that the statistics of fluid-velocity gradients in the trap-
ping regions are the crucial ingredient to solving the one-
dimensional model.
The Paper is organised as follows: In Sec. II we in-
troduce the model for heavy particles in turbulence and
motivate the persistent-flow limit by a detailed analysis
of the relevant time scales. Section III contains the state-
ment and the derivation of the analytical results for the
spatial Lyapunov exponent λ and the rate of caustic for-
mation J . We compare these results to those obtained
in the white-noise limit, and to results of numerical sim-
ulations of the statistical model. We draw conclusions
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2and discuss implications for higher-dimensional models
in Sec. IV. The Appendix contains an alternative deriva-
tion of the main formulae derived in Sec. III.
II. PROBLEM FORMULATION
We study a one-dimensional model for the motion of
heavy particles in the dissipative range of turbulence, ap-
proximating the viscous force on the particle by Stokes
drag. The equations of motion for an underdamped small
and heavy particle in a viscous fluid are given by
x˙(t) = v(t) , v˙(t) = τ−1p [−v(t) + u(x(t), t)] , (1)
where τp = γ−1 is the particle relaxation time, the typ-
ical time it takes the particle to relax to the fluid ve-
locity. We model the turbulent fluid velocity u(x, t) by
a one-dimensional Gaussian random velocity field with
zero mean and correlation [3]
⟨u(x, t)u(x′, t′)⟩ = u20[1−(x−x′)2/η2]e−(x−x′)2/η−∣t−t′∣/τc .
(2)
In this formulation, the flow field is a function of its
root mean square velocity u0 as well as its correla-
tion length and fluid correlation time, η and τc, respec-
tively. Fields in one spatial dimension are always po-
tential, therefore the velocity field u(x, t) is compress-
ible, as mentioned in the Introduction. Models for parti-
cles in three-dimensional turbulence, by contrast, usu-
ally assume that the flow is incompressible. Further,
approximating u(x, t) by a Gaussian random field ne-
glects several characteristic aspects of turbulence such
as intermittency and broken time-reversal invariance. It
has, however, been shown that the highly-simplified one-
dimensional model gives important insights into the dy-
namics of particles in the dissipative range of turbulence
(see [3] and references therein).
A. Relevant time scales
The random velocity field u(x, t) is characterised by
two different time scales. In addition to the correlation
time τc, the advection time scale τa = η/u0 is the typical
time it takes an advected (tracer) particle to travel one
correlation length η. From the three time scales τc, τa
and τp, one can define three dimensionless numbers [3]
Ku = τcτ−1a , St = τpτ−1c and κ = √3 τpτ−1a . (3)
The Kubo number, Ku, measures the persistence of the
flow and St is the Stokes number, a measure for parti-
cle inertia in the system. The third quantity in expres-
sion (3), κ, compares the particle relaxation time to the
advection time and is thus another measure of particle
inertia.
In case there is a time-scale separation between τa
and τc, only one of the two inertia parameters, either
St or κ, needs to be considered. In the white-noise limit
[2, 3, 7–10], for instance, the correlation time τc is the
smallest of all time scales. More precisely, this limit
is approached if τp ≫ τa ≫ τc so that the parameter
ε ∝ √τpτcτ−1a = Ku√St stays finite. In other words, the
white-noise limit of Eqs. (1) describes very heavy parti-
cles in a rapidly fluctuating flow field. The fluid-velocity
gradient becomes a white-noise signal with zero mean
and correlation strength ∝ ε2. Thus, Eqs. (1) constitute
a generalised diffusion process and one can use Fokker-
Planck equations to solve the model exactly in one di-
mension, d = 1 [2, 3]. The single relevant dimensionless
inertial parameter in the white-noise model is ε, which
is related to the diffusion constant D of the generalised
diffusion by Dτ−1p ∝ ε2 ∝ Ku2St.
In the persistent-flow limit studied here, by contrast,
the correlation time τc is the largest of the three time
scales, i.e., τc ≫ τp, τa. In terms of dimensionless param-
eters this limit corresponds to Ku ≫ 1 and St ≪ 1. The
ratio between the remaining time scales is thus given by
κ∝ τp/τa. Hence, the particle motion and the motion of
advected particles take place on time scales much smaller
than the correlation time of the fluid. The inertia param-
eter κ measures how much the particles detach from the
flow, compared to the motion of advected tracers.f
The advection time scale τa in the statistical model is
analogous to the Kolmogorov time τK in homogeneous
isotropic turbulence, defined as τK = 1/√tr ⟨AAT⟩. Here
A is the matrix of fluid-velocity gradients, and ⟨⋯⟩ is an
average along fluid-element paths. Since the Kolmogorov
time is the only available microscopic time scale in tur-
bulence, the analogue of κ (constructed from τK and τp),
is commonly used as the inertia parameter in DNS and
experiments on the dynamics of heavy particles in tur-
bulence [3, 11].
B. One-dimensional model
The observables λ and J are most conveniently studied
in terms of the relative dynamics of an ensemble of par-
ticle pairs, instead of the single-particle dynamics given
in Eqs. (1). The motion of a pair of particles is described
by the particle separation X = x(1) − x(2) and relative
velocity V = v(1)−v(2), as well as their midpoint position
x¯ = (x(1) + x(2))/2 and mean velocity v¯ = (v(1) + v(2))/2.
At separation much smaller than η, X ≪ η, a particle
pair experiences an essentially linear velocity field. We
therefore linearise the equations of motion (1) with re-
spect to X. To this end, we introduce the mean flow
u¯(x¯, t) ∼ [u(x(1), t) + u(x(2), t)] /2 and the fluid-velocity
gradient, A(x¯, t) ∼ [u(x(1), t) − u(x(2), t)] /X. A particle
pair at small separation then obeys the linearised equa-
3tions of motion
X˙ = V , V˙ = τ−1p [A(x¯, t)X − V ] , (4a)
˙¯x = v¯ , ˙¯v = τ−1p [u¯(x¯, t) − v¯] , (4b)
where we have omitted the time dependence of(X,V, x¯, v¯) for convenience of notation. The particle-
velocity gradient Z = V /X, has the equation of motion
[2, 3, 6]
Z˙ = τ−1p [A(x¯, t) −Z] −Z2 . (5)
The two equations for (x¯, v¯), Eqs. (4b), resemble a closed
system that is equivalent to the single-particle dynamics
(1). Equations (4a) and (5), on the other hand, are not
closed as they depend on the variable x¯ which enters in
the argument of the fluid-velocity gradient.
As both advected tracers and heavy particles move
much faster than the fluid changes, τa, τp ≪ τc, and
the fluid-velocity field u(x, t) is compressible, there ex-
ist long-lived, stable fixed points of Eqs. (1), and thus
Eqs. (4b), where the particles accumulate. These trap-
ping regions are characterised by negative fluid-velocity
gradients A(x, t) < 0, and small fluid velocity u(x, t) ≪
u0. Trapping regions appear and disappear randomly
with mean rate proportional to τ−1c [12]. When a trap-
ping region vanishes, the trapped particles are driven to
a neighbouring trapping region, at a typical distance ∼ η
away.
If τp ≪ τa we estimate the migration time to the next
trapping region by the time it takes for advected tracers
to travel one correlation length, τa. If τp ≫ τa, on the
other hand, the migration time is of the order of the
relaxation time τp of the particles. We conclude that the
migration time is of the order of the maximum of these
two time scales, max(τp, τa).
As trapping regions persist for times ∼ τc, the
persistent-flow limit τc ≫ τa, τp ensures that the time
particles spend in trapping regions is much larger than
the migration time. Hence, for Ku ≫ 1 and St ≪ 1 we
can neglect the disappearance and appearance of stable
zeros of u(x, t) and consider the case of an ensemble of
particles in an unbounded and frozen Gaussian random
velocity field.
Each trapping region in the frozen velocity field is char-
acterised by a constant fluid-velocity gradient An < 0,
where we index the trapping regions by n, for reasons
that become clear later. Because different trapping re-
gions are typically a fluid correlation length η away from
each other, their fluid-velocity gradients can be assumed
to be independent and identically distributed.
To obtain the equation of motion for a particle pair
in the nth-trapping region of the flow, we first dedimen-
sionalise Eqs. (4) and (5), so that they do not explicitly
dependent on the time scales. That is, we let t → τpt,
X → ηX, V → ητ−1p V , A → τ−1p A and Z → τ−1p Z. We
obtain the dimensionless equations
X˙ = V , V˙ = AnX − V , (6a)
Z˙ = An −Z −Z2 . (6b)
In the rest of this Paper, all quantities, including the
Lyapunov exponent λ and the rate of caustic formationJ , are written in dimensionless form.
The probability density of the random fluid-velocity
gradient in the nth-trapping region, An, is given by the
distribution of gradients at the zeros of the Gaussian ran-
dom function u(x, t), conditioned on that these gradients
are negative [13]. This distribution is obtained by means
of the ‘Kac-Rice formula’ [14, 15], which allows to com-
pute the density of singular points of random functions.
Using that the gradient function A(x, t) is Gaussian dis-
tributed, we obtain for the probability density of An:
P (An = a) = { ∣a∣κ2 e−a2/(2κ2) a ≤ 0 ,
0 otherwise .
(7)
Eq. (7) shows, that the particle-velocity distribution de-
pends only on the single parameter κ [Eq. (3)] in the
persistent limit. Furthermore it follows from Eq. (7) and
the independence of the gradients An that
⟨An⟩ = −√pi2κ , (8a)⟨AnAm⟩ − ⟨An⟩⟨Am⟩ = 2κ2 (1 − pi4 ) δnm , (8b)
for all n and m. Clearly, ⟨An⟩ < 0 is the result of strong
preferential sampling of negative gradients, due to the
accumulation of particles in trapping regions. Eq. (7)
shows, in fact, that P (An > 0) = 0.
III. RESULTS
Using Eqs. (6) and the distribution of An we calcu-
late the spatial Lyapunov exponent λ and the rate of
caustic formation J . Both quantities can be either ob-
tained directly from the equations of motion for X and
V , Eqs. (6a), or from the steady-state probability density
of Z, Ps(Z = z). We explain the method using Ps(Z = z)
in the following Section and describe the first method in
Appendix A. The general idea in both cases is to first
compute the respective quantities conditional on a cer-
tain gradient realisation, An = a, and then average over
all realisations using the probability density P (An = a)
given in Eq. (7).
A. Steady-state distribution of Z
We first turn to the computation of the steady-state
distribution of Z. The conditional density %(Z = z∣An =
a) obeys the equation
FAn=a%(Z = z∣An = a) = ∂t%(Z = z∣An = a) , (9)
where the operator FAn=a is the generator of the Perron-
Frobenius operator [16] corresponding to the dynamics of
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FIG. 1. Steady-state distributions for Z, Ps(Z = z), as a
function of z. Shown are the persistent-flow model result (14)
for κ = 0.25 (solid line) and the corresponding distribution for
the white-noise model (dash-dotted line). The dotted lines
show the power-law tails ∼ J z−2.
Z in Eq. (6b) given the realisation An = a. The operator
reads
FAn=a = ddz (z + z2 − a) . (10)
By definition, the conditional steady-state probability
density %s(Z = z∣An = a) solves ∂t%s(Z = z∣An = a) = 0
and is thus annihilated by FAn=a,
d
dz
(z + z2 − a)%s(Z = z∣An = a) = 0 . (11)
Equation (11) has the solution
%s(Z = z∣An = a) = ⎧⎪⎪⎨⎪⎪⎩
√−1−4a
2pi(z2+z−a) a < −1/4
δ(z − z∗) a ≥ −1/4 , (12)
where z∗ = 1/2(−1 + √1 + 4a) is the stable fixed point
of the dynamics (5) for a > −1/4. The drastic change of
%s(Z = z∣An = a) at a = −1/4 can be understood by noting
that Eq. (6b) undergoes a saddle-node bifurcation at that
point, generating two fixed points of Z for An > −1/4.
For long times, Z ends up at the stable of the two fixed
points, z∗, in this case. For An < −1/4, on the other
hand, there are no fixed points and Z reaches −∞ in
a finite time. Because Z = V /X, this case corresponds
to two particles overtaking each other, forming a caustic
[3, 6–8]. Upon reaching −∞, Z is immediately reinjected
at +∞ to ensure Z = V /X also after the caustic event
[17, 18]. We now calculate the steady-state probability
density Ps(Z = z), using
Ps(Z = z) =∫ ∞−∞ %s(Z = z∣An = a)P (An = a)da , (13)
and substituting the expressions in Eqs. (7) and (12) for
P (An = a) and %s(Z = z∣An = a), respectively. We obtain
Ps(Z = z) = −2z(z + 1/2)(z + 1)
κ2
e−z2(z+1)2/(2κ2)1[−1/2,0]
+ ∫ ∞
0
√
a(a + 1/4)
piκ2[(z + 1/2)2 + a]e−(a+1/4)2/(2κ2)da , (14)
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FIG. 2. Spatial Lyapunov exponent λ and rate of caustic
formation J in the different limits. (a) Persistent-flow limit
results for λ, Eq. (17), (solid line) and J , Eq. (19) (dash-
dotted line) plotted as functions of κ. The dotted lines show
the asymptotic behaviours for small and large values of κ
(see main text). (b) Corresponding results for the white-noise
limit: λ (solid line) and J (dash-dotted line) plotted as func-
tions of ε. The dotted lines show the asymptotic behaviours
for small values of ε (see main text).
where, 1S denotes the indicator function of the set S.
The steady-state distribution is the sum of two parts,
corresponding to the two different solutions of %s(Z =
z∣An = a). The first term in Eq. (14) originates from
the gradient range An ≥ −1/4, that does not admit caus-
tics, while the second one comes from the gradient range
where caustics form. The result for Ps(Z = z), Eq. (14),
as a function of z for κ = 1/4 is shown as the solid line
in Fig. 1. The distribution exhibits a peak at z = −1/2
and a sharp kink at z = 0. For large z the distribution
has power-law tails ∝ J /z2, shown as the dotted lines.
The steady-state distribution for z in the persistent-flow
model is thus quite similar to the corresponding quan-
tity in the white-noise model, shown as the dash-dotted
line in Fig. 1. We observe a similar peak at small z and
power-law tails with z−2 scaling.
The apparent similarity of the two distributions in
these very different limits is due to the similar quali-
tative dynamics of Z. In the persistent-flow model, Z
equilibrates at z∗, close to −1/2, for the majority of re-
alisations, An ≥ −1/4, hence the peak at z = −1/2. For
An < −1/4, Z repeatedly approaches −∞ and returns,
leading to the power law tails ∼ z−2 in the distribution.
In the white-noise model, on the other hand, the noisy
dynamics of Z spends most of its time close to the stable
fixed point at z = 0. Occasionally, however, the gradi-
ent history allows Z to pass the unstable fixed point at
z = −1 and escape to infinity. The z−2-tails of the distri-
bution originate from caustic events Z → −∞. The large-
Z dynamics is universal and independent of the gradi-
ent A(x¯, t), because the deterministic Z2-term in Eq. (5)
dominates for large enough Z.
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FIG. 3. Spatial Lyapunov exponents and rate of caustic formation as functions of κ for different values of Ku. (a) Results for
λ obtained from direct numerical simulations of Eq. (20) plotted as pentagons (Ku = 101), half-circles (Ku = 102) and filled
circles (Ku = 103). The corresponding results for λA (Section IIID) are shown as diamonds (Ku = 101), triangles (Ku = 102)
and squares (Ku = 103). The solid line is the persistent-flow model result, Eq. (17). (b): Results for J obtained from direct
numerical simulations of Eq. (21) plotted as pentagons (Ku = 101), half-circles (Ku = 102) and filled circles (Ku = 103). The
corresponding results for JA (Section IIID) are shown as diamonds (Ku = 101), triangles (Ku = 102) and squares (Ku = 103).
The solid line shows the persistent-flow model result, Eq. (19).
B. Lyapunov exponent
The spatial Lyapunov exponent
λ = lim
t→∞ limX(0)→0 1t log ∣X(t)∣∣X(0)∣ , (15)
determines the long-time fate of particle separations. It
is given by the steady-state expectation value λ = ⟨Z⟩s
[3]:
λ = P∫ ∞−∞dz zPs(Z = z) = −∫ 0−1/2dz e−z2(z+1)2/(2κ2) , (16)
where P denotes the principle value of the integral. The
second equality follows using Eq. (14) and performing
integrations by part. The integral on the right-hand side
of Eq. (16) is always negative and can be expressed in
terms of special functions as
λ = −1
2
+ 2F2 (1, 32 ; 74 , 94 ;− 132κ2 )
120κ2
, (17)
where 2F2 denotes the generalised hypergeometric func-
tion. The solid line in Fig. 2(a) shows the spatial Lya-
punov exponent as a function of κ. For small κ, λ scales
as λ ∼ ⟨An⟩ ∝ −κ, signalling clustering due to prefer-
ential concentration. For large κ, the spatial Lyapunov
exponent asymptotes to λ ∼ −1/2 + 1/(120κ2) and thus
approaches −1/2. The fact that λ is negative for all κ
indicates that the particles in the trapping regions move
closer and closer towards each other and the particle dy-
namics eventually contracts to a point for all κ.
As a comparison, the Lyapunov exponent for the
white-noise model is shown as the solid line in Fig. 2(b).
In the white-noise model, λ is negative for small ε and
then changes sign and becomes positive at εc ≈ 1.33. This
behaviour is known as ‘path-coalescence transition’ [2] or
‘aggregation-disorder transition’ [19] and describes the
transition to chaotic behaviour of the model for ε > εc.
For small ε, λ scales as λ ∼ −ε2, meaning that λ ∝ St
for small inertial parameter in both models. The scaling
as a function of Ku is, however, different, as we observe
λ∝ Ku in the persistent-flow model and λ∝ Ku2 in the
white-noise model at small inertia parameter.
C. Rate of caustic formation
The rate of caustic formation J is the rate at which∣X(t)∣ → 0 while ∣V (t)∣ > 0. That is, it is the rate at
which particle trajectories cross at finite relative velocity.
Globally speaking, it is the rate at which the phase-space
manifold of the particles folds over. The rate of caustic
formation is of particular importance for the calculation
of collision rates between particles, where it leads to cor-
rections to the Saffman-Turner formula for advected par-
ticles [10, 20–22]. We compute J from the magnitude of
the tail of the steady-state distribution Ps(Z = z), which
behaves as Ps(Z = z) ∼ J /z2 for large z:
J = lim
z→∞ z2Ps(Z = z) =∫ ∞0 da
√
a(a + 1/4)
piκ2
e−(a+1/4)2/(2κ2) .
(18)
Again, the integral can be expressed in closed form using
special functions. We obtain
J = (2 52pi)−1e−1/(64κ2)K− 14 ( 164κ2 ) , (19)
where Kν is the modified Bessel function of the second
kind. In Fig. 2(a) J is shown as the dash-dotted line.
For small κ, J exhibits an exponentially small activa-
tion ∝ e−1/(32κ2). Exponential activations are common
for the rate of caustic formation of inertial particles in
6turbulence. They have been observed both in statistical
models [3, 7, 8] and in numerical simulations [21, 22].
However, the exponent of the activation differs, depend-
ing on the model and on the limit of Ku and St that is
taken [3, 23–25].
That said, the corresponding result for the white-noise
model is shown as the dash-dotted line in Fig. 2(b). For
small ε, J exhibits an activated behaviour ∝ e−1/(6ε2).
In terms of Ku and St, the activation has the exponents−1/(96Ku2St2) and −1/(18Ku2St) for the persistent-
flow model and the white-noise model, respectively.
D. Numerical simulations and deviations from
persistent-flow limit
In order to study the validity of our analytical results
for finite Ku and St, we perform direct numerical simula-
tions of the statistical model. To this end, we generate a
one-dimensional Gaussian random field with correlation
(2) and let a large number of particles evolve according
to the dynamics (1). The simulations are performed at
large Ku (101,102 and 103), and different values of St,
resulting in a range of values of the inertia parameter
κ = √3KuSt.
The spatial Lyapunov exponent is obtained from di-
rect numerical simulations by computing the long-time
empirical mean of Z along a particle trajectory x(t) [3]:
λ = lim
t→∞ 1t ∫ t0 Z(s)ds . (20)
The rate of caustic formation is, in turn, calculated by
counting the number N(t) of the events Z → −∞ after a
long time t, divided by t:
J = lim
t→∞ N(t)t . (21)
Fig. 3(a) shows λ obtained from Eq. (20) for Ku = 101,
102 and 103 as pentagons, half circles and filled circles
respectively. The solid line shows the analytic result
(17). For small κ, the results of direct numerical sim-
ulations and the theory agree well for all measured Ku.
This is expected, because for κ ≪ 1 and fixed large Ku,
the Stokes number is small, St ≪ 1, and we are close
to the persistent-flow limit. As Ku increases, the regime
of validity for κ increases and the theoretical result is
approached. The persistent-flow theory says that λ < 0
for all values of κ. We observe, however, that this pre-
diction fails for finite (but large) values of Ku. Instead,
λ obtained from the direct numerical simulations using
Eq. (20) exhibits a path-coalescence transition, just as in
the white-noise model, for some κc. Hence, the dynamics
becomes chaotic and the particles cluster on a fractal set
for κ > κc, instead of contracting to a point.
Fig. 3(b) shows J obtained from direct numerical sim-
ulations of Eq. (21) for Ku = 101, 102 and 103 as pen-
tagons, half-circles and filled circles, respectively. The
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FIG. 4. Probability density P (An = a) of fluid-velocity gra-
dients for κ = 0.12 and different Ku. Shown are results for
Ku = 101 (dotted line), Ku = 102 (dashed line) and Ku = 103
(dash-dotted line). The solid line corresponds to the distri-
bution (7) that is approached in the limit Ku→∞.
analytic result (19) is, as before, shown as the solid line.
We observe similar behaviour as for the spatial Lyapunov
exponent λ: The results of direct numerical simulations
agree with the theory for all Ku if κ≪ 1 but clearly show
deviations for larger values of κ. For increasing Ku, the
theoretical formula (19) is approached.
In conclusion, the analytical formulas for λ and J ,
Eqs. (17) and (19), agree excellently with the results di-
rect numerical simulations performed at finite values of
Ku and St, if the inertia parameter κ is small.
Finally we discuss the origin of the deviations between
the analytical formulae [Eqs. (17) and (19)] and our nu-
merical results when Ku is large but finite, and κ is not
small. These deviations originate from two different ef-
fects: First, the migration time between trapping regions
is not negligible in general – which changes the gradient
distribution so that Eq. (7) fails. Second, outside the
persistent-flow limit the fluid velocity gradient changes
during the relaxation of the particle velocity, so that
Eq. (12) breaks down.
Our theory uses the gradient distribution P (An = a)
as an input into Eqs. (13) so that the importance of the
first effect can be tested by modifying P (An = a) ap-
propriately. While P (An = a) is given by Eq. (7) in
the persistent-flow limit, it is generally determined by a
complicated interplay between the dynamics of the iner-
tial particles and the fluid motion. For that reason, so
we do not have a closed-form expression for P (An = a)
for finite Ku and for values of κ that are not small. In-
stead, we compute P (An = a) from our direct numerical
simulations by measuring An along particle trajectories.
Using the numerically computed gradient distribution as
an input into Eqs. (13), we then compute the Lyapunov
exponent and the rate of caustic formation with the help
of the first expressions in Eqs. (16) and (18). We de-
note the Lyapunov exponent computed in this way by
λA, and the rate of caustic formation by JA. Note that
these quantities are still calculated by keeping the gradi-
ents constant on the time scales of the particle dynamics,
only the gradient distribution is adjusted. Comparing λA
7and JA to λ and J obtained from our direct numerical
simulations thus allows us to quantify the relevance of
the finite migration time between trapping regions.
Our simulation results for P (An = a) are shown in
Fig. 4. We observe convergence towards Eq. (7) for large
Ku, but positive gradients have non-zero probability for
all finite Ku. The probability for positive gradients de-
creases rapidly, however, as the persistent-flow limit is
approached. For κ = 0.12 and Ku = 103, for example, the
probability of observing positive gradients is very small,
P (An > 0) ≈ 4 ⋅ 10−3.
The results for λA and JA are shown as the diamonds,
triangles and squares in Fig. 3(a) and (b), respectively
(see Figure caption for details). We observe that λA
and JA agree qualitatively with the results for λ andJ from our direct numerical simulations. Surprisingly,
the path-coalescence transition for λ is reproduced quite
accurately by λA. This means that deviations from the
persistent-flow limit seen in Fig. 2 at large but finite Ku
and small but finite κ are caused predominantly by the
fact that the distribution P (An = a) of gradients changes
because the migration between traps must be taken into
account. Fig. 3 shows that the persistent approximation
works very well for our model, deviations occur only at
large values of κ. This is in contrast to white-noise mod-
els where the Lyapunov exponent and the rate of caustic
formation are strongly influenced by the fluctuations of
the fluid-velocity gradients experienced in the past [3].
IV. CONCLUSIONS AND DISCUSSION
We have analysed a one-dimensional, statistical model
for heavy particles in turbulence in the limit of large flow
persistence and weak particle inertia. Because the one-
dimensional fluid-velocity field is compressible, it exhibits
long-lived trapping regions where particles tend to accu-
mulate. As the particles spend most of their time close
to these traps, we have shown that the fluid-velocity
gradient statistics in these regions determine the spa-
tial Lyapunov exponent λ and rate of caustic formationJ . We find that the rate of caustic formation is an in-
creasing function of the inertia parameter κ = √3KuSt
in the persistent-flow limit, with exponential activation.
The spatial Lyapunov exponent, by contrast, decreases
monotonously as κ increases and remains always nega-
tive. This indicates strong spatial clustering of the par-
ticles on point-like sets.
Our analytical results for λ and J agree with those of
direct numerical simulations of our model at large Ku as
long as κ is small. For larger values of κ we observe devia-
tions from the analytical results derived in the persistent-
flow limit. Our analysis shows that these deviations re-
sult from the fact that migration between traps must be
taken into account. This changes the positive-gradient
tail of the distribution of particle-velocity gradients. We
have not yet found a reliable analytical approximation
for these tails.
The persistent approximation remains quite accurate
even for large values of the inertia parameter κ. This
means that the Lyapunov exponent and the rate of
caustic formation are essentially determined by instanta-
neous, local properties of the flow. This is in contrast to
the white-noise limit, where the history of fluid-velocity
gradients experienced in the past matters [3].
The existence of the long-lived trapping regions in the
flow is an important ingredient for the one-dimensional
persistent-flow model. In statistically homogeneous and
isotropic flows such trapping regions exist only if the
flow is compressible. Therefore, we expect particles in
higher dimensional flows to exhibit a similar behaviour
to that described here only if the flow is persistent, suf-
ficiently compressible, and statistically homogeneous and
isotropic.
Let us briefly discuss the relevance of the present re-
sults for incompressible, higher-dimensional flows, and
for incompressible, fully developed turbulence in partic-
ular. As mentioned in Section II, the Kolmogorov time
τK is analogous to the advection time scale τa in our
model. However, in incompressible turbulence, and in
incompressible flows in general, there are no trapping
regions where advected particles stay for a long time.
This means that both advected and heavy particles typ-
ically travel long distances, experiencing different fluid-
velocity gradients along their way. Hence, the persistent-
flow model does not directly apply to heavy particles in
incompressible turbulence.
There might, however, be certain situations in turbu-
lent flows where the combined dynamics of the fluid and
the particles leads to trapping of particle trajectories.
In these situations it may still be a good approximation
to treat the fluid-velocity gradients at the particle po-
sition as persistent compared to the particle dynamics.
Examples could be bubbles trapped in long-lived turbu-
lent vortex-tubes by Tchen’s force [26], or heavy particles
in coherent turbulent structures with large fluid-velocity
gradients, but small mean flow.
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Appendix A: Calculation of observables from
Eqs.(6a)
Instead of solving the dynamics for Z as done in
the main text, we show here alternative derivations for
8Eqs. (17) and (19) using the dynamics for X instead. To
this end, we first write Eqs. (6a) as
X¨ + X˙ −AnX = 0 . (A1)
Because An is constant, this equation can be readily
solved for X. We obtain
X(t) = C1eλ+t +C2eλ−t , (A2)
where λ± = −1/2 ± √1/4 +An and C1 and C2 are con-
stants that depend on the initial conditions. Because
R[λ+] ≥ R[λ−] for all realisations An, either the first
term in Eq. (A2) dominates, or the two terms are of the
same order. We may therefore assume for simplicity that
C2 = 0. From the remaining exponent λ+ we can now
compute both the Lyapunov exponent λ and the rate of
caustic formation J . The former is obtained by averag-
ing the real part of λ+, R[λ+], over the realisations of
An. We have
λ = ∫ ∞−∞daR [λ+∣An=a]P (An = a) ,= −1
2
+ ∫ ∞−1/4da√1/4 + aP (An = a) . (A3)
This expression is equal to Eq. (16), if we substitute the
gradient distribution (7) for P (An = a) and make the
change of variables a→ z(a) = z∗ = λ+∣An=a.
The rate of caustic formation J is obtained by the
rate at which ∣X ∣ → 0 while ∣X˙ ∣ > 0, averaged over the
realisations of An. For fixed An, X goes to zero at rate
I[λ+]/pi, because X passes zero twice in time intervals of
length 2pi/I[λ+]. Thus, we obtain for J ,
J = 1
pi
∫ ∞−∞daI [λ+∣An=a]P (An = a)= 1
pi
∫ −1/4−∞ da√−1/4 − aP (An = a) , (A4)
which, again, is equal to Eq. (18) after substituting the
gradient distribution (7) for P (An = a), changing vari-
ables to a → −a − 1/4, and performing an integration by
parts.
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