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Abstract
We consider a multi-armed bandit problem with covariates. Given a realiza-
tion of the covariate vector, instead of targeting the treatment with highest con-
ditional expectation, the decision maker targets the treatment which maximizes a
general functional of the conditional potential outcome distribution, e.g., a condi-
tional quantile, trimmed mean, or a socio-economic functional such as an inequality,
welfare or poverty measure. We develop expected regret lower bounds for this prob-
lem, and construct a near minimax optimal assignment policy.
Keywords: Sequential Treatment Allocation, Multi-Armed Bandit, Distributional Char-
acteristics, Covariates, Minimax Optimal Expected Regret.
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1 Introduction
The classical multi-armed bandit literature considers a sequential decision problem in
which a policy maker attempts to assign subjects to the treatment with the highest ex-
pected outcome. Two practically relevant generalizations of this setting have attracted
much attention: (i) a problem where the decision maker can incorporate a vector of
covariates in the assignment of each subject, cf. Woodroofe (1979), Yang et al. (2002),
Rigollet and Zeevi (2010) and Perchet and Rigollet (2013); (ii) problems where instead of
targeting the outcome distribution with highest expectation, the decision maker is inter-
ested in targeting another functional such as a quantile, a risk measure, or other charac-
teristics of the distribution, cf. Maillard (2013), Sani et al. (2012), Vakili and Zhao (2016),
Vakili et al. (2018), Zimin et al. (2014), Kock and Thyrsgaard (2017), Tran-Thanh and Yu
(2014), Cassel et al. (2018). Particularly relevant for the present article is the recent pa-
per Kock et al. (2020), where a general theory is built for functional assignment problems
albeit without covariates.
While both types of generalizations have been well studied in isolation, the only article
we are aware of to consider a multi-armed bandit problem with a target other than the
conditional expectation in the presence of covariates is Kock and Thyrsgaard (2017). That
paper has two limitations: First, it considers the special class of functionals which can be
written as a function of the conditional mean and the conditional variance. Therefore,
many fundamental functionals are not covered by their theory, e.g., conditional quantiles
or trimmed means. Secondly, regret lower bounds for functional targets (beyond the
mean) are not discussed, and thus the question whether the algorithm they suggest is
optimal remains open.
The goal of the present article is to develop a minimax expected regret optimality the-
ory for multi-armed-bandit problems with functional targets and covariates. The regret
function we work with is cumulative, i.e., every subject not assigned to the best treatment
leads to a loss that cannot be offset by later assignments. The worst-case growth rate of
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the expected regret of a policy is thus linear in the number of assignments.
The structure of the paper is as follows: The framework is discussed in Section 2.
Here we first show that to obtain sublinear maximal expected regret it is not enough
to assume that the conditional potential outcome distributions depend equicontinuously
on the covariates. This insight motivates us to work with a minimally stronger Ho¨lder-
equicontinuity condition. As a consequence, even a slight relaxation of this assumption
implies that every policy incurs the worst-case linear maximal expected regret. We also
show that if a policy does not incorporate covariate information, then its regret grows
linearly. In Section 3 we introduce the functional upper-confidence-bound (F-UCB) policy
in the presence of covariates. This is a binned version of the F-UCB policy introduced
in Kock et al. (2020), the binning being inspired by the UCBogram of Rigollet and Zeevi
(2010). We then establish regret upper bounds for the F-UCB policy and obtain lower
bounds, proving its near minimax expected regret optimality. The lower bounds are
established under an assumption that essentially only requires the functionals not to be
constant over the set of potential outcome distributions considered. This requirement is
very weak, and thus guarantees that the lower bounds hold even under quite stringent
restrictions on the conditional outcome distributions.
We first obtain such bounds without restricting the similarity of the best and second
best treatment. Intuitively, however, this similarity crucially influences the difficulty of
the decision problem and is therefore an important component. In particular, one may
ask whether the F-UCB policy automatically “adapts” in an optimal way to the de-
gree of similarity. To regulate the degree of similarity, we work with a version of the
“margin-condition” tailored towards our functional target; similar conditions have been
used in Mammen and Tsybakov (1999), Tsybakov (2004), Audibert and Tsybakov (2007),
Perchet and Rigollet (2013), and Rigollet and Zeevi (2010), the latter article, albeit tar-
geting the conditional expectation, being particularly important for our developments.
We first derive an upper bound on maximal expected regret of the F-UCB policy over
3
subclasses of distributions that—besides the above-mentioned Ho¨lder condition—satisfy
the margin condition. We then establish nearly matching lower bounds over the just-
mentioned classes of distributions. Finally, we show that the expected number of sub-
optimal assignments made increases as slowly as possible in the number of assignments.
The latter result can be interpreted as an ethical guarantee on the F-UCB policy: only
few persons will receive a treatment which is not optimal for them. The proofs can be
found in the appendices.
2 The setup and two impossibility results
The observational structure in this paper is the one of a multi-armed bandit problem with
covariates. That is, the subjects to be treated t = 1, . . . , n arrive sequentially, and have
to be assigned to one out of K ≥ 2 treatments. The assignment decision can incorporate
previously observed outcomes, covariates and randomization. We denote the potential
outcome of assigning subject t to treatment i by Yi,t, and assume throughout that a ≤
Yi,t ≤ b, where a < b are real numbers. The vector of potential outcomes is denoted
as Yt = (Y1,t, . . . , YK,t); note that per subject only one coordinate of this vector can be
observed. The covariate vector that comes with subject t is denoted by Xt, and we assume
throughout that Xt ∈ [0, 1]d. Furthermore, for every t, we let Gt be a random variable,
which can be used for randomization in assigning the t-th subject. Throughout this article,
we assume that (Yt, Xt) = (Y1,t, . . . , YK,t, Xt) for t ∈ N are i.i.d.; and we assume that the
sequence of randomizations Gt is i.i.d., and is independent of the sequence (Yt, Xt). The
distribution of Gt will be referred to as the randomization measure, which we think about
as being fixed, e.g., the uniform distribution on [0, 1]. Note that the dependence structure
within each Yt is not restricted. We denote the distribution of (Yt, Xt) as PY,X , and let PX
be the marginal distribution of Xt. The conditional cumulative distribution function (cdf)
of Yi,t given Xt = x is defined as F
i(y, x) = Ki((−∞, y], x), where Ki : B(R) × [0, 1]d →
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[0, 1] denotes a regular conditional distribution of Yi,t given Xt, where B(R) are the Borel
sets of R. We shall often impose the following condition (cf. Remark 3.5 for a discussion
of discrete covariates).
Assumption 2.1. The distribution PX is absolutely continuous w.r.t. Lebesgue measure
on [0, 1]d, with a density that is bounded from below and above by c > 0 and c, respectively.
A policy π is a triangular1 array {πn,t : n ∈ N, 1 ≤ t ≤ n}, where the assignment of the
t-th subject πn,t takes as input the covariates Xt, previously observed outcomes, covariates
and randomizations (i.e., the complete observational history), and a randomization Gt.
We therefore have
πn,t : [0, 1]
d ×
[
[a, b]× [0, 1]d × R
]t−1
× R→ I.
Given a policy π and n ∈ N, the input to πn,t is denoted as (Xt, Zt−1, Gt), where Zt−1
is defined recursively: The first treatment πn,1 is a function of (X1, Z0, G1) = (X1, G1).
The second treatment is a function of X2, of Z1 := (Yπn,1(X1,Z0,G1),1, X1, G1), and of G2.
For t ≥ 3 we have
Zt−1 := (Yπn,t−1(Xt−1,Zt−2,Gt−1),t−1, Xt−1, Gt−1, Zt−2).
The (t− 1)(d+2)-dimensional random vector Zt−1 can be interpreted as the information
available after the (t− 1)-th treatment outcome has been observed.
In the present article treatments are evaluated according to a functional T (e.g., the
median) of the conditional potential outcome distribution, where the conditioning is on
the covariates: The best assignment for a subject with covariate vector x ∈ [0, 1]d is
defined as
π⋆(x) = min argmax
i∈I
T(F i(·, x)),
1We allow a policy to incorporate n, because a decision maker who knows the number of subjects to
be assigned might want to incorporate this into the assignment mechanism.
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where the minimum has been taken as a concrete choice of breaking ties.
We denote the “parameter”-space of all potential conditional cdfs F i(·, x) by D . More
precisely, we assume that
{F i(·, x) : i = 1, . . . , K and x ∈ [0, 1]d} ⊆ D , (1)
where D is a potentially large and nonparametric subset of Dcdf([a, b]), the latter denoting
the set of all cdfs on R satisfying F (a−) = 0 and F (b) = 1. Note that the set D encodes
the assumptions one is willing to impose on the conditional outcome distributions.
The main assumption on T we work with in the present paper is a Lipschitz-type con-
dition first introduced in Kock et al. (2020) in the non-covariate setting. The assumption
takes the following form, where ‖ · ‖∞ denotes the supremum metric on the set of cdfs
on R. For further discussion of the assumption see Remarks 2.3-2.5 in Kock et al. (2020).
Assumption 2.2. The functional T : Dcdf ([a, b]) → R and the non-empty set D ⊆
Dcdf([a, b]) satisfy
|T(F )− T(G)| ≤ C‖F −G‖∞ for every F ∈ D and every G ∈ Dcdf ([a, b])
for some C > 0.
As discussed at length in Appendices C and E of Kock et al. (2020), under suitable as-
sumptions on D , Assumption 2.2 is satisfied, e.g., for quantiles, (trimmed) U-functionals,
generalized L-functionals (cf. Serfling (1984)), and many inequality-, poverty-, and welfare-
measures important for socio-economic decision making. We keep the functional abstract
in the present paper and refer the interested reader to the just-mentioned appendices for
examples and detailed discussions. Apart from Assumption 2.2, we shall also impose the
following measurability condition which does not impose any practical restrictions.
Assumption 2.3. For every m ∈ N, the function on [a, b]m that is defined via x 7→
T(m−1
∑m
j=1 1 {xj ≤ ·}), i.e., T evaluated at the empirical cdf corresponding to x1, . . . , xm,
is Borel measurable.
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We shall now introduce the regret function used in the present paper to compare different
policies. Given a policy π, we define its (cumulative) regret as
Rn(π) = Rn(π;F
1, . . . , FK, Xn, Zn−1, Gn)
=
n∑
t=1
[
T
(
F π
⋆(Xt)(·, Xt)
)− T(F πn,t(Xt,Zt−1,Gt)(·, Xt))] .
This regret function is “individualistic” in the sense that mistakes made for an individ-
ual cannot be compensated by later assignments. This property is attractive in settings
where every individual matters. We note that for functional targets, and in the absence
of covariates, other types of regret than the cumulative one have been considered. In
particular Cassel et al. (2018) consider a “path-dependent” regret notion, which is a use-
ful alternative to cumulative regret. However, path-dependent regret seems to be very
difficult to handle in the presence of covariates.
We evaluate policies based on their worst-case behavior, i.e., we shall study minimax
expected regret properties of policies. Here, the maximum will be taken over sets of
possible joint distributions PY,X.
When establishing lower bounds on maximal expected regret we shall impose the fol-
lowing rather weak condition. It guarantees that there is a minimal amount of variation
in the functional over a small subset of D , the set of all potential conditional outcome
distributions.
Assumption 2.4. The functional T : Dcdf([a, b]) → R satisfies Assumption 2.2, and D
contains two elements H1 and H2, such that
Jτ := τH1 + (1− τ)H2 ∈ D for every τ ∈ [0, 1],
and such that for some c− > 0 we have
T(Jτ2)− T(Jτ1) ≥ c−(τ2 − τ1) for every τ1 ≤ τ2 in [0, 1]. (2)
We emphasize that Equation (2) in Assumption 2.4 is satisfied if, e.g., τ 7→ T(Jτ ) is
continuously differentiable on [0, 1] with an everywhere positive derivative.
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Up to this point no assumption has been imposed on the dependence of the conditional
cdfs F i(·, x) on x ∈ [0, 1]d. Keeping this dependence unrestricted would allow two subjects
with similar covariates to have completely different conditional outcome distributions. We
now prove that the maximal expected regret of any policy increases linearly in n if the
dependence of F i(·, x) on x is not further restricted. It even turns out that this statement
continues to hold if one imposes the restriction that subjects with similar covariates have
similar outcome distributions in the sense that
{F i(y, ·) : i = 1, . . . , K and y ∈ R} is uniformly equicontinuous.2 (3)
The theorem is as follows; it is obtained as an application of the lower bound developed
in Theorem 3.9 of Section 3.2.
Theorem 2.5. Suppose K = 2 and that Assumption 2.4 is satisfied. Then there exists a
constant cl > 0, such that for every policy π and any randomization measure, we have
supE[Rn(π)] ≥ cln for every n ∈ N,
where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies
Equations (1) and (3), and where PX is the uniform distribution on [0, 1]
d.
Since Assumption 2.2 (which is a part of Assumption 2.4) implies that T is bounded, The-
orem 2.5 shows that without imposing further restrictions beyond Equations (1) and (3)
every policy incurs the worst case linear maximal expected regret.
We shall from now on impose a Ho¨lder equicontinuity condition on F i(·, x). This condi-
tion is only slightly stronger than uniform equicontinuity, but will turn out to be enough
to ensure existence of (near) minimax optimal policies with nontrivial maximal expected
regret.
2The assumption in Equation (3) imposes that: for every ε > 0 there exists a δ > 0 such that ‖x1 −
x2‖ ≤ δ, for ‖ · ‖ the Euclidean norm, implies |F i(y, x1) − F i(y, x2)| ≤ ε for every i = 1, . . . ,K and
every y ∈ R.
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Assumption 2.6. There exist a γ ∈ (0, 1] and an L > 0, such that for every i = 1, . . . , K
and every y ∈ R, we have
|F i(y, x1)− F i(y, x2)| ≤ L||x1 − x2||γ for every x1, x2 ∈ [0, 1]d.
Before studying policies that incorporate covariate information, one may wonder (e.g., as
a sanity check of the framework considered) what happens if one uses a policy that ignores
covariates. Our next result shows that—unless the underlying distribution PY,X happens
to be such that the covariates are completely irrelevant for the assignment problem—any
policy that ignores covariates must incur a linear expected regret. Formally, a policy π is
said to ignore covariates, if there exists another double array π˜n,t :
[
[a, b]× R]t−1×R→ I
of measurable functions, such that, for every n and every t = 1, . . . , n, we have πn,t =
π˜n,t◦Πt, where the function Πt projects every w = (x, z, g) in the domain of πn,t to (z˜, g), z˜
being obtained from z ∈ [[a, b]× [0, 1]d × R]t−1 by dropping the (t−1) coordinates taking
values in [0, 1]d. Note that then, πn,t(Zt−1, Gt) = π˜n,t(Z˜t−1, Gt), where for t ≥ 2 we have
Z˜t−1 = (Yπ˜n,t−1(Z˜t−2,Gt−1), Gt−1, . . . , Yπ˜n,1(Z˜0,G1), G1)) and (Z˜0, G1) = G1.
Theorem 2.7. Let K = 2, suppose T : Dcdf([a, b]) → R satisfies Assumption 2.2, and
let PY,X satisfy Equation (1) and Assumption 2.6. Define the sets
A1 := {x ∈ [0, 1]d : T(F 1(·, x)) > T(F 2(·, x))},
A2 := {x ∈ [0, 1]d : T(F 1(·, x)) < T(F 2(·, x))}.
Then, there exists a cl > 0, such that for every policy π ignoring covariates, and any
randomization measure, we have
E[Rn(π)] ≥ clmin(PX(A1),PX(A2))n for every n ∈ N. (4)
Thus, the expected regret of any policy ignoring covariates must increase at the worst-
case linear rate in n, for any distribution PY,X for which the identity of the best treatment
depends on the covariates in the sense that
min
(
PX(A1),PX(A2)
)
> 0.
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Contrary to all other lower bounds established in this article, the lower bound in the
previous theorem is valid even pointwise, as it makes a statement about any fixed distri-
bution PY,X .
3 The F-UCB policy in the presence of covariates
We now introduce a version of the F-UCB policy that incorporates covariate information.
This policy generalizes the UCBogram in Rigollet and Zeevi (2010) from the conditional
mean setting to the general functional setup. The underlying idea is to categorize subjects
into groups, according to the similarity of their covariate vector, and to run, separately
within each group, a policy targeting the treatment that is best for the “average” subject
in each group. Two covariate vectors x1 and x2 are considered similar, if they fall into the
same element of a given partition Bn,1, . . . , Bn,M(n) of [0, 1]
d, where every Bn,i is a non-
empty Borel set. Targeting the “on average”-best treatment for each group here means
that for Bn,j with PX(Bn,j) > 0 our policy targets a treatment that attains maxi∈I T(F
i
n,j),
where F in,j is the conditional cdf of Yi,t given Xt ∈ Bn,j, i.e.,
F in,j(y) :=
1
PX(Bn,j)
∫
Bn,j
F i(y, x)dPX(x). (5)
Note that in general argmaxi∈I T(F
i
n,j) 6= argmaxi∈I T(F i(·, x)). Targeting maxi∈I T(F in,j)
hence results in a bias. The choice of the partition Bn,1, . . . , Bn,M(n) needs to balance this
bias against an increase in variance due to having fewer subjects in each group. This
is akin to choosing a bandwidth to balance variance and bias terms in nonparametric
estimation problems.
In order to describe the F-UCB policy in the presence of covariates, we need to introduce
the following notation. For any policy π and Bn,1, . . . , Bn,M(n) as above let
Sin,j(t) =
t∑
s=1
1{Xs∈Bn,j , πn,s(Xs,Zs−1,Gs)=i},
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be the number of times that it has assigned treatment i to individuals with covariates
in Bn,j up to time t. On the event {Sin,j(t) > 0} define the empirical cdf based on the
outcomes of all subjects in {1, . . . , t} with covariates in Bn,j that have been assigned to
treatment i as
Fˆ in,t,j(z) =
1
Sin,j(t)
t∑
s=1
1{Yi,s≤z}1{Xs∈Bn,j , πn,s(Xs,Zs−1,Gs)=i}.
The F-UCB policy with covariates, π¯, is described in Policy 1. We note that it amounts
to using the F-UCB policy πˆ, say, of Kock et al. (2020) locally on each Bn,j. Their policy
was defined in a setting without covariates and it does not rely on external randomization.
We refer the reader to Kock et al. (2020) for more details on the F-UCB policy in the
absence of covariates. We shall in particular use their Theorem 4.1, which provides a
regret upper bound for this policy in their setting. In Kock et al. (2020) it is also shown
that choosing the tuning parameter β = 2 +
√
2, minimizes the constant in the uniform
upper bounds on expected regret.
Policy 1: F-UCB policy with covariates π¯
Inputs: β > 2, Partition Bn,1, . . . , Bn,M(n) of [0, 1]
d into non-empty Borel sets
Set: Nj = 1 for j = 1, . . . ,M(n)
for t = 1, . . . , n do
for j = 1, . . . ,M(n) do
if Xt ∈ Bn,j and Nj ≤ K then
assign π¯t(Xt, Zt−1, Gt) = Nj
Nj ← Nj + 1
end
if Xt ∈ Bn,j and Nj > K then
assign π¯t(Xt, Zt−1, Gt) =
min argmax
{
T(Fˆ in,t−1,j) + C
√
β log(Nj)/(2Sin,j(t− 1))
}
Nj ← Nj + 1
end
end
end
11
3.1 Upper bounds on the maximal expected regret of π¯ and a
first lower bound
The following theorem gives an upper bound on the maximal expected regret of the
F-UCB Policy 1 in the presence of covariates, and for any choice of partition. This
flexibility may be useful since the policy maker is often constrained in the way groups can
be formed. The result quantifies how the partitioning affects the regret guarantees. We
denote log(x) := max(1, log(x)) for x > 0.
Theorem 3.1. Suppose Assumptions 2.2 and 2.3 hold. Assume further that D is convex.
Consider the F-UCB policy with covariates π¯, and let Vn,j = supx1,x2∈Bn,j ‖x1 − x2‖ be the
diameter of Bn,j. Then, for c = c(β, C) = C
√
2β + (β + 2)/(β − 2) it holds that
supE[Rn(π¯)] ≤
M(n)∑
j=1
[
c
√
KnPX(Bn,j)log(nPX(Bn,j)) + 2CLV
γ
n,jnPX(Bn,j)
]
for every n ∈ N,
(6)
where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies
Equation (1), and Assumption 2.6 with L and γ.3
Each of the summands j = 1, . . . ,M(n) in the upper bound on the maximal expected
regret in Equation (6) consists of two parts: The first part is structurally very similar to
the upper bound of Theorem 4.1 in Kock et al. (2020), which the proof of the theorem
draws on. The difference is that the total number of subjects to be treated, n, has now
been replaced by nPX(Bn,j), the number of subjects expected to fall into Bn,j. Inspection
of the proof shows that the first part is the regret we expect to accumulate on Bn,j,
compared to always assigning the treatment that is best for the “average subject” in Bn,j,
i.e., compared to always assigning an element of argmaxi∈I T(F
i
n,j), where we recall the
definition of F in,j from Equation (5). The second part in each summand in the upper
bound in (6) is a bias term: It is the approximation error incurred due to π¯ effectively
targeting maxi∈I T(F
i
n,j) instead of T
(
F π
⋆(x)(·, x)) for every x ∈ Bn,j.
3Here PX(Bn,j)log(nPX(Bn,j)) is to be interpreted as 0 in case PX(Bn,j) = 0.
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A frequently used class of partitions of [0, 1]d are hypercubes, which are obtained by hard
thresholding each coordinate of Xt. The so-created groups may not only result in low
regret, but are also relevant due to their simplicity and resemblance to ways of grouping
subjects in practice. More precisely, fix P ∈ N and define for every k = (k1, . . . , kd) ∈
{1, . . . , P}d the hypercube
{
x ∈ [0, 1]d : kl − 1
P
≤ xl  kl
P
, l = 1, . . . , d
}
, (7)
where  is to be interpreted as ≤ for kl = P , and as < otherwise. This defines a partition
of [0, 1]d into P d hypercubes with side length 1/P each. We now order these hypercubes
lexicographically according to their index vector k, to obtain the corresponding cubic par-
tition BP1 , . . . , B
P
P d. The following result specializes Theorem 3.1 to this specific partition
and for a choice of P that will be shown to be optimal below.
Corollary 3.2. Suppose Assumptions 2.2 and 2.3 hold. Assume further that D is con-
vex. Let γ ∈ (0, 1]. Consider the F-UCB policy with covariates π¯, based on a cu-
bic partition Bn,j = B
P
j for j = 1, . . . ,M(n) = P
d as defined in Equation (7), and
with P = ⌈n1/(2γ+d)⌉. Then there exists a constant c = c(d, L, γ, c¯, C, β) > 0, such that
supE
[
Rn(π¯)
] ≤ c√Klog(n) n1− γ2γ+d for every n ∈ N,
where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies
Equation (1), Assumption 2.1 with c (and any c), and Assumption 2.6 with L and γ.
Corollary 3.2 reveals that it is possible to achieve sublinear (in n) maximal expected
regret under the Ho¨lder equicontinuity condition imposed through Assumption 2.6. This
is interesting also in light of Theorem 2.5, which showed that under the slightly weaker
assumption of uniform equicontinuity, every policy has linearly increasing maximal ex-
pected regret. Hence, there is little room for weakening Assumption 2.6. Note that a
“curse of dimensionality” is present, in the sense that the upper bound in Corollary 3.2
gets close to linear in n, as the number of covariates d increases. This is due to the fact
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that as a part of the regret minimization, one sequentially estimates the conditional dis-
tributions F i(y, ·) of the treatment outcomes, where each cdf is a function of d variables.
Finally, we observe that the upper bound is increasing in the number of available treat-
ments K. Intuitively, this is because more observations must be used for experimentation
when more treatments are available.
The partitioning used in Corollary 3.2 results in a near-minimax optimal policy, as we
show in the following theorem, which establishes a lower bound on maximal expected
regret. The statement follows from Theorem 3.9 in Section 3.2 below.
Theorem 3.3. Suppose K = 2 and that Assumption 2.4 is satisfied. Let γ ∈ (0, 1]. Then,
for every ε ∈ (0, γ/(2γ + d)), every policy π and any randomization measure, we have
supE[Rn(π)] ≥ n1−
γ
2γ+d n−εcl(ε) for every n ∈ N,
where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies
Equation (1), Assumption 2.6 with parameters γ and L = 1/
√
17, PX is the uniform
distribution on [0, 1]d, and where
c−1l (ε) = 64
1+1/α(ε)(8d(c−2L)
−α(ε) + 1)1/α(ε) with α(ε) = (2γ + d)ε/γ.
Comparing the lower bound on maximal regret in Theorem 3.3 to the upper bound
on maximal expected regret established in Corollary 3.2, reveals that the F-UCB policy
with a cubic partition and with P = ⌈n1/(2γ+d)⌉ is near-optimal: If a policy with strictly
smaller maximal expected regret exists, the order of improvement must be o(nε) for all ε ∈
(0, γ/(2γ + d)), e.g., logarithmic. In particular this also means that if nothing prohibits
cubic partitioning, not much can be gained from a maximal expected regret point-of-view
in searching for “better” partitions under the given set of assumptions.
Remark 3.4 (Unknown horizon and the doubling trick). The policy π¯ with cubic parti-
tioning P = ⌈n1/(2γ+d)⌉, as considered in Corollary 3.2, can be used in practice only if one
knows n, i.e., the policy is not anytime. If n is unknown, however, one can use the “dou-
bling trick” to construct a policy with an upper bound on the maximal expected regret
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that is of the same order as in Corollary 3.2, but with higher multiplicative constants.
In essence, the doubling trick works by “restarting” the policy at times 2m, m ∈ N. We
refer to Shalev-Shwartz (2012) and the recent work by Besson and Kaufmann (2018) for
more details.
Remark 3.5 (Discrete covariates). We mostly focus on the case of continuous covariates
(although this is not formally required in Theorem 3.1). A natural, and also near minimax
rate-optimal, solution to incorporate discrete covariates would be to fully condition on
these, i.e., to apply the F-UCB policy of Kock et al. (2020) separately for each combination
of discrete covariates. In the present article, we omit formal statements concerning discrete
covariates, but we emphasize that corresponding results can be obtained by conditioning
arguments.
3.2 Optimality properties under the margin condition
Besides mild conditions on PX , our results so far have only assumed that the conditional
distributions of the treatment outcomes are Ho¨lder equicontinuous. In particular, the
sets of distributions over which the F-UCB policy has been shown to be optimal does
not restrict the (unknown) similarity of the best and second best treatment. In the
present section, we shall see that in classes of distributions where the best and second
best treatment are “well-separated,” the upper bound on maximal expected regret of the
F-UCB policy can be lowered (without changing the policy), and that the F-UCB policy
optimally adapts to the degree of similarity of the best and the remaining treatments.
Besides being of interest in their own right, the results in the present section are instru-
mental to proving our impossibility result Theorem 2.5 and to establishing the expected
regret lower bound in Theorem 3.3.
To formally define the well-separateness condition we shall work with, we need to define
for every x ∈ [0, 1]d the second best treatment π♯(x); note that in principle there can
be multiple treatments that are as good as the best treatment π∗(x). For x ∈ [0, 1]d, if
mini∈I T(F
i(·, x)) < T(F π⋆(x)(·, x)), we define the second best treatment as
π♯(x) := min argmax
i∈I
{
T(F i(·, x)) : T(F i(·, x)) < T(F π⋆(x)(·, x))} ;
and we set π♯(x) = 1 otherwise, i.e., if all treatments are equally good. We can now
introduce the margin condition.
Assumption 3.6. There exists an α ∈ (0, 1) and a C0 > 0, such that4
PX
(
x ∈ [0, 1]d : 0 < T(F π⋆(x)(·, x))− T(F π♯(x)(·, x)) ≤ δ) ≤ C0δα for all δ ∈ [0, 1].
The margin condition restricts how likely it is that the best and second best treat-
ment are close to each other. In particular, it limits the probability of these two treat-
ments being almost equally good, i.e., being within a δ-margin. Assumptions of this
type have previously been used in the works of Mammen and Tsybakov (1999), Tsybakov
(2004), and Audibert and Tsybakov (2007) in the statistics literature. In the context of
statistical treatment rules, the margin condition has recently been used in the work of
Kitagawa and Tetenov (2018), who considered empirical welfare maximization in a static
treatment allocation problem. Finally, the margin condition was used by Rigollet and Zeevi
(2010) and Perchet and Rigollet (2013) in the context of a multi-armed bandit problem
targeting the conditional mean. The proofs of the results in the present section draw in
particular their ideas.
Adding the margin condition, the maximal expected regret of the F-UCB policy based
on cubic partitions can be bounded as follows.
Theorem 3.7. Suppose Assumptions 2.2 and 2.3 hold. Assume further that D is con-
vex. Let γ ∈ (0, 1]. Consider the F-UCB policy with covariates π¯, based on a cu-
bic partition Bn,j = B
P
j for j = 1, . . . ,M(n) = P
d, as defined in Equation (7), and
4We note that the events in the displayed equation of Assumption 3.6 are not necessarily Borel
measurable. Therefore, Assumption 3.6 implicitly imposes measurability on all events considered. Note,
however, that in case Assumptions 2.2 and 2.6 as well as the inclusion in Equation (1) are assumed, this
measurability condition is easily seen to be satisfied.
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with P = ⌈n1/(2γ+d)⌉. Then there exists a constant c = c(d, L, γ, c, c¯, C, C0, α, β) > 0, such
that
supE
[
Rn(π¯)
] ≤ cKlog(n)n1− γ(1+α)2γ+d for every n ∈ N, (8)
where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X sat-
isfies Equation (1), Assumption 2.1 with c and c, Assumption 2.6 with L and γ, and
Assumption 3.6 with α ∈ (0, 1) and C0 > 0.
Compared to Corollary 3.2 the exponent on n in the upper bound on regret is smaller,
the difference depending on α. Thus, in the presence of Assumption 3.6, the regret
guarantee of the F-UCB policy is stronger, even without incorporating α into the policy.
We shall see in Theorem 3.9 below that the upper bound on maximal expected regret in
Theorem 3.7 is optimal in n up to logarithmic factors.
The margin condition also allows us to prove an upper bound on the expected number
of suboptimal assignments made by the F-UCB policy. We shall define the total number
of suboptimal assignments for a policy π over the course of a total of n assignments as
Sn(π) = Sn(π;F
1, . . . , FK , Xn, Zn−1, Gn)
=
n∑
t=1
1
{
πn,t(Xt, Zt−1, Gt) 6∈ argmax {T(F i(·, Xt)) : i = 1, . . . , K}
}
.
We now establish a uniform upper bound on E[Sn(π¯)] for the F-UCB policy π¯ based on
cubic partitions.
Theorem 3.8. Suppose Assumptions 2.2 and 2.3 hold. Assume further that D is con-
vex. Let γ ∈ (0, 1]. Consider the F-UCB policy with covariates π¯, based on a cu-
bic partition Bn,j = B
P
j for j = 1, . . . ,M(n) = P
d, as defined in Equation (7), and
with P = ⌈n1/(2γ+d)⌉. Then there exists a constant c = c(d, L, γ, c, c¯, C, C0, α, β) > 0, such
that
supE
[
Sn(π¯)
] ≤ c[Klog(n)] α1+αn1− αγ2γ+d for every n ∈ N,
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where the supremum is taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X sat-
isfies Equation (1), Assumption 2.1 with c and c, Assumption 2.6 with L and γ, and
Assumption 3.6 with α ∈ (0, 1) and C0 > 0.
The upper bound in Theorem 3.8 is a useful theoretical guarantee, because it limits the
number of subjects who receive suboptimal treatments. As the last result in this section,
we prove that the upper bounds in Theorems 3.7 and 3.8 are near minimax optimal.
This ensures, in particular, that the good behavior of the maximal expected regret of
the F-UCB policy does not come at the price of excessive experimentation, leading to
unnecessarily many suboptimal assignments.
Theorem 3.9. Suppose K = 2 and that Assumption 2.4 is satisfied. Let γ ∈ (0, 1]. Then
for every policy π and any randomization measure, we have
supE[Rn(π)] ≥ n1−
γ(1+α)
2γ+d
/ [
641+1/α(C0 + 1)
1/α
]
for every n ∈ N, (9)
and
supE[Sn(π)] ≥ n1−
αγ
d+2γ
/
32 for every n ∈ N, (10)
where both suprema are taken over all (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X
satisfies Equation (1), Assumption 2.6 with parameters γ and L = 17−1/2, Assumption 3.6
with α ∈ (0, 1) and C0 = 8d(c−2L)−α, and where PX is the uniform distribution on [0, 1]d.
Together with Theorem 3.7 the statement in Equation (9) shows that the F-UCB policy
is near minimax optimal in terms of maximal expected regret. Similarly, together with
Theorem 3.8 the lower bound in Equation (10) proves that the F-UCB policy assigns the
minimal number of suboptimal treatments. The proof idea is classic and links regret to
testing problems. In particular, as in Rigollet and Zeevi (2010) who target the condi-
tional mean functional, we first use the margin condition to lower bound the expected
regret by the expected number of false assignments (cf. Lemma C.1). Then, we show
that the expected number of false assignments can be lower bounded by sums of Type 1
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and Type 2 errors of testing problems in certain binary experiments between elements of
a subfamily of the joint distributions of (Xt, Yt) over which the suprema in the previous
theorem are taken. In order to get good lower bounds, we are required to work with a
family of joint distributions (in particularly satisfying the assumption in Equation (1) and
Assumption 2.6) the elements of which are difficult to distinguish, while having sufficient
variation in x 7→ T(F i(·, x)). This constitutes one main complication compared to the
argument in Rigollet and Zeevi (2010), where the functional is the conditional expecta-
tion, and where one can work with joint distributions where Yt given Xt is a Bernoulli
distribution with a certain success probability depending on the covariate vector. In our
case Equation (1) needs to be satisfied. The only assumption on D we can work with is
Assumption 2.4. Therefore, we need to choose the conditional distributions from the line
segment provided in this Assumption. While Rigollet and Zeevi (2010) construct joint
distributions replicating conditional mean surfaces such that the above testing problems
are difficult enough to warrant large lower bounds, we construct joint distributions repli-
cating conditional functional surfaces that render the testing problems difficult; that is,
we construct joint distribution that are similar enough such that testing between them is
difficult, but such that at the same time the conditional functionals associated to these
distributions are far apart.
4 Conclusion
In the present paper we have established lower and upper bounds on maximal expected
regret in a functional sequential assignment problem with covariates. Our results show
that the optimality theory developed in Rigollet and Zeevi (2010) can be generalized to
a large class of functionals of the conditional potential outcome distributions beyond the
conditional mean.
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Appendices
A Auxiliary results
We shall use similar notational conventions as discussed in Appendix A of Kock et al.
(2020). We repeat them here for the convenience of the reader: The (unique) proba-
bility measure on the Borel sets of R corresponding to a cdf F will be denoted by µF ,
cf., e.g., Folland (1999), p.35. We employ standard notation and terminology concerning
stochastic kernels and their semi-direct products as discussed, e.g., in Appendix A.3 of
Liese and Miescke (2008), cf. in particular their Equation A.3. The random variables and
vectors appearing in the proofs are defined on an underlying probability space (Ω,A,P)
with corresponding expectation E. This underlying probability space is assumed to be rich
enough to support all random variables we work with. A generic element of Ω shall be de-
noted by ω. For a definition and proofs of elementary properties of the Kullback-Leibler
divergence KL(P,Q) between two probability measures P and Q we refer to Tsybakov
(2009). We use the following general version of a chain rule for Kullback-Leibler diver-
gences. A proof can be found in Appendix A of Kock et al. (2020).
Lemma A.1 (“Chain rule” for Kullback-Leibler divergence). Let (X ,A) and (Y ,B) be
measurable spaces. Suppose that B is countably generated. Let A,B : B × X → [0, 1] be
stochastic kernels, and let P and Q be probability measures on (X ,A). Then,
KL(A⊗P,B⊗Q) =
∫
X
KL(A(·, x),B(·, x))dP (x)+KL(P,Q) = KL(A⊗P,B⊗P )+KL(P,Q).
We begin by establishing two auxiliary results that will be useful in the proofs of Theo-
rems 3.1 and 3.7. For n ∈ N let Bn,1, . . . , Bn,M be a partition of [0, 1]d, where every Bn,j
is Borel measurable. Given such a partition, for every j such that PX(Bn,j) > 0, we
shall denote by F ∗n,j an element of {F in,j : i = 1, . . . , K} (see Equation (5) for a definition
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of F in,j), such that T(F
∗
n,j) = maxi∈I T(F
i
n,j). Furthermore, we often write πn,t(Xt) instead
of πn,t(Xt, Zt−1, Gt) in many places throughout the appendix.
Lemma A.2. Suppose that Assumptions 2.2 and 2.6 are satisfied (the latter with γ ∈ (0, 1]
and L > 0), and assume that the inclusion in Equation (1) holds. Let Bn,1, . . . , Bn,M
be a partition of [0, 1]d, where every Bn,j is Borel measurable. As in the statement of
Theorem 3.1, we let Vn,j = supx1,x2∈Bn,j ‖x1 − x2‖. Then, for every i ∈ {1, . . . , K},
every j ∈ {1, . . . ,M} and every pair x and x˜ ∈ Bn,j, we have
|T(F i(·, x))−T(F i(·, x˜))| ≤ CLV γn,j and |T
(
F π
⋆(x)(·, x))−T(F π⋆(x˜)(·, x˜))| ≤ CLV γn,j;
(11)
furthermore, if PX(Bn,j) > 0 holds, then
|T(F in,j)− T(F i(·, x))| ≤ CLV γn,j and |T(F π
⋆(x)(·, x))− T(F ∗n,j)| ≤ CLV γn,j. (12)
Proof. Fix i, j, x and x˜ as in the statement of the lemma. By Assumption 2.6
||F i(·, x)− F i(·, x˜)||∞ ≤ L||x− x˜||γ ≤ LV γn,j (13)
Assumption 2.2 and (1) thus imply the first inequality in (11), and the second follows
from
|T(F π⋆(x)(·, x))− T(F π⋆(x˜)(·, x˜))| = |max
i∈I
T(F i(·, x))−max
i∈I
T(F i(·, x˜))|
≤ max
i∈I
|T(F i(·, x))− T(F i(·, x˜))| ≤ CLV γn,j.
Next, assume that PX(Bn,j) > 0. For every y ∈ R, from Equation (13), we obtain
|F in,j(y)− F i(y, x)| ≤
1
PX(Bn,j)
∫
Bn,j
|F i(y, s)− F i(y, x)|dPX(s) ≤ LV γn,j .
The first inequality in (12) is now a direct consequence of Assumption 2.2 and (1) (noting
that F in,j ∈ Dcdf ([a, b])), and the second inequality follows via
|T(F π⋆(x)(·, x))−T(F ∗n,j)| =
∣∣max
i∈I
T(F i(·, x))−max
i∈I
T(F in,j)
∣∣ ≤ max
i∈I
|T(F i(·, x))−T(F in,j)|.
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Lemma A.3. Suppose Assumption 2.2 is satisfied and that D is convex. Suppose further
that PY,X is such that Equation (1) holds, and that Assumption 2.6 is satisfied. Then, for
every Borel set B ⊆ [0, 1]d that satisfies PX(B) > 0 and every i = 1, . . . , K, the cdf
Gi := PX(B)
−1
∫
B
F i(·, x)dPX(x)
is an element of the closure of D ⊆ Dcdf ([a, b]) w.r.t. ‖ · ‖∞.
Proof. Let i ∈ {1, . . . , K}. We construct a sequence of convex combinations of (finitely
many) elements ofD that converges toGi in ‖·‖∞-distance: To this end, letBm,1, . . . , Bm,lm
for m ∈ N be a triangular array of partitions of [0, 1]d into non-empty Borel sub-
sets, such that the maximal diameter vm := supi=1,...,lm supx1,x2∈Bm,i ‖x1 − x2‖ → 0
as m → ∞. For simplicity, define the probability measure P∗ on the Borel sets of Rd
by P∗(A) = PX(A ∩ B)/PX(B). Write
Gi =
∫
F i(·, x)dP∗(x) =
lm∑
j=1
∫
Bm,j
F i(·, x)dP∗(x).
For every m and every j, pick an xm,j ∈ Bm,j . Note that F i(·, xm,j) ∈ D by Equation (1).
From Assumption 2.6, we know that for any x ∈ Bm,j we have ‖F i(·, xm,j)−F i(·, x)‖∞ ≤
L‖xm,j − x‖γ ≤ Lvγm. Thus,
‖Gi−
lm∑
j=1
P∗(Bm,j)F
i(·, xm,j)‖∞ ≤
lm∑
j=1
∫
Bm,j
‖F i(·, x)−F i(·, xm,j)‖∞dP∗(x) ≤ Lvγm → 0.
B Proofs of results in Section 2
B.1 Proof of Theorem 2.5
Because Assumption 2.6 (for any γ ∈ (0, 1] and any L > 0) implies the assumption in
Equation (3), the statement follows immediately from the lower bound in Equation (9)
in Theorem 3.9 upon letting γ → 0.
22
B.2 Proof of Theorem 2.7
If min(PX(A1),PX(A2)) = 0, then the statement in the theorem trivially holds. Hence,
assume that p := min(PX(A1),PX(A2)) > 0. Let n ∈ N and let π be a policy that ignores
covariates, i.e., as described before Theorem 2.7. We write πn,t = πt. Fix a randomization
measure PG.
As a preparation, for every m ∈ N, define
A1,m := {x ∈ [0, 1]d : T(F 1(·, x)) > m−1 + T(F 2(·, x))},
A2,m := {x ∈ [0, 1]d : T(F 1(·, x)) +m−1 < T(F 2(·, x))}.
The sets A1, A2 and A1,m, A2,m for m ∈ N are Borel measurable, because Assumptions 2.2
and 2.6 together with Equation (1) imply the continuity of x 7→ T(F i(·, x)) for i =
1, 2. Note that Ai,m ⊆ Ai,m+1 and
⋃
m∈N Ai,m = Ai hold for i = 1, 2. Hence, as m →
∞, PX(Ai,m) → PX(Ai) for i = 1, 2. Because of p > 0, we can conclude the existence of
an m¯ ∈ N such that pm¯ := min(PX(A1,m¯),PX(A2,m¯)) > p/2. To prove the inequality in
Equation (4), note that by definition, and since π is a policy that does not depend on
covariates, i.e., the t-th assignment only depends on the previously observed outcomes
and randomizations, Z˜t−1 and a novel randomization Gt, we have (cf. the discussion and
notation discussed right before the statement of Theorem 2.7) that
Rn(π) =
n∑
t=1
∣∣T(F 1(·, Xt))− T(F 2(·, Xt))∣∣1{π⋆(Xt)6=π˜t(Z˜t−1,Gt)}.
Note furthermore that[
{Xt ∈ A1,m¯} ∩ {π˜t(Z˜t−1, Gt) 6= 1}
]
∪
[
{Xt ∈ A2,m¯} ∩ {π˜t(Z˜t−1, Gt) 6= 2}
]
⊆ {π⋆(Xt) 6= π˜t(Z˜t−1, Gt)}.
where the union in the first line is a disjoint union. Hence,
Rn(π) ≥ m¯−1
n∑
t=1
(
1A1,m¯(Xt)1{π˜t(Z˜t−1,Gt)6=1} + 1A2,m¯(Xt)1{π˜t(Z˜t−1,Gt)6=2}
)
.
SinceXt is independent of Z˜t−1 andGt, the law of iterated expectations implies E(Rn(π)) ≥
np/(2m¯).
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C Proofs of results in Section 3
C.1 Proof of Theorem 3.1
Fix n ∈ N and let (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies Equation (1),
and Assumption 2.6 with L and γ. Because n is fixed, we abbreviate Bn,j = Bj , Vn,j =
Vj, M(n) =M , and denote π¯n,t = π¯t. First, we decompose Rn(π¯) =
∑M
j=1 R˜j(π¯), where
R˜j(π¯) :=
n∑
t=1
[
T
(
F π
⋆(Xt)(·, Xt)
)− T(F π¯t(Xt)(·, Xt))]1{Xt∈Bj}, (14)
where, as often done in the present section, we dropped the argument Zt−1 from π¯t. Note
furthermore that the policy does not rely on an external randomization Gt, which is
therefore suppressed in the notation as well.
Note first that the boundedness of T on D (cf. Assumption 2.2) implies E(R˜j(π¯)) = 0
for every j such that PX(Bj) = 0. Hence, we now fix an index j ∈ {1, . . . ,M}, such
that PX(Bj) > 0. Then, recalling the definition of F
i
n,j in Equation (5), which we here
abbreviate as F ij , each summand in (14) can be written as[
T(F π
⋆(Xt)(·, Xt))− T(F ∗j ) + T(F ∗j )− T(F π¯t(Xt)j ) + T(F π¯t(Xt)j )− T(F π¯t(Xt)(·, Xt))
]
1{Xt∈Bj},
which, by Lemma A.2, is not greater than T(F ∗j ) − T(F π¯t(Xt)j ) + 2CLV γj , and where F ∗j
was defined just before Lemma A.2. Therefore, we obtain
R˜j(π¯) ≤
n∑
t=1
[
T
(
F ∗j
)− T(F π¯t(Xt)j )]1{Xt∈Bj} + 2CLV γj
n∑
t=1
1{Xt∈Bj}. (15)
Obviously, E(
∑n
t=1 1{Xt∈Bj}) = nPX(Bj). Hence, to prove the theorem, it remains to
show that for c = c(β, C) as defined in the statement of the theorem it holds that
E
(
n∑
t=1
[
T
(
F ∗j
)− T(F π¯t(Xt)j )]1{Xt∈Bj}
)
≤ c
√
KnPX(Bj)log(nPX(Bj)). (16)
To this end we will use a conditioning argument in combination with Theorem 4.1
in Kock et al. (2020). Define for every v = (v1, . . . , vn) ∈ {0, 1}n the event
Ω(v) := {ω : 1{Xt∈Bj}(ω) = vt for t = 1, . . . , n},
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and denote f :=
∑n
t=1[T
(
F ∗j
)− T(F π¯t(Xt)j )]1{Xt∈Bj}. Then,
E(f) =
∑
v∈{0,1}n
E(1Ω(v)f) =
∑
v∈{0,1}n
P(Ω(v))E(f |Ω(v)), (17)
where (as usual) we define
E(f |Ω(v)) :=


P−1(Ω(v))E(1Ω(v)f) if P(Ω(v)) > 0,
0 else.
Fix v 6= 0. Denote the elements of {s : vs = 1} by t1, . . . , tm¯, ordered from smallest to
largest. On the event Ω(v), i.e., for every ω ∈ Ω(v), we can use the definition of π¯ (cf. the
description of the F-UCB policy with covariates of display Policy 1) to rewrite
f =
m¯∑
s=1
[
T(F ∗j )− T
(
F
πˆs(W s−1)
j
)]
,
where πˆ is the F-UCB policy from Kock et al. (2020), and where W s is defined re-
cursively via W s = (Yπˆs−1(W s−1),ts ,W
s−1) with W 0 the empty vector (cf. also the dis-
cussion before our Policy 1). Hence, for ω ∈ Ω(v), f is a function of (Yt1 , . . . , Ytm¯),
i.e., f = H(Yt1, . . . , Ytm¯), say. We conclude that
E(f |Ω(v)) = E (H(Yt1 , . . . , Ytm¯)|Ω(v)) = Ev(H(Yt1, . . . , Ytm¯)),
where the probability measure Pv corresponding to Ev is defined as the P-measure with
density P−1(Ω(v))1Ω(v). Note that for Ai ∈ B(RK) for i = 1, . . . , m¯, we have that Pv(Yt1 ∈
A1, . . . , Ytm¯ ∈ Am¯) equals
P−1(Ω(v))P
(
Yt1 ∈ A1, . . . , Ytm¯ ∈ Am¯,Ω(v)
)
=
m¯∏
s=1
P(Yts ∈ As, Xts ∈ Bj)
P(Xts ∈ Bj)
=
m¯∏
s=1
P(Yts ∈ As|{Xts ∈ Bj}).
Hence, the image measure Pv ◦ (Yt1 , . . . , Ytm¯) is the m¯-fold product of Q(·) := P(Y1 ∈
.|{X1 ∈ Bj}). For i.i.d. random K-vectors Y ∗1 , . . . , Y ∗m¯, say, each with distribution Q, it
hence follows from the definition of H that
E(H(Yt1 , . . . , Ytm)|Ω(v)) = E(H(Y ∗1 , . . . , Y ∗m¯)) = E
(
m¯∑
s=1
[
T(F ∗j )− T
(
F
πˆs(Z∗s−1)
j
)])
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where Z∗s = (Y
∗
πˆs(Z∗s−1),s
, . . . , Z∗s−1) (and where Z
∗
0 is the empty vector). The r-th marginal
of Q has cdf F rj , which by Lemma A.3 is an element of the closure of D ⊆ Dcdf ([a, b])
w.r.t. ‖ · ‖∞, which we here denote as cl(D). Therefore, it now follows from Theorem 4.1
in Kock et al. (2020), applied with cl(D) (cf. their Remark 2.4) and with “n = m¯,” that
the quantity in the previous display, and thus E(f |Ω(v)), is not greater than c
√
Km¯log(m¯).
From (17) (noting that f vanishes on Ω(0)) we see that
E(f) ≤ c
∑
v∈{0,1}n
P(Ω(v))
√
Km¯log(m¯).
Recall, that m¯ =
∑n
s=1 vs. Hence, we can interpret m¯ as a random variable on the
set {0, 1}n, equipped with the probability mass function p(v) = P(Ω(v)). Obviously, this
random variable is Bernoulli-distributed with success probability PX(Bj) and “sample
size” n. Thus its expectation is nPX(Bj). It remains to observe that the function h defined
via x 7→ (Kxlog(x))0.5 is concave on [0,∞), allowing us to apply Jensen’s inequality to
upper bound the right hand side in the previous display by ch(nPX(Bj)), which establishes
the statement in Equation (16).
C.2 Proof of Corollary 3.2
Fix n ∈ N, and let (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies Equation (1),
Assumption 2.1 with c and c, and Assumption 2.6 with L and γ. We shall apply Theo-
rem 3.1 to get an upper bound on E[Rn(π¯)]. The specific partition results in M(n) = P
d
and Vn,j =
√
dP−1, where P = ⌈n1/(2γ+d)⌉. Furthermore, from Assumption 2.1, we ob-
tain PX(Bn,j) ≤ cP−d. Therefore, Equation (6) implies the upper bound
E[Rn(π¯)] ≤ c(β, C)
√
Knc¯P dlog(nc¯P−d) + 2CL(
√
dP−1)γnc¯,
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which (using monotonicity of log, and log(xy) ≤ log(x) + log(y) for positive x and y) is
bounded from above by
c(β, C)
√
Kc¯(1 + log(c¯))log(n)nP d + 2CLdγ/2c¯nP−γ ≤ c∗
(√
Klog(n)nP d + nP−γ
)
≤ c∗
√
Klog(n)
(√
nP d + nP−γ
)
,
where c∗ := max[c(β, C)(c¯(1 + log(c¯)))1/2, 2CLdγ/2c¯]. From P−γ ≤ n−γ/(2γ+d) and P d ≤
2dnd/(2γ+d), we obtain the bound
E[Rn(π¯)] ≤ (2d/2 + 1)c∗
√
Klog(n)n1−
γ
2γ+d ,
which proves the theorem.
C.3 Proof of Theorem 3.3
The statement follows from the first lower bound established in Theorem 3.9, upon
setting α = α(ε) = (2γ + d)ε/γ there; note that α(ε) is an element of (0, 1), be-
cause ε ∈ (0, γ/(2γ + d)) holds by construction.
C.4 Proof of Theorem 3.7
Define c1 := 4CLd
γ/2+1. Recall that P = ⌈n1/(2γ+d)⌉. Note first that it suffices to estab-
lish the inequality in Equation (8) for all n large enough (n ≥ n0, say), such that c1P−γ ≤ 1
holds (this will allow us to apply Assumption 3.6 with δ = c1P
−γ in the arguments below).
To see this, note that, by Assumption 2.2, for all n < n0 it holds (for all random vectors as
in the statement of the theorem) that E[Rn(π)] ≤ Cn0. Hence, once the claimed inequal-
ity in the theorem has been established for all n ≥ n0, the constant c in the statement of
Theorem 3.7 can be chosen large enough to deal with the initial terms smaller than n0.
Hence, fix n ≥ n0. Because n is fixed, we abbreviate Bn,j = Bj, Vn,j = Vj =
√
dP−1, and
denote π¯n,t = π¯t.
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Let (Yt, Xt) ∼ PY,X for t = 1, . . . , n, where PY,X satisfies Equation (1), Assumption 2.1
with c and c, Assumption 2.6 with L and γ, and Assumption 3.6 with α ∈ (0, 1)
and C0 > 0. We establish E[Rn(π¯)] ≤ cKlog(n)n1−
γ(1+α)
2γ+2 for a constant that depends
on the quantities indicated in the statement of the theorem in five steps:
Step 1: Decomposition of bins into different types. To obtain the desired upper
bound, we shall treat three types of bins separately. An analogous division of bins was
also used in Perchet and Rigollet (2013) to establish the properties of their successive
elimination algorithm in a classic bandit problem targeting the distribution with the
highest (conditional) mean. The bins are split into
J :=
{
j ∈ {1, . . . , P d} : ∃ x¯ ∈ Bj ,T(F π⋆(x¯)(·, x¯))− T(F π♯(x¯)(·, x¯)) > c1P−γ
}
,
Js :=
{
j ∈ {1, . . . , P d} : ∃ x¯ ∈ Bj ,T(F π⋆(x¯)(·, x¯)) = T(F π♯(x¯)(·, x¯))
}
,
Jw :=
{
j ∈ {1, . . . , P d} : 0 < T(F π⋆(x)(·, x))− T(F π♯(x)(·, x)) ≤ c1P−γ for all x ∈ Bj
}
.
The bins corresponding to indices in J , Js, and Jw will be referred to as “well-behaved,”
“strongly ill-behaved” and “weakly ill-behaved” bins, respectively. Note that Jw and J ∪
Js are clearly disjoint. That J and Js are disjoint is shown in Step 2 below. Hence,
the sets of bins corresponding to indices in J , Js, Jw constitute a partition of the set of
all P d bins Bj , and we can thus write
E(Rn(π¯)) =
∑
j∈Js
E(R˜j(π¯)) +
∑
j∈Jw
E(R˜j(π¯)) +
∑
j∈J
E(R˜j(π¯)), (18)
where, as in Equation (14), we define
R˜j(π¯) :=
n∑
t=1
[
T
(
F π
⋆(Xt)(·, Xt)
)− T(F π¯t(Xt)(·, Xt))]1{Xt∈Bj}. (19)
Step 2: Strongly ill-behaved bins. For every j ∈ Js, by definition, there exists
a x¯ ∈ Bj such that T
(
F π
⋆(x¯)(·, x¯)) = T(F π♯(x¯)(·, x¯)). From the definition of π♯ it thus
follows that T
(
F π
⋆(x¯)(·, x¯)) = T(F i(·, x¯)) for every i ∈ I. Therefore, for every x ∈ Bj and
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every i ∈ I, Lemma A.2 yields
T(F π
⋆(x)(·, x))− T(F i(·, x)) = T(F π⋆(x)(·, x))− T(F i(·, x))− [T(F π⋆(x¯)(·, x¯))− T(F i(·, x¯))]
(20)
≤ 2CLdγ/2P−γ ≤ c1P−γ.
First of all, this shows that J and Js are disjoint. Furthermore, from Equations (19)
and (20), we obtain
∑
j∈Js
R˜j(π¯) ≤ c1P−γ
∑
j∈Js
n∑
t=1
1{Xt∈Bj}1{0<T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))}
≤ c1P−γ
n∑
t=1
1
{0<T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))≤c1P−γ}
.
From Condition 3.6 we hence obtain:∑
j∈Js
E[R˜j(π¯)] ≤ c1nP−γPX
(
0 < T
(
F π
⋆(X)(·, X))− T(F π♯(X)(·, X) ≤ c1P−γ)
≤ C0c1+α1 nP−γ(1+α).
(21)
Step 3: Weakly ill-behaved bins. Since {Xt ∈ Bj} for j ∈ Jw are disjoint subsets of
{0 < T(F π⋆(Xt)(·, Xt))− T(F π♯(Xt)(·, Xt)) ≤ c1P−γ},
we obtain from Condition 3.6, recall that P(Xt ∈ Bj) ≥ cP d , that
|Jw| c
P d
≤
∑
j∈Jw
P(Xt ∈ Bj) ≤ P
(
0 < T
(
F π
⋆(Xt)(·, Xt)
)− T(F π♯(Xt)(·, Xt)) ≤ c1P−γ)
≤ C0cα1P−γα,
which yields |Jw| ≤ (C0cα1/c)P d−γα. Using (15) and (16) with Vj =
√
dP−1 and PX(Bj) ≤
c¯P−d, we obtain (by similar arguments as in Section C.2)
E[R˜j(π¯)] ≤ c′
(√
Knlog(n)P−d/2 + nP−γ−d
)
, (22)
where c′ depends on d, L, γ, c¯, C, β, but not on n. Combining (22) with |Jw| ≤ (C0cα1 /c)P d−γα
leads to
∑
j∈Jw
E[R˜j(π¯)] ≤ c′′
(√
Knlog(n)P d/2−γα + nP−γ(1+α)
)
, (23)
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where c′′ depends on d, L, γ, c, c¯, C, C0, α, β, but not on n.
Step 4: Well-behaved bins. For every j ∈ J let xj ∈ Bj be such that
T(F π
⋆(xj)(·, xj))− T(F π♯(xj)(·, xj)) > c1P−γ. (24)
Next, define the following sets of indices (“corresponding to the optimal and suboptimal
treatments given xj”):
I⋆j := {i ∈ I : T
(
F π
⋆(xj)(·, xj)
)
= T(F i(·, xj))},
I0j := {i ∈ I : T
(
F π
⋆(xj)(·, xj)
)− T(F i(·, xj)) > c1P−γ}.
Clearly π⋆(xj) ∈ I⋆j and π♯(xj) ∈ I0j (cf. (24)). Hence I⋆j and I0j define a nontrivial
partition of I. For every j ∈ J we can thus decompose R˜j(π¯) defined in Equation (19)
as the sum of
R˜j,I⋆j (π¯) :=
∑
i∈I⋆j
n∑
t=1
[
T
(
F π
⋆(Xt)(·, Xt)
)− T(F i(·, Xt))]1{Xt∈Bj}1{π¯t(Xt)=i},
R˜j,I0j (π¯) :=
∑
i∈I0j
n∑
t=1
[
T
(
F π
⋆(Xt)(·, Xt)
)− T(F i(·, Xt))]1{Xt∈Bj}1{π¯t(Xt)=i}.
Step 4a: A bound for E(R˜j,I⋆j (π¯)). For any i ∈ I⋆j and every x ∈ Bj satisfy-
ing T(F π
⋆(x)(·, x)) 6= T(F i(·, x)), the triangle inequality, the definition of π♯, and Lemma A.2
yield
0 < T(F π
⋆(x)(·, x))− T(F π♯(x)(·, x))
≤ T(F π⋆(x)(·, x))− T(F i(·, x))
= T(F π
⋆(x)(·, x))− T(F π⋆(xj)(·, xj)) + T(F i(·, xj))− T(F i(·, x)) ≤ 2CLdγ/2P−γ ≤ c1P−γ,
the last inequality following from c1 = 4CLd
γ/2 + 1. But this means (applying the
inequality chain in the previous display twice) that for any i ∈ I⋆j and every x ∈ Bj
T(F π
⋆(x)(·, x))− T(F i(·, x)) ≤ c1P−γ1{v:0<T(Fπ⋆(v)(·,v))−T(Fπ♯(v)(·,v))≤c1P−γ}(x).
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We deduce
E[R˜j,I⋆j (π¯)] ≤ E
n∑
t=1
c1P
−γ
1
{0<T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))≤c1P−γ}
1{Xt∈Bj} ≤ nc1P−γqj ,(25)
where qj := P(0 < T(F
π⋆(Xt)(·, Xt)) − T(F π♯(Xt)(·, Xt)) ≤ c1P−γ, Xt ∈ Bj), which is
independent of t due to the Xt being identically distributed.
Step 4b: A bound for E(R˜j,I0j (π¯)). By Lemma A.2, noting that PX(Bj) > cP
−d > 0,
for every x ∈ Bj and every i ∈ I0j we have (abbreviating F in,j by F ij )
T(F π
⋆(x)(·, x))− T(F i(·, x)) ≤
[
T(F ∗j )− T(F ij )
]
+ c1P
−γ, (26)
from which it follows that
E[R˜j,I0j (π¯)] ≤
∑
i∈I0j
∆ijES(i, n, j) + c1P
−γ
∑
i∈I0j
ES(i, n, j), (27)
where, for every i ∈ I0j , we let S(i, n, j) :=
∑n
t=1 1{Xt∈Bj}1{π¯t(Xt)=i} and ∆
i
j := T(F
∗
j ) −
T(F ij ). We now claim that (this claim will be verified before moving to Step 4c below)
ES(i, n, j) ≤ 2C
2β log(c¯nP−d)
[∆ij ]
2
+
β + 2
β − 2 . (28)
Define ∆j := mini∈I0j ∆
i
j . We note that ∆j > 0 follows from inserting x = xj in Equa-
tion (26), and from using the definition of I0j . Next, noting that maxi∈I0j ∆
i
j ≤ 2C by
Assumption 2.2, and combining Equations (27) and (28), we obtain the bound
E[R˜j,I0j (π¯)] ≤ K
2C2β log(c¯nP−d)
∆j
(
1 +
c1P
−γ
∆j
)
+ (c1 + 2C)K
β + 2
β − 2 . (29)
It remains to prove the claim in Equation (28). To this end we apply a conditioning
argument as in the proof of Theorem 3.1. We shall now use some quantities (in particular
the sets Ω(v)) that were defined in that proof: Note that
ES(i, n, j) =
∑
v∈{0,1}n
P(Ω(v))E(S(i, n, j)|Ω(v)). (30)
Arguing as in the proof of Theorem 3.1, it is now easy to see that E(S(i, n, j)|Ω(v)) can
be written as the expected number of times treatment i is selected in running the F-UCB
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policy πˆ (without covariates) in a problem with m¯ =
∑n
s=1 vs (fixed) i.i.d. inputs with
distribution Q (the marginals of which have a cdf that lies in the closure of D w.r.t. ‖ · ‖∞
as a consequence of Lemma A.3). We can hence (cf. Remark 2.4 in Kock et al. (2020))
apply the bound established in Equation (26) of Kock et al. (2020), to the just mentioned
problem, to obtain
E(S(i, n, j)|Ω(v)) ≤ 2C
2β log(m¯)
[∆ij ]
2
+
β + 2
β − 2 .
We can now combine the obtained inequality with Equation (30) to see that
ES(i, n, j) ≤
∑
v∈{0,1}n
P(Ω(v))
2C2β log(m¯)
[∆ij ]
2
+
β + 2
β − 2 .
The claim in (28) now follows from Jensen’s inequality, and (cf. the end of the proof of
Theorem 3.1)
∑
v∈{0,1}n P(Ω(v))m¯ ≤ c¯nP−d.
Step 4c: A bound for E(R˜j(π¯)) with j ∈ J . For all i ∈ I0j and all x ∈ Bj the triangle
inequality and Lemma A.2 with Vj =
√
dP−1 shows that c1P
−γ is smaller than
|T(F π⋆(xj)(·, xj))− T(F i(·, xj))|
≤|T(F π⋆(xj)(·, xj))− T(F π⋆(x)(·, x))|+ |T(F π⋆(x)(·, x))− T(F i(·, x))|+ |T(F i(·, x))− T(F i(·, xj))|
≤2CLdγ/2P−γ + |T(F π⋆(x)(·, x))− T(F i(·, x))|.
Recalling that c1 = 4CLd
γ/2 + 1, we obtain
T
(
F π
⋆(x)(·, x))− T(F i(·, x)) > (1 + 2CLdγ/2)P−γ. (31)
[In particular, since I0j 6= ∅ holds, 0 < T(F π⋆(x)(·, x))−T(F π♯(x)(·, x)) for all x ∈ Bj if j ∈
J , an observation we shall need later in Step 4d.] For every i ∈ I0j and every x ∈ Bj , (31)
and Lemma A.2 (recalling that PX(Bj) > cP
−d > 0) imply
∆ij = T(F
∗
j )− T(F ij ) ≥ T(F π
⋆(x)(·, x))− T(F i(·, x))− 2CLdγ/2P−γ > P−γ;
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in particular, for any j ∈ J , we have ∆j = mini∈I0j ∆ij > P−γ. Recalling that R˜j(π¯) =
R˜j,I∗j (π¯) + R˜j,I0j (π¯), we combine (25) and (29) (with the just observed ∆j > P
−γ) to see
that for any j ∈ J
E[R˜j(π¯)] ≤ nc1P−γqj + 2C
2(c1 + 1)Kβ log(c¯nP
−d)
∆j
+ (c1 + 2C)K
β + 2
β − 2 . (32)
Step 4d: A bound for
∑
j∈J E[R˜j(π¯)]. Using Equation (32) and |J | ≤ P d we obtain
∑
j∈J
E[R˜j(π¯)] ≤ (c1 + 2C)Kβ + 2
β − 2P
d + nc1P
−γ
∑
j∈J
qj +
∑
j∈J
2C2(c1 + 1)Kβ log(c¯nP
−d)
∆j
.
(33)
Since the Bj are disjoint, we obtain, recalling the definition of qj after Equation (25), that
nc1
P γ
∑
j∈J
qj ≤ nc1
P γ
P
(
0 < T(F π
⋆(X1)(·, X1))− T(F π♯(X1)(·, X1)) < c1P−γ
) ≤ C0c1+α1 nP−γ(1+α),
(34)
where we used Assumption 3.6 to obtain the last inequality.
To deal with the last sum in the upper bound in (33), we need a better lower bound
on the ∆j-s than the already available P
−γ. For notational simplicity, let’s suppose that
the well-behaved bins are indexed as J = {1, 2, . . . , j1} such that 0 < P−γ ≤ ∆1 ≤ ∆2 ≤
. . . ≤ ∆j1. Fix j ∈ J . Then, for any k = 1, . . . , j, we claim that:
Bk ⊆
{
x : 0 < T(F π
⋆(x)(·, x))− T(F π♯(x)(·, x)) < ∆j + 2CLdγ/2P−γ
}
. (35)
To see (35), note that, by definition, there exists an i ∈ I0k such that ∆k = T(F ∗k )−T(F ik).
Given x ∈ Bk, Lemmas A.2 and A.3 and Remark 2.4 in Kock et al. (2020) yield (the first
inequality following from the observation after Equation (31))
0 < T(F π
⋆(x)(·, x))− T(F π♯(x)(·, x)) ≤ T(F π⋆(x)(·, x))− T(F i(·, x))
≤ ∆k + 2CLdγ/2P−γ
≤ ∆j + 2CLdγ/2P−γ,
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and thus x is an element of the set on the right-hand-side of (35). Since all bins Bk are
disjoint and ∆j + 2CLd
γ/2P−γ ≤ c1∆j (obtained by recalling c1 = 4CLdγ/2 + 1, and
using ∆j > P
−γ), the inclusion (35) yields that for any j ∈ J :
PX
(
x : 0 < T(F π
⋆(x)(·, x))− T(F π♯(x)(·, x)) < c1∆j
) ≥ j∑
k=1
PX(Bk) ≥ cj
P d
. (36)
Let’s denote j2 := max{j ∈ J : ∆j ≤ 1/c1} (here interpreting the maximum of an
empty set as 0). Then, for each j ∈ {1, . . . , j2} by Assumption 3.6 :
PX
(
0 < T(F π
⋆(X)(·, X))− T(F π♯(X)(·, X)) < c1∆j
) ≤ C0(c1∆j)α. (37)
Combining (36), (37), and ∆j > P
−γ, for any j ∈ {1, . . . , j2} we get ∆j ≥ max
(
c∗
(
jP−d
)1/α
, P−γ
)
,
with constant c∗ := c
−1
1 c
1/αC
−1/α
0 . Combining this with the identity ∆j > 1/c1 for j > j2,
we obtain that
∑
j∈J
1
∆j
≤
j2∑
j=1
min
(
c−1∗
(
P d/j
)1/α
, P γ
)
+
j1∑
j=j2+1
c1 ≤
P d∑
j=1
min
(
c−1∗
(
P d/j
)1/α
, P γ
)
+ c1P
d.
For P˜ := ⌈P d−αγ⌉ (in fact for any P˜ ∈ {1, . . . , P d}, and thus in particular for our
particular choice) it holds that
P d∑
j=1
min
(
c−1∗
(
P d/j
)1/α
, P γ
)
≤
P˜∑
j=1
P γ + c−1∗ P
d/α
∞∑
j=P˜+1
j−1/α ≤ c∗∗P d+γ(1−α),
for c∗∗ := [2+ c
−1
∗ (α
−1−1)−1], where we used∑∞j=P˜+1 j−1/α ≤ (α−1−1)−1P˜ 1−α−1. Hence,
Equations (33) and (34), and the bounds in the previous two displays imply
∑
j∈J
E[R˜j(π¯)] ≤ c′′′
(
nP−γ(1+α) +Klog(nP−d)P d +Klog(nP−d)P d+γ(1−α)
)
, (38)
for a constant c′′′, say, that depends on d, L, γ, c, c, C, C0, α and β, but not on n.
Step 5: Combining. From Equations (18), (21), (23) and (38) we obtain
E[Rn(π¯)] ≤ c
′′′′
4
(
nP−γ(1+α) +
√
Knlog(n)P d/2−γα +Klog(nP−d)P d +Klog(nP−d)P d+γ(1−α)
)
34
for a constant c′′′′ that depends on d, L, γ, c, c¯, C, C0, α and β, but not on n. From P =
⌈n1/(2γ+d)⌉ we get n ≤ P 2γ+d, and obtain
E[Rn(π¯)] ≤ c
′′′′
4
Klog(n)
(
nP−γ(1+α) + n1/2P d/2−γα + 2P d+γ(1−α)
)
≤ c′′′′Klog(n)P d+γ(1−α),
from which the conclusion follows.
C.5 Proof of Theorem 3.8
To prove the theorem we just combine Theorem 3.7 and the following lemma, which allows
one to upper bound the number of suboptimal assignments made by any policy.
Lemma C.1. Suppose Assumptions 2.2 and 3.6 hold. Let D0 ≥ max(2, C−10 ), and de-
fine C˜(α,D0, C0) = (1 − 1/D0)/(C0D0)1/α. Then, for any policy π, any randomization
measure, and for all (Yt, Xt) ∼ PY,X , such that PY,X satisfies Equation (1) and Assump-
tion 2.6, it holds that
E[Rn(π)] ≥ C˜(α,D0, C0)n−1/α
(
E[Sn(π)]
)1+1/α
for every n ∈ N.
Remark C.2. In Lemma C.1 we impose Assumptions 2.2 and 2.6 and Equation (1) to
guarantee that Rn(π) and Sn(π) are random variables, and that π
⋆ and π♯ are measurable,
cf. also the discussion in the footnote of Assumption 3.6.
Proof. The proof-idea is quite standard and we follow Rigollet and Zeevi (2010): Choose
D0 ≥ max(2, C−10 ), implying that 1/(C0D0)1/α ≤ 1. Let n ∈ N, and let π be a policy as
defined in Section 2. We write πn,t = πt. Let PG be a randomization measure. We show
that
E[Rn(π)] ≥ C˜n−1/α
(
E[Sn(π)]
)1+1/α
(39)
for C˜ = C˜(α,D0, C0). If E[Sn(π)] = 0, (39) trivially holds. Thus, suppose that E[Sn(π)] >
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0. Note that for any δ > 0,
Rn(π) ≥ δ
n∑
t=1
1
{T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))>δ}
1{
πt(Xt,Zt−1,Gt)6∈argmaxi∈I{T(F
i(·,Xt))}
}
= δSn(π)− δ
n∑
t=1
1
{T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))≤δ}
1{
πt(Xt,Zt−1,Gt)6∈argmaxi∈I{T(F
i(·,Xt))}
}
= δSn(π)− δ
n∑
t=1
1
{0<T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))≤δ}
1{
πt(Xt,Zt−1,Gt)6∈argmaxi∈I{T(F
i(·,Xt))}
}
≥ δSn(π)− δ
n∑
t=1
1
{0<T(Fπ
⋆(Xt)(·,Xt))−T(Fπ
♯(Xt)(·,Xt))≤δ}
,
where the second equality used that if πt(Xt, Zt−1, Gt) 6∈ argmaxi∈I {T(F i(·, Xt))}, then 0 <
T(F π
⋆(Xt)(·, Xt))−T(F π♯(Xt)(·, Xt)). Choosing δ := (E[Sn(π)]/(nC0D0))1/α ≤ 1/(C0D0)1/α ≤
1 (the first inequality following from E[Sn(π)] ≤ n), Assumption 3.6 yields
E[Rn(π)] ≥ δ(E[Sn(π)]− C0nδα) = δ(1− 1/D0)E[Sn(π)] = C˜n−1/α
(
E[Sn(π)]
)1+1/α
,
which proves (39).
C.6 Proof of Theorem 3.9
Let π be a policy, let PX be the uniform distribution on [0, 1]
d, let PG be a randomization
measure, and fix an n ∈ N. To simplify notation, we abbreviate πn,t = πt. The proof of
the inequalities in (9) and (10) now proceeds in 5 steps:
Step 0: Preliminary observations and some notation. (a) From the maintained
assumptions and Assumption 2.2 (imposed through Assumption 2.4) it follows that
c−(τ2 − τ1) ≤ T(Jτ2)− T(Jτ1) ≤ C‖Jτ2 − Jτ1‖∞ ≤ C(τ2 − τ1) for every τ1 ≤ τ2 in [0, 1].
Let ε := 2/
√
17 < 1/2, set Hv := J1/2+v for every v ∈ [−ε, ε], and define the map h :
[−ε, ε]→ [h(−ε), h(ε)] via v 7→ T(Hv); note that h is strictly increasing because of c− > 0
and the observation in the previous display. (b) The previous display also implies that h
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is Lipschitz continuous with constant C, and that h(w) − h(v) ≥ c−(w − v) for ev-
ery v ≤ w in [−ε, ε]; implying that h possesses a Lipschitz-continuous inverse func-
tion h−1 : [h(−ε), h(ε)]→ [−ε, ε], say, with constant c−1− . (c) Note that the map v 7→ Hv
(as a map from [−ε, ε] to Dcdf([a, b]) equipped with the supremum metric) is Lipschitz
continuous with constant 1. (d) Finally, we verify that for ζ := c−1− (0.5
2− ε2)−1/2 we have
(recalling the notational conventions introduced in the first paragraph of the Appendix)
KL
1/2(µHv , µHw) ≤ ζ
(
T(Hw)− T(Hv)
)
for every v ≤ w in [−ε, ε]. (40)
By definition T(Hw) − T(Hv) = h(w)− h(v). Hence, the statement in (40) follows from
observation (b) once we verify KL1/2(µHv , µHw) ≤ (w− v)/
√
0.52 − ε2. But the latter is a
simple consequence of Lemma A.3 in Kock et al. (2020) (and is established similarly as
the last claim in Lemma A.4 in Kock et al. (2020)).
Step 1: Construction of a family of functions C. For P ∈ N (to be chosen in Step 4),
let BP1 , . . . , B
P
P d
be the hypercubes defined in (7), and sorted lexicographically; we shall
drop the superscript P in the following. Let qi, i = 1, . . . , P
d, denote the center of Bi.
Let m := ⌈P d−γα⌉, and observe that 1 ≤ m ≤ P d. Next, let Σm := {−1, 1}m, |Σm| = 2m,
and define Cm = C := {fσ : σ ∈ Σm}, where for σ ∈ Σm we construct fσ : [0, 1]d → R via
fσ(x) := h(0) + c−ε
m∑
j=1
σjϕj(x);
for every j ∈ {1, . . . , P d} we denote ϕj(x) := 4−1P−γφ(2P (x− qj))1Bj(x), where φ(x) :=
(1− ||x||∞)γ , and ‖x‖∞ := max1≤i≤d |xi| for x ∈ Rd. Note that every fσ is continuous.
We now show that every fσ is Ho¨lder continuous. More precisely, we show that for
every fσ ∈ C
|fσ(x1)− fσ(x2)| ≤ c−ε2−1||x1 − x2||γ for every x1, x2 ∈ [0, 1]d, (41)
with ‖ · ‖ denoting the Euclidean norm. We note that for any pair x1, x2 ∈ [0, 1]d one
has |φ(x1) − φ(x2)| ≤ ||x1 − x2||γ∞ ≤ ||x1 − x2||γ; the second inequality is obvious, and
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the first inequality follows from |pγ − qγ| ≤ |p− q|γ for p, q ≥ 0 and 0 < γ ≤ 1, together
with the reverse triangle inequality. Now, to show (41), we consider two cases: First,
if x1, x2 ∈ Bj for j ∈ {1, . . . , P d}, the definition of fσ and |φ(x1) − φ(x2)| ≤ ||x1 − x2||γ
lead to (note that if j > m, the following inequality trivially holds)
[c−ε]
−1|fσ(x1)− fσ(x2)| ≤ |ϕj(x1)− ϕj(x2)| ≤ 2
γ
4
||x1 − x2||γ ≤ 1
2
||x1 − x2||γ. (42)
We remark that by continuity of fσ, equation (42) continues to hold if x1 and x2 are
elements of the closure of Bj , i.e., of B¯j. Secondly, suppose that x1 ∈ Bj, x2 ∈ Bk
for j 6= k. Let S := {θx1 + (1 − θ)x2 : θ ∈ [0, 1]}. Define y1 := argminz∈S∩B¯j ||z − x2||
and y2 := argminz∈S∩B¯k ||z − x1||. Clearly, y1 and y2 are elements of the boundary of Bj
and Bk, respectively, implying ϕj(y1) = ϕk(y2) = 0. Denote σ¯i = σi for i = 1, . . . , m
and σ¯i = 0 for i > m. We obtain
[c−ε]
−1|fσ(x1)− fσ(x2)| = |σ¯jϕj(x1)− σ¯kϕk(x2)| ≤ |ϕj(x1)− ϕj(y1)|+ |ϕk(y2)− ϕk(x2)|
≤ 2
γ
4
(||x1 − y1||γ + ||y2 − x2||γ)
≤ 2−1||x1 − x2||γ,
where for the second inequality we made use of the second inequality in (42) (cf. also the
remark immediately after (42)), and for the third inequality we combined (aγ + bγ) ≤
21−γ(a + b)γ for 0 < γ ≤ 1 and a, b ≥ 0 with ||x1 − y1||+ ||y2 − x2|| ≤ ||x1 − y1||+ ||y1 −
y2||+ ||y2−x2|| = ||x1−x2||. Since the hypercubes B1, . . . , BP d define a partition of [0, 1]d
this establishes Equation (41).
Step 2: Construction of probability measures Pf indexed by C. Recall from
Observation (b) in Step 0 that h : [−ε, ε] → [−h(ε), h(ε)] defined via v 7→ T(Hv) per-
mits a Lipschitz-continuous inverse h−1 : [h(−ε), h(ε)]→ [−ε, ε], say, with corresponding
Lipschitz constant c−1− . By construction, the range of f ∈ C is contained in [h(−ε), h(ε)],
because h(ε) − h(0) ≥ c−ε and similarly h(0) − h(−ε) ≥ c−ε. Hence, for every f ∈ C
the composition Af := h
−1 ◦ f : [0, 1]d → [−ε, ε] is well-defined, and Equation (41) shows
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that Af is Ho¨lder-continuous with constant ε/2 and exponent γ. Note that by definition
f(x) = h
(
h−1 ◦ f(x))) = h(Af (x)) = T(HAf (x)) for every x ∈ [0, 1]d and every f ∈ C.
(43)
We next show that µHAf (·)(·) : B(R) × [0, 1]d → [0, 1], defined via B × x 7→ µHAf (x)(B),
is a stochastic kernel: (i) By definition, µHAf (x) is a probability measure for every x ∈
[0, 1]d. (ii) Recall from Observation (c) in Step 0 that ‖Hv − Hw‖∞ ≤ |v − w| for every
pair v, w ∈ [−ε, ε]. From continuity of Af it follows that x 7→ HAf (x)(c) = µHAf (x)((−∞, c])
is continuous (and hence measurable) for every c ∈ R. Since {(−∞, c] : c ∈ R} is a “π-
system” that generates the Borel σ-algebra on R, Lemma 1.40 of Kallenberg (2001) shows
that µHAf (·)(·) : B(R)× [0, 1]d → [0, 1] is a stochastic kernel.
For every f ∈ C, we define the probability measure
Pf := µH0 ⊗ [µHAf (·) ⊗ PX ]; (44)
noting that the product in brackets is a semi-direct product. For later reference, we note
that if (Yt, Xt) ∼ Pf , it holds for every x ∈ [0, 1]d that F 1(·, x) = H0 and F 2(·, x) = HAf (x).
In particular, Equation (1) is satisfied as a consequence of Assumption 2.4. Now, for ev-
ery t = 1, . . . , n, denote by Ptπ,f the probability measure on the Borel sets ofR
(d+2)t induced
by the (recursively defined) random vector Zt = (Yπt(Xt,Zt−1,Gt),t, Xt, Gt, . . . , Yπ1(X1,G1),1, X1, G1)
with i.i.d. (Yt, Xt, Gt) ∼ Pf ⊗PG. In the sequel, for t = 1, . . . , n, the symbol zt will denote
a “generic” element of R(d+2)t (i.e., a “realization” of the random vector Zt).
We close this step with an important observation: Note that K¯t,f : B(R)× [0, 1]d ×R×
R(t−1)(d+1) defined via
B × x× g × zt−1 7→ µH0(B)1{πt(x, zt−1, g) = 1}+ µHAf (x)(B)1{πt(x, zt−1, g) = 2} (45)
is a regular conditional distribution of Yπt(Xt,Zt−1,Gt),t given (Xt, Gt, Zt−1), and that for
every t = 1, . . . , n we can therefore write (noting that Zt = (Yπt(Xt,Zt−1,Gt),t, Xt, Gt, Zt−1),
interpreting Z0 as the empty vector)
Ptπ,f = K¯t,f ⊗ [PX ⊗ PG ⊗ Pt−1π,f ], (46)
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with the convention that in case t = 1 one has to drop the factor Pt−1π,f in the previ-
ous display and the “zt−1” in Equation (45). Hence, interpreting KL(P
t−1
π,f1
,Pt−1π,f2) = 0
in case t = 1, and with the just mentioned “dropping”-convention, the Chain Rule of
Lemma A.1 implies that for f1, f2 ∈ C and any t = 1, . . . , n we have
KL(Ptπ,f1,P
t
π,f2
) =KL
(
K¯t,f1 ⊗ [PX ⊗ PG ⊗ Pt−1π,f1], K¯t,f2 ⊗ [PX ⊗ PG ⊗ Pt−1π,f2]
)
=KL(Pt−1π,f1,P
t−1
π,f2
) + KL
(
K¯t,f1 ⊗ [PX ⊗ PG ⊗ Pt−1π,f1], K¯t,f2 ⊗ [PX ⊗ PG ⊗ Pt−1π,f1]
)
,
the right-hand-side being equal to the sum of KL(Pt−1π,f1,P
t−1
π,f2
) and
∫
[0,1]d×R×R(t−1)(d+2)
KL(K¯t,f1(·, x, g, zt−1), K¯t,f2(·, x, g, zt−1))d(PX ⊗ PG ⊗ Pt−1π,f1)(x, g, zt−1).
Using Equation (45) this sum further simplifies to
KL(Pt−1π,f1,P
t−1
π,f2
) +
∫
{πt=2}
KL(µHAf1 (x)
, µHAf2(x)
)d(PX ⊗ PG ⊗ Pt−1π,f1)(x, g, zt−1),
which, noting that Pt−1π,f1 is obtained by a coordinate projection from P
n
π,f1
, implies
KL
(
Ptπ,f1,P
t
π,f2
)
≤ KL(Pt−1π,f1,Pt−1π,f2)+
∫
{πt=2}
KL(µHAf1(x)
, µHAf2(x)
)d(PX⊗PG⊗Pnπ,f1)(x, g, zn).
By induction, it now immediately follows that for every t = 1, . . . , n
KL
(
Ptπ,f1,P
t
π,f2
)
≤
∫ t∑
i=1
1{πi = 2}KL(µHAf1(x), µHAf2 (x))d(PX ⊗ PG ⊗ P
n
π,f1
)(x, g, zn).
(47)
Step 3: Verifying Assumptions 2.6 and 3.6 for every Pf . Fix f = fσ ∈ C. To
verify Assumption 2.6 (with γ and L = ε/2 as given in the theorem, cf. Step 0 for the
definition of ε) for Pf , which was defined in (44), note that
‖F 2(·, x1)− F 2(·, x2)‖∞ = ‖HAf (x1) −HAf (x2)‖∞ ≤ |Af (x1)−Af (x2)| ≤ L‖x1 − x2‖γ,
the first inequality following Observation (c) in Step 0, and the second following from Af
being Ho¨lder-continuous with constant L = ε/2 and exponent γ, as observed in Step 2
right before Equation (43); note further that F 1(·, x) = H0, and that the previous display
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hence trivially holds for F 2 replaced by F 1. Next, to verify Assumption 3.6 (with α
and C0 = 8d[c−ε]
−α as given in the theorem), it suffices to show (recall that K = 2) that
PX
(
x ∈ [0, 1]d : 0 < |T(HAf (x))− T(H0)| ≤ c−εδ
)
≤ 8dδα for all δ ≥ 0. (48)
The statement in (48) is trivial for δ = 0. Let δ > 0. We use Equation (43) to write
[c−ε]
−1|T(HAf (x))− T(H0)| =
m∑
j=1
ϕj(x),
where we used that Bj ∩Bk = ∅ for j 6= k. Noting that
∑m
j=1 ϕj(x) = 0 for x /∈
⋃m
j=1Bj ,
we obtain
PX
(
x ∈ [0, 1]d : 0 < |T(HAf (x))− T(H0)| ≤ c−εδ
)
=
m∑
j=1
PX
(
x ∈ Bj : 0 < ϕj(x) ≤ δ
)
,
which we can write as
mPX
(
x ∈ B1 : φ(2P (x− q1)) ≤ 4P γδ
)
= m(2P )−d
∫
[−1,1]d
1{φ≤4P γδ}dx
= mP−d
∫
[0,1]d
1{φ≤4P γδ}dx,
where the first equality follows upon substituting u = 2P (x−q1), and the second equality
follows from φ(x) being invariant to multiplying coordinates of x by −1. To upper-bound
the expression to the right in the previous display we consider two cases: If 4P γδ > 1,
then
mP−d
∫
[0,1]d
1{φ≤4P γδ}dx = mP
−d ≤ 2P−γα ≤ 8δα,
where we used m = ⌈P d−γα⌉ ≤ P d−γα + 1 ≤ 2P d−γα and α ∈ (0, 1). On the other hand,
if 4P γδ ≤ 1, we write 1{φ≤4P γδ} = 1− 1{4P γδ<φ} = 1− 1{‖·‖∞<1−(4δ)1/γP} to obtain
mP−d
∫
[0,1]d
1{φ≤4P γδ}dx = mP
−d(1−
∫
[0,1]d
1{‖·‖∞<1−(4δ)1/γP}dx) = mP
−d[1−(1−(4δ)1/γP )d],
which, using (1− (1− s)d) ≤ ds for s ∈ [0, 1], m ≤ 2P d−γα, P ≤ (4δ)−1/γ and α ∈ (0, 1),
is bounded from above by
mP 1−dd(4δ)1/γ ≤ 2dP 1−αγ(4δ)1/γ ≤ 2d(4δ)α ≤ 8dδα.
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Step 4: Lower bounding the suprema in Equations (9) and (10). We start
with Equation (10). We already know that for every f ∈ C the measure Pf satisfies the
inclusion in Equation (1) and Assumptions 2.6 and 3.6. It therefore suffices to verify
sup
f∈C
E(Pf⊗PG)n
[
Sn(π)
] ≥ n1− αγd+2γ /32,
where E(Pf⊗PG)n denotes the expectation w.r.t. the product measure
⊗n
t=1(Pf ⊗ PG)
(here, we interpret, with some abuse of notation, Sn(π) as a function on the range space
of (Xt, Yt, Gt) for t = 1, . . . , n; and we shall denote a generic realization of (Xt, Yt, Gt) by
(xt, yt, gt) to make this convention explicit, where we sometimes drop the subindex t, if
no confusion can arise).
We first observe that for Pfσ , denoting f¯σ := [c−ε]
−1[fσ − h(0)] =
∑m
j=1 σjϕj, we have
Sn(π) =
n∑
t=1
1{T(F 1(·, xt)) 6= T(F 2(·, xt)), π⋆(xt) 6= πt(xt, zt−1, gt)}
=
n∑
t=1
1{f¯σ(xt) 6= 0, 2πt(xt, zt−1, gt)− 3 6= sign(f¯σ(xt))},
where for the second equality we used that π⋆(x) = 3/2+sign(f¯σ(x))/2 (with the conven-
tion that the sign of 0 is −1), and where we recalled from Equation (43) that T(F 1(·, x)) 6=
T(F 2(·, x)) is equivalent to f¯σ(x) 6= 0. Noting that the random vectorsXt, Zt−1, andGt are
independent, it follows that their joint distribution equals PX⊗Pt−1π,fσ⊗PG. Using Tonelli’s
theorem, writing EG for the expectation w.r.t. PG, abbreviating 2πt(x, zt−1, g) − 3 :=
πˇt(x, zt−1, g), and noting that the t-th summand in the previous display depends on zt
only via zt−1, we obtain
sup
f∈C
E(Pf⊗PG)n [Sn(π)] = sup
σ∈Σm
n∑
t=1
Et−1π,fσEG
[
PX
(
x : f¯σ(x) 6= 0, πˇt(x, zt−1, gt) 6= sign(f¯σ(x))
)]
≥ sup
σ∈Σm
m∑
j=1
n∑
t=1
Et−1π,fσEG[PX(x ∈ Bj : πˇt(x, zt−1, gt) 6= σj)]
≥ 1
2m
m∑
j=1
n∑
t=1
∑
σ∈Σm
Et−1π,fσEG[PX(x ∈ Bj : πˇt(x, zt−1, gt) 6= σj)], (49)
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where we used that m ≤ P d and PX(x ∈ Bj : f¯σ(x) = 0) = 0 (and where we use a corre-
sponding “dropping”-convention for the index t = 1 as introduced after Equation (46)).
For every j ∈ {1, . . . , m} and t ∈ {1, . . . , n},
Qjt :=
∑
σ∈Σm
Et−1π,fσEG[PX(x ∈ Bj : πˇt(x, zt−1, g) 6= σj)]
=
∑
σ−j∈Σm−1
∑
i∈{−1,1}
Et−1π,f
σi
−j
EG[PX(x ∈ Bj : πˇt(x, zt−1, g) 6= i)],
where σ−j := (σ1, . . . , σj−1, σj+1, . . . , σm) and σ
i
−j := (σ1, . . . , σj−1, i, σj+1, . . . , σm) for i ∈
{−1, 1}. Define for every j ∈ {1, . . . , m} the probability measure PjX via PjX(A) :=
PX(A∩Bj)/PX(Bj) for A ∈ B(Rd), and let EjX be the corresponding expectation operator.
Recalling PX(Bj) = P
−d, we obtain for any zt−1 ∈ R(t−1)(d+1) and any g ∈ R that
PX({x ∈ Bj : πˇt(x, zt−1, g) 6= i}) = PjX({x : πˇt(x, zt−1, g) 6= i})/P d,
from which we see that the sum over i in the penultimate display coincides, for every σ−j ∈
Σm−1, with
1
P d
(
Et−1π,f
σ−1
−j
EGE
j
X1{πˇt(x,zt−1,g)=1} + 1− Et−1π,f
σ1
−j
EGE
j
X1{πˇt(x,zt−1,g)=1}
)
=:
1
P d
e(σ, j, t).
(50)
Clearly, e(σ, j, t) is the sum of the Type 1 and Type 2 error of the test (x, zt−1, g) 7→
1{πˇt(x,zt−1,g)=1} for
H0 : P
j
X ⊗ Pt−1π,f
σ−1
−j
⊗ PG against H1 : PjX ⊗ Pt−1π,f
σ1
−j
⊗ PG.
Using Theorem 2.2(iii) of Tsybakov (2009), we obtain
e(σ, j, t) ≥ 1
4
exp
[
−KL (PjX ⊗ Pt−1π,f
σ−1
−j
⊗ PG,PjX ⊗ Pt−1π,f
σ1
−j
⊗ PG
)]
=
1
4
exp
[
−KL (Pt−1π,f
σ−1
−j
,Pt−1π,f
σ1
−j
)]
,
(51)
the equality following, e.g., from the Chain Rule in Lemma A.1.
To upper bound KL
(
Pt−1π,f
σ−1
−j
,Pt−1π,f
σ1
−j
)
, we will now apply (47) with f1 = fσ−1
−j
and f2 =
fσ1
−j
. Note first that f1(x) = f2(x) for x /∈ Bj , and that (f1(x), f2(x)) = (h(0) −
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c−εϕj(x), h(0) + c−εϕj(x)) for x ∈ Bj , from which it follows from Equations (40) (note
that Af1(x) ≤ Af2(x) follows from strict monotonicity of h−1, cf. Step 0) and (43) that
KL(µHAf1 (x)
, µHAf2(x)
) ≤


[2ζc−εϕj(x)]
2 if x ∈ Bj,
0 if x /∈ Bj.
Since [2ζc−εϕj(x)]
2 ≤ [ζc−ε2−1P−γ]2 =: r¯P−2γ holds for x ∈ Bj, Equation (47) delivers
KL(Pt−1π,f
σ−1
−j
,Pt−1π,f
σ1
−j
) ≤ r¯P−2γ
∫ t−1∑
i=1
1{G(i, j)}d(PX ⊗ PG ⊗ Pnπ,f
σ−1
−j
) ≤ r¯P−2γNj,σ−j ,
with G(i, j) := {(x, zn, g) : x ∈ Bj , πi(x, zi−1, g) = 2}, Nj,σ−j :=
∫ ∑n
i=1 1{G(i, j)}d(PX ⊗
PG ⊗ Pnπ,f
σ−1
−j
). The dependence of Nj,σ−j on π has been suppressed. In combination with
Equations (50) and (51) we hence obtain
n∑
t=1
Qjt =
n∑
t=1
∑
σ−j∈Σm−1
1
P d
e(σ, j, t) ≥
n∑
t=1
∑
σ−j∈Σm−1
1
4P d
exp
[
−r¯P−2γNj,σ−j
]
=
n
4P d
∑
σ−j∈Σm−1
exp
[
−r¯P−2γNj,σ−j
]
≥ 2m−1 n
4P d
exp
[
−r¯P−2γ̺j
]
,
the last inequality following from Jensen’s inequality and ̺j := 2
1−m
∑
σ−j∈Σm−1
Nj,σ−j .
Furthermore, from the definition of Qjt , one directly obtains via Tonelli’s theorem that
n∑
t=1
Qjt =
n∑
t=1
∑
σ−j∈Σm−1
∑
i∈{−1,1}
Et−1π,f
σi
−j
EG[PX(x ∈ Bj : πˇt(x, zt−1, gt) 6= i)]
≥
n∑
t=1
∑
σ−j∈Σm−1
Enπ,f
σ−1
−j
EG[PX(x ∈ Bj : πt(x, zt−1, gt) = 2)]
=
∑
σ−j∈Σm−1
Enπ,f
σ
−1
−j
EG
n∑
t=1
[PX(x ∈ Bj : πt(x, zt−1, gt) = 2)]
=
∑
σ−j∈Σm−1
Nj,σ−j = 2
m−1̺j .
Combining the lower bounds in the previous two displays with (49) yields
sup
f∈C
E(Pf⊗PG)n [Sn(π)] ≥
1
2m
m∑
j=1
n∑
t=1
Qjt ≥
1
2
m∑
j=1
max
(
n
4P d
exp
[−r¯P−2γ̺j] , ̺j
)
,
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which can further be lower-bounded by
1
4
m∑
j=1
(
n
4P d
exp
[−r¯P−2γ̺j]+ ̺j
)
≥ m
4
inf
̺≥0
(
n
4P d
exp
[−r¯P−2γ̺]+ ̺)
≥ m
4r¯P−2γ
inf
̺≥0
(
nr¯
4P d+2γ
exp [−̺] + ̺
)
.
This lower bound holds for any P ∈ N and corresponding m = ⌈P d−γα⌉. We now
set P := ⌈(nr¯/4)1/(d+2γ)⌉, and can thus use w exp(−̺) + ̺ ≥ w for every ̺ ≥ 0 and
every 0 < w ≤ 1 to lower bound the quantity in the last line of the previous display by
mn
16P d
≥ P
d−γαn
16P d
=
n
16
P−γα ≥ n
16
[(nr¯/4)1/(d+2γ) + 1]−γα ≥ n
1− αγ
d+2γ
16
[(r¯/4)1/(d+2γ) + 1]−γα.
By definition, r¯ = [ζc−ε2
−1]2 = [(0.52−ε2)−1/2ε2−1]2. Recalling ε = 2/√17 implies r¯ = 4.
Thus, the lower bound in the previous display simplifies to
n1−
αγ
d+2γ
16
2−γα ≥ n1− αγd+2γ /32.
This establishes Equation (10). Finally, Lemma C.1 (cf. Step 3, which verifies the assump-
tions needed) with D0 = 2 + C
−1
0 shows that the lower bound established in Lemma C.1
holds for the corresponding constant (1− (2+C−10 )−1)/(2C0+1)1/α ≥ 2−1(2C0+1)−1/α ≥
2−(1+1/α)(C0 + 1)
−1/α. This version of Lemma C.1 and the already established Equa-
tion (10) proves Equation (9).
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