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Abstract
We review spectroscopic and photodissociation dynamical studies in the region of
the B ← X transition of the Ar...I2 Van der Waals complex, both below and above
the dissociation limit of the B(3Π0+u ) state. This very simple system constitutes
a prototype for a wide range of molecular processes: vibrational predissociation in-
volving intramolecular vibrational relaxation, electronic predissociation, cage eﬀect...
Each of these processes has been or still is the subject of diﬀering interpretations: in-
tramolecular vibrational relaxation involved in the vibrational predissociation of this
system can be in the sparse or statistical regime, vibrational and electronic predis-
sociation are in competition, and a direct, ballistic interpretation of the cage eﬀect
as well as a nonadiabatic one have been proposed. The study of the dependence of
these dynamical processes on the relative orientation of the two partners of the com-
plex (stereodynamics) is made possible by the coexistence of two stable Ar...I2(X)
isomers. Experimental as well as theoretical results are reviewed. Experiments range
from frequency-resolved to time-dependent studies, including the determination of
ﬁnal state distributions. Theoretical studies involve potential energy surface calcula-
tions for several electronic states of the complex and their couplings, and adiabatic as
well as nonadiabatic dynamical simulations.
2
1 Introduction
One of the main goals in chemical physics is to understand energy transfer processes and
to be able to predict the properties and dynamical behavior of a molecular system. Van
der Waals complexes constitute ideal model systems from that point of view. Because of
the weakness of the intermolecular bond, the partners building the complex retain their
identity and energy transfers are thus easily identiﬁed. Their dissociation represents the
second half of a collision with a limited range of impact parameters, which allows one to
make fruitful comparisons with collisional results. Finally, studying the dependence of
the energy redistribution and fragmentation processes on the size of the cluster may help
bridge the gap with condensed phase dynamics.
The simplest of the Van der Waals complexes for studying energy transfers are built
with a rare gas atom and a diatomic molecule. Among them, Ar...I2 has received special
attention. It exhibits very rich dynamics, with processes ranging from vibrational pre-
dissociation (VP), intramolecular vibrational relaxation (IVR), electronic predissociation
(EP), and even geminate recombination or “caging”, a typical eﬀect usually observed in
condensed phase. The interpretation of these processes has lead to many puzzles, contro-
versies, and surprises. They mainly originate from the fact that diﬀerent energy transfer
and decay pathways are often in competition, so that it is diﬃcult to distinguish between
them in experiments. From the theoretical point of view, competing processes should
be taken into account simultaneously, which can make the problem computationally un-
tractable. In addition, it is still nowadays quite a challenge to calculate ab initio the poten-
tial energy surfaces (PES) and couplings involved in the dynamics of this system. This has
made Ar...I2 a typical example where experiments raise a new theoretical interpretation,
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which is in turn tested by new experiments which can result in another interpretation, and
so on until consistent and unambiguous agreement is reached. Hence Ar...I2 constitutes a
benchmark system for comparisons between calculations and experiments.
The aim of this review is to summarize the vast amount of studies on the Ar + I2
system, identify their most important implications to general understanding of energy
transfer phenomena, describe the current state of interpretation and controversy, and draw
the perspectives for future works. We have taken the point of view of considering Ar...I2
as a prototypical system to study diﬀerent dynamical processes, as we believe that insight
gained from these studies is more general and valuable than the particular results obtained
for this speciﬁc system. Therefore, the diﬀerent aspects of the Ar...I2 structure and the
diﬀerent dynamical processes are discussed in separate sections, although this presentation
brings some unavoidable repetitions. For the same reason, although this review is mainly
devoted to the Ar...I2 Van der Waals complex, references to other works in related ﬁelds
(collisional energy transfer in the iodine molecule, caging in an inert gas matrix, structure
and dynamics of related complexes, etc.) are also given when appropriate.
After a historical overview in section 2, section 3 introduces the relevant potential
energy curves of the iodine molecule and details the advances made in the determination
of the Ar...I2 interactions in the ground and excited electronic states, as well as the cou-
plings between the electronic states of the bare molecule induced by the presence of the
argon atom. Section 4 presents the cage eﬀect in Ar...I2 with its diﬀerent interpretations
including the one now accepted, and compares with the geminate recombination of I2 in
an argon matrix. Section 5 introduces the speciﬁc features of the vibrational predissocia-
tion process in Ar...I2, presents the diﬀerent interpretations of intramolecular vibrational
relaxation in this system, and compares the behavior of the T-shaped and linear isomers.
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In section 6, the origin of the electronic predissociation process is discussed, as well as its
possible interferences with the competing VP-IVR process. Finally, section 7 concludes
and sketches perspectives for solving the open problems in this old, but still not fully
understood, prototype system.
2 Historical overview
2.1 Collisional Ar+I2 system
There is a considerable amount of literature on the collisional relaxation of excited I2,
which has been nicely summarized by Krajnovich et al. (Krajnovich et al., 1989a). The
beginning of this long history may be traced back to Wood, who, in 1911 (Wood, 1911a,b),
measured the reduction of ﬂuorescence intensity of an I2 cell exposed to sun light as a
function of the pressure of added gases, and showed that the ﬂuorescence spectra were
gradually evolving from discrete to band spectra as the pressure of the rare gas increased
in the cell (Franck and Wood, 1911).
A correct interpretation of these pioneering results was not possible until the ad-
vent of quantum mechanics. It is now known that I2 visible absorption is related to
the B(3Π0+u ) ← X(1Σ0+g ) electronic transition. Fluorescence quenching of the I2(B) ex-
cited state by foreign gases is related to electronic transitions from the B state to repulsive
electronic states (see sections 3.1, 3.5, and 6) induced by interaction with a colliding atom.
This leads to the fragmentation of the I2 molecule in two hot I atoms which cannot ﬂu-
oresce. The qualitative changes in the ﬂuorescence spectra are related to vibrational and
rotational transitions induced by collision between I2(B) and the foreign gas.
During several decades, experiments on the subject remained qualitative because they
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were produced on photographic plates (Ro¨ssler, 1935; Arnot and McDowell, 1958). Quan-
titative ﬂuorescence spectra of I2(B) and its quenching by Ar became possible with the
advent of photomultipliers, as ﬁrst obtained by Klemperer and his group (Brown and
Klemperer, 1964; Steinfeld and Klemperer, 1965), followed by others (Kurzel and Stein-
feld, 1970; Capelle and Broida, 1973; Nakagawa et al., 1986), and became more systematic
with the use of tunable laser sources (Capelle and Broida, 1973; Nakagawa et al., 1986).
The dependence of the quenching cross section on the initial vibrational excitation v′
was found to be rather smooth, with an average quenching cross section of the order of
5 A˚2 (Capelle and Broida, 1973). Vibrational energy transfer is more eﬃcient as v′ in-
creased (Steinfeld and Klemperer, 1965), and less eﬃcient than rotational energy transfer
(Rubinson et al., 1974a).
Although the global picture for these phenomena is clear, a detailed theoretical inter-
pretation of these results was slow to emerge, and is still nowadays not fully satisfactory.
The quenching cross section was found to be proportional to the polarisability of the target
and to the duration of the collision, hence to the square root of the reduced mass of the
system (Ro¨ssler, 1935; Selwyn and Steinfeld, 1969). Two independent models were de-
veloped (Selwyn and Steinfeld, 1969; Thayer and Yardley, 1972), based on a perturbative
treatment of the instantaneous dipole-dipole interaction, but diﬀering in the deﬁnition of
the ﬁnal state after quenching. According to Selwyn and Steinfeld (Selwyn and Steinfeld,
1969), the quencher can be in any ﬁnal state, in which case the instantaneous dipole cou-
ples at the ﬁrst order of perturbation theory the I2 initial B(3Π0+u ) state with ﬁnal states
which have a g/u symmetry opposite to the initial one (a 1g, a′ 0+g ). On the other hand,
Thayer and Yardley (Thayer and Yardley, 1972) assumed similar initial and ﬁnal states
for the quencher, in which case the ﬁnal states of I2 must have the same g/u symmetry as
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the initial B state and the quenching could be attributed to the 0−u state (Nakagawa et al.,
1986) . This contradiction could in principle be solved by looking at the dependence of
the quenching cross section as a function of the initial vibrational state, which is related
to the Franck-Condon factors between the initial bound state and the ﬁnal continuum
state. Unfortunately, the quenching rate was found to be a smooth function of the initial
excitation (Nakagawa et al., 1986; Capelle and Broida, 1973). This could result from com-
petition with collisional vibrational energy transfer (Tellinghuisen, 1985). Selection of the
initial state had to wait for the advent of low temperature supersonic beams, where Van
der Waals complexes are formed in well deﬁned initial states and can undergo processes
like vibrational or electronic predissociation closely related to vibrational energy transfers
and quenching in collisional conditions.
2.2 The Ar...I2 Van der Waals complex
The ﬁrst experimental evidence of the existence of the Ar...I2 Van der Waals complex was
obtained by Levy and his team (Kubiak et al., 1978; Levy, 1981). In a series of pioneering
experiments (Smalley et al., 1976; Kubiak et al., 1978; Johnson et al., 1978; Sharﬁn et al.,
1979; Kenny et al., 1980a,b; Blazy et al., 1980; Johnson et al., 1981; Levy, 1981), Levy and
co-workers have studied the spectroscopy and dynamics of I2 Van der Waals complexes
in a supersonic expansion, via the B ← X transition. After a ﬁrst unsuccessful attempt
(Smalley et al., 1976), Ar...I2 ﬂuorescence excitation spectrum was observed only for vi-
brational levels of I2(B) higher than v′ = 12. The laser induced ﬂuorescence intensity was
found to be an oscillatory function of the I2 vibrational excitation. This behavior was
interpreted as the result of the competition between vibrational (VP) and electronic (EP)
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predissociation :
Ar...I2(B, v′)
VP−→ Ar + I2(B, v ≤ v′) (1)
Ar...I2(B, v′)
EP−→ Ar + I(2P3/2) + I(2P3/2). (2)
Since channel (1) produces electronically excited I2 fragments which can ﬂuoresce while
channel (2) is dark, measurements of the I2 ﬂuorescence quantum yield in conjunction
with the Ar...I2 absorption spectrum can provide the relative importance of vibrational
and electronic predissociation. For v′ < 12 electronic predissociation dominates, which
explains why no ﬂuorescence could be detected.
Goldstein et al. (Goldstein et al., 1986) measured the relative quantum yields for
Rg...I2 complexes, with Rg = He, Ar, Kr, and Xe. In agreement with the results of Levy
and co-workers (Kubiak et al., 1978), they observed no signiﬁcant variation of the quantum
yield as a function of the excited vibrational state for He...I2(B, v′), while for Ar...I2(B, v′)
an oscillatory behaviour with v′ was conﬁrmed. For Kr...I2 complexes the extremely low
ﬂuorescence quantum yield measured (Goldstein et al., 1986) indicates that the rates asso-
ciated to VP and EP become comparable only for v′ values close to the I2(B) dissociative
threshold. For complexes of Xe or more than one Ar atom, however, no ﬂuorescence was
detected, clearly indicating that EP becomes the dominant channel. Therefore, Ar...I2 is
an ideal system to study the competition between VP and EP. Whether the oscillations
of the ﬂuorescence intensity are due to electronic or vibrational predissociation is still a
subject of debate. A related question is whether VP dynamics, which is mediated by
Intramolecular Vibrational Relaxation (IVR), is in a sparse or statistical regime. Another
issue is the nature of the electronic state(s) responsible for electronic predissociation. This
points will be discussed in sections 5 and 6.
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2.3 Cage eﬀect
Another puzzling eﬀect was found in Ar...I2. When excited above the B state dissocia-
tion limit, complexed I2 still exhibits some ﬂuorescence, whereas uncomplexed I2 is 100%
dissociated at the same wavelength. This means that the presence of one sole argon atom
can induce the recombination of the departing I atoms into I2. This process is reminiscent
of a well-known condensed phase process, the so-called “cage eﬀect”.
The condensed phase “cage eﬀect” is a process in which two dissociating fragments
recombine in situ by colliding with atoms or molecules of the surrounding solvent (the
“cage”). It is also called “geminate recombination” as opposed to recombination after
diﬀusion, and was introduced by Franck and Rabinovitch (Franck and Rabinovitch, 1934)
to explain the reduced photochemical yield of free radicals in solutions as compared to
the gas phase. Since then, it has played a central role in the reactive photodynamics
studies in condensed media. These include photodissociation studies of small molecules in
Van der Waals solids and clusters (Chergui and Schwentner, 1992), liquid phase (Harris
et al., 1988) and high pressure (Schroeder and Troe, 1987) gases, by time-independent
experiments and by molecular dynamics simulations, as well as more recent femtosecond
time-resolved measurements in clusters (Papanikolas et al., 1992, 1993), in liquids (Zewail
et al., 1992; Schwartz et al., 1993; Alfano et al., 1992), in high pressure gases (Lienau
and Zewail, 1994), and in solids (Zadoyan et al., 1997; Apkarian and Schwentner, 1999;
Pedersen and Weitz, 2002). In many of these studies, I2 is the prototype molecule to
investigate the photodissociation-recombination process.
Molecular clusters oﬀer a unique environment to study cage eﬀects, since the size of
the solvent cage surrounding a chromophore can potentially be controlled, allowing one to
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study the eﬀect of increasing solvation on reaction dynamics (Fei et al., 1992; Castleman,
Jr., 1992; Papanikolas et al., 1993; Liu et al., 1993; Hu and Martens, 1993b; Gerber et al.,
1994; Jungwirth et al., 1996; Greenblatt et al., 1997; Delaney et al., 1999; Zˇdˇa´nska´ et al.,
2000; Baumfalk et al., 2001). The interpretation of the cage eﬀect in Ar...I2 has led to
several rebounds, from a purely kinematic or “ballistic” to a nonadiabatic process. A
major surprise came in the interpretation of a crucial experiment designed to distinguish
between the possible mechanisms (Burke and Klemperer, 1993b). The conclusion of that
experiment was that two isomers must coexist in supersonic expansions, a perpendicular
one recognized early on and a linear one that was conjectured to explain the results. Its
existence was later conﬁrmed, and has led to a new series of experimental and theoretical
studies to examine the dependence of the diﬀerent processes on the initial geometry of the
complex. The study of the cage eﬀect in Ar...I2 is detailed in section 4, while a comparative
study of the VP/EP fragmentation dynamics from the two isomers will be presented in
section 5.
It emerges from this historical survey that although the Ar...I2 Van der Waals complex
contains only a diatomic molecule and a rare gas atom, it can be seen as a prototype
to study a wide range of molecular physics processes, from vibrational predissociation
involving complex IVR dynamics, to the typical condensed phase cage eﬀect, through
electronic predissociation and its competition with IVR-VP. And, last but not least, these
processes can be studied in two diﬀerent geometries, corresponding to the linear and T-
shaped isomers of Ar...I2.
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3 Structure, energetics, and potential energy surfaces
The range of dynamical processes present in Ar...I2, as well as their complexity, requires
an accurate description of the Ar–I2 interaction in the ground and excited electronic states
of I2, as well as that of the couplings between these states induced by the argon. This
section describes and comments the various approaches that have been used up to now to
tackle this diﬃcult task.
First, we brieﬂy summarize the useful information on the structure of the isolated I2
molecule. Second, we go into the details of the various pieces of information gained from
diﬀerent experimental measurements. Then the empiricial, semiempirical and ab initio
approaches to the Ar...I2 potentials and couplings are described.
3.1 Electronic structure of the I2 molecule
The valence states of the iodine molecule form the lowest manifold of the molecular terms
correlating with the I(2P) + I(2P) dissociation limit. When spin-orbit (SO) interaction is
taken into account, the asymptotic threshold splits into three limits I(2P3/2) + I(2P3/2),
I(2P3/2) + I∗(2P1/2), and I∗(2P1/2) + I∗(2P1/2), separated by the atomic SO splitting
Δ = 7602.98 cm−1. The detailed description of the valence states for iodine goes back
to the classical works of Mulliken (1957; 1971). It was shown that their structure obeys
Hund’s case (c) coupling scheme with Ωσw classiﬁcation, where Ω is the projection of
the total (orbital plus spin) electronic angular momentum on the I2 axis r, σ = ±1 and
w = u, g being the parities with respect to coordinate inversion (reﬂection of the electronic
coordinates through the a plane containing the molecular axis) and nuclear permutation
(inversion of electronic coordinates in the body-ﬁxed frame), respectively.
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The valence manifold consists of 23 levels (36 states, 13 levels being doubly degenerate),
namely, X0+g , a
′0+g , 3 0+g , 4 0+g , 0−g , B0+u , B′0−u , 2 0−u , 3 0−u , 4 0−u , a1g, 2 1g , 3 1g , A1u, B′′1u,
3 1u, 4 1u, 5 1u, 1 2g, 2 2g, A′2u, 2 2u, and 3u, where the most common spectroscopic
notations for iodine are used (Huber and Herzberg, 1979).
They originate from 12 non-relativistic precursors in Hund’s case (a) 2S+1Λσw classiﬁca-
tion, (where Λ and Σ are the projections on the molecular axis of the electronic orbital and
spin angular momenta, respectively) 11Σ+g (X0+g ), 21Σ+g (4 0+g ), 1Σ−u (3 0−u ), 1Πg (2 1g),
1Πu (B′′1u), 1Δg (2 2g), 3Σ−g (3 0+g , 3 1g), 13Σ+u (2 0−u , C1u ), 23Σ+u (4 1u,4 0−u ), 3Πg (1 2g,
a1g, 0−g , a′0+g ), 3Πu (A′2u, A1u, B′0−u , B0+u ), and 3Δu (3u, 2 2u, 5 1u).
The literature provides a wealth of information on the valence potential energy curves.
Empirical curves are available for ten of these states (for brief account see, e.g., (Buchachenko
and Stepanov, 1996b; Pazyuk et al., 2001)). In addition, two high-level relativistic ab ini-
tio calculations on the complete set of I2 electronic states have been performed (Teichteil
and Pe´lissier, 1994; de Jong et al., 1997).
Since the X(1Σ0+g ) and B(
3Π0+u ) states are of prime interest in the present context, it
is worth referring to the accurate empirical Rydberg-Klein-Rees (RKR) potential curves
(Martin et al., 1986; Gerstenkorn and Luc, 1985). The B state correlates with the I + I∗
asymptotic limit, and intersects repulsive or weakly-bound electronic states (B′′1u, 1 2g,
a 1g, a′ 0+g , 2 0−u , and 3u) going to the ground I + I asymptote, as illustrated in Fig. 1.
These states are responsible for various electronic predissociation processes of I2(B) (Katoˆ
and Baba, 1995), which are very slow in isolated I2.
Above the valence states there is a manifold of so-called ion-pair states correlating with
the I+(3Pj ,1Dj) + I−(1S0) dissociation limits.
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3.2 Ar...I2(X,B) dissociation energies: The existence of two isomers
The initial studies on vibrationally inelastic Ar + I2 collisions did not bring any direct,
accurate information on the Ar–I2 interaction. Real progress was made in the late seven-
ties by Levy and co-workers in their spectroscopic investigations of Van der Waals Rg...I2
complexes in a supersonic expansion via the B(3Π0+u ) ← X(1Σ0+g ) transition (Smalley
et al., 1976; Kubiak et al., 1978; Sharﬁn et al., 1979; Kenny et al., 1980a; Blazy et al.,
1980; Johnson et al., 1981; Levy, 1981), see section 2. Excitation spectroscopy was supple-
mented by dispersed ﬂuorescence measurements which probed the ﬁnal vibrational state
distribution v of the VP products (Blazy et al., 1980). For excitations to v′ < 30, VP
proceeds through the transfer of Δv = v′ − v = −3 quanta. For v′ = 30, the Δv = −3
product disappears and VP proceeds through the transfer of four vibrational quanta, due
to the anharmonicity of the I2 vibration which reduces the vibrational quantum energy
when v increases. This allowed Blazy et al. (1980) to ﬁrmly establish both upper and
lower limits for D0 of Ar...I2: D0(B) = 223 ± 3 cm−1. The detection of additional spec-
tral bands assigned to B-state excited Van der Waals levels (intermolecular stretching and
double bending excitation) made it possible to estimate the vibrational frequencies and
zero-point energy, and to deduce the binding energy De(B). The dissociation energy in the
X state was determined from the (blue) frequency shift of the complexed vs uncomplexed
I2 transition: D0(X) = 237 ± 3 cm−1. The estimations for binding energies are collected
in Tables 1 and 2.
At the time at which these results were obtained, there was no deﬁnitive structural
information available for the Ar...I2 complex. Ar...ClF was known to be linear from mi-
crowave studies (Harris et al., 1974). However, the structure of He...I2 had been determined
by Levy and coworkers (Smalley et al., 1978) to be T-shaped from analysis of rotationally
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resolved bands of the B ← X transitions. The smaller rotational constants of Ar...I2 did
not allow the same level of resolution, but it was assumed to be T-shaped in analogy with
He...I2. This geometry was given even more credit by subsequent studies of dihalogen-rare
gas complexes characterized to be T-shaped from rotational analysis of the B ← X tran-
sition, e.g., Ne...Br2 (Thommen et al., 1985), Ne...Cl2 (Evard et al., 1986), and Ar...Cl2
(Evard et al., 1988b), and from the microwave spectroscopy of Ar...Cl2(X) (Xu et al.,
1993). It was later conﬁrmed by Burke and Klemperer (1993a) that the B ← X spectrum
could be ﬁtted using a perpendicular geometry for Ar...I2.
The ﬁrst accurate large-scale ab initio calculations performed for Ar...Cl2(X) by Tao
and Klemperer (1992) gave a quite unexpected result: two minima were found, a T-shaped
and a linear one, the latter being signiﬁcantly deeper. This could be rationalized in the
following manner. In the X state the σ∗ orbital of a dihalogen molecule is empty, which
may result in a fairly short equilibrium bond length and hence a stronger binding energy
for the linear isomer. This ﬁnding was later conﬁrmed by numerous ab initio studies of
the ground-state chlorine and bromine complexes (Cha	lasin´ski et al., 1994; Naumkin and
Knowles, 1995; Williams et al., 1997; Rohrbacher et al., 1997a; Naumkin and McCourt,
1997, 1998a; Rohrbacher et al., 1999a,b; Cybulski and Holt, 1999; Naumkin and McCourt,
1999; Prosmiti et al., 2002a) and seemed to be in contradiction with experiment, which
only detected T-shaped isomers.
This contradiction was solved by Huang et al. (1995) for He...Cl2. These authors
demonstrated that the higher zero-point energy of the linear complex due to the doubly
degenerate bending mode reversed the order of stability of the potential minima. Also,
ab initio calculations on the B-state PES (Cha	lasin´ski et al., 1994; Cybulski et al., 1995;
Rohrbacher et al., 1997b; Williams et al., 1999) proved that its minimum is T-shaped and
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that transitions from the ground-state linear isomer may fall in a continuum which could
go unnoticed. Indeed, upon excitation to the B state, a π∗ electron of I2 is transferred
to the σ∗ orbital, thus increasing the bond length and lowering the binding energy in the
linear conﬁguration. The situation in heavier complexes is less certain, mainly because of
the lack of rotational resolution in experimental spectra. There are strong indications that
high-resolution spectra reveal the existence of linear isomers of He...Br2(X) and Ne...I2(X)
(Herna´ndez et al., 2000; Buchachenko et al., 2002; Burroughs et al., 2001).
The ﬁrst experimental evidence for the existence of a linear Ar...I2 isomer was obtained
by Burke and Klemperer (1993b). Using B ← X ﬂuorescence excitation spectroscopy they
found that the quasidiscrete spectrum observed by Levy and co-workers (Blazy et al.,
1980; Johnson et al., 1981) laid on the background of a quite intense continuous absorp-
tion. Quantitative measurements of the ﬂuorescence quantum yield were carried out for
the continuum part of the absorption (Burke and Klemperer, 1993b), to discriminate be-
tween two possible interpretations of the cage eﬀect (see section 4). Burke and Klemperer
concluded that the continuous absorption was due to a linear isomer which coexisted in
the jet with the T-shaped one, with a population ratio estimated to be 3:1 (Burke and
Klemperer, 1993b).
More evidence in support of this interpretation came from ab initio calculations dis-
cussed in subsection 3.6 and from experiments by the group of Donovan and Lawley
(Cockett et al., 1993, 1994; Goode et al., 1994; Cockett et al., 1996) on the high-lying
Rydberg states of the Ar...I2 complex. Many of the vibrational bands in the resonance
enchanced multiphoton ionization (REMPI) and zero electron kinetic energy (ZEKE) spec-
tra of the Rydberg states converging to the ground state of the complex cation were split
into doublets, (Cockett et al., 1993, 1994) subsequently assigned (Cockett et al., 1996) to
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transitions from the T-shaped and linear isomers.
Measurements of the vibrational distributions of the photofragmentation products
allowed Stevens Miller et al. (1999) to determine the dissociation energy of the linear
Ar...I2(X) isomer as D0(L,X) = 172 ± 4 cm−1. From their previous estimate of a 3:1
linear:T-shaped isomer population based on intensity measurements, these authors con-
cluded that the linear isomer should be more stable than the T-shaped one by ca. 30 cm−1,
assuming thermal equilibrium at the temperature of 15 ± 5 K. This yielded a dissociation
energy for the latter of D0(T,X)=142 ± 15 cm−1, hence of D0(T,B) = 128 ± 15 cm−1
for the excited state (Stevens Miller et al., 1999). These results contradict the determi-
nation of D0(T,B) = 223 ± 3cm−1 by Levy’s group (Blazy et al., 1980). Indeed, if the
revised B-state dissociation energy is correct, the Δv = −2 VP channel should be open
and dominant. Klemperer and coworkers suggested that the Δv = −2 channel could have
been present in Levy’s experiment but not detected. This could be due to the fact that
Δv = −2 VP fragments are slow to separate since translational energy is very low for that
channel, and ﬂuorescence from I2(v′ − 2) could be quenched by the competing electronic
predissociation process. Photofragmentation of the linear isomer is much faster, so that
the corresponding vibrational product state distributions are unlikely to be aﬀected by
EP.
The value of D0(T,X) determined by anion photoelectron spectroscopy of Ar...I−2
(Asmis et al., 1998) combined with the available estimation of Ar...I−2 dissociation energy
(Naumkin and McCourt, 1999), D0(T,X) = 190±80 cm−1, did not resolve the controversy
on Ar...I2 energetics, since the error bars cover both Levy’s and Klemperer’s values.
In order to resolve this contradiction, Burroughs and Heaven (2001) implemented the
optical-optical double resonance technique to measure the rotational j distributions of
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the I2(B) fragment after excitation of both the T-shaped and the linear isomers. The
value 220 cm−1 ≤ D0(T,B) ≤ 232 cm−1 was deduced from energy conservation at the
highest value of j observed, in perfect agreement with the result of Levy’s group. These
observations cannot completely rule out the assumption of Klemperer et al. since higher
rotational channels could also be quenched by electronic predissociation, but the similarity
of the D0(T,B) values adds more arguments in support of Levy’s data.
Burroughs and Heaven (2001) suggested that another weak point in the deduction
of the dissociation energies from intensity measurements was the assumption of thermal
equilibrium in the beam. This point has been the subject of a thorough molecular dynamics
simulation (Bastida et al., 2002) describing the collisional isomerization and cooling of
Ar...I2(X) in a free jet using the CCSD(T) PES by Kunz et al. (1998) described in 3.6.
This simulation has reached the surprising conclusion that the populations of the two
isomers remain in thermal equilibrium as the expansion proceeds. This is due to the fact
that when an argon atom enters the potential well of an already formed Ar...I2 complex,
it acquires a kinetic energy much larger than its asymptotic value, which can make the
complex overcome its isomerization barrier. Another mechanism was also put in evidence,
in which a linearly incoming argon atom could replace the perpendicularly attached atom
or vice-versa, the net eﬀect being isomerization with the exchange of argon atoms: this
mechanism was called “swap cooling”, and could account for up to half of the coldest
collisions.
Other possible sources of inaccuracy aﬀecting the derivation of D0(X,T ) are proba-
bly related to intensity ratio determination, namely, the problem of distinguishing the
absorption from each isomer, diﬀerent absorption probabilities, and the possible role of
saturation eﬀects (Klemperer, 2001). We come back to this point in section 5.3.
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3.3 Empirical potentials
Initially, the need for Ar–I2(X,B) interaction potentials arose from experiments on vi-
brationally-inelastic collisions [e.g. (Brown and Klemperer, 1964; Steinfeld and Klem-
perer, 1965; Kurzel and Steinfeld, 1970; Kurzel et al., 1971) and the literature database in
(Steinfeld, 1984, 1987)]. These measurements performed under bulk conditions provided
estimations for inelastic transition rate constants which do not allow straightforward in-
version of the potential. Early theoretical interpretations (Kajimoto and Fueno, 1972; Ru-
binson et al., 1974b; Rubinson and Steinfeld, 1974) designed and used empirical potentials
representing the total PES as a sum of atom-atom potentials (Hill, 1946; Kitaigorodskii,
1951). The addition of two identical potentials gives a PES with a T-shaped conﬁguration
and a saddle point in the collinear arrangement. The Rg–X rare gas-halogen potentials
were approximated by Rg–Rg’ potentials from Hirschfelder et al. (1954), where Rg’ is the
rare gas atom following X in the periodic table, see, e.g., the work by Secrest and Eastes
(1972), or by simple correlation rules.
A notable exception is the work of Rubinson et al. (1974b), where the parameters
of a model Buckingham Rg–I potential were optimized by means of three-dimensional
quasiclassical trajectory calculations to reproduce observed probabilities of vibrationally-
inelastic transitions in Rg + I2(B) collisions. Equilibrium properties of these potentials
are presented in Table 1, entry 16.
Later on, more collision experiments were carried on the vibrationally (Sulkes et al.,
1980; Hall et al., 1983; Gentry, 1984; Baba and Sakurai, 1985; Rock et al., 1988; Krajnovich
et al., 1989a,b; Ma et al., 1991; Du et al., 1991; Nowlin and Heaven, 1993; Lawrence et al.,
1997) and rotationally (Dexheimer et al., 1982, 1983; Derouard and Sadeghi, 1984a,b)
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inelastic scattering, collisional line broadening (Drabe et al., 1985b,a; Drabe and van
Voorst, 1985) and diﬀusion coeﬃcients (Starovoitov, 1990; Gardner and Preston, 1992) of
the iodine molecule, but none of them contributed to the determination or reﬁnement of
Ar...I2 PES.
The ﬁrst pioneering theoretical studies (Beswick and Jortner, 1978b,a) on the Ar...I2
Van der Waals complex used model pairwise Morse potentials very convenient for ana-
lytical studies (Table 1, entry 17). These and further works (Beswick and Jortner, 1980;
Ewing, 1979, 1980, 1982; Halberstadt and Beswick, 1982; Ewing, 1986; Kokubo and Fu-
jimura, 1986; Gray et al., 1986; Gray and Rice, 1986; Zhao and Rice, 1992; Buchachenko
and Stepanov, 1993)) contributed a lot to the development of the theoretical formalism
and the qualitative understanding of the VP dynamics, but not to the improvement of
interaction PES.
The most realistic empirical Ar...I2(B) PES was suggested by Gray (1992) as a sum
of pairwise Morse interactions (Table 1, entry 18) on the basis of experimental data by
Blazy et al. (1980) and correlations with structural parameters of Ar...Cl2. This PES has
been used in many thorough studies of Ar...I2(B) dynamics (Gray, 1992; Roncero et al.,
1994b; Roncero and Gray, 1996; Roncero et al., 1996; Goldﬁeld and Gray, 1997b; Bastida
et al., 1997, 1999).
For completeness, a few words should be said about other empirical potentials imple-
mented in the studies of large clusters and condensed phases. Most of such works (e.g.
Hu and Martens, 1993a; Borrmann et al., 1993; Zadoyan et al., 1994a,b; Li et al., 1995;
Ben-Nun et al., 1995; Liu et al., 1995; Liu and Guo, 1995; Schek et al., 1996) used sim-
ple Lennard-Jones pair potentials, common and convenient in molecular dynamics and
Monte-Carlo simulations. In their study of the cage eﬀect in Arn...I2 clusters, Schro¨der
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and Gabriel (1996) derived a set of pairwise Morse potentials with a modiﬁed long range
part. Like Gray’s curves, they were parameterized mainly using the experimental data by
Blazy et al. (1980).
3.4 Diatomics-in-molecule (DIM) models
DIM-based models, which provides a way for constructing the PES’s of a polyatomic
molecule from the electronic properties of its diatomic fragments (Tully, 1977; Kuntz,
1979, 1982), appear to be very popular and useful for studying the Rg...X2 complexes.
Diﬀerent approaches applied to these systems, primarily He...Cl2 and Ar...I2, provide not
only a route for improving the accuracy of results, but also a qualitative insight in the
importance of various factors governing their electronic structure. For completeness, we
present in Appendix I a brief description of the particular DIM-based approach which
covers and classiﬁes all the models used so far for Ar...I2.
In many cases, application of the DIM methodology to weakly-bound systems is ham-
pered by the lack of reliable potentials for diatomic fragments. Fortunately, it is not the
case for Rg...X2 complexes. Analysis of molecular-beam scattering data (Becker et al.,
1979; Casavecchia et al., 1982; Aquilanti et al., 1988, 1990, 1993), ZEKE photoelectron
spectroscopy of Rg...X− anions (Zhao et al., 1994; Yourshaw et al., 1996, 1998; Lenzer
et al., 1998, 1999), and high-level ab initio calculations (Burcl et al., 1998; Lara-Castells
et al., 2001; Buchachenko et al., 2001; Partridge et al., 2001) provided very accurate frag-
ment interaction potentials. In the case of Ar...I, the most accurate potentials originate
from ZEKE measurements (Zhao et al., 1994; Yourshaw et al., 1996). They are used in
all DIM applications to Ar...I2.
The ﬁrst implementation of the DIM approach to a Rg...X2 system was made in 1993
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by Gersonde and Gabriel (1993) who investigated Cl2 photodissociation in solid Xe. They
used the complete DIM method in the non-relativistic version (I2 eigenstates were taken
as pure Hund’s case (a) r-independent functions, where r stands for the I2 bond length),
and the non-diagonal diabatic couplings between the I2 states of the same symmetry (two
2× 2 blocks of 1Σ+g and 3Σ+u symmetry, see subsection 3.1) were ignored.
Two years later, Naumkin and Knowles (1995) proposed a simple analytical formula
to describe the ground-state interaction PES of Rg ...X2 complexes:
UX =
∑
α=a,b
(
V αΣ cos
2 βα + V αΠ sin
2 βα
)
, (3)
where, for brevity, V αΛ = VΛ(Rα). This elegant formula corresponds to a diagonal element
of the complete DIM Hamiltonian matrix of Gersonde and Gabriel (Buchachenko and
Stepanov, 1997a). For Ar...I2 it gives a PES with two minima in the T-shaped and
linear conﬁguration with the well depths De(T,X) = 230 cm−1 and De(L,X) = 210 cm−1
(Table 1, entry 2). This model predicts a similar topology for the PES of other Rg...X2(X)
systems (Naumkin and McCourt, 1997, 1998a, 1999). It was proven to be very eﬃcient in
combination with ab initio calculations when true Rg–X interaction potentials are replaced
by eﬀective ones.
Soon after, another DIM-based model was suggested for Ar...I2 (Buchachenko and
Stepanov, 1996b) (its almost exact analog was independently developed and used for sim-
ulations of I2 photodynamics in condensed rare gases by Batista and Coker (1996)). The
electronic wave functions of the bare I2 molecule (solutions of the Schro¨dinger equations for
Hˆ0, see Eqs.(11) and (14) of Appendix I) were approximated by expansions over products
of coupled Hund’s case (c) |jm〉 atomic functions with coeﬃcients (the Cnk (r) in Eq.(15)
of Appendix I) frozen at their asymptotic (r →∞) value. Because this approximation ne-
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glects a signiﬁcant part of intramolecular interactions in the halogen molecule, it was called
the intermolecular DIM, or IDIM, model. Its accuracy depends on the state considered. It
is certainly valid for the B(3Π0+u ) state which is the unique valence state in its symmetry
representation. It is more questionable if there are several states of the same symmetry,
as for the X(1Σ0+g ) state, since the exact wave function should then be represented as an
r-dependent linear combination of asymptotic solutions. For instance, the IDIM model
gives a single T-shaped minimum with De = 249 cm−1 (Table 1, entry 19) for the B state,
in very good agreement with the experimental data (Blazy et al., 1980) and with the best
empirical PES (Gray, 1992). The corresponding dissociation energy D0(B) = 222 cm−1
falls within the error bars of the experimental estimation by Blazy et al. (1980). The
corresponding PES for the ground state (Table 1, entry 3) also agrees well with Levy’s
data for D0(T,X), but it does not exhibit a minimum in the linear conﬁguration.
The approximation which treats the Ar–I2 interaction (the Hˆ1 term in Eq.(12) of
Appendix I) as a ﬁrst-order perturbation to the sum of monomer hamiltonians (Hˆ0in
Eq.(11) of Appendix I) is called the IDIM PT1 approximation (Perturbation Theory 1st
order). An attractive feature of this approximation is that all the electronic properties
can be expressed in an analytical form (Buchachenko and Stepanov, 1997a, 1998a). In
particular, the following simple formula for the B-state PES was derived:
UB =
1
4
∑
α=a,b
[
3V αΣ + V
α
Π − (V αΣ − V αΠ ) cos2 βα
]
. (4)
This approach has been applied to several Rg...X2(B) complexes, namely, He...Cl2 (Grig-
orenko et al., 1997b; Buchachenko and Stepanov, 1998b), Ne...Cl2 (Buchachenko and
Stepanov, 1997a), Ar...Cl2 (Buchachenko and Stepanov, 1996a), He...Br2 (Buchachenko
et al., 2000a; Herna´ndez et al., 2000; Buchachenko et al., 2002), and in all cases very good
agreement with experimental data on the B(3Π0+u ) ← X(1Σ0+g ) spectra and B state
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VP dynamics has been obtained. Comparison between the IDIM and IDIM PT1 minima
of the B state presented in Table 1 indicates the validity of the ﬁrst-order perturbative
approximation.
In 1997, Grigorenko et al. published the results of a thorough DIM investigation of the
He...Cl2 electronic structure (Grigorenko et al., 1997b), and showed that proper inclusion
of the diabatic coupling matrix elements between the non-relativistic X2 electronic states
of the same symmetry is necessary. For Ar...I2, a similar DIM approach was implemented
by Naumkin (1998) but using Cartesian orbitals as atomic functions. With this choice,
the diabatic couplings between the states of the same symmetry are implicitly included
in a rather approximate manner (Pazyuk et al., 2001). As a result, the non-relativistic
DIM method conﬁrmed Naumkin-Knowles model [Eq.(3)], see Table 1, entry 5. It was
also concluded that inclusion of SO coupling does not alter the ground state PES, but this
ﬁnding may be subject to inaccuracy since the angular transformation from the Rα to the
r frame (see Appendix I) is applied only to the spatial part of the atomic basis functions,
not to the spin one. The results for the B state appeared to be similar to the IDIM PT1
data from Eq.(4) except for the existence of shallow linear minimum at long interfragment
distances, cf. entries 19-21 in Table 1.
In the DIM studies reviewed above, the direct method for solving the X2 electronic
structure problem was implemented. In other words, the Hˆ0 matrix was parameterized
by the non-relativistic X2 curves taken from ab initio calculations. This gives rise to
diﬃculties related to the diabatization of the 2 × 2 blocks of 1Σ+g and 3Σ+u symmetries
due to the lack of ab initio data. In addition, it also prevents the use of more accurate
empirical information on the relativistic potential curves. To avoid these problems, the
inverse method was applied by Pazyuk et al. (2001). The non-relativistic parameters of
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the Hˆ0 matrix, both energies and diabatic couplings, are adjusted to reproduce (in a
least-square sense) the full set of the true relativistic energy curves of the molecule after
diagonalization. The eigenvectors obtained are then used (Eqs. (15) and (16) of Appendix
I) to construct analytical expressions for the PES and couplings, within the reﬁned ﬁrst-
order perturbation theory (DIM PT1) approach. The results give a global minimum in
the T-shaped geometry and a secondary minimum in the linear conﬁguration for the X
state PES, and the same, simple analytical formula of Eq.(4) for the B state. Table 1
presents the minima of the PES obtained using two diﬀerent sets of relativistic I2 curves,
TP2 (entry 6, available empirical curves plus ab initio curves by Teichteil and Pe´lissier
(1994)) and dJVN2 (entry 7, same as TP2 but ab initio curves by de Jong et al. (1997)),
and Figure 2 presents the contour plots for the TP2 potential. The detailed analysis of
the DIM PT1 results and comparison with other DIM models for Ar...I2(X) can be found
in (Buchachenko et al., 2000b).
For completeness, one should also mention the very simple model Ar...I2 PES con-
structed from true Ar–I potentials (e.g. Fang and Martens, 1996; Conley et al., 1997;
Meier et al., 1998). Although they do have some physical background, they are of course
much less accurate than the PES available from the best DIM methods.
To conclude, the DIM approach provides a theoretically grounded and simple analyti-
cal interaction PES for the B state, Eq.(4). The best results for the X state PES obtained
within the DIM PT1 model are in qualitative agreement with directly determined disso-
ciation energies for both the linear (Stevens Miller et al., 1999) and the T-shaped (Blazy
et al., 1980) isomer, with an error of the order of 30 cm−1.
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3.5 Diabatic PES’s and couplings for EP dynamics
In order to understand the dynamics of the Ar...I2 electronic predissociation, it is neces-
sary to know the interaction PES for six crossing states (namely, B”1u, 1 2g, a′ 0+g , a 1g,
2 0−u , and 3u, see subsection 3.1) and their coupling with the B(3Π0+u ) state, preferentially
in the diabatic representation. The lack of direct experimental information and of a clear
interpretation of the EP process strongly limited the possibility of an empirical approach.
Under the commonly accepted assumption of a B(3Π0+u ) − a 1g EP mechanism, a quite
realistic approximation of the corresponding diabatic coupling was derived using the long-
range multipole expansion of the electrostatic interaction (Roncero et al., 1996). However,
this problem was ﬁrst considered in its full complexity within the IDIM model. The topol-
ogy of the PES for all crossing states was investigated. All of them have an attractive
Ar–I2 interaction similar to those of the X and B states. Their couplings with the B state
were investigated by analyzing the contribution of the diﬀerent states into the adiabatic
B state wave function (Buchachenko and Stepanov, 1996b) (the presentation of the corre-
sponding results originally contained errors and is corrected in an Erratum (Buchachenko
and Stepanov, 1997b)). The results were analyzed in terms of a simple symmetry model.
In brief, treating the total electronic angular momentum as the orbital one, Hund’s case
(c) states of I2 can be approximately classiﬁed by irreducible representations of the D∞h
point group. Reduction of this group onto groups describing diﬀerent conﬁgurations of
the complex gives the symmetry correlations presented in Table 3. The states which are
eﬀectively coupled to the B state according to the IDIM model are marked by an asterisk.
Table 3 also indicates that in the T-shaped conﬁguration of the complex EP can occur
only through the a 1g state, whereas in the linear conﬁguration it can only occur through
the a′ 0+g state. The ﬁrst ﬁnding supports the EP mechanism deduced from empirical
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approach (see section 6) and from a Golden-Rule wave packet treatment (Roncero et al.,
1994b, 1996) which showed that the a 1g and not the B′′ 1u could be responsible for the
EP process. However, it will be shown in section 6 that there are more states which can
eﬀectively predissociate the B state for a given isomer than predicted from its equilibrium
conﬁguration, because of dynamical reasons.
In the frame of the IDIM PT1 model, analytical formulas for the diabatic PES and cou-
pling matrix elements can be obtained (Buchachenko and Stepanov, 1998a; Buchachenko,
1998). The symmetry properties of the coupling functions are the same as in the complete
IDIM treatment. The only exception is the 3u state, for which the coupling to the B
state is predicted to be zero by IDIM PT1 and is found to be very weak (likely reﬂecting
second-order interactions) in the IDIM approach.
The most accurate data on the PES and couplings for the crossing states have been
obtained using DIM PT1 model from (Buchachenko et al., 2000b). They are brieﬂy de-
scribed in (Lepetit et al., 2002). Figure 3 shows the contour plots of the non-vanishing
B state couplings with the B”1u, 1 2g, a′ 0+g , and a 1g states. The reﬁned DIM PT1 ap-
proach does not alter the symmetry properties of the couplings and hence the important
qualitative propensities to electronically predissociate through the a 1g and a′ 0+g states
for the T-shaped and linear isomers, respectively.
3.6 Ab initio calculations
The ﬁrst ab initio calculations on the Ar...I2(X) PES were performed in 1998 by Kunz
et al. (1998) who used a variety of extended atomic orbital (AO) basis sets and the meth-
ods of correlation treatment. Studying the electronic structure of the Ar...I and I2 frag-
ments, these authors concluded that within an all-electron treatment the SO interaction
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should not be essential for the interaction PES. Their best results were obtained at the
non-relativistic coupled cluster CCSD(T) (coupled cluster expansion including single and
double excitations with non-iterative correction to triple excitations) level of theory. They
are presented in Table 1 (entry 10) together with less accurate data by second and fourth
order Møller-Plesset perturbation theory (MP2 and MP4, entries 8 and 9). The results
vary depending on the method, but the essential features of the PES — a global minimum
at the linear geometry and a secondary minimum at the T-shaped conﬁguration — remain
unaltered.
Almost simultaneously and independently Naumkin (1998) carried out a very similar
ab initio study (CCSD-T) and obtained results in a qualitative agreement with those of
Kuntz et al., with a diﬀerence of a few tens of wave numbers due to a smaller basis set
(see Table 1, entry 11). For the same reason, the calculated binding energies of the 2Σ+
and 2Π states of the Ar...I fragment underestimate the measured ones (Zhao et al., 1994)
by 100 and 50 cm−1, respectively. Using Eq.(3) and introducing various corrections to the
ab initio potentials, Naumkin and McCourt constructed a family of improved PES, one of
them giving the dissociation energies D0(T,X) = 233 cm−1 and D0(L,X) = 237 cm−1.
These results were considered as an argument in favor of Klemperer’s energetics of the
Ar...I2(X) complex.
However, in 2001 Naumkin reported an improved ab initio study (Naumkin, 2001).
It used the same CCSD-T methodology with an extended basis set, and incorporated
relativistic eﬀective core potential (RECP) for the inner shells of the iodine atoms. As
a result, signiﬁcantly deeper minima were obtained (Table 1, entry 12), but the Ar–I
interaction remained underestimated by ca. 35 cm−1. With the help of Naumkin-Knowles
model (3), the “best ab initio estimations” for D0(T,X) and D0(L,X) were obtained as
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242 ± 11 cm−1and 250 ± 8 cm−1, respectively.
The most recent and accurate calculations on the Ar...I2(X) PES have been reported
by Prosmiti et al. (2002b). Although they used practically the same method as Naumkin,
a remarkable improvement was achieved by augmenting the atomic orbital basis set by
bond functions which provide an eﬃcient way of saturating the basis set for a correct
treatment of dispersion interaction (Cha	lasin´ski and Szcze¸s´niak, 1994). The resulting
binding energies of both isomers are larger (Table 1. entry 13). Calculation of the zero-
point energy yielded D0(T,X) = 212 cm−1 and D0(L,X) = 237 cm−1.
To summarize, ab initio calculations tend to converge the binding energy of the T-
shaped isomer to the value conforming Levy’s data. They always predict the linear isomer
to be lower in energy, in agreement with Burke and Klemperer’s hypothesis (Burke and
Klemperer, 1993b), but the dissociation energy seems to converge to a larger value than
the one obtained by Stevens Miller et al. (Stevens Miller et al., 1999), and to a smaller
energy diﬀerence with the perpendicular isomer than deduced from intensity ratios in the
experiment of Burke and Klemperer.
If the ultimate goal of electronic structure theory is to provide accurate electronic
characteristics for the quantitative determination of spectroscopic and dynamical observ-
ables, theoretical investigations of Ar...I2 are far from being ﬁnished. Ab initio and DIM
methodologies do not completely agree with each other and with directly determined ex-
perimental energies. The dissociation energy of the linear isomer is still uncertain. There
is only one experimental result (Stevens Miller et al., 1999), which agrees fairly well with
one ab initio result (Kunz et al., 1998) and DIM calculations (Buchachenko et al., 2000b),
but not with more recent and better converged ab initio results (Naumkin, 2001; Prosmiti
et al., 2002b). The dissociation energy of the perpendicular isomer seems to be better
28
established since there are two independent but identical experimental estimates (Blazy
et al., 1980; Burroughs and Heaven, 2001), supported by recent DIM (Buchachenko et al.,
2000b) and ab initio (Naumkin, 2001; Prosmiti et al., 2002b) results. The contradicting
experimental estimate (Stevens Miller et al., 1999) is an indirect one, subject to questions
and uncertainties.
4 The one-atom cage eﬀect
Saenger et al. (1981) showed evidence for recombination of I2 excited above the B state
dissociation limit when I2 was complexed with one or more atoms or molecules, whereas
uncomplexed I2 exhibits 100% dissociation (Burde et al., 1974). Valentini and Cross (1982)
reported the observation of the “one-atom cage eﬀect” by recording the dispersed ﬂuores-
cence of recombined I2(B) produced upon excitation of the Ar...I2 complex at 488 nm,
448 cm−1 above the B state dissociation limit of I2. Their results showed that the cage
eﬀect produces I2 in vibrational levels (23 ≤ v′ ≤ 49) that lie from 800 cm−1 to more than
2300 cm−1 below the initially excited I2 energy. Such a large energy transfer, much larger
than the one observed in vibrational predissociation of Ar...I2 (Johnson et al., 1981), was
interpreted as a purely kinematic (ballistic) mechanism, namely, impulsive transfer from I2
to Ar which dissociates the complex. A three-dimensional quasi-classical study by Noor-
batcha, Raﬀ, and Thompson (1984), using an empirical pairwise potential with parameters
taken from Beswick and Jortner (1978b), indicated that eﬃcient impulsive energy transfer
could occur from near collinear geometries, but the amount of energy transfer was not as
large as the one measured by Valentini and Cross (1982). An “anchoring” eﬀect due to the
attraction exerted by the argon atom on the departing I atoms from near T-shape initial
geometries could result in long-lived, complex trajectories also leading to stabilization of
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I2, but it is a much slower and less eﬃcient energy transfer process. Subsequent, extensive
dispersed ﬂuorescence experiments conducted by Philippoz, Van den Bergh, and Monot
(Philippoz et al., 1986, 1987, 1990) on Rg...I2 complexes gave a more complete picture of
the one-atom cage eﬀect. They reported product vibrational state distributions obtained
at several photodissociation wavelengths (496.5, 488, and 476.5 nm, corresponding to 98,
448, and 943 cm−1 above the dissociation limit, respectively) for Ne...I2, Ar...I2, Kr...I2,
and Xe...I2. The most probable recoil energy increased with increasing excitation energy
and with increasing mass. For Ar...I2, it was around 815, 965, and 1165 cm−1 for λ =
496.5, 488, and 476.5 nm excitation, respectively, which was signiﬁcantly larger than the
prediction by Noorbatcha et al..
At the time at which these results were obtained, there was no deﬁnitive structural
information available for the Ar...I2 complex, see preceeding section. However, in analogy
to He...I2, the common belief was that the Ar...I2(X) complex had a T-shaped structure.
For this structure, a purely kinematic energy transfer cannot be very eﬃcient, which made
the one-atom cage eﬀect stand as somewhat of an enigma.
An alternative mechanism for the cage eﬀect was then proposed by Beswick et al.
(1987), involving two electronic states. In this mechanism, initial continuum excitation
is not to the B(3Π0+u ) state, but to the repulsive B
′′ 1u state (Fig. 1), which contributes
signiﬁcantly to the photon absorption cross section in the λ = 500 – 450 nm wavelength
region (Tellinghuisen, 1982) (the strength of the B′′ 1u ← X(1Σ0+g ) absorption is about
0.6 that of the B(3Π0+u ) ← X(1Σ0+g ) one at 488 nm). The B′′ and B states are weakly
coupled by magnetic and hyperﬁne interactions in the free I2 molecule (Broyer et al., 1975,
1976). The presence of a solvent atom or molecule can induce a stronger coupling between
these two states, see section 3.5. The proposed mechanism, usually called “non-adiabatic
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cage eﬀect”, was then
Ar...I2
hν−→Ar...I2(B′′, E) C−→Ar + I2(B, v). (5)
Assuming that the electronic nonadiabatic coupling C is a slowly varying function of the
I2 internuclear coordinate, the rates for I2 recombination to the ﬁnal vibrational levels v
of the B state are proportional to the Franck Condon factors
k(B′′,E)→(B,v′) ∝
∣∣∣
〈
χB
′′
E | χBv
〉 ∣∣∣2, (6)
where χB
′′
E is the continuum function for the I—I motion in the B
′′ dissociative state at
energy E = E0 + hν and χBv a ﬁnal vibrational wave function in the B state. This model
gave ﬁnal distributions of I2(B, v) states (Beswick et al., 1987; Roncero et al., 1994a) very
similar to the experimental results of Philippoz et al. (1987).
In order to distinguish between the purely kinematic and the nonadiabatic models
for the cage eﬀect, Burke and Klemperer (Burke and Klemperer, 1993b) studied the ab-
sorption and ﬂuorescence of Ar...I2 in the bound region of the B state. In that region
the B(3Π0+u ) ← X(1Σ0+g ) transition intensity is localized in discrete bands, while the
B′′ 1u ← X(1Σ0+g ) transition remains a continuum. If the nonadiabatic model was true,
exciting between the lines of the B ← X transition (hence exciting the B′′ continuum)
would lead to ﬂuorescence from B state I2, whereas a purely kinematic mechanism would
yield dissociation and no ﬂuorescence. The experimental results showed the existence of
ﬂuorescence from continuum excitation in the region v′B ≥ 14, with a wavelength depen-
dence of the relative intensity that was adequately modeled by the mechanism proposed
by Beswick et al. (1987), but the measured absolute intensity of the ﬂuorescence was much
too large to be due to the sole excitation of the B′′ 1u state. The total continuum intensity
integrated over the range of the I2(B, v′B = 26) ← (X, v′′ = 0) vibronic band was deter-
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mined to be 2.1 ± 0.4 times the integrated intensity of the corresponding discrete band of
Ar...I2. However, at this excitation wavelength, the transition intensity to the B′′ state is
only 0.13 of that to the B state (Tellinghuisen, 1982).
Burke and Klemperer proposed that this continuum could be due to the existence of
a linear isomer. Brown, Schwenke, and Truhlar (1985) had reported comparable minima
for linear and T-shaped geometries in a calculated potential energy surface for He...I2, but
there was no ab initio study for Ar...I2 at the time. In contrast to the T-shaped isomer,
there could be a large diﬀerence in the equilibrium bond length and binding energy of
the B state relative to the X state. It was argued that the zero occupancy of the σ∗
orbital in the X state may result in a fairly short equilibrium bond length for the linear
isomer. Upon excitation to the B state, a π∗ electron is transferred to the σ∗ orbital,
thus increasing this bond length and lowering the binding energy. This can result in a
continuum absorption spectrum for this isomer if the diﬀerence in bond lengths are large
enough. The linear isomer could then account for the one-atom cage eﬀect observed above
the B state dissociation limit by a purely kinematic eﬀect.
A three-dimensional quasiclassical trajectory study by Miranda et al. (1994) concluded
that the one-atom cage eﬀect could not be due to a linear isomer, using Gray’s pairwise
interaction potential (Gray, 1992), see section 3. Caging was indeed observed, and energy
transfer was more important for the linear than for the T-shaped structure, but it was still
too low compared to experiments. However, the X state conﬁguration of the linear isomer
was only guessed, in the absence of any information. In particular, the Ar–I bond length
was taken to be the same one as the Ar–I distance in the perpendicular conﬁguration,
which revealed to be wrong in later DIM and ab initio studies. In a classical simulation
of the I2...Rgn cage eﬀect using empirical potentials (see end of section 3.3), Schro¨der
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and Gabriel (1996) concluded that in order to explain the cage eﬀect, the Van der Waals
binding energy had to be increased, or more than one rare-gas atom had to be bound to
I2, or the conﬁguration of the one-atom complex had to be collinear with a larger I2–Rg
equilibrium distance in the B state compared to the X state.
In a wave packet calculation restricted to the collinear conﬁguration, Fang and Martens
(1996) showed that by using model interaction PES deduced from the known I(2P3/2)–Ar
and I∗(2P1/2)–Ar interactions (see section 3.4), good agreement with experiment was ob-
tained. However, it was not clear if this result would still be valid using the experimentally
validated Ar–I2(B) potential and getting out of the purely collinear conﬁguration (which
has strictly speaking a probability of zero because of the solid angle volume element). In
a three-dimensional wave packet study using the ab initio PES by Kunz et al. (1998) for
the X state and the IDIM PT1 PES for the B state, Zamith et al. (1999) conﬁrmed the
possibility of a purely kinematic origin of the one-atom cage eﬀect from the linear isomer
of Ar...I2, and showed that the vibrational distributions depended strongly on the ground
and excited state equilibrium geometries. A very good agreement with experimental ﬁnal
vibrational distributions was obtained by increasing the equilibrium distance in the I–Ar
interaction potentials in IDIM PT1 PES by 2% (Fig. 4).
Additional experimental indications that the kinematic mechanism of direct, impulsive
energy transfer in the collinear isomer is responsible for the one-atom cage eﬀect have been
obtained. The existence of two geometrically distinct forms has been demonstrated in the
photoionization study of Cockett et al. (Cockett et al., 1996). Burroughs, Van Marter, and
Heaven (Burroughs et al., 1999) have reported the results of ﬂuorescence-depletion, i.e.
“hole-burning”, experiments which demonstrate that ﬂuorescence from free I2 produced
by excitation above the B state dissociation limit is not depleted by excitation to the T-
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shaped B ← X band of Ar...I2. Fluorescence depletion was indeed observed by excitation
to the adjacent continuum which had been assigned to the linear isomer by Burke and
Klemperer (1993b). This shows that, even though direct absorption to the B′′ 1u state
exists, nonadiabatic coupling to the B state due to the presence of the argon atom is
not strong enough to produce any appreciable amount of caging from the perpendicular
isomer. The one-atom cage eﬀect is thus due to the collision of the dissociating I atom
with the argon atom near the linear conﬁguration. The same eﬀect was surmised by Wan
et al. (1997) to explain their experimental results on caging of I2 by collisions with rare gas
atoms at room temperature. It was conﬁrmed in a wave packet simulation by Meier, Engel
and Beswick (1998), who obtained very good agreement with the recurrences observed in
the pump-probe signal. They observed that eﬀective collisional caging can only occur if
the collision leads to a large momentum transfer from the iodine to the Ar-atom, which
is the case if the collision occurs at small angles, i.e. close to the collinear case, and at
small I–I distances, where (due to the well of the B state potential) the relative motion
of the dissociating I atoms is fast. This is why it is important for caging in the Van der
Waals cluster that the intermolecular bond length in the X state be shorter than in the B
state: vertical excitation brings Ar...I2 close to the hard sphere collision distance in the B
state, so that one of the departing I atoms hits the argon with a high velocity, therefore
transferring a large amount of momentum.
Caging of I2 was also observed in large rare gas clusters (Liu et al., 1993) and matrices
(Beeken et al., 1983; Macler and Heaven, 1991; Zadoyan et al., 1994a,b; Benderskii et al.,
1997). Many of the matrix studies were done in the bound state region of the B state,
where the process is more complex. It ﬁrst implies electronic predissociation of the B state,
followed by caging, or initial excitation to the dissociative B′′ or the repulsive region of the
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weakly bound A 1u state. Fluorescence from B state recombined I2 was indeed observed.
In addition, infrared emission was also detected from the A 1u and A′ 2u states which are
weakly bound states going to the I(2P3/2) + I(2P3/2) dissociation limit. Batista and Cocker
(1997) conducted a nonadiabatic molecular dynamics simulation of a time-resolved pump-
probe experiment of A and B state I2 in a rare gas matrix, similar to the experiments by
Apkarian and coworkers (Zadoyan et al., 1996). In the region of the B state excitation,
they do not consider the possible excitation to the A or B′′ 1u states which also contribute
to the absorption cross section. However, the dynamics following excitation to the B state
is rich and complex. The excited molecules can either remain in the B, predissociate to one
of the three B′′ 1u, 1 2g, or a 1g states during their early time dynamics. The predissociated
molecules recombine after hitting the cage atoms into the A 1u, A′ 2u, and X states. It
can be noted that I2 occupies initially a double substitution site in an undistorted fcc
argon crystal, which puts it in a collinear conﬁguration with some of its nearest neighbors.
This is clearly a diﬀerent situation from exciting I2 above its B-state dissociation limit
where dissociation is direct. However, it does show that nonadiabatic eﬀects can be quite
important in the condensed phase. One important diﬀerence with the one-atom cage eﬀect
is that the argon atoms do not evaporate, so that when the I–I distance is very long and
the I atoms collide with the argon atoms of the cage, they feel a strong I–Ar interaction
which couples the I2 states.
Solvent-induced dissociation and caging dynamics of I2(B) was also studied by a time-
resolved pump-probe experiment in supercritical rare gas solvents (Lienau and Zewail,
1996) and the role of these A and A′ states was also put in evidence. It would be interesting
to look for the possibility of observing these states in the one-atom cage eﬀect.
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5 Vibrational Predissociation, Intramolecular Vibrational
Relaxation and spectra
5.1 Experimental data for the T-shaped isomer VP dynamics
When the Rg...I2 Van der Waals molecules are excited in the bound spectral region of
I2(B), the ﬂuorescence excitation spectra show broadened features associated to Rg...I2(B, v′)
quasi-bound levels which decay into a dissociative continuum by predissociation.
The ﬁrst complex investigated in this family was He...I2 (Smalley et al., 1976; John-
son et al., 1978; Sharﬁn et al., 1979), reviewed in (Levy, 1981). Levy and co-workers
determined the broadening of the lines as a function of v′, the vibrational excitation of
I2(B) within the complex, by detecting the ﬂuorescence of the I2(B, v < v′) products.
The width of the peaks showed a monotonic increase as a function of v′, the v = v′ − 1
vibrational level of I2 being the dominant ﬁnal state, by more than 90%. Soon after the
ﬁrst measurements, Beswick and Jortner (1977; 1978b; 1978a; 1981), Ewing (1979), and
others (J.A. Beswick, G. Delgado-Barrio and J. Jortner, 1979; Beswick and Jortner, 1980;
Delgado-Barrio et al., 1983), interpreted these results in terms of the energy or momen-
tum gap law: the coupling between the He...I2(B, v′) quasi-bound state and the He +
I2(B, v′ − 1) dissociative continuum grows larger as the ﬁnal kinetic energy between the
fragments decreases.
However, at higher excitation energies, when the Δv = −1 channel closes, the monotonous
increase of the measured linewidths with v′ suddenly stops, and thereafter behaves errati-
cally with v′. This behavior has been observed for complexes like He...I2, Ne...I2, He...Br2
(L. J. van der Burgt and Heaven, 1984; Jahn et al., 1994, 1996), Ne...Br2 (Cline et al.,
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1987), or Ar...Cl2 (Evard et al., 1988a). It is due to the presence of secondary quasi-
bound states associated to the closed v′ − 1 channels (Roncero et al., 1988; Halberstadt
et al., 1992a,b; Gonza´lez-Lezana et al., 1996). Dissociation now occurs predominantly in
a stepwise fashion : Rg...X2(n′, v′) → Rg...X2(n′′ > n′, v′ − 1) → Rg + X2(v = v′ − 2).
This mechanism corresponds to the Intramolecular Vibrational Relaxation (IVR) process,
where vibrational quanta are transferred in a sequential fashion from the stretching mode
of the I–I molecule to Van der Waals modes (with an excitation deﬁned by a collective
quantum number n) until this weak bond breaks. Because the energy diﬀerence between
the interacting initial “bright” and intermediate “dark” quasi-bound states changes as a
function of v′, the rate of dissociation depends strongly on v′ in a very oscillatory way.
The erratic dependance of the VP rate as a function of initial excitation is a ﬁngerprint
that IVR is in the sparse regime (the diﬀerent IVR regimes are presented in Appendix II).
Sparse IVR has a second observable ﬁngerprint on rotational distributions, as shown in
Ar...Cl2 (Evard et al., 1988a) and He...Br2 (Rohrbacher et al., 1999a). Since the “dark”
state acts as a doorway for dissociation, the ﬁnal rotational distribution of the halogen
fragments depends strongly on the nature of the “dark” state, especially on its bend-
ing character. As a result, complicated oscillatory rotational distributions which depend
strongly on the initial excitation are obtained in this regime. In addition, due to the I2
anharmonicity, the relative energies of bright and dark states change with v′ and so does
the bending character of the doorway state. Thus, rotational distributions are strongly
dependent on the initial excitation.
The dynamics of Ar...I2 complexes presents special features as compared to the lighter
complexes of the same family. One is the balanced competition between electronic and
vibrational predissociation, which is analyzed in section 6. Another is related to the ﬁnal
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vibrational state distribution of the I2(B, v) products after excitation of Ar...I2(B, v′), as
measured by Levy and co-workers (Johnson et al., 1981) : they found that the ﬁrst open
channel is v′ − 3. This results from the value of the binding energy of the Ar...I2(B)
complex, which is believed to be larger than two vibrational quanta of the uncomplexed
I2(B) molecule in the energy region of interest (see section 3). The stepwise mechanism
now involves two sets of intermediate “dark” states Ar...I2(n′′ > n′, v′−1) and Ar...I2(n′′′ >
n′′, v′−2). Due to this increase of intermediate level density, one may wonder whether IVR
still occurs in the sparse regime or approaches intermediate or even statistical regimes (see
Appendix II). This question is still nowadays open. On the one hand, real-time picosecond
measurements have shown that the kinetics of formation of the I2 product follow a simple
exponential law (Breen et al., 1990; Willberg et al., 1992). Also, the decay rates appear
not to be signiﬁcantly modiﬁed by initial Van der Waals excitation (Burke and Klemperer,
1993a). These facts advocate for a dense regime IVR. Assuming such a regime, VP rate is
expected to increase monotonously with v′, and EP would be responsible for the oscillations
in the ﬂuorescence intensity, as will be discussed later in section 6. However, experimental
product rotational distributions (Burroughs and Heaven, 2001) show structures which are
reminiscent of sparse regime IVR, an idea which is also supported by all recent quantum
calculations on this system. Addressing the problem of the IVR regime in VP dynamics
should also help in understanding the origin of the oscillations in the ﬂuorescence intensity.
5.2 Theoretical interpretations for the T-shaped isomer VP dynamics
As in the He...I2 case, the ﬁrst theoretical modeling of Ar...I2 assumed a direct mechanism
in the collinear geometry within a Distorted Wave approximation (Beswick and Jortner,
1980) and found a monotonous increase of the VP rate with increasing v′. In addition,
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the VP rates were in rather good agreement with those obtained in real-time experiments
(Breen et al., 1990; Willberg et al., 1992). This apparent good agreement between theory
and experiment fails down when it is considered, as noted by Burke and Klemperer (1993a),
that the transitions studied correspond to a T-shaped complex.
The ﬁrst quantum three-dimensional calculations on Ar...I2 were performed by Gray
(1992) using a time-dependent wavepacket method and accurate empirical pairwise PES.
He found that the population decrease of the initial state does not follow an exponential
law, as it is the case for the direct mechanism, but presents oscillations attributed to the
presence of several resonances with energies and widths obtained by de Prony’s method.
Thus, using the dominant resonance width, Gray found that the ratio of linewidths
Γv′=21/Γv′=18 was consistent with the experimental one obtained from the total rates
measured by Zewail and co-workers (Breen et al., 1990; Willberg et al., 1992) and the
vibrational predissociation eﬃciencies obtained by Goldstein et al. (1986).
The inﬂuence of IVR on the VP dynamics of Ar...I2 was later analyzed (Gray and Ron-
cero, 1995; Roncero and Gray, 1996) using time-dependent as well as time-independent
calculations on the same PES. These essentially exact calculations (from the dynami-
cal point of view) were nicely reproduced by approximate analytical models based on
standard radiationless transition treatments (Roncero and Gray, 1996), extending works
already performed on Ar...Cl2 (Halberstadt et al., 1992a,b). It was possible to characterize
in details the number and the nature of the zero-order bound states involved. As an exam-
ple, the absorption spectrum and vibrational population vs time are shown in Figs. 5 and
6, respectively, for the vibrational predissociation of Ar...I2(B, v′ = 21). The analytical
model requires only a few bound states, three in this particular case, belonging to the v′
(bright state), v′−1 and v′−2 (dark states) manifolds. As already noted, three vibrational
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quanta are required to fragment the Ar...I2 complex, and it can be clearly considered as
a sequential mechanism as was the case in Ar...Cl2. The population, initially in the v′
channel, is transfered to v′− 1. Once the population in the v′ − 1 channel becomes signif-
icant, population starts building up in channel v′ − 2, and dissociation starts in channel
v′ − 3 once there is enough population in v′ − 2. Because of this sequential mechanism,
the dissociation probability shows a clear non-exponential behavior (Roncero et al., 1993,
1997). The exact picture is a bit more complicated, though. At each vibrational step,
the population bifurcates to go not only to the v − 1 manifold, but also to the v + 1 one.
In addition, there are contributions from other energy pathways involving steps with the
transfer of more than one quantum. As a conclusion, it was found that the VP of Ar...I2 is
mediated by IVR, involving only a few zero-order bound states (sparse limit). Because the
coupling between those few bound states depends on their mutual separation, it was found
(Gray and Roncero, 1995; Roncero and Gray, 1996) that the VP rate presents oscillations
as a function of v′.
How can these oscillations be conciliated with the experimental assumption of a monotonous
dependence of the VP rate, made by Burke and Klemperer (1993a) in order to interpret
the relative eﬃciencies of the VP and EP processes (see section 6 for details)? This
monotonous increase is the ﬁngerprint of IVR in the statistical limit, where the “bright”
state always “faces” a second “dark” state due to their relatively high density. The possi-
bilities for explaining the discrepancies on the dependence of the VP rate with v′ are the
following:
i) The potential is inadequate to describe VP. However, several parametrizations were
used (Roncero and Gray, 1996) and the sparse limit IVR was obtained in all calculations;
ii) The widths of the dark states may be increased by coupling to the continuum
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through EP, thus changing the IVR regime (see section 6); and
iii) For such heavy systems, the total angular momentum can be quite large and the
density of states is expected to increase. Also, rotational averaging corresponding to the
experimental conditions may smooth out VP rate oscillations.
Let us consider in more details the eﬀect of the total angular momentum on the VP
dynamics. Some early time-independent calculations on Ar...Cl2 showed an extreme sen-
sitivity not only to the value of J but also to its projection on a body-ﬁxed frame axis
(Roncero et al., 1993). The same situation occurred for Ar...I2 for low angular momen-
tum. Time-dependent and time-independent calculations showed the sensitivity due to
the change in the relative energies of the “dark” states and “bright” ones as a function
of J (indeed, dark states have smaller rotational constants than bright ones, being more
excited in the Van der Waals mode (Roncero et al., 1993)).
Following this line, time-dependent calculations for high J values were performed on
Ar...I2, by Goldﬁeld and Gray (1997b; 1997a), and on Ar...Cl2 by Roncero et al. (1997).
When varying J values up to 15 or 20, the IVR regime remained in the sparse-intermediate
regime if the initial rotational sublevel K (where K denotes the (2J+1) sublevels by
increasing energy order) is small and unchanged. However, when both J and K are
modiﬁed, the eﬀect is larger (Roncero et al., 1997). A good example is provided by
Ar...Cl2(B, v′ = 18), where three vibrational quanta are required for fragmenting the
complex as in Ar...I2 (see Fig. 7). In this case for J=0 and for (J=15, K=1) the au-
tocorrelation functions show clear recurrences attributed to sparse-intermediate regimes,
while for (J=15, K=2J) the recurrences tend to disappear, clearly showing a tendency
towards the statistical limit. This was shown to reﬂect the character of the initial bright
state due to Coriolis coupling on the bound states rather than the eﬀect of the Coriolis
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coupling on the dynamics which is rather weak. The bright state K = 0 is mainly of
Ω = 0 character, where Ω stands for the projection of the total angular momentum on the
axis which connects Ar to the center of mass of the dihalogen. Bright states correspond-
ing to large K have components on a larger range of Ω values. As a result, more dark
states are involved in the dissociation dynamics of a large K bright state than of a low K
one. However, another calculation on Ar...I2 (Goldﬁeld and Gray, 1997b,a) was performed
for J = 10, and sparse limit IVR was obtained. Therefore, more complete calculations,
including higher angular momenta, proper average over the initial thermal rotational dis-
tribution and taking into account EP channels, would be most useful to elucidate the role
of the total angular momentum in Ar...I2.
Another way to modify the IVR regime is to increase the initial vibrational excitation
of the diatomic subunit. One may expect that the increase of dark state density induced by
the anharmonicity will change the IVR regime from a sparse to a dense one. This has been
observed in Ar...Cl2 (Roncero et al., 1997) or Ne...Br2 (Roncero et al., 2001a): the IVR
bands associated to increasing v′ values get more and more congested. However, close to
the dissociation limit, some narrow peaks suddenly appear again, associated to resonances
where the rare gas atom is inserted between the two halogen atoms (Roncero et al., 2001a;
Prosmiti et al., 2002c). The halogen diatomic is so stretched that VP becomes ineﬃcient,
thus introducing some sparse character in the spectra. It would be interesting to perform
a similar study on Ar...I2.
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5.3 Comparative spectra of the perpendicular and linear isomers and
discussion of their binding energies
The goal of this subsection is to give a comparison of the energy levels and absorption
spectroscopy calculated for the two diﬀerent isomers of Ar...I2 and to discuss their energet-
ics. The discussion of the spectra will be based on the DIM PT1 surfaces, both for the X
(Buchachenko et al., 2000b) and the B [Eq.(4)] states. Note that these surfaces gave very
reasonable agreement with the product state distributions from Ar + I2(B) vibrationally-
inelastic collisions measured in the bulk and in molecular beams (Buchachenko and Stepanov,
1998b). The topology of these PES is illustrated in Fig. 2, while the properties of their
minima are presented in Table 1.
The contour plots of the calculated vibrational wave functions for zero total angular
momentum (Roncero et al., 2001b) are presented in Fig. 8 for the lowest Van der Waals
levels of the X state (r ﬁxed at its equilibrium value), and of the (B, v = 21) states
(Buchachenko et al., 2000b; Roncero et al., 2001b). The ground nX = 0 Van der Waals
level of the X state has a dissociation energy of 208.9 cm−1 and corresponds to the T-
shaped isomer, as well as the next four levels. The ground state of the linear isomer
appears as a degenerate doublet, nX = 5 and nX = 6, corresponding to opposite I–I
permutation symmetries. Their energy determines the dissociation energy of the linear
isomer. The dissociation energies of both isomers are listed in Table 2 together with other
theoretical and experimental estimations.
The wave functions of the (B, v = 21) levels nB are plotted in the bottom panel of Fig.
8. The lowest level wave functions can be assigned to stretching and bending modes from
their nodal pattern, but they become more and more complex and delocalized as energy
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increases. The linear conﬁguration is a saddle point for the B-state PES, so only highly
excited bending levels have appreciable amplitude density in this region.
The distinct nature of the T-shaped and linear isomers of Ar...I2 for the DIM PT1
potentials has a direct consequence on B ← X absorption spectra. Since both the X and
B potentials are similar in the region of the T-shaped well, the Franck-Condon principle
implies that the transition probability from the nX = 0 level will be largest for nB = 0 and
will rapidly decrease for higher nB . In contrast, the ground level of the linear isomer has
signiﬁcant overlap integrals only with high nB levels whose wave functions are markedly
delocalized near the linear conﬁguration.
These trends indeed deﬁne the structure of absorption spectra calculated by means of
numerically exact line shape and wavepacket methods. Fig. 9 shows the B ← (X, v′′ = 0)
absorption spectra for the 0++ ← 1−− rotational transition obtained with the DIM PT1
X and B PES for the T-shaped and linear isomers (upper and lower panels, respectively)
(Roncero et al., 2001b). The spectrum of the T-shaped isomer exhibits a sequence of bands
assigned to deﬁnite vibrational states v′ of I2(B). For each v′ there are three main lines,
corresponding to transitions to the ground and the two ﬁrst Van der Waals excited levels.
This picture is in perfect agreement with all experimental B ← X absorption spectra
(Johnson et al., 1981; Burke and Klemperer, 1993a; Burroughs and Heaven, 2001).
In contrast, the absorption of the linear isomer is mostly continuous. Its intensity
rises with energy, but by steps rather than monotonously. These steps correlate with the
successive opening of new (B, v′) vibrational manifolds. A broad, quasidiscrete structure
is superimposed on this continuous background. It corresponds to the excitation of highly
excited intermolecular levels with a wave function suﬃciently delocalized to be accessible
from the X-state linear isomer, see Fig. 8.
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The analysis of the spectral intensity distribution can shed some light on the discussion
about the dissociation energy of the isomers presented in section 3.2. The main assumption
used by Klemperer and co-workers (Burke and Klemperer, 1993b) to deduce the proportion
of the two isomers from the absorption spectra is to assign the discrete part to the T-shaped
conﬁguration and the continuous part to the linear conﬁguration. The intensity ratio of
the linear and T-shaped isomer absorptions derived from the calculations with the DIM
PT1 PES is shown in Fig. 10. It is a highly oscillatory function of energy, with minima
and maxima corresponding to the quasidiscrete contributions of the T-shaped and linear
isomers, respectively. In between these huge oscillations, one can estimate the base line
declining more or less regularly from 20 to 1. If in addition one takes into account the
experimental resolution and the overlapping contributions from many thermally populated
rotational levels, the quantitative separation of the two isomers absorption is clearly a very
diﬃcult problem.
A rough estimate of the correction to Burke and Klemperer’s value can be made as
follows. The experimental continuum intensity integrated over the range of the I2 B ← X
(26,0) vibronic band is 2.1±0.4 times the integrated intensity of the discrete B ← X
(26,0) band of Ar...I2 (Burke and Klemperer, 1993b). This linear to T-shaped intensity
ratio can be written as Iexp(L)/Iexp(T ) 	 〈I(L)/I(T )〉 (P (L)/P (T )) where 〈I(L)/I(T )〉 is
the average intensity ratio (for equal population) of the linear vs T-shaped isomer, and
P (L)/P (T ) is the linear to T-shaped population ratio at the experimental temperature of
about 15 K. The average intensity ratio 〈I(L)/I(T )〉 can be estimated from Fig. 10 as 10,
which would give a population ratio deduced from experiment P (L)/P (T ) = 2.1/10 = 0.21
instead of 3. This may result in a T-shaped isomer which is more bound than the linear
one. Although these estimations are rather crude, they give a correction in the right
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direction to reconcile the experimental measurements of D0(L,X) by Stevens Miller et
al. and of D0(T,X) by Levy and co-workers. Another source of experimental error could
be the saturation of the discrete absorption lines (Klemperer, 2001) in the experiment by
Burke and Klemperer (1993b), which could lead to an overestimation of the continuum
absorption, hence of the linear:T-shaped population ratio.
5.4 Final VP product state distributions for both isomers
The ﬁnal vibrational product state distribution of I2(B) fragments obtained for the linear
isomer is very broad (Stevens Miller et al., 1999), while that of the T-shaped extends over
few vibrational channels, with the ﬁrst open channel being the most probable one (Johnson
et al., 1981). Also, the ﬁnal rotational distributions obtained from the linear isomer are
broad with a maximum at relatively low j values (Burroughs and Heaven, 2001), while that
from the T-shaped isomer is very complicated and presents several oscillations as a function
of j (Burroughs and Heaven, 2001). This can be understood as an indirect indication of the
IVR mediated fragmentation mechanism. These features were qualitatively reproduced by
recent quantum calculations (Roncero et al., 2001b) performed with only the B electronic
state, thus neglecting the EP dissociation channel.
These diﬀerences between the ﬁnal distributions of I2(B) fragments are due to impor-
tant diﬀerences in the dynamics. The absorption spectrum from the T-shaped isomer is
formed by relatively narrow bands, showing that the dissociation dynamics is rather slow.
For the linear isomer, however, the situation is completely diﬀerent: the spectrum is very
broad hence the dynamics very fast. This is due to the fact that vibrational energy trans-
fer is more eﬃcient at collinear geometries. Also, the initial linear bound states overlap
not only with quasi-bound states of Ar...I2(B, v′) (essentially those with large probability
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at the collinear geometry) but also with continuum states, which dissociate instantly.
6 Electronic relaxation and the competition with vibrational
relaxation
6.1 Competition between Electronic and Vibrational predissociation in
the Ar...I2 Van der Waals complex: experimental evidences
As was already noted, the ﬁrst experimental evidence of existence of the Ar...I2 Van der
Waals complex was obtained by Levy and his team (Kubiak et al., 1978; Levy, 1981).
The complex was produced in a supersonic expansion of I2 and the ﬂuorescence excitation
spectrum was observed, only for vibrational excitation of I2(B) higher than v′ = 12. The
Van der Waals laser induced ﬂuorescence (LIF) is an oscillatory function of the I2(B)
vibrational excitation (see Fig. 11). This behavior was interpreted as the result of the
competition between vibrational and electronic predissociation. Since only VP produces
a ﬂuorescent product, the LIF intensity depends on the relative eﬃciency of the VP and
EP processes, and the vibrational dependence of the LIF intensity is directly related to
the vibrational dependence of the branching ratio. It was speculated that in analogy with
He...I2, the VP rate would be a monotonically increasing function of vibrational excitation.
The oscillations in the branching ratio would reﬂect similar ones in the EP rate, induced
by changes in the Franck-Condon factors between bound vibrational states of I2(B) and
vibrational continuum states related to some still unidentiﬁed repulsive electronic state.
Later experiments conﬁrmed the initial experimental evidence of Kubiak et al. (1978),
but contradictory interpretations were proposed. Goldstein et al. (1986) measured absorp-
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tion spectra using intracavity laser spectroscopy (ILS) in conjunction with LIF spectra for
the series of Rg...I2 complexes. The ratio of LIF/ILS intensities provides a direct measure-
ment of the relative population of I2 produced by VP, referenced to the Rg...I2 population.
In other words, it provides a measurement of the VP eﬃciency with respect to EP, pro-
vided that corrections for diﬀerent Franck-Condon factors for emission and absorption are
made. For instance, in the case of He...I2 where EP is weak, the LIF/ILS ratio was found
close to 1: almost all the He...I2 complexes dissociate through VP (Goldstein et al., 1986).
In the case of Kr...I2 or Xe...I2, only ILS is not negligible. This is an indication that
the complex decays predominantly through the EP dark process. Finally, for Ar...I2, the
ratio was found to be an oscillatory function of I2 vibrational excitation for 12 < v′ < 26,
with a maximum near 0.5 (see Fig. 11). This indicates that EP and VP compete with
comparable eﬃciencies. Although these oscillations are similar to those already observed
by Kubiak et al. (1978), Goldstein et al. interpret them as the result of IVR in the VP
process, inducing oscillations in the VP rate.
A ﬁnal experimental conﬁrmation of the results of Kubiak et al. and Goldstein et
al. came with a simultaneous measurement of absorption and ﬂuorescence by Burke and
Klemperer (1993a) (see Fig. 11). The ﬂuorescence/absorption ratio, corrected by diﬀerent
Franck-Condon factors for emission and absorbtion, yielded a Vibrational Predissociation
Eﬃciency (VPE) which oscillates with the vibrational quantum number similarly to the
previous results. In addition, Burke and Klemperer looked at ﬂuorescence intensities
corresponding to excitation in the Van der Waals modes, and found VPE which oscillates as
a function of I2 stretching similarly to the corresponding VPE for the ground Van der Waals
mode. They concluded that the oscillations could not be due to accidental degeneracies
in the sparse limit IVR process, but resulted from Franck-Condon factors oscillations in
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the EP process. They also conjectured that the a 1g state is the one responsible for the
EP process. Indeed, they noted that among the states which intersect B(3Π0+u ), a 1g is
the only one to be coupled to B for the strictly T-shaped isomer. Moreover, they noted
similarities between the oscillations in the electric ﬁeld quenching rate of the bare I2(B)
molecule (Dalby et al., 1984) and the ones in the VPE. They concluded that the same a 1g
repulsive state must be responsible for both processes.
The experimental results described so far provide information only on relative eﬃcien-
cies between competing processes, but not on absolute rate constants. These could be
obtained in principle from homogeneous linewidths in ﬂuorescence excitation spectra. Un-
fortunately, these widths are diﬃcult to measure because of rotational congestion. Rough
estimates could be obtained for instance for He...I2 or Ne...I2 (Kenny et al., 1980a), but no
published results are available for Ar...I2. However, using picosecond pump-probe tech-
niques, Zewail and his group (Breen et al., 1990; Willberg et al., 1992) measured the time
dependence of the nascent I2(v′ − 3) population resulting from VP and deduced total
Ar...I2(v′) predissociation rates, including both EP and VP contributions, of 0.014 ps−1
for v′ = 18 and 0.013 ps−1 for v′ = 21. Unfortunately, these measurements were restricted
to these two I2 vibrational excitations.
From these total predissociation rates and branching ratios, Burke and Klemperer
(Burke and Klemperer, 1993a) could obtain individual electronic and vibrational predis-
sociation rates for v′ = 18 and 21. Assuming that the vibrational predissociation rate
increases smoothly and semi-linearly with vibrational excitation, they could extrapolate
electronic predissociation rates to the whole range of vibrational excitation from v′ = 16 to
24. Thus, they obtained an electronic predissociation rate which oscillates with vibrational
excitation, as shown in Fig. 12.
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6.2 Competition between Electronic and Vibrational predissociation in
the Ar...I2 Van der Waals complex : theoretical interpretation
One of the ﬁrst goals of the theoretical models was to provide an accurate description
for the oscillations of electronic predissociation as a function of vibrational excitation, as
obtained from the analysis of Burke and Klemperer (1993a). EP can be well described
within the Fermi golden rule approximation as an inital quasibound state Ar...I2(B) de-
caying into a continuum representing the ﬁnal dissociative electronic state. The zero-order
quasibound Ar...I2(B) state can be represented by:
φv′n(r,R, θ) = φv′(r)φnv′(r, θ) (7)
where r is the I-I distance and R the one from Ar to the I2 center of mass, θ the angle
between the two corresponding Jacobi vectors, v′ is the initial vibrational exitation of
I2 and n a collective quantum number for the Van der Waals modes. The ﬁnal state of
the EP process is some continuum state φEf (r,R, θ) with total energy E associated to a
dissociative electronic state f of I2. The EP rate is then given by :
kv
′nf
EP =
2π
h¯
|〈φv′(r)φnv′(R, θ)|Vc(r,R, θ)|φEf (r,R, θ)〉|2 (8)
where Vc(r,R, θ) is the coupling matrix element between the B state and the ﬁnal repulsive
state, and E is the same energy as that of the quasibound state. This equation has
been the basis for diﬀerent approximations. The ﬁrst one considered the slow Ar as a
spectator in the dissociation process: The R and θ variables are set at their equilibrium
values. The predissociation rate is then proportional to the B − f Franck-Condon factors
of the I2 molecule. This simple model has been tested for the B′′ 1u and a 1g repulsive
states (Roncero et al., 1994a). For the B′′ 1u state, the oscillations of the EP rate as a
function of vibrational excitation are much slower than the experimental results (Burke
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and Klemperer, 1993a). This is due to the fact that the short range repulsive portions
of the B and B′′ curves are very close and almost parallel, see Fig. 1. For the a 1g
state, the oscillatory pattern is reproduced fairly well (see Fig. 12), provided that the I2
potential curves are shifted by a constant energy correction due to the Ar–I2 interaction.
Modiﬁed Franck-Condon simulations taking into account the possibility of vibrational
energy transfer due to VP and using the IDIM PT1 PES for all the states involved were
later conducted (Buchachenko, 1998). They showed that the a 1g and 1 2g states also
produce oscillatory patterns for the EP rate which are close to the experimental ones
(Burke and Klemperer, 1993a), casting some doubt on the identiﬁcation of the a 1g state
as the one responsible for the EP process.
One step beyond the spectator model consists in including the motion of the Ar atom
in the dynamical treatment. Since the double continuum wave function φEf (r,R, θ) corre-
sponding to the three-body break-up is quite diﬃcult to compute, it is more convenient to
obtain the EP rate from a time-dependent wavepacket calculation. In the time-dependent
golden rule formalism, the EP rate is given by (Villarreal et al., 1991):
kv
′nf
EP =
1
h¯2
∫ +∞
−∞
dt eiEt/h¯
〈
Φv′nf (r,R, θ, t = 0)|Φv′nf (r,R, θ, t)
〉
, (9)
where the time dependent wave-packet Φv′n(r,R, θ, t) is propagated on the ﬁnal dissocia-
tive surface f from the initial condition : Φv′nf (r,R, θ, t = 0) = Vc(r,R, θ)φv′ (r)φnv′(R, θ).
Two-dimensional ﬁxed θ (Roncero et al., 1994b) and full three-dimensional time dependent
golden rules calculations (Roncero et al., 1996) both gave oscillations of the EP rate with
v′ which had the same period as the experimental ones if a 1g was the ﬁnal dissociative
state. A good agreement with the absolute position of the oscillations was obtained with
a Van der Waals well of 100 cm−1 on the a 1g potential energy surface, and the absolute
values of the EP rates were in good agreement with the experimental ones for an interstate
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B − a coupling of the order of 14 cm−1.
The Golden rule treatments of electronic predissociation are perturbative models as-
suming that the VP process which occurs on the B electronic potential energy surface
is not aﬀected by the competing electronically non-adiabatic process. The competition
between EP and VP, which are of similar eﬃciency for 12 < v′ < 26, may induce non
perturbative eﬀects. For instance, one may suppose that the broadening of the resonant
bright and dark states due to electronic coupling may inﬂuence the IVR process. Thus,
several attemps were made to simultaneously study vibrational and electronic predissocia-
tion. The ﬁrst approach (Buchachenko, 1998) used classical dynamics to describe VP and
surface hopping (with Landau-Zener probabilities) localised at crossing seams between
electronic potentials to describe EP. This study was done on IDIM PT1 potential energy
surfaces (see section 3.4) and showed that all the ﬁnal electronic states coupled to the B
one contribute to EP. However, this model did not reproduce the oscillations in the VP
eﬃciencies observed by Burke and Klemperer (1993a). Bastida et al. (1999) used a quan-
tum description of the I2 vibration and a classical description of the Van der Waals modes
for the VP process. The EP process was described by surface hopping, the probability
being given by Franck-Condon factors. The potentials used were taken from (Roncero
et al., 1996). This model produced a good agreement with the experimental VPE. In ad-
dition, it was shown that ﬁrst order rate equations are not adequate to describe the time
dependence of product populations. This was due to the dependence of the electronic
predissociation rate on the vibrational quantum numbers of the intermediate states of the
process.
More recently, a full global quantum model including simultaneaously the VP and
EP processes was performed using the DIM PT1 model for the B and the four coupled
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electronic states involved, a 1g, a′ 0+g , B′′ 1u, and 1 2g (Lepetit et al., 2002). In agreement
with (Buchachenko, 1998), it was shown that all the dissociative electronic channels except
B′′ 1u could contribute signiﬁcantly to EP. The total predissociation rates obtained for
v′ = 18 and 21 were in very good agreement with the real time measurements of Zewail
and co-workers (Breen et al., 1990; Willberg et al., 1992) (see Fig. 13). The calculated
VPE oscillations were similar to the experimental ones, without any adjustment of the
potentials. However, according to these calculations, the main source of oscillations comes
from the VP rate, which is strongly inﬂuenced by IVR in the sparse limit. The EP rate
is a rather smooth function of vibrational excitation. Indeed, each I2 electronic repulsive
state produces a partial EP rate which oscillates strongly according to its Franck-Condon
factors to the B state. However, the oscillations of each of the three contributing electronic
states are out of phase, so that the total EP rate, is much smoother than each of its three
contributions.
Lepetit et al. (2002) also studied the electronic predissociation of the linear isomer at
the same level of theory. The distinct nature of the VP process makes the EP mechanism
for the linear isomer diﬀerent from that of the T-shaped one. Vibrational predissociation of
the linear isomer is impulsive and fast, so that the argon atom rapidly leaves the interaction
region without making large excursions out of the region of the collinear arrangement.
Thus, EP has a lower probability and, in contrast to the T-shaped case, it proceeds almost
exclusively through the a′ 0+g state which is the only one coupled to the B state in the
linear geometry. It would be nice to obtain experimental conﬁrmation for this mechanism.
To summarize the situation on the electronic and vibrational predissociation of Ar...I2,
it must be admitted that after more than two decades of intense studies there is not yet
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a clear consensus on:
• which are the I2 electronic states responsible for EP: the single a 1g state, or a
collaborative eﬀect of several repulsive states?
• what is the origin of the VPE oscillations as of function of vibrational excitation:
Franck-Condon factors inducing oscillations in the EP rates, or sparse limit IVR
inducing oscillations in the VP rates?
One way to deﬁnitely solve this puzzle would be to undertake measurements of the
individual electronic and vibrational predissociation rates, and not only of the VPE, which
is now well established. This could be achieved by high resolution spectroscopy or by real
time measurements, limited so far to two vibrational excitations.
7 Conclusions and Perspectives
At the end of this review, it appears clearly that although much progress has been made
in the comprehension of the dynamical processes for the Ar...I2 Van der Waals complex,
much is still awaiting to be learned. There is nowadays little doubt that two isomers
of the complex can coexist, and that the linear isomer is responsible for the cage eﬀect
on I2. There is little uncertainty on the dissociation energy of the T-shaped isomer.
However, no clear consensus has been found yet on the energy of the linear isomer, and ab
initio calculations have not yet reached a suﬃcient accuracy on the determination of these
dissociation energies to decide whether the linear or the T-shaped isomer is the more bound
one. Excitation of the perpendicular isomer to the B state produces long-lived resonance
states and sharp lines in photodissociation spectra. Excitation of the linear isomer leads to
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a fast dissociation dynamics and a broad background on the spectra. It is well established
that the dissociation of the T-shaped isomer implies the loss of several vibrational quanta
for I2, and that it occurs as a stepwise Intramolecular Vibrational Relaxation process.
However, there is no ﬁnal agreement on the regime of this process: sparse, as obtained by
all quantum calculations, or statistical? Electronic predissociation is clearly the result of
couplings between the B state and dissociative states induced by the presence of the Ar
atom. But which dissociative state(s)? There is a consensus on the fact that there is a
competition between electronic and vibrational predissociation, which induces oscillations
as a function of vibrational excitation in the relative eﬃciencies of these processes. But
what is the process responsible for these oscillations? One tentative interpretation is that
the B state is coupled to the a 1g dissociative one and that oscillations appear in the EP
rate as a result of varying Franck-Condon factors. Another competing explanation is that
the B state is coupled to a set of several dissociative states, and that oscillations appear
in the VP rate as a result of IVR in the sparse regime.
So what should be done to achieve complete understanding of this prototype system?
On the theoretical side, priority should be put on the production of high quality potentials.
From the ab initio point of view, the most important steps to be taken next would be the
explicit treatment of the spin-orbit interaction and the calculations of excited electronic
states (ﬁrst of all, the B one) and couplings. These steps are quite demanding and will
require to switch to another strategy — from the single-reference coupled cluster method,
which is the method of choice for the ground state due to its inherent ability to accu-
rately determine intermolecular interactions, to multiconﬁgurational methods which must
carefully take into account intramolecular interactions describing the internal structure
of the monomer. Both eﬀects are equally important for the excited Ar...I2 system, and
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it may well be that ab initio methods capable of achieving a precise description are yet
to be developed. The reﬁnement of the DIM approach will require the use of extended
basis of atomic states covering the interaction with the ion-pair states and valence-excited
manifolds of the molecular halogen. These new highly accurate potentials should be the
starting points of dynamical calculations, the accuracy of which is nowadays only limited
by the one of the electronic potentials. On the experimental side, it is striking to note that,
although intense studies have been performed over decades, little is known on absolute
values of total (EP+VP) decay rates as a function of initial excitation, whereas relative
eﬃciencies of EP versus VP is well established. These total decay rates would bring much
light on two open questions: one on the IVR regime (sparse/statistical) for VP, the other
on the EP/VP competition (are oscillations on relative eﬃciencies induced by similar ones
on EP or on VP?).
Another interesting perspective is to move to higher excitation energies above the va-
lence manifold of the Ar...I2 complex. Theoretical studies of the Rydberg states converging
to the positive ion threshold and studies of the cation itself in connection with experiments
by Donovan group (Cockett et al., 1993, 1994; Goode et al., 1994; Cockett et al., 1996)
may provide additional precise information on the energetics of the complex in the ground
state. Another challenging subject is the study of the Ar...I2 complex excited to ion-pair
states accessible via single- or multi-photon transitions (Brand and Hoy, 1987; Lawley
and Donovan, 1993). As follows from numerous collisional studies (Lawley, 1988; Urbachs
et al., 1993; Akopyan et al., 1999; Teule et al., 1999; Akopyan et al., 2001; Fecko et al.,
2001; Bibinov et al., 2002; Fecko et al., 2002), interaction with a rare gas atom induces
eﬃcient non-adiabatic vibronic transitions between closely lying states of distinct symme-
try. This implies that in the complex, electronic predissociation (to bound I2 electronic
56
states in this case) will compete with vibrational predissociation. The proofs for such
expectations can be found in the experimental study of large argon clusters (Fei et al.,
1992). Recent calculations of the diabatic PES’s and couplings in the frame of DIM mod-
els similar to those described here for valence states (Batista and Cocker, 1997; Tscherbul
et al., in press) provide the grounds for future theoretical studies of the dynamics.
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Appendix I: Details of the DIM method to determine the Ar...I2 PES and
couplings
The grounds of the DIM method are well described in the literature (e.g. Tully, 1977;
Kuntz, 1979, 1982). It can be implemented in a variety of ways. Here the particular
formulation relevant to the Ar...I2 complex is presented.
The total electronic Born-Oppenheimer Hamiltonian is expressed as a sum of the
Hamiltonians corresponding to diatomic and atomic fragments of the system:
Hˆ = HˆI2 + HˆArIa + HˆArIb − HˆIa − HˆIb − HˆAr, (10)
where a and b label iodine atoms. It can be recast into two terms, Hˆ0 describing the
isolated fragments and Hˆ1 their interaction:
Hˆ0 = HˆI2 + HˆAr, (11)
Hˆ1 = Hˆ1a + Hˆ1b =
(
HˆArIa − HˆIa − HˆAr
)
+
(
HˆArIb − HˆIb − HˆAr
)
. (12)
The conventional DIM approach implies the variational solution of the Schro¨dinger equa-
tion for the total Hamiltonian, whereas the DIM perturbation theory approximation sug-
gested independently by Naumkin (1991) and by Buchachenko and Stepanov (1996b)
treats Hˆ1 in Eq.(12) as a perturbation.
The main feature of the DIM approach is the use of polyatomic basis functions (PBF)
constructed as linear combinations of many-electron functions centered on each atom and
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describing atomic states which contribute to the electronic conﬁguration of the whole
system. A minimum set of 36 PBF’s can be deﬁned as :
φk = φaibj = χ
Arχai χ
b
j (13)
It includes six spin-orbital functions describing the 2P multiplet centered on each I atom
χαi , α = a, b and one function χ
Ar describing the 1S state of Ar. This PBF set is assumed
to form an orthonormal basis. Two attempts to take into account the contribution from
higher ion-pair states of the iodine gave controversial results (Grigorenko et al., 1997a;
Naumkin and McCourt, 1998b).
Using the basis set φk of Eq.(13), it is easy to evaluate the matrix elements of the
diatomic fragment Hamiltonians contributing to Hˆ1 in Eq.(12). In the reference frame
related to the Iα–Ar axis Rα, the HˆArIα matrix has a particularly simple form and is
parameterized by the non-relativistic VΣ and VΠ potentials of the Ar...I molecule in its 2Σ+
and 2Π state, respectively. It is convenient to choose the I2 axis r as the common reference
frame. The transformation from the Rα to the r frame is given by the standard rotation
matrices Dα(0, βα, 0) (Wigner rotation matrices or direction cosine matrices, depending
on particular choice of ABF) in which only one angle βα is non-zero.
Constructing the Hˆ0 matrix in the PBF set is more involved due to the complexity of
the I2 electronic structure. Its eigenfunctions
Hˆ0 ψn = un ψn, (14)
where n enumerates the adiabatic electronic states of I2 and un are the corresponding
energies as a function of r, are expressed in terms of the PBF
ψn(r) =
∑
k
Cnk (r)φk. (15)
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The total Hamiltonian matrix is therefore
H = u+C†
(
D†aHArIaDa +D
†
bHArIbDb −HIa −HIb
)
C, (16)
where u is a diagonal matrix containing the energy curves of I2, and HIα are diagonal ma-
trices containing the energies of the atomic iodine terms (vanishing in the non-relativistic
case).
The diﬀerent DIM approaches correspond to diﬀerent representations of the atomic
basis functions, diﬀerent approximations for the eigenfunctions of Hˆ0 [Eqs.(11) and (15)],
and to two diﬀerent ways of treating Hˆ1 [Eq.(11) and the 2nd term of the sum in Eq.(16)]:
exactly or as a perturbation. These approaches are discussed in section 3.4.
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Appendix II : classification of IVR regimes
The diﬀerent regimes of IVR, from sparse to statistical, can be modelled in terms of an
inﬁnite collection of non-interacting bound states (see Fig. 14), with energies En = nΔ,
n=−∞, ...,∞, coupled to a dissociative continuum, so that their halfwidth is equal to
Γ for each of them (Roncero et al., 1997), in close correspondence to the treatment of
Bixon and Jortner (1969). It can be considered that this ensemble of ﬁrst-order bound
states arises from the diagonalization of an initial zero-order “bright” state coupled (by a
constant quantity V ) to an inﬁnite ensemble of zero-order “dark” states. Therefore, the
initial wavepacket can be expanded in terms of these states with a weight ratio an/a0 =
V/(nΔ − iΓ) (Roncero et al., 1997). This model leads to a natural classiﬁcation, as
previously discussed (Bixon and Jortner, 1969; Freed and Nitzan, 1980; Uzer, 1991; Miller,
1991), of IVR dynamics in terms of the Γ/Δ ratio as:
(a) Sparse regime, (Γ << Δ): The resonances are well separated (see Figs. 15 and
16). The initially populated bright state will usually interact with one or a few dark
states, so that quantum phenomena such as recurrences are readily apparent. In
some cases, the zero-order bound states are indirectly coupled through their mutual
coupling to the dissociative continua (Roncero et al., 1993; Roncero and Gray, 1996;
Roncero et al., 1997).
(b) Intermediate regime, (Γ ≈ Δ): In this regime the resonances are mixed but
have not completely lost their individual identity (see Figs. 15 and 16). This will
be apparent both in the spectrum, in which nearby transitions will overlap with
each other, and in the dynamics, which will exibit non-exponential decay with weak
recurrences in the population of the initially excited state.
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(c) Statistical regime, (Γ >> Δ): In this regime there are so many closely spaced
resonances that they blend together to yield a quasi-Lorentzian excitation spectrum.
As a consequence, the initial states lose their identity and decay irreversibly as a
single exponential.
In the sparse and intermediate regimes the VP rate is expected to oscillate as a func-
tion of v′ (except if there is a smoothing out due to averaging as will be commented
below), and the only regime in which the desire smooth monotonic behaviour is expected
is the statistical one. This regime is traditionally attributed to large molecules and it is
interesting to know if it can occur in such small molecular systems.
The statistical limit can be obtained by increasing the density of states (i.e. decreasing
the spacing Δ) and/or the width of each individual state, Γ, but also by varying the total
energy spreading of the spectrum, which depends enormously on the initial state.
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Table captions
Table 1 : Equilibrium distances Re (A˚) and binding energies De (cm−1) of the T-shaped
and linear minima for selected Ar...I2 PES of the X and B electronic states. For experimen-
tal data from Levy’s and Klemperer’s groups (cited as Levy and Klemperer), approximate
estimations of De from D0 are given with the error bars of the D0 values. PP stands for
pairwise potential.
Table 2 : Dissociation energies De and D0 (cm−1) of the T-shaped and linear isomers of
the Ar ...I2(X,B) complex from experimental data and selected PES.
Table 3 : Symmetry correlations for the B(3Π0+u ) and crossing states of the I2 molecule
and the Ar...I2 complex in the linear (C∞v), T-shaped (C2v), and bent (Cs) conﬁgurations.
Asterisks indicate the crossing states coupled to B within the IDIM model.
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Table 1:
Entry State Potential or data T-shaped Linear
Re De Re De
1 X PP from Rg-Rg’ interactions 4.52 362.8 – –
(Secrest and Eastes, 1972)
2 X Naumkin-Knowles DIM PT1 3.93 230.1 5.13 209.6
(Naumkin and Knowles, 1995)
3 X IDIM 3.88 254.6 – –
(Buchachenko and Stepanov, 1996b)
4 X IDIM PT1 3.88 254.5 – –
(Buchachenko and Stepanov, 1996b)
5 X DIM 3.93 230.5 5.13 209.5
(Naumkin, 1998)
6 X DIM PT1 (TP2) 3.93 233.1 5.19 189.0
(Buchachenko et al., 2000b)
7 X DIM PT1 (dJVN2) 3.94 230.2 5.15 201.9
(Buchachenko et al., 2000b)
8 X Ab initio MP2 3.95 234.4 5.12 256.7
(Kunz et al., 1998)
9 X Ab initio MP4 4.14 187.4 5.15 205.8
(Kunz et al., 1998)
10 X Ab initio CCSD(T) 4.16 179.2 5.16 192.5
(Kunz et al., 1998)
11 X Ab initio CCSD-T 4.22 143.4 5.32 151.5
(Naumkin and McCourt, 1998c)
12 X Ab initio CCSD-T RECP 4.02 203.1 5.09 224.4
(Naumkin, 2001)
13 X Ab initio CCSD(T) RECP 3.96 235.4 5.05 268.3
(Prosmiti et al., 2002b)
14 X Experimental, Levy – 250 ± 3 – –
(Blazy et al., 1980)
15 X Experimental, Klemperer 4.0 ± 0.4 166 ± 15 – 196 ± 15
(Stevens Miller et al., 1999)
16 B PP, collision data 4.24 223.8 – –
(Rubinson et al., 1974b)
17 B Empirical PP 3.93 200.0 – –
(Beswick and Jortner, 1978b)
18 B PP, spectroscopic data 3.92 244.0 – –
(Gray, 1992)
19 B IDIM 3.83 248.8 – –
(Buchachenko and Stepanov, 1996b)
20 B IDIM PT1 3.82 248.9 – –
(Buchachenko and Stepanov, 1996b)
21 B DIM 3.82 248.0 5.54 144.7
(Naumkin, 1998)
22 X Experimental, Levy – 236 ± 3 – –
(Blazy et al., 1980)
23 X Experimental, Klemperer – 140 ± 15 – –
(Stevens Miller et al., 1999)83
Table 2:
State Potential or data Ref. T-shaped Linear
De D0 De D0
X DIM PT1 (Buchachenko et al., 2000b) 233 209 189 166
X CCSDT(T) RECP (Prosmiti et al., 2002b) 235 212 268 238
X Levy, experiment (Blazy et al., 1980) 250 237 ± 3 – –
X Klemperer, experiment (Stevens Miller et al., 1999) 166 142 ± 15 196 172 ± 1.5
B DIM PT1 (Buchachenko and Stepanov, 1996b) 249 222 – –
B Gray’s PP (Gray, 1992) 244 222 – –
B Levy, experiment (Blazy et al., 1980) 236 223 ± 3 – –
B Klemperer, experiment (Stevens Miller et al., 1999) 140 128 ± 15 – –
Table 3:
State I2 molecule Ar...I2 complex
Ωσw D∞h C∞v C2v Cs
B 0+u Σ+u Σ+ B2 A′
B′′ 1u Πu Π A1 ⊕B1 A′′ ⊕A′∗
a 1g Πg Π A2 ⊕B∗2 A′′ ⊕A′∗
a′ 0+g Σ+g Σ+∗ A1 A′
∗
3u Φu Φ A1 ⊕B1 A′′ ⊕A′∗
1 2g Δg Δ A1 ⊕B1 A′′ ⊕A′∗
0−u Σ−u Σ− A2 A′′
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Figure captions
Figure 1 : Potential energy curves of the B and crossing valence states of molecular
iodine. The zero for energies is the lowest I(2P3/2) + I(2P3/2) dissociation limit.
Figure 2 : Contour plots of the X and B PES of the Ar...I2 complex. The molecular
frame is deﬁned such that the I–I vector lies along the abcissa axis, its norm being the
internuclear distance at equilibrium. x and y are the cartesian coordinates of the argon
atom in this molecular frame. Left column : DIM PT1 (TP2) potentials for the X and B
states. Right column : ab initio X potential and empirical B potential. Ten contour lines
are equally spaced from -200 to 0 cm−1.
Figure 3 : Contour plots of the diabatic coupling matrix elements between the B(3Π0+u )
and crossing states of the Ar...I2 complex computed using the DIM PT1 method in Jacobi
(R, θ) coordinates. The abcissa is the angle θ between the Jacobi vectors (R from Ar to
the center of mass of I2, r linking the I atoms). The ordinate is the distance R between
Ar and the center of mass of I2. The I2 distance is taken as the equilibrium value for the
B state. Contour lines are drawn from -39 to 39 cm−1 with a step of 6 cm−1, dashed lines
correspond to negative values (Reprinted from ref. (Lepetit et al., 2002)).
Figure 4 : Final vibrational distributions of I2(B) after excitation of the Ar...I2 Van
der Waals complex with wavelengths of 476.5, 488, and 496.5 nm. • results from the
3-dimension wave packet calculation (Zamith et al., 1999);  experimental results from
Philippoz et al. (1987). (Reprinted from (Zamith et al., 1999)).
Figure 5 : Spectrum associated to the initial state Ar...I2(B, v′=21,n′=0) with zero total
angular momentum: the points correspond to numerical time-independent calculations,
the solid and dashed lines to an analytical radiationless model based on three zero-order
bound states. Magniﬁcation by a factor of 10 gives a better view of the details. (Reprinted
from (Roncero and Gray, 1996)).
Figure 6 : Vibrational population of the I2(B) fragment as a function of time for the initial
state Ar...I2(B, v′=21, n′=0), zero total angular momentum : a) numerical time-dependent
results, b) analytical model with adjusted parameters. (Reprinted from (Roncero and
Gray, 1996)).
Figure 7 : Norm of the autocorrelation function for Ar...Cl2(B, v′=18,n′ =0). a) J=0.
The insert gives the details at short times. The solid line is the result of a wavepacket
calculation, the dashed line corresponds to an analytical ﬁt of the spectrum in terms
of independent resonances b) J = 15, K = 0 (solid line) and K = 14 (dashed line).
(Reprinted from ref. (Roncero et al., 1997)).
Figure 8 : Top panels : Contour plots of the amplitude densities of the lowest bound
levels of Ar...I2(X,J = 0) computed at equilibrium I2 distance for the DIM PT1 potential.
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Dashed lines correspond to negative amplitudes. Abcissae and ordinates are deﬁned as
in Fig. 2. Zero energy corresponds to the Ar + I2(X,v = 0) dissociation limit. Bottom
panels : Contour plots of the amplitude densities of Ar...I2(B,v = 21,J = 0) states (even
permutation symmetry of the I nuclei). Dashed lines correspond to negative amplitudes.
Abcissae and ordinates are deﬁned as in Fig. 2. Zero energy corresponds to the Ar +
I2(B,v = 21) dissociation limit. (Reprinted from (Roncero et al., 2001b)).
Figure 9 : The (B, v, J = 0++) ← (X, v = 0, J = 1−−) Ar...I2 absorption spectra calcu-
lated for the T-shaped (top panel) and linear (bottom panel) isomers using the DIM PT1
PES. The ± superscripts refer to the parity (with respect to inversion of the coordinates)
and permutation symetry (with respect to the exchange of the iodine atoms) of the initial
or ﬁnal states. Note the diﬀerence in scale for the absorption cross sections from the
T-shaped and linear isomers. (Reprinted from (Roncero et al., 2001b)).
Figure 10 : Ratio of absorption cross sections of the linear and T-shaped isomers for the
DIM PT1 PES. (Reprinted from ref. (Roncero et al., 2001b)).
Figure 11 : Curve labelled relative intensity : relative intensity of the ﬂuorescence exci-
tation spectrum of Ar...I2 as a function of the vibrational state v′ of I2 that was originally
excited. The original data from Levy (1981) has been multiplied by a factor of 10 to
match the other results. Curve labelled relative quantum yield : LIF intensity divided by
absorbance from Goldstein et al. (1986). Curve labelled vibrational predissociation eﬃ-
ciency : Relative quantum yield corrected for the Franck-Condon factors for I2 absorption
in v′ and I2 emission in v′ − 3, from Burke and Klemperer (1993a).
Figure 12 : Calculated vs experimental rates for the electronic predissociation of Ar...I2(B, v′),
v′=16 to 24. The results were scaled such that the electronic predissociation linewidth
coincides with the experimental one for v′ =20. The black dots represent the experimental
data of Burke and Klemperer (1993a). The empty dots represent the results of a three-
dimensional wave-packet calculation for electronic predissociation by the a 1g state. The
continuous and dashed lines correspond to an attractive and a repulsive Van der Waals
interaction in the a 1g state, respectively. (Reprinted from (Roncero et al., 1996)).
Figure 13 : Predissociation rates (in ns−1) as a function of the initial vibrational ex-
citation v′, for the ground Van der Waals level. Two results from three-dimension wave
packet calculations are shown : kEP+V P : full calculation, where the B(3Π0+u ) potential
energy surface is coupled to the four dissociative states B′′ 1u, a 1g, a′ 0+g and 1 2g. kV P :
only the B(3Π0+u ) state is included in the calculation, EP cannot take place. Also shown
is the experimental total rate from Burke and Klemperer (1993a). This rate has been
extrapolated from vibrational predissociation eﬃciencies VPE by assuming quasi-linear
dependence of kV P as a function of v′. Only the v′ = 18 and 21 rates result from direct
measurements (Breen et al., 1990; Willberg et al., 1992). (Reprinted from ref. (Lepetit
et al., 2002)).
Figure 14 : Energy diagram and couplings of the simpliﬁed analytical model for the
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classiﬁcation of IVR regimes. Zero-order bound states are coupled together by a constant
value V . One of them is the bright state and can be populated by photo-excitation, the
others are dark states. We assume that diagonalization of this zero-order hamiltonian
provides ﬁrst-order eigenstates with equidistant eigenenergies seperated by Δ. These
eigenstates are coupled to the α and β continua, which gives them some width Γ which is
assumed to be constant. (Reprinted from (Roncero et al., 1997)).
Figure 15 : Spectra corresponding to the situation described in Fig. 14. The coupling
between zero-order states is ﬁxed to V = 1, and the spacing between ﬁrst-order states is
Δ = 1.5. One gradually moves from sparse to intermediate and then to statistical IVR
regimes as the coupling strength of the ﬁrst-order states to the continuum is increased
from Γ =0.05 to 0.5 and then 5. (Reprinted from (Roncero et al., 1997)).
Figure 16 : Time evolution of the initial state (zero-order bright state) for the three IVR
regimes of Fig. 15. (Reprinted from (Roncero et al., 1997)).
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Figure 1: Potential energy curves of the B and crossing valence states of molecular iodine.
The zero for energies is the lowest I(2P3/2) + I(2P3/2) dissociation limit.
88
0 2 4 6
0
2
4
6
B: Gray's pairwise PES
0 2 4 6
0
2
4
6
B: DIM PT1 PES
y=
R
si
nθ
,
 
A
1 2 3 4 5 6
1
2
3
4
5
6
X: DIM PT1 PES
y=
R
si
nθ
,
 
A
x=Rcosθ, A
0 2 4 6
0
2
4
6
X: MP4 PES
x=Rcosθ, A
Figure 2: Contour plots of the X and B PES of the Ar...I2 complex. The molecular
frame is deﬁned such that the I–I vector lies along the abcissa axis, its norm being the
internuclear distance at equilibrium. x and y are the cartesian coordinates of the argon
atom in this molecular frame. Left column : DIM PT1 (TP2) potentials for the X and B
states. Right column : ab initio X potential and empirical B potential. Ten contour lines
are equally spaced from -200 to 0 cm−1.
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Figure 3: Contour plots of the diabatic coupling matrix elements between the B(3Π0+u )
and crossing states of the Ar...I2 complex computed using the DIM PT1 method in Jacobi
(R, θ) coordinates. The abcissa is the angle θ between the Jacobi vectors (R from Ar to
the center of mass of I2, r linking the I atoms). The ordinate is the distance R between
Ar and the center of mass of I2. The I2 distance is taken as the equilibrium value for the
B state. Contour lines are drawn from -39 to 39 cm−1 with a step of 6 cm−1, dashed lines
correspond to negative values (Reprinted from ref. Lepetit et al. (2002)).
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Figure 4: Final vibrational distributions of I2(B) after excitation of the Ar...I2 Van der
Waals complex with wavelengths of 476.5, 488, and 496.5 nm. • results from the 3-
dimension wave packet calculation (Zamith et al., 1999);  experimental results from
Philippoz et al. (1987). (Reprinted from (Zamith et al., 1999)).91
05
10
15
20
      -222.2     -221.8       -221.4       
 
In
te
ns
ity
   
   
   
Energy
x 10
Figure 5: Spectrum associated to the initial state Ar...I2(B, v′=21,n′=0) with zero total
angular momentum: the points correspond to numerical time-independent calculations,
the solid and dashed lines to an analytical radiationless model based on three zero-order
bound states. Magniﬁcation by a factor of 10 gives a better view of the details. (Reprinted
from (Roncero and Gray, 1996)).
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Figure 6: Vibrational population of the I2(B) fragment as a function of time for the initial
state Ar...I2(B, v′=21, n′=0), zero total angular momentum : a) numerical time-dependent
results, b) analytical model with adjusted parameters. (Reprinted from (Roncero and
Gray, 1996)).
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Figure 7: Norm of the autocorrelation function for Ar...Cl2(B, v′=18,n′ =0). a) J=0.
The insert gives the details at short times. The solid line is the result of a wavepacket
calculation, the dashed line corresponds to an analytical ﬁt of the spectrum in terms
of independent resonances b) J = 15, K = 0 (solid line) and K = 14 (dashed line).
(Reprinted from ref. (Roncero et al., 1997)).94
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Figure 8: Top panels : Contour plots of the amplitude densities of the lowest bound
levels of Ar...I2(X,J = 0) computed at equilibrium I2 distance for the DIM PT1 potential.
Dashed lines correspond to negative amplitudes. Abcissae and ordinates are deﬁned as
in Fig. 2. Zero energy corresponds to the Ar + I2(X,v = 0) dissociation limit. Bottom
panels : Contour plots of the amplitude densities of Ar...I2(B,v = 21,J = 0) states (even
permutation symmetry of the I nuclei). Dashed lines correspond to negative amplitudes.
Abcissae and ordinates are deﬁned as in Fig. 2. Zero energy corresponds to the Ar +
I2(B,v = 21) dissociation limit. (Reprinted from (Roncero et al., 2001b)).
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Figure 9: The (B, v, J = 0++)← (X, v = 0, J = 1−−) Ar...I2 absorption spectra calculated
for the T-shaped (top panel) and linear (bottom panel) isomers using the DIM PT1 PES.
The ± superscripts refer to the parity (with respect to inversion of the coordinates) and
permutation symetry (with respect to the exchange of the iodine atoms) of the initial
or ﬁnal states. Note the diﬀerence in scale for the absorption cross sections from the
T-shaped and linear isomers. (Reprinted from (Roncero et al., 2001b)).
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Figure 10: Ratio of absorption cross sections of the linear and T-shaped isomers for the
DIM PT1 PES. (Reprinted from ref. (Roncero et al., 2001b)).
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Figure 11: : Curve labelled relative intensity : relative intensity of the ﬂuorescence exci-
tation spectrum of Ar...I2 as a function of the vibrational state v′ of I2 that was originally
excited. The original data from Levy (1981) has been multiplied by a factor of 10 to
match the other results. Curve labelled relative quantum yield : LIF intensity divided by
absorbance from Goldstein et al. (1986). Curve labelled vibrational predissociation eﬃ-
ciency : Relative quantum yield corrected for the Franck-Condon factors for I2 absorption
in v′ and I2 emission in v′ − 3, from Burke and Klemperer (1993a).
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Figure 12: : Calculated vs experimental rates for the electronic predissociation of
Ar...I2(B, v′), v′=16 to 24. The results were scaled such that the electronic predissoci-
ation linewidth coincides with the experimental one for v′ =20. The black dots represent
the experimental data of Burke and Klemperer (1993a). The empty dots represent the
results of a three-dimensional wave-packet calculation for electronic predissociation by the
a 1g state. The continuous and dashed lines correspond to an attractive and a repulsive
Van der Waals interaction in the a 1g state, respectively. (Reprinted from (Roncero et al.,
1996)).
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Figure 13: : Predissociation rates (in ns−1) as a function of the initial vibrational excitation
v′, for the ground Van der Waals level. Two results from three-dimension wave packet
calculations are shown : kEP+V P : full calculation, where the B(3Π0+u ) potential energy
surface is coupled to the four dissociative states B′′ 1u, a 1g, a′ 0+g and 1 2g. kV P : only
the B(3Π0+u ) state is included in the calculation, EP cannot take place. Also shown
is the experimental total rate from Burke and Klemperer (1993a). This rate has been
extrapolated from vibrational predissociation eﬃciencies VPE by assuming quasi-linear
dependence of kV P as a function of v′. Only the v′ = 18 and 21 rates result from direct
measurements (Breen et al., 1990; Willberg et al., 1992). (Reprinted from ref. (Lepetit
et al., 2002)).
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Figure 14: Energy diagram and couplings of the simpliﬁed analytical model for the classi-
ﬁcation of IVR regimes. Zero-order bound states are coupled together by a constant value
V . One of them is the bright state and can be populated by photo-excitation, the others
are dark states. We assume that diagonalization of this zero-order hamiltonian provides
ﬁrst-order eigenstates with equidistant eigenenergies seperated by Δ. These eigenstates
are coupled to the α and β continua, which gives them some width Γ which is assumed to
be constant. (Reprinted from (Roncero et al., 1997)).
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Figure 15: Spectra corresponding to the situation described in Fig. 14. The coupling
between zero-order states is ﬁxed to V = 1, and the spacing between ﬁrst-order states is
Δ = 1.5. One gradually moves from sparse to intermediate and then to statistical IVR
regimes as the coupling strength of the ﬁrst-order states to the continuum is increased
from Γ =0.05 to 0.5 and then 5. (Reprinted from (Roncero et al., 1997)).
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Figure 16: Time evolution of the initial state (zero-order bright state) for the three IVR
regimes of Fig. 15. (Reprinted from (Roncero et al., 1997)).
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