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A leader-follower pair of cars whose motion is subject to a non-linear delay 
differential equation are travelling with the same constant velocity ur when the 
leader begins to change his velocity in a smooth way to the non-negative velocity 
UF < U, . Conditions are found for the response of the follower to be a safe one 
according to certain natural safety criteria. 
When a car follows behind another its acceleration is influenced by the relative 
velocity, by the headway between them, and by the characteristics of its driver. 
Experiments have shown [l] that this phenomenon can be described by the 
nonlinear delay differential equation 
21(t) = h 
I 
$)(t - T) - Jil( t - 7) 
x& - 7) - Xl@ - T) 1 
where x,, and x1 are the positions of the leader and follower, respectively, and 
h > 0 is the sensitivity and T > 0 the reaction time of the driver. 
Equations of this type are used to investigate the stability of a uniform traffic 
flow when the velocity of the leader is perturbed. For this purpose a coupled 
system of such equations is employed to study the propagation of disturbances 
down a line of cars. Herman, et al. [2] has carried out such an analysis using a 
linearized model (obtainable from (*) by setting x,, - x1 = constant). The 
author [3] has used the nonlinear model (*) to study the response of a line of 
cars maving at velocity uI to a disturbance in which the leader changes velocity 
monotonically to a different value uF . Conditions are given which insure that the 
headway between each pair of cars tends monotonically to a final positive 
value-thus guaranteeing that the response is a safe one-for sufficiently small 
values of the parameter p = (u, - u,)/h. 
The criterion of monotonicity employed in [3] is merely a sufficient condition 
to guarantee a safe response. The question arises as to whether one could replace 
it by a less restrictive and more realistic safety criterion which could still be met 
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by solutions of (*). One would expect that the conditions which insure a “safe” 
response under this less restrictive criterion would themselves be less restrictive. 
In the present paper we show that this is indeed the case. We adopt the 
following threefold safety criterion [cf. (Sa-c)] : 
(1) A rear-end collision is avoided. 
(2) The headway eventually approaches a positive limiting value. 
(3) The acceleration of the follower remains bounded by a predetermined 
maximum safe value. 
We obtain conditions (Theorem 1) which guarantee such a safe response for 
sufficiently small values of p when the leader changes velocity in a smooth but 
not necessarily monotonic way while maintaining at least the velocity z+(up < ul). 
These conditions are considerably less restrictive than those of [3]. In particular, 
condition (23) in the present paper constitutes a significant improvement over 
(17~) of [3] (which reads: AT/h, < e-l). On the other hand, the present treatment 
is restricted to a single leader-follower pair. It is an open problem to determine 
conditions under which the present results could be extended to a line of three 
or more cars as in [3]. 
SAFE SOLUTIONS OF A NONLINEAR CAR-FOLLOWING EQUATION 
I. Formulation of the Problem 
The nonlinear delay differential equation 
q(t) = h I 
LgJ(t - T) - 3i1(t - T) 
xo(t - T) - x,(t - T) 1 ’ t>7 
where h, T > 0, relates the position xl(t) of a following car to the position q,(t) 
of its leader. Introducing the headway function 
h(t) = x,,(t) - q(t). 
Equation (1) takes the more convenient form 
h(t) = -A h(t - 4 & + 4(t), t > T* (2) 
We pose the following initial conditions for h(t): 
h(O) = hz , (34 
h(t) = iqt) - uz , o<t<r, (3b) 
where h, and u1 are given positive constants. 
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The leader velocity 3, is assumed to be continuously differentiable, t >- 0, 
and to satisfy 
no(o) = 241) (44 
‘,‘% l&(t) = u‘n ) (4b) + 
where uF is a given nonnegative constant such that 
UI > UF 9 (4c) 
this being the most interesting case physically. Moreover, we assume that 
%@) >, UF , t > 0. (4d) 
Conditions (4a)-(4d) correspond to a motion in which for t < 0 the leader and 
follower travel with the same constant velocity u, at the headway h, and for 
t > 0 the leader changes velocity in a smooth, but not necessarily monotonic, 
way from the initial value uI to the limiting value uF while maintaining at least 
the velocity uF . We seek conditions which will insure that the reaction of the 
follower to the leader’s change in velocity will be a safe one. By a “safe” reaction 
we shall mean one in which the following three conditions are met. 
1. A rear-end collision is avoided, that is, there exists a number m such 
that 
0 < m < h(t), t 3 0. (54 
2. The headway eventually approaches a positive limiting value, 12, , 
say. This implies that the follower velocity will approach the constant value uF . 
I,@ h(t) = h, . (5h) 
3. The acceleration of the follower is bounded by a given value, -4, sa!;, 
which is regarded as the maximum safe value. 
! 21(t)1 < A. (5c) 
To insure that (5a)-(5c) are met, we shall make additional assumptions about 
iy,(t). To describe these it is convenient to introduce the normalized leader 
velocitv function 
In terms of w0 , which is continuously differentiable, (4a)-(4d) become 
Q(O) = 1, (64 
Iii? Q(t) = 0, (6h) 
Q(t) > 0, t > 0. (6~) 
409/62/z-12 
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To characterize the rate at which v,,(t) approaches zero as t + cx) we assume that 
it is uniformly integrable for all uI , ur , i.e., that there exists a V > 0 such that 
s 
O” v,(t) dt < V, uniformly in ul, uF . (64 
0 
In addition we assume that vo(t) is uniformly bounded for all u, , z+ , i.e., that 
there exists a V > 0 such that 
v,(t) < K t 3 0, uniformly in u1 , uF . (64 
Finally we assume that the normalized leader acceleration satisfies the following 
boundedness condition: There exists an R > 0 such that 
I do(t)I < Rvo(t), t 3 0, W) 
where R, V must satisfy 
in order that (6d) and (6f) be compatible. 
II. Formulation as an Integral Equation 
In order to obtain a solution of (2), (3a), (3b) and (6a)-(6g) with the desired 
properties (5a)-(5 ) ‘t c , i is convenient to go over to an equivalent integral equa- 
tion. 
For this purpose we first integrate (2) from 7 to t using (3a), (3b), to obtain 
h(t) = --A log [V] + vto(t) - UI , t > 7. 
The following lemma follows from (7). 
LEMMA 1. If the solution of (2), (3), (6a)-(6g) approaches a limit h, say as 
t + co then that limit must be given by 
h, = hlexp [ uF h ” ) . 
Proof. According to’ the hypothesis and (4b), the right side of (7) approaches 
a constant limiting value as t ---f CO, hence the left side, that is, h(t) must approach 
that same constant. If the constant were not zero one would be led to a contra- 
diction since on the one hand 
lim h(2a) - h(a) = lim h’(f) # 0, 
a+m a a--m a < [ < 2a, 
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and on the other, since h(t) -+ hF as t -+ co, 
lim h(2a) - h(a) = 0 
-___ . 
a-tm a 
Thus in the limit (7) yields 
0 = -A log (S) + UF - UI 
which gives the desired relation. We note that h, is always positive. 
To study the approach of h(t) to h, , it is convenient to introduce the normal- 
ized headway function: 
h(t) - hF ___- g(t) = hI _ hF ) t >o. 
Then, setting 
@I - uF % - uF 
p=-> 
x 
where p, v > 0, (7) becomes 
g(t) = -w-l log[l + (eu - 1) g(t - T)] + la+)(t), t > 7. (8) 
The function g satisfies the initial condition: 
s(t) = 1 + %3(t) - %(O) - uIt hI-- hF ’ o<t<r. (9) 
which, in terms of ZIP, becomes 
g(t) = 1 + v j” [vo(t’) - l] dt’, 0 <I t < T. (9’) 0 
To convert (8), (9), t m o an equivalent integral equation, we introduce the 
function K(t) following Bellman and Cooke [4], 
k(t) = -vh(t - T), t > 0. (104 
h(t) = 0, -<t-co, 
h(O) = 1. (lob) 
Letting p = VT, k has the integral representation [4] 
(104 
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From (10~) it follows that k satisfies the following property [4, 51: 
If p < n/2 then for each /3 with 0 < p < 1 Re(z,)J there 
exists an PI > 0 such that 
j k(t)1 < MecBt, t 30, 
where x1 denotes the root(s) of smallest modulus of the 
equation z + per2 = 0. 
(104 
From (10d) if follows immediately that if p < 77/2, then K(t) is absolutely 
integrable on [0, co). Accordingly, for p < rr/2, we can define the quantities 
.X,,(P) = f m I WI 4 
n+ 
71 = 0, 1, 2 )..., We) 
which will play a role in the subsequent development. 
Using k(t) we convert the differential Eq. (8) and the initial function (9) 
into an equivalent integral equation for g proceeding exactly as in [3]. 
g(t) = k(t + T) + Y 1’ q,(t - t’) Aft’) dt’ 
0 
+ v jy- {g(t - T - t’) - p-l log[l + (e” - l)g(t - T - t’)]} k(t’) dt’, 
t > 7. (11) 
Using (1Oa) in the second term on the right side of (11) and then integrating 
by parts one arrives at the following alternate form of (11). 
g(t) = vo(t) - s” dr,(t - t’) k(t’ + T) dt’ 
0 
+ v Iot-’ {g(t - T - t’) - p-l log[l + (e” - l)g(t - T - t’)]} k(t’) dt’, 
t > 7. (11’) 
Furthermore, differentiating (11) and recalling that ~~(0) = g(0) = 1 and that 
K satisfies (lOa) we find that g satisfies the integral equation 
R(t) = v j-” ti,(t - t’) k(t’) dt’ 
0 
+ v Lt-’ [ 1 - y I + (eU _ l )Ig@ _ r _ t’,l & - ?- - t’) W’) dt’* 
t > 7. (12) 
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III. “Safe” Solution of the Integral Equation 
Our goal is to show the existence of a “safe” solution g of (1 I), i.e., a solution 
whose associated headway function h and follower acceleration %i satisfy 
(5aH5c). 
For this purpose we will seek a solution g that for some S, 0 < S < 1, and 
sufficiently small p., will lie in the strip 
I g(t) - %W G g+ 9 t 3 0. (13) 
In fact, if g satisfies (13), then, in view of (6~) and (6e), one has 
(1 - S) h, < h(t) < (1 + S) h, + h,V(P - 1) (13’) 
and thus (5a) will be satisfied. 
In the subsequent treatment it will be convenient to admit only those values 
of TV for which 
(e” - l)V<& 
This restriction does not affect the generality of our results since they are 
anyway confined to sufficiently small CL. 
We now show that when g is a solution of (1 I), S can be chosen so that (5~) 
will be satisfied for sufficiently small p. 
LEMMA 2. Let A > 0, let g satisfy (11) and (13), Zet S be a giwen value satis- 
fying 
I log(l - 31 < Ah, 
1-s x’ (15) 
and admit only those p satisfying (14). Then there exists a ps > 0 such that (5~) 
is satisJied for 0 < p < ps . 
Proof. From (13), in view of (6~) and (6e) one has 
We first estimate the maximum absolute value of g(t), t -> 0, when g satisfies 
(11) and (16). If g satisfies (11) it satisfies (8), (9’). For 0 < t < 7 we use (9’) to 
obtain 
k!(t) = +rJw - 11 
or, in view of (6e), 
I WI -=c y(V + l), O<t<T. (174 
For t > T, we estimate (8) using (6e). 
I g(t)1 < v-l I log[l + (e@ - l)g(t - TN! + vv/, t > 7. 
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The maximum value of the first term on the right for g in the interval (16) will 
clearly occur at one of the endpoints. In fact, it will occur at the left endpoint. 
To see this we form the difference, D, between the values of the first term at the 
right and left endpoints of (16). 
D = v/+{log[l + S + (e@ - 1) V] + log(1 - S)} 
= vp-l log[l - S2 + (1 - S) (eP - 1) V]. 
In view of (14), one has D < 0 and the result follows. Thus 
I j(t)1 < w1 I ‘og(l - S)l + vv, t > 7. (‘7b) 
We can now estimate the follower acceleration for t > 0. For 0 < t < T, one 
has gl(t) E 0 from (3b). For t > T, we differentiate (8) obtaining 
Lcl(t) = A(e~ - 1) at - T> 
1 +(eU- l)g(t---7)’ 
t > 7. 
Estimating this, in view of (16), (17a) and 
1 il(t)l < hv(eti - 1) K, 
<xv eu - 1 I log(l - S>l + PV 
\ 1-s ’ 
27 < t. 
P 
A necessary and sufficient condition that there exists t.+ > 0 such that (SC) is 
satisfied for 0 < p < ps , t >, 0, is that 
liihv(e”- 1) 1 _ s <Ll 
and 
liihv- eu--1 Ilog(l-S)I+pV<A 
P 1-s 
The first is obviously satisfied, the limit on the left being zero. The second 
becomes, since lim,,, v = X/b, 
which gives (15). 
A2 I ‘og(’ - 91 <A 
K 1-s ’ 
We shall need the following result to estimate the integral equation. 
LEMMA 3. Let g satisfy (13), let S be given, and admit only those values of p 
satisfying (14). Then 
Ig-@logP +P-- Ml =&%Wgl (18) 
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where 
q, , q = w - 1)/P - 1 + s 1-S . (19) 
Remark. We note that L(p, S) is continuous for p :> 0, 0 < S < 1, L(p, S) 
is strictly positive unless p = S = 0, and 
KF &l L(p, S) = 0, monotonically. (20) *+ + 
Proof of Lemma 3. We apply the mean value theorem to the function 
G(x) = x - p-l log[l + (eu - 1) X] 
on the interval [g, 0] if -S/(ep - 1) < g < 0 and on [0, g] if 0 < g %: 
S/(eU - 1) + V, cf. (16), obtaining 
G(g)= [l -+ 1 +(e;- l)r]g> O<y;g<l. (21) 
Let 
e” - 1 1 
F(p, y) = 1 - tL ___-- 
1 +(@- 1)~ 
and define 
the maximum being taken over the interval 
-S/(e” - 1) < y < S/(e” - 1) + I’. (22) 
The maximum of ] F(p, r)] for y in the interval (22) will clearly occur at one of 
the endpoints. In fact it will occur at the left endpoint. In case F(p, S/(eu - 1) + 
k’) < 0 this is clear. In the case F(p, S/(eU - 1) + V) > 0, we form the dif- 
ference, D, between the values of ] F(p, ?)I at the right and left endpoints of (22) 
obtaining 
1 + (eu - 1) V/2 
l-S2+(l-S)(eU--1)V 
In view of (14) one has 
e” - 1 1 +((e@- 1) V/2 - P 1 - S2  1 - S) (eU - 1) V > 7 [I + (e” 1) V/2] > 1, 
p > 0. 
Thus D < 0, and the result follows. Hence, 
Lb-4 = I F(P, -SK@‘ - l>)l = Lb, 8) 
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and (19) follows. Then estimating (21) one has 
I ‘WI < ‘LI,“x I F&s r)l I g I for y such that 
G lLlyaW(w)I Igl for y such that 
=Jw IB I 
- S/(eM 
proving (18). 
We can now state and prove the main result. 
THEOREM 1. Let z+,(t) sutisfy (6a)-(6g), let A > 0 be giwen, and let 
hT/hl < 7rj2 (23) 
be satisfied. Then there exists a p,, > 0 such that for 0 < p < p. , the headway 
function h and the follower acceleration 5+ associated with the solution of (8), 
(9) satisfy (5a)-(5c). Th a t is, the follower reaction is safe for suficiently small p. 
Proof. We choose S, 0 < S < 1, so that (15) is satisfied with the value of 
A given in the Theorem and so that 
1 
’ < 1 + WXWdlh, 
is also satisfied where (23) insures that X&b/h,) < 00 (cf. 10e). Moreover, 
(23) implies that there exists a p1 > 0 such that p < 42 for 0 < p < pr . 
This becomes clear upon exhibiting the dependence of p on CL: From Lemma 1 
one has 
p = w T = (AT/h,) & . 
I F 
Since the function f(p) = p/(1 - e-“) is strictly increasing on (0, co) and 
f(0) = 1, the result follows. We note that the quantities X&(p), n = 0, 1,2,... 
are all defined for 0 < p < p1 . 
In the remainder of the argument, we will confine ourselves to those p in 
(0, pr] which also satisfy (14) with the above choice of S. In particular, we choose 
pa, 0 < pa < pFL1 which satisfies (14) and consider p for which 0 < p < pa. 
For 0 < p < p2 , we use (ll), (11’) and (12) to define a scheme of successive 
approximations: 
go(t) zz 0, t>O 
g,+l(t) = K(t + 7) + Y s,” q,(t’) k(t - t’) dt’ 
- T) - p-l log[l + (eP - 1) &(t’ - F)]) h(t - t’) dt’, 
t > 7. (25) 
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E- 5 ot d,(t - t’) /-c(t’ + T) dt’ 
-f ” 
I 
Tt {gn(t’ - T) - p-l log[l + (eU - l)g,(t’ - r)]} k(t - t’) dt’, 
t > T. (25’) 
in+dt) = v i’ . .” w,(t’) k(t - t’) dt’ 




T CL 1 f (eU - l)g,(t’ - T) I 
&(t’ - T) k(t - t’) dt’, 
t > 7. (26) 
For n > 1, we define the initial functions g,,(t), 0 < t < T, by the formula (9). 
We now show that there exists numbers 9, N > 0 such that for sufficiently 
small p the iterates all satisfy the following three properties. 
I h&(t) - %(t)l d &J 7 t > 0. (27a) 
I 7m I gn(t)l dt < 9. (27b) 
I ‘en( < AT, t 30. (27~) 
We first insure that the initial functions satisfy (27a), (27~). To do this we 
choose p3 , 0 < pa 6 pLa so that [cf. (9’11 
1 1 - q,(t) + v jot [q,(f) - 11 dt’ / < -& 3 O<ttr, 
for 0 < p < pa, and we choose N,, > 0 so that 
I v[w,,(t) - 11 I < N, , O<t<7. 
In addition we note from (9) that the initial functions are integrable on [0, T] 
and we denote 
I ,,’ I g&N dt = 0, 
n --2: 0 
-- 90 , n> 1. cw 
We now show by induction that the g, satisfy (27a) for t > r. We estimate 
(25’) for 0 < p < ps . For n = 0, we use (6e), (6f) and (10~) to obtain 
I gdt) - q,(t)1 < J’b I %(t - t’)l I W’ + ~11 dt’ < Rff.Kb)v t > T. 
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Accordingly, for g, to satisfy (27a), t > T, one must choose p such that 
(29) 
Now assuming that g, satisfies (27a) we use Lemma 3 to estimate (25’) 
I gn+&> - v,(t)1 < R~%(P) + v&1., S> j-j I g,(t’ - ~11 I Qt - f>l dt’ * 
< RvX(f) + ILL, S) [S/P - 1) + VI %h), t > 7. 
The function g,,, will satisfy (27a) if 
R~%(P) + 4~~ 8 [S/(eu - 1) + VI K(f) < p&-j- , 
that is, 
P - 4cL9 8 %(P)l* 
(30) 
(30’) 
In view of (19) and (20), a necessary and sufficient condition that (30), (30’) be 
satisfied for sufficiently small p is 
that is 
This is, however, just assumption (24). Hence there exists a pa , 0 < /.L., < ps , 
such that (30), and therefore (29), are satisfied for 0 < p < tag . Thus the g, 
satisfy (27a) for 0 < p < p4 . 
We now show by induction that the iterates satisfy (27b). We estimate (25) 
for 0 < p < pL4 using Lemma 3 and (6~) and (6e). 
I&a+&)l < I K(t + ~)l + v j-at vdt’) I k(t - t’)l dt’ 
+ V&G S> j” I g,(t’ - 41 I 4t - t’>l dt’ 7 
< 1 k(t + T)] + vVj- 1 k(t - t’)l dt’ + Y j-‘q,(t’) 1 k(t - t’)l dt’ 
0 7 
+ 4~, 8) j-” I g,(t’ - 41 I k(t - t’)l dt’, T 
t > 7. 
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We rewrite this for -co < t < co by employing the Heaviside function. 
H(x) =~: 1, x >, 0 
= 0, .L’ < 0 
wt - 7) I &L+dt>l 
::= H(t - T) j k(t + T)[ + H(t - T) vV jr 1 k(t - t’)i dt’ 
0 
t- I= H(t’ - 7) v&t’) H(t - t’) 1 k(t - t’)/ dt’ 
02 




i+” I gn+dt)l dt
= F m Htf - T> I gn+dt)l dt --CO 
= rrn H(t - T) 1 k(t + T)[ dt + fm H(t - T) vV IT I k(t - t’)j dt’ dt 
--cc -cc - 0 
m m 
i- cs H(t’ - T) u,(f) H(t - t’) / k(t - t’)i dt’ dt * --L -cc 
-)- V-&L, S) [a Irn H(t’ - T) / g,(t’ - T)I H(t - t’) 1 k(t - t’)I dt’ dt 
e--n --oc 
= I= 1 k(t + T)] dt + vVI’f- I k(t - t’)I dt dt’ 
-7 
+ I7 H(t’ - T) q,(P) ; b(t - t’) I k(t - t’)I dt dt’ 
. --I- --a 
C vL(p, S) fin H(t’ - T) j g,(t’ - T)[ Irn H(t - t’) I k(t - t’)I dt dt’ 
m -cc 
= x2, c vv sTIrn 
0 7-t’ 
1 k(s)] ds dt’ + jy H(t’ - T) v,(t’) fm H(s) 1 k(s)1 ds dt’ 
-co z 
+ vL(p, S) fm H(t’ - 7) / g,(t’ - T)\ lrn H(s) I k(s)\ ds dt’ 
‘--m --o? 
where we have used (1Oe). In the second term we split the interval of .s-integra- 
tion into two at s = T and note from (10a) and (lob) that / k(s)1 = 1, 0 < s < 1, 
obtaining 
I Tx I g&I dt d K, + 1 VTV(T/~ + XT) + Fe v,(t) dt’ fm I k(s)1 ds -7 ‘0 
+ v&FL, 9 ST I g&Y dt’ 19 I W ds 
0 0 
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or, in view of (6d), (IOe), 
We first take n = 0 in (31). 
s Tm I &)I dt < %+(P)  ..VP + X(P)) + ~-G(P)- 
Hence for g, to satisfy (27b), 3 must be chosen so that 
Now assuming that g, satisfies (27b), (31) becomes, in view of (28) 
f p I gn+dOl dt 
< &(P) + ..q7/2 + -K(f)> + V%xP) + vJ% S) &J(P) PO + 3). 
Thus g,,, will satisfy (27b) if 9 is chosen so that 
%,(p) + V~J7(1(7/2 + ,x,(f)) + I% + VL(P1, S) &l(f) i% + $1 < 3. (33) 
The analysis of (32), (33) is similar to that of (29), (30): the possibility of choosing 
sufficiently large 9 so that (33) and therefore (32) are satisfied for sufficiently 
small TV is guaranteed by (24). Hence there exists a ps, 0 < ps < pL4, such that 
g, and g,,, , and therefore all the g, , satisfy (27b) for 0 < p < ps . 
Finally, to show by induction that the g, satisfy (27~) for some N and suffi- 
ciently small I”, we estimate (26) for 0 < p < pcLg . 
I &+dt)l < VRV%(P) + a4 9 $$y I &W %(P>, 
For 1z = 0, (34) yields 
I ml < vRV%b). 
t > i-. (34) 
In order that g, satisfy (27~) for t > 7 one must choose iV, N > N, , so that 
vRVc%&) < N. (35) 
Now assuming that g, satisfies (27c), (34) yields 
I A+&>l < vR~X,b) + 4~s 8) N%(P), 
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so that for g,+i to satisfy (27c), N must be chosen such that 
As before, (24) insures the possibility of choosing iV sufficiently large that there 
exists a p6 , 0 < p,r < p5 , such that g, and g,,, , and hence all of the g, , 
satisfy (27~) for 0 < TV < ps . 
We remark that due to the “telescopic” construction 
all of the g, satisfy (27a-27c) for 0 < p < p6 . 
We can now show the existence of a solution g of (8), (9) which represents a 
safe reaction. The set g, , n 13 0, is equicontinuous and uniformly bounded for 
0 < p < P6 . To show the equicontinuity, we write 
gvdtd - g,(h) = jt’&(t) 4 
to 
t, > t, . 
Estimating this one has, taking into account (27~) 
I g&d - &&)I d WI - t”) 
from which the equicontinuity follows. The uniform boundedness follows from 
(27a). The Theorem of Arzela-Ascoli then implies the existence of a continuous 
limit function g to which a subsequence of the g, , which we again denote by g, , 
converges uniformly on every compact subset of [0, co). Therefore g satisfies 
the integral Eq. (11) and hence satisfies (8), (9). 
We now verify that this limit function g represents a safe reaction in the sense 
of (5a)-(5c). Since the g, satisfy (27a) and the convergence tog is uniform, g will 
satisfy (13) and therefore the associated headway will satisfy (13’) and hence (5a). 
We note that g satisfies the hypothesis of Lemma 2. 
By virtue of (27b) the limit lim,,, sr / gn(t)l dt exists. Since the convergence 
is uniform one has 
and hence g is absolutely integrable on [T, co). It follows, in view of the fact 
that 1 g(t)1 is bounded for t > 7 (cf. (17b) in the proof of Lemma 2) that 
lim,,, g(t) = 0 and therefore the associated headway function satisfies (5b). 
Finally, Lemma 2 guarantees the existence of a pu , 0 < CL,, < pe , such that 
the associated follower acceleration satisfies (5~). This is the p0 guaranteed by 
the Theorem. 
409/62/2-13 
416 J. HARBAND 
REFERENCES 
1. D. C. GAZIS, R. HERMAN, AND R. W. ROTHERY, Nonlinear follow the leader models of 
traffic flow, Operations Res. 9 (1961), 545-567. 
2. R. HERMAN, E. W. MONTROLL, R. B. POTTS, AND R. W. ROTHERY, Traffic dynamics: 
analysis of stability in car following, Operations Res. 7 (1959), 86-106. 
3. J. HARBAND, The existence of monotonic solutions of a non-linear car-following 
equation, J. Math. Anal. Appl. 57 (1977), 257-272. 
4. R. BELLMAN AND K. L. COOKE, “Differential-Difference Equations,” Academic Press, 
New York, 1963, Chapter 3. 
5. E. M. WRIGHT, A non-linear difference-differential equation, J. Reine Angew. Math. 
194 (1955), 66-87. 
