We focus on an alignment-free method to estimate the underlying signal from a large number of noisy randomly shifted observations. Specifically, we estimate the mean, power spectrum, and bispectrum of the signal from the observations. Since bispectrum contains the phase information of the signal, reliable algorithms for bispectrum inversion is useful in many applications. We propose a new algorithm using spectral decomposition of the normalized bispectrum matrix for this task. For clean signals, we show that the eigenvectors of the normalized bispectrum matrix correspond to the true phases of the signal and its shifted copies. In addition, the spectral method is robust to noise. It can be used as a stable and efficient initialization technique for local non-convex optimization for bispectrum inversion.
I. INTRODUCTION
We consider the problem of estimating a discrete signal with the following observation model,
where ξ j ∈ R N and x ∈ R N , correspond to the j-th observation and the underlying signal respectively. R s : R N → R N denotes a cyclic shift operator that shifts the underlying signal, i.e. (R s x)[n] = x[n + s mod N ]. For the sake of brief notations, all indices are understood modulo N , namely, in the range 0, . . . , N − 1. ε j represents additive white Gaussian noise with zero mean and unit variance. In multi-reference alignment (MRA) [1] , both x and the translations {s j } are unknown and the primary goal is to recover x from noisy observations {ξ j } M j=1 . The alignment-free approach in [2] uses the shift invariant features, such as mean, power spectrum, and bispectrum estimated from the data to recover the underlying signal x.
Consider the case where the number of observations is much larger than the length of the signal, namely M N . In this regime, the invariant features approach has two important advantages over methods that rely on estimating the translations, 1) there will be no need to determine the translations in order to recover the signal hence reducing the computational complexity of the problem, and 2) with high level of noise, given enough samples, it does not suffer from the fundamental limit [3] for the pairwise alignment approach, that depends on the noise variance.
Phase retrieval from the power spectrum is an illposed problem and received considerable attention in recent † These two authors contributed equally to the work. HC, MZ, and ZZ are with the University of Illinois at Urbana-Champaign in the Department of Electrical and Computer Engineering. The authors were partially supported by UIUC COE SRI grant.
years [4] - [8] . Exploiting bispectrum as another invariant feature besides the power spectrum adds the phase information for estimating x. The bispectrum also plays a central role in a variety of signal processing applications. For example, it is a key tool to separate Gaussian and non-Gaussian processes [9] , [10] . It is also used in seismic signal processing [11] , image deblurring [12] , MIMO systems [13] , feature extraction for radar [14] , analysis of EEG signals [15] , cryo-EM image classification [16] and cosmic background radiation analysis [17] , [18] . A more general setting of bispectrum over compact groups was considered in [22] - [25] . Many of those applications require reliable algorithm to invert the bispectrum.
A variety of algorithms have been proposed to invert bispectrum [2] , [11] , [19] - [21] . In particular, two non-convex optimization algorithms on the manifold of phases in [2] are able to recover phases exactly (up to global time shift) with random initialization in the absence of noise. Several initialization algorithms were also proposed in [2] , such as semidefinite programming (SDP), phase unwrapping by integer programming (IP) and frequency marching (FM). The SDP and IP methods are computationally expensive, and therefore do not scale well with the signal length. Although FM is efficient with O(N 2 ) computational complexity, it is not robust to noise and can be unstable.
In this letter, we propose a new initialization algorithm using spectral decomposition of the normalized bispectrum matrix. For clean signals, we show that the eigenvectors of the normalized bispectrum matrix correspond to the true phases of the signal and its shifted copies. With bispectrum estimated from the noisy observations, we propose a rule to select the eigenvector for robust estimation of the phase. The computational complexity of the spectral initialization given the invariant features is O(N 3 ), which is dominated by the eigendecomposition of an N × N normalized bispectrum matrix. We compare our spectral method with different bispectral inversion techniques through the relative error of reconstruction and computation time. In addition, we demonstrate that with the spectral initialization, the local non-convex approaches converge much faster than the random initialization.
The letter is organized as follows. Section II discusses the alignment-free approach for MRA using invariant features. Section III presents the spectral method for bispectrum inversion. Section IV is devoted to the numerical experiments that compare several bispectrum inversion methods.
Throughout the letter we use the following notation. Vectors x ∈ R N and y ∈ C N denote the underlying signal and its discrete Fourier transform (DFT), respectively. We useã = phase(a) for the phase of a complex number and a for its arXiv:1802.10493v1 [eess.SP] 28 Feb 2018 complex conjugate. When a = 0, we assume its phaseã is 1. We denote by z * the conjugate-transpose of z and denote by • the Hadamard (entry-wise) product. C(z) denotes circulant matrices determined by their first row z, i.e.,
Reproducible research: our code is available in https:// github.com/ARKEYTECT/Bispectrum_Inversion.
II. INVARIANT FEATURES FOR MULTIREFERENCE ALIGNMENT
We solve the MRA problem directly using features that are invariant under translations, namely, the DC component, 
is the mean of the signal, is clearly invariant to translation. The distribution of the mean of the observations ξ j is then given by µ ξj ∼ N µ x , σ 2 N and the unbiased estimate of µ x is defined aŝ
In addition to the DC term, power spectrum, which is defined as P x [k] = |y[k]| 2 for all k ∈ {0, 1, ..., N −1} provides the information of the Fourier magnitudes. Since shifting the signal only affects the phase of the Fourier coefficients, power spectrum is invariant to the translations. An estimator for the power spectrum from noisy samples iŝ
where its variance is dominated by
In the letter, we assume that σ is known.
The bispectrum is a function of two frequencies k 1 , k 2 = {0, . . . , N − 1} and is defined as,
For any shift s,
Hence, the bispectrum is shift invariant and it contains the phase information of the signal x. In matrix notation, we express B x as
where Y = yy * is a rank-one matrix. For the normalized bispectrumB
In matrix notation, it takes the form
The expectation of the bispectrum built from noisy observation is
Therefore, by removing the DC component for each ξ j , we get an unbiased estimator
where µ ξj is the mean of signal ξ j , the variance ofB is controlled by N 3 σ 6 M for large σ and the estimator in (II.7) is asymptotically unbiased. Note that to ensure stable estimations of µ x , P x and B x , M is required to scale O(σ 2 ), O(σ 4 ) and O(σ 6 ) respectively.
The signal reconstruction process could be split into three parts, namely, the DC component estimation, Fourier magnitude estimation, and phase estimation. Then, after combining the recovered results forỹ with the mean and power spectrum estimates, an estimate of y denoted byŷ is achieved. The estimated real signalx is the inverse DFT ofŷ. Note that the overall complexity of this approach can be relatively low for large number of observations. The computational complexity of deriving estimations of the invariants is O(M N 2 ) and the storage requirement is O(N 2 ) [2] . Additionally, it requires only one pass over the data which is important when the number of observations is large. The invariant features can be computed in parallel. On the other hand, the computational complexity of the spectral method is O(N 3 ), leading to an overall complexity of O(M N 2 + N 3 ) = O(M N 2 ) for our approach.
In the following section, we further introduce our spectral initialization method that can provide robust and stable phase recovery. 
III. SPECTRAL METHOD FOR PHASE RECOVERY IN
eigenvalues. We use S to denote the permutation matrix that sorts Fỹ in descending order. S is an orthogonal matrix SS = S S = I. Therefore, we can rewrite Eq. (III.2) and,
where the diagonal matrix Λ contains the eigenvalues ofB sorted in descending order, . In the clean case, we can recover y from any column of U with distinct eigenvalues. In fact the signals recovered from columns of U are related through a global cyclic shift. However, in the noisy case, some of the columns of U are deeply contaminated by noise that they contain very little information aboutỹ, thus we can not choose any random column of U .
We propose to select the eigenvector of the normalized bispectrum matrix with the largest minimum spectral gap. With {λ i } N i=1 sorted in descending order, the minimum spectral gap ∆ i for λ i is defined as, [k] ). The steps for our algorithm are illustrated in Algorithm 1. If there are multiple eigenvectors with the same spectral gap, we then consider the one with largest absolute eigenvalue.
IV. NUMERICAL EXPERIMENTS
The experiments were conducted as follows. Code for proposed algorithms is available online. The true signal x of length N = 41 is a standard Gaussian random signal. M randomly shifted and noisy copies of x are generated following (I.1). We assess our method through relative reconstruction error which is defined as,
We compare our spectral method with several algorithms described in [2] such as iterative phase synchronization, optimization on phase manifold, frequency marching, phase unwrapping, SDP relaxation and known-shifts oracle. The oracle can align the underlying signals perfectly and the aligned signals are averaged. Here the estimation error is only due to the noise and not mis-alignment. This oracle is meant to capture the best possible performance. Note that for the Riemannian trust-region method [27] required for the non-convex algorithm on the manifolds of phases, we used Manopt toolbox [28] . The tool box is also applied for phase synchronization algorithms for 15 iterations with warmstart. All results are averaged over 50 repetitions. In the sequel, we further discuss the effect of various parameters on the performance of our method in comparison to the other algorithms. Following experiments are conducted on computer with Intel i7 7th generation quad core CPU.
• Effect of noise level (σ) on relative reconstruction error and computation time We fix the noise level at σ = 1 and vary the number of observations from 10 to 10 5 . Figure IV. 3 presents the recovery reconstruction error of the spectral method with respect to the optimization on phase manifold method and iterative phase synchronization as a function of the number of observations M . The known-shift oracle indicates the lower bound for the recovery. The performance of two non-convex optimization methods are almost identical and they outperform the spectral method in terms of reconstruction error (see Figure IV. 3). Spectral method is computationally more efficient (see • Effect of the spectral initialization on the convergence rate of MRA optimization-based methods Figures IV.5 shows how initialization with the spectral method changes the number of required iterations for the optimization on phase manifold approach (using Reimannian trust region method) to converge. We initializeẑ with our spectral estimate. We observe that the spectral initialization significantly reduces the number of iterations required for convergence. Additionally, as σ increases, the number of required iterations in order to obtain convergence rises, which is because the quality of the spectral initialization degrades as 
V. CONCLUSION
In this letter, we introduced a new spectral initialization approach for recovering a signal from its noisy randomly shifted copies. The random shifts are unknown. Instead of trying to recover the relative translations and estimate the denoised signal by averaging the aligned signal, we use shift invariant features to estimate the underlying signal. The invariant features approach has low computational complexity for large sample size compared to alternative methods, such as maximum marginalized likelihood [2] . Previously, two nonconvex optimization approaches were proposed along with several initialization algorithms. The new spectral method for bispectral inversion achieves exact recovery when the observations are clean and is robust to noise. It also significantly reduces the number of iterations required for convergence of non-convex optimization methods compared to random initialization when the observations are noisy.
