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ORDER INTO CHAOS
Mr. Vice-Principal, Colleagues, Ladies and Gentlemen
May I thank you for your attendance, and may I take this 
opportunity also to present my thanks and compliments to those 
to whom I owe much.
Firstly, my thanks to Rhodes University, through its Coun­
cil, for appointing me to the Chair of Physical Chemistry—and 
for their confidence in confirming my appointment before this 
delivery of my Inaugural Lecture. I suppose I should, for the 
benefit of those who are not familiar with the branches of 
Chemistry, define what a Physical Chemist is, to make my 
duties and responsibilities clear. Well, a Physicist is known to 
make good measurements on impure materials and a Chemist 
makes bad measurements on pure materials. A Physical Chemist, 
of course, makes good measurements on pure materials. More, 
seriously, I wish to publicly acknowledge my debt to Professor 
Felix Sebba, presently Head of the Department of Chemistry at 
the University of Witwatersrand, who guided me as an under­
graduate at Cape Town University, helped me on my way to 
graduate studies, and employed and encouraged me as a 
lecturer—to him I principally owe the course of my career.
I would like to acknowledge the warm welcome and stimu­
lating daily round at Rhodes afforded me by Professor Nunn
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and his staff in the Chemistry Department, and the many 
opportunities for interesting and valuable work. I am pleased to 
mention my predecessor as Professor of Physical Chemistry, 
Professor E. G. Prout, who built up within this Department a 
particularly strong research school with an international reputa­
tion in the Chemistry of Solids—this in the bad (and not so old) 
days of little financial assistance and, perhaps, less encourage­
ment. His example and that of others in the Chemistry Depart­
ment and in the University, of what can be done in a small 
University is, I am sure, an encouragement to many of us. 
Finally I wish to thank particularly those who assisted me in 
the preparation of tonight’s lecture—-Mr. Musiker and Mrs. 
Baart of Rhodes Library, and Messrs. Ranftelshofer, Sonemann 
and Murray of the Chemistry Department’s technical staff, as 
well as our Secretary, Mrs. Booth.
INTRODUCTION
I have entitled my lecture “Order into Chaos”, and you 
may be wondering if I intend to talk about my family life—I 
mean no such thing! What I am going to discuss is the way in 
which Nature, given an initial push, moves towards a state of 
rest or equilibrium, towards a condition in which, to our eyes 
and other immediate senses at least, there is no further change. 
I choose this as a suitable topic in Chemistry to discuss because 
it is the essence of our daily contact with chemistry and, indeed, 
of the very fact of our existence as human beings. To illustrate, 
we are vitally concerned with the stability and durability of 
materials; houses must regularly be re-painted, curtains fade in 
the sunlight, fence-posts rust, we ourselves get old and must 
have parts of our own plumbing replaced; on the other hand, 
rustless aluminium beer-cans and seemingly indestructible plastic 
refuse litter our countryside, the detergents we use for washing- 
up cannot be treated by the sewage works and their suds billow 
up in the streams, pesticide residues build up in soils and poison 
the environment. We want some things to disappear, but we 
need others to last. Of course, we don’t only want systems at 
equilibrium, standing firm against time or hastening rapidly to
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desired destruction. We also wish to use the proceeds of con­
trolled chemical change, the energy and the action of reaction. 
We want to use the heat from the wood burning in our fire­
places—but we don’t want to see the whole house ablaze. We 
want to use the energy liberated by the electric current of 
electrons being transferred through metallic wires—but we can’t 
easily use that energy if the electrons move uncontrolled.
It is very much the concern of Chemistry to study such 
phenomena, both the rate of progress towards equilibrium and 
the direction in which that progression occurs, and to find 
general principles which cover all these cases, so that the prin­
ciples may be brought to bear on a particular problem and the 
necessary solution readily found. Quite clearly, the way to go 
about discovering the principles involved is not to attempt to 
study some of the quite complex problems I have mentioned, 
but to go to as simple a set of situations as we can devise, and 
then to deduce the principles from them. If this is done in the 
the right sort of way, we will be applying the mysterious 
“scientific method” which, put simply, means experimenting, 
drawing conclusions and then testing those conclusions by 
further experimentation. It is my purpose to examine certain of 
the general principles which may be deduced from simple 
experiments on the direction of spontaneous change, to fit these 
principles together into a simple framework, and then to show 
the direct relevance of this concept to our lives. I will be ignor­
ing entirely the tremendously important study of the speed of 
changes, and the details of the processes involved.
ENERGY
To study the progress of a system to equilibrium, which is 
our purpose, we will start by examining a system in which there 
are no complicated chemical reactions, no secret shuffling of 
atoms in equations, no dramatic effects, in fact, a system in 
which there is a single large-scale event—I will drop a brick! 
The energy of the falling brick, or from any other energy 
sources, can be arranged to do some job of work—and the job
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can be quite complicated, as we may recall in the fantastic 
inventions of Heath Robinson, and perhaps useful.
I will arrange for my brick to do a useful job, causing a 
windmill to turn. In the process, the brick has converted its 
potentiality for doing work into an actuality: that is, the poten­
tial energy it had by virtue of its height before it started to 
move has been transformed into useful energy of another sort, 
in this case energy of movement (called kinetic energy).
Once we have transformed the potential energy into kinetic 
energy, the situation does not continue unchanging, for the 
kinetic energy is more or less rapidly dissipated by friction as 
heat. And this is true whatever complicated sequence of energy 
transfers we undertake—the ultimate fate of all energy is its 
dissipation as heat, which we observe as a temperature rise 
associated with the parts at which the energy dissipation is 
occurring. It will be one of our aims this evening to investigate 
the form that the energy takes when dissipated as heat. The 
energy has not been destroyed, even when dissipated, because 
I can cause this energy to be utilized in flowing from the region 
of high temperature to one of low temperature (for instance, 
to turn the mirror of a galvanometer attached to a thermo­
couple)—it is one of the axioms of science that energy is 
neither created nor destroyed, but simply converted to another 
form. I am ultimately limited in my usage of the energy, how­
ever, when the total amount of energy is degraded to the tem­
perature of the surroundings—and then I can make no further 
use of it; this is another axiom of science—no use can be made 
of energy as heat when it is at the temperature of the surround­
ings. This is rather unfortunate since it means that we can’t 
take energy out of the air to drive our motor-cars, and this is 
simply because there isn’t anywhere colder toward which the 
energy flow may be led.
What we have observed, then, is that the potential energy 
of the brick was converted, after falling, ultimately into a form 
of energy observed as a temperature rise. Well, let’s examine
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the process again without all the intermediate steps—we simply 
let the brick fall onto the ground, and its energy must be con­
verted directly into a temperature rise, because we certainly see 
no signs of energy dissipation in any other way. This tempera­
ture rise is very small, perhaps about a hundredth of a degree 
in the close vicinity of the brick, if the impact is spread over 
the area of the brick. This doesn’t get us very far because we 
really can’t see what happened to the energy, so what I’ll do is 
interpose something which can react visibly to the dropping of the 
brick, but without the organised process of a conversion of the 
kinetic energy of the falling brick into usable kinetic energy, say, 
of rotation, as earlier. I drop the brick onto a layer of water— 
and what we observe is the conversion of the kinetic energy of 
the falling brick into the kinetic energy of the water splashing 
about. Little has happened except that the organised motion of 
the parts of the brick, falling in unison, as it were, has been con­
verted into the disorganised motion of the droplets of water, 
flying in all directions—order has degenerated into chaos. If we 
think of the water as consisting of separate, tiny droplets (and 
forget that each droplet is actually held tightly in the compact 
liquid layer by its neighbours) then the organised motion of the 
brick has been converted entirely into disorganised motion of 
the water droplets. Now, each of these droplets has its parts 
moving in unison but, on splashing to earth, this also breaks into 
disorganised parts. It is not unreasonable to carry this inter­
pretation of disorganised motion down to what we consider the 
ultimate parts of the water—its atoms and molecules. The fate 
of the energy of the falling brick is, quite clearly, to go into the 
disorganised motion of these particles, into their rotations, vibra­
tions and wholesale movements past one another, insofar as we 
can consider these particles to be independent.
But we saw, earlier, that the fate of the energy, in the 
large-scale, macroscopic world, was to be dissipated as heat, 
evidenced in a temperature rise. In other words, the phenomenon 
we know of as temperature appears in the world of atoms as a 
chaotic motion of those atoms, and the higher the temperature, 
the more violent and chaotic the motion. It is an inescapable
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conclusion that the final fate of all energy is to lie in the dis­
organised, random, chaotic motion of the ultimate particles 
of matter—there can be no other fate to all the energy of this 
world than that it becomes dissipated in futile, random motion. 
Since an increase in chaos is described in technical terms as an 
increase in entropy, this fate has been called the Entropy Death 
(or Heat-Death) of the World. However, the imminence of 
this event should not worry us overmuch because, firstly, we are 
receiving energy continuously from the sun to replenish our 
degraded stores, secondly, we have a great deal of energy stored 
in fossil and atomic fuels, and it has been calculated that our 
total store of oil and coal constitutes a two-week supply of 
energy falling on the Earth from the Sun so, even if this store 
runs short, it should not be of much consequence. Thirdly, we 
have no evidence that our second axiom, that we cannot draw 
on the energy of our surroundings, is true for all parts of the 
Universe. We may all breathe a sigh of relief!
It is perhaps time to review what we have discovered in 
terms of our self-imposed mission, which is to find the forces 
which impel systems, once set going, towards a state of equili­
brium. Quite clearly, the end toward which the system strives 
is a degradation of the energy to its most chaotic form. Since 
the technical term for the extent of physical chaos is entropy, 
we may say that real processes tend to move in such a direc­
tion as to increase or maximize the entropy of the total system.
It may be opportune at this moment to confirm that 
entropy increase as a condition for the progress of real pro­
cesses is consistent with a principle with which most of us are 
perhaps more familiar—that energy tends to drop to a minimum 
in a mechanical system during any spontaneous process (i.e. 
any process which continues without outside intervention). 
Returning to our brick, we see it poised at the edge of the table, 
ready to move if I move my finger. If I do move my finger it 
can, in principle, do one of three things. It can stay where it 
is, it can rise of itself up into the air, or it can fall to the
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ground. The first involves its potential energy remaining con­
stant, in the second the energy increases spontaneously while 
in the third the energy decreases.
It will only stay in a condition of constant energy if some­
thing, or someone, holds it there so the condition of constant 
energy is only applicable if there is no way in which the energy 
can change—a situation we describe by saying that the equili­
brium is frozen.
On the other hand, of the two ways in which the energy 
could change, the brick does not choose the upward path, 
because this would involve abstracting energy from the sur­
roundings, at the temperature of those surroundings, to raise the 
potential energy of the brick—converting the chaotic thermal 
motion of the atoms of the surroundings in o the concerted 
upward motion of the brick—and there would be no reason 
for the motion to cease until the brick hit the ceiling or rose 
so high as to be in the utter, black void. This process is not 
permitted the brick because it would lead to decrease in chaos— 
recall that we are so certain of this that it is regarded as a 
scientific axiom; and the only process permitted the brick is to 
fall—eventually to expend its energy in heating its landing-site. 
I might mention that this prohibition on the brick rising of 
itself is not absolute. If we shuffle a pack of cards there is a 
chance, albeit small, of the cards ordering themselves in a 
given sequence. So there is a chance that the brick could rise 
of its own accord by a concerted transfer of the energy of the 
surroundings to the brick. One is reminded of a remark by 
J. B. S. Haldane that “the universe is not only queerer than we 
suppose, but queerer than we can suppose”. However, the 
chances are so small that any such event is not likely to have 
happened in the age of the Earth—and if it had, it is even less 
likely that someone was there to observe it.
The natural process is for the brick to fall, however, 
because the potential energy locked up in it will then become
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converted to random motion at its landing-site. So, consistent 
with the increase of randomness of the energy of the combina­
tion of brick and landing-site is the decrease in potential energy 
of the brick considered on its own, and so the brick usually 
falls. That is, the physical principle of minimisation of potential 
energy in a mechanical system is just a specialised part of the 
more general principle of maximisation of entropy. And may I 
emphasise that the specialisation consists in thinking of the 
behaviour of the system, that is of the brick in this case, as 
distinct from its actions upon its surroundings, that is the land­
ing-place. The entropy maximization refers to the total system, 
while the energy minimization refers to the piece of matter under 
detailed scrutiny, considered apart from its surroundings.
THE MANIFESTATION OF DISORDER
How are we to recognise disordering or entropy increase in 
a system of discs of two different colours, separated into two 
groups? Since they are all at the same height, and don’t attract 
one another, moving them about within their container does 
not alter their energies at all. So we give them a shake, and 
observe how their groupings alter. Very quickly we see that the 
process that occurs is one of mixing-up, and never one of 
ordering—we do not expect, and we do not see, all of one kind 
collecting in a corner away from the other kind. Rather, the 
reverse is the case and the only change which ever occurs, with­
out our intervention, is a disordering. Similarly, the air in this 
room is a mixture, principally, of N2 and 0 2, and we do not 
expect the 0 2 to collect in one corner, and segregate itself from 
the N2. Put another way, Nature knows no Group Areas Act.
If we had only two discs of different colour (and we could 
think of these as representing two different gas molecules) then 
we would not be surprised to find one disc at one side of the 
container, the other at the other side. In this case, the segrega­
tion of the two discs is inevitable, and so the terms “order” and 
“disorder” have no meaning when applied here. The mixing-up
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process only works properly when there are a lot of particles, 
but as the number of particles increases, so the tendency towards 
a chaotic state over the tendency for an ordered state becomes 
overwhelming.
In general, we have a principle that the entropy is greatest 
and the system least prone to change when a group of many 
objects, say the discs of one colour, are most widely distributed 
over the available space, if we can neglect all consideration of 
attractions and repulsions. If I drop a crystal of potassium per­
manganate into water, then the solid dissolves (largely because 
of its lower energy in the dissolved state), but, at the same time, 
the solution diffuses into the surrounding water, spreading itself 
out so that, eventually and without stirring, it will become 
evenly distributed throughout the liquid in the container.
It is possible to calculate the amount of disorder introduced 
by such processes, and to obtain an entropy of mixing as a 
measure of the quantity of disorder introduced into the system.
ENERGY DISTRIBUTION
It is of considerable importance that this principle, of 
maximization of entropy when the material of interest is most 
widely distributed, applies not only to the distribution of matter 
over space, but also to the distribution of energy over particles, 
and we will now investigate this latter form of distribution more 
thoroughly.
We are now aware that the phenomenon of temperature 
is a manifestation of the disordered motion of atomic particles, 
and as we raise the temperature so the extent of the motion 
increases. This is easily demonstrated by showing that the 
molecules have a greater average distance apart at higher tem­
peratures, that is bodies expand on heating.
In order to examine this further, we will look at the prob­
lem in a slightly different way, and we will start by noting that
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modern ideas about electrons, atoms, molecules, and all other 
bodies revolve around the concept of quantization of energy, 
that is that bodies are not able to have any amount of energy, 
but can change their energy only by fixed amounts, packets or 
quanta of energy; the sizes of quanta are determined by the kind 
and condition of the bodies, and may be altered by changing 
those conditions. As an example, an electron, an atom, a marble 
or a rugby ball rattling or bouncing around in a box can take up 
various discrete values of the energy; one may think of these 
energy levels as shelves in a pantry, waiting to receive plates, 
representing the atoms, electrons, marbles or rugby balls with 
which we are now concerned.
These energy levels are so closely spaced for large objects 
like marbles and rugby balls that they seem infinitely close 
together, and so we can forget about this quantization condition 
for large objects—we can put the shelves at any height, and so 
the plates can take up any height along the wall—this is not 
the case for the atoms and molecules which Chemists must 
handle, and so we will keep quantization very much in mind in 
our further discussion.
Suppose now that we start looking at the concept of tem­
perature in a quantum situation by examining a system of a 
single atomic-size body with a set of energy levels, such as 
described, available to it. What happens as we give this atom 
energy, perhaps by shaking it, perhaps by shining a light on it, 
or by any other of a large variety of ways? It will take up a 
level appropriate to the energy given it, much as a plate remains 
only on the shelf we place it on. But what does this have to do 
with temperature and chaotic conditions, you may ask, for there 
is one particle which simply takes up its appropriate energy?
The simple answer is that this has nothing to do with tem­
perature, for, “chaos” has no meaning with one particle alone, 
just as mixing-up has no meaning if we have only two coloured 
discs. But suppose now that we have a large number of particles, 
what happens then? Think of plates to be placed in a pantry. If
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we are too tired or lazy to reach up, we put them all on the 
bottommost shelf. This is a state of maximum order where the 
entropy is zero, but of low energy. If we returned, after our 
refreshment, ready to rearrange the pantry, we could move the 
plates all together to a higher, but intermediate shelf. The order 
of the pantry would be unaltered, although its contents would be 
in a higher energy state. So the supply of energy utilised in this 
sort of way does not increase the entropy of the system.
But if we used our energy to distribute the plates over the 
available shelves, some higher and some lower than our inter­
mediate shelf, we could still make use of the same amount of 
energy, but we would be distributing the plates over a range of 
shelves, so producing disorder in the pantry, and increasing its 
entropy. Here we have used a range of shelves or energy levels 
to produce disorder; compare the 0 2/N 2 in the room which uses 
the whole three-dimensional space available to it for maximum 
disorder.
Atomic systems will always choose the latter way of 
increasing their energy. If we start with atoms or molecules all 
in the lowest energy level and provide them with energy then 
they will spread themselves over a range of the available energy 
levels and not all go together to some appropriate higher level; 
and this spreading or distribution of the particles over the energy 
levels constitutes a form of disordering of the energy relative 
to the potentially ordered state of all particles in a single upper 
energy level, just as in the case of the plates placed in the 
pantry. An important conclusion may be drawn: an increase in 
temperature of a system without chemical reaction appears as a 
spreading of the particles over the energy levels available to 
them.
We now supply more energy and, if no other changes can 
take place, there occurs a further broadening of the distribution 
of particles over a wider range of levels—the disorder of the 
system has increased and may be measured as an increase in 
the temperature of the system.
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Hence, on the quantum model of atomic systems, just as in 
our earlier discussion of energy dissipation in the form of heat, 
a temperature rise in a system is accompanied by an increase 
in the disorder of the system, or an increase in its entropy. At 
a low temperature, where the disorder is small, a given amount 
of energy will provide a large increase in the disorder. The 
same amount of energy applied to a system at a higher tempera­
ture, where the disorder is already great, will cause a lesser 
amount of disorder. Consider the discs: if a pair of discs is inter­
changed from one side of the container to the other when the 
discs are separated as to colour, the change is very noticeable; 
if they are mixed, an interchange will be of no consequence— 
ordered systems are more sensitive to disordering than are 
already disordered systems.
I would like to summarise our discoveries at this stage, in 
the form of what are known as the First and Second Laws of 
Thermodynamics. We know that:
(1) Energy can change its form, but cannot be destroyed.
(2) Systems change in such a way as to increase the totality of 
disorder in the system plus surroundings, considered as a 
whole. A memorable form of this definition is: “If you 
think things are mixed-up now, just wait!”
Examples:
(a) A brick falls, and so engenders disordered motion at its 
landing place. In this process, ordered energy is minimised, 
while disorder is maximised.
(b) Solutions diffuse into one another, mixing their constituents.
It may be useful to consider that we feel that we are fami­
liar with, and know and understand, the brick’s behaviour in 
falling because we are used to observing the behaviour of single 
large objects. But we are not used to dealing collectively with
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many small objects, say atoms, and though we are familiar with 
the consequence of their tendency to chaos, like mixing by 
diffusion, we feel a little lost when confronted with consideration 
of their detailed behaviour. Perhaps this is why energy is 
regarded in general as something well-understood while entropy 
is little known and less understood. And yet for the intelligent 
observer not to know of quantities like entropy and energy is 
to exist in a state of scientific illiteracy equivalent to the illiteracy 
of someone who has read no Shakespeare—this equivalence was 
suggested by C. P. Snow, in a book which stimulated much dis­
cussion some years back, “The Two Cultures”.
ENERGY AND ENTROPY IN CHEMISTRY
We have now examined a number of what I hope you con­
sider to be interesting generalisations of everyday experience, but 
we have obtained these results on deliberately simplified systems; 
systems, such as the falling brick, where we could examine the 
energy disordering and neglect the change in physical disorder; 
or we could examine the mixing of molecules in solution, and 
ignore the possible energy changes.
In Chemistry, unfortunately perhaps but interestingly, there 
is seldom an opportunity to simplify in this fashion, and we must 
consider possible energy distribution and physical disorder 
changes acting together, or in opposition, to make a reaction 
proceed, or to prevent it from taking place. When we have 
understood the combination of energy distribution and physical 
disorder effects, then we are at the state where we can begin 
consciously to alter the nature of our molecules so that they will 
do what we want them to, so that they will react as we wish 
them to, or so that they will remain inviolate so long as we 
desire them to.
The old idea that a reaction proceeds if its energy taken 
alone decreases is easily disposed of. On mixing many materials 
there is a rapid and spontaneous reaction but, far from dropping
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in energy and emitting heat, certain systems can absorb so much 
energy so rapidly in the reaction that the surroundings cannot 
maintain uniform temperature, and the system cools.
It is not difficult to see how we should combine energy and 
entropy changes in a system to understand the potentiality of 
the system for change. This potentiality for change is enshrined 
in the all-powerful need for the total disorder of the system and 
its surroundings to increase; if the disorder increases in a pro­
cess, then that process is feasible, but if the disorder would 
decrease, then that process is not possible alone—it would be 
feasible, however, if we could couple it with another, suitable, 
process which would make the overall disorder increase.
So—to determine reaction potential we must measure the 
combination (the sum) of the thermal disorder produced by 
energy release to the surroundings, together with the internal pro­
duction of physical disorder in the process of the contemplated 
reaction, assuming the temperature of the system to be constant. 
When this sum is such that there is production of disorder, 
then the reaction is possible, while if the result is an ordering 
then no reaction can occur. If there is no change in disorder, 
the system is already at equilibrium. It is as simple as that! 
I will call the rule we have developed the “disordering rule”.
To illustrate, let us take some very straightforward 
examples: Molecules consist of atoms more-or-less tightly locked 
together by chemical bonds—the molecule is a highly ordered 
state. Yet to break a molecule up into its constituent atoms or 
charged ions requires energy which, if abstracted from the sur­
roundings, would cause ordering of those surroundings by their 
cooling. So the molecules are stable. But if we raise the tem­
perature of the molecules and their surroundings, then the energy 
distribution of the total system broadens and, at high enough 
temperature, the broadened energy distribution can suffer a rela­
tively smaller ordering for the gain in disorder following 
break-down of the molecules: the high energy, but high entropy, 
decomposed state is favoured. At high enough temperature all
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molecules break down—and the atoms and ions produced break 
down even further at higher temperatures so that on the sun 
and the stars there are no complex molecules, only electrons, 
protons, neutrons.
On the other hand, if the temperature falls then energy is 
most favourably used to cause thermal disorder, and all systems 
must become physically ordered (although, to get the tempera­
ture to fall, we will have to use machinery or some other 
process which will cause disordering elsewhere). The most 
ordered form of ordinary matter is as a solid, so that all such 
materials will solidify as the temperature falls, and the atoms 
will slow down in their vibrations, until all motion is reduced 
to an irreducible minimum at the absolute zero of temperature. 
Not to no motion, mind you. If all energy were removed from 
a body, and all internal motion ceased then, in principle, we 
would know everything about that body at that time—but such 
absolute knowledge is not permitted in the basic physical laws, 
and so motion is ceaseless even at absolute zero.
We have just examined the extreme of low temperature, where 
all energies are localised in the lowest level and entropy is zero. 
It will be illuminating to examine what happens as we go 
without limit to the other extreme, of high temperature. As we 
raise the temperature of our system, the energy distribution 
will broaden over a wider and wider range of energy levels. In 
order to show a particular result, and to avoid certain complica­
tions, I will consider a system in which there are only a limited 
number of energy levels and without chemical change. In this 
system, the temperature may be imagined to rise to such an 
extent that the energy distribution becomes eventually as broad 
as is conceivable, with all energy levels equally occupied—this 
corresponds to a situation of infinite temperature, with no way 
of further increasing the disorder. The entropy is at a maximum.
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Now, suppose we add yet more energy to the system—the 
particles will be elevated from lower energy levels to the upper 
ones, becoming bunched in the upper levels, in contrast to the 
lower levels at low temperature. We may return to cleaning up 
our pantry. What we are doing is lifting all the plates to the 
highest shelf in the pantry—giving them more energy, but caus­
ing them to move to an ordered condition. This only happens, 
of course, when we have run out of higher shelves. We have 
a kind of anti-ordering here, and we have moved from the 
region of infinite temperature and maximum disorder to one of 
negative temperature which is hotter than infinite, going up in 
negative temperature from minus infinity to zero, which latter 
corresponds to all particles once again in the same state, and 
complete order, but elevated in energy to the uppermost level. 
At this stage, the entropy has dropped to zero also.
This is not as impossible as it sounds, and a laser emits 
light beams because its atoms are at a negative temperature, with 
energy from the electrical mains pumping particles into an 
upper level more rapidly than they can emit the energy as light 
and fall back to the lower level.
We have now at hand in our “disordering rule” what I 
might call the Ultimate Weapon of Chemistry—the rule by 
which we may manipulate Nature within her own limitations. In 
principle, we may determine if a material is stable or subject 
to change, under what conditions we may prepare a desired 
product, and under what conditions we may destroy an obnoxious 
nuisance. I say, in principle, because, in fact, it is not as easy 
as this—for the reactions may not go as fast as we would find 
convenient, there may be unwanted side reactions, or the process 
we have devised may be uneconomic. But it is part of Chemistry 
as a Science that it has learned to contend with these difficulties 
and to provide some of the solutions to problems such as 
these.
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A WORD OF WARNING
It is, perhaps, a little too easy to be facile about the concept 
of disorder and its relation to entropy. Entropy is a quantity 
which is accessible to indirect experimental measurement, and so 
always available—“disorder” is in the nature of an interpreta­
tion, and it is not very difficult to calculate a “disorder para­
meter” corresponding to a given entropy. But it may be very 
difficult to interpret this parameter. For instance, we can deter­
mine the mixing of a group of discs very readily, and ascribe 
values to the entropy corresponding, but if we mix a group of 
molecules which interact with one another as well, and so 
exchange energy that we are quite unable to parcel the energy off 
as belonging to one molecule rather than another, then we will no 
longer be able to talk of the distribution of particles over energy 
levels. Our simple interpretation is not capable of describing the 
real world of interacting molecules.
But if we simply discard all that we have developed here, 
we will be throwing the baby out with the bath-water! There 
are many systems which approximate pretty well to our simple 
models and, to these, we may well apply our simple results. 
Furthermore, the issue may be saved even in highly interacting 
systems by taking this one system as prototype and, in the 
imagination, building many other systems exactly similar to that 
prototype. If this collection of systems, this ensemble, is exam­
ined, each copy of the prototype under identical conditions, 
then it is found that the copies take up a distribution of states, 
similarly to the way in which independent molecules have a dis­
tribution of energies under identical conditions. This distribution 
for the ensemble of copies can describe the entropy of the pro­
totype in just the same sort of way as the energy distribution 
among independent molecules can describe the entropy of those
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molecules. And the broadness of the distribution measures the 
accessibility of a range of states, that is the “disorder” available 
to the prototype.
CHEMISTRY AND LIFE*
The axioms of interconvertibility and degradation of energy 
that I have discussed are applicable to all aspects of the physical 
world, to both the living and the dead, but my discussion has 
been directed only to the dead world, where we examined a 
system at rest, gave it a figurative push, and then re-examined 
the system when it had to come to its new state of rest. This is 
the static world of classical thermodynamics.
However, many of the real processes of this world are not 
static, they move and they change, we have a vital interest in 
the directions in which they move and the ways in which they 
change. An examination of these processes is, of course, much 
more difficult than is an examination of static states, and so 
progress in this field is slow. However, in 1931 Lars Onsager 
laid the foundations of a theory of non-equilibrium thermo­
dynamics or, as it is also called, a theory of irreversible pro­
cesses, an achievement for which he received the Nobel Prize 
in Chemistry in 1968.
This theory, in the essentials of our present interest 
in it, shows that a continuing process is characterised by 
a continuing production of entropy, that is by a continuing 
degradation of its energy. The entropy production rate is 
determined as a sum of products of what may be called
*The material under this heading was not presented at the 
Inaugural Lecture, for lack of time. It is included here in its 
intended place.
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thermodynamic forces and fluxes. The state of equilibrium 
is associated with the production of entropy ceasing when 
the fluxes cease and the forces drop to zero. This fact of entropy 
production is not unexpected in view of our earlier discussion, 
but it does somewhat extend the concept of entropy in that our 
first definition of it was only in terms of equilibrium in the 
system under consideration.
One important consideration which develops from non­
equilibrium thermodynamics is that of coupling of processes, 
whereby some process which would cause destruction of entropy 
(and so is not otherwise feasible) joins up with some entropy- 
producing process so that, on balance, entropy is produced. Thus, 
all living organisms must, overall, produce entropy in their life 
processes but it may be that certain of these processes considered 
alone involve organisation so that they destroy entropy individu­
ally—typically, this may occur during embryonic stages when the 
organism is growing rapidly. This, too, is not entirely unexpected 
since static, entropy destroying processes, such as crystallization 
of a liquid, may be brought about by refrigeration, which is an 
entropy producing process.
A second important conclusion of non-equilibrium thermo­
dynamics is that the steady state, the kind of state we are in if 
we sit quietly, inhaling and exhaling, is the state of minimum 
production of entropy and the most economical from the ener­
getic standpoint. Living systems are endowed with a series of 
regulating mechanisms that preserve the steady state and (tend) 
to bring the organism back to its unperturbed condition. This 
is, in fact, characteristic of any steady state, even non-living.
The molecular picture of irreversible processes is still in its 
early stages, but the hope would be that it should be possible to
21
explain these conclusions on the basis of molecular behaviour— 
and when this is possible we will, perhaps, be in a better posi­
tion to understand all continuing processes and, in particular, the 
processes of life.
A biologist and theologian, Teilhard de Chardin, has based 
his conception of God on the energy- and matter-organizing 
ability of organisms—this ability is only apparent in living things, 
he says, and in the words of a disciple, Edmund Sinnott, the 
“organising capacity, like Promethean fire, seems never to 
develop spontaneously but to be passed on from generations 
which stretch back to the origin of life”. This, like other philo­
sophical extensions of the entropy concept, seems far-fetched. 
As I have suggested, there are non-living processes which, in 
part, produce entropy and involve organization, but living matter 
obeys the same rules as do non-living processes. Life, as we 
know it, must surely have developed in the way it has because 
of the existence of these processes, and it is not an introduction 
of these processes into the world which brought about the 
development of life. Similarly, living matter has used the 
facility of carbon to join to carbon to build organic molecules, 
and it is not this facility which caused life to appear, although 
it would surely have been stunted had this facility not been 
available.
CONCLUSION
My intentions in this lecture have been to develop some of 
the important principles behind scientific investigations, to show 
that these principles are amenable to intelligent examination and 
discussion, to illustrate their utility in description and prediction, 
and to describe briefly some of the lines of the present effort to 
extend the range of application of these principles. I hope that 
I have succeeded in part, at least, in these intentions.
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