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Latent variable modeling (LVM) is a popular approach in many ma-
chine learning applications, such as recommender systems and topic modeling,
due to its ability to succinctly represent data, even in the presence of several
missing entries. Existing learning methods for LVMs, while attractive, are in-
feasible for the large-scale datasets required in modern big data applications.
In addition, such applications often come with various types of side informa-
tion such as the text description of items and the social network among users in
a recommender system. In this thesis, we present scalable learning algorithms
for a wide range of latent variable models such as low-rank matrix factor-
ization and latent Dirichlet allocation. We also develop simple but effective
techniques to extend existing LVMs to exploit various types of side information
and make better predictions in many machine learning applications such as
recommender systems, multi-label learning, and high-dimensional time-series
prediction. In addition, we also propose a novel approach for the maximum
vi
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Latent variable modeling is a popular approach in many machine learn-
ing applications due to its ability to succinctly represent data, even in the
presence of several missing entries. We briefly describe two applications be-
low: recommender systems and topic modeling.
In a recommender system, the goal is to learn a model from past in-
complete rating data such that each user’s preference over all items can be
estimated with the model. See the left plot of Figure 1.1 for an example of a
partially observed rating matrix between users and movies. Low-rank matrix
factorization (MF), as a latent variable modeling approach, has empirically
been show to be a superior model than traditional nearest-neighbor based ap-
proaches in the Netflix Prize and KDD Cup 2011 [34] competitions. The idea
is to find latent embeddings for users and items in a low-dimensional space
such that the preference or the interaction between a user and an item can be
estimated by the inner product between their latent embeddings. For example,
based on the observed rating in the left plot of Figure 1.1, we demonstrate a
possible two-dimensional latent embedding for each user and each movie in
the right plot of Figure 1.1. After the success of MF approaches in the Netflix
1
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Figure 1.1: Latent Variable Modeling for Recommender Systems. The goal is
to find a low dimensional embedding for each user and each item such that the
interaction between a user and an item can be estimated by the inner product
between the two embeddings.
Prize and KDD Cup 2011 competitions, there has been a great deal of work
dedicated to the design of fast and scalable methods to learn effective latent
embeddings for recommender systems [65, 116, 149].
Topic modeling provides a way to aggregate terms in a document corpus
into latent topics and associate each document with a mixture weight vector
over these latent topics based on the tokens of this document. Figure 1.2
demonstrates the idea behind topic modeling: each document in the left plot
is mapped onto an embedding over a simplex of the three latent topics. Latent
Dirichlet Allocation (LDA) [15] is among the most popular topic modeling
approaches. The task of topic inference for LDA is challenging as the number
of unknown variables is very large. By integrating out the natural parameters
due to the property of conjugate prior, [42] proposes an inference method,
called collapsed Gibbs sampling (CGS), for LDA [42]. However, due to its


































































Figure 1.2: Latent Variable Modeling for Topic Modeling. The task is to find
a latent embedding on a simplex formed by latent topics for each document
in a text corpus.
a large number of topics. Unsurprisingly, there have been significant attempts
at developing scalable inference algorithms for LDA [55, 68, 84, 110, 133, 134].
In this thesis, we propose a novel alternative one which outperforms recent
state-of-the-art topic modeling approaches on massive problems which involve
millions of documents, billions of words, and thousands of topics.
While we investigate scaling up standard LVMs like recommender sys-
tems and topic modeling, we also consider another aspect of LVMs, namely
using side information to improve prediction performance. For example, the
text description for items and the social network among users can be bene-
ficial in recommender systems. The goal of this thesis is to address the two
challenging questions:
• How can we design efficient and scalable learning algorithms
for massive data?
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• How can we exploit various types of information in an efficient
and effective way?
This thesis is organized as follows: In Chapters 2-4, we focus on efficient
learning algorithms for latent variable models, while in Chapters 5-7, we focus
on exploiting various types of side information to make better predictions in
large scale ML applications. In Chapter 8, we focus on the acceleration of the
prediction phase in latent variable models.
In Chapter 2, we begin with matrix factorization when the missing
values are present. In the context of web-scale datasets with millions of users
and billions of ratings, scalability becomes an important issue. We will first re-
view two existing algorithms for matrix factorization: alternating least squares
(ALS) and stochastic gradient descent (SGD). Due to the cubic time complex-
ity in the target rank, ALS is not scalable to large-scale datasets. On the other
hand, SGD conducts efficient updates but usually suffers from slow conver-
gence that is sensitive to the parameters. Thus, we propose a new coordinate
descent based algorithm called CCD++ which is fast and easy to parallelize
on both multi-core and distributed systems.
In Chapter 3, we focus on improving the efficiency of the collapsed
Gibbs sampling (CGS) algorithms for topic modeling with massive document
collections which contain millions of documents and billions of word tokens.
This task is challenging for two reasons. First, one needs to deal with a large
number of topics (typically on the order of thousands). Second, one needs a
4
scalable and efficient way to distribute the computation across multiple ma-
chines. In this work, we use an appropriately modified Fenwick tree to perform
CGS (called F+LDA), which reduces the per-step time complexity from O(T )
to O(log T ), where T is the number of topics. We further design a novel asyn-
chronous framework called Nomad-LDA to distribute the computation. The
combination of the two algorithms is called F+Nomad-LDA, which outper-
forms recent state-of-the-art topic modeling approaches on massive problems
that involve millions of documents, billions of words, and thousands of topics.
In Chapter 4, we study the problem for recommender systems that have
only implicit user feedback, such as Xbox movie recommendation [90] where we
only know movies that have been watched by users rather than having explicit
ratings from the users. The two possible ratings are positive and negative but
only some/a few positive entries are observed. One-class matrix factorization
is a popular approach for such scenarios that treats some missing entries as
negative. Two major ways to select negative entries are by sub-sampling a set
with similar size to that of observed positive entries or by including all miss-
ing entries as negative. They are referred to as “Subsampled” and “Full” ap-
proaches in this thesis, respectively. Currently, detailed comparisons between
these two selection schemes on large-scale data are still lacking. One impor-
tant reason is that the Full approach leads to a hard optimization problem
after treating all missing entries as negative. In this chapter, we successfully
develop efficient optimization techniques to solve this challenging problem so
that the Full approach becomes practically viable. We then compare in detail
5
Matrix Factorization LEML: MF with row features





















Figure 1.3: LEML: a low-rank structured multi-label learning, which can be
regarded as matrix factorization with row features.
the two approaches Subsampled and Full for selecting negative entries. Our
results show that the Full approach of including many more missing entries as
negative yields better results.
In Chapter 5, we present LEML, a novel low-rank structured algorithm
for large-scale multi-label learning with missing values. Each entry of the label
matrix Yij is approximated by Yij ≈ x>i Whj. If we treat the label matrix
as the rating matrix and xi as the feature vector for the i-th row, LEML
can be regarded as an extension of matrix factorization with numerical side
information (See Figure 1.3). In this work, we develop techniques that exploit
the structure of specific loss functions — such as the squared loss function — to
obtain efficient algorithms. We present extensive empirical results on a variety
of benchmark datasets and show that our methods perform significantly better
than existing methods based on label compression and can scale up to very
large datasets such as a Wikipedia dataset that has more than 200,000 labels.
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In Chapter 6, we tackle the problem of recommender systems when
pairwise relationships among users and/or items are given as a graph type
of side information. We formulate and derive a highly efficient alternating
minimization scheme based on conjugate gradient called GRALS that solves
optimizations with over 55 million observations up to two orders of magnitude
faster than state-of-the-art methods based on (stochastic) gradient descent.
On the theoretical front, we show that such methods generalize weighted nu-
clear norm formulations and derive statistical consistency guarantees. We
validate our results on both real and synthetic datasets.
In Chapter 7, we design a novel temporal regularized matrix factor-
ization framework called TRMF for high-dimensional time series prediction.
TRMF not only supports data-driven dependency learning but also enables the
forecasting power of matrix factorization. Furthermore, it is easy to handle
missing values and high dimensional time series data. Time series prediction
problems are becoming increasingly high-dimensional in modern applications,
such as climatology and demand forecasting. For example, in the latter prob-
lem, the number of items for which demand needs to be forecast might be as
large as 50,000. In addition, the data is generally noisy and full of missing
values. Thus, modern applications require methods that are highly scalable
and can deal with noisy data in terms of corruptions or missing values. How-
ever, classical time series methods usually fall short of handling these issues.
Our proposed TRMF supports data-driven temporal learning and forecasting,
and adapts scalable matrix factorization methods that are eminently suited for
7
high-dimensional time series data that has many missing values. Our proposed
TRMF is very general and subsumes many existing approaches for time series
analysis. We make interesting connections to graph regularization methods
in the context of learning dependencies in an autoregressive framework. Ex-
perimental results show the superiority of TRMF in terms of scalability and
prediction quality. In particular, TRMF is two orders of magnitude faster
than other methods on a problem of dimension 50,000, and generates better
forecasts on real-world datasets such as a Wal-mart E-commerce dataset.
In Chapter 8, we study the computational issue in the prediction phase
for many MF-based models: because of the large number of items, the predic-
tion usually becomes a maximum inner product search problem (MIPS) with
a very large number of candidate embeddings. For example, computing the
preference for all m users over n items with latent embeddings of dimension k
in a recommender system costs O(mnk) operations, which is extremely time
consuming when both m and n are large. There has been some work on how to
perform MIPS with a time complexity sub-linear in n, recently [9, 64, 85, 104].
However, most of them do not have the flexibility to control the trade-off be-
tween search efficiency and search quality in the prediction phase. In this
chapter, we study the MIPS problem with a computational budget. By care-
fully studying the problem structure of MIPS, we develop a novel Greedy-MIPS
algorithm, which can handle budgeted MIPS by design. While simple and in-
tuitive, Greedy-MIPS yields surprisingly superior performance compared to
state-of-the-art approaches. As a specific example, on a candidate set con-
8
taining half a million vectors of dimension 200, Greedy-MIPS runs 200x faster




CCD++: Scalable Coordinate Descent for
Matrix Factorization
In a recommender system, we want to learn a model from past in-
complete rating data such that each user’s preference over all items can be
estimated with the model. Matrix factorization was empirically shown to be a
better model than traditional nearest-neighbor based approaches in the Net-
flix Prize competition and KDD Cup 2011 [34]. Since then there has been a
great deal of work dedicated to the design of fast and scalable methods for
large-scale matrix factorization problems [65, 116, 149].
Let A ∈ Rm×n be the rating matrix in a recommender system, where m
and n are the number of users and items, respectively. The matrix factorization











where Ω is the set of indices for observed ratings; λ is the regularization pa-
rameter; ‖ · ‖F denotes the Frobenius norm; w>i and h>j are the ith and the jth
The materials in this Chapter have been published in [136, 138]. I developed the algo-
rithms and conducted the experiments.
10
row vectors of the matrices W and H, respectively. The goal of problem (2.1)
is to approximate the incomplete matrix A by WH>, where W and H are
rank-k matrices. Note that the well-known rank-k approximation by Singular
Value Decomposition (SVD) cannot be directly applied to (2.1) as A is not
fully observed.
Regarding problem (2.1), we can interpret wi and hj as the length-k
feature vectors for user i and item j. The interaction/similarity between the
ith user and the jth item is measured by w>i hj. As a result, solving problem
(2.1) can be regarded as a procedure to find a “good” representation for each
user and item such that the interaction between them can well approximate
the real rating scores.
In recent recommender system competitions, we observe that alternat-
ing least squares (ALS) and stochastic gradient descent (SGD) have attracted
much attention and are widely used for matrix factorization [24, 149]. ALS
alternatively switches between updating W and updating H while fixing the
other factor. Although the time complexity per iteration is O(|Ω|k2 + (m +
n)k3), [149] shows that ALS is well suited for parallelization. It is then not a
coincidence that ALS is the only parallel matrix factorization implementation
for collaborative filtering in Apache Mahout.1
As mentioned in [65], SGD has become one of the most popular meth-
ods for matrix factorization in recommender systems due to its efficiency and
1http://mahout.apache.org/
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simple implementation. The time complexity per iteration of SGD is O(|Ω|k),
which is lower than ALS. However, as compared to ALS, SGD needs more
iterations to obtain a good enough model, and its performance is sensitive
to the choice of the learning rate. Furthermore, unlike ALS, parallelization of
SGD is challenging, and a variety of schemes have been proposed to parallelize
it [37, 66, 87, 100, 150].
In this chapter, we aim to design an efficient and easily parallelizable
method for matrix factorization in large-scale recommender systems. Recently,
[31] and [48] have showed that coordinate descent methods are effective for
nonnegative matrix factorization (NMF). This motivates us to investigate co-
ordinate descent approaches for (2.1). In this paper, we propose a coordinate
descent based method, CCD++, which has fast running time and can be easily
parallelized to handle data of various scales. Table 2.1 shows a comparison
between the state-of-the-art approaches and our proposed algorithm CCD++.
The main contributions of this work are:
• We propose a scalable and efficient coordinate descent based matrix
factorization method CCD++. The time complexity per iteration of
CCD++ is lower than that of ALS, and it achieves faster convergence
than SGD.
• We show that CCD++ can be easily applied to problems of various scales
on both shared-memory multi-core and distributed systems.
Notation. The following notation is used throughout this chapter.
We denote matrices by uppercase letters and vectors by bold-faced lowercase
12
Table 2.1: Comparison between CCD++ and other state-of-the-art methods
for matrix factorization.
ALS SGD CCD++





Scalability on distributed systems Not scalable Scalable Scalable
letters. Aij denotes the (i, j) entry of the matrix A. We use Ωi to denote the
column indices of observed ratings in the ith row, and Ω̄j to denote the row
indices of observed ratings in the jth column. We denote the ith row of W by
w>i , and the t










· · · w̄t · · ·
]
.
Thus, both wit (i.e., the t
th element of wi) and w̄ti (i.e., the i
th element of w̄t)
denote the same entry, Wit. For H, we use similar notation hj and h̄t.
The rest of this chapter is organized as follows. An introduction to
ALS and SGD is given in Section 2.1. We then present our coordinate descent
approaches in Section 2.2. In Section 2.3, we present strategies to parallelize
CCD++ and conduct scalability analysis under different parallel computing
environments. We then present experimental results in Section 2.4.
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2.1 Related Work
As mentioned in [65], the two standard approaches to approximate the
solution of problem (2.1) are ALS and SGD. In this section we briefly introduce
these methods and discuss recent parallelization approaches.
2.1.1 Alternating Least Squares
Problem (2.1) is intrinsically a non-convex problem; however, when fix-
ing either W or H, (2.1) becomes a quadratic problem with a globally optimal
solution. Based on this idea, ALS alternately switches between optimizing W
while keeping H fixed, and optimizing H while keeping W fixed. Thus, ALS
monotonically decreases the objective function value in (2.1) until convergence.
Under this alternating optimization scheme, (2.1) can be further sepa-
rated into many independent least squares subproblems. Specifically, if we fix
H and minimize over W , the optimal w∗i can be obtained independently of





(Aij −w>i hj)2 + λ‖wi‖2, (2.2)






where H>Ωi is the sub-matrix with columns {hj : j ∈ Ωi}, and a>i is the ith
row of A with missing entries filled by zeros. To compute each w∗i , ALS needs
O(|Ωi|k2) time to form the k × k matrix H>ΩiHΩi and additional O(k3) time
14
to solve the least squares problem. Thus, the time complexity of a full ALS
iteration (i.e., updating W and H once) is O(|Ω|k2 + (m+ n)k3).
In terms of parallelization, [149] points out that ALS can be easily
parallelized in a row-by-row manner as each row of W or H can be updated
independently. However, in a distributed system, when W or H exceeds the
memory capacity of a computation node, the parallelization of ALS becomes
more challenging. More details are discussed in Section 2.3.3.
2.1.2 Stochastic Gradient Descent
Stochastic gradient descent (SGD) is widely used in many machine
learning problems [16], and it has also been shown to be effective for matrix
factorization [65]. In SGD, for each update, a rating (i, j) is randomly selected
from Ω, and the corresponding variables wi and hj are updated by














where Rij = Aij − w>i hj, and η is the learning rate. For each rating Aij,
SGD needs O(k) operations to update wi and hj. If we define |Ω| consecutive
updates as one iteration of SGD, the time complexity per SGD iteration is
thus only O(|Ω|k). As compared to ALS, SGD appears to be faster in terms
of the time complexity for one iteration, but typically it needs more iterations
than ALS to achieve a good enough model.
However, conducting several SGD updates in parallel directly might
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Figure 2.1: Comparison between ALS, DSGD, and HogWild on the movie-
lens10m dataset with k = 40 on a 8-core machine (-s1 and -s2 stand for different
initial learning rates).
raise an overwriting issue as the updates for the ratings in the same row or
the same column of A involve the same variables. Moreover, traditional con-
vergence analysis of standard SGD mainly depends on its sequential update
property. These issues make parallelization of SGD a challenging task. Re-
cently, several update schemes to parallelize SGD have been proposed. For
example, “delayed updates” are proposed in [66] and [2], while [150] uses a
bootstrap aggregation scheme. A lock-free approach called HogWild is inves-
tigated in [87], in which the overwriting issue is ignored based on the intuition
that the probability of updating the same row of W or H is small when A is
sparse. The authors of [87] also show that HogWild is more efficient than the
“delayed update” approach in [66]. For matrix factorization, [37] and [100]
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propose Distributed SGD (DSGD)2 which partitions A into blocks and up-
dates a set of independent blocks in parallel at the same time. Thus, DSGD
can be regarded as an exact SGD implementation with a specific ordering of
updates.
Another issue with SGD is that the convergence is highly sensitive to
the learning rate η. In practice, the initial choice and adaptation strategy for η
are crucial issues when applying SGD to matrix factorization problems. As the
learning rate issue is beyond the scope of this paper, here we only briefly discuss
how the learning rate is adjusted in HogWild and DSGD. In HogWild [87], η
is reduced by multiplying a constant β ∈ (0, 1) at each iteration. In DSGD,
[37] proposes using the “bold driver” scheme, in which, at each iteration, η
is increased by a small proportion (5% is used in [37]) when the function
value decreases; when the value increases, η is drastically decreased by a large
proportion (50% is used in [37]).
2.1.3 Experimental Comparison
Next, we compare various parallel matrix factorization approaches:
ALS,3 DSGD,4 and HogWild5 on the movielens10m dataset with k = 40 and
λ = 0.1 (more details on the dataset are given later in Table 2.2 of Section
2.4). Here we conduct the comparison on an 8-core machine (see Section 2.4.2
2In [100], the name “Jellyfish” is used
3Intel MKL is used in our implementation of ALS.
4We implement a multi-core version of DSGD according to [37].
5HogWild is downloaded from http://research.cs.wisc.edu/hazy/victor/Hogwild/
and modified to start from the same initial point as ALS and DSGD.
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for the detailed description of the experimental environment). All 8 cores are
utilized for each method.6 Figure 2.1 shows the comparison; “-s1” and “-s2”
denote two choices of the initial η.7 The reader might notice that the per-
formance difference between ALS and DSGD is not as large as in [37]. The
reason is that the parallel platform used in our comparison is different from
that used in [37], which is a modified Hadoop distributed system.
In Figure 2.1, we first observe that the performance of both DSGD and
HogWild is sensitive to the choice of η. In contrast, ALS, a parameter-free ap-
proach, is more stable, albeit it has higher time complexity per iteration than
SGD. Next, we can see that DSGD converges slightly faster than HogWild
with both initial η’s. Given the fact that the computation time per iteration
of DSGD is similar to that of HogWild (as DSGD is also a lock-free scheme),
we believe that there are two possible explanations: 1) the “bold driver” ap-
proach used in DSGD is more stable than the exponential decay approach
used in HogWild; 2) the variable overwriting might slow down convergence of
HogWild.
2.2 Coordinate Descent Approaches
Coordinate descent is a classic and well-studied optimization technique
[14, Section 2.7]. Recently it has been successfully applied to various large-
6In HogWild, seven cores are used for SGD updates, and one core is used for random
shuffle.
7for -s1, initial η = 0.001; for -s2, initial η = 0.05.
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scale problems such as linear SVMs [49], maximum entropy models [135], NMF
problems [31, 48], and sparse inverse covariance estimation [50]. The basic idea
of coordinate descent is to update a single variable at a time while keeping
others fixed. There are two key components in coordinate descent methods:
one is the update rule used to solve each one-variable subproblem, and the
other is the update sequence of variables.
In this section, we apply coordinate descent to attempt to solve (2.1).
We first form the one-variable subproblem and derive the update rule. Based
on the rule, we investigate two sequences to update variables: item/user-wise
and feature-wise.
2.2.1 The Update Rule
If only one variable wit is allowed to change to z while fixing all other







Aij − (w>i hj − withjt)− zhjt
)2
+ λz2. (2.4)
As f(z) is a univariate quadratic function, the unique solution z∗ to
(2.4) can be easily found:
z∗ =
∑







Direct computation of z∗ via (2.5) from scratch takes O(|Ωi|k) time. For large
k, we can accelerate the computation by maintaining the residual matrix R,
Rij ≡ Aij −w>i hj, ∀(i, j) ∈ Ω.
19
In terms of Rij, the optimal z










When R is available, computing z∗ by (2.6) only costs O(|Ωi|) time. After z∗
is obtained, wit and Rij, ∀j ∈ Ωi, can also be updated in O(|Ωi|) time via
Rij ← Rij − (z∗ − wit)hjt, ∀j ∈ Ωi, (2.7)
wit ← z∗. (2.8)
Note that (2.7) requires O(|Ωi|) operations. Therefore, if we maintain the
residual matrixR, the time complexity of each single variable update is reduced
from O(|Ωi|k) to O(|Ωi|). Similarly, the update rules for each variable in H,
hjt for instance, can be derived as
Rij ← Rij − (s∗ − hjt)wit, ∀i ∈ Ω̄j, (2.9)
hjt ← s∗, (2.10)
where s∗ can be computed by either:
s∗ =
∑

















With update rules (2.7)-(2.10), we are able to apply any update se-
quence over variables in W and H. We now investigate two main sequences:
item/user-wise and feature-wise update sequences.
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2.2.2 Item/User-wise Update: CCD
First, we consider the item/user-wise update sequence, which updates
the variables corresponding to either an item or a user at a time.
ALS can be viewed as a method which adopts this update sequence.
As mentioned in Section 2.1.1, ALS switches the updating between W and
H. To update W when fixing H or vice versa, ALS solves many k-variable
least squares subproblems. Each subproblem corresponds to either an item or
a user. That is, ALS cyclically updates variables with the following sequence:
W︷ ︸︸ ︷
w1, . . . ,wm,
H︷ ︸︸ ︷
h1, . . . ,hn .
In ALS, the update rule in (2.3) involves forming a k × k Hessian
matrix and solving a least squares problem which takes O(k3) time. However,
it is not necessary to solve all subproblems (2.2) exactly in the early stages
of the algorithm. Thus, [93] proposed a cyclic coordinate descent method
(CCD), which is similar to ALS with respect to the update sequence. The only
difference lies in the update rules. In CCD, wi is updated by applying (2.8)
over all elements of wi (i.e., wi1, . . . , wik) once. The entire update sequence of
one iteration in CCD is
W︷ ︸︸ ︷
w11, . . . , w1k︸ ︷︷ ︸
w1




h11, . . . , h1k︸ ︷︷ ︸
h1
, . . . , hn1, . . . , hnk︸ ︷︷ ︸
hn
. (2.13)
Algorithm 2.1 describes the CCD procedure with T iterations. Note
that if we set the initial W to 0, then the initial residual matrix R is exactly
equal to A, so no extra effort is needed to initialize R.
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As mentioned in Section 2.2.1, the update cost for each variable in W
and H, taking wit and hjt for instance, is just O(|Ωi|) or O(|Ω̄j|). If we define
one iteration in CCD as updating all variables in W and H once, the time












We can see that an iteration of CCD is faster than an iteration of ALS when
k > 1, because ALS requires O(|Ω|k2 + (m+ n)k3) time at each iteration. Of
course, each iteration of ALS makes more progress; however, at early stages
of this algorithm, it is not clear that this extra progress helps.
Instead of cyclically updating through wi1, . . . , wik, one may think of a
greedy update sequence that sequentially updates the variable that decreases
the objective function the most. In [48], a greedy update sequence is applied
to solve the NMF problem in an efficient manner by utilizing the property
that all subproblems in NMF share the same Hessian. However, unlike NMF,
each subproblem (2.2) of problem (2.1) has a potentially different Hessian as
Ωi1 6= Ωi2 for i1 6= i2 in general. Thus, if the greedy coordinate descent (GCD)
method proposed in [48] is applied to solve (2.1), m different Hessians are
required to update W , and n Hessians are required to update H. The com-
putation of Hessian for wi and hj needs O(|Ωi|k2) and O(|Ω̄j|k2) to compute,
respectively. The total time complexity of GCD to update W and H once is
thus O(|Ω|k2) operations per iteration, which is the same complexity as ALS.
22
Algorithm 2.1 CCD Algorithm [93]
Input: A, W , H, λ, k, T
1: Initialize W = 0 and R = A.
2: for iter = 1, 2, . . . , T do
3: for i = 1, 2, . . . ,m do . Update W .
4: for t = 1, 2, . . . , k do
5: Obtain z∗ using (2.6).
6: Update R and wit using (2.7) and (2.8).
7: for j = 1, 2, . . . , n do . Update H.
8: for t = 1, 2, . . . , k do
9: Obtain s∗ using (2.12).
10: Update R and hjt using (2.9) and (2.10).
Algorithm 2.2 CCD++ Algorithm
Input: A, W , H, λ, k, T
1: Initialize W = 0 and R = A.
2: for iter = 1, 2, . . . do
3: for t = 1, 2, . . . , k do
4: Construct R̂ by (2.16).
5: for inneriter = 1, 2, . . . , T do . T CCD iterations for (2.17).
6: Update u by (2.18).
7: Update v by (2.19).
8: Update (w̄t, h̄t) and R by (2.20) and (2.21).
2.2.3 Feature-wise Update: CCD++
The factorization WH> can be represented as a summation of k outer
products:






where w̄t ∈ Rm is the tth column of W , and h̄t ∈ Rn is the tth column of H.
From the perspective of the latent feature space, w̄t and h̄t correspond to the
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tth latent feature.
This leads us to our next coordinate descent method, CCD++. At each
time, we select a specific feature t and conduct the update
(w̄t, h̄t)← (u∗,v∗),






Rij + w̄tih̄tj − uivj
)2
+ λ(‖u‖2 + ‖v‖2), (2.15)
where Rij = Aij −w>i hj is the residual entry for (i, j). If we define
R̂ij = Rij + w̄tih̄tj, ∀(i, j) ∈ Ω, (2.16)





(R̂ij − uivj)2 + λ(‖u‖2 + ‖v‖2), (2.17)
which is exactly the rank-one matrix factorization problem (2.1) for the matrix
R̂. Thus we can apply CCD to (2.17) to obtain an approximation by alterna-
tively updating u and updating v. When the current model (W,H) is close to
an optimal solution to (2.1), (w̄t, h̄t) should be also very close to an optimal
solution to (2.17). Thus, the current (w̄t, h̄t) can be a good initialization for
(u,v). The update sequence for u and v is
u1, u2, . . . , um, v1, v2, . . . , vn.
When the rank is equal to one, (2.5) and (2.6) have the same complexity. Thus,
during the CCD iterations to update ui and vj, z
∗ and s∗ can be directly
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obtained by (2.5) and (2.11) without additional residual maintenance. The


















, j = 1, . . . , n. (2.19)
After obtaining (u∗,v∗), we can update (w̄t, h̄t) and R by
(w̄t, h̄t)← (u∗,v∗). (2.20)
Rij ← R̂ij − u∗i v∗j , ∀(i, j) ∈ Ω, (2.21)
The update sequence for each outer iteration of CCD++ is
w̄1, h̄1, . . . , w̄t, h̄t, . . . , w̄k, h̄k. (2.22)
We summarize CCD++ in Algorithm 2.2. A similar procedure with the
feature-wise update sequence is also used in [13] to avoid the over-fitting issue
in recommender systems.
Each time when the tth feature is selected, CCD++ consists of the
following steps to update (w̄t, h̄t): constructingO(|Ω|) entries of R̂, conducting
T CCD iterations to solve (2.17), updating (w̄t, h̄t) by (2.20), and maintaining
|Ω| residual entries by (2.21). Since each CCD iteration in Algorithm 2.2 costs
only O(|Ω|) operations, the time complexity per iteration for CCD++, where
all k features are updated by T CCD iterations, is O(|Ω|kT ).
At first glance, the only difference between CCD++ and CCD appears
to be their different update sequence. However, such difference might affect
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the convergence. A similar update sequence has also been considered for NMF
problems, and [47] observes that such a feature-wise update sequence leads to
faster convergence than other sequences on moderate-scale matrices. However,
for large-scale sparse NMF problems, when all entries are known, the residual
matrix becomes a m × n dense matrix, which is too large to maintain. Thus
[31, 48] utilize the property that all subproblems share a single Hessian, where
there are no missing values, to develop techniques that allow efficient variable
updates without maintenance of the residual.
Due to the large number of missing entries in A, problem (2.1) does
not share the above favorable property. However, as a result of the sparsity of
observed entries, the residual maintenance is affordable for problem (2.1) with
a large-scale A. Furthermore, the feature-wise update sequence might even
bring faster convergence as it does for NMF problems.
2.3 Parallelization of CCD++
With the exponential growth of dyadic data on the web, scalability be-
comes an issue when applying state-of-the-art matrix factorization approaches
to large-scale recommender systems. Recently, there has been growing interest
in addressing the scalability problem by using parallel and distributed comput-
ing. Both CCD and CCD++ can be easily parallelized. Due to the similarity
with ALS, CCD can be parallelized in the same way as ALS in [37]. For
CCD++, we propose two versions: one version for multi-core shared memory
systems and the other for distributed systems.
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It is important to select an appropriate parallel environment based on
the scale of the recommender system. Specifically, when the matrices A, W ,
and H can be loaded in the main memory of a single machine, and we consider
a distributed system as the parallel environment, the communication among
machines might dominate the entire procedure. In this case, a multi-core
shared memory system is a better parallel environment. However, when the
data/variables exceed the memory capacity of a single machine, a distributed
system, in which data/variables are distributed across different machines, is
required to handle problems of this scale. In the following sections, we demon-
strate how to parallelize CCD++ under both these parallel environments.
2.3.1 CCD++ on Multi-core Systems
In this section we discuss the parallelization of CCD++ under a multi-
core shared memory setting. If the matrices A, W , and H fit in a single
machine, CCD++ can achieve significant speedup by utilizing all cores avail-
able on the machine.
The key component in CCD++ that requires parallelization is the com-
putation to solve subproblem (2.17). In CCD++, the approximate solution to
the subproblem is obtained by updating u and v alternately. When v is fixed,
from (2.18), each variable ui can be updated independently. Therefore, the
update to u can be divided into m independent jobs which can be handled by
different cores in parallel.
Given a machine with p cores, we define S = {S1, . . . , Sp} as a partition
27
of row indices of W , {1, . . . ,m}. We decompose u into p vectors u1,u2, . . . ,up,
where ur is the sub-vector of u corresponding to Sr. A simple strategy is to
make equal-sized partitions (i.e., |S1| = |S2| = · · · = |Sp| = m/p). The
workload on the rth core to update ur equals
∑
i∈Sr 4|Ωi|, which is not the
same for all cores. As a result, this strategy leads to load imbalance, which





















which is a known NP-hard problem. Hence, for multi-core parallelization,
instead of being assigned to a fixed core, we assign jobs dynamically based on
the availability of each core. When a core finishes a small job, it can always
start a new job without waiting for other cores. Such dynamic assignment
usually achieves good load balance on multi-core machines. Most multi-core
libraries (e.g., OpenMP8 and Intel TBB9) provide a simple interface to conduct
this dynamic job assignment. Thus, from now, partition Sr will refer to the
indices assigned to the rth core as a result of this dynamic assignment. Such
an approach can be also applied to update v and the residual R.
We now provide the details. At the beginning for each subproblem,
each core c constructs R̂ by















∀i ∈ Sr. (2.24)
Updating H can be parallelized in the same way with G = {G1, . . . , Gp}, which









∀j ∈ Gr. (2.25)
As all cores on the machine share a common memory space, no communication
is required for each core to access the latest u and v. After obtaining (u∗,v∗),
we can also update the residual R and (w̄rt , h̄
r
t ) in parallel by assigning core r
to perform the update:
(w̄rt , h̄
r
t )← (ur,vr). (2.26)
Rij ← R̂ij − w̄tih̄tj, ∀(i, j) ∈ ΩSr , (2.27)
We summarize our parallel CCD++ approach in Algorithm 2.3.
2.3.2 CCD++ on Distributed Systems
In this section, we investigate the parallelization of CCD++ when the
matrices A, W , and H exceed the memory capacity of a singe machine. To
avoid frequent access from disk, we consider handling these matrices with a
distributed system, which connects several machines with their own computing
resources (e.g., CPUs and memory) via a network. The algorithm to parallelize
CCD++ on a distributed system is similar to the multi-core version of parallel
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Algorithm 2.3 Parallel CCD++ on multi-core systems
Input: A, W , H, λ, k, T
1: Initialize W = 0 and R = A.
2: for iter = 1, 2, . . . , do
3: for t = 1, 2, . . . , k do
4: Parallel: core r constructs R̂ using (2.23).
5: for inneriter = 1, 2, . . . , T do
6: Parallel: core r updates ur using (2.24).
7: Parallel: core r updates vr using (2.25).
8: Parallel: core r updates w̄rt and h̄
r
t using (2.26).
9: Parallel: core r updates R using (2.27).
CCD++ introduced in Algorithm 2.3. The common idea is to enable each
machine/core to solve subproblem (2.17) and update a subset of variables and
residual in parallel.
When W and H are too large to fit in memory of a single machine, we
have to divide them into smaller components and distribute them to different
machines. There are many ways to divide W and H. In the distributed version
of parallel CCD++, assuming that the distributed system is composed of p
machines, we consider p-way row partitions for W and H: S = {S1, . . . , Sp} is
a partition of the row indices of W ; G = {G1, . . . , Gp} is a partition of the row
indices of H. We further denote the sub-matrices corresponding to Sr and Gr
by W r and Hr, respectively. In the distributed version of CCD++, machine
r is responsible for the storage and the update of W r and Hr. Note that
the dynamic approach to assign jobs in Section 2.3.1 cannot be applied here
because not all variables and ratings are available on all machines. Partitions
S and G should be determined prior to any computation.
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Algorithm 2.4 Parallel CCD++ on distributed systems
Input: A, W , H, λ, k, T
1: Initialize W = 0 and R = A.
2: for iter = 1, 2, . . . do
3: for t = 1, 2, . . . , k do
4: Broadcast: machine r broadcasts w̄rt and h̄
r
t .
5: Parallel: machine r constructs R̂ using (2.28).
6: for inneriter = 1, 2, . . . T do
7: Parallel: machine r updates ur using (2.24).
8: Broadcast: machine r broadcasts ur.
9: Parallel: machine r updates vr using (2.25).
10: Broadcast: machine r broadcasts vr.
11: Parallel: machine r updates w̄rt , h̄
r
t using (2.26).
12: Parallel: machine r updates R using (2.29).
Typically, the memory required to store the residual R is much larger
than forW andH, thus we should avoid communication of R. Here we describe
an arrangement of R on a distributed system such that all updates in CCD++
can be done without any communication of the residual. As mentioned above,
machine r is in charge of updating variables in W r and Hr. From the update
rules of CCD++, we can see that values Rij, ∀(i, j) ∈ ΩSr , are required to
update variables in W r, while values Rij, ∀(i, j) ∈ Ω̄Gr , are required to update
Hr, where ΩSr =
⋃
i∈Sr{(i, j) : j ∈ Ωi}, and Ω̄Gr =
⋃
j∈Gr{(i, j) : i ∈ Ω̄j}.
Thus, the following entries of R should be easily accessible from machine r:
Ωr = ΩSr ∪ Ω̄Gr = {(i, j) : i ∈ Sr or j ∈ Gr}.
Thus, only entries Rij, ∀(i, j) ∈ Ωr, are stored in machine r. Specifically, en-
tries corresponding to ΩSr are stored in CRS format, and entries corresponding
to Ω̄Gr are stored in CCS format. Thus, the entire R has two copies stored
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on the distributed system. Assuming that the latest Rij’s corresponding to Ω
r
are available on machine r, the entire w̄t and h̄t are still required to construct
the R̂ in subproblem (2.17). As a result, we need to broadcast w̄t and h̄t in
the distributed version of CCD++ such that a complete copy of the latest w̄t
and h̄t is locally available on each machine to compute R̂:
R̂ij ← Rij + w̄tih̄tj ∀(i, j) ∈ Ωr. (2.28)
During T CCD iterations, machine r needs to broadcast the latest copy of
ur to other machines before updating vr and broadcast the latest vr before
updating ur.
After T alternating iterations, each machine r has a complete copy of
(u∗,v∗), which can be used to update (w̄rt , h̄
t
t) by (2.26). The residual R can
also be updated without extra communication by
Rij ← R̂ij + w̄tih̄tj ∀(i, j) ∈ Ωr, (2.29)
as (w̄rt , h̄
r
t ) is also locally available on each machine r.
The distributed version of CCD++ is described in Algorithm 2.4. In
summary, in distributed CCD++, each machine r only stores W r and Hr and
residual matrices RSr: and R:Gr . In an ideal case, where |Sr| = m/p, |Gr| =
n/p,
∑
i∈Sr |Ωi| = |Ω|/p, and
∑
j∈Gr |Ω̄j| = |Ω|/p, the memory consumption on
each machine ismk/p variables ofW , nk/p variables ofH, and 2|Ω|/p entries of
R. As all communication in Algorithm follows the same scenario: each machine
r broadcasts the |Sr| (or |Gr|) local variables to other machines and gathers
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the remaining m − |Sr| (or n − |Gr|) latest variables from other machines.
Such communication can be achieved efficiently by an AllGather operation,
which is a collective operation defined in the Message Passing Interface (MPI)






where M is the message size in bytes, α is the startup time per message,
independent of the message size, and β is transfer time per byte [118]. Based







where we assume that each entry of W and H is a double-precision floating-
point number.
2.3.3 Scalability Analysis of Other Methods
As mentioned in Section 2.1.1, ALS can be easily parallelized when
entire W and H can fit in the main memory of one computer. However, it is
hard to be scaled up to very large-scale recommender systems when W or H
cannot fit in the memory of a single machine. When ALS updates wi, HΩi
is required to compute the Hessian matrix (H>ΩiHΩi + λI) in Eq. (2.3). In
parallel ALS, even though each machine only updates a subset of rows of W
or H at a time, [149] proposes that each machine should gather the entire
10http://www.mcs.anl.gov/research/projects/mpi/
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latest H or W before the updates. However, when W or H is beyond the
memory capacity of a single machine, it is not feasible to gather entire W or
H and store them in the memory before the updates. Thus, each time when
some rows of H or W are not available locally but are required to form the
Hessian, the machine has to initiate communication with other machines to
fetch those rows from them. Such complicated communication could severely
reduce the efficiency of ALS. Furthermore, the higher time complexity per
iteration of ALS is unfavorable when dealing with large W and H. Thus, ALS
is not scalable to handle recommender systems with very large W and H.
Recently, [37] proposed a distributed SGD approach, DSGD, which
partitions A into blocks and conducts SGD updates with a particular ordering.
Similar to our approach, DSGD stores W , H, and A in a distributed manner
such that each machine only needs to store (n + m)k/p variables and |Ω|/p
rating entries. Each communication scenario in DSGD is that each machine
sends m/p (or n/p) variables to a particular machine, which can be done by a
SendReceive operation. As a result, the communication time per iteration of
DSGD is αp+8mkβ. Thus, both DSGD and CCD++ can handle recommender
systems with very large W and H.
2.4 Experimental Results
In this section, we compare CCD++, ALS, and SGD in large-scale
datasets under serial, multi-core and distributed platforms. For CCD++, we
use the implementation with our adaptive technique based on function value
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(a) movielens1m: Time versus RMSE (b) movielens10m: Time versus RMSE
(c) netflix: Time versus RMSE (d) yahoo-music: Time versus RMSE
Figure 2.2: RMSE versus computation time on a serial setting for different
methods (time is in seconds). Due to non-convexity of the problem, different
methods may converge to different values.
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(a) movielens1m: Time versus RMSE (b) movielens10m: Time versus RMSE
(c) netflix: Time versus RMSE (d) yahoo-music: Time versus RMSE
Figure 2.3: RMSE versus computation time on an 8-core system for different
methods (time is in seconds). Due to non-convexity of the problem, different
methods may converge to different values.
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Table 2.2: The statistics and parameters for each dataset
m n |Ω| |Ωtest| k λ
movielens1m 6,040 3,952 900,189 100,020 40 0.1
movielens10m 71,567 65,133 9,301,274 698,780 40 0.1
netflix 2,649,429 17,770 99,072,112 1,408,395 40 0.05
yahoo-music 1,000,990 624,961 252,800,275 4,003,960 100 1
synthetic-u 3,000,000 3,000,000 8,999,991,830 90,001,535 10 0.001
synthetic-p 20,000,000 1,000,000 14,661,239,286 105,754,418 30 0.001
reduction. We implement ALS with the Intel Math Kernel Library.11 Based on
the observation in Section 2.1, we choose DSGD as an example of the parallel
SGD methods because of its faster and more stable convergence than other
variants. In this paper, all algorithms are implemented in C++ to make a
fair comparison. Similar to [149], all of our implementations use the weighted
λ-regularization.12
Datasets. We consider four public datasets for the experiment: movie-
lens1m, movielens10m, netflix, and yahoo-music. These datasets are extensively
used in the literature to test the performance of matrix factorization algorithms
[37, 65, 75]. The original training/test split is used for reproducibility.
To conduct experiments in a distributed environment, we follow the
procedure used to create the Jumbo dataset in [87] to generate the synthetic-u
dataset, a 3M by 3M sparse matrix with rank 10. We first build the ground
truth W and H with each variable uniformly distributed over the interval [0, 1).







is used to replace the regularization term in (2.1).
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We then sample about 9 billion entries uniformly at random from WH> and
add a small amount of noise to obtain our training set. We sample about 90
million other entries without noise as the test set.
Since the observed entries in real-world datasets usually follow power-
law distributions, we further construct a dataset synthetic-p with the unbal-
anced size 20M by 1M and rank 30. The power-law distributed observed set
Ω is generated using the Chung-Lu-Vu (CLV) model proposed in [30]. More
specifically, we first sample the degree sequence a1, · · · , am for all the rows
following the power-law distribution p(x) ∝ x−c with c = −1.316 (the pa-
rameter c is selected to control the number of nonzeros). We then generate
another degree sequence b1, · · · , bn for all the columns by the same power law




i=1 ai. Finally, each edge
(i, j) is sampled with probability
aibj∑
k bk
. The values of the observed entries
are generated in the same way as in synthetic-u. For training/test split, we
randomly select about 1% observed entries as test set and the rest observed
entries as the training set.
For each dataset, the regularization parameter λ is chosen from
{1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001} with the lowest test RMSE. The parameter
k of both synthetic datasets are set according to the ground truth, and for real
datasets we choose k from {20, 40, 60, 80, 100} with the lowest test RMSE. See
Table 2.2 for more information about the statistics and parameters used for
each dataset.
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2.4.1 Experiments on a Single Machine Serial Setting
We first compare CCD++ with ALS and DSGD in a serial setting.
Experimental platform. As mentioned in Section 2.1.3, we use an 8-
core Intel Xeon X5570 processor with 32KB L1-cache, 256KB L2-cache, 8MB
L3-cache, and enough memory for the comparison. We only use 1 core for the
serial setting in this section, while we will use multiple cores in the multi-core
experiments (Section 2.4.2).
Results on training time. Figure 2.2 shows the comparison of the
running time versus RMSE for the four real-world datasets in a serial setting,
and we observe that CCD++ is faster than ALS and DSGD.
2.4.2 Experiments on a Multi-core Environment
In this section, we compare the multi-core version of CCD++ with
other methods on a multi-core shared-memory environment.
Experimental platform. We use the same environment as in Section
2.4.1. The processor has 8 cores, and the OpenMP library is used for multi-core
parallelization.
Results on training time. We ensure that eight cores are fully uti-
lized for each method. Figure 2.3 shows the comparison of the running time
versus RMSE for the four real-world datasets. We observe that the perfor-
mance of CCD++ is generally better than parallel ALS and DSGD for each
dataset.
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Results on speedup. Another important measurement in parallel
computing is the speedup – how much faster a parallel algorithm is when we
increase the number of cores. To test the speedup, we run each parallel method
on yahoo-music with various numbers of cores, from 1 to 8, and measure the
running time for one iteration. Although we have shown in Section 2.1.3 that
with regard to convergence DSGD has better performance than HogWild, it
remains interesting to see how HogWild performs in terms of speedup. Thus,
we also include HogWild into the comparison. The results are shown in Figure
2.4. Based on the slope of the curves, we observe that CCD++ and ALS have
better speedup than both SGD approaches (DSGD and HogWild). This can
be explained by the cache-miss rate for each method. Due to the fact that
CCD++ and ALS access variables in contiguous memory spaces, both of them
enjoy better locality. In contrast, due to the randomness, two consecutive
updates in SGD usually access non-contiguous variables in W and H, which
increases the cache-miss rate. Given the fixed size of the cache, time spent
in loading data from memory to cache becomes the bottleneck for DSGD and
HogWild to achieve better speedup when the number of cores increases.
2.4.3 Experiments on a Distributed Environment
In this section, we conduct experiments to show that distributed CCD++
is faster than DSGD and ALS for handling large-scale data on a distributed
system.
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Experimental platform. The following experiments are conducted
on a large-scale parallel platform at the Texas Advanced Computing Center
(TACC), Stampede13. Each computing node in Stampede is an Intel Xeon E5-
2680 2.7GHz CPU machine with 32 GB memory and communicates by FDR
56 Gbit/s cable. For a fair comparison, we implement a distributed version
with MPI in C++ for all the methods. The reason we do not use Hadoop is
that almost all operations in Hadoop need to access data and variables from
disks, which is quite slow and thus not suitable for iterative methods. It is
reported in [76] that ALS implemented with MPI is 40 to 60 times faster than
its Hadoop implementation in the Mahout project. We also tried to run the
ALS code provided as part of the GraphLab library14 but in our experiments
the GraphLab code (which has an asynchronous implementation of ALS) did
not converge. Hence, we developed our own implementation of ALS, using
which we report all ALS results.
Results on yahoo-music. First we show comparisons on the yahoo-
music dataset, which is the largest real-world dataset we used in this paper.
Figure 2.5 shows the result with 4 computing nodes – we can make similar
observations as in Figure 2.3.
Results on synthetic datasets. When data is large enough, the
benefit of distributed environments is obvious.
13http://www.tacc.utexas.edu/user-services/user-guides/
stampede-user-guide#compenv
14We downloaded version 2.1.4679 from https://code.google.com/p/graphlabapi/
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Figure 2.4: Speedup comparison among four algorithms with the yahoo-music
dataset on a shared-memory multi-core machine. CCD++ and ALS have
better speedups than DSGD and HogWild because of better locality.
For the scalability comparison, we vary the number of computing nodes,
ranging from 32 to 256, and compare the time and speedup for three algorithms
on the synthetic-u and synthetic-p datasets. As discussed in Section 2.3, ALS
requires larger memory on each machine. In our setting it requires more than
32GB memory when using 32 nodes on synthetic-p dataset, so we run each
algorithm with at least 64 nodes for this dataset. Here we calculate the training
time as the time taken to achieve 0.01 test RMSE on synthetic-u and 0.02 test
RMSE on synthetic-p respectively. The results are shown in Figure 2.6(a) and
2.7(a). We can see clearly that CCD++ is more than 8 times faster than both
DSGD and ALS on synthetic-u and synthetic-p datasets with the number of
computing nodes varying from 32 to 256. We also show the speedup of ALS,
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DSGD, and CCD++ on both datasets in Figure 2.6(b) and 2.7(b). Note that
since the data cannot be loaded in memory of a single machine, the speedup
using pmachines is Tp/T32 on synthetic-u and Tp/T64 on synthetic-p respectively,
where Tp is the time taken on p machines. We observe that DSGD achieves
super linear speedup on both datasets. For example, on synthetic-u dataset,
the training time for DSGD is 2768 seconds using 32 machines and 218 seconds
using 256 machines, so it achieves 2768/218 ≈ 12.7 times speedup with only
8 times the number of machines. This super linear speedup is due to the
caching effect. In DSGD, each machine stores one block of W and one block
of H. When the number of machines is large enough, these blocks can fit into
the L2-cache, which leads to dramatic reduction in the memory access time.
On the other hand, when the number of machines is not large enough, these
blocks cannot fit into cache. Thus DSGD, which accesses entries in the block
at random, suffers from frequent cache misses. In contrast, for CCD++ and
ALS, the cache miss is not that severe even when the block of W and H cannot
fit into cache since the memory is accessed sequentially in both methods.
Though the speedups are smaller than in a multi-core setting, CCD++
takes the least time to achieve the desired RMSE. This shows that CCD++
is not only fast but also scalable for large-scale matrix factorization on dis-
tributed systems.
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Figure 2.5: Comparison among CCD++, ALS, and DSGD with the yahoo-
music dataset on a MPI distributed system with 4 computing nodes.
(a) Number of computation nodes versus
training time
(b) Number of computation nodes versus
speedup
Figure 2.6: Comparison among CCD++, ALS and DSGD on the synthetic-u
dataset (9 billion ratings) on a MPI distributed system with varying number
of computing nodes. The vertical axis in the left panel is the time for each
method to achieve 0.01 test RMSE, while the right panel shows the speedup
for each method. Note that, as discussed in Section 2.4.3, speedup is Tp/T32,
where Tp is the time taken on p machines.
44
(a) Number of computation nodes versus
training time
(b) Number of computation nodes versus
speedup
Figure 2.7: Comparison among CCD++, ALS and DSGD on the synthetic-p
dataset (14.6 billion ratings) on a MPI distributed system with varying number
of computing nodes. The vertical axis in the left panel is the time for each
method to achieve 0.02 test RMSE, while the right panel shows the speedup
for each method. Note that, as discussed in Section 2.4.3, speedup is Tp/T64,
where Tp is the time taken on p machines.
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2.5 Summary of the Contributions
In this chapter, we have shown that the coordinate descent method
is efficient and scalable for solving large-scale matrix factorization problems
in recommender systems. The proposed method CCD++ not only has lower
time complexity per iteration than ALS, but also achieves faster and more
stable convergence than SGD in practice. We also explore different update
sequences and show that the feature-wise update sequence (CCD++) gives
better performance. Moreover, we show that CCD++ can be easily paral-
lelized in both multi-core and distributed environments and thus can handle
large-scale datasets where both ratings and variables cannot fit in the memory
of a single machine. Empirical results demonstrate the superiority of CCD++
under both parallel environments. For instance, running with a large-scale syn-
thetic dataset (14.6 billion ratings) on a distributed memory cluster, CCD++
is 49 times faster to achieve the desired test accuracy than DSGD when we
use 64 processors, and when we use 256 processors, CCD++ is 40 times faster




Distributed Framework for Topic Modeling
Topic models provide a way to aggregate vocabulary from a document
corpus to form latent “topics.” In particular, Latent Dirichlet Allocation
(LDA) [15] is one of the most popular topic modeling approaches. Learn-
ing meaningful topic models with massive document collections which contain
millions of documents and billions of tokens is challenging because of two rea-
sons. First, one needs to deal with a large number of topics (typically on
the order of thousands). Second, one needs a scalable and efficient way of
distributing the computation across multiple machines.
Unsurprisingly, there have been significant attempts at developing scal-
able inference algorithms for LDA. To tackle large number of topics, [134]
proposed a clever sparse sampling trick that is widely used in packages like
MALLET and Yahoo! LDA. More recently, [68] proposed using the Alias table
method to speed up sampling from the multinomial distribution. At the same
The materials in this Chapter have been published in [140]. I developed the algorithms
and conducted the experiments.
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time, there has also been significant effort towards distributing the computa-
tion across multiple processors. Some early efforts in this direction include
[133] and [55], where the basic idea is to partition the documents across pro-
cessors. During each inner iteration the words in the vocabulary are parti-
tioned across processors and each processor only updates the latent variables
associated with the subset of documents and words that it owns. After each
inner iteration, a synchronization step is used to update global counts and to
re-partition the words across processors. In fact, a very similar idea was in-
dependently discovered in the context of matrix completion by [37] and [100].
However, in the case of LDA we need to keep a global count synchronized
across processors which significantly complicates matters as compared to ma-
trix completion. Arguably, most of the recent efforts towards scalable LDA
such as [84, 110] have been focused on the global count issue either implicitly
or explicitly. Recently there is also a growing trend in machine learning to-
wards asynchronous algorithms which avoid bulk synchronization after every
iteration. For example, in the context of LDA see the work of [5], and in the
more general machine learning context see e.g., [39, 71].
In this chapter, we propose a new asynchronous distributed topic mod-
eling algorithm called F+Nomad LDA which simultaneously tackles the twin
problems of large number of documents and large number of topics. In order
to handle large number of topics we use an appropriately modified Fenwick
tree. This data structure allows us to sample from a multinomial distribution
over T items in O(log T ) time. Moreover, when topic counts change, the data
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structure can be updated in O(log T ) time. In order to distribute the compu-
tation across multiple processors, we present a novel asynchronous framework
inspired by the Nomad algorithm of [145]. While we believe that our frame-
work can handle variable update schedules of many different methods, in this
chapter we will primarily focus on Collapsed Gibbs Sampling (CGS). Our
technical contributions can be summarized as follows:
• We identify the following key property of various inference methods for
topic modeling: only a single vector of size k needs to be synchronized
across multiple processors.
• We present a variant of the Fenwick tree which allows us to efficiently
encode a multinomial distribution using O(T ) space. Sampling can be
performed in O(log T ) time and maintaining the data structure requires
only O(log T ) work.
• F+Nomad LDA: we propose a novel parallel framework for various types
of inference methods for topic modeling. Our framework utilizes the con-
cept of nomadic tokens to avoid locking and conflict at the same time.
Our parallel approach is fully asynchronous with non-blocking commu-
nication, thus leading to good
speedups. Moreover, our approach minimizes the staleness of the vari-
ables (at most k variables can be stale) for distributed parallel compu-
tation.
• We demonstrate the scalability of our methods by performing extensive
empirical evaluation on large datasets which contain millions of docu-
49
ments and billions of words.
3.1 Notation and Background
We begin by very briefly reviewing Latent Dirichlet Allocation (LDA)
[15]. Suppose we are given I documents denoted as d1, d2, . . . , dI , and let J
denote the number of words in the vocabulary. Moreover, let ni denote the
number of words in document di. Let wj denote the j-th word in the vocab-
ulary and wi,j denote the j-th word in the i-th document. Assume that the
documents are generated by sampling from T topics denoted as φ1,φ2, . . . ,φT ;
a topic is simply a J dimensional multinomial distribution over words. Each
document includes some proportion of the topics. These proportions are la-
tent, and we use the T dimensional probability vector θi to denote the topic
distribution for a document di. Moreover, let zi,j denote the latent topic from
which wi,j was drawn. Let α and β be hyper parameters of the Dirichlet
distribution. The generative process for LDA can be described as follows:
1 Draw T topics φk ∼ Dirichlet(β), k = 1, . . . , T .
2 For each document di ∈ {d1, d2, . . . , dI}:
• Draw θi ∼ Dirichlet(α).
• For j = 1, . . . , ni
— Draw zi,j ∼ discrete(θi).
— Draw wi,j ∼ discrete(φzi,j).
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3.1.1 Inference
The inference task for LDA is to characterize the posterior distribution
Pr(φi,θi, zi,j | wi,j). In the Bayesian setting, we want an efficient way to draw
samples from this posterior distribution. Collapsed Gibbs Sampling (CGS)




I(zi,j = z and wi,j = w), (3.1)
nz,i,∗ =
∑
w nz,i,w, nz,∗,w =
∑
i nz,i,w, and nz,∗,∗ =
∑
i,w nz,i,w, where I(·) is the
indicator function. The update rule for CGS can be written as follows
1 Decrease nzi,j ,i,∗, nzi,j ,∗,wi,j , and nzi,j ,∗,∗ by 1.
2 Resample zi,j according to
P(zi,j|wi,j, α, β) ∝
(
nzi,j ,i,∗ + αzi,j
)(






3 Increase nzi,j ,i,∗, nzi,j ,∗,wi,j , and nzi,j ,∗,∗ by 1.
Although in this chapter we will focus on CGS, note that there are many other
inference techniques for LDA such as collapsed variational Bayes, stochastic
variational Bayes, or expectation maximization which essentially follow a very
similar update pattern [6]. We believe that the parallel framework proposed
in this chapter will apply to this wider class of inference techniques as well.
3.1.2 Review of Multinomial Sampling
Given a T -dimensional discrete distribution characterized by unnormal-
ized parameters p with pt ≥ 0 such as in (3.2), many sampling algorithms can
be applied to draw a sample z such that P(z = t) ∝ pt.
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Table 3.1: Comparison of samplers for a T -dimensional multinomial distribu-
tion p described by unnormalized parameters {pt : t = 1, . . . , T}.
Data Structure Initialization Generation Parameter
Space Time Space Time Update Time
LSearch cT = p
>1: O(1) O(T ) O(1) O(T ) O(1)
BSearch c = cumsum(p): O(T ) O(T ) O(1) O(log T ) O(T )
Alias Method prob, alias: O(T ) O(T ) O(T ) O(1) O(T )
F+tree Sampling F.initialize(p): O(T ) O(T ) O(1) O(log T ) O(log T )
• LSearch: Linear search on p. Initialization: Compute the normaliza-
tion constant cT =
∑
t pt. Generation: First generate u = uniform(cT ),










• BSearch: Binary search on c = cumsum(p). Initialization: Compute
c = cumsum(p) such that ct =
∑
s:s≤t ps. Generation: First generate
the cumulated sum u = uniform(cT ) and perform a binary search on c
to find z = min{t : ct > u}.
• Alias method. Initialization: Construct an Alias table [121] for p,
which contains two arrays of length T : alias and prob. See [120] for
a linear time construction scheme. Generation: First generate u =
uniform(T ), j = buc, and
z =
{
j + 1 if (u− j) ≤ prob[j + 1]
alias[j + 1] otherwise
.
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(c) Updating (with δ = 1.0)
Figure 3.1: Illustration of sampling and updating using F+tree in logarithmic
time.
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3.2 F+LDA: A Logarithmic-Time Fenwick Tree Sam-
pling
In this section, we first describe a binary tree structure F+tree for fast
T -dimensional multinomial sampling. The initialization of an F+tree is linear
in T and the cost to generate a sample is logarithmic in T . Furthermore,
F+tree can also be maintained in logarithmic time for a single parameter
update of pt. We will explain how such properties of F+tree can be explored
to significantly accelerate LDA sampling.
3.2.1 F+tree Sampling
F+tree, first introduced for weighted sampling without replacement [129],
is a simplified and generalized version of Fenwick tree [36], which supports
both efficient sampling and update procedures. In fact, Fenwick tree can be
regarded as a compressed version of the F+tree studied in this chapter. For
simplicity, we assume T is a power of 2. F+tree is a complete binary tree with
2T − 1 nodes for a given p, where
• each leaf node corresponds to a dimension t and stores pt as its value,
and
• each internal node stores the sum of the values of all of its leaf descen-
dants, or equivalently the sum of values of its two children due to binary
tree structure.
See Figure 3.1(a) for an example with p = [0.3, 1.5, 0.4, 0.3] and T = 4. Nodes
in the dotted rectangle are internal nodes. Similar to the representation used
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in a heap [33], an array F of length 2T can be used to represent the F+tree
structure. Let i be the index of each node, and F[i] be the value stored in the
i-th node. The index of the left child, right child, and parent of the i-th node
is 2i, 2i+ 1, and bi/2c, respectively. The 0/1 string along each node in Figure
3.1 is the binary number representation of the node index.
Initialization. By the definition of F+tree, given p, the values of F
be defined as follows:
F[i] =
{
pi−T+1 if i ≥ T,
F[2i] + F[2i+ 1] if i < T.
(3.3)
Thus, F can be constructed in O(T ) by initializing elements using (3.3) in
reverse. Unlike the Alias method, there is no extra space required in the
F+tree initialization in addition to F.
Sample Generation. Sampling using a F+tree can be carried out as a









a number uniformly sampled between [0,
∑
t pt). Note that
∑
t pt is stored in
F[1], which can be directly used to generate u = uniform(F[1]). Let leaves(i)
be the set of all leaf descendant of the i-th node. We can consider a general
recursive step in the traversal with the current node i and u ∈ [0, F[i]). The
definition of F+tree guarantees that
u ≥ F[i.left]⇒ z ∈ leaves(i.right),
u < F[i.left]⇒ z ∈ leaves(i.left),
This provides a guideline to determine which child to go next. If right child
is chosen, F[i.left] should be subtracted from u to ensure u ∈ [0, F[i.right]).
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Note that as half of the possible t values are removed from the set of candidates,
it is clear that this sampling procedure costs only O(log T ) time. The detailed
procedure, denoted by F.sample(u), is described in Algorithm 3.1. A toy
example with u = 2.1 is illustrated in Figure 3.1(b).
Algorithm 3.1 Logarithmic time sampling: F.sample(u).
Input: F: an F+tree for p, u = uniform(F[1]).









• While i is not a leaf
— If u ≥ F[i.left],




• z ← i− T + 1
Algorithm 3.2 Logarithmic time F+tree maintenance for a single parameter
update: F.update(t, δ)
Input: a F+tree F for p, t, δ.
Output: F+tree F is updated for p̄ ≡ p+ δet
• i← leaf[t]
• While i is a valid node
— F[i] = F[i] + δ
— i← i.parent
Maintenance for Parameter Updates. A simple and efficient main-
tenance routine to deal with slight changes on the multinomial parameters p
can be very useful in CGS for LDA (See details in Section 3.2.2). F+tree
structure supports a logarithmic time maintenance routine for a single ele-
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ment change on p. Assume the t-th component is updated by δ:
p̄← p+ δet,
where et is the t-th column of the identity matrix of order T . A simple bottom-
up update procedure to modify a F+tree F for the current p to a F+tree for
p̄ can be carried out as follows. Let leaf[t] be the leaf node corresponding to
t. For all the ancestors i of leaf[t] (self included), perform the following delta
update:
F[i] = F[i] + δ.
See Figure 3.1(c) for an illustration with t = 3 and δ = 1.0. The detailed pro-
cedure, denoted by F.update(t, δ), is described in Algorithm 3.2. The main-
tenance cost is linear to the depth of the F+tree, which is O(log T ). Note
that to deal with a similar change in p, LSearch can update its normalization
constant cT ← cT +δ in a constant time, while both BSearch and Alias method
require to re-construct the entire data structure (either c = cumsum(p) or the
Alias table: alias and prob), which costs O(T ) time in general.
See Table 3.1 for a summary of the complexity analysis for each multi-
nomial sampling approach. Clearly, LSearch has the smallest update cost but
the largest generation cost, and Alias method has the best generation cost but
the worst maintenance cost. In contrast, F+tree sampling has a logarithmic




















































































































































































































































































































































































































































































































































































Algorithm 3.3 F+LDA with word-by-word sampling





) ∀t ∈ Tw
— For each occurrence of w, say wi,j = w in di
* t← zi,j
* Decrease nt, ntdi , ntw by one
* F.update(t, δ) with δ = ntw+β
nt+β̄
− F[leaf(t)]
* c← cumsum(r) (on Tw only)
* t← discrete(p, uniform(αF[1] + r>1)) by (3.6)
* Increase nt, ntdi , ntw by one
* F.update(t, δ) with δ = ntw+β
nt+β̄
− F[leaf(t)]





) ∀t ∈ Tw
3.2.2 F+LDA = LDA with F+tree Sampling
In this section, we give details on applying F+tree sampling to CGS for
LDA. Let us focus on a single CGS step in LDA with the current document id
di, the current word w, and the current topic assignment tcur. For simplicity of
presentation, we further denote ntd = nt,di,∗, ntw = nt,∗,w, and nt = nt,∗,∗ and
assume αt = α, ∀t, βj = β, ∀j, and β̄ = J × β. The multinomial parameter p
of the CGS step in (3.2) can be decomposed into two terms as follows.
pt =
(ntd + α)(ntw + β)
nt + β̄












Let q and r be two vectors with qt =
ntd+α
nt+β̄
and rt = ntwqt. Some facts and
implications about this decomposition:
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(a) p = βq + r. This leads to a simple two-level sampling for p
discrete(p, u) =
{





where 1 is the all-ones vector and p>1 denotes the normalization con-
stant for p, and u = uniform(p>1). This means that sampling for p can
be very fast if q and r can be sampled efficiently.
(b) q is always dense but only two elements will be changed at each CGS
step if we follow a document-by-document sampling sequence. Note q
only depends on ntd. Decrement or increment of a single ntd only changes
a single element of q. We propose to apply F+tree sampling for q for
its logarithmic time sampling and maintenance. At the beginning of
CGS for LDA, a F+tree F for q with qt =
α
nt+β̄
is constructed in O(T )





) ∀t ∈ Td := {t : ntd 6= 0}.




) ∀t ∈ Td.
Both updates can be done in O(|Td| log T ). As |Td| is upper bounded by
the number of words in this document, the amortized sampling cost for
each word in the document remains O(log T ).
(c) r is Tw sparse, where Tw := {t : ntw 6= 0}. Unlike q, all the elements of r
change when we switch from one word to another word in the same doc-
ument. Moreover, r is only used once to compute r>1 and to generate at
60
most one sample. Thus, we propose to use BSearch approach to perform
the sampling for r. In particular, we only calculate the cumulative sum
on nonzero elements in Tw. Thus, the initialization cost of BSearch is
O(|Tw|) and the sampling cost is O(log|Tw|).
Word-by-word CGS for LDA. Other than the traditional document-
by-document CGS for LDA, we can also consider CGS using a word-by-word

















and rt = ntdqt, respectively. The corresponding three facts for (3.5)
are as follows.
(a) p = αq + r. The two-level sampling for p is
discrete(p, u) =
{






(b) q is always dense but only very few elements will be changed at each
CGS step using word-by-word sampling sequence. A F+tree structure F
is maintained for q. The amortized update time for each occurrence of
a word is O(log T ) and the sampling generation for q using F also costs
O(log T ). Thus, discrete(q, u) := F.sample(u).
(c) r is a sparse vector with |Td| non-zeros. BSearch is used to construct
c = cumsum(r) in O(Td) space and time. c is used to perform binary
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search to generate a sample required by CGS for the occurrence of the
current word. Thus, discrete(r, u) := binary search(c, u).
The detailed procedure of using word-by-word sampling sequence is described
in Algorithm 3.3. Let us analyse the performance difference of F+LDA be-
tween two sampling sequences of a large number of documents. The amortized
cost for each CGS step is O(|Td| + log T ) for the word-by-word sequence and
O(|Tw|+ log T ) for the document-by-document sequence. Note that |Td| is al-
ways bounded by the number of words in a document, which is usually a much
smaller number than a large T (say 1024). In contrast, |Tw| approaches to T
when the number of documents increases. Thus, we can expect that F+LDA
with the word-by-word sequence is faster than the document-by-document se-
quence. Empirical results in Section 3.4.1 also confirm our analysis.
3.2.3 Related Work
SparseLDA [134] is the first sampling method which considered decom-
posing p into a sum of sparse vectors and a dense vector. In particular, it















where the first term is dense, the second term is sparse with |Td| non-zeros,
and the third term is sparse with |Tw| non-zeros. In both SparseLDA imple-
mentations (Yahoo! LDA [110] and Mallet LDA [134]), LSearch is applied to
all of these three terms. As SparseLDA follows the document-by-document
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sequence, very few elements will be changed for the first two terms at each
CGS step. Sampling procedures for the first two terms have very low chance
to be performed due to the observation that most mass of pt is contributed
from the third term. The choice of LSearch, whose normalization constant cT
can be updated in O(1) time, for the first two terms is reasonable. Note that
O(T ) and O(|Td|) initialization costs for the first two terms can be amortized.
The overall amortized cost for each CGS step is O(|Tw|+ |Td|+ |T |).
AliasLDA [68] is a recently proposed approach which reduces the amor-













Instead of the “exact” multinomial sampling for p, AliasLDA considers a pro-
posal distribution q with a very efficient generation routine and performs a
series of Metropolis-Hasting (MH) steps using this proposal to simulate the
true distribution p. In particular, the proposal distribution is constructed
using the latest second term and a stale version of the first term. For both
terms, Alias method is applied to perform the sampling. #MH steps decides
the quality of the sampling results. The overall amortized cost for each CGS
step is O(|Td| + #MH). Note the initialization cost O(|T |) for the first term
can be amortized as long as the same Alias table can be used to generate T
samples.





































(b) Task and Data Partition
Figure 3.2: Abstract access graph for LDA.
methods. Note that the hidden coefficient ρA in the O(|Td|) notation for the
construction of the Alias table is larger than the coefficient ρB for the con-
struction of BSearch and the coefficient ρF for the maintenance and sampling
of F+tree. Thus as long as T < 2
ρA−ρB
ρF
|Td|, F+LDA using the word-by-word
sampling sequence is faster than AliasLDA. Empirical results in Section 3.4.1
also show the superiority of F+LDA over AliasLDA for real-world datasets
even using T = 50, 000.
3.3 Nomad-LDA: A Novel Nomadic Distributed Ap-
proach
In this section we present our second innovation—a novel parallel frame-
work for CGS. Note that the same technique can also be used for other in-
ference techniques for LDA such as collapsed variational Bayes and stochastic
variational Bayes [6] since they follow similar update patterns.
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To explain our proposed approach, we find it instructive to consider a
hypergraph G. Let G = (V,E) be a hypergraph with (I + J + 1) nodes:
V = {di : i = 1, . . . , I} ∪ {wj : j = 1, . . . , J} ∪ {s},
and hyperedges:
E = {eij = {di,wj, s}},
where |E| = ∑i ni. Note that G contains multi-edges, which means that the
same hyperedge can appear more than once in E just as a single word can
appear multiple times in a document. Clearly, G is equivalent to a bag-of-
words representation of the corpus {d1, . . . , dI}; each di is associated with
the i-th document, each wj is associated with the j-th vocabulary, and each
hyperedge eij corresponds to one occurrence of the vocabulary wj in the i-th
document di. See Figure 3.2(a) for a visual illustration; here, each gray edge
corresponds to an occurrence of a word and the black triangle highlights a
particular hyperedge eij = {di,wj, s}.
To further connect G to the update rule of CGS, we associate each
node of G with a T -dimensional vector. In many inference methods, an update
based on a single occurrence wij can be realized as a graph operation on G
which accesses values of nodes in a single hyperedge eij. More concretely, let
us define the t-th coordinate of each vector as follows:
(di)t := nt,i,∗, (wj)t := nt,∗,wj , and (s)t := nt,∗,∗.
Based on the update rule of CGS, we can see that the update for the occurrence
of wij only reads from and writes to the values stored in di, wwij , and s.
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Interestingly, this property of the updates is reminiscent of that of the
stochastic gradient descent (SGD) algorithm for matrix completion model.
Similarly to LDA, matrix completion model has two sets of parametersw1, . . . ,wJ
and d1, . . . ,dI , and each SGD update requires only one of wj and one of di to
be read and modified. Since each update is highly localized, there is consider-
able parallelism available; [145] exploits this property to propose an efficient
asynchronous parallel SGD algorithm for matrix completion.
The crucial difference in the case of LDA, however, is that there is
an additional variable s which participates in every hyperedge of the graph.
Thus, if we change the update sequence from (eij, ei′j′) to (ei′j′ , eij), then even
if i 6= i′ and j 6= j′ the result of updates will not be the same since the value
of s changes in the first update. Fortunately, this dependency is very weak;
each element of s is a large number because it is a summation over the whole
corpus and each update changes its value at most by one, therefore the relative
change of s made in a short period of time is often negligible.
While existing approaches such as Yahoo! LDA [110] exploit this ob-
servation by introducing a parameter server and let each machine query the
server to retrieve recent updates, it is certainly not desirable in a large scale
system that every machine has to query the same central server. Motivated
by the “nomadic” algorithm introduced by [145] for matrix completion, we
propose a new parallel framework for LDA that is decentralized, asynchronous
and lock-free.
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Algorithm 3.4 The basic Nomad LDA algorithm
Given: initialized sl, s̄, and local queue ql
• While stop signal has not been received
— If receive a token τ , push(ql, τ)
— τ ← pop(ql)
— If τ = τs
* s← s+ (sl − s̄)
* sl ← s
* s̄← s
* Send τs to another worker
— Else if τ = τj := (j,wk)
• Perform the j-th subtask
• Send τs to another worker
3.3.1 Nomadic Framework for Parallel LDA
Let p be the number of parallel workers, which can be a thread in a
shared-memory multi-core machine or a processor in a distributed memory
multi-machine system.
Data Partition and Subtask Split. The given document corpus is
split into p portions such that the l-th worker owns the l-th partition of the
data, Dl ⊂ {1, . . . , J}. Unlike the other parallel approach where each unit
subtask is a document owned by the worker, our approach uses a fine-grained
split for tasks. Note that in the inference for LDA, each word occurrence cor-
responds to an update. Thus, we consider a unit subtask tj as all occurrences
of word wj in all documents owned by the worker. See Figure 3.2(b) for an
illustration in the data partition and task split. Each “x” denotes an occur-
rence of a word. Each block row (bigger rectangle) represents a data partition
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owned by a worker, while each smaller rectangle stands for a unit subtask for
the worker.
Asynchronous Computation. It is known that synchronous com-
putation would suffer from the curse of last reducer when the load-balance is
poor. In this work, we aim to develop an asynchronous parallel framework
where each worker maintains a local job queue ql such that the worker can
keep performing the subtask popped from the queue without worrying about
data conflict and synchronization. To achieve this goal, we first study the char-
acteristics of subtasks. The subtask tj for the l-th worker involves updates on
all occurrences of wj in Dl, which means that to perform tj, the l-th worker
must acquire permission to access {di : i ∈ Dl}, wj, and s. Our data partition
scheme has guaranteed that two workers will never need to access a same di
simultaneously. Thus we can always keep the ownership of di,∀i ∈ Dl to l-th
worker. The difficulty for parallel execution comes from the access to wj and s
which can be accessed by different workers at the same time. To overcome this
difficulty, we propose to use a nomadic token passing scheme to avoid access
conflicts. Token passing is a standard technique used in telecommunications
to avoid conflicting access to a resource shared by many members. The idea
is “owner computes”: only the member with the ownership of the token has
the permission to access the resource. Here we borrow the same idea to avoid
the situation where two workers require access to the same wj and s.
Nomadic Tokens for wj. We have a token τj dedicated for the
ownership of each word wj. These J tokens are nomadically passed among
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p workers. The ownership of a token τj means the worker can perform the
subtask tj. Each token τj is a tuple (j,wj), where the first entry is the index
for the token, and the second entry is the latest value of wj. For a worker,
a token τ means the activation of the corresponding inference subtask. Thus,
we can guarantee that 1) the values of wj used in each subtask is always
up-to-date; 2) no two workers require access to a same wj.
Nomadic Token for s. So far we have successfully kept the values of
di and wj used in each subtask latest, and avoid access conflicts by nomadic
token passing. However, all subtasks depend on each other due to the need
to access s. Based on the summation property, we propose to deal with this
issue by creating a special nomadic token τs = (0, s) for s, where 0 is the token
index for τs, and have two copies of s in each worker: sl and s̄. sl is a local
shadow node for s. The l-th worker always uses the values of sl to perform
updates and makes the modification to sl. s̄ was the snapshot of s from the
last arrival of τs. Due to the additivity of s, the delta sl − s can be regarded
as the effort that has been made since the last arrival of τs. Thus, each time
that τs arrives, the worker can perform the following operations to accumulate
its local effort to the global s and update its local sl.
1 s← s+ (sl − s̄)
2 s̄← s
3 sl ← s












































(a) Initial assignment of wj . Each
worker works only on the diagonal ac-












































(b) After a worker finishes processing
j, it sends the corresponding wj to
another worker. Here, w2 is sent from












































(c) Upon receipt, the wj is processed
by the new worker. Here, worker 4












































(d) During the execution of the al-
gorithm, the ownership of the wj
changes.
Figure 3.3: Illustration of the Nomad LDA algorithm
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3.3.2 Related Work
Unlike the situation in the serial case, the latest values of nz,∗,w and
nz,∗,∗ can be distributed among different machines in the distributed setting.
The existing parallel approaches focus on developing mechanisms to commu-
nicate these values. We briefly review two approaches for parallelizing CGS in
distributed setting: AdLDA [84] and Yahoo! LDA [110]. In both approaches,
each machine has a local copy of the entire nz,∗,w and nz,∗,∗. AdLDA uses
bulk synchronization to update its local copy after each iteration. At each
iteration, each machine just uses the snapshot from last synchronization point
to conduct Gibbs sampling. On the other hand, Yahoo! LDA creates a cen-
tral parameter server to maintain the latest values for nz,∗,w and nz,∗,∗. Every
machine asynchronously communicates with this machine to send the local
update to the server and get new values to update its local copy. Note that
the communication is done asynchronously in Yahoo! LDA to avoid expensive
network locking. The central idea of Yahoo! LDA is that modest stale values
would not affect the sampler significantly. Thus, there is no need to spend too
much effort to synchronize these values. Note that for these two approaches,
both values of nz,∗,w and nz,∗,∗ used in Gibbs sampling could be stale. In
contrast, our proposed Nomad LDA has the following advantages:
• No copy of the entire nz,∗,w is required in each machine.
• The value of nz,∗,w used in the Gibbs sampling is always up-to-date in
each machine.
• The computation is both asynchronous and decentralized.
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Our Nomad LDA is close to a parallel approach for matrix comple-
tion [145], which also utilized the concept of nomadic variables. However, the
application is completely different. [145] concentrates on parallelizing stochas-
tic gradient descent for matrix completion. The access graph for this problem
is a bipartite graph, and there is no variable that needs to be synchronized
across processors.
3.4 Experimental Results
In this section we investigate the performance and scaling of our pro-
posed algorithms. We demonstrate that our proposed F+tree sampling method
is very efficient in handling large number of topics compared to the other ap-
proaches in Section 3.4.1. When the number of documents is also large, in
Section 3.4.2 we show our parallel framework is very efficient in multi-core
and distributed systems.
Datasets. We work with five real-world large datasets—Enron, Ny-
Times, PubMed, Amazon, and UMBC. The detailed data set statistics are
listed in Table 3.3. Among them, Enron, NyTimes and PubMed are bag-of-
word datasets in the UCI repository1. These three datasets have been used
to demonstrate the scaling behavior of topic modeling algorithms in many
recent papers [6, 68, 110]. In fact, the PubMed dataset stretches the capabil-




but it could not handle PubMed.
To demonstrate the scalability of our algorithm, we use two more large-
scale datasets—Amazon and UMBC. The Amazon dataset consists of approx-
imately 35 million product reviews from Amazon.com, and was downloaded
from the Stanford Network Analysis Project (SNAP) home page. Since re-
views are typically short, we split the text into words, removed stop words,
and using Porter stemming [94]. After this pre-processing we discarded words
that appear fewer than 5 times or in 5 reviews. Finally, any reviews that were
left with no words after this pre-processing were discarded. This resulted in a
corpus of approximately 30 million documents and approximately 1.5 billion
words.
The UMBC WebBase corpus is downloaded from http://ebiquity.
umbc.edu/blogger/2013/05/01/. It contains a collection of pre-processed
paragraphs from the Stanford WebBase2 crawl on February 2007. The origi-
nal dataset has approximately 40 million paragraphs and 3 billion words. We
further processed the data by stemming and removing stop words following
the same procedure in LibShortText [137]. This resulted in a corpus of ap-
proximately 1.5 billion words.
Hardware. The experiments are conducted on a parallel platform
2Stanford WebBase project: http://dbpubs.stanford.edu:8091/~testbed/doc2/
WebBase/
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Table 3.3: Data statistics for topic modeling experiments.
# documents (I) # vocabulary (J) # words
Enron 37,861 28,102 6,238,796
NyTimes 298,000 102,660 98,793,316
PubMed 8,200,000 141,043 737,869,083
Amazon 29,907,995 1,682,527 1,499,602,431
UMBC 40,599,164 2,881,476 1,483,145,192
at the Texas Advanced Computing Center (TACC), called Maverick3. Each
node contains 20 Intel Xeon E5-2680 CPUs and 256 GB memory. Each job
can run on at most 32 nodes (640 cores) for at most 12 hours.
Parameter Setting. Throughout the experiments we set the hyper
parameters α = 50/T and β = 0.01, where T is the number of topics. Previous
papers showed that this parameter setting gives good model qualities [46], and
many widely-used software such as Yahoo! LDA and Mallet-LDA also use this
as the default parameters. To test the performance with a large number of
topics, we set T = 1024 in all the experiments except the ones in Figure 3.5.
Evaluation. Our main competitor is Yahoo! LDA in large-scale dis-
tributed setting. To have a fair comparison, we use the same training likelihood





Figure 3.4: (a) and (b) present the convergence speed in terms of number of
iterations. (c) and (d) present the sampling speed of each iteration—the y-axis
is the speedup over the normal LDA implementation which takes O(T ) time to
generate one sample. We observe all the sampling algorithms have similar con-
vergence speed, while F+LDA(doc) is the fastest compared to other document-
wise sampling approaches. Also, F+LDA(word) is faster than F+LDA(doc)
for larger datasets, which confirms our analysis in Section 3.2.2.
3.4.1 Comparison of sampling methods: handling large number of
topics
In this section, we compare various sampling strategies used for LDA
in the serial setting. We include the following sampling strategies into the
comparison (see Section 3.2 for details):
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(a) (b) (c)
Figure 3.5: (a) and (b) present the sampling speed for T = 10, 000 and T =
50, 000. The superiority of F+LDA(word) is more significant when T is large.
(c) shows the sampling speed for various T . The increase in sampling time
is much smaller than the increase in the number of topics T . Note that the
sampling time per iteration for T = 100, 000 is only about twice as much as
the time required for T = 1, 000.
1 F+LDA: our proposed sampling scheme. Document/word-wise sampling
order are denoted by F+LDA(doc) and F+LDA(word), respectively.
2 SparseLDA: the approach that uses linear search on PDF to conduct
document-wise sampling. This approach is used in Yahoo! LDA and
Mallet-LDA.
3 AliasLDA: the approach that uses Alias method to do the sampling with
document-wise sampling order. This approach is proposed very recently
in [68].
To have a fair comparison focusing on different sampling strategies, we imple-
mented the above three approaches to use the same data structures. We use
two smaller datasets—Enron and NyTimes to conduct the experiments. Note
that [68] also conducts the comparison of different sampling approaches using
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these two datasets after further preprocessing. Figure 3.4 presents the com-
parison results using T = 1, 024, while in Figure 3.5 we show the results by
varying T from 1, 000 to 100, 000.
We first compare F+LDA(doc), Sparse LDA, and Alias LDA, where
all of the three approaches have the same document-wise sampling ordering.
F+LDA(doc) and Sparse LDA follow the exact sampling distribution of the
normal Gibbs sampling; as a result, we can observe in Figure 3.4(a) and 3.4(b)
that they have the same convergence speed in terms of number of iterations.
On the other hand, Alias LDA converges slightly slower than other approaches
because it does not sample from the exact same distribution. Note that we
found that this phenomenon becomes more clear when T is large. In terms of
efficiency, Figures 3.4(c) and 3.4(d) indicate that F+LDA(doc) is faster than
Sparse-LDA and Alias-LDA, which confirms our analysis in Section 3.2.
Next we compare the performance of document-wise and word-wise
sampling for F+LDA. Figure 3.4(a) and 3.4(b) indicate that both order-
ings give similar convergence speed. As discussed in Section 3.2.2, using the
F+tree sampling approach, the word-wise ordering is expected to be faster
than document-wise ordering as the number of documents increases. This phe-
nomenon is confirmed by our experimental results in Figures 3.4(c), 3.4(d), and
3.5(a) as F+LDA(word) is faster than F+LDA(doc) on the NyTimes dataset,
which has a larger number of documents comparing to Enron. The experi-
mental results also justify our use of word-wise sampling when applying the
Nomad approach in multi-core and distributed systems.
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Figure 3.5 shows the results for even larger T . As the length of the
computing time is limited to 12 hours by the Maverick system, the num-
ber of iterations is different for all methods. We first observe that when
T ≥ 10, 000, AliasLDA starts to outperform SparseLDA in Figures 3.5(a) and
3.5(b). However, F+LDA(word) still outperforms these two methods signifi-
cantly. In 3.5(c), we can see that when T is increased from 1, 000 to 100, 000,
the sampling time required by F+LDA(word) increases only by a factor of two.
This can be explained by the logarithmic time complexity of F+LDA(word).
3.4.2 Multi-core and Distributed Experiments
Now we combine our proposed F+tree sampling strategy with the no-
madic parallelization framework. This leads to a new F+Nomad LDA sampler
that can handle huge problems in multi-core and distributed systems.
3.4.2.1 Competing Implementations
We compare our algorithm against Yahoo! LDA for three reasons: a)
It is one of the most efficient open source implementations of CGS for LDA,
which scales to large datasets. b) [110] claims that Yahoo! LDA outperforms
other open source implementation such as AD-LDA [84] and PLDA [124]. c)
Yahoo! LDA uses a parameter server, which has become a generic approach for
distributing large-scale learning problems. It is therefore interesting to see if a
different asynchronous approach can outperform the parameter server on this
specific problem. Yahoo! LDA is a disk-based implementation that assumes the
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(a) (b) (c)
Figure 3.6: (a) and (b) show the comparison between Nomad LDA and Yahoo!
LDA using 20 cores on a single machine. (c) shows the scaling performance of
Nomad LDA as a function of number of cores.
latent variables associated with tokens in the documents are streamed from
disk at each iteration. To have a fair comparison, in addition to running the
disk-based Yahoo! LDA (denoted by Yahoo! LDA(D)), we further ran it on the
tmpfs file system [111] which resides on RAM for the intermediate storage
used by Yahoo! LDA. This way we eliminate the cost of disk I/O, and can
make a fair comparison with our own code which does not stream data from
disk; we use Yahoo! LDA(M) to denote this version.
3.4.2.2 Multi-core Experiments
Both F+Nomad LDA and Yahoo! LDA support parallel computation
on a single machine with multiple cores. Here we conduct experiments on two
datasets, Pubmed and Amazon, and the comparisons are presented in Figure
3.6. As can be seen from Figures 3.6(a) and 3.6(b), F+Nomad LDA hand-
somely outperforms both memory and disk version of Yahoo! LDA, and gets
to a better quality solution within the same time budget. Given a desired log-
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(a) (b)
Figure 3.7: The comparison between F+Nomad LDA and Yahoo! LDA on 32
machines with 20 cores per machine.
likelihood level, F+Nomad LDA is approximately 4 times faster than Yahoo!
LDA.
Next we turn out attention to the scaling of F+Nomad LDA as a func-
tion of the number of cores. In Figure 3.6(c) we plot the convergence of
F+Nomad LDA as the number of cores is varied. Clearly, as the number of
cores increases the convergence speed is faster.
3.4.2.3 Distributed Memory Experiments
We compare the performance of F+Nomad LDA and Yahoo! LDA on
two huge datasets, Amazon and UMBC, in a distributed memory setting. The
number of machines is set to 32, and the number of cores per machine is 20.
As can be seen from Figure 3.7, F+Nomad LDA dramatically outperforms
both memory and disk version of Yahoo! LDA and obtains significantly better
quality solution (in terms of log-likelihood) within the same wall clock time.
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3.5 Summary of the Contributions
In this chapter, we present a novel F+Nomad LDA algorithm that can
handle large number of topics as well as large number of documents. In order
to handle large number of topics we use an appropriately modified Fenwick
tree. This data structure allows us to sample from and update a T -dimensional
multinomial distribution in O(log T ) time. In order to handle large number of
documents, we propose a novel asynchronous and non-locking parallel frame-
work, which leads to impressive speedups in multi-core and distributed sys-
tems. The resulting algorithm is faster than Yahoo! LDA and is able to handle
datasets with billions of words. The work of this chapter is published in [140].
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Chapter 4
Efficient Algorithms for One-class Matrix
Factorization
Matrix factorization (MF) is a popular technique for collaborative fil-













Each entry Aij ∈ R (e.g., score of 1 to 5) is the rating given by user i to item
j and
Ω = {(i, j) : Aij is observed}
is the set of observed ratings. With the regularization parameters λi, λ̄j, the
















The materials in this Chapter have been presented in [142]. I developed the algorithms
and conducted the experiments.
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so that w>i hj is a good approximation of Aij. Note that k is a pre-specified
latent factor satisfying
k  m and k  n.
In contrast to Aij ∈ R for rating-based MF, in some applications, the two
possible Aij values are 1 (positive) and 0 (negative), but only part of positive
entries are observed. For example, in [90] for Xbox movies recommendation,
we only know movies that have been watched by users. By assuming that
users do not watch movies they do not like, we have some partial positive data
but lack any negative information. To handle such a one-class scenario, one
popular approach [54, 75, 88–90] is to treat some missing entries as negative







where Ω+ is the set of observed positive entries, and Ω− includes negative
entries sampled from missing entries in A. The rationale is that among the
large number of items, a user likes only a small subset of them. Therefore,
most of the missing entries in A are negative. Currently two major approaches
to select the set Ω− are
1. Subsampled: the size of Ω− is roughly similar to that of Ω+.
|Ω−| = O(|Ω+|) mn. (4.3)
Some reasons support this setting. First, given the so few observed
positive entries, a large Ω− may cause serious imbalance between positive
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and negative entries. Second, using a too large Ω− causes difficulties to
solve the optimization problem. Studies that have considered this setting
include [89, 90].
2. Full: all missing entries are considered as negative, so
Ω− = {(i, j) | (i, j) /∈ Ω+}. (4.4)
One apparent reason of using this setting is that all missing entries are
considered. From this viewpoint, the Subsampled approach is just an
approximation of the Full approach.
Handling the huge number of |Ω−| = O(mn) elements causes the Full approach
to be practically infeasible. However, under some circumstances the alternat-
ing least squares (ALS) optimization method given in [54, 88] can have similar
complexity to that for Subsampled.
At the first glance it is unclear if the two approaches give different per-
formances. Surprisingly, few works have compared them. The main existing
study is [89], which reports the following observations on two rather small data
sets (thousands of users and items).
• The Subsampled approach is worse than the Full.
• By a bagging approach to select 20 different Ω− sets and average the
resulting predictions, the performance is as good as the Full.
We feel there is a need to detailedly study the two approaches because of the
following concerns.
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• Experiments in [89] are for small data. Observations may be very differ-
ent for large-scale data sets.
• The lack of studies caused that in some papers incapable baselines may
be used to compare with newly proposed techniques. For example, in
[63] to propose a one-class MF approach incorporating meta-features,
they compare with a Subsampled setting. It is possible that Full is a
better baseline.
• Because of the huge set Ω− used by the Full approach, traditional opti-
mization methods for MF fail to handle large data. Therefore, the Full
approach may not be useful even if it can give better models.
In this chapter, we make the following major contributions.
• Beyond the work of [54, 88] that developed optimization methods for
the Full approach, we create some more efficient ones for large-scale data
sets.
• We conduct thorough comparisons between Full and Subsampled after
considering their best settings.
Our conclusion is that Full yields much better results than Subsampled. With
our proposed optimization techniques for training large problems, the Full
approach by treating all missing entries as negative becomes practically viable.
One-class MF is a case of PU (positive-unlabeled) learning [51], which
includes other important applications such as link prediction [79]. Our pro-
posed optimization methods can be easily applied to them.
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Table 4.1: Notation
m,n, k numbers of users, items, and latent variables
A m× n rating matrix
W,H m× k and n× k latent matrices
wi,hj k × 1 vector; ith row of W and jth row of H
λi, λ̄j regularization parameters
Ω set of observed entries for standard MF
Ω+ set of observed positive entries for one-class MF
Ω− set of selected negative entries for one-class MF
Ω+i set of user i’s observed entries (one-class MF)
Ω̄+j set of item j’s observed entries (one-class MF)
C m× n matrix for weights of entries
Some studies extend the positive versus negative setting to other op-
timization problems. For example, instead of a squared loss, various ranking
loss functions are considered in [73, 102]. We will include one ranking-loss
approach in our empirical comparison. In [108], a variable is simultaneously
optimized to decide if a missing entry is negative or not. To be focused, in the
current work we do not discuss this approach.
This chapter is organized as follows. Section 4.1 reviews past studies
on both Subsampled and Full approaches. In Section 4.2, we propose methods
to solve large optimization problems for the Full approach. Section 4.3 gives
detailed comparisons, while discussions and conclusions are in Section 4.4.
Table 4.1 gives main notation in this chapter. Code for experiments is available
at http://www.csie.ntu.edu.tw/~cjlin/papers/one-class-mf.
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4.1 Existing Studies on Subsampled and Full Approaches
In this section, we briefly discuss existing studies of using the Full and
the Subsampled settings. This discussion is important for the investigation in
Section 4.2 to propose efficient optimization algorithms. To begin, we extend












where Cij is a cost associated with the loss. For one-class MF, the set Ω
includes both positive and negative entries:
Ω = Ω+ ∪ Ω−.
For each user i we define
Ω+i ≡ {j | (i, j) is an observed entry},
Ω−i ≡ {j | (i, j) is a missing entry selected as negative}, and
Ωi ≡ Ω+i ∪ Ω−i .
Similarly, for each item j, we let
Ω̄+j ≡ set of observed entries of item j.
Usually in (4.5) we set
λi = λ|Ω+i |, ∀i and λ̄j = λ|Ω̄+j |, ∀j. (4.6)
4.1.1 The Full Approach
Because Ω− is a fixed set, weights Cij are the main concern. In [88, 89],
they consider Cij = 1,∀(i, j) ∈ Ω+ and the following settings for Cij,∀(i, j) ∈
Ω−.
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• Cij is a constant.
• Cij ∝ |Ω+i |. That is, under the same j, Cij = |Ω+i |∆, ∀i, where ∆ is a
constant. The reason is that users associated with few items provide less
reliable information.
• Cij ∝ n − |Ω̄+j |. Note that |Ω̄+j | indicates the popularity of item j.
Because more popular items are less likely to be negative, weights for
them should be smaller.




1− sim(i, j) if (i, j) ∈ Ω−
1 otherwise
,
where sim(i, j) is the similarity between user i and item j.
4.1.2 The Subsampled Approach
Because Ω− is no longer a fixed set, we have more options as follows:
• Size of |Ω−|.
• Sampling strategies for selecting Ω−.
• Weights Cij.
The number of combined choices is huge. We may further consider a user-
or an item-oriented setting. For example, instead of |Ω−| ∝ |Ω+|, we can
consider |Ω−i | ∝ |Ω+i |, ∀i. Here we show details of two studies that have used
the Subsampled approach. [89] consider
|Ω−| ∝ |Ω+| and Pij ∝ 1, |Ω+i |, or 1/|Ω̄+j |,
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where Pij is the probability to select (i, j) /∈ Ω+ as negative. Their settings
of Pij follow from the same explanation in Section 4.1.1 for choosing Cij. In
another study [90], for a baseline setting they have
|Ω−i | = |Ω+i | and Pij ∝ |Ω̄+j |.
Neither papers specifically says their Cij values. However, given that weight
information has been used for selecting Ω−, some simple settings such as Cij =
1 may suffice. The discussion shows that deciding a suitable sampling scheme
is not easy. We see that these two studies use opposite strategies: one has
Pij ∝ 1/|Ω̄+j |, while the other has Pij ∝ |Ω̄+j |.
4.2 Efficient Optimization Algorithms for the Full Ap-
proach
In this section, we propose methods to solve the large optimization
problem for the Full approach. To handle the difficulty caused by |Ω| = mn,
[88] assume that weights Cij are under some conditions.
1 We consider a similar
setting by assuming that
Cij =
{




1 if (i, j) ∈ Ω+
ā otherwise,
(4.7)
where p ∈ Rm and q ∈ Rn are vectors. All existing settings discussed
in Section 4.1.1 except [75] satisfy this assumption. For example, if Cij ∝
1The condition in [54] is a special case of [88], where they assume Cij ≥ 1, ∀(i, j) ∈ Ω+
and Cij = 1 otherwise.
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Table 4.2: A summary of results in Section 4.2 by showing the complexity per
iteration of optimization methods. For ALS and CD, an iteration means to
update W and H once, while for SG it means to conduct |Ω| SG updates. ∗:
It remains a challenge to apply SG to one-class MF; see Section 4.2.3.
ALS CD SG
General MF
O(|Ω|k2 + (m+ n)k3) O(|Ω|k) O(|Ω|k)
One-class MF (Full approach)
Direct O(mnk2 + (m+ n)k3) O(mnk) O(mnk)
New O(|Ω+|k2 + (m+ n)k3) O(|Ω+|k + (m+ n)k2) NA∗
|Ω+i |,∀(i, j) /∈ Ω+, then we have Cij = piqj with pi = |Ω+i |. Note that for neg-
ative entries we consider a slightly more general setting of Aij = ā, although
in practice ā = 0 is most used.
We discuss three optimization approaches in this section. Table 4.2 lists
the complexity per iteration, where details are in subsections. Clearly an mn
term causes prohibitive running time if these methods are directly applied to
the optimization problem of the Full approach. For two of the three methods
we successfully reduce the mn term to |Ω+|, so the time complexity becomes
similar to that for the Subsampled approach.
4.2.1 Alternating Least Squares (ALS)
Alternating Least Squares (ALS) has been a popular optimization method
since the beginning of matrix factorization. It iteratively updates W and H
by the following loop
1: while not optimal do
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2: Solve (4.5) by fixing H
3: Solve (4.5) by fixing W





















For a quadratic function like f(wi), by



















where Ik ∈ Rk×k is an identity matrix. Thus the cost of one ALS iteration to
update W and H is
O(|Ω| × k2 + (m+ n)k3), (4.10)
where |Ω| × k2 is for ∑j∈Ωi Cijhjh>j ,∀i and mk3 is for m matrix inversions.
From (4.10), (4.3), and (4.4), for Subsampled and Full approaches the cost is
91
respectively
O(|Ω+|k2 + (m+ n)k3) and O(mnk2 + (m+ n)k3).
Themn term is huge, but [88] have successfully reduced Full’s complexity under
the assumption in (4.7).2 Here we derive there results using our notation.


















j can be pre-
computed with O(nk2) operations, so the cost is reduced to be the same as
that for the Subsampled approach. The second term in (4.9) involves O(mnk)















j=1 qjhj can be pre-computed. Then the mn term does not appear
at all in the calculation of (4.9).
4.2.2 Coordinate Descent (CD)
Coordinate descent has been a successful optimization method. Its
early use for MF was in [31], but here we consider the efficient implementation
in [136]. The idea of CD is to update one column of W and H at a time.
2[88] consider a more general setting so that C can be a low-rank matrix but in most
cases the rank-one situation in (4.7) is considered.
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Specifically, if the tth column is chosen, we let two vector variables
u ∈ Rm and v ∈ Rn


















R̂ij ≡ Aij −w>i hj +WitHjt. (4.12)
Note that we add the constant WitHjt to R̂ij so that R̂ij −uivj is the error for
the (i, j) entry. Problem (4.11) is like an MF problem of using only one latent
variable (i.e., k = 1), so we can solve it by ALS. Our procedure is described in
Algorithm 4.1. Essentially we have a two-level CD procedure. At the outer
Algorithm 4.1 Coodinate descent for one-class MF.
1: while not optimal do
2: for t = 1, . . . , k do
3: Let W , H’s tth columns be initial u, v
4: Approximately solve (4.11) by ALS:
5: for s = 1, . . . , S do
6: Solve (4.11) by fixing v
7: Solve (4.11) by fixing u
8: Let u, v be W , H’s tth columns
level, sequentially a pair of columns from W and H are selected, while at the
inner level, these two columns are alternatively updated several times; see the
S inner iterations in the above algorithm. For rating-based MF, [138] have
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shown that taking some inner iterations leads to shorter running time than
conducting only one update. In general S is a small constant; here we use 5.
Next we discuss details for solving (4.11) when v is fixed. By a similar











If R̂ij,∀j ∈ Ωi are available (see implementation details in Section 4.2.2.1),
the number of operations for (4.13) is O(|Ωi|). Therefore, the cost of going
through all columns in W and H is
O(|Ω|)× k. (4.14)
A comparison with (4.10) shows that CD is more efficient than ALS.
For the two approaches (Subsampled and Full) for one-class MF, |Ω|
in (4.14) becomes |Ω+| and mn, respectively. Because mn is too large, we
investigate if it can be reduced to O(|Ω+|) under the assumption in (4.7). The


















j is independent of i and can be pre-computed in O(n). Then
the cost of (4.15) is O(|Ω+i |). For the second term in (4.13), using (4.7) and
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If R̂ij,∀j ∈ Ω+i are available, the first term can be calculated in O(|Ω+i |) time.











in which each summation is independent of i. The main computational task
is
∑n
j=1 qjhjvj that can be pre-computed in O(nk). Therefore, the cost for
updating u is
O(|Ω+|+ nk).
Then the cost to go through all W and H’s k columns is
O(|Ω+|k + (m+ n)k2). (4.19)
If k is not large, in general (m + n)k2 is no more than |Ω+|k. Further, if a
small number S of inner iterations are taken, the O((m + n)k2) operations
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needed before them becomes a smaller portion of the total cost. Therefore,
our procedure for the Full approach has comparable complexity to that for the
Subsampled.
In the above analysis we assume that R̂ij, j ∈ Ω+i are available. In
Section 4.2.2.1, we show that they can be obtained in O(|Ω+i |) cost, the same
as other operations for the first term in (4.17). We also discuss other imple-
mentation details such as column or row access of W and H.
4.2.2.1 Implementation Details
The discussion so far assumes that R̂ij defined in (4.12) are available.
Here we investigate how they can be cheaply maintained. We begin with
discussing the situation for rating-based MF and then extend the result to
one-class MF. We note that for (i, j) ∈ Ω,
R̂ij = Aij −w>i hj +WitHjt.
Directly computing R̂ij requires O(k) operations for the dot product w
>
i hj.
Thus, the construction of (4.11) costs O(|Ω|k) operations. In [136], the time
complexity can be reduced to O(|Ω|) by maintaining the following residual Rij
Rij = Aij −w>i hj, ∀(i, j) ∈ Ω.
If Rij is available, then R̂ij can be computed in O(1) without the dot product:
R̂ij ← Rij +WitHjt,∀(i, j) ∈ Ω. (4.20)
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The maintenance of Rij after u,v are obtained can also be done in O(|Ω|) as
follows:
Rij ← R̂ij − uivj,∀(i, j) ∈ Ω.
Therefore, in one iteration of going through W and H’s all columns, the main-
tenance cost of R and R̂ is the same as that in (4.14) for updating W and
H.
Now consider the one-class scenario. For the Full approach, O(|Ω|) =
O(mn) is too high to maintain all Rij. However, based on the observation
that only R̂ij ∀(i, j) ∈ Ω+ are involved in (4.17), we can store and maintain
only Rij ∀(i, j) ∈ Ω+. As a result, the total time/space cost to maintain the
residual is O(|Ω+|).







qjHjtvj, i = 1, . . . ,m, (4.21)
both W and H’s rows (wi, hj) and columns (Hjt, j = 1, . . . , n) are needed,
but in practice one does not want to double the storage by storing W (or H) in
both row-oriented and column-oriented formats. Here we demonstrate that all
operations can be conducted by using the column-oriented format. A careful














where w̄s, h̄s, s = 1, . . . , k are column vectors in W and H. That is,
W =
[








Note that (4.22) can be pre-calculated in O(nk) before ui, i = 1, . . . ,m are
updated. Further, in (4.22) all we need is to access W and H column-wisely.
Regarding the calculation of R̂ij in (4.20), we can extract the t-th column of
W and H, and then go through all (i, j) ∈ Ω+.
4.2.2.2 Related Works
We discuss some related works. An earlier study that has reduced the
complexity of ALS to (4.19) is [93]. It is indeed a combination of ALS and CD.
Under fixed H, instead of calculating the closed-form solution (4.9), they solve
(4.8) by a fixed number of CD iterations. It has been shown in [138, Section
3.4] that for rating-based MF, the CD procedure considered here is much faster
than the approach by [93]. Besides, their procedure is more complicated for
needing the eigen-decomposition of a k by k matrix.
The recent work on PU (positive-unlabeled) learning [51] has mentioned
that the CD framework in [136] can be modified to have the complexity (4.19),
but detailed derivations are not given.
4.2.3 Stochastic Gradient (SG)
SG has been extensively used for MF [e.g., 65]. It reformulates (4.5) to


















Note that the regularization term is averaged in each lij because SG would like
the expectation on one single instance to be the same as the whole. Taking






Recall that in (4.6) λi = λ|Ω+i | and λj = λ|Ω̄+j |; therefore, in the rating-based
MF, where Ω = Ω+, we have λi/|Ωi| = λ̄j/|Ω̄j| = λ, which is exactly the
choice in the common SG update rule used in [65]. At each step SG randomly
selects an entry (i, j) ∈ Ω uniformly and updates wi and hj using the partial
gradient.
wi ← wi − η∇wi`ij(Aij,w>i hj),
hj ← hj − η∇hj`ij(Aij,w>i hj),
where η is the learning rate and









Because learning rates may significantly affect the convergence speed of SG,
we adjust them by the advanced setting in [28]. The calculation in (4.24)
shows that each SG update costs O(k) operations. For SG usually an outer
iteration refers to |Ω| updates, so the cost per iteration is
O(|Ω| × k).
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A huge difference between Subsampled and Full occurs because |Ω| = |Ω+|
and mn, respectively. Implementing the Full approach faces the following two
challenges.
1. Because we store only Aij, (i, j) ∈ Ω+ rather than ā of Ω−, for any picked
(i, j), an efficient mechanism is needed to check if it is in Ω+. However,
the implementation is not easy. For example, it takes O(log |Ω+|) using
binary search and O(1) using hash. Neither is very efficient.
2. The O(mnk) computational cost to go through the entire Ω is pro-
hibitive.




























Note that the regularization term is re-distributed because mn + |Ω+| terms










randomly select (i, j) ∈ Ω+, and use ∇wi`+ij and ∇hj`+ij to update wi and
hj.
Otherwise, randomly select (i, j) ∈ {1, . . . ,m} × {1, . . . , n}, and use
∇wi`−ij and ∇hj`−ij to update wi and hj.
The procedure effectively alleviates the issue of checking if (i, j) ∈ Ω+ or not.
It also generates an un-biased gradient estimate to the original optimization
problem (4.5) Because of the property that one of the mn + |Ω+| terms in














which is proportional to the gradient of the original objective function in (4.23).
Further, we explain in Section 4.4.3 that `−ij can be interpreted as a regular-
ization function.
For the second challenge, unfortunately we have not devised a good
strategy to reduce the mn term to O(|Ω+|). From the investigation of ALS
and CD, the key to remove the O(mn) calculation is that for computing
∑n
j=1(· · · ), ∀i, we can reformulate it to
(terms related to i)×
∑
j
(terms related to j),∀i;
see, for example, the calculation in (4.18). Then the summation over j can be
pre-computed. Therefore, we must be able to aggregate things related to i (or
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j) in the algorithm. This is very different from the design of SG, in which an
individual (i, j) is chosen at a time. We may modify SG in various ways. For
example, in (4.25), the gradient of the second summation can be calculated
without the O(mn) cost, so we can conduct SG updates for terms in the
first summation over Ω+, while apply regular gradient descent for the second.
Another possibility is to run SG in the ALS framework. That is, when H is
fixed, we apply SG to update W . Unfortunately, these modifications move SG
toward other methods such as ALS. Such modifications may be unnecessary
as we can directly apply ALS or CD.
One past study that has observed the difficulty of sampling from the
huge number of entries is [101]. In a ranking setting they show that SG con-
verges slowly by uniform sampling. They then propose a context-dependent
setting to oversample informative entries. However, such settings do not guar-
antee the complexity reduction like what we achieved for ALS and CD. Further,
existing methods to parallelize SG for MF such as [27, 37] may become not
applicable because A is split into blocks. In contrast, ALS and CD under our
new settings for one-class MF can be easily parallelized.
Based on the discussion, SG may be less suitable for the Full approach.
We experimentally confirm this result in Section 4.3.
4.3 Experimental Results
Our experiments include two parts. The first part is the comparison
of the proposed optimization methods for the Full approach (Section 4.3.3).
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Table 4.3: Data statistics for training and test sets. Zero columns/rows in
A are removed, so m and n may be different from those of the original data.
Data sets movielens1m and movielens10m are movielens with 1m and 10m (user,
item) pairs.
delicious movielens1m movielens10m netflix yahoo-music
m 2,000 6,040 69,878 480,198 1,000,990
n 3,000 3,952 10,677 17,770 624,961
|Ω+| 197,130 517,770 4,505,820 51,228,351 82,627,856
|Ω+test| 49,306 57,511 499,864 5,690,839 9,178,962
In the second part we investigate in Section 4.3.4 the performances of the
following approaches for one-class MF:
• Full: in the experiments for Full approaches, we consider a simplified
setting of (4.7) as follows.
Cij =
{
1 ∀(i, j) ∈ Ω+,
α, ∀(i, j) ∈ Ω−. (4.26)
The selection of the parameter α will be discussed in Section 4.4.2.
• Subsampled
• Ensemble: the ensemble of models from the Subsampled approach. See
details in Section 4.3.1.1
• BPR: The approach in [102] by considering an AUC (i.e., rank-based)
loss; see details in Section 4.3.1.2. We use the implementation in [29].
A focus is to compare the two techniques Full and Subsampled for selecting
negative entries.
The only publicly available one-class MF data that we are aware of is
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delicious, which is from [89].3 We use the same 4-to-1 training/test split by [89]
in our experiment.4 Besides this data, following past works [63], we modify
some rating-based MF data listed in Table 4.3 for experiments. We consider
observed entries with ratings ≥ 4 as positive.5 For some problems, training
and test sets are available, but the test sets are too small. Therefore, other
than delicious, we merge training and test sets of every problem first, and then
do a 9-to-1 split to obtain training/test sets for our experiments.
Before showing experimental results we present implementation details
and evaluation criteria in Sections 4.3.1 and 4.3.2, respectively.
4.3.1 Implementation Details
We tried the best to have efficient implementations for each optimiza-
tion method. Here we show some places of applying highly-tuned linear algebra




j in ALS is essentially the product
αHH> so we employ fast matrix-matrix operations in optimized BLAS (Ba-
sic Linear Algebra Subprograms). We use efficient posv() subroutine in the
optimized LAPACK (Linear Algebra PACKage) to solve the system of linear
equations in (4.9).6 All three methods in Section 4.2 can be parallelized, but
to focus on algorithmic differences, we use single-core implementations in our
3A tag recommendation data set from ECML’09 challenge is used in [101], but it is in fact
a multi-label data set, where the tagging behavior does not reveal user preference. Thus,
this data set is not suitable in our experiments. Furthermore, the data set is relatively small.
4The set delicious can be found at http://www.rongpan.net/data/delicious.tar.bz2.
We use the first 4-to-1 training/test split in our experiments.
5For yahoo-music, scores ≥ 80 are considered as positive.
6In all timing experiments, ATLAS [128] is used as the optimized BLAS/LAPACK.
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experiments.
4.3.1.1 Subsampled and Ensemble: Sampling Schemes
Let multinomial({pi}) be the distribution such that the i-th user index
is selected with probability pi and multinomial({qj}) be the distribution such
that the j-th item index is selected with probability qj. Most sampling schemes
considered for the Subsampled approach in the past [89, 90] can be described
by the following procedure:
• Sample i′ ∼ multinomial({pi})
• Sample j′ ∼ multinomial({qj})
• Add (i′, j′) into Ω−
Following the discussion in Section 4.1.2, we give the detailed specification
for the five Subsampled variants and the Ensemble approach compared in the
experiments:
Sampling {pi} {qj}scheme
user pi ∝ |Ω+i | qj = 1/n
item-f pi = 1/m qj ∝ |Ω̄+j |
item-w pi = 1/m qj ∝ m− |Ω̄+j |
item-s pi = 1/m qj ∝ 1/|Ω̄+j |
uniform pi = 1/m qj = 1/n
For the Ensemble approach [89], 20 Subsampled models with the uniform sam-










where (Ws, Hs) is the s-th Subsampled model. The result for Ensemble is
derived from the ranking induced by AEnsemble.
4.3.1.2 Some Details of BPR























‖wi‖2 + ‖hj+‖2 + ‖hj−‖2
)}
. (4.27)
In (4.27), all the pairs between observed items and unknown items are included
into the formulation by a logistic loss. It can be seen as an approach to
minimize the empirical AUC [102]. As the number of pairs is very large, [102]
propose to apply SG to solve (4.27). At each SG step for BPR, a pair is selected
randomly for the update. In our experiments, we use the BPR implementation
available in LIBMF [29].
4.3.2 Evaluation Criteria
For the i-th user, let Ωtest(i) be the set of candidate items whose prefer-
ence is predicted and evaluated in the testing phase. We exclude Ω+i because
the model has been trained to fit data in Ω+. Thus Ωtest(i) = [n] \ Ω+i . We
further denote Ω+test(i) ⊂ Ωtest(i) as the subset of items which receive a positive
response from the i-th user. Let
πi : Ωtest(i)→ {1, . . . , |Ωtest(i)|}
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be the ranking predicted by the recommender system (i.e., πi(j) = rank of
the j-th item) and π−1i (r) be the item with rank r; that is, πi(π
−1
i ) = r. We
consider the following evaluation criteria.
• nDCG@p: normalized discounted cumulated gain. The following cri-





[π−1i (r) ∈ Ω+test(i)]
log2(1 + r)
.
This value might be in a different range depending on p and |Ω+test(i)|,






max = maxπ DCGi@p(π). In this chapter, we report the
average nDCG@p, i.e.,
∑
i nDCGi@p/m, among all users.
• nHLU: normalized half life utility. HLU was first proposed in [17, Eq.
5] to evaluate the performance of recommender systems. For one-class
recommender systems (i.e., the ground truth rating is either 1 or 0), the







where β is the “half life” parameter denoting the rank of the item on the
list such that there is a 50-50 chance the i-th user will review that item.7
7Note that there is a typo in the description of HLU in [88, 89], where “/” is missing.
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Following the usage in [17, 88, 89], β = 5 is used in our experiments.





where HLUmaxi ≡ maxπ HLUi(π). In this chapter, we report the average
nHLU,
∑
i nHLUi/m, among all users.
8
• MAP: mean average precision. For the i-th user, the average precision











In this chapter, we report MAP, which is
∑
i APi/m.
• AUC: area under the ROC curve. For the i-th user, this is equivalent to
the ratio of violating pairs among all the pairs from Ω+test(i) × Ω−test(i),
and can be computed as follows [102]:
AUCi =
|{(j, j′) ∈ Ω+test(i)× Ω−test(i) : πi(j) > πi(j′)}|
|Ω+test(i)| × |Ω−test(i)|
.
In this chapter, we report the average AUC,
∑
i AUCi/m, among all users.
Among these four evaluation criteria, nDCG and nHLU are more appropri-
ate to evaluate the ranking performance of recommendation systems, as they
put more weights on the top-ranked items. On the other hand, AUC is less
appropriate because of its insensitivity to the position of the violating pairs.
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Table 4.4: Range of parameters considered for each one-class MF approach.
For each individual Subsampled model in the Ensemble approach, the best
combination of parameters selected for the Subsampled approach is used.
Parameter Subsampled Full BPR
λ {10−4, ..., 10−1} {10−4, ..., 10−1} {10−8, ..., 10−1}
k {24, 25, 26} {24, 25, 26} 26
Cij = α, ∀(i, j) /∈ Ω+ 1 {2−5, 2−3, 2−1, 20} 1





4.3.3 Comparison: Optimization Methods for Full
We compare the proposed optimization methods in Section 4.2 for the
Full approach. For ALS and CD, only the proposed procedures are presented
because from the complexity analysis they are clearly superior to the direct
implementation on all mn values. For SG, we consider some variants for
checking the effectiveness of the reformulation (4.25).
1. SG-Dense: the original formulation (4.23) is used and the whole Ω set
(mn elements) is stored for easily checking if (i, j) ∈ Ω+ or not.
2. SG-BSearch: we still use (4.23), but do not store Ω. A binary search is
conducted to check if (i, j) is in Ω+.
3. SG-Reform: the reformulation (4.25) is used.
Because the goal is to compare methods for the same optimization problem, we
simply set α = 0.1 in (4.26). That is, Cij = 0.1, ∀(i, j) /∈ Ω+ and 1 otherwise.









(a) Full (SG may be too slow to be shown)
(b) Subsampled
Figure 4.1: Comparison of optimization methods. The y-axis is the relative
difference to the minimal value obtained among all the methods, while the
x-axis is the running time in log-scale. See Section 4.3.3 for details of SG
variants.
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Other settings include k = 64 and λ = 0.1.
In Figure 4.1(a), we present the relation between running time (log-
scaled) and the relative difference to the minimum objective function value
obtained among all the algorithms. Results show that CD is much faster than
ALS. This observation is expected because past studies for general MF has
shown the superiority of CD. Now the mn terms in the complexity analysis of
both methods are reduced to O(|Ω+|), so the relationship still holds.
For smaller data sets movielens1m and movielens10m, SG-Dense is ap-
plicable by storing all mn elements of Ω. We observe that SG-Reform is close
to SG-Dense, so our reformulation in (4.25) is effective. SG-BSearch is the
slowest because of the binary search on checking if (i, j) ∈ Ω+. Unfortunately,
all the SG variants are significant slower than CD and ALS for larger prob-
lems like netflix or yahoo-music, for which curves cannot even be generated in
Figure 4.1(a).
Although we have explained in Section 4.2 that SG may be less suit-
able for Full, the very poor results are still somewhat surprising. Therefore,
we investigate the running speed when these methods are applied to the Sub-
sampled approach. We consider |Ω−| = |Ω+|, uniform sampling strategy, and
the optimization problem (4.2). The comparison results are in Figure 4.1(b).
Clearly SG becomes as fast as CD and much better than ALS. This result is
consistent with past studies on rating-based MF. We thus conclude that SG
fails for the Full approach because of the large mn elements. Another result
by comparing Figures 4.1(a) and 4.1(b) is that CD and ALS take similar time
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for Full and Subsampled. Therefore, our study enables the Full approach to be
computationally feasible for one-class collaborative filtering.
4.3.4 Comparison: One-class MF Approaches
We compare one-class MF approaches listed in the beginning of this
section. After finding that Full is better in initial experiments, we consider
the following settings to check if the difference between Full and others is
significant.
• For Full, we conduct parameter selection for each evaluation criterion by
splitting the training set to two parts for training (90%) and evaluation
(10%). The parameters achieving the best validation results are used to
train the final model. We then report the performance on the test set.
• For Subsampled and BPR, we omit the validation procedure. Instead,
for each evaluation criterion, we consider all parameter combinations
(including several sampling strategies for Subsampled) and report the
best test result. Therefore, we overfit the test set to get an optimistic
estimate of the performance.
• For Ensemble, we combine 20 Subsampled models [89]. We use the same
best parameter selected for Subsampled for each individual model.
To see if Full is significantly better, we deliberately overestimate the perfor-
mance of others. Parameters used for each method are in Table 4.4. In the
testing phase Ω+ is excluded because they may have been well fitted in train-
ing.
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Table 4.5 shows that for nDCG, nHLU, and MAP, Full is significantly
better than all other approaches. For AUC, all approaches give similar values
close to one. For a recommender system, AUC is less suitable because it con-
siders the overall number of violating pairs without emphasizing the position
of top-ranked (i.e., recommended) items.
Although Ensemble improves the performance of the pure Subsampled
approach on movielens1m, movielens10m, and netflix, the performance gap be-
tween Ensemble and Full is still large in Table 4.5. This observation is very
different from the finding in [89], where Ensemble is able to yield competitive
performance as the Full approach. Based on the observation in Table 4.5 that
the larger the size of the data set, the larger the gap between Ensemble and
Full, we think that the finding regarding the Ensemble performance in [89] only
holds for small data sets.9
Note that for the data set delicious used in [89], here we see a bigger
performance gap between Full and Ensemble. The reason might be that first
our k is 64 rather than their 16, and second we have selected the parameter α
for Full by a validation procedure.
Test time is an important concern for one-class MF because for each
user i, we must calculate w>i hj, ∀j to find the top items. The Ensemble ap-
proach particularly suffers from lengthy test time because the use of 20 models
causes a 20-fold increase of the prediction cost. For example, the test time for
9The statistics of two data sets used in [89] are m = 3, 158;n = 1, 536; |Ω+| = 84, 117
and m = 3, 000;n = 2, 000; |Ω+| = 246, 436, respectively.
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Table 4.5: Comparison of one-class MF approaches. The best performed





Subsampled 41.40 27.74 26.58 14.37 0.86687
Ensemble 41.64 28.13 27.00 14.56 0.85218
BPR 20.70 27.49 27.71 16.32 0.88835
Full 56.05 38.53 36.86 21.51 0.89182
movielens1m
Subsampled 14.69 14.94 15.79 11.17 0.93743
Ensemble 20.60 19.00 19.73 13.82 0.94594
BPR 7.37 15.42 16.65 11.00 0.94463
Full 28.91 23.66 24.11 16.35 0.94536
movielens10m
Subsampled 9.33 12.10 13.31 10.00 0.97293
Ensemble 12.96 15.47 16.73 12.30 0.97633
BPR 16.48 16.66 17.90 12.20 0.97706
Full 25.64 23.81 24.94 17.70 0.97372
netflix
Subsampled 10.62 11.27 12.03 8.91 0.97224
Ensemble 15.15 15.16 15.83 11.13 0.97579
BPR 18.40 15.97 16.19 10.36 0.97587
Full 27.04 22.62 22.72 13.95 0.96962
yahoo-music
BPR 12.41 12.05 12.62 8.29 0.99520
Full 38.64 34.71 35.26 26.75 0.99185
yahoo-music is about 70 times more than the time required for netflix, which is
the reason why we omit the experiments for Subsampled. Developing methods
to reduce the test time is an important future issue. See more discussions in
Section 4.4.5.
4.3.5 Analysis of Sampling Schemes for the Subsampled Approach
The numbers reported for the Subsampled approach in Table 4.5 are
the best results from all the sampling schemes. Table 4.6 shows the detailed
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Table 4.6: Comparison among various sampling schemes for the Subsam-







user 41.40 32.62 27.74 26.58 14.37 0.85985
item-f 1.55 1.84 1.89 1.98 2.04 0.69648
item-w 39.15 31.21 26.63 25.65 14.15 0.86687
item-s 29.65 24.05 21.92 21.35 12.26 0.84855





13.16 11.54 12.23 12.87 9.14 0.93290
0.78 0.94 1.17 1.33 1.47 0.78903
13.56 13.67 14.74 15.67 11.12 0.93723
7.88 7.08 8.06 8.53 5.80 0.90470






user 10.55 9.55 10.17 10.87 8.17 0.97250
item-f 0.91 1.36 1.93 2.27 1.95 0.85310
item-w 9.47 9.99 11.96 13.18 9.92 0.97304
item-s 2.84 3.29 4.21 4.81 4.35 0.95693





10.26 9.61 9.96 10.48 7.54 0.97192
1.26 1.74 2.07 2.27 1.66 0.85662
10.43 10.02 11.01 11.77 8.75 0.97212
4.45 4.70 5.37 5.80 4.69 0.95741
10.62 10.22 11.27 12.03 8.91 0.97224
comparison among various sub-sampling schemes. We can make the following
observations:
• The “uniform” scheme performs the best in general, and the “user”
scheme is also competitive among all sampling schemes. This result
is slightly different from the conclusion in [89], where the “user” scheme
is slightly better than the “uniform” scheme.
• The “item-f” scheme is considered as a baseline in [90]. However, this
scheme gives the worst performance among all schemes considered here.
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4.4 Discussions
In this section before making conclusions we make some further analysis
of experimental results and point out some future issues for investigation.
4.4.1 Some Explanation about the Superiority of Full over Subsam-
pled
We give possible explanations about the superiority of Full over Sub-
sampled. For Subsampled, by selecting only a small subset of missing entries as
negative data, we fit them by using W and H but ignore others. Then the gen-
eralization ability may not be good. The importance of considering all missing
data can also be seen in the best α selected by the validation procedure; see
(4.26) for the definition of α. Because of the large number of negative data,
we expect that α should be small. Interestingly, we find that α can be neither
too small nor too large. A too small α causes W and H to underfit negative
missing data, while a too large α causes W and H to wrongly fit positive miss-
ing data. In the theoretical study of PU (positive-unlabeled) learning10 [51],




where ρ̄ is the percentage of positive entries that are observed. When ρ̄→ 1,
most missing entries are negative, so α ≈ 1 causes w>i hj to fit 0 for missing
data. In contrast, when ρ̄ → 0, some missing entries are indeed positive, so
we should not let w>i hj be very close to zero. Therefore, α should be smaller.
10One-class MF is a method for PU matrix completion.
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4.4.2 Performance versus Various Values of α
To better understand the influence of the α parameter in (4.26), we
generate a synthetic ground truth matrix A as follows:




1 if Āij ≥ ā,
0 otherwise,
where ā is the value such that
|{Āij ≥ ā}| = 0.2×mn.
As mentioned earlier, theoretical results in [51] suggest that the best α is a
function of ρ̄, which is the ratio of the observed positive entries over the entire
positive entries. For a given ρ̄, we construct a training set Ω+(ρ̄) by sampling
positive entries from A such that
|Ω+(ρ̄)|
|{(i, j) : Aij = 1}|
= ρ̄.
As the ground truth is available in the synthetic data set, we report the ranking
performance over the entire item set. That is, Ωtest(i) = {1, . . . , n}, ∀i because
we do not exclude Ω+i .
Figures 4.2–4.3 show the results on synthetic matrices A of various sizes
(m = n = 500, m = n = 1, 000, and m = n = 5, 000) with k = 10. The x-axis
denotes the value of α used in the optimization problem, and we report results
for α ∈ {2−20, 2−18, . . . , 28}. The y-axis denotes the performance for each α
with the best λ selected from {10−12, . . . , 10−1}. Each curve in Figures 4.2–
4.3 corresponds to a pair of training and test sets generated under a specific
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ρ̄. Four values of ρ̄ are considered: 0.95, 0.1, 0.05, and 0.01. We make the
following observations:
• The shape of curves for ρ̄ = 0.1 and ρ̄ = 0.05 is concave, which means
that the best α cannot be too large or too small. The result reconfirms
the discussion in Section 4.4.1. Therefore, suitable validation procedures
are required to get the best performance.
• The theoretical results from [51] suggest that with an appropriate choice




the Full approach can recover the ground truth binary matrix A from
WH> obtained by (4.4) with high probability (i.e., high point-wise ac-
curacy). This suggests that if ρ̄ is close to 1, the best α should also close
to 1; on the other hand, if ρ̄ is close to 0, the best α should also close to
0. Although the evaluation criteria considered here is not the point-wise
accuracy considered in [51], we can still observe a similar trend on these
ranking-based criteria.
4.4.3 Regularization for One-Class MF
In this section, we explain what we claimed earlier in Section 4.2.3 that






ij, can be considered as a regularization
function for one-class MF. Based on the definition on `−ij, it is not hard to see
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Figure 4.2: Performance versus various values of α on synthetic data sets with








i hj) = ‖Cw(WH> − ā1m × 1>n )Ch‖2F + λ‖DwW‖2F + λ‖DhH‖2F ,
(4.28)
where 1m × 1>n is the all one matrix, Cw =
√
diag(p) and Ch =
√
diag(q)
are diagonal matrices with
(Cw)ii =
√




Figure 4.3: Performance versus various values of α on synthetic data sets with
m = n = 1, 000.















As we can see, (4.28), derived from the summation of `− terms, can be regarded
as a special regularization function on the model W and H which encourages
11If all the regularization are distributed to `−ij terms in the reformulation (4.25), (Dw)ii =√




the structure that all the missing entries are close to ā. From this point of
view, the Full approach can be considered as an empirical risk minimization






where the loss function `+ only applies to the explicitly observed entries, while
the implicit responses are captured by the regularization R(W,H). Interest-
ingly, this interpretation to incorporate implicit responses into regularization
also fits in a recent proposed implicit matrix factorization approach [40], where
the likelihood of A for a given model (W,H) is















−Aij log(w>i hj)︸ ︷︷ ︸
`+ij
+ e>WH>e︸ ︷︷ ︸
R(W,H)
. (4.30)
We can clearly see that the first term of (4.30) corresponds to the Poisson
loss for the explicitly observed positive ratings, while the second term can be
regarded a regularizer accounting for the implicit responses.
4.4.4 Connection to word2vec
Recently, word2vec [80] for NLP applications identifies a latent vector
representing each word from a set of observed word-context pairs. It can be
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considered as a one-class MF problem [67]. Currently negative entries are se-
lected by the Subsampled approach. In particular, the skip gram negative sam-
pling (SGNS) objective [67] tries to maximize the probability for the observed
word-context pairs while simultaneously maximizing that for unobserved (i.e.,
negative) pairs. Under the assumption that a randomly selected context for a
given word is likely not an observed pair, SGNS randomly subsamples a few
“negative” contexts from the entire set of contexts for each observed word-
context pair. One can see that SGNS is essentially a Subsampled approach for
word embedding learning. Thus, our investigation on Subsampled versus Full
may be useful for this NLP technique. It is also interesting to ask whether the
efficient techniques developed in this chapter can be extended to handle non
squared-L2 loss functions such as the one used in word2vec.
4.4.5 Computational Issue in Prediction
With the proposed efficient algorithms in Section 4.2, the time com-
plexity of the training procedure for one-class MF is only linear in |Ω+| for
both Full and Subsampled approaches. However, item prediction remains a
computational challenge. Given a recommender model (W,H) with m users
and n items, item prediction for the i-th user requires the ranking or the max-
imum over n −
∣∣Ω+i
∣∣ inner products (i.e, w>i hj, j ∈ [n] \ Ω+i ), which is close
to O(nk) as
∣∣Ω+i
∣∣ is usually small. Thus, item prediction for all the m users
requires O(mnk) operations, which can be orders of magnitude more than the
training phase. There have been a few recent works about how to reduce the
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time complexity of searching the maximum of inner products [9, 10, 85, 104].
4.5 Summary of the Contributions
In this chapter, we have developed efficient techniques to solve the hard
optimization problem of the Full approach, which treats every missing entry
as negative. We then conduct thorough experiments to show that the Full ap-
proach gives much better performances than the Subsampled approach. There-
fore, our work has made the Full approach very useful for large-scale one-class
matrix factorization. This work is presented in [142]. We have also extended
the one-class MF work to incorporate various types of side information [143].
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Chapter 5
LEML: Low-rank Structured Multi-label
Learning with Missing Values
Large scale multi-label classification is an important learning problem
with several applications to real-world problems such as image/video anno-
tation [22, 122] and query/keyword suggestions [3]. The goal in multi-label
classification is to predict a label vector y ∈ {0, 1}L for a given data point
x ∈ Rd. This problem has been studied extensively in the domain of struc-
tured output learning, where the number of labels is assumed to be small and
the main focus is thus, on modeling inter-label correlations and using them to
predict the label vector [45].
Due to several motivating real-life applications, recent research on multi-
label classification has largely shifted its focus to the other end of the spectrum
where the number of labels is assumed to be extremely large, with the key chal-
lenge being the design of scalable algorithms that offer real-time predictions
and have a small memory footprint. In such situations, simple methods such
as 1-vs-all or Binary Relevance (BR), that treat each label as a separate binary
classification problem fail miserably. For a problem with (say) 104 labels and
The materials in this Chapter have been published in [139]. I proposed the problem
formulation, developed the algorithms and conducted the experiments.
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106 features, which is common in several applications, these methods have a
memory footprint of around 100 Gigabytes and offer slow predictions.
A common technique that has been used to handle the label prolifera-
tion problem in several recent works is “label space reduction”. The key idea
in this technique is to reduce the dimensionality of the label-space by using
either random projections or canonical correlation analysis (CCA) based pro-
jections [25, 53, 61, 115]. Subsequently, these methods perform prediction on
the smaller dimensional label-space and then recover the original labels by
projecting back onto the high dimensional label-space. In particular, [25] re-
cently proposed an efficient algorithm with both label-space and feature-space
compression via a CCA type method with some orthogonality constraints.
However, this method is relatively rigid and cannot handle several important
issues inherent to multi-label problems; see Section 5.1.1 for more details.
In this chapter we take a more direct approach by formulating the prob-
lem as that of learning a low-rank linear model Z ∈ Rd×L s.t. ypred = Z>x.
We cast this learning problem in the standard ERM framework that allows us
to use a variety of loss functions and regularizations for Z. This framework
unifies several existing dimension reduction approaches. In particular, we show
that if the loss function is chosen to be the squared-L2 loss, then our proposed
formulation has a closed form solution, and surprisingly, the conditional prin-
cipal label space transformation (CPLST) method of [25] can be derived as a
special case. However, the flexibility of the framework allows us to use other
loss functions and regularizers that are useful for preventing overfitting and
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increasing scalability.
Moreover, we can extend our formulation to handle missing labels; in
contrast, most dimension reduction formulations (including CPLST) cannot
accommodate missing labels. The ability to learn in the presence of missing
labels is crucial as for most real-world applications, one cannot expect to ac-
curately obtain (either through manual or automated labeling) all the labels
for a given data point. For example, in image annotation, human labelers tag
only prominent labels and typically miss out on several objects present in the
image. Similarly, in online collections such as Wikipedia, where articles get
tagged with categories, human labelers usually tag only with categories they
know about. Moreover, there might be considerable noise in the labeling.
In order to solve for the low-rank linear model that results from our for-
mulation, we use the popular alternating minimization algorithm that works
well despite the non-convexity of the rank constraint. For general loss func-
tions and trace-norm regularization, we exploit subtle structures present in
the problem to design a fast conjugate gradient based method. For the special
case of squared-L2 loss and trace-norm regularization, we further exploit the
structure of the loss function to provide a more efficient and scalable algorithm.
As compared to direct computation, our algorithm is O(d̄) faster, where d̄ is
the average number of nonzero features in an instance.
On the theoretical side, we perform an excess risk analysis for the trace-
norm regularized ERM formulation with missing labels, assuming labels are
observed uniformly at random. Our proofs do not follow from existing re-
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sults due to missing labels and require a careful analysis involving results
from random matrix theory. Our results show that while in general the low-
rank promoting trace-norm regularization does not provide better bounds than
learning a full-rank matrix (e.g. using Frobenius norm regularization), for sev-
eral interesting data distributions, trace-norm regularization does indeed give
significantly better bounds. More specifically, for isotropic data distributions,
we show that trace-norm based methods have excess risk of O( 1√
nL
) while full-
rank learning can only guarantee O( 1√
n
) excess risk, where n is the number of
training points.
Finally, we provide an extensive empirical evaluation of our method
on a variety of benchmark datasets. In particular, we compare our method
against three recent label compression based methods: CPLST [25], Bayesian-
CS [61], and WSABIE [127]. On almost all datasets, our method significantly
outperforms these methods, both in the presence and absence of missing la-
bels. Finally, we show the scalability of our method by applying it to a recently
curated Wikipedia dataset [3], that has 881,805 training samples and 213,707
labels. The results show that our method not only provides reasonably ac-
curate solutions for such large-scale problems, but that the training time is
orders of magnitude lesser than several existing methods.
Related Work. Typically, Binary Relevance (BR), which treats each
label as an independent binary classification task, is quite accurate for multi-
label learning. However, for a large number of labels, this method becomes
infeasible due to increased model size and prediction time. Recently, tech-
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niques have been developed that either reduce the dimension of the labels,
such as the Compressed Sensing Approach [53], PLST [115], CPLST [25], and
Bayesian CS [61], or reduce the feature dimension, such as [114], or both, such
as WSABIE [127]. Most of these techniques are tied to a specific loss function
(e.g., CPLST and BCS cater only to the squared-L2 loss, and WSABIE works
with the weighted approximate ranking loss) and/or cannot handle missing
labels.
Our framework models multi-label classification as a general ERM prob-
lem with a low-rank constraint, which not only generalizes both label and
feature dimensionality reduction but also brings in the ability to support var-
ious loss functions and allows for rigorous generalization error analysis. We
show that our formulation not only retrieves CPLST, which has been shown
to be fairly accurate, as a special case, but substantially enhances it by use of
regularization, other loss functions, allowing missing labels etc.
Organization. We begin by studying a generic low-rank ERM frame-
work for multi-label learning in Section 5.1. Next, we propose efficient algo-
rithms for the framework in Section 5.2.We then present empirical results in
Section 5.4.
5.1 Problem Formulation
In this section we present a generic ERM-style framework for multi-
label classification. For each training point, we shall receive a feature vector
xi ∈ Rd and a corresponding label vector yi ∈ {0, 1}L with L labels. For any
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j ∈ [L], yji = 1 will denote that the lth label is “present” or “on” whereas
yji = 0 will denote that the label is “absent” or “off”. Note that although we
focus mostly on the binary classification setting in this chapter, our methods
easily extend to the multi-class setting where yji ∈ {1, 2, . . . , C}.
Our predictions for the label vector shall be parametrized as f(x;Z) =
Z>x, where Z ∈ Rd×L. Although we have adopted a linear parametrization
here, our results can easily be extended for non-linear kernels as well. Let
`(y, f(x;Z)) ∈ R be the loss function that computes the discrepancy between
the “true” label vector and the prediction. We assume that the loss function




The motivation for our framework comes from the observation that
although the number of labels in a multi-label classification problem might
be large, there typically exist significant label correlations, thus reducing the
effective number of parameters required to model them to much less than
d × L. We capture this intuition by restricting the matrix Z to learn only a
small number of “latent” factors. This constrains Z to be a low rank matrix
which not only controls overfitting but also gives computational benefits.
Given n training points our training set will be (X, Y ) where X =
[x1, . . . ,xn]
> and Y = [y1 y2 . . . yn]
>. Using the loss function `, we propose
to learn the parameters Z by using the canonical ERM method, i.e.,








j(xi;Z)) + λ · R(Z),
s.t. rank(Z) ≤ k, (5.1)
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where R(Z) : Rd×L → R is a regularizer. If there are missing labels, we
compute the loss over the known labels:






j(xi;Z)) + λ · R(Z),
s.t. rank(Z) ≤ k, (5.2)
where Ω ⊆ [n] × [L] is the index set that represents “known” labels. Note
that in this work, we assume the standard missing value setting, where each
label can be either on, off (i.e., Yij = 1 or 0), or missing (Yij =?); several other
works have considered another setting where only positive labels are known
and are given as 1 in the label matrix, while negative or missing values are all
denoted by 0 [3, 19].
5.1.1 Special Case: Squared-L2 loss
In this section, we study (5.1) and (5.2) for the special case of squared
L2 loss function, i.e., `(y, f(x;Z)) = ‖y − f(x;Z)‖22. We show that in the
absence of missing labels, the formulation in (5.1) can be solved optimally
for the squared L2 loss using SVD. Furthermore, by selecting an appropriate
regularizer r(Z) and λ, our solution for L2 loss is exactly the same as that of
CPLST [25].
We first show that the unregularized form of (5.1) with `(y, f(x;Z)) =
‖y − Z>x‖22 has a closed form solution.
Claim 5.1. If `(y, f(x;Z)) = ‖y − Z>x‖22 and λ = 0, then
VXΣ
−1
X Mk = arg min
Z:rank(Z)≤k
‖Y −XZ‖2F , (5.3)
130
where X = UXΣXV
>
X is the thin SVD decomposition of X, and Mk is the
rank-k truncated SVD of M ≡ U>XY .
See [139, Appendix] for a proof of Claim 5.1. We now show that this
is exactly the solution obtained by [25] for their CPLST formulation.
Claim 5.2. The solution to (5.3) is equivalent to ZCPLST = WCPLSTH
>
CPLST
which is the closed form solution for the CPLST scheme.
See [139, Appendix] for a proof. Note that [25] derive their method by
relaxing a Hamming loss problem and dropping constraints in the canonical
correlation analysis in a relatively ad-hoc manner. The above results, on the
other hand, show that the same model can be derived in a more principled
manner. This helps us in extending the method for several other problem
settings in a principled manner and also helps in providing excess risk bounds:
• As shown empirically, CPLST tends to overfit significantly whenever d
is large. However, we can handle this issue by setting λ appropriately.
• The closed form solution in [25] cannot directly handle missing labels
as it requires SVD on fully observed Y . In contrast, our framework can
itself handle missing labels without any modifications.
• The formulation in [25] is tied to the L2 loss function. In contrast, we can
easily handle other loss functions; although, the optimization problem
might become more difficult to solve.
We note that such links between low rank solutions to multi-variate
regression problems and PCA/SVD are well known in literature [18, 56]. How-
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ever, these results are mostly derived in the stochastic setting under various
noise models whereas ours apply to the empirical setting. Moreover, these
classical results put little emphasis on large scale implementation.
5.2 Algorithms
In this section, we apply the alternating minimization technique for
optimizing (5.1) and (5.2). For a matrix Z with a known low rank k, it is
inefficient to represent it using d×L entries, especially when d and L are large.
Hence we consider a low-rank decomposition of the form Z = WH>, where
W ∈ Rd×k and H ∈ RL×k. We further assume that R(Z) can be decomposed
into Rw(W ) +Rh(H). In the following sections, we present results with the
trace norm regularization, i.e., W(Z) = ‖Z‖tr, which can be decomposed as
‖Z‖tr = 12(‖W‖2F + ‖H‖2F ). Thus, minZ JΩ(Z) with the rank constraint is













where h>j is the j-th row of H. Note that when either of W or H is fixed,
JΩ(W,H) becomes a convex function. This allows us to apply alternating min-
imization, a standard technique for optimizing functions with such a property,






} is generated by








For a convex loss function, (W (t), H(t)) is guaranteed to converge to a station-








are uniquely defined [see 14, Proposition 2.7.1]. In fact, when the squared loss
is used and Y is fully observed, the case considered in Section 5.2.2, we can
prove that (W (t), H(t)) converges to the global minimum of (5.4) when either
λ = 0 or X is orthogonal.
Once W is fixed, updating H is easy as each row hj of H can be
independently updated as follows:









λ · ‖h‖22, (5.5)
which is easy to solve as k is small in general. Based on the choice of the loss
function, (5.5) is essentially a linear classification or regression problem over k
variables with |{i : (i, j) ∈ Ω}| instances. If H is fixed, updating W is more in-
volved as all variables are mixed up due to the pre-multiplication with X. Let
x̃ij = hj ⊗xi (where ⊗ denotes the outer product). It can be shown that up-
dating W is equivalent to a regularized linear classification/regression problem
with |Ω| data points {(Yij, x̃ij) : (i, j) ∈ Ω}. Thus if W ∗ = arg minW JΩ(W,H)












λ · ‖w‖22. (5.6)
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Algorithm 5.1 General Loss with Missing Labels
To compute ∇g(w):
1. A← XW , where vec(W ) = w.







1. A← XW , where vec(W ) = w.
2. B ← XS, where vec(S) = s.






Algorithm 5.2 Squared Loss with Full Labels
To compute ∇g(w):
1. A← XW , where vec(W ) = w.
2. B ← Y H.







1. A← XS, where vec(S) = s.






Taking the squared loss as an example, the above is equivalent to a
regularized least squares problem with dk variables. When d is large, say 1M,
the closed form solution, which requires inverting a dk×dk matrix, can hardly
be regarded as feasible. As a result, updating W efficiently turns out to be
the main challenge for alternating minimization.
In large-scale settings where both dk and |Ω| are large, iterative meth-
ods such as Conjugate Gradient (CG), which perform cheap updates and
offer a good approximate solution within a few iterations, are more appro-
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priate to solve (5.6). Several linear classification/regression packages such
as LIBLINEAR [35] can handle such problems if {x̃ij : (i, j) ∈ Ω} are avail-
able. The main operation in such iterative methods is a gradient calculation
(∇g(w)) or a multiplication of the Hessian matrix and a vector (∇2g(w)s).
Let X̃ = [· · · x̃ij · · · ]>(i,j)∈Ω and d̄ =
∑n
i=1 ‖x‖0/n. Then these operations re-
quire at least nnz(X̃) = O(|Ω|d̄k) time to compute in general.
However, as we show below, we can exploit the structure in X̃ to develop
efficient techniques such that both the operations mentioned above can be
done in O((|Ω|+ nnz(X) + d+ L)× k) time. As a result, iterative methods,
such as CG, can achieve O(d̄) speedup. Our techniques make the alternating
minimization efficient enough to handle large-scale problems.
5.2.1 Fast Operations for General Loss Functions
We assume that the loss function is a general twice-differentiable func-
tion `(a, b), where a and b are scalars. Let `′(a, b) = ∂
∂b
`(a, b), and `′′(a, b) =
∂2
∂b2












ij + λI. (5.8)
A direct computation of ∇g(w) and ∇2g(w)s using (5.7) and (5.8) requires
at least O(|Ω|d̄k) time. Below we give faster procedures to perform both
operations.
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where D is sparse with Dij = `
′(Yij,w






Assuming that `′(a, b) can be computed in constant time, which holds for most
loss functions (e.g. squared-L2 loss, logistic loss), the gradient computation can
be done in O((nnz(X) + |Ω|+ d)× k) time. Algorithm 5.1 gives the details
of computing ∇g(w) using (5.9).
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s+ λs,
where `′′ij = `
′′(Yij,w
>x̃ij). Let S be the d×k matrix such that s = vec(S). Us-
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Table 5.1: Computation of `′(a, b) and `′′(a, b) for different loss functions. Note
that for the logistic and L2-hinge loss in Table 5.1, Yij is assumed to be −1,+1


















L2-hinge loss (max(0, 1− ab))2 −2amax(0, 1− ab) 2 · I[ab < 1]
where U is sparse, and Uij = `
′′






In Algorithm 5.1, we describe a detailed procedure for computing the Hessian-
vector multiplication in
O((nnz(X) + |Ω|+ d)× k) time using (5.10).
Loss Functions. See Table 5.1 for expressions of `′(a, b) and `′′(a, b)
for three common loss functions: squared loss, logistic loss, and squared hinge
loss. Thus, to solve (5.6), we can apply CG for squared loss and TRON [74]
for the other two loss functions. Note that although L2-hinge loss is not twice-
differentiable, the sub-differential of ∂
∂b
`(a, b) still can be used for TRON to
solve (5.6).
5.2.2 Fast Operations for Squared Loss with Full Labels
For the situation where labels are fully observed, solving (5.1) efficiently
in the large-scale setting remains a challenge. The closed form solution from
(5.3) is not ideal for two reasons: firstly since it involves the SVD of both
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X and U>XY , the solution becomes infeasible when rank of X is large. Sec-
ondly, since it is an unregularized solution, it might overfit. Indeed CPLST
has similar scalability and overfitting issues due to absence of regularization
and requirement of pseudo inverse calculations for X. When Y is fully ob-
served, Algorithm 5.1, which aims to handle missing labels with a general loss
function, is also not scalable as |Ω| = nL imposing a O(nLk + nnz(X)k) cost
per operation which is prohibitive when n and L are large.
Although, for a general loss, an O(nLk) cost seems to be inevitable,
for the L2 loss, we propose fast procedures such that the cost of each oper-
ation only depends on nnz(Y ) instead of |Ω|. In most real-world multi-label
problems, nnz(Y )  nL = |Ω|. As a result, for the squared loss, our tech-
nique allows alternating minimization to be performed efficiently even when
|Ω| = nL.
If the squared loss is used, the matrix D in Eq. (5.9) is D = XWH>−Y













With a careful choice of the sequence of the matrix multiplications, we show
detailed procedures in Algorithm 5.2, which use only O(nk + k2) extra space
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and O((nnz(Y ) + nnz(X))k + (n+ L)k2) time to compute both ∇g(w) and
∇2g(w)s efficiently.
5.3 Generalization Error Bounds
In this section we analyze excess risk bounds for our learning model
with trace norm regularization. Our analysis demonstrates the superiority of
our trace norm regularization-based technique over BR and Frobenius norm
regularization. We require a more careful analysis for our setting since stan-
dard results do not apply because of the presence of missing labels.
Our multi-label learning model is characterized by a distribution D
on the space of data points and labels X × {0, 1}L where X ⊆ Rd and a
distribution that decides the pattern of missing labels. We receive n training
points (x1,y1), . . . , (xn,yn) sampled i.i.d from the distribution D, where yi ∈
{0, 1}L are the ground truth label vectors. However we shall only be able
to observe the ground truth label vectors yi at s random locations. More
specifically, for each i we only observe yi at locations l
1
i , . . . , l
s
i ∈ [L] where the
locations are chosen uniformly from the set [L] and the choices are independent
of (xi,yi).
Given this training data, we learn a predictor Ẑ by performing ERM
over a constrained set of predictors as follows:












where L̂(Z) is the empirical risk of a predictor Z. Note that although the
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method in Equation 5.2 uses a regularized formulation that is rank-constrained,
we analyze just the regularized version without the rank constraints for sim-
plicity. As the class of rank-constrained matrices is smaller than the class
of trace-norm constrained matrices, we can in fact expect better generaliza-
tion performance than that indicated here, if the ERM problem can be solved
exactly.
Our goal would be to show that Ẑ has good generalization properties i.e.
L(Ẑ) ≤ inf
R(Z)≤λ






risk of a predictor.
Theorem 5.1. Suppose we learn a predictor using the formulation
Ẑ = arg inf
‖Z‖tr≤λ
L̂(Z)
























We refer to Appendix of [139] for the proof. Interestingly, we can
show that our analysis, obtained via uniform convergence bounds, is tight
and cannot be improved in general. See Appendix of [139] for the tightness
argument. However, it turns out that Frobenius norm regularization is also
able to offer the same excess risk bounds and thus, this result does not reveal
any advantage for trace norm regularization. Nevertheless, we can still get
improved bounds for a general class of distributions over (x,y):
140
Theorem 5.2. Let the data distribution satisfy the following conditions: 1)





is ‖X‖2 = σ1,
2) tr(X) = Σ and 3) the distribution on X is sub-Gaussian i.e. for some η > 0,










, then with probability at least




































The proof of Theorem 5.2 can be found in Appendix of [139].
We note that the assumptions on the data distribution are trivially
satisfied with finite σ1 and η by any distribution with support over a compact
set. However, for certain distributions, this allows us to give superior bounds
for trace norm regularization. We note that Frobenius norm regularization can





style excess error bound even for such distributions
(see Appendix in [139] for a proof), whereas trace norm regularization allows





style bounds. This is especially contrasting when, for
instance, λ = O(
√











. Thus, trace norm seems better suited to exploit situations where
the data distribution is isotropic.
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Intuitively, we expect such results due to the following reason: when
labels are very sparsely observed, such as when s = O(1), we observe the value
of each label on O(n/L) training points. In such a situation, Frobenius norm
regularization with say λ =
√
L essentially allows an independent predictor
zl ∈ Rd to be learned for each label l ∈ [L]. Since all these predictors are being
trained on only O(n/L) training points, the performance accordingly suffers.
On the other hand, if we were to train a single predictor for all the labels
i.e. Z = z1> for some z ∈ Rd, such a predictor would be able to observe O(n)
points and consequently have much better generalization properties. Note that
this predictor also satisfies ‖z1>‖tr ≤
√
L. This seems to indicate that trace
norm regularization can capture cross label dependencies, especially in the
presence of missing labels, much better than Frobenius norm regularization.
Having said that, it is important to note that trace norm and Frobe-
nius norm regularization induce different biases in the learning framework. It
would be interesting to study the bias-variance trade-offs offered by these two
regularization techniques. However, in presence of label correlations we expect
both formulations to suffer similar biases.
5.4 Experimental Results
We now evaluate our proposed algorithms in terms of accuracy and
stability. This discussion shall demonstrate the superiority of our method
over other approaches.
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Table 5.2: Data statistics. d and L are the number of features and labels,
respectively, and d̄ and L̄ are the average number of nonzero features and
positive labels in an instance, respectively.
Training set Test set
Dataset d L n d̄ L̄ n d̄ L̄
bibtex 1,836 159 4,880 68.74 2.40 2,515 68.50 2.40
autofood 9,382 162 155 143.92 15.80 38 143.71 13.71
compphys 33,284 208 161 792.78 9.80 40 899.02 11.83
delicious 500 983 12,920 18.17 19.03 3,185 18.80 19.00
eurlex 5,000 3,993 17,413 236.69 5.30 1,935 240.96 5.32
nus-wide 1,134 1,000 161,789 862.70 5.78 107,859 862.94 5.79
wiki 366,932 213,707 881,805 146.78 7.06 10,000 147.78 7.08
Datasets. We considered a variety of benchmark datasets including
four standard datasets (bibtex, delicious, eurlex, and nus-wide), two datasets
with d L (autofood and compphys), and a very large scale Wikipedia based
dataset, which contains about 1M wikipages and 200K labels. See Table 5.2
for more information about the datasets. We conducted all experiments on an
Intel machine with 32 cores.
Competing Methods. A list containing details of the competing
methods (including ours) is given below. Note that CS [53] and PLST [115]
are not included as they are shown to be suboptimal to CPLST and BCS in
[25, 61].
1. LEML (Low rank Empirical risk minimization for Multi-Label Learning):
our proposed method. We implemented CG with Algorithms 5.1 and
5.2 for squared loss, and TRON [74] with Algorithm 5.1 for logistic and
squared hinge loss.
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Table 5.3: Comparison of LEML with various loss functions and WSABIE on
smaller datasets. SQ denotes squared loss, LR denotes logistic regression loss,
and SH denotes squared hinge loss





k/L SQ LR SH SQ LR SH
bibtex
20% 34.16 25.65 27.37 28.77 0.8910 0.8677 0.8541 0.9055
40% 36.53 28.20 24.81 30.05 0.9015 0.8809 0.8467 0.9092
60% 38.00 28.68 23.26 31.11 0.9040 0.8861 0.8505 0.9089
autofood
20% 81.58 80.70 81.58 66.67 0.9565 0.9598 0.9424 0.8779
40% 76.32 80.70 78.95 70.18 0.9277 0.9590 0.9485 0.8806
60% 70.18 80.70 81.58 60.53 0.8815 0.9582 0.9513 0.8518
compphys
20% 80.00 80.00 80.00 49.17 0.9163 0.9223 0.9274 0.8212
40% 80.00 78.33 79.17 39.17 0.9199 0.9157 0.9191 0.8066
60% 80.00 80.00 80.00 49.17 0.9179 0.9143 0.9098 0.8040
delicious
20% 61.20 53.68 57.27 42.87 0.8854 0.8588 0.8894 0.8561
40% 61.23 49.13 52.95 42.05 0.8827 0.8534 0.8868 0.8553
60% 61.15 46.76 49.58 42.22 0.8814 0.8517 0.8852 0.8523
2. CPLST: the method proposed in [25]. We used code provided by the
authors.
3. BCS: the method proposed in [61]. We used code provided by the au-
thors.
4. BR: Binary Relevance with various loss functions.
5. WSABIE: Due to lack of publicly available code, we implemented this
method and hand-tuned learning rates and the margins for each dataset
as suggested by the authors of WSABIE [126].
Evaluation Criteria. We used three criteria to compare the methods:
top-K accuracy (performance on a few top predictions), Hamming loss (overall
classification performance), and average AUC (ranking performance).
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5.4.1 Results with full labels
We divide datasets into two groups: small datasets (bibtex, autofood,
compphys, and delicious) to which all methods are able to scale and large
datasets (eurlex, nus-wide, and wiki) to which only LEML and WSABIE are
able to scale.
Small datasets. We first compare dimension reduction based ap-
proaches to assess their performance with varying dimensionality reduction
ratios. Figure 5.1 presents these results for LEML, CPLST and BCS on the
squared L2 loss with BR included for reference. Clearly LEML consistently
outperforms other methods for all ratios. Next we compare LEML to WSABIE
with three surrogates (squared, logistic, and L2-hinge), which approximately
optimize a weighted approximate ranking loss. Table 5.3 shows that although
the best loss function for each dataset varies, LEML is always superior to or
competitive with WSABIE. Based on Figure 5.1, Table 5.3, and further results
in [139, Appendix],we make the following observations. 1) LEML can deliver
accuracies competitive with BR even with a severe reduction in dimensionality,
2) On bibtex and compphys, LEML is even shown to outperform BR. This is a
benefit brought forward by the design of LEML, wherein the relation between
labels can be captured by a low rank Z. This enables LEML to better utilize
label information than BR and yield better accuracies. 3) On autofood and
compphys, CPLST seems to suffer from overfitting and demonstrates a signif-
icant dip in performance. In contrast, LEML, which brings regularization into
the formulation performs well consistently on all datasets.
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Larger data. Table 5.4 shows results for LEML and WSABIE on the
three larger datasets. We implemented LEML with the squared L2 loss using
Algorithm 5.2 for comparison in the full labels case. Note that Hamming loss
is not used here as it is not clear how to convert the label ranking given by
WSABIE to a 0/1 encoding. For LEML, we report the time and the accuracies
obtained after five alternating iterations. For WSABIE, we ran the method on
each dataset with the hand-tuned parameters for about two days, and reported
the time and results for the epoch with the highest average AUC. On eurlex and
nus-wide, LEML is clearly superior than WSABIE on all evaluation criteria.
On wiki, although both methods share a similar performance for k = 250, on
increasing k to 500, LEML again outperforms WSABIE. Also clearly noticeable
is the stark difference in the running times of the two methods. Whereas LEML
takes less than 6 hours to deliver 0.9374 AUC on wiki, WSABIE requires about
1.6 days to achieve 0.9058 AUC. More specifically, WSABIE takes about 7,000s
for the first epoch, 16,000s for the second and 36,000s for the third epoch
which result in it spending almost two days on just 5 epochs. Although this
phenomenon is expected due to the sampling scheme in WSABIE [127], it
becomes more serious as L increases. We leave the issue of designing a better
sampling scheme with large L for future work. Figure 5.2(a) further illustrates
this gap in training times for the nus-wide dataset. All in all, the results clearly
demonstrate the scalability and efficiency of LEML.
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Table 5.4: Comparison of LEML and WSABIE on large datasets
LEML WSABIE
dataset k time (s) top-1 top-3 AUC time (s) top-1 top-3 AUC
eurlex
250 175 51.99 39.79 0.9425 373 33.13 25.01 0.8648
500 487 56.90 44.20 0.9456 777 31.58 24.00 0.8651
nus-wide
50 574 20.71 15.96 0.7741 4,705 14.58 11.37 0.7658
100 1,097 20.76 16.00 0.7718 6,880 12.46 10.21 0.7597
wiki
250 9,932 19.56 14.43 0.9086 79,086 18.91 14.65 0.9020
500 18,072 22.83 17.30 0.9374 139,290 19.20 15.66 0.9058
Table 5.5: Comparison between various dimensionality reduction approaches
on Y with 20% observed entries, and k = 0.4L.
Top-3 Accuracy Hamming loss Average AUC
LEML BCS BR LEML BCS BR LEML BCS BR
bibtex 28.50 23.84 25.78 0.0136 0.2496 0.0193 0.8332 0.7871 0.8087
autofood 67.54 35.09 62.28 0.0671 0.2445 0.0760 0.8634 0.6322 0.8178
compphys 65.00 35.83 31.67 0.0518 0.2569 0.0566 0.7964 0.6442 0.7459
5.4.2 Results with missing labels
For experiments with missing labels, we compare LEML, BCS, and BR.
We implemented BR with missing labels by learning an L2-regularized binary
classifier/regressor for each label on observed instances. Thus, the model de-
rived from BR corresponds to the minimizer of (5.2) with Frobenius norm
regularization. Table 5.5 shows the results when 20% entries were revealed
(i.e. 80% missing rate) and squared loss function was used for training. We
used k = 0.4L for both LEML and BCS. The results clearly show that LEML
outperforms BCS and LEML with respect to all three evaluation criteria. On
bibtex, we further present results for various rates of observed labels in Fig-
ure 5.2(b) and results for various dimension reduction ratios in Figure 5.2(c).
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(a) bibtex (b) compphys (c) delicious
Figure 5.1: Comparison between different dimension reduction methods with
fully observed Y by varying the reduction ratio.
(a) (b) (c)
Figure 5.2: Results for (a): running time on nus-wide. (b): various observed
ratios on bibtex. (c): various reduction ratios on bibtex.
LEML clearly shows superior performance over other approaches. More em-
pirical results for other loss functions, various observed ratios and dimension
reduction ratios can be found in [139, Appendix].
5.5 Extensions
As mentioned earlier in Figure 1.3, if we treat the label matrix as the
rating matrix and xi as the feature vector for the i-th row, LEML can be
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Matrix Factorization LEML: MF with row features IMF: Inductive Matrix Factorization






























Recommender systems Multi-label learning Recommender systems for new users/items
Figure 5.3: Inductive Matrix Factorization: an extension of LEML.
regarded as an extension of matrix factorization with numerical side infor-
mation. We can further extend this idea to handle matrix factorization with
numerical information on both row and column sides, called inductive matrix
factorization (IMF). In particular, we can have xrowi as the feature vector for
the i-th row, and xcolj as the feature vector for the j-th column. The interaction
between the i-th row and the j-th column is estimated by
Yij ≈ xrowi >WH>xcolj ,












+ λ‖W‖2F + λ‖H‖
2
F . (5.13)
See Figure 5.3 for an illustration for IMF. IMF not only empowers recom-
mender systems to incorporate rich side information on both users and items
but also enables the recommendations for new users and new items. Note that
the efficient algorithms proposed for LEML can be directly applied to solve
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the IMF formulation (5.13). There have been few IMF works based on our
proposed LEML algorithms [52, 81, 107].
Another extension of LEML is the combination of the IMF formula-
tion (5.13) and the Full approach of the one-class MF formulation described


















1 if (i, j) ∈ Ω
piqj otherwise
and Yij = ā, ∀(i, j) /∈ Ω,
where ā is a fixed value for all un-observed entries and p ∈ Rm and q ∈ Rn
are vectors chosen so that piqj < 1 because weights for observed entries should
be higher. The extension of Algorithm 5.1 and Algorithm 5.2 to solve (5.14)
is not trivial. We have worked on a unified algorithm to handle (5.14) in a
working manuscript [143].
5.6 Summary of the Contributions
In this chapter we studied the multi-label learning problem with missing
labels in the standard ERM framework. We modeled our framework with rank
constraints and regularizers to increase scalability and efficiency. To solve
the obtained non-convex problem, we proposed an alternating minimization
based method that critically exploits structure in the loss function to make
our method scalable. We showed that our learning framework admits excess
risk bounds that indicate better generalization performance for our methods
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than the existing methods like BR, something which our experiments also
confirmed. Our experiments additionally demonstrated that our techniques
are much more efficient than other large scale multi-label classifiers and give
superior performance than the existing label compression based approaches.
The work of this chapter is published in ICML 2014 [139].
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Chapter 6
GRALS: Collaborative Filtering with Graph
Information
Low rank matrix completion approaches are among the most widely
used collaborative filtering methods, where a partially observed matrix is avail-
able to the practitioner, who needs to impute the missing entries. Specifically,
suppose there exists a ratings matrix Y ∈ Rm×n, and we only observe a sub-
set of the entries Yij,∀(i, j) ∈ Ω, |Ω| = N  mn. The goal is to estimate
Yi,j, ∀(i, j) /∈ Ω. To this end, one typically looks to solve one of the following
(equivalent) programs:




‖PΩ(Y − Z)‖2F + λz‖Z‖∗ (6.1)











where the nuclear norm ‖Z‖∗, given by the sum of singular values, is a tight
convex relaxation of the non convex rank penalty, and is equivalent to the
regularizer in (6.2). PΩ(·) is the projection operator that only retains those
entries of the matrix that lie in the set Ω.
The materials in this Chapter have been published in [98]. I developed the algorithms,
established theoretical guarantees, and conducted the experiments.
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In many cases however, one not only has the partially observed ratings
matrix, but also has access to additional information about the relationships
between the variables involved. For example, one might have access to a so-
cial network of users. Similarly, one might have access to attributes of items,
movies, etc. The nature of the attributes can be fairly arbitrary, but it is
reasonable to assume that “similar” users/items share “similar” attributes. A
natural question to ask then, is if one can take advantage of this additional
information to make better predictions. In this chapter, we assume that the
row and column variables lie on graphs. The graphs may naturally be part of
the data (social networks, product co-purchasing graphs) or they can be con-
structed from available features. The idea then is to incorporate this additional
structural information into the matrix completion setting.
We not only require the resulting optimization program to enforce ad-
ditional constraints on Z, but we also require it to admit efficient optimization
algorithms. We show in the sections that follow that this in fact is indeed the
case. We also perform a theoretical analysis of our problem when the observed
entries of Y are corrupted by additive white Gaussian noise. To summarize
this chapter:
• We provide a scalable algorithm for matrix completion graph with struc-
tural information. Our method relies on efficient Hessian-vector multi-
plication schemes, and is orders of magnitude faster than (stochastic)
gradient descent based approaches.
• We make connections with other structured matrix factorization frame-
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works. Notably, we show that our method generalizes the weighted nu-
clear norm [112], and methods based on Gaussian generative models
[148].
• We derive consistency guarantees for graph regularized matrix comple-
tion, and empirically show that our bound is smaller than that of tradi-
tional matrix completion, where graph information is ignored.
• We empirically validate our claims, and show that our method achieves
comparable error rates to other methods, while being significantly more
scalable.
Related Work and Key Differences
For convex methods for matrix factorization, [43] provided a framework
to use regularizers with norms other than the Euclidean norm in (6.2). [1] con-
sidered a kernel based embedding of the data, and showed that the resulting
problem can be expressed as a norm minimization scheme. [112] introduced
a weighted nuclear norm, and showed that the method enjoys superior per-
formance as compared to standard matrix completion under a non-uniform
sampling scheme. We show that the graph based framework considered in this
chapter is in fact a generalization of the weighted nuclear norm problem, with
non-diagonal weight matrices.
In the context of matrix factorization with graph structural informa-
tion, [20] considered a graph regularized nonnegative matrix factorization
framework and proposed a gradient descent based method to solve the problem.
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In the context of recommendation systems in social networks, [77] modeled the
weight of a graph edge1 explicitly in a re-weighted regularization framework.
[72] considered a similar setting to ours, but a key point of difference be-
tween all the aforementioned methods and our work in this chapter is that we
consider the partially observed ratings case. There are some works developing
algorithms for the situation with partially observations [60, 147, 148]; however,
none of them provides statistical guarantees. Weighted norm minimization has
been considered before ([82, 112]) in the context of low rank matrix comple-
tion. The thrust of these methods has been to show that despite suboptimal
conditions (correlated data, non-uniform sampling), the sample complexity
does not change. None of these methods use graph information. We are in-
terested in a complementary question: Given variables conforming to graph
information, can we obtain better guarantees under uniform sampling to those
achieved by traditional methods?
6.1 Graph-Structured Matrix Factorization
Assume that the “true” target matrix can be factorized as Z? = W ?(H?)>,
and there exist a graph (V w, Gw) whose adjacency matrix encodes the rela-
tionships between the m rows of W ? and a graph (V h, Gh) for n rows of H?.
In particular, two rows (or columns) connected by an edge in the graph are
“close” to each other in the Euclidean distance. In the context of graph-based
1The authors call this the “trust” between links in a social network
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Gwij(wi −wj)2 = tr(W> Lap(Gw)W ) (6.3)
where Lap(Gw) := Dw−Gw is the graph Laplacian for (V w, Gw), where Dw is




ij. Adding (6.3) into the minimization
problem (6.2) encourages solutions wherewi ≈ wj when Gwij is large. A similar
argument holds for H? and the associated graph Laplacian Lap(Gh).
We would thus not only want the target matrix to be low rank, but
also want the variables W,H to be faithful to the underlying graph structure.




































where Lw := λL Lap(G
w) + λwIm, and Lh is defined similarly. Note that we
subsume the regularization parameters in the definition of Lw, Lh. Note that
‖W‖2F = tr(W>ImW ).
The regularizer in (6.5) encourages solutions that are smooth with re-
spect to the corresponding graphs. However, the Laplacian matrix can be
replaced by other (positive, semi-definite) matrices that encourage structure
by different means. Indeed, a very general class of Laplacian based regularizers
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was considered in [109], where one can replace Lw by a function:






where {(λi, qi)} constitute the eigen-system of Lap(G) and τ(λi) is a scalar
function of the eigenvalues. Our case corresponds to τ(·) being the identity
function. We briefly summarize other schemes that fit neatly into (6.5), apart
from the graph regularizer we consider:
Covariance matrices for variables: [148] proposed a kernelized proba-
bilistic matrix factorization (KPMF), which is a generative model to incorpo-
rate covariance information of the variables into matrix factorization. They
assumed that each row of W ?, H? is generated according to a multivariate
Gaussian, and solving the corresponding MAP estimation procedure yields
exactly (6.5), with Lw = C
−1
w and Lh = C
−1
h , where Cw, Ch are the associated
covariance matrices.
Feature matrices for variables: Assume that there is a feature matrix
X ∈ Rm×d for objects associated rows. For such X, one can construct a graph
(and hence a Laplacian) using various methods such as k-nearest neighbors,
ε-nearest neighbors etc. Moreover, one can assume that there exists a kernel
k(xi,xj) that encodes pairwise relations, and we can use the Kernel Gram
matrix as a Laplacian.
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6.2 GRALS: Graph Regularized Alternating Least Squares
In this section, we propose efficient algorithms for (6.5), which is con-
vex with respect to W or H separately. This allows us to employ alternating
minimization methods [132] to solve the problem. When Y is fully observed,
[72] propose an alternating minimization scheme using block steepest descent.
We deal with the partially observed setting, and propose to apply conjugate
gradient (CG), which is known to converge faster than steepest descent, to
solve each subproblem. We propose a very efficient Hessian-vector multiplica-
tion routine that results in the algorithm being highly scalable, compared to
the (stochastic) gradient descent approaches in [77, 148].
We assume that Y ∈ Rm×n, W ∈ Rm×k and H ∈ Rn×k. When














Optimizing W while H fixed is similar, and thus we only show the
details for solving (6.6). Since Lh is nonsingular, (6.6) is strongly convex.
2
We first present our algorithm for the fully observed case, since it sets the
groundwork for the partially observed setting.
2In fact, a nonsingular Lh can be handled using proximal updates, and our algorithm
will still apply
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6.2.1 Fully Observed Case
As in [20, 72] among others, there may be scenarios where Y is com-
pletely observed, and the goal is to find the row/column embeddings that
conform to the corresponding graphs. In this case, the loss term in (6.6) is
simply ‖Y −WH>‖2F . Thus, setting ∇f(H) = 0 is equivalent to solving the
following Sylvester equation for an n× k matrix H:
HW>W + LhH = Y
>W. (6.7)
(6.7) admits a closed form solution. However the standard Bartels-Stewart
algorithm for the Sylvester equation requires transforming both W>W and Lh
into Schur form (diagonal in our case where W>W and Lh are symmetric) by
the QR algorithm, which is time consuming for a large Lh. Thus, we consider









s, s ∈ Rnk, M = Ik ⊗ Lh + (W>W )⊗ In
It is not hard to show that f(H) = g(vec(H)) and so we apply CG to minimize
g(s).
The most crucial step in CG is the Hessian-vector multiplication. Using
the identity (B> ⊗ A) vec(X) = vec(AXB), it follows that










where vec(S) = s. Thus the Hessian-vector multiplication can be implemented







where W>W can be pre-computed and stored in O(k2) space. The details are
presented in Algorithm 6.1. The time complexity for a single CG iteration
is O(nnz(Lh)k + nk
2), where nnz(·) is the number of non zeros. Since in
most practical applications k is generally small, the complexity is essentially
O(nnz(Lh)k) as long as nk ≤ nnz(Lh).
Algorithm 6.1 Hv-Multiplication for g(s)
• Given: Matrices Lh,W
• Initialization: G = W>W
• Multiplication: ∇2g(s0)s:
1 Input: S ∈ Rn×k s.t.
s = vec(S)
2 A← SG+ LhS
3 Return: vec(A)
Algorithm 6.2 Hv-Multiplication for gΩ(s)
• Given: Matrices Lh,W,Ω
• Multiplication: ∇2g(s0)s:
1 Input: S ∈ Rk×n s.t.
s = vec(S)






3 A← K + SLh
4 Return: vec(A)
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6.2.2 Partially Observed Case
In this case, the loss term of (6.6) becomes
∑
(i,j)∈Ω(Yij−w>i hj)2, where
w>i is the i-th row of W and hj is the j-th column of H
>. Similar to the fully









where MΩ = B̄ + Lh ⊗ Ik, B̄ ∈ Rnk×nk is a block diagonal matrix with n




i , where Ωj = {i : (i, j) ∈ Ω}.




). Note that the transpose H> is used
here instead of H, which is used in the fully observed case.
For a given s, let S = [s1, . . . sj, . . . sn] be a matrix such that vec(S) = s
and K = [k1, . . . ,kj, . . . ,kn] with kj = Bjsj. Then B̄s = vec(K). Note that
since n can be very large in practice, it may not be feasible to compute and






Thus B̄s can be computed in O(|Ω|k) time, and the Hessian-vector multipli-
cation MΩs can be done in O(|Ω|k + nnz(Lh)k) time. See Algorithm 6.2 for
a detailed procedure. As a result, each CG iteration for minimizing gΩ(s) is
also very cheap.
Remark on Convergence. In [8], it is shown that any local minimizer
of (6.5) is a global minimizer of (6.5) if k is larger than the true rank of
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the underlying matrix.3 From [132], the alternating minimization procedure is
guaranteed to globally converge to a block coordinate-wise minimum4 of (6.5).
The converged point might not be a local minimizer, but it still yields good
performance in practice. Most importantly, since the updates are cheap to
perform, our algorithm scales well to large datasets.
6.3 Convex Connection via Generalized Weighted Nu-
clear Norm
We now show that the regularizer in (6.5) can be cast as a generalized
version of the weighted nuclear norm. The weights in our case will correspond
to the scaling factors introduced on the matrices W,H due to the eigenvalues
of the shifted graph Laplacians Lw, Lh respectively.
6.3.1 A weighted atomic norm:
From [23], we know that the nuclear norm is the gauge function induced
by the atomic set: A∗ = {wih>i : ‖wi‖ = ‖hi‖ = 1}. Note that all rank one
matrices in A∗ have unit Frobenius norm. Now, assume P = [p1, . . . ,pm] ∈
Rm×m is a basis of Rm and S
−1/2
p is a diagonal matrix with (S
−1/2
p )ii ≥ 0
encoding the “preference” over the space spanned by pi. The more the prefer-
ence, the larger the value. Similarly, consider the basis Q and the preference
S
−1/2
q for Rn. Let A = PS
−1/2
p and B = QS
−1/2
q , and consider the following
3The authors actually show this for a more general class of regularizers.
4Nash equilibrium is used in [132].
162
“preferential” atomic set:
A := {ai = wih>i : wi = Aui,hi = Bvi, ‖ui‖ = ‖vi‖ = 1}. (6.8)
Clearly, each atom a in A has non-unit Frobenius norm. This atomic set









It is not hard to verify that ‖Z‖A is a norm and {Z : ‖Z‖A ≤ τ} is closed
and convex.
6.3.2 Equivalence to Graph Regularization
The graph regularization (6.5) can be shown to be a special case of the
atomic norm (6.9), as a consequence of the following result:
Theorem 6.1. For any A = PS
−1/2
p , B = QS
−1/2
q , and corresponding weighted





{‖A−1W‖2F + ‖B−1H‖2F} s.t. Z = WH>.
See the Appendix in [98] for a proof for a proof. Theorem 6.1 immedi-
ately leads us to the following equivalence result:
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Corollary 6.1. Let Lw = UwSwU
>
w and Lh = UhShU
>
h be the eigen decompo-










where A = UwS
−1/2
w and B = UhS
−1/2
h . As a result, ‖M‖A with the preference
pair (Uw, S
−1/2
w ) for the column space and the preference pair (Uh, S
−1/2
h ) for
row space is a weighted atomic norm equivalent for the graph regularization
using Lw and Lh.
The results above allow us to obtain the dual weighted atomic norm
for a matrix Z









which is a weighted spectral norm. An elementary proof of this result can be
found in [98, Appendix]. Note that we can then write











In [112], the authors consider a norm similar to (6.11), but with A,B being
diagonal matrices. In the spirit of their nomenclature, we refer to the norm in
(6.11) as the generalized weighted nuclear norm.
6.4 Statistical Consistency in the Presence of Noisy Mea-
surements
In this section, we derive theoretical guarantees for the graph regular-
ized low rank matrix estimators. We first introduce some additional notation.
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We assume that there is a m × n matrix Z? of rank k with ‖Z?‖F = 1,
and N = |Ω| entries of Z? are uniformly sampled5 and revealed to us (i.e.,
Y = PΩ(Z?)). We further assume an one-to-one mapping between the set of
observed indices Ω and {1, 2, . . . , N} so that the tth measurement is given by
yt = Yi(t),j(t) = 〈ei(t)e>j(t), Z?〉+
σ√
mn
ηt ηt ∼ N (0, 1). (6.12)
where 〈·, ·〉 denotes the matrix trace inner product, and i(t), j(t) is a randomly
selected coordinate pair from [m] × [n]. Let A,B are corresponding matrices
defined in Corollary 6.1 for the given Lw, Lh. W.L.O.G, we assume that the
minimum singular value of both Lw and Lh is 1. We then define the following










where ‖ · ‖∞ is the element-wise `∞ norm. Finally, we assume that the true
matrix Z? can be expressed as a linear combination of atoms from (6.8) (we
define α? := αg(Z
?)):
Z? = AU?(V ?)>B>, U? ∈ Rm×k, V ? ∈ Rn×k, (6.14)
Our goal in this section will be to characterize the solution to the following
convex program, where the constraint set precludes selection of overly complex
matrices in the sense of (6.13):




‖PΩ(Y − Z)‖2F + λ‖Z‖A , (6.15)











and c̄0 is a constant depending on α
?.
A quick note on solving (6.15): since ‖ · ‖A is a weighted nuclear norm,
one can resort to proximal point methods [21], or greedy methods developed
specifically for atomic norm constrained minimization [97, 117]. The latter are
particularly attractive, since the greedy step reduces to computing the maxi-
mum singular vectors which can be efficiently computed using power methods.
However, such methods will first involve computing the eigen decompositions
of the graph Laplacians, and then storing the large, dense matrices A,B. We
refrain from resorting to such methods in Section 6.5, and instead use the
efficient framework derived in Section 6.2. We now state our main theoretical
result:
Theorem 6.2. Suppose we observe N entries of the form (6.12) from a matrix
Z? ∈ Rm×n, with α? := αg(Z?) and which can be represented using at most k





. Then, with high probability, we have
‖Ẑ − Z?‖2F ≤ Cα?2 max
{
1, σ2







where C, C1 are positive constants.
See [98, Appendix] for a proof.
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6.4.1 Comparison to Standard Matrix Completion:
It is instructive to consider our result in the context of noisy matrix
completion with uniform samples. In this case, one would replace Lw, Lh by
identity matrices, effectively ignoring graph information available. Specifically,
the “standard” notion of spikiness (αn :=
√
mn‖Z‖∞‖Z‖F ) defined in [82] will ap-
ply, and the corresponding error bound (Theorem 6.2) will have α? replaced
by αn(Z
?). In general, it is hard to quantify the relationship between αg and
αn, and a detailed comparison is an interesting topic for future work. How-
ever, we show below using simulations for various scenarios that the former is
much smaller than the latter. We generate m ×m matrices of rank k = 10,
M = UΣV > with U, V being random orthonormal matrices and Σ having di-
agonal elements picked from a uniform[0, 1] distribution. We generate graphs
at random using the schemes discussed below, and set Z = AMB>, with A,B
as defined in Corollary 6.1. We then compute αn, αg for various m.
Comparing αg to αn: Most real world graphs exhibit a power law degree
distribution. We generated graphs with the ith node having degree (m × ip)
with varying negative p values. Figure 6.1(a) shows that as p→ 0 from below,
the gains received from using our norm is clear compared to the standard
nuclear norm. We also observe that in general the weighted formulation is
never worse then unweighted (The dotted magenta line is αn/αg = 1). The
same applies for random graphs, where there is an edge between each (i, j)
with varying probability p (Figure 6.1(b)).
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Figure 6.1: (a), (b): Ratio of spikiness measures for traditional matrix comple-
tion and our formulation. (c): Sample complexity for the nuclear norm (NN)
and generalized weighted nuclear norm (GWNN)
Sample Complexity: We tested the sample complexity needed to recover
a m = n = 200, k = 20 matrix, generated from a power law distributed graph
with p = −0.5. Figure 6.1(c) again outlines that the atomic formulation re-
quires fewer examples to get an accurate recovery. We average the results over
10 independent runs, and we used [97] to solve the atomic norm constrained
problem.
6.5 Experimental Results
Comparison to Related Formulations: We compare GRALS to other
methods that incorporate side information for matrix completion: the ADMM
method of [60] that regularizes the entire target matrix; using known fea-
tures (IMC) [57, 131]; and standard matrix completion (MC). We use the
MOVIELENS 100k dataset,6 that has user/movie features along with the rat-
ings matrix. The dataset contains user features (such as age (numeric), gender
6http://grouplens.org/datasets/movielens/
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Figure 6.2: Time comparison of differ-










comparison: RMSE on the
Movielens dataset.
Table 6.2: Data statistics for graph regularized MF datasets.
Dataset # users # items # ratings # links rank used
Flixster ([58]) 147,612 48,794 8,196,077 2,538,746 10
Douban ([77]) 129,490 58,541 16,830,839 1,711,802 10
Yahoo-Music2 ([34]) 249,012 296,111 55,749,965 57,248,136 20
(binary), and occupation), which we map into a 22 dimensional feature vector
per user. We then construct a 10-nearest neighbor graph using the euclidean
distance metric. We do the same for the movies, except in this case we have an
18 dimensional feature vector per movie. For IMC, we use the feature vectors
directly. We trained a model of rank 10, and chose optimal parameters by
cross validation. Table 6.1 shows the RMSE obtained for the methods consid-
ered. Figure 6.2 shows that the ADMM method, while obtaining a reasonable
RMSE does not scale well, since one has to compute an SVD at each iteration.
Scalability of GRALS: We now demonstrate that the proposed GRALS
method is more efficient than other state-of-the-art methods for solving the
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graph-regularized matrix factorization problem (6.5). We compare GRALS to
the SGD method in [148], and GD: ALS with simple gradient descent. We
consider three large-scale real-world collaborate filtering datasets with graph
information: see Table 6.2 for details.7 We randomly select 90% of ratings as
the training set and use the remaining 10% as the test set. All the experiments
are performed on an Intel machine with Xeon CPU E5-2680 v2 Ivy Bridge and
enough RAM. Figure 6.3 shows orders of magnitude improvement in time com-
pared to SGD. More experimental results are provided in the supplementary
material.


















































Figure 6.3: Comparison of GRALS, GD, and SGD. The x-axis is the compu-
tation time in log-scale.
6.6 Summary of the Contributions
In this chapter, we consider the problem of collaborative filtering with
graph information for users and/or items, and show that it can be cast as a
generalized weighted nuclear norm problem. We derive statistical consistency
7 See more details in [98, Appendix].
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guarantees for our method, and develop a highly scalable alternating minimiza-
tion method. Experiments on large real world datasets show that our method
achieves ∼ 2 orders of magnitude speedups over competing approaches. The
work of this chapter is published in NIPS 2015 [98].
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Chapter 7
TRMF: Temporal Regularized Matrix
Factorization for High-dimensional Time
Series Prediction
Time series analysis is a central problem in many applications such as
demand forecasting and climatology. Often, such applications require methods
that are highly scalable to handle a very large number (n) of possibly inter-
dependent one-dimensional time series and/or have a large time frame (T ).
For example, climatology applications involve data collected from possibly
thousands of sensors, every hour (or less) over several years. Similarly, a store
tracking its inventory would track thousands of items every day for multiple
years. Not only is the scale of such problems huge, but they might also involve
missing values, due to sensor malfunctions, occlusions or simple human errors.
Thus, modern time series applications present two challenges to practitioners:
scalability to handle large n and T and the flexibility to handle missing values.
Most approaches in the traditional time series literature such as autore-
The materials in this Chapter have been presented in [141, 144]. I proposed the problem















Figure 7.1: Matrix Factorization model for multiple time series. F captures
features for each time series in the matrix Y , and X captures the latent and
time-varying variables.
gressive (AR) models or dynamic linear models (DLM)[59, 125] focus on low-
dimensional time-series data and fall short of handling the two aforementioned
issues. For example, an AR model of order L requires O(TL2n4 + L3n6) time
to estimate O(Ln2) parameters, which is prohibitive even for moderate values
of n. Similarly, Kalman filter based DLM approaches need O(kn2T + k3T )
computation cost to update parameters, where k is the latent dimensional-
ity, which is usually chosen to be larger than n in many situations [92]. As
a specific example, the maximum likelihood estimator implementation in the
widely used R-DLM package [91], which relies on a general optimization solver,
cannot scale beyond n in the tens. (See Appendix 7.5.4 for details). On the
other hand, for models such as AR, the flexibility to handle missing values can
also be very challenging even for one-dimensional time series [4], let alone the
difficulty to handle high dimensional time series.
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A natural way to model high-dimensional time series data is in the
form of a matrix, with rows corresponding to each one-dimensional time series
and columns corresponding to time points. In light of the observation that n
time series are usually highly correlated with each other, there have been some
attempts to apply low-rank matrix factorization (MF) or matrix completion
(MC) techniques to analyze high-dimensional time series [26, 95, 103, 130, 146].
Unlike the AR and DLM models above, state-of-the-art MF methods scale
linearly in n, and hence can handle large datasets. Let Y ∈ Rn×T be the matrix
for the observed n-dimensional time series with Yit being the observation at
the t-th time point of the i-th time series. Under the standard MF approach,
Yit is estimated by the inner product f
>
i xt, where fi ∈ Rk is a k-dimensional
latent embedding for the i-th time series, and xt ∈ Rk is a k-dimensional latent
temporal embedding for the t-th time point. We can stack the xts into the
columns into a matrix X ∈ Rk×T and f>i into the rows of F ∈ Rn×k (Figure






Yit − f>i xt
)2
+ λfRf (F ) + λxRx(X), (7.1)
where Ω is the set of the observed entries. Rf (F ), Rx(X) are regularizers for F
and X, which usually play a role to avoid overfitting and/or to encourage some
specific temporal structures among the embeddings. It is clear that the common
choice of the regularizerRx(X) = ‖X‖F is no longer appropriate for time series
applications, as it does not take into account the ordering among the temporal
embeddings {xt}. Most existing MF approaches [26, 95, 103, 130, 146] adapt
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graph-based approaches to handle temporal dependencies. Specifically, the
dependencies are described by a weighted similarity graph and incorporated
through a Laplacian regularizer [109]. However, graph-based regularization
fails in cases where there are negative correlations between two time points.
Furthermore, unlike scenarios where explicit graph information is available
with the data (such as a social network or product co-purchasing graph for
recommender systems), explicit temporal dependency structure is usually un-
available and has to be inferred or approximated. Hence, this approach re-
quires practitioners to either perform a separate procedure to estimate the de-
pendencies or consider very short-term dependencies with simple fixed weights.
Moreover, existing MF approaches, while yielding good estimations for miss-
ing values in past points, are poor in terms of forecasting future values, which
is the problem of interest in time series analysis.
In this chapter, we propose a novel temporal regularized matrix fac-
torization framework (TRMF) for high-dimensional time series analysis. In
TRMF, we consider a principled approach to describe the structure of tem-
poral dependencies among latent temporal embeddings {xt} and design a tem-
poral regularizer to incorporate this temporal structure into the standard MF
formulation. Unlike most existing MF approaches, our TRMF method sup-
ports data-driven temporal dependency learning and also brings the ability
to forecast future values to a matrix factorization approach. In addition,
inherited from the property of MF approaches, TRMF can easily handle high-
dimensional time series data even in the presence of many missing values. As
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a specific example, we demonstrate a novel autoregressive temporal regularizer
which encourages AR structure among temporal embeddings {xt}. We also
make connections between the proposed regularization framework and graph-
based approaches [109], where even negative correlations can be accounted for.
This connection not only leads to better understanding about the dependency
structure incorporated by our framework but also brings the benefit of using
off-the-shelf efficient solvers such as GRALS [98] directly to solve TRMF.
Organization. In Section 7.1, we review the existing approaches and
their limitations on data with temporal dependencies. We present the proposed
TRMF framework in Section 7.2, and show that the method is highly general
and can be used for a variety of time series applications. We introduce a novel
AR temporal regularizer in Section 7.3, and make connections to graph-based
regularization approaches. We demonstrate the superiority of the proposed
approach via extensive experimental results in Section 7.4.
7.1 Motivations: Existing Approaches and Limitations
7.1.1 Classical Time-Series Models
Models such as AR and DLM are not suitable for modern multiple
high-dimensional time series data (i.e., both n and T are large) due to their
inherent computational inefficiency. To avoid overfitting in AR models, there
have been studies with various structured transition matrices such as low rank
and sparse matrices [44, 78, 86]. The focus of most of this research has been
on obtaining better statistical guarantees, and the issue of scalability of AR
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models remains open. On the other hand, it is also challenging for many classic
time-series models to deal with data that has many missing values [4].
In many situations where the model parameters are either given or de-
signed by practitioners, the Kalman filter approach is used to perform forecast-
ing, while the Kalman smoothing approach is used to impute missing entries.
When model parameters are unknown, EM algorithms are applied to estimate
both the model parameters and latent embeddings for DLM [38, 69, 70, 106,
113]. As most EM approaches for DLM contain the Kalman filter as a building
block, they cannot scale to very high dimensional time series data. Indeed, as
shown in Section 7.4, the popular R package for DLM’s does not scale beyond
data with tens of dimensions.
7.1.2 Existing Matrix Factorization Approaches for Data with Tem-
poral Dependencies
In standard MF (7.1), the squared Frobenius norm Rx(X) = ‖X‖2F =
∑T
t=1‖xt‖
2 is usually the regularizer of choice for X. Because squared Frobe-
nius norm assumes no dependencies among {xt}, standard MF formulation
is invariant to column permutation and not applicable to data with tempo-
ral dependencies. Hence most existing temporal MF approaches turn to the
framework of graph-based regularization [109] for temporally dependent {xt},
with a graph encoding the temporal dependencies.
Graph regularization for temporal dependencies: The framework of
graph-based regularization is an approach to describe and incorporate general
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Figure 7.2: Graph-based regularization for temporal dependencies.
dependencies among variables. Let G be a graph over {xt} and Gts be the
edge weight between the t-th node and s-th node. A popular regularizer to
include as part of an objective function is the following:











where t ∼ s denotes an edge between t-th node and s-th node, and the second
summation term is used to guarantee strong convexity. A large Gts will ensure
that xt and xs are close to each other in Euclidean distance, when (7.2) is
minimized. Note that to guarantee the convexity of G(X | G, η), we need
Gts ≥ 0.
To apply graph-based regularizers to temporal dependencies, we need
to specify the (repeating) dependency pattern by a lag set L and a weight
vector w such that all the edges t ∼ s of distance l (i.e., |s− t| = l) share the
same weight Gts = wl. See Figure 7.2 for an example with L = {1, 4}. Given
L and w, the corresponding graph regularizer becomes












This direct use of graph-based approach, while intuitive, has two issues:
a) there might be negatively correlated dependencies between two time points;
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b) unlike many applications where such regularizers are used, the explicit tem-
poral dependency structure is usually not available and has to be inferred. As
a result, most existing approaches consider only very simple temporal depen-
dencies such as a small size of L (e.g., L = {1}) and/or uniform weights (e.g.,
wl = 1, ∀l ∈ L). For example, a simple chain graph is considered to design the
smoothing regularizer in TCF [130]. This leads to poor forecasting abilities of
existing MF methods for large-scale time series applications.
7.1.3 Challenges to Learn Temporal Dependencies
One could try to learn the weights wl automatically, by using the same























where 0 is the zero vector, and w ≥ 0 is the constraint imposed by graph
regularization.
It is not hard to see that the above optimization yields the trivial all-
zero solution for w∗, meaning the objective function is minimized when no
temporal dependencies exist! To avoid the all zero solution, one might want
to impose a simplex constraint on w (i.e.,
∑
l∈Lwl = 1). Again, it is not hard
to see that this will result in w∗ being a 1-sparse vector, with wl∗ being 1,
where l∗ = arg minl∈L
∑
t:t>l ‖xt − xt−l‖2. Thus, looking to learn the weights
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automatically by simply plugging in the regularizer in the MF formulation is
not a viable option.
7.2 Temporal Regularized Matrix Factorization
In order to resolve the limitations mentioned in Sections 7.1.2 and 7.1.3,
we propose the Temporal Regularized Matrix Factorization (TRMF) frame-
work, which is a novel approach to incorporate temporal dependencies into ma-
trix factorization models. Unlike the aforementioned graph-based approaches,
we propose to use well-studied time series models to describe temporal depen-
dencies among {xt} explicitly. Such models take the form:
xt = MΘ({xt−l : l ∈ L}) + εt, (7.5)
where εt is a Gaussian noise vector, and MΘ is the time-series model pa-
rameterized by L and Θ. L is a set containing the lag indices l, denoting
a dependency between t-th and (t − l)-th time points, while Θ captures the
weighting information of temporal dependencies (such as the transition matrix
in AR models). To incorporate the temporal dependency into the standard
MF formulation (7.1), we propose to design a new regularizer TM(X | Θ) which
encourages the structure induced by MΘ.
Taking a standard approach to model time series, we set TM(X | Θ) be
the negative log likelihood of observing a particular realization of the {xt} for
a given model MΘ:
TM(X | Θ) = − logP(x1, . . . ,xT | Θ). (7.6)
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When Θ is given, we can use Rx(X) = TM(X | Θ) in the MF formulation (7.1)
to encourage {xt} to follow the temporal dependency induced by MΘ. When
the Θ is unknown, we can treat Θ as another set of variables and include






Yit − f>i xt
)2
+ λfRf (F ) + λxTM(X | Θ) + λθRθ(Θ), (7.7)
which be solved by an alternating minimization procedure over F , X, and Θ.
Data-driven Temporal Dependency Learning in TRMF: Recall that
in Section 7.1.3, we showed that directly using graph based regularizers to
incorporate temporal dependencies leads to trivial solutions for the weights.
TRMF circumvents this issue. When F and X are fixed, (7.7) is reduced to:
min
Θ
λxTM(X | Θ) + λθRθ(Θ), (7.8)
which is a maximum-a-posterior (MAP) estimation problem (in the Bayesian
sense) to estimate the best Θ for a given {xt} under the MΘ model. There are
well-developed algorithms to solve (7.8) and obtain non-trivial Θ. Thus, unlike
most existing temporal matrix factorization approaches where the strength of
dependencies is fixed, Θ in TRMF can be learned automatically from data.
Time Series Analysis with TRMF: We can see that TRMF (7.7) lends
itself seamlessly to handle a variety of commonly encountered tasks in analyz-
ing data with temporal dependency:
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• Time-series Forecasting: Once we have MΘ for latent embeddings
{xt : 1, . . . , T}, we can use it to predict future latent embeddings
{xt : t > T}
and have the ability to obtain non-trivial forecasting results for yt = Fxt
for t > T .
• Missing-value Imputation: In some time-series applications, some
entries in Y might be unobserved, for example, due to faulty sensors in
electricity usage monitoring or occlusions in the case of motion recogni-
tion in video. We can use f>i xt to impute these missing entries, much like
standard matrix completion, and is useful in recommender systems [130]
and sensor networks [146].
• Time-series classification/clustering: The obtained fi can be used
as the latent embedding for the i-th time series of Y . These latent fea-
tures can be used to perform classification/clustering of the time series.
Note that this can be done even when there are missing entires in the
observed data, as missing entries are not a bottleneck for learning F .
Extensions to Incorporate Extra Information: In the same vein as
matrix factorization approaches, TRMF (7.7) can be extended to incorporate
additional information as we do in Chapters 5-6:
• Known features for time series: In many applications, one is given
additional features along with the observed time series. Specifically,
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Yit − a>i Fxt
)2
+ λfRf (F )
+ λxTM(X | Θ) + λθRθ(Θ). (7.9)
That is, the observation Yit is posited to be a bilinear function of the
feature vector ai and the latent vector xt. Such an inductive framework
has two advantages: we can generalize TRMF to a new time series with-
out any observations up to time T (i.e., a new row i′ of Y without any
observations). As long as the feature vector ai′ is available, the model
learned by TRMF can be used to estimate Yi′t = a
>
i′Fxt, ∀t. Further-
more, prediction can be significantly sped up when d  n, since the
dimension of F is reduced from n× k to d× k. Such methods for stan-
dard multi-label learning and matrix completion have been previously
considered in [57, 131, 139].
• Graph information among time series: Often, separate features for
the time series are not known, but other relational information is avail-
able. When a graph that encodes pairwise interactions among multiple
time series is available, one can incorporate this graph in our framework
using the graph regularization approach (7.2). Such cases are common in
inventory and sales tracking, where sales of one item is related to sales
of other items. Given a graph Gf describing the relationship among
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F | Gf , η
)
+ λxTM(X | Θ) + λθRθ(Θ), (7.10)
where G
(
F | Gf , η
)
is the graph regularizer defined in (7.2) capturing
pairwise interactions between time series. Graph regularized matrix com-
pletion methods have been previously considered in [98, 148].
• Temporal-regularized tensor factorization: Naturally, TRMF can
be easily extended to analyze temporal collaborative filtering applica-
tions [113, 130], where the targeted data is a tensor with certain modes
evolving over time. For example, consider Y ∈ Rm×n×T be a 3-way
tensor with Yijt encoding the rating of the i-th user for the j-th item
at time point t. We can consider the following temporal regularization





(Yijt − 〈pi, qj,xt〉)2 + λpRp(P )
+Rq(Q) + TM(X | Θ) +Rθ(Θ), (7.11)
where P = [p1, · · · ,pm]> ∈ Rm×k and Q = [q1, · · · , qn]> ∈ Rn×k are the
latent embeddings for the m users and n items, respectively, and with




7.3 A Novel Autoregressive Temporal Regularizer
In Section 7.2, we described the TRMF framework in a very general
sense, with the regularizer TM(X | Θ) incorporating dependencies specified by
the time series model MΘ. In this section, we specialize this to the case
of AR models, which are parameterized by a lag set L and weights W =
{
W (l) ∈ Rk×k : l ∈ L
}
. Assume that xt is a noisy linear combination of some
previous points; that is, xt =
∑
l∈LW
(l)xt−l + εt, where εt is a Gaussian noise
vector. For simplicity, we assume that the εt ∼ N (0, σ2Ik), where Ik is the
k × k identity matrix1. The temporal regularizer TM(X | Θ) corresponding to
this AR model can be written as:

















where m := 1 +L, L := max(L), and η > 0 to guarantee the strong convexity
of (7.12).




when they are unknown.
Since each W (l) ∈ Rk×k, there will be |L|k2 variables to learn, which may
lead to overfitting. To prevent this and to yield more interpretable results,
we consider diagonal W (l), reducing the number of parameters to |L|k. To
simplify notation, we useW to denote the k×L matrix where the l-th column
constitutes the diagonal elements of W (l). Note that for l /∈ L, the l-th column
of W is a zero vector. Let x̄>r = [· · · , Xrt, · · · ] be the r-th row of X and
1If the (known) covariance matrix is not identity, we can suitably modify the regularizer.
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w̄>r = [· · · ,Wrl, · · · ] be the r-th row of W . Then (7.12) can be written as
TAR(X |L,W , η) =
∑k
r=1 TAR(x̄r |L, w̄r, η), where we define















with xt being the t-th element of x̄, and wl being the l-th element of w̄.





diagonal, TRMF retains the power to capture the correlations among time
series via the factors {fi}, since it has an effect only on the structure of latent
embeddings {xt}. Indeed, as the i-th dimension of {yt} is modeled by f>i X
in (7.7), the low rank F is a k dimensional latent embedding of multiple
time series. This embedding captures correlations among multiple time series.
Furthermore, {fi} acts as time series features, which can be used to perform
classification/clustering even in the presence of missing values.
Choice of Lag Index Set L. Unlike most approaches mentioned in
Section 7.1.2, the choice of L in TRMF is more flexible. Thus, TRMF can
provide important advantages: First, because there is no need to specify the
weight parameters W , L can be chosen to be larger to account for long range
dependencies, which also yields more accurate and robust forecasts. Second,
the indices in L can be discontinuous so that one can easily embed domain
knowledge about periodicity or seasonality. For example, one might consider
L = {1, 2, 3, 51, 52, 53} for weekly data with a one year seasonality.
Connections to Graph Regularization. We now establish con-
nections between TAR(x̄ |L, w̄, η) and graph regularization (7.2) for matrix
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factorization. Let L̄ := L ∪ {0}, w0 = −1 so that (7.13) is













and let δ(d) :=
{
l ∈ L̄ : l − d ∈ L̄
}
. We then have the following result:
Theorem 7.1. Given a lag index set L, weight vector w̄ ∈ RL, and x̄ ∈ RT ,
there is a weighted signed graph GAR with T nodes and a diagonal matrix
D ∈ RT×T such that
TAR(x̄ |L, w̄, η) = G
(








x̄ | GAR, η
)
is the graph regularization (7.2) with G = GAR. Further-


















wl[m ≤ t+ l ≤ T ]
)
See Section 7.5.1 for a detailed proof. From Theorem 7.1, we see that
δ(d) is non-empty if and only if there are edges between time points separated
by d in GAR. Thus, we can construct the dependency graph for TAR(x̄ |L, w̄, η)
by checking whether δ(d) is empty. Figure 7.3 demonstrates an example with
L = {1, 4}. We can see that besides edges of distance d = 1 and d = 4, there
are also edges of distance d = 3 (dotted edges in Figure 7.3) because 4−3 ∈ L̄
and δ(3) = {4}.
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Figure 7.3: The graph structure induced by the AR temporal regularizer (7.13)
with L = {1, 4}.
Although Theorem 7.1 shows that AR-based regularizers are similar to
the graph-based regularization framework, we note the following key differ-
ences:
• The graph GAR in Theorem 7.1 contains both positive and negative
edges. This implies that the AR temporal regularizer is able to sup-
port negative correlations, which the standard graph-based regularizer
cannot. This can make G
(
x̄ | GAR, η
)
non-convex. The addition of
the second term in (7.14), however, still leads to a convex regularizer
TAR(x̄ |L, w̄, η).
• Unlike (7.3) where there is freedom to specify a weight for each distance,
in the graph GAR, the weight values for the edges are more structured
(e.g., the weight for d = 3 in Figure 7.3 is −w1w4). Hence, minimization
w.r.t. w′s is not trivial, and neither are the obtained solutions.








Yit − f>i xt
)2




λxTAR(x̄r |L, w̄r, η) + λwRw(W), (7.15)
where Rw(W) is a regularizer for W . We will refer to (7.15) as TRMF-AR.
We can apply alternating minimization to solve (7.15). In fact, solving for each
variable reduces to well known methods, for which highly efficient algorithms
exist:
Updates for F . WhenX andW are fixed, the subproblem of updating
F is the same as updating F while X fixed in (7.1). Thus, fast algorithms
such as alternating least squares or coordinate descent can be applied directly
to find F .











TAR(x̄r |L, w̄r, η).
From Theorem 7.1, we see that TAR(x̄ |L, w̄, η) shares the same form as the
graph regularizer, and we can apply GRALS [98] to find X.
Updates for W. How to update W while F and X fixed depends on
the choice of Rw(W). There are many parameter estimation techniques de-
veloped for AR with various regularizers [86, 123]. For simplicity, we consider
the squared Frobenius norm: Rw(W) = ‖W‖2F . As a result, each row of w̄r
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which is a simple |L| dimensional ridge regression problem with T − m + 1
instances, which can be solved efficiently by Cholesky factorization.
Note that since our method is highly modular, one can resort to any
method to solve the optimization subproblems that arise for each module.
Moreover, as mentioned in Section 7.2, TRMF can also be used with different
regularization structures, making it highly adaptable.
7.3.1 Connections to Existing MF Approaches
TRMF-AR is a generalization of many existing MF approaches to han-
dle data with temporal dependencies. Specifically, Temporal Collaborative
Filtering [130] corresponds to W (1) = Ik on {xt}. The NMF method of [26] is
an AR(L) model with W (l) = αl−1(1 − α)Ik, ∀l, where α is pre-defined. The
AR(1) model of [103, 146] has W (1) = In on {Fxt}. Finally the DLM [59]
is a latent AR(1) model with a general W (1), which can be estimated by EM
algorithms.
190
Table 7.1: Data statistics for time-series datasets.
synthetic electricity traffic walmart-1 walmart-2
n 16 370 963 1,350 1,582
T 128 26,304 10,560 187 187
missing ratio 0% 0% 0% 55.3% 49.3%
7.3.2 Connections to Learning Gaussian Markov Random Fields
The Gaussian Markov Random Field (GMRF) is a general way to model
multivariate data with dependencies. GMRF assumes that data are generated
from a multivariate Gaussian distribution with a covariance matrix Σ which
describes the dependencies among T dimensional variables i.e., x̄ ∼ N (0,Σ).
If the unknown x̄ is assumed to be generated from this model, The negative
log likelihood of the data can be written as x̄>Σ−1x̄, ignoring the constants
and where Σ−1 is the inverse covariance matrix of the Gaussian distribution.
This prior can be incorporated into an empirical risk minimization framework
as a regularizer. Furthermore, it is known that if (Σ−1)st = 0, xt and xs
are conditionally independent, given the other variables. In Theorem 7.1 we
established connections to graph based regularizers, and that such methods can
be seen as regularizing with the inverse covariance matrix for Gaussians [148].
We thus have the following result:
Corollary 7.1. For any lag set L, w̄, and η > 0, the inverse covariance
matrix Σ−1AR of the GMRF model corresponding to the quadratic regularizer
Rx(x̄) := TAR(x̄ |L, w̄, η) shares the same off-diagonal non-zero pattern as
GAR defined in Theorem 7.1. Moreover, we have TAR(x̄ |L, w̄, η) = x̄>Σ−1ARx̄.
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A detailed proof is in Section 7.5.2. As a result, our proposed AR-
based regularizer is equivalent to imposing a Gaussian prior on x̄ with a struc-
tured inverse covariance described by the matrix GAR defined in Theorem 7.1.
Moreover, the step to learn W has a natural interpretation: the lag set L
imposes the non-zero pattern of the graphical model on the data, and then
we solve a simple least squares problem to learn the weights corresponding to
the edges. As an application of Theorem 1 from [98] and Corollary 7.1, when









TAR(x̄r |L, w̄, η), (7.16)
where B = US1/2 and Σ−1AR = USU
> is the eigen-decomposition of Σ−1AR. (7.16)
enables us to apply the results from [98] to obtain guarantees for the use of AR
temporal regularizer when W is given. For simplicity, we assume w̄r = w̄, ∀r
and consider a relaxed convex formulation for (7.15) as follows:






(Yij − Zij)2 + λz‖ZB‖∗, (7.17)
where N = |Ω|, and C is a set of matrices with low spikiness. Full details are
provided in Section 7.5.3. As an application of Theorem 2 from [98], we have
the following corollary.
Corollary 7.2. Let Z? = FX be the ground truth n×T time series matrix of
rank k. Let Y be the matrix with N = |Ω| randomly observed entries corrupted
with additive Gaussian noise with variance σ2. Then if λz ≥ C1
√
(n+T ) log(n+T )
N
,




≤ C2α2 max(1, σ2)




Table 7.2: Forecasting results: ND/ NRMSE for each approach. Lower values
are better. “-” indicates an unavailability due to scalability or an inability
to handle missing values. TRMF-AR, SVD-AR(1), and TCT are matrix fac-
torization based approaches, while AR(1), DLM, and R-DLM are classic time
series approaches.
Time Series Forecasting Time Series Forecasting
with Full Observation with Missing Values
synthetic electricity traffic walmart-1 walmart-2
TRMF-AR 0.373/0.487 0.255/ 1.397 0.185/ 0.421 0.533/ 1.958 0.432/ 1.065
SVD-AR(1) 0.444/ 0.872 0.257/ 1.865 0.555/ 1.194 -/ - -/ -
TCF 1.000/ 1.424 0.349/ 1.838 0.624/ 0.931 0.540/2.231 0.446/1.124
AR(1) 0.928/ 1.401 0.219/ 1.439 0.275/ 0.536 -/ - -/ -
DLM 0.936/ 1.391 0.435/ 2.753 0.639/ 0.951 0.602/ 2.293 0.453/ 1.110
R-DLM 0.996/ 1.420 -/ - -/ - -/ - -/ -
MEAN 1.000/ 1.424 1.410/ 4.528 0.560/ 0.826 1.239/3.103 1.097/2.088
where C1,C2 are positive constants, and α depends on the product Z
?B.
See Section 7.5.3 for details. From the results in Table 7.3, we ob-
serve superior performance of TRMF-AR over standard MF, indicating that w̄
learnt from our data-driven approach (7.15) does aid in recovering the missing
entries for time series. We would like to point out that establishing a theoret-
ical guarantee for TRMF with W is unknown remains a challenging research
direction.
7.4 Experimental Results
Datasets: We consider five datasets (See Table 7.1).
• synthetic: a small synthetic dataset with n = 16, T = 128. We gen-
erate {xt ∈ R4 : t = 1, . . . , 128} from the autoregressive process with a




, and an additive
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Figure 7.4: Scalability of TRMF. T = 512. n ∈ {500, . . . , 50000}.
AR({1, . . . , 8}) cannot finish in 1 day.
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white Gaussian noise of σ = 0.1. We then randomly generate a matrix
F ∈ R16×4 and obtain yt = Fxt + εt, where ε ∼ N (0, 0.1).
• electricity2: the electricity usage in kW recorded every 15 minutes, for
n = 370 clients. We convert the data to reflect hourly consumption, by
aggregating blocks of 4 columns, to obtain T = 26, 304.
• traffic3: A collection of 15 months of daily data from the California
Department of Transportation. The data describes the occupancy rate,
between 0 and 1, of different car lanes of San Francisco bay area freeways.
The data was sampled every 10 minutes, and we again aggregate the
columns to obtain hourly traffic data to finally get n = 963, T = 10, 560.
• walmart-1 & walmart-2: two propriety datasets from Walmart E-commerce
contain weekly sale information of 1,350 and 1,582 items for 187 weeks,
respectively. The time-series of sales for each item start and end at dif-
ferent time points; for modeling purposes we assume one start and end
timestamp by padding each series with missing values. This along with
some other missing values due to out-of-stock reasons lead to 55.3% and
49.3% of entries being missing.








































For each method and data set, we perform the grid search over various param-
eters (such as k, λ values) following a rolling validation approach described in
[86]. We search k ∈ {2, 4, 8} for synthetic and ∈ {20, 40} for other datasets.
For TRMF-AR, SVD-AR(1), TCF, and AR(1), we search λ ∈ {50, 5, 0.5, 0.05}
Methods/Implementations Compared:
• TRMF-AR: The proposed formulation (7.15) withRw(W) = ‖W‖2F . For
L, we use {1, 2, . . . , 8} for synthetic, {1, . . . , 24}∪{7× 24, . . . , 8× 24− 1}
for electricity and traffic, and {1, . . . , 10}∪{50, . . . , 56} for walmart-1 and
walmart-2 to capture seasonality.
• SVD-AR(1): The rank-k approximation of Y = USV > is first obtained
by SVD. After setting F = US and X = V >, a k-dimensional AR(1) is
learned on X for forecasting.
• TCF: Matrix factorization with the simple temporal regularizer proposed
in [130].
• AR(1): n-dimensional AR(1) model.
• DLM: two implementations: the widely used R-DLM package [91] and
the code provided in [69].
196
• Mean: The baseline, which predicts everything to be the mean of the
observed portion of Y .
For each method and data set, we perform a grid search over various parame-
ters (such as k, λ values) following a rolling validation approach described in
[86].
Scalability: Figure 7.4 shows that traditional time-series approaches
such as AR or DLM suffer from the scalability issue for large n, while TRMF-
AR scales much better with n. Specifically, for n = 50, 000, TRMF is 2 orders
of magnitude faster than competing AR/DLM methods. Note that the results
for R-DLM are not available because the R package cannot scale beyond n
in the tens (See Appendix 7.5.4 for the source code to demonstrate that R-
DLM fails when n = 32). Furthermore, the dlmMLE routine in R-DLM uses
a general optimization solver, which is orders of magnitude slower than the
implementation provided in [69].
7.4.1 Forecasting
We compare the forecasting performance of various approaches. Results
are shown in Table 7.2.
Forecasting with Full Observations. We first compare various
methods on the task of forecasting values in the test set, given fully observed
training data. For synthetic, we consider one-point ahead forecasting task and
use the last ten time points as the test periods. For electricity and traffic, we
consider the 24-hour ahead forecasting task and use last seven days as the test
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Table 7.3: Missing value imputation results: ND/ NRMSE for each approach.
Note that TRMF outperforms all competing methods in almost all cases.
|Ω|
n×T
Matrix Factorization Models Time Series Models
TRMF-AR TCF MF DLM Mean
synthetic
20% 0.467/ 0.661 0.713/ 1.030 0.688/ 1.064 0.933/ 1.382 1.002/ 1.474
30% 0.336/ 0.455 0.629/ 0.961 0.595/ 0.926 0.913/ 1.324 1.004/ 1.445
40% 0.231/ 0.306 0.495/ 0.771 0.374/ 0.548 0.834/ 1.259 1.002/ 1.479
50% 0.201/ 0.270 0.289/ 0.464 0.317/ 0.477 0.772/ 1.186 1.001/ 1.498
electricity
20% 0.245/ 2.395 0.255/ 2.427 0.362/ 2.903 0.462/ 4.777 1.333/ 6.031
30% 0.235/ 2.415 0.245/ 2.436 0.355/ 2.766 0.410/ 6.605 1.320/ 6.050
40% 0.231/ 2.429 0.242/ 2.457 0.348/ 2.697 0.196/ 2.151 1.322/ 6.030
50% 0.223/ 2.434 0.233/ 2.459 0.319/ 2.623 0.158/ 1.590 1.320/ 6.109
traffic
20% 0.190/ 0.427 0.208/ 0.448 0.310/ 0.604 0.353/ 0.603 0.578/ 0.857
30% 0.186/ 0.419 0.199/ 0.432 0.299/ 0.581 0.286/ 0.518 0.578/ 0.856
40% 0.185/ 0.416 0.198/ 0.428 0.292/ 0.568 0.251/ 0.476 0.578/ 0.857
50% 0.184/ 0.415 0.193/ 0.422 0.251/ 0.510 0.224/ 0.447 0.578/ 0.857
periods. From Table 7.2, we can see that TRMF-AR outperforms all the other
methods on both metrics considered.
Forecasting with Missing Values. We next compare the methods
on the task of forecasting in the presence of missing values in the data. We use
the Walmart datasets here, and consider 6-week ahead forecasting and use last
54 weeks as the test periods. Note that SVD-AR(1) and AR(1) cannot handle
missing values. The second part of Table 7.2 shows that we again outperform
other methods.
7.4.2 Missing Value Imputation
We next consider the case of imputing missing values in the data. As
in [70], we assume that blocks of data are missing, corresponding to sensor
malfunctions for example, over a length of time.
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To create data with missing entries, we first fixed the percentage of
data that we were interested in observing, and then uniformly at random
occluded blocks of a predetermined length (2 for synthetic data and 5 for the
real datasets). The goal was to predict the occluded values. Table 7.3 shows
that TRMF outperforms the methods we compared to on almost all cases.
7.5 Detailed Proofs and the Scalability Issue of R-DLM
package
7.5.1 Proof of Theorem 7.1
Proof. In this proof, we use the notations and summation manipulation tech-












GARt,t+d(xt − xt+d)2 + x̄>Dx̄. (7.18)
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where we can see that G(x̄) is equivalent to the first term of RHS of (7.18).


















































































































































wlwl′ [m ≤ t+ l ≤ T ][l′ > l]

x2t
Let D ∈ RT×T be a diagonal matrix with Dtt be the coefficient associated
with x2t in D(x̄). Combining the results of D1(x̄),D2(x̄), and D3(x̄), Dt can
















7.5.2 Proof of Corollary 7.1
Proof. It is well known that graph regularization can be written in the quadratic





Gts(xt − xs)2 = x̄> Lap(G)x̄,






j Gtj, t = s
−Gts, t 6= s and there is an edge t ∼ s
0, otherwise.
Based on the above fact and the results from Theorem 7.1, we obtain the
quadratic form for TAR(x̄ |L, w̄, η) as follows.













Because D + ηI is diagonal, the non-zero pattern of the off-diagonal entries




which shares the same non-zero pattern as GAR.
7.5.3 Details for Corollary 7.2
We use results developed in [98] to arrive at our result. Assume we are











where the ‖ · ‖∞ norm is taken element-wise. Note that, the above quantities
capture the “simplicity” of the matrix Z. For example, a small value of α
implies that the matrix ZB is not overly spiky, meaning that the entries of
the matrix are well spread out in magnitude. Next, define the set
C :=
{






with C being a constant that depends on α.







ηij ηij ∼ N (0, 1)
Then, we can see that the setup is identical to that considered in [98] with
the difference being that there is no graph present that relates the rows of Z?.
Hence, setting A = I in Theorem 1 in the aforementioned paper yields our
result.
7.5.4 Details: Scalability Issue of R-DLM package
In this section, we show the source code demonstrating that R-DLM
fails to handle high-dimensional time series even with n = 32. Interested
readers can run the following R code to see that the dlmMLE() function in
R-DLM is able to run on a 16-dimensional time series. However, when we
increase the dimension to 32, dlmMLE() crashes the entire R program.
library(dlm)
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builderFactory <- function(n,k) {
n = n;
k = k;
init = c(rep(0,k), rep(0.1,3),0.1*rnorm(n*k), 0.1*rnorm(k*k))





FF = matrix(nrow=n,ncol=k, data=x[(k+3+1):(k+3+n*k)])
GG = matrix(nrow=k,ncol=k, data=x[(k+3+n*k+1):(k+3+n*k+k*k)])




Rdlm_train <- function(Y, k, maxit) {



























7.6 Summary of the Contributions
In this chapter, we have proposed a novel temporal regularized matrix
factorization framework (TRMF) for large-scale multiple time series problems
with missing values. TRMF not only models temporal dependency among the
data points, but also supports data-driven dependency learning. Our method
generalizes several well known methods, and also yields superior performance
when compared to other state-of-the-art methods on real-world datasets. A




Greedy-MIPS: A Greedy Approach for
Budgeted Maximum Inner Product Search
In this chapter, we study the computational issue in the prediction
phase for many MF-based latent embedding models in recommender systems.
Because of the large number of items, the prediction phase for an embedding-
based model usually becomes a problem of maximum inner product search
(MIPS) with a very large number of candidate embeddings. Specifically, given
a large collection of n candidate vectors
H =
{
hj ∈ Rk : 1, . . . , n
}
and a query vector w ∈ Rk, MIPS aims to identify a subset of candidates
that have top largest inner product values with w. We also denote by H =
[h1, . . . ,hj, . . . ,hn]
> as the candidate matrix. A naive linear search procedure
to solve MIPS for a given query w requires O(nk) operations to compute n
inner products and O(n log n) operations to obtain the sorted ordering of the
n candidates.1
1When only the largest B elements are required, the sorting procedure can be reduced
to O(n+B logB) on average using a selection algorithm [33].
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Recently, MIPS has drawn a lot of attention in the machine learning
community. Matrix factorization (MF) based recommender system [34, 65] is
one of the most important applications. In a MF based recommender system,
each user i is associated with a vector wi of dimension k, while each item
j is associated with a vector hj of dimension k. The interaction (such as
preference) between a user and an item is modeled by the value of the inner
product between wi and hj. It is clear that identifying top-ranked items in
such a system for a user is exactly a MIPS problem. Because both the number
of users (the number of queries) and the number of items (size of vector pool in
MIPS) can easily grow to millions, a naive linear search is extremely expensive;
for example, to compute the preference for all m users over n items with
latent embeddings of dimension k in a recommender system requires at least
O(mnk) operations. When both m and n are large, the prediction procedure
is extremely time consuming; it is even slower than the training procedure
used to obtain the m+n embeddings, which costs only O(|Ω|k) operations per
iteration. Taking the yahoo-music dataset as an example, we have m = 1M ,
n = 0.6M , |Ω| = 250M , and
mn = 600B  250M = |Ω|.
As a result, the development of efficient algorithms for MIPS is needed in
large-scale recommender systems. In addition, MIPS can be found in many
other machine learning applications, such as the prediction for a multi-class or
multi-label classifier [127, 139], an object detector, a structure SVM predicator,
and many others.
209
There have been some works on how to accelerate MIPS for large n re-
cently such as [9, 10, 64, 85, 96, 104]. However, most of them do not have the
flexibility to control the trade-off between search efficiency and search qual-
ity in the prediction phase. In this chapter, we consider the budgeted MIPS
problem, which is a generalized version of the standard MIPS with a compu-
tation budget: how to generate a top-ranked candidates under a given budget
on the number of inner products one can perform. By carefully studying the
problem structure of MIPS, we develop a novel Greedy-MIPS algorithm, which
handles budgeted MIPS by design. While simple and intuitive, Greedy-MIPS
yields surprisingly superior performance compared to existing state-of-the-art
approaches.
Contributions. Our contributions can be summarized as follows:
• We carefully study the MIPS problem and develop Greedy-MIPS, which
is a novel algorithm without any nearest neighbor search reduction that
is essential in many state-of-the-art approaches [9, 85, 104].
• Greedy-MIPS is orders of magnitudes faster than many state-of-the-art
MIPS approaches in order to obtain a desired search performance. As
a specific example, on the yahoo-music data sets with n = 624, 961 and
k = 200, Greedy-MIPS runs 200x faster than the naive approach and
yields search results with the top-5 precision more than 75%, while the
search performance of other state-of-the-art approaches under the similar
speedup drops to less than 3% precision.
• Greedy-MIPS supports MIPS with a budget, which brings the ability to
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control of the trade-off between the computation efficiency and the search
quality in the prediction phase. To the best of our knowledge, among
existing MIPS approaches, only the sampling approaches proposed in
[10, 32] support the similar flexibility under a limited situation where all
the candidates and query vectors are non-negative.
Organization. We first review existing fast MIPS approaches in Sec-
tion 8.1 and introduce the budgeted MIPS problem in Section 8.2. In Sec-
tion 8.3, we propose a novel greedy budgeted MIPS approach called Greedy-
MIPS. We then show the empirical comparison in Section 8.4 and conclude
this chapter in Section 8.5.
8.1 Existing Approaches for Fast MIPS
Because of its wide applicability, there have been some attempts to
design efficient algorithms for MIPS. Most of existing approaches consider to
reduce the MIPS problem to the nearest neighbor search problem (NNS), where
the goal is to identify the nearest candidates of the given query, and apply an
existing efficient NNS algorithm to solve the reduced problem [7, 9, 85, 104,
105]. [9] is the first MIPS work which adopts such a MIPS-to-NNS reduction.
Variants MIPS-to-NNS reduction reduction are also proposed in [104, 105].
Experimental results in [9] show the superiority of the NNS reduction over the
traditional branch-and-bound search approaches for MIPS [64, 96].
Fast MIPS approaches with sampling schemes have become popular
recently [10, 32]. Various sampling schemes have been proposed to handle
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(a) Original MIPS in R2.
x2 + y2 = M, z = 0
{










(b) Reduced NNS in R3.
Figure 8.1: MIPS-to-NN reduction. In 8.1(a), all the candidate vectors {hj}
and the query vector w are in R2. h2 is the nearest neighbor of w, while
h1 is the vector yielding the maximum value of the inner product with w. In
8.1(b), the reduction proposed in [9] is applied tow and {hj}: ŵ = [w; 0]> and
ĥj = [hj;
√
M − ‖hj‖2]>, ∀j, where M = maxj ‖hj‖2. All the transformed
vectors are in R3. In particular, all the transformed candidate vectors are
in the sphere with radius
√
M . As a result, the nearest neighbor of ŵ in
this transformed 3-dimensional NNS problem, ĥ1, corresponds to the vector
h1 which yields the maximum inner product value with w in the original
2-dimensional MIPS problem.
MIPS problem with different constraints. We will briefly review two popular
sampling schemes in Section 8.1.2.
8.1.1 Approaches with Nearest Neighbor Search Reduction
We briefly introduce the concept of the reduction proposed in [9]. First,
we consider the relationship between the Euclidean distance and the inner
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product:
‖w − hj1‖2 = ‖w‖2 + ‖hj1‖2 − 2w>hj1
‖w − hj2‖2 = ‖w‖2 + ‖hj2‖2 − 2w>hj2 .
It is clear to see that that when all the candidate vectors hj share the same
length; that is,
‖h1‖ = ‖h2‖ = · · · = ‖hn‖,
the MIPS problem is exactly the same as the NNS problem: because ‖hj1‖ =
‖hj2‖ we have
‖w − hj1‖ > ‖w − hj2‖ ⇐⇒ w>hj1 < w>hj2 . (8.1)
Note that when ‖hj1‖ 6= ‖hj2‖, (8.1) no longer holds. See Figure 8.1(a) for an
example where not all the candidate vectors have the same length. We can
see that h1, the candidate vector yielding the maximum inner product value
with w is not the nearest neighbor candidate, i.e., h2 in this example.
To handle the situation where candidates have multiple lengths, [9]
proposes the following transform to reduce the original MIPS problem with H
and w in a k dimensional space to a new NNS problem with Ĥ and ŵ in a
k + 1 dimensional space:







, ∀j = 1, . . . , n, (8.2)
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= ‖hj‖2 +M − ‖hj‖2 = M, ∀j.





⇐⇒M + ‖w‖2 − 2w>hj1 < M + ‖w‖2 − 2w>hj2
⇐⇒ w>hj1 > w>hj2 .
With the above relationship, the original k dimensional MIPS problem is equiv-
alent to the transformed k+1 dimensional NNS problem. In Figure 8.1(b), we
show the transformed NNS problem for the original MIPS problem presented
in Figure 8.1(a).
In [105], another MIPS-to-NNS reduction has been proposed. The high
level idea is to apply a transformation to H such that all the candidate vectors
roughly have the same length by appending additional k̄ dimensions. In the
procedure by [105], all the hj vectors are assumed (or scaled) to have ‖hj‖ ≤
U, ∀j, where U < 1 is a positive constant. Then the following transform is
applied to reduce the original MIPS problem of k dimension to a new NNS
problem with Ĥ and ŵ of k + k̄ dimension:













where 0k̄ is a zero vector of dimension k̄. Because U < 1, [105] shows that




= k̄/4 + ‖hj‖2
k̄+1
, with the second
term vanishing as k̄ →∞. Thus, all the candidates ĥj approximately have the
same length. We can see the idea behind (8.3) is similar to (8.2): transforming
H to Ĥ such that all the candidates have the same length. Note that (8.2)
achieves this goal exactly while (8.3) achieves this goal approximately. Both
transforms show a similar empirical performance in [85].
There are many choices to solve the transformed NNS problem after
the MIPS-to-NN reduction has been applied. In [85, 104, 105], various lo-
cality sensitive hashing schemes have been considered. In [9], a PCA-tree
based approach is proposed, and shows better performance than LSH-based
approaches, which is consistent to the empirical observations in [7] and our
experimental results shown in Section 8.4. In [7], a simple K-means clustering
algorithm is proposed to handled the transformed NNS problem.
8.1.2 Sampling-based Approaches
The idea of the sampling-based MIPS approach is first proposed in [32]
as an approach to perform approximate matrix-matrix multiplications. Its
applicability on MIPS problems is studied very recently [10]. The idea be-
hind a sampling-based approach called Sample-MSIPS, is about designing an
efficient sampling procedure such that the j-th candidate is selected with the
probability p(j):
p(j) ∼ h>j w.
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In particular, Sample-MSIPS is an efficient scheme to sample (j, t) ∈ [n] × [k]
with the probability p(j, t):
p(j, t) ∼ hjtwt.
Each time a pair (j, t) is sampled, we increase the count for the j-th item by
one. By the end of the sampling process, the spectrum of the counts forms
an estimation of n inner product values. Due to the nature of the sampling
approach, it can only handle the situation where all the candidate vectors and
query vectors are nonnegative.
Diamond-MSIPS, a diamond sampling scheme proposed in [10], is an
extension of Sample-MSIPS to handle the maximum squared inner product





. If both w and H are nonnegative or h>j w ≥ 0, ∀j,
MSIPS can be used to generate the solutions for MIPS. However, the solu-
tions to MSIPS can be very different from the solutions to MIPS in general.
For example, if all the inner product values are negative, the ordering for
MSIPS is the exactly reverse ordering induced by MIPS. Here we can see that
the applicability of both Sample-MSIPS and Diamond-MSIPS to MIPS is very
limited.
8.2 Budgeted Maximum Inner Product Search
The core idea behind the fast approximate MIPS approaches is to trade
the search quality for the shorter query latency: the shorter the search latency,
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the lower the search quality. In most existing fast MIPS approaches, the trade-
off depends on the approach-specific parameters such as the depth of the PCA
tree in [9] or the number of hash functions in [85, 104, 105]. Such approach-
specific parameters are usually required to construct approach-specific data
structures before any query is given, which means that the trade-off is some-
what fixed for all the queries. Particularly, the computation cost for all the
query requests is fixed. However, in many real-world scenarios, each query re-
quest might have a different computational budget, which raises the question:
Can we design a fast MIPS approach which supports the dynamic adjustment
of the trade-off in the query phase?
In this section, we formally define the budgeted MIPS problem which
is an extension of the standard MIPS problem with a computational budget
as a parameter given in the query phase. We first summarize the essential
components for fast MIPS approaches in Section 8.2.1 and give the problem
definition of budgeted MIPS in Section 8.2.2.
8.2.1 Essential Components for Fast MIPS Approaches
Before diving into the details of budgeted MIPS, we first review the
essential components in an algorithm for fast MIPS:
• Before any query request:
– Query-Independent Data Structure Construction: A pre-processing
procedure is performed on the entire candidate sets to construct an
approach-specific data structure D to store information about H,
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such as the LSH hash tables [85, 104, 105], space partition trees
(e.g., KD-tree or PCA-tree [9]), or cluster centroids [7].
• For each query request:
– Query-dependent Pre-processing: In some approaches, a query de-
pendent pre-processing is needed. For example, a vector augmenta-
tion is required in all approaches with the MIPS-to-NNS reduction
[7, 9, 85, 104]. In addition, [9] also requires another normalization.
TP is used to denote the time complexity of this stage.
– Candidate Screening: In this stage, based on the pre-constructed
data structure D, an efficient procedure is performed to filter can-
didates such that only a subset of candidates C(w) ⊂ H is selected.
In a naive linear approach, no screening procedure is performed, so
C(w) simply contains all the n candidates. For a tree-based struc-
ture, C(w) contains all the candidates stored in the leaf node of
the query vector. In a sampling-based MIPS approach, an efficient
sampling scheme is designed to generate highly possible candidates
to form C(w). TS denotes the computational cost of the screening
stage.
– Candidate Ranking: An exact ranking is performed on the selected
candidates in C(w) obtained from the screening stage. This involves
the computation of |C(w)| inner products and the sorting procedure
among these |C(w)| values. The overall time complexity TR is
TR = O(|C(w)|k + |C(w)| log|C(w)|).
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The per-query computational cost TQ is
TQ = TP + TS + TR.
It is clear that the candidate screening stage is the key component for a fast
MIPS approach. In terms of the search quality, the performance highly de-
pends on whether the screening procedure can identify highly possible can-
didates. In terms of the query latency, the efficiency highly depends on the
size of C(w) and how fast to generate C(w). The major difference between
various fast MIPS approaches is the choice of the data structure D and the
corresponding screening procedure.
8.2.2 Budgeted MIPS: Problem Definition
Budgeted maximum inner product search is an extension of the stan-
dard approximate MIPS problem with a computation budget: how to generate
top-ranked candidates under a given budget on the number of inner product
operations one can perform. Budgeted MIPS has a wide applicability. For ex-
ample, a real-time recommender system must provide a list of recommended
items for its users in a very short response time.
Note that the cost for the candidate ranking (TR) is inevitable in the
per-query cost: TQ = TP + TS + TR. A viable approach to support bud-
geted MIPS must include a screening procedure which satisfies the following
requirements:
• the flexibility to control the size of C(w) in the candidate screening stage
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such that |C(w)| ≤ B, where B is a given budget, and
• an efficient screening procedure to obtain C(w) in O(Bk) time such that
the overall per-query cost is
TQ = O(Bk +B logB).
As mentioned earlier, most recently proposed efficient algorithms such
as PCA-MIPS [9] and LSH-MIPS [85, 104, 105] adopt the approach to reduce
the MIPS problem to an instance of NNS problem, and apply various search
space partition data structures or techniques (e.g., LSH, KD-tree, or PCA-
tree) designed for NNS to index the candidates H in the query-independent
pre-processing stage. As the construction of D is query independent, both
the search performance and the computation cost are fixed when the
construction is done. For example, the performance of a PCA-MIPS depends
on the depth of the PCA-tree. Given a query vector w, there is no control
to the size of C(w) in the candidate generating phase. LSH-based approaches
also have the similar issue. As a result, it is not clear how to generalize
PCA-MIPS and LSH-MIPS in a principled way to handle the situation with a
computational budget: how to reduce the size of C(w) under a limited budget
and how to improve the performance when a larger budget is given.
Unlike other NNS-based algorithms, the design of Sample-MSIPS natu-
rally enables it to support budgeted MIPS for a nonnegative candidate matrix
H and a nonnegative query w. Recall that the core idea behind Sample-MSIPS
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is to draw a sample candidate j among n candidates such that
p(j) ∝ h>j w.
The more the number of samples, the lower the variance of the estimated
frequency spectrum. Clearly, Sample-MSIPS has the flexibility to control the
size of C(w). As a result, Sample-MSIPS can be a viable approach for the
budgeted MIPS problem. However, Sample-MSIPS works only on the situation
where the entire H and w are non-negative. Diamond-MSIPS has the similar
issue.
8.3 Greedy-MIPS: A Novel Approach for Budgeted MIPS
In this section, we carefully study the problem structure of MIPS and
develop a simple but novel algorithm called Greedy-MIPS, which handles bud-
geted MIPS by design. Unlike the most recent approaches [7, 9, 85, 104, 105],
Greedy-MIPS is an approach without any reduction to a NNS problem. More-
over, Greedy-MIPS is a viable approach for the budgeted MIPS problem with-
out the non-negativity limitation inherited in the sampling approaches.
As mentioned earlier that the key component for a fast MIPS approach
is the algorithm used in the candidate screening phase. In budgeted MIPS, for
any given budget B and queryw, an ideal procedure for the candidate screening
phase costs O(Bk) time to generate C(w) which contains the B items with the
largest B inner product values over the n candidates in H. The requirement
on the time complexity O(Bk) implies that the procedure is independent from
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n = |H|, the number of candidates in H. One might wonder whether such an
ideal procedure exists or not. In fact, designing such an ideal procedure under
such a requirement on the time complexity is even more challenging than the
original budgeted MIPS problem.
8.3.1 A Motivating Example for Greedy-MIPS
Although the existence of an ideal procedure for a general budgeted
MIPS problem seems to be impossible, we demonstrate that an ideal approach
exists for budgeted MIPS when k = 1. It is not hard to observe that Prop-
erty 8.1 holds for any given H = {h1, . . . , hn | hj ∈ R}:
Property 8.1. For any nonzero query w ∈ R and any budget B > 0, there
are only two possible results for that top B inner products between w and H:
w > 0⇒ Largest B elements in H,
w < 0⇒ Smallest B elements in H.
This property leads to the following simple approach, which is an ideal
procedure for the budgeted MIPS problem when k = 1:
• Query-independent data structure: a sorted list of indices ofH: s[r], r =
1, . . . , n such that s[r] stores the index to the r-th largest candidate.
That is
hs[1] ≥ hs[2] ≥ · · · ≥ hs[n],
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• Candidate screening phase: for any given w 6= 0 and B > 0,
return
{
first B elements: {s[1], . . . , s[B]} if w > 0,
last B elements: {s[n], . . . , s[n− B + 1]} if w < 0
as the indices of the exact largest-B candidates.
Note that for this simple scenario (k = 1), neither the query dependent pre-
processing nor the candidate ranking is needed. Thus, the overall time com-
plexity per query is TQ = O(B). We can see that Property 8.1 is the key to
the correctness of the above procedure. Nevertheless, it is not clear how to
generalize Property 8.1 for MIPS problems with k ≥ 2. Fortunately, we can
utilize the fact that Property 8.1 holds for k = 1 to design an efficient greedy
procedure for the candidate screening when k ≥ 2.
8.3.2 A Greedy Procedure to Candidate Screening
To better describe the idea of the proposed algorithm Greedy-MIPS, we
consider the following definition (8.4):
Definition 8.1. The rank of an item x among a set of items X =
{
x1, . . . , x|X |
}
is defined as
rank(x | X ) :=
|X |∑
j=1
I[xj ≥ x], (8.4)
where I[·] is the indicator function. A ranking induced by X is a function
π(·) : X → {1, . . . , |X |} such that π(xj) = rank(xj | X ) ∀xj ∈ X .
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Figure 8.2: nk multiplications in a naive linear MIPS approach.
s[r] of size |X | such that
π(xs[1]) ≤ π(xs[2]) ≤ · · · ≤ π(xs[|X |]).
We can see that s[r] stores the index to the item x with π(x) = r.
In order to design an efficient candidate screening procedure, we care-
fully study the operations required for MIPS. In the naive linear MIPS ap-
proach, nk multiplication operations are required to obtain n inner product
values
{




. nk operations form an implicit matrix Z ∈ Rn×k:
Z = H diag(w),
where diag(w) ∈ Rk×k is a matrix with w as it diagonal. The (j, t) entry of Z
denotes the multiplication operation zjt = hjtwt and zj = diag(w)hj denotes
the j-th row of Z. In Figure 8.2, we use Z> to demonstrate the implicit
matrix. The implicit matrix Z is query dependant, that is, Z is different for a
different w. Note that n inner product values can be obtained by taking the




zjt, j = 1, . . . , n.
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Thus, the ranking induced by the n inner product values can be characterized

























As mentioned earlier, it is hard to design an ideal candidate screening pro-
cedure which generates C(w) based on the marginal ranking. Because the
main goal for the candidate screening phase is to quickly identify candidates
which are highly possible to be top-ranked items, it suffices to have an efficient




















which is obtained by replacing the summation terms in (8.5) by max operators.
The intuition behind this heuristic is that the largest element of zj multiplied












Thus, π̄(j|w), which is induced by such an upper bound of h>j w, could be a
reasonable approximation ranking for the marginal ranking π(j|w).
Next we design an efficient procedure which generates C(w) according
to the ranking π̄(j|w) defined in (8.6). First, based on the relative orderings
of {zjt}, we consider the joint ranking and the conditional ranking defined as
follows:
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• Joint ranking: π(j, t|w) is the exact ranking over the nk entries of Z.
π(j, t|w) := rank(zjt | {z11, . . . , znk}).
• Conditional ranking: πt(j|w) is the exact ranking over the n entires of
the t-th row of Z>.
πt(j|w) := rank(zjt | {z1t, . . . , znt}).
See Figure 8.2 for an illustration for both rankings. Similar to the marginal
ranking, both joint and conditional rankings are query dependent.
Observe that, in (8.6), for each j, only a single maximum entry of Z,
maxkt=1 zjt, is considered to obtain the ranking π̄(j|w). To generate C(w) based
on π̄(j|w), we can iterate (j, t) entries of Z in a greedy sequence such that
(j1, t1) is visited before (j2, t2) if zj1t1 > zj2t2 , which is exactly the sequence
corresponding to the joint ranking π(j, t|w). Each time an entry (j, t) is visited,
we can include the index j into C(w) if j /∈ C(w). In Theorem 8.1, we show
that the sequence to include a newly observed j into C(w) is exactly the
sequence induced by the ranking π̄(j|w) defined in (8.6).
Theorem 8.1. For all j1 and j2 such that π̄(j1|w) < π̄(j2|w), j1 will be
included into C(w) before j2 if we iterate (j, t) pairs following the sequence
induced by the joint ranking π(j, t|w).
Proof. Let t1 = arg max
k
t=1 zj1t and t2 = arg max
k
t=1 zj2t. By the definition of
t1, we have π(j1, t1|w) < π(j1, t|w), ∀t 6= t1. Thus, (j1, t1) will be first entry
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among {(j1, 1), . . . , (j1, k)} to be visited in the sequence corresponding to the
joint ranking π(j, t|w). Similarly, (j2, t2) will be the first visited entry among
{(j2, 1, ), . . . , (j2, k)}. We also have
π̄(j1|w) < π̄(j2|w)⇒ zj1t1 > zj2t2 ⇒ π(j1, t1|w) < π(j2, t2|w).
Thus, j1 will be included into C(w) before j2.
At first glance, generating (j, t) in the sequence according to the joint
ranking π(j, t|w) might require the access to all the nk entries of Z and cost
O(nk) time. In fact, based on Property 8.2 of conditional rankings, we can
design an efficient variant of the k-way merge algorithm [62, Chapter 5.4.1] to
generate (j, t) pairs in the desired sequence iteratively.
Property 8.2. Given a fixed candidate matrix H, for any possible w with
wt 6= 0, the conditional ranking πt(j|w) is either πt+(j) or πt−(j):
• πt+(j) = rank(hjt | {h1t, . . . , hnt}),
• πt−(j) = rank(−hjt | {−h1t, . . . ,−hnt}).
In particular, we have
πt(j|w) =
{
πt+(j) if wt > 0,
πt−(j) if wt < 0.
Similar to Property 8.1, Property 8.2 enables us to characterize a
query dependent conditional ranking πt(j|w) by two query independent rank-
ings πt+(j) and πt−(j). As a result, similar to the motivating example in
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Algorithm 8.1 ConditionalIterator: an iterator iterates j ∈ {1, . . . , n}
based on the conditional ranking πt(j|w). This pseudo code assumes that the
k sorted index arrays st[r], r = 1, . . . , n, t = 1, . . . , k are available.
class ConditionalIterator:
def constructor(dim idx, query val):
t, w, ptr ← dim idx, query val, 1
def current(): return
{
st[ptr] if w > 0,
st[n− ptr + 1] otherwise.
def hasNext(): return (ptr < n)
def getNext(): ptr← ptr + 1 and return current()
Section 8.3.1,for each t, we can construct and store a sorted index array
st[r], r = 1, . . . , n such that
πt+(st[1]) ≤ πt+(st[2]) ≤ · · · ≤ πt+(st[n]), (8.7)
or
πt−(st[1]) ≥ πt−(st[2]) ≥ · · · ≥ πt−(st[n]), (8.8)
equivalently. Thus, in the phase of query-independent data structure con-
struction of Greedy-MIPS, we compute and store query-independent rankings
πt+(·), t = 1, . . . , k by k sorted index arrays of length n: st[r], r = 1, . . . , n, t =
1, . . . , n such that (8.7) holds. The entire construction costs O(kn log n) time
and O(kn) space.
Next we describe the details of the proposed Greedy-MIPS algorithm
when a query w and the budget B are given. As mentioned earlier, Greedy-
MIPS utilizes the idea of the k-way merge algorithm to visit (j, t) entries of Z
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according to the joint ranking π(j, t|w). Designed to merge k sorted sublists
into a single sorted list, the k-way merge algorithm uses 1) k pointers, one for
each sorted sublist, and 2) a binary tree structure (either a heap or a selection
tree) containing the elements pointed by these k pointers to obtain the next
element to be appended into the sorted list [62, Chapter 5.4.1.].
8.3.2.1 Query-dependent Pre-processing
In Greedy-MIPS, we divide nk entries of (j, t) into k groups. The t-th
group contains n entries: {(j, t) : j = 1, . . . , n}. Here we need an iterator play-
ing a similar role as the pointer which can iterate index j ∈ {1, . . . , n} in the
sorted sequence induced by the conditional ranking πt(·|w). Utilizing Prop-
erty 8.2, the t-th pre-computed sorted arrays st[r], r = 1, . . . , n can be used to
construct such an iterator, called ConditionalIterator, which iterates an in-
dex j one by one in the desired sorted sequence. ConditionalIterator needs
to support current() to access the currently pointed index j and getNext()
to advance the iterator. In Algorithm 8.1, we describe a pseudo code for
ConditionalIterator, which utilizes the facts (8.7) and (8.8) such that both
the construction and the index access cost O(1) space and O(1) time. For
each t, we use iters[t] to denote the ConditionalIterator for the t-th
conditional ranking πt(j|w).
Regarding the binary tree structure used in Greedy-MIPS, we consider
a max-heap Q of (z, t) pairs. z ∈ R is the compared key used to maintain the
heap property of Q, and t ∈ {1, . . . , k} is an integer to denote the index to a
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Algorithm 8.2 Query-dependent pre-processing procedure in Greedy-MIPS.
• Input: query w ∈ Rk
• For t = 1, . . . , k
– iters[t]← ConditionalIterator(t, wt)
– j ← iters[t].current()
– z ← hjtwt
– Q.push((z, t))
• Output:
– iters[t], t = 1, . . . , k: iterators for conditional ranking πt(·|w).
– Q: a max-heap containing
{
(z, t) | z = maxnj=1 zjt, t = 1, . . . , k
}
.
entry group. Each (z, t) ∈ Q denotes the (j, t) entry of Z where
j = iters[t].current() and z = zjt = hjtwt.
Note that there are most k elements in the max-heap at any time. Thus, we
can implement Q by a binary heap such that it supports
• Q.top(): returns the maximum pair (z, t) of Q in O(1) time,
• Q.pop(): deletes the maximum pair of Q in O(log k) time, and
• Q.push((z, t)): inserts a new pair in O(log k) time.
Note that the entire Greedy-MIPS can also be implemented using a selection
tree among the k entries pointed by the k iterators. For the simplicity of
presentation, we use a max-heap to describe the idea of Greedy-MIPS first
and describe the details of Greedy-MIPS with a selection tree in the end of
Section 8.3.2.2.
In the query-dependent pre-processing phase of Greedy-MIPS, we need to
construct iters[t], t = 1, . . . , k, one for each conditional ranking πt(j|w), and
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a max-heap Q which is initialized to contain
{
(z, t) | z = maxnj=1 zjt, t = 1, . . . , k
}
.
A detailed procedure is described in Algorithm 8.2, which costs O(k log k) time
and O(k) space.
8.3.2.2 Candidate Screening
Recall the requirements for a viable candidate screening procedure to
support budgeted MIPS: 1) the flexibility to control the size |C(w)| ≤ B; and
2) an efficient procedure runs in O(Bk). The core idea of Greedy-MIPS is it-
eratively traversing (j, t) entries of Z in a greedy sequence and collect newly
observed indices j into C(w) until |C(w)| = B. In particular, if r = π(j, t|w),
then (j, t) entry is visited at the r-th iterate. Utilizing the max-heap Q and the
k iterators: iters[t], we can design an iterator, called JointIterator, which
iterates (j, t) pairs one by one in the desired greedy sequence induced by joint
ranking π(j, t|w). Following the k-way merge algorithm, in Algorithm 8.3,
we describe a detailed pseudo code for such an iterator. JointIterator
costs O(k log k) time to run Algorithm 8.2 to construct and initialize Q and
iters[t], and costs O(log k) time to advance to the next entry. In Algo-
rithm 8.4, we describe our first candidate screening procedure with a budget
B for Greedy-MIPS, which is a simple while-loop to iterate (j, t) entries using
the JointIterator with w until |C(w)| = B.
To analyze the time complexity of Algorithm 8.4, we need to know
the number of the iterations of the while-loop before the stop condition is
satisfied. The following Theorem 8.2 gives an upper bound on this number of
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Algorithm 8.3 JointIterator: an iterator generates (j, t) pairs one by one
based on the joint ranking π(j, t|w). The constructor costs O(k log k) time to
build a max-heap Q. The time complexity to generate a pair is O(log k).
class JointIterator:
def constructor(w): · · ·O(k log k)
Run Algorithm 8.2 with w to initialize Q and iters[t], t = 1, . . . , k
ptr← 1.




def hasNext(): return (ptr < nk) · · ·O(1)
def getNext(): · · ·O(log k)




Q.push((z, t)) · · ·O(log k)
ptr← ptr + 1
return current()
Algorithm 8.4 Candidate screening procedure in Greedy-MIPS.
• Input: w and an empty C(w)
• jointIter← JointIterator(w) · · ·O(k log k)
• (j, t)← jointIter.current()
• while |C(w)| < B:
– if j /∈ C(w): append j to C(w)
– (j, t)← jointIter.getNext() · · ·O(log k)
• Output: C(w) = {j | π̄(j|w) ≤ B}
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iterations.
Theorem 8.2. There are at least B distinct indices j in the first Bk entries
(j, t) in terms of the joint ranking π(j, t|w) for any w; that is,
|{j | ∀(j, t) such that π(j, t|w) ≤ Bk}| ≥ B. (8.9)
Proof. By grouping these first Bk entries by the index t and applying the
pigeonhole principle, we know that there exists a group G such that it contains
at least B entries. Because each entry in the same group has a distinct j index,
we know that the group G contains at least B distinct indices j.
Theorem 8.1 guarantees the correctness of Algorithm 8.4 to generate
C(w) based on π̄(j|w) defined in (8.6). By Theorem 8.2, the overall time
complexity of Algorithm 8.4 is O(Bk log k) as each iteration of the while-loop
costs O(log k) time.
The O(Bk log k) time complexity of Algorithm 8.4 does not satisfy
the efficiency requirement of a viable budgeted MIPS approach. Here we
propose an improved candidate screening procedure which reduces the over-
all time complexity to O(Bk). Observe that the log k term comes from the
Q.push((zjt, t)) and Q.pop() operations of the max-heap for each visited (j, t)
entry. As the goal of the screening procedure is to identify j indices only,
we can skip the Q.push((zjt, t)) for an entry (j, t) with the j having been in-
cluded in C(w). As a result, Q.pop() is executed at most B+k−1 times when
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Algorithm 8.5 An improved candidate screening procedure in Greedy-MIPS.
The overall time complexity is O(Bk).
• Input:
– H, w, and the computational budget B
– Q and iters[t]: output of Algorithm 8.2
– C(w): an empty list
– visited[j] = 0, j = 1, . . . , n: a zero-initialized array of length n
• while |C(w)| < B:
– (z, t)← Q.pop() · · ·O(log k)
– j ← iters[t].current()
– if visited[j] = 0:
∗ append j into C(w)
∗ visited[j]← 1
– while iters[t].hasNext():
∗ j ← iters[t].getNext()
∗ if visited[j] = 0:
· z ← hjtwt
· Q.push((z, t)) · · ·O(log k)
· break
• visited[j]← 0,∀j ∈ C(w) · · ·O(B)
• Output: C(w) = {j | π̄(j|w) ≤ B}
|C(w)| = B. The extra k − 1 times occurs in the situation that
iters[1].current() = · · · iters[1].current() = · · · = iters[k].current()
at the beginning of the entire screening procedure.
In Algorithm 8.5, we give a detailed description for this improved can-
didate screening procedure for Greedy-MIPS. See Figure 8.3 for a detailed illus-
tration of this algorithm on a toy example. Note that in Algorithm 8.5, we use

































































































































































































(d) End of iteration-3: C(w) = [6, 1,7]
Figure 8.3: Illustration of Algorithm 8.5 with w = [1, 1, 0.1]> and B = 3. The
left plot for each sub-figure shows the heap structure in the max-heap Q: the
value in each rectangle denotes z, and each index t is shown in a different
color (red for 1, green for 2, and blue for 3). The sorted index arrays are
shown in the upper part of circles on the right plot for each sub-figure; for
example, s1[4] = 7, s2[1] = 6, and s3[5] = 5. The value in lower part of
circles is the corresponding hjt; for example, h71 = −4, h62 = 7, and h53 = 29.
Three downward triangles denote the current position of iters[t], t = 1, 2, 3.
Figure 8.3(a) shows the status for each data data structure at the beginning
of Algorithm 8.5. Figures 8.3(b)-8.3(c) show the status in the end of the
first and the second iterations of the outer while-loop in Algorithm 8.5. In
Figure 8.3(c), we show that at the third iteration, after (z, t) = (6, 2) ←
Q.pop() is executed and 7 = iters[2].current() is appended into C(w), we
need to advance iters[2] twice because the index j = 1 has been included in
C(w). Note that for this example h1 is the candidate with the largest inner
product value with w.
note whether an index j has been included in C(w) or not. As C(w) contains
at most B indices, only B elements of this auxiliary array will be modified
during the screening procedure. Furthermore, the auxiliary array can be reset
to zero using O(B) time in the end of Algorithm 8.5, so this auxiliary array
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can be utilized again for a different query vector w.
Notice that Algorithm 8.5 still iterates Bk entries of Z but at most
B + k − 1 entries will be pushed into or pop from the max-heap. Thus, the
overall time complexity of Algorithm 8.5 is O(Bk + B log k) = O(Bk), which
satisfies the efficiency requirement for a viable approach for budgeted MIPS.
Greedy-MIPS with a Selection Tree. As there are at most k pairs in
the max-heap Q, one from each iters[t], the max-heap can be replaced by a
selection tree to achieve a slightly faster implementation as suggested in [62,
Chapter 5.4.1]. In Algorithm 8.6, we give a pseudo code for the selection tree
with a O(k) time constructor, a O(1) time maximum element look-up, and a
O(log k) time updater. To apply the section tree for our Greedy-MIPS, we only
need to the following modifications:
• In Algorithm 8.2, remove Q.push((z, t)) from the for-loop and construct
Q by Q← SelectionTree(w, k, iters).
• In Algorithm 8.3 and Algorithm 8.5, replace Q.pop() by Q.top() and
replace Q.push((z, t)) by Q.updateValue(t, z).
8.3.2.3 Connection to Sampling-based MIPS Approaches
Sample-MSIPS, as mentioned earlier, is essentially a sampling algorithm
with replacement scheme to draw entries of Z such that (j, t) is sampled with
the probability proportional to zjt. Thus, Sample-MSIPS can be thought as a
traversal of (j, t) entries using in a stratified random sequence determined by
a distribution of the values of {zjt}, while the core idea of Greedy-MIPS is to
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Algorithm 8.6 A pseudo code of a selection tree used for Greedy-MIPS.
class SelectionTree:
def constructor(w, k, iters) : · · ·O(k)
K̄ ← min{2i | 2i ≥ k}
for i = 1, . . . , 2K̄:
buf[i]← (−∞, 0)
for t = 1, . . . , k:
j ← iters[t].current()
buf[K̄ + t]← (hjtwt, t)
for i = K̄, . . . , 1:




def top(): return buf[1] · · ·O(1)
def updateValue(t, z): · · ·O(log k)
i← K̄ + t
buf[i]← (z, t)
while i > 1:
i← bi/2c




iterate (j, t) entries of Z in a greedy sequence induced by the ordering of {zjt}.
Next, we discuss the differences between Greedy-MIPS and Sample-MSIPS in a
few perspectives:
Applicability: Sample-MSIPS can be applied to the situation where both H
and w are nonnegative because of the nature of sampling scheme. In contrast,
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Greedy-MIPS can work on any MIPS problems as only the ordering of {zjt}
matters in Greedy-MIPS. Instead of h>j w, Diamond-MSIPS is designed for the







values [10]. In fact, for nonnegative MIPS problems, the diamond sampling
is equivalent to Sample-MSIPS. Moreover, for MSIPS problems with negative
entries, when the number of samples is set to be the budget B,2 the Diamond-
MSIPS is equivalent to apply Sample-MSIPS to sample (j, t) entries with the
probability p(j, t) ∝ |zjt|. Thus, the applicability of the existing sampling-
based approaches is still very limited for general MIPS problems.
Flexibility to Control |C(w)|: By Theorem 8.2, we know that Greedy-MIPS
can guarantee both the time complexity of the candidate screening procedure
and the size of output |C(w)| for any H, w, and B. For a sampling-based
approach, one can easily control either the time complexity of the sampling
procedure or the size of C(w), but not both. Because all the existing sampling-
based approaches are a sampling scheme with replacement, the same entry
(j, t) could be sampled repeatedly. Thus, the time complexity to guarantee
that C(w) = B depends on the distribution of values of w and H. Hence,
Greedy-MIPS is more flexible than sampling-based approaches in terms of the
controllability of C(w).
2This setting is used in the experiments in [10]
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8.4 Experimental Results
In this section, we perform extensive empirical comparisons to compare
Greedy-MIPS with other state-of-the-art fast MIPS approaches on both real-
world and synthetic datasets.
• We use netflix and yahoo-music as our real-world recommender system
datasets. There are 17, 770 and 624, 961 items in netflix and yahoo-music,
respectively. In particular, we obtain the low rank model (W,H) by the























where Aij is the rating of the j-th item given by the i-th user, Ω is the
set of observed ratings, Ωi = {j | (i, j) ∈ Ω}, and Ω̄j = {i | (i, j) ∈ Ω},
and λ is a regularization parameter. We use the CCD++ [138] algorithm
implemented in LIBPMF3 to solve the above optimization problem and
obtain the user embeddings {wi} and item embeddings {hj}. We use
the same λ used in [28]. We also obtain (W,H) with a different k: 50,
100, and k = 200.
• We also generate synthetic datasets with various n = 2{17,18,19,20} and
k = 2{2,5,7,10}. For each synthetic dataset, both candidate vector hj and
query w vector are drawn from the normal distribution.
3http://www.cs.utexas.edu/~rofuyu/libpmf
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Figure 8.4: Comparison of variants of Greedy-MIPS.
8.4.1 Experimental Settings and Evaluation Criteria
All the experiments are performed on a Linux machine with 20 cores
and 256 GB memory. We ensure that only single core/thread is used for our
experiments. To have a fair comparison, all the compared approaches are
implemented in C++:
• Greedy-MIPS: our proposed approach in Section 8.3. We compare the
following variants in Section 8.4.2:
240
Figure 8.6: MIPS Comparison on netflix and yahoo-music.
– The improved Greedy-MIPS in Algorithm 8.5 with the selection tree
in Algorithm 8.6.
– The improved Greedy-MIPS in Algorithm 8.5 with a max-heap.
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Figure 8.7: MIPS Comparison on synthetic datasets with n ∈ 2{17,18,19,20} and
k = 128. The datasets used to generate results are created with each entry
drawn from a normal distribution.
– The original Greedy-MIPS in Algorithm 8.4 with the selection tree
in Algorithm 8.6.
• NNS-based MIPS approaches:
– PCA-MIPS: the approach proposed in [9], which is shown to be the
state-of-the-art among tree-based approaches [9]. We implement
a complete PCA-Tree with the neighborhood boosting techniques
described in [9]. We vary the depth of PCA tree to control the
trade-off between the search quality and the search efficiency.
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– LSH-MIPS: the approach proposed in [85, 104]. We use the nearest
neighbor transform function proposed in [9, 85] and use the ran-
dom projection scheme as the LSH function as suggested in [85].
We also implement the standard amplification procedure with an
OR-construction of b hyper LSH hash functions. Each hyper LSH
function is a result of an AND-construction of a random projec-
tions. We vary the values (a, b) to control the trade-off between the
search quality and the search efficiency.
• Diamond-MSIPS: the sampling scheme proposed in [10] for the maximum
squared inner product search. As it shows better performance than LSH-
MIPS in [10] in terms of MIPS problems, we also include Diamond-MSIPS
into our comparison. F+Tree [140] is implemented as the multinomial
sampling procedure.
• Naive-MIPS: the baseline approach which applies a linear search to iden-
tify the exact top-K candidates.
Evaluation Criteria. For each dataset, the actual top-20 items for
each query are regarded as the ground truth. We report the average perfor-
mance on a randomly selected 2,000 query vectors. To evaluate the search
quality, we use the precision on the top-K prediction (prec@K), is obtained
by selecting top-K items from C(w) returned by the candidate screening pro-
cedure of a compared MIPS approach. K = 5 and K = 10 are used in our
experiments. To evaluate the search efficiency, we report the relative speedups
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over the Naive-MIPS approach as follows:
speedup =
prediction time required by Naive-MIPS
prediction time by a compared approach
.
Remarks on Budgeted MIPS versus Non-Budgeted MIPS. As
mentioned in Section 8.2, PCA-MIPS and LSH-MIPS cannot handle MIPS with
a budget. Both the search computation cost and the search quality are fixed
when the corresponding data structure is constructed. As a result, to under-
stand the trade-off between search efficiency and search quality for these two
approaches, we can only try various values for its parameters (such as the
depth for PCA tree and the amplification parameters (a, b) for LSH). For each
combination of parameters, we need to re-run the entire query-independent
pre-processing procedure to construct a new data structure.
8.4.2 Experimental Results
Results on Variants of Greedy-MIPS. In Figure 8.4, we shows the
comparison between the three variants of Greedy-MIPS on netflix and yahoo-
music. We can see that the difference between the use of a selection-tree and
a max-heap is small, while the different between the use of Algorithm 8.4 and
the use of Algorithm 8.5 is more significant. For the comparison to other
MIPS approaches, we use Greedy-MIPS to denote the results obtained from
the version with the combination of Algorithm 8.5 and Algorithm 8.6.
Results on Real-World Data sets. Comparison results for netflix
and yahoo-music are shown in Figure 8.6. The first, second, and third columns
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Figure 8.8: MIPS Comparison on synthetic datasets with n = 218 and k ∈
2{2,5,7,10}. The datasets used to generate results on are created with each entry
drawn from a normal distribution.
present the results with k = 50, k = 100, and k = 200, respectively. It is
clearly observed that given a fixed speedup, Greedy-MIPS yields predictions
with much higher search quality. In particular, on the yahoo-music data set
with k = 200, Greedy-MIPS runs 200x faster than Naive-MIPS and yields search
results with p@5 = 70%, while none of PCA-MIPS, LSH-MIPS, and Diamond-
MSIPS can achieve a p@5 > 10% while maintaining the similar 200x speedups.
Results on Synthetic Data Sets. We also perform comparisons on
synthetic datasets. The comparison with various n ∈ 2{17,18,19,20} is shown
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in Figure 8.7, while the comparison with various k ∈ 2{2,5,7,10} is shown in
Figure 8.8. We observe that the performance gap between Greedy-MIPS over
other approaches remains when n increases, while the gap becomes smaller
when k increases. However, Greedy-MIPS still outperforms other approaches
significantly.
8.5 Summary of the Contributions
In this chapter, we study the computational issue in the prediction
phase for many MF-based models: a maximum inner product search prob-
lem (MIPS) with a very large number of candidate embeddings. By carefully
studying the problem structure of MIPS, we develop a novel Greedy-MIPS
algorithm, which can handle budgeted MIPS by design. While simple and
intuitive, Greedy-MIPS yields surprisingly superior performance compared to
state-of-the-art approaches. As a specific example, on a candidate set con-
taining half a million vectors of dimension 200, Greedy-MIPS runs 200x faster
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