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Abstract—Understanding music popularity is important not
only for the artists who create and perform music but also
for music-related industry. It has not been studied well how
music popularity can be defined, what are its characteristics,
and whether it can be predicted, which are addressed in this
paper. We first define eight popularity metrics to cover multiple
aspects of popularity. Then, analysis of each popularity metric is
conducted with long-term real-world chart data to deeply under-
stand the characteristics of music popularity in the real world. We
also build classification models for predicting popularity metrics
using acoustic data. In particular, we focus on evaluating features
describing music complexity together with other conventional
acoustic features including MPEG-7 and Mel-frequency cepstral
coefficient (MFCC) features. Results show that, although there
exists still room for improvement, it is feasible to predict the
popularity metrics of a song significantly better than random
chance based on its audio signal, particularly using both the
complexity and MFCC features.
Index Terms—Music popularity prediction, musical complex-
ity, hit song, music popularity metrics.
I. INTRODUCTION
IN these days, a large amount of multimedia content is de-livered to users through various media and platforms. The
popularity of multimedia content items has been considered
important, because it plays a critical role to deal with various
issues of content management such as recommendation, search
and retrieval, network content caching, advertisement, etc.
Thus, there have been significant research efforts to understand
and predict content popularity, especially for images and
videos [2]–[8].
Music is a kind of content that has similar issues and
challenges. Digital music sales have increased significantly.
Paid subscriptions and industry revenues from streaming are
more than tripled between 2011 and 2014 [9]. In this large
market, some songs are popular and some others are not.
Popularity of a song can be measured as its total sales or
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exposure to the public, and is often summarized in a music
chart. For instance, the Billboard charts determine the ranking
of songs based on total sales, online streaming counts, etc. on
a weekly basis; last.fm provides information about top tracks
and artists from live radio plays. Using a music chart, it is
possible to understand not only the current ranking of a song
but also long-term popularity changes such as whether the
song has been steadily popular over a period.
The companies and individuals involved in the music
production, distribution, and management industry are very
interested in music popularity. Sometimes they want to know
popularity of a song in advance of its release to the public.
Prediction of popular songs can be used in audio source
management for online streaming services and music delivery
services. For example, it would be effective to generate a
playlist [10], [11] or recommend a song [12]–[15] predicted to
become popular to a user who usually enjoys popular songs.
As another example, it would be useful to use a song predicted
to become popular in advertisement in order to enhance the
marketing effect due to the public response to the song.
There exist a few studies investigating the evolution of
popular music. In [16], based on simulation with a Darwinian
model, it was shown that competing evolutionary forces can
explain the dynamics of public music preference. In [17],
evolving trends of western popular music were revealed, which
appeared in pitch, timbre, and loudness. Similarly, in [18],
it was shown that popular music has evolved continuously
and even sometimes abruptly in terms of genre distribution,
diversity, and timbre.
In an early psychological study, it has been proposed that
the musical complexity affects listner’s preference on the song
[19]. In [20], it was examined how much musical features
describing complexity and chart performance are correlated.
The rhythmic complexity and melodic complexity of songs
were measured using temporal interval and pitch changes of
notes, respectively. Four metrics of chart performance such
as the total number of weeks, average rank change, peak
ranking, and debut ranking were considered. For the Billboard
Modern Rock Top 40 chart for six months, it was concluded
the musical features and chart performance have moderate
correlations. However, this study is very limited in that it
considered only ten songs with their popularity data only
for a half year, and used MIDI files of the songs instead of
the original audio signals. Thus, its conclusions may not be
reliable. Furthermore, the study did not suggest any popularity
prediction models. As an attempt to predict popularity of
music, in [21], a classification model was developed, which
predicted using acoustic features and lyric features whether a
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song would be ranked highest in a music chart. Mel-frequency
cepstral coefficients (MFCCs) were used as acoustic features,
and the semantic information was extracted from lyrics. Sup-
port vector machine (SVM)-based classification for the songs
on the Oz Net Music Chart Trivia Page was conducted, which
showed that music popularity was not easily predictable using
acoustic features, although lyric-based features were slightly
effective. Similarly, in [22], it was shown that a variety of
acoustic features including MPEG-7 Audio Standard features
were not effective to classify songs into three popularity
categories (high, medium, and low). Recently, there were
attempts to apply deep learning to predict the hit score of
a song [23], [24]. They used convolutional neural networks
(CNNs) with the Mel-spectrogram of a song as an input feature
map to predict the playcount of the song in a music streaming
service. It was shown that the CNNs are more effective than
shallow models.
Some studies considered information other than acoustic
features. In fact, social factors sometimes play an important
role in determining whether a song would be popular or not
[25]. In [26], it was shown that seasonal music preference has
significant impact on music popularity (e.g., Christmas carols
in December). In [27], the social media information, i.e., the
number of Twitter posts with hashtags indicating that users
were listening to particular songs, was considered. Prediction
of weekly rankings of songs for 10 weeks in the Billboard
Hot 100 chart was conducted as classification into decadal
rank groups (i.e., 1 to 10, 11 to 20, etc.), which was more
successful than the case with only acoustic features. However,
this approach has a limitation in the perspective of popularity
prediction because public responses to a song are available
only after it is distributed.
In comparison to the aforementioned studies, this paper aims
at providing more comprehensive understanding and deeper
insight into predicting music popularity based on acoustic
information using a large-scale data set. The research questions
considered are:
• How can the popularity of a song over time be described
from a music chart?
• What are recognizable characteristics of popularity met-
rics in long-term real-world chart data?
• To what extent can the popularity metrics of a song be
predicted from the audio signal?
• What are effective audio features showing good predic-
tion performance?
Our distinguished contributions to answer these questions
can be summarized as follows:
1) We define popularity metrics that summarize music pop-
ularity in various viewpoints. As explained above, most
of the previous studies considered only one aspect of
popularity from charts. However, the chart performance
of a song is in fact a temporal sequence, and thus
summarizing it by one single value ignores other aspects
of popularity. Therefore, we define eight popularity
metrics that reflect diverse popularity aspects.
2) We provide in-depth analysis of the popularity metrics
for large-scale real chart data in order to identify sig-
nificant characteristics of real-world music popularity.
While many studies have investigated popularity patterns
for video (e.g., [4], [5], [28]), there exist few studies for
music popularity. We examine statistics of each metric,
relationship between metrics, and temporal evolution of
the metrics.
3) Various acoustic features are benchmarked for predic-
tion of the popularity metrics. In particular, we focus
on validating music complexity features for popularity
metric prediction on the ground that musical complexity
affects musical preference and also popularity.
The rest of this paper is organized as follows. In Section II,
we propose the definitions of the proposed popularity met-
rics. Next, in Section III, we analyze the popularity metrics
appearing in the Billboard Hot 100 chart for the past 45
years. In Section IV, we present our experimental results of
audio signal-based popularity prediction approaches. Finally,
Section V provides concluding remarks.
II. POPULARITY METRICS
Popularity of a song can be described in various perspectives
such as how many times the song has been sold, how many
times the song has been broadcasted on TV, how many times
the song has been queried in a search engine, how many
times the song has been consumed via streaming, etc. A music
popularity chart such as the Billboard Hot 100 chart tries to
summarize such statistics on, e.g., a weekly basis, resulting
in a popularity ranking of songs. Therefore, the ranking of a
song in a chart is basically a time domain signal, representing
its popularity over time. As mentioned in the introduction,
the previous studies mostly considered only one aspect of this
signal to summarize the popularity of a song, which loses
information regarding the dynamic nature of the popularity.
For instance, when the highest rank of a song on the chart is
considered, it is not possible to properly identify a song that
is a long-term steady-seller if its highest rank is not so high.
In this study, we define multiple popularity metrics extracted
from rankings of songs over time in a music chart so that
we can examine both instantaneous and dynamic aspects of
popularity. These popularity metrics are measured using rank
score, which is the inverted rank on a chart, i.e., the rank score
of song i is obtained as:
Rank score(i) = Max rank − rank(i) + 1 (1)
where Max rank is the lowest rank of the chart and rank(i)
is the rank of the song. For instance, in a weekly top 100 chart,
the song ranked highest has a rank score of 100 and the song
ranked lowest has a rank score of 1.
We define eight popularity metrics as follows (see Fig. 1):
Debut This is defined as the rank score of a song when the
song appears first in a chart. It indicates the initial
popularity of the song. In Fig. 1a, song B has a larger
value of Debut than song A.
Max This is defined as the maximum rank score of a song
during the whole period, measuring the maximum
popularity of the song. The maximum rank score of
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(a) Debut (b) Max (c) Mean (d) Std
(e) Length (f) Sum (g) Skewness (h) Kurtosis
Fig. 1. Illustrations of the popularity metrics defined in our work.
song B is higher than that of song A in Fig. 1b and
thus song B has a larger value of Max than song A.
Mean This is defined as the average rank score of a song
over the whole period during which the song appears
in a chart. In Fig. 1c, song B has a larger value of
Mean than song A (marked with dotted lines).
Std This is the standard deviation of the rank scores
of a song over the whole period during which the
song appears in a chart. It describes how much
the popularity of a song has changed over time. In
Fig. 1d, the rank score of song B has changed more,
so its value of Std is larger than that of song A.
Length This is defined as the time period (e.g., the number
of weeks) during which a song appears on a chart.
It measures how long a song has been popular, and
thus can identify steadily popular songs. In Fig. 1e,
song B has a larger value of Length than song A.
Sum This is defined as the sum of the rank scores over
time. Although this is similar to Length, Length mea-
sures only the time period, whereas, Sum considers
the rank score during which a song stays in a chart.
Thus, it basically describes the overall popularity of
a song when the whole time period is considered.
In Fig. 1f, song B always has higher scores, so the
value of Sum of song B is larger than that of song
A. Note that Sum is different from Mean because
the period during which a song appears in a chart is
different for different songs.
Skewness This is the skewness (i.e., the third moment) of
the rank scores of a song. This partially describes
the dynamic patterns that a song gains and loses
popularity. A positive value of Skewness (song A in
Fig. 1g) means that the song has become popular
fast, reached its highest popularity, and become un-
popular slowly; a negative value of Skewness (song
B in Fig. 1g) indicates that the song has become
popular slowly, then lost its popularity fast.
Kurtosis Together with Skewness, the kurtosis of a song
describes the patterns of growing and declining
popularity. The faster the popularity growth of a
song is, the larger the value of Kurtosis is. The rank
score curve for song B in Fig. 1h is sharper than
that of song A, so Kurtosis of song B is larger.
III. ANALYSIS OF POPULARITY METRICS
A. Data
The Billboard magazine distributes weekly lists of popular
songs, called the Billboard charts, since 1940. The Billboard
Hot 100 chart1 is the most representative among the charts,
which provides 100 most popular songs (regardless of their
genres) every week. The ranking in this chart is based on radio
airplay, sales data, and streaming activity data from Nielsen
Music2.
We use the chart data between 1970 and 2014, comprising
209,000 chart ranks for 2,090 weeks in total. There are
18,604 distinct songs in these data. We exclude the songs
that appeared only one or two weeks because some popularity
metrics cannot be obtained reliably for them. The number of
songs remained only one and two weeks are 1,077 and 841,
respectively. Finally, we use the chart data of the remaining
16,686 songs.
B. Distribution analysis
Fig. 2 shows the histograms of the eight popularity metrics
for the whole chart data set.
The histogram of Debut in Fig. 2a shows that most of the
songs were ranked low when they appeared in the chart for the
1http://www.billboard.com/charts/hot-100
2http://www.nielsen.com/us/en/solutions/measurement/
music-sales-measurement.html
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 2. Histograms of popularity metrics: (a) Debut, (b) Max, (c) Mean, (d) Std, (e) Length, (f) Sum, (g) Skewness, and (h) Kurtosis.
first time. The mean and median values of Debut are 21.8 and
16, respectively. A peak at a rank score of 11 (i.e., 90th in the
chart) is also observed in the histogram. Only a small number
of songs were ranked high at the beginning; 8.1% of the songs
received Debut scores larger than 50 (i.e., ranks higher than
51). There also exist songs debuted as their highest ranking
(less than 0.2%).
However, in Fig. 2b, the histogram of Max is concentrated
in the region with high values; a peak at 100 (i.e., the top
rank in the chart) is observed, showing that more than 4.5%
of songs reached the top rank. Then, the histogram is almost
flat over a wide range between about 20 and 80.
The histogram of Mean is roughly flat in the mid-range
(Fig. 2c). The mean and median values are 42.1 and 41,
respectively, meaning that the average ranks of the songs are
slightly lower than the middle in the chart. In Fig. 2d, Std
is distributed over a large range, with a mean of 15.3. Its
maximum value is 39.9, which is relatively large.
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Fig. 3. Ranks of two songs: ”How Do I Live?” (blue) and ”Sail” (red).
Fig. 2e shows that the histogram of Length is concentrated
on small values. On average, the songs remained in the chart
for 13.4 weeks. A sharp peak at 20 weeks is observed. This is
due to the recurrent rule3, which removes songs ranked below
a half (50 in our case) for more than 20 weeks from the chart.
The maximum value is 79 weeks, which corresponds to “Sail”
by AWOLNATION, 2011.
The histogram in Fig. 2f shows that many songs have small
values of Sum, and a few songs have extremely large values.
As a result, the median and average values differ largely: 506
and 682.2, respectively. The maximum Sum value is 5,615
(“How Do I Live?” by LeAnn Rimes, 1997). Thus, the song
with the maximum value of Sum and that with the maximum
value of Length are different. The ranks of these two songs
over time are shown in Fig. 3. The song “Sail” stayed longer
in the chart but was ranked lower than the song “How do I
live?” overall, which resulted in a lower value of Sum of the
former than the latter. This justifies the necessity of observing
both Sum and Length as popularity metrics.
The histogram of Skewness in Fig. 2g is similar to the
probability density function of a Laplace distribution, with a
peak at -0.7. This shows that on average, the popularity of a
song typically grows slowly and falls fast.
The histogram of Kurtosis is also peaked at a negative
value, as shown in Fig. 2h. The mean value of Kurtosis is
-0.62, and most of the songs have negative Kurtosis values,
indicating that the degree of peakedness of the growth and
decline of the popularity is flatter than that of the normal
distribution. Nevertheless, there also exist songs that have
extremely large positive values of Kurtosis, which gained and
lost their popularity very quickly.
C. Effects of debut performance
We now focus on the effects of the initial chart performance
of a song, i.e., Debut. First, we examine the relationship
between Debut and Max in Fig. 4. It is observed that the
Debut performance of a song significantly influences its best
chart performance. It is usually hard to reach high ranks for a
song with a low initial rank, but once the initial rank is higher
than about 50, then the best performance does not vary much.
Next, we examine the proportion of the number of songs
reaching the highest rank (i.e., #1) in the chart with respect to
Debut. The result is shown in Fig. 5. For the songs whose
3http://www.billboard.com/biz/billboard-charts-legend
Fig. 4. Relationship between Debut and Max. For each value of Debut, the
average value of Max for the songs having the same debut ranking is shown
along with the standard deviation as the error bar. The dashed line indicates
the cases where Debut and Max are the same.
Fig. 5. Proportion of the number of songs that reached the top rank with
respect to Debut.
debut ranks are below a half (i.e., 50), the probability of
reaching the top in the chart gradually increases with respect
to the debut rank. However, once the debut rank is above a
half, no significant correlation is observed between the debut
rank and the probability of reaching the top. Surprisingly, only
a half of the songs that debuted in second place in the chart
succeeded in reaching the top.
D. Temporal analysis
We examine how the popularity metrics changed over time.
For this, we set four decadal periods, i.e., 1970s, 1980s, 1990s,
and 2000s, and obtain the popularity metrics separately for
each period. Only the songs that appeared and disappeared in
the chart within the same period were considered. As a result,
5,074, 4,192, 3,570, and 4,375 songs were included in the four
periods, respectively.
Fig. 6 shows the cumulative distributions of Sum, Length,
and Debut. Those for the other popularity metrics are omitted
because they do not show any noticeable difference among
different periods. It is observed that a larger portion of songs
have larger Sum and Length values as time goes. Larger
values of Length for more recent decades would be partially
responsible for the increase of the proportion of large values of
Sum. In Fig. 6b, abrupt increases at week 20 are observed only
for 1990s and 2000s, because the recurrent rule has applied
only after 1991. In Fig. 6c, the distribution of Debut becomes
more gradual as time goes. To sum up, songs in more recent
years tend to have appeared in the chart at more various initial
ranks and stayed longer in the chart.
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(a) (b)
(c)
Fig. 6. Cumulative distributions of popularity metrics. (a) Sum (b) Length (c)
Debut.
IV. PREDICTION OF POPULARITY METRICS
We build models that predict the popularity metrics using
musical features. The complexity features, and two other types
of acoustic features used in previous studies are explained.
Then, the experimental setup and results are presented.
A. Comlexity features
As described in [19], [20], music complexity is highly
involved in determining preference and popularity of a song.
Therefore, we measure complexity of songs and use them
to build learning models. In particular, we adopt the method
presented in [29], which measures structural changes of three
musical components, namely, harmonic, rhythmic, and timbral
components of a song. The method extracts these components
from a song, and then calculates complexity features by
measuring temporal changes of the components. In addition,
we consider loudness as another dimension reflecting music
complexity, because loudness of a song and its temporal
change are related to emotional arousal of listeners.
1) Structural change: The structural change (SC) [29]
basically measures how fast the time sequence of a compo-
nent changes over time. Three components are considered as
follows.
Chroma Chroma describes the instantaneous harmony at
a particular moment, which is one of the 12
chords (C, C#, D, ..., B). For each signal segment
having a length of 0.25 sec, we use the chord
estimation algorithm presented in [30] to obtain
the probability distribution over the 12 chords.
Rhythm We employ the fluctuation pattern (FP) [31] to
quantify the rhythmic signature at a certain mo-
ment in a song. A 2.97 second-long Hamming
window moving one second at a time is applied
to the audio signal. The windowed audio segment
is further divided into 256 frames (containing 512
samples for 44.1 kHz sampling). For each frame,
the fast Fourier transform (FFT) is applied and
the periodicity histogram [31] of each frequency
band is measured to obtain FPs of the frames.
The mean of the 256 FPs is defined as the rhythm
component of the segment.
Timbre The timbral components of a song are mostly de-
termined by its frequency components. Thus, we
employ the Mel-frequency cepstral coefficients
(MFCCs) [32] that are popular for perceptual
representation of spectral aspects of audio signals.
As in the case of rhythm, we apply a 2.97 second-
long Hamming window to the given audio signal
and then divide the windowed segment into 256
frames. We use 36 Mel-frequency spaced bins for
each frame. Finally, the MFCCs from the 256
frames are averaged.
We compute SC on each component to obtain complexity
features over time. The SC for the ith segment with an
observation window having a length of wj = 2j−1 is given by
SCij = JSD(si−wj :i−1, si:i+wj−1) (2)
where JSD(x, y) is the Jenson-Shannon divergence between
x and y and sa:b is the sum of the values of s for the ath to bth
segments. The observation window determines the temporal
scope measuring complexity. We set j = 3, 4, ..., 8 for chroma
and j = 1, 2, ..., 6 for rhythm and timbre, which correspond
to window lengths of 1 to 32 sec. Finally, we take the mean
value of SC over time to obtain a single value for each feature
and each window size. As a result, six complexity features for
the six observation window lengths are obtained for each of
the Chroma, Rhythm, and Timbre components: Chroma1 to
Chroma6, Rhythm1 to Rhythm6, and Timbre1 to Timbre6.
2) Arousal: We use another kind of complexity feature
based on the psychoacoustic theory, named Arousal. It has
been known that the loudness of music is correlated to
the arousal dimension of emotion [33]. And, emotion is an
important factor determining music preference [34]. Therefore,
we can assume that the musical preference (and consequently
music popularity) is influenced by arousal.
We calculate the short-time magnitude (i.e., sum of the
absolute signal values) for a segment obtained using a 2.97-
second long Hamming window moving one second at a time.
We then calculate the mean (ArousalMean) and standard
deviation (ArousalStd) of the short-time magnitudes over time
to measure the average and variation of loudness, respectively.
B. MPEG features
The MPEG-7 Audio standard4 provides tools to measure
various spectral and temporal characteristics of audio signals.
MPEG-7 Audio features are extracted by using the bag-
of-frame (BOF) approach, which divides the audio signal
into segments, extracts audio features, and summarizes all
segments using statistical measures such as sum and standard
4http://mpeg.chiariglione.org/standards/mpeg-7/audio
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deviation. We use the MPEG-7 Reference Software5 to obtain
82 MPEG-7 Audio features from each song.
C. MFCC features
In [21], features based on MFCCs were used to measure
the spectral characteristics of songs for hit song prediction.
We also employ them by implementing the feature extraction
procedure in [21]. Each audio signal is divided into segments
having a length of 0.025 sec with an overlap of 0.015 sec
between adjacent segments, and 20 MFCCs are extracted for
each segment. For the extracted MFCCs of the songs in the
training data set, k-means clustering is conducted, from which
32 cluster centroids are obtained, in order to reduce noise and
obtain compact features. These centroids represent the most
common sound characteristics found in the training data. When
a song for test is given, the minimum distance centroids for
its MFCC vectors are found and the normalized frequencies
of the 32 clusters are obtained as the features of the song.
D. Experimental setup
1) Data: Listeners’ preference to songs tends to change
over time (e.g., popular genres in different periods). In addi-
tion, as shown in Section III-D, the trends for some popularity
metrics have changed. Thus, popularity prediction over a long
time period such as several decades would not be of much
interest. Considering this, we conduct our experiments with the
songs within the recent five years. Specifically, the 1,264 songs
appearing in the Billboard Hot 100 chart during 253 weeks
between 13 June 2009 and 19 April 2014 are used for our
experiments. The first 70% of the period, until 11 November
2012 (including 864 songs), is considered for training classi-
fiers, the first half of the rest (200 songs) for validation, and the
last half (200 songs) for testing. In other words, we examine
whether the prediction of “future popularity” is feasible.
2) Setup: We use support vector machines (SVMs) as
classifiers6. We train SVMs with the extracted features to
perform binary classification of each popularity metric. The
boundary of the two classes is set to the median value of
each popularity metric in the training data set. The radial basis
function (RBF) is used as the kernel function of the SVMs.
The values of the penalty factor and the width of the RBF
function determined empirically for the validation dataset. We
use the libsvm package7 [35].
We design three different experiments to investigate popu-
larity prediction performance of the features:
1) Prediction using each single complexity feature
2) Prediction using each feature group
3) Prediction using combined features.
In the first experiment, the classifier is trained with a sin-
gle feature to examine whether each complexity feature can
predict popularity metrics and which feature is effective for
prediction. The second experiment compares the prediction
5http://mpeg.chiariglione.org/standards/mpeg-7/reference-software
6We present only the results of the most effective classifier in this section,
but complete results using other classifiers are shown in Appendix.
7https://www.csie.ntu.edu.tw/∼cjlin/libsvm/
performance of each feature group, i.e., Complexity, MPEG,
and MFCC. Finally, the third experiment examines perfor-
mance improvement by additional use of MFCC and/or MPEG
together with Complexity.
In order to compensate for different numbers of data in
the two classes, the classification performance is measured in
terms of the balanced accuracy, which is defined as
BA =
1
2
(
tp
tp+ fn
+
tn
tn+ fp
) (3)
where tp, tn, fp, and fn are the numbers of true positives
(hit), true negatives (correct rejection), false positives (false
alarm), and false negatives (miss), respectively.
E. Results
1) Single feature-based prediction: Fig. 7 summarizes the
prediction results using single Complexity features. One-sided
t-tests are conducted to examine if the balanced accuracies
are significantly different from the random chance (i.e., 0.5).
The cases showing statistical significance are marked with ‘*’
in the figure. In total, 11.9% of all cases are shown to be
statistically significant, which indicates that some complexity
features are effective for predicting popularity metrics even
when used singly.
Among the four components of complexity, features from
Chroma (ChromaSC1 to ChromaSC6) are the most effective;
20.8% of the cases using the chroma-based features show
statistically significant performance. The Rhythm and Timbre
features are not as effective as the Chroma features. Interest-
ingly, the Arousal features, which are based on simple loudness
measurement, perform well, showing significant performance
for Debut, Max, Mean, and Std.
Chroma is related to the flow of a song such as melody,
mood, and chord, and listeners prefer appropriate change of
such flow. Although Rhythm and Timbre features are less
effective, they are complementary with each other; the features
from Timbre are effective for predicting Length, while those
from Rhythm are effective for Mean.
In the viewpoint of popularity metrics, Debut and Kurtosis
are difficult to predict with single Complexity features. Only
Arousal features are effective for Debut.
When the performance with respect to the window size is
examined, there exists a slight tendency that smaller windows
are more effective for Rhythm and Timbre than larger ones,
whereas the window size does not affect the performance of
Chroma much as long as it is not the smallest or largest. It
is thought that rapid changes of rhythm or timbre are easily
captured by listeners, thus have impact on the listeners’ pref-
erence. However, chromatic changes due to chord alteration
over both small and large time scales are expected in most
songs, thus a wide range of window sizes appear effective.
2) Feature group-based prediction: The prediction results
of each feature group are shown in Fig. 8. For Debut, Length,
and Kurtosis, the prediction performance of each feature group
is overall inferior to that for the other popularity metrics. In
fact, the debut ranking of a song may be more influenced by
awareness and popularity of the artist, promotion, or social
trend, as in other cultural products [25], [36], [37].
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Fig. 7. Results of popularity prediction using single Complexity features in terms of balanced accuracy. The cases where the accuracy is statistically significantly
different from random chance are marked with ‘*’.
Fig. 8. Results of prediction using each feature group.
Fig. 9. Results of prediction using combined features.
The group of Complexity is the most effective among the
three groups in predicting Max, Std, and Sum, for which
relatively good performance was observed in Fig. 7. MFCC
shows the best prediction performance for Length, Mean,
Skewness, and Kurtosis, although the accuracies are not high
for Length and Kurtosis. MPEG ranks first only for Debut.
These results demonstrate that the Complexity features cap-
ture popularity-related characteristics of songs more effectively
than the MFCC and MPEG features that are designed to extract
rather general acoustic characteristics. Complexity and MFCC
showing better performance than MPEG, perceptual features
are more suitable for popularity prediction.
TABLE I
CONFUSION MATRIX SHOWING THE PERFORMANCE OF Complexity AND
MFCC
Complexity
hit miss
MFCC hit 0.391 0.176miss 0.176 0.258
3) Prediction using combined features: Table I shows the
confusion matrix examining how Complexity and MFCC be-
have in feature group-based prediction. The cases where one
group produces correct classification results but the other does
not take about 35% (the off-diagonal elements in the matrix),
for which we can expect complementarity when they are
combined.
Fig. 9 summarizes the balanced accuracies of prediction
when the MPEG and MFCC features are combined with the
Complexity features. In most cases, additional use of MPEG
and/or MFCC improves the performance. In particular, the
improvement is prominent for Debut, Length, and Kurtosis.
Overall, the combination of Complexity and MFCC appears
the best, recording an average accuracy of 59.2%. Further
combination of MPEG deteriorates the performance in most
cases, which seems to be due to the excessively increased
feature dimensionality.
The accuracies in Fig. 9 may look quite low. But it is
thought that the problem of popularity prediction is very
challenging, as also shown in previous studies. For instance,
in [21], a problem of classifying whether a song will rank
first was considered, for which relatively low performance
was reported (0.66 in terms of area under curve (ROC)). In
[22], no statistically significant performance in comparison
to random chance was obtained for a three-class popularity
classification problem. In our case, on the other hand, one-
sided t-tests reveal that the accuracies for Complexity+MFCC
are statistically significant except for Kurtosis.
4) Incorporating Debut as a feature: Finally, we examine
a different scenario, where popularity metrics of a song are
predicted after it has debuted in the chart. While the acoustic
features-based popularity prediction shown above are useful
even before a song is released to the public, it is also
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Fig. 10. Prediction results when Debut is used as an input feature for
prediction. For Max, the improvement is statistically significant (p = 0.046).
interesting how the popularity of a song will evolve once we
know its debut performance in the chart.
For this, the debut score of a song is used as a feature
in addition to the acoustic features for prediction. Since
the combination of Complexity and MFCC showed the best
performance in Fig. 9, we evaluate the performance of the
combination of Complexity, MFCC, and Debut, which is
shown in Fig. 10. A significant increase of the accuracy is
observed for Max (absolute improvement by 9.9%) due to
the additional use of the debut score. The strong correlation
between Debut and Max, which was shown in Fig. 4, and
thereby a high accuracy using even only Debut for Max,
seems to contribute to the performance improvement. We also
observe slight performance improvement for Mean. For the
rest, there is almost no performance difference.
V. CONCLUSIONS
In this paper, we have defined popularity metrics, ana-
lyzed their properties from real chart data, and automatically
predicted them using acoustic features. To consider various
aspects of popularity, we defined eight popularity metrics:
Debut, Max, Mean, Std, Length, Sum, Skewness, and Kurtosis
from rankings of a song in the chart, which are complementary
with each other.
We examined the characteristics of the popularity metrics
with the real chart data for 16,686 songs ranked in the Bill-
board Hot 100 chart between 1970 and 2014. Each popularity
metric showed a distinct distribution, from which noteworthy
observations were made. Most songs scored low ranks at
the beginning in the chart. Although many songs reached
the highest rank at least once, their average scores were
distributed in the middle range of the chart. The growth pattern
of popularity was usually gradual, rising slowly and falling
quickly. The maximum rank of a song was highly related to its
debut performance. We also investigated the popularity metrics
in different decades. It was observed that in more recent years,
more songs debuted in the chart and stayed longer.
Prediction of the popularity metrics was conducted using
acoustic features. We proposed to use Complexity features in-
cluding musical and arousal components for popularity predic-
tion based on the theory describing close relationship between
complexity and preference. We performed binary classification
using SVMs with 1,264 songs in the Billboard Hot 100 chart
for 253 weeks. Single features from Chroma and Arousal
performed well, which indicates that these components are
related to preference of listeners. Overall, Complexity was
superior to MFCC and MPEG. Combining Complexity and
MFCC improved prediction performance for most popularity
metrics. It was also shown that the information of the debut
score is effective to increase further the accuracy for Max.
To sum up, we have investigated what popularity of a
song is, how the popularity metrics look in the real world,
and whether they are predictable using acoustic features. In
the future, it would be necessary to attempt to improve the
prediction performance, e.g., using deep neural networks.
APPENDIX
We present the complete results of feature group-based
popularity metric prediction using various classifiers. The
employed classifiers are decision tree (DT), logistic regres-
sion (LR), neural network with a single hidden layer having
sigmoidal neurons (NN), and CNN. The number of hidden
neurons in NN is determined empirically for the validation
dataset. NN is trained with the Levenberg-Marquardt algorithm
that is one of the fastest learning algorithms. For the CNN, the
model presented in [23] was adopted, where a fully connected
layer is used for the final layer. The input of the CNN is the
128-band Mel-spectrogram of the 120-second-long middle part
of each audio signal.
The performance in terms of balanced accuracy of each
classifier is shown in Table II. On average, SVM shows
the best performance among the classifiers with consistently
good accuracies for the three types of features when all the
popularity metrics are considered, although some classifiers
show better performance for some cases (e.g., LR using MFCC
for Skewness). The deep learning approach performs poor,
probably due to the insufficient amount of data for training.
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