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Abstract 
The development of a stable deconvolution by Von Schroeter et al. (2004) has allowed well test analysis methods to be 
applied to the analysis of blood transient pressures and rates. 
As previous studies have shown, this could open a new way to reliable cardiovascular diagnostic and allow making a 
distinction between data from healthy and diseased arteries. However, no specific patterns have yet been identified in these 
studies, which were attempting to match deconvolved blood pressure derivatives to models developed for geological 
reservoirs. This new study assumes that cardiovascular system behaviour is too complex to be matched with any known 
model despite numerous analogies. The first goal was to develop a reliable and simple methodology for data preparation 
methodology. It is still based on the analogies between the cardiovascular system and a geological reservoir, but includes 
some physiological particularities. The von Schroeter et al. deconvolution algorithm has been implemented in several 
commercial software packages and this study compares three of them in order to select the one best suited for this type of 
analysis. The deconvolution software package used for this analysis was Saphir from Kappa Engineering as it provides an 
assessment of result confidence. 
The proposed data preparation methodology mostly gives good and reliable results. Two types of diseases were studied -
coronary and aortic valve stenosis- in order to determine specific derivative signatures of the diseases and possibly identify a 
gradation of the disease severity.  
It was found that coronary diseases are clearly identifiable in the derivatives, whereas aortic diseases signatures are not 
yet reliable enough.  
A greater number of data sets need to be analysed in order to confirm these results and increase the reliability of the 
method. Concerning the assessment of coronary stenosis severity, a trend is seen but needs to be confirmed quantitatively by 
increasing the time length of the data history analysed, if medically feasible. 
 
Introduction 
Cardiovascular diseases are the greatest cause of human mortality in the world (WHO, 2011). The medical sector is thus 
constantly looking for new diagnostic methods. Well test analysis of blood pressure using deconvolution has been applied to 
cardiovascular transient rate and pressure quite recently in the hope of eventually build a cardiovascular disease diagnostic 
tool. 
Recent breakthrough in pressure and rate deconvolution (Gringarten, 2008) has allowed blood pressure and rate 
measurements to be analysis using the same techniques as well test analysis. Sargaskayev (2009), Channa (2010), Glebova 
(2011) and Julkipli (2012) have laid down the foundations of well test analysis of blood pressure by asserting the potential of 
this method. However, they did not manage to develop a methodology that could confidently give a disease signature on a 
deconvolved pressure derivative. 
This paper aims at developing an analysis methodology that can be objectively applied to a blood pressure and rate data 
set in order to find signatures of the cardiovascular condition. The study is based on the analysis of two categories of data; the 
first is measured in the aorta and the second in coronary arteries, for both healthy and diseased patients. The methodology 
includes analogies with well test analysis in a geological reservoir as well as cardiovascular physiological specificities.  
In the study, 3 deconvolution software packages have been tested and compared; 2 methodologies have been confronted 
in regards of the analysis of coronary arteries particular behaviour; and a Monte Carlo impact assessment of an error on the 
initial pressure has been carried out. Derivative curves match checks have been systematically applied to all related data sets 
to assess the reliability of the methodology. Finally, diseases signatures were assessed and compared to derivatives of data 
sets from healthy patients. 
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Literature review 
This study has been the subject of 4 MSc theses that gradually investigated the potential of well test analysis applied on 
blood pressure. Sargaskayev (2009) has been the first to attempt a blood pressure interpretation using deconvolution. The 
resulting derivatives gave no reliable information on the cardiovascular system but opened the way for more studies. Channa 
(2010) introduced the analysis of the derivative with well test analysis models. She found that the cardiovascular behaviour 
matched the one of a vertical well with wellbore storage and skin in a homogeneous reservoir with constant pressure 
boundaries. She also tried to determine physiological parameters using the model analysis but did not obtain realistic results. 
Glebova (2011) took the work from Channa (2010) and added other deconvolution software packages to the study. She 
managed to obtain realistic physiological parameters like flow resistance and blood volume by transforming the rate data 
instead of the pressure. Julkipli (2012) was the first to try and identify disease signature using well test analysis. She 
determined that aortic data corresponded to models of vertical wells with wellbore storage and skin with a constant pressure 
boundary whereas coronary data corresponded to an infinite lateral extent reservoir. She could not however determine the 
severity of diseases. This study is based on the deconvolution method exposed by Gringarten (2010), who recommends major 
guidelines for proper pressure and rate deconvolution for well test analysis. 
 
The cardiovascular system 
 
Basic cardiovascular knowledge 
The cardiovascular system is a complex and vital part of the human body. It allows the distribution of nutriments, oxygen 
and various chemicals to all the cells of the body, as well as the evacuation of the cells wastes such as carbon dioxide and 
other chemicals. These elements are transported via the blood, which is composed of a liquid, the serum, and solid elements 
in suspension, the red blood cells being some of the biggest. 
The heart is the organ that puts this fluid into motion and allows the blood circulation. One side of the heart pumps the 
blood via an atrium then a ventricle to the lungs where chemical exchanges occur. Then the blood comes back to the heart 
where a second duo of atrium and ventricle ejects the blood into the rest of the body via the vascular system (Figure 1). 
The vascular system is composed of arteries branching down to capillaries, where the chemical exchanges occur between 
the blood and the body cells. The capillary stage is no longer than 1 mm and then branches back up to become veins that 
come back to the heart (URGO medical, 2010).  
The blood ejection phase is called systole and is simultaneous for both ventricles. The ventricles filling phase is called 
diastole, when no flow is supposed to get out of the heart (Figure 2). 
The heart itself is irrigated via the coronary artery that branches out into anterior descending and circumflex arteries. Flow 
restriction in the left side of the heart can cause angina and if not treated can cause a stroke or various other health issues 
(Spaan, J. et al., 2008 and Homoud, M. K. et al. 2008). 
 
 
 
 
 
  
Figure 1: Cardiovascular schematic 
(URGO medical, 2010) 
Figure 2: Wiggers diagram showing pressure in parts 
of the left heart and other measures (Guyton’s, 2000) 
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Analogies and differences with a geological reservoir 
The idea of using well test analysis on cardiovascular measures comes from the 
analogies that can be made between an oil reservoir and the cardiovascular system.  
Indeed, the heart pumping blood can be assimilated to an injection well pumping 
water into a water reservoir. Such well tests would not have a great interest but it 
would work the same, without density and viscosity heterogeneities.  
The capillaries form a mesh around cells and the blood flow through that mesh 
can be compared to the flow in a porous media just as a geological reservoir. 
The blood compressibility is negligible compared to the vessels elasticity. In this 
study, the arteries and others vessels elasticity is compared to the fluid and 
formation compressibility that allows wellbore storage and flow due to fluid and 
formation expansion. 
The cardiovascular system is a circulatory system and it can be modeled as a 
reservoir with constant pressure boundaries or even as if one well was injecting and 
another was producing the same amount of fluid. A constant boundary pressure can 
then be expected in the derivative signal of the deconvolved blood pressure. 
The scale is a real difference between the two models. It can have a great impact 
on how the well test analysis software reacts. 
The main differences arise from the pressure. In order to estimate the initial 
pressure in the arteries, where measures are taken, physiological aspects must be 
looked at. Although the venous pressure seems attractive, one has to consider the 
fact that red blood cells have a slightly bigger diameter than capillaries (Tamarkin, 
D. A., 2011). This implies that even if the heart stops for a long time, the pressure in 
the arteries will always be greater than in the veins. 
The blood transient pressure is composed of a pressure wave equivalent to the 
volume of blood injected and a reservoir pressure effect, described by Parker (2013). 
The pressure wave is a dynamic effect that is not present in a reservoir. Various other 
effects impact the blood pressure signal but they are part of the physiology and have 
to be taken into account in the analysis because they are part of the information given by the body and they cannot be 
separated (Figure 3). 
Note that the arteries are able to contract and relax just as muscles, thus increasing or decreasing the flow resistance. 
These phenomena are called vasodilatation and vasoconstriction. Luckily these mechanisms are quite slow to occur and are 
responses to physiological changes such as exercising or being cold or hot. The data that are analysed in this study are 
measures taken from resting patients with no brutal physiological variations.  
 
  
Figure 3: Reservoir pressure (top 
green) combined to excess pressure 
(top blue) is the aortic pressure (top 
black). Excess pressure 
correspondence to velocity signal 
(bottom) (Parker, 2013). 
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Data 
The 21 sets of pressure and velocity measures analysed in this study come from 10 patients showing diverse pathologies. 
Table 1 shows the main information needed on each data set. 
 
Set name Patient Measure location Disease Frequency 
AortaP1 pre P01 Proximal aorta (2-3 cm from heart) Aortic valve stenosis 0.2 kHz 
AortaP2 pre P02 Proximal aorta (2-3 cm from heart) Aortic valve stenosis 0.2 kHz 
AortaP3 pre P03 Proximal aorta (2-3 cm from heart) Aortic valve stenosis 0.2 kHz 
AortaP4 pre P04 Proximal aorta (2-3 cm from heart) Aortic valve stenosis 0.2 kHz 
AortaP1 post P01 Proximal aorta (2-3 cm from heart) Treated aortic valve stenosis 0.2 kHz 
AortaP2 post P02 Proximal aorta (2-3 cm from heart) Treated aortic valve stenosis 0.2 kHz 
AortaP3 post P03 Proximal aorta (2-3 cm from heart) Treated aortic valve stenosis 0.2 kHz 
AortaP4 post P04 Proximal aorta (2-3 cm from heart) Treated aortic valve stenosis 0.2 kHz 
AortaD1 P05 Distal aorta (30-50 cm from heart) No found disease (considered healthy) 1 kHz 
AortaD2 P06 Distal aorta (30-50 cm from heart) No found disease (considered healthy) 1 kHz 
AortaD3 P07 Distal aorta (30-50 cm from heart) No found disease (considered healthy) 1 kHz 
LCX1 P05 Left Circumflex artery No found disease (considered healthy) 1 kHz 
LCX2 P06 Left Circumflex artery No found disease (considered healthy) 1 kHz 
LCX3 P07 Left Circumflex artery No found disease (considered healthy) 1 kHz 
LAD1 P05 Left Anterior Descending artery No found disease (considered healthy) 1 kHz 
LAD2 P06 Left Anterior Descending artery No found disease (considered healthy) 1 kHz 
LAD3 P07 Left Anterior Descending artery No found disease (considered healthy) 1 kHz 
LAD mild P08 Left Anterior Descending artery Mild stenosis 0.2 kHz 
LAD mod P09 Left Anterior Descending artery Moderate stenosis 0.2 kHz 
LAD sev P10 Left Anterior Descending artery Severe stenosis 0.2 kHz 
LAD sev 2 P11 Left Anterior Descending artery Severe stenosis 0.2 kHz 
Table 1: Analysed data sets information 
 
These data are collected using a catheter device which is a small wire carrying at its tip a Doppler velocity sensor and a 
pressure sensor. The records are made either at 1 kHz or at 0.2 kHz. The method used to transform the velocity into rate is 
explained in the methodology. 
The AortaPi pre measures are taken in the aorta very close to the heart. They are taken from patients suffering from aortic 
valve stenosis which prevents normal flow from the heart and proper valve closure during diastole. This is before they are 
operated using a fairly new procedure called Transcatheter Aortic Valve Implantation (TAVI).  
The same principle is applied to AortaPi post but after TAVI intervention. The interest is to determine a recurrent 
difference with AortaPi pre in the well test results. 
The AortaDi measures are taken further down the aorta, thus collecting better quality measures due to steadier flow than 
in AortaPi. They are analysed in order to validate AortaPi post results. 
LCXi and LADi are branches of the coronary artery, irrigating the heart. They are from the same patients as AortaDi.  
LAD mild, LAD mod and LAD sev are measures of diseased arteries. They are analysed to determine a disease signature. 
 
Coronary flow particularity 
The resistance of the circulatory system is very constant over a short period of time such as a few seconds to a few 
minutes. Unfortunately it is not the case for coronary flow. Each heart beat has a flow resistance variation cycle due to the 
heart muscle contraction. In systole, the ventricle contracts and flow resistance increase. The flow, which is at its peak in the 
aorta, is at its lowest point in the coronary artery. Most of the coronary circulation occurs during diastole, where the flow 
resistance is fairly constant and at its lowest.  
This particularity impacts well test analysis because in a reservoir, the permeability, which corresponds to the inverse of 
the flow resistance, is assumed constant over time. 
Coronary blood flow is also problematic because it does not measure the entire flow that generates the pressure variation, 
but a local flow in an artery. As a comparison, it would be like measuring the pressure and flow down a well, in-between 
perforations or layers, instead of the top of all perforations. The pressure will be the same, but the rates can be quite different, 
therefore giving an uncertain interpretation. If the reservoir is homogeneous the difference would only be a constant rate 
multiplication factor. However, if we add the flow resistance variation particularity of coronary flow, the result is much more 
complex. This issue is addressed in the methodology section. 
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Methodology 
 
Well test analysis with deconvolution 
A well test analysis of blood pressure cannot be carried out without deconvolution. The flow periods are way too short to 
allow any interpretation. Deconvolution is a mathematical tool used to transform a pressure signal corresponding to a number 
of flow periods into a pressure signal corresponding to a single unit flow period of the length of the entire test (Gringarten, 
2008). This allows the interpretation of blood transient pressure that has as many flow periods as the number of measures.  
The software package user has to choose 2 important deconvolution parameters. The first one is usually called ν (Nu) and 
is the weighting coefficient applied to the rate error. Varying this coefficient will vary the amplitude of the rate adaptation 
and influence the pressure match. The second parameter, usually called λ (Lambda), is the weighting coefficient applied to 
the curvature. Lambda can also be called the regularisation parameter and is involved in the smoothness of a derivative. The 
pressure error is weighted by 1. The goal of deconvolution is to minimise E the sum of the 3 weighted errors (Von Schroeter 
et al., 2004). 
               
           
            
        (1) 
In Equation (1),            is the deconvolution pressure error,       is the deconvolution rate pressure error and 
       is the curvature error. 
A typical well test analysis with deconvolution gives a pressure curve and its derivative with respect to the natural log of 
time. The result is displayed in a log-log plot. A way to assess the quality of the deconvolution is to compare the pressure 
history plot to the convolved pressure.  
In order to assess if the coronary flow particularities have a negative impact on the deconvolved pressure derivative, a 
comparison between the derivative deconvolved with all flow periods and the derivative deconvolved with only the flow 
periods corresponding to diastolic time intervals is made. This is done because the flow resistance being fairly steady during 
diastole, the diastolic flow periods deconvolution could give a much more consistent match than if all flow periods are used. 
A well test analysis is generally accompanied by a model interpretation and parameters evaluation. The previous studies 
have tried to identify certain parameters and give them a sense in the physiological context; however, since no well test 
model can yet match or even describe the same patterns seen in the blood pressure deconvolution results, this study does not 
involve model matching.  
 
Pressure and rate preparation 
In this study, the time steps used are really small compared to the ones that the software uses usually.  
In the previous studies, the data were adapted so they could be considered as production data. Build ups were artificially 
created by applying a zero rate value during the whole systolic periods. In this study, such a radical methodology is thought 
to lose too much information in the process and therefore has been discarded. The data preparation has been standardised for 
all data sets as the following procedure shows: 
 Using MS Excel, shift pressure data 0.02 seconds back to cope with the sensor shift. 
 Select a whole number of heart beat cycle between 6 and 10 seconds of length. Make sure the whole signal is of 
good quality. 
 Convert pressures and velocities into psig and bbl/d. Velocities are multiplied by an average area of the 
appropriate artery in order to give rates. The cross sectional area of the aorta is taken as 5 cm
2
 and the coronary 
branches as 0.075 cm
2
. 
 Some velocity data are given multiplied by a reduction coefficient and thus have to be corrected back to their 
true values. The coefficient used is generally 2. 
 The number of flow periods is down sampled so each one lasts for 0.05 seconds. The average value of all the 
merged flow periods are taken to create the down sampled flow period. 
 Multiply the times, rates and pressures by a factor of 3600 to upscale the values to intervals usable by the various 
software products. It also means that one hour read on a graph will correspond to one second in reality. Only the 
relative values are of interest in the study, so this operation should not be a concern regarding the interpretation. 
 Cut the first two pressure heartbeat cycles to simulate the start of injection at the initial pressure. 
The data preparation is illustrated in Figures 4, 5, 6, 7, 8 and 9. 
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Note that the length of a test is taken between 6 and 10 seconds because the previous studies have shown that the 
deconvolved pressure stabilises after 1 to 2 seconds. Therefore, adding more data would not bring anything to the results but 
it would add to the calculation time and cause problems concerning the maximum number of flow periods allowed by the 
software. 
Field units are used because some software products only work with these units.  
 
Determination of Pi 
The initial pressure is not taken as the venous pressure but as the pressure after an infinite time after the end of a 
heartbeat. It is not possible to have a real measure of this pressure because it would mean stopping the heart for a relatively 
long time. Luckily, the pressure is describing a nearly perfect decreasing exponential during diastole. By modeling this 
exponential, the initial pressure offset can be deduced (Figure 10). 
This pressure is about 4800 Pa for one patient. As this pressure does not change much between patients and as the impact 
of the initial pressure on the pressure derivative is small, this reference initial pressure has been used in all cases. 
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Figure 4: Raw pressure and velocity full data set example of LAD1. 
Figure 5: Example of LAD1 pressure data after 
preparation for deconvolution. 
Figure 6: Example of LAD1 rate data after preparation for 
deconvolution. 
Figure 7: Raw pressure and velocity full data set example of AortaD1. 
Figure 8: Example of AortaD1 pressure data after preparation 
for deconvolution. 
Figure 9: Example of AortaD1 rate data after preparation for 
deconvolution. 
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This initial pressure, which is the offset difference between the two curves in Figure 10, represents 0.70 psi or about 2500 
(psig*3600). The latter value has been used for deconvolution. 
 
Software characteristics and parameter optimisation 
The software products used to perform deconvolutions are Saphir (KAPPA engineering), Total Least Square 
Deconvolution (TLSD software, Imperial College London 2006 copyright), and the implementation (Cumming et al., June 
2013) in R (Free license software, Chambers, J. and colleagues). All three software packages have specific requirements in 
term of maximum number of flow periods, minimum time steps and units. The data has been prepared to satisfy all these 
requirements in one go. This allows the comparison of the three software packages results.  
Deconvolution is performed relatively similarly between TLSD and R (Cumming et al., September 2013) because there 
are both using equivalents to Lambda and Nu; however, Saphir uses different parameters and behaves like a “black box”. 
Without more information on these software packages, it seems impossible to be entirely sure that the same things are 
compared except by comparing the shapes of the pressure derivatives. 
In a normal well test study, the derivative resulting from deconvolution is compared to the longest build up in order to 
correct if needed the default curvature coefficient. This parameter cannot be determined with this method in our case because 
all the flow periods last for 0.05s, which is way too short to allow a significant match.  
The curvature parameter is not explicitly expressed in the software packages, except in TLSD, but coefficients can be 
applied in order to change it. This parameter has a great impact on the shape of the derivative. The derivative could be too 
smoothed out and loose some information or it can be too noisy and then loose pertinence. This parameter is chosen after a 
range of tests and is taken in between values that clearly give a too smooth derivative and a too noisy one. 
 
Interpretation method 
The goal of this study is to compare data sets that should give similar results, compare data sets that should give different 
results, interpret those results according to well test analysis patterns, and identify the qualitative or quantitative parameters 
that are involved in the recognition of every type of data.  
Another goal is to assess the capability of all 3 software packages to give usable and coherent results. This is done by 
comparing the results obtained from the 3 software packages for a same data set. 
 
Results 
 
Monte Carlo deconvolution 
A Monte Carlo deconvolution has been performed in order to assess the severity of the impact of an error on the initial 
pressure or on the rate history (Table 2). The result shown in Figure 11 is representative of all the results encountered. 
 
 
 
 
This result confirms that an approximation of the initial 
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Figure 10: Determination of Pi using exponential trend line 
match. 
Figure 11: Monte Carlo deconvolution of AortaP2 pre data set, 
assessing the impact of Pi and Rate error. 
Table 2: Monte Carlo deconvolution parameters. 
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pressure does not have a great impact on the derivative shape, even for a large error. 
 
Software packages comparison 
The previous studies have compared some results from Saphir and TLSD but did not obtain good matches. A different 
approach has been used in this study in order to compare the deconvolution software packages Saphir, TLSD and R. The data 
is the same for all software packages and the parameters are optimised.  
The Saphir deconvolution curves are shifted upwards and need a correction which is shown in the diagrams titles (Figures 
12, 13, 14). This is due to the nominal rate used by Saphir for the deconvolution result, which is not a unit rate as it is used in 
TSLD and R. 
Only 3 data sets were compared due to the time consuming aspect of this approach.  
 
 
 
 
 
 
 
The matches obtained are satisfactory concerning the general shape but differ on the peaks values for Saphir, which can 
be a problem for results interpretation.  
The rates and pressure history matches are good in all three cases and can all be found in Appendix 1.  
No deconvolution was able to be performed on TSLD and R concerning the coronary data sets. Indeed, by taking into 
account only the constant resistance flow periods, the software packages were unable to operate a deconvolution.  
 
Confidence analysis 
The Saphir software has a tool that estimates the confidence of a deconvolved derivative. These confidence curves give 
indications that allow the optimisation of deconvolution parameters and a visual assessment of the quality of the result.  
The confidence curves of all data sets are shown in Appendix 2. The data sets that have an obviously disproportionate 
confidence failure, even after multiple correction attempts, have been withdrawn from the analysis. The history matches of all 
data sets are shown in Appendix 3 in order to add confidence in the deconvolution derivatives obtained. 
 
Related aortic data sets comparison with Saphir 
“Related data sets” refers to the location of the data measurement and the known condition of the artery, healthy or with 
stenosis. 
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Figure 12: Software package comparison on data set AortaD3, 
chosen for its good pressure history match. Saphir values 
have been divided by 3.6E3. 
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Figure 13: Software package comparison on data set AortaP2 post, 
chosen for its good pressure history match. Saphir values have been 
divided by 3.6E6. 
Figure 14: Software package comparison on data set AortaP2 pre, 
chosen for its good pressure history match. Saphir values have 
been divided by 3.6E7. 
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Figure 15: Derivatives of AortaDi data sets. Figure 16: Derivatives of AortaPi post data sets. 
Figure 17: Derivatives of AortaPi pre data sets. Figure 18: Comparison between AortaDi and AortaPi post 
deconvolved data sets. 
The software package Saphir has been retained to obtain the remaining results as it gives sharper shapes, it is easier to 
manipulate and optimise parameters. It is also the only software proposing a confidence curve that is used to optimise the 
Lambda parameter. Furthermore, TLSD and R seem unable to properly deconvolve coronary data sets as there is no 
coherence between the derivatives of coronary related data sets. Saphir is the only software package showing correlations 
between the derivatives. Saphir deconvolution settings used are shown in Appendix 4. 
Figures 15, 16, 17, and 18 show comparisons between data sets deconvolved derivatives of the same categories. 
 
 
 
 
 
 
The categories, AortaDi and AortaPi post show good matches and recognisable shapes. They correspond to the closest 
data obtained of healthy heart and aorta. 
The AortaPi pre category curves show a lot of dissimilarities between the curves and no specific trend. This data set 
corresponds to a defective aortic valve which does not open and close correctly. Different flow types can occur due to this 
condition. This could explain these differences in the derivatives. 
The AortaPi post data sets are measures of aortic flow near the heart after TAVI operation which fixed the defective 
aortic valve. The derivative is supposed to be similar to the AortaDi data sets because those are measured in healthy aorta 
arteries. The measurement difference is that AortaDi is measured between 30cm to 60cm from the heart. This can explain the 
derivatives difference in late time (Figure 18). However a good match is seen at early time, which suggests similar aortic wall 
elasticity behaviour. The distal derivative tends to zero later, which indicates that the pressure continues to decrease longer 
far from the heart than near, before stabilising. 
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Coronary deconvolution method assessment 
Coronary flow being fundamentally different from a geological reservoir flow because the flow resistance changes with 
time, a comparison is made between 2 methods to determine which one is the more reliable to deconvolve a coronary data 
set. 
The first method uses for deconvolution only the flow periods (FP) that are occurring during diastole. This is done 
because the flow resistance is quite steady during diastole. The second method uses all the flow periods. 
All 3 related data sets categories are compared in order to distinguish the best correlations between curves (Figures 19, 
20, 21, 22, 23 and 24). 
 
 
 
 
 
 
 
These results are uncontestably showing a better and really convincing correlation between curves when deconvolving the 
data with all flow periods. This method will be used in the rest of the study. 
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Figure 19: Derivative of LCXi data sets deconvolved with 
diastolic flow periods. 
Figure 20: Derivative of LCXi data sets deconvolved with all 
flow periods. 
Figure 21: Derivative of LADi data sets deconvolved with 
diastolic flow periods. 
Figure 22: Derivative of LADi data sets deconvolved with all 
flow periods. 
Figure 23: Derivative of LAD diseased data sets deconvolved 
with diastolic flow periods. 
Figure 24: Derivative of LAD diseased data sets deconvolved 
with all flow periods. 
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Comparison between LCXi and LADi data sets 
An interesting experiment can be made by comparing two branches of the coronary artery. This can indicate us the level 
of similarity of these circulatory systems behaviour (Figure 25). 
 
 
 
 
 
An interesting correlation can be made between the two coronary branches as there derivative curves are really similar. It 
would seem that the flow in the left anterior descending and the left circumflex arteries have the same properties, diverging 
only slightly at early time. 
 
Healthy vs. diseased data sets comparison 
The term healthy is not entirely right in our case as the patients have come for a catheterization which is a surgery carried 
out on patient having certain symptoms. In the “healthy” cases, these symptoms have not led to the diagnosis of any known 
or obvious disease. 
It is interesting to note that the poor confidence curves and derivatives not going down after a few seconds correspond to 
data sets that seem to have or still have blood flow problems. 
 
 
 
 
 
These results (Figure 26) are mitigated because AortaP1 post derivative goes back up at late time, which should not be the 
case and actually might be a deconvolution artifact or an indication that the surgery was did not entirely solve the problem. 
Despite this observation, a note can be made that AortaPi pre curves take a longer time to trend down to zero. 
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Figure 26: Comparison between proximal aortic deconvolved pressure 
before and after TAVI surgery. 
Figure 25: Comparison between two coronary branches on 3 
different patients. 
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There is a clear pattern showing that the diseased coronaries match the healthy ones at early and middle time but 
completely diverge at late time (Figure 27). It would be interesting in this case to investigate further in time in the case of 
diseased LAD data sets to see the complete pattern before the derivative trends down to zero. Attempting to do so resulted in 
poor history matches and long software computational time (Appendix 5). The confidence in the results was thus questioned, 
even if the global derivative shapes were similar to the ones deconvolved on 6 to 10 seconds (Figure 28). A down-sample of 
the flow periods could solve this problem, but this would also decrease our confidence in the results. 
Concerning the assessment of the stenosis severity, a trend can be seen at early and late time where severe stenosis are 
characterised by steeper slopes (Figure 27). 
 
Discussion 
 
Impact of the initial pressure on deconvolution shape 
The initial pressure in the artery system is definitely not the venous pressure, but it can be approximated using a 
decreasing exponential match. The accuracy of the approximation is not primordial as its impact on the deconvolved 
derivative is minimal. 
 
Software packages differences 
The reason why previous studies obtained mitigated matches between software packages could be that they did not use 
the same data preparation and did not optimise the deconvolution parameters. Indeed, they used initial values of Lambda or 
the same multiplied by a constant coefficient. Yet Lambda is likely to need adjustments especially between data sets because 
the curvature varies a lot. 
TLSD and R have nearly perfectly matching derivatives whereas Saphir varies slightly in shape and is vertically shifted 
compared to the others. This shift cannot be explained unless more information can be accessed on the software packages 
architecture. However, our interest lies in the shape of the derivative and not in the absolute values which can be misleading. 
As Saphir is a commercial software, it allows easier optimization of deconvolution parameters, result exctraction and data 
manipulation. Its confidence tool proved useful as well. Therefore, this study mostly relies on Saphir results.  
 
Match consistency of related data sets 
Related data sets such as the LADi data sets show good similarities and shape signature especially in middle and late time, 
but also show small differences at early time. Other data sets show the reverse pattern, where a good match is seen at early 
time and diverge at later time. These small variations in the derivative shape can come from a combination of the following 
reasons: 
 Data measurement errors 
 Deconvolution parameters not entirely optimized 
 Impact of patients physiological differences 
This is why the work done on data preparation and deconvolution parameters optimisation is so important and is so time 
consuming. The quality of the measurement is also a great concern regarding confidence in the results. 
The results gathered in this study are of quality but still need refinement as well as a confirmation of the methodology by 
treating a larger number of data sets. 
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Figure 27: Comparison between healthy LAD sets and LAD sets 
with different degrees of stenosis pressure deconvolved 
derivatives. 
Figure 28: LAD sev deconvolution using 6 and 60 
seconds history lengths. 
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Coronary data deconvolution method 
Despite concerns about coronary behavior particularity, this study shows that the coronary data sets can be treated with 
exactly the same methodology than aortic data set. This methodology definitely gives better results and needs less preparation 
and a more objective approach because it does not need to select particular flow periods. 
 
Assessment of the TAVI operation effects on AortaPi curves 
As only 2 data sets could be compared due to poor confidence curves for the 2 others, an interpretation cannot be drawn 
from these results. Furthermore, the AortaP1 post curve inexplicably diverges from the others, which would only leave the 
interpretation lie on one data set comparison. If nonetheless an interpretation had to be drawn from this result, it would be 
that the wellbore storage effect is shorter before the operation and the derivative trends down to zero later. It is however 
difficult to relate this result to the physiological condition of the patient.  
 
Assessment of the effect of stenosis on LADi curves 
The differences seen in the deconvolved pressure derivatives with or without stenosis are impressively neat. In order to 
confirm these results, the same methodology has to be applied on more data sets. However, these results suggest that 
coronary stenosis can be assessed using this deconvolution methodology and the assessment of the severity can be furthered 
by increasing the history length.  
The deconvolution software packages are not made to operate on too large data sets. This constitutes a major limitation in 
this study. However, the comparison made on Figure 28 already shows that the global trend of the derivatives is kept after a 
large increase in the history length. 
 
Interpretation of the results 
The results obtained do not always show a wellbore storage effect, which should occur because of the arteries wall 
elasticity. The features seen on the derivatives shapes are not seen in any conventional well test analysis in the oil and gas 
industry. This leads to think that the cardiovascular system has such a complex behaviour that well test analysis using 
deconvolution can merely make mathematical artifacts on the derivative that are in some way connected to the physiological 
parameters that have created them. However it is still impossible to link the qualitative results that are derivative shapes to a 
physiological parameter such as the severity of a stenosis, or even more interesting, if it lies in the artery or in the 
microcirculation.  
 
Conclusion and recommendations 
Well test analysis of blood pressure using deconvolution has shown its potential in previous studies. Its aim is to develop 
a diagnostic tool for aortic and coronary stenosis. However, the methodology used then could not give sufficiently consistent 
results. In this study, we proposed a new methodology based on the previous studies and new thinking.  
The methodology used aims at homogenising data sets in order to compare comparable things. It allowed the comparison 
of 3 deconvolution software packages and the choosing of the most performing one. A check of the correlation of the curves 
was performed on all related data sets in order to assess the efficiency of the methodology used. The full flow period 
deconvolution method was thus adopted. The initial pressure impact on the pressure derivative was assessed and found of 
minimal importance. 
Finally, shape differences have been clearly identified between healthy and diseased data sets, especially for coronary 
data which are the most difficult to diagnose. 
Despite these good results, a large amount of uncertainty remains on the aortic stenosis parameters and how to assess the 
severity of a coronary stenosis. Of course, more precise measurements, especially for rates, and better deconvolution software 
packages will give a better confidence in the results. Better interpretation can be achieved by increasing the number of data 
sets analysed as well as the knowledge held on the disease and the physiological parameters of the patients. 
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Nomenclature 
 
AortaD 
AortaP 
bbl/d 
  
E 
FP 
  
  
kHz 
LAD 
Distal aorta 
Proximal aorta 
Barrels per day 
Matrix in curvature measure 
Deconvolution error measure 
Flow period 
Instantaneous source function 
Vector in curvature measure 
Kilo Hertz 
Left anterior descending 
 
LCX 
   
  
  
   
  
Q 
TAVI 
  
  
 
 
Left circumflex artery 
Regularization parameter 
Rate error weight 
Vector of measured pressure 
Initial pressure  
Vector of measured rate 
Rate 
Transcatheter Aortic Valve Implantation 
Vector of adapted rate 
Coefficient of the deconvolved derivative 
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Appendices 
 
Appendix 1: Literature review 
 
MILESTONES IN WELL TEST ANALYSIS OF BLOOD PRESSURE 
TABLE OF CONTENT 
 
Paper number Year Title Authors Contribution 
Imperial College MSc 
Petroleum 
Engineering Thesis 
2009 Well Test Analysis of 
Blood Pressure 
Sargaskayev, M., 
(MSc Imperial 
College London) 
First blood pressure analysis using well 
test deconvolution. No physiological 
parameters were obtained. 
SPE 134534 2010 Practical use of well 
test deconvolution 
Gringarten, A. C., 
(SPE, Imperial 
College London) 
Proper guidelines to use deconvolution 
as a well test analysis tool transforming 
variable rate data into a single unit 
drawdown of the duration of the entire 
history. 
Imperial College MSc 
Petroleum 
Engineering Thesis 
2010 Well Test Analysis of 
Blood Pressure 
Channa, S., (MSc 
Imperial College 
London) 
Blood pressure derivatives identified to 
a vertical well in a homogeneous 
reservoir with constant boundary 
pressure. Used several software 
packages. Introduced model matching, 
but obtained unrealistic physiological 
parameters. 
Imperial College MSc 
Petroleum 
Engineering Thesis 
2011 Well Test Analysis of 
Blood Pressure 
Glebova, A., (MSc 
Imperial College 
London) 
Confirmed vertical well behaviour with 
constant boundary pressure. Obtained 
realistic physiological parameters by 
adapting data preparation to rate 
alteration instead of pressure. 
Imperial College MSc 
Petroleum 
Engineering Thesis 
2012 Well Test Analysis of 
Blood Pressure 
Julkipli, A., (MSc 
Imperial College 
London) 
Applied previous work from Glebova 
(2011) to diseased data. Obtained 
infinite extent reservoir behaviour for 
coronary data. Distinguished disease 
signatures but could not identify 
physiological parameters of the disease 
nor there severity. 
 
 
 
 
Imperial College MSc Petroleum Engineering Thesis (2009) 
 
Well Test Analysis of Blood Pressure 
 
Authors: Sargaskayev, M. 
 
Contribution to the understanding of well test analysis of blood pressure:  
 
First study on the subject, it did not provide conclusive interpretation results but opened the way to other studies by 
proving the potential of well test analysis of blood pressure using deconvolution. 
 
Objective of the paper: 
 
Investigate if well test analysis method can be applied to blood transient pressure and rate. Interpret the deconvolved 
derivatives in order to obtain more information on cardiovascular behaviour.  
 
Methodology used:  
 
Well Test Analysis of Blood Pressure  16 
 
 
Apply well test analysis techniques to cardiovascular data provided by invasive measurement methods in arteries. 
Deconvolution on build-ups was applied on all data history.  
 
Conclusion reached: 
 
Well test analysis using deconvolution can be applied to blood data, but the interpretation of pressure derivatives is not 
conclusive. 
 
Comments: 
 
At the time certain software packages did not exist, as well as proper usage guidelines of deconvolution. This forced 
certain data treatment that could have damaged the results outcome and unable its interpretation. 
 
 
 
 
SPE 134534 (2010) 
 
Practical use of well test deconvolution 
 
Authors: Gringarten, A. C. 
 
Contribution to the understanding of well test analysis of blood pressure:  
 
This thesis explains how and why use deconvolution for well test analysis. It gives guidelines for using deconvolution 
that can be applied to blood pressure as well, therefore helping the data treatment process, the deconvolution parameters 
choosing and the results interpretation. 
 
Objective of the paper: 
 
The objective is to give practical guidelines for using deconvolution software by illustration different real cases taken 
from the oil and gas industry. 
 
Methodology used:  
 
It explains the deconvolution algorithm and how it affects the results in practice. Several software packages and data are 
used to illustrate the proposed methodology. 
 
Conclusion reached: 
 
The paper has exposed the benefits of deconvolution: increase the radius of investigation and correct erroneous rate data. 
The deconvolution parameters are chosen intuitively by the user and can be verified by checking the pressure history match. 
 
 
 
 
Imperial College MSc Petroleum Engineering Thesis (2010) 
 
Well Test Analysis of Blood Pressure 
 
Authors: Channa, S. 
 
Contribution to the understanding of well test analysis of blood pressure:  
 
This study proposed a model interpretation of the analysed blood pressure derivatives. It also determined physiological 
parameters. 
 
Objective of the paper: 
Well Test Analysis of Blood Pressure  17 
 
 
 
The objectives of this study are to obtain an interpretation on the derivatives results and determine physiological 
parameters from aortic and coronary data analysis. Compare deconvolution results to a mathematical model of arteries. 
 
Methodology used:  
 
TLSD software was used to generate deconvolve unit drawdown that was then analysed in Saphir software to obtain 
cardiovascular parameters. The results were then compared to the one obtained with the mathematical model. 
 
Conclusion reached: 
 
The study concludes that big arteries near the heart behave like vertical wells in a homogeneous reservoir with constant 
pressure boundaries. Wellbore storage parameter were deduced and used to calculate blood volume as a verification 
procedure. This resulted in a great overestimation of blood volumes.  
 
 
 
 
Imperial College MSc Petroleum Engineering Thesis (2011) 
 
Well Test Analysis of Blood Pressure 
 
Authors: Glebova, A. 
 
Contribution to the understanding of well test analysis of blood pressure:  
 
Data preparation method adapting rates instead of pressure allowing realistic model parameters.  
 
Objective of the paper: 
 
The objective of this study is to validate previous work and obtain sensitive cardiovascular parameters from the well test 
analysis in aortic, coronary and venous data sets. 
 
Methodology used:  
 
The methodology used was similar to the one used by Channa (2010) except for the data preparation method which 
altered rates instead of pressure data. The data was prepared so they could match a conventional oil production well. 
 
Conclusion reached: 
 
The study confirmed the model used in previous work, vertical well in homogeneous reservoir of constant pressure 
boundaries and found realistic values for some of the parameters such as blood volumes by taking into account the blood 
vessels elasticity. 
 
 
 
 
Imperial College MSc Petroleum Engineering Thesis (2012) 
 
Well Test Analysis of Blood Pressure 
 
Authors: Julkipli, A. 
 
Contribution to the understanding of well test analysis of blood pressure:  
 
This study showed that cardiovascular diseases had an impact on the pressure derivative pattern from well test analyses 
with deconvolution. 
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Objective of the paper: 
 
This study focuses on the impact of two cardiovascular disease types to try and identify their signature on pressure 
derivatives and determine their severity. It also used well test models to obtain parameters that could contain information on 
the cardiovascular condition of patients. 
 
Methodology used:  
 
The method used was similar to the one used by Glebova (2011) except that two software were used for deconvolution 
and there results compared. 
 
Conclusion reached: 
 
The two software packages used give different results but in both cases the diseases have been identified by bearing 
different patterns than healthy data. However the results did not yield enough confidence for definitively allocate a specific 
pattern for a specific disease. It did not either obtain conclusive proofs of disease levels of severity yielded in the derivatives. 
 
 
 
 
Appendix 2: Rate and pressure match for software packages comparison 
 
 
AortaD3 Saphir match 
 
 
Figure 1: AortaD3 history match for Saphir deconvolution. 
 
AortaD3 TLSD match 
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Figure 2: AortaD3 pressure history match for TLSD 
deconvolution. 
Figure 3: AortaD3 rate history match for TLSD 
deconvolution. 
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AortaP2 post Saphir match 
 
 
Figure 5: AortaP2 post history match for Saphir deconvolution. 
 
 
 
AortaP2 post TLSD match 
 
 
 
 
 
 
  
3000
5000
Pr
es
su
re
 [p
sig
]
0 1 2 3 4 5 6
Time [hr]
-1.3E+8
-8E+7
-3E+7
Liq
uid
 ra
te 
[S
TB
/D
]
Figure 4: AortaD3 history match for R deconvolution. 
Figure 6: AortaP2 post pressure history match for TLSD 
deconvolution. 
Figure 7: AortaP2 post rate history match for TLSD 
deconvolution. 
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AortaP2 post R match 
 
 
Figure 8: AortaP2 post history match for R deconvolution. 
 
AortaP2 pre Saphir match 
 
 
Figure 9: AortaP2 pre history match for Saphir deconvolution. 
 
AortaP2 pre TLSD match 
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Figure 10: AortaP2 pre pressure history match for TLSD 
deconvolution. 
Figure 11: AortaP2 pre rate history match for TLSD 
deconvolution. 
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AortaP2 pre R match 
 
 
Figure 12: AortaP2 pre history match for R deconvolution. 
 
 
Appendix 3: Data sets confidence curves (Saphir) 
 
AortaDi 
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Figure 14: AortaD2 derivative confidence curve. Figure 13: AortaD1 derivative confidence curve. 
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Figure 15: AortaD3 derivative confidence curve. 
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AortaPi pre 
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Figure 16: AortaP1 post derivative confidence curve. Figure 17: AortaP2 post derivative confidence curve. 
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Figure 18: AortaP3 post derivative confidence curve. Figure 19: AortaP4 post derivative confidence curve. 
Discarded for poor confidence. 
Figure 20: AortaP1 pre derivative confidence curve. Figure 21: AortaP2 pre derivative confidence curve. 
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LCXi 
 
 
Figure 24: LCX1 derivative confidence curve. 
 
 
Figure 25: LCX2 derivative confidence curve. 
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Figure 22: AortaP3 pre derivative confidence curve. Discarded 
for poor confidence. 
Figure 23: AortaP4 pre derivative confidence curve. 
Well Test Analysis of Blood Pressure  24 
 
 
 
Figure 26: LCX3 derivative confidence curve. 
 
 
LADi 
 
 
Figure 27: LAD1 derivative confidence curve. 
 
 
Figure 28: LAD2 derivative confidence curve. 
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Figure 29: LAD3 derivative confidence curve. 
 
 
LAD diseased 
 
 
Figure 30: LAD mild derivative confidence curve. 
 
 
Figure 31: LCX mild derivative confidence curve. 
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Figure 32: LAD mod derivative confidence curve. 
 
 
Figure 33: LAD sev derivative confidence curve. 
 
 
Figure 34: LAD sev2 derivative confidence curve. 
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Appendix 4: Data sets history matches 
 
AortaDi 
 
 
Figure 35: AortaD1 history match and adapted rates. 
 
 
Figure 36: AortaD2 history match and adapted rates. 
 
 
Figure 37: AortaD3 history match and adapted rates. 
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AortaPi post 
 
 
Figure 38: AortaP1 post history match and adapted rates. 
 
 
 
Figure 39: AortaP2 post history match and adapted rates. 
 
 
Figure 40: AortaP3 post history match and adapted rates. 
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Figure 41: AortaP4 post history match and adapted rates. 
 
 
AortaPi pre 
 
 
Figure 42: AortaP1 pre history match and adapted rates. 
 
 
Figure 43: AortaP2 pre history match and adapted rates. 
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Figure 44: AortaP3 pre history match and adapted rates. 
 
 
Figure 45: AortaP4 pre history match and adapted rates. 
 
LCXi 
 
 
Figure 46: LCX1 history match and adapted rates. 
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Figure 47: LCX2 history match and adapted rates. 
 
 
Figure 48: LCX3 history match and adapted rates. 
 
LADi 
 
 
Figure 49: LAD1 history match and adapted rates. 
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Figure 50: LAD2 history match and adapted rates. 
 
 
Figure 51: LAD3 history match and adapted rates. 
 
LAD diseased 
 
 
Figure 52: LAD mild history match and adapted rates. 
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Figure 53: LCX mild history match and adapted rates. 
 
 
Figure 54: LAD mod history match and adapted rates. 
 
 
Figure 55: LAD sev history match and adapted rates. 
 
4000
6000
8000
Pr
es
su
re
 [p
sig
]
0 2 4 6
Time [hr]
-1.5E+6
-1E+6
-5E+5
Liq
uid
 ra
te 
[S
TB
/D
]
4000
8000
Pr
es
su
re
 [p
sig
]
0 1 2 3 4 5 6 7
Time [hr]
-1.2E+8
-7E+7
Liq
uid
 ra
te 
[S
TB
/D
]
5000
10000
Pr
es
su
re
 [p
sig
]
0 1 2 3 4 5 6 7
Time [hr]
-9.5E+7
-7E+7
-4.5E+7
Liq
uid
 ra
te 
[S
TB
/D
]
Well Test Analysis of Blood Pressure  34 
 
 
 
Figure 56: LAD sev2 history match and adapted rates. 
 
 
Appendix 5: Saphir deconvolution settings 
 
Pi (3600*psig) Smoothing Delta-t min Rate relative 
weight 
Pressure relative 
weight 
2506 0.1 0.005 or 0.001 1 1 
Table 1: Saphir settings for deconvolution. 
 
Appendix 6: History match and confidence curve of LAD sev long data set 
 
 
Figure 57: LAD sev long data set history match. 
 
 
Figure 58: LAD sev long deconvolution derivative confidence curve. 
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