A time-variant impulse response method is proposed, developed, tested, and shown to provide new insights into different scattering problems involving moving surfaces. The method proposed is general, conceptually straightforward, and can accommodate moving sources and receivers. While the time-variant impulse response method has been developed specifically in this study to extend the capability of the wedge assemblage ͑WA͒ model ͓e.g., R. S. Keiffer and J. C. Novarini, J. Acoust. Soc. Am. 107, 27-39 ͑2000͔͒, the framework can be applied to other scattering models including those based in the frequency domain. Calculations involving moving periodic surfaces and moving receivers are presented and compared with good results to a generalized grating equation and small wave-height approximation perturbation theory. The time-variant impulse response model is also applied to time-evolving sea surfaces, and the previously published results of Pourkaviani and Willemsen ͓J. Acoust. Soc. Am. 90, 426-432 ͑1991͔͒ are confirmed. It is also shown that windward-oriented backscatter geometries can lead to a Doppler spectrum that peaks at higher than expected Doppler shifts.
I. INTRODUCTION
Previously, the details of a time-domain model for the ͑finite͒ acoustic impulse response of static, two-dimensional ͑2D͒, impenetrable, rough surfaces that is based on wedge diffraction theory 1 were reported. That approach, referred to as the wedge assemblage ͑WA͒ method, was shown to compare very well with a "benchmark accurate" frequencydomain solution over a broad range of grazing angles for the problem of backscattering from 2D sea surfaces. Earlier implementations of the WA method have been proven accurate for scattering from pressure-release ͑soft͒ sinusoidal surfaces, 2 and soft and hard disks. 3 Over the years since the WA method was first suggested, there have been many published papers testing this modeling approach. The interested reader can refer to the papers cited in Ref. 1, also Chaps. 11 and 12 of Medwin and Clay's book, 4 and the exact impulse response solution 5 on which the WA model is based. The work by Svensson et al. 6 deriving analytic expressions for the response of truncated wedges may also be of interest.
More recently, a hybrid ray-WA model has been described that allows for acoustic scattering from rough surfaces overlying refracting, range-independent media. 7 Finally, the important work by Chu, 8 and also Davis and Scharstein, 9 extending the exact Biot-Tolstoy solution to density-contrast wedges, opens the way for the application of the WA model to certain seafloor scattering problems. The main purpose of this paper is to describe and validate a method for extending the WA model to scattering problems in which the surface, source, and receiver are in motion. The time-variant interface scattering problem is of significant practical interest in underwater acoustics where, for example, sonar systems involving moving sources and receivers are common, and significant reverberation from time-evolving seas may be unavoidable. The approach developed in this study uses time-variant linear filter theory as a general framework, and addresses the kinematics of the problem in the time domain where the impulse response of a moving interface is the fundamental quantity that needs to be calculated. The process of scattering, in addition to its spatial dependence, is regarded as a time-variant linear filter, the complete specification of which is provided by the timevariant impulse response function. This viewpoint, when coupled to an ordered accounting of single-and multiple scattering contributions, leads to a significant simplification of the kinematics of the problem. And, it results in conceptually straightforward numerical algorithms for computing the received signal even under circumstances where the source, receiver, and scattering surface all move in complicated trajectories.
The utility of the time-variant impulse response method is not restricted to extending the WA model to time-varying scattering problems. For example, the method has been used within the framework of small wave-height perturbation theory 10 to examine the implications of the so-called frozen surface approximation. In addition, as pointed out by Wetzel, 11 most treatments of rough surface scattering are derived from a boundary value problem in integral form based on Green's theorem in the frequency domain. While the linearity of the governing equations allows the response of a surface to an incident signal to be assembled by Fourier synthesis from single-frequency solutions, there are difficulties in the interpretation of this approach, particularly under dynamic time-varying conditions. One of the advantages of working in the time domain is that it allows for a causalbased analysis of the scattering process. Interactions can be followed in sequence as they occur. In the frequency domain, a direct identification of the sequence of events is not possible because of the intrinsic limitation imposed by the cw condition.
Finally, it should be pointed out that a moving interface causes the surrounding medium to move as well. Censor, 12 acknowledging that "strictly speaking the medium's effects and scatterer's boundary effects should be considered simultaneously," has examined this issue within the limiting circumstances of irrotational flow and slow variations in the ambient medium in space and time relative to distances and times on the order of the acoustic wavelength and period. He found that the ͑Doppler͒ effects of the medium motion are comparable to the effects of the moving interface, but become negligible as the distance from the observer to the region of the medium that is in motion is increased. On the other hand, the ͑Doppler͒ effects of interface motion on the scattered field are independent of distance.
The basic layout of the paper is as follows. In Sec. II a brief example problem is considered and the Doppler spectrum is derived to introduce the basic equations from timevariant linear filter theory and the impulse response approach. In Sec. III, the kinematics of insonifying a moving interface and the single-scatter approximation are discussed. Section III closes with details of the numerical implementation of the time-variant WA method, a discussion of sampling rates, and the numerical calculation of the bifrequency function. 13 In Sec. IV, the time-variant WA method is exercised in a series of numerical experiments that forms the basis of an initial validation of the model.
II. EXAMPLE PROBLEM: DOPPLER SPECTRUM AT A MOVING POINT RECEIVER
To briefly introduce nomenclature, establish transform conventions, and generally define terms, a simple example problem is considered in this section. Imagine a motionless medium where the sound speed is constant ͑c͒ throughout and a motionless point source located at R S that instantaneously ͑at time t = ͒ begins injecting mass at a constant rate s 0 . The impulsive pressure wave that radiates outward from the source is a solution to the wave equation
͑1͒
In the context of linear filter theory, the solution to Eq. ͑1͒, with due regard to the boundary conditions, is called the time-varying impulse response function. It is denoted in this paper, without explicit reference to its spatial dependency as h͑t , ͒. In free space, this time-variant impulse response function is
͑2͒
The impulse response function becomes time variant when, for example, the receiver undergoes uniform rectilinear motion, r = R 0 + ūt. Letting R = R 0 − R S and assuming that ͉R ͉ ӷ ͉ūT͉, that is, assuming that over the duration of the observation interval ͑T͒ the receiver travels a small distance compared to the initial source-receiver separation, then ͉R + ūt͉ Ϸ R + R · ūt and ͉R + ūt͉ −1 Ϸ R −1 are valid approximations, and the time-variant impulse response function can be accurately approximated by
with R = ͉R ͉, R = R / ͉R ͉, and q =1−R · ū / c. The bifrequency function, B͑f , ͒, results from the sequential Fourier transforming the time-variant impulse response function with respect to t and . The following convention is adopted:
In the case of uniform receiver motion, the "far-field" bifrequency function is
The bifrequency function has the attractive property that the frequency response due to a particular input signal can be obtained from the overlap integral
Here, P in ͑͒ is the Fourier transform of the input signal p in ͑t͒. A time-harmonic input signal having frequency 0 Ͼ 0, has, in this example, the output signal
͑7͒
From Eq. ͑7͒ it can be seen that the received signal is a frequency-shifted copy of the input signal. Looking at the positive received frequencies ͑f Ͼ 0͒, the shift in received frequency is, as expected, =−͓͑R · ū͒ / c͔ 0 , where shift frequency is defined as = f − 0 . Closely related to the frequency spectrum of the output signal is the ͑one-sided͒ Doppler spectrum. It is defined for f Ͼ 0 as twice the magnitude squared of the received frequency spectrum when expressed in terms of the shifted frequency . The Doppler spectrum is the main quantity of interest in upcoming sections of this paper where numerical calculations are presented. There, finite duration input signals are considered. Of course, in the development of the far-field form of the impulse response function, Eq. ͑3͒, it was already assumed that the input signal has a finite duration. Therefore, Eq. ͑7͒ represents the limiting form of the far-field output spectrum for very longduration input signals. When the receiver is not far from the source, or if the receiver motion is not uniform rectilinear motion, a closed-form expression for the received spectrum may not be available. In that case one can always proceed numerically. If the details of the windowing function, w͑͒, are important, then the frequency spectrum of the output signal is calculated from
where W͑͒ is the Fourier transform with respect to of the window w͑͒.
The simple example developed in this section illustrates the application of time-variant linear filter theory to a moving receiver problem. It is important to note that the methodology can be easily implemented numerically to handle irregular trajectories and include source motion as well. And, in comparison to other methods suitable for that general problem ͓e.g., Ref. 14͔, the quasistatic approach just described is conceptually quite simple.
III. SINGLE-SCATTER IMPULSE RESPONSE OF A MOVING SURFACE
The following definitions are adopted regarding single and multiple scattering: the single-scatter component of the impulse response is due to those points on the interface ͑sec-ondary sources͒ that are directly insonified by the source and in turn directly insonify the receiver. Multiple scattering is a generic term that refers to the additional scattering that follows from the reinsonification of the interface by these original and subsequent secondary sources. In most cases, the single-scatter component of the impulse response dominates and the practical limitations imposed by the additional computations needed to include multiple scattering effects are not typically justified by substantial increases in the accuracy of the predictions. Therefore, in what follows, the discussion of the approach used to extend the WA approach to time-variant scattering problems is limited to the single-scatter component of the impulse response. It should be kept in mind, however, that the methodology could be applied in a selfconsistent manner to each successive order of scattering.
A. Kinematics and the single-scatter impulse response
Suppose that a moving ͑subsonic͒ point source, having instantaneous location R S ͑t͒, stops at time t = and immediately begins injecting mass at a constant rate into a homogeneous ͑static͒ fluid medium. The pressure impulse that radiates outward from the source travels ͑with speed c͒ from the location of the source at the time of emission and insonifies a moving ͑subsonic͒, impenetrable, rough surface, z s ͑x , y , t͒. As the impulsive source wavefront sweeps across the timevarying surface, it intercepts or detects each point on the surface at a discrete instant of time. Call this time of detection t d . By definition, t d solves the equation
The locus of surface points detected by the impulsive source signal defines a new, effective surface, ͑x , y , ͒, the frozen, quasistatic surface
It is clear from causality that the time history of the surface prior to the arrival of the incident impulse cannot affect the scattered response. Similar considerations lead to the conclusion that the single-scatter component of the scattered response cannot be affected by the time history of the surface after the initial source insonification. In other words, the single-scatter component of the scattered response depends only on the shape of the detected surface. The effect of source and surface motion on the time variation of the impulse response function can be modeled ͑in the single-scatter approximation͒ by examining the impulse responses of a time sequence of the quasistatic surfaces, ͑x , y , ͒.
Receiver motion can also be included. Regarding each point on the surface ͑x , y , ͒ as a secondary source that emits a scattered impulse at t = t d , let t R be the time at which that scattered signal reaches the moving receiver at R R ͑t R ͒
Each secondary source on ͑x , y , ͒ emits a scattered impulse that reaches the moving receiver at a discrete, potentially different, future location R R ͑t R ͒. The effect of receiver motion can be included in the modeling by using the correct static receiver location in the impulse response calculation of each secondary source and then summing all the impulse responses with due respect to time of arrival.
B. Numerical implementation
The details of a numerical implementation of the WA model for backscattering problems involving static 2D surfaces have been discussed previously. 1, 3, 4 Although it is appropriate to repeat some of that material here, the focus of this section is on the numerical implementation of the methodology being proposed to extend the WA model to timevariant problems. Begin by assuming that the time-varying surface, z s ͑x , y , t͒, is represented on a fixed uniform spatial grid ͑⌬x = ⌬y͒ and that the time evolution of the surface is known at all times. Then, at any discrete horizontal location ͑x i , y j ͒, the value of the surface height function detected by the impulse emitted by the source at time t = defines ͑x i , y j , ͒. This quasistatic surface can be determined numerically, for example, by applying any of a number of rootfinding algorithms to Eq. ͑9͒. In some cases, closed-form expressions can be derived that accurately approximate the detected time and surface ͓for example, see the Appendix of this paper or Ref. 10͔ .
Finally, many surfaces of interest are modeled by filtering random numbers in the wave number domain and then Fourier transforming to the spatial domain. In the case of sea surfaces, the time evolution of the interface is accomplished by advancing or retarding in time the phase angle of different spectral components by amounts commensurate with the gravity wave dispersion relation. For these surfaces it is not efficient to specify the entire surface at many different times in order to determine t d and ͑x i , y j , ͒ at a particular ͑x i , y j ͒ location. To limit the number of forward and inverse twodimensional FFTs, the strategy used in this paper is to generate, at regular time intervals, a sequence of "snapshots" of the spatially discretized surface z s ͑x i , y j , t͒ and then, assuming the temporal sampling rate is adequate, interpolate to obtain surface heights at intermediate times.
The preceding paragraph touches on three different methods that can be used to determine the surface detected by an impulse emitted at time, t = . To calculate the ͑finite͒ impulse response of this surface using the WA method, the surface ͑x i , y j , ͒ is "tiled" or tessellated using, for convenience, triangularly shaped facets.
1,4 These triangular facets are determined by first interpolating between any four surface heights of the square sample area to create a center surface height value. This divides the primitive area into triangularly shaped pieces. Adjacent triangular facets are used to define finite-length wedge apices. The diffracted response ͑P ␦ ͒ of every ͑nonshadowed͒ finite-length apex in the assemblage of wedges is calculated at discrete times, t i = ͑i −1͒⌬t, from the Biot-Tolstoy solution and added with due respect to time of arrival
With source wedge coordinates r 0 and 0 , receiver coordinates r and , wedge angle w , and offset distance Z ͑all of which are specific to the mth finite-length apex͒, the diffracted component is given by
In Eq. ͑13͒, s 0 is the rate of mass injection by the source and c is the sound speed. It is understood that the mth finitelength wedge apex has a diffracted response that is zero outside of the time interval ͓t a m , t b m ͔. The factor m can take on the value of 1.0 or 0.5 depending on the symmetry of the finite-length ͑physical͒ apex about the least time point on the infinite length ͑virtual͒ apex that contains it. Figure 1 shows a schematic of the gridded surface tessellation and gives details of the wedge specific coordinate system used in the Biot-Tolstoy solution.
For a fixed source emission time , sampling the impulse response function in time t, at interval ⌬t, determines, after discrete Fourier transform ͑DFT͒, a time-variant transfer function, H͑f i , ͒, and ͑discrete͒ transform variable, f i . H͑f i , ͒ is defined on principal interval, −f Nyq ഛ f i ഛ f Nyq , the highest frequency of which is the Nyquist frequency for the received frequency: f Nyq = ͑2⌬t͒ −1 . The finite extent of the rough surface ultimately limits the length of impulse response function and determines the received frequency resolution, ⌬f =1/N⌬t. The discrete received frequencies are given by f i =−f Nyq + ͑i −1͒⌬f, where i is a positive integer that is no greater than N + 1. Based on past experience with static sinusoids and sea surfaces, choosing ⌬t so that f Nyq is about an order of magnitude larger than the highest received frequency of interest ͑f max ͒ is usually adequate to make the effects of aliasing acceptably small in the received frequency band of interest.
Similarly, for a fixed reception frequency, f i , sampling the transfer function H͑f i , ͒ as it varies with source emission time ͑M samples at interval ⌬͒ introduces, after the corresponding DFT, another transform variable that can be identified as the discrete source frequency, j =− Nyq + ͑j −1͒⌬. Here, j is a positive integer that is no greater than M + 1. The FIG. 1. ͑a͒ The decomposition of a 2D surface into triangular facets with line segment AB coincident with a finite-length wedge apex. Q is the point on the associated infinite apex for the least time of any source-to-apex-toreceiver transmission. ͑b͒ Side and ͑c͒ plan views of the wedge geometry used in the Biot-Tolstoy solution. discrete bifrequency function, B͑f i , j ͒, that results after this second DFT is specified in a two-dimensional frequency space over a rectangularly shaped principal band that is limited in one dimension by −f Nyq ഛ f i ഛ f Nyq and the other by − Nyq ഛ j ഛ Nyq . Here, the source Nyquist frequency, Nyq = ͑2⌬͒ −1 , should be large enough to satisfactorily minimize the "folding" of high-frequency information down into the principal frequency band.
There is usually some numerical efficiency that can be gained by bandshifting or heterodyning the principal interval associated with the source frequency, − Nyq ഛ j ഛ Nyq , so that for each received frequency f i the discrete bifrequency function is centered on the energetic part of the spectrum. For the problems considered in this paper where the Doppler shifts are a small fraction of the source frequency, it is expected that nearly all of the scattered energy will be centered about the line = f. Multiplying the sampled transfer function, H͑f i , j ͒, by a time-harmonic signal, cos͑2f i j ͒, prior to the second DFT ͑involving and ͒ has the effect of specifying the discrete bifrequency function over a stairstepped principal interval that straddles the line = f. The received spectrum is obtained by holding the source frequency fixed and examining ͑in increments of ⌬f͒ the bifrequency function from one horizontal limit of the stairstepped principal band to the other. The Doppler spectrum is simply the received power spectrum expressed in terms of the shift frequency variable, = f − .
IV. EXAMPLE CALCULATIONS AND COMPARISONS
In this section, the extension of the WA method to timevariant scattering problems is used to calculate the frequency spectrum of the scattered pressure in a variety of backscattering scenarios involving moving single-and two-component sinusoidal surfaces, time-evolving sea surfaces, moving receivers, and static point sources. Moving periodic surfaces were particularly useful for an initial evaluation of the timevariant WA method because under far-field conditions they provide discrete conditions for constructive interference, and a generalized grating equation is available to provide an independent prediction for the shifted source and received frequencies associated with different diffracted orders.
To check the energy partition among different diffracted orders, a small wave-height approximation ͑SWHA͒ perturbation theory for moving standing wave surfaces that has been modified to correctly account for the basic kinematics of the problem 10 is used as a standard ͑see the Appendix͒. In Ref. 10 , it is shown that by treating the kinematics of the moving surface scattering problem in the time domain, an explicit quasistatic or frozen surface approximation naturally occurs prior to the small wave-height approximation. In the standard approach, the frozen surface approximation occurs as a result of the SWHA itself. It was also shown in Ref. 10 that the standard SWHA approach predicted ͑for the periodic surfaces͒ upshifted diffracted orders that lost energy, and downshifted diffracted orders that gained energy. This unphysical behavior is corrected in an SWHA perturbation approach that makes an explicit frozen surface approximation prior to invoking the small wave-height approximation. The backscattered pressure fields were calculated via this new SWHA perturbation theory, which was carried out to third order in dimensionless expansion parameter ͓see the Appendix͔. These results were used to benchmark the time-variant WA method in the limit of very small roughness, and then to track the initial agreement and eventual departure of the WA method from the SWHA results as the surface roughness was increased from very small to moderate values.
In the final section, the time-variant WA method is applied to the problem of backscattering from fully developed, time-evolving seas due to different wind speeds. Again, SWHA perturbation theory is used as a benchmark but, because in this case the calculation of higher order terms is substantially more involved, these scattered pressures are restricted to the first-order estimates. To augment this stage of the validation, rather, to corroborate discrepancies between the time-variant WA predictions and first-order perturbation theory, the previously published work of Pourkaviani and Willemsen, 15 which looked at the effect of higher-order perturbative corrections on the location of the spectral peak, is introduced. Finally, the work by Fuks 16 is specialized for the particular cases studied and used to generate estimates for the spreading of the Doppler spectrum.
A. Moving sinusoidal surfaces and moving receivers: Comparisons with the grating equation
In this first set of example calculations, the time-variant WA method was used to calculate the Doppler spectrum of the pressure field backscattered from a 512-m-long ͑and wide͒ pressure-release, long-crested, sinusoidal surface having a wavelength of 8 m, that moved with x-directed velocity, u x =8 m/s z s ͑x,t͒ = a cos 2 ⌳ ͑x − u x t͒ . ͑16͒
The scattered signal was detected at a distant receiver ͑re-stricted to the x-z plane͒ that receded from the origin with velocity ͑in m/s͒ v =−10x + 5.775ẑ. The sound speed in the medium containing the source and receiver, and underlying the pressure-release boundary, was constant ͑c = 1500 m / s͒. The mean grazing angle of incidence was 30°. At time t = 0, when the first finite impulse ͑⌬t = 1.953ϫ 10 −4 s͒ was emitted by the source, the receiver was collocated with the source. Subsequent impulses were emitted by the source at 0.05-s intervals for a duration of 3.5 s. Source emissions propagated to and scattered from the sinusoidal surface and were collected at the moving receiver. After padding with zeros, an FFT ͑N = 32 768͒ of each impulse response was performed to yield the timevarying transfer function. For each discrete received frequency, the time-dependent transfer function was multiplied by the time-harmonic signal, cos͑2f i j ͒, as discussed in the previous section, again padded with zeros, and the → FFT was performed using M = 128. The received power spectrum expressed in terms of the ͑Doppler͒-shifted frequency = f − , is shown in Fig. 2͑a͒ .
The combination of zero padding and time sampling rates resulted in a source frequency resolution that equaled the received ͑and Doppler shift͒ frequency resolution: ⌬ = ⌬ = 0.15 625 Hz. With the first diffracted order appearing at source frequency of 108.75 Hz, one can count in Fig. 2͑a͒ five regularly spaced regions of constructive interference ͑diffracted orders, Bragg beams, Floquet modes, grating lobes, etc.͒ before the Doppler shift exceeds −10.0 Hz. At this point, diffracted orders appearing at higher source frequencies ͑above 600 Hz͒ become aliased due to an insufficient sampling rate. It can be seen that the most energetic of these aliased diffracted orders appear at positive Doppler shifts.
For this moving periodic interface problem, a grating equation can be derived that establishes the source and received frequencies required for constructive interference at the moving receiver
When applied to the current problem, Eqs. ͑17͒ and ͑18͒ predict constructive interference for source frequencies that are integral multiples of 108.75 Hz, received frequencies that are integral multiples of 106.92 Hz, and received Doppler shifts, n = f n − n , that are positive integral multiples of −1.83 Hz.
In Fig. 2͑b͒ , this numerical experiment is repeated with the direction of the sinusoid reversed ͑u x =−8 m/s͒. In this case, the motion of the receiver is almost compensated by the motion of the surface. The result was that the source frequencies that allowed for constructive interference ͑107.75 Hz/ order͒ at the receiver were slightly lower than their static values ͑108.25 Hz/ order͒ and the Doppler shifts were small ͑0.16 Hz/ order͒. Tables I and II compile Before leaving this section, we note that the surface and receiver motion cause the conditions for constructive interference to change, and so both the source and received frequencies are altered as a result. Diffracted orders manifesting negative ͑positive͒ Doppler shifts are accompanied by source frequencies that are higher ͑lower͒ than the static surface values, which in this case would be 108.25 Hz/ order.
B. Standing wave surfaces: Comparisons with SWHA perturbation theory
Employing a scattering geometry identical to the one used in the previous section, the time-variant WA model was used to calculate the Doppler spectrum from a series of five different standing wave surfaces z s ͑x,t͒ = 2a cos͓2x/⌳͔cos͓2Ft͔. ͑19͒
In all cases, the opposite traveling sinusoids producing the standing wave pattern had wavelengths of 8.0 m, x-directed speeds of ±10.0 m / s, F = ± 1.25 Hz, and with amplitudes ͑a͒ that ranged from 0.0125 to 0.5 m. The Doppler spectra of the pressure fields backscattered from four of these surfaces are shown in Fig. 3 . It should be noted that in each case, the dynamic range of the plot is constant ͑45 dB͒, but the maximum values plotted are adjusted to accommodate the most energetic diffracted order. Beginning with Fig. 3͑a͒ , the smallest amplitude surface where a = 0.0125 m, it can be seen that there are only three diffracted orders that appear to be detectable. One of these orders, the unshifted one, is very weak compared to the other two. Based on perturbation theory ͑see the Appendix͒, this is to be expected since, at the received frequencies ͑f͒ where these first diffracted orders appear, the dimensionless expansion parameter, ka, is very small compared to 1 ͑ka Ϸ 0.005͒. Since ka is small, the Doppler spectrum should resemble the linear superposition of the individual Doppler spectra from each of the two opposite-traveling sinusoidal components considered alone. Now consider Fig. 3͑b͒ , where, after increasing the surface amplitude a to 0.025 m, two additional diffracted orders appear. These additional regions of constructive interference fall along lines that pass through the origin and the first diffracted orders. From the earlier calculations shown in Fig.  2 , it is known that these two newly visible diffracted orders depend entirely on one sinusoid or the other. It is interesting to note that of the three diffracted orders with source frequencies near 216 Hz, the zero-shifted diffracted order, which depends on both sinusoidal components, has a scattered intensity that is 6 dB stronger than either of the other two.
In Fig. 3͑c͒ , the effect of increasing amplitude a to 0.1 m is shown. Four more diffracted orders are now visibly energized. The conclusion of this series of plots is shown in Fig.  3͑d͒ . Here, the backscattered Doppler spectrum is plotted for a standing wave composed of opposite-traveling sinusoids having surface wave-height amplitudes equal to 0.5 m. Almost a dozen diffracted orders are now detectable. Table III contains a list of ͑normalized͒ scattered intensities from the spectral peaks of the time-variant WA data shown in Fig. 3 . Also listed in Table III are the locations of the various diffracted orders, that is, the source and shift frequencies ͑received-source͒ where these peak spectral intensities occur. Calculations for the peak scattered intensities and their locations were also made using SWHA perturbation theory under the assumption that true plane waves and infinite surfaces were involved. In those calculations, the details of which are discussed in the Appendix, terms up to third order or in the dimensionless expansion parameter ka were retained. To facilitate a comparison between SWHA perturbation theory and the time-variant WA method for the partition of the scattered energy among the various diffracted orders, the following normalization scheme was developed. For both calculation methods, but independent of each other, the intensity of the most energetic diffracted order for the least rough surface ͑a = 0.0125 m͒ was set to 0 dB and all other intensities were scaled relative to this value. Because in this smallest roughness case both the WA model and perturbation theory identified the same diffracted order as the most energetic, this self-normalization procedure allowed for an extended comparison between the two models.
In determining the validity of the time-variant WA method to predict the partition of scattered energy among the available diffracted orders, it is critical that there be agreement with the SWHA results in the "small roughness" regime where perturbation theory is expected to be accurate. From Table III , it can be seen that the agreement between the two models is excellent ͑less than 0.3-dB difference͒ for all detectable orders up to a surface roughness of a = 0.025 m. Then, as expected when the surface amplitude increases, more diffracted orders become energized and the two models begin to depart from each other. This departure can be seen first in the diffracted orders at higher source frequencies of the a = 0.05 m surface. When the surface amplitude reaches a = 0.5 m, the strong agreement has significantly eroded. A notable exception to this trend is the second-order scattered intensities; the SWHA results track well against the timevariant WA model for all of the standing wave surfaces in Table III . Before leaving this section, the following observation is worth noting and discussing. Table III shows that, in all cases, upshifted diffracted orders are slightly more energetic than their downshifted counterparts. While this result can be anticipated from the kinematics, the standard formulation of SWHA perturbation theory for moving surfaces would have predicted just the opposite relationship between scattered intensity and Doppler shift. As previously stated in this paper, the perturbation calculations were based on an approach in which an explicit frozen surface approximation is made before invoking the small roughness approximation ͓see the Appendix͔. As a result, this error in which the upshifted diffracted orders are less energetic than their downshifted counterparts is corrected.
C. Application to sea surfaces
The results of the numerical experiments discussed in the previous section show that the time-variant WA method yields results that agree with SWHA perturbation theory in the limiting circumstance where that standard is known to be accurate. Those "two-component" results also demonstrate the increasingly important role that higher-order terms play as the magnitude of the dimensionless expansion parameter increases. When the scattering surface is composed of a broad band of spatial scales, the number of significant contributions to the overall Doppler spectrum that come from higher-order terms can proliferate. These higher-order terms contribute to the received spectrum with different Doppler shifts, sometimes contributing to the same locations in the two frequency spaces of the Doppler spectrum, and sometimes not. It is not at all clear how their cumulative effect will alter the regime over which first-order perturbation can be considered accurate. An implementation of higher-order perturbation theory for the moving multiscale interface scattering problem is beyond the scope of the current study. However, it is known from the published literature that the details of the surface motion can affect the validity of SWHA perturbation theory. In a study of backscattering from moderate wind speed, 2D, isotropic seas, Pourkaviani and Willemsen 15 showed that the effect of including the next few higher-order perturbative corrections in calculations for the scattered intensity was to move the peak of the Doppler spectrum away from the expected Doppler shift of the Bragg component and toward smaller ͑lower͒ Doppler shifts. For the assumed monostatic backscatter geometry, where k is the scattered wave number and is the grazing angle, the Doppler shift associated with the Bragg-scale component is Bragg = 1 2 ͱ 2gk cos .
͑20͒
The results that follow demonstrate that this change in the location of the spectral peak away from the expected firstorder Doppler shift is not, as some have suggested, 17 an artifact of scattering from isotropic seas. This phenomenon can be reproduced by the time-variant WA method for backscattering from anisotropic, 2D seas when the scattering plane is oriented crosswind to the main wind/wave direction. It is also shown, to our knowledge for the first time, that windward-oriented backscattering geometries can yield spectra that peak at Doppler shifts that exceed the shift of the Bragg component. The time-variant WA model was used to compute the average backscattered Doppler spectrum from ensembles of 2D time-evolving sea surfaces. The surfaces used in this study were modeled as fully developed seas having a cos 2 ͑ /2͒ azimuthal dependence. Here, the wind direction is assumed to be into the = 0°direction, and each spectral component of the surface was time evolved according to the dispersion relation for ocean gravity waves. Each surface realization had a Pierson-Moskowitz roughness spectrum that was due a wind speed ͑at 10-m height, U 10 ͒ of 5, 10, or 13 m / s. Surface realizations having the desired roughness spectrum were generated on a uniform 2D grid ͑⌬x = ⌬y = 0.245 m͒ having 1024 points on a side. The length of the surface generated was 251.3 m, which was long enough and finely sampled enough to include almost all of the expected surface variance as well as the longest waves having a significant contribution to the total variance. As in the previous examples, the sound speed in the medium containing the source and receiver was constant ͑c = 1500 m / s͒, a monostatic geometry was assumed, and the nominal grazing/ scattering angle was 30°. Backscattering geometries oriented windward and crosswind to the main wind/wave direction were considered. A finite impulse ͑⌬t = 1.953ϫ 10 −4 s͒ was emitted by a distant source at 0.1-s intervals for 8.0 s. The source impulse propagated to, and scattered from, the quasistatic sea surface, and was then collected at the receiver. In  Fig. 4 , the beginning 0.05 s of the first four impulse responses ͑ = 0.0, 0.1, 0.2, and 0.3 s͒ are shown. Note that, as expected for monostatic backscattering from seas moving away from the source/receiver, in the successive pings certain features of the time series can be seen arriving at later and later times.
After applying a Parzen window 18 to each impulse response and after padding with zeros, an FFT ͑N = 32 768͒ of each impulse response was performed to yield a timevarying transfer function. For each discrete received frequency, the time-dependent transfer function was then bandshifted as discussed previously, again windowed and padded with zeros, and the second FFT ͑M = 128͒ was performed. This arrangement led to a source frequency resolution that equaled the received frequency resolution ͑and hence the Doppler shift resolution͒: ⌬ = ⌬ = 0.156 25 Hz. When identical signal processing was applied to the progression of impulse responses from an equivalent static surface, the spectral width of the windowed response could be measured. It was found that the scattered intensity was peaked on zero Doppler shift and dropped from this peak value with increasing Doppler shift. The scattered intensity was down by more than 4 dB for Doppler shifts greater than ±0.156 25 Hz. Sidelobes from the Parzen window were more than 50 dB down from the mainlobe.
The average Doppler spectrum of the received signal was calculated from 15 realizations of the same sea surface spectrum. For each ensemble-averaged Doppler spectrum and for each source frequency, the peak level of the Doppler spectrum was set to 0 dB and all other spectral levels, occurring at other frequency shifts but having the same source frequency, were scaled accordingly. The purpose of this normalization procedure was to make more identifiable the spectral peak for each source frequency. In each example shown, the location of the expected Doppler shift from firstorder perturbation theory is plotted as a function of source frequency. To augment the analysis, spectral half-width predictions based on the work of Fuks 16 are also plotted. These predictions are based on a two-scale scattering theory and purport to include broadening due to motion of the ripple and large-scale wave components. For the assumed scattering geometry and Pierson-Moskowitz wave spectrum, the spectral half-width ͑⌬͒ given by Fuks and defined as the standard deviation of the instantaneous frequency fluctuation, reduces to
ͪ͑si n 2 + cos 2 cos 2 ͒U 10 . ͑21͒
In the first pair of results, the Doppler spectra for windward and crosswind azimuthal orientations are calculated for seas due to winds of 5 m / s and plotted in Figs. 5͑a͒ and 5͑b͒.
Superimposed on each of these plots is a solid line identifying the location of the spectral peak as predicted by firstorder perturbation theory. Also drawn on each plot is a pair of dashed lines which indicate the spectral half-width according to the predictions of Fuks. This first example is the case of low wind speed and, consequently, a low to moderate surface variance ͑ 5 2 = 0.0248 m 2 ͒. As expected in this situation, first-order perturbation theory predicts the same location for the spectral peak as does the time-variant WA model over the entire range of source frequencies considered ͑25-1260 Hz͒. Note that, at the maximum received frequency shown in this plot, the perturbative expansion parameter, k 5 Ͻ 1. According to first-order perturbation theory, the azimuthal orientation of the scattering surface should not affect the location of the spectral peak. The time-variant WA results are in agreement with this prediction, and this supports the assertion that in this situation roughness at the Bragg spatial scale is the dominant source of scattering.
There are, however, differences between the two orientations that are worth noting and perhaps indicative of the onset of significant scattering associated with non-Bragg spatial scales. Specifically, both the time-variant WA model and Fuks results predict spectral widths that depend on azimuthal orientation. While differing in absolute terms, both of these models predict that the Doppler spectrum in the windward orientation is spread more than in the crosswind orientation. There is also a reasonable agreement between these two models for the rate at which the spectral width grows with increasing source frequency. Note that in the crosswind case the spreading is more symmetric about the expected Bragg shift. In the windward case, the spectrum spreads preferentially toward larger Doppler shifts.
Moving on to the 10-m / s example ͑see Fig. 6͒ , specifically for the windward orientation, it can be seen that, for source frequencies above about 400 Hz ͑k 10 Ͼ 1.05͒, the thin solid line representing the spectral peak predicted by first-order perturbation theory no longer travels down the middle of the −1-dB ͑red͒ contours of the WA data. Above about 400 Hz the WA spectral peak is consistently located at slightly greater ͑more negative͒ Doppler shifts. This is not the situation for the crosswind orientation. There, the two predictions remain in agreement over the full range of source frequencies. With regard to the spectral widths, similar observations noted for the 5-m / s surfaces apply but are somewhat more demonstrative: at any source frequency the Doppler spectrum in the windward orientation is significantly wider than in the crosswind orientation. The spectral width predictions of Fuks remain centered on the WA results better in the crosswind case than they do for the windward orientation. Finally, the Fuks prediction for rate at which the spectral width grows as the source frequency increases seems to track the WA results reasonably well.
In the final pair of plots for this section, the backscattered Doppler spectrum from seas due to 13-m / s winds is considered. In this case the surface variance is 1.34 m 2 , so at received frequencies greater than about 200 Hz the perturbative expansion parameter is larger than 1. Trends already present in the lower wind-speed cases are now somewhat more pronounced. In the windward oriented case ͓Fig. 7͑a͔͒ it can be seen that above about 300 Hz the WA prediction for the spectral peak begins to move to higher Doppler shifts than expected from first-order perturbation theory and the Bragg component. Also, the prediction of Fuks for the spectral half-width is, even more noticeably, not centered on the WA prediction. More difficult to detect by eye, but still quite evident, is the trend of the WA prediction toward lower than expected Doppler shifts in the case of the crosswind oriented scattering geometry ͓Fig. 7͑b͔͒. In this geometry it is clear that the WA prediction for the spreading in the Doppler spec- trum is preferentially towards lower Doppler shifts. At very small Doppler shifts there is evidence of significant overlap from the upshifted and downshifted components of the Doppler spectrum.
D. Identifying multiscale scattering contributions
In this last section, numerical experiments are presented that are designed to provide a closer look at the role that non-Bragg roughness scales have on the Doppler spectrum. By generating surface realizations from a sea surface roughness spectrum that is zero at wave numbers higher than K = 1 rad/ m, one can ensure that the backscattered field that results contains no first-order perturbative contributions above about 138 Hz. That is, the scattered response can be interpreted as being due only to higher-order perturbative terms. Shown in Fig. 8 are the ensembled averaged ͑ten realizations͒ Doppler spectra for backscattering geometries oriented windward and crosswind ͑wind speed 5 m / s, 30°graz-ing angle͒. In the windward case ͓Fig. 8͑a͔͒, it can be seen that for source frequencies above 138 Hz there is sudden decay in the mainlobe of the Doppler spectrum. And, at higher frequencies, there appears to be a ghost-like replica of the lower ͑source͒ frequency part of the Doppler spectrum. These higher-order contributions appear with Doppler shifts that are greater than the expected Bragg shift and account for the fact that in the windward orientation the spread in the Doppler spectrum is preferentially toward higher Doppler shifts. When the roughness or source frequency increases, higher-order contribution become more important and these can change the location of peak in the Doppler spectrum away from the expected Bragg shift and toward higher Doppler shifts.
Looking now at the crosswind results ͓Fig. 8͑b͔͒, it can be deduced that the higher-order terms contribute to the Doppler spectrum at Doppler shifts that are both higher and lower than the Bragg shift. In this orientation, there are surface wave components advancing on and receding from the source/receiver location. It can be seen that there is significant overlap near zero Doppler, and it is probably this behavior that causes the peak in the Doppler spectrum to squeeze toward lower than expected Doppler shifts.
V. CONCLUSIONS
A time-variant impulse response method has been proposed, developed, tested, and shown to provide new insights into different scattering problems involving moving surfaces. The method proposed is general, conceptually straightforward, and can easily incorporate moving sources and receivers. While the time-variant impulse response method has been developed specifically in this study to extend the capability of the WA model, the framework can be applied to other scattering models including those based in the frequency domain. First, calculations involving moving periodic surfaces and moving receivers were compared with a generalized grating equation to establish that the discrete Doppler shifts expected for these types of scattering problems were being modeled correctly. Then, SWHA perturbation theory, carried out to third order in the dimensionless expansion parameter, was used as a standard to validate that this new model predicted the correct energy partition among backscattered diffracted orders. Comparisons of the SWHA results with the time-variant WA model show very good agreement in the regime where SWHA is valid, and show a reasonable departure from the SWHA results in the regime where the perturbation approach is known to be dubious. The time-variant impulse response model was applied to timeevolving sea surfaces. The earlier results of Pourkaviani and Willemsen, 15 which indicated that under isotropic conditions the peak in the Doppler spectrum could move from the expected Bragg shift toward smaller Doppler shifts, were confirmed. It was also shown that windward-oriented backscatter geometries can lead to a Doppler spectrum that peaks at higher than expected Doppler shifts.
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APPENDIX: SWHA PERTURBATION THEORY FOR STANDING WAVE SURFACES
The scattering surface under consideration consists of two oppositely traveling sinusoidal waves of equal amplitude a, angular frequency ⍀ജ0, and spatial wave number K ജ 0. 
