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The problem of existence of an optimal-length (long) fault-free cycle in the n-dimensional
hypercube with f faulty vertices is NP-hard. This holds even in case that f is bounded by
a polynomial of degree three (six) with respect to n. On the other hand, there is a linear
(quadratic) bound on f which guarantees that the problem is decidable in polynomial time.
Similar results are obtained for paths as well as for paths between prescribed endvertices.
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1. Introduction
Hypercubes are an important tool of computer science. They serve as one of the most popular models of parallel
computation aswell as of networks of computers. From the practical point of view, it is reasonable to consider the possibility
that there may exist a set of processors or computers that are faulty or unavailable, which motivates an investigation of
combinatorial properties of hypercubes with a set of ‘faulty’ vertices. This paper is devoted to the computational complexity
of deciding whether a hypercube with faulty vertices contains a fault-free path or cycle which is long in some well-defined
sense.
Let F denote a set of faulty vertices. The first papers investigating the existence of long fault-free paths and cycles are
by Fu [8,9]. He showed that the n-dimensional hypercube Qn contains a fault-free cycle of length 2n − 2|F | if |F | ≤ 2n− 4
[8] and if |F | ≤ n − 2 then there exists a fault-free path of length 2n − 2|F | − 2 between every pair of fault-free vertices
[9]. Stronger versions of these results were proved by Castañeda and Gotchev [1] and Kueng et al. [11] where the bound on
the size of F was improved. Fink and Gregor [6] proved that if |F | ≤ 2n − 4 then there exists a fault-free path of length
at least 2n − 2|F | − 2 between every pair u, v of fault-free vertices such that u and v are not surrounded by F ∪ {v} and
F ∪ {u}, respectively. Moreover, they showed that their bound on size of F is tight. Fink and Gregor [7] also proved that if
n ≥ 3 then Qn contains a fault-free cycle of length 2n − 2|F | provided |F | ≤
(n
2
) − 2 and that the bound on size of F is
tight. We continue on these papers and study algorithmic aspects of long fault-free paths and cycles construction.
Wagner [13] discovered that many graph-theoretical problems for which a linear-time algorithm exists become NP-
hard if the graph is given in a compressed form. Hypercubes are examples of graphs which may be naturally described in a
compressed form because each hypercube is uniquely determined by its dimension. We prove that if a hypercube is given
in an uncompressed form, i.e. by a list of vertices and edges, then our problems are NP-complete. However, the proof of
NP-hardness requires exponentially many faulty vertices. If a faulty hypercube is given in a compressed form, i.e. only by
its dimension and a list of fault-free or faulty vertices, then our problems remain NP-hard, in the latter case even if the
number of faults is bounded by some polynomial with respect to the dimension. On the other hand, we present (nontrivial)
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polynomial bounds of lower degree on the number of faults which guarantee polynomial-time decidability. The precise
complexity of these problems is still open.
After introducing necessary concepts and notation, we precisely formulate the problems studied in this paper in
Section 2.2, and summarize our main results in Section 3. The rest of the paper is devoted to proofs of these results.
2. Preliminaries
Throughout the paper, n always is a positive integer while [n] denotes the set {0, 1, . . . , n − 1}. Given a graph G with
vertices V (G) and a set V ⊆ V (G), 〈V 〉 denotes the subgraph of G induced by V , while G−V denotes the subgraph 〈V (G)\V 〉.
The distance of vertices u, v in G is denoted by distG(u, v), the subscript being omitted if no ambiguity may arise.
The n-dimensional hypercube Qn is a graph with all n-bit binary strings as vertices, an edge joining two vertices that
differ in a single bit. Let v = v0v1 . . . vn−1 be a vertex of Qn. In the rest of this text, we use vi to denote the i-th bit of v for
all i ∈ [n]. It is sometimes convenient to represent v as a set pi(v) = {i ∈ [n] | vi = 1}. The norm |v| and the parity p(v) of
v are defined by |v| = |pi(v)| and p(v) = |v|mod 2. We denote the set {v ∈ V (Qn) | p(v) = i} by V i for i = 0, 1. It is well
known that Qn is a connected bipartite graph and {V 0, V 1} is its unique bipartite decomposition.
Let x0x1 . . . xn−1 be a string over alphabet {0, 1, ∗} and d = |{i ∈ [n] | xi = ∗}|. The set of all vertices v ∈ V (Qn) satisfying
xi 6= ∗ =⇒ vi = xi for all i ∈ [n] is called a subcube of Qn of dimension d and is denoted by x0x1 . . . xn−1. Note that the
subgraph of Qn, induced by vertices of a subcube of dimension d, is indeed isomorphic to Qd.
Let F be a set of faulty vertices of Qn. Vertices of V (Qn) \ F are then called fault-free or healthy. A path (cycle) of Qn − F
is called a fault-free path (cycle) of Qn (with respect to F ). The weight w(F ) of F is defined by
w(F ) = max{|F ∩ V 0|, |F ∩ V 1|} .
2.1. Long paths and cycles
A cycle or path in a graph G is called Hamiltonian if it visits each vertex of G exactly once. As here we study graphs where
such cycles or paths need not exist, we describe longest paths or cycles using more subtle conditions.
Let G be a connected bipartite graph and let {W0,W1} be a bipartite decomposition of G. Clearly, the maximum length
of a cycle in G is at most 2min{|W0|, |W1|}. Thus we say that a cycle C of length 2min{|W0|,W1|} is an optimal-length cycle,
shortly an ol-cycle. Analogously, if P is a path between vertices u and v, then the length of P is at most{
2min{|W0|, |W1|} − 1, if (u ∈ W0 ⇔ v ∈ W1);
2min{|Wi| − 1, |W1−i|}, if u, v ∈ Wi for i = 0, 1. (2.1)
Thus we say that P is an optimal-length path, shortly an ol-path, between u and v if the length of P equals the value given by
(2.1).
Observe that the concept of optimal-length is a natural generalization of Hamiltonicity: If G contains a Hamiltonian
cycle, then a cycle of G is an ol-cycle if and only if it is Hamiltonian. If G contains a Hamiltonian path between vertices of
distinct (same) partite classes, then a path between vertices of distinct (same) partite classes is an ol-path if and only if it is
Hamiltonian.
Since every hypercube is a bipartite graph, we can apply these notions to a hypercube with a set F of faulty vertices.
Then we obtain that an ol-cycle in Qn − F has length 2n − 2w(F )while an ol-path between u and v in Qn − F has length{
2n − 2w(F )− 1, if p(u) 6= p(v);
2n − 2w(F ∪ {u}), if p(u) = p(v). (2.2)
In particular, if F ⊆ V i for some i = 0, 1, then |F | = w(F ). This together with the fact that |F | is simpler than w(F )
motivated the following definitions, originally introduced in [8,9]: A cycle (path) in Qn−F is called a long cycle (long path),
shortly an l-cycle (l-path), if its length is at least 2n − 2|F | (2n − 2|F | − 2).
2.2. Problems
Now we are ready to provide a formal description of problems investigated in this paper. There are two natural ways
to describe a faulty hypercube on the input: a dimension of a hypercube and a list of faulty vertices, or a dimension
of a hypercube and a list of healthy vertices. These two ways of input description are denoted by superscripts F and H,
respectively. For a simplification of the proofs we also use a third way, denoted by superscript C, when the faulty hypercube
is completely described by a dimension and a list of all vertices,with someverticesmarked as faulty. Proofs given for the third
way of input description are easy to transform to the two other variants. In the following definitions, both the superscripts
and the details of input description are omitted.
Hamiltonian cycle in faulty hypercube (HC).
Instance: A hypercube Qn with a set F of faulty vertices.
Question: Is there a Hamiltonian cycle in Qn − F ?
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Hamiltonian path in faulty hypercube (HP).
Instance: A hypercube Qn with a set F of faulty vertices.
Question: Is there a Hamiltonian path in Qn − F ?
Hamiltonian path between given vertices in faulty hypercube (HE).
Instance: A hypercube Qn with a set F of faulty vertices and a pair u, v of distinct vertices of Qn − F .
Question: Is there a Hamiltonian path in Qn − F between u and v?
Replacing ‘Hamiltonian’with ‘Optimal-length’ or ‘Long’, we obtain six similar problems,where the letterH in the problem
name is replaced with letter O or L. The instances are identical with those of HC, HP and HE, respectively, only the question
now is whether Qn − F contains an optimal-length (or long) cycle, path, or path between a given pair of endvertices.
Recall that we also intend to study the restricted versions of our problems where the number of faults is limited. To that
end, if f is a function from the set of natural numbers into itself, then the index f in the name of the problem denotes that
|F | ≤ f (n)where n is the dimension of the input hypercube.
3. Main results
The first author and Gregor [4] showed that HCH, HPH and HEH are NP-complete problems. Our first result says that a
similar complexity status holds for all the remaining problems.
Main Theorem 1. For each P ∈ {HC,HP,HE,OC,OP,OE, LC, LP, LE}, PF is NP-hard while PH is NP-complete.
Moreover, we can show that even in case that there are only polynomially many faults, the F-variants of problems on
optimal-length and long paths and cycles remain intractable. We say that f (n) ≥ g(n) almost everywhere, shortly a. e., if the
set of natural numbers {n | f (n) < g(n)} is finite.
Main Theorem 2. If p(n) ≥ n36 + n
2
2 − 2n3 −3 a. e., thenOCFp,OPFp andOEFp are NP-hard. If p(n) ≥
(n+1
6
)+ (n+14 )+ (n+12 )−n−5
a. e., then LCFp, LP
F
p and LE
F
p are NP-hard.
It is still open whether problems PFp for each P ∈ {HC,HP,HE} or PHp for each P ∈ {HC,HP,HE,OC,OP,OE, LC, LP, LE}
are NP-hard for some polynomial p. Conversely, the following result of the first author and Gregor [4] implies the existence
of a polynomial-time algorithm deciding the problems HCH, HPH and HEH under a linear bound on |F |.
Theorem 3.1 ([4]). Let F be a set of faulty vertices in Qn with |F | ≤ n−53 and u, v distinct vertices of Qn − F . Then,
1. there exists a Hamiltonian cycle in Qn − F iffw(F ) = |F |/2;
2. there exists a Hamiltonian path in Qn − F iffw(F ) = d|F |/2e;
3. there exists a Hamiltonian path in Qn − F between u and v iff
• p(u) 6= p(v) andw(F ) = |F |/2, or
• p(u) = p(v) andw(F ∪ {u}) = |F ∪ {u}|/2.
A recent result of Fink and Gregor implies that under a quadratic bound on |F |, the problems LCF and LPF are (trivially)
decidable in polynomial time.
Theorem 3.2 ([7]). Let F be a set of faulty vertices in Qn with |F | ≤
(n
2
) − 2. Then, there exists an l-cycle in Qn − F and the
bound on |F | is tight.
The path-between-prescribed-endvertices variant of the previous problem is also polynomial-time decidable under a
slightly weaker bound on the number of faults.
Theorem 3.3 ([5]). There exists an algorithm deciding the problem LEFp in time O(n
8) where p(n) = n210 + n2 + 1.
Using these results, we can show that if the number of faults is bounded by a suitable polynomial, our problems are
decidable in a polynomial time.
Main Theorem 3. Let p(n) ≤ n3 − 53 a. e., q(n) < n3 − 103 a. e., r(n) ≤ n
2
2 − n2 − 2 a. e., and s(n) ≤ n
2
10 + n2 + 1 a. e. Then, the
following problems are decidable in polynomial time:
1. PFp and P
H
p for every P ∈ {HC,HP,HE};
2. PFq and P
H
q for every P ∈ {OC,OP,OE};
3. PFr and P
H
r for every P ∈ {LC, LP};
4. LEFs and LE
H
s .
The next section contains the proof of Main Theorem 1. In Section 5, we prove one graph-theoretical result on the
existence of ol-paths for special configurations of faulty vertices, and then use it to prove Main Theorem 2. The paper is
concluded with Section 6, where we first generalize Theorem 3.1 to ol-cycles and paths, and then derive positive results on
decidability of our problems, thus verifying Main Theorem 3.
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4. Arbitrary number of faults
Theorem 4.1. HCC, HPC and HEC are NP-complete problems.
Proof. All three problems clearly belong to NP. To verify that they are also NP-hard, consider the problem of Hamiltonicity
of hypercube with faulty edges.
Hamiltonian cycle in hypercube with faulty edges (HC-EC).
Instance: A hypercube Qn and a set of faulty edges.
Question: Is there a Hamiltonian cycle of Qn containing only fault-free edges?
HC-EC is known to be NP-complete [2] and moreover, there are polynomial-time transformations from HC-EC to HCH, HPH
and HEH [4] . It suffices to enhance all transformations with an additional phase, which sends not only fault-free but also
faulty vertices to the output. Since the total number of vertices on the output is then 2n, while the input size of HC-EC is
Ω(2n), the time complexity of the enhanced transformations is still bounded by a polynomial in the size ofHC-EC. It follows
that HCC, HPC and HEC are NP-hard. 
Corollary 4.2. OCC, OPC and OEC are NP-complete problems.
Proof. All three problems clearly belong to NP. To verify that they are also NP-hard, use polynomial-time transformations
from HCC to OCC, from HEC to OEC, and from HEC to OPC, based on the following observations: If G is a bipartite graph with
a bipartite decomposition {W0,W1} then
1. G contains a Hamiltonian cycle iff 2min{|W0|,W1|} = |V (G)| and G contains an ol-cycle;
2. G contains a Hamiltonian path between u and v iff the value given by (2.1) equals |V (G)| − 1 and G contains an ol-path
between u and v;
3. G contains a Hamiltonian path between u and v iff the value given by (2.1) equals |V (G)|− 1 and Guv contains an ol-path,
where Guv denotes the graphwith vertices V (G)∪{u′, u′′, v′, v′′} and edges E(G)∪{{u, u′}, {u′, u′′}, {v, v′}, {v′, v′′}}. Clearly,
Guv is bipartite graph, and vertices u′ and u′′, and also v′ and v′′, belong to distinct sets of bipartite decomposition of Guv .
The validity of parts 1 and 2 follows directly from the definition of ol-cycle and ol-path. To verify part 3, first note that if P
is a Hamiltonian path of G between u and v, then u′′, u′, P, v′, v′′ is an ol-path of Guv . On the other hand, if the value given by
(2.1) equals |V (G)|−1, the definition of Guv implies that every ol-path of Guv is between a vertex of a ∈ {u′, u′′} and a vertex
of b ∈ {v′, v′′}. Such an ol-path necessarily contains a subpath between u and v, which forms a Hamiltonian path of G.
To complete the proof, observe that ifG ∼= Qn−F , thenGuv ∼= Qn+2−F ′ for a suitableF ′, and therefore a transformation
based on Observation 3 transforms an instance of HEC to an instance of OPC whose size is only a constant multiple of the
size of HEC. 
To complete this section, it remains to settle the complexity of long-cycles-and-paths problems. To that end, we describe
polynomial-time transformations from HCC to LCC, from HPC to LPC, and from HEC to LEC. Consider a hypercube Qn with a
set Fn of fn faulty vertices, representing an instance of HCC or HPC, and given a pair x, y ∈ V (Qn), also an instance of HEC.
Note that wemay without loss of generality assume thatw(Fn) = d|Fn|/2e and 3 < fn < 2n− 1, for the following reasons:
• Qn − Fn may contain a Hamiltonian path or cycle only if w(Fn) = d|Fn|/2e, and this condition may be verified in
polynomial time;
• for fn ≥ 2n − 1, Qn − Fn consists of at most one healthy vertex and the problems are therefore trivial;
• for fn ≤ 3 and n ≥ 14, the problems are polynomial-time decidable by Theorem 3.1, while case n < 14 may be resolved
in constant time.
Weare to construct a setF of faulty vertices ofQ2n, representing an instance of LCC, LPC or LEC (the twovertices ofQ2n needed
for the instance of LEC will be specified later). Note that as g(x0x1 . . . xn−1) = (1−x0)x1 . . . xn−1 describes an automorphism
of Qn, we may without loss of generality assume that
|Fn ∩ V 1| ≥ |Fn ∩ V 0|. (4.1)
Since fn > 3 andw(Fn) = d|Fn|/2e, there exist two distinct vertices a, b ∈ Fn such that p(a) = p(b) = 0. Since fn < 2n−1,
we can select a set U ⊆ V (Qn) \ {0n} of dfn/2e + (fnmod 2) vertices of parity 0. We set
F ′ = {0nv | v ∈ Fn} ∪ {uv | u, v ∈ V (Qn), u 6= 0n, p(u) = p(v)}
F = F ′ \ ({ua | u ∈ U, |u|mod 4 = 2} ∪ {ub | u ∈ U, |u|mod 4 = 0}) .
Observe that then
22n − 2|F | = 22n − 2
(
fn + 2
2n − 2n
2
− dfn/2e − (fnmod 2)
)
= 2n − fn + 3 (fnmod 2). (4.2)
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Next, consider a subgraph of Q2n, induced by all fault-free vertices except those in subcube 0n∗n. Since hypercube edges
join only vertices of different parities, we can derive that the only components of this graph are either isolated vertices, or
stars centered at vertices ua or ub for suitable u ∈ U . Since a, b ∈ F , we infer that
every fault-free cycle of Q2n must be included in subcube 0n∗n. (4.3)
Furthermore, a vertex 0nv of 0n∗n has exactly n fault-free neighbors out of 0n∗n if p(v) = 0, and none at all if p(v) = 1. In
the former case, the neighbors are 0i10n−i−1v, i = 0, 1, . . . , n− 1, and each of them has 0nv as its only fault-free neighbor.
Consequently,
0n∗n contains a fault-free Hamiltonian path of length l
between vertices (0nu and 0nv) of parity 0 iff
Q2n − F contains a path of length l+ 2 (between 0n−11u and 0n−11v). (4.4)
We claim that Qn − Fn contains a Hamiltonian cycle iff Q2n − F contains a long cycle. Indeed, if Qn − Fn contains a
Hamiltonian cycle, then this cycle is also contained in 0n∗n. Since the length l of this cycle must be even, fn = 2n − l is even
as well, and therefore we have l = 2n − fn = 22n − 2|F | by (4.2), i. e. a long fault-free cycle in Q2n.
On the other hand, a long fault-free cycle in Q2n must be contained in 0n∗n by (4.3). Moreover, its length is by (4.2) at
least 2n − fn = |0n∗n \ F |, and therefore it must cover all fault-free vertices of this subcube. Since 〈0n∗n〉 − F ∼= Qn − Fn,
it also forms a Hamiltonian cycle in Qn − Fn as required.
We can conclude that we have described a transformation from HCC to LCC, and it is easy to see that its time complexity
is bounded by a polynomial in the size of HCC. Turning to the problems on paths, observe that if fn is odd, then the length of
a long path in Q2n−F is by (3.1) at least 22n− 2|F | − 2 = 2n− fn+ 3− 2 = 2n− fn+ 1, while the length of a Hamiltonian
path in Qn−Fn is 2n− fn− 1. Moreover, (4.1) implies that if fn is odd, then the endvertices of such a Hamiltonian path must
be of parity 0. Hence replacing (4.3) with (4.4) in the above argument, we can derive that if fn is odd, then Qn−Fn contains a
Hamiltonian path (between u and v) iff Q2n−F contains a long fault-free path (between 0n−11u and 0n−11v). This provides
polynomial-time transformations fromHPCo to LP
C and, transforming a given pair x, y of vertices of Qn to vertices 0n−11x and
0n−11y of Q2n, also from HECo to LEC, where the index o in the name of the problem means that the number of faults is odd.
To complete the construction, we give polynomial-time transformations from HEC to both HPCo and HE
C
o . To that end, let
Qn, Fn and u, v be an instance of HEC. Then the corresponding instance of HPCo (or HE
C
o) is Qn+2, Fn+2 (and u′, v′) where
Fn+2 = {00x | x ∈ Fn} ∪ {y | y ∈ V (Qn+2), y1y2 6= 00)} \ S,
S =
{{u′, v′}where u′ = 01u, v′ = 10v, if |Fn| is odd;
{w, u′, v′}wherew = 01u, u′ = 11u, v′ = 10v, if |Fn| is even.
Note that |Fn+2| is always odd and the construction consumes only a polynomial time. Moreover, graph Qn+2 − Fn+2 is
actually obtained from Qn − Fn by adding new vertices u′, v′ (and w if |Fn| is even) and new edges {u, u′}, {v, v′} (or
{u, w}, {w, u′}, {v, v′}). Using this fact, it is easy to see that the following three statements are equivalent:
• Qn − Fn contains a Hamiltonian path between u and v;
• Qn+2 − Fn+2 contains a Hamiltonian path between u′ and v′;
• Qn+2 − Fn+2 contains a Hamiltonian path.
It follows that we have obtained polynomial-time transformations from HEC to HPCo and from HE
C to HECo . Composed with
transformations from HPCo to LP
C and from HECo to LE
C described previously, they provide the desired polynomial-time
transformations from HEC to both LPC and LEC. Thus we can summarize.
Theorem 4.3. LCC, LPC and LEC are NP-complete problems.
Proof. All problems are clearly in NP. SinceHCC,HPC andHEC are NP-hard by Theorem 4.1, the above described polynomial-
time transformations complete the proof. 
To conclude this section, note that as from each problem PC studied in this section there are trivial linear-time
transformations to both PF and PH, the union of all theorems and corollaries in this section implies the statement of Main
Theorem 1.
5. Polynomially many faults
5.1. Ol-cycles and paths
For integersm and nwith 0 < m < n define Fn,m = {x ∈ V (Qn) | |x| < m}. Our aim is to prove the existence of ol-paths
in Qn − Fn,m. First we compute w(Fn,m) and thus determine the length of ol-paths in Qn − Fn,m. The existence of ol-paths
will be exploited in Section 5.2 for the proof of Main Theorem 2.
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u
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v'
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Fig. 5.1. Casem = 1 of Lemma 5.5.
Lemma 5.1. Let m and n be integers with 0 < m < n. Then
w(Fn,m) =

2i<m∑
i=0
(
n
2i
)
>
2i+1<m∑
i=0
(
n
2i+ 1
)
, if m is odd,
2i+1<m∑
i=0
(
n
2i+ 1
)
>
2i<m∑
i=0
(
n
2i
)
, if m is even.
Proof. The statement of the lemma follows from the identity [12, Problem 1.42h]
m−1∑
i=0
(−1)i
(
n
i
)
= (−1)m−1
(
n− 1
m− 1
)
. 
Corollary 5.2. Let n andmbe natural numberswith 0 < m < n. If x is a vertex of Qnwith |x| = mthenw(Fn,m) = w(Fn,m∪{x}).
If m > 1 thenw(Fn,m) = w(Fn−1,m)+ w(Fn−1,m−1).
Proof. The first statement follows from the strict inequalities in Lemma 5.1 and the second statement follows from the
equality
(n
i
) = (n−1i )+ (n−1i−1) and Lemma 5.1. 
We utilize the following result of the first author.
Theorem 5.3 ([3]). Let P be a set of vertex-disjoint paths in Qn, n ≥ 2, containing at most 2n − 3 edges. Then there exists a
Hamiltonian cycle in Qn passing through all edges of P .
Now we can formulate the main result of this section.
Theorem 5.4. Let n and m be integers with 0 < m < n. Then for every pair {u, v} of distinct vertices of Qn with |u| = |v| = m
there exists an ol-path in Qn − Fn,m between u and v.
We prove Theorem 5.4 by induction over n. The induction is based on the following two lemmas. The first lemma serves
as an initial step of induction.
Lemma 5.5. Let m ∈ {1, 2}, u and v be distinct vertices of Q3 with |u| = |v| = m and let {u, u′} be an edge of Q3 with u′ /∈ F3,m.
Then there exists an ol-path P in Q3 − F3,m between u and v containing the edge {u, u′}. Moreover, if m = 1 and {v′, v} is an
edge of P, then uj 6= u′j implies vj = v′j .
Proof. Casem = 1 is resolved on Fig. 5.1. In casem = 2, the desired ol-path is u, u′, v where u′ = 111. 
The next lemma provides a stronger statement which shall be useful for the induction step in the proof of Theorem 5.4.
Lemma 5.6. Let n andm be natural numbers withm < n−1 and 4 ≤ n. Let u and v be distinct vertices of Qn with |u| = |v| = m
and let {u, u′} and {v, v′} be edges of Qn with u′, v′ /∈ Fn,m and u′ 6= v′. Then there exists an ol-path in Qn−Fn,m between u and
v containing the edges {u, u′} and {v, v′}.
Proof. Assume, by way of contradiction, that n is the least natural number such that n ≥ 4 and there exist a natural number
m with 0 < m < n − 1, distinct vertices u and v of Qn and edges {u, u′} and {v, v′} such that |u| = |v| = m, u′, v′ /∈ Fn,m,
u′ 6= v′, and there exists no ol-path in Qn − Fn,m between u and v containing the edges {u, u′} and {v, v′}.
First we prove that there exists i ∈ [n] with ui = u′i 6= v′i = vi. Since u 6= v and |u| = |v|, there exist two distinct
j, k ∈ [n] with uj 6= vj and uk 6= vk. If u′j = uj and vj = v′j , it suffices to set i = j. Thus we can assume that uj 6= u′j and
vk 6= v′k. Note that as |u′| = |u| + 1 and |v′| = |v| + 1, it must be the case that u′j = v′k = 1. Since u′ 6= v′, there must be an
l ∈ [n]with u′l 6= v′l and j 6= l 6= k. Thus it suffices to set i = l. In the following we fix iwith ui = u′i 6= vi = v′i and fix kwith
vk 6= v′k. Recall that as |v′| = m+ 1, we have vk = 0.
Set V0 = {x ∈ V (Qn) | xi = 0}, V1 = {x ∈ V (Qn) | xi = 1}, F0 = Fn,m ∩ V0, F1 = Fn,m ∩ V1. Clearly, there exist
isomorphisms φ0 : Qn−1 → 〈V0〉 and φ1 : Qn−1 → 〈V1〉 such that |φ0(x)| = |x|, |φ1(x)| = |x| + 1 for all x ∈ V (Qn−1),
F0 = φ0(Fn−1,m) and eitherm > 1 andF1 = φ1(Fn−1,m−1) orm = 1 andF1 = ∅. Without loss of generality we can assume
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that u ∈ V0, then u′ ∈ V0, v ∈ V1 and v′ ∈ V1. From m < n − 1 it follows that if uj = 1 for all j ∈ [n] distinct from i and k,
then uk = 0 andm = n− 2.
Assume that m = n − 2 and uj = 1 for all j ∈ [n] distinct from i and k. Then there exists l ∈ [n] with l 6= i, k and
ul = vl = 1 becausem = n−2 ≥ 2. Letw be a vertex of Qn with |w| = m,wl = wi = 0 andwk = 1. Thenw ∈ V0 \Fn,m and
w 6= u. Let {w, t ′} be the edge of Qn with t ′ ∈ V1. Then t ′ /∈ Fn,m because |t ′| = m+ 1 and t ′ 6= v′ because t ′l = 0 6= 1 = v′l .
Assume that there exists j ∈ [n]with uj = 0 and j 6= i, k. Letw be a vertex of Qn with |w| = m,wj = 1 andwk = wi = 0.
Then w ∈ V0 \ Fn,m and w 6= u. Let {w, t ′} be an edge of Qn with t ′ ∈ V1. Then t ′ /∈ Fn,m because |t ′| = m + 1 and t ′ 6= v′
because t ′k = 0 6= 1 = v′k.
Thus in both cases we have an edge {w, t ′} of Qn withw ∈ V0 \Fn,m, t ′ ∈ V1 \Fn,m,w 6= u, |w| = m, t ′ 6= v′, |t ′| = m+1.
If n ≥ 5 andm < n− 2 then there exists an edge {w,w′} of Qn withw′ ∈ V0,w′ 6= u′ andw′ /∈ Fn,m, and, by the choice
of n, there exists an ol-path P0 in Qn−1 − Fn−1,m between φ−10 (u) and φ−10 (w) containing the edges {φ−10 (u), φ−10 (u′)} and
{φ−10 (w), φ−10 (w′)}. If n ≥ 5 andm = n−2 then (φ−10 (u), φ−10 (u′), φ−10 (w)) is an ol-path P0 inQn−1−Fn−1,m betweenφ−10 (u)
and φ−10 (w) containing the edge {φ−10 (u), φ−10 (u′)} because u′ is the unique vertex of V0 with |u′| = n− 1. If n = 4 then, by
Lemma 5.5, there exists an ol-path P0 in Q3 − F3,m between φ−10 (u) and φ−10 (w) containing the edge {φ−10 (u), φ−10 (u′)}.
Ifn ≥ 5 andm > 1 then there exists an edge {t, t ′}ofQnwith |t| = m, t ∈ V1 and t 6= v, and, by the choice ofn, there exists
an ol-path P1 in Qn−1 − Fn−1,m−1 between φ−11 (v) and φ−11 (t) containing edges {φ−11 (v), φ−11 (v′)} and {φ−11 (t), φ−11 (t ′)}. If
n = 4 andm > 1 then there exists an edge {t, t ′} of Q4 such that |t| = m, t 6= v, t ∈ V1 and tk = t ′k, and, by Lemma 5.5, there
exists an ol-path P1 inQ3−F3,m−1 betweenφ−11 (v) andφ−11 (t) containing the edges {φ−11 (v), φ−11 (v′)} and {φ−11 (t), φ−11 (t ′)}.
If m = 1 then {t ′, v} is an edge of Qn and, by Theorem 5.3, there exists a Hamiltonian cycle C in Qn−1 containing the edges
{φ−11 (t ′), φ−11 (v)} and {φ−11 (v), φ−11 (v′)}.
Assumem > 1. Let P ′ be the union of paths φ0(P0), φ1(P1) and the edge {w, t ′}. By deleting the edge {t ′, t} and the vertex
t from P ′ we obtain a path P in Qn − Fn,m between u and v containing edges {u, u′} and {v, v′} and, by Corollary 5.2, its
length is 2n−1 − 2w(Fn−1,m) + 2n−1 − 2w(Fn−1,m−1) = 2n − w(Fn,m). Thus P is an ol-path. Assume m = 1. Let P ′ be the
union of the path φ0(P0), the cycle φ1(C) and the edge {w, t ′}. By deleting the edge {t ′, v} we obtain a path P in Qn − Fn,m
between u and v containing the edges {u, u′} and {v, v′} of length 2n−1−2+2n−1 = 2n−2 = 2n−w(Fn,m). Thus the proof
follows. 
Proof of Theorem 5.4. The case n = 2 follows by a straightforward inspection. The case n = 3 is solved by Lemma 5.5. Let
n ≥ 4. Ifm < n− 1, then the statement follows from Lemma 5.6. To settle the casem = n− 1, consider the unique vertex
w of Qn with |w| = n. Then u, w, v is an ol-path in Qn − Fn,n−1 between u and v and the proof is complete. 
5.2. Proof of Main Theorem 2
First recall that pi(v) = {i ∈ [n] | vi = 1} uniquely determines a vertex v of Qn. Fix n > 8. Let vi and wi for
i = 1, 2, . . . , 6 denote the vertices of Qn+1 such that pi(v1) = {0}, pi(w1) = {n − 1}, pi(v2) = {0, n}, pi(w2) = {n − 1, n}
and pi(vi) = pi(vi−1) ∪ {i− 1}, pi(wi) = pi(wi−1) ∪ {i− 1} for i = 3, 4, 5, 6. Then |vi| = |wi| = i for all i = 1, 2, . . . , 6.
Let G = ([n], E) be a graph with {0, 1}, {1, n − 1} /∈ E and n > 8. Let us define sets FG and F ′G of vertices of Qn+1 such
that v ∈ FG for a vertex v of Qn+1 just when one of the following conditions holds
• pi(v) = ∅ or pi(v) = {n};
• |v| = 2 and pi(v) /∈ E and v 6= v2, w2;
• |v| = 3 and v 6= v3, w3,
and v ∈ F ′G for a vertex v of Qn+1 exactly when one of the following conditions holds
• v ∈ FG;
• |v| = 4, v 6= v4, w4 and there exists t ∈ {v3, w3, v5, w5} such that {v, t} is an edge of Qn+1;
• |v| = 5, v 6= v5, w5 and there exists t ∈ {v4, w4, v6, w6} such that {v, t} is an edge of Qn+1;
• |v| = 6 and v 6= v6, w6.
Next we computew(FG) andw(F ′G) for a given graph G.
Lemma 5.7. For n > 8 and a graph G = ([n], E) with {0, 1}, {1, n − 1} /∈ E we have |FG| =
(n+1
3
) + (n2) − |E| + n − 2,
w(FG) =
(n+1
3
)− 1 and |F ′G| = (n+16 )+ (n+13 )+ (n2)− |E| + 5n− 4,w(F ′G) = (n+16 )+ 3n+ (n2)− |E| − 3.
Proof. From the definition of FG it follows that |FG| =
(n+1
3
)− 2+ (n2)− |E| + n− 2+ 1+ 1 = (n+13 )+ (n2)− |E| + n− 2.
Hence |FG ∩ V 0| =
(n
2
) − |E| + n − 2 + 1 = (n2) − |E| + n − 1 and |FG ∩ V 1| = (n+13 ) − 2 + 1 = (n+13 ) − 1, thus
w(FG) =
(n+1
3
)− 1. Analogously, |F ′G| = (n+16 )− 2+ 2n− 7+ 7+ 2n− 5+ 5+ (n+13 )− 2+ (n2)− |E| + n− 2+ 1+ 1 =(n+1
6
)+(n+13 )+(n2)−|E|+5n−4 and |F ′G∩V 0| = (n+16 )−2+2n−5+5+(n2)−|E|+n−2+1 = (n+16 )+3n+(n2)−|E|−3,
|F ′G ∩ V 1| = 2n− 7+ 7+
(n+1
3
)− 2+ 1 = (n+13 )+ 2n− 1. Hencew(F ′G) = (n+16 )+ 3n+ (n2)− |E| − 3. 
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To characterize the complexity of longest paths in Qn+1 − FG and in Qn+1 − F ′G , we use the following generalization
of Hamiltonian paths. Let G = (V , E) be a graph. We say that a quadruple (P0, P1, {b0, c0}, {b1, c1}) is duo-Hamiltonian for
vertices a0 and a1 if P0 and P1 are vertex-disjoint paths covering G, Pi is a path of G between ai and bi for i = 0, 1 and {b0, c0}
and {b1, c1} are distinct edges of G not contained in the union of P0 and P1. The following proposition shows that this concept
really generalizes that of a Hamiltonian path.
Proposition 5.8. Let P be a Hamiltonian path between a and b in a graph G which itself is not a path. Then, there exists a duo-
Hamiltonian quadruple for a and b.
Proof. There exists an edge {c, d} of Gwhich is not an edge of P . First assume that {a, b} ∩ {c, d} 6= ∅, then we can assume
that b = c. Let {b, b′} be an edge of P . Then set a0 = a, b0 = b′, c0 = b, a1 = b1 = b and c1 = d. Let P0 be a path obtained from
P by deleting the edge {b′, b} and the vertex b, and P1 be a singleton path consisting of b. Clearly, (P0, P1, {b0, c0}, {b1, c1})
is duo-Hamiltonian for a0 = a and a1 = b. Secondly, let {a, b} ∩ {c, d} = ∅. Let {c ′, c} be an edge of P between a and c. Set
a0 = a, a1 = b, b0 = c ′, c0 = b1 = c , c1 = d, P0 be a part of P between a and c ′, and P1 be a part of P between b and c .
Clearly, (P0, P1, {b0, c0}, {b1, c1}) is duo-Hamiltonian for a0 = a and a1 = b. 
Now we are prepared to formulate the crucial lemma on which the proof of Main Theorem 2 relies.
Lemma 5.9. Let G = ([n], E) be a connected graph which is not a path such that {0, 1}, {1, n − 1} /∈ E and n > 8. Let
p(n) = 2n+1 − 2(n+13 )+ 2 and q(n) = 2n+1 − 2(n+16 )− 2(n+14 )− 2(n+12 )+ 2n+ 10. Then,
1. the following conditions are equivalent
(a) G contains a Hamiltonian path between 0 and n− 1;
(b) Qn+1 − FG contains a cycle of length p(n);
(c) Qn+1 − F ′G contains a cycle of length q(n).
2. Every cycle of Qn+1 − FG has length at most p(n) and if a cycle C of Qn+1 − FG has length p(n) then C contains the edge
{v1, v2}.
3. Every cycle of Qn+1−F ′G has length at most q(n) and if a cycle C of Qn+1−F ′G has length q(n) then C contains the edge {v1, v2}.
4. Also the following conditions are equivalent
(a) G contains a duo-Hamiltonian quadruple for 0 and n− 1;
(b) Qn+1 − FG contains a path of length p(n);
(c) Qn+1 − F ′G contains a path of length q(n).
5. Every path of Qn+1−FG has length at most p(n) and if a path P of Qn+1−FG has length p(n) then P contains the edge {v1, v2}.
6. Every path of Qn+1−F ′G has length at most q(n) and if a path P of Qn+1−FG has length q(n) then P contains the edge {v1, v2}.
Proof. Let W0, W1 and W2 be subsets of V (Qn+1) such that W0 = (V (Qn+1 \ Fn+1,3) ∪ {vi, wi | i = 1, 2, 3}, W1 =
(V (Qn+1 \ Fn+1,6) ∪ {vi, wi | i = 1, 2, . . . , 6} and W2 consists of all vertices v of Qn+1 such that either pi(v) ∈ E or
pi(v) = {i} for some i ∈ [n].
By a direct verification, we obtain that the component of Qn+1 − FG containing v1 is the disjoint union of graphs 〈W0〉
and 〈W2〉 and the component of Qn+1−F ′G containing v1 is the disjoint union of graphs 〈W1〉 and 〈W2〉. Moreover, Qn+1−FG
is connected, the graph Qn+1 − F ′G has two components and the component of Qn+1 − F ′G that does not contain v1 has size
less than
(n+1
5
)+ (n+14 ).
Observe that, by Lemma 5.1, length of every path in Qn+1 −Fn+1,4 is at most 2n+1 − 2
(n+1
3
)− 2(n+11 ) and length of every
path in Qn+1 −Fn+1,7 is at most 2n+1 − 2
(n+1
6
)− 2(n+14 )− 2(n+12 )− 2(n+10 ). Thus every path in the graph 〈W0〉 has length at
most 2n+1−2(n+13 )−2(n+11 )+6 and every path in the graph 〈W1〉 has length at most 2n+1−2(n+16 )−2(n+14 )−2(n+12 )+12.
By Theorem 5.4, there exists a path in the graph 〈W0〉 between v1 andw1 of length 2n+1−2
(n+1
3
)−2(n+11 )+6 andmoreover,
every path of length 2n+1 − 2(n+13 ) − 2(n+11 ) + 6 in 〈W0〉 is between v1 and w1, thus it contains the edge {v1, v2}. Also, by
Theorem 5.4, there exists a path in the graph 〈W1〉 between v1 andw1 of length 2n+1 − 2
(n+1
6
)− 2(n+14 )− 2(n+12 )+ 12 and
moreover, every path of length 2n+1−2(n+16 )−2(n+14 )−2(n+12 )+12 in 〈W1〉 is between v1 andw1, thus it contains the edge
{v1, v2}. Since the bipartite decomposition of the graph 〈W2〉 is (W2∩V 0,W2∩V 1)we conclude that every path between v1
andw1 in the graph 〈W2〉 has length at most 2n− 2. We claim that there exists a path in 〈W2〉 between v1 andw1 of length
2n − 2 if and only if there exists a Hamiltonian path in G between 0 and n − 1. Indeed, v1 = a0, a1, . . . , a2n−2 = w1 is a
path in 〈W2〉 if and only if {xi = pi(a2i)}n−1i=0 is an injective sequence of all vertices of V (G)with x0 = 0 and xn−1 = n− 1 and
pi(a2i+1) = {xi, xi+1} ∈ E, thus x0, x1, . . . , xn−1 is a Hamiltonian path in G between 0 and n− 1. This implies the validity of
the statements 1, 2 and 3.
If P is a path in Qn+1 − FG of length 2n+1 − 2
(n+1
3
) + 2 then either it has endvertices in Qn+1 − Fn+1,4 and then there
exists a Hamiltonian path in G between 0 and n − 1 or it has endvertices in W2. In the second case, if we delete in the
path P all vertices from W0 we obtain vertex-disjoint paths P0 = (v1 = b0, b1, . . . , bk) and P1 = (w1 = d0, d1, . . . , dl)
such that k and l are odd and k + l = 2n. Then |b2i| = |d2j| = 1 for all i and j. Thus P ′0 = {xi = pi(b2i)}
k−1
2
i=0 and
P ′1 = {yj = pi(d2j)}
l−1
2
j=0 are vertex-disjoint paths covering G. Then (P
′
0, P
′
1, pi(bk), pi(dl)) is duo-Hamiltonian for 0 and n− 1.
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Hence from the existence of P it follows the existence of a duo-Hamiltonian quadruple for 0 and n − 1. If P is a path in
Qn+1−F ′G of length 2n+1−2
(n+1
6
)−2(n+14 )−2(n+12 )+2n+10 then analogouslywe obtain the existence of a duo-Hamiltonian
quadruple for 0 and n− 1. Clearly, the existence of a duo-Hamiltonian quadruple in G and the existence of a path in 〈W0〉 of
length 2n+1− 2(n+13 )− 2(n+11 )+ 6 imply the existence of a path in Qn+1−FG of length 2n+1− 2(n+13 )+ 2 and the existence
of a duo-Hamiltonian quadruple in G and the existence of a path in 〈W1〉 of length 2n+1 − 2
(n+1
6
) − 2(n+14 ) − 2(n+12 ) + 12
imply the existence of a path in Qn+1 −F ′G of length 2n+1 − 2
(n+1
6
)− 2(n+14 )− 2(n+12 )+ 2n+ 10. The proof is complete. 
Let G = (X, E) be a connected graph and let x, y ∈ X be distinct. Let HG,x,y = (Y ,D) be a graph such that Y =
(X × {0, 1}) ∪ {ai | i = 0, 1, 2}where a0, a1 and a2 are new vertices and
D = {{(u, i), (v, i)} | {u, v} ∈ E, i = 0, 1} ∪ {{(z, i), ai} | z ∈ {x, y}, i = 0, 1} ∪ {{a0, a2}, {a1, a2}}.
Lemma 5.10. Let G = (X, E) be a connected graph and let x, y ∈ X be distinct. Then there exists a Hamiltonian path in G between
x and y if and only if there exists a duo-Hamiltonian quadruple in HG,x,y for (x, 0) and (x, 1).
Proof. Assume that P = (x = v0, v1, . . . , vn = y) is a Hamiltonian path in G between x and y. Let Pi =
((v0, i), (v1, i) . . . , (vn, i)) for i = 0, 1. Then Pi is a path that covers the i-th copy of G for i = 0, 1. We add the edges
{(y, 0), a0}, {a0, a2} to P0 and the edge {(y, 1), a1} to P1. Then (P0, P1, {a1, a2}, {a1, (x, 1)}) is duo-Hamiltonian in HG,x,y for
vertices (x, 0) and (x, 1).
Conversely assume that (P0, P1, {u0, v0}, {u1, v1}) is duo-Hamiltonian in HG,x,y for the vertices (x, 0) and (x, 1). Thus P0
is a path between (x, 0) and u0 and P1 is a path between (x, 1) and u1. Observe that X × {i} ∪ {ai} for i = 0, 1 are distinct
components ofHG,x,y−{a2}. Since P0 and P1 coverHG,x,y and they are vertex-disjoint, there exists i ∈ {0, 1} such that a2 ∈ Pi.
Then Pi covers X × {i} and {ai, a2} is an edge of Pi. Since (x, i) is an endvertex we infer that {(y, i), ai} is also an edge of Pi.
Hence the subpath of Pi between (x, i) and (y, i) is a Hamiltonian path in the i-th copy of G between (x, i) and (y, i) and the
proof follows. 
Theorem 5.11. Let p(n) = n36 + n
2
2 − 2n3 − 1 then the problems OCFp, OPFp and OEFp are NP-hard. Let q(n) =
(n+1
6
) + (n+14 ) +(n+1
2
)− n− 5 then the problems LCFq , LPFq and LEFq are NP-hard.
Proof. It is well known that the problem
Hamiltonian path (HAMPATH)
Instance: A connected graph G = (V , E) and two distinct vertices u, v ∈ V such that there exists a vertexw that is neighbor
of neither u nor v and G is not a path;
Question: Is there a Hamiltonian path in G between u and v?
is NP-complete, see [10]. Assuming |V | = n, vertices of Gmay be identified with numbers of [n] such that u = 0, v = n− 1,
andw = 1. ThenFG can be constructed in a polynomial timewith respect to n. As graph G is connected, we have |E| ≥ n−1
and therefore by Lemma 5.7, |FG| =
(n+1
3
) + (n2) − |E| + n − 2 ≤ n36 + n22 − 2n3 − 1. By Lemma 5.9, there is a polynomial
transformation from HAMPATH to OCFp and OE
F
p. If we use Lemma 5.10 and HG,u,v instead of G, we obtain a polynomial
transformation from HAMPATH to OPFp.
By Lemma 5.9, Qn+1 − F ′G contains a cycle (or a path) of length 2n+1 − 2
(n+1
6
)− 2(n+14 )− 2(n+12 )+ 2n+ 10 if and only if
G has a Hamiltonian path between 0 and n − 1 (or contains a duo-Hamiltonian quadruple for 0 and n − 1). By Lemma 5.7,
|F ′G| =
(n+1
6
) + (n+13 ) + (n2) − |E| + 5n − 4. Since vertices v of Qn − F ′G such that |v| ∈ {4, 5} and v /∈ {v4, v5, w4, w5}
belong to another component of Qn−F ′G than v1 we infer that if we extend the set F ′G to a set F ′′G such that we add vertices
v of Qn+1 with |v| ∈ {4, 5}, v /∈ {v4, v5, w4, w5} and |F ′′G | = q(n) then this cycle (or path) will be l-cycle (or l-path).
Since the construction of F ′′G consumes a polynomial time with respect to n there exists a polynomial transformation from
HAMPATH to LCFq and LE
F
q. If we use HG,u,v instead of Gwe obtain a polynomial transformation from HAMPATH to LP
F
q. The
proof follows. 
To conclude this section, note that Theorem 5.11 implies the statement of Main Theorem 2.
6. Positive results
In this section we show that if the number of faults is bounded by a suitable polynomial of the dimension, then our
problems are trivially decidable. We begin with generalizing Theorem 3.1 to ol-cycles and ol-paths.
Theorem 6.1. Let F be a set of faulty vertices of Qn and a and b be distinct healthy vertices of Qn. Then there exists a fault-free
ol-path between a and b if one of the following conditions holds:
• p(a) = p(b) and 3|F | + 10 < n;
• p(a) 6= p(b) and 3|F | + 7 < n.
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Before proceeding to the proof, we need to formulate some auxiliary statements. We say that a graph G = (V , E) is a
2-subgraph of Qn if V ⊆ V (Qn) and {u, v} ∈ E for u, v ∈ V if and only if distQn(u, v) = 2. Thus if {u, v} ∈ E then u and v
differ in exactly two bits. Let d(G) consist of all i ∈ [n] such that there exist u, v ∈ V with ui 6= vi. First we prove
Lemma 6.2. If G = (V , E) is a connected 2-subgraph of Qn, then |d(G)| ≤ 2|V | − 2.
Proof. We prove the statement by induction over |V |. If |V | ≤ 2 then the statement is clear. Assume that |V | = k > 2
and the statement is true for graphs with less than k vertices. There exists a vertex v ∈ V such that the subgraph 〈W 〉 of
G, induced by the set W = V \ {v}, is connected. Then there exists w ∈ W and an edge {v,w} ∈ E. Select an arbitrary
i ∈ [n] and u ∈ W with ui 6= vi. Since 〈W 〉 is connected there is a path u = x0, x1, . . . , xk = w in 〈W 〉. If vi = wi then there
exists j ∈ [k] with xji 6= xj+1i and hence i ∈ d(〈W 〉). Thus either vi 6= wi, or i ∈ d(〈W 〉). Since i was arbitrary, it follows that
d(G) = d(〈W 〉)∪{i, j} for i, j ∈ [n]with vi 6= wi and vj 6= wj. Hence |d(G)| ≤ |d(〈W 〉)|+2 ≤ 2|W |−2+2 = 2|W | = 2|V |−2,
using the induction hypothesis for the last inequality, and the lemma follows. 
Considering a disconnected graph, and applying Lemma 6.2 to each of its components, we obtain
Corollary 6.3. If G = (V , E) is a 2-subgraph of Qn and C1, C2, . . . , Ck are all components of G, then |⋃ki=1 d(Ck)| ≤ 2|V | − 2k.
Thus if 2|V | − 2 < n, then there is an i ∈ [n] with i /∈⋃ki=0 d(Ck).
Now we need to introduce several notions.A = {Ai | i ∈ I} is called a pair set over Qn if ∅ 6= Ai ⊆ V (Qn), |Ai| ≤ 2 for all
i ∈ I and Ai ∩ Aj = ∅ for all distinct i, j ∈ I . The size of A, denoted by |A|, is the cardinality of I . The number of i ∈ I such
that Ai is a singleton is denoted by s(A). For Ai = {a, b} let us define
b(Ai) =
{ 1; if p(a) = p(b) = 1
0; if p(a) 6= p(b)
−1; if p(a) = p(b) = 0
and b(A) = ∑i∈I b(Ai). Note that in case that Ai = {a} we have b(Ai) = 1 if p(a) = 1 and b(Ai) = −1 if p(a) = 0. We say
that A is balanced if b(A) = 0 and that A is connectable if there exist vertex-disjoint paths {Pi | i ∈ I} that cover Qn, Ai is
the set of endvertices of Pi for all i ∈ I and if Ai is a singleton then Pi is a singleton path. The following theorem was proved
in [4].
Theorem 6.4 ([4]). IfA is a balanced pair set over Qn with 2|A| + s(A) ≤ n− 3, thenA is connectable.
Proof of Theorem 6.1. Let Qn be a hypercube,F be a set of faulty vertices of Qn and a and b be two distinct healthy vertices
of V (Qn). If F = ∅ or F is a singleton then, by [14, Corollary 4], the statement is true. Thus we can assume that |F | > 1.
First suppose that p(a) 6= p(b) and thus 3|F | + 7 < n. Hence 2|F | < n and setting V = F in Corollary 6.3, we obtain that
there exists i ∈ [n] such that ui = vi for all u, v ∈ F with dist(u, v) = 2. Fix such an i.
We introduce the following notation:
• Vj = {x ∈ V (Qn) | xi = j} for j ∈ {0, 1};
• Fo = {x ∈ F | p(x) = 1} and Fe = {x ∈ F | p(x) = 0};
• Fj = F ∩ Vj and Fa,j = Fa ∩ Vj for j ∈ {0, 1} and a ∈ {o, e};
• for k ∈ [n] let gk be a mapping from V (Qn) into itself such that if gk(v) = w for v ∈ V (Qn) then vj = wj for all j ∈ [n]
with j 6= k andwk = 1− vk.
It is well known that gk is an automorphism of Qn for all k ∈ [n]. Recall a deletion of the i-th coordinate is an isomorphism
between 〈V0〉 and Qn−1 and also between 〈V1〉 and Qn−1. Thus we can apply Theorems 3.1 and 6.4 if their assumptions are
fulfilled on 〈V0〉 and 〈V1〉.
Without loss of generality we can assume that if {a, b} ∩ V0 6= ∅ then a ∈ V0.
Observe that if u ∈ F and v = gi(u), then u is the unique faulty neighbor of v. Indeed, for every neighborw of v,w 6= u,
we have dist(u, w) = 2 and ui 6= wi, which by the choice of i impliesw 6∈ F . This fact is used in the proof.
First we informally describe the idea of the proof. By Theorem 3.1(3), if |Fo| = |Fe| and 3|F | ≤ n− 5, then there exists
a Hamiltonian path P between a and b in the graph Qn − F . Clearly, P is a fault-free ol-path between a and b. The difficulty
is the assumption that |Fo| = |Fe|. We can add new ‘faulty vertices’ to make the equality hold. But if for example Fo = ∅,
then we must add |F | new ‘faulty vertices’ and therefore we must assume that 6|F | ≤ n − 5. Our aim is to decrease
the multiplicative constant onto 3. Therefore we must add another idea. If |Fe,0| = |Fe,1|, then we can use the divide and
conquer paradigm for a construction of a fault-free ol-path between a and b. For simplicity assume that a ∈ V0 and b ∈ V1.
We choose healthy vertices c and d such that {c, d} is an edge of Qn, c ∈ V0, d ∈ V1, and p(a) 6= p(c). We add new ‘faulty
vertices’ into Fo,0 and Fo,1 such that we can apply Theorem 3.1(3) on 〈V0〉, a and c and on 〈V1〉, b and d. Then a fault-free
ol-path between a and b is obtained such that we add the edge {c, d} to connect the constructed ‘Hamiltonian paths’. To
be able to apply Theorem 3.1(3), we must add |Fe,0| ‘faulty vertices’ into Fo,0 and |Fe,1| ‘faulty vertices’ into Fo,1. Hence
6|Fe,0|, 6|Fe,1| ≤ n − 6 must hold. This is true if |F | < n−73 (under our assumptions that |F | = |Fe| = 2|Fe,0|). This way
requires |Fe,0| = |Fe,1|, which need not be true. To solve this difficulty, we use Theorem 6.4 instead of Theorem 3.1 and
Corollary 6.3. For example assume that |Fe,0| > |Fe,1|. We choose a set F ′ ⊆ Fe,0 with |F ′| = |F | − |F |2 and we will work
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with a new set of faulty vertices, which is obtained such that we delete F ′ and we add |F |2 new ‘faulty vertices’ into Fo,0. If
3|F | < n−7, thenwe can apply Theorem 3.1(3) on 〈V0〉, a new set of faulty vertices and a and c . Thus there exists an ol-path
P between a and c in 〈V0〉 for the set F \F ′ of faulty vertices. For every f ∈ F ′ there exist exactly two distinct edges {e0, f }
and {e1, f } of P containing f . Then ej+2 = gi(ej) for j = 0, 1 are healthy vertices of V1. We add |Fe,1|2 new ‘faulty vertices’
to Fo,1 and we define a pair set S consisting of all faulty vertices from F1 plus added new vertices from Fo,1 as singletons,
{e2, e3} as a doubleton for all f ∈ F ′ and a doubleton {b, d}. It is a balanced pair set on 〈V1〉 and from 3|F | < n − 7 we
obtain the assumptions of Theorem 6.4. We avoid every f ∈ F ′ in P by edges {e0, e2}, {e1, e3} and path in 〈V1〉 connecting
e2 and e3. Finally, we add the path connecting b and d and the edge {c, d} to obtain an ol-path connecting a and b. The next
part of the proof formalizes these ideas.
First observe that if P is an ol-path in Qn −F between a and b, then gk(P) is an ol-path in Qn − gk(F ) between gk(a) and
gk(b) for every k ∈ [n]. Further gi(Vj) = V1−j and gk(Vj) = Vj for all j = 0, 1 and all k ∈ [n]with k 6= i, and gk(V j) = V 1−j for
all k ∈ [n] and j = 0, 1. Therefore we can assume that |Fo| ≥ |Fe| and |F0| ≥ |F1| because n ≥ 5 (if n < 5 then F = ∅ and
the statement holds by Theorem 3.1). Indeed, choose k ∈ [n]with k 6= i:
• If |Fo| < |Fe| and |F0| < |F1|, then gi(F ) satisfies the requirements;
• if |Fo| < |Fe| and |F0| ≥ |F1|, then gk(F ) satisfies the requirements;
• if |Fo| ≥ |Fe| and |F0| < |F1|, then gk(gi(F )) satisfies the requirements.
Observe that |Fe,0|, |Fe,1| ≤ |Fe| ≤ b |F |2 c ≤ d |F |2 e.
If |Fo,0| ≥ |Fe,0| then define l = max{0, |Fo,0| − |Fe,0| − |Fo| + |Fe|, |Fo,0| − b |F |2 c} and observe that if l =|Fo,0| − |Fe,0| − |Fo| + |Fe| then
|Fo,0| − l = |Fo,0| − |Fo,0| + |Fe,0| + |Fo| − |Fe|
= |Fo| − |Fe,1| ≥ |Fe| − |Fe,1| = |Fe,0|
|Fo,1| + l = |Fo,1| + |Fo,0| − |Fe,0| − |Fo| + |Fe|
= |Fo| − |Fo| + |Fe,1| = |Fe,1|.
If l = |Fo,0| − b |F |2 c then
|Fo,0| − l = |Fo,0| − |Fo,0| +
⌊ |F |
2
⌋
=
⌊ |F |
2
⌋
≥ |Fe| ≥ |Fe,0|, |Fe,1|
|Fo,1| + l ≥ |Fo,1| + |Fo,0| − |Fe,0| − |Fo| + |Fe|
= |Fo| − |Fo| + |Fe,1| = |Fe,1|.
Hence we conclude that |Fo,0| − l ≥ |Fe,0| and |Fo,1| + l ≥ |Fe,1| because if l = 0 then
|Fo,1| ≥ |Fo,1| + |Fo,0| − |Fe,0| − |Fo| + |Fe|
= |Fo| − |Fo| + |Fe,1| = |Fe,1|.
Choose subsetsF ′ ⊆ Fo,0,F ′′ ⊆ V0∩V 1 andF ′′′ ⊆ V1∩V 1with |F ′| = l,F ′′∩F = F ′′′∩F = ∅, |F ′′| = |Fo,0|−l−|Fe,0|,
and |F ′′′| = |Fo,1| + l− |Fe,1|. By the inequalities, such sets exist. Set G0 = (F0 \ F ′) ∪ F ′′. Then G0 ⊆ V0 and
G0 ∩ V 0 = Fo,0 \ F ′
G0 ∩ V 1 = Fe,0 ∪ F ′′
|Fo,0 \ F ′| = |Fe,0 ∪ F ′′|
and thus
|G0| = 2(|Fo,0| − l) ≤ |F | < n− 73
because |Fo,0| − l ≤ |Fo,0| − |Fo,0| + b |F |2 c = b |F |2 c.
If |Fo.0| < |Fe,0| then choose sets F ′ ⊆ Fe,0 and F ′′′ ⊆ V1 ∩ V 0 with |F ′| = |Fe,0| − |Fo,0|, F ′′′ ∩ F = ∅ and
|F ′′′| = |Fo,1| − |Fe,1| − |Fe,0| + |Fo,0| = |Fo| − |Fe| ≥ 0. Set G0 = F0 \ F ′. Then
G0 ∩ V 0 = Fo,0
G0 ∩ V 1 = Fe,0 \ F ′
|Fo,0| = |Fe,0 \ F ′|
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and thus
|G0| = 2|Fo,0| < 2|Fe,0| ≤ 2|Fe| ≤ |F | < n− 73 .
In both cases, 3|G0| < n− 7 < n− 6. Since 〈V0〉 is isomorphic to Qn−1, we infer that if G0 is considered as a set of faulty
vertices of 〈V0〉, then the assumptions of Theorem 3.1 on the set of faulty vertices are satisfied. Hence if a, b ∈ V0 then, by
Theorem 3.1, there exists a Hamiltonian pathH in 〈V0〉−G0 between a and b. If a ∈ V0 and b ∈ V1, thenwe choose c ∈ V0\F
such that p(c) 6= p(a) and gi(c) /∈ F . Since 3|F | < n− 7, such c exists. By Theorem 3.1(3), there exists a Hamiltonian path
H in 〈V0〉 − G0 between a and c. If a, b ∈ V1 then, by Theorem 3.1(1), there exists a Hamiltonian cycle H in 〈V0〉 − G0.
Let us define G1 = F1 ∪ F ′′′. Next we shall define a pair setA = {Ak | k ∈ K} where K = G1 ∪ F ′ ∪ K ′ and K ′ = {k0}
if {a, b} ∩ V0 6= ∅ and K ′ = {k0, k1} if {a, b} ⊆ V1 (we assume that G1, F ′ and K ′ are pairwise disjoint). For v ∈ G1
set Ak = {v}. For every f ∈ F ′ there exist exactly two edges of H containing f , let us denote them by {df , f } and {ef , f }.
Then Af = {gi(df ), gi(ef )}. Observe that by the choice of i, both vertices gi(df ) and gi(ef ) are healthy, because f is faulty.
If a, b ∈ V0, then we choose an edge {c, c ′} of H such that c, c ′, gi(c), gi(c) /∈ F . Since n > 5, H consists of 2n−1 − 1
edges and 3|F | < n − 7, we infer that the edge {c, c ′} of H exists and set Ak0 = {gi(c), gi(c ′)}. If a ∈ V0 and b ∈ V1, then
Ak0 = {gi(c), b}. If a, b ∈ V1, then we choose an edge {c, c ′} of H such that c, c ′, gi(c), gi(c) /∈ F and {gi(c), gi(c ′)} 6= {a, b}.
Since n > 5, H consists of 2n−1−1 edges and 3|F | < n−7, we infer that the edge {c, c ′} of H exists and set Ak0 = {gi(c), a},
Ak1 = {gi(c ′), b}.
Observe that b(Af ) = b({f }) for all f ∈ F ′. Since b({Ak | k ∈ G1}) = −b({{f } | f ∈ F ′}) and since b(Ak0) = 0 if a ∈ V0
and b(Ak0)+ b(Ak1) = 0 if a, b ∈ V1, we infer thatA is a balanced pair set.
Clearly, s(A) = |G1|, |A| = |G1| + |F ′| + 2 and
|G1| + |F ′| = 2max{|Fo,1|, |Fe,1|} ≤ 2|F1| ≤ |F |
because |F1| ≤ |F0|. Hence s(A) ≤ |F | < n−73 and
|A| ≤ |F | + 2 < n− 7
3
+ 2 = n− 1
3
− 2+ 2 = n− 1
3
.
Hence 2|A| + s(A) < 2n−23 + n−73 = 3n−93 = n− 3 and thus 2|A| + s(A) ≤ n− 4 and we can apply Theorem 6.4 to obtain
thatA is connectable in 〈V1〉. Let a family {Pk | k ∈ K} be an evidence thatA is connectable in 〈V1〉.
For every f ∈ F ′ we delete the edges {df , f }, {ef , f } and the vertex f from H and we add the edges {df , gi(df )}, {ef , gi(ef )}
and the path Pf (connecting gi(df ) and gi(ef ) in 〈V1〉). Let H ′ denote the obtained graph. Finally, if a, b ∈ V0, then we delete
the edge {c, c ′} from H ′ and we add the edges {c, gi(c)}, {c ′, gi(c ′)} and the path Pk0 (connecting gi(c) and gi(c ′) in 〈V1〉). If
a ∈ V0 and b ∈ V1, then we add to H ′ the edge {c, gi(c)} and the path Pk0 (connecting gi(c) and b in 〈V1〉). If a, b ∈ V1, then
we delete the edge {c, c ′} from H ′ and we add the edges {c, gi(c)}, {c ′, gi(c ′)} and the paths Pk0 (connecting gi(c) and a in〈V1〉) and Pk1 (connecting gi(c ′) and b in 〈V1〉). We obtain a subgraph P of Qn which is, by a direct verification, a fault-free
path between a and b. Since P covers all vertices in V 0 \ Fo and since |Fo| ≥ |Fe|, we conclude that P is a fault-free ol-path
between a and b. Thus we have proved the statement under the assumption that p(a) 6= p(b).
Assume that p(a) = p(b). Choose a healthy vertex b′ such that {b, b′} is an edge of Qn and set F b = F ∪ {b}. Clearly, if
3|F | < n− 10, then 3|F b| < n− 7 and, by the foregoing part of the proof, there exists a fault-free ol-path between a and
b′ for the set of faulty vertices F b. We extend this path by adding the edge {b′, b} to a fault-free ol-path between a and b for
the set of faulty vertices F . The proof is complete. 
Note that a precise analysis of the proof reveals that it actually provides the following slightly stronger statement: If F
is a set of faulty vertices of Qn and a and b are distinct healthy vertices of Qn with p(a) = p(b), then there exists a fault-free
ol-path between a and b if one of the following conditions holds:
• |V p(a) ∩ F | ≥ |V 1−p(a) ∩ F | and 3|F | + 10 < n;
• |V p(a) ∩ F | < |V 1−p(a) ∩ F | and 3|F | + 7 < n.
It remains to consider the L-variants of our problems. The following statement follows from known results quoted in
Section 3.
Corollary 6.5. Let p(n) ≤ n22 − n2 − 2 and q(n) ≤ n
2
10 + n2 + 1. Then for every P ∈ {LC, LP}, PFp and PHp as well as LEFq and LEHq
are decidable in polynomial time.
Proof. By Theorem 3.2, the bound n
2
2 − n2 − 2 on the number of faults implies that Qn always contains a fault-free l-cycle.
Hence there is also a fault-free l-path and consequently, all variants of LCp and LPp are trivially decidable in constant time.
It remains to consider the LE problem. By Theorem 3.3, LEFq is decidable in O(n
8) time. Since the input size of this problem
is Θ(nf ) bits, where f is the number of faults, this gives a polynomial running time. Regarding that the bound on f imply
that 2n − f > f , this gives a polynomial time for deciding LEHq as well. 
Proof of Main Theorem 3. Part (1) follows from Theorem 3.1, part (2) follows from Theorem 6.1, and parts (3) and (4) are
implied by Corollary 6.5. 
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