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Abstract
An Ornstein-Uhlenbeck (OU) process can be considered as a con-
tinuous time interpolation of the discrete time AR(1) process. De-
parting from this fact, we analyse in this work the effect of iterating
OU treated as a linear operator that maps a Wiener process onto
Ornstein-Uhlenbeck process, so as to build a family of higher order
Ornstein-Uhlenbeck processes, OU(p), in a similar spirit as the higher
order autoregressive processes AR(p). We show that for p ≥ 2 we
obtain in general a process with covariances different than those of an
AR(p), and that for various continuous time processes, sampled from
real data at equally spaced time instants, the OU(p) model outper-
forms the appropriate AR(p) model. Technically our composition of
the OU operator is easy to manipulate and its parameters can be com-
puted efficiently because, as we show, the iteration of OU operators
leads to a process that can be expressed as a linear combination of ba-
sic OU processes. Using this expression we obtain a closed formula for
the covariance of the iterated OU process, and consequently estimate
the parameters of an OU(p) process by maximum likelihood or, as
an alternative, by matching correlations, the latter being a procedure
resembling the method of moments.
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1 Introduction
The Ornstein-Uhlenbeck process (from now on OU) was introduced by L. S.
Ornstein and E. G. Uhlenbeck [Uhlenbeck, 1930] as a model for the velocities
of a particle subject to the collisions with surrounding molecules. It improves
Einstein’s model (a Wiener process) because it also applies to fluids with
finite viscosity, and since the 1950’s is a well studied and accepted model for
thermodynamics, chemical and other various stochastic processes found in
physics and the natural sciences [Gardiner, 2004]. Moreover, the OU process
is the unique non–trivial stochastic process that is stationary, Markovian
and Gaussian [Maller et al., 2009]. Additionally it is mean-reverting, and
for all these properties it has found its way into financial engineering, first
as a model for the term structure of interest rates in a form due to Vasicek
[1977], and then under other variants or generalisations (e.g. where the
underlying random noise is a Le´vy process) as a model of financial time
series with applications to option pricing, portfolio optimisation and risk
theory, among others [Nicolato and Venardos, 2003, Barndorff-Nielsen and
Shephard, 2001a,b, Maller et al., 2009, and references there in].
The OU process can be thought of as continuous time interpolation of an
autoregressive process of order one (i.e. an AR(1) process), a link that we
shall make evident in Section 2. Beginning with this relation to the autore-
gressive model, one can seek to define and analyse the result of iterating the
application of the operator that maps a Wiener process on a OU process.
Thus, in Section 3 a new family of processes is introduced: for each posi-
tive integer p the Ornstein-Uhlenbeck processes of order p, denoted OU(p),
are defined and proposed as models for either stationary continuous time
processes or the series obtained by observing these continuous processes at
equally spaced instants. The OU(1) processes are the ordinary Ornstein -
Uhlenbeck processes. While the series obtained by sampling OU(1) processes
at equally spaced times are autoregressive of the same order, this property
does not extend in general for p > 1 as shown in Section 4. Hence, OU
processes of higher order appear as a new model, competitive in a discrete
time setting with higher order autoregressive processes (AR or ARMA). The
estimation of the parameters of OU(p) processes is attempted in Section 5,
2
and examples showing the comparison of the proposed methods for that es-
timation and the application of OU(p) models to real data are provided in
Section 6. Section 7 contains our concluding remarks.
2 Preliminaries
Let us call w a standard Wiener process, that is, a Gaussian, centred process
with independent increments with variance E(w(t) − w(s))2 = |t − s|. We
impose further (as usual) that w(0) = 0, but shall not limit the domain of
the parameter to R+ and assume that w(t) is defined for t in R. Then, an
Ornstein-Uhlenbeck process with parameters λ > 0, σ > 0 can be written as
ξλ,σ(t) = σ
∫ t
−∞
e−λ(t−s)dw(s) (1)
or, in differential form,
dξλ,σ(t) = −λξλ,σ dt+ σdw(t) (2)
We may think of ξλ,σ as the result of accumulating a random noise, with
reversion to the mean (that we assume to be 0) of exponential decay with
rate λ. The magnitude of the noise is given by σ.
A widely used class of models for discrete time stationary series are the
autoregressive process of order p, AR(p). They are obtained from a series
Wt of standard Gaussian independent random variables as
(1− φ1B − φ2B2 − · · · − φpBp)xt =
p∏
j=1
(1 + λjB)xt = σWt
where B is the backshift operator that carries xt into xt−1. Moreover, the
innovations Wt can be thought of as Wt = w(t) − w(t − 1) for a standard
Wiener process w. The process x is stationary if |λj| < 1 for all j = 1, 2, . . . , p.
When the Ornstein-Uhlenbeck process x is sampled at equally spaced
times {iτ : i = 0, 1, 2, . . . , n}, τ > 0, the series Xi = x(iτ) obeys an autore-
gressive model of order 1, AR(1), since
Xi+1 = σ
∫ (i+1)τ
−∞
e−λ((i+1)τ−s)dw(s)
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= σe−λτ
∫ iτ
−∞
e−λ(iτ−s)dw(s) + σ
∫ (i+1)τ
iτ
e−λ((i+1)τ−s)dw(s) = e−λτXi + Zi,
where Zi = σ
∫ (i+1)τ
iτ
e−λ((i+1)τ−s)dw(s) is a Gaussian innovation (independent
of {w(t) : t ≤ iτ} and {x(t) : t ≤ iτ}) with variance
σ2
∫ (i+1)τ
iτ
e−2λ((i+1)τ−s)ds = σ2
∫ 0
−τ
e2λsds =
σ2
2λ
(1− e−2λτ ).
Hence, we can consider the OU process as continuous time interpolation
of an AR(1) process. Notice that both models are stationary. As we show
in Section 4, the result of iterating the operator that carries Wiener process
into Ornstein-Uhlenbeck process is not an interpolation of an autoregressive
process.
3 Ornstein-Uhlenbeck processes of order p
Let OUλ be defined as the operator that maps σw onto ξλ,σ(t), and also maps
a differentiable process y(t), t ∈ R onto
OUλy(t) =
∫ t
−∞
e−λ(t−s)dy(s), (3)
when the integral converges. The definition is extended to include complex
processes, by replacing λ by κ = λ + ıµ, λ > 0, µ ∈ R in (3). The set of
complex numbers with positive real part is denoted by C+.
For p ≥ 1, the process
x = OUκ(σw) := OUκ1OUκ2 · · · OUκp(σw) =
p∏
j=1
OUκj(σw) (4)
will be called Ornstein-Uhlenbeck process of order p with parameters κ =
(κ1, . . . , κp) ∈ (C+)p and σ > 0. The composition
∏p
j=1OUκj is unambigu-
osly defined because the application of OUκj operators is commutative as
shown in Theorem 1 (i) below.
For technical reasons, it is convenient to introduce the Ornstein-Uhlenbeck
operator OU (h)κ of degree h with parameter κ that maps y onto
OU (h)κ (t)y(t) =
∫ t
−∞
e−κ(t−s)
(−κ(t− s))h
h!
dy(s) (5)
4
and σw onto
ξ(h)κ,σ(t) = σ
∫ t
−∞
e−κ(t−s)
(−κ(t− s))h
h!
dw(s) (6)
3.1 Properties
The following statements summarize some properties of products (composi-
tions) of the operators defined by (4) and (5), and correspondingly, of the
stationary centred Gaussian processes ξ
(h)
κ,σ, h = 0, 1, 2, . . . . These processes
will be called Ornstein-Uhlenbeck processes of degree h. In particular, the
Ornstein-Uhlenbeck processes of degree zero ξ
(0)
κ,σ = ξκ,σ are the ordinary
Ornstein-Uhlenbeck processes (1).
Theorem 1.
(i) When κ1 6= κ2, the product OUκ2OUκ1 can be computed as
κ1
κ1 − κ2OUκ1 +
κ2
κ2 − κ1OUκ2
and is therefore commutative.
(ii) The composition
∏p
j=1OUκj constructed with values of κ1, . . . , κp pair-
wise different, is equal to the linear combination
p∏
j=1
OUκj =
p∑
j=1
Kj(κ1, . . . , κp)OUκj , (7)
with coefficients
Kj(κ1, . . . , κp) =
1∏
κl 6=κj(1− κl/κj)
. (8)
(iii) For i = 1, 2, . . . , OUκOU (i)κ = OU (i)κ − κOU (i+1)κ .
(iv) For any positive integer p the p-th power of the Ornstein-Uhlenbeck
operator has the expansion
OUpκ =
p−1∑
j=0
(
p− 1
j
)
OU (j)κ . (9)
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(v) Let κ1, . . . , κq be pairwise different complex numbers with positive real
parts, and p1, . . . , pq positive integers, and let us denote by κ a complex
vector in (C+)p with components κh repeated ph times, ph ≥ 1, h =
1, . . . , q,
∑q
h=1 ph = p. Then, with Kh(κ) defined by (8),
q∏
h=1
OUphκh =
q∑
h=1
1∏
l 6=h(1− κl/κh)pl
OUphκh =
q∑
h=1
Kh(κ)OUphκh .
Corollary 1. The process
x = OUκ(σw) =
q∏
h=1
OUphκh(σw)
can be expressed as the linear combination
x =
q∑
h=1
Kh(κ)(1 + ξκh,σ)
(ph−1), (1 + ξκh,σ)
(ph−1) =
ph−1∑
j=0
(
ph−1
j
)
ξ
(j)
κh,σ (10)
of the p processes {ξ(j)κh,σ : h = 1, . . . , q, j = 0 . . . , ph − 1} (see (6)).
Corollary 2. For real λ, µ, with λ > 0, the product OUλ+ıµOUλ−ıµ is real,
that is, applied to a real process produces a real image.
Proof of the Theorem and its corollaries:
Parts (i) and (iii) are obtained by direct computation of the integrals,
(ii) follows from (i) by finite induction, as well as (iv) from (iii).
From the continuity of the integrals with respect to the parameter κ, the
power OUpκ satisfies
OUpκ = lim
δ↓0
p∏
j=1
OUκ+jδ = lim
δ↓0
p∑
j=1
K ′j(δ, κ, p)OUκ+jδ (11)
with
K ′j(δ, κ, p) =
1∏
1≤l≤p,l 6=j(1− κ+lδκ+jδ )
.
On the other hand, by (i),
q∏
h=1
OUphκh = limδ↓0
q∏
h=1
ph∏
j=1
OUκh+jδh = lim
δ↓0
q∑
h=1
ph∑
j=1
K ′′h,j(δ,κ)OUκh+jδh (12)
6
where δ = (δ1, . . . , δq),
K ′′h,j(δ,κ) =
1∏
1≤h′≤q,1≤j′≤ph,(h′,j′)6=(h,j)(1−
κh′+j′δh′
κh+jδh
)
= K ′′′h,j(δ,κ)K
′
j(δh, κh, ph),
and
K ′′′h,j(δ,κ) =
1∏
1≤h′≤q,h′ 6=h
∏ph′
j′=1(1− (κh′ + j′δh′)/(κh + jδh))
→ Kh(κ) as δ ↓ 0
For the h-th term in the right-hand side of (12), we compute
lim
δ↓0
ph∑
j=1
K ′′h,j(δ,κ)OUκh+jδh = lim
δ↓0
ph∑
j=1
K ′′′h,j(δ,κ)K
′
j(δh, κh, ph)OUκh+jδh
= lim
δ↓0
ph∑
j=1
(K ′′′h,j(δ,κ)−Kh(κ))K ′j(δh, κh, ph)OUκh+jδh
+Kh(κ) lim
δ↓0
ph∑
j=1
K ′j(δh, κh, ph)OUκh+jδh = Kh(κ)OUphκh
because of (11), since, in addition, each term in the first sum tends to zero.
This ends the verification of (v).
Corollary 1 is an immediate consequence of (iv) and (v), and Corollary 2
follows by applying (i), to compute
OUλ+ıµOUλ−ıµ = λ+ ıµ
2ıµ
OUλ+ıµ − λ− ıµ
2ıµ
OUλ−ıµ
=
∫ t
−∞
e−λ(t−s)
[
λ+ıµ
2ıµ
(cos(µ(t− s)) + ı sin(µ(t− s)))
−λ−ıµ
2ıµ
(cos(µ(t− s))− ı sin(µ(t− s)))
]
dw(s)
=
∫ t
−∞
e−λ(t−s)(cos(µ(t− s)) + λ
µ
sin(µ(t− s)))dw(s).
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3.2 Computing the covariances
The representation
x = OUκ(σw) =
q∑
h=1
Kh
ph∑
j=1
(
ph − 1
j − 1
)
OU (j−1)κh (σw)
of x as a linear combination of the processes ξ
(i)
κh,σ = OU (i)κh(σw) allows a direct
computation of the covariances γ(t) = Ex(t)x¯(0) through a closed formula,
in terms of the covariances γ
(i1,i2)
κ1,κ2,σ(t) = Eξ
(i1)
κ1,σ(t)ξ¯
(i2)
κ2,σ(0):
γ(t)=
q∑
h′=1
ph′−1∑
i′=0
q∑
h′′=1
ph′′−1∑
i′′=0
Kh′(κ)K¯h′′(κ)
(
ph′ − 1
i′
)(
ph′′ − 1
i′′
)
γ(i
′,i′′)
κh′ ,κh′′ ,σ
(t) (13)
with
γ(i1,i2)κ1,κ2,σ(t) = σ
2(−κ1)i1(−κ¯2)i2
∫ 0
−∞
e−κ1(t−s)
(t− s)i1
i1!
e−κ¯2(−s)
(−s)i2
i2!
ds
= σ2(−κ1)i1(−κ¯2)i2e−κ1t
i1∑
j=0
(
i1
j
)
tj
i1!i2!
∫ 0
−∞
e(κ1+κ¯2)s(−s)i1+i2−jds
=
σ2(−κ1)i1(−κ¯2)i2e−κ1t
i2!
i1∑
j=0
tj(i1 + i2 − j)!
j!(i1 − j)!(κ1 + κ¯2)(i1+i2−j+1) (14)
A real expression for the covariance when the imaginary parameters ap-
pear as conjugate pairs is much more involved than this one, that contains
complex terms.
4 OU(p) is not an AR(p)
The series of observations of an OU(p) at equally spaced times is not an
AR(p) in general, for p > 1. Consider the autocorrelations of the time series
obtained by evaluating x in multiples of a given instant τ . If Xi = x(iτ),
then
ρi =
EXiX0
VarX0
=
γ(iτ)
γ(0)
Lemma 1 shows through a direct computation of covariances that the family
of series obtained from OU(2) are not in general AR(2) processes.
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Lemma 1. Suppose x is a real OU(2) process and X is a AR(2) process, with
equal autocorrelations of order 1 and 2. Then, in general, the autocorrelations
of order 3 are different.
Proof: For the AR(2) process, if r1, r2, r3 are the autocorrelations of orders
1, 2 and 3, these quantities satisfy the following relations:
− 1 ≤ r1 ≤ 1, 2r21 − 1 ≤ r2 ≤ 1, r3 =
r1
1− r21
(2r2 − r21 − r22) (15)
For the OU(2) process of real parameters λ1 < λ2,
γ(t) =
2∑
j,k=1
KjKke
−λjt
λj + λk
=
K21e
−λ1t
2λ1
+
K22e
−λ2t
2λ2
+
K1K2(e
−λ1t + e−λ2t)
λ1 + λ1
=
λ1e
−λ1t
2(λ2 − λ1)2 +
λ2e
−λ2t
2(λ2 − λ1)2 −
λ1λ2(e
−λ1t + e−λ2t)
(λ2 − λ1)2(λ1 + λ2)
=
λ1(λ1 + λ2)e
−λ1t + λ2(λ1 + λ2)e−λ2t − 2λ1λ2(e−λ1t + e−λ2t)
2(λ2 − λ1)2(λ1 + λ2)
=
λ1(λ1 − λ2)e−λ1t + λ2(−λ1 + λ2)e−λ2t
2(λ2 − λ1)2(λ1 + λ2) =
λ2e
−λ2t − λ1e−λ1t
2(λ22 − λ21)
From this equation we obtain
γ(0) =
1
2(λ1 + λ2)
and the correlations
ρh =
λ2e
−λ2hτ − λ1e−λ1hτ
λ2 − λ1 , h = 1, 2, 3, . . . (16)
The substitution λh/τ for λh shows that the same family of correlations is
obtained for any value of τ ; hence, we can fix τ = 1 without loss of generality.
In particular, for ρ1 = r1 and ρ2 = r2, we compute ρ3 and r3 as functions of
λ1 and λ2 using (15) and (16).
The plot of ρ3 − r3 in Figure 1 (a) shows that these results differ. In
particular, Figure 1 (b) shows that the correlations of a certain OU(2) (◦)
and the AR(2) (×) process with r1 = ρ1 and r2 = ρ2 are not identical.
These processes have been chosen to maximise |ρ3− r3|. The parameters are
κ = (0.84, 0.84) and r3 − ρ3 = 0.1032608.
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Figure 1: (a) Differences of the third order correlations of OU(2) processes
with real parameters λ1, λ2 and the AR(2) processes with the same first two
correlations. (b) The first ten correlations of two particular OU(2) (◦) and
AR(2) (×) processes with r1 = ρ1 and r2 = ρ2.
5 Estimation of the parameters of OU(p)
5.1 Reparameterisation by means of real parameters
Since we wish to consider real processes x and the process itself and its
covariance γ(t) depend only on the unordered set of the components of κ, we
shall reparameterise the process by means of the real vector φ = (φ1, . . . , φp)
given by the polynomial identity
g(z) =
p∏
j=1
(1 + κjz) = 1−
p∑
j=1
φjz
j. (17)
The resulting process is real, because of Corollary 2.
5.2 Maximum likelihood estimation (MLE)
We shall assume that the process µ+ x is observed at times 0, τ, 2τ, . . . , nτ .
By choosing τ the time unit of measure, we assume without loss of generality
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that our observations are {µ+ x(i) : i = 0, 1, . . . , n}.
The likelihood L of the vector ∆x = (x(1)−x(0), x(2)−x(1), . . . , x(n)−
x(n− 1)) is given by
logL(x;φ, σ) = −n
2
log(2pi)− 1
2
log(det(V (φ, σ))− 1
2
∆xtr(V (φ, σ))−1∆x
with V (φ, σ) equal to the n× n matrix with components
Vh,i = 2γ(|h− i|)− γ(|h− i|+ 1)− γ(|h− i| − 1)
that reduce to 2(γ(0)− γ(1)) at the diagonal h = i.
From these elements, a numerical optimisation leads to obtain the maxi-
mum likelihood estimators φˆ of φ and σˆ2 of σ2. If required, the estimations
κˆ follow by solving the analogue of the polynomial equation (17) written in
terms of the estimators:
p∏
j=1
(1 + κˆjz) = 1−
p∑
j=1
φˆjz
j.
The optimisation for large n and the solution of the algebraic equation
for large p require a considerable computation effort, but there are efficient
programs to perform both operations, as optim and polyroot in R (R Devel-
opment Core Team [2011]).
An alternative when the process is assumed to be centred (µ = 0) is to
maximise the log-likelihood of x = (x(0), x(1), . . . , x(n))
tr
logL(x;φ, σ) = −n
2
log(2pi)− 1
2
log(det(Γ(φ, σ))− 1
2
xtr(Γ(φ, σ))−1x
where Γ has components Γh,i = γ(|h− i|) (h, i = 0, 1, . . . , n).
The optimisation procedures require an initial guess about the value of the
parameter to be estimated. The estimators obtained by matching correlations
described in the next section can be used for that purpose.
5.3 Matching correlations estimation (MCE)
From the closed formula for the covariance γ (eq. (13)) and the relationship
between κ and φ (eq. (17)), we have a mapping (φ, σ2) 7→ γ(t), for each t.
Since ρ(T ) := (ρ(1), ρ(2), . . . , ρ(T ))tr = (γ(1), γ(2), . . . , γ(T ))tr/γ(0) does not
depend on σ2, these equations determine a map C : (φ, T ) 7→ ρ(T ) = C(φ, T )
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for each T . After choosing a value of T and obtaining an estimate ρ
(T )
e of
ρ(T ) based on the empirical covariances of x, we propose as a first estimate
of φ, the vector φˇT such that all the components of the corresponding κ
have positive real parts, and such that the euclidean norm ‖ρ(T )e −C(φˇT , T )‖
reaches its minimum. The procedure resembles the estimation by the method
of moments. The components of ρ
(T )
e for the series (xi)i=1,2,...,n are computed
as ρe,h = γe,h/γe,0, γe,h =
1
n
∑n−h
i=1 xixi+h.
5.4 Some simulations
We have simulated the series x(i), i = 0, 1, 2, . . . , n obtained from an OU pro-
cess x for n = 300 and three different values of the parameters and computed
the MC and ML estimators φˇT , and φˆ. The value of T for the MC estimation
has been arbitrarily set equal to the integral part of 0.9×n, but the graphs of
φˇT for several values of T show in each case that after T exceeds a moderate
threshold, the estimates remain practically constant. One of such graphs is
included below (see Figure 4).
The simulations show that the correlations of the series with the estimated
parameters are fairly adapted to each other and to the empirical covariances.
The departure from the theoretical covariances of x can be ascribed to the
simulation intrinsic randomness.
Our first two examples describe OU(3) processes with arbitrarily (and
randomly) chosen parameters and the third one imitates the behaviour of
Series A that appears in §6.
Example 1. A series (xi)i=0,1,...,n of n = 300 observations of the OUκ pro-
cess x (p = 3, κ = (0.9, 0.2 + 0.4ı0.2 − 0.4ı), σ2 = 1) was simulated, and
the parameters φ = (−1.30, −0.56, −0.18) and σ2 = 1 were estimated by
means of φˇT = (−1.9245, −0.6678, −0.3221), T = 270, φˆ = (−1.3546,
−0.6707, −0.2355) and σˆ2 = 0.8958. The corresponding estimators for
κ are κˇ = (1.6368, 0.1439 +0.4196ı, 0.14389 −0.4196ı) and κˆ = (0.9001,
0.2273 + 0.4582ı, 0.2273− 0.4582ı).
Figure 2 describes the theoretical, empirical and estimated covariances of
x under the assumption p = 3, that is, the actual order of x. The results
obtained when the estimation is performed for p = 2 and p = 4 are shown in
Figure 3. Finally, Figure 4 shows that the MC estimates of φ become stable
for T moderately large, and close to the already indicated estimations for
T = 270 (the horizontal lines).
12
ll
l
l
l
l
l
l
l
l
l
l
l l
l
l
l l
l
l
l
l
l
l l l
l
l l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
0 10 20 30 40
0.
0
0.
2
0.
4
0.
6
Covariances − p=3
co
va
ria
nc
es
Figure 2: Empirical covariances (◦) and covariances of the MC (—) and
ML (- - -) fitted OU models, for p = 3 corresponding to Example 1. The
covariances of OUκ are indicated with a dotted line.
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Figure 3: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU models, for p = 2, 4 corresponding to Example 1. The
covariances of OUκ are indicated with a dotted line.
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Figure 4: The MC estimations φˇ1(◦), φˇ2(O) and φˇ2() for different values of
T , corresponding to Example 1. The horizontal lines indicate the estimations
for T = 270.
Example 2. The process x = OU(0.04,0.21,1.87) is analysed as in Example 1.
The resulting estimators are φˇT = (−2.0611, −0.7459, −0.0553), T = 270,
κˇ = (1.6224, 0.3378, 0.1009), φˆ= (−1.8253, −0.7340, −0.0680), σˆ2 = 0.7842,
κˆ = (1.3015, 0.3897, 0.1342), and the resulting covariances are shown in
Figure 5 .
Example 3. The parameter κ = (−0.83− 0.0041− 0.0009) used in the sim-
ulation of the OU process x treated in the present example is approximately
equal to the parameter κˆ obtained by ML estimation with p = 3 for Series A
in §6.1. As in previous examples, a graphical presentation of the estimated
covariances is given in Figure 6.
The description of the performance of the model is complemented by
comparing in Figure 7 the simulated values of the process in 400 equally
spaced points filling the interval (199,201) with the predicted values for the
same interval, based on the OU(3) model and the assumed observed data
x(0), x(2), x(3), . . . , x(200). Also a 2σ confidence band is included in the
graph, in order to describe the precision of the predicted values.
6 Applications to real data
In this section we present experimental results on three real data sets. We
fit OU(p) processes for small values of p and also some ARMA processes. In
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Figure 5: Empirical covariances (◦) and covariances of the MC (—) and
ML (- - -) fitted OU models, for p = 3 corresponding to Example 2. The
covariances of OUκ are indicated with a dotted line.
each case we have observed that we can find an adequate value of p for which
the empirical covariances are well approximated by the covariances of the
adjusted OU(p) model. This is not the case for the AR or ARMA models in
all three examples. We present a detailed comparison of both methodologies
for the first example.
The first two data sets are taken from Box et al. [1994], and correspond
to equally spaced observations of continuous time processes that might be
assumed to be stationary. The third one is a series obtained by choosing
one in every 100 terms of a high frequency recording of oxigen saturation in
blood of a newborn child. The data were obtained by a team of researchers
of Pereira Rossell Children Hospital in Montevideo, Uruguay, integrated by
L. Chiapella, A. Criado and C. Scavone. Their permission to analyse the
data is gratefully acknowledged by the authors.
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Figure 6: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU models, for p = 2, p = 4 and p = 3, the actual value of
the parameter, corresponding to Example 3. The covariances of OUκ are
indicated with a dotted line.
6.1 Box, Jenkins and Reinsel “Series A”
The Series A is a record of n = 197 chemical process concentration read-
ings, taken every two hours, introduced with that name and analysed in
Chapter 4 of Box et al. [1994] (see also http://rgm2.lab.nig.ac.jp/RGM2/
tfunc.php?rd id=FitAR:SeriesA). The original data are plotted in Figure 8.
The diagrams in Figure 9 compare the empirical covariances of the series
with the covariances of the estimated ARMA(p, q) process fitted by means
16
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Figure 7: Estimated interpolation and prediction of x(t) for 199 < t <
200 and 200 < t < 201, respectively (- - -), 2σ confidence bands based on
(x(i))i=0,1,...,200 (· · · ), and a refinement of the simulation of x(t) on 199 < t <
200.
of the R function arima for several values of p and q. In particular, the
ARMA(1,1) is suggested as a model for this data in Box et al. [1994], and
subsets of AR(7) are proposed in Cleveland [1971] and McLeod and Zhang
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Figure 8: Series A
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Figure 9: Empirical and ARMA-fitted covariances for Series A
[2006] for the same purpose.
The ARMA(1,1) and the AR(7) fit fairly well the autocovariances for
small lags, but fail to capture the structure of autocorrelations for large lags
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Figure 10: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU(p) models, for p = 2, 3, 4 corresponding to Series A.
present in the series However, the approximations obtained with the OU(3)
process reflects both the short and long dependences, as shown in Figure 10.
Finally we show in Figure 11 the predicted values of the continuous pa-
rameter process x(t) for t between n − 7 and n + 4 (190-201), obtained as
l
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l
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x
Figure 11: Confidence bands for interpolated and extrapolated values of
Series A for continuous domain.
19
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llllllllllll
lll
lll
ll
ll
ll
ll
ll
l
l
l
l
l
l
l
l
ll
ll
ll
ll
ll
ll
ll
ll
ll
lll
lllllllllllllllllllllllllllllllllllllllllllllllllll
llll
lll
ll
ll
ll
ll
ll
ll
ll
llllll
lllllll
lllllllllllllllllllllllllllllll
0 50 100 150 200
−
5
0
5
Covariances − p=2
co
va
ria
nc
es
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llllllllll
lll
lll
ll
ll
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
ll
ll
ll
ll
ll
ll
ll
ll
lllllllllllllllllllll
l
l
l
l
l
l
l
l
l
l
l
l
lllllllllllllllll
llll
lll
ll
ll
ll
l
l
l
l
l
l
ll
ll
llllll
lllllll
llllllllllllllllllllllllllllll
0 50 100 150 200
−
6
−
4
−
2
0
2
4
6
Covariances − p=3
co
va
ria
nc
es
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llllllllll
lll
lll
ll
ll
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
ll
ll
ll
ll
ll
ll
ll
lll
lllllllllllllllllllll
l
l
l
l
l
l
l
l
l
l
llllllllllllllllll
llll
lll
ll
ll
ll
l
l
l
l
l
l
ll
ll
llllll
lllllll
llllllllllllllllllllllllllllll
0 50 100 150 200
−
6
−
4
−
2
0
2
4
6
8
Covariances − p=4
co
va
ria
nc
es
Figure 12: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU(p) models for p = 2, 3, 4 corresponding to Series C.
the best linear predictions based on the last 90 observed values, and on the
correlations given by the fitted OU(3) model. The upper and lower lines are
2σ-confidence limits for each value of the process.
6.2 Box, Jenkins and Reinsel Series C
The Series C is a record of n = 226 chemical process temperature readings,
taken every minute, introduced with that name in Box et al. [1994], p. 544.
As in the previous example, the fitted ARMA(p, q) and ARIMA(p, 1, q)
models for moderate values of p and q fail to capture the autocorrelations
that might be present in the series. Figure 12 shows the empirical covariances
of the series and the covariances of the MC (—) and ML (- - -) fitted OU(p)
models for p = 2, p = 3 and p = 4. It is not surprising that the MC estimated
covariances fit better than the ML ones the empirical covariances, since they
have been obtained by optimising that fit. The poor performance of the ML
estimation is presumably due to the fact that the series does not obey an
OU model.
The corresponding graphs for the first differences of Series C are included
in Figure 13.
6.3 Oxigen saturation in blood
The oxygen saturation in blood of a newborn child has been monitored during
seventeen hours, and measures taken every two seconds. We assume that a
series x0, x1, . . . , x304 of measures taken at intervals of 200 seconds is observed,
and fit OU processes of orders p = 2, 3, 4 to that series.
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Figure 13: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU(p) models for p = 2, 3, 4 corresponding to the first differences
of Series C.
l
l
l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
lll
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lllll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
llll
l
ll
lll
ll
l
ll
lll
l
l
l
l
l
l
l
ll
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
ll
ll
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
lll
l
ll
l
l
l
lll
l
l
ll
ll
l
lll
l
l
l
ll
l
l
l
l
l
llll
lll
l
lll
ll
l
l
ll
l
l
l
l
l
l
lll
0 50 100 150 200 250
−
50
0
50
10
0
15
0
20
0
Covariances − p=2
co
va
ria
nc
es
l
l
l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
lll
l
l
l
l
l
l
lllll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lllll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
llll
l
ll
lll
ll
l
ll
lll
l
l
l
l
l
l
l
ll
l
l
llll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
lll
l
l
l
ll
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
l
l
ll
ll
l
l
l
ll
l
l
lll
l
ll
l
l
l
lll
l
l
ll
ll
l
lll
l
l
l
ll
l
l
l
l
l
lllllll
l
lll
ll
l
l
ll
l
l
l
l
l
l
lll
0 50 100 150 200 250
−
10
0
−
50
0
50
10
0
15
0
20
0
Covariances − p=3
co
va
ria
nc
es
l
l
l
l
l
l
l
l
l
ll
ll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
lll
l
l
l
l
l
l
lllll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
ll
l
ll
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
lllll
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
llll
l
ll
lll
ll
l
ll
lll
l
l
l
l
l
l
l
ll
l
l
llll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
lll
l
l
l
ll
l
l
l
ll
ll
l
l
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
ll
l
l
lll
l
ll
l
l
l
lll
l
l
ll
ll
l
lll
l
l
l
ll
l
l
l
l
l
lllllll
l
lll
ll
l
l
ll
l
l
l
l
l
l
lll
0 50 100 150 200 250
−
50
0
50
10
0
15
0
20
0
Covariances − p=4
co
va
ria
nc
es
Figure 14: Empirical covariances (◦) and covariances of the MC (—) and ML
(- - -) fitted OU(p) models for p = 2, 3, 4 corresponding to the series of O2
saturation in blood.
Again the empirical covariances of the series and the covariances of the
fitted OU(p) models for p = 2, p = 3 and p = 4 are plotted (see Figure 14)
and the estimated interpolation and extrapolation are shown in Figure 15.
In the present case, the actual values of the series for integer multiples of
1/100 of the unit measure of 200 seconds are known, and plotted in the same
figure.
7 Conclusions and comments
We have proposed a family of continuous time stationary processes based
on iterations of a generalisation of the linear operator that maps a Wiener
process onto an Ornstein-Uhlenbeck process. The OU(p) family depends on
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Figure 15: Partial graph showing the five last values of the series of O2
saturation in blood at integer multiples of the 200 seconds unit of time (◦),
interpolated and extrapolated predictions (—), 2σ confidence bands (- - -),
and actual values of the series.
p + 1 parameters that can be easily estimated by either a maximum likeli-
hood or matching correlations procedures. Matching correlation estimators
provide a fair estimation of the covariances of the data, even if the model is
not well specified.
The families of OU(p) models can be used as an alternative to ARMA or
AR models for the study of stationary time series. For p = 1, OU(1) observed
at equally spaced time instants coincides with AR(1) but for larger values of
p the covariances that can be described with OU(p) models are not in general
the same as those given by the AR(p) models. In fact, the autocorrelation
structure that might be present in the data for large lags can be modeled
with OU(p) with small values of p, a fitting that the ARMA and AR models
fail to accomplish.
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