Abstract
INTRODUCTION
The nature of diffusion of large-scale technologies is different from that of the diffusion of self-contained artefacts (i.e., products). A critical mass must be reached in order to diffuse a product successfully, and over time the diffusion of a product stabilizes. In contrast, large-scale technologies are not self-contained artefacts, and their attractiveness (and thus their diffusion) depends on whether or not the technology becomes integrated with other existing technologies. The more users become engaged with a system, the more complementary products are attracted to it, and the diffusion of largescale technologies may thus be described by reinforcement mechanisms (Hanseth 2000) . Because the diffusion of large-scale technologies, such as enterprise resource planning (ERP), customer relationship management (CRM), or the collaborative technologies is becoming more widespread (Pollock and Williams 2009) , the discussion of why, how and with what consequences such technologies diffuse is becoming more intense.
A number of studies have identified some of the challenges entailed in diffusing such technologies. According to Davenport (1998) , the diffusion of such technologies inevitably entails some form of change, either organisational or technological, or a combination of both. Large-scale technologies have been described as being standardised and rigid, and as being responsible for imposing certain logical structures on established work practices. As a result, in order to put such technologies to work, appropriations (i.e., workarounds) by individual users must be carried out (Soh et al. 2000) . In short, such technologies do not diffuse in the same way as stable artefacts; instead, they are continually modified during their diffusion.
In contrast to the view of large-scale technologies as being rigid and resistant to change, Fleck (1994) proposed that such technologies may be better understood as being configurational, consisting of multiple components that can be modified, removed, or added. Such technologies then provide a spectrum of various adjustment strategies (Pollock and Williams 2009, pp. 42-43) . However, few studies have analysed large-scale technologies along these lines (but see de Laet and Mol 2000) . We thus argue that there are few studies that unravel both the organisational and technological complexities involved and empirically illustrate the flexibility of large-scale technologies and show how the trajectory of the various components is influenced by multiple modes of ordering (Law 1994) .
The main aim of this paper is to explore the large-scale diffusion of technology across a range of contexts. The empirical data used in our paper are obtained from a longitudinal (2007) (2008) (2009) ) case study of a global oil and gas company (OGC, a pseudonym to maintain anonymity). Our study reports ongoing efforts to deploy an integrated collaborative system based on Microsoft SharePoint (MSP). We assess MSP as a configurational technology and analyze the diffusion of a metadata standard, an embedded component that was developed in-house. We focus on two different organizational contexts, namely research and development (R&D) and oil and gas production (OGP), and illustrate the various ways in which configurational technology is managed and used in different contexts, resulting in an uneven diffusion.
The remainder of this paper is organized as follows. In the next section, we conceptualize the diffusion of large-scale collaborative technologies. We then outline our research approach, introduce the historical context, and describe the intention of OGC to change its collaborative infrastructure. Thereafter, we illustrate and discuss the ways in which configurational technology is diffusing unevenly in different contexts. Finally, we provide some analytical and practical implications for the study and management of the diffusion of large-scale configurational technologies.
CONCEPTUALIZING THE DIFFUSION OF LARGE-SCALE COLLABORATIVE TECHNOLOGIES
The transfer and diffusion of information technology is currently conceptualized in two distinct ways, namely as a product or as a process (Baskerville and Pries-Heje 2003) . While the former conceptualization considers diffusion in a rather mechanical manner, the latter emphasizes the continuous effort required to sustain the diffusion. Studies of the process of diffusion often draw on process theories such as the actor-network-theory or Walsham's interpretive framework (Henriksen and Kautz 2006) . Our study builds on the latter perspective.
The ways in which collaborative technologies are diffused in various settings is an important topic that is discussed widely in the computer-supported cooperative work (CSCW) literature (Munkvold 2003) . Ciborra (1996) suggested that collaborative technologies are fragile and that when they fail, users tend to switch to other alternative media nearby. Indeed, the core findings of the CSCW suggest that "users appear to use groupware in another way than the groupware designers intended or IT departments expected. Users tend to 're-invent' the technology by developing novel uses" (Andriessen et al. 2003, p. 367) . Collaborative technologies are not single-user applications and their primary function is to improve collaboration between and within groups. As a result, collaborative work should be based on an agreed set of rules for interaction (Mark 2002) . At the same time, groupware systems should be flexible and should "encourage unanticipated and innovative patterns of use" (Andriessen et al. 2003, p. 367) . Lyytinen and Damsgaard (2001) argued that the diffusion of large-scale technologies is somewhat different to the process described above. Large-scale technologies consist of multiple interconnected components, which may also be reconfigured by adding or removing particular components. In short, such technology is not self-contained. The diffusion of large-scale technology is not determined by gaining a critical mass of users and reaching a saturation point, but rather by the continual improvement of the technology by adding and improving individual components. In that sense, "diffusion of innovation results from a series of innovations" (Baskerville and Pries-Heje 2003, p. 252) .
Diffusion is unpredictable and does not occur automatically (Monteiro and Hepsø 1998) . More importantly, diffusion is not complete when a particular technology is implemented and all the users trained. Technologies must be continually (re)enacted in local contexts (Orlikowski 2000) . According to Fleck (1994) , such a process is better described as innofusion, indicating that significant innovation takes place during its implementation. Local improvisations are required for the technology to diffuse: "without successful adaptation of particular components, no innovative configuration can result and no diffusion takes place" (Fleck 1994, p. 649) .
The diffusion of large-scale technologies is not accomplished by a single centralized IT department, but requires a rather more distributed effort. As suggested by Law (1994) , an organization does not follow a single system of logic, but its development is instead determined by multiple modes of ordering. According to Law, ordering is a continuous process, with multiple ordering activities running in parallel and interacting.
The way in which the same or similar technologies are diffused (i.e., implemented and used) within various different kinds of organizations is recognized to be an important research area within the field of Information Systems. A number of authors have acknowledged the situated nature of information systems (Orlikowski 2000) and have discussed various misfits (Soh et al. 2000) that occur when technology cuts across divergent contexts. Robey and Boudreau (1999) employed the logic of opposition and argued that either the same or similar technologies produce different outcomes both within the same organization or between different organizations. While exact workarounds (i.e., local appropriations) vary between contexts, large-scale technologies do possess similarities (Leonardi and Barley 2008) , because their diffusion processes are themselves similar.
METHOD
We report on an ongoing longitudinal research project that began in January 2007. Our research approach can be thought of as an interpretive case study (Walsham 2006) because of our "attempts to understand phenomena through the meanings that people assign to them" (Klein and Myers 1999, p. 69) .
Data collection began in early 2007 and had the primary aim of exploring the nature of the changes associated with the implementation of MSP technology. The study was multi-contextual, and aimed at analyzing the ways in which a collaborative technology diffuses in a variety of contexts. Two different business units of the same organization were studied. One of them was R&D, where we engaged in conversations with various engineers working in technology development, and other researchers who were studying organizational issues. The second was OGP, where we aimed to cover the various disciplines involved in oil and gas production activities.
We employed three modes of data gathering, namely the use of formal and informal interviews, observation, and the use of documentary evidence. In total, 64 in-depth formal interviews, each lasting between 1 and 3 hours, were conducted. The first interviews were open-ended and aimed to identify the strategic IT visions and implementation activities related to MSP. During later interviews, we analyzed specific infrastructural components, work practices, or individual engagements with technology. The technological complexity and purpose of new infrastructure were discussed with developers, administrators, and managers of the collaborative infrastructure. We conducted 14 formal interviews with actors in this group. The use of collaborative infrastructure was explored with actors from several organizational units. A total of 23 formal interviews were conducted with various engineers and senior researchers in the R&D department; 27 interviews were conducted with personnel in OGP, where we interviewed drilling, well, production, and process engineers.
Participatory observation and informal discussions were mainly carried out in one of the OGC research centers, to which the author had been granted access from the beginning of the data collection period. In January 2008, the author was granted office space, as well as access to the building and to the OGC IT network. A researcher then spent two or three days per week in the research center. The significant amount of time spent on site helped to form an understanding of how work was carried out in practice and the nature of the problems and frustrations that were experienced. In addition, being on site afforded the opportunity for informal but informative chats around a coffee machine or during lunch breaks.
The third major empirical source of data were the internal OGC documents. We carried out an extensive study of the strategic documents that related to the planning and implementation activities of MSP. In addition, we analyzed the technical descriptions, formal presentations and training materials of various infrastructural components. A number of policy documents, which defined how particular technology should be used or how specific work should be carried out, were studied in detail. Finally, OGC's intranet portal provided extensive contextual information on the diverse activities of OGC.
The data analysis procedures are ongoing and iterative. In our faculty, there are several actors (not only the author of this paper) who are currently exploring the ways in which collaborative technologies are used in OGC. We often meet and discuss. A significant part of the data analysis and validation process is in fact occurring with the help of OGC employees. During both informal and formal meetings, we frequently present our findings to various OGC employees. We are then challenged, supported, or directed to issues that require our further attention. For example, several record information managers (RIMs) supported our early findings on the use of metadata in R&D, but we received extensive comments and suggestions for the study of other organizational contexts. We made adjustments to some of our generalizations. More importantly, we began to study the implementation of MSP in OGP.
In general, the empirical data are classified into broad themes that reflect a specific organizational project, practice, or technical component. Such a classification is neither all-encompassing nor exhaustive; it is rather characterized by overlapping and continual change. Theoretical considerations have an important role to play in the analysis by providing an analytical means to order and reclassify the empirical data. For example, in this paper we have analyzed the differences and similarities (Leonardi and Barley 2008) between different contexts. Our analysis is also inspired by STS studies, which emphasize multiplicities (Law 1994) .
CASE STUDY

Oil and Gas Company
Established in the 1970s, OGC has grown from a small, regional operator in northern Europe to a significant energy company, currently employing some 30,000 people with activities in about 40 countries across four continents. OGC has grown largely organically, but also by means of a few important national and international acquisitions.
Facing limited growth potential in its region of origin, OGC is now actively pursuing a strategy of global growth. In order to boost its financial capacity and flexibility, in the 1990s OGC diversified and expanded its shareholder ownership including becoming listed on the New York Stock Exchange.
Aside from its growth in size, geography, and business area, OGC has been engaged in a number of corporate initiatives in order to improve communication and collaboration. These initiatives have relied heavily on the use of information systems. The first comprehensive effort to establish a corporate, collaborative infrastructure in this regard took place in the early 1990s, at a time of recession in the oil industry, falling oil prices, and low dollar exchange rates. The centralization, standardization, and market orientation of IT services was the direct outcome of several projects whose primary aim was to solve the problems of fragmented and incompatible IT. The outcome of these standardization activities led to the establishment of a collaborative infrastructure that used Lotus Notes.
The Lotus Notes infrastructure has proved successful inasmuch as it has been widely used for a range of different purposes. A key vehicle for facilitating collaboration within projects in OGC has been the Lotus Notes Arena (hereafter Arena) databases for the collective storing and dissemination of documents. However, the main challenge for this infrastructure has been to promote communication across the project-defined boundaries of the Arena databases. The Arena databases had no central indexing functionality, meaning that it was impossible to retrieve a document by searching if one did not know which database to search. With the existence of Arena databases that were thriving, apparently out of control (there were estimated to be some 5,000 databases at the latest count), locating relevant information stored outside the immediate scope of one's own project was far from being a trivial matter. Each user also had access to both personal (F disk) and departmental (G disk) storage areas. In short, information was scattered and duplicated over many storage areas.
New Collaborative Infrastructure
In order to overcome the problems associated with Lotus Notes and to establish more effective means of collaboration, coordination, and experience transfer, in 2001 OGC formulated a new strategy. According to this strategy, although OGC already possessed a set of general collaborative tools, "these tools [were] poorly integrated" and "there [was] a particular need for better and more integrated coordination tools, better search functionality and improved possibilities for sharing information with external partners" (OGC strategy documents). Accounting regulations enacted in the aftermath of the Enron affair increased the pressure to ensure a more systematic and consistent documentation of business decisions to better inform the stock market and the public at large.
The selection of the technology that would support the new collaborative strategy followed a long, rigorous process. A feasibility study was carried out in late 2002. During 2003, several solution scenarios were developed, requirements specified, and vendors selected. In December 2003, a contract with a vendor was signed and at the beginning of 2004, the first pilot using an MSP 1 out-of-the-box solution was launched. Early experiences of this technology evoked multiple user requests for improvements. In addition, numerous technical components had to be developed in order to achieve better integration between MSP and the existing installed base systems. By the end of 2004, version 1.0 was released, but even so multiple improvements were again required.
The beginning of 2005 saw the release of version 1.1 and, as one manager explained, "we were ready to roll-out the solution." The role-out process was fairly fast, and by the end of October 2005 the final 5,000 users had been added. The technical part of the diffusion (i.e., adding some 25,000 users to the new system) was thus to a large extent problem-free and took less than a year.
MSP is a core element of OGC's new collaborative infrastructure. The central element of MSP is the so-called Team Site (TS), the virtual area for collaboration. TS provides the functionality for checking-in and checking-out documents, posting announcements, sharing links, and creating discussion boards. While MSP is mainly used for the management of documents, the technology is integrated with a corporatewide search engine, an archive system, and MS Exchange. The technology itself (MSP) is customizable; however, the OGC decided to make the solution as generic as possible so that it would fit all contexts (internally it is referred to as a one-size-fits-all strategy). As a result, all TSs have a common interface and functionality.
Developing a Custom Component: The Metadata Standard
According to IT managers, MSP was rather an immature solution and needed to be customized to comply with OGC's regulations. During pilot testing, it became apparent that MSP was unable to support complex folder hierarchies due to URL length limitations. The MSP implementation team also found it difficult to develop a common and controlled folder structure that would comply with corporate requirements. It implied that documents would be stored in TSs in a flat structure. In order to improve information retrieval and retention, the MSP implementation team decided to utilize the metadata of documents. Two options for metadata were defined, namely the automatic selection of metadata from documents and the implementation of a controlled vocabulary. The latter alternative was chosen. The metadata standard was collaboratively developed by the MSP project team, RIMs and process owners (PO). RIMs would define and maintain metadata structure and POs would primarily be responsible for developing the values of the metadata. The structure of the metadata standard was inspired by the Dublin Core Metadata Initiative 2 (DCMI). DCMI defines a simple set of elements for describing document-like objects. OGC made significant customization and the current metadata structure has 13 elements with corresponding sub-elements (see Table 1 ). In total, there are fewer than 100 sub-elements. Our analysis primarily focuses on the activity and category sub-elements from the element subject. While some of the metadata values are captured automatically, such as the date or document format, others need Figure 1) . The activity sub-element indicates a specific activity to which a document is related and the category sub-element is intended to describe the outcome of that activity. Metadata values are stored in a so-called metadata repository, which is technically part of MSP; however, the metadata is utilized in the corporate-wide search engine and the archive system as well. In that sense, metadata is an integrated component of the collaborative infrastructure. As discussed previously, TS functionality and user interface are standardized for all users, thus the metadata is the only element that makes the TSs different. In contrast with Lotus Notes, MSP is configured to impose more standardization between geographical locations. Metadata value sets are standardized, which means, for example, that drilling engineers work with the same set of metadata irrespective of their geographical location or the specific characteristics of the particular oil and gas field. In that sense, the metadata standard not only provides a controlled vocabulary for the classification of documents, but also aims to improve the process of information retrieval. Since the metadata standard is integrated with the search engine, all users have the functionality required to search and filter information according to the metadata values. An implicit, but crucial, aspect of this functionality is that the same "common" metadata values be used in all contexts. In addition, the metadata standard may be considered as an initiative for improving the retrieval of long-term information and for ensuring compliance with external laws and regulations. 3 The metadata standard is integrated with the corporate archive solution (i.e., the document is archived with its associated metadata and may be found later on using the search engine).
Both the current structure and values of the metadata standard are subject to continual change. RIMs explained it as a "fumbling start":
In the first release users had very few and too generic metadata values. The process of defining metadata was new to process owners…in some cases it took a couple years before more and better metadata values were developed.
The initial versions of the metadata standard were experienced as a top-down solution for users, because both the structure and the values were defined beforehand. Recently, a free text sub-element called keyword was added in order to provide greater flexibility. The metadata values are subject to continual change as well. Despite the common character of the metadata standard, the nature of the diffusion thus varies greatly between contexts.
ANALYSIS: HOW DOES THE METADATA STANDARD DIFFUSE IN DIFFERENT CONTEXTS?
In this section we analyze and compare the diffusion of the metadata standard between different contexts. Two distinct organizational units are compared: R&D and OGP. The analysis highlights differences in the development of metadata and their patterns of use (see Table 2 for a summary).
Metadata in R&D: Developing Specific Values that Fit the Local Context
R&D is an organizational unit that conducts research in special laboratories within the fields of materials technology, energy and environmental analysis, oil refining, gas and oil processing, gas conversion and petrochemicals, and biotechnology. Other research covers softer issues including, for example, the analysis of work practices in order to improve collaboration. Some research projects are conducted in specific areas (like the one mentioned above), while in other cases research projects are innovative and may cut across a variety of disciplines. The "newness" of R&D activities has implications for the development of metadata. It implies that a new set of metadata values should be developed whenever an innovative project is launched. The idea of the metadata values in OGC, on the other hand, was to engender a more static and less responsive process of change. Although the diffusion of MSP began in 2005, R&D is not thought of as a valid business process and currently (i.e., mid 2009), metadata values have not been developed. During a formal interview in late 2008, a RIM explained that development is in progress and a group of people from R&D are working on this in collaboration with process owners and RIMs. The core question then becomes one of how users are to classify documents without the use of metadata.
Some R&D projects aim to develop specific technology that could improve reservoir modeling, drilling, or other core oil and gas production activities. In that sense, some metadata values can be borrowed from other processes: (Researcher) . Accordingly, some of them think that it is better to replace the metadata values provided rather than to use ones that do not fit. Figure 1 , for example, illustrates the use of a TS with replaced values. Initially, the TS contained such generic values as accounting and control, best practice, manage coordination, network and competence, target setting and planning, experience and lessons learned, external document, publication, and report. The project team did not see the reason for using such values, and replaced them with ones that reflected actual activities (i.e., video, Canada, and needs).
Figure 1 Use of Metadata Values in R&D
We have observed many users during our research, and many of them know, or get to know, that changing metadata values quite often allows such a workaround. One engineer's expression illustrates the situation well: "Someone recently told me that it is possible to change values…it is much better now."
In some extreme cases, our respondents knew nothing or very little about the metadata:
We are working in laboratories with some specialized systems. Some As explained by a RIM involved in R&D activities, the greatest challenge occurs when R&D projects cut across multiple disciplines:
It is difficult to define what new and innovative projects there will be in the future. In particular, it is a big challenge when a single project cuts across multiple processes. I don't know in detail how it is in other places [other OGC organizational units], but here [in R&D] it is difficult. (RIM).
Metadata in OGP: Learning How to Navigate in an Imperfect Information Space
OGP is a distinct business unit within OGC. OGP may be characterized as an interdisciplinary, heterogeneous, and distributed work activity. The oil and gas value chain spans such activities as exploration, well drilling, and the optimization of production. The central object in OGP is a well. Geophysicists, petrophysicists, and drilling and reservoir engineers are all involved in the planning of new wells. While the drilling is primarily controlled by drilling engineers, production engineers observe well performance and initiate well interventions during production, which are then performed by well engineers. These activities are interdependent and distributed in time and space as the different disciplines work with the same well over a period of many years. Multiple specialist technologies are used to visualize well data and observe its performance. Other information related to planning and administration is stored using collaborative technologies such as MSP.
Metadata was introduced in OGP at the same time as in R&D and other parts of the company. However, the development of metadata has received a greater level of attention in OGP than in other parts of the company. Several managers and users participated in the project to develop metadata values. The prioritization of the project may be explained by several factors. First, the activities of OGP generate a large number of documents; during well planning alone, several hundred documents can be produced. Second, OGP is a core OGC activity, where certain policies on document retention must be followed. Third, engineers, who are used to building abstractions, constitute the large majority of OGP workers. As one manager explained, "We [OGP] 
rather quickly understood that things would go wrong if we did nothing. So right from the beginning several managers and engineers started to work on metadata."
The comments made by the users in OGP are divergent, yet a majority have had positive experiences.
We [OGP] The navigation and organization of overwhelming numbers of documents in a single TS is time consuming and not always successful, and many engineers appreciate the ability to filter and sort documents in a variety of ways. In particular, predefined filters (so-called views), which allow the sorting of documents according to certain criteria, is considered to be a very helpful functionality (see Figure 2) .
The success of common classification implies that the different actors who use the classification have the same (or similar, but not different) interpretation of values and use them in a consistent manner. This is not always the case in OGP, however. Some documents are not classified, and some are classified incorrectly. In contrast to the R&D example discussed in the previous section, it is quite rare in OGP to have a good overview of who is working with what.
Figure 2 The Filtering of Documents According to Multiple Criteria in OGP
It is great if you know who has produced or uploaded a specific document, but it is not always the case….If you use a specific team site a lot, then it is easier, because you know what to look for…but sometimes I just go and ask people where a specific document is. (Drilling engineer)
The difficulties of using metadata are especially acute for engineers working offshore, and thus onshore engineers have invented a way in which offshore engineers can side-step the use of metadata.
Sometimes I get a call in the evening from offshore people saying that they have been searching for a specific document for an hour or so with no success…to avoid this we have developed a practice [which is unofficial, i.e., a workaround] Engineers who are working on a range of different oil and gas fields are exposed to inconsistency and difficulty using the activity and category values.
The most important metadata for me is wellbore [well number, which 
DISCUSSION AND CONCLUSIONS
Our discussion relates to how a large-scale technology diffuses across contexts. The core findings of different studies suggest that the use of the same or similar technology produces different results in different contexts. The different outcomes arise due to the openness of the technologies (in particular the collaborative ones) (Ciborra 1996) , which are subsequently interpreted and enacted differently by the various groups of users (Orlikowski 2000) . We contribute to this body of literature by providing some of the analytical and practical implications of this statement.
In contrast to studies of the diffusion of a particular technology as a whole, our study recognizes that large-scale systems are best conceptualized as configurational technologies (Fleck 1994) . This conceptualization emphasizes the fact that the technology consists of multiple components rather than a fixed set of modules or functionalities. Configurational technologies are "built from a combination of standard and custom technology components from different suppliers, selected and adapted to the user's context and purposes" (Pollock and Williams 2009, p. 47) .
Technology does not diffuse as a whole; instead multiple components are continually modified and subsequently appropriated in a variety of ways. MSP, then, is not a rigid and unchangeable technology, on the contrary, it is rather flexible and offers a spectrum of various configurations (Pollock and Williams 2009, pp. 42-43) . MSP is a configurational technology and the metadata standard is an internally developed component aimed at improving information retrieval and retention. The metadata standard is an embedded component of MSP, which implies that the trajectory of the metadata standard is influenced by its interactions with other components. More importantly, the metadata standard also influences the trajectory of the collaborative infrastructure. For example, the structure and rigidity of the metadata standard was influenced by the fact that MSP could not support complex folder hierarchies. The incorrect classification of documents, on the other hand, makes it difficult or sometimes impossible to find documents using the corporate-wide search engine.
While the concept of configurability was originally associated with the modification of technical parameters, recent contributions have extended this concept and illustrate how the politics of a small software supplier need to be configured according to changing circumstances (Sahay et al. 2009 ). Similarly, we suggest that successful configuration not only specifies technical parameters, but also involves multiple modes of ordering (Law 1994) .
Since the technology consists of multiple components, it is quite often the case that certain communities are responsible for managing a particular component. In that sense, the diffusion of the same technology is a collective, yet distributed, effort. In the case of OGC, a certain community defines the overall strategy for the collaborative infrastructure but others have particular responsibility for the search engine, for document archiving, or for messaging services. The metadata standard is managed by several communities. RIMs maintain the structure and POs define the metadata values. In addition, there are multiple user communities, only a few of which we have illustrated herein. The core message then, is that the trajectory of either the metadata standard or MSP does not follow a single pathway; instead, multiple modes of ordering (Law 1994 (RIM) . Collaboration between POs and users is also quite problematic, especially in R&D. Users are not involved in the process of defining metadata values, thus their dissatisfaction is not surprising. In short, it is not only the technical aspects that should be configurable, but so should the modes of ordering. In OGC, for example, we find that the POs represent a bottleneck in the current configuration.
The practical implications of this study relate to the management of configurational technologies. Our study shows how configurational technology diffuses unevenly, a finding that supports the process perspective of diffusion (Henriksen and Kautz 2006) . It requires different amounts of work from users and managers across different organizational contexts to make the technology work. As result, the diffusion of the technology occurs at different rates. Configurational technologies are not single-user applications; instead, they aim to provide collective benefits and require similar management and use across different contexts. Our study shows how the different ways of managing the same component has significant unwanted consequences. The owners of the processes did not develop the metadata values for R&D and, in consequence, some 1,000 engineers working in R&D had to use TSs with inappropriate metadata. As a result, documents were archived using incorrect metadata. Investigating the activities of the R&D department over the last 5 years is rather difficult, either using a corporate-wide search engine or an archive. The successful retrieval of information, therefore, becomes dependent on personal networks rather than on IT tools. Mark (2002) emphasized the fact that collective work should be guided by agreed rules of interaction. Our empirical case shows that it is important not only to understand how technology is used, but it is equally important to monitor whether technology is managed according to agreed rules. The use of configurational technology imposes certain challenges on managers. Such technologies do not have distinct stages of design and use. These stages are intertwined as continuous configurations are made over time. Thus, the gap between designer and user needs to be bridged continuously. The metadata standard in OGC is an example of one particular configuration. While RIMs defined the metadata structure, POs were neither familiar with the concept of metadata nor with the process of the development of metadata values. In addition, POs have many different responsibilities and work related to the improvement of metadata does not currently enjoy a high priority. Thus, the interests of RIMs and POs are not currently aligned. The practical implication of this, then, is that it is not sufficient to define guidelines for the management of use of a configurational technology. The continuous assessment and improvement of both management and use are required. In essence, configurational technology requires significant resources.
