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ABSTRACT 
We study a class of methods for accelerating the convergence of iterative 
methods for solving linear systems. The methods proceed by replacing the given 
linear system with a derived one of smaller size, the aggregated system. The solution 
of’ the latter is used to accelerate the original iterative process. The construction of 
the aggregated system as well as the passage of information between it and the 
original system depends on one or more approximations of the solution of the latter. 
A number of variants are introduced, estimates of the acceleration are obtained, and 
numerical experiments are performed. The theory and computations show the 
methods to be effective. 
1 INTRODUCTION 
There are many approaches to accelerating the convergence of iterative 
methods for solving linear systems of equations (cf. [9], [lo]). In this paper 
we introduce a new class of such accelerative processes called methods of 
aggregation and disaggregation (simply to he referred to hereafter as a/d 
processes). The theory and the numerical experiments, both to he presented 
here, show that the a/d processes are very effective. 
The methods proceed by replacing the given linear system with a derived 
one of a smaller size, the aggregated system. The solution of the aggregated 
system is found, and then a disaggregation process is applied to it to produce 
the improved approximation to the original system. An important feature of 
this a/d process is that the derived system, as well as the algorithm for 
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passage between the original and the derived system, depends on ‘one or 
more successive approximations to the original system of linear equations. 
These successive approximations might, for example, have been furnished by 
the iterative method which is to be accelerated. 
Methods resembling the a/d process, but which (among other dif- 
ferences) lack the feature just referred to, are known. One such example is 
the method of R. P. Fedorenko [3] (see also N. Bahvalov [l]), in which a 
linear system corresponding to a finite difference approximation to a 
boundary value problem is considered. The linear system is based on a set of 
mesh points, and an associated smaller system which is based on a coarser 
mesh is introduced to accelerate an iterative process for approximating the 
solution. A. Brandt [2] and R. A. Nicolaides [7, 81 have studied multilayers of 
such systems, each layer corresponding to a yet coarser mesh. In [S], W. L. 
Miranker studied the possibility of further extending these ideas to more 
general linear systems, not necessarily associated with finite difference 
equations. The present work may be viewed as a continuation of this 
objective although by quite different means. Note that in all of these 
previous studies the smaller auxiliary system(s) do not have the feature of the 
a/d processes already referred to. 
We begin in Sec. 2 with a description of our so-called basic method. This 
method is influenced by considerations arising in input-output economics (cf. 
W. Leontief [4]). It is the aggregation of commodities in such systems to 
provide smaller ones which motivates our basic method as well as our 
terminology. Systems of input-output balance form a main application of our 
work. We then consider a geometric interpretation of the basic method 
which influences all subsequent treatment. We conclude Sec. 2 with an 
outline of our mode of analysis. In Sec. 3 we exploit the geometric viewpoint 
of Sec. 2 to introduce a number of generalized a/d processes. These 
generalized a/d processes are typically more efficient than the basic method, 
as computations reported on in Sec. 8 show. Sections 4-7 are concerned 
with the derivation of estimates which characterize the acceleration pro- 
duced by certain of our classes of a/d processes. In Sets. 4 and 5 we 
consider the so called scalar one and two point cases in which the aggregated 
system consists of a single equation. In Sets. 6 and 7 we consider the more 
general cases and moreover we use different methods of analysis. Finally, in 
Sec. 8 we present the results of numerical experiments performed with a 
representative set of our methods and for a selection of linear systems. 
2. THE BASIC METHOD 
In this section we formulate our method, then we give a geometric 
interpretation of it, and following that we outline our approach to analyzing 
its effectiveness. 
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2.1. Description 
Let a nonsingular N X N matrix A = ( uii) and an N-vector b = (b,, . . . , bN) 
be given. We seek to solve the system of equations 
Ax=b (2.1) 
by some method of successive approximations. Suppose that X is some 
approximation to the solution x* of (2.1). We produce another approximation 
2 to x* by a method which depends on X and which is called an 
aggregation/disaggregation process (a/d process). 
2.2. A/D Process 
Step 0. Given 2, we take a vector z= (z,, . . . ,z+,,) and two (disjoint) 
R-partitions H= {H,, H,, . . . ,HR} and G= {G,, G,, . . . , GR} of the integers 
{I,..., N}. z, H and G may depend on 5. 
Step 1 (Aggregation). Let 
k,l=l ,..a, R, (2.2) 
dk= izH zibi, k=l,..., R. 
I- 
(2.3) 
We suppose that the R X R matrix C= (Q) is nonsingular, and we solve 
the system 
Cy=d, (2.4 
whered=(dr ,..., dR)fory=(yl,.,.,yR). 
Step 2 (Disaggregaticm). Let 5 = (Zl,. . . ,i&), where 
Zt=qyl, jEG;, 
Z=l,...,R, 
j=l,.*.,iv. (2*5) 
2.3. Geometric Interpretation 
To interpret the a/d process, let us suppose at first that the number of 
aggregates R-l. Then G,=H,={l , . . . ,N}, and (2.4) becomes a single 
equation for the scalar y: 
.zAxy = zb. (2.6) 
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Here and hereafter, in order to simplify the notation, we use uv to represent 
the scalar product (u,v) of the two vectors u and v, i.e., we let 
zA%= (z&2) = (z,A%). (2.7) 
Thus (2.7) yields equivalently 
w 
y=(z,Ar)* (2.8) 
Indeed, (2.6) is equivalent to the following system for x( = 2) and y: 
Ax = zb, (2.9) 
x=xy. (2.10) 
(2.9) determines an (n - l)-dimensional hyperplane H in RN which passes 
through the solution x* of (2.1) which is sought. (2.10) determines a straight 
line L in RN which passes through the given approximation X and the origin. 
If C = XAX # 0, then 2, the intersection of L and H, is the approximation to 
x* produced by the a/d process. 
In the case that R > 1, the a/d process has an analogous interpretation. 
(2.5) corresponds to L which is a linear manifold of dimension R in RN and 
which contains the given approximation X. (2.4), which corresponds to H, is 
seen to be an N - R dimensional linear manifold which contains the solution 
x*. If the matrix C[cf. (2.2)] is not singular, x’ is determined as the intersec- 
tion of L and H. 
2.4. Mode of Analysis 
For the sake of clarity we will once more suppose that the number of 
aggregates R = 1. The object of an analysis of the a/d process is to show that 
lx”-x’ll 
llg-x*l( =q<l (2.11) 
and to estimate 77. n depends on X (see Remark 4.2 and Table 7 below). In 
fact an upper bound for 1) which is independent of X may be obtained, but 
we do not need its precise value here. 
Our method for doing this is to describe the a/d process by means of the 
following two parts: 
Part A. With the approximation i to x* given and L taken as L(%,O), the 
straight line passing through X and the origin, we show that L is close (in 
direction) to L(r*,z?), the line passing through x* and X. If P(x*) denotes the 
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FIG. 1. A geometric view of aggregation. 
orthogonal projection of x* onto L, Part A may be viewed as showing that x* 
is close to P(r*). 
Part B. Since x’ is the projection along H of x* onto L, we show that i is 
close to P(x*). 
Of course, both of the features [x* close to P(x*), and 3i close to P(x*)] 
depend on the choices for L and H respectively, i.e., depend on the details of 
the a/d process including its data ?, A and b. 
Now referring to Fig. 1, let CY be the angle between L(X,O) and L(x*,?), 
and let /l be the angle between L(X,O) and the perpendicular to the line H 
(so that f rr - /? is the angle between L and H). We see [compare (2.11)] that 
(2.12) 
Although the Parts A and B of the mode of analysis to be undertaken are 
not strictly separated, we may for convenience view Part A as that part 
which is concerned with sinew being small, and Part B as concerned with 
cos/3 being not small (i.e., being near unity). 
Part A depends on the features of the a/d process, but it depends 
strongly on X, which may be viewed as data supplied to the a/d process. 
Indeed, a convenient way to accomplish the requirement of Part A is to take 
X- x”, the vth approximation determined by relaxation. For definiteness we 
take the term relaxation to stand fm the following process: 
x’=(Z-A)x”-i+b, v=O,l,..., (2.13) 
x0 being given. If I( I - A/I < 1, this process converges, albeit possibly very 
slowly. However, as we will see in Sets. 4 and 5 below, since diminishes with 
increasing v in (2.13). 
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NOTE. In a sense, Part A of the analysis deals with quantities outside the 
a/d process and to which the a/d process is coupled. 
3. GENERALIZED A/D PROCESSES 
The a/d process introduced in Sec. 2 is effective for certain classes of 
systems of linear equations, including, in particular, those corresponding to 
input-output economics. In this section we present a number of generahza- 
tions. These latter methods are effective for wider classes of linear systems, 
in particular those for which )(I- Al( d 1, and are of increased effectiveness 
for systems corresponding to input-output economics. 
3.1. Two Point Scalar A/D Process 
The scalar a/d process (R = 1) is given by (2.9)-(2.10) and produces a 
new approximation 2 to x* based on a given approximation X and a vector z, 
the latter in general dependent on X. We will refer to this process as the 
single point a/d process. 
The two point scalar process is based on a pair X and 31, each a given 
approximation to x*, and is defined by the following system of equations for 
x,y: 
zAx = zb, 
x-x= y(G), (34 
where y is a scalar. (3.1) may also be written as 
zA(x-,)=z(b-Ai), 
x-x= y(e). (3.4 
Here I; depends on X and i. 
We see directly that (3.1) [or (3.2)] is equivalent to (2.9)-(2.10). More- 
over, all of the subsequent discu@on and estimates in Sec. 3 can be carried 
over to (9.1) by_form$y taking X to be the origin (i.e., by replacing x,x*,X 
with x - x,x* - X, X - X, respectively.) 
This two point scalar process can be interpreted geometrically, by noting 
that we now seek a point in a hyperplane through x* which is determined by 
the intersection of th@ hyperplane with the straight line through two 
approximations X and X to x*. Indeed, imagine X and i to be x” and x’+ ‘, 
that is, two successive approximations to x* produced by relaxation. Then 
the scalar two point a/d process resembles Aitken’s 6s-process. 
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3.2. Mat&&l A/D Process 
Let 2 be defined by 
(3.3) 
Here the matrix’ Z- 2, is R X iV, and the matrix Q= Q, is N X R, where 
1 <R <N. y is an R-vector to be determined. An example of a matricial 
process is given in Sec. 2 [cf. (2.2)-(2.5)], where 
C= Z,AQ, and d= Z,b. (3.4) 
3.2a. Matricial A/D Process with Translation 
Sections 3.1 and 3.2 together give the following process for determining 
i. We replace (3.3) by 
Z-g=& 
ZA@= Z(b+Ag) . (3.5) 
Here g is a given R-vector, and y,Z and Q are as in (3.3) except that Z and 
Q de&d on both 2 and g. 
3.3 Multipoint A/D Process 
Let a positive scalar s <R and s+l vectors in RN, x”+i, i=O ,..., s, be 
given. (For example, these could be s+ 1 successive approximations to x* 
furnished by relaxation.) Now determine an N X R matrix Q, an N-vector g, 
and s+l vectors y’+f, i=O,..., s, each of dimension R, such that 
xt= Qy*+g, t=u+j, i=O ,..., s. (3.6) 
Then 
x-g=@ (3.7) 
‘Here and hereafter we use the subscript f to emphasize the dependence of the subscripted 
quantity on 5. 
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is a linear manifold which contains the points x’+~, i -0,. . . ,s. Note that if 
B = R, then the system (3.7) becomes the following one: 
x--xJJ= -$ (XY+i-x”)yi. (3.8) 
i=l 
That is, g=x” and the ith column of Q is x”+~-x”, i=l,...,R. 
3.4. The Symmetrized A/D Process 
In the sequel we will develop estimates of the effectiveness of the a/d 
process. These estimates indicate a faster convergence of the iterations under 
the conditions that the matrix A has N independent eigenvectors. We can 
symmetrize the a/d process so that such vectors are furnished. In particular, 
we replace the relaxation process by 
x ~,+l= Xy - A’&” - b), (3.9) 
while (3.5) is replaced by 
ZA’AQy = Z(A’b - A’Ag), 
1?-g=Qy. (3.10) 
In terms of matrix-vector multiplication, we see that symmetrization in- 
creases the arithmetic complexity of relaxation by a factor not greater than 
two in the number of matrix multiplications, with a somewhat lesser increase 
in cost for the aggregation. 
4. PART A OF THE ANALYSIS OF THE ONE POINT AND THE TWO 
POINT A/D PROCESS FOR R = 1 
In this section we consider Part A of the analysis of the a/d process. 
Here we restrict our attention to the scalar process (R = 1) and to the one 
point and the two point cases. In Sec. 6 we will consider Part A for the more 
general setting and by means of a different method. From our.interpretive 
observations in Sec. 2, we know that Part A of the analysis is concerned with 
estimates of the associated quantity sincx. We also recall that Part A is 
mainly concerned with the method of supplying the approximation X (or 31 
and ?) to the a/d process, and only incidentally with the a/d process proper. 
Our analysis of Part A is the content of Theorem 4.1 to follow. To state this 
theorem, we first write 
N N 
x*= 2 +#ai, Lx”= x +#ai, b= 5 f$, (4.1) 
i=l i=l i=l 
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q* 6 - 
l-Xi 
and xi’ = vPi + - l-h”& 
1-h ‘. (4.2) 
THEOREM 4.1. Suppose 
1 > (hII > l&l > IA31 > * . . a jANI. (44 
Let v relaxations be applied to the system Ax = b followed by the one point 
a/d process with X-2. Suppose - 
_I 
b,=(b,+‘)#O 
and 
(4.4) 
h*=q_q=q b, 
t- 1 l-h, -XT #O. 
Then this process improves the approximation of the 
factor 
qYcosP, 
where 
(4.5) 
solution x* by the 
(4.6) 
W) 
(4.8) 
Zf the two point a/d process (with X=X” and x=x’+l) is applied, then 
under the same hypotheses, 
qy=(J $ ( 1 . 1 (4.9) 
Proof. 
,sin*l= lIx*-P(x*)ll< x*-x” _ xy+l-xxy I/ II . l(x*-?(J IIx*--xpIl llx*+l-xvll (4.10) 
(For details of this and other steps in &is proof, see [6].) 
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Now we claim the following relations for x* - x”, x” +I - x ’ and x ’ 
respectively: 
X ‘+Lx’=jl-hl)h*[~~+o(~)], 
I-X, 
xv= x;#+ 0 - ( 1 1-i * 
(4.11) 
(4.13) 
In these relations, O(A,‘/h;) is asymptotic in the sense of large v while 
O((l_- A,)/(1 - A)) is asymptotic in the sense of (1 - A,[ small compared to 
Jl-AJ. 
Using (4.11) and (4.12) in (4.10) gives 
lsinfx(<O 5 
( 1 1 
(4.14) 
If now (Y is the angle between x* - x” and x’, then assuming that &#O 
and using (4.13), we have 
l-X, 
&= 
+‘+o - ( 1 1-i; l-h, 
II+‘+0 2 II 
( 1 
=$I+0 - 
( 1 1-i; * 
(4.15) 
Then as before, we may conclude that 
Isino)<O( $)+O( 3). (4.16) 
Thus subject to the verification of (4.11), (4.12) and (4.13), the proof is 
complete. 
Verification of (4.11). From (4.2) we have 
(4.17) 
Using this, (4.1) and A* #O, we obtain the following relation which verifies 
(4.11): 
(4.18) 
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Verification of (4.12). We first note that the O&?/X;) term in (4.17) 
corresponds to linear combinations of the 9 i, i = 2,. . . , N. Now writing b in 
(2.13) as Ax*, we have the identity 
x “+l-XY=A(X*-XY). (4.19) 
Now apply A to (4.18), and use our immediately preceding observations. The 
result is (4.12). 
Verification of(4.13). Using (4.11) and (4.1) we have 
(4.20) 
Now since b, #O, then for i > 2 we have 
Next, once again using b, # 0, we have 
-(l-X,)0(X,‘). 
This verifies (4.13) and completes the proof of the theorem. 
(4.21) 
(4.22) 
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REMARK 4.1. If (4.4) does not hold, then (4.1) and (4.2) show that 
~~x*-x’~~=O(h,‘)\\x*- O x 11. Thus the relaxation process is not slowed down 
by the proximity of the eigenvalue A, to unity. In this case the a/d process 
does not accelerate the convergence. 
REMARK 4.2. The detailed dependence of 71” on the data of the problem 
may be extracted from the details of the proof of Theorem 4.1. 
REMARK 4.3. The estimate (4.7) shows that the closer hi is to unity (a 
measure of slowness of the rate of convergence of relaxation), the greater is 
the effectiveness of the one point scalar a/d process. On the other hand, 
(4.9) shows that the effectiveness of the two point process is not dependent 
one way or the other on the proximity of A, to unity. 
In the remainder of this section we will extend the estimates (4.7) and 
(4.9) to the case that the matrix A has nonsimple elementary divisors. 
However, we continue to suppose that Xi is a simple eigenvalue. 
By way of illustration, since the general case proceeds analogously, we 
treat the case N =4 and when h, has multiplicity 3. In this case there exists 
an orthonormal basis $‘, i = 1,. . . ,4, in R 4 and such that 
(I-A)$‘=&#, i=l,2,3,4. (4.23) 
Writing 
ay=x*-xxy= i @lc/‘, v = 0, 1,. . . ) 
i=l 
we may use (4.23) to show that 
(4.24) 
~=~~;+(~~+~~)vh2Y-l+~~~ 2 +1)x"-2 , 
v-l,2 ,.... (4.25) 
Thus, as in the case of simple elementary divisors, we have that 
i=2,3,4, (4.26) 
and so 
(4.27) 
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In addition we find 
x v+l -x’=ax(l-A,)[ $L+o( ?)I, 
so that 
x v+l -x” x*--xy- 1-h = O(q). 
Thus as before, we obtain as the analogue of the estimate (4.9): 
(4.28) 
(4.29) 
(4.30) 
if @#O, where (Y is (as before) the angle between the vectors A” and AA”. 
We similarly derive the analogue of the estimate (4.7). 
Let the maximal dimension of the elementary divisors of I-A be ii4 > 1, 
but let the hypotheses of Theorem 4.1 be otherwise valid. Then the extension 
of the estimate (4.9) to this case is valid if for some sufficiently large Y we 
have 
Il~“llW;-‘I(M;‘) < I@1 K’I, O<j<M<N. (4.31) 
Since IX,] > ]&I an d since I@] #O [compare (4.5)], there always exists a value 
of v for which (4.31) holds. The extension of the estimate (4.7) to this case 
produces a coefficient [@l-A,)/b,(l-;L)] M for the termO[(l-X,)/(1- 
X)] in that estimate. The effectiveness of that estimate is diminished with 
increasing M. The symmetrization of (2.1) is advisable in some cases. 
5. PART B OF THE ANALYSIS OF THE ONE POINT AND THE TWO 
POINT A/D PROCESSES FOR R = 1. PARTS A AND B COMBINED 
Part B of the analysis of the a/d process deals with the choice of the 
vector z. The latter determines the linear manifold H (a straight line if R = 1) 
passing through x*, and the effectiveness of this choice in the a/d process is 
characterized by the associated quantity cosfi which we estimate here. 
Combining these estimates with those of Sec. 4 gives us a complete estimate 
of the effectiveness of the one and two point a/d processes. 
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We recall that in Sec. 4, as well as in the present one, we deal with the 
one point and the two point processes for the case R = 1. In fact in the 
ensuing discussion, we will set 
+x-g (5.1) 
and so by setting i = 0 or not, we capture both these a/d processes at once. 
The optimal choice of z, as far as Part B is concerned, is 
z=f’A-‘, (5.2) 
since then 
This choice of z (depending on E?) corresponds to a straight line H which is 
orthogonal to L;, so that J= P(x*). We formalize this optimal choice of z by 
referring to it as: 
PROCEDURE 1. The optimal z is the solution of the system 
Az=R’. (5.4) 
Thus a candidate for this z could be obtained by two relaxation 
processe_s: First using (2.13) to find approximations x” and x”+l to x*, then 
setting X= xv and X= x”+l, we find an approximation to z by applying a 
relaxation process to (5.4). 
We now discuss two suboptimal choices of z which we call Procedures 2 
and 3. 
PRCXEDURE 2. With 3i given, set 
.z= i’A’. (5.5) 
This choice leads to a desirable estimate for cosp. Indeed, since (z,AS) = 
llzl12, then 
2 
11412 1 1 
‘OS’= ,,z& ’ llAj\ llzll. IJA-‘11 llzll = llAl[. IIA-‘11 ’ EL(A) ’ 
- (5.6) 
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p(M) is the notation fm the condition number, IIMII-IIM-‘II, of a square 
matrix M. Thus for the choice (5.5) of x the improvement provided by this 
a/d process is 
p(A) sine. (5.7) 
PROCEDURE 3. Suppose that A is symmetric and positive so that A 
= DD’. Let 5 be given, and in analogy to Procedure 2 set 
Then as in Procedure 2, we may show that 
1 
cosp > - , 
CL(D) 
(5.9) 
so that for the choice (5.8) of z, the corresponding a/d process provides an 
improvement of 
p(D) sine. (5.10) 
We collect our observations here into the following theorem. 
THEOREM 5.1. Let X and i be approximations of x* supplied as data for 
the twg point a/d process in the care R = 1 ( f_w the one point a/d process 
when X=0). Let 
1 
r/E lb* - 41 
cosp= 11x*--P(x*)lJ * (5.11) 
Then setting;=?-i, 
if and only if z=SA-l, 
if z = $A’, and 
(fi) 
(iii) 
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ifz=SandA=DD’. 
By combining Theorem 5.1 with Theorem 4.1 and (4.30), we obtain the 
following result, 
COROLLARY 5.2. We take the hypotheses of Theorem 4.1 and of The- 
orem 5.1. Let z = 9A’. (In the case that A = DD’, we may alternatively set 
z= 3.) In the case of the one point a/d process and if b,#O(cf. (4.4)) and 
h*#O (cf. (4.5)), then (cf. (4.8) and (4.7)) 
,i,*-+o($)+o( 3). (5.12) 
In the case of the two paint a/d process and if X*#O (cf. (4.5)), then using 
(4.9), 
1Jx*-?ll=o ? ( 1 . (5.13) 
We conclude this section with a remark concerning the computational 
cost. 
REMARK 5.1. The one point a/d process with either Procedure 2 or 
Procedure 3 requires 2N2 +4N - 1 arithmetic operations (in particular, one 
N X N-matrix-by-N-vector multiplication, two evaluations of N-vector scalar 
products, one quotient of two scalars and one multiplication of an N-vector 
by a scalar, i.e. N 2 f 3 N multiplications, N2 + N - 1 additions and one 
division). Similarly, we find that the two point a/d process requires 2N2 f 
O(N) arithmetic operations with Procedure 2 and N2 + O(N) with Procedure 
3. Thus the cost of the speedup of convergence produced by the a/d process 
is reasonable. 
6. PART A OF THE MULTIPOINT A/D PROCESS 
We now turn to estimating the effectiveness of the multipoint a/d 
process [cf. (3.3)-(3.7)]. For Part A we employ a different method than in 
the cases of the one and two point a/d processes discussed in Sec. 4. The 
method here is more concise than the former and may even be applied to the 
cases in Sec. 4. However, the former approach exposes geometric aspects of 
our methods which are of interest. 
For clarity we take s = R, so that the system of linear equations [cf. (3.7)], 
x-z=Qy, (6.1) 
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corresponds to an R-dimensional linear manifold in RN called L and which 
contains the points xY,xY+l,...,xY+R (produced by relaxation). Part A of the 
analysis of the multipoint a/d process consists of showing that x* is close to 
P(r*), its orthogonal projection onto L. In this section we show that the 
distance between x* and L is O@L+J. 
We recall that the 4, i=l,..., N, are the eigenvalues of I-A, and that 
[compare (4.2)] 
1> ]A,] > ]hz] a . . . > 1X,(. 
Our estimates do not require that the eigenvalues be distinct, but in 
order to simplify this exposition we will give the proof for the case that there 
are N linear independent eigenvectors +‘, i = 1,. . . , N. [This latter property 
holds if the matrix A of (2.1) is symmetric or if the system (2.1) has been 
symmetrized.] 
We claim that there exists a point 3i~ L which is close to x*-in 
particular, that 
(p-x*/l = 0(X,+,). (6.3) 
Then a fortiori 
w*> -x*11 = O@,“+,). 6-w 
REMARK 6.1. This estimate can be improved to O(A,‘+ s+ r) if there are S 
coincidences among the {A,, . . . ,AR+s}. That this is true is observed in the 
proof of the Theorem 6.1 to follow. 
Thus ((x*--XV]] >O(AJ ( as is the case at hand, since the x” are produced 
by relaxation), and if the conditions (4.13) and (4.14) hold, then the estimate 
furnished by Part A of the analysis is O(hL+r/h:). 
We collect these observations into the following theorem (which for 
R = 1 reduces to Theorem 4.1). 
THEOREM 6.1. Let +k, k=l ,. ..,M, be a maximal set of linearly i&e- 
pendent eigenvectors of Z-A, and let \, k = 1,. . . , M, be the wrrespmding 
eigenvalues. In particular suppose that 
Let r, be the dimension of the invariant subspace corresponding to the pair 
(TI,,+~), k=l,..., M. 
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lf s GM is any positive integer such that 
i+,+17 
then 
1)x* - P(x*)ll<o(A$!,J. 
In particular, 
11x* - P(x*)ll <O(G+,), 
if Z-A has N linearly independent eigenvectors 
I&l* 
(6.6) 
(6.7) 
(6.8) 
and l>(A,] > IX,] > . . . > 
Proof. We give the proof for the case M = N. It remains to demonstrate 
the existence of 12 E L which satisfies (6.3). We accomplish this by producing 
the scalars (ys, s=O,..., R, C~,,(Y,= 1, such that 
(6.9) 
has the desired property. Now [cf. (4.17)] 
Observe that the system 2t_o~,hiy+s = 0, i = 1,. . . , T, has a solution for 
q,crr ,..., f_xr_i. for any T-l ,..., R, since the corresponding coefficient 
matrix is a Vandermonde matrix. We may accomplish this even if there are 
coincidences among the 4, since then the system is underdetermined. 
Indeed, if there are S coincidences among {h,, A,, . . . ,hR+s}, we may even 
take T as large as T= R + S. this concludes the proof of the theorem and of 
the Remark 6.1 as well. n 
7. PART B OF THE ANALYSIS OF THE MULTIPOINT A/D 
PROCESS. PARTS A AND B COMBINED 
In this section we will study Part B of the analysis of the multipoint a/d 
process. We retain all of the notation of Sec. 6 (Part A of the analysis). Thus 
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we are concerned with estimating the cosine of the angle between the R 
dimensional manifold L, 
x-g=Qy, (7.1) 
and the N-R dimensional manifold H, 
ZAx = Zb. (74 
Then combining this result with the result of Sec. 6 gives an estimate of 
the effectiveness of the multipoint a/d process. 
Let Mk denote the kth row of a matrix M, and recall that f a - fl is the 
angle between L and H. Then 
cog= min max ((ZNk,Qd . 
l<k<R Y llGwkll * ll@/ll 
(7.3) 
We estimate cosp by extending Procedures l-3 of Sec. 5 to the case at 
hand. 
PROCEDURE 1. Set 
Z=Q’A-’ or ZA=Q’. (74 
Then for any k=l,...,R, we have 
(Q’jkQY (Q’jkQk 
mya” II(Q’)kll * IlQvll = II(Q’)kll* llQkll = ‘* 
(7.5) 
PROCEDURE 2. Set 
Z = Q’A: 
Then for any k=l,...,N, 
sk 
:= ma (Q’AWkQy (Q’) kA’~Qtj 
y ll(Q’A’A)‘Il* IIQYII = my” ll(Q’)kA’41* IIQVII 
) (Q’)kA’AQk II(Q’)kA’l12 
lI(Q’)kA’All-lIQkll = II(Q’)kA’41~IlQk~-‘Il 
(7.6) 
> II(Q’)kA’l12 1 
II(Q’)kA’Ij* IlAll. IIQkAIl *llA-‘II = IIAII. IW’II ’ 
(7.7) 
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where the last inequality follows from an application of the Schwartz 
inequality. Thus 
1 
cosp > - 
/J(A) * 
PROCEDURE 3 . Here A is positive symmetric, and we take 
Z-Q’. 
Setting 
we find 
w-9 
(7.9) 
(7.10) A= D'D, 
s, = max (Q’Jk”‘DQy 
y II(Q’)k~‘WllQ~ll * 
(7.11) 
As in (7.7), we may derive the analogous estimate: 
1 
cosp > - 
40) * 
(7.12) 
Collecting our estimates for l/(cosp 1, we can formulate a theorem 
analogous to Theorem 5.1. The projected theorem can be combined with 
Theorem 6.1 to produce a corollary analogous to CoroIIary 5.2 and which 
characterizes the effectiveness of the multipoint a/d process. We forego the 
explicit formulation of this projected theorem and its corollary. We conclude 
this section with a remark concerning the computational cost. 
REMARK 7.1. The number of arithmetic operations involved in the 
multipoint a/d process in the cases Z = Q’A’ and Z = Q’ (Procedures 2 and 
3) is 0(RN2), as before (cf. Remark 5.1). Thus the cost of the speedup of 
convergence produced by the a/d process is reasonable. 
8. NUMERICAL EXPERIMENTS 
In this section we present the results of experiments which illustrate our 
methods and which show them to be effective. The effectiveness is not 
universal, since the condition number of the matrix in question may be 
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excessive, and we include some such cases by way of illustration. We also 
display some computations which confirm the asymptotic form of the 
improvement produced by the a/d process as enunciated in our theory. We 
select candidates for the matrix Z-A [cf. (2.1)], I the identity matrix, from 
four classes, the generic elements of which are denoted 10, R, N and M, 
respectively. A subscript is appended to these matrices which denotes its 
order and which identifies the matrices sufficiently for our purposes. 
Input-output economics. The first class of matrices, IO, corresponds to 
input-output economics. We determine ZO, and ZO, respectively, from 
Table 7 and Table 24 in [4]. For example, in the Table 24 referred to, we 
find a 43 X43 table of input-output data as well as the corresponding 
solution for the economic system of the United States for a certain year. A 
system of the form (2.1) from which the solution is extractable is constructed 
as follows. A row and corresponding column of the 43 X 43 table are selected 
(any will do, but in our case we select the 43rd, which corresponds to the 
sector of unallocated products). The remaining 42 X42 matrix is normalized 
by dividing its kth column by its kth row sum for each k = 1,. . . ,42. The 
resulting matrix is ZO,,. The deleted 43rd column of the table, from which in 
turn the 43rd entry is deleted, is the vector b [cf. (2.1)]. ZO, is constructed 
analogously from the Table 7 referred to, wherein the deleted column is the 
10th and corresponds to the sector of household consumption. 
Run&m matrices. The matrices Z? and N are randomly selected matrices 
which are suitably normalized. The entries of R are chosen from the interval 
[0, 11; those of N, from the interval [ - 1, 11. (Since it is not significant for our 
purposes, we do not further specify the method of generation of the random 
numbers.) The normalization of the resulting matrices R and N is accom- 
plished by dividing them by X,/O.!%, where X, is the dominant eigenvalue of 
each matrix. Thus all of the resulting R and N matrices have 0.99 for a 
spectral radius. The corresponding vector b is selected randomly as well. 
A matrix from finite differences. M is a matrix which is identically zero 
except for its entries on both of the principal off-diagonals. The latter entries 
are set equal to 0.5. This matrix is a well-known model problem in finite 
difference methods and arises in the discretization of the differential equa- 
tion U” - f. It is also a matrix of the types considered in [3] and [5]. The 
corresponding vector b is an arbitrarily chosen one. 
In Tables l-7 we list the number of iterations required to achieve a 
tolerance for the relative error 
In all cases the initial vector 
x0=0. (8.2) 
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TABLE 1 
THE MATRIX 10, 
loglOER SR B, P21 P22 P21 P22 P31 P31 
-1 5 5 5 5 5-10 5 5 5 
-2 11 8 7 6 - 11 7 6 
-3 17 12 12 7 13 11 7 
-4 24 15 16 11 11 17 13 11 
-5 37 18 18 15 12 21 16 16 
-6 43 22 22 18 16 24 18 18 
-7 49 24 25 22 20 27 22 22 
-8 50 27 28 26 27 26 
-9 58 31 31 29 28 31 
- 10 63 31 34 33 32 34 
Policy 
5 5 5 10 10 5 5 
5 5 5 5 5 5 5 
5 5 5 5 5 5 5 
5 . . 
TABLE 2 
THE MATRIX 10, 
log,,ER SR B, B, B, B,, P21” P22 P22 P31” P32 
- 1 10 7 10 10 5 10 10-20 10-20 
-2 38 21 22 38 8 
-3 82 37 40 74-85 13 
-4 129 56 57 - 19 
-5 176 72 76 - 26 
-6 224 91 92 - 32 
-7 271 107 111 86 49 
Policy 
5 10 42 5 
5 5 42 5 
5 5 5 
11 - - 
12 - - 
48 - - 
68 - - 
71 21 21 
76 22 22 
“No significant change compared to SR for a variety of policies. 
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TABLE 3 
J% B2 B bs 10 P21 P22 P31 P32 
9 - 9 966-6- 
70 6 12 12 7 11 - 11 - 
241 12 13 13 11 12 - 12 - 
464 16 14 17 12 16 6 16 6 
695 17 17 45 16 17 - 17 - 
926 22 66 48 36 21 7 21 7 
1157 23 22 11 22 11 
Policy 
5 10 10 5 5 5 5 5 
55555555 
55555 5 
555. 5 5 
. . . 
. . . 
TABLE 4 
THE MATRIX ft 1m 
log,oER SR B, B1 P21 P22 P31 P32 
-1 10 7 10 7 - 6 - 
-2 70 11 12 11 - 7 - 
-3 241 12 17 12 - 11 - 
-4 464 13 18 13 6 12 6 
-5 695 17 19 15 7 16 7 
-6 926 18 22 17 8 17 8 
-7 1157 21 18 9 19 9 
Policy 
5 10 5 5 5 5 
5 5 5 5 
5 5 5 5 
5 
The column labels, which we now explain, refer to the computational 
process used. 
SR: This is the label for (simple) relaxation, i.e. with no acceleration 
employed. 
Ba: This is the label for the basic method (cf. Sec. Z), where R denotes 
the number of aggregates. For convenience the partition is always chosen 
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TABLE 5 
THE MATRIX Nm 
log,,ER SR B1 P21” P22 P22 P22 P31 a P32 
-1 33 10 6 - 33-40 6 
-2 267 40 12 - - 16 
-3 498 66 21 - - 23 
-4 731 100 29 25 - 31 
-5 962 125 37 28 41 41 
-6 1194 216 46 45 43 51 
Policy 
29 X5b 5 20 40 5 
5 5 5 
5 5 5 
. . 
. 9 
. . 
’ No convergence for a variety of policies. 
b This policy consists of 29 fives followed by no further aggrega- 
tions. 
TABLE 6 
THE MATRIX N, 
log,ER SR B, P21 P22 P31 P32 P32 I’32 
-1 9 9 9 9 9 9-25 9-30 930 
-2 69 34 24 11 16 - - - 
-3 240 79 33 17 33 - - - 
-4 463 280 44 36 53 26 - - 
-5 693 510 67 46 63 28 31 31 
-6 925 742 75 66 69 31 36 34 
Policy 
30 10 10 10 25 30 30 
29x58 10 10 10 5 5 
10 10 10 
5 . 
. . . 
. . . 
a This policy consists of 30 followed by 29 fives, followed by no 
further aggregations. 
lexicographically. (For example, R = 3 and N = 9 corresponds to H EG = 
{G,,G,,G,}, where G,={1,2,3}, G,={4,5,6} and G3={7,8,9}.) Other 
partitions were in fact tried, and the results reported on are typical. For the 
ith component of the vector 2, we take zi = (xi”)- ‘. This is one of the simplest 
choices which renders dimensionless all terms in the sums of defining the 
aggregated system [cf. (2.2)-(2.3)]. 
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TABLE 7 
THE MATRu( it&, 
log,oER SR B5 P21 P22 P22 P31 P32 
-1 6 6 6 6 6 6 6 
-2 37 14 11 16 21 10 11 
-3 88 21 19 21 2730 19 14 
-4 144 28 32 54 - 32 25 
-5 199 36 46 91 31 46 42 
-6 255 43 59 131 41 59 54 
-7 311 54 72 161 46 72 65 
Policy 
5 5 5 20 5 5 
5 5 5 10 5 5 
5 5 5 10 5 5 
5 
P21: This is the label for the method corresponding to Procedure 2 [cf. 
(5.7)], wherein 
z= $A’. (8.3) 
I= 1 corresponds to the one point method, i.e. 
while J=2 corresponds to the two point method, i.e. 
P3J: This is the table for the method corresponding to Procedure 3 [cf. 
(5.1 l)], wherein 
z=i’. (84 
J- 1,2 have the same meaning as in P2J. 
At the bottom of each table we find a section labeled “Policy,” with 
columns which are sequences of integers, nr,ns.. . . This indicates that the 
relevant a/d process was employed after the first n, relaxation steps, then 
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FIG. 2. Illustration of asymptotic error estimates. 
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FIG. 3. Graphical view of error table (Table 2). 
again after n, more relaxation steps, etc. Of course, as always, the interven- 
ing steps are steps of (simple) relaxation. 
In Fig. 2 we display a plot related to the computations illustrated in 
Table 1 and which illustrates the asymptotic error estimates (5.15) and (5.16). 
In this figure ER, denotes the error ER [cf. (S.l)] after v relaxation steps 
have been applied to the initial approximation. El& denotes ER after one 
aggregation which follows the Y relaxation steps. 
In Fig. 3 we display a graphical version of the Table 2. Namely, we plot 
columns 2, 4, 6, 9, 11 (SR,B1,B,,,P22,P32) versus Y. 
The authors are grateful to F. Chatelin for helpful discussions and to L. 
R. Pan for assistance with the computations reported on in Sec. 8. 
METHODS OF AGGREGATION 257 
I REFERENCES 
1 N. Bahvalov, On the convergence of a relaxation method with natural con- 
straints on the elliptic operator, i. Vy&Z. Mat. 6&X-885 (1966). 
2 A. Brandt, Multilevel adaptive solutions to boundary-value problems, Math. 
camp. 31333-390 (1977). 
3 R. P. Fedorenko, The speed of convergence of one iterative process, 2. VyEisZ. 
Mot. 1:922-927 (1961); 4559-564 (1984). 
4 W. Leontief, The Stnrcture of the American Economy 1919-1939, Oxford U.P., 
New York, 1951. 
5 W. L. Miranker, Hierarchical relaxation, IBM Thomas J. Watson Research 
Center Report No. RC 8889, 1977, to appear in Computing. 
6 W. L. Miranker and V. Ya. Pan, Methods of aggregation, IBM Thomas J. Watson 
Research Center Report No. RC 7464, 1979. 
7 R. A. Nicolaides, On multiple grid and related techniques for solving discrete 
elliptic systems, J. Computational Phys. 9:418-431 (1976). 
8 R. A. Nicolaides, On the L2 convergence of an algorithm for solving finite 
element equations, Math. Comp. 31:892-906 (1977). 
9 R. S. Varga, Matrix Zterative Anulysi.s, Prentice-Hall, 1982. 
10 D. M. Young, Iterative Solution of Large Linear Systems, Academic, 1971. 
Receioed 20 January 1979; tied 24 April 1979 
