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Chapitre 1
Contexte du travail
Cette the`se s’inscrit a` mi chemin entre les recherches qui sont mene´es au De´partement Au-
tomatique de Supe´lec sur la commande robuste et celles qui sont conduites a` la Direction de la
Recherche de Renault sur la re´alisation de syste`mes multi-objectifs et multi-actionneurs pour
le pilotage de ve´hicules le´gers.
Elle se doit donc d’eˆtre le trait d’union entre ces deux mondes, pour permettre d’appliquer
les techniques robustes de l’Automatique de´veloppe´es dans l’industrie l’automobile et en accord
avec les exigences de ce secteur.
Dans le domaine du controˆle de la dynamique du ve´hicule, l’industrie automobile a de´veloppe´
dans un premier temps des syste`mes de controˆle monoactionneurs capables de piloter une
seule dynamique a` la fois. Vues les nouvelles exigences de l’industrie automobile en termes de
performances et de confort cette approche s’ave`re limite´e. Il s’ave`re donc ne´cessaire d’e´tudier
une nouvelle structure permettant d’utiliser ensemble diffe´rents syste`mes de controˆle de la
dynamique d’un ve´hicule afin de satisfaire ces performances. Des tentative en ce sens ont e´te´
introduites par certains e´quipementiers pour des voiture haute gamme, en faisant coope´rer
plusieurs syste`mes monoactionneurs. Plus ge´ne´ralement, cette nouvelle structure a` mettre en
place, qui est appele´e ”Controˆle Global de Chassis”, doit donc piloter conjointement tous ces
syste`mes pour permettre :
– des gains en confort et en se´curite´ active, par la gestion optimise´e des diffe´rents action-
neurs.
– d’assurer la fiabilite´ du syste`me global, par des e´tudes de robustesse multivariables et un
pilotage intelligent et coordonne´ des diffe´rents syste`mes.
– un dimensionnement au plus juste des diffe´rents syste`mes.
Nous venons d’introduire les attentes de l’industrie automobile vis-a`-vis de ce nouveau
syste`me de controˆle du comportement du ve´hicule. Il est e´vident que l’Automatique peut y
re´pondre de fac¸on satisfaisante. En effet depuis plusieurs anne´es l’Automatique a affronte´ et
propose´ des solutions aux proble`mes multicrite`res ainsi qu’aux proble`mes de robustesse de lois
de commande. Les lois que l’Automatique peut de´velopper pour l’industrie automobile doivent
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re´pondre aux points suivants :
– la robustesse de fonctionnement face a` des variations de parame`tres en termes de perfor-
mance et de stabilite´.
– un parame´trage/typage aise´ des lois de commande : il faut pouvoir modifier facilement les
lois en cas de changement de configuration lors d’essais sur ve´hicule.
– la possibilite´ d’ajouter de nouvelles prestations pour ame´liorer le confort et la se´curite´
– la re´duction des couˆts au strict ne´cessaire par un choix et un dimensionnement des cap-
teurs et des actionneurs.
En partant de ces constatations, il est possible de de´finir les objectifs de cette the`se qui
sont :
– de´velopper des commandes de gestion simultane´e de deux ou trois actionneurs et mettre
en avant les gains obtenus en terme de confort, de se´curite´, de couˆt et de fiabilite´
– dimensionner au plus juste les actionneurs et les capteurs retenus
2
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Introduction
2.1 Motivations
Aujourd’hui lorsque nous regardons un ve´hicule routier, il est possible de constater la
pre´sence de plus en plus importante de l’e´lectronique. Nous avons pu assister ces dernie`res
anne´es a` un de´veloppement des syste`mes d’aide au freinage d’urgence et d’aide au suivi de
trajectoire.
Nous devons le de´veloppement de ces syste`mes a` la constatation faite par les constructeurs
automobiles, que plusieurs de leurs clients n’e´taient pas capables de controˆler leur ve´hicule
lorsque celui-ci accentuait certaines de ses caracte´ristiques naturelles, comme par exemple le
survirage dans le cas d’un ve´hicule a` propulsion. L’introduction de ce type de syste`mes a donc
permis de limiter les proble`mes lie´s a` la conception du ve´hicule et a permis aux constructeurs
de proposer des ve´hicules plus suˆrs et plus faciles a` conduire par un conducteur inexpe´rimente´.
Afin de mieux comprendre les situations qu’un conducteur quelconque n’est pas capable de
ge´rer et qui peuvent eˆtre soit source d’accident soit source d’un mauvais comportement, des
e´tudes ont e´te´ mene´es par les constructeurs. Parmi celles-ci nous pouvons rappeler celle re´alise´e
par l’EESAR [DHMS05]. En regardant cette e´tude il est possible de constater que presque la
moitie´ des accidents impliquant des ve´hicules le´gers concerne des ve´hicules en train d’effectuer
soit un freinage soit une action volant afin d’e´viter un obstacle sur la route. Il est donc facile de
constater que le ve´hicule n’a pas pu re´pondre de fac¸on satisfaisante a` l’attente du client et en
conse´quence il n’a pas pu e´viter l’accident. Ces e´tudes ont eu aussi la capacite´ de fournir aux
constructeurs un ensemble de situations de conduite sur lesquelles de´finir les prestations vise´es
par ces syste`mes e´lectroniques.
La de´finition de ces performances ainsi que des standards de satisfaction de la cliente`le tou-
jours plus e´leve´s a conduit au de´veloppement de plusieurs syste`mes e´lectroniques ; parmi eux il
est possible de trouver les syste`mes sense´s controˆler le moteur, ceux conc¸us pour e´viter le pa-
tinage des roues, ceux qui ont pour but d’empeˆcher le blocage des roues et les syste`mes conc¸us
pour effectuer le suivi de trajectoire. Lorsque nous regardons les ve´hicules vendus aujourd’hui
en Europe, il est possible de constater que tous sont e´quipe´s d’au moins un de ces syste`mes.
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La ne´cessite´ de re´aliser ces syste`mes comporte en soi deux proble´matiques : la premie`re est
de re´aliser des syste`mes d’aide a` la conduite agissant chacun sur un ou plusieurs organes du
ve´hicule. La deuxie`me est de faire travailler ensemble tous ces syste`mes.
Chaque syste`me d’aide a` la conduite est base´ logiquement sur des lois de commande. Ces
lois devant conside´rer le fait que le ve´hicule est un syste`me complexe qui est sujet a` plusieurs
incertitudes : des parame`tres comme la masse, la vitesse, l’adhe´rence, les perturbations late´rales
ainsi que les caracte´ristiques de la route sont soit mal connues, soit inconnues.
Pour re´aliser ces lois il est possible d’utiliser les compe´tences de´veloppe´es par l’automatique
qui pendant ces dernie`res anne´es a propose´ des solutions a` ce type de proble`mes. Ne´anmoins
toutes les me´thodologies ne sont pas ade´quates pour re´soudre notre proble´matique : les me´thodes
utilisant des correcteurs du type PID ou a` gains constants ne sont plus suffisantes pour satis-
faire les performances envisage´es par le constructeur automobile [AGS+95].
Les lois ne´cessaires pour satisfaire pleinement notre proble`me doivent satisfaire des crite`res
de robustesse tre`s importants. La conception des lois de commande est donc un proble`me de
robustesse vis-a`-vis des incertitudes et des perturbations. Il nous a donc paru logique d’utiliser
les me´thodologies H∞ qui sont aujourd’hui largement utilise´es pour la solution des proble`mes de
robustesse et dont les re´sultats the´oriques sont bien connus. Ces me´thodologies de commande
ont fait l’objet de plusieurs anne´es d’activite´ de recherche au sein du de´partement Automatique
de Supe´lec qui ont abouti entres autres a` diffe´rentes travaux [Mam92], [Fon95], [Sco97], [VC98],
[Hir99] et [Rah04].
Il est sans doute simple de constater que le comportement d’un ve´hicule change en fonction
de sa vitesse. Cette constatation a conduit plusieurs auteurs a` utiliser des controˆleurs capables
de prendre en conside´ration cette caracte´ristique. Dans plusieurs solutions ces controˆleurs sont
obtenus a` partir de cartographies en utilisant des techniques d’interpolation. Cette solution
n’est pas toujours tre`s satisfaisante vis-a`-vis de la robustesse et du comportement lors de varia-
tions rapides de la vitesse qui reste dans ces circonstances difficilement maˆıtrisable. Face a` cette
situation, les me´thodologies LPV se pre´sentent comme une extension naturelle des me´thodes
H∞. En utilisant cette the´orie, il est possible de calculer des controˆleurs capables d’e´voluer en
fonction de la vitesse et aussi capables de garantir les proprie´te´s de robustesse ne´cessaires.
Nous avons aussi besoin de pouvoir e´valuer la robustesse vis-a`-vis des incertitudes pa-
rame´triques, les outils fournis par la µ-analyse qui ressortent eux aussi du meˆme cadre nous
permettront de re´pondre de manie`re comple`te a` cette exigence.
En partant de ces conside´rations, il est possible d’obtenir plusieurs syste`mes d’aide a` la
conduite chacun agissant sur un ou plusieurs organes du ve´hicule. Logiquement chaque syste`me
pre´sente des avantages vis-a`-vis de certaines situations de conduite et des de´savantages par rap-
port a` d’autres situations. Il est aussi possible de constater que les de´savantages d’un syste`me
ne sont pas forcement communs avec ceux des autres. Il est donc possible d’envisager de faire
travailler ensemble plusieurs controˆleurs afin d’exploiter de fac¸on optimale les avantages de
tous ces syste`mes et de minimiser leurs de´savantages. La re´ponse a` ce proble`me est donc le
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de´veloppement d’un syste`me de controˆle inte´gre´ pour ve´hicule [AHB03] (IVCS en anglais).
Les principaux constructeurs automobiles et les principaux fournisseurs ont de´veloppe´ leur
propre solution, par exemple, Toyota a de´veloppe´ et commercialise´ le syste`me VDIM (Vehicle
Dynamics Integrated Management), tandis que Bosch de son coˆte´ a introduit sur le marche´ le
syste`me VDC (Vehicle Dynamics Control).
Pour mieux comprendre l’importance de de´velopper un syste`me capable de faire coope´rer
plusieurs controˆleurs a` la fois, il est possible de reprendre rapidement les concepts intro-
duits dans [TII92]. Supposons qu’on veuille e´valuer le ve´hicule vis-a`-vis de deux performances
diffe´rentes que nous appellerons par la suite performance a et performance b. La premie`re per-
formance est garantie avec le syste`me A, tandis que la deuxie`me est garantie par le syste`me B.
La coope´ration des deux controˆleurs pour aboutir aux meilleures performances est introduite
sur la Figure 2.1. Il est possible de comprendre que lorsque les deux syste`mes sont ensemble sans
aucune pre´caution (A+B) les performances obtenues sont moins bonnes que celles obtenues
lorsque les deux sont utilise´s selon une logique pre´cise (A*B).
performance A
performanceB
B
A
A+B
A*B
Fig. 2.1 – Coope´ration des Controˆleurs
Il est donc facile de comprendre l’inte´reˆt d’utiliser une structure de commande capable de
faire coope´rer plusieurs syste`mes en meˆme temps. La figure 2.1 illustre, que les performances
atteignables, avec une structure de commande capable de faire coope´rer plusieurs syste`mes
d’aide a` la conduite, sont toujours lie´es aux performances que chaque syste`me peut ame´liorer
se´pare´ment. Il en de´rive que si nous voulons ame´liorer les performances du ve´hicule dans toutes
les situations de conduite, nous sommes oblige´s d’utiliser des syste`mes d’aide a` la conduite agis-
sant sur tous les organes du ve´hicule. Cette solution est sans doute couˆteuse et donc rarement
envisage´e. Il est donc ne´cessaire de choisir une combinaison des syste`mes d’aide a` la conduite
qui soit capable de satisfaire un sous-ensemble de performances P1 le plus proche possible de
l’ensemble de performances globales P ⊇ P1 vise´. Il y a plusieurs possibilite´s pour faire coope´rer
les controˆleurs. Parmi les structures possibles, on peut en de´gager trois dont les caracte´ristiques
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permettent de couvrir l’inte´gralite´ des structure existantes.
La structure la plus simple est celle de la figure 2.2, qui fait intervenir deux niveaux : le
niveau bas ou` il y a tous les controˆleurs de´die´s a` l’asservissement des actionneurs et le niveau
haut ou` il y a les controˆleurs capables de piloter le comportement de la voiture. Les controˆleurs
du niveau haut sont conc¸us pour pouvoir communiquer et e´changer des informations comme,
par exemple, des mesures ou leur action sur les actionneurs. Dans cette structure tous les
controˆleurs de niveau haut ont les meˆmes droits. Il est donc possible d’avoir parfois des conflits
entre eux. Pour pouvoir e´viter les conflits et pour effectuer l’arbitrage entre les controˆleurs il
est ne´cessaire d’introduire soit des priorite´s entre les controˆleurs soit un troisie`me niveau qui
est de´die´ a` la supervision de la structure (Figure 2.3). Le superviseur est donc conc¸u pour ge´rer
les conflits et pour piloter les controˆleurs des manie`re optimale. Une autre taˆche du superviseur
peut aussi eˆtre de piloter les controˆleurs en fonction des attitudes du conducteur et donc de
re´aliser un controˆle ”adaptatif” comme propose´ dans [FSB+88].
L’avantage de ces deux structures est leur modularite´ : il est possible de pre´voir d’ajouter
ou de supprimer des actionneurs sans de´naturer la structure. Bien suˆr parmi les solutions exis-
tantes il est possible d’en pre´voir une ou` il y a un seul controˆleur capable de controˆler tous les
actionneurs, comme par exemple celle de la figure 2.4. Cette structure a le gros inconve´nient
de manquer de modularite´ : lorsqu’un actionneur est supprime´ il est ne´cessaire de proce´der a`
une nouvelle synthe`se de loi de commande.
Parmi les trois structures propose´es, celles de´finies dans les figures 2.3 et 2.4 sont d’un
point de vue industriel plus inte´ressantes : la simple somme de plusieurs controˆleurs sans une
forme d’intelligence supe´rieure ne permet pas d’optimiser les performances atteignables par les
syste`mes employe´s, comme de´ja` illustre´ dans le diagramme des performances de la figure 2.1.
La de´finition de ces nouvelles structures introduit des nouveaux proble`mes : la de´finition
d’une structure de supervision et la de´finition d’une strate´gie pour faire coope´rer les controˆleurs.
Il est possible de trouver des solutions a` ces deux proble´matiques en utilisant des re´sultats de
la the´orie de syste`mes hybrides, en ce qui concerne la supervision, des me´thodologies d’optimi-
sation, en ce qui concerne la coope´ration des controˆleurs.
Système 1 Système 3 Système NSystème 2
Véhicule
Contrôleur 1 Contrôleur 2 Contrôleur 3 Contrôleur N
Fig. 2.2 – De´finition d’une structure monovariable
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Système 1 Système 3 Système NSystème 2
Véhicule
Superviseur ou Contrôleur Maitre
Contrôleur 1 Contrôleur 2 Contrôleur 3 Contrôleur N
Fig. 2.3 – De´finition d’une structure avec superviseur
Système 1 Système 3 Système NSystème 2
Véhicule
ContrôleurMultivariable Centralisé
Fig. 2.4 – De´finition d’une structure multivariable
2.2 Structure du Me´moire
Nous avons de´cide´ de structurer le me´moire en cinq chapitres principaux (chapitres 3 a` 7)
qui sont suivis par des conclusions.
Nous introduirons d’abord les outils the´oriques (chapitre 3) qui sont utilise´es soit pour
effectuer la synthe`se des lois de commande soit pour en analyser la robustesse a` savoir les
me´thodologies H∞ et LPV que nous avons choisis pour effectuer la synthe`se de controˆleurs.
Vue la forte dispersion des parame`tres me´caniques d’un ve´hicule, il est inte´ressant d’effectuer
une analyse de robustesse des lois obtenues.
Le chapitre 4 est de´die´ a` la mode´lisation du ve´hicule qui est utilise´e pour synthe´tiser et
7
CHAPITRE 2. INTRODUCTION
valider les lois de commande.
Nous introduisons par la suite dans le chapitre 5 les premie`res lois de commande. Ces
lois sont capables d’agir sur un seul actionneur a` la fois, c’est-a`-dire qu’elles correspondent
aux controˆleurs du deuxie`me niveau de la deuxie`me structure. Ces controˆleurs sont utilise´s
e´galement dans le chapitre suivant.
L’e´tape suivante, re´sume´e dans le chapitre 6, a logiquement aborde´ l’analyse comparative
de la deuxie`me et de la troisie`me architecture. Elle a permis de tirer des conclusions sur les
deux architectures d’un point de vue automatique. Les re´glages des structures que nous avons
pre´sente´es sont valables dans une situation de conduite tre`s particulie`re. Les deux structures
ne´cessitent donc la pre´sence d’un superviseur capable de comprendre la situation de conduite
et d’activer les bons controˆleurs avec les bons re´glages.
Nous avons termine´ notre travail (chapitre 7) par une e´tude des besoins des architectures et
de leurs controˆleurs d’un point de vue capteurs et actionneurs. Les exigences du point de vue
couˆt et consommation, mais e´galement la possibilite´ d’implanter les solutions que nous avons
pre´sente´es dans un ve´hicule ont e´te´ aborde´es.
Dans ce me´moire, les deux derniers chapitres n’ont pas pu eˆtre reproduits inte´gralement
pour des raisons de confidentialite´. Ne´anmoins les e´tudes entreprises ont e´te´ re´sume´es dans ce
me´moire tandis qu’elles sont expose´es en de´tails dans un document annexe a` cette the`se qui a
e´te´ transmis a` l’entreprise Renault.
La fin de cette de´marche est ponctue´e par une conclusion sur les architectures utilise´es et
sur les solutions automatiques introduites (chapitre 8). Le document est comple´te´ par 3 an-
nexes pre´sentant les mode`les de pneumatique, des mode`le de re´fe´rence aujourd’hui utilise´s dans
le domaine automobile (qui sont ne´cessaires pour interpre´ter la volonte´ du conducteur) et un
exemple d’e´criture du mode`le pour l’analyse de robustesse.
Tous les re´sultats pre´sente´s dans cette the`se sont le fruit de simulations re´alise´es en utili-
sant un simulateur non line´aire de la dynamique de´veloppe´ par Renault. Ce simulateur nous
a permis de bien reproduire le comportement du ve´hicule en simulation et d’avoir un premier
moyen de validation des lois de commande.
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Chapitre 3
Rappels The´oriques
3.1 Les Ine´galite´s Matricielles Line´aires : LMI
Les Ine´galite´s Matricielles Line´aires, commune´ment appelle´es LMI, constituent un outil de
base dans la re´solution des proble`mes d’optimisation convexes sous contraintes qui sont tre`s
largement pre´sente´s et utilise´s dans la suite. Ce paragraphe a donc pour but d’introduire les
principales proprie´te´s the´oriques ne´cessaires par la suite.
3.1.1 Contexte ge´ne´ral
Nous pouvons faire remonter l’utilisation des LMI a` la fin du dix-neuvie`me sie`cle, lorsque
Lyapunov a introduit des conditions de stabilite´ pour les syste`mes line´aires sous la forme
x˙(t) = Ax(t). La stabilite´ d’un tel syste`me est e´quivalente a` l’existence d’une matrice P
syme´trique et de´finie positive telle que ATP + PA < 0. Aujourd’hui un des objectifs est d’ex-
primer les proble`mes d’automatique complexes via le formalisme LMI. Le but est d’aboutir a`
une solution par optimisation convexe.
3.1.2 De´finitions et the´ore`mes
Nous introduisons maintenant les the´ore`mes et les lemmes caracte´ristiques de l’approche par
LMI. Nous n’avons pas l’ambition ici d’eˆtre exhaustifs sur l’apport des LMI, nous renvoyons
les lecteurs inte´resse´s au sujet a` [BGFB94] ou a` [SW05].
La matrice X ∈ Rn×n telle que X = XT est de´finie positive si et seulement si :
∀x ∈ Rn − {0} note´ aussi Rn
⋆
, xTXx > 0
De´finition LMI Une Ine´galite´ Matricielle Line´aire peut eˆtre exprime´e sous la forme [BGFB94] :
F (x) = F0 +
m∑
i=1
xiFi > 0
ou` x = (x1, . . . ,xm) ∈ R
m est le vecteur des m variables et Fi = F
T
i ∈ R
m×m sont des
matrices syme´triques de´finies positives. Il est aussi possible de trouver des LMI non strictes qui
auront la forme F (x) ≥ 0, dans ce cas les matrices sont semi-de´finies positives. Par la suite, les
contraintes sont sous la forme F (x) < 0; cette LMI est equivalente a` −F (x) > 0.
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Introduction de norme via les ine´galite´s matricielles
Norme H2 Soit un syste`me stable et strictement propre de matrice de transfert G(s) et de
repre´sentation d’e´tat minimale (A,B,C,0). La norme H2 de G(s) s’exprimera par l’une des deux
e´quations e´quivalentes suivantes :
||G||2 =
√
inf
P=PT
{trace (CPCT ) /AP + PAT +BBT < 0}
=
√
inf
Q=QT
{trace (BTABT ) /ATQ+QA+ CTC < 0}
Norme L∞ et H∞ Soit le syste`me line´aire de´crit par la repre´sentation d’e´tat minimale :{
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
ou` : A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n et D ∈ Rp×m.
La fonction de transfert d’un tel syste`me est :
T (s) = C (sI − A)−1 B +D
Lorsque T (s) n’a pas de poˆles sur l’axe imaginaire, il est possible de caracte´riser la norme L∞
et H∞ de la fonction de transfert avec les ine´galite´s matricielles en utilisant le lemme suivant :
Lemme 3.1.1 Les deux propositions suivantes sont e´quivalentes :
– ||T (s)||∞ < γ
– il existe une matrice X ∈ Rn×n syme´trique solution de l’ine´galite´ matricielle :A
TX +XA XB CT
BTX −γI DT
C D −γI
 < 0
Lors de l’e´tude de la stabilite´ d’un syste`me, une condition sur la matrice X doit eˆtre ajoute´e.
Ce re´sultat est connu sous le nom de ” Lemme Borne´ Re´el ” [BGFB94].
Lemme 3.1.2 (Lemme Borne´ Re´el) Si le syste`me est stable alors ||T (s)||∞ < γ si et seule-
ment si il existe une matrice X syme´trique de´finie positive solution de la LMI :A
TX +XA XB CT
BTX −γI DT
C D −γI
 < 0 (3.1)
Ce lemme est aussi valable si ||T (s)||∞ ≤ γ : il est alors suffisant d’utiliser une ine´galite´
large. Il est possible d’observer que la LMI pre´ce´dente conduit a` un proble`me de minimisation :
il est possible de rechercher ||T (s)||∞ en re´solvant le proble`me :
min
γ,X=XT>0
(γ) sous la contrainte (3.1)
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Lemmes de manipulation des ine´galite´s matricielles
Lemme de Schur
Ce lemme permet de transformer des ine´galite´s non line´aires convexes en LMI.
Lemme 3.1.3 La LMI [
Q(x) S(x)
SxT R(x)
]
> 0
ou` Q(x) = Q(x)T , R(x) = R(x)T et S(x) sont des matrices affines en x, est e´quivalente a`
{
R(x) > 0
Q(x)− S(x)R(x)−1S(x)T > 0
Dans le cas d’ine´galite´s non strictes, le lemme pre´ce´dent devient :
Lemme 3.1.4 La LMI
[
Q(x) S(x)
SxT R(x)
]
≥ 0
ou` Q(x) = Q(x)T , R(x) = R(x)T et S(x) sont des matrices affines en x, est e´quivalente a`

R(x) ≥ 0
Q(x)− S(x)R(x)+S(x)T ≥ 0
S(x) (I −R(x)R(x)+) = 0
ou` R(x)+ designe la pseudo-inverse de Moore-Penrose de R(x)
Lemme d’e´limination
Ce lemme est utilise´ lors de la phase de synthe`se des controˆleurs. Il est e´galement appele´
Lemme de projection. Sa formulation est la suivante :
Lemme 3.1.5 Soient trois matrices G ∈ Rn×n, U ∈ Rn×p et V ∈ Rn×q. Les deux proble`mes
suivants sont e´quivalents :
– ∃K ∈ Rp×q/G+ UKV T + V KTUT < 0
–
{
U⊥TGU⊥ < 0
V ⊥TGV ⊥ < 0
ou` U⊥ et V ⊥ sont les comple´ments orthogonaux des matrices U et V : UTU⊥ = 0 et
[
UU⊥
]
est de rang n; la meˆme chose est valable pour V ⊥.
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Lemme de comple´tion
Ce lemme est utilise´ notamment lors de la synthe`se de correcteurs avec crite`re H∞. Il permet
de restreindre le nombre de variables lorsqu’une ine´galite´ matricielle fait intervenir une matrice
et son inverse [PKPB91]
Lemme 3.1.6 Soient X ∈ Rn×n, Y ∈ Rn×n avec X = XT > 0, Y = Y T > 0 et r entier
positif, alors il existe les matrices X12 ∈ R
n×r, X2 ∈ R
r×r telle que X2 = X
T
2 et
–
 X X12
XT12 X2
 > 0
–
 X X12
XT12 X2
−1 = Y ∗
∗ ∗

si et seulement si X = Y −1 et rang (X − Y −1) ≤ r
De l’e´quation de Riccati aux LMI
De nombreux proble`mes d’automatique ont e´te´ re´solus avec l’e´quation de Riccati. La so-
lution des proble`mes par LMI est nume´riquement plus couˆteuse et elle engendre parfois des
proble`mes de convergence.
Lorsqu’elle existe, il est donc pre´fe´rable encore aujourd’hui d’utiliser la solution par e´quation
de Riccati au lieu d’utiliser la solution par LMI. Il est de toute fac¸on inte´ressant d’analyser la
formulation par ine´galite´s matricielles. La me´thodologie LMI reste inte´ressante lorsqu’il n’y a
pas de solution analytique. Vue sa ge´ne´ralite´ la solution par LMI prend donc de plus en plus
d’ampleur.
De´finition 3.1.1 Soit A,Q et P des matrices n× n re´elles avec Q et P syme´triques. Une
e´quation alge´brique de Riccati est l’e´quation matricielle suivante :
ATX +XA+XPX +Q = 0 (3.2)
On associe a` cette e´quation de Riccati une matrice Hamiltonienne H de dimension 2n× 2n :
H =
[
A P
−Q −AT
]
Les valeurs propres de H sont syme´triques par rapport a` l’axe re´el. Si elle n’a pas des valeurs
propres sur l’axe imaginaire, elle a donc n valeurs propres a` partie re´elle strictement ne´gative
et n a` partie re´elle strictement positive.
Il est inte´ressant maintenant de chercher une solution a` l’e´quation de Riccati. Pour c¸a il
est possible de trouver une base de l’espace propre associe´ aux valeurs propres a` partie re´elle
ne´gative de la matrice Hamiltonienne
[
XT1 X
T
2
]T
avec Xi ∈ C
n×n. Si X1 est inversible alors
la solution de l’e´quation de Riccati (3.2) est X = X2X
−1
1 . La matrice X est appele´e solution
stabilisante de (3.2) et elle peut eˆtre note´e X = Ric(H).
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Pour conclure, il est possible de noter dom(Ric) l’ensemble des matrices Hamiltoniennes H
qui ve´rifient les deux proprie´te´s suivantes :
– H n’a pas de valeur propre sur l’axe imaginaire
– les deux sous-espaces ℑ
[
X1
X2
]
et ℑ
[
0
I
]
sont comple´mentaires.
Relation entre e´quation de Riccati et LMI
Le the´ore`me suivant fournit une relation entre les e´quations de Riccati et les LMI
The´ore`me 3.1.1 [ZD97] Soit P > 0. Supposons que (A,P ) soit commandable et qu’il existe
une matrice X ∈ Rn×n syme´trique telle que :
XA+ ATX +XPX +Q < 0
Alors il existe une solution X+ > 0 de l’e´quation de Riccati :
X+A+ A
TX+ +X+PX+ +Q < 0
telle que les valeurs propres de A+ PX+ sont a` partie re´elle strictement positive.
3.2 L’approche H∞
Dans ce paragraphe les notions e´le´mentaires de la synthe`se par norme H∞ sont introduits.
Tout d’abord des rappels sur le proble`me standard sont pre´sente´s. Par la suite une introduction
a` la synthe`se par fonction de sensibilite´ est effectue´e, avant d’aborder des rappels sur l’approche
H∞ par loop shaping.
3.2.1 Le the´ore`me du petit gain
Le the´ore`me du petit gain est un des piliers de l’approche par la norme H∞ . Ce the´ore`me
est de´duit des valeurs singulie`res et de la norme H∞ meˆme. Il permet d’aller plus loin dans
l’e´tude de la robustesse et de la stabilite´ en pre´sence d’incertitudes dans le mode`le.
L’analyse est conduite a` partir d’une matrice de transfert M(s) stable et d’une matrice de
transfert ∆(s) inconnue repre´sentant les incertitudes du syste`me.
La stabilite´ de la boucle ferme´e de la figure 3.1 peut eˆtre analyse´e en utilisant le the´ore`me
suivant :
The´ore`me 3.2.1 Si M(s) et ∆(s) appartiennent a` RH∞, le syste`me de la figure 3.1 est stable
pour tout ∆(s) telle que ||∆(s)||∞ < α si et seulement si ||M(s)||∞ ≤ α
−1.
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M
Δ
z w
Fig. 3.1 – Sche´ma d’analyse de la robustesse de la stabilite´
K
y
z
u
w
G
Fig. 3.2 – Configuration de controˆle
3.2.2 Formulation du proble`me standard
Pour effectuer la synthe`se selon la norme H∞, il est d’abord ne´cessaire d’introduire la notion
de proble`me standard qui est repre´sente´ sur la figure 3.2.
Dans la structure du syste`me, on retrouve ses entre´es de commande u, ses sorties mesu-
rables y, ses entre´es exoge`nes w (qui peuvent eˆtre diverses perturbations, les consignes, ...) et
les sorties a` controˆler z qui sont des erreurs a` minimiser pour obtenir les objectifs de la loi de
controˆle. K est le correcteur recherche´. En repre´sentant G et K par fonction de transfert, le
sche´ma de la figure 3.2 s’ecrit :
[
z
y
]
= G(s)
[
w
u
]
=
[
G11(s) G12(s)
G21(s) G22(s)
] [
w
u
]
(3.3)
u = K(s)y (3.4)
Le syste`me G peut aussi eˆtre repre´sente´ sous forme d’e´tat :
G =
 AC1
C2
B1 B2
D11 D12
D21 D22

La fonction de transfert en boucle ferme´e peut eˆtre mise sous la forme de transforma-
tion fractionnaire line´aire (Linear Fractional Transformation - LFT) infe´rieure. Ce qui me`ne a`
l’e´quation suivante.
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z = Fl (G,K)w
ou` la transformation est exprime´e par la formule suivante :
Fl (G,K) = G11 +G12K (I −G22K)
−1 G21 (3.5)
Cette e´quation est obtenue directement a` partir de (3.3) et (3.4).
Le proble`me H∞ peut eˆtre formule´ sous deux formes diffe´rentes : la forme optimale et la
forme sous-optimale.
ControˆleurH∞ Optimal Dans ce cas le proble`me consiste dans la recherche d’un controˆleur
ou d’une famille de controˆleurs telles que ||Fl (G,K) ||∞ soit minimale. Ce proble`me est sans
doute de solution difficile et couˆteuse; nous nous limitons donc dans la suite au seul cas sous-
optimal.
Controˆleur H∞ Sous-Optimal E´tant donne´e une valeur γ > 0, le proble`me consiste dans
la recherche d’un controˆleur ou d’une famille de controˆleurs telles que ||Fl (G,K| |∞ < γ. Il est
important de souligner que souvent,par abus de langage, le controˆleur qui assure γ le plus faible
est dit optimal. La condition de sous-optimalite´ implique que la fonction de transfert entre les
entre´es exoge`nes w et les sorties a` controˆler z a une norme H∞ infe´rieur a` γ.
Re´solution par e´quation de Riccati
Cette approche est de´sormais utilise´e depuis une vingtaine d’anne´es et c’est sans doute la
solution du proble`me H∞ la plus simple et la plus utilise´e.
Dans sa formulation classique le proble`me H∞ doit ve´rifier certaines hypothe`ses pour pou-
voir eˆtre re´solu.
Les hypothe`ses re´gissant le proble`me sont :
I. (A,B2) est commandable, (C2,A) est observable
II. D12 et D21 sont des matrices de rang plein
III.
[
A− jωI B2
C1 D12
]
est de rang plein par rapport aux colonnes pour toute valeur de ω
IV.
[
A− jωI B1
C2 D21
]
est de rang plein par rapport aux lignes pour toute valeur de ω
Tandis que la premie`re hypothe`se est commune a` toutes les me´thodes de commande, les
autres sont propres a` la me´thodologie H∞. Une illustration plus de´taille´e du sens de ces hy-
pothe`ses peut eˆtre trouve´ dans ([ZDG94] et [SP05]).
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Il est maintenant possible d’e´crire le the´ore`me suivant qui permet de trouver un controˆleur
pour le proble`me sous-optimal.
The´ore`me 3.2.2 [SP05] Pour la structure ge´ne´rale de la figure 3.2 avec les e´quations (3.3)
et (3.4) et les hypothe`ses pre´ce´dentes, il existe un controˆleur K(s) telle que ||Fl (G,K) ||∞ < γ
si et seulement si :
– il existe une matrice X∞ ≥ 0 solution de l’e´quation de Riccati :
ATX∞ +X∞A+ C
T
1 C1 +X∞
(
γ−2B1B
T
1 −B2B
T
2
)
X∞ = 0
telle que
[
A+
(
γ−2B1B
T
1 −B2B
T
2
)
X∞
]
a toutes les valeurs propres a` partie re´elle stric-
tement ne´gative
– il existe une matrice Y∞ ≥ 0 solution de l’e´quation de Riccati :
AY∞ + Y∞A
T +B1B
T
1 + Y∞
(
γ−2CT1 C1 − C
T
2 C2
)
Y∞ = 0
telle que
[
A+ Y∞
(
γ−2CT1 C1 − C
T
2 C2
)]
a toutes les valeurs propres a` partie re´elle stric-
tement ne´gative
– ρ (X∞Y∞) < γ
2
Ce the´ore`me ne´cessite donc la solution de deux e´quations de Riccati et la dernie`re condition
introduit un lien entre les deux solutions.
The´ore`me 3.2.3 Sous les conditions du the´ore`me 3.2.2, il est possible d’obtenir le controˆleur
rationnel K = Fl(KC ,Q) qui stabilise le syste`me et satisfait la condition ||Fl(G(s),K(s)||∞ < γ
ou`
Kc(s) =
 A∞F∞
−C2
−Z∞L∞ Z∞B2
0 I
I 0

F∞ = −B
T
2 X∞, L∞ = −Y∞C
T
2 , Z∞ = (I − γ
−2Y∞X∞)
−1
A∞ = A+ γ
−2B1B
T
1 X∞ +B2F∞ + Z∞L∞C2
et Q(s) est une fonction de transfert propre et stable telle que ||Q(s)||∞ < γ
Le controˆleur H∞ obtenu avec le the´ore`me 3.2.2 lorsque Q = 0 est appele´ controˆleur central
ou` controˆleur d’entropie minimale.
Re´solution par ine´galite´s matricielles affines - LMI
Dans le paragraphe pre´ce´dent, l’approche de re´solution par l’e´quation de Riccati a e´te´
introduite. Par la suite la re´solution par LMI est pre´sente´e. Introduite dans [GA96] , cette
me´thodologie reste plus ge´ne´rale que la pre´ce´dente. Elle permet de relaxer les hypothe`ses qui
sont a` la base du proble`me H∞. Dans la suite la proble´matique est pre´sente´e sous l’hypothe`se
que la condition suivante soit satisfaite :
D22 = 0
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Lorsque cette hypothe`se n’est pas ve´rifie´e, il est possible de s’y ramener avec un simple chan-
gement de variable. Pre´ce´demment, lorsque la solution par e´quation de Riccati a e´te´ pre´sente´e,
deux the´ore`mes ont e´te´ utilise´s. Lors du premier the´ore`me (3.2.2) nous avons introduit les
conditions d’existence du controˆleur, tandis que lors du deuxie`me the´ore`me (3.2.3), nous avons
introduit la reconstruction du controˆleur. La solution du proble`me sera pre´sente´e ici d’une fac¸on
similaire. Lors de la solution par LMI seules deux hypothe`ses sont ne´cessaires.
– (A,B2) est commandable et (C2,A) est observable
– D22 = 0
The´ore`me 3.2.4 Sous les hypothe`ses pre´ce´dentes, le proble`me H∞ standard a une solution si
et seulement si 2 matrices syme´triques et de´finies positives R et S existent telles que les 3 trois
LMI suivantes sont ve´rifie´es :
NR 0
0 Inw
T

AR +RAT RCTe B1
C2R −γIny D21
BT1 D
T
21 −γInw

NR 0
0 Inw
 < 0 (3.6)
NS 0
0 Iny
T

ATS + SA SBw C
T
2
BT1 S −γInw D
T
21
C2 D21 −γIny

NS 0
0 Iny
 < 0 (3.7)
 R In
In S
 ≥ 0 (3.8)
ou` NR et NS sont des bases des noyaux de
BTu DTeu et Cz Dzw  respectivement. Le
controˆleur obtenu sera d’ordre n. Un controˆleur d’ordre r < n existe si et seulement si les LMI
pre´ce´dentes sont ve´rifie´es pour des matrices R et S qui satisfont la condition supple´mentaire
suivante :
rang
 R In
In S
 ≤ r + n⇐⇒ rang (In −RS) ≤ r
En re´solvant un proble`me de minimisation sous les contraintes LMI pre´ce´dentes, il est pos-
sible de trouver la valeur optimale de γ :
min
R=RT ,S=ST
γ sous (3.6), (3.7) et (3.8)
Le the´ore`me (3.2.4) fournit une condition d’existence du controˆleur, lorsqu’elle est ve´rifie´e,
il est possible de reconstruire le controˆleur en partant des matrices R et S.
Soit la repre´sentation d’e´tat du controˆleur d’ordre r ≤ n cherche´ :{
x˙c (t) = Acxc (t) +Bcz (t)
u (t) = Ccxc (t) +Dcz (t)
avec xc ∈ R
r
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Le syste`me en boucle ferme´e Fl (G(s),K(s)) a pour repre´sentation d’e´tat : x˙x˙ce
 =

A+B1DcC1 B1CC
BcC1 Ac
B1 +BuDcD11
BcD11
C2 +D22DcCz D22Cc D21 +D22DcD11

 xxcw
 =
AfBfCfDf

 xxcw

D’apre`s le lemme 3.1.2 la norme H∞ est infe´rieure a` γ si et seulement si il existe une matrice
X = XT > 0 ve´rifiant la condition suivante :
ATfX +XAf XBf C
T
f
BTf X −γInw D
T
f
Cf Df −γIne
 < 0 (3.9)
L’ine´galite´ matricielle pre´ce´dente est biline´aire en X, Ac, Bc, Cc et Dc. Une matrice X
satisfaisante peut eˆtre obtenue avec une de´composition en valeurs singulie`res de In−RS. Il est
donc possible d’obtenir 2 matrices M , N ∈ Rn×r de rang plein ve´rifiant l’e´quation suivante :
MNT = In −RS
qui permettent de de´terminer :
X =
 S N
NT −M+RN

ou` M+ est la pseudo-inverse de M . L’ine´galite´ (3.9) est alors une LMI qui permet d’obtenir
les matrices d’e´tat Ac, Bc, Cc et Dc du controˆleur.
3.2.3 Mise en oeuvre du proble`me H∞
Dans la litte´rature, on trouve deux fac¸ons de mettre en oeuvre le proble`me H∞ introduit
pre´ce´demment. D’une coˆte´ il est possible d’utiliser l’approche par fonction de sensibilite´, de
l’autre il est possible de re´soudre le proble`me via l’approche par loop-shaping.
Mise en forme du proble`me par fonction de sensibilite´ Cette mise en oeuvre de la
proble´matique H∞ prend son nom du fait qu’ici le proble`me consiste en le modelage des fonc-
tions de sensibilite´ du syste`me. Avant de donner les de´tails de la me´thodologie, nous vou-
lons introduire la de´finition de la fonction de sensibilite´ S et de la fonction de sensibilite´
comple´mentaire T .
Conside´rons la figure 3.3 avec le mode`le du syste`me a` asservir G(s) et le controˆleur a` calculer
K(s). Le controˆleur doit asservir la sortie y sur la re´fe´rence r. Dans la structure du syste`me en
boucle ferme´e, il est aussi possible d’introduire un signal de perturbation b. La structure ana-
lyse´e ici est une structure monovariable. Nous regardons ce cas pour des raisons de simplicite´,
mais la me´thodologie de´veloppe´e peut eˆtre applique´e facilement au cas multivariable.
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y
K G
u
b
r
+
-
ε
Fig. 3.3 – Sche´ma conside´re´ pour la fonction de sensibilite´
Les transferts entre les entre´es du syste`me et les signaux ε et u peuvent eˆtre facilement
obtenus sous forme matricielle comme dans l’e´quation suivante :E(s)
U(s)
 = M(s)R(s)
B(s)
 =  S(s) −S(s)G(s)
K(s)S(s) −T (s)
R(s)
B(s)

ou` la fonction de sensibilite´ est S(s) = (1 +G(s)K(s))−1 et vue la structure monovariable
du syste`me la fonction de sensibilite´ comple´mentaire est T (s) = 1− S(s). La matrice des fonc-
tions de transfert fait intervenir les principales fonctions concernant le syste`me en boucle ferme´e.
Le proble`me H∞ de´duit de la structure de la figure 3.3 consiste a` trouver une valeur positive
γ et un controˆleur K(s) qui stabilise le syste`me boucle´ et garantit une norme H∞ infe´rieure a`
γ :
||Fl (G(s),K(s)) ||∞ =
∣∣∣∣∣∣∣∣ S(s) −S(s)G(s)K(s)S(s) −T (s)
∣∣∣∣∣∣∣∣
∞
< γ
En observant l’e´quation pre´ce´dente, il est possible de comprendre que la solution de ce
proble`me consiste en un compromis entre les objectifs de performance souhaite´s et les moyens
ne´cessaires pour les obtenir.
Analyse des fonctions de transfert par approche classique Lorsqu’un controˆleur clas-
sique est synthe´tise´ une des premie`res choses a` ve´rifier est le comportement asymptotique du
syste`me dans le domaine fre´quentiel. En reprenant l’approche de [DF99] il est possible de
conside´rer les deux approximations suivantes.
– |G(jω)K(jω)| >> 1 : cette approximation est en ge´ne´ral valable en basse fre´quence. Elle
implique les simplifications suivantes au niveau des transferts de 3.2.3 :
S(jω) ≈ (G(jω)K(jω))−1
S(jω)G(jω) ≈ K(jω)−1
K(jω)S(jω) ≈ G(jω)−1
T (jω) ≈ 1
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– |G(jω)K(jω)| << 1 cette approximation est valable en haute fre´quence. On obtient alors
pour les transferts de 3.2.3 :
S(jω) ≈ 1
S(jω)G(jω) ≈ G(jω)
K(jω)S(jω) ≈ K(jω)
T (jω) ≈ K(jω)G(jω)
Par ailleurs, il est inte´ressant de souligner que les fonctions S(s) et T (s) sont directement
lie´es aux marges de stabilite´ du syste`me. Plus les normes H∞ de S(s) et T (s) sont faibles
meilleurs sont les marges de stabilite´. Il est aussi inte´ressant de constater que la marge de
module est l’inverse du maximum de |S(jω)|. La fonction K(s)S(s) joue sur la bande passante,
mais aussi sur l’amplitude de la commande. Donc le modelage de cette fonction a un impact
sur la dynamique des actionneurs et les ressources demande´es pour garantir les performances.
La possibilite´ de contraindre la fonction T (s) est inte´ressante, parce qu’elle permet d’ame´liorer
le proble`me de poursuite et l’atte´nuation des bruits.
Introduction des ponde´rations
Dans le paragraphe pre´ce´dent une petite dissertation sur les objectifs a e´te´ faite. Il est
maintenant possible de passer a` l’introduction des ponde´rations fre´quentielles qui permettent
de privile´gier ou non un domaine de fre´quence avec le but de satisfaire les objectifs fixe´s.
Lorsque des filtres de ponde´ration sont introduits, il est possible de modifier les e´quations
du proble`me de la manie`re suivante en accord avec la figure 3.4.
y
K Gu
b
r
+
-
W
1
W
2
W
3
ε
e1
e2
d
+
Fig. 3.4 – Sche´ma conside´re´ pour le cas avec ponde´rations
E1(s)
E2(s)
 = M(s)R(s)
D(s)
 =  w1(s)S(s) −w1(s)S(s)G(s)w3(s)
w2(s)K(s)S(s) −w2(s)T (s)w3(s)
R(s)
D(s)
 (3.10)
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Comme pour le cas sans ponde´rations, le proble`meH∞ correspondant consiste en la de´termination
d’une valeur γ positive et d’un controˆleur K(s) qui stabilise le syste`me et qui soit capable de
satisfaire la condition suivante :
∣∣∣∣∣∣∣∣ w1(s)S(s) −w1(s)S(s)G(s)w3(s)w2(s)K(s)S(s) −w2(s)T (s)w3(s)
∣∣∣∣∣∣∣∣
∞
< γ (3.11)
Re´soudre le proble`me (3.11) au lieu de celui propose´ pre´ce´demment permet de modeler plus
facilement les transferts S(s), K(s), S(s)G(s) et T (s). L’e´quation (3.11) peut eˆtre de´compose´e
dans ses parties e´le´mentaires afin de voir l’influence des ponde´rations sur les diffe´rentes fonctions
de transfert de (3.2.3) :
||w1(s)S(s)||∞ < γ ⇐⇒ ∀ω ∈ R |S(jω)| <
γ
|w1(jω)|
||w2(s)K(s)S(s)||∞ < γ ⇐⇒ ∀ω ∈ R |K(jω)S(jω)| <
γ
|w2(jω)|
||w1(s)S(s)G(s)w3(s)||∞ < γ ⇐⇒ ∀ω ∈ R |S(jω)G(jω)| <
γ
|w1(jω)w3(jω)|
||w2(s)T (s)w3(s)||∞ < γ ⇐⇒ ∀ω ∈ R |T (jω)| <
γ
|w2(jω)w3(jω)|
Le choix des filtres wi(s) est tre`s important : ils sont dans la plupart des cas soit des filtres
passe-bas, soit des filtres passe-haut. Dans certains cas, il est possible d’accepter des constantes.
Tous les filtres doivent eˆtre stables pour pouvoir garantir les hypothe`ses propres au proble`me
H∞. Pour le choix des filtres, il est possible de suivre les indications donne´es dans [DF99] et
[SP05]. Pour conclure, nous voulons porter l’attention du lecteur sur le fait que le proble`me
trouve facilement une solution lorsqu’il y a seulement deux ou trois filtres de ponde´rations
a` re´gler. Si le proble`me H∞ comporte un nombre plus important de ponde´rations la gestion
des diffe´rents degre´s de liberte´ devient plus pe´nible et donc la solution est plus difficile a` trouver.
Approche H∞ par ”loop-shaping”
L’approche propose´e dans ce paragraphe comple`te celle propose´e dans le paragraphe pre´ce´dent.
Ici la me´thodologie H∞ est pre´sente´e en combinaison avec une approche ”loop-shaping” comme
dans [FG92], pour un syste`me normalise´ selon les facteurs premiers.
Lorsque cette me´thodologie est utilise´e le de´veloppement de la loi de commande se fait en
deux e´tapes. Le mode`le en boucle ouverte est d’abord augmente´ avec des filtres de pre´- et de
post- compensation afin de re´aliser le ”modelage” de la re´ponse fre´quentielle en boucle ouverte.
Ce modelage est re´alise´ a` partir d’un controˆleur synthe´tise´ pre´ce´demment ou a` partir de la
connaissance du syste`me et de sa re´ponse fre´quentielle. A` partir du mode`le ainsi e´largi, on
calcule ensuite la factorisation premie`re.
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Proble`me de stabilisation Conside´rant un mode`le G(s) qui doit eˆtre stabilise´, il est possible
de de´finir sa factorisation premie`re a` gauche en utilisant l’expression suivante :
G = M−1N
Lorsque le mode`le de de´part est suppose´ perturbe´ (nous noterons ce mode`le Gp) cette
factorisation premie`re devient :
Gp = (M + ∆M)
−1 (N + ∆N)
ou` M , N , ∆M et ∆N ∈ RH∞ et ||∆M ∆N ||∞ < ǫ (figure 3.5). Pour un correcteur K
donne´, la plus grande valeur de ǫ telle que K stabilise tous les mode`les Gp est appele´e la marge
de stabilite´.
ΔN ΔM
N M
-1
K
u y
w
+ -
+
+
Fig. 3.5 – Proble`me de stabilisation H∞
La maximisation de la marge de stabilite´ passe par la re´solution du proble`me de stabilite´
d’un mode`le factorise´ selon les facteurs premiers. Cette proble´matique a e´te´ re´solue dans [FG92]
et le the´ore`me suivant nous permet d’obtenir la solution.
The´ore`me 3.2.5 Pour le syste`me en boucle ferme´e de la figure 3.5, la stabilite´ est obtenue
pour tout ‖∆M∆N‖ < ǫ si et seulement si
γK =
∣∣∣∣∣∣∣∣[KI
]
(I −GK)−1 M−1
∣∣∣∣∣∣∣∣
∞
≤
1
ǫ
Le mode`le nominalG(s) doit eˆtre commandable et observable. La de´monstration du the´ore`me
3.2.5 s’appuie sur le the´ore`me du petit gain.
Il est inte´ressant de souligner que γK est la norme H∞ entre w et
[
u
y
]
. (I −GK)−1 est,
comme dans les paragraphes pre´ce´dents, la fonction de sensibilite´.
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Comme dans [FG92], la plus faible valeur de γK correspond a` la marge de stabilite´ la plus
importante et elle peut eˆtre de´finie selon la formulation suivante :
γmin = ǫ
−1
max =
{
1− ||NM ||2H
} 1
2 =
√
(1 + ρ(XZ))
ou` || × ||H est la norme de Hankel et ρ est le rayon spectral. Z est la seule solution de
l’e´quation de Riccati (3.12) de´finie positive, pour une repre´sentation minimale (A,B,C,D) du
mode`le G et X est la seule solution de l’e´quation de Riccati (3.13) de´finie positive :
(
A−BS−1DTC
)
Z + Z
(
A−BS−1DTC
)T
− ZCTR−1CZ +BS−1BT = 0 (3.12)
avec R = I +DDT S = I +DTD
(
A−BS−1DTC
)T
X +X
(
A−BS−1DTC
)
−XBS−1BTX + CTR−1C = 0 (3.13)
La formulation pre´ce´dente peut eˆtre simplifie´e lorsque le mode`le est strictement propre,
auquel cas D = 0. Dans ce cas, il est possible de retrouver la formulation de [ZDG94].
Il est alors possible de de´finir un controˆleur, dit central, capable de garantir la norme H∞
suivante.
∣∣∣∣∣∣∣∣[KI
]
(I −GK)−1 M−1
∣∣∣∣∣∣∣∣
∞
≤ γ
pour toute valeur γ > γmin.
Ce controˆleur est le suivant :
K =
[
A+BF + γ2(LT )−1ZCT (C +DF ) γ2(LT )−1ZCT
BTX −DT
]
F = −S−1
(
DTC +BTX
)
L =
(
1− γ2
)
I +XZ
Proce´dure de re´alisation par ”loop-shaping” Les re´sultats du paragraphe pre´ce´dent
sont rarement utilise´s tous seuls : dans l’approche pre´ce´dente il y a bien le concept de stabilite´,
mais celui de performance est totalement absent. C’est pour cette raison que McFarlane et
Glover, dans [FG92], ont introduit l’ide´e d’utiliser des filtres de pre´- et de post compensation
pour modeler le syste`me en boucle ouverte.
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Avec cette hypothe`se la structure du mode`le et de son controˆleur est celle de la figure 3.6.
Si les filtres de pre´- et de post- compensation sont W1 et W2 respectivement, il est possible de
de´finir un mode`le e´largi Ga sous la forme suivante :
Ga = W2GW1
W1 W2G
Ka
Ga
Fig. 3.6 – Structure du syste`me e´largi
Le controˆleur Ka sera donc capable de stabiliser le mode`le e´largi. La factorisation premie`re
pre´sente´e dans le paragraphe pre´ce´dent est maintenant applique´e au mode`le e´largi, en e´crivant
Ga = M
−1
a Na. Le controˆleur obtenu, a` partir du mode`le e´largi, n’est pas le ”vrai” controˆleur du
mode`le du de´part, mais il doit prendre en conside´ration les filtres. Le controˆleur pour asservir
le mode`le G est donc K = W1KaW2.
D’un point de vue pratique, il est inte´ressant de donner quelques indications sur le choix
des filtres. Le pre´-compensateur W1(s) est en ge´ne´ral compose´ de filtres passe-bas, afin de fil-
trer les hautes fre´quences, pour a` la fois atte´nuer les bruits de mesure et assurer une bonne
robustesse aux dynamiques ne´glige´es. Il permet aussi de ne pas solliciter trop fortement les
commandes dans les hautes fre´quences, et de diminuer ainsi la sollicitation des actionneurs. Le
post-compensateur W2(s) est choisi en ge´ne´ral de fac¸on a` obtenir des gains e´leve´s en basses
fre´quences (par exemple au moyen d’actions inte´grales), de fac¸on a` garantir ainsi la pre´cision
de la correction. Pour ame´liorer les marges de stabilite´, il est aussi possible de placer des cor-
recteurs a` avance de phase, soit dans W1(s) soit dans W2(s).
3.3 Introduction aux controˆleurs LPV
Beaucoup de controˆleurs modernes sont de´veloppe´s pour controˆler des syste`mes dynamiques
dont la dynamique varie en fonction d’un ou plusieurs parame`tres; les controˆleurs doivent donc
e´voluer eux aussi en fonction de ces meˆmes parame`tres. Cette conside´ration nous permet d’in-
troduire le proble`me du ”gain scheduling”.
Normalement cette technique consiste en la synthe`se de plusieurs controˆleurs dans des condi-
tions typiques de fonctionnement. Ces controˆleurs sont ensuite interpole´s, de fac¸on a` faire
e´voluer le controˆleur, comme par exemple dans [SA91a]. Le proble`me majeur de cette solution
24
3.3. INTRODUCTION AUX CONTROˆLEURS LPV
est sans doute l’interpolation : elle n’est pas e´vidente et souvent elle ne permet pas de garantir
les proprie´te´s de stabilite´ du syste`me en boucle ferme´e. Une analyse des proprie´te´s de robustesse
vis-a`-vis de variations lentes des parame`tres est pre´sente´e dans [SA91b].
L’approche par interpolation n’est pas pre´sente´e dans ce paragraphe. Notre attention est en
effet de´die´e a` l’e´tude du proble`me de la recherche d’un controˆleur qui soit capable d’e´voluer en
fonction de la mesure du parame`tre selon l’approche propose´e dans [AGB95].
3.3.1 Repre´sentation LPV
Suivant la notation utilise´e dans [SC92], un syste`me line´aire a` parame`tres variants (LPV)
est un syste`me variant dans le temps ou` la repre´sentation d’e´tat est fonction d’un vecteur de
parame`tres θ(t). Le syste`me LPV est donc repre´sentable sous la forme suivante :
x˙ = A (θ (t))x+B (θ (t))u
y = C (θ (t))x+D (θ (t))u
Cette repre´sentation peut eˆtre conside´re´e suivant deux points diffe´rents :
– il est possible de concevoir ce syste`me comme un syste`me line´arise´ variant en fonction des
parame`tres incertains θ(t)
– il est possible de le considerer comme un syste`me line´aire a` coefficients variables, qui
e´voluent en fonction du vecteur de parame`tres θ(t).
Lorsqu’un syste`me appartient a` la premie`re classe, il est possible d’utiliser les techniques de
commande robuste qui ont e´te´ de´veloppe´es pour les syste`mes line´aires. Par contre, lorsque le
syste`me appartient a` la deuxie`me cate´gorie et si le vecteur de parame`tres θ(t) est mesurable, il
est possible de de´velopper une strate´gie de commande qui soit fonction de θ.
On s’interesse ici a` la deuxie`me classe de proble`mes. L’approche LPV consiste ici dans
la recherche d’un controˆleur qui soit lui-meˆme fonction des parame`tres θ(t). La structure du
controˆleur est donc la suivante :
x˙K = AK (θ (t))xK +BK (θ (t)) y
u = CK (θ (t)) xK +DK (θ (t)) y
Dans la litte´rature, il est possible de trouver deux approches diffe´rentes pour re´soudre ce
proble`me : la premie`re est l’approche par LFT, tandis que la deuxie`me est celle utilisant les
polytopes. Nous avons de´cide´ de pre´senter ici seulement l’approche polytopique qui est la seule
utilise´e dans la suite de ce me´moire.
Certaines hypothe`ses sont ne´cessaires avant de continuer :
– les matrices d’e´tat sont affines par rapport au parame`tre variant θ
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– θ est mesure´ en temps re´el
Comme dans [AGB95], l’attention est porte´e sur la synthe`se d’un controˆleur de´pendant des
parame`tres. Les techniques qui ont e´te´ de´veloppe´es pour re´soudre ce proble`me s’appuient sur
l’extension des techniques utilise´es dans [GA96] au cas LPV et sur l’application du lemme borne´
re´el. Il en de´rive que le controˆleur calcule´ satisfait la performance H∞ quadratique classique.
Sous ces hypothe`ses, le proble`me consiste en la solution d’un proble`me LMI. Avant d’introduire
le proble`me, on doit introduire certains concepts qui sont utilise´s dans la suite.
Une matrice polytopique est de´finie comme l’ensemble convexe d’un nombre fini de matrices
Ni de meˆme dimension.
C {Ni,i = 1, . . . ,r} =
{
r∑
i=1
αiNi : αi ≥ 0,
r∑
i=1
αi = 1
}
Vue la structure du proble`me qui est conside´re´ dans la suite, il est possible d’effectuer les
meˆmes hypothe`ses faites dans [AGB95].
– les matrices d’e´tat A (θ), B (θ), C (θ) et D (θ) ont une de´pendance affine dans le parame`tre
θ
– le parame`tre variant θ e´volue a` l’inte´rieur d’un polytope Θ sommets ω1,ω2, . . . ,ωr
θ ∈ Θ = C {ω1,ω2, . . . ,ωr}
De´finition 3.3.1 Un syste`me est dit polytopique lorsqu’il peut eˆtre repre´sente´ par des matrices
d’e´tat A (θ), B (θ), C (θ) et D (θ) ou` le parame`tre θ varie a` l’inte´rieur d’un polytope fixe et la
de´pendance de A (·), B (·), C (·) et D (·) par rapport a` θ est affine.
Avant d’introduire la solution du proble`me LPV, il est ne´cessaire d’introduire certains
the´ore`mes ne´cessaires a` la re´solution du proble`me. Nous avons donne´ plus haut le lemme borne´
re´el qui est valable pour les syste`mes LTI. Pour effectuer son extension au cas LPV, il faut
introduire la notion de performance quadratique H∞.
De´finition 3.3.2 Performance quadratique H∞
Le syste`me LPV :
x˙ = A (θ)x+B (θ)u
y = C (θ)x+D (θ)u
respecte la performance quadratique H∞ γ si et seulement si il existe une matrice X de´finie
positive telle que
Y =

A (θ)T X +XA (θ) XB (θ) C (θ)T
B (θ)T X −γI D (θ)T
C (θ) D (θ) −γI
 < 0
Alors la fonction de Lyapunov V (x) = xTXx garanti la stabilite´ globale et le gain entre´es/sorties
est borne´ par γ selon l’ine´galite´ suivante :∫ T
0
yTydτ ≤ γ2
∫ T
0
uTudτ ∀T ≥ 0
pour toutes les valeurs admissibles du vecteur de parame`tres θ.
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Remarque : La de´finition pre´ce´dente conside`re une matrice X constante s’appliquant sur
tout le domaine de variation de θ; le niveau γ obtenu n’est donc pas la meilleure valeur possible
du gain entre´es/sorties du syste`me : cette valeur peut par exemple eˆtre abaisse´e en utilisant une
matrice X de´pendant de θ comme pre´sente´ dans [GAC96].
La stabilite´ pre´ce´dente doit eˆtre assure´e pour toutes les valeurs du vecteur de parame`tres
θ soit une infinite´ de valeurs. Nous sommes donc confronte´s a` un nombre infini de contraintes.
Pour e´viter ce proble`me, il est possible d’utiliser un polytope convexe. Le proble`me aura alors
un nombre fini de contraintes.
Dans ce cas il est facile de de´montrer que les performances quadratiques sont assure´es
pour (A (θ) ,B (θ) ,C (θ) ,D (θ)) si et seulement si elles sont satisfaites pour chacun des sommets
(Ai,Bi,Ci,Di). Nous pouvons donc en de´duire le the´ore`me suivant.
The´ore`me 3.3.1 Pour un syste`me LPV polytopique qui peut eˆtre e´crit sous la forme d’e´tat
suivante :
x˙ = A (θ) x+B (θ)u
y = C (θ) x+D (θ)u
avec
A (θ) B (θ)
C (θ) D (θ)
 ∈ P = C {Ai Bi
Ci Di
 ,i = 1, . . . ,r}
les affirmations suivantes sont e´quivalentes :
– le syste`me LPV est stable avec une performance quadratique H∞ γ
– il existe une matrice de´finie positive X telle que pour tousA (θ) B (θ)
C (θ) D (θ)
 ∈ P
l’ine´galite´ suivante est satisfaite :
A (θ)T X +XA (θ) XB (θ) C (θ)T
B (θ)T X −γI D (θ)T
C (θ) D (θ) −γI
 < 0
– il existe une matrice de´finie positive X telle que pour i = 1, . . . ,r
ATi X +XAi XBi C
T
i
BTi X −γI D
T
i
Ci Di −γI
 < 0
3.3.2 Solution du proble`me LPV et construction du controˆleur
Dans les parties pre´ce´dentes, nous avons introduit les the´ore`mes qui sont ne´cessaires pour
pouvoir calculer un controˆleur pour un syste`me LPV. Par la suite est pre´sente´e la construction
d’un controˆleur LPV capable de satisfaire la performance H∞.
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Nous supposons avoir un syste`me LPV mis sous la forme suivante :
x˙ = A (θ)x +B1 (θ)w +B2 (θ)u
z = C1 (θ) x+D11 (θ)w +D12 (θ)u
y = C2 (θ) x+D21 (θ)w +D22 (θ)u
ou` les signaux w,u,z,y ont la meˆme signification que sur la figure 3.2 (pag. 14). Ce syste`me
est de´fini sur un polytope qui est conforme aux de´finitions pre´ce´dentes. Nous pouvons donc
de´crire le syste`me sous la forme suivante :
A (θ) B1 (θ) B2 (θ)
C1 (θ) D11 (θ) D12 (θ)
C2 (θ) D21 (θ) D22 (θ)
 ∈ P = C


Ai B1i B2i
C1i D11i D12i
C2i D21i D22i
 ,i = 1, . . . ,r

A partir du syste`me LPV pre´ce´dent, le proble`me est donc de trouver un controˆleur qui ait la
meˆme structure et qui soit capable de garantir la performance quadratique H∞ pour le syste`me
en boucle ferme´e :
x˙K = AK (θ) xK +BK (θ) y
u = CK (θ)xK +DK (θ) y
z
y u
w
Θ(t)
S1
S2
S3
S4S5
Ω1
Ω2
Ω3
Ω4
Ω5
Fig. 3.7 – Structure ge´ne´rale
En utilisant les notations pre´ce´dentes la repre´sentation d’e´tat du syste`me en boucle ferme´e
s’e´crit :
x˙cl = Acl (θ) xcl +Bcl (θ)w
z = Ccl (θ)xcl +Dcl (θ)w
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ou` :
Acl (θ) =
A (θ) +B2 (θ)DK (θ)C2 (θ) B2 (θ)CK (θ)
BK (θ)C2 (θ) AK (θ)

Bcl (θ) =
B1 (θ) +B2 (θ)DK (θ)D21 (θ)
BK (θ)D21 (θ)

Ccl (θ) =
C1 (θ) +D12 (θ)DK (θ)C2 (θ) D12 (θ)CK (θ)
Dcl (θ) = D11 (θ) +D12 (θ)DK (θ)D21 (θ)
(3.14)
Il est possible de rendre le proble`me plus simple en effectuant les simplifications suivantes :
I. D22 (Θ) = 0 ce qui e´quivaut a` D22i = 0 pour i = 1, . . . ,r
II. les matrices B2 (θ) ,C2 (θ) ,D12 (θ) ,D21 (θ) sont inde´pendantes du vecteur de parame`tres θ
III. (A (θ) ,B2) est commandable pour toute valeur de θ
IV. (B (θ) ,C2) est observable pour toute valeur de θ
Remarque : la condition II est ne´cessaire pour que les matrices 3.14 soient affines en θ ;
sinon on obtiendrait un proble`me avec un nombre infini de contraintes qui se re´ve´lerait difficile-
ment a` re´soudre. Si cette hypothe`se n’est pas ve´rifie´e il est possible de s’y ramener en utilisant
des filtres passe-bas de grande bande passante, comme sugge´re´ dans [AGB95]. Dans la suite de
ce me´moire nous supposerons que ces quatre hypothe`ses sont ve´rifie´es, ce qui est le cas dans
les applications que nous avons conside´re´es.
Avant de continuer, il est inte´ressant de regarder la structure du controˆleur. Si le controˆleur
LPV Ω (θ) assure une performance quadratique γ, alors les controˆleurs Ωi correspondant a`
chaque sommet du polytope doivent satisfaire le lemme borne re´el. Si ce lemme est satisfait
pour chacun des sommets alors le controˆleur LPV garantit la meˆme performance sur l’inte´gralite´
du polytope.
Le controˆleur, pour un ensemble donne´ de parame`tres, est obtenu par combinaison line´aire
des controˆleurs dans les sommets. Il est donc possible de de´finir les e´quations suivantes :
θ =
{
r∑
i=1
αiωi|αi ≥ 0,
r∑
i=1
αi = 1
}
AK (θ) BK (θ)
CK (θ) DK (θ)
 = r∑
i=1
αiΩi =
r∑
i=1
αi
AKi BKi
CKi DKi

Pour re´sumer, il est possible d’introduire le the´ore`me suivant.
The´ore`me 3.3.2 Conside´rons le syste`me LPV (comme celui de la figure 3.7) et les hypothe`ses
I-IV (page 29). A` partir d’une valeur γ positive les deux affirmations suivantes sont e´quivalentes :
– il existe un controˆleur LPV d’ordre k qui assure la performance H∞ quadratique γ
– il existe une matrice de´finie positive Xcl ∈ R
(n+k)×(n+k) et des controˆleurs LTI
Ωi =
AKi BKi
CKi DKi

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telle que l’ine´galite´ suivante est ve´rifie´e :
Acl (θi)
T Xcl +XclAcl (θi) XclBcl (θi) Ccl (θi)
T
Bcl (θi)
T Xcl −γI Dcl (θi)
T
Ccl (θi) Dcl (θi) −γI
 < 0 i = 1, . . . ,r (3.15)
Le proble`me LPV revient alors en le calcul d’une seule matrice de Lyapunov Xcl et des
controˆleurs Ωi tels que (3.15) soit satisfaite. Comme dit dans [AGB95], la difficulte´ du proble`me
est de trouver une matrice Xcl qui soit satisfaisante pour chacun des sommets du polytope.
Les ine´galite´s de (3.15) sont biline´aires par rapport aux variables Xcl et aux matrices de la
repre´sentation d’e´tat du controˆleur AK (θ) ,BK (θ) ,CK (θ) ,DK (θ).
En utilisant des manipulations e´le´mentaires il est possible d’obtenir le the´ore`me suivant :
The´ore`me 3.3.3 Conside´rons un syste`me LPV (comme celui de la figure 3.7) sous les hy-
pothe`ses I-IV. Soient NR et NS des bases des noyaux de
(
BT2 ,D
T
12
)
et (C2,D21) respectivement.
Alors il existe un controˆleur LPV garantissant la performance H∞ quadratique γ pour tous les
parame`tres du polytope :
Θ =
{
r∑
i=1
αiωi|αi ≥ 0,
r∑
i=1
αi = 1
}
si et seulement si il existe deux matrices (R,S) ∈ Rr×r satisfaisant les LMI suivantes :
NR 0
0 I
T

AiR +RA
T
i RC
T
1i B1i
C1iR −γI D11i
BT1i D
T
11i −γI

NR 0
0 I
 < 0 i = 1, . . . ,r (3.16)
NS 0
0 I
T

ATi S + SA
T
i SB1i C
T
1i
BT1iS −γI D
T
11i
C1i D11i −γI

NS 0
0 I
 < 0 i = 1, . . . ,r (3.17)
R I
I S
 ≥ 0 (3.18)
Il est aussi possible de trouver un controˆleur LPV d’ordre k si et seulement si R et S
satisfont aussi la condition suivante :
rang (I −RS) ≤ k
Pour reconstruire le controˆleur, il est ne´cessaire d’abord de reconstruire la matrice Xcl a`
partir des matrices R et S. Pour cela il faut effectuer les deux e´tapes suivantes :
– calculer des matrices de rang plein M,N ∈ Rr×k telles que
MNT = I −RS
– la matrice Xcl peut eˆtre calcule´e comme l’unique solution de l’e´quation suivante :
Π2 = XclΠ1
avec Π2 =
 S I
NT 0
 Π1 =  I R0 MT

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Une fois que la solution Xcl est trouve´e alors le choix des sommets du controˆleurs
Ωi =
AKi BKi
CKi DKi
 peut eˆtre fait de fac¸on arbitraire. Toutes les solutions de l’ine´galite´ suivante
peuvent eˆtre satisfaisantes :
Acl (θi)
T Xcl +XclAcl (θi) XclBcl (θi) Ccl (θi)
T
Bcl (θi)
T Xcl −γI Dcl (θi)
T
Ccl (θi) Dcl (θi) −γI
 < 0 i = 1, . . . ,r
3.3.3 Etude avec vitesse des parame`tres limite´e
Dans le paragraphe pre´ce´dent la formulation du proble`me LPV a e´te´ introduite. Ce proble`me
est approche´ sans aucune conside´ration sur la vitesse de variation des parame`tres. Le controˆleur
qui est donc synthe´tise´ est tre`s conservatif : il peut accepter une variation infiniment rapide des
parame`tres. Ce choix n’est pas toujours raisonnable : la vitesse de variation des parame`tres est
dans la plupart des cas limite´e. Le proble`me pre´sente´ maintenant est donc de rechercher un
controˆleur qui soit capable de prendre en conside´ration le fait que la vitesse de variation des
parame`tres est limite´e.
Il est ne´cessaire de conside´rer, comme dans le cas pre´ce´dent, un syste`me mis sous la forme
suivante :
x˙ = A (θ) x+B1 (θ)w +B2 (θ)u
z = C1 (θ) x+D11 (θ)w +D12 (θ)u (3.19)
y = C2 (θ) x+D21 (θ)w +D22 (θ)u
Les parame`tres θ et leurs de´rive´es θ˙ sont borne´s. Il est donc possible de de´finir les intervalles
suivants :
θi(t) ∈
[
θi,θi
]
i = 1, . . . ,l (3.20)
θ˙i(t) ∈ [νi,νi] i = 1, . . . ,l (3.21)
L’e´quation (3.20) implique que le vecteur de parame`tres θ est inclus dans l’hypercube Θ; en
partant de (3.21) il est possible de de´finir de la meˆme fac¸on l’hypercube Θd ∈ R
l. Le proble`me
LPV consiste donc en la recherche d’un controˆleur qui soit capable de garantir la stabilite´
interne, et que le gain entre les perturbations w et le signal d’erreur z soit borne´ par une valeur
γ pour toutes les valeurs de (θ,θ˙) :∫ T
0
zT zdτ ≤ γ2
∫ T
0
wTwdτ ∀T ≥ 0
La structure du controˆleur est donc la suivante :
x˙K = Ak
(
θ,θ˙
)
xK +BK
(
θ,θ˙
)
y
u = CK
(
θ,θ˙
)
x +DK
(
θ,θ˙
)
y (3.22)
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Comme dans le cas de variation illimite´e des parame`tres, il est ne´cessaire d’utiliser une ex-
tension du lemme borne re´el pour pouvoir calculer le controˆleur : il est ne´cessaire de trouver une
fonction de Lyapunov quadratique V (xcl,θ) = x
T
clP (θ)xcl qui soit de´pendante des parame`tres,
ou` xcl est le vecteur d’e´tat en boucle ferme´e.
Une solution a` ce proble`me est pre´sente´e dans [AA98]. Ici deux the´ore`mes sont introduits
pour garantir la performance quadratique du controˆleur LPV.
The´ore`me 3.3.4 Conside´rant un syste`me LPV sous la forme de (3.19), avec une variation des
parame`tres et de leur vitesse borne´e par (3.20) et (3.21). Il est possible de de´finir un controˆleur
(3.22) qui garantit la stabilite´ interne et un gain en boucle ferme´e infe´rieur a` γ, lorsqu’il existe
des matrices X et Y syme´triques de´pendant des parame`tres, et un quadruplet de matrices d’e´tat(
ÂK ,B̂K ,ĈK ,D̂K
)
tels que pour tous les couples
(
θ,θ˙
)
∈ Θ × Θd les deux LMI suivantes sont
satisfaites ensemble :
X˙ +XA+ B̂KC2 + (∗) ∗ ∗ ∗
ÂTK + A+B2DKC2 −Y˙ + AY +B2ĈK + (∗) ∗ ∗
(XB1 + B̂KD21)
T (B1 +B2DKD21)
T −γI ∗
C1 +D12DKC2 C1Y +D12ĈK D11 +D12DKD21 −γI
 < 0(3.23)
[
X I
I Y
]
> 0 (3.24)
Une fois que les deux matrices X et Y sont obtenues, il est ne´cessaire de reconstruire le
controˆleur. Pour ce faire il faut effectuer les deux e´tapes suivantes :
– trouver deux matrices N et M satisfaisant le proble`me de factorisation suivant
I −XY = NMT
– calculer les matrices du controˆleur AK , BK et CK :
AK = N
−1
[
XY˙ +NM˙T + ÂK −X (A−B2DKC2)Y− (3.25)
− B̂KC2Y −XB2ĈK
]
M−T (3.26)
BK = N
−1
(
B̂K −XB2DK
)
(3.27)
CK =
(
ĈK −DKC2Y
)
M−T (3.28)
Toutes les variables sont utilise´es de fac¸on line´aire dans les ine´galite´s (3.23) et (3.24).
Ne´anmoins le syste`me est de dimension infinie vue sa de´pendance en
(
θ,θ˙
)
sur Θ×Θd. Pour le
re´soudre il est donc ne´cessaire d’utiliser le the´ore`me de projection de fac¸on a` avoir un proble`me
de´pendant seulement des matrices X et Y .
The´ore`me 3.3.5 Conside´rons le syste`me LPV (3.19) avec les parame`tres et leurs variations
borne´s par (3.20) et (3.21). Alors il existe un controˆleur LPV sous la structure (3.22) garan-
tissant la stabilite´ interne et un gain en boucle ferme´e infe´rieure a` γ si il existe deux ma-
trices syme´triques X (θ) et Y (θ) de´pendant des parame`tres telles que pour toutes les couples(
θ,θ˙
)
∈ Θ×Θd les deux LMI suivantes sont satisfaites ensemble :
32
3.3. INTRODUCTION AUX CONTROˆLEURS LPV
[
NX 0
0 I
]T  X˙ + A
TX +XA XB1 C
T
1
BT1 X −γI D
T
11
C1 D11 γI
 [ NX 0
0 I
]
< 0
[
NY 0
0 I
]T  −Y˙ + AY + Y A
T TCT1 B1
C1Y −γI D11
BT1 D
T
11 γI
 [ NY 0
0 I
]
< 0
[
X I
I Y
]
> 0
ou` NY et NX sont des bases des noyaux de
(
BT2 ,D
T
12
)
et (C2,D21)
Pour construire le controˆleur a` partir du the´ore`me pre´ce´dent, on utilise le the´ore`me suivant :
The´ore`me 3.3.6 Supposons ve´rifie´es les conditions du the´ore`me pre´ce´dent pour un couple de
matrices X et Y et un niveau de performance γ. Le controˆleur LPV peut eˆtre construit pour
tous les couples
(
θ,θ˙
)
∈ Θ×Θd en utilisant la structure suivante :
– calculer DK comme solution de
σmax (D11 +D12DKD21) < γ
poser Dcl = D11 +D12DKD21
– calculer B̂K et ĈK a` partir des e´quations suivantes 0 D21 0DT21 −γI DTcl
0 Dcl −γI
 [ B̂TK
∗
]
= −
 C2BT1 X
C1 +D12DKC2

 0 D
T
12 0
DT12 −γI Dcl
0 DTcl −γI
 [ ĈTK
∗
]
= −
 B2C1Y
B1 +B2DKD21

– calculer
ÂK = − (A+B2DKC2)
T + [XB1 + B̂KD21 (C1 +D21DKC2)
T ][
−γI DTcl
Dcl − γI
]−1 [ (B1 +B2DKD21)T
C1Y +D12ĈK
]
– re´soudre le proble`me de factorisation pour obtenir les matrices N et M
I −XY = NMT
– calculer les matrices AK ,BK ,CK ,DK du controˆleur en utilisant (3.25)- (3.27)
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Le proble`me ainsi formule´ reste de toute fac¸on de solution difficile [AA98] puisque le
proble`me pre´sente´ dans les the´ore`mes 3.3.4-3.3.6 reste de dimension infinie; c’est pour cette
raison qu’il est inte´ressant de de´finir une relation entre les matrices X et Y et le vecteur des
parame`tres θ. Un exemple possible est le suivant :
X(θ) = X0 +
N∑
i=1
ρ(θ)Xi
Y (θ) = Y0 +
N∑
i=1
ρ(θ)Yi
Vu que le proble`me reste difficile a` re´soudre, une solution est propose´e dans [AA98]. Elle
consiste en l’utilisation d’un maillage sur le domaine des parame`tres pour calculer la valeur
optimale de γ ainsi que les matrices X et Y . Il est ne´cessaire par la suite de ve´rifier la solution
obtenue sur un maillage plus fin. Un algorithme d’analyse possible est le suivant.
Algorithme 3.3.1
I. de´finir un maillage G sur l’ensemble Θ
II. minimiser γ par rapport aux contraintes LMI sur G × T
III. controˆler sur un maillage plus fin les contraintes a` satisfaire (3.23)et (3.24)
IV. si III n’est pas ve´rifie´ choisir un maillage G plus fin et retourner a` II
Le maillage G est calcule´ d’une fac¸on classique tandis que celui sur la vitesse de variations
des parame`tres T peut eˆtre calcule´ en utilisant seulement les bornes comme points de maillage.
3.4 Introduction a` la robustesse - La valeur singulie`re
structure´e
Lorsqu’une mode´lisation est re´alise´e pour calculer une loi de commande, des approximations
sont toujours faites. Parfois la mode´lisation est effectue´e en partant de certaines hypothe`ses,
comme par exemple la charge d’un ve´hicule ou son empattement. Sur ce mode`le nominal,
il est alors possible de calculer un controˆleur qui rend stable le syste`me en boucle ferme´e.
Malheureusement la stabilite´ du syste`me en boucle ferme´e n’est pas garantie lorsque le mode`le
a` asservir n’est pas le mode`le nominal. Il est donc inte´ressant de pouvoir analyser la robustesse
de la loi nominale par rapport aux variations du mode`le.
3.4.1 Mise en forme LFT
Lorsque l’analyse est conduite dans un cadre line´aire, il est possible de classifier les incerti-
tudes dans deux sous-ensembles diffe´rents. D’un cote´ il y a les incertitudes parame´triques qui
sont affecte´es par la valeur d’un ou plusieurs parame`tres, dans le cas d’un ve´hicule la masse
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peut eˆtre, par exemple, une incertitude de ce type. En face il y a les incertitudes lie´es aux dy-
namiques mal connues ou volontairement ne´glige´es, celles-ci sont d’habitude constitue´es d’une
ou plusieurs fonctions de transfert inconnues.
Supposons un mode`le nominal G(s) (Figure 3.8) mis sous la forme suivante :
G(s) =
G11(s) G12(s) G13(s)G21(s) G22(s) G23(s)
G31(s) G32(s) G33(s)

Il est possible de de´finir la formulation du syste`me en boucle ferme´e avec les incertitudes en
utilisant une repre´sentation LFT comme pre´sente´ dans l’e´quation suivante :
z = Fu (Fl (G,K) ,∆)w (3.29)
= Fl (Fu (G,∆) ,K)w
ou` Fl(G,K) est de´finie par 3.5 (page 15), et Fu(G,∆) est donne´e par :
Fu (G(s),∆) = G22 +G21∆ (I −G11∆)
−1 G12
Maintenant, il est inte´ressant de souligner qu’il est possible de conside´rer le mode`le nominal
en boucle ferme´e comme un syste`me a` lui tout seul en utilisant l’e´quation suivante.
M(s) = Fl (G(s),K(s)) =
[
M11(s) M12(s)
M21(s) M22(s)
]
(3.30)
Dans ce cas il est possible de construire le mode`le avec les incertitudes en utilisant la
structure de la figure 3.9. La relation entre les entre´es et les sorties est donc de´finie par l’e´quation
suivante :
z = Fu (M,∆)w =
[
M22 +M21∆ (I −M11∆)
−1 M12
]
w
Apre`s avoir introduit la structure de la boucle ferme´e en pre´sence d’incertitudes, il est
possible d’introduire le concept de stabilite´ de cette boucle. Conside´rant un controˆleur K(s)
qui est stabilisant pour le mode`le nominal G(s) alors nous pouvons constater que M(s) ∈
RH∞. En utilisant le the´ore`me du petit gain, il est possible d’affirmer que le syste`me est
robustement stable pour toutes les incertitudes ∆(s) ∈ RH∞ telle que ||∆||∞ < 1 si et seulement
si Fu (M,∆) ∈ RH∞ pour tout ∆, ce qui est garanti par la condition ||M11||∞ ≤ 1.
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G
Δ
K
z w
Fig. 3.8 – Structure ge´ne´rale
M
Δ
z w
Fig. 3.9 – Structure d’analyse
3.4.2 L’incertitude et sa structure
Les incertitudes qu’un syste`me peut pre´senter sont de diffe´rentes natures. Il est donc possible
de de´finir une matrice ∆(s) les contenant toutes. Cette matrice peut eˆtre mise sous la forme
ge´ne´rale suivante :
∆(s) = diag {∆1(s), . . . ,∆q(s),δ1Ir1 , . . . ,δrIrr ,ε1Ic1 , . . . ,εcIcc} (3.31)
∆i ∈ RH∞ δi ∈ R εi ∈ C
La matrice d’incertitude pre´ce´dente est suppose´e respecter les conditions de normalisation :
(||∆i(s)||∞ < 1 δi ∈ ]−1; +1[ |εi| < 1) ⇐⇒ (||∆(s)||∞ < 1)
La matrice d’incertitudes ∆(s) est donc compose´e de matrices de transfert stables de struc-
ture quelconque ∆i(s) , de scalaire re´els re´pe´te´s δi et de scalaires complexes εi.
Lorsque la structure de la matrice d’incertitudes est de´finie, il existe deux possibilite´s pour
aborder le proble`me de la robustesse :
– Analyser la robustesse sans conside´rer la structure de la matrice ∆(s). Dans ce cas,
l’analyse de robustesse doit eˆtre conduite en utilisant le the´ore`me du petit gain. Cette
e´tude s’ave`re parfois trop contraignante.
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– Conside´rer la structure de la matrice ∆(s). Ce choix conduit a` l’utilisation de la valeur
singulie`re structure´e qui fournit des re´sultats meilleurs que ceux obtenus avec le the´ore`me
du petit gain.
3.4.3 La valeur singulie`re structure´e
La valeur singulie`re structure´e n’est rien d’autre qu’une ge´ne´ralisation de la valeur singulie`re
d’une matrice constante. Pour introduire ce concept, nous utilisons l’approche pre´sente´e dans
[ZDG94]. Conside´rons le syste`me en boucle ferme´e de la figure 3.10 ou` M(s) et ∆(s) sont stables.
Δ
M
+
+
+
+
w1
w2
e2
e1
Fig. 3.10 – Structure d’analyse
La question de la robustesse de la stabilite´ est de connaˆıtre la valeur maximale de la norme
H∞ telle que le syste`me est stable pour tout ∆(s) de norme infe´rieure a` cette valeur. Vue
la structure de la boucle, le syste`me sera instable si l’e´quation det (I −M(s)∆(s)) = 0 a des
racines dans C+. Il est maintenant possible de conside´rer une valeur α > 0 telle que le syste`me
en boucle ferme´e soit stable pour tout ∆(s) tel que ||∆||∞ < α. Il est par la suite inte´ressant
d’incre´menter α jusqu’a` αmax. La valeur αmax sera donc la marge robuste de stabilite´.
Pre´ce´demment nous avons souligne´ que la matrice d’incertitudes peut eˆtre structure´e ou
non structure´e. Lorsque ∆(s) n’est pas structure´e, le the´ore`me du petit gain fournit le re´sultat
suivant :
1
αmax
= ||M ||∞ = sup
s∈C+
σ(M(s)) = sup
ω
σ(M(jω))
et il est possible d’e´crire :
σ (M(s)) =
1
min {σ(∆) : det (I −M(s)∆) = 0,∆ non structure´e }
Le proble`me consiste donc en la recherche de l’inverse de la plus grande valeur singulie`re
du syste`me M(s). Cette valeur fournit l’information sur la plus petite matrice non structure´e
∆(s) qui cause l’instabilite´ du syste`me en boucle ferme´e.
Avec le meˆme principe, il est possible de de´terminer la plus petite matrice structure´e ∆(s)
qui de´stabilise le syste`me en boucle ferme´e. Pour ce faire, il est ne´cessaire d’introduire une
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ge´ne´ralisation de la valeur singulie`re, qui jusqu’a` maintenant e´tait capable de fournir cette
information. La valeur singulie`re structure´e µ est donc introduite :
µ∆ (M(s)) =
1
min {σ(∆) : det (I −M(s)∆) = 0,∆ structure´e }
La marge de stabilite´ pour un syste`me en boucle ferme´e avec incertitudes structure´es est
ainsi exprime´e par l’e´quation suivante :
1
αmax
= sup
s∈C+
µ∆ (M(s)) = sup
ω
µ∆ (M(jω))
Il est donc possible de donner la de´finition suivante pour la valeur singulie`re structure´e.
De´finition 3.4.1 Pour une matrice de transfert complexe M(s) et pour une matrice d’incer-
titudes ∆(s) qui est sous la forme (3.31) normalise´e, la fonction re´elle non ne´gative µ, appele´e
la valeur singulie`re structure´e, est de´finie par :
µ∆ (M(s)) =
1
min {σ(∆) : det (I −M(s)∆) = 0}
Si aucune matrice d’incertitudes ∆ ne rend I −M(s)∆ singulie`re, alors µ∆ (M(s)) = 0
La valeur singulie`re structure´e pre´sente les proprie´te´s suivantes :
I. µ(αM) = |α|µ(M) ∀∆, ∀αǫC,∀MǫCk×k
II. pour un scalaire re´el re´pe´te´ ∆ = δI : µ∆(M) = ρR(M) = supλǫR (|λ| : det(λIk −M) = 0)
III. pour un bloc complexe ∆ ∈ Ck×k : µ∆(M) = σ(M)
IV. pour toutes structures de ∆(s) la valeur de µ est encadre´e par
ρR(M) ≤ µ∆(M) ≤ σ(M)
ou` ρR(M) est le rayon spectrale re´el
V. Soit un ensemble D de matrice D qui commutent avec ∆ (D∆ = ∆D) alors l’ine´galite´
suivante est ve´rifie´e
µ∆(M) ≤ min
DǫD
σ(DMD−1)
Lors de l’analyse par valeur singulie`re structure´e, il est possible de de´finir l’ensemble D des
matrices hermitiennes de´finies positives qui commutent avec toutes les matrices d’incertitudes
∆ de type 3.21 : un deuxie`me ensemble G contient des matrices hermitiennes dont les e´le´ments
non nul correspondent aux bloc re´els de ∆ :
D =
{
diag
{
d1Iqq , . . . ,dqIqq ,D1, . . . ,Dr,D
′
1, . . . ,D
′
c
}
,di > 0,Di = D
⋆
i > 0,D
′
i = D
′⋆
i > 0
}
G =
{
diag
{
0q1×q1 , . . . 0qq×qq ,G1, . . . ,Gr,0c1×c1 , . . . ,0cc×cc
}
,Gi = G
⋆
i
}
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La proprie´te´ suivante a pour but d’introduire la recherche d’une borne supe´rieure de µ∆(M).
Pour ce faire, il est possible de re´soudre un proble`me d’optimisation qui aura la structure
suivante :
µ∆(M(s)) ≤ α
∗
α∗ = minDǫD α sous les contraintes
{
α ≥ 0
M∗DM − α2D ≤ 0
L’optimisation pre´ce´dente ne fait pas la distinction entre les incertitudes re´elles ou com-
plexes. Pour obtenir des re´sultats meilleurs, il est possible d’envisager un usage conjoint des
ensembles D et G. La recherche d’une borne supe´rieure passe alors pour la solution du proble`me
d’optimisation suivant :
µ∆ ≤ β
∗
β∗ = minDǫD,GǫG β
sous les contraintes
{
β ≥ 0
M∗DM + j (GM −M∗G)− β2D ≤ 0
Il est possible, pour conclure, de de´duire le the´ore`me suivant ([ZDG94]) qui fournit le prin-
cipe d’analyse de robustesse utilisant la valeur singulie`re structure´e.
The´ore`me 3.4.1 Soit une valeur β > 0. Le syste`me de la figure 3.10 est stable pour toute
incertitudes structure ∆(s) telle que ||∆(s)||∞ < β si et seulement si :
sup
ω∈R
µ∆ (M (jω)) ≤ β
−1
3.5 Utilisation de ces outils dans le contexte de la the`se
Les outils the´oriques que nous venons de pre´senter sont connus depuis plusieurs anne´es et
plusieurs algorithmes de calcul ont e´te´ introduits pour pouvoir les utiliser. Au cours de cette
the`se nous avons utilise´ ces algorithmes, principalement les algorithmes de re´solution des LMI.
Notre apport se situe sur un autre plan, a` savoir comment poser correctement le proble`me pour
le re´soudre par ces outils et comment utiliser le correcteur obtenu.
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Chapitre 4
Mode´lisation de la dynamique du
ve´hicule
4.1 Introduction
Ce chapitre est de´die´ a` la pre´sentation d’une mode´lisation pour un ve´hicule routier en vue
du de´veloppement de lois de commande. Seules les lois permettant d’asservir la dynamique du
ve´hicule sont aborde´es. En particulier, les lois de controˆle moteur n’en font pas l’objet.
Tous les coefficients qui sont introduits dans les e´quations de ce chapitre ont e´te´ obtenus a`
partir des informations fournies par le constructeur. Dans certains cas, comme par exemple le
ressort d’une suspension, nous avons obtenu le coefficient pour le mode`le line´aire en conside´rant
la tangente a` l’origine de la caracte´ristique. Ces mode`les ont e´te´ valide´s par comparaison avec
les re´sultats fournis par des simulateurs non line´aires du ve´hicule.
4.2 Ve´hicule avec suspensions
Dans la litte´rature, il est possible de trouver diffe´rentes mode´lisations du ve´hicule. Cer-
taines conside`rent le ve´hicule comme un corps rigide et d’autres conside`rent le ve´hicule comme
un corps rigide sur des suspensions. Vus les de´veloppements effectue´s par la suite, le ve´hicule
est conside´re´ comme un corps rigide e´quipe´ de suspensions. Cependant une mode´lisation rigide
du ve´hicule peut eˆtre inte´ressante dans certaines situations.
Conside´rer le ve´hicule e´quipe´ de suspensions permet de prendre en conside´ration les six
degre´s de liberte´ qui lui sont normalement associe´s et donc les mouvements de roulis et de
tangage qui sont ne´glige´s lors d’une mode´lisation du ve´hicule comme un corps rigide.
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4.3 De´finition des repe`res
La mode´lisation d’un ve´hicule avec suspension reste un proble`me complexe qui a e´te´ ex-
plore´ par plusieurs auteurs [KN05],[Pha90] et [Gen00]. Ils ont de´montre´ qu’une mode´lisation a`
6 degre´s de liberte´ est ne´cessaire pour de´crire la dynamique d’un ve´hicule de fac¸on comple`te. Le
mouvement du ve´hicule peut tout d’abord eˆtre de´compose´ sur un repe`re orthonormal comme
la combinaison d’un de´placement late´ral d’un de´placement longitudinal et d’un de´placement
vertical associe´s aux mouvements de rotations. Les mouvements de rotation sont constitue´s du
mouvement de roulis, du mouvement de tangage et du mouvement de lacet.
L’approche retenue ici est inspire´e des travaux [Gen00] : la masse est partage´e en masse
suspendue et masse non suspendue. La masse suspendue est soumise aux degre´s de liberte´
pre´ce´dents, tandis que la masse non suspendue sera soumise seulement au mouvement de roulis
et au de´placement vertical. Le choix de cette approche est dicte´ par volonte´ de simplifier la
lecture du mode`le par une personne qui ne soit pas trop proche de la me´canique du ve´hicule.
En observant le comportement du ve´hicule on constate que nous nous trouvons en pre´sence
d’un syste`me en roto-translation. Un rapide rappel des changements de repe`res et de leurs lois
de passage est ne´cessaire pour la suite.
Fig. 4.1 – De´finition des repe`res [Gen00]
Soit un repe`re galile´en XYZ dans lequel le plan XY correspond au plan de la route. Il est
maintenant possible introduire les rotations par rapport aux diffe´rents axes du repe`re galile´en.
On conside`re une premie`re rotation du repe`re XYZ par rapport a` l’axe Z selon l’angle de lacet
ψ (Figure 4.1). Un nouveau repe`re x∗y∗Z est donc obtenu. Le passage entre le repe`re x∗y∗Z et
le repe`re XYZ, s’obtient par la matrice de rotation R1 :
R1 =
 cos(ψ) − sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1

On doit introduire deux rotations : celle de tangage et celle de roulis. Nous conside´rons
d’abord la rotation lie´e au tangage. Elle peut eˆtre exprime´e en utilisant une rotation du repe`re
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x∗y∗Z par rapport a` l’axe y∗ d’angle θ. Le syste`me passera donc du repe`re x∗y∗Z au repe`re
xy∗z∗, avec la matrice de rotation R2 :
R2 =
 cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)

La dernie`re rotation qu’on doit conside´rer est celle lie´e a` l’angle de roulis. La rotation est
faite par rapport a` l’axe x, et permet de passer du repe`re xy∗z∗ au repe`re xyz. La matrice de
passage correspondante R3 entre le repe`re xyz et le repe`re xy
∗z∗ est la suivante :
R3 =
 1 0 00 cos(φ) − sin(φ)
0 sin(φ) cos(φ)

Le passage du repe`re galile´en XYZ au repe`re ve´hicule xyz s’obtient donc graˆce a` la matrice
R = R1R2R3. Celle-ci s’e´crit en de´tails :
R =
 cos(ψ) cos(θ) cos(ψ) sin(θ) sin(φ)− sin(ψ) cos(φ) cos(ψ) sin(θ) cos(φ)− sin(ψ) sin(φ)sin(ψ) cos(θ) sin(ψ) sin(θ) sin(φ) + cos(ψ) cos(φ) sin(ψ) sin(θ) cos(φ)− cos(ψ) sin(φ)
− sin(θ) cos(θ) sin(φ) cos(θ) cos(φ)

(4.1)
Pour rendre plus facile la notation des e´quations qui suivent, il est ne´cessaire d’introduire
la matrice de rotation bidimensionnelle R∗1, pour la rotation de lacet sur le plan XY :
R∗1 =
[
cos(ψ) − sin(ψ)
sin(ψ) cos(ψ)
]
Ce qui permet d’obtenir une nouvelle formulation de la matrice R :
R =
[
R∗1R11 R
∗
1R12
R21 R22
]
ou`
R2R3 =
 cos(θ) sin(θ) sin(φ)0 cos(φ) sin(θ) cos(φ)− sin(φ)
− sin(θ) cos(θ) sin(φ) cos(θ) cos(φ)
 = [R11 R12R21 R22
]
En analysant les rotations applique´es, on s’aperc¸oit que les rotations du ve´hicule ne sont
pas oriente´es dans les directions du repe`re xyz, mais dans les direction x, y∗ et Z. Pour obtenir
les vitesses par rapport au repe`re xyz, on peut utiliser la transformation suivante pour avoir
leur expression dans le repe`re ve´hicule.
p
q
r
 =

φ˙
0
0
+RT3

0
θ˙
0
+ [R2R3 ]T

0
0
ψ˙

En de´veloppant l’e´quation pre´ce´dente, on obtient :
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
p = φ˙− ψ˙ sin (θ)
q = θ˙ cos (φ) + ψ˙ sin (φ) cos (θ)
r = ψ˙ cos (φ) cos (θ)− θ˙ sin (φ)
Si les angles de tangage et de roulis sont suffisamment petits pour pouvoir utiliser l’ap-
proximation des petits angles, il est possible d’exprimer les sous-matrices selon les formulations
suivantes :
R11 = I R12 =
{
θ
−φ
}
R21 = −R
T
12 = [−θ φ ] R22 = I
L’approximation conduit au syste`me suivant :
p = φ˙− ψ˙θ
q = θ˙ + φψ˙
r = ψ˙ − φθ˙
4.4 Mode´lisation pour les ve´hicules isole´s
Un ve´hicule est normalement constitue´ d’une masse suspendue et de n roues. Il peut donc
eˆtre mode´lise´ comme un syste`me avec 6 + n degre´s de liberte´. Le choix des degre´s de liberte´
est une premie`re proble´matique a` re´soudre. Pour la masse suspendue, on peut choisir comme
coordonne´es ge´ne´ralise´es les coordonne´es X, Y et Z du barycentre et les angles de rotation du
ve´hicule (θ, φ,ψ). Les degre´s de liberte´ des suspensions sont par contre lie´s au type de suspen-
sions choisies, comme spe´cifie´ par la suite.
L’obtention des e´quations est base´e sur une approche lagrangienne. Il est donc ne´cessaire
d’introduire l’e´nergie cine´tique de la masse suspendue. Celle ci peut s’e´crire sous la forme
suivante :
T = 1
2
ms
(
X˙2 + Y˙ 2 + Z˙2
)
+
+1
2

φ˙− ψ˙ sin (θ)
θ˙ cos (φ) + ψ˙ sin (φ) cos (θ)
ψ˙ cos (φ) cos (θ)− θ˙ sin (φ)

T  Jx 0 −Jxz0 Jy 0
−Jxz 0 Jz


φ˙− ψ˙ sin (θ)
θ˙ cos (φ) + ψ˙ sin (φ) cos (θ)
ψ˙ cos (φ) cos (θ)− θ˙ sin (φ)

Pour les masses non suspendues, il n’est pas possible de de´finir une expression explicite
comme dans le cas pre´ce´dent. Il est par contre toujours possible de trouver une expression de
l’e´nergie cine´tique ge´ne´rale sous la forme :
Ti = f
(
X˙,Y˙ ,Z,Z˙,θ,θ˙,φ,φ˙,γi,γ˙i
)
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Dans ce cas γi est la coordonne´e ge´ne´ralise´e utilise´e pour la suspension i.
Vu que nous utilisons l’approche lagrangienne, il est aussi ne´cessaire de de´finir l’e´nergie
gravitationnelle du ve´hicule; celle-ci peut eˆtre calcule´e a` partir des positions des barycentres de
tous les corps rigides. Son expression est donc la suivante :
Ug = msgZ +
∑
∀i
migZi
Pour poursuivre l’e´criture de l’e´quation de Lagrange, il est ne´cessaire d’introduire aussi
l’e´nergie potentielle. Nous introduisons d’abord celle des suspensions. Vu qu’a priori il n’y a
pas d’informations sur la structure des trains et donc d’information sur la position des suspen-
sions, il est possible de fournir seulement une e´quation ge´ne´rale du proble`me. L’e´nergie associe´e
a` la i-e`me suspension est de la forme suivante :
Umi = f (Z,θ,φ,γi)
Le meˆme discours est valable pour le pneumatique. Son e´nergie potentielle sera exprime´e
selon l’e´quation suivante :
Upi = f (Z,θ,φ,γi)
Sur un ve´hicule il est possible d’identifier aussi des amortisseurs. Lorsque le ve´hicule en est
e´quipe´, il est possible de de´finir une force dissipative de Rayleigh qui pour l’amortisseur i peut
eˆtre de´fini sous la forme suivante :
Fai = f
(
X˙,Y˙ ,Z,Z˙,θ,θ˙,φ,φ˙,γi,γ˙i
)
Une fois que toutes les forces dissipatives et les e´nergies sont e´crites, il est possible de
formuler l’e´quation de Lagrange qui fournit les e´quations diffe´rentielles du proble`me :
d
dt
(
∂T
∂q˙i
)
−
∂T
∂qi
+
∂U
∂qi
+
∂F
∂q˙i
= Qi
ou` T est l’e´nergie cine´tique, U est l’e´nergie potentielle, F est la force de Rayleigh, Qi sont
les forces externes appliques au ve´hicule et qi est le degre´ de liberte´ a` analyser.
Le choix d’utiliser la mode´lisation selon l’e´quation de Lagrange peut paraˆıtre tre`s lourd,
mais permet une modularite´ que des approches plus classiques ne permettent pas.
4.5 Mode´lisation line´aire pour les ve´hicules isole´s
Dans le paragraphe 4.4 une description tre`s ge´ne´rale du ve´hicule a e´te´ fournie. L’application
a` la mode´lisation d’un ve´hicule routier est maintenant re´alise´e en partant de l’analyse des
diffe´rentes parties du ve´hicule : la masse suspendue, les suspensions et les pneumatiques.
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4.5.1 Mode`le de la masse suspendue
Nous conside´rons d’abord la masse suspendue. Lors de l’analyse il est ne´cessaire d’intro-
duire dans un premier temps un repe`re pour la masse suspendue. Le plus simple peut eˆtre
celui identifie´ comme xs,ys,zs (Figure 4.2). Ce repe`re est choisi de fac¸on a` avoir l’axe xs pa-
ralle`le a` l’axe de roulis x; il en re´sulte que l’axe zs appartiendra au plan de syme´trie du ve´hicule.
Le fait d’avoir choisi un repe`re pour la masse suspendue qui est diffe´rent du repe`re du
ve´hicule permet de constater qu’il y a une diffe´rence entre le centre de gravite´ du ve´hicule et
le centre de gravite´ de la masse suspendue. Cette constatation est tre`s utile dans la suite lors
de l’analyse du roulis.
Fig. 4.2 – Axes du ve´hicule [Gen00]
Une fois de´finis les repe`res, on peut de´finir les e´quations de la masse suspendue. Tout sera
de´veloppe´ a` partir du point H (intersection de l’axe de roulis avec l’axe vertical passant par G).
Les coordonne´es du point H sont (XH ,YH ,ZH) = (X,Y,Z0 + Z). Avec les hypothe`ses faites, il
est e´vident que le ve´hicule aura un angle de tangage non nul au repos θ0 (Figure 4.2). En partant
de cette conside´ration, nous pouvons obtenir l’expression suivante pour l’angle de tangage :
θ∗ = θ0 + θ
D’apre`s la Figure 4.2, les coordonne´es du centre de gravite´ de la masse suspendue par
rapport au repe`re (x, y, z) sont (c,0,h) ses coordonne´es dans le repe`re galile´en sont donc :
q

X
Y
Z

Gs
=

X
Y
Z0 + Z
+R

c
0
h

Les vitesses s’en de´duisent par simple de´rivation :{
X˙
Y˙
}
Gs
=
{
X˙
Y˙
}
+ R˙∗1
(
R11
{
c
0
}
+R12h
)
+R∗1
(
R˙11
{
c
0
}
+ R˙12h
)
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Z˙Gs = Z˙ + R˙21
{
c
0
}
+ R˙22h
Les e´quations pre´ce´dentes permettent de calculer les e´quations pour l’e´nergie cine´tique; pour
rendre plus lisible ce me´moire l’e´quation relative au pompage sera analyse´e se´pare´ment. Nous
commencerons par l’analyse des e´quations de la vitesse longitudinale et de la vitesse late´rale :{
X˙
Y˙
}
Gs
=
{
X˙
Y˙
}
+ R˙∗1
([
cos(θ∗) sin(θ∗) sin(φ)
0 cos(φ)
] {
c
0
}
+
[
sin(θ∗) cos(φ)
− sin(φ)
]
h
)
+
+R∗1
( [
−θ˙∗ sin(θ) θ˙∗ cos(θ∗) sin(φ) + φ˙ cos(φ) sin(θ∗)
0 −φ˙ sin(φ)
] {
c
0
}
+
+
[
θ˙∗ cos(θ) sin(φ)− φ˙ sin(φ) cos(θ)
−φ˙ cos(φ)
]
h
)
=
=
{
X˙
Y˙
}
+ R˙∗1
([
c cos(θ∗)
0
]
+
[
sin(θ∗) cos(φ)
− sin(φ)
]
h
)
+
+R∗1
([
−cθ˙∗ sin(θ)
0
]
+
[
θ˙∗ cos(θ) sin(φ)− φ˙ sin(φ) cos(θ)
−φ˙ cos(φ)
]
h
)
En introduisant l’approximation des petits angles, on obtient l’e´quation suivante :{
X˙
Y˙
}
Gs
=
{
X˙
Y˙
}
+ R˙∗1
[
c+ h(θ0 + θ)
−hφ
]
+R∗1
[
hθ˙
−hφ˙
]
(4.2)
Nous avons donc vu les e´quations relatives a` la dynamique late´rale et a` la dynamique
longitudinale, nous pouvons maintenant nous inte´resser a` l’e´quation du pompage. Nous devons
partir de l’e´quation du de´placement, une fois que nous avons cette e´quation nous pouvons la
de´river et obtenir l’e´quation de la vitesse qui nous permet de construire la mode´lisation selon
l’approche de Lagrange.
Z˙Gs = Z˙ + R˙21c+ R˙22h =
= Z˙ + [−θ˙∗ cos(θ∗) −θ˙∗ sin(θ) sin(φ) + φ˙ cos(φ) cos(θ) ]
{
c
0
}
−
−(θ˙∗ sin(θ) cos(φ) + φ˙ sin(φ) cos(θ))
En re´alisant aussi sur cette e´quation l’approximation des petits angles, la vitesse de pompage
est exprime´e par l’e´quation suivante :
Z˙Gs = Z˙ − cθ˙ (4.3)
Les trois vitesses de translation et les trois de rotation permettent de de´terminer l’e´nergie
cine´tique de la masse suspendue.
TS =
1
2
mS
{ X˙
Y˙
}T
Gs
{
X˙
Y˙
}
Gs
+ Z˙2Gs
+ 1
2
 p q r
 JXS 0 −JXZS0 JY S 0
−JXZS 0 JZS


p
q
r
 (4.4)
En remplac¸ant les e´quations (4.2) et (4.3) dans l’e´quation (4.4), on obtient l’e´nergie cine´tique
de la masse suspendue. Nous nous permettons de rappeler au lecteur que les e´quations sont
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faites avec l’approximation des petits angles et que donc nous avons remplace´ les sin et les cos
par leurs de´veloppements limite´s au premier ordre :
TS =
1
2
mS
[
X˙2 + Y˙ 2 + Z˙2 + c2ψ˙2 + h2φ˙2 + (c2 + h2) θ˙2 − 2chψ˙φ˙− 2cZ˙θ˙ +
+2h
{
X˙
Y˙
}T
R∗1
{
θ˙
−φ˙
}
+ 2ψ˙
{
X˙
Y˙
}T
∂
∂ψ
R∗1
{
c+ h(θ0 + θ)
−hφ
}]
+
+1
2
 JXSφ˙2 + JY S θ˙2 + JZSψ˙2− Jxzsφ˙ψ˙
(4.5)
4.5.2 Analyse d’une suspension
Dans 4.5.1 les e´quations de l’e´nergie cine´tique de la masse suspendue ont e´te´ introduites. La
meˆme chose peut eˆtre re´alise´e pour les suspensions. Il est possible d’identifier deux diffe´rents
types de trains : le premier est rigide tandis que le deuxie`me est a` roues inde´pendantes. Le cas
sans doute le plus ge´ne´ral est celui du train a` roues inde´pendantes, le train rigide pouvant eˆtre
conside´re´ comme un cas particulier. C’est pour cette raison qu’ici nous avons de´cide´ d’intro-
duire d’abord les e´quations de l’essieu a` roues inde´pendantes et de fournir par la suite quelques
indications sur la manie`re d’obtenir les e´quations pour l’essieu rigide.
Le train que nous utilisons pour effectuer les calculs est celui de la figure 4.3. Ici les masses
non suspendues sont suppose´es concentre´es sur les bras des essieux. Il est donc possible de
localiser deux centres de gravite´, un pour chacun des deux bras de l’essieu.
Fig. 4.3 – Mode`le de l’essieu [Gen00]
En utilisant cette figure nous pouvons de´finir les diffe´rents grandeurs fondamentales qui
seront utilise´es dans la suite :
– Gd et Gs sont les centres de gravite´ du bras droit et du bras gauche des suspensions du
train
– Zid et Zis sont les hauteurs des ces deux centres de gravite´
– Cd et Cs sont les centres de rotation des roues
– γ0d et γ0s sont les angles de carrossage au repos des roues droite et gauche
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– γd et γs sont les angles de carrossage des roues droite et gauche.
Les coordonne´es du centre de gravite´ du bras gauche sont alors :
x
y
z

Gis
=

xi
(l1 + l3)
−l2 + l3 (γ0is + γis)

Il est possible d’obtenir la meˆme e´quation pour le bras droit :
x
y
z

Gsd
=

xi
− (l1 + l3)
−l2 − l3 (γ0id + γid)

Souvent il est possible de trouver les e´quations exprime´es en utilisant l’angle de carrossage γ
comme coordonne´e ge´ne´ralise´e. Par contre nous avons de´cide´ d’exprimer les positions des bras
en fonction de leurs coordonne´es barycentriques Zis et Zid ou e´ventuellement de leur somme
et/ou leur diffe´rence. C’est-a`-dire qu’il est possible d’exprimer les coordonne´es des centres de
gravite´ de chacun des bras en fonction de la coordonne´e du barycentre de l’essieu et de l’angle
de roulis du meˆme essieu :  Zi0 + Zi =
Zis+Zid
2
φi =
Zid+Zis
d0
La variable Zi correspond a` la coordonne´e du barycentre de l’essieu. La distance d0 repre´sente
la distance entre les deux centres de gravite´ au repos selon l’axe y. Maintenant il est possible
de formuler les expressions des coordonne´es Z des barycentres :{
ZGis = Z0 + Z − (θ0 + θ)xi + φi (l1 + l3)− l2 + l3 (γ0is + γis)
ZGid = Z0 + Z − (θ0 + θ) xi − φi (l1 + l3)− l2 − l3 (γ0id + γid)
Si le syste`me est en position d’e´quilibre, les angles de carrossage sont e´gaux et il n’y a pas
de tangage; les e´quations pour les deux centres de gravite´ sont exprime´es de la fac¸on suivante :
{
X
Y
}
Gis
=
{
X
Y
}
+R∗1
{
xi − θ0l2 − θl2
l2φ+
d0
2
}
ZGis = Zi0 + Zi +
d0
2
φi

{
X
Y
}
Gid
=
{
X
Y
}
+R∗1
{
xi − θ0l2 − θl2
l2φ−
d0
2
}
ZGid = Zi0 + Zi −
d0
2
φi
Nous voulons construire les e´quations diffe´rentielles pour les essieux; comme dans les cas
pre´ce´dents nous utilisons une approche lagrangienne, il est donc ne´cessaire de calculer l’e´nergie
cine´tique. Nous calculons d’abord les de´rive´es du de´placement lie´es au pompage de chacun des
bras; une fois que les vitesses des pompages sont disponibles il est possible de passer au calcul
de l’e´nergie cine´tique qui s’exprime selon l’e´quation suivante :
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Ti =
1
2
(mis +mid)
[
X˙2 + Y˙ 2 + Z˙2i + x
2
i ψ˙
2 + l22iφ˙
2 + l22iθ˙
2 + 2xil2iψ˙φ˙ +
−2l2i
{
X˙
Y˙
}T
R∗1
{
θ˙
−φ˙
}
+ 2ψ˙
{
X˙
Y˙
}T
∂
∂ψ
R∗1
{
xi − l2i (θ + θ0)
l2iφ
}]
+
+1
2
[
(mis +mid)
l22i
8
φ˙2 + (Jxis + Jxid) φ˙i
2
+ (Jyis + Jyid) θ˙
2+
+ (Jzis + Jzid) ψ˙
2 + (mis +mid)
l22
8
ψ˙
]
(4.6)
Nous avons introduit les e´quations pour le cas de l’essieu a` roues inde´pendantes. Pour
l’essieu rigide, il est e´vident que les bras sont fixe´s, leurs mouvements par rapport au pignon
sont ne´glige´s et l’e´quation devient la suivante :
Ti =
1
2
mi
[
X˙2 + Y˙ 2 + Z˙2i + x
2
i ψ˙
2 + q2i0φ˙
2 + q2i0 θ˙
2 + 2xiqi0ψ˙φ˙−
−2qi0
{
X˙
Y˙
}T
R∗1
{
θ˙
−φ˙
}
+ +2ψ˙
{
X˙
Y˙
}T
∂
∂ψ
R∗1
{
xi + qi0 (θ + θ0)
−qi0φ
}]
+
+1
2
(
Jxiφ˙
2
i + Jyi θ˙
2 + Jziψ˙
2
)
− Jxziφ˙iψ˙
(4.7)
Dans les e´quations que nous venons d’introduire nous avons suppose´ que les suspensions
sont perpendiculaires au sol afin d’obtenir un mode`le line´aire.
Dans l’e´quation 4.7, le terme qi0 repre´sente la distance entre le centre de gravite´ et le centre de
roulis de l’essieu rigide i.
Nous nous permettons enfin de rappeler au lecteur que les e´quations pre´ce´dentes sont faites
avec l’approximation des petits angles et donc que nous avons remplace´ les sin et les cos par
leurs de´veloppements limite´s au premier ordre.
4.5.3 Formulation du Lagrangien
Nous avons introduit, dans les paragraphes pre´ce´dents, les parties qui sont ne´cessaires pour
effectuer l’approche lagrangienne. Cette approche s’appuie sur la de´finition du Lagrangien :
L = T − U
La plupart des voitures circulant aujourd’hui sont e´quipe´es d’un essieu avant a` roues inde´pendantes
et d’un essieu rigide a` l’arrie`re. En partant de cette hypothe`se, il est possible d’e´crire l’e´nergie
cine´tique sous la forme suivante :
T = 1
2
m
(
X˙2 + Y˙ 2
)
+ 1
2
msZ˙
2 + 1
2
∑
∀imiZ˙i
2
+ 1
2
Jxφ˙
2 + 1
2
Jyθ˙
2+
1
2
Jzψ˙
2 + 1
2
∑
∀i J
∗
xi
φ˙i
2
− Jxz ˙psiψ˙ − ψ˙
∑
∀i J
∗
xzi
φ˙i
2
+
+
[
X˙ cos (ψ) + Y˙ sin (ψ)
] [
Jsθ˙ + ψ˙ (hmsφ+
∑
∀imiqi0φi)
]
+
+
[
X˙ sin (ψ)− Y˙ cos (ψ)
] (
mshφ˙+
∑
∀imiqi0φ˙i
)
−mscZ˙θ˙
ou`
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
m = ms +
∑
∀imi
Jx = Jxs +msh
2 +
∑
∀i Jxi
Jy = Jys +ms (h
2 + c2) +
∑
∀i
(
Jyi +miq
2
i0
)
Jz = JzS +msch
Jxz = Jxzs +msch
J∗xi = Jxi +miq
2
i0
J∗xzi = Jxzi +miqi0xi
Js = msh+
∑
∀imiqi0
Les sommes avec index ∀i repre´sentent l’extension pour les essieux a` roues inde´pendantes.
Pour avoir l’e´quation du Lagrangien sous sa forme comple`te il est aussi ne´cessaire de de´finir
l’e´nergie gravitationnelle et l’e´nergie potentielle.
L’e´nergie gravitationnelle peut eˆtre calcule´e tre`s facilement, lorsque la voiture est suppose´e
rouler sur une route plate : elle peut eˆtre calcule´e a` partir des coordonne´es Z des barycentres :
Ug = gmS {Z + h cos (θ0 + θ) cos (φ)− c sin (θ0 + θ)}+ g
4∑
k=1
(mkZk)
Cette expression peut eˆtre approxime´e par un de´veloppement limite´ au deuxie`me ordre des
cosinus :
Ug = gmS
{
Z −
h
2
[
(θ0 + θ)
2 + φ2
]
− c (θ0 + θ)
}
+ g
4∑
k=1
(mkZk +msh)
Dans la de´marche que nous sommes en train de suivre, nous voulons aboutir a` un mode`le
line´aire. C’est pour cette raison que nous avons choisi des de´veloppements limite´s au deuxie`me
ordre, pour inclure dans les e´quations tous les termes line´aires.
Il est maintenant possible de passer a` la de´finition de l’e´nergie potentielle. Cette e´nergie
est facilement calculable pour une suspension : il est possible de connaˆıtre ses points d’attache
sans difficulte´. Par contre, pour eˆtre cohe´rent avec la de´marche du mode`le line´arise´ que nous
sommes en train de de´velopper, nous avons choisi de de´finir une raideur verticale Ki et une
raideur de torsion (due au roulis) χi pour chacune des suspensions. Pour chacune d’elles, il est
aussi possible de de´finir une longueur au repos Li. Cette longueur peut eˆtre de´finie en fonc-
tion de la force F0i qui est exerce´e sur la suspension lors de la situation d’e´quilibre : Li = F0i/Ki.
L’expression de l’e´nergie potentielle pour la i-e`me suspension peut eˆtre calcule´e en utilisant
l’e´quation 4.8. Cette e´quation est valable soit pour les essieux rigides soit pour les essieux
a` roues inde´pendantes. La seule diffe´rence est constitue´e des valeurs des raideurs qui seront
diffe´rentes dans les deux cas :
Usi =
raideur barre anti-roulis︷ ︸︸ ︷
1
2
χi (φ− φi)
2 +
raideur du ressort︷ ︸︸ ︷
1
2
Ki (Zi − Z + xmiθ + Li)
2 (4.8)
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Il est possible de suivre la meˆme de´marche lors de l’analyse des pneumatiques, ou` on trouve
aussi une raideur verticale. L’e´quation de l’e´nergie potentielle pour le pneumatique sera celle de
l’e´quation 4.9. Lorsque nous conside´rons l’ensemble des pneumatiques d’un ve´hicule, l’e´nergie
totale est celle de l’e´quation 4.10 :
Upis(d) =
1
2
Pi
(
Zi ±
t
2
φi − Lpi
)2
(4.9)
Upi = Pi
(
Z2i +
t2
4
φ2i + L
2
pi
− 2ZiLpi
)2
(4.10)
4.5.4 Fonction de dissipation de Rayleigh
Les suspensions sont habituellement forme´es d’un ressort et d’un amortisseur. L’analyse
des ressorts a e´te´ conduite pre´ce´demment, nous voulons maintenant introduire l’analyse des
amortisseurs. Les ve´hicules sont e´quipe´s pour la plupart avec des amortisseurs visqueux qui
en premie`re approximation peuvent eˆtre conside´re´s line´aires. Il est donc possible de remplacer
chaque amortisseur par un coefficient d’amortissement vertical ci et un coefficient d’amortis-
sement rotationnel (lie´ au roulis) Γi. Apre`s ces conside´rations, il est possible de calculer la
fonction de dissipation de Rayleigh associe´e a` chacun des amortisseurs; cette e´quation a la
forme suivante :
Fsi =
amortissement barre anti-roulis︷ ︸︸ ︷
1
2
Γi
(
φ˙− φ˙i
)2
+
amortissement suspension︷ ︸︸ ︷
1
2
ci
(
Z˙i − Z˙ + xai θ˙
)2
Comme pour le cas de l’e´nergie potentielle, il est possible d’effectuer une analogie entre le
pneumatique et la suspension. La force de Rayleigh pour les pneumatiques sera :
Fpi = cpi
(
Z˙i
2
+
t2i
4
φ˙2i
)
Il est important de souligner que la formule pre´ce´dente est valable pour un essieu et donc
la fonction de Rayleigh calcule´e est valable pour les pneumatiques du meˆme essieu.
4.5.5 Angle de de´rive
Avant d’introduire les efforts applique´s a` la voiture il peut eˆtre inte´ressant d’introduire
quelques informations sur les angles de de´rive des pneumatiques. Pour de´finir l’angle de de´rive,
il est ne´cessaire d’introduire la vitesse des points des contacts du pneumatique dans le repe`re
x∗y∗z :
{VPis(d) }x∗y∗z =

u+ θ˙ (qi0 + ziC )− ψ˙
[
± t
2
− φi (qi0 − zic)
]
v + φ˙i (qi0 + zic) + ψ˙ [xri + (θ0 + θ) (qi0 + zic)]
0

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ou` qi0 et zic sont des grandeurs caracte´ristiques du train.
Les variables u et v sont les composantes de la vitesse par rapport a` la direction x∗ et y∗.
Vu que le point de contact forme un angle e´gal a` l’angle de braquage δi plus e´ventuellement
l’angle de braquage induit par le roulis, il est possible d’obtenir, apre`s line´arisation, l’angle de
de´rive suivant :
αis(d) =
v
V
+ ψ˙
xri
V
− φ˙i
(qi0 + zic)
V
− δi −
∂δi
∂φ
φ (4.11)
Dans la mode´lisation on conside`re que les roues du meˆme essieu ont le meˆme angle de
braquage δi, cette hypothe`se est valable pour la plupart des essieux. L’angle de braquage des
roues avant est proportionnel a` l’angle volant fourni par le conducteur selon le rapport de
de´multiplication.Nous supposons cette valeur constante. Le coefficient ∂δi
∂φ
repre´sente l’angle de
braquage induit par le roulis. Sa valeur de´pend de la structure du train du ve´hicule. On nous
a fourni au cours de la the`se la caracte´ristique de ce coefficient pour un ve´hicule donne´. Vu
que nous avons voulu obtenir un mode`le line´aire nous avons fait l’hypothe`se que le braquage
induit est une constante et pour la de´terminer nous avons calcule´ la tangente a` l’origine de la
caracte´ristique.
Vue la structure de l’e´quation, il est e´vident que les deux roues du meˆme essieu ont le meˆme
angle de de´rive. Il est donc possible dans la suite de re´duire le mode`le a` un mode`le bicyclette.
Vu que normalement le roulis de l’essieu est faible, c’est possible de le ne´gliger et d’obtenir pour
la de´rive l’e´quation suivante :
αis(d) =
v
V
+ ψ˙
xri
V
− δi −
∂δi
∂φ
φ (4.12)
Si le ve´hicule est rigide, l’e´quation pre´ce´dente devient :
αis(d) =
v
V
+ ψ˙
xri
V
− δi
4.5.6 Forces ge´ne´ralise´es
La dernie`re partie de l’e´quation de Lagrange est constitue´e des forces ge´ne´ralise´es. En re-
gardant les efforts entre le ve´hicule et son environnement, on constate que parmi les forces
ge´ne´ralise´es il y a les forces exerce´es par les pneumatiques, les forces ae´rodynamiques et les
autres perturbations qui sont cense´es influencer le comportement du ve´hicule. Le de´placement
virtuel du centre du pneumatique appartenant au i-e`me essieu peut eˆtre de´fini de la fac¸on
suivante :
{
δSPis(d)
}
=

δx∗ + δθ (qi0 + zic)− δψ
[
± ti
2
− φ (qi0 + zic)
]
δy∗ + δφ (qi0 + zic) + δψ [xri + (θ0 + θ) (qi0 + zic)]
0

En conside`rant le fait qu’il y a un couplage entre les de´placements vertical et longitudinal,
l’expression du de´placement par rapport a` x∗ aura un terme supple´mentaire :
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(
∂x
∂z
)
i
(δz − xmiδθ)
Les forces applique´es au pneumatique sont essentiellement contenues dans le plan XY; il est
donc possible d’obtenir une expression par rapport aux axes x∗ et y. Les forces exerce´es par les
pneumatiques auront la structure des l’e´quations (4.13) :
F ∗x = Fxt cos
[
δi −
(
∂δi
∂φ
)
φ
]
− Fyt sin
[
δi −
(
∂δi
∂φ
)
φ
]
F ∗y = Fxt sin
[
δi −
(
∂δi
∂φ
)
φ
]
+ Fyt cos
[
δi −
(
∂δi
∂φ
)
φ
] (4.13)
En utilisant ces formules et en multipliant par les de´placements virtuels, il est possible
obtenir l’e´quation des travaux virtuels (4.14). Cette e´quation est ne´cessaire pour comple´ter
l’e´quation de Lagrange :
δLi = δxiF
∗
x + δyiF
∗
y = δx
∗F ∗x + δy
∗F ∗y + δZ
(
∂xi
∂z
)
F ∗x+
+δθF ∗x
(
qi0 + ziC −
(
∂x
∂z
)
xmi ∗ F
∗
x
)
− δφiF
∗
y (qi0 + zic) +
+δψ
{
−F ∗x
[
± t
2
− φi (qi0 + ziC )
]
+ F ∗y [xri + (θ0 + θ) (qi0 + ziC )] +Mz
} (4.14)
Les forces ge´ne´ralise´es peuvent eˆtre maintenant obtenues en de´rivant le travail virtuel par
rapport aux de´placements virtuels δx∗, δy∗, δθ,... Les forces obtenues sont en direction des axes
x∗ et y∗. Nous voulons avoir les forces dans le syste`me inertiel, une rotation est donc ne´cessaire.
L’e´quation (4.14) est valable pour des essieux rigides, comme nous avons fait l’hypothe`se d’avoir
des essieux a` roues inde´pendantes, il est ne´cessaire de remplacer δφ par δφi et qi0 par −l2.
Dans l’annexe A diffe´rentes mode´lisations du pneumatique sont introduites. Dans la suite
la force late´rale sera exprime´e de fac¸on line´aire par rapport a` l’angle de de´rive et l’angle de
carrossage. Ce choix a e´te´ fait pour deux raisons : la premie`re est lie´e au choix que nous avons fait
d’utiliser des lois de commande line´aires, la deuxie`me au fait que cette mode´lisation est valable
dans la plupart des situations de vie du ve´hicule et enfin qu’elle est relativement simple. Il est
aussi inte´ressant de souligner que cette mode´lisation est valable pour des angles de carrossage
infe´rieurs a` 10◦ et pour des angles de de´rive infe´rieurs a` 6◦. Le lecteur qui souhaite utiliser une
mode´lisation non line´aire du pneumatique pourrait remplacer l’e´quation line´aire (4.15) par une
e´quation non line´aire. Il est important enfin de souligner que l’e´quation (4.15) est valable pour
un essieu mono-roue, mais elle peut eˆtre e´tendue au cas d’un pneumatique isole´ :
Fypi = −Ciαi + Cγi
[
γi +
∂γi
∂φ
φ+
∂γi
∂φi
φi
]
(4.15)
Si le ve´hicule n’est pas e´quipe´ d’un syste`me de pilotage du carrossage, la valeur γi repre´sente
le carrossage au repos, qui peut eˆtre ne´glige´. Il est possible d’appliquer la meˆme de´marche pour
les efforts ae´rodynamiques qui sont applique´s au centre de la masse suspendue. Le de´placement
virtuel dans le repe`re x∗y∗z aura la forme suivante :
{δSGs}x∗y∗z =

δx∗ + hδθ + hφδθ
δy∗ − hδφ+ (c+ h (θ0 + θ) δψ)
δz − cδθ
 (4.16)
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Le travail virtuel duˆ aux forces et aux moments ae´rodynamiques peut eˆtre formule´ selon
(4.17) :
δLaer = Fxaerδx
∗ + Fyaerδy
∗ + (Fxaerh− Fzaerc) δθ+
+ [Fxaerhφ+ Fyaer (c+ h (θ0 + θ))] δψ − Fyaerhδφ+ Fzaerδz+
+Mxaer [δφ− (θ0 + θ) δψ] +Myaer (δθ + φδψ) +Mzaer (δψ + φδθ)
(4.17)
Pour obtenir les forces ge´ne´ralise´es, il suffit alors de de´river les travaux virtuels par rapport
aux de´placements virtuels.
4.5.7 Equations du ve´hicule
Les paragraphes pre´ce´dents ont e´te´ de´die´s a` l’introduction des e´quations ne´cessaires pour
de´finir le mode`le de Lagrange. Ayant a` disposition toutes ces e´quations il est maintenant pos-
sible d’obtenir la mise en e´quation du ve´hicule.
Les e´quations du mouvement du ve´hicule sont calculables a` partir de l’e´quation (4.18).
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
+
∂F
∂q˙i
= Qi (4.18)
Il est maintenant possible de de´velopper les calculs pour chaque degre´ de liberte´ du ve´hicule;
dans un premier temps sont aborde´es les e´quations associe´es au mouvement de translation et
ensuite celle lie´es a` son mouvement de rotation. Le paragraphe se termine par les e´quations des
suspensions.
Equations de translation
Nous conside´rons d’abord les e´quations associe´es aux degre´s de liberte´ X et Y . Les e´quations
les de´crivant sont alors les suivantes.
∂L
∂X˙
= mX˙ + A cos (ψ)−B sin (ψ)
∂L
∂Y˙
= mY˙ + A cos (ψ) +B sin (ψ)
∂L
∂X
=
∂L
∂Y
=
∂F
∂X˙
=
∂F
∂Y˙
= 0
avec :
A = JS θ˙ + ψ˙ (hmSφ+
∑
∀imiqi0φi)
B = −mShφ˙−
∑
∀imiqi0φ˙i
Avec ces hypothe`ses, il est possible d’e´crire les e´quations suivantes : mV˙ + Jsθ¨ = Q
∗
x
m
(
v˙ + V ψ˙
)
−mshφ¨−
∑
∀imiqi0φ¨i = Q
∗
y
(4.19)
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Les expressions des efforts ge´ne´ralise´s sont donc :
Q∗x =
∑
∀i
Fxi −
1
2
ρV 2SCx
Q∗y = Yββ + Yψ˙ψ˙ + Yφφ+
∑
∀i
Yφiφi + Yδδ + Fye
avec 
Yβ = −
∑
∀iCi +
1
2
ρV 2a S
∂Cy
∂β
Yψ˙ = −
1
V
∑
∀i xriCi
Yφ =
∑
∀iCi
∂δi
∂φ
+
∑
∀iCγi
∂γi
∂φ
Yφi = Cγi
∂γi
∂φi
Yδi =
∑
∀iK
′
iCi +
∑
∀iK
′
iFxit
L’e´quation du mouvement pour le degre´ de liberte´ Z peut eˆtre obtenue de fac¸on similaire
au pre´ce´dent :
∂L
∂Z˙
= mSZ˙ −mScθ˙
∂L
∂Z
=
∑
∀i
[Ki (Zi − Z + xmiθ + Li)] +mSg
∂F
∂Z˙
= −
∑
∀i
[
ci
(
Z˙i − Z˙ + xai θ˙
)]
Qz =
∑
∀i
[(
∂x
∂z
)
k
Fxi
]
+ Fzaer +
∑
∀i
Fai
L’e´quation sera donc :
mSZ¨ −mScθ¨ +
∑
∀i (ci) Z˙ −
∑
∀i
(
cixai θ˙
)
+
+
∑
∀i (KiZ)−
∑
∀i (KiZi)−
∑
∀i
(
ciZ˙i
)
−
∑
∀i (Kixmiθ) =
= Fzaer +
∑
∀i
[(
∂x
∂z
)
i
Fxi +KiLi
]
−mSg +
∑
∀i (Fai)
(4.20)
Equations de rotation
Apre`s avoir introduit les e´quations de translation, il est possible d’obtenir celles de rotation.
La de´marche est tre`s similaire a` celle introduite pre´ce´demment.
Nous conside´rons d’abord l’e´quation du roulis, en introduisant les e´quations e´nerge´tiques
ne´cessaires a` l’e´criture de l’e´quation de Lagrange. Nous obtenons les e´quations suivantes :
∂L
∂φ˙
= Jxφ˙− JXZSψ˙ +
(
X˙ sin (ψ)− Y˙ cos (ψ)
)
JS −mSchψ˙
∂L
∂φ
=
(
X˙ cos (ψ) + Y˙ sin (ψ)
)
JSψ˙ +mSghφ−
∑
∀i
[χi (φ− φi)]
∂F
∂φ˙
=
∑
∀i
[
Γi
(
φ˙− φ˙i
)]
Qφ = Fφaer +
∑
∀i
Fai
ti
2
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En e´crivant l’e´quation de Lagrange, on obtient l’e´quation de roulis suivante :
Jxφ¨− Jxzψ¨ −msh
(
v˙ − V ψ˙
)
=
= Lββ + Lφφ+ Lφ˙φ˙+
∑
∀i (Lφiφi) +
+
∑
∀i Lφ˙iφ˙i + Fφaer +
∑
∀i Fai
ti
2
(4.21)
avec 
Lβ =
1
2
ρV 2a S
[
h
(
∂Cy
∂β
)
+ l
(
CMx
∂β
)]
Lφ = −
∑
∀i χi +mSgh
Lφ˙ = −
∑2
i=1 Γi
Lφ˙i = Γi
Lφi = χi
L’e´quation relative a` l’angle de tangage θ se calcule ainsi :
∂L
∂θ˙
= Jyθ˙ +
(
X˙ cos (ψ) + Y˙ sin (ψ)
)
JS −mScZ˙
∂L
∂θ
= −mSgh (θ0 + θ) +mSgc−
∑
∀i
[Kixmi (Zi − Z + xmiθ + Li)]
∂F
∂θ˙
=
∑
∀i
[
cixai
(
Z˙i − Z˙ + xai θ˙
)]
Qθ = −
∑
∀i
[
F ∗xi
(
qi0 + zic +
(
∂x
∂z
)
i
xmi
)]
+
∑
∀i
(Faixmi) +Myaer − (Fxaerh+ Fzaerc)
Enfin, en ce qui concerne l’angle de lacet,
Jyθ¨ −mScZ¨ + JSV˙ −mSghθ +
∑
∀i
(
Kix
2
mi
θ
)
−
∑
∀i (KixmiZ) +
+
∑
∀i (KiZixmi) +
∑
∀i
(
ciZ˙kxai
)
−
∑
∀i
(
cixaiZ˙
)
+
∑
∀i
(
cix
2
ai
θ˙
)
=
= −
∑
∀i
[
KiLixmi +
(
∂x
∂z
)
i
xmiFxi + (qi0 + zic)Fxi
]
+
+Myaer − (Fxaerh+ Fzaerc)−
∑
∀i (Faixmi) +mSg (θ0h+ c)
(4.22)
Pour terminer cette partie sur les e´quations de rotation, nous sommes oblige´s de nous
inte´resser a` l’angle de lacet. Nous introduisons d’abord les de´rive´es du Lagrangien.
∂L
∂ψ˙
= Jzψ˙ − Jxzφ˙+ JSφ
(
X˙ cos (ψ) + Y˙ sin (ψ)
)
∂L
∂ψ
=
∂F
∂ψ˙
= 0
En appliquant les e´quations pre´ce´dentes, il est possible d’obtenir l’expression suivante pour
l’e´quation de lacet :
Jzψ¨ − Jxzφ¨+ V˙ (mshφ+
∑
∀imiqi0φi)− Jxz
∗
i φ¨i =
= Nββ +Nψ˙
ψ˙
V
+Nφφ+
∑
∀iNφiφi +
∑
∀iNδiδi+
+Mze −
∑
∀i Fxiyi +
∑
∀i xriFxiδi
(4.23)
avec
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
Nβ = −
∑
∀i xriCi +
∑
∀i
∂Mzk
∂α
+ 1
2
ρV 2a Sl
(
∂C
′
Mz
∂β
)
Nψ˙ =
∑
∀i
[
−Cix
2
ri
+ xri
∂Mzk
∂α
]
Nφ =
∑
∀i
(
xri
∂δk
∂φ
Ci + xriCγi
∂γi
∂φ
−
∂Mzi
∂α
∂δi
∂φ
)
− 1
2
ρV 2a SlCx
Nφi =
∑
∀i xriCγi
∂γi
∂φi
+ (f0 +KV
2)Pi
t2i
2
Nδi =
(
Cixri + xriCiFxip −
∂Mzi
∂α
)
4.5.8 Equations de la suspension
Les degre´s de liberte´ de la masse suspendue ont e´te´ introduits dans le paragraphe pre´ce´dent.
Il est donc possible de s’inte´resser maintenant aux masses non suspendues, pour comple´ter les
e´quations du ve´hicule. Le de´placement vertical et le mouvement de roulis de l’essieu sont les
degre´s de liberte´ des masses non suspendues. Comme dans le cas de la masse suspendue, les
e´quations sont construites a` partir de l’e´quation de Lagrange. En de´rivant le Lagrangien, on
obtient pour le de´placement vertical les e´quations suivantes :
miZ¨i + (ci + 2cpi) Z˙i − ciZ˙ + cixai θ˙ + (Ki + 2Pi)Zi −KiZ+
+Kixmiθ = −Kixaiθ0 −KiLi + 2PiLpi −mig −
∑(
Fais + Faid
) (4.24)
Nous proce´dons de la meˆme fac¸on pour calculer l’angle de roulis de l’essieu. Nous obtenons
l’e´quation suivante :
J∗xiφ¨i − J
ast
xzi
ψ¨ −miqi0
(
v˙ + V ψ˙
)
= Liββ + Liψ˙ψ˙ + Liφφ+
+Li
φ˙
φ˙+ Liφiφi + Liφ˙i
φ˙i + Liδiδi +
(
Fais − Faid
ti
2
) (4.25)
avec 
Liβ = (qi0 + ziC )Ci
Li
ψ˙
= (qi0 + ziC )Ci
xri
V
Li
φ˙
= Γi
Liφ = χi − (qi0 + ziC )
[
Ci
∂δi
∂φ
+ Cγi
∂γi
∂φ
]
Li
φ˙i
= −Γi − cpi
t2i
2
Liφi = −χi − (qi0 + ziC )Cγi
∂γi
∂φ
− Pi
t2i
2
Liδi = − (qi0 + ziC )
(
Fxit + Ci
)
4.5.9 Mode`les utilise´s
Nous avons introduit dans ce chapitre un mode`le line´aire ge´ne´ral du ve´hicule. Avant d’intro-
duire les lois de commande nous voulons rapidement rappeler au lecteur les diffe´rentes entre´es
et sortie du mode`le.
Entre´es :
– braquage des roues avant δ1,2
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– braquage des roues arrie`re δ3,4
– carrossage avant γ1,2
– carrossage arrie`re γ3,4
– efforts de freinage applique´s aux roues Fxi
– efforts des suspensions Fai
Sorties :
– vitesse de lacet ψ˙
– acce´le´ration late´rale γT
– angle de roulis φ
Par la suite nous pre´senterons des controˆleurs agissant sur les mode`les suivants :
– controˆle de la vitesse de lacet ψ˙ en agissant sur le braquage des roues avant δ1,2
– controˆle de la vitesse de lacet ψ˙ en agissant sur le braquage des roues arrie`re δ3,4
– controˆle de la vitesse de lacet ψ˙ en agissant sur la re´partition du freinage Fxi
– controˆle de la vitesse de lacet ψ˙ en agissant sur le carrossage γi
– controˆle du roulis φ en agissant sur les efforts des suspensions Fai .
4.5.10 Conclusions
Les e´quations de´crivant comple`tement la dynamique du ve´hicule sont donc (4.19)-(4.23).
On peut trouver la mode´lisation pre´ce´dente un peu lourde dans sa mise en oeuvre : cette
me´thodologie demande beaucoup de calculs surtout pour le calcul de l’e´quation de Lagrange.
Toutefois le choix de cette approche est dicte´ par sa modularite´ et sa facilite´ de sa mise en
oeuvre. Elle ne ne´cessite pas la connaissance approfondie de la me´canique du ve´hicule, mais
elle demande seulement des connaissances de base sur les organes qui compose un ve´hicule.
Elle permet aussi une modularite´ accrue de la mode´lisation : si jamais il y a un changement au
niveau d’une partie du ve´hicule, il est suffisant de remplacer les e´quations e´nerge´tiques associe´es
a` la partie qui doit eˆtre remplace´e.
4.6 Mode`le bicyclette
Dans les paragraphes pre´ce´dents un mode`le line´aire ge´ne´ral a e´te´ introduit. Souvent dans
la litte´rature la mode´lisation est re´alise´e avec le mode`le bicyclette. Dans ce type de mode`le le
ve´hicule est conside´re´ comme un corps rigide, et on suppose qu’il y a une seule roue pour chaque
train, en projetant les deux roues du train sur l’axe central du ve´hicule. La roue re´sultante aura
un angle de braquage e´quivalent a` l’angle de braquage des deux roues, une de´rive qui sera la
projection des de´rives des deux roues, elle n’aura pas de carrossage ni de braquage induit, ce
qui revient a` supposer l’absence de roulis. Le mode`le bicyclette que nous pre´sentons ici est le
plus simple, il a seulement 3 degre´s de liberte´, correspondant aux mouvements longitudinal,
late´ral et de lacet.
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Comme le ve´hicule est conside´re´ comme un corps rigide, l’angle de de´rive peut eˆtre ap-
proxime´ par l’e´quation suivante :
αi = β +
xri
V
ψ − δi
Les e´quations du ve´hicule dans le cas du mode`le bicyclette sont obtenues par simple e´limination
des composantes relatives au roulis et au pompage. Le syste`me sera donc sous la forme suivante : m
(
v˙ + V ψ˙
)
= Yββ + Yψ˙ψ˙ +
∑
∀i Yδiδi + Fye
Jzψ˙ = Nββ +Nψ˙ψ˙ +
∑
∀iNδiδi +Mze
(4.26)
Les constantes de´finies dans (4.26) sont les meˆmes que pour le ve´hicule avec suspensions.
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Chapitre 5
Synthe`se des lois de commande mono
actionneur
5.1 Introduction
Dans la partie pre´ce´dente les outils the´oriques ne´cessaires aux lois de commande mono-
actionneur ont e´te´ introduits.
Ce chapitre a donc pour but d’illustrer la mise en oeuvre de ces lois. Il s’agit du coeur
du notre travail puisque les architectures de commande qui nous avons propose´es (et dont le
de´veloppement est re´sume au chapitre 6) s’appuient sur ces lois mono actionneur.
Lorsque le proble`me du controˆle global du chaˆssis est introduit, deux grosses proble´matiques
doivent eˆtre affronte´es : d’un coˆte´ nous avons la se´curite´ active, de l’autre le confort. Lorsque
nous nous inte´ressons a` la se´curite´ active, le pilotage des actionneurs du ve´hicule est axe´ sur
la correction et la pre´vention des mauvaises appre´ciations du conducteur. Lors de l’analyse de
ce the`me il est donc ne´cessaire de s’inte´resser d’abord au controˆle des dynamiques longitudi-
nales et late´rales. Le but du confort est de rendre le ve´hicule agre´able pour le conducteur, ce
qui passe entre autres par le controˆle du roulis. Il est ne´anmoins vrai qu’agir sur le confort
a aussi un impact sur la se´curite´ : en reprenant l’exemple pre´ce´dent agir sur la re´partition de
roulis induit une modification du comportement late´ral du ve´hicule et donc influence la se´curite´.
Il est de toute fac¸on important de souligner que les deux parties ne sont pas totalement
de´corre´le´es : lorsqu’un ve´hicule est e´quipe´ d’un syste`me pour le controˆle du roulis il est possible
de controˆler l’angle de roulis mais, en modifiant la charge sur les pneumatiques, de controˆler
aussi le comportement longitudinal et /ou late´ral du ve´hicule.
Nous avons de´cide´ d’approcher la synthe`se des lois de commande en nous appuyant sur
ces deux parties. Lors de la premie`re partie nous regardons les controˆleurs cense´s agir sur la
se´curite´ active (controˆle de la dynamique late´rale) ensuite nous analysons le confort via l’e´tude
du controˆle du roulis et de son influence sur la se´curite´. Le chapitre est donc organise´ selon
la structure suivante : d’abord nous pre´sentons la partie de´die´e au controˆle de la dynamique
late´rale, nous passons ensuite a` celle de´die´e au controˆle du roulis. Dans chaque partie nous
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pre´sentons d’abord une rapide e´tude bibliographique et nous passons ensuite a` la synthe`se des
lois de commande. Chacune des lois pre´sente´es est cense´e agir sur un seul actionneur a` la fois.
Lorsque nous conside´rons la dynamique late´rale, nous analysons les controˆleurs pour piloter le
braquage avant, le braquage arrie`re et le freinage. Dans la partie de´die´e au controˆle du roulis
nous de´veloppons d’abord un controˆleur pour asservir l’angle de roulis et ensuite nous regar-
dons une solution possible pour effectuer la re´partition de la charge, ce qui permet de mettre
en place un controˆle comple´mentaire du lacet du ve´hicule.
Toutes les lois de commande sont teste´es en simulation sur un logiciel fourni par Renault
permettant de simuler le comportement dynamique du ve´hicule. Ce simulateur est construit a`
partir d’un mode`le non line´aire du ve´hicule et il est valide´ par rapport a` des essais re´alise´s sur
piste.
5.2 Controˆle late´ral
5.2.1 Etude bibliographique
Parmi les variables d’e´tat caracte´risant le comportement late´ral du ve´hicule, il y a toujours
ne´cessairement la vitesse de lacet, le de´placement late´ral et l’angle de de´rive. Dans certains
cas il y a aussi l’angle de roulis. Dans ce me´moire nous avons de´cide´ de ”confiner” le roulis
uniquement dans la partie qui lui est de´die´e : celle sur le confort. D’apre`s les e´quations d’e´tat du
mode`le du ve´hicule, on peut controˆler la dynamique late´rale en agissant sur plusieurs action-
neurs. Quotidiennement des millions de conducteurs dans le monde agissent sur le braquage des
roues avant pour fournir le comportement souhaite´ a` leur ve´hicule. Nous pouvons donc envisa-
ger de corriger le comportement en lacet en agissant sur le meˆme organe. Comme il est possible
d’agir sur le moment de lacet en braquant les roues avant, il est aussi possible de modifier le
moment de lacet en agissant sur le braquage des roues arrie`re. Par la suite il est possible d’agir
sur la re´partition du freinage des roues, comme il est fait d’abord dans les syste`mes du controˆle
de la dynamique du ve´hicule actuellement commercialise´s.
Dans [Anw03] est pre´sente´ un controˆleur du moment de lacet en agissant sur le freinage et
en utilisant des me´thodes pre´dictives. En partant d’un mode`le line´arise´ du ve´hicule, ils se sont
inte´resse´s a` la fonction de transfert entre le moment Mz, applicable au ve´hicule, et la vitesse
de lacet. Ce moment de lacet est applique´ via des moteurs e´lectriques qui sont positionne´s sur
les roues. Pour calculer la loi de commande les auteurs ont de´fini un crite`re quadratique sur
l’erreur entre la vitesse de lacet de re´fe´rence et la vitesse de lacet. Comme il est fait dans la
plupart des cas la vitesse de lacet de re´fe´rence est obtenue en utilisant la vitesse du ve´hicule et
l’angle de braquage des roues avant. Les auteurs ont aussi pre´vu deux controˆleurs diffe´rents : ils
ont se´pare´ le cas du ve´hicule en sous-virage de celui du ve´hicule en survirage. Ils de´tectent la
situation du ve´hicule et appliquent le couple de freinage sur les roues internes lors d’une situa-
tion de sous-virage et sur les roues externes dans le cas de survirage. Les auteurs n’affrontent
pas le proble`me du blocage des roues et donc de l’impossibilite´ de faire passer de l’effort au sol.
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L’action de freinage est aussi utilise´e dans [TKF03], avec un couple de freinage de´livre´ par
des moteurs e´lectriques. La solution pre´sente´e est re´alise´e en utilisant deux boucles de controˆle.
La structure de controˆle propose´e par les auteurs est repre´sente´e sur la Figure 5.1.
La premie`re boucle est utilise´e pour asservir la vitesse de lacet du ve´hicule sur une vitesse
de lacet de re´fe´rence. Cette boucle est re´alise´e en utilisant la logique floue. Un algorithme en
logique floue est aussi utilise´ pour fournir une estimation de la vitesse longitudinale du ve´hicule.
VEHICULE
MoteurRoue FR
Estimateur
vitesse
angle de braquage
couples de freinage
Réseau
de neurones
Contrôleur glissement
roues
vitesse du véhicule
angle de braquage
vitesse de lacet de référence
Contrôleur
Fuzzy
d/dt
Conducteur
vitesse de lacet
vitesse de lacet
couples freinage correction
+
-
vitesse rotation roues
Actionneur
Moteur Roue FL
Moteur Roue RL
couples de freinage
couple
couple
couple
couple
Contrôleur de la dynamique de lacet
+
-
+
-
Moteur Roue RR
d/dt
Fig. 5.1 – Structure de commande [TKF03]
Pour de´terminer la vitesse de lacet de re´fe´rence, les auteurs utilisent un mode`le statique
comprenant le coefficient de sous-virage K, l’empattement du ve´hicule L, la vitesse du ve´hicule
V ainsi que l’angle de braquage δ et ils le corrigent par une valeur qui sera fonction de l’angle de
braquage et de la vitesse ψ˙corr. Ce facteur de correction est calcule´ par un re´seau de neurones.
La vitesse de lacet de re´fe´rence aura donc la forme exprime´e dans l’e´quation (5.1) :
ψ˙ref =
V
L+KV 2
δ + ψ˙corr (δ,V ) (5.1)
Toujours en analysant la figure 5.1, il est possible de constater que les auteurs ont aussi
pre´vu une deuxie`me boucle de re´gulation afin de re´guler le glissement des roues et d’e´viter le
blocage de celles-ci. Pour effectuer la re´gulation du glissement, les vitesses de rotation des roues
sont centre´es en utilisant la vitesse de lacet et l’acce´le´ration late´rale.
Dans le cadre du controˆle du moment de lacet, la logique floue trouve aussi d’autres appli-
cation comme dans [Buc02a] et [Buc02b]. Ici l’auteur utilise cette me´thodologie pour controˆler
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directement le glissement de chacune des roues du ve´hicule. En partant de l’erreur entre la vi-
tesse de lacet et la vitesse de lacet de re´fe´rence e = |ψ˙|−|ψ˙ref |, il est possible de de´finir l’e´tat du
ve´hicule : si cette erreur est positive le ve´hicule est en sous-virage, tandis que si elle est ne´gative
le ve´hicule est en sur-virage. Le controˆle du moment de lacet est effectue´ en utilisant le plan de
phase. Le ve´hicule est d’abord localise´ sur le plan de phase. Sur ce meˆme plan, il est possible
d’identifier le comportement souhaite´ du ve´hicule, et de de´finir la distance entre le ve´hicule ac-
tuel et son comportement souhaite´. Cette distance est l’entre´e du controˆleur en logique floue qui
fournira en sortie les glissements des roues qui seront les consignes des controˆleurs de bas niveau.
Dans le cadre du controˆle du moment de lacet on trouve aussi des solutions utilisant les
modes glissants comme dans [KP01]. Ainsi ici le controˆle est re´alise´ en exerc¸ant une action sur
les freins. Il est aussi inte´ressant de souligner que le controˆleur synthe´tise´ n’a pas seulement
pour but de controˆler le moment de lacet, mais aussi d’asservir la de´rive au centre de gravite´
sur une valeur souhaite´e. Les mode`les de re´fe´rence sont des mode`les statiques qui peuvent eˆtre
obtenus a` partir d’un mode`le bicyclette. Dans cette solution aussi le cas du blocage des roues
n’est pas pris en conside´ration.
Il est aussi possible de trouver des solutions utilisant des me´thodologies de commande plus
simples et en exerc¸ant toujours l’action de commande sur les freins comme par exemple dans
[ZEP+96]. Les auteurs proposent ici un controˆleur qui est re´alise´ en utilisant un retour d’e´tat
et ou` les variables d’e´tat sont la vitesse de lacet et l’angle de de´rive. La loi de commande est
re´alise´e de fac¸on que le gain affecte´ a` l’angle de de´rive augmente quand cet angle augmente.
La loi de commande pilote directement les glissements des roues. L’algorithme de commande
pre´voit donc une phase d’estimation et une phase de controˆle du glissement. Les auteurs ont
structure´ la logique de commande selon les phases suivantes : l’observation des variables du
ve´hicule, le calcul du mode`le de re´fe´rence, le controˆle d’e´tat, le calcul des glissements.
Un autre exemple d’application du controˆle du moment de lacet avec l’utilisation du frei-
nage est propose´ dans [SN03]. La loi de commande synthe´tise´e ici est compose´e de deux parties.
Dans la premie`re, il y a un controˆleur en boucle ouverte qui a pour but d’asservir a` ze´ro l’angle
de de´rive du ve´hicule en re´gime e´tabli a` partir de l’angle volant demande´ par le conducteur. Le
controˆleur de la deuxie`me partie a pour but d’asservir a` ze´ro la de´rive lors du re´gime dynamique
et d’asservir la vitesse de lacet a` une valeur fournie par un mode`le de re´fe´rence. Ce controˆleur
agit en boucle ferme´e. Il est obtenu par retour d’e´tat avec optimisation d’un crite`re quadratique
a` horizon infini.
L’utilisation du freinage pour controˆler le moment de lacet est sans doute la plus utilise´e.
Un autre exemple applicatif est pre´sente´ dans [SM01]. Ici les auteurs utilisent un controˆleur
PI pour asservir la vitesse de lacet sur une vitesse de lacet de re´fe´rence. Les gains sont choisis
par essais successifs. La vitesse de re´fe´rence est obtenue en utilisant l’angle de braquage sur
un ve´hicule neutre. Selon la situation de conduite : ve´hicule en sur-virage ou en sous-virage,
le couple de correction est applique´ a` la roue avant externe dans le premier cas ou a` la roue
arrie`re interne dans le deuxie`me cas. La valeur de la vitesse de lacet en re´gime e´tabli est de´finie
en utilisant l’e´quation (5.2) :
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ψ˙ref =
V
b (1 + a/b)
δ (5.2)
ou` a et b sont les empattements avant et arrie`re, V est la vitesse du ve´hicule, δ est l’angle
de braquage. Cependant les auteurs ont rapidement constate´ que si l’adhe´rence du ve´hicule
change, les performances du controˆleur peuvent eˆtre de´grade´es. Ils ont donc envisage´ d’effec-
tuer une estimation de l’adhe´rence. Cette information est utilise´e dans un controˆleur en boucle
ouverte. La structure de controˆle sera donc celle de la figure 5.2. Pour alimenter le controˆleur
en boucle ouverte, les auteurs ont propose´ d’utiliser l’erreur entre un mode`le non line´aire avec
l’information sur l’adhe´rence et un mode`le non line´aire sans l’information sur l’adhe´rence. Cette
erreur est donc passe´e par un controˆleur PID re´gle´ avec une bande passante e´leve´e qui assure que
le changement de couple, lie´ a` l’adhe´rence, sera plus rapide que le temps de re´ponse du ve´hicule.
Modèlede
référence
Véhicule
Contrôleur
vitesse de lacet
Contrôleur en
boucle ouverte
d
+
-
+
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angle de braquage
couple de
freinage
adhérence
couple correction
+
+
-
couple BO
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Fig. 5.2 – Structure de commande [SM01]
Il est aussi possible de trouver des exemples ou` le controˆle du moment de lacet est effectue´
en utilisant les actionneurs de braquage comme dans [SNYN94]. Ici aussi la loi de commande
est synthe´tise´e en utilisant un retour d’e´tat. Cependant la loi de commande est de´compose´e
en deux parties : une partie en boucle ouverte et une partie en boucle ferme´e. La premie`re est
utilise´e lors des re´ponses rapides, tandis que la seconde est utilise´e pour garantir les objectifs
et pour garantir une convergence plus rapide de la re´ponse.
Il est donc possible de de´finir la commande suivante :
u = Fp (x− xm) +B
−1 (Am − A) xm +B
−1Bmδ
ou` x repre´sente l’e´tat du ve´hicule, xm l’e´tat du mode`le de re´fe´rence, δ est l’angle de bra-
quage, A,B sont les matrices d’e´tat du ve´hicule Am,Bm sont celles du mode`le de re´fe´rence et Fp
est le gain du retour d’e´tat obtenu en re´solvant l’e´quation de Riccati. Le gain du retour d’e´tat
est calcule´ en minimisant un crite`re quadratique a` horizon infini (crite`re LQ classique).
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Tab. 5.1 – Re´capitulatif des articles et des me´thodologies utilise´es pour le controˆle du lacet
Article Actionneur Me´thodologie et Inte´reˆt
[Anw03] freinage commande pre´dictive avec
re´partition du freinage
[TKF03] freinage avec des moteurs
e´lectriques
logique floue avec re´partition du
freinage
[Buc02a] et [Buc02b] freinage logique floue afin de controˆler le
glissement
[KP01] freinage modes glissants avec re´partition
du freinage
[ZEP+96] freinage retour d’e´tat avec controˆle du
glissement
[SN03] freinage retour d’e´tat avec re´partition du
freinage
[SM01] freinage controˆleur PI avec re´partition du
freinage
[SNYN94] action directrice sur les roues
avant et arrie`re
retour d’e´tat avec un re´seau de
neurones
[OEDS+04] action directrice sur les roues
avant
retour d’e´tat
Les auteurs ont constate´ qu’un gain constant n’est pas satisfaisant lors du changement de
la vitesse du ve´hicule et donc du changement de son e´tat dynamique. Ils ont donc propose´ une
solution dans laquelle les gains du controˆleur en boucle ouverte et de celui en boucle ferme´e
sont actualise´s en utilisant un re´seau de neurones.
Une autre solution utilisant le braquage des roues avant pour asservir le controˆle du moment
de lacet est propose´e dans [OEDS+04]. Les auteurs proposent une loi de commande par retour
d’e´tat ou` les gains du controˆleur sont obtenus en minimisant le crite`re quadratique :
J =
∫ ∞
0
[
yTQy + uTR1u+ u˙
TR2u˙
]
(5.3)
Le tableau 5.3 re´sume les principales caracte´ristiques des travaux que nous venons d’e´voquer.
Me´canique des actionneurs
Braquage avant Il existe aujourd’hui diffe´rents syste`mes pour corriger la trajectoire d’un
ve´hicule en agissant sur le braquage des roues avant : certains syste`mes conservent un lien
me´canique entre le volant et les roues, tandis que d’autre l’ont fait disparaˆıtre. Dans les syste`mes
avec lien direct nous pouvons trouver deux philosophies diffe´rentes. Dans les deux cas le syste`me
utilise un moteur e´lectrique, dans la premie`re le moteur ajoute un couple supple´mentaire sur
la colonne de direction, dans la deuxie`me il modifie le rapport de de´multiplication en utilisant
un syste`me d’engrenages appele´ ” planetary gear ”. Les syste`mes sans lien me´canique utilisent
la te´chnologie appele´e ” by-wire ”, dans ce cas le syste`me de controˆle agit directement sur un
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actionneur positionne´ au niveau de la roue.
Braquage Arrie`re Les syste`mes de gestion du braquage des roues arrie`re sont apparus pour
la premie`re fois dans les anne´es ’80. Ces premiers syste`mes, principalement des syste`mes hy-
drome´caniques, utilisaient une liaison directe entre les roues avant et les roues arrie`re. La partie
hydraulique e´tait divise´ en deux parties, l’une positionne´e sur le train avant et l’autre posi-
tionne´e sur le train arrie`re. Celle du train avant e´tait conc¸ue pour effectuer l’assistance, celle de
l’arrie`re pour effectuer le braquage des roues. Le syste`me recevait l’angle de braquage, via un
arbre directement lie´ a` la colonne de direction, et la vitesse du ve´hicule. En utilisant ces deux
informations il e´tait capable de piloter le syste`me hydraulique du train arrie`re. Un autre type
de technologie est celle sans liaison directe entre les roues avant et les roues arrie`re, dans ce
cas le syste`me de controˆle pilote directement les biellettes du train arrie`re. A la diffe´rence des
syste`mes avec liaison directe, dans la plupart des cas l’angle arrie`re est obtenu via une liaison
me´canique directe a` partir de l’angle avant, dans les syste`mes by-wire l’angle est calcule´ en
fonction de l’e´tat dynamique du ve´hicule.
Freinage Dans le domaine de l’automobile, il est aujourd’hui possible de trouver deux types
de syste`mes de freinage. Le premier consiste dans l’utilisation d’un syste`me de freinage hydrau-
lique, le deuxie`me dans un syste`me de freinage e´lectrique. Lorsque nous parlons de syste`me de
freinage applique´ a` l’automobile, nous ne pouvons pas ne´gliger les programmes de controˆle de
la stabilite´. Ces programmes sont aujourd’hui de´veloppe´s pour agir sur un syste`me de freinage
hydraulique et sont compose´s d’un booster pour faire monter rapidement la pression dans le cir-
cuit de freinage, d’une pompe hydraulique pour controˆler la pression de freinage, ainsi que d’un
syste`me pour controˆler le moteur. Dans les dernie`res anne´es des solutions utilisant le freinage
e´lectrique ont vu le jour. Dans ce cas les e´triers sont mis en contact avec le disque en utili-
sant un moteur e´lectrique. Cette solution, selon les inventeurs, occupe moins d’espace, elle est
plus rapide et elle n’est pas sujette aux proble`mes de fuites comme l’est la solution hydraulique.
5.2.2 Synthe`se de la loi de commande
Introduction
Soit en utilisant une expe´rience directe, soit en analysant les e´quations de la dynamique
du ve´hicule, il est possible de constater que le comportement du ve´hicule e´volue rapidement et
diffe´remment en fonction de sa vitesse longitudinale.
On peut illustrer ce phe´nome`ne, en utilisant les e´quations du ve´hicule, en trac¸ant les re´ponses
fre´quentielles du syste`me pour diffe´rentes vitesses (figure 5.3). Dans la figure conside´re´e que
l’entre´e du syste`me est l’angle de braquage des roues avant δi, tandis que la sortie est la vitesse
de lacet ψ˙. Le mode`le utilise´ pour tracer cette figure est le suivant : m
(
v˙ − V ψ˙
)
= JSφ¨+ Yββ + Yψ˙
ψ˙
V
+ Yφφ+
∑2
k=1 (YδkδAV ) +
∑4
k=1 Fxkδk + Fye
Jzψ¨ = Nββ +Nψ˙
ψ˙
V
+
∑2
k=1 (NδAV δk)−
∑4
k=1 (Fxkyk) +
∑4
k=1 xkFxkδk +Mze
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Nous supposons que tous les coefficients du ve´hicule sont constants y compris la rigidite´ de
de´rive, la masse du ve´hicule et les inerties.
En conside´rant une plage de vitesse comprise entre [10,30] m/s et avec un pas de 1 m/s, on
constate effectivement que le syste`me en boucle ouverte pre´sente un comportement fortement
de´pendant de la vitesse. La meˆme constatation est possible lors de l’analyse de la re´ponse du
syste`me a` un e´chelon : le de´passement et le gain statique du syste`me en boucle ouverte gran-
dissent lorsque la vitesse augmente.
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Fig. 5.3 – Re´ponses en fonction de la vitesse du ve´hicule passif
En partant de ces constatations, il est possible d’envisager deux solutions. Soit il est pos-
sible de pre´voir une solution utilisant un controˆleur fixe qui soit robuste sur une grande plage
de vitesses, soit on doit pre´voir un controˆleur qui soit capable d’e´voluer en fonction de la vitesse.
La premie`re ide´e est sans doute tre`s inte´ressante d’un point de vue applicatif : elle ne de-
mande pas beaucoup d’espace me´moire dans le calculateur de bord. Par contre il est difficile
de trouver un controˆleur qui soit robuste vis-a`-vis d’une variation de vitesse tre`s importante.
C’est pour cette raison que la solution utilisant un controˆleur qui puisse e´voluer en fonc-
tion de la vitesse est conseille´e. Il est possible de trouver deux solutions pour faire e´voluer le
controˆleur en fonction de la vitesse.
La premie`re est celle par interpolation qui est souvent utilise´e lorsque la loi de commande
est obtenue, par exemple, par retour d’e´tat : l’interpolation dans ce cas est applique´e au gain.
La deuxie`me, moins re´pandue dans le domaine de l’automobile mais tre`s largement utilise´e
dans le domaine ae´rospatiale est celle des controˆleurs line´aires a` parame`tres variants. Dans ce
me´moire c’est l’approche par cette me´thodologie LPV qui est utilise´e.
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Structure de la loi de commande
Choix des parame`tres Il est inte´ressant maintenant de regarder la structure des lois de
commande qui sont applique´es au ve´hicule par la suite. Comme annonce´ dans le paragraphe
pre´ce´dent les lois seront synthe´tise´es en utilisant la me´thodologie LPV. Pour comprendre l’uti-
lisation de cette me´thodologie il est inte´ressant de re´-introduire la mode´lisation du ve´hicule qui
nous permettra de mieux interpre´ter le choix des parame`tres.
Vu que cette partie est de´die´e au controˆle late´ral du ve´hicule, nous reportons seulement les
e´quations lie´es a` cette dynamique :
m
(
v˙ − V ψ˙
)
= JSφ¨+ Yββ + Yψ˙
ψ˙
V
+ Yφφ+
4∑
k=1
Yδkδk +
4∑
k=1
Fxkδk +
4∑
k=1
Yγkγk + Fye (5.4)
Jxφ¨ = (JXZS +mSch) ψ¨+
(
v˙ − V ψ˙
)
JS +Lββ+Lφφ+Lφ˙φ˙+
4∑
k=1
Lδkδk +
4∑
k=1
Lγkγk +Lψ˙
ψ˙
V
+Fφe
(5.5)
Jzψ¨ = Nββ +Nψ˙
ψ˙
V
+
4∑
k=1
Nδkδk −
4∑
k=1
Fxkyk +
4∑
k=1
xkFxkδk +Mze (5.6)
Dans les applications qui suivront les entre´es conside´re´es sont :
– le braquage des roues avant δ1,2
– le braquage des roues arrie`re δ3,4
– le carrossage avant γ1,2
– le carrossage arrie`re γ3,4
– les efforts de freinage des roues Fxi
– les efforts des suspensions Fai
Lors du controˆle de trajectoire nous conside´rerons comme seule sortie la vitesse de lacet ψ˙,
tandis que lors du controˆle du roulis la sortie du mode`le est l’angle de roulis φ.
Les notations utilise´es sont les meˆmes que celles utilise´es dans le chapitre 4. En regardant
les e´quations du ve´hicule, il est possible de constater qu’elles sont non line´aires. La non line´arite´
est lie´e a` la pre´sence de la vitesse et de son inverse qui sont multiplie´es par des variables d’e´tat.
Nous pouvons mettre le mode`le sous forme line´aire en conside´rant la vitesse et son inverse
comme des parame`tres mesurables. En utilisant cette hypothe`se, il est possible d’obtenir une
formulation line´aire du syste`me et cette repre´sentation sera affine par rapport aux parame`tres.
Le fait d’avoir obtenu un mode`le affine en les parame`tres V et 1/V nous permet d’uti-
liser des me´thodologies de synthe`se LPV polytopiques. Le vecteur des parame`tres sera donc
ρ = [ ρ1 ρ2 ] = [V 1/V ] ou` ρ2 = 1/ρ1 et ρ1 ∈ [Vmin Vmax ].
Le choix de ces deux parame`tres est particulier puisqu’ils ne sont pas inde´pendants : le do-
maine de variation des parame`tres est en effet une hyperbole.
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Choix et Construction du polytope Nous avons de´cide´ d’utiliser une approche LPV po-
lytopique pour synthe´tiser nos lois de commande. Dans ce cas nous avons besoin d’utiliser un
domaine convexe pour pouvoir calculer le controˆleur.
Le domaine de´fini par les deux parame`tres (l’hyperbole) n’est pas satisfaisant puisqu’il n’est
pas convexe. Il est donc ne´cessaire d’en de´finir un nouveau qui contient l’hyperbole. Le fait de
choisir un domaine plus grand que celui de´fini par les parame`tres implique que ce nouveau
domaine est conservatif. En effet, par rapport au domaine de´fini, le ve´hicule est amene´ a` se
de´placer seulement sur l’hyperbole : l’algorithme qui sera pre´sente´ par la suite envisage aussi la
loi de controˆle pour des valeurs des parame`tres qui ne seront jamais atteintes.
Le choix effectue´ pre´sente, par contre, l’avantage d’eˆtre relativement simple et intuitif. Il est
aussi possible de constater que les parame`tres dans ce cas sont explicitement conside´re´s comme
re´els.
Il est maintenant possible d’introduire le polytope qui est utilise´ par la suite. D’abord
il est ne´cessaire d’identifier l’intervalle des vitesses sur lequel le ve´hicule est cense´ agir. Ce
choix peut eˆtre effectue´ de fac¸on diffe´rente pour chacune des performances envisage´es par le
constructeur. Pour une performance donne´e, l’intervalle des vitesses est exprime´ sous la forme
V ∈ [Vmin Vmax ].
A` partir de cet intervalle, il est possible de de´terminer l’intervalle pour l’autre parame`tre.
Vu que les parame`tres choisis sont la vitesse et son inverse, il est important d’e´viter de mettre
la vitesse nulle dans l’intervalle des vitesses accepte´es pour e´viter d’avoir un domaine infini.
En conside´rant les hypothe`ses pre´ce´dentes, les deux parame`tres e´voluent sur la portion
d’hyperbole contenue dans le rectangle de sommets ABCD (figure 5.4). Il s’agit d’un domaine
convexe mais qui peut eˆtre affine´ en conside´rant le trape`ze AEFC de´fini comme suit :
– en conside´rant que la grande base du trape`ze est la diagonale AC du rectangle, la petite
est construite paralle`le a` la grande et tangente en un seul point a` l’hyperbole.
– les coˆte´s restants sont obtenus a` partir des tangentes a` l’hyperbole aux points A et C
La construction du polytope a e´te´ pre´sente´e ici parce qu’elle est commune aux controˆleurs
agissant sur le plan de roue et sur le freinage : lorsque les intervalles de vitesses seront les meˆmes
les polytopes seront aussi les meˆmes.
Synthe`se de la loi de commande Les lois de commande de´veloppe´es par la suite ont
toutes une structure commune dans le cas du controˆle via le plan de roue comme dans le cas
du controˆle via le freinage. C’est pour cette raison que nous avons de´cide´ de pre´senter ici la
structure utilise´e dans ces lois de commande.
Les lois sont de´veloppe´es en utilisant une approche H∞ par loop-shaping associe´e avec une
me´thodologie LPV. Pour re´aliser les lois de commande, il est ne´cessaire d’abord de de´finir les
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Fig. 5.4 – Structure du polytope
filtres de pre´- et de post compensation comme c’est de´ja` le cas pour une synthe`se H∞ par loop-
shaping. Il y a donc un filtre de pre´-compensation W1 (s) et un filtre de post-compensation
W2 (s). Le pre´-compensateur est choisi de fac¸on classique : c’est un filtre passe bas afin de li-
miter le comportement en haute fre´quence et pour atte´nuer les bruits de mesure. Ce filtre de
pre´-compensation permet aussi de garantir la robustesse aux dynamiques ne´glige´es. Il a enfin
pour but d’e´viter de solliciter trop fortement les commandes dans les hautes fre´quences, et de
diminuer ainsi l’activite´ des actionneurs.
Le post-compensateur est choisi en ge´ne´ral de fac¸on a` obtenir des gains e´leve´s en basses
fre´quences (par exemple au moyen d’actions inte´grales), et a` garantir la pre´cision de la correc-
tion. Lors de l’application nume´rique nous avons de´cide´ d’ajouter un filtre passe bas aussi sur
le filtre de post-compensation.
La structure des deux filtres sera alors :
– pour le filtre de pre´ compensation :
W1 (s) =
K1
(1 + τ1s)
– pour le filtre de post compensation :
W2 (s) =
K2
s (1 + τ2s)
Le choix des filtres est re´alise´ pour chaque ensemble d’actionneurs et de capteurs choisis et
selon les performances souhaite´es lors de la mise au point. Ne´anmoins il est possible de de´finir
certaines re`gles de base pour choisir les valeurs de K1, K2, τ1 et τ2. La valeur de K1 doit eˆtre du
meˆme ordre de grandeur que la commande ne´cessaire pour rejeter la perturbation. La valeur de
K2 doit eˆtre du meˆme ordre de grandeur que l’erreur que nous acceptons sur la sortie mesure´e.
La valeur de τ1 est choisie en conside´rant soit la bande passante de l’actionneur utilise´ soit selon
la vitesse que nous voulons donner a` la commande. Pour conclure la valeur de τ2 est choisie de
fac¸on a` filtrer le bruit de sortie.
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Une fois que ces valeurs sont choisies, il est possible de les modifier en garantissant tou-
jours les performances du syste`me. Ne´anmoins il est important que le parame`tre soit change´
en conservant son du meˆme ordre de grandeur et que sa nouvelle valeur ne change pas de fac¸on
significative le comportement fre´quentiel du syste`me.
Les filtres sont identiques sur chacun des sommets du polytope et ne sont donc pas fonction
de la vitesse. La solution avec des filtres eux aussi fonction de la vitesse ne sera pas explore´e
ici.
Il est aussi important de souligner que les filtres ont la meˆme structure quels que soient les
actionneurs utilise´s. Donc la structure de commande mise en place permet d’eˆtre relativement
souple vis-a`-vis du choix des actionneurs.
Avant d’effectuer le calcul du controˆleur, il sera ne´cessaire de calculer le mode`le augmente´,
c’est-a`-dire le mode`le du ve´hicule e´largi avec les filtres qui ont e´te´ pre´sente´s pre´ce´demment.
Calcul du controˆleur pour une vitesse donne´e Une fois que la synthe`se est obtenue,
nous nous trouvons avec quatre controˆleurs, un pour chacun des sommets du polytope. Pour
pouvoir utiliser les controˆleurs, il est d’abord ne´cessaire de connaˆıtre la vitesse du ve´hicule pour
ensuite calculer le controˆleur instantane´ du ve´hicule.
Pour obtenir la vitesse du ve´hicule, il est possible de suivre deux parcours diffe´rents. Le
premier consiste en l’utilisation d’un capteur de vitesse ou d’un dispositif capable de mesurer
la vitesse. L’utilisation d’un dispositif capable de mesurer la vitesse est souvent tre`s couˆteux
et donc difficilement utilisable dans les ve´hicules de se´rie. Pour cette raison, la vitesse est sou-
vent calcule´e en utilisant la deuxie`me solution. Celle-ci consiste en l’estimation de la vitesse
du ve´hicule a` partir de la vitesse de rotation des roues et dans certains cas de l’information
fournie par un acce´le´rome`tre comme illustre´ par exemple en [CPPGP]. Ici un algorithme estime
la vitesse du ve´hicule en utilisant les grandeurs les mieux adapte´es au calcul en fonction de la
situation de conduite. Nous ferons par la suite l’hypothe`se que l’erreur entre la vitesse re´elle
et la vitesse estime´e est ne´gligeable, ce qui est le cas dans les essais re´alise´es. Ajoutons que la
robustesse du correcteur en fonction de la vitesse sera analyse´e a posteriori.
Lorsque la vitesse V est disponible, il est ne´cessaire de calculer sa position par rapport aux
sommets du polytope pour pouvoir ensuite re´aliser la combinaison line´aire des controˆleurs qui
nous fournira le controˆleur pour la vitesse V .
Le polytope utilise´ est un trape`ze. Il est donc possible de de´finir le syste`me d’e´quations
suivant pour calculer les coefficients de ponde´ration αi a` appliquer a` chaque sommet :
1/V = α1y1 + α2y2 + α3y3 + α4y4
V = α1x1 + α2x2 + α3x3 + α4x4
1 = α1 + α2 + α3 + α4
(5.7)
ou` (xi,yi) i = 1, . . . ,4 repre´sentent les coordonne´es des quatre sommets. Ce syste`me pre´sente
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seulement trois e´quations pour quatre coefficients. Il y a donc une infinite´ de solutions possibles.
S’impose donc le proble`me de de´finir un algorithme capable de choisir une solution. Cet
algorithme doit garantir une continuite´ dans l’e´volution des αi afin de garantir une transition
graduelle et sans trop d’a`-coup entre les controˆleurs.
La solution de ce proble`me peut eˆtre faite en utilisant plusieurs algorithmes.
Algorithme 5.2.1
I. si V > Vmin, aller en II; sinon garder le correcteur correspondant a` V = Vmin.
II. a` partir de la vitesse du ve´hicule V , re´soudre le syste`me d’e´quations (5.7) en minimisant
au sens des moindres carre´s la distance entre les αi(t− 1) (de´termine´s au pas pre´ce´dent)
et les αi(t)
III. si tous les sont αi ≥ 0, aller en IV, sinon :
– ajouter la condition αi = 0 au syste`me (5.7).
– re´soudre le syste`me d’e´quations (5.7) en conside´rant cette nouvelle contrainte.
IV. calculer la repre´sentation d’e´tat du controˆleur comme combinaison line´aire des controˆleurs
obtenus dans les sommets du polytope et aller en I
Dans cet algorithme le calcule des αi propose´ est effectue´ a` chaque pas de temps. Une so-
lution pour optimiser les ressources de calcul pourrait eˆtrede recalculer le controˆleurs que si la
diffe´rence de vitesse deviant supe´rieur a` une certain seuils δ de´fini en accord avec l’analyse de
robustesse.
L’algorithme indrotui pre´sente le proble`me de ne pas garantir que les coefficients ainsi ob-
tenus sont positifs. Nous avons constate´ dans les differents applications traite´es que solutions
fournies sont toujours non ne´gatives : toutes les solutions sont comprises dans l’intervalle [0; 1].
Une variante de cet algorithme est celle qui minimise la distance par rapport au centre du
trape`ze.
Si une solution garantissant le fait d’avoir tous les coefficients positifs est recherche´e, il est
possible d’utiliser l’algorithme suivant.
Algorithme 5.2.2
I. si V > Vmin, aller en II; sinon garder le correcteur correspondant a` V = Vmin.
II. a` partir de la vitesse mesure´e V , re´soudre quatre fois le syste`me d’e´quations (5.7) en
imposant a` chaque fois un αi = 0
III. conserver seulement les solutions ou` tous les αi sont positifs ou nuls.
IV. calculer la norme de la diffe´rence entre les solutions acceptables et la solution du pas de
calcul pre´ce´dent
V. conserver celle pour laquelle la norme est la plus faible.
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VI. a` partir des αi obtenus calculer le controˆleur qui lui est associe´ comme combinaison
line´aire des controˆleurs dans chacun des sommets du polytope et aller en I.
En pratique, les deux algorithmes donnent des re´sultats satisfaisants. Lors des essais re´alise´s
aucun des deux n’est apparu meilleur que l’autre.
Conclusion Nous avons de´cide´ de regrouper les parties communes a` tous les controˆleurs dans
les paragraphes pre´ce´dents, pour e´viter de re´pe´ter plusieurs fois les meˆmes choses dans la suite.
Lors des paragraphes suivants, nous faisons donc re´fe´rence aux paragraphes qu’on vient de
pre´senter pour nous concentrer davantage sur les re´sultats obtenus avec cette me´thodologie
vis-a`-vis des diffe´rents actionneurs.
Pour e´viter de multiplier les cas d’e´tude, seule la solution dans la quelle aucune borne n’est
impose´e a` la vitesse de variation des parame`tres est pre´sente´e dans le corp du me´moire. Une
comparaison entre synthe`se LPV avec ou sans prise en compte de la vitesse de variation des
parame`tres apparaˆıt dans [PDP06], qui est re´produit en Annexe D. Cette article conside`re de
plus la synthe`se de lois avec plusieurs actionneurs.
Structure de controˆle Il est important de se rappeler que le controˆleur s’inse`re dans une
boucle qui comprend aussi le conducteur. Il est donc rarement amene´ a` corriger l’erreur par
rapport a` une vitesse de lacet nulle, mais plus souvent il devra intervenir lorsque le ve´hicule est
en sous-virage ou en sur-virage.
C’est pour cette raison que dans la boucle de controˆle, il est ne´cessaire d’introduire un bloc
qui soit capable d’interpre´ter la volonte´ du conducteur et qui ge´ne`re ensuite une consigne de
vitesse de lacet que le controˆleur devra suivre.
Cela nous conduit a` la structure de la figure 5.5, ou` les entre´es du conducteur sont :
– l’angle volant
– les pressions de freinage
la commande 1 est :
– l’angle de braquage avant
– les pressions de freinage
la commande 2 est :
– le braquage des roues arrie`re
les mesures du ve´hicules sont :
– la vitesse de lacet
– l’acce´le´ration late´rale
les signaux de re´fe´rence sont :
– la vitesse de lacet de re´fe´rence
– l’acce´le´ration late´rale de re´fe´rence
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Fig. 5.5 – Structure de controˆle
.
Dans celle-ci le conducteur reste le principal acteur de la boucle : il agit directement sur
le ve´hicule et le controˆleur apporte une correction seulement lorsque le bloc d’interpre´tation
de´tecte une manoeuvre dangereuse. L’action de correction est effectue´e directement au niveau
de l’actionneur, comme c’est le cas dans la plupart des syste`mes de controˆle actuellement com-
mercialise´s.
De´finition d’un mode`le de re´fe´rence
Nous avons introduit dans la figure 5.5 un bloc qui est de´die´ a` l’interpre´tation de la volonte´
du conducteur. Ce bloc est en fait dans la plus part de cas un mode`le de re´fe´rence qui en
fonction des entre´es ”pilote” est capable de ge´ne´rer une grandeur de re´fe´rence.
Pour de´finir un mode`le de re´fe´rence il est ne´cessaire d’introduire une se´paration entre les
parties dynamique et statique.
Nous nous inte´ressons d’abord au cas statique. La consigne de lacet, dans le cas statique,
est obtenue a` partir du mode`le bicyclette. L’entre´e de ce mode`le est logiquement l’angle volant
donne´ par le conducteur a` la colonne de direction.
Nous partons du mode`le bicyclette formule´ dans les e´quation suivantes :
[
β˙
ψ¨
]
=
[
− cF+cR
mv
cRlR−cF lF
mv2
− 1
cRrlR−cF lF
Jz
−
cRl
2
R
+cF l
2
F
Jzv
] [
β
ψ˙
]
+
[
cF
mv
cF lF
Jz
]
δw
ψ˙ = [ 0 1 ]
[
β
ψ˙
]
(5.8)
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β est la de´rive au centre de gravite´, ψ est le lacet du ve´hicule, m est la masse du ve´hicule, v
est sa vitesse, cF et cR sont les rigidite´s de de´rive des pneumatiques, lF et lR sont les distances
entre les essieux et le centre de gravite´, l est l’empattement du ve´hicule, Jz est l’inertie de lacet
et δw est l’angle de braquage des roues avant.
En re´solvant les e´quations dans le cas statique, il est possible d’obtenir les relations suivantes
entre l’angle volant et la vitesse de lacet :
ψ˙ =
1
l
v
1 + v
2
v2car
δw (5.9)
vcar =
√√√√ cF cRl2
m (cRlR − cF lF )
(5.10)
Dans l’e´quation (5.10), la vitesse caracte´ristique est donne´e de fac¸on explicite, mais il est
aussi possible d’utiliser une cartographie obtenue a` partir des caracte´ristiques du ve´hicule pour
la de´finir. Un tel choix permet de mieux typer le comportement du mode`le de re´fe´rence sur
celui d’un ve´hicule de se´rie. Il est aussi inte´ressant de souligner que dans l’industrie automobile
ce choix est souvent utilise´.
En pratique la vitesse caracte´ristique vcar reste toujours comprise entre 70 km/h et 110 km/h.
Le choix de la vitesse caracte´ristique de´finit le comportement souhaite´ du ve´hicule : elle de´termine
si le ve´hicule est sous-vireur ou sur-vireur.
Cette vitesse est donc choisie par les metteurs au point afin de satisfaire les exigences des
constructeurs. Souvent cette vitesse caracte´ristique est code´e sur une cartographie ; nous avons
choisi au cours de nos simulations d’utiliser cette approche et nous avons donc construit une
cartographie pour cette grandeur. La vitesse caracte´ristique a e´te´ choisie pour maintenir un
comportement sous-vireur du ve´hicule. Le ve´hicule aura ainsi un comportement un peu plus
sous-vireur a` haute vitesse qu’a` faible vitesse.
Il est maintenant possible de s’inte´resser au comportement dynamique du mode`le de re´fe´rence.
Lorsque nous observons un ve´hicule passif, on constate que la bande passante entre l’angle vo-
lant et la vitesse de lacet est de l’ordre de 5 rad/s. Il peut donc eˆtre inte´ressant d’introduire
un filtre passe-bas pour donner au mode`le de re´fe´rence le meˆme comportement qu’un ve´hicule
passif.
Avant de conclure il est ne´cessaire d’introduire une saturation de la vitesse de lacet de
re´fe´rence : la physique du syste`me ne permet pas d’avoir des valeurs supe´rieurs a` µg/V . C’est
pour cette raison que le mode`le de re´fe´rence peut eˆtre enfin formule´ selon les e´quations (5.11) :
ψ˙(s) =
5
s+ 5
1
l
V
1 + V
2
v2
char
δw(s) (5.11)
|ψ˙(t)| ≤
µg
V
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Mise en forme du controˆleur re´duit La synthe`se selon des me´thodologies H∞ permet
d’obtenir des controˆleurs robustes, mais qui dans la plupart des cas sont d’ordre e´leve´. C’est le
cas des controˆleurs obtenus lors de notre e´tude. L’introduction d’un me´thodologie de re´duction
s’ave`re eˆtre ne´cessaire. Le fait d’avoir utilise´ une me´thodologie LPV polytopique introduit un
proble`me supple´mentaire sur les controˆleurs re´duits que nous pouvons obtenir. En effet nous
avons autant de controˆleurs que de sommets et la re´duction est effectue´e sur chaque controˆleur
se´pare´ment. Lorsque nous effectuons la re´duction il est possible de constater que les variables
d’e´tat sont les meˆmes, mais parfois la variable xi est change´e en −xi. Ce changement de signe
ne change en rien le comportement du controˆleur sur le sommet, mais il est proble´matique
lorsque nous conside´rons tous les controˆleurs ensemble. En effet si les controˆleurs n’ont pas la
meˆme repre´sentation d’e´tat il n’est pas possible de calculer de fac¸on correcte leur combinaison
line´aire. Pour garantir que tous les controˆleurs ont la meˆme repre´sentation d’e´tat nous avons
introduit l’algorithme suivant :
Algorithme 5.2.3
I. re´duction des controˆleurs dans les sommets en utilisant la factorisation premie`re.
II. conside´rer la repre´sentation d’e´tat du sommet A comme celle de re´fe´rence
III. analyser les autres sommets selon la de´marche suivante
– cre´er un vecteur TR de transformation
– regarder les signes des e´le´ments de la matrice d’entre´e des controˆleur re´duits pour
les sommets C,E et F.
– si les e´le´ments ont le meˆme signe ajouter 1 dans la position du vecteur TR corres-
pondant a` l’e´tat analyse´
– si les e´le´ments n’ont pas le meˆme signe ajouter -1 dans la position du vecteur TR
correspondant a` l’e´tat analyse´
– cre´er une matrice de transformation T qui a comme diagonale le vecteur TR.
– transformer la repre´sentation d’e´tat des sommets C, E et F selon les matrices qu’on
a calcule´es
Applications
5.2.3 Controˆle du plan de roue
Dans le domaine de l’automobile, l’expression ”plan de roue” est souvent utilise´e comme
synonyme de toutes les actions agissant sur le pneumatique hormis le freinage. Ce paragraphe
a donc pour objectif d’aborder le controˆle du moment de lacet d’un ve´hicule en agissant soit
sur le braquage des roues avant, soit sur le braquage des roues arrie`re, soit sur le carrossage des
pneumatiques. Pour illustrer les performances obtenues avec ces trois actionneurs, nous avons
choisi de conside´rer les prestations de mise en virage et de freinage le´ger en virage.
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De´finition des performances - Mise en virage et freinage le´ger en virage
Les performances choisies sont e´value´es de fac¸on tre`s similaire : on conside`re qu’un ve´hicule
les satisfait lorsqu’il est capable de re´duire la surtension de vitesse de lacet qui est ge´ne´re´e par
les deux manoeuvres.
Lors de la mise en virage, les ve´hicules passifs pre´sentent un de´passement de la vitesse de la-
cet par rapport a` la vitesse de lacet de re´fe´rence. Ne´anmoins dans la plupart des cas de conduite
un tel de´passement n’est pas dangereux pour la se´curite´ du ve´hicule et de ses occupants.
Lorsque nous nous inte´ressons au freinage en virage, il est important de faire quelques
pre´cisions : cette manoeuvre est dangereuse seulement lorsque le ve´hicule est a` la limite de
l’adhe´rence, dans les autres cas, freiner lorsque la voiture est en virage ne repre´sente pas un
danger. Nous conside´rons le cas d’un freinage lorsque le ve´hicule est a` la limite de la perte
d’adhe´rence et par la suite lorsque nous parlons de freinage en virage nous faisons re´fe´rence a`
cette configuration. Conside´rons donc un ve´hicule qui soit dans cette situation. Si le conducteur
est oblige´ d’effectuer un freinage, le ve´hicule perd de´finitivement l’adhe´rence du train : le report
de charge longitudinal a pour conse´quence d’enlever l’adhe´rence re´siduelle sur le train. A` partir
de ce moment le ve´hicule part en teˆte a` queue.
Le test ne´cessaire pour e´valuer les performances est le suivant : un ve´hicule, lance´ a` une
vitesse V1
1, est d’abord installe´ sur un virage de rayon R1. Suite au braquage du conducteur
il sera donc possible d’e´valuer la performance de mise en virage. Une fois que le ve´hicule se
trouve en virage e´tabli, le conducteur exerce une pression tre`s le´ge`re sur la pe´dale du frein. Cette
pression sera suffisante pour rendre le ve´hicule instable et donc mettre ses occupants en danger.
Le controˆleur installe´ sur le ve´hicule est conside´re´ bon lorsqu’il est capable de garantir une
erreur faible entre la vitesse de lacet et sa re´fe´rence :
∣∣∣ψ˙ − ˙ψref ∣∣∣ < ǫ.
De´finition du controˆleur pour le braquage avant
Nous avons introduit pre´ce´demment tous les outils ne´cessaires pour calculer les controˆleurs
ainsi que les diffe´rentes e´tapes a` suivre afin d’en calculer un. Pour illustrer l’utilisation d’un
controˆleur agissant sur le plan de roue et utilisant la de´marche introduite, nous avons de´cide´
d’utiliser un controˆleur capable de modifier l’angle des roues avant inde´pendamment de la
volonte´ du conducteur. Logiquement ce controˆleur agit sur le meˆme actionneur utilise´ normale-
ment par le conducteur; diffe´rentes solutions techniques sont possibles, parmi les plus connues
il y a l’Active Front Steering (AFS), mais aussi, vu le de´veloppement des syste`mes by wire, le
Steering By Wire (SBW).
La premie`re chose a` faire avant d’introduire la loi de commande est de choisir un polytope.
Comme introduit pre´ce´demment, les parame`tres choisis sont la vitesse et son inverse. Le po-
lytope qui en de´rive dans le cas de la commande par braquage des roues avant est celui de la
1. Les parame`tres identifiant le test ne sont pas fournit pour des raisons de confidentialite´.
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figure 5.4. L’intervalle de vitesse est [30,110] km/h.
Les filtres de pre´- et de post- compensation qui ont e´te´ utilise´s pour effectuer la synthe`se
d’une loi de commande agissant sur les roues avant sont les suivants :
W1(s) = 0,02
1000
s + 1000
W2(s) =
100
s
100
s+ 100
Les crite`res utilise´s pour choisir les filtres sont les meˆmes qu’indique´ dans les paragraphes
pre´ce´dents. Il s’en suit que les valeurs nume´riques des filtres sont :
– K1 = 0,02 qui est e´quivalent a` un angle volant de 20
◦
– K2 = 100
2 qui est e´quivalent a` une erreur admissible de l’ordre de 0,01 rad pour la vitesse
de lacet
– τ1 = 10
−3 et τ2 = 10
−2, ces deux valeurs sont choisies en accord avec la dynamique que
nous voulons fournir a` l’actionneur et avec le niveau de bruit que nous pouvons accepter
ainsi qu’avec les performances vise´es par le controˆleur.
Il est maintenant possible de calculer le controˆleur par synthe`se LPV. Cette me´thodologie
de synthe`se garantit de bonnes performances et aussi des bonnes caracte´ristiques de robustesse,
mais malheureusement comme nous avons de´ja` affirme´ pre´ce´demment fournit des controˆleurs
d’ordre e´leve´. Dans notre cas le mode`le de synthe`se utilise´ est d’ordre 5, la pre´sence des filtres de
pre´- et post- compensation sont dans leur ensemble d’ordre 3. Il est donc e´vident que le mode`le
augmente´ est d’ordre 8. Le controˆleur synthe´tise´ est donc lui aussi d’ordre 8. Le controˆleur
ainsi obtenu est d’ordre un peu e´leve´ et donc difficilement implantable dans le ve´hicule. En
effet l’espace me´moire dans un calculateur embarque´ est re´duit et il y a ne´cessite´, dans le do-
maine automobile, de partager cette ressource entre tous les syste`mes embarque´s. Il est donc
ne´cessaire de re´duire l’ordre des controˆleurs afin de demander le moins d’espace me´moire pos-
sible.
L’utilisation d’une me´thode de re´duction d’ordre a posteriori peut se re´ve´ler inte´ressante.
Parmi les me´thodes existantes, celle de la re´duction par les valeurs singulie`res de Hankel de la
factorisation premie`re a e´te´ retenue ([BB97] et [Pal03]).
Avec cette re´duction, il est possible d’obtenir pour le controˆleur issu de la synthe`se un ordre
3; en ajoutant les filtres de pre´- et post- compensation on obtient donc un controˆleur complet
d’ordre 6.
Nous appliquons la re´duction a` chaque controˆleur associe´ a` un sommet du polytope. Pour
chaque sommet nous ve´rifions que le controˆleur re´duit et celui d’ordre plein ont le meˆme compor-
tement fre´quentiel. Nous ve´rifions aussi, pour des vitesses diffe´rentes, les re´ponses fre´quentielles
2. En suivant les indications fournies auparavant, il est possible d’accepter des valeurs de K1 et K2 du meˆme
ordre de grandeur que celles introduites sans changer de fac¸on significative le comportement du controˆleur en
boucle ferme´e.
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des controˆleurs d’ordre plein et d’ordre re´duit. Pour conclure, nous ve´rifions en simulation que
la performance obtenue avec les controˆleurs d’ordre re´duit est semblable a` celle obtenue avec
les controˆleurs d’ordre plein. Les performances line´aires sont toutes analyse´es sur le mode`le
line´aire de synthe`se, tandis que les simulations sont effectue´es sur un mode`le non line´aire.
Les controˆleurs dans les sommets du polytope peuvent eˆtre mis sous la forme suivante 3 :
KAV (s) =
α1AV s
3 + α2AV s
2 + α3AV s+ α4AV
β1AV s
3 + β2AV s
2 + β3AV s+ β4AV
(5.12)
Le controˆleur complet est donc sous la forme
Ka (s) = W1 (s)KAV (s)W2 (s) (5.13)
Sur la figure 5.6, on constate que les re´ponses fre´quentielles des controˆleurs complets re´duits
et de ceux d’ordre plein sur les quatre sommets du trape`ze sont tre`s proches.
Une fois le controˆleur obtenu, il est possible d’observer la re´ponse fre´quentielle en boucle
ouverte et celle en boucle ferme´e du syste`me pilote´ par le controˆleur du braquage avant. Ces
re´ponses sont reporte´es sur la figure 5.7 pour dix valeurs de la vitesse entre Vmin et Vmax. Il est
possible de constater que les re´ponses des controˆleurs d’ordre plein et d’ordre re´duit dans les
sommets sont tre`s similaires et donc d’en conclure que l’utilisation du correcteur d’ordre re´duit
est sans doute possible sans de´gradation des prestations.
La loi de´veloppe´e a pour but de rejeter la perturbation. C’est pour cette raison que nous
avons de´cide´ de reproduire sur la figure 5.8, les re´ponses fre´quentielles de la fonction de transfert
FrAV .
FrAV =
G(s)
1 +G(s)Ka(s)
Cette fonction nous permet de voir si le controˆleur est capable de rejeter les perturbations
sur la commande : ces perturbations peuvent eˆtre dues soit a` l’action du conducteur au niveau
du volant, soit a` un mauvais fonctionnement de l’actionneur qui se produit typiquement lorsque
l’effort transmit au sol n’est pas cohe´rent avec celui pre´vu par le mode`le line´aire que nous avons
utilise´ pour calculer la loi de commande.
En regardant les re´sultats reporte´s sur la figure 5.8, nous constatons la pre´sence d’un
inte´grateur a` basse fre´quence qui nous permet d’affirmer que le syste`me corrige´ est capable
de rejeter les perturbations constates. Nous pouvons aussi voir que la fonction est loin de 0 dB
et que donc nous pouvons bien rejeter aussi les autres types de perturbations.
Nous pouvons maintenant introduire les re´sultats obtenus sur le test de la mise en virage et
sur celui du freinage le´ger en virage. Sur la figure 5.9, on constate que la vitesse de lacet lors de
la mise en virage correspond exactement a` la consigne demande´e par le bloc d’interpre´tation
de la volonte´ du conducteur. Il est aussi e´vident de constater que lors du freinage le ve´hicule
sans controˆle de la trajectoire devient rapidement survireur et par la suite instable, tandis que
celui avec le syste`me de controˆle du braquage est capable de garantir la stabilite´ du ve´hicule.
3. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
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Fig. 5.6 – Re´ponse fre´quentielle des controˆleurs de braquage avant
La commande applique´e au volant est un e´chelon qui dans la re´alite´ n’est pas re´alisable. C’est
pour cette raison que nous avons pre´vu un filtre pas bas entre la commande et la ge´ne´ration de
la vitesse de lacet de re´fe´rence. La bande passante de ce filtre est de´termine´e afin de prendre
en compte l’aspect physique du proble`me.
De´finition du controˆleur pour le braquage arrie`re
Lors du paragraphe pre´ce´dent, le controˆleur du moment de lacet a e´te´ re´alise´ en utilisant le
braquage des roues avant.
Le controˆle du moment de lacet est maintenant re´alise´ en utilisant le seul braquage des
roues arrie`re.
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Fig. 5.7 – Re´ponse fre´quentielle du systeme en boucle ouverte et ferme´e - braquage roues avant
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Fig. 5.8 – Re´ponse fre´quentielle de la fonction FrAV - braquage roues avant
Les filtres de pre´- et de post- compensation dans le cas d’utilisation du braquage arrie`re
sont les meˆmes que pour le braquage avant :
W1(s) = 0,02
1000
s + 1000
W2(s) =
100
s
100
s+ 100
Le mode`le utilise´ pour la synthe`se est d’ordre 5 et en conside´rant les filtres de pre´- et post-
compensation, l’ordre final du controˆleur obtenu par synthe`se LPV sera donc 8. La re´duction,
comme dans le cas pre´ce´dent, peut donc eˆtre inte´ressante, pour permettre l’implantation dans
un ve´hicule d’une loi qui ne demande pas trop de ressources me´moire.
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Fig. 5.9 – Re´sultats du ve´hicule avec et sans controˆleur sur le braquage des roues avant
Comme lors du cas pre´ce´dent, il est possible d’obtenir un controˆleur re´duit d’ordre 3 qui,
avec les filtres conduit a` un correcteur complet d’ordre 6. La forme des controˆleurs est donc la
suivante 4 :
KAR (s) =
α1ARs
3 + α2ARs
2 + α3ARs+ α4AR
β1ARs
3 + β2ARs
2 + β3ARs+ β4AR
(5.14)
Le controˆleur complet est donc sous la forme
Ka (s) = W1 (s)KAR (s)W2 (s) (5.15)
La figure 5.10 montre les re´ponses fre´quentielles du controˆleur d’ordre plein et de celui
d’ordre re´duit, pour les quatre sommets du trape`ze.
La figure 5.11 montre l’e´volution en fonction de la vitesse de la re´ponse fre´quentielle du
syste`me en boucle ouverte corrige´ et celle du syste`me en boucle ferme´e. Il est facile de s’aper-
cevoir que le controˆleur d’ordre re´duit permet d’obtenir des performances qui sont e´quivalentes
a` celles obtenues avec le controˆleur d’ordre plein.
De fac¸on similaire au cas du braquage avant il est possible maintenant d’e´valuer la per-
formance sur un simulateur. Sur la figure 5.13, on trouve la vitesse de lacet du ve´hicule avec
syste`me de controˆle de la trajectoire et celle du ve´hicule sans aucun syste`me de controˆle, ainsi
que l’angle de braquage demande´ par le controˆleur aux roues arrie`res.
La loi de´veloppe´e a pour but de rejeter la perturbation. C’est pour cette raison que nous
avons de´cide´ de reproduire sur la figure 5.12, les re´ponses fre´quentielles de la fonction de trans-
fert FrAR .
4. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
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Fig. 5.10 – Re´ponse fre´quentielle des controˆleurs de braquage arrie`re
FrAR =
G(s)
1 +G(s)Ka(s)
Nous pouvons retrouver le meˆme comportement observe´ pre´ce´demment sur la figure 5.8 sur
la figure 5.12. Nous constatons la pre´sence d’un inte´grateur a` basse fre´quence et nous voyons
aussi que la fonction FrAR est loin de 0 dB. Nous en de´duisons donc que le syste`me peut bien
rejeter les perturbations sur la commande. Dans ce cas la perturbation que nous pouvons rejeter
est une perturbation intervenant au niveau de l’actionneur.
Les re´sultas obtenus pour le braquage arrie`re sont satisfaisants comme ceux obtenus pre´ce´demment
pour le braquage avant. Il est aussi inte´ressant de constater (figure 5.13 - pag. 87) que l’angle
demande´ aux roues arrie`re est physiquement re´alisable avec les actionneurs qui sont aujourd’hui
disponibles.
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Fig. 5.11 – Re´ponse fre´quentielle du systeme en boucle ouverte et ferme´e - braquage roues
arrie`re
De´finition du controˆleur pour le carrossage des trains
Lorsque nous regardons les e´quations mode´lisant le pneumatique, nous pouvons voir que
l’effort late´ral du pneumatique peut eˆtre modifie´ soit en agissant sur son angle de braquage soit
en agissant sur son angle de carrossage (Figure 5.14).
Nous avons donc de´cide´ de regarder les performances atteignables avec des actionneurs ca-
pables de piloter l’angle de carrossage des trains d’un ve´hicule.
Ce type d’action n’est pas trop re´pandue dans les ve´hicules automobiles ou` on fait tour-
ner le ve´hicule de pre´fe´rence en agissant sur le braquage des roues. Ne´anmoins un ve´hicule
pre´sente toujours du carrossage non nul a` l’arreˆt pour deux raisons essentielles. Premie`rement
lors des manoeuvres, principalement en basse vitesse, la pre´sence du carrossage augmente la
force late´rale et donc permet d’augmenter la maniabilite´ du ve´hicule. Deuxie`mement lorsque le
ve´hicule est charge´, la pre´sence d’un carrossage ne´gatif permet de faire travailler correctement
les pneumatiques. L’angle de carrossage reste de toute fac¸on tre`s faible dans les automobiles :
les constructeurs acceptent aujourd’hui une variation de l’angle de carrossage de l’ordre de 2◦
a` 3◦ et les pneumatiques peuvent accepter jusqu’a` 8◦ de carrossage.
En regardant les caracte´ristiques des pneumatiques utilise´s dans les automobiles, il est pos-
sible de s’apercevoir que la rigidite´ de de´rive est jusqu’a` 10 fois plus importante que celle du
carrossage.
Vue la rigidite´ de carrossage tre`s faible dans les pneumatiques automobile, il est impossible
de corriger le moment de lacet en utilisant seulement le carrossage actif sur le train avant. C’est
pour cette raison que nous avons de´cide´ de re´aliser une loi de commande permettant d’interve-
nir sur les carrossages des deux trains.
Nous conside´rons deux commandes : une pour piloter le carrossage du train avant et une
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Fig. 5.12 – Re´ponse fre´quentielle de la fonction FrAR - braquage roues arrie`re
autre pour piloter le carrossage du train arrie`re. Comme pour les controˆleurs agissant sur les
braquages des roues, nous pre´sentons d’abord la structure de filtre de pre´- et de post- compen-
sation :
W
γ
AV
1 (s) = 0,15
1000
s + 1000
W
γ
AR
1 (s) = 0,15
1000
s + 1000
W2(s) =
100
s
100
s+ 100
Les filtres W γAV1 (s), W
γAR
1 (s) et W2(s) ont e´te´ choisis de fac¸on a` utiliser tout l’angle de
carrossage disponible sur le pneumatique. Il est important de souligner que cette valeur ne peut
pas eˆtre atteinte dans un ve´hicule classique vu qu’il n’y a pas suffisamment d’espace ; cette
limitation n’a pas e´te´ prise en compte lors de la simulation.
L’ordre des controˆleurs aux sommets du polytope est la` aussi un peu e´leve´ : chacun des
controˆleurs est d’ordre 8. Comme lors des synthe`ses pre´ce´dentes une re´duction utilisant les
valeurs singulie`res de Hankel de la factorisation premie`re est utilise´e.
Les controˆleurs centraux dans les sommets peuvent ainsi eˆtre re´duits a` un ordre 3, ce qui
implique que le controˆleur final est d’ordre 7 vu qu’il est ne´cessaire d’ajouter les filtres utilise´s
lors de la synthe`se. La forme des controˆleurs est donc la suivante 5 :
5. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
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Fig. 5.13 – Re´sultats du ve´hicule avec et sans controˆleur sur le braquage des roues arrie`re
Fig. 5.14 – Angle de carrossage
Kγ (s) =

α1γAV
s3+α2γAV
s2+α3γAV
s+α4γAV
β1γAV
s3+β2γAV
s2+β3γAV
s+β4γAV
α1γAR
s3+α2γAR
s2+α3γAR
s+α4γAR
β1γAR
s3+β2γAR
s2+β3γAR
s+β4γAR
 (5.16)
Le controˆleur complet est donc sous la forme
Ka (s) = W1 (s)Kγ (s)W2 (s) (5.17)
Les re´ponses fre´quentielles des controˆleurs complets d’ordre plein et de ceux d’ordre re´duit
sont reporte´es sur la figure 5.15, tandis que l’e´volution en fonction de la vitesse de la re´ponse
fre´quentielle du syste`me en boucle ouverte corrige´ et celle du syste`me en boucle ferme´e est
donne´e sur la figure 5.16. Il est facile de s’apercevoir que le controˆleur d’ordre re´duit permet
d’obtenir des performances e´quivalentes a` celles obtenues avec le controˆleur d’ordre plein.
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Fig. 5.15 – Re´ponse fre´quentielle des controˆleurs par carrossage
La loi de´veloppe´e a pour but de rejeter la perturbation. C’est pour cette raison que nous
avons de´cide´ de reproduire sur la figure 5.17, les re´ponses fre´quentielles de la fonction de trans-
fert Frcar .
Frcar =
G(s)
1 +G(s)Ka(s)
Nous pouvons retrouver le meˆme comportement observe´ pre´ce´demment sur les figures 5.8 et
5.12 sur la figure 5.17. Nous constatons la pre´sence d’un inte´grateur a` basse fre´quence et nous
voyons aussi que la fonction Frcar est loin de 0 dB. Nous en de´duisons donc que le syste`me peut
bien rejeter les perturbations sur la commande. Dans ce cas la perturbation que nous pouvons
rejeter est une perturbation intervenant au niveau de l’actionneur.
De fac¸on similaire au cas des braquages, il est possible maintenant d’e´valuer la performance
sur un simulateur. Sur la figure 5.18, on trouve la vitesse de lacet du ve´hicule avec syste`me
de controˆle de la trajectoire et celle du ve´hicule sans aucun syste`me de controˆle, ainsi que les
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Fig. 5.16 – Re´ponse fre´quentielle des controˆleurs par carrossage en boucle ouverte et ferme´e
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Fig. 5.17 – Re´ponse fre´quentielle de la fonction Frcar - carrossage
angles de carrossage des deux trains.
Conclusions sur le plan de roues
En regardant les performances obtenues par les deux controˆleurs de braquage, il est possible
de constater d’abord que ces deux controˆleurs ont une activite´ sur les actionneurs tre`s semblable
et que les angles demande´s sont presque identiques.
Il est aussi e´vident que lors de la mise en virage les performances sont e´quivalentes, vu que
le train arrie`re n’est pas trop sollicite´ et loin de l’instabilite´. Par contre, en observant de plus
pre`s les vitesses de lacet, il est possible de constater que l’erreur obtenue avec un controˆleur
agissant sur le braquage des roues avant est plus petite que celle obtenue avec un controˆleur
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Fig. 5.18 – Re´sultats du ve´hicule avec et sans controˆleur sur le carrossage
agissant sur le braquage arrie`re (figure 5.19).
Ce phe´nome`ne est ge´ne´re´ du fait que lors du freinage la charge sur le train arrie`re est plus
faible. La possibilite´ de ge´ne´rer un effort en utilisant un braquage sur les roues arrie`re est donc
re´duite.
Un phe´nome`ne e´quivalent peut se produire aussi pour le train avant, lorsque c’est le train
avant qui est de´charge´ suite par exemple a` une acce´le´ration. Dans ce cas les roues avant pourront
passer un effort infe´rieur a` celui des roues arrie`re et il sera possible d’observer qu’une correction
agissant sur les roues arrie`re sera plus efficace que celle agissant sur le braquage des roues avant.
Pour conclure, nous pouvons dire que le braquage des roues avant est inte´ressant lorsque
le ve´hicule est dans une situation de sur-virage, tandis que le braquage des roues arrie`re est
inte´ressant lorsque le ve´hicule est en sous-virage.
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Fig. 5.19 – Analyse comparative entre les controˆleurs
Lorsque nous nous inte´ressons aux performances obtenues en utilisant le carrossage actif
sur les deux trains, il est possible de constater que les performances de mise en virage sont
satisfaisantes et qu’elles sont e´quivalentes a` celles obtenues en utilisant des controˆleurs agissant
sur les angles de braquage des trains.
La performance relative au freinage en virage est sans doute un peu plus de´grade´e que celles
obtenues avec les angles de braquage. Il est aussi ne´cessaire d’observer que la loi de commande
pour le carrossage a presque atteint la limite physique du pneumatique. Elle ne sera donc pas
capable de corriger un freinage en virage plus violent.
Nous avons de toute fac¸on constate´ qu’une correction portant sur les angles de carrossage
permet d’avoir des performances satisfaisantes. Le fait d’agir sur le carrossage permet aussi de
re´duire la de´rive du pneumatique et donc permet d’avoir un ve´hicule plus suˆr.
Il est ne´anmoins vrai qu’il n’est pas possible de rejeter de grosses perturbations en utilisant
le carrossage vues les caracte´ristiques des pneumatiques. Pour pouvoir rejeter des perturbations
plus importantes avec le controˆle du carrossage, il serait ne´cessaire de modifier la structure des
pneumatiques et des trains. Les premiers devront avoir une rigidite´ de carrossage plus impor-
tante pour permettre au carrossage d’avoir une influence majeure sur le comportement late´ral
du ve´hicule. Ils devront, par exemple, ressembler aux pneumatiques de motocyclette qui sont
capables d’accepter un grand angle de carrossage. Les deuxie`mes de leur coˆte´ devront eˆtre
ame´nage´s pour permettre aux roues de prendre des angles de carrossage plus grands.
Par la suite nous n’utilisons plus l’action des angles de carrossage pour corriger le moment
de lacet du ve´hicule, vu que pour l’instant elle est difficilement implantable dans un ve´hicule.
Nous voulons ne´anmoins souligner son inte´reˆt, vu qu’en agissant sur le carrossage il est pos-
sible d’agir aussi sur le comportement longitudinal du ve´hicule, par exemple, en modifiant sa
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distance d’arreˆt.
5.2.4 Controˆle avec freinage
Dans les paragraphes pre´ce´dents nous nous sommes inte´resse´s au controˆle du moment de
lacet en utilisant le controˆle du plan de roue. Sans doute ces syste`mes sont en train de s’ins-
taller dans le ve´hicule automobile, cependant lorsque nous regardons les syste`mes de suivi de
trajectoire qui sont aujourd’hui utilise´s, il est possible de constater que la plupart est constitue´e
de syste`mes agissant sur le freinage.
C’est pour cette raison que nous avons de´cide´ de consacrer une partie de ce me´moire au
de´veloppement d’une loi capable de piloter la pression des e´triers pour fournir un moment de
lacet au ve´hicule afin de controˆler son comportement en lacet.
L’inte´reˆt d’utiliser ce type d’actionneur pour le controˆle du moment de lacet est dicte´ par
deux raisons principales. D’abord la rapidite´ de l’actionneur peut permettre de corriger plus
rapidement et parfois avec de meilleures performances des perturbations qui sont parfois tre`s
importantes. En second lieu l’effet de l’actionneur sur la vitesse du ve´hicule est souvent be´ne´fique
du point de vue de la se´curite´ : elle permet de re´duire l’influence de la perturbation sur le
ve´hicule.
Comme pour les controˆleurs qui ont e´te´ pre´sente´s pre´ce´demment, nous donnons tout d’abord
les filtres de pre´- et de post- compensation qui ont e´te´ utilise´s pour re´aliser la loi de commande
permettant de controˆler la mise en virage et le freinage le´ger en virage :
W AV1 (s) = 2000
1000
s + 1000
W AR1 (s) = 1000
1000
s + 1000
W2(s) =
100
s
100
s+ 100
En regardant les filtres choisis, il est possible de constater que nous avons de´cide´ de freiner
davantage les roues avant et que nous voulons fournir un effort de freinage de l’ordre de 2000 [N].
En traduisant cet effort en couple on s’aperc¸oit que nous demandons au controˆleur un couple
de l’ordre 600 [N/m] sur les roues avant et de 300 [N/m] sur les roues arrie`re. Les pressions
de freinage il est possible de constater que la pression sera de l’ordre de 30 [bars] sur les deux
trains. Par contre les bandes passantes des filtres et l’erreur accepte´e sont toujours choisies
selon l’approche pre´sente´e lors de la synthe`se du controˆleur de braquage avant.
Ici aussi nous avons de´cide´ de re´duire l’ordre du controˆleur. Les controˆleurs ”centraux” sur
les sommets du polytope sont d’ordre 9. En utilisant la me´thode de re´duction par les valeurs
singulie`res de Hankel de la factorisation premie`re [Pal03], il est possible d’obtenir des controˆleurs
re´duits d’ordre 3 qui associe´s avec les filtres donneront des controˆleurs d’ordre 9. La forme des
controˆleurs est donc la suivante 6 :
6. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
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Kfre (s) =

α1freAV
s3+α2freAV
s2+α3freAV
s+α4freAV
β1freAV
s3+β2freAV
s2+β3freAV
s+β4freAV
α1freAR
s3+α2freAR
s2+α3freAR
s+α4freAR
β1freAR
s3+β2freAR
s2+β3freAR
s+β4freAR
 (5.18)
Le controˆleur complet est donc sous la forme
Ka (s) = W1 (s)Kfre (s)W2 (s) (5.19)
Les re´ponses fre´quentielles des controˆleurs aux sommets sont donne´es sur la figure 5.20.
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Fig. 5.20 – Re´ponse fre´quentielle des controˆleurs par freinage
Les re´ponses fre´quentielles en fonction de la vitesse de la boucle ouverte corrige´e et de la
boucle ferme´e sont donne´es sur la figure 5.21. Il est possible de constater que les controˆleurs
d’ordre re´duit sont capables d’assurer les meˆmes performances que les controˆleurs d’ordre plein.
Les diagrammes de Bode du cote´ droit sont en opposition de phase par rapport a` ceux du cote´
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Fig. 5.21 – Re´ponse fre´quentielle des systemes utilisant le freinage en boucle ouverte et ferme´e
gauche ceux-ci de´rive logiquement de la structure des e´quations.
La loi de´veloppe´e a pour but de rejeter la perturbation. C’est pour cette raison que nous
avons de´cide´ de reproduire sur la figure 5.22, les re´ponses fre´quentielles de la fonction de trans-
fert Frfre .
Frfre =
G(s)
1 +G(s)Ka(s)
Nous pouvons retrouver le meˆme comportement observe´ pre´ce´demment sur les figures 5.8,
5.12 et 5.17sur la figure 5.22. Nous constatons la pre´sence d’un inte´grateur a` basse fre´quence et
nous voyons aussi que la fonction Frfre est loin de 0 dB. Nous en de´duisons donc que le syste`me
peut bien rejeter les perturbations sur la commande. La perturbation que nous pouvons rejeter
est ici soit une action du conducteur sur la pe´dale du frein et donc du circuit de freinage, soit
une perturbation intervenant au niveau de l’actionneur qui se produit typiquement lorsque l’ef-
fort transmit au sol n’est pas cohe´rent avec celui pre´vu par le mode`le line´aire que nous avons
utilise´ pour calculer la loi de commande.
Pour conclure, nous reportons sur la figure 5.23 les re´sultats obtenus pour la mise en virage
et le freinage le´ger en virage avec un ve´hicule e´quipe´ d’un controˆleur de moment de lacet et
ceux obtenus pour un ve´hicule passif.
En observant la vitesse de lacet du ve´hicule, il est possible de constater que les performances
de mise en virage et de freinage en virage sont satisfaisantes. En observant les couples de frei-
nage applique´s sur les deux cote´s du ve´hicule, il est possible de constater que l’algorithme ne
modifie pas la consigne demande´e par le conducteur, mais il effectue seulement une re´partition
du couple pour asservir le ve´hicule selon la vitesse de lacet de re´fe´rence.
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Fig. 5.22 – Re´ponse fre´quentielle de la fonction Frfre - freinage
Observations sur le freinage et la re´partition des pressions Nous avons indique´ que
les filtre´s ont e´te´ choisis de fac¸on a` utiliser davantage le freinage du train avant. Ceci paraˆıt
totalement normal : l’action de freinage peut ne pas avoir beaucoup d’influence sur le train
arrie`re vu que les manoeuvres choisies ont pour objectif de saturer le train arrie`re et de rendre
la voiture survireuse.
De fac¸on similaire, lorsque le ve´hicule a tendance a` eˆtre sousvireur, il est inte´ressant de
freiner davantage le train arrie`re vu que le train avant aura tendance a` saturer. Lors de l’utili-
sation d’un controˆleur sur le freinage, certaines observations sont ne´anmoins ne´cessaires. La loi
synthe´tise´e est suppose´e travailler en couple. Il est donc e´vident que pour controˆler le moment
de lacet du ve´hicule, il y aura des couples positifs sur un cote´ et des couples ne´gatifs sur l’autre.
Les couples ne´gatifs sont proportionnels aux pressions de freinage selon un coefficient multi-
plicatif lie´ a` l’efficacite´ des plaquettes et des disques. Les couples ne´gatifs sont donc applicables
sans proble`me au ve´hicule.
Lorsque nous avons un couple positif, deux situations diffe´rentes sont envisageables : la
premie`re est la re´duction du freinage, tandis que la deuxie`me est l’acce´le´ration de la roue. Dans
le premier cas le couple de correction a pour but seulement de re´duire le couple de freinage.
Cette ope´ration est de re´alisation simple et elle a besoin de la meˆme technologie que pour un
couple ne´gatif.
Par contre lorsque le couple total applique´ a` la roue est positif (cas d’acce´le´ration de la
roue) la structure actuelle du ve´hicule n’est plus suffisante. L’action de commande aura besoin
d’un actionneur qui soit capable de piloter directement le couple moteur de chacune des roues.
Ces actionneurs ne sont pas disponibles dans les ve´hicules actuels : le couple est passe´ de fac¸on
identique sur les roues du meˆme train. Cependant dans certains cas des moteurs e´lectriques
sont installe´s sur les roues pour pouvoir fournir des couples positifs.
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Fig. 5.23 – Re´sultats du ve´hicule avec et sans controˆleur sur le freinage
Vu que nos lois sont cense´es agir sur un ve´hicule classique, nous pouvons seulement modi-
fier la pression de freinage des e´triers. Il est ne´cessaire d’effectuer une re´partition pour pouvoir
conside´rer la pre´sence des couples positifs et des couple ne´gatifs.
Avant d’introduire l’algorithme de re´partition, il faut souligner que pour e´viter le blocage
des roues, un syste`me ABS est suppose´ exister entre notre controˆleur du couple de freinage et
les e´triers. La pre´sence de ce syste`me nous permet de garantir le fait que l’effort de freinage
passe´ est toujours e´quivalent a` l’effort maximal disponible au pneumatique.
Un algorithme possible de re´partition est donc le suivant :
Algorithme 5.2.4
I. Distribution des couples positifs et ne´gatifs
– pour chaque roue calculer Cijcorrige´ = Cijconducteur − Cijcontroˆleur
– saturer le couple Cijcorrige´ a` 0
– effectuer la diffe´rence entre le couple corrige´ et celui re´alisable
Cijreporte´ =
(
Cijsature´ − Cijcorrige´
)
.
– si Cijreporte´ ≤ 0 ajouter le couple non applicable sur l’autre roue du meˆme essieu
Cijfinale = Cijsature´ + |Cijreporte´ |
II. Re´partition de la pression restante
– calculer la pression de freinage pijcouple = kCijfinale
– ajouter la pression en exce`s pexce`sin arrivant de l’autre roue situe´e du meˆme coˆte´ du
ve´hicule : pijdemande´e = pijcouple + pexce`sin
– envoyer la pression pijdemande´e au bloc ABS qui fournira pijABS qui e´vite le blocage de
la roue
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– regarder s’il y a une diffe´rence entre la pression demande´e et celle re´alise´ par l’ABS,
si oui l’envoyer a` l’autre roue situe´e sur le meˆme coˆte´ du ve´hicule :
pexce`sout = pijABS − pijdemande´e
L’algorithme de re´partition est constitue´ de deux parties principales : la premie`re est de´die´e
a` l’e´limination des couple positifs, tandis que la deuxie`me est de´die´e a` l’optimisation de la
distribution des pressions.
Dans la mise en place de notre algorithme nous avons conside´re´ le fait que la pression de
freinage du train arrie`re est infe´rieure a` celle du train avant. Nous avons donc choisi des satu-
rations en accord avec les pressions maximales accepte´es sur les trains.
Avant de continuer il est important de rappeler que les lois re´alise´es ont pour objectif d’as-
servir la vitesse de lacet en utilisant les couples applique´es aux roues. Par contre, nous devons
piloter les actionneurs en pression. Deux solutions sont possibles, la premie`re est d’ajouter de
la pression sur certains actionneurs et d’en enlever sur d’autres, la deuxie`me est d’en ajouter
seulement.
Nous avons de´cide´ d’utiliser la premie`re solution. La deuxie`me solution est celle typique-
ment utilise´e par les syste`mes ESP, ou` la correction est effectue´e par ajout de pression sur
l’e´trier qui doit freiner pour cre´er le moment de lacet souhaite´. L’utilisation de cette deuxie`me
solution peut aussi eˆtre envisage´e, mais dans ce cas il est indispensable d’utiliser un syste`me
d’anti wind-up afin d’e´viter que la loi de commande ne demande trop de pression au syste`me
ABS.
Analyse comparative de l’utilisation du braquage avant et du freinage
Dans les paragraphes pre´ce´dents, nous avons analyse´ la correction lors de la mise en vi-
rage d’un ve´hicule et d’un freinage le´ger en virage en utilisant diffe´rents actionneurs. Parmi les
actionneurs agissant sur le plan de la roue, celui qui intervient sur l’angle de braquage avant
permet d’atteindre les meilleures performances.
Il est donc inte´ressant d’effectuer une comparaison entre ce controˆleur et celui agissant sur
les couples de freinage. Pour effectuer cette analyse, nous avons choisi d’utiliser la vitesse du
ve´hicule et sa vitesse de lacet normalise´e lors de l’application de deux controˆleurs (Figure 5.24).
En observant d’abord les vitesses de lacet normalise´es, il est possible de constater que le
controˆleur agissant sur les couples de freinage permet d’avoir une erreur entre la vitesse de
lacet et sa re´fe´rence plus faible que celui obtenu avec le controˆleur agissant sur le braquage des
roues avant. Ces re´sultats sont lie´s sans doute a` la rapidite´ des actionneurs de freinage et a` leur
bande passante plus e´leve´e. Cette capacite´ est a` la base du de´veloppement tre`s important des
syste`mes de controˆle de la trajectoire utilisant le freinage.
Ne´anmoins lorsque nous regardons l’e´volution de la vitesse pendant les manoeuvres, il est
possible de constater que la vitesse du ve´hicule e´quipe´ des actionneurs de freinage est e´quivalente
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Fig. 5.24 – Vitesse du ve´hicule et Vitesse de lacet normalise´e du ve´hicule
pendant les manoeuvres a` celle du ve´hicule e´quipe´ avec des actionneurs de braquage des roues
avant. Il est donc possible de constater qu’effectivement la commande agissant sur le freinage
effectue seulement une re´partition du couple et il ne le change pas. Il est donc e´vident de voir la
diffe´rence par rapport aux algorithmes classiques ou` le couple de freinage n’est pas seulement
reparti, mais plutoˆt ajouter a` la consigne du conducteur.
Cet exemple, tre`s simple, nous a confirme´ les affirmations faites dans les paragraphes
pre´ce´dents : le controˆle de trajectoire via le freinage permet d’avoir de meilleures performances
au niveau de la vitesse de lacet, mais ceci au de´triment de la vitesse de passage de la manoeuvre.
Avant d’introduire l’analyse de robustesse, nous voulons pre´ciser certains aspects concernant
les simulations pre´sente´es jusqu’a` maintenant. En vue de l’inte´gration des lois de commande sur
le ve´hicule, nous avons de´cide´ d’effectuer la discre´tisation du controˆleur agissant sur le freinage.
Nous avons discre´tise´ seulement ce controˆleur parce qu’il e´tait le seul pour lequel nous avons
envisage´ une essai sur ve´hicule. Nous avons choisi une fre´quence d’e´chantillonnage de 100 [Hz]
qui est une fre´quence accepte´e par l’ordinateur de bord et qui respecte le the´ore`me de Shannon :
elle est au moins deux fois supe´rieure a` la bande passante de la boucle ouverte corrige´e. Les
controˆleurs ainsi obtenus ont e´te´ teste´s en simulation et ont donne´ des re´sultats e´quivalents aux
correcteurs continus.
5.2.5 Analyse de robustesse
Les lois de commande ont e´te´ introduites lors des paragraphes pre´ce´dents. Ici notre inte´reˆt
se porte sur l’analyse de la robustesse des lois par rapport aux incertitudes parame´triques.
Nous avons de´cide´ de ne pas donner suite a` l’utilisation de la loi de commande sur le car-
rossage actif donc ici nous regardons seulement la robustesse de la loi agissant sur le braquage
avant, de celle qui intervient sur le braquage arrie`re et pour finir de celle qui utilise les couples
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de freinage.
De´finition des conditions d’analyse
Avant de pre´senter les re´sultats obtenus, il est ne´cessaire de de´finir les parame`tres qui sont
conside´re´s comme incertains, lors de l’analyse de robustesse.
Nous avons de´cide´ de choisir quatre parame`tres incertains qui sont :
– la masse
– l’adhe´rence
– la position du centre de gravite´
– la vitesse
Les autres parame`tres, comme par exemple l’empattement, n’ont pas e´te´ retenus, parce
qu’ils ont des valeurs tre`s proches d’un ve´hicule a` l’autre (d’un meˆme mode`le) et avec de faibles
variations.
Les quatre autres sont, par contre, des parame`tres qui peuvent subir de tre`s grandes varia-
tions. Nous nous inte´ressons d’abord a` la masse, il est e´vident que sa variation est tre`s intrusive
au niveau de la dynamique du ve´hicule : elle influence aussi bien le comportement longitudinal
que le comportement late´ral du ve´hicule.
Lorsque nous nous inte´ressons de plus pre`s a` la variation de la masse, il est possible de
constater que la charge d’un ve´hicule influence la de´formation des trains, les caracte´ristiques
des pneumatiques, mais aussi la position du centre de gravite´ du ve´hicule. C’est sans doute
pour cette raison que la choisir comme parame`tre incertain est inte´ressant.
Le deuxie`me parame`tre choisi est l’adhe´rence qui sans doute est la plus intrusive au niveau
de la stabilite´ du ve´hicule. Elle agit directement sur les caracte´ristiques des pneumatiques et
donc sur la capacite´ du ve´hicule a` faire passer des efforts au sol.
Lorsque nous regardons la variation du centre de gravite´, nous constatons d’abord que sa
position est modifie´e par la position de la masse dans le ve´hicule, mais aussi par les acce´le´rations
auxquelles le ve´hicule est soumis. La variation de l’emplacement du centre de gravite´ implique
une modification des bras de levier agissant sur le moment de lacet et par conse´quent de l’action
du controˆleur.
Le dernier parame`tre choisi est la vitesse. Le fait d’avoir choisi d’utiliser des lois de com-
mande LPV doit nous garantir la robustesse vis-a`-vis de ce parame`tre. Ne´anmoins, nous l’avons
conside´re´ pour nous assurer de la robustesse du controˆleur lorsque la mesure de vitesse n’est
pas trop pre´cise. L’analyse de la robustesse sera re´alise´e en fonction de la vitesse. La valeur
nominale de la vitesse est donc diffe´rente a` chaque pas, c’est la raison pour laquelle dans la
table 5.2 il n’y a pas de valeur nominale pour la vitesse.
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Tab. 5.2 – Variations des parame`tres analyse de robustesse pour le controˆle de lacet
Parame`tre
Valeur de Synthe`se
(et Valeur Nominale)
Incertitudes
Masse 1750 kg ±250kg
Adhe´rence 0,6 ±0,4
Vitesse ±10%
De´placements CDG
(late´ral et longitudinal)
±10cm
Nous avons introduit les raisons qui nous ont fait choisir les parame`tres incertains. Nous
voulons maintenant donner une rapide explication du choix des valeurs nume´riques.
– Masse : la valeur nominale est la masse du ve´hicule a` vide. L’incertitude est suppose´e eˆtre
e´quivalente au 15 % du poids du ve´hicule.
– Adhe´rence : ce parame`tre varie normalement dans l’intervalle [0,2 ÷ 1]. La valeur nomi-
nale et l’incertitude sont donc calcule´es comme la valeur moyenne et l’e´cart des valeurs
extreˆmes par rapport a` celle ci.
– De´placement CDG : la variation conside´re´e est calcule´e en conside´rant le ve´hicule lors
de fortes acce´le´rations longitudinales et late´rales. La valeur nominale du de´placement est
logiquement nulle.
– Vitesse : nous avons dit pre´ce´demment qu’un maillage de la vitesse est re´alise´ pour ef-
fectuer l’analyse de robustesse. Les valeurs nominales seront donc les points du maillage,
tandis que les incertitudes sont choisies pour couvrir tout l’intervalle de vitesse.
Action sur le plan de la roue
Nous pouvons donc effectuer l’analyse de robustesse des controˆleurs agissant sur le plan
de roue. Il est d’abord ne´cessaire de de´finir le maillage. Nous avons de´cide´ d’utiliser un pas
de 1 m/s. Les re´sultats obtenus pour la robustesse des controˆleurs pour le braquage avant et
pour le braquage arrie`re sont reporte´s sur la figure 5.25, ou` nous pre´sentons les e´volutions de
la valeur maximale de la borne supe´rieure de µ en fonction de la vitesse V .
Nous rappelons au lecteur les points essentiels afin d’effectuer l’analyse de robustesse :
– de´finir les parame`tres incertains et leurs incertitudes
– incorporer les incertitudes dans les e´quations
– construire la repre´sentation d’e´tat du mode`le avec les incertitudes
– calculer la valeur singulie`re structure´e
Un exemple complet d’analyse de robustesse est donne´ dans l’Annexe C.
Il est possible de constater que vis-a`-vis des incertitudes choisies les controˆleurs obtenus
avec la synthe`se LPV sont robustes : le maximum de la valeur singulie`re structure´e est toujours
infe´rieur a` 1. L’obtention d’une valeur infe´rieure a` 1, nous garantit d’avoir un syste`me robuste
vis-a`-vis des incertitudes choisies. Il est aussi possible d’affirmer que nous pouvons accepter des
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Fig. 5.25 – Valeurs des maximum de µ en fonction de la vitesse
incertitudes e´quivalentes au produit entre les valeurs que nous avons choisies et l’inverse de la
valeur singulie`re structure´e. La diffe´rence entre la plus grande et la plus petite valeur de µ est,
dans les deux cas, infe´rieure a` 1%. Lorsque nous analysons les valeurs de µ obtenues dans le
cas du braquage des roues arrie`re, il est possible de constater qu’elles sont supe´rieures a` celles
obtenues dans le cas du braquage avant. Cette diffe´rence est introduite par les dimensions du
ve´hicule et par la position de son centre de gravite´.
Action sur les freins
Il est aussi inte´ressant d’observer la robustesse du controˆleur agissant sur les freins. Nous
avons de´cide´ de conside´rer les meˆmes incertitudes parame´triques lors de l’analyse de la robus-
tesse du plan de roue (voir tableau 5.2), avec la` aussi un calcul en fonction de la vitesse avec
un pas de 1 m/s. Les re´sultats obtenus sont reporte´s sur la figure 5.26.
Lorsque nous analysons la robustesse des lois agissant sur le freinage, il est possible de
constater que le de´placement late´ral du centre de gravite´ est plus pe´nalisant pour la robustesse
que son de´placement longitudinal. Il est aussi e´vident que lors d’une manoeuvre ne´cessitant
un controˆle de trajectoire de lacet le centre de gravite´ se de´placera davantage a` cause du
report de charge late´ral et donc le de´placement late´ral sera plus important que le de´placement
longitudinal.
5.2.6 Conclusion
Lors des paragraphes pre´ce´dents, nous avons introduit des lois de commande qui sont ca-
pables de controˆler le moment de lacet du ve´hicule.
Ces lois ont e´te´ base´es sur les actionneurs qui sont aujourd’hui disponibles dans les ve´hicules
routiers.
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Fig. 5.26 – Valeurs des maximum de µ en fonction de la vitesse
Lors de cette analyse, il a e´te´ possible de constater que les trois lois propose´es sont capables
de fournir des performances satisfaisantes, chacune logiquement avec des points forts et des
points faibles.
En analysant la robustesse, il est possible de voir que le controˆleur agissant sur le frei-
nage pre´sente des proprie´te´s de robustesse plus importantes que celles obtenues par les autres
controˆleurs. Cette caracte´ristique peut sans doute eˆtre inte´ressante par la suite : il est envisa-
geable de corriger les grosses perturbations du moment de lacet avec le freinage plutoˆt qu’en
utilisant les autres actionneurs.
Vues les caracte´ristiques des diffe´rents actionneurs, il est possible de proposer des solutions
utilisant des combinaisons des controˆleurs qui ont e´te´ pre´sente´s dans les paragraphes pre´ce´dents.
Dans la suite de ce me´moire nous analysons des combinaisons possibles de controˆleurs pilotant
un seul actionneur a` la fois, mais aussi les solutions avec des controˆleurs capables de piloter
plusieurs actionneurs.
Pour conclure, nous voulons rappeler que dans certains cas, comme il est montre´ par la
suite, le controˆle du moment de lacet est aussi possible avec l’utilisation des suspensions ac-
tives. Ne´anmoins cette solution se re´ve´lera moins inte´ressante que les pre´ce´dentes.
5.3 Controˆle du roulis
5.3.1 Etude bibliographique
Lors du paragraphe pre´ce´dent, nous nous sommes inte´resse´s au controˆle de la dynamique
late´rale du ve´hicule. C’e´tait donc une se´rie de controˆleurs s’inte´ressant d’avantage a` la se´curite´
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du ve´hicule. Dans cette partie nous voulons regarder avec plus d’inte´reˆt le confort des passagers,
c’est pour cette raison que le controˆle du roulis est conside´re´.
Dans la plupart des cas le controˆle du roulis reste une performance d’agre´ment de conduite,
ne´anmoins il peut s’ave´rer tre`s important aussi dans le cadre de la se´curite´.
Le controˆle du roulis d’un ve´hicule est un sujet e´tudie´ depuis plusieurs anne´es. Un exemple
tre`s simple est celui pre´sente´ dans [Cec00]. Dans ce papier l’auteur propose d’utiliser une struc-
ture avec un actionneur sur le train avant et un sur le train arrie`re. Ces actionneurs sont place´s
entre les barres anti-roulis et les points d’attaches sur les roues (une roue pour chaque train).
L’actionneur sur le train avant est place´ sur un cote´ du ve´hicule, tandis que celui du train arrie`re
est place´ sur le cote´ oppose´. Les deux actionneurs sont controˆle´s par une valve hydraulique.
Cette solution est utilise´e lorsque le ve´hicule est e´quipe´ de suspensions passives. La mesure
du roulis est effectue´e en utilisant un syste`me positionne´ sur le train avant du ve´hicule. La
force applique´e aux actionneurs est calcule´e en utilisant un controˆleur proportionnel de´rivateur
ayant comme entre´e la diffe´rence entre le de´placement de la masse suspendue et le de´placement
des roues. Une deuxie`me solution est propose´e en utilisant cette fois-ci des suspensions actives.
Dans ce cas sur chaque roue il y a un syste`me hydraulique qui peut eˆtre pilote´. Pour de´terminer
le roulis du ve´hicule et donc pour effectuer le controˆle de celui-ci, l’auteur a pre´vu d’utiliser
l’acce´le´ration angulaire de la masse suspendue ainsi que le de´placement de cette masse et la
de´rive´e de l’acce´le´ration angulaire. Le controˆleur de cette solution est aussi un controˆleur pro-
portionnel de´rivateur.
Une solution utilisant deux actionneurs, un sur chaque train est aussi propose´e dans [Kon02].
Ici l’auteur utilise deux actionneurs positionne´s sur les trains du ve´hicule au niveau de la barre
anti-roulis. Le comportement du ve´hicule est obtenu en partant de la mesure de l’acce´le´ration
late´rale et de certaines mesures propres de la dynamique longitudinale. Les actionneurs sont
pilote´s en pression. Pour les piloter les auteurs ont utilise´ les informations sur la dynamique
du ve´hicule et les informations sur la pression des actionneurs. Pour garantir la se´curite´ du
ve´hicule, le controˆle de roulis est effectue´ de pre´fe´rence sur le train avant. Ce choix rend le
ve´hicule plutoˆt sous-vireur et donc plus facilement controˆlable par le conducteur.
La proble´matique du controˆle du roulis est plus importante, lorsque le centre de gravite´ du
ve´hicule est plus haut. C’est typiquement le cas des ve´hicules lourds. Une application concer-
nant le controˆle du roulis pour ce type de ve´hicules est pre´sente´e dans [SC03]. Les auteurs ont
de´cide´ d’utiliser un controˆleur par retour d’e´tat. Ils ont donc propose´ de minimiser un crite`re
quadratique en re´solvant un proble`me LQG standard. Ce type de proble`me se re´ve`le bien adapte´
lorsqu’il n’y a pas de perturbations sur l’entre´e. En supposant un mode`le du ve´hicule ayant
l’angle de braquage comme entre´e, il est possible de constater que celle-ci peut eˆtre conside´re´e
comme une perturbation vis-a`-vis du comportement en roulis du ve´hicule. Afin de pouvoir bien
rejeter cette perturbation, ils sont donc oblige´s de la conside´rer comme un e´tat. Le proble`me
d’optimisation est donc re´solu sur cette nouvelle repre´sentation d’e´tat. Il sera donc possible de
re`partir le gain statique en une partie associe´e aux e´tats et un partie associe´ a` l’angle volant.
L’actionneur utilise´ est un couple qui s’ajoute a` l’action de la barre antiroulis. La me´thode uti-
lise´e ne´cessite des informations sur les e´tats qui sont obtenues en utilisant un filtre de Kalman.
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Tab. 5.3 – Re´capitulatif des articles et des me´thodologies utilise´es pour le controˆle du roulis
Article Actionneur Me´thodologie et Inte´reˆt
[Cec00] changement raideurs barre anti-
roulis avant et arrie`re ou suspen-
sions actives
controˆleur proportionnel
de´rivateur.
[Kon02] changement raideurs barre anti-
roulis avant et arrie`re
[SC03] changement raideurs barre anti-
roulis avant et arrie`re
retour d’e´tat
[GCRdL00] suspension actives controˆleur en boucle ouverte et en
boucle ferme´e par retour d’e´tat
[DK02] changement raideurs barre anti-
roulis avant et arrie`re
logique floue
Une solution utilisant encore les suspensions actives est propose´e dans [GCRdL00]. Le but
des auteurs est de piloter l’angles de tangage et de roulis, la distribution des raideurs de roulis
ainsi que le pompage de la masse suspendue. Pour effectuer cette ope´ration ils ont a` disposition
quatre capteurs de de´battement des roues ainsi que la pression des quatre suspensions. Avec
ces informations, les auteurs sont capables de reconstruire les grandeurs qu’ils ont envisage´es
d’asservir. La loi de controˆle est divise´e en deux parties. La premie`re est effectue´e en boucle
ouverte, tandis que la seconde est effectue´e en boucle ferme´e. Le deux parties sont sense´es pi-
loter les efforts des suspensions actives. La partie en boucle ouverte a pour but de compenser
les entre´es du conducteur afin de controˆler la partie transitoire du syste`me. Elle a aussi pour
but de ge´ne´rer les consignes qui sont utilise´es par la partie en boucle ferme´e afin d’effecteur
le controˆle de la partie statique de la re´ponse. La boucle ferme´e est re´alise´e en utilisant une
me´thodologie par retour d’e´tat. Les e´tats sont estime´s en utilisant des filtres de Kalman.
Il est aussi possible de trouver des solutions pour le controˆle du roulis utilisant la logique
floue comme dans [DK02]. Dans ce papier, les auteurs ont suppose´ avoir a` disposition les me-
sures de l’angle de roulis et de la vitesse du roulis du ve´hicule et piloter la tension des sole´no¨ıdes
des servo-vannes qui agissent sur la raideur des barres anti-roulis. Vu la difficulte´ de mesurer
l’angle de roulis, les auteurs ont pense´ utiliser l’acce´le´ration late´rale et l’angle de rotation des
actionneurs. L’acce´laration late´rale et les deux angles des actionneurs sont introduits dans un
re´seau de neurones qui est utilise´ pour reconstruire l’angle de roulis et sa vitesse. Ces deux
grandeurs sont donc envoye´es a` un controˆleur en logique floue qui pilote les tensions de deux
actionneurs. Les actionneurs sont positionne´s un sur le train avant et un sur le train arrie`re.
Me´canique des actionneurs
Pour piloter le roulis il est possible de trouver plusieurs technologies. Parmi les solutions
techniques les plus re´pandues, il y a sans doute celle a` amortissement variable qui est utilise´e
depuis plusieurs anne´es dans le domaine automobile. Dans ce type de syste`mes l’amortissement
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est pilote´ soit de fac¸on e´lectronique soit de fac¸on hydraulique. D’autres solutions qui ont vu
le jour ces dernie`res anne´es sont les suspensions e´lectromagne´tiques qui associent des moteurs
e´lectromagne´tiques line´aires et des amplificateurs de puissance opportune´ment pilote´s. Une
autre possibilite´ est d’utiliser des actionneurs hydrauliques sur les barres antiroulis permettant
d’en modifier la raideur.
5.3.2 Synthe`se des lois de commande pour le controˆle du roulis
Nous voulons maintenant nous inte´resser au controˆle du roulis, pour ce faire deux solutions
utilisant la me´thodologie H∞ sont pre´sente´es. Il est aussi ne´cessaire d’introduire des infor-
mations sur le capteur utilise´ pour mesurer l’angle de roulis : l’utilisation d’un gyroscope et
l’integration de la mesure qu’il fournit est dans la plupart des cas trop couˆteuse et sa mesure
souvent bruite´e par le de´vers de la route.
Approche H∞ par loop-shaping
En suivant la de´marche emprunte´e lors du controˆle du moment de lacet, nous avons d’abord
utilise´ une me´thodologie H∞ par loop-shaping pour effectuer le controˆle de l’angle de roulis.
Lorsque nous analysons la dynamique du roulis, il est possible de constater que celle-ci n’est
pas trop influence´e par la vitesse du ve´hicule (figure 5.27). Le mode`le utilise´ est celui pre´sente´
dans le chapitre 4. Pour effectuer la synthe`se nous avons suppose´ que tous les coefficients sont
constants. Le mode`le obtenu sera donc line´aire. Les entre´es du mode`le sont les efforts des
suspensions, tandis que la sortie est l’angle de roulis.
Il est donc possible de synthe´tiser un controˆleur fixe et inde´pendant de la vitesse.
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Fig. 5.27 – Re´ponse fre´quentielle du mode`le pour le roulis
Dans le paragraphe pre´ce´dent nous avons introduit un mode`le de re´fe´rence du ve´hicule
pour pouvoir de´terminer une vitesse de lacet de consigne. Lors de l’analyse du roulis, nous
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avons toujours besoin d’une consigne pour effectuer l’asservissement, mais a` la diffe´rence du
cas pre´ce´dent, le recours a` un mode`le n’est pas toujours ne´cessaire : dans la plupart des cas
les controˆleurs ont pour consigne un angle de roulis faible qui peut eˆtre de´termine´ en fonction
des autres grandeurs du ve´hicule comme, par exemple, l’acce´le´ration late´rale. Un mode`le de
re´fe´rence est donc ne´cessaire dans ce cas ; la consigne d’angle de roulis est alors ge´ne´re´e a` partir
de l’acce´le´ration late´rale et/ou de l’angle volant.
Les mesures que nous avons utilise´es sont l’angle de roulis (soit sa mesure, soit son estima-
tion) et nous avons de´cide´ d’utiliser quatre suspensions actives capables de fournir un effort
vertical. Lors des exemples qui seront pre´sente´s par la suite, nous avons conside´re´ une consigne
d’angle de roulis nulle. Les filtres choisis sont ceux pre´sente´s dans (5.20). Comme lors du controˆle
du moment de lacet, le mode`le est augmente´ par deux filtres passe bas :
W1Faij
(s) = 1000
50
s + 50
i,j = 1,2 (5.20)
W2(s) =
600
s
50
s+ 50
Comme pour les cas pre´ce´dents le choix des filtres suit une de´marche syste´matique. Le choix
de la valeur de K1 est fait parce que nous voulons avoir un d’effort sur chacune des suspensions
e´quivalent a` 1000 N. Le choix de la valeur de K2 est fait pour obtenir une erreur sur l’angle de
roulis plus faible que celle accepte´e pour la vitesse de lacet. Les bandes passantes des filtres de
pre´- et post- compensation sont choisis en regardant la performance que nous voulons donner
au syste`me.
Il est e´vident que lors du choix des filtres, il est important de conside´rer aussi les per-
formances et les consommations atteignables avec la loi de commande. Comme pour le cas
pre´ce´dent, le controˆleur obtenu est d’ordre e´leve´. L’utilisation d’une me´thode de re´duction est
donc ne´cessaire. Nous avons de´cide´ d’utiliser la meˆme me´thode que dans le cas du controˆle
du moment de lacet : la re´duction selon les valeurs singulie`res de Hankel de la factorisation
premie`re. Comme dans le cas pre´ce´dent la re´duction est faite seulement sur le controˆleur sans
les filtres de pre´- et post- compensation.
Le controˆleur d’ordre re´duit obtenu est d’ordre 3; le controˆleur final avec les filtres est
d’ordre 9. Le controˆleur d’ordre re´duit pre´sente le meˆme comportement et la meˆme re´ponse
fre´quentielle que le controˆleur d’ordre plein, comme on peut le voir sur la figure 5.28. En regar-
dant les re´ponses fre´quentielles des controˆleurs pour les diffe´rents actionneurs, il est possible
de constater que les phases des controˆleurs sur les deux cote´s du ve´hicule sont en opposition :
lorsqu’un cote´ essaie de rapprocher la masse suspenue des roues l’autre cote´ logiquement essaie
de les e´loigner.
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La structure de la fonction de transfert du controˆleur entre l’erreur sur la consigne et la
force a` appliquer sur la suspension est 7 :
KAM (s) =
α1AMs
3 + α2AMs
2 + α3AMs+ α4AM
β1AMs
3 + β2AMs
2 + β3AMs+ β4AM
(5.21)
La forme du controˆleur complet permettant de piloter une suspension est donc :
Ka (s) = W1 (s)KAM (s)W2 (s) (5.22)
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Fig. 5.28 – Re´ponse fre´quentielle de controˆleur du roulis et de celui d’ordre re´duit
Les re´ponses fre´quentielles du syste`me en boucle ouverte corrige´e et en boucle ferme´e cor-
rige´e sont reporte´es sur la figure 5.29.
La loi de´veloppe´e a pour but de rejeter la perturbation. C’est pour cette raison que nous
avons de´cide´ de reproduire sur la figure 5.30, les re´ponses fre´quentielles de la fonction de trans-
7. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
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Fig. 5.29 – Re´ponses fre´quentielles du syste`me
fert Frsusp1 .
Frsusp1 =
G(s)
1 +G(s)Ka(s)
En regardant les re´sultats reporte´s sur la figure 5.30, nous constatons la pre´sence d’un
inte´grateur a` basse fre´quence qui nous permet d’affirmer que le syste`me corrige´ est capable de
rejeter les perturbations constates. Nous pouvons aussi voir que la fonction est loin de 0 dB et
que donc nous pouvons bien rejeter aussi les autres types de perturbations. Dans ce cas la per-
turbation que nous pouvons rejeter est une perturbation intervenant au niveau des l’actionneurs.
From: In(4)
100
From: In(3)
100
From: In(2)
100100
−450
−360
−270
−180
−90
0
To
: O
ut
(1)
−200
−180
−160
−140
−120
−100
−80
From: In(1)
To
: O
ut
(1)
Réponse fréquentielle de la fonction SG −  roulis Hinf LS
Frequency  (rad/sec)
M
ag
ni
tu
de
 (d
B)
 ; P
ha
se
 (d
eg
)
Fig. 5.30 – Re´ponse fre´quentielle de la fonction Frsusp1 - amortisseur
Les performances du controˆleur antiroulis sont e´value´es en simulation en utilisant un simu-
lateur non line´aire du ve´hicule. Le test le plus simple est de tracer la re´ponse harmonique du
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syste`me corrige´, entre l’angle volant et l’angle de roulis, dans le domaine de fre´quence ou` le
comportement en roulis du ve´hicule est significatif. La loi est juge´e par rapport a` sa capacite´ a`
modifier l’angle de roulis et donc a` garder une assiette la plus plate possible. Le test que nous
avons choisi pour e´valuer la performance du controˆleur est le suivant : nous supposons avoir un
ve´hicule lance´ a` une vitesse V1 et de l’exciter en agissant sur l’angle au volant afin de lui faire
avoir un acce´le´ration late´rale e´quivalent a` 1g.
L’action du controˆleur permet de re´duire l’angle de roulis, comme on peut le constater sur
la figure 5.31 ou` nous pre´sentons l’angle de roulis obtenu en fonction de la fre´quence. Dans
cette figure nous reportons l’angle de roulis obtenu avec un ve´hicule e´quipe´ d’un syste`me actif
de controˆle du roulis et d’un ve´hicule passif. Sur cette figure nous reportons l’angle de roulis
maximal du ve´hicule en fonction de la fre´quence. Afin d’obtenir cette grandeur nous appliquons
le test pre´ce´demment de´crit pour des fre´quences d’excitation volant diffe´rentes. La figure est
donc construite en conside´rant l’angle maximal du roulis pour chacune de ces fre´quences.
Dans la partie de gauche il y a l’angle du ve´hicule avec et sans syste`me de controˆle du roulis.
Le ve´hicule avec controˆle du roulis pre´sente des performances nettement plus satisfaisantes que
celles du ve´hicule passif. Dans la partie droite, il y a un zoom sur l’angle de roulis du ve´hicule
avec controˆle de l’antiroulis. Des conside´rations e´nerge´tiques sont fournies dans la suite de ce
me´moire afin de comprendre la puissance ne´cessaire pour atteindre les performances pre´sentes.
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Fig. 5.31 – Evolution de l’angle de roulis en fonction de la fre´quence
Approche H∞ standard
Une autre fac¸on d’approcher le proble`me du controˆle du roulis est d’utiliser la me´thodologie
H∞ standard. Nous e´tudions le proble`me comme dans le cas pre´ce´dent. Nous pre´sentons par la
suite seulement les re´sultats obtenus.
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Comme pour l’exemple pre´ce´dent le controˆleur utilise une information sur l’angle de roulis
(soit sa mesure, soit son estimation) et il pilote quatre actionneurs d’effort pose´s sur les quatre
suspensions. La structure utilise´e pour la synthe`se est celle de la figure 5.32. Le proble`me H∞
standard correspondant s’e´crit :
∥∥∥∥ W1S W1SGW3W2KS W2KSGW3
∥∥∥∥
∞
< γ
ou` G est le mode`le du ve´hicule, K est le correcteur et S = (1 +GK)−1 est la fonction de
sensibilite´.
+-
++ VéhiculeContrôleur
W s
1
( )
W s
2
( ) W s
3
( )
Fig. 5.32 – Structure de la synthe`se H∞ standard
Pour effectuer le choix des filtres utilise´s dans l’approche H∞ standard, nous conside´rons
d’abord les basses fre´quences, pour analyser ensuite les hautes fre´quences. Lorsque nous effec-
tuons la synthe`se selon l’approche standard nous pouvons agir directement sur le comportement
de la fonction de sensibilite´ ainsi que sur la fonction de sensibilite´ inverse. Si nous sommes en
basse fre´quence nous pouvons utiliser les approximations suivantes :
S(jω) ≈ (G(jω)K(jω))−1
∣∣∣(G(jω)K(jω))−1∣∣∣ < γ
|W1(jω)|
S(jω)G(jω) ≈ K(jω)−1
∣∣∣K(jω)−1∣∣∣ < γ
|W1(jω)W3(jω)|
K(jω)S(jω) ≈ G(jω)−1
∣∣∣G(jω)−1∣∣∣ < γ
|W2(jω)|
T (jω) ≈ 1 |1| <
γ
|W2(jω)W3(jω)|
Nous voulons un controˆleur avec un gain important en bande passante ; pour de´finir ce gain
nous utilisons seulement le filtre W1 qui aura donc un gain statique important, tandis que le
filtre W3 n’a pas de gain pour les fre´quences conside´re´es. Vu que γ est une valeur proche de 1
pour eˆtre suˆr de garantir la contrainte sur la fonction de sensibilite´ comple´mentaire le filtre W2
a un gain faible en basse fre´quence.
Il est maintenant possible de passer a` l’analyse du choix des filtres en haute fre´quence. Pour
ce faire nous proce´dons de fac¸on identique au cas pre´ce´dent. Conside´rons donc les approxima-
tions suivantes qui sont valables en haute fre´quence :
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S(jω) ≈ 1 |1| <
γ
|W1(jω)|
S(jω)G(jω) ≈ G(jω)−1
∣∣∣G(jω)−1∣∣∣ < γ
|W1(jω)W3(jω)|
K(jω)S(jω) ≈ K(jω)−1
∣∣∣K(jω)−1∣∣∣ < γ
|W2(jω)|
T (jω) ≈ G(jω)K(jω) |G(jω)K(jω)| <
γ
|W2(jω)W3(jω)|
Comme la fonction de sensibilite´ tend vers 1 en haute fre´quence, il est e´vident que le filtre
W1 doit avoir une valeur faible en haute fre´quence pour garantir la contrainte. Nous voulons
aussi que le controˆleur ait un gain faible en haute fre´quence il est donc e´vident en regardant
les contraintes que le filtre W2 doit avoir un gain e´leve´ en haute fre´quence. Pour conclure il est
possible de de´terminer la valeur en haute fre´quence du filtre W3 qui est choisi de fac¸on a` rendre
encore plus faible le comportement du syste`me au dela` de la bande passante.
Pour conclure le choix des fre´quences de coupure est re´alise´ afin de satisfaire les perfor-
mances dynamiques du syste`me en boucle ferme´e.
Les filtres utilise´s sont ceux pre´sente´s dans (5.23) et (5.24)
W1(s) =
0,1s + 5
s+ 0.05
(5.23)
W2(s) =
100 (s+ 10)
s+ 100000
W3(s) =
100 (s+ 0,4)
s+ 360
 4 filtres (5.24)
Le controˆleur avant re´duction obtenu par synthe`se H∞ standard est d’ordre 8. Il serait
souhaitable de re´duire l’ordre, mais aucune me´thode ne nous a permis d’obtenir des re´sultats
satisfaisants. Toutefois cet ordre est sensiblement le meˆme que celui du correcteur total obtenu
par l’approche pre´ce´dente.
La structure de la fonction de transfert du controˆleur entre l’erreur sur la consigne et la
force a` appliquer sur la suspension est 8 :
KAMsta (s) =
∑0
i=8 αiAMstas
i∑0
i=8 βiAMstas
i
(5.25)
Les re´ponses fre´quentielles du syste`me en boucle ouverte et en boucle ferme´e sont reporte´es
sur la figure 5.33.
Sur la figure 5.34, il est possible de constater que les gabarit impose´s pour la synthe`se H∞
sont bien respecte´s.
8. les coefficients des polynoˆmes ne sont pas donne´s pour des raisons de confidentialite´
111
CHAPITRE 5. SYNTHE`SE DES LOIS DE COMMANDE MONO ACTIONNEUR
−100
−80
−60
−40
−20
0
20
40
60
80
100
M
ag
ni
tu
de
 (d
B)
10−2 10−1 100 101 102 103
−360
−270
−180
−90
0
Ph
as
e 
(de
g)
Boucle ouverte corrigée du système pour le contrôle du roulis
Frequency  (rad/sec)
−80
−70
−60
−50
−40
−30
−20
−10
0
10
20
M
ag
ni
tu
de
 (d
B)
10−2 10−1 100 101 102 103
−360
−270
−180
−90
0
Ph
as
e 
(de
g)
V=30 m/s
V=25 m/s
V=20 m/s
V=15 m/s
V=10 m/s
Boucle fermée corrigée du système pour le contrôle du roulis
Frequency  (rad/sec)
Fig. 5.33 – Re´ponses fre´quentielles du syste`me
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Fig. 5.34 – Ve´rification gabarits H∞ standard
Le controˆleur obtenu par synthe`se H∞ standard est e´value´ suivant la meˆme proce´dure que
pour le controˆleur H∞ par loop-shaping. Comme on peut le constater sur la figure 5.35, les
re´sultats obtenus sont du meˆme ordre de grandeur. Par contre, lorsque nous regardons de plus
pre`s la consommation e´nerge´tique de ce deuxie`me controˆleur, il est possible de constater (en
re´alisant le dimensionnement des actionneurs) qu’il demande deux fois et demi plus de puis-
sance que le premier. La manie`re d’obtenir cette figure est e´quivalente a` celle utilise´e dans le
cas du controˆleur obtenu par me´thodologie H∞ par loop-shaping.
Suite aux re´sultats obtenus au niveau des performances et de la consommation, il est sans
doute plus inte´ressant de conserver le controˆleur H∞ par loop-shaping. C’est pour cette raison
que dans la suite seul ce controˆleur est utilise´.
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Fig. 5.35 – Evolution de l’angle de roulis en fonction de la fre´quence
5.3.3 Analyse de robustesse
Lors de l’analyse de robustesse pour le controˆleur de roulis les parame`tres incertains conside´re´s
sont :
– l’inertie de roulis
– la raideur de suspension
– leur amortissement
– la masse
– le de´placement late´ral du centre de gravite´
Le choix des raideurs et des amortissements est logique, lorsqu’une analyse de robustesse est
faite vis-a`-vis du roulis. Les variations de ces parame`tres influencent le comportement en roulis
du ve´hicule : un ve´hicule avec des suspensions tre`s raides est moins sujet a` la prise de roulis,
tandis qu’un ve´hicule avec des suspensions souples peut prendre facilement du roulis. L’e´tude
de la robustesse est donc inte´ressante, parce qu’elle nous permet de voir la robustesse de la loi
vis-a`-vis des changements du ”typage” du ve´hicule passif. Il est aussi inte´ressant d’e´tudier les
variations de ces parame`tres, parce que les valeurs des ressorts et des amortisseurs ne peuvent
pas eˆtre conside´re´s comme constants.
L’e´tude conside`re aussi la masse et l’inertie. Une variation de masse provoque une variation
de l’inertie et donc de la dynamique du roulis.
Pour conclure, il est e´vident que lorsque le ve´hicule prend du roulis il y a un de´placement
de la caisse et donc du centre de gravite´. Ce de´placement implique une variation du bras de
levier lors de l’application d’un couple antiroulis et il est donc important de le conside´rer pour
e´valuer la robustesse de la loi de commande.
113
CHAPITRE 5. SYNTHE`SE DES LOIS DE COMMANDE MONO ACTIONNEUR
Tab. 5.4 – Variations de parame`tres pour la robustesse du roulis
Parame`tre
Valeur de Synthe`se
et Valeur Nominale
Incertitudes
Masse 1700 kg ±250kg
Inertie de roulis 500 kgm2 ±200 kgm2
Raideur du train avant 24000 N/m ±40%
Raideur du train arrie`re 27000 N/m ±40%
Amortissement du train avant 2100 Ns/m ±50%
Amortissement du train arrie`re 2000 Ns/m ±50%
De´placements CDG
(late´ral et longitudinal)
0 ±10cm
Dans le paragraphe pre´ce´dent, nous avons constate´ que la vitesse n’influence pas le com-
portement en roulis, c’est pour cette raison que ce parame`tre n’a pas e´te´ conside´re´ ici.
Les valeurs nume´riques des parame`tres conside´re´s sont reporte´es dans le tableau 5.4.
Le choix des valeurs nominales et des incertitudes des parame`tres est fait selon les crite`res
suivants :
– Masse : nous avons choisi les meˆmes valeurs que celles utilise´es lors de l’analyse pour le
moment de lacet et pour les meˆmes raisons
– Inertie de roulis : la valeur nominale est celle que nous pouvons mesurer sur un ve´hicule
avec 2 passagers. L’incertitude par contre est choisie de fac¸on a` couvrir toute la plage de
variation de l’inertie.
– Raideur des trains et amortissement des trains : les valeurs nominales sont les valeurs
des tangentes des caracte´ristiques en 0. Les incertitudes sont calcule´es en utilisant les
caracte´ristiques des composants et leurs dispersions.
– De´placement du centre de gravite´ : nous avons utilise´ les meˆmes crite`res que ceux applique´s
lors de l’analyse du moment de lacet.
Les re´sultats obtenus lors de l’analyse de robustesse pour le controˆleur de roulis sont donne´s
sur la figure A.2. Nous pouvons constater que la valeur singulie`re structure´e est nettement
infe´rieure a` 1 vis-a`-vis des incertitudes parame´triques choisies. Nous pouvons donc affirmer que
le controˆleur est robuste.
5.3.4 Controˆle du lacet avec repartition du couple antiroulis
Lors de l’analyse du controˆleur antiroulis, le concept de re´partition du couple a e´te´ introduit :
nous avons souligne´ que l’utilisation d’un seul actionneur mis sur le train avant a tendance a`
rendre le ve´hicule sousvireur, lorsque la pression dans l’actionneur est a` son maximale, et donc
a` modifier son comportement en lacet. On comprend donc que le comportement en lacet d’un
ve´hicule peut eˆtre modifie´ en agissant sur la re´partition du couple entre le train avant et le
train arrie`re. Ce paragraphe a donc pour but de pre´senter une solution permettant de piloter
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Fig. 5.36 – Analyse de robustesse pour le controˆleur de roulis
la vitesse de lacet en agissant sur la re´partition de la charge entre les trains. Il n’a donc pas
l’intention d’eˆtre totalement exhaustif, mais il veut seulement introduire une solution qui sera
utilise´e dans le chapitre 6.
En effet un controˆleur antiroulis avec re´partition des raideurs entre les trains peut aussi
pouvoir le comportement late´ral, vu qu’en modifiant la charge nous pouvons modifier les efforts
passe´s par les pneumatiques.
Sur la figure 5.37, nous pouvons constater que l’application du couple de compensation
du roulis sur le train avant ou arrie`re change sensiblement le comportement du ve´hicule par
rapport a` celui d’un ve´hicule ”neutre” (re´partition e´quivalent entre le train avant et le train
arrie`re) : dans le premier cas il devient sous-vireur dans le deuxie`me sur-vireur. Le test que
nous avons conduit sur le ve´hicule est le suivant : un ve´hicule roule a` vitesse constante V , le
conducteur applique un braquage α. Dans le premier cas la couple anti-roulis est re´partie de
fac¸on e´quivalente entre les trains avant et arrie`re (ve´hicule neutre), dans les autres le couple
antiroulis est applique´ soit sur le train avant soit sur le train arrie`re.
Le souhait du constructeur automobile est d’asservir le ve´hicule sur un comportement le
plus neutre possible : d’un coˆte´ il est ne´cessaire d’e´viter que le ve´hicule ait un comportement
survireur pour e´viter les situations dangereuses et de l’autre coˆte´ un comportement trop sous
vireur peut eˆtre parfois de´sagre´able pour le conducteur.
Dans [Gou05] l’auteur pre´sente trois solutions pour re´soudre ce proble`me. La premie`re
consiste en l’utilisation d’une cartographie qui en fonction des acce´le´rations du ve´hicule et de
sa vitesse fournit un coefficient repre´sentant la re´partition du couple antiroulis ne´cessaire pour
effectuer le controˆle de la vitesse de lacet. Une solution utilisant l’information sur l’adhe´rence
est aussi utilise´e. Les solutions propose´es vont donc travailler en boucle ouverte.
La deuxie`me solution pre´sente´e utilise une approche tre`s re´pandue dans la litte´rature : celle
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Fig. 5.37 – Trajectoire du ve´hicule en fonction de la re´partition du couple antiroulis
en boucle ferme´e avec un controˆleur de type PID avec anti wind-up. L’auteur conside`re ici la
contrainte de la stabilite´ du ve´hicule. Cette contrainte oblige l’auteur a` accepter seulement les
re´partitions rendant le ve´hicule sousvireur. Ce choix a l’avantage de mettre la se´curite´ au centre
des inte´reˆts de l’industrie automobile.
Le fait de limiter les comportements survireurs du ve´hicule a pour conse´quence d’avoir un
controˆleur avec des performances de´grade´es vis-a`-vis de certaines situations de conduite comme
par exemple la mise en virage.
Toujours dans [Gou05], une troisie`me solution est propose´e pour palier a` ce proble`me. Ici
le controˆleur se pre´sente en boucle ouverte. La solution propose´e consiste en l’utilisation d’une
re´troaction effectue´e sur un mode`le qui a e´te´ identifie´ a` partir du ve´hicule.
Le report de charge est alors calcule´ par le controˆleur et envoye´ au ve´hicule. Lorsque le
ve´hicule est proche du mode`le identifie´, cette solution est sans doute la plus inte´ressante : le
controˆle peut eˆtre calcule´ tre`s facilement et peut eˆtre avec un bande passante e´leve´e. Par contre,
lorsque le ve´hicule a un comportement tre`s e´loigne´ de celui du mode`le, cette solution n’est pas
satisfaisante.
Une approche utilisant les modes glissants est propose´e dans [WH95]. Ici les auteurs ont
recherche´ la stabilite´ du syste`me lors du suivi de trajectoire pour la vitesse de lacet. La conclu-
sion est tre`s inte´ressante : si l’angle de braquage des roues n’est pas nul, il n’est pas possible de
trouver une solution du proble`me garantissant la stabilite´ globale et ayant des valeurs raison-
nables. Les re´sultats obtenus par les auteurs ont montre´ des performances tre`s proches entre
la solution intuitive, avec un controˆleur proportionnel, et celle obtenue par mode glissant avec
un tre`s faible temps de re´ponse. Suite a` cette e´tude, les auteurs ont propose´ d’utiliser une
solution avec un controˆleur proportionnel. Ici la vitesse de lacet de re´fe´rence est de´finie a` partir
d’un coefficient de sousvirage qui trouve son utilisation dans [WWXC05]. Ce coefficient permet
de typer le ve´hicule de fac¸on statique et de garantir un comportement tre`s uniforme pendant
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diffe´rentes situations de vie.
5.3.5 Solution propose´e
Vues les conclusions faites dans les e´tudes sur le controˆle de lacet en utilisant la re´partition
du couple antiroulis, nous avons de´cide´ d’utiliser la solution en boucle ferme´e utilisant un PID
avec anti wind up. Cette solution n’est pas satisfaisante dans le cas ou` l’erreur entre la vitesse
de lacet et sa re´fe´rence est importante et tre`s dynamique; ne´anmoins elle est satisfaisante pour
asservir la vitesse de lacet lors de faibles perturbations.
La structure de controˆle est celle de la figure 5.38.
Pour e´valuer la performance du controˆleur, nous avons de´cide´ d’utiliser les meˆmes tests que
dans les paragraphes pre´ce´dents. Deux solutions sont propose´es. Dans la premie`re, nous per-
mettons au ve´hicule d’avoir un couple antiroulis sur le train arrie`re plus important que celui sur
le train avant : nous acceptons d’avoir un ve´hicule sur-vireur, tandis que les re´partitions ren-
dant le ve´hicule sous-vireur sont naturellement accepte´es. Lors de la deuxie`me solution, nous
acceptons seulement les re´partitions rendant le ve´hicule sous-vireur.
Il est possible de constater sur la figure 5.39 que cette deuxie`me solution n’est pas capable de
fournir des performances de meˆme niveau que celles obtenues dans les paragraphes pre´ce´dents.
Fig. 5.38 – Structure de controˆle pour la re´partition du couple antiroulis pour controˆler la
vitesse de lacet
La solution qui permet d’avoir un ve´hicule survireur permet d’obtenir des re´sultats meilleurs.
De plus, cette solution est inte´ressante vu qu’elle permet de controˆler deux dynamiques en agis-
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sant sur un seul actionneur.
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Fig. 5.39 – Re´sultats du ve´hicule avec controˆleur sur la re´partition du couple antiroulis
5.4 Conclusions
Dans ce chapitre nous avons pre´sente´ des controˆleurs e´le´mentaires pour controˆler la vitesse
de lacet et l’angle de roulis. Lors de l’e´tude, nous avons pre´sente´ diffe´rentes solutions quant aux
actionneurs choisis. Les solutions propose´es ont pour but de mieux comprendre la robustesse
et les utilisations possibles des controˆleurs mono-actionneur dans les diffe´rentes situations de
conduite.
Rappelons qu’une e´tude comple´mentaire est reproduite en Annexe D, ou` sont compare´es
deux lois de commande LPV avec ou sans prise en compte de la vitesse de variation des pa-
rame`tres.
Il est ne´anmoins vrai qu’une solution utilisant une combinaison d’actionneurs peut eˆtre
inte´ressante. Elle devra permettre de profiter au mieux des caracte´ristiques de chacun de ces
actionneurs et des lois re´alise´es pour les piloter. Ce point est aborde´ au chapitre suivant.
Pour conclure, nous voulons souligner que les lois pre´sente´es dans ce chapitre ne sont pas
utilisables dans toutes les situations de conduite : pour certaines situations de conduite il sera
ne´cessaire de changer les re´glages de filtres et effectuer une nouvelle synthe`se.
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Chapitre 6
Controˆle d’une dynamique avec
plusieurs actionneurs
Lors du chapitre pre´ce´dent, les concepts fondamentaux sur le controˆle du ve´hicule ont e´te´
introduits.
Nous avons pu constater que chacun d’entre eux ne peut pas toujours satisfaire pleinement
les performances qui sont requises dans le domaine de l’automobile. On peut facilement prou-
ver que lors de certaines manoeuvres l’utilisation d’un controˆleur agissant soit sur le freinage
soit sur le braquage donne des re´sultats moins bons que ceux atteignables avec un controˆleur
utilisant les deux actionneurs.
En partant de la constatation que l’utilisation de plusieurs actionneurs permet d’obtenir
des performances meilleures, il est possible de se poser la question sur le choix de la structure
de controˆle ne´cessaire pour exploiter au mieux les performances des actionneurs.
Lors de l’analyse de cette question, la proble´matique de la structure du controˆleur s’im-
pose. Deux solutions possibles ont e´te´ envisage´es dans notre travail. La premie`re consiste dans
l’utilisation de plusieurs lois de commande agissant chacune sur un seul actionneur, optimise´es
pour pouvoir travailler ensemble. Cette solution est appele´e par la suite mono-actionneur. Il est
aussi possible de pre´voir une deuxie`me solution, avec un seul controˆleur agissant sur plusieurs
actionneurs en meˆme temps. Cette solution est appele´e par la suite multi-actionneurs.
Avant de poursuivre notre analyse, nous voulons souligner le fait que la dynamique de roulis
est de´couple´e de celle de lacet. Le controˆleur de roulis est ainsi utilise´ seulement pour faire du
confort donc une re´partition fixe´e du couple d’antiroulis est utilise´e. Vu que l’hypothe`se de
de´couplage des dynamiques est faite, nous nous inte´ressons par la suite seulement aux struc-
tures utilisant les controˆleurs pour le controˆle de la vitesse de lacet.
Il est e´vident qu’un controˆleur capable de satisfaire une performance bien pre´cise n’est
pas force´ment capable de satisfaire une autre situation de conduite. C’est pour cette raison
que l’analyse comparative des deux architectures a e´te´ effectue´e pour plusieurs situations de
conduite, afin de la rendre la plus exhaustive possible. Naturellement le ve´hicule peut eˆtre
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confronte´ a` une ou plusieurs de ces situations. Il est donc ne´cessaire de disposer d’une structure
logique qui soit capable de de´tecter la situation dans laquelle le ve´hicule se trouve et d’activer
le controˆleur ade´quat. Pour cette raison nous avons e´tudie´ un exemple de superviseur effectuant
ce travail.
Avant d’aller plus loin, nous devons mentionner que pour des raisons de confidentialite´,
nous n’avons pas pu reporter dans ce me´moire ce chapitre tel qu’il a e´te´ initialement conc¸u.
Nous avons conserve´ le paragraphe suivant, qui propose quelques e´le´ments bibliographiques sur
le sujet; nous re´sumons ensuite les e´tudes entreprises, pour donner au lecteur une ide´e de son
contenu.
6.1 Introduction aux controˆleurs couple´s
Avant d’introduire notre approche pour le couplage entre diffe´rents controˆleurs, nous avons
de´cide´ d’introduire un bref panorama des solutions techniques existant sur le sujet.
Une des premie`res solutions est celle reporte´e dans [YKK+90], ou` les auteurs ont utilise´
un ve´hicule e´quipe´ de suspensions actives et d’un syste`me de braquage du train arrie`re. Pour
garantir les performances longitudinales comme, par exemple, la distance d’arreˆt, les auteurs
ont pre´vu d’e´quiper le ve´hicule avec un ABS. Par contre les lois de commande de l’ABS ne sont
pas de´veloppe´es par les auteurs, mais sont celles re´alise´es par le fournisseur ; donc l’ABS n’est
pas compris ” directement ” dans la structure de controˆle qu’ils ont re´alise´e.
Les actionneurs choisis ont pour but d’ame´liorer la stabilite´ du ve´hicule et aussi son confort.
Nous analysons d’abord le controˆleur agissant sur les roues arrie`re. Le controˆleur est synthe´tise´
en boucle ouverte : les auteurs, en partant de l’angle volant, de la vitesse longitudinale du
ve´hicule et des acce´le´rations longitudinale et late´rale, de´terminent l’angle de braquage du train
arrie`re. Les auteurs ne font jamais re´fe´rence au concept d’asservissement ou de correction de
trajectoire, mais il est vrai que par ce syste`me, ils sont capables d’ame´liorer les performances
du ve´hicule vis-a`-vis de la se´curite´.
La meˆme ide´e est utilise´e pour le controˆle des suspensions : en fonction des angles de rota-
tion du ve´hicule, de sa vitesse longitudinale et de ses acce´le´rations, ils de´terminent l’action de
correction a` appliquer pour garantir le confort des passagers. Pour le controˆle de la stabilite´ du
ve´hicule et pour le controˆle de son confort, des cartographies sont souvent utilise´es.
Il est aussi possible de trouver des solutions proposant l’interaction entre deux syste`mes
d’actionneurs diffe´rents comme par exemple dans [ZKMAEB98]. Ici une solution utilisant un
actionneur pour le braquage et un actionneur pour le freinage est propose´e. Le controˆleur ainsi
re´alise´ effectue seulement une re´partition du couple de freinage afin de controˆler la dynamique
envisage´e par les auteurs. Ce controˆleur n’est par contre pas capable de pre´venir le blocage des
roues qui peut de´grader la performance du controˆleur. Pour e´viter ce phe´nome`ne les consignes
de pression calcule´es par le controˆleur sont envoye´es a` un syste`me ABS qui les re´duit lorsqu’il
120
6.1. INTRODUCTION AUX CONTROˆLEURS COUPLE´S
est ne´cessaire afin d’e´viter le blocage des roues (figure 6.1). Aussi si le syste`me ABS est utilise´
lors de la re´alisation pratique, les auteurs ne l’ont pas conside´rer lors de la synthe`se de la loi de
commande. L’utilisation d’un syste`me de controˆle utilisant les deux actionneurs de´rive du fait
que l’utilisation seulement du freinage implique parfois l’allongement de la distance d’arreˆt et
aussi que l’utilisation du seul syste`me de braquage peut se re´ve´ler insatisfaisante dans certaines
situations de conduite. La collaboration des deux actionneurs est re´alise´e en utilisant la logique
floue. D’abord il y a une action de correction sur le braquage. Cette correction est commu-
nique´e au controˆleur de´die´ au freinage. S’il constate que l’action de correction demande´e par
le controˆleur du braquage est insuffisante pour assurer la se´curite´ du ve´hicule, alors il applique
une action de correction supple´mentaire en utilisant le syste`me de freinage.
Fig. 6.1 – Solution propose´e dans [ZKMAEB98]
Dans les solutions propose´es, les deux controˆleurs sont calcule´s de fac¸on totalement inde´pendante.
Une solution ou` les deux controˆleurs sont synthe´tise´s ensemble est propose´e dans [MHIY92].
Le but que les auteurs se sont fixe´s est d’asservir la vitesse de lacet sur une vitesse de lacet de
re´fe´rence. La re´fe´rence est obtenue en utilisant un mode`le statique du ve´hicule. Le controˆleur
ainsi re´alise´ est compose´ de deux parties : une en boucle ouverte et une en boucle ferme´e. La
partie en boucle ouverte agit sur le braquage et elle a pour but de rejeter les perturbations.
Celle en boucle ferme´e agit sur le freinage et elle a pour but d’asservir la vitesse de lacet sur la
vitesse de re´ference en utilisant un controˆleur proportionnelle.
Dans [KS02] un syste`me pour controˆler le moment de lacet et l’acce´le´ration late´rale est pro-
pose´. Les auteurs ont choisi d’agir sur les angles de braquage du ve´hicule (braquage des roues
avant et arrie`re). Les lois de commande sont de´veloppe´es en utilisant une me´thodologie par
retour d’e´tat. Deux solutions sont donc envisage´es : la premie`re conside`re le braquage comme
un e´tat, tandis que la deuxie`me ne le conside`re pas comme un e´tat. Si le braquage n’est pas
un e´tat, il est possible de trouver une solution avec une partie du controˆleur en boucle ouverte
et une partie en boucle ferme´e. Le retour d’e´tat n’est pas calcule´ avec une minimisation qua-
dratique, mais selon un re´glage choisi par les auteurs. Le choix des valeurs est effectue´ afin de
minimiser l’angle de de´rive du ve´hicule.
Certains auteurs ont propose´ des controˆleurs agissant sur le braquage des roues et sur
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les suspensions. Un exemple est celui pre´sente´ dans [SY05] ou` un controˆleur re´alise´ avec la
me´thodologie des modes glissants est utilise´. Les auteurs ont pre´vu d’utiliser deux controˆleurs
diffe´rents en fonction de la situation dynamique du ve´hicule. Le premier controˆleur est utilise´
lorsque le ve´hicule est loin d’une situation critique et a pour but de re´duire l’action des ac-
tionneurs. Lors de l’utilisation de ce premier controˆleur une attention particulie`re est donne´e a`
l’asservissement de la de´rive et de la vitesse de lacet, mais aussi aux mouvements de pompage
et de tangage. Ce controˆleur veut assurer la se´curite´ en agissant sur le controˆle de la de´rive
et de la vitesse de lacet, mais il veut aussi ame´liorer la vie a` bord en agissant sur le pom-
page et le tangage. Par contre, lorsque le ve´hicule est proche d’une situation dangereuse, une
deuxie`me surface est active´e. Dans ce cas l’attention est porte´e sur le controˆle de la de´rive et
de la vitesse de lacet et les suspensions sont utilise´es pour fournir du potentiel aux roues qui
sont en perte d’adhe´rence. Au coeur de ce deuxie`me controˆleur il y a donc seulement la se´curite´.
Dans [HHET93] les auteurs ont propose´ une solution pour un ve´hicule e´quipe´ avec quatre
roues directrices et quatre roues motrices. Le controˆle de la stabilite´ du ve´hicule est re´alise´
en agissant sur le braquage des roues arrie`re et a` la fois sur la distribution du couple moteur
entre les roues avant et arrie`re. Il est aussi possible de diviser le controˆleur en deux parties. La
premie`re est re´alise´e en boucle ouverte et a pour but d’ame´liorer la re´ponse du ve´hicule lors
d’une mise en virage; celle-ci agit seulement sur le braquage des roues arrie`re. La deuxie`me, qui
est en boucle ferme´e, a pour but d’assurer la stabilite´ du ve´hicule : elle asservit la vitesse de
lacet sur une vitesse de lacet de re´fe´rence. Elle agit a` la fois sur le braquage des roues arrie`re
et sur la distribution du couple moteur entre les roues. Le controˆleur en boucle ferme´e est
obtenu par synthe`se H∞ standard. Dans celle-ci les auteurs ont de´cide´ d’utiliser deux filtres de
ponde´ration. Le premier, qui est un filtre du deuxie`me ordre, est utilise´ pour limiter la fonction
de sensibilite´. Le deuxie`me est utilise´ pour contraindre la fonction de sensibilite´ comple´mentaire.
Il est important de souligner que le controˆleur en boucle ferme´e est synthe´tise´ pour pouvoir
controˆler simultane´ment le braquage des roues et la re´partition du couple moteur.
Une autre solution utilisant plusieurs actionneurs est celle propose´e dans [KKY+04], qui agit
sur trois actionneurs : le freinage, le braquage des roues arrie`re et les suspensions. Le syste`me
pre´vu dans cette solution a pour but de partager les informations provenant des capteurs et
aussi de faire appel a` un controˆleur ou a` un autre vis-a`-vis de la situation de conduite. Les
diffe´rents controˆleurs sont mis en fonction par rapport a` l’angle de de´rive du ve´hicule. Lorsque
la voiture a un faible angle de de´rive le controˆle antiroulis est utilise´ pour asservir la vitesse
de lacet et l’angle de roulis du ve´hicule: comme nous avons vu dans le chapitre pre´ce´dent si
l’erreur sur la vitesse de lacet n’est pas trop importante ce type de controˆleur peut facilement
la corriger. Le controˆleur sur le braquage des roues arrie`re est utilise´ pour des angles de de´rive
plus importants, mais toujours dans une zone line´aire du ve´hicule. Le controˆle agissant sur le
freinage est active´ lorsque le ve´hicule pre´sente des angles de de´rive caracte´ristiques de la zone
non line´aire du ve´hicule.
Dans [Hac04] un syste`me utilisant le braquage avant, le braquage arrie`re, le freinage et les
suspensions actives est pre´sente´. Le but propose´ par les auteurs est de faire travailler ensemble
les diffe´rents controˆleurs. Un superviseur est re´alise´ pour ge´rer les conflits et effectuer l’arbitrage
entre les controˆleurs. Ce superviseur se pre´sente sous la forme d’une machine d’e´tat qui les active
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ou les de´sactive en fonction de la situation de conduite et des capacite´s des controˆleurs.
L’e´valuation effectue´e par le superviseur consiste a` voir si un controˆleur peut rejeter la per-
turbation ou non; s’il peut corriger le ve´hicule alors il est active´. Il est important de souligner
que la solution propose´e active un seul controˆleur a` la fois.
Une solution utilisant seulement le freinage et le braquage des roues arrie`re est propose´e
dans [TEG+06]. Les auteurs ont a` disposition deux controˆleurs pour asservir le moment de
lacet, dirige´s comme dans le cas pre´ce´dent par un superviseur. La solution pre´sente´e accepte, a`
la diffe´rence de la pre´ce´dente, que les deux controˆleurs soient actifs ensemble. Il est par contre
question dans ce cas de ponde´rer les diffe´rents controˆleurs, ce choix est fait de fac¸on arbitraire
et il change par rapport a` la situation de conduite. Les auteurs n’ont propose´ aucun crite`re
pour choisir les ponde´rations, mais ils se sont limite´s a` dire que si on veut faire intervenir
un controˆleur de fac¸on plus importante alors il est ne´cessaire de lui donner un coefficient de
ponde´ration plus e´leve´.
Une solution utilisant les suspensions, les freins et le braquage des roues arrie`re est propose´e
dans [Gay00], avec une partie en boucle ouverte et une en boucle ferme´e. La partie en boucle
ouverte pilote les trois actionneurs se´pare´ment. Dans la partie de´die´e au freinage le controˆleur se
limite seulement a` demander un couple de freinage aux e´triers selon une courbe e´quiadhe´rence
et a` effectuer un report de couple lorsque le ve´hicule est en virage afin de controˆler le compor-
tement du ve´hicule en lacet.
La partie de´die´e aux suspensions a pour but d’effectuer la tenue de la caisse lors d’un virage.
Le controˆleur en boucle ouverte pour le braquage arrie`re a pour but de re´duire la de´rive du
train en fonction de la vitesse.
L’auteur constate que pour asservir les grandeurs caracte´ristiques d’un ve´hicule a` des va-
leurs de re´fe´rence, il est ne´cessaire d’utiliser un controˆleur en boucle ferme´e. Plusieurs cas sont
analyse´s. Il est possible de constater que dans chacun des cas la boucle est ferme´e seulement sur
les suspensions. Si nous conside´rons, par exemple, la re´gulation de la vitesse de lacet, l’auteur
utilise l’erreur de cette grandeur par rapport a` sa re´fe´rence pour changer la raideur des suspen-
sions du train avant et celle du train arrie`re afin de controˆler la vitesse de lacet. Ne´anmoins la
correction apporte´e sur le braquage et sur le freinage n’est jamais faite en boucle ferme´e.
Il est aussi important de souligner qu’il n’y a pas de communication entre les controˆleurs :
chaque controˆleur travaille de fac¸on inde´pendante des autres. Il est ne´anmoins vrai qu’il y a
un seul controˆleur en boucle ferme´e, ce qui n’est pas le cas dans les solutions propose´s dans
[Hac04] et [TEG+06].
Dans [SITI92] et [TII92] une solution utilisant plusieurs actionneurs est pre´sente´e. Les au-
teurs ont d’abord calcule´ les controˆleurs agissant sur chacun des actionneurs. Les controˆleurs
e´le´mentaires sont tre`s simples: ce sont des controˆleurs PID. Lorsque ces controˆleurs agissent
ensembles les auteurs ont de´cide´ de modifier leurs gains : pour chaque controˆleur les gains sont
fonction de la vitesse et du couplage avec les autres controˆleurs.
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Une solution utilisant les modes glissants et pilotant tous les actionneurs est propose´e dans
[MCBS00]. Les auteurs ont aussi pris soin de minimiser une fonction de couˆt qui est calcule´e
en fonction des commandes. La structure de commande est divise´ en deux parties, la premie`re
est de´die´e au controˆle de la dynamique late´rale tandis que la deuxie`me est de´die´e au controˆle
de la dynamique de roulis. Ce dernier partie est sense´e controˆler seulement le roulis et ne pas
s’inte´resser au controˆle des autres dynamiques.
Une me´thodologie de controˆle non line´aire et pre´dictive est utilise´e dans [HON99]. Ici les
auteurs ont suppose´ utiliser comme commande les quatre pressions de freinage et aussi les bra-
quages des roues avant et arrie`re. Les auteurs ont aussi constate´ que le controˆle du moment
de lacet n’est pas possible avec le seul controˆle du braquage des roues arrie`re : dans certaines
situations de conduites la performance qu’il peut fournir s’ave`re insuffisante.
6.2 Re´sume´ de la partie confidentielle
Nous avons d’abord choisi, parmi les manoeuvres retenus dans le projet de la se´curite´ ac-
tive, une manoeuvre ou` la performance est influence´e par l’asservissement de deux grandeurs
diffe´rentes et en conflit entre eux. Nous avons ainsi pu illustrer que l’utilisation d’un seul
controˆleur n’est parfois pas suffisante pour satisfaire la performance et qu’il est donc ne´cessaire
d’utiliser plusieurs controˆleurs afin d’avoir un comportement satisfaisant.
Vue la ne´cessite´ de faire travailler ensemble plusieurs actionneurs, nous avons donc pre´sente´
deux solutions possibles permettant de piloter l’ensemble des actionneurs pre´sents dans un
ve´hicule. La premie`re solution propose´e consiste a` faire travailler ensembles plusieurs controˆleurs
pilotant chacun un seul actionneur. La deuxie`me solution consiste dans l’utilisation d’un seul
controˆleur pour piloter tous les actionneurs e´quipant un ve´hicule.
Nous avons par la suite choisi plusieurs manoeuvres parmi celles utilise´es pour e´valuer les
performances d’un ve´hicule dans le domaine de la se´curite´ active, ce qui nous a permis d’e´valuer
les performances des deux architectures. Vue la multiplicite´ de situations de la premie`re archi-
tecture, nous avons affronte´ le proble`me du controˆle en prenant en conside´rations ces diffe´rentes
conditions.
A partir des re´sultats obtenus, une analyse comparative des deux architectures a e´te´ mise
en place. Celle-ci a e´te´ mene´e selon trois points de vue :
– la synthe`se du controˆleur
– les performances et la mise au point
– la modularite´ de la solution
L’e´ventail des situations de conduites e´tant tre`s large, il n’est pas possible d’envisager de le
satisfaire avec une seule loi de commande, une solution comprenant plusieurs lois est sans doute
plus logique. Ne´anmoins lorsque nous avons plusieurs lois de controˆle, il est ne´cessaire de pre´voir
un superviseur capable de faire appel aux bonnes lois au bon moment. C’est pour cette raison
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Tab. 6.1 – Re´capitulatif des articles et des me´thodologies utilise´es
Article Actionneurs Me´thodologie et Inte´reˆt
[YKK+90] roues arrie`re directrices et sus-
pensions actives + ABS
approche en boucle ouverte selon
cartographie
[ZKMAEB98] roues arrie`re directrice et
re´partition du freinage + ABS
logique floue
[MHIY92] quatre roues directrices et
re´partition du freinage
angle de braquage calcule´ en
boucle ouverte et re´partition cal-
cule´e en boucle ferme´e en uti-
lisant un controˆleur proportion-
nelle
[KS02] quatre roues directrices retour d’e´tat ( 2 approches pos-
sibles)
[SY05] quatre roues directrices et suspen-
sions actives
modes glissants e´voluant en fonc-
tion de la situation de conduite
[HHET93] roues arrie`re directrices et
re´partition couple moteur
angle de braquage calcule´ en
boucle ouverte et en utilisant un
controˆleur H∞ qui lui peut aussi
piloter une re´partition du freinage
[KKY+04] quatre roues directrices, suspen-
sions actives et re´partition du
freinage
de´termination de l’activation des
controˆleurs selon l’e´tat dyna-
mique du ve´hicule
[Hac04] quatre roues directrices, suspen-
sions actives et re´partition du
freinage
pre´sentation d’un superviseur
pour la gestion des conflits entre
controˆleurs
[TEG+06] roues arrie`re directrices et
re´partition du freinage
pre´sentation d’un superviseur
pour la gestion des conflits entre
controˆleurs
[Gay00] roues arrie`re directrices, suspen-
sions actives et re´partition du
freinage
boucle ouverte pour le braquage
et le freinage, optimisation H2
pour les suspensions
[SITI92] et [TII92] quatre roues directrices, suspen-
sions actives et freinage
introduction des controˆleurs PID
e´voluant en fonction de la vitesse,
ainsi que leur couplage en utili-
sant un superviseur
[HON99] quatre roues directrices et
re´partition du freinage
commande predictive
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que nous avons e´te´ oblige´s de de´velopper un superviseur capable d’activer et de de´sactiver les
controˆleurs par rapport aux grandeurs mesure´es. Pour e´viter notamment des actions violentes
au niveau des actionneurs, une gestion des transitions a e´te´ effectue´e.
126
Chapitre 7
Dimensionnement des actionneurs et
des capteurs
Dans les chapitres pre´ce´dents nous avons e´tudie´ diffe´rentes lois de commande et diffe´rentes
architectures de controˆle. Lors de ces analyses, nous avons regarde´ seulement si les controˆleurs
pouvaient satisfaire les performances et les crite`res de plaisir de conduite.
Cette analyse est sans doute ne´cessaire pour de´velopper une loi de commande, mais elle
doit eˆtre comple´te´e par une analyse e´nerge´tique, pour voir si le controˆleur obtenu n’est pas
trop gourmand en e´nergie. En effet il est souvent possible de trouver un controˆleur capable
de satisfaire les performances, mais il demande souvent une puissance qui n’est pas disponible
dans le ve´hicule ou un actionneur trop rapide et qui ne peut donc pas eˆtre construit avec la
technologie actuelle.
Pour illustrer l’inte´reˆt d’utiliser plusieurs actionneurs permettant d’asservir la meˆme gran-
deur, nous avons choisi une manoeuvre parmi celles retenues dans le projet de la se´curite´
active. Nous avons ainsi pu illustrer que l’utilisation d’un seul controˆleur n’est parfois pas suf-
fisante pour satisfaire la performance de´mande´e et qu’il est donc ne´cessaire d’utiliser plusieurs
controˆleurs afin d’avoir un comportement satisfaisant.
Comme le pre´ce´dent et pour les meˆmes raisons de confidentialite´, ce chapitre ne peut pas
eˆtre pre´sente´ comme il a e´te´ conc¸u. Pour cette raison nous voulons donner par la suite un rapide
re´sume´ des arguments que nous avons expose´s dans la version confidentielle.
Nous avons divise´ le dimensionnement en deux parties principales, la premie`re de´die´e au
dimensionnement des actionneurs pour le roulis, la deuxie`me au dimensionnement des action-
neurs permettant de piloter le comportement en lacet du ve´hicule.
Dans les deux parties, nous avons se´lectionne´ un certains nombre de manoeuvres conside´re´es
comme dimensionnantes. Elles nous ont permis de de´finir soit la puissance ne´cessaire pour
re´aliser les lois de commande, soit elles nous ont permis de de´finir la vitesse et l’amplitude
maximales des commandes. Une attention particulie`re a e´te´ de´die´e au dimensionnement de la
premie`re architecture ou` nous avons plusieurs controˆleurs agissant ensemble. Le dimensionne-
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ment nous a aussi permis d’effectuer une analyse comparative supple´mentaire entre les deux
architectures en s’appuyant justement sur les caracte´ristiques des actionneurs demande´es par
les lois de commande.
En utilisant les caracte´ristiques des controˆleurs nous avons aussi effectue´ la de´finition des
caracte´ristiques des capteurs qui sont ne´cessaires afin de garantir les performances pre´sente´es
dans les chapitres pre´ce´dents. La` aussi nous avons utilise´ les situations de conduite dimension-
nantes en conservant seulement le cas le plus contraignant.
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Chapitre 8
Conclusion ge´ne´rale et perspectives
Dans cette the`se, les travaux pre´sente´s ont eu pour but de controˆler le comportement d’un
ve´hicule le´ger afin de garantir la tenue de route et le confort. Tout au long de ce me´moire nous
avons structure´ notre approche du proble`me par un choix des lois de commande, une analyse
de leurs performances vis-a`-vis de certaines situations de conduite et nous avons toujours ter-
mine´ par leur analyse de robustesse vis-a`-vis des incertitudes parame´triques. La robustesse et
la performance sont sans doute deux parame`tres tre`s importants dans le domaine automobile;
nous avons toujours cherche´ a` les satisfaire en garantissant aussi le confort. Par simplicite´ dans
ce me´moire nous avons asservi la vitesse de lacet en utilisant tous les degre´s de liberte´ qui sont
aujourd’hui disponibles dans le ve´hicule. Il est ne´anmoins possible de modifier tre`s facilement
nos lois afin d’asservir aussi l’acce´le´ration late´rale et donc de fac¸on indirecte d’asservir la de´rive.
Une perspective envisageable a` cette the`se est celle d’effecteur le controˆle de la trajectoire en
utilisant l’acce´le´ration de late´rale en plus de la vitesse de lacet qui a e´te´ la seule grandeur
utilise´e dans cette the`se.
Les outils the´oriques ne´cessaires au de´veloppement et a` l’analyse des lois de commande
nous ont e´te´ fournis par les me´thodologies H∞ et LPV et la µ- analyse. Une fois rappele´es
leurs principales caracte´ristiques et apre`s avoir de´veloppe´ la mode´lisation du ve´hicule, nous
avons logiquement pu introduire les lois e´le´mentaires. La deuxie`me partie a donc eu pour but
d’introduire et d’analyser les performances atteignables avec des controˆleurs capables de piloter
un seul actionneur. Cette analyse nous a aussi permis de proposer des solutions innovantes du
point de vue du controˆle monoactionneur : un controˆle utilisant le carrossage actif a e´te´ intro-
duit. Au cours de cette the`se nous avons aussi de´veloppe´ une approche LPV avec vitesse de
variation des parame`tres limite´e [PDP06], qui est reproduit en Annexe D.
Ayant a` disposition tous les controˆleurs agissant sur un seul actionneur, nous avons pu passer
a` l’analyse d’une nouvelle structure de commande comprenant un seul controˆleur agissant sur
deux ou plusieurs actionneurs. La troisie`me partie a donc e´te´ consacre´e a` l’analyse des avantages
et des inconvenients d’une architecture utilisant de fac¸on intelligente plusieurs controˆleurs agis-
sant chacun sur un seul actionneur par rapport a` l’utilisation d’un seul controˆleur agissant sur
tous les actionneurs. Nous avons analyse´ les points forts et les points faibles d’une architecture
par rapport a` l’autre. Dans cette partie, nous avons pu constater que le choix des actionneurs
utilisables ne peut pas eˆtre effectue´ de fac¸on fixe et exhaustive : vis-a`-vis de la performance vise´e
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et de la situation de conduite, diffe´rentes combinaisons sont envisageables. Pour des raisons de
confidentialite´, nous ne pouvons pas illustrer plus en de´tail les combinaisons retenues, vis-a`-vis
de l’e´tat dynamique du ve´hicule. Ne´anmoins il est important de souligner que tous les syste`mes
de se´curite´ active ne pourront jamais aller au dela` de la volonte´ du conducteur et surtout au
dela` des limites de la physique. Dans ce me´moire nous avons aussi introduit un controˆleur per-
mettant d’asservir le mouvement en roulis et nous avons donc apporte´ une solution au pilotage
d’un des de´gre´es de liberte´ agissant sur le confort du ve´hicule.
Ayant a` disposition toutes les lois de commande nous avons pu introduire le dimensionne-
ment des actionneurs et des capteurs. Cette quatrie`me partie nous a donc permis d’introduire
les caracte´ristiques des actionneurs ne´cessaires pour satisfaire les performances pre´sente´es dans
le me´moire. En analysant les re´sultats obtenus, nous avons pu constater que les lois de com-
mande propose´es ont des besoins en terme de dynamique et d’amplitude de la commande qui
peuvent eˆtre satisfaits en utilisant des actionneurs classiques. Cette caracte´ristique a e´te´ ve´rifie´e
pour les deux architectures pre´sente´es et donc nous n’avons pas pu les de´partager vis-a`-vis du
choix des actionneurs.
Plusieurs sujets ont e´te´ aborde´s pendant cette the`se ne´anmoins nous avons encore plusieurs
proble`mes ouverts, soit d’un point de vue de la validation des performances, soit d’un point
de vue automatique, soit d’un point de vue d’implantation des lois dans un ve´hicule. En com-
menc¸ant d’un point de vue applicatif, il serait inte´ressant de ve´rifier les performances obtenues
sur un prototype : les re´sultats que nous avons pre´sente´s ont e´te´ obtenus en effet en utilisant
des simulateurs. Si par contre nous regardons l’aspect automatique, nous pouvons explorer
diffe´rents chemins : celui de la loi de commande et celui de la robustesse. Commenc¸ons d’abord
avec celui de la loi de commande, il est e´vident qu’il est possible d’approfondir soit la synthe`se
des lois de commande en utilisant une me´thodologie LPV avec informations sur la vitesse des
parame`tres, soit des me´thodologies de commande LPV avec contrainte d’ordre pour garantir
l’implantabilite´ du controˆleur dans le ve´hicule. Il serait aussi inte´ressant de mettre en place une
analyse de robustesse adapte´e aux syste`mes LPV, pour comple´ter les indications fournies par
la µ-analyse, dans laquelle les parame`tres incertains sont suppose´s fixes. L’approche dissipative
propose´e dans [Sco97], par exemple, consiste pour cela une piste inte´ressante.
Pour conclure nous pensons qu’il serait aussi inte´ressant de re´aliser des lois de commande
pilotant le freinage en controˆlant le glissement des roues et non en agissant sur les pressions
comme nous avons fait dans cette the`se. Ce choix va nous permettre de piloter aussi les couches
basses du syste`me de freinage.
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Annexe A
Pneumatique
Vue l’importance que le pneumatique occupe dans la dynamique du ve´hicule, un inte`reˆt
particulier sera re´serve´ a` la pre´sentation des principaux mode`les de pneumatique, pour donner
au lecteur une ide´e de la complexite´ de cette partie du ve´hicule. Plusieurs mode´lisations sont
disponibles pour de´crire le comportement du pneumatique, nous nous limitons a` en introduire
trois. Nous pre´senterons d’abord deux mode`les the´oriques qui sont le mode`le Brush et le mode`le
LuGre, ensuite nous regarderons le mode`le expe´rimental de Pacjeka.
A.1 Mode`le Brush
Dans le mode`le Brush, le pneumatique est mode´lise´ par des fibres e´lastiques (Figure A.1) qui
sont en contact avec le plan de la route et qui peuvent subir des de´formations dans la direction
paralle`le a` ce plan. Naturellement le pneumatique peut se trouver dans diffe´rentes situations: il
est possible qu’il soit en de´rive pure, en glissement longitudinal pur ou dans une combinaison des
deux. Nous pre´senterons dans la suite les caracte´ristiques des diffe´rentes situations en suivant
l’ordre qu’on vient de faire.
route glissement adhérence
vitesse
carcasse
caoutchouc
-a 0 a
xs
x
Fig. A.1 – Sche´ma Mode`le Brush
De´rive pure Nous commenc¸ons par la situation de de´rive pure. Le pneumatique est dans
cette situation lorsque la force disponible dans la zone de contact devient infe´rieure a` la force
ne´cessaire pour continuer a` faire avancer le pneumatique dans la meˆme direction. Il est d’abord
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ne´cessaire de de´finir une distribution de l’effort normal pre´sent sur le pneumatique. Il peut eˆtre
inte´ressant d’utiliser la distribution pre´sente´e dans [Pac02], qui est de type parabolique et peut
eˆtre formule´e selon l’e´quation suivante:
qz =
3Fz
4a
{
1−
(
x
a
)2}
Fz est l’effort normal, a est la moitie´ de la longueur de la surface de contact et x est la
position sur la surface de contact. Il est possible d’en de´duire la distribution de l’effort late´ral,
qui est formule´e selon l’equation suivante:
|qy,max| = µqz =
3
4
µFz
a2 − x2
a3
Nous savons que la longueur de la zone de contact est logiquement 2a; cette longueur peut
eˆtre exprime´e facilement en fonction de la charge sur le pneumatique. Il est en effet possible
d’obtenir l’expression suivante:
a = c1Fz + c2
√
Fz
.
Une fois qu’on a la zone de contact, on peut la diviser en deux parties, une partie de
glissement et une partie d’adhe´rence. Il est possible de calculer aussi la de´formation late´rale du
pneumatique dans la zone d’adhe´rence qui sera exprime´e par l’e´quation suivante:
ν = (a− x) tan (α)
Pour rendre plus lisible les e´quations qui suivront l’expression suivante est introduite.
θy =
2cpya
2
3µFz
cpy est la raideur late´rale d’une soie. La distance entre le bord d’attaque et la zone de
frontie`re entre la zone d’adhe´rence et celle de glissement est 2aλ.
En partant des e´quations pre´ce´dentes, nous pouvons introduire les e´quations suivantes:
|qy| = cpy (a− xt) | tan(α)| = |qy,max| =
cpy
2aθy
(a− xt) (a+ xt) (A.1)
avec λ = (a− xt)/2a nous obtenons (A.2)
λ = 1− θy| tan(α)| (A.3)
Lorsque le pneumatique commence a` glisser, nous pouvons constater que les valeurs suivantes
sont ve´rifie´es: λ = 0 et tan(αsl) = 1/θy.
Pour pouvoir de´terminer l’effort late´ral et le moment d’auto-alignement, il est ne´cessaire
de connaˆıtre la distribution des fibres. Celle-ci n’est pas connue dans la plupart de cas. Pour
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de´terminer la force late´rale et le moment d’auto-alignement, il est possible de calculer une
inte´grale sur la zone de contact. La division suivante de la zone de contact peut eˆtre effectue´e:
zone de glissement −a < x < xt et zone d’adhe´rence xt < x < a.
Pour simplifier, l’e´quation suivante est introduite :
σy = tan(α)
Pour les deux zones de´finies pre´ce´demment il est possible d’e´crire les e´quations suivantes :
– pour |α| < αsl
Fy = µFz
(
1− λ3
)
sgn(α) = 3µFzθyσy
{
1− |θyσy|+
1
3
(θyσy)
2
}
Mz = −µFzλ
3a (1− λ) sgn(α) = −µFzaθyσy
{
1− 3|θyσy|+ 3 (θσ)
2 − |θσ|3
}
– pour |α| > αsl
Fy = µFzsgn(α)
Mz = 0
Glissement longitudinal pur Nous conside´rons maintenant le cas du glissement pur. Le
pneumatique se trouve dans cette situation lorsque la vitesse effective d’avancement est diffe´rente
du produit entre le rayon du pneumatique et la vitesse de rotation de la roue. Normalement
cette situation est ve´rifie´e chaque fois qu’un effort est applique´ a` la roue. Pour rendre plus claire
notre discours, il est inte´ressant d’introduire la de´finition du glissement the´orique:
σx =
Vsx
Vr
=
χ
1 + χ
Lorsque le glissement the´orique est connu, il est possible calculer la de´formation longitu-
dinale u. Cette grandeur a une expression qui est tre`s proche de celle obtenue pre´ce´demment
pour l’angle de de´rive:
u = (a− x)σx (A.4)
Il est donc possible de s’apercevoir qu’il y a des similitudes entre ce cas et celui analyse´
pre´ce´demment. Il est possible de constater que l’expression de la de´formation late´rale (A.1) est
similaire a` celle de la de´formation longitudinale (A.4). Dans le cas late´ral il y avait la raideur
cpy, tandis que maintenant il y a la raideur cpx. Si les deux raideurs sont identiques alors les
adhe´rences le sont e´galement.
Il est possible de trouver la formulation suivante pour de´terminer l’instant dans lequel le
pneumatique commence a` glisser :
χ = χsl = −
1
1± θx
avec
θx =
2
3
cpxa
2
µFz
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La force longitudinale sera donc exprime´e par l’e´quation suivante:
Fx = 2cpxa
2χ
Pour conclure nous voulons faire observer qu’il est possible de retrouver la valeur de la
raideur longitudinale, son expression sera :
CFχ = (∂F/∂χ)χ=0 = 2cpxa
2
Combinaison de la de´rive et du glissement longitudinale Dans les paragraphes pre´ce´dents
nous les avons analyse´ se´pare´ment, il est maintenant possible de regarder l’influence de la com-
posant longitudinale sur celle late´rale et sur le moment d’auto alignement. Certaines hypothe`ses
sont ne´cessaires, celles propose´es dans [Pac02] sont les suivantes :
cp = cpx = cpy
µ = µx = µy
Nous avons deux grandeurs, il n’est donc pas possible de de´finir le glissement the´orique
comme un scalaire, mais il est ne´cessaire de le de´finir sous forme vectorielle, en utilisant les
e´quations suivantes:
σ =
[
σx
σy
]
= −
Vs
Vr
=
1
Vr
[
Vsx
Vsy
]
Il est donc possible de de´duire la zone de de´formation, son e´quation sera donc :
e = (a− x)σ
.
En connaissant la zone de de´formation, la force dans cette zone sera exprime´e par l’e´quation
suivante:
q = cp (a− x)σ
Il est aussi possible de de´terminer la force dans la zone de glissement, qui est de´finie par
l’e´quations suivante:
q = −
σ
|σ|
µqz|σ| =
√
σ2x + σ
2
y
En utilisant ces e´quations, il est possible de de´terminer le module de la force:
– pour |σ| ≤ σsl
F = µFz
(
1− λ3
)
= µFz
{
3θ|σ| − 3(θ|σ|)2 + (θ|σ|)3
}
– pour |σ| ≥ σsl
F = µFz
De fac¸on e´quivalente, il est possible de de´terminer le moment d’auto-alignement, qui sera
exprime´ par l’e´quation suivante:
Mz = Mz,0 − cpFxFy − Fxν0
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A.2 Mode`le LuGre
Un autre mode`le de pneumatique utilisant le concept de fibre est le mode`le LuGre. Ce mode`le
part de la constatation que lorsqu’une force tangentielle est applique´e au pneumatique les fibres
ont tendance a` se de´former comme des ressorts. Dans la litte´rature, il est possible de trouver
deux mode`les de contact pneu-sol utilisant cette ide´e. Dans le premier le contact est conside´re´
comme ponctuel ([dWOAL95]), tandis que dans le deuxie`me le contact entre le pneumatique et
la route est suppose´ eˆtre une surface ([dWT99] et [dWTV+03]). Les deux mode`les sont de´finis
seulement pour la dynamique longitudinale. Nous pre´senterons dans la suite ces deux mode`les.
Mode`le ponctuel Nous conside´rons d’abord le mode`le ou` le contact est suppose´ ponctuel.
Un exemple de mode´lisation est pre´sente´ dans [dWOAL95],; nous en reporterons seulement ici
les e´quations principales:
z˙ = vr −
σ0|vr|
g (vr)
z
F = (σ0z + σ1z˙ + σ2vr)Fn
avec
g (vr) = µC + (µS − µC) e
−|vr−vc|α
Dans les e´quations pre´ce´dentes il est possible de trouver la raideur des fibres σ0, leur coeffi-
cient d’amortissement σ1, le coefficient d’amortissement relatif σ2, le coefficient de frottement
de Coulomb µC , le frottement statique µS (µC ≤ µS ∈ [0,1]), la vitesse relative de Stribeck
vS, l’effort normal Fn, la vitesse relative vr = (rω − v) et l’e´tat de frottement interne z. Nous
retrouvons donc certains des parame`tres caracte´ristique des mode`les de frottement.
Il faut rappeler que la variable α est utilise´e pour garantir le gain statique de la fonction.
Mode`le distribue´ Nous pouvons maintenant analyser le cas ou` le contact s’applique sur une
surface. Nous pouvons d’abord introduire une distribution z (ζ,t), pour de´finir le frottement de
la soie qui est positionne´e au point ζ a` l’instant t. Une fois que cette distribution est introduite,
il est possible d’effectuer l’e´xtension du mode`le ponctuel au mode`le distribue´. Les e´quations
illustrant ce mode`le sont les suivantes:
z˙ (ζ,t) = vr −
σ0|vr|
g(vr)
z
F =
∫ L
0 δF (ζ,t)Dζ
δF = (σ0δz + σ1δz˙ + σ2vr) δFn
avec
g (vr) = µC + (µS − µC) e
−|vr−vc|α
δFn = Fn/L
En utilisant les e´quivalents (A.5) et (A.6), il est possible de de´finir l’e´quation (A.7)
ζ˙ = |rω| (A.5)
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dz
dt
(ζ,t) =
∂z
∂ζ
∂ζ
∂t
+
∂z
∂t
(A.6)
dz
dt
(ζ,t) =
∂z
∂ζ
(ζ,t) |rω|+
∂z
∂t
(ζ,t) = vr −
σ0|vr|
g(vr)
z (ζ,t) (A.7)
Il est maintenant ne´cessaire d’introduire la distribution des efforts normaux fn(ζ), telle qui
sera utilise´e par la suite pour de´terminer les efforts du pneumatique ainsi que les moments
d’auto-alignement. Le mode`le introduit est valable pour la dynamique longitudinale, une ex-
tension aux autres dynamiques est pre´sente´e dans ([VTdWS05]). Les e´quations ge´ne´ralisant
le comportement longitudinal du pneumatique aux autres dynamiques sont reporte´es dans la
suite: 
i = x,y
dzi
dt
(ζ,t) = ∂zi
∂ζ
(ζ,t) |rω|+ ∂zi
∂t
(ζ,t) = vr −
σ0|vr|
g(vr)
zi (ζ,t)
µi(ζ,t) = σ0izi (ζ,t) + σ1i
∂zi(ζ,t)
∂t
− σ2ivri

i = x,y
Fi (ζ,t) = int
L
0µi (ζ,t) fn(ζ)dζ
Mz(t) = −
∫ L
0 µy (ζ,t) fn(ζ)
(
L
2
− ζ
)
dζ
Le mode`le suppose que l’effort normal soit uniforme´ment distribue´ sur toute la surface de
contact et que chaque point de la surface de contact posse`de la meˆme vitesse vr. Une analyse
comparative entre la formule magique et le mode`le LuGre est re´alise´e dans [dWT99].
A.3 Mode`le de Pacejka ou formule magique
A.3.1 Dynamiques isole´es
Une des formules plus connues dans le domaine de la dynamique du pneumatique est la
”magic formula model” aussi connue sous le nom de mode`le de Pacjeka. Elle fut introduite
pour la premie`re fois en [BNP87] et ensuite comple´te´e en [BPL89]. Cette mode´lisation s’ap-
puie sur des donne´es expe´rimentales, tandis que les mode´lisations pre´ce´dentes s’appuient sur la
mode´lisation du frottement entre le pneumatique et la route.
En observant les donne´es expe´rimentales (Figure A.8)les auteurs ont constate´ qu’une for-
mulation sinuso¨ıdale du type Y = D sin (BX) fournissait des re´sultats plus satisfaisantes que
l’approximation polynomiale propose´e dans [Sit83]; ici aussi la mode´lisation e´tait re´alise´e en
partant des donne´es nume´riques. Ils ont donc fourni une expression valable pour les mouve-
ments late´raux et/ou pour les mouvements longitudinaux. Dans les deux cas les e´quations ont
la structure suivante (la meˆme e´quations est aussi valable pour l’auto alignement du ve´hicule):
y (x) = D sin (C arctan {Bx− E (Bx− arctan (Bx))})
Y (X) = y (x) + Sv
X = X + Sh
(A.8)
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Fig. A.2 – Caracte´ristique de l’effort late´rale d’un pneumatique
Y (X) peut eˆtre soit la force late´rale, soit la force de freinage, soit le moment d’auto ali-
gnement et X repre´sente l’angle de de´rive α ou le glissement longitudinal κ. Il est possible de
constater que les coefficients choisis ont un sens: D est utilise´ pour indique´ le pic de la courbe
du pneumatique, C est le facteur de forme de la courbe, B repre´sente le facteur de raideur,
tandis que E est de´die´ a` la description de la courbure.
La mode´lisation pre´sente´e dans (A.8) a aussi deux facteurs de de´calage : Sh qui est le
de´calage horizontal et Sv qui est le de´calage vertical. Ces deux de´calages sont conse´quences
de la re´sistance de roulement et de l’angle de carrossage. Cette formulation peut eˆtre applique´e
a` tous les comportements du pneumatique en changement seulement les valeurs des coefficients
pre´ce´dents. Nous reportons ici les coefficients dans les trois cas pre´ce´demment illustre´s.
Pour les efforts late´raux :
D = µymFz = a1F
2
z + a2Fz
BCD = a3 sin
(
2 arctan
(
Fz
a4
))
(1− a5|γ|)
C = a0
E = a6Fz + a7
B = BCD
CD
Sh = a8γ + a9 + Fz + a10
Sv = a11Fzγ + a12Fz + a13
Pour les efforts longitudinaux:
D = µymFz = b1F
2
z + b2Fz
BCD = (b3F
2
z + b4Fz) e
−b5Fz
C = b0
E = b6F
2
z + b7Fz + b8
B = BCD
CD
Sh = b9Fz + b10
Sv = 0
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Dans le cas du moment d’auto alignement:
D = c1F
2
z + c2Fz
BCD = (c3F
2
z + c4Fz) (1− c6|γ|) e
−c5Fz
C = C0
E = (c7F
2
z + c8Fz + c9) (1− c10|γ|)
B = BCD
CD
Sh = c11γ + c12Fz + c13
Sv = (c14F
2
z + c15Fz) γ + c16Fz + c17
A.3.2 Couplage des efforts
Le mode`le fourni ne conside`re pas, pour l’instant, les couplages entre les diffe´rentes dy-
namiques. Le premier couplage est celui entre les dynamiques late´rale et longitudinale. Pour
commencer, il est inte´ressant de considerer les deux glissements; en partant de leur de´finition,
il est possible de calculer le glissement global du pneumatique:
σx =
Vsx
Vr
σy =
Vsy
Vr
σ =
√
σ2x + σ
2
y
En ayant la valeur du glissement, il est possible de calculer les efforts des diffe´rentes dyna-
miques:
Fx = − (σx/σ)F (σ)
Fy = − (σy/σ)F (σ)
On a donc une relation entre les glissements the´oriques et les glissements pratiques (α et κ)
qui ont e´te´ utilise´s pre´ce´demment:
σx = Vsx/Vr = −κ/ (1 + κ)
σy = Vsy/Vr = − tan (α) / (1 + κ)
Nous pouvons en de´duire les e´quations suivantes:
Vsx/Vr = −κ
Vsy/Vr = − tan (α)
Vue la pre´sence de la re´sistance au roulement et du carrossage, il y aura un de´calage vertical
et un de´calage horizontal. Ces deux de´calages impliqueront des modifications dans les e´quations
du glissement, les glissements the´oriques devenant:
σxtot = Vsxtot/Vr = −κ/ (1 + κ)− δκ/ (1− δκ)
σytot = Vsytot/Vr = − tan (α) (1 + κ) + tan (−δα)
σtot =
√
σ2xtot + σ
2
ytot
Les valeurs maximales des glissements peuvent eˆtre diffe´rentes dans les deux cas et donc il
est ne´cessaire d’introduire des glissements normalise´s.
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σ∗x = σxtot/σxmtot
σ∗y = σytot/σymtot
σ∗ =
√
σ∗2x + σ
∗2
y
Il est maintenant possible de de´finir les efforts longitudinaux et late´raux en conside´rant le
couplage des dynamiques:
F ∗x0 = Fx0 − ε (Fx0 − Fy0)
(
σ∗y/σ
∗
)2
F ∗y0 = Fy0 − ε (Fy0 − Fx0) (σ
∗
x/σ
∗)2
avec:
ε = σ∗ pour σ∗ < 1
ε = 1 pour σ∗ > 1
En conside´rant les effets de conicite´, il est possible de modifier comme suit les e´quations des
efforts:
Fx = −F
∗
x0
cos (λ) sgn (σ∗x)
Fy = −F
∗
y0
sin (λ)
F =
√
F 2x + F
2
y
avec:
λ = 23 (ψ + θ − η) arctan
(
q1σ
∗2
)
/π + η
η = arctan
(
σ∗y/|σ
∗
x|
)
θ = arctan (σytot/|σxtot|)
ψ = 2Φ (θ − η) arctan (q2|κ| (1− |κ|)) /π
Φ = 1/ (q3|α|
q4/Fz + q5)
Pour conclure il est possible d’associer les efforts avec le moment d’auto alignement et
d’obtenir les e´quations suivantes:
Mz = M
′
z + (s1Fz + (s2Fz + s3) γ + s4)Fz
M ′z = −tFy +Mzr{
Mzr = Mz0 (1 + cos (πσ
∗)) /2 pour σ∗ < 1
Mzr = 0 pour σ
∗ > 1
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Annexe B
Mode`les de re´ference
B.1 Mode`le de re´fe´rence pour la vitesse de lacet
Plusieurs solutions sont pre´sentes dans la litte´rature, nous introduirons seulement les prin-
cipales.
Dans la plupart des cas le mode`le de re´fe´rence pour la vitesse de lacet de re´fe´rence est
obtenu a` partir d’un mode`le bicyclette classique:
[
β˙
ψ¨
]
=
[
− cF+cR
mv
cRlR−cF lF
mv2
− 1
cRrlR−cF lF
Jz
−
cRl
2
R
+cF l
2
F
Jzv
] [
β
ψ˙
]
+
[
cF
mv
cF lF
Jz
]
δw
ψ˙ = [ 0 1 ]
[
β
ψ˙
]
(B.1)
La notation est la meˆme que celle du mode`le 5.8 (page 75). En partant de ce mode`le, il
est possible de trouver diffe´rentes solutions pour obtenir la vitesse de lacet a` partir de l’angle
volant fourni par le conducteur.
Solution Bosch La premie`re solution que nous pre´sentons est celle introduite dans plusieurs
brevets et articles re´alise´s par Bosch, comme par exemple, [ZEP+96] et [HMEH95]. La meˆme
de´marche est aussi pre´sente´e dans [KN05]. Il est e´vident qu’un mode`le de re´fe´rence doit avoir
une partie statique et une partie dynamique. La partie statique est obtenue a` partir du mode`le
bicyclette (B.1) en recherchant la relation entre l’angle volant et la vitesse de lacet.
ψ˙ =
1
l
v
1 + v
2
v2car
δw (B.2)
avec vcar =
√√√√ cF cRl2
m (cRlR − cF lF )
(B.3)
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Il est possible de constater que l’acce´le´ration late´rale est e´gale au produit entre la vitesse et
la vitesse de lacet pour des angles de de´rive faibles:
ay = Vxψ˙
Il est aussi vrai que l’acce´le´ration est limite´e par l’adhe´rence ; il est donc possible d’e´crire la
relation suivante
|ay| ≤ µ
Il sera donc dans ce cas ne´cessaire de limiter la vitesse de lacet. Une limitation qui de´rive
est la suivante :
|ψ˙| ≤
ay
Vx
≤
µ
Vx
Une autre approche est celle propose´e dans [HMEH95]. Ici les auteurs ont choisi d’utiliser
une approche en temps discret au lieu d’une approche continue. Deux coefficients sont de´finis :
grefa =
1
l
v
1 + v
2
v2car
(B.4)
grefb = ‖
µag
vδw
‖ (B.5)
La premie`re expression est l’expression classique du cas statique pour une adhe´rence unitaire,
tandis que la deuxie`me est lie´e au cas ou` l’adhe´rence est infe´rieure. L’adhe´rence du ve´hicule est
µa. Entre les deux coefficients nous avons la relation suivante :
grefb ≤ grefa (B.6)
Nous pouvons de´finir en partant de ces deux coefficients deux vitesses de lacet caracte´ristiques :
wa = grefaδw (B.7)
wb = grefbδw (B.8)
Les auteurs ont envisage´ de ge´ne´rer une consigne de vitesse de lacet permettant d’accroˆıtre
la manoeuvrabilite´ sur basse adhe´rence, donc la vitesse de lacet de re´fe´rence doit accepter
d’avoir une surtension. Afin de faire c¸a, ils ont utilise´ l’angle de braquage et son gradient.
dtllenk =
∂
∂t
δwplenk (B.9)
ou` plenk est un coefficient choisi pour typer le ve´hicule.
Afin d’obtenir une surtension de la vitesse de lacet, il est ne´cessaire d’accepter une vitesse
de lacet supe´rieure a` wb. Une combinaison entre wa et wb est la solution choisie par les auteurs.
La vitesse de lacet de re´fe´rence ws est de´finie par l’e´quation suivante :
ws(k + 1) = ws(k) +
τ
tref
[dtllenk ∗ pmax + wa + (1− dtllenk)wb − w − s(k)] (B.10)
ou` τ est le pas de calcul, tref est la constante de temps du mode`le et pmax est un coefficient
pour de´terminer l’ampleur de la surtension.
B-2
Solution Mando Dans la solution propose´e dans [KKLH03], le mode`le de re´fe´rence est
de´veloppe´ a` partir du mode`le bicyclette (B.1). Les auteurs affirment que le mode`le n’est pas suf-
fisamment repre´sentatif du ve´hicule lorsque celui est dans une zone non line´aire. C’est pour cette
raison qu’ils ont de´cide´ d’utiliser une cartographie pour de´crire le comportement du ve´hicule
lorsque celui-ci est dans un zone fortement non line´aire. Il est aussi important d’introduire une
limitation sur la vitesse de lacet comme nous avons de´ja` vu dans le cas pre´ce´dent. Ici encore les
auteurs ont de´cide´ d’utiliser une cartographie afin de de´terminer la saturation de cette gran-
deur. Un autre mode`le est aussi pre´vu pour limiter aussi dans certains cas la de´rive du ve´hicule.
Le mode`le de re´fe´rence sera donc un me´lange des trois mode`les que nous venons de rappeler.
La combinaison des trois mode`les doit permettre de re´duire le crite`re suivant :
J =
∫ Kp (ψ˙mes − ψ˙ref)+KD d
(
ψ˙mes − ψ˙ref
)
dt
 dt
Le crite`re minimise´ est un crite`re quadratique ou` les gains KD et KP sont deux coefficients
permettant de connaˆıtre la situation du ve´hicule (survirage ou sousvirage) ; dans un cas de
survirage les deux coefficients sont faibles, tandis que dans un cas de sousvirage ils ont plus
d’importance.
Solution Delphi La solution propose´e dans [Wan98] conside`re elle aussi comme point de
de´part le mode`le bicyclette (B.1). En partant du mode`le il possible comme dans les cas
pre´ce´dents d’obtenir la valeur statique (5.9) de la vitesse de lacet en fonction de la vitesse.
En partant du mode`le et de la valeur statique, il est possible de construire la consigne de
la vitesse de lacet pour un ve´hicule. L’auteur de´cide alors d’utiliser un seuil sur la vitesse du
ve´hicule. Lorsque la vitesse est infe´rieure a` ce seuil la vitesse de lacet de re´fe´rence correspond a`
la valeur statique ; par contre lorsque la vitesse du ve´hicule est supe´rieure a` ce seuil, la vitesse
de lacet est calcule´e en utilisant le mode`le bicyclette. Il y aura donc une composante dynamique
dans la consigne lorsque la vitesse est supe´rieure au seuil.
L’auteur trouve cette solution pas encore satisfaisante ; c’est pour cette raison qu’il a de´cide´
de modifier la vitesse de lacet par rapport a` la valeur de l’angle de de´rive : lorsque cet angle
de´passe un certain seuil la vitesse de lacet est corrige´e. Cette correction est apporte´e afin de
re´duire la vitesse de lacet lorsque l’angle de de´rive est trop important:
̂˙
ψ = ψ˙ ± S
(
β˙
)
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Annexe C
Re´alisation du mode`le pour la
µ-analyse
Nous avons de´cide´ d’introduire ici un exemple de calcul du mode`le qui est utilise´ pour
l’analyse de robustesse. Diffe´rentes analyses ont e´te´ introduites au cours de ce me´moire, nous
en conside´rerons seulement une: les autres mode`les peuvent eˆtre de´duits de fac¸on e´quivalente.
Nous pre´senterons donc le mode`le utilise´ pour l’analyse de robustesse, lorsque les commandes
sont les pressions de freinage.
La premie`re de´marche a` suivre, pour construire le mode`le pour la µ-analyse est d’introduire
les e´quations de la dynamique late´rale du ve´hicule:
my¨ = −
4∑
i=1
Ci
(
y˙
V
− ψ
)
−
1
V
4∑
i=1
(
Cixiψ˙
)
+
4∑
i=1
(
Ci
∂δi
∂φ
φ+ Cγ
∂γi
∂φ
φ
)
(C.1)
Jxφ¨ = −
2∑
j=1
(χjφ)−
2∑
j=1
(
Γjφ˙
)
+ JsV ψ˙ +
2∑
j=1
tj
2
(
Fgj − Fdj
)
(C.2)
Izψ¨ = −
4∑
i=1
Cixi
(
y˙
V
− ψ
)
−
1
V
4∑
i=1
(
Cix
2
i ψ˙
)
+
+
4∑
i=1
(
Cixi
∂δi
∂φ
φ+ Cγixi
∂γi
∂φ
φ
)
+
4∑
i=1
(yiFxi) (C.3)
avec
δ1 = δ2 = δAV
δ3 = δ4 = δAR
x1 = x2 = xAV
x3 = x4 = xAR
y1 = y3 = yg
y2 = y4 = yd
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Les parame`tres incertains utilise´s lors de l’analyse de robustesse sont la masse m, la rigidite´
de de´rive Ci, la vitesse V et les positions des roues par rapport au centre de gravite´ xi et yi.
En introduisant les incertitudes, il est possible d’e´crire les parame`tres sous la forme suivante :
Ci = Cinom + δCCiinc
1
m
=
1
mcen
+ δm
1
minc
1
V
=
1
Vcen
+ δV
1
Vinc
xAV = xAVnom + δxxAV inc
xAR = xARnom + δxxARinc
yg = ygnom + δyyginc
yd = ydnom + δxydinc
(C.4)
Pour simplifier le calcul nous avons de´cide´ d’introduire les incertitudes e´quation par e´quation;
nous introduisons d’abord toutes les incertitudes dans l’e´quation (C.1) et ensuite nous effec-
tuons la meˆme chose pour les e´quations (C.2) et (C.3).
Nous conside´rons d’abord les incertitudes sur les raideurs de de´rive des pneumatiques, les
signaux interme´diares suivants sont donc introduits:
z1 = C1inc
(
y˙
V
−
∂δAV
∂φ
φ− ψ +
x1ψ˙
V
)
z2 = C2inc
(
y˙
V
−
∂δAV
∂φ
φ− ψ +
x2ψ˙
V
)
z3 = C3inc
(
y˙
V
−
∂δAR
∂φ
φ− ψ +
x3ψ˙
V
)
z4 = C4inc
(
y˙
V
−
∂δAR
∂φ
φ− ψ +
x4ψ˙
V
)
(C.5)

e1 = δCz1
e2 = δCz2
e3 = δCz3
e4 = δCz4
(C.6)
En remplac¸ant les e´quations (C.5) dans l’e´quation (C.1), on obtient l’e´quation suivante :
my¨ = −
4∑
i=1
Cinom
(
y˙
V
− ψ +
xi
V
ψ˙ −
∂δi
δφ
φ
)
+
4∑
i=1
Cγi
∂γi
∂φ
φ− (e1 + e2 + e3 + e4) (C.7)
Apre`s avoir introduit les incertitudes sur les rigidite´s de de´rive des pneumatiques, il est
possible de passer aux incertitudes sur la vitesse. Les e´quations (C.5) et (C.7) sont donc re´e´crites
de la fac¸on suivante:
zi = Ciinc
[
y˙
(
1
Vcen
+ δV
1
Vinc
)
−
∂δi
δφ
φ− ψ + xiψ˙
(
1
Vcen
+ δV
1
Vinc
)]
=
C-2
= Ciinc
(
y˙
Vcen
−
∂δi
δφ
φ− ψ +
xiψ˙
Vcen
+ δV
1
Vinc
(
y˙ + xiψ˙
))
i = 1, . . . ,4
On introduit alors les signaux suivants:
z5 =
1
Vinc
(
y˙ + x1ψ˙
)
z6 =
1
Vinc
(
y˙ + x2ψ˙
)
z7 =
1
Vinc
(
y˙ + x3ψ˙
)
z8 =
1
Vinc
(
y˙ + x4ψ˙
)
(C.8)

e5 = δV z5
e6 = δV z6
e7 = δV z7
e8 = δV z8
(C.9)
Il est alors possible de re´e´crire l’e´quation (C.7) en conside´rant les incertitudes pre´ce´dentes.
my¨ = −
4∑
i=1
Cinom
(
y˙
Vcen
− ψ +
xi
Vcen
ψ˙ −
∂δi
δφ
φ
)
+
4∑
i=1
Cγi
∂γi
∂φ
φ− (e1 + e2 + e3 + e4)−
− (C1nome5 + C2nome6 + C3nome7 + C4nome8)
(C.10)
Pour introduire les incertitudes sur les de´placements longitudinaux du centre de gravite´,on
conside´re a` pre´sent:
z1 = C1inc
(
y˙
Vcen
− ψ +
x1ψ˙
Vcen
−
∂δi
∂φ
φ+ e5
)
= C1inc
(
y˙
Vcen
− ψ +
xAVnomψ˙
Vcen
−
∂δi
∂φ
φ+ e5
)
+
C1inc
Vcen
xAVincψ˙δx
z5 =
1
Vinc
(
y˙ + x1ψ˙
)
=
1
Vinc
(
y˙ + xAVnomψ˙
)
+
1
Vinc
xAVincψ˙δx
et on indroduit: {
z10 = xAVincψ˙
z11 = xARincψ˙
(C.11)
{
e10 = δxAV z10
e11 = δxARz11
(C.12)
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L’e´quation (C.10) peut donc eˆtre re´e´crite sous la forme suivante :
my¨ = −
4∑
i=1
Cinom
(
y˙
Vcen
− ψ +
xinom
Vcen
ψ˙ −
∂δi
δφ
φ
)
+
+
4∑
i=1
Cγi
∂γi
∂φ
φ− (C1nome5 + C2nome6 + C3nome7 + C4nome8)−
− (e1 + e2 + e3 + e4)−
(
C1nom + C2nom
Vcen
)
e10 −
(
C3nom + C4nom
Vcen
)
e11
(C.13)
Pour conclure l’analyse de l’e´quation (C.13), il est ne´cessaire d’introduire l’incertitude sur
la masse, cette incertitude nous permet d’introduire les e´quations suivantes :
z14 =
1
minc
[
−
4∑
i=1
Cinom
(
y˙
Vcen
− ψ +
xinom
Vcen
ψ˙ −
∂δi
δφ
φ
)
+
+
4∑
i=1
Cγi
∂γi
∂φ
φ− (C1nome5 + C2nome6 + C3nome7 + C4nome8+)−
− (e1 + e2 + e3 + e4)−
(
C1nom + C2nom
Vcen
)
e10 −
(
C3nom + C4nom
Vcen
)
e11
] (C.14)
e14 = δmz14 (C.15)
Au finale l’e´quation (C.13) peut eˆtre e´crite dans la forme suivante :
y¨ =
1
mcen
[
−
4∑
i=1
Cinom
(
y˙
Vcen
− ψ +
xinom
Vcen
ψ˙ −
∂δi
δφ
φ
)
+
+
4∑
i=1
Cγi
∂γi
∂φ
φ− (C1nome5 + C2nome6 + C3nome7 + C4nome8)−
− (e1 + e2 + e3 + e4)−
(
C1nom + C2nom
Vcen
)
e10 −
(
C3nom + C4nom
Vcen
)
e11
]
+ e14
(C.16)
Il est maintenant possible d’analyser l’e´quation (C.2). Parmi les incertitudes choisies lors
de notre analyse de robustesse seule la vitesse en est une. En conside´rant la structure de
l’incertitude (C.4), il est possible d’e´crire l’e´quation suivante:
1
V
Jxφ¨ =
1
V
− 2∑
j=1
(χjφ)−
2∑
j=1
(
Γjφ˙
)
+
2∑
j=1
tj
2
(
Fgj − Fdj
)+ Jsψ˙
1
Vcen
Jxφ¨ =
1
Vcen
− 2∑
j=1
(χjφ)−
2∑
j=1
(
Γjφ˙
)
+
2∑
j=1
tj
2
(
Fgj − Fdj
)+ Jsψ˙ + e9
Jxφ¨ =
[
−
∑2
j=1 (χjφ)−
∑2
j=1
(
Γjφ˙
)
+
∑2
j=1
tj
2
(
Fgj − Fdj
)]
+ Vcen
(
Jsψ˙ + e9
)
(C.17)
z9 =
1
Vinc
− 2∑
j=1
(χjφ)−
2∑
j=1
(
Γjφ˙
)
+
2∑
j=1
tj
2
(
Fgj − Fdj
)
− Jxφ¨
 (C.18)
C-4
e9 = δV z9 (C.19)
En remplac¸ant (C.18) dans (C.17) , il est possible d’obtenir:
z9 = −
Vcen
Vinc
(
Jsψ˙ + e9
)
(C.20)
Pour terminer, il est possible de conside`rer maintenant l’e´quation (C.3). Comme l’e´quation
(C.1), cette e´quation pre´sente plusieurs parame`tres parmi ceux que nous avons conside´re´s
comme incertains. Comme pour le cas pre´ce´dent nous avons de´cide´ d’introduire d’abord l’in-
certitudes sur la raideur de de´rive. En utilisant les re´sultats obtenus dans l’e´quation (C.16), il
est possible d’obtenir le re´sultat suivant:
Izψ¨ = −
4∑
i=1
Cinomxi
(
y˙
V
− ψ + xi
ψ˙
V
−
∂δi
∂φ
φ
)
+
4∑
i=1
(
Cγixi
∂γi
∂φ
φ
)
+
+
4∑
i=1
(yiFxi)− (x1e1 + x2e2 + x3e3 + x4e4)
(C.21)
En introduisant aussi l’incertitude sur la vitesse et en ayant pris en conside´ration les re´sultats
de (C.16), il est possible d’obtenir l’e´quation suivante
Izψ¨ = −
4∑
i=1
Cinomxi
(
y˙
Vcen
− ψ + xi
ψ˙
Vcen
−
∂δi
∂φ
φ
)
+
+
4∑
i=1
(
Cγixi
∂γi
∂φ
φ
)
+
4∑
i=1
(yiFxi)− (x1e1 + x2e2 + x3e3 + x4e4)−
−(x1C1nome5 + x2C2nome6 + x3C3nome7 + x4C4nome8)
(C.22)
En suivant la meˆme de´marche utilise´e pour l’analyse de l’e´quation (C.1), il est maintenant
possible d’introduire ici l’incertitude sur le de´placement longitudinal:
Izψ¨ = −
4∑
i=1
Cinomxinom
(
y˙
Vcen
− ψ + xinom
ψ˙
Vcen
−
∂δi
∂φ
φ
)
+
4∑
i=1
(
Cγixinom
∂γi
∂φ
φ
)
+
+
4∑
i=1
(yiFxi)− (x1e1 + x2e2 + x3e3 + x4e4)−
−(x1C1nome5 + x2C2nome6 + x3C3nome7 + x4C4nome8)
−δx (e1 + e2 + C1nome5 + C2nome6) xAVinc − δx (e3 + e4 + C3nome7 + C4nome8) xARinc
−δxxAVinc
[
(C1nom + C2nom)
(
y˙
Vcen
− ψ −
∂δAV
∂φ
φ
)
+ (Cγ1 + Cγ2)
∂γAV
∂φ
φ
]
−δxxARinc
[
(C3nom + C4nom)
(
y˙
Vcen
− ψ −
∂δAR
∂φ
φ
)
+ (Cγ3 + Cγ4)
∂γAR
∂φ
φ
]
−
−2xAV
(C1nom + C2nom)
Vcen
e10 − 2xAR
(C3nom + C4nom)
Vcen
e11−
−δxxAVinc
(C1nom + C2nom)
Vcen
e10 − δxxARinc
(C3nom + C4nom)
Vcen
e11
(C.23)
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En partant de l’e´quation (C.23), il est possible d’e´crire les e´quations suivantes:
z12 = −xAVinc
[
(C1nom + C2nom)
(
y˙
Vcen
− ψ −
∂δAV
∂φ
φ
)
+ (Cγ1 + Cγ2)
∂γAV
∂φ
φ
]
−
−xAVinc
(C1nom + C2nom)
Vcen
e10
z13 = −xARinc
[
(C3nom + C4nom)
(
y˙
Vcen
− ψ −
∂δAR
∂φ
φ
)
+ (Cγ3 + Cγ4)
∂γAR
∂φ
φ
]
−
−xARinc
(C3nom + C4nom)
Vcen
e11
(C.24)
{
e12 = δxz12
e13 = δxz13
(C.25)
L’e´quation (C.23) peut donc eˆtre re´crite sous la forme suivante:
Izψ¨ = −
4∑
i=1
Cinomxinom
(
y˙
Vcen
− ψ + xinom
ψ˙
Vcen
−
∂δi
∂φ
φ
)
+
4∑
i=1
(
Cγixinom
∂γi
∂φ
φ
)
+
+
4∑
i=1
(yiFxi)− (x1C1nome5 + x2C2nome6 + x3C3nome7 + x4C4nome8)−
−(x1e1 + x2e2 + x3e3 + x4e4) + e12 + e13
(C.26)
Pour conclure, nous introduisons l’incertitude sur le de´placement late´ral:
Izψ¨ = −
4∑
i=1
Cinomxinom
(
y˙
Vcen
− ψ + xinom
ψ˙
Vcen
−
∂δi
∂φ
φ
)
+
4∑
i=1
(
Cγixinom
∂γi
∂φ
φ
)
+
+
4∑
i=1
(yinomFxi)− (x1e1 + x2e2 + x3e3 + x4e4)−
−(x1C1nome5 + x2C2nome6 + x3C3nome7 + x4C4nome8)
+δyyginc(Fx11 + Fx21) + δyydinc(Fx12 + Fx22) + e12 + e13
(C.27)
{
z15 = yginc(Fx11 + Fx21)
z16 = ydinc(Fx12 + Fx22)
(C.28)
{
e15 = δyz15
e16 = δyz16
(C.29)
Izψ¨ = −
4∑
i=1
Cinomxinom
(
y˙
Vcen
− ψ + xinom
ψ˙
Vcen
−
∂δi
∂φ
φ
)
+
4∑
i=1
(
Cγixinom
∂γi
∂φ
φ
)
+
+
4∑
i=1
(yinomFxi)− (x1e1 + x2e2 + x3e3 + x4e4)−
−(x1C1nome5 + x2C2nome6 + x3C3nome7 + x4C4nome8)
+e12 + e13 + e15 + e16
(C.30)
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Annexe D
LPV control of a road vehicle during
braking action in curve
1
Abstract : In this paper, a driving assistance system is developed to control the yaw mo-
ment in the case of light braking in curve, by using the front and rear steering angles. The
controller we are looking for is scheduled by the longitudinal speed. We propose a comparative
analysis between two extensions of the H∞ loop-shaping method to linear parameter-varying
(LPV) plants, where the rate of variation of the scheduling parameter is assumed unbounded
or bounded.
Keyword : Yaw rate control, steering assistance system, H∞ control, LPV control.
D.1 Introduction
During the last years the safety systems have taken more and more place in the vehicles,
the most famous of them being the ABS/ASR and the ESP systems. In this paper, a driving
assistance system is proposed to control the yaw moment in the case of light braking in curve.
Such a system has been widely studied by the car manufacturers to increase the security of the
vehicles. The challenge is to keep the yaw rate as close as possible to a given reference in order
to limit the over- and the under- steering of the car and to keep it on a safety trajectory during
this driving action.
The control of the yaw rate of a vehicle has been largely studied. A predictive method is used
in [Soh03] to control the over- and under- steering using a braking actuator. Always in the same
fields, some authors applied the LQG methods like in [SNYN94] or the fuzzy logic methods
[Buc02a]. In the first case the authors used the steering to obtain the yaw rate behavior, while
in the second case the braking allows to control the yaw rate.
The vehicle dynamics are well described by a linear time-invariant (LTI) model for any
fixed value of the longitudinal speed. However they vary significantly with the speed, which in
1. Article paru dans les Proceedings du 5th IFAC Symposium on Robust Control Design, Toulouse 5-7 Juillet
2006
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addition is measured. Therefore a speed-dependent controller can be obtained using the control
theory of linear parameter-varying (LPV) plants. To the authors’ knowledge, the problem has
still not been considered from this perspective. This approach is often used for aerospace plants
[CS96], [BA99], [HDFF01] but it has less been used for car control (see e.g. [PDP05] where a
lateral driving assistance system is developed).
The paper is organized as follows. Section D.2 defines the problem and presents the modeling
of the car. Section D.3 contains a brief summary of the LPV methods applied on the problem:
the first one is the classical polytopic approach [AGB95], whereas the second one allows to take
into account limitations of the parameter variation rate [AA98]. Such methods are evaluated
in Section D.4 by implementing the controller on a simulation software. The conclusions and
the results are finally given in the last part.
D.2 Problem definition and model of the car
D.2.1 Light brake in curve
The test called ”light braking in curve” is one of the procedures to evaluate the safety
customer benefit. The objective is to estimate the limits of vehicle oversteering stability during
braking for a car that is engaged on a curve of a given radius and with a given adherence
coefficient. The steering angle of the vehicle and the speed are defined in order to follow the
curve radius and to have a given lateral acceleration, while the brake pedal gives a wished
longitudinal deceleration. During the test the steering is hold constant. For some cars, during
a light braking action in curve, the yaw rate has an overshot when the driver pushes on the
brake pedal. The goal of the control action is to reduce this overshot and to follow a wished
yaw rate reference. The controller performances can be evaluated by following criterion that
must be keep close to one:
J = max
{
ψ˙ (t)
ψ˙desired (t)
}
(D.1)
D.2.2 Model of the vehicle
Since all the performances concern the lateral dynamics, only these dynamics have to be
modelled. The control of the stopping distance and of the sliding being in the field of the lon-
gitudinal dynamics. They are realized by that by an independent ABS system that is available
on each wheel, which controls the sliding of the wheel without communication with the others
wheels.
By applying the Lagrange method, and assuming the small angles approximation, the fol-
lowing model of the car is obtained [Gen00]:
m
(
v˙ − V ψ˙
)
= JSφ¨+ Yββ + Yψ˙
ψ˙
V
+ Yφφ+
4∑
k=1
Yδkδk +
4∑
k=1
Fxkδk + Fye (D.2)
Jxφ¨ = (JXZS +mSch) ψ¨ +
(
v˙ − V ψ˙
)
JS + Lββ + Lφφ+ Lφ˙φ˙+
4∑
k=1
Lδkδk + Lψ˙
ψ˙
V
+ Fφe (D.3)
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Tab. D.1 – Variables and main constants
Symbols Name
y Lateral movement
v Lateral speed
V Longitudinal speed
φ Roll angle
ψ Yaw angle
β Side slip angle
δk Steering angle of wheel k
Fye Lateral disturbance force
Fφe Disturbance force on the roll angle
Mze Disturbance moment on the yaw angle
Fxk Longitudinal force on wheel k
xk, yk Distance between wheel k and the COG
on the x and y-axis
Jzψ¨ = Nββ +Nψ˙
ψ˙
V
+
4∑
k=1
Nδkδk −
4∑
k=1
Fxkyk +
4∑
k=1
xkFxkδk +Mze (D.4)
β =
v
V
− ψ (D.5)
where the meaning of the time-dependent variables and the main constants are given on
Table I. All other symbols represent constant coefficients depending on the vehicle, on the load
and on the tyres characteristics.
The longitudinal speed V is measured and can be considered as a time-varying parameter.
Assuming that Fxk is constant during the test, a LPV state-space representation can therefore
be obtained from these equations, with state vector x = [ v φ φ˙ ψ ψ˙ ]T and control vector
u = [ δAV δAR ]
T , where δAV is the steering angle of the front wheels, and δAR that of the rear
wheels (i.e. δ1 = δ2 = δAV and δ3 = δ4 = δAR). The output to be controlled is ψ˙, which is also
measured.
D.3 LPV Control
The aim of LPV control theory [AGB95] is to control linear plants whose state-space repre-
sentation depends on a vector of exogenous parameters :
x˙ = A(ρ)x+B1(ρ)w +B2u
e = C1(ρ)x+D11(ρ)w +D12u (D.6)
y = C2x+D21w
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where w and u are the disturbance and control inputs, while e and y are the controlled error
and the measured output. If vector ρ is measured on-line, one can search for a controller which
also depends on ρ:
x˙K = AK(ρ)x+BK(ρ)y (D.7)
u = CK(ρ)x+DK(ρ)y
If matrices A(ρ),B1(ρ),C1(ρ),D11(ρ) are supposed to be affine in ρ, a great number of tech-
niques are available to design the controller. Two of them will be considered for our application.
D.3.1 Classical polytopic approach
Suppose ρ evolves in a polytope P of vertices P1,...,PN , and let the state-space reali-
zations of the plant at vertex Pi, its controller and the corresponding closed-loop plant be
(Ai,B11i,...,D21i), (AKi ,BKi ,CKi ,DKi), (Acli ,Bcli ,Ccli ,Dcli) respectively. According to [AGB95],
there exists a controller (D.7) insuring ‖e(t)‖2 < γ‖w(t)‖2 for all trajectory of ρ in P if and only
if a positive definite matrix X exists, which simultaneously satisfies the N matrix inequalities:
ATcliX +XAcli XBcli C
T
cli
BTcliX −γI D
T
cli
Ccli Dcli −γI
 < 0 (D.8)
i = 1, . . . ,N
These inequalities are bilinear in the decision variables X and AKi ,BKi ,CKi ,DKi . It is ho-
wever well known that they can be reduced using projections to a set of 2N + 1 linear matrix
inequalities. The state-space realizations of the controller for each vertex being deduced from
their solution. Minimizing γ under these constraints is therefore a convex optimisation problem.
At each time, vector ρ can be expressed as a barycenter of vertices P1,...PN . The current
controller is therefore obtained as the barycenter of the controllers of each vertex, with the
same coefficients.
D.3.2 Polytopic approach with bounded rate
The previous approach assumes no limitation on ρ˙: vector ρ is therefore allowed to vary
arbitrarily fast, which is actually not the case in many practical situations. Suppose now that
the rate of variation of each component of ρ is bounded:
ρ˙i(t) ∈ [νi,νi] , ∀t ≥ 0 (D.9)
According to [AA98], there exists a controller (D.7) insuring ‖e(t)‖2 < γ‖w(t)‖2 for all
admissible trajectory of ρ whenever there exist parameter-dependent positive definite matrices
X and Y and a parameter-dependent quadruple of state-space data (ÂK ,B̂K ,ĈK ,DK) such that
for all admissible pair (ρ,ρ˙), the LMI (D.11) at the top of the next page holds, together with:[
X I
I Y
]
> 0 (D.10)
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
X˙ +XA+ B̂KC2 + (∗) ∗ ∗ ∗
ÂTK + A+B2DKC2 −Y˙ + AY +B2ĈK + (∗) ∗ ∗
(XB1 + B̂KD21)
T (B1 +B2DKD21)
T −γI ∗
C1 +D12DKC2 C1Y +D12ĈK D11 +D12DKD21 −γI
 < 0 (D.11)
Inequalities (D.10)-(D.11) are linear in the decision variables; they define a convex but
infinite-dimensional problem, due to the dependence in ρ. They can be reduced to a finite-
dimensional problem by enforcing the dependence of X,Y , ÂK ,B̂K ,ĈK ,DK in ρ and defining a
finite set of inequalities by gridding the value set of ρ (see the application detailed in section
D.4).
At each time, the current controller is deduced on-line from the current value of ρ and from
the above matrices.
D.4 Proposed solution
D.4.1 Definition of the polytope
The time-varying parameter V affects significantly the dynamics of the plant. A time-
invariant controller is therefore expected to be inadequate to obtain satisfying performances in
the light brake curve context, where the longitudinal speed can have different initial values and
decreases significantly. On the other hand, this parameter is measured and is therefore available
to enter in an LPV controller.
From equations (D.2) to (D.5), it is clear that the state-space matrices of the model de-
pend affinely on V and 1/V . We therefore consider as time-varying parameter ρ = (ρ1,ρ2)
T =
(V,1/V )T , whose domain of variation is the hyperbole ρ2 = 1/ρ1 (see figure D.1), for ρ1 ∈ [Vmin;Vmax],
where [Vmin;Vmax] represents the velocity range.
Fig. D.1 – Structure of the polytope
This domain has to be included in a polytope which has to be chosen as small as possible. We
define to this end the trapezoidal domain shown on figure D.1: it is first limited by the segment
[(Vmin,1/Vmin),(Vmax,1/Vmax)]; two other edges are the tangents at points (Vmin,1/Vmin) and
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(Vmax,1/Vmax); the last edge is the line which is parallel to the first segment and tangent at the
hyperbole.
Obviously it is not allow to choose Vmin = 0 in order to have a finite domain. Furthermore
the value of Vmin has to be chosen high enough to reduce the surface of the polytope: this
means that for all velocities smaller than Vmin, the controller of the vertex (Vmin,1/Vmin) will
be applied. Since the dynamics are not significantly varying at low speed, this is not a severe
limitation.
D.4.2 Design of the control law
In order to tune the performances, it is possible to apply the H∞ loop-shaping approach
developed in [FG92] for LTI plants, which is interesting for several reasons: the performances are
simply addressed by tuning compensators introduced on the control inputs and the controlled
outputs, according to the classical rules of Automatic Control. This method is known to provide
interesting robustness properties to the closed-loop plant and to preserve the continuity of the
controller data with respect to the plant data (this later point is of great interest in the LPV
context).
According to this approach, low-pass filters are applied on each control input to reduce
the measurement noise, to insure the robustness against neglected dynamics and to reduce the
actuators’ activity. A PI filter associated with a low pass filter is applied on output ψ˙ to obtain
a small tracking error and to increase the stability margins (figure D.2): 2
WAV1 (s) =
KAV1
(1+τAV1 s)
(D.12)
WAR1 (s) =
KAR1
(1+τAR1 s)
(D.13)
W ψ˙2 (s) = K2
1+τ2s
s(1+τ ′2s)
with τ2 > τ
′
2 (D.14)
Fig. D.2 – Structure of the shaped plant
The parameters of these filters are chosen constant (i.e. independent of V ) to simplify the
design (in addition, matrices B2,D12,C2,D21 will be independent of ρ as supposed in (D.6)).
The LPV control theory will then be applied on the shaped plant of figure D.2. 3
For both approaches, V is considered in the set [30; 120]km/h. According to the procedure
described in D.2.1 for the bounded rate approach, V˙ is supposed to belong to the interval
[−2; 1]m/s2. The typical values of the car considered are shown in Table D.2.
2. For reason of confidentiality the numerical values of the parameters cannot be given.
3. In the spirit of the H∞ loop-shaping approach, input w includes a disturbance on each input and output
of the shaped plant, while output e includes the disturbed output and the control input.
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Tab. D.2 – Numerical values
Variables and symbols values physical
units
Weight of the vehicle - m 1700 kg
Footing - l 2,741 m
Front way - t1 1525 mm
Rear way - t2 1480 mm
Inertia on the z axis - Jz 3000 kg m
2
Front coefficients of drift - C1 C2 1250 N /deg
Rear coefficients of drift - C3 C4 1085 N /deg
Fxk 300 N
For the classical polytopic approach, the LMIs (D.8) are considered at the 4 vertices of the
polytope of figure D.1. For the bounded rate approach, matrices X and Y are define as affine
functions of V 4:
X(ρ) = X0 +X1V (D.15)
Y (ρ) = Y0 + Y1V (D.16)
while matrices ÂK ,B̂K ,ĈK ,DK have been chosen either constant or also affine in V (this
later choice giving no improvement on the results, only the first case will be presented). Such a
choice gives X˙ = X1V˙ and Y˙ = Y1V˙ . The LMIs (D.10)-(D.11) are then solved by considering
a griding of 20 values of (ρ1,ρ2) in the polytope and, for each of them, both extreme values of
V˙ . The LMI (D.11) with the obtained solution is then checked for a denser grid of 76 values.
By tuning the controller, we decided to limit the steering angles of the front and rear wheels:
the first value is of the same magnitude as the maximal angle given by the driver, while the
second one is limited by the maximal actuators angle; both values are chosen to avoid the
saturation of the tyres.
The optimal values obtained for γ are 2.5037 with the classical approach and 2.4271 in
the bounded rate case. As expected, this later value is somewhat smaller (since the allowable
trajectories of ρ are limited) but the difference is not significant.
D.4.3 Results
The complete structure of the closed-loop system is given on figure D.3: the driver uses
the steering of the front wheels, whereas a feedforward path interprets the driver’s action
to define the desired yaw rate ψ˙d. The controller doesn’t erase the driver’s action but adds a
supplementary angle on the front wheels and also uses the rear wheels to reject the disturbances.
The results obtained applying the LPV control on a light braking action situation are now
presented. The test has been realized on a curve with 150 m radius and on a road with an
4. Terms including 1/V could be considered, but they increase the complexity and without significant im-
provement
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Fig. D.3 – Structure of the control system
adherence coefficient of 1. The initial speed of the vehicle is 110 km/h. The driver chooses
the steering angle at the beginning of the test and keeps it constant during the test. In these
conditions, the car has a tendency to have oversteering when the brake pedal is stroked.
All the results shown below are obtained with a complete non linear simulator of the vehicle
dynamics.
Figure D.4 shows the criterion J ; the front and rear steering inputs are shown in figures
D.5 and D.6. In these figures the following line definitions are used: the solid line indicates the
value obtained without control, the dotted line is used for the classical LPV control law, while
the dashed line corresponds to the bounded rate LPV control law. In figure D.7 the trajectories
of the car in the different cases are plotted; here the dashed-dotted line is used for the ideal
trajectory (i.e. without braking).
The desired value of J is 1, which is of course impossible to obtain due to a non zero
time response of the feedback loop. However it is obvious from figure D.4 that the criterion is
significantly reduced when any of the LPV control law is active and the vehicle is near to the
neutral condition: the obtained values are only 2.5% higher than 1, which is very satisfying.
It is also possible to see from figure D.4 that the values of J for both LPV controllers are not
significantly different: it only returns slightly more quickly to 1 in the bounded rate case. From
figures D.5 and D.6, we can see that the bounded case gives a bigger activity of the control
inputs, which is the reason why the criterion is more satisfying.
When looking figure D.7, it is easy to see that both control laws insure the wished trajectory,
whereas a line changing is observed without control. It is also possible to see that the car has
a little oversteering when the control law is active, that is welcome for this type of application.
D.5 Conclusion
In this paper, a solution for the light braking in curve test has been presented using two LPV
polytopic methods, which assume unbounded or bounded rate parameter variations respectively.
Both solutions allow synthesizing the control law on a wide set of speed and obtaining
satisfying results using only the front and rear steering angles and thus without using any
shock absorber or braking control.
A fixed H∞ controller would not be able to give such performances: in fact, despite good
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robustness properties, it is well adapted only for a less wide set of speed. To have a good value
of the criterion, it has therefore to be computed for a fixed V that must be equal to the initial
speed of the vehicle. The answer in this case is slower than in the LPV case. Furthermore all
the response is deteriorated, if the test is performed with another speed.
From the obtained results on this application, it is difficult to say that taking into account
limitations on the parameter rate in the LPV synthesis gives significant improvement, so that a
typical customer will not feel the difference between the two LPV controllers. The bounded rate
case needs a bigger control computation time: it is necessary to solve a bigger LMI problem and
the on-line implementation also requires more computational task. Therefore, for our particular
application, the use of a bounded rate LPV control is not of great interest; but in another context
where the deceleration is bigger, his good capacity to follow the reference could be used to have
a more efficient control law.
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