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MODELING THE PARTICLE TRANSPORT OF 
ELECTRODYNAMIC SCREENS TO OPTIMIZE DUST REMOVAL 
FROM SOLAR ENERGY COLLECTORS 
CRISTIAN MORALES 
ABSTRACT 
Solar energy installations located in dry, arid regions chosen for their availability 
of sunlight often face the problem of dust accumulation, or "soiling", on their solar 
collector surfaces, requiring this dust to be cleaned regularly in order to maintain optimal 
power production. The electrodynamic screen (EDS) is a technology that can clean this 
dust off the surfaces of photovoltaic panels and concentrating solar power mirrors using 
no water and a minimum of power. The EDS is a series of conductive electrodes 
embedded between two thin dielectric layers, where voltages applied across the 
electrodes create a patterned electric field which directs the motion of charged dust 
particles off the EDS surface. 
As the dust in different desert regions across the world have different physical 
characteristics, a different set of design parameters is required for the optimal EDS for 
each region. This optimization work could be easily conducted using a computer model 
of the physics of an EDS and the dust it clears off its surface. 
In this thesis, a computer model of the EDS system is created using COMSOL 
Multiphysics. This model simulates the voltages applied across the electrodes and the 
resulting electric fields, and then use these to simulate the trajectories of the charged dust 
particles as they move across the EDS surface. This particle tracing work is validated 
 
 vii 
using experimental data from high-speed camera trials and performance data for different 
EDS designs. This validation work shows both agreements and disagreements between 
the predicted and observed dust particle motion, and the beginnings of the investigation 
into this difference is presented. Finally, the ability to further develop this model for EDS 
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 Improvements in technology and the recognition of the threat posed by the 
climate crisis have driven and will continue to drive an increase in both United States and 
global renewable energy production capacity, including photovoltaic (PV) and 
concentrating solar power (CSP) capacity. When solar power installations are built in dry, 
arid and semi-arid regions, they are especially affected by the accumulation of 
environmental dust particles which reduces the power output and efficiency of a PV or 
CSP unit. The most widely used current cleaning methods to remove these dust 
accumulations are wasteful of water in already water-scarce regions and place a 
constraint on the future growth of solar power generation capacity. Therefore, a water-
free cleaning method must be developed, with a promising candidate being the 
electrodynamic screen. 
 
1.1) Growth of photovoltaic and concentrating solar power capacity 
 Looking at U.S. solar energy production, in 2012 the National Renewable Energy 
Laboratory (NREL) released its “Renewable Electricity Futures Study” investigating the 
implications and challenges of generating 80% of U.S. energy from renewable sources by 
2050 [1]. This study makes predictions on the amounts of PV and CSP solar power that 
would be generated in 2050 under seven different scenarios, including a high-demand 
scenario where domestic energy demand has increased 30% from 2010 levels, and “No 
Technology Improvement”, “Incremental Technology Improvement”, and “Evolutionary 
Technology Improvement” scenarios reflecting no, partial, or near-complete achievement 
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of possible future advancements in solar energy technology. Excluding the scenario 
which assumes no technology improvement, the study estimates that among the six other 
scenarios, total solar power generation capacity will grow between 225 - 500 GW by 
2050, with different scenarios showing PV and CSP capacity growth being between 149-
421 GW and 33-126 GW, respectively [1]. These results are complemented by the U.S. 
Department of Energy’s (DOE) 2012 “SunShot Vision Study” which investigates energy 
production by 2050 in a future scenario with very low solar costs, high electricity 
demand, and no fixed renewable energy target. This DOE study predicts 632 GW and 83 
GW of PV and CSP capacity will be developed by 2050, respectively. These numbers 
surpass the 421 GW and 79 GW PV and CSP capacity growth amounts predicted in the 
NREL high energy demand scenario [1]. 
 Internationally, the International Energy Association’s (IEA) “Renewables 2017” 
report shows that between 2017 and 2022, international PV capacity will grow from 300 
GW to 740 GW and international CSP capacity will grow from 4.8 GW to 10 GW [2]. 
This growth will carry into the future beyond 2022, with the IEA projecting solar power 
generation to become the largest source of low-carbon capacity by 2040, by which time 
renewables will account for 40% of all global power generation [3]. 
 It is against this backdrop of increased domestic and global demand for solar 





1.2) The “soiling” problem and current cleaning methods 
 “Soiling” is the natural accumulation of dust and other airborne particles on the 
surfaces of solar collectors such as PV panels and CSP mirrors [4]. When light reaches 
the surfaces of these solar collectors, light rays interact with the accumulated dust and 
can be absorbed or scattered away from the solar cells or concentrating mirrors surfaces. 
This reduces the amount of irradiance entering the solar collector’s system, and this 
decreased irradiance leads to a decrease in the amount of power that the system can 
produce. As soiling occurs over time and the amount of accumulated dust increases, this 
leads to discernible power losses in a solar power system. 
The magnitude of this power loss depends on different factors such as soiling rate 
and particulate properties which vary by location, with soiling occurring in a wide range 
of environments and climates. In 2014, Sayyah et al. aggregated the results of over 50 
experimental outdoor soiling studies which showed how soiling can lead to large 
reductions in output power for solar collectors in a wide range of environments and 




Table 1.1) A list of max. power output (POUT) losses caused by soiling and occurring at 
different locations around the world [5]. 
Location Environment Climate Exposure Period Max. Loss (%) 
Dhahran, 
Saudi Arabia 
Urban Desert 2 months 15 
Riyadh, 
Saudi Arabia Urban Desert 1 month 30.6 
Kuwait, Kuwait Urban Desert 14 months 55 
Tehran, Iran Urban, severe air pollution Cold semi-arid 8 days 43 
Hermosillo, Mexico Urban Desert 20 days 8.5 
Abu Dhabi, UAE Urban Desert 18 days 13 
Puglia, Italy Rural Mediterranean 8 weeks 6.9 
Dhaka, Bangladesh Urban Tropical 1 month 34 
Ogbomoso, Nigeria Urban Tropical 70 days 25 
Taiyuan, China Urban Semi-arid 2 weeks 18.2 
 
Because soiling can become such a large problem, many cleaning methods have 
already been developed to remove deposited dust from the surface of PV or CSP solar 
collectors. Current methods to prevent or remove dust accumulations from soiling are 
broadly classified as ‘preventative’ or ‘restorative’. Preventative measures include 
surface coatings and modifications, and restorative measures include mechanical methods 
and fluid-based washing [6]. 
Surface modifications and coatings work as a preventative method of reducing 
dust accumulation by modifying the physical chemistry of a solar collector’s surface to 
reduce the strong bonding that causes dust adhesion. The defining characteristics of the 
ideal surface coating would be hydrophobicity and a low surface energy [6]. Mechanical 
restorative cleaning methods manually remove dust from the solar collector surface 
through means ranging from the most basic to the highly advanced, including wiping the 
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surface with a cloth, using directed air flows, and using robotic cleaners equipped with 
powered brushes. The other major restorative cleaning method is the fluid-based washing 
of a solar collector surface, and it is this method that is the most widely employed across 
the world at utility-scale solar power generation sites. Fluid-based washing has 
traditionally been done solely using water and more recently has begun incorporating 
cleaning solutions as well [6]. Water-based washing is already an effective enough 
cleaning method that many solar installations in geographic areas with regular rain and 
snow have their solar collector surfaces cleaned naturally by these weather patterns. 
Fluid-based washing is employed in the sites where the weather does not regularly 
provide this natural washing. Water-based washing uses demineralized water to minimize 
the deposit of extrinsic materials carried by the solution, and solutions-based washing 
employ detergent-water mixtures which reduce surface tension and surface energy, are 
low-cost in volume, are capable of being handled and mixed into automated equipment 
for cleaning, and are non-toxic, safe, and biodegradable. Experiments have shown that 
fluid-based washing methods are reliably capable of restoring a solar collector to 90-95% 
of its original surface reflectance [6]. 
Clearly, water- and solutions-based washing methods are highly effective; their 
disadvantage comes from the amount of demineralized water they require. Addressing the 
problem of soiling using periodic washing of solar collectors is a practical approach in 
climates that have reasonable water resources. But regions without these abundant water 
resources, which are often arid and desert climates with high amounts of utility-scale 
solar installations because of these regions’ large solar irradiances, struggle to provide 
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these water resources required for water- and solutions-based washing. So although 
soiling is a problem occurring in many different regions, it is arid and semi-arid desert 
regions which are unable to respond as adequately as other regions. This lack of available 
water resources is already being felt by solar installations in these regions, and this will 
only become a more pressing problem as solar power capacity increases in the future as 
predicted by NREL and the DOE domestically and the IEA internationally. 
 
1.3) The electrodynamic screen (EDS) 
 The electrodynamic screen (EDS) is a technology being developed as an 
alternative cleaning method for solar collectors, including PV panels and CSP mirrors. 
The electrodynamic screen is essentially a series of conductive electrodes placed between 
two transparent dielectric layers, where these electrodes have high voltages applied 
across them to generate an electric field. Because the voltages are applied in a temporal 
pattern resembling a travelling wave across the EDS surface, the electric field generated 
also resembles a travelling wave. This electric field wave is used to electrostatically 
charge dust particles causing soiling and then direct their motion off the EDS surface. 
When laminated on the soiling-prone surface of a PV panel or CSP mirror solar collector, 
the EDS can be used to remove surface dust without the use of water, making it a water-
free, alternative cleaning method for solar collectors. 
 The EDS as a technology had its origins in the “electrostatic surface” proposed in 
1967 by a group of NASA scientists investigating the problem of lunar dust, and in the 
“electric curtain” developed in 1972 by S. Masuda of the University of Tokyo for use in 
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transporting aerosol clouds [8]. Over the next few decades, the electric curtain was 
evaluated as a transport control mechanism in a wide range of contexts, including cotton 
fibers and seeds, small particles in liquids, blood cells, ink toner particles, bubbles, and 
fusion reactor dust by-product [9]. 
In the 2000s, the EDS was once again being considered as a possible method for 
clearing dust from the surfaces of solar panels, both for outer space and terrestrial 
applications. The research conducted at Boston University (BU) has specifically been 
developing the EDS as a cleaning method for solar collectors deployed in Earth’s desert 
environments. This work has primarily focused on determining through experimental 
trials which electrode materials, production methods, and operating parameters lead to 
better dust removal from the EDS surface. These experimental efforts have led to greater 
knowledge on how to best design and manufacture an EDS, but their experimental nature 
also has a limitation: in order to understand how a given design parameter change will 
affect EDS performance, new EDS samples with that parameter change must first be 
made.  
This becomes a bottleneck when trying to design an EDS for use in cleaning solar 
collectors in different desert regions, as each desert region has different dust with 
different characteristics. For each region, the underlying EDS technology would be the 
same, but various design parameters would need to be changed and optimized in order to 
create the ideal EDS for that environment. This regional design optimization work can be 
done experimentally through trial-and-error methods requiring significant time, energy, 
and resources. Or, this design optimization work can be done using a computer model of 
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an EDS system. 
 
1.3.1) Prior work modeling the electrodynamic screen 
 Some work has already been done to computationally model an EDS system. In 
2006, Kawamoto et al. developed a three-dimensional, hard-sphere discrete element 
method (DEM) model to simulate the dynamics of a particle being moved by an 
electrostatic travelling field [10]. In 2008, Kawamoto extended this model to the specific 
application of an EDS (called a “plate-type electrostatic conveyer” in the paper), although 
this system’s electrodes were on the scale of mm, not μm [11]. In 2010, Liu and Marshall 
developed a soft-sphere DEM model that could model particle motions in an EDS (called 
an “electric curtain” in the paper), and account for particle collisions and surface 
adhesion [12]. In 2013, Chestnutt and Marshall built upon Liu and Marshall’s DEM 
model to investigate how an inclined electric curtain could separate dust particles of 
differing sizes [13]. Also in 2013, Horenstein, Sumner et al. created a basic 
computational mode that numerically simulates an EDS-produced electric field and the 
resulting particle trajectories. This work used a high-speed camera to validate the model, 
but the model was only used to investigate the behavior and trajectories of single particles 
[14][15]. Finally, in 2017, Chestnutt et al. developed a DEM model with the intent of 
investigating how different design parameters affect dust removal performance, with the 
goal of using the results to optimize the EDS for the removal of dust specifically from the 
desert region around Doha, Qatar [16]. 
All previous modeling work on EDS systems has either been done using a basic 
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computational equation solver or discrete element method-based numerical methods. 
These two approaches both have limitations associated with them. A basic computational 
solver can solve the physics equations governing electric fields and particle trajectories, 
but this solver does not inherently recognize these different physics phenomena as part of 
a larger system. DEM-based numerical methods are specifically designed for modeling 
the motions and characteristics of a large number of small particles, and ironically, this is 
a limitation for EDS modeling applications. DEM solvers are very powerful and allow 
very detailed modeling of particles in a system themselves, but DEM solvers are also 
very computationally intensive and only really designed for modeling particles. Because 
an EDS operates as part of a complex system involving not only dust particle trajectories 
but electrostatics, ray optics, and one could argue thermodynamics, DEM solvers are not 
generalized enough to model as a whole the system an EDS operates within. For this 
reason, a model not based on computational equations or DEM solvers should be 
developed in order to comprehensively model the EDS system with the goal of enabling 
greater design optimization. 
 
1.4) Modeling the EDS with COMSOL Multiphysics 
 In order to begin the work of modeling an EDS, the numerical method or 
modeling software being used must be selected. There are many computer simulation 
softwares available, including open-source, free, and proprietary softwares, which can be 
based on different solving methods. The modeling of an EDS system will require 
modeling the electric field the electrodes generate, the motion of the dust particles as they 
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interact with the electric field and various physics forces, and the ability to optimize the 
design and operational parameters of the EDS, ideally with additional ray optics 
modeling capabilities available for future work. Because of this diverse set of 
requirements, the simulation software ultimately chosen was COMSOL Multiphysics®.  
COMSOL uses the finite element method (FEM) to solve the partial differential 
equations (PDEs) describing physics phenomena to model a system’s physics. COMSOL 
is known for its ability to solve the PDEs of systems with coupled physics phenomena, 
also called multi-physics. COMSOL includes an Electrostatics interface, Particle Tracing 
for Fluid Flow interface, and Optimization module, which allows for modeling the 
electric field, particle motion, and design parameter optimization of an EDS. For these 
reasons, COMSOL was the simulation software chosen for this work. 
An explanation of the COMSOL Multiphysics modeling process will help 
illustrate the structure of this thesis and will explain some of the terminology used. The 
development of a COMSOL model follows a well-defined set of “sequences”, listed here: 
Definitions: The COMSOL software has many model features initialized with 
default values, so this optional sequence in the process allows users to explicitly define 
variables, parameters, analytic functions, waveforms, sets of geometric domains or 
boundaries, coordinate systems, and other similar model features. 
Geometry: During this sequence of the modeling process, the geometric shapes of 
the physical components of the system being modeled are initialized and sized. 
Materials: During this sequence, the user assigns material properties to each of 
the system components initialized during the ‘Geometry’ sequence. 
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Physics: The user here specifies which physics phenomena are occurring, where 
in the system these physics are occurring, and for which geometric domains (or 
boundaries or points) of the system the physics PDEs are being solved for. 
Mesh: This sequence creates a virtual “mesh” which encompasses all the model 
geometry and specifies the physical point-locations where all PDEs will be solved for. 
Study: This sequence allows the user to specify the type and settings of the ‘study’ 
solving the PDEs of a given physics phenomenon. For example, studies can be static, 
time-dependent, frequency domain, parametric sweeping, function sweeping, material 
sweeping, or more, and each study type requires different settings to be specified. 
Results: After using the studies to solve the relevant physics PDEs, this sequence 
allows for the post-processing and visualization of the modeling results. This includes 
creating tables and graphs of the numerical PDE results, and qualitatively illustrating the 
PDE results as they are superimposed onto the system geometry. 
 
With this explanation of the EDS, its need and importance, and its modeling 
process in COMSOL in place, the model itself can begin to be built.
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2.  GENERAL MODEL SETUP 
 As described in Section 1.4, the COMSOL modeling process proceeds through a 
specific set of steps: the Definitions, Geometry, Materials, Physics, Mesh, Study and 
Results sequences. The Physics and Results sequences will change for each type of 
system physics being modeled, whether it is the system’s electrostatics or its particle 
trajectories. This section is devoted to developing the remaining Definitions, Geometry, 
Materials, Mesh, and Study sequences, which will remain the same regardless of the 
physics being modeled.  
 
2.1) Spatial dimension of the model 
When creating a model in COMSOL, the spatial dimension of the model 
geometry can be specified as either 3D, 2D, 2D Axisymmetric, 1D, 1D Axisymmetric, or 
0D. Because the real-life EDS system is three-dimensional, it is clear a 3D model would 
accurately represent the system. As seen in Figure 2.1, the EDS can be characterized by 
axes such that the direction perpendicular to the electrodes, the direction perpendicular to 
the EDS substrate, and the direction parallel to the electrodes correspond to the system’s 





Figure 2.1) A CAD image of an EDS showing the orientation of the axes relative to the EDS 
electrodes, with the axes enlarged at left for greater visibility. 
 
 From Figure 2.1, it is seen that the cross-sectional x-y plane is the same along the 
entire z-axis. This means that a cross-section of the EDS is representative of the entire 
system’s geometry and that the system can also be modeled in 2D. At the same time, the 
EDS cannot be represented as 0D, 1D, or 1D Axisymmetric based on the geometry of the 
system, and the geometry of the system can be considered 2D axisymmetrical but the 
physics of the EDS are not axisymmetrical. This means the model must ultimately be 
either 3D or 2D. 
Because the goal of the EDS is to raise dust off the solar collector surface and 
sweep it across the surface (i.e. in the y- and x- directions), any z-component of dust 
particle movement is considered irrelevant to the successful operation of an EDS and 
therefore does not need to be computed. Furthermore, a 2D model requires significantly 
fewer computational resources (i.e. processing time and memory storage) than a 3D 
model. Therefore, unless otherwise specified as 3D, the modeling work and subsequent 




2.2) General model: Definitions sequence 
 As mentioned earlier, the ‘Definitions’ sequence is optionally used to define any 
of the model’s geometric sets, among many other possible uses. This was used to create 
three ‘Explicit Selections’, called Electrodes_Phase1, Electrodes_Phase2, and 
Electrodes_Phase3, which are used to create three sets which contained the geometric 
boundaries defining the Phase 1, Phase 2, and Phase 3 electrodes, respectively. 
Additionally, an Explicit Selection called Electrodes was also created which contains the 
geometric domains defining all the system's electrodes. (Note: In COMSOL, a geometric 
domain and a geometric boundary are similar yet distinct entities. A domain is the shape 
of a model element, while a boundary is the perimeter of a model element's shape. Both 
can be used to characterize a geometric element in the model.) 
 
2.3) General model: Geometry, Materials sequences 
 After the optional ‘Definitions’ sequence, the ‘Geometry' and 'Materials' 
sequences are next in the modeling process, where these two sequences involve 
specifying the components and materials which make up the physical geometry of the 
system. While the EDS film (the series of conductive electrodes produced atop a 
substrate) is the main component of an EDS-based dust removal device, other 
components are also present, affecting the structure and performance of the EDS device, 
and must therefore also be modeled. The different component layers making up an EDS 
device vary depending on the method by which the EDS film is produced. Currently, the 




Screen printing- and photolithography-based EDS films are produced at Boston 
University, and flexography-based films are produced by Eastman Kodak Co. The screen 
printing and photolithography processes both produce EDS films with all electrodes on a 
single side of a borosilicate glass substrate. The flexographic printing process produces 
EDS films with two-thirds of the film’s electrodes on one side of a polyethylene 
terephthalate (PET) plastic substrate, and the remaining one-third of the electrodes on the 
other side of the PET. Figure 2.2 illustrates the different components of an EDS film, an 
EDS device produced via screen printing or photolithography, and an EDS device 
produced via flexography. The following paragraphs describe these different component 










Figure 2.2) Illustrations (not to scale) showing the electrodes and component layers of (a) an 
EDS film, (b) a screen printing- or photolithography-based EDS device, and (c) a 
flexography-based EDS device. 
 
Electrodes: The electrodes of an EDS are produced with an electrically 
conductive ink, although the specific ink used can vary depending on which production 
method is being used. Furthermore, different ink structures and compositions have all 
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been experimented with, including reflective silver, reflective silver with silver 
nanoflakes, silver nanowire, highly reflective chrome, aluminum, and aluminum-doped 
zinc oxide. Because there is no single ink or set of inks which is the set standard for EDS 
electrode production, the electrodes in this model are set as either copper and silver. 
Silver is chosen because the majority of conductive inks used to produce EDS films at 
BU are silver-based. Copper is chosen because it is the material used by Kodak when 
producing flexographic-based EDS films. By default, the EDS models presented here will 
use silver as the electrode material, unless otherwise specified. 
Borosilicate glass: In EDS films produced via screen printing and 
photolithography, the substrate which electrodes are produced atop of is a sheet of 
borosilicate glass. This substrate could be any non-electrically conductive material, with 
borosilicate glass being chosen for its rigidity and ease of handling, high transparency, 
environmental durability, and its ease of availability. 
PET: In EDS films produced via flexography, PET is used as the substrate which 
electrodes are printed on and acts as an alternative to the borosilicate glass substrate.   
Optically clear adhesive (OCA): Optically clear adhesive (OCA) is used to adhere 
the different component layers of an EDS device together.  
Corning® Willow Glass®: Willow Glass is a type of ultra-thin glass produced by 
Corning Inc. which is used as a protective top cover to keep the electrodes from being 
exposed to the external environment where they could oxidize or present safety hazards. 
Solar collector: In Figure 2.2, the EDS device layers labeled “solar collector” 
represent the PV panels or CSP mirror surfaces which an EDS device would ultimately 
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be laminated onto. Although these solar collectors are included in the EDS devices being 
tested experimentally in outdoor field tests, these solar collector layers are not included in 
the COMSOL model and are only included in Figure 2.2 to demonstrate the orientation of 
the EDS device relative to the solar collector it is cleaning. 
 
Table 2.1) The material properties values established for the Materials sequence. 
Material Properties 
Ag - Silver Electrical conductivity: 61.6106 S/m 
Cu - Copper Electrical conductivity: 5.998107 S/m 
Silica glass Dielectric constant: 2.09 
PET plastic Dielectric constant: 3.4 
OCA Dielectric constant: 5.14 
Willow Glass Dielectric constant: 5.5 
Air Dielectric constant: 1 
 
With all the components of an EDS system known and their material properties 
identified, the construction of the model’s geometry is quickly done by creating simple 
two-dimensional rectangles which are positioned appropriately relative to each other so 
as to resemble the illustrations in Figure 2.2, and then sized correctly. 
 The geometries of EDS devices are illustrated generally in Figure 2.2, but these 
illustrations do not properly show the scale of the EDS device components relative to 
each other, nor does Figure 2.2 show how the EDS geometry appears in the modeling 








Figure 2.3) A view of the EDS model as seen in COMSOL’s Geometry sequence, including 
(a) a full view of the model, and (b) two enhanced views of the model to show the EDS electrodes and 
component layers, described with their corresponding parameters. 
 
In Figure 2.3, all the dimensions of the system’s geometric components are not 
specified using numerical values, but rather, using terms which are set as parameters 
within the system. The dimensions of the system’s components, and therefore the system 
itself, are parameterized so that new EDS designs can be modeled quickly without 
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needing to be constantly rebuilt, and so that users can use the COMSOL Optimization 
module to optimize the geometric design of the EDS for different use cases.  
Now that the system is parameterized, physical values can be assigned to describe 
the EDS modeling system that will be used throughout the remainder of this work. 
Although this model can be used to simulate multiple EDS geometries, only one will be 
used as the main purpose of this thesis is to create the model and begin its validation. The 
system geometry used throughout the rest of this work is listed in Table 2.2, and it comes 
from previous empirical work done in-lab to create an EDS for the JSC-1 dust type. 
 
Table 2.2) The parameters of the EDS model and their corresponding values. (Note: The 
value of the system_width parameter is calculated as 
[30*electrode_width+29*electrode_spacing].) 
Model Parameter Parameter Value Model Parameter Parameter Value 
electrode_width 80 μm air_height 1500 μm 
electrode_height 3 μm substrate_height 200 μm 
electrode_spacing 700 μm system_width 22,700 μm 
OCA_height 25 μm particle_diameter 75.5 μm 
WillowGlass_height 100 μm   
 
2.3.1) Determining the number of EDS electrodes 
 After building the model to include all the necessary components of an EDS 
device, a determination must be made as to the number of electrodes to be modeled. The 
number of electrodes modeled should be large enough to ensure that the center of the 
modeled EDS device is far enough away from the model’s edges such that there are no 
edge effects affecting the electric field experienced at the model center. At the same time, 
the number of electrodes should be small enough to ensure that the model is not any 
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larger than is necessary to evaluate the EDS device’s electric field in order to avoid 
consuming unneeded computational resources and time. 
The number of electrodes which cause edge effects to disappear was determined 
by iteratively increasing the number of electrodes of a model and at each iteration 
evaluating the electric field experienced at the model center. The description of how the 
electric field was calculated and evaluated is found in Section 3. The details of this edge-
effects evaluation process are as follows: 
1) An EDS containing the component layers shown in Figure 2.2.b (without the 
solar collector and with a layer of air above the Willow Glass) was modeled with 
only three electrodes. The leftmost, center, and rightmost electrodes were treated 
as “first-phase”, “second-phase”, and “third-phase” electrodes, respectively. An 
evaluation point is set at the center of the second-phase electrode and 1 micron 
above the Willow Glass surface. 
2) The first-phase, second-phase, and third-phase electrodes are assigned static 
voltages of 1200V, 0V, and 1200V, respectively. The electric field at the 
evaluation point is calculated. 
3) The model is rebuilt to include an additional electrode on each side of the 
system, so that each new iteration of the model has two more electrodes. Each 
new electrode is assigned its phase so as to continue the phase-one, phase-two, 
phase-three pattern of the electrodes, and is assigned its corresponding electric 




This process iteratively increases the number of electrodes between the center of the 
system and the system’s edge and allows for the determination of what number of 
electrodes between the system center and edge results in edge effects becoming 
negligible. Images of the EDS model with different numbers of electrodes can be found 
in Figure 2.4. A graph showing the magnitude of the electric field norm at the center of 
the EDS for different distances between the system’s center and the edge can be found in 






Figure 2.4) Left: The geometry of two EDS systems, with (a) 1 and (b) 7 electrodes between 
each system’s center and edges. Right: Voltages in the two systems’ (a) 3 and (b) 15 





Figure 2.5) A graph showing how the electric field at the EDS system center is affected by 
the number of electrodes between the center and edge. 
 
From the data, it is clear that having five electrodes between the center of the EDS 
system and its edge is enough to negate any electric edge effects. If there is one electrode 
in the model center, and five electrodes each to the left and the right, then an EDS model 
needs 11 electrodes at minimum to negate edge effects at the center. 
 Ultimately, the choice was made to create an EDS model with 30 electrodes. This 
number was chosen so that while the area above the five leftmost electrodes and the five 
rightmost electrodes experiences edge-effects, the area above the remaining twenty 




2.4) General model: Mesh sequence 
As previously mentioned, the COMSOL Multiphysics software used to create the 
EDS model is a deterministic solver based on the finite element method (FEM). Solving 
problems using an FEM approach requires solving the whole by subdividing it into 
smaller, simpler parts, and this is done in the Mesh sequence. The Mesh sequence 
discretizes a geometric model into small units of simple shapes, referred to as mesh 
elements. In the case of a 2D model, these mesh elements are triangular or quadrilateral. 
A model’s mesh can be either manually generated by the software user or automatically 
generated by the software itself. A “user-controlled mesh” is created by the user using 
any of the meshing tools made available in the software to meet whatever specifications 
the user needs for their specific model. This is typically used in situations where more 
complex physics are being examined or when a specific area in a model requires more 
intense investigation. A “physics-controlled mesh” is created by the software itself to best 
match the mesh to the type of physics problem being solved for. Because the EDS model 
geometry is simply a collection of rectangular elements and the electrostatic and particle 
trajectory physics being modeled are relatively non-complex, the “Physics-controlled 
mesh” was used for all EDS modeling work. 
 A physics-controlled mesh is, as the name implies, generated specifically for the 
physics being solved for in a given model. When setting up the mesh, the user can specify 
the model as solving problems such as general physics, fluid dynamics, plasma physics, 
or semiconductor physics, and each selection generates a different mesh even if the 
model geometry stays the same across the different selections. The EDS model is 
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generated using the “general physics” specification. The user can further influence the 
mesh being auto-generated by the software by specifying the desired mesh resolution 
from a list of nine options: Extremely Fine, Extra Fine, Finer, Fine, Normal, Coarse, 
Coarser, Extra Coarse, and Extremely Coarse. Figure 2.6 illustrates how three of these 










Figure 2.6) The meshes created by the modeling software for different granularity types, 
including (a) extra course, (b) normal, and (c) extra fine granularities. 
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In order to determine which mesh resolution to ultimately use for the EDS model, 
model meshes of all nine resolutions were created for the EDS model geometry 
previously described by Table 2.2. Each of these nine meshes were then evaluated to 
determine their mesh elements’ minimum and maximum sizes, as well as how many 
domain and boundary mesh elements they contain. The mesh elements’ size ranges are 
important to determine because when designing the model, the user should ensure that the 
minimum size element is at least as small as the smallest detail the user wishes to resolve 
in their model. The amounts of domain and boundary elements in a mesh are important to 
determine because the total number of mesh elements determines the magnitude of the 
computation time required to solve the model. The size range values and amounts of 
domain and boundary elements for each of the nine mesh resolutions are found in Table 
2.3.  
 
Table 2.3) The sizes and number of mesh elements for all possible mesh granularities. 




Elements Total Elements 
Extremely fine 0.514 – 257 μm 133,064 9,288 142,352 
Extra fine 1.93 – 514 μm 81,663 7,410 89,073 
Finer 3.21 – 951 μm 61,236 7,073 68,309 
Fine 7.71 – 1,360 μm 40,626 6,248 46,874 
Normal 7.71 – 1,720 μm 41,292 6,329 47,621 
Coarse 51.4 – 2,570 μm 40,411 6,212 46,623 
Coarser 154 – 3,340 μm 26,887 5,016 31,903 
Extra coarse 411 – 5,140 μm 42,244 6,392 48,636 
Extremely coarse 1,290 – 8,480 μm 9,713 2,094 11,807 
 
Given these size ranges and domain and boundary element amounts, the “Fine” 
resolution was selected as the EDS model mesh resolution. This decision was made with 
 
 28 
the following reasoning: the “Coarse” mesh resolution has a minimum element size of 
51.4 μm, and because the EDS model will simulate dust particles with diameters below 
51.4 μm, the “Coarse” mesh and the mesh resolutions even coarser than it can be 
eliminated from consideration. In then evaluating the “Normal” mesh and those finer than 
it, we see that while the “Normal” and “Fine” mesh resolutions both have the same 
minimum element size, 7.71 μm, the “Fine” mesh resolution has both a smaller maximum 
element size (and therefore resolves its maximum elements more precisely) as well as 
unexpectedly has fewer total domain and boundary elements. Because the “Fine” mesh 
resolution gives a higher precision for calculated physics values with a shorter 
computation time than the “Normal” mesh resolution, the “Fine” mesh resolution is 
selected for all EDS modeling work presented in this thesis. 
 
2.5 General model: Study sequence 
 Finally, after creating the model, specifying its material characteristics, and 
determining its mesh granularity, the settings of the Study sequence can be established.  
Because the results of the Electrostatics study will be used as the basis for the Particle 
Tracing study, we require that both model’s Study sequences operate under the same 
settings so there is no dissonance in the modeling efforts. 
Because we are interested in investigating the EDS operation across time, both 
studies are first instantiated as Time-Dependent studies, with the studies’ duration times 
set as range(0,0.0005,1) which means the study starts the simulation at time 0 s., solves 
the relevant physics equations every 0.0005 s. (or 0.5 ms.), and ends the simulation at 
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time 1 s. Although the solver’s step-size of 0.5 ms far exceeds the speed at which a given 
5 Hz-frequency electrode phase will oscillate voltages, this step size is chosen because 
the dust particles in motion have a high enough velocity that a step size closer to the time 
the voltage takes to oscillate would not adequately model the particle trajectories. 
Therefore, to keep all simulations consistent, the electrostatics study is conducted using 
the 0.5 ms. step-size, the same as Section 4’s particle trajectory study. 
 
With the model built and the mesh and study settings finalized, the work of 
specifically modeling the EDS system’s electrostatics phenomena can begin.
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3. ELECTROSTATICS MODELING 
 The core physical component of the EDS as a technology is the series of 
conductive electrodes atop a substrate, but the fundamental mechanism by which these 
electrodes clear dust lies in the electric field created when electric potentials are applied 
across the electrodes. In order for the charged dust particles’ motions to result in a 
uniform “sweeping off” of dust, the electric field must be generated so that it assumes a 
specific spatial and temporal pattern. This is done by ensuring that the electric potentials 
applied across the electrodes are applied in their own corresponding spatial and temporal 
pattern. The EDS model must therefore be first able to generally simulate electric 
potentials and electric fields and must then be further developed to simulate the specific 
voltage pattern applied across the EDS electrodes. 
 
3.1) Electrostatics: Definitions sequence 
 The voltages across the electrodes of an EDS must be defined by a specific spatial 
and temporal pattern in order to generate the proper electric field required. In this case, 
the spatial and temporal pattern selected is a set of three “square” wave functions each 
with the same frequency, amplitude, and duty cycle and solely differentiated by phase 
shifts between the waves. (This is done to match the voltage pattern used by the EDS 
samples being developed at BU.) More specifically, the three square wave functions each 
have a frequency of 5 Hz, an amplitude of 1200 V, a 0.5 duty cycle, and are all separated 




Figure 3.1) The three square waves activating the EDS electrodes, identical except for 120° 
phase shifts, with the green, blue, and red waveforms representing Phases 1, 2, and 3, 
respectively. 
 
Table 3.1) The parameters established in the Definitions sequence of the Electrostatics 
model. 
Parameter Name Expression Value 
maxVoltage - 1200 V 
frequency - 5 Hz 
angular_frequency 2*π*frequency 31.416 rads/s 
 
To implement these three square waves in the model, three generic waveform 
functions are defined in the Definitions sequence and named sqwv1, sqwv2, and sqwv3. 
These three generic function definitions are then each specified to be a square wave, and 
each has its duty cycle, angular frequency, and amplitude set to 0.5, angular_frequency, 
and maxVoltage/2, respectively. Here, maxVoltage and angular_frequency are parameters 
whose values are established in the Definitions sequence of the modeling process and 
listed in Table 3.1. 
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 The phase value of each wave should result in a 120° phase difference between 








A small problem arises with the amplitude of the square waves though. Square 
waves in the COMSOL software are designed to have their maximum and minimum 
values as amplitude and -amplitude, respectively, whereas the power supply operating an 
EDS produces a waveform whose maximum and minimum values are amplitude and 0, 
respectively. Because the COMSOL square wave has a negative voltage component 
whereas the EDS power supply square wave does not, a DC offset is needed to correct for 
this difference. This DC offset is implemented by setting the amplitude parameter to 
maxVoltage/2 instead of maxVoltage and by adding a separate maxVoltage/2 offset to 
each waveform when it is referenced in the “Physics” sequence. Explained numerically, 
assuming maxVoltage is set as 1200V, the default COMSOL square wave would have 
maximum and minimum values of 1200V and -1200V, respectively, whereas the 
modified square wave with the DC offset would have maximum and minimum values of 
(600V+600V) and (-600V+600V), respectively, or 1200V and 0V, thereby matching the 
operation of the EDS power supply. 
After these modifications, the sqwv1, sqvw2, and sqwv3 functions now properly 
represent the square wave functions generated by the EDS power supply and can be 




3.2) Electrostatics: Geometry, Materials sequences 
 The details of the Geometry and Materials sequences of the Electrostatics model 
are left unchanged from the corresponding sequences set up in Section 2.3. 
 
3.3) Electrostatics: Physics sequence 
The electrostatic field in the system, E, is defined by the equation: 
𝐸 = 	−∇𝑉     (3.1) 
COMSOL uses Eq 3.1 and the electric displacement field equation 𝐷 = 𝜀%𝐸 + 𝑃 to 
represent Gauss’ law, in differential form as ∇ ∙ 𝐸 = &
'!
, in a rewritten form as:  
−∇ ∙ (𝜀%∇𝑉 − 𝑃) = 𝜌     (3.2) 
where D, 𝜀%, P, and 𝜌 are the electric displacement, permittivity of vacuum, electric 
polarization vector, and space charge density, respectively. This rewritten version of 
Gauss’ law describes the electrostatic field in dielectric materials, and it is the primary 
equation the modeling software solves for during each Electrostatics study. 
After creating a model’s geometry and assigning its material properties, the 
general process for modeling electrostatics in COMSOL requires importing the AC/DC 
module and its Electrostatics user interface, specifying the domains whose electrostatic 
equations are being solved for, defining the domains of charge conservation across the 
model, defining the system boundaries where there is zero charge, and finally specifying 
the initial voltages of all the system’s domains. 
The first step after importing the Electrostatics user interface is selecting which 
geometric domains will have their electrostatic values solved for, i.e., the domains where 
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electrostatic physics will be occurring. Because we are primarily interested in the 
trajectories of dust particles as they move through the air above and around the EDS, the 
only domain in the system we actually need to electrostatically model is the air. Although 
we can also determine the electrostatic values of the PET or borosilicate glass substrates, 
the OCA dielectric, or the Willow Glass EDS surface domains, we do not need to solve 
for these values in order to model the electric field above the EDS nor the particle 
trajectories it instigates. Ultimately though, all these domains are included in the 
electrostatic modeling, simply because if they were not, then these non-air domains 
would not be visible in any visualizations of the system’s electrostatics. 
Additionally, the domains of charge conservation must also be selected for. By 
selecting the same domains described in the preceding paragraph, we specify that 
electrical charge can move throughout the entirety of the system but not escape into the 
air surrounding the system. Or, put another way, we specify that electric charge can move 
throughout the various material components of the EDS, but will not escape the system 
and start charging the surrounding air. 
Next, the system’s zero charge boundaries must be specified as well. These zero 
charge boundaries are, rather straightforwardly, the boundaries of the system through 
which no electric charge passes. In our model, we simply specify these boundaries to be 
outer edges of the model which form the perimeter of the system. 
The final step in the general electrostatics modeling process is specifying the 
initial voltages of all system domains. This is done by instantiating a Terminal, selecting 
the domain or domains whose voltage(s) the Terminal will define, and then setting the 
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terminal to that voltage. In this model, all domains except the electrodes are set to 0 V, 
leaving only the electrodes to require voltages to be assigned. If the system being 
modeled was static, the electrode voltages could simply be set to a ‘maximum voltage’ 
parameter, but because the electrode voltages are changing over time, their voltage values 
must be assigned another way that factors in time. This is done using the square wave 
functions established in Section 3.1. 
These function calls are done by instantiating three Terminals, called 
Terminal_Phase1, Terminal_Phase2, and Terminal_Phase3, and assigning which 
electrodes each Terminal defines. This is done using Electrodes_Phase1, 
Electrodes_Phase2, and Electrodes_Phase3, the Explicit Selections instantiated in 
Section 2.2. After assigning all electrodes to their corresponding terminals, the voltages 
of the terminals are defined as:  
𝑠𝑞𝑤𝑣1(𝑡 ∗ 1𝐻𝑧) + ()*+,-.)/0
1
    (3.3) 
𝑠𝑞𝑤𝑣2(𝑡 ∗ 1𝐻𝑧) + ()*+,-.)/0
1
    (3.4) 
𝑠𝑞𝑤𝑣3(𝑡 ∗ 1𝐻𝑧) + ()*+,-.)/0
1
    (3.5) 
where Eqs. 3.3, 3.4, and 3.5 represent the voltages of the Electrodes_Phase1, 




3.4) Electrostatics: Mesh, Study sequences 
 The mesh used in the Electrostatics model is the same mesh created in Section 2.4 
to cover the entire EDS system being modeled, and the study settings being used are the 
same as those described in Section 2.5. 
 
3.5) Electrostatics: Results sequence 
 Once the study details are set, the simulation is run, and the system’s electric 
potential distribution and electric field are solved for. Figure 3.2 shows the electric 
potential and field of an EDS system with all the geometric and electrostatic parameters 








Figure 3.2) The (a) electric potential and (b) electric field in the air above the EDS surface. 
The center electrode in the images is Electrode 14, with Electrodes 13, 15, and 16 to its left, 
right, and far-right (not pictured), respectively. 
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After completing this simulation, the values of the electric potential and field at specific 
points can be found. These values can be used to determine the Coulomb force a dust 
particle experiences from the EDS and how that force compares to other forces acting on 
the dust particles, such as gravity. This type of investigation will be useful to illustrate the 
significance of the derived electric field values. Assuming the dust particle charge 𝑞 of 
2.765 ∗ 1023𝜇𝐶 derived in Section 4.3.2, the Coulomb force acting upon the dust particle 
can be found by 𝐹 = 𝑞𝐸. The gravitational force a dust particle experiences can be found 
from 𝐹 = 𝑚𝑔, where 𝑚 is 4.304 ∗ 1023𝑔, derived in Section 4.3.2, and 𝑔 is 9.8	𝑚/𝑠1, 
the magnitude of the gravity vector. With these two equations and the largest and 
smallest 𝑬 values found in Table 3.2, we find the dust particles can experience Coulomb 
forces ranging from 1.192 ∗ 1023 newtons to 5.588 ∗ 1023 newtons, or 119.2 to 558.8 
nN, and a gravity force of 4.218 ∗ 102$ newtons, or 4.218 nN. This gravity force, along 
with the 95 nN surface adhesion force described in Section 4.3, shows that the Coulomb 
forces exerted by the EDS are larger than the gravity and surface adhesion forces keeping 
dust particles on the surface of an EDS. This result shows why an EDS is able to clear 
away dust from the surface of solar collectors, and this investigation shows the 
significance of the model’s ability to simulate the electric field generated by an EDS. 
 
3.6) Electrostatics: Model validation 
 Before moving on to the simulation of particle trajectories in the EDS, it is 
important to validate the electric field modeling which the particle trajectory modeling 
will be built on top of. Validating these electric field values experimentally would require 
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equipment which could measure electric field values at very precise spatial locations on 
the scale of 1 ∗ 102# m. Because the equipment for electric field measurements at this 
granularity was unavailable for this thesis work, other validation methods were used.  
Previous work has already studied the accuracy of using COMSOL to model the electric 
potential and electric field values of an EDS. In 2016, Sayyah et al. created a rudimentary 
model of an EDS system with 3 electrodes and a single dielectric layer, and then used this 
model to generate the electric potential and field profiles for the air around this three-
electrode EDS [17]. COMSOL-generated values for the normal component of the electric 
field were then compared to electric field normal component values derived from analytic 
equations. The numerical results from the simulation were found to be in very good 
agreement with the analytic results. This leads to greater confidence in the ability of the 
COMSOL software to accurately model the electrostatics physics occurring in the EDS 
system. 
In addition to this validation done in previous literature, an investigation was 
conducted in the current model to verify that the electrostatics results behave as expected. 
This investigation solved for the electric potential and field values at a set of six points: 
three points centered directly above three adjacent electrode phases, and the other three 
points centered between these electrodes. Each of these evaluation points is located at a 
distance ‘particle_diameter/2’ above the surface of the Willow Glass surface of the EDS 
system, such that any dust particle on the EDS surface would be centered at these 




Table 3.2) Electric potential and field values are taken at time 0.01s from points above the 
electrodes pictured in Figure 3.2. 
Evaluation Point Center Electric Potential (V) Electric Field (V/m) 
Above Electrode 13 (Phase 1) 1056.7 1.111 * 106 
Between Electrodes 13, 14 1072.3 4.312 * 105 
Above Electrode 14 (Phase 2) 1056.8 1.104 * 106 
Between Electrodes 14, 15 663.61 1.163 * 106 
Above Electrode 15 (Phase 3) 285.84 2.021 * 106 
Between Electrodes 15, 16 663.63 1.163 * 106 
Above Electrode 16 (Phase 1) 1057.0 1.117 * 106 
 
In addition to the six evaluation points already mentioned, a seventh evaluation 
point is positioned so that it is located in the same position as the first point, relative to its 
surrounding phased electrodes. This allows us to compare whether the electric potential 
and field values are the same at identical locations relative to their surrounding 
electrodes. This expected behavior indeed occurs three times in the data presented in 
Table 3.2. In the first case, the evaluation points above Electrodes 13 and 16, both ‘Phase 
1’ electrodes, have electrode potential and field values of 1056.7 V and 1.111 ∗ 10" 
V/m, and 1057.0 V and 1.117 ∗ 10", respectively. In the second case, the points above 
Electrodes 13 and 14, which at time 0.01 s. are both electrodes flanked by one electrode 
at 1200 V and another at 0 V, have electrode potential and field values of 1056.7 V and 
1.111 ∗ 10" V/m, and 1056.8 V and 1.104 ∗ 10" V/m, respectively. In the third and 
final case, the two evaluation points between Electrodes 14 and 15 and between 
Electrodes 15 and 16 have electrode potential and field values of 663.61 V and 1.163 ∗
10" V/m, and 663.63 V and 1.163 ∗ 10" V/m, respectively. This result is to be expected 
because both evaluation points are situated directly between an electrode at 1200 V and 
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another at 0 V. This investigation shows that when the required spatial voltage pattern is 
applied across the EDS electrodes, the simulated electric potential and field values does 
indeed behave as expected. 
 
With the Electrostatics model built up, its results examined, and its accuracy 
validated by previous works of research and the demonstrations of expected behaviors, 
the work of building the Electrostatics model is complete. Now, the Particle Tracing 
model work, which will build on top of the Electrostatics model and use its results for its 
own calculations, can begin.
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4. PARTICLE TRACING MODELING 
 The Particle Tracing model follows the same process as the Electrostatics model, 
where the main difference between the two models lies in the Physics sequence. After 
creating the Particle Tracing model and verifying its ability to simulate particle 
trajectories for different use cases, high-speed camera experiments can be used to 
validate the model’s accuracy. 
 
4.1) Particle Tracing: Definitions, Geometry, Materials sequences 
The Definitions, Geometry, and Materials sequences of the Particle Tracing 
model are left unchanged from the corresponding sequences of the Electrostatics model 
described in Sections 2.2, 2.3, and 3.1. This is because the Particle Tracing model is 
meant to build on top of the results of the Electrostatics model, and because the EDS 
being modeled and its size and materials are not changed when investigating different 
physics. 
 
4.2) Particle Tracing: Physics sequence 
 When calculating particle motion in a fluid, the COMSOL modeling software 
uses the following equation derived from Newton’s second law of motion: 
4
45
I𝑚6𝑣J = 𝐹7 +	𝐹/ +	𝐹0*.    (4.1) 
where 𝐹7, 𝐹/, and 𝐹0*. represent the drag force, gravity force, and all other external 
forces acting on the particle, respectively. The full equation governing particle motion in 
the EDS system is found by expanding out 𝐹0*.. 
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The movement of dust particles in the EDS system is primarily caused by the 
Coulomb force from the electric field generated by the system’s electrodes, but there are 
other forces acting on the dust particles as well. Particles in the system also experience 
surface adhesion force with the glass surface of the EDS, and additional Coulomb force 
from the particle-to-particle interactions of the charged dust particles. Taken together, 
these three forces comprise 𝐹0*. such that the full equation of particle motion in the fluid 
(air) above the EDS is defined as:  
4
45
I𝑚6𝑣J = 𝐹7 +	𝐹/ +	(𝐹8 + 𝐹9) + 𝐹626 + 𝐹7:;)   (4.2) 
where 𝐹8 , 𝐹9), 𝐹626, and 𝐹7:; represent the Coulomb, surface adhesion, particle-to-
particle interaction, and dielectrophoretic forces, respectively. The equations and 
descriptions for each of these forces are as follows: 
Drag force: When calculating the drag force 𝐹7 on a particle in a fluid, the 




𝑚6(𝑢 − 𝑣)     (4.3) 
where 𝑢 is the fluid velocity in m/s, 𝑣 is the velocity of the particle in m/s, 𝑚6 is the 
particle mass in kg, and <
="
 is a drag coefficient. In the case of dust particles traveling 
through the air above an EDS, the particles are small objects and the air has a very slow 
fluid velocity, so the type of fluid flow occurring is Stokes flow, also called creeping 
flow. It is this type of fluid flow which leads to the use of the <
="
 coefficient, where 𝜏6 is 







      (4.4) 
where 𝜇 is the fluid viscosity in Pa∙s, 𝜌6 is the particle density in kg/m3, and 𝑑6 is the 
particle diameter in m. 
Gravity force: The equation the COMSOL software uses to determine the gravity 




     (4.5) 
where 𝑚6 is the particle mass, 𝑔 is the gravity vector, 𝜌6 is the particle density, and 𝜌 is 
the density of the surrounding fluid in kg/m3, where the &"$%
&"
 coefficient takes into 
account the buoyant force exerted on the particle by the air fluid surrounding it. 
Coulomb force: The electric force, or Coulomb force, exerted on a particle is 
calculated by the equation: 
𝐹8 = 𝑒𝑍𝐸     (4.6) 
where 𝑒 is the elementary charge in s∙A, 𝑍 is the dimensionless charge number, and 𝐸 is 
the electric field in V/m. This 𝐸 value is obtained from the electrostatics modeling done 
previously in the modeling process. 
Surface adhesion force: Dust particles on the glass surfaces of PV modules 
experience a surface adhesion force, and it is this adhesion that causes dust particles to 
accumulate on the solar collector surface, leading to light scattering and absorption and 
thereby the soiling effect itself. Likewise, dust particles on the Willow Glass surface of 
an EDS also experience an adhesive force. There is no single theory or equation 
governing adhesion between particles and/or surfaces, and it is at best understood as a 
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phenomenon encompassing van der Waals forces, capillary forces, and chemical, 
mechanical, and electrostatic mechanisms. Because there is no unified equation or set of 
equations describing the phenomenon, surface adhesion was included in the model 
empirically by creating a region of air above the EDS surface where any dust particles in 
this region will experience and additional generic force with a magnitude equal to 
measured values of the surface adhesion force. This was done by creating a new 
geometry domain which runs the length of the entire EDS surface and is set directly 
above the Willow Glass domain. The height of this new domain is parameterized and set 
to particle_diameter, so that any particle resting directly on the EDS surface will be 
resting wholly within this new domain, but particles not on the surface would not be in 
this domain. The material of the new domain is set as air, and this domain is 
characterized as having a generic force being exerted throughout it. The magnitude of this 
generic force is taken from a 2015 paper which measured the adhesion forces between 
dust particles and the glass surfaces of PV modules [18]. In this way, all particles in this 
new domain (i.e. all particles resting on the Willow Glass surface) will experience this 
downward adhesion force, in addition to the other drag, gravity, and Coulomb forces 
exerted in the rest of the air surrounding the EDS. 
Particle-particle interaction forces: This force is not present in any single-particle 
modeling but can be activated in multi-particle models. This force is governed by 
Coulomb’s law, which describes the force 𝐹B acting on a particle 𝑖 in a system of 𝑁 
particles, and defined as: 
𝐹626 = 𝐹B = −𝑘0𝑒1 ∑ 𝑍B𝑍CDCE<
(G&2G')
IG&2G'I
(   (4.7) 
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where 𝑘0 is Coulomb’s constant of 8.98 ∗ 10$ N∙m2/C2, 𝑟B is the position vector of the 𝑖th 
particle, 𝑟B is the position vector of the 𝑗th particle, and 𝑍 is the particle charge number. 
 Dielectrophoretic force: This is the force exerted on a dielectric particle when it is 
being subjected to a non-uniform electric field. The equation describing the 




)∇|𝐸|1    (4.8) 
where 𝜀K is the relative permittivity of the fluid, 𝜀6 is the relative permittivity of the 
particle, and 𝐸 is the electric field. The values of 𝜀K and 𝜀6 are 1 and 2.4 respectively, 
where the value of 𝜀6 was taken from a special 2004 publication from the European 
Space Agency [19]. 
 
4.2.1) Characterizing the simulated dust particles 
 After establishing all the forces which will act upon dust particles in an EDS 
system, the properties and initial locations of the particles being modeled must be 
established. 
When characterizing the particles in the model, only a few values are required. 
Because the model simulates particles as hard-shell spherical objects, characterizing a 
particle type requires its mass, density, and diameter values, where the user needs only to 





)J. Additionally, the user must also specify the particle type’s 
charge number 𝑍. 
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The values provided for density, diameter, and charge number are 1,910 kg/m3, 75.5 μm, 
and 1.726 ∗ 10", where 75.5 μm is parameterized as particle_diameter. The value of the 
particle density is taken from a paper describing the properties of JSC MARS-1, the dust 
simulant used in the experimental work done in Section 4.5.2 [20]. The value of the 
particle diameter is set at 75.5 μm because the experimental work in Section 4.5.2 uses 
dust within the 63–88 μm particle-size distribution (PSD) range, where 75.5 μm is at the 
center of this distribution. This 63–88 μm PSD range achieved by sieving the dust 
between two sieves with these two mesh sizes. The value of the charge number Z is 
determined using the equation 𝑍 = 𝑞𝑒, where 𝑞 is the charge of a dust particle and 𝑒 is 
the elementary charge value of 1.602 ∗ 102<$ Coulombs. The particle charge 𝑞 is 
determined to be 2.765 ∗ 1023 μC and is found by multiplying the mass of a particle 
4.304 ∗ 1023 g with the charge-to-mass (𝑞/𝑚) ratio 0.6425 μC/g, where these two values 
come from the 𝑚𝑎𝑠𝑠	 = 	𝑑𝑒𝑛𝑠𝑖𝑡𝑦	 ∗ 𝑣𝑜𝑙𝑢𝑚𝑒 equation and a paper examining the 𝑞/𝑚 
ratios of dust particles leaving the EDS system, respectively [21]. 
Two things should be noted about the use of a singular particle size and a singular 
particle charge value in the model: Regarding the particle size, as described above, the 
experimental work in Section 4.5.2 uses dust within a 63–88 μm particle-size distribution 
range, but the model only simulates dust particles with 75.5 μm diameters. Although this 
value is not too different than the upper and lower bounds it centers, these smaller and 
larger particles will likely behave differently from particles in the center of the PSD range 
in experiments with a real EDS. Differences in diameters leads to differences in mass, 
which affect the drag and gravity forces particles experience, and these differences in 
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mass in turn create differences in particle charge (even assuming the same 𝑞/𝑚 ratio 
between particles, an oversimplification discussed in the next paragraph), which affects 
the Coulomb, particle-to-particle interaction, and surface adhesion forces that particles 
experience. Regarding the particle charge, it should be noted that the referenced paper 
examining the 𝑞/𝑚 ratio of dust particles used a Faraday cup to conduct its 
measurements, and a Faraday cup measures the net charge-to-mass ratio of all the dust 
being collected and measured. This means that dust particles leaving an EDS surface 
likely have a range of charge values above and below that which corresponds to a 𝑞/𝑚 
ratio of 0.6425 μC/g, potentially including dust particles with a negative charge. In this 
modeling work, all dust particles will be treated as having the same positive charge value, 
but this is a simplification of how real-life dust interacts with an EDS, and future work is 
required to better understand dust particles’ charge characteristics and reflect that in their 
modeling. 
The initial positions of the simulated particles can be specified in a number of 
ways. Particles can be released from a point or points initialized during the Geometry 
sequence, can be released across an array of points using the ‘Release by Grid’ method, 
or can be released from points with x-y coordinates taken from an externally-uploaded 
file. The particle release location(s) will vary depending on the simulation work being 
done, and the release locations will be described for each of the particle tracing 




4.3) Particle Tracing: Mesh, Study sequences 
 The mesh and study settings used in the Particle Tracing model are the same mesh 
created for the general model and time-dependent study settings detailed in Sections 2.4 
and 2.5, respectively. 
 
4.4) Particle Tracing: Results sequences 
 With the Study sequence set, the simulation can be run, and its resulting data can 
give information about the trajectories of any particles in the system, most prominently 
their positions and velocities, where this data can be represented numerically or visually. 
 
4.4.1) Trajectories of single particles 
 The most basic particle tracing investigation is simulating the trajectory of a 
single particle. Shown in Figure 4.1, a single particle is released at time 0 s. near the 
center of the EDS. Through visual inspection, it is seen that the particle starts near a 
Phase 1 electrode, moves to the Phase 3 electrode to the right, returns to the Phase 1 
electrode, then exits the system, with its speed throughout the process given by the color 





Figure 4.1) The trajectory at time 0.1 s. of a particle released 87 μm to the right of a Phase 1 
electrode. 
 
These results can also be represented numerically rather than just visually. For this 
simulation, the numerical data shows that the particle reaches the system boundary at 
time 0.015 s with a speed of 0.44126 m/s. This investigation shows what type of data the 
particle tracing simulations can provide. 
 
4.4.2) Effects of initial placement of trajectory 
 With the model in place, another investigation can be conducted to determine how 
a particle’s initial location affects its trajectory and motion throughout the EDS system. 
This is done to determine how important a factor particle initial position is, an issue that 
will affect the model validation work of Section 4.5.2. 
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A simulation was conducted in which 30 particles were released across one spatial 
period of EDS electrodes (i.e. between the center of a Phase 1 electrode and the center of 
the next Phase 1 electrode to its right.) Using a ‘Release by Grid’ method, these particles 
are released on the surface of the Willow Glass and spaced 87um apart from each other, a 
distance only slightly larger than the particle diameter. The results of this simulation are 
seen in Figure 4.2. (Note: In this simulation, the particle-particle interaction force is 
disabled and each trajectory visualized is the same as if the simulation contained only a 




Figure 4.2) The particle trajectories at time 0.005 s. The four electrodes (seen along the ‘0’ 





From Figure 4.2, it is shown that the particles released in the area between Phase 
1 and Phase 2 electrodes exit the EDS system immediately and have vastly different 
trajectories depending on the particles’ initial locations. The particles released in the 
areas between the Phase 2 and Phase 3 electrodes and between the Phase 3 and Phase 1 
electrodes are all directed towards the Phase 3 electrode, but even then these particles still 
have very different locations at time 0.0035 s. Ultimately, this simulation shows that a 
particle’s initial position greatly affects its resulting trajectory, and that even a difference 
in position approximately the diameter of a particle can lead to a very different trajectory. 
 
4.4.3) Trajectories of multiple particles 
 The ability to simulate multiple particles interacting with and moving throughout 
an EDS system is a crucial component of this work. Moving from single-particle to 
multi-particle simulations is very simple and only requires releasing multiple particles 
into the system and enabling particle-particle interaction forces between them. With this 
in place, the model can be used to investigate how a large amount of dust particles move 
across an EDS surface over time. 
An investigation operating the model at its full capabilities is conducted which 
simulates 100 dust particles, distributed evenly across the EDS surface using the ‘Release 
by Grid’ method, and how they interact with the EDS-generated electric field. The results 
of this investigation are shown in Figure 4.3 which displays a snapshot of the EDS 
system, and the positions of particles across the EDS, at 11 points in time. Starting at 
time 0 s., the EDS is shown with 100 particles across its surface, all with no speed or 
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trajectory. At time 0.002 s., 2 milliseconds after EDS activation, the particles can be seen 
to have moved, with some particles in some regions bursting upwards into the air and the 
particles in the remaining regions beginning to congregate together. These regions of 
particle burst or particle congregation follow a spatial pattern, which is expected and 
corresponds to the phased nature of the electrode activation pattern. By time 0.01 s., most 
particles have either fully escaped the system or congregated around a specific electrode 
phase, in this case, Phase 3. From then on, Figure 4.3 shows the congregated particles 
moving slightly leftward at each displayed iteration of the simulation from time 0.01 s. to 
0.25 s, until most of the dust particles have escaped the system by time 0.25 s. It is in this 
manner that an EDS is able to clear dust from its surface, and this model illustrates 

















Figure 4.3) Visualizations of the dust particles on the EDS surface from time 0 s. to 0.25 s. 
These images show that an initial amount of dust leaves the system soon after EDS 
activation, while the remaining dust move leftward across the EDS surface from electrode 




4.4.4) EDS evaluation metric within the model 
 With the model now fully capable of simulating a working EDS, different EDS 
designs can be evaluated to determine their relative merits. To this end, it is necessary to 
determine a model performance metric by which an EDS design will be evaluated. There 
are two metrics which readily present themselves as options: 1) the percentage of 
particles removed in a given time X, or 2) the amount of time required for a given 
percentage Y of particles to be removed. Both of these metrics are able to show which 
EDS designs are “better” at removing dust, but the second metric is the one selected for 
two reasons. Firstly, any choice of a time X will be an arbitrary choice as there is no 
reason to select a time 0.5 seconds over 1 second over 0.738 seconds. Secondly, one of 
the metrics used in experimental evaluation of an EDS is the dust removal efficiency 
(DRE), where, for example, a 95% DRE means that 95% of the dust originally on the 
surface was cleared after EDS operation. Measuring the amount of time required to clear 
Y% of particles in the system is therefore the same as determining the amount of time it 
takes an EDS to reach a DRE of Y%. 
Therefore, the metric by which different EDS designs will be evaluated by in this 
modeling work will be the amount of time required to remove 95% of dust particles 
originally in the system, with 95% being chosen because a 95% DRE is the empirical 




4.5) Particle Tracing: Model validation 
 With the model able to simulate the EDS dust clearing process and predict the 
motions of dust particles, the model must now be validated to ensure its accuracy. This is 
done using two different methods. 
4.5.1) Comparing trajectories of particles released at same relative positions 
 After developing the modeling to simulate the trajectory of a single particle, a 
quick initial analysis can be conducted to determine whether the model behaves as 
expected. This analysis involves determining whether particles placed at the same 
locations relative to their surrounding electrodes (e.g., directly above a Phase 1 electrode) 
all follow the same trajectory. To determine this, a simulation was run where a particle 
was released centered directly above each Phase 1 electrode, and the particles’ 
trajectories were compared. Because each particle is in the same position relative to the 
surrounding electrodes, the electric field values the particles experience should be the 
same, and the particles’ resulting trajectories should also be the same. The results of this 
analysis are included below, with the trajectories of the dust particles illustrated in Figure 





Figure 4.4) The trajectories of non-interacting particles released above all Phase 1 
electrodes. 
 
Table 4.1) The escape times and speeds of the non-interacting particles released above all 
Phase 1 electrodes. 
Electrode # 1 4 7 10 13 16 19 22 25 28 
Escape Time 
(s) 0.0085 0.01 0.0115 0.01 0.0095 0.0105 0.0115 0.009 0.0095 0.006 
Escape 
Speed (m/s) 0.311 0.36 0.163 0.476 0.51 0.516 0.527 0.514 0.502 0.52 
 
From Figure 4.4, it is clearly shown that the trajectories of the first two particles 
on the left, which were placed above Electrodes 1 and 4, follow very different trajectories 
from the other particles, and that the particle above Electrode 28 also has a trajectory 
different from the majority, albeit only slightly. These conclusions are backed up by 
Table 4.1 which shows the all particles besides those released above Electrodes 1, 4, and 
28 had very similar escape times and escape velocities, with the particle released above 
Electrode 7 having a lower escape speed. The explanation for why the particles above 
Electrodes 1, 4 and 28 have different particle trajectories (and a lower escape speed for 
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Electrode 7’s particle) comes from the fact that these electrodes are with the ‘edge-
effects’ region described in Section 2.3.1. In light of this, these different trajectories 
makes sense and further validate the work done in Section 2.3.1. 
Regardless, this quick analytical exercise indicates that the model does behave as 
expected in the given situation. This exercise was repeated twice more, once with 
particles placed above all the Phase 2 electrodes and then with particles placed above the 
Phase 3 electrodes. Results for the Phase 2 simulation showed very similar particle 
trajectories, while results for the Phase 3 simulation showed somewhat similar particle 
trajectories, with both cases showing center particles having more similar trajectories 
while the particles experiencing ‘edge-effects’ had more different trajectories. This 
investigation shows that the EDS model does behave as expected in this regard. 
 
4.5.2) High-speed camera validation 
 Another method for validating the computational model involves using a high-
speed camera to examine the trajectories of dust particles in the system and determining 
if these experimentally observed trajectories align with the ones predicted by the model. 
This validation approach is similar to the one used by Horenstein et al. to validate their 
computational equation solver-based model [14]. In that work, a particle was introduced 
onto an EDS surface and the position of this single particle across time, and therefore the 
particle’s overall trajectory, was tracked using a high-speed camera. But, there are a few 
limitations to that validation approach. Firstly, the particles used in that validation work 
were not representative of the dust particles found in real-life EDS use cases, as the 
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particles used were 500 μm diameter polylatex styrene particles. If more realistic particle 
sizes were used in these high-speed camera experiments, the particle size would be much 
smaller than the spacing between electrodes, making it difficult to know particles’ initial 
starting locations in the system. Because there would be ‘more’ positions a particle could 
start at, there would also be more theoretical particle trajectories to try to match to the 
experimental trajectories. This would be an exceedingly difficult task because, as shown 
in Section 4.4.2, initial particle location largely affects the resulting particle trajectory. So 
the more realistic the individual dust particle used, the harder it would be to validate the 
predicted particle trajectory. Additionally, there is simply a randomness inherent in the 
trajectory of a single particle such that using single particle trajectories to validate the 
model is a method prone to the errors because of the inherent randomness. 
For these reasons, a different high-speed camera-based experimental validation 
method was developed to validate the model. In this method, the trajectories of a single 
particle were not examined, but rather the net movements of many particles were. In this 
method, an EDS of specific geometric parameters is instantiated in the model, 100 
particles are released into the system, and the time required for the particles to change 
which electrodes they are congregated around, termed here as the “temporal period”, is 
evaluated. After determining an EDS design’s predicted temporal period, its experimental 
temporal period is then determined. This is done by applying dust to the surface of a real-
life EDS sample with the same geometric parameters used in the model, activating the 
EDS, and tracking the movement of dust on the EDS surface using a high-speed camera. 
By measuring the time that passes between changes in the dust’s position, the system’s 
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experimental temporal period can be found. Then, the EDS design’s predicted and 
experimental temporal period values can be compared to determine the model’s accuracy. 
This process was first conducted on a screen printing-based EDS with all the 
design parameters listed in Table 2.2. This EDS design was instantiated in the model, an 
Electrostatics study was conducted to determine the system’s electric field values, and 
then a Particle Tracing study was conducted to determine how particles moved through 








Figure 4.5) Images showing dust centered around single electrodes or spread between two 
electrodes at different times in the simulation. These images and the times they occur at are 
used to determine the predicted temporal period. 
 
In the three frames comprising Figure 4.5, dust particles can be seen centering 
around Phase 2 electrodes starting at time 0.051 s., spreading between Phase 2 and Phase 
1 electrodes starting at time 0.086 s., and then centering around Phase 1 electrodes 
starting at time 0.118 s. This behavior of centering around a single electrode and then 
spreading between two electrodes is repeated across time. Table 4.2 describes the state of 




Table 4.2) Description of model-predicted dust motion in the system over time. 
Simulation Time State of Dust in Simulation 
0.0195 s. Dust moves leftward, begins spreading between Phase 3 and 2 electrodes 
0.051 s. Dust begins centering around Phase 2 electrodes 
0.086 s. Dust begins spreading between Phase 2 and 1 electrodes 
0.118 s. Dust begins centering around Phase 1 electrodes 
0.153 s. Dust begins spreading between Phase 1 and 3 electrodes 
0.184 s. Dust begins centering around Phase 3 electrodes 
0.2185 s. Dust begins spreading between Phase 3 and 2 electrodes 
0.2515 s. Dust begins centering around Phase 2 electrodes 
0.2855 s. Dust begins spreading between Phase 2 and 1 electrodes 
0.318 s. Dust begins centering around Phase 1 electrodes 
0.352 s. Dust begins spreading between Phase 1 and 3 electrodes 
 
The average time between these changes in the state of the dust on the EDS surface, and 
therefore the temporal period, is found to be 0.0332 s. 
 Next, the system’s experimental temporal period is determined. An EDS of the 
same design instantiated in the model is placed in front of a Photron FASTCAM Mini 
UX high-speed camera and has dust particles deposited on its surface. A computer 
running Photron FASTCAM Viewer software directs the camera to start taking photos of 
the EDS surface at a resolution of 1280 x 1024 pixels using a 2,000 fps (frames per 
second) frame rate. After the camera begins taking images, the EDS is activated and dust 
begins moving across its surface. After a second or two of dust cleaning, the EDS is 
deactivated, and the recording process is stopped. This results in a few thousand still 
image frames which each show the position of dust on the EDS surface every 0.5 ms., the 
same frequency used in modeling the particle trajectories. Figure 4.6 shows an example 









Figure 4.6) Images of dust on the EDS surface (a) at a time before EDS activation, (b) at a 
time after EDS activation and defined as -0.025 s., and (c) at time -0.025 s. but solely 
viewing the area where the temporal period will be evaluated. 
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With these images, the experimental temporal period of the EDS can be 
determined. This is done by first arbitrarily selecting an image frame in which the dust on 
the EDS surface has already changed from its initial state prior to EDS activation. In this 
first image frame, the dust should be centered around an electrode or electrodes and not 
simply generally covering the EDS surface. Then, the image frames are sequentially 
examined until the next frame that shows the dust centered on a different set of electrodes 
is found. This second frame is defined as the image corresponding to time 0 s. and will 
serve as the reference point to evaluate all other image frames against. (Note: The first 
frame is not selected as the reference point because it is unknown when in the dust 
removal process’ temporal periodic cycle that image was taken. Instead, it is used to 
establish that the second frame has just begun the temporal periodic cycle.) 
With the reference frame selected, the same action is repeated, and the image 
frames continue to be searched through to find the next frame at which the dust has 
finished centering around a different set of electrodes. This is repeated five more times to 
give six image frames which mark the beginning of their temporal periodic cycles and the 
five temporal period times between them. These experimentally found times are checked 
to ensure they are all in accordance with each other, and then they are compared to the 
EDS system’s predicted temporal period. If the predicted and experimental temporal 
period values are similar or the same, it indicates that the model is valid and accurately 
predicts how quickly particles will move through the EDS system. 
The set of image frames which produced the images in Figure 4.6 were evaluated 
using this procedure. Frame #300 of the set was chosen as the first frame, frame #350 
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was the second frame chosen as the reference point at set as corresponding to time 0 s., 
and the remaining frames were #416, #482, #548, #614, and #680, which correspond to 
times 0.033, 0.066, 0.099, 0.132, and 0.165 s., respectively. Each of these frames (except 





(a)      (b) 
 
(c)      (d) 
 
(e)      (f) 
Figure 4.7) Frames (a) #300, (b) #350, (c) #416, (d) #482, (e) #548, and (f) #614 are used to 
determine an EDS system’s experimental temporal period, where the red and blue ovals in 
each frame correspond to Electrodes 1 and 10 in Table 4.3, respectively. 
 
Each frame in Figure 4.7 (as well as frame #680, which is unpictured) has a red 
and blue oval placed on the same electrodes so that the set of ten electrodes between them 
can be easily examined. For each frame, each of the 10 electrodes between the two 
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colored ovals is examined for the pronounced presence, or lack thereof, of dust. The 
results of this analysis are collected in Table 4.3. 
 
Table 4.3) The observed presence of dust, or lack thereof, over time across the 10 EDS 
electrodes being examined. 
Frame # 300 350 416 482 548 614 680 
Frame Time -0.025 s. 0 s. 0.033 s. 0.066 s. 0.099 s. 0.133 s. 0.166 s. 
Electrode 1 Dust Dust --- Dust Dust --- Dust 
Electrode 2 Dust --- Dust Dust --- Dust Dust 
Electrode 3 --- Dust Dust --- Dust Dust --- 
Electrode 4 Dust Dust --- Dust Dust --- Dust 
Electrode 5 Dust --- Dust Dust --- Dust Dust 
Electrode 6 --- Dust Dust --- Dust Dust --- 
Electrode 7 Dust Dust --- Dust Dust --- Dust 
Electrode 8 Dust --- Dust Dust --- Dust Dust 
Electrode 9 --- Dust Dust --- Dust Dust --- 
Electrode 10 Dust Dust --- Dust Dust --- Dust 
 
From this table, it is clear that the time between each change in the dust’s 
position, and therefore the experimental temporal period, is 0.033 s. This aligns exactly 
with the predicted temporal period of 0.0332 s. and signifies that there is agreement 
between the model-predicted and experimentally observed dust behavior. 
 Yet, Table 4.3 also clearly shows some disagreement between the model and the 
experimental results. Specifically, at each frame in Figure 4.7 and at each time in Table 
4.3, dust is seen to be centered around two of the three electrodes in a spatial period. Yet  
Figure 4.5 and Table 4.2 clearly show that the dust on the EDS surface is predicted to be 
either centered around a single electrode or spread between two electrodes in a spatial 
period, not centered around two electrodes. Although it is reasonable to conclude that the 
observed behavior of dust being centered around two electrodes corresponds to the 
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predicted state of dust being spread between two electrodes, the lack of dust being 
experimentally observed to congregate around a single electrode is still unexplained. 
 To examine this phenomenon more fully, these computational and experimental 
investigations were repeated for three other test cases: 1) the same EDS sample used 
above but held at a 30° incline, 2) a flexography-based EDS with copper electrodes and 
the geometric parameters listed in Table 4.4 and held at a 0° incline, and 3) this latter 
sample held at a 30° incline. 
 
Table 4.4) The parameters with changed values for the flexography-based EDS used for the 
third and fourth high-speed camera test cases. 
Model Parameter Parameter Value 
electrode_width 10 μm 
electrode_spacing 870 μm 
substrate_height 50 μm 
 
In this first alternate test case, the predicted temporal period was also 0.0332 s. 
Using the same high-speed camera procedure described above, the experimental temporal 
period was also found to be 0.033s and the behavior detailed in Table 4.3 was also 
observed. 
In the second and third alternate test cases where a flexography-based EDS was 
used instead of a screen-printed EDS, the average temporal period was also predicted by 
the model to be 0.0332 s. The experimental temporal period was also found to be 0.033 s. 
(although the transitions between states, while clear, were not as visibly crisp and did not 
happen as suddenly as those in the screen printing-based EDS), and the behavior detailed 
in Table 4.3 was also again observed. 
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(Note: In the model, the 100 dust particles being evaluated were released using a 
‘Release by Grid’ method. For the test cases in which the EDS is at a 30° incline, 
although the system’s geometry can be rotated easily using the Geometry sequence, the 
particle release grid cannot be rotated in the COMSOL software. As such, the particles 
were released using the ‘Release from File’ method whereby the x-y coordinates of each 
release point were specified in a text file imported into the model. The Python script 
shown in Figure 4.8 was created to generate this text file.) 
 
 




At this point, the dust behavior predicted by the model and the dust behavior 
experimentally observed are shown to be consistent across several different test cases, 
indicating that the simultaneous agreement and disagreement between the model and the 
observed behavior is not anomalous. Therefore, this discrepancy must be further 
investigated before the EDS model can be expanded to include optics modeling and 
mathematical optimization capabilities. 
 
4.5.3) Investigating the difference between predicted and observed dust behavior 
As described above, there is some partial disagreement between the dust particle 
motions predicted by the COMSOL model and the particle motions experimentally 
observed using a high-speed camera. Specifically, the model predicts that at certain 
times, the dust on the surface of an EDS would be centered around only one of the three 
electrodes making up a spatial period, but high-speed camera images show that there is 
no point in time where dust is only attracted to one of the three electrodes, and rather, in 
every temporal period dust is attracted to two of the three electrodes in a spatial period. A 
further investigation of the theoretical underpinnings of the temporal period is useful in 
addressing this problem. 
As described in Section 3.1, the waveforms which drive the voltage oscillations 
across the EDS electrodes are described by three square waves, one for each electrode in 
a 3-electrode spatial period, where each wave has a 5 Hz frequency, a 0.5 duty cycle, and 
is separated by a 120° phase shift. Figure 4.9 shows that these wave characteristics 




Figure 4.9) An illustration of the three waveforms driving the EDS operation and which 
result in six different possible voltage states. 
 
It is immediately worth noting that each of the 6 possible voltage states lasts 
0.033 s., a value that aligns perfectly with both the model-predicted and experimentally 
observed temporal periods for all four EDS test cases described in Section 4.5.2. This not 
only provides support to the model’s predictions, but it also explains why EDS samples 
with different designs had the same temporal period; namely, because they were all being 
driven by waveforms with the same 5 Hz frequencies. 
 If there are six possible voltage states for an EDS, this implies that, theoretically, 
there are therefore six corresponding states of dust position on an EDS surface across 






Figure 4.10) An illustration showing the theoretical location of dust at each of the six 
possible voltage states. Red electrodes are at high voltage, blue electrodes are at 0 V, the 
dotted lines represent electric field lines, and the orange circles represent the presence of 
positively-charged dust particles. 
 
The positions of dust on the EDS surface for each of these six theoretical states is 
recorded in Table 4.5 in the same format used in Table 4.3 to allow easier comparison. 
 
Table 4.5) The predicted presence of dust, or lack thereof, over time across 10 EDS 
electrodes as determined by the theoretical dust behavior described in Figure 4.10. 
Time 0 s. 0.033 s. 0.066 s. 0.099 s. 0.133 s. 0.166 s. 0.200 s. 
Electrode 1 --- --- --- Dust Dust Dust --- 
Electrode 2 Dust Dust --- --- --- Dust Dust 
Electrode 3 --- Dust Dust Dust --- --- --- 
Electrode 4 --- --- --- Dust Dust Dust --- 
Electrode 5 Dust Dust --- --- --- Dust Dust 
Electrode 6 --- Dust Dust Dust --- --- --- 
Electrode 7 --- --- --- Dust Dust Dust --- 
Electrode 8 Dust Dust --- --- --- Dust Dust 
Electrode 9 --- Dust Dust Dust --- --- --- 




By comparing the theoretical dust behavior from Table 4.5 and the observed dust 
behavior from Table 4.3, it is clear that at times 0.033, 0.099, and 0.166 s., the predicted 
and observed behaviors match and that the model predictions are accurate. Yet at times 0, 
0.066, 0.133 and 0.200 s., there is disagreement as it is predicted that only one electrode 
in a spatial period will attract dust and it is observed that in actuality, two electrodes in a 
spatial period are dust attracting. Although this would at first glance seem like a failure of 
the model, further examination reveals a notable detail in the differences between Tables 
4.5 and 4.3. For the times at which the theoretical and observed behaviors differ, the 
corresponding columns in Tables 4.5 and 4.3 are not only different, but are the direct 
inverses of each other. This means that at these times, the dust is attracted to and repelled 
by electrodes in the exact opposite manner predicted by the EDS. 
 The explanation for this behavior is not immediately evident, although there is 
one possible, although unlikely, explanation. The dust being modeled is defined as 
having a positive charge. This is because, as described in Section 4.2.1, previous 
experiments have shown that the total dust particles being swept away by an EDS leave 
the system with a positive 𝑞/𝑚 (charge-to-mass) ratio, meaning the net charge of 
particles leaving the system is positive [21][14]. But if, at the times of model-experiment 
disagreement, the dust particles were defined as having negative charge values, they 
would behave directly oppositely to the ways theorized in Table 4.5 and would therefore 
match the observed behaviors of Table 4.3. Were this true, it would rectify the 
disagreement between the model and actual EDS behavior during every other temporal 
period, but negatively charged particles would also change the behavior of dust at the 
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times of model-experiment agreement. Therefore, the main conclusion from these results 
is that the charge of dust particles in the system and the mechanism by which they 
become charged must be further investigated. 
Some work has already been done investigating the mechanism by which dust 
particles in the system become charged. Two main theories have been put forward [21]. 
In the first theory, dust particles acquire a charge from the EDS surface through contact 
charging, likely the triboelectric effect. More specifically, charge exchange takes place 
between the surface atoms in contact between the dust particles and the dielectric surface 
of the EDS. This contact charging occurs until the dust particles reach a saturation charge 
level. The second theory contends that dust on the EDS surface acquires its charge from 
the dielectric barrier discharge phenomena. In this process, the high voltages present 
across the EDS electrodes can lead to electric field values approaching the breakdown 
threshold for the dielectric layer between the EDS electrodes and the EDS surface. When 
the breakdown threshold is crossed, weakly ionized plasma channels are generated which 
then form microdischarge filaments. The electrostatic charge and energy created by the 
microdischarge is then distributed over the entire surface of the dielectric layer. Some of 
this energy is able to reach the EDS surface, where it then interacts with and charges the 
dust particles on the surface. Obviously, experiments would need to be conducted to 
validate either theory, but whether either theory would explain the model-experiment 




 The ultimate goal of this thesis research was to create a computational model of 
the EDS that simulated the system’s electrostatics and particle motion as part of a larger, 
comprehensive system rather than as the sole parts of the system worth investigating. By 
using COMSOL Multiphysics, a model was created that not only generated electric field 
distributions and predicted the motions of charged particles, but can be further developed 
to include ray optics modeling and mathematical optimization. This comprehensive 
model can then ultimately be used to determine the optimum design of an EDS for 
different use cases. This is needed because currently, the EDS design produced by default 
was chosen by qualitative estimation of which designs performed better than others. 
Further investigation must be conducted on the charge of the dust being moved 
along an EDS surface and the physical mechanisms by which it acquires its charge. This 
investigation into dust charge will likely reveal the source of the sometimes-disagreement 
between the dust particle motions predicted by the model and particle motions 
experimentally observed. 
After determining and correcting for the source of the model-experiment 
disagreements, the model can then be used to optimize the design of an EDS. This can be 
done one of two ways. The first is a simple “guess and check” method involving 
instantiating the model for different EDS geometries and comparing their relative 
performances in the model. Although this method should successfully compare the merits 
of different EDS designs, it is not truly optimizing the design of an EDS. To truly 
conduct mathematical optimization, the model should be extended to incorporate 
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COMSOL’s Optimization module. By incorporating this module, the user can create an 
objective function to be maximized based off the model performance metric described in 
Section 4.4.4, the range of possible electrode widths, electrode spacings, electrode 
materials, and other design specifications can be established as the optimization problem 
domain, and the model solver can then solve for the optimal set of design specifications 
that lead to the best performing model, and therefore, theoretically, the best performing 
EDS. 
 
Ultimately, a computer model of an EDS system, the main objective of this thesis 
work, was successfully created. 
Section 1 discussed the current and predicted future growth of PV and CSP solar 
power capacity, the problem of soiling, why the electrodynamic screen is an ideal 
cleaning technology, and why and how modeling work on the EDS should be done. 
Section 2 created the framework and set the system parameters for all subsequent 
EDS modeling work using COMSOL Multiphysics. 
Section 3 described the square waveforms which are applied across the EDS 
electrodes, calculated the electric potential and electric field distribution values across the 
whole system, and did some validation work to ensure that all COMSOL-generated 
values were accurate. 
Section 4 listed the various physical forces at work in the EDS system, 
characterized the dust particles used in the model, and explored the trajectories of 
particles in a few different possible cases. Importantly, Section 4 also used a high-speed 
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camera to try to experimentally validate the model, and the results of these experiments 
showed simultaneous agreement and disagreement between the computationally 
predicted and experimentally observed particle trajectory behaviors. The beginnings of 
the investigation into this disagreement were also presented in this section. 
The electrodynamic screen is a technology designed for a problem that will only 
become more pressing in time. In order to develop this technology to its full potential, a 
better understanding of the EDS and its fundamental physics must be gained. Although 
great progress has been made primarily relying on experimental work and observations, a 
comprehensive and accurate computer model will be able to lead to further insights. The 
work of this thesis establishes the framework for this comprehensive model and brings 
the EDS one step closer towards its ultimate goal of commercialization and increasing the 
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