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STARK SYSTEMS OVER GORENSTEIN LOCAL RINGS
RYOTARO SAKAMOTO
Abstract. In this paper, we define a Stark system over a complete Gorenstein local ring with a finite residue
field. Under some standard assumptions, we show that the module of Stark systems is free of rank one and
that these systems control all the Fitting ideals of the Pontryagin dual of the dual Selmer group. This is
a generalization of the theory, developed by B. Mazur and K. Rubin, on Stark (or Kolyvagin) systems over
principal ideal local rings. Applying our result to a certain Selmer structure over the cyclotomic Iwasawa
algebra, we suggest a new method for controlling Selmer groups using Euler systems.
1. Introduction
Euler systems had been introduced by V.A. Kolyvagin in order to study Selmer groups. He constructed a
collection of cohomology classes which is called Kolyvagin’s derivative classes from an Euler system. He used
these classes which come from the Euler system of Heegner points to bound the order of the Selmer group of
certain elliptic curves over imaginary quadratic fields. By using the Euler system of the cyclotomic units, K.
Rubin gave another proof of the classical Iwasawa Main Conjecture over Q, which had been proved by B. Mazur
and A. Wiles. After that many mathematicians, especially K. Kato, B. Perrin-Riou, and K. Rubin, have studied
Selmer gruops using Euler systems.
B. Mazur and K. Rubin noticed that Kolyvagin’s derivative classes have good interrelations. In [MR1], they
defined a Kolyvagin system to be a system of cohomology classes satisfying these good interrelations.
To explain their works in [MR1] and [MR2], we introduce some notation. Let K be a number field and GK
denote the absolute Galois group of K. Let R be a complete noetherian local ring with a finite residue field of
odd characteristic and T be a free R-module with an R-linear continuous GK -action which is unramified outside
a finite set of places of K. Let F be a Selmer structure on T . Suppose that T and F satisfy some conditions
(See Section 3 and Section 4). Let χ(F) ∈ Z be the core rank of F (See Definition 3.19).
Suppose that R is a principal ideal local ring and χ(F) = 1. In [MR1], they proved that the module
of Kolyvagin systems for F is free of rank one and that the R-module structure of the dual Selmer group
associated with F is determined by these systems. Furthermore, if R is the ring of integers in a finite extension
of the field Qp, then they constructed a canonical morphism from the module of Euler systems to the module
of Kolyvagin systems for the canonical Selmer structure (See Example 3.4).
We still assume that R is a principal ideal local ring. Suppose that χ(F) > 0. In [Sa] and [MR2], T. Sano and
B. Mazur - K. Rubin defined Stark systems, independently (T. Sano called them unit systems). In [MR2], B.
Mazur and K. Rubin removed the assumption χ(F) = 1 by using Stark systems instead of Kolyvagin systems.
Namely, they proved that the R-module structure of the dual Selmer group associated with F is determined by
Stark systems. Furthermore, they showed that the module of Stark systems is free of rank one and that there
is an isomorphism from the module of Stark systems to the module of Kolyvagin systems if χ(F) = 1.
To prove Iwasawa Main Conjecture using an Euler system, we need a Stark system over a complete regular
local ring. In [MR2], the elementary divisor theorem is used to define the module of Stark systems. Hence Stark
systems are not defined in [MR2] when R is not a principal ideal ring. Thus clearly we have two important
problems. The first problem is to define a Stark system over an arbitrary complete noetherian local ring. The
Date: October 9, 2018.
1
2 RYOTARO SAKAMOTO
second problem is to control Selmer groups using Stark systems. For these problems, we show the following
results in this paper.
Stark systems over Gorenstein local rings. Suppose that R is a zero dimensional Gorenstein local ring.
To define a Stark system over R, we use a natural generalization of Rubin’s lattice, called the exterior bidual,
instead of the exterior power. In [BKS], D. Burns, M. Kurihara, and T. Sano used the exterior bidual to state
some conjectures about Rubin-Stark elements.
By using the exterior bidual, we generalize some linear algebraic lemmas in [MR2] to zero dimensional
Gorenstein local rings (See Section 2). Thus, in the same way as [MR2], we are able to define a Stark system
over R. Furthermore, under some mild assumptions, we prove that the module of Stark systems over R is free
of rank one (Theorem 4.7).
Suppose that R is an arbitrary complete Gorenstein local ring. Then we can construct an inverse system of
the modules of Stark systems over some zero dimensional Gorenstein quotients of R. We define the module of
Stark systems over R to be its inverse limit and also prove that this module is free of rank one (Theorem 5.4).
Remark 1.1. When R is the cyclotomic Iwasawa algebra, F is the canonical Selmer structure, and χ(F) = 1,
K. Bu¨yu¨boduk proved that the module of Kolyvagin systems for F is free of rank one in [Bu1]. More generally,
when R is a certain Gorenstein local ring, F is a certain Selmer structure, and χ(F) = 1, he showed that
the module of Kolyvagin systems for F is free of rank one in [Bu3]. In this case, we are able to construct an
isomorphism from the module of Kolyvagin systems to the module of Stark systems. Hence Theorem 5.4 is a
generalization of this result.
Controlling Selmer groups using Stark systems. Under some mild assumptions, we prove that all the
Fitting ideals of the Pontryagin dual of the dual Selmer group associated with F is determined by Stark systems
for F when R is a complete Gorenstein local ring (Theorem 5.6).
Remark 1.2. If R is a principal ideal ring and M is a finitely generated R-module, then there is a non-canonical
isomorphism M ≃ Hom(M,Qp/Zp) as R-modules, which implies that
Fitti,R(M) = Fitti,R (Hom(M,Qp/Zp))
for any non-negative integer i. Thus Theorem 5.6 is a generalization of [MR2, Theorem 8.6] (See Proposition
4.17 and Remark 5.7).
Applying our result to a certain Selmer structure over the cyclotomic Iwasawa algebra Λ, we prove that all
the Fitting ideals of the Pontryagin dual of the Λ-adic dual Selmer group is determined by Λ-adic Stark systems
(Theorem 6.10). In particular, we show that Λ-adic Stark systems determine not only the characteristic ideal of
this Λ-module but also its pseudo-isomorphism class. In [MR1], they showed that a primitive Λ-adic Kolyvagin
system control the characteristic ideal of the Pontryagin dual of the Λ-adic dual Selmer group when the core
rank is one. We will show that Theorem 6.10 is a generalization of this result (Proposition 6.11). However, our
proof of Theorem 6.10 is different from the proof in [MR1]. Furthermore, there is a canonical map from the
module of Euler systems to the module of Λ-adic Stark systems when the core rank is one. Hence we suggest a
new method for controlling Selmer groups using Euler systems.
Remark 1.3. After the author had got almost all the results in this paper, T. Sano told the author that D.
Burns and he also were studying Stark systems and Kolyvagin systems over zero dimensional Gorensitein rings
using an exterior bidual (See [BS]).
Acknowledgement. The author would like to express his gratitude to his supervisor Professor Takeshi Tsuji
for many helpful advices. The author is supported by the FMSP program at the University of Tokyo.
Notation. Let p be an odd prime number and K a number field. Let Kv denote the completion of K at a
place v. For a field L, let L denote a fixed separable closure of L and GL := Gal(L/L) the absolute Galois
group of L.
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Throughout this paper, R denotes a complete noetherian local ring with a finite residue field k of characteristic
p. Let mR be the maximal ideal of R. In addition, T denotes a free R-module of finite rank with an R-linear
continuous GK-action which is unramified outside a finite set of places of K. For any non-negative integer i,
let Hi(K,T ) be the i-th continuous cohomology group of GK with coefficient T .
If A is a commutative ring and I is an ideal of A, then define
M∗ := HomA(M,A)
and M [I] := {x ∈ M | Ix = 0} for any A-module M . When I = (x1, . . . , xn), we write M [x1, . . . , xn]
instead of M [I]. Let
∧r
AM denote the r-th exterior power of M in the category of A-modules. We denote by
LA(M) ∈ Z>0 ∪ {∞} the A-length of M .
2. Preliminaries
Let A be a commutative ring, M an A-module and r a non-negative integer. We define the r-th exterior
bidual
⋂r
AM of M by
r⋂
A
M :=
(
r∧
A
M∗
)∗
= HomA
(
r∧
A
HomA(M,A), A
)
.
The pairing
r∧
A
M ×
r∧
A
M∗ → A, (m1 ∧ · · · ∧mr, f1 ∧ · · · ∧ fr) 7→ det(fi(mj))
induces a canonical homomorphism
lM :
r∧
A
M →
r⋂
A
M.
Note that the map lM is an isomorphism if M is a finitely generated projective A-module.
Lemma 2.1. Let F
h−→ M g−→ N → 0 be an exact sequence of A-modules and r a non-negative integer. If F is
a free A-module of rank s ≤ r, then there is a unique A-linear map
φ :
r−s∧
A
N ⊗A det(F )→
r∧
A
M
such that φ (∧r−sg(a)⊗ b) = a ∧ (∧sh(b)) for any a ∈ ∧r−sA M and b ∈ det(F ).
Proof. Let n ∈ ∧r−sA N and b ∈ det(F ). Since the map ∧r−sA M → ∧r−sA N is surjective, we can take a lift m
of n in
∧r−s
A M . Then we define the map φ by φ(n ⊗ b) = m ∧ (∧sh(b)). Since
∧s+1
A im(h) = 0, the map φ is
well-defined. 
Lemma 2.2. Let r be a non-negative integer. Suppose that we have the following commutative diagram of
A-modules:
F
α
//
h

M
β
//
f

N //
g

0
F ′
α′
// M ′
β′
// N ′ // 0
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where the horizontal rows are exact and both F and F ′ are free A-modules of rank s ≤ r. Then the following
diagram is commutative: ∧r−s
A N ⊗A det(F )
φ
//
∧r−sg⊗∧sh

∧r
AM
∧rf
∧r−s
A N
′ ⊗A det(F ′) φ
′
//
∧r
AM
′
where φ and φ′ are the maps defined in Lemma 2.1.
Proof. Let a ∈ ∧r−sA M and b ∈ det(F ). By Lemma 2.1, we compute
φ′ ◦ (∧r−sg ⊗ ∧sh)(∧r−sβ(a) ∧ b) = φ′(∧r−s(g ◦ β)(a)⊗ ∧sh(b))
= φ′(∧r−s(β′ ◦ f)(a)⊗ ∧sh(b))
= ∧r−sf(a)⊗ (∧sα′ ◦ h)(b)
= ∧rf(a ∧ (∧sα(b)))
= ∧rf ◦ φ(∧r−sβ(a)⊗ b).
This completes the proof. 
Suppose that A is a zero dimensional Gorenstein local ring. Note that all the free A-modules are injective
by the definition of Gorenstein ring. In particular, the functor (−)∗ = HomA(−, A) is exact. Furthermore,
Matlis duality assert that LA(M) = LA(M
∗) and the canonical map lM : M →
⋂1
AM is an isomorphism for
any finitely generated A-module M .
For i ∈ {1, 2}, let Mi be an A-module and Fi a free A-module of rank si. Suppose that the following diagram
is cartesian:
M1


//

M2

F1


// F2
where the horizontal maps are injective. Note that F2/F1 is a free A-module of rank s2 − s1. Applying Lemma
2.1 to the exact sequence (F2/F1)
∗ →M∗2 →M∗1 → 0, we obtain a map
Φ˜:
r⋂
A
M2 ⊗A det((F2/F1)∗)→
r−s2+s1⋂
A
M1
for any non-negative integer r ≥ s2 − s1. Therefore we get the following map which play an important role in
this paper.
Definition 2.3. For any cartesian diagram as above and a non-negative integer r ≥ s2 − s1, we define a map
Φ:
r⋂
A
M2 ⊗A det(F ∗2 )→
r⋂
A
M2 ⊗A det((F2/F1)∗)⊗A det(F ∗1 )
Φ˜⊗iddet(F∗
1
)−−−−−−−−→
r−s2+s1⋂
A
M1 ⊗A det(F ∗1 )
where the first map is induced by an isomorphism det((F2/F1)
∗)⊗A det(F ∗1 ) ≃ det(F ∗2 ), a⊗ b→ a ∧ b˜. Here b˜
is a lift of b in
∧s1
A F
∗
2 .
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The map Φ is a generalization of the map defined in [MR2, Proposition A.1]. Furthermore, we have the
following proposition which is a generalization of [MR2, Proposition A.2] to zero dimensional Gorenstein local
rings.
Proposition 2.4. Let A be a zero dimensional Gorenstein local ring. Suppose that we have the following
commutative diagram of A-modules
M1


//

M2



// M3

F1


// F2


// F3
such that F1, F2, and F3 are free of finite rank and the two squares are cartesian. Let si = rankA(Fi) and
r ≥ s3 − s1. If i, j ∈ {1, 2, 3} and j < i, we denote by
Φij :
r−s3+si⋂
A
Mi ⊗A det(F ∗i )→
r−s3+sj⋂
A
Mj ⊗A det(F ∗j )
the map given by Definition 2.3. Then we have
(−1)(s2−s1)(s3−s2)Φ31 = Φ21 ◦ Φ32.
Proof. Let i ∈ {1, 2}. Applying Lemma 2.1 to the exact sequence (Fi+1/Fi)∗ hi−→ M∗i+1 → M∗i → 0, we have a
map
φi :
r−s3+si∧
A
M∗i ⊗A det((Fi+1/Fi)∗)→
r−s3+si+1∧
A
M∗i+1.
Let x1 ∈
∧r−s3+s1
A M
∗
1 , y ∈ det((F2/F1)∗), and z ∈ det((F3/F2)∗). Then we compute
φ2 ◦ (φ1 ⊗ iddet((F3/F2)∗))(x1 ⊗ y ⊗ z) = φ2((x2 ∧ (∧s2−s1h1(y)))⊗ z)
= x3 ∧w ∧ (∧s3−s2h2(z))
where x2 is a lift of x1 to
∧r−s3+s1
A M
∗
2 , x3 is a lift of x2 to
∧r−s3+s1
A M
∗
3 , and w is a lift of ∧s2−s1h1(y) to∧s2−s1
A M
∗
3 . Let y˜ be a lift of y to
∧s2−s1
A (F3/F1)
∗. We denote by h3 : (F3/F1)
∗ → M∗3 the dual of the map
M3 → F3/F1. Since ∧s2−s1h3(y˜) is a lift of ∧s2−s1h1(y), we may assume that w = ∧s2−s1h3(y˜). Let
φ3 :
r−s3+s1∧
A
M1 ⊗A det((F3/F1)∗)→
r∧
A
M∗3
be the map defined by the exact sequence (F3/F1)
∗ h3−→M∗3 →M∗1 → 0 using Lemma 2.1. Then we have
φ3(x1 ⊗ (z ∧ y˜)) = x3 ∧ (∧s3−s2h3(z)) ∧ (∧s2−s1h3(y˜))
= (−1)(s2−s1)(s3−s2)x3 ∧ w ∧ (∧s3−s2h2(z)).
Note that the image of y ⊗ z under the isomorphism
det((F2/F1)
∗)⊗A det((F3/F2)∗) ≃ det((F3/F1)∗)
in Definition 2.3 is z ∧ y˜. Hence by taking dual, we get the desired equality. 
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Proposition 2.5. Let A be a zero dimensional Gorenstein local ring and r a non-negative integer. Suppose
that we have the following commutative diagram of A-modules:
0 // N //

M //

F

0 // N ′ // M ′ // F ′
where the horizontal rows are exact and both F and F ′ are free A-modules of rank s ≤ r. Then the following
diagram commutes: ⋂r
AM
//

⋂r−s
A N ⊗A det(F )
⋂r
AM
′ //
⋂r−s
A N
′ ⊗A det(F ′)
where the horizontal maps are defined by Definition 2.3.
Proof. This proposition follows from Lemma 2.2. 
3. Selmer Structures
In this section, we review the results of [MR1] and [MR2]. Recall that p is an odd prime number, K is a
number field, (R,mR) is a complete noetherian local ring with finite residue field k of characteristic p, and T is
a free R-module of finite rank with an R-linear continuous GK -action which is unramified outside a finite set
of places of K.
Throughout this paper, we assume that the field K is contained in the complex number field C and that the
fixed separable closure Kq of Kq containing K for each prime q of K. Let K(q) denote the p-part of the ray
class field of K modulo q and K(q)q the closure of K(q) in Kq. Let Dq := Gal(Kq/Kq) be the decomposition
group at q in GK . Denote H
1(Kq, T ) = H
1(Dq, T ). Let Iq ⊆ Dq be the inertia group at q and Frq the Frobenius
element of Dq/Iq. We write locq for the localization map H1(K,T )→ H1(Kq, T ). Define
H1ur(Kq, T ) := ker
(
H1(Kq, T )→ H1(Iq, T )
)
and
H1tr(Kq, T ) := ker
(
H1(Kq, T )→ H1(K(q)q, T )
)
for each prime q of K. Furthermore, we set H1f (Kq, T ) = H
1
ur(Kq, T ) if T is unramified at a prime q of K.
Definition 3.1. A Selmer structure F on T is a collection of the following data:
• a finite set Σ(F) of places of K, including all the infinite places, all the primes above p, and all the
primes where T is ramified,
• a choice of R-submodule H1F(Kq, T ) ⊆ H1(Kq, T ) for each q ∈ Σ(F).
Put H1F (Kq, T ) = H
1
ur(Kq, T ) for each prime q 6∈ Σ(F). We call H1F (Kq, T ) the local condition of F at a prime
q of K.
Since p is an odd prime, we have H1(Kv, T ) = 0 for any infinite place v of K. Thus we ignore local condition
at any infinite place of K.
Remark 3.2. Let F be a Selmer structure on T and R → S a surjective ring homomorphism. Then F induces
a Selmer structure on the S-module T ⊗R S, that we will denote by FS . If there is no risk of confusion, then
we write F instead of FS.
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Definition 3.3. Let F be a Selmer structure on T . Set
H1/F (Kq, T ) := H
1(Kq, T )/H
1
F(Kq, T )
for any prime q of K. We define the Selmer group H1F(K,T ) ⊆ H1(K,T ) associated with F to be the kernel of
the direct sum of localization maps
H1F(K,T ) := ker
(
H1(K,T )→
⊕
q
H1/F (Kq, T )
)
where q runs through all the primes of K.
Example 3.4. Suppose that R is p-torsion-free. Then we define a canonical Selmer structure Fcan on T by the
following data:
• Σ(Fcan) = {q | T is ramified at q} ∪ {p | p} ∪ {v | ∞},
• we define a local condition at a prime q ∤ p to be
H1Fcan(Kq, T ) = H
1
f (Kq, T ) := ker
(
H1(Kq, T )→ H1(Iq, T ⊗Zp Qp)
)
,
• we define a local condition at a prime p | p to be H1Fcan(Kp, T ) = H1(Kp, T ).
Note that H1ur(Kq, T ) = H
1
f (Kq, T ) for any prime q where T is unramified since the map H
1(Iq, T ) =
Hom(Iq, T )→ Hom(Iq, T ⊗Zp Qp) = H1(Iq, T ⊗Zp Qp) is injective.
Definition 3.5. Let F be a Selmer structure on T and let a, b, and c be pairwise relatively prime integral
ideals of K. Define a Selmer structure Fab (c) on T by the following data:
• Σ(Fab (c)) = Σ(F) ∪ {q | abc},
• define H1Fa
b
(c)(Kq, T ) =

H1(Kq, T ) if q | a,
0 if q | b,
H1tr(Kq, T ) if q | c,
H1F (Kq, T ) otherwise.
Definition 3.6. Let µp∞ be the group of all p-power roots of unity. The Cartier dual of T is defined by
T ∗(1) := Hom(T, µp∞). We have the local Tate paring
〈 , 〉q : H1(Kq, T )×H1(Kq, T ∗(1))→ Qp/Zp.
for each prime q of K. Let F be a Selmer structure on T . Put
H1F∗(Kq, T
∗(1)) := {x ∈ H1(Kq, T ∗(1)) | 〈y, x〉q = 0 for any y ∈ H1F(Kq, T )}.
Then the Selmer structure F on T defines a Selmer structure F∗ on T ∗(1). We define the dual Selmer group
H1F∗(K,T
∗(1)) associated with F to be the kernel of the sum of localization maps
H1F∗(K,T
∗(1)) := ker
(
H1(K,T ∗(1))→
⊕
q
H1/F∗(Kq, T
∗(1))
)
where q runs through all the primes of K.
Remark 3.7. If R is a zero dimensional Gorenstein local ring, then there is a functorial isomorphism M∗ =
HomR(M,R) ≃ Hom(M,Qp/Zp) as R-modules for any finitely generated R-module M . In fact, there exists a
non-canonical isomorphism R ≃ Hom(R,Qp/Zp) as R-modules since
LR(Hom(R,Qp/Zp)) = LR(R)
and
LR(Hom(R,Qp/Zp)[mR]) = LR(Hom(k,Qp/Zp)) = 1.
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Then the image of 1 under the isomorphism R ≃ Hom(R,Qp/Zp) is an injective map, and it induces a functorial
isomorphism M∗ ≃ Hom(M,Qp/Zp) since LR(M∗) = LR(Hom(M,Qp/Zp)) < ∞. In particular, we have an
R[GK ]-isomorphism
T ∗(1) = Hom(T,Qp/Zp)⊗Zp Zp(1) ≃ T ∗ ⊗Zp Zp(1)
and T ∗(1) is a free R-module of finite rank. Here Zp(1) is the Tate twist of Zp.
Theorem 3.8 (Poitou-Tate global duality). Let F1 and F2 be Selmer structures on T . If R is a zero dimensional
Gorenstein local ring and H1F1(Kq, T ) ⊆ H1F2(Kq, T ) for any prime q of K, then we have the following exact
sequence:
0→ H1F1(K,T )→ H1F2(K,T )→
⊕
q
H1F2(Kq, T )/H
1
F1(Kq, T )→ H1F∗1 (K,T
∗(1))∗ → H1F∗2 (K,T
∗(1))∗ → 0
where q runs through all the primes of K which satisfies H1F1(Kq, T ) 6= H1F2(Kq, T ).
Proof. This theorem follows from [MR1, Theorem 2.3.4] and Remark 3.7. 
Definition 3.9 (Cartesian Condition). Suppose that R is a zero dimensional Gorenstein local ring. We fix an
injective map k → R. It induces an injective map T/mRT → T . We say that a Selmer structure F on T is
cartesian if the map
H1/F (Kq, T/mRT )→ H1/F(Kq, T )
induced by the map T/mRT → T is injective for any prime q ∈ Σ(F).
Remark 3.10. Suppose that R is a zero dimensional Gorenstein local ring. By the definition of Gorenstein ring,
the ideal R[mR] is principal, and the number of elements of the set (HomR(k, R) \ {0})/R× is one. Hence the
definition of cartesian condition is independent of the choice of the injective map k→ R.
Let R and S be zero dimensional Gorenstein local rings and π : R → S a surjective ring homomorphism.
Put I = ker(π). Since R is an injective R-module, R[I] ≃ HomR(S,R) is an injective S-module. Since S is a
zero dimensional Gorenstein local ring, we conclude that there is an isomorphism S ≃ R[I] as R-modules. In
particular, there is an injective R-module homomorphism S → R.
Lemma 3.11. Let R and S be zero dimensional Gorenstein local rings and π : R→ S a surjective ring homo-
morphism. If a Selmer structure F on T is cartesian, then so is FS.
Proof. Let S → R and k → S be injective R-module homomorphisms and q ∈ Σ(F). Then these maps induce
maps H1/FS(Kq, T ⊗R S) → H1/F (Kq, T ) and H1/F (Kq, T/mRT ) → H1/FS (Kq, T ⊗R S). By the definition of
cartesinan condition and Remark 3.10, the composition of the maps
H1/FS(Kq, T/mRT ) = H
1
/F(Kq, T/mRT )→ H1/FS (Kq, T ⊗R S)→ H1/F(Kq, T )
is injective, and thus so is H1/FS (Kq, T/mRT )→ H1/FS(Kq, T ⊗R S). 
Let H be the Hilbert class field of K and OK the ring of integers of K. Set H∞ := H(µp∞ , (O×K)p
−∞
). In
order to use the results of [MR1] and [MR2], we will usually assume the following additional conditions.
Hypothesis 3.12. (H.1) (T/mRT )
GK = (T ∗(1)[mR])
GK = 0 and T/mRT is an irreducible k[GK ]-module,
(H.2) there is a τ ∈ Gal(K/H∞) such that T/(τ − 1)T ≃ R as R-modules,
(H.3) H1(H∞(T )/K, T/mRT ) = H1(H∞(T )/K, T ∗(1)[mR]) = 0 where H∞(T ) is the fixed field of the kernel
of the map Gal(K/H∞)→ Aut(T ).
Lemma 3.13. Suppose that R is a zero dimensional Gorenstein local ring and (T/mRT )
GK = 0. Let F be a
cartesian Selmer structure on T . Then an injective map k→ R induces isomorphisms
(1) H1(K,T/mRT ) ≃ H1(K,T )[mR],
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(2) H1F (K,T/mRT ) ≃ H1F (K,T )[mR].
Proof. We fix an injective map k → R. Let x be the image of 1 under the fixed map k → R and m1, . . . ,md
generators of the maximal ideal mR of R. Then we have exact sequences 0 → T ⊗R k → T → T/xT → 0 and
0→ T/xT ×(m1,...,md)−−−−−−−−→ T d. Since (T/mRT )GK = 0, these exact sequences induce exact sequences
0→ H1(K,T/mRT )→ H1(K,T )→ H1(K,T/xT )
and
0→ H1(K,T/xT )→ H1(K,T d) = H1(K,T )d.
Since the composition of the maps H1(K,T )→ H1(K,T/xT )→ H1(K,T )d is multiplication by (m1, . . . ,md),
we have
H1(K,T/mRT ) = ker
(
H1(K,T )→ H1(K,T/xT ))
= ker
(
H1(K,T )
×(m1,...,md)−−−−−−−−→ H1(K,T )d
)
= H1(K,T )[mR].
To prove the assertion (2), we consider the following exact sequences:
0 // H1F(K,T/mRT )
//

H1(K,T/mRT ) //

⊕
qH
1
/F (Kq, T/mRT )

0 // H1F (K,T )[mR]
// H1(K,T )[mR] //
⊕
qH
1
/F (Kq, T )
where q runs through all the primes of K and the vertical maps are induced by the fixed map k → R. Since
the middle vertical map is an isomorphism, it suffices to show that the map H1/F (Kq, T/mRT )→ H1/F (Kq, T )
is injective for any prime q of K. If q ∈ Σ(F), this map is injective by the definition of cartesian condition.
Let q 6∈ Σ(F) and M ∈ {T, T/mRT }. Then M is unramified at q and H1F(Kq,M) = H1f (Kq,M). Since the
cohomological dimension of Dq/Iq ≃ Ẑ is one, by the inflation-restriction exact sequence, we have
H1/F (Kq,M) ≃ H1(Iq,M)Frq=1 = Hom(Iq,M)Frq=1.
Hence the map H1/F(Kq, T/mRT )→ H1/F (Kq, T ) is injective. 
Lemma 3.14. Let F be a Selmer structure on T and I an ideal of R. Suppose that R is an artinian local ring
and (T ∗(1)[mR])
GK = 0. Then the inclusion map T ∗(1)[I]→ T ∗(1) induces isomorphisms
(1) H1(K,T ∗(1)[I]) ≃ H1(K,T ∗(1))[I],
(2) H1F∗(K,T
∗(1)[I]) ≃ H1F∗(K,T ∗(1))[I].
Proof. The proof of this lemma is same as that of [MR1, Lemma 3.5.3]. 
Definition 3.15. Let F be a Selmer structure on T . Define a set P(F) of primes of K by P(F) = {q | q 6∈
Σ(F)}. Let τ be as in (H.2) and q the order of the residue field k of R. Set Hn = H(µqn , (O×K)q
−n
) for each
positive integer n. We define a set Pn(F) of primes of K as
Pn(F) = {q ∈ P(F) | q is unramified in Hn(T/mnRT )/K, Frq is conjugate to τ in Gal(Hn(T/mnRT )/K)}.
Remark 3.16. If π : R→ S is a surjective ring homomorphism, then we have Pn(F) ⊆ Pn(FS) for any positive
integer n.
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Let q be a prime of K where T is unramified. We define the singular quotient at q as
H1/f (Kq, T ) := H
1(Kq, T )/H
1
f (Kq, T ).
We denote by loc/fq : H
1(K,T ) → H1/f (Kq, T ) the composition of the localization map at q and a surjective
map H1(Kq, T )→ H1/f (Kq, T ).
Let N (P) denote the set of square-free products of primes in a set P of primes of K. By considering empty
product, the trivial ideal 1 is contained in N (P).
Lemma 3.17. Suppose that R is an artinian ring of length n > 0 and T satisfies (H.2). If q ∈ Pn(F), then
both H1f (Kq, T ) and H
1
/f (Kq, T ) are free R-modules of rank one and the composition of maps
H1tr(Kq, T )→ H1(Kq, T )→ H1/f (Kq, T )
is an isomorphism. Furthermore, we have canonical isomorphisms
(1) H1f (Kq, T )⊗R R/I ≃ H1f (Kq, T/IT ),
(2) H1/f (Kq, T )⊗R R/I ≃ H1/f (Kq, T/IT ),
for any ideal I of R. In particular, the map H1(Kq, T )⊗R R/I → H1(Kq, T/IT ) is an isomorphism.
Proof. This lemma follows from [MR1, Lemma 1.2.3] and [MR1, Lemma 1.2.4]. 
Corollary 3.18. Suppose that R is a zero dimensional Gorenstein local ring of length n > 0 and T satisfies
(H.2). Let a, b, c ∈ N (Pn(F)) with abc ∈ N (Pn(F)). If a Selmer structure F on T is cartesian, then so is
Fab (c).
Proof. We fix an injective map i : k→ R. Let q | abc be a prime of K. We only need to show that the map
H1/Fa
b
(c)(Kq, T/mRT )→ H1/Fa
b
(c)(Kq, T )
induced by the map i : k → R is injective. By the definition of the Selmer structure Fab (c) and Lemma 3.17,
the map H1(Kq, T )→ H1(Kq, T/mRT ) induces an isomorphism H1/Fa
b
(c)(Kq, T )⊗R k ≃ H1/Fa
b
(c)(Kq, T/mRT ).
Since H1/Fa
b
(c)(Kq, T ) is a free R-module by Lemma 3.17 and the composition of the maps
H1/Fa
b
(c)(Kq, T )⊗R k ≃ H1/Fa
b
(c)(Kq, T/mRT )→ H1/Fa
b
(c)(Kq, T )
is idH1
/Fa
b
(c)
(Kq,T ) ⊗ i, the map H1/Fa
b
(c)(Kq, T/mRT )→ H1/Fa
b
(c)(Kq, T ) is injective. 
Definition 3.19. We define the core rank χ(F) of a Selmer structure F on T by
χ(F) := dimkH1F (K,T/mRT )− dimkH1F∗(K,T ∗(1)[mR]).
Example 3.20. Let R be the ring of integers of a finite extension of the field Qp. Suppose that (T/mRT )
GK =
(T ∗(1)[mR])
GK = 0. Then by the same proof of [MR1, Theorem 5.2.15], we have
χ(Fcan) =
∑
v|∞
corankR
(
H0(Kv, T
∗(1))
)
+
∑
p|p
rankR
(
H2(Kq, T )
)
where Fcan is the canonical Selmer structure defined in Example 3.4 and
corankR(M) := rankR(Hom(M,Qp/Zp))
for any finitely generated R-module M .
Corollary 3.21. Suppose that R is an artinian local ring of length n > 0 and T satisfies (H.2). Let F be a
Selmer structure on T and a, b, c ∈ N (Pn(F)) with abc ∈ N (Pn(F)). Then we have
χ(Fab (c)) = χ(F) + ν(a)− ν(b)
where ν(n) denotes the number of prime factors of n ∈ N (Pn(F)).
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Proof. Applying Theorem 3.8 with F1 = F and F2 = Fac, we have an exact sequence
0→ H1F (K,T/mRT )→H1Fac(K,T/mRT )→
⊕
q|ac
H1/f (Kq, T/mRT )
→ H1F∗(K,T ∗(1)[mR])∗ → H1(Fac)∗(K,T ∗(1)[mR])∗ → 0.
By the definition of core rank and Lemma 3.17, we have
χ(Fac) = χ(F) +
∑
q|ac
dimkH
1
/f (Kq, T/mRT ) = χ(F) + ν(a) + ν(c).
Again using Lemma 3.17 and Theorem 3.8 with F1 = Fab (c) and F2 = Fac, we have χ(Fab (c)) = χ(Fac)−ν(b)−
ν(c) = χ(F) + ν(a)− ν(b). 
Proposition 3.22. Suppose that R is an artinian local ring and T satisfies Hypothesis 3.12. Let c ∈ H1(K,T )
and c∗ ∈ H1(K,T ∗(1)) be non-zero elements and n a positive integer. Then there is a set Q ⊆ Pn(F) of positive
density such that locq(c) 6= 0 and locq(c∗) 6= 0 for every q ∈ Q.
Proof. The proof of this proposition is same as the proof of [MR1, Proposition 3.6.1]. 
Remark 3.23. Proposition 3.22 is a weaker version of [MR1, Proposition 3.6.1]. Thus we do not need the
assumption (H.4) defined in [MR1] or [MR2] to prove Proposition 3.22.
Lemma 3.24. Suppose that R is an artinian local ring and T satisfies Hypothesis 3.12. Let c ∈ H1(K,T ) with
Rc ≃ R as R-modules and n a positive integer. Then there are infinitely many primes q ∈ Pn(F) such that
R · locq(c) = H1f (Kq, T ).
Proof. We may assume that n > LR(R). Note that locq(c) ∈ H1f (Kq, T ) for all but finitely many primes q of
K and that H1f (Kq, T ) is free of rank one for any prime q ∈ Pn(F) by Lemma 3.17. Since R is an artinian
local ring, there is an element x ∈ R such that mR = AnnR(x). Put c′ = xc. Since Rc ≃ R as R-modules,
the element c′ is non-zero. Hence by Proposition 3.22, there are infinitely many primes q ∈ Pn(F) such that
locq(c
′) 6= 0 and locq(c) ∈ H1f (Kq, T ). Since mR = AnnR(x), and H1f (Kq, T ) ≃ R as R-modules, we have
R · locq(c) = H1f (Kq, T ). 
Lemma 3.25. Suppose that R is an artinian local ring and T satisfies Hypothesis 3.12. Let M be a free
R-submodule of H1(K,T ) of rank s ≥ 0 and R→ A a ring homomorphism. Then the composition of the maps
M ⊗R A→ H1(K,T )⊗R A→ H1(K,T ⊗R A)
is a split injection. Here T ⊗R A is equipped with the discrete topology.
Proof. Set n = LR(R). By Lemma 3.24, there are primes q1, · · · , qs ∈ Pn(F) such that the sum of localization
maps
⊕s
i=1 locqi : H
1(K,T )→⊕si=1H1(Kqi , T ) induces an isomorphismM ≃⊕si=1H1f (Kq, T ). Let 1 ≤ i ≤ s.
Since T is unramified at qi, so is T ⊗R A, which implies that
H1f (Kqi , T )⊗R A ≃ (T/(Frqi − 1)T )⊗R A
≃ (T ⊗R A)/ ((Frqi − 1)(T ⊗R A))
≃ H1f (Kqi , T ⊗R A).
Therefore the map M ⊗R A→
⊕s
i=1H
1
f (Kq, T ⊗R A) is an isomorphism. 
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4. Stark Systems over Zero Dimensional Gorenstein Local Rings
In this section, we define a Stark system over a zero dimensional Gorenstein local ring. Under some mild
assumptions, we will prove that the module of Stark systems is free of rank one and control all the Fitting ideals
of the Pontryagin dual of dual Selmer groups using Stark systems. Furthermore, we will show that these results
generalize the works of B. Mazur and K. Rubin in [MR1] and [MR2].
Throughtout this section, we assume that R is a zero dimensional Gorenstrein local ring and that F is a
Selmer structure on T . Suppose that T satisfies Hypothesis 3.12.
For simplicity, we write P = PLR(R)(F) and N = N (PLR(R)(F)). Let ν(n) denote the number of prime
factors of n ∈ N .
4.1. Stark Systems over Zero Dimensional Gorenstein Local Rings. Let r be a non-negative integer
and n ∈ N . Define Wn :=
⊕
q|nH
1
/f (Kq, T )
∗ =
⊕
q|nHomR
(
H1/f (Kq, T ), R
)
and
Xn(T,F) :=
r+ν(n)⋂
R
H1Fn(K,T )⊗R det(Wn).
If there is no risk of confusion, we abbreviate Xn(T,F) to Xn. Let m | n and 1 ≤ i ≤ ν(nm−1). Order the
primes q1, . . . , qν(nm−1) dividing nm
−1. We have the following cartesian diagram:
H1
Fmq1···qi−1
(K,T )



// H1Fmq1···qi (K,T )
⊕
q|mq1···qi−1
H1/f (Kq, T )


//
⊕
q|mq1···qi
H1/f (Kq, T ).
By Definition 2.3, we obtain a map Φmq1···qi,mq1···qi−1 : Xmq1···qi → Xmq1···qi−1 for each 1 ≤ i ≤ ν(nm−1). Then
we define a map
Φn,m : Xn → Xm
by Φn,m = Φmq1,m ◦ · · · ◦ Φn,nq−1
ν(nm−1)
.
Lemma 4.1. The map Φn,m is independent of the choice of the ordering nm
−1 = q1 · · · qν(nm−1). Furthermore,
we have Φn1,n3 = Φn2,n3 ◦ Φn1,n2 for any n1 ∈ N , n2 | n1, and n3 | n2.
Proof. This lemma follows from Proposition 2.4. 
Remark 4.2. Let n ∈ N and m | n. Applying Lemma 2.1 to the exact sequence
Wnm−1 → H1Fn(K,T )∗ → H1Fm(K,T )∗ → 0,
we get a map Φ˜n,m :
⋂r+ν(n)
R H
1
Fn(K,T ) ⊗R det(Wnm−1 ) →
⋂r+ν(m)
R H
1
Fm(K,T ). By Proposition 2.4, we see
that
Φn,m = (−1)µ(nm−1)Φ˜n,m ⊗ iddet(Wm)
where µ(nm−1) =
∑ν(nm−1)−1
i=1 i.
Definition 4.3. Let Q be a subset of P . We define the module SSr(T,F ,Q) of Stark systems of rank r for
(T,F ,Q) by
SSr(T,F ,Q) := lim←−
n∈N (Q)
Xn
where the inverse limit is taken with respect to the maps Φn,m. We call an element of SSr(T,F ,Q) a Stark
system of rank r associated with the tuple (T,F ,Q).
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Definition 4.4. We say that n ∈ N is a core vertex (for F) if H1(Fn)∗(K,T ∗(1)) = H1F∗n (K,T ∗(1)) = 0.
Remark 4.5. (1) By Lemma 3.22, the set N (Pn(F)) has a core vertex for any positive integer n.
(2) If q ∈ P and n ∈ N (P \ {q}) is a core vertex, then nq ∈ N is also a core vertex.
(3) Let n ∈ N be a core vertex, S a zero dimensional Gorenstein local ring, and π : R→ S a surjective ring
homomorphism. Then n is also a core vertex for FS by Lemma 3.14.
Lemma 4.6. Suppose that the Selmer structure F on T is cartesian. If n ∈ N is a core vertex, then the
R-module H1Fn(K,T ) is free of rank χ(F) + ν(n).
Proof. Let n ∈ N be a core vertex. We take an ideal a ∈ N such that (a, n) = 1 and ν(a) = χ(F). By Corollary
3.21, we have χ(Fa) = χ(F) − ν(a) = 0. Then by [MR2, Theorem 11.6], there is an ideal m ∈ N such that
(an,m) = 1 and H1Fa(m)∗(K,T
∗(1)[mR]) = 0. Then we have
dimkH
1
Fa(m)
(K,T/mRT ) = χ(Fa(m)) = χ(Fa) = 0
where the first equality follows from H1Fa(m)∗(K,T
∗(1)[mR]) = 0 and the second equality follows from Corollary
3.21. Since F is cartesian, it follows from Lemma 3.13, Lemma 3.14, and Corollary 3.18 that
H1Fa(m)(K,T ) = H
1
Fa(m)∗
(K,T ∗(1)) = 0.
Applying Theorem 3.8 with F1 = Fa(m) and F2 = Fmn, we see that the canonical map
H1Fmn(K,T )→
⊕
q|a
H1f (Kq, T )⊕
⊕
q|m
H1(Kq, T )/H
1
tr(Kq, T )⊕
⊕
q|n
H1/f (Kq, T )
is an isomorphism. Hence by Lemma 3.17, H1Fmn(K,T ) is a free R-module of rank χ(F) + ν(m) + ν(n). Since
n is a core vertex, by Theorem 3.8, we have an exact sequence
0→ H1Fn(K,T )→ H1Fmn(K,T )→
⊕
q|m
H1/f (Kq, T )→ 0.
Again by Lemma 3.17,
⊕
q|mH
1
/f (K,T ) is a free R-module of rank ν(m), which implies that H
1
Fn(K,T ) is free
of rank χ(F) + ν(n). 
Theorem 4.7. Suppose that F is cartesian and r = χ(F) ≥ 0. Let Q be a subset of P. If the set N (Q) has a
core vertex, then the projection map
SSr(T,F ,Q)→ Xn(T,F)
is an isomorphism for any core vertex n ∈ N (Q). In particular, the module SSr(T,F ,Q) is a free R-module of
rank one.
Proof. Let n ∈ N (Q) be a core vertex. We only need to show that the map Φnq,n is an isomorphism for any
prime q ∈ Q with q ∤ n. Note that nq is also a core vertex. By Theorem 3.8 and Lemma 4.6, we have the
following exact sequence of free R-modules:
0→ H1/f (Kq, T )∗ → H1Fnq(K,T )∗ → H1Fn(K,T )∗ → 0.
Since rankR
(
H1Fnq(K,T )
)
= r + ν(nq) and rankR
(
H1Fn(K,T )
)
= r + ν(n), the map
r+ν(n)∧
R
H1Fnq(K,T )
∗ ⊗R H1/f (Kq, T )∗ →
r+ν(nq)∧
R
H1Fn(K,T )
∗
defined by Lemma 2.1 is an isomorphism, and thus so is Φnq,n. 
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Lemma 4.8. Let s and t be non-negative integers and 0 → N → Rs+t → Rs → M → 0 an exact sequence of
R-modules. If φ ∈ HomR (
∧r
RN
∗, R) is the image of a basis of
⋂s+t
R R
s+t ⊗R det ((Rs)∗) under the map
s+t⋂
R
Rs+t ⊗R det ((Rs)∗)→
t⋂
R
N = HomR
(
r∧
R
N∗, R
)
defined in Definition 2.3, then we have im(φ) = Fitt0,R(M).
Proof. Applying Lemma 2.1 to the exact sequence (Rs)∗ → (Rs+t)∗ → N∗ → 0, we have a map
t∧
R
N∗ ⊗R det((Rs)∗)→
s+t∧
R
(Rs+t)∗ ≃ R
and im(φ) is its image. The injective map N → Rs+t induces a surjective map ∧tR(Rs+t)∗ ⊗R det((Rs)∗) →∧t
RN
∗ ⊗R det((Rs)∗). Let
Ψ:
t∧
R
(Rs+t)∗ ⊗R det((Rs)∗)→
t∧
R
N∗ ⊗R det((Rs)∗)→ R.
Then we have im(φ) = im(Ψ). Let r1, . . . , rs+t be the standard basis of R
s+t and r′1, . . . , r
′
s be the standard
basis of Rs. We denote by r∗1 . . . , r
∗
s+t (resp. r
′∗
1 , . . . , r
′∗
s ) the dual basis of r1 . . . , rs+t (resp. r
′
1, . . . , r
′
s). Let
A = (aij) be the s× (s+ t)-matrix defined by the map Rs+t → Rs. If {i1 < · · · < it} ⊆ {1, . . . , s+ t}, then we
compute
Ψ(r∗i1 ∧ · · · ∧ r∗it ⊗ r′∗1 ∧ · · · ∧ r′∗s ) = ± det((akjν )k,ν)
where {j1 < · · · < js} is the complement of {i1 < · · · < it} in {1, . . . , s+ t}. By the definition of Fitting ideals,
we have im(φ) = im(Ψ) = Fitt0,R(M). 
Definition 4.9. Let Q be a subset of P and ǫ ∈ SSr(T,F ,Q). Fix an isomorphism H1/f (Kq, T ) ≃ R for each
prime q ∈ Q. Using these isomorphisms, we have an isomorphism
in : Xn ≃
r+ν(n)⋂
R
H1Fn(K,T ) = HomR
r+ν(n)∧
R
H1Fn(K,T )
∗, R

for each ideal n ∈ N (Q). Then we define an ideal Ii(ǫ) ⊆ R by
Ii(ǫ) :=
∑
n∈N (Q),ν(n)=i
im(in(ǫn))
for any non-negative integer i. It is easy to see that the ideal Ii(ǫ) is independent of the choice of the isomor-
phisms H1/f (Kq, T ) ≃ R.
Theorem 4.10. Suppose that F is cartesian and r = χ(F) ≥ 0. Let Q be an infinite subset of P such that
N (Q) has a core vertex. If ǫ = {ǫn}n∈N (Q) is a basis of SSr(T,F ,Q), then we have
Ii(ǫ) = Fitti,R
(
H1F∗(K,T
∗(1))∗
)
for any non-negative integer i.
Proof. Let i be a non-negative integer. Since N (Q) has a core vertex and Q is an infinite set, we can take
a core vertex n ∈ N (Q) with ν(n) ≥ i. Fix an isomorphism H1/f (Kq, T ) ≃ R for each prime q ∈ Q. These
isomorphisms induce an isomorphism im : Xm ≃
⋂r+ν(m)
R H
1
Fm(K,T ) for each ideal m ∈ N (Q). Since n is a core
vertex, by Theorem 3.8, we have an exact sequence
0→ H1Fm(K,T )→ H1Fn(K,T )→
⊕
q|m−1n
H1/f (Kq, T )→ H1F∗m(K,T ∗(1))∗ → 0
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for an ideal m | n. We denote by e(m) this exact sequence. Note that H1Fn(K,T ) is free of rank r + ν(n) by
Lemma 4.6 and that H1/f (Kq, T ) is free of rank one for any prime q ∈ Q by Lemma 3.17. Since n is a core
vertex, by Theorem 4.7, the element ǫn is a basis of Xn. Thus for any ideal m | n, the exact sequence e(m) and
the element im(ǫm) satisfy the assumptions in Lemma 4.8. Hence we have
im(im(ǫm)) = Fitt0,R
(
H1F∗m(K,T
∗(1))∗
)
.
By comparing the exact sequences e(1) and e(m) for any m | n with ν(m) = i, we see that
Fitti,R
(
H1F∗(K,T
∗(1))∗
)
=
∑
m|n,ν(m)=i
Fitt0,R
(
H1F∗m(K,T
∗(1))∗
)
.
Thus we have
Fitti,R
(
H1F∗(K,T
∗(1))∗
)
=
∑
m|n,ν(m)=i
im(im(ǫm)) ⊆ Ii(ǫ)
for any core vertex n ∈ N (Q) with ν(n) ≥ i. Let m ∈ Q with ν(m) = i. Then there is a core vertex n ∈ N (Q)
with m | n. Thus we have
im(im(ǫm)) ⊆
∑
m|n,ν(n)=i
im(im(ǫm)) = Fitti,R
(
H1F∗(K,T
∗(1))∗
)
.
Hence we get the desired equality. 
The following proposition will be used in Section 6.
Proposition 4.11. Suppose that F is cartesian and r = χ(F) ≥ 0. Let Q be a subset of P such that N (Q)
has a core vertex. Let ǫ = {ǫn}n∈N (Q) be a basis of SSr(T,F ,Q). For n ∈ N (Q), let ln :
∧r
RH
1
Fn(K,T ) →⋂r
RH
1
Fn(K,T ) denote the canonical map. If there is a free R-submodule
∑
1≤i≤r Rci of H
1
F(K,T ) of rank r,
then there is a unique element θ(ǫ) ∈ R such that θ(ǫ)R = Fitt0,R
(
H1F∗(K,T
∗(1))∗
)
and ǫ1 = l1(θ(ǫ)c1∧· · ·∧cr).
In particular, we have ǫ1 = 0 if there is an injective map R
r+1 → H1F (K,T ).
Proof. Put M =
∑
1≤i≤r Rci. Note that M is an injective R-module since R is a zero dimensional Gorenstein
local ring. Hence the map M → H1F (K,T ) is a split injection, the composition of the maps
∧r
RM ≃
⋂r
RM →⋂r
RH
1
F (K,T ) is injective. Thus uniqueness follows from ǫ1 = l1(θ(ǫ)c1 ∧ · · · ∧ cr).
To show existence, take a core vertex n ∈ N (Q). Put n = q1 · · · qν(n). By Remark 4.2, we have Φn,1 =
(−1)µ(n)Φ˜n,1 where Φ˜n,1 is the map defined in Remark 4.2 and µ(n) =
∑µ(n)−1
i=1 i. Since M is an injec-
tive R-module and H1Fn(K,T ) is a free R-module of rank r + ν(n) by Lemma 4.6, we can take elements
cr+1, . . . , cr+ν(d) ∈ H1Fn(K,T ) such that H1Fn(K,T ) =
⊕r+ν(n)
i=1 Rci. We also take a basis w
∗ = w∗1 ∧ · · · ∧w∗ν(n)
of det(Wn) such that w
∗
i ∈ H1/f (KqiT )∗ and ln(c1 ∧ · · · ∧ cr+ν(n)) ⊗ w∗ = ǫn. We denote by wi ∈ H1/f (Kqi , T )
the dual basis of w∗i . Let θ(ǫ)
′ be the determinant of the composition of the maps
ϕ :
r+ν(n)⊕
i=r+1
Rci → H1Fn(K,T )
⊕q|nloc
/f
q−−−−−−→
⊕
q|n
H1/f (Kq, T ) =
ν(n)⊕
i=1
Rwi.
By Theorem 3.8 and c1, . . . , cr ∈ H1F (K,T ), we have H1F∗(K,T ∗(1))∗ = coker (ϕ). By the definition of Fitting
ideals, we have θ(ǫ)′R = Fitt0,R
(
H1F∗(K,T
∗(1))∗
)
. Applying Proposition 2.5 to the following commutative
diagram
0 // M //

HFn(K,T ) //
id

⊕r+ν(n)
i=r+1 Rci
//
ϕ

0
0 // H1F(K,T )
// H1Fn(K,T )
//
⊕ν(n)
i=1 Rwi,
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we have the following commutative diagram:⋂r+ν(n)
R HFn(K,T )
//
id

⋂r
RM ⊗R det
(⊕r+ν(n)
i=r+1 Rci
)
j⊗det(ϕ)
⋂r+ν(n)
R HFn(K,T )
//
⋂r
RH
1
F(K,T )⊗R det
(⊕ν(n)
i=1 Rwi
)
where j :
⋂r
RM →
⋂r
RH
1
F (K,T ) is the canonical injection. Since the right vertical map sends l1(c1∧· · ·∧cr)⊗
(cr+1 ∧ · · · ∧ cr+ν(n)) to l1(θ(ǫ)′c1 ∧ · · · ∧ cr)⊗ (w1 ∧ · · · ∧wr), we have ǫ1 = Φn,1(ǫn) = (−1)µ(n)Φ˜n,1(l1(c1 ∧ · · · ∧
cr+ν(n))⊗ w∗) = (−1)µ(n)l1(θ(ǫ)′c1 ∧ · · · ∧ cr). This completes the proof. 
Let Q be a subset of P such that N (Q) has a core vertex and S a zero dimensional Gorenstein local ring.
Suppose that F is cartesian and that there is a surjective ring homomorphism π : R → S. Take a core vertex
n ∈ N (Q) for F . By Lemma 3.11, Remark 4.5 (3), and Lemma 4.6, we have a map
r+ν(n)⋂
R
H1Fn(K,T ) ≃
r+ν(n)∧
R
H1Fn(K,T )→
r+ν(n)∧
R
H1FnS (K,T ⊗R S) ≃
r+ν(n)⋂
R
H1FnS (K,T ⊗R S).
If r = χ(F) ≥ 0, we get a map
φπ : SSr(T,F ,Q) ≃ Xn(T,F)→ Xn(T ⊗R S,FS) ≃ SSr(T ⊗R S,F ,Q)
by Theorem 4.7. It is easy to see that the map φπ is independent of the choice of the core vertex n ∈ N (Q).
Proposition 4.12. Suppose that F is cartesian and r = χ(F) ≥ 0. Let Q be a subset of P such that N (Q)
has a core vertex, S a zero dimensional Gorenstein local ring, and π : R→ S a surjective ring homomorphism.
(1) The map φπ induces an isomorphism
SSr(T,F ,Q)⊗R S ≃ SSr(T ⊗R S,FS ,Q).
(2) We have Ii(ǫ)S = Ii(φπ(ǫ)) for any ǫ ∈ SSr(T,F ,Q) and non-negative integer i.
Proof. Let n ∈ N (Q) be a core vertex. Note that FS is cartesian by Lemma 3.11. Hence by Lemma 3.25 and
Lemma 4.6, the map Xn(T,F)→ Xn(S,FS) induces an isomorphism Xn(T,F)⊗R S ≃ Xn(S,FS). Hence the
map φπ induces an isomorphism SSr(T,F ,Q)⊗R S ≃ SSr(S,FS ,Q).
We will prove the assertion (2). Let m ∈ N (Q). Since N (Q) has a core vertex, there is a core vertex
n ∈ N (Q) with m | n. We fix an isomorphism H1/f (Kq, T ) ≃ R for each prime q | n. Let ⋆ ∈ {m, n}.
Using these isomorphisms, we regard the element ǫ⋆ (resp. φπ(ǫ)⋆) as an element of
⋂r+ν(⋆)
R H
1
F⋆(K,T ) (resp.⋂r+ν(⋆)
S H
1
F⋆S
(K,T ⊗R S)). We put H⋆ = H1F⋆(K,T )∗ and H ′⋆ = H1F⋆S (K,T ⊗R S)∗. Applying Lemma 2.1 to the
exact sequence Wnm−1 → Hn → Hm → 0, we get a map
ψ :
r+ν(m)∧
R
Hm ≃
r+ν(m)∧
R
Hm ⊗R det(Wnm−1 )→
r+ν(n)∧
R
Hn
where the first isomorphism is induced by the fixed isomorphisms H1/f (Kq, T ) ≃ R. In the same way, we also
get a map ψ′ :
∧r+ν(m)
R H
′
m →
∧r+ν(n)
R H
′
n. Then we have the following commutative diagram:∧r+ν(m)
R Hn
j
//
s

∧r+ν(m)
R Hm
ψ
//
∧r+ν(n)
R Hn
ǫn
//
t

R
π
∧r+ν(m)
S H
′
n
j′
//
∧r+ν(m)
S H
′
m
ψ′
//
∧r+ν(n)
S H
′
n
φπ(ǫ)n
// S
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where the maps s and t are induced by a map
Hn → Hn ⊗R S ≃ (H1Fn(K,T )⊗R S)∗ ≃ H ′n
and the map j (resp. j′) is induced by the injective map H1Fm(K,T )→ H1Fn(K,T ) (resp. H1FmS (K,T ⊗R S)→
H1FnS
(K,T ⊗R S)). By the definition of Stark system, we have φπ(ǫ)m = φπ(ǫ)n ◦ ψ′ and ǫm = ǫn ◦ ψ. Since the
maps s, j, and j′ are surjective, we have
im(φπ(ǫ)m) = im (φπ(ǫ)m ◦ j′ ◦ s) = im (π ◦ ǫm ◦ j) = im(ǫm)S.
This completes the proof. 
4.2. Stark Systems over Principal Artinian Local Rings. Suppose that R is a principal artinian local
ring, F is cartesian, and r = χ(F) ≥ 0. We will show that there is a canonical isomorphism from the module
of Stark systems defined in [MR2] to the module of Stark systems defined in the previous subsection.
Let Q be an infinite subset of PLR(R)(F) such that N (Q) has a core vertex. We put
W ′n :=
⊕
q|n
H1tr(Kq, T )
∗ =
⊕
q|n
HomR
(
H1tr(Kq, T ), R
)
for each ideal n ∈ N (Q). By Lemma 3.17, the composition of the maps
H1tr(Kq, T )→ H1(K,T )
loc/fq−−−→ H1/f (Kq, T )
is an isomorphism for any prime q ∈ Q. Hence we have a canonical isomorphism jn : W ′n → Wn for any ideal
n ∈ N (Q).
Let Yn :=
∧r+ν(n)
R H
1
Fn(K,T ) ⊗R det(W ′n) and Ψn,m : Yn → Ym the map defined in [MR2, Definition 6.3].
Then the module SSr(T,F ,Q)′ of Stark systems defined in [MR2] is the inverse limit
SSr(T,F ,Q)′ := lim←−
n∈N (Q)
Yn
with respect to the maps Ψn,m.
Lemma 4.13. Let 0→ N →M h−→ F be an exact sequence of finitely generated R-modules, F a free R-module
of rank one, and s a positive integer. Then the following diagram commutes
∧s
RM
ĥ
//
lM

∧s−1
R N ⊗R F
lN⊗idF
⋂s
RM
(−1)s−1h˜
//
⋂s−1
R N ⊗R F
where lN and lM are the canonical maps, ĥ is the map defined in [MR2, Proposition A.1], and h˜ is the dual of
the map defined by the exact sequence F ∗
h∗−→M∗ → N∗ → 0 using Lemma 2.1.
Proof. We may assume that F = R. Since R is a principal artinian local ring, we can write M = Rm⊕N0 and
N = Im⊕N0 for some ideal I of R. Then
∧s
RM is generated by the set
E = {m1 ∧ · · · ∧ms | m2, . . . ,ms ∈ N0,m1 ∈ {m} ∪N0}.
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Let f = f1 ∧ · · · ∧ fs−1 ∈
∧s−1
R N
∗ and f˜i a lift of fi in M
∗. Note that h˜ ◦ lM (m1 ∧ · · · ∧ms)(f1 ∧ · · · ∧ fs−1) =
det
(
(f˜i(mj))1≤i≤s,1≤j≤s
)
where f˜s = h. Thus if m = m1 ∧ · · · ∧ms ∈ E, then
(−1)s−1h˜ ◦ lM (m)(f) = (−1)s−1 det
((
f˜i(mj)
)
1≤i≤s,1≤j≤s
)
= h(m1) det
((
f˜i(mj)
)
1≤i<s,2≤j≤s
)
= h(m1)lN (m2 ∧ · · · ∧ms)(f)
= lN ◦ ĥ(m)(f)
where the second equality follows from f˜s(mi) = h(mi) = 0 for 2 ≤ i ≤ s, the third equality follows from
m2, . . . ,ms ∈ N0 ⊆ N , and the last equality follows from ĥ(m) = m2 ∧ · · · ∧ms ⊗ h(m1). This completes the
proof. 
Let n ∈ N (Q) and ln :
∧r+ν(n)
R H
1
Fn(K,T )→
⋂r+ν(n)
R H
1
Fn(K,T ) the canonical map. Put µ(n) =
∑r+ν(n)−1
i=1 i.
Define a map Cn : Yn → Xn by Cn = (−1)µ(n)ln ⊗ jn.
Proposition 4.14. The maps Cn : Yn → Xn induce an isomorphism
C : SSr(T,F ,Q)′ ≃ SSr(T,F ,Q).
Proof. By Lemma 4.13 and the definition of the transition maps Ψn,m and Φn,m, the maps Cn induces a map
C : SSr(T,F ,Q)′ → SSr(T,F ,Q). By Lemma 4.6 or [MR2, Proposition 3.3], the map Cn : Yn → Xn is an
isomorphism for any core vertex n ∈ N (Q). Thus by Theorem 4.7 and [MR2, Theorem 6.7], the map C is an
isomorphism. 
Lemma 4.15. Let A be a zero dimensional Gorenstein local ring, M a finitely generated A-module, and s a
positive integer. Let
lM :
s∧
A
M →
s⋂
A
M = HomR
(
s∧
A
M∗, A
)
denote the canonical map and x ∈ ∧sAM .
(1) Let J be an ideal of A. If x ∈ J ∧sAM , then im(lM (x)) ⊆ J .
(2) Suppose that there is a free A-submodule M ′ ⊆M of rank s such that x ∈ im(∧sAM ′ → ∧sAM). Then
x ∈ im(lM (x))
∧s
AM .
Proof. Since im(lM (ay)) = im(a · lM (y)) = a · im(lM (y)) for any y ∈
∧s
AM and a ∈ A, the assertion (1) holds.
We will show the assertion (2). Since A is a zero dimensional Gorenstein local ring, we can write M =M ′ ⊕N
for some A-submodule N ⊆ M . Let y1, . . . , ys be a basis of M ′. We take the element y∗i ∈ M∗ such that
y∗i (yi) = 1, y
∗
i (yj) = 0 if i 6= j, and y∗i (N) = 0. We write x = ay1 ∧ · · · ∧ ys for some a ∈ A. Then we have
lM (x)(y
∗
1 ∧ · · · ∧ y∗s ) = a. This completes the proof. 
Lemma 4.16. Let 0 → N → M h−→ F be an exact sequence of finitely generated R-modules, F a free R-
module of rank one, and s a positive integer. Let ĥ :
∧s
RM →
∧s−1
N ⊗R F denote the map defined in
[MR2, Proposition A.1] and x ∈ ∧sRM . Suppose that there is a free R-submodule M ′ ⊆ M of rank s such
that x ∈ im (∧sRM ′ → ∧sRM). Then there is a free R-submodule N ′ ⊆ M ′ ∩ N of rank s − 1 such that
ĥ(y) ∈ im
(∧s−1
R N
′ → ∧s−1R N)⊗R F ⊆ ∧s−1R N ⊗R F .
Proof. Since R is a principal artinian local ring, there is a basis y1, . . . , ys of M
′ such that y1, . . . , ys−1 ∈ N .
Put N ′ =
∑s−1
i=1 Ryi. Then N
′ is a free R-submodule of M ′ ∩N of rank s− 1 and ĥ(y1 ∧ · · · ∧ ys) = (−1)sy1 ∧
· · · ∧ ys−1 ⊗ h(ys) ∈ im
(∧s−1
R N
′ → ∧s−1R N)⊗R F . 
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The following proposition says that Theorem 4.10 is a generalization of [MR2, Theorem 8.5].
Proposition 4.17. Let ǫ′ be a basis of SSr(T,F ,Q)′ and k = LR(R). Then
∂ϕǫ′(t) = max{n ∈ {0, 1, . . . , k − 1,∞} | It(C(ǫ′)) ⊆ mnR}.
Here ∂ϕǫ′ : Z≥0 → Z≥0 ∪ {∞} is the map defined in [MR2, Definition 8.1].
Proof. We fix an isomorphism H1/f (Kq, T ) ≃ R for each prime q ∈ Q. Then we get an isomorphism in : Xn ≃⋂r+ν(n)
R H
1
Fn(K,T ) for each ideal n ∈ N (Q). Let c be a non-negative integer and m ∈ N (Q). Then we only
need to show that the following assertions are equivalent.
(i) ǫ′m ∈ mcRYm.
(ii) im (im(C(ǫ
′)m)) = im (im(Cm(ǫ
′
m))) ⊆ mcR.
By Lemma 4.15 (1), (i) implies (ii). We will show that (ii) implies (i). Since we assume that N (Q) has
a core vertex, there is a core vertex n ∈ N (Q) with m | n. Since H1Fn(K,T ) is a free R-module of rank
r + ν(n), by Lemma 4.16, there is a free R-submodule M ⊆ H1Fm(K,T ) of rank r + ν(m) such that ǫ′n ∈
im
(∧r+ν(m)
R M →
∧r+ν(m)
R H
1
Fm(K,T )
)
⊗R det(W ′m). Thus by Lemma 4.15 (2), we see that (ii) implies (i). 
5. Stark Systems over Gorenstein Local Rings
In this section, we assume that R is a complete Gorenstein local ring and that T satisfies Hypothesis 3.12.
Since R is a complete Gorenstein local ring, there is an increasing sequence J1 ⊆ J2 ⊆ J3 ⊆ · · · of ideals ofR such
that R/Jn is a zero dimensional Gorenstein local ring and a canonical map R→ lim←−nR/Jn is an isomorphism
where the inverse limit is taken with respect to canonical maps R/Jn+1 → R/Jn. In fact, since a Gorenstein
local ring is Cohen-Macaulay, there is a regular sequence x1, . . . , xd ∈ mR such that
√
(x1, . . . , xd) = mR. Put
Jn = (x
n
1 , . . . , x
n
d ) for each positive integer n. Since x
n
1 , . . . , x
n
d is a regular sequence and
√
Jn = mR, R/Jn is a
zero dimensional Gorenstein local ring. Furthermore the map R → lim←−nR/Jn is an isomorphism since R is a
complete noetherian local ring. Throughout this section, we fix such a sequence {Jn}n≥1 of ideals of R.
Let n be a positive integer and Fn a Selmer structure on T/JnT such that
H1Fn(Kq, T/JnT ) = H
1
(Fn+1)R/Jn
(Kq, T/JnT )
for any prime q of K. Then we have r := χ(Fn) = χ(Fn+1) for any positive integer n. In order to use the results
of the previous section, we assume that r ≥ 0 and that the Selmer structure Fn is cartesian for all positive
integer n. Put F = {Fn}n≥1.
Remark 5.1. Let S be a zero dimensional Gorenstein local ring and π : R→ S a surjective ring homomorphism.
Since the kernel of π is an open ideal, there is a positive integer n such that In ⊆ ker(π). Hence the collection
of the Selmer structures F defines a Selmer structure FS on T ⊗R S. Note that χ(FS) = r and FS is cartesian
by Lemma 3.10.
Remark 5.2. Let S be a complete Gorenstein local ring and π : R → S a surjective ring homomorphism. Take
an increasing sequence {JS,n}n≥1 of ideals of S such that S/JS,n is a zero dimensional Gorenstein local ring and
the map S → lim←−n S/JS,n is an isomorphism. By Remark 5.1, we get a Selmer structure FS,n on T ⊗R S/JS,n
for each positive integer n. Then we have χ(FS,n) = r, the Selmer structure FS,n is cartesian, and
H1FS,n(Kq, T ⊗R S/JS,nS) = H1(FS,n+1)R/Jn (Kq, T ⊗R S/JS,nS)
for any prime q of K and positive integer n. We denote by FS the collection {FS,n}n≥1 of the Selmer structures.
Example 5.3. Let O be the ring of integers of a finite extension of the field Qp and T a free O-module of finite
rank with an O-linear continuous GK-action which is unramified outside a finite set of places of K. Let d be a
positive integer and L a free R := O[[X1, . . . , Xd]]-module of rank one with an R-linear continuous GK-action
which is unramified outside primes above p. Put T = T ⊗O L and Jn = (pn, Xn1 , . . . , Xnd ). Suppose that the
following conditions hold:
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• the module T satisfies the conditions (H.1), (H.2), and (H.3),
• the module L⊗R R/(X1, · · · , Xd) has trivial GK-action,
• the module (T ⊗Zp Qp/Zp)Iq is divisible for every prime q ∤ p of K,
• H2(Kp, T ) = 0 for each prime p | p of K.
For a positive integer n, we define a Selmer structure Fn on T/JnT by the following data:
• Σ(Fn) := {v | p∞} ∪ {q | T is ramified at q},
• H1Fn(Kq, T/JnT ) = H1ur(Kq, T/JnT ) for each prime q ∤ p of K,
• H1Fn(Kp, T/JnT ) = H1(Kp, T/JnT ) for each prime p | p of K.
Since (T ⊗Zp Qp/Zp)Iq is divisible and LIq = L for every prime q ∤ p of K, a canonical map (T/Jn+1T )Iq →
(T/JnT )
Iq is surjective. Note that the cohomological dimension of Dq/Iq ≃ Ẑ is one. Therefore a canonical
map H1ur(Kq, T/Jn+1T ) → H1ur(Kq, T/JnT ) is surjective. By the inflation-restriction exact sequence, we have
an isomorphism H1/Fn(Kq, T/JnT ) ≃ H1(Iq, T/JnT )Frq=1. Hence we see that the map
H1/Fn(Kq, T/mRT )→ H1/Fn(Kq, T/JnT )
induced by an injection k→ R is injective. Let p | p be a prime of K. Since the cohomological dimension of Dp
is 2, we have
H2(Kp, T )⊗R R/(X1, . . . , Xd) ≃ H2(Kp, T ).
Since H2(Kp, T ) = 0, we have H2(Kp, T ) = 0 by Nakayama’s Lemma, and a map H1(Kp, T/Jn+1T ) →
H1(Kp, T/JnT ) is surjective for any positive integer n. Furthermore, by [MR2, Theorem 5.4], we have
χ(Fn) =
∑
v|∞
corankO
(
H0(Kv, T ∗(1))
) ≥ 0
where v runs through all the infinite places of K. Hence the collection of the Selmer structures {Fn}n≥1 satisfies
all the conditions in the paragraph before Remark 5.1.
5.1. Stark Systems over Gorenstein Local Rings. We fix a decreasing sequence Q1 ⊇ Q2 ⊇ Q3 ⊇ · · ·
such that Qn is an infinite subset of PLR(R/Jn)(Fn) and N (Q) has a core vertex for Fn. For example, we take
Qn = PLR(R/Jn)(Fn) \ (Σ(F1) ∪ · · · ∪ Σ(Fn)) for each positive integer n. We denote by Q the collection of the
sequence {Qn}n≥1.
Let n be a positive integer. Since N (Qn+1) has a core vertex for Fn+1, the map R/Jn+1 → R/Jn induces a
map SSr(T/Jn+1T,Fn+1,Qn+1)→ SSr(T/JnT,Fn,Qn+1) as in the paragraph before Proposition 4.12. Since
a restriction map SSr(T/JnT,Fn,Qn) → SSr(T/JnT,Fn,Qn+1) is an isomorphism by Theorem 4.7, we get a
map
φn+1,n : SSr(T/Jn+1T,Fn+1,Qn+1)→ SSr(T/JnT,Fn,Qn).
We define the module SSr(T,F ,Q) of Stark systems of rank r for F by
SSr(T,F ,Q) := lim←−
n≥1
SSr(T/JnT,Fn,Qn)
where the inverse limit is taken with respect to the maps φn+1,n.
Let S be a complete Gorenstein local ring and π : R→ S a surjective ring homomorphism. Take an increasing
sequence JS,1 ⊆ JS,2 ⊆ JS,3 ⊆ · · · of ideals of S such that S/JS,n is a zero dimensional Gorenstein local ring
and the map S → lim←−n S/JS,n is an isomorphism. Let FS be the collection of the Selmer structures defined in
Remark 5.2. For a positive integer n, we fix a positive integer nS such that nS ≥ n and that the map π : R→ S
induces a map πn : R/JnS → S/JS,n. Then we have the map
φπn : SSr(T/JnST,FnS ,QnS)→ SSr(T ⊗R S/JS,n,FS,n,QnS).
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Hence we get a canonical map
φπ : SSr(T,F ,Q)→ SSr(T ⊗R S,FS , {QnS}n≥1).
For simplicity, we also denote by Q the subsequence {QnS}n≥1 of Q = {Qn}n≥1.
Theorem 5.4. (1) The R-module SSr(T,F ,Q) is free of rank one.
(2) Let S be a complete Gorenstein local ring and π : R → S a surjective ring homomorphism. Then the
map φπ induces an isomorphism
SSr(T,F ,Q)⊗R S ≃ SSr(T ⊗R S,FS ,Q).
Proof. This theorem follows immediately from Theorem 4.7 and Proposition 4.12 (1). 
Let i be a non-negative integer and ǫ ∈ SSr(T,F ,Q). For a positive integer n, let φn : SSr(T,F ,Q) →
SSr(T/JnT,Fn,Qn) denote the projection map. By Proposition 4.12 (2), we can define an ideal Ii(ǫ) of R by
Ii(ǫ) := lim←−
n≥1
Ii(φn(ǫ)) = lim←−
n≥1
 ∑
n∈N (Qn),ν(n)=i
im(φn(ǫ)n)

where the inverse limit is taken with respect to the maps R/Jn+1 → R/Jn.
Definition 5.5. We define the dual Selmer group H1F∗(K,T
∗(1)) associated with the collection of the Selmer
structures F by
H1F∗(K,T
∗(1)) := lim−→
n≥1
H1F∗n(K, (T/JnT )
∗(1))
where the injective limit is taken with respect to the maps induced by the Cartier duals of the maps T/Jn+1T →
T/JnT .
Set M∨ := Hom(M,Qp/Zp) for any Zp-module M . The following theorem is our main result.
Theorem 5.6. Let i be a non-negative integer.
(1) If ǫ is a basis of SSr(T,F ,Q), then we have
Ii(ǫ) = Fitti,R
(
H1F∗(K,T
∗(1))∨
)
.
(2) Let S be a complete Gorenstein local ring and π : R → S a surjective ring homomorphism. Then we
have Ii(ǫ)S = Ii(φπ(ǫ)) for any ǫ ∈ SSr(T,F ,Q).
Proof. By Lemma 3.14, the canonical map
H1F∗(K,T
∗(1))∨ ⊗R R/Jn → H1F∗n(K, (T/JnT )∗(1))∨
is an isomorphism for any positive integer n. Thus we have
Fitti,R
(
H1F∗(K,T
∗(1))∨
)
R/Jn = Fitti,R/Jn
(
H1F∗n(K, (T/JnT )
∗(1))∨
)
= Fitti,R/Jn
(
H1F∗n(K, (T/JnT )
∗(1))∗
)
= Ii(φn(ǫ))
= Ii(ǫ)R/Jn
where the second equality follows from Remark 3.7, the third equality follows from Theorem 4.10, and the
fourth equality follows from Proposition 4.12 (2). Since R is a complete noetherian local ring, all the ideals of
R are closed. Hence we have Ii(ǫ) = Fitti,R(H
1
F∗(K,T
∗(1))∨). The second assertion follows from Proposition
4.12 (2). 
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Remark 5.7. Suppose that R is a discrete valuation ring. Let SSr(T,F ,Q)′ be the module of Stark systems
defined in [MR2, Definition 7.1] and n a positive integer. Let
Cn : SSr(T/m
n
RT,Fn,Qn)′ → SSr(T/mnRT,Fn,Qn)
be the isomorphism defined in Proposition 4.14. By the definition of the map Cn, we have the following
commutative diagram:
SSr(T/m
n+1
R T,Fn+1,Qn+1)′
Cn+1
//

SSr(T/m
n+1
R T,Fn,Qn+1)

SSr(T/m
n
RT,Fn,Qn)′
Cn
// SSr(T/m
n
RT,Fn,Qn).
Thus by [MR2, Proposition 7.3], the maps Cn induce an isomorphism
C : SSr(T,F ,Q)′ ≃ SSr(T,F ,Q).
Furthermore, if ǫ′ ∈ SSr(T,F ,Q)′ is non-zero, we see that
∂ϕǫ′(t) = max{n ∈ Z≥0 ∪ {∞} | It(C(ǫ′)) ⊆ mnR}
for any non-negative integer t by Proposition 4.17. This shows that Theorem 5.6 implies [MR2, Theorem 8.7].
6. Controlling Selmer Groups using Λ-adic Stark Systems
Let O be the ring of integers of a finite extension of the field Qp and T a free O-module of finite rank with
an O-linear continuous GK-action which is unramified outside a finite set of places of K. We write K∞ for the
cyclotomic Zp-extension of K. Fix a topological generator γ of Gal(K∞/K). Let R be the ring of formal power
series O[[X ]]. By using the element γ, we get an isomorphism O[[Gal(K∞/K)]] ≃ R, γ 7→ 1+X . It induces an
R-module structure on O[[Gal(K∞/K)]].
Following the notation in [MR1, Section 5.3], we write Λ instead of R and put T := T ⊗Λ O[[Gal(K∞/K)]].
We assume the following conditions:
• (T /̟T )GK = (T ∗(1)[̟])GK = 0 and T /̟T is an absolutely irreducible k[GK ]-module where ̟ is a
uniformizer of O,
• the module T satisfies the conditions (H.2) and (H.3),
• the module (T ⊗Qp/Zp)Iq is divisible for every prime q ∤ p of K,
• H2(Kp, T ) = 0 for each prime p | p of K.
Let n be a positive integer and Jn = (p
n, Xn). Let Fn be the Selmer structure on T/JnT defined in Example
5.3. Note that χ(Fn) =
∑
v|∞ corankO
(
H0(Kv, T ∗)
)
where v runs through all the infinite places of K. Set
F = {Fn}n≥1 and r = χ(Fn). We can define the module of Stark systems by
SSr(T) := SSr(T,F , {Pn2(Fn)}n≥1) = lim←−
n≥1
SSr(T/JnT,Fn,Pn2(Fn)).
Note that SSr(T) is a free Λ-module of rank one by Theorem 5.4. We call an element of SSr(T) a Λ-adic Stark
system. We say that a Λ-adic Stark system is primitive if it is a basis of SSr(T).
Remark 6.1. Assume that r = 1. Let KS(T) be the module of Λ-adic Kolyvagin systems defined in [MR1,
Chapter 5] or [Bu1]. Then we can construct an isomorphism SS1(T) ≃ KS(T) (See [Bu1, Section 3.1.2]). Thus
we have a map from the module of Euler systems to the module of Λ-adic Stark systems SS1(T) by [MR1,
Theorem 5.3.3].
Example 6.2. Suppose that K is a totally real number field. Let χ : GK → O× be an even character of finite
prime-to-p order and let fχ be the conductor of χ. Put T = O(1)⊗O χ−1. Assume the following hypotheses:
• (p, fχ) = 1,
• K is unramified at all primes above p,
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• χ(Frobq) 6= 1 for any prime p of K above p.
Then T satisfies all the conditions in this section and we have r = [K : Q] by [MR2, Corollary 5.6]. Thus if
K = Q, then we get a Λ-adic Stark system from the Euler systems of cyclotomic units. By using the analytic
class number formula, we show that this Stark system is primitive. More generally, K. Bu¨ku¨boduk constructed
an L-restricted Kolyvagin system from conjectural Rubin-Stark units in [Bu2]. Using this fact, we get a primitive
Λ-adic Stark system which is related to Rubin-Stark units if we assume Rubin-Stark conjecture.
Example 6.3. Suppose that O = Zp. Let A be an abelian variety of dimension d defined over K and let T be
the Tate module Tp(A) = lim←−A[p
n]. Assume the following hypotheses:
• A has good reduction at all the primes of K above p,
• the image of GK in Aut(A[p]) ≃ GL2d(Fp) contains GSp2d(Fp),
• p ∤ 6∏q∤p cq where cq ∈ Z>0 is the Tamagawa factor at q ∤ p,
• Ad(Kq)[p] = 0 for any prime p | p where Ad is the dual abelian variety of A.
Then T satisfies all the conditions in this section and we have r = d[K : Q] by [MR2, Proposition 5.7]. If K = Q
and d = 1, then the Kato’s Euler systems gives rise to a Λ-adic Stark system (See [MR1, Theorem 6.2.4], [MR1,
Proposition 6.2.6], and [Bu1, Proposition 4.2]).
By using [Ru, Proposition B.3.4], we have H1(Kq,T) = H
1
ur(Kq,T) for each prime q ∤ p of K. Hence we can
define a Selmer structure FΛ on T by the following data:
• Σ(FΛ) = Σ := {v | p∞} ∪ {q | q is ramified at T },
• H1FΛ(Kq,T) = H1(Kq,T) for each prime q of K.
Remark 6.4. Since H1(Kq,T) = H
1
ur(Kq,T) for each prime q ∤ p of K, we have
H1FΛ(K,T) = H
1(K,T) = H1(KΣ/K,T)
where KΣ is the maximal extension of K unramified outside Σ and H
1(KΣ/K,M) = H
1(Gal(KΣ/K),M) for
any continuous Gal(KΣ/K)-module M . Furthermore, the maps T→ T/JnT induce isomorphisms H1(K,T) ≃
lim←−n≥1H
1
Fn
(K,T/JnT) and H
1
F∗(K,T
∗(1)) ≃ H1F∗Λ(K,T∗(1)). Note that H1(KΣ/K,T), H2(KΣ/K,T), and
H1F∗Λ
(K,T∗(1))∨ are finitely generated Λ-modules (See [PR, Section 3]).
Remark 6.5. Note that the map H1(K,T)⊗Λ Λ/(X)→ H1(KΣ/K, T ) induced by the map T→ T is injective.
Since T satisfies the condition (H.1), the module H1(KΣ/K, T ) is a free O-module, which implies that so is
H1(K,T) ⊗Λ Λ/(X). Let s = rankO
(
H1(K,T)⊗Λ Λ/(X)
)
. Since T GK = 0, the map H1(K,T) ×X−−→ H1(K,T)
is injective. Thus we have a map of exact sequences:
0 // Λs
×X
//
j

Λs //
j

Os //
≃

0
0 // H1(K,T)
×X
// H1(K,T) // H1(K,T)⊗Λ Λ/(X) // 0.
Hence we have X ker(j) = ker(j) and Xcoker(j) = coker(j). Hence the map j is an isomorphism and H1(K,T)
is a free Λ-module of rank s.
Proposition 6.6. Let q be a height one prime of Λ with q 6= pΛ and let Sq denote the integral closure of Λ/q
in its field of fractions. If H2(KΣ/K,T)[q] is finite, then we have
rankΛ
(
H1(K,T)
)
= r + corankSq
(
H1F∗can(K, (T ⊗ Sq)∗(1))
)
where Fcan is the canonical Selmer structure defined in Example 3.4.
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Proof. Note that T ⊗O SQ satisfies the conditions (H.1), (H.2), and (H.3). Since H2(KΣ/K,T)[q] is finite, by
the same proof of [MR1, Proposition 5.3.14], one can show that the map
H1(K,T)⊗Λ Λ/q→ H1Fcan(K, T ⊗O Sq)
induced by the map T → T/qT → T ⊗O Sq is injective and its cokernel is finite. Since H1(K,T) is a free
Λ-module by Remark 6.5, we have
rankΛ
(
H1(K,T)
)
= rankSq
(
H1Fcan(K, T ⊗O Sq)
)
.
Since H2(Kp, T ) = 0 for any prime p | p of K, the core rank of Fcan on Sq is r by Example 3.20. Thus by the
same proof of [MR1, Corollary 5.2.6], we have
rankSq
(
H1Fcan(K, T ⊗O Sq)
)
= r + corankSq
(
H1F∗can(K, (T ⊗O Sq)∗(1))
)
.

Proposition 6.7. The Λ-module H1F∗Λ
(K,T∗(1))∨ is torsion if and only if H1(K,T) is a free Λ-module of rank
r.
Proof. Since H2(KΣ/K,T) is a finitely generated Λ-module, there is a hight one prime q 6= pΛ of Λ such that
H2(KΣ/K,T)[q] is finite. Then by the same proof of [MR1, Proposition 5.3.14], we show that the kernel and
the cokernel of the map
H1F∗Λ(K,T
∗(1))∨ ⊗Λ Λ/q→ H1F∗can(K, (T ⊗O Sq)∗(1))∨
induced by the map (T ⊗O Sq)∗(1) → (T/qT)∗(1) → T∗(1) are finite. Thus if H1(K,T) is free of rank
r, then H1F∗Λ
(K,T∗(1))∨ ⊗Λ Λ/q is finite by Proposition 6.6. Hence H1FΛ(K,T∗(1))∨ is a torsion Λ-module.
If H1F∗Λ
(K,T∗(1))∨ is a torsion Λ-module, then there is a height one prime q 6= pΛ of Λ such that both
H1F∗Λ
(K,T∗(1))∨ ⊗Λ Λ/q and H2(KΣ/K,T)[q] are finite. Thus by Remark 6.5 and Proposition 6.6, H1(K,T) is
a free Λ-module of rank r. 
Remark 6.8. The assertion that H1F∗Λ
(K,T∗(1))∨ is a torsion Λ-module is a form of the weak Leopoldt conjecture.
Lemma 6.9. Let n be a positive integer. Then we have an exact sequence
0→ H2(KΣ/K,T)[Jn]→ H1(K,T)⊗Λ Λ/Jn → H1(KΣ/K,T/JnT).
Proof. By using the exact sequence 0→ T ×Xβ−−−→ T→ T/XβT→ 0, we obtain an exact sequence
0→ H1(KΣ/K,T)⊗Λ Λ/XnΛ→ H1(KΣ/K,T/XnT)→ H2(KΣ/K,T)[Xn]→ 0.
Applying −⊗Λ/(Xn) Λ/Jn to the above exact sequence, we get the following exact sequence:
H1(KΣ/K,T/X
nT)[pn]→ H2(KΣ/K,T)[Jn]→ H1(K,T)⊗Λ Λ/Jn → H1(KΣ/K,T/XnT)⊗Λ/(Xn) Λ/Jn.
By using the exact sequence 0→ T/XnT ×p
n
−−−→ T/XnT→ T/JnT→ 0, we have an exact sequence
0→ H1(KΣ/K,T/XnT) ×p
n
−−−→ H1(KΣ/K,T/XnT)→ H1(KΣ/K,T/JnT)
since we assume that (T/(̟,X)T)GK = (T /̟T )GK = 0 where ̟ is a uniformizer of O. Thus we get the desired
exact sequence. 
The following theorem is a generalization of [MR1, Theorem 5.3.6] and [MR1, Theorem 5.3.10]. However,
the proof of this theorem is different from the proof in [MR1].
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Theorem 6.10. If ǫ is a primitive Λ-adic Stark system and i is a non-negative integer, then we have
Ii(ǫ) = Fitti,Λ
(
H1F∗Λ(K,T
∗(1))∨
)
.
In particular, H1F∗Λ
(K,T∗(1))∨ is a torsion Λ-module if and only if there is a Λ-adic Stark system η = {η(n)}n≥1
such that η
(n)
1 6= 0 for some positive integer n.
Proof. The first assertion follows from H1F∗(K,T
∗(1)) ≃ H1F∗Λ(K,T∗(1)) and Theorem 5.6. Since
AnnΛ(M)
m ⊆ Fitt0,Λ(M) ⊆ AnnΛ(M)
for any Λ-module M which is generated by m elements, H1F∗Λ
(K,T∗(1))∨ is a torsion Λ-module if and only
if I0(ǫ) 6= 0. Furthermore, by Proposition 4.12 (2), there is a Λ-adic Stark system η = {η(n)}n≥1 such that
η
(n)
1 6= 0 for some positive integer n if and only if I0(ǫ) 6= 0. This completes the proof. 
We will show that Theorem 6.10 implies [MR1, Theorem 5.3.6] and [MR1, Theorem 5.3.10]. Assume r = 1.
Let n be a positive integer. By Matlis duality, the map l1 : H
1
Fn
(K,T/JnT) →
⋂1
Λ/Jn
H1Fn(K,T/JnT) is an
isomorphism. Hence we have a map
Θ(n) : SS1(T/JnT,Fn,Pn2(Fn))→
1⋂
Λ/Jn
H1Fn(K,T/JnT)
l−11−−→ H1Fn(K,T/JnT)
where the first map is a projection map. It is easy to see that the maps Θ(n) induce a map Θ: SS1(T) →
H1(K,T).
Proposition 6.11. Let H2(KΣ/K,T)fin be the maximal finite Λ-submodule of H
2(KΣ/K,T). Suppose that
r = 1. If im (Θ) 6= 0, then H1(K,T) is free of rank one and H1F∗Λ(K,T∗(1))∨ is a torsion Λ-module. Furthermore,
we have
Fitt0,Λ
(
H1F∗Λ(K,T
∗(1))∨
)
= charΛ
(
H1(K,T)/ΛΘ(ǫ)
)
AnnΛ
(
H2(KΣ/K,T)fin
)
.
for any primitive Λ-adic Stark system ǫ. In particular,
charΛ
(
H1F∗Λ(K,T
∗(1))∨
)
= charΛ
(
H1(K,T)/ΛΘ(ǫ)
)
.
Proof. Since the map l1 : H
1
Fn
(K,T/JnT)→
⋂1
Λ/Jn
H1Fn(K,T/JnT) is an isomorphism for any positive integer
n and im (Θ) 6= 0, the Λ-module H1F∗Λ(K,T∗(1))∨ is a torsion by Theorem 6.10. Thus H1(K,T) is a free Λ-
module of rank one by Proposition 6.7. Let ǫ = {ǫ(n)}n≥1 be a primitive Λ-adic Stark system. Put Ind(ǫ) =
charΛ
(
H1(K,T)/ΛΘ(ǫ)
)
. Then we have
Ind(ǫ) = {f(Θ(ǫ)) | f ∈ HomΛ(H1(K,T),Λ)}.
Let n be a positive integer and Λn = Λ/Jn. We will compute the ideal I0(ǫ
(n)) ⊆ Λn. Let Mn be the
image of the map H1(K,T) → H1Fn(K,T/JnT). Fix an isomorphism H1(K,T) ≃ Λ. Let Zn be the image
of the injective map H2(KΣ/K,T)[Jn] → H1(K,T) ⊗Λ Λn ≃ Λn. By Lemma 6.9, the fixed isomorphism
H1(K,T) ≃ Λ induces an isomorphism M∗n ≃ Λn[Zn]. Let Θ(ǫ)n = Θ(ǫ) mod Jn ∈ H1Fn(K,T/JnT). Since the
map H1Fn(K,T/JnT)
∗ →M∗n is surjective and Θ(ǫ)n ∈Mn, we have
I0(ǫ
n) = {f(Θ(ǫ)(n)) | f ∈M∗n} = Ind(ǫ)Λn[Zn].
By the definition of the ideal Zn, we have
ker (Λ→ Λn/Λn[Zn]) = AnnΛ
(
H2(KΣ/K,T)[Jn]
)
.
Since the Λ-module H2(KΣ/K,T) is of finite type, we have
ker (Λ→ Λn/Λn[Zn]) = AnnΛ
(
H2(KΣ/K,T)fin
)
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for all sufficiently large integer n. Thus we conclude that
I0(ǫ) = lim←−
n≥1
Ind(ǫ)Λn[Zn] =
⋂
n≥1
(
Ind(ǫ)AnnΛ
(
H2(KΣ/K,T)fin
)
+ Jn
)
= Ind(ǫ)AnnΛ
(
H2(KΣ/K,T)fin
)
.
Hence this proposition follows from Theorem 6.10. 
Proposition 6.12. For a positive integer n, let in :
∧r
ΛH
1(K,T) ⊗Λ Λ/Jn →
⋂r
Λ/Jn
H1Fn(K,T/JnT) denote
the canonical map. If H2(KΣ/K,T)fin = 0, there is a unique Λ-module homomorphism
Θ: SSr(T)→
r∧
Λ
H1(K,T)
such that in ◦ Θ(ǫ) = ǫ(n)1 for any positive integer n and Λ-adic Stark system ǫ = {ǫ(n)}n≥1. Furthermore, if
im (Θ) 6= 0, then H1(K,T) is free of rank r, H1F∗(K,T∗(1))∨ is a torsion Λ-module, and
Fitt0,Λ
(
H1F∗Λ(K,T
∗(1))∨
)
= charΛ
(
r∧
Λ
H1(K,T)
/
ΛΘ(ǫ)
)
for any primitive Λ-adic Stark system ǫ.
Proof. Let n be a positive integer and s = rankΛ
(
H1(K,T)
)
. Note that s ≥ r by Proposition 6.6. Let
Λn = Λ/Jn. By Lemma 6.9 and H
2(KΣ/K,T)fin = 0, the map H
1(K,T) ⊗Λ Λn → H1Fn(K,T/JnT) is a split
injection. ThusH1Fn(K,T/JnT) has a free Λn-submodule of rank s and the map in is injective. Let ǫ = {ǫ(n)}n≥1
be a Λ-adic Stark system. By Proposition 4.11, there is a unique element Θ(ǫ)n ∈
∧r
ΛH
1(K,T) ⊗Λ Λn such
that in ◦ Θ(ǫ)n = ǫ(n)1 . By the proof of Proposition 4.11, the set {Θ(ǫ)n}n≥1 becomes an inverse system. Thus
we have the desired map Θ(ǫ) := lim←−n≥1Θ(ǫ)n. Let ǫ be a primitive Λ-adic Stark system. If im(Θ) 6= 0, we
have s = r by Proposition 4.11. Hence H1F∗Λ
(K,T∗(1))∨ is a torsion Λ-module by Proposition 6.7. Furthermore,
we have
Fitt0,Λ
(
r∧
Λ
H1(K,T)
/
ΛΘ(ǫ)
)
Λn = Fitt0,Λn
(
r∧
Λ
H1(K,T)⊗Λ Λn
/
ΛnΘ(ǫ)n
)
= Fitt0,Λn
(
H1F∗n(K, (T/JnT)
∗)∗
)
= Fitt0,Λ
(
H1F∗Λ(K,T
∗(1))∨
)
Λn
where the second equality follows from Proposition 4.11 and the third equality follows from Remark 3.7 and
Lemma 3.14. Since Λ is a complete noetherian local ring, this completes the proof. 
Remark 6.13. We use the same notation as in Example 6.2. If we assume Rubin-Stark conjecture, then we have a
primitive Λ-adic stark system ǫR-S (See [Bu1, Section 4.3], [Bu2], and Example 6.2). Since H2(KΣ/K,T)fin = 0,
we have
char
(
H1F∗Λ(K,T
∗(1))∨
)
= char
(
r∧
Λ
H1(K,T)
/
ΛΘ(ǫR-S)
)
by Proposition 6.12. LetH1(Kp,T) =
⊕
p|pH
1(Kp,T) and locp : H
1(K,T)→ H1(Kp,T) denote the localization
map at p. Suppose that the map locp is injective. Then by Theorem 3.8, we obtain an exact sequence
0→ H1(K,T)→ H1(Kp,T)→ H1F∗str(K,T∗(1))∨ → H1F∗Λ(K,T
∗(1))∨ → 0.
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Here the Selmer structure Fstr is defined in [Bu1, proposition 4.11]. Then we have rankΛ
(
H1(K,T)
)
=
rankΛ
(
H1(Kp,T)
)
= r by Proposition 6.12 and [Bu1, Proposition 4.7 (i)]. Thus we get an equality
char
(
H1F∗str(K,T
∗(1))∨
)
= char
(
r∧
Λ
H1(Kp,T)
/
Λ · locp(Θ(ǫR-S))
)
.
Therefore we show that Theorem 6.12 implies [Bu1, Theorem 4.15].
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