At an intermediate stage of radiation treatment planning for IMRT, most commercial treatment planning systems for IMRT generate intensity maps that describe the grid of beamlet intensities for each beam angle. Intensity map segmentation of the matrix of individual beamlet intensities into a set of MLC apertures and corresponding intensities is then required in order to produce an actual radiation delivery plan for clinical use. Mathematically, this is a very difficult combinatorial optimization problem, especially when mechanical limitations of the MLC lead to many constraints on aperture shape, and setup times for apertures make the number of apertures an important factor in overall treatment time. We have developed, implemented and tested on clinical cases a metaheuristic (that is, a method that provides a framework to guide the repeated application of another heuristic) that efficiently generates very high-quality (low aperture number) segmentations. Our computational results demonstrate that the number of beam apertures and monitor units in the treatment plans resulting from our approach is significantly smaller than the corresponding values for treatment plans generated by the heuristics embedded in a widely use commercial system. We also contrast the excellent results of our fast and robust metaheuristic with results from an 'exact' method, branchand-cut, which attempts to construct optimal solutions, but, within clinically acceptable time limits, generally fails to produce good solutions, especially for intensity maps with more than five intensity levels. Finally, we show that in no instance is there a clinically significant change of quality associated with our more efficient plans.
Introduction
Treatment planning in IMRT usually involves a two-step process in which (1) the dose within the tumour and critical structures is first optimized without consideration of the delivery specifics and (2) the resulting intensity map (I-map) for each beam orientation is then segmented to produce segments (apertures) by taking into account the physical delivery constraints of the MLC. When segmenting the intensity map, one must consider both the number of shapes and the number of MUs. There are several MLCs currently in clinical use, with rather different physical constraints that determine the allowable leaf positions (and, hence, corresponding shape matrices) that are possible for that device. These machine types also have widely varying setup times for transitions between shapes, and for certain machine types these setup times can dominate the radiation delivery time, a factor that we will consider below. At our institution, IMRT treatments are planned and delivered using the Corvus, version 4.0 (Nomos Corporation, Cranberry Township, PA) treatment planning system and Elekta SL 20 (Elekta Oncology Systems, Crawley, UK) linear accelerators. The leaf-sequencing algorithm in the Corvus planning system tends to produce a large number of beam delivery segments for each beam orientation (20-70) depending on the number of modulation intensity levels and the complexity of the case. There exists an inter-segment delay of approximately 6 s on an Elekta SL linear accelerator. Coupled with a large number of delivery segments, this can significantly increase the treatment time to approximately 45 min or longer. This has the potential to increase patient discomfort and spurious intrafraction patient motion as well as decrease clinical throughput.
The leaf-sequencing or segmentation problem described above is a particularly difficult combinatorial problem for which a variety of heuristic and 'exact' approaches have been proposed. Boyer and Yu (1999) , Evans et al (1997) , Galvin et al (1993) , Bortfeld et al (1994) , Xia and Verhey (1998) and Siochi (1999) discuss several heuristic methods that have been developed for this problem. Based on computational comparisons in Que (1999) , the XiaVerhey approach, which focuses on decompositions based on intensities that are powers of 2, performs relatively well with respect to these alternatives in terms of number of segments. On the other hand, the Bortfeld et al approach tends to yield larger numbers of segments, but smaller beam-on times. (In this context, beam-on time has an algebraic definition that is presented below; it is possible to map beam-on time values to monitor unit values by using an appropriate proportionality factor for each beam angle.) For the case in which only beam-on time is considered, an interesting exact network flow approach to segmentation was developed recently by Boland et al (2004) . Luan et al (2004) also investigated the use of network flow techniques, by focusing on minimizing aperture count. Taking into account both aperture count and beam-on time, Langer et al (2001) derived an exact approach based on the solution via branch-and-cut of an integer programming model and compared their results with those of the heuristic methods of Bortfeld et al (1994) , Boyer and Yu (1999) and Xia and Verhey (1998) . Since Langer et al's method is based on the 'exact' procedure of branch-and-cut, in theory it yields the minimum number of segments subject to certain delivery constraints, including a minimum beam-on time constraint. However, this assumes sufficient computing time, which we demonstrate in the results section, may be more than the time available for treatment planning. For the problem instances that they consider, Langer et al are able to demonstrate significant improvements relative to heuristic approaches. However, the problem of minimizing aperture counts is significantly harder than the beam-on time problem, because the former involves binary-valued step functions that have value 1 for a sub-aperture that is used (with positive radiation intensity) and value 0 otherwise. The efficient metaheuristic that we develop here coordinates the search processes arising from the use of multiple starting points for a base heuristic (which is related to a method of Engel (2003) but takes into account complex delivery constraints) and yields segmentations with small numbers of apertures and small beam-on times.
Results with our metaheuristic are compared with leaf segments produced by the heuristics included in the Corvus treatment planning system (versions 4.0 and 5.0). Additionally, we benchmark our approach against a branch-and-cut-based exact approach described by Langer et al. Further, we compare the resulting 3D dose distributions resulting from our metaheuristicgenerated leaf sequences to the original dose distributions using an in-house developed and previously described dose calculation engine.
Methods and materials
For IMRT delivery, the matrix of relative beamlet intensities (generated for each beam angle by dose optimization) must be decomposed into a integer-weighted sum of binary matrices, each of which must obey a set of physical constraints dictated by the MLC (details of these constraints are discussed below). Mathematically, the constraints of the segmentation problem may be expressed as follows: given a matrix A of relative beamlet intensities (see figure 13 in appendix A for an idealized example of an I-map), determine a set of binary shape matrices S k (satisfying the constraints of the collimator) and corresponding positive beam weights α k such that A = k α k S k . The focus of this research is to develop efficient segmentation methods that require approximately the minimum number of shapes and use small total beam-on times (where beam-on time is defined as k α k ). Beam-on time as defined in this manner is a good surrogate for monitor units (MUs) as we will see below.
The DMM metaheuristic for intensity map segmentation
Our research has focused on the development of a metaheuristic, the difference-matrix metaheuristic (DMM), that coordinates repeated applications of a base heuristic (bDif). Roughly speaking this metaheuristic combines multi-start (the use of multiple carefully selected 'starting points' for bDif) with local search and coordination mechanisms that focus the search of the heuristic in more promising areas of the solution space as these are determined by comparisons of results obtained from the multiple start points. In this section, we first describe the base heuristic bDif and then we discuss how bDif is exploited via the multi-start and coordination aspects of the DMM metaheuristic.
The base heuristic bDif rapidly processes an input I-map by repeatedly extracting (subtracting) 'feasible' aperture-intensity pairs until the I-map has been completely segmented. (See appendix A for an example of an extraction step.) Apertures for the pairs are constructed row-by-row to satisfy Elekta delivery constraints. A matrix resulting from the pair extraction process is also an I-map (i.e., an array of non-negative integers) and will be referred to as a residual I-map. In the first major iteration, the input I-map is processed as described below by bDif. In subsequent iterations, residual I-maps are processed. Once a residual I-map contains only 0 entries, the segmentation process has been completed.
Additional criteria used by bDif in shape construction in each extraction step are based on the elements of the 'difference matrix' derived from the current I-map. (Previous research in this area (Engel 2003) has laid the theoretical groundwork for the difference-matrix viewpoint by demonstrating that these methods can produce minimum beam-on time segmentations in the absence of leaf collision constraints.) The difference matrix with respect to a given matrix consists of 'forward' differences of entries in successive columns. From a geometric viewpoint, the entries in a given row of an I-map can be thought of as heights 'landscape' 
relative to a baseline of 0, and thus the difference matrix also serves to represent 'steps' up (positive entries) as the landscape is traversed from left to right, steps down (negative entries) and level regions (0 entries) within this landscape. Further details and an example are given in appendix A. The Diff operator is used to denote the difference-matrix process. In the algorithmic descriptions below, D will denote a generic difference matrix that corresponds to either Diff(A), where A is the original intensity map, or to a difference matrix obtained by applying Diff to a residual intensity map. Using this notation, the input and output of the overall DMM procedure are seen in table 1. Mechanical aspects of the Elekta MLC determine conditions that shape matrices S k must satisfy in order to be delivered. In addition to the obvious condition that the set of open bixels in a row be connected, these constraints include (1) interleaf collision, (2) minimum leaf separation, (3) shape connectedness and (4) 'straight-edge' constraints related to backup diaphragms. Our base heuristic bDif (figure 1) enforces these constraints by checking deliverability as each row is added to the current shape. (The row-by-row delivery constraint verification used in bDif is much more efficient than the use of the algebraic descriptions (via constraints that use binary variables) of these delivery constraints that are needed in the branch-and-cut approach, since the algebraic constraints must cover all possible cases and hence are quite numerous.) Tongue-and-groove (TnG) effects, which correspond to intershape rather than intra-shape properties, could be addressed in our metaheuristic by modifying it to incorporate the use of penalties for segmentations that would significantly display such effects. However, while TnG effects do occur in the segmentations produced by DMM, the dosimetric impact of these effects is not clinically significant in the cases that we have studied. 
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An important underlying concept of bDif is that clusters of 0 entries in a difference matrix correspond to 'flat' portions of the corresponding intensity map and hence suggest good shapes. Thus, bDif focuses on the construction of shapes whose extractions produce small values of the Count function (Count(D) = the number of non-zero entries in D). The choice of the intensity values α used in the bDif segmentation process is determined in part by considering values of α that appear in the difference matrix (see appendix B).
We now describe the metaheuristic DMM that we developed in order to have a broadbased search for a good segmentation. DMM (as indicated in the flow chart, figure 3 ) employs bDif within a procedure that generates (via bDif) C (a parameter discussed below) multiple starting points (see figures 2 and 3). DMM then coordinates the corresponding multiple local searches by comparing results and focusing further search effort on promising regions that contain 'better' shapes. Shape comparison within DMM is done by employing a segmentation complexity measure (S, α, D) defined by a shape matrix S and a corresponding intensity α and a difference matrix D as follows: apply bDif to segment the residual difference matrix D − α Diff(S) and then define (S, α, D) = K k=1 α k + 7 × K where K is the number of shapes in the corresponding segmentation of D − α Diff(S) (7 is a weighting factor that balances the relative importance of beam-on time and segment count). Low values of therefore correspond to 'good' shapes and a value of 0 indicates that a segmentation has been completed by using shape S to produce a 0 residual matrix. In order to modify DMM to take into account TnG effects, could be modified to include a penalty term associated with those effects.
DMM uses this segmentation complexity index in the rowwise construction (as described in the flow chart in figure 3 ) of an R × C shape table (ST), which accumulates the results of searches for good segmentations and at completion contains the results with the smallest number of shapes in its last row. Since each element in each row corresponds to a shape used in a segmentation, the row parameter R (set to 85 in our runs) simply sets an upper bound on the number of shapes in the segmentation. The column parameter C determines the number of partial segmentations that will be simultaneously developed. (The value of C plays an important role in determining the run time of the procedure, and for a run time of approximately 3 min (on an 800 MHz Linux computer) per beam angle, the following C values were used for 5-, 10-and 100-intensity-level maps: 40, 20, 2. Note that the corresponding run times on faster 3 GHz processors would be about 1 min per beam angle.) The elements of ST consist of shape, intensity and additional information-specifically, tuples given by {S, D − α Diff(S), (S, α, D) , previous index}, where previous index is a pointer to the previous ST entry (if any) that gave rise to residual difference matrix D. Thus, following the Start Use C shapes to construct first shape table row:
Construct the first row of the Shape Table  ( ST) using C shape matrices that approximately minimize Π(S, α, D).
Row = 1

Obtain candidate shapes for the next row:
Create a shape and residual pool from the current ST row. From this pool, construct (S, α, D) tuples, and select the C tuples with smallest Π to construct the tuples for row Row + 1.
Set Row = Row + 1.
Is some Π in current row = 0 ?
No Yes
Select and output segmentation:
Considering elements in the last row with Π =0, determine an entry with minimum beam time. Follow the corresponding backward chain of shapes and intensities to obtain the segmentation. pointers back-up from a shape at the bottom of the table that completes a segmentation gives the remaining shapes and intensities in the segmentation.
End
The initial row of ST corresponds to the C multiple starting points and is generated by setting D to the initial difference matrix Diff(A), and then generating C shape matrices and corresponding α values that approximately minimize the segmentation complexity measure (S, α, D) . Details of the heuristic used in this approximate minimization are given in appendix B. Additional rows of ST are then constructed by considering alternative continuations of the segmentations 'begun' in the preceding rows, using the bDif-based complexity measure (S, α, D) to rank these alternatives (see appendix B). Figure 2 illustrates a shape table and a corresponding set of pointers. In this example, segmentations (not shown) using shapes S 1 and S 3 , while initially promising, were later discarded after improved segmentations using shapes S 2 and S 4 were generated by considering alternative 'continuations' of segmentations containing the latter two shapes. The best (in terms of segment count) segmentation generated thus occurs in one of the four chains of five segments shown in the figure. Each of these segmentations has the smallest number of segments of any of the segmentations generated by the search process, so DMM is completed by selecting a chain with minimum corresponding beam-on time from this set.
An 'exact' branch-and-cut (BC) approach
We compare our metaheuristic with the heuristic used in Corvus and with a MIP (mixedinteger programming) approach based on a model proposed in Langer et al (2001) (extending their model via additional constraints, since the MLC constraints of the Elekta MLC are more complex than those considered by Langer et al). In the latter, 5-intensity-level inputs with values 0, 20, . . ., 100 are scaled by dividing by 20 to produce matrices with entries 0-, . . ., 5-and 10-intensity-level inputs are similarly scaled by dividing by 10. Binary dose variables d [i, j, t] are used to specify if radiation is delivered at bixel i, j at time t.
Langer et al suggested a two-phase method in which beam-on time is minimized in the first phase and the number of segments is minimized (subject to a minimum beam-on time constraint) in the second phase. Unfortunately, the additional constraints (as described below) required to model the Elekta MLC constraints make this MIP approach very problematic for intensity maps with ten or more intensity levels. For difficult clinical cases, this approach yields relatively poor results even for 5-intensity-level maps. Since the BC method is seldom able to produce or verify (within the 2 h of computing time that we allowed) an optimal solution for the problem of minimizing the number of shapes (which is more difficult than minimizing beam-on time), it is best regarded in the context of these problems as a heuristic method. The software used to construct and solve the MIP model was the AMPL modelling language combined with the CPLEX branch-and-cut solver (a leading commercial solver), running on 800 MHz Linux machines, and the results of the implementation are presented below.
As proposed by Langer et al, we used binary variables l [i, j, t] that are set to 1 to indicate bixels [i, j ] covered by a left leaf at time t, binaries r [i, j, t] for the right leaves and d [i, j, t] for uncovered bixels, leading to the constraint
Standard leaf position constraints may then be modelled using these variables (see Langer et al (2001) ). In order to model some special properties of the Elekta MLC, we need to augment Langer's model to include several additional types of constraints, some of which we describe in detail below in order to provide some insight into modelling issues.
Mono-shape constraints require that each aperture consist of only one 'connected' shape matrix which satisfies the leaf collision constraints. In order to model these constraints, binary variables delivery [i, t] are introduced. A variable of this type is 1 if and only if radiation is being delivered in row i at time t. Therefore, the binary variable delivery is forced to be 0 if the ith row is not being used at time t. These properties are enforced by the following constraints, where Cols denotes the number of columns in the intensity map:
Binary variables drop are used (beginning with row 2) to determine if the preceding row in a shape is non-zero and the current row is 0. This will allow the determination of the end row of a mono-shape. The constraints below will force drop to 1 in this case: Similarly, the binary variable jump is used to determine if the previous row is 0 and the current row is non-zero. This will signify the beginning of a mono-shape. The constraints below will force jump to 1 in this case:
To ensure that the mono-shape constraint holds, there can only be one row where a mono-shape begins. This leads to the constraint
Finally, the following constraints ensure that once the mono-shape ends, all subsequent rows are 0:
The following 'diagonal' leaf collision constraints are required by the Elekta MLC, but note that the algebraic model must be written so that these leaf constraints will be applied to the leaf positions only in the case of adjacent non-zero rows (in which case the RHS of the constraints will be 1, so that the leaf position variables on the LHS cannot both have value 1):
Tongue-and-groove constraints as specified in Langer's paper were not used in the results reported below, since CPLEX could not determine integer feasible solutions of these more complex problems in 12 h of computing time.
We also imposed straight-edge constraints required by our machine specifications which ensure that either the right-hand or left-hand side of a shape line up in one column; creating a straight edge on one side of the shape. This is due to the minimum separation constraint (1 cm) for the Elekta MLC. This constraint needs only be enforced when the entire shape is lying in only the upper or lower half of the total number of rows (see figure 4) .
Clinical test cases and MU calculation
We tested our metaheuristic intensity map segmentation algorithm and the BC implementation on three clinical IMRT cases: (i) head and neck, (ii) pancreas and (iii) prostate. All plans were devised so that the dose per fraction was 1.8 Gy, and a 6 MV beam was used in all three cases. The head and neck plan consisted of five beam angles: 55
• , 165
• , 245
• , 290
• and 350
• . The prescription dose was 45 Gy and the critical structures were the parotid glands and the spinal • and 325
• . The prescription dose was 75.6 Gy and the critical structures were the bladder and rectum. Plans were designed with 5, 10 and 100 intensity levels and in versions 4.0 and 5.0 of the Corvus treatment planning system. The dose and dose-volume constraints for the critical structures in each of the cases are summarized in table 2. All plans were normalized so that at least 97.5% of the CTV received the prescription dose.
Following dose optimization in the Corvus treatment planning system, the idealized intensity maps corresponding to each beam angle were extracted along with the Corvus MLC controller leaf sequence files for the Elekta SL20 accelerator for each plan. The number of segments obtained from the Corvus (versions 4.0 and 5.0), difference-matrix metaheuristic and BC implementation were compared. Given the relative weighting of each segment within the leaf sequence for a single beam, we calculated the relative 'beam-on time' for the Corvus leaf sequence. The absolute MUs were obtained directly from the treatment plan. The idealized intensity maps were then input into our DMM algorithm to generate a new leaf sequence and the leaf segments were output in the format required by the MLC controller file. Using the relative weighting of each segment, we calculated the relative 'beam-on time' for the DMM leaf sequence. To calculate the absolute MUs required with our leaf sequence, we calculated the ratio between the relative 'beam-on time' obtained from the Corvus leaf sequence and that obtained from our leaf sequence for each beam and then multiplied the absolute plan MUs obtained from Corvus by this ratio. An absolute MU comparison is only provided between Corvus 4.0 and the DMM algorithm for purposes of brevity.
We compared the realistic dose maps obtained from both the Corvus leaf sequence and the leaf sequence obtained with our approach. The calculation was performed using a previously described convolution/superposition-based dose calculation algorithm (Naqvi et al 2003) on a 30 × 30 cm 2 water phantom and at a depth of 2 cm. Following a comparison of the dose maps from each beam angle, we performed a 3D dose calculation on patient CT data sets with the same convolution/superposition dose calculation algorithm and using both the Corvus leaf sequence and the metaheuristic leaf sequence in order to investigate if there was any degradation in the dose distribution. 
Results and discussion
The results are organized as follows. We first describe the comparison between our metaheuristic leaf-sequencing algorithm and the Corvus results. The number of segments and MUs are compared for the plans obtained from version 4.0 of Corvus, while only the number of segments are compared (for purposes of brevity and relevance) for the plans obtained with version 5.0. Following this comparison we describe the results obtained from the BC implementation. Table 3 shows a comparison of the cumulative number of segments and MUs for the head and neck, pancreas and prostate cases, respectively. The results are shown for the plans with 5, 10 and 100 intensity levels and are denoted by Corv4 for the results obtained from version 4.0 in Corvus, DMM for our metaheuristic algorithm, BC30 and BC120 for the BC implementation, where BCx denotes that x min were allowed for the branch-and-cut approach. The decreases in the total number of segments when our leaf sequence is applied in comparison with the leaf sequence available in Corvus 4.0 were 80%, 74% and 50% for 5, 10 and 100 intensity levels in the head and neck case. The corresponding decreases in the number of MUs were 40%, 41% and 32% as a function of the number of intensity levels. The decreases in the number of segments for the pancreas case were 70%, 74% and 43% for 5, 10 and 100 intensity levels. The MUs were decreased by 24%, 15% and 28%, respectively. For the prostate case, the number of segments were decreased by 81%, 69% and 49% as a function of 5, 10 and 100 intensity levels. The MUs were decreased by 51%, 39% and 2% as a function of intensity levels. The DMM metaheuristic consistently produces high-quality (and sometimes optimal) segmentations within 3 min, and, in all cases, produces a plan with a number of segments that is significantly smaller than the number produced by Corvus 4.0. Table 4 summarizes the comparison between number of segments produced by Corvus 5.0 and our metaheuristic. The reduction in the number of segments obtained with our algorithm in the head and neck case was 34%, 42% and 28% for 5, 10 and 100 intensity levels. In the pancreas case, the decrease in the number of segments with our approach was 36%, 45% and 21% while in the prostate case, the corresponding decrease was 35%, 52% and 31% as a function of intensity levels. In general, a greater reduction was seen in the 10-intensity level cases than with 5 or 100 intensity for version 5.0. The improvement in the number of segments using our approach was less dramatic than with version 4.0. One reason for this performance difference is that some of the I-maps generated in version 5.0 were less modulated than those in version 4.0 for the same set of dose and dose-volume constraints. Thus, these I-maps are easier to segment than the I-maps produced by Corvus 4.0. However, the less modulated I-maps result in inferior DVHs for the OARs (as shown in figure 5(c), which compares the Corvus 4.0 and 5.0 dose distributions for the rectum in the prostate case). Note that the volumes of the rectum receiving at least 50 Gy differ by more than 50% in this case. It must be pointed out that these DVHs were extracted directly from the Corvus planning system. They differ from the rectal DVHs shown in figure 11 because they correspond to the non-overlapped volume (with the PTV) of the rectum. The DVHs in figure 11 correspond to the entire volume of the rectum. In either case, the results shown are for consistent volumes in each figure, ensuring a fair comparison.
Corvus, version 4.0 and DMM comparison
Corvus, version 5.0 and DMM comparison
Comparison of an 'exact' method with DMM
While the branch-and-cut (BC) approach, given a sufficiently large amount of computing time (about 2 h per beam angle), can occasionally produce lower cardinality segmentations than 3 min runs of our metaheuristics for 5-intensity-level maps, BC is 'brittle' in the sense that it sometimes fails to produce any solutions for 5-intensity-level cases (the DNR notation in the tables below stands for 'did not run', indicating that no feasible solution was obtained within the time allowed), and BC generally fails for 10 (or higher)-intensity-level cases. On the other hand, the DMM metaheuristic consistently produces high-quality (and sometimes optimal) segmentations within 3 min, and, in all cases, produces a plan with a number of segments that is smaller than the number produced by Corvus 4.0 and Corvus 5.0. The column headings BC30 and BC120 indicate the branch-and-cut method with 30 min and 120 min time limits. DMM was allowed a time limit of approximately 3 min. Since Corvus does not allow segmentation to be performed as a separate task from the dose optimization in the planning system, it is difficult to determine the CPU time needed to generate the Corvus leaf sequences.
Calculated dose comparison
We first calculated the dose maps from each beam in a water phantom at a depth of 2 cm. This was done as a qualitative quality assurance check to ensure that the original intensity map was recovered. However, there were two notable differences between the dose maps calculated using the DMM and the Corvus version 4.0 algorithms. First, tongue-and-groove effects were seen in the DMM leaf sequence and minimized in the Corvus leaf sequence. This was because the Corvus leaf sequence forces the leaves to move unidirectionally during step-and-shoot delivery. Second, notable leakage was visible on the Corvus dose maps due to the partial transmission through back-up Y-diaphragm present in the Elekta SL20 linac. Despite these differences in the dose maps the quantity of real consequence was the 3D dose distribution. Figures 6-8 show the comparison between the 3D dose distribution from the step-and-shoot delivery sequence using the DMM and Corvus version 4.0 algorithms for the head and neck, pancreas and prostate cases, respectively. It was observed that overlays of the dose distributions show that the isodose lines agree very well. Minor discrepancies in the isodose line comparison were not considered clinically significant as evidenced by the DVH plots. Figures 9-11 show the DVH comparison obtained from the calculated dose distributions using the Corvus 4.0 and DMM leaf sequences. In the head and neck case, the volume of the CTV receiving 45 Gy was 99.8% and 100% for the Corvus 4.0 and DMM leaf sequences, respectively. The volume of the PTV receiving 45 Gy was 93.7% and 92.7% for the Corvus 4.0 and DMM leaf sequences. The volume of the left parotid and cord receiving 30 Gy was 70.2% and 63.3%, and 20.9% and 16.3% with the Corvus 4.0 and DMM leaf sequences, respectively. For the right parotid, the volume receiving 15 Gy was 35.2% and 32.8% for the Corvus 4.0 and DMM sequences.
For the pancreas case, the volume of the CTV receiving 63 Gy was 98.8% and 98.4% with the Corvus 4.0 and DMM sequences, respectively, while the corresponding volumes for the PTV were 78.5% and 76.6%, respectively. The volume of the right kidney receiving 25 Gy was 41.7% and 36.4% with the Corvus 4.0 and DMM leaf sequences. The volume of the cord receiving 20 Gy was 66.9% and 65.8%, respectively, with the two sequences. In the prostate case, the volumes of the CTV and PTV receiving 75.6 Gy were 98.1% and 95.6%, respectively, for both leaf sequences. The volume of the bladder receiving 45 Gy was 56.7% and 53.6% for the Corvus 4.0 and DMM leaf sequences, respectively. The volume of the rectum receiving 45 Gy was 95.7% and 94.9% for the Corvus 4.0 and DMM leaf sequences, respectively. In general, we found that the difference between the DVH values obtained from the Corvus 4.0 and DMM leaf sequences was within 3% for most dose levels. Figure 12 shows the histogram distribution of the difference dose between the 3D doses obtained from the Corvus leaf sequence and the DMM leaf sequence for the head and neck, pancreas and prostate cases. The standard deviations of the difference dose distributions were 0.46 Gy, 1.05 Gy and 0.51 Gy for the head and neck, pancreas and prostate cases. These may be considered clinically insignificant.
The purpose of this work was to develop a fast heuristic to minimize the number of segments during intensity map segmentation following dose optimization in IMRT. We have also benchmarked our metaheuristic against an integer algorithm, which has been shown to produce superior results to previously published heuristics. This work was carried out by considering the Elekta MLC constraints where the total treatment time is influenced to a greater extent by the number of segments rather than the number of MUs. From an optimization standpoint, it is more difficult to minimize the number of segments than the number of MUs. Monitor unit minimization can be performed by using a linear network flow formulation in which the flow variables correspond to monitor units, whereas segment minimization requires a nonlinear combinatorial approach involving a fixed-charge function that is set to 1 if a segment is used and 0 otherwise. In this work, we do not consider tongue-and-groove constraints. Intuitively, we believe that implementing such constraints will lead to an increase in the number of segments. Further, even though there are differences in the calculated dose maps between the original dose maps produced from the Corvus planning system, such differences do not translate into significant differences when one considers the 3D dose distribution. Our current research is investigating the use of tongue-and-groove constraints. Implementation of tongue-and-groove constraints can be accomplished via our approach since it generates segments sequentially. In this segment construction process, potential rows for a segment would be compared to rows of previously generated segments and rows violating tongue-and-groove constraints would be penalized.
The computational results presented above demonstrate that for a variety of difficult clinical cases the DMM metaheuristic is able to achieve a dramatic reduction in aperture count relative to the procedures used in the Corvus 4.0 commercial treatment planning software. The number of apertures generated by DMM for the 5-intensity-level intensity maps is generally 70-80% lower than the number generated by Corvus, version 4.0. The decrease in the number of apertures achieved was 70% for the 10-intensity-level map and about 40-50% for the 100-intensity-level maps. For the less differentiated (flatter and hence simpler) intensity maps associated with Corvus 5.0 for the same clinical cases, the DMM aperture count improvements are generally not as dramatic, but are approximately 35%, 40-50% and 20-30% for the 5, 10 and 100 intensity levels. The results obtained for the CPLEX implementation of the branch-and-cut (BC) approach demonstrate that this method is capable of generating results comparable to DMM for the simplest cases (such as some of the 5-intensity-level maps), but BC generally fails to produce any useful results for cases of medium to high difficulty (in terms of either number of intensity levels or variability within the intensity map).
There are two aspects to evaluating an IMRT plan: quality of the dose distribution and efficiency of delivery. The reduction in the number of segments with version 5.0 of Corvus also translates into an inferior plan as shown above. It appears that the Corvus system smoothes the original intensity maps following dose optimization to an extent that it generates simpler (or less modulated) maps. This process can degrade the quality of the treatment plan. The tradeoff here is the quality of the dose distribution for a more efficient delivery. We believe that the simplification of the intensity map in order to reduce the number of segments is unnecessary if a more efficient leaf-sequencing or intensity map segmentation algorithm is applied. Our algorithm does this precisely as evidenced by a comparison of the DMM results with the Corvus version 4.0 results. As a result, the smoothing of the original intensity maps need not be so constrained. Our results suggest that the DMM algorithm is capable of delivering a given IMRT plan efficiently (i.e., by reducing the number of segments) without sacrificing the quality of the plan.
Conclusion
We have demonstrated that a metaheuristic based on difference matrices can outperform both commercial treatment planning systems and 'exact' integer programming approaches to intensity map segmentation. Commercial systems are fast, but often produce segmentations with large numbers of apertures, whereas the branch-and-cut method for integer programming seeks an optimal segmentation, but in many cases had difficulty constructing such a result 0  0  80  100  100  80  40  0  0  0  80  20  0  -20  -40  -40  0  0  80  100  80  60  100  100  40  0  80  20  -20  -20  40  0  -60  -40  0  80  60  60  60  80  40  40  0  80  -20  0  0  20  -40  0  -40  0  100  60  60  60  60  100  60  0  100  -40  0  0  0  40  -40  -60  60  60  80  80  80  80  80  0  60  0  20  0  0  0  0  -80  0  20  40  20  20  40  80  20  0  20  20  -20  0  20  40  -60  -20  0  0  100  60  80  100  100  100  0  0  100  -40  20  20  0  0  -100  0  0  40  80  100  80  80  0  0  0  40  40 within a clinically acceptable time frame. Our difference-matrix-based heuristics are reliable and fast, and yield segmentations that are comparable to or match the best results generated by 2 h runs of the branch-and-cut approach. We also validated the clinical quality of the segmentations that we obtain by comparisons with the results of commercial treatment planning systems. 0  0  80  60  60  40  40  0  0  0  80  -20  0  -20  0  -40  0  0  80  100  80  60  60  60  0  0  80  20  -20  -20  0  0  -60  0  0  80  60  60  20  40  0  0  0  80  -20  0  -40  20  -40  0  0  0  100  60  60  60  60  60  60  0  100  -40  0  0  0  0  0  -60  60  60  80  80  80  40  40  0  60  0 In the first step of bDif, a deliverable aperture-intensity pair is generated with a goal of having a small number of non-zero entries in the residual intensity map that remains after the extraction of the weighted aperture from the original intensity map. The next two figures illustrate this step and the resulting residual intensity map.
Appendix B. Constructing aperture-intensity pairs in bDif and DMM
The following additional properties found in table 5 are considered in the procedures used to construct shapes.
To begin the bDif shape construction process with an initial row, we consider each nonzero row i in D and generate one or more row shapes based on the application of heuristics that focus on the maintenance or improvement of the value of the Bound measure. We then construct a pool of two-row shapes by adding second rows that satisfy the aperture constraints. We limit the pool size by keeping at most the P shapes giving the lowest values for Count(D − α Diff(S)). (In our results, the following values of v were used for 5-, 10-and 100-intensity-level maps: 20, 10, 3.) Repeating this local search procedure, we continue to add one row at a time to the current partial shapes. At the end of this process, we select a completed shape from the pool and extract it from the residual intensity matrix using an intensity value as described above. The shape generation and extraction procedure is then repeated until the intensity map has been segmented by bDif. Figure 14 shows a shape matrix S scaled by α and its difference matrix, α Diff(S). Figure 15 shows the resulting matrix A−αS and its difference matrix when we extract αS from the intensity map A shown in figure 13 .
In DMM, the ST entries are generated rowwise. For α values, we consider the smallest v distinct elements in absolute value in Diff(A), where v is an adjustable parameter in the heuristic. (In our results, the following values of v were used for 5-, 10-and 100-intensity-level maps: 2, 4, 15.) Next, a pool of shape matrices is constructed corresponding to these α values using the shape construction method in bDif. The residuals D −α Diff(S) from the current row form the difference pool. (For the construction of first row, the difference pool contains only a single element, Diff(A).) The (S, α, D) tuples for the next row are generated by forming all possible tuples from the three pools and then selecting from this set the (S, α, D) tuples that yield the best C values of the segmentation complexity function . These tuples, augmented by previous index pointers to appropriate entries in the preceding row, form the tuples of the next row. Once a row of ST has been completed that contains at least one value of 0, DMM then terminates by using previous index values to backtrack (starting at an entry with value of 0 that has minimum beam time) through ST to obtain the final segmentation.
