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Thermalization of Wightman functions in AdS/CFT and quasinormal modes
Ville Kera¨nen∗ and Philipp Kleinert†
Rudolf Peierls Centre for Theoretical Physics, University of Oxford,
1 Keble Road, Oxford OX1 3NP, United Kingdom
We study the time evolution of Wightman two-point functions of scalar fields in AdS3-Vaidya, a
spacetime undergoing gravitational collapse. In the boundary field theory, the collapse corresponds
to a quench process where the dual 1+1 dimensional CFT is taken out of equilibrium and subse-
quently thermalizes. From the two-point function, we extract an effective occupation number in
the boundary theory and study how it approaches the thermal Bose-Einstein distribution. We find
that the Wightman functions, as well as the effective occupation numbers, thermalize with a rate
set by the lowest quasinormal mode of the scalar field in the BTZ black hole background. We give
a heuristic argument for the quasinormal decay, which is expected to apply to more general Vaidya
spacetimes also in higher dimensions. This suggests a unified picture in which thermalization times
of one- and two-point functions are determined by the lowest quasinormal mode. Finally, we study
how these results compare to previous calculations of two-point functions based on the geodesic
approximation.
I. INTRODUCTION
The AdS/CFT duality provides a novel tool for the
study of nonequilibrium real time dynamics of strongly
coupled quantum field theories in terms of semiclassical
gravity. An interesting question to study in nonequi-
librium quantum field theory is how fast (if at all) a
field theory relaxes towards thermal equilibrium after it
is perturbed out of equilibrium. This process is called
thermalization. The time scale at which a given quan-
tity approaches the value that it takes in a thermal state
(with temperature determined by the energy of the initial
nonequilibrium state) is called the thermalization time
associated with the observable. In many situations, in
the context of holography, it has been found that ex-
pectation values of local operators, which we will call
one-point functions, approach their thermal values with
rates dictated by the lowest quasinormal mode of the cor-
responding bulk field (see [1, 2] for two examples demon-
strating this point). Phrased in field theory language,
the time scale on which one-point functions thermalize,
starting from a far-from-equilibrium state, is the same
on which infinitesimally small perturbations away from
thermal equilibrium decay back to equilibrium.
On the other hand, the thermalization time scale of
nonlocal observables, such as two-point functions of lo-
cal operators, spacelike Wilson loops and entanglement
entropy [3–8] depends crucially on the length scale l asso-
ciated with the observable, such as the distance between
the points of the two point correlation function. In many
cases, the thermalization time increases linearly with the
length scale, ttherm ∝ l. Thus, it seems that the ther-
malization time scale of the nonlocal observables behaves
very differently from that of local observables. Our main
claim in this paper is that there is actually no difference
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between the thermalization time scales of local and non-
local observables, at least for two point correlation func-
tions in momentum space. We will provide evidence that
the two-point functions, when being Fourier transformed
with respect to their spatial coordinates, approach the
thermal two-point functions with a rate set by the lowest
quasinormal mode in thermal equilibrium. This result
suggests a unified picture of thermalization time scales
being determined by quasinormal modes.
Our analysis mainly focuses on AdS3-Vaidya space-
time,
ds2 =
L2
z2
[
−[1−θ(v)(2piTf )2z2]dv2−2dvdz+dx2
]
, (1)
which provides a simple example of a collapsing space-
time. It has been argued to be a reasonably good approx-
imation to many more realistic out of equilibrium states
[9–12]. The coordinate v in (1) is a null time coordinate
that reduces at the boundary to the boundary theory
time coordinate denoted by t. In the dual field theory,
the spacetime (1) corresponds to initializing the field the-
ory in the vacuum state at times t<0. At t=0, the field
theory is kicked out of equilibrium which is manifested
on the AdS side by a shell of matter that falls along a
lightlike geodesic and collapses into a black hole. The
Hawking temperature of the final black hole state is de-
noted as Tf and can be identified as the field theory tem-
perature once thermal equilibrium has been reached at
late times. In Vaidya spacetime, the expectation value
of the energy momentum tensor becomes immediately
thermal after t=0, while the two point correlation func-
tions take more time to thermalize. Thus, even though
the black hole forms suddenly at v = 0 in the null co-
ordinate system, nonlocal observables in the field theory
have memory of the nonthermal initial state.
A question worth addressing is why one should con-
sider two point correlation functions at all? As a moti-
vation, we recall some of the applications of Wightman
two-point functions. Firstly, while one-point functions
in a quantum system give average values of observable
ar
X
iv
:1
51
1.
08
18
7v
3 
 [h
ep
-th
]  
10
 A
ug
 20
16
2quantities, Wightman two-point functions quantify fluc-
tuations of the value of the observable in question.1 Sec-
ondly, Wightman two-point functions quantify particle
production and absorption rates. For example, the pho-
ton production rate of the quark-gluon plasma is pro-
portional to the current operator Wightman two-point
function at leading order in the electromagnetic coupling
(see e.g. [13]). Finally, an occupation number for out
of equilibrium physics in the context of holography was
introduced in [14]. The computation of this quantity re-
quires the knowledge of the Wightman two-point func-
tion.2 The definition was inspired by the fluctuation dis-
sipation relation in a thermal state and has already been
used earlier in the context of nonequilibrium quantum
field theory (see e.g. [15]). It is well defined even out
of equilibrium and without well-defined particle states.
In the following, we will also calculate this quantity in
AdS3-Vaidya and study how it approaches the thermal
Bose-Einstein distribution.
This paper is organized as follows. In Section II, we
briefly review how scalar two-point functions can be cal-
culated by solving the bulk Klein-Gordon equation and
using the “extrapolate” dictionary. In Section III, we
present numerical results for the boundary theory Wight-
man function in AdS3-Vaidya spacetime for a scalar field
corresponding to an operator with scaling dimension
∆ = 3/2 and show numerical evidence for the quasi-
normal decay of the correlation functions towards their
thermal values. In Section IV, we provide an explanation
for the quasinormal mode decay that is expected to ap-
ply to AdS-Vaidya spacetimes in higher dimensions. We
substantiate this explanation by a concrete computation
in the case of AdS3-Vaidya. In Section V, we present a
simpler numerical method for calculating nonequilibrium
two-point functions in AdS-Vaidya spacetime inspired by
the heuristic argument of the previous section. In Sec-
tion VI, we extract an effective occupation number from
the boundary Wightman function and study how it ap-
proaches the thermal Bose-Einstein distribution. In Sec-
tion VII, we present numerical evidence that the geodesic
approximation also leads to quasinormal decay towards
thermal equilibrium in AdS3-Vaidya spacetime. In Sec-
tion VIII, we present our conclusions.
II. NUMERICAL CALCULATION OF THE
VAIDYA WIGHTMAN FUNCTIONS
We will study two point correlation functions of a min-
imally coupled scalar field φ with mass m2 = −3/4. In
1 E.g. the measured values of an observable A has the variance
∆A2 = 〈A2〉 − 〈A〉2.
2 Originally in [14], the occupation number was written in terms
of the Feynman and the retarded correlator, but the same for-
mula can be written in a simpler way in terms of the Wightman
function.
the “extrapolate” version of the AdS/CFT dictionary
[16, 17], the boundary theory Wightman function is given
by
GCFT± (x1, x2)
= 2pi lim
z1,z2→0
(z1z2)
−∆G±(x1, z1;x2, z2), (2)
where the correlator on the right hand side is one of the
bulk Wightman functions
G+(x1, z1;x2, z2) = 〈φ(x1, z1)φ(x2, z2)〉,
G−(x1, z1;x2, z2) = 〈φ(x2, z2)φ(x1, z1)〉. (3)
Another version of the out-of-equilibrium dictionary in
AdS/CFT is the Skenderis-van Rees dictionary [18],
where one constructs a bulk spacetime for the Schwinger-
Keldysh contour. In [19], we showed that these two dic-
tionaries are identical at the level of scalar two-point
functions. Thus, it does not matter which one we use
here.
The bulk Wightman functions satisfy the Klein-
Gordon equation with respect to both of their arguments,
(1 −m2)G±(x1, z1;x2, z2) = 0,
(2 −m2)G±(x1, z1;x2, z2) = 0. (4)
The initial data for solving these equations is fixed by
the correlations in the initial state of the scalar field.
In AdS-Vaidya spacetime, a natural initial state for the
bulk scalar is the AdS ground state. This corresponds
to the dual field theory being prepared in the vacuum
state. The main difficulty in solving (4) is that the corre-
lators have singularities at short Lorentzian distances. A
numerical strategy for solving the differential equations,
based on the method of Green’s functions, was presented
in detail in our previous paper [19]. The basic method of
calculation in [19] is reviewed in Appendix A. In Section
V, we will sketch a simpler way of solving the problem.
The details of this method are laid out in Appendix B.
We have compared the two methods and find that they
give the same results within the limits of numerical ac-
curacy. Some of the plots in this paper are made using
this new method, which allows us to evolve to much later
times compared to the previous paper.
III. RESULTS FOR THE BOUNDARY THEORY
WIGHTMAN FUNCTIONS
In what follows, we will consider the boundary theory
two-point function after performing a Fourier transform
with respect to the boundary spatial coordinate x
GCFT+ (t1, t2; k) =
∫ ∞
−∞
dx eikxGCFT+ (t1, x; t2, 0). (5)
The solid blue curve in Fig. 1 shows how the subtracted
boundary Wightman function
δGCFT+ = G
CFT
+ −GCFT (thermal)+ , (6)
3(2πTf)-2 Δ+1δG+CFT (t , t , k)
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FIG. 1. The boundary theory equal-time Wightman function
as a function of time with the thermal Wightman function
subtracted, as defined in (6). The blue solid curves correspond
to the value of the correlator while the red dashed curve is a
fit to the lowest quasinormal mode of the BTZ black hole in
the form (7). We have fixed k = 2piTf .
evolves in time as both of its time arguments t1 and t2
are set equal and then evolved forwards. The spatial
momentum is chosen to take the value k=2piTf . Similar
results have been obtained for other values of k. The
Wightman function approaches thermal equilibrium in
a damped oscillating fashion. We have found that the
damped oscillation is well approximated by
δGCFT+ (t, t; k) ≈
(
A1 cos(2kt+α1)+B1
)
e−4pitTf∆, (7)
where (A1, B1, α1) are constants that depend on the value
of k. The red dashed curve in Fig. 1 shows a fit of the
form (7) together with the numerically calculated bound-
ary theory Wightman function (blue solid curve), with
(A1, B1, α1) chosen in order to obtain a good fit at late
times. The exponential decay rate in (7) is equivalent to
twice the imaginary part of the lowest BTZ quasinormal
mode, ωi = Im(ω
(0)
∗ ) = −2piTf∆. In addition, the oscil-
lation frequency in (7) is twice the real part of the lowest
quasinormal mode, ωr = Re(ω
(0)
∗ ) = k.
IV. AN ARGUMENT FOR THE
QUASINORMAL DECAY IN ADS-VAIDYA
In this section, we present an argument for the appear-
ance of the quasinormal decay of the Wightman function
(7) that we observe in the numerical calculation. The
argument consists of two steps presented in the subsec-
tions IV A and IV B. First, in Section IV A, we remind
the reader that smooth scalar field configurations in AdS-
Vaidya spacetime are expected to decay for v>0 with a
rate set by the lowest quasinormal mode of the black
hole. For the case of AdS3-Vaidya, and ∆ = 3/2, we
show this explicitly, while leaving many of the details to
Appendices. We point out which parts of this argument
apply to higher dimensions and which parts lack a gen-
eralization to higher dimensions. In higher-dimensional
cases, the quasinormal decay of smooth initial data is still
expected, based on numerical simulations (see e.g. [20]).
As a second part of the argument, in Section IV B, we
assume the quasinormal decay of smooth initial data and
show how this implies the observed quasinormal decay of
the Wightman function.
A. Quasinormal decay of smooth scalar field
configurations
Consider solving the Klein-Gordon equation of motion
( − m2)φ = 0 in the AdS-Vaidya background. Under
a Fourier transform with respect to the boundary spa-
tial coordinates, the scalar field becomes a function of
the variables (v, z, k). Given the profile φ(v = 0, z, k) =
φ0(z, k) of the solution at time v = 0, the solution at a
later time v>0 is given by
φ(v, z, k) = i
∫
v′=0
dz′ φ0(z′, k)
←→
Dv
′
GR(v, z; v
′, z′; k), (8)
where GR(v, z; v
′, z′; k) is the retarded propagator in the
static black hole background and Dv =
√−ggvz∂z. The
reason why we can use the retarded propagator of the
static black hole is that the retarded propagator in the
v ≥ 0 region does not depend on the form of the space-
time for v<0. We refer the reader to [19] for a detailed
explanation of this point.
Since we are interested in boundary theory quantities
in the end, we consider the boundary limit φb(v, k) =√
2pi limz→0 z−∆φ(v, z, k). In this limit, (8) becomes
φb(v, k) = i
∫
v′=0
dz′ φ0(z′, k)
←→
Dv
′
GbbR (v; v
′, z′; k), (9)
where GbbR denotes the bulk-to-boundary propagator
GbbR (v; v
′, z′; k) =
√
2pi lim
z→0
z−∆GR(v, z; v′, z′; k). (10)
When the two points (0, v) and (z′, v′) have a large time-
like separation, the retarded propagator decays exponen-
tially according to the quasinormal modes ω
(n)
∗ of the
4black hole background,
GbbR (v; v
′, z′; k) ≈
∑
n
cn(z
′)e−iω
(n)
∗ (v−v′). (11)
This follows from a definition of the quasinormal modes
as the poles of the retarded propagator in Fourier space.
Furthermore, the leading term in (11) at late times is
given by the lowest quasinormal mode
GbbR (v; v
′, z′; k) ≈ c0(z′)e−iω(0)∗ (v−v′) + c.c., (12)
where the complex conjugate term follows from the fact
that the lowest quasinormal mode is degenerate with the
quasinormal mode −(ω(0)∗ )∗.
For the case of the AdS3-Vaidya spacetime, G
bb
R is the
BTZ retarded propagator, which is analytically known
for a ∆ = 3/2 scalar field and given in (B7). The ex-
pansion in quasinormal modes (11) in this case is studied
in Appendix C and the first few terms explicitly spelled
out in (C4). For example, the lowest quasinormal mode
contribution is given by
iGbbR (v; v
′, z′; k)
≈
 (4piTfz′) 32 Γ
(
− ik2piTf
)
e−ik(v−v
′)
(1−2piTfz′)
3
2+
ik
2piTf Γ
(
− 12− ik2piTf
) + c.c.
×
× e− 32 2piTf (v−v′). (13)
A shortcoming of the quasinormal mode expansion (11)
is that it is not valid when the points (0, v) and (z′, v′) are
lightlike separated. We will denote the point where this
happens as z′ = z∗a. At late times, z
∗
a is near the black
hole horizon z∗a ≈ 1/(2piTf ). The way we will proceed is
to split the z′ integral (9) into a region near the lightcone
z′ ∈ (z∗a − ζ, z∗a) and a region away from the lightcone
z′ ∈ (0, z∗a − ζ), where ζ is taken to be a small positive
real number,
φb(v, k) = i
∫ z∗a−ζ
0
dz′φ0(z′, k)
←→
Dv
′
GbbR (v; v
′=0, z′; k)
+i
∫ z∗a
z∗a−ζ
dz′φ0(z′, k)
←→
Dv
′
GbbR (v; v
′=0, z′; k). (14)
In the first line of (14), the integral covers the region
away from the lightcone singularity, in which case we can
use the quasinormal mode expansion inside the integral.
Thus, the first integral in (14) decays at late times with
a rate set by the lowest quasinormal mode. However, it
is not obvious how the second line of (14) behaves at late
times. In Appendix D, we show that for AdS3-Vaidya
spacetime, and ∆ = 3/2, the integral near the lightcone
can be analytically computed and is shown to decay with
a rate set by the lowest quasinormal mode, as long as the
initial data φ0(z
′, k) is a smooth function of z′ near the
black hole horizon. Thus, we are led to the late time
behavior
φb(v, k) ≈ ae−i(ωr+iωi)v + be−i(−ωr+iωi)v, (15)
FIG. 2. Initial data on the v = 0 hypersurface for the sub-
tracted bulk Wightman function (16) in the case of AdS3-
Vaidya. We have chosen units such that the horizon is located
at z=1 and the value of momentum is given by k=1, which
we have found to be a good representative of the situation for
general k. Unlike the Wightman functions themselves, their
difference is a smooth function in the bulk.
where we denote the pair of lowest quasinormal modes
as ω
(0)
∗ = ±ωr + iωi.
Showing that the integral near the lightcone singular-
ity in (14) decays in time with a rate set by the lowest
quasinormal mode also in the case of higher dimensions is
out of the scope of this paper. The most straightforward
way to convince oneself that (15) is still true more gener-
ally is to solve the equation of motion of the scalar field
numerically. For example, for a massless scalar in the
AdS5-Schwarzschild spacetime such a numerical calcula-
tion confirming the quasinormal decay of smooth initial
data can be found in [20].3 In what follows, we assume
that the quasinormal decay (15) holds for smooth ini-
tial data. Thus, the rest of this section can be applied
to any AdSd-Vaidya spacetime, where this assumption
holds. In particular, we have shown that it holds for the
AdS3-Vaidya case for ∆ = 3/2.
B. Quasinormal decay of the Wightman function
Consider the quantity
δG+(v1, z1; v2, z2; k) = G+(v1, z1; v2, z2; k)
−Gth+ (v1, z1; v2, z2; k) (16)
in the Vaidya spacetime. Here Gth+ denotes the black hole
Wightman function in the Hartle-Hawking state, which,
in the case of the BTZ black hole, is given in (A6) in
3 The relevant calcuation in [20] is phrased as solving the linearized
Einstein’s equations in a certain channel, but the resulting equa-
tion can be shown to be equivalent to the massless Klein-Gordon
equation.
5Appendix A. For v1 ≥ 0 and v2 ≥ 0, the quantity (16)
clearly satisfies the Klein-Gordon equation with respect
to both of its arguments. Furthermore, at v1 = v2 = 0,
δG+ is a smooth function of z1 and z2, thus providing
smooth initial data for the time evolution. Note that
while both GAdS+ and G
th
+ have singularities at lightlike
separation, their difference does not. This is because in a
quantum field theory, the leading short distance singular-
ities of correlation functions are independent of the state
for any reasonable state. Alternatively, one can check
this explicitly in AdS3 where the functions are known
analytically. For concreteness, we plot the initial data
for AdS3-Vaidya and ∆ = 3/2 in Fig. 2 where one can
observe that it is smooth as a function of z1 and z2.
In order to obtain the boundary Wightman function
(2) in the black hole region, we can time evolve δG+(v=
0, z; v′=0, z′; k) applying (15) as it provides smooth ini-
tial data on the hypersurface of the infalling shell. We
can first time evolve (v=0, z) to (v1, z1) to get
lim
z1→0
z−∆1 δG+(v1, z1; v
′=0, z′; k)
∝ f(z′)e(ωi−iωr)v1−ig(z′) + c.c., (17)
where f(z′) and g(z′) are some real valued smooth func-
tions of z′, and we have taken the limit z1 → 0 anticipat-
ing the fact that we want to obtain the boundary theory
correlator in the end. We can take (17) as initial data to
be evolved forwards in time from (v′ = 0, z′) to (v2, z2),
which results in
lim
z1,z2→0
(z1z2)
−∆δG+(v1, z1; v2, z2; k) (18)
∝ e(ωi−iωr)v1
(
A2e
(ωi−iωr)v2+iα2
+B2e
(ωi+iωr)v2+iγ2
)
+ c.c.
= 2eωi(v1+v2)
(
A2 cos(ωr(v1 + v2)− α2)
+B2 cos(ωr(v1 − v2) + γ2)
)
,
where (A2, B2, α2, γ2) are constants that depend on the
momentum. Thus, we are lead to conclude that δGCFT+
decays with the lowest quasinormal mode in the way we
observed from the numerical calculation in (7).
V. A SIMPLER NUMERICAL METHOD FOR
OBTAINING THE WIGHTMAN FUNCTIONS
The previous discussion suggests a simpler method for
calculating the AdS-Vaidya Wightman functions than
the method used in [19] while also providing a concrete
check of the above arguments. Rather than solving the
equations of motion (4) for the Wightman function it-
self, we solve them for the difference δG+(v2, z2; v1, z1; k).
Solving the equations of motion with respect to both of
the arguments is now straightforward numerically as the
initial data δG+(0, z1; 0, z2; k) is smooth. We have used
the method of Green’s functions to solve for the two-point
function
δG+(v2, z2; v1, z1; k) (19)
= −
∫
dzdz′
[
δG+(0, z
′; 0, z; k)×
×←→D v′GBTZR (v2, z2; 0, z′; k)×
×←→D vGBTZR (v1, z1; 0, z; k)
]
.
We refer to Appendix B for more details on the method.
We have checked that, up to numerical accuracy, the new
method of calculating the Wightman function agrees with
our previous one while being numerically considerably
simpler.
VI. EFFECTIVE OCCUPATION NUMBERS
In this section, we change gears and consider some con-
crete information that can be extracted from the Wight-
man functions, namely the occupation numbers in the
boundary field theory. A strategy for obtaining an effec-
tive occupation number for nonequilibrium systems was
presented in the context of holography in [14], inspired
by the fluctuation dissipation relation in thermal equilib-
rium. The same definition was earlier used in nonequilib-
rium quantum field theory [15]. Here, we will calculate
the effective occupation number in the system at hand,
the 1+1 dimensional conformal field theory dual to the
AdS3-Vaidya collapse. The effective occupation number
is defined as4
neff (ω, k, t) =
G−(ω, k, t)
2ReGR(ω, k, t)
, (20)
where we have performed a Wigner transform of the
Wightman and the retarded two-point function,
G(ω, k, t) =
∫
dδt eiωδtG(t+δt/2, t−δt/2; k). (21)
Due to the fluctuation dissipation relation, the effective
occupation number (20) reduces to the thermal distribu-
tion
nBE =
1
eβω − 1 (22)
in thermal equilibrium. Thus, it provides a fairly natural
generalization of the equilibrium occupation number. We
calculate the effective occupation number by first com-
puting G(t+ δt/2, t− δt/2; k) for a range of discretized
4 We have defined the retarded two-point function following the
convention of [19], which also leads to the unfamiliar looking
relation, that the spectral function is given by the real part of
the retarded correlator as opposed to the usual convention in
which it is the imaginary part.
6neff (ω, k = 1, t= 0.02)
nBE (ω)
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FIG. 3. The red dashed curve is the effective occupation
number neff for average time t=0.02/(2piTf ) as a function of
energy ω and at momentum k = 2piTf , while the black solid
curve is the Bose-Einstein distribution corresponding to the
final temperature Tf .
values of t and δt and then numerically performing the
Fourier transform with respect to δt.
As an example, we show the effective occupation num-
ber at a fixed average time t=0.02/(2piTf ) in Fig. 3. The
first thing to note is that the effective occupation number
differs from the thermal one. This is not very surprising
as we are considering a nonequilibrium quench state in
the CFT. Secondly, the occupation number has poles as
a function of ω. This is not quite as surprising as it
might seem at first. Even in thermal equilibrium nBE
has a pole at ω = 0. The quantity that is relevant for
counting the number of occupied states is the combina-
tion Ω(ω)nBE(ω), where Ω(ω) is the density of states.
For a free boson quantum field theory in thermal equilib-
rium, one can show that the number of occupied particle
states with energy less than E is given by the integral
N(E) =
∫
dd−1x
∫ k0≤E
k0≥0
ddk
(2pi)d
2ωρ(ω, k)nBE(ω), (23)
where ρ = 2 Re(GR(ω, k)) is the thermal spectral func-
tion5 of the free boson. This example suggests that
the quantity that appears in counting occupied states is
the combination ρn. In the following, we will therefore
plot the combination ρ(ω, k, t)neff (ω, k, t), where ρ is the
nonequilibrium spectral function. The time evolution of
ρ has been studied before in [14]. The combination ρneff
has no poles, as all the poles in neff coincide with the
zeros of ρ. Thus, the positions of the poles in neff cor-
respond to energies where the effective density of states
vanishes.
In Fig. 4, ρneff is plotted for different values of time
as a function of ω. At very early times, it starts from
5 See previous footnote.
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FIG. 4. The combination ρ(ω, k, t)neff (ω, k, t), which counts
occupied states, is plotted as a function of ω for different times
at momentum k = 2piTf . Initially, at large negative times, no
states are occupied and ρneff vanishes. Around the time
of the quench, ρneff oscillates until it finally settles to its
thermal value.
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FIG. 5. The quantity ρ(ω, k, t)neff (ω, k, t), which counts oc-
cupied states, is plotted as a function of t for different values
of ω and fixed k= 2piTf . ρneff starts oscillating well before
the quench at t= 0 as it is sensitive to all times due to the
Wigner transform in (21). The largest changes happen at the
time of the quench before the quantity settles down to its
thermal value with neff → nBE at late times.
being very close to zero. This is indeed expected as the
field theory is prepared in the vacuum state, so no states
should be occupied. As time progresses, it first oscillates
to a negative value, then later becomes positive. At the
intermediate times near t= 0, ρneff is smaller than the
thermal value (black curve) for small ω, while it is larger
than the thermal value for large ω. This suggests that
after the quench, the low energy states are underoccupied
and the high energy states overoccupied, as compared to
thermal equilibrium. In the regions where it is negative,
we do not expect it to have an interpretation in terms of
an actual occupation number.
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FIG. 6. The absolute difference between the effective occupa-
tion number neff (ω, k, t) and the thermal Bose-Einstein dis-
tribution nBE(ω) is plotted as a function of t with k= 4piTf
and ω=4piTf . At late times, the difference shrinks exponen-
tially with the time scale set by the lowest quasinormal mode
of the black hole background.
Fig. 5 shows ρneff as a function of time for fixed values
of ω and k. This shows the same basic features as Fig. 4.
At late times, ρneff approaches a constant value which
coincides with the thermal value. Fig. 6 shows a plot of
the difference of the effective occupation number and the
thermal Bose-Einstein distribution. The effective occu-
pation number decays towards the thermal distribution
in a form that is well approximated by
neff−nBE≈e−4pitTf∆[A3 cos(2(ω+k)t+α3)+B3] (24)
at late times, where (A3, B3, α3) are constants, which de-
pend on the frequency and momentum. This is the same
exponential rate at which the equal-time Wightman func-
tion decays towards equilibrium, the lowest quasinormal
mode of the scalar field. In contrast, the oscillation fre-
quency of neff −nBE differs from the real part of the
lowest quasinormal mode due to the Wigner transform
with respect to relative time.
As discussed in [14], it can be useful to consider the
effective occupation number, where, when performing the
Wigner transform, one inserts a smearing function inside
the δt integral in (21) (for example a Gaussian centered
around δt=0). This suppresses the contributions of large
time separation δt to the Wigner transform and makes
the effective occupation number a quantity more local in
time. We have done this for a Gaussian window function
in Appendix E, where the reader can find more details on
this procedure. The main differences to the results shown
in the main text are that the early time fluctuations of
ρneff are not present there. However, the early and
late time limits of the effective occupation numbers are
no longer given by 0 and the Bose-Einstein distribution,
respectively.
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FIG. 7. The Fourier transformed correlator in the geodesic
approximation for ∆ = 10, k = 4piTf and δt = 0.01/(2piTf ).
The red dashed curve is a fit to the lowest BTZ quasinormal
mode.
VII. THE GEODESIC APPROXIMATION IN
ADS3-VAIDYA
We would like to ask whether one obtains the result
(7) for large ∆ using the geodesic approximation. It is
not completely obvious that the geodesic approximation
can be trusted in the context of AdS-Vaidya spacetime.
Firstly, it is not clear which inverse of the operator−m2
the geodesic approximation is computing, since the in-
verse is no longer unique in a real-time situation. Sec-
ondly, there is an assumption on analytic continuation
that must be made to rotate the particle path integral to
pass through the saddle point. It is not clear whether this
analytic continuation is justified in AdS-Vaidya space-
time, as the metric is not an analytic function of time.
For more details on these problems, we refer the reader
to [21]. With these cautionary points in mind, we will
make use of the geodesic approximation in the follow-
ing. The CFT two-point function is obtained from the
(renormalized) geodesic length Lren(t1, x1; t2, x2) of the
minimal length bulk geodesic connecting the boundary
points (t1, x1) and (t2, x2). The Fourier transform of the
subtracted correlator is
δGCFT (t1, t2; k) (25)
=
∫ ∞
−∞
dk eikx
(
e−∆Lren(t1,x;t2,0)−e−∆LBTZren (t1,x;t2,0)
)
.
The procedure for calculating the geodesic can be found
in [3–5] and the relevant formulas are compactly collected
in an Appendix of [19]. Here, we will simply give the
results of the numerical evaluation of (25). In order to
evaluate the Fourier transform, we need to specify a value
for ∆. In Fig. 7, we have chosen ∆ = 10 and k = 4piTf
to evaluate the integral. We have found that different
values of ∆ and k lead to similar results. As shown in
Fig. 7, the Fourier transformed geodesic correlator decays
8at late times to a good approximation with a rate and
oscillation frequency set by the lowest quasinormal mode.
VIII. CONCLUSIONS
In AdS3-Vaidya spacetime, we have presented numer-
ical and analytical evidence that the boundary theory
Wightman two-point functions thermalize with the rate
set by the lowest quasinormal mode of the correspond-
ing bulk field in the BTZ background. This is not too
surprising from the point of view of the bulk problem as
the quasinormal modes appear as solutions of the same
equation of motion as the bulk Wightman function sat-
isfies. A crucial observation is that the difference be-
tween the thermal BTZ bulk two-point function and the
bulk two-point function in the Vaidya spacetime satis-
fies the Klein-Gordon equation for v ≥ 0 while it has
no singularities. Therefore, one can expect it to decay at
later times as any smooth scalar perturbation of the final
black hole, i.e. with the lowest quasinormal mode. This
argument is expected to hold also in higher-dimensional
AdSd-Vaidya spacetime, and for arbitrary values of the
mass m. Other examples of holographic settings where
the two-point function, starting far from thermal equilib-
rium, relaxes towards equilibrium according to the lowest
quasinormal mode are studied in [22, 23].
The big picture that has emerged from the study of
nonequilibrium one-point functions in holography is that,
as long as there is black hole formation in the bulk, the
subsequent dynamics of the one-point functions is con-
trolled by the lowest quasinormal mode (see e.g. [1, 2]).
Our results suggest that the same picture applies to two
point correlation functions. In the presence of a horizon,
they decay towards equilibrium with a rate set by the
lowest quasinormal mode. Often, nonequilibrium two-
point functions are calculated in the geodesic approxi-
mation, in which case this behavior is not completely
obvious. In section VII however, we found numerical evi-
dence that one indeed also finds the quasinormal decay in
the geodesic approximation after performing the Fourier
transform to momentum space.
The quasinormal decay we find in Wightman functions
should be contrasted with what one finds for the bound-
ary retarded correlation function [14, 24, 25]. The re-
tarded correlation function GR(t1, t2; k) decays exponen-
tially, approximately with the lowest quasinormal mode,
when the later time argument t1 is taken to the black hole
region t1>0. On the other hand, when both of the points
in the retarded correlator are taken to the black hole re-
gion, t1 > 0 and t2 > 0, the retarded correlator in the
Vaidya spacetime becomes immediately thermal. This is
not what happens for the Wightman function, which in-
stead approaches its thermal value exponentially in the
time variable t1+t2.
Finally, we would like to comment on the general ther-
malization pattern in holography in a more speculative
vein. In the study of two-point functions in the geodesic
approximation (and Wilson loops and entanglement en-
tropy), it has been found that the correlators with short
spacelike separation thermalize earlier than the correla-
tors with large spacelike separation. As we have shown,
the momentum space two-point functions decay towards
thermal equilibrium with a rate that is independent of
momentum in the AdS3-Vaidya example. Naively, one
might have expected that the faster thermalization of
the short distance correlators would imply faster thermal-
ization of the large momentum correlators. The AdS3-
Vaidya example we have studied in this paper shows that
this expectation is incorrect. Here, all momenta thermal-
ize on the same time scale 1/(piTf∆) set by the lowest
quasinormal mode, which in the AdS3 case is indepen-
dent of momentum.6 Furthermore, in [26], it was shown
that for momentum space two-point functions in an AdS5
nonequilibrium black hole, large momenta and frequen-
cies thermalize the slowest. This is the opposite of what
one would expect from combining results of the geodesic
approximation with the naive expectation that large mo-
mentum corresponds to short distances. Our picture
of the thermalization rate being dictated by the lowest
quasinormal mode is consistent with the results of [26]
since, for AdS5-Schwarzschild black holes, the imaginary
part of the lowest scalar quasinormal mode approaches
zero as k−1/3, signaling slow thermalization of the large
momentum correlator. We believe that the apparent dif-
ference from the geodesic approximation results could fol-
low from the incorrect expectation that large momentum
always corresponds to short distance in the correlation
function.7 We leave a detailed study of this problem for
future work.
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Appendix A: “Old” method for computing the
out-of-equilibrium Wightman function
The out-of-equilibrium Wightman functions can be ob-
tained by solving the Klein-Gordon equations of motion
(4) given the Wightman function at early times in the ini-
tial state of interest. In this appendix, we review details
of the methods from [19], which we use to solve (4).
The initial state we are interested in is the AdS3
ground state for the scalar field. The bulk-to-bulk Wight-
man function in AdS3, for our choice of scaling dimension
∆ = 3/2, is given by
GAdS+ (v2, z2; v1, z1; k) (A1)
=
√
z1z2
2pi
[
K0
(√
σ |k|)−K0 (√σ + 4z1z2 |k|)] ,
where K0 is a modified Bessel function and
σ=−(v2−v1)2−2(v2−v1)(z2−z1)+(v2−v1+z2−z1)i. (A2)
While [19] phrased all the calculations in terms of the
Feynman correlator, here we will consider the Wightman
correlator, in which case the i factors are different. The
Wightman correlator can be obtained from the Feynman
correlator using the identity
G+(x2, x1) (A3)
= θ(t2−t1)GF (x2, x1) + θ(t1−t2)G∗F (x2, x1),
where x denotes all the coordinates in question and t is
the time coordinate. Our task is to solve (4) with the
initial data that the correlator in the early time (that is,
for v1 < 0 and v2 < 0) is given by (A1). This uniquely
specifies the correlation function at later times. We use
the method of Green’s functions to solve for the time
evolution with respect to the time coordinate v2,
G+(v3, z3; v1, z1; k) (A4)
= i
∫
v2=0
dz2
[
G+(v2, z2; v1, z1; k)
←→
Dv2GR(v3, z3; v2, z2; k)
]
,
where GR(v3, z3; v2, z2; k) is the retarded correlation
function and we have defined the differential operator
Dv =
√−ggvµ∂µ. The reason the integral form (A4) sim-
plifies the calculation is as follows. The retarded propa-
gator depends only on the spacetime in the future light-
cone of the point (v2, z2). This is a property of free fields
and is reviewed for example in [19]. Since we have cho-
sen this point to lie on the surface v2 = 0, where the AdS
and BTZ parts of the Vaidya spacetime are joined, the
retarded propagator is identical to the retarded propaga-
tor in the BTZ spacetime, which is analytically known.
We can extract the BTZ retarded propagator from the
BTZ Wightman function via
GBTZR (x2, x1) = 2iθ(t2 − t1) ImGBTZ+ (x2, x1). (A5)
For Tf = 1/2pi, the BTZ Wightman two-point function
is given by
GBTZ+ (v2, z2; v1, z1; k) (A6)
=
1
4pi
√
z1z2
4pi
[∣∣∣∣Γ(14− ik2
)∣∣∣∣2 2F1(14− ik2 , 14 + ik2 , 12 , b21
)
− 2b1
∣∣∣∣Γ(34− ik2
)∣∣∣∣2 2F1(34− ik2 , 34 + ik2 , 32 , b21
)
−
∣∣∣∣Γ(14− ik2
)∣∣∣∣2 2F1(14− ik2 , 14 + ik2 , 12 , b22
)
+ 2b2
∣∣∣∣Γ(34− ik2
)∣∣∣∣2 2F1(34− ik2 , 34 + ik2 , 32 , b22
)]
,
where we have defined
b1 =−z1z2−(1−z1z2) cosh(v2−v1)
−(z2−z1) sinh(v2−v1)+(v2−v1+z2−z1)i, (A7)
b2 = z1z2−(1−z1z2) cosh(v2−v1)
−(z2−z1) sinh(v2−v1)+(v2−v1+z2−z1)i. (A8)
The Wightman function appearing in the integral in (A4)
is between points on the AdS side of the Vaidya space-
time, where it is identical to the AdS vacuum Wightman
function (A1). This way, the Wightman function be-
tween a point (v1, z1) on the AdS side and a point (v3, z3)
on the BTZ side is given by
GAB+ (v3, z3; v1, z1; k) (A9)
= i
∫
v2=0
dz2
[
GAdS+ (v2, z2; v1, z1; k)×
×←→D v2GBTZR (v3, z3; v2, z2; k)
]
.
We first perform the integral in (A9) numerically using
Mathematica’s NIntegrate. The numerical integration
is somewhat subtle due to short distance singularities in
the function GAdS+ . The details on how these can be
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taken care of are spelled out in detail in [19] and will not
be repeated here.
Since finally, we are interested in the Wightman func-
tion between two points on the BTZ side, we also have
to propagate the point (v1, z1) forwards in time. For this
purpose, we construct the retarded correlator between
points in the AdS side and the BTZ side (where unlike
previously, both of the points are located away from the
v = 0 surface) from the Wightman function using the
identity
GABR (v3, z3; v1, z1; k) (A10)
= 2i θ(v3+z3−v1−z1) ImGAB+ (v3, z3; v1, z1; k).
Thus, as we have calculated GAB+ numerically, we can
obtain a numerical expression for the retarded correlator
as well. As a final step, we use the formula (A9) to prop-
agate the point (v1, z1) forwards to the point we want
using
G+(v3, z3; v4, z4; k) (A11)
= i
∫
v1=v
(0)
1
dz1
[
GAB+ (v3, z3; v1, z1; k)×
×←→D v1GABR (v4, z4; v1, z1; k)
]
,
where v
(0)
1 is a time scale we can freely choose. The fi-
nal result is expected to be independent of this choice,
providing a convenient check of the numerical accuracy.
Thus, the calculation finally boils down to performing
the integral in (A11) with the numerically known func-
tion GAB+ . In practice, we calculate the integral by first
calculating GAB for a set of discrete points z1 and then
constructing an interpolating function from the discrete
data and finally performing the numerical integral using
NIntegrate. More details on the convergence of the nu-
merics can be found in [19].
Appendix B: Improved method for computing the
out-of-equilibrium Wightman function
Both analytical advances on the BTZ retarded propa-
gator and improvements of the numerical methods allow
us to significantly improve on the method for computing
the out-of-equilibrium Wightman function presented in
Appendix A. The most significant progress is the idea
of solving the equations of motion (4) for the difference
δG+(z
′, v′; z, v; k) rather than the Wightman function it-
self as outlined in Section V.
The equations of motion (4) can be solved by using
(A9) for both of the arguments of δG+, leading to
δG+(v2, z2;v1, z1; k) (B1)
= −
∫
dzdz′
[
GBTZR (v2, z2; 0, z
′; k)×
×GBTZR (v1, z1; 0, z; k)δG˜+(z′, z, k)
]
,
which is equivalent to (19). We introduced the notation
δG˜+(z
′, z, k) (B2)
=
(
1
z2z′2
− 2∂z
zz′2
− 2∂z′
z2z′
+
4∂z∂z′
zz′
)
δG+(z
′, 0; z; 0, k).
Taking the boundary limit z1 → 0 and z2 → 0 and using
the definition of the bulk-to-boundary propagator (10),
the boundary CFT correlator becomes
δGCFT+ (v2; v1; k)=−
∫
dzdz′
[
GbbR (v2; 0, z
′; k)× (B3)
×GbbR (v1; 0, z; k)δG˜+(z′, z, k)
]
.
The bulk-to-boundary retarded propagator in the BTZ
background can be further simplified as follows. Using
the identity [28]
2F1(a, b, c, x+ i)− 2F1(a, b, c, x− i) (B4)
=
2piiΓ(c) 2F1 (c−a, c−b, c−a−b+1, 1−x)
Γ(a)Γ(b)Γ(c−a−b+1)(x−1)a+b−c
to extract the imaginary part of the hypergeometric func-
tions, we obtain the BTZ retarded propagator from the
Wightman function (A6),
GBTZR (v2, z2; v1, z1; k) (B5)
= 2iθ(v2+z2−v1− z1) ImGBTZ+ (v2, z2; v1, z1; k)
=
i
√
z1z2
2
θ(v2+z2−v1− z1)×
×
[
θ (z∗a−z1) 2F1
(
1
4
− ik
2
,
1
4
+
ik
2
, 1, 1−b22
)
−θ (z∗b−z1) 2F1
(
1
4
− ik
2
,
1
4
+
ik
2
, 1, 1−b21
)]
,
where
z∗a(v2−v1, z2) = tanh
v2 − v1
2
, (B6)
z∗b (v2−v1, z2) =
1−cosh(v2−v1)−z2 sinh(v2−v1)
z2−z2 cosh(v2−v1)−sinh(v2−v1)
mark the location of the lightcone. We can explicitly
take the boundary limit, z2 → 0, to obtain the bulk-to-
boundary propagator. In this limit, z∗b → z∗a and the
θ-function give rise to a δ-function contribution on the
lightcone. We find the expression
GbbR (v; 0, z1; k)
= i
√
2pi
[(
1+4k2
)
z
3
2
1
8
θ (z∗a−z1)×
×2F1
(
3
4
− ik
2
,
3
4
+
ik
2
, 2, 1−(cosh v−z1 sinh v)2
)
−
√
z∗a
1+cosh v
δ (z∗a−z1)
]
. (B7)
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Combining this result with the expression (B3) for the
boundary CFT Wightman function, we find a simple ex-
pression that we can integrate numerically while evaluat-
ing the δ-functions analytically. The resulting one- and
two-dimensional integrals are performed using Mathe-
matica’s NIntegrate. This way, we end up computing
lower dimensional integrals than in the ”old” method
and avoid constructing interpolating functions. This im-
proves the numerical accuracy, allowing us to extract the
Wightman correlator until much later times. We have
found that this method agrees with the old method up to
the numerical accuracy of the old method. Thus, the nu-
merical convergence results in [19] apply to this method
as well.
Appendix C: Expansion of BTZ retarded propagator
in terms of quasinormal modes
The retarded bulk-to-boundary propagator in the BTZ
black hole, given in (B7), has an expansion with terms
falling off according to the quasinormal modes of the BTZ
black hole [29],
ω
(n)
∗ = ±k − i 2piTf (∆ + 2n). (C1)
This expansion is essentially an expansion of the Gauss
hypergeometric function in (B7) for a large argument and
it can be found using the linear transformation [28]
sin(pi(a−b))
piΓ(c)
2F1(a, b, c, z) (C2)
=
(−z)−a2F1(a, a−c+1, a−b+1, 1/z)
Γ(b)Γ(c−a)Γ(a−b+1) − (a↔b)
together with the defining series representation
2F1(a, b, c, z) =
∞∑
s=0
(a)s(b)s
(c)ss!
zs, (C3)
where (a)n = Γ(a + n)/Γ(a). The first two terms in the
expansion are
iGbbR (v
′; v, z; k) =
(
(2z)
3
2 Γ(−ik)e−ik(v′−v)
(1− z) 32−ikΓ (− 12 − ik) + c.c
)
e−
3
2 (v
′−v)
−
(
(2z)
3
2 (3 + 2(1 + ik)z2)Γ(−1− ik)e−ik(v′−v)
2(1− z) 72−ikΓ (− 32 − ik) + c.c
)
e−
7
2 (v
′−v) +O
(e−(v′−v)
1− z
) 11
2
 , (C4)
where, to simplify the notation, we have chosen units
in which Tf = 1/2pi. The expansion parameter is
e−(v
′−v)/(1 − z) as the argument of the hypergeometric
function becomes large when this parameter is small.
Appendix D: Analytical treatment of the late time
quasinormal decay
In this appendix, we provide details on demonstrat-
ing the quasinormal decay of the Wightman function in
AdS3-Vaidya with ∆ = 3/2. First, consider the solution
of the Klein-Gordon equation given smooth initial data.
In the main text, we arrived at the identity (which we
duplicate here for the readers convenience)
φb(v, k) = φb1(v, k) + φ
b
2(v, k), (D1)
where
φb1(v, k) = i
∫ z∗a−ζ
0
dz φ˜0(z, k)G
bb
R (v; 0, z; k), (D2)
φb2(v, k) = i
∫ z∗a
z∗a−ζ
dz φ˜0(z, k)G
bb
R (v; 0, z; k), (D3)
and we have defined φ˜0 = −φ0/z2 + 2∂zφ0/z. So far
ζ is an arbitrary positive real number. As we will see
later this section, ζ should be chosen in a way that 1
ζ  e−v. Using the quasinormal mode expansion (C4)
inside the integral in (D2), we see explicitly that this
term decays at late times with a rate set by the lowest
quasinormal mode. This is because the largest term in
(C4) is of the order e−
3
2 v at late times, while the only
other time dependence comes from the upper limit of the
integral, z = z∗a − ζ. At late times, we can approximate
z∗a − ζ ≈ 1− ζ, which leads us to conclude that
φb1(v, k) ∝ e−
3
2 v (D4)
at late times. That is, φb1 decays with the lowest quasi-
normal mode. Higher order terms in the quasinormal
mode expansion (C4) lead to a power series of the form
φb1(v, k) =
e−
3
2v√
ζ
∞∑
n=0
an
(e−v
ζ
)n
. (D5)
This implies that the quasinormal mode expansion is a
good approximation when e−v/ζ  1.
Let us consider the second term (D3). In this integral,
we cannot use the quasinormal mode expansion because
it does not converge near the point z′ = z∗a. Instead,
we will assume that ζ can be chosen to be small (while
satisfying ζ  e−v of course). This will be justified later.
Also, we assume that φ0(z
′, k) is a smooth function in
a region near the horizon, i.e. we assume that all the
12
derivatives ∂nz′φ0(z
′, k) remain finite in this region. Given
these two assumptions, we can first Taylor expand
z
3
2φ0(z, k) (D6)
= (z∗a)
3
2φ0(z
∗
a, k)+(z−z∗a)∂z(z
3
2φ0(z, k))z=z∗a + . . . ,
and substitute into the integral in (D3). This leads to
φb2(v, k) (D7)
=
(
z∗a
3
2φ0(z
∗
a, k)+O(ζ)
)∫ z∗a
z∗a−ζ
dz
z
3
2
GbbR (v; 0, z; k).
The remaining integral can be performed analytically
using the expression (B7) for the retarded bulk-to-
boundary propagator,∫ z∗a
z∗a−ζ
dz
z
3
2
GbbR (v; 0, z; k)=
i cosh(pik)√
2pi sinh v
F (1+ζ sinh v), (D8)
where we have used the notation
F (x) =
∣∣∣∣Γ(14− ik2
)∣∣∣∣22F1(14− ik2 , 14 + ik2 , 12 , x2
)
(D9)
− 2x
∣∣∣∣Γ(34− ik2
)∣∣∣∣22F1(34− ik2 , 34 + ik2 , 32 , x2
)
.
For ζ−1e−v  1, we can approximate
i cosh(pik)√
2pi sinh v
F (1 + ζ sinh v) (D10)
= −i
(
2
3
2 Γ(−ik)e−ikv
ζ
1
2+ikΓ
(
1
2−ik
)+c.c.) e− 32 v+O((ζ−1e−v) 52) .
Substituting this result into (D7) leads to
φb2(v, k) ∝ e−
3
2 v
(
1 +O(ζ)
)
. (D11)
Thus, as a second condition, the parameter ζ must be
chosen so that ζ  1. At late times, we can satisfy both
of the conditions 1  ζ  e−v, which allows us to con-
clude that φb decays with a rate set by the lowest quasi-
normal mode at late times. We note that the corrections
to (D11) appear in two forms — as a series expansion
in powers of e−v/ζ and as an expansion in derivatives
of the initial data of the schematic form ∂nz φ0ζ
ne−
3
2 v.
The initial data has to be smooth exactly since the latter
expansion in derivatives of the initial data would fail oth-
erwise. Finally, we can employ the same approximation
to the Wightman function integrals (B3), arriving at
δGCFT+ (v; v; k) = −
∫ z∗a
0
dzdz′GbbR (v; 0, z
′; k)GbbR (v; 0, z; k)δG˜+(z
′, z, k)
= −
∫ z∗a−ζ
0
dzdz′GbbR (v; 0, z
′; k)GbbR (v; 0, z; k)δG˜+(z
′, z, k)−
(∫ z∗a
z∗a−ζ
dz
z
3
2
GbbR (v; 0, z; k)
)2 (
z∗a
3δG˜+(z
∗
a, z
∗
a, k) +O(ζ)
)
− 2
(∫ z∗a
z∗a−ζ
dz
z
3
2
GbbR (v; 0, z; k)
)∫ z∗a−ζ
0
dz′GbbR (v; 0, z
′; k)
(
z∗a
3
2 δG˜+(z
′, z∗a, k) +O(ζ)
)
. (D12)
Furthermore, as seen in (C4), we can approximate the
retarded bulk to boundary propagator (B7) as
GbbR (v; 0, z; k) =−i
(
(2z)
3
2 Γ (−ik) e−ikv
(1−z) 32+ikΓ (−1−2ik2 ) + c.c.
)
e−
3
2v
+O
((
(1− z)−1e−v) 72) . (D13)
Applying the approximations (D10) and (D13) in (D12)
and employing the definitions
iGbb,iR (v, ζ, k) =
(
2
3
2 Γ(−ik)e−ikv
ζ
1
2+ikΓ
(
1−2ik
2
) +c.c.)e− 32 v (D14)
for the approximate integrated retarded correlator close
to the lightcone and
iGbb,aR (v, z, k) (D15)
=
(
(2z)
3
2 Γ(−ik) e−ikv
(1−z)32+ikΓ(−1−2ik2 ) + c.c.
)
e−
3
2 v
for the approximation away from the lightcone, we can
see that the leading term of the subtracted boundary
CFT equal-time Wightman function at late time is given
by
δGCFT+ (v, v, k)
=−
∫ 1−ζ
0
dz dz′
[
Gbb,aR (v, z
′, k)Gbb,aR (v, z, k)δG˜+(z
′, z, k)
]
− 2Gbb,iR (v, ζ, k)
∫ 1−ζ
0
dz
[
Gbb,aR (v, z, k)z
∗
a
3
2 δG˜+(z
∗
a, z, k)
]
−Gbb,iR (v, ζ, k)2z∗a3δG˜+(z∗a, z∗a, k). (D16)
The error in the approximate expression (D16) is again
controlled by two expansions. One in powers of ζ−1e−v,
where the first subleading contribution now comes with
a power of 4. The other expansion appears with terms
of the form e−
3
2 vζn∂nz
(
z
3
2 δG˜+
)
z=z∗a
, which can be trun-
cated as ζ  1 and the initial data is smooth. In conse-
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FIG. 8. The boundary theory Wightman function as a
function of time with the thermal Wightman function sub-
tracted and scaled to cancel the fall-off at late times,
(2piTf )
2∆+1e3(2piTf t)δGCFT+ (t, t, k). The blue solid curve cor-
responds to the numerical result for the correlator while the
red and the green curves are approximations made using the
expansion of the retarded propagator in the black hole back-
ground in terms of the black hole quasinormal modes. We
made two choices for the parameter ζ. There is a tradeoff in
the choice of ζ. For smaller ζ the late time approximation
is more precise, while the approximation starts to converge
earlier for larger ζ, as e−v  ζ is satisfied earlier. We have
also fixed k = 2piTf .
quence, we explicitly see that the leading late time con-
tribution of δGCFT+ falls off according to
δGCFT+ (v, v, k) ∝ e−3(2piTfv) = e2v Imω
(0)
∗ (D17)
at late times, because all terms explicitly have this falloff
(where we have restored Tf by dimensional analysis).
As a concrete test of the approximations leading to
(D16), Fig. 8 shows a comparison of (D16) and the full
numerical integration of (B1), showing good agreement
at late times.
Appendix E: Effective occupation numbers with
smearing
One consequence of the definition of the effective occu-
pation number n(ω, k, t) in (20) is that it is sensitive to
events far in the future and past of t due to the Fourier
transform with respect to relative time in the Wigner
transform (21). This can be prevented by introducing a
Gaussian smearing in the Wigner transform of the two-
point function,
Gσ(t, ω, k) =
∫
dδt eiωδt−
δt2
2σ2G
(
t+
δt
2
; t− δt
2
; k
)
, (E1)
effectively restricting the time interval relevant to the
time t and thus focusing on information close to t. Using
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FIG. 9. The combination ρσ(ω, k, t)neff,σ(ω, k, t), which
counts occupied states, for (2piTf )σ = 1 and (2piTf )σ = 2
√
2
as a function of ω for different times t at momentum k = 2piTf .
this smeared two-point function, we can define the ef-
fective smeared occupation number in analogy with (20)
as
neff,σ(ω, k, t) =
G−,σ(ω, k, t)
2 ReGR,σ(ω, k, t)
. (E2)
Similarly, the corresponding spectral function is
ρσ(ω, k, t) = 2 ReGR,σ(ω, k, t). (E3)
In order to obtain the thermal smeared occupation num-
ber, we also need to introduce a Gaussian window in the
thermal correlators Gthσ (ω, k). The pure Fourier trans-
form of the thermal correlator is known analytically and
the smeared transform can be obtained from the pure one
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FIG. 10. The combination ρσ(ω, k, t)neff,σ(ω, k, t), which
counts occupied states, for (2piTf )σ = 1 and (2piTf )σ = 2
√
2
as a function of t for different energies ω at fixed momentum
k = 2piTf . At early times, the effective vacuum occupation
differs significantly from zero for small σ while it is much
smaller for larger σ. At late times, the effective occupation
approaches the smeared thermal value. The dynamics occur
in a region around the time of the quench at t=0 which is de-
termined by the width of the Gaussian window in the Wigner
transforms.
using
Gthσ (ω, k) =
∫
dδt eiωδte−
δt2
2ω2Gth(t+δt/2, t−δt/2, k)
=
∫
dω1
2pi
dω2√
2pi
dδt σei(ω−ω1−ω2)δte−
σ2ω22
2 Gth (ω1, k)
=
∫
dω1√
2pi
σe−
σ2(ω−ω1)2
2 Gth (ω1, k) (E4)
This integral is suitable for numerical treatment as it is
sharply peaked with width 1/σ around ω1 =ω due to the
Gaussian factor.
In Fig. 9, we show the plots of the analogies of Fig. 4 for
two values of the smearing, (2piTf )σ = 1 and (2piTf )σ =
2
√
2. We can see that the smeared vacuum occupation
number has a similar form as a thermal distribution and
ρσneff,σ interpolates between this distribution and the
smeared thermal distribution corresponding to the final
temperature Tf .
The analogy of Fig. 5 for the two values of the smear-
ing, (2piTf )σ = 1 and (2piTf )σ = 2
√
2, can be seen in
Fig. 10. For smaller σ, the dynamics of the effective
occupation number becomes increasingly confined to a
smaller region around t= 0, where the quench happens,
due to the Gaussian window. The Gaussian window thus
makes the occupation number more local in time.
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