Magnetoencephalography and electroencephalography (MEG, EEG) are essential techniques for studying distributed signal dynamics in the human brain. In particular, the functional role of neural oscillations remains to be clarified. Imaging methods need to identify distinct brain regions that concurrently generate oscillatory activity, with adequate separation in space and time. Yet, spatial smearing and inhomogeneous signal-to-noise are challenging factors to source reconstruction from external sensor data. The detection of weak sources in the presence of stronger regional activity nearby is a typical complication of MEG/EEG source imaging. We propose a novel, hypothesis-driven source reconstruction approach to address these methodological challenges 1 . The imaging with embedded statistics (iES) method is a subspace scanning technique that constrains the mapping problem to the actual experimental design. A major benefit is that, regardless of signal strength, the contributions from all oscillatory sources, which activity is consistent with the tested hypothesis, are equalized in the statistical maps produced. We present extensive evaluations of iES on group MEG data, for mapping 1) induced oscillations using experimental contrasts, 2) ongoing narrow-band oscillations in the resting-state, 3) co-modulation of brain-wide oscillatory power with a seed region, and 4) co-modulation of oscillatory power with peripheral signals (pupil dilation). Along the way, we demonstrate several advantages of iES over standard source imaging approaches. These include the detection of oscillatory coupling without rejection of zero-phase coupling, and detection of ongoing oscillations in deeper brain regions, where signal-to-noise conditions are unfavorable. We also show that iES provides a separate evaluation of oscillatory synchronization and desynchronization in experimental contrasts, which has important statistical advantages. The flexibility of iES allows it to be adjusted to many experimental questions in systems neuroscience.
different hypotheses that are evaluated separately. Fig 2a) shows several use cases and 48 signals s that are either consistent or inconsistent with the hypothesis quantified by f (s) 49 values.
50 Let x[t] denote the MEG/EEG time-series recorded from an array of channels 51 (Fig 2b) and X the data matrix (channels × time samples t). The quality function f is 52 used in an optimization problem to identify spatial filters w i and spatially-filtered 53 signals s i [t] = w T i x [t] in the data such that the quality function is maximized as
and spatial patterns p i , i = 1, ..., D describing the corresponding topographies that 55 contribute to the recorded time-series as 56
( Fig 2c) . The combination of spatial filters, patterns and corresponding signals is 57 comparable to the notion of 'components' in independent component analysis (ICA, 7) , 58 which yields mixing (spatial patterns p i ) and unmixing (spatial filters w i ) matrices as Whereas W is used to extract the signals of interest from the multichannel MEG data, P are the forward fields of these signals as they contribute to the measured MEG data. d) Computing the forward model: shown are the MEG spatial patterns G(ρ) generated by two tangential dipoles at location ρ in a single subject. e) Subspace correlation as a scanning metric: The spatial patterns from c) and d) span a subspace of the MEG sensor space. A grid of source locations is scanned with a subspace correlation metric (6) , quantifying the smallest possible angle between the data and source subspaces. This yields a distributed map of scores, which highlights possible source locations consistent with the hypothesis.
forward fields of current sources with different orientations also form a subspace of the 65 MEG/EEG channel space. The iES method proceeds by scanning each elementary experiment in (9) , where a contracting circular grating was presented to participants in 85 MEG. In each trial, after 3-5 seconds following stimulus onset, a change in the 86 contraction speed occurs and participants had to indicate their perception of the change 87 with a button press. To illustrate the methodology, iES was used to identify the regions 88 where gamma-band (50-85Hz) power was stronger during visual stimulus presentation, 89 with respect to baseline, prestimulus periods. Gamma oscillations generated in occipital 90 visual regions are expected to be reliably enhanced by this paradigm (9) . The quality 91 function f induced was defined as the ratio between the gamma power during the interval 92 [1, 3] seconds post-stimulus onset, and the gamma power during the baseline interval [-2, 93 0] seconds (0s corresponds to stimulus onset). for all the spatial patterns in the MEG data, ranked in decreasing order. The components with the 5 largest values of the quality function were deemed consistent with the tested hypothesis (highlighted with black dots -left, and their sensor topographies shown to the right). This was determined via permutation tests, which yielded f * induced , a threshold indicating the minimum value of the quality function for significance (p < 0.05). Note that the number of significant components may vary per subject, as illustrated hereafter. b) Effect prevalence, group level: (left) number of significant spatial components for each subject (K obs = 17 is the number of participants in this example). The subject illustrated in Panel A is shown in blue; (right) prevalence testing results (as detailed in Materials and Methods) showing the likelihood of the data under a population prevalence γ. γ = .83 is the highest value that can be rejected at p < 0.05. c) Spatially-filtered signals, example subject: (left) three example trials: the increase in gamma oscillations after stimulus presentation can be readily appreciated visually in the spatially-filtered signals; (right) average time-frequency map across 220 trials: here too, the strong induction of gamma activity is clearly visible. d) Spatially-filtered signals, group level: (left) average power spectra of spatially-filtered signals in the two experimental conditions (baseline and visual stimulus) are scaled with respect to empty-room MEG recordings, shaded regions are standard errors; (right) the difference of the power spectra between the two conditions, with thin lines representing single-subject data. e) Subspace correlation maps, example subject: (top) Map of subcorr values in the 3-D source grid, indicating the location of brain regions generating stimulus-induced gamma activity, (bottom) Fisher-z transformed map. f) Subspace correlation maps, group level: (left) a permutation procedure to determine a statistical threshold to apply on the average subcorr scores. The figure shows the histograms of the permuted and observed subcorr values; (right) group-level average subcorr map, thresholded at p < 0.05. The effect confirms the single-subject data shown, and localizes to the occipital visual cortex.
112
At the group level, our approach acknowledges that the effect being tested may be 113 absent in some participants. Concretely, their data may not contain a spatial pattern 114 whose f induced exceeds the critical value f * induced . Rather than pretending otherwise and 115 averaging across all participants, as is done in the standard approach, we put forward 116 the concept of population prevalence γ to account effectively for the variability of the 117 tested effect in the group (Fig 3b) (see also 10, for similar discussions). This notion 118 enables to form a prediction on how many subjects in the sample are expected to show 119 an effect. A prevalence null hypothesis, H 0 : γ ≤ γ 0 , can be tested using a simple 120 binomial distribution. The null hypothesis can be e.g., that the effect is absent from the 121 population (γ 0 = 0, global null hypothesis) or that it is present in less than half of the 122 population (γ 0 ≤ .5, majority null hypothesis). The null hypothesis is rejected if 123 observing the number of subjects presenting the effect has a probability lower than a 124 critical value (here p crit = .05). In the present example of induced gamma oscillations, 125 all subjects in the sample show the effect of interest. This means we can reject the 126 majority null hypothesis (γ 0 ≤ .5), and the highest γ 0 that can be rejected at the given 127 significance level is γ 0 = .83, which can be interpreted as a lower-bound estimate on the 128 population prevalence. reductions in alpha/beta power (9) . A 3.2-Hz oscillatory component is also found: it 136 corresponds to the entrainment of lower-frequency neural components at the 137 pattern-repetition frequency of the contracting circular grating. 138 We used the subcorr metric to produce source-level maps for each effect-prone 139 subject, i.e. whose data features a non-null signal subspace. We show an example of an 140 individual subcorr map in Fig 3e) , which as expected, indicates a spatial peak in 141 occipital visual regions. The Fisher-z transform arctanh(subcorr) can be applied to 142 obtain a sharper map (referred to as subcorr-z). We then performed statistical inference 143 at the group level, using group averaged subcorr maps in a permutation procedure 144 (Fig 3f) . A permutation distribution of the maximum-statistic is computed under the 145 null hypothesis of exchangeability of signal subspace with a dimension-matched subspace 146 drawn from the opposite end of the decomposition spectrum in Fig 3a. The null 147 hypothesis thus reflects the assumption that the effects were not localized and spatially 148 consistent across the tested cohort. This procedure yielded a statistically thresholded 149 map of average subcorr values, highlighting the brain regions spatially consistent across 150 the group, with an activity profile responding to the experimental question of interest. 151 Here, the resulting map pointed to the visual cortex as the source of the gamma 152 oscillations induced by the visual stimulus. This result was expected from published 153 reports, and therefore further strengthens the validity of the proposed approach. The iES source maps highlight sources whose signals are consistent with a directed 157 hypothesis across a group of subjects. When two experimental conditions are 158 contrasted, this implies that two distinct source maps can be produced: for instance in 159 the previous case example, one map corresponding to increased oscillatory power in one 160 condition over the other; the other map corresponding to decreased oscillatory power.
161
The benefit resulting from this is that mutual interference in the detection and 162 statistical evaluation of the two sets of sources is avoided. 163 We demonstrate these methodological assets using the same experimental MEG data 164 as above. We analyzed task-induced oscillations in the beta band (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) , with the 165 hypothesis that they were strongly suppressed during attention-demanding tasks in the 166 occipital visual cortex (9; 11) . We also wished to test whether other brain regions would 167 reveal a selective increase in beta power during stimulus presentation. This contrast 168 thus serves to illustrate how a strong power effect (decreased beta power) can challenge 169 the detection of weaker opposite responses (increased beta power) with the standard 170 approach, but not with iES. subjects out of 17 showed the effect of interest. Here, we shall emphasize the 175 importance of the notion of effect prevalence, since the majority null hypothesis could 176 not be rejected (Fig 4b) . However, the prevalence null hypothesis can be rejected up to 177 γ 0 = 0.22, which indicates there is a subgroup of the population from which our 178 subjects were drawn, which show the hypothesized effect. To better illustrate the 179 significance of this notion, let us first assume the effect is not present in the population. 180 With a probability of 0.95, one may still observe out of chance an effect in up to 3 out 181 of the 17 subjects. The prevalence test therefore indicates that the observed data is 182 unlikely under the assumption that prevalence is 22% or less (at a false positive rate of 183 p < .05). Thus we pursued further the analysis of the subgroup of 8 participants (see (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) Hz) during visual stimulation. The data is that of Figure 3 , and the present figure layout is identical. a) Subspace computation, example subject: in this participant, only one significant spatial dimension was retained for the signal subspace contributing to stronger power in the beta band. b) Subspace computation, group level: γ = .22 was the highest population prevalence that could be rejected at a p = 0.05, thus the majority null hypothesis could not be rejected. The analysis was pursued with the subgroup (n=8) of participants that showed the hypothesized effect. The purpose was to appreciate the spatial concordance across subjects and compare iES to standard source imaging approaches. c) Spatially filtered signals, example subject: induced power changes in the band of interest (beta, but also in alpha band) are clearly visible in 3 example trials. d) Spatially filtered signals, group level: induced power changes in the band of interest were found in the participant subgroup (n=8). e) Subspace correlation maps, example subject: the hypothesized effect localized to the right post-central/parietal cortex. f) Subspace correlation maps, group level: the effect localized to the right post-central gyrus. Note that this effect cannot be generalized to the majority of the population that the subjects were drawn from (see b) but only to a subset, which may present interesting capacity for identifying subtypes in participants. replicates previous observations of lateralized beta oscillations during an 197 attention-demanding task (14) .
198
To compare these findings with those from the standard approach, we obtained 199 source maps of log-power ratios using minimum-norm imaging kernels. We used the 200 MNE implementation of Brainstorm, with default parameters (15) . The resulting maps 201 were statistically thresholded following the same permutation procedure based on the 202 maximum statistic. Note that with this procedure, distinct maps of positive and 203 negative effects cannot be produced. For comparison purposes, we used the data from 204 the subgroup (n=8) that showed the desired effect of higher beta power during stimulus 205 presentation. Material, and confirm that a positive peak was indeed present in the minimum-norm 216 maps, but was not deemed statistically significant. The reason for the observed 217 discrepancy between methods can be understood from the permutation and data Comparing statistical performance of iES with minimum-norm imaging for mapping induced oscillations. a) Subspace scanning results: (left) significant average subcorr map (p < .05, see text for procedure). Note that results were obtained from the subgroup of participants that presented the hypothesized effect (n=8, see Fig 4) . (right) histogram from observed data and permutation tests to derive a subcorr threshold corresponding to p < .05. b) Minimum-norm imaging results: average maps of log-transformed power ratios (stimulus/baseline, p < .05). Note that the distinction between positive and negative effects is not possible. The results were derived from the same subgroup (n=8) to allow comparison with a), the results obtained with the full group (n=17) are shown as an outline. Contrary to iES, no increase in beta power could be detected over the right post-central gyrus region, with the same subgroup of subjects. Unthresholded maps are shown in the supplementary material. (right) histograms of observed data and permutation tests to determine significance of minimum-norm maps at p < .05. Note how the strong negative effects inflated the permutation distribution and prevented the detection of the smaller positive effects. As shown using iES, positive and negative effects could be evaluated separately and specifically.
the negative effect of beta suppression. The histogram of the observed data indicated 225 that the right tail of the histogram indeed did not reach the statistical threshold. The 226 iES allowed to test two directed hypotheses separately. Hence the permutation 227 distributions were distinct and adapted to each respective hypothesis, revealing the 228 positive effect in the iES statistical source map that were absent in the standard 229 approach.
230

Supplementary insight gained compared to standard approaches 231
We detail in Methods that iES requires the computation of cross-spectral or covariance 232 matrices, and their decomposition in the generalized eigenvalue framework. This means 233 that in addition to the subcorr statistical maps produced, a corresponding map of the 234 standard approach can be obtained by applying a minimum-norm imaging kernel to 235 those matrices, which allows plotting the value of the quality function f at each location 236 of the source grid. Fig 5 shows an example of this approach to obtain a map of 237 log-power ratios. We emphasize that the combined use of subcorr and minimum-norm 238 source maps enabled by the proposed method provides complementary information with 239 respect to the experimental hypothesis of interest. 240 We demonstrate such benefit using the same visual-attention MEG data, to detect 241 the origins of narrow-band oscillations (Fig 2a) . The corresponding quality function 242 f narrow quantifies the ratio of signal power in a frequency range of interest with respect 243 to the total power of the broadband signal. Such a quality function highlights signals 244 with a peaky spectral profile (16) , which is of specific interest when studying 245 stimulus-independent ongoing oscillations. We used the data of the ongoing visual 246 stimulus period ([1, 3] s after stimulus onset) to investigate the anatomical origins of 247 three frequency bands of interest: theta (4-8 Hz), alpha (8-13 Hz) and beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) . 248 The reference broadband signal against which to contrast possible effects in the narrow 249 frequency bands of interest was taken between 2 and 100 Hz.
250
We compared the subcorr statistical maps with the minimum-norm maps of f narrow 251 ( Fig 6) . The log-transform of the ratios was not applied because negative effects were of 252 no interest to the question, thus a symmetric measure was not required. A threshold 253 0 < f * narrow < 1 for selecting relevant signal subspace patterns was computed with the 254 bootstrap procedure described in Materials and Methods. In the alpha and beta bands 255 the results were similar between our approach and standard imaging. Commonly 256 observed brain regions as strong sources of these ongoing rhythms were found (see e.g., 257 17). Alpha activity was prominent in medial occipital-parietal regions; beta activity was 258 stronger over bilateral sensory-motor regions. Alpha band oscillations were also found 259 prominently over the right postcentral region, which parallels the finding of enhanced 260 alpha and beta power during the stimulus period in the same brain area, as shown in 261 the previous section. 262 We found differences between iES and minimum-norm maps in the theta band. The 263 subcorr statistical map revealed involvement of the medial temporal lobes (MTL) 264 bilaterally, and of medial frontal/anterior cingulate regions. Theta oscillations in MTL, 265 including the hippocampus and parahippocampal regions, have been extensively 266 described (18) . Due to their relative depth and therefore lower MEG signal-to-noise 267 ratios (SNR), they have been considered more challenging to detect (19; 20; 21) . The
268
MNE power-ratio maps though showed a lateralized distribution of theta activity in the 269 right MTL. We argue that both results are not mutually exclusive: they indicate that 270 both the left and right MTL were consistent sources of theta oscillations in the tested 271 group. However, the effect strength in the right MTL was higher in the average power 272 ratios of theta. Such insight could not be gained with either approach taken separately 273 and required the direct comparison of the iES and MNE statistical maps. Mapping of narrow-band oscillations. The sources of narrow-band signals were mapped for the theta, alpha and beta frequency bands using a) iES subspace scanning and b) power ratios from minimum norm imaging (narrow-band over broadband 2-100 Hz). iES allows for statistical thresholding across the group using permutation procedures that are equivalent for all use cases. The theta band results showed marked differences between the two approaches in deeper, medial temporal regions. iES revealed bilateral sources whereas MNE power ratio maps pointed at predominant source activity in the right hemisphere.
for source 2 was varied between 0.2 and 0.6. After generating MEG data from this 283 simulation setup, we applied iES (with a f * narrow threshold of 0.22) and the standard 284 approach to detect narrow-band oscillations in the frequency band of interest and 285 computed a metric that quantified the probability of detecting both sources of 286 narrow-band oscillations. Fig 7d) shows that the two methods differ systematically: the 287 sensitivity of the standard approach scales with the differences in f narrow between the 288 two sources, whereas iES' sensitivity is not influenced by uneven source activity and 289 detects sources above the chosen threshold with a constant probability. This encourages 290 using the different sensitivity profiles of the two methods in conjuncton, to obtain 291 complementary information as shown in the data example above.
292
Assessment of functional connectivity 293
Because of spatial smearing, the study of functional connectivity is a challenging 294 problem for MEG and EEG source imaging (see Fig 1) . Since the seed region is Simulation results comparing sensitivity of iES and standard approach. a) Examples of simulated time-series that follow a 1/f spectral distribution (grey trace) or target a pre-specified f narrow , which is the ratio between narrow-band and broadband power (blue traces). b) Simulation setup: Two sources of interest in blue targeting pre-specified f narrow (blue traces) are embedded in background brain noise composed of 1/f signals evenly distributed across 66 locations. c) Metric of detection probability: We quantified the probability that the two sources of interest were detected in a source map by using a range of different thresholds: the two sources were detected, if they were contained in two separate clusters after thresholding. Here we show 4 different thresholds in two simulation scenarios using the standard imaging approach. In the first scenario, sources were detected with 2 out of 4 (detection probability: 0.5) threshold values. In the second scenario, sources were detected only with 1 out 4 (detection probability: 0.25) threshold values. This configuration illustrates the issue of concurrent sources with different strengths on the detection of separate clusters of activity. d) Comparison of methods: the maps from each simulation run were thresholded using 50 different values to estimate a detection probability as in c). Since the range of data values for both MNE and iES were different, we normalized the detection probability by the maximum value obtained in each method. Thus we did not compare the absolute detection probability between the two methods, but rather how it varied with respect to the difference in f narrow , between the sources of interest.
issue is discussed in (23) and generally addressed with methods that discard all 299 contributions of zero phase-lag time series, either by orthogonalizing signals (23) or via 300 measures of the imaginary part of coherence (24) . However, zero-lag coherence between 301 distant regions is plausible theoretically (25) and was observed physiologically (26) . We 302 demonstrate the relevance of iES to address this issue, by studying amplitude . We argue that the zero-lag correlations shown here are not 314 spurious, as evidenced by their differences in waveform and amplitude dynamics. This 315 data example provides a proof of principle that studying zero-lag connectivity using 316 MEG is achievable. We next proceeded to map significant inter-regional amplitude 317 correlations in the presence of field spread. process is the third use case of iES and is illustrated in Fig 2a. The optimization is done 324 using a solution described in (31) . We set a correlation threshold of r > 0.4 for spatial 325 components to be included in the signal subspace for the subcorr analysis. shuffling procedure across trials. The iES maps indicated brain regions in the occipital 356 cortex, consistent with the upcoming onset of a visual stimulus. 357 We emphasize that a specific strength of the iES approach is its versatility: it can be 358 extended to a great variety of experimental designs and research hypotheses, since the 359 experimental question is formulated as an optimization problem. We derive in Methods 360 the mathematical formulation for iES coherence with a reference signal, as an additional 361 experimental use case. The experimental hypotheses discussed here all have 362 corresponding quality functions that can be solved analytically. An identical framework 363 can be used for hypotheses that require numerical optimization of the corresponding 364 spatial filters. We foresee that the introduction of the iES approach will establish a 365 generic framework for an increasing number of experimental contexts related to a 366 growing diversity of research questions. deg/s) at an unpredictable moment between 3-5 seconds after stimulus onset. Subjects 379 had to indicate with an index-finger button press that they detected the velocity change. 380 The button press ended one trial and the stimulus was turned off. Inter-trial intervals 381 were 5 seconds long with a jitter. During the inter-trial interval subjects were presented 382 with a central fixation cross. Stimuli were generated using the Psychophysics Toolbox 383 (33) . 384 Experimental Procedure 385 Participants received both oral and written instructions on the experimental procedure 386 and the task. The recording session started with a 5-minute resting state run with eyes 387 open. The participants were presented with 10 test trials, to become familiar with the 388 task. They were then presented with a total of 240 stimulus sequences (trials). Eye-blink and heart-beat artifacts were removed from MEG data using a PCA-based 428 signal source projection (SSP) method, using recommended procedures (34) . The ECG 429 and EOG channels were used to automatically detect artifact events. Noisy MEG 430 channels were identified by visually inspecting their power spectrum and removing those 431 who showed excessive power across a broad band of frequencies. The raw data were 432 further visually inspected to detect time segments with excessive noise e.g., from jaw 433 clenching or eye saccades. Sinusoid removal at the power line frequency and harmonics 434 (60, 120, 180 Hz) was applied to the continuous data. A high-pass filter above 1 Hz was 435 also applied to reduce slow sensor drifts. The MEG data were centered around the 436 baseline mean after epoching. All the filters used in the current study are zero phase 437 shift non-causal finite impulse filters coded and documented in Brainstorm.
438
MEG data were epoched to the interval [-2, 3] seconds around the visual stimulus 439 onset. We refer here to the stimulus period as the interval [1, 3] seconds, and the 440 baseline period as [-2, 0] seconds with respect to visual stimulus onset.
441
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Intra-subject coregistration 442 Prior to the computation of signal subspaces, we performed a between-run 443 coregistration of the MEG data based on recorded head positions, using the movement 444 correction method similar to (35) available in Brainstorm. Briefly, we computed forward 445 models G k based on the head positions of different runs k and G avg using the average 446 head position. Then we computed coregistration operators Ω k to project the MEG data 447 from different runs into the same space as Ω k X k . Ω k was computed as 448 Ω k = G avg V n S −1 n U n , using the singular value decomposition (SVD) G k = USV 449 truncated corresponding to the largest n singular values. The index n is set so as to 450 preserve 99.99% of the squared singular value spectrum. We additionally took into 451 account that different runs had slightly different SSP projectors applied (see above). We 452 thus apply these projectors to the forward fields of individual runs before computing the 453 coregistration operators. The iES method described in this paper is based on subspace scanning, which processes 475 the entire spatio-temporal MEG data matrix X, instead of reconstructing neural 476 activity independently at each time point (see e.g. MUSIC, 6). The method features 477 two steps, as shown in Fig 2: 1) extraction of the relevant spatial patterns from the data 478 (signal subspace identification), and 2) scanning of the source space for contributions 479 that explain the identified spatial patterns (subspace scanning step per se).
480
Subspace scanning 481
First a set of MEG topographies is identified that captures the signal components of the 482 MEG data matrix. We define the notion of signal in the following section. In (6) , this 483 first step was equivalent to performing a PCA of the event-related average MEG signals. 484 The D components corresponding to the largest PCA eigenvalues spanned the signal subspace. For instance, the cosine of the angle between v and the projection of v onto 489 P s is a suitable measure (6) .
490
A dipolar source at location ρ is described by an orientation (θ) and an amplitude 491 (a) parameter. All the MEG topographies that can be generated by this source are 
as defined in (6). This metric quantifies how close the two subspaces lie to each other, 500 and thus how well a dipole source at the scanned location fits the signal subspace. This 501 metric is applied at each possible location across the anatomical volume.
502
Computing the signal subspace
503
The signal subspace is defined by the span of the full column-rank M × D matrix P s 504 where M is the number of sensors and D is the dimensionality of the subspace. Thus 505 P s is a collection of D non-collinear sensor topographies. In the standard MUSIC case, 506 the first column of the signal subspace p 1 is a vector/topography that, when applied to 507 the averaged MEG data X, results in a signal that has maximum variance (broadband 508 power): it is a solution to the optimization problem
subject to a norm constraint on p. The next subspace column p 2 is the solution to the 510 optimization problem
where Π ⊥ is the orthogonal projector away from the first subspace column 512 Π ⊥ = I − p 1 p T 1 . This corresponds essentially to a PCA of the event-related average X. 513 More generally, the signal subspace could be constructed by the solution of an 
where s is the event-related trial average of s. However, many other experimental 521 questions can be expressed as an optimization problem. For example we might be 522 interested in finding sources whose power is correlated with a reference signal y (such as 523 an EMG recording or an audio stimulus envelope). In that case we would set the quality 524 function as 525 f ampcorr (s, y) = Corr(|s| 2 , y)
where Corr(a, b) is the correlation of signals a and b. While, in principle, it is possible 526 to use any quality function and proceed with numerical optimization, the subspace 527 method is specifically attractive for quality functions that can be solved analytically for 528 computationally efficient implementations. Here we focus on a set of quality functions 529 that can be solved using the generalized eigenvalue problem (GEP). We show solutions 530 for four different experimental use cases, three of which are illustrated in Fig 2a) . 
To show how the GEP can be used to define a subspace, we focus on a) induced 536 responses as a first use case (see Fig 2a) . Here we are interested in finding sources 537 whose power in a frequency band of interest [f 1 , f 2 ] differs between two conditions or 538 time periods, e.g. stimulus and baseline periods. Thus the quality function becomes
where P ow(s a,b )[f ] is the power of a signal s at frequency f in time periods a and b.
540
The power of a signal in a given frequency band [f 1 , f 2 ] can be approximated by the 541 variance of the signal filtered in that frequency band. The quality function can thus also 542 be written as
where superscript f ilt indicates that the signal was filtered in the frequency band of 544 interest. For readability, we will drop this superscript in the following. Since the 545 bandpass-filtered signal is zero mean, we can compute the variance using the dot 
where C is the covariance matrix of the filtered MEG signals X and w is a spatial filter 549 topography. This is now in the form of the GEP shown above and has been used in the 550 field of brain-computer interfaces as Common Spatial Patterns (CSP, e.g. 3; 40).
551
Alternatively, one can define the quality function directly in the frequency domain, and 552 compute C (a,b) as the average of the real part of the cross-spectral density matrices in 553 the frequency band of interest
where C XX [f ] is the M × M MEG cross-spectral density matrix at frequency f .
555
The GEP can now be solved by defining a whitening projector
PLOS 21/31 from the SVD: USV T = C b , which equalizes the variance along the principal axes of 557 C b , as required in the constraint of Eq 10. We then solve the ordinary eigenvalue
where the eigenvector φ is now a spatial filter in the whitened data space. The 560 eigenvalue λ provides the ratio of power in the two conditions, thus is equal to f induced . 561 This means that the signals of interest, which maximizes the quality function in Eq 12, 562 can be estimated from the MEG data as
where w combines the two steps of whitening (Π ⊥ ) and filtering in whitened space (φ T ) 564 to obtain a spatial filter in the data space as in Eq 13. The data generated by a specific 565 source signal can in turn be estimated by
where p is the spatial pattern vector, or forward field, of the source signal in sensor 567 space, since an inverse whitening step (US 1 /2 ) is applied to the forward pattern in 568 whitened space (φ). (see 41, for further discussion on the distinction between spatial 569 patterns and filters).
570
Solving the GEP this way, one obtains M spatial patterns p j that can be ordered 
Additional use cases based on the GEP We describe three other use cases that 578 can be solved using an appropriate quality function in combination with the GEP (see 579 Fig 2a) . The solutions are convenient in that they only require to change the definition 580 of C a and C b in Eq 13.
581
We define a signal showing b) narrowband oscillations as a signal that has 582 increased relative power in a frequency band of interest with respect to broadband 
Analogously to Eq 13, this quality function can be expressed in the form of the GEP as 586
where 587
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Solving the GEP, we obtain spatially filtered signals that are ordered according to 588 their ratios of power f narrow in the signal and noise frequency bands. This approach is 589 similar to what has been described in (16) as spatio-spectral decomposition.
590
As next use case, we consider the case of c) amplitude modulation using a 591 solution described in (31) . Here we wish to find sources whose amplitude fluctuations in 592 a frequency band of interest covary with the value of a reference variable. This might be 593 a slow time-varying signal y ref , or a variable that is defined on a trial-by-trial basis 594 such as reaction time or task difficulty. Here we describe the former case, but the latter 595 follows easily (31) .
596
The data are split into epochs denoted by the index e. Epoch length needs to be 
In the analysis examples we used f ampmod to compute the spatial filter basis using the 609 GEP in a computationally efficient manner. Ordering and selecting the components to 610 be included in the signal subspace was then based on f ampcorr . Estimating the dimensions of the signal subspace The estimation of the 661 dimension of the signal subspace can be obtained by setting a threshold on the quality 662 function score f in a hypothesis-driven way, as a measure of effect size. These scores are 663 readily interpretable as e.g., the power ratio between conditions (induced responses) or 664 the correlation between a reference signal and neural amplitude time-series (amplitude 665 modulation). In the following we show how we can set a threshold based on approaches 666 from non-parametric statistical testing.
667
For a) induced responses we compare oscillatory power between two conditions 668 using permutation testing. We describe the case of stimulus-baseline contrast where, for 669 each epoch e, a data matrix for baseline and stimulus periods is available to perform a 670 paired test. Other cases can be derived easily using standard approaches in 671 non-parametric statistics (see e.g. 4; 5). Under the null hypothesis of no difference, the 672 condition labels are exchangeable with respect to the statistic of interest f (here 673 f induced ), which is the ratio of power between the two conditions
which is defined for each of the potential columns j of the signal subspace matrix P s .
675
The data are divided in e = 1, ..., E epochs, from which we compute empirical 676 covariances C a (e) and C b (e). We run O permutations, where at each iteration, a binary 677 permutation vector ω of length E is drawn. At each permutation we solve the GEP 678 PLOS 25/31 based on the permuted condition labels and compute a maximum statistic as
if ω e = 0 (35) and the f max values are logged at each iteration. We then obtain a null distribution of 681 f max (assuming exchangeability of the condition labels) against which to test the 682 observed f j 's to obtain a permutation p-value. In this paper we use O = 600 683 permutations.
684
In the second use case b) narrowband oscillations the power ratios f j 685 (f narrowband ) will differ depending on the frequency band of interest. Due to 1/f in 686 electrophysiology power spectra, low-frequency bands have higher f j 's than 687 high-frequency bands. To find spatial patterns p j whose relative power stands out from 688 the rest of the activity, we define an expectedf , as the ratio of overall power in the 
Then we find the orthogonal projector 710 Π ⊥ = I − (gg T )/(g T g)
to be applied to both the signal subspace and the leadfield matrices, so that we can 711 scan the source space as 712 subcorr(Π ⊥ P s Π T ⊥ , Π ⊥ G(ρ)Π T ⊥ )
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Group analysis 713 Testing the effect prevalence We have derived the dimensionality of each subject's 714 subspace using tests described in the previous section. The subspace matrix P i of 715 subjects i = 1, ..., N has an estimated dimensionality ofD i . IfD i > 0, one can claim 716 that subject i shows the effect of interest, i.e. there is a spatial dimension in which the 717 null hypothesis can be rejected. For example, the effect of interest could be that the 718 power of gamma oscillations in one spatial dimension of the subject's sensor data is 719 stronger during presentation of a stimulus than during rest. As a first step for 720 group-level analyzes, we test if the mere presence of the effect is generalizable to the 721 population. If the effect is deemed generalizable, we run a procedure to test if there 722 exist consistent source spatial locations across the group, where the effect originates 723 from (see next section).
724
The first step requires formulating a prevalence hypothesis (see e.g. 10; 42; 43). In 725 this framework, a true effect is assumed to be present in a proportion γ of the 726 population. Hence if a subject i is randomly selected from the population 727 D i = 0 with probability 1 − γ, D i > 0 with probability γ
We then specify a prevalence null hypothesis that γ is smaller than or equal to a certain 728 proportion γ 0 . In order to claim that the effect is generalizable to the population, an 729 intuitive value for γ 0 is 0.5, i.e. the effect would be present in the majority of the 730 population. If we observed that K out of N subjects showed an effect (D i > 0), we can 731 define a p-value for the likelihood of K or more out of N subjects showing an effect, if 732 the prevalence across the population is smaller than or equal to γ 0 :
If this p-value is below a specified significance level, the effect is deemed generalizable to 734 the population. 
The probability to pick a subject from the population that shows no effect is
Thus the probability to observe K out of N subjects with an effect (see top panel) is
The sensitivity β is usually not known, and therefore is fixed at 1, to remain 742 conservative. Computing the p-value as in Eq 41 to test the prevalence null hypothesis 743 requires to sum over these values for K and higher and then to maximize over the range 744 of γ values covered by the null hypothesis (see middle panel) As discussed in (10) , one can also report the largest γ 0 value under which the null 746 hypothesis can be rejected at the given significance level. This can be interpreted as the 747 lower bound of a one-sided confidence interval about the true population prevalence γ, 748 which can be of interest to the research question.
749
Statistical thresholding of subcorr maps across subjects Statistical 750 thresholding of the average subcorr maps computed from each subject's signal subspace 751 is obtained using permutation statistics, with the null hypothesis of exchangeability of 752 signal and noise subspaces with respect to the statistic of interest. This latter is the 753 average subcorr value across the group at a source location ρ. 
where P s i is the signal subspace of subject i in a group of i = 1, ..., N subjects. If signal 755 and noise subspaces are exchangeable with respect to the statistic of interest (the null 756 hypothesis), we can randomly substitute the signal subspace with a 
