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ABSTRACT
The work carried out for this thesis was motivated by a belief that 
the methods of topological measure theory could be more widely applied in 
the theory of probability. As my introduction to the subject was through 
the field of weak convergence, much of the thesis has developed out of the 
study of problems in that area; but this has often also involved 
consideration of the topological, measure theoretic and functional analytic 
background material. For example, the integral representation theory of 
Chapter 2 grew out of the study of relative compactness in the topology of 
weak convergence; the latter is the subject of Chapter 3. But the results 
of Chapter 2 are also of interest in their own right as they form the basis 
of a unified approach to Riesz type integral representation theorems.
While these investigations were being carried out it became apparent 
that one particular concept has a most important part to play in topological 
measure theory. This so-called T-additivity property is examined in 
Chapter 4. It constitutes an intermediate stage in the progression from 
countable additivity to the stronger Radon measure concept. It often seems 
to be the minimal condition for compatibility between the topological and 
measure theoretic structures; this view is supported by the results of 
Chapter 4.
The last two chapters contain some of the other applications of this 
research to probability theory. In Chapter 5 problems related to the 
existence and weak convergence of random measures on locally compact spaces 
are considered; and in Chapter 6 some aspects of the theory of Markov chains 
on topological state spaces are discussed. Weak convergence arguments are 
prominent in both chapters.
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1CHAPTER 1 
INTRODUCTION
In this introductory chapter we outline some of the features of 
topological measure theory which will recur throughout the thesis. This is 
followed by a brief description of the contents of each chapter> together 
with some explanation of why we have selected these particular topics.
To Topology and measure
In any study of measure and integration there are a number of points 
at which topological considerations should be allowed to enter. Some of 
these situations are quite classical - in the construction of Lebesgue 
measure on the real line for example - while others have come to prominence 
more in the last quarter of a century: the notion of (semi-) compact 
approximation, the general Radon measure concept and the probabilistic 
applications of weak convergence theory are all dependent on topologically 
based ideas. In this thesis we examine some of the interactions between 
topology and measure, in an effort to show how the interplay of the two 
structures can lead to a rich and powerful theory. The discussion is 
directed mainly towards various aspects of the theory of weak convergence; 
in particular we wish to point out some of the ways in which this can be 
applied with advantage to problems in probability.
As with most mathematical studies involving two interacting structures 
a degree of compatibility between the topology and the measures is needed 
before a true topological measure theory can be developed. This usually 
takes the form of constraints being placed on the measures, either as 
approximation or "regularity" restrictions, or as strengthened additivity 
requirements. Let us start by considering the approximation properties.
For a measure space which is also equipped with a topology, the 
topological structure can be used more effectively if the measure 
theoretically significant objects (measurable sets or functions, integrable 
functions, ...) can be approximated in some sense by members of classes 
closely related to the topology (open sets, closed sets, compact sets, 
continuous functions, ...). For example, the continuous functions may be 
dense in , or every measurable set may be inner regular wrt closed sets
2UU) = sup{y(F) : A F closed} .
Measure theoretic results can then be proved by first treating the simpler 
case involving the topologically well-behaved objects, then extending the 
conclusion by means of the approximation property. We make frequent use of 
this technique; various forms of inner regularity are prominent in Chapter 
2, and approximation by uniformly continuous functions is implicit in much 
of the reasoning in Chapter 4.
Another particularly important type of approximation was investigated 
by Marczewski (1953): inner regularity wrt a semi-compact class of sets.
[A class K of sets is said to be semi-compact if for every sequence 
{K } <= K ,
00 N
D K = 0 implies that fl K = 0 for some N .1 
n-1 n-1
It can be shown that every finitely additive measure with this regularity 
property must in fact be countably additive. Applications to the 
construction of measures on infinite dimensional product spaces (see Neveu 
(1965, p. 82) or Meyer (1966, p. 49)), and to the selection of regular 
versions of conditional probabilities (Jirina (1954)) are based on this
consequence of semi-compact approximation. Indeed Marczewski was led to the 
concept by an examination of the role of inner approximation by 
(topologically) compact sets in Kolmogorov’s (1933, p. 27) proof of the 
existence of probabilities on the infinite dimensional product spaces
• For the precise definition of semi—compact approximation and an 
exposition of the two applications just mentioned see Pfanzagl & Pierlo 
(1966). Although the concept is not strictly topological, it was certainly 
topologically inspired. For this reason we feel it is legitimate to regard 
arguments involving semi-compact classes as belonging to the domain of 
topological measure theory. We have adopted the same attitude towards the 
abstract results of Chapter 2; this would be easier to justify though, for 
all the applications there are genuinely topological.
The recent Radon theories of Schwartz (1973) and Bourbaki (1969) 
constitute a further development of the compact approximation concept. 
According to Schwartz, a Radon measure on an arbitrary Hausdorff topological 
space can be regarded as a (locally finite) Borel measure which is inner 
regular wrt the compact sets:
3y(j4) = sup{y(iO  : A 3  K compact} f o r  ev ery  B o re l s e t  A . (1 .1 )
T his ex ten d s th e  concep t o f  a Radon m easure on a lo c a l ly  compact sp a c e , as 
d e f in e d  by B ourbaki (1952 to  1963) and Edwards (1953; 1965, Chap. 4 ) .
Radon th e o ry  c e r t a in ly  has some advan tag es  ov er th e  n o n - to p o lo g ic a l  m easure 
th e o r ie s  -  some n ic e  p r o p e r t i e s  o f  Radon m easures sim ply  do n o t h o ld  in  th e  
g e n e ra l  a b s t r a c t  s e t t i n g  -  b u t th e  e s s e n t i a l  to p o lo g ic a l  n a tu re  o f  th e  
fo rm er can have i t s  d isa d v a n ta g e s  as w e ll :  see  S chw artz ’s (1967) c l e a r ,
c o n c ise  and very  re a d a b le  d is c u s s io n  o f  th e  r e l a t i v e  m e rits  o f  to p o lo g ic a l  
and a b s t r a c t  m easure t h e o r i e s .
Radon m easures a ls o  en jo y  a p ro p e r ty  n o t sh a re d  by a l l  co u n tab ly  
a d d i t iv e  m easures:
f o r  ev ery  upward f i l t e r i n g  fam ily  o f  open s e t s .  This i s  an exam ple o f  
w hat we r e f e r r e d  to  as " s tre n g th e n e d  a d d i t i v i t y  re q u ire m e n ts " .  The p ro p e r ty  
d e s c r ib e d  by ( l u2) i s  a lm ost an in d is p e n s ib le  c o n d itio n  f o r  a non- 
p a th o lo g ic a l  th e o ry  o f  m easure on a g e n e ra l to p o lo g ic a l  sp a c e ; we d is c u s s  
t h i s  p o in t  in  C hap ter 4 . Most o f  th e  s t r o n g e r  forms o f  a d d i t i v i t y  to  be 
employed in  t h i s  t h e s i s  a re  r e l a t e d  to  e i t h e r  ( 1 .1 )  o r  ( 1 . 2 ) .
Even though th e se  c o m p a t ib i l i ty  c o n d itio n s  a re  im p o rta n t c o n s id e ra t io n s  
fo r  any to p o lo g ic a l  m easure th e o ry ,  t h e i r  s tu d y  i s  n o t th e  s o le  aim o f  t h i s  
t h e s i s .  R a th e r , we have been m o tiv a te d  by problem s o c c u rr in g  in  th e  g e n e ra l 
th e o ry  o f  weak convergence o f  m easu res. T h is th e o ry  has r e c e n t ly  been  in  
vogue as a b ranch  o f  p r o b a b i l i t y ,  th a n k s  m ain ly  to  th e  in f lu e n c e  o f  th e  
e x p o s ito ry  books by P a r th a s a ra th y  (1967) and B i l l in g s l e y  (1 9 6 8 ). So g r e a t  
has been th e  e f f e c t  o f  th e s e  books t h a t  we f e e l  j u s t i f i e d  in  assum ing t h a t  
th e  re a d e r  has some f a m i l i a r i t y  w ith  th e  id e a s  and te c h n iq u e s  o f  weak 
convergence th e o ry  d e s c r ib e d  by th e s e  a u th o rs .  Thus we need n o t e la b o ra te  
on th e  co n n ec tio n s  betw een weak convergence and th e  s o - c a l l e d  in va ria n ce  
p r in c ip le s  -  th e  two a re  som etim es re g a rd e d  as synonymous. Our view o f  th e  
th e o ry  though i s  much more to p o lo g ic a l ly  o r ie n te d ;  we a re  concerned  m ainly 
w ith  th e  a s s o c ia te d  weak to p o lo g y , i . e .  we in v e s t ig a t e  such th in g s  as 
com pactness and c o n t in u i ty  in  sp aces  o f  m easu res. A lthough th e s e  
in v e s t ig a t io n s  a re  o f te n  m o tiv a te d  by problem s which have a r i s e n  in  th e  
s tu d y  o f  in v a r ia n c e  p r i n c i p l e s , we t r y  to  show how weak convergence i s  a ls o  
r e l a t e d  to  some o th e r  a re a s  o f  p r o b a b i l i t y .  S p e c i f ic  exam ples o f  t h i s  a re  
d e s c r ib e d  in  th e  l a s t  two c h a p te r s .
( 1 . 2 )
a a
4With Chapter 2 we start with what may seem a somewhat far removed 
topic: the study of integral representation theorems. But apart from its
intrinsic mathematical appeal as a way of tying together the fields of 
measure theory and functional analysis, this study has a direct bearing on 
weak convergence theory. We contend that the most natural way to handle 
that theory is in terms of the linear functionals which measures induce on 
various function spaces. This view can be supported by pointing to the form 
of the topological constraints which occur in problems of weak convergence; 
these can often be identified with the conditions for integral representations 
which are described in Chapter 2. This Chapter begins with a discussion of 
the inner measure approach to the problem of extension of measures; then it 
proceeds with a demonstration of how that method can be used to develop a 
unified approach for obtaining integral representations. Many well known 
representations can be constructed in this way. In Section 7 we show how an 
appreciation of the underlying representation theory can lead to greater 
understanding of a result in weak convergence theory.
Chapter 3 is concerned with a more specialised application of the 
techniques of Chapter 2. We prove general theorems on relative compactness 
in spaces of linear functionals, by fairly simple topological and functional 
analytic methods. These results are then translated into measure theoretic 
terms by applications of the appropriate integral representation theorems.
The success of this method is another argument in favour of devoting space 
to the preliminary investigations of Chapter 2. The results of Chapter 3 
generalise the famous theorem of Prohorov on the equivalence of uniform 
tightness and relative compactness for sets of measures on Polish spaces.
In the next chapter we take up the discussion of the MT-additivity" 
property expressed by (1.2). It is shown that T-additivity makes it 
easier to define the product and convolution of measures on completely 
regular spaces; also the continuity of these operations is closely tied to 
the assumption of T-additivity. Other questions related to weak 
convergence are considered as well - the problem of uniformity in weak 
convergence, the metrisation of the topology of weak convergence, and the 
specification of convergence by means of families of induced measures. Our 
methods are based on a systematic use of uniformly continuous functions.
The results are intended to emphasise the role of T-additivity as a 
compatibility condition.
Chapters 5 and 6 contain specific applications of topological methods 
to probability. The first of these concerns the theory of random measures
5on lo c a l ly  compact s p a c e s . I t  i s  shown th a t  b o th  th e  e x is te n c e  and weak 
convergence o f  random m easures can be co m p le te ly  d e term ined  by means o f  
c e r t a in  f a m i l ie s  o f  m easures induced  on f i n i t e  d im en sio n a l s p a c e s . Even 
though th e  r e s u l t s  a re  n o t new, th e  methods do i l l u s t r a t e  some o f  th e  
to p o lo g ic a l  id e a s  d e s c r ib e d  e a r l i e r  in  th e  t h e s i s .  In C hap ter 6 we 
c o n s id e r  a problem  in  th e  th e o ry  o f  Markov ch a in s  on to p o lo g ic a l  s t a t e  
s p a c e s . We show t h a t ,  u nder v a r io u s  c o n t in u i ty  c o n d itio n s  on th e  
t r a n s i t i o n  p r o b a b i l i t i e s ,  r e l a t i v e l y  compact s e t s  p o sse ss  c e r t a in  n ic e  
p r o p e r t i e s  re g a rd in g  th e  long  term  b eh av io u r o f  th e  c h a in . Again th e  method 
i l l u s t r a t e s  th e  u se  o f  to p o lo g ic a l  id e a s ,  e s p e c ia l ly  th e  concep t o f  weak 
c o n t in u i ty .
As a whole th e  t h e s i s  i s  b u t a sam pling  o f  some o f  th e  p o s s i b i l i t i e s  
c o n ta in e d  in  th e  s tu d y  o f  to p o lo g ic a l  m easure th e o ry .  S ince we have n o t 
t r i e d  to  compete w ith  e x i s t in g  t e x t s  th e re  a re  many a s p e c ts  o f  th e  th e o ry  
w hich a re  n o t co v ered . We t r u s t  th e  r e a d e r  can sh a re  our e n th u s ia s m  f o r  
t h a t  m a te r ia l  w hich was in c lu d e d .
6CHAPTER 2
INTEGRAL REPRESENTATION THEOREMS
f/e develop very genera l c o n d itio n s  under which a r e a l l in e a r  fu n c tio n a l  
on a v e c to r  l a t t i c e  o f  r e a l fu n c tio n s  can be g iven  an in te g r a l  r e p r e se n ta t­
io n . The method c o n s is ts  o f  s e v e ra l s te p s . F ir s t  we prove some e x te n s io n  
theorems fo r  measures3 based on the use o f  the in n er  measure approach. By 
means o f  these  r e s u l t s  i t  i s  a r e la t i v e ly  s tra ig h tfo rw a rd  m a tte r  to  c o n s tru c t  
the  la r g e s t  f i n i t e l y  a d d i t iv e 3 reg u la r  measure dominated by a g iven  l in e a r  
fu n c tio n a l .  F urther sim ple  r e g u la r i ty  c o n d itio n s  then lead  to  the  
es ta b lish m e n t o f  a wide range o f  f u l l  r e p re se n ta tio n  theorems in v o lv in g  n o t 
on ly  f i n i t e l y  a d d i t iv e 3 b u t a lso  countab ly  a d d itiv e  and n -a d d it iv e 3 reg u la r  
m easures. These theorems cover many o f  the r e s u l ts  to  be found in  the  
l i t e r a tu r e ,  in c lu d in g  the Markof f - A le x a n d r o f f  f i n i t e l y  a d d itiv e  r e p r e se n ta t­
io n s  j a vers io n  o f  the  D a n ie ll e x te n s io n  theorem and the various e x te n s io n s  
o f  the  Radon measure concept a sso c ia te d  w ith  the names o f  A lex a n d ro ff, Le Cam 
and Varadarajan amongst o th e rs . F in a lly 3 we i l l u s t r a t e  some o f  th e  w ider  
uses o f  our r e s u l t s  w ith  an excu rsio n  in to  the area o f  the A le x a n d ro ff-  
Le Cam theorem on the  s e q u e n tia l  c lo su re  p ro p erty  o f  the space o f  countably  
a d d itiv e  measures.
2 .  C o n s t r u c t i o n  o f  m ea su res
Of th e  s e v e r a l  a v a i la b le  methods f o r  th e  e x te n s io n  o f  m e a su re s , th e  
most w e ll known i s  undoub ted ly  th e  c l a s s i c a l  o u te r  m easure approach  
d e s c r ib e d  by Halmos (1 9 5 0 ). Here a m easure d e f in e d  on a r in g  o f  s e t s  i s  
used  to  c o n s tru c t  an o u te r  m easure w hich , by means o f  th e  C ara theodo ry  
s p l i t t i n g  lemma, i s  shown to  e x ten d  th e  o r ig i n a l  m easure to  th e  g e n e ra te d  
a - r in g .  More r e c e n t ly  a number o f  a u th o rs  have developed  th e  d u a l p ro ced u re  
w hich in v o lv e s  th e  use o f  in n e r  m e asu re s , th u s  b u i ld in g  upon th e  fundam ental 
c o n t r ib u t io n s  o f  A lex an d ro ff (1940 , 1941, 1943). One l i n e  o f  i n v e s t ig a t io n  
i s  due to  K isynsk i (1968) and Tops^e (1970a , 1970b) (s e e  a ls o  F rem lin  
(1 9 7 4 ) , Chap. 7 ) ,  w h ile  ( a p p a re n t ly  in d e p e n d e n tly )  a n o th e r  ap p ea rs  in  th e  
work o f  S r in iv a sa n  (1 9 5 5 ), K e lley  6 S r in iv a sa n  (1971) and K e lle y , Nayak 6 
S r in iv a s a n  (1 9 7 3 ). K e lley  and S r in iv a s a n  have a ls o  w r i t t e n  a book on th e  
s u b je c t ;  i t  i s  to  ap p ea r in  th e  S p r in g e r  "G raduate  T ex ts in  M athem atics" 
s e r i e s .
For t h i s  in n e r  m easure approach  i t  has p roved  more f r u i t f u l  to  c o n s id e r
7set functions whose initial domain of definition is a lattice of sets, rather 
than a ring; the guiding example being the extension to a tight measure of a 
set function defined on the lattice of compact subsets of a Hausdorff 
topological space. Thus there are links with weak convergence theory and the 
Radon theory of Bourbaki (1952 to 1969) and Schwartz ( 1973)s where inner 
regularity wrt compact sets plays an important role. This is also the 
reason why it is especially suitable in applications to integral representat­
ion theorems, for here too the measures which arise are often characterised 
by their inner regularity wrt some lattice of subsets.
Although the theorems we shall prove can be found in the literature 
cited above, we prefer to rederive them in full. There are two reasons for 
this. Firstly, we wish to provide a contrast with the usual methods of 
measure theory, and demonstrate that the inner measure approach constitutes 
a useful alternative technique. Secondly, it is our contention that the 
unified integral representation theory that we shall develop is simpler than 
the methods normally used. In these existing approaches the measure 
theoretic details are usually incorporated in the representation proof itself 
(of. Parthasarathy (1967, II.5) or Dunford 6 Schwartz (1966, IV.6)). Thus 
we too should make our measure theory explicit in order to arrive at a fair 
comparison.
Our starting point is a set function defined on a lattice K of subsets 
of some arbitrary space X . As a useful piece of shorthand, we refer to K 
as a (ja; U/, f)f) paving on X . [A paving on X is any class of subsets 
of X ; (0; U/, fl/) means that 0 € K and that K is closed under finite 
unions and intersections. The symbols "Ho" and "Da" will also be used 
later to mean "closed under countable (resp. arbitrary) intersections".
Thus a (0 , X ; Uc, flc, \ ) paving would denote a class of subsets containing 
fl and X , closed under the operations of countable union and intersection 
and also set theoretic differences - that is a ö-algebra.]
Associated with K are four other pavings:
F(K) = ( F c X  : K n F  £ K for every K 6 K} ,
G(K) = [G c= X : K\G € K for every K € X} ,
A ( K )  = the algebra generated by F(K) (or G(/C)] ,
B ( K) = the o-algebra generated by F(K) .
For example, if X is a Hausdorff topological space and K is the paving 
of all compact subsets, then F(K) contains all the closed subsets, G(K)
8a l l  t h e  open s e t s  and B(K) a l l  t h e  B o re l  s u b s e t s .  I f  F(K) c o n t a i n s  o n ly  
c l o s e d  s e t s  th e n  X i s  s a i d  t o  be a k-space (K e l l e y  (1 9 5 5 ,  p . 2 3 0 ) ) .
Any s e t  f u n c t i o n  y w i th  r a n g e  i n  [ 0 ,  °°] and domain c o n t a i n i n g  K 
i s  s a i d  t o  be K-regular i f  y(X) < °° f o r  e v e ry  K 6 K and
y(A) = sup{y(X ) : A 3  K € K} f o r  e v e ry  A i n  t h e  domain o f  y . ( 2 .1 )
I f  t h e  domain o f  y i s  i n  f a c t  A ( / < )  , and i f  i t  i s  f i n i t e l y  a d d i t i v e  and 
s a t i s f i e s  ( 2 . 1 ) ,  t h e n  we c a l l  i t  a  K-regular f in i t e l y  a d d itive  measure. I f  
K i s  a  ( 0 ;  U f, Dc) p a v in g  and y d e f i n e d  on B(K) i s  c o u n ta b ly  a d d i t i v e  
and  s a t i s f i e s  ( 2 . 1 )  th e n  i t  i s  te rm ed  a K-regular o -a d d itive  measure. 
F i n a l l y ,  i f  K i s  a  ( 0 ;  Uf, fla) p a v in g ,  a K - r e g u l a r  o - a d d i t i v e  m easure  
i s  s a i d  t o  be a K-regular T -additive  measure i f  i t  s a t i s f i e s  t h e  f u r t h e r  
sm o o th n ess  c o n d i t i o n :  fo r  every downward f i l t e r in g  fam ily  {F } o f  F(K)
s e ts ,  fo r  which y (F  ) < 00 fo r  some a 3 we have
N o t ic e  t h a t  when s p e a k in g  o f  o - a d d i t i v e  o r  x - a d d i t i v e  m easu res  i t  i s  
a lw ays  assum ed t h a t  K h a s  c l o s u r e  p r o p e r t i e s  beyond t h o s e  o f  a l a t t i c e .
T h is  i s  j u s t  a  c o n v e n ie n c e  -  F(K) m ust be D a -c lo s e d  t o  have  th e  l e f t  hand 
s i d e  o f  ( 2 . 2 )  w e l l  d e f i n e d  -  w hich i s  n o t  e s s e n t i a l .  O bserve  a l s o  t h a t  when 
K i s  a  ( 0 ;  Uf, Da) p a v in g  th e n  F(K) i s  ( 0 ,  X; Uf, Da) , and h e n c e  i t  
can  be u se d  to '  d e f i n e  a to p o lo g y  on X [ t a k e  F(K) a s  th e  c l a s s  o f  c lo s e d  
s e t s ] .  Thus a b s t r a c t  T - a d d i t i v e  m easure  t h e o r y  i s  e s s e n t i a l l y  a t o p o l o g i c a l  
t h e o r y .
To o b t a i n  a K - r e g u l a r  f i n i t e l y  a d d i t i v e  e x t e n s i o n  o f  a  s e t  f u n c t i o n  
d e f i n e d  on K t h e  u s u a l  C a ra th e o d o ry  s p l i t t i n g  lemma i s  u s e d ,  t o g e t h e r  w i th  
a  s u b s t i t u t e  f o r  f i n i t e  a d d i t i v i t y  on K known as  K -tigh tn ess. T h is  i s  
j u s t  t h e  r e q u i r e m e n t  t h a t  th e  d i f f e r e n c e  be tw een  two K - s e t s  (which n e e d  n o t  
i t s e l f  be a  member o f  K ) i s  i n n e r  a p p ro x im a b le  by a t h i r d  K - s e t .
THEOREM 2 .1 .  Let K be a ( 0 ;  U f, Df) paving and y a map from K
( 2 . 2 )
in to  [ o ,  °°) such th a tj fo r  every p a ir  K c  ^  o f  K -sets  
y y y  + s u p { u m  : ( K} = p (*2) . ( 2 . 3 )
That i s j  y i s  K-t i g h t .  Define y* fo r  eveiry E c  X by
y * (F )  = sup{y(X ) : E 3  K £ K) . ( 2 . 4 )
Then the r e s tr ic t io n  o f  y* to  A ( / < )  i s  a K-regular f in i t e l y  a d d itive  
measure3 whose fu rth er r e s tr ic t io n  to K i s  equal to  y .
9Proof. Notice that y* is monotone and superadditive. Define
5 = {A c X : y^C#) = y*(# n A)+\i^ (E\A) for every E c X} . (2.5)
(We say that a member of S splits every subset of X properly.)
Clearly 0 € S and A € S iff A° £ S . We show that S is fl/-closed, 
and hence that 5 is an algebra. Given an E c X , first split it by A 
and then split both the parts E n A and E\A by B to give
y*(£) = n A) + y* [E n A°)
- y*(ff n >1 n 5) + y*(j? n 4 n SG) + y* n A° n ß) + y^ Jff n /  n B°) .
By replacing E by ff\(A n B) in the above it can be seen that the sum 
of the last three terms equals \i^ [E\(A n 5)} , and hence that A n B 
splits E properly. Thus S is an algebra.
To complete the proof we show that A € S iff it splits every K-set
properly. Suppose A has this latter property and that E is any subset
of X . Then
y*(E) = sup{y(£) : E 3 K £ K}
= sup{y*(£ n 4)+yJl(X\4) : E 3 Z € K)
2 y*(£ n A) t y*(£V)
by the monotonicity of y* . As the reverse inequality is true because of
the superadditivity of y* , A does indeed split E properly.
Now for any F € F(K) and K € K , K 3 K n F 6 K . It is thus an 
immediate consequence of the tightness property (2.3) that F splits K 
properly. So S contains every F(/C)-set, hence S 3 A(K) . The
additivity of y* restricted to A(K) is then just an expression of A
splitting A u B properly, for disjoint A, B € A(K) . □
Armed with this finitely additive extension result, we can move on to 
consider the ö-additive and T-additive cases. Here the trick is to 
express the additivity properties in terms of the behaviour of y on 
decreasing sequences (or downward filtering families) of K-sets.
THEOREM 2o20 Let K be a (0; U/, Flo) paving Lresp. (0; Öf9 fla)
paving'] and y a tight map from K into [0, °°) . Then the restriction
of y* to B(K) is a K-regular o-additive Iresp. K-regular T-additive] 
extension of y iff y is o-smooth at 0 Iresp. T-smooth at 0] i.e. 
for every decreasing sequence of K-sets having empty intersection3
y(* ) T 0 Iresp. for every downward filtering family {xaJ of K-sets
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having empty intersection3  ^ 0 ]• extension is obviously unique.
Proof. For both assertions the necessity is trivial. The sufficiency 
for the o-additive case is proved via two preliminary results:
(i) for any decreasing sequence {^nl K-sets having
intersection Km , \i[kJ  + \i[kJ  ;
(ii) if {i4 } is an increasing sequence of S-sets (as defined 
by (2.5)) having union A . then A ( S and
J ° CO ' 00
v*[A n) +  •
(i): Choose K c X \JCm for which ydX.VsJ < yOO + e . By virtue of
K
K„nK
the finite additivity of U* on A(K) ,
u(*n) = y U J  + v[Kn o + y . ^ V * »  u X)) (2.6)
and
V>d*„\U oo u X)) S v A k ^ K "  u X))
= - yUO
< e .
Since n K I 0 , the required conclusion follows on letting n -* 00 in 
(2.6).
(ii): Let K be any K-set. Splitting it by A^ 6 S and letting n -*■ 00 ,
we obtain
U(K) = lim n Ä  ] + lim y^(xV4 ) (2.7)
Yi Y],n n
since both limits exist and are finite. Notice that {K\An} is a
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d e c r e a s i n g  se q u en c e  o f  S - s e t s  o f  f i n i t e  i n n e r  m e a s u re ,  w i th  i n t e r s e c t i o n  
KXA  ^ . I t  w i l l  be  shown below  t h a t  t h i s  i m p l ie s  y* [k \A^] 1 y ^ (KXA^) . I f
we a c c e p t  t h i s  f o r  t h e  moment t h e n  ( 2 . 7 )  and t h e  m o n o to n ic i ty  o f  y* im ply 
t h a t
y U )  5 y * U  n A J  + y ^ U V l J  •
Hence A^ s p l i t s  K p r o p e r l y ,  show ing t h a t  A^ £ S 0 A lso  from  ( 2 07 ) ,
y U )  < l im  y * ( j4 j  + 0 
n
f o r  e v e ry  K c: Am . So by t a k i n g  th e  sup^emum o v e r  a l l  such  K ' s  we se e  
t h a t
U * U J  < l ira  u j / q )  ( s  v M j )  
n
as  r e q u i r e d .
To com ple te  t h e  p r o o f  o f  ( i i )  i t  h a s  o n ly  t o  be  shown t h a t  i f  {b^ }
i s  a  d e c r e a s i n g  s e q u en c e  o f  S - s e t s  w i th  i n t e r s e c t i o n  B , f o r  which
y* (b J  < 00 , t h e n  y*(B ) 1 y^CB^) . F o r  t h i s  a  s o - c a l l e d  "e/2n
a rgum en t"  i s  u s e d .  T h is  i s  a  d e v ic e  f r e q u e n t l y  r e s o r t e d  t o  when i t  i s
n e c e s s a r y  t o  s im u l t a n e o u s l y  K - in n e r  a p p ro x im a te  a c o u n ta b l e  f a m i ly  o f  s e t s .
Choose H € K f o r  w hich  H cz B and y [H ) > y . f s  1 -  e / 2 n . Le tn n — n  ^ nJ *  ^ nJ
n 00
K = D H. , K = fl H. , N o t i c e  t h a t  K and each  o f  t h e  K ’ s  a r e  n . ,  ^ 00 . , ^ 00 n
K - s e t s , and t h a t  K cz B , K cz B . The c ru x  o f  t h e  a rgum ent c o n s i s t s
o f  show ing  t h a t  y (x ) > y^ (ß^ )  -  e f o r  e v e ry  n . F i r s t  o b s e rv e  t h a t
b e c a u s e  o f  t h e  m o n o to n ic i t y  o f  t h e  se q u en c e  s
B \K c  B, \H,  u . . .  u B \H . ( 2 . 8 )n n — 1 1  n n
A l l  t h e  s e t s  in v o lv e d  i n  ( 2 . 8 )  a r e  ( n o t  n e c e s s a r i l y  p a i r w i s e  d i s j o i n t )  
members o f  S . So from  Theorem 2 .1  ( u s i n g  f i n i t e  s u b a d d i t i v i t y  o f  y* on
5 )
= I uds.w) .
^=l
By a n o th e r  a p p l i c a t i o n  o f  t h e  f i n i t e  a d d i t i v i t y  o f  y^ on S , t h i s  r e d u c e s  
to
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n
u*(s„) - u(Xn) s I
n  •
£ I  e/21
i ~ l
< e .
The r e s t  i s  easy :
l im  > u * ( B j  > v ( X j  = iim  y(Xn) 2 lira  v * ( bJ  -  e ,
n n n
( n o t ic e  where we have used  ( i ) ) .
The e x is te n c e  o f  th e  a - a d d i t iv e  e x te n s io n  now fo llo w s as a sim ple  
consequence o f  ( i i ) .  I t  i s  a lre a d y  known t h a t  S i s  an a lg e b ra  c o n ta in in g  
A(K) . ( i i )  shows th a t  i t  i s  a a - a lg e b r a  i f  y i s  G-smooth a t  0 ; and 
so  S 3  B(fC) . The c o u n ta b le  a d d i t i v i t y  i s  a consequence o f  th e  f i n i t e  
a d d i t i v i t y  combined w ith  ( i i ) .
The f u r th e r  p r o p e r t i e s  in  th e  T-smooth case  a re  s im i la r ly  p ro v ed . I f  
{F^} i s  a fam ily  o f  F(K) s e t s  f i l t e r i n g  down to  F , th e n  fo r  any
K € K , {F^ n k } i s  a fam ily  o f  K - s e t s  f i l t e r i n g  down to  F n K . The
argum ent can th e n  be c a r r i e d  o u t by analogy  w ith  t h a t  in  ( i ) .  □
I t  sh o u ld  be n o te d  t h a t  th e  T - a d d i t iv i ty  p ro p e r ty  on ly  h o ld s  f o r  
F ( / ( ) - s e ts ,  and n o t f o r  a r b i t r a r y  downward f i l t e r i n g  fa m il ie s  o f B (K )-se ts . 
For exam ple, Lebesgue m easure on [ 0 ,  1] i s  T -a d d it iv e  b u t  \i(A) = 1 f o r  
ev ery  A h av in g  f i n i t e  complement in  [ 0 ,  1] , even though th e  fam ily  o f  
a l l  such A’s f i l t e r s  down to  0 . T his i s  a r e f l e c t i o n  o f  th e  f a c t  t h a t
Ylth e  e /2  argum ent i s  a p p l ic a b le  on ly  to  c o u n tab le  fa m il ie s  o f  s e t s .
The im portance o f  th e s e  two theorem s f o r  th e  c o n s tru c t io n  o f  i n t e g r a l  
r e p r e s e n ta t io n s  l i e s  in  th e  c o n c lu s io n  th a t  we need on ly  d e f in e  a m easure 
on K , and th e n  check th e  a p p ro p r ia te  t ig h tn e s s  and sm oothness p r o p e r t i e s ,  
in  o rd e r  to  produce a / ( - r e g u la r  m easure . The v a r io u s  r e g u la r i t y  c o n d itio n s  
w hich a re  p la c e d  on th e  l i n e a r  f u n c t io n a ls  a re  d i r e c t l y  i n t e r p r e ta b le  in  
term s o f  th e se  tig h tn e s s /s m o o th n e s s  re q u ire m e n ts .
30 Assumptions required for integral representations
We a re  in t e r e s t e d  in  knowing when l i n e a r  fu n c t io n a ls  on a r b i t r a r y  
v e c to r  l a t t i c e s  (= R iesz  s p a c e s )  o f  r e a l  fu n c tio n s  a re  r e p re s e n ta b le  as 
i n t e g r a l s  w rt m easures o f  s p e c i f i e d  r e g u la r i t y  and a d d i t i v i t y  p r o p e r t i e s .
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I t  i s  th e se  r e s t r i c t i o n s  on th e  r e p re s e n t in g  m easures which w iden th e  scope 
o f  th e  p roblem  beyond t h a t  o f  th e  u s u a l D a n ie l l- e x te n s io n  ty p e  te c h n iq u e s .
By means o f  c o n t in u i ty  o r  boundedness a s su m p tio n s , th e  p roblem  can 
u s u a l ly  be red u ce d  to  th e  case  o f  n o n -n e g a tiv e  l i n e a r  f u n c t io n a ls .
B ourbaki (1 9 5 2 , Chap. 2) has g iv en  a n ic e  accoun t o f  th e  R ie sz  space  
te c h n iq u e s  in v o lv e d  h e re  (e x p re s s in g  a r e l a t i v e l y  bounded l i n e a r  f u n c t io n a l  
as a d i f f e r e n c e  o f  two n o n -n e g a tiv e  o n e s ) . A lso i t  i s  on ly  n e c e s s a ry  to  
c o n s id e r  th e  b e h a v io u r  o f  th e  f u n c t io n a l  on th e  p o s i t iv e  cone o f  th e  v e c to r  
l a t t i c e .  T h is  w i l l  p rove c o n v en ien t when use i s  made o f  th e  o rd e r in g  
p r o p e r t i e s  l a t e r  in  t h i s  s e c t io n .
Thus th e  s t a r t i n g  p o in t  i s  a p a i r  (T , C) s a t i s f y i n g  th e  fo llo w in g  
a s su m p tio n s .
A l: C i s  a (0 ,  v / ,  A/) convex cone o f  n o n -n e g a tiv e  r e a l - v a lu e d  fu n c tio n s
on some u n d e r ly in g  s e t  X .
Here ag a in  we have used a sh o rth a n d  n o ta t io n  re g a rd in g  th e  p o in tw ise  
supremum (v) and infimum ( a) o f  f u n c t io n s .  So A1 means t h a t  C 
c o n ta in s  th e  ze ro  f u n c t io n ,  i t  i s  c lo se d  under th e  o p e ra t io n s  o f  ta k in g  
p o in tw ise  suprem a o r  in f im a  o f  f i n i t e l y  many fu n c tio n s  in  C , and a ls o  
under th e  fo rm a tio n  o f  convex com binations o r  m u l t ip l ic a t io n  by an a r b i t r a r y  
n o n -n e g a tiv e  r e a l  num ber.
A2: T is . a map from  C i n to  [0 ,  °°) such t h a t  f o r  a l l  a^, > 0 and
h^,  ^2 * ^ 5 ~ a 12’(^1) + a2T ^l2^  ( l i n e a r i t y ) ;  a l s o  i f
^1 ~ ^2 ^hen (m o n o to n ic ity ) .
As w r i t t e n ,  A1 does n o t d e s c r ib e  th e  p o s i t iv e  cone o f  a v e c to r  l a t t i c e .  
Such a cone w ould a ls o  be c lo se d  under th e  " s la s h "  o p e ra t io n ,  \  , d e f in e d
by
f \ g  = ( f - g ) + (= /  -  f  a g)  .
T h is i s  n o t in c lu d e d  in  A1 th o u g h , s in c e  c lo su re  under s la s h  i s  n o t needed 
to  o b ta in  th e  main r e s u l t  o f  S e c tio n  4 . I n i t i a l l y  we want to  p a re  th e  
assum ptions down to  th e  b a re  e s s e n t i a l s ,  so as to  u n d e rs ta n d  more c l e a r ly  
th e  s ig n i f i c a n c e  o f  each e x t r a  p ie c e  o f  s t r u c t u r e  p la c e d  on th e  sy stem . As 
i t  s ta n d s  A1 would a c c e p t th e  cone o f  low er sem i-co n tin u o u s  n o n -n e g a tiv e  
fu n c tio n s  on a to p o lo g ic a l  sp a c e . Indeed  i t  i s  p r e c i s e ly  t h i s  s o r t  o f  
s t r u c t u r e  w hich i s  needed to  d e r iv e  our f i r s t  r e s u l t ,  on d o m in a tio n ; and we 
do n o t want to  d is g u is e  t h i s  f a c t  by im posing e x tra n e o u s  c o n d i t io n s .  The 
p r ic e  to  be p a id  f o r  t h i s  i s  r e f l e c t e d  in  A2. W ithout c lo su re  u n d er s l a s h ,
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monotonicity does not follow from non-negativity alone.
The slash condition will be needed later though, so we state it as a 
(not always necessary) assumption« But for brevity it is combined with a 
condition which Fremlin (1974, p. 197) has called "truncated”, although we 
prefer the term "Stone’s condition".
A3: C is closed under \ and satisfies Stone’s condition that h A 1 € C
for every h € C .
It is natural to pair these two since neither leads to much without the 
other. If A3 is satisfied the analysis is greatly simplified, c£. when 
we come to strengthen the results of Section 4 to obtain full 
representations.
The linear functional T can be used to define a set function y on 
any paving K by
yU) = inf{T(h) : 1K < h ( Cj . (3.1)
It is hoped that the theorems of Section 2 can be applied to this set 
function, to obtain a K-regular measure which represents T (in a sense 
which shall soon be made more precise). So obviously further compatibility 
conditions between K and (T7, C) are needed. The first of these is a 
sort of "lower semi-continuity" assumption.
A4: For every h € C and a > 0 , {h < a} £ F(K) .
This is needed to prove the K-tightness of the y defined by (3.1), or 
rather to verify the non-trivial half of the two inequalities into which 
the K-tightness definition can be split. The reverse inequality is a 
consequence of the obvious requirement that y be additive on K . The 
final weak separation assumption guarantees this, being in fact the 
necessary and sufficient condition that y be finitely additive on K .
A5: Given e > 0 and disjoint K-sets K r and K" , there are C 
functions h' >  ^ , and h" > for which T ( h r A h") < £ .
Notice that this assumption ensures that y is finite valued (take 
K" = 0 ). Frequently the functions h 1, h" in A5 can be chosen so that 
h ' A h" = 0 . Usually this is as a consequence of a strong separation 
condition, which is often encountered as a topological separation property 
of the space X „
A5': If K r and K" are disjoint K-sets, then there is an h € C 
taking the value 1 on K r and 0 on K" .
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When combined w ith  A3 t h i s  i s  in d eed  a s t r o n g e r  req u ire m en t th a n  A5. For
i f  g ’ ta k e s  th e  v a lu e  1 on K' , 0 on K" and g" i s  0 on K ’
and 1 on K" th e n  h ' - g ^ g "  and h" = g " \g ' s a t i s f y  h ’ Ah" -  0
and h' > 1 „ f , h" > 1 vn . Theorem 6 C2 w i l l  p ro v id e  enough j u s t i f i c a t i o n  
K  K
f o r  r e t a in in g  A5 as i t  s ta n d s  though .
At t h i s  s ta g e  i t  i s  b e s t  to  d e fe r  f u r th e r  d is c u s s io n  o f  th e  
assum ptions u n t i l  p a r t i c u l a r  exam ples a re  c o n s id e re d . So we conclude t h i s  
s e c t io n  w ith  a b r i e f  summary o f  th e  in t e g r a t i o n  th e o ry  f o r  K -re g u la r  
m e asu re s .
Suppose A i s  f i n i t e l y  a d d i t iv e  on some a lg e b ra  V of s u b s e ts  o f  
X . A simple function  i s  any fu n c tio n  on X o f  th e  form 
n
Y  a . I .  where each A. i s  a V s e t  o f  f i n i t e  A m easure and 
i  = 1 t  Ai  t
0 < ou < 00 . For such a fu n c tio n  th e  (inner) in t e g r a l  i s  w e ll  d e f in e d  by
A.
i
l yh .  = l a i x iA i ) • (3 .2 )
T his d e f in i t i o n  can be ex ten d ed  to  th e  case  o f  any /  : X [ 0 ,  °°] by
A* ( /)  = sup{A ^(k) : /  > k = a s im ple  fu n c tio n }  . (3 .3 )
I f  A i s  a l s o  K - re g u la r ,  th e n  (3 .3 )  i s  e q u iv a le n t  to  th e  more u s e fu l  
e x p re s s io n
A* ( / )  = sup{  X o ^ X ^ )  : /  > [  a .1
H -1 i  K
and K-^9 ..., K^ are pairwise disjoint K-setsf . (3 .4 )
T his shows t h a t  th e  d e f in i t i o n  o f  A^  f o r  K -re g u la r  m easures depends only  
on th e  v a lu e s  o f  A on K . I t  i s  in d ep en d en t o f  th e  domain V to  w hich 
an e x te n s io n  has been  made.
In  g e n e ra l A* i s  on ly  s u p e ra d d it iv e  [A* (/■]_)+ Cf2)]  5
p o s i t i v e ly  homogeneous [A ^ (a f) = aA^(f)  i f  a  > 0 ]  and monotone 
[ f ± -  f 2 im p lie s  A > A ,( /2) ]  . A lso
AA f )  = lim  A* ( /  A n) .
n-*x>
(3 .5 )
I f  f  i s  e i t h e r  a s im p le  fu n c tio n  o r  a member o f  C , and i s  any
o th e r  map in to  [0 , 00] , th e n  A * (/ = Cfq) + i f  2) * same
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r e s u l t  i s  a l s o  t r u e  f o r  a much l a r g e r  c la s s  o f  / ^ ’s . ]  In  p a r t i c u l a r ,  t h i s
means t h a t  th e  in n e r  i n t e g r a l  y* d e r iv e d  from (3 .1 )  d e f in e s  a l i n e a r
f u n c t io n a l  on C .
The n e x t s e c t io n  i s  devo ted  to  p ro v in g  t h a t ,  under th e  assum ptions 
A l, A2, A4 and A5, y^ i s  dominated by T in  th e  sen se  t h a t  y*(fo) 5 T(h )
f o r  ev e ry  h d C . I t  i s  th e n  n o t to o  d i f f i c u l t  to  f in d  c o n d itio n s  u nder
w hich e q u a l i ty  h o ld s ,  i . e .  c o n d it io n s  f o r  y to  p ro v id e  an i n t e g r a l  
r e p r e s e n ta t io n  f o r  th e  l i n e a r  f u n c t io n a l  T .
4o The l a r g e s t  m easure dom inated by a l i n e a r  fu n c tio n a l
The te c h n iq u e s  to  be used  in  th e  p ro o f  o f  Theorem 4 .1  a re  s im i l a r  in  
many r e s p e c ts  to  th e  s ta n d a rd  ones (of ,  P a r th a s a ra th y  (1967 , I I „5) and 
D unford 6 Schw artz (1966 , IV .6) f o r  exam ple). However our r e s u l t  i s  b o th  
more g e n e ra l and more t r a n s p a r e n t ,  b ecau se  o f  th e  groundwork on th e  
c o n s tru c t io n  o f  / ( - r e g u la r  m easures c a r r i e d  o u t in  S e c tio n  2 . Our method 
i s  a k in  to  t h a t  o f  A lex an d ro ff  (1 9 4 1 ). To av o id  te d io u s  r e p e t i t i o n ,  
h 9 h ' , h^9 . . .  h e n c e fo r th  w i l l  deno te  fu n c tio n s  in  C , and K 9 K ' 9 K^, . . .
members o f  K .
THEOREM 4olo Assume A l, A2, A4 and A5 o f  S ec tion  3, and th a t K  i s  
a ( 0 ,  U / ,  Of) paving on X . Then there e x is t s  a la r g e s t  K -regu lar  
f i n i t e l y  a d d itiv e  measure dominated by T . I t  i s  uniquely determ ined by 
i t s  values on K  as g iven  by ( 3 .1 ) .
P ro o f . C o n sid e r th e  y d e f in e d  by ( 3 ol ) 0 C le a r ly  i t  i s  [ 0 ,  00) 
v a lu e d  and m onotone. The p ro o f  o f  t ig h tn e s s  c o n s is t s  o f  two p a r t s :  i f
K c  K2 th en  A5 im p lie s  t h a t
y ( q )  + s  y (x 2) , ( 4 .1 )
and A4 g iv e s  th e  r e v e r s e  in e q u a l i t y .
To prove ( 4 01 ) ,  n o t ic e  t h a t  i t  s u f f i c e s  to  d em o n stra te  th e  su p e r ­
a d d i t i v i t y  p ro p e r ty :  i f  K r n K" = 0 th en  y ( Xf u K") > y ( Xf ) + y(X") . 
[For i f  K c^ K2\K1 th e n  y [k ]^ > y (x  u k) > y(i( ) + y(X) .] Given such  a
p a i r  K ' , K" , choose an h > 1 x ’uK" ^ °r  d'(h) < ]i(K' u K”) + £ .
Then s e l e c t  h ' ,  h" as g iv en  by A5. By r e p la c in g  h' by h r A h and h" 
by h" A h  i f  n e c e s s a ry ,  we can assume th a t  b o th  h' < h and h" < h .
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Thus
yU') + yU") < T(h’) + T(h")
= T(h’+h")
= T W  v h" + h' A h")
= T W  v h") + T(h' a h")
< T(h) + e
< \i(K’ u K") + 2e
and the superadditivity assertion follows.
To obtain the reverse inequality to (4.1), choose any .
0 < ct < 1 , K = n < a} is a K-set by virtue of A4» Suppose
Since + “ a on ^2 9
Taking inf over all such ^a’s 5
For
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] 2 n(x2) .
Since K  cz K n \K 1 ,
OL —  2 1
“_1[2’^ i)+P*(X2\K1)] 2 v(X2) .
Finally, letting a i l  and taking inf over all such h-^s ,
V>K) + 2 p(X2) .
This together with the inequality (4.1) proves that y is K -tight.
From Theorem 2.1 we now know that y has a unique /(-regular finitely 
additive extension to the algebra A(K) (at least). This should be 
compared with the corresponding stage in the method described by 
Parthasarathy (1967, II.5) where the finitely additive extension is 
obtained in a less straightforward manner.
In order to prove that T dominates y , choose any h Z C .
n
According to (3.4), it suffices to show that if £  5 h where the
i-1 i
Äf.’s are pairwise disjoint then
n
£  ouy[Kj] < T(h) . (4.2)
• • • ' i- 1
To understand the reasoning to be used, consider first the simpler case
when A5 is replaced by A3 and A5’. Then by strongly separating each pair
K . 9 K. (i A j) with C functions, and taking infima, the situation 
0
represented diagrammatically (for n = 3 ) can be reached.
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Here 7z_ A hn = /z_ A /z = 7z A /z. = 0  and each /z. is less than h 0 In 1 z l 6 3 1 t
this case
T(h) > TE*£
intoi
> £  .
i
In the general case we replace "h^  A = 0 , ...M by "T[h A h^ ] , ... 
small enough", but the idea is the same.
So for each i ± j (£, J = 1, ..., ri) use A5 to obtain a pair of C
functions h. ., /z .. with 7z. . > 17, , h .. > 1 and T[h . . A 7z ..] < e .
 ^ J
Define for each £ ,
^  = /j A a i /\ /z. .
V*£ ^
Notice that ^  > oul^ , so that T [h^ ] > ouy(z^) . Also \ /  < h and
h^  A 7z^. 5 M{h^  ^A for £ ^ J 9 where Af = max ou . From this and the
general inequality
Yh.< \/ h. + V h . a h . 
i 1 i 1 i<j *• j
[if /z^ (ic) is the largest of the hSx)'s then the first term on the RHS 
is just h^ (x) , and each of hA.x), h (a:) appear in the summation]
it follows that
1* £
5 T h+M Y [h . . A h ..]
2 T(h) + M.(”).e .
Thus T dominates y .
Finally, suppose that V is any other K-regular finitely additive
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m easure dom inated  by T . Then f o r  any K ( K , u s in g  th e  m o n o to n ic ity  o f
v(K)  < in f{v* (/z ) : h > 1^}
5 i n f {T(h)  : h > 1 }
= yU) .
/ ( - r e g u la r i t y  ex ten d s t h i s  in e q u a l i ty  to  ev ery  s e t  in  A ( K )  . □
There i s  more in fo rm a tio n  in  t h i s  theorem  th a n  i s  a t  f i r s t  a p p a re n t.
For i f  T can be r e p re s e n te d  by any / ( - re g u la r  f i n i t e l y  a d d i t iv e  m easure 
a t  a l l ,  th e n  i t  must in  f a c t  be th e  y d e f in e d  by ( 3 .1 ) .  T hat i s ,  we have 
o b ta in e d  th e  on ly  p o s s ib le  c a n d id a te  f o r  a / ( - re g u la r  i n t e g r a l  r e p r e s e n ta t io n  
o f  T . To see  t h i s ,  suppose t h a t  V p ro v id e s  such a r e p r e s e n ta t io n .  Then 
y > V b ecau se  o f  th e  above theorem . There must be e q u a l i ty  h e r e ,  f o r  i f  
K € K we need on ly  choose an /z > 1 and n o t ic e  t h a t
A
T(h)  > VjCh)
= u * 0 \ l x ) +
-  + v„(lx)
- v*(7i)
= T(h)  ,
w hich im p lie s  t h a t  \i(K) ~ v(K)  .
A nother im m ediate consequence o f  Theorem 4 .1  i s  th e  o u te r  r e g u la r i t y  
p ro p e r ty  ( f o r  K € K )
yOO = in f{y*(G)  : K £  G € G(K)} .
[O bserve t h a t  i f  h 2: th e n  {h > a} i s  a G ( K ) - s e t  c o n ta in in g  K f o r
ev e ry  a  < 1 , by v i r t u e  o f  A4.]
I t  now only  rem ains to  o b ta in  c o n d itio n s  under w hich y a c tu a l ly  
r e p r e s e n ts  T , and i s  n o t j u s t  dom inated by i t .
50 Finitely additive integral representations
For th e  r e s u l t s  in  t h i s  s e c t io n  th e  e x t r a  s t r u c t u r e  c o n ta in e d  in  
assum ption  A3 i s  u sed . A lthough th e y  co u ld  be p roved  w ith o u t A3, th e  
f u r th e r  c o m p lic a tio n s  and th e  s p a r s i t y  o f  co n v in c in g  a p p l ic a t io n s  f o r  th e  
more g e n e ra l  forms a re  good enough re a so n s  f o r  n o t do ing  so  h e r e .  The 
e f f e c t  o f  A3 i s  to  c o n v e rt th e  "low er s e m i-c o n tin u i ty "  assum ption  A4 in to
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one o f  " c o n t in u i ty ” .
LEMMAo I f  C s a t i s f i e s  A l, A3 and A4 then  {h > 3} € F(K) / o r  every  
h i C  and 3 > 0 .
P ro o f . Suppose K € K i s  g iv e n . Choose an h* € C ta k in g  th e  v a lu e  
1 on K (u se  S to n e ’s c o n d i t io n ) ,  and th e n  observe  t h a t
{h > 3) n K = {(1+3 )h*\h  < 1} n X ,
w hich i s  a / ( - s e t  by v i r t u e  o f  A4. □
Now to  see  w hat s o r t  o f  c o n d it io n  i s  needed to  o b ta in  a f u l l
r e p r e s e n ta t io n ,  l e t  us b e g in  w ith  th e  s im p le  case  where 1 € C 0 In  o rd e r  
t h a t  th e  two l i n e a r  f u n c t io n a ls  T and y* sh o u ld  ag ree  on C i t  i s  
n e c e s sa ry  and s u f f i c i e n t  t h a t  T ( l )  = y * ( l )  (= sup{y(X) : K € K} ) .
[Compare t h i s  w ith  th e  u s u a l t ig h tn e s s  c o n d itio n  o f  P ro h o ro v .]  T his means 
t h a t  f o r  any £ > 0 th e r e  sh o u ld  e x i s t  a ( K such th a t
T(h)  > T( 1) -  £ f o r  ev e ry  h > 1v . By means o f  A3 we can f u r th e r  reduce
K
£
t h i s  to  th e  c o n d itio n  t h a t  T( h ' )  < £ f o r  every  h r 5 1 w hich v a n ish e s  on 
K^ . With such m o tiv a tio n  th e  fo llo w in g  d e f in i t i o n  becomes somewhat more
n a t u r a l .  We say  t h a t  K exhausts T on C i f 3 to  every h € C and
£ > 0 3 th ere  e x i s t s  a K i K such th a t  T ( h r) < e whenever h > h r 6 C
and h 1 = 0 on K . For exam ple, t h i s  c o n d itio n  i s  s a t i s f i e d  i f ,  f o r  any
h i C , {h > 0} i s  c o n ta in e d  in  some K-s e t 0 l cf„ th e  co n tin u o u s  
fu n c tio n s  o f  compact su p p o r t on a l o c a l ly  compact s p a c e .]
THEOREM 5 J o  Assume A l, A2j A3., A4 and A5 o f  S e c tio n  33 and a lso  th a t  
K i s  a ( 0 ,  U/ ,  (]/) paving  on X . Tfoen a necessary and s u f f i c i e n t  
c o n d itio n  fo r  th ere  to  e x i s t  a K -regu lar f i n i t e l y  a d d itiv e  measure 
rep re se n tin g  T i s  th a t  K exhausts  T on C and
T(h)  = lim  T(h A n) fo r  every h € C . (5 .1 )
f t - * »
TTze rep re sen tin g  measure i s  th e  one determ ined by ( 3 .1 ) .
P ro o f. Throughout t h i s  p r o o f ,  y r e f e r s  to  th e  f i n i t e l y  a d d i t iv e  
m easure c o n s tru c te d  in  Theorem 4 .1 .
To prove s u f f i c i e n c y ,  suppose t h a t  K e x h au s ts  T on C . Given 
£ > 0 and h , l e t  K be th e  K -se t  d e te rm in ed  by th e  e x h a u s tio n  p ro p e r ty .  
By (5 .1 )  and ( 3 . 5 ) ,  th e r e  i s  no lo s s  o f  g e n e r a l i ty  in  assum ing t h a t  h 5 1 .
Choose an > 1^ and a n a t u r a l  number n f o r  which n ^T(ft^) < £ .
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Also define 
-1 n
k = n y 1 
%-1
being members
K. = z K n {h > i/n} for £ = 0, 1, ..., n+1 and set
Notice that K = K z> ... z> Z = 0  all of these sets0 —  — n+1
K (by the Lemma), and that k + n 1 > h on K .
K- K
The simple function fe is less than h . We show that 
> T(h) - 3e , from which it follows that y*(/z) = T(h) . The idea is 
to approximate k with a C-function h* > k , and then use the exhaustion
condition applied to h\ h*+n h^, to prove that T{h) ~ T(h*) . So choose
' ' ' n
for which T [ h < ]i (isf.) + e and set h* = n~ Z  ^  • Notice 
£ £=1
that h* > k , so that 7z* + n > /z on K . Note also thatK
TÜi*) < £ + n Z  y(^-) = e +  • The C-function 7z\
£=1
7z*+n T^z,
therefore satisfies the conditions for the exhaustion property, whence
T(h) < T 7 z \ /z*+n 1/z1 + i7h*+n~^h.
< e + 2 W )  + n 1T(/zJ
< y*(fc) + 3e .
Now for the necessity. Given /z € C and e > 0 , choose
k - Y ot. 1 < h for which V*(k) > T(h) - £ , where the K.'s are
£=1 'L Ki t'
pairwise disjoint K -sets. Put K - U K. , and consider any h r < h
£=1 'l
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which vanishes on K .
V N" K2.
Observe that h* + k S h , so that
m )  = y*(fc)
> ]i3k(hr) + V*(k) (superadditivity)
> T(h') + T(h) - e .
Thus the exhaustion property is satisfied. Clearly (5.1) is just a 
restatement of (3.5) when y represents T , so it is also a necessary 
condition. □
We shall use this theorem in two different ways. The more obvious of 
these is simply to derive finitely additive representation theorems. The 
classical Markoff-Alexandroff representations fall into this category (see 
the examples at the end of this section). On the other hand, only slight 
modifications are needed to convert Theorem 5„1 into a theorem on 
a-additive and T-additive representations. This more important application 
will be dealt with in Section 6.
Before giving the examples of the direct use of Theorem 5.1 though, we 
should mention an equivalent functional analytic formulation of the 
exhaustion property. This is sometimes a more readily interpretable 
condition.
THEOREM 502 0 Assume Al, A2_, A3 and that K is a (0, U/, nf) 
paving. Then K exhausts T on C iff the following "continuity" 
condition is satisfied: for any net {/z^ } in C and h € C such that
h > h^  -*■ 0 uniformly on K-setSj Tpz ) ■+ 0 .
Proof. Suppose that K exhausts T on C and that {7z^ } is a ne"t 
as above. Choose K € K for which h > h' and h' = 0 on K imply
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T(h') < e , and s e l e c t  an h* > 1 . For any 6 > 0 , h < 6  on K
K  Ot
e v e n tu a l ly ,  so  a f o r t i o r i  h^\(Sh*) = 0 on K e v e n tu a l ly .  Hence f o r  a l l  
la rg e  enough a  ,
) < t (?z \(6 /i* ))  + T(6h*)
< e + ST(h*)
w hich can be made < 2e by a s u i t a b le  ch o ice  o f  6 .
C o n v e rse ly , suppose th e r e  e x i s t s  an e > 0 and h £ C such  t h a t ,  
f o r  ev e ry  K € K , > £ f o r  some h v a n ish in g  on £  .
R egard ing  K as a d i r e c te d  s e t ,  we th u s  o b ta in  a n e t  ^o r
h > -+ 0 u n ifo rm ly  on / ( - s e t s ,  b u t  !T(7z ) -/•+ 0 . □
F in a l ly  we g ive  two exam ples w hich d em o n stra te  th e  u s e fu ln e s s  o f  th e  
te c h n iq u e s  developed  so  f a r .  N o tice  how th e  to p o lo g ic a l  p r o p e r t i e s  o f  th e  
space  and th e  cho ice  o f  th e  p av ing  K a re  r e l a t e d  to  th e  s e p a r a t io n  
re q u ire m e n ts  o f  Theorem 5 .1 .
The f i r s t  o f  ou r r e p r e s e n ta t io n s  was p roved  by M arkoff (1 9 3 8 ) , who 
g e n e ra l is e d  a te c h n iq u e  u sed  by Von Neumann (1 9 3 4 ). M arkoff’s method was 
b ased  on th e  d u a l approach  to  o u r s , in v o lv in g  o u te r  m e asu re s ; b u t  as may 
be seen  by in s p e c t in g  h i s  Lemma 13 ( th e  d u a l o f  ou r A5’ ) ,  th e r e  a re  some 
a d v a n ta g e s . to  our in n e r  m easure p rocedure»
EXAMPLE 5 01 (M arkoff (1 9 3 8 ); see  a ls o  Dunford £ Schw artz (1966 ,
IV. 6 ) ) .  L et X be a norm al (n o t n e c e s s a r i ly  H au sd o rff)  to p o lo g ic a l  s p a c e ,
C th e  cone o f  bounded, c o n tin u o u s , n o n -n e g a tiv e  fu n c tio n s  on X , and T 
a p o s i t iv e  l i n e a r  f u n c t io n a l  on C 0 Take K as th e  pav ing  o f  a l l  c lo se d  
s u b se ts  o f  X . Each o f  th e  assum ptions A l, A2, A3 and A4 i s  t r i v i a l  to  
v e r i f y .  The e x h a u s tio n  p ro p e r ty  i s  a ls o  t r i v i a l ,  s in c e  X € K , and (5 .1 )  
i s  an empty c o n d itio n  b ecau se  th e  fu n c tio n s  in  C a re  bounded. F in a l ly  
th e  s tro n g  s e p a ra t io n  c o n d it io n  A5’ i s  s a t i s f i e d  -  t h i s  i s  j u s t  U rysohn’s 
lemma f o r  norm al to p o lo g ic a l  sp a c e s .
Thus T has a un ique i n t e g r a l  r e p r e s e n ta t io n  by a f i n i t e l y  a d d i t iv e  
m easure , r e g u la r  from in s id e  w rt c lo se d  s e t s ,  and d e f in e d  on th e  a lg e b ra  
g e n e ra te d  by th e  c lo se d  (o r  open) s u b s e ts  o f  X . This a lg e b ra  i s  som etim es 
c a l le d  th e  Borel a lg e b ra ; th e  r e p r e s e n t in g  m easure i s  a f i n i t e l y  a d d i t i v e  
regular  Borel measure. II
The s tro n g  s e p a ra t io n  p ro p e r ty  A5’ in  th e  above example i s  a r e s u l t  o f  
th e  to p o lo g ic a l  s t r u c t u r e  (n o rm a lity )  o f  X . W ithout t h i s  to p o lo g ic a l
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S e p a ra tio n  th e  r e p r e s e n ta t io n  i s  n o t n e c e s s a r i ly  v a l id .  To remedy t h i s  
s i t u a t i o n  a s m a lle r  p av in g  K must be ch osen , s u b je c t  to  th e  c o n s t r a in t  
im posed by A4. This le a d s  us to  th e  g e n e r a l i s a t io n  o f  th e  M arkoff 
r e p r e s e n ta t io n  developed  by A le x a n d ro ff .
EXAMPLE 5o2 (A le x a n d ro ff  (1 9 4 1 ); see  a ls o  V arad ara jan  (1965 , 
p a r t  I ) ) .  L et X be an a r b i t r a r y  to p o lo g ic a l  s p a c e , w ith  T and C as 
in  Example 5 .1 .  We ta k e  K as th e  p av in g  o f  zero s e t s ; i . e .  th e  c lo se d
s e t s  o f  th e  form h "^(0) w ith  h € C . A ssum ptions A l, A2, A3 and A4 a re  
easy  to  ch eck , and ag a in  th e  e x h a u s tio n  p ro p e r ty  and (5 .1 )  a re  t r i v i a l l y  
s a t i s f i e d .  The s tro n g  s e p a r a t io n  p ro p e r ty  A5' i s  a r e s u l t  o f  th e  in t im a te
Thus T has a un ique i n t e g r a l  r e p r e s e n ta t io n  by a f i n i t e l y  a d d i t iv e  
m easure , r e g u la r  from in s id e  w rt th e  ze ro  s e t s  and d e f in e d  on th e  a lg e b ra  
g e n e ra te d  by th e se  ze ro  s e t s .  T his a lg e b ra  i s  som etim es c a l le d  th e  Baire 
algebra . I t  i s  in  g e n e ra l  a s u b -a lg e b ra  o f  th e  B o re l a lg e b ra .  The
60 o- and x-additive integral representations
The m o d if ic a tio n s  needed  to  s t r e n g th e n  Theorem 5 .1  to  co v er th e  o - 
and x - a d d i t iv e  case s  a re  so  s u r p r i s in g ly  t r i v i a l  as to  a lm o st ap p ea r 
t a u to lo g i c a l .  Even more am azing i s  t h a t  th e  r e s u l t i n g  theorem s have such a 
wide v a r ie ty  o f  a p p l ic a t io n s .
To av o id  u n n ecessa ry  r e p e t i t i o n ,  we in tro d u c e  some u s e f u l  te rm in o lo g y . 
T i s  s a id  to  be o-smooth a t  0 [ r e s p .  x-smooth a t  0 ] i f  f o r  ev e ry  
d e c re a s in g  sequence {h^\ o f  C fu n c tio n s  [ r e s p . every  downward f i l t e r i n g
fam ily  ° f  C fu n c tio n s ]  w hich te n d s  p o in tw ise  to  th e  ze ro  fu n c t io n ,
wrt K [ r e s p .  T-smooth a t  0 wrt X] i f  f o r  every  d e c re a s in g  sequence
r e p r e s e n t in g  m easure i s  a f in i t e l y  a d d itive  regular Baire measure. / /
4 0 [ re s p . T[h ) 4 0 ] . S im ila r ly  T i s  s a id  to  be o-smooth a t  0
[k } o f  K -se ts  [ r e s p . ev e ry  downward f i l t e r i n g  fam ily  {K } o f  K -se ts ]  n ot
w ith  empty i n t e r s e c t i o n ,
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inf[T(h) \ h > ^ for some n] = 0
n
(6.1)
[resp. inf[T(h) : h > 1^, for some a} = 0 J.
a
Notice that all four concepts involve C implicitly, and that the last two 
also depend upon K . A priori it is not obvious how the conditions are 
interrelated; we shall return to this point presently.
THEOREM 601. Assume A1 3 A2, A3, A4 and A5 of Section 3, and also 
that K is a (0, Uf, He) paving [resp. (0, Uf, Da) paving]. Then the 
necessary and sufficient conditions for there to exist a unique K-regular 
o-additive [resp. K-regular T-additive~\ representing measure are:
T is o-smooth at 0 wrt K [resp. T-smooth at 0 wrt K]j
l( exhausts T on C , and the condition (5.1) holds.
Proof. The proof is even simpler than that given in Pollard 6 Tops^e
(1975).
Recall the discussion following equation (3.4), at the end of Section 
3. There it was mentioned that the value of the inner integral y*(?z) 
depends only upon the behaviour of y on K , and not upon whether the 
extension is taken to A(K) or B(K) . So we can appeal directly to 
Theorem 5.1 where it was shown that the exhaustion condition plus (5.1) are 
necessary and-sufficient for V^Ch) = T(h) , for all h £ C . Thus only 
the a- or T-additivity remain to be considered.
By Theorem 2.2, ö-additivity of y* on B(K) is equivalent to the 
ö-smoothness at 0 of the set function defined by (3.1). Equation (6.1) 
is just another way of writing this. Similarly for the T-additive case. □
If it is known that the linear functional T can be represented by a 
o-additive measure y , then routine monotone convergence type arguments 
show that T is o-smooth at 0 . Thus we have indirectly proved that if 
T is o-smooth at 0 wrt Some K satisfying the requirements of Theorem 
6.1, then T is also o-smooth at 0 . Similarly for the T-smooth case.
A direct proof of this, not involving the measure theory of the integral 
representation, is not known to this author.
The reverse implication is not in general true: as shown by Pollard 6
Tops^e (1975), T can be O-smooth at 0 without being o-smooth at 0 
wrt K , even when T is represented by a K-regular measure. This is 
sometimes inconvenient, since 0-smoothness at 0 is the more usually
encountered condition (e.g. Neveu (1965, II.7)). But cases do exist where 
o-smoothness at 0 wrt K is more appropriate; the next example and the 
results of Section 7 illustrate this. See also Theorem 6.2.
EXAMPLE 6C1 (Hewitt (1950)). In addition to the surprising way in 
which o-additivity occurs without explicit a-smoothness assumptions being 
made about the linear functionals, this example is of interest for the 
delicate manoeuvring needed to verify the conditions of Theorem 6.1.
Let C be the cone of all non-negative continuous functions (not 
necessarily bounded) on an arbitrary topological space X . Take K as 
the paving of zero sets (as defined in Example 5.2). We show that any 
positive linear functional T on C has a (unique) representation by a 
K-regular a-additive (Baire) measure y (i.e. defined on the Baire 
a-algebra generated by the zero sets). This y has the additional property 
that for every h d C there is a real number N such that \x{h > N} = 0 . 
Since each member of C is bounded on any compact subset of X , this is 
almost equivalent to requiring y to have compact support. Hewitt has 
shown that the precise condition for this is the real-compactness of X 
(or in his terminology, X must be a $-space).
The representation is a direct application of Theorem 6.1. The only 
conditions of that theorem which are not immediately evident are (5.1) and 
the a-smoothness of T at 0 wrt K . To verify (5.1) consider any
00
h £ C and define the function g = £  a^ (h\n) , where {a^} is any
sequence of non-negative real numbers. For any x € X , there exists an 
integer N such that h(x) < N , so {h < N] is a neighbourhood of x on 
N
which g = £  a (h\n) , which is continuous. Thus g £ C • It follows that 
1 n
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00 > T(g) > X  a T(h\n) .
1 n
Choosing a = T(h\n) if T(h\n) f 0 and 0 otherwise shows that n
T(h\n) ? 0 for only finitely many n . Thus, for all n large enough, 
T(h) = T(h A n) + T(h\n) = T(h A n) , and so (5.1) is a fortiori true.
For the a-smoothness at 0 wrt K , consider any sequence ^ 0 .
From the definition of K , it is not hard to show that there is a sequence
and K = h ^(1) . n n{h } of C functions, with 1 > h > h 1 n * n n+1 Consider
28
0 0
the function / = X  h . For any x ( X , there is an N such that
1 n
x {: Kpj . Thus there is an r for which h^(x) < r < 1 . On the 
neighbourhood {h^ < r] of x , the series for / is uniformly convergent
0 0
(by comparison with the series X  ^  • Thus f £ C and hence
1
- > T(f) > I  T{h") .
1 ”
YlSince h > 1 , the required a-smoothness follows.
YL K
n
An application of Theorem 6.1 now gives the required /(-regular 
G-additive representing measure y . The essential boundedness of each 
C-function follows easily from
0 = T(h\N) > (fcW)dy
J{h>N}
and the countable additivity of y . //
The difficulty with the two forms of G-smoothness not being 
equivalent may be regarded as due to a lack of sufficient compatibility 
between C and K , at least as far as non-countable operations are 
concerned. If only T and C are specified though, it is possible to 
choose a K which does not suffer that defect. Such a choice is the 
reason for the frequent appearance of the paving of zero sets, and the 
generated Baire G-algebra, in many of the G-additive representations for 
non-countably generated topological spaces. The behaviour of T-additive 
measures is better in this respect, as we shall later see.
THEOREM 602o Let C and T satisfy Al, A2 and A3. Define tr C 
(the trace of C ) as the paving of sets of the form {h > a} 3 with 
h € C and a > 0 . Let K be the paving of countable intersections of
sets in tr C , the paving of arbitrary intersections of sets in
tr C . Then T has a representation by a K^-regular o-additive measure
[with domain B (K ) ) iff T is o-smooth at 0 ; it has a K^_-regular
T-additive representing measure [with domain B(K ) ) iff it is T-smooth
at 0 .
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Proof0 Necessity is easy to prove, of. the remarks following Theorem 
6.1. We prove sufficiency by verifying the conditions for Theorem 6.1 to 
be applicable.
Al, A2 and A3 are satisfied by assumption. Also K^  is readily
shown to be a (0, Uf, Do) paving, and K^_ a (0, Uf, Da) paving. A5
follows in both cases from the identity
PI {h£ > ou} n {h 5 ß} = n {[h^  a o u) \(h\$) > ou} . 
i i
For (5.1), notice that h\n 4 0 as n ■+ 00 . Thus
T(h An) - T(h) - T(h\n) 4 T(h)
because of the a-smoothness of T at 0 . To prove the exhaustion 
property, first choose an n such that T [h A n < e (a-smoothness 
again), and then put K = {h > n . If h ' < h and hr - 0 on K then 
h ' 5 h A n 1 , so T(h') < T[h A n )^ < e .
The a-smoothness at 0 wrt K follows from the a-smoothness at 
0 . For if K € tr C , then by Stone’s condition there is an h < 1 with 
K = h \l) . The sequence h - n{h\(±-n )^ ) decreases pointwise to .
Thus for every K € [resp. K d ] there is a sequence h^ 4
[resp. a net 4 ] , and so the result follows in both cases.
Finally, to verify the weak separation property A5, suppose
K r n K” - 0 0 If both are K -sets, choose h r 4 17.. and h" 4 1 . Asa n K r n K"
h } A h" 4 0 , there is an n for which T[hr A h") < e (a-smoothness yet n n  K n nJ
again). The K case is handled analogously. □
The above theorem can be regarded as a reformulation of a slightly 
restricted version of the DccnieZZ extension theorem (see Neveu (1965, 
pp. 60, 66)), but with two essential differences. With that method the 
linear functional is initially extended to a larger class of functions 
identifiable with those g > 0 for which {g > a} d G(K ) (or G(K ) ) .
A variety of approaches can then be used to obtain the extension to the 
space of all integrable functions. The representing measure is a by-product 
of this second extension; it is something of secondary interest. Also it 
need not be the same representing measure as the one we have constructed,
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since it generally has outer regularity properties rather than our inner 
regularity.
Both Bourbaki (1952) and Edwards (1953) used this type of approach 
when considering Radon measures on locally compact spaces. More recently, 
Bichteler (1973b) has further developed the technique to produce a more
general integration theory.
From Theorems 6.1 and 6.2 it is possible to derive a number of well 
known representations when X is topological. These illustrate 
nicely the way in which our assumptions constantly reappear in the guise of 
various continuity and topological regularity constraints. But before 
presenting these examples we would remind the reader of the compactness 
concepts touched upon in Chapter 1.
The paving K is said to be semi-oompaot [resp. compact] if every 
countable [resp. arbitrary] family of K-sets with empty intersection 
contains a finite subfamily also having empty intersection. For example, 
any paving of topologically compact subsets of an arbitrary Hausdorff space 
is also compact in the above sense. See the references in Chapter 1 for an 
idea of the scope of these concepts.
If y is a K-tight set function defined on a semi-compact [resp. 
compact] paving K , then it is automatically a-smooth at 0 [resp. 
T-smooth at . 0 ]. Similarly, any positive linear functional is trivially 
a-smooth [t-smooth] at 0 wrt such a paving. This is the case in the next 
example.
EXAMPLE 6 02 (Radon measures - cf, Bourbaki (1952 to 1969) or 
Edwards (1953; 1965, Chapter 4)). Consider the classical setting where C 
is the cone of non-negative continuous functions with compact support, on a 
locally compact Hausdorff space X . Let T be any positive linear 
functional on C , and take K as the (compact) paving of all compact 
subsets of X .
All the conditions of Theorem 6.1 are easily verified, with A5 even 
replaced by the stronger separation property A5f (this is a consequence of 
the local compactness). Thus T has a unique integral representation by a 
T-additive Borel measure, regular from inside wrt the compact subsets of 
X . This is not the same representing measure as the one corresponding to 
the outer integral of Bourbaki, but rather one closely related to his 
essential upper integral. //
The next group of representations has been of great importance in the
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development of the abstract weak convergence theory by Alexandroff (1941, 
1943), Le Cam (1957) and Varadarajan (1965). A hierarchy of smoothness 
properties is used to refine the finitely additive representation of 
Example 5.2.
EXAMPLE 6 03. Let X be an arbitrary topological space, C the cone 
of bounded, continuous, non-negative functions on X and T a positive 
linear functional on C . Consider the following sets of (non-negative) 
measures defined on the Baire a-algebra (= the a-algebra generated by the 
zero sets). [This is in fact the a-algebra generated by C as well.]
M - the set of countably additive finite Baire measures,
MT = the set of p € M which are T-additive (if the family
\Z } of zero sets filters down to a zero set Z then ^aJ
u(zj + y(Z) ),
M, - the set of p € M for which, given e > 0 , there is a t O
compact C such that < e ,
M = the set of p ( ^  for which there is a compact set C such
that p*(C°) = 0 .
/
Notice that M c: M ci M a M , and that for the last three the a —  t  —  t —  o
Q-additivity assumption is actually redundant. Also Varadarajan (1965, 
p. 171) has shown that any p € M is automatically inner regular wrt zero
sets.
We prove that these measures correspond to those positive linear 
functionals having certain smoothness properties:
(i)
(ii)
(iii)
(iv)
T is represented by a unique M measure iff it is 
a-smooth at 0 ,
T is represented by a unique M measure iff it is 
T-smooth at 0 ,
T is represented by a unique M measure iff T(h ) -*■ 0
u QL
for every net {^a} C such that 1 > -► 0 uniformly
on compaeta,
T is represented by a unique M measure iff ^(^a) 0
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for every net {A^} in C such that h^ 0 uniformly on
compacta (not necessarily dominated).
Necessity is easy to establish in each case.
Assertion (i) follows immediately from Theorem 6.2 by noticing that 
the paving K in that theorem is precisely the paving of zero sets. [in
fact Kg = tr C .]
Applying the same theorem to the T-smooth functional in (ii) leads 
to a K^-regular T-additive representing measure on B . The
restriction of this to the Baire a-algebra is the required measure. Notice 
that K^  is precisely the paving of all closed subsets of X under the
topology induoed on it by C (this is weaker than the original topology). 
So if X is completely regular (Kelley (1955, pD 117)), Theorem 6.2 
actually gives a countably additive representing measure |i defined on the 
Borel a-algebra, inner regular wrt the closed sets and T-additive in the 
sense that y (f ) 'l' y(F) for every family {F^} °f closed sets filtering
down to F .
To prove the sufficiency in (iii), let y be the representing measure
given in (ii). Suppose that there is some e > 0 such that, for every
. ccompact C , there is a zero set Z contained in C for which
u
y(Z^) > e . Choose h^ £ C such that 1 > h^ and h ^ ( l )  - Z^ . Since
any continuous function achieves its maximum on a compact set, it can be 
assumed that h^ - 0 on C . So, regarding the paving of compact subsets
as a directed set, a net {^ g} f°r which 1 > h  ^ 0 uniformly on compacta
has been obtained; but
T {hC ) = V*[hc )
- vOc)
> G
which contradicts the assumed smoothness.
A similar construction can be used to prove the sufficiency in (iv).
For if there were zero sets Z^  c C° for which v[Zg) > 0 , then by taking 
suitable multiples of the constructed above we would obtain a net
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\}Iq } tending uniformly to zero on compacta, but for which T[h^ ] —f~+ 0 . //
From this example we see that the way to make the two types of 
smoothness (for functionals) coincide is to choose the right paving K .
For the a-additive case this forces us to use the Baire 0-algebra, since 
this is generally the largest ü-algebra which can be described by C using 
only countable operations. On the other hand, T-additive measures can 
follow the operations for generating a topology from C better; and so 
(at least when C generates the topology given a priori) we are able to 
utilise the more natural Borei a-algebra. In such a case the two 
T-smoothness concepts do indeed coincide.
In Example 6.3 there was no guarantee that compact sets would be in 
the Baire a-algebra, thus we had to use the inner measure y*(C) . If the 
space were completely regular and Hausdorff though, then y could be 
uniquely extended to a Borel measure, as shown in (ii). The measures in 
(iii) and (iv) would then be inner regular wrt compact sets and of compact 
support respectively. Our final example shows that this can also be 
achieved under weaker topological separation assumptions. As the pavings 
described in Theorem 6.2 would be too large to obtain the inner regularity 
properties just mentioned, we need to appeal to the more basic Theorem 6.1 
for this example.
EXAMPLE 6 04 (of. Fremlin, Garling and Haydon (1972)). Let X be a 
completely Hausdorff space (i.e. continuous functions separate the points 
of X ). Suppose T is a positive linear functional on the cone C of 
bounded, continuous, non-negative functions on X , and let K be the 
paving of all compact subsets of X .
Consider the set M' of all finite /(-regular measures on the Borel
Is
O-algebra (or even B(K) ) , and the set M^ of all y € with
\±[k°) = 0 for some K € K . [Since K is a compact paving such measures
are automatically T-additive.] We show that
(i) T is represented by a unique M* measure iff 0
for every net in C with 1 > /z 0 uniformly on
compacta,
(ii) T is represented by a unique M ’ measure iff 0
for every net C with -+■ 0 uniformly on
compacta.
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Again n e c e s s i ty  i s  easy  to  p ro v e . S u f f ic ie n c y  i s  deduced from  Theorem
6 .1 .  In  b o th  ca se s  a l l  th e  c o n d itio n s  o f  t h a t  theo rem , ex ce p t f o r  A5 and
th e  e x h a u s tio n  p r o p e r ty ,  a re  t r i v i a l  to  v e r i f y .  A c tu a lly  A5T h o ld s ,
b ecau se  o f  th e  co m p le te ly  H ausdo rff  assu m p tio n . The e x h a u s tio n  p ro p e r ty
i s  a d i r e c t  consequence o f  th e  e q u iv a le n c e  d e s c r ib e d  in  Theorem 5 .2 .
F in a l ly  th e  compact su p p o r t p ro p e r ty  in  ( i i )  i s  p roved  by a method
analogous to  t h a t  used  f o r  p a r t  ( iv )  o f  Example 6 .3 : j u s t  r e p la c e  th e  ze ro
s e t  Z by a compact s e t  K and use th e  s tro n g  s e p a ra t io n  A5T to  
C k
c o n s tr u c t  th e  n e t  { h ' }  te n d in g  u n ifo rm ly  to  ze ro  on com pacta. / /
These exam ples p ro v id e  ample d em o n stra tio n  o f  th e  way in  w hich th e  
theorem s o f  th e  l a s t  two s e c t io n s  can be used  to  g e n e ra te  s p e c i f i c  i n t e g r a l  
r e p r e s e n ta t io n s .  In  th e  fo llo w in g  c h a p te rs  i t  w i l l  be f u r th e r  shown how 
th e  f l e x i b i l i t y  g a in ed  th ro u g h  th e  use o f  th e se  te c h n iq u e s  can be p u t to  
good u s e , e s p e c ia l ly  in  problem s r e l a t e d  to  weak convergence th e o ry . But 
b e fo re  le a v in g  th e  a re a  o f  i n t e g r a l  r e p r e s e n ta t io n  we in c lu d e  one f i n a l  
o f f e r in g :  a com bination  o f  m easure th e o ry ,  to p o lo g y  and c a te g o ry  id e a s  to
prove t h a t  gem o f  weak convergence th e o r y , th e  A lex an d ro ff-L e  Cam theorem  
on th e  s e q u e n t ia l  c lo su re  o f  th e  space  o f  a - a d d i t iv e  m easures.
70 The Alexandroff-Le Cam theorem
S t r i c t l y  sp eak in g  t h i s  i s  a theorem  abou t weak conv erg en ce , b u t  i t  i s  
in c lu d e d  in  t h i s  c h a p te r  b ecau se  th e  p ro o f  r e l i e s  h e a v i ly  upon r e s u l t s  from  
S e c tio n  6 . The t r i c k  needed  i s  s im i la r  to  one used  in  Example 6 .1 .
L et X be an a r b i t r a r y  to p o lo g ic a l  sp a c e , and denote th e  cone o f  
bounded, c o n tin u o u s , n o n -n e g a tiv e  fu n c tio n s  on X by C . Suppose a 
sequence {21 } o f  p o s i t i v e  l i n e a r  fu n c t io n a ls  on C i s  g iv e n , h av in g  th e
p ro p e r ty  t h a t  th e  sequence h ) }  i s  co n v erg en t to  some r e a l  number f o r
every  h € C . I t  i s  t r i v i a l  to  show t h a t  t h i s  l i m i t  d e f in e s  a p o s i t i v e  
l i n e a r  f u n c t io n a l  T on C by
T ( h ) = lim  T ( h ) f o r  each h £ C . nn-*°°
By v i r tu e  o f  Example 5 . 2 ,  each o f  th e s e  l i n e a r  f u n c t io n a ls  can be 
r e p re s e n te d  as an i n t e g r a l  w rt a f i n i t e l y  a d d i t iv e  B a ire  m easure w hich i s  
in n e r  r e g u la r  w rt th e  p av in g  o f  ze ro  s e t s  o f  X . In  a d d i t io n ,  as Example 
6 .3  has shown, i f  th e  l i n e a r  f u n c t io n a ls  a re  a-sm ooth  a t  0 th e n  th e
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representing measures can be extended to G-additive Baire measures.
Now suppose that each of the T ’s is G-smooth at 0 . Then it
might not be expected that anything could be deduced about the smoothness 
properties of T . Indeed any positive linear functional T can be 
expressed as the limit of a net of G-smooth functionals, so why
should the statement for sequences be any different? But surprisingly 
enough, there is a difference!
THEOREM 7010 If each of the T ’s is o-smooth at 0 then son
is T . □
[The theorem is also true without each of the s being positive. We
make this restriction to avoid undue complications, although our proof can 
be modified to cover the general case too.]
A version of this result was first proved by Alexandroff (1943) in a 
somewhat involved manner. Le Cam (1957) followed up with a sophisticated 
proof of the theorem in functional analytic form. The crux of his proof 
is a category argument similar to the one we shall give. By introducing 
the concept of a regular sequence of zero sets, Varadarajan (1965) was 
also able to further polish the result. His method is based on category 
techniques too.
A puzzling aspect of all these proofs is that measure theoretic ideas 
are needed to prove a purely functional analytic result. This has 
parallels in other areas of functional analysis (cf, Dunford & Schwartz 
(1966, IV.6.4)), although Fremlin (1974) has shown that some of these can 
be circumvented. It would be nice if a non-measure theoretic proof could 
be given for Theorem 7.1, but so far the closest approach to this seems to 
be in Tortrat's (1971a, p. 289) modification of Varadarajan’s approach. 
Unfortunately his proof contains an error.
The method we use is based on a reworking of Tortrat’s, with the 
elimination of the use of regular sequences. We have been unable to 
completely avoid measure theoretic arguments though.
Proof of Theorem 7.1„ We shall prove that T is G-smooth at 0 
wrt the paving of zero sets. If {Z^} is a decreasing sequence of zero
sets with empty intersection, then there is a decreasing sequence
of C functions with 1 > h T O  and Z = h ^(1) . Let g = hn . Itn n n vn n
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s u f f i c e s  to  show th a t  T [ g ^  0 as n 00 . [The r e s t  o f  th e  argum ent
u s e s  no m easure th e o r y . ]  We prove t h i s  by making use o f  th e  f a c t  t h a t
\\g . ( l -g-A || 0 as n -*■ 00 , f o r  each f ix e d  k . [H ere | | . || deno tes th e
Yl K.
u s u a l  sup norm .] To see  t h i s ,  n o t ic e  t h a t  on th e  s e t  { l-g^ > e} , 
yl/ J cq < ( l - e )  w hich te n d s  to  ze ro  as n -+ 00 .
L et S = {h £ C : 0 < h < 1} . D efine a m e tr ic  d on S v ia  th e
norm
00 v
p ( f )  = I  2" I]/, [ l -g  ) || ;
fc=1 K
t h a t  i s ,  s e t  d(h^,  h^) = p .
Assume f o r  th e  moment two f a c t s ,  w hich w i l l  be p roved  l a t e r :  (<S, d )
i s  a com plete m e tr ic  s p a c e ; and each o f  th e  maps h i—* T (7i)
(n  = 1 , 2 , . . . )  i s  co n tin u o u s  under t h i s  m e tr ic  to p o lo g y .
Thus f* = {?2 £ 5  : |T  ( h) -T (h) \  5 e f o r  a l l  m > o} d e f in e s  an n 1 1 n n+m 1 J
in c re a s in g  sequence o f  c lo se d  s u b s e ts  o f  S , whose union covers S
[ s in c e  th e  convergen t sequence [T^(h)}  i s  C auchy]. A pplying th e  B a ire
c a te g o ry  theorem  (K e lle y  (1955 , p . 200)) shows t h a t  th e re  e x i s t s  an 
h £ S 9 6^ > 0 and an in t e g e r  n  ^ such t h a t :  h £ S and d [ h ,  h^] < 6q
im ply t h a t  h £ . As a consequence: h £ S and d[ h9 h^) < 6Q im ply
0
t h a t  \T ( h ) - T ( h ) | 5 e .
0
The id e a  now i s  to  show som eth ing  l i k e  dlfi^+g * < 6 Q e v e n tu a l ly ,
from w hich i t  would fo llo w s  t h a t  | [g^] -T[g^\  | < 2e f o r  a l l  la rg e
enough n . Hence lim sup T[g  ) < lim sup T [g ) + 2e = 2e . But th e re
_ _ Yl r. Yl
Yl Yl 0
i s  no g u a ra n te e - th a t  + g i s  in  S [ t h i s  i s  th e  flaw  in  T o r t r a t 's
p r o o f ] ,  so we must be a l i t t l e  more c irc u m sp e c t. The t r i c k  i s  to  c o n s id e r
in s te a d  th e  two S fu n c t io n s  h = V q and h'  = hn\qn 0 vn n 0 S ince
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d K >  h<) = p K - ' k<j
= )
- p b j
oo
= J.?! 2’ fe|lan ^ 1' ^ 1
0 as n -*■ 00 ,
it follows that
|^ n [hn]-T (ft ) I < e for large enough n . 
0
Similarly
Thus
d{\, K) -
= ph0 a gn) 
- p h n)
\Tn ~ £ for large enouSh n •
Now observe that h - h' - g , so thatn n ^ n
\Tn [gn)-T[gn) I < 2e for large enough n .
It follows that limsup T[g ) 5 2c , as before. This concludes the proof
n
of the a-smoothness of T > subject to the two assumptions made earlier. 
Consider the completeness of (s, d) first.
It is routine to verify that J is a metric on S . For the 
completeness, consider any ^-Cauchy sequence {fo } in S » i.e.
p[h -h ) ■+ 0 as n, m °o . Then for each fixed k ,* ' n mJ
II (hn~hn) * -^~gk) II * 0 as 1719 n * 0 * (7,1)
Now for each x £ X , g^ (x) 1 0  as k -*■ 00 . This means that there is a 
neighbourhood N  ^ of x of the form {l-g^^ > %} for some k{x) .
Thus
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sup \hnW - h mW \£ 2 | | ( ^ m) . ( i - £?fe(x)) || .
^ 1 X
The sequence {/z^} i s  th e r e f o r e  u n ifo rm ly  conv erg en t on a neighbourhood  o f
each  x ; so  i t  i s  p o in tw ise  co n v erg en t to  some h £ S . So f o r  each  
f ix e d  k , h [ l - g ^ j  i s  p o in tw ise  co n v erg en t to  th e  co n tin u o u s  fu n c tio n
h.{±-Qfr) • But from ( 7 . 1 ) ,  th e  sequence {/z^. (l-g ^ J  : n -  1 , 2 , . . . }  i s
u n ifo rm ly  co n v e rg e n t; th u s  || [h^-h] . || -> 0 as n -> 00 , f o r  each
f ix e d  k . Hence <i(/z^, /?) *> 0 , and so (£ ,  d ) i s  com plete .
F in a l ly ,  f o r  th e  c o n t in u i ty  o f  th e  map h i—► T^(?z) f o r  each  f ix e d
n , we need  to  use th e  a -sm oo thness o f  each T . Choose k such t h a tn
^rS^k) < e anc  ^ a  ^ > 0 so t h a t  2^ .6  < e . Then f o r  /z^, £ S ,
^ 2  ^ = < Ö imPl i e s  t h a t  II ^ l - ^  * H £ * Thus
< e . y i )  + 2Tn (3fe)
and th e  r e q u ir e d  c o n t in u i ty  fo llo w s . □
8. Further remarks
1. As S r in iv a sa n  (1955) rem arked , th e  in n e r  m easure approach  to  th e  
c o n s tr u c t io n  o f  m easures was lo n g  c o n s id e re d  unw orkable. This i s  q u i te  
t r u e  in  one s e n se . For by m erely  m im icking c l a s s i c a l  C ara theodo ry  o u te r  
m easure te c h n iq u e s  we canno t hope to  a r r iv e  a t  a co u n tab ly  a d d i t iv e  
e x te n s io n .  Von Neumann (1950 , p . 25) had a lre a d y  n o t ic e d  t h i s ;  he p o in te d  
o u t t h a t  th e  c o u n tab le  su peraddit'iv 'tty  o f  in n e r  m easures canno t be used  as 
a s u b s t i t u t e  fo r  o u te r  m easure c o u n tab le  s u b a d d itiv d ty . Indeed  th e  su p e r ­
a d d i t i v i t y  i s  j u s t  a consequence o f  f i n i t e  a d d i t i v i t y .  To d evelop  th e  
th e o ry  f o r  in n e r  m easures e f f e c t iv e l y  g r e a te r  use must be made o f  th e  
in n e r  r e g u l a r i t y  and "sm oothness a t  0 " p r o p e r t i e s , as we showed in  S e c tio n  
2 . T his i s  b o th  th e  s t r e n g th  and th e  w eakness o f  th e  m ethod, s in c e  i t  means 
t h a t  g r e a t e r  s t r u c t u r e  can be o b ta in e d  b u t in  a l e s s  g e n e ra l s e t t i n g  th an  
f o r  o u te r  m easures. More p r e c i s e ly ,  f o r  f i n i t e  m easures th e  two approaches 
a re  v i r t u a l l y  e q u iv a le n t ,  b u t f o r  th e  i n f i n i t e  case  some s o r t  o f  l o c a l  
f i n i t e n e s s  i s  needed  b e fo re  in n e r  r e g u l a r i t y  becomes a w orkable p r o p o s i t io n .
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I n t e g r a l  r e p r e s e n t a t i o n  th eo re m s  a re  t a i l o r  made f o r  such  a t h e o r y  th o u g h .
2 . The R ie s z  r e p r e s e n t a t i o n  h a s  a  lo n g  and f a s c i n a t i n g  h i s t o r y  which 
i s  u s u a l l y  t a k e n  t o  d a te  from R i e s z ' s  i n i t i a l  c o n t r i b u t i o n  i n  1909 , 
a l t h o u g h  l e s s  co m p le te  form s had  been  i n  e x i s t e n c e  f o r  some y e a r s  b e f o r e  
t h a t .  To s u rv e y  th e  deve lopm en t s i n c e  t h e n  would be more t h a n  we w ish  to  
a t t e m p t ;  i n s t e a d  we r e f e r  t h e  r e a d e r  t o  t h e  a c c o u n t s  by B o u rb a k i  (1 9 5 6 ,
Note  H i s t o r i q u e ) ,  Edwards (1 9 6 5 ,  p .  212; 1972 , p .  3 6 ) ,  D unford  & S c h w ar tz  
( 1 9 6 6 ,  p .  373) and  B a t t  ( 1 9 7 3 ) .  L e t  us j u s t  rem ark  t h a t  t h e  s tu d y  o f  Radon 
m e a s u re s  on l o c a l l y  compact s p a c e s  h a s  p r o b a b ly  b e e n  t h e  g r e a t e s t  s i n g l e  
i n f l u e n c e  on th e  s u b j e c t ,  l e a d i n g  as  i t  h a s  t o  B o u r b a k i ' s  (1952 t o  1969) 
b e a u t i f u l l y  c o n s t r u c t e d  t h e o r y .  T h is  c o n t r i b u t i o n  i s  s u r e l y  w o r th y  o f  
g r e a t e r  a p p r e c i a t i o n  by n o n - F r a n c o p h i l e s .
At l e a s t  f o r  c o m p le te ly  H a u s d o r f f  s p a c e s ,  t h e  more r e c e n t  Radon t h e o r y  
o f  B o u rb a k i  can  a l s o  be o b t a i n e d  by f a i r l y  s im p le  m o d i f i c a t i o n s  o f  o u r  
Example 6 . 2 .  Of c o u rs e  t h e  i n n e r  m easure  a p p ro a c h  l e a d s  t o  some d i f f e r e n c e s  
i n  t h e  d e v e lo p m e n t ,  b u t  w i th  j u d i c i o u s  u se  o f  such  B o u rb ak ian  c o n c e p t s  as  
"m oderee"  a  q u i t e  s a t i s f a c t o r y  t h e o r y  can be c o n s t r u c t e d .  See a l s o  
S c h w a r t z ' s  (1973)  r e c e n t  book .
3 . I t  i s  p o s s i b l e  t o  o b t a i n  r e p r e s e n t a t i o n  r e s u l t s  l i k e  t h o s e  in  
S e c t i o n  5 w i th o u t  a ssum ing  A3. These a r e  n a t u r a l l y  more c o m p l i c a t e d ,  and 
i n v o lv e  a ty p e  o f  t i g h t n e s s  c o n d i t i o n  f o r  l i n e a r  f u n c t i o n a l s .  T h is  l e a d s  t o  
r e s u l t s  a n a lo g o u s  t o ,  and e x t e n d i n g ,  t h o s e  c o n s id e r e d  by Tops^e (1 9 7 0 b ,  
S e c t i o n  6 ) .  On th e  o t h e r  hand t h e  lo w e r  s e m i ^ c o n t i n u i t y  a s su m p t io n  A4 can  be 
r e p l a c e d  by t h e  c o r r e s p o n d in g  u p p e r  s e m i - c o n t i n u i t y  r e q u i r e m e n t .  W ith a 
t i g h t n e s s  c o n d i t i o n  throw n i n ,  i n t e g r a l  r e p r e s e n t a t i o n s  can a g a in  be o b t a i n e d  
(T ops^e  ( 1 9 7 4 a ) ) .  T h is  i n v o lv e s  some r a d i c a l  changes  i n  t h e  m ethods we
have  d e s c r i b e d  i n  S e c t i o n  4 ;  t h e  r e s u l t s  a r e  b e t t e r  t h o u g h t  o f  a s  a n a lo g u e s  
o f  t h e  " B a i r e  t o  B o re l"  c o n s t r u c t i o n  a n a ly s e d  by Tops^e (197Qb, S e c t i o n  5 ) .
4 . Some o f  t h e  d e e p e r  r e s u l t s  i n  m easure  t h e o r y  a r e  p ro v e d  by 
c a t e g o r y  m ethods .  The V i t a l i - H a h n - S a k s  and Nikodym th eo rem s  (D u n fo rd  6 
S c h w a r tz  (1 9 6 6 ,  p .  1 5 8 ,  Theorem 2 & C or .  3 ) )  a r e  good exam ples  o f  t h i s ,
a s  i s  t h e  A le x a n d ro f f - L e  Cam th eo rem  o f  S e c t i o n  7. I n d e e d ,  i t  i s  p o s s i b l e  
t o  s l i g h t l y  " a b s t r a c t i f y "  t h e  t e c h n i q u e s  we u se d  t h e r e  t o  i n c l u d e  b o th  th e  
Nikodym and  t h e  A le x a n d ro f f - L e  Cam a s s e r t i o n s  as  two r e l a t e d  a s p e c t s  o f  t h e
same r e s u l t .
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CHAPTER 3
WEAK CONVERGENCE AND COMPACTNESS
In this chapter a generalised form of weak convergence is considered, 
with a view to extending Prohorov's theorem on the equivalence of uniform 
tightness and relative compactness for families of probability measures on 
Polish spaces. By employing the integral representations of Chapter 2, we 
are able to give simple functional analytic proofs of general necessary 
and sufficient conditions for relative compactness in spaces of measures. 
These are similar to those developed by Topstfe (1970a, 1970b). A survey 
of other ways of approaching the same problem is given in Section 11.
9 0 Weak convergence theory: introduction
The theory of weak convergence, as it is currently applied in 
probability theory, has come to be regarded as a study of convergence of 
Borel probability measures on Polish spaces, of which the most popular 
representatives are the function spaces like C[0, 1] and £>[0, 1] . The 
latter occur quite naturally when working with stochastic processes via 
their sample path behaviour e.g. a process with a.s. continuous sample 
paths is usually realisable as a probability measure on a space of 
continuous functions (Billingsley (1968, p. 66)). The obvious success of 
this Polish space theory is in large part due to the fundamental work of 
Prohorov (1956), who not only pointed out the significance of this 
particular approach, but also developed much of the necessary technical 
apparatus.
However even as early as in the work of Alexandroff (1943), there 
have been efforts to treat weak convergence in a more general setting. One 
paper that stands out in this respect is that of Le Cam (1957). He used 
functional analytic techniques in a study of the weak convergence behaviour 
of measures on uniform spaces. In particular he proved a number of results 
on compactness for sets of tight measures, including what may be identified 
as a generalised form of "Prohorov’s theorem" (Billingsley (1968, p. 35)).
We believe that this more general weak convergence theory could be used to 
greater advantage in probability theory (see Chapter 6 for example).
In this chapter one aspect of the general theory will be examined, viz.
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methods for obtaining criteria for relative compactness in various spaces 
of measures. We have three reasons for proceeding in this way. Firstly, 
problems of relative compactness provide a non-trivial illustration of 
the techniques available in the general theory. Secondly, this is a topic 
of some theoretical importance, as shown by the substantial amount of 
attention it has received in the literature (see Section 11). Lastly, our 
necessary and sufficient conditions generalise Prohorov’s theorem; and it 
is that result which dominates the Polish space theory in its applications 
to probability. Let us see why this is so.
As expounded by Billingsley (1968), the standard form of weak 
convergence theory can be developed for an arbitrary metric space X . The 
separability and completeness assumptions are not needed initially, although 
they later prove desirable. Let C(X) denote the space of all bounded, 
continuous real functions on X . Then the sequence {P^ } Borel
probabilities on 
(written P^ =* P )
X is said to converge weakly to the target measure 
if:
P
P^(/) -*■ P(/) for every / € P(X) . (9.1)
From this weak convergence it can be deduced that (9.1) also holds if f 
is only bounded and continuous P a.s.0 More generally, if T is a P 
a.s. continuous map into another metric space, then it can be proved that
the induced measures P^.T ^ also converge weakly, to P.T ^ . Here lies
the great usefulness of the whole method.
The mechanics of proving weak convergence are usually handled in two 
stages. First it is verified that the convergence in (9.1) is valid for 
all / ’s in some separating class of functions F (i.e. knowledge of 
P(f) for all / ( F uniquely determines P amongst the class of all 
Borel probabilities on X ). Then the uniform tightness of the sequence 
{P^} must be proved: for every £ > 0 there exists a compact set
such that liminf P > 1 - £ . From uniform tightness it follows that
{P^} has a vital sequential compactness type of property: for every
subsequence of } there is a further sub-subsequence weakly convergent
to some probability measure on X . The weak convergence P^ => P is then
easy to deduce.
The whole flavour of the theory stems from the importance of the role
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p la y ed  by u n ifo rm  t i g h tn e s s .  In  t h i s  sen se  modern weak convergence th e o ry  
can be d a te d  from  P ro h o ro v ’s 1956 p a p e r ,  s in c e  he i s  th e  one u s u a lly  
c r e d i te d  w ith  d ev e lo p in g  th e  un ifo rm  t ig h tn e s s  id e a  (of .  our rem arks 
e a r l i e r  on th e  work o f  Le Cam). In  a d d i t io n ,  P rohorov  showed th a t  un ifo rm  
t i g h tn e s s  i s  a c tu a l ly  a n e c e ssa ry  and s u f f i c i e n t  c o n d itio n  f o r  " s e q u e n t ia l  
co m p ac tn ess" , when X i s  a P o lis h  sp a c e ; so  i t  i s  a l s o  a n e c e ssa ry  
c o n d itio n  f o r  weak convergence (se e  S e c tio n  16 f o r  cases  where i t  i s  
p o s s ib le  to  av o id  check ing  un ifo rm  t ig h tn e s s  d i r e c t l y ) .  For g e n e ra l sp a c e s , 
th e  s i t u a t i o n  i s  n o t so c l e a r  c u t .
As w i l l  be e x p la in e d  in  th e  n e x t s e c t i o n ,  i t  i s  n a tu r a l  to  r e p la c e  th e  
" s e q u e n t ia l  com pactness" c o n d it io n  by th e  p ro p e r ty  o f  r e l a t i v e  com pactness. 
For P o lis h  sp aces  th e  two c o - in c id e , so P ro h o ro v ’s r e s u l t  may be s t a t e d  a s : 
a fam ily o f  p r o b a b i l i t y  measures i s  r e l a t i v e l y  oompaot in  the space o f  a l l  
t i g h t  p r o b a b i l i t y  measures i f f  i t  i s  uniformly t i g h t .  [R e c a ll  t h a t  any 
B ore l p r o b a b i l i t y  m easure on a P o lis h  space  i s  a u to m a tic a l ly  t i g h t  
( B i l l in g s le y  (1968 , p . 1 0 ) ) ,  so  th e  r e s t r i c t i o n  to  th e  space  o f  t i g h t  
p r o b a b i l i t i e s  i s  in o p e ra t iv e  in  t h i s  c a s e . ]  In  g e n e ra l t h i s  e q u iv a le n c e  i s  
no lo n g e r  v a l id ;  u n ifo rm ly  t i g h t  f a m i l ie s  a re  r e l a t i v e l y  com pact, b u t  n o t 
c o n v e rse ly . Those sp aces  f o r  w hich r e l a t i v e l y  compact f a m i l ie s  a re  
n e c e s s a r i ly  u n ifo rm ly  t i g h t  a re  som etim es c a l le d  Prohorov spaces .  As 
Tops^e (1974b) has su rv ey ed  t h i s  a re a  we s h a l l  n o t dw ell on i t  f u r t h e r ,  
save to  r e m a rk .th a t  P r e is s  (1973) has shown th a t  th e  r a t i o n a l  numbers do 
n o t c o n s t i tu te  a P rohorov  sp a c e . We f e e l  t h a t  r e l a t i v e  com pactness i s  th e  
more im p o rta n t concep t in  g e n e r a l ,  and th a t  un ifo rm  t ig h tn e s s  sh o u ld  be 
re g a rd e d  as j u s t  a u s e f u l  s u f f i c i e n t  c o n d i t io n .  Hence our aim w i l l  be to  
f in d  n e c e s s a ry  and s u f f i c i e n t  c o n d itio n s  f o r  r e l a t i v e  com pactness, r a t h e r  
th a n  to  e x p lo re  un ifo rm  t i g h tn e s s  f u r t h e r .
10o Weak convergence and compactness for more general spaces
As d e f in e d  by ( 9 .1 ) ,  weak convergence can be i n t e r p r e te d  as convergence 
in  th e  weak* topo lo g y  on th e  d u a l o f  th e  Banach space C(K) , s in c e  B o re l 
p r o b a b i l i t i e s  can be i d e n t i f i e d  w ith  c e r t a in  l i n e a r  f u n c t io n a ls  on C(K)
( o f o th e  comments o f  B i l l in g s l e y  (1968 , p . 1 6 ) ) .  T h is id e a  can be c a r r i e d  
over to  g e n e ra l  to p o lo g ic a l  s p a c e s ,  to  g iv e  a q u i te  com prehensive th e o ry  
fo r  weak convergence o f  B a ire  m easu res. Such a tre a tm e n t was g iven  by 
V arad ara jan  (1 9 6 5 ) , b ased  on a com bination  o f  th e  g eo m etric  approach  o f  
A lex an d ro ff (1940 , 1941, 1943) and th e  f u n c t io n a l  a n a ly t i c  methods o f  Le Cam
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(1957). It is essentially this form of the theory which we shall be 
describing, but our efforts will be channelled towards making greater use 
of simple functional analytic ideas. When combined with the integral 
representation techniques of Chapter 2, these lead to a variety of results 
in measure theoretic form, results which are difficult to obtain by more 
direct arguments.
We work from the general to the particular, starting with an abstract 
formulation for which the functional analytic aspects are to the fore. To 
begin with we consider the totality L of positive linear functionals on a 
certain space C of real valued functions, L being equipped with the 
natural weak* type 0f topology. Certain subspaces L(V) of L will be 
shown to correspond to particular types of measures, such as the G-additive 
or tight ones. Identification of the relatively compact subsets of L(V) 
can be reduced to two simple tasks: show that A cz L(V) is relatively
compact in L , and then that the closure of A in L contains only 
members of LCD) . The results can then be translated into measure 
theoretic terms by means of the theorems of Chapter 2U In spirit, but not 
in actual manipulative detail, this approach is close to that adopted by 
Le Cam (1957), and later Bourbaki (1969, p. 63).
Suppose then that we are given a vector lattice of real valued 
functions on some abstract space X . Let C denote its positive cone.
We assume that' C also satisfies Stone’s condition (see A3 of Section 3), 
in order that a good proportion of the conditions of Theorem 5.1 should be 
satisfied. This will ensure that there is a rich supply of measures 
generated by the cone L of all non-negative linear functionals on C . 
Possible choices for C include the bounded continuous functions on an 
arbitrary topological space (as in Varadarajan’s (1965) paper), the 
continuous functions of compact support on a locally compact space (leading 
to the concept of vague convergence), or the bounded uniformly continuous 
functions on some uniform space (see Chapter 4).
Equip L with its C-topology i.e, the weakest topology such that 
Tig) is a continuous function of T € L , for every g € C . A net {T^}
converges to T in this topology iff 21 (g0 -*■ Tig) for every g € C ; so
the idea of weak convergence (or more properly, weak* convergence) is 
underlying the definition. We shall sometimes use the prefix C- when 
describing properties of this topology e.g. C-relatively compact means 
relatively compact wrt the C-topology.
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Now to identify those members of L which correspond to measures of 
varying degrees of smoothness, we make use of a device similar to that 
employed in Examples 6.3 and 6.4. Take the case of tight Borel measures 
for example. Such measures can usually be identified with those positive 
linear functionals on C(X) for which: ® for anY net in
C(X) such that 1 > -*■ 0 uniformly on compacta. Notice that the map
T I— *■ is continuous in T for each fixed f^ . This generalises
immediately to the following procedure.
Suppose V is a family of nets of real valued C-continuous functions 
on L . Then the subset L(V) of L is defined to consist of those 
linear functionals T for which:
Pß(T) -> 0 for every net {p^} € t? . (10.1)
By analogy with a- and T-sinoothness, a functional satisfying (10.1) will 
sometimes be termed V-smooth. The advantage of introducing this concept is 
twofold. it enables the simultaneous derivation of compactness results 
for most of the spaces of measures usually considered; and it reduces the 
identification of measures to a topologically convenient form.
Finally, to avoid any possible confusion over usage, we specify the 
notions of compactness which are to be employed. In the absence of various 
countability constraints, the "sequential compactness" described by 
Billingsley (1968, p. 35) loses much of its relevance. This is only to be 
expected since purely sequential considerations are usually inadequate for 
the description of general topological properties. Instead, we employ the 
concepts of relative compactness of sets and nets (of. Parthasarathy (1967, 
p. 47) and Tops^e (1970b, prelim 7)).
Let S be any Hausdorff topological space. A subset A c S is said 
to be relatively oornpaot in S if its closure A is compact. [Notice 
that each of the spaces L(V) is Hausdorff.] A net {sal on & as saad
to be relatively oornpaot in S if every subnet contains a further sub­
subnet convergent to a point of S 0 If the topology on S is also regular 
(Kelley (1955, p. 113)) then it can be shown that A c S is relatively 
compact in S iff every net on A is relatively compact in S ; this is 
why we have slightly modified Tops^e’s terminology. [Notice that L , and 
hence also each L(V) , is regular of. Section 15.] In terms of universal 
nets (Kelley (1955, pp. 81, 136) or Wilansky (1964, Chap. 9)) these 
definitions simplify to: A is relatively compact in S iff every
45
u n iv e r s a l  n e t  on A converges to  a p o in t  o f  S \ and i-s r e l a t i v e l y
com pact in  S i f f  every  u n iv e r s a l  su b n e t i s  co n v erg en t in  S . In  
p a r t i c u l a r ,  A i s  compact i f f  ev e ry  u n iv e r s a l  n e t  on A i s  co n v erg en t to  
a p o in t  o f  A . I t  sh o u ld  n o t be d i f f i c u l t  f o r  th e  r e a d e r  to  see  how 
th e s e  com pactness n o tio n s  can p la y  th e  same r o le  in  th e  g e n e ra l  th e o ry  as 
th e  s e q u e n t i a l  v e rs io n s  ad o p ted  by B i l l in g s l e y  (1968 , p . 35) do in  th e  
m e tr ic  c a s e .
The f i r s t  s te p  tow ards f in d in g  c o n d itio n s  f o r  r e l a t i v e  com pactness o f  
s e t s  and n e t s  in  L(V) c o n s is t s  o f  c h a r a c te r i s in g  r e l a t i v e  com pactness in  
L . Then we d em o n stra te  how a s o r t  o f  u n ifo rm ity  o v e r th e  convergence in  
(1 0 .1 )  e n su re s  t h a t  a l l  th e  c l u s t e r  p o in ts  o f  a s e t  o f  f u n c t io n a ls  l i e  in  
L(V) . For p a r t i c u l a r  P 's  t h i s  c o n d it io n  can be g iven  e q u iv a le n t  
m easure t h e o r e t i c  fo rm u la tio n s .
THEOREM lOolo (a) A c  L i s  C - r e la t iv e ly  compact in  L i f f :
sup T( h) < 00 fo r  every h 6 C . (1 0 .2 )
TtA.
(b) The n e t i s  C -r e la t iv e ly  compact in  L i f f :
lim sup T ( h ) < 00 fo r  every h € C . (1 0 .3 )
ot
P ro o f . (a) I f  th e  c lo s u re  A i s  compact th e n  every  co n tin u o u s  r e a l  
fu n c t io n  on L i s  bounded on A , and hence on A . Apply t h i s  re a so n in g  
to  th e  co n tin u o u s  fu n c tio n  21 T(h)  to  g iv e  ( 1 0 .2 ) .  C o n v erse ly , suppose 
{T^} i s  a  u n iv e r s a l  n e t  on A and l e t  M^  d eno te  th e  supremum in  ( 1 0 .2 ) .
By an e lem en ta ry  p ro p e r ty  o f  u n iv e r s a l  n e ts  (K e lle y  (1955 , pp. 81, 1 3 6 )) ,
{T (h )} i s  a u n iv e r s a l  n e t  on th e  compact i n t e r v a l  [o , Mf] o f  th e  r e a l  
Ot I*
l i n e ,  and hence i t  i s  c o n v e rg e n t. Thus T(h)  = lim  T ( h ) d e f in e s  th e
ot
T i l  to  w hich th e  n e t  {t^} co n v erg es.
(b) Suppose {^a l r e l a t i v e l y  compact in  L • Then i f
lim sup T (h) - 00 fo r  some h € C , th ere  would be a subnet \ t  .} fo r  ot ota
w hich T Ah)  -*■ 00 . No su b n e t o f  \T .} co u ld  th e n  be C -c o n v e rg e n t. The 
a ' cl J
argum ent f o r  th e  con v erse  i s  th e  same as f o r  (a) .  E]
P a r t  (a) o f  t h i s  theorem  sh o u ld  be f a m i l i a r  to  anyone who has worked 
w ith  Radon m easures on a lo c a l ly  compact space  (B ourbak i (1952 , Chap. I l l ,  
§ 2 ) ) ,  o r  who has used  th e  B o u rb ak i-A lao g lu  theorem  (D unford 6 Schw artz
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(1966, p. 424)).
The next step involves supplementing the boundedness condition (10.2) 
to ensure that the compact closure of A is in fact contained in L(V) , 
and hence that A is relatively compact in L(V) . The idea is to 
justify the interchange of the two limiting operations -+ T and that in
(10.1) to prove that the limit point T , of a net {i7^} on A , is also a
member of L(V) . This leads to uniformity conditions of the kind seen in 
Arzela-Ascoli type theorems on compactness (Dunford 6 Schwartz (1966, 
pp. 266-269)).
THEOREM 10.2. (a) A s e t  A i s  r e la t i v e l y  compact i n  L(V) i f f
b o th  the  boundedness c o n d it io n  (10.2) and the  fo l lo w in g  c o n d it io n  a re  
s a t i s f i e d :  f o r  e ve ry subnet {pß} o f  a n e t i n  V and e ve ry e > 0 th e re
e x is t  f i n i t e l y  many in d ic e s  3^, ..., 3^ such th a t
sup min p (T) < e . (10.4)
T iA  i - 1,... ,n ^ i
(b ) A n e t {21 } i s  r e la t i v e l y  compact in  L(V) i f f  b o th  the
boundedness c o n d it io n  (10.3) and the  fo l lo w in g  c o n d it io n  a re  s a t i s f i e d :  
f o r  e ve ry subnet {p^} o f  a n e t in  V and e ve ry e > 0 th e re  e x is t
f i n i t e l y  many in d ic e s  31# _ _ _  3^ such th a t
limsup min Pg (^a) < e • (10.5)
a i - 1 , _ _ ,n  i
Proof. (a ) Suppose A is a compact subset of L(V) . It is therefore 
also compact as a subset of L , so (10.2) is satisfied by virtue of 
Theorem 10.1. Now let {Pß} be a subnet of a net in V . By definition,
P ß W  +  0 for every T € L(V) . Thus, in view of the continuity of the
map
is
T I— *  Pß(T) , the family of sets of the form G^ = {l7 € L : p ^ ( T )  <
an open cover of the compact set A . Choosing the finite subcover 
, ..., Gq leads immediately to (10.4).
e}
Conversely, let A denote the closure in L of a set A satisfying 
(10.2) and (10.4). From Theorem 10.1, A is compact. If there were a 
Tq E A \ L ( V ) , then there would exist a subnet {Pß} a ne"t i-n P and an
£ > 0 for which inf Pß^^) > e . Choose 3j_» . .., 3^ as specified by
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(10.4) and consider the continuous function on L defined by
y(T) = min pft (T) . 
i-1,...,n
It is an elementary topological fact that the supremum of any continuous 
function over the set A is the same as its supremum over the closure A . 
Thus
sup Y(T) = sup_ y(T)
TOl T(A
2 Y(r0)
> £
in contradiction to (10.4).
(b) The proof is completely analogous to the above, with "sups" being 
replaced by "limsups", and the following elementary lemma being utilised 
for the necessity. □
LEMMA. Let {s^} be a net on some topological space S . Then it is
relatively compact in S iff for every family G of open sets covering
S , there exist finitely many G , ..., G ( G such that1
8^ € G u ... u Gn eventually. LI
We omit the routine proof. [Consider nets whose indexing sets are 
derived from the family of all finite unions of G sets.]
In principle the general problem of compactness has now been solved. 
We illustrate the way the general results can be applied by giving three 
examples, starting with the more abstract and working towards two 
specific cases. As the results for relatively compact nets can usually be 
proved without any extra difficulties, we restrict ourselves to the case 
of relatively compact subsets.
EXAMPLE 10.1. Suppose K is a (0, U/, fl/) paving on X and that 
C satisfies A4 of Section 3, i.e. {h 5 a} € F(K) for every a > 0 and 
h € C . Abusing notation slightly, we write L(K) for the subcone of L 
consisting of those functionals representable by a K-regular finitely 
additive measure. This is justifiable since there is a family of nets V 
generating L(K) . For, from Theorem 5.1, the necessary and sufficient 
conditions for T (. L to be representable by a K-regular measure are:
(i) for every h 6 C , T(h A n) t T(h) as n - +  OO
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(ii) if K n = 0 then i n f a h^ ] : 1 < 7z^  € C} = 0 ;
i
(iii) for every h £ C and £ > 0 , there exists a £ K such 
that T(h’) < £ for every h r < h which vanishes on X .
These can be rewritten as:
(i)' for every h E C , T(h\n) 4 0 as n 00 ;
(ii)’ if £ n = 0 then lim T(7z) = 0 , where the limit is
taken over the directed set of all those h £ C expressible
in the form /z, A with 1T, S h . £ C ■1 2  K. v
(iii)’ (because of Theorem 5.2) if h > ^ 0 uniformly on
sets then ^(^a) 0 ;
and (i)', (ii)' and (iii)' are in just the form required by (10.1). The 
following result is thus a simple consequence of Theorem 10.2. Notice how 
monotonicity of the convergence in (i)' and (ii)' is used to simplify the 
condition (10.4); also there is no need to work with subnets in (iii)'.
We omit the proof.
THEOREM 10.3. A set A cr L(K) is relatively compact in L(K) iff 
the boundedness condition (10.2) is satisfied and:
(i) for every h € C sup T(h\n) 4 0 as n 00 ; (10.6)
T£A
(ii) if n = 0 and £ > 0 then there exist 
for which T[h A h^ ] < £ for every T £ A ;
h. > z K
(10.7)
(iii) if h > h^ -+ 0 uniformly on K-sets and e > 0 j then there 
exist finitely many indices a , ..., such that
sup min T{h )< £ . El (10.8)
T$A i-1,. . . ,n a
The main purpose of this example lies in showing how to work with the 
L(V) type characterisation to obtain measure theoretically significant 
spaces of linear functionals. We shall also use Theorem 10.3 though to 
obtain the more interesting results for spaces of tight measures in the next 
example. By working in this setting, we can also illuminate the general 
relationship between uniform tightness (in a Prohorov sense) and relative 
compactness. Here uniform tightness means that K should exhaust C in some
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uniform way. Specifically, let us call A c L(K) uniformly K-tight if 
for every /? € C and £ > 0 there exists a K € K such that h > h ’ ( C 
and h' - 0 on K imply that T(h') < £ for every T 6 A (of. Section 
5). As Le Cam (1957) has shown, this notion is equivalent to a type of 
equicontinuity.
THEOREM 10.4. Let A be a subset of L(K) satisfying the boundedness 
condition (10.2). Then it is uniformly K-tight iff it is equicontinuous in 
the sense that:
h > h 0 uniformly on K-sets implies sup T[h 0 . (10.9)a m  a
Proof. For a uniformly /(-tight A c L(K) , choose K as above and
let h* be a C function dominating 1 . Then for large enough a ,K
h > hg\(th*) = 0 on K , and hence T(/za\(£/?*)] < £ for every T € A .
Thus sup T[h ) S £ + £ . sup T(h*) eventually.
TG4 00 TiA
Conversely, suppose there exists 
following property: for every K ( K
an h ( C and an £ > 0 having the
there is an hv 'S h which vanishes K
on X , but sup T [hj,] > £ . The net 
TG4
then violates the equi­
continuity condition (10.9). D
We draw two conclusions from this theorem. Firstly, since equi­
continuity is clearly a stronger condition than (10.8), uniform /(-tightness 
can replace (10.8) in Theorem 10.3 to give sufficient conditions for A 
to be relatively compact in L(K) . Secondly, if A is regarded as a 
family of /(-regular measures, then a sufficient condition for uniform 
/(-tightness is:
for every h ( C and £ > 0 there exists K ( K such that
\i*[h. 1 ) < £ for every y £ A . (10.10)
K°
If 1 ( C and every h € C is bounded then (10.10) is equivalent to:
for every e > 0 there exists K ( K such that y* [K°) < £ for 
every y £ A . (10.11)
So either (10.10) or (10.11) can also be used to replace (10.8) to obtain 
sufficient conditions for relative compactness. The parallel with the 
standard uniform tightness conditions of Prohorov's theorem is obvious. In 
general a condition like (10.10) or (10.11) is stronger than uniform
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K-tightness; but in the presence of the strong separation condition A5T of 
Section 3 they can become equivalent, of. Example 10.2. //
Now we move closer to the original form of Prohorov’s theorem by 
taking K as a paving of compact sets.
EXAMPLE 10.2 (of. Example 6.4). Let X be a completely Hausdorff 
space, C the cone of bounded continuous non-negative functions on X , 
and K the paving of compact subsets of X . In the notation of Example 
10.1, L(K) can be identified with the space of tight (= inner regular wrt 
compact sets) Borel measures on X . To conform with accepted usage, let 
us write M + (X, t) for the set of all such measures. Observe that the 
C-topology on A?+ (X, t) is really just the usual topology of weak 
convergence, as defined by Varadarajan (1965) for example. By noticing 
that conditions (10.6) and (10.7) are vacuous in the present case, we obtain 
directly from Theorem 10.3:
THEOREM 10.5. A set A c / ( X ,  t) is relatively compact in that 
space iff the following two conditions are satisfied:
(i) sup ]i(X) < 00 (i.e. A is bounded,); (10.12)
(ii) for every net {h^} on C with 1 > h^ -* 0 uniformly
on cornpacta3 and every e > 0 there exist finitely many
indices a, , ..., a such that 1 ’ n
sup min \i[h ) < £ . Cl (10.13)
yOl i-1,... ,n ai
This is stated purely for reference purposes. A more interesting form 
is obtained by expressing (10.13) in measure theoretic terms. The resulting 
version is closely related to a theorem first proved by Tops^e (1970a). It 
is expressible in terms of the paving P of positive sets (or co-zero sets), 
which consists of those open sets whose complements are zero sets (see 
Example 5.2). This paving can also be defined as the class of sets of the
form h ^(H) , where h Z C and H is an open subset of the real line. It
has the useful property: if K € K and G € P with K c G then there is
an h i d  for which 0 < h < 1 and h - 0 on K , h - 1 on (f . One
more point: a paving G is said to dominate K if each member of K is
contained in some member of G .
THEOREM 10.6. A set A c M + (X, t) is relatively compact in that 
space iff it is hounded and the following condition is satisfied:
51
for every G c P which dominates K and e > 0 j there exist 
finitely many £ , . .., Gn € G for which
sup min y (G?) < £ . (10.14)
yG4 i=l,... ,n
Proof. We show (10.13) and (10.14) are equivalent. Suppose that 
G c P dominates K and that (10.13) is satisfied. Then for each K € K 
there exists a G^ € G containing K . So by the separation property we
can find an hv € C with 0 5 hv < 1 and hv - 0 on K , = 1 onÄ  K K Ji
6^ . The net satisfies the requirements of (10.13), so there are
K , ..., K € K for which 1 n
sup min y [h^  ) < e . 
y G4 i-1,... ,n i
But hß > 1 G , hence y(/i^ ) > y (G^ ) and (10.14) follows.
gk
Conversely, if (10.14) is satisfied and [h^ } is a net of the type
required for (10.13), then the family of P sets of the form
G^  = \h^  < e} dominates K ; so we can find a.. , ..., a for which a L a J ’ I n
sup min y G^ 
yC4 i=l,... ,n  ^°v
< e .
Thus
sup min \i{h ) - sup min 
A i ai A
h . 1 _a. G  ^ v  ^ a +U’£
A .1
• ai £* a£
5 e . sup y(X) + e . 
A
We refer the reader to Tortrat's (1971a, §24) book for another way of 
approaching this result.
COROLLARY 1. If X is a Tychonoff space (Kelley (1955, p. 117)) 
then the above theorem is still true if V is replaced by the paving of all 
open subsets of X .
Proof. As C generates the topology of a Tychonoff space it follows 
that P is a base for the topology which is closed under finite (in fact 
countable) unions. Thus any open set G can be represented as the union of
52
an upward filtering family of P sets. If I is a compact subset of G , 
there is therefore a G' ( P such that K c G’ c G . The result follows. □
The form of the theorem given by Corollary 1 is the same as that to 
which Tops^e's (1970a) result reduces in the Tychonoff case. The general 
statement of his theorem is in terms of a finer definition of "weak 
topology"; he has avoided the need to work with the smaller paving P by 
exploiting the separation of compact sets by open sets, rather than the 
stronger separation with continuous functions which we require.
From our Theorem 10.6 we can also recover the general version of 
Prohorov's theorem regarding the sufficiency of the uniform tightness 
condition.
COROLLARY 2. A sufficient condition for A c  A/+ (X, t) to be 
relatively compact in that space is that it be bounded and uniformly tight: 
for every e > 0 there exists a compact K s u c h  that
sup y {%?') < £ . O 
yG4 £
As has already been remarked, Preiss (1973) showed that the space Q 
of rational numbers is not a Prohorov space, i.e. uniform tightness is 
not a necessary condition for relative compactness in M+(Q, t) . //
Finally we consider another application of Theorem 10.2 of slightly 
more than passing interest, since it may be possible to use it to extend 
the results on hypothesis testing with capacities, as developed by Huber 
S Strassen (1973, in particular, Lemma 2.2).
EXAMPLE 10.3. Let X be a Tychonoff space, and take C as the cone
of bounded continuous non-negative functions on X . M+(X, t ) denotes the
space of all T-additive finite Borel measures on X . [These are
automatically inner regular wrt closed sets - see Section 12.] By virtue of
Example 6.3, the measures in M+(X, t ) can be placed in a one-to-one
correspondence with the functionals in L(V) , where V consists of all
those nets in C for which 1 > h i 0 . Notice that y (h ) convergesuc uc
monotonely to zero for each {/j } € V and y £ M+(X, x) , so the proof of 
necessity in Theorem 10.2 is really just a Dini's theorem type of argument.
THEOREM 10.7. A set A c  Af^X, x) is relatively compact in that 
space iff it is bounded and:
if {^a l is a net in C for which 1 > h^ T 0 then
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sup y [h ) 1 0 . D (10.15)
y £4 a
By going through the same sort of integral representation procedure as 
before, we can show that (10.15) can be replaced by either of the 
following two conditions and the theorem still remains valid. In each case, 
the necessity half is a consequence of Dini's theorem for decreasing nets 
of upper semi-continuous (u.s.c.) functions. The conditions are:
for every net of u.s.c. functions { f y ) f°r which 1 > / 1 0 ,
sup y(f ) 1 0 ;  (10.16)
y£4 u
and:
for every family {.F } °f closed sets with 1 0 ,
sup y(f ) 1 0 . (10.17)
y £4 a
Similar results for non-Tychonoff spaces, or for relative compactness 
in the space of O-additive measures, can be proved with just slight 
modifications: essentially the role of the Borel O-algebra is taken over
by the Baire O-algebra. Varadarajan (1965), Badrikian (1970) and Tops^e 
(1970a) have each derived theorems in this vein. //
This is all we wish to say about the general problem of relative 
compactness. Unfortunately there is a dearth of convincing applications 
to non-theoretical situations to date; the classical form of Prohorov's 
theorem can handle most of these. However this should not diminish the 
theoretical importance of such generalised compactness results. If there 
is any advantage in extending weak convergence theory beyond the metric 
setting at all, then these are some of the more natural problems to be 
considered. We hope that the reader is in some measure convinced that the 
combination of flexible integral representation theorems and functional 
analytic techniques is a viable method of attack. Some of the alternatives 
are described in the final section of this chapter.
11. Historical perspective
The idea of regarding weak convergence as convergence wrt a type of 
weak* topology is by no means new. Indeed, once integral representations 
of linear functionals are readily available, it is very natural to regard
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measures and linear functionals as the same objects, and hence to apply the 
well known topologies of functional analysis to spaces of measures. 
Essentially this is the route followed by Alexandroff. In his 1940 and 
1941 papers he had developed an integral representation (see Example 5.2) 
for linear functionals on the space of bounded "continuous” functions.
From there he proceeded (1943) to construct a general theory of weak 
convergence. These three papers constitute a trilogy which contains the 
germs of many of the later developments in the subject. The dual space 
approach is also very strongly in evidence in Le Cam’s (1957) very 
sophisticated study. His starting point was almost the same as ours, but 
he proceeded via a compactification device which actually parallels our use 
of the space L .
A great advance (as far as probability theory is concerned) came in 
1956 when Prohorov pointed out the relevance of the Polish space theory. He 
gave the very important uniform tightness characterisation of relative 
compactness which has since come to bear his name. His method of proof is 
of interest in its own right, although it is not so easily generalised as 
some of the proofs which have since appeared in the literature. He defined 
a generalised version of the Levy metric (the "Prohorov metric") which 
metrised the topology of weak convergence. Under this metric, the space of 
measures is also a Polish space and hence relatively compact sets of 
measures can be characterised in terms of the usual total boundedness 
concept.
Le Cam’s (1957) method for showing that uniform tightness implies
relative compactness is very similar to ours - first prove that' a uniformly
tight set A of measures is relatively compact in a large space (like L ),
and then show that all the cluster points of A must themselves be tight
measures. This is also the approach adopted by Bourbaki (1969, p. 63).
Varadarajan (1965) too has made use of a compactification device to derive
the Prohorov theorem, but he has approached the result via compactness
theorems for spaces of countably additive measures, like in our Example
10.3. The proof given by Parthasarathy (1967, p. 48) is an interesting
mixture of the above compactification idea together with some techniques
employed by Varadarajan (1958). His method can be summarised as: use of
compactification to reduce the Polish case to that of a compact metric
spacer then employing a homeomorphism of the space of probabilities (on
00this compact space) into the compact product space [-1, 1] . The cluster
points in this product space can be interpreted as measures by means of an
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integral representation theorem.
A proof which is in a sense more elementary was given by Billingsley 
(1968, Section 6); successive topological embeddings are exploited to
Ylexpand the known simple form of the result for R (Helly’s theorem) up 
through successively more complicated spaces until the general case is 
reached. One of the crucial steps has some similarity with Parthasarathy’s 
method.
A more constructive technique was used by Kallianpur (1961). By means 
of a selection argument he was able to construct a set function on the open 
sets, which was then extended by standard methods to a measure. This 
measure could then be demonstrated to be a cluster point of the uniformly 
tight sequence of measures to which the selection had been applied. A 
similar sequential selection procedure was employed by Billingsley (1971) 
in a rather more measure theoretically flavoured proof than he had given in 
his 1968 book. The main body of this proof is taken up with the machinery 
necessary for the construction of measures from simpler set functions.
This construction is closely related to the systematic study by Tops^e, 
which we shall consider shortly.
In all of the above references, no attempt was made to find necessary 
conditions for relative compactness, except for the Polish case where it is 
equivalent to uniform tightness. The proof of the latter is fairly 
standard. The general necessary and sufficient conditions for relative 
compactness seem to have been studied in detail by Tops^e alone (see also 
Tortrat (1971a)). In his book (1970b) he developed the inner measure 
approach to measure theory which we described in Section 2, and then 
applied it to a theory of weak convergence. His definition of the weak 
topology is slightly more general than ours, being based on semi-continuity 
properties of the maps y l_^  y(E) for E open or closed, rather than on 
the use of continuous functions. This approach is directly inspired by 
Alexandroff’s work. It has several attractive features, the main ones being 
the purely measure theoretic character of the reasoning (no functional 
analysis is needed) and the slightly greater generality in which the 
theorems can be placed. But this also means that much of the compactness 
theory must be developed from scratch, without the benefit of a battery of 
functional analytic machinery. For example, the existence of cluster points 
of sets of measures is proved "constructively". This consists of a 
generalised selection procedure (using universal nets) in a manner similar 
to that of Kallianpur and Billingsley described above, together with the
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construction of a measure from inner measure considerations. These results 
(Tops^e (1970a, 1970b)) are in abstract and very general form. They bear 
comparison with the material in Section 10.
We remark that the survey just given is not intended to be exhaustive, 
but rather we have aimed at conveying an idea of some of the alternative 
methods of attacking problems of compactness in spaces of measures. Let 
us also point out that the methods and results of weak convergence theory 
have similarities to other branches of measure theory. In particular, we 
would refer the reader to the extensive bibliography to the book edited 
by Tucker & Maynard (1973) for connections with the theory of vector 
measures, and to the survey paper by Adamski, Gänßler & Kaiser (1976) for 
the related concept of strong convergence.
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CHAPTER 4
t -ADDITIVE MEASURES
The hulk of this chapter consists of a collection of examples chosen 
to illustrate some of the advantages of working with x-additive measures 
on topological spaces. In Section 14 we concentrate on three operations 
which can he performed on measures - the formation of image measures 
product measures} and convolutions - showing how they can he used to 
construct new t-additive measures. In Section 15 we study the topology 
of weak convergence. It is shown that the formation of convolutions 
and products are continuous operations under this topology. Then the 
concept of uniformity in weak convergence is discussed, and illustrated hy 
an application to the problem of metrisation of the topology of weak 
convergence. Section 16 covers a different sort of application of 
T-additivity to weak convergence: the study of when convergence of image
measures implies the convergence of the underlying net of measures. All 
of these results are in the context of t-additive measures on uniform 
spaces. The relevant uniformity concepts are summarised in Section 13.
120 The need for x-additivity
Despite the obvious successes of a theory of measure based on countable 
additivity, it is apparent that sometimes this countable additivity by 
itself is not sufficient to avoid some undesirable pathologies. The study 
of measures on general topological spaces is a case in point0 In Chapter 1 
it was pointed out that extra assumptions such as inner regularity wrt 
compact sets can be introduced to avoid some of these problems; in this 
chapter we investigate an alternative solution based on the weaker property 
of T-additivity0
One source of the difficulties involved in manipulating measures on 
topological spaces can be traced to the differences between a a-algebra 
and a topology. The allowable operations for a a-algebra are all of a 
countable type, whereas arbitrary unions of open sets are open. A 
a-additive measure is well adapted to the countable operations, but 
troubles can occur when it is expected to display reasonable behaviour 
towards the topologically allowable operations. Here is where extra 
regularity properties are needed. This is nicely illustrated by an anomaly
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which can occur when defining the support of a Borel probability measure
P .
The support of P (written supp P ) is defined to consist of those 
points for which every open neighbourhood has strictly positive P 
measure. A simple argument shows that supp P is a closed set whose 
complement is a union of open sets of zero P measure; so P would seem 
to be concentrated on its support. But it is possible that P(supp P) = 0 ! 
An arbitrary union of open sets of zero P measure need not have zero 
measure itself - unless P is T-additive. For in that case the family
of all open sets G with P(G) = 0 filters up to (supp P) , hence
P((supp P)°) = 0 . Thus the T-additivity of P is a sufficient condition 
for P to be concentrated on its support. This is typical of the 
situations where a stronger property than G-additivity is needed if 
unpleasant complications are to be avoided.
In general inner regularity wrt compact sets is the most satisfactory 
way of ensuring that a measure is topologically well behaved. The Radon 
measure theories of Bourbaki (1969) and Schwartz (1973) are ample 
demonstration of this fact. But, as the above example shows, a weaker 
assumption of T-additivity will suffice in some cases. In this chapter 
we shall be examining such cases in order to ascertain just how much of 
the structure implied by the Radon theory is really needed. Those places 
where arguments peculiar to compactness are truly required will thus stand 
out in greater relief. Our aim will be to show how to steer a middle 
course between the inadequacies of G-additivity and the stronger 
assumptions of the Radon theory.
Here then is the setting within which we shall work. The underlying 
space X will always be topological, usually with further separation 
properties. We consider those finite, G-additive Borel measures p on 
X which are T-additive: for every downward filtering family °f
T-additive measures which are also inner regular wrt the closed subsets of
regularity assumption is usually no restriction, since most spaces of 
interest have enough structure to force every T-additive measure to be 
inner regular. Indeed, if X is regular in the sense described by Kelley 
(1955, p. 113), then T-additivity implies inner regularity. [The
closed sets
a
. M (X) will denote the space of those
X . A member of M will be referred to as a T-measure. The innerT
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argument is standard. The class of Borel sets A such that both A and 
cA can be inner approximated by closed sets is a ö-algebra. Every open 
set G has this property since the family
{H : H is open and H a G}
filters up to G - this is equivalent to the definition of (topological) 
regularity.] This inner regularity of T-measures may be viewed as a 
further compatibility condition between the topological and measure 
theoretic structures. Apart from its significance for integral 
representation results (of, Example 6.3), it enables greater use to be made 
of the T-additivity property, as the following example shows.
EXAMPLE 12J . Let P be a T-additive Borel probability on a 
regular Hausdorff space X . Suppose P is continuous in the sense that 
P{x] = 0 for every x € X . We show that P is non-atomio: for every 
Borel set E with P(E) > 0 there is another Borel set A a E with 
0 < P(A) < P(E) .
Suppose to the contrary that P has an atom E i.e. a = P(E) > 0 ,
and A c E implies that either P(A) = 0  or P(A) - P(E) , Since P is
inner regular, there must exist a closed set F c E with P(F) = a . The 
class F of closed subsets of E having P measure a is therefore non­
empty. It is easy to show that F is closed under finite intersections. 
Thus, by T-additivity, F = (]F is the smallest closed subset of E with
me as ure a .
Choose x € Pq . By the topological regularity of X , the class of 
closed sets of the form PQ n G , where G is an open set containing x , 
filters down to {x} . Thus for some such open set p (p n £ ) < %a , and 
hence P[f \^G^ ] > a - %a > 0 . Now P^\£q is a proper, closed subset of
Pq , so p [f^\Gq) ? a . But this contradicts the atomic nature of E , for
0 < p (Fq\G0) < P(E) and FQ\GQ c E . //
Clearly every non-atomic o-additive Borel measure must be continuous 
in the above sense, but the converse is not in general true without the 
extra assumption of T-additivity - see Babiker (1972).
The theory of T-measures may be viewed as a generalisation of the 
theory of a-additive Borel measures on separable metric spaces, for on such 
a space countable additivity is easily shown to imply T-additivity. The
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same is true for any topological space with a countable base. Beyond these 
cases though, it is not known how to topologically characterise those 
spaces for which ö-additivity and T-additivity coincide (Moran (1968, 
1969, 1970)). But this need not worry us further.
Our primary concern will be with the structure of M ; we shall show
that T-additivity fits in well with operations like the formation of image 
and product measures, even to the extent that there are positive advantages 
to working within 0 This will be achieved by making use of the linear
functional aspects of T-measures; it is for this reason that the space X 
will be required to have further topological separation properties. We 
wish to identify T-measures with linear functionals on certain spaces of 
continuous functions, and these linear functionals should completely 
specify the T-measures from which they are derived. As shown by Example 
6.3, this means that the continuous functions should generate the topology 
on X , i.e. that X be a completely regular space. Notice the close 
connection between the separation properties of the space X and the weak 
separation assumption A5 of Section 3. This is a common feature in 
topological measure theory: it is often possible to (weakly) separate the
members of the inner approximating paving by topologically significant 
sets or functions. For example, the most natural setting for Radon theory 
is a Hausdorff space (open sets separate compacts); and when the linear 
functional aspects of a Radon measure are to be emphasised, as in Example 
604, it is most convenient for the space to be completely Hausdorff 
(continuous functions separate compacts). Similarly Tops^e (1970b, e.g. 
Theorem 9.2) has shown that a measure theoretic treatment of T-additivity 
is easier for regular spaces (open sets separate closed sets in a weak 
sense like A5).
Completely regular spaces have another useful property: their
topologies can always be generated by a uniform structure. This is 
important since uniformly continuous functions are usually measure 
theoretically better behaved than continuous functions in general. As we 
shall employ what may be a somewhat unfamiliar approach to the concept of 
uniformity, we devote the next section to a brief summary of the relevant 
theory.
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13„  U n i f o r m  s p a c e s
These s p a c e s  c o n s t i t u t e  a  g e n e r a l i s a t i o n  o f  t h e  c o n c e p t  o f  a m e t r i c  
s p a c e .  In  t h e  B ourbak i  (1966) f o r m u la t io n  a f i l t e r  o f  s u b s e t s  o f  t h e  
p r o d u c t  s p a c e  X x X i s  u s e d  t o  d e f i n e  a u n i fo rm  s t r u c t u r e  on X . For  
o u r  p u rp o s e s  th o u g h ,  i t  i s  more c o n v e n ie n t  t o  s t a r t  w i th  a  f a m i ly  o f  
p s e u d o m e t r i c s .  In  t h i s  way th e  c o n n e c t io n s  w i th  m e t r i c  sp a c e  t h e o r y  a r e  
more e a s i l y  r e c o g n i s e d .  T h is  a p p ro a c h  i s  i n  sym pathy w i th  t h a t  o f  G illm an  
6 J e r i s o n  ( 1 9 6 0 ) .  See a l s o  K e l l e y ’ s (1955) t r e a t m e n t .
A pseudometrio  on X i s  d e f i n e d  t o  be  a  f u n c t i o n  d : X x X [ 0 ,  00) 
s a t i s f y i n g  ( i )  d( x,  x)  = 0 f o r  a l l  x £ X , ( i i )  d ( x , y ) = d(y 9 x)  , 
and ( i i i )  d( x,  z)  < d ( x 9 y)  + d ( y , z)  . T ha t  i s ,  a p s e u d o m e t r i c  has  a l l  
t h e  p r o p e r t i e s  o f  a  m e t r i c  e x c e p t  t h a t  two d i s t i n c t  p o i n t s  may be a t  z e ro  
d i s t a n c e .
We d e f i n e  a uniform s tru c tu re  on X t o  be a f a m i ly  V o f  p se u d o ­
m e t r i c s  on X w hich  i s  c l o s e d  u n d e r  t h e  f o rm a t io n  o f  f i n i t e  maxima i . e .  
i f  d 9 . . . ,  d  ^ € V t h e n  d = max{d^,  . . . ,  d^} £ V . A s s o c ia t e d  w i th  V
i s  t h e  f a m i ly  U(V) of  s u b s e t s  o f  X x X o f  t h e  form
V(d9 e )  = {(a:, y)  € X x X : d ( x 9 y)  < e} ( 1 3 .1 )
f o r  d € V and  e > 0 . Any s u b s e t  o f  X x X c o n t a i n i n g  a member o f  U(V) 
i s  c a l l e d  an entourage  o f  t h e  u n i f o r m i t y .  U*(V) d e n o te s  t h e  f a m i ly  o f  a l l  
e n t o u r a g e s .
With B o u r b a k i ’ s a p p ro a c h  th e  f a m i ly  o f  e n to u r a g e s  i s  t h e  b a s i c  
o b j e c t ;  i t  i s  a b s t r a c t l y  d e f i n e d  by t h e  p r o p e r t i e s  l i s t e d  by K e l le y  (1 9 5 5 ,  
p .  1 7 6 ) .  Our a p p ro a c h  l e a d s  t o  t h e  same t h e o r y  s i n c e  one o f  t h e  
fu n d a m e n ta l  th eo rem s  a s s e r t s  t h a t  e v e ry  such  a b s t r a c t l y  d e f i n e d  e n to u r a g e  
sy s te m  i s  t h e  U*(V) f o r  some f a m i ly  o f  p s e u d o m e t r i c s .  Two f a m i l i e s  V 
and V'  g e n e r a t i n g  t h e  same U* can be  t r e a t e d  as  e q u i v a l e n t ,  b e c a u s e  a l l  
o f  t h e  p r o p e r t i e s  we s h a l l  c o n s i d e r  c o u ld  be  d e f i n e d  s o l e l y  i n  te rm s  o f  t h e  
e n to u r a g e  sy s te m .
Every u n i fo rm  s t r u c t u r e  V on X d e f i n e s  an a s s o c i a t e d  uniform 
topology  by t a k i n g  t h e  f a m i ly  o f  s e t s  o f  t h e  form
F M  = {y : ( x 9 y )  € V] , V € U(V) ( 1 3 .2 )
as a  n e ig h b o u rh o o d  b a s e  a t  t h e  p o i n t  x . A n e t  { x j f  c o n v e rg e s  t o  x  in  
t h i s  to p o lo g y  i f f  d{ x^9 x) -► 0 f o r  e v e ry  d € V . I f  t h i s  u n ifo rm  
to p o lo g y  i s  H a u s d o r f f  t h e n  we s h a l l  sa y  t h a t  t h e  u n i fo rm  s t r u c t u r e  i t s e l f
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i s  H a u s d o r f f .  C l e a r l y  t h e  n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n  f o r  t h i s  i s  
t h a t ,  f o r  e v e ry  p a i r  o f  d i s t i n c t  p o i n t s  x  and y , d ( x 9 y )  £ 0 f o r  a t  
l e a s t  one d € V .
The o p e r a t i o n s  w hich  can be  p e r fo rm e d  w i th  p s e u d o m e t r i c s  a r e  a n a lo g o u s  
t o  t h o s e  f o r  m e t r ic s »  F o r  ex a m p le ,  f o r  each  d £ V t h e  ^ - d i s t a n c e  o f  a 
p o i n t  x  from  t h e  s e t  A i s  d e f i n e d  by
d( x ,  A)  = i n f  d( x ,  y )  . ( 1 3 .3 )
ytA
These d i s t a n c e s  p l a y  an im p o r t a n t  r o l e  i n  S e c t i o n  15 . A lso  t h e y  can be  u s e d  
t o  d e te r m in e  th e  c l o s u r e  o f  a s e t ,  s i n c e
A -  PI {x : d ( x 9 A)  = 0} . ( 1 3 .4 )
daV
I f  A i s  a  c lo s e d  s e t  and x  j: A t h e n  i t  f o l lo w s  t h a t  d ( x , A) > 0 f o r  
some d  £ V . As d ( y , A) -  0 f o r  e v e ry  y € A , and s i n c e  d(  • ,  A)  i s  
e a s i l y  shown t o  be  a c o n t in u o u s  f u n c t i o n ,  t h i s  d e m o n s t r a te s  t h a t  t h e  
u n i fo rm  t o p o lo g y  i s  c o m p le te ly  r e g u l a r  ( K e l l e y  (1 9 5 5 ,  p .  1 1 7 ) ) ,  f o r  e v e ry  
u n i fo rm  s p a c e .  C o n v e rs e ly  t h e  to p o lo g y  o f  any c o m p le te ly  r e g u l a r  sp a c e  
can be  i d e n t i f i e d  w i th  t h e  u n i fo rm  to p o lo g y  o f  a t  l e a s t  one u n i fo rm  s t r u c t u r e  
on t h e  sp ace»  One such  u n i f o r m i t y  i s  g iv e n  by t h e  f a m i ly  o f  p s e u d o m e t r i c s
d r ( x , y ) = max \ f ( x ) - f ( y ) \
f€F
w here F r a n g e s  o v e r  a l l  f i n i t e  f a m i l i e s  o f  bounded  c o n t in u o u s  r e a l  
f u n c t i o n s  on t h e  s p a c e .  Thus u n i fo rm  t o p o l o g i e s  and  c o m p le te ly  r e g u l a r  
t o p o l o g i e s  a r e  e s s e n t i a l l y  t h e  same t h i n g .  But even  i f  t h e  to p o lo g y  i s  t h e  
f e a t u r e  o f  p r im e  i n t e r e s t ,  t h e r e  a r e  a d v a n ta g e s  t o  i n t r o d u c i n g  a u n ifo rm  
s t r u c t u r e .  One o f  t h e s e  i s  t h e  c o n c e p t  o f  u n i fo rm  c o n t i n u i t y .
A f u n c t i o n  f  from  one u n i fo rm  sp a c e  (X, V) i n t o  a n o th e r  ( X ' ,  V ') 
i s  s a i d  t o  be  uniform ly con tinuous  i f ,  f o r  e v e ry  £ > 0 and d ' € V r , 
t h e r e  e x i s t s  a 6 > 0 and a d £ V su ch  t h a t
d( x ,  y )  < 6 i m p l i e s  d ' ( f ( x ) ,  f ( y )) < e .
N o t ic e  t h a t  d  can depend on d ' , £ and /  . I t  i s  a g a in  e a sy  t o  show 
t h a t  each  o f  t h e  d ( • ,  A ) ' s  d e f i n e d  by ( 1 3 .3 )  i s  u n i fo r m ly  c o n t i n u o u s .
T h is  means t h a t  t h e  u n i f o r m ly  c o n t in u o u s  f u n c t i o n s  on X can be  u se d  t o  
s e p a r a t e  p o i n t s  and c l o s e d  s e t s .  I t  f o l lo w s  t h a t  any lo w e r  s e m i -c o n t in u o u s  
g w hich  i s  bounded be low  can be  r e p r e s e n t e d  as  t h e  u p p e r  e n v e lo p e  o f  t h e  
bounded u n i fo r m ly  c o n t in u o u s  f u n c t i o n s  w hich  i t  d o m in a te s :
g{x)  -  s u p { f i x )  : g > f  bounded  and u n i fo r m ly  c o n t in u o u s }  . ( 1 3 .5 )
63
realIn particular, the bounded uniformly continuous^functions generate the 
uniform topology on X .
Another important advantage of working with uniform structures 
becomes apparent when handling product spaces. If , P ) and
(X , P ) are both uniform spaces then the product uniformity is defined on 
the product space X^ x X^ by taking the entourage system to consist of 
all subsets of (X x X^) x (X x X^) which contain a set of the form 
V x v , with V. € . This turns out to define the weakest1 2
uniform structure making each of the co-ordinate projections uniformly 
continuous. One set of pseudometrics generating this entourage system can 
be obtained by defining pseudometrics
topologies, since the uniform topology associated with the product 
uniformity co-incides with the product of the two uniform topologies.
Similar remarks hold for the product of more than two uniform spaces. As 
we shall see in Section 14, it is far more convenient to manipulate 
measures on the product space in terms of the linear functionals they 
induce on the space of bounded, uniformly continuous functions, rather 
than on the larger space of all bounded continuous functions.
Finally we must point out some of the disadvantages of approaching the 
general theory of uniformities via pseudometrics. As we have already 
mentioned, it is possible for two different families of pseudometrics to 
generate the same system of entourages. This means that there is always 
some degree of arbitrariness in the choice of V , and maybe even some 
difficulties in deciding whether two distinct P’s give rise to the same 
U* . More seriously, there are some completely regular spaces for which an 
entourage system can be easily identified, but a generating family of 
pseudometrics cannot be so readily produced. This is the case for topological 
groups and topological vector spaces. So both ways of characterising uniform 
structures should be kept in mind. For our purposes though, it is not 
necessary to identify the particular P generating the entourage system, so 
these problems will not be relevant.
d1 X ^ [ ( x ^  x2), (y1, y2)2 raax[d1 (x1, j/J , yj]
where 6 IX. . This fits in well with the usual idea of forming product
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14. Operations preserving T-additivity
Throughout the next two sections X will denote a fixed completely 
regular space whose topology is generated by a uniformity V . Write 
C^(X) for the space of bounded, uniformly continuous, real functions on
X . Remember that C^ generates the topology of X .
By virtue of Theorem 6.2 the space of T-measures on X may be
identified with the set of positive linear functionals on C which are
t-smooth at 0 :
if 1 > h + 0 then T[h \ \ 0 . (14.1)a v cr
As will soon become apparent, (14.1) is often a convenient way of 
characterising T-measures.
There is another class of positive linear functionals on which
shares some of the properties of the T-measures. This is the class of 
functionals which are p-smooth at 0 :
if 1 > h 0 and is uniformly equicontinuous then
T[h^ \ 0 . (14.2)
Here uniformly equicontinuous means that for every e > 0 there is a 
d € V and a 6 > 0 such that:
d(x, y) < 6 implies that |h^(x)-h^(y)] < e for every a .
Such functionals have been investigated by a number of authors, including 
Berezanskii (1968), Csiszar (1971), Frolik (1973a) and Pachl (1974). Our 
interest in p-smoothness is limited to its connections with the continuity 
of convolutions, which will be discussed further in Section 15.
In this section we consider three operations which can be performed on 
measures: the formation of image measures, product measures and
convolutions. We show how these operations can be used to manufacture new 
T-measures.
Example 1 4 J 0 Image measures. Suppose that V is another 
topological space and that T is a Borel measurable map from X into V . 
Then for any Borel measure y on X the image measure Ty is defined on 
the Borel o-algebra of V by
fyU) = uO'h) . (14.3)
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I f  y i s  a x-m easure i t  i s  n a t u r a l  to  ask  w hether Ty i s  T -a d d itiv e  ( l e t  
us ig n o re  in n e r  r e g u la r i t y  w rt c lo se d  s e t s  f o r  th e  moment). In  g e n e ra l i t  
i s  n o t .  A s im i la r  problem  o ccu rs  in  th e  th e o ry  o f  Radon m easu res; th e  
s o lu t io n  th e r e  i s  to  r e s t r i c t  th e  c la s s  o f  m easurab le  fu n c tio n s  used to  form 
image m easu res. In  S ch w artz ’ s (1973, p . 25) te rm in o lo g y , th e  good T’s a re  
th o se  which a re  L usin  m easu rab le : th e  r e s t r i c t i o n  o f  T to  each member o f
a la rg e  enough c la s s  o f  compact s e t s  i s  c o n tin u o u s . For ou r s e t t i n g ,  where 
th e  in n e r  r e g u l a r i t y  o f m easures i s  w rt c lo se d  s e t s  r a th e r  th a n  th e  
com pacts, i t  i s  n a tu r a l  to  c o n s id e r  th o se  B o re l m easurab le  T ’ s w ith  th e  
analogous p ro p e r ty :  f o r  every  e > 0 th e re  i s  a c lo se d  s e t  F , w ith
y [F^] < £ , such  t h a t  th e  r e s t r i c t i o n  T |^  o f  f  to  ^  i s  co n tin u o u s .
£
N otice  t h a t  t h i s  i s  w eaker th a n  r e q u i r in g  ¥ to  be co n tin u o u s a t  each p o in t  
o f  . For want o f  a b e t t e r  te rm , l e t  us c a l l  such a T s tro n g ly  
\i-measurdb l e .
The e f f e c t  o f  t h i s  m o d ified  ty p e  o f  m e a s u ra b i l i ty  i s  on ly  a p p a re n t 
when th e  to p o lo g y  o f  th e  ran g e  space  o f  T i s  n o t second c o u n ta b le . For i f  
th e re  i s  a c o u n ta b le  base  to  th e  to p o lo g y  o f  V th e n  every  B o re l m easurab le  
T i s  s t r o n g ly  y -m easu rab le  f o r  ev ery  y . [ i f  {l? } i s  a c o u n tab le  base
f o r  th e  c lo se d  s e t s  o f V th e n  we can choose c lo se d  F c: T andn — n
F^ c  T '4)^ such  t h a t  y (X \[F ^  u F ^ j) < e .2  n . The complement o f  th e
c lo se d  s e t  F
n-1
[F u F' )  has v n nJ y m easure l e s s  th a n  £
and
Vl " 10 = F n F1 p n £ n i s  c o n tin u o u s .[]which i s  c lo s e d . I t  fo llo w s  th a t  Tj^,
£  "  "  e
In  p a r t i c u l a r ,  a l l  r e a l  v a lu ed  B o re l m easurab le  fu n c tio n s  a re  s t ro n g ly  
y -m easu rab le  f o r  every  f i n i t e ,  in n e r  r e g u la r  B o re l m easure y ( t h i s  i s  
L u s in ’s th e o re m ). C onversely  i t  can be shown th a t  th e  assum ption  o f  B ore l 
m e a s u ra b i l i ty  f o r  s t r o n g ly  m easurab le  T ’s i s  a lm o st re d u n d a n t. I f  T 
has th e  c o n t in u i ty  p ro p e r ty  o f  a s t r o n g ly  y -m easu rab le  map th e n  th e  in v e rs e  
image o f  any B o re l s u b s e t  o f  V i s  a member o f  th e  y -co m p le tio n  (Halmos 
(1950 , p . 55) )  o f  th e  B o re l a - a lg e b r a  o f  X . Thus we cou ld  abandon th e  
B ore l m e a s u ra b i l i ty  assum ption  on T and s t i l l  o b ta in  th e  p r o p e r t i e s  we 
d e s i r e  f o r  image m easu res, b u t to  do so  would c r e a te  some m inor 
c o m p lic a tio n s  which we w ish to  a v o id .
THEOREM 14ulo I f  y  i s  a n-measure and T i s  s tro n g ly  \\-measurable 
then  Ty i s  T -a d d itiv e .
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P r o o f .  Suppose t h e  f a m i ly  c lo s e d  s u b s e t s  o f  V f i l t e r s  down
t o  F . Choose as i n  t h e  d e f i n i t i o n  o f  s t r o n g  y - m e a s u r a b i l i t y .  Then
n T i s  a f a m i ly  o f  c lo s e d  s e t s  f i l t e r i n g  down t o  n ¥ ^F .
Thus
M F a) = u F n T 1F i e  a + v \f°  n ' T 1 F [  c  a
< y
i—iiCfy + £ ^ e  a
- u F n T"1 ? + £
5 Ty(F)  + £ . □
T h is  th eo re m  e x p r e s s e s  e x a c t l y  w hat would  be  e x p e c t e d  by a n a lo g y  w i th  
t h e  Radon t h e o r y .  U n f o r tu n a t e l y  t h o u g h ,  n o t  a l l  o f  t h e  n i c e  r e s u l t s  o f  
t h a t  t h e o r y  c a r r y  o v e r .  In  p a r t i c u l a r ,  t h e  " im age m easure  c a t a s t r o p h e "  i s  
n o t  a v e r t e d  of .  S c h w ar tz  (1 9 7 3 ,  p .  3 0 ) .  A s i m i l a r  p ro b le m  a r i s e s  w i th  t h e  
i n n e r  r e g u l a r i t y  o f  Ty w r t  c lo s e d  s e t s ,  b u t  h e r e  t h e r e  i s  a  s im p le  
s o l u t i o n  -  as lo n g  as  V i s  r e g u l a r ,  i n n e r  r e g u l a r i t y  i s  a u to m a t i c .  So i f  
we a r e  p r e p a r e d  t o  make t h i s  a s su m p t io n  a b o u t  V t h e  p ro b lem  does n o t  even 
e x i s t !  The o n ly  o t h e r  s o l u t i o n s  we know o f  in v o lv e  com pac tness  
a s s u m p t io n s .
One f i n a l  comment: when V to o  I s  a u n i fo rm  s p a c e  th e n  an i n t e r e s t i n g  
way o f  making g r e a t e r  u se  o f  i t s  u n i fo rm  s t r u c t u r e  i s  t o  r e q u i r e  t h a t  T |^
£
be  uniformly  c o n t in u o u s .  B i c h t e l e r  (1 9 7 3 a ,  1973b) h a s  a rg u e d  v e ry  
c o n v in c in g ly  I n  f a v o u r  o f  t h i s  f u r t h e r  n a r ro w in g  o f  t h e  c l a s s  o f  "good" 
m e a s u ra b le  maps. / /
EXAMPLE 1402.  Product m easures„ The most c o n v e n ie n t  way t o  d e f i n e  
t h e  p r o d u c t  o f  two T -m easu res  i s  v i a  t h e  c o r r e s p o n d in g  T-sm ooth l i n e a r  
f u n c t i o n a l .  I f  y i s  a T -m easure  on (X, V) and V i s  a  T -m easure  on 
a se c o n d  u n i fo rm  s p a c e  ( / ,  V ' ) t h e n  a T-m easure  y 0  V can be d e f i n e d  
on th e  p r o d u c t  sp a ce  X x V by  s e t t i n g
y 0  v [ A ( • ,  • ) ]  =
r r
j
h(x,  y)\ i(dx) v(dy) ( 1 4 .4 )
f o r  e v e ry  h € C^(X x V) . T h is  i s  w e l l  d e f i n e d  s i n c e  
( i )  ( • ,  y)  € C^(X) f o r  e v e ry  y € /  , and
( i i )  g( y)  = j h(x ,  y)\x(dx)  € •
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For if d[x 9 x^ ] < 6 and dr [y , y^ ] < 6' imply that
I h{x±i yi)-h[x2, y2) | < e , then (i) follows by taking y± = y2 , and (ii) 
is a consequence of
\g[y1)-g{y2) \ ± j IM*. y^-h{x, y2]|y(^)
5 e.y(X) if dr [y±, y2) < <5' .
Notice that the T-additivity of y and V has not yet been used. In 
fact (14.4) is well defined for any two bounded linear functionals on 
Cy(X) and - the product linear functional is well defined in
every such case.
Now let us show that y ®  V inherits T-smoothness from y and V .
Suppose 1 > •, •) I 0 . Then for every y £ V ,
y(X) > g (y) f 0
since y is T-smooth at 0 . As V is also T-smooth, the desired 
conclusion follows.
Thus y ®  V is a T-smooth, positive linear functional on 
Cjj(X x V ) . it can therefore be identified with a T-additive Borel
measure on X x V . Denote this T-measure by y ®  v as well; it will be
called the product of the t-measures y and V . It is routine to show 
that y ®  V is the unique T-additive extension of the classical product 
measure (Halmos (1950, Chapter 7)) from the product a-algebra of X x / 
up to the Borel a-algebra. A Fubini theorem can be proved for y ®  V by 
a technique similar to that for Radon measures on a locally compact space 
(Edwards (1965, p. 241-247)). This has been carried out by Csiszar (1970).
An advantage of this approach is that the product measure is defined on 
the Borel a-algebra of the product space. This makes the definition of the 
convolution of T-measures much easier. //
EXAMPLE 14o3. Convolution of measures. Suppose the uniform space 
(X, 0) is also equipped with a semigroup structure i.e. there is an 
associative binary operation (x, y) i— *■ x * y defined on X . We assume 
this operation is jointly continuous in x and y - this is all that is 
needed to make X a topologioal semigroup.
Let y and v be T-measures on X , and define their product y ®  V 
on X x X as above. The map (x, y) i— *• x * y is not only Borel measurable 
as a function from X x X into X , but is also (trivially) strongly
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y 0  v-measurable. The image measure of y 0  v under this map is a 
T-measure y * V which will be referred to as the convolution of y and
V .
A similar procedure can be used to define the convolution of any two 
bounded linear functionals on C^(X) , as was shown by Csiszar (1970), but
this convolution is not necessarily representable as an integral wrt a 
measure. Without T-additivity numerous complications arise - see de Leeuw 
(1962), Hewitt & Ross (1963, §19), Parthasarathy (1967, p. 56), Tortrat 
(1965, 1966, 1971a,§25, 1971b) and Csiszar (1971) for further information 
about convolutions and product measures. //
There are other ways in which T-measures are well behaved, but we do 
not wish to catalogue all of these here because they are mostly fairly 
obvious results. See Le Cam (1957), Varadarajan (1965), Tortrat (1971a, 
§23, 1971b) and Frolik (1973b) for example0 We turn instead to an 
examination of some of the nice weak convergence properties of T-measures.
15. Weak convergence of t-measures
Recall that the topology of weak convergence on M (X) is defined to
be the weakest making each of the maps y •— *■ y(/) continuous, where f 
ranges over C(X) = the space of bounded, continuous, real functions on X . 
A net { converges weakly to y (written y ^ y ) iff ya(/) ** y(/)
for all f € C(X) . Tops^e (1970b, p. 40) has shown that this weak 
convergence is equivalent to any one of the following six conditions:
(i) 
(ii) 
(iii)
(iv)
liminf y (/) > y(/) 
a
limsup y (/) < y(/) 
a
liminf y (GO > y(G) 
a
y (X) + y(X) ; a
limsup y (F ) < y(F) 
a
for every bounded l.s.c. f ; 
for every bounded u.s.c. f ;
for every open set G , and
for every closed set F , and
y (X) y(X) ; a
(v) y (i4) y(i4) for every y-continuity set A, i.e. a Borel
set A whose boundary dA has zero y measure;
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( v i )  y ^ /z )  y(/z) f o r  every  h € C^(X) .
T his i s  a s t r a ig h tf o r w a r d  g e n e r a l i s a t io n  o f  a r e s u l t  o f  A lex an d ro ff  (1 9 4 3 ). 
To see  why ( i )  i s  n e c e s sa ry  f o r  exam ple, r e c a l l  e q u a tio n  (1 3 .5 ) :
f  = sup {/z : f  > h £ Oy}
f o r  any bounded l . s . c .  f  . So by T - a d d i t iv i ty
y ( / )  = sup{y(/z) : f  > h € Cy ) .
Hence
l im in f  y ( / )  > sup l im in f  y (h)
a  /y i€ C CLa
= sup y(7z) s in c e
= y ( / )  .
Cyw  c C(X)
N otice  t h a t  t h i s  to p o lo g y  i s  g e n e ra te d  by th e  p seu d o m etric s  
dp (y ,  v) = max{Iy ( / ) - v ( / ) I : /  ( F}
where F runs th ro u g h  th e  f i n i t e  s u b se ts  o f  C(X) (o r even C^(X) ) • Thus
th e  to p o lo g y  i s  co m p le te ly  r e g u la r .
L et us see  how t h i s  to p o lo g y  f i t s  in  w ith  th e  v a r io u s  o p e ra t io n s  on 
x-m easures d e sc r ib e d  in  th e  p re v io u s  s e c t io n .
EXAMPLE 15.1.  Continuous mapping theorem. L et T be a map from X 
in to  a un ifo rm  space V . Suppose T i s  y a . s .  co n tin u o u s  f o r  some 
y € M (X) . Then T i s  c e r t a in l y  s tro n g ly  y -m e a su ra b le , so  Ty £ MT( / )  .
We show th a t  i f  y^ ^  y th e n  Ty^ => Ty .
Suppose h £ C(V) . Then we need to  prove t h a t  ^y (7z) "► Ty(/z) o r
e q u iv a le n t ly ,  y ^ (h°T) -> y(/zoT) . T his can be ach iev ed  by showing th a t
y ( / )  y ( / )  f o r  every  bounded, y a . s .  c o n tin u o u s , r e a l  f  . A n e a t
p ro o f  o f  t h i s  r e s u l t  has been g iven  by Tops^e (1970b, p . 4 1 ).
In  p a r t i c u l a r ,  i f  T i s  co n tin u o u s th e n  th e  map y i—► Ty i s  a 
co n tin u o u s map from M^(X) in to  M^.00 . / /
EXAMPLE 15o20 Cont inu i ty  of product measures.  I f  (X, V)  and
(V , V ' ) a re  un ifo rm  sp aces  th e n  th e  map (y , v) i—* y ® V from
M (X) x M (VO i n to  M (X x V )  i s  c o n tin u o u s , i . e .  i f  y =* y and v =* v 
t t t ’ a  a
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then 0  =* y ®  V „ Parthasarathy (1967, p. 57) proved the same result
for separable metric spaces by showing that the functions of the form 
f(x)g(y) , with f € C (X) and g £ C^(/) , generate a dense subalgebra of
C^(X x V) . As ya ®  Va (/*(x)^(y)) = + y(/)v(g) , the result
then follows. This is similar to the proof given by Bourbaki (1952,
Chap. Ill, §5.3) for Radon measures on locally compact spaces. Tortrat 
(1971b) mentioned the continuity of y ®  V for uniform spaces but gave no 
proof. Both Flemming Tops^e and Ditlev Monrad have also proved quite 
general versions of this result, based on the idea of uniformity in weak 
convergence (see Example 15.4), but their proofs remain unpublished.
We offer a new way of proving this joint continuity. Our method is 
based on the repeated use of a simple lemma. Notice that it suffices to 
consider the case where all the measures have total mass not greater than 
one. Accordingly we define
S(X) = {y € iyx) : y(X) < 1}
and similarly for S(V) .
LEMMAo Let (Z, V") be another uniform space. If f € C(X x Z) then
<Ky, 2)
is a member of C[S(K) x Z] .
f(x9 z)y(dac)
Proof. $ is obviously bounded. Consider first the case where 
f * CTI(X x Z) . Fix (yQ , 2q) € S(X) x Z and suppose y^ =► yn, z n + .a O’ a 0
Then
1 / 4 »  z J - / 4 >  2 o h , J a ( ' i x )  +  J  / 4 »  3 0 h a ( c i < : )  '  {  s o h 0 ( d r )
The first term is dominated by sup | f[x, z )-f[x, z^)| , and this converges
x
to zero as z -*• z because of the uniform continuity of / . The second
term is of the form | y (A:)—y ^ (Ac) | where k(*) = /(•, 2 )^ is a member of
CTI(X) . Thus this term also converges to zero as y =*• y. . This U a 0
establishes continuity of $(•,•) for f £ C^(X x Z) .
Now if f were bounded and l.s.c. then by (13.5),
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$(y, z) = [sup h(x9 z)\\i(dx)
J ft
where the supremum is taken over those h for which / > h € C^(X x 2) .
As y is T-additive the right hand side is equal to
sup h(x9 z)]i{dx) , 
h J
which is a supremum of continuous functions of (y, z) . Thus $>(•, •) 
would be l.s.c. Similarly if f were bounded and u.s.c. then $(•, •) 
would be u.s.c. as well. From these two observations we deduce that 
<K •, •) must be continuous if f is bounded and continuous, since 
continuity is equivalent to l.s.c. and u.s.c. combined. □
It is now easy to prove the joint continuity of y ®  V . If
f € C(X x ]/) then $(y, y) - j f(x9 y)]i(dx) is a member of C[s(X) x yj .
As remarked earlier, M^(X) (and hence S(X) ) is a uniform space itself,
thus the Lemma can be applied once more with the roles of the variables y 
and y reversed. Hence
y ® v(f) = j $(y, y)v(dy)
is a member of C[S(X) x 5(1/)] for every f € C(X x Y) . This is 
equivalent to-the required result. //
EXAMPLE 1 5030 Continuity of convolutions,, The convolution y * v of 
two T-measures on a completely regular topological semigroup X can be 
obtained as the image measure of y ® V under the continuous map
y) = x * y o Thus the preceding results on the continuity of the maps 
(y, v) I— ► y ® V and X i— * TX can be combined to prove that the map
(y, v) I— + y * v from M^(X) x M^(X) into M^(X) is continuous. This is
the argument given by Parthasarathy (1967, p. 57) for separable metric 
spaces.
Several other authors have considered the continuity of convolutions. 
Following Kallianpur (1961), Grenander (1963, p. 188) essentially showed that 
if P ^ ^ P ,  =* Q and both sequences are uniformly tight then
P * Q => P * Q . A similar result was proved by Tortrat (1965), with n n
slight refinements later (Tortrat (1971a, §25, 1971b)). Csiszär (1970,
1971) was able to improve upon this; he obtained the following theorem:
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Let  { L j ,  L be p o s i t i v e  l in ea r  fu n c tion a ls  on C , , M bounded
lin ea r  fu n c tion a ls  on C s u c h  th a t
( i ) L ^ ( / )  -*■ L( f )  fo r  every
( i i ) M^(f) M(f) fo r  every f Z C u ,
( H i ) L i s  p-smooth a t  0 ,
then L * a M^(f) -* L * M (f) fo r  every f  €
T h is  r e d u c e s  t o  o u r  r e s u l t  when a l l  t h e  f u n c t i o n a l s  a r e  T -m e a su re s .
The m ethods em ployed by t h e s e  a u th o r s  were a l l  o f  a  s i m i l a r  t y p e ;  th e y  
b e a r  co m p ar iso n  w i th  o u r  m eth o d 0 S t a r t  a s  we d id  i n  t h e  Lemma f o r  p r o d u c t  
m e a s u r e s :
ly * v ( f )  1 Ka a J -  y * v ( / ) |
- I Vaidx) j f (x+y)v^(dy)  -  j f ( x+y)v( dy)
ya (da:)^ | f (x+y )v(dy) y(dst?) f ( x+y)v( dy)
j Va( dx) \ gQi( x) - g( x)  | t \i (dx)g(x)  -  I \ i (dx)g(x)
The se co n d  te rm  c o n v e rg e s  t o  z e ro  as  b e f o r e „ The main p a r t  o f  t h e  a rgum ent 
th e n  c e n t r e s  a ro u n d  show ing  t h a t  | g ( x) - g( x)  \ -*• 0 u n i fo r m ly  on some s e t
A f o r  w hich l im su p  y < e . With t h e  u n i fo r m ly  t i g h t  c a se  A can be
chosen  as a  compact s e t ;  f o r  t h e  p-sm ooth  c a se  a f i n i t e  u n io n  o f  ' ' s m a l l "  
s p h e r e s  i s  u s e d .  / /
We can r e g a r d  t h e  p r e c e d in g  exam ples  as  e v id e n c e  o f  t h e  n a t u r a l  
a f f i n i t y  be tw een  T -m easu res  and u n i fo rm  s p a c e s ,  e s p e c i a l l y  as  f a r  as  weak 
c o n v e rg en ce  i s  c o n c e rn e d .  T h is  s t r e n g t h e n s  t h e  a s s e r t i o n  t h a t  T -m easu res  
c o n s t i t u t e  t h e  n a t u r a l  g e n e r a l i s a t i o n  o f  c o u n ta b ly  a d d i t i v e  m easu res  on 
s e p a r a b l e  m e t r i c  s p a c e s .  In  t h e  r e m a in d e r  o f  t h i s  s e c t i o n  we w ish  t o  add 
f u r t h e r  w e ig h t  t o  t h i s  a s s e r t i o n  by ex am in in g  o t h e r  ways i n  w hich 
T -m easu res  can be  u se d  t o  e x te n d  t h e  m e t r i c  sp a c e  t h e o r y .  We b e g in  w i th  a 
b r i e f  e x a m in a t io n  o f  t h e  notion of uniformity in weak convergence. The 
definitive version of this for separable metric spaces was developed by 
B i l l i n g s l e y  & Tops^e ( 1 9 6 7 ) ,  f o l l o w i n g  t h e  e a r l i e r  i m p o r ta n t  s tu d y  by Ranga 
Rao (1 9 6 2 ) .  The d i s c u s s i o n  below  i s  b a s e d  on c o n v e r s a t i o n s  w i th  Flemming 
Tops^e r e g a r d i n g  t h e  a rgum en ts  i n  S e c t i o n s  12 t o  15 o f  h i s  book (Tops^e
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(1970b))o  I have a l s o  had th e  b e n e f i t  o f  r e a d in g  some o f  h i s  unpub lished  
l e c t u r e  n o t e s .
EXAMPLE 1504o Uniformity in weak convergence*, Let yQ be a f ix e d
T-measure on th e  unifo rm  space  (X, V) . Given a fam ily  F o f  B ore l 
m easurab le  fu n c t io n s  /  : X -* [ 0 ,  1] , th e  problem i s  to  f in d  n e c e ss a ry  
and s u f f i c i e n t  c o n d i t io n s  t o  en su re  t h a t
SUP l u„( f ) -Vn( f ) \  ■* o (1 5 .1 )
f (F “  U
f o r  every  n e t  y^ => y 0 A p p l ic a t io n s  o f  such u n ifo rm i ty  in  weak convergence
have been  d is c u s s e d  by Ranga Rao (1 9 6 2 ) ,  Tops^e (1967, 1970b, 1970c),
G änßler (1974) and S tu te  (1 9 7 4 ) .  See a l s o  Example 1 5 06 o
C o n s id e r  f i r s t  th e  case  where F c o n ta in s  b u t  a s in g le  member f  . A 
s u f f i c i e n t  c o n d i t io n  f o r  (1 5 .1 )  i s  t h a t  th e  s e t  3 /  o f  d i s c o n t i n u i t i e s  o f  
f  sh o u ld  have ze ro  y^ measure (se e  Example 15„1) .  This i s  s t r a i g h t ­
fo rw ard .  Less o b v io u s ly ,  t h a t  i s  a l s o  a n e c e s s a ry  c o n d i t i o n ,  b u t  we s h a l l  
n o t  s to p  t o  prove t h i s  -  th e  p ro o f  in v o lv e s  c o n s t r u c t in g  a n e t  y^ =* yQ
by means o f  sm a l l  r ea r ran g e m en ts  o f  th e  mass o f  y^ n e a r  th e  p o in t s  o f  
d i s c o n t i n u i t y  o f  f  . Let us e x p re s s  th e  yQ a „ s .  c o n t in u i t y  o f  f  in  
a more s u g g e s t iv e  f a s h io n .
R e c a l l  th e  d e f i n i t i o n  (1 3 .1 )  o f  th e  system  U = U(V) , c o n s i s t i n g  o f  
s u b s e t s  o f  X x X o f  th e  form
V(d,  6) = {(or, y)  : d(x,  y)  < 6}
where d € V and 
by
6 > 0 . For every  V 6 U d e f in e  an open s u b s e t  o f  X
dV, £( f ) = ^  F X : 3 x ' , x " w ith  (x , x ’ ) , (x,  x") € V
dnd \ f ( x ' I > e} ,
i . e .  p ic k  ou t th o se  p o in t s  x  such t h a t  f  o s c i l l a t e s  by more th an  e in  
th e  ne ighbourhood V[x~\ o f  x  ( s e e  ( 1 3 .2 ) ) .  The s e t  3 /  o f  
d i s c o n t i n u i t i e s  o f  f  can be e x p re s sed  as
3 f u n
e>0 ViU
( / )  .
Thus th e  c o n d i t io n  y ( 3 / )  = 0  i s  e q u iv a le n t  to
yn [  D 3t/ ( / ) ]  = 0 f o r  every  e > 0 .
U VtU
(1 5 .2 )
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We a s s e r t  t h a t  t h i s  i n  t u r n  i s  e q u i v a l e n t  t o
i n f  y Q).. ( / ) J  = 0 f o r  e v e r y  e > 0 .
VtU u
( 1 5 . 3 )
T h i s  c a n  b e  p r o v e d  a s  f o l l o w s .
S u p p o se  V± = v[d 9 , F2 = v [ d 2 , 62) and  F g = v [ d ^  63) w h e re2 5 2 ‘
= m a x ^ j  d  ) an d  63 = % min (6 , 6 ) . Then
n 9F0,e(7) - V,e(7) * ( 1 5 . 4 )
F o r  i f  x  i s  a  member o f  t h e  r i g h t  h a n d  s i d e  t h e r e  m u s t  b e  a  y € 9^. £ ( / )
3
w i t h  d A x ,  y )  < 6 . H ence t h e r e  a r e  p o i n t s  z 1 , s  w i t h  ^ 3(2 . ,  £/) < 6
o o  -L z J
an d  | / ( z 1) - / ( z 2) I > £ . S in c e  ( f o r
4 p « .  z .^) £ J 3 (i , Zj)
S d 3( x ,  y )  t d 3 [ y ,  z  .)
i t  f o l l o w s  t h a t  x  i s  a  member o f  b o t h  s e t s  on t h e  l e f t  h a n d  s i d e  o f  
( 1 5 . 4 ) ,  a s  r e q u i r e d .  Now ( 1 5 . 4 )  t e l l s  u s  tw o t h i n g s .  F i r s t
s o  t h e  f a m i l y  o f  c l o s e d  s e t s  fcT" ( / )  : F d U} i s  downward f i l t e r i n g .1/ ,  e
A l s o ,  t a k i n g  d  = d  , 6 = 6 we o b t a i n
e (V  2 av e ^ >
s o  t h a t
0 W 7 7  = 0 9T/ e W  *v a i vai V,e
Hence
° = u 0 [ n  3 ( / ) ]
V(U v , £
= u 0 [  n 37 > e ( / ) ]
F<EÜ
i n f  y [iTT ( / ) ]  s i n c e  y i s  T - a d d i t i v e
F£U U
i n f  y 0 ^ F  e ( / ) JF6U U
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as was a s s e r te d .
For th e  g e n e ra l case  when F c o n ta in s  more th a n  a s in g le  member, th e  
n e c e s sa ry  and s u f f i c i e n t  c o n d itio n  f o r  th e  un ifo rm  convergence (1 5 .1 )  can 
be o b ta in e d  by r e q u i r in g  t h a t  (1 5 .3 )  sh o u ld  h o ld  "u n ifo rm ly  w rt /  € F " .
THEOREM 1501o Let F be a fam ily  o f  C o ,  1 ]  valued Borel 
measurable fu n ction s on X ,  and l e t  y Q € M ( X )  . Then a necessary and
s u f f i c ie n t  con d ition  fo r
sup |y  ( f ) - y  ( / )  I -* 0 fo r  every n e t  y =* y uc u uc u
i s
i n f  sup y [3V ( / ) ]  = 0 fo r  every  £ > 0 . □ (1 5 a6)
VtU f i V  U
We s h a l l  n o t prove t h i s  r e s u l t ;  b u t we can in d ic a te  b r i e f l y  how th e  
s u f f ic ie n c y  i s  d e m o n s tra te d 0 The id e a  i s  to  p a r t i t i o n  X in to  f i n i t e l y  
many yQ- c o n t in u i ty  s e t s  . . . ,  A^ such th a t  AQ has sm a ll
y^-m easure and each  o f  A^,  . A^ has sm a ll d ia m e te r . Any /  € F can
be approx im ated  by sim p le  fu n c tio n s
k k
Z ^.(/).^ ^ f ^ ^ A + I M (/). 1
i= 1 ^  i  0 i= 1 ^  i
where /7k ( / )  = in f{ /(a :)  : x  € , ^ ( / )  = su p { /(x )  : ac € 4^} . Now i f
y^ =* yQ th en  -*• Hq f o r  each i  , so  i t  fo llo w s  ( a f t e r  some
m a n ip u la tio n ) t h a t
lim sup sup I y ^ ( / * ) - y n (/*) I -  Pq ( ^ 0 ) + sup X [ M . ( / ) - ^ . ( / ) ]  -yn U v3 .
F i = l 0 ^
The f i n a l  s te p  c o n s is t s  o f  showing th a t  th e  r i g h t  hand s id e  o f  t h i s  l a s t  
in e q u a l i ty  i s  s m a ll .  Here i s  where c o n d itio n  (1 5 .6 )  comes in  -  i t  can be 
shown t h a t  th o se  f o r  w hich Tf. ( / )  -  m ^(/) > £ a re  a l l  c o n ta in e d  in
some 3 ( f )  , where th e  ch o ice  o f  V depends on th e  (sm a ll)  d ia m e te r  o f
The in t e r e s t e d  r e a d e r  co u ld  r e c o n s t r u c t  most o f  th e  o m itte d  d e t a i l s  by 
r e f e r r in g  to  th e  p ap e r by B i l l in g s l e y  S Tops^e (1967) and S e c tio n  13 o f  
T ops^e’s (1970b) book. But in  n e i th e r  r e fe re n c e  i s  th e  c o n s tru c t io n  o f  th e  
p a r t i t i o n  A^,  A_ t^ . .  „ , A^ co m p le te ly  s p e l t  o u t f o r  th e  T -a d d i t iv e  c a se .
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This is really at the heart of the whole result. Rather than spend time 
outlining this argument though, we shall give another short example where 
a similar sort of technique is used. This example is of interest in its 
own right, but strictly it does not fall within the scope of this section.//
EXAMPLE 15o50 In Example 12.1 it was shown that the non-atomic 
T-measures are precisely those which are continuous: = 0 for every
x E X . Here we shall prove that such measures are also well behaved 
geometrically, in the sense that Borel sets of small diameter must have 
small measure0 This is the generalisation of a result of Szpilrajn (1934) 
for metric spaces, which was proved for uniform spaces by Babiker (1972).
Our method is more direct than that of Babiker.
Consider any continuous T-measure y . For any x € X the family
of closed neighbourhoods {VI#] : V € U} (see (13.2)) filters down to
{ic} , so we can find a d € V and a 6 > 0 for which the open setcc cc
Gx = V(dx9 26
has y-measure less than £ . Now the family of "concentric" open sets of 
the form
Hx = VK ’
covers the whole space i.e. the finite unions of such sets filter up to X . 
As y is T-additive this implies that there exist points ... , x
such that y(F) < £ , where F - K\[h u ... u H ) . Letcc n cc1 n
6 = min{6 , ..., 6 } and d = max{<i , d } . Then if any Borel set
I n  I n
A has d-diameter less than 6 , either A c: F or A n H ^ 0  for some
i whence A cz G . In either case y(XL) < £ . 
“  Xi
Babiker (1972) also showed that this nice geometrical property in a 
certain sense characterises the T-measures. //
The sets A^ , 0.0, A^ in Example 1504 can be constructed in a similar 
fashion. For an appropriately selected d , just choose 6^ so that G^  
is a y continuity set, then put A = G , A = G V4 etc.1 CC _ Z. CC —^ _L
To end this section we describe two ways in which Theorem 15.1 can be 
used to obtain metrics for the topology of weak convergence. This is a
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problem which has received some attention in the literature. The first 
general result in this direction was due to Prohorov (1956) who showed 
that weak convergence for the space of (tight) measures on a Polish space 
can be metrised (with a complete metric). Varadarajan (1958) demonstrated 
metrisability in the case of separable metric spaces, then later 
(Varadarajan (1965, p. 188)) extended the result to general metric spaces.
He showed that for a metric space the most natural space of measures to 
consider is M (X) : if X is completely regular and Hausdorff then the
topology of weak convergence on M (X) is metrisable iff X is metrisable.
Necessity is easy to prove. Unfortunately Varadarajan’s proof of the 
sufficiency is anything but elementary. A much simpler metrisation was 
exhibited by Dudley (1966), based on a systematic use of bounded Lipschitz- 
ian functions. We shall show how Theorem 15.1 can be used to prove that 
both the Dudley and Prohorov metrics generate the topology of weak 
convergence.
EXAMPLE 1506. Metrisation of M^(X) . if X is completely regular
and Hausdorff the map x i— * (= the point mass at x ) is a homeomorphism
of X into M^(X) . Thus X must certainly be metrisable if M^(X) is.
Consider then the metrisation of M^(X) when X is a metric space (with
metric d ). One way of achieving this is with the Prohorov metric p 
defined by (of. Billingsley (1968, p. 237))
p(y, v) = max{y(y, v), y(v, y)} ,
y(y, v) = inf{e > 0 : y(^ 4) 5 v (^ £)+£ for every Borel set >l}
where
AC = {a; € X : d(x9 A) < e) .
If p (y , y) -► 0 then limsup y (F) 5 y(F£) + £ for every closed F
a
and e > 0 . Since /  I F as £ A 0 , limsup y (F) 5 y(F) . Similarly
a
y(X) < ya (Xe) + £ = ya(X) + £ eventually; hence y (X) + y(X) . Thus 
y^ =* y because of the equivalence (iv) at the start of this section.
Conversely, suppose y^ =► y . Consider the family of functions
of the form
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f A x )  = l \ [ e  1d ( x ,  A )]
w here A ra n g e s  ov er a l l  B o re l s u b s e ts  o f  X . Now
\ f A^ - f A^ \  -  e 1 - \ d ( x 9 A ) - d ( y , A) I 
< e ^d(x,  y ) ,
so 9 ( /  ) = 0 fo r  ev ery  f  i f  V i s  chosen to  be
o
{(a:, y)  : <i(x, y) < %£ } . Thus th e  c o n d itio n  (1 5 .6 )  in  Theorem 15 „1 i s  
t r i v i a l l y  s a t i s f i e d ,  hence
sup I < e
f o r  a l l  a  > a Q ( s a y ) .  N o tice  t h a t
1 i f  x  € A
0 i f  x  € [A )
hence f o r  a l l  a  > and every  B o re l s e t  A ,
Ua (4) £
< + e
< y(/le ) + e
and s im i la r l y  y (4 ) < ya (Ae ) t e . T his means t h a t  p (y , y) < e i f  
a  > . I t  fo llo w s  th a t  th e  to p o lo g y  o f  weak convergence on M^(X) i s
m e tr is e d  by p .
The o th e r  m e tr ic  w hich we s h a l l  c o n s id e r  i s  d e f in e d  in  term s o f 
bounded L ip s o h itz ia n  (BL) fu n c tio n s  on X : a r e a l  fu n c tio n  f  has t h i s
p ro p e r ty  i f  th e r e  e x i s t  c o n s ta n ts  M^  and f o r  which
sup |/X a;)| 
xiK
and
I f ( x ) - f ( y ) I < M~dtx9 y )  f o r  a l l  x 9 y € X
A norm can be d e f in e d  on th e  space  o f  a l l  such fu n c tio n s  by
H/ii = M' + M* BL 1 2
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where M* and a re  th e  s m a l le s t  c o n s ta n ts  s a t i s f y i n g  th e  two c o n d itio n s
above. The m e tr ic  p* i s  d e f in e d  on M (X) byT
P*(y ,  v)  = sup | y ( / ) - v ( / )  |
F
where F i s  th e  s e t  o f  BL fu n c t io n s  s a t i s f y i n g  | |/ | | < 1 0BL
By th e  same s o r t  o f  re a so n in g  as f o r  th e  c la s s  F  ^ , t h i s  F s a t i s f i e s
th e  c o n d itio n  ( 1 5 .6 ) ,  so once a g a in  y =* y im p lie s  t h a t  p*(y , y) -*■ 0 .
cl cl
[ S t r i c t l y  we sh o u ld  n o t app ly  Theorem 1 5 .1  h e re  s in c e  th e  members o f  F a re  
n o t n e c e s s a r i ly  [0 ,  1] valued ,, But i t  i s  p e r f e c t ly  t r i v i a l  to  make th e  
a p p ro p r ia te  m o d if ic a t io n s  to  th e  theorem  to  cover t h i s  c a s e 0] Now as 
Dudley (1966 , p . 255) has shown, th e  BL fu n c tio n s  a re  u n ifo rm ly  dense in  
Cy(X)  ; th u s  th e  convergence p*(ya , y) -*■ 0 im p lie s  t h a t  y^C /) y ( / )
fo r  every  BL fu n c tio n  f  , and hence a ls o  f o r  every  f  £ . By
e q u iv a le n c e  ( v i )  a t  th e  s t a r t  o f  t h i s  s e c t io n ,  i t  fo llo w s  t h a t  y^ =* y .
T his shows th a t  p* m e tr is e s  weak convergen ce on M^(X) t o o .
Dudley a c tu a l ly  p roved  much more th a n  what we have j u s t  o u t l in e d ;  we 
recommend h is  p ap e r to  th e  r e a d e r .  / /
We can o n ly  hope th a t  th e  rea d er  w i l l  agree th a t  th e  space M (X) has
very  n ic e  weak convergence p r o p e r t i e s .  T his sh o u ld  su p p o rt ou r c la im  th a t  
T - a d d i t iv i ty  i s  a n a t u r a l  c o m p a t ib i l i ty  c o n d itio n  f o r  e n su r in g  harmony 
betw een th e  m easure th e o ry  and th e  to p o lo g y  o f  a w ide c la s s  o f g e n e ra l 
to p o lo g ic a l  sp a c e s .
160 Induced weak convergence
We showed in  S e c tio n  15 t h a t  i f  T i s  a co n tin u o u s  map from X in to
V  , th en  th e  convergen ce y =* y in  M (X) im p lie s  convergen ce o f  th e
0t T*
image m easures Ty^ =* Ty in  M  (V)  . In  t h i s  s e c t io n  th e  q u e s tio n  o f  when
t h i s  im p lic a tio n  can be r e v e rs e d  w i l l  be ta k e n  up. That i s ,  we suppose 
t h a t  f o r  each £ in  some in d e x in g  s e t  I  a co n tin u o u s  map in to  a
un iform  space ( / . ,  V .) i s  g iv e n . I f  f o r  T -m easures {y } , y we know
th a t  T.y ^  T.y f o r  ev ery  £ , can we deduce th a t  y =* y ?
CL 'V CL
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One way of proceeding is to show that the net {y^} is relatively
compact in M (X) (see Section 10) and that the functions {T. : i £ j}
separate the measures in M^(X) . But proving relative compactness is
usually quite a task, so let us try a different approach. We shall suppose 
that the Hb’s give us complete information about the topology on X , in
the sense that they can be used to generate a basis for that topology. 
Knowledge of the image measures Hby should then determine the behaviour
of y on the basic open sets. With T-additivity this can be extended up 
to the entire family of open sets, and hence to the Borel G-algebra. But 
for T-additivity to be applicable we need upward filtering families of 
basic open sets. This leads us to the following concept. Let T (resp.
7b. ) denote the uniform topology on X (resp. !^ ) . Then we say that
the family {¥. : i € j} \]f-generates the topology T if the family of
open sets of the form ¥ .^Gb , with Gb € 7b. , is a basis for T which is
closed under finite unions.
THEOREM 1601o Suppose the family {Hb : i € J} of continuous maps 
l)f-generates the topology on X . Then y =* y in M (X) iff T.y =* T.yOC T 7s ÜL 1s
for every i € J .
Proof. Necessity is just a restatement of the continuous mapping 
theorem of Example 15.1«, To prove sufficiency we employ one of the setwise 
characterisations of weak convergence.
Clearly y^(X) "*■ W(X) because every b  € , Suppose that G £ T .
As the family of open subsets of G of the form Hb^Gb , with b  ( b  ,
filters up to G there exists such a set for which
> y(G) £ .
But then
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limmf y (G) > liminf y a aa a
liminf T^y^GL.) 
a
> T.yfs.) since ¥ .y => V.y 
=
> y(G) - e ,
and it follows that y =* y . □a
COROLLARY„ The family of maps (y k  ^y, £ € l} generate the 
topology of weak convergence on M^(X) . □
Notice that really only the target measure y need be T-additive 
for the above theorem to hold.
As an immediate application we show how the study of weak convergence 
on the function space C[0, 00) can be reduced to consideration of the more 
familiar spaces Cl0, t] .
EXAMPLE 1601 (cf. Whitt (1970)). Many stochastic processes can be 
realised as a probability measure on Cl0, 00) , the space of all 
continuous real functions on the interval [0, °°) . When equipped with the 
topology of uniform convergence on compacts, C\_0, °°) becomes a Polish 
space. All Borel probability measures on this space are therefore 
automatically T-additive.
The family of restriction maps : x ->• x
C[0, 00) into CIO, t] , 0 < t < 00 , satisfies the conditions of Theorem 
16.1. Hence a sequence {P^} °f B°rel probabilities on C[0, 00) converges
weakly to P iff the sequence of measures {T.P } on C\_0, t] convergest Yl
weakly to f P , for 0 < t < 00 . In fact it suffices to have this
Is
convergence for any unbounded set of t values. //
The somewhat irksome LI/“-generating condition in Theorem 16„1 can be 
removed very simply by working with a slightly larger family of induced
ftmeasures« Write I for the family of all finite subsets of J . If 
ft
J € I , Tj denotes the map from X into Vj = 7 I ^  which is
iZJ
constructed from the T.’s in the usual fashion, i.e. T r(x) has £th^ J
co-ordinate T.(a?) .v
[0 ,t] which send
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THEOREM 1602o If the family : i € i] of continuous maps
generates the topology on X (hut not necessarily Uf-generates it) 
then y =* y in M (X) iff ¥ ,y =► T,y for every J € 1^ ,
CL T d CL d
Proofo J € f U/-generates the topology on X 0 □
Although this may appear a trivial extension, it is useful to have the 
result in this form for future reference - what we have in mind is the 
application to weak convergence of random measures, to be considered in 
Chapter 5. It can also be applied to the weak convergence of measures on 
infinite product spaces.
EXAMPLE 1 6 02 (c f . Billingsley (1968, p. 19)). The problem of the
existence of stochastic processes is usually attacked via an extension 
theorem of the type described by Neveu (1965, p. 82) or Meyer (1966, p. 54). 
Unless we wish to obtain a version with nice sample path properties, this 
leads us to regard a stochastic process as a probability measure P on a
product space X = ~| f X. . If each X. is compact and Hausdorff (the
U I   ^ ^
extended real line R for example), or if I is countable and each X^
is the real line, then P can be taken to be a tight Borel measure. Hence 
P is also a x-measure. Let denote the projection map from X onto
the ith co-ordinate space X^ . The family {if. : i € i] satisfies the
conditions of Theorem 16.2, so weak convergence of the processes {P^} on
X is equivalent to weak convergence of the finite dimensional distributions 
- if T^P^ ^ Qj Then these Qj's constitute a consistent family
from which the tight Borel probability Q , with Q = m Q , can be
d d
constructed. From Theorem 16.2, P =* Q .5 a
Problems arise when we want the limit measure to be concentrated on some
subspace of X [such as C[0, 00) when X = R^0 ’  ^ ). The difficulties 
become compounded if the topology we want on this subspace is not just its 
relativised product topology, for there is then no guarantee that the T J s
generate this topology. We might have to fall back on the "compact net plus 
separating class" argument in such cases - cf„ Example 16.4. //
There is another less trivial way of extending Theorem 16.1. Instead 
of the assumption that the are continuous and that they generate the
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topology on X , it suffices for there to be just large chunks of the space 
for which this is true. A result like Theorem 16.1 can then be proved by 
carrying over the argument in that case to each of these large pieces of
X .
THEOREM 1603o Suppose {if. : i € J} is a family of Borel measurable 
maps into spaces V^  > and that y £ M^(X) . Then y^ =* y if the following 
four conditions are satisfied for each e > 0 :
(i) there exists an A <= X such that the inner measuree —
y*(XMe) < £ and also limsup y * (XV4 ) < £ ; (16.1)
a
(ii) for each i € I 3 the restriction |^  is continuous in
the relative topology on ;
(Hi) {¥.|^  : i € i} \)f-generates the relative topology on
(iv) V^y =* if.y for each i € I
(16.2)
(16.3)
(16.4)
Proof. [Notice that conditions (i) and (ii) together constitute a kind 
of "uniform strong measurability".] As before, the convergence 
y^(X) y(X) is trivial. Let G £ T . The set G n is a relatively
open subset of A  ^ , so by (iii) it is the union of an upward filtering
family {ff^ } °f relatively open subsets of A^  of the form
¥.I~1S0 ^ [A 3 £
- A n  V.1Sn£ ^ 3
where S £ T^  for some i depending on 3 . Let Gß = int (X\A^ u H^ ] .
Then {G^} is an upward filtering family in T for which A^  n G^  = .
Since y is T-additive, there exists a 3q such that
u(c„ ) > tits*) - e
where G* = U G^  . Notice that G* is an open set with G* n A^  - G n A^
This implies that y(£*A6) < £ and limsup y (G*BG) < £ because of (i).
a
[G*SG denotes the symmetric difference of G* and G .] Similarly
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Gn n A = H n = V , S 0n , so that pßo e ßo ^0 Bo £
limsup V fcg
a >• B0 0 P0'
Ga Ay I s .
■ 0 O  * 0  ß 0-'
< £ and
< £ o Hence
liminf y (6) > liminf - £
a a
> liminf y fG0 1 - £ 
a a V
> liminf y 
a
il^ ß,
f -i )
V. S0 I - 2£
*o e0
> Y . yfso ) - 2e since T . y =* T . y 
“ l0 ° *0
- 4 « « )  - 3e
1 y(G*) - 4£
> y(£) - 5£
and the result follows. □
C O R O L L A R Y «  If (Hi) is weakened to:
(Hi)' : i ( l} generates the relative topology on A£ ,(16.5)
c
and (iv) is strengthened to
(iv) ' ¥ Ty =* ¥ Ty for each J £ I
eJ CL (J (16.6)
then the theorem remains true.
Proof. J 6 I Uf-generates the relative topology on
Even though the conditions of Theorem 16.3 are more complicated than 
those of Theorems 16.1 and 16.2, it is potentially more useful. It is 
harder to verify the conditions however, as the next example shows.
E X A M P L E  1 6 o3 (of. Whitt (1971), Lindvall (1973)). Let X  = Z?[0, 00) , 
the space of all real valued functions x(9) on [0, 00) which are right
continuous and have left limits at every point. We equip X  with Stone’s 
(1963) separable metric topology, under which a; (•) converges to x(•)
iff there are continuous, strictly increasing maps A^ of [0, 00) onto
itself such that £C (A^(t)) converges uniformly to x (t) , and A^(£)
uniformly to t , on the compact subsets of [0, 00) .
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For any B o re l  p r o b a b i l i t y  P on X ( i t  i s  a u t o m a t i c a l l y  T - a d d i t i v e
s i n c e  X i s  s e p a r a b l e  m e t r i c )  d e f i n e  Tp a s  t h e  s e t  o f  t h o s e  t  € [ 0 ,  °°)
f o r  w hich  P{x : x  i s  c o n t in u o u s  a t  t }  = 1 . I t  i s  e a s y  t o  p ro v e  
( B i l l i n g s l e y  (1 9 6 8 ,  p .  1 2 4 ) )  t h a t  [ 0 ,  °°)\Tp i s  c o u n t a b l e ,  and t h a t  t h e
r e s t r i c t i o n  map Y^ : x  rü| rQ ^  o f  P [ 0 ,  00) o n to  Z?[0 ,  t ]  i s  P a . s .
c o n t in u o u s  f o r  e v e ry  t  £ Tp . So f o r  any se q u en c e  o f  p r o b a b i l i t i e s
P =* P i t  f o l lo w s  t h a t  Y.P =* Y.P f o r  e v e ry  t  (; Tv  . The c o n v e rs e  i s
a l s o  t r u e .
F o r  i f  T i s  any c o u n t a b l e ,  unbounded s u b s e t  o f  (fl Tp ) n Tp t h e n
n n
A = {x  6 P [ 0 ,  oo) : x  i s  c o n t in u o u s  a t  e a ch  t  ( T}
i s  a  B o r e l  s u b s e t  o f  P [ 0 ,  °°) f o r  w hich  P(A)  = P (A ) = 1 ,  n = 1 ,  2 ,  . . .  .
S t r a i g h t  from t h e  d e f i n i t i o n  o f  S t o n e ’s t o p o lo g y  i t  can be shown t h a t  
{Y^|^ : t  € T] g e n e r a t e s  t h e  t o p o lo g y  on A , and i n  f a c t  U/*-gen e r  a t  e s  i t :
i f  b o th  b e lo n g  t o  T t h e n  th e  r e s t r i c t i o n  map
Y , \ z  -+ z  I rn , i s  a  c o n t in u o u s  map from  p [ o ,  t  1 n Y, (A) o n to
LU Z ~ts r)
p [ o ,  t  n Y U )  , s a t i s f y i n g  Y
a consequence  o f  Theorem 1 6 .3 .  / /
We c o n c lu d e  t h i s  s e c t i o n  w i th  a  l e s s  i m p o r ta n t  exam ple w hich p r o v id e s  
f r e s h  i n s i g h t  i n t o  a n o th e r  known r e s u l t .
EXAMPLE 1 6 04 . L e t  X = C\_0 ,  1 ]  , e q u ip p e d  w i th  t h e  u n i fo rm  to p o lo g y .
F o r  e v e ry  f i n i t e  J  = { t 1 , . . . ,  , w here  0 S < 1 ,
t h e  f i n i t e  d im e n s io n a l  p r o j e c t i o n  Y^ i s  d e f i n e d  on X by
Y^-(x) = , . . . ,  x[t-^])  £ . Suppose {P, P : n  = l ,  2 ,  . . . }  i s
u n i fo r m ly  t i g h t  and t h a t  Yj P  =* Y^P f o r  e v e ry  J  . U niform  t i g h t n e s s  
means t h a t  we can choose  t h e  A s a t i s f y i n g  ( 1 6 .1 )  t o  be  com pact.  Now th e
Y ’ s a r e  c e r t a i n l y  c o n t i n u o u s ,  and th e y  U f - g e n e r a te  a  H a u s d o r f f  t o p o lo g y
on each  o f  t h e  compact 4 ^ ’ s w hich  i s  w eake r  t h a n  th e  u n i fo rm  to p o lo g y .
But t h i s  means t h a t  t h e  t o p o lo g y  g e n e r a t e d  by t h e  Y ’ s m ust c o in c i d e  w i th
th e  r e l a t i v i s e d  u n i fo rm  to p o lo g y  on each  A (K e l l e y  (1 9 5 5 ,  p .  1 4 1 ) ) .  A l l
t h e  c o n d i t i o n s  o f  Theorem 1 6 .3  a r e  t h e r e f o r e  s a t i s f i e d .  So P => P .n
-  ^  ^ ° Y^ • The r e s u l t  i s  t h u s
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This is not the best form of the result, even though Billingsley (1968, 
p. 54) has also stated it in this way. It is more convenient not to have to 
assume the existence of the target measure P . For uniform tightness of 
the sequence {P^} implies that it is relatively compact in the space of
tight probability measures, and so it must have at least one limit point.
As the T^ -’s separate the tight measures on X , it follows that { P } is
weakly convergent0 [Billingsley has of course used this stronger form of 
the argument, when proving the existence of Wiener measure for example.] //
In summary, the usual way of proving weak convergence is via some sort 
of compactness argument„ But it is important to realise that this is not 
the only possible method, and to use more direct techniques where applicable.
170 Infinite T-measures
It has been demonstrated that T-additivity is a natural and useful 
way of ensuring compatibility between general measure theoretic and 
topological structures. However, only finite measures have been considered. 
For the most part this is no great disadvantage for purely probabilistic 
applications, but from the point of view of general measure theory it is 
desirable to treat infinite measures as well. We indicate briefly how this 
can be done.
Let (X, V) be a uniform space, and C^ the space of bounded,
uniformly continuous real functions as before. Suppose T : -*■ [0, 00] is
linear in the obvious sense (there are no problems about subtracting 
infinite quantities). Define
f(T) = {h i C* : T(h) < »} .
A quite satisfactory theory can be constructed on the assumptions:
(i) T(f) = sup{T(h) : f > h € C^(T)} for every f t ;
(ii) T is T-smooth at 0 when restricted to C*(!T) ;
(iii) for every x £ X there exists an h € P^(F) with h(x) > 0 .
Such a T can be represented by an integral wrt what might be called a 
locally finite T-additive measure, by applying Theorem 6.2 to the cone
. The linear functional aspect allows the definition of product
measures, image measures and convolution by slight extensions of the 
techniques of Section 14.
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CHAPTER 5
RANDOM MEASURES ON LOCALLY COMPACT SPACES
We show how the problems of existence and weak convergence of random 
measures can be reduced to the consideration of certain families of 
probabilities on finite dimensional spaces. Most of the result can be 
found in the literature; but our proofs are simpler. This chapter has 
been included as an example of the use of topological methods in 
probability.
18o Introduction
The concept of a random variable taking values in a space of measures 
is a natural extension of the notion of a point process, since the latter 
can be regarded as a random integer-valued measure (see Daley 6 Vere-Jones 
(1972)). Typically these measures have lived on some Euclidean space, but 
recently random measures on locally compact spaces have been investigated 
in some detail. Both Jagers (1974) and Kallenberg (1974) have written 
expository accounts of the subject. In this chapter we consider two aspects 
of this theory - the existence and weak convergence of random Radon measures; 
our methods will provide a contrast with those of Jagers and Kallenberg 
since we shall make greater use of the linear functional aspects of 
Radon measures.
As we shall mainly be concerned with the distributional properties of 
random measures, it will be more convenient to regard these as 
probabilities on spaces of measures. Thus we are led to the following 
definition of a random Radon measure.
Let S be a locally compact Hausdorff space. Following Jagers and 
Kallenberg we assume S is second countable, i.e. there exists a countable 
base for its topology. This is equivalent to S being a locally compact 
Polish space (Bauer (1972, p. 223)). Denote the space of continuous real 
functions with compact support on S by C , and let C+ be its positive 
cone. A Radon measure on S is just a non-negative linear functional on 
C . To avoid cumbersome notation we write X for the space of all such 
Radon measures. Any x € X can be uniquely represented as an integral wrt 
a Borel measure which is inner regular wrt the compact subsets of -S (see 
Example 6.2); write x(•) for this Borel
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measure as well. [There are other possible representing measures, but all 
of these agree with x(•) on the class of relatively compact Borel
sets. These are the only Borel sets we shall need to consider.] Equip X 
with its vague topology, which is the weakest topology making each of the 
maps x 1— y x(g) continuous, for g € C . A random (Radon) measure is 
defined to be a Borel probability measure on X . The space of all such 
random measures will be denoted by Q. .
Jagers (1974, p. 198) has shown that every P € Q. is Tight. Indeed, 
since S is Polish, so is X - see Bourbaki (1952, Chap. Ill, §2) and 
Bauer (1972, pp. 224, 241) - hence any Borel probability on X must be 
tight (Billingsley (1968, p. 10)). This is a consequence of the second 
countability of the topology of S . For future reference let us also note 
that second countability implies that the Borel a-algebra of X is 
generated by the maps x i— y x(A) , where A ranges over the class BQ of
relatively compact Borel subsets of S - see Jagers (1974, p. 187).
We define a point process on S to be a random measure concentrated on 
the subset X^ _ of X consisting of the integer-valued measures. [An
x € X is a member of X^ _ iff jc(A) € {0, 1, 2, ...} for every A € B^ .]
This definition contains no ambiguity, because X^ . is a vaguely closed
subset of X . As this fact will be used again later in the chapter, we 
offer a proof which slightly simplifies that given by Jagers (1974, p. 200). 
Our proof is based on three elementary properties of Radon measures and the 
vague topology:
(a) x(H) = inf{r(6) : H c= G £ BQ, G open} for every compact H 
(of. the remarks at the end of Section 4);
(b) for every compact H , x '— *■ x(H) is vaguely u.s.c.;
(c) for every open G , x •— *■ x(G) is vaguely l.s.c. .
A method similar to that outlined at the start of Section 15 can be used to 
prove (b) and (c).
THEOREM 18olo The set X^ _ of integer-valued Radon measures is a 
vaguely closed subset of X .
Proof. Suppose that x is the limit of integer-valued measures 
, but x j: X^ . . By the inner regularity of x , there must be a
compact set K and an integer N such that
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N < xÜO < N + 1 .
Choose a r e l a t i v e l y  compact open s e t  G 3  K w i th  x(G) < N + 1 . Then
N < x(G)
S l i m i n f  £ ^ ( 6 )  by ( c )
a
< l im su p  x  ( G)
a
< a?(G0 by (b )
< N + 1 .
T h is  c o n t r a d i c t s  t h e  a s su m p t io n  t h a t  each  x^ € ^ ^
I t  w i l l  become a p p a r e n t  i n  S e c t i o n  20 how t h i s  th eo re m  can be u se d  t o  
deduce p o i n t  p r o c e s s  r e s u l t s  from  g e n e r a l  th eo rem s a b o u t  random m e a s u re s .
In  t h e  r e m a in d e r  o f  t h i s  c h a p t e r  i t  w i l l  b e  shown t h a t  t h e  b e h a v io u r  
o f  random m easu res  i s  c o m p le te ly  d e te rm in e d  by th e  s o - c a l l e d  f i n i t e  
dim ensional d i s t r i b u t i o n s  ( f i d i s ) .  F o r  a  random m easure  P , t h e s e  a r e  
d e f i n e d  f o r  e v e ry  f i n i t e  s u b s e t  T = . . . ,  g^} o f  C+ as  t h e  images
ko f  P u n d e r  t h e  continuous  maps Tj, : X -+ [ 0 ,  00) , where
Y
Ty(x)  = x[g^) )  . T ha t  i s ,  t h e  f i d i  P i s  t h e  B o re l  m easure
-1  k rP .F p  on [ 0 ,  °°) . S t r i c t l y  we s h o u ld  w r i t e  [ 0 ,  00) i n s t e a d  o f
k[ 0 ,  °°) , i n  o r d e r  t o  a v o id  any p o s s i b l e  c o n fu s io n  a r i s i n g  from  t h e  u n o rd e re d  
n a t u r e  o f  Y ( c f . J a g e r s  (1 9 7 4 ,  p .  1 9 3 ) ) ;  we s h a l l  u se  t h i s  more p r e c i s e  
n o t a t i o n  when i t  p ro v e s  more c o n v e n ie n t  t o  do s o c
190 Exis tence  of  random measures
In  t h i s  s e c t i o n  we show t h a t  m ild  c o n s i s t e n c y  c o n d i t i o n s  on a 
p r o s p e c t i v e  f a m i ly  o f  f i d i s  s u f f i c e  t o  e n s u re  t h e  e x i s t e n c e  o f  a random 
m easure  h a v in g  t h o s e  f i d i s .  T h is  r e s u l t  i s  im p o r ta n t  n o t  j u s t  b e c a u s e  i t  
g u a r a n t e e s  t h e  e x i s t e n c e  o f  n o n - t r i v i a l  exam ples  o f  random m e a s u r e s ,  b u t  
a l s o  f o r  i t s  a p p l i c a t i o n s  t o  t h e  s tu d y  o f  weak c o n v e rg e n c e  in  Q. ( s e e  
S e c t io n  2 0 ) .
To s e e  w hat t h e  c o n s i s t e n c y  c o n d i t i o n s  s h o u ld  b e ,  l e t  us exam ine th e
p
p r o p e r t i e s  o f  a f a m i ly  {P } known t o  c o n s t i t u t e  t h e  s e t  o f  f i d i s  o f  a
I f  f 2 c  f  a r e  b o th  f i n i t e  s u b s e t s  o f  C+ , w r i t erandom m easure  P .
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r 2onto [0, °°) . ThenTp for the canonical projection of [0, 00)
from the relation
we obtain one restriction on the fidis:
(i) if f2 c f then P 2 = P 1.T~1
Also there is a constraint derived from the positive linear functional 
aspect of a Radon measure. If x € X and g^9 g2 € C+ then
x[g-L+g2) = x[g^) + x{g2) . Thus
concentrated on the closed subset of [0, 00)
We shall prove that these two conditions completely characterise the fidis 
of a random measure. The idea behind the proof is simple, but matters are 
slightly complicated by a problem of countability. To overcome this 
difficulty we need to make use of a separability property of C .
Since the topology on S has a countable base, there exists a countable 
subset of C which is dense in the topology of uniform convergence (Bauer 
(1972, p. 224)). Without loss of generality it can be supposed that this 
subset forms a vector lattice over the field of rational numbers. Let V 
be its positive cone, and V be the set of [0, °°)-valued functions on V 
which satisfy the condition: y (<7 - yildfj) + y{<3^ ) for every pair
g 9 g^ € V . Equip V with the weakest topology making each of the maps
y 1— ¥ y(y} continuous, for g € V .
Clearly each Radon measure on S can be used to define a member of
V . By means of standard Riesz space techniques (Bourbaki (1952, Chap. II, 
§2)), this correspondence can be shown to be a one-to-one map of X onto
V which establishes a homeomorphism between the two spaces. That is, X 
and V can be regarded as the same topological space for most purposes. In 
particular, there is a one-to-one correspondence between the Borel 
probabilities on X and V ; so to produce a random measure it suffices to 
construct a Borel probability on V . Since the topology of V is
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g e n e r a t e d  by t h e  c y l i n d e r  s e t s  o f  t h e  form
[y * y : [ y G^ ) » •••> y(Qk))  * H) ,
w here T = \ g ^ ,  . . . ,  c  V and  H i s  an open s u b s e t  o f  [ 0 ,  00) , a
r o u t i n e  a rgum en t can be u s e d  t o  p ro v e  t h a t  B o re l  p r o b a b i l i t i e s  on V a re  
u n iq u e ly  s p e c i f i e d  by th e  m easu res  o f  such  c y l i n d e r  s e t s .  I t  f o l lo w s  t h a t  
a random m easure  (= a B o re l  p r o b a b i l i t y  on X ) i s  u n iq u e ly  d e te rm in e d  by
r
i t s  f i d i s  P , where  V r a n g e s  o v e r  t h e  f i n i t e  s u b s e t s  o f  V .
r rTHEOREM 1 9 „ 1 „  Suppose a Borel probab ility  P on [ 0 ,  ° ° )  is  given 
fo r  each f in i t e  subset V o f  C+  . These are the f id i s  o f  a uniquely 
determined random measure i f f  conditions  ( i )  and ( i i )  above are s a t is f ie d .
P r o o f .  Only t h e  s u f f i c i e n c y  n eed s  t o  be  c o n s i d e r e d .  A pp ly ing  a 
v e r s i o n  o f  t h e  Kolmogorov e x t e n s i o n  th eo rem  (Neveu (1 9 6 5 ,  p .  8 2 ) ) ,  we 
deduce from c o n d i t i o n  ( i )  ( r e s t r i c t e d  t o  t h o s e  T c  V  ) t h a t  t h e r e  i s  a
Vp r o b a b i l i t y  m easure  P ^  on [ 0 ,  °°) h a v in g  t h e  p r e s c r i b e d  f i n i t e
p
d im e n s io n a l  d i s t r i b u t i o n s  P , f o r  T c  V . T h is  i s  d e f i n e d  on t h e
c y l i n d e r  G - a l g e b r a ,  w hich  c o i n c i d e s  w i th  t h e  B o re l  ö - a l g e b r a  o f  [ 0 ,  °°)^ 
s i n c e  V i s  c o u n ta b l e .
Now n o t i c e  t h a t  V i s  a  t o p o l o g i c a l  su b sp a c e  o f  [ 0 ,  °°)^ . I n d e e d ,  
i t  i s  a c lo s e d  s u b s e t  o f  t h a t  s p a c e ,  b e c a u s e  i t  can be e x p r e s s e d  as  t h e  
( c o u n t a b l e )  i n t e r s e c t i o n  o f  c lo s e d  c y l i n d e r  s u b s e t s  o f  t h e  form
I ' M  C o ,  °°)V : 'P{g1+g2) =
w here g ^ ]  r a n g e s  o v e r  a l l  p a i r s  o f  V f u n c t i o n s .  C o n d i t io n  ( i i )
shows t h a t  e ach  o f  t h e s e  c y l i n d e r  s e t s  h a s  P Q m easure  o n e ;  hence  V 
a l s o  h as  P^ m easure  o n e .  The r e q u i r e d  random m easure  P i s  o b t a i n e d  by 
t r a n s f e r r i n g  P^ from V t o  t h e  homeomorphic s p a c e  X .
r
T h is  P h a s  t h e  d e s i r e d  f i d i s  P , f o r  T <z V ; b u t  i t  r e m a in s  t o  
p ro v e  t h a t  t h i s  a l s o  h o ld s  f o r  any T c  C+ . Suppose th e n  t h a t  c  C+  .
C a rry  o u t  t h e  p r e c e d in g  a rgum en t a g a i n ,  b u t  t h i s  t im e  u s in g  t h e  c o u n ta b le  
dense  s u b s e t  V '  o f  C+ w hich i s  o b t a i n e d  from t h e  augm ented  s e t  
V u T q  . T h is  p ro c e d u r e  g e n e r a t e s  a n o th e r  random m easure  P' h a v in g  t h e
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desired fidis for every Y c V  . In particular, P and P f have the
r
same fidis for every r c D ; so P = P' , and hence P,tJ^ = P'.TT^ = P ^
!o 10
as required. □
Similar proofs for the existence of random measures on general 
compact, Hausdorff spaces and a-compact, locally compact spaces were given 
by Prohorov (1960, 1961) and Le Cam (1961) respectively.
Random measures can also be constructed by starting with a different 
type of fidi. Recall that the maps x •— *- a?(4) , where A runs through the 
class , generate the Borel a-algebra on X . It is thus easy to prove
that a random measure P is uniquely determined by its setwise fidis
PA . (') = € X : (x(/4 ) ,
- • • • • 3-rl J-1 n « •}
*
where {>4 , . ..9 A^\ is any finite subset of B^ . Jagers (1974, p. 193)
has stated consistency conditions on the setwise fidis which ensure the 
existence of the corresponding random measure. Other authors who have 
adopted this approach include Harris (1963, 1968) and Jirina (1964, 1966, 
1972). The main feature of their proofs is the use of inner regularity wrt 
a semi-compact paving to convert random finitely additive measures into 
random countably additive measures {of. the comments in Section 1). 
Kallenberg (1974) has given a completely different type of existence proof, 
based on some preliminary weak convergence results. We comment on his 
method further in the next section. See also Nawrotzki (1962) and Moyal 
(1962).
The setwise version of the existence theorem has the advantage that it 
can easily be converted into an existence theorem for point processes - see 
Jagers (1974, p. 201). Our Theorem 19.1 could also be adapted to this 
purpose, but the necessary modifications would involve some extra 
complications. By definition, a random measure P is a point process iff 
it is concentrated on the closed subset X^ . of X . As X can be
expressed as a countable intersection of closed cylinder subsets of X , 
the conditions to ensure P(X^ .) = 1 could be given in terms of the fidis
P ; but this becomes quite messy in practice. Theorem 19.1 is not entirely 
useless for working with point processes though.
EXAMPLE 19ol. Let X be an arbitrary but fixed Radon measure on S . 
A Poisson process with intensity X is a point process with the following
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property: if ..., A^ are pairwise disjoint sets then the numbers
of points falling into these sets are independent Poisson variates with 
means X(i4^ ), X [A^ ] . We prove that such a process exists.
If P were a process with these fidis then it would follow that, for 
any set of simple functions f^9 ..., / of the form
n
fj = I  a-J/i with a11 
0 k=l k
the joint characteristic function (C.F.) of the variates x(/*^ ) , x(/ )
would be given by:
I exp [it±x[f^) + ... t (dx) =
= exp I [_-l+exp [it 1f1 + ... + . (19.1)
It is easy to check that this is a genuine C.F. of a distribution on
[0, 00)m . Now approximate members of C+ by such simple functions to deduce 
that the joint C.F. of the variates x , ..., x(g ) , where
F = {g , ..., g } c C+ , would be
$ fg, , ..., a ; t. , ..., t ) =Völ’ ’ vm 1 mJ
exp [-1+exp t ... + . (19.2)
Again these represent genuine C.F.’s of distributions on [0, 00) Since
®{d-\ » • • • »  5 • • • »  ^ m - 1 5 £7m _-| » » • • • 5  1 )m - 1 ’ 1 m-1-
and
$(pl5 92 > _t) E 1 »
the corresponding measures on [0, 00) satisfy the consistency conditions
of Theorem 19.1; thus there exists a random measure with fidis determined
by (19*2). Working backwards now, we can verify that (19.1) is satisfied
for any simple functions f' , ..., f , and hence the random measure does1 m
indeed constitute the required Poisson process. //
A similar procedure could be carried out for general point processes. 
This would involve showing that the consistency conditions for setwise fidis 
imply the conditions (i) and (ii) of Theorem 19.1. But it is simpler to use
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t h e  s e t w i s e  f i d i  form  o f  t h e  e x i s t e n c e  th eo rem  d i r e c t l y .  See a l s o  Example 
2 0 .1 .  The form o f  t h e  th eo rem  w hich we have s t a t e d  does have  i t s  u s e s  
t h o u g h ,  as  w i l l  be  shown i n  t h e  n e x t  s e c t i o n .
20c Weak convergence of random measures
The to p o lo g y  o f  weak co n v e rg e n c e  on i s  j u s t  t h e  u s u a l  one f o r
m easu res  on P o l i s h  s p a c e s ; b u t  t h e  in d u c e d  n a t u r e  o f  t h e  vague to p o lo g y  on 
X l e a d s  t o  some s i m p l i f i c a t i o n s  o f  t h e  ty p e  d i s c u s s e d  i n  S e c t i o n  16 .
THEOREM 20olo A n e t  {P^} ° f  random measures converges weakly to  a
r r +random measure P i f f  P^  =* P fo r  every f i n i t e  T c  C
P r o o f .  N o t ic e  t h a t  P € Q. c  M^(X) and t h a t  t h e  f a m i ly  
[Tj, : T a f i n i t e  s u b s e t  o f  C+} U f - g e n e r a te s  t h e  vague to p o lo g y  on X . 
Apply Theorem 1 6 .1 .  □
T h is  r e s u l t  can be  s t r e n g t h e n e d  by com bin ing  i t  w i th  Theorem 1 9 .1  t o  
c o n c lu d e  t h a t  i t  i s  n o t  n e c e s s a r y  t o  s p e c i f y  t h e  t a r g e t  random m easure  P 
i n  ad v a n ce .
THEOREM 20o2o L e t  {P^} &e a. n e t o f  random m easures . Then th ere
e x i s t s  a random measure P such th a t  P^ =*• P i f f  {P*} i s  weakly
eonvergent to  some Borel p r o b a b il i ty  on [ 0 ,  °°) 3 fo r  each g € C+ .
P r o o f .  We have  o n ly  t o  f i n d  a random m easure  P s a t i s f y i n g  th e  
c o n d i t i o n s  o f  Theorem 2 0 .1 .  Choose T = {g ^9 . . . ,  g^} C+ and l e t
g = y g^ t  . . .  + y ^g^  , w here  y ^ j . . . ,  Y^ a r e  f i x e d  p o s i t i v e  num bers .  Then
I  e x p [ -sy 1y 1 „ . .  - S Y ^ ) ^ ( ^ i >  • • • »  = [  e x p ( - s y ) I ^ d y )
+ $(<?; s )
where $(<7; • )  i s  a  L a p la c e  t r a n s f o r m  ( L . T . )  o f  a  d i s t r i b u t i o n  on [ 0 ,  00) .
TThus t h e  L . T . ' s  o f  t h e  P ^ ’s co n v e rg e  p o in tw i s e  t o  a  f u n c t i o n  w hich i s
c o n t in u o u s  a lo n g  each  r a y  th ro u g h  th e  o r i g i n .  A s l i g h t  e x t e n s i o n  o f  t h e  
form o f  t h e  c o n t i n u i t y  th eo re m  f o r  L . T . ’ s g iv e n  by F e l l e r  (1 9 7 1 ,  p .  431)
r r ra l lo w s  us t o  c o n c lu d e  from  t h i s  t h a t  P =* P , w here P i s  some B o re l
96
k rprobability on [0, 00) . These P 's satisfy the consistency conditions
of Theorem 19.1: the validity of (i) is a consequence of the continuous
p
mapping theorem (Example 15.1), since the P^'s satisfy (i); and if F 
denotes any of the closed sets appearing in (ii) then
P^(P) > limsup P^(F)
= 1 . 
rThus these P 's constitute the fidis of some random measure P . The 
result follows by Theorem 20.1. □
C O R O L L A R Y o Under the same conditions as in the above theorem3 if eaoh
P is a point process then so is the limit random measure. 
ot
Proof. By Theorem 18«1, X^ _ is a closed subset of X , thus
p (Xj) - llmsuP P (X )
a
= 1 . □
Results similar to Theorem 20.2 were proved by both Prohorov (1961) 
and von Waldenfels (1968). See also Harris (1971) and Jagers (1974, 
p. 206). The corresponding theorem in terms of the setwise fidis is 
slightly more complicated. The complication arises because the map 
P I— ► P is not continuous without the addition of some extra
-y 51 n
conditions regarding the boundaries of the sets A . Contrast
F +this with the continuity of the map P •— t PL for every T c  C 
Nevertheless it sometimes proves more convenient to work with the setwise 
fidis, especially when handling point processes. Convergence determined by 
these fidis has been studied by Jirina (1966, 1972) and Kallenberg 
(1973, 1974).
The Corollary demonstrates that no extra difficulties arise when the 
weak convergence of point processes is under consideration: they can be
treated just like random measures. Other more specialised convergence 
results for point processes do exist though - see for example Jagers (1974,
p. 208).
To end this section we sketch a method which can be used for 
approximating general random measures by much simpler ones. This can be 
taken as the basis for an existence theorem.
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EXAMPLE 20olo Suppose we a re  g iven  a p ro s p e c tiv e  fam ily  o f  s e tw is e  
f i d i s  P.  . where {/4 , . . . ,  A } ran g es  over th e  f i n i t e  s u b se ts  o f
ri • I  a • , / i  1  Yl1 n
6^ , i . e .  t h i s  fam ily  o f  p r o b a b i l i t y  m easures s a t i s f i e s  th e  c o n s is te n c y
c o n d itio n s  l i s t e d  by J a g e rs  (1974 , p . 1 9 3 ). The c o rre sp o n d in g  random 
m easure can be o b ta in e d  as a weak l i m i t  o f  a n e t  o f  s im p le r  random m easu res.
As th e  in d e x in g  s e t  we ta k e  th e  fa m ily  D o f  a l l  f i n i t e  c o l le c t io n s  o f  
th e  form
A = 1 (s j_) ( s ^ , A^) } ,
where A , . . . ,  A a re  p a irw is e  d i s j o i n t  B s e t s  and each  s . € A . .
A. Yl U 0  0
O rder D by th e  r e l a t i o n  d e f in e d  by: A 5 A' i f f  each o f  th e  A . ’s
3
a s s o c ia te d  w ith  A can be ex p re sse d  as a un ion  o f  j4 ^ 's a s s o c ia te d  w ith  
A' . D th e re b y  becomes a d i r e c te d  s e t .
For each A € D , d efin e  an X -valued random v a r ia b le  Z^ by
where x f 9 . . . ,1 n)
z = j  k s
A A  j  sd
i s  a s e t  o f  r e a l  random v a r ia b le s  w ith  j o i n t
d i s t r i b u t i o n  P . , and & d en o tes  t h a t  p r o b a b i l i t y  m easure which
/ i  « • • • 5 / 1  S  •I  n c
c o n c e n tra te s  i t s  mass a t  s . .
J
Choose any g € C+ . To prove th a t  th e  n e t  converges in
d i s t r i b u t i o n  ( i . e .  th e  c o rre sp o n d in g  random m easures converge w eakly) i t
s u f f i c e s  to  show t h a t  th e  n e t  o f  r e a l  random v a r ia b le s {i A w
A£D
converges in  d i s t r i b u t i o n  (c f . Theorem 2 0 .2 ) .  We om it th e  d e t a i l s  o f  t h i s  
p a r t  o f  th e  p ro o f .  [C o n sid er any A' > A = { (s^, 4 ) ,  . . . ,  (s^, A^) } where
{A , . . . ,  A } forms a p a r t i t i o n  o f  th e  su p p o rt o f  g in  such a way t h a t
g o s c i l l a t e s  by le s s  th a n  e on each A . .]
3
The l i m i t  random m easure can be shown to  have th e  d e s i r e d  f i d i s .  Again 
th e  d e t a i l s  a re  u n im p o rta n t. N o tice  t h a t  f o r  p o in t  p ro c e s se s  th e  v a r i a t e s  
w i l l  be in te g e r - v a lu e d ,  i . e .  th e  Z ^Ts a re  random v a r ia b le s  w ith  range  space
. So by th e  C o ro lla ry  to  Theorem 2 0 .2 , th e  l i m i t  random m easure i s
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c o n c e n t r a t e d  on . T h is  i s  one way o f  e x te n d in g  Theorem 1 9 .1  t o  c o v e r
th e  p o i n t  p r o c e s s  c a s e .
K a l le n b e r g  (1974 )  u s e d  a m ethod s o m e th in g  l i k e  t h i s  t o  p ro v e  t h e  s e t ­
w ise  f i d i  form  o f  t h e  e x i s t e n c e  th eo rem  f o r  random m easu res  -  t h e  i d e a  i s  
t o  s t a r t  from  random m easu res  w hich  can be c o n s t r u c t e d  d i r e c t l y  [of .  o u r  
Z^’s ) , t h e n  o b t a i n  t h e  o t h e r  members o f  by weak l i m i t i n g  o p e r a t i o n s .
We f e e l  t h i s  i s  a  b i t  t o o  i n d i r e c t ,  a t  l e a s t  when compared w i th  t h e  
m ethods r e f e r r e d  t o  i n  S e c t i o n  19. / /
21 o More on weak convergence
Weak c o n v e rg e n c e  o c c u r s  n a t u r a l l y  as  t h e  mode o f  c o n v e rg e n c e  f o r  many 
o f  t h e  p o i n t  p r o c e s s  l i m i t  th e o re m s .  For e x a m p le ,  J a g e r s  (1972)  h a s  
p r o v e d  weak c o n v e rg e n c e  th eo re m s  f o r  s u p e r p o s i t i o n s  o f  p o i n t  p r o c e s s e s  and 
K a l l e n b e r g  (1 9 7 3 ,  1974 , 1975) p ro v e d  s i m i l a r  r e s u l t s  f o r  n u l l  a r r a y s ,  
compounded p r o c e s s e s  and t h i n n e d  p r o c e s s e s .  B ecause o f  r e s u l t s  l i k e  
Theorems 2 0 .1  and 2 0 .2 ,  su c h  l i m i t  th eo rem s  a r e  n o t  much h a r d e r  t o  p ro v e  
th a n  th e  c o r r e s p o n d in g  c l a s s i c a l  l i m i t  r e s u l t s  -  weak c o n v e rg e n c e  o f  p o i n t  
p r o c e s s e s  i s  e q u i v a l e n t  t o  c o n v e rg en ce  o f  t h e  one d im e n s io n a l  d i s t r i b u t i o n s .
I n f o r m a t io n  can be e x t r a c t e d  from  t h e s e  weak c o n v e rg e n c e  r e s u l t s  by th e  
u s u a l  c o n t in u o u s  mapping t e c h n i q u e .  We end t h i s  c h a p t e r  w i th  an exam ple o f  
t h i s ,  b a s e d  on t h e  d i s c u s s i o n s  g iv e n  by J a g e r s  (1 9 7 2 ,  1974 , p .  2 1 1 ) .  The 
example a l s o  i l l u s t r a t e s  some o f  t h e  s i m p l i f i c a t i o n s  w hich can o c c u r  when 
o n ly  p o i n t  p r o c e s s e s  a r e  i n v o lv e d ;  t h e  r e s u l t  does n o t  c a r r y  o v e r  t o  
s e q u e n c e s  o f  g e n e r a l  random m easu res  on [ 0 ,  1 ]  .
EXAMPLE 2 1 0lo  C o n s id e r  a  s e q u en c e  { P } o f  p o i n t  p r o c e s s e s  on th e
s p a c e  5 = [ 0 ,  1 ]  . With each  x  ( we can a s s o c i a t e  i t s  d is tr ib u t io n
fu n ction  Tx , i . e .  t h e  n o n - d e c r e a s i n g  r i g h t  c o n t in u o u s  s t e p  f u n c t i o n  
d e f i n e d  on [ 0 ,  1 ]  b y :
Tx( t )  = ä [ 0 ,  t ]  f o r  0 5 t  < 1 .
The vague to p o lo g y  c o i n c i d e s  w i th  t h e  u s u a l  to p o lo g y  o f  weak c o n v e rg e n c e  
on t h e  d i s t r i b u t i o n  f u n c t i o n s  v i z .  t h e  to p o lo g y  c o r r e s p o n d in g  t o  p o i n tw i s e  
co n v e rg e n c e  a t  t h e  c o n t i n u i t y  p o i n t s  o f  t h e  l i m i t  d i s t r i b u t i o n .  Tx can 
a l s o  be th o u g h t  o f  as  a member o f  P [ 0 ,  1 ]  ; so  each  P^ in d u c e s  a
p r o b a b i l i t y  P ^ .T  ^ on P [ 0 ,  1 ]  .
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Now suppose t h a t  th e  sequence {P^} converges weakly to  a p o in t  p ro c e s s
P . Does P ^ ,T  ^ =* P.T  ^ ? The answer w i l l  o f  course  depend upon which o f
th e  v a r io u s  p o s s ib le  to p o lo g ie s  P [0 ,  1] i s  equipped  w i th .  Indeed ,  i f  T 
can be made P a . s .  con t inuous  by some topo logy  on Z?[0 , 1] th en  th e  
d e s i r e d  convergence w i l l  h o ld  by v i r t u e  o f  th e  con tinuous  mapping theorem 
(Example 1 5 .1 ) .  We show t h a t  th e  topo logy  o f  Skorokhod (1956) a c t u a l l y
makes T con t inuous  on X^ . .
The Af^-topology i s  d e f in e d  in  term s o f  p a r a m e t r i c  r e p r e s e n t a t i o n s  o f
( th e  graphs o f )  members o f  P [ 0 , 1] -  a param etria  r e p re se n ta tio n  o f
y € P [ 0 , 1] b e in g  a p a i r  o f  con t inuous  fu n c t io n s  ( z ( s ) ,  t { s )  > on [ 0 ,  1] 
such t h a t
( i )  t ( •) i s  i n c r e a s i n g ,
( i i )  th e  s e t  { ( s ( s ) ,  t ( s ) )  : 0 < s 5 l}  o f  p o in t s  in
[0 ,  1] x R c o in c id e s  w ith  th e  s e t  o f  p o in t s  o f  th e  form 
( z 9 t )  , where 0 5 t  5 1 and z l i e s  between y ( t )  
and y ( t - )  .
Two fu n c t io n s  y^  € P [0 ,  1] a re  w i th in  an M^ ~ d is ta n c e  o f  e o f  each
o th e r  i f  th e r e  e x i s t  p a r a m e t r i c  r e p r e s e n t a t i o n s  ( z A s )  , £^.(s) > f o r  which
sup [ I s  ( s ) - z A s )  11 11 ( s ) - t  (s)  |] < e . (2 1 .1 )
0<s<l 1
We s h a l l  c o n s t r u c t  a ne ighbourhood o f  € X^_ in  th e  vague top o lo g y  
on Kj  , such t h a t  Tx and Tx^ a re  w i th in  an M -  d i s t a n c e  o f  £ o f  
each o th e r  whenever x  l i e s  in  t h i s  neighbourhood . Suppose x^ has  an 
atom o f  ( i n t e g r a l )  mass p^  a t  th e  p o in t  ou , i  -  1 ,  2 ,  3 ( s a y ) .  S e le c t  
con tinuous  f u n c t io n s  g 9 g , g ^ , g  ^ as i n d i c a t e d  by th e  fo l lo w in g  d iagram .
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Here each gu vanishes outside a small neighbourhood of ou , but equals
one inside an even smaller neighbourhood Ah. ; g equals one on (U N^ ]°
i
and vanishes near each ou . If x € X^ lies in the neighbourhood of a; 
specified by
\x(g)-xQ(g)I < % , \x[gj)-x^ [ g ^ ]\ < % for i = 1, 2, 3
then
(i) the atoms of x must all be contained in UN.. and
i V
(ii) x must give total mass p^ to the set N^  .
Thus the graph of Tx must be close to that of T x :
It is easy to construct parametric representations of these graphs which 
satisfy (21.1), if the N\ have been chosen small enough.
This shows that T is continuous as a map from X^ _ to P[0, 1] when
the latter is given the Af^-topology; hence 1 =* P.T ^ as required.
The same sort of argument can be used to prove continuity of T , when 
P[0, 1] is given the J - topology (Billingsley (1968, p. Ill)), at those
Xq € X having only atoms of unit mass. Thus if P is concentrated on the
set of all such xq's then T is again P a.s. continuous (in the J^
sensei ; hence P ,T ^ =* P.T ^ as measures on P[0, 1] under its J n
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e/^-topology. This is the case that Jagers considered. //
We refer the reader to Daley & Vere-Jones (1972) and Kallenberg (1974) 
for further discussion of the theory of point processes.
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CHAPTER 6
MARKOV CHAINS ON TOPOLOGICAL SPACES
In  th is  ch ap ter we apply the  techn iques o f  to p o lo g ic a l measure theory  
to  ano ther problem  o f  p r o b a b i l i s t i c  in t e r e s t .  We show th a t  some a b s tra c t  
Markov chain  r e s u l t s  o f  Tweedie can be s tren g th en ed  when the chain and i t s  
s ta te  space s a t i s f y  some to p o lo g ic a l assum ptions; fo r  the main r e s u l t  
th ese  assum ptions take the  form o f  a weak c o n tin u ity  co n d itio n  on the  
tr a n s i t io n  p r o b a b i l i t ie s  p lu s  a ra th e r  unexpected  category co n d itio n  on the  
space i t s e l f .  As our i n t e r e s t  in  the  r e s u l t s  i s  more fo r  th e ir  measure 
th e o r e tic  c o n ten t ra th e r  than fo r  th e i r  p r o b a b i l i s t ic  s ig n i f ic a n c e s the  
d iscu ss io n  o f  th e  r e le v a n t Markov chain  theory i s  l im ite d  to  th e  minimum 
req u ired  fo r  an understand ing  o f  the  problem.
2 2 0 M a rk o v  c h a in s  on a b s t r a c t  s p a ce s
C o n sid er a tim e homogeneous Markov ch a in  {X^ : r c = 0 ,  1 , 2 , . . . }  on
some a b s t r a c t  space  X . The e v o lu tio n  o f  th e  ch a in  i s  d e te rm in ed  by th e  
n - s te p  t r a n s i t i o n  p r o b a b i l i t i e s
Pn (x ,  A)  = Pr{Xn € A I XQ = x]
where A € B , a c r-a lg eb ra  o f  s u b s e ts  o f  X . For s im p l ic i ty  w r i te
P ( x 9 A)  in s te a d  o f  P ^ ( x 9 A) . I t  i s  assumed th a t  P( • ,  A)  i s  
B -m easurable f o r  every  A € B , and t h a t  P ( x , •) i s  a p r o b a b i l i t y  m easure
on B f o r  each  f ix e d  x  € X . T his im p lie s  t h a t  each ( • ,  •)  has th e se  
same p r o p e r t i e s .
We s h a l l  r e s t r i c t  o u rs e lv e s  to  th o se  ch a in s  w hich a re  < p -irre d u c ib le  
(Orey (1971 , p .  4 ) ) .  Tweedie (1974) has shown t h a t  t h i s  i s  e q u iv a le n t  to  
assum ing th e  e x is te n c e  o f  a p r o b a b i l i t y  m easure M on B w ith  th e  
fo llo w in g  p r o p e r t i e s .  I f  we w r i te  A f o r  th e  s e t  o f  th o se  p o in ts  from which 
i t  i s  p o s s ib le  to  reac h  A , t h a t  i s
A = {# £ X : P^' tx,  A) > 0  f o r  some n > o} ,
th en  th e  i r r e d u c ib i l i t y  measure M s a t i s f i e s :  
( i )  i f  M(A) > 0 th e n  A = X ; ( 2 2 . 1 )
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(ii) if M(A) = 0 then M{A) = 0 . (22.2)
Let us call a chain with these properties M-irreducible. Write B+ for 
the class {A € 8 : M(A) > 0} . For countable state spaces this notion of 
irreducibility includes the classical one (Chung (1967, p. 17)) - choose M 
equivalent to counting measure.
In general, Af-irreducibility is quite a strong property; it ensures 
that the chain has a number of "solidarity properties" analogous to those 
described by Vere-Jones (1962) for chains on the non-negative integers.
These are expressible in terms of the radius of convergence of the 
generating functions
00
0 (x, A) = £  r”p”(x,A) . (22.3) 
n-1
Clearly we cannot hope for a common radius of convergence for every x and 
A - if M(A) = 0 then for A/-almost all x the series converges for 
every value of r because of (22.2); but G^(x9 X) can converge only for
|r| < 1 . By restricting the class of A's though, we can find a common 
radius of convergence for (22.3), and this leads to a classification of 
chains paralleling the classical transient-recurrent dichotomy.
Tweedie (1974) has identified the two possible ways in which an 
Af-irreducible chain on X can behave. He termed the two cases R-transient 
an d R-recurrent.
i?-TRANSIENCE
+  -f-There exists an R > 1 and a class 8^, c 8 such that:
(i) £p(^» A) diverges for every x € X , A £ 8+ and r > R ;
(ii) Gr(x, A) converges for Af-almost all x £ X for every
A € 8^ and r < R ;
n
(iii) if A c B € 8^ and M(A) > 0 then A ( 8^ ;
(iv) X can be covered by countably many members of 8^ , .
n
The class 8^ consists of all those A € B+ for which G (x, A) is R R
convergent for at least one x € X . A member of 8^ is called an
n
R-transient set; the chain is called R-transient in this case.
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R-RECURRENCE
There exists an R > 1 and a class B* c  B+ such that:
(i) G (x, A) diverges for every x € X , ;4 d B+ and r > R ;
(ii) G (x, A) converges for M-almost all x 6 X for every
€ 8* and r < R \
n
(iii) if A c 5 € 8* and AfCA) > 0 then A € B* ;
(iv) X can be covered by countably many members of B* .
n
This time consists of those A € B+ for which G (x, >4) has radiusR v
of convergence R for A/-almost all x € X . The members of B* are
n
R-recurrent sets; the chain is called R-reeurrent.
Sets which are either R-transient or ^-recurrent will be referred to 
as i?-sets.
In both cases the conditions (iii) and (iv) ensure that ßt, is non-
il
trivial. Conditions (i) and (ii) mean that the transition probabilities
P (x, A) share a common (best possible) geometric rate of "decay", at 
least when /I ( B^ and with the possible exception of various M-null
n
sets of x ’s . [In the 1-recurrent case the transition probabilities do 
not necessarily "decay" - see under l?-positive recurrence.] Indeed, for 
an R-transient chain
i?V\x, A) -*• 0 M-almost surely (22.4)
for every R-set A , whereas
limsup rnP^(x, A) = 00 (22.5)
n
for every A € B+ and r > R . With an ^-recurrent chain (22.5) is still 
true, but (22.4) must be modified to
rnPn(x, A) 0 M-almost surely (22.6)
for every Z?-set A and r < R .
The actual behaviour at R for i?-recurrent chains is a little more
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d e l i c a t e .  A g a in  T w eed ie  (1 9 7 4 )  h a s  shown t h a t  t h e r e  a r e  o n l y  two c a s e s  t o  
b e  c o n s i d e r e d .  The l i m i t i n g  b e h a v i o u r  o f  Rnpn (x , A) c a n  b e  d e s c r i b e d  i n  
t e r m s  o f  t h e  R -in v a r ia n t measure an d  t h e  R -in v a r ia n t fu n c tio n .  F o r  
i ? - r e c u r r e n t  c h a i n s  t h e r e  e x i s t s  a  u n i q u e  (up  t o  c o n s t a n t  m u l t i p l e s  and  
d e f i n i t i o n  on M - n u l l  s e t s )  n o n - n e g a t i v e  f u n c t i o n  f  ? 0 s u c h  t h a t
f i x )  = R I Fi x ,  d y ) f ( y )  f o r  M -a lm o s t  a l l  x  , ( 2 2 a7)
J X
and  a l s o  a  u n iq u e  (u p  t o  c o n s t a n t  m u l t i p l e s )  a - f i n i t e  m e a s u re
t h a t
QiA) = R
f
Qi d x ) P i x , A) 
JX
f o r  a l l  A € 8 .
Q ? 0 su c h
( 2 2 . 8 )
Such an  f  i s  c a l l e d  a n  R- i n v a r i a n t  f u n c t i o n ,  an d  Q an  R- i n v a r i a n t  
m e a s u r e .  I t  c a n  b e  shown t h a t  f i x )  > 0 f o r  M -a lm o s t  a l l  x  , s o  w i t h o u t  
l o s s  o f  g e n e r a l i t y  we c a n  assu m e t h a t  f i x )  > 0 f o r  e ve ry  x  . A ls o  Q 
i s  e q u i v a l e n t  t o  M i n  t h e  s e n s e  t h a t  t h e  tw o m e a s u r e s  h av e  t h e  same n u l l  
s e t s .
T w eed ie  p r o v e d  t h a t  an  i ? - r e c u r r e n t  c h a i n  m u s t  b e  e i t h e r  R -n u ll 
r e c u r re n t  o r  R -p o s i t iv e  r e c u r r e n t .
i?-NULL RECURRENCE
I f  t h e  c h a i n  i s  i ? - r e c u r r e n t  and  i f  f i x ) Qi d x )  = 00
JX
a c l a s s  s t  c  E+ s u c h  t h a t
L  —  n
( i )  RnPni x , A) -* 0 f o r  M -a lm o s t  a l l  x 
f o r  e v e r y  A £ ;
u
( i i )  i f  A c  B Z B+r an d  MiA) > 0 t h e n  A Z B+r ; 
( i i i )  X can  be  c o v e r e d  b y  c o u n t a b l y  many members o f  
A g a in  ( i i )  an d  ( i i i )  e n s u r e  t h a t  i s  n o n - t r i v i a l .
Lj
t h e n  t h e r e  i s
( 2 2 . 9 )
j?-POSITIVE RECURRENCE
S u p p o se  t h e  c h a i n  i s  i ? - r e c u r r e n t  an d  t h a t k =
f
f i x ) Qi dx )  < 00 
JX
F o r
s i m p l i c i t y  we a l s o  assum e t h a t  t h e  c h a i n  i s  a p e r i o d i c  (O rey  (1 9 7 1 ,  p„ 1 5 ) )  -  
t h e  p e r i o d i c  c a s e  can  b e  h a n d l e d  a n a l o g o u s l y .  Then t h e r e  i s  a c l a s s
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B  ^ c  B* such t h a t
L  —  n
( i ) Rnpn (x , a ) n (x ,  a ) < 00 f o r M -alm ost a l l  x (2 2 .1 0 )
f o r ev ery  A € B^ . Here n ix , A) = k ^f ix)Q(A)  so th a t
TI(a;, A) > 0 f o r  every  x e X and A £ B* ;
( i i ) i f  A c B € B^ and MiA) > 0 th en  A € ;
U
( i i i )  X can be covered  by c o u n tab ly  many members o f  Br .
L/
In  b o th  cases  we s h a l l  r e f e r  to  members o f  B* as L - s e t s . The
L/
fo llo w in g  s u f f i c i e n t  c o n d itio n  f o r  A to  be an L -s e t  was g iven  by P o lla rd  
6 Tweedie (1 9 7 5 ).
THEOREM 220lo I f  A £ B s a t i s f i e s :
( i )  0 < QiA) < oo j and
( i i )  there  e x i s t s  6 > 0 sueh t h a t  f i x )  > 6 / o r  M-almost  a l l  
x  Z A 3
then A £ B* . □
L j
The p r o p e r t i e s  o f  i? - t r a n s ie n c e , i? -n u ll  re c u r re n c e  and R-p o s i t i v e  
re c u r re n c e  a re  c l e a r ly  analogous to  th e  c l a s s i c a l  n o tio n s  o f  t r a n s ie n c e  and 
n u l l -  o r  p o s i t i v e - r e c u r r e n c e ;  th e y  p la y  a r o le  in  th e  g e n e ra l  s t a t e  space 
th e o ry  analogous to  t h a t  o f  th e  c l a s s i c a l  tr ic h o to m y  fo r  co u n tab le  s t a t e  
s p a c e s . But u n fo r tu n a te ly  i t  i s  o f te n  d i f f i c u l t  to  de te rm in e  which o f  th e  
th r e e  c a te g o r ie s  a g e n e ra l  Markov ch a in  f a l l s  i n t o ;  and i t  i s  s im i la r ly  
u n c le a r  how to  prove th a t  a g iven  s e t  b e lo n g s to  ßt, o r  B* i f  /  and Q
a re  unknown. This i s  where th e  r e s u l t s  in  th e  rem a in d er o f  t h i s  c h a p te r  
w i l l  f i t  in .  We s h a l l  fram e to p o lo g ic a l  c o n d itio n s  on M and th e  fam ily  o f  
t r a n s i t i o n  p r o b a b i l i t i e s  P ( x 9 • )  under which a l l  th e  r e l a t i v e l y  compact 
members o f  B+ a re  n e c e s s a r i ly  i? -s e ts  o r  L - s e t s .  Such in fo rm a tio n  can be 
used  e i t h e r  to  c l a s s i f y  th e  ch a in  (se e  Tweedie (1976) and L a s l e t t ,  P o l la rd  
6 Tweedie (1977)) o r  to  deduce l i m i t  r e s u l t s  l i k e  (2 2 .1 0 ) f o r  th e  c la s s  o f  
r e l a t i v e l y  compact s e t s  as a w hole. [N o tice  t h a t  r e l a t i v e  com pactness i s  a 
n a t u r a l  way o f  g e n e r a l i s in g  f i n i t e n e s s  -  f o r  c o u n tab le  s t a t e  sp aces  i t  i s  
th e  f i n i t e  s u b se ts  f o r  w hich l i m i t  r e s u l t s  can be s t a t e d . ]
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23. Strongly continuous chains
H encefo r th  i t  w i l l  be assumed t h a t  X i s  a t o p o l o g ic a l  space  and t h a t  
8 i s  i t s  B o re l  o - a lg e b r a .  To b eg in  w ith  we employ q u i t e  a s t r o n g  
c o n t in u i t y  c o n d i t io n  f o r  th e  t r a n s i t i o n  p r o b a b i l i t i e s .  Even though t h i s  
w i l l  prove enough t o  g u a ran tee  t h a t  r e l a t i v e l y  compact s e t s  a re  R- s e t s  and 
E - s e t s ,  we f e e l  t h a t  i t  i s  g e n e r a l ly  to o  s t r o n g  a c o n s t r a i n t  t o  p la c e  upon 
a c h a in .  But i t  i s  i n s t r u c t i v e  t o  fo llo w  th rough  w ith  th e  argum ents in  t h i s  
c a s e ,  i f  on ly  t o  a p p r e c ia t e  th e  e x t r a  assum ptions  r e q u i r e d  when th e  s t r o n g  
c o n t in u i t y  c o n d i t io n  i s  r e l a x e d .
We say  t h a t  a Markov cha in  i s  s t r o n g ly  con t in u o u s  i f ,  f o r  each A € 8 , 
P( x ,  A)  i s  a con t in u o u s  f u n c t io n  o f  x  . I t  i s  co n v en ien t  t o  r e - e x p r e s s  
t h i s  in  term s o f  th e  o p e r a to r  P induced  by th e  t r a n s i t i o n  p r o b a b i l i t i e s  on 
th e  space  B(X) o f  bounded, m easurab le  r e a l  fu n c t io n s  on X . This
o p e r a to r  maps g £ B(X) i n t o  th e  f u n c t io n  P ( • ,  g)  (= P ( • ,  dy)g(y )  ) .
S trong  c o n t in u i t y  i s  th u s  e q u iv a le n t  t o :  Pg € C(X) f o r  every  g Z B(X) .
YlSince C(X) c  B(X) , th e  i t e r a t e s  P a re  t h e r e f o r e  a l s o  s t r o n g ly  c o n t in u o u s ,  
and hence G j ix ,  g) must be con t inuous  in  x  f o r  every  g € B(X) and
0 < r  < 1 .
THEOREM 2301 „ For any (M - ir r e d u c ih le )  s t r o n g ly  co n t in u o u s  Markov 
ch a in } every  r e l a t i v e l y  compact A € 8+ i s  an R - s e t .
P ro o f .  L e t A be a r e l a t i v e l y  compact member o f  8+ . I t  s u f f i c e s  
t o  show t h a t  i f ,  f o r  some r  > 1 , £ € X and B € 8+ , G^(£, 8 )  i s
convergen t th e n  G^(C, A) converges to o .
D efine = [ij : G ^ (y , B) > n f o r  n = 1 ,  2 , . . .  . The c o n t in u i t y
o f  £ , ( • ,  B ) im p lie s  t h a t  each U i s  open. A lso ,  s in c e  M(B) > 0 im p lie s  
*2 n
B = X , G A y , B) > 0 f o r  every  y € X . Thus U t  X , and so  th e■'i? n
r e l a t i v e l y  compact s e t  A must be covered  by one o f  th e  > s a Y
A s  uu •
We show t h a t  G (c ,  Um 1 < 00 , from which i t  w i l l  fo l lo w  t h a t  A € 8„ .
To prove t h i s  we use th e  Chapman-Kolmogorov r e l a t i o n
m n+mn+m 
0 r  P (C, B) = / ? " ( ? ,  dy) r me V ( y ,  B) ,
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valid for m, n > 1 . Choose 0 = (2r)  ^ and sum over first n then m 
to give
ed-e)'1^ (c, B) 2V dy)G^(y, Z?) 
,-l4/).fl
a
,-i
By assumption G (C, ß) < 00 ; thus (7 (c, Z/,7) < 00 too.
The argument to show that every relatively compact member of B is 
an L-set can be carried out in a similar fashion by using the criterion of 
Theorem 22.1.
THEOREM 2 3o 2 0 If an (M-irreducible) Markov chain is strongly 
continuous and R-recurrent then every relatively compact B+ set is an 
L-set.
Proof. Let A € B+ be relatively compact. Since M and Q are
equivalent, Q(A) > 0 . We construct a sequence of open sets U f X with
Q (c/ ) < 00 and f > n \(2i?-l) a.s. on for every n . As before,
A c: for some N , hence A will satisfy the sufficient conditions of
Theorem 22.1 for it to be an L-set.
Iterate the defining equation (22.7) and sum to obtain
r 00
£  (2Z?) nf(x) =
n-1 J
Thus the extended real function
£  (%)"*”(«, dy)f(y) M a.s. .
n-1
/ * ( # )  = dy)f(y)
-1equals (2Z?-1) /(a;) for almost all x 6 X . Notice that f*(x) > 0
for every x € X (since f has the same property) and that /* is l.s.c., 
being the pointwise supremum of the continuous functions
G^(x, dy)min(n, f) , n = 1, 2,
Thus > n defines an increasing sequence of open sets covering X .
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I t e r a t i n g  (2 2 .8 )  in  th e  same fa sh io n  we o b ta in
Q(B) = (2 i? -l) Q(dy)G^(y , B) (2 3 .1 )
S ince Q i s  a - f i n i t e  th e re  e x i s t s  a sequence 0^ t  X w ith  0 < Q [b^] < 00
f o r  each n . D efine V^  = jy  : Gp{ y , B^) > n . These form  an
in c re a s in g  sequence o f  open s e t s  w hich cov er X , s in c e  { £ , ( • ,  B )} i s  an
in c re a s in g  sequence o f  s t r i c t l y  p o s i t i v e ,  co n tin u o u s f u n c t io n s .  A lso , from 
( 2 3 .1 ) ,
“  > « ( s j  5 ( 2 i ? - l ) . e p J . : -1
The re q u ire d  sequence {f/^} can t>e d e f in e d  by U -  n > n .□
Having proved  t h a t  s t r o n g ly  co n tin u o u s  ch a in s  have th e se  n ic e  p r o p e r t i e s , 
we shou ld  a ls o  show th a t  th e re  e x i s t  n o n - t r i v i a l  exam ples o f  such  c h a in s .  
C e r ta in  random w alks f a l l  i n to  t h i s  c l a s s .
EXAMPLE 2 3 o1 . C on sid er a random w alk on th e  r e a l  l i n e  R , i . e .  a 
Markov ch a in  w ith  t r a n s i t i o n  p r o b a b i l i t i e s
P( x,  A) = p(A-a;)
f o r  some B ore l p r o b a b i l i t y  y  on R . I f  y  i s  a b s o lu te ly  c o n tin u o u s  w rt 
Lebesgue m easure th e n  th e  ch a in  i s  s t r o n g ly  co n tin u o u s . For i f  y  has 
d e n s ity  fu n c tio n  h th e n  f o r  g £ B ( R )  ,
P( x,  g ) = h ( y - x ) g ( y ) d y
J R
-  h * g(x)
where h(x)  = h( - x )  . T h is l a s t  e x p re s s io n  i s  th e  c o n v o lu tio n  o f  an LL
CO
fu n c tio n  w ith  an L fu n c tio n  w hich , by a theorem  o f  c l a s s i c a l  a n a ly s is  
(H ew itt 6 Strom berg (1965 , p . 398) ) ,  i s  a c tu a l ly  un iform ly  co n tin u o u s  on 
R . Thus th e  chain  p o s se s s e s  th e  a s s e r te d  s tro n g  c o n t in u i ty  p r o p e r ty .
The q u e s tio n  o f  i r r e d u c i b i l i t y  poses more o f  a p rob lem . The obvious 
c a n d id a te  fo r  th e  i r r e d u c i b i l i t y  m easure cp i s  Lebesgue m easure . I t  would 
th e n  s u f f i c e  to  have h s t r i c t l y  p o s i t i v e  in  some neighbourhood  o f  th e  
o r ig in .  A nother p o s s i b i l i t y  would be M( •) = G^(0 , • )  ; i f  th e  o r ig in  were
an i n t e r i o r  p o in t  o f  th e  su p p o r t o f  M th e n  t h i s  to o  would be a s u i t a b le  
ch o ice  f o r  th e  i r r e d u c i b i l i t y  m easure. / /
no
24o Weakly continuous chains on completely regular spaces
For this section it is convenient to take X to be a completely 
regular space with Borei a-algebra B , although the results we shall 
prove would remain valid in slightly greater generality. Recall that the 
topology on X can be generated by some uniform structure (see Section 13). 
We assume that M  and all the P(x, #)'s are T-measures. The strong 
continuity of the previous section will be replaced by weak continuity.
This means that the map x*— ¥ P(x, •) from X into M (X) should be
continuous, when M^(X) is equipped with its topology of weak convergence
(see Section 15). Equivalently, the operator P should map C(X) into 
itself.
Examples of weakly continuous chains which are not strongly continuous 
are easy to find. Example 3 of Pollard & Tweedie (1975) is a good 
illustration of the differences between the two types of continuity; 
general random walks provide another instance.
EXAMPLE 2 4 o l. Consider the random walk on a topological group X 
with transition probabilities determined by a T-measure p , i.e.
P(x, 4) = p(4.x . Equip X with its left uniformity (Bourbaki (1966,
of the origin. This means that P(x, h) is actually a (left) uniformly 
continuous function of x ; so in particular the chain is weakly continuous.
Unfortunately it seems almost impossible to find natural conditions for 
the random walk to be cp-irredueible. This exposes one of the deficiencies
We propose to imitate the reasoning in the previous section as far as 
possible in order to find conditions under which the relatively compact 
members of B+ are necessarily i?-sets and L-sets. But we shall find it 
necessary to make extra assumptions about the support of M before this 
approach can be successful. To simplify matters slightly we shall assume
III.3.1)). Then for any h € C^(X) ,
f f
IP(x, h)-P(y, h) I = h(z.x)\i(dz) - h(z.y)\i(dz)
<
of a blanket assumption of q)-irreducibility. //
Ill
that supp M is the whole of X . Let us explain why this involves no loss 
of generality.
By assumption P maps G(X) into itself . Hence each of the iterates 
YlP has the same property. As a consequence G^ (;c, •) is weakly continuous
for each 0 < r < 1 . Now let H = (supp M)° . As M(H) = 0 , the set of 
points
H = {y : G^(y, H) > 0}
from which H can be reached must have zero A/-measure. Also H is open, 
since by the arguments of Section 15, G^(•, H) is a l.s.c. function. It
follows that H c H because of the very definition of the support of M .
Thus supp M is stochastically (as well as topologically) closed, and there 
is therefore no loss in considering only the restriction of the chain to 
supp M . So we may as well assume X = supp M .
Let us now consider what will need to be added to the assumptions of 
Theorem 23.1 in order to prove that relatively compact sets are i?-sets for 
Weakly continuous chains. The same argument would work if the G^’s
defined at the start of the proof were still open when weak continuity 
replaced strong continuity; but this will not be the case unless B 
itself is an open set. What we need then is some way of ensuring the 
existence of an open set B' such that G (£, B') converges. A natural
step would be to replace B by its interior int B , for G (£, int B)
certainly converges whenever G (£, B) does. But then another problem
arises - int B may have zero M-measure. This can only occur if 
int B = 0 , because the support of M fills the whole space. Thus we 
require some condition which will force at least one such B to have non­
empty interior. That is where the concept of category enters the problem.
The space X is said to be of second category if it cannot be 
expressed as a countable union of closed sets, each of which has empty 
interior.
So the idea is to cover X with a sequence of closed sets for which 
the generating function has the right radius of convergence, and then use 
the second category property to find one of these sets whose interior belongs 
to B+ . The argument can then proceed as before.
THEOREM 240lo If an (M-irreducible) Markov chain on the second
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category3 completely regular space X is weakly continuous then every 
relatively compact B+ set is an R-set.
Proof. Let A € B+ be relatively compact. As in the proof of Theorem 
23.1, it suffices to show that if, for some r > 1 , £ € X and B € B+ , 
the generating function G (C, F) converges then G (£, ;4) converges too.
First observe that M is inner regular wrt closed sets (as it is a
T-measure) so we can find a closed set F c 5 with M(F) > %Af(F) > 0 .
G (£, F) certainly converges. The function G,(•, F) is u.s.c. (cf. r
Section 15) and strictly positive (since F can be reached from every point 
of X ), so
Fn ~ {y : - n-1j for « = l, 2, ...
defines a countable family of closed sets which covers X . Thus int ^ 0 
for at least one N . Since int F^ contains support points of M it 
must have non-zero M measure.
Now as in the proof of Theorem 23.1,
“ > (2r-l)-1Cr(C, B) £ Gr [z, int Fff).N'1 .
This shows that int F^) converges.
The proof can be completed as before, this time using the open sets
un = {y  : G%(y> int f n) > n”1j • D
For this theorem it was assumed that supp M = X which is of second 
category. This could be modified to read: supp M is of second category 
in its relative topology as a subspace of X . The result would still 
hold, but slightly more care would be needed with the proof.
Let it also be remarked that the class of second category completely 
regular spaces includes all complete metric spaces and all locally compact 
Hausdorff spaces. In particular our results can be applied when X is a
closed subset of Rn - see Laslett, Pollard & Tweedie (1977).
The same assumptions suffice to extend Theorem 23.2 to the weakly 
continuous case. Remember that supp M - X .
THEOREM 2 4 02 0 If an (M-irreducible) Markov chain on the second 
category completely regular space X is weakly continuous and R-recurrent
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then eve ry  r e l a t i v e l y  compact  B+ s e t  i s  an L - s e t .
P ro o f. Suppose A € B+ i s  r e l a t i v e l y  com pact. Again l e t  f  be th e  
s t r i c t l y  p o s i t i v e  R- in v a r i a n t  fu n c tio n  and Q th e  i? - in v a r ia n t  m easure. 
We c o n s tru c t  an in c r e a s in g  sequence {f/^} ° f  open s e t s  co v e rin g  X f o r
which Q (t/ ) < 00 and on each  o f  w hich /  i s  a . s .  bounded away from z e ro .
The r e s u l t  w i l l  th e n  fo llo w  as in  Theorem 2 3 .2 .
Choose B t  X w ith  Q[b \ < 00 . Then B n { f > n ^ " } f X  s in c e  f  n y nJ n u J J
i s  s t r i c t l y  p o s i t i v e .  Use in n e r  r e g u la r i t y  o f  M to  f in d  a c lo se d  s e t  F 
w ith  B n [ f  > N 3  F € B+ f o r  some N . D efine th e  c lo se d  s e t s
Fn = I*/ : F) > n 1j  f o r  n -  1 , 2 , . . .  .
These cover X , so  th e  second c a te g o ry  assum ption  im p lie s  t h a t  f o r  some
M , H = i n t  F € B+ .5 m
From th e  e q u a tio n
f i x )  = ( 2 i?-l) j G^ix,  d y ) f ( y )  f o r  M-a lm o s t a l l  x
we deduce th a t  f o r  Af-almost ev ery  x  € F  ^ (and  hence M -alm ost every  
x  £ H )
f i x )  > ( 2R-1) G^ix , dy)  .N-1
> i 2 R - l ) . m  1 .N 1
> 0  .
C a ll  t h i s  low er bound a  .
As in  Theorem 23 .2  we can use (2 3 .1 )  to  p rove t h a t  QiH) < 00 : in
f a c t  Q(H) < Q[Fm) 5 (2 i? - l ) " 1 .m. Q .
Now d e f in e  open s e t s  £/ f  X by
Un -  j y : G^iy, H) > n 1 |  f o r  n -  l ,  2 , . .  0 .
The same s o r t  o f  argum ents as th o se  above can be used  to  show t h a t
Q{u ) < i2R-1)  ^.n.QiH) < 00 and f i x )  -  i 2R- l )  .n  \ a  f o r  M -alm ost a l l
x € U . The r e s u l t  fo l lo w s . □n
114
Lest it be thought that the second category assumption is too much of 
an artifice we would point out that the same condition appears in the work 
of Cogburn (1975), who has proved that compact sets have other desirable 
Markov chain properties. It was also shown in Pollard 5 Tweedie (1976) 
that without the second category assumption the arguments we have used in 
this section do not carry through; other ways of extending our results are 
also described in that paper.
For an alternative approach to the theory of (non ^-irreducible) 
weakly continuous Markov chains on locally compact metric spaces the reader 
is referred to the papers by Foguel (1973) and Rosenblatt (1973, 1974), 
and the further references which they have cited.
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