A close relation between hitting times of the simple random walk on a graph, the Kirchhoff index, resistance-centrality, and related invariants of unicyclic graphs is displayed. Combining with the graph transformations and some other techniques, sharp upper and lower bounds on the cover cost (resp. reverse cover cost) of a vertex in an n-vertex unicyclic graph are determined. All the corresponding extremal graphs are identified, respectively.
Introduction
We will start with introducing some background information that will lead to our main results. Some important previously established facts will also be presented.
Background
All graphs considered in this paper are simple and undirected. Let G = (V G , E G ) be a graph with V G the vertex set and E G the edge set. We call n = |V G | the order of G and m = |E G | the size of G. The neighborhood of a vertex x, written by N (x), is the set of vertices adjacent to x in G. The degree of x is d(x) = |N (x)|. A vertex of a graph G is called a pendant vertex if it is of degree 1. The distance between vertices x and y, denoted by d(x, y), is the length of a shortest path connecting them and the eccentricity ε(x) of a vertex x is the distance between x Based on the electrical network theory, Klein and Randić [24] proposed a new distance-based parameter, i.e., the resistance distance, on a graph. The resistance distance between vertices x and y, written by r(x, y), is the effective resistance between them when one puts one unit resistor on every edge of a graph G. It is known that r(x, y) ≤ d(x, y) with equality if and only if G is a tree. One famous resistance distance-based invariant called the Kirchhoff index, Kf (G), was given by Kf (G) = {x,y}⊆V G r(x, y) (see [24] ). This structure-descriptor can be expressed alternatively as
where 0 = µ 1 < µ 2 · · · µ n are the eigenvalues of L(G).
As an analogue of the Kirchhoff index of G, Chen and Zhang [9] proposed a novel resistance distance-based graph invariant, defined by Kf * (G) = {x,y}⊆V G d(x)d(y)r(x, y), which is called the multiplicative degree-Kirchhoff index (see [15] ). Just as the relationship between the Kirchhoff index and the Laplacian spectrum, the multiplicative degree Kirchhoff index is closely related to the spectrum of the normalized Laplacian matrix L(G), which is defined as where 0 = λ 1 < λ 2 · · · λ n are the eigenvalues of L(G). More recently, another resistance distance-based graph invariant, namely the additive degree-Kirchhoff index has been put forward in [18] . It is defined as There is extensive literature available on works related to Kf (G), Kf * (G) and Kf + (G), one may be referred to [19, 20, 21, 29, 31] for more detailed information. For a graph G, define the random walks on G as the Markov chain X k , k ≥ 0, that from its current vertex x jumps to its adjacent vertex with probability 1/d(x). The hitting time (also known as the first passage time) T y of the vertex y is the minimum number of jumps the walk needs to reach y, that is T y = inf{k ≥ 0 :
The expected value of T y when the walk is started at the vertex x is denoted by H xy .
The hitting time of random walks is an important parameter of graphs [1, 23] and it has been studied extensively. The connections of eigenvalues and eigenvectors with hitting time were studied in [26] . Relationships between hitting time and electrical networks were considered in [3, 6, 27, 32] . In 2013, Xu and Yau [34] proposed the R-invariant and Z-invariant (also called Chung-Yau invariants in [7] ) and provided an explicit formula of hitting time in terms of ChungYau invariants and the number of spanning trees [35] . In 2016, Patel et al. [30] provided a novel method for calculating the hitting time for a single random walker as well as the first analytic expression for calculating the hitting time for multiple random walkers, which they denoted as the group hitting time. A closed form solution for calculating the hitting time between specified nodes for both the single and multiple random walker cases were also presented. Recently, Chang and Xu [7] used the Chung-Yau graph invariants to derive new explicit formulas and estimated for hitting times of random walks. And they also applied these invariants to study graphs with symmetric hitting times. We refer the readers to the nice survey [26] and [8, 11, 12, 22, 24, 25, 28] for more background of random walks and hitting times on graphs.
The cover cost (see [16] ) of a vertex x in G is defined as
It is closely related to the cover time of a graph, which is defined as the expected time for a random walk starting at x to visit all vertices. There is a rather beautiful relationship between the cover cost and the Wiener index of a tree, which is expressed as CC(x) + D(x) = 2W (T ) for every tree T and every vertex x ∈ V T . As an analogue of the cover cost, the reverse cover cost of a vertex x in G, which is defined as
It was proposed by Georgakopoulos and Wagner [17] in which they showed that RC(x) + (2n − 1)CC(x) = 4(n − 1)W (T ) for every n-vertex tree T with x ∈ V T . As well, they determined the extremal values of the hitting time, the cover cost, and the reverse cover cost for trees of given order. All the the corresponding extremal graphs were characterized. Apart from all the trees, any unicyclic graph is a connected graph with as small size as possible. Motivated from [17] , it is natural and interesting for us to consider the problems as above for unicyclic graphs. Our methods and technique are novel, which are completely different from those in [17] .
Main results
In this subsection we give necessary definitions and state the main results of the paper. If x ∈ V G , then G − x denotes the graph obtained from G by deleting the vertex x and all its incident edges. If xy / ∈ E(G), then G + xy is a graph obtained from G by adding an edge xy. For X ⊆ E G , G − X denotes the graph obtained from G by deleting all the edges in X. In particular, if X = {xy}, we write G − xy for G − X. Denote by C n , P n and S n the cycle, the path and the star of order n, respectively.
Recall that a unicyclic graph G is a simple connected graph with |V G | = |E G |. For convenience, we may use the following notation in the whole context to represent a unicyclic graph:
It is easy to see that T i is a tree for 1 ≤ i ≤ l and l i=1 n i = n. We say that T i is trivial if n i = 1. Figure 1 : Graphs S l n and P l n Let U n be the set of all unicyclic graphs on n vertices and U n,l be the set of all n-vertex unicyclic graphs each of which contains the unique cycle C l . Let S l n denote the graph obtained by attaching n − l pendent vertices to exactly one vertex of C l , and P l n be the graph obtained by identifying one end vertex of P n−l+1 with one vertex of C l . Graphs S l n and P l n are depicted in Fig. 1 . It is obvious that S n n = P n n = C n . Taking advantage of the theory of the relationship between random walks and electrical networks [13, 32] , it is natural to define the resistance-centrality and weighted resistance-centrality (see [17] ), respectively, as
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which can be seen as the generalizations of D(x) and D w (x). Obviously, Kf (G) = 1 2 x∈V G R(x). Following the above notations our first main results read as follows.
The following result is an immediately consequence of Theorem 1.1 (i).
Our second main results in the following exhibit a explicit formula of the additive degreeKirchhoff index (resp. multiplicative degree-Kirchhoff index) in terms of the Kirchhoff index, the order and the related invariants of unicyclic graphs.
Remark 1. Gutman et al. [15, 18] characterized n-vertex unicyclic graphs having the minimum, and the second-minimum multiplicative degree Kirchhoff indices and additive degree-Kirchhoff indices, respectively. By Theorem 1.3, we may give a new and much simpler proof for the main results in [15, 18] , which are left to the readers. Let
Then our third main results read as follows.
where f 1 (n) and f 2 (n) are defined in (1.3) and (1.4), respectively. The right equality holds if and only if G ∼ = P 3 n and x lies on the unique cycle C 3 . The left equality holds if and only if
n and x is a pendant vertex; (ii) for n = 3, 9, 10, G ∼ = C n ; (iii) for 11 n 15, G ∼ = S 4 n and x is a pendant vertex; (iv) for n 16, G ∼ = S 3 n with x being a pendant vertex.
For our last main results, we concentrate on the reverse cover cost of unicyclic graphs. More precisely, sharp upper and lower bounds on RC(x) of graph G in U n are established and the corresponding extremal graphs are determined, respectively.
For X ⊆ V G and x ∈ V G \X, define the distance between x and X as d(x, X) = min{d G (x, y) : y ∈ X}.
The left equality holds if and only if G ∼ = S 3 n and d(x) = n − 1, whereas the right equality holds if and only if G ∼ = P 3 n and x is the vertex such that d(x, V C 3 ) = n − 3.
In the rest of this section we recall some important known results. In Section 2 we establish some technical lemmas that help us prove the main results. We present the proofs of Theorems 1.1 and 1.3 in Section 3. In Section 4, we give the proof for Theorem 1.4, whereas in Section 5, we give the proof for Theorem 1.5.
Preliminaries
For the rest of our introduction we recall the following important facts.
Lemma 1.6 ([32]
). Let G be a simple connected graph on m edges with x, y ∈ V G . Then
Lemma 1.7 ([33]
). Let z be a cut vertex of a connected graph G and x, y be two vertices occurring in different components of G − z. Then r(x, y) = r(x, z) + r(z, y).
Lemma 1.8 ([17]
). Let T be a tree on m edges with x ∈ V T . Then we have
Lemma 1.9 ([14]
). Let T be a tree on n vertices. Then
The lower bound holds with equality if and only if T ∼ = S n , whereas the upper bound holds with equality if and only if T ∼ = P n .
Lemma 1.10 ([18]
). Let C n be a cycle on n vertices with x ∈ V Cn . Then Kf (C n ) = n 3 −n 12 and
It is known that classical distance satisfies the triangle inequality, that is,
It is interesting to see that the property is enjoyed by resistance distance as well.
Lemma 1.11 ([2]
). Let G be a connected graph with x, y, z ∈ V G . Then
Technical lemmas
In this section we present a few technical lemmas.
Lemma 2.1. Let G ∈ U n,l and x be a vertex on the unique cycle. Then
Proof. We proceed by induction on the order n of G. If n = l, then G ∼ = C n and d(y) = 2 for any y ∈ V G . Thus we have
Now suppose that G ∈ U n,l with n ≥ l + 1, then G contains at least one pendant vertex. Let u be a pendant vertex of G and v be the unique neighbor of u and denote
In what follows, we use
) to emphasize the dependence on the graph G. On the one hand, it follows from Lemma 1.7 that
On the other hand,
Therefore, by induction hypothesis we have
More generally, we are now in a position to give a formula for R w (x) in terms of R(x) for any x ∈ V G , where G ∈ U n,l .
Proof. Note that
Then it follows from Lemma 1.7 that
Note that
Therefore, together with Lemmas 1.8 and 2.1, we have
This completes the proof.
From Lemma 2.2, we can prove the following explicit formula for the expected hitting time on unicyclic graphs, which will play an important role in the proof of our main results. Lemma 2.3. Let G ∈ U n,l with x ∈ V T i and y ∈ V T j . Then
Proof. Note that |E G | = |V G | = n. Then it follows from Lemmas 1.6 and 2.2 that we have
as desired.
Lemma 2.4. Let T be a tree on n vertices with v ∈ V T . Then
The lower bound holds with equality if and only if T ∼ = S n with v as its center, whereas the upper bound holds with equality if and only if T ∼ = P n with v as one of its end vertices.
Proof. Let T be a tree on n vertices with v ∈ V T . For uv ∈ E T , denote T u and T v be the component of T − uv containing u and v, respectively. Assume that |V Tu | = n u and
. . , vw k }, where w 1 , w 2 , . . . , w k are the neighbors of u in T u . Then it is routine to check that
By iterating the argument, we can get (2n − 1)D T (v) − 2W (T ) attains its minimum (resp. maximum) if and only if T ∼ = S n with v as its center (resp. T ∼ = P n with v as one of its end vertices). By a direct calculation, we obtain our assertion.
3 Proofs of Theorems 1.1 and 1.3
First we show Theorem 1.1, which mainly follows from Lemma 2.3.
The proof of Theorem 1.1
The proofs of (i) and (ii) in Theorem 1.1 follow almost directly from Lemma 2.3, and are rather similar to each other in nature. Here we only provide the proof for (i) and the proof of (ii) is omitted here. In view of Lemma 2.3, we can get
This completes the proof. Now we provide the proof for Theorem 1.3, which mainly follows from Lemma 2.2.
The proof of Theorem 1.3
(i) In view of (1.2), we have Kf + (G) = x∈V G y∈V G d(y)r(x, y) = x∈V G R w (x). Then it follows from Lemma 2.2 that we have
(ii) By (1.1), we can get Kf * (G) =
. Then it follows from Lemmas 1.8 and 2.2 that we have
Proof of Theorem 1.4
In order to give the proof of Theorem 1.4, we first determine sharp upper and lower bounds on CC(x) of graphs among U n,l .
with equality if and only if G ∼ = P l n and x lies on the unique cycle C l .
Proof. Choose G in U n,l such that CC(x) is as large as possible with x ∈ V G . By Theorem 1.1(i), x must lie on the unique cycle
Then in view of (4.1)-(4.2) we have
Then in order to complete the proof, it suffices to show the following two claims. Claim 1. T i ∼ = P n i and v i is one of the end vertices of T i , i = 1, 2, . . . , l.
Proof of Claim 1. By Lemma 1.9 we know that W (T i ) attains its maximum if and only if T i is a path and it is routine to check that D T i (v i ) attains its maximum if and only if T i is a path with v i being one of its end vertices. Then in view of (4.3), Claim 1 holds.
Claim 2.
If n ≥ l + 1, then only one member in {T 1 , T 2 , . . . , T l } is non-trivial.
Proof of Claim 2. Suppose to the contrary that there exist two non-trivial T i , T j . By Claim 1, T i ∼ = P n i and T j ∼ = P n j . Let a (resp. b) be another end vertex different from v i (resp. v j ) of T i (resp. T j ). Assume, without loss of generality, that R G (a) +
2 . Let c be the unique neighbor of b and put G ′ = G − cb + ab. Then it is obvious that G ′ ∈ U n,l .
Then in view of (4.1), we have
a contradiction to the choice of G, which implies that all but one of T i 's are trivial. By Claims 1-2, we have G ∼ = P l n . By direct calculation, we have
Now we consider the sharp lower bound on CC(x) of graphs among U n,l in what follows.
Theorem 4.2. Given a graph G in U n,l with l = n, n ≥ 6, let x be a vertex of G. Then
with equality if and only if G ∼ = S l n and x is a pendant vertex of G. Proof. Choose a graph G = (C l ; T 1 , T 2 , . . . , T l ) in U n,l with x ∈ V G such that CC(x) is as small as possible. Assume that x ∈ V T k , it follows from Theorem 1.1(i) that d(x, v k ) attains its maximum. So we can assume that d(x, v k ) = ε T k (v k ) in this case. Therefore,
Assume, without loss of generality, that x ∈ V T 1 . Then in view of (4.2) and (4.4) we have
In order to complete the proof, it suffices to show the following claims.
)n 1 − 3n + 1 and T 1 ∼ = S n 1 with v 1 being its central vertex.
Proof of Claim 1
We proceed by induction on n 1 . For n 1 = 2, the statement is trivial. Now let T 1 be a tree of order n 1 ≥ 3 and v 1 a vertex for which 2W (
is as small as possible. Next we show that there exists a pendant vertex being adjacent to v 1 in
Let g(t) = −2t 2 +(2n+5)t−5n−2 be a real function in t with t ∈ [3, n−2]. Since g(3) = n−5 > 0 and g(n − 2) = 4n
. . , u k } and F i be the connected component of
Then it is routine to check that
a contradiction to the choice of T 1 . Therefore, {F 1 , F 2 , . . . , F k } contains a trivial member, say
. By induction, one has
The equality in (4. 
Suppose to the contrary that there exist two non-trivial, say T i and T j . Let u and v be two leaves of T i and T j , respectively. Without loss of generality, assume that
Then in view of (4.7) we have
a contradiction to the choice of G. Hence, our result holds. By Claims 1-3, we have G ∼ = S l n and x is a pendant vertex of G. By direct calculation, we have
Corollary 4.3. Given a graph G in U n with l = n, n ≥ 6, let x be a vertex of G. Then
The first equality holds if and only if G ∼ = S n−1 n with x being a pendant vertex of G; the second equality holds if and only if G ∼ = S 4 n with x being a pendant vertex of G and the last equality holds if and only if G ∼ = S 3 n with x being a pendant vertex of G.
Proof. Let
be a real function in t with t ∈ [3, n − 1]. Then h ′ (t) = − . Then we proceed by distinguishing the following two cases to show our result. Case 1. 6 ≤ n ≤ 8. In this case, Σ < 0 and then h ′ (t) < 0 for t ∈ [3, n − 1]. Thus h(t) is monotone decreasing on [3, n − 1]. Hence, we have
Therefore, by Theorem 4.2, our result holds in this case. Case 2. n ≥ 9. In this case, Σ > 0 and the roots of h ′ (t) = 0 are
and
, and h ′ (t) > 0 for t ∈ (t 1 , t 2 ), which implies that h(t) is monotone decreasing for t ∈ [3, t 1 ) ∪ (t 2 , 8], and it is monotone increasing for t ∈ (t 1 , t 2 ). Combing with Theorem 4.2, we have
If n = 10, then 4 < t 1 < 5 and t 2 > 9. It is routine to check that h ′ (t) < 0 for t ∈ [3, t 1 ) and h ′ (t) > 0 for t ∈ (t 1 , 9], which implies that h(t) is monotone decreasing on [3, t 1 ) and it is monotone increasing on (t 1 , 9]. Combing with Theorem 4.2, we have CC(x) ≥ min{h(4), h(5)} = min{144, 145} = 144 = h(4). If n ≥ 11, then 3 < t 1 < 4 and t 2 > n − 1. It is routine to check that h ′ (t) < 0 for t ∈ [3, t 1 ) and h ′ (t) > 0 for t ∈ (t 1 , n − 1], which implies that h(t) is monotone decreasing on [3, t 1 ) and it is monotone increasing on (t 1 , n − 1]. Combing with Theorem 4.2, we have
Now we come back to the proof of Theorem 1.4. Proof of Theorem 1.4 We first determine the sharp upper bound on CC(x) of n-vertex unicyclic graphs. Let
be a real function with t ∈ [3, n]. Then f ′ (t) = . Then we proceed by distinguishing the following two cases to show our result. Case 1. n ≤ 6. In this case, t 2 ≥ n. Then f ′ (t) ≤ 0 and f (t) is monotone decreasing on [3, n] . Therefore, we have
Case 2. n > 7. In this case, t 2 < n. Then f ′ (t) < 0 for t ∈ [3, t 2 ) and f ′ (t) > 0 for t ∈ (t 2 , n], which implies that f (t) is monotone decreasing on [3, t 2 ) and it is monotone increasing on (t 2 , n]. Since f (3) − f (n) = with x ∈ V Cn . Let H i be the graphs with x i ∈ V H i (1 ≤ i ≤ 5) as depicted in Fig. 2 . Then it is routine to check that U 3 = {C 3 }, U 4 = {C 4 , H 1 } and U 5 = {C 5 , H 2 , H 3 , H 4 , H 5 } and x i is the vertex of H i such that CC H i (x i ) attains its minimum. By direct calculation, we have
Then the sharp lower bound in Theorem 1.4 follows immediately from Corollary 4.3. 
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Proof of Theorem 1.5
In order to give the proof of Theorem 1.5, we first determine sharp upper and lower bounds on RC(x) of graphs among U n,l .
The equality holds if and only if G ∼ = S l n and x is the vertex of degree n − l + 2 in G.
Proof. Choose G = U (C l ; T 1 , . . . , T l ) in U n,l such that RC(x) is as small as possible, where x ∈ V G . We assume, without loss of generality, that x ∈ V T 1 . Note that
for j = 1. Then it follows from Theorem 1.1(ii) and (4.2) that
For convenience, put
By a similar discussion as in the proof of Claim 1 in Theorem 4.2, we have the following claim. Claim 1. F (T 1 , v 1 , x) = n 1 − 1 and T 1 ∼ = S n 1 with x = v 1 being its central vertex.
The following claim follows directly from (5.8) and Lemma 2.4. Claim 2. T j ∼ = S n j with v j being its central vertex for 2 ≤ j ≤ l.
By Claims 1-2, we have T i ∼ = S n i and v i is the central of T i for 1 ≤ i ≤ l. Then by Theorem 1.1(ii), we have
(5.9)
Proof of Claim 3 If there exist two non-trivial subtrees, say T i and T j . Let a and b be two leaves of T i and T j , respectively. Without loss of generality, assume that (n − 1)r
Then it is obvious that G ′ ∈ U n,l and
Together with (5.9) and Lemma 1.11, we have
a contradiction to the choice of G, which implies that at most one member, say T k , in {T 2 , T 3 , . . . , T l } is non-trivial. Let c, d be two leaves of T 1 and T k , respectively. Let
On one hand, by a similar discussion as above, we obtain
On the other hand, it is routine to check that
Combing with (5.10) and Lemma 1.10, we have
which contradicts the choice of G. Therefore, all of T i are trivial for 2 ≤ i ≤ l. By Claims 1-3, we have G ∼ = S l n and x is a vertex of degree n − l + 2. By direct calculation, we have
and the proof is complete.
In order to complete the proof of Theorem 1.5, we must determine the sharp upper bound on RC(x) of G in U n,l , where x ∈ V G .
The equality holds if and only if G ∼ = P l n and x is the vertex such that d(x, V C l ) = n − l. Proof. Choose G = U (C l ; T 1 , . . . , T l ) among U n,l such that its reverse cover cost is as small as possible. By the same notation as in the proof of Theorem 5.1, we have with T 1 ∼ = P n 1 and x, v 1 are two endvertices of T 1 .
By (5.8) and Lemma 2.4 the following claim follows directly.
Claim 2. T j ∼ = P n j with v j as one of its end vertices for 2 ≤ j ≤ l.
Then by Theorem 1.1 (ii) and Claims 1-2, we have
Claim 3. For 2 ≤ i ≤ l, T i is trivial.
Proof of Claim 3
If there exist two non-trivial members, say T i and T j , in {T 1 , T 2 , . . . , T l }, then let u 1 (resp. u 2 ) be another end-vertex different from v i (resp. v j ) of T i (resp. T j ). Without loss of generality, assume that nn i + (n + 1)r G (v 1 , v i ) − 2R G (u 1 ) ≤ nn j + (n + 1)r G (v 1 , v j ) − 2R G (u 2 ). Let G ′ = G − u 2 u 3 + u 1 u 2 , where u 3 is the unique neighbor of u 2 . Then it is obvious that G ′ ∈ U n,l and
Together with (5.11) and Lemma 1.11, we have
≥ 0, a contradiction, which implies that at most one member, say T k , in {T 2 , T 3 , . . . , T l } is nontrivial. Let u 4 be another end-vertex different from v k of T k and u 5 be the unique neighbor of u 4 . Let G ′′ = G − u 4 u 5 + xu 4 . Then in view of (5.11), we have RC G (x) = 2nR G (x) − 2Kf (G) − n 1 (n 1 − 1) + n k (n k − 1) 2 + n(n 1 − 1),
By a similar discussion as above, we obtain
As well, it is routine to check that
Combing with (5.12)-(5.13), we have
which contradicts the choice of G and x. Therefore, all of T i are trivial for 2 ≤ i ≤ l. By Claims 1-3, we have that G ∼ = P l n and contains the vertex x satisfying d(x, V C l ) = n − l. By direct calculation, we have
