We develop a Bayesian "sum-of-trees" model where each tree is constrained by a prior to be a weak learner. Fitting and inference are accomplished via an iterative backfitting MCMC algorithm. This model is motivated by ensemble methods in general, and boosting algorithms in particular. Like boosting, each weak learner (i.e., each weak tree) contributes a small amount to the overall model. However, our procedure is defined by a statistical model: a prior and a likelihood, while boosting is defined by an algorithm. This model-based approach enables a full and accurate assessment of uncertainty in model predictions, while remaining highly competitive in terms of predictive accuracy.
Introduction
We consider the fundamental problem of making inference about an unknown function that predicts an output The sum-of-trees model is fundamentally an additive model with multivariate components. It is vastly more flexible than a single tree model which does not easily incorporate additive effects. Because multivariate components can easily account for high order interaction effects, a sum-of-trees model is also much more flexible than typical additive models that use low dimensional smoothers as components.
Our approach is fully model based and Bayesian. We specify a prior, and then obtain a sequence of draws from the posterior using Markov chain Monte Carlo (MCMC). The prior plays two essential roles. First, with 4 chosen large, it restrains the fit of each individual 7H s o that the overall fit is made up of many small contributions in the spirit of boosting (Freund & Schapire (1997) , Friedman (2001) ). Each 7 I H i s a "weak learner". Second, it "regularizes" the model by restraining the overall fit to achieve good bias-variance tradeoff. The prior specification is kept simple and a default choice is shown to have good out of sample predictive performance.
Inferential uncertainty is naturally quantified in the usual Bayesian way: variation in the MCMC draws of ¤ Q P R 7 G H ( evaluated at a set of £ of interest) and # indicates our beliefs about plausible values given the data. Note that the depth of each tree is not fixed so that we infer the level of interaction. Our point estimate of is the average of the draws. Thus, our procedure captures ensemble learning (in which many trees are combined) both in the fundamental sum-of-trees specification and in the model-averaging used to obtain the estimate.
The Model
The model consists of two parts: a sum-of-trees model and a regularization prior.
A Sum-of-Trees Model
To elaborate the form of a sum-of-trees model, we begin by establishing notation for a single tree model. Let S denote a binary tree consisting of a set of interior node decision rules and a set of terminal nodes, and let . Such terminal node parameters will represent interaction effects when their assignment depends on more than one component of £ (i.e., more than one variable). Because (1) may be based on trees of varying sizes, the sum-of-trees model can incorporate both direct effects and interaction effects of varying orders. In the special case where every terminal node assignment depends on just a single component of £ , the sum-of-trees model reduces to a simple additive function.
With a large number of trees, a sum-of-trees model gains increased representation flexibility, which, when coupled with our regularization prior, gives excellent out of sample predictive performance. Indeed, in the examples in Section 4, we set 4 as large as 200. Note that with 4 large there are hundreds of parameters of which only # is identified. This is not a problem for our Bayesian analysis. Indeed, this lack of identification is the reason our MCMC mixes well. Even when 4 is much larger than needed to capture (effectively, we have an "overcomplete basis") the procedure still works well.
A Regularization Prior
The complexity of the prior specification is vastly simplified by letting the For the tree prior, we use the same specification as in Chipman, George & McCulloch (1998) . In this prior, the probability that a node is nonterminal is
where is the depth of the node. In all examples we use the same prior corresponding to the choice g ¤ h C i d j and k l ¤ Q m . With this choice, trees with 1, 2, 3, 4, and n Q j terminal nodes receive prior probability of 0.05, 0.55, 0.28, 0.09, and 0.03, respectively. Note that even with this prior, trees with many terminal nodes can be grown if the data demands it. At any non-terminal node, the prior on the associated decision rule puts equal probability on each available variable and then equal probability on each available rule given the variable.
For the prior on a X , we start by simply shifting and rescaling ¡ so that we believe the prior probability that
is our default choice and in practice we typically rescale the response~so that its observed values range from -5. to .5. Note that this prior increases the shrinkage of
For the prior on # we start from the usual inverted-chi-squared prior: 
. We refer to these three settings,
, as conservative, default and aggressive, respectively. For automatic use, we recommend the default setting
w hich tends to avoid extremes. Simple data-driven choices of # we have used in practice are the estimate from a linear regression or the sample standard deviation of ¡ . Note that this prior choice can be influential. Strong prior beliefs that # is very small could lead to over-fitting.
A Backfitting MCMC Algorithm
Given the observed data~, our Bayesian setup induces a posterior distribution 
followed by a draw of # from the full conditional:
Hastie & Tibshirani (2000) considered a similar application of the Gibbs sampler for posterior sampling for additive and generalized additive models with # fixed, and showed how it was a stochastic generalization of the backfitting algorithm for such models. For this reason, we refer to our algorithm as backfitting MCMC.
The idea is that given
f rom both sides of (1) leaving us with a single tree model with known error variance. This draw may be made following the approach of Chipman et al. (1998) or the refinement Wu, Tjelmeland & West (2005) . These methods draw
. The first draw is done by the Metropolis-Hastings algorithm after integrating out T H a nd the second is a set of normal draws. The draw of # is easily accomplished by subtracting all the fit from both sides of (1) so the the are considered to be observed. The draw is then a standard inverted-chisquared.
The Metropolis-Hastings draw of
i s complex and lies at the heart of our method. The algorithm of Chipman et al. (1998) proposes a new tree based on the current tree using one of four moves. The moves and their associated proposal probabilities are: growing a terminal node (0.25), pruning a pair of terminal nodes (0.25), changing a non-terminal rule (0.40), and swapping a rule between parent and child (0.10). Although the grow and prune moves change the implicit dimensionality of the proposed tree in terms of the number of terminal nodes, by integrating out T l H from the posterior, we avoid the complexities associated with reversible jumps between continuous spaces of varying dimensions (Green 1995) .
We initialize the chain with 4 single node trees, and then iterations are repeated until satisfactory convergence is obtained. At each iteration, each tree may increase or decrease the number of terminal nodes by one, or change one or two decision rules. Each X will change (or cease to exist or be born), and # will change. It is not uncommon for a tree to grow large and then subsequently collapse back down to a single node as the algorithm iterates. The sum-of-trees model, with its abundance of unidentified parameters, allows for "fit" to be freely reallocated from one tree to another. Because each move makes only small incremental changes to the fit, we can imagine the algorithm as analogous to sculpting a complex figure by adding and subtracting small dabs of clay.
Compared to the single tree model MCMC approach of Chipman et al. (1998) , our backfitting MCMC algorithm mixes dramatically better. When only single tree models are considered, the MCMC algorithm tends to quickly gravitate toward a single large tree and then gets stuck in a local neighborhood of that tree. In sharp contrast, we have found that restarts of the backfitting MCMC algorithm give remarkably similar results even in difficult problems. Consequently, we run one long chain rather than multiple starts.
In some ways backfitting MCMC is a stochastic alternative to boosting algorithms for fitting linear combinations of trees. It is distinguished by the ability to sample from a posterior distribution. At each iteration, we get a new draw of
corresponding to the draw of S a nd T . These draws are a (dependent) sample from the posterior distribution on the "true" . Rather than pick the "best" from these draws, the set of multiple draws can be used to further enhance inference. In particular, a less variable estimator of or predictor of ¡ , namely the posterior mean of , is approximated by averaging the over the multiple draws. Further, we can gauge our uncertainty about the actual underlying by the variation across the draws. For example, we can use the 5% and 95% quantiles of ¦ £ © to obtain 90% posterior intervals for § ¦ £ '
.
Examples
In this section we illustrate the potential of our Bayesian Ensemble on two distinct types of data. The first is simulated data where the mean is the five dimensional test function used by Friedman (1991) . The second is the well-known Boston Housing data which has been used to compare a wide variety of competing methods in the literature. This model has already been used in other applications. In **** (2006c), it outperforms a boosting type algorithm and neural nets in predicting penalty calls in National Hockey League games. In **** (2006b), a method based on Bayesian Ensembles outperforms propensity score matching and a propensity-score based weighting estimator in causal inference. These examples are not discussed here.
Friedman's Five Dimensional Test Function
To illustrate the potential of multivariate adaptive regression splines (MARS), Friedman (1991) constructed data by simulating values of 
, together with the interactions and nonlinearities make it especially difficult to find § ¦ £ © b y standard parametric methods.
As plausible competitors, we consider linear regression and four black-box models: Friedman's (2001) gradient boosting, random forests (Breiman 2001) , MARS (Friedman 1991) , and neural networks with one layer of hidden units. Implementation details are given in **** (2006a). Tree models were not considered, since they tend to sacrifice predictive performance for interpretability.
We considered two versions of our Bayesian Ensemble. In BE-cv, the prior hyperparameters
were treated as operational parameters to be tuned via cross-validation. In BE-default, we set With the exception of linear regression and BE-default, all the methods above are controlled by the operational parameters listed in Table 1 . The best parameter values from those listed in Table 1 were chosen by 10-fold cross-validation. The models were compared with 50 replications of the following experiment. For each replication, we simulated 100 independent values of ¦ £ h $ p f rom (5) and (6). These 100 observations were used for training and (when appropriate) cross-validation. We next simulated 1000 out-of-sample £ values from (5). The predictive performance of each method was then evaluated by the root mean squared error between prediction Y ¦ £H¨
Average RMSEs over 50 replicates and standard errors of averages are given in Table 2 . Both BEcv and BE-default substantially outperformed all the other methods by a significant amount. The strong performance of BE-default is noteworthy, and suggests that reasonably informed choices of prior hyperparameters may render cross-validation unnecessary. BE-default's simplicity and speed make it an ideal tool for automatic exploratory investigation. Finally, we note that BE-cv chose the default 
Boston Housing Data
The data, consisting of 506 census tracts in the Boston area, originally appeared in Harrison & Rubinfeld (1978) . The original study modelled the relationship between median house price for a census tract and 13 other tract characteristics, such as crime rate, transportation access, pollution, etc. Following other studies, we take log median house price as the response.
We conduct a comparison of methods similar to Section 4.1. Since § ¦ £ '
is unknown, we assess performance with a 75% train/25% test experiment. The experiment was replicated 50 times with different splits each time. All methods in Table 1 were considered, with the exception of MARS because of poor performance. The only other change was that for neural networks we considered size = 3, 5, 10 and decay = 0.05, 0.10, 0.20, 0.50. Table 3 summarizes RMSE values for the 50 train/test splits, with smallest values being best. As in Table 2 , both BE-cv and BE-default significantly 1 outperform all other methods. Furthermore, BE-default, which is trivial to specify and does not require cross-validation, performed essentially as well as BE-cv.
For further illustration, we applied our Bayesian Ensemble to all 506 observations of the Boston Housing data using the default setting . An appealing feature of these posterior intervals is that they widen when there is less information about § ¦ £ '
. To roughly illustrate this, we calculated Cook's distance diagnostic § | for each £ (Cook 1977) based on a linear least squares regression of~on £ . Larger § indicate more uncertainty about predicting~with a linear regression at £ . To see how the width of the 90% posterior intervals corresponded to § , we plotted them together in Figure 2(a) . Although the linear model may not be strictly appropriate, the plot is suggestive: all points with large § values have wider uncertainty bounds.
Uncertainty bounds can also be used in graphical summaries such as a partial dependence plot (Friedman 2001) , which shows the effect of one (or more) predictor on the response, margining out the effect of other predictors. Since the Bayesian Ensemble provides posterior draws for § ¦ £ ' , calculation of a posterior distribution for the partial dependence function is straightforward. Computational details are provided in **** (2006a). For the Boston Housing data, Figure 2(b) shows the partial dependence plot for crime, with 90% posterior intervals. The vast majority of data values occur for crime l j , causing the intervals to widen as crime increases and the data become more sparse.
Discussion
Two essential elements of this Bayesian approach are an appropriate prior specification and an efficient algorithm for computing the posterior distribution. We briefly discuss issues related to these two areas below.
Priors serve to regularize the fitted model, constraining the number of terminal nodes and the fitted values in the nodes. In simulation and real-data experiments (Section 4), we have demonstrated that excellent predictive performance can still be obtained even using a very large number of trees. **** (2006a) also showed that in the Friedman example, the true function could be recovered with ! G ! or even G ! G ! G ! irrelevant predictors. To facilitate prior specification, the prior parameters themselves are expressed in terms of understandable quantities, such as the amount of residual variation, the level of interaction involved within trees, and the anticipated number of important variables.
A common concern of Bayesian approaches is sensitivity to prior parameters. In an extended study of the Friedman example, **** (2006a) found that results were robust to a reasonably wide range of prior parameters, including { i @ $ # t , as well as the number of trees,
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To sample from the complex and high dimensional posterior on the space of sum-of-trees models, our backfitting MCMC algorithm iteratively samples the trees, the associated terminal node parameters, and residual variance # b % , making use of several analytic simplifications of the posterior. The algorithm converges quickly in most problems, and mixes much better than MCMC for a single tree model. This is probably due in part to the reasonably small number of terminal nodes in each tree. **** (2006a) found that the posterior MCMC samples enabled well-calibrated inference, with coverage of posterior intervals for ) ¦ ¡ x 1 £ ' p roviding frequency coverage close to the nominal level. Impressive results were also obtained in extensions of the Friedman example, with the Bayesian Ensemble being able to recover structure due to the five relevant predictors, even with 95 and 995 irrelevant variables.
From a computational viewpoint, the backfitting MCMC algorithm iteratively and stochastically adjusts components in the sum of trees. While this is more expensive than a single pass algorithm like boosting, multiple passes enable uncertainty statements about predictions, and model averaging for prediction. Overfiting of the training set is prevented by prior regularization and the stochastic nature of the updates.
