On some Variants of Jensen's Inequality by Dragomir, Sever S & Hunt, Emma
On some variants of Jensen’s inequality
S. S. DRAGOMIR
School of Communications & Informatics,
Victoria University, Vic. 8001, Australia
EMMA HUNT
Department of Mathematics, University of Adelaide,
SA 5005, Adelaide, Australia
and
Surveillance Systems Division, DSTO,
PO Box 1500, Edinburgh 5111, Australia
Abstract.
Some variants of Jensen’s discrete inequality are derived. These include
interpolations of the basic relation for subadditive maps and of the gener-
alised triangle inequality.
AMS Subject Classification: 26D15.
Key words and Phrases: Jensen’s inequality, generalised triangle inequal-
ity, subadditive maps
1 Introduction
Let X be a real linear space and C ⊆ X a convex set in X, that is, a set
such that
x, y ∈ C and λ ∈ [0, 1] imply λx+ (1− λ)y ∈ C.
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If f : C → R is convex, f satisfies
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y)
for all x, y ∈ C and λ ∈ [0, 1]. If pi ≥ 0 (i = 1, . . . , n) with Pn := ∑ni=1 pi > 0
and yi ∈ C (i = 1, . . . , n), we have the Jensen inequality
f
(
1
Pn
n∑
i=1
piyi
)
≤ 1
Pn
n∑
i=1
pif(yi)
(see [2] or [8, p. 6]). For some recent generalizations, refinements and appli-
cations the reader is referred to [1]–[7], [9] and [8, p. 20].
In this paper we show that several new results flow from simple but
judicious applications of Abel’s identity, which gives the following. Suppose
X is a linear space, xi ∈ X (i = 1, . . . , n) and sn := ∑ni=1 xi. If ai is real
(i = 1, . . . , n), then
n∑
i=1
aixi = a1s1 +
n∑
i=2
ai (si − si−1)
=
n−1∑
i=1
(ai − ai+1) si + ansn.
Consequences include an interpolation of the basic inequality for subad-
ditive maps and of the generalised triangle inequality.
2 Results
We will start with the following theorem.
Theorem 2.1. Let X be a linear space and f : X → R a convex mapping,
x1, . . . , xn ∈ X and 0 6= a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Then
f
(
a−11
n∑
i=1
aixi
)
≤ a−11
a1f(x1) +
n∑
i=2
ai
f
 i∑
j=1
xj
− f
i−1∑
j=1
xj
 .
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Proof. Choose pi := ai−ai+1 (1 ≤ i < n), pn := an and yi = si (i = 1, . . . , n)
in Jensen’s theorem. We derive
f
[∑n
i=1 (ai − ai+1) si∑n
i=1 (ai − ai+1)
]
≤
∑n
i=1 (ai − ai+1) f(si)∑n
i=1 (ai − ai+1)
,
where for notational simplicity we have introduced an+1 := 0. The desired
result now follows by Abel’s identity. 2
Corollary 2.2. Let g : X → (0,∞) be logarithmically concave, that is, let
ln g be concave. Under the assumptions of the theorem
g
(
a−11
n∑
i=1
aixi
)
≥
[g(x1)]a1
n∏
i=2
 g
(∑i
j=1 xi
)
g
(∑i−1
j=1 xj
)
ai
1/a1
.
The result follows from the theorem for the convex mapping f = − ln g.
Suppose that the mapping ϕ : X → R is subadditive, that is, for α, β
nonnegative we have
ϕ(αx+ βy) ≤ αϕ(x) + βϕ(y).
By mathematical induction we have for all αi ≥ 0 and yi ∈ X (i = . . . , n)
that
ϕ
(
n∑
i=1
αiyi
)
≤
n∑
i=1
αiϕ(yi).
This inequality may be interpolated as follows.
Corollary 2.3. Let ϕ : X → R be subadditive, y1, . . . , yn ∈ X and
α1 ≥ α2 ≥ · · · ≥ αn ≥ 0. Then
ϕ
(
n∑
i=1
αiyi
)
≤ α1ϕ(y1) +
n∑
i=2
αi
ϕ
 i∑
j=1
yj
− ϕ
i−1∑
j=1
yj

≤
n∑
i=1
αiϕ(yi).
Proof. As ϕ is subadditive, it is convex. The first desired inequality follows
from Theorem 2.1.
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For the second, we observe that for 2 ≤ i ≤ n,
ϕ
 i∑
j=1
yj
− ϕ
i−1∑
j=1
yj
 ≤ ϕ(yi).
Multiplying the ith inequality by αi and summing over i provides the desired
result.
Our second main result is the following.
Theorem 2.4. Let f : X → R be convex and xi ∈ X (i = 1, . . . , n). Suppose
that mi(i = 1, . . . , n) satisfy
i∑
j=1
mj ≥ 0 (1 ≤ i ≤ n)
and
n∑
i=1
(n+ 1− i)mi > 0.
Then
f
( ∑n
i=1mixi∑n
i=1(n+ 1− i)mi
)
≤
∑n
i=1
∑n
j=i f (xj − xj+1)∑n
i=1(n+ 1− i)mi
,
where again we put xn+1 := 0 for notational convenience.
Proof. Let si =
∑i
j=1mj (1 ≤ i ≤ n). Then by Abel’s identity
n∑
i=1
mixi = s1x1 +
n∑
i=2
(si − si−1)xi
=
n∑
i=1
si (xi − xi+1) .
Applying Jensen’s inequality provides
f
[∑n
i=1 si (xi − xi+1)∑n
i=1 si
]
≤
∑n
i=1 sif(xi − xi+1)∑n
i=1 xi
.
The numerator on the right–hand side may be written as
n∑
i=1
mi
n∑
j=i
f(xj − xj+1)
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and we have the desired result. 2
Corollary 2.5. Let g : X → (0,∞) be logarithmically concave. With the
above assumptions
g
( ∑n
i=1mixi∑n
i=1(n+ 1− i)mi
)
≥

n∏
i=1
 n∏
j=i
g(xj − xj+1)
mi
1/
∑n
i=1
(n+1−i)mi
.
The result follows from the theorem with the choice of convex mapping
f = − ln g.
3 Applications
We now derive some particular applications relating to homely choices of
convex function.
1. Let xi > 0 (i = 1, . . . , n) with 0 6= a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Then
n∑
i=1
aixi ≥ a1
[
xa11
n∏
i=2
(∑i
j=1 xj∑i−1
j=1 xj
)ai]1/a1
.
The result follows from Corollary 2.2 with the mapping g : (0,∞)→ (0,∞)
given by g(x) = x.
Suppose x1 ≥ x2 ≥ · · · ≥ xn ≥ 0 and ni ∈ R with m1 ≥ 0. In the same
way we have from Corollary 2.5 that
∑n
i=1mixi∑n
i=1(n+ 1− i)mi
≥

n∏
i=1
 n∏
j=i
(xj − xj+1)
mi
1/
∑n
i=1
(n+1−i)mi
.
2. Let xi > 0 (i = 1, . . . , n) and 0 6= a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Then
a21 ≤
(
n∑
i=1
aixi
)a1
x1
−
n∑
i=2
aixi(∑i−1
j=1 xj
) (∑i
k=1 xk
)
 .
This follows from Theorem 2.1 applied to the convex mapping f(x) = 1/x
on the interval (0,∞).
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3. Let xi ∈ R and a1 ≥ a2 ≥ · · · ≥ an ≥ 0. Then(
n∑
i=1
aixi
)2
≤ a1
a1x21 +
n∑
i=2
aixi
xi + 2 i−1∑
j=1
xj
 .
This follows from Theorem 2.1 applied for the convex mapping f(x) = x2
(x ∈ R).
4. Consider the mapping f : R → R given by f(x) = ln(1 + ex). We have
f ′(x) = ex/(1 + ex) and f ′′(x) = ex/(1 + ex)2, which shows that f is convex
on R.
Let 0 6= a1 ≥ a2 ≥ · · · ≥ an ≥ 0 and x1, . . . , xn ∈ R. Then by Theorem
2.1
ln
[
1 + exp
(
a−11
n∑
i=1
aixi
)]
≤ a1 ln[1 + ex1 ] +
n∑
i=2
ai
ln
1 + exp
 i∑
j=1
xj

− ln
1 + exp
i−1∑
j=1
xj


= ln
(1 + ex1)a1
n∏
i=2
1 + exp
(∑i
j=1 xj
)
1 + exp
(∑i−1
j=1 xj
)
ai ,
whence
1 + exp
(
a−11
n∑
i=1
aixi
)
≤ [1 + ex1 ]a1
n∏
i=2
1 + exp
(∑i
j=1 xj
)
1 + exp
(∑i−1
j=1 xj
)
ai .
5. Let X be a real normed space and α1 ≥ α2 ≥ · · · ≥ αn ≥ 0. Then for
xi ∈ X (i = 1, . . . , n) we have the refinement∥∥∥∥∥
n∑
i=1
αixi
∥∥∥∥∥ ≤ α1 ‖ x1 ‖ +
n∑
i=2
αi
∥∥∥∥∥∥
i∑
j=1
xi
∥∥∥∥∥∥−
∥∥∥∥∥∥
i−1∑
j=1
xi
∥∥∥∥∥∥

≤
n∑
i=1
αi ‖xi‖
6
of the generalised triangle inequality. The result follows from Corollary 2.3.
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