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The development of space as a musical parameter can be traced back to Baroque and 
Classical periods where performances would make use of unusual places inside churches or 
concert halls to augment the dramatic impact of some works. Even so, this wasn’t enough for 
composers that followed, as they started to think about space as a real parameter for musical 
composition, just as important as for example pitch and timbre. Direction and trajectory were 
then in the minds of the XXth century composers, and from then on, they were aided by 
innovative technology and imaginative musical notation formats to take bigger steps towards 
present day spatialization in music.  
This dissertation focuses on what happens next, when computers are a common tool for 
musicians and composers and spatialization is surrounded by technology and software. 
Different algorithms and spatialization software allow for improved techniques of manipulating 
a virtual sound source ‘s behavior in space. This manipulation can either be programed or drawn 
with the aid of a three-dimensional control mechanism. It was then considered that a qualitative 
methodological approach would help understand some of the choices made until now 
surrounding this three-dimensional control of sound sources. With that in consideration, this 
dissertation describes the process and results of developing a three-dimensional control 
interface that features physical responsiveness to the user’s movement.  
The study is then divided and presented in three main chapters that offer an historical 
view and bibliographical research; an overview of the 3d controller design/construction 
process; and test description and result analyses on some initial behavior of the controller. The 
final result is a tested controller that uncovers requirements for future work to transform it into 
a spatialization instrument. 










O desenvolvimento do espaço como parâmetro musical remonta aos períodos Barroco 
e Clássico durante os quais performances musicais utilizavam diferentes posições dentro de 
igrejas ou salas de concerto para aumentar o impacto dramático de algumas obras. Mesmo 
assim, isso não foi suficiente para os futuros compositores que começaram a pensar sobre o 
espaço como um parâmetro composicional, tão importante como, por exemplo, o tom e o 
timbre.  
Nas mentes dos compositores do séc. XX estavam a direção e a trajetória, e a partir de 
então foram auxiliados pela tecnologia inovadora e formatos de notação musical imaginativos 
para caminharem em direção à atual espacialização na música. 
Esta dissertação descreve o que acontece a seguir, quando os computadores são uma 
ferramenta comum para músicos e compositores e a espacialização é cercada por tecnologia e 
software. Diferentes algoritmos e software de espacialização permitem técnicas aprimoradas de 
manipulação do comportamento de uma fonte de som virtual no espaço. Esta manipulação pode 
ser programada ou desenhada com o auxílio de um mecanismo de controle tridimensional. 
Considerou-se então que uma abordagem metodológica qualitativa ajudaria a entender algumas 
das escolhas feitas até agora, sobre o controle tridimensional de fontes de som. Paralelamente 
à pesquisa do estado da arte, existiram processos que compreenderam a criação de uma interface 
de controle tridimensional que também ofereceria capacidade de resposta física ao movimento 
do usuário. 
O estudo é então dividido e apresentado em três capítulos principais, que oferecem: uma 
visão histórica e pesquisa bibliográfica sobre o estado de arte da espacialização sonora num 
contexto musical; uma visão geral do processo de projeto/construção do controlador 3d; e uma 
descrição dos testse e a análise dos seus resultados sobre algum comportamento inicial do 
controlador. O resultado final foi um controlador testado que revela os próximos passos  a serem 
tomados para o transformar num instrumento de espacialização. 
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1.1 Context and motivation 
 
Spatial sound is now a subject that can be studied from a lot of different points of view. 
Even though its development along musical history has a slow start, it speeds up with the 
incorporation of technology to the previous musical composition models. The focus of this 
dissertation is connected to the live performance of spatialized music. In the recent sound 
diffusion systems, it is usual to find a controller that helps the composer to accomplish his 
vision. Integrated inside a spatialization software this can become a powerful tool. But how 
powerful can it be ? And what are the characteristics to make it more than a simple controller 
and become a spatialization instrument? This question motivates the development of this work. 
The research was divided into two different subjects – spatialization as a musical 
parameter and real time 3d spatial controllers for spatialized music. It started with a deep state 
of the art research surrounding spatialized music composition and the technologies behind it. 
Starting in the baroque period when choral pieces would be written for multiple chorus and 
continuing through the classical period where some experiments were made taking advantage 
of the concert hall and orchestra positioning. And finally understanding how composers from 
the 20th century to present days, would explore space through other sound parameters like pitch 
and timbre as well as direction and trajectory.  The next step would be focusing on some of the 
more important sound diffusion systems like the Acousmonium, BEAST and the ZKM 
Klangdome. Studying them would allow an overview on their transition from analogue to digital 
– including their respective controlling system.  
Studying algorithms like VBAP, DBAP, HOA and WFS and their respective advantages 
and disadvantages was also essential since they are now widely used and tested in different 
performance conditions. They are also present in several spatialization softwares, like 
Ambisonic Tools developed in ICST, Rui Penha’s Spatium or André Perrotta’s psPlayground. 
It was believed relevant to mention these applications, even if in a very introductory detail, 
because they facilitate the exploration of spatialization in music for anyone with some 
experience in DAW software like Ableton Live or some musical oriented programing 
environments like MAX/MSP or Open Frameworks. 
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The second subject concerns the practical part of the research, where an experimental 
methodology is used in order to understand how an interface can be used to control sound source 
positioning and try to make it simple to implement on the already existent (and also future) 
spatialization tools. 
Since there was a special interest in working with a physical response from the controller 
there was no interest in writing about visual or tactile possibilities for 3d tracking systems. 
Therefore, most of the information gathered about controller systems came from this 
experimental approach into design and construction of a three-dimensional controller, that 
offered a physical – yet not haptic – response to the user. Offering a qualitative approach to the 
thematic where the end goal would be to understand some motivations in using a different kind 
of control, as for example the commonly used fader-control, to spatialize sound. 
A simple overview of the latest version of the controller is received by the formulation 
and execution of some tests, with a small number of participants. These tests were focused on 
getting some information on usability and accuracy. Although this was already a topic that 
asked for a deeper understanding of controller design so that in the end it would be possible to 
compare and contrast with other controllers in a way that the information would be scientifically 
relevant. Still some results were enough for interpretation and helped understand some 
problems, that otherwise might had been overlooked.  
In the end, it was possible to understand how the software component of the controller 
shares a lot of importance with the controller. Although simplicity might be desired in the 
control interface, complexity should be explored in the manipulation of the signal. This next 
step can be aided by complex parameter mapping and machine learning. The future work is 
directed to the exploration of such tools in order to get an instrument that can be used creatively 
and provide new experiences for spatial composition. 
The choice of topic of this dissertation is the accumulation of 5 years of studies in the 
field of Sound and Image. Particularly of sound design and interactive sound. Without being 
aware of it, my interest in the aesthetics of electroacoustic music was leading me to the still 
unknown dimension of spatialized music. I decided to understand a bit more about it and 
explore the ways that (with previously acquired skills) I could transform it in my single focus 
for one year. Being of the faculty’s interest I was proposed to work on a topic that would relate 
to the teaching of Interactive Sound. I decided to continue the work on a physical tridimensional 
controller. The first steps were already taken so it was time to obtain some much needed state 
of the art research to see if it would make sense to develop such a tool. Because even if it would 
end up having a loss in precision compared to more developed products, it would be still worth 
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designing if it would be easy and affordable to build. This would also serve as a simple 






In the beginning, there was no set of hypotheses to be tested for any analytical structure 
created to get data. But along the way, with both an initial design and state of the art research – 
both evolving in parallel – some questions started to appear, and with them some ideas on how 
to answer them. 
The way bibliographical research was designed directed it towards an historical revision 
of spatialization in music composition. From choral works, and alternative orchestral 
positioning to multichannel acousmatic performances, it was possible to see the growth and 
development of spatialization as a musical parameter. The introduction of innovative 
technology brought with it innovative ways of composing. From the tape recorder to the 
synthesizer and then to the computer, spatialization was always explored in parallel with new 
sounds and composing techniques. The now-a-days ubiquitous use of computer in music and 
the higher processing power of these machines, made possible to develop several spatialization 
algorithms like HOA, VBAP, DBAP, WFS and HRTF. They were then implemented on 
spatialization software that allowed composers to easily prepare their works for a virtual 2d or 
3d space.  After learning about this historical process of spatialized music a study on musical 
oriented digital controllers was made essentially to determine the state of art of this technology. 
The theoretical advances are very useful and present some very important categorization of 
HCI, DMI and spatialization instruments  
Although a prototype version of the controller was available alongside the investigation 
development and some experimenting was being made using a simple DBAP algorithm and the 
ICST Ambitools for MAX/MSP, some problems of construction would emerge and would need 
some redesign and reprint. This delayed the finished version of the controller and made the 
testing development phase a bit shorter. Nevertheless, this didn’t present too big of a problem 
since there was still time to implement some simple precision and comfort tests, that would 
follow the basic outlines of Seixas M., Cardoso J. and Galvão Dias M. testing and comparing 
of LeapMotion.  The presented tests will then represent a very short number of participants that 
were around during the testing period. To bring some more information to the interested reader 
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some videos were made of this testing and will be available for consultations as well as the 
programed test in MAX. 
  





2. A historical revision 
 
2.1 The introduction of space as a musical parameter 
 
In sound spatialization it is important to point out some moments in history that helped 
to develop this topic inside musical composition. What we can now experience through 
different algorithms and sound diffusion systems is the result of the technical and musical 
advances in contemporary classical and electroacoustic music. Maria Anna Harley, in her 
studies about spatialization in contemporary music, offers the following point of view: 
 
The presence of the technique of spatialization can be recognized in every situation in 
which the position (direction and distance) of the sound sources and the acoustic quality of the 
performance space are given compositional importance. (Harley, 1993) 
 
Space and music are deeply connected. The acoustic characteristics of a performance 
space have been tempering with musical aesthetics since Gregorian Chant was being sang in 
old cathedrals (Cavalieri, Aquila, & Torino, n.d.). In this genre, big reverberation times would 
affect not only the intelligibility of the text but also tonal and rhythmic aspects of the music. 
Throughout the Renaissance, Baroque and early Classical periods, choirs and organs 
multiply inside churches. Composers started to have interest in using several groups of choirs 
placed with some distance from each other. This thought permeated the construction of 
churches where sometimes groups of organs would be disposed in space to allow performances 
where all of them could be played at the same time. This is the case of the Portuguese Basílica 
do Palácio Nacional de Mafra with six organs spread inside of the basilica. (Penha 2014 – 
Câmara 2010) 
 
Figure 1 - Six Organs of the Basílica do Palácio Nacional de Mafra. Figure downloaded from 
http://www.palaciomafra.gov.pt/pt-PT/basilicamenu/ContentList.aspx in September 2017. 
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Space was also used as a scenic parameter of performance. This can be observed in 
works such as Beethoven’s Fidelio, where the trumpet is placed off stage in order to enhance 
dramatic expression. As well as in Berlioz’s Grand Messe des Morts (1837), in which four 
groups of brass winds are dispersed inside of a concert hall following North, South, East and 
West directions. (Penha 2014).  
Later in the 1950’s, when music and technology started to grow in parallel, spatialization 
was still being studied inside orchestral performance. Rejecting the use of spatialization as a 
dramatic tool, composers like Karlheinz Stockhausen and Yanis Xenakis were taking it to a 
different level.  
Stockhausen composed two pieces for multiple orchestras. The first was Gruppen 
(1955-1957) and the second was Carré (1959-1960). These inspired other composers to use 
composition techniques - that were already being used in electroacoustic music and serialized 
music – to work with spatialization and movement in the context of acoustic performances. 
Yanis Xenakis exposed his development of this topic with his 1965 composition 
Terrêtektorh. In this eighty-eight musicians piece, the Greek-French composer placed the 
performers among the audience (Figure 1). They would then play this composition based on 
logarithmic and Archimedean spirals creating the perception of movement not only through 
time and place but also by experience detailed pitch and timbre manipulation of the instruments 
(Harley, 1993). 
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2.2 Electroacoustic music 
   
As it was mentioned above, both Groupen and Terretektorh were instrument oriented 
compositions, written at a time where musical expression was being revolutionized by the 
impact of technologies that could then be found inside some studios (for recording/reproduction 
and for sound synthesis).  
Around 1942, in France, composer Pierre Schaeffer took the first steps towards a new 
musical expression and practice.  Musique Concréte was born out of the direct work with sound, 
or sound objects. Schaeffer would experiment and find new sounds, impossible to reach without 
technologic advances of the present time like the magnetic tape and reel-to-reel recorders.  
Alongside Schaeffer, Pierre Henry and Jacques Poullin formed the Group de Recherche 
de Musique Concrète (GRMC), in 1951. Although in 1958, a new collective was formed called 
Groupe de Recherche Musicales (GRM). This new group was formed by past GRMC members 
and some new members like Luc Ferrari, Bernard Parmegiani, previously mentioned Iannis 
Xenakis and François Bayle. In 1966, François Bayle became head of GRM and later developed 
the Acousmonium and witnessed the integration of the Institut National de l’Audiovisuel (INA) 
to GRM.  
Around the same moment as GRMC was being formed in Paris, another style of 
electroacoustic expression was being practiced at the studios of Radio Cologne in Germany. Its 
name, Elektronische Music, and it would also be born out of the advances of technology found 
inside a studio. In this case it was the arrival of oscillators that would allow for very precise 
pitch control. The possibility and desire to control every aspect of music composition, 
influenced by the Second Viennese School ideals of serialism, made synthesized sound an 
advantage for musical expression (Mooney, 2007). The key figure and composer of this 
movement was Karlheinz Stockhausen and his first pieces Studie 1 and Studie 2 are held in high 
regard as symbols of Elektronisch Musik (Perrotta, Menezes, & Martins, 2014)  
Mooney (2007) talks about the main differences between the two genres. There are 
important distinctions even though, as it was mentioned before, they both produce 
electroacoustic sound works, and that both happen with the introduction of new technologies 
into the musical scene. He states that the composers in musique concrete compose directly with 
the sound itself. While the elektronische composer works with “abstract mathematical 
constructs” that are then used either to create sound, structure or both parameters. 
Alongside with new composition techniques and compositional methods, performance 
also changed. The presentation of these new sounds pieces was usually acousmatic, for both 
elektronische and “concrète” composers. This meant that the performance was delivered by 
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loudspeakers in a concert hall. With the lack of musicians, the stage and normal structure of 
concert hall could now be changed to receive massive amounts of loudspeakers. As it was with 
the case of the Acousmonium (Figure 2) , the orchestra of loudspeakers, and the spherical 
concert hall built in Osaka fair of 1970 by Stockhausen (Figure 3). 
 
Figure 2 – The first Acousmonium in 1972, Church Saint Séverin, Paris. Image downloaded from: http://www.ina-





Figure 3 – Stockhausen in Osaka Fair Dome, 1972. Image downloaded from 
http://www.medienkunstnetz.de/works/stockhausen-im-kugelauditorium/images/3/ in July 2017. 
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2.3 Computer Music  
  
Considering the impact of technology in music, it is not odd the impact the computer 
had on the future of music. The first computer was being developed in New Jersey (USA) in 
1957, at the Bell Telephone Laboratories. Sound and its digital generation began with a more 
scientific focus. There was a big interest in developing the field of hearing and speech. It was 
Max Mathews that linked this technology with music. He states: 
 
I believe that this by-product of our work on speech and hearing may be of considerable 
value in the world of music. (Mathews, 1965) 
 
Not only he saw the possibilities of digitally generating musical sounds but also of 
creating compositional tools. Music I (continuously upgraded to Music V) was the first program 
ever created capable and dedicated to generating sound.(Perrotta et al., 2014) It took a long time 
before computers were as powerful and affordable as today. We see now how common it is to 
have music associated to computers and how the technology allows for new forms of music to 
be created. But as Taruskin (2009) reports “The composing process for computer-assisted music 
was at first unbelievably cumbersome (…)”. Another important figure for this genre was John 
Chowning. His work Sabelithe (1971), is important for multiple reasons. It’s was his first time 
presenting a piece where he used a computer and the first time spatialization was accomplished 
by a computer system. (Penha, 2014) 
There was a big jump from the presentation of Sabelithe until the present days. But this 
was the beginning of a now well-developed area of computer music. Software kept on being 
improved until today. DAWs (Digital Audio Workstation), Digital Music 
Instruments/controllers (with communication protocols like MIDI) and programming 
environments like C-sound (Bianchini & Cipriani, 2000), MAX/MSP (Puckette, 2002), 
SuperCollider (McCartney, 1996), Juce (Robinson, 2013), and Faust (Foberet al., 2005) (i.e). 





Physical Controller development for real time 3D audio spatialization 
11 
 
2.4 Spatialization Algorithms 
 
When studying spatialization algorithms and techniques it was decided not to write 
about the history of the techniques in full detail. Such important steps as the introduction of 
stereo and them more complex systems (like 5.1 surround) by the cinema industry will not be 
introduced, although it’s important to acknowledge their importance for this subject (Penha, 
2014).  This step in spatialization, algorithm introduction to spatial sound reproduction systems, 
is a separate one from audio processes. As Chion states, it lies not between conceptual ideas of 
space and sound but inside the acoustic and listening area of sound diffusion (Perrotta et al, 
2014). 
 
2.4.1 Ambisonics  
 
Developed by M. Gerzon and P. Fellgett, ambisonics is a spatialization technique “based 
on sound wave decomposition into a truncated series of spherical harmonics”(Pérez-López, 
2014). It is divided into two stages, encoding and decoding, making it possible to use two 
separate machines to compute it. The upgrade from First Order Ambisonics to Higher Order 
Ambisonics brought a bigger sweet spot and clarity to sound source position as well as an 
increase to the number of speakers. 
Alongside the spatial reproduction possibility brought by Ambisonics comes the 
opportunity to record directly to b-format (explain). As Rui Penha (2014) explains with a 
minimum of 4 microphones a three-dimensional sound field can be captured and then decoded 
for instances into mono, stereo or 5.1 surround. Some microphones have been built specifically 
to capture this sound field format, they are usually captured into 4 signals referred to as W, X, 
Y and Z as can be seen in figure 4. 
 
 
W – an omnidirectional microphone 
X – a front/rear bidirectional microphone 
Y – a left/right bidirectional microphone 






Figure 4  - Ambisonics B-format 
corresponding to four coincident 
microphones. Image downloaded from 
http://www.creativefieldrecording.com/2015/
11/04/a-month-of-field-recordists-michel-
marchant/ambisonic-b-format/ in April 2017 
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2.4.2 Vector Based Amplitude Panning 
 
Developed by Ville Pulkki, VBAP is a sound spatialization technique that positions 
virtual sources in arbitrary directions (Pulkki, 1997). In a 2d or 3d setup this technique uses a 
vectoral reformulation of the stereo technique to place the sound source in space using as little 
loudspeakers as possible. For example, when the virtual sound source is located between 
loudspeakers it is shared only between 2 or 3 speakers (for 2d or 3d respectively). But when 
this source happens to share the same position as the loudspeaker the sound’s width suffers 
alterations. This would happen because of the use of only one speaker to reproduce the sound. 
A consequence of this is the loss of sound field immersion (Pérez-López, 2014). To correct this 
a Spread control was implemented, making the virtual sound direction a combination of 
multiple directions close to the original one. After this spread control is applied a sound is never 
played by only one loudspeaker.(Penha, 2014) 
 
2.4.3 Distance Based Amplitude Panning 
  
In some circumstances, the positioning of the audience is unknown prior to the 
performance and/or the speakers have a bigger and irregular distance between them. These 
diffusion system settings can be approached using a panning system in which the position of 
sound source is inversely proportional to its distance from each speaker.  This diffusion system 
becomes very useful for sound art projects, making them less dependent on the room where 
they are presented and avoid creating fixed listening positioning of audience. (Lossius, Baltazar, 
& Hogue, 2009) 
 
 
2.4.4 Wave Field Synthesis 
 
Created by a group of researchers from TU Delft in the Netherlands in the late 80’s and 
early 90’s, WFS computes the amplitude and delay for a sound source to be positioned in space 
through a large number of loud speakers.  Speakers usually placed in a horizontal plane all 
around the audience. The expansion to 3d WFS implies planes of speakers instead of just the 
horizontal lines, which makes it an immense number of speakers , and consequently 
computational and economically expensive. (Penha, 2014) 
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In 1973, François Bayle, inaugurated the Acousmonium with his piece L’Experience 
Acoustique. The Acousmonium is an “orchestra of loudspeakers” composed by eighty 
loudspeakers presented in asymmetrical arrays (Mooney, 2007). The presentation of this system 
can make use of less speakers and vary their positioning if desired. This kind of sound diffusion 
system is usually accompanied by a controller, not very different from a mixing desk. To control 
and diffuse sound in this loudspeaker orchestra the composer controls the input amplitude in 
each loudspeaker. This input can be routed to not only one but a group of outputs, making it 
simpler to use.(Mooney, 2007) This can be observed in Figure 5 where brasilian composer Flo 
Menezes rehearses using the Acousmomium 
. 
 
Figure 5 – Flo Menezes rehearsing with the GRM-Acousmonium in Cologne, Germany, in 2004 for the world 
première of O Livro do Ver(e)dito. Image downloaded from: http://flomenezes.mus.br/flomenezes/photos/2_flo_working.html 









BEAST (Birmingham Electroacoustic Sound Theatre) was developed at the University 
of Birmingham in 1982. The system is thought to be implemented with efficiency in different 
halls. To make it possible the number of loudspeakers used and their position in the room are 
open to be modified. Jonty Harrison explains the different layers that constitute this system: 
Main speakers that offer frontal, frontal wide, frontal distant and rear stereo speaker pairs (8 
speakers total), then depending on the room Side Fills might be needed as well as Stage Center 
speakers (higher than the Main’s), Front/Back, Punch (for reinforcement), Front and Rear Roof, 
Proscendium to add height and Very Distant speakers (Harrison, 1999; Wilson, 2008). We can 
observe in figure 6 how this system was used for the reproduction of Bernard Parmegiani’s De 
Natura Sonorum (1975). 
 
 
Figure6  – BEAST system arranged for the reproduction of Bernard Parmegiani’s “De Natura Sonorum” (Mooney, 
2007) 
  
All the room areas were considered to make the spatialization area as useful as possible. 
A stereo sound recording could be dispersed through the concert hall and augmented by the 
speaker positioning and its movement and direction controlled in real-time by means of a 
software and controller. The software that was developed to work with such a big diffusion 
system is called BEASTmulch, as in BEAST multichannel (Wilson, 2008),  and can be 
controlled with a motorized and modular 32-channel digital fader unit called motorBeast 
(Harrison, 2013)  
Physical Controller development for real time 3D audio spatialization 
15 
 
The BEASTmulch software is organized in two groups, the BEASTmuchLib and the 
BEASTmulch System. The first one is library meant to deal with development, processing and 
presentation of multichannel signal chains. The second one is the software component of the 
BEAST concert system, working with the SuperCollider libraries of BEASTmulchLib in order 
to present multichannel audio works. The spatialization algorithms that are used with this 
software are VBAP and Ambisonics. (Wilson & Harrison, 2010) 
 
2.5.3 ZKM_KUBUS  
 
Finished in 2006 the Klangdom is a “speaker instrument” installed in the Cube room at 
ZKM ( Zentrum für Kunst und Medientechnologie). Composed by fourty three Meyersound 
speakers that are prepared to be moved by a trolley system fixed in the room. Usually the setup 
is that of a dome (Figure 7), so the use of panning algorithms like VBAP or Ambisonics is 
easily incorporated to this speaker disposition. This is not the case for WFS implementation 
due to the choice of loudspeaker, such system would need smaller ones in order to work 
properly.(Goßmann, 2006)  
 
 
Figure 7 - Graphic representation of the Klangdom in the ZKM_Kubus. Image downloaded from: 
http://on1.zkm.de/zkm/stories/storyReader$5041 in May 2017. 
 
To work with the Klangdom a sound spatialization software was created to 
accommodate guest composers. Currently in its third make, Zirkonium is a sound spatialization 
software built around components made available by Apple (making it only usable within Apple 
hardware). Figure 9 shows the main edit window, divided in three parts. On the left the sources, 
events and groups section, on the right the movement visualizer and on the bottom the timeline 
of the composition. Zirkonium employs a panning technique named Sound Surface Panning 
(SPP) which increases resources of other panning algorithms like VBAP and Ambisonics. It 
brings “sound size” as a control parameter by transforming a single sound source into a mesh 
of points into which the panning algorithm is applied to.(Goßmann, 2006) 





Figure 8 – Zirkomium edit window. Image downloaded from: http://zkm.de/en/institutes-research-centers/zkm-
institute-for-music-and-acoustics/software/zirkonium in May 2017. 
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2.6 Spatialization Software  
 
Some sound diffusion system development contributed not only for new sonic and 
compositional experiences but also for sound spatialization software design. Some 
spatialization software was already introduced because they were connected to sound diffusion 
systems. But there are some software tools that try to improve user interaction by providing 
new spatialization tools. They are usually thought off as open tools, as flexible as possible when 
facing different rooms and diffusion systems. 
 
2.6.1 ICST Ambisonics Externals for MaxMsp 
 
We start by considering a set of Ambisonics focused tool set from The Institute for Computer 
Music and Sound Technology (ICST) in Zurich. Built as a set of externals for Max it is a sound 
processor and source controller for Ambisonics sound diffusion systems. It is capable of 
encoding and decoding multiple audio-channels in ambisonic b-format (ambiencode and 
ambidecode); surround panning (ambipanning); demonstrating a visual representation of 3d 
source movement as seen in figure 10 (ambimonitor) and a sound-source controller 
(ambicontrol).(Schacher, 2010)  
 
 
Figure 9 – ICST Ambisonics externals for MaxMsp Ambimonitor 
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2.6.2. Rui Penha’s Spatium 
 
Just as ICST Ambisonic Tools, Spatium (Penha, 2014) , doesn’t deal only with introducing 
sound sources into spatialization algorithms – even though Spatium works both with 
Ambisonics and VBAP – but also manages to introduce composition tools into the Max/Msp 
environment. Having as one of its main objectives “the ability to facilitate the real-time use of 
sound spatialization through intuitive interfaces (…)”(Penha & Oliveira, 2013) Spatium 
provides a set of modular software tools. Between spatialization renderers and interfaces, 
AudioUnit plugins, Max for live devices and Max objects we can observe the potential of such 
a tool for a composer. The fact that Dynamic Spatialization is a big component in the 
Spatialization Interfaces brings a new kind of listening experience inside spatialization. For 
example the spatium.pendulum (Figure 11) translates the movement of a virtual pendulum into 
a 2d or 3d sound diffusion system. 
 
 
Figure 10–  Spatium.pendulum (Penha, 2014). 
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2.6.3 André Perrotta’s psPlayground 
 
A different approach to sound spatialization is seen in psPlayground. Particle Systems 
Playground is a toolkit that takes advantage of particle system modelling techniques making it 
easy to bring them into Max/Msp environment allowing the user to create new patches without 
having to spend so much time programing such complex events.  Using its own DBAP engine, 
it is possible to calibrate room and algorithm parameters to ensure a good reproduction in any 
kind of room. It also makes use of trajectory proportional reverb and spectral delay. That way 
the user can experience the available particle systems such as rain, random movement or 
particle attractors (Perrotta et al., 2014). 
 
 




A more visual approach to spatialization can be found in the software IANNIX. Focused on 
graphical representation, IANNIX aims to work with graphical score in spatialization. Using a 
3d space called Score (of which height and width represent global duration) the user can insert 
Objects inside of it and start composing visually. The object’s size modifies its own duration. 
Trajectories that are then drawn and Cursors will follow them. It is the meeting of a Cursor 
and an Object that triggers an event. Additionally, trajectory curves can provide information to 
control other parameters (Coduys & Ferry, 2004). Making IANNIX a composition tool worth 
mentioning in this context since it can be easily used inside a spatialization composition 
process. This can be seen is Figure 14 where the spatialization trajectories for the universal 
exhibition of Yeosu 2012 are represented. 




Figure 12– Iannx, Spatialization trajectories for the universal exhibition of Yeosu 2012 (Jacquemin, Coduys, & 
Ranc, 2012) 
 
2.7 Mapping  
 
 
When designing a controller, the conceptualization of value mapping is a key step. This 
makes it possible to transform it into a tool for self-expression and effortless control. Mapping 
is the step that links the outputs of a controller to the available input parameters.   
To distinguish different modes of mapping Rovan, Wanderley, Dubnov, & Depalle 
(1997) propose three groups of mapping strategies: 
- One-to-one Mapping: The simpler of the three, in which each musical parameter is 
controlled by a single controller (a button or fader to mute one track); 
- Divergent Mapping: In this case one control value is connected to multiple musical 
parameters (a button that mutes multiple tracks, like a group); 
- Convergent Mapping: The inverse of the above-mentioned type of mapping. One 
parameter is controlled by several control values (multiple faders that control timbre 
parameter). 
These mapping strategies come up with the study for Digital Musical Instruments, not 
really for Spatialization Instruments. For the design of the 3d controller it was thought to apply 
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2.8 Spatialization Instrument  
 
In the earlier years of sound spatialization, when sound diffusion systems like the 
Acousmonium and the BEAST were starting to be used by composers, the spatialization 
controller would be like a mixing desk. This desk would have faders assigned to specific 
loudspeaker pairs or groups. The introduction and development of modern spatialization 
algorithms, such as Distance Based Amplitude Panning (DBAP), Vector Based Amplitude 
Panning (VBAP) and High Order Ambisonics (HOA), separated sound source position control 
from the sound diffusion system. So Human Controlled Interfaces (HCI) would generate digital 
information to be used with different spatial parameter controlling objectives, much like Digital 
Musical Instruments (DMI) as it is stated by Andrés Pérez-López: 
A Spatialization Instrument is a Digital Musical Instrument, which has the capability of 
manipulating the spatial dimension of the produced sound, independently of its capability of 
producing or manipulating the other sound dimensions. (Pérez-López, 2014)  
A control mechanism, as a “physical and multiparametric device” (Hunt & Kirk, 2000), 
must be studied just like an instrument so that the actions of the user become automatic and as 
competent as possible. In this case leaving the user capable of using space as efficiently as 
possible inside a live musical performance. Even the control mechanisms of older versions of 
the Acousmonium and the BEAST diffusion systems can provide complex performances, but 
they are now a long way from multi parametrical controllers and a simple jump to automated 
mechanical sliders would not take advantage of all the software expansion that a controller can 
have. In the next chapter, the design and construction of a new controller will be presented and 
on the concluding chapter this will be compared to the information presented about 
spatialization instruments.  
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3. Controller  
 
3.1 Design and construction 
 
The second part of the research is based on a qualitative method that tries to extract knowledge 
from experience. There was a big practical component to this dissertation and it represented a 
lot of the calendar time since it implied a lot of first steps. It was necessary to gain skills in 
areas that were unexplored, specially 3d modeling and printing. 
This chapter explains how the design and construction process went about. Both these 
steps were happening simultaneously, allowing changes to be made inside a trial and error based 
process of learning. There was also a process of receiving the controller’s output and mapping 
it. As we have seen before, spatialization software usually offers also a visualization of the 
sound source in a virtual space. In can be 3d like in psPlayground, or 2d like in Spatium. It was 
decided we would try to create a simple 3d visualization application inside MAX, taking 
advantage of its built-in openGl objects. This way only MAX and Arduino programming 
environments were used for receiving the coordinates and to represent them visually. The Max 
project will be available in the DVD addendum.  
  The initial design had to deal with two main problems: developing sensors to 
read 3D positional information; and offering physical response to the user’s action. With that 
in mind it was thought that a system with three linear potentiometers (sliders) and a cubic 
structure would be enough to get these coordinates. Physical response was achieved with 
elastics, thus creating resistance. The size of the cube was also a big concern. And since the 
sliders provided a small center of action it made no sense to have a big cube structure. A solution 
to this problem was provided by a pulley system between each slider and the joystick. This 
system allows the slider to be in a perpendicular position to its dimensional axis cutting on the 
frame size. 
The controller can then be divided into three groups: 
1. Frame – composed by square aluminum tubes, for their low weight and high resistance 
and plastic “L” shaped connectors; 
2. 3d printed components – Designed to accommodate sliders, handling and holding 
elastics and strings (Figure 8); 
3. Sensors and receiver – Sliders and buttons are the translators of physical interaction 
with the controller. Sliders are connected to strings and elastics, and the two buttons are 
part of the holding device. 
 









To keep the frame together “L” shaped and Cross shaped plastic connectors were used. 
They are usually found in the same store that sells the square aluminum tubes. Different stores 
can present tubes of varied sizes so if they are not 25x25mm all the 3d objects should be 
adjusted.  
The modeling of the 3d objects was made in Google’s Sketch Up software. The printing 
process slowed down the process of design but only because this was a new tool that needed 
also a phase of studying in order to solve some technical problems that would pop up. After 
having a good level of control on both the software and the printer modifications to the designs 
could be done fast and generated in an acceptable time. 
The mechanism that allows real movement of the joystick to be translated into serial 
values when connected to and Arduino type of device is one of simple pulleys. One joystick is 
kept in the air by tense elastics, when a hand moves it the strings that on one end are attached 
to it pull the other end to the desired direction. As the slider’s tip is also attached to that string 
it moves from A to B together with the joystick. Three different slider-string pairs are connected 
to the joystick offering value changes at X, Y, and Z axis.  




Figure 14 - 3d model of the frame with 3d pieces included. 
 
The programming stage started even before the latest version of the controller was built. 
From an early version, it was already possible to make some tests and understand what kind of 
data was being sent by the Arduino Uno. Using serial communication, it was possible to receive 
all the 5 sensors (3 slider and 2 buttons) in MAX environment. The basic code for this 
communication strategy can be found in tutorials offered both in Max and Arduino software. 
Even though some changes were necessary it is very easy to understand how it works by looking 
at them.1 2 Then just with some scaling and sometimes some inversions of values the user can 
alter the sensors’ output format to use in any desired way. This allows for some choices between 
what is considered left or right depending on which side of the cube faces the user.  
The visualizer was created to improve the relation between controller and user. 
Mimicking the geometry of the hardware the virtual space was also a cube. Some difficulties 
appeared in this process, there was never a perfect way to represent the space. The choice of 
camera angle always brought some negative consequence, being it the distance and overall size 
of the visualizer or the loss of depth perception as can be seen in Figure 17.  
 
                                                 
1 Arduino tutorial can be found here - https://www.arduino.cc/en/Tutorial/SerialCallResponse 
2 Max tutorial can be found here - https://docs.cycling74.com/max5/tutorials/max-
tut/communicationschapter02.html 




Figure 15 – Two different possible angles of the visualizer 
 
 
3.2 Tests and Result analyses  
 
 
After having everything ready to translate the action of a user to visual data and the 
controller built to its final version it was decided there was still time to develop some tests. The 
main objective of this test and questionnaire was to observe the perspectives of the participants 
towards a never experienced controller. These participants were chosen only because they were 
present in the place where the tests were being made, in this case the university (Figure 18). 
Since they were made inside of the university it consists of students, workers and visitors. The 
tests were not made to determine the opinion of a certain group of users. In the end, there were 
six participants with ages varying from 24 to 55 years old.  
 
Figure 16 - Test environment at the university 
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The test was developed after studying the article “The Leap Motion Movement for 2D 
pointing Tasks”, where Manuel César Bessa Seixas and colleagues (2015), explain their process 
into testing the accuracy and usability of the device Leap Motion3. Sadly, the time wasn’t 
enough for the development of tests that would allow real comparison to other controllers. 
Consequently, the results obtained only allow a simple overview of the controller and 
visualizer. Perhaps more relevant for future improvements of the mechanics and visualizer than 
anything else. Using the controller had already showed that the reproduction of the movement 
was accurate but without a well delineated test there is no comparison that can make this 
accuracy understood in a wider context. 
The accuracy test was developed in Max. Using the same visualizer as presented before, 
in frontal view the participant would have to use the controller to get to a randomly generated 
coordinate, represented by a torus shape. (Figure 18). All the participants were told to get as 
close as possible to the generated coordinate spending as little time as possible doing it. This 
was told so that the participants wouldn’t spend a lot of time trying to get a perfect positioning 
of the cursor. Figure 19 shows us a participant performing the test, the image was taken from 
one of the videos available in the cd. 
 
 
Figure 17 - Test in action 
 
The results of these tests were recorded individually in a text file as soon as the 20th 
position was complete. In this text file are recorded the position generated by the computer 
(Xo), the position clicked by the tester (Xe) and the time spent between each click. With this 
some interpretations can be made of the results. 
                                                 
3 https://www.leapmotion.com/ 
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Starting with the accuracy results, in table 1 we can observe the average distance of Xe 
to Xo. The values are in a scale of 0 to 255 and the distance is achieved by the absolute value 
of the difference between Xo to Xe. 
 






It is visible that between the x, z axis there is a proximity of values, the averages are 
close to 5 points which is something that doesn’t bring much concern. Since it was the first time 
all the users were experiencing this new controller it might be no cause for alarm. The values 
of X, Y and Z correspond respectively to left/right, front/back and up/down movemt. 
Contrasting with x and z values, the average distance of Ye to Yo is concerning. Since there is 
no evidence of any physical operating difference in this axis, from the x axis it can be supposed 
that this was a problem of depth visualization. And that can be a problem that would persist 
even with some practice. Table 2 presents an overview of individual averages of the participants 
and makes it easier to see only some small variations occur and no user had results that could 
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The parameter of time was not presented yet but a correlation between the average 
distance between points (this time for all 3 axis) and the total amount of time spent by the 
participant was calculated (represented in table 3). A correlation would be seen if the values 
would be close to 1 (directly proportional) or to -1 (inversely proportional). This was not the 
case. Despite the values being all negative they were all close to 0, meaning no correlation. This 
was even calculated ignoring the values of Y axis in order to understand if the discrepancy of 
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Average X Average Y Average Z
Physical Controller development for real time 3D audio spatialization 
29 
 
It is reasonable to assume because of the proximity of the correlation between the time 
spent by the participant and the averages of distances, between the observed and expected 
values of X, Y and Z, to the value of 0 (total absence of correlation) that there is no relation 
between the time that each participant took between the points and the distance values. Even if 
the value of Y (axis with most accentuated error rate) was removed and only the values of X 
and Y were used there would be no correlation. As a matter of fact, this only brought its value 
















F E D C B A
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Still basing our tests on the Leap Motion accuracy test article, the same questions were 
used to judge the usability of the controller. Participants were asked to answer this right after 
the accuracy test and sign the document. The questions were acquired in the International 
Organization for Standardization (ISO)4, an organization that offers standards for controller 
projection and design, as well as for testing. Manuel César Bessa Seixas and colleagues write:  
 
ISO 9241-9 also provides subjective measures to assess the comfort and effort using 
the device. One of the questionnaires provided is an independent rating scale with 12 
questions that users rate in a 1 to 5 scale: 
1. Force required for actuation (very uncomfortable - very comfortable) 
2. Smoothness during operation (very rough - very smooth) 
3. Effort required for operation (very high - very low) 
4. Accuracy (very inaccurate - very accurate)  
5. Operation speed (unacceptable – acceptable)  
6. General comfort (very uncomfortable – very comfortable) 
7. Overall operation of the input device (very difficult (to use) - very easy (to use)) 
8. Finger fatigue (very high - very low) 
 9. Wrist fatigue (very high - very low)  
10. Arm fatigue (very high - very low)  
11. Shoulder fatigue (very high - very low)  
12. Neck fatigue (very high - very low) 
 
These were the same twelve questions the participants were offered in this case. The 
questions were translated to Portuguese, being the native language of most of the expected 

















                                                 
4 https://www.iso.org 
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Table 4 - Comfort and effort questionnaire results 
 
 
Observing the results from the questionnaire it must be stated that this number of 
subjects is too small to make any serious assessment. But it is enough to have a basic 
understanding of any obvious problems that would be perceptible during the completion of the 
accuracy test. To better understand this graphical representation of the answers it is important 
to be aware of the meaning of the minimum and maximum values of each question. In all the 
questions, the minimum value is the one carrying a negative connotation, for example 
“Shoulder fatigue” with a 1 evaluation would translate in a very negative effect of the use of 
the controller for the shoulder, and not as “low shoulder fatigue”. 
It is apparent that the general comfort is satisfactory and it is positive that the reaction 
to the operation speed varies between 3 and 5. Negative results for Operational Speed and 
General Comfort would oblige a total redesign of the controller. In one hand, judging from the 
satisfactory opinions it seems that the basic structure and idea behind the controller are both 
working. In the other hand, there are some divergent opinions on the effort demanded by the 
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finger movement control – just for pressing a button – and no control for the wrist since rotation 
is not a considered parameter. What was thought to be more problematic was the arm, shoulder 
and neck of the participant. This thought to be due to two different problematics:  
• One of them is controller height. This is relatable to problems of posture that also appear 
with some computer users. Desk and chair height should be considered as well as the 
controller center of action’s height. This could be prevented with a smaller table just for 
the controller or a mechanical holder that would allow for an external grip (allowing 
angle and height to be controlled)  
• The second one is the effort that some movements create on the shoulder and neck after 
some time of utilization. This would possibly explain the divergence of opinions on this 
topic because the total time of usage was short making and there could be differences 
in shoulder and neck stamina.  
 
Individual graphical representation for all the data retrieved from the test is available in 
the addendum B, so that these interpretations can be verified.   





Spatialized sound in music has been evolving for a long time and it is now possible to 
study it in detail. With the amount of open source software that keeps being shared it might not 
be long until some new standards are formed and perhaps more musicians and composers will 
find some of these tools being implemented to their DAW’s. With that in mind, the DIY 
community will surely find innovative ways to interact with such software. This project can 
already be a part of it. Having the controller tested and all the construction and programing 
shared online will hopefully bring new points of view that will help to avoid its end. But for 
now, there are some conclusions that can already be taken from this work. 
Starting with the association of the experience of building the controller and the 
knowledge reviewed in the research we can observe that the use of Arduino and serial 
communication makes sense, due to its simplicity, but a OSC communication can also be 
beneficial to interact with other spatialization software. Unfortunately, time was not enough to 
delve into the field of Machine Learning. Personal use of the controller throughout the 
construction process brought up, after having an acceptable level of accuracy, the simplicity of 
parameter mapping. The one-to-one mapping strategy was just enough for the controller. But 
after some time some more complexity was wished from the software component of the 
controller. Machine Learning comes to mind here because of the improvement it can bring to a 
machine interaction response. A task oriented style of learning would be enough to work on the 
expression of the controller, bringing it closer to a spatialization instrument. This would be an 
important next step for the continuation of this study. The software Wekinator seems like a 
good place to start. Wekinator is an open-source machine learning application developed by 
Rebecca Friebrik. It brings real-time machine learning to beginners as it was aimed as a 
substitute for programming when considering the creation of human actions and computer 
responses.  
Expanding the degrees-of-freedom of the controller from 3 to 6 would also be interesting 
as it would allow sound source rotation and even more parameters to map and use with machine 
learning.  
These improvements are thought to be important to the relationship between the user 
and the controller. Since software brings already an elevated level of control and precision to 
spatialization of sound sources the controller should offer improvements to the creative 
spatialization process. Future work on this controller might imply the use of a new design and 
if so the use of some ISO standards for controller projection, design and testing should be 
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considered. This way the results would be more efficient and considered valid inside of the 
scientific community.  
Assessing the results of the completed tests some new ideas also come to mind. The one 
that needs immediate addressing is the problem exposed by the accuracy test, concerning the Y 
axis. The high error rate, when compared to the x and z axis, needs to be corrected. Another 
visualizer should be used and maybe 2d testing should be done, considering only x and y axis. 
This way it would be known if the problem was in the proposed visualizer or not. Most of the 
already developed spatialization software already have a visualizer and they can maybe work 
better than the one developed with this project.  
The questionnaire results bring us some comfort in the response of the participants. 
Being relatively positive, the usability of the controller is in a positive step. Improvements can 
be done, specially concerning the impact on shoulder and neck of some users. A better 
positioning adjustment should be thought of. 
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The 3d models that were then printed are here represented two dimensionally with all the 
information needed to remodel them in any other software from scratch. The units are all in 
millimeters. This also includes the model for the cross junction, from which the L junction can 
also be retrieved in case they can’t be found in any store. 
































Individual graphical representation of test values for accuracy and usability. 
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