In this paper we present a new algorithm for solving polynomial equations based on the Taylor series of the inverse function of a polynomial, f P (y). The foundations of the computing of such series have been previously developed by the authors in some recent papers, proceeding as follows: given a polynomial function y = P(x) = a 0 + a 1 x + · · · + a m x m , with a i ∈ R, 0 ≤ i ≤ m, and a real number u so that P (u) = 0, we have got an analytic function f P (y) that satisfies x = f P (P(x)) around x = u. Besides, we also introduce a new proof (completely different) of the theorems involves in the construction of f P (y), which provide a better radius of convergence of its Taylor series, and a more general perspective that could allow its application to other kinds of equations, not only polynomials. Finally, we illustrate with some examples how f P (y) could be used for solving polynomial systems. This question has been already treated by the authors in preceding works in a very complex and hard way, that we want to overcome by using the introduced algorithm in this paper.
Introduction
The purpose of this paper is to contribute to the solutions of polynomial equations and polynomial systems, according to the next expressions, a 0 + a 1 x + · · · + a m x m = 0,
F(x 1 , ..., x p ) = ( f 1 (x 1 , ..., x p ), ..., f q (x 1 , ..., x p )) = (0, ..., 0).
The search for solutions of (1) has contributed to the development of mathematics throughout centuries, since Sumerian (third millennium B.C.), Babylonian (second millennium B.C.) and Egyptian (second millennium B.C.) times until nowadays. Particularly, the study of quadratic, cubic and fourth degree equations has motivated the introduction of some important concepts of mathematics such as irrational and complex numbers. The Galois Theory was motivated by this same problem of solving (1) . This theory not only included the proof of the non-existence of solutions of (1) by radicals, for m ≥ 5, but also introduced the ideas of groups and ideals, that motivated the development of modern algebra.
Finally, (1) has influenced the earlier development of numerical computing, but above all in the important case of Computer Algebra, where solving (1) for larger m is needed. Here is where equation (1) keeps playing its role nowadays, both as a research problem and as a part of computing tasks.
Polynomial equation (1) and polynomial system (2) arise in a lot of important mathematical areas, such as finite element methods, optimization, with or without constraints, or nonlinear least square problems, On the other hand they also appear in a large number of fields of science such as physics, chemistry, biology, geophysics, engineering and industry, see [1] .
In all these contexts most of practical algorithms for solving them are iterative. Given an initial approximation, x 0 , a sequence of iterates x k , k = 1, 2, ... is generated in such a way that, hopefully, the approximation to some solution is progressively improved. The convergence is not guaranteed in the general case and no global procedures are provided in order to find such a convenient approximation, x 0 .
In the case of Polynomials, see [2] [3] [4] [5] [6] as samples of such algorithms. For polynomial systems, the most important methods are Newton and quasiNewton's methods. In [7] [8] [9] the reader can find the first steps in the development of its research, which led to a large amount of works in the late sixties and seventies, brightly summarized in [10] . Since then until nowadays there has been a proliferation of researches that can be put into this framework, and new methods are also attained, from which we cite some of the more recent ones [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] .
In the search for the above mentioned approximations, x 0 , is where inverse function of polynomials, f P (x), might contribute to improve such algorithms, by giving a general method that allows us to locate zeros inside regions in R p , small enough to guarantee the convergence. This paper is organized as follows: In Section 2, functional equation (3) is introduced, h(x) being the unknown. In order to construct the Taylor series of h(x) all its partial derivatives at zero are calculated, and we show how to do this.
In Section 3, with the aim of studying the convergence of the Taylor series of h(x), a lower and upper bound are provided for all the partial derivatives of the function h(x) at zero.
In Section 4, from the analytic function h, the inverse function, f P (x), of a polynomial P(x), is given.
To compute approximations of the Taylor series of h(x) it is required a great number of operations. Therefore, in order to avoid this difficulty, in Section 5, a lower bound, H l (x), and an upper bound, H u (x), of the function h(x) are constructed, what allows us to evaluate it, with a much smaller operational cost. Some examples to illustrate how inverse functions of polynomials can be utilized, with the goal of finding initial approximations for solving polynomials and polynomials system are provided.
Finally, in Section 6 we explain our conclusions and future lines of research. Throughout this paper, the degree of the polynomial, P, will be denoted by m; Z is the set of integer numbers; R, the set of real numbers; C, the set of complex numbers; x = (x 2 , ..., x m ), a vector of R m−1 ; 0, the zero vector in R m−1 ; the first partial derivatives of a function, f , by f x ; the second ones, f xy , and for upper orders, f (i 1 ,...,i m ) (x) will denote the partial derivative of f with respect to the first variable i 1 times, · · · , and with respect to the m-th variable, i m times, evaluated at the point x. Finally, the expression h p,0,...,0,1(i),0,...,0,q will denote that the number 1 is placed in the i − th position.
Calculation of the derivatives of the function h at the point zero
In this section we provide new proofs of the theorems introduced in [23, 24] in order to construct the inverse function of a polynomial.
The main result of this section is Theorem 5 that gives, in an explicit way, the partial derivatives of the function h(x) at zero. This theorem is deduced from Theorems 2, 3 and 4, that, on the other hand, are based on Lemmas 1, 2 and 3.
Definition 1 The functional equation given by
is defined, where
Theorem 1 Functional equation (3) is solvable.
Proof It is easy to see that defined in C and given by
is a total order relation.
Given 
p . Then the function,
is a solution of (3).
The next Lemma is easy to prove.
Lemma 1 Let h(x) be a solution of (3), then the f irst order partial derivatives of h(x) are given by,
h x 2 (x) = h(x) 2 −P h (x, h(x)) , h x 3 (x) = h(x) 3 −P h (x, h(x)) , · · · , h x m (x) = h(x) m −P h (x, h(x)) , (4) for all x ∈ R m−1 with P h (x, h(x)) = 0.
Lemma 2 If h(x) is a solution of (3), then the equalities
are satisf ied.
Proof From (4), the second derivative of h 2 (x) with respect to x i−1 and x j is
On the other hand,
As (7) equals (8), then (5) follows. Now,
Thus, the result is proven.
From the previous Lemma, the next one can be easily proven too.
Lemma 3
With the same hypothesis as that of Lemma 2, then the next equalities hold.
with 3 ≤ i ≤ m − 1 and q i > 1.
Theorem 2 If h(x)
is a solution of (3), then it satisf ies the f irst order partial derivative equation,
for all x, such that P h (x, h(x)) = 0.
Proof
And taking (4) into account, the result follows. 
Besides this,
Proof First of all, let us assume that,
Consequently, T = mq + 2 p + r 1 + 2. Then, taking r = r 1 + 2, q, p and r verify (16) . The equation (17) 
Then, the result follows.
We need the next Definition in order to prove, by induction, Theorem 4. It is also important due to the reasons given in Corollary 2.
Definition 2 Let h(x) be a solution of (3), then the set of n − th partial derivatives of h(x), D n (x), is defined as 
Besides, in D n (x) we define the relation given for
Corollary 1 Equation (22) is an order relation.
Corollary 2 In agreement with (17), each n-th derivative of h(x) equals, at least, one of the derivatives of the set D n (x).

Theorem 4 If t
Proof The Proof is done by induction, which is easily used to prove it for D 2 (0). Now, we are going to assume that the result is true for all the elements of D n−1 (0). In order to prove the result for each element of D n (0), we apply again the induction method, using the order relation (22) . In fact, the result is true for the first element of D n (0), since differentiating equation (12) n times with respect to x 2 , at the point 0, we obtain,
As
Having done this, suppose now that the result is true for the k − th element of D n (0).
Let us begin by assuming that the (k
Differentiating equation (12) p times with respect to x 2 and q times with respect to x m at the point (0),
Solving for h
According to (22) ,
Since
Substituting (29) and (30) in (28),
Now, let the (k
. Differentiating again, at the point 0, equation (12) p 1 times with respect to x 2 , q 1 times with respect to x m , one time with respect to x i+1 and taking into account Lemma 3, we arrive at,
Solving for
According to the order relation (22) ,
Substituting (34) and (35) in (33),
which finishes the Proof of the Theorem. (3), then the equality
Theorem 5 Let h(x) be a solution of equation
is satisf ied, with q 2 + · · · + q m = n.
Proof It is a consequence of Theorems 3, 4 and Corollary 2.
An upper and a lower bound for the n-th derivative of h at 0
In order to study the convergence of the Taylor series of h(x), we will need to bound the partial derivatives of the function h(x), computed in the previous section. Here, we deal with this issue. Lemmas 4 and 5 play a technical role with the aim of proving the main results.
Lemma 4 Let n > 0 be an integer number. Then the inequality
Consequently the result is proved.
Lemma 5 Let X, n > 1 and K be positive integer numbers, so that X
is verif ied.
Proof The function
, which proves (40).
Theorem 6 Let h(x) be a solution of (3), and h
(q 2 ,··· ,q m ) (0) with q 2 + · · · + q m = n,
any of its n-th derivatives. Then the following inequality holds,
Proof Consider T = 2q 2 + 3q 3 + · · · + mq m . Then
Taking logarithms,
Therefore,
Making in (44) T + 1 = X and taking
since
And taking into account (38),
and the inequality is proven.
Theorem 7
Given
holds, with q 2 + · · · + q m = n.
Proof First of all, for the sake of clarity, we make the notation
Let P 1 (x) and Q 1 (x) be, the polynomials
It is easy to show that the function
a. is increasing in [4,∞), b. its restriction to integers: { f (n)} n≥4 is an increasing sequence;
a. is increasing in [3,∞), b. its restriction to integers: { f (n)} n≥3 is an increasing sequence;
3. the sequence f (n) converges to T 1 as n → ∞.
First, in the case m = 2, for n = 1, 2, 3, (47) holds. For n = k, k > 3, we can write that
The result is concluded by induction. Now, let us consider the case m ≥ 3. Then our plan is:
1. We are going to prove that
Notice that the number of parameters of d is m − 1. 2. Using (50), (47) will be shown.
1. For m ≥ 3, the inequalities:
Therefore (50) follows by induction hypothesis.
Notice that the last term of the product in (51
with q 2 + · · · + q m = n ≥ 1, for all integer number K ≥ 1, then all the terms of the product (51) are greater than or equal to 1, so the proof is completed.
Theorem 8 Let h(x) be a solution of (3)
, and h (q 2 ,··· ,q m ) (0) with q 2 + · · · + q m = n, be any of its n-th derivatives. Then the following inequality holds,
Proof The proof is similar to the previous one.
Construction of the inverse function of a polynomial
In this section, from the analytic function h(x), the inverse function of a polynomial, f P , is constructed.
Furthermore, h is a solution of (3).
Proof Given the series,
and the function,
using the Taylor expansion
and in agreement with
we have
For these reasons, and taking into account (41) and (48), we can proceed as follows,
Theorem 10 Given
1.
The polynomial function
where a 0 , a 1 , · · · , a m are real numbers with a 1 , a m = 0.
The functions
3. The function,
def ined in the region,
is the inverse function of P(x), h(x) being the function given in (53).
If f P (0) is well def ined, then it is a root of P(x)
, which will be called r. Proof By induction
In fact, as h(x)
is a solution of (3), then
Substituting (62) in (66) one gets
2. It is obvious. 3. Four cases are distinguished:
Let a 0 > 0 and a 1 < 0. Suppose that r = f P (0) < 0. Since f P (0) is well defined, then f P (y) exists at least in the interval [0, a 0 ]. P (0)=a 1 < 0, then there exists δ > 0 such that P (x) < 0, ∀x ∈ (−δ, δ). Let x 0 < 0, with x 0 ∈ (−δ, δ). Then there is y 0 = P(x 0 ) > a 0 . Since P is continuous in [r, x 0 ], then there exists x 1 ∈ [r, x 0 ], in such a way that P(x 1 ) = a 0 < y 0 . Therefore f P (a 0 ) = 0 and f P (a 0 ) = x 1 , with x 1 = 0. This is a contradiction that proves that r = f P (0) > 0.
On the other hand r is the smallest positive root, since f P is continuous, with
The proof of the other cases are very similar.
Definition 3
Given the polynomial, P(x) = a 0 + a 1 x + · · · + a m x m , and according to (65), if
then the series
is well defined, and it is said to be the associated series of P(x), from now on, AS of P(x).
Example 1 Find the smallest positive root of the polynomial P(x)
In agreement with (67), (69) (CP(0) can be computed using the code shown in Table 1 , by defining the polynomial as S :=
and running the command CP). Thus, the AS of P(x) is well defined, and the required root is exactly provided by the series, 
The results obtained for n=0, [3] and SumaParcial [4] .
If the series is not convergent, then Theorem 11 and Corollaries 3 and 4 provide a solution to this question, by shifting the polynomial, P, throughout the X axis. Table[ 
Theorem 11 Given the polynomial function (61) and t ∈ R with P (t) = 0, we consider P t (x) = P(t + x). Then the function,
(Input for computing the m1 first terms of the AS) def ined in
is the inverse of P t (x) around y = P(t), where Y i (t, y) = (P(t) − y) i−1 P (i) (t) (i)!(−P (1) (t))
Proof Let us write the Taylor's formula of P(x) around x = t,
Changing (y − t) by x in (73), leads to
And the result follows by applying Theorem 10 to P t (x).
Corollary 3
Under the same assumption of Theorem 11, let f P be the function,
with (t, y) ∈ R P t . Then (74) is the inverse of P(x) around x = t.
Proof Consider y = P(t 1 ) with (t 1 , y) ∈ R P t , then
The result follows.
It is easy to prove the following Corollary.
Corollary 4 With the same hypotheses of Theorem 10, if f P (0) is not convergent, and if r is a root of P(x), so that P (r) = 0, then there is a neighborhood of r, V r and t ∈ V r , in such a way that the series f P t (0) is convergent, with r = t + f P t (0).
Example 2 Find the smallest positive root of the polynomial P(x)
As C P (0) > 1, then the AS of P(x) is not convergent. According to Corollary 4, let u = 2 3 be a lower bound 1 of the positive roots of P(x), and
Then C P t (0) < 1, and therefore the AS of P t is convergent and the required root is given by f P (0) = u + f P u (0).
where X i (y), 2 ≤ i ≤ m, are def ined by (62). Then f P , def ined by (64), satisf ies the inequality,
Proof From (51) we arrive at
Therefore
Taking into account that 1 is the smallest positive root of
and the result follows.
Bound functions of h(x)
Computing the series, f P (0), requires a great operational cost. So, in this section an upper and a lower bounds are constructed with the purpose of approximating its value. In Example 3 the reader can see its effectiveness. Finally Example 4 illustrates how inverse functions, f P , can be utilized to find an initial approximation, in the case of polynomial systems.
Definition 4
Let us assume, without loss of generality, that the coordinates x 2 , · · · , x p are negative and x p+1 , · · · , x m , positive. Then, we define P n (x), N n (x), E n (x) and O n (x) for all positive integer n, by
Corollary 5 h(x) can be written as
Proof The Proof follows from Definition 4.
Remark 1 Given the functions,
using the Taylor expansion of the functions log(1 − V(x)) and log(1 − U(x)), in a similar way as it was done in (59) and in agreement with Definition 4 we have
Theorem 12 Under the same hypotheses as Theorem 9, the function h(x) is bounded by the functions H u (x)
and H l (x) as follows.
and the coordinates x 2 , x 3 ,...,x m are positive, then
2. On the contrary, if there are negative coordinates, say x 2 ,..., x p , then
Proof
1. Assume that all the coordinates are positive. From (47) we arrive at
Following the same reasoning as that used in formulas (55), (56), (57), (58) and (59), one gets
and (89) is proven. In a similar way, if (52) is used, then (90) is obtained. 2. Let us assume now that there are negative coordinates. In this case we have only to prove (91), since the Proof of the remaining inequality is very similar. Taking into account inequalities (47) and (52) again, we bound P n and N n as follows,
therefore, from (87) and (88), we can write,
The result follows from Corollary 5.
Corollary 6
Given t ∈ R, with P (t) = 0, let F u P t (y) and F l P t (y) be the functions,
On the contrary, if
Proof It is a consequence of Theorem 12 applied to the function h of (71).
Remark 2 We recall that 1. if P has positive roots and P(x) = (x − A)Q(x) + R, where R ≥ 0 and A > 0 is the first integer so that all the coefficients of Q are no negative, then A is an upper bound of the positive roots of P (if A = 0 then P(x) has no positive roots); 2. if P has positive roots, then B = 1/A, A > 0, is a lower bound of the positive roots of P, A being an upper bound of the positive roots of
Theorem 13 Let G l P and G u P be the functions,
Assume f irst that P has positive roots. Consider the sequence, t n , ∀ n ≥ 0, with t 0 = 0, given by,
where L t n is a lower bound of the positive roots of P t n , according to the preceding note. Then t n converges to the smallest positive root of P. Suppose now that P has negative roots. Consider the sequence, t n , ∀ n ≥ 0, with t 0 = 0, given by,
where U t n is an upper bound of the negative roots of P t n , according to the previous note. Then t n converges to the greatest negative root of P.
Proof We prove the Theorem for sequence (103), since for (104) the Proof is practically the same. It is obvious that
, then, under the given conditions, the inequalities:
hold, and it is satisfied that log(0.01)
and 2 log(0.01)
Therefore, using (105), we have that
and
On the contrary, if t n+1 = t n + L t n , then L t n is also greater than zero, since it is a lower bound of the positive roots of P t n according to Remark 2, consequently from (110) it follows that t n is an increasing sequence, with t n ≥ 0, ∀ n. 2. The sequence {t n } ∞ 0 is bounded, as we are going to see next. Let r be the smallest positive root of P. In concordance with Corollary 3 we can say that
From (111), if r t n is the smallest positive root of P t n , then either
or
Therefore {t n } ∞ 0 is a bounded sequence. 3. Finally, we prove that {t n } ∞ 0 converges to r. It is an increasing and bounded sequence, thus it is convergent. Assume now that
and from Corollary 4 there exists an integer N so that t n+1 = t n + In the following examples, the Algorithm 1 can be used either for finding an initial approximation to initialize the search of solutions, or as an alternative algorithm for solving the polynomial equation. Step 0. Take i = 0, t 0 = 0 and n = 0.
Step 1.
Compute t i+1 following equation (103).
Step 1 Else n = n + 1 r n = t i+1 (* the root r n is achieved with the required precision *) If r n + δ is an upper bound of P(x) (Remark 2) or all the coefficients of P t n preserve the sign Then Stop (* there are not more positive roots *) Else Take i = 0 and t 0 = r n + δ.
Goto
Step 1 (* it is initialized the search for a new root *)
End if End If
Notice that ε i+1 = 2δ is defined by convenience.
Note:
The algorithm for computing the negative roots could trivially be adapted considering the positive roots of a new polynomial, P(w), where w = −x.
Example 3 Compute the positive roots of P(x) = 105 + 21x − 50x 2 − 10x 3 + 5x 4 + x 5 with precision δ = 1 × 10 −11 .
We have solved this example by applying Algorithm 1 in agreement with Table 2 , where we have defined SY(t i ) = T 1 5 n=2 |Y n (t i , 0)|.
Remark 3
In the case of r 1 , the accuracy goes from three exact digits to fifteen, only in one step. In the case of r 2 , the accuracy goes from four exact digits to eleven in r 2 , only in one step. 
Example 4 Use the inverse functions, f P , in order to find an initial approximation for solving the system,
by Newton's Method.
This problem has been treated by the authors in [26] in a very complex way, that we try to change in our future researches.
We solve for x in the first and second equation,
We solve for y in the second and third equations. The second one is considered as a polynomial in the variable y, ϕ 2 2 being its AS,
where, according to (37) and (48),
Finally, we solve for z in the third and first equations,
where
As a generalization of Corollary 4, applied to the second equation of system (114), considered as a polynomial in the y variable and to the third equation of system (114), considered as a polynomial in the z variable. It is easily proven that if a is a root of (114), then there exist a neighborhood of a where ϕ 
respectively. On the other hand, taking into account (77) |y| = |ϕ 
In accordance with (119) one gets |x| = |ϕ The reason of choosing R 4 in this way is that its simplicity eases its computational treatment. Then, given as initial approximation a point inside R 4 , for instance x = 3.93, y = 0.82 and z = 1.87 the root (6, 1, 3) is reached by Newton's Method after six iterations with six exact digits of accuracy. In Table 3 are shown the results taking other initial approximations.
Conclusion
The main proposal of our research in this field is to provide a general method for finding an initial approximation that lets us initialize the search of solutions of polynomial and polynomial systems.
Following this line of investigation, we have introduced in Sections 2-4 how to construct the inverse function of a polynomial in an analytical way by computing its Taylor series.
The importance of the inverse functions of polynomials has become capital for our aims, since if it were convergent then we would get the solution by evaluating it at zero, and if it were not, then we have shown in Theorem 10 and Corollaries 3 and 4 how to proceed in this case, in such a way that the solution can always be obtained in the real case according to Algorithm 1. We will accomplish the complex case in future investigations.
The part of Algorithm 1 related to the computation of the lower bounds L t n slows the process, thus we are working in several ideas to avoid this hardness.
Other problem is to compute Taylor series what requires a great operational cost. For overcoming this difficult, at least partly, we have introduced in Section 5 logarithmic functions that bound the Taylor series of the polynomial inverse function, obtaining very good approximations in all the examples we have solved so far, with a very fast velocity of convergence, even better than Newton Method (see as a sample Example 3). We guess, in agreement with our tests, that the velocity of convergence might be of fourth order, what we hope to prove shortly for the general case.
In Example 4 we illustrate how the inverse function of a polynomial can be used in order to solve polynomial systems. We are mainly going to focus on this case our investigating effort, with the aim of providing, at least, an initial approximation, where other methods, for example Newton Method, can be convergent. Besides, as a consequence of this research, we find very probable that a new and faster algorithm will arise not only for searching an initial approximation, but also for solving them completely by its own as happened in the polynomial case.
We are going to give up older results we have previously published, see [26] , about polynomial system (they could give the wrong idea of a complexity that we have got over) by other ones we find much better and simpler in which we are working now, basing ourselves on the findings of this paper.
Finally, we want to generalize these ideas for solving any equation or systems of equations, not only the polynomial ones.
