A maximum entropy principle in the general framework of the band method  by Gohberg, I et al.
JOURNAL OF FUNCTIONAL ANALYSIS 95, 231-254 (1991) 
A Maximum Entropy Principle in the General 
Framework of the Band Method 
I. GOHBERC 
Department of Mathematical Sciences, 
The Raymond and Beverly Sackler Faculty of Exacr Sciences, 
Tel Aviv University, Ramat Aviv 69978, Israel 
AND 
M. A. KAASHOEK AND H.J. WOERDEMAN 
Department of Mathematics and Computer Science, Vrije University, 
De Boelelaan 1081, 1081 HV Amsterdam, The Netherlands 
Communicated by C. Foias 
Received October 13, 1989 
A maximum entropy principle is developed in the general framework of the band 
method. Known maximum entropy principles appear as corollaries and new ones 
are derived. 6 1991 Academic Press, Inc. 
INTRODUCTION 
This paper is a continuation of [GKWl, GKW2] in which a general 
scheme for dealing with extension problems, due to H. Dym and 
I. Gohberg [DG4, DG6], was developed further. This general scheme is 
referred to as the band method. The further developments include a linear 
fractional description of all solutions in an abstract setting. In the present 
paper we derive a maximum entropy principle in the setting of the band 
method. This general maximum entropy principle identifies the band exten- 
sion as the unique positive extension for which the so-called multiplicative 
diagonal is maximal. This principle is a direct generalization of the maxi- 
mum entropy results in [DGl, DG3]. We illustrate the principle on 
several examples containing also new results. These examples will all be 
discrete type examples. The maximum entropy principle for the positive 
extension problem in the Wiener algebra on the line derived in [DG2] is 
not covered by the general approch in the present paper (one of the axioms 
is not fulfilled: see Section 1.1). We plan to return to this in a future publi- 
cation. 
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The paper consists of two sections. In the first section we treat positive 
extension problems and in the second section we treat strictly contractive 
extension problems. 
I. POSITIVE EXTENSIONS 
1.1. The General Scheme 
Let A be an algebra with a unit e and an involution *. We suppose that 
A? admits a direct sum decomposition of the form 
d?f=dtY&L;iA~/&Z~i& (1.1) 
where A’, , A$, A$, A$, and J& are linear subspaces of A and the follow- 
ing conditions are satisfied: 
(i) eEA$, JZi=A$: &:=(A:)*, J&~=A$~ 
(ii) the following multiplication table describes some additional rules 
on the multiplication in A’: 
where 
Some additional notations are 
(1.3) 
(1.4) 
Note that A’i (resp. A4) is a two-sided ideal of the subalgebra A%!+ (resp. 
AK ). Furthermore, if de .& is invertible, then d- ’ E A$. 
We shall use the symbols Pi (i = 1, . . . . 4), Pp (i = 2, 3), P, , P$ , P,, and 
P, to denote the natural projections of Jz’ onto the subspaces of the same 
index along their natural complement in M. Thus, for instance, 
P,=P1+Pz, P-=P,-kP,, 
P,=P,+P;=P;+P,+P;=P;+P,. 
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If d is an algebra with a unit and an involution *, we say that an ele- 
ment a E d is nonnegative definite in d (notation: a 3 d 0) if there exists 
an element c E d such that a = c*c. The element a E& is called positive 
definite in d (notation: a > d 0) if there exists an invertible element c E d 
such that a = c*c. We shall write b >d a instead of b-u 2 d 0, and 
b > d a instead of b - a > .d 0. When d = JZ we shall omit the subscript 
JZ. With respect o nonnegative definite elements we introduce the follow- 
ing two axioms. 
Axiom (Dl). The element P,(c*c) is nonnegative definite in Jlt for all 
CEdK. 
Axiom (D2). If P,(c*c) = 0, then c = 0. 
Examples of Banach spaces with a decomposition (1.1) satisfying condi- 
tions (i) and (ii), and for which the axioms hold true will appear in 
Sections 1.2-1.4. An example of an algebra that satisfies all requirements 
except for Axiom (D2) is the Wiener algebra on the line together with the 
decomposition introduced in [DG2] (see also [GKWl, Sect. 1.41). 
Let us introduce the following two types of factorizations for positive 
elements in JZ. Let b E A be positive definite in A’. We shall say that b 
admits a left spectral factorization (relative to the decomposition (1.1)) if 
b = b + b: for some b + E A+ with b ;’ E A+. We shall say that b admits a 
right spectralfactorization (relative to the decomposition (1.1)) if b = b- b? 
for some b- E JC with b 1’ E Jlt_ . Note that b admits a left spectral 
factorization if and only if 6-l admits a right spectral factorization. We 
introduce the following notions. Let b be a positive definite element of J%! 
which admits a right spectral factorization b = b _ 6% , b ! ’ E JL We define 
the right multiplicative diagonal A,(b) of b to be the element 
A,(b) := P,(bk) P,(b-)*. 
The right multiplicative diagonal of b is well-defined. Indeed, suppose that 
b=cpc”, c”‘E&-, is another right spectral factorization of b. Then 
d:= c:‘bp =cFbY’E& nM+ =A‘,. 
Hence bP = cP d, thus cP c? = bP b? = cP dd*c* -3 giving that dd* = e. But 
then, since dE &, 
P,(bk) P,(bk)* = P,(c d) P,(cpd)* 
= Pd(c) dd*P,(c!!) = PJc) Pd(c_)*. 
Note that A,(b) is positive definite in .4&. This follows from P,(bk- ’ = 
234 GOHBERG, KAASHOEK, AND WOERDEMAN 
P,(b I ’ ). When b admits a left spectral factorization b = b + b*, , b $ ’ E Jt’+ , 
we define its left multiplicative diagonal A,(b) to be the element 
A,(b) :=Pdb+) P,(b+)*. 
Again A,(b) is well-defined and A,(b) is positive definite in J&. 
Let k= k* E AC. An element b6 J&’ is called a positive extension of k if 
P,b = k and b is positive definite in J%?. A positive extension b of k is called 
a (positive) band extension of k if in addition bp ’ E AC. In what follows we 
will just speak about a band extension and omit the adjective positive. 
The following theorem is our maximum entropy principle; it provides an 
alternative way to identify the band extension. 
THEOREM I. 1.1. Let Jr! be as above, and assume that & satisfies Axioms 
(Dl ) and (D2). Let k E AC have a band extension b which admits a right 
(left) spectral factorization. Then for any positive extension a of k which 
admits a right (left) spectral factorization 
A,(b) 2 A,(a) (A,(b) 2 AI(a)). 
Furthermore, equality holds in (1.5) if and only if a = b. 
We need the following lemma. 
(1.5) 
LEMMA 1.1.12. (i) Suppose that b admits a right spectral factorization. 
Then there are unique m ~ E A” and d E =I& such that (e + m ~ ) ~ ’ E & and 
b=(e+m_)d(e+m_)*. (1.6) 
Moreover, d = A,(b). 
(ii) Suppose that b admits a left spectral factorization. Then there are 
unique m, e&60+ and dEAdsuch that (e+m+))‘EA+ and 
b=(e+m+)d(e+m+)*. (1.7) 
Moreover, d= A,(b). 
Proof: Let us prove (i). Let b = b- b? with b 5 ’ E &, be a right spec- 
tral factorization. Put m- : = b _ P,(b_ )-’ - e and d= A,(b). It is easy to 
check that rn- E My, (e + m-)-l E JC, and that (1.6) holds. Suppose 
now that 
b=(e+A-)d(e+m?), 
where.& EM’, (e+%-‘E&-, and dEAd. Then 
(e+kpl (e+m-)=d(e+m)* (e+m-)*-Id-‘. (1.8) 
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Applying Pd to both sides of (1.8) gives e = dd-‘, which implies that d= d. 
Next apply P- to both sides of (1.8). Then 
(e+tk)-’ (e+mp)=dd&‘=e. 
Thus fi- =m-. 
The proof of (ii) is similar. 1 
Proof of Theorem 1.1.1. Let k have a band extension b, let a be an 
positive extension of k, and suppose that both admit a right spectral 
factorization 
a=(e+ap)d,(a)(e+up)*, b=(e+b-)d,(b)(e+b-)*, 
with u-,b-EA? and (e+u-)-‘, (e+b-)-‘EA-. Since b-‘E.Hc, 
Lemma1.1.1in[GKW1]imp1ies(e+b~)~’~Jlt,.Writeu=b+u-b,and 
observe that 
(e+b-)pl(e+up)d,(u)(e+u-)* (e+b-)*-I 
=d,(b)+(e+b-)pl(u-b)(e+b-)*-‘. 
Since a and b are both positive extensions of k, we have that 
a-b=m,+mT for some mleAl. Then (e+b_)-’ rnlEA$ by the 
multiplication table (1.2). From this we obtain that 
P,((e+b-)-‘(a-b)(e+b-)*-‘)=O. 
Write (e+b-)-‘(e+u-)=e+w with WEMY. Applying P, to the iden- 
tity (1.9) gives 
d,(b) = PJ(e+ w) d,(a)(e + WI*) 
= P,(Ll,(a) + WA,(U) + d,(u) w* + WA,(U) w*) 
= d,(a) + P,(wd.(a) w*) 2 d,(a), 
where in the proof of the last inequality we used Axiom (Dl). Furthermore, 
d,(a) = d,(b) if and only if P,(wd,(u) w*) = 0. Since d,(u) > 0, we obtain 
from Axiom (D2) that the latter equality holds if and only if w =O. But 
then a = b. 
The proof of the left version is similar. 1 
Theorem I. 1.1 is inspired by earlier concrete versions (see [DGl, DG3]). 
Let Mz denote the set of all elements in JZ~ that are positive definite, 
i.e., 
A: := {UGJlt,(U>O}. 
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We call a function F: ~$8: + R strictly monotone if d, 2 d2 and d1 # d2 
implies F(d,) > F(d,). 
COROLLARY 1.1.3. Assume that .4X satisfies Axioms (Dl ) und (D2), and 
let F: ~2’: + R he strictly monotone. Let k E ~2’~. Suppose that k has a band 
extension b which admits a right (left) spectral factorization. Then for an) 
positive extension a of k which admits a right (left) spectral factorization 
F(A,(b)) 2 F(A,(a)) MA,(b)) BFt’(d,(a))). (1.10) 
Furthermore, equality holds in ( 1.10) if and only if a = b. 
Proof: Follows directly from Theorem 1.1.1. [ 
1.2. Operator Matrices 
In this section we specify the results of Section I.1 for the algebra of n x n 
operator matrices. An element of this algebra has the form 
Here A,, 19 i, j 6 n, is a bounded linear operator from a Hilbert space H, 
into a Hilbert space Hi; in short A, E dp(H,, Hi). Note that T is an 
operator on the Hilbert space H : = H, 0 .. . 0 H,*. The notation T> 0 
means that T is positive as an operator on H. We write lj for the identity 
operator on H,. 
We say that an n x n operator matrix F is a positive extension of the band 
(A,\ (j-i1 <p} if F is positive definite and Fi,= A, for I j-ii <p. 
A positive extension F of {A,[ I j- iI Gp} is called a band extension of 
{A,/ 1 j-i/ <p} if (F-l),=0 for j-i>p. 
It is known (see [BarG]) that a positive definite operator A on 
H, @ . . OH,, admits a U*DU factorization as 
where Aj(A) is a positive definite operator on Hi (i= 1, . . . . n). We call 
diag (Al(A));=, the right multiplicative diagonal of A. The right multi- 
plicative diagonal of A is given by the identities 
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i=2 n. 3 ..., (2.2) 
Also A admits a L*DL factorization: 
A= 
(2.3) 
We call diag (A:(A));= 1 the left multiplicative diagonal of A. Its entries 
are given by 
Ai.l.i.1 ... An,i+l -’ Ai+I,i 
Af(A) I= Aii-(Ai.i+, ... A,) i 
:)(I 
. 3 
Ai+l,n ... Ann Ani 
i= 1, . . . . n - 1, 
A;(A) = A,,. (2.4) 
THEOREM 1.2.1. For l<i,j<n, 1 j-il<p, let A,=A,T be a given 
operator acting from a Hilbert space Hi into a Hilbert space Hi, and suppose 
that 
Put 
> 0, i = 1, . . . . n -p. 
where y(i) = max { 1, i-p >. Then for the right multiplicative diagonal 
diag (A;(A)):= I of any positive extension A of the given band 
{A, 1 1 j - i ) <p}, the following inequalities hold 
Aj(A)<Mi’, i = 1, . . . . n. (2.6) 
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Moreover, equality holds for all i in (2.6) if and only if A is the band exten- 
sion of the given band. 
Proof: We will obtain this theorem as a special case of Theorem 1.1.1. 
Let J%’ be the algebra of n x n operator matrices considered in this section. 
The unit in J&! is the identity operator on H, 0 . . . 0 H, and the involu- 
tion * on &’ is the usual adjoint of an operator between Hilbert spaces. 
Put 
Al= j(F,):j=, I F,,=O,j-i6p}, 
=4’:= {(F,&=, 1 F,=O,j-i>pandj-idO}, 
Ad= {(Fe)fj= 1 I Fo=“, j+j}, 
Mi= {(F,);,=, 1 F,=O,j-ibOandj-i< -p}, 
Ad= {(F,)~.~j=l 1F,=O,j-ia -p}. 
It is easy to see that 
and that the above subspaces satisfy the conditions (i) and (ii) in 
Section 1.1. Let us check the Axioms (Dl ) and (D2). Clearly, Axiom (Dl ) 
is fulfilled since the diagonal entries of a nonnegative definite operator 
matrix are themselves nonnegative definite. To check Axiom (D2), let 
A = (AU&_ i > 0, and suppose that A ii = 0, i = 1, . . . . n. Consider 
for some j > i. Since A 2 0, we have that @ 3 0. Thus for all v E H, 
Hence we may conclude that A, = 0, j# i. Thus & satisfies Axiom (D2). 
Now we may apply Theorem 1.1.1. 
Let K=(K,)ri=,, where &=A, for /j--i/ <p and K,=O otherwise. 
Let F be the band extension of the given band. In the language of 
Section I.1 this means that F is the band extension in JZ of K E .&. From 
the factorization U*-‘U-l of F in (1.2.6) in [GKWi] it follows that 
diag (M; * ) is precisely the right multiplicative diagonal of F’. Indeed, the 
operator Mi is precisely the operator Xii appearing in (1.2.3) in [GKWl]. 
Since any positive definite operator matrix admits a right spectral factoriza- 
tion, the theorem follows directly from Theorem 1.1.1. m 
ENTROPYINTHEBAND METHOD 239 
AT&:= (I 0 ‘.. 0) 
with /?(i) = min {n, p + i} 
. . . ) i: i=l , . . . . n, 0 
(2.7) 
An analogous result holds for the left multiplicative diagonal of a 
positive extension. In that case the Mi have to be replaced by fii, where 
In the finite dimensional case the determinant provides a suitable strictly 
monotone function on the set of positive definite diagonal block matrices. 
This observation yields the following corollary, which first appeared in 
[DG3] (see also CD]). 
COROLLARY 1.2.2. For 1 < i, j< n, ) j- iI 6p, let A,= AZ be a given 
operator acting from a finite dimensional Hilbert space Hi into a finite 
dimensional Hilbert space Hi, and suppose that 
Aii . (: Ai;p.i ’ > 0, i = 1, . . . . n -p. 
Then ,for any positive extension A of the given band 
det A < fi det M; ‘, 
i=l 
(2.8) 
where Mi is defined in (2.5). Moreover, equality holds in (2.8) if and only if 
A is the unique band extension of the given band. 
Proof. Let f: 4: + R be defined by f(A) = det A. Here &!z denotes 
the set of positive definite diagonal operator matrices. Then f is strictly 
monotone (for the definition see Section 1.1). Further, note that the deter- 
minant of a (positive definite) block matrix is equal to the determinant of 
its right multiplicative diagonal. But then the corollary follows immediately 
from Corollary 1.1.3. 1 
For the block matrix case the results in this section appeared in [DG3]. 
1.3. The Operator Wiener Algebra 
Let H be a complex Hilbert space. We write 9(H) for the Banach 
algebra of all bounded linear operators on H. By W,(T) we denote the 
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operator Wiener algebra on the unit circle U, which consists of all operator 
valued functions F on T of the form 
F(1)= i 13/F,, I. E u, (3.1) 
, = z 
where Fj~ 5?(H) for each j and 1,: ~5 11 F,II < co. As usual we refer to [, 
as the jth Fourier coefficient of the function F. On W,(T) there is a 
natural involution, namely for F as in (3.1) we have 
F*(A)= f I’FP,=F(I)*, Iill = 1 
Also W,(U) has a unit, namely the function e(A) = I. Here I stands for the 
identity operator on H. 
We know from Lemma 11.1.1 in [GKW2] that F is positive definite in 
W,(T) if and only if F(1) is a positive definite operator on H for each 
1~ 8. From the same lemma we deduce that for any positive definite F 
there exists a unique function W in W,(U) and a unique positive definite 
operator A,(F) on H such that the Fourier coefficients with nonpositive 
index of W and (e + W) -i - e are zero, and 
F(A) = V+ W(A))* A,V’)U+ W(n)), AEU. (3.2) 
It is known (cf. [BarG]) that if F is as in (3.1) the operator A,(F) is given 
by 
d,(F)-’ = (I 0 . ..)(! 5’ :::)-l(i), 
where the middle term on the right-hand side has to be understood as an 
operator on the Lesbesgue space of square summable sequences with 
entries in H. We refer to A,(F) as the right multiplicative diagonal of F. 
Let Aj = ATj, 1 jl <m, be given operators in 9(H). A function 
FE W,(T) is called a positive extension of the band {Aj( I j( <m} if 
(j) F(L) is a positive definite operator for 12 1 = 1, 
(jj) F,=A, for Ii1 <m. 
In what follows H” is the Hilbert space equal to the direct sum of m copies 
of H. We know from [GKW2] that a positive extension of the given band 
(Ail I j( <m} exists if and only if 
(3.3) 
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is a positive definite operator on H”‘+ I. Moreover, in that case this band 
has a unique band extension B, i.e., a positive extension with the property 
that the jth Fourier coefficient (BP ‘)i of its inverse equals zero for 1 jl > m. 
THEOREM 1.3.1. Let Aj= ATj, 1 jl dm, be given operators in Y(H), and 
assume that r, defined in (3.3), is a positive definite operator on H”+‘. Put 
I 
M right= (I 0 ... 0) r-l 0 . i.r (3.4) 0 
Then for the right multiplicative diagonal A,(F) of a positive extension F of 
the given band the following inequality holds: 
(3.5) 
Moreover, equality holds in (3.5) if and only if F is the unique band extension 
of the given band. 
Proof: Let us use the general scheme of Section I.1 and apply 
Theorem 1.1.1 with J%! = W,(T). Let 
JY~={FEW,(T)IF,=O,~<~}, 
Jz’~= {FE W,(T)IF,=O,jdO,andj>m}, 
Ad= {FE W,(T)1 Fj=O, j#O}, 
JZ~={FEW,(T)IF~=O,~<-m,andjaO}, 
A$= {FE W,(lJ)IFj=0,j2 -m}. 
Put k(i) =cim_ em I’A,. Then k = k* E&& and a function FE W,(U) 
satisfies (j) and (jj) above if and only if F is a positive extension of 
k (in the sense of Section 1.1). Let us check the axioms. If a function E, 
E(I) =Cz --co EiAi, is nonnegative semi-definite in IV,(%), then the 
operator 
(Ej-i)z=o : l,(H) * l,(H), (3.6) 
where l,(H) is the Hilbert space of square summable sequences of elements 
in H, is nonnegative semi-definite. But then E, is a nonnegative definite 
operator on H. This proves that &? satisfies Axiom (Dl). When E0 = 0, the 
nonnegative deliniteness of the operator in (3.6) implies that all E, are zero. 
This follows from similar arguments as used in the first paragraph of the 
proof of Theorem 1.2.1. Hence &! satisfies Axiom (D2). 
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Using the formula for the band extension in Theorem 11.1.2 in [GKW2] 
one easily sees that M,1,, is the right multiplicative diagonal of the band 
extension of the given band. Applying Theorem 1.1.1 in the setting 
described here one obtains the theorem. 1 
For the case when H is finite dimensional it is known (see [B], and also 
[DG 1, D]) that the band extension is characterized as the unique exten- 
sion which maximizes the entropy integral 
1 n 
271 n s 
log det F(e”) de. (3.7) 
Note that when F is factorized as in (3.2) this integral equals the number 
log det d,(F). Indeed, inserting (3.2) in (3.7) gives a sum of three integrals. 
Furthermore, since e + W and its inverse are analytic in a neighbourhood 
of the unit disc, the integral 
& 1” log det(l+ W(e’“)) de 
7c 
equals zero, and hence the assertion follows. Since “log det” is a strictly 
monotone function on the set of positive definite matrices, Corollary 1.1.3 
yields the result stated in the beginning of this paragraph. 
1.4. Infinite Operator Matrices 
Let 9 denote the linear space of all semi-infinite operator matrices 
V = ( V,k),Tk = O such that 
sup II Vjk II < a. (4.1) 
v= 0~ k-i=r 
The entry Vjk of V is assumed to be an operator from the Hilbert space H, 
into the Hilbert space H,. The space 9 is an algebra under the usual 
operations of addition and multiplication for infinite matrices. For 
V= ( vjk),kEo we define 
and this operation * is an involution on 2. The element E = diag (I”,),: ,, 
is the unit in 9’. 
We write Z for the Hilbert space O,?& Hj. Thus Z consists of all square 
summable sequences (qj),EO with Y]IE H,. Note that each element VE 9 
induces a bounded linear operator on Z. We know from Lemma 11.3.2 in 
[GKW2] that V/E 9 is positive definite if and only if V is positive definite 
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as an operator on 2. From the same lemma we also deduce that each 
positive definite V in 9 can be written uniquely as 
v= (E+ u)* A,( V)(E+ U), (4.2) 
where U = ( Ujk)Tak = O is such that E + U is invertible in 9, 
Ujk=[(E+U))‘-E]ik=O, j<k, and d,(V)=diag(dJ(V))&, where 
A j( V) : Hi -+ H,. The diagonal matrix A,( V) is called the right multi- 
plicatioe diagonal of V. Its elements can be calculated as 
d,(V)= v,, 
( 
v,, ... V&, -’ Vii 
Ai(v) v,,-(vi, ... vi,i-l) ; 
! Ki 
. 3 
Vj-l,i .‘. Vi-l,j-1 viL I,i 
i= 1, 2, . . . . (4.3) 
We are interested in the following extension problem. Let A,= A,$, 
i, j = 0, 1 , . . . . 1 j- iI Gp, be given operators acting from H, to Hi. Deter- 
mine all V E 9 such that 
(a) V is positive definite, 
(b) V,,=A,, Ij-il<p. 
Such an infinite matrix Ye 9 will be called a positive extension of the 
band {A, 1 Ij- iI <p}. When a positive extension V of the band 
{A,1 Ij-il <p} has the additional property that (V-‘),=O, [j-ii >p, 
we call V a band extension of the given band. We know from [GKW2] 
that a given band {A, 1) j- iI <p}, with the properties that 
A’ n*n+p) := (A,);;_P,, n=O, l,..., (4.4) 
are positive definite operator matrices with A(“%“+p) and [A(“,“+p)]p’ 
uniformly bounded, has a unique band extension B. 
THEOREM 1.4.1. Let A,=A,T, i, j>O, ) j-ii dp, be a given operator 
acting from a Hilbert space H, into a Hilbert space H,, and suppose that 
A’ ‘t,‘*+p’= (AJ.‘;~,, n = 0, 1, . . . . 
are positive definite operators on H, @ .. @ Hnfp such that A(“~“+p’ and 
CA (n,n + p’] - ’ are uniformly bounded. Put 
A,(i), r(z) . . 40. 
Mi = (0 . . 0 I”,) ; 
Ai,y(i) . . . A, 
-1 0 
-) i:‘i 0 ’ i=O, 1, . . . . I H, 
(4.5) 
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with y(i) = max { 1, i-p}. Then .for any positive extension V of‘ the given 
band 
d,(V)6M, ‘> i=O, 1, . (4.6) 
Moreover, equality holds,for all i in (4.6) if‘and only if V is the unique band 
extension of the given band. 
Proof: We want to use the general scheme of Section I.1 and to apply 
Theorem 1.1.1. Let J! = 9 and 
It is easy to see that 
and that the conditions (i) and (ii) in Section I.1 are fulfilled. With a 
similar reasoning as in the proof of Theorem 1.2.1 one can prove that 
Axioms (Dl) and (D2) are satisfied in the present setting. 
One easily deduces from Theorem 11.3.3 in [GKW2] that the right 
multiplicative diagonal of the unique band extension of the given band is 
the diagonal matrix diag (M,: ‘)zO. But then the theorem follows directly 
from Theorem 1.1.1. U 
II. STRICTLY CONTRACTIVE EXTENSIONS 
II. 1. The General Scheme 
Let 95? be a vector space, and suppose that 4? admits a direct sum decom- 
position 
where @‘_ and @+ are subspaces of 98. Recall from [GKW l] the following 
problem: given 4 E X, describe all elements I,!J E a such that 1) \I/ 1) < 1 (for 
some specified norm) and $ - $ E g+ . For this “Strictly contractive exten- 
sion problem” we shall develop a maximum entropy principle. In what 
follows we shall assume that Z# can be embedded in an algebra of 2 x 2 
matrices with a unit and an involution. 
ENTROPY IN THE BAND METHOD 245 
We shall assume that the space a appears as the space of (1,2)-elements 
of the following algebra of 2 x 2 block matrices: 
Here d and 9 are algebras with identities e,d and e,, respectively, and 
involutions *, and G9 is a vector space which is isomorphic to $7 via an 
operator * whose inverse is also denoted by *, such that for every choice 
of aE&, bE&f, CE%‘, and de&S, 
bee &‘, (bc)* = c*b*; ab E g, (ab)* = b*a*; 
bdE 98, (bd)* = d*b*; ca e V, (ca)* = a*c*; (1.1) 
dc E %?, (dc)* = c*d*; cb E 9, (cb)* = b*c*. 
It is easy to see that A? is an algebra (with respect o the natural rules for 
matrix multiplication and addition) with unit 
ad 0 
e'= 0 e3 ' ( > 
We define an involution * on A? by setting 
(1 “d>‘:= (5; ;>. 
Some additional structure is required on each of the four spaces d, . . . . 9. 
The algebras d and 9 are assumed to admit direct sum decompositions 
d=dO id&dQo,, 9=@ i&9”, (1.2) 
in which all six of the newly indicated spaces are subalgebras and are such 
that 
e.& E ~4, (&P)*=do+, (J+fd)* = 4, 
e, E %, (9”)*=22”,, (%)* = Sd, 
(1.3) 
and the inclusions 
580/95’2-2 
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are algebras. Moreover, if LIE J& (resp. de G&) and is invertible, then 
u -‘EL& (resp, d-’ E kSd). Finally, we suppose that 99 and %? admit 
decompositions 
g$=g +g +* %?=v- i %T+, (1.5) 
where B8, c B and %?, c %? are subspaces atisfying 
(1.6) 
Note that (1.1.1) holds and that this decomposition satisfies the conditions 
(i) and (ii) in Section 1.1. With respect o positive elements we assume that 
the algebra JZ satisfies the following axioms 
Axiom (DOa). If (z 2) is positive definite in k’, then a is positive 
definite in d and d is positive definite in 9. 
Axiom (DOb). If (z f;) is nonnegative definite in JZ, then a is non- 
negative definite in d and d is nonnegative definite in 9. 
Note that Axiom (DOa) implies that for b E 98 the element e, + b*b is 
positive definite in 9 and the element e& + bb* is positive definite in d. 
This follows immediately from the observation that 
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are positive definite elements in 4. Further, from the equations 
&I= (K:: ,“,)=(K: e:)(eiY ,,:h*h)(a- e:) 
=(a- et)(e”ihh* et)(Z e”,) (1.7) 
one obtains that for h ~93 the element k, is positive definite in & if and 
only if e, - h*h is positive definite in 9, or equivalently, e, - hh* is 
positive definite in r;4. From now on we shall write e for both e, and e,. 
Let 4 EC% be given. An element $ E .!3 is called a strictly contractive 
extension of 4 if II/ -4 EB+ and e- **II/ is positive definite in 9. Recall 
that an element de 9 is called positive definite in g if there exists an inver- 
tible element c E 9 such that d = cc*. The term “strictly contractive exten- 
sion” is justified by the fact that in a B*-algebra an element b has norm less 
than one if and only if e - b*b is positive definite. We call g E $3 a (strictly 
contractioe) triangular extension of 4 if g is a strictly contractive extension 
of 4 and g(e -g*g))’ belongs to ?K. In what follows we will omit the 
words strictly contractive and just talk about a triangular extension. As in 
Section I.1 we say that a positive element dE 9 admits a left (right) spectral 
factorization (with respect o the decomposition of 9 in (1.2)) if there is an 
invertible c E 9+ (ka- ) such that d = cc* and cP ’ E 9+ (9- ). In d we have 
similar definitions. Note that k, admits a right spectral factorization in .M 
if and only if e - #*d admits a right spectral factorization in $3 and that k, 
admits a left spectral factorization in 4? if and only if e - #* admits a left 
spectral factorization in d. The notions of right and left multiplicative 
diagonals of elements in & and 9 are introduced in the same way as is 
done in Section I.1 for elements in 4. We now have the following 
theorems. 
THEOREM 11.1.1. Let J& satisfy Axioms (DOa), (DOb), (Dl), and (D2). 
Let 4 E&, and suppose that 4 has a triangular extension g such that 
e - g*g admits a right spectral factorization. Then for any strictly contractive 
extension t/t of 4 such that e - I/I** admits a right spectral factorization 
and equality holds if and only tf II/ = g. 
THEOREM 11.1.2. Let &! satisfy Axioms (DOa), (DOb), (Dl), and (D2). 
Let YES@-, and suppose that 4 has a truangular extension g such that 
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e - gg* admits a left spectral factorization. Then for any strictly contractive 
extension $ of IJS such that e - $Ic/* admits a left spectral factorization 
and equality holds if and only if $ = g. 
We prove Theorem 11.1.1. The proof of Theorem 11.1.2 is similar. 
Proof of Theorem 11.1.1. Axiom (DOa) and the assumptions in the 
theorem imply that k, (defined in (1.7)) is a band extension of k, and k, 
admits a right spectral factorization. Furthermore, k, is a positive exten- 
sion of k, and k, admits a left spectral factorization. Using (1.7) one finds 
that 
and we have an analogous formula for d,(k,). Since (Dl ) and (D2) hold 
in JY we obtain from Theorem 1.1.1 that 
( 0 dr(kg)-dr(kti)= 0 0 d,(e-g*g)-d,(e-(CI*$) > 
is nonnegative definite in A. Axiom (DOb) implies 
d,(e -g*g) 2 d,(e - $*$I. 
Further, if equality holds, then d,(k,) = d,(k+). From Theorem 1.1.1 we 
obtain that k, = k,, and hence g = $. 1 
As in Section 1.1.1 any strictly monotone function on 9: (or on &z ) 
can be used to pick out the triangular extension. 
11.2. Operator Matrices 
In this section we specify the results of Section II.1 for the space of n x m 
operator matrices. An element of this space has the form 
Here 4ii, 1 Q i< n, 1 ,<j< m, is a bounded linear operator from a Hilbert 
space H, into a Hilbert space Rj; in short blje 9’(Hj, R,). By 1) T 11 wc 
denote the usual operator norm of T: H, @ . . . OH, + A, @ . . . @if,, 
and T* the usual adjoint operator of T. 
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Fix -n<p<m. For l<iQn, l<j<m, j-i<p, let CJ~,EY(H~,R~). An 
operator matrix T is called a strictly contractive extension of the given 
lowertriangularpart {d,Ij-i<p}ifJITI\<l andforj-i<pthe(i,j)th 
element of T is equal to $ii. Let r(j) = max{ 1, j-p} and s(j) = 
min {m, j+p). Clearly (see, e.g., [GKWl, Sect. 11.21) a necessary condition 
for the existence of a strictly contractive extension is 
II (4gr=k,;l”~ II < 13 k = r( 1 ), . . . . II. 
For j= 1, . . . . m let 
ifj-p<n, and 
R,=O: @ Hk+(0), 
k=l 
if j-p > n. Obviously, (2.1) implies that II Rjll < 1, 1 <j< m. The converse 
statement holds trivially. 
We shall call a strictly contractive extension G of (q4iil j- i<p} a 
triangular extension of {#ii] j- i<p} if the (i, j)th entry of G(Z- G*G))’ 
is equal to zero for j - i > p. 
The general maximum entropy result in Theorem 11.1.1 specified for the 
case considered here yields the following theorem. 
THEOREM 11.2.1. For 1 < i< n, 1 <j< m, j- i<p, let iii be a given 
operator acting from a Hilbert space H, into a Hilbert space Hi, and suppose 
that (2.1) holds. Put 
Lj=(O...OZ,,)(Z-R*Ri)-l i=l m. 9 . . . . (2.2) 
Then for the right multiplicative diagonal diag (Aj(Z- $*$)) of I--+*$, 
where $ is a strictly contractive extension of the given lower triangular part, 
the fohowing inequalities hold: 
Aj(Z- 11/*11/) <L,:‘, i = 1, ,.., m. (2.3) 
Moreover, equality holds for all i in (2.3) if and only if $ is the unique 
triangular extension of the given lower triangular part. 
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Proof. We will obtain this theorem as a special case of Theorem 11.1.1. 
Let 
and define 95 and 9d in the same way with 8, replaced by Hk and n 
replaced by m. Furthermore, let 
Let d, . . . . 9 be given via (1.2) and (1.5) in Section 11.1. We view the set 
A=($ g ) as the set of (n + m) x (n + m) operator matrices. It is easy to 
see that the conditions (l.l)-( 1.6) in Section IT.1 are satisfied. Clearly also 
Axioms (DOa) and (DOb) are satisfied. As in the proof of Theorem 1.2.1 one 
checks that Axioms (Dl) and (D2) are satisfied. Note that from 
Theorem 11.2.1 in [GKWl] it follows that diag (Lie’):=, is the right multi- 
plicative diagonal of I- G*G, where G is the triangular extension of the 
given band. Apply now Theorem 11.1.1 to obtain the theorem. [ 
Theorem 11.1.2 yields a left analogue. 
For the block matrix case, as in Section 1.2, the determinant can be used 
to identify the triangular extension of a given lower triangular part. 
COROLLARY 11.2.2. For 1 < i< n, 1 <j< m, j- i 6p, let IJ~~ be a given 
operator acting from a finite dimensional Hilbert space H, into a finite 
dimensional Hilbert space n,, and suppose that (2.1) holds. If II/ is a strictly 
contractive extension of the given lower triangular part, then 
W- $*$) d f!I det L, i, 
i=l 
(2.4) 
where L,, .,., L, are defined in (2.2). Moreover, equality holds for all i in 
(2.4) if and only if $ is the unique triangular extension of the given lower 
triangular part. 
In a somewhat different form the maximum entropy principle. in 
Corollary 11.2.2 may also be found in [BEGL] (in the setting of a 
maximum distance problem) and in [BG]. 
II.3. The Operator Wiener Algebra 
This section concerns the following problem. Given dji, j d 0, in Z(H) 
such that I,“= --co II 4, II < co, determine a11 FE W,(U) such that 
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(j) F(;(n) is a strictly contractive for lill = 1 (i.e., IIF(n)ll < 1, LET), 
(jj) Fj=dj forj60. 
Such a F is called a strictly contractive extension of 4, where 
d(L) = Cg= --m Lidj, I E T. A strictly contractive extension g of 4 is called 
the triangular extension of C$ if the jth Fourier coefficient of g(Z-g*g)-’ is 
zero for j > 0. 
Theorem II. 1.1 yields the following maximum entropy principle. 
THEOREM 11.3.1. Let 4,j, j< 0, be given operators on H with 
cy= _ o. I( dj I/ < co, and assume that the Hankel operator matrix 
viewed as an operator on l,(H), has norm less than one. Put 
I 
M,=(ZO . ..)(I-/1*/l-’ 0 . 
(iI 
(3.1) 
Then for any strictly contractive extension I,!J of the function 
d(J) = x9= _ m nidj the following inequality holds: 
d,(Z- $*+) < M;‘, (3.2) 
where A,(Z-**II/) denotes the right multiplicative diagonal of Z-$*$I. 
Moreover, equality holds in (3.2) tf and only if II/ is the unique triangular 
extension of 4. 
Proof Our aim is to apply Theorem 11.1.1 Take d, L4?, W, and 9 to be 
the Banach algebra IV, (T). Put 
~~=~+=~~=~0+={f~W,(T)If,=O,jdO}; 
r;40=~~={f~W,(T)If,=O,j~O}; 
iii\_ =@TT = (fE W,(U)Ifi=O,j>O}; 
dd= Bd= 9(H). 
One easily checks that the induced decompositions satisfy the desired 
algebraic structure as described in the second paragraph of Section 11.1. 
Since & = W He H(U), this algebra satisfies Axioms (Dl ) and (D2). 
Furthermore, the right multiplicative diagonal of I-g*g, where g is the 
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triangular extension of 4, equals &, in Theorem 11.2.1 in [GKW2], which 
clearly is equal to M,‘. But then the theorem follows directly from 
Theorem 11.1.1. (Here is used that every positive element in 9 has a right 
spectral factorization; this follows from Lemma 11.1.1 in [GKW2]. [ 
Using again the strictly monotone function “log det” for the matrix case 
the classical maximum entropy principle (see [ DG5], and also [D] ), 
which identifies the triangular extension as the unique extension $ that 
maximizes the entropy integral 
&I” log det(Z- t,+(ei”)* tj(eie)) dtl, 
71 
appears as a corollary of Theorem 11.3.1. 
With obvious modifications the results in this section carry over to 
the strictly contractive extension problem for operator functions in the 
Wiener class whose values are operators from a Hilbert space H into 
another Hilbert space fi (choose d = W,(T), g = %‘* = W,, a(U), and 
9= W,(T)). 
11.4. Infinite Operator Matrices 
As in Section I.4 the symbol 9 denotes the linear space of all semi- 
infinite operator matrices V= ( Vjk),Tk =0 such that 
II VII,= : suP II vjk II < 03. 
,z= --cc kpj=v 
The entry V, of V is assumed to be an operator from the Hilbert space H, 
into the Hilbert space H,. Each element V/E 9 induces a bounded linear 
operator on Z = OJ?& H, and 11 VII, stands for the norm of V as an 
operator on Z. 
We consider the following extension problem in the space 9. Let A,, 
0 <j < i < co, be an operator from a Hilbert space H, into the Hilbert space 
Hi. Determine all VE 9 such that 
(1) II VII,< 13 
(2) V,=A,,j<i. 
Such a semi-infinite matrix V will be called a strictly contractive extension 
of the lower triangular part {A i/ IO <j < i}. Note that if such a V exists it 
should hold that 
5 sup IlA,II <a. 
“=--co j-i=v 
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A strictly contractive extension G of a given lower triangular part is called 
the triangular extension of the given lower triangular part {A ii ) i >j 2 0 > if 
(G(Z-G*G)-l)ij=O forj>i. 
THEOREM 11.4.1. For 0 d j Q i < co let A, be an operator from a Hilbert 
space Hj into the Hilbert space Hi, and suppose that 
sup II A,lI < ~0. 
Put 
and view Ak as an operator acting H,@ ... @H, + Z. Suppose that 
sup II n/C II < 1. (4.1) 
k = 0, I, _.., 
Put 
Z 
hfi:= (I 0 . ..)(Z-A*A.)-l 0 ii) ) i= 0, 1, . . . . (4.2) 
Then for the right multiplicative diagonal diag (Ai(Z-$*$)) of z--$*1+9, 
where 1+9 is a strictly contractive extension of the given lower triangular part, 
the following inequalities hold 
Ai(Z- II/*$) < Ml:‘, i= 0, 1, . . . . (4.3) 
Moreover, equality holds for all i in (4.3) tf and only if II/ is the unique 
triangular extension of the given lower triangular part. 
Proof: We will obtain this theorem as a special case of Theorem 11.1.1. 
Let 
and define 9: and 9d in the same way. Furthermore, let 
8, =W? = {(F,);=,IF~:H,+H~, F,=O,j-iGO}, 
B- =%‘: = {(FU)~=IIFU:Hj+Hi, F,=O,j-i>O}. 
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Let ~~2-9 be given via (1.2) and (1.5) in Section 11.1. On these spaces we 
define the operations * as the usual adjoint of an operator between Hilbert 
spaces. It is easy to see that the conditions (1.1 )-( 1.6) in Section II.1 are 
satisfied. Also the required axioms are fulfilled. 
Use now Theorem 11.4.1 in [GKW2] to conclude that diag (M,: ‘) is the 
right multiplicative diagonal of I-g*g, where g is the unique triangular 
extension. Now the theorem follows directly from Theorem 11.1.1. 1 
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