Due to a low mechanical loss, thin films made of silicon nitride (Si3N4) are interesting for fundamental research and development in the field of gravitational-wave detection. Si3N4-membranes allow for the characterization of quantum radiation pressure noise (RPN), which will be a limiting noise source in gravitational-wave detectors of the 2nd and 3rd generation. Furthermore, Si3N4 is an interesting material for possible thermal noise reduction in highly-reflective mirror coatings. For both applications, the optical absorption of Si3N4 needs to be low. This paper presents absorption measurements on low-stress Si3N4 membranes showing an absorption a factor of seven lower at 1550 nm than at 1064 nm resulting in an estimated two-times higher sensitivity in RPN experiments at the higher wavelength and making Si3N4 an interesting material for highly-reflective multi-material mirror coatings at 1550 nm.
I. INTRODUCTION
On 14th of September 2015 the first gravitational wave (GW) signal was observed by the Advanced LIGO GW detectors [1] -one hundred years after having been predicted by Einstein in his general theory of relativity. To make GW detection possible, over the past decades largescale Michelson interferometers with arm lengths of up to 4 km have been developed, using laser interferometry to measure changes in the relative separation of suspended and highly-reflective coated test-masses.
Once the Advanced LIGO generation of GW detectors reaches its design sensitivity, it is expected to be limited by radiation pressure noise (RPN) at frequencies below ≈ 40 Hz [2] . While up to now the occurrence of RPN in GW detectors is merely a theoretical prediction, RPN has been measured in a cryogenic cavity setup using a nanogram membrane oscillator [3] . Various experiments aiming to measure and characterize this noise source are in progress [4] [5] [6] [7] .
One option to measure RPN is a Michelson-Sagnac interferometer using a translucent silicon nitride (Si 3 N 4 ) membrane with sub-wavelength thickness [6] such as shown in Fig. 1 . Heating of the membrane induced by optical absorption limits quantum opto-mechanical experiments at low temperatures. In [6] the absorption of Si 3 N 4 membranes of different thickness is calculated, accounting for beam geometry effects, based on an imaginary part of the refractive index of k = 1.5 × 10 −4 at a laser wavelength of 1064 nm [8] . A change in wavelength is an option to reduce absorption and resulting heating of the membrane.
Thermal noise is a second noise source for which the absorption of Si 3 N 4 is of interest. Advanced LIGO, up- * iain.martin@glasgow.ac.uk grades to Advanced LIGO [9] , and future detectors such as the low frequency detector of the Einstein Telescope (ET) [10, 11] will be limited by thermal noise in the most sensitive part of the detection band. To reduce thermal noise, these detectors may be operated at cryogenic temperatures, which requires a change of the test-mass material as the currently used material, fused silica, has a high mechanical loss at low temperature resulting in a net increase in thermal noise due to cooling [12] . Crystalline silicon (cSi) is a possible test-mass material showing low mechanical loss at low temperatures [13] , but it is not transparent at the currently used laser wavelength of 1064 nm. Consequently, use of a higher wavelength of 1550 nm or even 2000 nm, at which cSi shows lower absorption, has been proposed [10, 14] .
Present highly-reflective mirror coatings are made of silica (SiO 2 ) and titania-doped tantala (Ti:Ta 2 O 5 ). The mechanical loss of the coatings at low temperatures has to be reduced to match the thermal noise requirements of future GW detectors. Therefore new materials have to be developed which show suitable mechanical properties while meeting challenging requirements on reflectivity and optical absorption [10] .
Si 3 N 4 is an interesting material for low thermal noise highly reflective mirror coatings, with a mechanical loss in the order of φ = 10 −5 at 20 K for a coating on a substrate [21] and < 10 −6 for highly stressed substratefree thin films [22] . This is significantly lower than the mechanical loss of SiO 2 (φ = 7.8 × 10 −4 at 20 K [35] ) and Ti:Ta 2 O 5 (φ = 8.6 × 10 −4 at 20 K [16] ). Si 3 N 4 may be of particular interest for use in multimaterial designs [19, 20] , in which more than two materials are combined to simultaneously exploit optical and mechanical properties optimally. In these designs, materials with low mechanical loss, but high optical absorption are used in lower coating layers, in which the laser power is reduced, to keep the total absorption low. The lower the absorption, the closer to the top of the coating a material can be used.
Investigations of silicon nitride deposited via plasmaenhanced chemical vapor deposition (PECVD) also show significant promise, with evidence of lower mechanical losses than current GW coating materials at room temperature and at low temperature down to 10 K [17, 18] . The refractive index of this material varies with the precise composition, leading to the interesting possibility of using silicon nitride layers of different composition for both the high and low index parts of an optical coating.
This paper presents absorption measurements on amorphous Si 3 N 4 membranes manufactured by Norcada [26] via low-pressure chemical vapor deposition (LPCVD), which is the same deposition method as investigated in [21] . Both low-stress membranes (≤ 250 MPa) and high-stress membranes (800 MPa) are available, but only the low-stress membranes had a suitable thickness for optical absorption measurements, and therefore were used for the studies presented here. There is evidence that stress in the order of 1 GPa [22] can significantly reduce the mechanical loss of substrate-free silicon nitride films deposited by PECVD. It would be of interest to investigate if higher stress can also affect the optical absorption of silicon nitride. Figure 1 shows a photo of a Si 3 N 4 membrane such as used in our measurements: Photothermal common-path interferometry (PCI) [23] was used for thermally based absorption measurements at 1550 nm and at 1064 nm on a membrane 2 µm in thickness. Cavity round-trip loss measurements were used to provide an upper limit for the absorption of membranes 1 µm, 100 nm, and 50 nm in thickness. The consequences of the absorption results for RPN experiments and for coating thermal noise are discussed.
II. OPTICAL ABSORPTION MEASUREMENTS USING PCI
In this section, thermal-based absorption measurements at 1550 nm and at 1064 nm, using photothermal common-path interferometry (PCI) [23] , on a membrane 2 µm in thickness are presented.
The PCI technique uses a strong pump laser beam with small waist to create a thermally induced optical length change in a substrate due to optical absorption. The pump beam is crossed by a weak probe beam that has a larger diameter. The portion of the probe beam overlapping the pump is affected by the optical length change refractive index n at 1550 nm 2. resulting in a phase shift. The phase-shifted and non phase-shifted portions of the probe beam interfere. This interference has a maximum value when measured approximately one (probe) Rayleigh range from the probe waist. The interferometric phase change measured at this point is directly proportional to the absorption of the material and is calibrated using a fused silica substrate with known absorption. Based on the thermal diffusivity of the materials, an additional scaling factor of 0.57 is used to scale the amplitude signal from Si 3 N 4 to the signal from the fused silica calibration substrate [23] . Amplitude modulation of the pump beam provides information of the phase of the signal with reference to the pump modulation. This phase is determined by the thermal diffusion of the material and the geometric parameters of the pump beam and provides an additional consistency check for the measured absorption signal. The phase response of Si 3 N 4 to the amplitude modulation frequency of 407 Hz used in the experiment, based on the material parameters listed in Tab. I is expected to be (−40 ± 6)
• . The error bars result from the errors given for the literature values for c and k th [27] .
Etalon effects occur in the Si 3 N 4 membranes. Figure 2(a) shows the reflectivity for a membrane 2 µm in thickness at the probe-laser wavelength of 1620 nm depending on the angle of incidence. At an angle of 51
• , in which case the light field within the membrane is on resonance, all laser light is transmitted by the membrane. Independent of the membrane geometric parameters, Brewster's angle for p-polarized light (pump beam, 1550 nm) is at arctan(n Si3N4 ) = 65
• . A crossing angle of pump and probe beam of 14
• therefore can provide total transmission for both beams simultaneously, as shown in Fig. 2(b) . Figure 2 (c) shows a typical absorption measurement using PCI taken on the 2 µm membrane at a wavelength of 1550 nm. The purple line shows the absorption signal (left y axis), and the green line shows the phase response (right y axis) for scanning the position of the membrane through the beam crossing point at which the absorption signal maximizes to 226 ppm. The width of the main peak results from the spatial resolution of the technique, the small side maxima are interference fringes characteristic for PCI. The corresponding phase of −42
• is in agreement with the theoretical prediction. The absorption is given per effective membrane thickness t M at Brewster's angle Θ B considering the laser beam transmitting the membrane at an an- 
FIG. 2. (a) Brewster's angle for Si3N4 is at 65
• (minimum of pink line), independent from the thickness of the substrate. At this angle the p-polarized pump light is transmitted. Due to an etalon effect, the 2 µm thick Si3N4 membrane transmits most of the incident laser power at an angle of incidence of 50
• , at which the s-polarized probe light is transmitted. (b) Probe beam (1620 nm) and pump beam (1550 nm/1064 nm) are crossing at an angle of about 14
• inside the membrane. (c) Typical absorption measurement at 1550 nm using PCI. Absorption signal (purple): The membrane position is scanned along the direction of the pump beam and reaches a maximum of 226 ppm in the beam crossing point. Phase signal (green): The phase response to the amplitude modulation of the pump beam is −42
• .
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2 µm results in an absorption coefficient of α = 1.03 cm −1 . The mean value for the absorption of ten measurements taken at different positions on the membrane is 213 ppm with a standard deviation of 17 ppm. At 1064 nm, five measurements showed an average absorption of 1512 ppm with a standard deviation of 27 ppm.
During the measurements, the calibration was routinely checked. For a change of more than 10 % due to misalignment (mechanical drift of mirror mounts mainly), measurements were repeated. Since this 10 % error dominates the standard deviation, errors from power meter uncertainties, laser power fluctuations during a measurement, and discrepancies of the results after realignment, for all measurements a maximum error of ±10 % is assumed. This results in an absorption coefficient of (1.0 ± 0.1) cm −1 at 1550 nm and (6.9 ± 0.7) cm
at 1064 nm. The absorption reduces by factor of 7 at a wavelength of 1550 nm compared to 1064 nm. Material properties for silicon nitride in literature vary strongly. Errors from such uncertainties can additionally affect our
Experimental setup for indirect absorption measurements via cavity round-trip loss: The membrane was positioned at Brewster's angle inside the cavity to minimize loss Pout due to reflected light.The cavity length was periodically modulated and resulting cavity resonance peaks were detected using a photo diode in reflection, the signal being separated from the incident beam with a faraday rotator (FR). absorption results while not being relevant for the absorption ratio at the two wavelengths. Measuring membranes 500 nm and 1000 nm in thickness using the PCI technique, resulted in phase values of about 120
• instead of -42
• . A phase differing significantly from the prediction indicates an invalid absorption result. The angle of total transmission for the probe beam shown in Fig 2a (green crosses) is a geometric effect, which only exists for the 2000 nm thick membrane, but not for the thinner membranes available, and the phase only agrees with the theory at this angle. A more detailed explanation can be found in the Appendix.
III. CAVITY ROUND TRIP LOSS MEASUREMENTS
The optical absorption of thinner membranes, which we were unable to measure using the PCI technique, was indirectly measured via roundtrip loss in a Fabry Perot cavity. This allowed measurements of membranes closer in thickness to those typically used for RPN experiments, and measurements of absorption versus thickness pro-vided a useful cross-check of our PCI result for the 2 µm thick membrane. Figure 3 shows a schematic of the experimental setup. The cavity was formed by an input mirror M 1 with design reflectivity R 1,1064nm = 99 % (R 1,1550nm = 99.4 %) and a highly-reflective (HR) coated end mirror M 2 , which were fixed to an aluminium spacer at a distance of L 1064nm = 158 mm (L 1550nm = 163 mm). A membrane was positioned in the cavity at Brewster's angle. The cavity length was varied using a piezo-electric transducer (PZT) fixed between the end mirror and the spacer. At resonance, L = n × λ/2, a peak in transmitted power and a corresponding minimum in reflection occurs. The cavity length was scanned only around the resonance (for details see end of this section). A polarizing beam splitter (PBS) and a Faraday rotator (FR) separated the reflected light field P refl from the incoming light field P in . The reflected resonance peak of the cavity was measured with a photo diode. The λ/2-waveplate was used to match the polarization of the laser light inside the cavity to Brewster's angle of the membrane. The electro-optical modulator (EOM) imprinted sidebands onto the light field to calibrate the motion of the end mirror.
The cavity round-trip loss caused by the membranes was measured in two steps. In the first step, resonance peaks without a membrane were detected to characterize cavity properties such as the reflectivity R 1 of M 1 and the effective out-coupling reflectivity R 2 , with R 2 including the absorption and scattering losses of M 1 and M 2 . The cavity was designed to be impedance mismatched ( R 2 R 1 ) and therefore only small resonance peaks formed (impedance matching ≈ 2 %). Figure 4(a) shows a measurement of a resonance peak of the cavity for 1064 nm without membrane (blue dots). The orange line is a fit to the measurements using R 1 and R 2 for fit parameters as described in [28] . The resulting cavity parameters (mean value and standard error) are R 1 = (98.916 ± 0.004) % and a round-trip loss of 1 − R 2 = (49 ± 1) ppm, which corresponds to a finesse of F = 574. These results are an average number taken from 14 measurements. At 1550 nm the loss of the cavity was measured from 10 single measurements. The result was R 1 = (99.428 ± 0.003) % and 1 −R 2 = (100 ± 1) ppm, with a finesse of F = 1078.
In the second step, a membrane was placed inside the cavity. Loss caused by the membrane effectively decreased the reflectivity R 2 (while R 1 stayed constant) and therefore the impedance mismatch. Figure 4(b) shows fitted resonance peaks for the cavity at 1064 nm without membrane (orange line, identical to 4(a)) and with membranes 50, 100 and 1000 nm in thickness. The alignment of the membrane to Brewster's angle was optimized by rotating both the wave plate and the membrane, minimizing the round-trip loss. Detecting and fitting the resonance peaks provided information of the loss caused by the membrane including surface scattering and reflection loss. The remaining power P out reflected at the membrane surface at resonance was measured with a calibrated photo diode. The procedure was repeated for different membranes placed in the cavity. For each membrane, R 1 andR 2 were fitted and are given in Tab. II. Between 10 and 14 single measurements varying the cavity length-scan frequency were performed for each of 5 membranes at 1064 nm and 6 membranes at 1550 nm. Due to the incident light being at Brewster's angle the path through the membrane t M is longer by a factor of 1.1 than the path under normal incidence.
The single pass absorption of a membrane at Brewster's angle can be calculated from
R 2 −R 2mem gives the cavity round trip loss caused by the membrane normalized to the input power, which is divided by 2 to take into account passing the membrane twice per round trip. The normalized power reflected due to non-perfect alignment of the membrane to Brewster's angle is subtracted from the round trip loss. The remaining loss per effective membrane thickness at Brewster's angle is divided by a factor of 1.1 to calculate the loss per membrane thickness. Table II gives the absorption coefficient α normalized to cm −1 for all membranes. Figure 5 shows the absorption results taken on the different membranes compared to the prediction made in [6] based on k = 1.5 × 10 −4 [8] . Due to the use of Brewster's angle in our experiments the membrane could not be placed within a node or anti-node of the standing-wave light field inside the cavity, but the absorption originated from an integration over many nodes and anti-nodes represented by the pink line. The black dots represent the experimental results from the cavity measurements at 1064 nm and the green triangles results at 1550 nm. The two measurements furthest to the right for a membrane thickness of 2 µm were taken with the PCI (blue dot: 1064 nm, purple triangle: 1550 nm).
While an increasing trend of the absorption with membrane thickness as expected is clearly visible for both wavelengths, the cavity results are very scattered, which most likely was caused by surface effects as the setup is very sensitive to non-perfect alignment. The lower results of the cavity measurements confirm the PCI measurements, which is indicated by the red dashed line for 1064 nm and by the orange dotted line for 1550 nm. For further discussion in this paper the results obtained with the PCI are used as they were the only actual measurement of absorption, while the cavity measurements only provided upper limits on the absorption.
The standard error of the fits of the individual resonance peaks is very small. However, additional uncertainty is introduced through the calibration of the mirror motion (corresponding to the time axis in 4), and this dominates the final error in the measurements. For the calibration, sidebands converted into a Pound Drever
[ Hall (PDH) signal [29] were used such as shown by the blue line in Fig. 6 . This signal results from a side band frequency ν SB . The separation of the side bands which are positioned at the zero-crossings of the PDH signal are marked by the red dashed lines. The modulation voltage following a triangular ramp function is shown in yellow with a modulation range marked by the black dashed lines. In Fig. 6 the ratio of modulation range (black lines) and side band separation (red lines) is R ≈ 2. The number of free spectral ranges N FSR scanned per ramp is then given by
where ν FSR is the free spectral range of the cavity. accurate and the total error of the measurements is given by the standard error of the results in Tab. II.
IV. DISCUSSION

A. Relevance for RPN experiments
The thermal noise (power) spectral density is a limiting factor for reaching the RPN dominated regime in membrane experiments. It is directly proportional to the temperature of the membrane T mem [30] . The temperature of the membrane in such experiments in turn is usually fully defined by the absorption of laser light. The optical absorption of membranes presumably depends on the temperature. Making the assumption that the ratio of the absorption coefficients α 1064 /α 1550 ≈ 7 is only moderately temperature dependent, a change in wavelength from 1064 nm to 1550 nm in RPN experiments based on membranes should allow the use of 7× higher laser power while keeping thermal noise constant.
As the interferometrically sensed RPN spectral density is inversely proportional to the wavelength, the actual gain when changing from 1064 nm to 1550 nm is given by α 1064 /α 1550 × 1064 nm/1550 nm ≈ 4.8. Correspondingly, the gain with respect to the square root of the spectral density, for example calibrated to m/ √ Hz, is √ 4.8 = 2.2.
B. Relevance for Coating Thermal Noise Reduction
HR coatings are based on alternating layers of two materials differing in refractive index n. In the simplest case, to achieve maximum reflectivity each layer has an optical thickness of n × t of a quarter of a wavelength, where t is the geometrical thickness. Figure 7 (a) shows a schematic of an HR coating stack, which consists of 18 bilayers of the materials currently used in GW detectors, SiO 2 (blue) and Ti:Ta 2 O 5 (green), on a Si (pink) substrate resulting in a transmission of 6 ppm.
To reduce coating thermal noise, coating materials with low mechanical loss are required [30] . The mechanical loss of Si 3 N 4 produced with LPCVD is φ = 8 × 10
at room temperature and φ = 1 × 10 −5 at 20 K for a Si 3 N 4 coating on a substrate [21] , and even φ < 10 −6 for highly stressed (≈ 1.2 GPa) substrate-free thin films [22] . For thermal noise calculations, the loss of LPCVD films measured on a substrate was used, as this case is better comparable to a GW detector mirror and the deposition method is the same as used for the membranes used for the absorption measurements.
Low optical absorption in the highly-reflective coatings is necessary to avoid thermal distortion of the test mass in a GW detector and, for cryogenic detectors, to maintain the low temperature. The optical absorption in a material is proportional to the integrated electric field (light) intensity (EFI). The blue line in Fig. 7 represents the electric field intensity EFI of the laser light in the coating. Due to etalon effects in thin films, the EFI in a multilayer coating is significantly different from the EFI in a thick (bulk) substrate scaled to identical thickness. The absorption measured on Si 3 N 4 membranes in this work is about 1.0 /cm. Measuring at Brewster's angle without any etalon effects as occurring in thin films, this corresponds to the absorption coefficient in a bulk substrate.
To convert the absorption coefficient to the absorption in a HR coating composed of quarter layers, the absorption coefficient has to be scaled to the average EFI in a quarter layer. Figure 7(a) shows the EFI in a SiO 2 /Ti:Ta 2 O 5 multilayer stack which decreases by 50 % after each bilayer resulting in the sum of the EFI in all layers converging towards 2× the EFI in the first bilayer. The refractive index of Si 3 N 4 is almost identical to Ti:Ta 2 O 5 at 1550 nm making the EFI distribution in Fig. 7(a) representative for the following Si 3 N 4 arguments.
Under the assumption that all the absorption takes place in the Si 3 N 4 layers, the absorption of a quarter layer (λ/4 × 1/n) of Si 3 N 4 is α QL = 1.0 /cm × 1550 nm/(4 × 2.17) × 0.5 = 9 ppm, where the factor of 0.5 originates from the EFI in a QL in a SiO 2 /Si 3 N 4 coating being 0.5 × the full EFI without etalon effects (see previous paragraph). The absorption in a SiO 2 /Si 3 N 4 HR coating is 2 × α QL = 18 ppm, which is too high for application in GW detectors, while the low mechanical loss makes Si 3 N 4 still worth being considered as a coating material.
To enable using low loss materials with high optical absorption, the use of a coating design with more than two materials has been suggested [19, 20] . In this design, materials with low absorption are used in the outermost layers of the coating to reduce the laser power reaching the lower layers, while in the lower layers materials with higher absorption but lower mechanical loss can be used to reduce thermal noise.
A three-material coating made of 8 bilayers of SiO 2 and Ti:Ta 2 O 5 on top of 4 bilayers of SiO 2 and amorphous silicon (aSi) was proposed in [19] . A pure SiO 2 and aSi HR coating would absorb 1000 ppm at 1550 nm [31, 32] . showing a thermal noise improvement of up to 41 % at 20 K. In the case of a decrease in absorption with temperature, more Ti:Ta 2 O 5 layers could be replaced by Si 3 N 4 and the thermal noise improvement would increase. The loss and Young's modulus used for the calculations are also shown in Tab. III. As the total thermal noise of this coating design is dominated by the loss of the SiO 2 and Ti:Ta 2 O 5 layers, a 10× lower loss of high-stress Si 3 N 4 would change the total coating thermal noise at 20 K by less than 1 %. All calculations are made for coating on a silicon substrate and for a laser beam radius of 9 cm.
V. CONCLUSION
A possible approach for improving GW detectors is using crystalline silicon, which shows low thermal noise at low temperatures and a low optical absorption at 1550 nm, as a test-mass material.
We have shown that a wavelength of 1550 nm is also superior to 1064 nm for RPN experiments using Si 3 N 4 membranes. Measurements on low stress membranes have shown an absorption decrease by a factor of about 7 at 1550 nm. While it seems unlikely that the absorption ratio between the two wavelengths changes with stress, the effect of stress on the optical absorption of membranes is worth investigation.
Extending absorption measurements to silicon nitride films of different stoichiometry (and thus different refractive index) is also of interest, in particular for potential designs using different compositions of SiN x for both the high and low-index coating layers [17] .
The measured absorption of 1.0 /cm resulting in a coating absorption of 18 ppm for a SiO 2 /Si 3 N 4 multilayer coating makes Si 3 N 4 (combined with SiO 2 ) an interesting alternative material for Ti:Ta 2 O 5 in upper layers and for SiO 2 (combined with Si) in lower layers of multimaterial coatings. This would enable a 41 % improvement in thermal noise at 20 K compared to a pure SiO 2 /Ti:Ta 2 O 5 coating.
APPENDIX A Transmission of a Membrane
For calculating the angle of total transmission for the membrane geometrical effects have to be considered. Figure 8 shows a schematic of the membrane (yellow) and the laser beam (red). To calculate the reflected field, the optical path difference of the beam reflected at the membrane surface (1) and the beam reflected at the membrane back side (2) has to be calculated, which is ∆p = n 2 ×(AB +BC)−n 1 ×AP = 2 n 2 d/cosβ −AP (3) for n 1 =1 and AB=BC=d/cosβ. At P, the angle is 90
• so that sinα=AP/AC. The distance AC can be expressed as 2d× tanβ giving ∆p = 2 n 2 d/cosβ − 2d tan(β) sin(α) .
By using Snell's law, n 1 sin(α) = n 2 sin(β), Eq. 4 can be written as ∆p = 2 d n 2 2 − sin 2 α .
For reflection at A where n 1 < n 2 , the light field gets an additional phase shift of π resulting in a change of ∆ p by λ/2, while at B no additional phase shift is induced as n 2 > n 1 , resulting in ∆p = 2 d n 2 − sin 2 α − λ/2 . To maximize the transmission of the membrane, the reflected light field has to minimize requiring destructive interference of the beams 1 and 2 which is given for ∆ p = (k + 1/2)λ with k ∈ {0, 1, 2, ...}.
From these relationships an angle of maximum transmission of α = arcsin n 2 − k + 1 2d λ 2
results. As arcsin(x) is only defined for −1 ≤ x ≤ 1, two restrictions follow on the expression in the square root in Eq. 7, which are n 2 − k + 1 2d λ 2 ≤ 1 and n ≥ k + 1 2d λ . 
which show that 2 µm is the thinnest of the membranes available for which a k ∈ {0, 1, 2, ...} exists. For a 2 µm and k=4, from Eq. 7 results an angle of incidence of α = 51.3
