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ABSTRACT 
The radiation pattern of an interfacial radiating source is 
obtained for the case where the source is an infinitely long line 
source lying along the plane interface of two dielectric half-spaces; 
for the case where the source is an infinitesimal electric dipole 
vertically located on the interface; and for the case where the dipole 
is lying horizontally along the interface. For all the three cases, 
it is found that the radiation pattern at the interface has a null 
(interface extinction}. For the infinitely lorig line source, it is 
obtained that tbe pattern in the upper half-space, whose index of 
refraction is taken to be less than that of the lower half-space, has 
a single lobe with a maximum normal to the interface, and that the 
pattern in the lower half-space (subsurface region) has two maxima 
straddling symmetrically a minimum. Interpretation of these results 
in terms of ray optics, Oseen 1 s extinction theorem, and the Cerenkov 
effect are given. For the vertical dipole, it is found that the 
radiation pattern along the dipole axis has a null. For the horizontal 
dipole, it is obtained that the pattern in the upper half-space has 
a single lobe whose maximum is normal to the interface; that in the 
lower half-space, in the plane normal to the interface and containing 
the dipole, the pattern has three lobes; whereas in the plane normal 
to the interface and normally bisecting the dipole, the pattern has 
two maxima located symmetrically about a minimum. Interpretation 
of these results in terms of the Cerenkov effect is also given. 
- iv -
TABLE OF CONTENTS 
I. INTRODUCTION 
II. INTERFACIAL LINE SOURCE 
A. Formulation of the Problem 
B. Method of Integral Transform 
C. Radiation Pattern 
D. Limiting Cases 
E. Radiated Power 
F. Ray Optical Description 
G. Physical Remarks 
H. Conclusions to Chapter II 
III. INTERFACIAL VERTICAL DIPOLE 
A. Formulation of the Problem 
B. rrz in the Upper Half-Space 
C. Ilz in the Lower Half-Space 
D. Radiation Pattern 
E. Limiting Cases 
F. Radiated Power 
G. Conclusions to Chapter III 
IV. INTERFACIAL HORIZONTAL DIPOLE 
A. Formulation of the Problem 
B. IT and IT in the Upper Half-Space x z 
C. rrx and rrz in the Subsurface Region 
D. Radiation Pattern 


























F. Radiated Power 
G. Physical Remarks 
H. Conclusions to Chapter IV 





Appendix A: The Exact Evaluation of the Electric Field 92 
Along the Interface Due to the Interfacial 
Line Source 
Appendix B: Asymptotic Evaluation of the Electric Field 96 
in the Upper Half-Space in the Problem of 
Interfacial Line Source 
Appendix C: Asymptotic Evaluation of the Electric Field in 99 
the Lower Half-Space in the Problem of 
Interfacial Line Source 
Appendix D: Far-Zone Electric Fields and Poynting Vectors 101 
of a Radiating Line Source and Infinitesimal 
Electric Dipole in Free-Space 
Appendix E: Finding the Intensity of the Electric 109 
Field of a Line Source in Free-Space from 
Its Power 
Appendix F: Boundary Conditions for the Electric 111 
Hertz Vector 
Appendix G: The Exact Evaluation of IT~ Along the Interface 117 




I. INTRODUCTION . 
Many of the problems of remote sensing are problems of electro-
magnetic wave propagation in inhomogeneous media IlJ. Among these 
problems, the interface problems are the ones which mostly attract 
the attention of the engineers and physicists who work in electro-
dynamics I2J. By the interface problems, we mean the problems of 
reflection and refraction of the electromagnetic wave illuminating 
the interface of two homogeneous media. This interface can be 
geometrically smooth or rough. In the case of the smooth interface, 
the problem amounts to the Fresnel problem [3] of reflection and 
refraction at a plane interface and was solved by Fresnel and 
presented by him in a celeb.rated memoir to the French Academy in 1823 
[4]. The Fresnel problem is the most basic interface problem. In the 
case of the rough interface, there are some studies on the modelling 
of the rough surfaces I5-6J. Therefore, there are different theoretical 
models which can simplify the geometry of the problem and thus can 
lead to finding the reflection and refraction of the wave. One of 
the techniques that can be useful for solving the problems of the 
scattering from the rough surfaces is the equivalent current source 
technique which was used by Marcuse I7J and also by Elachi and Yeh I8J. 
In .using this technique, the slightly rough surface is replaced by a 
smooth surface and the equivalent sources located on interface of the 
smooth surface. We call these sources the interfacial sources. 
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Therefore, the original problem reduces to the problem of finding 
the radiation of the sources which lie on the interface of two 
homogeneous media. This is exactly the purpose of the present work. 
The problem of finding the radiation of a source close to the 
interface of two media is not a new problem I9-12J. But in the 
previous studies on this problem a relatively high conductivity in at 
least one of the two media is taken into consideration. Consequently, 
this consideration leads to the surface wave along the interface and 
the no-loss case cannot be obtained from it by letting the conductivity 
approach zero. In our present work, we consider two lossless dielectric 
media and we have zero conductivity in the two media. Therefore the 
results are different from those obtained by considering a high 
conductivity. We consider three cases of the interfacial radiation 
source (see Fig. 1). 
In Chapter II, we consider the infinitely long line source lying 
along the plane interface of two dielectric half-spaces. It is clear 
that this problem is two dimensional and amqunts to one of solving a 
scalar Helmholtz equation. The radiation pattern and emitted power 
of such an interfacial line source are obtained in the two media. 
A posteriori, we shall construct a suitable ray optical description 
of the phenomenon. 
In Chapter III, we have an infinitesimal electric dipole 
vertically located on the plane interface of the two media. This 
problem is three-dimensional. We !shall use the electric Hertz vector 
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Fig. 1. Three interfacial radiating sources: (a) infinitely long 
line source, (b) infinitesimal vertical dipole, and 
(c) infinitesimal horizontal dipole. 
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and its integral representation. 
In Chapter IV, we consider the interfacial horizontal dipole 
directed parallel to the x-axis (see Fig. 13). The radiation 
pattern and emitted power for both cases, interfacial vertical and 
horizontal dipoles, are obtained in the two half-spaces. Finally, in 
Chapter V, general conclusions for these problems are given. 
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II. INTERFACIAL LINE SOURCE 
IIA. Formulation of the Problem 
In this chapter, we intend to calculate the radiation pattern and 
emitted power of a line source lying along the plane interface of two 
homogeneous half spaces. To formulate the problem mathematically, we 
introduce a Cartesian coordinate system x,y,z wherein the z axis lies 
along the axis of the line source and the plane of the interface is 
given by the coordinate surface y = 0. Since the problem is a two-
dimensional one, the far-zone field is in the form of a cylindrical 
wave. Therefore, to handle the far-zone field we find it convenient to 
also introduce a cylindrical coordinate system p,¢,z where 
p cos ¢ = x, p sin ¢ = y, and -TI:::_¢:::_ TI. (See Fig. 2). 
We use MKS system of units and assume that the current density 
of the line source is given by 
i {x,y;t) = Re[~z I <'i(x)<'i(y)e -iwt] ' ( 2A. 1) 
where 11 Re 11 is the shorthand for the 11 real part of 11 , ~z is the unit 
vector along the z-axis, o(x) and o(y) are Dirac delta functions, w is 
the angular frequency of the oscillation, and I is the total current. 
We take the index of refraction, n, to be 1 in the upper half-space 
(y > 0) and greater than 1 in the lower half-space (y < 0). Although 
this means that the upper half-space is a vacuum and the lower half-
space or subsurface region is a dielectric, our analysis will hold true 
for any two dielectric half-spaces whose indices of refraction are in 
the ratio of n to 1. 
- 6 -
Fig. 2. Line source lies along z axis. In the upper half-space 
(y > 0) the index of refraction n is equal to l, and in 
the lower half-space (y < 0) n is greater than l. 
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Since the problem is linear and the line source is a 
monochromatic source with the angular frequency w, all the field 
quantities have the same angular frequency and they can be written as 
follows: 
I (x,y;t) = Re [ ~ (x,y)e -iwt] , 
H (x,y; t) = Re [ ~ (x,y )e -iwt] , 
(2A.2) 
(2A.3) 
where ~ (x,y) and ~ (x,y) are the phasors of electric and magnetic 
fields respectively. The field quantities obey Maxwell 1 s 
equations [ 13]: 
V x E = iwµH , - -
V x H = J - iwsE , - - ~ 
v . (s~) = p 





where J is the total macroscopic current density as a source, s and 
µ are the dielectric constant and permeability of the medium 
respectively, and p is the total macroscopic charge density. 
From the symnetry of the configuration, it is clear that the 
electromagnetic field of the line source is independent of z. 
Therefore, from the continuity equation 
V • J + iwp = 0 
we can write 
P =O • 
(2A.8) 
(2A. 9) 
Since J has only z-component and all the quantities are independent of 
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z, we can conclude that the vector potential A has only one component 
which is Az. 
From 
1 H=-VxA - µ _, (2A.10) 
we can conclude that the magnetic field has only the components 
HP(p,¢) and H¢(p,¢). Consequently,from equation (2A.5) we can see 
tbat the e 1 ectri c fie 1 d has on 1 y the component Ez (_p, cj>); therefore, in 
this configuration the electromagnetic field of the line source bas 
only the components Ez(p,¢), HP(p,¢), and H<P(p,¢). For such an 
electromagnetic field the equation (2A.4) yields the relations 
H = - 1-. l .L E (2A. 11) 
p iwµ p 3¢ z ' 
H = j_ .L E ( 2A. 1 2 ) 
¢ wµ ap z 
which express the magnetic field in terms of Ez. Hence, since Ez is 
the only component of the electric field and since the magnetic field 
components can be derived from Ez using (2A.11) and (2A.12), we see 
that our problem can be formulated in terms of Ez alone. 
From the Maxwel 1 equations V x E = iwµH and V x H = J -iwE: E, 
it follows that 
'\/ x V x E - k 2 E = i wµJ , (2A. 13) - - -
where k2 = w2µE:. Moreover, from the Maxwell equation V·(c~) = 0 it 
follows that Ve·~ + EV·~ = 0. Because here VE: is perpendicular to E, 
the term VE:·~ disappears and we have 
V·E = Q. (2A. 14) 
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for y > o, and k2 = n2 k
0
2 




denote the permeability and the dielectric 
constant of free-space. We shall denote Ez in the upper half-space 
by Ezl and Ez in the subsurface region by Ez2. 
Thus our problem amounts to one of finding the solution of 
(2A.15}, but in solving this equation, we have to consider the 
Sommerfeld radiation condition [14] which is 
limit-r (aEz - ik E) + o, vfJ ap z 
p + 00 
(2A.16) 
for the cylindrical wave. The following boundary conditions should 
also be satisfied [15] 
along the interface y = 0. 
IIB. Method of Integral Transform 
To solve the Helmholtz equation (2A.15), we express Ez as a 
Fourier integral [16], that is, we write 




By substituting this expression into (2A.15) and by recalling that 




we find that 
f 0000 (~~2 V(y,h) - h2 V(y,h) + k2 V(y,h))e ihx dh = 
- iwµo 100 
--I 27f 
-oo 
o (y) e i hx d h • (2B.3) 
From the orthogonality and completeness of the functions eihx [17], we 
can write 
d2 - iwµ I 
dy2 V(y,h) - h2 V(y,h) + k2 V(y,h) = _2_'IT_o_ o(y) ' (28.4) 
where for the upper half-space (y > O} we have k2 = k 2 and denote 0 
V by v1 , and where for the lower half-space (y < 0) we have 
k2 = n2 k
0
2 and denote V by v2. Since Ez must satisfy the radiation 
condition the solutions of (28.4) must likewise satisfy the radiation 
condition of y = 00 and y = -00 • Accordingly, the appropriate solutions 
of (?8.4) must have the form 
-- /h2 - k 2 y 
V = A e V o 1 (y > 0)' (28.5a) 
(y < 0) • (2B.5b) 
In these two formulas (2B.5a), (2B.5b.), when we have.the negative ~ign 
under the~ we bring -i out to satisfy the radiation condition. 
These two solutions should satisfy the boundary conditions. Across 
the interface E, and hence V, must be continuous, i.e. at y = 0 we z· 
must have v1 = V2• Therefore, 
A=B· (28.6) 
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To find the value of A or B we integrate {2B.4) with respect 
toy, from -~y to +~y. Since ~Y is a vanishingly small quantity and 
since V is a continuous function of y throughout the range of 
integration, the second term on the left hand side of (28.4) integrates 
to zero and we are left with 
Q_ v I dy d - dy v I (28.7) 
y = +~y y = -~y 
By substituting (28.5a) and (28.5b) into this relation and by taking 




A = 8 = 








(y > 0) ' = 













Finally, by substituting v1 and v2 back into (28. 1) we obtain 
()() 
iwµ 0If exp[- ..jh2-k0 2 y + ihx] 
Ezl = dh (y > 0)' (2B.10a) 
2rr -Jh2-ko2 + yh2-n2ko2 
-oo 
()() 
iwµ0!f exp[ -/ h2-n2k 2 y + i hx] 
Ez2 = 
0 dh (y < 0). (2B. 1 Ob) 
2n ..jh2-ko2 + ...jh2-n2ko2 
-oo 
These are the required solutions of (2A.15). 
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The integrals are difficult to evaluate exactly for all values of 
x and y. However, as shown in the Appendix A, an exact evaluation 
is possible for points along the interface (y = 0) and yields 
= E = wµol [-
1
- H <1 )(k !xi) - _n_ H (1 )(nk lxlJ 
z2 2(n2-l}ko !xi l o !xi l o ~ 
(28. 11) 
From equation (2A.4), we obtain 
iI [n2 (l) 






!xi L . ' 'J 
(2B.12) 
for y = 0 and all x. 
To gain a description of E off the interface we resort to an z 
asymptotic evaluation of the integrals. 
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IIC. Radiation Pattern 
To determine the nature of the far-zone radiation field of the 
line source it is most convenient to use the cylindrical coordinates 
(p,¢). In view of this, in the integrands of (2B.10a) and (2B.10b) 
we replace x by p cos cp, and y by p sin cp, and thus obtain the desired 
integral representations of Ezl (p,¢) and Ez 2 (p,¢) in cylindrical 
coordinates: 
OD 




I r p sin ¢ + ihp cos ¢] 







2 p sin cp + ihp cos¢] 
-jh2-ko2 + ,/h2-n2ko2 
dh(-TI 2 cp 2 O). 
-OD 
(2C.2) 
In the integral representation of Ezl (p,¢) we divide the range 
of integration into three subranges so that 
ko 
f (h) dh + J f (h) 
-k 
0 
where f(h) is a shorthand for the integrand. 
OD 
dh + f f(h) dh, (2C.3) 
ko 
For k p +OD' all three 
0 
integrals on the right hand side can be evaluated, as shown in the 
Appendix B. However, it can be seen beforehand that the integrals for 




.::_ h 2_ OD) are negligibly small 
compared to the integral for the middle subrange (-k0 2_ h .::_ k0 ). 
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- .wµ I J 
p sin ¢ + ihp cos ¢] 
0 
= dh, 




and introducing the variable a, which is defined by sin a = h/k0 , 
we get 
1T 
wµoI !'2" (cos a - ..,/ n2 -sin2 a) cos a. • exp[ik psin(a+~)]da 




for k p + oo and O < ¢ < TI. 
0 - -
Applying the method of stationary phase, 
we find that (2C.5) yields the following expression for Ezl in the 
far-zone of the upper half-space: 
ik p - iTI/4 
l e 
0 






p + 00 and O _2 ¢ _2 TI. (See the Appendix B). 
the 
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In the integral representation of Ez2(p,¢) we similarly divide 
range of 
Ez2(p,¢) 
integration into subranges. That is, we write 
-nk -k k nk0 
= f 0 g(h) dh + f 
0 
g{h) dh +f 0 g(h) dh + f g(h) 
-nk -k k -00 
CXl 
+f g(h) dh, 
nk
0 
0 0 0 
( 2C. 7) 
where g(h) is a shorthand for the integrand. For nk0 p + 
00 all five 
integrals can be handled, as shown in the Appendix C. It turns out 
that the first and fifth integrals are negligibly small for all values 
of¢ in the lower half-space, i.e. for -TI..:::_¢..:::_ O. The second 
integral is the only one that contributes to the far-zone field in the 
sector -TI..:::_¢..:::_ -TI+ ¢c' and the fourth integral is the only one that 
contributes to the far-zone field in the sector -¢ < ¢ < 0. Here c- -
¢c is the critical angle given by cos <Pc = l/n. The third integral is 
the only one that contributes to the far-zone field in the dihedral 
sector -TI + ¢c ..:::_ ¢ ..:::_ -¢c· (See the Appendix C for details of the 
calculations). 
Thus, in the third integral, which we denote by 
Jo ,/n2k0 2-h2 p sin¢+ ihp cos F mid -wµ I exp[-i ¢] 0 dh = 2 2rr ,/ko 2_h2 + -{n2ko 2_h2 
-k 
0 (2C.8) 
for the dihedral region (nk0 p + 
00 and -rr + ¢c ..:::_¢..:::_-<Pc)' we introduce 
dh 
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the variable a by sin a = n~ . Therefore, we get 
0 
sin- 1 1 
F
2
mid = _+w_µ_o_n_I_ J n ( 1/ l-n 2 sin2a - ncosa) cos a · 
2TI(n 2 - l) 




p sin(a-cp)Jda. (2C.9) 
Applying the method of stationary phase, we find that (2C.9) yields 
the following expression for Ez2 in the far-zone of the dihedral 
region of lower half-space: 
-wµ I n einkop - iTI/4 
Ez2 - --
0
- (n sin 2 ¢ +sin cp"l-n2 cos 2 cp) ------
{2n (n 2 - l) .rnr;; 
(2C. 10) 
Using the similar procedure, we get the following expression for Ez2 
for the other two sectors of lower half-space (nk0 p ~ 
00 , -cpc _::. cp _::. 0, 
-1T < cp < -1T + cp ) - - c 
-wµ I n einkop - iTI/4 
E - 0 (n sin 2 ¢ + i sin cp • • 1 n2 cos 2 ¢ - 1) z2 - . r:;::2n 2 V v Lil (n -1) 
( 2C. 11) 
By use of equation (2A.4) we can find Hep from a knowledge of Ez. 
In the far-zone, we get 
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-wWor 1 
ik p - i'rr/4 
. ,/ n2 
e o 
H<l>l = (sin
2¢ - sin ¢ .;,,cos 2cp) . 
~ (n2-l) N 
(2C. 12) 
in the upper half-space, and 
wffil n2 . 1/1 
eink
0
p - in/4 
Hcp2 (n sin
2
<j> + sin <P - n2 cos
2cp) = 
fo (n2-l) ~ 
(2C. 13) 
for the dihedral region of lower half-space (nk0 p + 
00 and -TI+ ¢c .:::_ ¢ _:: -¢c), 
and 
w War n2 e ink0 p - in/4 
= ---- (n sin2¢ + i sin <I> -{ n2 cos 2¢ - 1) ------fo (n2-l) FoP" 
{2C.14) 
for the other two sectors of lower.half-space (nk0 p + 
00 , - cpc .:::_<I>.:::_ 0, 
-n < ¢ < -n + <I> ). We notice that in the far-zone, we have - - c 
{2C.l5) 
in the upper half-space, and 
(2C.l6) 
in the lower half-space. From these relations we see that in the 
far-zone the Poynting vector is real and has only a p component, S . p 
Since S is given by [18] 
p 
in the upper half-space, and by 
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( 2C. 18) 
in the lower half-space, we find by substituting (2C.6) into (2C.17) 
that 
wµ 12 
spl = o 
4np 
for the upper half-space (k
0
p + 00 , 0 ..s_ ¢ ..s_ n). By substituting 
{2C.10) into (2C. 18) we find that 
wµ 12 
s = 0 
P2 4np 
for the dihedral region (nk p + 00 , -TI+¢ < ¢ < -¢ ); and by 
0 c c 
substituting (2C.ll) into (2C.18) we find that 
wµ 12 
s = 0 
P2 4np 
n2 
{ 2c. 19) 
(2C.20) 
(2C. 21) 
for the both sectors (nk p + 00 , -¢ < ¢ < 0 and -TI<¢< -TI+¢ ). 
0 c- - - - c 
- 19 -
From {2C. 19), (2C.20), and {2C.21) we can sketch the radiation 
pattern {SP versus¢) of the line source (see Fig. 3 ). We see that 
at the interface (¢ = 0, ¢ = rr) the radiation pattern disappears, 
i.e. S = 0, and that in the upper half-space the radiation pattern 
p 
consists of a single lobe, the maximum (A) of which lies along the 
line ¢ = rr/2 and has the value 
= 
max 





In the lower half-space, at the angles ¢ = -¢c and ¢ = -rr + ¢c' 
sp2 has peaks (C and D) whose values are given by 
= 
wµ I 2 
0 
4rrp 
Between the critical angles along the line ¢ = -rr/2, sp2 has a 
mimimum (B) whose value is given by 
(Sp2) = 
min 
wµ I 2 n2 
0 
4rrp (n+ 1) 2 
( 2C. 2 2) 
(2C.23) 
(2C.24) 
As n increases, the radiation pattern in the upper half-space shrinks, 
i.e., the lobe gets smaller and point A moves downward. In the lower 
half-space the behaviour of the radiation pattern is not so simple: as 
n increases, the dihedral angle between ¢ = -rr + ¢ and ¢ = -¢ c c 




















Radiation patterns for n = 2 (~ontinuous linel and n = 4 
{broken line). As the index of refraction n of subsurface 
region increases, the lobe in the upper half-space shrinks, 
the dihedral angle between the two (Cerenkov) peaks D and C 
decreases, and the point B moves downward. For all values of 
n > 1, there is a broad null along the interface. Here 
cos <Pc= 1/2 (continuous line) and cos <Pc= 1/4 (broken line). 
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II D. Limiting Cases 
We have found the expressions for the electromagnetic field 
and the Poynting vector of the line source lying along the interface 
of two homogeneous half-spaces. If the index refraction of the 
lower medium approaches one, we must get the expressions of the 
electromagnetic field and the Poynting vector of the line source in 
.free-space~ 
To show that, we intend to find the limit of Ezl when n + 1. 
Using L1 Hospital rule [19], we get 
ik p - i'IT/4 a(numerator) wµ
0
I e o an 
limit Ezl = ji; Fi a(denominator) n + 1 an n = l 
( 20.1) 
Therefore, we obtain 
ik p - • TI -wµ I 1-e o 4 
limit Ezl 
0 = 
2 fo ,fkj 
n + l 
(20.2) 
The above expres~ion is the far-zone electric field that would be 
radiated by the line source if it were in a homogeneous dielectric 
[see t~e Appendix D]. 
By using the similar approach, we can see that 
ik p - • TI wµ
0
! e o 14 
limit Ez2 - - 2~ lki n + 1 
(20.3) 
which matches with the far-zone electric field that would be radiated 
by the line source if it were in a homogeneous dielectric. 
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We find the limit of the Poynting vectors when n 
approaches one. Thus, we obtain 
wµ 12 
limit spl = 0 
16np 
(20.4) 
n -+ 1 
wµ 12 




n -+ 1 
we know that the Poynting vector {S ) associated with a line source po 
in free-space is (see tile Appendix 0) 
wµ 12 




By comparing (20.4), (20.5), and (20.6), we can see that 
limit Spl = limit Sp 2 = Spo 




II E. Radiated Power 
The time-average power radiated into the upper half-space is 
given by [20] 
(k p -+ oo) 
0 
and that radiated into the lower half-space is given by 
(nk p -+ oo) 
0 
Since the lower half-space is divided into three parts it is of 
( 2E. l) 
( 2E. 2) 
interest to see how much each part contributes to P2. Accordingly, we 





The second integral, which we denote by P2d' gives the power radiated 
into the dihedral region (-n +<Pc.:::_¢.:::_ -<Pc); and the first and third 
integrals, which we denote by P2a and P2b respectively, give t
he power 
radiated into the regions between the dihedral region and the 
interface. That is, 
(2E.4) 
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Substituting (2C. 19) into (2E. 1) we find that 
2 










where cos <Pc = l/n. From this relation we see that 
and 
P1 + 











(= wµl 2 /8) denotes the time-average power that would be 
radiated by the line source if it were in an homogeneous dielectric. 
[See the Appendix DJ. 
By substituting (2C.20) into the second integral on the right-








TI TI 2 TI 1 2 . - - + - n + - + - (n +l) 
(n2 -1) 2 2 4 4n 2 2 
nz 
sin(2¢ )- - ¢ -¢ c 2 c c 
and by substituting (2C.21) into the 
-;' sf n(4~c)] , (2E.8) 
first and third integrals on 
the right-hand side of (2E.3) we find that 
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n2 [ n22 <Pc - 21 <Pc + _41 (1 - n2) sin(2<PcJ. 
(n2 _ 1)2 J 
(2E. 9) 





[ ] 0 TI TI 2 TI n2 • n2
 
• 
P2 = - - + - n + - + - <P -2cp +s r
n { 2¢ )- - s rn { 4cp ) . 




1 P 2 -+ 2 P 0 for n -+ 1. 
{ 2E. 12) 
We notice that 
{2E.13) 
As shown in Fig. 4, P1 smoothly decreases from (l/2)P0 
to 





, as n increases. 
For any value of n, P1 + P2 = P0 ; and P2 > P1 for
 n > 1. This means 
that more power is radiated into the lower half-space where n > l 
than into the upper half-space where n = 1, and that for the large n 
most of the power is radiated into the subsurface region [21]. 
As shown in Figs. 5 and 6, as n increases from l to 00 , P2d 
decreases smoothly from (l/2)P0 to zero and P2a(=P2b) 
increases from 
zero to (l/2)P0 . We note that for n >






































































































































































































































































































































































































































































































































faster than P2d, as n increases. 
IIF. Ray Optical Description 
- 29 -
We can describe the foregoing results in terms of optical rays 
and the Fresnel coefficients of reflection and transmission. 
To do so, we must take the source to be a little below the 
interface, where n > 1. Thus, the far-zone field in the subsurface 
region is the sum of two rays: the direct ray from the source and 
the ray reflected by the interface; and the far-zone field in the 
upper half-space is the ray transmitted from the lower half-space 
to the upper half-space. (See Fig.7}. 







denotes power radiated by the line source in an 
( 2F .1) 
homogeneous dielectric, e is the angle of incidence, and R(e) is the 
Fresnel reflection coefficient. Moreover, the far-zone field in the 
upper half-space is given by 
' 
(2F.2) 
where y is the angle of refraction, and T{y) is the Fresnel 




Fig. J. Ray diagram for case of source a little below interface. 
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!:::.y, !:::.L 1 and !:::.Lis illustrated in Fig. 7. [Appendix E for the details]. 
From Fig. 7 and from Snell 1 s law, which expresses the relation 
between the angles 8 and y, we see that 
!:::.L' 
= cosy = r..n c;.:o=s=y==:;:::. 
!:::.L cos8 , Vn2 - si n2y 
1:::.8 = cosy = -;::co=s=y====--
1:::.y ncos8 Vn2 - sin2y 
We invoke Snell's law to write R(e) as a function of 8 only and 
T(y) as a function of y only, [22], viz. 
T(Y) = 2-,/n
2 - ~in2Y 
-J,2 . 2 n - Sl n Y + COSY 
7f 7f for - - < y < - , 2- -2 
R(8) ncose - Vl-n
2 sin 2 8 = 
ncos8 + Vl-n 2 sin2 8 
for the dihedral region (-8 < e < e where sinec = -n1), and c - - c 
R(e) = ncose - i i/n
2 sin 2 8-l 
ncose + i 1/n2sin2 8-l 





( 2F. 7) 
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We find by substituting (2F.3), (2F.4), and (2F.5) into 
{2F.2) that 
(2F.8) 
for the upper half-space. By substituting (2F.6) into (2F.l) we get 
(2F.9) 
for the dihedral region; and by substituting (2F.7) into {2F.l) we 
find that 





2 if J 
ink p 
e . 8 2.2 1 o ---2~- ncos - icos n sin e - e 
( n - l) 
(2F.10) 






= 8 , y = 2 - ¢, and e = 2 + ¢, where ¢ is the angle 
shown in Fig. 2, (2F.8), (2F.9), and (2F.10) become 
2 J ik p 
- cos ¢ e 0 
(2F. 11) 
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for the upper half-space (o..::. ¢..::.TI); 
I /;µ;; -4/i£" 2 n [nsin2¢ +· sincp V1 v;;;; l/~ (n -1) 
2 2 ] inkop 
n cos <P e 
(2F.12) 
for the dihedral region (-TI + ¢ < ¢ < -¢ where cos¢ = l); and c- - c c n 
- 4 rrs- ---=--n 
-V Z (n2 - 1) 
0 
(2F.13) 
for the sectors (- ¢c..::. ¢..::. o and - TI .2_ ¢ .2_ - TI + ¢c). 
Except for the ignorable constant phase difference, we see 
that (2F.ll), (2F.12), and (2F.13) are identical to (2C.6), (2C.10), 
and (2C.ll) respectively. This means that ray optics can be made to 
yield the radiation patterns we get from a field theoretic approach. 
If the source is taken to be a little above the interface, the 
correct result is obtained for the upper half-space and for the 
dihedral region of the lower half-space. However, there is no field 
radiated in the regions between the critical angles and the interface. 
This is a result of the fact that if the source is in the upper half-
space no wave can be excited in the regions above the critical angle. 
Therefore, this configuration will only partially duplicate the 
results derived in the previous sections. 
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IIG. Physical Remarks 
By looking at the radiation pattern, we see that the radiation 
pattern disappears at the interface (~ = 0, ~ = n), i.e. S = 0. p 
This is reasonable, because in the far-zone we have a TEM wave since 
in the far-zone H is negligibly small compared to E and H~. We know 
p z ~ 
that a TEM wave propagates with the velocity of light in the medium. 
Accordingly, the TEM wave in the upper half-space propagates with the 
velocity of light in the upper half-space, i.e. vphl = c, whereas 
the TEM wave in the lower half-space propagates with the velocity of 
light in that medium, i.e. vph2 = c2 = c/n. To satisfy the boundary 
condit~ons along the interface Ez and H~ must be continuous along the 
interface. But the TEM wave in the upper·half-space propagates faster 
than that in the lower half-space. Therefore the two TEM waves will 
not be continuous along the interface unless their intensities are 
zero (_see Fig. 8 . ) . Consequently we have zero intensity for the TEM 
waves along the interface and the radiation pattern disappears at 
the interface. 
The radiation pattern in the upper half-space resembles the 
broadside radiation pattern of a tapered distribution of sources lying 
along the plane of the interface. However, the radiation pattern in 
the lower half-space is not so simple, for it appears to be a 
combination of two patterns, one being the pattern of a tapered 
distribution of sources lying in the plane of the interface, and the 
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TEM wave in Medium 1 






TEM wave in Medium 2 
'~0 c 
n >I Vph= n 
Fig. 8. Impossibility of matching two TEM waves with nonzero 
amplitudes and different phase velocities. 
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other being the pattern of sources moving radially outward along the 
interface. The peaks of the subsurface radiation pattern seem to be 
generated by .these moving sources. To physically justify the general 
features of these radiation patterns, we invoke the extinction theorem 
[23] and the Cerenkov effect [24]. 
We assume the incident field to be the field that the line 
source would emit in vacuum. That is, the incident wave is assumed to 
be a cylindrical wave emanating from the line source in vacuum. This 
wave's phase velocity in the near-zone of the line source is a 
complicated function of p, but in the far-zone of the line source its 
phase velocity is constant and equal to c. As this incident wave sweeps 
through the dielectric of the lower half-space, two waves, a and S, are 
generated by the induced dipoles. For points in the dielectric, but 
not near the interface, the a wave, which has the phase velocity c, 
completely cancels the incident wave, whereas the 6 wave, which has the 
phase velocity c/n, gives rise to the resultant subsurface radiation 
pattern. For points in upper half-space,. but not near the interface, 
the 6 wave is vanishingly small, and the a wave combines destructively 
with the incident wave to yield the resultant radiation pattern in the 
upper half-space. 
For points close to the interface, both a and 6 waves exist. They 
comb.ine with the incident wave to yield a composite field which on 
the interface is given by (28. ll). Along the interface, the incident 
and a waves combine to give (l/p)H1 (l )(.k0 p) and the S wave contributes 
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(_n/p)H1 (l) (.nk0 p). Thus we see that the far-zo
ne field along the 
interface is zero because the combination of the incident and a waves 
disappears and the 6 wave disappears.by itself. 
Mathematically, the patterns in the upper and lower half-spaces 
can be considered as patterns produced by stationary sources distributed 
along the interface and by sources moving along the interface. 
According to (28.11) these moving sources have two different velocities, 
v1 and v2, given by the far-zone phase velocities of H1(l)(k0 p) and 
H1 {_l )_(nk0 p)_. That is, v1 = w/k0 and v2 = w/nk0 • Clearly, neither v1 
nor v2 is greater than the velocity c of light in the upper half-space. 
However, v1 is greater than the velocity c/n of light in the lower 
half-space. Consequently, these moving sources produce Cerenkov-like 
radiation in the lower half-space (in the directions ~ = -¢c and 
~ = -n + ¢ ) but not in the upper half-space. This is the reason c 
we have peaks in the subsurface radiation pattern and no peaks in the 
radiation pattern in the upper half-space. 
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IIH. Conclusions to Chapter 1I 
Starting from the Maxwell equations we have calculated the 
radiation pattern and emitted power of a line source lying along the 
plane interface of two dielectric half-spaces. Also, we have shown 
that is is possible to describe these results in terms of ray optics, 
provided we take the position of the source to b.e a little below the 
interface but not exactly on it. From our calculations one can draw 
the following conclusions: 
In the upper half-space where n = 1 the radiation pattern is a 
single lobe which resembles the radiation pattern of a tapered 
broadside array. Accordingly, from above one would 11 see 11 not a line 
solJrce but a tapered broadside array. In the lower half-space where 
n > l the radiation pattern is not so simple; it consists of two equal 
maxima (peaks) syrrmetrically located about a minimum. At the interface 
itself the radiation pattern is zero. 
Clearly, when n = l the power P1 radiated into the upper half-space 
is equal to the power P2 radiated into the lower half-space. However, 
as n increases, P1 decreases, P2 increases, and P1 + P2 remains 
constant. For n > 1 the line source radiates more power into the lower 
half-space than into the upper half-space. 
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III. INTERFACIAL VERTICAL DIPOCE 
I IIA. Formulation of the P-robl em 
In this chapter, we have an infinitesimal electric dipole 
located on the plane interface of two dielectric half-spaces and 
directed normal to the interface. We calculate the radiation pattern 
of this dipole.antenna. To formulate the· problem mathematically, as 
we did in chapter two, we introduce a Cartesian coordinate system, 
x,y,z wherein the ~Y plane is the plane of the interface of two 
homogeneous half-spaces and the vertical infinitesimal electric 
dipole is located at the origin and directed parallel to the z axis. 
Moreover, to handle the far-zone field, which shall have the form of 
a spherical wave, we find it convenient to introduce also a spherical 
coordinate system r,e,¢ where x = rsinecos¢, y = rsinesin¢, z = rcose, 
and 0 < e 2_ ~, 0 2_ ¢ 2_ 2~. In addition to these two coordinate 
systems, since we shall use Sommerfeld's method f25], we introduce 
a cylindrical coordinate system p,¢,z where x = pcos¢, y = psin¢. 
(See Fig. 9). 
In using the MKS system of units, the current density of the 
electric dipole is given by 
(3A. l) 
where 11 Re 11 is the shorthand for "the real part of11 , ez is the unit 
vector along the z axis, 8(x), 8(y), 6(z) are Dirac delta functions, 
w is the angular frequency of the oscillation, and 1
0 
denotes i/1l where 
- 40 -
z 
Fig. 9. The infinitesimal electric dipole is located on the interface and is normal to it. The dielectric constant of the upper half-space (z > 0) is s0 and that of the subsurface region (z < 0) is £which is greater than s0 • 
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iis the total current and 6J!.. is the length of the dipole. As we 
did in chapter two, we take the index of refraction, n, to be 1 in 
the upper half-space (z > 0) and greater than 1 in the lower half-
space (~ < 0). Accordingly, the dielectric constant of the upper 
half-space is s1 = s0 and that of the lower half-space is s2 = n
2 s
0 
where s0 is the permittivity of free-space. Although this means that 
the upper half-space is a vacuum and the lower half-space is a 
dielectric, our analysis will hold true for any two dielectric half-
spaces whose indices of refraction are in the ratio of n to 1. 
From the Maxwell equations 
V x ~ = ~ -iws~, 
V x E = iwµH , 
it follows that 
(3A.2) 
(3A.3) 
V x 'iJ x ~ -k 2 ~ = i wµJ , ( 3A. 4) 
V x V x ~ -k 2 ~ = V x ~ , ( 3A. 5 ) 
where k2 = w2µs andµ is the penneability of the medium. It is 
clear from (3A.l) and (3A.4) that~ should satisfy 
v x v x E -k 2E = iwµI o(x)o(y)o(z)e , 










for the upper half-space 
(z > 0) and k2 = n2 k
0
2 for the subsurface region (z < 0). We shall 
denote E in the upper half-space by ~l and ~ in the lower half-space 
by ~2 . To solve equation (3A.6) we must consider the Sommerfeld 
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radiation condition [25] for the spherical wave in the spherical 
coordinate system. That is 
aE. 
limit r(--1 - ikE.) + 0 , {3A.7) 
r + 00 ar 1 
where E1 is any component of the electric field. In addition to 
the radiation condition, the solution to the equation (3A.6) must 
satisfy the boundary conditions. Accordingly, we consider the 
continuity of the tangential electric and magnetic fields at the 
plane interface of the two media. 
To solve the problem, we cannot use the method of separation 
of variables, because of the unusual boundary requirements on the 
fields along the surface. Instead we intend to use the electric 
Hertz vector and its integral representation [27]. Accordingly, 
we introduce the electric Hertz vector TI. This vector is connected 
to the electric and magnetic fields by the following relations [28]: 
a2 rr 
E = V ( V • TI) - µE - , 
at 2 
arr 
H = EV x -= . 
at 
In the time harmonic case with the angular frequency w, we get 
(3A.8) 
(3A.9) 
( 3A. 10) 
k2 
H=-.-vxrr 
- lWµ -0 
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Using Sommerfeld's method, we can see that the z component 
of the vector g is the only component that is necessary. (See 
Appendix F). Therefore, we take 
( 3A. 11) 
( 3A. 12) 
It can be easily shown that the boundary conditions for the rrz along 
z = 0 are 
(3A.13a) 
anlz arr2z 
--=--, (3A. l 3b) 
az az 
(Appendix F) where rr1z and rr2z are the z component of the Hertz 
vectors in the upper and lower media respectively. From (3A.6), 
(3A. 10), and (3A. 12), it follows that 
v2n + k2n = -iwµ I o(x) o(y) o(z) z z . k 2 0 
( 3A. 14) 
where rrz is the z component of g in the cylindrical coordinate 
system. Thus, our problem amounts to one of finding the solution of 
(3A.14) that gives outgoing spherical waves in the far-zone and 
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satisfies the boundary conditions (3A.13a) and {_3A.13b) along 
z = 0. 
We can find by the Sommerfeld method that the solutions for rr1z 







IT = o 
2z Brrwe:: o 
H
0 
(l)(hp)dh, (3A. 15) 
where H
0
(l) is the zeroth order Hankel function of the first kind, h 
is a complex variable and W is the path of integration in the complex 
h-plane. For Re(h) < 0, W goes parallel and slightly above the real 
axis and for Re(h)_ > 0 it goes parallel and slightly below the real 
axis. The two pieces of the path are connected smoothly at h = 0. 
The integrals are difficult to evaluate exactly for all values 
of p and z. To have a description of rrz' we resort to an asymptotic 
evaluation of the integrals. 
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IIIB. rrz in the Upper Ha 1 f ..,Space 
To find an asymptotic eyaluation of integral (3A. 15), we use 
the spherical coordinate system and we replace p by rsine, and 
z by rcose. Accordingly, we ob.tain 
H (l)(hrsine)dh 
0 
'IT for o < e 2. 2 . 
As can be shown, this integral along the path W will reduce to 
the following integral over the interval 0.::. h 2. ro 
ro 
J n
2h exp[-Vh2 - k
0 
2 rcose] 








is the zeroth order Bessel function. Here the path of 
integration is the real axis of h from 0 to 00 and is indented from 
helow the branch points at h = k
0 
and h = nk
0
• We express the Bessel 




(hrsine) = 1rrf· expfihrsinesin(3Jdf3. 
-'IT 




i Io ff 2 -' 2 2 n h exp[-Vh - k rcose + 0 ihrsinesinS] II = ---lz · 2 4TI WE:O 
0 -7T 
This integral can be divided into two integrals, viz. 
k TI 00 TI 
n1, =J 
0 j f(h,B)dhdS + J J f(h,S)dhdS . 
Q -TI k -TI 
0 
In the first integral, which we denote by F1 
k TI 
- I !Pf n2hexp[i ~f k 2-h2rcose+ihrsin6sinS] 
F
1 
= o )/_ o dhdB • 
4TI2W£ . n21/ k 2_h2 + "\f n2k 2_h2 










( 38. 7) 
As we notice, in (3B.6) the factor "\f h2-k
0
2 has been replaced by 
(-i) ijk
0
2-h 2 for the subrange O 2. h 2. k
0
, because the solutions (3A.15) 
and (3A:l6) must satisfy the radiation condition. We invoke the theory 
of asymptotic expansions of double integrals by N. Chako [30]. In 
this theory, we have an integral with the form 
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I = f Jg(u,v)eikrf(u,v)dudv (38.8) 
and we like to have an asymptotic evaluation of this integral for 
kr + 00 • To do so, we must find the so-called critical points. 






af = 0 au u=u , 
V = VO 
0 
(38.9) 
af av u=u =o, 
V = VO 
0 
(38.10) 
in the interval of integration, then we will have the following leading 








V !aS-y2 I kr 
i3 2 f where a= -
au 2 u = u 
0 
v = v 
0 
u = u 
0 







a2 f y =--
' au av u = u 
0 
( 38. 14) 
v = v 
0 
and 
+l for af3 > y 2 , a > o 
(J = -1 for aS > y 2 , a < o (38.15) 
-i for af3 < y 2 
Applying this theory to integral (38.7), we find that the critical 
point of the first kind 
{: : ! (3B.16) 
lies in the interval of integration. Therefore, we obtain the 
following expression for integral F1 in the far-zone of the upper 
half-space, 
n2 cose eikor 
n2 cose +yn 2 -sin2 e r 
( 38. 17) 
Using the similar procedure and applying the theory of asymptotic 




we find that the critical point of the first kind does not lie in 
the region of integration. Therefore the leading term of the 
integral F2 does not have the order k~r , and it decays more 
rapidly than klr • Consequently, the following expression is the 
0 
asymptotic expression for rr1z in the far-zone of the upper half-space, 
--- . (38.19) 
By substituting (38. 19) into (3A.10) and (3A.ll) we obtain the electric 
and magnetic fields in the far-zone of the upper half-space, i.e. 
(38.20) 
r 
( 38. 21) 
r 
As we see from (38.20) and (38.21), the far-zone electric and magnetic 




IIIC. rrz in the tower Half-Space 
By using a similar procedure, rr2z can be written as follows: 
h exp[..../h2 - n~k02 rcose + ihrsinesinS] 
n2....jh2 -- ko2 +-.jh2 - n2ko2 
dSdh 
(3C.l) 
'IT for 2 .:::_ e .:::_ n. We divide the range of integration over h into three 
subranges, that is, we write 
k n nk n 00 n 
n
2
, = J 0f g{h,S )dhdS + J J g(h,S)dhdS +j J g(h,S)dhdS 
0 -7T ko -n nko-n 
(3C.2) 
where g(h,S} is a shorthand for the integrand. To have an 
asymptotic evaluation for rr2z' as we did in IIIB, we invoke the Chako 
theory of asymptotic expansion. Applying this theory to the third 
integral of (3C.2), we find that the critical point of the first kind 
does not lie in the interval of integration. Therefore the integral 
for the subrange nk
0 
< h < 00 does decay more rapidly than ~k1 for all - n 
0
r 
values of e in the lower half-space (~ .:::_ e .:::_ n). By defining the 
variable a by sina = n~ , the first and second integrals of (3C.2) can 
0 














~~~~~-;:========-~~~~~~~~- dadS , 
n i.J n2 si n2a- l -icosa 
(3C.3) 
where sine = land .!2 < e < TI. To have a leading term of order c n -
n~or for nk0 r + 00 , the critical points of the first kind must be in 
the interval of integration [26]. The critical point of the first 
kind of integrals.(3C.3) has the form 
{ 
(3 = ~ . 
a = TI - e (3C.4) 
Thus if e lies in the interval TI - ec ~ e.:::.. TI, the leading term will 
result from the first integral of (3C.3). However, if e lies in the 
interval~.:::_ e .:::_TI -ec' the leading term will come from the second 
integral. of (3C.3). Therefore, we have 
(3C.5) 
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for nk r + 00 and 'IT - e < e < TI; and 
0 c- -
case 
for nk r + 00 and 2!.2 < e < 'IT - e 0 - - c 
ink r e o 
r 
We get by substituting (3C.5) and (3C.6) into (3A.10) and 
(3A.ll) the electric and magnetic fields in the far-zone of the 
subsurface region (z < 0). That is 
for nk r + 00 and 7T - e < e < 'IT and 
0 c -







~ 2TI n"-ln2s;n2e - 1 + icose 








( 3C. 10) 
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As we see from (3C.7), (3C.8), (3C. 9 ), and (3C.10), the far-zone 
electric and magnetic fields in the lower half-space obey the 
following relation 
lllD. Radiation Pattern 
( 3C. 11) 
Having the electric and magnetic fields in the far-zone of both 
half-spaces we can see that the Poynting vector has only an r 
component, Sr. 
Since Sr is given by 
1 * Sr = "2 Re(E8H¢), 
we find by substituting (3B.20) and (3B.21) into (30. 1) that 
S _ 10
2
_ Fa n4k0 2sin2ecos 2e 1 
rl - 8n2'/ ~ (n2cose + -fn2 - sin2e)2 r2 
0 v . 
for the upper half-space (k0 r ~ 
00 , 0 ~ e ~ ~). By substituting 
(3C.7) and (3C.8) into (30.1),we obtain 
S = _o_ µo 12~
r2 Brr2 e: 
0 
5 2 . 2 2 n k
0 
sin ecos e 1 




for nk r ~ 00 and rr - e < e < rr; and by substituting (3C.9) and (3C.10) 
0 c- -
into (30.1),we get 
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(30.4) 
7T for nk0 r + 
00 and 2 :_ a::_ n - ac. 
From (30.2), (30.3) and (3D.4) we sketch the radiation pattern 
of the vertical infinitesimal electric dipole (Sr versus a only, 
because from the symmetry of configuration all the quantities are 
independent of ~) (see Fig. lOa and lOb). At the interface (a = ~) 
and along the dipole axis (a= 0, a= n), the radiation pattern is 
zero. The dotted curve (Ll is the locus of the maxima of the 
radiation pattern in the upper half-space, as n increases from one to 
infinity. In the lower half-space, the maximum of sr2 lies along the 
conical angle a = n - ac and as n increases the angle ac decreases. 
IIIE. Limiting Cases 
We have obtained the expressions for the electromagnetic field 
and the Poynting vector of the infinitesimal electric dipole which 
is vertically located on the plane interface of two dielectric half-
spaces. If the index of refraction of the lower medium approaches 
one, we will get the electromagnetic field and the Poynting vector 
of the infinitesimal electric dipole in free-space. 
To show that, we find the limit of Ela when n + 1. Therefore, 
from (3B. 20) we get 
;;.i Ioko eik0r 











Radiation pattern of the vertical dipole of Fig. 9 (a) in the 
upper half-space, (p) in the lower half-space for n=4 
(continuous line) and n=2 (broken line). The dotted curve (L) 
is the locus of the maxima of the pattern in the upper half-
space, as n increases from one to infinity. Note that the 
scale in Fig.lO(a) is different from that of Fig. lO(b). 
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The above expression is the far-zone electric field that would be 
radiated by the infinitesimal electric dipole if it were in free-
space. [See Appendix DJ. 
By using the similar approach, from (3C.7) we can see that 
1 imit E82 
n -+ 1 
{3E.2) 
which agrees with the far-zone electric field that would be radiated 
by the infinitesimal electric dipole if it were in free-space. 
We obtain the limit of the Poynting vectors when n approaches 
1. Thus we get 
(3E. 3) 
n -+ 1 
I 2k 2 ~ 
1 . . t s o o o . 2 8 im1 r2 = ~sin • 32TI2r2 £0 
(3E. 4) 
n -+ 1 
We know that the Poynting vector (Sr
0
) associated with an infinitesimal 
electric dipole in free-space is fAppendix DJ 
( 3E. 5) 
By comparing (3E.3), (3E.4), and (3E.5), we can see that 
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limit srl = limit sr2 = sro ( 3E.6) 
n + 1 n + 1 
IIIF. Radiated Power 






srl r 2 sin8d8d<P (k r + oo)' 
0 
and that radiated into the lower half-space is given by 
We find by substituting (30.2) into (3F.l) that 
TI 




(n2cose + ..jn2-sin2e) 2 . 
( 3F. 1) 
{3F.2) 
(3F.3) 








2sin3ecos 2ede Pz=~~ f + (n.....j1-n2s;n2e - cose) 2 4n E0 
'IT 
2 




sin ecos ede 
4n E
0 
n2(n2sin2e-l) + cos2e 
r.-e c (3F.5) 
It is useful to have the plots of P1 and P2 versus n. Figs.11 and 
12 show the sketch of P1 and P2 versus n. As n approaches 1, both 
I2k2 . Fa 
P1 and P2 approach~ P0 where P0 (= ~2~ v-s!) denotes the time-average 
power that would be radiated by an electric dipole if it were in 
free-space. [See Appendix D]. As n increases from 1 to 00 , P1 first 
decreases rapidly and then increases, and for n ~ 00 , P1 approaches 
2P
0












Fig. 11. P1 the power of the vertical dipole radiated into the upper half-space. P
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IIIG. Conclusions to Chapter III. 
We have found the radiation pattern and emitted power of an 
infinitesimal electric dipole for the case where the dipole is 
vertically located on the plane interface of two dielectric half-
spaces. 
For this case, tbe radiation pattern has nulls along the interface 
and along tbe dipole axis; the pattern in the upper half-space has a 
maximum which in amplitude and di rec ti on depends on n; and the pattern 
in the lower half-space has a maximum which also depends on n. 
For this vertical dipole, as n increases from 1 to 00 • P2, the power 
radiated into the 1 ower ha 1 f-space, i ncrease.s monotonically whereas 
P1, the power radiated into the upper half-space, first decreases and 




is the time-average power 
tbat would be radiated by the dipole if it were in free space. 
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IV. INTERFACIAL HORIZONTAL DIPOLE 
IVA. Formulation of the Problem 
In this chapter, we have an infinitesimal electric dipole lying 
along the plane interface of the two dielectric half-spaces. We 
intend to calculate the radiation pattern of this dipole antenna 
and sketch its emitted power into two half-spaces in terms of the 
index of refraction of the lower medium. As before, we use Cartesian, 
spherical, and cylindrical coordinate systems. The dipole is located 
at tbe origin but now is directed parallel to the x axis (see Fig. 13 ). 
Accordingly, in using MKS system of units, the current density of the 
electric dipole is given by 
_,]_ {x,y,z;t) =Re r~x J
0 
O(:x) Q(y) O(z) e-iwt] 
where ~Jt is the unit vector along the x axis, and other symbols 
have already been defined in Chapter III. In this case, we also 
take the index of refraction, n, to be 1 in the upper half-space 
(z > 0) and greater than 1 in the lower half-space (z < 0). 
( 4A. 1) 
By fo 11 owing the procedure we used in dea 1 i ng with the vert i ca 1 
dipole in Chapter III we see that the problem amounts to one of finding 
the solution to the following equation 











Fig. 13. The infinitesima1 e1ectric dipole is located on the interface 
and is directed parallel to x axis. In the upper half-space 
(z > 0) the dielectric constant is s
0 
and in the lower 





where k2 = k 2 = w2µ E for the upper half-space (z > O} and 0 0 0 
k2 = n2 k
0
2 for the subsurface region (z < 0). We again denote gin 
the upper half-space by g1 and g in the lower half-space by g2. 
To satisfy the boundary conditions along the interface, both 
the x and z components of TI are necessary (see Appendix F). 
Accordingly, we take 
TI = nx e + nz e . - -x -z (4A.3) 
It can be shown that the boundary conditions for the nx along the 




and the boundary conditions for the nz along z = 0 are 
Ill z = 
2 
n II2z (4A.5a) 
a nl z a rr2z a n2x a nlx 
-----=----- (4A.5b) 
az oz ax ax 
(See Appendix F). We get from (4A.2) the equations for TIX and rrz ~ 
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for the upper half-space 
(~ > O} and k2 = n2 k
0
2 for the subsurface region (z < 0). Following 
the procedure we used in dealing with the vertical dipole in Chapter 
III and considering the boundary conditions (4A.4a) through (4A.5b) 
we obtain that the solutions of rrlx' rrlz' rr2x' and rr2z are I31], 
TI = lx 
-i I 
TI = o 
lz 4 £ k 2 




TI - 0 2 -
x 4nwn2£
0 








- i I J h2 ( Yh2-k 2 - Yh2-n2k 2) exp[ V h2-n2k 2zJ 
Il = 0 COS$ 0 0 0 • 
2z 4nwe:: n2k 2 n2 ~fh2-k 2 + -Ih2-n2k 2 
0 0 ~ 0 y 0 
W ·Hl(l)(hp) dh (4A.ll) 
where H1 (l) is the first order Hankel function of the first kind, h is 
a complex variable and W is the path of integration which we used in 
dealing with the vertical dipole. 
An exact evaluation of nx is possible for points along the 
interface (z = 0) and yields 
TI =TI =TI = 
10 [h (l)(k p) - n2h (l)(nk p)] 
x xl x2 2n(n2-l)we: P l o l o ' o (4A.12) 
where h1 (J) is the first order spherical Hankel function of the first 
kind. (See Appendix G).. To have a description of TI.x and nz, we 
must evaluate the integrals asymptotically. 
IVB. nx and Tiz in the Upper Half-Space 
To evaluate integrals (4A.8), (4A.9) asymptotically, we use the 










for 0 _::: e ~~. The integrals along the path W can be reduced to
 
the fo 11 owing integrals over the i nterva 1 0 ~ h < oo ; that
 is 
00 
(hrsine) dh , 
(48.3) 
0 
0 • J1 (hrs i 
ne )dh (48.4) 
for 0 _::: e < 7 , where J0 and J1 are the zeroth and first order Bessel 
functions respectively. Here the path of integration is t
he real 
axis of h from 0 to 00 and is indented from below the branc
h points 





J (h . ) 1 f I. h . . 1 rs1ne = 21T exp 1 rs1n6s1ns - i S] dS • (48.5) 
-1T 





- i I ff h2(.../h2-ko2 -.../h2-n2ko2) 
n - 0 cos¢ x 
lz - 4n2wEoko2 n2...jh2-ko2 +...jh2-n2ko2 
(48.7) 
0 -Tr 
•exp[-/h2-k 2 rcose+ihrsin9sinS-i8] d~dB 
0. 
for 0 _:: e ~ ~ • Each of the above integrals can be divided into two 
integrals, viz. 
ko Tr 
n1x = J J u(h,8) 
0 -Tr 
co Tl' 
dhd8 + f f u(h,8) dhd8, 
k -TI 
0 
k TI co Tl' 
n12 =J 
0J w(h,8) dhd8 + f f w(h,8) dhd8 · 
Q -TI kO -TI 
In the first integrals, which we denote by F1x and Flz 
- I ko Jn 
F - o 








2 -h 2 rcose + ihrsinesinS -iS] dhdS (4B.11) 
we introduce the variable a by sina = ~ , and thus from (4B. 10) and 
0 
(.4B. 11) obtain 




r(sinasinesinS + cosacose)-iS]dctdB 
dads, 
(4B. 12) 
( 4B. 13) 
we notice that in (4B. 10) and (4B. l l) the factor ij h2 -k
0 
2 has been 
replaced by (-i) ~ k
0
2-h 2 for the subrange 0 .::_ h .::_ k
0
, because the 
solutions (4A.8) and (4A.9) must satisfy the radiation condition. 
Applying the theory of asymptotic expansions of the double integrals, 
we find that the critical point of the first kind 
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{
s = ~ 
a = e ( 48. 14) 
lies in the interval of integration. Hence, the integrals Fix and 
Flz in the far-zone of the upper half-space are 
iI cose eik0 r 
F,., 'V 0 ' IJ\. 2m.oc
0 
cose + V n2-sin 2e r (48. 15) 
J n2-si n2e eik0r i I cose -
F 'V o cosqisinecose 1z V n2-sin 2e 27TW£0 n2cose + r 
(48.16) 
Following the similar procedure and applying the same theory of 
asymptotic expansions to the second integrals of (48.8) and (48.9) 
which we deonte by 
rcose + ihrsinesinS] 











2 rcose + ihrsinesinB - iS] dhdS • 
(48. 18) 
We see that the critical point of the first kind does not lie in the 
region of integration. Therefore the leading terms of the integrals 
have the order klr and they decay more 
0 
As a result, the following expressions are the 
F2x and F2z do not 
rapidly than klr. 
0 
asymptotic expressions for rr1x and rr1z in the far-zone of the upper 
half-space, 
i I 
IT -.. o 
lX 21TWE 
0 




By substituting (48. 19) and (48.20) into (3A. 10) and (3A. 11) we 
obtain the electric and magnetic fields in the far-zone of the upper 
half-space: 
i loko coses in¢ 
Hal,,_ 
cose + :./n2-sin2e 2TI 
; Ioko { cos
2
e 
HQ> l"' :\jn2-sin2e 2TI case + 













eik0 r (4B.24) 
• cos¢ 
r 
It can be seen that the far-zone electric and magnetic fields in the 




IVG. rrx and rrz in the Subsurface Region 
In using a similar procedure and using asymptotic evaluation of 
double integrals, rr2x and rr2z in the far zone of the subsurface region 
can be written as follows: 
- i I case 






for nk r + 00 , and n-e < e < rr where sine = l · and 
0 C- - C n' 
- I - cose 
II ,._ o 
2X 2nwne:
0 






""n2sin2e-1 - incose 
sinecosecoscp _
12
. 2 n yn sin e-1 + icose 
TI for nk
0







We obtain by substituting (_4C.1), (4C.2), (4C.3), (4C.4) into 
(3A.10) and (3A.11}, the electric and magnetic fields in the far-zone 
of the lower half-space, 




e + ncose 




20 } ink0 r cos e 
~----_,...;;=--~- cos¢ ' 
....J1-n2s;n2e - ncose r 
(4C.5) 











~n2sin2e-1 - incose 
s i n2ecose -....-===~--­
n i./n2s; n2e- l + icose 
+ i -y·~-2=s=;=:=: e=2:=,=--+-i n_c_o_s_S } cos~ e i n: or' 
r 
2 . n coses1 mp 
' ,/n2s;n2e-1 + incose r 
(4C.6) 





I k n2{ 0 0 sin2ecoso 
2n 
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.../n2sin2e-l - incose 




+i y-r:n::;;:2=s ,=. n~2=e=-1--+-i n_c_o_s_e cos¢ -r--
for nk
0
r + oo, and ~ ..::_ e < n - ec. 
( 4C. 12) 
We can see that the far-zone electric and magnetic fields in the lower 
half-space are related by the simple relations, i.e. 
(4C.13) 
{4C. 14) 
IVO. Radiation Pattern 
Since in the far-zone, we have two components for the electric 
field and two components for the magnetic field, we can write the 
Poynting vector as follows: 
( 40. 1) 
We find by substituting (48.21), (48.22), {48.23) and (48.24) into 
(40. 1) the Poynting vector in the upper half-space, i.e. 
Io 2ko 2 (µ'; { cos2e 
5
rl = 8n2r2 '\/~ cose + n2-sin2e 
-' 2 2 
2 
cose - vn -sin e j 2 
- sin2ecose -----,.-....... = cos <P 
n2cose +~n2-sin2e 
cos esin 't' 2 . 2,+.. } 
(40.2) 
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for 0 ..:::_ e _::: ~ , O ..:::_ ¢ _::: 2TI and k
0
r + oo. By substituting (4C.5), 
(4C.6), (4C.7) and (4C.8) into (40. l) we get the Poynting vector sr2 




2n 3~{ [ 2 Vl-n2sin2e + ncose 




e j 2 
- cos <P + 
y1-n2sin2e - ncose 
cos esrn 't' 2 . 2"' } 
(40.3) 
for nk r + oo, O < cJ> < 2TI and TI - e < e < TI ; and by substituting 
0 - - c- -







_ ~ {(n2-l)sin4ecos 2ecos2¢ - 2cos 2¢sin2ecos4e 
8n2r2 \./~ n2(n2sin2e-1) + cos2e 
0 
(40.4) 
4 2 2 '"} + cos ecos ¢ + sin ¢cost 
( n2-1 ) 
for nk
0
r + 00 , 0 _::: p ..:::_ 2TI and ~ .2_ 0 ..:::_ TI - 8C . 
Since the Poynting vector is a function of e and p, we sketch, 
from (4D.2), (40.3) and (40.4), the radiation pattern of the horizontal 
infinitesimal electric dipole for three different values of cJ> (Sr versus 
e, for the cJ> = 0, l , and ~) {_Figs. 14a,b, 15a,b, 16a,b}_. At the interface 
Ce = ~), the radiation pattern is zero for all values of cJ>. In the 
upper half-space, the radiation pattern consists of a single lobe, the 
maximum of which lies along the line e = 0 and has the value 














,'' plane ¢ =O, Tr 









Fig. 14a. The mathematical plane normal to the interface and containing 




r ' \ I 
Plane cp = 0, TT 
Fig. 14b. Radiation pattern of the horizontal dipole in the 
mathematical plane shown in Fig. 14a. For any value of n, 
there are nulls along the interface and along the angle 
e = TI - ec in the plane ~ = 0, TI. Here sinec = } 



















1T\ I q:,:- \ I 4 \I 
\I 
y 
1T 51T "'= -4 't' 'i 4 
Fig. 15a. The mathematical plane normal to the interface and bisecting 





1T 51T Plane "'= - --..,., 4 , 4 
Fig. 15b. Radiation pattern of the horizontal dipole in the mathematical 
plane shown in Fig. 15a for n=4 (continuous line) and n=2 





















"" = 7T 3 1T 
't' 2 t 2 
fig. 16a. The mathematical plane normal to the interface and normally 






Plane cp = 2 ,2 
Fig. 16b. Radiation pattern of the horizontal dipole in the mathematical 




In the lower half-space, along the line e = TI, sr2 has the value 
( 40. 6) 
At the angle e = TI - ec' the radiation pattern has a strange 
characteristic. At e = TI - e and ¢ = 0 and TI the radiation pattern c 
has a null. As¢ increases from 0 to~, sr2 increases and at¢=~ , 
it has a maximum whose value is 
(40. 7) 
As n increases, the radiation pattern in the upper half-space shrinks. 
In the lower half-space, as n increases, the cone whose vertex angle 
is 2ec becomes more narrow. 
IVE. Limiting Cases 
Knowing the expressions for the electromagnetic field and the 
Poynting vector of the infinitesimal electric dipole which is lying 
horizontally along the interface of the two dielectric half-space, we 
like to show that if the index of refraction of the lower medium 
approaches 1, we will obtain the electromagnetic field and the Poynting 
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vector of the infinitesimal electric dipole in free-space. 
To do so, we find the limit of E16 and El¢' when n + 1. Therefore, 
from (48.21) and (48.22) we obtain 
limit E16 
n -+ 1 
o o µo 0 iI k ft . eik r 
= - cosecos¢ , 
limit E1 <P = 
n -+ 1 
. 4n E0 r 
and from (4C. 5), ( 4C. 6) we get 
iI k ~ eikor 






n -+ l 
limit E2¢ = 
n -+ 1 
( 4E. 1) 
(4E. 2) 
(4E.3) 
( 4E. 4) 
which agree with the electromagnetic field that would be radiated by 
the infinitesimal electric dipole if it were in free-space. 
We calculate the limit of the Poynting vector when. n approaches 
1. Therefore, from (40.2) and (40.3) we get 
limit srl 
n -+ 1 
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limit S = 0 0 Icos 2 ecso 2 ~ + sin 2 ~]· 
I 2k 2 ~ 
r2 32TI2r2 
n -+ l 0 
(4E. 5) 
(4E. 6) 
We know that the Poynting vector (Sr
0
) associated with an infinitesimal 
electric dipole directed along the x axis of a Cartesian coordinate 
system in free space is (see Appendix 0) 
(4E.7) 
By comparing (4E.5)l (4E.6), and (4E.7), we can see that 
limit srl = limit sr2 = sro ( 4E.8) 
n-+1 n-+l 
IVF. Radiated Power 
Substituting (40.2) into (3F. 1), and (40.3) and (4D.4) into 





e } + · sinede , 
Cease+ Jn 2 -s in 2 e) 2 
[°: J { Isin'ecos e 
7f-8 c 
case- Jn 2 -sin 2 e 2 - sin 2 8cos e J -
n2 cose+ Vn 2 -sin 2 e 
~l-n 2 sin 2 8+ncose 
n Vl-n 2 sin 2 8-cose 
( 4F. 1) 
+ cos
2
e } sinede • 
( V l-n 2sin 2 e-ncose)2 
( 4F. 2) 
-~ere we have the plots of P1 and P2 versus n. Fig. 17a and b illustrate 
















Power of the horizontal dipole (a) Pi radiated into the upper 
half-space, (~) P2 radiated into the lower half-space. 
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smoothly decreases and P2 increases. For any value of n, P2 is 
always greater than P1• This means that more power is radiated into 
the lower half-space (n > l) than into the upper half-space (n = 1). 
As n approaches l, both P1 and P2 approach} P0 where 
Io2ko2 ~o p = ---
0 l27T £0 
IVG. Physical remarks 
The radiation pattern for the horizontal case in the upper half-
space resembles the broadside radiation pattern of a tapered distribu-
tion of horizontal dipoles along the plane of the interface. However, 
the radiation pattern in the lower half-space appears to be a combina-
tion of two patterns, one being the pattern of a tapered distribution 
of dipoles lying in the plane of the interface and the other being the 
pattern of sources moving radially outward along the interface. It 
appears that the peaks and nulls of the subsurface region are generated 
by these moving sources. To e~plain the features of the radiation 
patterns we invoke the Cerenkov effect [33] .. According to. (4A. 12) the 
moving sources have two different velocities given by the far-zone 
phase yelocities of h1 (l)(k0 p) and h/l)(nk0 p), that is, by v1 = ~ 
0 
and v2 = nk Neither v1 nor v2 is greater than the velocity of light 
0 
in the upper half-space. However, v1 is greater than the velocity c/n 
of light in the lower half-space. Therefore, these moving sources 
produce Cerenkov-like radiation in the lower half-space (in the 
conical direction e = n - ec). TI 3n For p = 2 , ~and p = Q, ~ this 
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radiation respectively adds to and subtracts from the radiation 
due to the apparent tapered distribution of dipoles. Thus, there are 
peaks in the plane ¢ = ~ , ~TI and nulls in the plane ¢ = 0, TI in the 
conical direction e = w - ac. 
IVH. Conclusions to Chapter IV 
We have gotten the radiation pattern and emitted power of an 
infinitesimal electric dipole for the case where the dipole is lying 
horizontally along the interface. 
For this horizontal dipole, in the upper half-space, the 
radiation pattern is a single lobe which resembles the radiation pattern 
of a tapered broadside array of horizontal dipoles; and the pattern in 
the subsurface region (n > 1) has three lobes in the plane normal to 
the interface and containing the dipole, whereas in the plane normal 
to the interface and normally bisecting the dipole the pattern has two 
maxima symmetrically located about a minimum. 
As n increases, P1, the power radiated into the upper half-space, 
decreases and P2, the power radiated into the lower half-space, 
increases. For n > 1 P2 is greater than P1. 
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V. GENERAL CONCLUSIONS 
Starting from the Maxwell equations we have obtained the 
radiation pattern and emitted power of an interfacial radiating source 
for the case where the source is an infinitely long line source lying 
along the plane interface of two dielectric half-spaces; for the case 
where the source is an infinitesimal electric dipole vertically 
located on the interface; and for the case where the dipole is lying 
horizontally along the interface. 
For the infinitely long line source, from our calculation one 
can draw the following conclusions: 
In the upper half-space where n = l the radiation pattern is a 
single lobe which resembles the radiation pattern of a tapered 
broadside array. Accordingly, from above one would 11 see 11 not a line 
source but a tapered broadside array. In the lower half-space where 
n > 1 the radiation pattern consists of two equal maxima symnetrically 
located about a minimum. At the interface itself the radiation pattern 
is zero. We have also shown that it is possible to describe these 
results in terms of ray optics, provided we take the position of the 
source to be a little below the interface but not exactly on it. 
Clearly, when n = 1 the power P1 radiated into the upper half~space 
is equal to the power P2 radiated into the lower half-space. However, 
as n increases, P1 decreases, P2 increases, and P1 + P2 remains 
constant. For n > 1 the line source radiates more power into the 
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lower half-space than into the upper half-space. 
For the case of the ver-tical dipole, the radiation pattern 
disappears along the interface and along the dipole axis; the pattern 
in the upper half-space has a maximum which in amplitude and direction 
depends on n; and the pattern in the lower half-space has a maximum 
which also depends on n. As n increases from l to 00 , P2 increases 





is the time-average power that would be 
radiated by the dipole if it were in free-space. For n > l, P2 is 
greater than P1. 
For the case of the horizontal dipole, in the upper half-space, 
the radiation pattern is a single lobe which resembles the radiation 
pattern of a tapered broadside array of horizontal dipoles; and the 
pattern in the subsurface regio~ (n > ll has three lobes in the plane 
normal to the interface and containing the dipole, whereas in the plane 
normal to the interface and normally bisecting the dipole the pattern 
has two maxima symmetrically located about a minimum. As n increases, 
P1 decreases and P2 increases. For n > l, P2 is greater than P1. 
- 92 -
APPENDIX A 
The Exact Evaluation of the Electric Field 
Along the Interface Que to the Interfacial Line Source 
In this appendix, we exactly evaluate the electric field along 
the interface due to the line source lying along the interface of two 
dielectric half~spaces .. 




Formula (1) can be written as follows: 
00 
-00 





In (3) we denote the first and second integrals by I1 and I2, 









+f Il u(h)dh +f u(h)dh u (h )dh ' ( 4) 
-oo -k ko 0 
where u(h) is a shorthand for the integrand. We denote the integral 
for the middle subrange (-k < h < k ) by 11mid and the first and 0 - - 0 
third integrals by 1
1a and 12S, respectively. 




2 -h 2 ) exp(ihx) dh, 
mid W).10! J 





by introducing the variable £, which is defined by l = h/k
0




mid = wµoI f P exp{ik
0
xl)dl . 
2rr ( n2 - l ) 
-1 
(6) 
As we notice, the factor ...jh 2-k
0
2 has been replaced by (-i) -./k
0
2-h 2 
for the subrange -k
0 
2_ h 2_ k
0
, because the solutions (2B.5a) and 
(2B.5b) must satisfy the radiation condition. Using the table of 
integrals [34], we find that 
1 
mid = wµo 1 




By introducing the variable l = ~ in the integral 
0 





I a iwµol Jo ( V h2 -k
0




( l 0) 
00 
(3 iwµ 0 I J I ----
l - 2n(n2 -l) 
1 
( 11 ) 
Using the tables of integrals and functions [34] and _£35], we obtain 
I a= - wµol H (2) (k x) 
l 1 0 
, 






l 4(n 2 -l)k x 
0 
H {i) (k x) 
1 0 ' 
where H
1(i) (k0x) and H1(z) (k0x) are the Hankel functions of the 
first and second kind, respectively. 





H (l) (kx) (forx > O). 
1 0 
( 14) 
From symmetry we can conclude that 
( 15) 
By following a similar procedure, we get 





- H (l) {k lxl) - _n_ H (l) (nk lxl)l {17) 
z 2(n2-l)ko JxJ 1 o JxJ l o J 
(for y = 0, all x). 
By use of equation (2A.4) we can find H<P from a knowledge of E
2
• 




- H/ 1 ) (nk
0





Ix! Ix I 0 





Asymptotic Evaluation of the Electric 
Field in the Upper Half-Space in the Problem 
of Interfacial Line Source 
To find Ezl in the far-zone, we must use an asymptotic evaluation 
of integral (2B.l0a}. To do so, ~e divide the integral in (2B.10a) 
into three subranges. That is, we write 
-k k 00 
= r 0 f(h)dh io f(h)dh +1 f(h)dh 
)_00 -k k 
0 0 
( l) 
where f(h) is a shorthand for the integrand. We denote the integral 
the first and 
third integrals by F1a and 
In the integral 
ko 
-wµ If· exp[i ,/ k0 2 -h 2y + ihx] Fl m; d = o --;;=::;::v:::::---;::::;:::::;;:::::::;- d h ' ( Y > o ) 
21T V k 2 -h 2 + 'I n2 k 2 -h 2 
-k 0 v 0 
0 
(2) 
we introduce the variable a, which is defined by sina = ~ , and use 
0 




for (0 _::_ cp _::_TI). 
(3) 
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Applying the method of stationary phase I 36], we find that the 
stationary point is given by a = ~ - ¢ and lies in the interval 
-~ 2_ a..::_ f. Hence, for k
0
p + 00 , the leading tenn of F1mid is 
In the integra 1 
00 
F 6 
__ iu.iµ0 IJ expI- V h2-k0 2 y + ihx] 
--;===::;::---;::==:::::::::;=- d h ' (y > 0) 
1 2n vh2-k 2 + vh2-n2k 2 
k 0 0 
0 





S iwµ 0 I 1 F1 · = (sinhs 2n(n 2-l) - ~cosh 2 s-n 2 ) sinhs exp[ik0 pcosh(s+i¢)]ds 
0 
(6) 
The saddle points of the integrand are s = -i¢ + pn (p is an integer). 
In using the steepest descent method (36], we deform the'int~gration 
path, which runs from 0 to 00 along the real axis of s, to one which 
does not cross any branch cut and consists of two parts: one is along 
the imaginary axis of s; and the other one passes through one of the 
saddle points and approximates the constant-phase contour near that 
saddle point. From the study of the steepest descent method, for 
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k p + oo, we find that the leading term does not have the order 0 
of.~ • It will decay more rapidly thanVkl . Consequently, for vkoP oP 
k
0
p + 00 the integral F1
6 is negligibly small compared to the integral 
F1mid. Using a similar method for F1a, we find that for k0 p + 
00 the 
integral F1a is also negligible compared to F1mid. Therefore, we 
obtain 
"k ·'IT l l p-1-e o 4 
--- (sin 2 cp-sincp · 1 n2-cos 2 cp) ----




Asymptotic Evaluation of the 
El~ctric Field in the Lower Half~Space 
in the Problem of Interfacial Line Source 
To find the electric field in the lower half-space (~TI :5_ ¢ < 0), 
we use an approach similar to one we used in the Appendix B. 
In the integral representation of Ez2 (28 • lOb)_ we divide the 
range of integration into five subranges: 
-k k nk oo 0 ~ ~ 
g(h)dh 1 g(h)dh 1 u g(h)dh +f u g(h)dh 1 g(h)dh· 
-nk -k k nk 
0 0 0 0 (1) 
-oo 
Here g(_h) is a shorthand for the integrand. Using a similar procedure, 
we see that for nk
0
p + 00 the first and fifth integrals are negligibly 
small compared to the other three integrals for all values of¢ in the 
lower half-space (~TI :5. ¢ :5. 0). By introducing the variable a, defined 
by sina = h/nk
0 
and by using x = pcos¢ and y = psin¢, we can invoke 
the method of stationary phase to evaluate the second, third, and 
fourth integrals for nk
0
p + 00• To have a leading term of ordervn~oP 
for nk p + 00 , the stationary point must lie in the interval of . 0 
integration [38]. Therefore, if <Plies in the interval -TI :5_ ¢ .2. -TI+ ¢c 
or -¢ < ¢ < 0 where cos ¢ = l , the leading term will come from the c - - c n 
second or fourth integral, respectively. However, if ¢ lies in the 
interval -TI+¢ < ¢ < -<P the leading term will come from the third c- - c 
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i ntegra 1. Therefore, we get 
wµ I 
-_r:!!: n (n sin 2 ¢+sin ¢-Jl-n2 cos 2 ¢) 




.y;;:;; ' ( 2) 
for tbe dihedral region (.nk
0
p -+ 00 and -rr + cpc :::_ <P :::_ -cJ>c)_; and 





Far-Zone Electric Fields and Poynting Vectors of a 
Radiating Line Source and Infinitesimal Electric Dipole 
in Free-Space 
1. Radiating Line Source in Free-Space 
We consider an infinitely long straight wire in free-space which 
lies along the z axis of a Cartesian coordinate system. We also 
introduce a cylindrical coordinate system p, ~' z where~ = pcos~, and 
,i.. 1 F · 1 Ba' y = psm'I'. , 19. 1 ,. 
We intend to solve the Helmholtz wave equation in free-space with 
the source J which can be expressed by 
~ = ~zio(x)_o(y)e-iwt. (_l) 
Accordingly, we can write from (2A. 13) that 





Since p = 0, we can write 
v . (e:o~) = O • (3) 
e:
0 
is a constant. Thus, it follows that 
V • E = 0 • (4) 










Fig. 18. (a) infinitely long line source in free-space, (b) and (c) 
infinitesimal electric dipole in free-space directed parallel 
to the z and x axes respectively. 
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i7 2 E + k 2 E = - i wµ I o ( x ) o ( y ) e • 
- 0 - 0 -z 
From the synmetry of the configuration, we can see that Ez(_p)_ and 
Hgi(p)_ are the only components of the electromagnetic field of a 
line source in free-space. Thus 
V' 2 E + k 2 E = -iwµ
0
Io(x)o(y) z 0 z 
we know that the Green's function for the two-dimensional wave 
equation, which is 
(i72 + ko2 )_ G(Q-Q' )_ = .. a(B_-.e_') ' 
can be expressed by 





By comparing (6) and (8), we obtain 
-wµoI (1) 
E (p) = H (k p) • 






For the far-zone, we use the far-zone asymptotic expression of the 
zeroth order Hankel function of the first kind, which can be 
written as 
k p >> 1 
0 




which is the far-zone electric field that would be radiated by a 
line source if it were in free-space. 
To find the Poynting vector, we substitute Cll) into (2C. l7). Thus 
we obtain 
wµ 1 2 
~ 0 :::,p = • 
0 l 67Tp 
(12)_ 
The time-average power radiated into free-space by a line source can 
be found as follows 
W)J I 2 
0 
8 
2. Radiating Infinitesimal Electric Dipole in Free-Space 
2a. Dipole is Parallel to the z Axis 
(13) 
We consider an infinitesimal electric dipole located at the 
origin of a Cartesian coordinate system and directed parallel to the z 
axis. This dipole is in free-space (see Fig. l8b). The exact 
expression of the electric field of this dipole with the electric 
dipole moment Pz is calculated by Papas I38]. By introducing a 
spherical coordinate system r, e, ~' we can write the e-component of 





E = - - P sine(-. - .. - + k 2 ) e £ z r r2 o 4nr (14) 
For the far-zone (k
0
r >> l), the above expression approximates to 
(15) 
We know the relation among the electric dipole moment Pz, the total 
current i , the 1 ength of the di po 1 e M.. i.e. 
P=e iiAf. (16) -z w 
i/:,,l is already denoted by I
0
. Therefore, by substituting it.l by I
0 
in (16), we obtain 
i p = - I . z w 0 
From (J5) and (17), we find 
k r >> l 
0 
.~ v so 





The above expression is the far-zone electric field of an infinitesimal 
electric dipole parallel to the z axis in free-space. 




The time-average power radiated into free-space by an infinitesimal 
electric dipole can be obtained as follows 
I zk z 
sro r 2 sineded¢ = 0 0 
l 2n 
2b. Dipole is Parallel to the x Axis 
.5 v EO (20) 
In this case, we have the infinitesimal electric dipole lying 
parallel to the x axis of the Cartesian coordinate system (see Fig. lSc). 
Following the similar procedure, we can write the electric field 
expression of this dipole with electric dipole moment P 138], i.e. x 
1 ik l ik r 
E = - P cosecos¢ (__Q - - + k 2 ) e 0 8 
E x r r 2 0 4nr 
(21) 
l ik l eikor 
E = - - P sin¢ ( _Q_ - - + k 2 ) --
¢ E x r r 2 0 4nr 
(22) 
From (21) and (22), we can find the far-zone electric field (k
0
r >> 1), 
i.e. 
l eikor 
E ~ - P k 2 cosecos¢ ) 8 E x 0 4nr 
(23) 
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1 eik0 r 
E rv--Pk 2 sincp (24) cp e: x 0 
4'ITr 
The relation similar to (16) can be expressed by 
P = e .i iM = e .i I - -xw -xwo (25) 
Therefore, 
p = j_ I 
x w 0 (26) 
By substituting (26) into (23) and (24), we obtain 
(27) 
(28) 
The above expressions are the far-zone electric field of an 
infinitesimal electric dipole parallel to the x axis in free-space. 
The Poynting vector can be found by substituting (27) and (28) 
into (40.l), i.e. 
(29) 
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v EO (30) 
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Appendix E 
Finding the Intensity of the Electric 
Field of a Line Source in Free-Space from 
its Power 
We consider the line source in Fig. 18a. We know that the 
time-average power radiated into free-space by this line source can 
be expressed by 
But S is independent of~- Therefore, we get po 
(1) 
P = 2np spo • c21 
For this line source, Spo can be simply found from (2C. ll), i.e. 
where Ezo is the electric field of the line source in free-space. 






As can be seen, the intensity of the electric field of the line 
source in free-space can be expressed in tenns of the time-average 
power. We can not obtain the phase of the electric field only from 
a knowledge of the power. 
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Appendix F 
Boundary Conditions for the 
Electric Hertz Vector 
In this appendix, we study the boundary conditions for the 
electric Hertz vector. In Chapters III and IV we used the electric 
Hertz vector. Consequently,we must know the boundary conditions which 
the Hertz vector ought to satisfy. 
According to Maxwell, the tangential components of the electric 
and magnetic fields must be continuous along the interface of two 
media in Chapter III. From the syrrmetry of the configuration in the 
prohlem of Chapter III, it is clear that the tangential components of 
the electric and magnetic fields along the interface are only E (p,z) p 
and H<P(p,z) in the cylindrical'coordinate system. Therefore, on the 
interface (z = 0) we must have the following relations 
E = E 
1 p 2p ' (la) 
(1 b) 
at z = 0. We know that the electric and magnetic fields can be 
derived from the electric Hertz vector. We can write 





Now, we assume 
rr=rre z-z 
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From (2), (3), and (4), we can express the electric and magnetic 




E =---' (5) 
P ap az 






By using (5), (6) and the boundary conditions (la) and (lb) we obtain 
a arr1z a arr2z --- = --- (Ba) 
ap az ap az 
-k 2 arr1z -n
2 k 2 arr o o 2z --= (Bb) 
for the points on the interface (z = 0). After simplification, we get 
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(9a) 
arrlz = n2 arr2z (9b) 
i:lp 3p 
We integrate both (9a) and (9b) with respect to p. The constants of 
the integration are zero, because all the expressions approach zero for 




The above expressions are the boundary conditions for the electric 
Hertz vector. As can be noticed, only z component of vector IT in the 
problem of Chapter III is necessary and sufficient to produce all the 
nonvanishing components of the electromagnetic field in that problem 
and to satisfy all the boundary conditions. 
In Chapter IV, interfacial horizontal dipole, the problem is 
s1ightly different. Fo11owing a similar procedure, we assume that the 
Hertz vector has only x component which is parallel to the axis of the 
dipole. Accordingly, we can write the components of the electric 





To satisfy boundary conditions for z = 0, the x and y components of 
E must be continuous on the interface of the two media in the problem 





( l 4b) 
ayax ayax 
From ( l 4b), we deduce the continuity of rrx on the interface. But 
using this continuity i n ( 14a ) imp l i es that n = 1 which is 
contradictory with the original assumption in the problem. (We have 
n > l for the lower medium). Therefore, taking only the x component 
of IT is not enough and we must also take its z component. Thus, we 
assume 
rr=rre +Ile· x-x z-z ( 15) 
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By substituting (15) into (2) we obtain 
a 
E = k2II + - (V'·II) (16) x x ax . - . 
a 
E = - (V'·IT) . (17) Y ay -
On the interface (z = 0) we have the continuity of Ey and E.x. Hence, 
we get 
a a 
k 2rr + ~ (V'·IT ) = n2ko2II2x + ~x (V'·IT-2) o lx a.x · -1 
0 
3 a 
- (V'·IT ) = - (V'·IT ) 
ay -1 ay -2 
From (19) , we get 
V'·Il = V'·IT -1 -2 
Using (20) and (18), we deduce that 
We find, by substituting (15) into (3), that 
k2 arr 







Along the interface, we have Hxl = Hx2. Thus, from (22), we get 
The y component of the magnetic field must be continuous on the 






Finally, from (20), (21), (25) and (26), we can write the boundary 
conditions for the vector IT in Chapter IV, i.e. 
(27) 
arr1 arr2x __ x = n2 __ , (28) 
az az 
rrlz = n2rr2z ' {29) 
arrlz arrlx arr2z arr2x 
--+--=--+-- (30) 
az ax az ax 
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Appendix G 
The Exact Evaluation of rrx 
Along the Interface Due to the Interfacial 
Horizontal Dipole 
We intend to exactly evaluate the x component of the electric 
Hertz vector along the interface of the two media in Chapter IY. 
To do so, we substitute e =¥into (4B.3). Thus, we get 
()() 
( 1 ) 
The above formulas can be written as follows: 
00 
IT = x 
This integral can be div:ided into two integrals, i.e. 
00 





In (3) we denote the first integral by I1 and the second integral 
by I
2• In I1, we divide the range of integration into two subranges. 
That is, we write 
k 00 
Il =f° u(h)dh +j u(h)dh , (4) 
0 ko 
where u (h) is a shorthand for the integrand. We denote the i ntegra 1 
for th.e subrange (0 ,:: h ,:: k
0
) by I 
1 
a and the other one by r
1 
b.. 
In the integral 
ko 





2 (n 2 -1) 
0 
we introduce the variable l by l = ~ • Therefore, we obtain 
0 
1 
I k J I a = 0 0 l V 1-12 J ( k rl)dl 1 2nws (n 2 -1) 0 0 
0 
0 
Using the table of integrals, we find that 
I a = Ioko i.{IT° 
1 2nws
0 















Using the tables of integrals and functions, we obtain 
where N312 {k 0 r) is the Neumann function of the order 3/2. 










where h1 (k0 r) is the first order spherical Hankel function of the 
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first kind. From (ll) and (J2), we get 
By following a similar procedure, we obtain 
I n 2 (l) 
I = - 0 h1 (nk0 r) . 2 2'lTwE.:
0
(n 2 -l)r 
By substituting (13) and (14) into (3)5 we can find IT~ along the 
interface, i.e. 
( l 3) 
( 14) 
( l 5) 
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