Abstract-This paper deals with randomized polling of a social network. In the case of forecasting the outcome of an election between two candidates A and B, classical intent polling asks randomly sampled individuals: who will you vote for? Expectation polling asks: who do you think will win? In this paper, we propose a novel neighborhood expectation polling (NEP) strategy that asks randomly sampled individuals: what is your estimate of the fraction of votes for A? Therefore, in NEP, sampled individuals will naturally look at their neighbors (defined by the underlying social network graph) when answering this question. Hence, the mean squared error (MSE) of NEP methods rely on selecting the optimal set of samples from the network. To this end, we propose three NEP algorithms for the following cases: (i) the social network graph is not known but, random walks (sequential exploration) can be performed on the graph (ii) the social network graph is unknown. For case (i) and (ii), two algorithms based on a graph theoretic consequence called friendship paradox are proposed. Theoretical results on the dependence of the MSE of the algorithms on the properties of the network are established. Numerical results on real and synthetic data sets are provided to illustrate the performance of the algorithms.
INTRODUCTION
T His paper deals with randomized polling of a social network with a possibly unknown structure. In the case of forecasting the outcome of an election between two candidates A and B, classical intent polling asks randomly sampled individuals: who will you vote for? Expectation polling asks: who do you think will win? In this paper, we propose a novel neighborhood expectation polling strategy that asks randomly sampled individuals: what is your estimate of the fraction of votes for A? Next, we formally define the problem, explain the solution approach and the related work that motivates it.
Consider a social network represented by an undirected graph G = (V, E) where, each node v ∈ V has a label f (v) ∈ {0, 1}. A pollster can query a total of b (called the sampling budget) number of individuals from this social network.
Problem Definition. Estimate,
which is the fraction of nodes with label 1, with a sampling budget b |V | for the following cases:
• Case 1 -graph G = (V, E) is not known but, the graph can be explored sequentially using a random walk • Case 2 -graph G = (V, E) is not known but, uniform samples from V can be obtained
We propose a class of polling methods that we call neighborhood expectation polling (NEP) to address the above problem 1 . In NEP, a set S ⊂ V of individuals from the social network G = (V, E) are selected and asked, "What is your estimate of the fraction of people with label 1?".
When trying to estimate an unknown quantity about the world, any individual naturally looks at his/her neighbors. Therefore, each sampled individual s ∈ S would provide the fraction of their neighbors N (s), with label 1. In other words, the response of the individual s ∈ S for the NEP query would be,
Then, the average of all the responses s∈S q(s) |S| is used as the NEP estimate of the fractionf .
(a) Network G1: labels are highly correlated with the degrees of nodes (b) Network G2: nodes with the same label are clustered (depicting Homophily) (c) Network G3: a large regular graph with uniformly at random assigned labels Fig. 1 : Consider the case of uniformly sampling nodes and obtaining responses q(s) of sampled nodes s ∈ S about the fraction of red (i.e. label 1) nodes in the network. In graph G 1 of Fig. 1a , most nodes have their only neighbor to be of color red even though most of the nodes in the network are of color blue. Hence, uniformly sampling nodes for NEP in this case would result in a highly biased estimate. In graph G 2 of Fig. 1b , approximately half the nodes have only a red neighbor and, rest of the nodes have only a blue neighbor. Hence, uniformly sampling nodes for NEP in this case would result in an estimate with a large variance. In graph G 3 of Fig. 1c , average of the NEP responses q(v) of nodes is approximately equal to the fractionf of nodes with red labels. Further, q(v) does not vary largely among nodes. Hence, uniformly sampling nodes for NEP in this case would result in an accurate estimate. Similar examples can also be found in [4] . The figure highlights the importance of exploiting network structure and node labels when sampling nodes for NEP.
of each sampled individual s ∈ S is his/her label f (s). In contrast, in NEP, the response q(s) of each sampled individual s ∈ S is a function of his/her neighborhood (defined by the underlying graph G) as well as the labels of his/her neighbors. Therefore, depending on the graph G, function f and the method of obtaining the samples S, NEP might produce either, I an estimate with a larger MSE compared to intent polling (e.g. networks in Fig. 1a and Fig. 1b shows when uniform sampling of individuals for NEP might not work), or, II an estimate with a smaller MSE compared to intent polling (e.g. network in Fig. 1c shows when uniform sampling of individuals for NEP might work) These two possible outcomes highlight the importance of using the available information about the graph G and the function f , when selecting the set S of individuals in NEP. This lead us to the main results of this paper.
Remark 1.
If the graph G = (V, E) is fully known, a greedy (deterministic) optimization method (similar to the one in [5] ) can be used to solve the NP hard problem of finding the set S ⊂ V of b individuals whose collective neighborhood is largest, with a (1 − 1/e) approximation guarantee. However, the largest collective neighborhood does not ensure that the set S of individuals would provide an accurate NEP estimate of the fractionf defined in (1) e.g. if the sampling budget b = 1, the node with the largest collective neighborhood in the graph G 2 in Fig. 1b is the red color node with degree seven, whose NEP response (fraction of red neighbors) is q(s) = 1, even thoughf = 4/7. Hence, our focus is on randomized sampling methods for NEP that do not require the graph to be known.
Main Results and Organization
The main results of this paper are NEP algorithms for the two cases described in the problem definition and, their analysis. The algorithms utilize properties related to the structure of the network to find b number of samples. The analysis provides simple and intuitive conditions under which, the proposed algorithms will provide a better estimate compared to intent polling. These results can be summarized as follows.
• For cases 1 and 2, estimators are obtained by combining NEP with recent statistical results related to a phenomenon called friendship paradox [6] . Analytical results characterizing the dependence of MSE of estimates on the properties of the graph G, labels f (v) of individuals v ∈ V are obtained. These results help identify conditions on the graph and the labels for which, NEP produces a better estimate compared to intent polling.
• Numerical results on synthetic data are provided, illustrating the better performance of the algorithm compared to classical methods.
Organization:
Sec. 2 presents a review of the friendship paradox. Sec. 3 presents the NEP algorithms based on the friendship paradox for case 1 and case 2, followed by their theoretical analysis in Sec. 4. Sec. 5 evaluates the proposed algorithms on synthetic data sets to illustrate and compare their performances. Finally, Sec. 6 provides a discussion about the two algorithms, their theoretical and experimental evaluations and how they relate to each other.
Related work
As described above in Sec. 1.1, in the classical intent polling 2 , a set S of nodes are obtained by uniform sampling with replacement and then, the average of their labels
is used as the estimate (called intent polling estimate henceforth) of the fractionf . The main limitation of intent polling is that the sample size needed to achieve a -additive error is O(
. Our work is motivated by two recently proposed methods, namely "expectation polling" [7] and "social sampling" [4] , that attempt to overcome this limitation in intent polling.
Firstly, in expectation polling [7] , each sampled individual is asked to provide an estimate about the label held by the majority of the individuals in the network (e.g. asking "Who do you think will win the election?"). Then, each sampled individual will look at his/her neighbors and provide the value held by the majority of them. This method is more efficient (in terms of sample size) compared to the intent polling method since each sample now provides the putative response of a neighborhood 34 . Secondly, in social sampling [4] , the response of each sampled individual is a function of the labels, degrees and the sampling probabilities of his/her neighbors. [4] provides several unbiased estimators for the fractionf using this method and, establishes bounds for their variances. The main limitation of social sampling method (compared to NEP) is that it requires the sampled individuals to know a significant amount of information about their neighbors (apart from just their labels), the graph and the sampling process. Therefore, a practical implementation of social sampling might not be feasible in settings with limited information about a very large graph. Hence, NEP can be thought of a as a method which asks a question that seeks a finer resolution compared to expectation polling and yet, simpler and intuitive compared to social sampling.
The key idea utilized in estimators proposed for cases 1, 2 is the friendship paradox (reviewed in detail in Sec. 2), which is a form of network bias observed in undirected graphs. Friendship paradox has recently gained attention in several applications related to networks under the broad theme "how network biases can be used effectively for estimation problems?". For example, [15] shows how friendship paradox can be utilized for accurate estimation of a heavy tailed degree distribution, [16] , [17] show how friendship paradox can be used for quickly detecting a disease outbreak, [18] , [19] , [20] , [21] study how friendship paradox can be used for influence maximization. Our results for the cases 1, 2 also fall under this theme. Apart from these, [22] , [23] , [24] , [25] , [26] , [27] also explore further effects and generalizations of friendship paradox.
WHAT IS FRIENDSHIP PARADOX?
"Friendship paradox" is a graph theoretic consequence first discovered in the paper [6] by Scott L. Feld in 1991. The friendship paradox states, "on average, the number of friends of a random friend is always greater than the number of friends of a random individual". Formally: [6] ) Let G = (V, E) be an undirected graph, X be a node chosen uniformly from V and, Y be a uniformly chosen node from a uniformly chosen edge e ∈ E. Then,
where, d(X) denotes the degree of X.
The intuitive reasoning behind Theorem 1 is as follows. Individuals with large number of friends appear as the friends of a large number of individuals. Hence, they can contribute to an increase in the average number of friends of friends. On the other hand, individuals with smaller number of friends appear as friends of a smaller number of individuals. Hence, they cannot cause a significant change in the average number of friends of friends.
Remark 2.
Random friend (or a random neighbor), denoted by random variable Y , refers to the uniformly at random chosen end of a uniformly at random chosen edge (a pair of friends or a friendship). This is different (with respect to the induced distribution on nodes) from choosing a node X uniformly at random from V and then choosing one of his/her random friends Z from among the neighbors N (X) uniformly at random.
The friendship paradox, in its original version given in Theorem 1, is a comparison between the degrees of a random individual X and a random friend Y . However, a more intuitive comparison would be the comparison of degree d(X) of a random individual X and the degree d(Z) of a random friend Z of a random individual (as explained in Remark 2). Recently, [28] obtained the following result comparing d(X) and d(Z).
Theorem 2.
[28] Let G = (V, E) be an undirected graph, X be a node chosen uniformly from V and, Z be a uniformly chosen neighbor of a uniformly chosen node from V . Then,
where, ≥ f osd denotes the first order stochastic dominance 5 .
An immediate consequence of Theorem 2 is,
which says that a random neighbor of a random individual has more friends than a random individual, on average (from the fact that first order stochastic dominance implies larger mean).
Next, we present the NEP algorithms that are based on Theorem 1 and Theorem 2.
NEP ALGORITHMS BASED ON FRIENDSHIP PARADOX
In this section, we consider randomized methods for selecting individuals for NEP based on the concept of friendship paradox explained in Sec. 3.1. 5 A random variable X (with a cumulative distribution function F X ) first order stochastically dominates a discrete random variable Y (with a cumulative distribution function
Case 1 -Sampling friends using random walks
In this section, we consider the case where the graph G = (V, E) is not known initially, but sequential exploration of the graph is possible using multiple random walks (case 1 of problem definition) over the nodes of the graph.
A motivating example for case 1 is a massive online social network where the fraction of user profiles with a certain characteristic needs to be estimated (e.g. profiles with more than ten posts about a product). Web-crawling (using random walks) approaches are widely used to obtain samples from such massive online social networks without requiring the global knowledge of the full network graph [29] , [30] , [31] , [32] , [33] .
Algorithm 1: NEP with Random Walk Based Sampling
Input: b number of samples
RW of the of the fractionf of nodes with label 1.
1) Initialize b random walks on the social network
starting from v 1 , v 2 , . . . , v k . 2) Run each random walk for a N steps and then collect sample S = {s i , . . . , s k } where, s i ∈ V is collected from i th random walk. 3) Query each s ∈ S to obtain q(s) and, compute the estimate
of the fractionf of nodes with label 1.
We propose Algorithm 1 for estimating the fractionf in case 1. The intuition behind Algorithm 1 stems from the fact that the stationary distribution of a random walk on an undirected graph is uniform over the set of neighbors [34] . Therefore, Algorithm 1 obtains a set S of b neighbors independently (for sufficiently large N ) from the graph G = (V, E) in step 2. Then, the response q(s) of each sampled individual s ∈ S for the NEP query is used to compute the estimate T b RW in step 3. According to the friendship paradox (Theorem 1), using uniformly sampled neighbors is equivalent to using more nodes due to the fact that random neighbors have more neighbors than random nodes on average. Hence, it is intuitive that the performance of this method should have a smaller MSE compared to the method of NEP with uniformly sampled nodes and intent polling method. In Sec. 4, we verify this claim theoretically and explore the conditions on the labelling function f (·) and the properties of the graph G for the estimator T b RW to be more accurate compared to the intent polling method.
Case 2 -Sampling a Random Friend of a Random Individual
Here we assume that the graph G = (V, E) is not known and it is not possible to crawl the graph (using random walks). It is further assumed that a set of uniform samples S = {s 1 , . . . , s k } from the set of nodes V can be obtained and, each sampled individual s i ∈ S has the ability to answer the question "What is your (random) friend's estimate of the fraction of individuals with label 1?".
A motivating example for case 2 is the situation where random individuals are requested to answer survey questions for an incentive. In most such cases, the pollster does not have any information about the structural connectivity of the queried individuals and, will only be able to obtain their answer for a question.
For this case, we propose Algorithm 2 to obtain an estimate of the fractionf of individuals with label 1.
Algorithm 2: NEP using Friends of Uniformly Sampled Nodes
Input: b number of uniform samples
F N of the of the fractionf of the individuals with label 1. 1) Ask each s i ∈ S to provide q(u i ) for some randomly chosen neighbor u i ∈ N (s i ). 2) Compute the estimate,
of the fractionf of the individuals with label 1.
In Algorithm 2, each uniformly sampled individual is asked the question "What is your (random) friend's estimate of the fraction of individuals with label 1?". Then, each sampled node s i ∈ S would provide q(u i ) for some randomly chosen u i ∈ N (s i ). The theoretical reasoning behind this method comes from Theorem 2 in Section 2 which states that, a random friend of a randomly chosen individual has more friends than a randomly chosen individual on average 6 . Therefore, this method should result in a smaller MSE compared to the method of NEP with uniformly sampled nodes and intent polling method.
ANALYSIS OF THE ESTIMATES OBTAINED VIA ALGORITHM 1 AND ALGORITHM 2
Algorithm 1 and Algorithm 2 presented in Sec. 3 query random friends and random friends of random nodes (denoted by Y, Z in Theorem 1 and Theorem 2) respectively, exploiting the friendship paradox.
In this context, the aim of this section is three fold: 1) Theorem 3 motivates using friendship paradox based NEP algorithms (as opposed to NEP with uniformly sampled nodes) 2) Theorem 4 relates bias and variance of the estimate T b RW obtained using Algorithm 1 to the properties of the network. Then, Corollary 5 gives sufficient conditions for T b RW to be an unbiased estimate with a smaller mean squared error (MSE) compared to intent polling method where, MSE of an estimate T of a parameterf is defined as
6 It should be noted that this does not follow from the original version of friendship paradox (Theorem 1) since the random friend is not a uniformly chosen neighbor from the set of all 2|E| neighbors. Instead, the response now comes from a random neighbor conditioned to be a friend of the sampled node.
3) Theorem 6 motivates the use of friendship paradox based sampling methods when the sampling budget b is small Theorem 3. If the label f (v) of each node v ∈ V is independently and identically distributed then,
where, MSE denotes mean square error defined in (8) Proof. By definition,
Therefore, when the labels are iid, 
By applying the law of total variance, we get,
Following similar steps, we obtain,
where, σ 2 denote the variance of the distribution of the labels. Then, the result follows by noting that
where, ≥ f osd denotes the first order stochastic dominance defined in Footnote 5 in Sec. 2. Eq. (11) and (12) are immediate consequences of Theorem 1 and Theorem 2 (note that d(·) is strictly positive for connected graphs).
Theorem 3 shows that friendship paradox based sampling always has a smaller mean squared error when the node labels are independently and identically distributed (iid). This motivates the use of friendship paradox based NEP methods (Algorithm 1 and Algorithm 2) instead of uniform sampling based NEP. In the subsequent results, we show that the superiority of friendship paradox based NEP algorithms over the widely used intent polling method holds for conditions less stringent than the iid assumption.
Next, we formally quantify the bias Bias(T 
Var{T
Proof. If G = (V, E) is a connected finite graph, then the stationary distribution of a random walk on G samples each v ∈ V with a probability proportional to the degree d(v) of v. Equivalently, the stationary distribution of a random walk on a finite connected graph sample friends (denoted by Y ) uniformly .
Bias(T
(By law of total expectation)
This proves the expression (13) Therefore,
which implies (since U and Y have the same marginal distributions),
which proves the expression (15).
Theorem 4 provides insights into the properties of the networks for which, NEP based Algorithm 2 provides a better estimate compared to the intent polling method. Eq. (13) of Theorem 4 shows that, the bias of the estimate T b RW is the difference between the expected label value at a random friend, Y and the expected value at a random individual, X. Further, (14) shows that it is proportional to the covariance between the degree d(X) and the label f (X) of a randomly chosen node X. An immediate consequence of this result is the following corollary, which gives a sufficient condition for the estimate T b RW to be unbiased and, also have a smaller variance (and therefore, a smaller MSE) compared to intent polling.
Corollary 5.
If the label f (X) and the degree d(X) are uncorrelated and the graph is connected, the following statements hold as N tends to infinity:
1) The estimate T 
2) The estimate T b RW , obtained via Algorithm 1 is more efficient compared to intent polling estimate I in (3) i.e.
where, MSE denotes mean square error defined in (8).
Proof. If f (X) and d(X) are uncorrelated then, their covariance is zero and the first statement follows.
Next, from (19) and (20) note that,
Also, from 3, note that,
Consider, Var{f (Y )} − Var{f (X)}. (24) and (25), it follows that, Var{T
Since, both I and T to be a more efficient (in an MSE sense) estimator compared to intent polling method (even in the presence of bias) when the sampling budget b = 1.
Theorem 6.
Assume that the graph is connected and the sampling budget b = 1. Then, as N tends to infinity, the estimate T b RW has a smaller MSE compared to the intent polling estimate I, defined in (3), if
Proof.
(By substituting from (25) and (19)
Then, the result follows by noting that the sign of Bias{T b RW } is the same as the sign of E{d(X)|f (X) = 1} − E{d(X)|f (X) = 0}.
Theorem 6 shows that, if the expected degree of an individual with opinion 1 is larger (smaller) compared to the expected degree of an individual with opinion 0 and, the expected opinion in the network is above (below) half then, MSE of the estimate T b RW is smaller than intent polling estimate I in (3) when the pollster can query only one individual. This helps the pollster to incorporate prior knowledge about the network and the labels in order to decide whether its suitable to use NEP based Algorithm 1 (over the intent polling method).
Summary:
We showed that the MSE of the friendship paradox based NEP methods is smaller compared to NEP with randomly sampled individuals in Theorem 3 which is the motivation for using friendship paradox based sampling. Then, the expressions for bias and the variance of the estimate T is unbiased with a variance smaller than intent polling estimate when the degree and the label of nodes are uncorrelated (Corollary 5). Finally, a result showing the conditions for the Algorithm 1 to outperform (in terms of MSE) intent polling method was given in Theorem 6 which motivates the use of friendship paradox based NEP method for small sampling budgets.
EXPERIMENTS AND NUMERICAL EXAMPLES
In this section, we illustrate Algorithms 1 and 2 on synthetic networks. The aim is to evaluate the dependence of the accuracy (MSE) of the estimate off on the following properties of the network: 1) Degree distribution p(k), which is the probability that a randomly chosen node has k neighbors.
2) Neighbor Degree correlation (assortativity) coefficient
where, q(k) is the probability that a randomly chosen neighbor has k neighbors (neighbor degree distribution), σ q is the standard deviation of the degree of a random neighbor, e(k, k ) is the probability of nodes at the either end of a randomly chosen edge have degrees k and k (joint degree distribution of neighbors).
3) Degree-label correlation coefficient
where, σ k , σ f are the standard deviations of the degree distribution p(k) and the label distribution respectively and, P (f, k) is the joint distribution of the labels and degrees of nodes. A detailed discussion about these metrics and their effects can be found in [22] .
Experimental Setup and Results

Generative Models of the Graphs:
We use the following two generative models of graphs that result in two different types of degree distributions: power-law degree distribution and exponential degree distribution. In all experiments in this section, we consider graphs containing n = 5000 nodes.
• Configuration Model [35] : Generate k half-edges for each of the n nodes where k ∼ ck −α (where c is a normalizing constant) and then, connect each half-edge to the another randomly selected half-edge avoiding self loops. This model will result in a power-law degree distribution 7 i.e. p(k) = ck −α . We focus on two cases: α = 2.1 and α = 2.4.
• Erdős-Rényi (G(n,p)) model [37] : Any two (distinct) nodes are connected by an edge with probability p. This model results in a Binomial degree distribution which can be approximated by a Poisson distribution for large n. We choose p = 0.01, n = 5000 to ensure that the graph has no isolated nodes with high probability.
Newman's edge-rewiring procedure for modifying neighbor degree correlation: We utilize the edge-rewiring procedure proposed in [40] in order to change the assortativity coefficient r kk defined in (29) of the graphs generated using the above models to a desired value while preserving the degree distribution. In the edge-rewiring procedure, two random links (v 1 , v 2 ), (u 1 , u 2 ) ∈ E are chosen at each iteration and they are replaced with new edges (v 1 , u 1 ), (v 2 , u 2 ) if it increases (respectively, decreases) the value of the assortativity coefficient r kk . The process is repeated until the desired value of the assortativity coefficient r kk is achieved (or until it no longer changes).
Label swapping procedure for modifying degree-label correlation: Given a graph G = (V, E), we first assign labels f (v) to each node v ∈ V with a fixed probability. Then, in order to modify the degree-label correlation coefficient defined in (30) to a desired value, we utilize the label swapping procedure followed in [22] : a node v 0 with a label f (v 0 ) = 0 and a node v 1 with a label f (v 1 ) = 1 are selected randomly and their labels are swapped if
) to increase (respectively, decrease) the degree-label correlation coefficient ρ kf to the desired value (or until it no longer changes). We consider ρ kf = −0.2, 0, 0.2 in our experiments to study the effect of negative and positive degree-label correlations.
Algorithms 1, 2 were evaluated on the networks obtained using the experimental procedure described above. The resulting mean squared errors for the configuration model (power-law degree distribution) are shown in Fig.  2 and Fig. 3 for power-law coefficient values α = 2.1 and α = 2.4 respectively. Similarly, results obtained for Erdős-Rényi graphs (Poisson degree distribution) are shown in Fig. 4 . In the case of Erdős-Rényi graphs, we only consider assortativity coefficient r kk = 0 since it cannot be changed significantly due to the homogeneity in the degree distribution.
DISCUSSION OF THE RESULTS
In this section, we discuss the main findings of the experiments and how they relate to the theoretical results. Further, we provide insights into how these findings can be useful to identify the best possible algorithm (out of Algorithms 1, Algorithm 2 proposed in this paper and the alternative intent polling method) depending on the situation.
Power-law Graphs
Intent Polling vs. Friendship Paradox Based Polling:
The friendship paradox based Algorithm 1, Algorithm 2 performs better for all sample sizes compared to the intent polling method when the degree-label correlation ρ kf = 0 (which agrees with Theorem 5). Further, even when ρ kf is non-zero, the Algorithm 2 outperform the intent polling method for all considered samples sizes while Algorithm 1 outperforms the intent polling method for in all considered cases for small sample sizes (b ≤ 30).
Effect of the Heavy-Tails: By comparing Fig. 2 with Fig. 3 , it can be seen that, when the tail of the degree distribution is heavier (smaller power-law coefficient α), the performance of Algorithms 1, 2 is better than the intent polling method for small sampling budgets. The effect of the heavy tails is more visible on the Algorithm 2 which performs better than intent polling method in all cases for all sample sizes. This shows that, when the sampling budget is small and the network has a heavy tail, the friendship paradox based algorithms can offer significant advantage over classical intent polling method.
Effect of the Assortativity of the Network: Many different joint degree distributions e(k, k ) can give rise to the same neighbor degree distribution q(k) (which is the marginal distribution of e(k, k )). This marginal distribution q(k) does not capture the joint variation of the degrees a random pair of neighbors. In Algorithm 1 (which samples neighbors uniformly), the degree distribution of the samples is the neighbor degree distribution q(k). Hence, the performance is not affected by the assortativity coefficient r kk , which captures the joint variation (in terms of the joint degree distribution e(k, k )) of the degrees of a random pair of neighbors. This is apparent in Fig. 3 where, each column (corresponding to different r kk values) has approximately same MSE for Algorithm 1. However, it can be seen that, the MSE of Algorithm 2 (that samples random friends Z of random nodes) increases with r kk due to the fact that the degree d(Z) of a random friend Z of a random node is a function of the joint degree distribution. In order to make this point clear, Fig. 5 illustrates the effect of the neighbor degree correlation r kk on d(Z) (and the invariance of d(Y ) to r kk ). Hence, if it is apriori known that the network is disassortative, the Algorithm 2 is a more suitable choice for polling (compared to Algorithm 1).
When to use friendship paradox based NEP? Both theoretical (Theorem 6) as well as numerical results (Fig. 3, Fig.  4) show that friendship paradox based NEP methods outperform classical intent polling method by a large margin when the sampling budget is small compared to the size of the network (which is the case in many applications related to polling). Further, the absence of correlation guarantees the better performance of friendship paradox based NEP methods for any sample size (Corollary 5) and the presence of assortativity improves the performance of Algorithm 2. These results/observations gives the pollster the ability to decide which algorithm to be deployed using the available information about the network and the sampling budget.
Erdős-Rényi Graphs
From the Fig. 4 , it can be seen that Algorithms 1 and 2 both yield a smaller MSE than the intent polling method for Erdős-Rényi models. Further, Algorithm 1 and Algorithm 2 both have an equal MSE in the case of Erdős-Rényi Graphs. This is a result of the fact that distributions of the degree d(Y ) of a random neighbor Y and the distribution of the degree d(Z) of a random neighbor Z of a random node are equal when the neighbor degree correlation is zero.
CONCLUSION
We considered the problem of estimating the fraction of nodes in a graph that has a particular attribute (represented by a binary label of 1 or 0) and, proposed a novel class of polling methods called Neighborhood Expectation Polling (NEP). In NEP, each sampled individual responds with information about the fraction of his/her neighbors (defined by the underlying social network graph) that has label 1. Two methods were proposed under varying assumptions about the pollster's knowledge about the underlying graph: 1) the pollster has no knowledge about the social graph but, has the ability to perform random walks on the graph 2) uniformly sampled nodes from the unknown social graph are available. Two algorithms were proposed (for case 1 and case 2) exploiting a type of network bias called friendship paradox. Theoretical results on sufficient conditions of the network for the estimates to have a smaller mean squared error compared to the classical polling methods were derived. Further, extensive numerical results on synthetic networks are provided to illustrate the performance of the proposed methods under different network metrics. These results show that the proposed friendship paradox based NEP methods are capable of obtaining an estimate with a smaller mean squared error using a smaller number of samples. 
and a random friend (Z) of a random node respectively, for three graphs with the same degree distribution (powerlaw distribution with a coefficient α = 2.4) but different neighbor-degree correlation coefficients r kk , generated using the Newman's edge rewiring procedure. This illustrates that E{d(Z)} ≥ E{d(Y )} for r kk ≤ 0 (Fig. 5a ) and vice-versa. Further, this figure also shows how the distributions of d(X), d(Y ) remain invariant to the changes in the joint degree distribution e(k, k ) that preserve the degree distribution p(k).
