Interval estimation of the ROC curve is considered using the empirical likelihood techniques. Suggested is a procedure that is very simple computationally and avoids the constrained optimization problems usually faced with empirical likelihood methods. Various modifications are suggested and the performance of the intervals is evaluated in terms of their coverage probability. The results show tat some of the suggested intervals compete well with other intervals known in the literature.
Introduction
The Receiver Operating Characteristic (ROC) curve is used to assess the accuracy of a diagnostic test in discriminating between healthy and diseased individuals. A threshold value c is determined, and people with test measurements greater than c are classified as diseased, otherwise as healthy. Let X be a random variable representing the test score of a healthy individual and let Y be the score of a diseased patients. Let F and G be the distribution functions of X and Y respectively. The sensitivity of the test is defined as
. It is the probability that the test score of diseased patient is greater than c . The specificity of the test is defined as ( ) c F , it is the probability of correctly classifying a healthy individual. The receiver operating characteristic curve is defined as the plot of ( ) (Hsieh and Turnbull, 1996) .
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The estimation of the ROC curve has received considerable attention. The problem has been considered in parametric, nonparametric and semi-parametric situations. For example, see Hsieh and Turnbull (1996) , Li et al. (1999 ), Hall et al., (2003 
are probability vectors each summing to one and subject to certain constraints on the smoothed versions of the empirical distributions of X and Y . They showed that the asymptotic distribution of the log-likelihood ratio ( ) ( ) θ θ L l log 2 − = is chi square with one degree of freedom and conducted some simulations to investigate the performance of their intervals and show that it performs better than some other asymptotic and bootstrap intervals.
Purpose
An alternative procedure is suggested here based on the empirical likelihood which is very simple computationally, does not need numerical constrained optimization, and produces interval estimates that are, in some cases, about as accurate as those of Claeskens et al. (2003) . This procedure and some modifications are described. A simulation experiment was conducted to investigate and compare the suggested procedure with other well known procedures.
Empirical Likelihood Based Intervals
Assume that an interval estimator of ( ) ( ) ( ) 
which is the right tail probability of the random variable Y having distribution function G .
In an empirical likelihood setup, the first stage amounts to estimating * 1 t x − which may be done using interpolation between the values of the ordered statistics of the sample of the distribution of X . In the second stage consider the empirical likelihood function for quantiles (Owen, 2001) given by ( ) ( ) Another modification may be obtained by using the "smoother" version of the empirical likelihood function for quantiles introduced by Adimari (1998) . In this modification the empirical likelihood is replaced by a smoother version which, when considered as a function of ( ) 
Conclusion
It appears that the coverage probabilities of the intervals are close to the nominals for small values of t . For larger values of t most intervals tend to have an undercoverage problem. Exceptions are the bootstrapped empirical likelihood interval (BEL) and the corrected interval (BRT). These two intervals tend to be conservative for larger values of t . A drawback of the (BEL) interval is that it has a very low coverage probability for small values of t when the sample sizes differ. This is not the case with the (BRT) interval. These observations are also applicable to the results given in tables 2 and 3. The BRT in most cases have the closest coverage probability to nominal. Comparison of these results with Hall et. al. (2003) and Claeskens et al. (2003) shows that the (BRT) interval considered in this article competes very well with theirs in terms of its coverage probability. The simplicity of the methods discussed in this article and the avoidance of complicated restricted optimization problems or sophisticated bandwidth rules used for the construction of kernel based intervals may balance the slightly better performance of the Hall et al. (2003 ) or Claeskens et. al. (2003 
