1. Introduction. In connection with the application of Monte Carlo methods to various problems in mathematical physics and the drawing of random samples in statistics there arose a demand for the so-called random digits. As a result of the rapid progress made in these fields of investigation this demand has increased considerably during recent years. Consequently, a number of standard sets of such digits have been produced and are being put to frequent use by workers engaged in these fields [l] - [4] .
At this stage it appears worthwhile to investigate, as has recently been suggested by the author [5] , the extent to which one can utilize the digits appearing in the decimal development of the various constants of mathematical analysis, such as e, ir, etc., for the purposes mentioned above. It is obvious that such a suggestion would have been hardly of any practical interest if it had been made at a time when the values of these constants were not yet available to a reasonably large number of decimal places. However, certain computations of this type have been carried out during recent years and in the near future they are to be extended to the point where they will surely provide sets of digits as large as the existing ones.* Obviously, the question of randomness of the digits to be studied here cannot be decided on a priori grounds. One has to subject them to various tests and obtain internal evidence for their randomness before they can be declared fit for practical use. It appears worthwhile to mention here that apart from the specific purposes indicated above, a study of this type is fascinating also because of its intrinsic interest. It was apparently for this latter reason that Reitwiesner [6] , at the suggestion of von Neumann, computed the values of it and e to more than 2,000 decimal places and Metropolis, Reitwiesner and von Neumann [7] carried out a statistical treatment thereof by studying the frequency distribution of the various digits. This study was extended to about 3,000 decimal places by Gruenberger [8] in the case of e and by Nicholson and Jeenel [9] in the case of v.
In the present paper a report is given of the results obtained by applying the four classical tests of Kendall and Smith (the frequency test, the serial test, the poker test, and the gap test) [10] and a fifth one due to Yule (the five-digit sum Received February 27, 1961. * Dr. D. B. Gillies of the Digital Computer Laboratory, University of Illinois, has kindly informed the author that in a year or so they will probably compute one million digits of e. At present their computation extends to 60,000 decimal places. A statistical study of these digits is also being carried out by the author and will be reported shortly.
Very recently Dr. Shanks and Dr. Wrench have made an IBM 7090 calculation of both it and e to 100,000 decimal places. The frequency distribution of the decimal digits of both the constants has also been computed. The author is highly grateful to Dr. Wrench for illuminating communications on this subject.
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use test) [11] to the first 10,000 digits of x.f The value investigated here is the one computed by Genuys [13] using the formula _f.
and computing its terms on the IBM 704. The present analysis has been carried out mostly in blocks of 1,000 digits each, with a view to discover 'patches,' if any, that suffer from lack of local randomness. Of course, blocks which are found patchy are not suitable for drawing a random sample when used by themselves. They have to be suitably diluted by combining them with some of the neighboring blocks in order to obtain larger ones which could safely be employed in a statistical investigation.
In comparing the actual frequencies with expectations the x2 test has mostly been employed; the rejection levels, following Kendall and Smith [2], have been kept at 1 and 99 per cent.
2. The Frequency Tests. The 10,000 digits of it -3 have been divided into ten consecutive blocks of 1,000 digits each and the frequencies /< with which the various digits i(= 0, 1, • • • , 9) appear in these blocks have been recorded. These frequencies, along with the respective values of the statistic x2 and the corresponding probabilities P for nine degrees of freedom, are given in Table 1 . It is only in the case of the third and the ninth blocks that the value of P is found to be significant; in the former case the deviations from the expected frequencies are too high, while in the latter they are too low.
Taking the table as a whole, of the 100 frequencies recorded 34 deviate from the expected value of 100 by more than the standard deviation <r( = \/90 = 9.487) and 6 by more than 2a. These figures compare well with the corresponding ones, namely, 31.73 and 4.55 per cent, for a normal distribution. Further, in the case of total frequencies the x value (9.318 for 9 d.f.) may be partitioned into three components, with the following obviously satisfactory results: 3. The Serial Tests. These tests are employed with a view of looking for any evidence of serial association among the digits under study. The relevant test here consists in classifying the digit pairs (ij) with respect to the members i and j comprising a pair and comparing the frequencies thus obtained with expectations. We have tabulated the frequencies for the 10,000 overlapping pairs, formed by the first f Gruenberger [12] has shown how the tests given by Kendall and Smith can be applied to any set of digits, punched on IBM cards, mechanically and without regard to the order of the digits on the cards, using standard IBM equipment.
In the absence of such a facility, however, the author has made the various tabulations by hand and has satisfied himself about their correctness by applying suitable cross-checks. where N = 10,000 and em which represents the "end effects" is equal to zero if the digit m appears either at both the ends of the set or at none; it is equal to -1 if the set opens with m and +1 if the set closes with m. In the case under study, we have e3 = -1 and e8 = +1. As a final check on the entries in this table, one verifies that the sum ¿1 fa(i -j), which should obviously be equal to the difference bei.i tween the first and the last digits of the set, is really equal to -5. Now, the overall expectation jni3-of /<,-is, for each of the pairs, equal to Np , where p is the probability of occurrence of a particular digit. The variance of /,-,• is, however, given by
3p-where 5¿J is the Kronecker delta. Thus, whereas the expectation for each of the hundred elements of the array is 100 on the basis of perfect randomness, the standard deviation for the diagonal elements is 10.82 and that for the non-diagonal ones is 9.85. The observed values of the root-mean-square deviation are 9.76 and 8.78, respectively. Comparing the differences with the standard error in the dispersion one finds that none of these values is significant.
Several essentially equivalent values of x have been computed from Table 2 . First, assuming all the hundred types of pairs to be equally likely (expected value of 100 for each cell), a x2 of 78.84 is obtained which, for i)0 d.f., is at about 80 per cent probability level. Second, given the row sums and assuming the ten digits to be equally likely to follow (e.g., expected value of 96.8 for each of the cells in the first row), a x of 69.39 is obtained which, for 90 d.f., is at about 95 per rent prob- The actual value of this quantity turns out to be 20.062 which deviates from the expectation by an amount -1.1 times the S.D. The probability of equal or greater divergence of either sign is about 27 per cent-a result that is not significant. So far we have been discussing the question of serial association between the neighboring digits comprising the whole set of 10,000 digits. We shall now study the various blocks one by one and see if they are individually also locally random. For this purpose, we give below the results of the x test, carried out on the assumption of equal a priori probability for each of the hundred cells: 
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The P value in the case of the sixth block is too low and leads to its rejection outright. I The only other block for which the P value is rather low is the third one; this, however, has already failed to meet the frequency test.
i It may be noted that this block passed the frequency test very well. The failure here is mainly due to an essentially non-random arrangement of the digits in the block. For instance, the pair (77) appears 28 times (including 2 triplets and 3 quartets).
Such an extreme pattern is dangerous even if diluted by one of its neighboring blocks. It can only be made harmless by combining with many other blocks. Table 3 . None of the x2 values is found to be significant. An interesting observation may, however, be made here. Since the deviations in the third and the fourth blocks are, on the whole, in the same direction, a grouping of these two consecutive blocks results in a P value of about 1.5 per cent which is pretty low, though not below the rejection level. If, however, the rejection level were at 5 per cent, as might be the case in a more serious application of these digits, this combined sample of 2,000 digits would no longer be considered locally random. In that case it would be essential to combine this sample with one of a sufficiently large strength before one could employ its digits in an investigation.
5. The Gap Test. Next, a frequency count has been made of the lengths of the gaps between successive zeros of the set. This frequency distribution is compared with the expected one only for the whole set and not for the individual blocks, because the frequencies in the latter case are too small unless, of course, a very coarse grouping of the classes is adopted. We have 968 zeros in our set and hence 967 gaps; their length distribution!, along with the one expected on the basis of perfect randomness, is given in Table 4 . The x2 value for the grouping as indicated in the table is 28.06 which, for 30 degrees of freedom, gives P ~ 55 per cent-a result that is not significant.
The mean length of a gap (excluding those of length zero) is found to be 10.190 which deviates from the expected value of 10 by 0.601 times the standard deviation (viz., 0.316). The result is obviously satisfactory.
6. The Five-Digit Sum Test. This test, as applied here, consists in taking the sum of the five digits comprising a (poker) hand as the variable, denoted by the symbol i, say, and comparing its distribution over the various hands with the one expected theoretically. The latter may be obtained in an elegant manner as follows (refer to the alternative approach of Yule [11] ).
If tit denotes the number of ways in which the five digits of the hand can give a sum i, it will be enumerated by the generating function which leads to the expected distribution. This is the same as the one given in Table  I of reference [11] . The mean value of i is 22.5 and its standard deviation is (41.25)us = 6.4226.
The standard error of the mean of n observations is, therefore, equal to 6.4226 ri~m. Further, the standard error of the standard deviation turns out to be (18.1/n)1/s = 4.2544 n~m. § As a check, it has been verified that the total length of the 967 gaps, as tabulated here, is 8988 which, together with the 31 digits preceding the first zero and the 13 digits following the last one, makes 9,032-the number of non-zeros in the set. The actual frequency distribution obtained from the 2,000 hands of the set is given in Table 5 , where the results are also given for consecutive blocks of 400 hands each, i.e., comprising 2,000 digits each. The actual distribution is compared with the expected one through the mean values of the variable and its dispersions. In Table 6 we have listed for each of the five blocks, I to V, and for the whole set, the mean values and their deviations from the expectation in terms of the standard errors of the mean. None of the various deviations is found to be significant. In fact, the chance of equal or greater divergence, of either sign, in the case of the whole set is about 70 per cent. Moreover, even if we group together the last three blocks (each having a deviation of the same sign) the corresponding result comes out to be about 17 per cent. Still worse, if we take the last two blocks, for which the deviations are not only of the same sign but also of the greatest magnitude, the result is still about 11 per cent. Further, we note that the sum of the entries in the last column of the table is 3.83. Entering the x2 table with this value of x2 and 5 degrees of freedom, we find P to be about 60 per cent.
Finally, we study the standard deviations in the value of the variable as obtained from the frequencies tabulated above and compare them with the corresponding theoretical expectations. The relevant figures are given in Table 7 . Expressing the deviations in terms of the standard errors of the standard deviation, we obtain results which do not exceed unity. Further, entering the x table with the sum of the squares of these numbers, namely, 1.34, and 5 degrees of freedom, we find that P lies between 90 and 95 per cent. For the whole set, the deviation of the actual standard deviation from the expected value is equal to -0.74 times the corresponding standard error; the chance of an equal or greater deviation of either sign is about 46 per cent.
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