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Abstract
We consider the wireless two-way relay channel, in which two-way data transfer takes place between
the end nodes with the help of a relay. For the Denoise-And-Forward (DNF) protocol, it was shown by
Koike-Akino et. al. that adaptively changing the network coding map used at the relay greatly reduces the
impact of Multiple Access interference at the relay. The harmful effect of the deep channel fade conditions
can be effectively mitigated by proper choice of these network coding maps at the relay. Alternatively,
in this paper we propose a Distributed Space Time Coding (DSTC) scheme, which effectively removes
most of the deep fade channel conditions at the transmitting nodes itself without any CSIT and without
any need to adaptively change the network coding map used at the relay. It is shown that the deep
fades occur when the channel fade coefficient vector falls in a finite number of vector subspaces of
C2, which are referred to as the singular fade subspaces. DSTC design criterion referred to as the
singularity minimization criterion under which the number of such vector subspaces are minimized is
obtained. Also, a criterion to maximize the coding gain of the DSTC is obtained. Explicit low decoding
complexity DSTC designs which satisfy the singularity minimization criterion and maximize the coding
gain for QAM and PSK signal sets are provided. Simulation results show that at high Signal to Noise
Ratio, the DSTC scheme provides large gains when compared to the conventional Exclusive OR network
code and performs slightly better than the adaptive network coding scheme proposed by Koike-Akino
et. al.
I. BACKGROUND AND PRELIMINARIES
A. Background
We consider the two-way wireless relaying scenario shown in Fig.1. Two-way data transfer takes place
between the nodes A and B with the help of the relay R. It is assumed that all the three nodes operate in
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2half-duplex mode, i.e., they cannot transmit and receive simultaneously in the same frequency band. The
idea of physical layer network coding for the two way relay channel was first introduced in [1], where the
multiple access interference occurring at the relay was exploited so that the communication between the
end nodes can be done using a two phase protocol. A protocol called Denoise-And-Forward (DNF) was
proposed in [2], which consists of the following two phases: the multiple access (MA) phase (Fig. 1(a)),
during which A and B simultaneously transmit to R and the broadcast (BC) phase (Fig. 1(b)) during
which R transmits to A and B. Network coding map, which is also referred to as the denoising map, is
chosen at R in such a way that A (B) can decode the messages of B (A), given that A (B) knows its own
messages. During the MA phase, the transmissions from the end nodes were allowed to interfere at R,
but the harmful effect of this interference was mitigated by a proper choice of the network coding map
used at R. Information theoretic studies for the physical layer network coding scenario were reported in
[3], [4]. A differential modulation scheme with analog network coding for bi-directional relaying was
proposed in [5]. The design principles governing the choice of modulation schemes to be used at the
nodes for uncoded transmission were studied in [6]. An extension for the case when the nodes use
convolutional codes was done in [7]. A multi-level coding scheme for the two-way relaying scenario was
proposed in [8]. Power allocation strategies and lattice based coding schemes for bi-directional relaying
were proposed in [9].
It was observed in [6] that the network coding map used at the relay needs to be changed adaptively
according to the channel fade coefficients, in order to minimize the impact of the Multiple Access Inter-
ference (MAI). A computer search algorithm called the Closest-Neighbour Clustering (CNC) algorithm
was proposed in [6] to obtain the adaptive network coding maps resulting in the best distance profile
at R. An adaptive network coding scheme for MIMO two-way relaying based on the CNC algorithm
was proposed in [10]. An alternative procedure to obtain the adaptive network coding maps, based on
the removal of deep channel fade conditions using Latin Squares was proposed in [11]. A quantization
of the set of all possible channel realizations based on the network code used was obtained analytically
in [12]. An extension of the adaptive network coding scheme for MIMO two-way relaying using Latin
Rectangles was made in [13].
As an alternative to the adaptive network coding schemes in [6] and [11]– [12], in this paper, we
propose a Distributed Space Time Coding (DSTC) scheme, which mitigates the effect of MAI to the
fullest extent possible at the transmitting nodes itself without any CSIT. For the proposed DSTC scheme
the network coding map used at R need not be changed adaptively according to channel conditions which
reduces the complexity at R to a great extent and also eliminates the need for overhead bits from R to
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3A and B to indicate the choice of the network coding map.
A distributed space time coding scheme for a wireless two-way relay network with multiple relay
nodes was proposed in [14], in which the DSTC was constructed at the relay nodes. In the proposed
scheme, the DSTC is constructed at the end nodes A and B.
B. Signal Model
Throughout, a quasi-static fading scenario is assumed with the Channel State Information (CSI)
available only at the receivers. Let hA and hB denote the fade coefficients associated with A-R and
B-R links and h′A and h′B denote the fade coefficients associated with R-A and R-B links. All the fading
coefficients are assumed to follow Rician distribution.
Let S denote the unit energy M = 2λ point constellation used at the end nodes. Let µ : Fλ2 → S
denote the mapping from bits to complex symbols used at A and B.
1) Denoise-And-Forward (DNF) protocol: In the sequel, we briefly describe the adaptive network
coding schemes based on the DNF protocol proposed in [6], [11] – [12]. Throughout the paper, by DNF
protocol, we refer to the schemes proposed in [6] and [11]– [12].
In the DNF protocol, transmission occurs in two phases: Multiple Access (MA) phase during which
A and B simultaneously transmit to R and Broadcast (BC) phase during which R transmits to A and B.
MA Phase: Let xA = µ(sA), xB = µ(sB) ∈ S denote the complex symbols transmitted by A and B
respectively, where sA, sB ∈ Fλ2 . The received signal at R is given by,
yR = hAxA + hBxB + zR.
The additive noise zR is assumed to be CN (0, σ2), where CN (0, σ2) denotes the circularly symmetric
complex Gaussian random variable with mean zero and variance σ2.
BC Phase: Let (xˆA, xˆB) ∈ S2 denote the Maximum Likelihood (ML) estimate of (xA, xB) at R based
on the received complex number yR. Depending on the value of hA and hB , R chooses a many-to-one
map MhA,hB : S2 → S ′, where S ′ is the signal set (of size between M and M2) used by R during the
BC phase.
In order to ensure that A (B) is able to decode B’s (A’s) message, the map MhA,hB should satisfy the
exclusive law [6], i.e.,
MhA,hB(xA, xB) 6=MhA,hB(x′A, xB), for xA 6= x′A, ∀ xB ∈ S,
MhA,hB(xA, xB) 6=MhA,hB(xA, x′B), for xB 6= x′B , ∀ xA ∈ S.


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4The CNC algorithm proposed in [6] obtains the map MhA,hB which results in the best distance profile
during the MA phase at R. The CNC algorithm is run for all possible channel realizations and a partition
of the set of all channel realizations is obtained depending on the chosen network coding map. For a
given channel realization, the choice of the network coding map is indicated to A and B using overhead
bits. During the BC phase R transmits xR = MhA,hB(xˆA, xˆB) ∈ S ′. The received signals at A and B
during the BC phase are respectively given by,
yA = h
′
AxR + zA,
yB = h
′
BxR + zB ,
where zA and zB are independent and CN (0, σ2). Since the map MhA,hB satisfies the exclusive law and
A (B) knows its own message xA (xB), it can decode xB (xA) by decoding xR.
The CNC algorithm optimizes the entire distance profile instead of maximizing only the minimum
distance. In some cases, this results in the use of signal sets with a larger cardinality during the BC
phase. To solve this problem, an algorithm called the Nearest Neighbour Clustering (NNC) algorithm
was proposed in [6] which maximizes the minimum distance alone, instead of optimizing the entire
distance profile.
The choice of the network coding map obtained depends only on the ratio hB
hA
and not the individual
values of hA and hB [6]. In [11], the values of hBhA for which deep channel conditions occur were
identified and network coding maps which remove the harmful effect of these deep channel conditions
were obtained by the completion of partially filled Latin Squares.
2) The Proposed DSTC Scheme: For the proposed DSTC scheme, transmission occurs in four phases:
Two MA phases during which A and B simultaneously transmit to R followed by two BC phases during
which R transmits to A and B. Two independent complex symbols each from A to B and B to A get
exchanged at the end of the four phases and hence the information rate in bits per channel use for the
proposed scheme is same as that of the DNF protocol.
MA Phases: Let xA1 = µ(sA1), xA2 = µ(sA2) ∈ S denote two independent complex symbols A wants
to communicate to B. Similarly, B wants to communicate two independent complex symbols xB1 =
µ(sB1), xB2 = µ(sB2) ∈ S to A. During the ith MA phase i ∈ {1, 2}, A transmits f iA(xA1 , xA2) ∈ C, a
function of xA1 and xA2 , and similarly B transmits f iB(xB1 , xB2) ∈ C, a function of xB1 and xB2 . The
received signal at R during the two MA phases can be written as,
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5yR = [yR1 yR2 ] = [hA hB ]

f1A(xA1 , xA2) f2A(xA1 , xA2)
f1B(xB1 , xB2) f
2
B(xB1 , xB2)

+ [ zR1zR2 ] ,
where yRi denotes the received signal at R during the ith MA phase, zR1 and zR2 are independent and
CN (0, σ2). Let xA = [xA1xA2 ] and xB = [xB1xB2 ]. The matrix,
C(xA,xB) =

f1A(xA1 , xA2) f2A(xA1 , xA2)
f1B(xB1 , xB2) f
2
B(xB1 , xB2)

 (1)
represents a DSTC codeword matrix. Note that in the DSTC codeword matrix, xA1 and xA2 can occur
only in the first row and, xB1 and xB2 can occur only in the second row. In this way the DSTC differs
from space time codes for the conventional 2×1 multiple antenna system with two collocated antennas
at the transmitter in which the complex symbols can occupy any entry in the codeword matrix.
For a complex number x, let xR and xI denote the real and imaginary parts of x.
Definition 1: A DSTC is said to be linear if the entries of the first row of the codeword matrices are
complex linear combinations of xRA1 , x
I
A1
, xRA2 , x
I
A2
and the entries of the second row are complex linear
combinations of xRB1 , x
I
B1
, xRB2 , x
I
B2
. Any codeword matrix C(xA,xB) of a linear DSTC can be written
as,
C(xA,xB) =
∑
i=1,2
WRAix
R
Ai +W
I
Ai
xIAi +W
R
Bi
xRBi +W
I
Bi
xIBi . (2)
The matrices WRAi ,W
I
Ai
,WRBi and W
I
Bi
are referred to as the weight matrices of the DSTC. Note
that the entries of the second (first) row are zeros in the matrices WRAi and WIAi (WRBi and WIBi).
Definition 2: A linear DSTC is said to be over the signal set S if the entries of the first (second) row
of the codeword matrices are complex linear combinations of xA1 and xA2 (xB1 and xB2), where xA1 ,
xA2 , xB1 and xB2 belong to the signal set S.
For a linear DSTC over S , codeword matrix C(xA,xB) is of the form C(xA,xB) =

xAMA
xBMB

 ,
where MA and MB are 2× 2 complex matrices referred to as the generator matrices at node A and B
respectively. Throughout the paper, we consider only linear DSTCs over a signal set S.
BC Phases: Let (sˆA1 , sˆA2 , sˆB1 , sˆB2) denote the maximum likelihood estimate of (sA1 , sA2 , sB1 , sB2) at
R. The relay R transmits xR1 = µ(sˆA1 ⊕ sˆB1) and xR2 = µ(sˆA2 ⊕ sˆB2) during the first and second BC
phases respectively, where ⊕ denotes the bit-wise XOR operation. The received signals at the end nodes
during the two BC phases are given by, yAi = h′AxRi + zAi and yBi = h′BxRi + zBi , where i ∈ {1, 2}.
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6Since A (B) knows its own messages and the XOR map satisfies the exclusive law, A (B) can decode
sBi (sAi) i ∈ {1, 2}, by decoding xRi .
Note that for the proposed DSTC scheme the signal set used during the BC phase is of the minimum
cardinality 2λ (the cardinality of the signal set should be at least 2λ to convey λ information bits). In
contrast, for the scheme proposed in [6], depending on channel conditions unconventional signal sets
with cardinality greater than the minimum cardinality are required. Minimum cardinality signal set is
used during the BC phase and throughout the paper the focus is on optimizing the performance during
the MA phase.
Some of the advantages of the proposed DSTC scheme over the schemes proposed in [6], [11]– [12]
are summarized below:
• Unlike the schemes proposed in [6], [11]– [12], for the proposed DSTC scheme, the network coding
map used at R need not be changed adaptively according to channel conditions. Any network coding
map satisfying the exclusive law will give the same performance and for simplicity, the conventional
bit-wise Exclusive OR (XOR) map itself can be used. This reduces the complexity at R to a great
extent and also eliminates the need for overhead bits from R to A and B to indicate the choice of
the network coding map.
• For the scheme proposed in [6], for certain channel conditions the adaptive network coding map
necessitates the use of unconventional signal sets with cardinality greater than the minimum cardi-
nality required during the BC phase, which results in a degradation in performance. For the proposed
scheme, the relay always uses a conventional signal set with minimum cardinality.
• The adaptive network coding maps were obtained in [6], by exhaustive computer search. For
the proposed scheme no such computer search is required, since the same network code is used
irrespective of channel conditions.
The contributions and organization of the paper are as follows:
• For a classical nt×nr MIMO system with collocated antennas, deep channel fade conditions occur
when the channel fade coefficient vector belongs to a finite number of vector subspaces of Cnt
referred to as the singular fade subspaces. The way in which transmit diversity schemes (space
time codes) remove the harmful effect of these singular fade subspaces is discussed. The connection
between the dimension of these singular fade subspaces and the transmit diversity order is explained
(Section II).
• The MAC phase of the DNF protocol for the two-way relaying scenario can be viewed as a virtual
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72× 1 MISO system. The singular fade subspaces for the classical 2× 1 MISO system, are singular
fade subspaces for the two-way relaying scenario as well. The connection between dimension of these
singular fade subspaces and the diversity order for the adaptive network coding schemes proposed
in [6] and [11]- [12] is discussed (Section III A).
• The singular fade subspaces for the proposed DSTC scheme are identified. The goal of minimizing
the number of singular fade subspaces results in a new design criterion referred as the singularity
minimization criterion for DSTCs. It is shown that for a properly chosen DSTC, most of the vector
subspaces which were singular fade subspaces for the DNF protocol, are no longer singular fade
subspaces for the DSTC scheme. Also, a criterion to maximize the coding gain of the proposed
DSTC scheme is obtained (Section III B).
• It is shown that for DSTCs which are over S, where S is a square QAM or 2λ-PSK signal set,
the coding gain is maximized when the generator matrices MA and MB at nodes A and B are
unitary matrices. Explicit construction of DSTCs over QAM and PSK signal sets which satisfy the
singularity minimization criterion and maximize the coding gain are provided. It is shown that for
all DSTCs over S with unitary generator matrices MA and MB, the ML decoding complexity at
R is O(M3) for any arbitrary signal set and is O(M2) for square QAM signal sets. Note that the
brute force ML decoding complexity is O(M4) (Section IV).
• Simulation results presented in Section V show that at high SNR, the DSTC scheme provides large
gains when compared to the conventional XOR network code based on the DNF protocol and
performs slightly better than the adaptive network coding scheme proposed in [6].
Notations: The complex number
√−1 is denoted by j. The set of integers, Gaussian integers, rational,
real and complex numbers are respectively denoted as Z,Z[j],Q,R and C. All the vector spaces and
vector subspaces considered in this paper are over the complex field C, unless explicitly mentioned
otherwise. Throughout, vectors are denoted by bold lower case letters and matrices are denoted by bold
capital letters. Let CN (0, σ2In) denote the circularly symmetric complex Gaussian random vector with
zero mean and covariance matrix σ2In, where In denotes the n× n identity matrix. Let 〈c1, c2, . . . cL〉
denote the vector subspace over C spanned by the complex vectors c1, c2, . . . cL. For a matrix A, AT
and AH denotes its transpose and conjugate transpose respectively. For a vector subspace V of a vector
space, V ⊥ denotes the vector subspace {x : xTv = 0,∀v ∈ V } and dim(V ) denotes the dimension of V.
The all zero vector of length n is denoted by 0n. For a square matrix A, let rank(A) denote its rank and
let det(A) denote its determinant. For a complex number x, xR and xI denote the real and imaginary
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8parts of x, x∗ denotes its conjugate and |x| denotes its absolute value. For a vector v, ‖ v ‖ denotes its
Euclidean norm. For a matrix A, Row(A) and Col(A) respectively denote the row space and column
space of A. E(X) denotes the expectation of X.
II. THE NOTION OF SINGULAR FADE SUBSPACES FOR THE COLLOCATED MIMO SYSTEM
In this section, to explain the notion of singular fade subspaces, we digress from the two-way relaying
scenario and focus on the classical MIMO system with collocated antennas. Consider the classical MIMO
system with nt transmit antennas at the transmitter Tx and nr receive antennas at the receiver Rx, with
H being the nr × nt complex fade coefficient matrix. The entries of the matrix H are assumed to be
i.i.d. and Rician distributed.
A. Singular Fade Subspaces for the Collocated MIMO system with Spatial Multiplexing
Consider the spatial multiplexing of independent complex symbols at Tx, i.e., the received complex
vector at Rx is given by y = Hx + z, where x is the transmitted message vector of length nt whose
components independently take values from the signal set S and z is CN (0, σ2Int).
Let SRx(H) ⊂ Cnr denote the effective signal set at Rx, i.e., SRx(H) = {Hx : x ∈ Snt}. Let
∆S denote the difference constellation of the signal set S, i.e., ∆S = {s − s′ : s, s′ ∈ S}. The
distances between two points in the effective constellation SRx(H) are of the form ‖ H∆x ‖, where
∆x 6= 0nt ,∆x ∈ ∆Snt .
Definition 3: For an nt × nR MIMO system, the channel fade coefficient matrix H is said to be a
deep fade matrix if the minimum distance of the effective constellation SRx(H) is zero. The row space
of a deep fade matrix is said to be a deep fade space.
Let hk, 1 ≤ k ≤ nr, denote the kth row of H. Since ‖ H∆x ‖2=
∑nr
k=1 |hk∆x|2, for the minimum
distance of the effective constellation SRx(H) to be zero, all the vectors hTk , 1 ≤ k ≤ nr, should fall in
a vector subspace of the form 〈∆x〉⊥ for some ∆x ∈ ∆Snt . In other words, for ‖ H∆x ‖ to be zero,
the row space of H should be a subspace of the vector subspace of Cnt of the form 〈∆x〉⊥ for some
∆x ∈ ∆Snt . The vector subspaces of the form 〈∆x〉⊥ are referred to as the singular fade subspaces.
Formally, a singular fade subspace can be defined as follows:
Definition 4: A vector subspace V of Cnt is said to be a singular fade subspace if all the vector
subspaces of V are deep fade spaces.
Note that
〈0
0

〉 is always a singular fade subspace referred to as the trivial singular fade subspace.
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9Example 1: Consider the 2 × 1 MISO system with spatial multiplexing with 4-PSK signal set S =
{±1,±j}. The difference constellation of 4 PSK signal set has 9 points ∆S = {0,±2,±2j,±1± j}. For
this case, the set of fourteen singular fade subspaces, which are of the form 〈∆x〉⊥, where ∆x ∈ ∆S2
are given by,


〈
0
1


〉
,
〈
1
0


〉
,
〈
1
1


〉
,
〈
 1
−1


〉
,
〈
1
j


〉
,
〈
 1
−j


〉
,
〈
 1
1 + j


〉
,
〈
 1
−1 + j


〉
,
〈
 1
1− j


〉
,
〈
 1
−1− j


〉
,
〈
 1
0.5 + 0.5j


〉
,
〈
 1
−0.5 + 0.5j


〉
,
〈
 1
0.5− 0.5j


〉
,
〈
 1
−0.5− 0.5j


〉
 .
(3)
The fade coefficient matrix (which is a row vector for this example) is a deep fade matrix (vector) if the
row space of the fade coefficient vector is a subspace of one of these 14 singular fade subspaces, i.e.,
the fade coefficient vector should belong to one of these 14 vector subspaces. For example, [2 1 + j]T
belongs to the vector subspace
〈 1
0.5 + 0.5j

〉 and is a deep fade matrix.
Note that the singular fade subspaces depend only on the number of transmit antennas nt and the
signal set S. They are independent of the number of receive antennas nr, as illustrated in the following
example.
Example 2: Consider the 2 × 2 MIMO system with 4-PSK signal set S = {±1,±j}. The set of 14
singular fade subspaces for this case is the same as that of 2 × 1 MISO system given in (3). For a
fade coefficient matrix to be a deep fade matrix, both the rows should belong to one of these 14 vector
subspaces. For example,

2 1 + j
1 0.5 + 0.5j

 is a deep fade matrix since [2 1 + j]T and [1 0.5 + 0.5j]T
belong to the vector subspace
〈
 1
0.5 + 0.5j


〉
.
The dimension of the singular fade subspace 〈∆x〉⊥, and the transmit diversity order of the pair-
wise error event (x→ x′), are inherently connected, where ∆x = x− x′ and x,x′ ∈ Snt . With spatial
multiplexing, the transmit diversity order of the pair-wise error event (x→ x′) is 1 while dim(〈∆x〉⊥) =
nt − 1. It is the presence of these nt − 1 dimensional singular fade subspaces that results in a transmit
diversity order of 1.
The receive diversity order nr comes due to the fact that for a fade coefficient matrix to be a deep fade
matrix, all the nr rows of the fade coefficient matrix should belong to the same singular fade subspace.
The use of full diversity space times space time codes results in the maximum transmit diversity order
nt. In the next subsection, the connection between the singular fade subspaces of space time codes and
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transmit diversity order will be established.
B. Singular Fade Subspaces for the Collocated MIMO system with Space Time Coding
Consider the case when Tx uses a space time code C of size nt× T, where T ≥ nt. Let C(x) denote
a codeword matrix of the space time code, where x ∈ SK , where K denotes the number of independent
complex symbols transmitted. Similar to the spatial multiplexing case, the effective constellation at Rx
which is a subset of Cnr×T can be defined. It is easy to verify that the minimum distance of the effective
constellation at Rx becomes zero when Row(H) is a subspace of the vector subspace Col⊥ (C (∆x)) ,
for some ∆x ∈ ∆SK . Note that Col⊥ (C (∆x)) denotes the vector subspace {u : uTv = 0,∀v ∈
Col (C (∆x))}. The vector subspaces Col⊥ (C (∆x)) are the singular fade subspaces for the nt transmit
antenna system with the space time code C.
Note 1: Even though the probability that Row(H) is a subspace of one of the singular fade subspaces is
zero, with a non-zero probability Row(H) falls in the neighbourhood of a subspace of one of the singular
fade subspaces, which results in low values of the minimum distance of the effective constellation.
The dimension of the singular fade subspace Col⊥ (C (∆x)) is equal to nt − rank(C (∆x)), while
the transmit diversity order for the pair-wise error event (x → x′),x,x′ ∈ SK equals rank(C (∆x))
[15], where ∆x = x − x′. With every pair-wise error event (x → x′), we can associate a singular
fade subspace Col⊥ (C (∆x)) . Among all the pair-wise error events, those error events for which the
codeword difference matrix has the least rank determine the overall system transmit diversity order.
Equivalently, among all the pair-wise error events, those error events for which the associated singular
fade subspace has the largest dimension will dominate the overall error probability. This is expected
since among all the singular fade subspaces, the probability that Row(H) falls in the neighbourhood of a
subspace of the singular fade subspace, will be the largest for those singular fade subspaces which have
the largest dimension.
If the space time code is such that C (∆x) is full rank for all ∆x 6= 0K, all the singular fade
subspaces Col⊥ (C (∆x)) collapse to be the zero-dimensional trivial singular fade subspace
〈0
0

〉 ,
thereby ensuring a transmit diversity order of nt for all the pair-wise error events.
Example 3: Consider the 2 × 1 MISO system with Alamouti space time code whose design matrix
is given by

 x1 x2
−x∗2 x
∗
1

 . Since the design matrix is full rank for all choices of x1 and x2, the column
space of the codeword difference matrix is always C2 and hence all the singular fade subspaces collapse
to be the zero dimensional trivial singular fade subspace
〈0
0

〉 . Equivalently, all the pair-wise error
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events (x1,x2) → (x′1,x′2) have a transmit diversity order 2. The full rank Alamouti space-time code
removed the effect of all the vector subspaces which were non-trivial singular fade subspaces for the
spatial multiplexing system, thereby increasing the diversity order of all the pair-wise error events from
1 to 2.
Example 4: For a 2a × 2a Generalized Linear Complex Orthogonal Design (GCOD) [16], the design
matrix G2a(x1, x2, . . . xa+1) constructed iteratively is given by,
G2a−1(x1, x2, . . . xa) xa+1I2a−1
−x∗a+1I2a−1 GH2a−1(x1, x2, . . . xa)

 .
The codeword difference matrix for the GCOD is full rank for any signal set. Hence, irrespective of the
signal set, the trivial singular fade subspace 〈02a〉 is the only singular fade subspace for the GCOD.
Example 5: Consider the 4×4 Quasi-Orthogonal Design (QOD) [17], whose codeword matrix is given
by


x1 −x∗2 −x∗3 x4
x2 x
∗
1 −x∗4 −x3
x3 −x∗4 x∗1 −x2
x4 x
∗
3 x
∗
2 x1


. Let ∆xi = xi − x′i. Irrespective of the signal set used, the minimum rank
of the codeword difference matrix for the 4 × 4 QOD is 2. For example, when ∆x1 = ∆x4 = ∆s1
and ∆x2 = −∆x3 = ∆s2, the rank of the codeword difference matrix is 2. Equivalently, there exists a
non-trivial singular fade subspace,
〈[
∆s1 ∆s2 −∆s2 ∆s1
]T
,
[
−∆s∗2 ∆s
∗
1 −∆s
∗
1 −∆s
∗
2
]T〉⊥
.
Note that the 2 ×2 Alamouti code removes the effect of the harmful non-trivial singular fade subspaces
for any signal set. On the other hand, for the 4× 4 QOD there exists non-trivial singular fade subspaces
for any signal set.
In general, a space time code can offer full transmit diversity for some but not all signal sets. In other
words, for some signal set, a space time code might have only the trivial singular fade subspace, while
for some other signal set, the same space time code might have non-trivial singular fade subspaces. For a
space time code which does not offer full transmit diversity for a signal set, there would exist non-trivial
singular fade subspaces. These are illustrated in the following example.
Example 6: Consider the 2× 2 Co-ordinate Interleaved Orthogonal Design (CIOD) [18] whose code-
word matrices are of the form

xR1 + jxI2 0
0 xR2 + jx
I
1

 , where x1, x2 ∈ {±1,±j}. Let ∆xi = xi − x′i.
The codeword difference matrix is not full rank in the following two cases:
Case 1: ∆xR1 = ∆xI2 = 0 and at least one out of ∆xI1 and ∆xR2 is non-zero. For this case, the singular
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fade subspace is given by
〈
1
0


〉
.
Case 2: ∆xI1 = ∆xR2 = 0 and at least one out of ∆xR1 and ∆xI2 is non-zero. For this case, the singular
fade subspace is given by
〈
0
1


〉
.
Hence, there exists the following two non-trivial singular fade subspaces:
〈0
1

〉 and
〈1
0

〉 . However,
when the signal set is ejθ{±1,±j}, where θ is not a multiple of pi4 , the 2× 2 CIOD offers full transmit
diversity. Equivalently, there are no singular fade subspaces other than the trivial singular fade subspace
for the 2× 2 CIOD with the signal set ejθ{±1,±j}, when θ is not a multiple of pi4 .
Example 7: Consider the 4× 4 CIOD [18] whose codeword matrices are of the form

xR1 + jx
I
3 x
R
2 + jx
I
4 0 0
−xR2 + jxI4 xR1 − jxI3 0 0
0 0 xR3 + jx
I
1 x
R
2 + jx
I
4
0 0 −xR4 + jxI2 xR3 − jxI1


,
where x1, x2, x3, x4 ∈ {±1,±j}. For the 4-PSK signal set considered, this STC does not offer full
transmit diversity and there are pair-wise error events which have a transmit diversity order less than 2.
The determinant of the codeword difference matrix for this STC is given by,
(
|∆xR1 |
2 + |∆xI3|
2 + |∆xR2 |
2 + |∆xI4|
2
)(
|∆xR3 |
2 + |∆xI1|
2 + |∆xR4 |
2 + |∆xI2|
2
)
.
Hence the code-word difference matrix is not full rank in the following two cases:
Case 1: ∆xR1 = ∆xI3 = ∆xR2 = ∆xI4 = 0 and at least one out of ∆xI1,∆xR3 ,∆xI2,∆xR4 is non-zero.
For this case, the first two columns of the codeword difference matrices are zeros. The column span of
the codeword difference matrix is
〈[
0 0 1 0
]T
,
[
0 0 0 1
]T〉
and hence the corresponding singular
fade subspace is given by
〈[
1 0 0 0
]T
,
[
0 1 0 0
]T〉
.
Case 2: ∆xI1 = ∆xR3 = ∆xI2 = ∆xR4 = 0 and at least one out of ∆xI1,∆x
Q
3 ,∆x
I
2,∆x
Q
4 is non-
zero. Similar to Case 1, it can be shown that the singular fade subspace for this case is given by〈[
0 0 1 0
]T
,
[
0 0 0 1
]T〉
.
Hence, for the 4 × 4 CIOD, with 4-PSK signal set x1, x2, x3, x4 ∈ {±1,±j}, there exists two non-
trivial singular singular fade subspaces. Similar to the 2×2 CIOD, when the signal set is a rotated 4-PSK
signal set, ejθ{±1,±j}, where θ is not a multiple of pi4 , the 4 × 4 CIOD offers full transmit diversity
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and there are no non-trivial singular fade subspaces.
In general, the 2 × 2 CIOD given in Example 6 and the 4 × 4 CIOD given in Example 7, offer full
diversity for those signal sets for which the Co-ordinate Product Distance (CPD) 1 is non-zero [18].
Equivalently, there are non-trivial singular fade subspaces for the 2× 2 and 4× 4 CIOD, for signal sets
whose CPD is non-zero. In fact, this is true for any Generalized Co-ordinate Interleaved Orthogonal
Design (GCIOD), as illustrated in the next example.
Example 8: Consider the 2a × 2a Generalized Co-ordinate Interleaved Orthogonal Design (GCIOD)
[18] whose codeword design matrix is given by,

G2a−1 (x˜1, . . . , x˜a) 0
0 G2a−1 (x˜a+1, . . . , x˜2a)

 . The complex
number x˜i = xRi + jxI(i+a)2a , where (r)s denotes r modulo s and G2a−1(x1, . . . , xa) is the codeword
matrix of the GCOD [16] of size 2a−1. The determinant of the codeword difference matrix is given by(∑a
i=1(|∆x
R
i |
2 + |∆xI(a+i)2a |
2
) (∑a
i=1(|∆x
I
i |
2 + |∆xR(a+i)2a |
2
)
. The determinant is non-zero for those signal sets
for which the CPD is non-zero and there are no non-trivial singular fade subspaces. For those signal sets
for which the CPD is zero, the determinant becomes zero under the following two cases:
Case 1: ∆xIi = ∆xR(a+i)2a = 0,∀i ∈ {1, . . . , a} and at least one of the elements of the set {∆xRi ,∆xI(a+i)2a ,
1 ≤ i ≤ a} is non-zero. It can be verified that the singular fade subspace for this case is given by
〈e1, e2, . . . , e2a−1〉 , where ei denotes the 2a length vector whose ith component is one and all other
components are zeros.
Case2: ∆xRi = ∆xI(a+i)2a = 0,∀i ∈ {1, . . . , a} and at least one of the elements of the set {∆xIi ,∆xR(a+i)2a ,
1 ≤ i ≤ a} is non-zero. For this case, the singular fade subspace is given by 〈e2a−1+1, . . . , e2a〉 .
III. SINGULAR FADE SUBSPACES FOR THE TWO-WAY RELAYING SCENARIO
In the previous subsection, the notion of singular fade subspaces was introduced and its connection
to the transmit diversity order of the MIMO system with collocated antennas was established. Since the
MA phase of the two-way relaying scenario can be viewed as a virtual 2× 1 MISO system, there exists
singular fade subspaces for this case as well.
In Subsection III-A, the singular fade subspaces for the two-way relaying scenario are identified. The
reason why the adaptive network coding schemes based on the DNF protocol proposed in [6] and [11]-
[12] mitigate the effect of these harmful singular fade subspaces is discussed. In Subsection III-B, it is
1The CPD between two complex numbers x and y is defined to be |xR − yR||xI − yI |. The CPD of a signal set is defined
to minimum among all CPDs between pairs of points in the signal set [18].
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shown that minimizing the harmful effect of these singular fade subspaces can also be achieved by a
proper choice of the DSTC, without any need to adaptively change the network code at R according to
channel conditions.
A. Singular Fade Subspaces for the DNF Protocol
Let ∆xA = xA − x′A and ∆xB = xB − x′B ∈ ∆S. From the discussion in Section II, it follows that
the singular fade subspaces for the DNF protocol are of the form
〈∆xA
∆xB

〉
⊥
=
〈 1
−∆xA
∆xB

〉 . The ratio
−∆xA
∆xB
determines all the singular fade subspaces for the DNF protocol. In [11]- [12], the ratio −∆xA∆xB
was called the singular fade state.
As mentioned earlier in Section II, dim


〈
 1
−∆xA
∆xB


〉
 and the diversity order for the pair-wise error
event that a pair (xA, xB) is wrongly decoded at R as (x′A, x′B) (denoted as (xA, xB) → (x′A, x′B))
are inherently connected. The diversity order for the error event (xA, xB) → (x′A, x′B) is equal to
rank([∆xA ∆xB]) = 1 while dim

〈

 1
−∆xA
∆xB

〉

 = 2− rank([∆xA ∆xB]) = 1.
Let SR(hA, hB) = {hAx˜A + hB x˜B : x˜A, x˜B ∈ S} denote the effective constellation at R. Let
dmin(hA, hB) denote the minimum distance of SR(hA, hB). When [hA hB ]T falls in one of the singular
fade subspaces, dmin(hA, hB) becomes zero. Even though the probability that the vector [hAhB ]T belongs
to a singular fade subspace is zero, dmin(hA, hB) is greatly reduced when [hA hB ]T falls close to a
singular fade subspace, a phenomenon referred as distance shortening. For ∆xA 6= 0 and ∆xB 6= 0,
the CNC algorithm [6] avoids the distance shortening occurring in the neighbourhood of a singular fade
subspace
〈∆xA
∆xB

〉
⊥
, by ensuring that µhA,hB(xA, xB) = µhA,hB(x′A, x′B), i.e., R does not distinguish
the pairs (xA, xB) and (x′A, x′B), which are said to be clustered together. In fact, for every realization of
[hAhB ] (not necessarily in the neighbourhood of singular fade subspaces), the CNC algorithm chooses
the network coding map which results in the best distance profile at R by appropriate clustering of the
signal points. The scheme proposed in [11]- [12] avoids distance shortening in the neighbourhood of
singular fade subspaces by proper choice of clustering for only the singular fade subspaces and not for
every realization of the channel fade coefficients.
Consider the two singular fade subspaces:
〈 0
∆xB

〉
⊥
=
〈1
0

〉 and
〈∆xA
0

〉
⊥
=
〈0
1

〉 . The
distance shortening which occurs in the neighbourhood of these singular fade subspaces is unavoidable,
since the pairs (xA, xB) and (xA, x′B) (and also the pairs (xA, xB) and (x′A, xB)) which result in these
singular fade subspaces cannot be clustered together without violating the exclusive law. Such singular
fade subspaces are referred as the non-removable singular fade subspaces. The dimension of these singular
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fade subspaces is one or equivalently, the error events (xA, xB) → (xA, x′B) and (xA, xB) → (x′A, xB)
always result in diversity order one. The singular fade subspaces other than the non-removable singular
fade subspaces are referred as the removable singular fade subspaces.
The removable singular fade subspaces are of the form
〈
 1
−∆xA
∆xB


〉
,∆xA 6= 0,∆xB 6= 0, which are
dependent on the signal set S used. The non-removable singular fade subspaces are
〈
1
0


〉
and
〈
0
1


〉
,
which are independent of the signal set used. Owing to the presence of non-removable singular fade
subspaces, the overall diversity order of the DNF protocol cannot exceed one.
From the discussion above, it is clear that there are two classes of singular fade subspaces: removable
and non-removable. The non-removable singular fade spaces are created by the channel and is independent
of the signal set used. Whatever may be the choice of the network code, the harmful effects of these
non-removable singular fade subspaces cannot be mitigated. The harmful effect of the removable singular
fade subspaces, which are created by the signal set, can be removed by a proper choice of the adaptive
network coding map at R, as in [6] and [11]– [12].
To sum up, in the DNF protocol, the transmissions from the nodes A and B are allowed to interfere at
R and the effect of MAI is effectively mitigated by adaptively changing the network coding map, thereby
removing the harmful effect of all the removable singular fade subspaces.
B. Singular Fade Subspaces for the DSTC Scheme
Let∆xA = xA−x′A and∆xB = xB−x′B ∈ ∆S2. ThenC(∆xA,∆xB) = C(xA,xB)−C(x′A,x′B)
denotes a codeword difference matrix of the DSTC, where C(xA,xB) is the codeword matrix of the
DSTC defined in (1). From the discussion in Section II, it follows that the singular fade spaces for the
proposed DSTC scheme are of the form Col⊥ (C (∆xA,∆xB)) .
Consider the singular fade subspaces of the form Col⊥ (C (02,∆xB)) and Col⊥ (C (∆xA,02)) ,
where ∆xA,∆xB 6= 02. The first row of the matrix C (02,∆xB) has both the entries to be zero.
Hence, Col (C (02,∆xB)) =
〈[
0
1
]〉
and the singular fade subspace Col⊥ (C (02,∆xB)) =
〈[
1
0
]〉
.
By a similar reasoning, Col⊥ (C (∆xA,02)) =
〈[
0
1
]〉
.
If the DSTC codeword matrices are such that rank(C(∆xA,∆xB)) = 2, ∀∆xA 6= 02 and∆xB 6= 02,
all the singular fade subspaces Col⊥ (C (∆xA,∆xB)) collapse to be the trivial singular fade subspace
〈02〉 . Equivalently, all the pair-wise error events C(xA,xB) → C(x′A,x′B),xA 6= x′A,xB 6= x′B, have
diversity order 2. Hence, for a properly chosen DSTC, other than the trivial singular fade subspace, the
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singular fade subspaces are only the two non-removable singular fade subspaces, while for the DNF
protocol, in addition, we had the removable singular fade subspaces. In this way, by a proper choice
of DSTC, the occurrence of the removable singular fade subspaces is avoided at the transmitting nodes
itself, without any CSIT.
Hence, we have the following design criterion referred as the singularity minimization criterion for
DSTCs for two-way relaying: The DSTC codeword difference matrices C(∆xA,∆xB) need to be full
rank for all ∆xA 6= 02 and ∆xB 6= 02, to minimize the number of singular fade subspaces. DSTCs
satisfying the above criterion are referred as the singularity minimal DSTCs.
Hence for a DSTC which is singularity minimal, the only error events which result in diversity order 1
are of the form C(xA,xB)→ C(xA,x′B),x′B 6= xB and C(xA,xB)→ C(x′A,xB),x′A 6= xA. Hence,
the overall coding gain is equal to minimum among all the non-zero singular values of the codeword
difference matrices which are of the form C(02,∆xB) and C(∆xA,02) [15]. Note that the matrices
C(02,∆xB) and C(∆xA,02) are of rank 1 and have only one non-zero singular value. We have
the following coding gain criteria for singularity minimal DSTCs: the minimum among all the non-zero
singular values of the codeword difference matrices which are of the form C(02,∆xB) and C(∆xA,02)
needs to be maximized.
Example 9: Consider the DSTC

xA1 0
0 xB1

 . This DSTC is nothing but the scheme where A and B
transmit in separate time slots, making sure that their transmissions do not interfere at the relay. Even
though this DSTC avoids all the removable singular fade subspaces, the end-to-end rate in complex
symbols per channel use is less than that of the DNF protocol.
C. A Construction of Singularity Minimal DSTCs for Algebraic Signal Sets
A signal set is said to be algebraic if all the signal points of the signal set are algebraic numbers over
Q 2. All the commonly used signal sets like QAM and PSK are algebraic signal sets. In this subsection,
a class of DSTCs which are singularity minimal for algebraic signal sets is provided. Let

a b
c d

 be
a full rank complex matrix. Consider the class of DSTCs whose codeword matrices are of the form
C(xA,xB) =
[
a(xA1 + e
jxA2) b(xA1 + e
jxA2)
c(xB1 + e
jxB2) d(xB1 + e
jxB2)
]
.
Proposition 1: The class of DSTCs whose codeword design matrices are of the form given above are
singularity minimal for all algebraic signal sets.
2A number is said to be algebraic over Q if there exists a polynomial with coefficients from Q of which the number is a
root. If there does not exist a polynomial with coefficients from Q of which the number is a root, the number is said to be
transcendental [19].
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Proof: The proof is as follows: For∆xA 6= 02 and∆xB 6= 02, at least one of the two components of
∆xA as well as∆xB should be non-zero. Hence, (∆xA1+ej∆xA2) 6= 0 and (∆xB1+ej∆xB2) 6= 0, since
ej is transcendental 3 whereas ∆xA1 ,∆xA2 ,∆xB1 and ∆xB2 are algebraic over Q. The codeword differ-
ence matrix C(∆xA,∆xB) is full rank for all ∆xA 6= 0 and ∆xB 6= 0, since det(C(∆xA,∆xB)) =
(ad− bc)(∆xA1 + ej∆xA2)(∆xB1 + ej∆xB2) 6= 0.
Example 10: Consider the case when

a b
c d

 =

1 0
0 1

 . Let 4-PSK be the signal set used at A and
B. The DSTC codeword matrix for this case is given by, C(xA,xB) =

(xA1 + ejxA2) 0
0 (xB1 + e
jxB2)

 . A
and B are made to transmit in two different time slots which results in low decoding complexity at R,
since A’s and B’s transmissions can be decoded independently. It can be verified that the coding gain for
this DSTC is approximately 0.6877.
Example 11: Consider the case when

a b
c d

 =

 1 1
−1 1

 . Let 4-PSK be the signal set used at A and B.
The DSTC codeword matrix for this case is given by, C(xA,xB) = 1√2
[
(xA1 + e
jxA2) (xA1 + e
jxA2)
−(xB1 + e
jxB2) (xB1 + e
jxB2)
]
.
The scaling factor of 1√
2
is to ensure unit average energy per symbol per time slot. It can be verified that
the coding gain for this DSTC is approximately 0.6877, same as that of the DSTC given in Example 10.
The coding gain of the DSTCs given in Examples 10 and 11 is approximately 0.6877, which is less
than the minimum distance of the unit energy 4-PSK signal set, which is
√
2. In the next section, it is
shown that for DSTCs over square QAM and 2λ-PSK signal sets, the coding gain is upper bounded by
the minimum distance of the signal set and explicit DSTC constructions which achieve this bound with
equality are provided.
IV. SINGULARITY MINIMAL, CODING GAIN MAXIMAL DSTCS OVER QAM AND PSK SIGNAL SETS
In this section, it is shown that the coding gain of the DSTCs over square QAM and 2λ-PSK signal
sets are upper-bounded by the minimum distance of the signal set. In Subsection IV-A, a condition under
which a singularity minimal DSTC over square QAM and 2λ-PSK signal set meets the upper bound with
equality is obtained and explicit constructions of DSTCs are provided. In Subsection IV-B, the constructed
DSTC’s are shown to be fast ML decodable, i.e., the ML decoding complexity of the constructed DSTCs
is shown to be less than the brute-force decoding complexity which is O(M4).
Note that the generator matrices MA and MB at A and B should be such that the average energy per
time slot is unity, i.e., E(‖ xAMA ‖2) ≤ 2 and E(‖ xBMB ‖2) ≤ 2.
3By Lindemann-Weierstrass theorem [19], ejq is transcendental for all q ∈ Q.
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Lemma 1: For singularity minimal DSTC over S, where S is a square QAM or 2λ-PSK signal set,
the coding gain is upper bounded by the minimum distance of the signal set S.
Proof: See Appendix A.
In the following subsection, the condition under which the upper-bound given in the previous lemma is
satisfied with equality is identified and explicit construction of DSTCs are provided.
A. Constructions of Singularity Minimal, Coding Gain Maximal DSTCs over QAM and PSK signal sets
The following proposition states that for DSTCs over S, choosing MA and MB to be unitary matrices
ensures that the upper-bound on the coding gain is satisfied with equality, for QAM and PSK signal sets.
Proposition 2: For singularity minimal DSTCs over square QAM or 2λ-PSK signal sets, the coding
gain is maximized when the generator matrices MA and MB at A and B are unitary matrices.
Proof: When MA and MB are unitary matrices, ‖∆xAMA ‖=‖∆xA ‖ and also ‖∆xBMB ‖=
‖∆xB ‖ . Hence, min
∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖= min
∆xA1∈∆S,∆xA1 6=0
|∆xA1 | = dmin(S) and similarly
min
∆xB∈∆S2,
∆xB 6=02
‖∆xBMB ‖= dmin(S), where dmin(S) denotes the minimum distance of S.
The coding gain of the DSTC is the minimum among all the non-zero singular values of the codeword
difference matrices which are of the form C(02,∆xB) and C(∆xA,02), i.e., the coding gain is equal
to min

 min∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖, min
∆xB∈∆S2,
∆xB 6=02
‖∆xBMB ‖

 , which is equal to dmin(S).
In the following examples, constructions of singularity minimal DSTCs whose generator matrices are
unitary are provided.
Construction 1: Consider the DSTC over S for which MA = 1√
5

 α α¯
αφ α¯φ¯

 and MB = 1√
5

 jα α¯
jαφ α¯φ¯

 ,
where φ = 1+
√
5
2 , φ¯ =
1−√5
2 , α = 1 + j − jφ and α¯ = 1 + j − jφ¯. The DSTC codeword matrix is of
the form C(xA,xB) =
[
xAMA
xBMB
]
. The codeword difference matrix C(∆xA,∆xB) is full rank for all
∆xA 6= 0 and ∆xB 6= 0, when the signal points belong to Z[j] [20]. Hence the DSTC is singularity
minimal for all signal sets whose signal points belong to Z[j]. Also, since MA and MB are unitary, for
square QAM signal set, the DSTC maximizes the coding gain.
Note 2: The DSTC given in Construction 1 was constructed in [20] towards satisfying the design
criterion formulated in [21] for the two-user non-cooperative Multiple Access Channel (MAC). In [20],
the DSTC given in the above example was shown to be DMT optimal for two-user MAC.
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Construction 2: Consider the DSTC for which MA = I2 and MB =

cosφg − sinφgejθ
sinφg cosφge
jθ

 , where
φg = tan
−1√5. The DSTC codeword matrix C(xA,xB) is given by,
 xA1 xA2
xB1 cosφg + xB2 sinφg e
jθ(−xB1 sinφg + xB2 cosφg)

 .
For a complex number a, let Q(a) denote the smallest field containing Q and a. It is shown in Lemma
2 below that choosing θ = pi4 ensures singularity minimality for signal sets (for example QAM) whose
signal points belong to Q(j) and choosing θ = pi2λ ensures singularity minimality for signal sets (for
example 2λ-PSK) whose signal points belong to Q(ej 2pi2λ ). Also, since MA and MB are unitary, this
DSTC maximizes the coding gain, for square QAM and 2λ-PSK signal sets. The advantage of this
construction over Construction 1 is that encoding at node A is simple, since it does not involve any
linear combination of xA1 and xA2 .
Lemma 2: For the DSTC given in construction 2, choosing θ = pi4 ensures singularity minimality for
signal sets whose points belong to Q(j) and choosing θ = pi2λ ensures singularity minimality for signal
sets whose signal points belong to Q(ej
2pi
2λ ).
Proof: The proof is given for the case when the signal points belong to Q(j). The proof for the
case when the signal points belong to Q(ej
2pi
2λ ) is exactly similar and is omitted.
Let ∆xAi = xAi − x′Ai and ∆xBi = xBi − x′Bi , where xAi , x′Ai , xBi , x′Bi ∈ S ⊂ Q(j). and i ∈ {1, 2}.
To prove singularity minimality, it needs to be shown that when at least one out of ∆xA1 and ∆xA2
(∆xB1 and ∆xB2) is non-zero, the codeword difference matrix is full rank. The ratios ∆xB1∆xB2 and −
∆xB2
∆xB1
belong to Q(j) while tanφg =
√
5 does not belong to Q(j). Hence, ∆xB1 cosφg + ∆xB2 sinφg 6= 0
and −∆xB1 sinφg + ∆xB2 cosφg 6= 0. Since sinφg =
√
5√
6
and cosφg = 1√6 , ∆xA2(∆xB1 cosφg +
∆xB2 sinφg) and ∆xA1(−∆xB1 sinφg + ∆xB2 cosφg) belong to Q(j,
√
5,
√
6), where Q(j,
√
5,
√
6)
denotes the smallest filed containing Q, j,
√
5 and
√
6. The determinant of the codeword difference
matrix is given by,
∆xA1e
j pi
4 (−∆xB1 sinφg +∆xB2 cosφg)−∆xA2(∆xB1 cosφg +∆xB2 sinφg).
The determinant is non-zero since the ratio ∆xA2(∆xB1 cos φg+∆xB2 sinφg)∆xA1(−∆xB1 sinφg+∆xB2 cosφg) belongs to Q(j,
√
5,
√
6), while
ej
pi
4 does not belong to Q(j,
√
5,
√
6).
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B. Decoding Complexity of Singularity Minimal, Maximal Coding Gain DSTCs over S
After the two MA phases, R jointly decodes for the two message vectors xA and xB of A and B
respectively. In general, the complexity of this joint ML decoding at R is O(M4), where M is the
cardinality of the signal set S. The choice of the generator matrices MA and MB being unitary not
only maximizes the coding gain for QAM and PSK signal sets, but also results in a reduced decoding
complexity at R.
The following proposition states that when conditional ML decoding [22], [23] is employed, the
decoding complexity of the DSTCs constructed in the previous section for which the generator matrices
MA and MB are unitary is O(M3) for any arbitrary signal set and is O(M2) for square QAM signal
set. Note that the brute force decoding complexity is O(M4).
Proposition 3: When the generator matrices of the singularity minimal DSTC over S are unitary, the
decoding complexity using conditional ML decoding is O(M3) when the signal set S is arbitrary and is
O(M2) when the signal set S is square QAM.
Proof: See Appendix B.
Compared with the DNF protocol, the decoding complexity is more for singularity minimal coding
gain maximal DSTCs over S. For the DNF protocol, the decoding complexity is O(M2) for non square
QAM signal sets while it is O(M) for square QAM signal set 4. As indicated by the simulation results in
the next section, the proposed DSTC offers slightly better performance than the adaptive network coding
scheme and eliminates the need for adaptive switching of network coding maps at R. But this comes at
the cost of increased decoding complexity at R.
V. SIMULATION RESULTS
All the simulation results presented are for the case when the end nodes use 4-PSK signal set. By ‘DSTC
1’ and ‘DSTC 2’ we refer to the DSTCs given in Construction 1 and Construction 2 respectively. As a
reference scheme, we consider the scheme in which XOR network code is used irrespective of channel
conditions and no DSTC is employed, which is referred as ‘XOR N/W code’. Assuming unit noise
variances at all the nodes, the average energies of the transmissions at the nodes, which are assumed to
be equal, is defined to be the Signal to Noise Ratio (SNR). The proposed DSTC scheme is also compared
with the adaptive network coding schemes proposed in [6] and [11]- [12]. Since for 4-PSK signal set, the
adaptive network coding scheme based on the Nearest Neighbour Clustering (NNC) algorithm proposed
4For the DNF protocol, with QAM signal set, conditioning on xA, xB can be decoded with constant decoding complexity
by rounding off to the nearest integer, which results in an overall decoding complexity of O(M).
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in [6] and the scheme based on Latin Squares proposed in [11]- [12] turn out to be the same, without
distinguishing them we refer to both as ‘adaptive N/W code’. Fig. 2 shows the SNR vs BER performance
for different schemes for the case when all the fading coefficients are i.i.d. and Rayleigh distributed. In
Fig. 3 and Fig. 4 similar plots are shown for a Rician fading scenario with Rician factors 5 of 0 dB and
5 dB respectively. From Fig. 2-4, it can be seen that the diversity order is one for all the schemes. Also,
it can be seen that at high SNR, both ‘DSTC 1’ as well as ‘DSTC 2’ offer nearly the same performance
and they perform better than the ‘XOR N/W code’ as well as the ‘adaptive N/W code’. For a Rayleigh
fading scenario, at high SNR, the DSTCs offer a gain of 2 dB over ‘XOR N/W code’ while the ‘adaptive
N/W code’ offers a gain of about 0.5 dB over the ‘XOR N/W code’. For a Rician factor of 0 dB, at high
SNR, the DSTCs offer a gain of 2 dB over ‘XOR N/W code’ while the ‘adaptive N/W code’ offers a gain
of about 1.2 dB over the ‘XOR N/W code’. For a Rician factor of 5 dB, at high SNR, the DSTCs offer
a gain of 5.5 dB over ’XOR N/W code’ while the ‘adaptive N/W code’ offers a gain of about 4 dB over
the ‘XOR N/W code’. The reason why the DSTC based scheme performs better than the adaptive N/W
coding scheme is as follows: during the BC phase always a 4 point signal set is used for the DSTC based
scheme, while depending on channel conditions 4 point or 5 point signal set is used for the adaptive
network coding scheme [6], [11].
VI. DISCUSSION
A DSTC scheme was proposed for the two-way relaying scenario. It was shown that deep channel
fades occur when the channel fade coefficient vector falls in a finite number of vector subspaces called the
singular fade subspaces. The connection between the dimension of these vector subspaces and the transmit
diversity order was established. Design criterion to minimize the number of singular fade subspaces for
the DSTC scheme and maximize the coding gain were obtained. Explicit low decoding complexity
constructions of DSTCs were provided. The problem of constructing singularity minimal DSTCs with
decoding complexity same as that of the DNF protocol, without sacrificing the coding gain, remains
open. Extending the DSTC scheme for two-way relaying with multiple antennas and multi-way relaying
are possible directions for future work.
ACKNOWLEDGEMENT
This work was supported partly by the DRDO-IISc program on Advanced Research in Mathematical
Engineering through a research grant as well as the INAE Chair Professorship grant to B. S. Rajan.
5Rician factor is the power ratio between the line of sight and scattered components.
October 19, 2018 DRAFT
22
REFERENCES
[1] S. Zhang, S. C. Liew and P. P. Lam, “Hot topic: Physical-layer Network Coding”, ACM MobiCom ’06, pp. 358–365,
Sept. 2006.
[2] P. Popovski and H. Yomo, “The AntiPackets Can Increase the Achievable Throughput of a Wireless MultiHop Network”,
IEEE ICC 2006, Istanbul, Turkey, June 2006.
[3] S. J. Kim, P. Mitran and V. Tarokh, “Performance Bounds for Bidirectional Coded Cooperation Protocols”, IEEE Trans.
Inf. Theory, Vol. 54, pp.5235–5241, Nov. 2008.
[4] P. Popovski and H. Yomo, “Physical Network Coding in Two-Way Wireless Relay Channels”, IEEE ICC, Glasgow,
Scotland, June 2007.
[5] L. Song, Y. Li, A. Huang, B. Jiao and A. V. Vasilakos, “Differential Modulation for Bidirectional Relaying With Analog
Network Coding”, IEEE Trans On Signal Processing, Vol. 58, No. 7, July 2010.
[6] T. Koike-Akino, P. Popovski and V. Tarokh, “Optimized constellation for two-way wireless relaying with physical network
coding”, IEEE Journal on selected Areas in Comm., Vol. 27, pp. 773–787, June 2009.
[7] T. Koike-Akino, P. Popovski and V. Tarokh, “Denoising strategy for convolutionally-coded bidirectional relaying”, IEEE
ICC 2009, Dresden, Germany, June 2009.
[8] B. Hern and K. Narayanan, “Multilevel Coding Schemes for Compute-and-Forward”, IEEE ISIT, St. Petersburg, Russia,
July 2011.
[9] M. P. Wilson and K. Narayanan, “Power Allocation Strategies and Lattice Based Coding schemes for Bi-directional
relaying”, IEEE ISIT, Seoul, Korea, July 2009.
[10] T. Koike-Akino, “Adaptive Network Coding in Two-Way Relaying MIMO systems”, IEEE Globecom 2010.
[11] Vishnu Namboodiri, Vijayvaradharaj Muralidharan and B. Sundar Rajan, “Wireless Bidirectional Relaying and Latin
Squares,” IEEE WCNC 2012, Paris, France, April 2012 (available online at arXiv: 1110.0084v2 [cs.IT], 16 Nov. 2011).
[12] Vijayvaradharaj Muralidharan, Vishnu Namboodiri, and B. Sundar Rajan, “Channel Quantization for Physical Layer
Network-Coded Two-Way Relaying,” IEEE WCNC 2012, Paris, France, April 2012 (available online at arXiv: 1109.6101v2
[cs.IT], 16 Nov. 2011).
[13] Vijayvaradharaj T. Muralidharan and B. Sundar Rajan, “Wireless Network Coding for MIMO Two-way Relaying using
Latin Rectangles”, available online at arxiv: 1201.4477v1 [cs.IT], 21 Jan. 2012.
[14] T. Cui, F. Gao, T. Ho and A. Nallanathan, “Distributed SpaceTime Coding for Two-Way Wireless Relay Networks,” IEEE
Trans. on Signal Processing, Vol. 57, No. 2, Feb. 2009.
[15] V. Tarokh, N. Seshadri and A. R. Calderbank, “SpaceTime Codes for High Data Rate Wireless Communication:
Performance Criterion and Code Construction,” IEEE Trans. On Info. Theory, Vol. 44, No. 2, March 1998.
[16] W. Su and X.-G.Xia, “On Space Time Block Codes from Complex Orthogonal Designs,” Wireless pers. Commun., Vol.
25, No. 1, pp. 1-26, Apr. 2003.
[17] Hamid Jafarkhani, “A Quasi-Orthogonal SpaceTime Block Code,” IEEE Trans. Commmun., Vol. 49, pp. 1-4, Jan 2001.
[18] Md. Zafar Ali Khan and B. Sundar Rajan, “Single-Symbol Maximum Likelihood Decodable Linear STBCs,” IEEE Trans.
on Info. Theory, Vol. 52, No. 5, May 2006.
[19] N. Jacobson, Basic Algebra I, 2nd edition, New York:W. H. Freeman, 1985.
[20] Maya Badr and Jean-Claude Belfiore, “Distributed Space-Time Block Codes for the non-cooperative Multiple Access
Channel,” Int. Zurich Seminar on Communications (IZS), March 12-14, 2008.
[21] M. Gartner and H. Bolcskei, “Multiuser space-time/frequency code design,” ISIT 2006, Seattle, pp. 28192823, 2006.
October 19, 2018 DRAFT
23
[22] E. Biglieri, Y. Hong and E. Viterbo, “On Fast-Decodable Space-Time Block Codes,” IEEE Trans. Inf. Theory, vol. 55,
no. 2, pp. 524-530, Feb. 2009.
[23] K. Pavan Srinath and B. Sundar Rajan, “Low ML Decoding Complexity, Large Coding Gain, Full Rate, Full-Diversity
STBCs for 2 × 2 and 4 × 2 MIMO systems,” IEEE Journal of Selected Topics in Signal Processing, Vol. 3, No.6,
December 2009.
APPENDIX A
PROOF OF LEMMA 1
Since MAMHA is Hermitian, it is unitarily diagonalizable, i.e., MAMHA = UAΛAUHA, where UA is a
unitary matrix and ΛA is a diagonal matrix with diagonal entries denoted as λA1 and λA2 . Note that λA1
and λA2 are non-negative since MAMHA is positive semi-definite. Let MA =

a11 a12
a21 a22

 . We have,
E(‖ xAMA ‖
2) = |a11|
2E(|xA1 |
2)+ |a12|
2E(|xA2 |
2)+ |a21|
2E(|xA1 |
2)+ |a22|
2E(|xA2 |
2) = |a11|
2+ |a12|
2+ |a21|
2+ |a22|
2,
since E(xA1x∗A2) = E(xA2x
∗
A1
) = 0 for square QAM and 2λ-PSK signal sets. Since E(‖ xAMA ‖2) ≤ 2,
we have |a11|2 + |a12|2 + |a21|2 + |a22|2 = Trace(MAMAH) = λA1 + λA2 ≤ 2.
The coding gain of the DSTC is the minimum among all the non-zero singular values of the codeword
difference matrices which are of the form C(02,∆xB) and C(∆xA,02), i.e., the coding gain is equal
to min

 min∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖, min
∆xB∈∆S2,
∆xB 6=02
‖∆xBMB ‖

 .
Let dmin(S) denote the minimum distance of the signal set S.
Consider ‖ ∆xAMA ‖2= ∆xAMAMAH∆xAH = ∆x˜AΛA∆x˜AH = λA1 |∆x˜A1 |2 + λA2 |∆x˜A2 |2,
where ∆x˜A =∆xAUA , [∆x˜A1 ∆x˜A2 ].
Let uA1 = [uA11 uA12 ] and uA2 = [uA21 uA22 ] denote the rows of UA. For ∆xA = [∆xA1 0],
‖∆xAMA ‖2= |∆xA1 |2(|uA11 |2λA1 + |uA12 |2λA2).
Hence, we have, min
∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖
2≤ d2min(S)(|uA11 |
2
λA1 + |uA12 |
2
λA2). Similarly, we have,
min
∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖
2≤ d2min(S)(|uA21 |
2
λA1 + |uA22 |
2
λA2). SinceUA is unitary |uA11 |2 = |uA22 |2 and |uA12 |2 =
|uA21 |2. Therefore, we have,
min
∆xA∈∆S2,
∆xA 6=02
‖∆xAMA ‖
2 ≤ d2min(S)min{(|uA11 |
2
λA1 + |uA12 |
2
λA2), (|uA11 |
2
λA2 + |uA12 |
2
λA1)}. (4)
Since UA is unitary, |uA11 |2 = 1 − |uA12 |2. For a given λA1 and λA2 , the upper-bound in (4) is
maximized over all |uA11 |2 when the two terms inside min are equal, i.e., |uA11 |2λA1 + |uA12 |2λA2 =
|uA11 |2λA2 + |uA12 |2λA1 , for which |uA11 |2 = 12 and this maximum value is equal to d2min(S)
(λA1+λA2)
2 .
Since, λA1 + λA2 ≤ 2, the maximum value of the upper-bound in (4) is less than or equal to d2min(S).
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Hence, min
∆xB∈∆S2,
∆xB 6=02
‖∆xAMA ‖ ≤ dmin(S). Similarly, it can be shown that min
∆xA∈∆S2,
∆xB 6=02
‖∆xBMB ‖ is
also upper-bounded by dmin(S). Hence, the coding gain of the DSTC over square QAM or 2λ-PSK
signal set is upper-bounded by dmin(S). This completes the proof.
APPENDIX B
PROOF OF PROPOSITION 3
To prove the proposition, we adopt a procedure similar to the one used in [23].
Let y˜R = [yRR1 y
I
R1
yRR2 y
I
R2
]T , x˜ = [xRA1 x
I
A1
xRA2 x
I
A2
xRB1 x
I
B1
xRB2 x
I
B2
]T and z˜R = [zRR1 z
I
R1
zRR2 z
I
R2
]T .
The vector y˜R can be written as y˜R = Heqx˜+ z˜R, where Heq is a 4× 8 real matrix whose entries are
functions of hA and hB , determined by the DSTC. Using QR decomposition, the matrix Heq can be
decomposed as Heq = QR, where Q ∈ R4×4 is a orthogonal matrix and R ∈ R4×8 can be written as
[R1 R2], with R1,R2 ∈ R4×4, R1 being an upper-triangular matrix. The joint ML decoding metric at
R is given by ‖ y˜R −Heqx˜ ‖=‖ QTy˜R −Rx˜ ‖=‖ y′R −Rx˜ ‖, where y′R = QTy˜R.
For a singularity minimal DSTC over S, let the generator matrices be MA = UA and MB = UB,
where UA and UB are unitary matrices. Let uAi and uBi denote the ith rows of UA and UB
respectively. Then the weight matrices of the DSTC defined in (2) are given by, WRAi = jWIAi =[
uAi
0T2
]
and WRBi = jW
I
Bi
=
[
0T2
uBi
]
. We have, WRA1W
I
A1
H
=
[
uA1
0T2
] [
juHA1 02
]
=
[
j 0
0 0
]
and sim-
ilarly, WIA1W
R
A1
H
=
[
−j 0
0 0
]
. Hence, WRA1W
I
A1
H
+WIA1W
R
A1
H
= O2, where O2 denotes the
2 × 2 null matrix. Also, WRA1WRA2
H
= O2, since uA1 and uA2 are orthogonal vectors. Hence,
WRA1W
R
A2
H
+WRA2W
R
A1
H
= O2. Similarly, using the fact that UA and UB are unitary matrices,
it can be shown that the following pairs of matrices are also Hurwitz-Radon orthogonal6: {WRA1 ,WIA2},
{WIA1 ,WRA2}, {WIA1 ,WIA2}, {WRA2 ,WIA2}, {WRB1 ,WIB1}, {WRB1 ,WRB2}, {WRB1 ,WIB2}, {WIB1 ,
WRB2}, {WIB1 ,WIB2}, {WRB2 ,WIB2}.
Let x˜i denote the ith component of the vector x˜. The ith and jth columns of Heq are orthogonal and
hence the (i, j)th entry of R (i ≤ j) is zero for all realizations of hA and hB , if and only if the weight
matrices of the DSTC corresponding to the symbols x˜i and x˜j are Hurwitz-Radon orthogonal (follows
from Theorem 2, [23])7. Hence the matrix R is of the form given below.
6Two matrices M1 and M2 are said to be Hurwitz-Radon orthogonal if M1MH2 +M2MH1 = 0.
7Theorem 2 in [23] proves only the ‘if’ part. However, following an approach similar to the proof given in [23], it is easy to
show that the weight matrices of the DSTC corresponding to the symbols x˜i and x˜j need to be Hurwitz-Radon orthogonal, for
the (i, j)th entry of R (i ≤ j) to be zero for all realizations of hA and hB , and hence the ‘only if’ part also holds.
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R =


∗ 0 0 0 ∗ ∗ ∗ ∗
0 ∗ 0 0 ∗ ∗ ∗ ∗
0 0 ∗ 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗ ∗

 (5)
Note that ∗ denotes possible non-zero entries. The claim is that all the entries denoted by ∗ are non-
zeros. It is clear that all the diagonal entries are non-zeros. For the (1, 5)th entry in (5) to be a zero,
WRA1W
R
B1
H
+WRB1W
R
A1
H
=
[
0 uA1u
H
B1
uB1u
H
A1
0
]
= 0, which implies that uA1 and uB1 are orthogonal
vectors. Then the vector uB1 should belong to the one-dimensional subspace which is orthogonal to uA1 .
Since uA2 also belongs to this one-dimensional subspace and both uB1 as well as uA2 are of unit norm,
uB1 = e
jθuA2 , for some angle θ. In that case, the DSTC codeword difference matrix is of the form[
∆xA1uA1 +∆xA2uA2
∆xB1e
jθ
uA2 +∆xB2uB2
]
, which is not full rank when ∆xA2 ,∆xB1 6= 0, ∆xA1 = ∆xB2 = 0 and hence
the singularity minimization criterion is violated. Hence, (1, 5)th entry shown by ∗ in (5) is non-zero. By
a similar argument, it can be shown that the other non-diagonal entries denoted by ∗ in (5) are non-zeros.
From the matrix R given in (5), it can be seen that conditioning on the variables xB1 and xB2 , the
symbols xA1 and xA2 can be decoded independently [23]. Since the total number of choices for xB1 and
xB2 is M2 and independently decoding xA1 and xA2 requires 2M computations, the decoding involves
2M3 computations and hence the decoding complexity at R is O(M3).
For square QAM signal sets, the decoding complexity can be further reduced, since the real and
imaginary parts independently take values. From (5), it can be seen that conditioning on xB1 and xB2 ,
the real and imaginary parts of xA1 as well as xA2 can be decoded independently. Since decoding the
real and imaginary points of a signal point in QAM signal set is of constant complexity independent of
M (decoding can be done by rounding off to the nearest integer [23]), the ML decoding complexity is
O(M2) for square QAM signal sets. This completes the proof.
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(a) MA Phase (b) BC Phase
Fig. 1. Wireless two-way relaying
5 10 15 20 25 30 35
10−3
10−2
10−1
SNR in dB
B
E
R
 
 
XOR N/W Code
Adaptive N/W Code
DSTC 1
DSTC 2
Fig. 2. SNR vs BER for different schemes for 4-PSK signal set for a Rayleigh fading scenario.
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Fig. 3. SNR vs BER for different schemes for 4-PSK signal set for a Rician fading scenario with a Rician factor 0 dB.
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Fig. 4. SNR vs BER for different schemes for 4-PSK signal set for a Rician fading scenario with a Rician factor 5 dB.
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