Results from outdoor acoustic measurements performed in a railway site near Reims in France in May 2010 are compared to those obtained from a finite-difference time-domain solver of the linearized Euler equations. During the experiments, the ground profile and the different ground surface impedances were determined. Meteorological measurements were also performed to deduce mean vertical profiles of wind and temperature. An alarm pistol was used as a source of impulse signals and three microphones were located along a propagation path. The various measured parameters are introduced as input data into the numerical solver. In the frequency domain, the numerical results are in good accordance with the measurements up to a frequency of 2 kHz. In the time domain, except a time shift, the predicted waveforms match the measured waveforms with a close agreement.
I. INTRODUCTION
Outdoor sound propagation problems are in most of the cases complex, because they involve multiphysics phenomena linked to the inhomogeneities of the atmosphere or to the interaction of acoustic waves with the ground. Thus, numerical simulations are necessary to accurately predict acoustic propagation above a realistic site. In particular, time-domain approaches are an active field of research. Many recent studies were concerned with the introduction of numerical methods (Salomons et al., 2002; Ostashev et al., 2005; Hornikx et al., 2010) , modeling of ground effects (Wilson et al., 2007; Cott e et al., 2009; Guillaume et al., 2011) , and direct applications (Van Renterghem and Botteldooren, 2003; Heimann, 2010) . Among them, a finitedifference time-domain solver was proposed to treat outdoor sound propagation in a complex environment by the present authors (Dragna et al., 2013) . In this work, curvilinear coordinates were employed to deal with non-flat terrain. The time-domain impedance boundary condition proposed by Cott e et al. (2009) was implemented at the ground to account for reflection over impedance surfaces. This solver was validated against test cases dealing with diffraction by cylindrical or spherical impedance surfaces.
In the present paper, results obtained with the timedomain numerical solver are compared to experimental data in both the frequency domain and time domain. The main objective is to show that time-domain approaches allow one to consider realistic outdoor sound propagation problems with complex meteorological conditions and ground surfaces. The outdoor acoustic measurements were carried out in La Veuve, France in May 2010 on a railway site. The impulse signals of the acoustic pressure generated using pistol shots were recorded at three microphones along a line. This line determines the sound propagation path along which the sound field has been studied. The ground characteristics, which are the topography and the ground surface impedances, and the meteorological conditions were determined in situ. This study is related to previous research done on the propagation of impulse signals in the atmosphere by Cramond and Don (1985) and by Albert and Orcutt (1989) .
The paper is organized as follows. In Sec. II, the experimental site is described. Measurements of the ground profile, the acoustic characteristics of the ground, and the meteorological conditions are reported. The values of the deduced parameters are discussed, especially for the ballast surface. In Sec. III, the numerical solver is presented. Comparisons of the acoustic pressure determined from the experiments and from the numerical simulations are shown at three receivers in both frequency and time domains. The influence of the wind direction on the results is then investigated.
II. DESCRIPTION OF THE EXPERIMENTAL SITE
The experimental campaign was carried out on a railway site with a ballasted track in La Veuve near Reims in France in May 2010 by the Soci et e Nationale des Chemins de fer Français (SNCF) test department. The sound propagation path (along which the sound field is studied) is perpendicular to the railway track (see Fig. 1 ). The origin of the Cartesian coordinates system is located in the middle of the track, on the top of the rail and on the propagation path. The x axis a) Author to whom correspondence should be addressed. Electronic mail:
didier.dragna@ec-lyon.fr coincides with the propagation path, the y axis is parallel to the railway track, and the z axis is vertical. A photograph depicted in Fig. 2 , taken from the top of the ballast bed, shows the propagation path considered in this study. Along the propagation path, three type 4188 1=2-in. Br€ uel & Kjaer microphones were positioned at different distances, as shown in Fig. 3 . Thereafter, they are denoted by M 1 , M 2 , and M 3 and are located, respectively, at (x ¼ 7.5 m,
A. Topography and ground surface impedances
The topography of the site was measured along the propagation path. The ground profile is shown as a function of the distance in Fig. 3 . It is relatively flat except for the ballast bed and near the gap between the soil and the grass around x ¼ 20 m. The depth of the gap is close to 0.8 m.
Five ground types, which are a ballast bed, a soil, a grassy ground, a road, and a field, were distinguished along the propagation path. They are represented with different colors in Fig. 3 . The road is modeled by a rigid ground, corresponding to an infinite surface impedance. In order to get a surface impedance model for the other types of ground, in situ measurements using the transfer function method [as described, e.g., in ANSI/ASA S1.18-2010 (2010) ] were performed by l'Institut Français des Sciences et Technologies des Transports, de l'Am enagement et des R eseaux (IFSTTAR). The method is to put an omnidirectional source and two microphones above the ground, as depicted in Fig. 4 , and to compute the transfer function T, which is the ratio of the Fourier transforms of the acoustic pressure at the two microphones. The transfer function is also computed using an analytical solution. As the geometry is known, the analytical expression of T is only a function of the surface impedance. The parameters of a given surface impedance model can thus be determined to have the best agreement between the transfer function determined from the experimental results and from the analytical solution.
Surface impedance models are sought in the form of a rigidly backed layer of thickness d L :
where Z c and k c are, respectively, the characteristic impedance of the soil and the wavenumber in the layer. This surface impedance model aims at representing a layer of porous medium above a rigid surface. It is classically used in outdoor sound propagation studies (Rasmussen, 1985; Cott e et al., 2009; Attenborough et al., 2011) as an alternative of the semi-infinite ground model and can allow one to obtain a better agreement between the transfer function determined experimentally and analytically in some cases (Attenborough et al., 2011) . As noted by Attenborough et al. (2011) , it is generally difficult to deduce more than two impedance model parameters by using the transfer function method. Therefore, the Miki one-parameter impedance model (Miki, 1990 ) 
where r 0 is the effective air flow resistivity and q 0 the air density, is used to characterize the soil, the grassy ground, and the field. The reference sound speed c 0 is the value of the sound speed c at the ground. The angular frequency and the acoustic wavenumber are denoted, respectively, by x and k ¼ x=c 0 . The numerical parameters of the Miki impedance models are l ¼ 0:459, ¼ 0:673, b ¼ 0:632, and q ¼ 0:618. The moduli of the transfer functions are represented as a function of the frequency for the different grounds in Fig. 5 . It is observed that good fits are obtained for these ground types using the Miki one-parameter impedance model. Other one-or two-parameter impedance models proposed in the literature, such as the two-parameter slitpore model (Attenborough et al., 2011) , can also lead to accurate fits. The deduced values of the impedance model parameters are given for the different grounds in Table I . Parameters obtained for the field and the grassy ground are similar, because as observed in Fig. 5 the corresponding transfer functions are very close. For the ballast bed, it was not possible to obtain an acceptable fit from the measurements done in La Veuve site. Indeed, it was complicated to account for the thickness effect, as the thickness of the ballast bed is not constant across its width, and to overcome the multiple reflections on the rails and on the soil. Additional measurements were performed on IFSTTAR's site in Bouguenais, France. To do so, a 25 cm thick layer of ballast with porosity X ¼ 0:5 was put on an asphalt ground. Then, the transfer function method has been applied to determine the characteristics of the ballast surface. In the fitting procedure, the thickness of the ballast bed and its porosity are chosen as the actual ones, which are d L ¼ 25 cm and X ¼ 0:5. As shown in Fig. 5 (a), a good fit is obtained by using the Hamet and B erengier impedance model (B erengier et al., 1997)
where the different parameters are given by
In the above equations, q, X, N Pr , and c denote, respectively, the tortuosity, porosity, Prandtl number, and ratio of specific heats.
In the literature, other impedance models are proposed to characterize ballast surfaces. Heutschi (2009) has developed a model based on an electronical network analysis, which is closely related to the Zwikker and Kosten model described, for instance, in Salomons (2001) . Air viscosity and geometrical parameters of the ballast stones are used as input parameters. Heutschi has performed experiments and comparisons with this model and with a four-parameter impedance model proposed by Attenborough (1985) , which corresponds to a low frequency and/or high flow resistivity approximation of the cylindrical-pore model. Interestingly, analytical expressions of the Attenborough's four-parameter model are close to those of the Hamet and B erengier impedance model. Recently, others comparisons with measurements have been provided by Attenborough et al. (2011) using a slit-pore model. Both studies show that oneparameter impedance models are not sufficient to characterize ballast surfaces. Accounting for extended reaction allows us to improve the comparisons.
The impedance model parameters obtained for the ballast bed in Bouguenais are given in Table I . The porosity and the effective tortuosity are in the same order of magnitude than values given in Heutschi (2009) and Attenborough et al. (2011) . The effective flow resistivity is very small, which is also retrieved in the results provided in Attenborough et al. (2011) .
B. Source
The acoustic source was a 0.9 caliber alarm pistol (see Fig. 1 ). The source was set to four heights, but here we will consider only heights of z S ¼ 1 m and of z S ¼ 2 m. The experiments were carried out on an operating site, which is representative of propagation conditions for applications in 
railway transportation noise on a ballasted track. However, it was not possible to install a positioning system on the track to accurately determine the location of the source. A positioning error on the order of the decimeter is thus expected. Three shots were fired for each source height. The waveforms of the acoustic pressure p(t) obtained at the receiver M 1 at x ¼ 7.5 m for a source height z S ¼ 1 m are plotted in Fig. 6 (a) as a function of the time. Note that they are very similar, as two arrivals related to the direct and to the reflected waves are clearly distinguished for each shot. The arrival times are also in close agreement. The corresponding energy spectral densities (ESDs) jpj 2 , wherep is the Fourier transform of the acoustic pressure, are computed from the waveforms and are represented as a function of the frequency in Fig. 6(b) . Throughout the paper, the notationf refers to the Fourier transform of the quantity f. A large variability is observed for the energy spectral densities for frequencies above approximately 3 kHz. In particular, the position of the interferences strongly depends on the pistol shot. Because the error on the position of the source is estimated at 0.1 m, comparisons with the measurements will be only shown for frequencies below 3 kHz, which corresponds to a wavelength of 0.1 m.
The source is assumed to be monopolar, as its directivity was not measured. The source strength of the experimental source, denoted by S exp ðxÞ, is then computed from the waveforms. For that, the waveform at the receiver M 1 at x ¼ 7.5 m is considered, and the waveform of the direct wave, denoted by p D ðtÞ, is obtained by windowing the signal. Figure 7 shows an example of the part of a waveform associated to the direct wave. The Fourier transform of the direct wave can be expressed as the product of the 3-D Green's function in the free field and the source strength S exp ðxÞ p D ðxÞ ¼ ÀS exp ðxÞ expðik eff RÞ 4pR ;
where R is the distance between the source and the receiver and with k eff ¼ x=c eff . The term c eff corresponds to the effective sound speed. The source strength, corresponding to the waveform represented in Fig. 7 , is plotted as a function of the frequency in Fig. 8 . It acts as a band-pass filter. The maximum of jS exp j is obtained at a frequency close to 900 Hz. It can also be noted that the frequency content of the source pulse goes up to 10 kHz approximately. High-frequency oscillations are observed on the waveforms during the expansion phase. They are mainly due to the resonance of the microphones. An approximation of the waveforms by quadratic splines is used to get rid of these oscillations (see Fig. 7 ). The corresponding source strength is plotted as a function of the frequency in Fig. 8 . It is seen that the low frequency part is the same than that deduced from the measured waveform. Only the frequency content above 3 kHz is modified by the approximation.
C. Meteorological conditions
A meteorological mast was installed on the site at x ¼ 125 m near the propagation path along which the sound field is studied. Three Young 05103-5 propeller anemometers and three Vectors Instruments T302 temperature sensors were set at heights of 1, 3, and 10 m. A MP103A-CG030-W4W Rotronic humidity sensor was also installed at a height of 3 m. A Vaisala model PTB-101 barometer was used to determine the atmospheric pressure. At last, a Campbell Scientific CSAT3 sonic anemometer was located at a height of 10 m. Table II gives the measured values of the atmospheric pressure P 0 , the relative humidity r h , the temperature T 0 , the air density q 0 , and the sound speed c, which are nearly constant during the experimental campaign. The time variations of the wind speed V 0 and its direction relative to the propagation path h are found to be more important. The values of V 0 and h averaged over 1 min are used in this study and are given for both source heights in Table III .
The mean vertical profiles of wind V 0 and temperature T 0 are obtained from the Monin-Obukhov similarity theory, described, e.g., in Salomons (2001) . Although this theory is not applicable for inhomogeneous non-flat grounds, it allows us to estimate realistic vertical profiles from a low number of measurements. A technique based on an optimization method (Cott e, 2008 ) is used to find the coefficients of the profiles. Figures 9(a) and 9(b) show, respectively, the mean vertical profiles of temperature and wind speed as a function of height above the ground. As said in the previous paragraph, the temperature profile is the same for both source heights. However, the wind velocity profile is different for the cases z S ¼ 1 m and z S ¼ 2 m. As the measurements were made during the morning, these profiles are characteristic of an unstable atmosphere.
The sound speed profile is calculated using the relation proposed by Cramer (1993) , which account for the effects of the temperature, the humidity, the atmospheric pressure and the composition of the air on the sound speed. It is plotted as a function of the height above the ground in Fig. 9(c) . Note that the value determined for c for a height of 10 m is very close to that measured by the sonic anemometer. In addition, the atmospheric absorption (Bass et al., 1995) is neglected in this study, because the maximal value of the attenuation due to the atmospheric absorption is equal to À 2 dB for the receiver M 3 at x ¼ 100 m and for the frequency f ¼ 3 kHz.
III. COMPARISON WITH NUMERICAL RESULTS

A. Numerical aspects
In this section, the measurements of acoustic pressure are compared to the results of a finite-difference time-domain (FDTD) solver. The linearized Euler equations with terms of order (V 0 /c) 2 omitted (Ostashev et al., 2005) are solved using high-order finite-difference techniques, developed in the computational aeroacoustics community (Bogey and Bailly, 2004) . Curvilinear coordinates are used to account for the topography of the terrain. The time-domain impedance boundary condition proposed by Cott e et al. (2009) is implemented at the ground. At the outer boundaries, the radiation boundary condition proposed by Tam and Dong (1996) is implemented. Details on the solver and validation against test cases in 2-D and 3-D geometries are presented in Dragna et al. (2013) . In a previous study, the solver was also used to examine long-range propagation of acoustic waves in a stratified atmosphere over ground surfaces. Surface waves were exhibited.
Because the geometry of the railway track is invariant in the y-direction, the numerical simulation is performed in a 2-D configuration. The transformation from the curvilinear coordinates system to the Cartesian coordinate system is simply given by
where (n, g) are the curvilinear coordinates. Because of the use of curvilinear coordinates, the ground profile H(x) has to be smooth, which means that it must be continuous and differentiable. The measured ground profile is thus approximated by quadratic splines, whose polynomial coefficients can be found in Dragna (2011) . The ground profile implemented in the numerical solver is plotted in Fig. 3 in a dashed line as a function of the distance. It is observed that the discrepancies from the measured ground profile are small, typically less than one decimeter. In addition, a correction of the results of the numerical simulation has to be done to account for spherical spreading. Following Parakkal et al. (2010) , the acoustic pressurep 3D in a 3-D geometry (x, y, z) invariant in the y-direction is related to the acoustic pressurep 2D in a 2-D geometry (x, z) bŷ p 3D ðx; y; zÞ ¼p 2D ðx; zÞ The acoustic source in the numerical simulations is a Gaussian impulse source. The simulation is thus initialized by setting pðx; z; t ¼ 0Þ ¼ q 0 c 2 0 exp Àlnð2Þ
where the Gaussian halfwidth B has been set to 0.05 m. The source strength of the numerical source, denoted as S FDTD ðxÞ, is known analytically :
with B x ¼ B= ffiffiffiffiffiffiffiffiffiffi lnð2Þ p . As the source strengths in the experiments, represented in Fig. 8 as a function of the frequency, and in the numerical simulations, given in the preceding equation, are not the same, the comparisons of the results in the frequency domain are shown for the ratiop=S, which does not depend on the source characteristics. For the comparisons in the time domain, the ratiop=S determined from the numerical simulations is multiplied by the source strength of the experimental source S exp , and the numerical waveforms are obtained by an inverse Fourier transform of the result.
As the simulations are performed in a two-dimensional geometry, only the projection of the wind vector in the measurement plane is considered. The implemented wind profile is thus
where the angle relative to the propagation plane has been set to h 0 ¼ 293 for both source heights. As cos ðh 0 Þ ¼ 0.39, downwind conditions occur during the experiments.
At last, it should be noted that the measurements at the three microphones are synchronous in time. However, the time at which each shot was fired is not known. For comparison with the numerical simulation, the time origin is chosen such that the time of arrival of the direct wave is the same at the receiver M 1 (x ¼ 7.5 m) for the numerical and experimental results.
The numerical domain is [À5 m; 105 m] Â [0 m; 15 m] and has 11 000 points in the n-direction and 1501 points in the g-direction. The mesh is uniform with Dn ¼ Dg ¼ 0.01 m. For frequencies below the limit value of 3 kHz, acoustic waves are discretized with more than ten points per wavelength. Therefore, numerical errors generated by the finite-difference schemes are expected to be negligible. The CFL number, defined by CFL ¼ c 0 Dt=Dn, is set to 0.5. 22 000 time steps are performed. The computation is done on a vector machine NEC SX-8 over 8 CPU hours.
A preliminary simulation using the hard-backed layer impedance model for the ballast surface shows that additional wave arrivals are predicted compared to the measurements. These arrivals are due to the reflection of acoustic waves on the rigid surface below the ballast layer. Two main reasons explain this phenomenon. First, the time-domain boundary condition is derived for locally reacting ground surfaces, which is a valid approximation for most natural grounds. However, as noted in Sec. II B, it is more appropriate to consider extended reaction for ballast surfaces. Second, the impedance model for the ballast has been obtained from the measurements performed in the IFSTTAR's site in Bouguenais. As the ballast rocks were put on a rigid ground, the rigidly backed layer model is well adapted to this configuration. However, as the acoustic properties of the layer below the ballast bed in La Veuve site are unknown, it is difficult to extrapolate the use of the rigidly backed layer model to this case. Therefore, the ballast layer is assumed to be infinite in the following section to eliminate these additional arrivals.
B. Comparison of the results
A snapshot of the acoustic pressure at t ¼ 71 ms is presented in Fig. 10 for the source height z S ¼ 1 m. Three contributions are preponderant in the acoustic field close to the ground. The first one is the direct wave. The second one is the wave reflected on the soil. At last, the wave diffracted by the gap can be clearly distinguished.
First, results obtained for the case z S ¼ 1 m are considered. The normalized energy spectral densities obtained at the three receivers from the measurements and from the numerical simulation are plotted in Fig. 11 as a function of the frequency. A good agreement is found. Locations of interferences are well predicted over the frequency band of interest, except at the receiver M 1 (x ¼ 7.5 m) at which some discrepancies can be observed for frequencies higher than 2 kHz.
The sound exposure level:
SEL ¼ 10 log 10 Comparison of the sound exposure levels in dB determined from the experiments and from the numerical simulations. The reference for the dB calculation is 4 Â 10 À10 Pa 2 s. Table IV for the different cases. The largest difference is 0.6 dB for x ¼ 7.5 m.
The waveforms are plotted in Fig. 12 as a function of the normalized time t ¼ c 0 t=x. For the receiver M 1 x ¼ 7:5 m ð Þ , the waveform obtained from the numerical simulation is similar to the measured one. It can be remarked that the shape of the waveforms corresponding to the reflected wave are in close agreement. At the receiver M 2 x ¼ 25 m ð Þ , a good matching is obtained. In particular, the arrival at a time t ¼ 1:07 which corresponds to the wave diffracted by the gap located at x ¼ 20 m is retrieved. Nevertheless, a time-shift is observed. It can be linked to an error on the position of the source and/or of the receiver of Dx ¼ c 0 Dt ¼ 0:2 m. The relative error on the time of arrival is less than 1%. At the receiver M 3 , located at x ¼ 100 m, the contributions overlap, and it is difficult to distinguish the different waves. In this case, the time-shift is larger. It corresponds to a relative error of 2.5%. The numerical waveform is plotted again in Fig. 12 (c) with a modification of the time of arrival to superimpose the waveforms. Despite the time-shift, a good agreement on the shape of the waveforms can be observed.
Comparisons with the experimental data are now presented for a source height of z S ¼ 2 m. Figure 13 shows the energy spectral densities determined from the measurements and from the numerical results as a function of the frequency. For the receivers M 1 (x ¼ 7.5 m) and M 2 (x ¼ 25 m), more interference patterns than in Fig. 11 are observed. Good agreement is obtained up to 2 kHz. At the receiver M 3 (100 m), the low frequency part of the signal is well retrieved. An interference is predicted in the numerical results at f ¼ 1700 Hz, which is not clearly seen on the measurements. Differences for the SEL are larger than for the case z S ¼ 1 m, with a maximal difference of 2.1 dB.
Waveforms measured and obtained from the numerical simulation for a source height of z S ¼ 2 m are plotted in Fig. 14 as a Figure 15 shows the energy spectral densities at the three receivers obtained for the angles h 0 ¼ 67 , 180 , and 293 , corresponding, respectively, to upwind conditions with cos ðh 0 Þ ¼ À0.39, no-wind conditions with cos(h 0 ) ¼ 0, and downwind conditions with cos ðh 0 Þ ¼ 0.39. At the receivers M 1 and M 2 , the effects of the meteorological conditions are only visible for frequencies higher than 2 kHz, resulting in a shift of the spectrum toward high frequencies. The spectra at the receiver M 3 are, however, clearly modified. For instance, the value obtained for frequencies around 1 kHz strongly depends on the wind conditions. The dip observed in the preceding section around a frequency of 2.5 kHz does not appear anymore in the frequency band of interest. Only the low frequency content below 300 Hz is left unchanged by varying the wind direction.
Corresponding waveforms are plotted as a function of the time in Fig. 16 . All the waveforms are superimposed at the receiver M 1 . At the receiver M 2 , the waveforms have a similar shape, but a time shift due to the differences in propagation time is observed. The waveforms at the receiver M 3 are strongly modified. The minimum and maximum values of the pressure highly depends on the meteorological conditions. Oscillations are also observed on the waveform obtained in upwind conditions [cos(h 0 ) ¼ À0.39] during the expansion phase and are not present in the other two configurations.
The sound exposure levels computed at the three receivers are plotted in Fig. 17 as a function of cos(h 0 ). At the receivers M 1 (x ¼ 7.5 m) and M 2 (x ¼ 25 m), the meteorological conditions have only small effects on the SEL, as the curves are almost constant. However, the wind direction has a large impact on the SEL for the receiver M 3 (x ¼ 100 m). In particular, for cos ðh 0 Þ < 0 which corresponds to upwind condition, the SEL is smaller than that obtained from the measurements. A maximal difference of 10 dB is reached for cos ðh 0 Þ ¼ À1. The variations of the SEL in downwind conditions are smaller, as the SEL has almost the same value for cos ðh 0 Þ > 0.
IV. CONCLUSION
An experimental campaign carried out on a railway site with a non-flat terrain and a mixed-impedance ground is presented. The main parameters describing the propagation environment are used as input data in a numerical solver of the linearized Euler equations. Acoustic pressure waveforms measured at receivers located on a propagation path are in close agreement with those obtained from the simulation. In the frequency domain, a good correspondence is found for frequencies below 2 kHz. The discrepancies for higher frequencies can be explained by an uncertainty on the position of the source and of the receivers. The study shows that broadband sound propagation over a realistic site with both ground and meteorological effects can be accurately predicted using time-domain approaches.
Future works will focus on the modeling of moving sources for transportation noise applications with timedomain methods. In particular, coupled effects of a moving source and of a complex site on the acoustic pressure field will be studied. 
