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SUMMARY 
In th is t hes i s , an e f f i c ien t exact solution procedure is 
developed to solve a General Rect i l inear Distance Location-Allocation 
Problem. This problem involves a speci f ied number of ex ist ing f a c i l i t i e s 
having a known determinist ic demand for several products, A specif ied 
number of new f a c i l i t i e s , having a known capacity to supply these products 
at given cost values, are to be located. The new f a c i l i t i e s may also have 
knovn demands for the products. The objective is to locate these sources 
so as to minimize the cost of purchase of the products and of their trans­
portation (using rec t i l inear distance measure). 
B a s i c a l l y , a cutt ing plane solution technique is employed. The 
procedure in i t ia tes from a good start ing solution and works towards a 
pseudo-g1oba1 minimum. (As a sub-problem in th is step, a solution to the 
interacting mu l t i f ac i1 i t y location problem is provided.) A deep cut is 
then introduced to eliminate as much of the non-improving feas ib le region 
as possib le. Thereafter, at each stage, an extreme point solution is 
determined which is feas ib le to the system of cuts introduced. Start ing 
from this point, the procedure works towards what is cal led a "weak pseudo-
global minimum." Another cut is now introduced and the procedure continues 
unt i l the ent ire feas ib le region is exhausted. The optimum solution is the 
best among the f i r s t pseudoglobal minimum and the subsequent weak pseudo-
global minima obtained. 
Computational experience is provided on a CDC Cyber Ik computer. The 
procedure and some of i ts subproblems are tested against knovn solution 
v i i 
procedures. Prob1 ems which can be solved within fifteen minutes of compu­
tational time are reported. An analysis of variance is conducted to 
study the sensitivity of computational time to the number of facilities 
(new and existing) and the number of products. A second order regression 




INTRODUCTION AND LITERATURE SURVEY 
1.1 Introduct ion 
Several economic ventures involve location and a l locat ion of 
scarce resources. Before the advent of formalized techniques of Opera­
tions Research, one had to depend on experience and intui t ion to handle 
these problems. Today, there ex is ts an ever increasing number of quanti­
ta t ive approaches to ass i s t in solving location and al locat ion problems. 
Kuhn (23) relates that in the seventeenth century, Fermat 
formulated what is believed to be the f i r s t formal f a c i l i t y location 
problem. "Given three points in a plane, f ind a fourth point such that 
the sum of i t s distances to the three given points is a minimum." A 
simple geometric solution to th is was provided by T o r i c e l l i before 16^0 
(*fl). This problem was later modified to consider more than three ex i s t ­
ing f a c i l i t i e s and came about to be referred to as the Steiner-Weber prob­
lem. However, i t was not unt i l 1962 that Kuhn and Kuenne (2*0 provided 
a sat is factory i terat ive solution technique for th is problem. Since 
then, several contributions to l i terature have dealt with var iat ions and 
extensions of the Steiner-Weber problem. We w i l l f i r s t introduce our 
problem and then b r ie f l y discuss other related problems of interest to 
us. 
1.2 Problem Statement 
The problem we deal with here is a general rec t i l inear distance 
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l o c a t i o n - a l l o c a t i o n p r o b l e m h a v i n g s e v e r a l p r o d u c t s , s o u r c e s a n d d e s t i n a ­
t i o n s . I t i n v o l v e s i n t e r a c t i o n s b e t w e e n s o u r c e s ( n e w f a c i l i t i e s t o b e 
l o c a t e d ) a n d b e t w e e n s o u r c e s a n d d e s t i n a t i o n s ( e x i s t i n g f a c i l i t i e s ) . 
L e t t h e r e b e m e x i s t i n g f a c i l i t i e s a n d s u p p o s e t h a t w e a r e t o l o c a t e n 
n e w f a c i l i t i e s . L e t t h e n e w f a c i l i t i e s b e n u m b e r e d 1 t h r o u g h n a n d l e t 
t h e e x i s t i n g f a c i l i t i e s b e n u m b e r e d ( n + l ) t h r o u g h ( n + m ) . L e t t h e n e w 
f a c i l i t y i h a v e a c a p a c i t y a . ^ t o m a n u f a c t u r e p r o d u c t k ( k = l , . . . , K ) . 
L e t u s a s s u m e t h a t t h e s o u r c e o r d e s t i n a t i o n i h a s a d e m a n d b . , f o r 
p r o d u c t k . L e t t h e c o s t o f a u n i t p r o d u c t k w h e n i t c o m e s f r o m t h e i 
s o u r c e b e c . ^ a n d l e t t ^ b e t h e c o s t o f t r a n s p o r t i n g i t t h r o u g h a u n i t 
d i s t a n c e . W e a r e t h e n t o d e t e r m i n e t h e l o c a t i o n o f t h e n e w f a c i l i t i e s 
a n d t h e a l l o c a t i o n s u . . ^ o f p r o d u c t k f r o m f a c i l i t y i t o f a c i l i t y j s o 
a s t o m i n i m i z e t h e t o t a l c o s t o f p u r c h a s e a n d o f t r a n s p o r t a t i o n ( u s i n g 
r e c t i l i n e a r d i s t a n c e m e a s u r e ) . 
l o c a t i o n o f t h e i f a c i l i t y r e l a t i v e t o s o m e c o o r d i n a t e s y s t e m . 
( ( x . , y . ) a r e d e c i s i o n v a r i a b l e s f o r i = 1 , . . . , n a n d a r e f i x e d a n d e q u a l 
t o ( d . , e . ) f o r e a c h f a c i l i t y ( n + i ) , i = 1 , . . . , m ) . L e t u s d e n o t e t h e 
r e c t i l i n e a r d i s t a n c e b e t w e e n f a c i l i t i e s i a n d j b y 
i k 
t h 
T o s t a t e t h e p r o b l e m m a t h e m a t i c a l l y , l e t ( x . , y . ) d e n o t e t h e 
t h 
d ( i , j ) = | x . - X j | + | y . " Y j I • 
We m a y t h e n f o r m u l a t e t h e p r o b l e m a s : 
PROBLEM G R L A P : 
K n n+m 
mi n 




j = l 
n 
I u i j k = b j k J = ]>-->n+m'> k = 1 , • . • ,K . 
u l j k 1 0 V i , j , k . 
Our main object ives of this study are: 
1. To develop an e f f i c ien t solution procedure for the above 
problem. For th is purpose, we w i l l a lso develop an e f f i c ien t procedure 
for a subproblem, namely, the pure location problem. 
2. To test the computational e f f ic iency of our procedure against 
known solut ion procedures to c losely related special cases of the prob­
lem, and also to determine the s i ze of the problem that can be solved in 
less than f i f teen minutes of computer time. 
A more detai led statement of the objectives is given in Section 
1.4. 
It may be noted (and we w i l l show this in Chapter I I ) , that our 
problem may be cast into the general framework of a Bi l inear Programming 
Problem. Vaish (41) gives a good account of several generalized tech­
niques avai lab le to solve this c lass of problems. We w i l l appreciably 
modify one such technique and develop an exact solution procedure for 
our problem. 
1.3 Li terature Survey of Related Problems 
In this sect ion, we w i l l f i r s t discuss some solution procedures 
for the pure location problem i .e . where the a l locat ions are spec i f ied . 
We w i l l c l a s s i f y th is problem according to the solution space charac­
t e r i s t i c s and discuss in greater detai l the problem involving location 
in a plane. We w i l l subclassi fy the lat ter according to the mode of 
distance measure adopted. We w i l l not discuss i t s counterpart, the 
pure a l locat ion problem and we refer the reader to reference (2) for 
t h i s . We w i l l then review locat ion-al locat ion problems. There again, 
we w i l l categorize the solution techniques according to the distance 
measure adopted. 
1.3*1 Pure Location Problems 
1. Location on a Network. In contexts s imi lar to the location of 
Industr ial P lants , we are required to profi tably locate new f a c i l i t i e s 
on a subset of a f i n i t e number of potential s i t e s . Such problems are 
referred to as discrete plant location problems or Network location 
problems. Effroymson and Ray (12) formulate the d iscrete plant location 
problem as a mixed integer problem. I n i t i a l l y , they ignore the integer 
res t r ic t ions and solve the problem of location in a plane using l inear 
programming techniques. I f the result ing solut ion is not in tegra l , a 
branch and bound approach is adopted to obtain an integer solut ion. A 
variety of plant location problems have been treated by both heur is t ic 
and exact procedures. References (19,21,36) relate to some of the 
research done in this area. 
2. The Covering Problem. Another plant location problem which is 
frequently encountered is the covering problem. There, a spec i f icat ion 
of the maximum permissible distance between ex is t ing and new f a c i l i t i e s 
5 
is made. The decision var iables are the number of new f a c i l i t i e s and 
their locat ion. Such problems ar ise when locating public u t i l i t y 
f a c i l i t i e s l i ke schools, pol ice s ta t ions, health-care centers, post-
o f f i c e s , etc. Generally speaking, there are four major approaches 
reported in the l i terature for solving covering problems. One of these 
is an impl ic i t enumeration approach such as the branch and bound tech­
nique (25). Another approach uses cutting planes and solves i te ra t i ve ly , 
a number of l inear programming problems (3). A third approach employs 
reduction techniques (40) , and a fourth deals with heur is t ic methods 
(18). 
3. Location on a Plane. Problems involving a continuous solution 
space f a l l into th is category. Common examples are f a c i l i t y layout and 
warehouse design and location of communication networks. We w i l l c l ass i f y 
these problems according to the mode of distance measure adopted. 
(a) Rect i l inear Distance Location Problems. In the context of 
location in a grid of c i t y streets or in a network of a i s l es in a factory 
or a warehouse (14), rec t i l inear distance measure gives the best approxi­
mation to the actual s i tua t ion . An attempt to give an exact solut ion 
procedure to the most general form of th is problem i .e . one involving 
several new and ex is t ing f a c i l i t i e s with interactions between new f a c i l i ­
t ies and between new and exist ing f a c i l i t i e s was made by Pr i tsker and 
Ghare (34). They formulated a perturbation model for th is problem. Using 
a primal simplex based approach, Rao (35) ver i f ied th is procedure for 
the non-degenerate case. He then gave a counter example to show that 
the optimali ty conditions proposed by Pr i tsker and Ghare were not s u f f i ­
cient i f degeneracy existed. Pr i tsker (33) then presented correct ive 
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S T E P S B U T , HOWEVER, S P E C I F I E D C O N D I T I O N S UNDER WHICH O P T I M A L I T Y MAY 
S T I L L NOT B E C L A I M E D . IN CHAPTER I I I WE W I 1 1 D E V E L O P AN E X A C T PRIMAL 
S I M P L E X B A S E D A L G O R I T H M TO S O L V E T H I S P R O B L E M . IN CHAPTER V I WE WILL 
REPORT COMPUTATIONAL T I M E S AND COMPARE THEM WITH THOSE REPORTED BY 
P R I T S K E R (33). 
IT HAS OFTEN BEEN CONJECTURED (44) THAT A DUAL S O L U T I O N TO T H I S 
PROBLEM I S MORE AMENABLE TO STANDARD S O L U T I O N T E C H N I Q U E S . C A B O T ET A L . 
(8) HAVE A P T L Y DEMONSTRATED T H I S THROUGH THEIR NETWORK FLOW S O L U T I O N 
P R O C E D U R E . HOWEVER, THEY REMARK THAT I F C E R T A I N C O N S T R A I N T S ARE ADDED 
WHICH R E S T R I C T THE LOCATION OF NEW F A C I L I T I E S TO ONLY SOME S P E C I F I E D 
P O I N T S IN THE S O L U T I O N S P A C E , THE PROCEDURE I S NO LONGER A P P L I C A B L E . 
U N F O R T U N A T E L Y , COMPUTATIONAL T I M E S HAVE NOT BEEN REPORTED HERE. 
ANOTHER T Y P E OF A P P R O A C H TO T H I S PROBLEM W A S DEVELOPED BY E Y S T E R 
et_ A J _ . ( 1 3 ) . THEY PRESENTED A HYPERBOLOID A P P R O X I M A T I O N PROCEDURE ( H A P ) 
WHICH A P P R O X I M A T E D THE O B J E C T I V E FUNCTION AT THE P O I N T S WHERE I T S 
D E R I V A T I V E I S NOT D E F I N E D . U S E W A S THEN MADE OF A G R A D I E N T PROCEDURE 
TO Y I E L D A S O L U T I O N WHICH WAS S U B S E Q U E N T L Y IMPROVED BY F I X E D POINT I T E R ­
A T I O N METHODS. AT EACH S T A G E , THE A P P R O X I M A T E D FUNCTION W A S IMPROVED 
UNTIL A S U I T A B L E S T O P P I N G C R I T E R I A W A S MET W I T H . THE A P P R O X I M A T I O N USED 
2 1/2 
WAS X . - D . = [ ( X . - D . ) + e ] WHERE e TENDS TO Z E R O . HOWEVER, NO 
1 1 J 1 1 J 
PROOF OF CONVERGENCE W A S P R E S E N T E D . 
THE PROBLEM WHICH I N V O L V E S NO I N T E R A C T I O N BETWEEN NEW F A C I L I T I E S 
I S S E P A R A B L E W I T H R E S P E C T TO THE NEW F A C I L I T I E S AND THE S O L U T I O N P R O C E ­
DURE I S S I M P L E AND S T R A I G H T F O R W A R D (44). A PRIMAL S I M P L E X B A S E D PROOF 
FOR T H I S I S PRESENTED IN REFERENCE (37). A STRONGER RESULT FOR T H I S 
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problem Is provided by Morris and Love (98), who show how the feas ib le 
solut ion space may be reduced. 
An interesting modification of th is problem is presented by 
Wesolowsky and Love (43). Their formulation permits the destinations 
to be s ing le points, l ines or rectangular areas. A gradient reduction 
solution procedure is described which has the property that the direct ion 
of descent is determined by the geometric properties of the problem. 
Since points and overlapping rectangular areas can be used to approximate 
quite complex spat ia l d is t r ibu t ions , th is method would seem to have 
app l i cab i l i t y in urban location problems l i ke those concerning postal 
d i s t r i c t s (4) and some forms of f a c i l i t y design (15). 
(b) Euclidean Distance Location Problems. In th is c lass of 
2 
problems, the distance measure d ( i , j ) is given by d (T, j ) = [(x.-x^.) + 
2 1 /2 
(y . -y^ ) ] . About the best avai lab le algorithm to solve th is problem 
has been provided by Eyster et_ aj_. (13). They use a Hyperboloid Approxi­
mation Procedure very s imi lar to that used for the rec t i l inear distance 
problem. The approximation used gives r i se to the expression 
2 2 1 /2 d (I, j ) = [ ( x . - x . ) + ( Y | " Y J ) + £ ] where e tends to zero. Hence, 
the der ivat ive of d ( i , j ) is defined for every ( x . , y . ) in E^ . 
Another procedure is the modification of th is due to Kuhn (23) , 
based on the def in i t ion of the der ivat ive of d ( i , j ) in the feas ib le 
region. This procedure also uses f ixed point i terat ion methods to obtain 
the optimum locat ions. However, unl ike the HAP procedure, a proof of 
convergence is avai lab le here. A more detailed discussion is given by 
Kuhn and Kuenne (24) . 
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Some heur is t ic procedures in th is f i e l d are due to Cooper ( 1 1 ) . 
He writes out the object ive function using zero-one var iables to iden­
t i f y whether a new f a c i l i t y (n in number) services an exist ing f a c i l i t y 
(m in number). He then takes part ia l der ivat ives of th is expression 
with respect to the location decision variables and equates them to 
zero. The result ing equations are solved using some rapidly converging 
i terat ive techniques. The heur is t ic Procedures are: 
(?) Destination Subset Algorithm. Here i t is claimed that i f 
one considered a l l possible subsets of n destinations from the m total 
destinations to locate the sources, a close approximation to the optimal 
solut ion is obtained. The reader may refer to Lehmer (26) for an excellent 
method of generating m C n on a d ig i ta l computer. However, even with care­
ful coding, when a run was made on an IBM 7072 machine with n=4 and m = 60, 
i t took 3*5 hours to ar r ive at the optimal solut ion. 
( i?) Random Destination Algorithm. This gives reasonable compu­
tation times. Here again, the destination set is assumed best for locating 
new f a c i l i t i e s . However, location is done by a random generator t i l l an 
aspired l imit is obtained. 
( i i i ) Successive Approximation Algorithm. Here, two sources are 
f ixed as in ( i ) above. Then, the third new f a c i l i t y is placed at each 
of the n destinations and the one which y ie lds the best object ive func­
t ion value is selected for locating th is new f a c i l i t y . The remaining 
sources are located s im i la r l y . 
(c) Euclidean Distance Squared Location Problems. This form 
of distance measure is a convenient approximation of the Euclidean D is ­
tance measure. Kuhn and Kuenne (24) show that th is problem may be solved 
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through a mechanical analogue. This amounts to f i x ing at each ex is t ing 
f a c i l i t y a weight proportional to i ts interaction with the new f a c i l i t y 
being located. The center of gravi ty of th is system of weights gives 
the optimum location of that new f a c i l i t y . 
Some reported appl icat ions are in plant locations and evalua­
tion of al ternate factory s i tes (5) and in communication networks. 
(d) Generalized Distance Location Problems. Location problems 
have also been solved using generalized distance measures of which 
rec t i l inear and Euclidean distances are special cases. Wesolowsky {HI) 
has presented location models solved under minimax optimization c r i t e r i a . 
He uses parametric programming as a modification of the geometric tech­
niques of minimizing the maximum distance of a source to the dest ina­
t ions. 
Morris and Love (27) have also some resul ts in th is area. They 
provide a solut ion for a constrained mu l t i - f ac i l i t y location problem 
involving 1^ distances using convex programming. The I distance in 
n . , P n 
i s defined to be Ap(Q.,R) = [ I | q k - r k | P ] / p for p >_ 1 , where € ^ ( q r . . . , q n ) 
and R = ( r | r ) define the locations of the new and ex is t ing f a c i l i ­
t i e s . When p = 1 , we obtain the resul ts for the rec t i l inear distance 
case and when p = 2 we solve the Euclidean distance problem. No interac­
tion between new f a c i l i t i e s is considered here. 
1.3«2 Locat ion-Al locat ion Problems 
When both the location of new f a c i l i t i e s and the al locat ions of 
products are decision var iab les , the degree of complexity increases 
appreciably. It comes as no surpr ise then that most of the contributions 
10 
to l i terature on th is subject deal with heur is t ic procedures. We shal l 
c l a s s i f y some of the avai lab le techniques according to whether Rec t i ­
l inear or Euclidean distance measure is employed. 
1. Rect i l inear Distance Location Al locat ion Problems. In most prac­
t i ca l s i tua t ions , the a l locat ion of flow between f a c i l i t i e s depends on 
the re la t ive location of these f a c i l i t i e s and conversely, the location of 
new f a c i l i t i e s depends on the extent of interaction between new and 
ex is t ing f a c i l i t i e s . Cooper (9) uses th is concept in order to heuris-
t i c a l l y a r r i ve at a solut ion. He iterates between the pure a l locat ion 
and the pure location problems, in each case using the result of the 
previous i terat ion unt i l the solution converges. Such a procedure can 
eas i ly converge to a non-optimal point. This i s demonstrated in reference 
(37). 
Cooper (9) provides another heur is t ic procedure to an uncapacitated 
problem of th is type. For the purpose of so lut ion, the capaci t ies of the 
sources are f ixed at an a rb i t ra r i l y large value. The algorithm then 
adjusts the al locat ions at each step of the i terat ive procedure by com­
paring the requirements at an ex is t ing f a c i l i t y with the surplus in the 
capacity of the new f a c i l i t y . I t is argued that th is problem is more 
r e a l i s t i c because in addition to locating the new f a c i l i t i e s , the solution 
a lso y ie lds the optimum capacity i t should have. This provides a helpful 
fact in the design of the new f a c i l i t i e s . 
Cooper (9) a lso provides an exact algorithm which amounts to 
determining a l l basic feas ib le solutions corresponding to every extreme 
point of the pure location problem and then solving the pure a l locat ion 
problem for each of these solut ions. The optimum solution is obtained 
1 1 
b y s e l e c t i n g t h e b e s t f r o m a m o n g a l l t h e s e s o l u t i o n s . 
M o r r i s ( 3 1 ) p r o v i d e s a n i n t e r e s t i n g e x a c t a p p r o a c h t o s o l v e t h e 
r e c t i l i n e a r l o c a t i o n - a l l o c a t i o n p r o b l e m . H e i d e n t i f i e s t h e e x t r e m e p o i n t s 
o f t h e l o c a t i o n p r o b l e m a n d f o r m u l a t e s t h e p r o b l e m u s i n g z e r o - o n e v a r i a -
t h 
b l e s z . ^ t o i n d i c a t e w h e t h e r t h e n e w f a c i l i t y i i s a s s i g n e d t o t h e k 
e x t r e m e p o i n t a n d z e r o - o n e v a r i a b l e s z . . t o i n d i c a t e w h e t h e r n e w f a c i l i t y 
i j 
J n 
i i n t e r a c t s w i t h e x i s t i n g f a c i l i t y j . M o r r i s a s s u m e s t h a t 7 z . . = 1 
f o r a l l j a n d h i s a p p r o a c h i s s i m i l a r t o t h a t o f E f f r o y m s o n a n d R a y ( 1 2 ) 
w h i c h w e i n t r o d u c e d e a r l i e r . T h e c l a i m t h a t t h e s o l u t i o n s a r e a l w a y s 
i n t e g e r v a l u e d i s b a c k e d b y t h e c o m p u t a t i o n a l e x p e r i e n c e o f R e v e l l e a n d 
S w a i n ( 3 6 ) . H o w e v e r , i f t h e r e a r e m e x i s t i n g f a c i l i t i e s t h e n t h e r e a r e 
3 2 3 
m + m - m v a r i a b l e s a n d m + 1 c o n s t r a i n t s . T h i s l i m i t s m t o 1 5 w h e n 
u s i n g t h e L P 1 1 0 8 c o d e w h i c h c a n a c c o m m o d a t e hOkk r o w s a n d 9 9 0 0 0 c o l u m n s . 
T h e a d v a n t a g e i s t h a t t h e m o d e l i s c o m p u t a t i o n a l l y i n s e n s i t i v e t o t h e 
n u m b e r o f n e w f a c i l i t i e s n w h i c h o c c u r s j u s t o n c e i n o n e o f t h e c o n ­
s t r a i n t s . H e n c e t h e p r o b l e m o f o p t i m i z i n g o v e r n c a n b e s o l v e d w i t h g r e a t 
e a s e u s i n g t h e b a s i s i n v e r s e o b t a i n e d f r o m t h e p r e v i o u s o p t i m u m s o l u t i o n . 
K u e n n e a n d S o l a n d ( 2 2 ) w o r k e d s i m i l a r l y u s i n g a b r a n c h a n d b o u n d a l g o r i t h m . 
A m o r e e f f i c i e n t s o l u t i o n p r o c e d u r e t o t h i s p r o b l e m w a s p r o v i d e d 
b y S h e r a l i ( 3 7 ) . H e i t e r a t e d b e t w e e n t h e p u r e a l l o c a t i o n a n d l o c a t i o n 
p r o b l e m s a s C o o p e r d i d i n h i s h e u r i s t i c p r o c e d u r e , b u t i d e n t i f i e d t h e 
r e s u l t i n g s o l u t i o n r i g h t l y a s a l o c a l o p t i m a l . H e t h e n i n t r o d u c e d c u t ­
t i n g p l a n e s t o w o r k t o w a r d s t h e g l o b a l o p t i m u m . W e w i l l w o r k s i m i l a r l y 
b u t w i l l s h o w h o w d e e p e r c u t s m a y b e g e n e r a t e d i n a n e v e n m o r e e f f i c i e n t 
m a n n e r . A l s o , u n l i k e a s i n ( 3 7 ) , w e w i l l d e v e l o p a p r o c e d u r e w h i c h i s 
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guaranteed to determine a point in the solution space which is feas ib le 
to the cuts generated. 
2. Euclidean Distance Location-Allocation Problems. Cooper (10) 
has presented some heur is t ic procedures for th is c lass of problems a lso . 
He tackles the problem of equal requirements and unlimited capacity 
f i r s t . The a l locat ion part is t r i v i a l l y solved and for the location of 
a s ing le new f a c i l i t y , he picks the closest pair of ex is t ing f a c i l i t i e s 
each time and eliminates the one with the greatest sum of the distances 
from the other exist ing f a c i l i t i e s . He also provides heur is t ic procedures 
for the unequal requirements-unlimited capacity and the unequal require­
ments - limited capacity problems. In the last case, he claims that con­
vergence to a local optimum usually with 2 to 3% of the global optimum 
is obtained, the maximum expected error being about 10%. 
\.K Summary of Proposed Approach 
The l i tera ture search has revealed that the problem at hand has 
not as yet been tackled adequately. In fac t , there ex is ts not even a 
sat is fac tory heur is t ic procedure to solve i t . 
We w i l l f i r s t recast our problem into the framework of a Bi- l inear 
Programming problem and invest igate i t s properties such as non-convexity 
and extreme point opt imal i ty. We w i l l then develop an algorithm for the 
interacting mu l t i - f ac i l i t y location problem which w i l l be a subroutine in 
our solut ion procedure. We w i l l then develop a procedure to f ind a local 
opt imum. 
Thereafter, we w i l l develop an algorithm to generate e f f i c ien t l y 
cutting planes which are deeper than those obtained by other published 
13 
algorithms. We wi l l also develop an algorithm which w i l l f ind a solution 
feas ib le to the set of cuts we have generated and w i l l proceed to intro­
duce addit ional cuts unt i l the feas ib le region is exhausted. 
The entire procedure w i l l be coded and run on a CDC Cyber ~lk 
machine. We wi l l test the computational e f f ic iency of both the pure 
location problem as well as the locat ion-al locat ion problem against 
ex is t ing procedures. We w i l l a lso indicate the l imit ing s ize problem 
which th is procedure can handle. 
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CHAPTER I I 
BASIC PROPERTIES OF THE GENERAL RECTILINEAR-DISTANCE 
LOCATION-ALLOCATION PROBLEM (GRLAP) 
2.1 Introduct i on 
In th is chapter, we w i l l investigate some fundamental character­
i s t i c s of our problem which w i l l be useful in th is study. We w i l l f i r s t 
cast our problem into the general framework of a Bi l inear Programming 
Problem (BLP) and use some def in i t ions and theorems avai lab le for the 
lat ter c lass of problems to study the nature of our problem. We w i l l 
then introduce some theorems to characterize optimality for our problem. 
F i na l l y , to aid us in applying these theorems, we w i l l par t i t ion 
GRLAP into i ts a l locat ion and location aspects. 
2.2 Transformation of GRLAP into BLP 
The B i l inear Programming Problem has the form 
PROBLEM BLP: 
1 •———• t t t 
mi n. <j>(z,u) = c z + d u + z D u 
subj . to z e Z 
u e U 
where, Z and U are non-empty bounded polyhedral sets and c , d and D are 
appropriate coef f ic ient matrices. 
The B i l inear Programming Problem gets i ts name from the fact 
that i f the values of either the set of var iables z (or u) are spec i f ied , 
i t reduces to a l inear programming problem in the other set of var iab les . 
15 
W E W I L L N O W U S E A S I M P L E T R A N S F O R M A T I O N W H I C H W E W I L L V A L I D A T E 
A T T H E E N D O F T H I S C H A P T E R . L E T , 
x. - x. = x t . - x . . F O R I = L , . . . , N A N D J = 1 , . . . , N + M 
I J I J I J 
+ - + -x . . , x . . > 0, x . . • x. . = 0 
| J ' J - U ' J 
A N D S I M I L A R L Y , 
Y . - Y . = Y T . - Y . . F O R I = L , . . . , N A N D 1 = 1 , . . . . N + M 
I J I J I J 
Y . . , Y . . > 0, Y . . • Y . . = 0 
I J I J — I J I J 
T H E N , 
I I + x. - x. = x . . + x . . 
1 I J I J U 
I I + -
A N D Y . - Y . - Y . • + Y • • I J I J I J 
W E M A Y N O W W R I T E P R O B L E M G R L A P A S 
P R O B . G R L A P 1: 
M I N . y y j C . U . . . + y y y T , (xt. + x . . + Y T . + Y . . ) U . . 
L _ L ; _ I : _ I Ik ' J k I T I : _ I : _ I •< " J " J " J U " J 
K = L I = L J = L J K = L I = L J = L 
S U B J ' . T O C O N S T R A I N T S E T C J = 
N + M 
I U I J K L A I K I - L . . . . n ; K = L , . . . , K 
J = L 
n 
. ^ 1 U I J K = B J K J = 1 ' • • • » N + M ' K = 1 , . . . , K 
u - - i, — 0 i = 1 , . . . , N ; J = L , . . . , N + M , K = 1 , . . . , K 
I J K 
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and Constraint set C^ = 
x. - x. - xt. + x.. = 0 i ,j = 1 ,... ,n 
i J |J |J 
y. - y. - y T . + y.. = 0 I , j = 1 ,.. ., n 
i j i j ij , J ' ' 
x. - xt. + x.. = x. = d. i = 1 ,... ,n and J = n+1,...,n+m 
i "J ij J J 
Yi " Y L J + Yi J = Y J = E J » = 1 ,...,n and J = n+1 ,.. .,n+m 
xt. • X 7 . = 0, yt. • y 7 . = 0 i = 1 ,.. ., n; J = 1,...,n+m 
i J i J i J i J 
x.,y., xt., x. ., yt. ,y. . > 0 i = 1 ,. . . ,n ; J = 1,...,n+m 
I I i j i j i J i J — 
In the next chapter, we will demonstrate that the problem solution 
is not affected by ignoring the constraints xt. • x. . = 0 and yt. • y.. = 0 
3 i J i J U iJ 
since those are automatically satisfied. We will hence disregard these 
constraints here. 
We now define sets Z and U as: 
7 - ( = ( + + + + + + 
L - iz - ^ x n » • • • » x 1 > n + m » X 2 l » • • • » x 2 , n + m , • • • , X n ^ • • " X n , n + m , 
+ + 
X I R , " ' X n , n + m , y l l " , ' ' y n , n + n i ' yl T *' ' , yn,n+m' 
and 
x.,...,x ,y,,...,y ) t : CONSTRAINT SET 1 n 1 n 
C 2 IS SATISFIED} 
U = {u = ( u l f l f ] " i ^ l ^ . M " 2 ^ , 1 , " " 
Un,l,l , * " , U n , n + m , R U l , l , 2 " '"•.n+m^'*''' 
u, , , ,...,u „ ) t : CONSTRAINT SET 
1 , 1,k ' n,n+m,K 
C ] IS SATISFIED} , 
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We a l s o d e f i n e m a t r i c e s D and d a s : 
, t / , t t t t t 
d ^ C l l ' n + m , C 2 1 ' n + m ' * " , C n l ' n + m ' C 1 2 ' l n + m , * " , C n 2 ' n+m' 
' ' * ' C n K ' ] n+m^ 
w h e r e 1 * + i s a row v e c t o r o f (n+m) e l e m e n t s , a l l equal t o 1 . 
and 
D = 
*"!' n (m+n)xn (m+n) 
* " ! ' n ( m + n ) x n ( n + m ) 
* 1 ' n ( m + n ) x n ( m + n ) 
t l , n ( m + n ) x n ( m + n ) 
*K'n(n+m)xn(m+n) 
. . t 
K n (m+n)xn (m+n) 
*"!<' n (m+n)xn (m+n) 
t K * n ( m + n ) x n ( m + n ) 
2nxnK(n+m) 
T h e s i z e o f D i s [ 2 n ( 2 n + 2m+ 1) x n K ( n + m ) ] . 
P r o b l e m GRLAP1 may t h e n be r e w r i t t e n compact ly as 
P R O B . P , 
m i n . $ ( z , u ) = d f c u + z t D u 
s u b j . t o z e Z 
u e U 
( N o t e t h a t s e t s Z and U a r e p o l y h e d r a l s e t s s i n c e a l l t h e c o n s t r a i n t s 
d e f i n i n g them a r e l i n e a r ) . 
We o b s e r v e t h a t p r o b l e m P j has t h e e x a c t f o r m o f p r o b l e m B L P w i t h 
c = 0. 
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PROBLEM PJ MAY ALSO BE EXPRESSED AS THE QUADRATIC FORM: 
PROB. P. 
WHERE, 
M I N . $ ( P ) = Q T P + j P T CP 
P E Z X U 
Q T = ( 0 , D T ) , P T = ( Z T , U T ) AND C = 0 D 
D U 0 
2 . 3 FUNDAMENTAL DEFINIT IONS AND THEOREMS 
IN THIS SECTION, WE WILL PRESENT SOME DEFINIT IONS AND THEOREMS 
(MAINLY MARTOS1 THEOREMS) TO ASSIST US IN OUR STUDY. 
DEF IN IT ION 2 . 3 . 1 . LET F: E -+ E. U {°°} AND LET DOMAIN F = {X : F ( X ) < «>} N I 
F IS CALLED A CONVEX (CONCAVE) FUNCTION I F F(AX^ + {\ - \)x^) £ (>_)AF(XJ) 
+ (1 - A ) F ( X ^ ) FOR EACH X^ ,X^E DOMAIN OF F AND FOR EACH 0 <_ \ <_ \. 
DEFI N I T ION 2 . 3 . 2 . A FUNCTION F DEFINED OVER A CONVEX SET S IS QUASI 
CONCAVE ON S I F FOR ALL X ^ , X ^ E S , 
F [XX ] + (1 - A ) X 2 ] > M I N . [F ( X ^ , F ( X ) ] FOR 0 < A <_ 1 . 
THE NEGATIVE OF A QUASI-CONCAVE FUNCTION IS QUASI-CONVEX. 
DEFIN IT ION 2 . 3 . 3 . A QUASI-CONVEX FUNCTION F DEFINED OVER A CONVEX SET S 
IS EXPLICITLY QUASI-CONVEX ON S I F FOR ALL X | > X £ E S WITH F ( X , ) £ F ( X 0 ) , 1 
F [ A X ] + ( L - X ) X ] < MAX. [ F ( X ] ) , F ( X £ ) ] 
FOR 0 < A < 1 . 
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Defini t ion 2.3.4. An (nxn) matrix D is posi t ive subdefinite i f x Dx < 0 
implies that either Dx > 0 or Dx _< 0 for any vector x e E^ . A quadratic 
form cf)(x) = x t Dx is said to be posi t ive subdefinite i f D is posi t ive 
subdef i n i te. 
Theorem 2.3.5. The quadratic form cf)(x) = x t Dx is quasi-convex on the 
+ 
non-negative orthant, E^ , i f and only i f i t is posi t ive subdefini te. 
Proof: See (29). 
Theorem 2.3.5 
A continuous function f defined over a polytope L attains i ts 
minimum at an extreme point of L and of a l l i ts convex polyhedral sub­
sets i f and only i f i t is quasi-concave on L. 
Proof: See (30). 
Theorem 2.3.6. 
A continuous function f defined over a polytope L is such that 
each local minimum is also a global minimum on L and on a l l i t s convex 
polyhedral subsets i f and only i f f is exp l i c i t l y quasi-convex on L. 
Proof: See (30). 
2.4 Investigation of Some Basic Properties of 
Problems Pj and ? 2 
Theorems 2.3.5 and 2.3.6 indicate that quasi-concavity and quasi-
convexity are desirable properties in developing an e f f i c ien t solution 
procedure. However, our problem possesses neither of these properties 
and we w i l l demonstrate th is through the following counter examples. 
Lemma 2.4.1 The objective function <f>(z,u) of Pj (or equivalently <J>(p) of 
problem P 0 ) is not quasi-convex on the non-negative orthant E + . 
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P r o o f : L e t K = 1 , t j = 1, c . ^ = c f o r a l l i = l , . . . , n . 
L e t n = m = 2. H e n c e , 
n n + m K n n + m n + m 
i = l j = 1 k = 1 J i = l j = l J j = 1 J 
w h i c h i s a c o n s t a n t s i n c e d e m a n d s b . , a r e s p e c i f i e d . 
J 1 
H e n c e , t h e o b j e c t i v e f u n c t i o n s o f P ^ a n d P ^ b e c o m e 
m i n . 4 > ( z , u ) - z t D u a n d 
m i n . c f ) ( p ) = Y P * C p r e s p e c t i v e l y . 
C o n s i d e r p t s ( 0 , 0 , 0 , 0 , 2 , 0 , 2 , 0 , 0 , 2 , 0 , 2 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 , 0 , 
0 , 0 , 0 , 0 , - 1 , 1 , 0 , 1 , 0 , 1 ,-4,0,0,0,0,0) ] x h h . 
I n P j , D h a s d i m e n s i o n s 36x8 a n d C i s t h e r e f o r e 44x44 i n P ^ . A l s o j p t C p = (-1) < 0 a n d C p = ( 0 ,1 , -4 ,0 ,0 ,0 ,0 ,0 ,0 ,1 , -4 ,0 ,0 ,0 ,0 ,0 ,0 ,1 , -4 , 
0 ,0 ,0 ,0 ,0 ,0 ,1 , -4 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0^ ,1 , 2 , 3 , 0 , 2 ,1 ) t ( 2 | 4 x ] } 
W e h e n c e o b s e r v e t h a t y p t C p < 0 b u t C p i s n e i t h e r >_ 0 n o r <_ 0. H e n c e , 
C i s n o t p o s i t i v e s u b d e f i n i t e a n d h e n c e , c f > ( z , u ) i s n o t q u a s i - c o n v e x o v e r 
t h e n o n - n e g a t i v e o r t h a n t E + . 
3 n 
L e m m a 2.4.2 < j > ( z , u ) i s n o t q u a s i - c o n c a v e o n t h e n o n - n e g a t i v e o r t h a n t E * . 
P r o o f : L e t K = 1, t ] = 1 , c . j = c ( f o r a l l i ) , n = m = 2. 
L e t p * = ( 0 , 0 ,0 ,0 ,2 ,0 ,2 ,0 ,0 ,2 ,0 ,2 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,1 ,0 ,0 ,1 ,0 ,1 ,1 , 
0 , 0 , 0 , 0 , 0 , - 1 , 1 , 0 , 1 , 0 , - 1 , 4 , 0 , 0 , 0 , 0 , 0 ) 1 x k h . 
H e n c e , C p = (0 , -1 ,4 ,0 ,0 ,0 ,0 ,0 ,0 , -1 ,4 ,0 ,0 ,0 ,0 ,0 ,0 , -1 ,4 ,0 ,0 ,0 ,0 ,0 ,0 , 
- 1 , 4 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 3 , 1 , 2 , 3 , 0 , 2 , 1 ) t . 
H e n c e , y p t C p = 1 > 0, b u t C p i s n e i t h e r _> 0 n o r <_ 0 
. " . C i s n o t n e g a t i v e s u b - d e f i n i t e . . * . c f > ( z , u ) i s n o t q u a s i - c o n c a v e o v e r 
2 1 
the non-negative orthant E 
These counter examples show that we cannot invoke Theorem 2 . 3 . 6 
to our advantage. A lso, Theorem 2 . 3 . 5 is v io la ted. However, we w i l l 
now proceed to demonstrate that our problem has the special property that 
the optimum occurs at an extreme point of i ts constraint se t . We w i l l 
take advantage of this in solving our problem. We w i l l a lso attempt to 
account for th is apparent v io la t ion of Theorem 2 . 3 . 5 . 
Theorem 2 . 4 . 3 . The solution (z,u) is an extreme point of the set 
S = { ( z , u ) : (z,u) e (Z x U)} i f and only i f z is an extreme point of 
Z and u is an extreme point of U. 
Proof: See ( 4 1 ) . 
Corol lary 2 . 4 . 4 . Each adjacent extreme point of (z,u)e S is either of 
the form ( z ' , u ) where z ' e A ( z ) , or of the form ( z , u ' ) where u' e A (u ) , 
where A("z) and A(u") are the sets of adjacent extreme points of z in Z 
and u in U, respect ively. 
Proof: See ( 4 1 ) . 
Defini t ion 2 . 4 . 5 . The function <f)(z,u) defined over the polyhedral sets 
Z and U has a local star minimum at the point (z ,u)e Z x (J i f tf>(z,u) <_ 
<f)(z,u) for a l l (z ,u) e A(z,u) where A(z,u) represents the set of adjacent 
extreme points of ( z , u ) . 
Theorem 2 . 4 . 6 . (z,u) is a local star minimum of problem Pj i f and only 
if for a f ixed u, z is a solution to: 
P l 1 '•" m ' < f > ( z > u ) = z t Du 
sub j . to z e Z 
and for a f ixed z , u is a solution to 
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P 1 2 " " m ' n ' ^ ( z » u ) = d u + z D u 
SUBJ. TO U E U . 
PROOF: SEE (4l) . 
2.4.7 ALGORITHM FOR A LOCAL STAR MINIMUM 
BASED ON THEOREM 2.4.6, THE FOLLOWING PROCEDURE TO ARRIVE AT A 
LOCAL STAR MINIMUM IS EVIDENT: 
STEP 1 : START WITH AN EXTREME POINT OF THE SET Z , SAY Z = Z ° . SOLVE 
PROBLEM P ^ TO OBTAIN A SOLUTION U° . 
STEP 2: SOLVE P ^ USING U = U° AND OBTAIN A SOLUTION Z^ . I F Z^ = Z ° , 
STOP. ELSE, PUT Z = Z^ AND GO TO STEP 1. 
F I N I T E CONVERGENCE IS PROVED IN REFERENCE (37). 
DEFIN IT ION 2.4.8. THE FUNCTION <F>(Z,U) DEFINED OVER Z X U HAS A GLOBAL 
MINIMUM AT THE POINT ( Z , U ) I F <F>(Z,U) <_ <F>(Z,U) FOR EACH ( Z , U ) E (Z X U) . 
DEFINIT ION 2.4.9. THE EXTREME POINT ( Z , U ) OF Z X U IS CALLED A PSEUDO-
GLOBAL MINIMUM I F 
M I N . <F>(Z',U) >_MIN. <F>(Z,U) = <F>(Z,U) FOR EACH Z ' E A ( Z ) , WHERE A ( Z ) IS 
uetl UEU _ 
THE SET OF ADJACENT EXTREME POINTS OF Z IN Z . 
LEMMA 2 .4 .10 . PROBLEM P̂  HAS AN OPTIMUM SOLUTION ( Z , U ) WHICH IS SUCH THAT 
Z IS AN EXTREME POINT OF Z AND U IS AN EXTREME POINT OF U. 
PROOF: FOR AN ARBITRARY U 1 e U, CONSIDER 
M I N . 4>(Z,U) = ( D T U L + Z T D U L ) 
SUBJ. TO Z E Z . 
THIS I S A LINEAR PROGRAMMING PROBLEM AND I T THEREFORE HAS AN EXTREME POINT 
SOLUT ION Z WI TH 
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< j > ( z , u ' ) < < f > ( z , u ' ) V z e Z 
C o n s i d e r n o w , t h e p r o b l e m 
m i n . < j ) ( z , u ) = d t u + z t D u 
s u b j . t o u e U . 
A g a i n , t h i s i s a n l . p . p r o b l e m a n d h e n c e h a s a n o p t i m a l e x t r e m e 
p o i n t s o l u t i o n u s u c h t h a t < f > ( z , u ) _< < f > ( z , u ) V u e U . H e n c e , < f > ( z , u ) <_ 
< j > ( z , u ' ) <_ < j > ( z , u ' ) . S i n c e , w e c a n r e p e a t t h i s f o r e a c h s u c h u 1 £ { J . 
( f i n i t e i n n u m b e r ) , t h e r e e x i s t s a z , a n e x t r e m e p o i n t o f Z a n d u a n 
e x t r e m e p o i n t o f I L s u c h t h a t < f > ( z , u ) <_ < f > ( z , u ) < ^ c f > ( z , u ) V ( z , u ) e 
( Z x U ) . 
I t m a y a p p e a r t h a t t h i s t h e o r e m v i o l a t e s M a r t o s 1 t h e o r e m 2 .3 .5 i n 
v i e w o f t h e n o n - q u a s i - c o n c a v i t y o f < j ) ( z , u ) o v e r t h e n o n - n e g a t i v e o r t h a n t 
E + . H o w e v e r , t h i s i s n o t s o b e c a u s e T h e o r e m 2 .3 .5 s t i p u l a t e s t h a t t h e 
n r 
f u n c t i o n m u s t a t t a i n i t s o p t i m u m a t a n e x t r e m e p o i n t o f a l l c o n v e x p o l y ­
h e d r a l s u b s e t s o f i t s c o n s t r a i n t s e t L . F o r p r o b l e m P j , h o w e v e r , i t i s 
e v i d e n t t h a t i f w e h a v e c o n s t r a i n t s i n v o l v i n g b o t h z a n d u t h e p r o o f o f 
t h e o r e m 2 .4.10 d o e s n o t h o l d . H e n c e d u e t o n o n - q u a s i - c o n c a v i t y , a l t h o u g h 
< | > ( z , u ) o b t a i n s i t s m i n i m u m a t a n e x t r e m e p o i n t o f Z x U , i t d o e s n o t d o s o 
o v e r a l l c o n v e x p o l y h e d r a l s u b s e t s o f t h i s c o n s t r a i n t s e t . 
I t m a y b e n o t e d t h a t P r o b l e m P ^ m a y h a v e a l o c a l s t a r m i n i m u m d i f ­
f e r e n t f r o m t h e g l o b a l m i n i m u m . T h e i l l u s t r a t i v e e x a m p l e s o f C h a p t e r V 
i 1 l u s t r a t e t h i s f a c t . 
2 .5 . T h e A l l o c a t i o n a n d L o c a t i o n A s p e c t s o f 
P r o b l e m G R L A P 1 
T h r o u g h o u t t h i s c h a p t e r , w e h a v e r e f e r r e d t o t h e s o l u t i o n s o f p r o b l e m 
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PJ WITH EITHER Z OR U F IXED. THE SOLUTION PROCEDURE FOR SUCH PROBLEMS 
IS DISCUSSED BELOW: 
2.5 .1 PROBLEM WITH FIXED Z 
IN PROBLEM GRLAP1 (FROM WHICH PROBLEM PJ WAS DERIVED) , I F WE ARE 
SPECIFIED THE VALUES OF ( X . , Y . ) I = L , . . . , N + M , WE OBTAIN: 
PROBLEM TRANS: 
K N N+M 
- k I , [;h jh T C L K + T K ( X . J + X U + Y I J + ^ j ) J U I J K ] 
N+M 
SUT B J . TO 7 U. .. < A . . FOR I = L , . . . , N 
L 1 JK — 1 K J-L 
Y U. ., = B .. FO R J = 1 , . . . , N+M 
L 1 J K JK J I = L 
U J K 1
 0 V 1 , J 
FOR K= 1 , . . . ,K. 
I T IS EASY TO SEE THAT THESE ARE K TRANSPORTATION PROBLEMS FOR 
WHICH SOME VERY EFFICIENT SOLUTION TECHNIQUES ARE AVAILABLE (39). 
2 .5 .2 PROBLEM WITH FIXED U 
I F THE ALLOCATIONS ARE SPECIF IED, WE OBTAIN 
K N N+M + 
PROB. MFLOCT- M I N . \ \ £ T U. (X + X" + Y + Y* ) 
K=L I = L J = L K I J K I J I J I J I J 
SUBJ. TO X . - X . = XT . - X . . i = 1 , . . . , N , J = 1 , . . . , N+M 
- - 1 J IJ IJ 
X . , X . , X . . , X . . > 0 , X . . « X . . = 0 
1 J "J 'J ~ 'J U 
AND Y . - Y . = Y T . - Y . . 
1 J 'J IJ 
Y I ' Y J . Y I J ^ J 1 0 , Y T . - Y T . = 0 I = L , . . . , N 
J = 1 , . . . , N+M. 
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IT I S EASILY SEEN THAT THIS PROBLEM IS DECOMPOSABLE INTO TWO PROBLEMS, 
ONE INVOLVING THE X COORDINATES ALONE AND THE OTHER IN Y . THESE TWO 
PROBLEMS ARE THE MULTIFACI1 ITY LOCATION PROBLEMS FOR WHICH WE WILL 
DEVELOP AN ALGORITHM IN THE NEXT CHAPTER. 
HILL AND RAVINDRAN (16) POINTED OUT THAT FOR A PROBLEM OF THE 
TYPE 
MAX . Z = E C. I X . I 
j J J 
AX = B 
X UNRESTRICTED 
AN L .P . SIMPLEX METHOD BASED SOLUTION USING THE TRANSFORMATION X . = x t - X . , 
J J J 
X j >_ 0, X j ^ 0, ( x t • X j = 0 BEING AUTOMATICALLY SATISFIED) MAY GIVE AN 
UNBOUNDED SOLUTION EVEN I F THE ORIGINAL PROBLEM HAS A F I N I T E OPTIMUM. 
A NECESSARY AND SUFFICIENT CONDITION FOR A F I N I T E OPTIMUM WAS SHOWN TO 
BE AY = 0 = ^ C | Y | <_ 0. (THE COMPONENTS OF |Y | ARE THE ABSOLUTE VALUES OF 
THOSE OF Y . ) 
SINCE THE TRANSFORMED PROBLEM MFLOC CLEARLY HAS A LOWER BOUND OF 
ZERO, A F I N I T E OPTIMUM IS GUARANTEED. 
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CHAPTER I I I 
THE INTERACTING MULT IFACILITY LOCATION PROBLEM 
3.1 Introduct ion 
In th is chapter, we w i l l develop an algorithm to solve problem 
MFLOC introduced in Section 2.5.2. An x coordinate so lu t ion w i l l be pro­
vided and needless to say, a s imi lar approach holds for the y coordinates 
We w i l l f i r s t reduce the dimensional i ty of th is problem by su i tab le re ­
de f i n i t i ons and then invest igate i t s cha rac te r i s t i cs . An algorithm wi11 
be developed to solve the problem in two steps ( i ) Moving one f a c i l i t y 
at a time to g ive a s t r i c t improvement in the ob jec t ive funct ion value 
and ( i i ) considering j o i n t movements of f a c i l i t i e s to y i e l d a s t r i c t 
improvement of the ob jec t i ve func t ion . Two i l l u s t r a t i v e examples w i l l 
be provided to c l a r i f y the procedure. 
3.2 Problem Reformulation and Descr ipt ion 
K 
Consider Problem MFLOC - Lett ing wi . = J t , u . . , , we have, 
x U j<_j K I J K 
n n+m 
min. f = T T w i . ( x . . + x . . ) 
— i- i j - i I J I J I J 
+ 
s u b j . t o x . - x . - x . . + x . . = 0 
d " J i j iJ 
x t . • x T . = 0 
' J ' J 
+ 
x . , x . , x . . , x . . > 0 
i J U i J -
for i = 1 , . . . ,n 
and j = 1 , . ..,n+m. 
3.2 .1 Lemma. For any feas ib le so lu t i on , problem MFLOC w i l l have 
xT. = x. . and x . . = xt. for a l l i , j = l , . . . , n . 
I J J I I J J I 
Proof . Assume without loss o f genera l i ty that x. _< x 
By d e f i n i t i o n , 
+ 
x. - x . + x . . - x . . < 0 i j I J I J -
x.. > 0 , x . . > 0, x . . • x . . = 0 
I J - I J - I J I J 
This implies that 
x. . = -(x. - x.) and xT. = 0 
| J i J "J 
A lso , x. - x. = x t . - x. . > 0 , 
J i J i J ' -
x.. > 0, x. . > 0, x . . * x . . = 0 . j i - j » - j i j i 
This implies that 
xT. = _ ( x . - x.) and x. . = 0 
J " i J J ' 
Comparing (1) and (2), we have, 
xt. = x. . and x . . = xT.. 
• J J i U J ' 
Using the above lemma, the obj 'ect ive funct ion 
n n n n+m + 
f = Y Y w ! . (x . . + xT.) + Y Y w ! . U . . + x T J 
. 1 . , I J I J I J • 1 • J . 1 1 J I J 1 J 1=1 j = l 1=1 j=n+l 
of problem MFLOC^ can be s imp l i f i ed . Let 
n n 
z. = Y 7 w.' .(xt. + xT.) . 
1 i=l j = l , J , J , J 
Then noting that w ! . = 0 , we have. 
i i 
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n + _ n + 
z = y y w i . ( x . . + x . j + y y w i . U . . + x . j 
• I • • I J I J I J ! . L . I J I J I J 
i = l Kj<n J J i=2 l< j< i<n J J J 
n + _ n + 
= y y w i . ( x . . + x . j + y y w i . U . . + x . j 
• 1 • , • I J 1 J ' J . O I • • J I J 1 J 1 
1 = 1 i <j<n J j=2 l_<i<j<n J J J 
Noting the values taken by i and j" in the second term, we can 
readj'ust the order of summation to get 
n + - n + 
z = y y w i . ( x . . + x . . ) + y y w i . U . . + x . j 
i » * . . I J I J I J • L • • J i J i J i 
i=l i<j<n J J 1=1 i<j<n J J 
We now use Lemma 3 .2 .1 on the second term to obtain, 
z = y y w i . ( x . . + x . j + y y w . . ( x . . + x . j 
1 . I . . i J i j iJ • I • • J i i J u 
1 = 1 i <j <p J J 1=1 i<j£n 
n + 
= y y (w . + w; j ( x . . + x . j . 
• 1 • • I J II I J I J 
1 = 1 i<j_<n 
Lett ing (w.1 . + w! J = w . . , we get 
I J J I I J ' 
n + 
z , = y y w . . ( x . . + x . . ) . 1 . L , . V I J I J I J i= l i<j<n J J J Also, let t ing w l . = w.. for i = l , . . . , n and j = n+1 , . . . ,n+m, Problem MFLOC 
» I J I J x 
becomes, 
n 
PROBLEM P* = min. f = J I w . . ( x . . + x T J 
x • I • • . I J U 'J 
i= l i<j<n+m 
subj* . to x . - x . - x t . + x . . = 0 { i = l , . . . , n ; j ' = i , i + l , . . . ,n+m} J i j i j i j X. , X •, X"T., X. . > 0 V i , j i J i j i j — 
x | j * x j j = 0 { i = l , . . . , n ; j = i , i + l , . . . , n + m } 
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We may now observe that without the constra ints x T . • x . . = 0, 
U | J 
the problem is a l inear programming problem. A lso , for each i and j , 
x t j and x . j appear in only one const ra in t and the i r "columns" being 
l i nea r l y dependent, they cannot simultaneously be basic and hence, x t j • 
w i l l equal zero for a l l basic feas ib le solut ions of problem without 
these const ra in ts . 
3.2.2 Transformation for the Case where more Than One Ex is t ing 
F a c i l i t y has the Same x-Coordinate 
Let us assume that d = d for a,b e { n+ l , . . . , n+m} . In the con-
3 D 
s t r a i n t set o f Problem P^, for i = l , . . . , n , we have, 
+ 
x . - X . + X . = X 
i la la a 
+ 
and x . - x . , + x . , =. x, = x . 
i ib ib b a 
( x T - x . ) = ( x T , - x . u ) = (x . - x ) la la ib ib ' i a 
+ + Hence, x . = x . , = x . - x i f x . > x ' i a i b i a i a 
= 0 otherwi se 
and x . = x . , = x - x . i f x . < x 
ia ib a i i a 
= 0 otherwi se. 
In the ob jec t i ve funct ion of Problem P^, terms involv ing a_ and b_ may be 
transformed as 
V [w. (x . + x . ) + w., ( x . , + x . , ) ] . L , la la la ib ib ib i=l 
n + 
= y (w. + w., ) ( x . + x . ) . . L . la ib i a la i = l 
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The above expression indicates that f a c i l i t i e s a_ and can be replaced 
by a s ing le (ex is t i ng ) f a c i 1 i t y a such that w.— = (w. + w., ) . The 3 3 7 la la ib 
corresponding const ra in t w i l l then be, 
+ _ -x .— + x . T + x . = x _ for i = 1 , . . . ,n la ia^ i a ' 
where x— = x = x, , a a b 
and the term in the ob jec t ive funct ion w i l l be 
n + 
J w— (x + x ) . . L , ia la la i=l 
The e f fec t of the above transformation is to essen t ia l l y make the 
two ex is t ing f a c i l i t i e s a and b into a s ing le f a c i l i t y a. Henceforth, we 
w i l l assume that such transformations are made p r io r to applying the 
algorithm we w i l l develop for the locat ion problem. Besides reducing the 
number of var iab les and cons t ra in ts , th is w i l l enable us to renumber the 
ex is t ing f a c i l i t i e s so that they are ordered r e l a t i ve to the coordinates 
we are current 1y working w i t h . Hence for problem P 1 , x < x , < . . . < x , ' 3 r x n+l n+2 n+m 
where m is now the e f fec t i ve number of ex is t ing f a c i l i t i e s we have for the 
" x coordinate problem. 1 1 
3.2.3 Final Transformation 
In problem P' (without the constraints xT. • x . . = 0 ) we now mul t i -x ij IJ 
ply each const ra in t by i ts associated w. j and subtract i t from the objec­
t i v e func t ion . (We can do th is because we have equal i ty cons t ra in t s ) . 
The modified ob jec t i ve funct ion is 
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n n n+m n 
min. f = I I (2w. . • x . .) - J W.x. + J x . ( J w . . ) 
i = l i<j<n+m , J I J i = l 1 1 j=n+l J i = l I J 
where, 
n+m i-1 
w. = ( Y w . . - £ w . ) 
j = i + l , J t=l t l 
The last term in f is a constant since i t is simply the sum of the pro­
ducts of the x coordinate of each ex is t ing f a c i l i t y with i ts tota l demand 
We may now state our problem as: 
PROBLEM P x 
n + n 
min. Y Y 2w. .x . . - Y W.x. 
i = l i <j<n+m J J i = l 
sub j . to -xt. + x . . + x . - x . = 0 ( i = l , . . . , n : j = i + l , . . . , n ) J U ' J i J 
-xt. + x . . + x . = x . = d . ( i = l , . . . , n ; j = n + l , . . . , n + m ) 
I J I J i J J 
xt. , x . . , x . , x . > 0 V i , j 
i J i j i J -
3.2.4 Lemma Each basic feas ib le so lu t ion to P w i l l have x . = d . x i j 
fo r each i = l , . . . , n and j e {n+1, . . . ,n+m} . 
Proof: See (34) and (8 ) . 
3.2.5 Lemma. A simplex pivot operation in the tableau representing 
problem P , would not involve the movement of a new f a c i l i t y at a given 
locat ion to a non-adjacent locat ion . (Here, by an adjacent locat ion , we 
mean an ex is t ing f a c i l i t y e i ther to the l e f t or to the r igh t of that at 
which the new f a c i l i t y is cur rent ly placed). 
Proof: See (35) . 
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3.2.6 Lemma. Each basic feas ib le so lut ion to P w i l l have m*n + HilL-U-
x 2 
basic va r iab les . 
Proof: Let us f i r s t determine the number of constra ints in Problem P 
x 
(aside from the non-negat iv i ty cons t ra in t s ) . ( i ) There is one constra int 
fo r every pair i , j e { ! , . . . , n } ( i ^ j ) . Hence there are (^) = n ^ ^ such 
cons t ra in ts . ( i i ) A l so , fo r each combination of i = l , . . . , n and j = n + l , . . . , 
n+m, there is one const ra in t . This gives us another nvn const ra in ts . 
There are hence m*n + n ^ ^ const ra in ts . I f th is constra int set is rep­
resented as A x = b, then the coef f i c ien t matrix A has rank < nvn + n ^ ^ . 
~ ~ ~ ~ — L 
We w i l l now demonstrate that A has f u l l rank. For t h i s , we pa r t i t i on out 
a square matrix of that s i ze from A and show that i t has a non-zero deter­
minant. S p e c i f i c a l l y , let us se lect the coef f i c ien t columns for a l l the 
x . j var iables ( i = l , . . . , n and j = i + l , . . . , n + m ) . Each x . j appears in only one 
constra int and hence we have selected an ident i ty matrix of s i ze 
[nrn + — ] x [nvn + n ^ ^ ] . Since th is has a determinant value 
equal to one, A has f u l l rank. 
3.2.7 C l a s s i f i c a t i o n of Basic Variables into Sets 
We have j u s t seen that the total number of basic var iab les is 
n (n — 1) 
nvn + —^ • We w i l l now define mutually exc lus ive and c o l l e c t i v e l y 
exhaustive sets such that given a basic feas ib le so lu t i on , we can c l ass i f y 
the basic var iables according to these sets . This w i l l be helpful to us 
in la ter sect ions. 
For the sake of convenience, we w i l l re fer to the pa i r ( x t . , x . . ) 
' I J I J 
as x . . for a l l i , j . Noting that both x t . and x . . cannot be basic (as 
I J A I J I J 
establ ished above), we define the fol lowing se ts : S^ = { X j , . . . , x } . By 
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a su i tab le choice of the o r i g i n , we can ensure that d , , . . . , d > 0 and by 
3 1 m ' 
Lemma 3 .2 .4 , x . , . . . , x > 0 and hence, x . , . . . , x are always basic . I n I n 
^2 = ^ X i j : X | j ' S ^ a s ' C' X i j ' S n o n ^ a s ' c> i e { l , . . . , n } , j e { i + l , . . . , n } } 
= { x j j : x j j is bas ic , x t j is nonbasic, i e { l , . . . , n } , j e { i + l , . . . , n } } 
= { x . j : x t j and x . j are nonbasic, i e { l , . . . , n } , j e { i + l , . . . , n } } 
Sr. = { x . . : x t . is bas i c, x . . is nonbas i c , i e { l , . . . , n } , j e {n+1 . . . . , n+m}} 5 i j i j i j 
= { x . ̂ .: x . j is bas i c, x t j is nonbas i c , i e {1 n } , j e { n + 1 , . . . ,n+m}} 
= { x . j : x t j and x . j are nonbasic, i e { 1 , . . . , n } , j e { n + 1 , . . . , n+m} } . 
For each combination of i , j e { 1 , . . . , n } such that i > j , there are 
(£) = H i p L L x ^ . va r iab les . Hence, the set { S 2 U S 3 U S ^ } has n ^ " ] ^ x . j 1 
Si m i l a r l y , for each combination of i e {1 n} and j e {n+1 , . . . ,n+m} 
there is one x . . e {S_ U S, U S_} . Hence the set {S_ U S , U S_} has m-n 
U 5 6 7 5 6 7 
x . . ' s . 
" J 
Hence i f S, has p x . . ' s and S_ has q x . . ' s , then the tota l number 
4 i j 7 U 
of basic var iab les are: 
( i ) The Set Sj has n basic va r iab les . 
( i i ) The Set { S ^ U S^} has n ^ ^ - p basic va r iab les . 
( i i i ) The Set { S _ U S , } has m* n - q basic var iab les . 
5 o 
Adding the above, we get the total number of basic var iab les is equal to 
n + n 1 ) + m . n _ (p+ q ) 9 which must be equal to m-n + n ^ ^ by the 
last sec t ion . 
Hence, p + q = n. 
We w i l l be taking advantage of th is in Section 3 - 3 - 1 . 
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3.2.8 Impact of Degeneracy 
As discussed in Section 1 .3 -1 , degeneracy has posed as a stumbling 
block in the development o f an e f f i c i e n t primal based simplex solut ion 
to Problem P x (35) . Degeneracy ar ises when more than one new f a c i l i t y 
are located at the same x coordinate in any basic feas ib le so lu t i on . Let 
us invest igate the number of degenerate bases that can represent the same 
so lu t i on . 
Let t ( < n) new f a c i l i t i e s be located at x_(a £ { n + l , . . . , n + m } ) . Let 
— a 
Ŝ_ = {Set o f indices of these t sources}, S .̂ = {Set of indices for the 
(m-1) dest inat ions excluding " a " } , and = {Set of indices i fo r the 
(n - t ) sources wi th x . ^ x g } . 
( i ) From Lemma 3 .2 .6 , the number of basic var iables involv ing only the 
/ ,.\ r / ^ (n - t ) (n-1-1) (n - t ) sources £ are (n-t)m + - . 
( i i) For i £ S^ and j £ S , e i t h e r x t . > 0 ( x . > x . ) or x . . > 0 ( x . < x . ) . 
t f i j i J U i J 
This gives us t (m- l ) basic var iab les . 
( i i i ) For each combination of i £ S^ and j e S y such that i > j , e i ther 
x t . or x . . > 0 ( i . e . e i ther x . > x . or x . < x . ) . 
' J "J i J i J 
A l so , fo r each combination of i £ S^ and j £ S such that i <• j , > t v 
e i ther x t . or x . . > 0 ( i . e . e i ther x . > x . or x . < x . ) . This gives us 
J i J i J ' J i 
t ( n - t ) basic va r iab les . 
( i v ) Las t l y , the t sources wi th i e S t w i l l have x . bas ic . (Note that , 
the basic x . wi th i £ S are accounted for in ( i ) above). There are hence i v 
t more basic va r iab les . 
We have hence accounted for { — = — - + n*m c var iables 
which leaves us wi th t ^ ^ basic var iables to account f o r . By examining 
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the possib le basic var iables as l i s ted in the last sec t ion , we see that 
we have not considered as yet the x . . var iab les with i e and j e S U { a } , 
/ | j t J t 
i ^ j . For i e S , and j = a we get t x . . ' s and for each combination of t U 
i >j e ( i > j ) we get (*) = t ^ ^ x . . ' s . For these x . . ' s both x t . and t 2 2 i j i j i j 
x . . are zero. " J 
We can hence se lect a r b i t r a r i l y t ^ ^ var iables from t + ^ ^ 
var iab les and ca l l them basic . A l so , for each x . j we se lec t , we may make 
e i ther x t j or x . j bas ic . Hence, the number of degenerate bases possible 
are 
t ( t - l ) 
I 2 
t + t ( t l I i \ 
t ( t - D 
e . g . , when t = 5, there are 2 ^ (Jq ) possible bases, a staggering f i gu re . 
Even wi th t = 2, 6 a l ternate bases are poss ib le . Besides, degeneracy at 
some other locat ion would magnify th is f i gu re . We w i l l now attempt to 
overcome the dilemma of choosing a su i tab le bas is . 
Suppose we have a basic feas ib le so lut ion to Problem P^ of sect ion 
3.2.3 and let us focus our at tent ion on a new f a c i l i t y z wi th x = x . 
z a 
( z e {1 n} and ae { n + l , . . . , n + m } ) . As mentioned in Lemma 3.2.5, le t t ing 
x z = * a + j corresponds to a simplex p i vo t . We wish to invest igate i f th is 
w i l l g ive a s t r i c t improvement in the ob jec t ive funct ion va lue. In order 
to see t h i s , we define a basis in the next sect ion in such a way that i f 
the reduced cost coe f f i c ien t ( z . . - c . ) o f x + i s p o s i t i v e 
1J 1 j za K 
then a s t r i c t decrease in t h e obj 'ect ive funct ion is obtained by 
making = x a + j • This w i l l be demonstrated by proving that in such a 
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case, when x * g enters the bas i s , a non-degenerate p ivot occurs. 
S im i l a r l y , we w i l l define another a l ternate basis ( i f necessary) 
to invest igate any potent ia l improvements in making x = x _ 1 . This w i l l 
z a - i 
be done for each new f a c i l i t y . We w i l l then develop a su f f i c i en t condi­
t ion for a s t r i c t improvement in the ob jec t ive funct ion value when moving 
a s ing le new f a c i l i t y e i ther to the l e f t or the r i gh t . 
I t is necessary to emphasize here that in the absence of degeneracy 
a unique basis e x i s t s . Hence the need for select ing a su i tab le basis 
ar ises only in the presence of degeneracy. 
3.3 Consideration of S1ng1e Movements 
3-3.1 De f in i t i on of a Suitable Basis fo r Test ing the Effect iveness of 
Moving a Single New F a c i l i t y "To the Right" 
Let the new f a c i l i t y z under considerat ion have x = x , 
1 z a 
z e { l , . . . , n } and a e {n+ 1 , . . . , n+m} . 
In Section 3.2.7 we had indicated that given a bas ic feas ib le s o l u ­
t i o n , we could c l ass i f y the basic var iab les into the sets Sj through S^ 
which we had def ined. For examining the potent ial improvement of the 
ob jec t i ve funct ion value by making = x a + j > we speci fy the elements of 
these sets below: 
(a) A l l the elements x.. , . . . ,x of S. are basic 
1 n 1 
(b) The elements of and S^ are determined from the fol lowing c r i t e r i a 
I f fo r ! e { l , . . . , n } and j E { i + l , . . . , n } , 
i f x . > x . , x t . i s bas i c 
" J ' J 
i f x . < x . , x . . i s b a s i c 
» J ' J 
i f x . = x . and i f i ^ z , j ^ z , x . . is basic 
1 J 1J 
i f x . = x . and i f i = z or i f j = z , then, 
1 j 
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i f i = z , for j z {z+1 n} i f x = x . then x T . is bas ic , and i f 
' z j z j 
j = z , for i e { 1 , . . . , z - 1 } i f x = x . , then x . is basic. 
z i i z 
(c) S ince for each i e { 1 , . . • , n } and j e + 1 , . . . , n } , ei ther x t j or x . j 
has been defined basic in (b) above, Set S^ is empty here. i . e . p = 0. 
(d) The elements of S are determined from the c r i t e r i a that i f fo r 
5 
i e { 1 , ,n>, j e {n+ 1 , . . . , n+m} i f x . > x . , x t . is basic . 
(e) Set S^ is formed from the c r i t e r i a that i f for i e { l , . . . , n } , 
j e {n + 1 , . . . , n+m} , i f x . < x . , x . . i s b a s i c . 
i j I J 
( f ) Since p = 0 and p+q = n according to sect ion 3-2.7, q = n i . e . Set S-. has n elements. These n x . . ' s a r i se from having both x . . and x . . non-7 U i j i j 
then 
basic fo r i e { l , . . . , n } , j e {n+1 , . . . ,n+m} such that x . = X j . 
Hence, Sj has n basic va r iab les . Fur ther , because p = 0, 
n(n — 1 ) 
by Section 3.2.7, {S^ U S^} has — ^ — - basic va r iab les . Also since q = n, 
then by Section 3.2.7, {S_ U S , } has (m«n- n) basic var iab les . This gives 
B o 
us a tota l of m-n + n ^ ^ basic va r iab les . Let B ,be the matrix 
2 z a + 
defined by the columns of the above basic var iab les with the rows arranged 
such that the constra ints wi th the basic x . j appear f i r s t , those with the 
basic x . j appear next and those involv ing x . j wi th i = l , . . . , n and 
j* e { n + 1 , . . . ,n+m} such that x . = X j appear l as t . We then have, 
x . j ( i e { 1 , . . . , n } , x . j ( i e { l , . . . , n } , 
j e { i + 1 , . . . , n+m} ) j e { i + 1 , . . . , n+m} ) 
1 , • • • ,x n 
- I 
B + za 
0 0 I 
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Here, corresponding to the constraints involv ing the basic xT.^A4" has 
+1 under x . and -1 under x . i f j < n 
i J 
+1 under x . and 0 elsewhere i f j > n. 
S im i l a r l y , corresponding to the constra ints involv ing the basic x . j , A 
has 
+1 under x . and - 1 under x . i f j < n 
' J -
+1 under x . and zeroes elsewhere otherwise, i 
Lemma 3 -3 .2 . Let B .be as defined above. Then 
za 
( i ) B ^ e x i s t s . 
z a + 
( i i ) The reduced cost coe f f i c ien t for x + is given by 
za 3 7 
r , = 7 - y (w . + w. ) - y ( w . + w . ) . 
% . , / x . > x J J w . / x . < x J J V J J Z V J J - Z 
( i i i ) I f r^ > 0, then a s t r i c t improvement in ob jec t i ve funct ion value 
is obtained by le t t i ng = x a + p 
Proof: 
(?) C lear l y the determinant of the Basis Matr ix B . is nonzero ( in f ac t , 
za 
i t is = ± 1 ) . This implies that the columns are l i nea r l y independent and 
since the rank o f th is is nvn + n ^ ^ , by Lemma 3 .2 .6 , th is is a l e g i t i ­
mate bas is . 
A l so , 
B" ' = 
z a + 
"Basic xT." 
• J 
"Basic xT. " 
U 
" x . " i 
-I 0 A + 
0 I -A" 
0 0 I 
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( i i ) The cost coe f f i c ien t vector of these basic var iables from the 
ob jec t i ve funct ion is 
" x t . " 
U 
C R = [{2w..} | {0} | { -W.} ] . 
D ' J I 
With the rows arranged in the same order as fo r B , , the column of 
za 




column of zeroes having as many elements 
as the number of basic x t . 
U 
column of zeroes having as many elements 
as the number of basic x7. 
U 
corresponding to x^ 
corresponding to x. 
corresponding to x 
We now define Sets 
S T = {se t of indices j e { z + 1 , . . . , n + m } , j £ aIx > x . } a 1 z — j 
S g = {set of indices j e { z + l , . . . , n + m } | x z < x^.} 
S* = {set of ind ices i e { l , . . . , z - l } | x > x . } 
D Z — I 
S, = {se t of indices i e - ( l , . . . , z - l > | x < x . } . b z i 
Hence, the updated column of coe f f i c ien ts for x + = c = B ^ a + 









for each basic X + . ( j e S + ) z j V J a 
for each basic X T ( i e S, ) i z b 
otherwise 
for each basic X . ( i eS, ) > z b 
for each basic X . ( j e S ) z j a 
otherwi se 
corresponding to X . 
otherwi se. 
r z = C B [ B ^ + • a „ + ] " C , . + = C B C za za 
+ " c -za za 
= [-2 T w . + 2 y w. + W ] - 2 w 
£J I -7 1 U — | 2 -7 j" eS + z j i eSi za 
2 Y w . + 2 Y w. - 2w + [ Y w . - Y w. 
j eS; J i eS k j e S ^ U S ^ U { a } J i eSj^U S b 
a a 
(by d e f i n i t i o n of W ) 
Y w . + Y w . + Y w. - Y . w . - w 
. %+ z j . L c - z j . iz . L c + iz za jeS jeS J ieS, ieS, a a b b 
• - i . 1 w + Y w. ] + [ Y w . + Y w. ] • c+f* r \ Z J • C + , Z • C - Z J • * > - 1 2 j e S T U {a } J ieS£ jeS i eS; 
. . r = Y ( w . + w . ) - Y ( w . + w . ) . z , L z j j z ' , L z j j z ' 
. . . / X . > X J J , . . / X . < X J J V J J z V j J - Z 
( i i i ) Suppose > 0 and we enter i t in the bas is . The candidates for 
leaving basic var iables are those which have a +1. in the corresponding 




x t ( i e S, ) i z b 
and x . ( j e S ) 
z j J a 
But 
For i e S, , x t = ( x . - x ) > 0 and b iz i z 
For j e S , x . = x . - x > 0 . a z j j z 
A lso , min. x . = x . - x and min. x t > x . - x where the equal i ty z j a+1 a iz — a+1 a ^ 1 
holds i f x . = x fo r i e S, . I n e i ther case, the 1 eavi ng bas i c var iab le i a+1 b 3 
is x and x f enters at a pos i t i ve level of (x - x; ) i . e . i t has z,a+l za K a+1 a 
moved to an adj'acent pos i t ion on the r i g h t . The decrease in the obj'ec-
t i v e funct ion value is r * (x - x ) > 0. Hence, wi th th is de f i n i t i on of 
z a+1 a 
a bas is , i f > 0, a s t r i c t improvement is possible because of a non-
degenerate p i vo t . 
3«3»3 De f in i t i on of a Sui table Basis f o r Test ing the Ef fect iveness 
of Moving a Sing le New F a c i l i t y to the Left 
We w i l l work s im i la r l y as in the last sect ion here. Let the 
locat ions be as spec i f ied there. The basic var iables are picked as in 
Section 3 . 3 . 1 , except the elements of S^ and S î (case (b ) ) which are : 
(b) Sets S^ and S^ are formed according to the fo l lowing c r i t e r i a : 
1 f for i e •( 1,..., n } , j* e { i + 1,... ,ny i f x . > x .̂ then x t j i s bas ic 
i f x . < x . then x . . is basic 
" J i j 
i f x . = x . and i ^ z , j" £ z , x . . is basic 
i j i J 
For i o r j = z , consider, 
For j ' e {z+1 , . . . , n } i f x = x . , then x . is bas ic and J z j z j 
for i e { l , . . . , z - l } , i f x = x . , then x t is basic. * * ' z i i z 
42 
n(n- 1) 
Again, we have m«n + — ^ — - var iab les which form the basic matrix below: 
x j . { i e { l , . . . ,n>, x . . { i e { l , . . . ,n> X J , . . . , x n 
j e{i + l , . . . ,n+m}} j e { i + 1 , . . . ,n+m}} 
-1 0 A + 
B -za 0 I A~ 
0 0 I 
where A + and A have the same form as in the last sec t ion . 
Lemma 3.3.4. Let B 
za 
_ be as defined above. 
( i ) B ' e x i s t s . 
za" 
( i i ) The reduced cost coe f f i c i en t f o r x _ is given by 
za 3 
i = Y (w . + w. ) - Y ( w . + w . ) 
Z
 w . / x >x. Z J J Z v . / x <x. Z J J Z 
V J Z J Y J Z - J 
( i i i ) I f &z > 0, then a s t r i c t improvement in the ob jec t i ve funct ion 
value is obtained by le t t ing x = x 
1 3 z a-1 
Proof: 
( i ) DetlB _| = ±1. Hence the columns of our Basis matrix are l i nea r l y 1 za 1 
independent. Hence we do have a basis. 
The Basis inverse is given by 
B~' 
za 
X T . 
I J 
X T . 
U 
X . i 
- I 0 A + 
0 R -A~ 
0 0 I 
( i i ) The basic cost coe f f i c ien t vector is 
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= [ { 2 w i j 
U 
{0} - v ] 
Here again, ^ z a - is (with rows rearranged as fo r B z a - ) 
za 
as many zeroes as basic x . . 
1 hi_ 
as many zeroes as basic x . . 
1 LL 
corresponding to x 
corresponding to x. 
corresponding to x 
We define the sets 
S T - { se t of indices j e { z + 1 , . . . , n + m } / x > x . } c z J 
S" = {se t of indices j e {z+1, . . . ,n+m>, j ± a/x < x . } c z — j 
S+, = { set of i nd i ces i e { 1 , . . . , z -1 } / x > x . } d z i 
S , = {se t of indices i e { 1 , . . . , z - l } / x < x . } d z — i 
As before, the updated column c _ of x _ is given by c . = B \_ • a _ 
za za za za za 










fo r each basic x + . ( j e S + ) z j J c 
for each basic x t ( i e S~) i z d 
otherwise 
fo r each basic xT ( i e S^) i z d 
fo r each basic x " . (j* e S~) z j V J c 
otherwi se 
corresponding to x. 
otherwi se 
The reduced cost coe f f i c i en t for x _ = £ = (z _ - c _ ) = c*B ^_*a 
za z za za B za za 
= c_c _ = 2 V w . - 2 J w. - W 
J c d 
= 2 £ w . - 2 £ w. £ w . + £ w. 
jeS+ Z J ieS" , Z j e S + U S" U {a} Z J i eS+ U S: ' Z c d c c d d 
(using the de f i n i t i on of W }̂. 
y w . - y w. - y w . + y w . 
. L c + z j . Lt• - iz • c - , I r \ Z J • c + I Z j e S T ieS, jeS U {a} J i eS'T 
c a " c 
& =• y ( w . + w . ) - y ( w . + w . ) 
Z W / Z J J Z U / Z J J Z 
V . / x >x. J J V . / x <x. J J 
J z J J z ~ J 
Fur ther , £ = - r - 2 y ( w . + w . ) . 
7 f -r t-> -7 1 1-7' 
V . / x =x. 
J z J 
( i i i ) Suppose > 0 and we enter i t in the basis . The l i ke l y candidates 
for leaving the basis are those which have +1 in the corresponding pos i ­
t i on in the c _ column. These are 
za 
x . ( j e S ) z j J c 
and x . ( i e S+) 
1 z d 
and x . 
z 
By a su i tab le choice of the o r i g i n , we can assume that d^ 's are s u f f i ­
c i en t l y large so that x^ w i l l never be pivoted out of the basis. 
+ + 
F o r j ' e S , x . = (x - x . ) > 0 and J c* z j z j 
Min. x . for j e S is (x - x , ) {at j = a - 1 } and z j c a a-1 J 
min. xT for i £ St is > (x - x , ) • Hence, x w i l l enter the basis iz d — a a-1 za 
at a pos i t i ve level of (x - x _ i ) and e f f e c t i v e l y , new f a c i l i t y z w i l l 
a a — i 
have moved to the adjacent pos i t ion on the l e f t . The ob jec t ive funct ion 
w i l l have decreased by £*(x ~ x i ) > 0. Again, we observe that i f 
z a a — i 
we f ind that £ >0 , we can simply move the new f a c i l i t y to the adjacent 
pos i t ion on the l e f t . 
I f a f te r the above analyses, we f ind that r. < 0, £. < 0 fo r a l l 
' » i — i — 
i = 1 , . . . , n , then th is implies that moving a s ing le f a c i 1 i t y e i ther to 
the r i gh t or to the l e f t is disadvantageous. Fur ther , i f there is no 
degeneracy, the optimum so lu t ion is at hand. This fol lows immediately 
from the fo l lowing three propert ies associated with a simplex i t e r a t i o n : 
(These lemmas are given without proof and an interested reader is referred 
to reference (35)). 
Lemma 3 . 3 . 5 . A simplex p ivot operation would not involve the movement 
of a subset of new f a c i l i t i e s at a given locat ion to a non-adjacent loca­
t i o n . 
Lemma 3 .3 .6 . Consider two or more mutually exc lus ive subsets of new 
f a c i l i t i e s with each new f a c i l i t y in a given subset being at the same loca 
t i o n , but each of the subsets being at a d i f fe ren t locat ion. A simplex 
p ivot would not involve movement of two or more such subsets of new f a c i l i 
t ies . 
Lemma 3 . 3 . 7 . A simplex pivot would not move one subset of new f a c i l i t i e s 
(at a given locat ion) to the r igh t and another mutually exc lus ive subset 
of new f a c i l i t i e s (at the same given locat ion) to the l e f t . 
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3.4 Consideration of Jo in t Movements 
Hereaf ter , we w i l l refer to new f a c i l i t i e s located at the same x 
coordinate ( in Problem P ) as "degenerate new f a c i l i t i e s . " In the pre­
vious sections we have shown how to detect i f moving a s ing le new f a c i l i t y 
to an adjacent locat ion w i l l resu l t in an improvement of the ob jec t i ve 
funct ion value. Lemmas 3.3.5, 3-3.6, and 3.3.7 indicate that j o i n t 
movements of degenerate f a c i l i t i e s are also poss ib le . We w i l l i n v e s t i ­
gate th is now. 
Consider a pa r t i cu la r locat ion with say, h degenerate f a c i l i t i e s . 
Let these form set S^. We are interested in determining whether a subset 
S o f S^, containing t of these h f a c i l i t i e s can be moved j o i n t l y to the 
r i g h t , say, and g ive a s t r i c t decrease in the ob jec t ive funct ion va lue. 
I n Probl em P 1 (of sect ion 3.2.1), f o r i , j e S ^ , X T . = X . . = 0 (s ince x t » j I J 
X . = X . ) , and hence, for considering the j o i n t movement of S . we can i j t 
equ iva lent ly le t w. j = 0 f o r i , j e S^. 
Let the new f a c i l i t y thus obtained by combining the t f a c i l i t i e s 
be indexed as t . We w i l l now t reat th is as a s ingle new f a c i l i t y and 
determine i t s reduced cost coe f f i c ien t r_ as in Lemma 3.3.2 ( i i ) . Then 
t 
by Lemma 3.3.2 ( i i i ) , i f r_ > 0, then we can move a l l the t f a c i l i t i e s 
t 
S to the r igh t and obtain an improvement in the ob jec t i ve funct ion 
va lue. Since the t new f a c i l i t i e s behave as a s ing le new f a c i l i t y t , we 
have, 
w = I w for j £ S 
fcJ i e S t U 1 
and w. .— = J w . . for j A S 
U S J ' t 
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Let x—= x (ae {n+1 n+m}) be the location of S , . Then Lemma 3-3-2 
t a n 
( i i ) g ives us 
Z V . / x . > x t J J t 
J J a 
I (w + w ) 
V . / x . < x t J 
J J " a 
J * s t 
- I 
ieS, 
£ J (w. . + w . . ) 
V . / x . > x i £ S I J J l 
J J a t 
y j ( w . . + w . . ) 
V . / x . < x i £ S^ I J J l j j - a t 
j M t 
y (w. . + w . . ) - y (w. . + w . . ) + y (w.. + w. . 
V . / x . > x J V . / x . < x J jeS^. J J 
J J a J J - a 
ieS 
r. + y ( w . . + w . . ) 
i - c 1 J J 1 
j e S t 
= I r, + I 
ieS^ ieS 
y ( w . . + w . . ) + y ( w . . + w . . 
J < I J J J > I J J 
JeS. JeS. 
w.. = 0} 
i i 
But by the de f i n i t i on of w.^. for i , j e \ 1 , . . . , n}-, we know that 
w. . = 0 i f j* < i . 
I r j + I I w + I I w . . 
ieS,. ieS. j< i J ieS. j> i | J 
t J. c t < c 
By merely interchanging i and j we see the last two terms are equal 
y r. + y y 2w.. 
ieS IES J > I J 
J e S 
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For each pa i r of i and j e S ( i j ) from the last term above, we get 
2w.. i f i < j and 2w.. i f i > j . 
| J J i 
.". Let a ! , (defined fo r each pair i . j e S j = 2w. . i f i < j 
I J t i j J 
2w. . i f i > j ' 
J i 
Then r_ = £ r. + £ a! 
i e S t ' ( i , j ) e S t 
3.4.1 Formulation of a Graph-Theory Problem 
In the last sec t ion , we introduced a means of evaluating whether 
there is a potent ia l advantage in moving the t new f a c i l i t i e s j ' o in t l y to 
the r i g h t . However, we have yet to determine which of the h degenerate 
f a c i l i t i e s should belong to set S^. Since a combinatorial approach w i l l 
be tedious, we w i l l develop an e f f i c i e n t method to solve th is problem. 
We w i l l formulate the problem of determining S as a graph theory 
problem. By doing t h i s , we w i l l not only solve our own problem but w i l l 
provide a so lu t ion procedure for an interest ing graph theory problem. 
Consider a graph wi th each node representing a new f a c i l i t y eS^. 
Each node has a weight r. attached to i t . Each node is connected d i r e c t l y 
to every other node. Let the arc connecting nodes i and j" have a weight 
a ! , associated with i t . 
U 
By a SUBGRAPH S^, we mean the subset S of the nodes eS^ and a l l 
the arcs connecting these nodes eS t to each other . By the WEIGHT OF THIS 
SUBGRAPH, we mean the sum of the weights on the nodes and the arcs asso­
ciated with i t . I t is c lear that the r_ o f the previous sect ion is pre­
c i se l y th is subgraph weight. We are hence interested in a subgraph of 
maximum weight. I f th is r > 0, i t is advantageous to move to the 
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adjacent pos i t ion on the r i g h t . I f r^. <_ 0, then there is no subset of 
which can be moved j o i n t l y to the r igh t to improve the ob jec t ive 
funct ion value. (A s imi la r considerat ion holds fo r movements to the 
l e f t ) . 
Let t ing a . . = - ^ -a l . and renumbering the h f a c i l i t i e s eS, as 
3 I J 2 J J 3 h 
l , . . . , h , we may formulate th is graph theory problem as the fol lowing 
quadratic assignment problem: 
h h h 
max. J x . r . + J J x . x . a . . 
I I i~> i~> i i i i i= i i-i j - i 1 J I J 
sub j . to x . = 0,1 i ^ l , . . . , h , 
We now define r = 
and 
r i 
A = 12 
x = ?1 
a 1 2 •*• a l h 
'2h 
lh d2h *•• 
where A ^ x ^ is a symmetric matr ix. 
We w i l l now re lax the integer constra ints x . = 0 or 1 to the 
form 0 <_x. <_1. We w i l l j u s t i f y th is by showing that the so lu t ion to 
the problem wi th these relaxed constra ints sa t i s f i es the o r ig ina l integer 




max. f ( x ) = r t x + x t A x 
sub j . to 0 ^ . x j £ l i = l , . . . , h . 
We w i l l use Cabot and Franc is 1 Algorithm (7) to solve th i s problem. 
However, Cabot and Franc is 1 procedure is designed for a general quad­
ra t i c programming problem: 
t , t f t mm. r x + x Ax 
sub j . to Bx _< d 
x _> 0 . 
In our problem ( P _ ) , the const ra in t set is of a much simpler form so 
b 
that the so lu t ions to the sub-problems of Cabot and Franc is 1 Algorithm 
may be t r i v i a l l y obtained. Fur ther , the algorithm c a l l s for the use o f 
Murty 's (32) extreme point ranking procedure. The extreme points of our 
const ra in t set are eas i ly i den t i f i ab le and hence an e f f i c i en t ranking 
procedure may be developed. 
3.4.2 Algorithm CFA for the Solut ion o f Problem P_ 
b 
Here, we w i l l descr ibe the steps of Cabot and Franc is 1 Algorithm 
as spec ia l ized for problem P : 
b 
STEP 1: Solve fo r j = l , . . . , h 
max. (a ) x 
sub j . to 0 j i x j £1 ( i = l , . . . , h ) . 
i t h where, a is the j column of matrix A. 
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Here, since A _̂ 0, the optimum so lu t ion to th is has the ob jec t i ve func­
t ion va lue: 
Uj = ( a _ ' ) t * 1̂  where } is a column vector of h elements, a l l 
equal to un i ty . ( i . e . x. = 1 for i = l , . . . , h ) . 
STEP 2: Solve problem P g : 
h h 
max. g (x ) = £ ( r + u ) x = £ C x. 
j = l J J J j = l J J 
sub j . to 0 < x. < 1 ( j = l , . . . , h ) . 
± — J — 
Let x be the optimal so lu t ion . C l e a r l y , x = (x , , . . . , x , ) such that o o o l ' ' oh 
x . = 1 i f C. > 0 and x . = 0 i f C. < 0. Then, from the de f i n i t i on of u . , o i i o i i — j 
fo r any 0 <_ x j< 1 , g ( x Q ) >_ f (x) , and since f (x ) is a pa r t i cu la r so lut ion 
value o f problem P r , 
lower bound f n = f ( x ) £ o 
upper bound f = § ( X Q ) 
Current best so lu t ion to P = x . 
u o 
Hence, i f f s c is the optimum so lu t ion to P^, f ( x ) _̂ f " ^. 9 ( x ) • Hence, 
i f g ( x Q ) < 0, STOP: S = { 0 } 
STEP 3-' 
Generate the next best extreme point so lu t ion x^ to Problem P . 
(A procedure fo r th is is given in the next sec t i on ) . GO TO STEP h: 
STEP k: Thus f a r , we have f < f* < f . Now, i f g(x ) < f ST0P=£ 
' jL ' U K Xj 
The current best so lu t ion is optimum for P„ . I f g(x. ) > f replace f 
v G 3 k — £ u 
by 9( x i . ) t o 9 e t a n e w upper bound on f ' \ ( I f f ^ . 0 , STOP ^ S = {<(>}). 
I f f ( x ^ ) > f^, replace f^ by f l x ^ ) and le t x^ be the current best so lu t ion 
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to Problem P r . Go to STEP 3- I f f ( x , ) < f „ , leave a l l quant i t ies 
U K — X-
unchanged and go to STEP 3. 
At the end of th is algor i thm, i f f' v > 0 and x = ( x ' j , . . . , x ^ ) is 
optimum for Problem P., then i f x5/ = 0, i i S .̂ and i f xV = 1 , i e S,.. S,. 
G i t I t t 
may now be moved j o i n t l y to the r i g h t . 
3.4.3 Implementation of Murty 's Extreme Point Ranking Procedure 
Consider Problem P and le t us introduce slack var iab les x . in 
s I 
the corresponding constra ints to get 
h max. I C .x . 
1-1 ' ' 
s u b j . t o x . + x . = 1 
_ 1 = 1 , . . . , h . 
x . , x . > 0 i i — 
Let x be the optimum so lu t ion and le t the basic feas ib le so lu t ion cor re -o 
sponding to th is have the basic var iables E ( x ^ » x 02> • • • , x o n ^ 
where x . = x . j f x . = l . 
O I L I 
x . = x . i f x . = 0 . 
OI I I 
Consider any basic feas ib le so lu t ion x^ with basic var iables ( x ^ , . . . , x ^ ) . 
Then i t is eas i l y seen that the fol lowing are t rue : 
( i ) The Basis Matrix B = I, , . Hence, B ^ = 1, , . 
hxh hxh 
( i i ) I f C D E vector of cost coef f ic ien ts fo r the basic va r iab les , then 
D 
C B B " ' " CB = ( C B 1 C B h > W h e r e ' 
C n . = C. i f x . = 1 i . e . x , . = x . Bi i i KI I 
0 i f x . = 0 i . e . x l . = x " . 
I KI I 
( i i i ) The reduced cost coe f f i c ien t f o r the nonbasic var iab le x£ is given 
by ( z . - c ! ) = C„B ^a. - c! = C n a . - c! where, a. is the column of x ' in j j B j j B j j j kh 
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the s tar t ing tableau and cj is i ts cost coe f f i c ien t in the ob jec t ive 
funct ion expression. 
â . has 1 in the j 1 " * 1 pos i t ion and zero elsewhere whether 
x.1 . = x . or x.1 . = x . . 
kj J kj j 
and c'. = c. i f x . 1 . = x . J J kj j 
= 0 i f x , ' . = x . 
kj J 
.'. ( z . - c'.) = c. i f x . = 1 i . e . x. . = x . i .e . x.1 . = x . 
J J J J kj j kj j 
= - c . i f x . = 0 i .e . x . . = x . i .e . x . 1 . = x . . J J kj j kj j 
( i v ) Since B ^ = ^hxh a ^ w a v s » t n e tableau entr ies remain unchanged. 
Hence, i f x . is non-basic and enters the bas is , we are guaranteed that 
x . w i l l be pivoted out . Hence, every basic feas ib le so lu t ion has e i ther 
x . or x . = 1 and the other = 0 fo r i = l , . . . , h . 
(v) Because of ( i v ) , the RMS is a column of l ' s . Hence, we never have 
degeneracy. This makes Murty 's Extreme Point Ranking Procedure extremely 
e f f i c i e n t (32). 
( v i ) From ( i v ) above, i t is c lear that each basic feas ib le so lu t ion has 
exact ly h adjacent basic feas ib le so lu t ions . For each component i o f 
the current so lu t ion x^ ( i = l , . . . , h ) , i f i t is 1 we can f l i p i t to 0 and 
v ice-versa to get an adjacent bas is . In other words, f o r each component 
i , i f x . is bas ic , an adjacent so lu t ion would have x . basic and v i ce versa 
We w i l l now summarize the ranking and enumeration procedure: 
I n i t i a l i zat i on Step: Let X q be the optimum solut ion to Problem P g as 
found e a r l i e r . Generate the h adjacent points (* 0 j> i = l , . . . , h ) to X q by 
( v i ) above and store x . and g(x . ) i f g (x . ) > 0. 
oi o r o r 
5h 
Suppose now that we have a l i s t of extreme points x g w i th the i r 
corresponding values g ( x e ) , and suppose that Algorithm CFA has t rans­
ferred control here to determine the next best extreme point to Problem 
P g . A lso , assume that at th is po in t , the current bounds on f are f 
and f and the previous best extreme point generated was x . 
Step 1: We are now interested in x^ which is adjacent to x and fo r 
which f„ < g(x ) < f , s ince otherwise, we w i l l never have an occasion to £ — 3 a — u 
use x . From ( i i ? ) above, we get f o r each x the reduced cost c o e f f i -a a 
cients (z^. - c I ) which indicate whether the adjacent extreme point we are 
enumerating is improving or not. (Note that an improving point already 
belongs to the l i s t ) . A lso , using ( v i ) above, we may generate the adjacent 
extreme points we wish to store as: 
Let x = ( x j , , x ^ ) . Then for i = l , . . . , h 
I f x . = 0, then i f c. < 0 and i f g (x ) + c. > f „ . then make x . = 1 in x . i i — 3 v i — £ i 
( I f e i ther condi t ion is v i o l a t e d , go to the next component x . + j ) . 
I f x . = 1, then i f c. >_ 0 and i f g (x ) - c. >_ f , obtain the adjacent 
extreme point by making x . = 0 in x . ( I f e i ther condi t ion is v i o l a t e d , 
go to the next component x . + j ) . 
Each adjacent point x generated is stored wi th i ts value g(x ) . 
a a 
The extreme point x is dropped from the l i s t of extreme po in ts . 
Step 2: From the l i s t of extreme po in ts , pick out that extreme point x ^ 
which has the highest value of g from a l l those l i s t e d . I f g (x^) is the 
same as fo r the extreme point picked before i t , check to see i f x ^ has 
been chosen before. I f yes , delete x^ from the l i s t and select another. 
I f not , GO TO STEP A o f ALGORITHM CFA. 
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3.5 A Complete Algorithm (MFLOC) For the Solut ion 
of Problem P 
Assume that each new f a c i l i t y is placed at the x coordinate loca­
t ion of some ex is t ing f a c i l i t y . A lso , we w i l l assume that the necessary 
adjustments have been made fo r the case where more than one ex is t ing 
f a c i l i t y have the same x coordinate. Let k. denote the ex is t ing f a c i l i t y 
at whose x coordinate, new fac i 1 i t y i is located { i e 1̂ , . . . ,nK k . e { n + l , . , 
n+m}-}. 
ALGORITHM MFLOC: 
Step 1: For each new f a c i l i t y , ca lcu late 
r . = 7 ( w . . + w . . ) - y ( w . . + w . . ) 
' V . / x . > x , ' J J ' V . / x . < x , , J - " j j k. j j — k. i i 
and for i = l , . . . , n . 
I. = - r . - 2 y (w. . + w . . ) 
1 V . / x . = x , , J J » 
J J k. 
Step 2: I f al 1 r. <_ 0, GO TO STEP 3. 
I f any r. > 0, GO TO STEP k. 
Step 3: I f a l l I. £ 0, GO TO STEP 6. 
I f any l. > 0, GO TO STEP 5. 
Step 4: Let r = max{ r . } . Move new f a c i l i t y t to the adjacent pos i t ion 
on i ts r i gh t and update: 
X t = X (k t +1) 
Replace r by r - 2 » V (w . + w. ) 
t t w /v =v ^ J 
j X j X ( k t + 1 ) 
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Replace £ by £ + 2 • £ (w . + w. ) . 
11 11 V . / x . = x , t J J t J J k t 
For a l l i e { l , . . . , n j V such that x . = x. , replace r. by r . + 2 ( w . + W , . ) 
' ' i i i 11 11 
For a l l i e { l , . . . , n } such that x . = X / . . . x , r e p l a c e £. by £.-2 (w. .+w. . ) 
' ' i ( k t + l ) i i 11 11 
Now replace k t by k^+ 1 
GO TO STEP 2. 
Step 5: Let £ = max{£.}. Move new f a c i l i t y t to the adjacent pos i t ion 
on i t s l e f t and update: 
x t = x k - r 
Replace r by r + 2 • \ (w . + w ) 
t t V . / x . = y t J J t =x. 
J J k t 
Replace £ by £ - 2 • £ (w . + w. ) 
w / y = Y t j j t 
j - / x j x ( k t - o 
For a l l i E { 1 , . . . ,njV such that x . = x ^ - i ) » r e P l a c e r j by r. - 2 (w. t + w t . ) 
For a l l i e { l , , n } such that x . = x . , replace £. by £. + 2(w. +w . ) 
' ' i k̂  i i i t t i 
Now replace k by k • 1 . 
GO TO STEP 2. 
Step 6: I f each new f a c i l i t y has a d i s t i n c t l y d i f f e ren t x coordinate, 
STOP - the optimum so lu t ion is at hand. 
Step 7' Let R be the rightmost pos i t ion at which degeneracy e x i s t s . 
Select the leftmost pos i t ion at which more than one new f a c i l i t i e s 
co- ex i s t . 
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Step 8: GO TO ALGORITHM CFA for j o i n t movements to the r i gh t . 
I f S = <j>, GO TO STEP 9 
I f Ŝ_ £ <J>, move S to the adjacent pos i t ion 
on the r i g h t . Update a l l quant i t ies using formulae in step k above 
r e p e t i t i v e l y , moving each S^ one at a time while computing. GO TO STEP 9 . 
Step 9- Pick the next posi t ion at the r igh t where degeneracy e x i s t s . 
I f incremented value >R, GO TO STEP 10. I f such a pos i t ion e x i s t s , GO 
TO STEP 8 a f te r picking up that pos i t i on . 
Step 10. Let L be the leftmost pos i t ion at which more than one new 
f a c i l i t i e s c o - e x i s t . Select the rightmost posi t ion of degeneracy. GO TO 
STEP 1 1 . 
Step 11. GO TO ALGORITHM D for j o i n t movements to the l e f t . 
I f S = <j> GO TO STEP 1 2 . 
I f S ^ <f>, move S^ to the adjacent pos i t ion on i t s l e f t and 
update according to the method indicated in Step 8. 
GO TO STEP 12 . 
Step 12 : Pick the next pos i t ion of degeneracy on the l e f t . I f incremented 
value <L then, 
I f no j o i n t movements have been effected e i ther to the l e f t or 
r ight during the last pass through steps 7 - 1 2 , STOP - OPTIMUM SOLUTION IS 
AT HAND. 
I f any j o i n t movements have been e f fec ted, GO TO STEP 2. 
I f incremented value >L i .e . i f the next point of degeneracy e x i s t s , 
pick i t up and GO TO STEP 1 1 . 
3.6 I l l u s t r a t i v e Examples 
3.6.1 I l l u s t r a t i v e Example 1 
For th is problem, we w i l l use the counter example proposed by Rao 
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(35) for the Pr i tsker and Ghare (34) solut ion procedure 
Let n =5, m=4, x 6 ~ d l - 1 = X7 - d 2 , x g = d 3 = 2 




1 2 3 4 5 6 7 8 9 
1 0 1 1 1 1 5 5 0 0 
2 1 0 8 1 0 1 3 1 4 
w! . = 3 
"J 
1 12 0 0 0 3 1 1 4 
4 1 0 0 0 30 2 2 5 4 
5 1 0 0 10 0 0 4 5 4 
d 4 " 3 
Solut ion: In order to conform to our r e s t r i c t i o n of 
x < x , „ < . . . < x , , we f i rs t comb i ne exi s t i nq f ac i 1 i t i es 6 n+l n+2 n+m* 3 
and 7 and ca l l them j o i n t l y as 6 and we rename 8 and 9 as 7 and 8 respec­
t i v e l y . We now have, 
x^ = 1 < x_, = 2 < Xg = 3 






We now convert th is into the [w. j ] format we require to work w i t h : 
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1 2 3 4 5 6 7 CO
 
1 0 2 2 2 2 10 0 0 
2 0 0 20 1 0 4 1 4 
[ { w . j } ] = 3 0 0 0 0 0 4 1 4 
4 0 0 0 0 40 4 5 4 
5 0 
* 
0 0 0 0 4 5 4 
As per Rao's paper, we le t x X 2 = X 3 = X 4 = X 5 = 
= 2for a s tar t ing solu 
t ion. 
We may then ca lcu late r. and £. i i using the formulae in STEP 1. 
New Faci1i ty r. 
i 
I. i 
1 -2 -18 
2 -24 -20 
3 -23 -19 
4 -48 -44 
5 -47 -43 
Since r. < 0, % i — . < 0 i — V . , no i s ingl e movements are advantageous Hence, 
consider j o i n t movements to the l e f t , say, of the new fac i1 i t i es piaced 
x ? = 2. 
Here, 2 3 4 5 
\ = {2,3 ,^,5>, 2 0 20 1 0 












and we may ca lcu la te u . and i c. for i algorithm CFA as: 
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1 : = 2 3 4 5 
£. = = -20 -19 -44 -43 
U . : = 21 20 41 40 
+ U . : = 1 1 -3 -3 
Ranked 
Extreme points x of P g g (x ) f ( x ) Bounds on f 
x = (1,1,0,0) 2 1 o [2,1] 
We now generate adjacent points fo r X q and pick the best as the next 
best. Th is is x ^ : 
x ] = (0,1,0,0) 1 -18 [1,1] ^ STOP 
Since f " = 1 and x gives f ( x ) = 1, x is optimum 
o 3 o ' o K 
X Adjacent extreme points for which g(x )> 0 
X Q = (1,1,0,0) 0100 (1) and 1000 (1) 
is in 
parenthesi s 
Hence, S = {2 ,3 } . We hence move new f a c i l i t i e s 2 and 3 j o i n t l y to the 
l e f t . Again, r. <_ 0, SL <_ 0 V. and i t can eas i l y be checked that no 
j o i n t movements are possib le. Hence the optimal so lut ion is x ^ = x ^ = x ^ = ] 
and x^ = X J _ = 2 . The ob jec t i ve funct ion value is 39. 
3.6.2 I l l u s t r a t i v e Example 2 
Let us use the w. j matrix of the last example but le t the s tar t ing 
so lu t ion be: x^ = 2, x^ = x^ = x^ = x^ = 1. 
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Then using the formulae in step 1, we have, 
New fac i1 i t y i r. I. 





2 -18 -32 
3 - 1 7 -31 
4 -34 -56 
5 -33 -55 
Here, I. > 0 and we can move 1 to the l e f t . This makes x . = 1 and the ' i 1 
ob jec t i ve funct ion decreases by 18 from 62 to 44. The updated values 
x , = x 2 = x
3 - xk ~
 x 5 " 1) 
f a c i 1 i ty i r. 
i i 
1 -18 -18 
2 -22 -32 
3 -21 -31 
4 -38 -56 
L
A
 -37 -55 
Hence, no s ing le movements are poss ib le We hence have to consider 
j o i n t movements o f = {1 ,2,3 ,4,5> to the r i g h t . 
Ranked Extreme points (x) g (x ) f ( x ) Bounds on f K 
of P 
s 
(0,1,1,1,1) 12 4 [12,4] 
(0,0,1,1,1) 11 -16 [11,4] 
(0,1,0,1,1) 11 -15 [11,4] 
(0,0,0,1,1) 10 5 [10,5] 
(0,1,1,0,1) 7 -40 [7,5] 
(0,1,1,1,0) 7 -39 [7,5] 
(0,0,1,0,1) 6 -58 [6,5] 
(0,0,1,1,0) 6 -59 [6,5] 
(0,1,0,0,1) 6 -59 [6,5] 




 -36 [5,5] ^>ST0P. 
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These extreme points above were generated each time an extreme 
point was picked up based on i ts g(x) value to calculate the bounds. 
Extreme points wi th g (x ) lying outside the current bounds were dropped 
(not s to red ) . The generation procedure proceeded as shown below. 
The maximum value of f ( x ) = 5« The extreme point which gave th is 
value was ( 0 , 0 , 0 , 1 , 1 ) from above. .'. S = { 4 , 5 ) . We therefore move S 
to the r igh t and improve the ob jec t i ve funct ion by 5 i . e . i t decreases 
from 44 to 39. 
The present so lu t ion is x^ = x j x ^ = 1 , = x^ = 2. Further 
checks show that th is is opt imal. 
Extreme Point Selected Current Adjacent extreme points wi th 
fo r Bound Calculat ions Bounds Values ( g ( x ) ) ly ing in the 
current bounds 
0 1 1 1 1 [12,4] 0 0 1 1 1 ( 1 1 ) , 0 1 0 1 1 ( 1 1 ) , 
01101 (7), 01110 (7) 
00111 [ 1 1 , 4 ] 00011(10), 00101(6), 00110(6) 
01011 [ 1 1 , 4 ] 00011(10), 01001(6), 01010(6) 
00011 [10,5] 00001 (5), 00010(5) 
The other point w i th 
g(x)=10 being the same 
is not picked. 
01101 [7,5] 00101(6), 01001(6) 
OHIO [7,5] 00110(6), 01010(6) 
00101 [6,5] 00001(5) 
00110 [6,5] 00010(5) 
01001 [6,5] 00001(5) 
01010 [6,5] 00010(5) 
00001 [5,5] 
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The above procedure was coded and run on a Cyber Ik machine. 
The computational times show that i t is extremely e f f i c i e n t . These are 
reported in Chapter VI where they are compared with the resu l ts of the 
Pr i tsker and Ghare procedure. 
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CHAPTER IV 
THE CUTTING PLANE AND FEASIBLE POINT ALGORITHMS 
4.T Introduct ion 
In th is chapter, we w i l l introduce the concept of cut t ing planes 
to help us in our search for the global optimum. Cutt ing planes have 
been f requent ly used in integer and non-l inear programming, the main 
ob jec t i ve being to reduce the feas ib le region to as great an extent as 
possib le with each cu t . However, o f ten , these cut t ing planes destroy the 
problem s t ruc tu re . In our case, we are s t rongly concerned with preserving 
the important s t ruc ture of the problem even a f te r the cut t ing planes are 
i ntroduced. 
We w i l l f i r s t ou t l i ne the cutt ing plane technique developed by 
Vaish (41) for the general B i l i near Programming Problem. (The basis of 
th is is the theory of polaroids as presented in (6)). We w i l l then 
extend th is concept to develop a technique which produces even deeper 
cuts . 
An algori thm w i l l then be developed to determine a feas ib le point 
to the system of cuts . We w i l l then use the cut t ing plane and the feas i ­
ble point algorithms i te ' ra t ive ly un t i l the feasib le region is exhausted. 
4.2 The Cutt ing Plane Algorithm for B i l i near 
Programming Problems 
We w i l l b r i e f l y discuss here the concepts introduced by Vaish 
(41) fo r generating cutt ing planes. 
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4.2. 1 De f i n i t i on : Let A C E . Then, given a funct ion f : E x E E. , — m 3 n m 1 ' 
and a scalar k, the general ized polar of A is defined as 
A°(k) = { x e E n : f ( x » y ) 1 k V y e A } . 
Relat ive to our funct ion <j>(z,u) = d t u + z t D u , we w i l l def ine our polar 
sets as 
U°(k) = { z : <j>(z,u) _> k V u e U} . 
Then i f cf>(z,u) = k, we may say that (z ,u ) is the true minimum 
in the region [U°(k) x U] 0 [Z x U ] . 
Using U°(k) , su i tab le cut t ing planes can be generated which w i l l 
preserve the s t ruc ture o f our problem since they involve only the v a r i ­
ables z e Z . Moreover, the choice o f introducing the cuts in the set Z 
makes the procedure e f f i c i e n t and eas i l y implementable. 
Let ( z ,u ) be the pseudo-global minimum we determined in Chapter 
I I . Consider the polyhedral cone C with i ts vertex at z and whose r 
extreme rays are given by 
£ J - { z : z = z - e J Aj, Xj > _ 0 }V j e J where, J is the set of 
r indices corresponding to the non-basic va r iab les , and e^ are the 
extended non-basic var iab le columns in the locat ion problem which y ie lded 
as i t s so lu t ion the point z . (The dimension of e3 conforms to that of z ) . 
Now 1et 
I . = max {X j > 0: (7 - e U°(k)} . 
= max { [m in <fr(z - e J X . , u)] ^ k} . 
X.>0 ueU J 
J 
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I f {Zyu) is a pseudo global minimum, A. e (0,°°] and £ Z./A. >_ 1 is 
J j £ J J J 
a va l id cutt ing plane (37). (Here, z^. is the j t ' 1 non-basic va r i ab le , 
j e J . A lso , by a va l i d cutt ing plane, we mean one which deletes z but 
no point zeZ such that <f>(z, u) < k fo r some u £ U ) . 
I t may be noted that Â  can be found by solv ing the fol lowing 
parametric problem: 
Problem PAR 1 : Find T = max{Aj > 0: >_ k} 
where T/J(A.) = min { d t u + (z - e - J A . ) t Du } . 
J u £ U J 
4.3 The Negative Edge Extension Method 
We w i l l now develop a procedure we w i l l ca l l the "Negative Edge 
Extension Method" to generate even deeper cuts than those developed above. 
Consider the j non-basic var iab le z . fo r which A . = ° ° above. We w i l l now 
J > J 
consider a "negat ive extension" of the ray ^ i . e . we le t z = z + Aje^ 
(Xj >_ 0) . ( I t may be noted that the polar set U°(k) is defined by the 
faces d t u ' + z t D u ' = k where u' are extreme points of U ) . We now def ine , 
J ] = { j : j £ J and { } $ U°(k)} 
and le t J2 = J " J p (Then for problem PARI , A. is f i n i t e , for j t J j 
and is i n f i n i t e for } e J^)' 
Lemma 4.3.1. Let ( z ,u ) be a pseudo-global minimum and let k be the cur­
rent best value o f the ob jec t i ve func t ion . I f the set J j (defined above) 
is empty, the current best so lu t ion is the global optimum to problem 
GRLAP. 
Proof: Let C be the cone with ver tex at z and wi th generators . Then, 
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C = { z : z - I e J z . , z . _> 0 } . 
j e J J J 
Since is empty, th is implies that ^ C U°(k) for each j e J which 
means that C C U°(k). But the set Z C C . Hence, Z C U°(k). By the 
de f i n i t i on of U°(k) , the so lu t ion with ob jec t ive funct ion value equal 
to k is optimal fo r the proposed problem GRLAP. 
Hence we note that i f J j = {(J)}, the problem is solved and we 
need not generate any fur ther cuts . I f , however, ^ {<|>}, then for 
generating a cut by the negative edge extension, we define Aj as: 
max .{0 < A. < » : <j>("z- "eJ Aj ,u) ^ k VueU} i f £J_fcU°(k) i .e . j e J j 
X . = 
max, {0 < Xj _< °°; <J>(z + e Xj ,u) >_ k for some u e U i f 5 C U (k) 
i .e . j e J £ . 
Hence, i f £. C U°(k) to determine X . , we have to f ind the maximum 
J . J 
value o f X. fo r which d t u ' + (z + X . e - J ) t Du ' = k fo r some u' e U and that 
J J 
fo r a l l X. > X . , d u + (z + A . e J ) Du < k V u e U . A. is therefore 
J J J J 
obtained by so lv ing : 
Problem PAR 2: 
max. [IJJ(A.) _> k] 
A.>0 J 
J 
where, IJJ(A.) = max [ d 1 + (z + A . e J ) t D ] u. 
J ueU J 
= -min .E -d 1 1 - (z + A . ^ V D J U . 
ueU J 
H i l l i e r and Liebermann [17] have shown that—i|/(Aj) is concave. The 
s im i l a r i t y between Problems PARI and PAR 2 indicates that a common solution 
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technique can be developed fo r both of them. We w i l l do so in Section 
4.6. 
Although we have defined A. to be greater than zero above, we 
have yet to show that such a X. e x i s t s . 
J 
Lemma 4.3*2. Let ( z ,u ) be a pseudo-global minimum. Let the current 
best ob jec t i ve funct ion value be k. I f J j 4 {<j>}, then Aj > 0 for j e J , 
where Aj and the sets J and are as prev ious ly def ined. 
Proof: Consider A. fo r j e J , . Let A. > 0 be such that z = z - e-'x. is 
J 1 J J 
an adjacent extreme point o f z re la t i ve to the set Z. Since (z ,u ) is a 
pseudo global minimum and k is the current best so lu t ion va lue, we have, 
k <_ <t>(z",u") _< <J>(z,u) V u e u. 
Since \\){X.) = min. <f>(z - e J X . , u ) for A. _> 0, i t fol lows that 
J ueU J J 
k < i\>{0) <_ ij;(X.) . 
However, IJJ(AJ ) is concave [17] and is hence quas i-concave. This means 
that fo r a l l x! such that 0 < x\ < X . , \b(x\) > k. Hence, 
J — J — J J — 
X. = max [\p(X.) _> k] _> X. > 0. 
J X. J J 
J 
Now consider j e We w i l l f i r s t show that (0) > k where, as 
before, I | J (X . ) = max <f>(z + e J X . , u ) . Hence, \p(0) s max <j>(z fu). A lso , 
J ueU J ueU 
min (j)(z,u) = (j)(z,u) >̂  k. Hence, i>(0) >_ k. Now suppose that i>{0) = k. 
ueU 
This impl ies that min <j>(z,u) = max <f>(z,u) = k i .e . <J>(z,u) = k V u E U. 
ueU ueU 
Hence, z l i es on a l l the faces d t u ' + z t Du* = k of the polyhedral set 
U°(k). This implies that U°(k) is a polyhedral cone with ver tex at z . 
69 
Now suppose that fo r some p e J , £P 0 U°(k) = z . Since Z is bounded, 
th is implies that there ex is ts an extreme point z^ of Z , adjacent to 
z and given by z = z - A such that z £ U°(k) . Hence by the d e f i n i -
P P P 
t ion of U°(k) , <F>(zp> U ) < k for some U^e l l . But <|>(Z,IJ~) k and (Z,LT) 
is a pseudo-global minimum with z P an adjacent extreme point to z . 
Hence <^{z^9u) _> k V u e U , a con t rad ic t ion . Hence, I|>(0) > k. But -II>(A.) for A. > 0 is concave and is hence quasi-concave. Hence, 
J J -
I . = max [1j>(A.) _> k] > 0. 
J A. J 
J 
Theorem A.3«3. Let ( z ,u ) be a psuedo global minimum and le t k be the 
current best value of c|>(z,u) , ( z ,u )e Z x U 
z . z . 
Then i f J j t {<!>}> £ - £ ^7-2l ̂  ' s a v a l ' d cutt ing plane, i .e . 
j e J , A. j e J « A. 1 j 2 j 
( i ) £ z . / A . - £ z . / A . < 1 where z . are the non-basic var iables 
j e J ] J J j e J 2 J J J 
corresponding to the so lu t ion z and 
( i i ) There is no point z e Z such that min <F>(z,u) < k and £ z . / A . -
ueU j e J ] J J 
z . / A . < 1, where z . are the non-basic var iab les corresponding to 
J e J 2 J J J 
the so lu t ion z . 
Proof: ( i ) : Since J ] ? {<(>}, by Lemma 4.3.2, X. > 0 for a l l j e J j U J 2 -
Since a l l the non-basic var iab les z . are ze ro , the l e f t hand side of 
J 
( i ) is zero and hence inequal i ty ( i ) holds. 
( i i ) : Let C be the cone with ver tex at z and with generators £ J . i . e . 
C = {Z = Z - J e3 Z . , Z . _> 0}. LET THE CUTTING PLANE BE DEFINED AS 
j e J J J 
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H = { z : £ z . / X . - £ z . / X . = 1} and le t the closed hal f space 
J e J 1 J J j e J 2 J J 
H be defined as, H = { z : Y z . / X . - Y z . / X . < 1 } . Let the set 
J J J J ~ J e J ] J J j e J 2 
S = C 0 H . 
Consider the set = { z : cf>(z,u) < k fo r some u e U } . Then from 
the de f i n i t i on o f U°(k) , A U°(k) = {<(>}. Hence, i f we show that 
S = ( H " 0 C) C U°(k) , then th is means that S H S ] = {$} i . e . we w i l l 
have proved ( i i ) . We w i l l hence show that S c U°(k). 
From the de f in i t i ons of S, H and X j ( j e J ^ U ^ ) » we can charac­
t e r i z e S as a polyhedral set wi th 
' z . and 
(1) Extreme points z^ = { 
and (2) Extreme d i rect ions 
_ - rJ 
(z - X^.e-1) for j e J j 
e = r 
-e - for j e J 2 ? 
[ ( z - X e 9 ) - (z + X "e^) ] for p e J ] and q e J 
Let P = { z : z is an extreme point of S} and let 
P P 
R = {e : e is an extreme d i rec t ion of S } . Then by the wel l known r r 7 
Representation Theorem, i f z e S , we can wr i te 
z = Y X z + J L i e , X > 0 fo r p e P, Y X = 1 , p > 0 fo r r 
pcP P P reR V r r P ~ peP P H r ~ 
Hence for any f ixed u e U , we have, 
+(z ,u) = ( d l u + z ^ u ) = d l Q + ( I A z + I e ) 
tDu 
7! 
= ( d ' G • J X ) + ( I X Z )*Du + ( T u E ) t D J 
pd> p peP p p reR r r 
= I X (d 4 u + z*Du) + I u ( e l D u ) 
p£p p reR 
.'. <{)(z,u) = 7 A cf>(z ,u) + J / —-j ^ t . - v r /— - — p N / — - — q \ i T N A L





We w i l l now invest igate separately the three terms in th is equation. 
(a) In the f i r s t term, note that by the de f i n i t i on of Â . for j e J j , 
Z P £ U ° ( k ) . Hence for any u e U , ^(Z^^U) _> k and since A^ _> 0, £ A n = 1 , 
we have, ) A '<b(Z ,u) > k. 
P I P P P -
(b) Let us consider the second term now. 
p - psP P 
I y . ( - e J V Du= I ( [ d ^ + J * DG ] - [d^j + z^Du]) 
J e J 2 J J e J 2 J 
= J (<j>(z',u) - cf)(z,u)) where z 1 = ( z - e J y . ) e £ J , j e J , 
j e J . 2 
But i f j £ J 2 , £J C U°(k) . Hence for any u e U, 
Y . > 0. 
J -
(f>(z',u) > k and cf>(z,u) > k . 
But for a f i xed u e U , we showed in Section 2.5.2 that the problem 
min cf>(z,u) is a l inear programming problem. We also know that z is an 
zeZ . _ . 
extreme point o f Z and E,3 H Z is an edge of Z such that z £ f\ Z. 
- P 
d i rec t i on and th is implies that there ex is ts a y > 0 such that 
Hence, i f for any y. ^ 0 , (j>(z',u) < <f)(z,u), then e-' is an improving 
72 
<f>(z - e J j i , u) = <f>(z',u) < k which contradicts that <f>(z',ij) >_ k. Hence 
<t>(z',u) _> <()(z,u) and hence the second term is non-negative, 
(c) Now consider the th i rd term. We may re-wr i te th is as 
I ii ([dlu + (z - I e V D u ] - idlu + (7 + I e V D u ] ) 
reR r P °1 
p e J ] 
= I u [<J>(z ,u) - <j>(z ,u) ] where 
reR p q 
peJj 
q e J 2 
z = z - A e^, pe J . and z q = (z + X e^) , q e J _ . But by d e f i n i t i o n of p p r 1 q ' ^ 2 X , pe J . and X , q e J . p 1 q 2 
(t)(z ,u) > k and <b(z ,u) < k p — r q — 
fo r any u e U . Hence the t h i r d term is also non-negative. 
Combining ( a ) , (b) and (c) we note that <J>(z,u) >_ k fo r any 
a r b i t r a r y u e U and hence <j>(z,u) _> k V u e U i . e . z e U ° ( k ) . Hence z e S 
implies that zeU° (k ) i . e . S C U°(k) and we have a v a l i d cu t t i ng plane. 
I t may be noted that the negative s ign term in the cut accounts 
fo r the fact that fo r j e J 2 , the value o f the non-basic var iab le z. is 
-Aj (<0) at the point which l ies on the cut t ing plane. Hence at th is 
po int , = 1 and z = o V t e J , t ^ j . 
A. 
J 
Let the feas ib le region defined by (Hj (\ 1) x U be Z x U (where 
H^ is the closed halfspace of a l l points feas ib le to the f i r s t c u t ) . We 
w i l l now attempt to f ind a point z e z ' and s tar t ing from th is po int , we 
w i l l determine, what we w i l l ca l l a "weak pseudo global minimum," in the 
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region x U. From th is p o i n t , we w i l l generate another cut and 
2 + + 
redef ine the feas ib le region as Z x U = (Hj 0 (\ Z) x U. We wi 1 1 
i t e ra te in th i s fashion un t i l for some n > 1 , (H^O . . . A H +) 0 Z = { A } . 
— I n 
The problem w i l l then be solved. 
In the next few sections we w i l l determine the ca rd ina l i t y o f 
the set J and determine e x p l i c i t l y , the s t ruc ture of e^. We wi11 then 
show how can be computed for j e U by solving problems PARI and 
PAR 2. 
4.4 Cardi nal i ty of Set J 
The to ta l number of var iables in problem P^ (or P ) of Chapter I I I 
were shown to be n + n ( n - 1) + 2mnjof these, n ^ ^ + nm were bas i c . Hence, 
we had n ^ ^ + mn + n non-basic va r iab les . 
Hence, the ca rd ina l i t y of J = tota l number of non-basic var iables 
fo r a given so lu t ion z < Z = 2 ( n ^ ^ +mn + n) = n(2m+ n + 1 ) . 
In the next sec t i on , we w i l l show that the solut ion of problems 
PARI and PAR 2 need not be car r ied out for a l l z . , j e J and hence, the 
J 
procedure is somewhat s imp l i f i ed . 
4.5 Development of and Determination of 
(A .) and "^(A.) 
J J 
Here, we w i l l make use of the updated columns we had developed 
for Problem P in Chapter I I I . We define the fo l lowing sets of non-basic 
va r iab les : 
S j x = { x j j non-basic corresponding to the basic xTj , i , je{ 1 , . . . ,njV} 
S ^ x - {xtj non-basic corresponding to the basic x . . , i , j e { 1 , . . . , n } } 
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= { x . j non-basic corresponding to the basic x t j , i e{ 1 , . . . , n j ) , 
x . ^ Xj where j e { n + 1 , . . . , n + m } } 
+ — S ^ x = { x . j non-bas i c correspond i ng to basi c x . j , i e { 1 , . . . ,njV, 
j e-[n+1 , . . . ,n+m>, x . ^ x j } 
S = ( x . j and x . j both non-bas i c for i e { l , . . . , n } , j e {n+1 , . . . , n+mjV 
such that x . = x . } . 
i J 
(These sets are based on the choice of our bas is , in case degeneracy 
e x i s t s , as in Chapter I I I ) . 
S im i l a r l y , we define the sets S.^ ( i = l , 2 ,3 ,4 ,5 ) fo r the y . j 
+ 
var iab les in problem P . Using the updated columns c . j of Chapter I I I , 
for the non-bas ic var iables x . . e (S, (J S 0 ) or y . . e (S. O S , ) , the 
i j lx v 3x i j ly 3y 
j 4. 4. 
extended column e has -1 in pos i t ion of the basic x . . ( o r y . . ) 
-1 in pos i t ion of x . . (or y . . ) 
i j 7 i j 
0 elsewhere. 
For the non-basic var iables 
x t . e (S 0 ( J S . ) or y T . e (S_ U S. ) i j 2x v 4x i j 2y 4y 
e-* has -1 in pos i t ion of the basic x . . (or y . . ) 
i j 7 i j ' 
-1 in pos i t ion of x . . (or y . . ) 
i j 7 i j 
0 elsewhere. 
Hence, increasing any of these non-basic var iab les by A w i l l 
resu l t in an increase of the corresponding basic var iab le ( i t s complement) 
by A, and a l l the other var iab les remain unaffected. This means, that 
the so lu t ion in the z space is s t i l l the same and the obj 'ect ive funct ion 
value has not changed. Since, 
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min (d + z D)u _> k and max (d + z t D ) u >_ k, 
ueU ueU 
mi n (d* + (z - e"J A.) t D) u _> k V A . _> 0. .'. X . =« , j e J 
ueU J J • j ' - 1 
and max (d* + (z + e J A!) t D)u >_ k V Al >_ 0 .'. A. = » . j e J 
ueU J J J 2 
We hence need to solve for only the 4n parameters A fo r the non-
basic var iables eS^. Based on the de f i n i t i on of our basis as in Chapter 
I I I , the fo l lowing charac te r i s t i cs are ev ident : 
( i ) x , , . . . , x are always bas ic . I n 
( i i ) fo r i e «(1 , . . . , n } , j e {n+l , . . . , n+m}, x . ^ x^., a l l the al ternat i ve 
bases we defined had the same xT. or x . . bas ic . 
i J iJ 
( i i i ) For i e { 1 , . . . , n ) , j e {n+l , . . . ,n+m}, x . = x^., x . . and x . j were both 
defined to be non-basic. 
( i v ) Hence, the only var iab les in the a l te rna t i ve basis which may be 
d i f fe ren t ( i . e . the degenerate var iab les) are x j \ for i , j e{1,...,n}. How­
ever , we are bas ica l l y interested in the expression \p{X^) which has the 
K + 
terms £ t, ( x . . + x . . ) U . for i , j e { l , . . . , n } . Hence, no matter which 
basis we consider i . e . the one with xt. basic or x . . basic ( i f th is is 
"J |J 
poss ib le ) , the corresponding e^ w i l l co r rec t l y re f l ec t the va r ia t ion in 
(xT. + x T . ) . 
I J I J 7 
Hence, fo r z e { ! , . . . , n } , a , b e - { n+ l , . . . , n+m} such that 
x = x , y = y, , e J f o r x + has c + as in Chapter I I I z a z 'b za za 
- 1 in posi t ion of x + K za 
0 elsewhere. 
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e J for x has c as i n Chapter I I I za za r 
- 1 in pos i t ion of x 
K za 
0 elsewhere 
e-* fo r y + and y are s imi lar to th is 7 za ' z a 
Hence to solve e i ther min [ ( d t + z t D) - A . ( e _ ' ) t D ] u 
ueU J 
or -min [(-d*" - z t D ) - x ! ( e - ' ) t D ] u for a given A. or A ! the constant 
ueU J J J 
part of the cost coe f f i c ien ts ( ± ( d t + z t D ) ) are incremented in these 
t ransportat ion problems as fo l lows: 
t h 
( i ) When working with the k t ransportat ion problem for determining 
A fo r x ^ a , modify the cost coe f f i c ien ts according to : 
Increase by t.A for a l l dest inat ions j £ • { ! , . . . ,n+m} such that x._< 
J 
Decrease by t.A for a l l dest inat ions j e [ 1 , . . . , n + m ] such that x . > 
k -> 7 7 j 
For a l l sources [ i e { 1 , . . . , n } ] wherever the dest inat ion is z , 
I ncrease by t.A i f x . < x = x and decrease by t.A i f x . > x = x 7 k i — z a 7 k i z a 
( i i ) S im i l a r l y , for x , modify the cost coe f f i c ien ts according to : 
1 f dest inat ion j e { 1 , . . . , n + m } and the source is z , 
Increase by t. A i f x . > x 7 k j — a 
and Decrease by t. A i f x . < x . 
k j a 
I f sources are i e { 1 , . . . , n j V and dest inat ion is z , 
Increase by t.A i f x . > x 7 k i — a 
and Decrease by t. A i f x . < x . 
k I a 
An ident ical approach may be taken for e -' fo r y ^ and y ^ -
An examination of th is w i l l reveal that , in the x coordinates 
for instance, increasing x + by AA (AA < x . - x ) is equivalent to 
za — a+1 a 
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moving new f a c i l i t y z a distance AA to the r ight and v ice-versa for 
a AA increase in x 
za 
4.6 Solut ion of Problems PARI and PAR 2 
We w i l l provide a so lu t ion for problem PARI which can be used 
for problem PAR 2 with the s l i g h t modif icat ions shown in Section 4.6.2. 
In references (41) and (37) th is problem is solved using a 
Bolzano Search Technique. However, we w i l l exp lo i t the special s t ruc ture 
of piece-wise l i n e a r i t y of TJL» (A j ) and use Newton's method to obtain an 
even more e f f i c i e n t convergent method. In Chapter VI we demonstrate the 
supe r i o r i t y of th is technique. ( I t may be noted here that fo r a given Aj , 
I/J(AJ) decomposes into K separable t ransportat ion problems (see Chapter I I ) 
Concavity of ip(Aj) is preserved due to the fact that the sum of concave 
funct ions is concave. H i l l i e r and Lieberman (17) have proved the con-
cav i ty of u> (A j ) ) . 
Let ( z ,u ) be the pseudo-global point we are working with and le t 
cf>(z,u) = k _> k. An i n t u i t i v e explanation for the approach and i ts e f f i ­
ciency is g iven here. As Aj increases from zero , ip(Aj) increases i n i ­
t i a l l y and then begins to decrease as the term involv ing Aj dominates the 
constant term d. As a r e s u l t , there are very few breakpoints a f te r 
i|)(Aj) < k and th is makes our approach very a t t r a c t i v e . 
For A = Aj , l e t the so lu t ion of the K t ranspor tat ion problems as 
in the last sect ion g ive UJ (A.) at u . e U . Then 
J J 
U>(A.) = d t u . + (z - eh.)1 D u . . 
J J J J 
3*(A.) . 
.'. = - ( e J ) D u = m say 
dA . J J 
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ij>(Aj) is eas i l y seen to be piecewise l inear wi th breakpoints 
occurr ing whenever a change in a l locat ions occurs. Hence, at the 
breakpoint, we le t the above der i va t i ve represent the slope o f ip (A j ) on the 
port ion corresponding to a l locat ion Uy 
But Du. = 
J 
2nxl 
where A = 
K 
K 
k = i U ^ » n + m » k t k 
K 
I " 
k=l 2 , 1 , k k 
k=l 
U2,m+n,k t k 
K 
k=l U n » n + m > ' < t k 
n(n+m) x 1 
Hence, i f we are working for A for x , ' 3 z a ' 
+ K 
m i f o r X z a = ^ ' E ( u z i k + " i z k ^ k J z a k=l j e { l , . . . , n + m ) Z J k J Z k k 
x . < x 
J - z K 
" I ' I (u .. + u. . ) -t, 
k=L J B I L , . . . , n + m > Z j k J Z K K 
X . > X 
J z 
K 
and m fo r x " = £ * £ (u + u ) • t 
J Z a k=l j e { l , . . . , n + m > Z J k J Z k k 
x . > x 
J - z 
K 
k=l j £ { l , . . . , n + m > Z ^ k J z k k 
x . < x 
J z 
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4.6.1 Algorithm to Solve Problem PARI 
Step 0: Consider determining A. for x + (x ) . I f x > x . ( x < x . ) c — j za za a — j a — j 
V j e {n+1 , . . . ,n+m} , x + (x ) wi11 always be zero . Hence we can 
za ' za 
a r b i t r a r i l y set A. = °° . 
J 
Step 1: Let A| = L, a large number and le t k be the current best value 
for (f>(z,u). 
Step 2: Determine 6 j = ^ (A^) { A S in the last sec t i on } . 
Step 3: I f 8 ] _> k, STOP wi th I = «» (E L ) . E l se , go to step 4. 
Step 4: Determine m: from the expression in the last sec t ion . 
k -6 , + m. Aj 
Step 5: Determine 9_ = ii»(A_) where A_ = -I 
- — 2 2 2 m. J 
I f 6 2 = k, STOP; Aj = A 2 
I f 6 2 < k, let A^ = A 2 , 6^ = i | ;(A 2 ) and go to step 4. 
4.6.2 Modi f icat ion for Problem PAR 2 
Here, use 9 = (A^) instead of ty{\S) as above, and fo r calculat ing 
the s lopes, the negative of the expressions o f Section 4.6 must be 
used. 
4.6.3 Convergence of the Algorithm of Section 4.6.1 
I t may be noted that the slopes are f i n i t e and negative and 
that every time we go through step 4, we are on a d i f fe ren t l inear 
por t ion of ty (A ) wi th a s t r i c t l y decreasing absolute value of the slope. 
A lso , since the extreme points of U are f i n i t e , so are the number of 
breakpoints. Hence convergence is guaranteed. 
4.7 Determination of a Weak Pseudo Global Minimum 
We have shown that a v a l i d cutt ing plane can be developed from a 
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pseudo global minimum. I t may seem that we would now be required to 
solve the locat ion problem with the cuts as addi t ional cons t ra in ts . 
For tunate ly , the special s t ruc ture of the set Z allows us to relax the 
necessi ty of a pseudo global minimum to what has been ca l led a weak 
pseudo global minimum (37). Note that decomposition techniques which 
involve convex combinations of d i f fe ren t points are l i ke l y to v i o l a te 
+ 
the constra ints of the type x . . * x . . = 0. Restr ic ted basis entry would, 
i J i J 
i f imposed here, fur ther complicate matters. 
Let A(z ) denote the set of adjacent extreme points of z . Also 
at stage s , let g S ( z ) >_ 1 denote the s cuts g. (z) >_ 1 , i = 1 , . . . , s we have 
introduced into the set Z. 
4.7.1 De f in i t i on 
At stage s , le t z be an extreme point o f Z and u o f U such that 
g S ( z ) >_ 1 , and min cj)(z,u) = <J>(z,u). Then (z ,u ) is said to be a weak 
ueU 
pseudo global minimum of <J>(z,u) wi th respect to the cuts g (z) _> 1 i f 
f o r each z e A ( z ) such that g S ( z ) >_ 1, min <J)(z,u) >_ (J> (z ,ZT). 
u eU 
4.7.2 Lemma 
Let g. (z) >_ 1 , i = 1 , . . . ,s be the s cut t ing planes generated thus 
f a r . Let k be the ob jec t i ve funct ion value fo r the current best so lu t i on . 
I f g (z) < 1 fo r some z e A(z) and some p e { l , . . . , s } , then min <j)(z,u) >_ k. 
P __ ueU 
Proof: Let k be the value o f the best so lu t ion when the cut g (z) > 1 was 
P -
generated. Then k >_ k. A l so , g (z) < 1 implies that min <j)(z,u) _> k 
P ueU 
from the d e f i n i t i o n of a v a l i d cut . Since k ^ k, the resu l t fo l lows. 
4.7.3 Theorem 
A va l id cut t ing plane can be generated from a weak pseudo global 
min imum ( z , u ) . 
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Proof: In Theorem 4 . 3 . 3 , we showed how a va l i d cut t ing plane could 
be generated from a pseudoglobal minimum. The only charac te r i s t i c of 
the pseudo global point which we used was that i t implied that Aj > 0, 
j e J , J j £ {<}>}. Hence i t is s u f f i c i e n t to show that th is property is 
also true fo r a weak pseudo global minimum. 
Consider f i r s t , j e J , . Let A. > 0 be such that z = z - e^ A. e A(z~) 
1 J J 
Then i f g . ( z ) _> 1 for i = l , . . . , s (where s cuts have been generated thus 
f a r ) , the argument in Lemma 4.3.2 y i e l ds A. > 0. Now suppose that 
9 p ( z ) < 1 for some z e A ( z ) and some p e { 1 , . . . , s } . As before, le t 
ty{\.) = min <j>(7- e~ JA., u) for A. > 0. Hence, i f z = 7 - e" J A., A. > 0, ueU J J J J 
then from Lemma 4 .7 .2 , > k. Hence A. = max{ijj(A.) > k} > A. > 0. 
J " J A. J - - J 
_ J 
Hence for j e J ^ , Aj > 0. 
Also , fo r j e i f J | ^ {<j>}, the argument in Lemma 4 .3.2 leads 
to Aj > 0. Hence, a va l i d cut t ing plane may be generated from a weak 
pseudo global minimum. 
4.7.4 Algorithm to Find a Weak Pseudo Global Minimum 
We w i l l develop th is algori thm based on the d e f i n i t i o n 4 . 7 . 1 . 
Step 1 : At stage s , f ind an extreme point z s e z feas ib le to the cuts 
g (z) >_ 1 . I f none e x i s t s , STOP - the current best so lut ion is optimum. 
Otherwise GO TO STEP 2. (Section 4.9 shows how to determine such an 
extreme po i n t . ) 
Step 2: Find a z e A ( z s ) such that 
g (z) >̂  1 and 
min <j)(z,u) < min <j>(z ,u) . 
ueU ueU 
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I f no such point e x i s t s , solve 
min <J>(z ,u) = <j>(z ,u) and terminate with (z ,u) as the weak 
ueU s S s 
pseudo global minimum. 
I f such a point e x i s t s , GO TO STEP 3. 
Step 3: Replace z g by 7 and GO TO STEP 2. 
Since ( i ) The ca rd ina l i t y of A(7) , z e Z is f i n i t e j ( i i ) The 
ob jec t i ve funct ion value of <j>(z,u) is bounded below and ( i i i ) Each 
sequence of steps 2 and 3 resu l ts in a s t r i c t decrease of <j>(z,u), the 
algori thm is f i n i t e l y convergent. 
4.8 Determination of a Good Star t ing Solut ion 
In problems of th is type where a local optimum is not necessar i ly 
a global optimum, the need fo r a good s ta r t ing so lut ion can never be 
overemphasized. Considerable reduction in computational times may be 
obtained and some advantageous s impl i f i ca t ions can also resu l t (see Sec­
t ion 6.2.6). Hence, any extra e f fo r t spent here is worthwhi le. 
For the case of a s ing le product with no interact ions between 
sources, reference [37] gives a good s tar t ing so lu t i on . However, wi th 
mul t ip le products and interact ions between sources, i t becomes d i f f i c u l t 
to exp lo i t a l l p o s s i b i l i t i e s . A reasonably good procedure is given here: 
Step 1 : I n i t i a l i z e by putt ing p = 1 . 
t h 
Step 2: At stage p (1 <_p <_ n) , consider the posi t ioning of the p new 
f a c i 1 i t y . Let 
a , , = max a . 
P k k e { l k} » k 








Replace by b qk + b pk fo r k= 1 , . . . ,K. 
k ? k' 
Rep 1 ace by b qk - a pk 
GO TO STEP 3. 
Step 3: Replace b by b+1 . I f b is greater than n, 
STOP - we have a s tar t ing so lu t i on ; e l se , GO TO STEP 2. 
Note: The adjustments in the demands (b .^ ) and the capacit ies ( a ^ ) made 
above are ONLY fo r the purpose of the s tar t ing so lu t i on . Hence, i f any 
b., becomes negative above, i t is inconsequential . 
The main d i f f i c u l t y here is to guarantee that the constra ints 
x T . - x . . = 0 hold i m p l i c i t l y . I t is because of th is that the fol lowing 
standard procedures are i n v a l i d : ( i ) Solving the locat ion problem with 
the cuts as addi t ional constra ints ( i i ) Using decomposition techniques 
with the cuts forming a set Z and the constra int z e Z . ( i i i ) Use of 
separable programming. An e f f i c i e n t method which guarantees the deter­
mination of a feas ib le extreme point w i l l be developed here. 
When solv ing the locat ion problems P^ and P , we had discussed the 
case where some ex is t ing f a c i l i t i e s had the same x or y coordinates. Let 
the modif icat ions suggested there (Sec. 3.2.2) resu l t in mx and my equiva­
lent ex i s t i ng f a c i l i t i e s in the x and y coordinate sets respec t i ve ly , 
( i . e . any new f a c i l i t y can have one of the mx x coordinate locat ions and 
k.3 Determination of a Feasible Extreme Point 
to the Set of Cuts 
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one o f the my'y coordinate locat ion^ . 
For i = 1 , . . . ,n 1et 
n+mx 




X . . . = 0 or 1 V i , j i j I 
n+my 
y . = y X . . 0 y . 
1 J 4 I + l l j 2 J 
n+my 
I X . . 9 = 1 
j=n+l 
A j j 2 = O or 1 V i , j . 
Let the s cuts generated be g P ( z ) >_ 1 p = l , . . . , s . Then, 
f inding a feas ib le extreme point to these cuts reduces to f inding a 
set of A. ., ( i = 1 , . . . , n , j = n+1 mx+n i f k= 1 , j = n+1 , . . . ,n+my i f (k=2) 




i = l 
n+mx n+my 
9 U 1 X!j1 + Z , 9 i j 2 A i j 2 j=n+l j=n+l J 
> 1 ( p = l , . . . , s ) 
n+mx 
j=n+l I J I 
n+my 
y X . . 0 = 1 
j=n+l J 
i = 1 , . . . ,n 
X . . . = 0 or 1 V i , j , k . i j k 
Here, g . ^ g (z) x ± = O fo r p ?« i , V t and y* = 0 V Q , r . 
and, g P J 2 = 9 P ( z ) | ± = q V - ± . f o r q i M . V R . 
i j pt qr 
4.9-1 Def in i t ion 
For each combination of i and k, we def ine a block to be a set 
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containing the terms g ? j l<" ^ I j l< ^ o r J = n + l > • • • > n + m x ' f k= 1 and 
j = n+l , . . . ,n+my i f k = 2 ) . Hence, there are 2n blocks and each block 
has p rec ise ly one A . . . = 1 and a l l other A . . . = 0. v 7 i j k j j k 
Let g*" = max g*" (z) fo r t = 1 , . . . ,s . 
zeZ 
g* is obtained t r i v i a l l y by le t t ing that A . j ^ = 1 in each block for which 
g!"jk is maximum in that block, and putt ing a l l other X . j ^ = 0. 
Then, def in ing g . . . = Y — g P , 
s t / v n 
t=l g 1 i=l 
n+mx n+my 
y g. . , •A. . . + J g . . 0 • A . . 0 
j -n+1 U l l j l j -n+1 , j 2 , j 2 
2 
We now form 2n blocks wi th the terms g. .. - A . , , as before. In 
i j k i j k 
each block, we rearrange the terms in ascending order of magnitude of 
9 i j k ' 
t h t h Let the i term in the j block be renamed as g . . y . . where g . . J i j i j i j 
is associated wi th the corresponding 9 pq( < a n d Y j j w ' t h Xpq^ f ° r some p,q,k 
(Here, i = l , . . . ,mx i f k = l and i = l , . . . , m y i f k=2 and j = 1 2n.) For 
t h 
the j block, le t k. = mx or my according as k = 1 or 2 for that block. 
A lso , for k = 1 , le t j = l , . . . , n and for k = 2, let j=n+l , . . . ,2n. We now have, 
o k. 
s {z) J 
I —t ~ ^ ^ 9 ? i ̂  i i t=l g 1 j = l i = l U U 
where, g p j > 9 q j f o r k j > p > q > , 
k. 
J 
^ j i , Y i j = ' f o r J = ». . - . ,2n 
Y j j = 0 or 1 fo r V j , j . 
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We now formulate PROBLEM P £ 
0 k. 2n j 
max. J y g . . Y . . 
— j= l 1=1 , J , J 
k. 
sub j . to { y = 1 ( j = l , . . . , 2 n ) 
i = l U 
Y j j 1 0 V i , J . 
The fol lowing are evident fo r th is problem: 
( i ) Problem P^ is a l inear programming problem. The number of basic va r ­
iables here equals the number of constraints (excluding non-negat iv i ty 
constraints which is equal to 2n. Here, only one Y J J > 0 in each constraints 
and th is Y j j must be equal to 1. This implies that every basic feas ib le 
so lu t ion to P £ corresponds to an extreme point z e Z . In f a c t , for j = l , . . . ,n 
Y . = 1 implies x . = d and for j = n + 1 , . . . , 2 n , 
PJ J P 
v . = 1 implies y . = e . We wi11 denote a basic feas ib le r PJ J - n p 
so lu t ion to problem P^ by a 2n dimensional vector (<5j , . . . ,<$ t , . . . ,<$2n) 
where 
Y P . = 1 for j = l , . . . , 2 n is the pa r t i cu la r so lu t i on . <5 j , J 
( i i ) As before, fo r each j = 1 , . . . , 2 n 
g . > g . for k. > p > q > 1 . y PJ - s q j J - - ~ 
S t / V 
( i i i ) Since the ob jec t i ve funct ion value is £ _̂ , th is must be 
t=l g r 
s 
j> £ l /g^ i f the corresponding so lu t ion z is to sa t i s f y g (z) >̂  1 
t=l 
t = l , . . . , s . (This is a necessary though not su f f i c i en t cond i t ion . ) 
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We w i l l now describe a procedure to rank the extreme points of 
problem t i l l a so lu t ion z is obtained fo r which a l l the cuts are 
S tpv s _ 
sa t i s f i ed or t i l l £ 9 U / < I ]/gt which would indicate that no 
t=l g r t=l 
extreme point is feas ib le to the set o f cuts . An i n t u i t i v e explanation 
for the choice of th is ob jec t i ve funct ion fo r problem P^ w i l l now be 
g iven. I f instead, we had decided to use the same strategy with the 
s t 
ob jec t i ve funct ion max £ g ( z ) , i t is qui te l i ke l y that a subset of 
t=l 
the s cuts could have been oversa t i s f i ed by some solut ions and we would 
have to rank several points before stopping. In our approach, by 
d iv id ing each cut by i ts maximum we w i l l more readi ly locate a solut ion 
almost equidistant from each cu t . In what fo l lows , we w i l l make use 
of the fol lowing expressions and the i r accompanying connotations: 
( i ) "p icked-up" - Selected from the l i s t of extreme points as the next 
best so lu t ion . 
( i i ) " l i s t i n g of adjacent po in ts" - Let the so lu t ion we pick-up be 
( 6 . , . . . ,6_ ) . Then, for i = 1 , . . . , 2 n we w i l l generate I In 
and store the adjacent extreme points (6^ , . . . , 6 . -1 , . . . ,6^ 
( I f S . = l , no adjacent point corresponding to i t is 
l i s t e d . ) Let the set of adjacent extreme points to 
the k t n so lu t ion we pick-up be A^. (Note that , we l i s t 
at most 2n of the possible n(mx-l) + n(my-l) adjacent 
extreme po in ts . ) 
( i i i ) "So lu t ion is bet ter o f f (worse o f f ) " - The ob jec t i ve funct ion 
value fo r problem P^ is >_ (<_) that value we are 
comparing i t w i t h . 
4.9.2 Lemma 
I f an £.p. problem has a (k+ l )s t best extreme point so l u t i on , then 
i t is adjacent to some element o f the set containing the {opt imal , second 
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t h 
bes t , . . . ,k best} extreme point solutions of the problem. 
Proof: See (20). 
t h 
4.9.3 Lemma. At the k stage, suppose that we have, 
t h 
(i) The optimal, second bes t , . . . ,k best extreme point solutions 
N \ N 2 , . . . , N k . 
( i i ) A l i s t L^ of adjacent extreme points where, 
L k . U A" 
q=l 
s t k+1 Then, the (k+l) best extreme point solution N e L^. 
Proof: We will prove this by contradiction. Let, if possible, 
N k + 1 ± L k . Let N k + 1 = ( 5 R - . . , 5 t . . . . . e 2 n ) . Then, by Lemma 4.9-3, 
N k +^ is adjacent to at least one of the points N Z,ze [ l , . . . , k ] . Let 
N k +^ be adjacent to NP and let NP = (0̂  , . . . , a t , . . . , 0^ ) • 
By property (i) (Section 4.9 .1) of the £.p. problem P , Np and 
N k +^ differ in only one, say the t ^ , component. Also, a t > £ , for if 
not, then g > g by the ordering property and g . = g 
j e [ l , . . . , 2 n ] , j £ t. This implies that the objective function value 
for 
2n 2n 
for N k +^ = T q, . > F q . = that for NP which is a contradiction. 
Suppose then that £ = a -1 
£. = a. (for j e { l , . . . , 2 n > , j t t) 
But by definition, this means that N k +^ e AP and since A P C L ^ , N k +^ e L^ 
which is a contradiction. 
Hence, £ = a t - r where 2 <_ r <_ (a t - 1). Consider the point q l / x N = ( a 1 , . . . , a t - 1 , . . . , a 2 n ) . 
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q l 
Case ( i ) : N has not been picked up. Then, since 
a t - l , t - " 5 t , t 
and hence as before ;N is better off than N , which is a contradiction 
k+1 
since we have assumed that N is the (k+l)st best. Hence, Case ( i i ) 
must be true. 
q l q 2 Case (i i) : N has been picked up. This means that N is listed, where 
q ? q.9 9.1 
N = ( a r . . . , a t - 2 , . . . , a 2 n ) (V N Z e A ' ) . 
Since N k + 1 £ L, , N k + 1 * H 1 or N ^ . 
? t = a t - r where 3 £ r <_ a t - 1 . 
q l q 2 
Replacing N by N and repeating the above argument a - 3 more 
k+1 
times, we arrive at the conclusion that either (a) N e or 
(b) £ = a t - r such that a <_ r <_ a - 1 . Clearly, (b) is impossible 
and hence, N k +^ e L. . 
k 
4.10 Algorithm "Feas" 
Suppose we are to find a feasible extreme point z of the set Z 
which sat isf ies the s cuts g S(z) _> 1. Let the objective function 
value of problem be denoted by^P^. Calculate as before ?= I 
t=l 
Step 1 : Determine fyP^ for the optimum solution = (k̂  , . . . , , . . . ,k,^) 
to problem P^. If <j>PE < g ^ STOP: there is no feasible point to the 
system of cuts. Else, go to step 2 with this solution as the f i rs t 
solution picked up. 
90 
Step 2: At the k stage, suppose we have L^_^ = U A q . Pick up 
q = l 
t h k the k best so lu t ion N e L^_|. (Drop th is and pick another i f th is 
t h 
has already been picked up in case of a l ternate k optimal so l u t i ons ) . 
GO TO STEP 3. 
Step 3: For corresponding to N , ca lcu late for t = 1 , . . . ,s 
g
l ( z k ) . 
(a) I f I ——: < g, STOP - no extreme point of Z is feas ib le to 
t=l g* 
the system of cuts . 
(b) I f g t ( z ^ ) _> 1 V t , STOP - z ^ e Z is a feas ib le extreme po in t . 
(c) I f (a) and (b) do not hold, generate A k and le t L k = L ^ j U A k . 
Replace k by k+1 and GO TO STEP 2. 
4.10.1 Guarantee of F in i t e Convergence to a Feasible Point i f i t Ex is ts 
Since the number of extreme points we l i s t are f i n i t e and no 
extreme point is repeated the procedure is f i n i t e l y convergent. 
Since we stop e i ther when we f ind a feas ib le extreme point or 
when we have 1 i sted a l l poi nts wi th tyP^ >_ g , f i nd i ng a f eas i bl e po i nt 
is guaranteed. This is so because there is no so lu t ion z wi th g L ( z ) > 1 
for t = 1 s and f 4F > I =F = 9-
t=l g 1 t=l gZ 
We now have a l l the tools we require to so lve our loca t ion-a l loca­
t ion problem. A statement of the complete algorithm and some i l l u s t r a ­
t i v e examples w i l l be presented next. 
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CHAPTER V 
THE ALGORITHM TO SOLVE A GENERAL RECTILINEAR-DISTANCE 
LOCATION-ALLOCATION PROBLEM 
In th is chapter, we w i l l present the complete algorithm to solve 
problem GRLAP and w i l l i l l u s t r a t e the procedure through some examples. 
5 .1 Statement of the Algorithm 
Step 1 : Using the approach of sect ion 4 . 8 , l o c a t e the sources to g ive 
a s ta r t ing so lu t i on . 
Step 2 : Using th is locat ion , solve the pure a l loca t ion problem of 
Section 2 . 5 . 1 . 
Step 3- With th is a l l oca t i on , solve the pure locat ion problem of Section 
2 . 5 - 2 using Algori thm MFLOC of sect ion 3 . 5 . 
Step k: I f th is locat ion is the same as that used in step 2 , GO TO 
STEP 5- Else go to STEP 2 . 
Step 5- Use the algorithm of Section 4 . 7 . 4 on t h i s local s t a r 
minimum. T h e resul t ing so lu t ion is hence a pseudo global minimum. 
Store i ts loca t ion , a l loca t ion and ob jec t ive funct ion value as the cur­
rent best so lu t i on . 
Step 6 : Generate the f i r s t cutt ing plane based on th is pseudo global 
minimum. I f J ^ = {cp}, STOP - the current best so lu t ion is optimum . 
Step 7' Use algorithm FEAS of Section 4 . 1 0 to determine an extreme 
point feas ib le to the system of cuts . I f none e x i s t s , STOP - the cur­
rent best so lu t ion is OPTIMAL. Otherwise, GO TO STEP 8 . 
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Step 8: Star t ing from th is po in t , determine a weak pseudo global mini­
mum according to the method of Section 4 . 7 . 4 . 
Step 9: Determine the ob jec t i ve funct ion value for this po in t . I f i t 
is better than the current best, store i ts loca t ion , a l loca t ion and 
ob jec t i ve funct ion value as the current best so lu t i on . GO TO STEP 1 0 . 
I f i t is not better than the current best po in t , GO TO STEP 1 0 . 
Step 1 0 : Generate another cut based on th is weak pseudo global point . 
GO TO STEP 7 . ( I f J j = {cp}, STOP - the current best so lut ion is optimum.) 
5.2 I l l u s t r a t i v e Examples 
5 . 2 . 1 I l l u s t r a t i v e Example 1 
Using the notations introduced in Chapter I , let 
r 









c i k = 
3 1 
2 0 
Let us number the new f a c i l i t i e s as 1 and 2 and let the ex is t ing f a c i l i ­
t ies be numbered 3 , 4 , 5 , 6 w i t h the i r pos i t ion being 
y : x . i 
Let t k = [1 ,2 ] . 
Solut ion 
Step 1 : According to Section 4 . 8 , the s tar t ing so lu t ion is eas i l y seen 
to be ( x j , y j ) = ( 0 , 1 ) and ( x 2 , y ^) = ( 1 , 1 ) . {Henceforth , we w i 1 1 w r i te 
th is as: 1 ( 0 , 1 ) and 2 ( 1 , 1 ) } . 
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Step 2: For th is loca t ion , we solve the a l locat ion problems for the 
two products using the cost coef f ic ients as c , + t d ( i , j ) : 














10 0 0 15 3   10 
1 2 3 4 5 6 
ji 
0 
5 5 5 5 ii 







Sum of Obj . Fn. Values for the 2 products = 295 = <}>• 
Step 3: The locat ion problem MFL0C has now to be solved based on these 
w. U 
The pert inent coef f i ci ents are w.1 . = 
U 
2 • I t 
k=l 
k » j k 
1 2 3 h 5 6 
1 0 10 25 20 10 10* 
2 0 0 20 20 10-
Prob. P : 
x 
Here, we 1 et_a_ represent f a c i l i t i e s 3 and h and_b_= 5 and 6. 
As before 
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1 2 a b 
1 
-
0 10 45 20 
w. . = 
I J 2 ^0 0 20 30 
location is X l = x and a X 2 = V 
.*. r 1 = -15, ^ = -75, r 2 = = -50, 
*•' < 0 , a. < 0 (i = — 1,2) and X j 
th is so lu t ion is optimum. 
Prob. P : Here, we 1et a represent the combined f a c i l i t i e s 3 and 6 and 
Y_ ~~ 
let_b represent 4, and 5-
1 2 a b 
r 
10 1 0 35 30 
w. . = 
1 J 2 0 0 10 40 
y l = Y 2 = V 
Also , r} = -75, £ ] = -5, r 2 = - 5 0 , 
ments are advantageous 
For j o i n t movements, 





Hence, we have, new f a c i l i t y i : 










( by sol v i ng the a l loca t ion problems as in Step 2) a l l posi t ions 
obtained by moving each new faci 1 i ty to a l l adjacent locations poss ib le , 
holding the other f a c i 1 i t i es f i x e d . The current best ( fo r the local s tar 
minimum) is from Step 2 , <J> = 295 
i ( x ^ y j ) ( * 2 , y 2 ) 
-e-
1 ) ( 1 , 0 ( 1 , 1 ) 3 1 0 
2) ( 0 , 0 ) ( 1 , 1 ) 300 '.' <f> >_ 295 V i , the local star 
3) ( 0 , 1 ) ( 0 , 1 ) 295 minimum is also a pseudo global 
4) ( 0 , 1 ) ( 1 , 0 ) 305 mi nimum. 
Step 6 : We now generate a cut based on k = 2 9 5 and the point 1 ( 0 , 1 ) and 
2 ( 1 , 1 ) . According to Section 4 . 5 , we now have to determine X . j e J ^ U J 
+ + + + 
for x y ^ , v]Zi> X 2 5 A N C * ^25* Consider determining Â . fo r x j / ^ : 
Section 4 . 5 g ives us the fol lowing two t ransportat ion problems to 
evaluate (X .) fo r problem PARI: 
Ranked Extreme Points: g (x) f ( x ) Bounds on f * : 
( 1 , 0 ) 5 - 5 [ 5 , - 5 3 
( 0 , 0 ) 0 0 [ 0 , 0 ] 
Hence, s ince f" = 0 , no j o i n t movements are poss ib le . Hence we are 
optimum with respect to both the x and y coordinate locat ions. 
Step 4 : The current locat ion is 1 ( 0 , 1 ) and 2 ( 1 , 1 ) which is the same as 
in step 2 . This is hence a local s tar minimum. 
Step 5» We now obtain a pseudo global minimum by using the algorithm 


















0 0 15 30 20 10 







3 3 ) 
5 









For A = a large number L, the above so lu t ion is obtained with the tota l 
ob jec t i ve funct ion value 6 = 345 - 3 5 L . Hence with L -> °°, 0 •> -°° < 2 9 5 . 
This means Â . is f i n i t e . Calculat ing ITK as in sect ion 4 . 6 . 1 , the slope 
is - 3 5 ( th i s is simply the sum of the products of the a l locat ions and the 
coe f f i c ien ts of A ) . Hence, A 2 = 2 9 3 " (345 - 35L ) " 35L Q R A ^ = 1 .428571 Z * . 
Putting A = A^ and resolv ing the above t ransportat ion problems, we obtain 
6 = 2 9 5 . .'• 1 / T . = 1 / 1 . 4 2 8 5 7 1 4 = 0 . 7 . 
Also , by Step 0 o-f algorithm in Section 4 . 6 . 1 , since < x . for 
i = 3 , 4 , 5 , 6 , A for is a r b i t r a r i l y put at °°. 
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j e J j e J . 
S im i l a r l y , we have Non-basic Var iable 
A 2 5 
X 2 5 
Y H 
y l \ 
+ 
Y 2 5 
0 . 7 5 
Consider, determining Â . for Y 2 Y 
Formulating the t ransportat ion problems as above, i t can be seen 
that as X °°, ty{x) -> » > 2 9 5 . Hence A. = » . We hence have to determine 
Aj , j £ J 2 for th is from Problem PAR 2 . The t ransportat ion problems to 
eva luate - IF/(Aj) are: 
Prod. # 1 : 
-j) 
0 
3 ) •j 
5 20 
-3+AJ 




demands 1 5 30 20 10 
Product # 2 : 
1 0 
-3+2AJ 












When = a large number L, the above so lut ion is obtained for which 
-TJ>(AJ = L) = - 3 3 5 + 10L. Hence, as Aj = L -> ° ° , T^(AJ) and hence, 
Aj is f i n i t e . According to Sections 4 . 6 . 1 and 4 . 6 . 2 , the slope here is 
= - 1 0 and A 2 = ( 2 9 5 " 3 3 5 + 10L - 1 0 L ) / - 1 0 = 4 . Putting A = 4 and 
re-so lv ing the above two t ransportat ion problems, we obtain ^ ( 4 ) = 2 9 5 -
Hence, X . = 4 f o r y " ( j J J . The f i r s t cut i s : 
0 . 7 x | 4 + + 0 . 7 5 Y~]k ~ 0 . 2 5 y~2S > 1 . 
Step 7 : A feas ib le point to this by ALGORITHM FEAS is 1 ( 1 , 0 ) and 2 ( 0 , 1 ) . 
(A detai led use of th is algorithm is given in the next example.) 
Step 8 : Working as in Step 5 , we obtain a weak pseudo global minimum: 
1 ( 0 , 0 ) and 2 ( 0 , 1 ) . 
Step 9 : The value o f <j> fo r th is is 2 8 0 . This is hence the current best 
so lut ion. 
Step 1 0 : Another cut may now be generated based on th is point as: 
0 . 5 x | 3 + 0 . 7 y"^3 + 0 . 2 y 2 / f > 1 . 
A feas ib le point to these 2 cuts i s : 1 ( 1 , 1 ) and 2 ( 0 , 0 ) . The weak pseudo 
global point (WPG) is 1 ( 1 , 1 ) and 2 ( 0 , 1 ) with <f> = 2 8 0 . This is hence, 
a l ternate optimal r e l a t i v e to the current best so lu t i on . A th i rd cut is 
then given by: 
0 . 7 x j 5 + 0 . 4 x*k + 0 . 5 y j 5 " 0 . 2 y~lk > 1 . 
I t can be shown that no extreme point is feas ib le to these 3 cu ts , and 
we stop with the optimal locat ion = 1 ( 0 , 0 ) , 2 ( 0 , 1 ) ; the optimum 
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a l locat ions of product # 1 : 1 
and o f product #2 as 
1 [ 
3 4 5 6 
15 0 0 10 
0 30 20 0 
4 5 
5 5 ] 
with optimum (J> = 280. 
5.2.2 I l l u s t r a t i v e Example 2 
We consider here the locat ion of two f a c i l i t i e s (1,2) wi th 
capaci t ies 40 and 30 units of a s ing le product and determine the a l loca­
t ions to 5 ex is t ing f a c i l i t i e s (3,4,5,6,7) located at (0 ,0 ) , (0 ,2 ) , (2 ,2 ) , 
(2,0) and (1,1) wi th requirements of 10, 20, 5, 1 5 , and 10 uni ts respec­
t i v e l y . 
So lu t ion : The general technique is the same as above and we solve th is 
to i l l u s t r a t e mainly, the appl icat ion of ALGORITHM FEAS. 
40 0 






Here, n = 2, m = 5, k = 1, t , = 1, c^ = 0, a . , = 
ik 
x i > y i 
3 " o , 0 
4 0, 2 
5 2, 2 




Star t ing So lu t ion : 1(0,2) and 2(2 ,0) . 
Local Star minimum: 1(0,2) and 2(1,0) . 
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Pseudo global minimum: 1(0,2) and 2(1,0) with <f> = 50. 
The f i r s t cut based on th is is (with k = 50). 
0.272727 x | 4 + l - x * 7 + 0.272727 x ~ ? + 0 . 28 y~k + 0.3 1 1 • 
Feasible extreme point to th is cu t : 1(2,0) , 2(2 ,2) . 
W.P.G. point is 1(1,0) and 2(0,2) wi th <f> = 45. This is hence current 
best. With k = 45 now, the second cut i s : 
0.6667 x | 7 + 0.26087 x ~ 7 + 0.26087 x ^ + 0.291667 y | 3 + 0.26087 Y ^ l 1 
Feasible extreme point to the 2 cuts: 1(2,2) and 2(2,0) . 
rrl 
W.P.G. point = 1(0,2) and 2(2,0) wi th <f> = 5 0 . The 3 cut i s : 
0.206897 x | 4 + 0.4 x ^ 6 + 0.241379 + 0.24 y * 6 > 1. 
Feasible extreme points to the 3 cuts : 1(2,0) and 2(2,2) 
a. L 
W.P.G. point E 1(2,0) , and 2(2,2) with <f> = 80. The 4 cut then i s : 
0.380952 x ^ 6 + 0.6667 x ~ 5 + 0.259259 y | 6 + 0.24 y ~ j . 1 1 • 
Use of Algorithm FEAS to Determine an Extreme Point Feasible to the 
4 Cuts Given Above 
We f i r s t determine the maximum values ( g t ) which each cut expres­
s ion on the le f t hand side can assume. This is a t r i v i a l procedure e.g. 
g"' = 2(0.272727) + 1 + 2(0.28) + 2(0.3) = 2.705454. S im i l a r l y , 
g 2 = 2.29348 
g3 = 2.17655 
g* = 3.09376 
_ s . 
A l so , g = I {—) = 1 .58832. 
t=l g* 
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In our usual notat ion, c l e a r l y , mx = my = 3. Lett ing the 3 d i s t i n c t x 
coordinate locat ions (0,1,2) be 1,2,3 respect ive ly and the 3 d i s t i n c t y 
locat ions (0,1,2) be 1,2,3 respect ive ly (where these are d i f fe rent ia ted 
from the 3 for the x locat ion by the value of the subscr ipt k on A . j k as 
in Section 4 .9 ) , we have, 
From Section 4.9.1: 
4 _ t 
Coef f ic ients 9 | j k o f A j j k = ^ 9 i j k / g ^ w n e r e » e - 9 - i f k = 1, g ? j ] 
is the cont r ibut ion to cut #t of x . , having x . = x . ( j = one of the 
i i j 
three d i s t i n c t posi t ions 1,2,3). Arranging in the "b locks" : 
Block #1 (For X ] ) Block #2 (For x 2 ) 
A111 A121 X131 A211 A221 A231 
g i j k = 0.36 0.319 0.62604 0.89934 0.51301 0.597H 
Block #3 (For Y ] ) Block #4 (For y 2 ) 
A112 A l22 A132 A212 A222 A232 
g i k j = 0.42879 0.42537 0.42195 0.38264 0.41247 0.442307 
By arranging these in ascending order in each block, we obtain the coef­
f i c i e n t s g . . of Y . . as: ( i = refers to pos i t i on : j = refers to block) 
i j i j 
j = 1,2 = x coordinates; j = 3,4 = y coords). 
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Block #1 (x ) Block #2 (x ) 
Y l l Y 2 1 Y 3 1 Y 1 2 Y 2 2 
= 0 . 3 1 9 0 . 3 6 0 0 . 6 2 6 0 4 0 . 5 1 3 0 1 0 . 5 9 7 H 0 . 8 9 9 3 4 
Block #3 Block #4 ( y 2 ) 
Y 1 3 Y 2 3 Y 3 3 Y l 4 Y 2 4 Y 3 4 
= 0 . 4 2 1 9 5 0 . 4 2 5 3 7 0 . 4 2 8 7 9 0 . 3 8 2 6 4 0 . 4 1 2 4 7 0 . 4 4 2 3 0 7 
Ranked Extreme 
Points (x ,y ) (x ,y ) 1 2 3 4 
(Re la t ive to p Q S N > p o S N > * P E g g g g 
<J>"EJ 
( 3 , 3 , 3 , 3 ) ( 2 , 0 ) ( 0 , 2 ) 2 . 3 9 6 4 7 7 1 .978181 0 . 6 6 6 6 7 2 . 1 7 6 5 5 2 1 . 3 3 3 3 
( 3 , 3 , 2 , 3 ) ( 2 , 1 ) ( 0 , 2 ) 2 .3930542 1 . 6 9 8 1 8 1 . 9 5 8 3 3 1 . 9 3 5 1 7 3 1 .59259 
( 3 , 3 , 1 , 3 ) ( 2 , 2 ) ( 0 , 2 ) 2 . 3 8 9 6 3 3 1 . 4 1 8 1 8 1 . 2 5 0 1 . 6 9 3 7 9 I . 8 5 1 8 5 2 
In the table above, the extreme points of problem P^ are ranked un t i l 
g* >_ 1 for t = 1 , 2 , 3 , 4 . The point ( 3 , 3 , 3 , 3 ) optimizes <J>P£. The other 2 
points above were "picked up" from the "adjacent points l i s t e d " below: 
Solut ion Picked Up Adjacent Points wi th fyP^ > g = 1 . 5 8 8 3 2 
1 ) ( 3 , 3 , 3 , 3 ) ( 2 , 3 , 3 , 3 ) + ( 2 . 1 3 0 4 3 7 ) ( 3 , 2 , 3 , 3 ) 
( 3 , 3 , 2 , 3 ) + ( 2 . 3 9 3 0 5 4 2 ) * a n d ( 3 , 3 , 3 , 2 ) 
•> ( 2 . 0 9 4 2 4 7 ) 
+ ( 2 . 3 6 6 6 4 ) 
2) ( 3 , 3 , 2 , 3 ) ( 2 , 3 , 2 , 3 ) + ( 2 . 1 2 7 0 1 4 2 ) ( 3 , 2 , 2 , 3 ) 
( 3 , 3 , 1 , 3 ) + ( 2 . 3 8 9 6 3 3 ) * and ( 3 , 3 , 2 , 2 ) 
+ ( 2 . 0 9 0 8 2 4 2 ) 
-> ( 2 . 3 6 3 2 1 7 2 ) 
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Hence extreme point feas ib le to the 4 cuts i s : 1(2,2) and 2(0 ,2) . 
T" H 
W.P.G. point from th is i s : 1(2,2) , 2(0,2) with <f> = 70. The 5 cut i s : 
0.32 x ~ 5 + 0.24 x + 2 k + 0.8 y ~ 5 + 0.352941 y " ^ > 1 . 
Extreme point feas ib le to the 5 cuts is 1(2,0) and 2(0 ,0 ) . 
t H 
W.S.G. point is 1(2,0) , 2(0,0) wi th <j> = 70. The 6 cut based on th is is 
0.32 x ~ 6 + 0.24 x ^ 3 + 0.368421 y | 6 + 0.66667 y ^ 3 1 1 • 
Extreme point feas ib le to the 6 cuts is 1(2,1) and 2(0,1) . 
t H 
W.P.G. point Is 1(2,1) and 2(0,1) wi th <J> = 60. The 7 cut then i s : 
0.347826 x ~ 6 + 0.26087 x ^ 3 + 0.2667 y | 7 + 0.571429 y ~ ? + 0.6667 y * 7 
+ 0.294118 y ~ 2 7 >_ 1 . 
There is no extreme point feas ib le to the 7 cuts and we stop. The optimum 
locat ion is 1(1,0) and 2(0,2) ; The optimum al locat ions are: 
1 2 3 4 
LA 6 7 
1 0 0 10 0 0 15 10 
2 _0 0 0 20 5 0 0 
The optimum ob jec t i ve funct ion va 1 ue is <j> = 45. 
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CHAPTER VI 
COMPUTATIONAL RESULTS, SUMMARY AND CONCLUSIONS 
6 . 1 Introduct ion 
In th is chapter, we w i l l f i r s t report and compare computational 
times fo r the r e c t i l i n e a r locat ion problem (with in teract ions) with those 
reported by Pr i t sker ( 3 3 ) . We w i l l then demonstrate the super io r i t y of 
the Newton's search technique, which we specia l ized in Section 4 . 6 to 
help us in so lv ing problems PARI and PAR 2 , over Bolzano's search. Next, 
we w i l l compare the times we obtained fo r the loca t ion-a l loca t ion prob­
lem with a s ing le product and no interact ions with those reported by 
Love and Morris ( 2 8 ) and by Sheral i and Shetty ( 3 8 ) . 
Af te r tha t , we w i l l report computational times for our general 
mu1 t i -product, mult i -source (with in teract ions) and mul t i -dest inat ion 
r e c t i l i n e a r locat ion a l loca t ion problem. A mul t ip le second order regres­
sion model w i l l be developed to serve as a "p red ic t ion equation" and an 
analyses of variance w i l l be car r ied out to examine the l inear and quad­
ra t i c ef fects o f each factor in our problem. Certain s impl i f i ca t ions and 
the l imi t ing s i ze problems w i l l be then presented. (A l l computations w i l l 
be car r ied out on a CDC Cyber 74 machine; execution time w i l l be reported.) 
We w i l l f i n a l l y summarize the par t i cu la r contr ibut ions made in th is 
d i sse r ta t i on and conclude by recommending some fur ther research. 
6 . 2 Computational Results 
6 . 2 . 1 The Pure Location Problem (MFLOC) 
Herewe have reproduced times reported by Pr i tsker (33) to compare 
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with those obtained by us. Pr i tsker has given condit ions under which his 
so lu t ion procedure may not terminate at the true optimum. The entr ies 
in the last column headed "Percent of solut ions declared opt imal" are 
based on t h i s . 
For each combination of m and n, we generated f i v e independent ran­
dom problems which we solved four times each. The s tar t ing so lut ion pro­
vided by the algorithm was used once, and randomly generated s tar t ing 
solut ions were used for the remaining three times. The average times 
reported are based on the f i r s t s tar t ing so lu t ions . The last column 
ent r ies indicate that we obtained the same optimum so lu t ion for the 
case of randomly generated s tar t ing so lu t ions , as fer the o r ig ina l s t a r t ­
ing so lu t i on . 
Table 1. Computation Experience wi th the Revised Pr i tsker-Ghare (PG) 
F a c i l i t y Locating Procedure and wi th the MFLOC 
Procedure Presented in th is Study (H) 
Number o f 
Exi s t i ng 
Faci1i t ies 
m 
Number of 




% of Solut ions 
Declared Optimal 
PG" H PG* H 
10 4 0.1147 0.01082 100 100 
20 5 0.1294 0 . 0 1 1 8 9 9 0 100 
100 20 1.3880 0.1380 9 5 100 
400 80 28.5875 2.1815 0 100 
These times were obtained on a CDC 6500 computer. 
6.2.2 Newton's Search v s . Bolzano's Search Technique 
In Section 4.6, we had indicated how special advantage could be 
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taken of the piecewise l i nea r i t y of the ty(X^) and ip(Xj) curves. The 
advantage which accrues from th is is that we have to solve fewer t rans­
portat ion problems and yet a r r i ve at a more accurate so lu t i on . 
I t may be mentioned in th is context that the t ransportat ion code 
is used several times in the en t i re procedure and i t is very essent ial 
to have an e f f i c i e n t t ransportat ion code to a r r i ve at reasonable compu­
tat ional times. The one we used has been developed by Shetty et a l . (39) 
and to our knowledge i t is the fastest known procedure. 
Table 2 shows the number of t ransportat ion problems which had to be 
solved to obtain a s ing le A^ for k = 1, n = 2 and m = 7 ( i n the usual 
notat ions) in the so lu t ion of problem PARI . (For the pure Bolzano 
search ( i n i t i a t e d at 9999999) and fo r the modified Bolzano technique used 
in (37), the procedure was terminated when ty(X^) came wi th in ±5% of the 
current optimum solut ion k. The accuracy f igures re la te th is Aj wi th that 
for which ty(X.) = k.) 
Table 2. Newton's Search v s . Bolzano's Search Technique 
Pure Bolzano Search Modified Bolzano's Search Used in (37) 
Spec i a 1i zed Newton 1 s 
Search Used by Us 
Number o f " Number o f " Number o f " 
Transportat ion Transportat ion Transportat i on 
Problems Accuracy*" Problems Accuracy" Problems Accuracy' 
25 98.834% 9.5 98.87% 2.55 100% 
The f igures reported are average f igures obtained over 20 problems. 
6.2.3 The Single Product Rect i l inear Location A l loca t ion Problem 
Without Interact ions Between New F a c i l i t i e s 
In this sec t ion , we w i l l compare the times reported in references 
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( 2 8 ) and ( 3 8 ) wi th those obtained by us for K = 1 and wi th no in terac­
t ions between new f a c i l i t i e s . (Love and Morris ( 2 8 ) solve these prob­
lems using a d isc re te space formulat ion. The super io r i t y of the con­
tinuous space formulation in conjunction with d i sc re t i za t i on whenever 
convenient is evident from the Figures appearing in Table 3 below.) 
Table 3 . Comparison of Computational Experience with the 
Solut ion Procedures of Love and Mor r i s , Sheral i A . , 
And the Proposed Procedure ( i . e . (TLM) , ( T A ) , and ( T H ) ) . 
n = 2 n = 3 
m Restr ic ted Capacity m Restr ic ted Capacity 
TLM* TA** TH TLM* TA** TH 
(sees) (sees) (sees) (sees) (sees) (sees) 
12 3 . 1 2 1 0 . 1 1 7 . 7 4 1 2 2 7 . 7 6 4 8 . 6 3 4 7 . 2 5 
14 3 . 6 6 1 3 . 3 5 9 . 6 4 1 3 3 4 . 4 4 6 2 . 9 1 5 2 . 6 3 
1 6 1 6 . 9 2 1 5 . 6 9 1 3 . 5 4 14 3 5 . 2 8 8 8 . 3 9 7 2 . 1 5 
1 8 5 9 . 1 6 21 . 1 4 I 8 . 8 5 1 5 2 6 5 . 4 4 1 0 9 . 6 1 7 9 . 6 9 
20 7 6 . 1 6 2 3 . 3 6 2 0 . 4 3 16 3 6 1 . 5 6 1 3 3 . 8 1 9 8 . 3 4 
25 5 7 5 . 3 4 3 6 . 0 2 3 0 . 5 9 17 8 3 6 . 5 2 1 5 0 . 1 0 1 2 4 . 2 3 
30 1 9 9 2 . 7 8 4 3 . 3 0 4 2 . 4 7 1 8 1 4 5 0 . 2 0 1 7 6 . 4 5 1 3 5 . 9 4 
35 5 4 7 9 . 9 2 5 4 . 6 7 5 3 . 6 6 19 2 5 1 1 . 7 8 2 0 3 . 5 2 1 7 3 . 3 5 
These times are reported for the unrest r ic ted capacity problems which 
have a much s impl i f ied technique for so lu t i on . Comparison of times 
obtained by Sheral i and Shetty with these times are in reference ( 3 8 ) . 
A CDC Cyber 74 Computer was used for th is study (as in our s tudy ) . 
6 . 2 . 4 Computational Experience wi th the General Rect i l inear 
Distance Locat ion-Al locat ion Problem 
We w i l l now report computational times for our problem so lu t ion 
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procedure. We employ a 3 f ac to r ia l design to report our resul ts so 
that some meaningful analysis may be subsequently carr ied out . 
Table 4. Computationa1 Times for Problem GRLAP (seconds) 
No. o f New No. of Number of Exi s t i ng Faci1 i t ies (m) 
Faci1 i t ies (n) Products (K) 9 12 15 
2 4.67 7.74 10.99 
3 1 13.84 47 .25 79.69 
4 49.23 93.70 149.01 
2 7.35 26.02 26.56 
3 2 15.51 38.35 83.67 
4 94.99 162.07 270.18 
2 19.95 39 .98 61.58 
3 3 67.43 177.98 341.22 
4 212.87 419.25 790.09 
6.2.5 S t a t i s t i c a l Analyses for the Data of Problem GRLAP 
Computational Times 
The mathematical model we w i l l use to test s ign i f i cance of our 
factors N,M,K and the i r in teract ions is 
T. .. = y + N. + M. + K. + NM. . + NK.. + MK.. + NMK. . . i j k i j k I J ik j k i j k 
(where T is the computation time and y is the overa l l mean.) 
Due to the unequal number of problems run for each combination of N,M, 
and K, we averaged the observed computational times. As a r e s u l t , we did 
not have any rep l ica t ions and hence no er ror term appears above. However, 
as is usual ly the pract i ce in such cases , w e w i l l use our th i rd order 
1 0 9 
in teract ion term NMK... as e r ro r to test the s ign i f i cance of the other 
fac to rs . 
We also decomposed the factors into the i r l inear and quadratic 
ef fects (subscripted L and Q respect ive ly in Table 5)- Yate's Method 
for the 3 n f ac to r ia l design analyses was used to a r r i v e at the following 
resu l t s : 
3 
Table 5« 3 Factor ia l Analyses for Linear and Quadratic Effects 
Source 
Degrees of F -S ta t i s t i c 







N L M L 
N Q M L 
V o . 
K. 
N L K L 
N L K Q 
N Q K L 
V Q 




NMK. (Er ro r ) i j k 
Total 
2 3 0 4 2 1 . 3 8 
9 5 0 3 . 4 7 0 6 
9 7 8 4 9 . 8 8 3 
1 3 9 1 . 9 4 0 8 
5 1 3 5 5 . 2 2 3 
1 5 0 4 . 3 5 3 8 
2 9 8 . 9 5 5 6 4 
2 4 . 5 8 8 4 
1 5 5 7 2 6 . 4 6 
2 3 9 4 1 . 8 5 2 
8 8 7 7 9 . 1 7 5 
1 1 1 8 6 . 6 5 8 
3 1 4 8 . 4 8 1 7 
4 4 8 . 0 9 1 1 1 
4 3 2 8 3 . 5 6 
8 0 8 4 . 2 2 7 8 
1 2 0 9 . 5 3 2 5 
1 7 6 . 2 9 7 5 6 
3 0 1 8 8 . 1 2 7 
7 5 8 5 2 2 . 2 6 
8 
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2 3 0 4 2 1 . 3 8 
9 5 0 3 . 4 7 0 6 
9 7 8 4 9 . 8 8 3 
1 3 9 1 . 9 4 0 8 
5 1 3 5 5 . 2 2 3 
1 5 0 4 . 3 5 3 8 
2 9 8 . 9 5 5 6 4 
2 4 . 5 8 8 4 
1 5 5 7 2 6 . 4 6 
2 3 9 4 1 . 8 5 2 
8 8 7 7 9 . 1 7 5 
1 1 I 8 6 . 6 5 8 
3 1 4 8 . 4 8 1 7 
4 4 8 . 0 9 1 1 1 
4 3 2 8 3 . 5 6 
8 0 8 4 . 2 2 7 8 
1 2 0 9 . 5 3 2 5 
1 7 6 . 2 9 7 5 6 
3 7 7 3 . 5 1 5 8 
6 1 . 0 6 3 ^ ' " ' 
2 . 5 1 8 5 
2 5 . 9 3 1 * * * 
0 . 3 6 8 9 
1 3 . 6 0 9 4 * * 
0 . 3 9 8 6 6 
0 . 0 7 9 2 2 











" " " " V e r y h ighly s i g n i f i c a n t " (At the 0 . 1 
" " "H igh l y s i g n i f i c a n t " (At the 1 percent 
^ ' S i g n i f i c a n t " (At the 5% l e v e l ) . 
percent l e v e l ) . 
1 evel) . 
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We hence observe that a l l the three factors N, M and K have a 
strong l inear e f fec t . Also the N^K^ in teract ion i .e . the di f ference in 
times obtained by changing N l i nea r l y at d i f fe rent values of K is highly 
s i g n i f i c a n t . S im i l a r l y , the M|̂ |_ and the N^M^ ef fects are highly s i g ­
n i f i c a n t . The number of products has a s ign i f i can t quadratic e f fec t . 
This indicates that with increasing problem s i z e s , the computational times 
w i l l not tend to "blow-up" d ispropor t ionate ly because of the strong l inear 
propens i t i es. 
A regression analyses run to f i t a second order model in the ranges 
spec i f ied in Table 4 y ie lded the fol lowing pred ic t ion equation: 
COMPUTATION TIME = 39.798 N 2 - 559-349 N + 1.692 M 2 - 121 .497 M + 63.169 K 2 
- 657.934 K + 21.806 NM + 86.013 NK + 20.019 MK + 1859.5913 (cpu sees) . 
6.2.6 Some Simpl i fy ing Approximations 
In reference (37), i t has been demonstrated how the cut t ing plane 
algori thm " h i t s " the optimum so lu t ion ear ly in the procedure and almost 
95% of the time is spent thereaf ter in exhausting the ent i re feas ib le 
region. Because of the increased depth of cut presented here, th is would 
be a l l the more t rue. Indeed, the main advantage of th is l ies in the fact 
that the procedure may be terminated prematurely with a good deal of con­
f idence that the current so lu t ion is the true optimum or is at least very 
close to i t . 
In Table 6 we report times for K = 1. The time reported is that 
taken to reach the so lu t ion which was current best when the procedure was 
terminated a f te r 600 seconds of computation. 
Table 7 g ives the resul ts fo r our general problem with K = 5. The 
entr ies have a s imi la r s ign i f i cance as for K = 1 except that here, the run 
I l l 
was terminated a f te r 800 seconds of computation. 
Table 6. F i r s t Times to Best Recorded Solut ion (K=l ; No Interact ions) 
(Time in Seconds) Between New F a c i l i t i e s 
n m = 50 m = 100 
10 18.32 31.10 
20 46.639 115.15 
Table 7. F i r s t Times to Best Recorded Solut ion (K=5, With Interact ions) 
(Time in Seconds) Between New F a c i l i t i e s 
n m = 15 m = 20 
5 39.42 58.15 
10 72.46 139.5 
To fu r ther support the hypothesis that Tables 6 and 7 contain times 
to reach the true optimum, the 10 x 100 x 1 problem was run un t i l the 
true global optimum was reached. The time required fo r th is was 1279.19 
seconds. The optimum value was indeed that which was reached in 31.10 
seconds. 
I t may be noted that even in f a i r l y large sized problems, i f several 
ex is t ing f a c i l i t i e s have the same x or y coordinates, the corresponding 
reduction in feas ib le extreme points y ie lds considerable improvement. 
6.3 Summary of Spec i f i c Contr ibut ions 
By way of a summary, we wi11 state the spec i f i c contr ibut ions made 
in th is d i sse r ta t i on : 
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1) We developed a new algorithm to solve e f f i c i e n t l y the interact ing 
mu1t i faci1 i ty r e c t i l i n e a r distance locat ion problem. 
2) As a subset of the above problem, we provided a solut ion procedure 
fo r a graph theory problem which may be stated thus: 
"Given a set of nodes wi th each node connected to every other 
node by an a rc , and given weights associated with each node and with 
each a rc , f ind a subset of these nodes such that the sum of the weights 
on the nodes and t he i r associated arcs is maximized." 
(The r e s t r i c t i o n of a l l nodes being interconnected may be relaxed 
by simply accommodating arcs of zero we igh t ) . The so lu t ion to th is 
problem is p rec ise ly that which we used to e f fec t j o i n t movements of 
degenerate na*/ f a c i l i t i e s . 
3) We developed a general ized extension of the cutt ing plane algorithm 
to generate deeper cuts than any other known procedure. This may be used 
in the context of any problem where cutt ing planes are employed. 
k) As a step in the generation of the cu t , we specia l ized Newton's 
Method to solve a sub-problem and hence made the procedure much more 
e f f i c i e n t and accurate than i t was when using the conventional Bolzano 
search technique. 
5) We developed an algorithm guaranteed to f ind a feas ib le integer 
point so lu t ion to the polyhedral set formed by the cut t ing planes. This 
algorithm may be extended to the general case where the feas ib le region 
is comprised o f d isc re te points in space superimposed by a set of l inear 
constrai n ts . 
6) F i n a l l y , we have developed an algorithm which can solve the rec t i l i nea r 
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distance loca t ion-a l loca t ion problem wi th mul t i - in teract ing new f a c i l i ­
t i e s , mul t i -dest inat ions and several products and have analyzed i t s 
computational aspects. 
6 . 4 Conclusions and Recommended Research 
We have already spoken of the c r i t i c a l inf luence that the e f f i ­
ciency of the t ransportat ion code has on the computational times of our 
problem. I t is our strong opinion therefore that any extra e f fo r t 
expended in accommodating the most e f f i c i e n t t ransportat ion code a v a i l ­
able is wise ly spent. 
Another point worth noting is that loca t ion-a l locat ion problems as 
examined from the real-wor ld point of view are , what are ca l l ed , one-shot 
problems i . e . the only time they need to be solved is when designing the 
layout. Therefore , even I f the problem is large sized and involves a 
f a i r amount of computer time, i t is not p r o h i b i t i v e l y expensive. Besides, 
one can take advantage of the ear ly attainment of the global optimum to 
compromise i n t e l l i g e n t l y between r i sk and cos t . 
In the design of new f a c i l i t i e s , often the capacity of the sources 
are also unknown quant i t ies . In the l i gh t of t h i s , a modif icat ion is 
possib le where the problem may be run by assuming unlimited source capaci­
t i e s . The t ransportat ion problem for th is case is t r i v i a l l y so lved. The 
resul t is that not only does the computational time reduce considerably 
but we also get an indicat ion of optimum f a c i l i t y capaci ty . In such a 
context , therefore, the unrest r ic ted capacity problem is more r e a l i s t i c . 
6 . 4 . 1 Some Recommended Research 
In the so lu t ion techniques for the B i l inear Programming Problems, 
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Vaish (41) has introduced a method based on the induct ive construct ion 
of a sequence o f polytopes to a r r i v e at the global optimum. A compari­
son study of th is and our cut t ing plane technique may be carr ied out. 
Another related study is to adapt the procedure presented here to 
other forms of distance measure, pa r t i cu l a r l y the Euclidean distance 
measure. Geographical ly speaking, in large scale problems, th is would 
seem to have meaningful app l ica t ions . 
In our presentat ion, we have considered demands to be determin­
i s t i c . In several real world problems, demands are s tochast ic and o f ten , 
i t is poss ib le to represent them by cer ta in known probab i l i t y density 
funct ions. A modif icat ion of th is procedure to accommodate such a s i t ­
uation would be very interest ing and usefu l . 
Another fac tor which ar ises in real world problems is quanti ty 
d iscounts. Here the tota l cost of purchase is a monotonica11y increasing, 
piecewise l inear concave function of the quant i ty purchased. Accounting 
for such p o s s i b i l i t i e s would be an important and in terest ing feature. 
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