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ABSTRACT
A variety of machine learning tasks—e.g., matrix factorization, topic
modelling, and feature allocation—can be viewed as learning the
parameters of a probability distribution over bipartite graphs. Re-
cently, a new class of models for networks, the sparse exchangeable
graphs, have been introduced to resolve some important patholo-
gies of traditional approaches to statistical network modelling; most
notably, the inability to model sparsity (in the asymptotic sense).
The present paper explains some practical insights arising from
this work. We rst show how to check if sparsity is relevant for
modelling a given (xed size) dataset by using network subsam-
pling to identify a simple signature of sparsity. We discuss the
implications of the (sparse) exchangeable subsampling theory for
test–train dataset splitting; we argue common approaches can lead
to biased results, and we propose a principled alternative. Finally,
we study sparse exchangeable Poisson matrix factorization as a
worked example. In particular, we show how to adapt mean eld
variational inference to the sparse exchangeable setting, allowing
us to scale inference to huge datasets.
1 INTRODUCTION
Consider a dataset consisting of users, items, and links between
users and items whenever a user has consumed a particular item.
A common task is to recommend unconsumed items to users. Loss
functions that directly optimize the quality of the recommendation
tend to be intractable, which motivates learning a recommenda-
tion rule by instead minimizing some proxy. A particularly natural
choice is to t a generative model for the dataset and base rec-
ommendations on this model, e.g., by recommending items that
have a high posterior probability of being ranked highly by the
user. Intuitively, the quality of the recommendation depends on the
quality of the model. The vast majority of relational data modelling
approaches used in practice fall under the remit of the dense ex-
changeable (or dense graphon) framework [2, 15, 20]; models in this
class are intuitive and easy to work with, but have a limited capacity
to capture the structure of real-world data. In particular, they are
misspecied as models for sparse data [20]. Recently, the dense
exchangeable framework has been generalized to accommodate a
much larger range of phenomena. This new framework is known as
the sparse exchangeable (or graphex) framework [5–9, 12, 16, 17, 21–
23]. By viewing relational datasets as bipartite graphs we are able
to, in principle, apply the sparse exchangeable framework to gener-
alize many existing approaches in machine learning and improve
the quality of the underlying model.
This idea is widely applicable. For example, in topic modelling,
we take one part of the bipartite graph to be words, the other part to
be documents, and the edges indicate whether each word is included
in each document. In feature allocation, one part of the graph is
people, the other part is features, and the edges indicate whether
each feature is possessed by each person. In recommendation, one
part is users, the other part is items, and each edge (i, j) indicates
that user i has consumed item j. For the sake of concreteness, we
will use this user-item analogy throughout the remainder of the
paper.
We call a sequence of growing bipartite graphs dense if a constant
fraction of all edges are present as either (or both) the number of
users or items increases, and we call a sequence sparse (or not dense)
if it is not dense.
Folk wisdom holds that real-world relational datasets are sparse,
and thus that the traditional modelling approach is unsatisfactory.
However, sparsity is a property of a sequence of observations, and
in many data analysis situations we just have a single observation
at some particular size. This begs the question: does sparsity have
practical relevance in this case? To answer this question, we develop
a simple method for directly checking whether sparsity is relevant
for a given dataset. The key idea is to use the subsampling theory
for sparse exchangeable graphs [5, 23] to extract a sequence of
shrinking subgraphs from the dataset; the sparsity of this sequence
acts as a signature for whether sparsity needs to be accounted for
in the modelling of the dataset. We use this method to show that
sparsity is indeed common in real-world datasets.
Next, we treat the question of how a dataset should be split into
testing and training sets. This is a subtle question in the relational
data setting, and often ad hoc methods are used. In the probabilistic
approach a dataset Gs is modeled as a realization of size s from a
probabilistic model with parameters Θ, i.e.,
Gs | Θ ∼ P(Gs ∈ · | Θ).
The key observation is that the test and train sets should be dis-
tributed as size r and size s−r samples from a distribution with com-
mon parameter Θ; that is, the test and train sets should (marginally)
come from the same distribution as the dataset. If this fails, then
a model estimated using the training data will be biased for the
test and full datasets. Accordingly, we must split the data using the
unique subsampling scheme that has this property for the sparse
exchangeable models. This leads to some complications that do
not exist with more naive biased methods (e.g., holding out edges
uniformly at random); we discuss how to deal with these in practice.
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Our test–train split scheme is mandated when using an exchange-
able generative model (which covers most generative model cases),
but is also likely more broadly useful because it gives a new ap-
proach assessing relational data models, complementing existing
approaches.
Finally, we treat sparse exchangeable Poisson matrix factoriza-
tion as an extended worked example. The generative model we
use is essentially the bipartite version of the model of [21]. The
main novelty is a mean eld variational inference scheme to scale
inference to huge datasets. Roughly speaking, our inference scheme
adapts the Poisson matrix factorization approach of [11], with some
new techniques to account for the additional complication intro-
duced by the sparse structure. Roughly, this generalizes Poisson
matrix factorization to the sparse graph regime, although there are
some small dierences between the dense version of our model and
the approach of [11]. Our hope is that the techniques we introduce
can serve as a general blueprint for scalable variational inference
of sparse exchangeable models.
In practice, we implement inference using TensorFlow [1]; this
allows for GPU computation, resulting in very fast inference.1
We nd that accounting for sparsity carries negligible additional
computational cost, which is in contrast to the MCMC approach of
[8, 12, 21]. Interestingly, we nd that accounting for sparsity has
almost no eect on recommendation performance, even for sparse
datasets. However, we do see an improvement in how well the
model captures the structure of the data, e.g., the degree structure
of the graph.
We dene the sparse exchangeable models in Section 2; this is a
straightforward translation of the unipartite case. Model checking
is treated in Section 3, and data splitting in Section 4. Finally, we
cover sparse exchangeable Poisson matrix factorization in Section 5.
2 BIPARTITE SPARSE EXCHANGEABLE
GRAPHS
A bipartite graph д is a triple д = (VU ,VI ,E) where VU , VI are sets
of vertices and E ⊆ VU ×VI is a set of (possibly weighted) edges.
We denote the number of users as |VU | = U (G), the number of
items as |VI | = I (G), and, abusing notation, the number of edges as
|E | = E(G).
The model
The model for bipartite graphs we consider in this paper is the
natural extension of the sparse exchangeable unipartite graphs of
[6, 8, 22], also considered in [7, 8]. The basic structure is that each
userUi is assigned some latent features Xi , each itemTj is assigned
some latent featuresYj , and, given the latent features, and each edge
дi j is drawn independently from some distribution parameterized
byW (Xi ,Yj ) for some functionW (the graphon). For example, in
rank K matrix factorization the features are K-dimensional vectors
and typically дi j | Xi ,Yj ∼ Normal(W (Xi ,Yj ), 1) with W the
inner product function. For concreteness, we will default to the
case дi j ∈ {0, 1}—understood as an indicator for edge inclusion—
andW (Xi ,Yj ) = P(дi j = 1 | Xi ,Yj ) for the rest of the paper, but all
of our discussion applies to the more general setting.
1Code available at github.com/ekanshs/graphex-nnmf
The generative structure we have described thus far is common
to both the dense exchangeable and sparse exchangeable models.
The distinction lies in how the latent features are generated. In
dense exchangeable models, these are drawn i.i.d. from some prob-
ability space. This is a seemingly natural choice, but it is the root
cause of the pathological denseness of the models. In the sparse
exchangeable model, the user feature space, (X,η), and item feature
space, (Y, ρ), are taken to be innite measure spaces. The users are
then drawn as a Poisson process ΠU with mean measure η(dX )dU
on X × R+, where the R+ coordinates are interpreted as labels of
the users; see Figure 1. The items ΠI are drawn in the analogous
way. Edges are then randomly generated between users and items
according to
ei j | ΠU ,ΠI ind∼ Bern(W (Xi ,Yj )).
This samples in an innite bipartite graph. To restrict to nite
size, we include only users with labelsUi < s and items with labels
Tj < α ; see Figure 1. We refer to s as the user-size of the graph, and
α as the item-size; these naturally correspond to the sample size of a
dataset. This restriction results in an induced subgraph with a nite
number of edges, but with an innite number of items and users.
This is resolved by excluding any point of the Poisson processes
that fails to connect to any edge; that is, this model excludes users
and items with degree zero.
Summarizing, sparse exchangeable graph distributions are nat-
urally parameterized by η, ρ,W , and the notion of sample size is
given by s and α . The analogous statement for the (more familiar)
dense case is that dense exchangeable graph distributions are natu-
rally parameterized by P ,Q,W—where the user features are drawn
i.i.d. according to distribution P and the item features according to
Q—and the notion of sample size is the number of users and items
in the graph.
A few remarks are in order:
We dened the sparse exchangeable models on innite measure
spaces. The same denition works on nite measure spaces, in
which case the models are the dense exchangeable (i.i.d. features)
models, up to some minor technical dierences.
We emphasize again that the distinction between the dense and
sparse models is simply how the latent features are generated; for
this reason, it is relatively easy to postulate sparse analogues of
machine learning models that are already used in practice.
The models used here may seem somewhat arbitrary. This is not
so; these models are the natural extension of the dense exchangeable
theory, and are derived from simple and natural postulates. See
[6, 22] for a derivation from exchangeability, and [5] for a derivation
from network subsampling invariance.
Subsampling
We make extensive use of the following scheme for sampling ran-
dom subgraphs from a graph [23]:
Denition 2.1. Let p,q ∈ [0, 1]. A (p,q)-sampling Smpl(д, (p,q))
of a bipartite graph д is a random subgraph of д given by including
each user of д independently with probability p and each item
of д independently with probability q, and returning the induced
subgraph with the isolated vertices removed.
2
Figure 1: Typical realization of a graphex process. The left
panel represents a sample from a Poisson process on R2+ re-
stricted to [0, s] × R+. The x-axis corresponds to users la-
bels, while the y-axis corresponds to latent features. The
middle panel shows a typical sample of the item Poisson
process. The right panel displays a sample of edges be-
tween users and items, sampled independently according
toW (xi ,yj ). The bottom panel displays the sampled graph,
given by deleting the atoms of each Poisson process that do
not connect to any edges.
This is the sampling scheme associated with sparse exchangeable
graphs: IfGs,α is generated according to η, ρ,W then the subgraph
Smpl
(
Gs,α , (p,q)
)
is equal in distribution to Gps,qα generated ac-
cording to η, ρ,W [23]. That is, this sampling scheme denes the
relationship between the generated graphs at dierent sizes. In fact,
this is a dening property of the (sparse) exchangeable graphs, and
(sparse) exchangeability can be understood as equivalent to this
invariance.[5]
3 CHECKING SPARSITY
Sparsity is a property of a sequence of graphs, but typically analysis
is performed on some particular, xed size, dataset. Accordingly, it
may seem that the ability to model sparsity is not relevant for most
applications in practice. We show that this intuition is incorrect:
sparsely generated datasets have a readily identiable signature.
Accordingly, we can assess ahead of time whether sparse structure
is present in our data, and thus whether we should incorporate
sparsity into the model.
Dene the edge density of a bipartite graph д to be ρ(д) =
e(д)/(U (д)I (д)). In the dense case, ρ(Gs,α ) is constant with respect
to s,α , but in the sparse case it decreases as either (or both) s or α
increases. Thus, if we could observe the graph process at dierent
values of s,α , we could observe sparsity as a change in the value of
the edge density. The key insight is that (p,q)-sampling allows us
to eectively simulate this; intuitively, this is because, marginally,
a (p,q)-sampling is a sample of the graph at user size ps and item
size qα .
The content of the following theorem is that this intuition carries
through even conditional on the observed data.
Theorem 3.1. If (Gs,α ) is dense then, for p,q > 0,
lim
s,α→∞
ρ(Smpl(Gs,α , (p,q)))
ρ(Gs,α ) = 1 a.s.
Proof. (Sketch) From the denition of dense, ρ(Gs,α ) → c
almost surely as min(s,α) → ∞, for some constant c . The re-
sult follows because the distributional invariance of sparse ex-
changeable models under (p,q)-sampling [5, 23] guarantees that
ρ(Smpl(Gs,α , (p,q))) → c , with the same the same limit c . 
Accordingly, we can check if a graph is sparsely generated by
plotting the edge density of subsampled graphs against the (p,q)-
sampling levels; see Figure 2. This is theoretically sound if the
model is generated according to an exchangeable model, which is
a common assumption in generative modelling of relational data.
Otherwise, this strategy simply provides a powerful heuristic for
assessing sparsity.
4 TEST–TRAIN SPLIT
Model evaluation is a key component of data analysis. Often, this
involves randomly splitting the available data into a test set and a
training set. There are many seemingly natural ways to partition a
bipartite graph, so some care is required in splitting the data. The
choice of partitioning scheme may induce a signicant sampling
bias in the test and training sets, impeding evaluation and com-
plicating model comparison. In this section we give an approach
motivated by the sampling theory of sparse exchangeable graphs.
This approach is the ’right’ one for exchangeable models (including
dense ones), and is also useful as complement to existing ad hoc
approaches for evaluating non-generative models.
To see the diculty with test–train splitting in the relational
data setting, consider a common evaluation procedure for recom-
mender systems: A test set is produced by holding out reviews
independently at random. For each user with at least one heldout
ranked item, the trained model is asked to recommend items by
ranking the set of all lms the user has not rated in the training data
(i.e., the non-ratings and the heldout data). Then performance is
scored by how highly the algorithm ranks the heldout data. Notice
that this test–train split induces a degree biased sampling of the
users and items; that is, we expect that a typical user in the test set
consumes more items than a typical user in the training set, and
that a typical item in the test set is more popular than a typical
item in the training set. This means that evaluation procedures
based on such a split tend to focus on the task of recommending
popular items to popular users—this is often not a good proxy for
the true task of interest. It is easy to modify the scheme to address
this particular problem, but in general it remains a concern that
any test–train scheme may induce some more subtle sampling bias.
In the generative model setting, we must choose the splitting
procedure such that the parameters of the generative model can be
consistently estimated from the training set. For (sparse) exchange-
able models, this means partitioning via (p,q)-sampling. Concretely,
we propose the following data splitting scheme; see Figure 3.
(1) SampleGtrain = Smpl(G, (p, 1)), and takeGholdout to be the
complement of Gtrain in G
(2) Sample Gtest = Smpl(Gholdout, (1,q)) and take Gholdoutt
to be the complement of Gtest in Gholdout
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(a) Dense users, Dense items (b) Dense users, Sparse items
(c) Real-World Datasets
Figure 2: Checking sparsity: Each plot shows the edge den-
sity of randomly sampled subgraphs plotted against the
sampling level. More precisely, for each graph д we pro-
duce random subgraphs Smpl(д, (p, 1)) by p-sampling users,
and we plot the edge density of these graphs against p. We
follow the same procedure for q-sampling of items. If the
edge density is approximately constant with p (respectively
q) then we consider the graph to be dense. (a) the graph is
a simulated dataset where user nodes and items nodes are
generated from nite activation Poisson process—users and
items are dense. (b) the graph is a simulated dataset where
user nodes are generated from a nite activation process but
item nodes are generated from innite activation Poisson
process—intuitively, items are sparse and users are dense.
(c) Graph densities for the Wikipedia and Echonest datasets
described in Section 5.3.1. The plots show that item nodes
should be modelled with an innite activation process; that
is, sparsity is present in this data.
The point of the scheme is that ifG is drawn as a α item-size, s user-
size sparse exchangeable graph generated according to η, ρ,W,
then Gtrain and Gtest are distributed as, respectively, size ps,α and
size ps,qα graphs generated according to η, ρ,W. If we had used
some other sampling scheme then, generally, the test and train
sets would be distributed according to dierent distributions, and a
model that performed well on the training set would not be expected
to perform well on the test set or on fresh data.
For concreteness, we envision an estimation procedure as an
algorithm that takes an observed bipartite graph G and outputs
estimates ηˆ, ρˆ,Wˆ for the model parameters, and xˆi for the latent
feature of each user, and yˆj for the latent feature of each item. The
output of the estimation procedure on Gtrain includes estimates
for Wˆ and for the latent features of the items in Gtest. However, it
does not include estimates for the latent features of the users in
the test set. Indeed, Gtrain does not carry information about these
Figure 3: Illustration of the outcome of a test–train split pro-
cedure. The dataset is rst split into a train set and a holdout
set by subsampling the users part of the graph. Then, the
holdout set is in turn split into a test set and a holdoutt set
by subsampling the items part of the graph. We use (p,q)-
sampling, which means that any rows or columns that are
empty (that is, all 0) in any of the partition sets are removed
from that set.
values. This motivates splitting the holdout set: the validation
procedure should use Wˆ , ηˆ, and Gholdoutt to produce an estimate
for the latent user features of the test set. This last step is possible
for exchangeable random graph models because of the conditional
independence structure: to estimate the latent feature of any user, it
is sucient to knowW , η, and the latent features of its neighbours.
A concrete example given in Section 5.3.3. Figure 4 shows degree
distribution samples from the approximate posterior distribution
over the test sets from a model trained using the training sets, under
our proposed test–train splittings scheme. This gure also plots the
true degree distribution from the test–data. Note that the model t
to the training data is able to accurately predict the structure of the
test data.
5 SPARSE POISSON MATRIX
FACTORIZATION
We now turn to non-negative matrix factorization as an extended
example. We adapt the model of [21], using the bipartite variant as a
component of probabilistic matrix factorization. We emphasize that
the model we present here is chosen for its simplicity, with the aim
of exposing sparsity considerations as clearly as possible. The aim is
not to write down the best possible model for the recommendation
task we consider, and indeed there are several obvious extensions
that we omit because they are essentially orthogonal to the study
of sparsity.
5.1 The generative model
Let PP(m) denote the distribution of a Poisson process with mean
measure m, and Gamma(a,b) denote a gamma distribution with
shape a and rate b.
4
5.1.1 Generalized Gamma Process. We follow the approach of
[7] and its successors [8, 12, 21] based on the Generalized Gamma
Process (GGP), a Poisson process with mean measure
дσ ,τ (du) = 1
Γ(1 − σ )u
−(1+σ ) exp(−τu) du,
for (σ ,τ ) ∈ (0, 1) × (0,∞) ∪ (−∞, 0] × [0,∞).2
For our purposes, there are two important facts about the GGP.
First, points of the GGP are equivalent to i.i.d. draws from a Gamma
distribution if and only if σ < 0. In the model dened below this
means the model is dense if and only ifσU ,σI < 0 [8]. This property
allows for easy, interpretable comparison between sparse and dense
variants of the model.
Second, the GGP admits a pseudo-conjugacy relationship with
the Poisson distribution. Informally, if ξ = {(θ1,ω1), (θ2,ω2), . . .}
is a GGP with parameters σ ,τ and Ni | ξ ∼ Poi(λωi ) then ξ | N
is equal in distribution to a point process with two independent
components: One component consists of all atoms for whichNi = 0,
this is distributed as another GGP with parameters σ and τ + λ.
The other component consists of the atoms for which Ni > 0; in
this case the posterior masses are distributed as Gamma(Ni −σ , λ+
τ ), independent of each other and of the rst part of the process.
Intuitively speaking, this is the posterior distribution P(ωi ∈ · | Ni )
of the observed weights. In the case that σ < 0, this is the same
conjugate posterior update that we would arrive at by taking ωi
iid∼
Gamma(−σ ,τ ); hence the pseudo-conjugacy terminology. It is this
property that makes the GGP amenable to ecient inference.
5.1.2 Sparse Poisson Matrix Model. The model assigns each
item and user a K dimensional latent feature. The basic structure
is:
(1) Each user i is assigned a total popularity Pi and anities
(ϕik )Kk=1 to each feature dimension k .
(2) Each item j is assigned a total popularity P ′j and anities
(φ jk )Kk=1 to each feature dimension k .
(3) Given the features, each edge (i, j) is included indepen-
dently with probability 1 − exp(PiP ′j
∑
k ϕikφ jk ).
The inclusion probability is the probability of a non-zero draw from
a Poisson distribution with mean PiP ′j
∑
k ϕikφ jk ; this is done to al-
low us to exploit the GGP-Poisson pseudo-conjugacy for inference.
We present the generative model in a somewhat dierent form
to allow for easy derivation of the inferential updates. The user
parameters are:
ξ = {(γ1,u1), (γ2,u2), . . .} ∼ PP(дσU ,τU × λ),
θik
iid∼ Gamma(a,b),
The popularity of user atom i is Pi = γi
∑
k θik , and the aliations
are ϕik = θik/
∑
k θik . The item parameters are:
ζ = {(ω1, t1), (ω2, t2), . . .} ∼ PP(дσI ,τI × λ),
βjk
iid∼ Gamma(c,d).
2Related Bayesian non-parametric tools have previously been used in matrix factoriza-
tion to allow for innite latent factor dimension, e.g., [13]; we emphasize that this is
substantively unrelated to what we are doing here.
Let дi j = 1 indicate that edge (ui , tj ) is included in the graph
(and дi j = 0 otherwise). The generative model for the connections
is:
eki j | γi , {θik }k=1..K ,ωj , {βjk }k=1..K ind∼ Poi(γiωjθik βjk )
дi j = I [∑k eki j > 0].
The use ofK latent edge counts per user-item pair should be viewed
as an auxiliary variable technique; this idea is borrowed from [11].
Taking дi j =
∑
k e
k
i j instead results in a model for integer valued
relations; the rest of our discussion holds for this case, subject to
obvious minor modications.
Note that the generative model is for an innite graph. As usual,
we restrict to nite graphs by truncating the label spaces of the
users and items, and then discarding any users or items that are
isolated in the induced subgraph; i.e., we restrict to user atoms for
which ui < s and item atoms such that tj < α .
Recast in the general language used earlier in the paper:
W ((γ ,θ ), (ω, β)) = 1 − exp
(
−γω∑Kk=1 θk βk ) ,
η(dγdθ ) = дσU ,τU (dγ )
K∏
k=1
θa−1k exp(−bθk )dθk
b−aΓ(a) ,
ρ(dωdβ) = дσI ,τI (dω)
K∏
k=1
βc−1k exp(−dβk )dβk
d−c Γ(c) .
5.2 Inference
The learning task has two components: inferring the parameters
of η and ρ (noting thatW is xed), and inferring the latent feature
values of the users and items.
5.2.1 Global parameters. The sparse model requires us to set
hyperparameters that are not relevant in the dense setting: namely,
the GGP parameters σU and σI , and the sizes s and α . We use
the general estimation strategy of [19]. This provides a consistent
estimator σˆU for σU as a function of the degrees of the users in the
dataset. Namely, for a graph д where each user i has degree di ,
σˆU =
log(U (д)) − log(2−1 ∑i (1 − 2−di ))
log 2 .
The estimator for σI is the obvious analogue.
It can also be shown that, for some slowly growing function Cα
of α (e.g., Cα = O(log logα)),
logU (Gs,α ) − σU log e(Gs,α ) = Cα + (1 − σU ) log(s) + os (1),
see [9] for a derivation of the asymptotics in the (harder) unipartite
case; the bipartite case is a straightforward adaption. We can esti-
mate Cα , which depends on the model, by treating it as a constant
with respect to α , and estimating this constant by simulating data
(with known user size) from the model. We then set the user size
by subbing σˆU for σU , throwing away the os (1) term, and solving
for s . We also use the analogous strategy for setting α .
We use an empirical Bayes type procedure, xing these hyperpa-
rameters to their estimated values, and using a more sophisticated
approach to estimating the posterior distribution of the latent fea-
tures.
5
5.2.2 Latent features. We adopt a mean eld variational infer-
ence (VI) approach, approximating the true posterior distribution
over the parameters by a fully factorized distribution. See [4] for
a review of variational inference. Nominally, main challenge here
is that the likelihood has no closed form expression—it can’t be
readily dierentiated, or even evaluated—and it is computation-
ally expensive to draw samples from. This disallows most general
purpose variational inference algorithms.
The solution is that we have parameterized the model such that
the complete conditional distribution of each variable is (approxi-
mately) an exponential family distribution—we demonstrate this
below, and discuss the required approximations (Section 5.2.3).
Complete conditional distributions are the conditional distributions
given the data and all other variables. The signicance of this
property is that it allows us to read o a Coordinate Ascent Varia-
tional Inference scheme (CAVI) automatically [10, 14]. It is rather
remarkable that this works: CAVI was developed for conjugate
Bayesian models with i.i.d. observations, but in the sparse graph
case there is no possible independent prior on the user weights or
item weights that would reproduce the model. Nevertheless, the
pseudo-conjugacy of the GGP suces for ecient inference.
Broadly, the structure of the resulting algorithm is that each
variable (e.g., θik ) gets a parameterized approximating distribution
(e.g., q(θik ∈ · | ϕik )), and the algorithm learns the parameters by
iteratively updating them given all other parameters. Complete
conditionals in exponential family form allow us to read o the
form of q and the parameter updates.
5.2.3 Complete Conditionals. Most of the results presented here
are readily derived by ordinary conjugate update manipulations in
combination with the generalized gamma process–Poisson pseudo-
conjugacy; additionally, a detailed treatment of the unipartite case
is given in [21].
Let eki · =
∑
j e
k
i j and ei · =
∑
k e
k
i ·, and let µ
s
k =
∑
i :ei ·=0 γiθik1[ui <
s]. Intuitively speaking, µsk is the total mass of type k belonging
to user atoms that have failed to connect to any items; this turns
out to be a sucient statistic for user atoms that do not connect
to any items. We also need the analogous denitions for the items,
writing ραk for the total mass of type k belonging to item atoms
that have failed to connect to any users. Then,
θik | ξ , ζ , β , e ∼ Gamma(a + eki ·,b + γi (
∑
{j :e·j>0} ωjβjk + ρ
α
k )),
βjk | ξ , ζ ,θ , e ∼ Gamma(c + ek·j ,d + ωj (
∑
{i :ei ·>0} γiθik + µ
s
k )).
The GGP weights for atoms that connect to at least 1 edge:
γi | ζ ,θ , β , e
∼ Gamma(−σU + ei ·,τU +∑k θik (∑{j :e·j>0} ωjβjk + ραk )),
ωj | ξ ,θ , β , e
∼ Gamma(−σI + e ·j ,τI +∑k βjk (∑{i :ei ·>0} γiθik + µsk )).
Notice that in the case σU < 0, the complete conditional for γi
corresponds to a Gamma(−σU ,τU ) prior distribution. However, in
the case that σU > 0, there is no independent prior on γi that could
have given rise to this posterior.
Next, the auxiliary variables:
(e1i j , . . . , eKi j ) | θ , β, ξ , ζ , [дi j = 1]
∼ tPoi(γiωjθi1βj1, . . . ,γiωjθiK βjK ),
where tPoi(λ1, . . . , λK ) is the K-dimensional truncated Poisson dis-
tribution dened by the following scheme. For drawing a sample
(N1, . . . ,NK ): Draw N ∼ Poi(∑k λk ) conditional on N > 0, and
then draw (N1, . . . ,Nk ) | N ∼ Multi(λ1/
∑
k λk , . . . , λK /
∑
k λk ),
see [21].
The complete conditional of (µs1 , . . . , µsK ) is not available in
closed form. However, using point process techniques, we can de-
rive the conditional expectation and variance, see Appendix A. We
nd that var[µsl | ζ , β , e]  E[µsl | ζ , β, e] in the large data regime.
This motivates the approximation P(µsk ∈ · | ζ , β , e) ≈ δE[µsl |ζ ,β,e].
That is, we simply ignore the variability. This approximation works
well in practice when used as an input to our inference procedure.
The expectation of the complete conditional is given by:
E[µsl | ζ , β, e] = sE
[
θ∗l
τU +
∑
k θ
∗
k
∑
j ωjβjk
| ζ , β , e
]
for θ∗l
iid∼ Gamma(a,b); this is easy to approximate with Monte
Carlo sampling.
We also use the analogous approximation for the complete con-
ditional of (ρs1, . . . , ρsK ).
5.3 Empirical study
This section covers an empirical comparison of dense and sparse
exchangeable Poisson matrix factorization. The main takeaways
are:
(1) The inference algorithm works well. Our algorithm is
able to accurately recover the structure of simulated data,
suggesting that the various approximations involved in
our inference scheme are valid in practice.
(2) The sparse model does a better job recovering the graph
structure of sparse data, including real world data.
(3) However, despite this, there is no appreciable dierence
in recommendation performance between the sparse and
dense models.
5.3.1 Datasets. We consider the following datasets:
(1) Simulated Dataset: A sample from the model generated
according to the following parameters: σU = σI = 0.2,
τU = τI = 1.0, a = b = c = d = 0.1, s = α = 1200.0.
Dataset consists of 9.7M edges with 40,565 users and 40,768
items.
(2) Netix: Consists of ratings that users have assigned to
movies. In our experiment, we treat this as a simple graph
by including an edge in the graph whenever user has rated
a movie. The resulting dataset consists of 480,189 users,
17,770 movies (items), and 100M ratings (edges).
(3) Echonest: The Echonest taste prole dataset [3] is a music
dataset with 1,019,318 users, 384,546 songs (items) and 48M
entries where each entry is the number of times a user
played a song. We treat this as a simple graph by including
an edge whenever user played a song.
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(4) Wikipedia: The document-term matrix corresponding to
WikiText-103 dataset [18], after removing stop words, very
common words, and stemming the word set. The dataset
contains 29,425 documents (users), 161,085 terms (items),
and 21M tokens (edges).
5.3.2 Hyperparameters. For the sparse models, we set the spar-
sity parameters σU and σI , and the sizes s and α , according to
the estimation scheme described above. For dense models, we set
σU = σI = −0.1 (and s = α = 0). Empirically, we nd that the
performance of the dense model is robust to the choice of σU and
σI , the analogous observation was also made in [11].
For all experiments, we set τI = τI = 1.0, a = c = b = d = 0.1
and K = 30. Model performance is somewhat dependent on these
parameter choices, but our conclusions seem to hold generally.
5.3.3 Data spliing and posterior predictive model. We partition
each dataset G into Gtrain,Gtest, and Gholdoutt according to the
scheme describe in Section 4, taking p = q = 0.2. We now specialize
the discussion of Section 4 to the sparse exchangeable Poisson
matrix factorization model.
To evaluate the quality of our model, we would like to nd the
posterior predictive distribution of the test set given Gtrain and
Gholdoutt; i.e., P(Gtest ∈ · | Gtrain,Gholdoutt). We could then, e.g.,
recommend items to users in the test set by recommending those
items such that P(ei j = 1 | Gtrain,Gholdoutt) is large.
Letting Θ = {σU ,σI , ζ , ξ ,θ , β} denote the parameters of the
model, the posterior predictive on the test data has the form:∫
P(Gtest ∈ · | Θ)P(Θ | Gtrain,Gholdoutt)dΘ. (5.1)
Running our inference algorithm on Gtest returns a distribution
q(σU ,σI , ξtrain, ζ ,θtrain, β) that approximates P(Θ | Gtest)—the sub-
script train on the user parameters denotes restriction to only those
users that are included in the training set. Intuitively speaking, we
would like to approximate P(Θ | Gtrain,Gholdoutt) ≈ q(Θ).
The diculty is that q does not carry any information about the
users in the test set. To resolve this, we introduce a new approxi-
mation:
P(σU ,σI , ξtest, ζ ,θtest, β | Gholdoutt)
≈ q′(ξtest,θtest)q(σU ,σI , ζ , β).
That is, we approximate the posterior distribution of parameters
given Gholdoutt as a factorized distribution consisting of the ap-
proximate posterior over the sparsity and item parameters (already
learned from the training data), and a new approximating dis-
tribution q′ over the user parameters. We take q′ in the same
family as we would use for mean-eld variational inference on
Gholdoutt and t it by minimizing the variational inference loss
between P(σU ,σI , ξtest, ζ ,θtest, β | Gholdoutt) and the distribution
q′(ξtest,θtest)q(σU ,σI , ζ , β). In practice, this is achieved by running
our coordinate ascent variational inference scheme usingGholdoutt
as the dataset, and xing q(σU ,σI , ζ , β) to the distribution learned
on the training set.
In summary, we take
P(σU ,σI , ξtest, ζ ,θtest, β | Gtrain,Gholdoutt)
≈ δσˆU , σˆI q′(ξtest)q′(θtest)q(ζ )q(β).
Simulated Data Netix Echonest Wikipedia
Test Set: 5, 029 94, 083 199, 655 5, 914
VU Sparse Model: 4, 319 92, 560 189, 971 5, 895
Dense Model: 4, 230 92, 682 190, 617 5, 886
Test Set: 5, 285 3, 629 59, 270 19, 558
VI Sparse Model: 4, 906 3, 812 56, 272 15, 985
Dense Model: 4, 474 3, 647 51, 151 14, 226
Test Set: 374, 155 4, 356, 458 1, 895, 016 812, 208
|E | Sparse Model: 375, 897 4, 352, 697 1, 870, 403 814, 144
Dense Model: 377, 313 4, 369, 108 1, 882, 812 812, 580
Test Set: (0.2262, 0.2298) (0.0122, 0.0015) (0.1671, 0.2535) (0.0097, 0.3886)
( ˆσU , σˆI ) Sparse Model: (0.1428, 0.2034) (0.0564, 0.0387) (0.1786, 0.2638) (0.0071, 0.3366)
Dense Model: (0.1397, 0.1510) (0.0551, 0.0069) (0.1744, 0.1970) (0.0069, 0.2784)
Table 1: Posterior Predictive Checks. We compare samples
from the approximate posterior predictive for the test data
given the training data to the actual test data. The sparse
models do a moderately better job predicting the structure
of the test set when the dataset is sparse.
The posterior predictive distribution for the test set is then com-
puted by substituting this approximation into (5.1).
There is one remaining subtlety: we must also set the sample
sizes stest and αtest for the posterior predictive distribution for the
test set. It follows from the structure of the test–train split that
stest =
p
1−p strain and that αtest = qαtrain.
5.3.4 Posterior Predictive Checks. We now assess the quality of
the approximate predictive posterior distribution for the test data.
In principle, the performance depends on three separate levels of
approximation:
(1) whether an exchangeable model is appropriate (i.e., can the
distribution on the test data be estimated in an unbiased
way from the training data)
(2) whether Poisson matrix factorization a suitable model, and
(3) whether the various approximations used in the inference
are sound
We assess the quality by drawing samples from the posterior pre-
dictive distribution (over the test set) and comparing summary
statistics between these samples and the true test data.
Figure 4 plots the degree distributions of the posterior samples
from dense and sparse models against test datasets. Table 1 gives
simple summary statistic for the posterior draws. The model does
a good job predicting the structure of the test data.
For datasets that appear genuinely sparse—e.g., Echonest or
Wikipedia—the predictive performance of the sparse models seems
better. The sparse model generates a large number of (low degree)
vertices that are present in the actual data, but that are missed by the
dense model. σˆ estimated on the sparse model samples are closer to
σˆ estimates on the actual data. This can be interpreted as meaning
either that the sparse models do a better job of capturing degree
heterogeneity—recall σˆ is a function of the degree distribution—or
simply that the sparse models do a better job of predicting sparsity
in the data. It is an interesting fact that even dense Poisson matrix
factorization is able to predict some degree of sparsity in the data,
although it biases towards increased density.
5.3.5 Recommendation Task. For each user in the test set, we
recommend a list of items in the test set. To generate recommenda-
tions for each user i , we rank the items according to the values of
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(a) Simulated Dataset: On left is the posterior draw from sparse model and on
right is the posterior draw from dense model
(b) Wikipedia Dataset: On left is the posterior draw from sparse model and on
right is the posterior draw from dense model
Figure 4: Posterior Predictive Checks. We compare samples
from the approximate posterior predictive for the test data
given the training data to the actual test data. The degree
distributions are closely aligned, suggesting that themodels
do a good job predicting the structure of the test data.
r ij = E[γi
∑
k θik βjkωj ]; i.e., the expected number of edges between
the user and the item. This is a computationally cheap proxy for
the probability of an edge between the user and the item.
We measure the quality of the recommendations using four
measures. The rst is the top M = 20 recall from [11], where
score = | {Items retrieved}∩{Items in test} |min(M, | {Items in test} |) . The second is top
M = 20 recall where recommendations are made only for unpopu-
lar items; i.e. we do not recommend items with degree more than a
pre-specied threshold. The third is normalized Discounted Cumu-
lative Gain (nDCG), a common measure of ranking quality. Finally,
we consider unpopular nDCG where recommendations are made
only for unpopular items.
Table 2 summarizes the results of these experiments. We observe
no dierence in recommendation performance between the dense
and sparse models, even on sparse datasets.
6 DISCUSSION
The main insights from this paper are: First, sparsity has a signa-
ture that can be easily recognized in xed size datasets, and sparse
behaviour occurs in real-world data. Second, the (common) as-
sumption that the data is generated according to an exchangeable
model implies a unique correct scheme for splitting the data into
test and train sets, and this splitting procedure can be adapted as a
component of practical model evaluation procedures. Finally, it is
possible to scale inference for sparse exchangeable models to very
large datasets.
Experiment Simulated Netix Echonest Wikipedia
Top 20 Sparse Model: 0.4566 0.5356 0.1618 0.8238
Dense Model: 0.4544 0.5311 0.1619 0.8236
Top 20 items, unpopular Sparse Model: 0.2820 0.3019 0.0410 0.1031
Dense Model: 0.2871 0.3024 0.0421 0.1043
Normalized DCG Sparse Model: 0.5287 0.6790 0.2661 0.7978
Dense Model: 0.5284 0.6779 0.2633 0.7993
Normalized DCG, unpopular Sparse Model: 0.3900 0.4374 0.1019 0.2346
Dense Model: 0.3908 0.4386 0.1040 0.2403
Table 2: Scores on the recommendation task according to
various measures. Unpopular rows report scoring on recom-
mendations excluding the 5% highest degree items. There is
no discernible dierence in performance between the dense
and sparse models.
An intriguing question raised by this paper is why modelling
sparsity does not seem to help with recommendation performance,
even in cases where the dataset is clearly sparse. One possible
explanation is that Poisson matrix factorization is particularly ro-
bust against the sparsity misspecication; see [24] for a discussion
of this point. In this case, we would expect to see a performance
dierence in more powerful models. Another possible explanation
is that accounting for sparsity gives more modelling power in a
way that is generally not relevant for recommendation.
An obvious direction for future work is to establish a wider range
of practical sparse exchangeable models. The tools developed in
this paper will be generally useful for this enterprise, particularly
for sparse graph models built on the Generalized Gamma Process.
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A COMPLETE CONDITIONAL FOR
LEFTOVER MASS
Here we sketch the computation for the complete conditional mean
and variance of the total leftover item masses (µs1 , . . . , µsK ).
We may view {(γi ,θi1, . . . ,θiK )} as a Poisson process onR+×RK+
with mean measure
sдσU ,τU (dγ )F (dθ1, . . . , dθK ),
where F (dθ1, . . . , dθK ) = ∏k Gamma(θk ;a,b). This follows by
projecting the GGP onR+×[0, s) onto the feature space, and viewing
{(γi ,θi1, . . . ,θiK )} as a marking.
Conditional on ζ and β , each atom (γi ,θi1, . . . ,θiK ) of this pro-
cess connects to 0 edges independently with probability
exp(−γi
∑
k
θik
∑
j
ωjβjk ).
Thus, “connects to no edges” may be viewed as a marking of the
point process. It then follows that the random set of atoms that fail
to connect to any edges is a point process {(γ ∗i ,θ∗i1, . . . ,θ∗iK )} with
mean measure
sдσU ,τU (dγ ∗)F (dθ∗1 , . . . , dθ∗K ) exp(−γ ∗
∑
k
θ∗k
∑
j
ωjβjk ).
Notice that µsk =
∑
i γ
∗
i θ
∗
ik for each k . The claimed result then
follows by Campbell’s theorem and some algebraic manipulation.
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