showed that veridical three-dimensional shape may be recovered from the integration of binocular disparity and retinal motion information, but proposed that this integration may only occur for horizontal retinal motion. Psychophysical evidence supporting the combination of stereo and motion information is limited to the case of horizontal motion (Johnston et al., 1994), and has been criticised on the grounds of potential object boundary cues to shape present in the stimuli. We investigated whether veridical shape can be recovered under more general conditions. Observers viewed cylinders that were de ned by binocular disparity, two-frame motion or a combination of disparity and motion, presented at simulated distances of 30 cm, 90 cm or 150 cm. Horizontally and vertically oriented cylinders were rotated about vertical and horizontal axes. When rotation was about the cylinder's own axis, no boundary cues to shape were introduced. Settings were biased for the disparity and two-frame motion stimuli, while more veridical shape judgements were made under all conditions for combined cue stimuli. These results demonstrate that the improved perception of threedimensional shape in these stimuli is not a consequence of the presence of object boundary cues, and that the combination of disparity and motion is not restricted to horizontal image motion.
INTRODUCTION
Binocular disparity and retinal image motion are important cues to three-dimensional shape, each in isolation supporting a vivid impression of depth (Wallach and O'Connell, 1953; Julesz, 1971) . Depth information is provided by the horizontal differences in the positions of corresponding points between the left and right eye's images, or from differences in the retinal motion of different image points. However, neither of these cues in isolation determines the three dimensional structure of an object uniquely. In order to provide this metric depth ¤ To whom correspondenceshould be addressed at School of Psychology, University of St. Andrews, St. Andrews, Fife KY16 9JU, UK. E-mail: pbh2@st-andrews.ac.uk information, horizontal binocular disparities and relative image velocity must be appropriately scaled. In the case of disparity, scaling must be performed because the binocular disparity of a point is determined by both its position in depth and the direction of gaze of the observer's two eyes. Similarly, the retinal velocity of a point is determined by both its position in space and its motion relative to the observer. Without additional information about the observer's eye position, or the relative three-dimensional motion of objects, it is impossible to determine the depth relationships between points in the image uniquely on the basis of horizontal disparity or instantaneous retinal velocity alone.
However, the problem is not indeterminate as metric depth information can be recovered if other sources of the missing information (the viewing geometry and/ or the relative three-dimensional motion of objects) are available. This information is available from both the retinal images and extra-retinal sources. For example, ocular-motor information about eye position can be used to scale horizontal disparities, or alternatively, the viewing geometry may be recovered from retinal information by making use of the pattern of vertical disparities (Longuet-Higgins and Mayhew, 1982; Rogers and Bradshaw, 1993) . In the case of motion, threedimensional shape can be recovered if three or more independent views of the same image points are available (Ullman, 1979), or from instantaneous velocity estimates (two views) if images are suf ciently large as to allow perspective information to be available (Longuet-Higgins, 1981) .
It has been shown that depth perception from binocular disparity is in uenced by both the vergence state of the eyes and the availability of vertical disparities in the image (Cumming et al., 1991; Rogers and Bradshaw, 1993; Bradshaw et al., 1996) which can both be used to specify viewing distance. However these studies also demonstrated that changes in viewing distance are seldom taken into account completely. As a consequence, systematic distortions in perceived shape occur, whereby the perceived depth is overestimated at close distances (<80 cm) and underestimated at further distances (Johnston, 1991) . The situation with motion information is similar. Although possible theoretically, motion information from three (or multi-) frame sequences does not appear to be suf cient to determine 3D shape without bias (Braunstein et al., 1993; Liter et al., 1993; Norman and Todd, 1993) . In fact, little difference has been observed between the perception of shape from two-frame motion or from multi-frame motion (Todd and Bressan, 1990; Todd and Norman, 1991; Liter et al., 1993) although this may be attributable to the fact that the initial image measurements (e.g. of image acceleration, upon which the computation of Euclidean structure depends) are extremely sensitive to noise (Eagle and Blake, 1995) . Indeed, noise in the initial measurements has been shown to lead to systematic biases in perceived 3D structure (Hogervorst and Eagle, 1998) . Perspective information may also play an important role in the recovery of shape from motion in a similar manner to 'differential perspective' in the disparity domain (Rogers and Bradshaw, 1993; Hogervorst and Eagle, 2000).
