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In this paper,we derive a recurrence relation for the singlemoments of order statistics (o.s.)
arising from n independent nonidentically distributed phase-type (PH) random variables
(r.v.’s). This recurrence relation will enable one to compute all single moments of all o.s. in
a simple recursive manner.
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1. Introduction
Let X1, X2, . . . , Xn be independent r.v.’s with distribution functions (d.f.’s) F1, F2, . . . , Fn respectively and let X1:n ⩽
X2:n ⩽ · · · ⩽ Xn:n denote the corresponding o.s. obtained by arranging the nXi’s in increasing order of magnitude. The
theory of o.s. has attracted much attention during the last three decades because of its wide applications in many fields of
statistical inference and probability (see [1–4]). Recently, much work has been done on o.s. from nonidentically distributed
variables. The interest is concentrated on the recurrence relations for the moments of o.s. Balakrishnan [5] established
several recurrence relations for the moments of o.s. from nonidentically exponential and right-truncated exponential
distributions by exploiting a basic relation between the probability density function and the d.f. On the other hand, Bapat
and Beg [6] derived recurrence relations for the moments of o.s. by making use of the properties of permanents of matrices.
Abdelkader [7] applied the same procedure on o.s. from nonidentical Erlang variables.
In this paper, we consider the case where X1, X2, . . . , Xn are independent and nonidentically distributed r.v.’s having PH
distributions. PH distributions have been introduced by Neuts as a generalization of the exponential and Erlang distribution;
see [8]. They have been used in a wide range of stochastic modeling applications in areas as diverse as reliability theory,
queueing theory, survival analysis, and biostatistics (see [9]).
The paper is organized as follows. Section 2 introduces some preliminaries. In Section 3, we derive the kth moments
µ
(k)
n:n = E(Xkn:n) and µ(k)1:n = E(Xk1:n) of the maximum and the minimum of a sample of size n from the PH distribution. A
recurrence relation is presented in Section 4 which enables one to compute the kth moments of all o.s. (e.g. µ(k)r:n for all
r ⩽ n) in a simple recursive manner by using only the kth moment of the minimum.
2. Preliminaries
In this section, we introduce some preliminaries that will be frequently used in this paper.
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Definition 2.1. A probability distribution F(·) on [0,∞) is said to be a PH distribution with representation (α, T ) if it is the
distribution of the time until absorption in a finite-state Markov process on the states {1, 2, . . . ,m+ 1}with generator
Q =

T η
0 0

and initial distribution (α, αm+1), where α is a row vector of dimension m, η is a column vector and 0 is a 1 × m vector of
zeros. The states {1, 2, . . . ,m} shall be transient, while the statem+ 1 is absorbing.
Throughout this paper edenotes a columnvectorwith all components equal to one forwhich the dimension is determined
by the context. The m × m matrix T is non-singular with negative diagonal entries and non-negative off-diagonal entries
and satisfies η + Te = 0. The distribution F(·) is given by
F(x) = 1− α exp(Tx)e, x ⩾ 0. (2.1)
The following observations about PH distributions are important.
• F(x) has a jump of height αm+1 at x = 0, and its density function is given by
f (x) = α exp(Tx)η, x > 0. (2.2)
• The Laplace–Stieltjes transform (LST) of F(x) is given byF(s) = αm+1 + α(s · I − T )−1η (2.3)
for s ∈ Cwith Re(s) ⩾ 0, where I is the identity matrix of appropriate dimension.
• The kth noncentral moment of a PH distribution with representation (α, T ) is given by
mk = (−1)kk!αT−ke, k = 1, 2, . . . . (2.4)
Remark 2.2. There are some important special cases of PH distributions, for example, negative exponential distribution,
Erlang distribution and Hyper-exponential distribution, etc. By setting α = (1) and T = (−λ) in (2.1) gives the d.f. of the
exponential distribution.
To formulate the following theorems, we need to define the Kronecker compositions of matrices.
Definition 2.3. If A and B are rectangularmatrices of dimensionsm1×m2 and n1×n2, respectively, their Kronecker product
A⊗B is thematrix of dimensionsm1n1×m2n2, written in compact form as (aijB). The Kronecker sum of the square matrices
C and D of orders p and q, respectively, is defined by C⊕D = C⊗ Iq+ Ip⊗D, where Ik denotes the identity matrix of order k.
For more details about Kronecker compositions (see [10]), and for PH distributions (see [8]).
3. The kth moments of Xn:n and X1:n
Let X1, X2, . . . , Xn be independent nonidentically r.v.’s having PH d.f.’s:
Fi(x) = 1− α(i) exp(T (i)x)e, x ⩾ 0 (3.1)
for i = 1, 2, . . . , n.
Theorem 3.1. For n = 1, 2, . . . and k = 1, 2, . . .
µ(k)n:n =
n−
j=1
(−1)j+1Lj (3.2)
and
µ
(k)
1:n = Ln, (3.3)
where
Lj =
−
· · ·
−
1⩽i1<i2<···<ij⩽n
(−1)kk! α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(ij) T (i1) ⊕ T (i2) ⊕ · · · ⊕ T (ij)−k e. (3.4)
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Proof. It is easily verified that the d.f. of Xn:n is given by
Fn:n(x) =
n∏
i=1
Fi(x) =
n∏
i=1

1− α(i) exp(T (i)x)e
= 1−
n−
i=1
α(i) exp

T (i)x

e+
−−
1⩽i1<i2⩽n

α(i1) ⊗ α(i2) exp T (i1) ⊕ T (i2) x e
−
−−−
1⩽i1<i2<i3⩽n

α(i1) ⊗ α(i2) ⊗ α(i3) exp T (i1) ⊕ T (i2) ⊕ T (i3) x e
+ · · · + (−1)n α(1) ⊗ α(2) ⊗ · · · ⊗ α(n) exp T (1) ⊕ T (2) ⊕ · · · ⊕ T (n) x e,
where we have used the relation (A exp(Bx)) ⊗ (C exp(Dx)) = (A ⊗ C) exp [(B⊕ D)x], for matrices A, B, C and D of
appropriate dimensions (see [10]).
Now on using
∞
0 e
−sx exp

T (i)x

dx = s · I − T (i)−1 for all s ≠ 0, the LST of Fn:n(x) is given by
Fn:n(s) = n−
i=1

1− α(i)e− α(i) sI − T (i)−1 T (i)e−−−
1⩽i1<i2⩽n

β(2) −

α(i1) ⊗ α(i2) sI − T(2)−1 T(2)e
+
−−−
1⩽i1<i2<i3⩽n

β(3) −

α(i1) ⊗ α(i2) ⊗ α(i3) sI − T(3)−1 T(3)e
+ · · · + (−1)n+1

β(n) −

α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(in) sI − T(n)−1 T(n)e ,
where β(p) = 1−

α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(ip) e and T(p) = T (i1) ⊕ T (i2) ⊕ · · · ⊕ T (ip), p = 2, 3, . . . , n.
DifferentiatingFn:n(s) k times with respect to s and letting s = 0, yields
µ(k)n:n = E

X (k)n:n
 = (−1)k dk
dsk
Fn:n(s)
s=0
.
Hence, by using
dk
dsk
(s · I − T )−1 = (−1)kk! (s · I − T )−(k+1) ,
we obtain (3.2).
Using the fact
F1:n(x) = 1−
n∏
i=1
(1− Fi(x)) = 1−
n∏
i=1

α(i) exp(T (i)x)e

= 1− α(1) ⊗ α(2) ⊗ · · · ⊗ α(n) exp T (1) ⊕ T (2) ⊕ · · · ⊕ T (n) x e,
by the same method as in the proof of (3.2), we get (3.3) and the proof is completed. 
Remark 3.2. Theorem 3.1 shows that µ(k)n:n and µ(k)1:n can be expressed simply in terms of the inverse and exponential of
matrices. These calculations can be computed relatively easily using commercial software such as MATLAB.
Remark 3.3. For the case when the Xi’s are independent and nonidentical r.v.’s having exponential distribution (that is,
Fi(x) = 1− e−λix, x > 0, i = 1, 2, . . . , n), the Lj in Theorem 3.1 reduces to
Lj =
−
· · ·
−
1⩽i1<i2<···<ij⩽n
k!
(λi1 + λi2 + · · · + λij)k
, j = 1, 2, . . . , n. (3.5)
4. Recurrence relation
In what follows, we need to introduce some additional notations. Denote by Per(A) the permanent of an n-by-n matrix
A = (ai,j), defined as
Per(A) =
−
σ∈Sn
n∏
i=1
ai,σ(i) ,
where Sn denotes the set of permutations of 1, 2, . . . , n.
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The permanent remains unchanged if the rows or columns of the matrix are permuted. Furthermore the permanent
admits a Laplace expansion along any row or column of the matrix. Thus if we denote by A(i, j) the matrix obtained by
deleting row i and column j of the n-by-nmatrix A, then
Per(A) =
n−
j=1
aijPer(A(i, j)), i = 1, 2, . . . , n
and
Per(A) =
n−
i=1
aijPer(A(i, j)), j = 1, 2, . . . , n.
One can refer to [11] for a detailed survey on permutations.
If a1, a1, . . . are column vectors, then
[a1 a2 · · ·]
i1 i2 · · ·
will denote the matrix obtained by taking i1 copies of a1, i2 copies of a2 and so on.
It is well known that the d.f. of the rth o.s. Xr:n(1 ⩽ r ⩽ n) can be written as (see [6])
Fr:n(x) =
n−
i=r
1
i!(n− i)!Per
F1(x) 1− F1(x)... ...
Fn(x) 1− Fn(x)

i n− i
. (4.1)
In the following, we derive a recurrence relation satisfied by the moments of o.s. from the PH distribution by making use
of the equation in (4.1).
Theorem 4.1. For r = 1, 2, . . . , n and k = 1, 2, . . .
µ(k)r:n = µ(k)r−1:n +
r−
j=1
(−1)j−1

n− r + j
j− 1

Ln−r+j, (4.2)
where the sequence {Lj}j=rj=1 is given by (3.4) and µ(k)0:n = 0 for convention.
Proof. From (4.1), we have that, for any 1 < r ⩽ n,
Fr−1:n(x) = Fr:n(x)+ 1
(r − 1)!(n− r + 1)!Per
F1(x) 1− F1(x)... ...
Fn(x) 1− Fn(x)

r − 1 n− r + 1
(4.3)
which can be expressed as
Fr−1:n(x) = Fr:n(x)+
−
P
r−1∏
j=1
Fij(x)
n−r+1∏
j=1

1− Fin−j+1(x)

, (4.4)
where the summationP extends over all permutations (i1, i2, . . . , in) of (1, 2, . . . , n) for which 1 ⩽ i1 < i2 < · · · < ir−1 ⩽
n and 1 ⩽ ir < ir+1 < · · · < in ⩽ n.
By (3.1), we have
r−1∏
j=1
Fij(x)
n−r+1∏
j=1

1− Fin−j+1(x)
 = r−1∏
j=1

1− α(ij) exp(T (ij)x)e n∏
j=r
α(ij) exp(T (ij)x)e
=

1−
r−1
j1=1
α(ij1 ) exp

T (ij1 )x

e+
−−
1⩽j1<j2⩽r−1

α(ij1 ) ⊗ α(ij2 ) exp T (ij1 ) ⊕ T (ij2 ) x e
−
−−−
1⩽j1<j2<j3⩽r−1

α(ij1 ) ⊗ α(ij2 ) ⊗ α(ij3 )

exp

T (ij1 ) ⊕ T (ij2 ) ⊕ T (ij3 )

x

e
+ · · · + (−1)r−1 α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(ir−1) exp T (i1) ⊕ T (i2) ⊕ · · · ⊕ T (ir−1) x e n∏
j=r
α(ij) exp(T (ij)x)e
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= αr exp (Trx) e−
r−1
j1=1

α(ij1 ) ⊗ αr

exp

T (ij1 ) ⊕ Tr

x

e
+
−−
1⩽j1<j2⩽r−1

α(ij1 ) ⊗ α(ij2 ) ⊗ αr

exp

T (ij1 ) ⊕ T (ij2 ) ⊕ Tr

x

e
−
−−−
1⩽j1<j2<j3⩽r−1

α(ij1 ) ⊗ α(ij2 ) ⊗ α(ij3 ) ⊗ αr

exp

T (ij1 ) ⊕ T (ij2 ) ⊕ T (ij3 ) ⊕ Tr

x

e
+ · · · + (−1)r−1 α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(in) exp T (i1) ⊕ T (i2) ⊕ · · · ⊕ T (in) x e, (4.5)
where αr = α(ir ) ⊗ α(ir+1) ⊗ · · · ⊗ α(in), and Tr = T (ir ) ⊕ T (ir+1) ⊕ · · · ⊕ T (in).
For convenience, denote
Gr(x) =
−
P
r−1∏
j=1
Fij(x)
n−r+1∏
j=1

1− Fin−j+1(x)

. (4.6)
Denote byFr−1:n(s) andFr:n(s), respectively, the LST’s of Fr−1:n(x) and Fr:n(x). It is easy to see from (4.4) that
Fr−1:n(s) = ∫ ∞
0
e−sxdFr−1:n(x) =Fr:n(s)+ φr(s), (4.7)
where
φr(s) =
∫ ∞
0
e−sxdGr(x). (4.8)
Substituting (4.5) and (4.6) into (4.8), together with (2.3), we then yield that
φr(s) = −
−
P

1− αre− αr (sI − Tr)−1 Tre
− r−1
j1=1

γ(1) −

α(ij1 ) ⊗ αr
 
sI − S(1)
−1 S(1)e
+
−−
1⩽j1<j2⩽r−1

γ(2) −

α(ij1 ) ⊗ α(ij2 ) ⊗ αr
 
sI − S(2)
−1 S(2)e
−
−−−
1⩽j1<j2<j3⩽r−1

γ(3) −

α(ij1 ) ⊗ α(ij2 ) ⊗ α(ij3 ) ⊗ αr
 
sI − S(3)
−1 S(3)e
+ · · · + (−1)r−1

γ(r−1) −

α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(in) sI − S(r−1)−1 S(r−1)e, (4.9)
where γ(q) = 1−

α(ij1 ) ⊗ α(ij2 ) ⊗ · · · ⊗ α(ijq ) ⊗ αr

e and S(q) = T (ij1 ) ⊕ T (ij2 ) ⊕ · · · ⊕ T (ijq ) ⊕ Tr , q = 1, 2, . . . , r − 1.
Differentiating (4.7) k times with respect to s and letting s = 0, yields
µ
(k)
r−1:n = µ(k)r:n + (−1)k
dk
dsk
φr(s)

s=0
. (4.10)
Furthermore, it follows easily from (4.9) that
(−1)k d
k
dsk
φr(s)

s=0
= (−1)k+1k!
−
P

α(r)

T (r)
−k
e−
r−1
j1=1

α(ij1 ) ⊗ αr
 
S(1)
−k e
+
−−
1⩽j1<j2⩽r−1

α(ij1 ) ⊗ α(ij2 ) ⊗ αr
 
S(2)
−k e
−
−−−
1⩽j1<j2<j3⩽r−1

α(ij1 ) ⊗ α(ij2 ) ⊗ α(ij3 ) ⊗ αr
 
S(3)
−k e
+ · · · + (−1)r−1 α(i1) ⊗ α(i2) ⊗ · · · ⊗ α(in) S(r−1)−k e
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Table 1
The single moments of o.s. from the PH distribution.
µ
(k)
n:n = L1 −L2+ · · · (−1)n−3Ln−4 (−1)n−2Ln−3 (−1)n−1Ln−2 (−1)nLn−1 (−1)n+1Ln
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
µ
(k)
5:n = Ln−4 (4− n)Ln−3 (n−3)(n−4)2! Ln−2 − (n−2)(n−3)(n−4)3! Ln−1 (n−1)(n−2)(n−3)(n−4)4! Ln
µ
(k)
4:n = Ln−3 (3− n)Ln−2 (n−2)(n−3)2! Ln−1 − (n−1)(n−2)(n−3)3! Ln
µ
(k)
3:n = Ln−2 (2− n)Ln−1 (n−1)(n−2)2! Ln
µ
(k)
2:n = Ln−1 (1− n)Ln
µ
(k)
1:n = Ln
which further implies that
(−1)k d
k
dsk
φr(s)

s=0
= −
r−
j=1
(−1)j−1Cj(r, n)Ln−r+j,
where {Lj}j=nj=n−r+1 is given by (3.4), and Cj(r, n) is a suitable sequence of constants.
Now, by virtue of the relations
∑
P (1) =
 n
r−1

and
∑ · · ·∑1⩽i1<i2<···<im⩽n(1) =  nm , for allm ⩽ n, we have
n
r − 1

r − 1
j− 1

= Cj(r, n)

n
n− r + j

.
Hence,
Cj(r, n) =

n− r + j
j− 1

which completes the proof. 
Remark 4.2. Theorem4.1will enable one to compute all the singlemoments of all o.s. in a simple recursiveway. Specifically,
µ
(k)
r:n(1 ⩽ r ⩽ n) could be derived recursively by using (4.2), starting withµ(k)1:n. Table 1 presents all the kthmoments of all o.s.
5. Applications
PH distributions have been studied extensively in the past several decades, due to their vast applications in a variety of
fields. There are also many practical applications for the moments of order statistics from PH distributions. These moments
have wide applications in stochastic activity networks (SANs). A SAN is a directed acyclic network G = (V , A), where
V = {1, 2, . . . , n} is the set of nodes representing the project events andA is the set of arcs representing the project activities.
Let the SAN possess a unique source node 1 and a unique sink node n. With each network activity (i, j) ∈ A denoted as aij,
we associate its duration Xij, which is a non-negative random variable, and further we assume that all Xij’s are mutually
independent.
It is well known that one of the most important problems in the analysis of SANs is to find the d.f.’s of the following two
r.v.’s:
Xn:n = max(X1, X2, . . . , Xn) and X1:n = min(X1, X2, . . . , Xn)
i.e., finding P(Xn:n ⩽ t) and P(X1:n ⩽ t) or finding the kth moments of Xn:n and X1:n, where the r.v.’s X1, X2, . . . , Xn represent
the activity durations in SANs.
It is easy to show that the project completion time (time of realization of node n) is given by the length of a longest
(1, n) path in G. The moments of order statistics from PH distributions can be used to estimate the project completion time
when each activity represented by PH r.v.’s. The moments method for estimating the project completion time of the above
networks is particularly useful when activity time distributions are in empirical form or when the analytical method cannot
be used because the mathematics becomes unmanageable.
Denote by vj the mean completion time of the node j. Then the successive vj can now be derived recursively as follows:
v1 = 0,
vj = Emax(vi + Xij; i ∈ Bj), j = 2, . . . , n (5.1)
where Bj = {i ∈ V , (i, j) ∈ A} and Xij denotes the duration of activity (i, j)which is assumed to be PH distributed. The other
moments can be easily derived by using (3.2) and (5.1).
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