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The tau lepton lifetime has been measured using two independent echniques; an impact parameter analysis of 
the 1-prong decays and a decay length analysis of the 3-prong decays. Approximately 5000 Z ° decays to z+r  - 
have been selected from the data collected with the OPAL detector at LEP during 1990. The results of the two 
statistically independent measurements are, respectively, r I = 0.293 4- 0.013 (slat.) 4- 0.013 (syst.) ps and ~3 = 
0.327 -4- 0.017 (stat.) + 0.011 (syst.) ps. After combining the statistical and systematic errors for each analysis in 
quadrature, the weighted average lifetime is calculated to be rr = 0.308 + 0.013 ps. 
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1. Introduction 2. The OPAL detector 
Within the standard model of the weak and elec- 
tromagnetic nteractions, the tau lepton lifetime may 
be calculated, under the assumptions of lepton uni- 
versality and massless neutrinos, from a knowledge 
of the muon lifetime, the muon mass, the tau mass, 
and the branching ratio of the tau decay to euF [ 1 ]. 
Using the Particle Data Group values for these latter 
quantities, the tau lifetime is predicted to be (0.283-4- 
0.007) ps which is approximately two standard evi- 
ations lower than the current world average measure- 
ment of (0.303 ± 0.008) ps [2]. A new measurement 
is reported of the tau lifetime from the OPAL experi- 
ment which is more precise than any previous exper- 
iment. 
Presented in this letter is a determination of the tau 
lifetime with two independent techniques using the 
z+z - data sample obtained with the OPAL detector 
at LEP during 1990. An impact parameter method has 
been applied to all 1-prong tau decays, and a decay 
length analysis has been made with the 3-prong tau 
decays. The following sections describe features of the 
OPAL detector relevant to this analysis, the z + ~- data 
selection, the beam spot determination, and the two 
lifetime analysis techniques. 
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The OPAL detector is described in detail elsewhere 
[3]. The coordinate system is defined so that the z 
axis follows the electron beam direction, and the x axis 
is in the plane of the LEP ring. The radial coordinate, 
r, is in the x-y  plane. The polar and azimuthal angles, 
0 and ~b, are defined with respect o the z and x axes, 
respectively. 
The measurements of the trajectories and momenta 
of charged particles are performed with a precision 
vertex chamber, a jet chamber and z-chambers. The 
cylindrical vertex drift chamber is located between 
radii 9 and 24 cm. It surrounds an 8 cm radius, 1.4 
mm thick carbon fibre beam pipe and is subdivided 
into 36 azimuthal sectors with 12 axial and 6 stereo 
anode wires each. In the r-~b plane the average space 
resolution is 50/zm for the first hit and 90/zm for sub- 
sequent hits on a given anode wire. The jet chamber 
is a large volume drift chamber, 4 m long by 3.7 m in 
diameter, which is divided into 24 azimuthal sectors. 
Each sector contains a sense wire plane having 159 
axial anode wires. Each of the wires provides three- 
dimensional coordinate measurements, via drift-time 
measurement in the r-~b plane and charge-division 
measurement in the z direction. The average space 
point resolution in the r-~b plane is 130/tm. The jet 
chamber also provides measurement of dE/dx  with 
a resolution of (3-4)% which allows identification of 
particles with momenta up to 20 GeV/c. In the barrel 
region, Icos 01 < 0.72, the jet chamber is surrounded 
by a set of z-chambers which gives an accurate z coor- 
dinate measurement. The three drift chamber detec- 
tors are located inside a 4 bar pressure vessel, which is 
placed inside a solenoid coil that provides a magnetic 
field of 0.435 T. The pressure vessel and the coil have 
an effective thickness of about 2?(o/sin 0 in the region 
of[ cos 0[ < 0.7, where X0 is one radiation length. The 
coil is in turn surrounded by a barrel time-of-flight 
counter array consisting of 160 scintillator bars with 
phototube readout at both ends. A lead glass electro- 
magnetic alorimeter corresponding to 24.6 radiation 
lengths and about two hadronic interaction lengths, 
together with a presampler, measures the positions 
and energies of showering particles. The magnet re- 
turn yoke serves as a hadron calorimeter and is in- 
strumented with 9 layers of streamer tubes. The entire 
detector is surrounded by four layers of drift chain- 
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bers for the detection of muons emerging from the 
hadron calorimeter. End cap detectors provide sim- 
ilar calorimetry and muon detection over nearly the 
full remaining solid angle. 
The tracks are reconstructed using a method that ex- 
plicitly incorporates the effect of multiple Coulomb 
scattering, in the detector gaseous volumes, in the dis- 
crete material between chambers and in the beam 
pipe [4] . The momentum resolution of the track- 
ing detectors for p ~ 45GeV/c  was Ap/p ~ 9% 
and the electromagnetic energy resolution was typi- 
cally AE/E ~ 3% for E ~ 45 GeV. The impact pa- 
rameter esolution in the r -~ plane, measured using 
Z ° -~/ l+p - and Z ° ~ e+e - decays, was 40 / tm for 
45 GeV/c tracks; this resolution degrades to ~ 65 pm 
at 10 GeV/c transverse momentum and to almost 300 
/~m at 1 GeV/c due to multiple scattering effects. 
Table 1 
Track and cluster definitions used in r + r -  event selection. 
The symbols do and z0 are the distances of closest approach 
that the track makes to the origin, # hits is the number of 
measurements along a track. Pt is the track momentum in
the plane orthogonal to the beam, and Fmin is the radius of 
the first hit on the track. The symbol E is the measured clus- 
ter energy, # blocks is the number of blocks in the cluster, 
and Fmax is the fraction of the energy in the most energetic 
block. 
tracks [do[ < 1.0 cm 
[z0[ < 50.0 cm 
# hits >/ 30 
Pt > 0.1 GeV/c 
rmi n < 75.0 cm 
clusters - barrel E > 0.1 GeV 
clusters - endcap E > 0.2 GeV 
# blocks /> 2 
Fmax < 0.99 
3. The z+lr- data selection and Monte Carlo 
simulation 
From the data taken in 1990, 5130 e+e - ~ r+r -  
events have been selected representing an integrated 
luminosity of 6.3 pb - l .  The selection procedure uses 
information from the central tracking detectors and 
electromagnetic calorimetry to identify events with 
two back-to-back collimated, low multiplicity jets. 
Time-of-flight measurements have been used to re- 
ject cosmic ray events. Events with a large visible en- 
ergy and two identified muons have been rejected as 
e+e - ~/ t+~t  -. Multihadronic Z° decays have been 
rejected by imposing requirements on the numbers of 
charged tracks and electromagnetic clusters. Total en- 
ergy cuts have allowed a rejection of e+e - ~ e+e - 
events and two-photon processes. Full details can be 
found elsewhere [ 5 ]. The angular egion of acceptance 
covers the range [COS0thrust[ < 0.9. Relevant o this 
analysis are those track and cluster definitions used 
to define the event sample, given in table 1. They have 
been chosen to eliminate calorimeter noise hits and 
to ensure that only well measured charged tracks are 
used. 
For the Monte Carlo studies used in the following 
analysis, multihadronic events have been generated 
using both the JETSET [6] and the HERWIG pro- 
grams [7]. The program BABAMC [8] has been used 
to generate +e - ~ e+e - events and KORALZ [9] 
Table 2 
Summary of data statistics and background estimates in 
the 1-prong and 3-prong decay topologies. The background 
estimation includes both statistical and systematic uncer- 
tainties. 
l-prong 3-prong 
data 8296 1475 
two-photon 62 ± 10 0 
muons 101 ± 33 0 
Bhabhas 31 ± 82 0 
hadrons 5 :k 51 18 ± 34 
total bkg 199 ± 103 18 ± 34 
total bkg % 2.4 ± 1.2 1.2 ± 2.3 
for e+e - ~ fl+p- and e+e - ~ z+z - events. Back- 
grounds from two-photon processes have been studied 
using Monte Carlo generated events [10]. The z+z -
acceptance and the level of background from compet- 
ing reactions have been determined by passing Monte 
Carlo simulated events through the OPAL reconstruc- 
tion code and selection algorithms. The combined ge- 
ometrical acceptance and selection efficiency is esti- 
mated to be 75.8% for the r lifetime analysis. Table 2 
gives the breakdown of the data and the backgrounds 
into their contributions to the l-prong and 3-prong 
decays. 
The OPAL detector esponse has been simulated 
using a program that treats in detail the detector ge- 
ometry and material as well as effects of detector reso- 
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lutions and efficiencies [ 11 ]. For the r + z -  final state, 
events have been generated with the KORALZ pro- 
gram at a centre of mass energy of 91.160 GeV. The 
program includes multiple QED hard bremsstrahlung 
and exponentiation of soft photons from the e+e -
initial state and also single photon bremsstrahlung 
from the final state fermions. One large sample of 
50 000 events has been produced with lifetime equal 
to the current world average of 0.303 ps. In addition, 
9 smaller samples of 5 000 events each have been pro- 
duced with lifetimes ranging from 0.0 to 0.606 ps. 
4. The beam spot determination 
The determination of the coordinates of the aver- 
age beam position proceeds as follows. The proce- 
dure uses a sample of charged tracks from leptonic 
and hadronic decays of the Z ° that satisfy the criteria 
Pt > 0.25GeV/c,  Id01 < l cm, and a(do) < 0.1 cm. 
Here pt is the track momentum in the plane orthogo- 
nal to the beam direction, do is the distance of closest 
approach of the track to the coordinate origin, and 
a (d0) is the estimated uncertainty in do. Such tracks 
from consecutive vents are accumulated until there 
are at least 100. A Z 2 fit is then performed for a vertex 
in the x-y plane. If any tracks contribute more than 10 
to the Z 2 of the vertex fit, the worst track is discarded 
and a new fit performed. This procedure is iterated 
until all tracks have Z 2 < 10 with respect to the vertex. 
Given 30 such sets of vertex coordinates, which cor- 
respond typically to about 200 Z ° decays, a weighted 
mean is taken to determine the beam position. The 
typical statistical accuracy of the mean x (y) position 
is 15 (10) /~m. After the set of centroid coordinates 
for a given run is obtained, adjacent measurements 
that are statistically compatible are combined. This 
process results in 1 or 2 beam position measurements 
per run. The beam coordinates for the various 1990 
OPAL runs are plotted in fig. 1. 
Once the beam coordinates are known, the distribu- 
tion of impact parameters of tracks with small a (d0) 
can be used to determine the intrinsic size of the beam 
crossing region. The vertical beam size is expected to 
be very small and so the width of the do distribu- 
tion of horizontal tracks can be taken as a measure 
of the tracking resolution. This width is subtracted 
in quadrature from the width measured for vertical 
E 0.025 (J 
× 0 
o._ 
to -0 .025  
E 
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Fig. 1. Distributions of the beam coordinates for the 1990 
OPAL data. The error bars indicate the statistical precision 
on the mean of each determination• 
tracks to calculate an average value of the beam spot 
size in the x-direction of abx = (157 + 5)/tm. The 
width in z implies a beam size oftrbz = (1 .12+ 
0.02) cm. These determinations are in excellent agree- 
ment with the range of values expected from the LEP 
beam optics (assuming head-on collisions and gaus- 
sian bunch shapes) ofabx = 155-190/~m, aby = 6-  
12 Ftm, and trb_~ = 1.17cm [12]. 
In the following analyses, and in the Monte Carlo 
simulation of event samples, the beam spot size used 
is O'bx= 165 /~m, aby=8/~m, abz= 1.167cm to which 
are added, in quadrature, the errors on the beam po- 
sition estimation. The parameters of every track are 
redefined with respect o the measured average beam 
position. 
5. Lifetime measurement by the impact parameter 
method 
The impact parameter, do, of a track coming from 
a tau decay is related to the tau decay length, l, and 
the angle, ~u, between the decay track and the tau di- 
rection by do = II sin ~,u I. The convention is to assign 
a positive sign to the impact parameter if the decay 
product track crosses the tau direction in the same 
hemisphere as the track, and a negative sign other- 
wise. This convention results in a signed impact pa- 
rameter distribution shifted positive from zero, and 
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allows the lifetime of the tau lepton to be measured 
by comparing the observed shift to that predicted by 
the Monte Carlo. 
This impact parameter analysis has been applied to 
the 1-prong tau decays in order to remain statistically 
independent ofthe 3-prong decay length analysis pre- 
sented in the following section. The event hrust axis, 
calculated using the charged tracks only, approximates 
the tau direction and is used to sign the do measure- 
ments. Events in which both taus decayed to a single 
track of the same measured charge have been rejected. 
After removal of these events, 0.6%, the data sample 
contains 8245 1-prong tau decays. The 1-prong tau 
decay tracks to be used in the lifetime measurement 
are then required to have (i) at least 6 hits out of the 
12 axial wires in the vertex chamber, which eliminates 
212 tracks; (ii) at least half of the geometrically possi- 
ble hits in the jet chamber, which eliminates 38 tracks; 
(iii) the total error on do less than 0.1 cm, which elim- 
inates 8 very poorly measured tracks. These require- 
ments result in a final sample of 7987 l-prong tau 
decay tracks. The average rror due to the track fit in- 
cluding multiple scattering is 70 pm, and the average 
contribution due to the beam spot size is 105/zm. 
In the ideal situation a track coming from the tau 
decay will always cross the original tau path in front 
of the interaction point and will always be assigned a
positive impact parameter. There are two effects that 
give rise to negative ntries in the signed do distri- 
bution: (i) the approximation f the tau direction by 
the thrust axis and (ii) impact parameter measure- 
ment errors including the assumption that the tau is 
produced at the centre of the beam ellipse. Impact 
parameter distributions have been formed using the 
Monte Carlo generator information, after including 
the effects of detector acceptance, but before the sim- 
ulation of detector resolution. The mean of the dis- 
tribution of impact parameters signed using a thrust 
axis constructed with the charged particle momenta is
significantly lower than the mean of the distribution 
formed using the true tau direction to sign the impact 
parameters. The magnitude of this reduction in the 
mean depends on the topology of the event. For those 
events in which both taus undergo a 1-prong decay, 
this reduction is 28%. For the events in which one of 
the taus decays to 3 charged particles, a larger fraction 
of the tau momentum is visible, and the reconstructed 
thrust axis better approximates the actual tau direc- 
tion. Thus the reduction in the mean of the 1-prong 
impact parameter distribution i  this case is only 10%. 
As expected, the resolution of the do measurements 
serves to broaden the impact parameter distribution 
but does not significantly shift the mean. After includ- 
ing the full simulation of the detector, the mean of the 
signed do distribution is the same, to within 2%, as 
that calculated before detector resolution. The signing 
errors introduced by the thrust axis calculation are the 
most important component in determining the mean 
of the signed impact parameter distribution. 
The tau lifetime is determined by comparing the 
signed impact parameter distribution from the data 
with the corresponding distribution from the large 
Monte Carlo sample described above. A simple mean 
of the distribution is sensitive to entries with large 
[d01 values, arising from mismeasurements ot well 
modeled by the Monte Carlo. Instead, the trimmed 
mean, ~, is used because it is less sensitive to the tails 
of the distribution. The trim parameter, t, has a range 
from 0 to 1 and is defined so that t = 0.1 represents a 
trim of 10% of the data, 5% from each of the high and 
low sides. The uncertainty in the trimmed mean was 
derived by Nelson to be [13] 
2 l [ t ( (Xmax ~ X_min) 2
s~-  N( l - t )  s2 + 4 \ 1 - t  
+ (Xmax -- 2~ + Xmin)2)], 
N(l-t/2) 
s 2 1 = -N Z (xi - ~)2, 
i=Nt/2 
where N is the total number of impact parameters, 
x i  are the individual impact parameters, Xmin is the 
minimum do after trimming, Xmax is the maximum do 
after trimming. 
The relative statistical uncertainty of the trimmed 
mean has been calculated, using data and Monte Carlo 
samples, for various trims. There is a broad minimum 
about a trim value of t = 0.1, which is the trim value 
chosen. The tau lifetime is determined from the ratio 
of these trimmed means, 
X-exp 
~'exp = 2"MC~.MC, 
where rMC -- 0.303 ps was the value used in the Monte 
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Carlo generation. As a check of the procedure, the 
tr immed mean of the signed do distribution has been 
determined for each of the several Monte Carlo sam- 
ples generated with different lifetimes between 0 and 
0.6 ps. The measured lifetimes are consistent with the 
generated lifetimes as shown in fig. 2. 
Fig. 3 shows the signed impact parameter distribu- 
tion for the 1-prong data sample compared to Monte 
Carlo. The tr immed mean is 45.1 + 1.9 #m and that for 
the corresponding Monte Carlo distribution is 47.2 + 
0.7 #m. The derived, uncorrected tau lifetime is z, = 
0.290 + 0.013 ps, where the error is statistical only. 
The stability of the lifetime measurement has been 
examined as a function of three kinematic variables: 
(i) [ cos 0thrust I, (ii) azimuthal angle of the track, and 
(iii) the track momentum. No statistically significant 
variation is observed. 
The signed do distribution for the data contained a
small number of entries in excess of the Monte Carlo 
prediction far out in the tails. Two detector esolu- 
tion effects are found to contribute to these tails: (a) 
tracks with only 6-8 vertex chamber hits, and (b) 
events with several extra tracks that are eliminated 
by the original good track definition cuts. Although 
these effects contribute significantly to the tails of the 
do distribution, they do not introduce a bias in the 
tr immed mean. 
The lifetime has also been examined for a possible 
bias arising from the small difference in the Monte 
Carlo distribution of event topologies, 1 : n, where 
n = 1-5, from that observed in the data. The Monte 
Carlo tr immed mean has been calculated by recombin- 
ing the individual tr immed means of each topology 
according to the topology fractions actually seen in 
the data. This recalculation is in agreement with the 
original tr immed mean to within the statistical uncer- 
tainty of the Monte Carlo sample, and no correction 
has been applied. 
Because the signed do distribution is asymmetric, 
the tr immed mean value varies from the simple arith- 
metic mean, t = 0, to the median, t = 1. Any differ- 
ence in the signed do distribution asymmetry between 
the Monte Carlo and the data could lead to a small 
bias in the tr immed mean determination and a corre- 
sponding systematic error in the lifetime. The effect of 
such a possible asymmetry difference can be seen by 
calculating the lifetime over the full range of possible 
trim values, as shown in fig. 4. The lifetime is constant 
to within +1.7%, for trims larger than t = 0.01. 
The lifetime has been determined using a thrust 
axis calculated with charged tracks only. The tr immed 
mean analysis requires a good simulation of the ex- 
perimental thrust axis properties. To estimate the sys- 
tematic error due to this simulation, the lifetime has 
been determined using an alternative axis calculated 
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Fig. 4. The trimmed means for both data and Monte Carlo, 
and the measured lifetime as a function of trim. 
by combining the charged track and electromagnetic 
measurements. In order to ensure an accurate simula- 
tion of the cluster information, the clusters included in 
the calculation are required to have an energy greater 
than 1 GeV and to be within 0.4 rad of the charged 
track thrust axis in the x-y  plane. If this alternative 
axis is used for signing the impact parameters, the life- 
time changes by 4.1% which is taken as a systematic 
uncertainty in the lifetime from the knowledge of the 
thrust axis. 
There is a background contribution of (2.4 ± 1.2)% 
in the 1-prong tau decay sample. Although the sources 
contributing to this background contain no lifetime in- 
formation, and thus are expected to have symmetric 
signed do distributions about zero, the 10% trim pro- 
cedure for the tau sample leads to asymmetric uts 
and results in a nonzero tr immed mean of the back- 
ground component. This effect was measured using a 
data sample of 4500/t+/~ - pairs and yields (21.3 + 
1.2) /~m. After correction for the non-z+r - back- 
ground in the data, the tr immed mean of the 1-prong 
tau decay signed do distribution is (45.7 ± 1.9) /tm 
which results in a lifetime ofr~ = (0.293+0.013) ps. 
The magnitude of this correction is + 1.3% and its 
systematic uncertainty due to the uncertainty in the 
amount of background is 4-0.7%. 
The tr immed means for individual tau decay modes 
have been determined in the Monte Carlo, and the 
tr immed mean has been recalculated to reflect the 
small differences between the branching ratios in the 
KORALZ generator and the current measured world 
average values. This results in a change of 0.7% in the 
lifetime determination which is taken as a systematic 
er ror .  
In summary, the following systematic errors are as- 
signed to the impact parameter method: 
- variation of trim factor: + 1.7 %; 
- simulation of thrust axis: +4.1%; 
- uncertainty in tau sample background: ±0.7 %; 
-uncertaint ies in decay mode branching ratios: 
+0.7%; 
- the  total systematic error combining each of these 
contributions in quadrature is +4.5 %. 
The final result for the tau lifetime from the trim- 
med mean analysis of the signed impact parameter 
distribution of the 1-prong tau decays is 
z~ = 0.293±0.013 (stat.) +0.013 (syst.) ps. 
6. L i fe t ime measurement  by the  decay length  method 
A tau lifetime measurement has been performed in 
3-prong decays using a two-dimensional decay length 
fit [ 14 ]. The vertex fit of the tracks is combined with 
beam spot information and the tau flight direction, 
which is assumed to be the thrust axis, to determine 
the most probable value of the x-y  decay length, lxy, 
and its uncertainty, at. For details, see the appendix. 
The three dimensional decay length, Lxyz, and error, 
aL, are obtained from the relations Lxy= = lxy /s in  0, 
and aL = at~ sin 0, where 0 is the tau polar angle. 
The r selection previously described results in an 
initial sample of 1475 3-prong z decays. To remove 
contamination of the 3-prong tau decays by photon 
conversions and by decays o fK  ° ---, n+n -, any charg- 
ed track pair with a reconstructed secondary vertex 
that contributes to the mass regions rn (e+e - )  < 0.05 
GeV or 0.473 < m(n+n -)  < 0.523GeV is rejected. 
All 1341 remaining 3-track candidates have been fit 
to common vertices in the x-y plane to determine the 
best values of each tau decay position and its associ- 
ated error matrix. The decay vertex is estimated with 
a precision of approximately 0.3 cm along the flight 
direction and approximately 50/tm transverse to the 
flight direction. 
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The decay length, its error, and the y2mi, probabil ity 
are calculated using the formalism described in the 
Appendix. Since the 1990 LEP data have not been 
taken at the same beam energy, all calculated lengths 
have been normalised to a nominal centre of mass 
energy of 91.160 GeV. Cuts on the 3-prong vertex fit 
probabil ity of 1% and on the two-dimensional decay 
length fit probabil ity of 1% have been applied. This 
results in 1009 3-prong decays. 
The distribution of decay lengths is taken to be the 
convolution of an exponential smeared by a resolu- 
tion function which is assumed to be a gaussian whose 
width varies from event to event according to the un- 
certainty on the measured ecay length. The proba- 
bility of observing a decay length Li having measure- 
ment uncertainty cri, under the hypothesis of a parent 
distribution decay length L0, is 
1 
P (Li, ai, Lo, s) - 
Lostri v/-~ 
oo 
× fexp(-x/L°)exp( -(x---~''2"~dx2s2# J 
0 
- 2Lo exp[  erfc ' 
(1) 
where, in addition to the decay length L0, a common 
scale factor s for the er rors  (tri) is included as a fit 
variable. This provides an allowance for the possibil- 
ity that the fit errors have been incorrectly estimated 
and assumes explicitly that a uniform scale factor is 
adequate. The product of these probabilities for all 
entries included in the fit is maximised to produce 
the best estimate of the decay length. 
The maximum likelihood fit is quite sensitive to 
excesses of events in the tails of the decay length dis- 
tribution. Quality cuts for selecting the measurements 
included in the fit have been carefully chosen to be 
unbiased with respect o decay length. In addition, a 
cut window in the decay length has been used to elim- 
inate the effects of a few poorly-reconstructed events 
remaining in the tails after the quality cuts have been 
applied. In this case, eq. ( 1 ) must be modified by the 
inclusion of a normalisation factor to take account of 
the reduced range of the decay lengths in the proba- 
bility integral [15]. This factor becomes important 
whenever the window causes a significant fraction 
140 
Et20 
~100 
d 80 
60 
~ 40 
~ 20 
0 I . I  
-2 0 2 
decoy length (cm) 
g'o.2 
0 0.2 0,4 
~nput decoy length (cm) 
7o80ib 6o 
~ 5o 
.~ 40 
3O 
~" 2o 
g lo  
o -2 2 
decay length (cm) 
1.4 
1.3 I (d) 
~ 
0.9 B .......... ,'1 ,'," JI , / 0.8 0.7 
0.6 
0 0.2 O.4 
input decay length (cm) 
Fig. 5. Maximum likelihood fits to Monte Carlo 3-prong 
decay length distributions generated with different au life- 
times. (a) and (b) show the fits for input lifetimes 0.5 and 
2.0 times the current world average lifetime of 0.303 ps. (c) 
shows the fitted decay length versus input decay length. The 
line has unit slope and passes through the origin. (d) shows 
the fitted scale factors versus the input length. It indicates 
that the errors in the Monte Carlo are slightly underesti- 
mated. 
of the entries to be removed. For the lifetime deter- 
mination a decay length window of [Lmin ,Lmax]  = 
[ -0.6,  + 1.8] cm is chosen, based on a Monte Carlo 
study that compared the statistical significance of dif- 
ferent window choices. In addition, a cut on the maxi- 
mum allowed magnitude of the decay length error was 
studied for its effect on the fitted value of the decay 
length. The determination was found to be insensitive 
to this cut since large error events carry little weight, 
and a value of 0.6 cm has been used. 
As a check on the procedure, the decay length anal- 
ysis has been performed on Monte Carlo data sets 
generated with different lifetimes. Two of these fits, 
for samples with 0.5 and 2.0 times the current world 
average tau lifetime of 0.303 ps are shown in figs. 5a, 
5b. The results of fits to all samples are summarised in
figs. 5c, 5d. The calibration curve of measured ecay 
length versus input decay length shows no bias. 
A maximum likelihood fit to the 838 decays with de- 
cay length error less than 0.6 cm within the window cut 
[ -0.6,  + 1.8] cm yields decay length and scale factor 
L0 =0.247+0.013cm,  s = 1 .277+0.062.  
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The result is shown in fig. 6. A fit quality is given by 
the Z 2 of the overlaid plotting function with respect 
to the histogram values, which is 12.8 for 21 degrees 
of freedom. The average Lorentz boost factor, cor- 
rected for radiation, needed to convert a measured 
decay length to a particle lifetime has been calcu- 
lated with the Monte Carlo to be (fly) = 25.32 4- 
0.01. The fitted value of the decay length, taken to- 
gether with this boost factor, gives a measured lifetime 
of 0.325ps. As a check on the result, the tr immed 
mean and the tr immed weighted mean of the three- 
dimensional decay length distribution have been cal- 
culated and the lifetime inferred from a calibration 
curve of the Monte Carlo data sets. If  the errors on 
the parameters of the straight line fits are ignored, the 
data values of tr immed mean and tr immed weighted 
mean correspond to decay lengths of 0.256 ± 0.016 cm 
and 0.240 + 0.015 cm, respectively. These values are 
in good agreement with the result from the maximum 
likelihood fit. 
Many of the selection parameters have been var- 
ied and further restrictions made on data quality to 
look for any possible systematic bias on the lifetime. 
In particular, the variation with cos 0thrust, ~bthrust, the 
2 Zmin probability of the decay length fit, the tau de- 
cay vertex fit probability, the event topology, and the 
run number have been studied. In addition, the sam- 
ple has been further restricted to those decays that 
include measurements in the vertex and z-chambers. 
No statistically significant variation in the lifetime 
is observed. The following factors which can con- 
tribute to a systematic uncertainty have been stud- 
ied. Instead of the charged track thrust axis, a thrust 
axis has been calculated from both the charged tracks 
and electromagnetic clusters. This gives some indica- 
tion of the sensitivity of the result to the thrust axis 
calculation, and leads to a systematic uncertainty of 
±2.3%. The beam position is subject o possible off- 
sets and the beam size to possible underestimation. 
Reasonable variations in both these values have been 
investigated, and a systematic uncertainty of-4-1.2% 
assigned. The photon conversion mass cut of 50 MeV 
on the e+e - track pair candidate has been varied, 
including a null cut, and a systematic uncertainty of 
+ 1.6% determined. The multihadron contamination 
to the original 3-prong tau decay sample has been es- 
timated to be ( 1.2 i 2.3)%. The effective contamina- 
tion of those decays elected for the maximum likeli- 
hood fit of the decay length distribution is found to 
be (0.6 + 1.2)%, and this component has a mean de- 
cay length of -0.005 cm, consistent with zero. Thus, 
the measured result was adjusted by +0.6% and a 
systematic error of ± 1.2% was assigned. 
In summary, the following systematic errors are as- 
signed to the decay length method: 
- choice of thrust axis: 5:2.3 %; 
- uncertainty of beam position/size: +1.2 %; 
- photon rejection cut: -4-1.6 %; 
- multihadron background: +1.2 %; 
- the  total systematic error combining each of these 
contributions in quadrature is -4-3.3 %. 
The final result for the tau lifetime from this decay 
length analysis of the 3-prong tau decay is 
r3 ~--- 0.327+0.017 (stat.) ±0.011 (syst.) ps. 
7. Summary  
After combining the statistical nd systematic errors 
for each analysis in quadrature, the weighted average 
lifetime is calculated to be 
r~ = 0.308+0.013 ps. 
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Such a procedure assumes that the systematic errors 
associated with the thrust axes in the two methods are 
not correlated. The observed shifts in the two lifetime 
analyses are in opposite directions which suggests that 
the errors are anti-correlated and hence the error es- 
timate is conservative. 
The OPAL measurement of the z lifetime is consis- 
tent with the present world average of 0.303 ~- 0.008 ps 
and other recent measurements [ 16]. 
8. Appendix. Decay length formalism 
Summarised below is the two-dimensional formal- 
ism to determine the decay length of short lived par- 
ticles [14]. There are three essential inputs: 
(i) the average beam position (xb, Yb) in the trans- 
verse plane and the spatial extent of the beam (abx, 
trby ), 
(ii) the measured ecay vertex of the tau (x~,y~) 
and its associated errors (a~x, cov [a~a~y ], tTry ), 
(iii) an estimate of the tau flight direction. This is 
represented by the event thrust axis calculated using 
charged tracks only ( ix, ty),  where t~ + t~ 2,= 1. 
The decay length method determines, via a least 
squares minimisation procedure, the most probable 
tau decay length ([xy), the most probable decay posi- 
tion (x0, Y0), and the most probable production point 
(Xp, 
yp) subject o the directional constraint 
Xo = Xp + lx~,tx, Yo = Yp + lxyty. 
The solution of the least squares minimisation is as 
follows. Defining 
Vb= 0 ~y~ ' ~= ~xy ~yy ' 
where the variance matrix elements are, Vbxx = a~,  
etc., and using the following identities: 
x = x~ - xb, Y = Y~ -- Yb, V - -  VT + I/b, 
D = t2V~ + t2~Vvv - 2t~tvV~y, 
then 
lxv = x tx  ~,~, + yty  l~xx - (x ty  + y tx  ) Evy 
O ' 
alxy = 
2 (Xty  - y tx  )2 
Xmin = O 
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