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内容梗概
分散最適化問題は，地理的に分散した情報を保持した複数のエージェ
ントが協調的に解の探索を行うことによって，大域的な最適値および最
適解を求める問題である．本研究では，エージェント間の局所通信のみに
よって分散最適化問題を解く分散ラグランジュ緩和プロトコル (DisLRP:
Distributed Lagrangian Relaxation Protocol)に注目する．DisLRPは分散最
適化問題を解くためのヒューリスティック解法であり，エージェント間の
通信や処理方法を規定したプロトコルである．DisLRPの特徴は，どのよ
うな問題に対しても，分散最適化問題が最大化問題の場合は最適値に対
する良い質の上界値，最小化問題の場合は最適値に対する良い質の下界
値をプロトコルの変更無しに求めることが出来ることである．また，問題
に対して適切なアルゴリズムの実装を行えば，良い質の実行可能解（分
散最適化問題が最大化問題の場合は下界値，最小化問題の場合は上界値）
を求めることも可能である．
本研究の目的は， (1) DisLRPに新しいアルゴリズムを適用し，最大
化問題に対するより良い質の上界値（最小化問題に対するより良い質の
下界値）を導出できるようにすることで DisLRPの性能を向上させるこ
と，(2)分散最適化問題に対する新しい定式化を提案し，その定式化に対
する実行可能解（上界値または下界値）を求めるためのアルゴリズムを
DisLRPに適用して，その有効性を検証すること，(3) DisLRPを応用して
実社会の問題に対する新しいアプリケーションを提供することの 3点で
構成される．
まず本研究では，バンドル法とDisLRPを組み合わせた新しいプロトコ
ルであるバンドル法を用いた分散ラグランジュ緩和プロトコル (BDisLRP:
Bundle DisLRP) を提案する．この研究の目的は，目的 (1) に該当する．
DisLRPでは，Dantzig-Wolfe分解またはラグランジュ分解と呼ばれるテ
クニックを用いて原問題を部分問題に分解し，ラグランジュ乗数と呼ばれ
るパラメータを変更しながら部分問題を繰り返し解くことによって，原
問題の最良の上界値または下界値を探索する．この問題はラグランジュ
双対問題と呼ばれる．従来の DisLRPでは，ラグランジュ双対問題の最
適値（最良の上界値または下界値）を探索するアルゴリズムとして劣勾
配法を使用していた．劣勾配法では，エージェント間の局所的な同期の
みでラグランジュ乗数を更新することができ，大域情報が全エージェン
トに行き渡るのを待つ必要がないという利点がある．しかし，劣勾配法
は計算コストが小さい反面，上界値または下界値がラグランジュ双対問
題の最適値に収束したかどうかを判定できない，解の振動が発生するな
どの問題がある．そこで本研究では，ラグランジュ乗数の更新にバンド
ル法を用いる．既存のバンドル法――安定化切除平面法は，集中環境に
おいて目的関数が凸関数である無制約最適化問題を解く効率的なアルゴ
リズムである．しかし，バンドル法を分散環境で使用した先行研究は存
在しない．分散環境でバンドル法を用いる場合，ラグランジュ乗数を更
新するためには必ず大域情報が必要となる．従って，エージェント間の
局所的な同期のみではラグランジュ乗数を更新することができず，大域
情報が全エージェントに行き渡るのを待つ必要がある．そこで本研究で
は，すでに行き渡った古い大域情報でラグランジュ乗数の更新を行うこ
とによってプロトコルの遅延発生を防ぎ，最適値の効率的な探索を可能
とした．本研究では，Dantzig-Wolfe分解を用いた定式化で表現される一
般化相互割当問題 (GMAP: Generalized Mutual Assignment Problem) と，
ラグランジュ分解を用いた定式化で表現される重み付き最大充足化問題
(WMax-SAT: Weighted Maximum Satisfiabilit Problem)の問題例を用いて
実験を行い，BDisLRPと従来の DisLRPとの間で比較を行った．その結
果，GMAPの問題例を用いた実験では，大域情報収集の時間遅れがあっ
たとしても，BDisLRPが劣勾配法を使用した従来の DisLRPに比べて良
い質の上界値が得られることが分かった．また，WMax-SATの問題例を
用いた実験では，制約式の分割方法によって得られる下界値の質が大き
く変わり，問題例の構造に強く依存することが分かった．
次に本研究では，従来のGMAPでは扱えない問題例を扱えるようにし
た過制約なGMAP (OC-GMAP: Over-Constrained GMAP)を提案し，OC-
GMAPの実行可能解導出に対応する 2つの DisLRPを提案する．この研
究の目的は，目的 (2)に該当する．GMAPは，オペレーションズリサー
チの分野で古くから研究されている一般化割当問題 (GAP: Generalized
Assignment Problem)を拡張した問題であり，財をもつ複数のエージェン
トが，それぞれの財を系内で相互に割り当てる――すなわち交換する――
際，各エージェントの資源制約を満たしつつ系全体の効用和が最大となる
割当てを求める分散最大化問題である．従来のGMAPでは，エージェン
トは財を割り当てるのに十分な資源容量を持つと暗黙のうちに仮定して
いた．しかし，現実にはエージェントが十分な資源容量を持たない，いわ
ゆる過制約な状況も当然考えられる．そこで，エージェントの資源容量が
著しく少ない過制約な最大化問題を新たに 2つの方法で定式化し，それぞ
れの定式化に対する実行可能解を導出するDisLRPをそれぞれ開発した．
1つ目の定式化では，割り当てられない財を全て引き受ける disposalエー
ジェントを新たに加え，全ての財は disposalエージェントを含めてただ 1
つのエージェントに割り当てられる．この定式化で実行可能解を求める
ための DisLRPを，disposalエージェントを用いた DisLRP (DisLRP-DA:
DisLRP with a Disposal Agent)と呼ぶ．disposalエージェントは資源制約
がなく（資源容量が無限大），仮に財が disposalエージェントに割り振ら
れても得られる効用は 0である．disposalエージェントの導入は，既存の
手法を変更無しに適用できるというメリットがあるが，一方でエージェ
ントが 1つ増えることによる通信量増大というデメリットがある．しか
し，disposalエージェントの挙動は非常に単純なので，仮想化すること
が可能である．これにより，エージェント数を disposalエージェント導
入前と同じ数にすることができ，通信量増大を回避することができる．2
つ目の定式化では，割当制約と呼ばれる制約式を不等式として記述して
問題を解く．すなわち，全ての財がただ 1つのエージェントに選ばれる
か，全くエージェントに選ばれないという制約に変更するものである．こ
の定式化で実行可能解を求めるための DisLRPを，不等式制約を用いた
DisLRP (DisLRP-IBF: DisLRP with Inequality-Based Formulation)と呼ぶ．
DisLRP-IBFでは，定式化そのものが変更されているため，実行可能解を
求める手順に対して若干の変更が必要になる．OC-GMAPは本研究で初め
て扱う問題であり比較対象が存在しないため，DisLRP-DAとDisLRP-IBF
の性能を比較する実験を行った．エージェントの資源容量を加工したGAP
のベンチマーク問題例を上記両手法で解き，得られたデータを比較，考
察した．その結果，前者の方法は過制約度の低い問題例に対して，後者
の方法は過制約度の高い問題に対して有効であることがわかった．
次に本研究では，従来のGMAPとOC-GMAPの齟齬を解消する多層
一般化相互割当問題 (ML-GMAP: Multi-Layered Generalized Mutual As-
signment Problem) を提案し，ML-GMAPの実行可能解導出に対応する
DisLRPを提案する．この研究の目的は，目的 (2)に該当する．GMAPと
OC-GMAPには 2つの問題点がある．まず，OC-GMAPにおいて，従来の
GMAPの問題例をどう扱うかという問題点である．OC-GMAPのプロト
コル（DisLRP-DAもしくはDisLRP-IBF）で通常のGMAPの問題例を解
くと，従来のDisLRPで解いた最適値及び最適解とは違う答えを導出する
可能性がある．また，OC-GMAPのプロトコルで最小化問題を解くと最
適値が必ず 0となり，意味のある答えを導出することができない．そこで
ML-GMAPでは，これらの問題点を解消するために，まず割り当てられ
ない財をできるだけ減らした上で，コスト最小（または効用最大）とな
る財の割当てを求める．本研究では，割り当てられない財の数の最小化
を行う定式化とコスト最小となる財の割当てを行う定式化をそれぞれ行
い，2つの定式化を用いてML-GMAPを解く 2段階最適化手法と，割り当
てられない財の数の最小化と財の割当てコスト最小化を 1つの定式化で
行うペナルティコスト最適化手法の 2つを提案する．また，DisLRP-DA
とDisLRP-IBFに基づいて，2段階最適化手法に対するDisLRPとペナル
ティコスト最適化手法に対するDisLRPをそれぞれ開発した．ベンチマー
ク問題例を用いて両手法を実験的に評価した結果，ペナルティコスト最適
化手法におけるDisLRP-DAが最も有効であるが，ペナルティコストの設
定によって，割り当てられない財の数の最小化における達成度と財の割
当てコスト最小化の達成度にトレードオフの関係があることがわかった．
最後に，本研究では実社会における分散最小化問題として増床計画
付き患者搬送問題 (PTP: Patient Transportation Problem with bed capacity
management)を新たに提案し，PTPの実行可能解導出に対応するDisLRP
を提案する．この研究の目的は，目的 (3)に該当する．PTPの目的は，救
急車による患者の搬送コストの最小化と，受け入れ病院がベッドを増床
した場合にかかるコストの最小化を同時に行うことである．本研究では，
Dantzig-Wolfe分解を用いた定式化を使用し，GMAPと施設配置問題を組
み合わせて PTPの定式化を行った．また，PTPの実行可能解を求めるア
ルゴリズムを開発してDisLRPに適用した．本研究は比較できる先行研究
が存在しないため，ラグランジュ乗数の更新に大域情報を必要としない
DisLRPLと，乗数の更新に大域情報を必要とするADisLRPの間で比較を
行った．病院の増床コストと単位病床数の設定を付加したGAPのベンチ
マーク問題例で実験を行った結果，DisLRPLの方が少ない通信量でより
良い質の実行可能解を早く導出できることが分かった．
以上より，DisLRPは様々な分散最適化問題に対して適用可能であり，
それぞれの問題に対して良い質の上界値または下界値を得られることが
実験的に確かめられた．
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1 序論 1
第1章 序論
1.1 はじめに
分散協調問題解決 (Distributed Corporative Problem Solving)は，人工知能
やマルチエージェントシステムの分野において，複数のロボット間にお
ける協調動作の決定や複数の組織間における意思決定といった応用例が
存在する，重要な研究課題の 1つである．分散協調問題解決では，ある
1つの問題を複数のエージェント (Agent)が協力し合って解くことを目的
としている．エージェントとは，実問題におけるロボットや組織を抽象
化した呼称である．
分散協調問題解決を導入する動機は，主に 2つある．
1つ目は，非常に大きな問題例を扱えることである．具体的には，ある
問題の問題例を計算機で解かせようと考えたとき，そもそも問題例のファ
イル容量が大きすぎてメモリに乗り切らないような状況を指す．分散協
調問題解決の手法を導入すれば，問題例を複数の計算機に分割して割当
て，協調的に問題を解くことが可能となる．
2つ目は，プライバシーの確保である．集中型の問題解決手法において
は，分散された情報は 1カ所に集められる．しかし，例えばあるエージェ
ントが他のエージェントに公開したくない情報が存在したとすれば，そ
れはプライバシーを侵害されたことになる．分散協調問題解決を用いて
適切なプロトコルを使用すれば，そのようなプライバシーの侵害は発生
しない．
この分野での最も古い例として，契約ネットプロトコル [Smith 90]が挙
げられる．契約ネットプロトコルは，エージェントが受け持つ仕事（財）
をどのように割り当てるかを決定する割当問題 (Assignment Problem)を
解くためのプロトコルである．しかし，契約ネットプロトコルは欲張り型
探索を行なうため，一般に割当結果の最適性については何も保証しない．
契約ネットプロトコルで扱える割当問題は，ある財をあるエージェン
トに割り当てたとき，他の財をそのエージェントが受け持つことができ
ないといった制約が存在しない．このような制約が存在する場合は，分
散制約充足問題 (DisCSP: Distributed Constraint Satisfaction Problem)とし
て定式化できる．DisCSPを解くためのプロトコルとして，非同期バック
トラッキングアルゴリズム (ABT: Asynchronous Backtracking. Algorithm)
が提案されている [Yokoo 98]．ABTは，1つの決定変数が 1つのエージェ
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ントであり，制約は 1対 1のエージェント間に記述される．ABTは全ての
制約を満たした決定変数の割当てが見つかれば，アルゴリズムを終了す
る．また，DisCSPを最適化問題へ拡張した分散制約最適化問題 (DCOP:
Distributed Constraint Optimization Problem)が提案されており，それを解
くプロトコルとしてADOPT[Modi 05]やBnB-ADOPT[Yeoh 08]が提案さ
れている．
DisCSPや DCOPは汎用的な定式化を持ち，様々な実問題に対して応
用されている．一方で，数理計画モデルとして定式化できる組合せ最適
化問題を分散環境で解く手法として，分散分枝限定法 [佐々木 05]や分散
ラグランジュ緩和プロトコル (DisLRP: Distributed Lagrangian Relaxation
Protocol) [Hirayama 06, Hirayama 07, Hirayama 09]などが提案されている．
分散分枝限定法は，組合せ最適化問題に対する厳密解法である．しか
し，そもそも分散分枝限定法は非常に大きな問題例を扱うことだけを想
定しており，負荷分散の手法として分散協調問題解決が用いられるに過
ぎない．従って，プライバシーは考慮されない場合が多い．
一方，DisLRPは組合せ最適化問題に対する近似解法である．DisLRP
は，組合せ最適化問題として定式化される一般化相互割当問題 (GMAP:
Generalized Mutual Assignment Problem) を解くための手法として提案さ
れた．
DisLRPの特徴は，Dantzig-Wolfe分解またはラグランジュ分解という
テクニックを用いて組合せ最適化問題を部分問題へ分割し，各部分問題
をエージェントが担うことである．すなわち，非常に大きな問題例に対
しても，分割数を増やす，すなわちエージェント数を増やすことによっ
て近似解の導出が可能となる．また，各部分問題を解くための情報をそ
のエージェントのみが保持しているとみなせば，エージェントは外部の
エージェントに対して情報を送る必要が無く，情報のプライバシー性が
保たれる．従って，DisLRPは分散協調問題解決を導入する 2つの動機を
満たしていると言える．
また，組合せ最適化問題は一般にNP困難に属し，実用時間内に最適値
及び最適解を求めるのは困難とされる．しかし，実際には，実用時間内
に精度の良い近似解が得られれば十分という場合も多い．従って本研究
では，分散環境で質の良い近似解を導出できるDisLRPに注目する．
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1.2 研究の目的
本研究の目的は，次の 3点で構成される．
1. 1つ目の目的は，DisLRPそのものの性能を向上させることである．
これは，DisLRPのに対して新しいアルゴリズムを適用することに
よって，得られる上界値の質または下界値の質を向上させることに
より達成される．
2. 本研究の 2つ目の目的は，分散最適化問題の新しい定式化を提案
し，提案した新しい定式化に対する実行可能解（最小化問題に対す
る上界値または最大化問題に対する下界値）を求めるアルゴリズム
をDisLRPに適用して，その有効性を確かめることを目的とする．
3. 3つ目の目的は，DisLRPを実社会の問題に対して応用することで
ある．実社会の問題に対して新しい定式化を提案し，提案した新し
い定式化に対する実行可能解（最小化問題に対する上界値または最
大化問題に対する下界値）を求めるアルゴリズムをDisLRPに適用
して，その有効性を確かめる．
1.2.1 分散ラグランジュ緩和プロトコルの性能向上
DisLRPでは，Dantzig-Wolfe分解またはラグランジュ分解と呼ばれる
テクニックを用いて原問題を部分問題に分解し，ラグランジュ乗数と呼
ばれるパラメータを更新しながら部分問題を繰り返し解くことによって
原問題の最良の上界値（最大化問題）または下界値（最小化問題）を探
索する．この問題はラグランジュ双対問題と呼ばれる．従来のDisLRPで
は，最良の上界値または下界値，すなわちラグランジュ双対問題の最適
値を探索するアルゴリズムとして劣勾配法を使用していた．劣勾配法で
は，エージェント間の局所的な同期のみでラグランジュ乗数を更新する
ことができ，大域情報が全エージェントに行き渡るのを待つ必要がない
という利点がある [Hirayama 06]．しかし，劣勾配法は計算コストが小さ
い反面，上界値または下界値がラグランジュ双対問題の最適値に収束し
たかどうかを判定できない，解の振動が発生するなどの問題がある．
本研究は，劣勾配法の代わりにバンドル法 [Schramm 92]を使用した新
しいプロトコルであるバンドル法を用いた分散ラグランジュ緩和プロト
コル (BDisLRP: Bundle DisLRP)を提案し，バンドル法が分散環境にも適
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用可能であることを示す．BDisLRPは，最大化問題に対する上界値また
は最小化問題に対しル下界値を求めることに特化したプロトコルである．
バンドル法は安定化切除平面法とも呼ばれ，目的関数が凸（凹）関数
である無制約最適化問題を解く効率的なアルゴリズムである．バンドル
法では，ラグランジュ乗数を更新するために必ず大域情報が必要となる．
従って，エージェント間の局所的な同期のみではラグランジュ乗数を更
新することができず，大域情報が全エージェントに行き渡るのを待つ必
要がある．そこで本研究では，すでに行き渡った古い大域情報でラグラ
ンジュ乗数の更新を行うことによってプロトコルの遅延発生を防ぎ，最
適値の効率的な探索を可能とした．本研究では，大域情報収集の時間遅
れがあったとしても，BDisLRPが劣勾配法を使用した従来の DisLRPに
比べて良い質の上界値を得ることを実験的に確かめる．
1.2.2 分散最適化問題に対する新しい定式化の提案とDisLRPの適用
1.2.2.1 過制約な一般化相互割当問題に対する分散ラグランジュ緩和プロ
トコル 前述の通り，DisLRPはGMAPを解くための手法として提案され
た．GMAPは，オペレーションズリサーチの分野で古典的な問題の1つであ
る一般化割当問題 (GAP: Generalized Assignment Problem) [Savelsbergh 97]
を分散環境へと拡張した問題である．
GMAPは，財の集合をエージェントに割り当てることを考える．問題
の目的は，各財がただ 1つのエージェントに割り当てられ（割当制約），
どのエージェントもその資源消費量の合計が資源容量を超えない（ナップ
サック制約），かつ，どの財もエージェントに割り当てられる，または，
割り当てられないかのどちらかである（0-1制約）という制約条件のもと
で効用の総和を最大化することである．
従来のGMAPでは，系全体の財集合に対して，エージェントは十分な
資源をもつと暗黙のうちに仮定していた．しかし，現実には，系全体の財
集合に対して，エージェントが十分な資源をもたないような，いわゆる
過制約な状況もあり得ると考えられる．本研究では，このような過制約
な状況に対処する新たな問題を過制約な一般化相互割当問題 (OC-GMAP:
Over-Constrained GMAP)として提案する．また，OC-GMAPに対応した
DisLRPを 2つ提案し，ベンチマーク問題例を用いた実験によりそれらを
比較評価する．
1つ目は，disposalエージェントを用いたDisLRP (DisLRP-DA: DisLRP
with a Disposal Agent)である．DisLRP-DAの基本的なアイデアは，資源
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制約のない（無限の資源をもつ）仮想的なエージェント（disposalエージェ
ント）を導入し，通常のエージェントに割り当てることができずにあぶ
れてしまった財は disposalエージェントに割り当てるというものである．
この方法では，GMAPの従来の定式化を基本的に変更しなくて済むため，
既存のDisLRPをそのまま利用することができるというメリットがある．
一方，disposalエージェントを系に加えて，それに計算をさせ，さらに，
通常エージェントと通信させる必要があるため，追加のコスト負担があ
るというデメリットがある．しかし，disposalエージェントの挙動は非常
に単純なので，他の全てのエージェントが disposalエージェントの挙動を
代替する—すなわち disposalエージェントを仮想化することが可能であ
る．仮想化することによってエージェント数を元の問題と同じにするこ
とができ，追加のコスト負担を避けることができる．
2つ目は，不等式制約緩和に基づくDisLRP (DisLRP-IBF: DisLRP with
Inequality Based Formulation)である．DisLRP-IBFでは，GMAPの割当制
約である「各財はどれか 1エージェントに必ず割り当てられなければな
らない」を緩和し，「各財は，1エージェントに割り当てられるか，あるい
は，誰にも割り当てられなくてもよい」とするものである．この方法は，
disposalエージェントのような特別なエージェントを導入しなくてすむ反
面，従来の定式化を変更することに伴いDisLRPの手続きを一部変更する
必要がある．技術的には，ラグランジュ双対問題が制約付きの問題とな
るためそれに合わせて双対空間の探索手続きを変更する必要があること，
また，得られた解が最適解か否かをチェックするための条件を追加する必
要があることの 2点が挙げられる．
1.2.2.2 多層一般化相互割当問題に対する分散ラグランジュ緩和プロトコ
ル OC-GMAPでは，エージェントを追加，もしくは制約を緩和すること
によって許容領域を変更し，従来のGMAPでは実行可能解が存在しない
ような過制約な問題例にも対処できるようになった．しかし OC-GMAP
には，許容領域を変更することによって生じる問題点が 2つある．
1つ目は，過制約でない問題例の扱いについてである．従来のDisLRP
では，そのような問題例に対し，全ての財をエージェントに割り当てる．
しかし，過制約でない問題例を DisLRP-DA及び DisLRP-IBFで解くと，
全ての財をエージェントに割り当てるとは限らない．なぜなら，ある財
に関してそれを割り当てない方が効用が高いという状況が存在するから
である．
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2つ目は，従来のDisLRPは最小化問題にも自然に対応可能だが，DisLRP-
DA及びDisLRP-IBFはそうではないという点である．すなわち，DisLRP-
DA及びDisLRP-IBFで最小化問題を解こうとすると，許容領域が緩和さ
れているため最適値が常に 0，すなわち財を割り当てないのが最適解と
なってしまう．
そこで本研究では，GMAPの許容領域にレイヤーという概念を導入し，
これら 2つの問題点に対処できる多層一般化相互割当問題 (ML-GMAP:
Multi-Layered GMAP)を新たに提案する．ML-GMAPでは，緩和された割
当制約とナップサック制約に加えて，割り当てられない財の数（レイヤー
数）を制約条件に追加した新たな許容領域（レイヤー）を考える．ML-
GMAPの目的は，レイヤー数が最小という条件の下で，効用の総和が最
大，もしくはコストの総和が最小となる財の割当てを求めることである．
また，この問題を解く新しい手法を 2つ提案し，ベンチマーク問題例を
用いた実験によりそれらを比較評価する．
1つ目の手法は 2段階最適化手法である．この手法では，ML-GMAPを
2段階の最適化問題として解く．1段階目は，レイヤー数が最小となるレ
イヤーを求める．2段階目は，1段階目で求まった最適なレイヤーに対し
て，全体の効用が最大，もしくはコストが最小となる財の割当てを求める．
2つ目の手法はペナルティコスト最適化手法である．この手法は，2段
階最適化手法と異なり，レイヤー数が最小となるレイヤーと，全体の効
用が最大，もしくはコストが最小となる財の割当てを同時に求める．基
本的なアイディアは，割り当てられない財が発生した場合，目的関数に
ペナルティコストがかかるようにする．ペナルティコストを適切な定数
値に設定した場合，求められる最適解は必ずレイヤー数最小のレイヤー
に含まれていることが保証できる．
1.2.2.3 増床計画付き患者搬送問題に対する分散ラグランジュ緩和プロ
トコル 最後に，本研究ではDisLRPを実社会の問題に対して応用するこ
とを目的として，増床計画付き患者搬送問題 (PTP: Patient Transportation
Problem with Bed Capacity Management) を提案する．大規模な災害が発
生した場合，多数の負傷者が発生する．これらの負傷者は速やかに病院
へ搬送し，適切な治療を施す必要がある．その際，どの患者をどの病院
へ搬送するか――割り当てるかが重要な問題となる．また，大規模な災
害時においては，現在の病院の病床数では足りないほどの負傷者が発生
する可能性があると考えられる．通常，病院における病床数は医療法や
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厚生労働省による省令によって定められており，簡単に増床することは
できない．しかし，災害拠点病院と呼ばれる病院においては，災害時な
どにおいては特例的に増床することが可能である．
そこで本研究は，患者の搬送計画と病院の増床計画を同時に考慮する
PTPを提案する．PTPは，GMAPと施設配置問題 (Facility Location Prob-
lem)を組み合わせることによって汎用的な問題として定式化が可能であ
る．また，増床計画付き患者搬送問題に対する実行可能解を求めるアル
ゴリズムをDisLRPに適用する．
この問題では，災害に対応するためにより早くより良い質の実行可能
解が求められることが重要である．また，大規模な災害が発生した場合，
通信インフラの障害などが発生することが予想され，通信量はできるだ
け少ない方が良いと考えられる本研究では，DisLRPが PTPに対して少な
い通信量と短い実時間で良い質の実行可能解が求められることを，実験
的に確かめる．
1.3 論文の構成
本論文は次のように構成される．
第 2章では，DisLRPの概要について述べる．DisLRPで扱える問題に
ついて汎用的な定式化を与え，本研究で使用される基本的な数学的概念
を概説する．また，具体的な定式化の例として GMAPとWMax-SATを
挙げる．また，プロトコルの基本的な動作について説明し，DisLRPの内
部で使用されているアルゴリズムについて述べる．
第 3章では，バンドル法を用いたDisLRPについて述べる．まず，汎用
的な定式化を用いてバンドル法の概要について述べる．また，バンドル法
を用いた新しいプロトコルについて説明する．最後に，GMAPとWMax-
SATの問題例を用いた実験結果を示し，既存のプロトコルと比較，評価
する．
第 4章では，OC-GMAPについて述べる．まず，既存のGMAPに対して
過制約な状況を定義し，OC-GMAPの定式化を与える．次に，DisLRPを
ベースとしたOC-GMAPを解く2つのプロトコル，DisLRP-DAとDisLRP-
IBFについてそれぞれ述べる．本研究では，比較できる先行研究が存在し
ないため，DisLRP-DAとDisLRP-IBFの間で実験的な比較を行い，結果
を考察する．
第 5章では，ML-GMAPについて述べる．まず，既存のGMAPとOC-
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GMAPの齟齬について述べ，ML-GMAPの目的の定義を行う．次に，ML-
GMAPの目的を達成するための 2つの手法として，2段階最適化手法と
ペナルティコスト最適化手法について，それぞれ述べる．本研究では，比
較できる先行研究が存在しないため，2段階最適化手法とペナルティコス
ト最適化手法の間で実験的な比較を行い，結果を考察する．
第 6章では，PTPについて述べる．まず，PTPに対する定式化について
述べる．次に，DisLRPをベースとした PTPを解くためのプロトコルを提
案する．本研究では比較できる先行研究が存在しないため，ラグランジュ
乗数の更新方法が異なる 2つのDisLRPで実験を行い，結果を考察する．
第 7章では，本論文のまとめと今後の課題を示す．
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第2章 分散ラグランジュ緩和プロトコル
2.1 はじめに
分散ラグランジュ緩和プロトコル (DisLRP: Distributed Lagrangian Relax-
ation Protocol)は，組合せ最適化問題を分散環境で解くための処理と通信
を規定したプロトコルである．本節では，本研究で用いるDisLRPの概要
について述べる．
まず，DisLRPが適用可能な 2種類の組合せ最適化問題を定義する．1
つ目は，Dantzig-Wolfe分解を用いた定式化である．2つ目は，ラグラン
ジュ分解を用いた定式化である．また，DisLRPで用いられる命題や定理
についても述べる．
次に，DisLRPにおけるエージェントの基本的な振る舞いについて述べ
る．DisLRPでは，大域情報の収集といった全エージェントが関係する動
作についても，局所通信のみによって行われる．その仕組みについて概
説する．
最後に，既存のDisLRPのエージェントが内部で使用するアルゴリズム
である劣勾配法について述べ，劣勾配法を使用することによる問題点を
指摘する．
2.2 問題の定義
本節では，まずDisLRPが適用可能な 2つ定式化を示す．
1つ目は，Dantzig-Wolfe分解を用いた定式化である．本研究で扱う一般
化相互割当問題 (GMAP: Generalized Mutual Assignment Problem)，過制
約な一般化相互割当問題 (OC-GMAP: Over-Constrained Generalized Mu-
tual Assignment Problem)，多層一般化相互割当問題 (ML-GMAP: Multi-
Layered Generalized Mutual Assignment Problem)，増床計画付き患者搬送
計画問題 (PTP: Patient Transportation Problem with bed capacity manage-
ment)の定式化は，この手法が用いられる．
2つ目は，ラグランジュ分解を用いた定式化である．本研究で扱う重み付
き制約最大化問題 (WMax-SAT: Weighted Maximum Satisfiabilit Problem)
は，この手法が用いられる．
なお，本章では全て最大化問題として記述するが，一般に最小化問題
にも適用可能である．
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2.2.1 共通の表記
本節では，Dantzig-Wolfe分解を用いた定式化及びラグランジュ分解を
用いた定式化の両方で用いられる表記について述べる．
定義 1 集合A, Ji, Ki, L，ベクトル xiを次のように定義する．
• A = {1, . . . ,m}は，エージェントの識別子集合である．
• Ji = {1, . . . , ni}は，エージェント i ∈ Aの決定変数の識別子集合で
ある．xi = (xi1, . . . , xini) ∈ Dnii は，エージェント iの決定変数ベク
トルである．ここで，xij ∈ Dij (j ∈ Ji)はエージェント iの決定変
数，Dij は決定変数 xij の値域集合である．エージェントは，変数
xijの値を値域Dijから選択する．なお，値域Dijは連続集合でも離
散集合でもよい．
• Ki = {1, . . . , oi}は，エージェント iの内部制約関数の識別子集合で
ある．Ci = {C1i , . . . , Coii }は，エージェント iが保持する内部制約
関数Cki : Dnii → R (k ∈ Ki)の集合である．
• L = {1, . . . , p}は，エージェント間制約関数の識別子集合である．
Ctrans = {C
1
trans, . . . , C
p
trans}は，全エージェントまたは一部のエージ
ェントが保持するエージェント間制約関数C ltrans : Dn11 ×· · ·×Dnmm →
Rの集合である．また，Ci,ltransをCi,ltrans : Dnii → Rと定義し，
C ltrans(x1, . . . , xm) =
∑
i∈A
Ci,ltrans(xi),
という線形結合で表せるものとする．
2.2.2 Dantzig-Wolfe分解を用いた定式化
Dantzig-Wolfe分解は，エージェントが個々に保持する制約とエージェ
ント間にまたがる制約が存在する場合，エージェント間にまたがる制約
式を緩和し，主問題を部分問題へと分解する手法である．
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図 2.1: Dantzig-Wolfe分解の制約構造の例
2.2.2.1 主問題 Dantzig-Wolfe分解を用いた主問題 (PDW)は，次のよう
に表される．
PDW (decide xi, ∀i ∈ A) :
max .
∑
i∈A
fi(xi) (2.1)
s. t. xi ∈ Xi, ∀i ∈ A,
(x1, . . . , xm) ∈ Xtrans. (2.2)
ここで，fi はエージェント iが保持する目的関数 fi : Dnii → R，Xi は
{xi|C
k
i (xi) = a
k
i , ∀k ∈ Ki}，Xtransは {(x1, . . . , xm)|C ltrans(x1, . . . , xm) =
bl, ∀l ∈ L}，aki , bl ∈ Rは所与のスカラーである．
なお，エージェント内制約やエージェント間制約が不等式で表された
としても，等式標準形に変形することが可能であるため一般性は失われ
ない．
図 2.1に，Dantzig-Wolfe分解を適用できる問題の例を示す．図 2.1の
例では，エージェント間制約が 2つ存在する．図から分かる通り，エー
ジェント間制約は全てのエージェントにまたがっている必要は無い．ま
た，エージェント間制約を取り除けば，制約はブロック構造を持つこと
が分かる．
2.2.2.2 ラグランジュ緩和問題 主問題 (PDW)の特徴は，目的関数がエー
ジェント間の線形結合で表されることである．従って，エージェント間
制約 (2.2)を取り除けば，主問題 (PDW)を部分問題へと分解することが出
来る．
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DisLRPでは，エージェント間制約 (2.2)をラグランジュ緩和する．ラ
グランジュ緩和とは，取り除く制約式が違反した場合，目的関数にペナ
ルティコストを足し込むことで取り除いた制約式をできるだけ満たす手
法のことを指す．
エージェント間制約 (2.2)をラグランジュ緩和して得られるラグランジュ
緩和問題 (DDW)は，次のように表される．
DDW(µ) (decide xi, ∀i ∈ A) :
max .
∑
i∈A
fi(xi) +
∑
l∈L
µl
(
bl − C
l
trans(x1, . . . , xm)
)
s. t. xi ∈ Xi, ∀i ∈ A.
ここで，µl ∈ Rはエージェント間制約 (2.2)に対する実数値パラメータ
で，エージェント間制約 (2.2)のラグランジュ乗数と呼ばれる．また，µ =
(µ1, . . . , µl)はラグランジュ乗数ベクトルと呼ばれる．
エージェント間制約 (2.2)はエージェントごとの決定変数を用いた線形
結合で表すことができるので，ラグランジュ緩和問題 (DDW)は次のよう
に書き換えることが出来る．
max .
∑
i∈A
(
　 fi(xi)−
∑
l∈L
µl · C
i,l
trans(xi)
)
+
∑
l∈L
µlbl
s. t. xi ∈ Xi, ∀i ∈ A.
目的関数 (2.1)もエージェント間制約 (2.2)と同様に線形結合で表すこと
が出来るので，ラグランジュ緩和問題 (DDW)をエージェントごとに分解
することが出来る．分解後のエージェント iの部分問題は，次のように表
すことが出来る．
max . fi(xi)−
∑
l∈L
µl · C
i,l
trans(xi) +
∑
l∈L
µlbl
m
s. t. xi ∈ Xi.
図 2.2に，図 2.1の例題をラグランジュ緩和した例を，図 2.3にエージェ
ント 1が受け持つラグランジュ緩和問題の部分問題をそれぞれ示す．図
2.2おいて，2つのエージェント間制約関数が取り除かれ，それぞれラグ
ランジュ乗数 µ1, µ2を乗じたものが目的関数に追加されている．図 2.3に
おいては，エージェント 1は 2つ目のエージェント間制約とは関係ないた
め，1つ目のエージェント間制約に関する部分のみが目的関数に追加され
ていることが分かる．
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図 2.2: ラグランジュ緩和問題
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図 2.3: エージェント 1が受け持つラグランジュ緩和問題
2.2.2.3 例：一般化相互割当問題 　
本節では，Dantzig-Wolfe分解を用いた定式化の例として，一般化相互割
当問題 (GMAP: GeneralizedMutual Assignment Problem)を示す [Hirayama 06]．
GMAPは，オペレーションズリサーチの分野で古典的な問題の 1つであ
る一般化割当問題 (GAP: Generalized Assignment Problem) [Savelsbergh 97]
を分散環境へと拡張した問題である．GAPは分散環境におけるマルチロ
ボットタスク割当 [Luo 13]などに応用されており，GAPを拡張したGMAP
は多くの実用問題に適用できると考えられる．例えば，無線ネットワー
クに関する資源管理問題をGMAPにモデル化して解くという研究が報告
されている [Aristomenopoulos 12]．
GMAPは，財の集合をエージェントに割り当てることを考える．問題
の目的は，各財がただ 1つのエージェントに割り当てられ（割当制約），
どのエージェントもその資源消費量の合計が資源容量を超えない（ナップ
サック制約），かつ，どの財もエージェントに割り当てられる，または，
割り当てられないかのどちらかである（0-1制約）という制約条件のもと
で効用の総和を最大化することである．
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GMAPを 0-1整数計画問題 (IP問題)として定式化すると，以下のよう
になる．
PGMPDW (decide xi, ∀i ∈ A) :
max .
∑
i∈A
fi(xi) =
∑
i∈A
∑
j∈J ′
pijxij
s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
, ∀i ∈ A, (2.3)
(x1, . . . , xm) ∈

(x1, . . . , xm)|
∑
i∈Aj
xij = 1, ∀j ∈ J
′

 , (2.4)
Dij = {0, 1}, ∀i ∈ A, ∀j ∈ J
′.
ここで，J ′ = {1, . . . , n}(= J1 = · · · = Jm = L)は財の集合，Aj ⊆ Aは
財 j ∈ J ′を選択することのできるエージェントの識別子集合，pijはエー
ジェント iに財 j を割り当てた場合の効用，wij はエージェント iに財 j
を割り当てた場合の資源消費量，ciはエージェント iの資源容量である．
GMAPの場合，ナップサック制約がエージェント内制約 (2.3)，割当制約
がエージェント間制約 (2.4)となる．また，値域集合Dijは，エージェン
ト iに財 jを割り当てた場合は 1，そうでない場合は 0を表す．
GMAPのラグランジュ緩和問題は，次のようになる．
DGMPDW (µ) (decide xi, ∀i ∈ A) :
max .
∑
i∈A
∑
j∈J ′
pijxij +
∑
j∈J ′
µj

1−∑
i∈Aj
xij


s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
, ∀i ∈ A.
DGMPDW をエージェントごとに分解して表すと，エージェント iの部分問
題は次のように表される．
max .
∑
j∈J ′
(pij − µj)xij +
∑
j∈J ′
µj
m
s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
.
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2.2.3 ラグランジュ分解を用いた定式化
ラグランジュ分解は，Dantzig-Wolfe分解とは違い，制約式に特徴的な
構造がない問題にも適用可能である．すなわち，ほとんどの組合せ最適
化問題は，ラグランジュ分解を用いた定式化を用いれば分散環境で求解
可能である．ラグランジュ分解を用いた定式化では，コピー変数と呼ば
れる決定変数を用意し，制約式をエージェントが分割して受け持つこと
によって分解を実現する．
2.2.3.1 主問題 ラグランジュ分解を用いた主問題 (PLD)は，次のよう
に表される．
PLD (decide xi, α
s
i , ∀i, s ∈ A) :
max .
∑
i∈A
fi(xi)
s. t. xi ∈ Xi, ∀i ∈ A,
(αi1, . . . , xi, . . . , α
i
m) ∈ X
i
trans, ∀i ∈ A,
xi = α
s
i , ∀i ∈ A, ∀s ∈ A \ {i}. (2.5)
ここで，αsi =
(
αsi1, . . . , α
s
ini
)
∈ Dnii はエージェント sに値の決定権がある
エージェント iに関する決定変数ベクトルであり，コピー変数ベクトルと
呼ばれる．ただし，s = iの場合はエージェント i自身の決定変数ベクト
ルを表すことから，s ̸= iとして除外する．式 (2.5)はコピー制約または
一致制約と呼ばれ，エージェント間にまたがっている αsi を全て一致させ
る．これにより，主問題 (PLD)は主問題 (PDW)と同様の最適値を得るこ
とが出来る．
ラグランジュ分解を用いた定式化では，エージェント間制約をエージェ
ントが分割して受け持つ．X itrans ⊆ Xtransは，エージェント iが受け持つ
エージェント間制約の集合を表す．なお，∪i∈AX itrans = Xtransが満たさ
れておればよく，同じエージェント間制約を複数のエージェントが保持
しても一般性は失われない．
この定式化の特徴は，エージェントが他のエージェントの決定変数を
コピーして保持していることである．αsi はエージェント iに関係する変
数であるにもかかわらずエージェント sのみが保持しており，決定権も
エージェント sにある．従って，最適解を探索する過程では，αsi (i ̸= s)
は必ずしも xiと一致する必要は無い．しかし，式 (2.5)の一致制約によっ
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図 2.4: ラグランジュ分解の制約構造の例
て，最終的には全てのコピー変数はエージェント iによる意思決定と同一
の値となる．
図 2.4に，ラグランジュ分解を適用できる問題の例を示す．図 2.4の制約
構造は，図 2.1の例と全く同じである．前節と異なるのは，Dantzig-Wolfe
分解が 2つのエージェント間制約を直接緩和することに対して，ラグラン
ジュ分解は 2つのエージェント間制約をいずれかのエージェントに保持
させる．図 2.4の例においては，1つ目のエージェント間制約をエージェ
ント 1が，2つ目のエージェント間制約をエージェント 2が保持すると仮
定する．
ここで，エージェント1が保持するエージェント間制約に注目する．エー
ジェント 1が保持するエージェント間制約には，エージェント 1，エージェ
ント 2，エージェント 3の決定変数が含まれている．ここに，エージェン
ト 2やエージェント 3の意思に関係なく，エージェント 1が自由に値を決
定できるコピー変数 α12, α13を導入する．また，エージェント間の変数の
決定を同一のものとするため，エージェント 1が保持するエージェント 2
に関する決定変数と，エージェント 2自身が保持する決定変数を一致さ
せる必要がある．この例では，x2 = α12などが，それにあたる．
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2.2.3.2 ラグランジュ緩和問題 一致制約 (2.5)をラグランジュ緩和して
得られるラグランジュ緩和問題 (DLD)は，次のように表される．
DLD(λ) (decide xi, α
s
i , ∀i, s ∈ A) :
max .
∑
i∈A
fi(xi) +
∑
i∈A
∑
s∈A\{i}
λsi (xi − α
s
i )
s. t. xi ∈ Xi, ∀i ∈ A,
(αi1, . . . , xi, . . . , α
i
m) ∈ X
i
trans, ∀i ∈ A,
ここで，λ = (λ11, . . . , λm1 , λ12, . . . , λm2 , . . . , λmm)は一致制約に対するラグラ
ンジュ乗数ベクトル，λsi はエージェント iとエージェント s間の一致制約
に対するラグランジュ乗数である．
ラグランジュ緩和問題 (DLD)をエージェントごとに分解すると，次の
ようになる．
max . fi(xi) +
∑
s∈A\{i}
λsixi −
∑
s∈A\{i}
λisα
i
s
s. t. xi ∈ Xi,
(αi1, . . . , xi, . . . , α
i
m) ∈ X
i
trans,
ラグランジュ分解を用いた定式化の特徴は，分解後のラグランジュ緩
和問題 (DLD)に，主問題の制約式の構造が残っていることである．
図 2.5に，例題におけるラグランジュ緩和問題を，図 2.6にエージェン
ト 1が受け持つラグランジュ緩和問題の部分問題をそれぞれ示す．一致
制約が緩和されたことによって，コピー変数 αsi は元のエージェントの決
定変数である xiに一致させる必要がなくなる．従って，コピー変数の値
はラグランジュ乗数 λsi の値によって変化する．また，図 2.6には，エー
ジェント 1が値を決定できる決定変数 x1, α21, α31のみが残っていることが
確認できる．
2.2.3.3 例：重み付きMax-SAT問題 本節では，ラグランジュ分解を用
いた定式化の例として，重み付き最大充足化問題 (WMax-SAT: Weighted
Maximum Satisfiabilit Problem)を示す．
WMax-SATは，知能情報学や論理学において重要な研究対象である充
足可能性判定問題 (SAT: Satisfiabilit Problem)を最適化問題へ拡張した問
題である．真か偽で表された論理変数をリテラルと呼び，リテラルの選言
を節と呼ぶ．WMax-SATは重み付きの標準連言形式（WCNF形式）で与
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図 2.5: ラグランジュ分解を用いた定式化におけるラグランジュ緩和問題
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図 2.6: エージェント 1が受け持つラグランジュ緩和問題
えられ，重みの付いた節の連言で表現される．WMax-SATの目的は，偽
となる節から発生する重みの総和を最小化することである．
ここで，WMax-SATに対するラグランジュ分解を用いた定式化を示す
前に，通常の 0-1整数計画問題を用いた定式化を示す．
min .
∑
e∈E
we(1− ye)
s. t.
∑
j∈L+e
x′j +
∑
j∈L−e
(
1− x′j
)
≥ ye, ∀e ∈ E, (2.6)
α′j ∈ {0, 1}, ∀j ∈ J
′′,
ye ∈ {0, 1}, ∀e ∈ E.
ここで，J ′′ = {1, . . . , n}は論理変数の添字集合，Eは節の添字集合，L+e ⊆
J ′′は節 e ∈ Eに含まれる論理変数のうち真のリテラルの集合，L−e ⊆ J ′′
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は節 eに含まれる論理変数のうち偽のリテラルの集合，we ∈ Nは節 eが
真である場合にかかる重みである．また，x′jは論理変数 j ∈ J ′′が真のと
き 1，そうでない場合は 0に設定される決定変数，yeは節 eが真の場合に
1，そうでない場合は 0に設定される補助決定変数である．式 (2.6)は節
を表す制約式である．
ラグランジュ分解を用いたWMax-SATの定式化では，節をm分割し
てエージェントが保持すると仮定する．ここで，エージェント iが保持す
る節の添字集合をEi ⊆ Eとする．∅ ̸= Ei ⊂ Eとし，節はいずれか 1つ
のEiに必ず属している．すなわち，Eiは互いに素な集合である．また，
エージェント iが保持する論理変数の添字集合を J ′′i ⊆ J ′′とする．ここ
で，J ′′i にも J ′′s (s ∈ A)にも含まれる論理変数のことを共有変数と呼ぶ．
ラグランジュ分解を用いた定式化を用いると，WMax-SATは以下のよ
うに定式化できる．
PWMSLD (decide xi, ∀i ∈ A, ye, ∀e ∈ E) :
min .
∑
i∈A
fi(xi) =
∑
i∈A
∑
e∈Ei
we(1− ye)
s. t. xi ∈

xi|
∑
j∈L+e
xij +
∑
j∈L−e
(1− xij) ≥ ye, ∀e ∈ Ei

 , ∀i ∈ A,　
(2.7)
xij = xsj, i < s, ∀i ∈ A, ∀s ∈ A \ {i}, ∃j ∈ J
′′
i ∪ J
′′
s , (2.8)
Dij = {0, 1}, ∀i ∈ A, ∀j ∈ J
′′
i . (2.9)
ここで，決定変数 xijはドメインを表す式 (2.9)より，エージェント iが保
持する論理変数 j ∈ J ′′i が真のとき 1，そうでない場合は 0に設定される．
一致制約である式 (2.7)は，本来コピー変数 αsijを用いて xij = αsijとな
る．しかし，論理変数 jは全てのエージェントで共有しているため，エー
ジェント sが決定すべき論理変数 jの値の割当ては，全てのエージェント
に対して同じとなる．すなわち，αsij = xsj, ∀i ∈ Aが成り立つ．従って，
xij = α
s
ij = xsj, ∀i ∈ Aとなるため，αsijを用いずに表記している．
なお，節を表す制約である式 (2.7)はエージェント内部制約となるため，
WMax-SATはエージェント間制約が存在しない．また，補助決定変数 ye
は節 jを保持するエージェントに決定権があるものとする．
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WMax-SATのラグランジュ緩和問題は，次のようになる．
DWMSLD (decide xi, ∀i ∈ A, ye, ∀e ∈ E) :
min .
∑
i∈A
∑
e∈Ei
we(1− ye) +
∑
i∈A
∑
s∈A\{i}
(i<s,∃j∈J ′′i ∪J
′′
s )
λsi (xij − xsj)
s. t. xi ∈

xi|
∑
j∈L+e
xij +
∑
j∈L−e
(1− xij) ≥ ye, ∀e ∈ Ei

 , ∀i ∈ A.　
DWMSLD をエージェントごとに分解して表すと，エージェント iの部分
問題は次のように表される．
min .
∑
e∈Ei
we(1− ye) +
∑
s∈A\{i,...,m}
(∃j∈J ′′i ∪J
′′
s )
λsixij −
∑
s∈A\{1,...,i}
(∃j∈J ′′i ∪J
′′
s )
λisxij
s. t. xi ∈

xi|
∑
j∈L+e
xij +
∑
j∈L−e
(1− xij) ≥ ye, ∀e ∈ Ei

 .　
2.2.4 プロトコルで利用する命題
Dantzig-Wolfe分解を用いた定式化およびラグランジュ分解を用いた定
式化は，双対分解法を利用するという点で本質的に同じである．以降，
DisLRPで解ける主問題を (P)，q個の制約式をラグランジュ緩和したラ
グランジュ緩和問題を (D)と表す．また，主問題 (P)の最適値をOpt，あ
るラグランジュ乗数ベクトル µ ∈ Rqの下でのラグランジュ緩和問題 (D)
の最適値をL(µ)，エージェント iのラグランジュ緩和問題を (Di(πi(µ)))，
πi(µ)をエージェント iに関係するラグランジュ乗数とする．
ここで，プロトコルが利用する 2つの命題について紹介する．
命題 1 任意の µにおいて，全てのエージェントのラグランジュ緩和問題
(Di)の最適値の和は，(P)の最適値の上界を与える．すなわち，
Opt ≤ L(µ) =
∑
i∈A
Li(πi(µ)), ∀µ,
が成り立つ．
命題 2 あるµにおいて，全てのエージェントのラグランジュ緩和問題 (Di)
の最適解を得て，かつ，それらが緩和したエージェント間制約を全て満
たしているとき，それらの最適解は主問題 (P)の最適解を構成している．
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2.2.5 ラグランジュ双対問題
一般に，ラグランジュ緩和問題を解いて得られる上界値は，原問題を
解く上で重要な情報を与える．最も良い上界値を得る問題をラグランジュ
双対問題と呼び，
L(µ∗) = min
µ
. L(µ) = min
µ
.
∑
i∈A
Li(πi(µ)),
という q次元実ベクトル空間上の無制約最小化問題となる．ここで，µ∗
はラグランジュ双対問題の最適解を表す．
ラグランジュ双対問題の目的関数L(µ)は，凸関数になることが知られ
ている [Korte 05]．従来のDisLRPで使用されている劣勾配法や，本研究
で使用するバンドル法は，この凸関数性を利用したアルゴリズムである．
ここで，劣勾配法やバンドル法で使用される劣勾配（ベクトル）を導
入する．
定義 2 凸関数 L : Rq → Rに対してある点 µ(t)における劣勾配ベクトル
とは，任意の µにおいて，
L(µ) ≥ L(µ(t)) + gT(µ− µ(t)), (2.10)
が成り立つようなベクトル gである．また，gの要素を劣勾配と呼ぶ．
ラグランジュ双対問題における劣勾配は主問題で緩和した制約式にな
ることが知られている．Dantzig-Wolfe分解を用いた定式化では，あるラ
グランジュ乗数ベクトル µのエージェント間制約 lに対する劣勾配 glは，
gl = bl − C
l
trans(x
∗
1, . . . , x
∗
m),
と表すことができる．ここで，x∗i は，あるµにおけるDDWの最適解であ
る．また，ラグランジュ分解を用いた定式化では，あるラグランジュ乗
数ベクトル λにおけるエージェント sに決定権のあるエージェント iに関
する決定変数と，エージェント i自身の決定変数を一致させる一致制約に
対する劣勾配 glは，
gsi = xi
∗ − αti
∗
,
と表すことができる．ここで，αsi ∗は，ある µにおけるDLDの最適解で
ある．
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最適解は µの値によって決定されるため，劣勾配を gi(µ)，劣勾配ベク
トルを g(µ) = (g1(µ), . . . , gn(µ))と表記する．また，ρi(g(µ))は，エージェ
ント iに関係する劣勾配ベクトルを返す関数と定義する．
なお，命題 2は劣勾配を用いると次のように書き直すことができる．
命題 3 ある µにおいて，全てのエージェントのDi(πi(µ))の最適解を得
て，かつ，それらを基に計算された劣勾配 gjが全ての jにおいて 0のと
き，それらの最適解は (P)の最適解を構成している．
ここで，Dantzig-Wolfe分解を用いた定式化とラグランジュ分解を用い
た定式化の間に存在する定理を紹介する．Dantzig-Wolfe分解を用いた定
式化は，ラグランジュ分解を用いた定式化でも表現できることは先に述
べた．ここで，Dantzig-Wolfe分解を用いた定式化で求まるラグランジュ
緩和問題の最適値をLDW，ラグランジュ分解を用いた定式化で求まるラ
グランジュ緩和問題の最適値をLLDとして，両者の間には次の関係が成
り立つ [Guignard 87]．
定理 1 原問題を最大化問題とし，それぞれの定式化におけるラグランジュ
双対問題の最適解をµ∗, λ∗とする．このとき，以下の不等式が成り立つ．
Opt ≤ LLD(λ
∗) ≤ LDW(µ
∗). (2.11)
すなわち，ラグランジュ分解を用いた定式化を使用すれば，Dantzig-Wolfe
分解を用いた定式化を使用するより良い質の上界値が得られることが期
待できる．これは，Dantzig-Wolfe分解がエージェント間制約を直接緩和
してしまうのに対して，ラグランジュ分解を用いた定式化ではエージェ
ント間制約がラグランジュ緩和後の問題にも残っていることに起因する．
なお，GMAPもラグランジュ分解を用いた定式化を使用することがで
きる．ここで，GMAPをラグランジュ分解を用いた定式化で表した場合，
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次のように表すことができる．
max .
∑
i∈A
fi(xi) =
∑
i∈A
∑
j∈J ′
pijxij
s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
, ∀i ∈ A,
(α1, . . . , αm) ∈

(α1, . . . , αm)|
∑
i∈Aj
αij = 1, ∀j ∈ J
′

 ,
xi = αi, ∀i ∈ A, (2.12)
Dij = {0, 1}, ∀i ∈ A, ∀j ∈ J
′.
ここで，式 (2.12)はこの定式化における一致制約である．式 (2.12)をラ
グランジュ緩和すると，次のようなラグランジュ緩和問題を得る．
max .
∑
i∈A
∑
j∈J ′
pijxij +
∑
i∈A
∑
j∈J ′
λij (xij − αij)
s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
, ∀i ∈ A,
(α1, . . . , αm) ∈

(α1, . . . , αm)|
∑
i∈Aj
αij = 1, ∀j ∈ J
′

 .
これを部分問題へと分解すると，各エージェント iに関する部分問題，
max .
∑
j∈J ′
(pij − λij)xij
s. t. xi ∈
{
xi|
∑
j∈J ′
wijxij ≤ ci
}
,
及び，財 jの割当制約に関する部分問題，
max . −
∑
i∈Aj
λijαij
s. t.
∑
i∈Aj
αij = 1,
へと分解することが出来る．
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ここで，各財に関する部分問題の制約式を行列で表した場合，完全ユニ
モジュラー行列となる．よって，各財に関する部分問題は必ず整数解とな
る [Korte 05]．式 (2.11)の等号が成立しないための必要十分条件は，全て
の部分問題が整数解を持たないことである [Guignard 87]から，Dantzig-
Wolfe分解を用いて定式化されたGMAPとラグランジュ分解を用いて定式
化されたGMAPで求まる上界値は同じである．従って本研究では，GMAP
に対して部分問題の数がより少ないDantzig-Wolfe分解を用いた定式化を
使用する．
2.3 プロトコル
2.3.1 プロトコルの基本動作
DisLRPの基本的なプロトコルは次の通りである．
Step 0: 初期化 各エージェント iが，パラメータ tを 1，ラグランジュ乗
数ベクトル πi(µ(t)) = πi(µ(1))の要素を全て 0で初期化する．
Step 1: 部分問題の求解 現在の πi(µ(t))の値のもとで，各エージェント i
は，ラグランジュ緩和問題 (DLD)を任意の厳密解法を用いて最適解
x
(t)
i を求める．
Step 2: 近傍通信 各エージェント iは，Step 1で求めた x(t)i を各自の近傍
に送る．ここで，エージェント iの近傍Niとは，Ji内の財の割当
制約に現れる変数を持つ（k 以外の）エージェントの集合であり，
Ni =
∪
j∈Ji
Aj \ {i}で表される．
Step 3: 劣勾配の計算 各エージェント iは，自身の最適解及び近傍から送
られてきた最適解を基に劣勾配ベクトル ρi(g(µ(t)))を計算する．
Step 4: µ(t)の更新 各エージェント i は，ラグランジュ乗数ベクトルを
µ(t+1)に更新する．また，t← t+ 1として Step 1へ戻る．
プロトコルは Step 0で各パラメータを初期化した後，終了条件を満た
すまで Step 1から Step 4を繰り返す．この Step 1から Step 4の 1回の繰
り返しをラウンドと呼び，その繰り返し回数 tをラウンド数と呼ぶ．
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図 2.7: ある問題例の近傍構造
2.3.2 生成木を用いた大域情報の収集
Step 2において，各エージェント iは劣勾配を計算するために近傍と
局所情報を送受信する．劣勾配は近傍の構造によらず近傍同士の情報交
換のみで計算できるが，L(µ)の値および命題 3が成立しているか否か等
は系全体の大域情報であり，近傍を越えた情報交換が必要である．図 2.7
は，5エージェントの例題とその近傍関係を示すグラフである．接点が
エージェント，枝が近傍関係を表す．この例題では，エージェント 1の近
傍がN1 = {2, 3, 4, 5}，エージェント 2の近傍がN2 = {1, 3}となる．エー
ジェント 1は，全てのエージェントと近傍関係にあるので，近傍通信の
みで大域情報を得ることができる．一方，エージェント 2の近傍はエー
ジェント 1とエージェント 3のみであるので，それ以外のエージェントの
局所情報を得るには近傍を越えた情報交換が必要である．
既存のDisLRPでは，生成木を用いて大域情報を収集するプロトコルが
提案されている [Hirayama 09]．このプロトコルでは，近傍関係を示すグ
ラフ上に何らかの分散アルゴリズム [Gallager 83, Bui 04]により生成木を
事前に構築し，各エージェント iは各ラウンド tにおいて大域情報の計算
に必要な自身の局所情報を生成木の近傍にのみ送信及び転送を行う．
ここで，GI(t) をラウンド tにおける大域情報の集合とする．例えば，
GI(t) = {L(µ(t))}である．次に，LI(t)i をGI(t)を計算するのに必要なエー
ジェント iの局所情報とする．例えば，LI(t)i = {Li(πi(µ))}である．エー
ジェント iにおける生成木上の近傍を Si ⊆ Niと定義する．
図 2.8に，図 2.7の例題における幅優先 (BFS: Breadth First Search) の
生成木，図 2.9に深さ優先 (DFS: Depth First Search)の生成木の例を示す．
太く示された枝が生成木を構成する枝を表す．例えば，図 2.8における
エージェント 1の生成木上の近傍は S1 = {2, 3, 4, 5}(= N1)，図 2.9にお
けるエージェント 1の生成木上の近傍は S1 = {2}(⊂ N1)となる．
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図 2.8: 幅優先の生成木の例
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図 2.9: 深さ優先の生成木の例
大域情報を収集する場合，2.3.1節における Step 2の後に，次のような
手続きを挿入する．
Step 2′: 大域情報の収集 各エージェント iは，LI(t)i をメッセージとして
生成木上の各自の近傍に送る．また，各エージェント iは，生成木
上の近傍であるエージェント k′ ∈ Siから送られてきたメッセージ
を，エージェント k′以外の生成木上の近傍，すなわち Si \ {k′}に
転送する．
各エージェント iが，あるラウンド tにおけるGI(t)を計算するのに必
要な全てのLI(t)が得られたかどうかを知る方法は，次のように行う．各
エージェント iはラウンド tにおいて，Step2′ に従い，自身の局所情報
LI
(t)
i を記録するとともに，近傍内の生成木上の全てのエージェントにそ
れを送信する．それを受け取った近傍のあるエージェントはLI(t)i を記録
し，次のラウンドでそれを（k以外の）生成木上のエージェントに転送す
る．この要領で，ラウンド tにおける各エージェント iの LI(t)i を生成木
上に伝播させる．一方，転送すべきラウンド tに関する局所情報がない
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場合，エージェントは転送終了を意味する ♯(t)を転送先に送る．やがて，
エージェントは自信の近傍内の生成木上の全てのエージェントから ♯(t)を
受け取ることになる．すなわち，m− 1個の ♯(t)を受け取った時点で，全
てのエージェントのラウンド tの局所情報が届いたことになる．
詳細は [Hirayama 09]を参照されたい．
2.3.3 大域情報利用のための同期化
DisLRPの最新のプロトコルである Adaptive DisLRP (ADisLRP) では，
Step 4において µを更新するためにGI(t)を利用する．しかし，あるラウ
ンド tにおけるGI(t)を計算するのに必要な全ての LI(t)i が得られるタイ
ミングは，エージェントによって異なる．ラウンド tにおける局所情報
LI
(t)
i がどのように伝播するか，図 2.8の場合を例に挙げる．
まず，ラウンド tにおいて，全てのエージェントはLI(t)i を計算し，そ
れを生成木上の全ての近傍のエージェントに送信する．
ラウンド t+ 1において，エージェント 1はその他のエージェントから
全てのLI(t)i が送られてくる．従って，エージェント 1は受け取ったその
他のエージェントのLI(t)i をそれぞれ転送する．例えば，エージェント 2
に対してはエージェント 2の局所情報を除くLI(t)3 , LI(t)4 , LI(t)5 を転送する．
一方，エージェント 1を除くその他のエージェントは，ラウンド t+ 1に
おいてLI(t)1 しか送られてこない．また，LI(t)1 を転送すべきエージェント
が存在しないので，エージェント 1に対して ♯(t)を送信する．
ラウンド t+2において，エージェント 1は全てのエージェントから ♯(t)
を受け取る．受け取った ♯(t)の数が 4であるため，エージェント 1はこの
時点で全ての局所情報を得られたと知ることができる．また，送られて
きた ♯(t)を 4個全てその他のエージェントに転送する．一方その他のエー
ジェントは，全ての局所情報をこのラウンドで得る．しかし，必要な数
の ♯(t)をまだ得ていないので，全ての局所情報を得られたかどうかこの時
点で判断することはできない．
ラウンド t+ 3において，その他のエージェントは 4つの ♯(t)を受け取
る．従って，この時点でようやく全ての局所情報を得られたと知ること
ができる．
また，µの更新は各エージェントで独立に行われる．しかし，命題 1よ
り，上界値を保証するためには各エージェントの µの更新結果は必ず同
じでなければならない．従って，µの更新に GI(t)を利用するためには，
GI(t)を利用するタイミングを同期化しなければならない．
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ADisLRPでは，大域情報を利用するための同期化プロトコルが提案さ
れている [Hirayama 09]．以下にその概要を示す．このプロトコルでは，各
エージェント iは次の 2種類の静的なパラメータを持つ．
• MyMaxHopi: エージェント iから生成木上で最も遠いエージェン
トまでの枝の数．
• MaxHop: MyMaxHopiの最大値．
GI(t)を利用するタイミングを同期化するために，各エージェント iは次
の規則に従う．
• あるエージェント iが，あるラウンド ti(> t)にGI(t)を知ったとする．
エージェント iは，GI(t)をラウンド (ti+MaxHop−MyMaxHopi)
で利用する．
上述のように，図 2.8におけるエージェント 1が GI(t) を知るのはラ
ウンド t + 2(= t1)である．従って，エージェント 1はGI(t)をラウンド
(t1+MaxHop−MyMaxHop1) = ((t+2)+2−1) = (t+3)で利用する．そ
の他のエージェントがGI(t)を知るのはラウンド t+3(= ti)である．従って，
その他のエージェントはGI(t)をラウンド (ti+MaxHop−MyMaxHopi) =
((t+3)+ 2− 2) = (t+3)で利用する．このように，この規則に従うこと
によって，全てのエージェントは大域情報GI(t)を必ず同じラウンドで利
用することができる．
紙面の都合上，MyMaxHopi及びMaxHopをエージェントが知る方法
は省略する．詳細は [Hirayama 09]を参照されたい．
2.3.4 劣勾配法
既存の DisLRPでは，劣勾配法を用いた µの更新に以下の式を用いる
[Hirayama 09]．
µ(t+1) ← µ(t) − l(t) · g(µ(t)). (2.13)
ここで，l(t) はステップ長と呼ばれる非負のスカラーである．最初に提
案された DisLRPである DisLRPL では，l(t) には静的な値を用いていた
[Hirayama 06]．最新のプロトコルであるADisLRPでは，以下の式を用い
て l(t)を動的に変化させる [Hirayama 09]．
l(t) ←
π(min{ub} −max{lb})
∥g(µ(t))∥2
.
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ここで，∥ · ∥はユークリッドノルム，min{ub}は今まで得られた上界値
ubの中で一番低い値，max{lb}は今まで得られた推定下界値の中で一番
高い値，π ∈ R+は制御パラメータである．この式は最適値に収束する理
論的な保証は無いが，実際には多くの問題で非常に有効であることが知
られている [Yagiura 07]．
劣勾配法は計算コストが小さい反面，上界値がラグランジュ双対問題
の最適値に収束したかどうかを判定できない，解の振動が発生するなど
の問題がある．
2.3.5 ラグランジュヒューリスティック
ラグランジュヒューリスティック (Lagrangian heuristic)とは，ラグラン
ジュ緩和問題の解から，原問題の実行可能解に変換する手法のことであ
る．ラグランジュヒューリスティックを用いて生成された原問題の実行可
能解は，多くの場合良い下界値を持つと期待される．
ラグランジュヒューリスティックは問題毎に設計されるため，一般的に
記述することはほとんどできない．各問題に対するラグランジュヒュー
リスティックは，それぞれ後に述べる．
2.4 本節のまとめ
分散ラグランジュ緩和プロトコル (DisLRP)を適用可能な問題について，
Dantzig-Wolfe分解を用いた方法およびラグランジュ分解を用いた方法で
問題を定義した．DisLRPは，エージェント間の局所的な通信のみによっ
て動作が規定されており，全ての情報を収集するような管理者エージェン
トは存在しない．また，DisLRPの基本的なアルゴリズムについて述べ，
問題点について取り上げた．
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第3章 バンドル法を用いた分散ラグラン
ジュ緩和プロトコル
3.1 はじめに
分散ラグランジュ緩和プロトコル (DisLRP: Distributed Lagrangian Relax-
ation Protocol) [Hirayama 06, Hirayama 07, Hirayama 09]は，エージェント
間の局所的な通信のみを利用して一般化相互割当問題 (GMAP: General-
ized Mutual Assignment Problem)を解くヒューリスティック解法として提
案された．
DisLRPには，いくつかの種類が存在する．まず，DisLRPとして最初に
提案されたDisLRPLは，分散環境でGMAPの実行可能解を求めるプロト
コルである [Hirayama 06]．適応的な価格更新を用いたDisLRP (ADisLRP:
Adaptive DisLRP)は，最大化問題に対する上界値を求めることに特化し
た最新のDisLRPであり，その他のプロトコルに比べて良い質の上界値を
求めることができる [Hirayama 09]．
2章で述べたように，DisLRPは，Dantzig-Wolfe分解またはラグラン
ジュ分解と呼ばれるテクニックを用いて原問題を部分問題に分解し，ラ
グランジュ乗数と呼ばれるパラメータを更新しながら部分問題を繰り返
し解くことによって，原問題に対する最良の上界値を探索する．この問
題はラグランジュ双対問題と呼ばれる．従来のDisLRPでは，最良の上界
値，すなわちラグランジュ双対問題の最適値を探索するアルゴリズムと
して劣勾配法を使用していた．劣勾配法では，エージェント間の局所的な
同期のみでラグランジュ乗数を更新することができ，大域情報が全エー
ジェントに行き渡るのを待つ必要がないという利点がある [Hirayama 06]．
しかし，劣勾配法は計算コストが小さい反面，上界値がラグランジュ双
対問題の最適値に収束したかどうかを判定できない，解の振動が発生す
るなどの問題がある．
本研究は，劣勾配法の代わりにバンドル法 [Schramm 92]を使用した
新しいプロトコルであるバンドル法を用いた DisLRP (BDisLRP: Bundle
DisLRP)を提案し，バンドル法が分散環境にも適用可能であることを示
す．BDisLRPは，ADisLRPと同じく上界値を求めることに特化したプロ
トコルである．
バンドル法は安定化切除平面法とも呼ばれ，目的関数が凸関数である
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無制約最適化問題を解く効率的なアルゴリズムである．バンドル法では，
ラグランジュ乗数を更新するために必ず大域情報が必要となる．従って，
エージェント間の局所的な同期のみではラグランジュ乗数を更新するこ
とができず，大域情報が全エージェントに行き渡るのを待つ必要がある．
そこで本研究では，すでに行き渡った古い大域情報でラグランジュ乗数
の更新を行うことによってプロトコルの遅延発生を防ぎ，最適値の効率
的な探索を可能とした．本研究では，大域情報収集の時間遅れがあった
としても，BDisLRPが劣勾配法を使用した従来の DisLRPに比べて良い
質の上界値を得ることを実験的に確かめる．
3.2 バンドル法
3.2.1 切除平面法
まず，バンドル法の基礎となる切除平面法について述べる．
劣勾配法では，あるラウンド tにおける劣勾配ベクトルの計算結果は，
µの更新に利用された後は必要ないので全て破棄される．一方，切除平面
法では計算結果を破棄せず，全て記憶する．これは，式 (2.10)の等号が成
り立つとき，式 (2.10)の右辺が関数L(µ)に接する超平面をなすという性
質を利用するためである．切除平面法では，以下のように定義されるバ
ンドルを全ラウンドで記憶する．
定義 3 ラウンド 1からあるラウンド T までにおいて，ラグランジュ乗数
ベクトル µ，ラグランジュ緩和問題の最適値 L(µ)と劣勾配 g(µ)をまと
めたもの，すなわち {⟨µ(t), L(µ(t)), g(µ(t))⟩|t ∈ {1, . . . , T}}をバンドルと
呼ぶ．
切除平面法はこのバンドルを用いるので，バンドル法の一種とも言える．
ここで，式 (2.10)の右辺を f (t)(µ)とおく．すなわち，
f (t)(µ) = L(µ(t)) + gT(µ− µ(t)), (3.1)
である．前述のように，f (t)(µ)はL(µ)に接する超平面となるため，f (t)(µ)
はラグランジュ双対問題の目的関数値の空間を最適値 L(µ∗)を含む領域
と含まない領域に分割することができる．f (t)(µ)を逐次追加して L(µ∗)
を含まない領域を取り除きながら，ラグランジュ双対問題の最適解 µ∗を
求める方法が切除平面法である．
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切除平面法では，µの更新の際に以下の線形計画問題を解く．
CP (decide µj, ∀j ∈ J, r) :
min . r
s. t. f (t)(µ) ≤ r, ∀t ∈ {1, . . . , T}.
CPの最適値を r∗1とおく．もし，あるラウンド tで r∗1 = L(µ(t))となれば，
µ(t)がラグランジュ双対問題の最適解 µ∗となる．
残念ながら，切除平面法は分散環境で使用することが困難である．DisLRP
においては，エージェントがそれぞれ µの更新を行う．しかし，µは全て
のエージェントで同じ値でなければ上界値を保証することができないた
め，更新結果は常に全エージェントで同じでなければならない．すなわ
ち，µを更新するアルゴリズムには解の一意性が必要である．
切除平面法は，µを更新するために線形計画問題を解かなければなら
ないが，一般に線形計画問題の解は一意とは限らない．線形計画問題を
解く通常のソルバーは，最適解を 1つ発見した段階でアルゴリズムが終
了する．一方，解が複数存在するような問題例を解いた場合，たとえ全
エージェントが同じソルバーを使用していたとしても，各々のソルバー
の設定によって最初に発見する最適解が異なる可能性がある．その場合，
CPを解いた後にエージェント間で µの値が一致しているかどうか確認す
る処理が必要となる．しかし，そのような処理は通信コストの増大につ
ながるので望ましくない．
従って本研究では，切除平面法ではなく解の一意性が保証された後述
のバンドル法（安定化切除平面法）を利用する．
3.2.2 バンドル法（安定化切除平面法）
バンドル法（安定化切除平面法）は，切除平面法を拡張した近接点法
の一種で，中心点と呼ばれるパラメータを未知の最適解に近づけること
によって最適値へと収束させる手法である．直感的には，上述の CPの目
的関数に 2次の安定化項を加えた切除平面法と理解できる．
バンドル法では，µの更新の際に以下の 2次計画問題を解く．
BM (decide µj, ∀j ∈ J, r) :
min . r +
1
2h
∥µ− µcp∥
2
s. t. f (t)(µ) ≤ r, ∀t ∈ {1, . . . , T}.
3 バンドル法を用いた分散ラグランジュ緩和プロトコル 33
表 3.1: 各解法の特徴
劣勾配法 （切除平面法） バンドル法
計算コスト 低 （中） 高
反復回数 高 （高/中） 低
最適性の保証 無 （有） 有
ここで，µcp ∈ Rnは所与の中心点，hは正の実数値制御パラメータであ
る．BMの最適値を r∗2とおく．
BMの目的関数は狭義凸関数であるため，解の一意性が保証される．
従って，分散環境において各エージェントが任意のソルバーを使ったと
しても，同じ計算結果を得ることができる．
3.2.3 解法の比較
表 3.1に，各解法の特徴を示す．劣勾配法は，ベクトルを更新するだけ
なので計算量はO(d)である．切除平面法は線形計画問題を解くが，これ
は多項式時間で解ける．バンドル法は 2次計画問題を解くので，切除平
面法より計算コストがかかる．
一方，反復回数は劣勾配法，切除平面法は収束するまでに非常に多く
の反復を要するのに対し，バンドル法はそれらに比べて少ない反復回数
で収束することが報告されている．
また，劣勾配法はラグランジュ双対問題が収束したかどうか最適性の
保証ができないのに対し，切除平面法とバンドル法は最適性の保証が可
能であるのが大きな違いである．
3.3 プロトコル
バンドル法は，µを更新するために必ず大域情報が必要だが，序盤のラウ
ンドにおいては大域情報が全エージェントには行き渡ってはいない．従っ
て，常にバンドル法によって µを更新する場合，序盤のラウンドでは常
に同じ切除平面によって BMを解くことになり，µは同じ値となってし
まう．この間，事実上プロトコルは µの更新を行わないということにな
り無駄となる．そこで，切除平面が更新されるようになるまで従来の劣
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勾配法で更新することによってプロトコルの遅延を防ぎ，最適値の効率
的な探索を可能とした．
中心点 µcpを更新するかどうかを判定するパラメータとして κ ∈ (0, 1)
を用いる．µcpが更新される場合をシリアスステップ，更新されない場合
をヌルステップと呼ぶ．シリアスステップの場合，次のラウンドで求ま
るL(µ)の値は必ず改善する．一方，ヌルステップの場合，次のラウンド
で求まるL(µ)の値が改善するとは限らないが，解の振動を抑える働きが
ある．
また，δ ∈ R+を終了条件に対する許容誤差とする．すなわち，δ = 0
の場合は真の最適値を得ることができる．
ラグランジュ乗数の更新にバンドル法を用いたBDisLRPのプロトコル
は，次の通りである．
Step 0: 初期化 各エージェント iが，パラメータ tを 1，パラメータh, κ, δ
のそれぞれについて共通する適当な値，ラグランジュ乗数ベクトル
µ(1) = µcpの要素を全て 0で初期化する．
Step 1: 部分問題の求解 現在の πi(µ(t))の値のもとで，各エージェント i
は，LGMP i(πi(µ(t)))を 0-1ナップサック問題に対する任意の厳密
解法を用いて最適解 x(t)ij を求める．
Step 2: 近傍通信 各エージェント iは，Step 1で求めた x(t)ij を各自の近傍
Niに送る．
Step 2′: 大域情報の収集 各エージェント iは，LI(t)i をメッセージとして
生成木上の各自の近傍 Siに送る．また，各エージェント iは，生成
木上の近傍であるエージェント k′ ∈ Siから送られてきたメッセー
ジを，エージェント k′以外の生成木上の近傍，すなわちSi \ {k′}に
転送する．
Step 3: 劣勾配の計算 各エージェント iは，自身の最適解及び近傍から送
られてきた最適解を基に劣勾配ベクトル ρi(g(µ(t)))を計算する．も
し，全ての劣勾配 gj(µ(t))が 0ならば，命題 3より最適解が得られ
ているため終了する．
Step 4 もしMyMaxHopi及びMaxHopが求まっていない場合，Step 4S
へ進む．それ以外は Step 4B.1へ進む．
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Step 4B.1: バンドル法による µ(t)の更新 t′を ti+MyMaxHop−MyMaxHopi
とする．各エージェント iは t′までの大域情報を用いて BMを解
き，r∗2, µ(t+1)を求める．
Step 4B.2: バンドル法の停止条件 δ′ ← L(µcp) − r∗2 とする．もし δ′ ≤ δ
なら，ラグランジュ双対問題の最適解が得られているとみなして，
プロトコルを終了する．
Step 4B.3: 中心点の更新 もし L(µcp) − L(µ(t′)) ≥ κδ′なら，µcp ← µ(t′)
とする．t← t+ 1として，Step 1へ戻る．
Step 4S:劣勾配法による µ(t)の更新 ラグランジュ乗数ベクトルをステッ
プ長 1の劣勾配法によって µ(t+1)に更新し，t← t+1として Step 1
へ戻る．
Step 2′では，各エージェント iはLI(t)i として{πi(µ(t)), Li(πi(µ(t))), ρi(g(µ(t)))}
を送信する．
Step 4B.2は，DisLRPの新しい停止条件である．バンドル法は上界値
が最適値に収束したかどうかを判定できるため，BDisLRPではラグラン
ジュ双対問題の最適値を得られた時点で終了する．ここで，原問題の最
適値とラグランジュ双対問題の最適値との間には整数性ギャップが生じる
可能性があるため，両者の値は必ずしも同じであるとは限らないことに
注意されたい．
Step 4Sは，劣勾配法によってラグランジュ乗数を更新するためのステッ
プである．
3.4 実験
BDisLRPの性能を評価するため，2種類の実験を行った．
1つ目の実験は，Dantzig-Wolfe分解を用いた定式化である一般化相互
割当問題 (GMAP: Generalized Mutual Assignment Problem)の問題例を用
いて，上界値を求める最新のプロトコルである ADisLRPとの比較実験，
及び大域情報収集による時間遅れの影響を評価する比較，評価を行った．
2つ目の実験は，ラグランジュ分解を用いた定式化である重み付き最大充
足化問題 (WMax-SAT Problem: Weighted Maximum Satisfiabilit Problem)
の問題例を用いて，制約式の分割の仕方による上界値の質の影響につい
て比較，評価を行った．
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3.4.1 一般化相互割当問題の問題例を用いた実験
本節では，Dantzig-Wolfe分解を用いた定式化であるGMAPの問題例を
用いた実験結果を示す．GMAPは最大化問題であるため，BDisLRPが導
出するのは上界値である．
実験の目的は，本研究で提案したBDisLRPと上界値を求めることに特化
した最新のプロトコルである適応的な価格更新を用いたDisLRP (ADisLRP:
Adaptive DisLRP)と比較，評価すること，及び大域情報収集による時間
遅れの影響を評価することである．
問題例は，OR-Library[Beasley]に掲載されているGAPのベンチマーク
問題例の中から，最適値が判明していない問題例を含み，問題例の規模
が大きいカテゴリー d及び eを使用した．なお，カテゴリー d及び eの問
題例は全て最小化問題である．従って，目的関数に−1を乗じて等価な最
大化問題に変換して実験を行った．
実験は，デスクトップPC（Core i7-2600K 3.40GHz，メモリ12GB，Win-
dows 7 Professional）上のシミュレータで実施した．また，BDisLRP及び
ADisLRPは Javaで実装し，JDK 1.8.0-25によってコンパイルした．各エー
ジェントのナップサック問題及びバンドル法の 2次計画問題を解くソル
バーには，IBM ILOG CPLEX 12.6.0を使用した．
全ての実験において，問題例のサイズや構造に依存した BDisLRPの
パラメータ設定は困難だったため，予備実験により様々なパラメータを
検討した結果，全体的に良い実験結果の傾向を示したパラメータ（h =
128, κ = 0.1, δ = 10−6）を使用した．
プロトコルの停止条件は BDisLRPと ADisLRPで少し異なる．まず，
BDisLRP及びADisLRP共通の終了条件を設けるため，実行時間の上限を
30分 (1800秒)とした．BDisLRPは，ラグランジュ双対問題の最適値（原
問題の最小の上界値）が得られたかどうかが判定できるため，ラグラン
ジュ双対問題の最適値が得られた時点で終了する 1．一方，ADisLRPは
ラグランジュ双対問題の最適値が得られたかどうかが判定できないため，
劣勾配法のパラメータ πが最終的に π < 10−6となった時点で終了する．
なお，πは [Hirayama 09]の設定に従い，初期値を 2とし，各ラウンドま
での最小の上界値 ubが 100ラウンド連続で更新されなければ，πの値を
1/2倍するものとする．
評価指標には，プロトコルがいずれかの停止条件で停止した時に得ら
1ラグランジュ双対問題の最適値が原問題の最適値と一致するとは限らないことに注
意されたい．
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表 3.2: BFSを用いたBDisLRP，DFSを用いたBDisLRP及びBFSを用い
たADisLRPの比較
Instance Opt (Best) Quality of Bounds Round Time [sec]
Bund Bund Adap Bund Bund Adap Bund Bund Adap
BFS DFS BFS BFS DFS BFS BFS DFS BFS
d5100 −6353* 1.0004 1.0005 1.0004 1138 1734 5581 1545 >1800 1487
d5200 −12742* 1.0002 1.0005 1.0001 1046 1126 4429 >1800 >1800 >1800
d10100 −6347* 1.0011 1.0024 1.0008 873 1530 4013 >1800 >1800 >1800
d10200 −12430* 1.0010 1.0038 1.0003 727 952 3324 >1800 >1800 >1800
d10400 −24961* 1.0013 1.0079 1.0001 581 709 2828 >1800 >1800 >1800
d15900 −55414 1.0099 1.0556 1.0010 323 457 1532 >1800 >1800 >1800
d20100 −6185* 1.0033 1.0282 1.0014 554 1019 2902 >1800 >1800 >1800
d20200 −12244 1.0045 1.0653 1.0012 489 853 2151 >1800 >1800 >1800
d20400 −24585 1.0084 1.0587 1.0011 370 667 1639 >1800 >1800 >1800
d201600 −97837 1.0475 1.1473 1.0036 227 323 952 >1800 >1800 >1800
d30900 −54868 1.0619 1.2138 1.0096 237 333 937 >1800 >1800 >1800
d40400 −24417 1.0457 1.2823 1.0041 305 440 1045 >1800 >1800 >1800
d401600 −97113 1.2916 1.6146 1.1956 153 196 577 >1800 >1800 >1800
d60900 −54606 1.2304 1.1389 11.8554 154 210 584 >1800 >1800 >1800
d801600 −97052 1.3540 Infinit 12.2139 78 66 383 >1800 >1800 >1800
e5100 −12681* 1.0006 1.0006 1.0006 454 1097 4676 223 325 879
e5200 −24930* 1.0001 1.0001 1.0001 711 992 5534 605 739 1073
e10100 −11577* 1.0007 1.0010 1.0007 913 1607 4243 1727 >1800 1179
e10200 −23307* 1.0003 1.0006 1.0002 854 1364 5153 >1800 >1800 1567
e10400 −45746* 1.0002 1.0010 1.0000 761 899 4498 >1800 >1800 >1800
e15900 −102421* 1.0005 1.0253 1.0000 505 509 2745 >1800 >1800 >1800
e20100 −8436* 1.0009 1.0078 1.0005 629 1235 3271 >1800 >1800 >1800
e20200 −22379* 1.0009 1.0098 1.0001 560 908 3516 >1800 >1800 >1800
e20400 −44877* 1.0010 1.0397 1.0000 481 596 2852 >1800 >1800 >1800
e201600 −180645* 1.0026 1.1427 1.0006 312 352 1581 >1800 >1800 >1800
e30900 −100427* 1.0039 1.3391 18.6980 299 393 1507 >1800 >1800 >1800
e40400 −44561* 1.0039 1.2632 18.6525 332 462 1651 >1800 >1800 >1800
e401600 −178293* 1.0245 1.3830 1.0832 182 269 1001 >1800 >1800 >1800
e60900 −100149* 1.0296 1.2254 18.7544 196 320 1105 >1800 >1800 >1800
e801600 −176820* 1.2031 Infinit 18.7031 71 124 819 >1800 >1800 >1800
れる最小の上界値を用いた．
3.4.1.1 上界値の解の質の比較 実験結果を表 3.2に示す．Opt (Best)は，
集中型解法 [Posta 12]によって得られた問題例の最適値（最適値が判明し
ていない問題例は知られている最良の下界値），Quality of Boundsはプロ
トコルが停止した時点で得られた最小の上界値を最適値（最良の下界値）
で割った上界値の質を表している．太文字の値は，各指標の比較において
もっとも良い値を示している．Infinit と表示されている欄は，制限時間
内に上界値を計算するための局所情報を全て収集できなかったことを表
す．Timeは実行時間を秒で表している．Timeの欄に> 1800と書かれて
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いる場合は，実行時間が制限時間である 30分（1800秒）を超えたことを
意味する．BundはBDisLRP，AdapはADisLRP，BFSは幅優先木，DFS
は深さ優先木をそれぞれ表している．
d5100（5エージェント 100財），e5100（5エージェント 100財），e5200
（5エージェント 200財）及び e10100（10エージェント 100財）の問題例
の場合，BFSを用いたBDisLRPとADisLRPは同じ上界値を得ている．こ
れらの問題例については，BDisLRPは制限時間内にプロトコルが終了し
て最適性を保証できているため，ラグランジュ双対問題の最適値である
という理論的保証を与えているという点で，BDisLRPの方がADisLRPよ
りも優れていると言える．また，e5100と e5200の問題例は，BDisLRP
の方がADisLRPよりもラウンドと実行時間双方の点でより速く求めてい
る．実験結果によると，e5100と e5200の問題例においてADisLRPが最
後に上界値を更新したラウンド数はそれぞれ 4575と 5434である．これ
は，BDisLRPがラグランジュ双対問題の最適値を発見できるので，最適
性が保証された段階でプロトコルを終了できるのに対し，ADisLRPは最
適性が保証できないため，ラウンドと実行時間を無駄に消費してしまっ
ているためである．
ここで，BDisLRPは µの更新のために 2次計画問題を解いていること
に注意されたい．µを更新するための計算量を比較すると，ベクトルの
要素の値を加算もしくは減算するだけのADisLRPに対して，BDisLRPは
2次計画問題を解くため明らかに計算量が大きい．しかし，計算時間は
BDisLRPの方が短いので，2次計画問題を解く効果がそのコストを上回っ
ていると考えられる．
d60900（60エージェント 900財），d201600（20エージェント 1600財），
及び e30900（30エージェント900財）から e801600（80エージェント1600
財）にかけての大きい問題例の場合，BDisLRPは制限時間内でラグラン
ジュ双対問題の最適値を求めることに失敗している．それにも関わらず，
BDisLRPは ADisLRPと同じ実行時間内かつ短いラウンドでより良い上
界値を求めていることが分かる．これは，ADisLRPが良い上界値に収束
する前に解の振動を起こしていることが原因だと考えられる．図 3.1に，
問題例 d60900におけるラウンド数と上界値の関係をプロットしたグラフ
を示す．横軸はラウンド数，縦軸はそのラウンド数において求まった上
界値の質を表す．図 3.1より，BDisLRPでも振動は見られるが，中心点の
更新により振動が小さく抑えられていることが分かる．一方ADisLRPで
は，序盤のラウンドで大きく解の質が低下し，その後も大きな振動を繰
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り返しながらゆっくりと解の質が上昇していることが分かる．
上記で挙げた問題例以外の問題例は，ADisLRPの方がBDisLRPより良
い上界値が得られている．これらの問題例について，BDisLRPは財数が
増えるにつれてラウンド数は減る傾向にある．これは，財数が増えるこ
とによって 2次計画問題の求解時間が長くなってしまったためと考えら
れる．また，d201600（20エージェント 1600財），d30900（30エージェ
ント 900財），d201600（40エージェント 400財），d401600（40エージェ
ント 1600財）の問題例の場合，得られる上界値の質の差が大きいことが
分かる．これらは，最適値が分かっていない問題例であり，問題例の構
造が原因であると考えられる．それ以外の問題例については，得られる
上界値の質の差は 1%未満であり，BDisLRPはADisLRPに比べて十分良
い上界値を得ていると言える．
最後に，通信コストについて考察する．本実験ではシミュレータ上に
プロトコルを実装しており，TCP/IP等のプロトコルを用いた実際の通信
は行っていない．しかし，エージェント同士の局所情報の交換及び転送
は実際に行っており，情報量が大きければその分実行時間も大きくなる．
近傍のエージェントに送らなければならない局所情報の数は，BDisLRP
の方がADisLRPよりも多い．しかし，ラウンド数を比較するとBDisLRP
はADisLRPに比べて少ないので，情報量の大きさが実験の結果に及ぼし
た影響は少ないものと考えられる．
3.4.1.2 大域情報収集による時間遅れの影響 次に，大域情報収集による
時間遅れの影響について考察する．BDisLRP及びADisLRP共に大域情報
を収集するために生成木を用いる．大域情報収集による時間遅れの影響を
評価するため，BDisLRPでは幅優先探索 (BFS)及び深さ優先探索 (DFS)
の両方で実験を行った．なお，ADisLRPは実験結果の知見 [Hirayama 09]
により生成木の形状によって性能が変わらないため，BFSのみで実験を
行った．
BFSを用いたBDisLRPとDFSを用いたBDisLRPを比較すると，全て
の問題例においてBFSを用いたBDisLRPの方がより良い上界値を求めて
おり，DFSの方が大域情報収集による時間遅れの影響が大きいことがわ
かる．これは，DFSがBFSに比べて大域情報が全エージェントに行き渡
るラウンド数が大きく，バンドルの更新が遅いことが原因だと考えられ
る．従って，BDisLRPを使用する場合は，できるだけ木の深さが小さい
生成木を使用することが望ましいと考えられる．
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図3.1:d60900におけるラウンド数と上界値の質
以上より，BFSを⽤いたBDisLRPは財数が⼩さい問題例及びエージェ
ント数，財数共に⼤きな問題例においてADisLRPより良い性能を持つと
⾔える．
3.4.2 重み付き最⼤充⾜化問題の問題例を⽤いた実験
本節では，ラグランジュ分解を⽤いた定式化であるWMax-SATの問題例
を⽤いた実験結果を⺬す．WMax-SATは最⼩化問題であるため，BDisLRP
が導出するのは下界値である．
実験の⽬的は，制約式の分解の仕⽅による下界値の質の影響を⽐較，評
価することである．また，共有変数の割合による下界値の質の変化を⽐
較，評価することである．
BDisLRPの性能を評価するため，3種類の実験を⾏った．WMax-SAT
の下界値を分散環境で導出できる先⾏研究は，筆者の知る限り存在しな
い．しかし，DisLRPは集中環境でも使⽤することが出来るので，本実験
では集中環境で下界値を導出できるMax-SATResolution[Li09]を⽐較対
象とした．全ての実験において，最適値が分かっている問題例に対して
は最適値/下界値，最適値が不明な問題例は現在知られている最も良い⽬
的関数値/下界値で定義される下界値の質で評価する．定義から明らかな
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図 3.2: 節集合（ハイパーグラフ）2分割問題の例
ように，下界値の質は 1.0に近ければ近いほど良い．
部分問題を解く重み付きMax-SATソルバーには akmaxsat[Kugel 10]を
使用した．また，線形計画問題及び 2次計画問題を解くソルバーとして
CPLEX12.4を使用した．実験環境は CPU: Intel Core i7-2600@3.4GHz,
Memory: 8GB, OS: Ubuntu 11.04, Compiler: Java 1.6.0 27である．分割
数は実験 1，2では k ∈ {2, 3, 4, 5, 10}，実験 3では k = 10に固定して実
験を行った．全ての実験において 5分でタイムアウトとし，制限時間内
に得られた最良の下界値を評価に用いた．
3.4.2.1 節集合の分割方法 先行研究において，共有変数が少ないほど
良い質の実行可能解が得られることがわかっている [黒田 09]．従って，共
有変数が少ないほど良い質の下界値も得られることが予想され，どの節
をどの部分問題に割り当てるかが重要な問題となる．
できるだけ少ない共有変数で節集合を k個に分割する問題は，節を頂
点，論理変数をハイパー辺と見なせばハイパーグラフ k分割問題と見な
すことができる．ハイパーグラフ k分割問題とは，いくつかのハイパー辺
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表 3.3: 実験 1：重み付きMax-2SATの結果
分割数 Hypergraph Random Resolution
2 0.9419* 0.8948 0.8069
3 0.9049 0.7704 0.8069
4 0.7686 0.6647 0.8069
5 0.8052 0.7036 0.8069
10 0.7012 0.1966 0.8069
表 3.4: 実験 1：重み付きMax-3SATの結果
分割数 Hypergraph Random Resolution
2 0.4381* 0.3447 0.0000
3 0.1917 0.0268 0.0000
4 0.0195 0.0000 0.0000
5 0.0452 0.0000 0.0000
10 0.0000 0.0000 0.0000
を取り除いて k個の部分ハイパーグラフに分割するとき，取り除くハイ
パー辺の重みを最小化する問題である．この問題を解いた結果取り除か
れた論理変数（ハイパー辺）が共有変数となる．図 3.2に，節集合を 2分
割する例を示す．図 3.2の例題では，例えば論理変数 1のハイパー辺を取
り除けば，2つの部分ハイパーグラフに分割できることが容易に分かる．
本研究ではハイパーグラフ k分割問題を解く手法として，ヒューリス
ティック解法 [Karypis 97]を実装したソフトウェアである hMetisを使用
した．
3.4.2.2 節集合分割の方法による比較 1つ目の実験は，節集合分割の方
法による下界値への影響を評価する．比較対象はランダムに節集合を分
割する方法と，ハイパーグラフ k分割問題で節集合を分割する方法であ
る．それぞれ分割方法で 10回の試行を行い，下界値の質の平均を比較す
る．使用した問題例は，Max-SAT Evaluation 2012で使用されたWMax-
SATRandom部門のMax-2SAT問題1問（100変数1200節）及びMax-3SAT
問題 1問（70変数 700節）である．
表 3.3と表 3.4にそれぞれMax-2SAT問題とMax-3SAT問題の結果を示
す．Hypergraphはハイパーグラフ k分割を，Randomはランダム分割を
それぞれ示している．太字になっている数値は，その分割数において一
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表 3.5: 実験 2：重み付きMax-2SATの結果
分割数 BDisLRP ADisLRP Resolution
2 0.9335 0.9337* 0.7994
3 0.8994 0.8956 0.7994
4 0.7705 0.7638 0.7994
5 0.8138 0.8064 0.7994
10 0.7070 0.6984 0.7994
表 3.6: 実験 2：重み付きMax-3SATの結果
分割数 BDisLRP ADisLRP Resolution
2 0.6054* 0.5949 0.0000
3 0.3420 0.3113 0.0000
4 0.0902 0.0334 0.0000
5 0.1105 0.0364 0.0000
10 0.0068 0.0000 0.0000
番良い下界値の質が得られていることを示す．また，*がついている数値
はその表の中で最も良い下界の質の平均を示す（表 3.8を除く）．なお，
Max-SAT Resolutionも分割数毎に表示しているが，Max-SAT Resolution
は分割数に影響されないことに注意されたい．
表 3.3と表 3.4より，全ての分割数でハイパーグラフ k分割の方がラン
ダムより同じかより良い下界値の質が得られていることが分かる．Max-
2SAT問題の場合，分割数が 4を超えるとMax-SAT Resolutionよりも下界
値の質が悪くなる．これは，部分問題が保持する節数が少なくなること
によって部分問題の最適値が低くなることが原因だと考えられる．
この結果より，以降の実験では全てハイパーグラフ k分割問題で節集
合を分割する方法を採用する．
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表 3.7: 実験 2:重み付きMax-3SATにおける問題例別の結果
分割数 2 3 4 5 10 -
Instance Bund Adap Bund Adap Bund Adap Bund Adap Bund Adap Res
C700 0 0.4627 0.4505 0.1641 0.1531 0.0199 0.0000 0.0443 0.0000 0.0000 0.0000 0.0000
C700 1 0.5453 0.5367 0.2578 0.2124 0.0000 0.0000 0.0443 0.0000 0.0000 0.0000 0.0000
C700 2 0.4483 0.4258 0.2307 0.2103 0.0000 0.0000 0.0544 0.0000 0.0000 0.0000 0.0000
C700 3 0.5683 0.5599 0.2751 0.2383 0.0121 0.0000 0.0450 0.0000 0.0000 0.0000 0.0000
C700 4 0.4897 0.4684 0.2597 0.2170 0.0000 0.0000 0.0304 0.0000 0.0000 0.0000 0.0000
C700 5 0.5024 0.4866 0.2356 0.1657 0.0000 0.0000 0.0323 0.0000 0.0000 0.0000 0.0000
C700 6 0.5341 0.5044 0.2013 0.1370 0.0000 0.0000 0.0658 0.0000 0.0000 0.0000 0.0000
C700 7 0.4832 0.4721 0.2507 0.2091 0.0431 0.0000 0.0713 0.0000 0.0000 0.0000 0.0000
C700 8 0.6875 0.6752 0.2981 0.2160 0.0377 0.0000 0.0656 0.0000 0.0000 0.0000 0.0000
C700 9 0.5070 0.4889 0.2206 0.1646 0.0887 0.0000 0.0456 0.0000 0.0000 0.0000 0.0000
C800 0 0.5784 0.5622 0.3008 0.2745 0.0485 0.0000 0.0645 0.0000 0.0009 0.0000 0.0000
C800 1 0.5905 0.5764 0.2955 0.2580 0.0422 0.0000 0.1195 0.0145 0.0000 0.0000 0.0000
C800 2 0.6041 0.5909 0.3569 0.3089 0.0246 0.0000 0.1051 0.0000 0.0000 0.0000 0.0000
C800 3 0.7106 0.6953 0.3949 0.3655 0.0580 0.0000 0.1121 0.0149 0.0000 0.0000 0.0000
C800 4 0.6016 0.5992 0.2913 0.2590 0.0055 0.0000 0.0865 0.0000 0.0000 0.0000 0.0000
C800 5 0.6071 0.6000 0.3264 0.3080 0.1188 0.0240 0.0850 0.0000 0.0000 0.0000 0.0000
C800 6 0.5585 0.5414 0.3237 0.2765 0.1053 0.0074 0.0895 0.0000 0.0000 0.0000 0.0000
C800 7 0.5899 0.5692 0.3100 0.2901 0.0764 0.0000 0.0923 0.0136 0.0000 0.0000 0.0000
C800 8 0.6395 0.6303 0.3592 0.3173 0.0761 0.0000 0.1068 0.0000 0.0000 0.0000 0.0000
C800 9 0.5979 0.5801 0.3217 0.2966 0.0789 0.0000 0.1389 0.0666 0.0000 0.0000 0.0000
C900 0 0.6265 0.6163 0.3661 0.3493 0.0694 0.0000 0.1421 0.0382 0.0003 0.0000 0.0000
C900 1 0.6108 0.6091 0.3405 0.3283 0.0845 0.0000 0.0313 0.0680 0.0000 0.0000 0.0000
C900 2 0.6256 0.6196 0.3374 0.3071 0.0744 0.0000 0.1456 0.0980 0.0001 0.0000 0.0000
C900 3 0.6623 0.6621 0.3830 0.3642 0.1004 0.0000 0.0491 0.0491 0.0000 0.0000 0.0000
C900 4 0.6021 0.5936 0.3369 0.3025 0.0935 0.0000 0.1067 0.0420 0.0000 0.0000 0.0000
C900 5 0.6354 0.6287 0.3840 0.3585 0.0879 0.0000 0.1703 0.0439 0.0007 0.0000 0.0000
C900 6 0.6411 0.6372 0.3350 0.2961 0.1976 0.1521 0.1604 0.0230 0.0171 0.0000 0.0000
C900 7 0.6043 0.5894 0.3536 0.3268 0.0761 0.0000 0.1163 0.0155 0.0008 0.0000 0.0000
C900 8 0.6070 0.6030 0.3560 0.3206 0.0964 0.0000 0.1148 0.0112 0.0078 0.0000 0.0000
C900 9 0.6155 0.6147 0.3471 0.3227 0.1549 0.0942 0.1241 0.0544 0.0000 0.0000 0.0000
1000 0 0.6627 0.6522 0.4589 0.4432 0.1464 0.0773 0.1379 0.1031 0.0142 0.0000 0.0000
1000 1 0.6964 0.6873 0.4455 0.4315 0.1480 0.0276 0.1979 0.1152 0.0198 0.0000 0.0000
1000 2 0.6213 0.6242 0.4152 0.3995 0.1225 0.0000 0.1270 0.0332 0.0281 0.0000 0.0000
1000 3 0.6367 0.6337 0.4263 0.4064 0.1755 0.1281 0.1862 0.1205 0.0265 0.0000 0.0000
1000 4 0.6578 0.6549 0.4173 0.3914 0.1579 0.1357 0.1402 0.0248 0.0278 0.0000 0.0000
1000 5 0.7045 0.6975 0.4618 0.4468 0.1477 0.0244 0.1946 0.1024 0.0324 0.0000 0.0000
1000 6 0.6474 0.6453 0.4199 0.3932 0.2656 0.2324 0.1952 0.0924 0.0256 0.0000 0.0000
1000 7 0.7024 0.7002 0.4868 0.4733 0.1649 0.0804 0.2149 0.1226 0.0220 0.0000 0.0000
1000 8 0.7328 0.7289 0.4931 0.4780 0.1501 0.1082 0.2119 0.1453 0.0311 0.0000 0.0000
1000 9 0.6159 0.6035 0.4413 0.4330 0.2594 0.2426 0.1560 0.0442 0.0159 0.0000 0.0000
3.4.2.3 下界値の解の質の比較 2つ目の実験は，下界値の解の質の比
較を行う．比較対象は BDisLRP，ADisLRP及びMax-SAT Resolutionで
ある．実験の環境を統一するため，各問題例における節集合分割の構造
（部分問題）は同一とした．各手法において 1回の試行を行い，下界値の
質の平均を比較する．問題例はMax-SAT Evaluation 2012で使用された
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表 3.8: 実験 3の結果
割合 BDisLRP ADisLRP Resolution
0.1 0.9629 0.9539 0.0004
0.2 0.8561 0.8355 0.0017
0.3 0.7444 0.7163 0.0045
WMax-SATRandom部門の問題例全 141問を使用した．なお，問題例の内
訳はMax-2SAT問題が 121問，Max-3SAT問題が 40問である．
表 3.5と表 3.6にそれぞれMax-2SAT問題とMax-3SAT問題の結果を示
す．また，表 3.7は問題例別の結果であるが，紙面の都合上，Max-3SAT
問題の結果のみを示す．BundがBDisLRPを，AdapがADisLRPを，Res
がMax-SAT Resolutionをそれぞれ示している．
Max-2SAT問題の問題例では，分割数 2を除いてBDisLRPの下界値の
質の平均がADisLRPのそれを上回ったが，差は僅かである．Max-3SAT
問題の問題例では，1000 2の問題例を除いて，分割数においてBDisLRP
がADisLRP及びResolutionを上回った．また，分割数が小さいほど差が
小さくなる傾向は両方のカテゴリで同じであった．
3.4.2.4 共有変数の割合による比較 [黒田 09]の方法に倣い，共有変数
の割合に関する性能の比較を行う．共有変数の割合とは，各部分問題に
含まれる論理変数の数に対する共有変数の割合である．今回，部分問題
の数（分割数）を 10で固定し，全ての共有変数は全ての部分問題が保持
するようにした上で，以下のような問題例を新たに作成した．
• 各部分問題に含まれる論理変数の数：50
• 各部分問題に含まれる節の数：500
• 各部分問題の性質：重み付きMax-3SAT（Random）
• 共有変数の割合：{0.1, 0.2, 0.3}
問題例全体としては，455変数 5000節，410変数 5000節，365変数 5000
節というサイズの問題例である．各共有変数の割合につき 10問，合計で
30問を作成した．
表 3.8に結果を示す．割合は共有変数の割合を示している．
表 3.8より，全ての共有変数の割合において BDisLRPの下界値の質の
平均が ADisLRP及び Resolutionのそれを上回ることがわかった．また，
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共有変数の割合が小さくなるほど得られる下界値の質が良くなることも
わかった．
特筆すべきなのは，構造を持たない Randomな重み付きMax-3SAT問
題ではそれほど良い下界値の質が得られなかったのに対し，構造を持っ
た問題例では非常に良い下界値の質が得られたことである．
3.5 本節のまとめと今後の課題
バンドル法を用いた分散ラグランジュ緩和プロトコルであるBundle DisLRP
(BDisLRP: Bundle DisLRP)を提案した．無制約凸関数最適化の手法であ
るバンドル法と分散環境で上界値を求めることが出来るDisLRPを組み合
わせ，バンドル法が分散環境でも適用可能であることを示した．
一般化相互割当問題 (GMAP)と重み付き最大充足化問題 (WMax-SAT)
の 2つの問題で実験を行い，比較，評価した．まず，GMAPの問題例を
使用した実験では，エージェント数，財数共に大きな問題例において，劣
勾配法を用いた既存のDisLRPであるAdaptive DisLRP (ADisLRP)よりも
良い上界値がより速く求まることが分かった．また，BDisLRPは大域情
報の収集に使用する生成木の形状に性能が依存し，木の深さが小さい生
成木の方が性能が良いことが分かった．
次に，WMax-SATの問題例を使用した実験では，問題の種類や構造及
び節集合の分割数に依存するものの，BDisLRPの方がADisLRPに比べて
良い質の下界値を得られることが分かった．また，共有変数が少ないほ
ど良い質の下界値が得られることが分かった．
BDisLRPは生成木の形状に性能が依存するが，ADisLRPは依存しない
ことが示されている．今後，劣勾配法とバンドル法を組み合わせたハイ
ブリッド手法を開発することによって，BDisLRPの性能を向上させたい
と考えている．
バンドル法は，ラグランジュ乗数 µを更新するために 2次計画問題を
用いる．既存のバンドル法では，他にもトラストリージョン法などが提
案されており，それらの手法をBDisLRPに適用することが今後の課題に
挙げられる．
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第4章 過制約な一般化相互割当問題に対
する分散ラグランジュ緩和プロト
コル
4.1 はじめに
近年，マルチエージェントシステムの分野において，分散割当は主要な
問題の一つとなっている．分散割当とは，仕事（ジョブ）もしくは財を
分散環境下でエージェントに割り当てることを指す．分散割当の特徴は，
割当を行うエージェントが複数存在し，互いに独立していることにある．
集中型の割当では，割当を行う特別なエージェント（コーディネータ）が
存在し，全ての仕事や財はコーディネータが一括して管理する．しかし
分散割当では，仕事や財は複数のエージェントが分割して管理し，財の
割当はエージェント間で行われる．
この分野で最も古い例として，契約ネットプロトコル [Smith 90]が挙
げられる．しかし，契約ネットプロトコルは欲張り型探索を行なうため，
一般に割当結果の最適性については何も保証しない．また最近では，マル
チロボットタスク割当 [Dias 06]や分散ターゲット追跡 [Bhatti 09]といっ
た問題が注目されており，問題に特化した様々な解法が提案されている
が，解法間の比較を容易にするためにも問題を明確に定式化して汎用解
法を適用するアプローチに期待する声は大きい．より一般化された問題
としては，分散制約最適化問題 [Modi 05]，分散施設配置問題 [Frank 07]
などがある．しかし，分散制約最適化問題では，その基本的な定式化に
おいて割当問題にとって本質的な資源制約が自然な形で導入されていな
いという問題がある．また，分散施設配置問題は，開設すべき施設およ
びその接続先を同時に決める最適化問題であり，開設コストを考慮でき
る点が重要である．しかし，局所問題が比較的疎な問題になりがちなた
め，効率的な分散型解法を設計することがやや困難だと予想される．
一方，分散環境において，資源制約を陽に扱うことができ，汎用的かつ
明確な定式化をもつ組合せ最適化問題として一般化相互割当問題 (GMAP:
GeneralizedMutual Assignment Problem) [Hirayama 06, Hirayama 07, Hirayama 09]
が提案されている．
GMAPは，財をもつ複数のエージェントが，それぞれの財を系内で相
互に割り当てる—すなわち交換する—際，各エージェントの資源制約を
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満たしつつ系全体の効用和が最大となる割当てを求める分散最大化問題
である．この問題は，財を割り当てられる側に選択の決定権があると考
えれば，系全体の財集合に対し各エージェントの資源制約を満たす最適
な分割を求める，いわゆる資源制約付きの集合分割問題と見なすことが
できる．
従来のGMAPでは，系全体の財集合に対して，エージェントは十分な
資源をもつと暗黙のうちに仮定していた．しかし，現実には，系全体の
財集合に対して，エージェントが十分な資源をもたないような，いわゆ
る過制約な状況もあり得ると考えられる．本研究では，このような過制
約な状況に対処する新たなDisLRPを 2つ提案し，ベンチマーク問題例を
用いた実験によりそれらを比較評価する．
第 1の方法の基本的なアイデアは，資源制約のない（無限の資源をも
つ）仮想的なエージェント（disposalエージェント）を導入し，通常のエー
ジェントに割り当てることができずにあぶれてしまった財は disposalエー
ジェントに割り当てるというものである．この方法では，GMAPの従来
の定式化を基本的に変更しなくて済むため，既存の DisLRPをそのまま
利用することができるというメリットがある．一方，disposalエージェン
トを系に加えて，それに計算をさせ，さらに，通常エージェントと通信
させる必要があるため，追加のコスト負担があるというデメリットがあ
る．しかし，disposalエージェントの挙動は非常に単純なので，他の全
てのエージェントが disposalエージェントの挙動を代替する—すなわち
disposalエージェントを仮想化することが可能である．仮想化することに
よってエージェント数を元の問題と同じにすることができ，追加のコス
ト負担を避けることができる．
一方，第 2の方法は，GMAPの割当制約である「各財はどれか 1エー
ジェントに必ず割り当てられなければならない」を緩和し，「各財は，1
エージェントに割り当てられるか，あるいは，誰にも割り当てられなく
てもよい」とするものである．この方法は，disposalエージェントのよう
な特別なエージェントを導入しなくてすむ反面，従来の定式化を変更す
ることに伴いDisLRPの手続きを一部変更する必要がある．技術的には，
ラグランジュ双対問題が制約付きの問題となるためそれに合わせて双対
空間の探索手続きを変更する必要があること，また，得られた解が最適
解か否かをチェックするための条件を追加する必要があることの 2点が挙
げられる．
GMAPを解く従来のプロトコルでは，問題が実行可能である，すなわ
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ち，割当制約とナップサック制約をすべて満たすような決定変数への 0ま
たは 1の値の割当てが存在すると仮定されていた．しかし，現実には，系
全体の財集合に対して，エージェントの資源が十分ではなく，すべての
割当制約とナップサック制約を満たすことができない，いわゆる過制約
な状況もあり得ると考えられる．本研究では，このような過制約な状況
に対処する方法を 2つ提案する．
4.2 disposalエージェントを用いたDisLRP
第 1の方法の基本的なアイデアは，資源制約のない（無限の資源をもつ）
仮想的なエージェント（disposalエージェント）を導入し，通常のエージェ
ントに割り当てることができずにあぶれてしまった財は disposalエージェ
ントに割り当てるというものである．
4.2.1 定式化
定式化にあたって，disposalエージェントを次のように考慮する．
• disposalエージェントが財を得たとしても効用はゼロである．
• 各財は，通常のエージェントと disposalエージェントのうち誰か一
人に必ず割り当てられる．
• disposalエージェントにはナップサック制約がない．
以上を踏まえて，disposalエージェントの識別子を d /∈ Aとすれば，系全
体の問題は，
GAP ′ (decide xij, ∀i ∈ A ∪ {d}, ∀j ∈ J) :
max.
∑
i∈A
∑
j∈J
pijxij
s. t.
∑
i∈A∪{d}
xij = 1, ∀j ∈ J, (4.1)
∑
j∈J
wijxij ≤ ci, ∀i ∈ A,
xij ∈ {0, 1}, ∀i ∈ A ∪ {d}, ∀j ∈ J,
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と記述できる．前節のGAPとの違いは，全ての割当制約に対してdisposal
エージェントの決定変数 xdjが追加されたことである.
この問題 GAP ′に対し，割当制約 (4.1)を緩和したラグランジュ緩和問
題は次のようになる．
L′(µ) = max.
∑
i∈A
∑
j∈J
pijxij
+
∑
j∈J
µj

1− ∑
i∈A∪{d}
xij


s. t.
∑
j∈J
wijxij ≤ ci, ∀i ∈ A,
xij ∈ {0, 1}, ∀i ∈ A ∪ {d}, ∀j ∈ J.
2.2.2.3節と同様に，µに対する任意の値のもとで，L′(µ)は原問題である
GAP ′の最適値の上界となるため，その上界値を最小化するµを求めるラ
グランジュ双対問題は
min. L′(µ),
という n次元実ベクトル空間上の無制約最小化問題となる．
一方，L′(µ)を与える最大化問題は，通常のエージェント iに関するナッ
プサック問題
L′i(µ) = max.
∑
j∈J
(pij − µj)xij
s. t.
∑
j∈J
wijxij ≤ ci,
xij ∈ {0, 1}, ∀j ∈ J,
disposalエージェントに関する最大化問題
L′d(µ) = max.
∑
j∈J
(−µj)xdj (4.2)
s. t. xdj ∈ {0, 1}, ∀j ∈ J, (4.3)
および，ラグランジュ乗数のみからなる項
L′const(µ) =
∑
j∈J
µj,
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に分解することができる．従って，先のラグランジュ双対問題は，
min.
∑
i∈A
L′i(µ) + L
′
d(µ) + L
′
const(µ),
となる．2.2.2.3節との違いは，GAP ′を各エージェントに分解するとき，
disposalエージェントに関する最大化問題L′d(µ)が追加されている点にあ
る．提案する解法では，disposalエージェントを含む各エージェントがこ
の（分解された）ラグランジュ双対問題を局所通信のみを用いて解く．
4.2.1.1 disposalエージェントの仮想化 disposalエージェントを用いた
DisLRPでは，disposalエージェントという特殊なエージェントを追加す
るため，エージェント数が元の問題より一つ増加する．これにより通信
コストが増大するデメリットが考えられる．しかし，disposalエージェン
トの目的関数 (4.2)および制約条件 (4.3)によれば，−µj ≥ 0，すなわち
µj ≤ 0のときに disposalエージェントが財 jを選ぶことは明らかである．
そこで，disposalエージェントの振るまいを通常エージェントが代替する
ことによって disposalエージェントを仮想化し，エージェント数を元の問
題と同一にすることで，通信コストの増大というデメリットを回避するこ
とができる．また，新たに通常エージェントが負担する計算量はO(|J |)
であり，多項式時間で終了する．これはナップサック問題の計算量に比
べてはるかに小さいので，ほとんど無視して良い．
具体的な仮想化の方法については，次に述べる．
4.2.2 解法とラグランジュヒューリスティック
本解法の基本的な手続きは以下の通りである．
Step 1 全エージェントがラグランジュ乗数ベクトル µの値を 0で初期化
する．
Step 2 現在の µの値のもとで，disposalエージェント以外の各エージェ
ント i ∈ Aはそれぞれのナップサック問題を解いてL′i(µ)を求める．
それぞれの問題を解いて得た結果を，原問題 GAP ′における割当制
約を通じて関連するエージェントに送信する．このとき，ラグラン
ジュ乗数µjが負の財は disposalエージェントに選ばれているものと
して全エージェントが扱う．
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Step 3 原問題の割当制約がすべて満たされていれば最適解が得られてい
るため終了する．
Step 4 上界値と下界値を求める．また，これまでに得られた最小の上界
値BestUBと最大の下界値BestLBを求め，両者が一致すれば最適解
が得られているため終了する．
Step 5 各財jに対するラグランジュ乗数µjを劣勾配法 [Reeves 97][Yagiura 07]
を用いて更新し，Step 2へ戻る．
この手続きでは，エージェントは Step 1で初期化したのち Step 2から
Step 5の手順を繰り返す．以下，この 1回の繰り返しをラウンドと呼び，
処理の 1単位と見なす．
Step 2で，前節で述べた disposalエージェントの仮想化を行う．disposal
エージェントが財を選ぶかどうかの判定は，全エージェントで共通の値
を持つラグランジュ乗数ベクトル µを用いているので，disposalエージェ
ントの解がエージェントによって異なるということは起こらない．
また，Step 3から Step 5の計算には本来，BestUBおよびBestLBという
系全体の大域情報が必要である．そのためには，系全体をモニターする
特別なエージェントを利用することが簡単だが，そのようなエージェント
は処理のボトルネックになり得ることから，本研究では，[Hirayama 09]
の方法に従い，生成木を用いてそれぞれのエージェントが必要な大域情
報を収集するものとする．なお，大域情報を収集するために発生するメッ
セージ数は，1ラウンドあたりO(|A|)である．
Step 4の上界値はL′(µ)であり，Step 2で各エージェントが求めた最適
値の和より計算できる．一方，下界値は，Step 2で各エージェントが求め
た最適解から原問題 GAP ′の実行可能解を構成し，その目的関数値を計
算して求める．なお，実行可能解の構成方法は次の通りである．すなわ
ち，Step 2で各エージェントが求めた最適解において，
• 1エージェントにのみ選択されている財は，そのエージェントへ割
り当てる．
• 2エージェント以上に選択されている財は，その財を選択したエー
ジェントのうち最も効用の大きいエージェントへ割り当てる．
• どのエージェントにも選択されていない財は，disposalエージェン
トへ割り当てる．
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Step 5において，ラグランジュ乗数 µjを更新する際には劣勾配法を用
いる．劣勾配法では，エージェントがラウンド tにおける各財 jの劣勾配
g
(t)
j ← 1−
∑
i∈A∪{d}
xij
を求め，次の更新規則により，ラグランジュ乗数 µjを更新する．
µ
(t+1)
j ← µ
(t)
j −
π(t)(BestUB(t) − BestLB(t))g(t)j∑
j∈J(g
(t)
j )
2
.
πは制御パラメータであり，初期値は 2で，BestUBとBestLBの両方が 30
ラウンド連続して更新されなければ半減される．
4.3 不等式制約緩和に基づくDisLRP
もう一つの方法は，GMAPの割当制約である「各財はどれか 1エージェ
ントに必ず割り当てられなければならない」を緩和し，「各財は，1エー
ジェントに割り当てられるか，あるいは，誰にも割り当てられなくても
よい」とするものである．
4.3.1 定式化
系全体の問題は次のような整数計画問題となる．
GAP ′′ (decide xij, ∀i ∈ A, ∀j ∈ J) :
max.
∑
i∈A
∑
j∈J
pijxij (4.4)
s. t.
∑
i∈A
xij ≤ 1, ∀j ∈ J, (4.5)
∑
j∈J
wijxij ≤ ci, ∀i ∈ A, (4.6)
xij ∈ {0, 1}, ∀i ∈ A, ∀j ∈ J. (4.7)
2.2.2.3節のPGMPDW との違いは，PGMPDW では割当制約が等式制約となる
が，GAP ′′ではそれが不等式制約となる点である．
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次に，GAP ′′に対して割当制約 (4.5)を緩和すると
L′′(µ) = max.
∑
i∈A
∑
j∈J
pijxij +
∑
j∈J
µj
(
1−
∑
i∈A
xij
)
s. t.
∑
j∈J
wijxij ≤ ci, ∀i ∈ A,
xij ∈ {0, 1}, ∀i ∈ A, ∀j ∈ J,
µj ≥ 0, ∀j ∈ J,
というラグランジュ緩和問題が得られる．なお，2.2.2.3節におけるPGMPDW
や前節におけるGAP ′では，各財 jの割当制約は等式であるので，ラグラ
ンジュ乗数 µj は任意の実数を取ることができるが，GAP ′′では，各財 j
の割当制約は不等式なのでそれに対応するラグランジュ乗数 µjには非負
制約が伴う．前節と同様に，L′′(µ)は原問題 GAP ′′の最適値の上界を与
えるため，その上界値を最小化する µを求めるラグランジュ双対問題は
min. L′′(µ) s. t. µj ≥ 0, ∀j ∈ J,
という n次元非負実ベクトル空間上の最小化問題となる．
一方，L′′(µ)を与える最大化問題は，各エージェント iのナップサック
問題
L′′i (µ) = max.
∑
j∈J
(pij − µj)xij
s. t.
∑
j∈J
wijxij ≤ ci,
xij ∈ {0, 1}, ∀j ∈ J,
および，ラグランジュ乗数のみからなる項
L′′const(µ) =
∑
j∈J
µj,
に分解することができる．従って，ラグランジュ双対問題は，
min.
∑
i∈A
L′′i (µ) + L
′′
const(µ)
s. t. µj ≥ 0, ∀j ∈ J,
となる．提案する解法では，各エージェントがこの（分解された）ラグ
ランジュ双対問題を局所通信のみを用いて解く．
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4.3.2 解法とラグランジュヒューリスティック
本解法の基本手続きは以下の通りである．
Step 1 全エージェントがラグランジュ乗数ベクトル µの値を 0で初期化
する．
Step 2 現在のµの値のもとで，各エージェント iはそれぞれのナップサッ
ク問題を解いてL′′i (µ)を求める．それぞれの問題を解いて得た結果
を，原問題GAP ′′における割当制約を通じて関連するエージェント
に送信する．
Step 3 原問題の割当制約をすべて満たし，かつ，
µj(1−
∑
i∈A
xij) = 0, ∀j ∈ J (4.8)
が成立すれば最適解が得られているため終了する．
Step 4 上界値と下界値を求める．また，これまでに得られた最小の上界
値BestUBと最大の下界値BestLBを求め，両者が一致すれば最適解
が得られているため終了する．
Step 5 各財jに対するラグランジュ乗数µjを劣勾配法 [Reeves 97][Yagiura 07]
を用いて更新し，Step 2へ戻る．なお，更新の際，µj ≥ 0を常に満
たすようにする．
以上，本解法は，前節の解法と基本的な流れは同じだが，いくつか特
筆すべき相違がある．
まず，Step 3の終了条件が，前節の解法に比べてより厳しくなっている．
(4.8)式の左辺は，ラグランジュ緩和したときに目的関数へ追加した項を
表している．(4.8)式を満たしていなければ，上界値と下界値が一致せず，
最適解である保証ができない．disposalエージェントを用いたDisLRPで
は，割当制約を満たせば (4.8)式は必ず 0になるので，終了条件に (4.8)式
を加える必要が無い．しかし，不等式制約緩和に基づくDisLRPは，割当
制約を不等式で満たしている制約において µjが 0でない場合があり，そ
の場合 (4.8)式を満たすことができず，最適性を保証できない．よって，
不等式制約緩和に基づくDisLRPは，終了条件に (4.8)式を追加する必要
がある．
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また，Step 4の下界値計算で実行可能解を構成する際に，Step 2で求め
た最適解においてどのエージェントにも選択されていない財は単に無視
すればよい．さらに，Step 5において，ラグランジュ乗数の値が負になら
ないよう，劣勾配法におけるラグランジュ乗数の更新規則を変更する必
要がある．よって本解法では更新規則を以下で置き換える．
g
(t)
j ← 1−
∑
i∈A
xij,
temp ← µ
(t)
j −
π(t)(BestUB(t) − BestLB(t))g(t)j∑
j∈J(g
(t)
j )
2
,
µ
(t+1)
j ← max{temp, 0}.
すなわち，従来の更新規則でラグランジュ乗数の値が負になる場合，強
制的に 0に置き換える．
4.4 実験
4.2節および 4.3節で述べた 2つの解法を実装して実験を行った．過制約
な一般化相互割当問題は本論文で初めて扱う問題であり比較対象が存在
しないため，実験の目的は，BestLB/BestUBで定義される解の質がより速
く 1に収束するのはどちらの解法かを比較することとした．
実験では過制約な問題例を与える必要があるため，OR-Library[Beasley]
に掲載されている一般化割当問題（GAP:Generalized Assignment Problem）
のベンチマーク問題例 60題を加工して使用した．具体的には，各エージェ
ントの資源容量 ciを減らすため ciに係数x ∈ {0.1, 0.2, ..., 0.9}をかけて小
数点以下を切り捨てた数値を求め，1つのベンチマーク問題例に対して 9
個の問題例を新たに作成した．すなわち，全部で 540個の問題例を作成
した．以後，この係数 xを容量係数と呼ぶ．なお，容量係数はエージェン
ト毎に設定することも可能だが，過制約度を 1つのパラメータとして表
現するために，全エージェントの容量係数を同じ値に設定した．
各エージェントのナップサック問題を解くソルバーには，LP-Solve[Eikland]
を用いた．LP-SolveはC言語で書かれた線形計画問題および混合整数計
画問題を解くためのフリーソフトである．今回，2つの解法を実装するに
あたって JAVAを使用し，LP-Solveも JAVAのAPIを使用した．また，実
験環境には，デスクトップ PC（Core i7-870 2.93GHz，4コア 8スレッド，
メモリ 8GB，Windows 7 Professional）を用いた．
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表 4.1: 容量係数毎における解の質の平均及び中央値
Average Median
x Disposal Inequality Disposal Inequality
0.1 0.9996 1.0000 1.0000 1.0000
0.2 0.9998 0.9999 1.0000 1.0000
0.3 0.9992 0.9993 1.0000 1.0000
0.4 0.9993 0.9992 1.0000 1.0000
0.5 0.9935 0.9943 0.9993 1.0000
0.6 0.9919 0.9922 1.0000 1.0000
0.7 0.9886 0.9896 0.9913 0.9900
0.8 0.9878 0.9850 0.9913 0.9870
0.9 0.9882 0.9834 0.9919 0.9838
表 4.1及び表 4.2に，容量係数毎における解の質とラウンド数の平均と
中央値をそれぞれ示す. なお，カットオフラウンドは 10000ラウンドとし，
これを超えても最適値が得られない場合は，そのときの解の質とラウン
ド数をデータとして用いている．表 4.1より，平均値，中央値共に容量係
数が 0.1から 0.4まではほぼ同じであるが，0.5以降にわずかな差が見ら
れる. 表 4.2より，容量係数が 0.1から 0.5までは disposalエージェントを
用いたDisLRPの方が，不等式制約緩和に基づくDisLRPよりも平均値が
高く，0.6以降は大小関係が逆転していることがわかる. また，中央値か
ら，0.5までは disposalエージェントを用いたDisLRPの方が数値が高く，
0.6以降はほぼ同じであることがわかる.
表 4.1及び表 4.2から以上のことが読み取れるが，個々の問題例を比
較すると数値のばらつきが非常に大きかった．また，解の質において，
10−2オーダーまで数値がほぼ一緒なので，有意な差があるかどうかは一
見してわかりづらい．よって，実験結果をより詳細に分析する必要があ
ると判断し，解の質とラウンド数に対してウィルコクソン符号付順位和
検定 [岩崎 06]を実施した．これは，2つの母集団の中央値に有意な差が
あるかどうかを検定するノンパラメトリック手法である．n組のデータ
(x1, y1), ..., (xn, yn)が与えられたとき，対応する 2変数の差を di = xi− yi
とする. diを絶対値の小さい順に並べたときの diの順位を Riとすると，
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表 4.2: 容量係数毎におけるラウンド数の平均及び中央値
Average Median
x Disposal Inequality Disposal Inequality
0.1 199.1833 27.9333 1 1
0.2 1291.3833 613.2000 34 5
0.3 2543.7167 1254.6333 117 13
0.4 2344.9833 1942.4500 259 176
0.5 5685.4000 4599.9000 10000 1423
0.6 5277.1667 5256.5500 5935 6006
0.7 7873.1833 8096.9833 10000 10000
0.8 8084.8667 9673.7833 10000 10000
0.9 7609.7119 10000.0000 10000 10000
統計検定量 Tは，
T =
n∑
i=1
Ri
となる. なお，diが 0の場合はデータから取り除き，diが 0でない同じ
データがある場合は，同順位（タイ）として扱う. 今回扱うデータ量が 50
組以上あるので，検定統計量 T は正規分布N(0, 1)に従うと見なしてよ
い．よってZ値は，
Z =
T −
n(n+ 1)
4√
n(n+ 1)(2n+ 1)− 1
2
∑g
j=1 (tj − 1)tj(tj + 1)
24
となる. ここで gは 0でない |zi|の中でタイが生じたグループ数，tjはそ
のグループ内でタイとなった観測値の個数である.
検定結果を表 4.3に示す．なお，表 4.3に示される中央値は，検定対象
となったデータに対する値である．これより，解の質に対する仮説は棄
却されない，すなわち 2つの解法による解の質に差があるとは言えない
ことがわかる．また，ラウンド数に関しては仮説が棄却されるので，2つ
の解法による収束の速さに差があると言える．検定の対象となったデー
タの中央値とあわせて考えると最終的に，両解法による解の質に差があ
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表 4.3: 全問題例のウィルコクソン符号付順位和検定結果
BestLB/BestUB Round
仮説 2つのデータ系列に差はない
検定統計量 T 67704.5 15658.5
|Z|値 0.3087 3.2182
結論 有意水準 5%で 有意水準 1%で
仮説は棄却されない 仮説は棄却される
中央値
（disposal） 0.9998 285
（不等式緩和制約） 0.9990 174
表 4.4: 容量係数 0.2～0.5の検定結果
BestLB/BestUB Round
仮説 2つのデータ系列に差はない
検定統計量 T 250 3122
|Z|値 3.17479 7.3127
結論 有意水準 1%で 有意水準 1%で
仮説は棄却される 仮説は棄却される
中央値
（disposal） 0.9980 171.5
（不等式緩和制約） 1.0000 64
るとは言えないが，不等式制約緩和に基づくDisLRPの方が速く収束して
いることがわかる．
表 4.1及び表 4.2から得られた知見の正当性を検証するため，データを
容量係数 0.2～0.5と 0.6～0.9の 2つのグループに分け 2，先ほどと同様に
ウィルコクソン符号付順位和検定を実施した．その結果を表 4.4と表 4.5
に示す．表 4.4と表 4.5に示された中央値も，表 4.3と同様，検定対象と
なったデータに対する値である．
表 4.4より，いずれの結果も棄却されるので，2つのデータ系列に差が
あると言える．また表 4.5より，2つの解法による解の質に差があるとは
言えないが，収束の速さには差があると言える．中央値を見ると，容量
2容量係数 0.1の場合は最適値 0の問題例が多かったので除外した．
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表 4.5: 容量係数 0.6～0.9の検定結果
BestLB/BestUB Round
仮説 2つのデータ系列に差はない
検定統計量 T 2937 980
|Z|値 1.9490 2.6479
結論 有意水準 5%で 有意水準 1%で
仮説は棄却されない 仮説は棄却される
中央値
（disposal） 0.9859 455
（不等式緩和制約） 0.9831 1220
係数 0.2～0.5は解の質，ラウンド数のいずれも不等式制約緩和に基づく
DisLRPの方が良く，容量係数 0.6～0.9のラウンド数は disposalエージェ
ントを用いたDisLRPの方が良いことがわかる．よって disposalエージェ
ントを用いたDisLRPは，容量係数の大きい過制約度が比較的低い問題例
に対して，不等式制約緩和に基づくDisLRPは容量係数の小さい過制約度
が比較的高い問題例に対して速く最適値が求められると言える．
不等式制約緩和に基づくDisLRPが過制約度の高い問題例に対して有効
である理由は，以下のように考えられる．まず，割当制約を等式で満た
すことが非常に困難なため，全てのエージェントに選ばれない財が多い
と思われる．そのような財におけるラグランジュ乗数 µjの値は，劣勾配
法で更新しても，非負条件により 0となる場合が多い．よって，不等式
制約緩和の終了条件 (4.8)を容易に満たすことができるため，
早
く収束すると考えられる．逆に，過制約度の低い問題例ではエージェン
トが選ぶ財の重複が増え，終了条件 (4.8)を満たすことがより困難になる
ため，disposalエージェントを用いたDisLRPの方が良くなるものと考え
られる．
4.5 本節のまとめと今後の課題
過制約な一般化相互割当問題において，disposalエージェントを用いた
DisLRPと不等式制約緩和に基づくDisLRPの 2つの手法を提案した．各
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手法の性能面での特徴をまとめると次のようになる．
• disposalエージェントを用いたDisLRP
– 各エージェントの1ラウンドあたりの送信メッセージ数：O(|A|)
– 各エージェントの 1ラウンドあたりの計算量：ナップサック問
題の計算量，および，disposalエージェントの仮想化のための
計算量O(|J |)の総和
– 最適性と収束性：過制約度が比較的低い問題例に対して，不等
式制約緩和に基づくDisLRPと同程度の解により速く収束する．
　
• 不等式制約緩和に基づくDisLRP
– 各エージェントの1ラウンドあたりの送信メッセージ数：O(|A|)
– 各エージェントの 1ラウンドあたりの計算量：ナップサック問
題の計算量
– 最適性と収束性：過制約度が比較的高い問題例に対して，dis-
posalエージェントを用いた DisLRPよりも良い解により速く
収束する．　
ここで留意しなければならないのは，今回提案した手法は過制約な一
般化割当問題に対して適用されるということである．もし過制約でない，
すなわち通常の一般化割当問題の問題例を今回の提案手法で解くと，既
存の手法で解いた最適値及び最適解と異なる結果を出力する可能性があ
る．これは，割当制約を緩和したことによって探索する解空間が広くな
り，結果として最適値及び最適解が変わる可能性があるからである．今
後の課題としては，過制約でない問題例に対しては既存の手法で解いた
ときと同じ最適値及び最適解を出力し，かつ過制約な問題例に対しては
本論文で求めた解を出力することができる手法の開発が挙げられる．
また，今回は選択されなかった財のその後について全く考慮していな
い．通常，選択されなかった財は次の段階で再びエージェントに割り当
てられると考えるのが自然だと思われる．このように，一般化相互割当
問題を多段階の最適化問題に拡張することも今後の課題の一つである．
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第5章 多層一般化相互割当問題に対する
分散ラグランジュ緩和プロトコル
5.1 はじめに
一般化相互割当問題 (GMAP: Generalized Mutual Assignment Problem)は，
古くから組合せ最適化分野において研究されている一般化割当問題 (GAP:
Generalized Assignment Problem)を分散環境へ拡張した問題である [Hirayama 06,
Hirayama 07, Hirayama 09]．GMAPの目的は，効用が最大となる財の割
当てを決定することである．GMAPには 2種類の制約があり，1つ目は
財はただ 1つのエージェントに割り当てられるという割当制約，2つ目は
財が割り当てられる際にエージェントが消費する資源量がエージェント
の資源容量を超えてはならないというナップサック制約である．この問
題は，財を割り当てられる側に選択の決定権があると考えれば，系全体
の財集合に対し各エージェントの資源制約を満たす最適な分割を求める，
いわゆる資源制約付きの集合分割問題と見なすことができる．
従来のGMAPでは，系全体の財集合に対して，エージェントは十分な資
源容量をもつと暗黙のうちに仮定していた．しかし現実には，系全体の財
集合に対して，エージェントが十分な資源容量をもたないような，いわゆ
る過制約な状況もあり得ると考えられる．4章では，このような状況に対
応するために過制約な一般化相互割当問題 (OC-GMAP: Over-Constrained
GMAP)を提案した．この問題は，財を割り当てられる側に選択の決定権
があると考えれば，系全体の財集合に対し各エージェントの資源制約を
満たす最適な詰め込み（パッキング）を求める，いわゆる資源制約付きの
集合パッキング問題と見なすことができる．また，OC-GMAPを解くプ
ロトコルとして disposalエージェントを用いたDisLRP (DisLRP-DA)と，
不等式制約緩和に基づくDisLRP (DisLRP-IBF)の 2つを提案した．基本
的な振る舞いは従来のDisLRPと同じであるが，以下の点で異なる．
DisLRP-DAでは，資源制約のない（無限の資源をもつ）仮想的な dis-
posalエージェントを導入し，通常のエージェントに割り当てることができ
ずにあぶれてしまった財を disposalエージェントに割り当てる．DisLRP-
IBFでは，GMAPの割当制約である「各財は 1エージェントに必ず割り
当てられなければならない」を緩和し，「各財は，1エージェントに割り
当てられるか，あるいは，誰にも割り当てられなくてもよい」とする．
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両プロトコルの基本的なアイディアは，割当制約を緩和する，つまり，
解空間を拡張することによって過制約な問題を扱えるようにすることだ
が，これによって生じる問題点が 2つある．
1点目は，過制約でない問題例の扱いについてである．従来のDisLRP
では，そのような問題例に対し，全ての財をエージェントに割り当てる．
しかし，過制約でない問題例を DisLRP-DA及び DisLRP-IBFで解くと，
全ての財をエージェントに割り当てるとは限らない．なぜなら，ある財
に関してそれを割り当てない方が効用が高いという状況が存在するから
である．
2点目は，従来のDisLRPは最小化問題にも自然に対応可能だが，DisLRP-
DA及びDisLRP-IBFはそうではないという点である．すなわち，DisLRP-
DA及びDisLRP-IBFで最小化問題を解こうとすると，許容領域が緩和さ
れているため最適値が常に 0，すなわち財を割り当てないのが最適解と
なってしまう．
そこで本研究では，GMAPの許容領域にレイヤーという概念を導入し，
これら 2つの問題点に対処できる多層一般化相互割当問題（Multi-layered
GMAP）を新たに提案する．ML-GMAPでは，緩和された割当制約とナッ
プサック制約に加えて，割り当てられない財の数（レイヤー数）を制約
条件に追加した新たな許容領域（レイヤー）を考える．ML-GMAPの目
的は，レイヤー数が最小という条件の下で，効用の総和が最大，もしく
はコストの総和が最小となる財の割当てを求めることである．また，こ
の問題を解く新しい手法を 2つ提案し，ベンチマーク問題例を用いた実
験によりそれらを比較評価する．
1つ目の手法は 2段階最適化手法である．この手法では，ML-GMAPを
2段階の最適化問題として解く．1段階目は，レイヤー数が最小となるレ
イヤーを求める．2段階目は，1段階目で求まった最適なレイヤーに対し
て，全体の効用が最大，もしくはコストが最小となる財の割当を求める．
2つ目の手法はペナルティコスト最適化手法である．この手法は，2段
階最適化手法と異なり，レイヤー数が最小となるレイヤーと，全体の効
用が最大，もしくはコストが最小となる財の割当てを同時に求める．基
本的なアイディアは，割り当てられない財が発生した場合，目的関数に
ペナルティコストがかかるようにする．ペナルティコストを適切な定数
値に設定した場合，求められる最適解は必ずレイヤー数最小のレイヤー
に含まれていることが保証できる．
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5.2 多層一般化相互割当問題
本節では，ML-GMAPで用いる語句を定義し，ML-GMAPの目的を述べる．
5.2.1 定義
ML-GMAPでは，過制約な問題例の許容領域XD及びXIを割り当てら
れない財の数ごとに分割する．ここで，割り当てられない財の数をレイ
ヤー数，分割された許容領域をレイヤーと呼ぶことにする．レイヤーと呼
ぶ理由は，分割された許容領域に対して，割り当てられない財の数で順
位を付けるからである．すなわち，分割された許容領域は階層化される．
まず，レイヤー及びレイヤー数を定義する．
定義 4 l ∈ J ∪ {0}をレイヤー数とし，disposalエージェントを用いた定
式化におけるレイヤー数を，
l =
∑
j∈J
xdj,
不等式制約緩和に基づく定式化におけるレイヤー数を，
l =
∑
j∈J
(
1−
∑
i∈A
xij
)
,
と定義する．集合X lDを，
X lD =
{
xD
∣∣∣∣∣l =
∑
j∈J
xdj, xD ∈ XD
}
,
とし，disposalエージェントを用いた定式化のレイヤーと定義する．また，
集合X lI を，
X lI =
{
x
∣∣∣∣∣l =
∑
j∈J
(
1−
∑
i∈A
xij
)
, x ∈ XI
}
,
とし，不等式制約緩和に基づく定式化のレイヤーと定義する．
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許容領域を分割しているので，s ∈ {D, I}として，
Xs =
n∪
l=0
X ls,
が成り立つ．
なお，X lD及びX lIは空となる場合がある．例えば，過制約な問題例に
おいては必ずX0D = ∅, X0I = X = ∅である．
5.2.2 目的
ML-GMAPの目的は，非空なレイヤーの中でレイヤー数が最小となる
レイヤーを求めこと，また，そのレイヤーにおいてエージェントの効用の
総和が最大，もしくコストが最小となるような財の割当てを求めること
である．以降，非空なレイヤーの中でレイヤー数が最小となるレイヤーを
最適なレイヤーと呼ぶ．また，そのときのレイヤー数を最適なレイヤー
数と呼ぶ．
この目的に従えば，過制約でない問題例をML-GMAPで定式化して解
いたとき，従来のDisLRPと同じ最適値及び最適解を導出できる．まず，
過制約でない問題例においてX0D及びX0I は必ず非空であり，0はレイヤー
数の中で最も小さいので，非空なレイヤーの中でレイヤー数が最小となる
ことが保証されている．次に，レイヤー数 0において，disposalエージェ
ントに関する決定変数 xdj は全て 0となるため，許容領域X0DはX と対
応する．すなわち，通常のエージェントの解ベクトル xについて，同じ
最適値及び最適解を導出する．また，定義 4から明らかにX = X0I であ
るから，同様に同じ最適値及び最適解を導出する．
一方，過制約な問題を最小化問題として従来のDisLRP-DA及びDisLRP-
IBFで解いた場合，常にXnD及びXnI の最適値，すなわち 0が求まる．し
かし，ML-GMAPではレイヤー数が最小のレイヤーが選ばれるため，XnD
及びXnI 以外のレイヤーが全て空でない限り，最適値が 0になることは
ない．
なお，過制約な問題例をML-GMAPで定式化して解いた場合，従来の
DisLRP-DAおよびDisLRP-IBFとは異なる最適値および最適解が得られ
ることになる．
ML-GMAPは最大化問題と最小化問題の両方に対応できるが，紙面の
都合上，以降の節では効用 pijをコストと見なして最小化問題の定式化の
み記述する．
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5.3 ML-GMAPのための2段階最適化手法
本節では，ML-GMAPを解く 1つ目の手法である 2段階最適化手法につ
いて述べる．この手法では，まず最適なレイヤーを求め，その後，最適
なレイヤー内でコストの総和が最小となる財の割当てを求める．
2段階最適化手法におけるML-GMAPを解く手順は以下の通りである．
1. 1段階目として，最適なレイヤーとそのレイヤー数 loptを求め，そ
のレイヤーにおける実行可能解を求める．
2. もし，loptが財の総数 nに一致するなら，コスト最小の財の割当て
は自明なため手順を終了する．
3. もし，loptが nより小さければ，最適なレイヤーにおける全体のコ
ストを最小化する財の割当てを求める 2段階目の最適化問題を解く．
このとき，初期の実行可能解は 1段階目で求まったものを使用する．
5.3.1 1段階目の定式化と解法
1段階目の目的は最適なレイヤーを求めることであるから，定式化は目
的関数をレイヤー数とし，制約式は GAPD又は GAPI と同じにすれば
よい．よって，disposalエージェントを用いた定式化は GAPDの目的関
数を以下の式
lopt = max .−
∑
j∈J
xdj,
に置き換える 3．不等式制約緩和に基づく定式化の場合は GAPI の目的
関数を以下の式
lopt = max .−
∑
j∈J
(
1−
∑
i∈A
xij
)
,
に置き換える．
2.2.2節と同様に割当制約をラグランジュ緩和し，部分問題へ分解する．
分解後の部分問題を表 5.1のDisLRP-DAphase1とDisLRP-IBFphase1の欄に
それぞれ示す．
3
min .
∑
j∈J xdj と表現するのが自然であるが，今後の議論のため最大化問題として
記述している．以降の節も同様である．
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4.2節及び 4.3節の定式化と本節の定式化をそれぞれ比較すると，目的
関数は元の定式化の特殊形であり，制約式は同じである．不等式制約緩
和に基づく定式化に関しては定数項に変化があるが，これは解法に対し
て何ら影響を与えない．従って，1段階目の問題は 4章と同じ解法を用い
て解くことができる．
なお，DisLRPは発見的解法であるため loptが求まる保証は無い．つま
り，この手順だと 1段階目で loptが求まらず 2段階目に移れない可能性が
ある 4．
5.3.2 2段階目の定式化と解法
2段階目の目的は，1段階目で求まった最適なレイヤー内でコストが最
小となる財の割当てを求めることである．従って，まず最大化問題から
最小化問題へと変更する 5．具体的には，目的関数を
max .
∑
i∈A
∑
j∈J
(−pij) xdj
とする．
次に，1段階目で求まった最適なレイヤー数 loptを用いて，GAPDの制
約式に，∑
j∈J
xdj = lopt, (5.1)
GAPIの制約式に，
∑
j∈J
(
1−
∑
i∈A
xij
)
= lopt, (5.2)
をそれぞれ追加する．以後，式 (5.1)及び (5.2)をレイヤー制約と呼ぶ．
分散環境で問題を解くためには問題を分解しなければならないが，2段
階目定式化ではレイヤー制約が新たに追加されている．しかし，式 (5.1)
には disposalエージェントに関する決定変数しか存在しないため，割当制
約をラグランジュ緩和して分解する方法において分解可能性を壊さない．
41段階目では最適なレイヤー数の上界値である lub が求められるので，レイヤー制
約を不等式として 2段階目を解く方法も考えられる．しかし，本論文では後に述べるペ
ナルティコスト最適化手法との比較のため今回は考えない．
5pij を効用とみなして最大化を目的とするならば，この変更をする必要は無い．
多層一般化相互割当問題に対するDisLRP 68
従って，disposalエージェントを用いた定式化では 2.2.2節と同様に割当
制約のみをラグランジュ緩和し，部分問題へ分解すれば良い．一方，不
等式制約緩和に基づく定式化では，式 (5.2)に全ての決定変数が使われて
いるため，分解可能性を壊している．よって，部分問題への分解を行う
ためには割当制約に加えて式 (5.2)を新たにラグランジュ緩和する必要が
ある．
不等式制約緩和に基づく定式化に対して式 (5.2)及び割当制約を緩和す
ると，
max .
∑
i∈A
∑
j∈J
(−pij) xij+
∑
j∈J
µj
(
1−
∑
i∈A
xij
)
+λ
(
1 +
1
lopt − n
∑
i∈A
∑
j∈J
xij
)
s. t.
∑
j∈J
wijxij ≤ ci, ∀i ∈ A,
µj ≥ 0, ∀j ∈ J,
というラグランジュ緩和問題が得られる．λはレイヤー制約に対応する
ラグランジュ乗数である．以降，部分問題への分解は 2.2.2節と同様であ
る．分解後の部分問題を表 5.1のDisLRP-IBFphase2及びDisLRP-DAphase2
の欄に示す．
4.2節及び 4.3節の定式化と本節の定式化を比較する．まず，2段階目の
定式化ではレイヤー制約がそれぞれ追加されたため，許容領域が GAPD
及び GAPIと異なっている．従って，ラグランジュヒューリスティック
を変更する必要がある．不等式制約緩和に基づく定式化では，そのレイ
ヤー制約もラグランジュ緩和されているので，新たに追加された λのた
めに劣勾配法を変更する必要がある．
ラグランジュヒューリスティックは次のように変更する．まず，4章の
解法と同様のラグランジュヒューリスティックを用いて，実行可能解の候
補を作成する．次に，その実行可能解の候補がレイヤー制約を満たして
いるかを調べる．もし満たしていれば実行可能解とし，満たしていなけ
れば候補を破棄し，そのラウンドにおける実行可能解はなしとする 6．
6毎ラウンドにおいて実行可能解が得られるようなラグランジュヒューリスティック
を構成するのが理想であるが，それを実現するためには許容領域の探索が必要となる．
この探索は最悪の場合指数時間となり，全体の処理性能を大きく低下させる恐れがある．
従って，今回はこれ以上の探索を行うことはせず，今後の課題とする．
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不等式制約緩和に基づく定式化における劣勾配法は次のように変更す
る．ラウンド tにおける各財 j及びレイヤー制約の劣勾配を，
g
(t)
j ← 1−
∑
i∈A
xij,
h(t) ← 1 +
1
lopt − n
∑
i∈A
∑
j∈J
pijxij,
また，ステップ長を，
e =
π(BestUB(t) − BestLB(t))
(h(t))2 +
∑
j∈J(g
(t)
j )
2
,
として，次のような更新規則を用いる．
µ
(t+1)
j ← max{µ
(t)
j − e · g
(t)
j , 0}, (5.3)
λ(t+1) ← λ(t) − e · h(t).
不等式制約緩和に基づく定式化の場合，µj ≥ 0でなければならないので，
式 (5.3)によってそれを保証する．
5.4 ML-GMAPのためのペナルティコスト最適化
手法
本節では，ML-GMAPを解くための 2つ目の手法であるペナルティコス
ト最適化手法について述べる．ペナルティコスト最適化手法のアイディ
アを説明するために，以下のような問題を考える．
f(l) = max .
∑
i∈A
∑
j∈J
(−pij) xij − r · l
s. t.
∑
j∈J
xdj = l, (5.4)
∑
i∈A∪{d}
xij = 1, ∀j ∈ J,
∑
j∈J
wijxij ≤ ci, ∀i ∈ A.
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ここで，r ∈ R+はペナルティコストを表す定数である．この定式化は，
割り当てられない財が発生した場合，重み−rが目的関数値にかかるよう
になっている．
ペナルティコスト最適化手法では，lを定数ではなく決定変数と見なす．
しかし，式 (5.4)より，lは同じく決定変数である xdj で表現できるため，
目的関数及び制約式から lを削除することができる．そのときの目的関数
は以下のようになる．
f ∗ = max .
∑
i∈A
∑
j∈J
(−pij) xij − r
∑
j∈J
xdj.
5.4.1 ペナルティコスト rの設定
f ∗が最適なレイヤーにおける最適値であるには，f ∗ = f (lopt)であれ
ば良い．そこで，f ∗ = f (lopt)となるための rの十分条件を求める．
f ∗ = f (lopt)であるためには，loptにおける最適値が他の任意のレイヤー
数における最適値よりも小さければ良い．従って，l′ ∈ {lopt, . . . , n − 1}
として，十分条件は次のように表すことができる．
lopt ̸= nのとき f (lopt) < f (l′) , ∀l′.
lopt = nのとき rの値は任意．
f(l)の最適解を x(l)とする．
b =
∑
i∈A
∑
j∈J
pijx
(lopt)
ij −
∑
i∈A
∑
j∈J
pijx
(l′)
ij
として式変形すると，最終的に十分条件は
r >
b
l′ − lopt
, ∀l′ (5.5)
となる．
この十分条件 (5.5)を満たす rを求めるには全てのレイヤーにおける最
適値が必要となる．しかし，最適値は問題を解く前には知り得ようのな
い情報なので，十分条件 (5.5)を満たす rは事前に計算できない．従って，
これらの最適値を使わない rの十分条件を考える必要がある．
本研究では，次のような十分条件を提案する．
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定理 2
r >
∑
i∈A
∑
j∈J
pij (5.6)
は，f ∗ = f (lopt)であるための十分条件である．
証明　 xij ∈ {0, 1}より，任意の xijで∑
i∈A
∑
j∈J
pij ≥
∑
i∈A
∑
j∈J
pijxij
が成り立つ．従って lopt ̸= nのとき，任意の l′において l′ − lopt ≥ 1だ
から，
b
l′−lopt
≤ b ≤
∑
i∈A
∑
j∈J
pijx
(lopt)
ij ≤
∑
i∈A
∑
j∈J
pij
が成り立つ．つまり，r >∑i∈A∑j∈J pijならば，
r >
∑
i∈A
∑
j∈J
pij ≥
b
l′ − lopt
, ∀l′
が成り立つから，題意は証明された．
なお，rの値は大域情報となるため，[Hirayama 09]の方法に基づき生
成木を用いてそれぞれのエージェントが必要な大域情報を収集するもの
とし，問題を解く前にあらかじめ rを算出しておく．
5.4.2 定式化と解法
ペナルティコスト最適化手法における disposalエージェントを用いた定
式化は，GAPDの目的関数を以下の式
max .
∑
i∈A
∑
j∈J
(−pij) xij − r
∑
j∈J
xdj
に置き換えれば良い．また，不等式制約緩和に基づく定式化は，GAPI
の目的関数を以下の式
max .
∑
i∈A
∑
j∈J
(−pij) xij − r
∑
j∈J
(
1−
∑
i∈A
xij
)
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表 5.1: 既存手法及び提案手法の部分問題別の比較
protocol agent k（制約式は省略） disposal agent（01制約は省略） constant
DisLRP-DA max .
∑
j∈J(pij − µj)xij max .
∑
j∈J (−µj) xdj
∑
j∈J µj
DisLRP-IBF max .
∑
j∈J(pij − µj)xij -
∑
j∈J µj
DisLRP-DAph1 max .
∑
j∈J (−µj) xij max .
∑
j∈J (−1− µj) xdj
∑
j∈J µj
DisLRP-DAph2 max .
∑
j∈J(−pij − µj)xij
max .
∑
j∈J (−µj) xdj
s. t.
∑
j∈J xdj = lopt,
∑
j∈J µj
DisLRP-IBFph1 max .
∑
j∈J(1− µj)xij - −n+
∑
j∈J µj
DisLRP-IBFph2 max .
∑
j∈J
(
−pij − µj +
λ
lopt−n
)
xij -
∑
j∈J µj + λ
DisLRP-DApnt max .
∑
j∈J (−pij − µj) xij max .
∑
j∈J (−r − µj) xdj
∑
j∈J µj
DisLRP-IBFpnt max .
∑
j∈J (−pij + r − µj) xij -
∑
j∈J µj −
∑
j∈J r
に置き換えれば良い．
制約式は元の問題と同じであるから，2.2.2節と同様に割当制約をラ
グランジュ緩和し，部分問題へ分解する．分解後の部分問題を表 5.1の
DisLRP-DApnt及びDisLRP-IBFpntの欄に示す．
4.2節及び 4.3節の定式化と本節の定式化をそれぞれ比較すると，目的
関数は元の定式化の特殊形であり，制約式は同じである．不等式制約緩
和に基づく定式化に関しては定数項に変化があるが，これは解法に対し
て何ら影響を与えない．従って，これらの問題は 4と同じ解法を用いて
解くことができる．
5.5 実験
5.3節及び 5.4節で示した 4つの解法を実装して実験を行った．ML-GMAP
は本論文で初めて扱う問題であり比較対象が存在しないため，評価実験
では提案した 4つの解法の比較のみを扱う．
実験では過制約な状況が含まれた最小化問題の問題例を与える必要が
あるため，OR-Library [Beasley]に掲載されている GAPのベンチマーク
問題例（gapa, gapb, gapc）の 18問を加工して使用した．具体的には，各
エージェントの資源容量 ciを減らすため ciに係数 x ∈ {0.1, 0.2, . . . , 1.0}
をかけて小数点以下を切り捨てた数値を求め，1つのベンチマーク問題例
に対して 10個の問題例を新たに作成した．すなわち，全部で 180個の問
題例を作成した．なお，容量係数はエージェント毎に設定することも可
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表 5.2: 問題例の一覧と rs1と rs2に関する比較
カテゴリ 問題例名 エージェント数 財数 rs1 rs20.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
a c5100-1 5 100 79 136 163 241 129 80 59 44 40 40 4462
a c5200-2 5 200 131 225 168 180 202 74 53 49 39 39 8788
a c10100-3 10 100 38 141 188 71 44 37 30 28 28 28 4706
a c10200-4 10 200 122 236 201 95 55 44 37 33 31 30 9413
a c20100-5 20 100 58 106 110 39 29 26 23 22 20 20 4860
a c20200-6 20 200 32 117 191 45 31 28 26 26 26 26 9669
b c5100-1 5 100 59 104 110 133 174 119 165 174 81 59 4420
b c5200-2 5 200 107 170 243 166 239 206 94 64 55 49 8774
b c10100-3 10 100 26 111 268 131 210 68 55 45 34 28 4679
b c10200-4 10 200 29 90 163 223 285 102 62 47 39 33 9372
b c20100-5 20 100 22 32 171 165 52 38 32 26 22 22 4880
b c20200-6 20 200 24 77 150 392 84 41 29 26 22 21 9710
c c5100-1 5 100 154 119 152 180 228 162 114 75 57 53 4480
c c5200-2 5 200 85 200 222 172 243 187 126 64 55 50 8674
c c10100-3 10 100 35 83 157 154 186 114 69 45 40 35 4649
c c10200-4 10 200 32 136 329 214 364 143 57 44 36 34 9351
c c20100-5 20 100 38 53 89 121 202 63 34 34 26 26 4866
c c20200-6 20 200 30 54 205 242 111 59 42 31 26 22 9716
能だが，過制約度を 1つのパラメータとして表現するために，全エージェ
ントの容量係数を同じ値に設定した．
実験環境には，デスクトップPC（Core i7-870 2.93GHz，4コア 8スレッ
ド，メモリ 8GB，Windows 7 Professional）を用いた．実験は，各手法の
動作を模擬するシミュレータを Java 1.6.0 33で実装し，上記の実験環境
上で行う．各エージェントのナップサック問題を解くソルバーには，整数
計画問題を解く汎用的なソルバーである IBM ILOG CPLEX 12.4を使用
した．なお，ペナルティコスト rの導出や実験の評価のために必要な最
適値も，全て CPLEXを使用して計算した．
5.5.1 ペナルティコスト rの導出
本節では，5.4.1節で示したペナルティコスト rに関する比較を行う．r
は本来，エージェントが通信を行って決定すべき値であるが，本研究で
は通信遅れの影響はあまり無いという実験結果 [Hirayama 09]に基づき，
あらかじめ全エージェントが知っているものとした．
比較のため，十分条件 (5.5)の右辺値に近い値 rs1を，以下の数式を用
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図 5.1: 実験 1の disposalエージェントと不等式制約緩和の比較
いてあらかじめ求めた．
rs1 = 1 +
⌊
max
l′
.
b
l′ − lopt
⌋
.
また，式 (5.6)の右辺値 rs2もあらかじめ計算を行った．その結果を表 5.2
に示す．なお，rs1は容量係数 x毎にその値が変わるため表 5.2では容量
係数毎に示した．また，rs2は元の問題例と実験のために新たに作成した
問題例で変わらないため，元の問題例のみを示した．
表 5.2から，全ての問題例，全ての容量係数において，rs1は rs2より十
分小さいことがわかる．
5.5.2 実験結果と考察
今回，提案手法を評価するため 2種類の実験を行った．
5.5.2.1 最適なレイヤーに関する実験 1つ目の評価は，より多くの問題
例で最適なレイヤーを求められたのはどの解法かを比較することである．
比較対象は，2段階最適化手法1段階目のDisLRP-DAph1及びDisLRP-IBFph1
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図 5.2: 容量係数による比較（disposalエージェント）
とペナルティコスト最適化手法のDisLRP-DApnt及びDisLRP-IBFpntであ
る．なお，ペナルティコスト rは，rs1（グラフ中では r s1と表記），rs2
（グラフ中では r s2と表記），それらよりも十分大きい定数値 100000を
用いた．
実験結果を図 5.1，図 5.2及び図 5.3に示す．これらの図は全て同じ実
験結果から作成されており，図 5.1は disposalエージェントを用いた解
法と不等式制約緩和に基づく解法の比較，図 5.2及び図 5.3はそれぞれ
DisLRP-DAとDisLRP-IBFの容量係数毎の比較となっている．なお，縦
軸は全ての図において最適なレイヤーが求まった問題例の数である．
まず，disposalエージェントを用いた解法と不等式制約緩和に基づく解
法の比較を行う. 図 5.1より，全ての項目において disposalエージェント
を用いた解法の方が良いことがわかる．また，disposalエージェントを用
いた解法において一番良い値を示しているのが r = 100000で，僅差で rs2
であることがわかる．値の小さい rs1では最適なレイヤーが求められた問
題例の数が極端に少なくなっている．これは rの値が小さくなればなる
ほど結果が悪くなることを示唆しており，rs2以上の値を用いる正当性を
与えるものと考えられる．
次に，容量係数による比較を行う．図 5.2と図 5.3より，DisLRP-DAで
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図 5.3: 容量係数による比較（不等式制約緩和）
は，容量係数 0.3から 0.6付近で求まる問題例が少なくなる傾向にあり，
DisLRP-IBFでは容量係数が大きくなるにつれて求まる問題例の数が少な
くなる傾向にある．理由としては，ラグランジュ乗数 µjの探索空間の差
異が挙げられる．µjの値が大きくなれば，その財はエージェントに選ば
れにくくなり，逆に µjの値が小さくなれば，その財はエージェントに選
ばれやすくなる．DisLRP-DAはµjに制約がないため，財の選ばれやすさ
の調整が容易に可能である．一方，DisLRP-IBFは µj に非負制約が伴う
ため，財の選ばれやすさの調整には制限が加わる．µjの値によってラグ
ランジュ緩和解が決まるので，ラグランジュ緩和解を基に作られる実行
可能解は，上記の影響を受けると考えられる．
rs1を用いたペナルティコスト最適化手法では，DisLRP-DAとDisLRP-
IBF共にほぼ同じ値を推移しており，容量係数 0.3以降の数値が非常に悪
いことがわかる．これは，rs1の値が小さいため，たとえ良い目的関数値
を持つ実行可能解が得られたとしても，最適なレイヤーに含まれる実行
可能解の目的関数値と他のレイヤーに含まれる実行可能解の目的関数値
が近いので，他のレイヤーに属する実行可能解が求まってしまうからだ
と考えられる．
全体的な比較をすると，容量係数 0.3から 0.6にかけてどの手法でも最
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図 5.4: コスト最小の割当てに関する実行可能解の質の評価
適なレイヤーが求められた問題例数が少なくなっている．これは，0.3か
ら 0.6が問題例が過制約かどうかの境界であり，実行可能解の数が少なく
なることから，実行可能解を見つけられたとしても更新が難しいからだ
と考えられる．
5.5.2.2 コスト最小の割当てに関する実験 2つ目の評価は，提案手法が
どれだけ良い質の実行可能解を得られたかである．具体的には，問題の
上界値（求められた最良の目的関数値）/最適値で定義される実行可能解
の質が最も良い解法はどれかを比較した．比較対象は，2段階最適化手法
2段階目のDisLRP-DAph2及びDisLRP-IBFph2とペナルティコスト最適化
手法のDisLRP-DApnt及びDisLRP-IBFpntである．なお，2段階目最適化
手法 2段階目は 1段階目において最適なレイヤーが求められた問題例の
みを扱った．また，ペナルティコスト最適化手法では，目的関数のペナル
ティ項を取り除き，コスト pijの項のみで解の質を評価した．実験結果を
図 5.4に示す．縦軸が解の質を表しており，1に近づけば近づくほど良い．
図 5.4より，全てのペナルティコスト rにおいて，平均値においても中
央値においても，DisLRP-IBFの方がDisLRP-DAよりも良い解の質が得
られていることがわかる．また，rの値が小さいほど解の質が良くなる傾
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図 5.5: 全ての解法で最適なレイヤーが求められた問題例 30問の評価
向も読み取れる．
rの値が小さいほど解の質が良くなる理由については，rの値が小さい
方がラグランジュ乗数ベクトルを更新するステップ長が小さくなり，下
界値の収束が速くなると考えられ，下界値を基に計算している上界値も
良くなると考えられる．
図 5.4は，最適なレイヤー数が求まった問題例のみで評価を行っている．
しかし，図 5.1からも分かるように，最適なレイヤー数が求まった問題例
の数は各手法毎に異なる．そこで，rs1のDisLRP-DApntとDisLRP-IBFpnt
を除く 7全ての手法で最適なレイヤーが求められている問題例 30問のみ
を抽出してグラフを作成した．その結果を図 5.5に示す．図 5.5より，全て
の問題例の平均値において，DisLRP-DAの方がDisLRP-IBFよりも良い
解の質が求められていることがわかる．これは図 5.4とは逆の結果になっ
ている．前節でも指摘したとおり，DisLRP-DAでは高い容量係数（0.6か
ら 1.0）においても最適なレイヤー数が求まりやすいが，DisLRP-IBFは
高い容量係数では最適なレイヤー数が求まりにくい．従って，図 5.5で図
5.4と評価が逆転するのは，DisLRP-DAでは主に高い容量係数における
7最適なレイヤーが求まった問題例の数が他の手法に比べて極めて少ないので，評価
から除外した．
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解の質が悪いが，DisLRP-IBFでは最適なレイヤーが求まっていないため
評価から除外された結果，評価が改善されたためだと考えられる．
5.6 本節のまとめと今後の課題
GMAPの従来の定式化と過制約な問題例を扱う定式化の齟齬を解消する
ため，ML-GMAPを新たに提案した．また，ML-GMAPを解く手法とし
て 2段階最適化手法とペナルティコスト最適化手法の 2つを提案し，そ
れぞれにDisLRP-DA及びDisLRP-IBFを適用した．
実験の結果，最適なレイヤーの求解及びコスト最小の割当ての求解共
に，十分大きな rを用いたペナルティコスト最適化手法の disposalエー
ジェントを用いた定式化が最も効果的であるとわかった．しかし，rの値
が大きいとより多くの問題例で最適なレイヤーが求められるが，得られ
る実行可能解の質が悪くなる傾向にある．逆に rの値が小さいと，得ら
れる実行可能解の質は良くなるが，最適なレイヤーを求めにくくなる傾
向があることがわかった．
今後の課題は，より多くの問題例で最適なレイヤーを求められるよう
な実行可能解の改善アルゴリズムの提案が挙げられる．また，ML-GMAP
に対する厳密解法の提案が挙げられる．GMAPやML-GMAPに対する分
散環境の厳密解法はまだ存在しない．分散環境の厳密解法は，集中環境
においてメモリに乗り切らないような大規模な問題例を扱うことができ
るので，有用だと考えられる．
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第6章 増床計画付き患者搬送問題に対す
る分散ラグランジュ緩和プロトコ
ル
6.1 はじめに
前章までは，汎用的な分散最適化問題である一般化相互割当問題 (GMAP:
Generalized Mutual Assignment Problem) の問題点を解消するための新し
い定式化を提案し，組合せ最適化問題を分散環境で解く分散ラグランジュ
緩和プロトコル (DisLRP: Distributed Lagrangian Relaxation Protocol)を用
いて，提案した新しい定式化に対する実行可能解（上界値または下界値）
を求める研究について述べてきた．
本章では，DisLRPを実社会の問題に対して応用することを考える．本
研究の目的は，実社会の問題に対して新しい定式化を提案し，提案した
定式化に対する実行可能解（上界値または下界値）を求めるアルゴリズ
ムをDisLRPに適用して，その有効性を確かめることである．
近年，2011年に発生した東日本大震災や 2014年に発生した御嶽山の噴
火など，各地で記録的な犠牲者や負傷者を出す自然災害が多数発生して
いる．大規模な災害時においては，患者を速やかに病院へと搬送する必
要があるが，どの患者をどの病院に運ぶかを決定する必要がある．この
とき，患者の搬送コスト（時間）はできるだけ小さい方が良いことは明
らかである．また，大規模な災害時においては，現在の病院の病床数で
は足りないほどの負傷者が発生する可能性があるとも考えられる．通常，
病院における病床数は医療法や厚生労働省による省令によって定められ
ており，簡単に増床することはできない．しかし，災害拠点病院と呼ば
れる病院においては，災害時などにおいては特例的に増床することが可
能である．
そこで本研究では，患者の搬送計画と病院の増床計画を同時に考慮する
増床計画付き患者搬送問題 (PTP: Patient Transportation Problem with Bed
Capacity Management)を提案する．この問題の目的は，患者を病院へ搬
送するコストと病院が病床数を増やすためにかかるコストを同時に最小
化することである．
このような問題を解く場合，全ての情報を一カ所に集めて解く集中型
の解法が一般的である．しかし，災害時においては混乱した状況が想定
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されるため，全ての情報を収集することは困難であると考えられる．そ
こで本研究では，全ての情報を送信する必要が無いDisLRPを用いて，定
式化に対する実行可能解を求めるアルゴリズムを提案し，実験によりそ
の性能を評価する．
6.2 増床計画付き患者搬送問題
増床計画付き患者搬送問題 (PTP: Patient Transportation Problem with Bed
Capacity Management)の目的は，患者を病院へ搬送するコストと病院が
病床数を増やすためにかかるコストを同時に最小化することである．本
研究では，病院をエージェントとみなし，病院間で通信を行うことによっ
て患者の割当てを決定する．
6.2.1 定式化
PTPは，Dantzig-Wolfe分解を用いた定式化を用いて，次のように定式
化できる．
min .
∑
h∈H
∑
p∈P
fhpxhp +
∑
h∈H
∑
b∈Bh
ghbyhb
s. t.
∑
h∈H
xhp = 1, ∀p ∈ P, (6.1)
∑
b∈Bh
yhb ≤ 1, ∀h ∈ H, (6.2)
∑
h∈H
xhp ≤ ch +
∑
b∈Bh
byhb, ∀h ∈ H, (6.3)
xhp ∈ {0, 1}, ∀h ∈ H, ∀p ∈ P, (6.4)
yhb ∈ {0, 1}, ∀h ∈ H, ∀b ∈ Bh. (6.5)
ここで，H = {1, . . . ,m}は病院の集合，P = {1, . . . , n}は患者の集合，
Bhは病院 hが増床できる単位病床数の集合である．例えば，病院 hが病
床数を 10ずつ最大 60床まで増床可能なとき，Bh = {0, 10, . . . , 60}とな
る．fhpは病院 hに患者 pを搬送する場合のコスト，ghbは病院 hが病床
数 bを増床する場合のコスト，chは病院 hの当初保有している既定の病床
数である．また，xhpは，病院 hに患者 pが割り当てられる場合は 1，そ
うでない場合は 0に設定される決定変数，yhbは，病院 hが病床数を b増
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床する場合は 1，そうでない場合には 0に設定される決定変数である．問
題の目的は，(6.1)各患者はただ 1つの病院に割り当てられ（割当制約），
(6.2)病院は増床しないか選択可能な増床数のうちいずれか 1つを選択し，
(6.3)病院は受け入れ患者の和が既定病床数と増床数の和を超えてはなら
ない（容量制約）という条件の下で，患者の搬送コストと病院の増床コ
ストの和を最小化することである．
この問題は，式 (6.1)を一般化割当問題 [Savelsbergh 97]における割当
制約，式 (6.3)を容量制約付き施設配置計画 [Geoffrion 78]の容量制約を
組み合わせた定式化となっている．
なお，PTPをラグランジュ分解を用いた定式化で表すことも可能である．
しかし，2.2.5節で例に挙げたGMAPの場合と同様，分解後における一部
の部分問題が必ず整数解となり，Dantzig-Wolfe分解を用いて定式化した
場合とラグランジュ分解を用いて定式化した場合と，求まる下界値が同
じとなる．従って本研究では，より部分問題の数が少ないDantzig-Wolfe
分解を用いた定式化を使用する．
以降，紙面の都合上，0-1制約 (6.4)(6.5)を省略する．
割当制約 (6.1)を緩和して得られたラグランジュ緩和問題は次のように
なる．
L(µ) = min .
∑
h∈H
∑
p∈P
(fhp − µp) xhp
+
∑
h∈H
∑
b∈Bh
ghbyhb +
∑
p∈P
µp
s. t.
∑
b∈Bh
yhb ≤ 1, ∀h ∈ H,
∑
h∈H
xhb ≤ ch +
∑
b∈Bh
byhb, ∀h ∈ H.
ここで，µpは患者 pに対する実数値パラメータで患者 pのラグランジュ
乗数である．また，µ = (1, . . . , µn)はラグランジュ乗数ベクトルである．
このラグランジュ緩和問題を病院ごとに分解すると，次のような部分
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問題を得ることができる．
Li(πi(µ)) = min .
∑
p∈P
(fhp − µp) xhp +
∑
b∈Bh
ghbyhb
s. t.
∑
b∈Bh
yhb ≤ 1,
∑
h∈H
xhb ≤ ch +
∑
b∈Bh
byhb.
6.2.2 解法とラグランジュヒューリスティック
PTPに対するDisLRPの概略は，次の通りである．
Step 0 各病院 h ∈ H が，パラメータ tを 1，ラグランジュ乗数ベクトル
πi(µ
(t)) = πi(µ
(1))の要素を全て 0で初期化する．
Step 1 現在の πi(µ(t))の値のもとで，各病院 hは，ラグランジュ緩和問題
を任意の厳密解法を用いて最適解を求める．
Step 2 各病院 hは，Step 1で求めた最適解を各自の近傍に送る．
Step 3 各病院 hは，自身の最適解及び近傍から送られてきた最適解を基
に劣勾配ベクトル ρi(g(µ(t)))を計算する．
Step 4 ラグランジュヒューリスティックにより上界値を計算する．
Step 5 各病院 hは，ラグランジュ乗数ベクトルを µ(t+1)に更新する．ま
た，t← t+ 1として Step 1へ戻る．
基本的な動作は，2.3節で述べたものと同じである．
本研究では，Step 5におけるラグランジュ乗数を更新に劣勾配法を使
用する．更新式は，式 (2.13)を用いる．劣勾配は緩和した制約式となる
ので，PTPの緩和問題に対する劣勾配は次のようになる．
g
(t)
i = 1−
∑
p∈P
x∗hp.
ここで，x∗hpは µ(t)におけるラグランジュ緩和問題の最適解である．
既存のDisLRPであるDisLRPLは，ステップ長に固定長を用いる．こ
の場合，µを更新するのに大域情報が必要では無いため生成木を用いた大
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域情報の収集を行う必要が無く，通信量を低く抑えることが出来る．一
方，適応的な価格更新を用いた DisLRP (ADisLRP: Adaptive DisLRP) で
は，ステップ長に以下の式を用いる．
l(t) =
π(min{ub} −max{lb})
∥1−
∑
p∈P x
∗
hp∥
2
.
ここで，π ∈ R+は制御パラメータ，min{ub}はラウンド tまでに知られ
ている最小の上界値，max{lb}はラウンド tまでに知られている最大の下
界値である．ADisLRPの手法でµを更新するためには，ubや lbなどの大
域情報が必要である．従って，生成木を用いた大域情報の収集が必要と
なるため，通信量が増大する．
ある µの値の元で，制約 (6.1)から (6.5)を満たすような実行可能解を
求めるアルゴリズムをラグランジュヒューリスティックと呼ぶ．本研究で
は，次のような増床計画付き患者搬送問題に対するラグランジュヒュー
リスティックを提案する．
Step 1 各患者を，割当制約を満たしている場合は集合PT に，重複して病
院に割り当てられている場合は集合 PF に，どの病院にも割り当て
られていない場合は集合 PN に振り分ける．P = PT の場合は，全
ての割当制役が満たされているため終了する．
Step 2 PF に含まれる各患者について，最も搬送コストが低い病院に割り
当て，PT ← PT ∪ PF とする．
Step 3 病院に患者 PT のみが割り当てられたと仮定して，各病院の残り
病床数を求める．
Step 4 PNに含まれる患者 pについて，割当可能な病院の集合H ′p ⊆ Hを
考える．PN = ∅の場合，全ての患者を割り当てられたので，アル
ゴリズムを終了する．H ′p = ∅の場合，解を求めることに失敗した
として，アルゴリズムを終了する．
Step 5 患者 pにとって最も搬送コストが低い病院 h ∈ H ′pを選ぶ．容量制
約 (6.3)を満たしている場合，患者 pを病院 hに割り当てる．容量制
約 (6.3)を違反し，かつ増床可能な場合，割り当てられた病院は最も
少ない増床コスト分だけ増床を行い，患者 pを病院hに割り当てる．
容量制約 (6.3)を違反し，かつ増床も不可能な場合，H ′p ← H ′p \ {h}
として，Step 4に戻る．
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このヒューリスティックでは，すでに割当制約を満たしている患者につ
いてはそのままの割当てとし，まず重複して病院に割り当てられている
患者を優先して考える．Step 2において，重複して割り当てられている
患者は，最も搬送コストが低い病院に割り当てる．重複して割り当てら
れている患者を病院から取り除くことにより，病院は空き病床数を増や
すことが出来る．
次に，どの病院にも割り当てられていない患者を考える．まず，患者に
とって最も搬送コストが低い病院に割当てることを試みる．もし，病院
に空き病床がある場合，病院は患者を受け入れる．もし，病院に空き病
床がない場合，病院は増床を行って患者を受け入れる．このとき，病院
は増床コストを支払わなければならない．もし，病院に空き病床がなく
これ以上増床も行えない場合は，病院は患者の受け入れを拒否する．患
者は，次に搬送コストが低い病院を選び，受け入れてもらえるかどうか
の判定を行う．仮に，全ての病院で患者が受け入れられない場合は，解
なしとしてヒューリスティックを終了する．
このヒューリスティックは，患者の搬送コスト最小化を優先したヒュー
リスティックである．これは，患者の治療を早く始められるようにするこ
とを目的としている．
6.3 実験
6.2.2節で述べた解法を実装して実験を行った．PTPは本論文で初めて扱
う問題であり比較対象が存在しない．そこで本研究では，大域情報を使用
しないステップ長 l(t)が固定長のDisLRPLと，l(t)に大域情報を使用する
ADisLRPの間で比較を行った．実験の目的は，プロトコル終了時点で最
も良い上界値を最も良い下界値で割った BestUB/BestLBで定義される解
の質がより速く 1に収束するのはどちらの解法かを比較することとした．
実験に使用した問題例は，[Beasley]に掲載されている一般化割当問題
(GAP: Generalized Assignment Problem)のベンチマーク問題例に対して，
目的関数に病院の増床コストをランダムに設定し，単位病床数を 10とし
て病院は最大 60床追加できるものとして，新たに作成した．
実験環境には，デスクトップ PC (CPU: Intel Core i7-2600K@3.4GHz,
Memory: 12GB, OS: Windows 7 Professional) を用いた．実験は，各手法
の動作を模擬するシミュレータを Java 1.8.0 25で実装し，上記の実験環
境上で行う．各病院の部分問題を解くソルバーには，整数計画問題を解
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表 6.1: ADisLRPとDisLRPLの比較結果
Quality of Values Elasped Time(s) BestUB Time(s)
Cat. Instance Adap Stat Adap Stat Adap Stat
a c5100 1.0169 1.0169 107 50 58 16
a c5200 1.0100 1.0098 183 112 46 26
a c10100 1.0501 1.0496 365 146 156 24
a c10200 1.1197 1.1221 742 357 0 209
a c20100 1.0965 1.1644 201 93 187 51
a c20200 1.0573 1.0570 1476 1014 1234 878
b c5100 1.0197 1.0201 253.133 156 53 31
b c5200 1.0093 1.0039 278 179 93 171
b c10100 1.0489 1.0499 262 115 108 23
b c10200 1.0450 1.0228 403 250 184 208
b c20100 1.0859 1.0859 360 96 261 28
b c20200 1.0870 1.0287 2135 1121 2025 1035
c c5100 1.0189 1.0189 94 51 39 10
c c5200 1.0101 1.0094 512 159 335 151
c c10100 1.0517 1.0517 208 135 67 57
c c10200 1.0462 1.0229 384 415 109 92
c c20100 1.1685 1.1702 420 76 246 47
c c20200 1.0961 1.0646 1879 1116 1576 858
d c5100 1.0103 1.0103 250 107 241 72
d c5200 1.0056 1.0056 461 123 179 41
d c10100 1.0253 1.0328 217 74 96 8
d c10200 1.0525 1.0574 339 155 0 23
d c20100 1.0736 1.0765 355 88 193 31
d c20200 1.0646 1.0267 1672 891 1482 594
e c5100 1.0064 1.0075 1041 959 200 626
e c5200 1.0032 1.0032 1310 966 327 152
e c10100 1.0061 1.0058 4701 3099 410 660
e c10200 1.0220 1.0225 2842 2046 1164 299
e c10400 1.0057 1.0053 6017 3127 3462 926
e c15900 1.0029 1.0022 12717 10011 5790 9596
e c20100 1.0328 1.0416 1695 627 1530 94
e c20200 1.0132 1.0920 6608 904 5010 900
く汎用的なソルバーである IBM ILOG CPLEX 12.6を使用した．
固定長のステップ長として，l(t) = 1を使用した．可変長のステップ長
は，[Hirayama 09]の設定に従い，πの初期値を 2とし，各ラウンドまで
の最小の上界値 ubが 100ラウンド連続で更新されなければ，πの値を 1/2
倍するものとする．
プロトコルの終了条件は，劣勾配法のパラメータπが最終的にπ < 10−6
となった時点で終了する．なお，固定長のステップ長では劣勾配の更新
に πを使用しないが，終了条件を同一とするために計算を行っている．
実験結果を表 6.1に示す．Cat. は問題例のカテゴリー，Instanceは問題
例の名前を表す．例えば，問題例の名前が c5100-1の場合，病院数が 5，
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患者数が 100であることを表す．AdapはADisLRP，StatはDisLRPLの実
験結果である．また，Quality of Valuesは，BestUB/BestLBで定義される解
の質，Elasped Time (S)はプロトコルが終了したCPU時間（秒），BestUB
Time (s)は最も良い実行可能解を発見したときのCPU時間（秒）である．
表6.1より，解の質は両手法であまり差は見られなかった．また，どちら
の手法が良いという傾向は見られなかった．一方，プロトコルの実行時間
はDisLRPLの方が短く，最も良い実行可能解を発見した時間もDisLRPL
の方が早い結果となった．これは，ADisLRPが生成木を用いて大域情報
を伝播させるのに処理の時間が必要なのに対して，DisLRPLはその必要
がないからだと考えられる．
また，µの更新に大域情報を使用しなくても十分良い質の実行可能解を
早く求められることが分かった．大規模な災害においては，通信インフ
ラが遮断されるなど大きな混乱が予想される．従って，通信量が比較的
少なくてすむDisLRPLの方が，PTPに対しては有効であると考えられる．
6.4 本章のまとめと今後の課題
患者の搬送計画と病院の増床計画を同時に考慮する増床計画付き患者搬
送問題を定式化した．また，増床計画付き患者搬送問題の実行可能解を
求めるラグランジュヒューリスティックアルゴリズムを開発した．ラグラ
ンジュ乗数の更新に大域情報を使用しないDisLRPLと大域情報を使用す
るADisLRPに対してラグランジュヒューリスティックを適用して実験し
た結果，DisLRPLの方が早く質の良い実行可能解を発見できることが分
かった．
大規模な災害においては，通信インフラの断絶といった状況が発生す
る可能性がある．混乱状況においては，正しい情報が伝わってこない可
能性も考慮する必要がある．従って，通信の途絶や通信のノイズに頑健
なプロトコルの開発が，今後の課題の 1つである．
本研究では，患者の搬送コスト（時間）と病院の増床コスト（お金）が
1つの目的関数で同列に扱った．しかし，時間とお金を同次元で比較する
ことは本質的に困難である．今後，搬送コストと増床コストをそれぞれ
別の目的関数とした多目的最適化問題へ拡張していきたい．
また本研究では，静的な状況についてしか考慮されていない．しかし，
現実には状況は刻一刻と変化するため，本研究のプロトコルでは対応で
きない可能性が高い．従って，今後は動的な環境に対応できるプロトコ
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ルが必要であると考えられる．
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第7章 おわりに
7.1 本研究のまとめ
本研究は，組合せ最適化問題を分散環境で解くためのプロトコルである分
散ラグランジュ緩和プロトコル (DisLRP: Distributed Lagrangian Relaxation
Protocol) に注目し，バンドル法を用いることによって DisLRPの性能を
向上させる研究を行った．また，新しい分散最適化問題を 3種類提案し，
それぞれに対してDisLRPをベースとした解法を提案した．
以下に，本論文のまとめと今後の課題について述べる．
1章では，本研究の背景と目的について述べた．
2章では，本研究で注目した分散ラグランジュ緩和プロトコル (DisLRP:
Distributed Lagrangian Relaxation Protocol)について概説した．まず，Dantzig-
Wolfe分解を用いた定式化とラグランジュ分解を用いた定式化について定
義し，それぞれについて例を示した．また，DisLRPで使用する命題や定
理について述べた．次に，DisLRPの基本的な動作と，既存のDisLRPが
抱えている問題点について指摘した．
3章では，既存のDisLRPとバンドル法を組み合わせた新しいプロトコ
ルであるBundle DisLRP (BDisLRP)を提案した．BDisLRPは，最大化問
題に対する上界値または最小化問題に対する下界値を導出することに特
化したプロトコルである．バンドル法は，集中環境で凸最適化問題を解く
ために使用されるアルゴリズムであり，本研究では分散環境の解法である
DisLRPにバンドル法を適用した．その際，集中環境では考慮されない，通
信の遅れに対応する工夫を行った．Dantzig-Wolfe分解を用いた定式化を持
つ一般化相互割当問題 (GMAP: Generalized Mutual Assignment Problem)，
およびラグランジュ分解を用いた定式化を持つ重み付き最大充足化問題
(WMax-SAT: Weighted Maximum Satisfiabilit Problem)の両問題について
実験を行い，既存のプロトコルである Adaptive DisLRP (ADisLRP) と比
較した．GMAPの問題例を使用した実験では，エージェント数，財数共に
大きな問題例において，劣勾配法を用いた既存のDisLRPであるAdaptive
DisLRP (ADisLRP)よりも良い上界値がより速く求まることが分かった．
また，BDisLRPは大域情報の収集に使用する生成木の形状に性能が依存
し，木の深さが小さい生成木の方が性能が良いことが分かった．WMax-
SATの問題例を使用した実験では，問題の種類や構造及び節集合の分割
数に依存するものの，BDisLRPの方がADisLRPに比べて良い質の下界値
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を得られることが分かった．また，共有変数が少ないほど良い質の下界
値が得られることが分かった．
4章では，GMAPに対して過制約な状況を定義し，新しい分散最適化
問題として過制約な一般化相互割当問題 (OC-GMAP: Over-Constrained
Generalized Mutual Assignment Problem) を提案した．また，DisLRPを
ベースとしたOC-GMAPを解くための解法を 2種類の解法，disposalエー
ジェントを用いた DisLRP (DisLRP-DA: DisLRP with a Disposal Agent)
と，不等式制約緩和に基づくDisLRP (DisLRP-IBF: DisLRP with Inequality
Based Formulation)を提案した．両プロトコルを実験により比較した結果，
過制約度が低い問題例に対してはDisLRP-DAが，過制約度が高い問題例
に対してはDisLRP-IBFの方が良い結果を示すことが分かった．
5章では，既存のGMAPとOC-GMAPの齟齬を解消するための新しい分
散最適化問題である多層一般化相互割当問題 (ML-GMAP: Multi-Layered
Generalized Mutual Assignment Problem) を提案した．また，ML-GMAP
を解くための手法として，DisLRPをベースとした 2段階最適化手法とペ
ナルティコスト最適化手法を提案した．両手法を実験により比較した結
果，最適なレイヤーの求解及びコスト最小の割当ての求解共に，十分大き
なペナルティコストを用いたペナルティコスト最適化手法の disposalエー
ジェントを用いた定式化が最も効果的であるとわかった．しかし，ペナル
ティコストの値によって，得られるレイヤーと実行可能解の質にトレー
ドオフの関係があることが分かった．
6章では，実世界の応用例として，増床計画付き患者搬送問題 (PTP:
Patient Transportation Problem with Bed Capacity Management) を提案し
た．また，DisLRPをベースとした実行可能解を求めるプロトコルを提案
した．実験の結果，ラグランジュ乗数の更新に大域情報を必要としなく
ても，早く質の良い実行可能解を得られることが分かった．
7.2 今後の課題
本節では，本研究に対する今後の課題について述べる．
7.2.1 プロトコルの非同期化
DisLRPは，基本的に同期的なプロトコルである．同期的プロトコルは，
ネットワークにボトルネックが発生した場合，プロトコル全体の性能が
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低下する可能性がある．
今後の展開として，ラグランジュ乗数 µの非同期的な更新が挙げられ
る．プロトコルの非同期化によって，ボトルネックの発生に対して頑健
なプロトコルが実現可能であると考えられる．
7.2.2 完全なプライバシーの確保
DisLRPは，目的関数や制約式の係数を他のエージェントに対して公開
しなくて良いという点で，プライバシー性が確保されている．しかし，プ
ロトコルの性質上，あるラグランジュ乗数 µの下での割当てや目的関数
値は他のエージェントに送信しなければならず，完全にプライバシーを
保障されているわけではない．
今後の課題として，このような割当てなども他のエージェントに知ら
れなくてすむような，完全なプライバシーが確保されるプロトコルの開
発が挙げられる．
7.2.3 多層一般化相互割当問題に対する多目的最適化への拡張
ML-GMAPでは，まず割り当てられない財の数を最小化する．次に，割
り当てられない財の数を制約で固定し，効用を最大化またはコストを最
小化するような最適解を求める．
今後の課題は，割り当てられない数と効用の最大化（コストの最小化）
の両方を目的関数とする，多目的最適化問題への拡張が挙げられる．多
目的最適化問題へ拡張することによって，問題を解くユーザに対してよ
り多くの選択肢を提供することが可能となる．
7.2.4 増床計画付き患者搬送問題に対する種々の拡張
増床計画付き患者搬送問題は，実問題への応用を強く意識した問題で
ある．しかし本研究では，静的な状況についてしか考慮されていない．現
実には状況は刻一刻と変化するため，本研究のプロトコルでは対応でき
ない可能性が高い．従って，今後は動的な環境に対応できるプロトコル
が必要であると考えられる．
患者の搬送コストは時間で定量化でき，病院の増床コストはお金で定
量化が可能である．本研究で提案した PTPは，この搬送コストと増床コ
ストを同一の目的関数で扱っている．しかし，時間とお金を比較するの
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は本質的に難しい．今後，搬送コストと増床コストをそれぞれ別の目的
関数とした多目的最適化問題へ拡張していきたい．
また，大規模な災害においては，通信インフラの断絶といった状況が
発生する可能性がある．混乱状況においては，正しい情報が伝わってこ
ない可能性も考慮する必要がある．従って，通信の途絶や通信のノイズ
に頑健なプロトコルの開発も，今後の課題の 1つである．
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