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Résumé :
Les indicateurs développés et utilisés en agronomie
sont généralement calculés à partir de données de na-
ture imparfaite. Les sources fournissent de l’informa-
tion à propos d’une quantité mal connue. Dans cet ar-
ticle, nous étudions une méthode de fusion fondée sur la
théorie des possibilités et la notion de sous-ensembles
maximaux cohérents pour calculer un indicateur agri-
environnemental estimant le risque des pratiques phy-
tosanitaires sur les eaux souterraines. Il s’agit de trou-
ver les bornes de cet indicateur. Nous proposons un
calcul d’intervalles à partir des quantités floues. Enfin,
nous présentons les résultats de l’indicateur obtenus par
la méthode de calcul d’intervalles et nous présentons
la note de l’indicateur en utilisant une méthode de
défuzzyfication
Mots-clés :
Théorie de possibilités, fusion, sous-ensemble maxi-
mal cohérent, indicateur.
Abstract:
The indicators developed and used in agriculture are
usually calculated from imperfect data. Sources provide
information about the same badly known quality. In
this paper, We explore a fusion method using the no-
tion of maximal coherent subsets to calculate an agri-
environmental indicator. It is therefore to find the limits of
this indicator. So, We propose a calculate of interval from
fuzzy quantity. Finally, We present the results by intervals
method and We introduced the note of the indicator using
defuzzyfication method
Keywords:
Possibility theory, fusion, maximal coherent subset, in-
dicator.
1 Introduction
Pour aider l’agriculteur à améliorer la durabilité
environnementale de ses pratiques agricoles, les
chercheurs de l’INRA de Colmar développent
depuis une dizaine d’années des indicateurs
sous forme de notes ou d’indices comme par
exemple l’indicateur de pratiques phytosani-
taires sur les eaux souterraines (Reso), indi-
cateur azote, irrigation, etc [6]. Ces indices
sont entachés d’imperfections parce qu’ils sont
calculés à partir de données provenant de
plusieurs sources ou à partir des estimations
ou d’évaluations approximatives. Des données
sont accessibles sur le terrain et d’autres pro-
viennent de sources d’informations [1]. Une
source d’informations peut être une base de
données ou un expert. L’indicateur Reso est
fondé sur un système de règles de décision. Il
a été calculé par la méthode Indigo [6] avec
des valeurs estimées par un expert. Elles sont
fixées dans une base de données construite à
partir de la base de données française du co-
mité de liaison servant à la méthode SIRIS et
de la base AGRITOX de l’INRA [6]. Ces va-
leurs choisies sont comparées à des valeurs is-
sues de bases de données américaines (ARS sur
internet, 1995), néerlandaise (RIVM, 1994) et
le Pesticide Manual d’Angleterre (1997, 2000).
Dans cet article, on suit les mêmes étapes de
calcul de Reso mais en tenant compte de l’im-
perfection due à l’expertise lors du choix des
quantités mal connues, en essayant d’utiliser
l’information représentant toutes les sources.
Les méthodes classiquement utilisées pour trai-
ter l’imperfection des données sont de nature
probabilistes [2]. Or ces approches sont li-
mitées et elles ne prennent pas en compte toutes
les sortes d’informations, comme par exemple
les opinions d’experts. La théorie des possibi-
lités [3] en relation avec la théorie des sous-
ensemble flous [4] peut traiter une partie de ces
limitations. Dans cet article, on présente une
méthode de fusion possibiliste utilisant la no-
tion de sous-ensembles maximaux cohérents.
Cette notion est une approche intuitivement
séduisante, inspirée des méthodes de traitement
de l’inconsistence en logique [5]. Le résultat
de la fusion est une distribution floue obte-
nue à partir des distributions d’origine. Après
quoi, on calcule les intervalles flous de Reso
qui estime le risque des pratiques phytosani-
taires sur les eaux souterraines. D’une part,
nous sommes face à un problème de fusion de
données où il s’agit de trouver les valeurs plau-
sibles des variables provenant de différentes
bases de données. D’autres part, il s’agit de
trouver les bornes de l’indicateur en utilisant les
distributions résultants de la fusion des informa-
tions.
Cet article est organisé comme suit : la
deuxième section rappelle quelques notions de
base, ensuite la troisième section présente l’in-
dicateur, ses objectifs, son mode de calcul et
ses utilisateurs. Après quoi la quatrième section
détaille les méthodes à utiliser pour le calcul
de l’indicateur. Finalement, la cinquième sec-
tion traite un exemple d’une application de deux
matières actives sur une parcelle pour calcu-
ler le risque Reso et elle présente également le
résultat de défuzzyfication des distributions fi-
nales.
2 Notions préliminaires
2.1 Théorie des possibilités
La théorie des possibilités a été définie par Za-
deh et développée par Dubois et Prade à par-
tir de la théorie des sous-ensembles flous [3].
C’est un outil mathématique qui permet une
gestion efficace de l’imprécision et de l’incer-
titude inhérentes à certaines données. Les in-
formations collectées pour le calcul des indi-
cateurs sont entachées d’imperfections. Ces in-
formations sont issues de plusieurs bases de
données ou elles sont estimées par des experts.
Nous sommes face à un problème de fusion
de données où il s’agit de trouver les valeurs
plausibles des variables provenant de plusieurs
bases de données. La théorie des possibilités
fournit des outils de représentation des infor-
mations sous forme de possibilités. Ces possibi-
lités peuvent être combinées dans un cadre pos-
sibiliste conjonctivement ou disjonctivement.
Les bases de données dont on dispose pour
notre étude sont de nature différente : elles sont
indépendantes entre elles mais on ne connait
rien sur la fiabilité des bases. Dans cet article,
on utilise une méthode de fusion de possibi-
lités en utilisant la notion de sous-ensembles
maximaux cohérents, une notion souvent uti-
lisée dans le raisonnement logique [5] pour ob-
tenir les distributions de données d’entrée pour
le calcul de Reso.
Une distribution de possibilité π(x) est une
fonction d’un espace X dans l’intervalle [0, 1].
Elle signifie la possibilité que la valeur v ap-
partienne à un domaine V de X . Cette distri-
bution peut s’interpréter comme un ensemble
d’intervalles emboı̂tés [8]. Une α-coupe Aα de
la distribution π est définie comme l’ensemble
Aα = {x/π(x) ≥ α}. La coupe de niveau 1 de
A est dite noyau. La coupe de niveau supérieure
à 0 est dite support de la distribution.
Le principe d’extension permet d’étendre des
relations fonctionnelles à des quantités floues.
Soit une application f de X dans Y et A un
sous-ensemble flou de X . On peut définir un
sous-ensemble flou B de Y , qui sera l’image
par f de A par µB(y) = µA(x) si f est injective.
Si plusieurs éléments de A admettent la même
image alors µB(y) = sup{µA(x)/f(x) = y},
ce qui signifie que chaque fois que y est ob-
tenu, son degré d’appartenance au résultat est le
meilleure degré de toutes les façons de l’obte-
nir et égale à 0 sinon (voir figure 1). Pour toute
variable x, on note x− et x+ respectivement la
borne inférieure et la borne supérieure de l’in-
tervalle de variation de x.
Figure 1 – Principe d’extention de Zadeh
2.2 Fusion possibiliste
Plusieurs sources (bases de données, ex-
perts, capteurs) fournissent des informations
imprécises à propos d’une quantité. Supposons
que l’information reflétée par chaque source i
soit supportée par une distribution de possibi-
lités. Soit n le nombre de sources. Ces distribu-
tions peuvent être combinées conjonctivement
ou disjonctivememnt, ce qui correspond respec-
tivement à une intersection ou une union des
distributions sources. ∀v ∈ V , on a :
π∧(v) =
⋂n
i=1 πi(v) et π∨(v) =
⋃n
i=1 πi(v).
La combinaison conjonctive suppose que les
sources sont fiables. La combinaison disjonc-
tive, quant à elle, est moins contraignante en
terme de fiabilité, dans le sens où elle ne
nécessite qu’une source fiable parmi les N
sources [9]. L’utilisation d’un seul mode de
combinaison figé n’est pas toujours souhaitable.
Lorsqu’aucune information concernant la fiabi-
lité des sources n’est disponible et quand les
sources sont en désaccord, l’information obte-
nue devrait être fusionnée en prenant en compte
toutes les informations provenant de toutes les
sources (i.e. ne rien éliminer). Or, la notion de
sous-ensemble maximaux cohérents avec la fu-
sion possibiliste peuvent répondre à cette ques-
tion. Ce type de fusion consiste à appliquer
l’opérateur conjonctif entre les sous-ensembles
des sources cohérentes entre-elles, pour en-
suite utiliser l’opérateur disjonctif sur ces sous-
ensembles [5].
2.3 Défuzzyfication : définitions et
méthodes
Les valeurs obtenues lors de la combinaison des
règles appliquées aux intervalles flous de la va-
riable de sortie définissent une fonction d’ap-
partenance. La défuzzyfication est une conver-
sion de cette information en une valeur. Plu-
sieurs types de défuzzyfication peuvent être en-
visagés [10]. Nous utilisons ici la méthode de
centre de gravité qui consiste à prendre le centre
de gravité de la fonction résultante de la fusion
des sources comme valeur représentative (voir
figure 2).
Figure 2 – Défuzzyfication par la méthode de
centre de gravité
3 Indicateur : risque phytosani-
taires pour les eaux souterraines
(Reso)
3.1 Définitions et objectifs
Dans cette section, nous présentons l’objectif,
les variables et le mode de calcul de Reso.
L’indicateur est une note qui correspond à une
valeur statistique, une mesure ou une série
d’éléments quantitatifs ou qualitatifs. Reso es-
time le risque des pratiques phytosanitaires sur
les eaux souterraines. Cet indicateur est un
sous-indicateur d’un indicateur global I-phy es-
timant le risque des pratiques phytosanitaires
sur les compartiments de milieu (eaux souter-
raines, eaux de surface et air). Cet indicateur est
un outil d’aide à la décision qui permet à l’agri-
culteur de limiter l’impact de ses pratiques phy-
tosanitaires sur la qualité des eaux souterraines.
Les techniciens agricoles ou les agriculteurs
eux-mêmes peuvent l’utiliser pour établir un
diagnostic a posteriori ou pour évaluer a priori
de nouvelles pratiques. Comme par exemple si
l’indicateur est mauvais, cela veut dire, que les
eaux sont pollués et qu’il faut changer des pra-
tiques agricoles.
3.2 Mode de calcul de Reso
Reso se calcule pour chaque application de
matières actives (un pesticide est composé
d’une ou plusieurs matières actives). Un indice
global peut également être déterminé pour l’en-
semble du programme de traitements sur une
année. Les variables de Reso sont (tableau 1) :
les variables dépendantes du milieu (potentiel
de lessivage), des pratiques agricoles (la posi-
tion d’application) et des caractéristiques de la
matière active (DT50, Koc, DJA et GUS).
Tableau 1 – Variables de Reso
Variables Description
GUS Indice de Gustafson
DT50 Temps de demi-vie
Koc Partage organique-eau
DJA Dose journalière admissible
Potentiel de lessivage Quantité lessivée estimée
Position d’application Taux d’interception par la surface
Les variables DT50, Koc et DJA proviennent de
bases de données de nature différente. La va-
riable GUS, fonction de Koc et DT50, traduit
la mobilité verticale potentielle de la matière
active. Le potentiel de lessivage est une va-
riable estimée par l’expert en fonction des ca-
ractéristiques du sol : taux de matières orga-
niques, nature et profondeur du sol. La position
représente le taux d’interception de la matière
active par la surface foliaire de la culture en
place. Elle est obtenue à partir de la couver-
ture de sol. La couverture de sol est une valeur
dépendant de la surface foliaire de la culture.
L’évolution de celles-ci au cours du temps est
fixée. La position (sur la plante, sur le sol, dans
le sol) dépend donc de la date d’application
donnée par l’agriculteur. La position et le po-
tentiel de lessivage varient entre 0 et 1. Le cal-
cul de Reso est fondé sur un système de règles
de décision [11]. Les étapes de calcul de Reso :
– Classer les quatres variables GUS, DJA, po-
sition et potentiel de lessivage suivant deux
classes : favorable et défavorable. Des limites
pour les classes des variables de Reso sont
fixées par les experts. Par exemple, la limite
favorable de GUS est 1.8 et celle défavorable
est 2.8.
– Construire la base de règles. Le nombre de
règle de Reso est 24 = 16. Les conclu-
sions (nommées scores. si pour la règle i,
i = 1, . . . , 16) des règles sont issues d’un
consensus entre experts comme par exemple :
si toutes les variables sont favorables alors le
score est 10. Le tableau 2 montre toutes les
règles de décision de Reso.
– Calcul de fonctions d’appartenance aux
classes. Des fonctions sinusoı̈dales sont as-
sociées aux variables de Reso. Elles sont
construites à partir des variations de la va-
riable. Comme par exemple : la fonction fa-
vorable de GUS s’écrit sous la forme : 0.5 +
0.5 cos(π(GUS − 1.8)). Pour GUS = 2.5, le
degré d’appartenance favorable est f = 0.16
et celui défavorable est d = 1− f = 0.84).
– Calcul de la valeur de vérité ωi de chaque
règle = minimum des fonctions d’apparte-
nance des variables de chaque règle (ex :
pour la matière active chloridazone, si toutes
les variables sont favorables (première ligne
du tableau 2), ω1 = min(f1, f2, f3, f4) =
min(0.16, 0.9, 0, 0.65) = 0) avec fi sont
les degrés d’appartenance des variables aux
classes favorables.
– Calcul de risque Reso : la valeur de Reso vaut
la moyenne des scores (si) pondérées par leur
valeur de vérité (ωi) des règles.
Reso =
∑16
i=1 si × ωi∑16
i=1 ωi
L’interprétation du résultat de Reso se fait de
la manière suivante : le risque est considéré
maximal pour l’environnement lorsque Reso =
0 et minimum pour Reso = 10. Si Reso > 7,
les pratiques phytosaniataires sont considérées
durables, leur impact sur la qualité des eaux
souterraines comme faible. Dans ce cas on ne
conseillera pas de changement de pratiques. Le
résultat 7 est donc considéré comme le seuil
d’acceptabilité pour l’environnement.
Tableau 2 – Règles de décision de Reso (F :
favorable et D : défavorable)
GUS Position Lessivage DJA Score
F F F F 10
F F F D 10
F F D F 10
F F D D 10
F D F F 10
F D F D 10
F D D F 10
F D D D 10
D F F F 9
D F F D 9
D F D F 9
D F D D 9
D D F F 8
D D F D 4
D D D F 4
D D D D 0
4 Exposition du problème et
présentation de la méthode
Dans cet article, nous considérons n sources,
fournissant chacune une information pour
évaluer la variable mal connue x. Nous utili-
sons la méthode de sous-ensembles maximaux
cohérents pour résumer toutes ces informa-
tions. Nous travaillons avec le résultat de cette
méthode pour calculer un intervalle de variation
de Reso.
4.1 Sous-ensembles maximaux cohérents
sur l’ensemble des intervalles
L’utilisation de la méthode de sous-ensembles
maximaux cohérents permet d’avoir un maxi-
mum d’informations sur l’ensemble d’informa-
tions fournies en faisant au mieux avec la fia-
bilité des sources [5]. Cette méthode consiste à
fusionner par un opérateur conjonctif des sous-
ensembles de sources cohérentes entre elles, et
d’utiliser un opérateur disjonctif sur ces der-
niers sous-ensembles. Dans ce but, un algo-
rithme a été développé par Dubois et al. [12]
pour chercher les sous-ensembles maximaux
cohérents. Soient Ii = [ai, bi], i = 1, . . . , n un
intervalle de R. la méthode revient à prendre
l’intersection maximale cohérente au sein de Kj
sous-ensembles (Kj ⊆ {1, . . . , n}, j ≤ n) t.q.⋂
i∈Kj Ii 6= ∅ pour ensuite faire l’union sur les
résultats.
L’exemple suivant montre comment on ap-
plique la méthode des sous-ensembles maxi-
maux dans le cadre de fusion d’informations
issues de plusieurs sources. Considérons la va-
riable DT50 fournie par trois bases de données :
ARS, Agritox et RIVM. Ces bases fournissent
ces informations sous forme d’intervalles :
un intervalle de variation général et un inter-
valle optimiste. L’intervalle optimiste corres-
pond aux valeurs plus plausibles. L’information
est représentée dans le tableau 3 et les distribu-
tions sont représentées sur la figure 3.
Tableau 3 – Variables de Reso
Sources ARS Agritox RIVM
Int. gén. [10,42] [46,53] [21,56]
Int. opt. 30 [49,52] [32,40]
L’algorithme trouve deux sous-ensembles
maximaux cohérents : K1 = {ARS,RIVM}
et K2 = {RIVM,Agritox}. Après application
de la méthode des sous-ensembles maximaux
cohérents, le résultat est (ARS ∩ RIVM) ∪
(RIVM ∩ Agritox) = [21,42] ∪ [46,52] (en gras
sur la figure 3).
Figure 3 – Exemple : distributions
4.2 Méthode de calcul d’intervalles de Reso
Reso est une moyenne des scores pondérée par
les valeurs de vérité (voir 3.2). Reso s’écrit sous




avec ωi et si sont
respectivement la valeur de vérité et le score
de la règle i, pour i = 1, . . . , 16. Il s’agit de
trouver les bornes de Reso si ωi ∈ [ω−i , ω+i ].
Les scores sont des réels entre [0, 10]. Partant de
l’hypothèse qu’on peut ordonner les scores (i.e.
si ≤ sj pour tout i < j), Fortin et al. [13] ont
demontré qu’il existe un rang k ∈ [1, 15], tels
que pour tout i ≤ k, Reso(.) est décroissante
suivant wi, et pour tout i > k, Reso(.) est
croissant respectant wi. k correspond au rang
à partir duquel la fonction Reso(ωi) change de
signe suivant ωi. Or, on peut calculer les bornes
inférieures et supérieures de Reso, pour tout




























Ce qui nous permet de déterminer un
domaine de variation de Reso, défini
par : [mink(Reso−k ),maxk(Reso
+
k )] pour
k = 1, . . . , 15.
5 Application numérique
Cette section présente un calcul de Reso
pour deux matières actives appliquées aux
cultures de betterave et de maı̈s en utili-
sant les méthodes mentionnées déjà citées.
Pour les caractéristiques de la matière ac-
tive (Koc, DJA et DT50), chaque variable
est donnée par différentes bases de données
comme par exemple ARS (américaine), RIVM
(néerlandaise), le comité de liaison ou Agri-
tox (France). Les sources d’informations four-
nissent leur point de vue sous forme des dis-
tributions de deux intervalles général et opti-
miste, soit des valeurs. Dans certains cas les
bases ne donnent pas d’avis sur la variable.
On applique la méthode des sous-ensembles
maximaux cohérents afin d’obtenir les distri-
butions finales de chacunes de ces variables.
La variable GUS est une fonction de DT50 et
Koc. Elle est définie suivant l’équation GUS
= log(DT50)×(4 − log(Koc)). Les variables
Koc et DT50 varient respectivement entre
[Koc−,Koc+] et [DT50−,DT50+]. En utilisant
la notion d’arithmétique sur les intervalles [15],
on calcule les bornes de la variable GUS telles
que : GUS− = log(DT50−)×(4− log(Koc)+) et
GUS+ = log(DT50+)×(4− log(Koc)−). Le po-
tentiel de lessivage est une information pour la-
quelle on n’a pas beaucoup d’informations. Ce
potentiel est donné par un expert sous forme
d’un indice entre 0 et 1 et estimant la quan-
tité lessivée de pesticide en fonction des ca-
ractéristiques du sol. Pour ce type d’informa-
tions, on fait un découpage en α-coupes (pour
cet exemple, α = 0.9). Notons qu’on pourrait
prendre d’autres valeurs de α pour le calcul de
Reso et deux valeurs proches n’affectent pas la
décision de l’agriculteur. La position d’applica-
tion dépend de la date d’application (15 juillet)
et de la couverture de sol. Pour cet exemple,
nous calculons Reso pour une parcelle de bet-
terave (chloridazone) et de maı̈s (glyphosate).
Le tableau 4 est un récapitulatif des résultats ob-
tenus pour les variables de Reso. Dans certains
cas, on a convexifié la distribution pour ne pas
perdre d’informations après la fusion.
Les intervalles des degrés d’appartenance des
quatres variables sont calculés par extension
sur leur intervalle de variation i.e. f([a, b]) =
[f(a), f(b)] où f est la fonction d’appartenance
correspondante et [a, b] un intervalle de R.






Potentiel de lessivage [0.81,0.91] [0.81,0.91]
Position d’application 0.9 0.75
Les valeurs de vérité, ω1, . . . , ω16, sont cal-
culées pour toutes les règles. Ces valeurs
sont calculés à l’aide d’une extension du mi-
nimum et du maximum sur les intervalles
[3]. ce qui veut dire min([a, b], [c, d]) =
[min(a, c), min(b, d)] et max([a, b], [c, d]) =
[max(a, c), max(b, d)] avec [a, b] et [c, d] deux
intervalles de R. Par exemple, pour la matière
active chloridazone : si toutes les variables de
Reso sont favorables ou pour k = 1 (première
règle du tableau 2), Les intervalles des degrés
d’appartenance de GUS, DJA, position et poten-
tiel de lessivage sont respectivement : [0,0.15],
[0.65,0.65], [0.97,0.97] et [0.02,0.02]. La valeur
de vérité ω1 varie dans l’intervalle [0,0.97].
Nous calculons les bornes inférieures et
supérieures de Reso, pour k = 1, . . . , 15, en
appliquant les équations (1) et (2). Il s’agit de
trouver le rang k (voir 4.2). Les résultats de
Reso sont les suivants : pour l’application de
chloridazone le plus petit intervalle de Reso est
[7.98,9.25]. Le minimum et le maximum de
Reso pour k = 1, . . . , 15 sont respectivement
4.3 et 9.82. La note de Reso pour le glyphosate
est 10. On explique la note de Reso pour le gly-
phosate par le fait que l’indicateur prend la va-
leur 10 quand le Gus est favorable (voir tableau
2). Bien que l’intervalle soit limité, les utili-
sateurs potentiels préfèrent une valeur unique
comme résultat de l’indicateur. Dans ce cas, on
proposera une défuzzyfication des distributions
résultantes de la méthode de sous-ensemble
maximaux cohérents. Dans notre exemple, nous
utilisons la méthode de centre de gravité. Le
tableau 5 montre les résultats des variables
de Reso après défuzzyfication. Ce qui donne
comme résultat de Reso 8.59 pour le chlorida-
zone et 10 pour le glyphosate.







Potentiel de lessivage 0.88 0.88
Position d’application 0.9 0.75
6 Conclusion et discussion
Dans cet article, nous avons calculé un indi-
cateur agri-environnemental évaluant le risque
lié aux pesticides vis-à-vis des eaux souter-
raines en tenant compte de l’imperfection due
à l’expertise lors de choix de données. Les
variables d’entrée ont été représentée dans le
cadre de la théorie des possibilités. La fusion
possibiliste est utilisée au sein de la méthode de
sous-ensembles maximaux cohérents pour en ti-
rer une distribution finale de la quantité mal
connue. Nous avons calculé un intervalle de va-
riation de l’indicateur. Une note de l’indicateur
est calculée avec la défuzzyfication des distribu-
tions par la méthode de centre de gravité. Dans
ce travail, les conclusions des règles de décision
sont fixées. La méthode de fusion a été utilisée
au sein des opérateurs de fusion possibiliste qui
nous a permis de prendre au mieux toute l’infor-
mation fournie par toutes les bases de données.
Comme on a vu plus haut, la méthode de sous-
ensembles maximaux cohérents ne fait aucune
supposition concernant les sources d’informa-
tions. L’information délivrée par les sources ont
été fusionnée en prenant toutes les informations
fournies par les sources(sans rien éliminer). La
méthode s’intéresse plus à la redondance des
différentes sources en accordant plus de poids
aux informations qui se répètent.
Quant à la méthode de calcul d’intervalles, le
principal avantage de la méthode est sa grande
simplicité. Les opérations arithmétiques utilisés
dans le modèle de calcul de l’indicateur Reso
sont facile à réaliser. De côté défauts, cette
méthode ne fait pas de différence entre les inter-
valles calculés, ils sont tous considérés comme
équivalents. Notons que si le nombre de règles
de décision augmente, on rencontre une diffi-
culté pour chercher le rang k où la fonction
change de signe.
Il est nécessaire de comparer les résultats obte-
nus par la méthode des sous-ensembles maxi-
maux cohérents avec d’autres modes de fusion
(voir par exemple [9]). Ainsi que les résultats
de l’indicateur, il serait intéressant de voir des
algorithmes de calcul des intervalles pour le
calcul de la moyenne de pondérations floues
comme ceux développés dans [14].
Références
[1] P. Girardin, C. Bockstaller, and H. Van Der
Werf. Indicators : tools to evaluate the envi-
ronmental impacts of farming systems. Sus-
tainable Agriculture, 13 : 5-21, 1999.
[2] H. J. Einhorn and R.M. Hogarth. Ambi-
guity and uncertainty in probabilistic infe-
rence. Psychological Review, 92 : 433-461,
1985.
[3] D. Dubois and H. Prade. Théorie des possi-
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