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1. Introduction
The Bernstein–Gelfand–Gelfand (BGG) category O is introduced in [BGG76]. Roughly speaking, it is
a full-subcategory of the category of modules of a semisimple Lie algebra which is generated by the
category of highest weight modules. Soergel [Soe90] realized the endomorphism ring of the minimal
progenerator of a block of O as the endomorphism ring of some module over the coinvariant ring
of the Weyl group. As a corollary, a block of the category O depends only on the attached Coxeter
system (the integral Weyl group) and the singularity of the inﬁnitesimal character.
Generalizing this method, Fiebig [Fie08b] and Soergel [Soe07] construct some module over some
algebra for any Coxeter system (W , S). If we consider the case of a Weyl group, the endomorphism
ring of this module is equal to that of the minimal progenerator of the deformed category O. Special-
izing it, we get the category O.
In this paper, we study the category O for a general Coxeter system. Let (W , S) be a Coxeter
system and take a reﬂection faithful representation V of (W , S) (see Section 2.4). After Braden and
MacPherson [BM01], we consider the associated moment graph. Let Z be the space of global sections
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MacPherson sheaves. Then Z is an S(V ∗)-algebra and B(x) is a Z -module. Consider a C-algebra A =
EndZ (
⊕
x∈W B(x))⊗S(V ∗) C. If (W , S) is the Weyl group of a semisimple Lie algebra, then the regular
integral block of the BGG category is equivalent to the category of ﬁnitely generated right A-modules.
However, in general case, the author does not know whether the algebra A is Noetherian. Instead of
this, we deﬁne a category O as the category of right A-modules. By the above reason, even if (W , S)
is the Weyl group of a semisimple Lie algebra, O is not equivalent to the original BGG category.
We state our results. Put P (x) = HomZ (⊕y∈W B(y), B(x)) ⊗S(V ∗) C. Then P (x) is a projective
object of O and it has the unique irreducible quotient L(x). In [Fie08a], the translation func-
tor θ Zs of the category of Z -modules are deﬁned for a simple reﬂection s. Then the module
A′ = HomZ (⊕y B(y),⊕x θ Zs B(x)) ⊗S(V ∗) C is an A-bimodule. Deﬁne a functor θs from O to O by
θs(M) = HomA(A′,M). Then we have the following theorem.
Theorem 1.1 (Proposition 3.17, Theorem 3.22). Let s be a simple reﬂection and x ∈ W .
(1) The functor θs is self-adjoint and exact.
(2) If xs < x, then θs(P (x)) = P (x)⊕2 .
(3) The module θs L(x) is zero if and only if xs > x.
Next, we consider the Zuckerman functor. Fix a simple reﬂection s and let Os be a full-subcategory
of O consisting of a module M such that HomA(P (x),M) = 0 for all sx< x. Then it is easy to see that
the inclusion functor ιs :Os →O has the left adjoint functor τ˜s . Put τs = ιs ◦ τ˜s and let Lτs be its left
derived functor. Let Db(O) be the bounded derived category of O. We prove the following duality
theorem.
Theorem 1.2 (Theorem 4.10).
(1) For i > 2 and M ∈O, we have Liτs(M) = 0. Hence Lτs gives a functor from Db(O) to Db(O).
(2) The functor Lτs[−1] is self-adjoint.
In the case of g-modules, this theorem is proved by Enright and Wallach [EW80] (in more general
situation).
Next result is a generalization of Verma’s result about homomorphisms between Verma modules
[Ver68]. Let V (x) be a Verma Z -module [Fie08b, 4.5]. Put M(x) = HomZ (⊕y∈W B(y), V (x)) ⊗S(V ∗) C.
Then M(x) gives a generalization of the Verma module. We prove the following theorem.
Theorem 1.3 (Theorem 6.1). We have
Hom
(
M(x),M(y)
)= {C (y  x),
0 (y  x).
Moreover, any nonzero homomorphism M(x) → M(y) is injective.
Final results are about the twisting functors [Ark97]. For a simple reﬂection s, we will deﬁne a
generalization of the twisting functor Ts (Section 5). We prove the following theorem.
Theorem 1.4 (Proposition 5.5, Theorem 7.2, Theorem 7.3). Let s be a simple reﬂection. We denote the derived
functor of Ts by LTs. Let D(O) be the derived category ofO.
(1) Li Ts = 0 for i > 1.
(2) The functor LTs gives an auto-equivalence of D(O).
(3) For a reduced expression w = s1 · · · sl , Ts1 · · · Tsl is independent of the choice of a reduced expression.
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We summarize the contents of this paper. We recall results of Fiebig [Fie08a,Fie08b] in Section 2.
The category O and the translation functors are deﬁned in Section 3, and the fundamental properties
are proved. We also deﬁne another functors ϕs . In Section 4, we prove Theorem 1.2. The deﬁnition
of the twisting functors appears in Section 5, and fundamental properties are proved. Theorem 1.3 is
proved in Section 6. We prove Theorem 1.4 in Section 7.
2. Preliminaries
In this section, we recall results of Fiebig [Fie08a,Fie08b].
2.1. Moment graphs and sheaves
Throughout this paper, we consider S(V ∗) as a graded algebra for a vector space V with grading
deg V ∗ = 2. We deﬁne the grading shifts 〈k〉 by (M〈k〉)n = Mn−k where M =⊕n∈Z Mn is a graded
module.
Deﬁnition 2.1. Let V be a vector space. A V ∗-moment graph G = (V,E,hG , tG, lG) is given by
• a partially ordered set V , called the set of vertices;
• a set E , called the set of edges;
• a map tG ,hG : E → V such that tG(E) > hG(E) for all E ∈ E (tG(E) and hG(E) should be the two
endpoints of E);
• a map lG : E → P1(V ∗).
For E ∈ EG , we denote lG(E) by V ∗E .
Deﬁnition 2.2. Let V be a vector space and G = (V,E,hG , tG , lG) a V ∗-moment graph.
(1) A sheaf M = ((Mx)x∈V , (ME )E∈E , (ρMx,E )) on G is given by• a graded S(V ∗)-module Mx;
• a graded S(V ∗)/V ∗E S(V ∗)-module ME ;
• an S(V ∗)-module homomorphism ρMx,E : Mx → ME for x ∈ V and E ∈ E such that x ∈{tG(E),hG(E)}.
(2) Let M , N be sheaves on G . A morphism f = (( fx)x∈V , ( f E )E∈E ) :M →N is given by
• an S(V ∗)-homomorphism fx :Mx →Nx;
• an S(V ∗)-homomorphism f E :ME →NE ;
• ρNx,E ◦ fx = f E ◦ ρMx,E .
Deﬁne a sheaf AG on G by AG = ((S(V ∗))x∈V , (S(V ∗)/V ∗E S(V ∗))E∈E , (ρx,E)) where ρx,E is the
canonical projection. This sheaf is called the structure sheaf.
For a sheaf M = ((Mx)x∈V , (ME )E∈E , (ρMx,E )) on G , we can attach the space of its global sections
by
Γ (M ) =
{(
(mx), (mE )
) ∈ ∏
x∈V
Mx ⊕
∏
E∈E
ME
∣∣∣ ρMx,E (mx) =mE
}
.
Put ZG = Γ (AG). This has a structure of S(V ∗)-module. If V is ﬁnite, ZG is a graded S(V ∗)-algebra.
If V is inﬁnite, it is not graded. However, we can consider the notion of homogeneous element. We
say that z = (zx)x∈V is homogeneous of degree r if zx is a homogeneous element of degree r in S(V ∗)
for each x ∈ V . The ZG -module M is called graded if there is a decomposition M =⊕n∈Z Mn and we
have zMn ⊂ Mn+r for all homogeneous element z ∈ ZG of degree r.
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of sheaves on G to ZG-mod, here we also deﬁne the support of M by suppM = {x ∈ V | Mx = 0}.
The grading shift for a sheaf is deﬁned by M 〈k〉 = ((Mx〈k〉)x∈V , (ME 〈k〉)E∈E , (ρMx,E )). Then we have
Γ (M 〈k〉) = Γ (M )〈k〉.
Let V ′ be a subset of V . Put E ′ = {E ∈ E | hG(E) ∈ V ′, tG(E) ∈ V ′}. Then G′ = (V ′,E ′,hG |E ′ , tG |E ′ ,
lG |E ′) is also a V ∗-moment graph. For a sheaf M = ((Mx)x∈V , (ME )E∈E , (ρMx,E )) on G , ((Mx)x∈V ′ ,
(ME )E∈E ′ , (ρMx,E )) is a sheaf on G′ . We denote this sheaf by M |V ′ .
2.2. Z -module with Verma ﬂags
By the deﬁnition, we have ZG ⊂ ∏x∈V S(V ∗). For Ω ⊂ V , let ZΩG be the image of ZG under
the map
∏
x∈V S(V ∗) →
∏
x∈Ω S(V ∗). Let ZG-mod
f be the category of graded ZG -modules that are
ﬁnitely generated over S(V ∗), torsion free over S(V ∗) and the action of ZG factors over ZΩG for a
ﬁnite subset Ω ⊂ V .
Let Q be the quotient ﬁeld of S(V ∗). Since ZG ⊂∏x∈V S(V ∗), we have ZG ⊗S(V ∗) Q ⊂∏x∈V Q .
We also have ZΩG ⊗S(V ∗) Q ⊂
∏
x∈Ω Q .
Lemma 2.3. (See [Fie08b, Lemma 3.1].) If Ω is ﬁnite, then ZΩG ⊗S(V ∗) Q =
∏
x∈Ω Q .
For x ∈ V , put ex = (δxy)y ∈∏y∈V Q where δ is Kronecker’s delta. Let M be an object of ZG-mod f
and take a ﬁnite subset Ω ⊂ V such that the action of ZG on M factors over ZΩG . For x ∈ Ω , put MxQ =
ex(Q ⊗S(V ∗) M). Set MxQ = 0 for x ∈ V \Ω . Then we have MQ =
⊕
x∈V MxQ where MQ = Q ⊗S(V ∗) M .
These are independent of a choice of Ω . Since M is torsion-free, M ⊂ MQ .
Deﬁnition 2.4. For M ∈ ZG-mod f , Ω ⊂ V , put
MΩ = M ∩
⊕
x∈Ω
MxQ ,
and set
MΩ = Im
(
M → MQ →
⊕
x∈Ω
MxQ
)
.
A subset Ω ⊂ V is called upwardly closed if x ∈ Ω, y  x implies y ∈ Ω .
Deﬁnition 2.5. We say that M ∈ ZG-mod f admits a Verma ﬂag if the module MΩ is a graded free
S(V ∗)-module for each upwardly closed Ω .
Let MG be a full-subcategory of ZG-mod f consisting of the object which admits a Verma ﬂag.
Remark 2.6. Fiebig [Fie08a,Fie08b] uses a notation V for the category of modules which admits a
Verma ﬂag. Because we denote the set of vertices by V , we use a different notation.
The category MG is not an abelian category. However, MG has a structure of an exact cate-
gory [Fie08b, 4.1].
Deﬁnition 2.7. Let M1 → M2 → M3 be a sequence in MG . We say that it is short exact if and only
if for each upwardly closed subset Ω the sequence 0 → MΩ1 → MΩ2 → MΩ3 → 0 is an exact sequence
of S(V ∗)-modules.
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Let SH(G) be the category of sheaves M on G such that suppM is ﬁnite and Mx is ﬁnitely
generated and torsion free S(V ∗)-module for each x ∈ V . Then we have Γ (SH(G)) ⊂ Z-mod f .
Proposition 2.8. (See Fiebig [Fie08b].) The functor Γ : SH(G) → Z-mod f has the left adjoint functorL .
The functor L is called the localization functor.
For an image of MG under L , we have the following proposition. For a sheaf M on G and x ∈ V ,
put
M [x] = Ker
(
Mx →
⊕
hG (E)=x
ME
)
.
A sheaf M is called ﬂabby if Γ (M ) → Γ (M |Ω) is surjective for all upwardly closed set Ω .
Proposition 2.9. (See [Fie08b].)
(1) The functor L is fully-faithful onMG .
(2) For M ∈ ZG-mod f , putM =L (M). Then M admits a Verma ﬂag ifM is ﬂabby,M [x] is graded free for
all x ∈ V and Γ (M )  M.
For x ∈ V , deﬁne a sheaf V (x) by
V (x)y =
{
S(V ∗) (y = x),
0 (y = x),
V (x)E = 0.
The sheaf V (x) is called a Verma sheaf and its global section V (x) = Γ (V (x)) is called a Vermamodule.
The module V (x) admits a Verma ﬂag for all x ∈ V .
2.4. Moment graph associated to a Coxeter system
Let (W , S) be a Coxeter system such that S is ﬁnite. We denote the set of reﬂections by T . A ﬁnite-
dimensional representation V of W is called a reﬂection faithful representation if for each w ∈ W ,
V w is a hyperplane in V if and only if w ∈ T . By Soergel [Soe07], there exists a reﬂection faithful
representation. Let V be a reﬂection faithful representation over C. For each t ∈ T , let αt ∈ V ∗ be a
non-trivial linear form vanishing on the hyperplane V t . If s = t , then αs = αt [Fie08b, Lemma 2.2].
Let S ′ be a subset of S and W ′ the subgroup of W generated by S ′ . We attach a V ∗-moment
graph G = (V,E,hG , tG , lG) to ((W , S), (W ′, S ′)) by
• V = W /W ′ , an order is induced by the Bruhat order.
• E = {{xW ′, yW ′} | x ∈ T yW ′}.
• If x ∈ T y, x< y, then hG({xW ′, yW ′}) = xW ′ , tG({xW ′, yW ′}) = yW ′ .
• V ∗{xW ′,txW ′} =Cαt for xW ′ ∈ W /W ′ , t ∈ T .
In the rest of this paper, we ﬁx a Coxeter system (W , S) and a reﬂection faithful representation V .
Let G be the V ∗-moment graph associated to ((W , S), ({e},∅)). Put A =AG , Z = ZG and M=MG .
6 N. Abe / Journal of Algebra 367 (2012) 1–252.5. Projective object inMG
Let G = (V,E,hG , tG , lG) be a V ∗-moment graph. Since MG is an exact category, we can deﬁne
the notion of a projective object in MG . We can also deﬁne the notion of a projective object in
L (MG) since L is fully-faithful on MG .
Theorem 2.10. (See [Fie08b, Theorem 5.2].) For each x ∈ V there exists an indecomposable projective object
B˜(x) ∈L (MG) such that B˜(x)x  S(V ∗) and supp B˜(x) ⊂ {y | y  x}.
Moreover, a projective object inL (MG) is a direct sum of {B˜(x)〈k〉 | x ∈ V, k ∈ Z}.
The sheaf B˜(x) is called the Braden–MacPherson sheaf [BM01].
2.6. Translation functor
We deﬁne an action of a simple reﬂection s ∈ S on ∏w∈W S(V ∗) by s((zw)w) = (zws)w . This
action preserves Z . Put Z s = {z ∈ Z | s(z) = z}. Then Z s is an S(V ∗)-subalgebra. For M ∈ Z-mod f , put
θ Zs M = Z ⊗Z s M〈−1〉. Let B˜(x) be the Braden–MacPherson sheaf and put B(x) = B˜(x)〈−(x)〉 Set
B(x) = Γ (B(x)).
Proposition 2.11. (See [Fie08a, Proposition 5.5, Corollary 5.7].)
(1) The functor θ Zs preservesM.
(2) The functor θ Zs is exact and self-adjoint.
(3) For M ∈ Z-mod f , supp(L (θ Zs (M))) ⊂ supp(L (M)) ∪ supp(L (M))s.
(4) Assume that xs > x. There exists a projective object P ∈ M such that θ Zs (B(x)) = B(xs) ⊕ P and
suppL (P ) ⊂ {y ∈ W | y  x}.
(5) There exist degree zero canonical homomorphisms Id〈1〉 → θ Zs and θ Zs → Id〈−1〉.
Remark 2.12. Set cs = (w(α))w . The natural transformation Id〈1〉 → θ Zs is given by m → cs ⊗m+ 1⊗
csm and θ Zs → Id〈−1〉 is given by z ⊗m → zm.
3. The categoryO
3.1. The functor ϕ Zs
For a graded S(V ∗)-module M and w ∈ W , let bw(M) be an S(V ∗)-module whose structure map
is given by S(V ∗) w→ S(V ∗) → End(M). We remark that if M is annihilated by αt for t ∈ T , then we
have bt(M)  M as a graded S(V ∗)-module.
First we deﬁne a functor aS : SH(G) → SH(G) by the following. Let M ∈ SH(G). Then the sheaf
aS (M ) is deﬁned by
• (aS (M ))x = bxMx−1 for x ∈ W ,
• (aS (M ))E = bx(ME ′ ) where x = hG(E), hG(E ′) = hG(E)−1 = x−1 and tG(E ′) = tG(E)−1 = (tx)−1,
• ρaS (M )x,E = ρMx−1,E ′ .
It is easy to see that these data deﬁne a sheaf aS (M ) and functor aS : SH(G) → SH(G).
Let aZ : ∏x∈W S(V ∗) → ∏x∈W S(V ∗) be an algebra homomorphism deﬁned by a((zw)w) =
(wzw−1 )w . Then aZ preserves a subalgebra Z and gives a C-algebra homomorphism. We remark that
aZ is not an S(V ∗)-algebra homomorphism. For a Z -module M , let aM(M) be a Z -module whose
structure map is given by Z
a→ Z → End(M). This deﬁnes a functor aM : Z-mod → Z-mod.
N. Abe / Journal of Algebra 367 (2012) 1–25 7Lemma 3.1.
(1) We have supp(aS (M )) = {x−1 | x ∈ suppM }.
(2) We have aS(SH(G) f ) ⊂ SH(G) f .
(3) We have aM(Z-mod
f ) ⊂ Z-mod f .
(4) We have Γ ◦ aS  aM ◦ Γ .
(5) We have L ◦ aM  aS ◦L .
(6) For Ω ⊂ W , set Ω ′ = {x−1 | x ∈ Ω}. Then as a vector space, Γ (aS (M )|Ω)  Γ (M |Ω ′ ).
Proof. (1) and (2) are obvious from the deﬁnition.
(3) By the deﬁnition, we have aZ (ZΩ) = ZΩ ′ where Ω ′ = {x−1 | x ∈ Ω}. Hence if the action of Z
on M factors over ZΩ , the action on aM(M) factors over ZΩ
′
.
(6) Let M ∈ SH(G). Let E0 (resp. E ′0) be the set of edges associated to Ω (resp. Ω ′). By the
deﬁnition, we have
Γ
(
aS(M )
∣∣
Ω
)= {((mx), (mE)) ∈ ∏
x∈Ω
bxMx−1 ⊕
∏
E∈E0
bxME ′
∣∣∣ ρMx−1,E ′(mx) =mE
}
,
where E ′ is the same as in the deﬁnition of aS . Replace x → x−1. Then E ′ becomes E . Hence we get
Γ
(
aS(M )
∣∣
Ω
)= {((mx−1), (mE ′)) ∈ ∏
x∈Ω ′
bx−1Mx ⊕
∏
E∈E ′0
bx−1ME
∣∣∣ ρMx,E (mx−1) =mE ′
}
.
From this formula, we get (6).
(4) Put Ω = W in (6). Then we have Γ (aS (M )) = Γ (M ). The action of z = (zw) ∈ Z on
((mx), (mE )) ∈ Γ (aS (M )) is given by ((x−1(zx)mx), (x−1(zx)mE )) = ((x(zx−1 )mx−1 ), (x(zx−1 )mE ′ )E ′ )
where tG(E) = x. This action coincide with the action of z on aM(Γ (M )).
(5) Obviously, a2S = Id and a2M = Id. In particular, aS : SH(G) f → SH(G) f and aM : Z-mod f →
Z-mod f are self-adjoint. Hence, taking the left adjoint functor of the both sides in (4), we get (5). 
Proposition 3.2.We have aM(M) =M. Moreover, aM is exact.
Proof. Take M ∈M and put M =L (M), N =L (aM(M)) = aS (M ). We prove that N is ﬂabby and
N [x] is graded free for all x ∈ W .
Let Ω be an upwardly closed subset and put Ω ′ = {x−1 | x ∈ Ω}. Then Ω ′ is also upwardly closed.
Since M is ﬂabby, Γ (M ) → Γ (M |Ω ′ ) is surjective. Hence Γ (N ) = aM(Γ (M )) → aM(Γ (M |Ω ′ )) =
Γ (N |Ω) is surjective.
By the deﬁnition of N [x] , we have N [x] = bx(M [x−1]). Since M [x−1] is graded free, N [x] is graded
free.
To prove the exactness of aM , ﬁx an upwardly closed subset Ω . Set Ω ′ = {x−1 | x ∈ Ω}. It is suﬃ-
cient to prove that NΩ  MΩ ′ as a vector space. Since N is ﬂabby, we have NΩ  Γ (N |Ω) (cf. the
proof of [Fie08b, Proposition 4.2]). Hence we have NΩ  Γ (aS (M )|Ω) = Γ (M |Ω ′) = MΩ ′ . 
Lemma 3.3.We have aM(B(x)) = B(x−1).
Proof. Since a gives an auto-equivalence of the category M, aM(B(x)) is an indecomposable projec-
tive object. By Lemma 3.1 and the deﬁnition of aS , we have
suppL
(
aM
(
B(x)
))= suppaS(L (B(x)))= {y−1 ∣∣ y ∈ suppL (B(x))}
and
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(
aM
(
B(x)
))
x−1 =
(
aS
(
L
(
B(x)
)))
x−1 = bxL
(
B(x)
)
x
= bxS
(
V ∗
)〈−(x)〉= bxS(V ∗)〈−(x−1)〉 S(V ∗)〈−(x−1)〉.
Hence we get the lemma. 
From Proposition 3.2, we can deﬁne the functor ϕ Zs : M → M by ϕ Zs = aM ◦ θ Zs ◦ aM . Since aM
gives an equivalence of categories, the fundamental properties of ϕ Zs follows from that of θ
Z
s .
Proposition 3.4.
(1) The functor ϕ Zs preservesM.
(2) The functor ϕ Zs is exact and self-adjoint.
(3) For M ∈ Z-mod f , suppL (ϕ Zs (M)) ⊂ suppL (M) ∪ s(suppL (M)).
(4) Assume that sx > x. There exists a projective object P ∈ M such that ϕ Zs (B(x)) = B(sx) ⊕ P and
suppL (P ) ⊂ {y ∈ W | y  x}.
(5) There exist degree zero canonical homomorphisms Id〈1〉 → ϕ Zs and ϕ Zs → Id〈−1〉.
We describe the functor ϕ Zs more explicitly. We deﬁne an algebra homomorphism rs :∏
w∈W S(V ∗) →
∏
w∈W S(V ∗) by rs((zw)w) = (s(zsw))w . Note that this is not an S(V ∗)-module ho-
momorphism. The subalgebra Z satisﬁes rs(Z) = Z . Recall that the map s : Z → Z is deﬁned by
s((zw)w) = (zws)w . Then it is easy to see that rs ◦ aZ = aZ ◦ s. Set Zrs = {z ∈ Z | rs(z) = z}. Then we
have ϕ Zs M = Z ⊗Zrs M . From this description, we get the following proposition.
Proposition 3.5. For simple reﬂections s, t, the functors θ Zt and ϕ
Z
s commute with each other. Moreover, the
natural transformation θ Zt 〈1〉 → ϕ Zs θ Zt (resp. ϕ Zs 〈1〉 → θ Zt ϕ Zs , ϕ Zs θ Zt → θ Zt 〈−1〉, θ Zt ϕ Zs → ϕ Zs 〈−1〉) can be
identiﬁed with θ Zt (Id〈1〉 → ϕ Zs ) (resp. ϕ Zs (Id〈1〉 → θ Zt ), θ Zt (ϕ Zs → Id〈−1〉), ϕ Zs (θ Zt → Id〈−1〉)).
Proof. First we remark that t and rs commute with each other. Put Zrs,t = Zrs ∩ Zt . We prove that
Z ⊗Zrs ,t M  Z ⊗Zrs Z ⊗Zt M for a Z -module M . The same argument implies Z ⊗Zrs ,t M  Z ⊗Zt
Z ⊗Zrs M .
Consider the map Ξ : Z ⊗Zrs ,t M → Z ⊗Zrs Z ⊗Zt M deﬁned by Ξ(z ⊗m) = z ⊗ 1 ⊗m. This map
is a Z -module homomorphism. Set α = αs . We regard α as an element of Z by the structure map
S(V ∗) → Z . Put ct = (w(αt))w . Then we have Z = Zt ⊕ ct Zt [Fie08a, Lemma 5.1]. Since aZ (cs) = αs ,
we have Z = Zrs ⊕ αZrs . Hence we get
Z ⊗Zrs Z ⊗Zt M = (1⊗ 1⊗ M) ⊕ (α ⊗ 1⊗ M) ⊕ (1⊗ ct ⊗ M) ⊕ (α ⊗ ct ⊗ M).
Similarly, we get
Z ⊗Zrs ,t M = (1⊗ M) ⊕ (α ⊗ M) ⊕ (ct ⊗ M) ⊕ (αct ⊗ M).
Since ct ∈ Zrs , 1⊗ ct ⊗ M = ct ⊗ 1⊗ M and α ⊗ ct ⊗ M = αct ⊗ 1⊗ M . Hence Ξ is an isomorphism.
We prove the second claim. We omit a grading. The map Z ⊗Zt M → Z ⊗Zrs Z ⊗Zt M is given by
1⊗m → 1⊗α⊗m+α⊗1⊗m (Remark 2.12). Since α ∈ Zt , we have 1⊗α⊗m = 1⊗1⊗αm. Under the
isomorphism Z ⊗Zt Z ⊗Zrs M  Z ⊗Zrs ,t M  Z ⊗Zrs Z ⊗Zt M , z⊗ 1⊗m ∈ Z ⊗Zt Z ⊗Zrs M corresponds
to z⊗ 1⊗m ∈ Z ⊗Zrs Z ⊗Zt M . Hence the map Z ⊗Zt M → Z ⊗Zrs Z ⊗Zt M  Z ⊗Zt Z ⊗Zrs M is given
by 1⊗m → 1⊗ 1⊗αm+α ⊗ 1⊗m = 1⊗ 1⊗αm+ 1⊗α ⊗m. This is equal to θ Zt (Id → ϕ Zs ). We can
prove the other formulae by the same argument. 
Lemma 3.6. Fix s ∈ S and put S ′ = {s}, W ′ = {1, s}. Let G′ be the moment graph associated to ((W , S),
(W ′, S ′)), B˜′(xW ′) the Braden–MacPherson sheaf and B ′(xW ′) = Γ (B˜′(xW ′))〈−(x)〉 for x ∈ W such that
xs < x. Using ZG′  Z s [Fie08a, 5.1], we regard B ′(xW ′) as a Z s-module. If xs < x, Z ⊗Z s B ′(xW ′)  B(x).
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projective object. By [Fie08a, Lemma 5.4], L (Z ⊗Z s B ′(xW ′))x = S(V ∗)〈−(x)〉 and its support is con-
tained in {y ∈ W | y  x}. Hence B(x) is a direct summand of Z ⊗Z s B ′(xW ′). Take a projective object
P such that Z ⊗Z s B ′(xW ′) = B(x) ⊕ P . We prove P = 0. In the rest of this proof, we omit a grading.
By the construction of the Braden–MacPherson sheaf [BM01, 1.4], L (B(x))x =L (B(x))xs = S(V ∗). By
[Fie08a, Lemma 5.4], L (Z⊗Z s B ′(xW ′))x =L (Z⊗Z s B ′(xW ′))xs = S(V ∗). Hence L (P )x =L (P )xs = 0.
Since Z  (Z s)⊕2 as a Z s-module [Fie08a, Lemma 5.1], we have ResZ s (Z ⊗Z s B ′(xW ′)) = B ′(xW ′)⊕2.
Therefore, if P = 0, then ResZ s (B(x)) = B ′(xW ′) and ResZ s (P ) = B ′(xW ′). Since L (P )x =L (P )xs = 0,
we have L (ResZ s (P ))xW ′ = 0 [Fie08a, Proposition 5.3]. This is a contradiction. Hence P = 0. 
Proposition 3.7. Let s be a simple reﬂection and x ∈ W .
(1) If xs > x, then θ Zs B(x) = B(xs) ⊕
⊕
y<x, ys>y, k∈Z B(y)〈k〉my,k for some my,k ∈ Z0 .
(2) If xs < x, then θ Zs B(x) = B(x)〈1〉 ⊕ B(x)〈−1〉.
(3) If sx> x, then ϕ Zs B(x) = B(xs) ⊕
⊕
y<x, sy>y, k∈Z B(y)〈k〉my,k for some my,k ∈ Z0 .
(4) If sx< x, then ϕ Zs B(x) = B(x)〈1〉 ⊕ B(x)〈−1〉.
Proof. Let W ′ , S ′ , B ′(xW ′) be as in the previous lemma.
(1) Since ResZ s B(x) is a projective object and the support of L (ResZ s (B(x))) is contained in {yW ′ |
y  x}, we have ResZ s B(x) =⊕k∈Z B ′(xsW ′)〈k〉mk ⊕⊕y<x, ys>y, k∈Z B ′(yW ′)〈k〉my,k for some mk and
my,k . Then by the previous lemma, we get θ Zs B(x) =
⊕
k∈Z B(xs)〈k− 1〉mk ⊕
⊕
y<x, ys>y, k∈Z B(y)〈k−
1〉my,k . By Proposition 2.11, we have mk = 0 if k = 1 and m1 = 1.
(2) From [Fie08a, Lemma 5.1], we have ResZ s (Z ⊗Z s ·) = Id⊕ Id〈2〉. Hence we have
θ Zs B(x) = θ Zs
(
Z ⊗Z s B ′
(
xW ′
))= Z ⊗Z s (ResZ s(Z ⊗Z s B ′(xW ′)))〈−1〉
 Z ⊗Z s
(
B ′
(
xW ′
)〈1〉 ⊕ B ′(xW ′)〈−1〉) B(x)〈1〉 ⊕ B(x)〈−1〉.
(3) and (4) follow from (1) and (2) and Lemma 3.3. 
3.2. Base change of Z-modules
Let R be a ﬂat S(V ∗)-algebra. Put ZR = Z ⊗S(V ∗) R . Then we can consider the category ZR-mod
of ZR -modules and ZR-mod
f . (Here, we omit the grading since we do not assume that R is graded.)
Moreover, replacing S(V ∗) with R in Deﬁnition 2.2, we can consider the category SH(G)R . We can
also deﬁne the functors LR and ΓR . From the ﬂatness of R , these functors commute with the functor
· ⊗S(V ∗) R .
Now, let R be the completion of S(V ∗) with respect to a maximal ideal V ∗S(V ∗). Set B(x)R =
B(x) ⊗S(V ∗) R and B(x)R =B(x) ⊗S(V ∗) R .
Lemma 3.8. For x ∈ W , the module B(x)R is indecomposable.
Proof. First, we prove the following claim: Let f ∈ End(B(x)R). If fx : (BR)x → (BR)x is an auto-
morphism, then f is an automorphism. To prove this claim, we use the construction of the Braden–
MacPherson sheaf [Fie08b, 5.2].
We prove that for all z  x and E ∈ E , f z and f E are isomorphisms by induction on z and hG(E).
If z = x, then this is the assumption. Assume that z < x.
Take E ∈ E such that hG(E) = z. We may assume tG(E)  x. Set y = tG(E). Put t = x−1 y ∈ T . By
the construction of B(x), we have
(
B(x)R
)
/αt
(
B(x)R
)  (B(x)R) .y y E
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morphism.
Set V ′ = {z′ | z′ > z} and E ′ = {E ∈ E | hG(E) = z}. Let M be the image of the map Γ (B(x)|V ′ ) →⊕
E∈E ′ B(x)E . Then f gives a map M → M and it is an isomorphism by inductive hypothesis. Let I
be the maximal ideal of R . From the construction of B(x), we have an isomorphism
(
B(x)R
)
z/I
(
B(x)R
)
z  M/IM.
Hence f gives an isomorphism (B(x)R)z/I(B(x)R)z → (B(x)R)z/I(B(x)R)z . The module (B(x)R)z is
a free R-module. Therefore, (B(x)R)z → (B(x)R)z is an isomorphism.
Now we prove the lemma. It is suﬃcient to prove that B(x)R is indecomposable. Let f ∈
End(B(x)R) be the projection to a direct summand. Since (B(x)R)x = R is indecomposable, fx is zero
or id. We may assume that fx = id. Then by the above claim, f is an isomorphism. Hence f = id. 
Lemma 3.9. The algebra End(B(x)) ⊗S(V ∗) C is a local ring for all x ∈ W .
Proof. The module B(x)R is a ﬁnitely generated R-module. It is indecomposable by the above lemma.
Hence End(B(x)R) is a local ring by [NT89, Theorem 14.3, Lemma 14.4]. By the ﬂatness of R , we have
End(B(x)R) = End(B(x))⊗S(V ∗) R . Since End(B(x))⊗S(V ∗) C is a quotient of End(B(x))⊗S(V ∗) R , it is a
local ring. 
3.3. Deﬁnition of the categoryO
Set A˜ = EndZ (⊕x∈W B(x)). This is an S(V ∗)-algebra.
Deﬁnition 3.10. Put A = A˜ ⊗S(V ∗) C where C = S(V ∗)/V ∗S(V ∗) is a one-dimensional S(V ∗)-algebra.
Deﬁne the category O as the category of right A-modules.
Remark 3.11. Even if (W , S) is the Weyl group of some Kac–Moody Lie algebra, the category O is not
equivalent to the Bernstein–Gelfand–Gelfand (BGG) category since BGG category has some ﬁniteness
conditions. If (W , S) is a ﬁnite Weyl group, then the category of ﬁnitely generated right A-modules
is equivalent to the regular integral block of the BGG category. More generally, if (W , S) is the Weyl
group of some Kac–Moody Lie algebra, a block of the BGG category with positive level can be recov-
ered from the algebra A [Fie08a].
Let O˜ be the category of right A˜-modules. Since A = A˜/V ∗ A˜ is a quotient of A˜, we regard O as a
full-subcategory of O˜.
Deﬁne the functor Φ˜ : Z-mod → O˜ by Φ˜(M) = HomZ (⊕x∈W B(x),M) and put Φ(M) =
Φ˜(M) ⊗S(V ∗) C.
Lemma 3.12. Let P be a direct sum of {B(x) | x ∈ W }’s and M ∈M. Then the following canonical maps are
isomorphisms:
• HomZ (P ,M) → Hom A˜(Φ˜(P ), Φ˜(M)).• HomZ (P ,M) ⊗S(V ∗) C→ HomA(Φ(P ),Φ(M)).
Proof. We may assume that P = B(x) for some x ∈ W . Hence it is suﬃcient to prove when P =⊕
x∈W B(x). The lemma is obvious in this case. 
Set P˜ (x) = Φ˜(B(x)), P (x) = Φ(B(x)) = P˜ (x) ⊗S(V ∗) C, M˜(x) = Φ˜(V (x)) and M(x) = Φ(V (x)) =
M˜(x) ⊗S(V ∗) C. The module M(x) is called a Verma module.
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(1) The modules P˜ (x) and P (x) are indecomposable.
(2) If x = y, then P (x)  P (y).
(3) The module P (x) has the unique irreducible quotient.
Proof. (1) By Lemma 3.12, we have End A˜( P˜ (x))  EndZ (B(x)) and EndA(P (x))  EndZ (B(x))⊗S(V ∗) C.
Hence the indecomposability of B(x) implies the indecomposability of P˜ (x) and Lemma 3.9 implies
the indecomposability of P (x).
(2) We may assume x y. By Lemma 3.12, we have HomA(P (x),M(x)) = HomZ (B(x), V (x))⊗S(V ∗)
C = HomS(V ∗)(B(x)x, S(V ∗)) ⊗S(V ∗) C = C. We also have HomA(P (y),M(x)) = HomZ (B(y),
V (x)) ⊗S(V ∗) C= 0. Hence P (x)  P (y).
(3) Set M =⊕z =x P (z). Then we have P (x) = HomA(M, P (x)) ⊕ EndA(P (x)). Let I be the maxi-
mal ideal of EndA(P (x)) = EndZ (B(x)) ⊗S(V ∗) C. We prove that any proper submodule N of P (x) is
contained in M0 = HomA(M, P (z)) ⊕ I .
First, we prove that M0 is A-stable. We prove that for f : P (x) → M and g : M → P (x), the compo-
sition g ◦ f is in I . Assume that g ◦ f /∈ I . Since EndA(P (x)) is a local ring and I is its maximal ideal,
g ◦ f is an isomorphism. We may assume that g ◦ f = id. Since P (x) is ﬁnitely generated A-module,
the image of f is contained in
⊕
z∈W0 P (z) for some ﬁnite subset W0 ⊂ W \ {x}. Hence P (x) is a
direct summand of
⊕
z∈W0 P (z). This contradicts (1) and (2).
Since N is an A-submodule, we have N = (N ∩ HomA(M, P (x))) ⊕ (N ∩ EndA(P (x))). More-
over, N ∩ EndA(P (x)) is an EndA(P (x))-submodule. If N ∩ EndA(P (x)) = EndA(P (x)), we have N ⊂
A EndA(P (x)) = P (x). Hence N ∩ EndA(P (x)) ⊂ I . So we have N ⊂ M0. 
Let L(x) be the irreducible quotient of P (x). To summarize it, we get the following lemma.
Lemma 3.14.
(1) P˜ (x) is a projective A˜-module.
(2) P (x) is a projective A-module.
(3) L(x) is a simple A-module (hence, simple A˜-module).
(4) We have HomA(P (x), L(y)) = Hom A˜( P˜ (x), L(y)) = δxy .
Proof. For (4), notice that we have HomA(M˜ ⊗S(V ∗) C,N) = Hom A˜(M˜,N) for M˜ ∈ O˜ and N ∈ O.
Hence we get HomA(P (x), L(y)) = Hom A˜( P˜ (x), L(y)). 
Since there exists a surjective morphism B(x) → V (x), we have a surjective map P (x) → M(x).
Moreover, we get the following proposition.
Proposition 3.15. For x ∈ W , there exist submodules 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mn = P (x) such that Mi/Mi−1 
M(xi) for some xi ∈ W . Moreover, we can take {Mi} such that x = xn  xn−1  · · · x1 .
Proof. Consider the order ﬁltration [Fie08b, 4.3] {Ni} of P (x). Then we have Ni(v)/Ni(v)−1  P (x)[v] .
Since P (x)[v] = V (v)nv for some nv ∈ Z0, we get the proposition. 
3.4. Translation functors
In this subsection, we construct functors θ˜s, ϕ˜s : O˜→ O˜ using functors θ Zs , ϕ Zs . Since the construc-
tion is the same, set F Z = θ Zs or ϕ Zs and we will construct a functor F˜ : O˜→ O˜.
Put A˜′ = Φ˜(⊕y∈W F Z B(y)). Then the module A˜′ is a right A˜-module and left End(⊕x∈W F Z B(x))-
module. Moreover, using a homomorphism End(B(x)) → End(F Z B(x)), A˜′ is an A˜-bimodule. Deﬁne
F˜ : O˜ → O˜ by F˜ (M˜) = Hom A˜( A˜′, M˜) for M˜ ∈ O˜. Then F˜ (M˜) is a right A˜-module. Since F Z B(y) is a
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⊕
x∈W B(x))⊕m for some m, A˜′ is a direct summand of A˜⊕m for some m. Hence
A˜′ is a projective right A˜-module. This implies that F˜ is an exact functor.
Set B =⊕y∈W B(y). From Lemma 3.12, we have
A˜′  Hom A˜
(
A˜, A˜′
)= Hom A˜(Φ˜(B), Φ˜(F Z (B)))
 HomZ
(
B, F Z (B)
) HomZ (F Z (B), B) Hom A˜( A˜′, A˜).
So we have A˜′  F˜ ( A˜).
Recall the following well-known lemma. For the sake of completeness, we give a proof.
Lemma 3.16. Let R1, R2 be arbitrary rings, Ci the category of right Ri-modules (i = 1,2) and G a right exact
functor C1 → C2 . Then we have a functorial isomorphism G(X)  X ⊗R1 G(R1).
Proof. From an R1-module homomorphism
X  HomR1(R1, X) → HomR2
(
G(R1),G(X)
)
,
we have an R2-module homomorphism X⊗R1 G(R1) → G(X). If X is free, this map is an isomorphism.
For a general X , take an exact sequence F1 → F0 → X → 0 such that F0, F1 are free. Then we have
the following diagram:
F1 ⊗R1 G(R1) F0 ⊗R1 G(R1) X ⊗R1 G(R1) 0
G(F1) G(F0) G(X) 0.
The left two homomorphisms are isomorphisms. Hence X ⊗R1 G(R1) → G(X) is an isomorphism. 
Hence we have F˜ (M˜)  M˜ ⊗ A˜ F˜ ( A˜)  M˜ ⊗ A˜ A˜′ . This implies
Hom( F˜ M˜, N˜)  Hom(M˜ ⊗ A˜ A˜′, N˜) Hom(M˜,Hom A˜( A˜′, N˜))= Hom(M˜, F˜ N˜).
We get the following proposition.
Proposition 3.17.
(1) The functor F˜ is self-adjoint. In particular, F˜ is an exact functor.
(2) We have A˜′  F˜ ( A˜).
(3) We have F˜ (M˜)  M˜ ⊗ A˜ F˜ ( A˜).
(4) We have Φ˜ ◦ F Z  F˜ ◦ Φ˜ .
Proof. We already proved (1)–(3). We have
F˜ ◦ Φ˜(M) = Hom A˜
(
A˜′, Φ˜(M)
)= Hom A˜
(
Φ˜
(⊕
y∈W
F Z B(y)
)
, Φ˜(M)
)
 HomZ
(⊕
y∈W
F Z B(y),M
)
 HomZ
(⊕
y∈W
B(y), F ZM
)
= Φ˜(F Z (M)).
Hence we get (4). 
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Z-mod, p ∈ S(V ∗) induces a homomorphism p : M → M . Hence we have a homomorphism θ Zs (p) :
θ Zs (M) → θ Zs (M). From the construction of θ Zs , this map is equal to the action of p : θ Zs (M) → θ Zs (M).
Since A˜′ is an A˜-bimodule and A˜ is an S(V ∗)-algebra, A˜′ is an S(V ∗)-bimodule. From the above
argument, the left and right S(V ∗)-module structure of A˜′ coincide. Hence the action of S(V ∗) on
θ˜s(M˜) = Hom A˜( A˜′, M˜) coincides with the S(V ∗)-action induced from that of M˜ . In particular, if M˜ is
annihilated by V ∗ (i.e., M˜ ∈O), then θ˜s(M˜) is also annihilated by V ∗ . Hence θ˜s gives a functor from
O to O and satisﬁes the similar properties in Proposition 3.17. We denote this functor by θs .
In the case of ϕ Zs , the situation is bad. In this case, a homomorphism ϕ
Z
s (p) is not equal to p for
p ∈ S(V ∗) in general. Hence ϕ˜s dose not give a functor from O to O. Let ϕs be the restriction of the
functor ϕ˜s to O. This is a functor from O to O˜.
Remark 3.18. By the same reason, we have θs(M˜ ⊗S(V ∗) C)  (θ˜s(M˜)) ⊗S(V ∗) C for M˜ ∈ O˜. The corre-
sponding statement for ϕs is false in general.
3.5. Natural transformations
We use the notation in the previous subsection. We start with the following lemma.
Lemma 3.19. For M ∈M, the natural transformation M → F ZM is given by the self-adjointness of F Z and
the natural transformation F ZM → M.
Proof. We consider the case of F Z = θ Zs . Using the functor aM , we get the lemma in the case of
F Z = ϕs .
In this case, F ZM = Z ⊗Z s M . Since (ResZ s , Z ⊗Z s ·), (Z ⊗Z s ·,ResZ s ) are adjoint pairs, we have
HomZ
(
M, F ZM
) HomZ s (M,M)  Hom(F ZM,M).
The natural transformation M → F ZM (resp. F ZM → M) corresponds to Id : M → M by the left
(resp. right) isomorphism. Since these isomorphisms give a self-adjointness of F Z , we get the
lemma. 
Since A˜′ = Φ˜(⊕y∈W (F Z B(y))), we get a homomorphism σ : A˜ → A˜′ and σ ′ : A˜′ → A˜ from
the natural transformation between F Z : M → M and Id. Then σM˜ = Hom(σ , M˜) (resp. σ ′˜M =
Hom(σ ′, M˜)) gives a natural transformation σ : F˜ → Id (resp. σ ′ : Id → F˜ ).
Since we have an isomorphism F˜ (M˜)  M˜ ⊗ A˜ A˜′ , we can deﬁne another natural transformations
by idM˜ ⊗σ and idM˜ ⊗σ ′ .
Proposition 3.20.We have σM˜ = idM˜ ⊗σ ′ and σ ′˜M = idM˜ ⊗σ . Moreover, we have the following commutative
diagram for M˜, N˜ ∈ O˜:
Hom(M˜, N˜)
Hom(σM˜ ,N˜)
Hom(M˜, N˜)
Hom(M˜,σ ′˜
N
)
Hom( F˜ M˜, N˜)
Hom(σ ′˜
M
,N˜)
∼
Hom(M˜, F˜ N˜)
Hom(M˜,σN˜ )
Hom(M˜, N˜) Hom(M˜, N˜).
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First we prove the ﬁrst claim for M˜ = A˜. Put B = ⊕y∈W B(y). Recall that an isomorphism
Hom( A˜′, A˜)  A˜′ is induced from HomZ (F Z B, B)  HomZ (B, F Z B) and σ (resp. σ ′) is induced from
the natural transformation Id → F Z (resp. F Z → Id) in M. Hence we get the ﬁrst claim for M˜ = A˜
from the corresponding statement in M (Lemma 3.19).
To prove for a general M˜ , take a free resolution N˜1 → N˜0 → M˜ → 0. Since F˜ is exact, we have
Hom(σ , M˜) = Cok(Hom(σ , N˜1) → Hom(σ , N˜0)). Since N˜i (i = 0.1) is free, we have Hom(σ , N˜i) =
idN˜i ⊗σ ′ . Hence we have Hom(σ , M˜) = idM˜ ⊗σ ′ . The same argument implies Hom(σ ′, M˜) = idM˜ ⊗σ .
We prove the second claim. We only prove the commutativity of the lower square. The same
argument implies the proposition. An isomorphism Hom( F˜ M˜, N˜)  Hom(M˜, F˜ N˜) is equal to
Hom( F˜ M˜, N˜)  Hom(M˜ ⊗ A˜ A˜′, N˜) Hom(M˜,Hom A˜( A˜′, N˜))= Hom(M˜, F˜ N˜).
For f ∈ Hom( F˜ M˜, N˜) = Hom(M˜ ⊗ A˜ A˜′, N˜), an image of f under Hom( F˜ M˜, N˜)  Hom(M˜, F˜ N˜) →
Hom(M˜, N˜) is given by m → f (m⊗σ(1)), namely, an image of f under the map Hom(idM˜ ⊗σ , N˜).
We get the proposition from the ﬁrst claim. 
Theorem 3.21. Let s, t be simple reﬂections. The functors θ˜t and ϕ˜s from O˜ to O˜ commute with each other.
Moreover, the natural transformation θ˜t → ϕ˜s θ˜t (resp. ϕ˜s → θ˜t ϕ˜s , ϕ˜s θ˜t → θ˜t , θ˜t ϕ˜s → ϕ˜s) can be identiﬁed
with θ˜t(Id → ϕ˜s) (resp. ϕ˜s(Id → θ˜t), θ˜t(ϕ˜s → Id), ϕ˜s(θ˜t → Id)).
Proof. Since ϕ˜s(M˜)  M˜ ⊗ A˜ ϕ˜s( A˜) and θ˜t(M˜)  M˜ ⊗ A˜ θ˜t( A˜), we may assume that M˜ = A˜. In this case,
the theorem follows from the corresponding statement in M, namely, Proposition 3.5. 
3.6. Translation of projective modules and simple modules
Theorem 3.22.
(1) If xs < x, then θ˜s P˜ (x) = P˜ (x)⊕2 and θs P (x) = P (x)⊕2 .
(2) If xs > x, then θ˜s P˜ (x) = P˜ (xs) ⊕⊕y<x, ys<y P˜ (y)my and θs P (x) = P (xs) ⊕⊕y<x, ys<y P (y)my for
some my ∈ Z0 .
(3) θs L(x) = 0 if and only if xs > x.
(4) If sx< x, then ϕ˜s P˜ (x) = P˜ (x)⊕2 .
(5) If sx> x, then ϕ˜s P˜ (x) = P˜ (sx) ⊕⊕y<x, sy<y P˜ (y)my for some my ∈ Z0 .
(6) ϕs L(x) = 0 if and only if sx> x.
Proof. The ﬁrst statement of (1) and (2) follows from Proposition 3.7 and Proposition 3.17. We get
the second statement of (1), (2) tensoring C to the ﬁrst statement of (1), (2), respectively (see Re-
mark 3.18).
From (1) and (2), we have θs A =⊕ys<y P (y)ny for some ny  2. Put ny = 0 for ys > y. Then we
have
dim θs L(x) = dimHom A˜
(
A˜, θs L(x)
)= dimHom A˜(θ˜s A˜, L(x))
= dimHomA
(⊕
y
P˜ (y)ny , L(x)
)
= ny .
Part (3) of the proposition follows.
(4), (5) and (6) follow from the same argument. 
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4.1. Deﬁnition and commutativity with translation functors
Fix a simple reﬂection s. Let Os be a full-subcategory of O consisting of a module M such that
HomA(P (x),M) = 0 for all sx< x. Let ιs :Os →O be the inclusion functor. Then ιs has the left adjoint
functor τ˜s . It is deﬁned by
τ˜s(M) = M/M ′
where
M ′ =
⋂
ϕ:M→M1, M1∈Os
Kerϕ.
Since τ˜s has the right adjoint functor ιs , τ˜s is a right exact functor. Put τs = ιsτ˜s .
Lemma 4.1. Let s be a simple reﬂection. For M ∈O, M ∈Os if and only if ϕsM = 0. In particular, θt preserves
the categoryOs for a simple reﬂection t.
Proof. From Theorem 3.22, we have ϕ˜s A˜ =⊕sy<y P˜ (y)my for some my  2. Hence, if M ∈Os , then
ϕsM = Hom A˜( A˜,ϕsM) = Hom A˜(ϕ˜s A˜,M) = 0.
If M /∈ Os , then Hom( P˜ (x),M) = Hom(P (x),M) = 0 for some x ∈ W such that sx < x. Hence
Hom( P˜ (x),ϕsM) = Hom(ϕ˜s P˜ (x),M) = Hom( P˜ (x)⊕2,M) = 0. Therefore, ϕsM = 0.
Take M ∈Os . Then, by Theorem 3.21, ϕsθtM = θ˜tϕsM = 0. Hence θtM ∈Os . 
Proposition 4.2. The functors τs and θt commute with each other for simple reﬂections s, t.
Proof. From Lemma 4.1, the functor θt induces a self-adjoint functor from Os to Os . We denote this
functor by θ ′t . Obviously, we have θt ιs  ιsθ ′t . Taking the left adjoint functor of the both sides, we get
τ˜sθt  θ ′t τ˜s . Hence we get θtτs = θt ιsτ˜s  ιsθ ′t τ˜s  ιsτ˜sθt = τsθt . 
4.2. Translation of Verma modules
We consider ϕsM(x). We start with two lemmas.
Lemma 4.3. Let {Mλ} be a family of S(V ∗)-modules. Then we have an isomorphism (∏λ Mλ) ⊗S(V ∗) C ∏
λ(Mλ ⊗S(V ∗) C).
Proof. Since M⊗S(V ∗)C= M/V ∗M for an S(V ∗)-module M , it is suﬃcient to prove that V ∗(∏λ Mλ) =∏
λ(V
∗Mλ). Notice that V ∗ is ﬁnite-dimensional. Let v1, . . . , vr be a basis of V ∗ . Then V ∗(
∏
λ Mλ) =∑
i vi(
∏
λ Mλ) =
∑
i
∏
λ viMλ =
∏
λ(V
∗Mλ). 
Lemma 4.4. Let M1 → M2 → M3 be a sequence in M. If HomZ (B(y),M1) ⊗S(V ∗) C → HomZ (B(y),
M2) ⊗S(V ∗) C→ HomZ (B(y),M3) ⊗S(V ∗) C is exact for all y, then Φ(M1) → Φ(M2) → Φ(M3) is exact.
Proof. From the previous lemma,
∏
y∈W
(
HomZ
(
B(y),M
)⊗S(V ∗) C)
( ∏
y∈W
HomZ
(
B(y),M
))⊗S(V ∗) C
16 N. Abe / Journal of Algebra 367 (2012) 1–25 HomZ
(⊕
y∈W
B(y),M
)
⊗S(V ∗) C
= Φ(M).
We get the lemma. 
Proposition 4.5. Let s be a simple reﬂection and x ∈ W such that sx> x.
(1) For all y ∈ W , the natural transformation M(y) → ϕs(M(y)) is injective.
(2) We have an exact sequence 0 → M(x) → Φ(ϕ Zs V (sx)) → M(sx) → 0, here the map Φ(ϕ Zs V (sx)) →
M(sx) is the canonical map.
(3) We have an exact sequence 0 → M(x) → ϕsM(sx) → M(sx) → 0, here the map ϕsM(sx) → M(sx) is
the canonical map.
(4) We have an isomorphism ϕ˜s M˜(sx)  ϕ˜s M˜(x) and the map M(x) → ϕsM(sx) in (2) and M(x) →
ϕ˜s M˜(sx) ⊗S(V ∗) C in (3) is induced from the canonical map M˜(x) → ϕ˜s M˜(x).
(5) For a Z-module M, the composition of the maps Φ(M) → ϕsΦ(M) → Φ(M) is equal to 0.
(6) We have an inclusion M(sx) → M(x).
Proof. Set α = αs .
(1) For M˜ ∈ O˜, we deﬁne a new S(V ∗)-module structure on ϕ˜s(M˜) as follows. The action of
p ∈ S(V ∗) is given by ϕ˜s(p), here p : M˜ → M˜ is an S(V ∗)-action on M˜ . Then, in general, this ac-
tion is different from the original S(V ∗)-action (the action induced from the action of A˜). When
we consider this S(V ∗)-module structure, we denote C(ϕ˜s(M˜)) instead of ϕ˜s(M˜). By the deﬁnition,
we get C(ϕ˜s(M˜)) ⊗S(V ∗) C = C(ϕ˜s(M˜ ⊗S(V ∗) C)). We deﬁne the S(V ∗)-module structure on ϕ Zs (M)
(resp. HomZ (B(y),ϕ Zs (M))) by the same way for a Z -module M , and denote the resulting S(V
∗)-
module by C Z (ϕ Zs (M)) (resp. C
Z (HomZ (B(y),ϕ Zs V (sx)))).
We omit the grading. By the deﬁnition and the above lemma, we have
M(y) = HomZ
(⊕
z∈W
B(z), V (y)
)
⊗S(V ∗) C=
∏
z∈W
(
HomZ
(
B(z), V (y)
)⊗S(V ∗) C).
We also have that
ϕs
(
M(y)
)= ∏
z∈W
(
C Z
(
HomZ
(
B(z),ϕ Zs
(
V (y)
)))⊗S(V ∗) C).
So it is suﬃcient to prove that the morphism
HomZ
(
B(z), V (y)
)⊗S(V ∗) C→ C Z (HomZ (B(z),ϕ Zs (V (y))))⊗S(V ∗) C
is injective. Using the functor L , we have
HomZ
(
B(z), V (y)
)= Hom(B(z),V (y))= HomS(V ∗)(B(z)y, S(V ∗)).
We also have
HomZ
(
B(z),ϕ Zs
(
V (y)
))= HomZ (ϕ Zs (B(z)), V (y))
= HomS(V ∗)
(
L
(
ϕ Zs
(
B(z)
))
, S
(
V ∗
))
.y
N. Abe / Journal of Algebra 367 (2012) 1–25 17We prove that
HomS(V ∗)
(
B(z)y, S
(
V ∗
))⊗S(V ∗) C→ C Z (HomS(V ∗)(L (ϕ Zs (B(z)))y, S(V ∗)))⊗S(V ∗) C
is injective.
We prove the case of sy < y. The case of sy > y is a part of the statement of (3). Let M ∈M and
put M = L (M). Set M ′ = ϕ Zs (M) and M ′ = L (M ′). Recall the deﬁnition of bs (Section 3.1). By the
construction of aS and [Fie08b, Lemma 5.4], we have
M ′y =
{
(my,msy) ∈ My ⊕ bsMsy
∣∣ ρy,E(my) = ρsy,E(msy)},
where E = {y, sy}. Now we consider M ′ as C Z (ϕ Zs (M)). Namely, we consider the another S(V ∗)-
action. In the level of the sheaf M ′ , this action is given by (my,msy) → (pmy, s(p)msy) for
(my,msy) ∈ M ′y ⊂ My ⊕ bsMsy and p ∈ S(V ∗). So if we consider the S(V ∗)-action on M ′y coming
from C Z (ϕ Zs (M)) (we denote it by C
Z (M ′y)), we have C Z (M ′y) ⊂ My ⊕ Msy as S(V ∗)-modules. We
also have that the natural transformation M ′ →M is given by the projection My ⊕ bsMsy →My .
Now, we consider the case of M = B(z). Set G′ = {z′ ∈ W | z′ > sy} and E ′ = {E ′ ∈ E | hG(E) = y}.
Then by the construction of the Braden–MacPherson sheaf, Msy is the graded projective cover of the
image of the map Γ (M |G′) →⊕E ′∈E ′ ME . The morphism Γ (M |G′) →⊕E ′∈E ′ ME ′ → ME is equal
to Γ (M |G′ ) →My →ME . The ﬁrst map is surjective since M is ﬂabby. The second map is surjective
since by the construction we have My/αMy ME . Hence, ρMsy,E is surjective.
The S(V ∗)-module Msy is free. Hence there is a map f : Msy → My such that ρMsy,E = ρMy,E ◦ f .
From My/αMy  ME , the morphism My ⊗S(V ∗) C → ME ⊗S(V ∗) C induced by ρMy,E is an isomor-
phism. Hence the surjectivity of ρMsy,E implies that the morphism f : Msy ⊗S(V ∗) C → My ⊗S(V ∗) C
is surjective. We also have that the map My ⊕ Msy → C Z (M ′y) given by (my,msy) → (αsmy +
f (msy),msy) is an isomorphism. It follows from My/αMy ME and ρMsy,E = ρMy,E ◦ f . Hence,
HomS(V ∗)
(
B(z)y, S
(
V ∗
))⊗S(V ∗) C→ C Z (HomS(V ∗)(L (ϕ Zs (B(z)))y, S(V ∗)))⊗S(V ∗) C
is equal to the map
HomS(V ∗)
(
My, S
(
V ∗
))⊗S(V ∗) C→ HomS(V ∗)(My ⊕Msy, S(V ∗))⊗S(V ∗) C
deﬁned by h⊗1 → (αh,h ◦ f )⊗1 = (0,h ◦ f )⊗1. Since My is free of ﬁnite rank, we have
HomS(V ∗)
(
My, S
(
V ∗
))⊗S(V ∗) C= HomC(My ⊗S(V ∗) C,C).
We also have the similar formula for HomS(V ∗)(My ⊕Msy, S(V ∗))⊗S(V ∗) C. So the injectivity follows
from the surjectivity of f :Msy ⊗S(V ∗) C→My ⊗S(V ∗) C. We get (1).
(2) Put M = L (ϕsV (sx)). From the deﬁnition, aS (V (sx)) = V (x−1s). Hence M =
aS (L θ Zs Γ (V (x
−1s))) by Lemma 3.1. By [Fie08a, Lemma 5.4] and the deﬁnition of aS , we have
My =
{
S(V ∗)〈−1〉 (y = x or sx),
0 (otherwise),
ME =
{
S(V ∗)/αS(V ∗)〈−1〉 (hG(E) = x, tG(E) = sx),
0 (otherwise).
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exact sequence
0 → HomZ
(
B(y), V (x)
)→ HomZ (B(y),ϕ Zs V (sx))→ HomZ (B(y), V (sx))→ 0
for all y ∈ W . Since HomZ (B(y), V (sx))  HomS(V ∗)(B(y)sx, S(V ∗)) and B(y)sx is free, we have that
HomZ (B(y), V (sx)) is free. Hence we get an exact sequence,
0 → HomZ
(
B(y), V (x)
)⊗S(V ∗) C→ HomZ (B(y),ϕ Zs V (sx))⊗S(V ∗) C
→ HomZ
(
B(y), V (sx)
)⊗S(V ∗) C→ 0
for all y ∈ W . From the previous lemma, we get (1).
(3) We have C Z (HomZ (
⊕
y∈W B(y),ϕ Zs V (sx))) = C(ϕ˜s M˜(sx)). Moreover, from the same argument
in (1), we have an exact sequence
0 → HomZ
(
B(y), V (x)
)→ C(HomZ (B(y),ϕ Zs V (sx)))→ HomZ (B(y), V (sx))→ 0
for all y ∈ W . Tensoring with C, we get (3).
(4) Both V (x) and V (sx) are isomorphic to S(V ∗) as an S(V ∗)-module. Let z = (zw)w ∈ Z ⊂∏
w∈W S(V ∗) and assume that z ∈ Zrs . Then we have zx = s(zsx). Hence the action of z on V (x) is
given by the multiplication of zx , while the action of z on V (sx) is given by the multiplication of zsx =
s(zx). Hence S(V ∗)  V (x) → V (sx)  S(V ∗) given by p → s(p) is an isomorphism as Zrs -modules.
Hence ResZrs V (x)  ResZrs V (sx). Therefore, ϕ Zs V (x)  ϕ Zs V (sx). Hence we get ϕ˜s M˜(x)  ϕ˜s M˜(sx). It
is easy to see that the canonical map M(x) → ϕsM(x) is equal to the map we give in (2) and (3).
(5) The composition of the maps M → Z ⊗Zrs M → M is given by m → 2αm. So the map
HomZ (B,M) → HomZ (B,ϕ Zs M) → HomZ (B,M) is given by f → 2α f . If we tensor C over S(V ∗),
this map becomes 0.
(6) This is a consequence of (1), (2) and (5). 
4.3. Duality of Zuckerman functor
Lemma 4.6. Let f : M(s) → M(e) be an injective map. Then we have τs(M(e)) = M(e)/ f (M(s)).
Proof. Put M = Ker(M(e) → τsM(e)). If sx > x, we have B(x)e = B(x)s by Lemma 3.6 and [Fie08a,
Lemma 5.4]. Hence
rankHomZ
(
B(x), V (e)
)= rankHomS(V ∗)(B(x)e, S(V ∗))
= rankHomS(V ∗)
(
B(x)s, S
(
V ∗
))= rankHomZ (B(x), V (s)).
This implies dimHomA(P (x),M(e)) = dimHomA(P (x),M(s)). Therefore, we get HomA(P (x),M(e)/
f (M(s))) = 0. Hence M ⊂ f (M(s)). Since f (M(s))  M(s) has the unique irreducible quotient L(s),
we have M = f (M(s)). 
The module τs(A) is, of course, a right A-module. Using A  EndA(A, A) → EndA(τs(A), τs(A)),
we also regard τs(A) as a left A-module. By the same argument, ϕs(A) is a left A-module and right
A˜-module.
Theorem 4.7.We have the following exact sequences, here all maps are canonical maps.
(1) 0 → A → ϕs A → A → τs A → 0 as left A- and right A˜-modules.
(2) 0 → A → (ϕ˜s A˜) ⊗S(V ∗) C→ A → τs A → 0 as left A˜- and right A-modules.
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We prove the exactness of 0 → P (x) → ϕs P (x) → P (x) → τs P (x) → 0 by induction on (x).
First assume that x = e. Then P (e) = M(e). By Proposition 4.5(3) and (4), 0 → M(e) → ϕsM(e)
is exact and its cokernel is isomorphic to M(s). From Lemma 4.6, we have an exact sequence 0 →
M(s) → M(e) → τsM(e) → 0. Hence 0 → M(e) → ϕsM(e) → M(e) → τsM(e) → 0 is exact.
Assume that x> e and take a simple reﬂection t such that xt < x. Then by inductive hypothesis, the
sequence 0 → P (xt) → ϕs P (xt) → P (xt) → τs P (xt) → 0 is exact. By Theorem 3.21 and Proposition 4.2,
we get the exact sequence 0 → θt P (xt) → ϕsθt P (xt) → θt P (xt) → τsθt P (xt) → 0. Since P (x) is a direct
summand of θt P (xt), we get the theorem. 
Lemma 4.8. For M ∈O, we have the following.
(1) We have ϕs(M)  M ⊗A ϕs(A). Hence ϕs(A) is a ﬂat left A-module.
(2) We have HomA(ϕ˜s( A˜) ⊗S(V ∗) C,M)  ϕs(M). Hence ϕ˜s( A˜) ⊗S(V ∗) C is a projective right A-module.
Proof. (1) follows from Lemma 3.16. (2) is proved by the following equation:
HomA
(
ϕ˜s( A˜) ⊗S(V ∗) C,M
)= Hom A˜(ϕ˜s( A˜),M)
 Hom A˜( A˜, ϕ˜sM)  ϕ˜s(M) = ϕs(M). 
Deﬁne a functor τ ′s :O →O by τ ′s(M) = HomA(τs(A),M). Since τs(M)  M ⊗A τs(A), this functor
is the right adjoint functor of τs . Let Lτs be the left derived functor of τs , Rτ ′s the right derived functor
of τ ′s , Db(O) the bounded derived category of O.
Lemma 4.9.We have Rτ ′s(A)[2]  τs(A) as A-bimodules.
Proof. We prove that Riτ ′s(A) = 0 for i = 2 and R2τ ′s(A) = τs(A). Let k : D(O) → D(O˜) be the functor
induced from the inclusion functor O → O˜. It is suﬃcient to consider k(Rτ ′s(A)) since k is an exact
functor. We calculate R HomA(τs(A),M) using the projective resolution in Theorem 4.7(2). (The reason
why we calculate k(Rτ ′s(A)) is that a projective resolution in Theorem 4.7 is an exact sequence not of
A-bimodules but of left A˜- and right A-modules.)
From Theorem 4.7(2), R HomA(τs(A), A) is given by the complex
· · · → HomA(A, A) → HomA
(
ϕ˜s( A˜) ⊗S(V ∗) C, A
)→ HomA(A, A) → ·· · .
By Lemma 4.8, this complex is
· · · → A → ϕs(A) → A → ·· · .
From Theorem 4.7(1), this complex is equal to τs(A)[−2]. 
Theorem 4.10. Let s be a simple reﬂection.
(1) We have Liτs(M) = 0 for i > 2 and M ∈O. Hence Lτs gives a functor from Db(O) to Db(O).
(2) The functor Lτs[−1] is self-adjoint. More generally, for M,N ∈ Db(O), we have R Hom(LτsM[−1],N) =
R Hom(M, LτsN[−1]).
Proof. Let k : D(O) → D(O˜) be the functor induced from the inclusion functor O → O˜. We prove
that Hi(k(Lτs(M))) = 0 for i > 2. By Theorem 4.7 and isomorphism τs(M)  τs(A)⊗A M , k(Lτs(M)) is
given by the complex (0 → M → M ⊗A ϕs(A) → M → 0). From this description, we get (1).
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R Hom(LτsM,N)  R Hom(M, Rτ ′s N). To prove (2), it is suﬃcient to prove that Rτ ′s [2] = Lτs . Since
Lτs(M)  M ⊗LA τs(A), we have
(Lτs)
2(M)  M ⊗LA τs(A) ⊗LA τs(A)  M ⊗AL Lτs
(
τs(A)
)
 M ⊗LA Lτs
(
Rτ ′s(A)
)[2] → M ⊗LA A[2] = M[2],
here the last map is induced from the adjointness of Lτs and Rτ ′s . Hence using the adjointness again,
we get the map Lτs(M) → Rτ ′s(M)[2]. If A = M , then this homomorphism is an isomorphism. For
a general M , taking a projective resolution, we can prove that the homomorphism is an isomor-
phism. 
5. The functors Ts and Cs
5.1. Deﬁnition and adjointness
Let s be a simple reﬂection. Deﬁne a functor T˜ s : O˜→ O˜ by T˜ s(M˜) = Cok(M˜ → ϕ˜s(M˜)). The exact-
ness of ϕ˜s implies that T˜ s is right exact.
Lemma 5.1. For p ∈ S(V ∗) and M˜ ∈ O˜, we have s(p) = T˜ s(p) : T˜ s(M˜) → T˜ s(M˜). In particular, we have
T˜s(O) ⊂O.
Proof. Since T˜ s is right exact, we have T˜ s(M)  M ⊗A T˜ s(A). Hence we may assume that M = A. Set
B =⊕y∈W B(y). Then we have
ϕs(A) = Hom A˜
(
Φ
(
ϕ Zs (B)
)
, A
)
= Hom A˜
(
HomZ
(
B,ϕ Zs (B)
)
, A
)
 Hom A˜
(
HomZ
(
ϕ Zs (B), B
)
, A
)
= Hom A˜
(
HomZ (Z ⊗Zrs B, B), A
)
.
Take f ∈ HomZ (Z ⊗Zrs B, B), z ∈ Z and b ∈ B . Then p ∈ S(V ∗) can acts on f by two ways. The ﬁrst
way is induced from the right A˜-module structure, namely, f → ((z⊗b) → f (z⊗ pb)), this induces
a homomorphism p : ϕs(A) → ϕs(A). The second way is induced from the left A˜-module structure,
namely, f → ((z⊗b) → pf (z⊗b)), this induces a homomorphism ϕs(p) : ϕs(A) → ϕs(A). We denote
the ﬁrst action by f → pf and section action by f → p · f . For p ∈ S(V ∗) ⊂ Z , we have rs(p) = s(p).
Hence if p ∈ S(V ∗)s , then we have p ∈ Zrs . So, in this case, we get pf = p · f . Hence p = ϕ˜s(p). This
implies p = T˜ s(p).
Set α = αs . Since S(V ∗) = S(V ∗)s ⊕αS(V ∗)s , it is suﬃcient to prove that Ts(α) = −α. The natural
transformation A → ϕs(A) is induced from B → Z ⊗Zrs B and it is given by b → (α⊗b+ 1⊗αb) (Re-
mark 2.12). Hence A  Hom A˜( A˜, A) = Hom A˜(HomZ (B, B), A) → ϕs(A) = Hom A˜(HomZ (Z⊗Zrs B, B), A)
is given by
a → ( f → a(b → f (α⊗b + 1⊗αb))),
where a ∈ A  Hom A˜(HomZ (B, B), A), f ∈ Hom(Z ⊗Zrs B, B) and b ∈ B .
Take a′ ∈ Hom A˜(HomZ (Z ⊗Zrs B, B), A) and deﬁne a ∈ Hom A˜(HomZ (B, B), A) by
HomZ (B, B)  g →
(
a′
(
z⊗b → g(zb))).
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1⊗αzb) = (zα⊗b + z⊗αb). Hence the image of a in Hom A˜(HomZ (Z ⊗Zrs B, B), A) is
f → a′(z⊗b → f (α⊗ zb + 1⊗αzb) = f (αz⊗b + z⊗αb))
= a′(α f + α · f ) = (αa′ + ϕ˜s(α)a′)( f ).
Therefore, we get α + T˜ s(α) = 0. 
We denote the restriction of T˜ s on O by Ts . This gives a functor Ts :O→O. We deﬁne the functor
C˜s : O˜→ O˜ by C˜s(M˜) = Ker(ϕ˜s(M˜) → M˜).
Proposition 5.2. The functor C˜s is the right adjoint functor of T˜ s .
Proof. From Proposition 3.20, we get the following commutative diagram:
0 Hom(M˜, C˜s N˜) Hom(M˜, ϕ˜s N˜)

Hom(M˜, N˜)
0 Hom(T˜ s M˜, N˜) Hom(ϕ˜s M˜, N˜) Hom(M˜, N˜).
We get the proposition. 
In particular, for M ∈O, we have
C˜s(M)  Hom A˜
(
A˜, C˜s(M)
) Hom A˜(Ts( A˜),M) Hom A˜(Ts( A˜)/V ∗Ts( A˜),M).
From Lemma 5.1, we have Ts( A˜)/V ∗Ts( A˜)  Ts( A˜/V ∗ A˜) = Ts(A). Hence we get C˜s(M) = Hom A˜(Ts(A),
M). From this formula, we get C˜s(M) ∈O. Hence C˜s deﬁnes the functor Cs :O →O. From Proposi-
tion 5.2, we get the following theorem.
Theorem 5.3. The functor Cs is the right adjoint functor of Ts .
Finally, we prove the following lemma. This lemma assures the existence of the natural transfor-
mations Ts → Id and Id → Cs .
Lemma 5.4. For M ∈O, the composition of the maps M → ϕs(M) → M is zero.
Proof. From Proposition 3.17, ϕs(M) = M ⊗A ϕs(A). Hence we may assume that M = A =
Φ(
⊕
x∈W B(x)). By Proposition 4.5(5), we get the lemma. 
5.2. Homological properties
Proposition 5.5. Let s be a simple reﬂection.
(1) We have Li Ts = 0 for i > 1. Hence LTs gives a functor Db(O) → Db(O).
(2) We have a distinguished triangle LTs → id→ Lτs +1→.
(3) We have RiCs = 0 for i > 1. Hence RCs gives a functor Db(O) → Db(O).
(4) We have a distinguished triangle Lτs[−2] → id → RCs +1→.
(5) We have L1TsM = Ker(M → ϕsM) and R1CsM = Cok(ϕsM → M).
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τs(A) → 0. Since Ts and τs are right exact, we have Ts(M) = M ⊗A Ts(A) and τs(M) = M ⊗A τs(A).
Hence (2) follows.
(3) follows from (4) and Theorem 4.10(1). Since Cs is the right adjoint functor of Ts , we have
Cs(M) = Hom(A,Cs(M)) = Hom(Ts(A),M). Hence we have RCs(M) = R Hom(Ts(A),M). By the exact
sequence 0 → Ts(A) → A → τs(A) → 0, we have a distinguished triangle R Hom(τs(A),M) → M →
RCs(M)
+1→. We have R Hom(τs(A),M) = R Hom(Lτs(A),M) = R Hom(A, Lτs(M)[−2]) = Lτs(M)[−2]
by Theorem 4.10. Hence (4) follows. We prove (5). From (2) and (4), we have L1TsM = L2τsM =
Ker(M → CsM) = Ker(M → ϕsM). We also have R1CsM = τsM = Cok(TsM → M) = Cok(ϕsM →
M). 
Corollary 5.6. Assume that (W , S) is the Weyl group of a semisimple Lie algebra g. From a result of So-
ergel [Soe90], the regular integral block of the BGG categoryOBGG of g is equivalent to the category of ﬁnitely
generated A-modules (Remark 3.11). We regard OBGG is a full-subcategory of O. Then Ts coincides with the
twisting functor [Ark97] and Cs coincides with the Joseph’s Enright functor [Jos82] onOBGG .
Proof. Since Cs is the right adjoint functor of Ts (Theorem 5.3) and the Joseph’s Enright functor is the
right adjoint functor of the twisting functor [KM05, Theorem 3], the statement for Cs follows from
that for Ts .
From Proposition 5.5(2), for a projective object P , we have the following exact sequence:
0 → Ts P → P → τs P → 0.
The twisting functor T ′s satisﬁes the same exact sequence [MS07, Proposition 2.4(1)]. Hence Ts P 
T ′s P . Taking a projective resolution, we have TsM  T ′sM for M ∈O′ . 
Proposition 5.7. Assume that sx> x. Then we have TsM(x) = M(sx) and L1TsM(x) = 0. Moreover, a natural
transformation M(sx) → M(x) is injective.
Proof. This proposition follows from Proposition 4.5(3) and Proposition 5.5(5). 
Proposition 5.8.We have
CsM(x) =
{
M(sx) (sx< x),
M(x) (sx> x).
Proof. This proposition follows from Proposition 4.5(3). 
6. Homomorphisms between Verma modules
In this section, we prove the following theorem.
Theorem 6.1.We have
Hom
(
M(x),M(y)
)= {C (y  x),
0 (y  x).
Moreover, any nonzero homomorphism M(x) → M(y) is injective.
The surjective map P (x) → M(x) induces an injective map Hom(M(x),M(y)) → Hom(P (x),M(y)).
If y  x, then
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(
P (x),M(y)
)= Hom(Φ(B(x)),Φ(V (y)))
= HomZ
(
B(x), V (y)
)⊗S(V ∗) C
= HomS(V ∗)
(
B(x)y, S
(
V ∗
))⊗S(V ∗) C= 0.
Hence we get the theorem in the case of y  x.
Next, we prove the ‘existence part’ of the theorem. Namely, we prove the following lemma.
Lemma 6.2. If y  x, then there exists an injective map M(x) → M(y).
If x = sy, this lemma follows from Proposition 5.7. Hence, to prove the lemma, it is suﬃcient to
prove the following lemma (see the proof of [Dix96, 7.6.11 Lemma]).
Lemma 6.3. Let s be a simple reﬂection and x, y ∈ W . Assume that there exists an injective map f : M(x) →
M(y). If sx> x then there exists an injective map M(sx) → M(sy).
Proof. By Proposition 5.7, there exists an injective map M(sx) → M(x). If sy < y, then there exists an
injective map M(y) → M(sy). Hence the lemma follows.
We may assume that sy > y. By Proposition 5.7, we have TsM(x) = M(sx) and TsM(y) = M(sy).
Hence we get the following diagram:
M(x)
f
M(y)
M(sx)
Ts f
M(sy).
The vertical maps are the natural transformations and they are injective by Proposition 5.7. Hence
Ts f is injective. 
To prove Theorem 6.1, it is suﬃcient to prove the following lemma.
Lemma 6.4.We have dimHom(M(x),M(y)) 1.
Proof. We prove by induction on (x). If x = e, then M(x) = M(e) = P (e) = Φ(B(e)). Hence we have
Hom
(
M(e),M(y)
)= Hom(Φ(B(e)),Φ(V (y)))
= HomZ
(
B(e), V (y)
)⊗S(V ∗) C= HomS(V ∗)(B(e)y, V (y))⊗S(V ∗) C.
If y = e, then this space is zero. If y = e, then this space is C.
Assume that x = e. Take a simple reﬂection s such that sx < x. Then we have M(x) = TsM(sx)
(Proposition 5.7). Since Cs is the right adjoint functor of Ts , we have
Hom
(
M(x),M(y)
)= Hom(TsM(sx),M(y))= Hom(M(sx),CsM(y)).
If sy > y, then CsM(y) = M(sy). If sy < y, then CsM(y) = M(y) (Proposition 5.8). In each case, the
dimension of this space is less than or equal to 1 by inductive hypothesis. 
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Lemma 7.1. Let s be a simple reﬂection and x ∈ W .
(1) We have L1TsM(x) = 0.
(2) The natural transformation M(x) → RCsLTsM(x) is an isomorphism.
Proof. By Proposition 5.5(5), we have L1TsM(x) = Ker(M(x) → ϕsM(x)). By Lemma 4.6, the last mod-
ule is zero.
To prove (2), ﬁrst we prove that RCsTsM(x)  M(x). If sx > x, then TsM(x) = M(sx). Hence
CsTsM(x) = CsM(sx) = M(x) by Proposition 5.8. By Proposition 5.5(5) and Proposition 4.5, we have
R1CsM(x) = Cok(ϕsM(sx) → M(sx)) = 0.
Next, assume that sx < x. First we prove that R1CsTsM(x) = 0. By Proposition 5.5(4), we have
R1CsTsM(x) = τsTsM(x). To prove τsTsM(x) = 0, it is suﬃcient to prove that Hom(TsM(x),M) = 0 for
all M ∈Os . Since Cs is the right adjoint functor of Ts , we have Hom(TsM(x),M) = Hom(M(x),CsM).
By Lemma 4.1, we have ϕsM = 0. This implies CsM = 0. Hence Hom(TsM(x),M) = 0.
Using the natural transformation M(x)  TsM(sx) → M(sx), we regard M(x) as a submodule of
M(sx). By the deﬁnition of Ts and Lemma 4.6, we have an exact sequence
0 → M(sx)/M(x) → TsM(x) → M(x) → 0.
Since M(sx)/M(x) ∈ Os (Lemma 4.6), ϕs(M(sx)/M(x)) = 0. From the deﬁnition of Cs and Proposi-
tion 5.5(5), Cs(M(sx)/M(x)) = 0 and R1Cs(M(sx)/M(x)) = M(sx)/M(x). Hence from the long exact
sequence, we have
0 → CsTsM(x) → CsM(x) → M(sx)/M(x) → 0.
From Proposition 5.8, we have CsM(x) = M(sx). Hence CsTsM(x)  M(x).
Since End(M(x)) =C id by Theorem 6.1, the natural transformation M(x) → RCsLTsM(x) is zero or
an isomorphism. Since this natural transformation comes from id : TsM(x) → TsM(x) and the adjoint-
ness, this is not zero. 
Theorem 7.2. The functor LTs gives an auto-equivalence of D(O). Its quasi-inverse functor is RCs.
Proof. We prove that the natural transformation M → RCsLTsM is an isomorphism for M ∈ D(O).
Taking a projective resolution, we may assume that M is a projective module. Since a projective
module has a ﬁltration whose successive quotients are Verma modules, we may assume that M is a
Verma module. This is proved in the previous lemma. 
Theorem 7.3. Let w = s1 · · · sl be a reduced expression of w ∈ W . Then Ts1 · · · Tsl and Cs1 · · ·Csl are indepen-
dent of the choice of a reduced expression.
Proof. The statement for Cs follows from the statement for Ts (Theorem 5.3).
Put F = Ts1 · · · Tsl . Take an another reduced expression w = s′1 · · · s′l and put G = Ts′1 · · · Ts′l . We use
(the dual of) the comparison lemma [KM05, Lemma 1]. Namely, for a projective module P , we prove
the following statements.
(1) The natural transformations F P → P and GP → P are injective.
(2) F P  GP .
(3) Im(F P → P ) = Im(GP → P ).
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If x = e, then P (x) = M(e). By Proposition 5.7, we have FM(e) = GM(e) = M(w). Hence we get (2).
We prove (1) by induction on l. Put F ′ = Ts2 · · · Tsl . The natural transformation F P → P is given by
F P = Ts1 F ′P → F ′P → P . The natural transformation F ′P → P is injective by inductive hypothesis.
Since F ′P = M(s2 · · · sl), Ts1 F ′P → F ′P is injective (Proposition 5.7). Hence F P → P is injective. Since
dimHom(FM(e),M(e)) = dimHom(M(w),M(e)) = 1 by Theorem 6.1, we get (3).
Assume that x = e and take a simple reﬂection t such that xt < x. Then P = P (xt) satisﬁes (1)–(3).
By Theorem 3.21, Ts commutes with θt . Hence P = θt P (xt) satisﬁes (1)–(3). Since P (x) is a direct
summand of θt P (xt), P = P (x) satisﬁes (1)–(3). 
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