Abstract This paper considers the penalized least squares estimator with arbitrary convex penalty. When the observation noise is Gaussian, we show that the prediction error is a subgaussian random variable concentrated around its median. We apply this concentration property to derive sharp oracle inequalities for the prediction error of the LASSO, the group LASSO and the SLOPE estimators, both in probability and in expectation. In contrast to the previous work on the LASSO type methods, our oracle inequalities in probability are obtained at any confidence level for estimators with tuning parameters that do not depend on the confidence level. This is also the reason why we are able to establish sparsity oracle bounds in expectation for the LASSO type estimators, while the previously known techniques did not allow for the control of the expected risk. In addition, we show that the concentration rate in the oracle inequalities is better than it was commonly understood before.
Introduction and notation
Assume that we have noisy observations
where ξ 1 , ..., ξ n are i.i.d. centered Gaussian random variables with variance σ 2 , and f = ( f 1 , ..., f n ) T ∈ R n is an unknown mean vector. In vector form, the model (1) can be rewritten as y = f + ξ where ξ = (ξ 1 , ..., ξ n ) T and y = (y 1 , ..., y n ) T . Let X ∈ R n×p be a matrix with p columns that we will call the design matrix. We consider the problem of estimation of f by Xβ (y) whereβ (y) is an estimator valued in R p . Specifically, we restrict our attention to penalized least squares estimators of the formβ (y) ∈ argmin
where · is the scaled Euclidean norm defined by u 2 = 1 n ∑ n i=1 u 2 i for any u = (u 1 , ..., u n ), and F : R p → [0, +∞] is a proper convex function, that is, a nonnegative convex function such that F(β ) < +∞ for at least one β ∈ R p . If the context prevents any ambiguity, we will omit the dependence on y and writeβ for the estimatorβ (y).
The object of study in this paper is the prediction error of the estimatorβ (y), that is, the value Xβ (y) − f . We show that, for any design matrix X and for any proper convex penalty F, the prediction error Xβ (y)− f is a subgaussian random variable concentrated around its median and its expectation. Furthermore, when F is a norm, we obtain an explicit formula for the predictor Xβ (y) in terms of the projection on the dual ball. Finally, we apply the subgaussian concentration property around the median to derive sharp oracle inequalities for the prediction error of the LASSO, the group LASSO and the SLOPE estimators, both in probability and in expectation. The inequalities in probability improve upon the previous work on the LASSO type estimators (see, e.g., the papers [3, 9, 11, 6] or the monographs [7, 5, 16] ) since, in contrast to the results of these works, our bounds hold at any given confidence level for estimators with tuning parameter that does not depend on the confidence level. This is also the reason why we are able to establish bounds in expectation, while the previously known techniques did not allow for the control of the expected risk. In addition, we show that the concentration rate in the oracle inequalities is better than it was commonly understood before. Similar results have been obtained quite recently in [2] by a different and somewhat more involved construction conceived specifically for the LASSO and the SLOPE estimators. The techniques of the present paper are more general since they can be used not only for these two estimators but for any penalized least squares estimators with convex penalty.
Notation
For any random variable Z, let Med[Z] be a median of Z, i.e., any real number M such that P(Z ≥ M) = P(Z ≤ M) = 1/2. For a vector u = (u 1 , ..., u n ), the supnorm, the Euclidean norm and the ℓ 1 -norm will be denoted by
The inner product in R n is denoted by ·, · . We also denote by Supp(u) the support of u, and by |u| 0 the cardinality of Supp(u). We denote by I(·) the indicator function. For any S ⊂ {1, ..., p} and a vector u = (u 1 , ..., u p ), we set u S = (u j I( j ∈ S)) j=1,...,p , and we denote by |S| the cardinality of S.
The prediction error of convex penalized estimators is subgaussian
The aim of this section is to show that the prediction error Xβ (y) − f is subgaussian and concentrates around its median for any estimatorβ (y) defined by (2) . The results of the present section will allow us to carry out a unified analysis of LASSO, group LASSO and SLOPE estimators in Sections 4 -6.
Let f (z) = μ(f + σ z) − f for some fixed f ∈ R n and z ∼ N (0, I n×n ). Then, for all t > 0,
where
Proof. The result follows immediately from the Gaussian concentration inequality (cf., e.g., [10, Theorem 6.2] ) and the fact that f (·) satisfies the Lipschitz condition
⊓ ⊔
We now show thatμ(y) = Xβ (y) whereβ (y) is estimator (2) with any proper convex penalty satisfies the Lipschitz condition (3) with L = 1.
We first consider estimators penalized by a norm in R p , for which we get a sharper result. Namely, in this case the explicit expression for Xβ (y) is available. In addition, we get a stronger property than the Lipschitz condition (3) . Let N : R p → R + be a norm and let N • (·) be the corresponding dual norm defined by N • (u) = sup v∈R p :N(v)=1 u T v. For any y ∈ R n , defineβ (y) as a solution of the following minimization problem:
The next two propositions are crucial in proving that the concentration bounds (4) apply when f (z) is the prediction error associated withβ (y).
Proposition 2.
Let N : R p → R + be a norm and letβ (y) be a solution of (5) . For all y ∈ R n and all matrices X ∈ R n×p , we have:
Proof. Since C is a closed convex set, we have that θ = P C (y) if and only if
Thus, to prove statement (i) of the proposition, it is enough to check that (6) holds for θ = y − Xβ (y). Since (6) is trivial whenβ (y) = 0, we assume in what follows thatβ (y) = 0. Any solutionβ (y) of the convex minimization problem in (5) satisfies
where v is an element of the subdifferential of N(·) atβ (y). Recall that the subdifferential of any norm N(·) atβ (y) = 0 is the set {v ∈ R p : N(v) = 1 and v Tβ (y) = N(β (y))} [1, Section 2.6]. Therefore, taking an inner product of (7) withβ (y) yields
This proves (6) with θ = y − Xβ (y). Thus, we have established that Xβ (y) = y − P C (y).
To prove part (ii) of the proposition, we use that, for any closed convex subset C of R n and any y, y ′ ∈ R n ,
see, e.g., [8, Proposition 3.1.3] . This immediately implies
Part (ii) of the proposition follows now from part (i) and the last display.
⊓ ⊔
We note that Propostion 2 generalizes to any norm N(·) an analogous result obtained for the ℓ 1 -norm in [15, Lemma 3] .
We now turn to the general case assuming that F is any convex penalty. Proof. Let y, y ′ ∈ R n . The case Xβ (y) = Xβ (y ′ ) is trivial so we assume in the following that Xβ (y) = Xβ (y ′ ). The optimality condition and the Moreau-Rockafellar Theorem [14, Theorem 3.30] yield that there exist an element h ∈ R p of the subdif-
Taking the difference of these two equalities we obtain
) and any h ′ ∈ ∂ F(β (y ′ )) (see, e.g., [14, Proposition 3.22] ). Therefore,
This and the Cauchy-Schwarz inequality yield
Combining the above two propositions we obtain the following theorem.
+∞] be any proper convex function. Assume also that the estimatorβ defined in (5) satisfies
or equivalently, the median of the prediction error satisfies
Then, for all t > 0,
and consequently, for all x > 0,
Furthermore,
Proof. Fix f ∈ R n and let z ∼ N (0, I n×n ). Proposition 3 implies that the function (4) with L = 1 for all x > 0. Thus, we can apply Proposition 1 and (11) follows from (4). The bound (11) is a simplified version of (10) using that 1 − Φ(t) ≤ e −t 2 /2 , ∀t > 0. Finally, inequality (12) is obtained by integration of (10) .
⊓ ⊔
Note that condition (9) in Theorem 1 is a weak property. To satisfy it, is enough to have a rough bound on Xβ (y) − f . Of course, we would like to have a meaningful value of R. In the next two sections, we give examples of such R. Namely, we show that Theorem 1 allows one to derive sharp oracle inequalities for the prediction risk of such estimators as LASSO, group LASSO, and SLOPE.
Remark 1.
Along with the concentration around the median, the prediction error Xβ (y) − f also concentrates around its expectation. Using the Lipschitz property of Proposition 1, and the theorem about Gaussian concentration with respect to the expectation (cf., e.g., [7, Theorem B.6]) we find that, if F : R n → [0, +∞] is a proper convex function, (13) and
For the special case of identity design matrix X = I n×n , these properties have been proved in [17] where they were applied to some problems of nonparametric estimation. However, the bounds (13) and (14) dealing with the concentration around the expectation are of no use for the purposes of the present paper since initially we have no control of the expectation. On the other hand, a meaningful control of the median is often easy to obtain as shown in the examples below. This is the reason why we focus on the concentration around the median.
Application to LASSO
The LASSO is a convex regularized estimator defined by the relation
where λ > 0 is a tuning parameter. Risk bounds for the LASSO estimator are established under some conditions on the design matrix X that measure the correlations between its columns. The Restricted Eigenvalue (RE) condition [3] is defined as follows. For any S ⊂ {1, ..., p} and c 0 > 0, we define the Restricted Eigenvalue constant κ(S, c 0 ) ≥ 0 by the formula
She RE condition RE(S, c 0 ) is said to hold if κ(S, c 0 ) > 0. Note that (16) is slightly different from the original definition given in [3] since we have ∆ and not ∆ S in the denominator. However, the two definitions are equivalent up to a constant depending only on c 0 , cf. [2] . In terms of the Restricted Eigenvalue constant, we have the following deterministic result.
Proposition 4.
Let λ > 0 be a tuning parameter. On the event
the LASSO estimator (15) with tuning parameter λ satisfies
with the convention that a/0 = +∞ for any a > 0.
An oracle inequality as in Proposition 4 has been first established in [3] with a multiplicative constant greater than 1 in front of the right hand side of (18). The fact that this constant can be reduced to 1, so that the oracle inequality becomes sharp, is due to [9] . For the sake of completeness, we provide below a sketch of the proof of Proposition 4.
Proof. We will use the following fact [2, Lemma A.2].
Let S ⊂ {1, ..., p} and β be minimizers of the right hand side of (18) and let ∆ =β − β . We will assume that κ(S, 3) > 0 since otherwise the claim is trivial.
From Lemma 1 with F(β ) = λ |β | 1 we have
On the event (17), using the duality inequality x T ∆ ≤ |x| ∞ |∆ | 1 valid for all x, ∆ ∈ R p and the triangle inequality for the ℓ 1 -norm, we find that the right hand side of the previous display satisfies
and thus, by the Cauchy-Schwarz inequality,
Combining the above three displays yields (18). ⊓ ⊔ 
with probability at least 1 − δ , noting that
Theorem 2 is a simple consequence of Proposition 4 and Theorem 1. Its proof is given at the end of the present section. Previous works on the LASSO estimator established that for some fixed δ 0 ∈ (0, 1) the estimator (15) with tuning parameter λ = c 1 σ 2 log(c 2 p/δ 0 ), where c 1 > 1, c 2 ≥ 1 are some constants, satisfies an oracle inequality of the form (18) with probability at least 1 − δ 0 , see for instance [3, 9, 6] or the books on highdimensional statistics [7, 5, 16] . Thus, such oracle inequalities were available only for one fixed confidence level 1 − δ 0 tied to the tuning parameter λ . Remarkably, Theorem 2 shows that the LASSO estimator with a universal (not level-dependent) tuning parameter, which can be as small as 2σ (2 log p)/n, satisfies (20) for all confidence levels δ ∈ (0, 1). As a consequence, we can obtain an oracle inequality (21) for the expected error, while control of the expected error was not achievable with the previously known methods of proof. Furthermore, bounds for any moments of the prediction error can be readily obtained by integration of (20). Analogous facts have been shown recently in [2] using different techniques. To our knowledge, the present paper and [2] provide the first evidence of such properties of the LASSO estimator.
In addition, Theorem 2 shows that the rate of concentration in the oracle inequalities is better than it was commonly understood before. Let S ⊂ {1, ..., p}, s = |S| and set δ = exp(−2sλ 2 n/σ 2 κ 2 (S, 3)). For this choice of δ , Theorem 2 implies that if λ ≥ 2σ 2 log(p)/n then
Since the diagonal elements of 1 n X T X are at most 1, we have κ(S, 3) ≤ 1. Thus, the probability on the right hand side of the last display is at least 1 − p −16s . Interestingly, this probability depends on the sparsity s and tends to 1 exponentially fast as s grows. The previous proof techniques [3, 9, 6, 5] provided, for the same type of probability, only an estimate of the form 1 − p −b for some fixed constant b > 0 independent of s.
The oracle inequality (18) holds for the error Xβ − f . In order to obtain an oracle inequality for the squared error Xβ − f 2 , one can combine (20) with the basic inequality (a + b + c) 2 ≤ 3(a 2 + b 2 + c 2 ). This yields that under the assumptions of Theorem 2, the LASSO estimator with tuning parameter λ ≥ 2σ 2 log(p)/n satisfies, with probability at least 1 − δ ,
The constant 3 in front of the Xβ − f 2 can be reduced to 1 using the techniques developed in [2] . Proof of Theorem 2. The random variable |X T ξ | ∞ / √ n is the maximum of p centered Gaussian random variables with variance at most σ 2 . If η ∼ N (0, 1), a standard approximation of the Gaussian tail gives P(|η| > x) ≤ 2/π(e −x 2 /2 /x) for all x > 0. This approximation with x = √ 2 log p together with and the union bound imply that the event (17) with λ ≥ 2σ (2 log p)/n has probability at least 1 − 1/ √ π log p, which is greater than 1/2 for all p ≥ 3. For p = 2, the probability of this event is bounded from below by 1 − 2P(|η| > √ 2 log 2) > 1/2. Thus, Proposition 4 implies that condition (9) is satisfied with R being the square root of the right hand side of (18). Let S and β be minimizers of the right hand side of (20). Applying Theorem 1 and the inequality , 3) ) completes the proof.
Application to group LASSO and related penalties
The above arguments can be used to establish oracle inequalities for the group LASSO estimator similar to those obtained in Section 4 for the usual LASSO. The improvements as compared to the previously known oracle bounds (see, e.g., [11] or the books [7, 5, 16] ) are the same as above -independence of the tuning parameter on the confidence level, better concentration, and derivation of bounds in expectation.
Let G 1 , ..., G M be a partition of {1, ..., p}. The group LASSO estimator is a solution of the convex minimization problem
where λ > 0 is a tuning parameter. In the following, we assume that the groups G k have the same cardinality
We will need the following group analog of the RE constant introduced in [11] . For any S ⊂ {1, ..., M} and c 0 > 0, we define the group Restricted Eigenvalue constant κ G (S, c 0 ) ≥ 0 by the formula
where C (S, c 0 ) is the cone
Denote by X G k the n × |G k | submatrix of X composed from all the columns of X with indices in G k . For any β ∈ R p , set K (β ) = {k ∈ {1, ..., M} : β G k = 0}. The following deterministic result holds.
Proposition 5. Let λ > 0 be a tuning parameter. On the event
the group LASSO estimator (22) with tuning parameter λ satisfies
Proof. We follow the same lines as in the proof of Proposition 4. The difference is that we replace the ℓ 1 norm by the group LASSO norm ∑ M k=1 |β G k | 2 , and the value D now has the form
Then, on the event (24) we obtain
where the last inequality uses the fact that K (β ) = S. The rest of the proof is quite analogous to that of Proposition 4 if we replace there κ(S, 3) by κ G (S, 3). ⊓ ⊔ To derive the oracle inequalities for group LASSO, we use the same argument as in the case of LASSO. In order to apply Theorem 1, we need to find a "weak bound" R on the error Xβ − f , i.e., a bound valid with probability at least 1/2. The next lemma gives a range of values of λ such that the event (24) holds with probability at least 1/2. Then, due to Proposition 5, we can take as R the square root of the right hand side of (25).
Denote by X G k sp sup |x| 2 ≤1 |X G k x| 2 the spectral norm of matrix X G k , and set
Lemma 2. Let the diagonal elements of matrix
then the event (24) has probability at least 1/2.
Proof. Note that the function u → |X G k u| 2 is ψ * √ n-Lipschitz with respect to the Euclidean norm. Therefore, the Gaussian concentration inequality, cf., e.g., [7, Theorem B.6], implies that, for all x > 0,
Here,
By the assumption of the lemma, all columns of X have the Euclidean norm at most We can consider in a similar way a more general class of penalties generated by cones [13] . Let A be a convex cone in (0, +∞) p . For any β ∈ R p , set
and consider the penalty F(β ) = λ β A where λ > 0. The function · A is convex since it is a minimum of a convex function of the couple (β , a) over a in a convex set [8, Corollary 2.4.5]. In view of its positive homogeneity, it is also a norm. The group LASSO penalty is a special case of (27) corresponding to the cone of all vectors a with positive components that are constant on the blocks G k of the partition. Many other interesting examples are given in [13, 12] , see also [16, Section 6.9] .
Such penalties induce a class of admissible sets of indices S ⊂ {1, ..., p}. This is a generalization of the sets of indices corresponding to vectors β that vanish on entire blocks in the case of group LASSO. Roughly speaking, the set of indices S would be suitable for our construction if, for any a ∈ A , the vectors a S and a S c belong to A . However, this is not possible since, by definition, the elements of A must have positive components. Thus, we slightly modify this condition on S. A set S ⊂ {1, ..., p} will be called admissible with respect to A if, for any a ∈ A and any ε > 0, there exist vectors b S c ∈ R p and b S ∈ R p supported on S c and S respectively with all components in (0, ε) and such that a S + b S c ∈ A , and a S c + b S ∈ A .
The following lemma shows that, for admissible S, the norm · A has the same decomposition property as the ℓ 1 norm. 
Proof. As · A is a norm, we have to show only that β A ≥ β S A + β S c A . Obviously,
Since S is admissible, adding the sum ∑ j∈S c a j under the infimum in the first term on the right hand side does not change the result:
The second term on the right hand side of (28) is treated analogously. ⊓ ⊔ Next, for any S ⊂ {1, ..., p} and c 0 > 0, we need an analog of the RE constant corresponding to the penalty · A , cf. [16] . We define q A (S, c 0 ) ≥ 0 by the formula
where C ′ (S, c 0 ) is the cone
As in the previous examples, our starting point will be a deterministic bound that holds on a suitable event. This result is analogous to Propositions 4 and 5. To state it, we define
which is the dual norm to · A .
Proposition 6.
Let A be a convex cone in (0, +∞) p , and let S A be set of all S ⊂ {1, ..., p} that are admissible with respect to A . Let λ > 0 be a tuning parameter. On the event
the estimator (2) with penalty F(·) = λ · A satisfies
Proof. In view of Lemma 3, we can follow exactly the lines of the proof of Proposition 4 by replacing there the ℓ 1 norm by the norm · A and taking into account the duality bound
At the end, instead of (19), we use that
⊓ ⊔ Our next step is to find a range of values of λ such that the event (30) holds with probability at least 1/2. We will consider only the case when A is a polyhedral cone, which corresponds to many examples considered in [13, 12] . We will denote by A ′ the closure of the set A ∩ {a : |a| 1 ≤ 1}.
Lemma 4. Let the diagonal elements of matrix
1 n X T X be not greater than 1. Let A be a polyhedral cone, and let E A ′ be the set of extremal points of A ′ . If
then the event (30) has probability at least 1/2.
Proof. Denote by η j = 1 n e T j X T ξ the jth component of
where the last equality is due to the fact that A ′ is a convex polytope. Let z = ξ /σ be a standard normal N (0, I n×n ) random vector. Note that, for all a such that |a| 1 ≤ 1,
since max j Xe j 2 ≤ 1 by the assumption of the lemma. Therefore, the Gaussian concentration inequality, cf., e.g., [7, Theorem B.6] , implies that, for all x > 0,
a in the positive orthant such that |a| 1 ≤ 1 where we have used that Eη 2 j ≤ σ 2 /n for j = 1, ..., p. Thus, for all a in the positive orthant such that |a| 1 ≤ 1 and all x > 0 we have
The result of the lemma follows immediately from this inequality, (33) and the union bound. ⊓ ⊔ Finally, from Proposition 6, Lemma 4 and Theorem 1 we get the following theorem.
Theorem 4. Assume that the diagonal elements of matrix
1 n X T X are not greater than 1. Let λ be such that (32) holds. Then for any δ ∈ (0, 1), the estimator (2) with penalty F(·) = λ · A satisfies
with probability at least 1 − δ . Furthermore,
Note that, in contrast to Theorems 2 and 3, Theorem 4 is a less explicit result. Indeed, the form of the oracle inequalities depends on the value q A (S, 3) and, through λ , on the value |E A ′ |. Both quantities are solutions of nontrivial geometric problems depending on the form of the cone A . Little is known about them. Note also that the knowledge of |E A ′ | (or of an upper bound on it) is required to find the appropriate λ .
Application to SLOPE
This section studies the SLOPE estimator introduced in [4] , which is yet another convex regularized estimator. Define the norm | · | * in R p by the relation
where the maximum is taken over all permutations φ of {1, ..., p} and µ j > 0 are some weights. In what follows, we assume that
Then the norm | · | * can be equivalently defined as
Given a tuning parameter A > 0, we define the SLOPE estimatorβ as a solution of the optimization problem
As | · | * is a norm, it is a convex function so Proposition 3 and Theorem 1 apply. For any s ∈ {1, ..., p} and any c 0 > 0, the Weighted Restricted Eigenvalue (WRE) constant ϑ (s, c 0 ) ≥ 0 is defined as follows:
The W RE(s, c 0 ) condition is said to hold if ϑ (s, c 0 ) > 0. We refer the reader to [2] for a comparison of this RE-type constant with other restricted eigenvalue constants such as (16) . A high level message is that the WRE condition is only slightly stronger than the RE condition. It is also established in [2] that a large class of random matrices X with independent and possibly anisotropic rows satisfies the condition ϑ (s, c 0 ) > 0 with high probability provided that n > Cs log(p/s) for some absolute constant C > 0.
For
√ n e j X T ξ , where e j is the jth canonical basis vector in R p , and let g
.., g p satisfy the assumption of Proposition 8. In this case, the event (35) satisfies P(Ω * ) = P(|η| ≤ 4 √ log 2) so that P(Ω * ) is an absolute constant. Thus, without additional assumptions on the random variables g 1 , ..., g p , there is no hope to prove a lower bound better than P(Ω * ) ≥ c for some fixed numerical constant c ∈ (0, 1) independent of p.
By combining Propositions 7 and 8, we obtain that the oracle bound (36) holds with probability at least 1/2. At first sight, this result is uninformative as it cannot even imply the consistency, i.e., the convergence of the error Xβ − f to 0 in probability. But the SLOPE estimator is a convex regularized estimator and the argument of Section 3 yields that a risk bound with probability 1/2 is in fact very informative: Theorem 1 immediately implies the following oracle inequality for any confidence level 1 − δ as well as an oracle inequality in expectation. 
The proof is similar to that of Theorem 2, and thus it is omitted. Remarks analogous to the discussion after Theorem 2 apply here as well.
Generalizations and extensions
The list of applications of Theorem 1 considered in the previous sections can be further extended. For instance, the same techniques can be applied when, instead of prediction by Xβ for f, one uses a trace regression prediction. In this case, the estimatorβ ∈ R m 1 ×m 2 is a matrix satisfyinĝ
where X 1 , ..., X n are given deterministic matrices in R m 1 ×m 2 , F : R m 1 ×m 2 → R is a convex penalty. A popular example of F(β ) in this context is the nuclear norm of β . The methods of this paper apply for such an estimator as well, and we obtain analogous bounds. Indeed, (37) can be rephrased as (2) by vectorizing β and defining a new matrix X. Thus, Theorem 1 can be applied. Next, note that the examples of application of Theorem 1 considered above required only two ingredients: a deterministic oracle inequality and a weak bound on the probability of the corresponding random event. The deterministic bound is obtained here quite analogously to the previous sections or following the same lines as in [9] or in [16, Corollary 12.8] . A bound on the probability of the random event can be also borrowed from [9] . We omit further details. The proof of this proposition is completely analogous to that of Proposistion 3. It suffices to note that the properties of convex functions used in the proof of Proposistion 3 are valid when these functions are defined on a Hilbert space, cf. [14] . This and the fact that the Gaussian concentration property extends to Hilbert space valued Gaussian variables [10, Theorem 6.2] immediately imply a Hilbert space analog of Theorem 1.
