Non-rigid surface registration, particularly registration of human faces, finds a wide variety of applications in computer vision and graphics. We present a new automatic surface registration method which utilizes both attraction forces originating from geometrical and textural similarities, and stresses due to non-linear elasticity of the surfaces. Reference and target surfaces are first mapped onto their feature image planes, then these images are registered by subjecting them to local deformations, and finally 3D correspondences are established. Surfaces are assumed to be elastic sheets and are represented by triangular meshes. The internal elastic forces act as a regularizer in this ill-posed problem. Furthermore, the non-linear elasticity model allows us to handle large deformations, which can be essential, for instance, for facial expressions. The method has been tested successfully on 3D scanned human faces, with and without expressions. The algorithm runs quite efficiently using a multiresolution approach.
Introduction
Non-rigid registration of 3D surfaces is encountered in a variety of applications. For human face processing it is an especially crucial intermediate step. Among applications of non-rigid registration we can mention one-to-one correspondence between faces with the purpose of face reconstruction or recognition based on statistical face models [1] . In computer animation, 3D characters can be animated using available expression faces, or from recorded 3D facial videos that are captured by recently developed 3D sensors [2, 7] . Other applications are transfer of textures, surface details and animation controls between objects as well as generating morphing animations.
Non-rigid surface registration, however, is not trivial, like many other registration problems. Methods using the support of fiducial points have been used in many works. Praun et al. [4] search for a common parameterization of two objects using manually selected landmarks. In the work of Allen et al. [3] , a high resolution template mesh is optimally fitted to detailed human body range data with sparse 3D markers. Yin et al. [5] also fit a template face model to obtain dense point-to-point correspondence between acquired 3D faces. However, they do not use fiducial points, instead for each vertex of the template, they search for similar and close vertices of the target mesh. This algorithm is able to track facial expressions in a sequence of increasing valence values.
A different approach, usage of generalized multidimensional scaling algorithm, is proposed for the dense correspondence estimation problem by Bronstein et al. [6] . They claim that if objects are approximately isometric, one of them can be registered to another by finding corresponding surface points that have similar geodesic distances. The advantage of their method is that no initial pose alignment or feature point extraction are required, and can run very efficiently. For example, 100 points over a 3D facial expression sequence can be tracked successfully at a rate much faster than a second per frame.
In general, algorithms that work in 3D are computationally very intensive, their multiresolution implementation is difficult, and require proper initial alignment. Some authors have found that registration performed in 2D resolves some of the handicaps of 3D processing. Blanz et al. [1] employed optical flow over the cylindrical projection of texture and range images of 3D faces for correspondence estimation. They incorporate also prior information coming from previous registrations of the database.
In [7] Wang et al. applied harmonic parameterization to map 3D scanned faces onto image planes where feature corners appearing on the texture and curvature images are tracked at a high video rate. An iterative refinement yields adequate correspondences for facial deformations. Litke et al. [8] also work in the parameterized domain which is optimized with respect to length, angle and area distortions. Their sophisticated registration algorithm is based on variational principles and aims to register faces with different identity or expression. This algorithm minimizes image matching, regularization and feature demarcation energies to estimate deformations in the faces. Feature demarcations are obtained by manually segmenting eyes, mouth and symmetry lines to achieve accurate estimations.
In this paper, we propose the use of deformable 2D triangular meshes for non-rigid registration of 3D surfaces. We assume that the two surfaces are elastic membranes and try to fit one onto the other by deforming as little as possible. We prefer to carry out this task in 2D instead of 3D space for reasons mentioned above. Therefore, the two membranes are first deformed onto a plane, surface attributes are transferred and than 2D one membrane is deformed to match the other one. Our method resembles the work in [8] where image processing techniques are employed to register mapped geometry images by taking induced surface deformations into account. In contrast, we represent mapped surfaces by triangular meshes and non-linear elasticity is directly provided by the minimization of Green-Lagrange strain tensor over the triangle elements. The algorithm is computationally less demanding and successful registrations are obtained without using manually determined features. We demonstrate our results on surfaces that bear relatively high deformations that can be difficult to estimate, such as faces that differ considerably in individual shapes or due to intensive expressions.
Mapping Surfaces onto Image Planes
The simplest way to map piecewise planar surfaces onto image planes could be projecting their vertices onto planes. For instance, Blanz and Vetter applied [1] cylindrical projection to subsequently perform correspondence estimation in 2D. However, such projections may cause large distortions in the regions where the angle between the surface normal and the projection direction is large. Worse still, a bijective mapping is not guaranteed, which means that triangles may overlap, thus leading to loss of information during mappings between 2D and 3D. These cause missing correspondences, which should be handled in a postprocessing step. To overcome these problems in this study, mesh parameterization is applied instead of any kind of projection and smooth bijective mappings are obtained. Actually, this process is nothing but the deformation of surfaces onto planes.
Many algorithms have been proposed to parameterize 2D-manifold surfaces represented by 3D triangular meshes, mostly for texture mapping purposes. Briefly these algorithms are categorized according to mapping distortion criterion that they minimize [9, 10] . Among the lengthpreserving, angle-preserving and area-preserving parameterization approaches, least squares conformal mapping (LSCM) technique [11] , which is an angle-preserving (conformal) method, have been chosen in this study. Other methods could also have been employed, however, conformal methods are generally good at producing consistent parameterization, even with highly irregular triangulation [12] , and unique solutions can be obtained. Furthermore, with LSCM, solution can be obtained very rapidly via linear algorithms like conjugate gradient. Finally, LSCM has the advantage of being a natural boundary technique and requiring only two constrained points.
Once we obtain mapping between 2D planes and surfaces in 3D space, various attributes of the surface, like normals, curvature or texture can be discretized in the image plane. This re-sampling can be implemented by interpolating between pixel attributes at the mesh vertices. For high density meshes, this is achieved very efficiently by utilizing graphics hardware. For each image pixel, barycentric coordinates are determined and then new pixel values are interpolated from the triangle vertices; or in the case of texture, bilinear interpolation is employed to sample from the texture image at the barycentric coordinates. Sample mapped texture and mean curvature images are shown in Figure 1 .
Registration via Triangular Mesh Deformation in 2D Domain
After obtaining adequate mappings of the two surfaces onto the image plane, the surface registration problem reduces to 2D image registration problem and can be solved very efficiently. Lets denote the reference surface as A which is to be mapped to a target surface B. Their planar parameterizations yield 2D domains D A , D B ⊂ R 2 . Hence, if we can find a mapping from D A to D B , this leads to the mapping between the surfaces in 3D space. However, in general, it is not realistic to expect a bijective mapping between the surfaces, because the actual correspondence can be partial and the mapping is not required to be onto.
Therefore, an injective mapping is obtained with this registration scheme.
Registration of a reference to target is realized by matching the discretized surface attributes, which are mean curvature and gray-scale (average of color) texture images for this study. However, it is well known that image registration is an ill-posed problem. To regularize the ill-posed registration problem smoothness information of the deformation field can be incorporated in the solution. In this work, nonrigid deformation is estimated using deformable triangular meshes that are thought as elastic sheets deforming according to stresses induced by image matching errors. We use Green-Lagrange strain tensor for regularization, since it is appropriate for non-linear elastic behavior and large elastic deformations can thus be handled. In the following subsections image matching with triangular meshes, elastic deformations, and the multi-resolution registration algorithm are explained.
Image Matching with Triangular Meshes
A mapping from D A to D B can be expressed via a vector field
where p(u, v) ∈ D A denotes the 2D image coordinates and d(p) is a constant displacement. We apply finite element discretization with triangular elements to approximate this vector field. Thus, for each triangle t of the reference mesh, we have a mapping function q = φ t (p) that maps a point p in a triangle of the reference to the point q in the target. This function interpolates the mapped coordinates of the triangle vertices q k by
where barycentric coordinates are obtained by
and A t is the area of triangle t. Thus, an image matching energy, E M , which accounts for the total square matching error over domain D A becomes
where T is the set of triangles, D t is the domain of triangle t, I B and I A represent multi-modal image values, and W is a weighting matrix. Note that here, to exploit different surface attributes during matching, weighted sums of image attributes are used by means of diagonal weighting. The weights are determined according to both variance and importance of the channels. The driving forces that deform a reference mesh to a target come from the minimization of the image matching energy. This energy can be minimized by using the gradients at each mesh node n with respect to its mapped coordinates q n = φ(p n ). The gradient at vertex n is obtained through the chain rule as
Here, T n is the set of triangles connected to the node n, k(t, n) is the k. vertex of triangle t that corresponds to node n, and b k(t,n) (p) is thus the k. barycentric coordinate for the point p.
The gradients are evaluated at each node of the mesh to update the mapping vectors, φ(p n ), in a gradient descent scheme. The image gradients are evaluated using 3x3 Scharr masks [14] . We approximate the integrals in equations (4) and (5) by sampling at the recursively subdivided triangle centers. This sampling procedure, however, adapted to the area of triangles, since mesh triangles can differ largely in area. In this way, while unnecessary computations for small triangles are avoided, integrals over the large triangles can be approximated accurately. This is achieved by subdividing triangles proportionally to their area. Bilinear interpolation is used for re-sampling from discrete images.
Nonlinear Elastic Deformation
In finite element based registration methods, commonly, the regularization issue is handled by linear elastic modeling, which in turn leads to simple linear solutions. However, many deformations cannot be accounted for by linear elastic models, which are, in general, convenient only for small deformations that can be approximated by linear models. However, we have to register surfaces subject to large deformations, for instance faces with intensive expressions. Therefore, we propose to use a non-linear model, namely St. Venant Kirchoff material model [13] , to give required elastic behavior to triangular meshes. It is actually the simplest nonlinear hyperelastic material model. The potential energy for St. Venant Kirchoff material is given by
where λ and µ are the Lame material constants, and E is the Green-Lagrange strain tensor defined as
In equation (8) the nonlinear relationship between displacement d and strain E is in the last term. Omitting this last term results in linear models. The advantage of nonlinear model is that, Green-Lagrange strain tensor is independent of rigid body motions, and thus measures pure deformations. Therefore, it is adequate for large deformations. We use minimization of the Green-Lagrange strain tensor to attain elasticity. The deformation energy is defined as the Froebenius norm of this strain,
where A t is one of the mesh triangle area as in Equation (3), and the other terms are quantities belonging to triangle t. This Froebenius norm corresponds to equation (6) with λ = 0 and µ = 1. Actually for a physical object µ > 0 and λ + µ > 0, and λ determines deformations in direction orthogonal to external forces, e.g. when we squeeze a rubber in horizontal direction it can widen in vertical direction. However, here the purpose is not correct physical modeling but regularization. Analytic expressions for gradients of E D with respect to vertex coordinate mappings must be obtained for the energy minimization task. With triangular mesh elements nonlinearities are not too complex and can be solved directly with a gradient descent scheme. During this minimization, stresses at each node of the mesh deform its neighboring triangles to regularize the displacements due to forces generated by image matching errors.
Multiresolution Registration Algorithm
The total energy minimized over the reference triangulation T is
In this equation ρ controls the amount of elasticity and thus the regularization during the registration. We minimize the total energy via gradient descent methods in a coarse-to-fine approach. This strategy is very popular for registration since local minimums can be avoided and faster convergence with less computational burden can be achieved. To solve the problem in different scales, first, Gaussian image pyramids are constructed one at the reference, the other at the target. Second, at each resolution, meshes are generated adapted to the scale of the pyramid level. However, these meshes are produced over the reference domain, i.e., do not cover the whole image domain. This eliminates the need for image extrapolation outside the boundary as well as reduces the computational load.
To produce meshes, first, constrained Delaunay triangulation is performed [15] . The boundary vertices, are used as constraints in this triangulation. Feature points can also be used as additional constraints. Next, a mesh generation algorithm which limits the maximum allowed triangle edge length is applied [16] to the triangulation. In this study, this parameter is set according to the diagonal length, s, of the whole image domain rectangles. Thus, proper meshes for each resolution can be obtained. Sample meshes with 0.02 × s maximum edge length are shown in Figure 2 for different pyramid resolutions. Notice that these meshes can be quite irregular and the boundary triangles are relatively very small in coarser levels. However, since adaptive sampling is applied during calculations, this does not cause a serious loss of efficiency. Registration starts from the coarsest level, and estimated deformations are subsequently transferred to a finer level. The deformation transfer from one mesh to another is realized by barycentric mapping. For each node of a finer level, its barycentric coordinates at the coarser mesh are calculated, and thus mapping of that node is obtained by a weighted sum of the previous mesh node values. Energy 
Results
We tested our method presented above on faces acquired with structured light-based 3D digitizers. In Figure 3 registration of two faces from the BU-3DFE database [17] is shown. Registration results of neutral and smiling faces from the Bosphorus database [18] , is given in Figure 3 . In these figures, textures of reference surfaces is mapped to that of deformed faces for comparison. One can observe that facial features like eyes, eyebrows and lips have good matching accuracy. Also, the overall deformations are smooth. This can be best observed in the middle face which depicts the average of the reference and target faces. Further results are given in Figure 5 based on faces from Bosphorus database, where one reference face is registered to different subjects and different expressions. Again one can see that the features are matching well.
In these experiments, surface images were discretized onto 512x512 resolution images, and four-level image pyra- mids were employed. For the image matching, usually equal importance was given to texture and shape channels; but better expression registration with texture and better identity registration with curvature channels could be obtained for some of the faces. It was observed that after convergence at coarser levels, deformations at the finest level were insignificant, making this finest resolution level redundant. Actually this is a rather expected result since major facial features have low frequency characteristics. However, it was also observed that, in many cases, at the coarsest resolution (64x64) level there were only few iterations. The reason for this can be, probably, the good alignment of faces on the image planes.
Our algorithm is quite efficient. Many of the heavy calculations, like re-sampling for the reference meshes, are done in the initialization step, and iterations are mostly performed on the coarser resolutions. Except for the mappings between 3D and 2D, the computations do not depend on the mesh resolution. In the experiments, the number of iterations till convergence were in between 50 and 200, and total registration duration (for mappings and energy minimization) changed from three to seven seconds using 3.0GHz Core2Duo processor. 
Conclusion and Future Work
A new automatic algorithm to solve the non-rigid registration problem of two surfaces is presented. Registration is realized by deforming one surface onto the other one after mapping them onto a plane. This is achieved by first using a bijective mapping, and then utilizing finite element method to obtain the matching deformations. The differences of geometric and texture related surface attributes generates deformation forces, while elastic stresses regularize the resulting deformations. Nonlinear elasticity is used to cope with the large deformations by minimizing Green-Lagrange strain tensor. Due to triangular mesh elements that are overlaid over a 2D domain, the calculations for energy gradients become efficient. Also, following a multiresolution approach, good results can be obtained in a short time.
