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Abstract
This paper analyzes a semiparametric model of network formation in the presence of un-
observed agent-specific heterogeneity. The objective is to identify and estimate the preference
parameters associated with homophily on observed attributes when the distributions of the un-
observed factors are not parametrically specified. This paper o↵ers two main contributions to
the literature on network formation. First, it establishes a new point identification result for the
vector of parameters that relies on the existence of a special regressor. The identification proof is
constructive and characterizes a closed-form for the parameter of interest. Second, it introduces
a simple two-step semiparametric estimator for the vector of parameters with a first-step kernel
estimator. The estimator is computationally tractable and can be applied to both dense and
sparse networks. Moreover, I show that the estimator is consistent and has a limiting normal
distribution as the number of individuals in the network increases. Monte Carlo experiments
demonstrate that the estimator performs well in finite samples and in networks with di↵erent
levels of sparsity.
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1 Introduction
People tend to connect with individuals whom they share similar observed attributes. This obser-
vation is known as homophily and it is one of the main objects of study in the literature of social
networks (McPherson, Smith-Lovin, and Cook 2001). Nonetheless, few have investigated the role
of homophily when individuals have preferences for unobserved attributes. Proper policy evalua-
tion requires distinguishing among the contribution of these two factors since each has a distinct
policy implication. For example, students forming friendships might link based on their similarities
on observed socioeconomic attributes as well as on their preferences for high levels of unobserved
ability. Whereas the socioeconomic attributes can be influenced by a given policy intervention,
preferences for ability are harder to change via targeted policies. In this paper, I study the iden-
tification and estimation of the preference parameters associated with the observed attributes in a
model of network formation that accounts for valuations on unobserved agent-specific factors. The
identification and estimation strategies that I develop do not depend on distributional assumptions
of the unobserved random components.
In particular, I consider a semiparametric model of network formation with unobserved agent-
specific heterogeneity. Specifically, two distinct agents i and j form an undirected link according
to the following network formation equation:1
Dij = 1
⇥
g0(Zi, Zj)
0 0 +Ai +Aj   Uij   0
⇤
, (1)
where 1 [·] is the indicator function, Dij is a binary outcome variable that takes a value equal to
1 if agents i and j form a link and 0 otherwise, Zi is a vector of individual-specific and observed
attributes, g0 is a measurable function that is assumed to be known, nonlinear, finite, and symmetric
on its arguments,  0 is a vector of unknown parameters, Ai and Aj are unobserved and agent-specific
random variables, and Uij is an unobserved and link-specific disturbance term.
Intuitively, equation (1) says that an undirected link between two agents is formed if the net
benefit of the link between agents i and j is nonnegative. The components in equation (1) can be
classified into three di↵erent categories. The first class, given by the vector of exogenous attributes
g0(Zi, Zj), captures the agents’ preferences for establishing a link based on observed characteristics.
For instance, this component is known as homophily on observed attributes when it captures
preferences for sharing similar traits. The second class, formed by the agent-specific and unobserved
factors Ai and Aj , captures the individual preferences for establishing connections based on agent-
specific unobserved types. Finally, the third class, given by a link-specific disturbance term Uij ,
captures the exogenous factors that influence the decision of forming a specific link. The components
in the last two categories are known to the agents but unobserved to the researcher.
1A link between two agents is undirected if the connection is reciprocal. In other words, two agents are either
connected or they are not. It excludes the case that one agent is related to a second one without the second being
related to the first.
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The agent-specific factors in equation (1) allow for unobserved heterogeneity across the indi-
viduals’ decisions; this property enables the model to predict network structures with individual
connections that are heterogeneous. Moreover, under an unrestricted distribution of the unob-
served agent-specific factors, these components could exhibit flexible dependence with the observed
attributes.
This paper o↵ers two main contributions to the literature on network formation. The first
contribution is to propose a new point identification strategy to identify the vector of coe cients
in a semiparametric network formation model with unobserved agent-specific factors. The point
identification result is, to the best of my knowledge, the first generalization of a special regressor
to analyze a network formation model (Lewbel 1998 and Lewbel 2000). This result depends on
the existence of a special regressor and follows from weighting each linking decision in the network
by the inverse of the conditional density of the special regressor given the observed attributes. In
section 3.1, I provide su cient conditions to point identify the vector of coe cients. In section
3.2, I provide a second point identification result that does not assume the existence of a special
regressor. This result requires that at least one covariate has a full support and consists of finding
a su cient statistic for the unobserved heterogeneity in equation (1) at the tails of the distribution
of the observed covariate with full support.
As a second contribution, I use the point identification result in section 3.1 to introduce a two-
step semiparametric estimator of the vector of coe cients with a first-stage kernel estimator. As an
appealing property, this estimator has a closed-form and is computationally tractable. In section
4, I provide su cient conditions to show that the estimator is consistent, and it has a limiting
normal distribution. I perform inference in a setting when only one network with a large number
of agents is observed in the data. Furthermore, I propose an adaptive inference approach to adjust
for varying rates of convergence due to di↵erent levels of sparsity in the network (see, e.g., Andrews
and Schafgans 1998 and Khan and Tamer 2010).
In the rest of this section, I relate my results to the existing literature.
This paper is most closely related to the literature that studies dyadic network formation models
with unobserved heterogeneity, (see, e.g., Graham 2017, and Graham 2019a,b for additional sur-
veys). Within this literature, the studies by Charbonneau (2017); Jochmans (2017, 2018); Dzemski
(2019), and Yan, Jiang, Fienberg, and Leng (2019) have analyzed the formation of a directed net-
work.2 Their methodologies di↵er substantially from the one proposed here since they follow a
parametric conditional maximum likelihood approach to estimate the vector of coe cients  0. In
contrast, I study the formation of an undirected network and follow a semiparametric approach.
This paper builds on the seminal work by Graham (2017), which aims to detect preferences
2Charbonneau (2017) and Jochmans (2017) study a two-way gravity model, which can be rationalized as a bipartite
network with directed links.
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for homophily in an undirected network model with agent heterogeneity. Graham (2017, p. 1040)
introduces a Tetrad Logit Estimator with identification and asymptotic properties that depend on
the link-specific disturbance terms following a logistic distribution. The point identification and
estimation results presented below relax this requirement and can be applied to models where the
distribution of Uij is not parametrically specified.
Since the initial draft of this paper was circulated, recent studies have appeared analyzing
semiparametric or nonparametric variations of a dyadic network formation model with unobserved
heterogeneity; these papers include those by Toth (2017); Gao (2020), and Zeleneev (2020).
Similarly to this paper, Toth (2017) study a dyadic network formation model in which the
distribution of Uij is unknown. However, the author uses a di↵erent identification strategy. In
particular, his strategy relies on assuming that each component in the vector of observed attributes
Zi is continuously distributed which is then used to propose an identification strategy similar to
the maximum rank by Han (1987). An estimator for  0 is then defined as the maximizer of a U
process of order 4, with a nonparametric first-step estimator.3
Gao (2020) studies the identification of a dyadic network model with a nonparametric functional
form for the preferences on homophily and an unknown cumulative distribution for Uij .4 He
identifies the nonparametric homophily function by introducing a novel identification strategy that
imposes as stochastic restrictions on the distribution of Uij , an interquartile-range normalization
and a location normalization of one of the quantiles.
Finally, Zeleneev (2020) studies the identification and estimation of a dyadic network formation
model with a nonparametric structure of the unobserved heterogeneity. This framework allows him
to account for latent homophily on the unobserved attributes. The author identification analysis
is based on introducing a pseudo-distance between a pair of agents i and j, which allows him to
recover groups of agents with the same levels of agent-specific unobserved heterogeneity. After
conditioning on the matched agents with similar unobserved heterogeneity, the identification of the
vector of coe cients proceeds from a pairwise di↵erence strategy. The estimation procedure follows
the same logic of the identification strategy.
Contrary to the previous studies, the identification strategy proposed here is based on the
existence of a special regressor, (see, e.g., Lewbel (1998) and Lewbel (2012) for a survey). This
paper, to the best of my knowledge, represents the first e↵ort in the econometric literature to
introduce a special regressor to analyze a network formation model. The vector of parameters  0 is
point identified after introducing a transformation that consists of weighting the linking decisions
3Toth (2017) also proposes a variation of his estimation strategy which requires maximizing a U-process of order 2,
with a nonparametric first-step estimator. This moditication improves the computational tractability of his method.
4Gao (2020) also provides several interesting extensions on the functional form of the unobserved heterogeneity;
for reference, see Gao (2020, p. 5) and Zeleneev (2020, p. 6). Those extensions are beyond the scope of this paper
and left for future research.
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Dij by the inverse of the conditional density of the special regressor given the observed attributes.
This transformation utilizes features of the distributions of observables and does not represent a
stochastic restriction on the distribution of Uij . Therefore it is not nested in any existing work. As
a restriction on the distribution of Uij , I normalize to zero the conditional mean of the link-specific
disturbance terms given the observed attributes.5 In Section 3.1, I provide a detailed discussion on
the su cient conditions needed to point identify  0 via the existence of a special regressor.
The second point identification result introduced in section 3.2 is based on a su cient statistic
argument at the tails of the distribution of a covariate with full support. The identification strategy
shows that within- and across-individuals variation in the linking decisions can be used as a su cient
statistic to di↵erentiate out the unobserved agent-specific factors in some sets of su cient variations
of the covariate with full support. The existence of only one continuous attribute with large support
in Zi is su cient to show this result. The latter assumption is satisfied by many real network
datasets (e.g., household income in the Add Health dataset), and hence it is empirically relevant.
The resulting semiparametric estimator is solved in one step, and it is defined as the maximizer of
a U-process of order 4 with a trimming sequence.
In Section 4, I introduce a two-step semiparametric estimator for  0 based on the identification
result that requires the existence of a special regressor. The estimator has an analytic form similar
to the least-squares, and it uses a first-step kernel estimator to weight the linking decisions Dij by
the inverse of the conditional density of the special regressor. In a recent paper, Graham, Niu, and
Powell (2019) have studied the nonparametric estimation of density functions with dyadic data. I
follow their findings to perform the first-step kernel estimation. In theorems 4.1 and 4.2, I show
that the semiparametric estimator for  0 is consistent and has limiting normal distribution.
Finally, the network formation model that I analyze is related to the literature on empirical
games. Specifically, the model in equation (1) can be derived as a stable outcome in a static game.
Papers that study the strategic formation of a network as a static game include Goldsmith-Pinkham
and Imbens (2013); Leung (2015a,b); Menzel (2015); Miyauchi (2016); Boucher and Mourifie´ (2017);
de Paula, Richards-Shubik, and Tamer (2017); Mele (2017); Candelaria and Ura (2018); Sheng
(2018); Gualdani (2020), and Ridder and Sheng (2020). The authors study network formation
models that account for network externalities. Network externalities generate interdependencies in
the linking decisions that depend on the structure of the network. The identification and estimation
methods used in these papers di↵er substantially from the ones proposed here as they restrict the
presence of unobserved agent-specific heterogeneity.
The rest of the paper is organized as follows. Section 2 introduces the network formation model
and motivates it as a stable outcome of a random utility model with transferable utilities. Section
3 provides the main identification results of the paper. Section 4 introduced the semiparametric
5In further research I will explore the informational content of the special regressor in a network formation model
given a quantile or median restriction.
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estimator and proves the main asymptotic results. Section 5 reports simulation evidence and section
6 concludes. The appendix collects the proofs of various lemmas and theorems.
2 Network formation model
A network is an ordered pair (Nn,Dn) formed by a set of n agents denoted by Nn = {1, · · · , n}
and a n ⇥ n adjacency matrix Dn, which represents the links between the agents in Nn. Let Dij
denote the (i, j)th entry of the matrix Dn. I assume the network is undirected and unweighted.
A network is undirected if the adjacency matrix is symmetric, that is Dij = Dji. A network is
unweighted if any (i, j)th entry of the adjacency matrix takes one of two values, where the values
are normalized to be 0 and 1. In other words, Dij 2 {0, 1}, where Dij = 1 if the agents i and j
share a link and Dij = 0 otherwise. Furthermore, I normalize the value of self-ties to zero, that is,
Dii = 0 for any agent i.
Example 1 (Friendships network). A network of best friends is an example of an undirected and
unweighted network. Two agents are considered to be best friends if and only if both agents report
each other as friends. In this case, Dij = Dji = 1. Also, this example rules out the scenario of an
agent reporting herself as her best friend.
Each agent i 2 Nn is endowed with a K + 1-dimensional vector of observed attributes Zi and
an unobserved scalar component term Ai. Common examples of observed attributes that could ex-
plain the formation of a friendships network among high school students are age, gender, ethnicity,
religion, and the students’ interest in extracurricular activities. The component Ai captures indi-
vidual i’s preferences for establishing a link based on unobserved and agent-specific attributes. The
unobserved component Uij captures exogenous stochastic factors that influence the pair-specific
decision of establishing a link between agents i and j.
Given the vectors of observed attributes Zi and Zj for i 6= j, let Z¯ij = g0(Zi, Zj) be a K + 1-
dimensional vector of pair-specific attributes. The function g0 is assumed to be a known measurable
function that is nonlinear and finite. Given the undirected nature of the network, g0 is assumed
to be symmetric on its terms. The specification of g0 varies according to the empirical application
and is chosen by the researcher to capture homophily or heterophily e↵ects. For example, suppose
that Zi is a scalar random variable that represents agent i’s gender, then Z¯ij could be defined as
1 [Zi = Zj ] to capture the preferences for homophily. Under this specification, Z¯ij equals 1 if agents
i and j share the same gender and 0 otherwise.
The network formation model described in equation (1) can be obtained as a stable outcome of a
random utility model with transferable utilities. In particular, let u¯ij(Z¯ij , Aj , Uij) denote individual
i’s latent valuation of establishing a link with j given their shared-observed attributes Z¯ij , agent j0s
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unobserved type Aj , and their common unobserved factor Uij . It follows that the joint net benefit
of adding the link {i, j} to the network Dn is
u¯ij(Z¯ij , Aj , Uij) + u¯ji(Z¯ij , Ai, Uij) = Z¯
0
ij 0 +Ai +Aj   Uij . (2)
Notice that the joint net benefit accounts for the preferences based on the observed attributes
Z¯ 0ij 0, as well as preferences for association based on agent-specific factors Ai+Aj , and for exogenous
factors a↵ecting the decision of establishing a link Uij .
Equation (2) implies that two distinct individuals i and j in Nn only have valuations for their
own observed attributes and agent-specific factors. To clarify, in the link formation decision for
dyad {i, j}, the individuals do not account neither for observed or unobserved attributes of other
individuals in the network, nor for the general forms of network externalities other than dyad {i, j}.
These e↵ects are known as network externalities (see, e.g., Chandrasekhar and Jackson 2014; Leung
2015b; Mele 2017; Menzel 2015; Badev 2018; Sheng 2018; Ridder and Sheng 2020). Some examples
of these e↵ects are preferences for reciprocity, transitive triads, or high out-degree. I leave this
extension as future research.
Next, I introduce the definition of stability.
Definition 1 (Stability). A network Dn is stable with transfers if for any distinct i, j 2 Nn:
1. for all Dij = 1, u¯ij(Z¯ij , Aj , Uij) + u¯ji(Z¯ij , Ai, Uij)   0;
2. for all Dij = 0, u¯ij(Z¯ij , Aj , Uij) + u¯ji(Z¯ij , Ai, Uij) < 0.
Notice that this definition adapts the pairwise stability in Jackson and Wolinsky (1996) to allow
for transfer utilities. Intuitively, this condition states that a link within dyad {i, j} is established if
the net benefit of that connection is nonnegative. For a generalization to nontransferable utilities,
see Gao, Li, and Xu (2020).
2.1 Notation
The following notation will be maintained in the rest of the paper. I will assume that the vector
of observed covariates Zi = (vi, X 0i)0 is comprised by a scalar random variable vi 2 R and K-
dimensional random vector Xi 2 RK . Similarly, denote by
Z¯ij =
 
g0(vi, vj), g0(Xi, Xj)
0 0 = (vij ,W 0ij)0
the observed covariates at dyad level, and let  0 = (1, ✓00)0.
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I will denote the distinct profiles of observed attributes for all the agents in the network as
Zn = {Zi : i 2 Nn}, vn = {vi : i 2 Nn}, and Xn = {Xi : i 2 Nn} . Similarly, let An =
{Ai : i 2 Nn} denote the profile of unobserved attributes. Moreover, let Z ij = {Zk : k 6= i, j}, and
A ij = {Ak : k 6= i, j} denote the collection of observed and unobserved attributes for all agents
in the network other than agents i and j.
The identification and estimation strategies introduced in sections 3 and 4 use the information
contained in subnetworks formed by groups of four distinct agents {i1, i2, j1, j2}, also known as
tetrads. The following notation is used to describe attributes at the tetrad level. Given a network
of size n, there is a total of
mn = 4!
✓
n
4
◆
ordered tetrads with distinct indices i1, i2, j1, j2 2 Nn. Let   be a function that maps these
tetrads to the index set Nmn = {1, · · · ,mn}. Thus, each tetrad with distinct indices {i1, i2, j1, j2}
corresponds to a unique   ({i1, i2; j1, j2}) 2 Nmn .
Given any  ({i1, i2; j1, j2}) 2 Nmn , let v  = {vi1 , vj1 , vi2 , vj2}, X  = {Xi1 , Xj1 , Xi2 , Xj2}, and
A  = {Ai1 , Aj1 , Ai2 , Aj2}.
Moreover, define the pairwise variations across observed attributes and linking decisions as
follows
v˜  = v˜i1i2,j1j2 = (vi1j1   vi1j2)  (vi2j1   vi2j2)
W˜  = W˜i1i2,j1j2 = (Wi1j1  Wi1j2)  (Wi2j1  Wi2j2)
D˜  = D˜i1i2,j1j2 = (Di1j1  Di1j2)  (Di2j1  Di2j2).
Finally, given any fixed tetrad  ({i1, i2; j1, j2}) 2 Nmn , let !l1l2 = (vl1l2 , Xl1 , Xl2 , Al1 , Al2) de-
note the profile of attributes at dyad-level and pn(!l1l2) = P [Dl1l2 = 1 | !l1l2 ] denote the probability
that a link is created for any (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}.
3 Identification
This section introduces the main identification results for the semiparametric network formation
model with unobserved agent-specific factors. In particular, section 3.1 presents the main point
identification result when a special regressor is available. Section 3.2 introduces a second point
identification result when a covariate with full support is available.
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3.1 Point Identification Result: Special Regressor
Using the notation introduced in section 2, the rest of the paper considers the following represen-
tation for the network formation model specified by equation (1). In particular, agents i and j in
Nn with i 6= j will form an undirected link according to the next equation
Dij = 1
⇥
vij +W
0
ij✓0 +Ai +Aj   Uij   0
⇤
, (3)
where the coe cient associated with vij has been normalized to 1 and ✓0 is a K-dimensional vector
of coe cients. Given that the network of interest is undirected, Uij is assumed to be symmetric,
i.e., Uij = Uji. The vector ✓0 represents the main parameter of interest.
Assumptions 3.1.1-3.1.5 will specify the underlying structure for the network formation model
in equation (3), which will be used to show the main identification result for ✓0.
Assumption 3.1.1. The random sequence {Zi, Ai}ni=1 is independent and identically distributed.
Assumption 3.1.1 describes the sampling process, and it is widely used to describe network
data, (see, e.g., Graham 2017; Jochmans 2018, and Auerbach 2019).
Assumption 3.1.2. For any finite n, the following holds.
1. The sequence {Uij | Zn,An}i 6=j is conditionally independent and identically distributed for
any dyad {i, j}. Moreover, Uij = Uji for any dyad {i, j}.
2. For any dyad {i, j}, Uij | Zn,An d= Uij | Zi, Zj , Ai, Aj.
Assumption 3.1.2.1 states that conditional on (Zn,An) the link-specific disturbance terms
{Uij}i 6=j are independent across dyads {i, j} and drawn from the same distribution. Furthermore,
Assumption 3.1.2.2 requires that conditional on (Zi, Zj , Ai, Aj), the link-specific disturbance terms
Uij are independent of any observed or unobserved feature in (Z ij ,A ij). Assumption 3.1.2 en-
sures that each of the linking decisions in the network is conditionally independent. In other words,
it rules out interdependence across linking decisions due to externalities across the network.
Notice that Assumption 3.1.2 allows for heteroskedasticity of a general form in the distribution of
Uij . Moreover, it allows for a flexible dependence between the unobserved agent-specific factors and
the observed attributes. In other words, Assumption 3.1.2 does not restrict the joint distribution
(Zn,An). Assumption 3.1.2 is commonly used in semiparametric nonlinear panel data models, for
example in Arellano and Honore´ (2001). In network formation models, full stochastic independence
Uij ? Zn,An is usually imposed (see, e.g., Leung 2015b; Menzel 2015; Graham 2017; Toth 2017,
and Gao 2020). Arbitrary heteroskedasticity is also considered in Zeleneev (2020).
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Assumption 3.1.3. Given n and any distinct i, j 2 Nn, let eij = Ai + Aj   Uij and suppose that
eij is conditional independent of vij given (Xi, Xj). Let Fe|x (eij | Xi, Xj) denote the conditional
distribution of eij given (Xi, Xj), with support given by Se(Xi, Xj) and finite first moment.
Assumption 3.1.3 represents an exclusion restriction, and it entails that the regressor vij is
conditionally independent of eij given the observed attributes (Xi, Xj).6 In other words, vij is a
special regressor in the sense of Lewbel (1998), Lewbel (2000), and Lewbel (2012).
Assumption 3.1.4. Given n and any distinct i, j 2 Nn, the conditional distribution of vij given
(Xi, Xj) is absolutely continuous with respect to the Lebesgue measure with conditional density
fv|x(vij | Xi, Xj) and support given by Sv(Xi, Xj) = [sv, sv] for some constants sv and sv, with
 1  sv < 0 < sv  1. For any (Xi, Xj), the support of  W 0ij✓0   eij is a subset of the interval
[sv, sv].
Assumption 3.1.4 is a support condition, and it ensures that vij | Xi, Xj has a positive density
function fv|x(vij | Xi, Xj) on Sv(Xi, Xj). Furthermore, it requires that for any (Xi, Xj) the sup-
port of ( W 0ij✓0   eij) is contained in Sv(Xi, Xj). Notice that Assumption 3.1.4 does not restrict
vij | Xi, Xj to have full support on the real line. Hence the point identification result introduced in
this section is general enough to include both cases: (i) the full support case, and (ii) the existence
of a continuous covariate with bounded support that contains supp
⇣
 W 0ij✓0   eij | Xi, Xj
⌘
. More-
over, observe that Assumption 3.1.4 leaves unrestricted the distribution of the observed attributes
(Xi, Xj). Hence, this identification strategy also allows for discrete covariates in Wij .
Assumption 3.1.5. Given n and any tetrad   2 Nmn, E [Uij | Xi, Xj ] = 0, and
 0 = E
h
W˜ W˜
0
 
i
is a finite and nonsingular matrix.
The first part of assumption 3.1.5 represents a stochastic restriction on the link-specific distur-
bance term. In particular, it requires that Uij | Xi, Xj has conditionally mean zero. The second
part of assumption 3.1.5 is the standard full rank condition on the pairwise variation of the observed
attributes W˜ , and it ensures that ✓0 is point identified.
The network formation model specified by equation (3) and Assumptions 3.1.1-3.1.5 represents,
to the best of my knowledge, the first generalization of the special regressor to analyze network
6The conditional independence property needs to hold after conditioning on the observed attributes (Xi, Xj), and
not just the dyad-specific covariates Wij . The intuition behind this insight follows from Assumption 3.1.1, which
allows for unrestricted dependence between Xi, and Ai. In particular, the proof of Theorem 3.1 requires that any
stochastic variation left in Ai+Aj after conditioning on (Xi, Xj), is independent of Wkl for any k, l 2 Nn, including,
for example Wil. This property no longer holds if the conditioning variable used is Wij since it is only a feature of
(Xi, Xj).
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data. Following Lewbel (1998, 2000), Honore´ and Lewbel (2002), and Chen, Khan, and Tang
(2019), let D⇤ij be defined as
D⇤ij =

Dij   1 [vij > 0]
fv|x(vij | Xi, Xj)
 
(4)
for any distinct i, j 2 Nn.
The following theorem and appended corollary formalize the first point identification result for
✓0.
Theorem 3.1. If Assumptions 3.1.3-3.1.5 hold in equation (3), then for any distinct i and j in
Nn
E[D⇤ij | Xi, Xj ] = W 0ij✓0 + E[Ai +Aj | Xi, Xj ].
Proof. See Appendix A.
Corollary 3.1. If Assumptions 3.1.1-3.1.5 hold in equation (3), then for any tetrad   2 Nmn
E
h
W˜ D˜
⇤
 
i
= E
h
W˜ W˜
0
 
i
✓0, (5)
and hence,
✓0 =  
 1
0 ⇥ 0 (6)
with  0 = E
h
W˜ D˜⇤ 
i
.
Proof. See Appendix A.
Theorem 3.1 and Corollary 3.1 demonstrate that ✓0 is point identified using the information
contained in the joint distribution of {D˜⇤ , W˜ } at tetrad level, and with analytic expression given
by equation (6). This result shows that ✓0 is identified as an average of the linking decisions D˜ 
which are weighted by the inverse of the conditional density of the special regressor given the
observed attributes, fv|x(vij | Xi, Xj). The result in Corollary 3.1 will be used as a foundation of
the semiparametric estimator introduced in Section 4.
Given the results in Theorem 3.1 and Corollary 3.1 the average contribution of the unobserved
agent-specific factors to the formation of a link is also identified.
Corollary 3.2. If Assumptions 3.1.1-3.1.5 hold in equation (3), then for any i and j in Nn
E [Ai +Aj ] = E
⇥
D⇤ij
⇤  E [Wij ]0 ✓0, (7)
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3.2 Second Point Identification Result
In this section, I provide a second point identification result for the vector of coe cients ✓0. This
result does not require the regressor vij to be conditionally independent of the unobserved terms,
Ai+Aj Uij . Nonetheless, it imposes a large support condition on vij and bounds the contribution
that the unobserved heterogeneity Ai +Aj has on the formation of links.
The following notation will be used to state and proof this result. For any fixed tetrad
 ({i, j; k, l}) 2 Nmn , denote the profile of observed attributes at tetrad level as v¯  = (vik, vil, vjk, vjl)
and Z¯  = (v¯ , X ). Moreover, for any  ({i, j; k, l}) 2 Nmn and agent r with r 2 {i, j} denote the
within-individual r variation of the observed attributes as   vr = vrk vrl and   Wr =Wrk Wrl,
and the within-individual r variation of the unobserved attributes as   A = Ak  Al.
The following assumptions are su cient to show this result.
Assumption 3.2.1. For any finite n and dyad {i, j}, Assumption 3.1.2 holds. Furthermore, the
link-specific unobserved term Uij | Zi, Zj , Ai, Aj has a positive density over the real line.
Assumption 3.2.1 ensures that the disturbance term Uij has a large support for any value of
(Zi, Zj , Ai, Aj). This assumption is used for simplicity to ensure that the conditional probability
of forming a link is well defined for any value of (Zi, Zj , Ai, Aj). Notice that any model where the
disturbance term Uij is logistically or normally distributed will satisfy this condition.
Assumption 3.2.2. The parameter space ⇥ is compact.
Assumption 3.2.2 is a standard assumption in the semiparametrics literature, (see, e.g., Manski
1975, 1985; Newey and McFadden 1994, and Powell 1994). This assumption is used to control the
contribution that the variation on Wij has on the formation of links.
Assumption 3.2.3. For any finite n, the following holds for any  ({i, j; k, l}) 2 Nmn.
1. For all X , v¯  is continuously distributed with a positive density over R4.
2. For all X  and r 2 {i, j},   vr is continuously distributed with a positive density over the real
line, and the supp (   W 0r✓0    A | X ) = [s", s"] is known with  1 < s" < 0 < s" <1.
Assumption 3.2.3 ensures that the regressor vij has a large support. Moreover, it requires
that the variation in vij dominates the contribution that the remaining factors have in creating a
network link. Notice that this condition does not impose that vij is conditionally independent of
Ai + Aj given X . Intuitively, Assumption 3.2.3 guarantees that the information at the tails of
the distribution of   vr can disentangle the contributions of the preferences for homophily and
unobserved heterogeneity on the creation of network links.
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Assumption 3.2.4. For any finite n and tetrad  ({i, j; k, l}) 2 Nmn, P
h
W˜ 0   6= 0
i
> 0 for all
non-zero vectors   2 RK .
Assumption 3.2.4 is a rull rank condition.
For any fixed  ({i, j; k, l}) 2 Nmn and given X , let V(X ) denote the set of values for which
the variations in   vi and   vj dominates the contribution of the remaining factors. That is
V(X ) = {v¯  :   vi  s" &   vj   s", or   vi   s" &   vj  s"} . (8)
Notice that this set can be characterized using Assumption 3.2.3. Also, define ⇠(✓) as
⇠(✓) =
8<:z¯  : v¯  2 V(X ) and sign
n
E✓0
h
D˜  | X , v¯  2 V(X ), D˜  2 { 2, 2}
io
6= sign
n
E✓
h
D˜  | X , v¯  2 V(X ), D˜  2 { 2, 2}
io 9=; ,
which characterizes the set of states for which the sign of the conditional expectation of the pairwise
variations of the links D˜  implied by ✓ di↵ers from the sign of the conditional expectation generated
under ✓0. In other words, the set ⇠(✓) summarizes the values of observed attributes for which ✓ can
be identified from ✓0 using the information contained in the conditional expectation of D˜ . Hence,
✓0 is said to be identified relative to ✓ 6= ✓0 if
P
⇥
Z¯  2 ⇠(✓)
⇤
> 0.
The next theorem and appended corollary formalizes the second point identification result.
Theorem 3.2. Suppose Assumptions 3.1.1, 3.2.1, 3.2.2, and 3.2.3 hold in equation (3). Let
Q✓ =
n
z¯  : v¯  2 V(X ) and W˜ 0 ✓0   v˜  < W˜ 0 ✓ or W˜ 0 ✓   v˜  < W˜ 0 ✓0
o
.
If P
⇥
Z¯  2 Q✓
⇤
> 0 , ✓0 is point identified relative to ✓.
Proof. See Appendix A.
Corollary 3.3. Suppose Assumptions 3.1.1, 3.2.1- 3.2.4 hold in equation (3). Then ✓0 is point
identified.
Proof. See Appendix A.
The results in Theorem 3.2 and Corollary 3.3 can be used to define an estimator for ✓0 as the
maximizer of a U -process of order 4 with a trimming sequence  n such that  n ! 1 as n ! 1.
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In particular, the estimator of ✓0 can be defined as
✓ˆ = argmax
✓2⇥
Hˆn(✓,  n)
where
Hˆn(✓,  n) =

4!
✓
n
4
◆  1 nX
i1=1
X
j1 6=i1
X
i2 6=i1,j1
X
j2 6=i1,j1,i2
H
⇣
Z¯ ({i1,j1;i2,j2}), D˜ ({i1,j1;i2,j2}); ✓,  n
⌘
H
⇣
Z¯ , D˜ ; ✓,  n
⌘
=
h
sign
n
v˜  + W˜
0
 ✓
o
⇥ D˜ 
i
⇥ 1
h
| D˜  |= 2
i
⇥ 1 [|   vi |, |   vj |   n] .
Although point identification of ✓0 is achieved assuming that the bounds [s", s"] are known,
notice that they are not needed to define the estimator ✓ˆ. In other words, it is su cient to assume
that   vi has a large support which contains supp (   W 0i✓0    A | X ) to characterize the
estimator for ✓0.
Naturally, the asymptotic properties of ✓ˆ will depend on the frequency of subgraph configura-
tions that satisfy the restriction 1
h
| D˜  |= 2
i
in the sample, and the rate at which  n ! 1 as
n!1. The rest of this paper prioritizes the study of the semiparametric estimator introduced in
section 4 since it is computationally more tractable than ✓ˆ.
4 Inference
In this section, I introduce a semiparametric estimator for ✓0 based on the point identification
result derived in section 3.1. The estimator for ✓0 denoted by b✓n is a two-step estimator with a
nonparametric estimate of the conditional distribution of vij given {Xi, Xj}, i.e., fv|x(vij | Xi, Xj).
Section 4.1 provides su cient conditions to study the large sample properties of b✓n. Theorem 4.1
proves that b✓n is a consistent estimator of ✓0. Theorem 4.2 shows that the limiting distribution ofb✓n is normal.
4.1 Consistency
The estimator for ✓0 is defined as the sample analog of equation (6) and is obtained by averaging over
the linking decisions D˜  for all distinct tetrads   2 Nmn . Given that the inverse of fv|x(vij | Xi, Xj)
is used as a weight in the definition of  0, and hence ✓0, I introduce a trimming sequence intended
to avoid boundary e↵ects arising from the first-step estimation of fv|x(vij | Xi, Xj).
Recall that D˜  is defined as the pairwise variation across the linking decisions for a given tetrad
  ({i1, i2; j1, j2}) 2 Nmn . I extend that notation to define as follows the pairwise variation of the
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trimmed network links given a trimming parameter ⌧
eD⇤ ,⌧ =  D⇤i1j1,⌧  D⇤i1j2,⌧    D⇤i2j1,⌧  D⇤i2j2,⌧ bD⇤ ,⌧ = ⇣ bD⇤i1j1,⌧   bD⇤i1j2,⌧⌘  ⇣ bD⇤i2j1,⌧   bD⇤i2j2,⌧⌘ ,
where for any distinct i1 and j1 in Nn
D⇤i1j1,⌧ =
✓
Di1j1   1 [vi1j1 > 0]
fv|x(vi1j1 | Xi1 , Xj1)
◆
I⌧ (vi1j1 , Xi1 , Xj1)
bD⇤i1j1,⌧ =
 
Di1j1   1 [vi1j1 > 0]bfv|x(vi1j1 | Xi1 , Xj1)
!
I⌧ (vi1j1 , Xi1 , Xj1).
In the equations above, fv|x(vi1j1 | Xi1 , Xj1) denotes the true conditional density function of
vi1j1 given (Xi1 , Xj1), and bfv|x(vi1j1 | Xi1 , Xj1) denotes a kernel estimator of the conditional density
of vi1j1 given (Xi1 , Xj1). Thus, eD⇤ ,⌧ denotes the pairwise variation of the trimmed network links
assuming that the conditional distribution of the special regressor given the observed attributes
is known. Conversely, bD⇤ ,⌧ denotes the pairwise variation of the trimmed network links when
fv|x(vi1j1 | Xi1 , Xj1) is replaced by a first-stage kernel estimator bfv|x(vi1j1 | Xi1 , Xj1)
The trimming sequence I⌧ (vi1j1 , Xi1 , Xj1) is a function of the observed attributes at a dyad
level, and it converges to 1 as the trimming parameter ⌧ ! 0 when n ! 1. Assumptions 4.1.2
and 4.1.5 below describe the conditions imposed on the trimming parameter ⌧ , (cf., Honore´ and
Lewbel 2002 and Khan and Tamer 2010).
To ease the exposition, I introduce the following notation for any distinct i1, j1 2 Nn
I⌧,i1j1 = I⌧ (vi1j1 , Xi1 , Xj1)
fvx,i1j1 = fv,x(vi1j1 , Xi1 , Xj1)
fx,i1j1 = fx(Xi1 , Xj1)
'i1j1 = Di1j1   1 [vi1j1 > 0]
'i1j1,⌧ = 'i1j1I⌧,i1j1 .
With this notation at hand, the semiparametric estimator for ✓0 is defined as
b✓n = b  1n ⇥ b n,⌧ (9)
15
where
b n = 1
mn
X
 2Nmn
h
W˜ W˜
0
 
i
b n,⌧ = 1
mn
X
 2Nmn
h
W˜  bD⇤ ,⌧i
and mn = 4!
 n
4
 
.
The first-stage kernel estimator bfv|x(vi1j1 | Xi1 , Xj1) is defined as the ratio of the kernel estima-
tors bfvx,i1j1 and bfx,i1j1 with
bfvx,i1j1 = 1(n  2)(n  3)hL+1 X
k1 6=i1,j1
X
k2 6=i1,j1,k1
Kvx,h [vk1k2   vi1j1 , Xk1  Xi1 , Xk2  Xj1 ]
bfx,i1j1 = 1(n  2)(n  3)hL X
k1 6=i1,j1
X
k2 6=i1,j1,k1
Kx,h [Xk1  Xi1 , Xk2  Xj1 ] ,
where h denotes a bandwith parameter and L = 2K. The kernels Kvx,h and Kx,h are defined as
Kvx,h [vk1k2   vi1j1 , Xk1  Xi1 , Xk2  Xj1 ] = Kvx

vk1k2   vi1j1
h
,
Xk1  Xi1
h
,
Xk2  Xj1
h
 
Kx,h [Xk1  Xi1 , Xk2  Xj1 ] = Kx

Xk1  Xi1
h
,
Xk2  Xj1
h
 
.
Assumption 4.1.5 below describes the conditions imposed on the kernel functions Kvx,h and Kx,h,
and bandwith parameter h.
The estimator defined in equation (9) represents, to the best of my knowledge, the first e↵ort
to estimate the vector of parameters ✓0 defined in the network formation model given by equation
(3) using a two-step semiparametric estimator that utilizes the existence of a special regressor.
A semiparametric approach is attractive because it does not restrict the distribution of the
disturbance term to any specific parametric family. Furthermore, it allows for a flexible statis-
tical dependence between the agent-specific unobserved factors and the observed attributes, i.e.,
{Xn,An}. The estimator defined in equation (9) has as an additional appealing property that it
has an analytical form. This characteristic increases its computational tractability compared to the
estimator defined as the maximizer of a U-process and introduced in section 3.2. Regarding the
non-parametric first-stage estimator, Leung (2015b, Supp. Appendix) and Graham et al. (2019)
have studied the properties of kernel estimators for network data. I use their finding to analyze the
asymptotic properties of b✓n.
The following technical conditions are needed to prove Theorems 4.1 and 4.2. For simplicity, the
theorems are stated and proved assuming that all of the elements of Xi are continuously distributed.
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However, the results can be readily extended to include discretely distributed variables by applying
the density estimator separately to each discrete cell of data.
Assumption 4.1.1. For any distinct indices i and j in Nn, the dyad-level covariates (Xi, Xj)
and (vij , Xi, Xj) are absolutely continuous with respect to some Lebesgue measures with Radon-
Nikodym densities fx,ij and fvx,ij, and supports denoted by Sx and Svx. Assume that fx,ij and
fvx,ij are bounded, fvx,ij is bounded away from zero, and there exists a constant M > L+ 1 (recall
that L = 2K , with dim(Xi) = K) such that fx,ij and fvx,ij are M -times di↵erentiable with respect
to all of its arguments with bounded derivatives. There exist finite constants Cw,1 and Cw,2 such
that sup 2Nmn || W˜  || Cw,1 w.p.1 and E
h
|| W˜  ||4
i
< Cw,2.
Assumption 4.1.1 ensures that the densities fx,ij and fvx,ij are continuous and M -times di↵er-
entiable. Also, it requires the existence of fourth-order moments for W˜ , for any   2 Nmn . This
assumption has been used in the literature of semiparametric methods, for example in Ahn and
Powell (1993); Aradillas-Lopez (2012), and Honore´ and Lewbel (2002).
Assumption 4.1.2. Let ⌧ be a density trimming parameter defined above. Assume that the support
Svx is known, and the the trimming function I⌧,ij is equal to zero if (vij , Xi, Xj) is within a distance
⌧ of the boundary of Svx, and otherwise, I⌧,ij equals one. Also, assume that ⌧ ! 0 and ⌧n2 ! 0 as
n!1.
Due to the weighting scheme used in the definition of bD⇤i1j1 , boundary e↵ects could arise from
the density estimation step when computing b n,⌧ . Assumptions 4.1.1 and 4.1.2 deal with this
technicality by assuming that fvx,i1j1 is bounded away from zero and introducing a trimming
sequence I⌧ (vi1j1 , Xi1 , Xj1) that sets to zero the terms in b n,⌧ with data within a ⌧ distance of the
boundary of Svx, (see, e.g., Lewbel 1997, 2000; Honore´ and Lewbel 2002, and Khan and Tamer
2010)
Assumption 4.1.1 and Assumption 4.1.2 require that the support Svx is known. The support
Svx is identified from the distribution of observables, and hence, it can be estimated in an empirical
application. As an alternative approach, a fixed trimming function that is not n-dependent could
be used instead, (see, e.g., Aradillas-Lopez, Honore´, and Powell 2007 and Aradillas-Lopez 2012).
Assumption 4.1.3. Let M be as defined above. Given any tetrad  {i1, j1; i2, j2} 2 Nmn, let
⌅ (Xl1 , Xl2) = E
h
W˜ D
⇤
l1l2,⌧ | Xl1 , Xl2
i
⌅ (vl1l2 , Xl1 , Xl2) = E
h
W˜ D
⇤
l1l2,⌧ | vl1l2 , Xl1 , Xl2
i
for any dyad (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}. The expectations ⌅ (x, x) and ⌅ (v, x, x)
exist and are continuous in the components of (v, x, x0) for all (v, x, x0) 2 Svx. Also, ⌅ (x, x) and
⌅ (v, x, x) are M -times di↵erentiable in the components of (v, x, x0) for all (v, x, x00) 2 Svx, where
Svx di↵ers from Svx by a set of measure zero.
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There exist some functions mx(x, x) and mvx(v, x, x0) such that the following local Lipschitz
conditions hold for some (x0, x00) and (v0, x0, x00) in an open neighborhood of zero and for all ⌧ > 0:
|| fvx(v + v0, x+ x0, x0 + x00)  fvx(v, x, x0) ||  mvx(v, x, x0) || (v0, x0, x00) ||
|| fx(x+ x0, x0 + x00)  fx(x, x0) ||  mx(x, x0) || (x0, x00) ||
|| ⌅(v + v0, x+ x0, x0 + x00)  ⌅(v, x, x0) ||  mvx(v, x, x0) || (v0, x0, x00) ||
|| ⌅(x+ x0, x0 + x00)  ⌅(x, x0) ||  mx(x, x0) || (x0, x00) || .
Assumption 4.1.3 imposes local smoothness conditions that are needed to derive the Ha´jek
projection of a V -statistic. Similar conditions have been used in Ahn and Powell (1993); Aradillas-
Lopez (2012), and Honore´ and Lewbel (2002).
Assumption 4.1.4. Given any  {i1, j1; i2, j2} 2 Nmn and (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)},
let  l1l2 =  (Xl1 , Xl2) = E
h
W˜  | Xl1 , Xl2
i
.
The following moments exist
sup
(x,x0)2Sx
 (x, x0)
sup
(v,x,x0)2Sv,x,⌧ 0
E
"✓
'l1l2,⌧
fvx(v, x, x0)
◆2
| v, x, x0
#
sup
(v,x,x0)2Sv,x,⌧ 0
E
"✓
D⇤l1l2,⌧
fvx(v, x, x0)
◆2
| v, x, x0
#
,
and the objects
 (x, x0)
E
"✓
'l1l2,⌧
fvx(v, x, x0)
◆2
| v, x, x0
#
E
"✓
D⇤l1l2,⌧
fvx(v, x, x0)
◆2
| v, x, x0
#
are continuous in the components of (v, x, x0) 2 Svx. Moreover, there exists a finite constant C ,
such that
E
⇥||  (x, x0)6 ||⇤  C 
for any (x, x0) 2 Sx.
Assumption 4.1.4 ensures the existence and boundedness of the conditional expectations defined
above. These conditions are needed to invoke a uniform law of large numbers for V -statistics. The
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last part of Assumption 4.1.4 guarantees the existence of sixth-order moments, and it will be used
to invoke a conditional central limit theorem.
Assumption 4.1.5. LetM and ⌧ be as defined above. The kernel Kx(x, x0) : RL 7! R and bandwith
h used to define the kernel estimator fˆx satisfy:
1. Kx(x, x0) = 0 for all (x, x0) on the boundary of, and outside of, a convex bounded subset of
RL. This subset has an nonempty interior and has the origin as an interior point.
2. Kx(·, ·) is symmetric around zero, bounded, di↵erentiable, and bias-reducing of order 2M .
3. There exists   > 0 such that n1  hL+1 !1, nhM ! 0, and h/⌧ ! 0.
The kernel function Kv,x(v, x, x0) has all the same properties, replacing (x, x0) with (v, x, x0).
Assumption 4.1.5 requires the use of a higher-order kernel. This selection is motivated to
control the bias induced by using the inverse of fv|x(vi1j1 | Xi1 , Xj1) as a weighting function. This
assumption has been used by Honore´ and Lewbel (2002) and Leung (2015b). Graham et al. (2019)
provides a comprehensive treatment of kernel estimation for undirected network data.
Using the assumptions above, it follows that b✓n defined in equation (6) is a consistent estimator
of ✓0. Theorem 4.1 formally states this result.
Theorem 4.1. Let Assumptions 3.1.1-3.1.5 and 4.1.1-4.1.5 hold. Then (b✓n   ✓0) p! 0 as n!1.
Proof. See Appendix A.
The following theorem derives the asymptotic distribution of ✓ˆn. A key part to prove this result
is to show thatp
n(n  1)⌥ 1/2n
nb n,⌧   E hW˜  eD⇤ ,⌧ | v , X , A io) N (0, I) ,
where I denotes the K-dimensional identity matrix, and ⌥n = n(n 1)V ar
⇣b n,⌧⌘, which is defined
as
⌥n =
1
n(n  1)
nX
i1=1
X
j1 6=i1
E
⇢
pn(!i1j1) [1  pn(!i1j1)]
fv|x,i1j1
 
I⌧,i1j1
 
 i1j1 
0
i1j1
with  i1j1 =
n
1
(n 2)(n 3)
P
i2 6=i1,j1
P
j2 6=i1,j1,i2 E
h
W˜ {i1,i2;j1,j2} | Xi1 , Xj1
io
.
The proof of this result follows from showing thatnb n,⌧   E hW˜  eD⇤ ,⌧ | v , X , A io
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is asymptotically equivalent to its Ha´jek Projection onto an arbitrary function of
⇣i1j1 = (vi1j1 , Xi1 , Xj1 , Ai1 , Aj1 , Ui1j1).
The resulting Ha´jek Projection is an average of conditionally independent random variables at a
dyad level, with conditional mean equal to 0 and a conditional variance that approximates ⌥n in
the limit. The result follows from a conditional version of Lyapunov’s central limit theorem, (see,
e.g., Rao 2009).
The remaining information needed to derive the limiting distribution of the semiparametric
estimator ✓ˆn, are the convergence rate of ⌥n, which is given by
%n = O (⌥n) = O
✓
E
⇢
pn(!i1j1) [1  pn(!i1j1)]
fv|x,i1j1
 
I⌧,i1j1
 ◆
,
and the following matrix
⌃n =  
 1
0 ⇥⌥n ⇥   10 .
The next theorem formalizes the limiting distribution of b✓n.
Theorem 4.2. Suppose Assumptions 3.1.1-3.1.5, 4.1.1-4.1.5, and n(n  1)% 1n !1 hold. It then
follows that
p
n(n  1)⌃ 1/2n
⇣b✓n   ✓0⌘ = ⌃ 1/2n ⇥   10 ⇥
8<: 1pn(n  1)
nX
i1=1
X
j1=i1
⇠i1j1,⌧
9=;+ op(1) (10)
with
⇠i1j1,⌧ =
 
D⇤i1j1   E
⇥
D⇤i1j1 | !i1j1
⇤ 
I⌧,i1j1 i1j1 ,
and thus, p
n(n  1)⌃ 1/2n
⇣b✓n   ✓0⌘ ) N (0, I) .
Proof. See Appendix A.
Equation (10) describes the asymptotic linear representation of b✓n The limiting distribution
of b✓n is derived following a studentized approach as in Andrews and Schafgans (1998), Khan and
Tamer (2010), and Jochmans (2018) to control for the possible varying rates of convergence due
to sparsity of the network. Notice that if % 1n converges to a finite constant that is bounded away
from zero, b✓n   ✓0 converges at a parametric rate pn(n  1), with e↵ective sample given by the
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square root of the number of dyads. Alternatively, if % 1n decays as n increases, b✓n ✓0 has a slower
rate of convergence given by Op
✓q
n(n  1)% 1n
◆
.
5 Simulations
This section presents simulation evidence for the finite sample performance of the semiparametric
estimator introduced in Section 4. I explore the properties of the estimation technique under a
wide array of DGP designs that are meant to capture di↵erences in the sample size and in the level
of sparsity of the network (Jochmans 2018; Dzemski 2019; Yan et al. 2019).
The undirected network is simulated according the network model in equation (3). I consider a
single observed attribute in Xi, which is drawn as Xi ⇠ Beta(2, 2)  12 . The pair-specific covariate
Wij = g0(Xi, Xj) is constructed to account for complementarities on the observed attributes and
is defined as Wij = XiXj . The agent-specific unobserved factor Ai is generated such that it is
correlated with Xi and depends on the sample size n. This last feature o↵ers a useful approach to
control the degree of sparsity in the network. In particular, I set
Ai =  Xi   (1   )Cn ⇥ Beta(0.5, 0.5)
where the Beta random variable is independent of Xi and concentrates mass at the boundary of the
unit interval. This implies that, conditional on Xi, the individuals cluster at small or high types
of unobserved attributes. The parameter   2 (0, 1) controls the degree of correlation between the
agent-specific heterogeneity and the observed covariate Xi, which is set to   =
3
4 . The constant
Cn depends on the size of the network and takes the values Cn 2
 
log(log(n)), log(n)1/2, log(n)
 
.
Under this design, the choice of Cn regulates the degree of sparsity of the network. In fact, for
larger values of Cn, fewer links are formed in the network. The special regressor vij is simulated as
vij ⇠ N (0, 2) for i < j, and thus satisfies the support and independence conditions in Assumptions
3.1.3 and 3.1.4. The link-specific disturbance term is generated as Uij ⇠ Beta(2, 2)  12 for i < j.
To simplify the exposition, I focus on the case in which the conditional distribution of vij is
known and consider a fixed trimming design given by I⌧,ij = 1 [| vij |< ⌧ ] with ⌧ = 2std(vij). The
true DGP is completed by setting ✓0 = 1.5 and consider two di↵erent network sizes n 2 {50, 100}.
Table 1 summarizes the results of computing the semiparametric estimator over 500 Monte
Carlo replications for all the designs. In particular, I report the mean, median, standard deviation,
and mean square error of b✓n over the total number of simulations. The final column of Table 1
reports the average degree of the network across the total number of simulations. This information
will be used to describe the degree of sparsity in the network across the di↵erent designs.
The top panel in Table 1 shows the results of estimating ✓0 in a small network with n = 50.
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Both the mean and the median show that the estimator approximates well the true value of ✓0 = 1.5
independently of the degree of sparsity in the network. Furthermore, these results suggests that the
estimator b✓n presents the smallest dispersion in the dense network design, with Cn = log(log(n))
and an average degree of 42%. As fewer links are present in the network, the performance of the
estimator deteriorates.
In the bottom panel of Table 1, I show the results of estimating ✓0 in a large network with
n = 100. The evidence in this scenario reinforces the previous findings and suggests that the
performance of the estimator b✓n improves across all the designs. For example, in the dense scenario
Cn = log(log(n)), the standard deviation decreases by an order of less than one half and the
mean square error by an order greater than one third. A similar conclusion is obtained from the
sparse network case Cn = log(n) where only 28% of the links are formed. Overall these numerical
experiments suggest that the semiparametric estimator b✓n yields reliable inference for the preference
parameter ✓0 in an undirected network formation model.
Table 1: Simulation results for the semiparametric estimator b✓n
| Cn | mean median std MSE Degree
n = 50
log(log(n)) 1.4764 1.4627 0.9158 0.8393 0.4250
log(n)1/2 1.4680 1.4626 1.0672 1.1400 0.3976
log(n) 1.5217 1.6001 1.3832 1.9136 0.3131
n = 100
log(log(n)) 1.5212 1.5022 0.4809 0.2317 0.4204
log(n)1/2 1.5109 1.5125 0.5687 0.3236 0.3849
log(n) 1.5057 1.4979 0.6916 0.4783 0.2893
1 Total number of Monte Carlo simulations = 500.
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6 Conclusion
This paper has studied a network formation model with unobserved agent-specific heterogeneity.
This paper o↵ers two main contributions to the literature on network formation. The first contri-
bution is to propose a new identification strategy that identifies the vector of coe cients ✓0, which
accounts for the preferences for homophilic relationships on the observed attributes. The point
identification result relies on the existence of a special regressor. This study represents, to the
best of my knowledge, the first generalization of a special regressor to analyze a network formation
model (Lewbel 1998 and Lewbel 2000).
The second contribution is to introduce a two-step semiparametric estimator for ✓0. The esti-
mator has a closed-form and is computationally tractable even in large networks. I show in Monte
Carlo simulations that the estimator performs well in finite samples, as well as in sparse and dense
networks.
Two di↵erent strands of the literature on network formation have highlighted the importance
of accounting for (i) network externalities, and (ii) general forms of unobserved heterogeneity,
(see, e.g., Graham 2019b). In future research, I plan to explore the identification power that the
special regressor has when considering an augmented model of network formation with network
externalities and general forms of unobserved heterogeneity.
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A Appendix
A.1 Proof of Theorem 3.1
Proof. Let eij = Ai +Aj   Uij and s(w, e) =  w0✓0   e. Consider
E[D⇤ij | Xi, Xj ] = E
⇥
E
⇥
D⇤ij | vij , Xi, Xj
⇤ | Xi, Xj⇤
=
Z sv
sv
E [Dij   1 [vij > 0] | vij , Xi, Xj ]
fv|x(vij | Xi, Xj) fv|x(vij | Xi, Xj) dvij
=
Z sv
sv
E [1 [vij   s(Wij , eij)]  1 [vij > 0] | vij , Xi, Xj ] dvij
=
Z sv
sv
Z
Se(Xi,Xj)
{1 [vij   s(Wij , eij)]  1 [vij > 0]} dFe|x(eij | vij , Xi, Xj) dvij
=
Z
Se(Xi,Xj)
Z sv
sv
{1 [vij   s(Wij , eij)]  1 [vij > 0]} dvij dFe|x(eij | Xi, Xj)
=
Z
Se(Xi,Xj)
 s(Wij , eij)dFe|x(eij | Xi, Xj)
=
Z
Se(Xi,Xj)
 
W 0ij✓0 + eij
 
dFe|x(eij | Xi, Xj)
= W 0ij✓0 + E [eij | Xi, Xj ] .
The third to last equality follows from the next resultZ sv
sv
{1 [vij   s(Wij , eij)]  1 [vij > 0]} dvij =
Z sv
s(Wij ,eij)
1dvij   sv
=  s(Wij , eij).
A.2 Proof of Corollary 3.1
Proof. Theorem 3.1 concludes that
E [D⇤ik | Xi, Xk] = W 0ik✓0 + E [Ai +Ak | Xi, Xk] .
Observe that D⇤ik is a function of (Zi, Zk, Ai, Ak, Uik). It follows from the the random sampling
of nodes, Assumption 3.1.1, and the conditionally independent formation of links, Assumption
3.1.2, that the following condition holds for any tetrad  {i, j, k, l} 2 Nmn
E[D⇤ik | Xi, Xk] = E[D⇤ik | X ({i,j,k,l})]
E [Ai +Ak | Xi, Xk] = E
⇥
Ai +Ak | X ({i,j,k,l})
⇤
,
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since the joint distribution of (vi, vk, Ai, Ak, Uik) is conditionally independent of (Xj , Xl), given
(Xi, Xk), i.e.,
Pr(vi, vk, Ai, Ak, Uik | Xi, Xk) = Pr(Uik | Xi, Xk, vi, vk, Ai, Ak)Pr(vi, vk, Ai, Ak | Xi, Xk)
= Pr(Uik | X ({i,j,k,l}), vi, vk, Ai, Ak)Pr(vi, vk, Ai, Ak | X ({i,j,k,l}))
= Pr(vi, vk, Ai, Ak, Uik | X ({i,j,k,l})),
where the second equality follows from Assumptions 3.1.1 and 3.1.2. Thus, the results above yield
E[D⇤ik  D⇤il | X ({i,j,k,l})] = (Wik  Wil)0✓0 + E
⇥
Ak  Al | X ({i,j,k,l})
⇤
E[D⇤jk  D⇤jl | X ({i,j,k,l})] = (Wjk  Wjl)0✓0 + E
⇥
Ak  Al | X ({i,j,k,l})
⇤
,
for any tetrad  {i, j, k, l}, which in turn implies
E[D˜⇤  | X ] = W˜ 0 ✓0. (11)
The result follows from Assumption 3.1.5. The proof is complete.
Proof of Theorem 3.2
Proof. First, notice that for any (X , v¯ ) 2 Q✓
sign {v˜ } = sign
 
v˜  +
 
  W
0
i✓0 +  A
      W 0j✓0 +  A  
since | v˜  |  s"   s" with probability 1.
Consider a ✓ 6= ✓0 with P
⇥
Z¯  2 Q✓
⇤
> 0. Without loss of generality, consider some (X , v¯ ) 2
Q✓, with W˜ 0 ✓   v˜  < W˜ 0 ✓0. From the previous observation, it follows that v˜  + W˜ 0 ✓0 +  A 
  A > 0 and   vi > s",   vj < s" with probability 1.
Given (X , v¯ ) 2 Q✓, it follows that v˜  + W˜ 0 ✓0 +  A    A > 0 and   vi > s",   vj < s"
hold if and only if
  vi >  
 
  W
0
i✓0 +  A
 
  vj   
 
  W
0
j✓0 +  A
 
(12)
with probability 1. The inequalities in (12) are su cient conditions for
P✓0
h
D˜  = 2 | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
i
> P✓0
h
D˜  =  2 | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
i
,
or equivalently, for
E✓0
h
D˜  | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
i
> 0.
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Notice that for a (X , v¯ ) 2 Q✓, E✓0
h
D˜  | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
i
> 0 is also
su cient to conclude that v˜  + W˜ 0 ✓0 +   A     A > 0 with probability 1. Otherwise, if
v˜  + W˜ 0 ✓0 +  A   A  0 with v¯  2 V(X ), it would be the case that v˜  < 0, and thus
  vi   
 
  W
0
i✓0 +  A
 
  vj >  
 
  W
0
j✓0 +  A
 
with probability 1, which contradicts
E✓0
h
D˜  | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
i
> 0.
Hence,
sign
n
E✓0
h
D˜  | X , A , v¯  2 V(X ), D˜  2 { 2, 2}
io
= sign
n
v˜  + W˜
0
 ✓0
o
for any (X , A , v¯  2 V(X )).
The previous result implies that for any (X , v¯ ) 2 Q✓ with P
⇥
Z¯  2 Q✓
⇤
> 0, it will holds that
W˜ 0 ✓   v˜  < W˜ 0 ✓0 if and only if
sign
n
E✓0
h
D˜  | X , v¯  2 V, D˜  2 { 2, 2}
io
> sign
n
E✓
h
D˜  | X , v¯  2 V, D˜  2 { 2, 2}
io
.
This result implies that z¯  2 ⇠✓(X ), and P
⇥
Z¯  2 ⇠✓
⇤
> 0. Therefore, ✓0 is identified relative to
✓.
Proof of Corollary 3.3
Proof. Consider any ✓ 6= ✓0. It follows from Assumption 3.2.4 that P
h
W˜ 0 (✓   ✓0) 6= 0
i
> 0 for any
tetrad   2 Nmn . Suppose without loss of generality that P
h
W˜ 0 ✓ < W˜ 0 ✓0
i
> 0. Under Assumptions
3.1.1 and 3.2.3, for any X , with W˜ 0 ✓ < W˜ 0 ✓0, there exists an interval of v˜  =   vi    vj with
W˜ 0 ✓   v˜  < W˜ 0 ✓0. This implies that P
⇥
Z¯  2 Q✓
⇤
> 0 , and thus ✓0 is point identified relative
to all ✓ 6= ✓0.
A.3 Proof of Theorem 4.1
Proof. Consider b✓n = b  1n ⇥ b n,⌧ , with
b n = 1
mn
X
 2Nmn
h
W˜ W˜
0
 
i
b n,⌧ = 1
mn
X
 2Nmn
h
W˜  bD⇤ ,⌧i
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First, I will show that b n p!  0 and b n,⌧ p!  0; the result will follow Assumption 3.1.5, the
continuous mapping theorem and Slutsky.
Part 1. Notice that b n    0 is a mean zero fourth-order V-statistic, without common indices
b n    0 = 1
mn
X
 2Nmn
nh
W˜ W˜
0
 
i
  E
h
W˜ W˜
0
 
io
.
Lemma B.1 implies that  ˆn    0 can be approximated by a mean zero U-statistic of order 4 at
a rate
p
n. Assumption 3.1.5 ensures that  0 is finite. It follows from Assumption 3.1.1 that a
Strong Law of Large Numbers for U-statisitcs holds, and hence,  ˆn  0 = op(1), (see Serfling 2009,
Theorem A, p. 190).
Part 2. For a fixed tetrad   =  {i1, i2; j1, j2} 2 Nmn , let
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
 
fˆx,l1l2
fˆvx,l1l2
!
,
for (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}. Next, observe that b n,⌧ can be written as
b n,⌧ =  b⌘[i1j1],⌧   b⌘[i1j2],⌧    b⌘[i2j1],⌧   b⌘[i2j2],⌧  .
Consistent estimation of  0 will follow from repeated applications of Lemma B.2. It follows
from Lemma B.3 that b⌘[l1l2],⌧ can be written as
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
+
bfx,l1l2   fx,l1l2
fvx,l1l2
  fx,l1l2
fvx,l1l2
⇥
bfvx,l1l2   fvx,l1l2
fvx,l1l2
)
+ op(1).
Then, Lemma B.2 yields
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
(
fˆx,l1l2
fvx,l1l2
)
= E

W˜ 'l1l2,⌧
fx,l1l2
fvx,l1l2
 
+ op(1)
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
 
fˆvx,l1l2
fvx,l1l2
!)
= E

W˜ 'l1l2,⌧
fx,l1l2
fvx,l1l2
 
+ op(1).
It follows from the previous results and the definition of D⇤l1l2,⌧ that
b⌘[i1j1],⌧ = 1mn X 2Nmn
n
W˜ D
⇤
l1l2,⌧
o
+ E
h
W˜ D
⇤
l1l2,⌧
i
  E
h
W˜ D
⇤
l1l2,⌧
i
+ op(1),
which is a V-statistic of order 4. It follows from Lemma B.1 that it can be approximated by a
U-statisitcs of order 4. Assumptions 4.1.1 and 4.1.2, and equation (6) ensure that E
h
W˜ D⇤l1l2,⌧
i
is
finite. It follows then from Assumptions 3.1.1 that a Strong Law of Large Numbers for U-statistics
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holds, and hence,
1
mn
X
 2Nmn
n
W˜ D
⇤
l1l2,⌧   E
h
W˜ D
⇤
l1l2,⌧
io
= op(1).
Consider next
1
mn
X
 2Nmn
W˜ 
 
D⇤l1l2  D⇤l1l2,⌧
 
=
1
n(n  1)
nX
l1
X
l2 6=l1
D⇤l1l2 {(1  I⌧,l1l2)} W˜l1l2( )
where the equality follows from the definition of D⇤l1l2,⌧ and
W˜l1l2( ) =
1
(n  2)(n  3)
X
s1 6=l1,l2
X
s2 6=l1,l2,s1
W˜ {l1,s1;l2,s2}.
It follows from using a Cauchy-Schwarz inequality, that the expectation
E
240@ 1
n(n  1)
nX
l1
X
l2 6=l1
D⇤l1l2 {(1  I⌧,l1l2)} W˜l1l2( )
1A235
is bounded by
1
n(n  1)
nX
l1
X
l2 6=l1
E
⇣
D⇤l1l2 {(1  I⌧,l1l2)} W˜l1l2( )
⌘2 
= O
⇣
E
h
W˜l1l2( )
2
 
D⇤l1l2
 2
(1  I⌧,l1l2)2
i⌘
 sup
 
⇣
W˜ 2 
⌘
sup
l1l2
 
D⇤l1l2
 2
O
⇣
E
h
(1  I⌧,l1l2)2
i⌘
.
where the inequality follows from Assumption 4.1.1. Assumption 4.1.2 yields
E
h
(1  I⌧,l1l2)2
i
= P [I⌧,l1l2 = 0] = o(⌧).
Using the results above to conclude that
E
240@ 1
n(n  1)
nX
l1
X
l2 6=l1
D⇤l1l2 {(1  I⌧,l1l2)} W˜l1l2( )
1A235  o(⌧),
and hence,
1
mn
X
 2Nmn
n
W˜ D
⇤
l1l2,⌧   E
h
W˜ D
⇤
l1l2
io
= o(1).
Using similar steps for b⌘[i1j2],⌧ , b⌘[i2j1],⌧ , and b⌘[i2j2],⌧ , yield
 ˆn,⌧   E
h
W˜ D˜
⇤
 
i
= op(1).
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The result follows from Assumption 3.1.5, the Continuous Mapping Theorem and Slutsky Theorem.
A.4 Proof of Theorem 4.2
Proof. Part 1: Ha´jek Projection
Under Assumptions 3.1.1-3.1.5, 4.1.1-4.1.5, it follows from the proof of Theorem 4.1 that  ˆn
p!
 0, and from Lemma B.3 that b⌘[l1l2],⌧ can be written as
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
+
bfx,l1l2   fx,l1l2
fvx,l1l2
  fx,l1l2
fvx,l1l2
⇥
bfvx,l1l2   fvx,l1l2
fvx,l1l2
)
+ op(1)
for (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}.
Hence, b n,⌧ =  b⌘[i1j1],⌧   b⌘[i1j2],⌧     b⌘[i2j1],⌧   b⌘[i2j2],⌧  , which can be expressed as b n,⌧ =
S1,n⌧ + S2,n⌧   S3,n⌧ + op(1) using the expression above, with
S1,n⌧ =
1
mn
X
 2Nmn
W˜ 
  
D⇤i1j1,⌧  D⇤i1j2,⌧
    D⇤i2j1,⌧  D⇤i2j2,⌧  
S2,n⌧ =
1
mn
X
 2Nmn
W˜ 
( 
'i1j1,⌧ bfx,i1j1
fvx,i1j1
  'i1j2,⌧
bfx,i1j2
fvx,i1j2
!
 
 
'i2j1,⌧ bfx,i2j1
fvx,i2j1
  'i2j2,⌧
bfx,i2j2
fvx,i2j2
!)
S3,n⌧ =
1
mn
X
 2Nmn
W˜ 
( 
D⇤i1j1,⌧ bfvx,i1j1
fvx,i1j1
  D
⇤
i1j2,⌧
bfvx,i1j2
fvx,i1j2
!
 
 
D⇤i2j1,⌧ bfvx,i2j1
fvx,i2j1
  D
⇤
i2j2,⌧
bfvx,i2j2
fvx,i2j2
!)
.
Consider⇣b n,⌧   E hW˜  eD⇤ ,⌧ | ⌦ni⌘ = nS1,n⌧   E hW˜  eD⇤ ,⌧ | ⌦nio+ S2,n⌧   S3,n⌧ + op(1),
it follows from Lemmas B.4, B.5, and B.6 that the Ha´jek projection of⇣b n,⌧   E hW˜  eD⇤ ,⌧ | ⌦ni⌘
into an arbitrary function of ⇣i1j1 = (Xi1 , Xj1 , Ai1 , Aj1 , vi1j1 , Ui1j1) is given by⇣b n,⌧   E hW˜ D˜⇤ ⌧ | ⌦ni⌘ = V ⇤n + op✓r %nn(n  1)
◆
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where
V ⇤n =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
⇠i1j1,⌧ =
 
D⇤i1j1   E
⇥
D⇤i1j1 | !i1j1
⇤ 
I⌧,i1j1 i1j1
 i1j1 =
8<: 1(n  2)(n  3) X
i2 6=i1,j1
X
j2 6=i1,j1,i2
E
h
W˜ {i1,i2;j1,j2} | Xi1 , Xj1
i9=;
and
⌥n,⌧ = n(n  1)V ar (V ⇤n ) =
1
n(n  1)
8<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;
⇤⇤i1,j1 = E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i
%n,⌧ = O (⌥n,⌧ ) = O
✓
E
⇢
pn(!i1j1) [1  pn(!i1j1)]
fv|x,i1j1
 
I⌧,i1j1
 ◆
.
Part 2: Bias Reduction
Consider next,
n(n  1)% 1n E
240@ 1
mn
X
 2Nmn
W˜ 
n
D˜⇤ ⌧   D˜⇤ 
o1A2 | ⌦n
35 .
It follows from a Cauchy-Schwarz inequality that the term above is bounded by
n(n  1)% 1n
1
mn
X
 2Nmn
E
⇣
D˜⇤ ⌧   D˜⇤ 
⌘2 | ⌦n  W˜ W˜ 0 
which is equal to
O
⇣
n(n  1)% 1n
n
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤E ⇥D⇤i1j1 | !i1j1⇤0o (I⌧,i1j1   1)2 W˜ W˜ 0 ⌘ .
Assumptions 4.1.1 and 4.1.2 yield
sup
 
⇣
W˜ 
⌘
sup
 
⇣
W˜ 
⌘0
O
✓
n(n  1)% 1n
⇢
pn (!i1j 1) [1  pn (!i1j 1)]
fv|x,i1j1
 
(I⌧,i1j1   1)2
◆
= O (n(n  1)⌧) = 0
since (I⌧,i1j1   1) as ⌧ ! 0 and n!1.
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Therefore,
n(n  1)% 11nE
240@ 1
mn
X
 2Nmn
W˜ 
n
D˜⇤ ⌧   D˜⇤ 
o1A2 | ⌦n
35 = o(1),
and so
n(n  1)% 11n
⇣
E
h
W˜ D˜
⇤
 ⌧ | ⌦ 
i
  E
h
W˜ D˜
⇤
  | ⌦ 
i⌘
= o(1).
Part 3: Limit Distribution of Projection
Given Assumptions 3.1.2, the Ha´jek projection V ⇤n is an average of {⇠i1j1,⌧}, which are condi-
tionally independent given ⌦n = (vn,Xn,An), with conditional mean
E [⇠i1j1,⌧ | ⌦n] = 0
and conditional variance
⌥ (⌦n) = n(n  1)V ar
0@ 1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1 | ⌦n
1A
=
1
n(n  1)
nX
i1=1
X
j1 6=i1
n
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I⌧,i1j1 i1j1 0i1j1 .
Given Assumption 4.1.4, a conditional version of Lyapunov’s Central Limit Theorem holds, and
hence
⌥ (⌦n)
 1/2
8<: 1pn(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
9=;) N (0, I) .
Now, it follows from using 4.1.4 that k⌥ (⌦n) ⌥nk p! 0 as n!1. It follows then that the limiting
distribution is independent of the conditionally values, and therefore, the limiting distribution
continues to hold unconditionally, with ⌥n replacing ⌥ (⌦n). That is,
⌥ 1/2n
8<: 1pn(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
9=;) N (0, I) .
Part 4: Limiting distribution of b✓n
Consider the matrix ⌃n, defined as ⌃n =  
 1
0 ⇥ ⌥n ⇥   10 . The limiting distribution of the b✓n
34
follows from the definitions of b  1n and ⌃n, and from applying Slutsky’s theorem. In other words,p
n(n  1)⌃ 1/2n
⇣b✓n   ✓0⌘
=
p
n(n  1)⌃ 1/2n ⇥
8<:b  1n
24 1
mn
X
 2Nmn
n
W˜ D˜
⇤
 ,⌧   E
h
W˜ D˜
⇤
  | ⌦ 
io359=;
=  1/20 ⇥⌥ 1/2n ⇥   1/20 ⇥
8<: 1pn(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
9=;+ op (1)
) N (0, I) .
The proof is complete.
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B Technical Appendix
B.1 Equivalent representation for V statistics
The following lemma provides a U-statistic representation for a V-statistic when the kernel varies
with n. Given n and for m  n, let P(n,m) denote the sum over the  nm  combinations of m
distinct elements (i1, · · · , im) from (1, · · · , n), and
P
⇧m!
denotes the sum over the m! permutations
(i1, · · · , im) of (1, · · · ,m).
Let Vn be a V -statistic or order m, without common indices
Vn =
1
nm
nX
i1,··· ,im=1
1
hL
 (Xi1 , · · · , Xim)1 [i1 6= · · · 6= im]
where h! 0 as n!1, and   : RL 7! R.
Let
Un =
✓
n
m
◆ 1 X
(n,m)
 h(Xi1 , · · · , Xim)
 h(X1, · · · , Xm) = 1m!
X
⇧m!
1
hL
 (X⇡1 , · · · , X⇡m)
Lemma B.1. Suppose that E ||  (Xi1 , · · · , Xim) ||2< 1 for all 1  i1, · · · , im  m and m  n,
and nh2 !1. Then,
Vn   Un = op(1).
Proof. Let
 h(Xi1 , · · · , Xim) =
1
hL
 (Xi1 , · · · , Xim),
and notice that
nmVn =
X
(n,m)
X
⇧m!
 h(X⇡1 , · · · , X⇡m) (13)
= [n(n  1) · · · (n m+ 1)]
✓
n
m
◆ 1 X
(n,m)
 h(Xi1 , · · · , Xim)
= [n(n  1) · · · (n m+ 1)]Un,
and hence, (Un   Vn) = O(n 1)Un.
Consider now
E
h
(Un   Vn)2
i
= O
✓
1
n2
◆
E
⇥
U2n
⇤
,
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and notice that a Cauchy-Schwarz inequality yields
E
⇥
U2n
⇤
=
✓
n
m
◆ 2
E
240@X
(n,m)
 h(Xi1 , · · · , Xim)
1A235

✓
n
m
◆ 2✓n
m
◆2
E
⇥
 h(Xi1 , · · · , Xim)2
⇤
where
E
⇥
 h(Xi1 , · · · , Xim)2
⇤
=
1
h2L
O
 
E
⇥
 (Xi1 , · · · , Xim)2
⇤ 
= O
✓
1
h2L
◆
since E ||  (Xi1 , · · · , Xim) ||2<1 by assumption, and hence,
E
h
(Un   Vn)2
i
 O
✓
1
(nhL)2
◆
= o (1)
as nhL !1.
Notice that, unlike Lemma 5.7.3 in Serfling (2009, page 206) and Theorem 1 in Lee (2019, page
183), in equation 13 the average of terms with at least one common index is equal to zero due to
the specification of the V-statistic without common indices.
B.2 Consistency for V-statistics
Lemma B.2. Suppose that the Assumptions in Theorem 4.1 hold. Then
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
(
fˆx,l1l2
fvx,l1l2
)
  E

W˜ 'l1l2,⌧
fx,l1l2
fvx,l1l2
 
= op(1)
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
 
fˆvx,l1l2
fvx,l1l2
!)
  E

W˜ 'l1l2,⌧
fx,l1l2
fvx,l1l2
 
= op(1)
with (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)} for a given tetrad  {i1, j1; i2, j2} 2 Nmn.
Proof. This proof focuses on the first result since the second one follows from similar arguments.
Let
Vˆn =
1
mn
X
 2Nmn
W˜ 
'l1l2,⌧
fvx,l1l2
fˆx,l1l2 ,
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and recall that the kernel estimator fˆx,l1l2 is defined as
fˆx,l1l2 =
1
(n  2)(n  3)
X
k1 6=i1,j1
X
k2 6=i1,j1,k1
1
hL
Kx,h (Xk1  Xl1 , Xk2  Xl2) .
Plugging in fˆx,l1l2 into Vˆn yields the following V-statistic of order six
6!
✓
n
6
◆ 1 X
i1 6=i2 6=j1 6=j2 6=k1 6=k2
1
hL
W˜i1i2;j1j2
'l1l2,⌧
fvx,l1l2
Kx,h (Xk1  Xl1 , Xk2  Xl2) .
Assumptions 4.1.1 and 4.1.5 imply that
E

|| 1
hL
W˜i1i2;j1j2
'l1l2,⌧
fvx,l1l2
Kx,h (Xk1  Xl1 , Xk2  Xl2) ||2
 
< 1,
it follows then from Lemma B.1 that Vˆn is asymptotically equivalent to a six-order U-statistic as
nhL !1. In particular,
⇣
Un   Vˆn
⌘
= op(1) where
Un =
✓
n
6
◆ 1 X
i1<···<i6
  ¯{i1,··· ,i6},⌧
  ¯{i1,··· ,i6},⌧ , = (6!)
 1 X
⇡2⇧6!
1
hL
W˜⇡1⇡2;⇡3⇡4
'⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘
where
P
i1<···<i6 denotes sum over the
 n
6
 
combinations of 6 distinct elements (i1, · · · , i6) from
(1, · · · , n), and  ¯{i1, · · · , i6} is used to denote the 6-tuple {i1, · · · , i6}.
Un is a sixth order U-statistic where the kernel   ¯,⌧ varies with n as in Powell, Stock, and Stoker
(1989). Using Lemma A.3 in Ahn and Powell (1993), it is su cient to show E
⇥||   ¯,⌧ ||2⇤ = o(n)
to conclude that Un   E
h
1
hL
W˜i1i2;j1j2
'l1l2,⌧
fvx,l1l2
Kx,h (Xk1  Xl1 , Xk2  Xl2)
i
= op(1).
A Cauchy-Schwarz inequality can be used to show that the expectation
E
24|| 1
6!
X
⇡2⇧6!
1
hL
W˜⇡1⇡2;⇡3⇡4
'⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘
||2
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is bounded above by
1
6!h2L
X
⇡2⇧6!
E
24 '⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
!2
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘2
W˜⇡1⇡2;⇡3⇡4W˜
0
⇡1⇡2;⇡3⇡4
35 .
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Let X ¯{⇡1,··· ,⇡6} = {X⇡1 , · · · , X⇡6}, and observe that
E
24 1
h2L
 
'⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
!2
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘2
W˜⇡1⇡2;⇡3⇡4W˜
0
⇡1⇡2;⇡3⇡4
35
=E
24E
24 '⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
!2
| X ¯{⇡1,··· ,⇡6}
35 1
h2L
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘2
W˜⇡1⇡2;⇡3⇡4W˜
0
⇡1⇡2;⇡3⇡4
35
 1
h2L
sup
i1i2;i3i4
⇣
W˜i1i2;i3i4
⌘
sup
i1i2;i3i4
⇣
W˜i1i2;i3i4
⌘0
⇥ E
24E
24 '⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
!2
| X⇡l1 , X⇡l2
35Kx,h ⇣X⇡5  X⇡l1 , X⇡6  X⇡l2⌘2
35
 1
h2L
sup
i1i2;i3i4
⇣
W˜i1i2;i3i4
⌘
sup
i1i2;i3i4
⇣
W˜i1i2;i3i4
⌘0
sup
(x,x0)2Sx,⌧ 0
 
E
"✓
'i1i2,⌧
fvx,l1l2
◆2
| X⇡l1 , X⇡l2
#!
⇥ E

Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘2 
=O
✓
1
hL
◆
⇥
Z
Kx [⌫1, ⌫2]
2 f(Xl1 , Xl2)f(Xl1 + ⌫1h,Xl2 + ⌫2h)dXl1dXl2d⌫1d⌫2
=h LO(1) = O(n(nhL) 1) = o(n),
where the first inequality follows from Assumptions 3.1.1 and 4.1.1. The second inequality follows
from Assumption 4.1.4. The second to last equality follows from Assumption 4.1.1, and the change
of variables Xi5 = Xl1 + ⌫1h and Xi6 = Xl2 + ⌫2h with Jacobian h
L. The last equality follows from
Assumption 4.1.5.
Consequently, E
⇥||   ¯,⌧ ||2⇤ = o(n) if nhL ! 1. Thus, Lemma A.3 in Ahn and Powell (1993)
implies that
Un   E
"
1
hL
W˜⇡1⇡2;⇡3⇡4
(
'⇡l1⇡l2 ,⌧
fvx,⇡l1⇡l2
)
Kx,h
⇣
X⇡5  X⇡l1 , X⇡6  X⇡l2
⌘#
= op(1)
as n!1.
Notice that
E

1
hL
W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
Kx,h (Xi5  Xl1 , Xi6  Xl2)
 
=
1
hL
E

E

W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
| X ¯{⇡1,··· ,⇡6}
 
Kx,h [Xi5  Xl1 , Xi6  Xl2 ]
 
=
1
hL
E

E

W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
| Xi1 , Xi2 , Xi3 , Xi4
 
Kx,h [Xi5  Xl1 , Xi6  Xl2 ]
 
=
Z
E

W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
| Xi1 , Xi2 , Xi3 , Xi4
 
⇥Kx,h [Xi5  Xl1 , Xi6  Xl2 ] f(X ¯{i1,··· ,i6})dX ¯{i1,··· ,i6}
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where the second equality follows from Assumption 3.1.1 Next, consider the change of variables
Xi5 = Xl1 + h⌫1 and Xi6 = Xl2 + h⌫2 with Jacobian h
L. It follows thenZ
E

W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
| Xi1 , Xi2 , Xi3 , Xi4
 
⇥K [⌫1, ⌫2] f(Xi1 , · · · , Xi4) {f(Xl1 + h⌫1, Xl2 + h⌫2)} dXi1 · · · , dXi4d⌫1d⌫2.
Assumption 4.1.1 guarantees that fx(·, ·) is M -times di↵erentiable with respect to all of its
arguments, and Assumption 4.1.5 ensures that Kx(·, ·) is a bias-reducing kernel of order 2M . It
follows from an M -order Taylor expansion f(Xl1 + h⌫1, Xl2 + h⌫2) around f(Xi1 , Xi3), and the
properties of the kernel thatZ
E

W˜i1i2;i3i4
⇢
'l1l2,⌧
fvx,l1l2
 
fx,l1l2 | Xi1 , Xi2 , Xi3 , Xi4
 
f(Xi1 , · · · , Xi4)dXi1 · · · , Xi4 + hMO(1)
= E

W˜i1i2;i3i4'l1l2,⌧
⇢
fx,l1l2
fvx,l1l2
  
+ hMO(1)
= E
h
W˜i1i2;i3i4D
⇤
l1l2,⌧
i
+ o(1).
The proof is complete.
B.3 Lemmas for Asymptotic Normality Theorem
Notation
The following notation will prove to be useful to show Lemmas B.3-B.6. For any finite n, let
⌦n = {Xn, An, vn}. Given a fix tetrad  {i1, i2; j1, j2} 2 Nmn , let
X  = {Xi1 , Xi2 , Xj1 , Xj2} , A  = {Ai1 , Ai2 , Aj1 , Aj2} , v  = {vi1 , vi2 , vj1 , vj2} , ⌦  = {X , A , v } ,
and for any dyad (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}, define
!l1l2 = {Xl1 , Xl2 , Al1 , Al2 , vl1l2}
T †l1l2 = Tl1l2   E
h
W˜ D˜
⇤
 ,⌧ | ⌦ 
i
for any random variable Tl1l2 .
Lemma B.3. Suppose that the Assumptions in Theorem 4.2 hold, and consider
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
 bfx,l1l2bfvx, l1l2
!
.
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with (l1, l2) 2 {(i1, j1), (i1, j2), (i2, j1), (i2, j2)}. It follows that b⌘[l1l2],⌧ can be written as
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
+
bfx,l1l2   fx,l1l2
fvx,l1l2
  fx,l1l2
fvx,l1l2
⇥
bfvx,l1l2   fvx,l1l2
fvx,l1l2
)
+ op(1).
Proof. Given h ! 0,and n1  hL+1 ! 1 for any   > 0, it follows from a variance calculation
argument that
sup
(v,x,x0)2⌦v,x
| fˆvx(v, x, x0)  fvx(v, x, x0) | = op (1)
sup
(x,x0)2⌦x
| fˆx(x, x0)  fx(x, x0) | = op (1) ,
for any   > 0. See, e.g., Silverman (1978), Collomb and Ha¨rdle (1986),Aradillas-Lopez (2010), and
for applications to network models Leung (2015b) and Graham et al. (2019).
Consider a second order Taylor expansion of bfx,l1l2/ bfvx,l1l2 around fx,l1l2/fvx,l1l2 . The quadratic
terms in the expansion involve second order derivatives of fx,l1l2/fvx,l1l2 evaluated at f˜x,l1l2 and
f˜vx,l1l2 , where f˜x,l1l2 lies in between bfx,l1l2 and fx,l1l2 , and similarly f˜vx,l1l2 lies in between bfvx,l1l2 and
fvx,l1l2 . From substituting a second order Taylor expansion of bfx,l1l2/ bfvx,l1l2 around fx,l1l2/fvx,l1l2
into b⌘[l1l2],⌧ , I obtain
b⌘[l1l2],⌧ = 1mn X 2Nmn W˜ 'l1l2,⌧
(
fx,l1l2
fvx,l1l2
+
bfx,l1l2   fx,l1l2
fvx,l1l2
  fx,l1l2
fvx,l1l2
⇥
bfvx,l1l2   fvx,l1l2
fvx,l1l2
)
+Rn,
where Rn denotes the reminder term. The result follows from showing that Rn = op(1).
The first component of Rn is
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
8><>:f˜x,l1l2
⇣ bfvx,l1l2   fvx,l1l2⌘2
f˜3vx,l1l2
9>=>;

"
sup
(x,x0)2⌦x
|fx|
#"
sup
(v,x,x0)2⌦vx
|f 3vx |
#"
sup
(v,x,x0)2⌦vx
| bfvx   fvx|#2
0@ 1
mn
X
 2Nmn
|| W˜ 'l1l2,⌧ ||
1A
= Op(1)
"
sup
(v,x,x0)
| bfvx   fvx|#2
= op(1).
The first inequality follows from Assumption 4.1.1. The equality follows from the fact that the
V-statistic inside the parenthesis converges to its expectation given that Assumptions 3.1.1 and
4.1.1. The result follows from the uniform convergence of the kernel estimator.
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The remaining component of Rn is
1
mn
X
 2Nmn
W˜ 'l1l2,⌧
(
( bfvx,l1l2   fvx,l1l2)( bfx,l1l2   fx,l1l2)
f2vx,l1l2
)

"
sup
(v,x,x)2⌦vx
| f 2vx |
#"
sup
(v,x,x)2⌦vx
| bfvx   fvx |#" sup
(x,x)2⌦x
| bfx   fx |#
⇥
0@ 1
mn
X
 2Nmn
|| W˜ 'l1l2,⌧ ||
1A
= Op(1)
"
sup
(v,x,x)2⌦vx
| bfvx   fvx |#" sup
(x,x)2⌦vx
| bfx   fx |# .
= op(1).
The result follows from the uniform convergence of the kernel estimators. This completes the proof.
Lemma B.4. Under the same Assumptions of Theorem 4.2, it follows that the Ha´jek projection of
S†1,n⌧ = S1,n⌧   E
h
W˜ D˜
⇤
 ,⌧ | ⌦n
i
=
1
mn
X
 2Nmn
n
W˜ D˜
⇤
 ,⌧   E
h
W˜ D˜
⇤
 ,⌧ | ⌦ 
io
into an arbitrary function ⇣i1j1 = (Xi1 , Xj1 , Ai1 , Aj1 , vi1j1 , Ui1j1) is given by
V ⇤1,n⌧ =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
and
n(n  1)⌥ 1/2n E
⇣
S†1,n⌧   V ⇤1,n⌧
⌘2 
⌥ 1/2n = o(1),
where ⌥n = n(n  1)V ar(V ⇤1,n⌧ ) and V ar(V ⇤1,n⌧ ) = Op(p2n⌧2).
Proof. Step 1. Ha´jek Projection
Consider the tetrad  {i1, i2; j1, j2}, let
s ( {i1, i2; j1, j2}) = W˜ D˜⇤ ,⌧   E
h
W˜ D˜
⇤
 ,⌧ | ⌦ 
i
= W˜ 
n
D˜⇤ ,⌧   E
h
D˜⇤ ,⌧ | ⌦ 
io
,
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and notice that
E [s ( {i1, i2; j1, j2}) | ⇣i1j1 ] = E
h
W˜ 
n
D˜⇤ ,⌧   E
h
D˜⇤ ,⌧ | ⌦ 
io
| ⇣i1j1
i
=
 
D⇤i1j1,⌧   E
⇥
D⇤i1j1,⌧ | !i1j1
⇤ 
E
h
W˜  | Xi1j1
i
.
where the second equality follows from the Law of Iterated Expectations, and Assumptions 3.1.1
and 3.1.2. To be precise, observe that for {l1, l2} 6= {i1, j1} with (l1, l2) 2 {(i1, j2), (i2, j1), (i2, j2)} ,
E
h
W˜ 
n
D˜⇤l1l2,⌧   E
h
D˜⇤l1l2,⌧ | ⌦ 
io
| ⇣i1j1
i
= E
h
W˜ 
n
E
h
D˜⇤l1l2,⌧ | !l1l2
i
  E
h
D˜⇤l1l2,⌧ | !l1l2
io
| ⇣i1j1
i
= 0.
It follows then that the Ha´jek projection is given by
V ⇤1,n⌧ =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧ ,
with
⇠i1j1,⌧ =
 
D⇤i1j1   E
⇥
D⇤i1j1 | !i1j1
⇤ 
I⌧,i1j1 i1j1
 i1j1 =
8<: 1(n  2)(n  3) X
i2 6=i1,j1
X
j2 6=i1,j1,i2
E
h
W˜ {i1,i2;j1,j2} | Xi1 , Xj1
i9=; .
Notice that E
⇥
V ⇤1,n⌧
⇤
= E [⇠i1j1,⌧ ] = 0.
Step 2. Variance of Ha´jek Projection
For two di↵erent dyads {i1, j1} 6= {i01, j01} with zero common indices, Assumption 3.1.1 implies
that
E
h
⇠i1j1,⌧⇠i01j01,⌧
i
= E [⇠i1j1,⌧ ]E
h
⇠i01j01,⌧
i
= 0.
Observe that for two dyads {i1, j1} 6= {i1, j01} with one common index, the conditionally inde-
pendent formation of links implies by Assumption 3.1.2 yields
E
h
⇠i1j1,⌧⇠i01j01,⌧
i
= E
h
E [⇠i1j1,⌧ | ⌦n]E
h
⇠i01j01,⌧ | ⌦n
ii
= 0.
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Therefore, the variance of V ⇤1,n⌧ is given by
V ar
 
V ⇤1,n⌧
 
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
E
h
⇠i1j1,⌧⇠
0
i01j01,⌧
i9=;
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;
where
⇤⇤i1,j1 = E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i .
Define
⌥n,⌧ = n(n  1)V ar
 
V ⇤1,n⌧
 
=
1
n(n  1)
8<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=; .
Step 3. Variance of S†1,n⌧
Given two di↵erent tetrads  {i1, i2; j1, j2} and  0{i01, i02; j01, j02}, let
 c,n = Cov
 
s ( {i1, i2; j1, j2}) , s
 
 0{i01, i02; j01, j02}
  
denote the covariance between s( ) and s( 0) when  {i1, i2; j1, j2} and  0{i01, i02; j01, j02} have c =
0, 1, 2, 3, 4 indices in common.
It follows from conditionally independence formation of links, implied by Assumption 3.1.2, and
the conditional mean zero, E [s ( {i1, i2; j1, j2}) | ⌦ ] = 0, that  0,n =  1,n = 0.
Consider
 2,n = E
⇥
s( {i1, i2; j1, j2})s( 0{i1, i02; j1, j02})0
⇤
= E
hn
D˜⇤ ,⌧   E
h
D˜⇤ ,⌧ | ⌦ 
ion
D˜⇤ 0,⌧   E
h
D˜⇤ 0,⌧ | ⌦ 0
io
W˜ W˜ 0
i
= E
⇢
E
h
D˜⇤i1j1,⌧ D˜
⇤
i1j1,⌧ | !i1j1
i
  E
h
D˜⇤i1j1,⌧ | !i1j1
i2 
I2⌧,i1j1W˜ W˜ 0
 
.
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It follows from the results above that V ar
⇣
S†1,nt
⌘
can be expanded as
V ar
⇣
S†1,nt
⌘
=
✓
1
mn
◆2 X
 2Nmn
X
 02Nmn
 
E
⇥
s( {i1, i2; j1, j2})s( 0{i1, i02; j01, j02})0
⇤ 
=
✓
1
mn
◆2 nX
i1=1
X
j1 6=i1
8<: X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j1
X
l2 6=i1,j1,l1
 2,n
9=;+O
✓
 3,n
n3
◆
+O
✓
 4,n
n4
◆
.
Notice that the term inside the brackets scaled by [(n  2)(n  3)] 2 is equivalent to ⇤⇤i1j1 , in
particular,
⇤⇤i1j1 =
⇢
1
(n  2)(n  3)
 2 X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j01
X
l2 6=i1,j01,l1
 2,n
= E
⇢
E
h
D˜⇤i1j1,⌧ D˜
⇤
i1j1,⌧ | !i1j1
i
  E
h
D˜⇤i1j1,⌧ | !i1j1
i2 
I2⌧,i1j1 i1j1 
0
i1j1
 
,
which follows from the definition of  i1j1 .
Hence,
V ar
⇣
S†1,nt
⌘
=
✓
1
n(n  1)
◆28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;+ o(1),
and V ar
 
V ⇤1,n⌧
   V ar ⇣S†1,n⌧⌘ = o(1).
Step 4. Asymptotic Equivalence
To show that
n(n  1)⌥ 1/2n,⌧ E
⇣
S†1,n⌧   V ⇤1,n⌧
⌘⇣
S†1,n⌧   V ⇤1,n⌧
⌘0 
⌥ 1/2n,⌧ = o(1)
It is su cient to prove that V ar
 
V ⇤1,n⌧
  1/2
Cov
⇥
V ⇤1,n⌧ , S1,n⌧
⇤
V ar
 
V ⇤1,n⌧
  1/2
= I, which in
turn, follows from noticing that
Cov
h
V ⇤1,n⌧ , S
†
1,n⌧
i
= E
h
V ⇤1,n⌧ , S
†
1,n⌧
i
= E

V ⇤1,n⌧
⇣
S†1,n⌧   V ⇤1,n⌧
⌘0 
+ E
h
V ⇤1,n⌧
 
V ⇤1,n⌧
 0i
= V ar(V ⇤1,n⌧ ),
since by construction of the orthogonal projection
E
h
V ⇤1,n⌧
 
S1,n⌧   V ⇤1,n⌧
 0i
= 0.
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The proof is complete.
Lemma B.5. Under the same Assumptions of Theorem 4.2, it follows that the Ha´jek projection of
S†2,n⌧ = S2,n⌧   E
h
W˜ D˜
⇤
 ,⌧ | ⌦ 
i
S2,n⌧ =
1
mn
X
 2Nmn
W˜ 
( 
'i1j1,⌧ bfx,i1j1
fvx,i1j1
  'i1j2,⌧
bfx,i1j2
fvx,i1j2
!
 
 
'i2j1,⌧ bfx,i2j1
fvx,i2j1
  'i2j2,⌧
bfx,i2j2
fvx,i2j2
!)
into an arbitrary function ⇣i1j1 = (Xi1 , Xj1 , Ai1 , Aj1 , vi1j1 , Ui1j1) is given by
V ⇤2,n⌧ =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠¯i1j1,⌧
and
n⌥ 1/2n E
h 
S2,n⌧   V ⇤2,n⌧
 2i
⌥ 1/2n = o(1),
where ⌥n = nV ar(V ⇤2,n⌧ ).
Proof. Similarly to the definition for tetrads, I introduce the function   =  {i1, i2; j1, j2; k1, k2}
that maps each unique 6-tuple {i1, i2; j1, j2; k1, k2} into an index set Nmn = {1, · · · ,mn} where
mn denotes the total number of those 6-tuples. Hence, each distinct 6-tuple {i1, i2; j1, j2; k1, k2}
corresponds to a unique   =  {i1, i2; j1, j2; k1, k2} 2 Nmn .
Consider a fixed 6-tuple {i1, i2; j1, j2; k1, k2}, and define
si1,j1( ) = W˜i1i2,j1j2
⇢
1
hL
'i1j1,⌧
fvx,i1j1
Kx,h (Xk1  Xi1 , Xk2  Xj1)  E
⇥
D⇤i1j1,⌧ | ⌦i1i2,j1j2
⇤ 
si1,j2( ) = W˜i1i2,j1j2
⇢
1
hL
'i1j2,⌧
fvx,i1j2
Kx,h (Xk1  Xi1 , Xk2  Xj2)  E
⇥
D⇤i1j2,⌧ | ⌦i1i2,j1j2
⇤ 
si2,j1( ) = W˜i1i2,j1j2
⇢
1
hL
'i2j1,⌧
fvx,i2j1
Kx,h (Xk1  Xi2 , Xk2  Xj1)  E
⇥
D⇤i2j1,⌧ | ⌦i1i2,j1j2
⇤ 
si2,j2 ) = W˜i1i2,j1j2
⇢
1
hL
'i2j2,⌧
fvx,i2j2
Kx,h (Xk1  Xi2 , Xk2  Xj2)  E
⇥
D⇤i2j2,⌧ | ⌦i1i2,j1j2
⇤ 
,
and s2,n( ) = si1,j1( )  si1,j2( )  si2,j1( ) + si2,j2( ). It follows then that S†2,n⌧ can be written as
S†2,n⌧ =

6!
✓
n
6
◆  1 X
 2Nmn
s2,n⌧ ( )
=

6!
✓
n
6
◆  1 X
 2Nmn
{si1j1( )  si1j2( )  si2j1( ) + si2j2( )} .
Step 1. Ha´jek Projection
The rest of the proof makes use of the following index notation for dyads. Given the total
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number of ordered dyads n = n(n   1), let the boldface indeces ⇡ = 1,2, · · · index the n ordered
dyads in the sample. In an abuse of notation, also let ⇡ denote the set {i1, j1}, where i1 and j1 are
the indices that comprise dyad ⇡. In particular, ⇡(1) = i1 and ⇡(2) = j1, when ⇡ = {i1, j1}.
With this notation at hand, S†2,n⌧ can be expressed as
S†2,n⌧ =

6!
✓
n
6
◆  1 nX
⇡1=1
X
⇡2 6=⇡1
X
⇡3 6=⇡1
 
s⇡1( )  s⇡1(1)⇡2(2)( )  s⇡2(1)⇡1(2)( ) + s⇡2( )
 
where   =   {⇡1,⇡2,⇡3}.
Let
p⇡1,⇡3 ( ) =
1
hL
✓
'⇡1,⌧
fvx,⇡1
W˜⇡1,⇡2 +
'⇡3,⌧
fvx,⇡3
W˜⇡3,⇡2
◆
Kx,h (X⇡3  X⇡1)
 E
h
W˜⇡1,⇡2D
⇤
⇡1,⌧ | ⌦⇡1,⇡2
i
  E
h
W˜⇡3,⇡2D
⇤
⇡3,⌧ | ⌦⇡3,⇡2
i
p⇡2,⇡3 ( ) =
1
hL
✓
'⇡2,⌧
fvx,⇡2
W˜⇡1,⇡2Kx,h (X⇡3  X⇡2) +
'⇡2,⌧
fvx,⇡2
W˜⇡3,⇡2Kx,h (X⇡1  X⇡2)
◆
 E
h
W˜⇡1,⇡2D
⇤
⇡2,⌧ | ⌦⇡1,⇡2
i
  E
h
W˜⇡3,⇡2D
⇤
⇡2,⌧ | ⌦⇡3,⇡2
i
p⇡1(1)⇡2(2),⇡3 ( ) =
1
hL
W˜⇡1,⇡2
⇢✓
'⇡1(1)⇡2(2),⌧
fvx,⇡1(1)⇡2(2)
◆
Kx,h
 
X⇡3  X⇡1(1)⇡2(2)
   E hD⇤⇡1(1)⇡2(2),⌧ | ⌦⇡1,⇡2i 
+
1
hL
W˜⇡3,⇡2
⇢✓
'⇡3(1)⇡2(2),⌧
fvx,⇡3(1)⇡2(2)
Kx,h
 
X⇡1  X⇡3(1)⇡2(2)
 ◆  E hD⇤⇡3(1)⇡2(2),⌧ | ⌦⇡3,⇡2i 
p⇡2(1)⇡1(2),⇡3 ( ) =
1
hL
W˜⇡1,⇡2
⇢✓
'⇡2(1)⇡1(2),⌧
f⇡2(1)⇡1(2),⌧
Kx,h
 
X⇡3  X⇡2(1)⇡1(2)
 ◆  E hD⇤⇡2(1)⇡1(2),⌧ | ⌦⇡1,⇡2i 
+
1
hL
W˜⇡3,⇡2
⇢✓
'⇡2(1)⇡3(2),⌧
fvx,⇡2(1)⇡3(2)
Kx,h
 
X⇡1  X⇡2(1)⇡3(2)
 ◆  E hD⇤⇡2(1)⇡3(2),⌧ | ⌦⇡3,⇡2i 
whereKx,h (X⇡3  X⇡1) denotesKx,h
 
X⇡3(1)  X⇡1(1), X⇡3(2)  X⇡1(2)
 
, W˜⇡1,⇡2 denotes W˜⇡1{i1i2},⇡2{j1j2},
and
 ⇡1 = E
h
W˜⇡1,⇡2 | X⇡1
i
 ⇡1 =
X
⇡2 6=⇡1,⇡3
 ⇡1 .
Using the symmetry of the kernel,it follows that S†2,n⌧ can be written as
6!
✓
n
6
◆  1 nX
⇡1=1
X
⇡3=⇡1+1
X
⇡2 6=⇡1,⇡3
 
p⇡1,⇡3 ( )  p⇡1(1)⇡2(2),⇡3 ( )  p⇡2(1)⇡1(2),⇡3 ( ) + p⇡2,⇡3 ( )
 
To compute the Ha´jek projection of the sum above into an an arbitraty function of ⇣⇡1 , consider
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first E [p⇡1,⇡3 ( ) | ⇣⇡1 ]. To that end, the following results will be useful.
E
h
E
h
W˜⇡1,⇡2D
⇤
⇡1,⌧ | !⇡1
i
| ⇣⇡1
i
= E
⇥
D⇤⇡1,⌧ | !⇡1
⇤
E
h
W˜⇡1,⇡2 | X⇡1
i
= E
⇥
D⇤⇡1,⌧ ⇡1 | !⇡1
⇤
E
h
E
h
W˜⇡3,⇡2D
⇤
⇡3,⌧ | !⇡3
i
| ⇣⇡1
i
= E
h
E
⇥
D⇤⇡3,⌧ | !⇡3
⇤
E
h
W˜⇡3,⇡2 | X⇡3
ii
= E
⇥
D⇤⇡3,⌧ ⇡3
⇤
.
Furthermore,
E
✓
'⇡1,⌧
fvx,⇡1
W˜⇡1,⇡2 +
'⇡3,⌧
fvx,⇡3
W˜⇡3,⇡2
◆
1
hL
Kx,h (X⇡3  X⇡1) | ⇣⇡1
 
=E
⇢
'⇡1,⌧
fvx,⇡1
E
h
W˜⇡1,⇡2 | X⇡1
i
+ E

'⇡3,⌧
fvx,⇡3
| X⇡3
 
E
h
W˜⇡3,⇡2 | X⇡3
i  1
hL
Kx,h (X⇡3  X⇡1) | ⇣⇡1
 
=
Z ⇢
'⇡1,⌧
fvx,⇡1
 ⇡1 + E

'⇡3,⌧
fvx,⇡3
 ⇡3 | X⇡3
  
1
hL
Kx,h (X⇡3  X⇡1) fx(X⇡3)dX⇡3
where the second equality follows from a Law of Iterated Expectations and Assumption 3.1.1.
Let
⌅ (X⇡3) = E
⇥
D⇤⇡3,⌧ ⇡3 | X⇡3
⇤
,
and considerZ ⇢
'⇡1,⌧
fvx,⇡1
 ⇡1fx(X⇡3) + ⌅ (X⇡3)
 
1
hL
Kx,h (X⇡3  X⇡1) dX⇡3  
⇢
'⇡1,⌧
fvx,⇡1
 ⇡1fx(X⇡1) + ⌅ (X⇡1)
 
=
Z ⇢
'⇡1,⌧
fvx,⇡1
 ⇡1fx(X⇡1 + h⌫) + ⌅ (X⇡1 + h⌫)
 
Kx,h (⌫) d⌫  
⇢
'⇡1,⌧
fvx,⇡1
 ⇡1fx(X⇡1) + ⌅ (X⇡1)
 
=
Z ⇢
'⇡1,⌧
fvx,⇡1
 ⇡1 (fx(X⇡1 + h⌫)  fx(X⇡1))
 
+ {⌅ (X⇡1 + h⌫)  ⌅ (X⇡1)}Kx (⌫) d⌫
= o(hM )
where the first equality follows from a change of variable ⌫ = h 1 (X⇡3  X⇡1) with Jacobian hL.
The last equality follows Assumptions 4.1.1, 4.1.3, and 4.1.5 which guarantee that fx(X⇡1) and
⌅ (X⇡1) are continuous and M -times di↵erentiable with respect to all of its arguments, and Kx is
a bias-reducing kernel of order 2M . Observe that
'⇡1,⌧
fvx,⇡1
 ⇡1fx(X⇡1) = 0
holds for any X⇡1 within a ⌧ distance of the boundary Sx, and having h/⌧ ! 0 ensures that the
change of variable ⌫ = h 1 (X⇡3  X⇡1) is not a↵ected by boundary e↵ects.
The previous results, and Assumption 4.1.5, yield
E [p⇡1,⇡3 ( ) | ⇣⇡1 ] = D⇤⇡1,⌧ ⇡1 + E
⇥
D⇤⇡1,⌧ ⇡1 | X⇡1
⇤  E ⇥D⇤⇡1,⌧ ⇡1 | !⇡1⇤  E ⇥D⇤⇡1,⌧ ⇡1⇤+ o(1).
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Notice that for ⇡s 2 {(⇡1(1),⇡2(2)) , (⇡2(1),⇡1(2)) ,⇡2},
E

W˜⇡1,⇡2
⇢
1
hL
'⇡s,⌧
fvx,⇡s
Kx,h (X⇡3  X⇡s)  E
⇥
D⇤⇡s,⌧ | !⇡s
⇤  | ⇣⇡1 
= E

W˜⇡1,⇡2
⇢
E

1
hL
'⇡s,⌧
fvx,⇡s
Kx,h (X⇡3  X⇡s) | ⌦ , ⇣⇡1
 
  E ⇥D⇤⇡s,⌧ | !⇡s⇤  | ⇣⇡1 
= O
⇣
hM
⌘
since the expectation
E

1
hL
'⇡s,⌧
fvx,⇡s
Kx,h (X⇡3  X⇡s) | ⌦ , ⇣⇡1
 
=
Z
1
hL
E

'⇡s,⌧
fvx,⇡s
| !⇡s
 
Kx,h (X⇡3  X⇡s) fx (X⇡3) dX⇡3
= E
⇥
D⇤⇡s,⌧ | !⇡s
⇤
+O
⇣
hM
⌘
,
where the second equality follows from Assumptions 3.1.1, 3.1.2, and properties of the bias-reducing
kernel, Assumption 4.1.5.
Similarly, for a given ⇡s 2 {(⇡3(1),⇡2(2)) , (⇡2(1),⇡3(2)) ,⇡2}, it follows from Assumptions
3.1.1, 3.1.2, 4.1.3, and 4.1.5, that
E

1
hL
✓
'⇡s,⌧
fvx,⇡s
W˜⇡3,⇡2Kx,h (X⇡1  X⇡s)
◆
| ⇣⇡1
 
  ⌅ [X⇡1 ]
= E

1
hL
E
✓
'⇡s,⌧
fvx,⇡s
 ⇡s
◆
| X⇡s
 
Kx,h (X⇡1  X⇡s) | ⇣⇡1
 
  ⌅ [X⇡1 ]
=
Z
{⌅ [X⇡1 + h⌫]  ⌅ [X⇡1 ]}Kx (⌫) d⌫
= O
⇣
hM
⌘
.
Using the previous results it follows that
E [p⇡s,⇡3 ( ) | ⇣⇡1 ] = E
⇥
D⇤⇡1,⌧ ⇡1 | X⇡1
⇤  E ⇥D⇤⇡1,⌧ ⇡1⇤ ,
and thus,
E
⇥
p⇡1,⇡3 ( )  p⇡1(1)⇡2(2),⇡3 ( )  p⇡2(1)⇡1(2),⇡3 ( ) + p⇡2,⇡3 ( ) | ⇣⇡1
⇤
=
 
D⇤⇡1   E
⇥
D⇤⇡1 | !⇡1
⇤ 
I⌧,⇡1 ⇡1 + o(1)
It follows then that the Ha´jek projection is given by
V ⇤2,n⌧ =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧ + o(1)
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with
⇠i1j1,⌧ =
 
D⇤i1j1   E
⇥
D⇤i1j1 | !i1j1
⇤ 
I⌧,i1j1 i1j1
 i1j1 =
8<: 1(n  2)(n  3) X
i2 6=i1,j1
X
j2 6=i1,j1,i2
E
h
W˜ {i1,i2;j1,j2} | Xi1 , Xj1
i9=; .
If follows from a Law of Iterated Expectations that
E
⇥
V ⇤2,n⌧
⇤
= E [⇠i1j1,⌧ ] = 0.
Step 2. Variance of Ha´jek Projection
As in the proof of Lemma B.4, the variance of V ⇤1,n⌧ is given by
V ar
 
V ⇤1,n⌧
 
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
E
h
⇠i1j1,⌧⇠
0
i01j01,⌧
i9=;
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;
where
⇤⇤i1,j1 = E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i .
Define
⌥n = n(n  1)V ar
 
V ⇤1,n⌧
 
=
1
n(n  1)
8<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=; .
Step 3. Variance of S2,n⌧
Given two di↵erent 6-tuples  {i1, i2; j1, j2; l1, l2} and  0{i01, i02; j01, j02; l01, l02}, let
 c,n = Cov
 
s2,n ( {i1, i2; j1, j2; l1, l2}) , s2,n
 
 0{i01, i02; j01, j02; l01, l02}
  
denote the covariance between s2,n( ) and s2,n( 0) when   and  0 have c = 0, 1, 2, 3, 4, 5, 6 indices
in common.
It follows from conditionally independence formation of links, implied by Assumption 3.1.2, and
the conditional mean zero, E [s2,n ( {i1, i2; j1, j2; l1, l2}) | ⌦ ] = 0, that  0,n =  1,n = 0.
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Consider
 2,n = E
⇥
s2,n( {i1, i2; j1, j2; l1, l2})s2,n( 0{i1, i02; j1, j02; l1, l02})0
⇤
= E
h
si1j1 ( ) si1j1
 
 0
 0i
+ o(1)
= E
⇢
E
h
D˜⇤i1j1,⌧ D˜
⇤
i1j1,⌧ | !i1j1
i
  E
h
D˜⇤i1j1,⌧ | !i1j1
i2 
I2⌧,i1j1W˜ W˜ 0
 
+ o(1).
Therefore, the variance of V ar(S†2,n⌧ ) can be expressed as✓
1
mn
◆2X
 
X
 0
E
⇥ 
s2,n( )s2,n( 0)0
 ⇤
+
✓
4!
✓
n
4
◆◆ 2 nX
i1=1
X
j1 6=i1
8<: X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j1
X
l2 6=i1,j1,l1
 2,n
9=;
+O
✓
1
n3
◆
 3,n +O
✓
1
n4
◆
 4,n +O
✓
1
n5
◆
 5,n +O
✓
1
n6
◆
 6,n
Notice that the term inside the brackets scaled by ((n  2)(n  3)) 2 can be written as✓
1
(n  2)(n  3)
◆2 X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j1
X
l2 6=i1,j1,l1
 2,n
= E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i
= ⇤⇤i1,j1 .
As a result,
V ar
h
S†2,n⌧
i
=
✓
1
n(n  1)
◆28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;+ o(1),
and V ar
⇥
V ⇤2,n⌧
⇤  V ar hS†2,n⌧i = op(1).
The asymptotic equivalence results follows from similar arguments as in the proof of Lemma
B.4. The proof is complete.
Lemma B.6. Under the same Assumptions of Theorem 4.2, it follows that the Ha´jek projection of
S†3,n⌧ = S3,n⌧   E
h
W˜ D˜
⇤
 ,⌧ | ⌦ 
i
S3,n⌧ =
1
mn
X
 2Nmn
W˜ 
( 
D⇤i1j1,⌧ bfvx,i1j1
fvx,i1j1
  D
⇤
i1j2,⌧
bfvx,i1j2
fvx,i1j2
!
 
 
D⇤i2j1,⌧ bfvx,i2j1
fvx,i2j1
  D
⇤
i2j2,⌧
bfvx,i2j2
fvx,i2j2
!)
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into an arbitrary function ⇣i1j1 = (Xi1 , Xj1 , Ai1 , Aj1 , vi1j1 , Ui1j1) is given by
V ⇤3,n⌧ = E
h
S†3,n⌧ | ⇣i1j1
i
=
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧
and
n(n  1)⌥ 1/2n E
⇣
S†3,n⌧   V ⇤3,n⌧
⌘2 
⌥ 1/2n = o(1),
where ⌥n = n(n  1)V ar(V ⇤3,n⌧ ).
Proof. Consider a fixed 6-tuple {i1, i2; j1, j2; k1, k2}, and define
si1,j1( ) = W˜i1i2,j1j2
⇢
1
hL+1
D⇤i1j1,⌧
fvx,i1j1
Kvx,h (vk1k2   vi1j1 , Xk1  Xi1 , Xk2  Xj1)  E
⇥
D⇤i1j1,⌧ | ⌦i1i2,j1j2
⇤ 
si1,j2( ) = W˜i1i2,j1j2
⇢
1
hL+1
D⇤i1j2,⌧
fvx,i1j2
Kvx,h (vk1k2   vi1j2 , Xk1  Xi1 , Xk2  Xj2)  E
⇥
D⇤i1j2,⌧ | ⌦i1i2,j1j2
⇤ 
si2,j1( ) = W˜i1i2,j1j2
⇢
1
hL+1
Di2j1,⌧⇤
fvx,i2j1
Kvx,h (vk1k2   vi2j1 , Xk1  Xi2 , Xk2  Xj1)  E
⇥
D⇤i2j1,⌧ | ⌦i1i2,j1j2
⇤ 
si2,j2 ) = W˜i1i2,j1j2
⇢
1
hL+1
D⇤i2j2,⌧
fvx,i2j2
Kvx,h (vk1k2   vi2j2 , Xk1  Xi2 , Xk2  Xj2)  E
⇥
D⇤i2j2,⌧ | ⌦i1i2,j1j2
⇤ 
,
and s3,n( ) = si1,j1( )  si1,j2( )  si2,j1( ) + si2,j2( ). It follows then that S†3,n⌧ can be written as
S†3,n⌧ =

6!
✓
n
6
◆  1 X
 2Nmn
s2,n⌧ ( )
=

6!
✓
n
6
◆  1 X
 2Nmn
{si1j1( )  si1j2( )  si2j1( ) + si2j2( )} .
Step 1. Ha´jek Projection
The rest of the proof makes use of the following index notation for dyads. Given the total
number of ordered dyads n = n(n   1), let the boldface indeces ⇡ = 1,2, · · · index the n ordered
dyads in the sample. In an abuse of notation, also let ⇡ denote the set {i1, j1}, where i1 and j1 are
the indices that comprise dyad ⇡. In particular, ⇡(1) = i1 and ⇡(2) = j1, when ⇡ = {i1, j1}.
With this notation at hand, S†3,n⌧ can be expressed as
S†3,n⌧ =

6!
✓
n
6
◆  1 nX
⇡1=1
X
⇡2 6=⇡1
X
⇡3 6=⇡1
 
s⇡1( )  s⇡1(1)⇡2(2)( )  s⇡2(1)⇡1(2)( ) + s⇡2( )
 
where   =   {⇡1,⇡2,⇡3}.
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Let
p⇡1,⇡3 ( ) =
1
hL+1
✓
D⇤⇡1,⌧
fvx,⇡1
W˜⇡1,⇡2 +
D⇤⇡3,⌧
fvx,⇡3
W˜⇡3,⇡2
◆
Kvx,h (v⇡3   v⇡1 , X⇡3  X⇡1)
 E
h
W˜⇡1,⇡2D
⇤
⇡1,⌧ | ⌦⇡1,⇡2
i
  E
h
W˜⇡3,⇡2D
⇤
⇡3,⌧ | ⌦⇡3,⇡2
i
p⇡2,⇡3 ( ) =
1
hL+1
W˜⇡1,⇡2
⇢
D⇤⇡2,⌧
fvx,⇡2
Kvx,h (v⇡3   v⇡2 , X⇡3  X⇡2)  E
⇥
D⇤⇡2,⌧ | ⌦⇡1,⇡2
⇤ 
1
hL+1
W˜⇡3,⇡2
⇢
D⇤⇡2,⌧
fvx,⇡2
Kvx,h (v⇡1   v⇡2 , X⇡1  X⇡2)  E
⇥
D⇤⇡2,⌧ | ⌦⇡3,⇡2
⇤ 
p⇡1(1)⇡2(2),⇡3 ( ) =
1
hL+1
D⇤⇡1(1)⇡2(2),⌧
fvx,⇡1(1)⇡2(2)
W˜⇡1,⇡2Kvx,h
 
v⇡3   v⇡1(1)⇡2(2), X⇡3  X⇡1(1)⇡2(2)
 
+
1
hL+1
D⇤⇡3(1)⇡2(2),⌧
fvx,⇡3(1)⇡2(2)
W˜⇡3,⇡2Kvx,h
 
v⇡1   v⇡3(1)⇡2(2), X⇡1  X⇡3(1)⇡2(2)
 
 E
h
W˜⇡1,⇡2D
⇤
⇡1(1)⇡2(2),⌧
| ⌦⇡1,⇡2
i
  E
h
W˜⇡3,⇡2D
⇤
⇡3(1)⇡2(2),⌧
| ⌦⇡3,⇡2
i
p⇡2(1)⇡1(2),⇡3 ( ) =
1
hL+1
D⇤⇡2(1)⇡1(2),⌧
f⇡2(1)⇡1(2),⌧
W˜⇡1,⇡2Kvx,h
 
v⇡3   v⇡2(1)⇡1(2), X⇡3  X⇡2(1)⇡1(2)
 
+
1
hL+1
D⇤⇡2(1)⇡3(2),⌧
fvx,⇡2(1)⇡3(2)
W˜⇡3,⇡2Kvx,h
 
v⇡1   v⇡2(1)⇡3(2), X⇡1  X⇡2(1)⇡3(2)
 
 E
h
W˜⇡1,⇡2D
⇤
⇡2(1)⇡1(2),⌧
| ⌦⇡1,⇡2
i
  E
h
W˜⇡3,⇡2D
⇤
⇡2(1)⇡3(2),⌧
| ⌦⇡3,⇡2
i
whereKvx,h (v⇡3   v⇡1 , X⇡3  X⇡1) denotesKvx,h
 
v⇡3   v⇡1 , X⇡3(1)  X⇡1(1), X⇡3(2)  X⇡1(2)
 
, W˜⇡1,⇡2
denotes W˜⇡1{i1i2},⇡2{j1j2}, and
 ⇡1 = E
h
W˜⇡1,⇡2 | X⇡1
i
 ⇡1 =
X
⇡2 6=⇡1,⇡3
 ⇡1 .
Using the symmetry of the kernel, it follows that S†3,n⌧ can be written as
6!
✓
n
6
◆  1 nX
⇡1=1
X
⇡3=⇡1+1
X
⇡2 6=⇡1,⇡3
 
p⇡1,⇡3 ( )  p⇡1(1)⇡2(2),⇡3 ( )  p⇡2(1)⇡1(2),⇡3 ( ) + p⇡2,⇡3 ( )
 
To compute the Ha´jek projection of the sum above into an an arbitraty function of ⇣⇡1 , consider
first E [p⇡1,⇡3 ( ) | ⇣⇡1 ] . To that end, the following results will be useful.
E
h
E
h
W˜⇡1,⇡2D
⇤
⇡1,⌧ | !⇡1
i
| ⇣⇡1
i
= E
⇥
D⇤⇡1,⌧ | !⇡1
⇤
E
h
W˜⇡1,⇡2 | X⇡1
i
= E
⇥
D⇤⇡1,⌧ ⇡1 | !⇡1
⇤
E
h
E
h
W˜⇡3,⇡2D
⇤
⇡3,⌧ | !⇡3
i
| ⇣⇡1
i
= E
h
E
⇥
D⇤⇡3,⌧ | !⇡3
⇤
E
h
W˜⇡3,⇡2 | X⇡3
ii
= E
⇥
D⇤⇡3,⌧ ⇡3
⇤
.
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Moreover,
E
✓
D⇤⇡1,⌧
fvx,⇡1
W˜⇡1,⇡2 +
D⇤⇡3,⌧
fvx,⇡3
W˜⇡3,⇡2
◆
1
hL+1
Kvx,h (v⇡3   v⇡1 , X⇡3  X⇡1) | ⇣⇡1
 
=E
⇢
D⇤⇡1,⌧
fvx,⇡1
E
h
W˜⇡1,⇡2 | X⇡1
i
+ E

D⇤⇡3,⌧
fvx,⇡3
| v⇡3 , X⇡3
 
E
h
W˜⇡3,⇡2 | X⇡3
i 
⇥ 1
hL+1
Kvx,h (v⇡3   v⇡1 , X⇡3  X⇡1) | ⇣⇡1
 
=
Z ⇢
D⇤⇡1,⌧
fvx,⇡1
 ⇡1 + E

D⇤⇡3,⌧
fvx,⇡3
 ⇡3 | v⇡3 , X⇡3
  
1
hL+1
Kvx,h (v⇡3   v⇡1 , X⇡3  X⇡1) fvx(v⇡3 , X⇡3)dv⇡3dX⇡3
where the second equality follows from a Law of Iterated Expectations and Assumption 3.1.1.
Let
⌅ (v⇡3 , X⇡3) = E
⇥
D⇤⇡3,⌧ ⇡3 | v⇡3 , X⇡3
⇤
,
and considerZ ⇢
D⇤⇡1,⌧
fvx,⇡1
 ⇡1fvx(v⇡3 , X⇡3) + ⌅ (v⇡3 , X⇡3)
 
1
hL+1
Kvx,h (v⇡3   v⇡1 , X⇡3  X⇡1) dv⇡3dX⇡3
 
⇢
D⇤⇡1,⌧
fvx,⇡1
 ⇡1fvx(v⇡1 , X⇡1) + ⌅ (v⇡1 , X⇡1)
 
=
Z ⇢
D⇤⇡1,⌧
fvx,⇡1
 ⇡1fvx(v⇡1 + h⌫1X⇡1 + h⌫2) + ⌅ (v⇡1 + h⌫1, X⇡1 + h⌫2)
 
Kvx (⌫) d⌫
 
⇢
D⇤⇡1,⌧
fvx,⇡1
 ⇡1fvx(v⇡1 , X⇡1) + ⌅ (v⇡1 , X⇡1)
 
=
Z ✓
D⇤⇡1,⌧
fvx,⇡1
 ⇡1 {fvx(v⇡1 + h⌫1X⇡1 + h⌫2)  fvx(v⇡1 , X⇡1)}
+ {⌅ (v⇡1 + h⌫1, X⇡1 + h⌫2)  ⌅ (v⇡1 , X⇡1)})Kvx (⌫) d⌫
= o(hM )
where the first equality follows from a change of variable ⌫ = (⌫1,⌫2), with ⌫1 = h 1 (v⇡3   v⇡1),
and ⌫2 = h 1 (X⇡3  X⇡1), with Jacobian hL. The last equality follows Assumptions 4.1.1, 4.1.3,
and 4.1.5 which guarantee that fvx(v⇡1 , X⇡1) and ⌅ (v⇡1 , X⇡1) are continuous and M -times dif-
ferentiable with respect to all of its arguments, and Kvx is a bias-reducing kernel of order 2M .
Observe that
D⇤⇡1,⌧
fvx,⇡1
 ⇡1fvx(v⇡1 , X⇡1) = 0
holds for any (v⇡1 , X⇡1) within a ⌧ distance of the boundary Svx, and having h/⌧ ! 0 ensures that
the change of variable ⌫ = (⌫1,⌫2), with ⌫1 = h 1 (v⇡3   v⇡1), and ⌫2 = h 1 (X⇡3  X⇡1), is not
a↵ected by boundary e↵ects.
The previous results yield
E [p⇡1,⇡3 ( ) | ⇣⇡1 ] = D⇤⇡1,⌧ ⇡1 + E
⇥
D⇤⇡1,⌧ ⇡1 | X⇡1
⇤  E ⇥D⇤⇡1,⌧ ⇡1 | !⇡1⇤  E ⇥D⇤⇡1,⌧ ⇡1⇤+ o(1).
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Notice that for ⇡s 2 {(⇡1(1),⇡2(2)) , (⇡2(1),⇡1(2)) ,⇡2},
E

W˜⇡1,⇡2
⇢
1
hL+1
D⇤⇡s,⌧
fvx,⇡s
Kvx,h (v⇡3   v⇡s , X⇡3  X⇡s)  E
⇥
D⇤⇡s,⌧ | !⇡s
⇤  | ⇣⇡1 
= E

W˜⇡1,⇡2
⇢
E

1
hL+1
D⇤⇡s,⌧
fvx,⇡s
Kvx,h (v⇡3   v⇡s , X⇡3  X⇡s) | ⌦⇡1,⇡2
 
  E ⇥D⇤⇡s,⌧ | !⇡s⇤  | ⇣⇡1 
= O
⇣
hM
⌘
since the expectation
E

1
hL+1
D⇤⇡s,⌧
fvx,⇡s
Kvx,h (v⇡3   v⇡s , X⇡3  X⇡s) | ⌦⇡1,⇡2
 
=
Z
1
hL+1
E

D⇤⇡s,⌧
fvx,⇡s
| !⇡s
 
Kvx,h (v⇡3   v⇡s , X⇡3  X⇡s) fvx (v⇡3 , X⇡3) dv⇡3dX⇡3
= E
⇥
D⇤⇡s,⌧ | !⇡s
⇤
+ o
⇣
hM
⌘
,
where the second equality follows from Assumptions 3.1.1, 3.1.2, and properties of the bias-reducing
kernel, Assumption 4.1.5.
Similarly, for a given ⇡s 2 {(⇡3(1),⇡2(2)) , (⇡2(1),⇡3(2)) ,⇡2}, it follows from Assumptions
3.1.1, 3.1.2, 4.1.3, and 4.1.5, that
E

1
hL+1
✓
D⇤⇡s,⌧
fvx,⇡s
W˜⇡3,⇡2Kvx,h (v⇡1   v⇡s , X⇡1  X⇡s)
◆
| ⇣⇡1
 
  ⌅ [v⇡1 , X⇡1 ]
= E

1
hL+1
E
✓
D⇤⇡s,⌧
fvx,⇡s
 ⇡s
◆
| v⇡s , X⇡s
 
Kvx,h (v⇡1   v⇡s , X⇡1  X⇡s) | ⇣⇡1
 
  ⌅ [v⇡1 , X⇡1 ]
=
Z
{⌅ (v⇡1 + h⌫1, X⇡1 + h⌫2)  ⌅ (v⇡1 , X⇡1)}Kvx (⌫) d⌫
= O
⇣
hM
⌘
.
Using the previous results it follows that
E [p⇡s,⇡3 ( ) | ⇣⇡1 ] = E
⇥
D⇤⇡1,⌧ ⇡1 | X⇡1
⇤  E ⇥D⇤⇡1,⌧ ⇡1⇤ ,
and thus,
E
⇥
p⇡1,⇡3 ( )  p⇡1(1)⇡2(2),⇡3 ( )  p⇡2(1)⇡1(2),⇡3 ( ) + p⇡2,⇡3 ( ) | ⇣⇡1
⇤
=
 
D⇤⇡1   E
⇥
D⇤⇡1 | !⇡1
⇤ 
I⌧,⇡1 ⇡1 + o(1)
It follows then that the Ha´jek projection is given by
V ⇤3,n⌧ =
1
n(n  1)
nX
i1=1
X
j1 6=i1
⇠i1j1,⌧ + o(1)
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with
⇠i1j1,⌧ =
 
D⇤i1j1   E
⇥
D⇤i1j1 | !i1j1
⇤ 
I⌧,i1j1 i1j1
 i1j1 =
8<: 1(n  2)(n  3) X
i2 6=i1,j1
X
j2 6=i1,j1,i2
E
h
W˜ {i1,i2;j1,j2} | Xi1 , Xj1
i9=; .
If follows from a Law of Iterated Expectations that
E
⇥
V ⇤3,n⌧
⇤
= E [⇠i1j1,⌧ ] = 0.
Step 2. Variance of Ha´jek Projection
As in the proof of Lemma B.4, the variance of V ⇤3,n⌧ is given by
V ar
 
V ⇤3,n⌧
 
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
E
h
⇠i1j1,⌧⇠
0
i01j01,⌧
i9=;
=
⇢
1
n(n  1)
 28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;
where
⇤⇤i1,j1 = E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i .
Define
⌥n = n(n  1)V ar
 
V ⇤1,n⌧
 
=
1
n(n  1)
8<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=; .
Step 3. Variance of S3,n⌧
Given two di↵erent 6-tuples  {i1, i2; j1, j2; l1, l2} and  0{i01, i02; j01, j02; l01, l02}, let
 c,n = Cov
 
s3,n ( {i1, i2; j1, j2; l1, l2}) , s3,n
 
 0{i01, i02; j01, j02; l01, l02}
  
denote the covariance between s3,n( ) and s3,n( 0) when   and  0 have c = 0, 1, 2, 3, 4, 5, 6 indices
in common.
It follows from conditionally independence formation of links, implied by Assumption 3.1.2, and
the conditional mean zero, E [s3,n ( {i1, i2; j1, j2; l1, l2}) | ⌦ ] = 0, that  0,n =  1,n = 0.
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Consider
 2,n = E
⇥
s3,n( {i1, i2; j1, j2; l1, l2})s3,n( 0{i1, i02; j1, j02; l1, l02})0
⇤
= E
h
si1j1 ( ) si1j1
 
 0
 0i
+ o(1)
= E
⇢
E
h
D˜⇤i1j1,⌧ D˜
⇤
i1j1,⌧ | !i1j1
i
  E
h
D˜⇤i1j1,⌧ | !i1j1
i2 
I2⌧,i1j1W˜ W˜ 0
 
+ o(1).
Therefore, the variance of V ar(S†2,n⌧ ) can be expressed as✓
1
mn
◆2X
 
X
 0
E
⇥ 
s3,n( )s3,n( 0)0
 ⇤
+
✓
4!
✓
n
4
◆◆ 2 nX
i1=1
X
j1 6=i1
8<: X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j1
X
l2 6=i1,j1,l1
 2,n
9=;
+O
✓
1
n3
◆
 3,n +O
✓
1
n4
◆
 4,n +O
✓
1
n5
◆
 5,n +O
✓
1
n6
◆
 6,n
Notice that the term inside the brackets scaled by ((n  2)(n  3)) 2 can be written as✓
1
(n  2)(n  3)
◆2 X
k1 6=i1,j1
X
k2 6=i1,j1,k1
X
l1 6=i1,j1
X
l2 6=i1,j1,l1
 2,n
= E
hn
E
⇥
D⇤i1j1D
⇤
i1j1 | !i1j1
⇤  E ⇥D⇤i1j1 | !i1j1⇤2o I2⌧,i1j1 i1j1 0i1j1i
= ⇤⇤i1,j1 .
As a result,
V ar
h
S†3,n⌧
i
=
✓
1
n(n  1)
◆28<:
nX
i1=1
X
j1 6=i1
⇤⇤i1,j1
9=;+ o(1),
and V ar
⇥
V ⇤3,n⌧
⇤  V ar hS†3,n⌧i = op(1).
The asymptotic equivalence results follows from similar arguments as in the proof of Lemma
B.4. The proof is complete.
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