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Abstract 
Factor score predictors are to be computed when the individual scores on the factors are of 
interest. Conditions for a perfect inter-correlation of the regression/best linear factor score 
predictor, the best linear conditionally unbiased predictor, and the determinant best linear 
correlation-preserving predictor are presented. When these three types of factor score predictors 
are perfectly correlated for corresponding factors, the factor score predictors computed from 
one method will have the virtues of the factor score predictors computed from the other 
methods. A Schmid-Leiman based transformation for which the three types of factor score 
predictors are perfectly correlated for corresponding orthogonal factors is proposed.  
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Introduction 
Since factor scores are not determinate (Guttman, 1955), they cannot be unambiguously 
computed. However, factor score predictors can be computed as linear combinations of the 
observed variables in order to represent the individual scores of a latent variable. This might be 
useful when decisions have to be justified on the individual score level. Several different factor 
score predictors have meanwhile been proposed (Mulaik, 2010). The properties of different 
factor score predictors have been investigated by means of simulation studies (Fava & Velicer, 
1992) and by means of algebraic considerations (e.g. Beauducel & Hilger, 2015; Krijnen, 2006; 
Krijnen, Wansbeek & Ten Berge, 1996; McDonald & Burr, 1967; Schneeweiss & Mathes, 
1995). According to Grice (2001) and according to Krijnen et al. (1996) there are three main 
types of factor score predictors: The best linear predictor that is also known as Thurstone’s 
(1935) regression predictor, the conditionally unbiased predictor (Krijnen et al., 1996; Bartlett, 
1937), and the correlation-preserving predictor (McDonald, 1981; Ten Berge, Krijnen, 
Wansbeek & Shapiro, 1999). These three types of factor score predictors represent three desired 
properties: (a) The best linear predictor has a maximal correlation with the corresponding factor, 
(b) the conditionally unbiased predictor has zero correlations with non-corresponding factors, 
and (c) the correlation-preserving predictor has the advantage of preserving the correlations 
between the factors in the factor score predictor. 
McDonald and Burr (1967) have explored the conditions for high correlations between 
factor score predictors for corresponding factors. They investigated the best linear predictor, a 
conditionally unbiased predictor, and a correlation preserving predictor. Since the determinant 
best linear correlation-preserving predictor (Ten Berge, Krijnen, Wansbeek, & Shapiro, 1999) 
was not available at that time, they explored the Anderson-Rubin’s (1956) orthogonal 
(orthogonality preserving) factor score predictor. They found that the three factor score 
predictors are perfectly correlated for the one factor model (the Spearman case). Moreover, they 
describe that the investigated factor score predictors are perfectly correlated in the case of 
unrotated canonical factor analysis (Rao, 1955). McDonald and Burr (1967) acknowledge that 
investigators would prefer to use rotated factor loadings, because they can often be interpreted 
more easily. However, for the rotated factors the correlations between the factor score 
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predictors would generally not be perfect, leading to the problem of choosing the optimal factor 
score predictor.  
  To sum up, there are at least three types of factor score predictors corresponding to 
three different desired properties (Grice, 2001). Moreover, there are conditions for which the 
correlations between the factor score predictors are one for corresponding factors, so that no 
choice has to be made (McDonald & Burr, 1967). It can be regarded as a substantial advantage 
of factor score predictors when they are simultaneously the best linear predictor, conditionally 
unbiased, as well as correlation preserving. Therefore, the aim of the present paper is (1) to 
explore further the conditions for perfect correlations between the factor score predictors of 
corresponding factors and (2) to propose a transformation method based on Schmid-Leiman 
(1957) that allows to find interpretable factors with perfect correlations between the three 
different types of factor score predictors.  
 
Definitions 
In order to present the equations defining the three factor score predictors, the definition of the 
population common factor model is given. The common factor model assumes that x, the 
random vector of observations of order p, is generated by 
     x = f + e,      (1) 
where f is the random vector of factor scores of order q, e the random error vector of order p, 
and  the factor pattern matrix of order p by q. The observations x, the factor scores f, and the 
error vectors e are assumed to have an expectation zero ([x] = 0, [f] = 0, [e] = 0). The 
covariance between the factor scores and the error scores is assumed to be zero (Cov[f, e] = 0). 
The standard deviation of f is one, the covariance of the observed variables is xx´ = . The 
covariance matrix  can be decomposed by 
 = ´ + 2,     (2) 
where  represents the q by q factor correlation matrix and 2 the p by p covariance matrix of 
the error scores e (Cov[e, e]= 2). 2 is assumed to be a diagonal matrix and it will be assumed 
in this paper that it contains only positive values.  
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 The regression predictor or best linear (BL) predictor is given by BL 
^
-1
f ΦΛ´Σ x . The 
condition B´Λ = I holds for the class of conditionally unbiased predictors, where B are the 
weights for the factor score predictor (Bartlett, 1937). According to Krijnen et al. (1996) the 
best linear conditionally unbiased (BLCU) predictor is BCLU
ˆ  -1 -1 -1f (Λ´Σ Λ) Λ´Σ x . Ten Berge et 
al. (1999) defined a determinant best linear correlation-preserving (DBLCP) predictor, given 
by DBLCP 
^
1/2 1/2 -1 1/2 -1/2 1/2 -1
f Φ (Φ Λ´Σ ΛΦ ) Φ Λ´Σ x . For this predictor symmetric positive (semi) 
definite matrices are raised to a certain power (e.g. square-root) by raising its eigenvalues to 
that power. When the power of the eigenvalues is “1/2”, this procedure is sometimes called the 
symmetric square-root (Harman, 1976). 
 
Conditions for a perfect correlation between BLfˆ , BLCUfˆ , and DBLCPfˆ  
Theorem 1 gives a condition for a perfect correlation between BLCUfˆ and BLfˆ  for corresponding 
orthogonal factors. 
 
´ ´ 1/2 ´ 1/2
BLCU BL BLCU BLCU BL BL BLCU,BL
diag
ˆ ˆ ˆ ˆ ˆ ˆε diag(ε ) diag(ε )
 .
.
f anI d then
 
 
       
     
-1 -1Φ I Λ´Σ Λ (Λ´ΣTheorem Λ)
f f f f f R
1
f I
 
Proof.  The covariance between BLCUfˆ and BLfˆ  is 
   BLCU,BL
-1 -1 -1 -1
C = (Λ´Σ Λ) Λ´Σ xx´Σ ΛΦ =Φ .   (3) 
The correlation between BLCUfˆ and BLfˆ  is therefore 
        
1/2 1/2
BLCU,BL diag diag
  -1 -1 -1R Φ ((Λ´Σ Λ) ) (ΦΛ´Σ ΛΦ) .  (4) 
The element-wise square-root is calculated for the diagonal elements in Equation 4.  
For and diag -1 -1Φ I Λ´Σ Λ (Λ´Σ Λ)  Equation 4 can be transformed into 
1/2 1/2
BLCU,BL diag diag
 -1 -1R (Λ´Σ Λ) (Λ´Σ Λ) I .   (5) 
This completes the proof.             
The same condition is also a basis for a perfect correlation between DBLCPfˆ  and BLfˆ . 
 
´ ´ 1/2 ´ 1/2
DBLCP BL DBLCP DBLCP BL BL DBLCP,BL
diag
ˆ ˆ ˆ ˆ ˆ ˆε diag(ε ) diag(ε
 .
) .
f and theI n
 
 
       
     
-1 -1Φ I Λ´Σ Λ (Λ´Σ Λ)
f f f f f f
Theore 2
R I
m
 
Proof.  The covariance between DBLCPfˆ and BLfˆ is 
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DBLCP,BL
.
 1/2 1/2 -1 1/2 -1/2 1/2 -1 -1
1/2 1/2 -1 1/2 1/2 1/2
C Φ (Φ Λ´Σ ΛΦ ) Φ Λ´Σ xx´Σ ΛΦ
= Φ (Φ Λ´Σ ΛΦ ) Φ
  (6) 
The corresponding correlation is 
     DBLCP,BL diag
1/2 1/2 -1 1/2 1/2 1/2 -1 -1/2
R Φ (Φ Λ´Σ ΛΦ ) Φ (ΦΛ´Σ ΛΦ) . (7) 
For and diag -1 -1Φ I Λ´Σ Λ (Λ´Σ Λ)  Equation 7 can be transformed into 
DBLCP,BL  
-1 1/2 -1 -1/2
R (Λ´Σ Λ) (Λ´Σ Λ) I ,    (8) 
since the symmetric square-root and the conventional square-root are identical for diagonal 
matrices. This completes the proof.            
Finally, the condition presented in Theorem 1 and 2 is also the basis for a perfect correlation 
between BLCUfˆ  and DBLCPfˆ  for corresponding orthogonal factors.  
 
´ ´ 1/2 ´ 1/2
BLCU DBLCP BLCU BLCU DBLCP DBLCP BLCU,DBLCP
diag
ˆ ˆ ˆ ˆ ˆ ˆε diag(ε ) diag(ε
 .
) .
f andI then
 
 
       
     
-1 -1Φ I Λ´Σ Λ (Λ´Σ Λ)
f
Theore
f f f f
m
R
3
f I
 
Proof.  The covariance between BLCUfˆ  and DBLCPfˆ  is 
BLCU,DBLCP
.


-1 -1 -1 -1 1/2 1/2 -1 1/2 -1/2 1/2
1/2 1/2 -1 1/2 -1/2 1/2
C (Λ´Σ Λ) Λ´Σ xx´Σ ΛΦ (Φ Λ´Σ ΛΦ ) Φ
Φ (Φ Λ´Σ ΛΦ ) Φ
  (9) 
The corresponding correlation is 
BLCU,DBLCP diag
1/2 1/2 -1 1/2 -1/2 1/2 -1 -1 -1/2
R Φ (Φ Λ´Σ ΛΦ ) Φ ((Λ´Σ Λ) ) .  (10) 
If and diag -1 -1Φ I Λ´Σ Λ (Λ´Σ Λ)  Equation 10 can be transformed into 
BLCU,DBLCP  
-1 -1/2 -1 1/2
R (Λ´Σ Λ) (Λ´Σ Λ) I .   (11) 
This completes the proof.             
 To sum up, it has been shown that BLfˆ , BLCUfˆ , and DBLCPfˆ are perfectly correlated for 
corresponding orthogonal factors with diag-1 -1Λ´Σ Λ (Λ´Σ Λ) .  
 
Transformation resulting in perfect correlations between BLfˆ , BLCUfˆ , and DBLCPfˆ  
The transformation of the factor loadingsΛ into  
-1/2 1/2diag( )* -1 -1Λ Λ(Λ´Σ Λ) Λ´Σ Λ      (12) 
yields 
1/2 -1/2 -1/2 1/2´ diag( ) ´ diag( )
diag( ).


* -1 * -1 -1 -1 -1 -1
-1
Λ Σ Λ Λ´Σ Λ (Λ´Σ Λ) Λ Σ Λ(Λ´Σ Λ) Λ´Σ Λ
Λ´Σ Λ
 (13) 
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This transformation modifies the factor inter-correlations as long as -1Λ´Σ Λ I , as follows 
from 
           
* * * * * *
1
1
diag )
(diag ) .





*
-1 2 -1 -1 2 -1
-1 2 -1 -1 -1/2 -1 1/2 2
-1 1/2 -1 -1/2
Φ Φ
(Λ´Λ) Λ´(Σ -Ψ )Λ(Λ´Λ) (Λ ´Λ ) Λ ´(Σ -Ψ )Λ (Λ ´Λ )
(Λ´Λ) Λ´(Σ -Ψ )Λ(Λ´Λ) (Λ´Λ(Λ´Σ Λ) (Λ´Σ Λ) Λ´(Σ -Ψ )
Λ (Λ´Σ Λ) (Λ´Σ Λ) Λ´Λ
 (14) 
Thus, even when the initial factor model was orthogonal (Φ = I ), the transformed factor model 
will not necessarily be orthogonal ( * Φ I ). The transformation of the loadings according to 
Equation 12 can also be performed for correlated factors. According to Theorem 1, 2, and 3 it 
is, however, necessary to have orthogonal factors in order to get perfect correlations between 
BLfˆ , BLCUfˆ , and DBLCPfˆ  for corresponding factors. It is therefore proposed to perform a second 
order factor analysis so that 
    ,* * * 22 2 2Φ = Λ Λ ´ +Ψ       (15) 
where the subscript denotes the parameters of the second order factor model. A Schmid-Leiman 
(1957) transformation is than performed in order to compute orthogonal primary factors. It is 
possible to perform a Schmid-Leiman transformation of more complex hierarchical models. 
However, in purpose of brevity it is assumed here that *Φ can be decomposed into a single 
general (second order) factor and the corresponding uniqueness of the primary factors, that is 
  
*
* * * * * *2 2
2 2 2 2 *2
2
´
 
     
 
2
2
Λ
Φ Λ Λ ´ +Ψ Λ Ψ PP
Ψ
.   (16) 
The Schmid-Leiman transformation of the oblique first order factor model is  
       * *SLΛ = Λ P .     (17) 
It follows from Equations 2, 16, and 17 that 
     ´ ´   * * * 2 * * 2SL SLΣ Λ Φ Λ Ψ Λ Λ Ψ ,   (18) 
which implies that SLΛ represents the loadings of orthogonal factors. In the most simple 
Schmid-Leiman solution, the first column in SLΛ contains the loadings of the observed 
variables on a general (second order) factor that is orthogonal to the remaining orthogonalized 
primary factors. However, the interest here is into the orthogonalized primary factors which can 
be found in the columns 2 to q,  
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,1,2 ,1,
, ,2 , ,
.
q
p p q
 
 
 
 
 
* *
SL SL
*
SLP
* *
SL SL
λ λ
Λ =
λ λ
   (19) 
The subset of orthogonalized primary factors can also be calculated by means of 
.* 2 *
SLP 2 2
Λ = Ψ Λ     (20) 
According to Equation 13 this implies  
diag( ) = diag( ) * -1 * *2 * -1 * *2 *2 -1 *2 * -1 *
SLP SLP 2 2 2 2 SLP SLP
Λ ´Σ Λ Ψ Λ ´Σ Λ Ψ Ψ Λ´Σ Λ Ψ Λ ´Σ Λ , (21) 
so that the conditions for perfect correlations of BLfˆ , BLCUfˆ , and DBLCPfˆ are met for the corres-
ponding orthogonalized primaries. 
 
Discussion 
The present paper explores conditions for a perfect correlation between three types of factor 
score predictors: The regression predictor or best linear predictor, the conditionally unbiased 
best linear predictor, and the determinant best linear correlation-preserving predictor. A perfect 
correlation between these factor score predictors for corresponding factors implies that the 
choice between these factor score predictors does not matter and that each type of factor score 
predictor will have the virtues of the other. That is, the conditionally unbiased best linear 
predictor will also be the best linear predictor, the determinant best linear correlation-preserving 
predictor, will have the virtue to be conditionally unbiased predictor, etc.. Thus, the conditions 
of a perfect correlation between the three types of factor score predictors for corresponding 
factors might be of interest for applied researchers, who want to calculate score predictors 
combining the different advantages. 
McDonald and Burr (1967) already found that three types of factor score predictors 
similar to the predictors investigated here are perfectly correlated for one factor models and for 
the unrotated canonical factor model. In addition to these conditions, it was shown here that for 
orthogonal factors with diag-1 -1Λ´Σ Λ (Λ´Σ Λ)  the three factor score predictors are perfectly 
correlated. A method for transforming a loading matrix according to this condition was 
proposed. The factors resulting from this transformation are not necessarily orthogonal. 
However, it has been shown that the factors corresponding to diag-1 -1Λ´Σ Λ (Λ´Σ Λ)  should 
be orthogonal in order to provide perfect correlations between the three types of factor score 
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predictors for corresponding factors. Therefore, a hierarchical Schmid-Leiman based solution 
was proposed in order to provide orthogonal primary factors corresponding to the 
abovementioned conditions.  
 
 
References 
Anderson, T.W. & Rubin, H. (1956). Statistical inference in factor analysis. Proceedings of the 
Third Berkeley Symposium of Mathematical Statistics and Probability, 5, 111–150. 
Bartlett, M. S. (1937). The statistical conception of mental factors. British Journal of 
Psychology, 28, 97–104. doi: 10.1111/j.2044-8295.1937.tb00863.x 
Beauducel, A. & Hilger, N. (2015). Extending the debate between Spearman and Wilson 1929: 
When do single variables optimally reproduce the common part of the observed 
covariances? Multivariate Behavioral Research, 50, 555-567. doi: 
10.1080/00273171.2015.1059311 
Fava, J. L. & Velicer, W. F. (1992). An empirical comparison of factor, image, component, and 
scale scores. Multivariate Behavioral Research, 27, 301-322. Doi: 
10.1207/s15327906mbr2703_1 
Guttman, L. (1955). The determinacy of factor score matrices with applications for five other 
problems of common factor theory. British Journal of Statistical Psychology, 8, 65-82. 
doi: 10.1111/j.2044-8317.1955.tb00321.x 
Grice, J. W. (2001). Computing and evaluating factor scores. Psychological Methods, 6, 430-
450. doi: 10.1037/1082-989X.6.4.430 
Harman, H. H. (1976). Modern Factor Analysis (3rd ed.). Chicago: The University of Chicago 
Press. 
Krijnen, W.P. (2006). Some results on mean square error for factor score prediction. 
Psychometrika, 71, 395-409. doi: 10.1007/S 11336-004-1220-7 
Krijnen, W.P., Wansbeek, T.J., & Ten Berge, J.M.F. (1996). Best linear predictors for factor 
scores. Communications in Statistics: Theory and Methods, 25, 3013–3025. Doi: 
10.1080/03610929608831883 
Perfect inter-correlations of factor score predictors 
 
 
9 
McDonald, R.P. (1981). Constrained least squares estimators of oblique common factors. 
Psychometrika, 46, 337-341. Doi: 10.1007/BF02293740 
McDonald, R.P. & Burr, E.J. (1967). A comparison of four methods of constructing factor 
scores. Psychometrika, 32, 381-401. Doi: 10.1007/BF02289653 
Mulaik, S.A. (2010). Foundations of factor analysis (2nd Ed.). New York: CRC Press. 
Rao, C.R. (1955). Estimation and tests of significance in factor analysis. Psychometrika, 20, 
93-112. Doi: 10.1007/BF02288983 
Schmid, J. & Leiman, J.M. (1957). The development of hierarchical factor solutions. 
Psychometrika, 22, 53-61. Doi: 10.1007/BF02289209 
Schneeweiss, H. & Mathes, H. (1995). Factor Analysis and Principal Components. Journal of 
Multivariate Analysis, 55, 105-124. Doi: 10.1006/jmva.1995.1069 
Ten Berge, J. M. F., Krijnen, W. P., Wansbeek, T., Shapiro, A. (1999). Some new results on 
correlation-preserving factor scores prediction methods. Linear Algebra and its 
Applications, 289, 311-318. Doi: 10.1016/S0024-3795(97)10007-6 
Thurstone, L.L. (1935). The Vectors of Mind. Chicago: University of Chicago Press. 
 
