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ABSTRACT 
Let A be an n X n integral matrix with determinant D >0, and let P(A) be the 
n-parallelepiped determined by the colons {A,}:, 1 of A, 
P(A)=(~~~,A,lO<x.sl}. 
Let L be the set of integral vectors in i’(A), and let C(A) be the subset OF L 
consisting of vectors whose coefficients x, satisfy 0 Q x, < 1. We show that C( 4), 
equipped with addition modulo 1 on the coefficients q, is an Abelian group 01 orcier 
D, whose invariant factors are the invariant factors of the integral matrix A. We give 
a formula for [Ll, and show that 1 LI is not a similarity invariant. 
1. INTRODUCTION 
Let A be an n X n integral matrix with determinant D >O, and let P(A) 
be the +parallelepiped in Euclidean n-space determined by the columns 
{Ai}:.., of A: 
In this paper we are concerned with the integral points in P(A), that is, 
with vectors u = (u,, u2, . . . , u,) E P(A) where the entries q are integers. Let 
G(A)={ t’= $lx,A,/O<xr<I; 2: integral). 
LZNZ2ARALGEBZ?AANDZTSAPPLZCATZONS30:155-16f5 (1980) 155 
0 Elsevier North Holland, Inc., 1980 00%-3795/w)/020155 + 12$01.75 
156 KEN BYRD AND THERF” i P. VAUGHAN 
In Sec. 2 we show that G(A), equipped with a natr al addition, is an 
Abelian group. In Sec. 3 we show that the order of G(P is D, and that the 
invariant factors of G(A) (as an Abelian gro up) are pr wisely the invariant 
factors of A (as an integral matrix). 
The nonzero vertices of F(A) are not in G(A), sat t :iat G(A) #L. In Sec. 4 
we show how to find the cardinality of I, and in Se.:. 5 an example is given 
to show that IL1 is not a similarity invar’nnt. Finally, in Sec. 5 we give an 
example to illustrate the results of this paper. 
2. DEFINITIONS AND PRELIMINARIES 
Throughout this section we assume that A is an tz X n integral matrix with 
determinant D >0, whose columns are { A,}:_i. Let P(A) be the tt-paral- 
lelepiped in Iw” determined by the columns of A: 
DEFINITION 2.1. Let 
X= 5 x,A, (O<x, < 1). 
t=l 
The x, are called the coefficients of X. If 0 <x, < 1 for i = 1,2,. . . , n, we say 
that X is in reducedfonn. Let G(A) be the set of all integral vectors in P(A) 
which are in reduced form: 
Define an operation CB on G(A) by 
where 
1 xi + !!I ‘= if O<x,+!j,<l, Y x* + Y* - 1 if 1 <x,+!j,<<. 
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Thus, @ amounts to addition modulo 1, on the coefficients of the vectors in 
G(A). 
THEOREM 2.2. The set G(A), equipped with the operation CD, is a finite: 
Abelian group. 
Proof. Since {Ai} is a basis for R”, the representations ~)=,xiAi are 
unique, so the operation Cl3 is well defined. The identity 0 is in G(A), and the 
additive inverse of 
X= 5 x,A, (O<q < 1) 
1-l 
is 




l-x, if O<x,<l, 
Y,= 0 if x,=0 
(clearly if X is integral, so is Y). The associative and commutative laws are 
obvious. G(A) is finite, since it is a set of integral points in the bounded set 
P(A)* B 
DEFINITION 2.3. The group G(A) is written additively, and we use the 
notation n 0 X to represent the sum X CB X @ . . . 8, X (with n summands), for 
X E G(A). If we think of X as a vector in W, then nX denotes the usual 
scalar multiplication. 
For convenience, we state the next result. 
LEMMA 2.4. Let X = Ey_ ,x,A, E G(A), and let k >O be an integer. Then 
kOX =O (in G(A)) if and only if k(x,, x2,. . . ,x,,) is an integral vector in DB”, 
i.e., kX has all integral coefj%en~. 
The next theorems give a partial description of the elements of G(A). 
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THEOREM 2.5. Let X E G(A). Z%en 
X=gzAi (O<;<I), 
wherefor i=l,2,..., n, as and b, are integers, ‘4,b8)=1, b,>O, ai 20. Ifk is 
the order of X in G(A), then k = Icm { b, }. 
Proof. Since G(A) is finite, then X has some finite order, say k. Then 
k 0 X = 0, or kX has all integral coefficients. But 
kx= ~ (Icx,)A, 
i=l 
and (for i=l,2,..., n) kx, is integral if and only if x, is rational, xi = a, / bi, b, # 
10, and b, 1 k. We assume (a,, bJ = 1. Clearly lcm{ b,} divides k, and now, since 
&m{ b, ))X has all integral coefficients, we have (Icm{ b,})OX = 0 and 
,kIlcm{bi}. So k=!cm(bi}. q 
THEOREM 2.6. Let X E G(A), say 
X= 2 :A, 
i=l 
Then for i=1,2,..., n, b,lD. If k is the order of X, then klD. On the other 
hand, if p 1 D, where p is prime, then G(A) c0ntain.s a point X of order p. 
Proof. Put u = (al/b,, . . , , a,,/b,,). Then X=Au, so A-‘X=a. That is 
i(adjA)X=u. 
New adj A and X are integral, and it is clear that every b, ( D (i =: 1,2,. . . , n). 
Since k= Icm( b,}, then kl D. To see the last statement, consider the matrix 
A, whose entries are the entries of A reduced modulo p. Then detA_= fi=O 
(mod p). But now x represents a linear transformation of GF( p)“, and is 
singular. That is, some combination 
n 
r,Ay = 0 mod p ( ri intec :rs, 0 Q ri < p) 
i-l 
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with not all r, = 0 (mod p). That is, 
5 r,A,=p.v 
i=l 
for some integral vector v. From the conditions on the rz, we see that the 
reduced form of v is a point of order p in G(A). 0 
There is an alternate proof of the last part of this theorem, which is more 
constructive, since 
det (adjA) = (detA)“-r = D”-i, 
and if pfJD and p”‘/D, there is some column, say T,=(t,,t,,...,t,J, of adjA 
such that 
(Otherwise pm’ 1 D”-‘, a contradiction.) If e, is the ith member of the 
standard basis, we have 
and if we write t,/D=a,/b,, in lowest terms, the condition p’jgcd{t,} 
implies at least one of the bt is p k for some k > I. Then 
X= 2 :A,=e, 
i-l 
has order divisible by pk, and from this we get a point of order p in G(A). 
COROLLARY 2.7. D= + 1 if and only if G(A) = {0}, hence if and only if 
the only integral points in P(A) are its vertices. 
COROLLARY 2.8. D= k 1 if and only if whenever Au = w is an integral 
vector, then v is also integral; that is, if and only if A-‘(Z”)=: 2”. 
REMARK 2.9. All of our results apply equally well to integral matrices 
with negative determinant, for a change of sign of the determinant may be 
effected by an interchange of columns. 
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3. THE STIXUCTURE OF THE CROUP G( 1, 
As before, A is a fixed n X n integral matrix with coluunns {A,}:= 1 and 
determinant D > 0. Let S denote the Smith normal form of A over 2, so that 
we have 
PAQ=S=diag (dr,ds ,..., d,), 
where P and Q are unimodular integral matrices, di 1 di + 1 (i = 1,2,. . . , n - l), 
and d,&. . . d, = D. The integers dr,ds,. . . , d, are called the invariant factors 
0% A. 
IRt {Qi>S-1 denote the cohrmns of Q. Put T= P - I, and let q’ be the 
reduced form of column Ti of T. 
THEOREM 3.1. 
(a) 7%e set {T,‘jd,>l} is a basis for G(A) as an Abelian group. 
(b) G(A)=Zd1@Zd2CEI - - - @Z, 
(c) The order of G(A) is D. 
Proof. (a): Since AQ= TS, then (column by column) 
AQ, = ctl$ (i=1,2 ,..., n), 
that is, 
c n .!!!A=T i (j=1,2 ,..., n). 
1=1 4 2 
We first prove the order of q’ is d,. If di = 1, then T/ =0 in G(A) and has 
order 1. Suppose now that dj > 1. Let k be the order of T;. Then k 1 dj, since 
d/T,‘=0 in G(A). We also have k>L, for k=l implies dI1q,l (j=1,2,...,n) 
snd then dr 1 det Q, a contradiction. 
Now {9$=, has greatest common divisor 1, since Q is unimoduhrr. So 
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Since k is the order of q’ ir G(A J, we have 
n q* 
kq=“C ;A,=0 in G(A), 
I=1 i 
that is, we must have every k qij/d, = r,, an integer. Then 
5 ka,qi,= 5 d,a,r,, 
a=1 i=l 
k=d, f: air,, 
is1 
and now di divides k. SO d, = k. 
We next show that { TJd, > l} is an independent set in G(A). Suppose 
that u is the reduced form of 
i: aIT,= Ta, 
j=l 
where a = co1 (a 1, a 2,. . .,a,). Since T= AQS -I, we have 
Ta=AQS-‘a. 
Recall that if v E G(A), then u =0 if and only if u = Aw where w is an 
integral vector. Thus 0 = 0 if and o-rly if QS -‘a is integral. Since Q is 
unimodular, QS -‘a is integral if and only if S - ‘a = (al/d,, a,/d,, . . . , an/d,) 
is integral. Thus, for integers a,, 
i aiq =0 in G(A) 
j-l 
if and only if di 1 ai, for i = 1,2,. . . , n. Suppose that r is the least integer such 
that d, > 1. Then d, = - - =d,._r=l and d,>l for i>r, and we have [in 
G(A)1 
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and { T/};_? is an independent set. as required. 
We next show ( I’,‘}:,, is a generating Szt for G(A) (actually, we work 
with the set (Tj’}l_J. 
Suppose u E G(A), so that 0 is an integral vector and 
?I= 2 %q=Acol (z,..., 2). 
j-_l ’ 1 n 
Since Q is unimodular, there is a rational vector 5 = co1 (r, /sir . . , , m/s,,) such 
that 
AQr-v. 
But AQ= 23, so 
Now 2) is integral and T is unimodular, so we must have di r,/si = k, for some 
integers ki, i = 1,2,. . . , II. But then 
UO= 2 kiT;= i k,T,’ in G(A), 
t=l l=r 
as required, and { T,‘}:,, is a generating set for G(A). 
(b): Since { q};,, is an independent generating set for G(A), and the 
order of T; is d,, then by definition 
‘We may add on the trivial groups Zd,, Zd,, . . . , Z4_, to get (b). 
(c): The order of G(A) is the product d,d,+ 1 - . - d,, = t3,~~ - - d,, = D, 
4. THE NUMBER OF INTEGRAL POINTS IN P(A) 
We use the notatiun of the preceding sections. Let L be the set of 
integral points in P(A), and L,= G(A). 
Let Nk denote the number of elements B of L,, e-Ax, such that x has 
exactly k zero coordinates. 
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We first express the cardinality of L in terms of the numbers Nk, and 
then give a recursion for { Nk}, which expresses Nk in terms of greates#t 
common divisor9 of subdeterminants of A. In Sec. 5 we give some examples, 
one of which shows that IL] is not a similarity invariant. 
THEOREM 4.1. The cardinality of L is given by 
lL)=D+ i (Zk--l)Nk. 
k=l 
Proof. The points of L - LO arise in a simple way from the points of L,,, 
for suppose v E L,, say 
V= i: ~*,A,~Ax (OgXi<l). 
r=l 
If x has exactly k zero coordinates, then there are precisely 2k- 1 points of 
L - Lo of the form Ay, where y is the result of replacing one or more of the 
zero coordinates of r by ones (that is, the reduced form uf y is x, for eaclh 
such y). Every point of L -- L, arises in this way from just one point 0; L,,, 
and so the number of points in L - L, is 
IL-&,I= $ (2”-l)N,. 
k=l 
Since I LoI = D and L n L, =0, the theorem is proved. IU 
It is obvious that N, = 1, and we find N,_ 1, N,_e,, . . , Nt successively. 
DEFINITION 4.2. Let 1 < k <n. For each k-tuple (il, i,, . . . , ik) with 
let c(il,i,,. .., k i ) denote the greatest common divisor of the (n - k) X (n - k) 
minors of the matrix resulting from A by deleting columns i,, i,, . . . , ik. Let 
H(i,, i,, . , . , ik) be the subgroup of LO= G(A) consisting of all v = Ar such that 
1c has zeros in positions i,, i,, . , . ,ik. 
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THEOREM 4.3. The cur&n&q of H(i,, . . . ,&) is c(i,, . . . , ik). 
Proof, Let A’ be the matrix resulting from A by deleting colwnns 
’ i,,i, t ,*‘*, k, and let X’ be the vector resulting from x by deleting entries 
i+s,“*, k* i Then 0 := ,4x E H(i,, . . . , ik) if 2nd only if Ax = A’x’. 
We may define the group G(A’) in th.= obvious way, and it is evident that 
G(A’)=H(i,,...,i,). 
There are unimodular matrices P and Q so that 
where B = diag (c,, c,, . . . , c,_J, c, Ic~+~. As is well known, 
and this is the cardinahty of the group G(A’), that is, the rlardinality of 
H(i l,. . . , id q 
THEOREM 4.4. iV,, = 1, and for 1 < k <n, 
where the left- hand sum runs ou,er all k- tuplcs (i,, . . . , f) with 1 < i, di, 
< - - - <ik <n, and the right, over i satisfying 1 <k <i G n. 
Proof. Clearly N, = 1. Suppose that Ni has been determined for all I> k, 
1 < i Qn. Suppose that v = Ax with exactly k + t coordinates of x equal to 
zero. Then x is counted times by the sum 
[which runs over ail k-tupies (iI,. . .) ik) with 1 <i, <i, < l * - <ik <n], once for 
each k-subset of the set of zero-coordinates of X. Thus the count Sk includes a 
total of k+t 
( 1 k 
&+t points with exactly k + t zero-coordinates, and the 
result follows. 
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5. EXAMPLES 
EXAMPLE A. A simple example shows that the quantity L is not a 
similarity invariant. 
Put 
A=[; ;I, P=[; :]. 
Then one checks that 
B= PAP-‘- -[ 1: ;;I* 
but for A, L = 15, whereas for B, L = 13. 
EXAMPLE B. In this example, we carry out the computations for tlhe 
matrix 
4 3 1 
A= I 2 6 15. I 2 4 
Employing elementary row and column reduction, we find unimodular P, '3: 
so that 
0 
PA&Q=: ; 0. 
i I 0 0 20 
Then AQ, =col (3,1,2/, corresponding to d, = 1; AQ, =col ( - 2,0,2), conre- 
sponding to dz = 2; and AQ3 = co1 (20,0,0), corresponding to C& = 20. Then 
Tr = co1 (3,1,2) is zero in G(A); T, -co1 ( - l,O, 1) gives an element of order 2 
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in G(A); and T3 = co1 (1,&O) gives an element of order 20 in G(A), e.g. 
~01 (i,o,o)= -$I~-; &A,+ +~a 
Then 
is in G(A) and has order 20. From T2 we get u2 = iA, E G(A). 
Next we compute c(l,2)=gcd(l,5,4)= 1, c(1,3)=gcd(3,1,2)=1, c(2,3)= 
gcd(4,2,6) = 2, c( 1) = gcd( 14,10, - 6) = 2, c(2) = gcd( l&10,22) = 2 and c(3) = 




Thus we have one point with two zeros in G(A) (an edge point) and one with 
one zero (a face point). Then 
=51. 
The edge point is A col(~O,O) = co1(2,1,3) = u2, and the face point is 
A col(0, ;, ;) = co1(2,3,3) = lOu,@ u2. 
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