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ASYMPTOTIC SOLUTIONS OF INHOMOGENEOUS
DIFFERENTIAL EQUATIONS HAVING A TURNING POINT
T. M. DUNSTER∗
Abstract. Asymptotic solutions are derived for inhomogeneous differential equations having a
large real or complex parameter and a simple turning point. They involve Scorer functions and three
slowly varying analytic coefficient functions. The asymptotic approximations are uniformly valid
for unbounded complex values of the argument, and are applied to inhomogeneous Airy equations
having polynomial and exponential forcing terms. Error bounds are available for all approximations,
including new simple ones for the well-known asymptotic expansions of Scorer functions of large
complex argument.
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1. Introduction. In this paper we obtain asymptotic expansions for particular
solutions for differential equations of the form
(1.1) d2w/dz2 − {u2f(z) + g(z)}w = p(z),
where u is a large parameter, real or complex, and z lies in an unbounded complex
domain Z, which is precisely defined in section 2. In Z the functions f(z) and g(z)
are meromorphic, and p(z) (”forcing term”) is analytic, and for simplicity we assume
all are independent of u (an assumption that can readily be relaxed). We further
assume that f(z) has no zeros in Z except for a simple zero at z = z0, which is the
turning point of the equation.
Equations of this form have a number of physical applications, such as the study
of flow through variable permeability media [2], and in toroidal shell problems [16].
Mathematical applications include inhomogeneous forms of the confluent, Weber and
Bessel differential equations, and our new approximations will be applied in subse-
quent papers to these equations.
The homogeneous case (p(z) = 0) has been extensively studied in the literature
(see [15, Chap. 11]), and more recently in [9] and [10] where new expansions were
given, along with error bounds, that are readily computable. A summary of the main
results of [9] and [10] is given in section 2, and we shall make use of these results for
our study of the inhomogeneous case.
For previous results for the inhomogeneous equation see [6] for the case where the
independent variable lies in a finite interval. In [15, Chap.11, Sect. 12] asymptotic
expansions for solutions of (1.1) with u and z complex are presented, but the coef-
ficients in these expansions are hard to compute, and a full analysis including error
bounds is not pursued. Subsequently, a rigorous study was given by Baldwin [3] who
derived solutions which are superficially similar to ours, in particular involving three
slowly-varying coefficient functions. Her method was based on that by Boyd [5] who
studied the related homogeneous equation, and involved solving certain differential
equations for the coefficient functions. The asymptotic expansions and error analyses
of both their methods are quite involved, and in general both are harder to compute
than ours. We also mention that our conditions on p(z) at infinity are less restrictive.
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Our approach is quite different to [3], and results in much simpler expansions and
error bounds. A key difference is that in this paper we shall consider z bounded away
and close to z0 separately. In the former case (section 3) we use, and expand upon,
the new theory of [8], specialized to the current case of a simple turning point. From
this we define three fundamental particular solutions, which are uniquely defined as
being slowly varying for large u and z in certain sectors of the z plane. The feature
of these asymptotic expansions is that they involve very simple coefficients, as well as
explicit and readily computable error bounds. Moreover, we will exploit this in our
extension to expansions valid at the turning point, where the Cauchy integral formula
plays a prominent role.
In section 4 we consider Scorer functions, which are solutions of the inhomoge-
neous Airy equation having a constant forcing term (see (4.2) below). These play an
important role in our approximations near the turning point. They have well-known
properties that can be found in the literature (see [7, Sect. 9.12]), and for details on
their computation see [11] and [12]. In section 4 definitions of numerically satisfactory
forms in the complex plane are presented, and new error bounds are derived for their
large argument asymptotic expansions which are simpler than those appearing in the
literature. We mention that recently Nemes [14] constructed error bounds for the
same expansions, but they are not quite as simple since they were obtained as special
case of the more general (and hence complicated) Lommel functions.
In section 5 asymptotic solutions of (1.1) are obtained that are valid in domains
containing the turning point, and which involve the above-mentioned Scorer functions.
As in [3] these asymptotic solutions contain three slowly varying analytic coefficient
functions, but here they are very easy to compute. Two of these are precisely the
ones appearing in the asymptotic solutions of the homogeneous version of (1.1) origi-
nally given in [9]. The new third coefficient function is constructed for the particular
solutions, and we show how it can be computed via Cauchy’s integral formula in con-
junction with our new asymptotic expansions given in section 3. An integral part of
our analysis are certain connection coefficients linking the three fundamental partic-
ular solutions and their homogeneous partners outlined in section 2. In applications
these coefficients are often known explicitly, but if not, we show how they can be
asymptotically computed for large u, again using Cauchy’s integral formula.
In section 6 we illustrate our new asymptotic approximations with an application
to inhomogeneous Airy equations having polynomial and exponential forcing terms.
As a corollary we obtain uniform approximations for indefinite Laplace-type integrals
involving the Airy function. We mention that in [13] the case of a polynomial forcing
term for the Airy equation was also studied, but not asymptotically with the presence
of a large parameter.
2. Solutions of homogeneous equation. For homogeneous equation let us
present the main results from [9] and [10]. Firstly, here and elsewhere we that assume
f(z) and g(z), if meromorphic in Z, have poles at finite points z = wj (j = 1, 2, 3, · · · ),
say, such that at z = wj
(i) f(z) has a pole of order m > 2, and g(z) is analytic or has a pole of order less
than 12m+ 1, or
(ii) f(z) and g(z) have a double pole, and (z − wj)2 g(z) → − 14 as z → wj . We
shall call these admissible poles.
We further assume that f(z) and g(z) can be expanded in convergent series in a
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neighborhood of z =∞ in Z of the form
(2.1) f(z) = zm
∞∑
s=0
fsz
−s, g (z) = zp
∞∑
s=0
gsz
−s,
where f0 6= 0, g0 6= 0, and either m and p are integers such that m > −2 and
p < 12m− 1, or m = p = −2 and g0 = − 14 .
The following variables play a central role in all our approximations, and come
from the Liouville transformation on the homogeneous form of (1.1)
(2.2) ξ = 23ζ
3/2 =
∫ z
z0
f1/2(t)dt.
The branch in (2.2) is chosen so that ξ ≥ 0 when ζ approaches 0 through positive
values, and by continuity elsewhere. The turning point z = z0 of (1.1) is mapped to
ζ = ξ = 0.
We denote by Z and Ξ the ζ and ξ domains, respectively, corresponding to Z,
and furthermore define the sectors
(2.3) Sj =
{
ζ :
∣∣∣arg(ζe−2piij/3)∣∣∣ ≤ 13pi} (j = 0,±1) ,
and
(2.4) Tj =
{
ζ :
∣∣∣arg(u2/3ζe−2piij/3)∣∣∣ ≤ 13pi} (j = 0,±1) .
which is the sector Sj rotated by an angle 2 arg(u)/3 in a negative direction. In the z
plane the sets corresponding to (2.3) and (2.4) are denoted by Sj and Tj respectively.
For j = 0,±1 we let ζ(j) be points at infinity in Tj ∩ Z. The corresponding ξ
and z points are denoted by ξ(j) and z(j), respectively. These will appear in our error
bounds. The points z(j) are either at infinity or at an admissible pole in Z, and in
either case ξ(j) is unbounded.
For each j = 0,±1 we define subdomains of Z, denoted by Zj(u), which comprise
the z point set for which there is a path Lˆj (say) linking z with z(j) in Z and having
the properties
(i) Lˆj consists of a finite chain of R2 arcs (as defined in [15, Chap. 5, sec. 3.3]),
and
(ii) as v passes along Lˆj from z(j) to z, the real part of uξ(v) varies continuously
and is monotonic, where ξ(v) is given by (2.2) with z = v.
Following Olver [15, Chap. 6, sec. 11] these are called progressive paths. For (i)
we will call this an R2 path.
Next we introduce functions that appear in the asymptotic expansions and their
error bounds. In these the use of a circumflex (ˆ) is in accord with the notation of
this paper, and is used to distinguish certain functions and paths that are defined in
terms of z rather than ξ.
Let
(2.5) Φ(z) =
4f(z)f ′′(z)− 5f ′2(z)
16f3(z)
+
g(z)
f(z)
.
Then we define the set of coefficients
(2.6) Fˆ1(z) =
1
2Φ(z), Fˆ2(z) = − 14f−1/2(z)Φ′(z),
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and
(2.7) Fˆs+1(z) = − 12f−1/2(z)Fˆ ′s(z)− 12
s−1∑
j=1
Fˆj(z)Fˆs−j(z) (s = 2, 3, 4 · · ·) .
The odd coefficients appearing in the following asymptotic expansions are given by
(2.8) Eˆ2s+1(z) =
∫
Fˆ2s+1(z)f
1/2(z)dz (s = 0, 1, 2, · · ·) ,
where the integration constants must be chosen so that each (z − z0)1/2 Eˆ2s+1(z) is
meromorphic at the turning point. As shown in [9], the even ones can be determined
without any integration, via the formal expansion
(2.9)
∞∑
s=1
Eˆ2s(z)
u2s
∼ −1
2
ln
{
1 +
∞∑
s=0
Fˆ2s+1(z)
u2s+2
}
+
∞∑
s=1
α2s
u2s
,
where each α2s is arbitrarily chosen. These too are meromorphic at the turning point.
Next define two sequences {as}∞s=1 and {a˜s}∞s=1 by a1 = a2 = 572 , a˜1 = a˜2 = − 772 ,
with subsequent terms as and a˜s (s = 2, 3, · · · ) satisfying the same recursion formula
(2.10) bs+1 =
1
2
(s+ 1) bs +
1
2
s−1∑
j=1
bjbs−j .
Then let
(2.11) Es(z) = Eˆs(z) + (−1)s ass−1ξ−s,
and
(2.12) E˜s(z) = Eˆs(z) + (−1)sa˜ss−1ξ−s.
LetW (ζ) = Aij(ζ) := Ai
(
ζe−2piij/3
)
(j = 0,±1) be three numerically satisfactory
solutions of the Airy equationW ′′ = ζW . For large |ζ| these are characterized as being
recessive for ζ ∈ Sj and dominant elsewhere. In particular as u2/3ζ →∞
(2.13) Ai
(
u2/3ζ
)
∼ e
−uξ
2pi1/2u1/6ζ1/4
(∣∣∣arg(u2/3ζ)∣∣∣ ≤ pi − δ) .
Now from [9] we have three fundamental solutions of the homogeneous equation
(2.14) d2w/dz2 =
{
u2f(z) + g(z)
}
w,
given by
(2.15) wm,j(u, z) = Aij
(
u2/3ζ
)
A2m+2(u, z) + Ai′j
(
u2/3ζ
)
B2m+2(u, z) (j = 0,±1).
For z not too close to the turning point the coefficient functions are computable
via the asymptotic expansions
(2.16) A2m+2(u, z) =
{
ζ
f(z)
}1/4
exp
{
m∑
s=1
E˜2s(z)
u2s
}
cosh
{
m∑
s=0
E˜2s+1(z)
u2s+1
}
+
1
2
{
ζ
f(z)
}1/4
ε˜2m+2(u, z),
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and
(2.17) B2m+2(u, z) = 1
u1/3 {ζf(z)}1/4
exp
{
m∑
s=1
E2s(z)
u2s
}
sinh
{
m∑
s=0
E2s+1(z)
u2s+1
}
+
ε2m+2(u, z)
2u1/3 {ζf(z)}1/4
.
Here bounds for the error terms ε˜2m+2(u, z) and ε2m+2(u, z) are furnished in [10],
and they are O(u−2m−2) as u → ∞ uniformly for z ∈ Zj(u) ∩ Zk(u) and bounded
away from the turning point. Note that for large u the solution wm,j(u, z) is recessive
(exponentially small) in Zj(u) and dominant outside this region.
Near and at the turning point one can use the above expansions and Cauchy’s
integral formula to compute these functions. Specifically we have
(2.18) A2m+2(u, z) = 1
2pii
∮
|t−z0|=r0
exp
{
m∑
s=1
E˜2s(t)
u2s
}
× cosh
{
m∑
s=0
E˜2s+1(t)
u2s+1
}{
ζ(t)
f(t)
}1/4
dt
t− z +
1
2
κ˜2m+2(u, z),
and
(2.19) B2m+2(u, z) = 1
2piiu1/3
∮
|t−z0|=r0
exp
{
m∑
s=1
E2s(t)
u2s
}
× sinh
{
m∑
s=0
E2s+1(t)
u2s+1
}
dt
{f(t)ζ(t)}1/4 (t− z)
+
κ2m+2(u, z)
2u1/3
,
for some some suitably chosen r0 > 0. Again full details and error bounds are given
by [10].
We finally note from the connection formula [7, Eq. 9.2.12]
(2.20) Ai(z) + e−2pii/3Ai1(z) + e
2pii/3Ai−1(z) = 0,
and so from (2.15) that
(2.21) wm,0(u, z) + e
−2pii/3wm,1(u, z) + e
2pii/3wm,−1(u, z) = 0.
3. Particular solutions bounded away from turning point. We shall con-
sider the domains Zj(u) and Zk(u) (j 6= k) in pairs, and we define the three domains
(3.1) Z(j,k)(u) := Zj(u) ∩ Zk(u) (j, k = 0,±1, j < k).
We shall derive asymptotic expansions for three fundamental particular solutions of
(1.1), w(j,k)(u, z) (j, k = 0,±1, j < k), which are slowly varying functions of u in
Z(j,k)(u).
We assume that both reference points z(j) and z(k) lie in Z(j,k)(u). We take
the branch of ξ(z) so that is continuous in this set, and hence the unbounded values
ℜ(uξ(j)) and ℜ(uξ(k)) are of opposite signs. This means for each z ∈ Z(j,k)(u) there
exists at least one progressive path in this domain, Lˆ(j,k)(z) say, connecting these two
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reference points and which contains z. Such a path depends on the argument of u
too, but for ease of notation we suppress this dependence.
Let Ξ(j,k)(u) and L(j,k)(ξ) be the sets of points in the ξ plane corresponding to
Z(j,k)(u) and Lˆ(j,k)(z), respectively. Label the suffices so that ℜ(uξ(j)) = −∞ and
ℜ(uξ(k)) = +∞, and denote
(3.2) ψ(ξ) = Φ(z(ξ)).
Then, in terms of the variable ξ, the following result comes from [8, Thm. 4.1].
Theorem 3.1. Let ξ ∈ Ξ(j,k)(u) \ {0}, and u be sufficiently large so that u >
1
2
∫
L(j,k)(ξ)
|ψ(t)dt|. Then there exists a unique particular solution of (1.1) of the form
(3.3) G(j,k)(u, ξ) =
1
f1/4(z)
[
1
u2
n−1∑
s=0
Gs(ξ)
u2s
+ ε(j,k)n (u, ξ)
]
,
where
(3.4) G0(ξ) = −f−3/4(z)p(z),
(3.5) Gs+1(ξ) = G
′′
s (ξ)− ψ(ξ)Gs(ξ) (s = 0, 1, 2, · · · ),
and
(3.6)
∣∣∣ε(j,k)n (u, ξ)∣∣∣ ≤ 1|u|2n+2
{
|Gn(ξ)| + 1
2
∫
L(j,k)(ξ)
|G′n(t)dt|
}
+
L
(j,k)
n (ξ)
2|u|2n+3
{
1− 1
2|u|
∫
L(j,k)(ξ)
|ψ(t)dt|
}−1 ∫
L(j,k)(ξ)
|ψ(t)dt| ,
in which
(3.7) L(j,k)n (ξ) = sup
t∈L(j,k)(ξ)
|Gn(t)|+ 1
2
∫
L(j,k)(ξ)
|G′n(t)dt| .
In the bounds the integrals and supremum are assumed to exist.
Remark 1. The integrals certainly diverge at the turning point ξ = 0. Therefore
these expansions (and subsequent ones in this section) should not be used near the
turning point, nor indeed near the boundaries of Ξ(j,k)(u). Instead the expansions of
section 5 will be applicable, in conjunction with connection formulas that are provided
therein.
We also mention that in order to obtain sharp bounds for large ξ the paths of
integration, here and throughout, should be chosen whenever possible so that t−1 =
O(ξ−1) for t lying on the path in question.
We shall convert this theorem to the variable z, but before doing so we present
some extensions. Firstly, we give bounds on the derivative of the error term.
Theorem 3.2. Under the conditions of Theorem 3.1
(3.8)
∣∣∣∣∣∂ε
(j,k)
n (u, ξ)
∂ξ
∣∣∣∣∣ ≤ 1|u2n+2|
[
|G′n(ξ)| +
1
2
∫
L(j,k)(ξ)
|G′′n(t)dt|
+
1
2
L(j,k)n (ξ)
{
1− 1
2 |u|
∫
L(j,k)(ξ)
|ψ(t)dt|
}−1 ∫
L(j,k)(ξ)
|ψ(t)dt|

 .
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Proof. Using variation of parameters [8, Eq. (4.12)] gives the integral equation
(3.9) ε(j,k)n (u, ξ) =
e−uξ
2u
∫ ξ
ξ(j)
eut
{
Gn(t)
u2n
− ψ(t)ε(j,k)n (u, t)
}
dt
+
euξ
2u
∫ ξ(k)
ξ
e−ut
{
Gn(t)
u2n
− ψ(t)ε(j,k)n (u, t)
}
dt.
The paths of integration in both integrals are chosen to coincide with the segments of
L(j,k)(ξ) from ξ(j) to ξ, and ξ to ξ(k), respectively. We then integrate by parts twice
the terms involving u−2ne±utGn(t) and we get
(3.10) ε(j,k)n (u, ξ) =
Gn(ξ)
u2n+2
+
e−uξ
2u
∫ ξ
ξ(j)
eut
{
G′′n(t)
u2n+2
− ψ(t)ε(j,k)n (u, t)
}
dt
+
euξ
2u
∫ ξ(k)
ξ
e−ut
{
G′′n(t)
u2n+2
− ψ(t)ε(j,k)n (u, t)
}
dt.
Hence on differentiation
(3.11)
∂ε
(j,k)
n (u, ξ)
∂ξ
=
G′n(ξ)
u2n+2
− e
−uξ
2
∫ ξ
ξ(j)
eut
{
G′′n(t)
u2n+2
− ψ(t)ε(j,k)n (u, t)
}
dt
+
euξ
2
∫ ξ(k)
ξ
e−ut
{
G′′n(t)
u2n+2
− ψ(t)ε(j,k)n (u, t)
}
dt.
Thus by the monotonicity properties of the paths of integration we deduce that
(3.12)
∣∣∣∣∣∂ε
(j,k)
n (u, ξ)
∂ξ
∣∣∣∣∣ ≤
∣∣∣∣G′n(ξ)u2n+2
∣∣∣∣
+
1
2|u|2n+2
∫
L(j,k)(ξ)
|G′′n(t)dt|+
1
2
∫
L(j,k(ξ)
∣∣∣ψ(t)ε(j,k)n (u, t)dt.∣∣∣
Now under the assumption that |u| is sufficiently large so that ∫
L(j,k)(ξ)
|ψ(t)dt| < 2|u|
we have from [8, Eqs. (4.18) and (4.21)]
(3.13)
∫
L(j,k)(ξ)
∣∣∣ψ(t)ε(j,k)n (u, t)dt∣∣∣
≤ L
(j,k)
n (ξ)
|u|2n+2
{
1− 1
2|u|
∫
L(j,k)(ξ)
| ψ(t)dt|
}−1 ∫
L(j,k)(ξ)
| ψ(t)dt| ,
and the result follows.
Remark 2. The proof of the bound (3.13) uses the supremum of |ε(j,k)n (u, t)| for
t ∈ L(j,k)(ξ) (see [8, Eq. (4.17)]). The existence of this supremum can be established
from a suitably modified version of (3.9) and [15, Chap. 6, Thm. 10.1].
In the event the integrals involving the coefficients in the above error bounds
diverge at one or both of the endpoints, for example if they are of exponential type c,
the asymptotic expansions are still typically valid. As a simple example consider the
equation
(3.14) d2w/dξ2 − u2w = eξ.
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The homogeneous solution has solutions e±uξ, and then by variation of parameters, or
the method of undetermined coefficients, we obtain the slowly varying (in u) particular
solution
(3.15) w(ξ) = − e
ξ
u2 − 1 = −
1
u2
∞∑
s=0
eξ
u2s
(|u| > 1),
in accord with the asymptotic expansion given by Theorem 3.1.
To accommodate these situations it is often possible to modify Theorem 3.1 and
Theorem 3.2. For example, the former can be generalised in the following way. Firstly,
for fixed real c let L(j,k)c (ξ) be an R2 path containing a point ξ ∈ Ξ \ {0} and as t
passes along the path from ξ(j) to ξ(k), the real parts of both (u + c)t and (u − c)t
vary continuously and are monotonic. We denote Ξ
(j,k)
c (u) to be the set of all such
paths.
Before presenting our modified solutions, we note in passing the following.
Proposition 3.3. We have Ξ
(j,k)
c (u) ⊂ Ξ(j,k)(u).
Proof. Let ξ ∈ Ξ(j,k)c (u) and t1 and t2 be any two points on L(j,k)c (ξ) satisfying
ℜ{(u± c)t1} ≤ ℜ{(u± c)t2}. Thus
(3.16) ℜ(ut1)−ℜ(ut2) ≤ ±cℜ(t2 − t1).
Since the RHS must have one of its values as negative or zero we deduce that ℜ(ut1) ≤
ℜ(ut2). Hence L(j,k)c (ξ) satisfies the monotonicity condition of L(j,k)(ξ), and therefore
ξ ∈ Ξ(j,k)(u).
Theorem 3.4. For fixed c ∈ R let ξ ∈ Ξ(j,k)c (u)\{0}, and for t ∈ L(j,k)c (ξ) suppose
e−ctGn(t) = O(1) and {e−ctGn(t)}′ = O(t−σ) where σ > 1. Then for
(3.17) max{|c|, 12
∫
L
(j,k)
c (ξ)
|ψ(t)dt|} < |u| <∞,
there exists a unique particular solution of (1.1) of the form (3.3), where
(3.18)∣∣∣ε(j,k)n (u, ξ)∣∣∣ ≤ 1|u|2n+2
{∣∣∣∣u2Gn(ξ)u2 − c2
∣∣∣∣+
∣∣uecξ∣∣
2(|u| − |c|)
∫
L
(j,k)
c (ξ)
∣∣∣{e−ctGn(t)}′ dt∣∣∣
}
+
∣∣ecξ∣∣L(j,k)c,n (u, ξ)
2|u|2n+3
{
1− 1
2|u|
∫
L
(j,k)
c (ξ)
|ψ(t)dt|
}−1 ∫
L
(j,k)
c (ξ)
|ψ(t)dt| ,
with
(3.19) L(j,k)c,n (u, ξ) =
∣∣∣∣ u2u2 − c2
∣∣∣∣ sup
t∈L
(j,k)
c (ξ)
∣∣e−ctGn(t)∣∣
+
|u|
2(|u| − |c|)
∫
L
(j,k)
c (ξ)
∣∣∣{e−ctGn(t)}′ dt∣∣∣.
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Proof. In (3.9) we choose paths of integration in both integrals to lie on L(j,k)c (ξ).
Let
(3.20) ε(j,k)n (u, ξ) = e
cξε(j,k)c,n (u, ξ).
Consequently from (3.9) we obtain
(3.21) ε(j,k)c,n (u, ξ) =
e−(u+c)ξ
2u
∫ ξ
ξ(j)
e(u+c)t
{
e−ctGn(t)
u2n
− ψ(t)ε(j,k)c,n (u, t)
}
dt
+
e(u−c)ξ
2u
∫ ξ(k)
ξ
e−(u−c)t
{
e−ctGn(t)
u2n
− ψ(t)ε(j,k)c,n (u, t)
}
dt.
Next integration by parts the terms involving e−ctGn(t) gives
(3.22) ε(j,k)c,n (u, ξ) =
e−cξGn(ξ)
u2n (u2 − c2)
− e
−(u+c)ξ
2u
∫ ξ
ξ(j)
e(u+c)t
{
{e−ctGn(t)}′
u2n(u+ c)
+ ψ(t)ε(j,k)c,n (u, t)
}
dt
+
e(u−c)ξ
2u
∫ ξ(k)
ξ
e−(u−c)t
{
{e−ctGn(t)}′
u2n(u − c) − ψ(t)ε
(j,k)
c,n (u, t)
}
dt,
and hence from the monotonicity condition on the paths of integration we see that
(3.23)∣∣∣ε(j,k)c,n (u, ξ)∣∣∣ ≤
∣∣∣∣ e−cξGn(ξ)u2n (u2 − c2)
∣∣∣∣+ 12|u|2n+1(|u| − |c|)
∫
L
(j,k)
c (ξ)
∣∣∣{e−ctGn(t)}′ dt∣∣∣
+
1
2|u|
∫
L
(j,k)
c (ξ)
∣∣∣ψ(t)ε(j,k)c,n (u, t)dt∣∣∣ .
Then following a similar step to [8, Eqs. (4.18) and (4.21)], and using (3.19), yields
the bound
(3.24)
∫
L
(j,k)
c (ξ)
∣∣∣ψ(t)ε(j,k)c,n (u, t)dt∣∣∣
≤ L
(j,k)
c,n (u, ξ)
|u|2n+2
{
1− 1
2|u|
∫
L
(j,k)
c (ξ)
|ψ(t)dt|
}−1 ∫
L
(j,k)
c (ξ)
|ψ(t)dt| ,
where L
(j,k)
c,n (u, ξ) is given by (3.19). On combining (3.20), (3.23) and (3.24) we arrive
at (3.18).
Similarly if Gn(ξ) = O (ξσ) and G′n(ξ) = O
(
ξσ−1
)
(σ ≥ 0) as ξ → ξ(j) and
ξ → ξ(k), one can prove that
(3.25)
∣∣∣ε(j,k)n (u, ξ)∣∣∣ ≤ 1|u|2n+2
{
|Gn(ξ)|+
∣∣ξσ+1∣∣
2
∫
L˘
(j,k)
σ (ξ)
∣∣t−σ−1G′n(t)dt∣∣
}
+
∣∣ξσ+1∣∣ L˘(j,k)σ,n (u, ξ)
2|u|2n+3
{
1− 1
2|u|
∫
L˘
(j,k)
σ (ξ)
|ψ(t)dt|
}−1 ∫
L˘
(j,k)
σ (ξ)
|ψ(t)dt| ,
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where
(3.26) L˘(j,k)σ,n (ξ) = sup
t∈L˘
(j,k)
σ (ξ)
∣∣t−σ−1Gn(t)∣∣+ 1
2
∫
L˘
(j,k)
σ (ξ)
∣∣t−σ−1G′n(t)dt∣∣.
This time the path must meet the modified monotonicity condition: (ii)′ as t passes
along L˘(j,k)σ (ξ) from ξ(j) to ξ(k), the real parts of both ut+(σ+1) ln(t) and ut− (σ+
1) ln(t) are monotonic.
In terms of z we write w(j,k)(u, z) = G(j,k)(u, ξ(z)) and can express Theorem 3.1
in the following form.
Theorem 3.5. Under the conditions of Theorem 3.1 and for z ∈ Z(j,k)(u) \ {z0}
there exists a unique particular solution of (1.1) of the form
(3.27) w(j,k)(u, z) =
1
u2
n−1∑
s=0
Gˆs(z)
u2s
+ εˆ(j,k)n (u, z),
where
(3.28) Gˆ0(z) = −p(z)/f(z),
(3.29) Gˆs+1(z) =
Gˆ′′s (z)− g(z)Gˆs(z)
f(z)
(s = 0, 1, 2, · · · ),
(3.30)
∣∣∣εˆ(j,k)n (u, z)∣∣∣ ≤ 1|u|2n+2
{∣∣∣Gˆn(z)∣∣∣+ 1
2|f(z)|1/4
∫
Lˆ(j,k)(z)
∣∣∣∣{f1/4(t)Gˆn(t)}′ dt
∣∣∣∣
}
+
Lˆ
(j,k)
n (z)
2|u|2n+3|f(z)|1/4
{
1− 1
2|u|
∫
Lˆ(j,k)(z)
∣∣∣f1/2(t)Φ(t)dt∣∣∣
}−1 ∫
Lˆ(j,k)(z)
∣∣∣f1/2(t)Φ(t)dt∣∣∣,
in which
(3.31) Lˆ(j,k)n (z) = sup
t∈Lˆ(j,k)(z)
∣∣∣f1/4(t)Gˆn(t)∣∣∣+ 1
2
∫
Lˆ(j,k)(z)
∣∣∣∣{f1/4(t)Gˆn(t)}′ dt
∣∣∣∣ .
We end this section by observing that the expansion (3.27) can be differentiated
to give an approximation for the derivatives of the solutions. To do so, we have from
(2.2) and (3.3) that dξ/dz = f1/2(z) and
(3.32) εˆ(j,k)n (u, z) = f
−1/4(z)ε(j,k)n (u, ξ).
Thus from differentiating (3.27) we obtain
(3.33)
∂w(j,k)(u, z)
∂z
=
1
u2
n−1∑
s=0
Gˆ′s(z)
u2s
− f
′(z)ε
(j,k)
n (u, ξ)
4f5/4(z)
+ f1/4(z)
∂ε
(j,k)
n (u, ξ)
∂ξ
and in this bounds on the error terms are supplied by Theorem 3.1 and Theorem 3.2.
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4. Scorer functions. The Scorer function Hi(z) plays an important role in our
subsequent expansions, and is defined by
(4.1) Hi(z) =
1
pi
∫ ∞
0
exp
(− 13 t3 + zt) dt.
It is also the uniquely defined particular solution of the inhomogeneous Airy equation
(4.2)
d2w
dz2
− zw = 1
pi
,
having the behaviour
(4.3) Hi(z) ∼ − 1
piz
(
z →∞, |arg(−z)| ≤ 23pi − δ
)
,
for arbitrary small positive δ. Its uniqueness is by virtue of all other particular
solutions being exponentially large in part, or whole, of the specified sector. This is
easily seen by noting that for arbitrary constants c±1
(4.4) w(z) = Hi(z) + c−1Ai−1(z) + c1Ai1(z),
is the general solution of (4.2). Recalling that Ai±1(z) is exponentially small in S±1
(as defined by (2.3) with ζ = z) and exponentially large in S∓1, we see that the
function (4.4) can only be bounded in S−1 ∪ S1 if c−1 = c1 = 0.
From variation of parameters on (4.2) we find the Scorer function also has the
useful contour integral representation
(4.5) Hi(z) = 2i
{
Ai−1(z)
∫ z
∞ exp(2pii/3)
Ai1(t)dt −Ai1 (z)
∫ z
∞ exp(−2pii/3)
Ai−1(t)dt
}
.
In deriving this we used (2.13), (4.3) and the Wronskian [7, Eq. 9.2.9]
(4.6) W {Ai1(z),Ai−1(z)} = 1
2pii
.
We also record here an accompanying Wronskian [7, Eq. 9.2.8] which we shall use
later, viz.
(4.7) W {Ai(z),Ai±1(z)} = e
±pii/6
2pi
.
The extension of (4.3) (and for the derivative of the function) to an asymptotic
expansion is well-known [7, Sect. 9.12(viii)]. Here we give simple error bounds, which
somewhat surprisingly appear to be new. In this we use the superscript (−1, 1) on
the error terms because Hi(z) is bounded for z ∈ S−1 ∪ S1. See also (4.34) - (4.36)
below.
Theorem 4.1. Let θ = arg(−z) and δ be an arbitrary small positive number.
Then for integer n ≥ 0
(4.8) Hi(z) = − 1
piz
n∑
k=0
(3k)!
k!(3z3)k
+
1
pi
ε
(−1,1)
2n+4 (z),
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where
(4.9)
∣∣∣ε(−1,1)2n+4 (z)∣∣∣ ≤ (3n+ 3)!3n+1(n+ 1)!|z|3n+4 (|θ| ≤ 16pi) ,
and
(4.10)
∣∣∣ε(−1,1)2n+4 (z)∣∣∣ ≤ (3n+ 3)!
3n+1(n+ 1)!
{|z| cos (|θ| − 16pi)}3n+4
(
1
6pi < |θ| ≤ 23pi − δ
)
.
Likewise
(4.11) Hi′(z) =
1
piz2
n∑
k=0
(3k + 1)!
k!(3z3)k
+
1
pi
ε˜
(1,−1)
2n+5 (z),
where
(4.12)
∣∣∣ε˜(−1,1)2n+5 (z)∣∣∣ ≤ (3n+ 4)!3n+1(n+ 1)!|z|3n+5 (|θ| ≤ 16pi) ,
and
(4.13)
∣∣∣ε˜(−1,1)2n+5 (z)∣∣∣ ≤ (3n+ 4)!
3n+1(n+ 1)!
{|z| cos (|θ| − 16pi)}3n+5
(
1
6pi < |θ| ≤ 23pi − δ
)
.
Proof. We use the Maclaurin polynomial with remainder term [7, Sect. 1.4(vi)]
(4.14) exp
(− 13 t3) =
n∑
k=0
(−1)k t
3k
3kk!
+R3n+3(t),
where
(4.15) R3n+3(t) =
(−1)n+1
n!
∫ t3/3
0
(
1
3 t
3 − v)n e−vdv.
Although the form (4.15) for the remainder is typically associated with real argument,
it easily verified here to be valid for all complex t, and we take the path of integration
to be a straight line.
Plugging (4.14) into (4.1) we obtain, by integrating term by term, the series (4.8)
with remainder
(4.16) ε
(−1,1)
2n+4 (z) =
∫ ∞
0
R3n+3(t)e
ztdt.
Next let φ = arg(t3), and then by change of variable v → veiφ we have
(4.17)
∫ t3/3
0
(
1
3 t
3 − v)n e−vdv = eiφ ∫ t3 exp(−iφ)/3
0
(
1
3 t
3 − veiφ)n exp (−veiφ)dv
= ei(n+1)φ
∫ |t|3/3
0
(
1
3 |t|3 − v
)n
exp
(−veiφ)dv.
Now if |φ| ≤ 12pi we have | exp(−veiφ)| ≤ 1 for v real and non-negative, and hence
from (4.15) and (4.17) we deduce that
(4.18) |R3n+3(t)| ≤ 1
n!
∫ |t|3/3
0
(
1
3 |t|3 − v
)n
dv,
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which on integration yields
(4.19) |R3n+3(t)| ≤ |t|
3n+3
3n+1(n+ 1)!
(| arg(t)| ≤ 16pi) .
First assume that |θ| ≤ 16pi. Then by deforming the contour of (4.16) to the line
t exp(−iθ) where 0 ≤ t <∞, we have zt exp(−iθ) = −|z|t and hence
(4.20) ε
(−1,1)
2n+4 (z) = e
−iθ
∫ ∞
0
R3n+3
(
te−iθ
)
e−|z|tdt.
Thus from (4.16), (4.19) and (4.20) we get
(4.21)
∣∣∣ε(−1,1)2n+4 (z)∣∣∣ ≤ 13n+1(n+ 1)!
∫ ∞
0
t3n+3e−|z|tdt,
which on using
(4.22)
∫ ∞
0
tne−atdt =
n!
an+1
(n = 0, 1, 2, · · · , ℜ(a) > 0) ,
yields (4.9).
Next for 16pi < |θ| ≤ 23pi − δ deform the contour of (4.16) to the line t exp(∓ipi/6)
(for θ ≷ 0) where 0 ≤ t <∞. We then have
(4.23) ε
(−1,1)
2n+4 (z) = e
∓ipi/6
∫ ∞
0
R3n+3
(
te∓ipi/6
)
exp
{−|z|t exp (±i ∣∣θ ∓ 16pi∣∣)}dt,
and therefore from (4.19)
(4.24)
∣∣∣ε(−1,1)2n+4 (z)∣∣∣ ≤ 13n+1(n+ 1)!
∫ ∞
0
t3n+3 exp
{−|z|t cos(|θ| − 16pi)}dt,
again with t real. The bound (4.10) then follows from (4.22).
Finally on differentiating (4.1) we have
(4.25) Hi′(z) =
1
pi
∫ ∞
0
t exp
(− 13 t3 + zt) dt,
and so from inserting (4.14) we get (4.11) where
(4.26) ε˜
(−1,1)
2n+5 (z) =
∫ ∞
0
tR3n+3(t)e
ztdt.
The bounds (4.12) and (4.13) then follow from this in a similar manner to the deriva-
tion of (4.9) and (4.10).
Now Hi(z) is real-valued but exponentially large for positive z = x. The function
w(x) = −Gi(x) is a solution of (4.2) that is real-valued and bounded as x→∞, and
hence is usually preferred in this situation. It is defined by
(4.27) Gi(x) =
1
pi
∫ ∞
0
sin
(
1
3 t
3 + xt
)
dt (x ∈ R).
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Although we will not make use of this function in this paper it is useful in applica-
tions, and so we give error bounds for its asymptotic approximation for large positive
x. To do so we use, for complex z, the identity
(4.28) Gi(z) = 12e
pii/3Hi
(
ze−2pii/3
)
+ 12e
−pii/3Hi
(
ze2pii/3
)
.
Hence from (4.8)
(4.29) Gi(z) =
1
piz
n∑
k=0
(3k)!
k! (3z3)k
+
epii/3
2pi
ε
(−1,1)
2n+4
(
ze−2pii/3
)
+
e−pii/3
2pi
ε
(−1,1)
2n+4
(
ze2pii/3
)
,
and similarly for its derivative.
From this we can apply Theorem 4.1 to obtain error bounds, valid for arg(z) ≤
1
3pi − δ. We present the case for positive argument only.
Theorem 4.2. For x > 0
(4.30) Gi(x) =
1
pix
n∑
k=0
(3k)!
k! (3x3)
k
+
1
pi
ε
(Gi)
2n+4(x),
and
(4.31) Gi′(x) = − 1
pix2
n∑
k=0
(3k + 1)!
k! (3x3)
k
+
1
pi
ε˜
(Gi)
2n+5(x),
where
(4.32)
∣∣∣ε(Gi)2n+4(x)∣∣∣ ≤ (3n+ 3)!
3(5n/2)+3(n+ 1)!
(
1
2x
)3n+4 ,
and
(4.33)
∣∣∣ε˜(Gi)2n+5(x)∣∣∣ ≤ (3n+ 4)!
3(5n+7)/2(n+ 1)!
(
1
2x
)3n+5 .
We finish this section by defining three numerically satisfactory scaled Scorer
functions that will appear in our asymptotic solutions of (1.1) valid near the turning
point. These are given by
(4.34) Wi(−1,1)(z) = piHi(z),
(4.35) Wi(0,1)(z) = pie−2pii/3Hi
(
ze−2pii/3
)
,
and
(4.36) Wi(−1,0)(z) = pie2pii/3Hi
(
ze2pii/3
)
.
From [7, Eq. 9.12.14]
(4.37) Hi(z) = e±2pii/3Hi
(
ze±2pii/3
)
+ 2e∓pii/6Ai±1(z),
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we get connection formulas
(4.38) Wi(−1,1)(z) = Wi(0,1)(z) + 2pie−pii/6Ai1(z),
and
(4.39) Wi(−1,1)(z) = Wi(−1,0)(z) + 2piepii/6Ai−1(z).
From these and (2.20) we also have the relation
(4.40) Wi(0,1)(z) = Wi(−1,0)(z) + 2piiAi(z).
The significance of these three functions is that each Wi(j,k)(u2/3ζ) is a particular
solution of
(4.41) d2W/dζ2 − u2ζW = 1,
having the unique behaviour of being bounded in Tj ∪ Tk as u → ∞. This can be
seen from their definitions, (4.2), and Theorem 4.1 which yields
(4.42) Wi(j,k)(u2/3ζ) = − 1
u2/3ζ
n∑
k=0
(3k)!
k!(3u2ζ3)k
+ ε
(j,k)
2n+4(u
2/3ζ),
and
(4.43) Wi(j,k)
′
(u2/3ζ) =
1
u4/3ζ2
n∑
k=0
(3k + 1)!
k!(3u2ζ3)k
+ ε˜
(j,k)
2n+5(u
2/3ζ),
where
(4.44) ε
(j,k)
2n+4(z) = ε
(−1,1)
2n+4
(
ze−2(j+k)pii/3
)
,
and
(4.45) ε˜
(j,k)
2n+5(z) = ε˜
(−1,1)
2n+5
(
ze−2(j+k)pii/3
)
.
The error terms satisfy the bounds (4.9) and (4.10) with z = u2/3ζe−2(j+k)pii/3, and
hence for large u are O(u−2n−4) and O(u−2n−5), respectively, in Tj ∪Tk (except near
the boundary of this domain).
The (exponentially large) asymptotic behaviour of Wi(j,k)(u2/3ζ) for ζ ∈ Tl (l 6=
j, k) comes from (2.13), an appropriate choice from the connection formulas (4.38) -
(4.40), along with (4.42). Similarly for the derivatives.
5. Solutions close to turning point. In section 3 the three solutions of (1.1)
w(j,k)(u, z) were defined which involve simple expansions and error bounds (Theo-
rem 3.5), and have the uniquely-defining behaviour of being bounded in Z(j,k)(u).
Since these asymptotic expansions break down near z = z0 we now derive approxi-
mations for them that are valid in an unbounded domain that contains this turning
point, and these will involve the Scorer functions defined in the previous section.
We do this by utilising certain connections formulas, the first of which comes
from noticing the difference of any two particular solutions of (1.1) is a solution of
the corresponding homogeneous equation (2.14). Hence we can assert that
(5.1) w(−1,1)(u, z)− w(0,1)(u, z) = cm,0(u)wm,0(u, z) + cm,1(u)wm,1(u, z),
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for some constants cm,0(u) and cm,1(u), and where wm,j(u, z) (j = 0, 1) are the
homogeneous solutions given by (2.15). On letting z → z(1) we see that all functions
in (5.1) are bounded, with the exception of wm,0(u, z), which implies cm,0(u) = 0.
For later convenience we write cm,1(u) = 2pie
−pii/6γm(u) and hence can express (5.1)
in the form
(5.2) w(−1,1)(u, z) = w(0,1)(u, z) + 2pie−pii/6γm(u)wm,1(u, z).
With this definition of the connection coefficient γm(u) we can state our main
result. In this we define
(5.3) Z(G)(u) := Z(−1,1)(u) ∪ Z(0,1)(u) ∪ Z(−1,0)(u).
Note this contains all three reference point singularities z(j) (j = 0,±1) as well as a
full neighbourhood of the turning point z0.
Theorem 5.1. There exists a function Gm(u, z) which analytic in Z and bounded
in Z(G)(u), such that the three fundamental solutions given by Theorem 3.5 can be
expressed in the form
(5.4) w(j,k)(u, z) = γm(u)
{
Wi(j,k)
(
u2/3ζ
)
A2m+2(u, z)
+ Wi(j,k)
′
(
u2/3ζ
)
B2m+2(u, z)
}
+ Gm(u, z) (j, k = 0,±1, j < k).
Proof. We begin by defining Gm(u, z) by (5.4) for the values (j, k) = (−1, 1), so
that
(5.5) Gm(u, z) := w(−1,1)(u, z)
− γm(u)
{
Wi(−1,1)
(
u2/3ζ
)
A2m+2(u, z) +Wi(−1,1)
′
(
u2/3ζ
)
B2m+2(u, z)
}
.
This of course establishes the stated analyticity in Z.
Now from (4.38) and (5.5)
(5.6) w(−1,1)(u, z)− 2pie−pii/6γm(u)wm,1(u, z)
= γm(u)
{
Wi(0,1)
(
u2/3ζ
)
A2m+2(u, z) +Wi(0,1)
′
(
u2/3ζ
)
B2m+2(u, z)
}
+Gm(u, z).
Then on appealing to (5.2) we see (5.4) holds for (j, k) = (0, 1). Moreover, since (5.4)
holds for both (j, k) = (−1, 1) and (j, k) = (0, 1) it follows that Gm(u, z) is bounded in
Z(−1,1)(u) ∪ Z(0,1)(u), since all the other functions in (5.4) are bounded in Z(j,k)(u).
In particular Gm(u, z) is bounded as z → z(j) for j = 0,±1.
Finally from (4.39) and (5.5) we have
(5.7) w(−1,1)(u, z)− 2piepii/6γm(u)wm,−1(u, z)
= γm(u)
{
Wi(−1,0)
(
u2/3ζ
)
A2m+2(u, z) +Wi(−1,0)
′
(
u2/3ζ
)
B2m+2(u, z)
}
+ Gm(u, z).
Now the LHS is a solution of the inhomogeneous equation (1.1), and hence of course
so too is the RHS. But all the functions appearing on the RHS are also seen to be
bounded as z → z(j) for both j = 0 and j = −1, and hence by uniqueness it must be
equal to w(−1,0)(u, z). This establishes (5.4) for the final value (j, k) = (−1, 0), and
consequently Gm(u, z) is also bounded in Z(−1,0)(u).
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Theorem 5.2. Connection formulas are given by (5.2) along with
(5.8) w(−1,0)(u, z) = w(−1,1)(u, z)− 2piepii/6γm(u)wm,−1(u, z),
and
(5.9) w(−1,0)(u, z) = w(0,1)(u, z)− 2piiγm(u)wm,0(u, z).
Proof. From (5.4) for (j, k) = (−1, 0) and (5.7) we get (5.8). From (2.21), (5.2)
and (5.8) we get (5.9).
Remark 3. These connection formulas allow the extension of the asymptotic ap-
proximations of section 3 to regions where the solutions are exponentially large. More-
over they can be used to improve accuracy in regions where the slowly-varying expan-
sions begin to break down, as we will discuss in subsection 6.1.
5.1. Computation of γ(u) and Gm(u, z). We next address the issue of com-
putation of the approximations given by (5.4). The coefficient functions A2m+2(u, z)
and B2m+2(u, z) are computable by (2.16) - (2.19), and we shall use similar methods
to compute our new coefficient function Gm(u, z).
Before showing how to do this, consider the the connection coefficient γ(u); if isn’t
known explicitly then we can approximate it as follows. Let Γ be a simple positively
orientated loop which encloses the turning point z0 and which lies in Z
(G)(u). Then
by the Cauchy-Goursat theorem
(5.10) 0 =
∮
Γ
Gm(u, z)dz =
∑
j,k
∫
Γ(j,k)(u)
Gm(u, z)dz,
where we have broken Γ into the union of three paths, with 0 ≤ arg(u2/3ζ) ≤ 2pi/3
for Γ(0,1)(u), −2pi/3 ≤ arg(u2/3ζ) ≤ 0 for Γ(−1,0)(u), and | arg(−u2/3ζ)| ≤ pi/3 for
Γ(−1,1)(u). Note Γ(j,k)(u) ∈ Z(j,k)(u) for all three.
Next we solve (5.4) for Gm(u, z) to give three expressions for it, and plug these
into the three integrals in the sum of (5.10) for the corresponding values of (j, k). As
a result we get
(5.11) γm(u)
∑
j,k
∫
Γ(j,k)(u)
{
Wi(j,k)
(
u2/3ζ
)
A2m+2(u, z)
+Wi(j,k)
′
(
u2/3ζ
)
B2m+2(u, z)
}
dz =
∑
j,k
∫
Γ(j,k)(u)
w(j,k)(u, z)dz.
The key now is that each of the three functions Wi(j,k)(u2/3ζ) has the same
asymptotic expansion as the other two on its path Γ(j,k)(u), with the only differences
being the error terms. The same is true for each of w(j,k)(u, z), and this is the reason
why we split the integral in (5.10) as we did.
Consequently, from (2.16), (2.17), (3.27), (4.42), and (4.43), and recombining the
three paths into their parent Γ, we arrrive at our desired expansion
(5.12) u4/3γm(u) =
m∑
s=0
∮
Γ
Gˆs(z)dz
u2s
[∮
Γ
1
ζ
{
ζ
f(z)
}1/4
Jm(u, z)dz
]−1
+O
(
1
u2m+2
)
,
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where
(5.13) Jm(u, z) = − exp
{
m∑
s=1
E˜2s(z)
u2s
}
cosh
{
m∑
s=0
E˜2s+1(z)
u2s+1
}
m∑
k=0
(3k)!
k! (3u2ζ3)k
+
1
uζ3/2
exp
{
m∑
s=1
E2s(z)
u2s
}
sinh
{
m∑
s=0
E2s+1(z)
u2s+1
}
m∑
k=0
(3k + 1)!
k! (3u2ζ3)
k
.
In (5.12) an error bound for the O term can be constructed using those associ-
ated with the referenced expansions used in its construction. This involves taking
the supremum of these bounds over the paths Γ(j,k)(u). Although the derivation is
straightforward the result is somewhat unwieldy, so we omit details.
The integrals involving Gˆs(z) in (5.12) can be readily computed via the trape-
zoidal rule or other numerical methods for contour integrals. The same is true for
the one involving Jm(u, z). However for the former it is simpler than that, since each
Gˆs(z) generally has a pole at the turning point z = z0 (of order 3s+ 1 if p(z0) 6= 0).
Hence we can use the exact expression
(5.14)
∮
Γ
Gˆs(z)dz = 2piiRes
z=z0
{
Gˆs(z)
}
.
For example, from (3.28)
(5.15)
∮
Γ
Gˆ0(z)dz = −2piip(z0)
f ′(z0)
.
Next consider the computation of Gm(u, z). Of course if z is not close to the
turning point we do not need to evaluate it, since in this case the fundamental solutions
w(j,k)(u, z) can be approximated by Theorem 3.5. That being said, it does have the
following expansion which is uniformly valid for z ∈ Z(G)(u) and z bounded away
from z0
(5.16) Gm(u, z) = 1
u2
m∑
s=0
Gˆs(z)
u2s
− γm(u)Jm(u, z)
u2/3ζ
{
ζ
f(z)
}1/4
+O
(
1
u2m+4
)
.
This follows from (2.16), (2.17), (3.27), (4.42), (4.43) and (5.4).
We can then use this in the Cauchy integral formula
(5.17) Gm(u, z) = 1
2pii
∮
Γ
Gm(u, t)dt
t− z ,
where Γ is as above and z lies in its interior. As a result we arrive at our desired
expansion
(5.18) Gm(u, z) = 1
2piiu2
m∑
s=0
1
u2s
∮
Γ
Gˆs(t)dt
t− z
− γm(u)
2piiu2/3
∮
Γ
{
ζ(t)
f(t)
}1/4
Jm(u, t)dt
ζ(t)(t − z) +O
(
1
u2m+4
)
,
which can be used for z in a neighbourhood of the turning point. Again an error
bound for the O term can be constructed in a manner similar to the one obtainable
for (5.12).
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The integrals can be computed similarly to those in (5.12). In particular, as
observed above, each Gˆs(z) generally has a pole at the turning point. Therefore the
following generalisation of Cauchy’s integral formula can aid in the computation of
the loop integrals involving Gˆs(t) in (5.18).
Theorem 5.3. Let C be a positively orientated simple loop in the z plane, and
G(z) be a function that is analytic in the open region enclosed by the path and contin-
uous on its closure, except for a pole of arbitrary order p at an interior point z = z0.
Let {gj}∞j=−∞ be the Laurent coefficients of G(z) at z = z0, so that for some r0 > 0
(5.19) G(z) =
∞∑
j=−p
gj (z − z0)j (0 < |z − z0| < r0) ,
and let G∗(z) denote the regular (or analytic) part of G(z) at z = z0, given by
(5.20) G∗(z) =
∞∑
j=0
gj (z − z0)j (0 ≤ |z − z0| < r0) .
Then for all z lying inside C
(5.21)
∮
C
G(t)
t− z dt= 2piiG
∗(z).
Proof. We split the LHS of (5.21) in the form
(5.22)
∮
C
G(t)
t− z dt=I1(z) + I2(z),
where
(5.23) I1(z) =
∮
C
G(t) −G∗(t)
t− z dt,
and
(5.24) I2(z) =
∮
C
G∗(t)
t− z dt.
Now from (5.19) and (5.20)
(5.25) G(z)−G∗(z) =
p∑
j=1
g−j
(z − z0)j
,
which is analytic for 0 < |z − z0| <∞. Therefore we can deform the contour in I1(z)
to the circle |t− z0| = R > 0 which contains t = z, but where R can otherwise be
arbitrarily chosen. Thus from (5.23) and (5.25)
(5.26) I1(z) =
p∑
j=1
∮
|t−z0|=R
g−jdt
(t− z0)j (t− z)
.
Next assuming R > |z − z0| we have for each t lying on the circle |t − z0| = R
that |t− z| = |(t − z0) − (z0 − z)| ≥ ||t− z0| − |z0 − z|| = R − |z − z0| (> 0). Hence
with the triangle inequality we deduce that
(5.27) |I1(z)| ≤ 2pipM
R− |z − z0| = O
(
1
R
)
(R→∞),
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where M = max1≤j≤p |g−j|. Since I1(z) is independent of R we conclude it is identi-
cally zero, and hence from (5.22)
(5.28)
∮
C
G(t)
t− z dt = I2(z).
Finally G∗(z) is analytic at every point in the open region enclosed by C, and con-
tinuous on its closure. Hence from (5.24) and Cauchy’s integral formula we conclude
that I2(z) = 2piiG
∗(z), and hence (5.21) follows from (5.28).
It follows from Theorem 5.3 that in (5.18) we can use
(5.29)
1
2pii
∮
Γ
Gˆs(t)dt
t− z = Gˆ
∗
s(z),
where Gˆ∗s(z) is the regular (analytic) part of Gˆs(z) at the turning point. For example,
(5.30) Gˆ∗0(z) =
p (z0)
f ′ (z0) (z − z0) −
p(z)
f(z)
.
The function Jm(u, z) typically has an essential singularity at the turning point,
and Theorem 5.3 can be generalised to accommodate this. However, it is generally
difficult to compute the required regular part of Jm(u, z). Nonetheless, the contour
integrals involving this function can be directly computed to high accuracy using the
trapezoidal method since it is slowly varying and analytic on the closed contour (see
[4] for a general discussion).
6. Inhomogeneous Airy equation. We apply the foregoing approximations
to the inhomogenous Airy equation
(6.1)
d2w
dz2
− u2zw = p(z),
where u > 0. Evidently the Liouville transformation (2.2) is not necessary here, so
throughout this section z and ζ are equivalent.
Using the Wronskians (4.6) and (4.7), and the asymptotic behavior (2.13) of the
Airy function in the complex plane, we obtain by variation of parameters these exact
representations of the three fundamental solutions
(6.2) w(−1,1)(u, z) = 2piiu−2/3
{
Ai−1
(
u2/3z
)∫ z
∞ exp(2pii/3)
p(t)Ai1
(
u2/3t
)
dt
−Ai1
(
u2/3z
)∫ z
∞ exp(−2pii/3)
p(t)Ai−1
(
u2/3t
)
dt
}
,
(6.3) w(−1,0)(u, z) = 2piepii/6u−2/3
{
Ai−1
(
u2/3z
)∫ z
∞
p(t)Ai
(
u2/3t
)
dt
−Ai
(
u2/3z
)∫ z
∞ exp(−2pii/3)
p(t)Ai−1
(
u2/3t
)
dt
}
,
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and
(6.4) w(0,1)(u, z) = 2pie−pii/6u−2/3
{
Ai1
(
u2/3z
)∫ z
∞
p(t)Ai
(
u2/3t
)
dt
−Ai
(
u2/3z
)∫ z
∞ exp(2pii/3)
p(t)Ai1
(
u2/3t
)
dt
}
.
For the case p(z) equal to a constant these of course reduce to a constant multiple
of the Scorer functions (4.34) - (4.36) of argument u2/3z; see also (4.5) and (4.42).
Asymptotic approximations for various classes of forcing functions are obtainable
from Theorem 3.5 (z bounded away from the turning point at 0) and Theorem 5.1
(z in a domain containing 0). We shall consider two important cases, p(z) being a
polynomial or an exponential function.
6.1. Polynomial forcing term. Here we consider p(z) a general (non-constant)
polynomial, so that for some integer R ≥ 1
(6.5) p(z) =
R∑
r=0
prz
r (pR 6= 0).
We shall use:
Lemma 6.1. For any solution y(z) of Airy’s equation we have
(6.6)
∫
zy(z)dz = y′(z),
(6.7)
∫
z2y(z)dz = zy′(z)− y(z),
and for r = 3, 4, 5, · · ·
(6.8)
∫
zry(z)dz = Pr−2(z)y(z) +Qr−1(z)y
′(z) + cr
∫
y(z)dz.
Here
(6.9) cr =
{
(3k)!/
(
3kk!
)
(r = 3k, k = 1, 2, 3, · · · )
0 (otherwise)
,
and Pr(z) and Qr(z) are polynomials of degree r given by
(6.10) Pr(z) = −Q′r+1(z),
and
(6.11) Qr(z) =
⌊r/3⌋∑
j=0
qr−3j(r)z
r−3j (r = 3, 4, 5, · · · ),
where qr(r) = 1, and working backwards
(6.12) qj(r) = (j + 2)(j + 3)qj+3(r) (j = r − 3, r − 6, · · · , j0),
in which j0 = r − 3 ⌊r/3⌋ = r mod 3.
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Remark 4. This lemma can be used to give a general representation of the iter-
ated integration of the Airy functions, but we do not give details since they are not
applicable here. We mention that in [1] similar expressions were derived for the higher
derivatives of Airy functions in a closed form, which also involve the Airy function,
its first derivative and certain polynomials.
Proof. From [7, 9.10(iii)] we have (6.6), (6.7) and for n = 0, 1, 2, · · ·
(6.13)
∫
zn+3y(z)dz = −(n+ 2)zn+1y(z) + zn+2y′(z) + (n+ 1)(n+ 2)
∫
zny(z)dz.
The form (6.8) for polynomial Pr−2(z) and Qr−1(z) of degree r− 2 and r− 1 respec-
tively, and the value (6.9) of cr, can be inferred from by induction from (6.6), (6.7)
and (6.13).
Next on differentiating (6.8) we obtain
(6.14)
{
Pr−2(z) +Q
′
r−1(z)
}
y′(z) +
{
P ′r−2(z) + zQr−1(z) + cr − zr
}
y(z) = 0.
Setting the coefficient of y′(z) to zero gives (6.10). Plugging this into the coefficient
of y(z) and setting this to zero yields
(6.15) Q′′r−1(z)− zQr−1(z)− cr + zr = 0.
We next write
(6.16) Qr−1(z) =
r−1∑
j=0
qj(r)z
j
insert this into (6.15), and collect like powers of z. As a result we find (on suppressing
r dependence on the qj)
(6.17) (qr−1 − 1)xr + qr−1xr−1 + qr−2xr−2
+
r−3∑
j=1
(qj−1 − (j + 2)(j + 1)qj+2)xj + cr − 2q2 = 0.
On equating the coefficients of each power of z to zero, and replacing r−1 by r, yields
(6.11) and (6.12).
In (6.11) the term of smallest power is qj0(r)z
j0 , and from its definition j0 = 0, 1
or 2. Furthermore, from an inductive argument it can readily be verified from (6.12)
that
(6.18) qj(r) =
r!
(j + 1)!


⌊(r−j)/3−2⌋∏
k=0
(r − 2− 3k)


−1
,
where the product is unity if the upper limit is negative.
The first few Q polynomials are given by
(6.19) Q1(z) = z, Q2(z) = z
2, Q3(z) = z
3 + 6, Q4(z) = z
4 + 12z,
Q5(z) = z
5 + 20z2, Q6(z) = z
6 + 30z3 + 180.
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Let us now apply Theorem 3.5 to (6.5), and on identifying this equation with (1.1)
we see that f(z) = z, g(z) = 0. Hence from (2.5) we find that Φ(z) = − 516z−3. Since
p(z) is entire and Φ(z) is analytic for z 6= 0, and noting that z = ζ, the asymptotic
solution w(j,k)(u, z) given by Theorem 3.5 is valid for z ∈ Sj ∪ Sk, except near the
boundaries and near z = 0. More precisely, for arbitrary positive small δ the expansion
for w(j,k)(u, z) is uniformly valid for z lying in the domain Z
(j,k)
δ , where
(6.20) Z
(0,1)
δ =
{
z : − 13pi + δ ≤ arg(z) ≤ 23pi − δ, |z| ≥ δ
}
,
with Z
(−1,0)
δ being the conjugate of this, and Z
(−1,1)
δ is Z
(−1,0)
δ rotated positively by
2pi/3. We have then
Theorem 6.2. For z ∈ Z(j,k)δ asymptotic solutions of (4.6) with p(z) given by
(6.5) are furnished by (3.27), where
(6.21) Gˆ0(z) = − p(z)
f(z)
= −
R∑
r=0
prz
r−1,
(6.22) Gˆs+1(z) = z
−1Gˆ′′s (z) (s = 0, 1, 2, · · · ),
and with the error bound
(6.23)
∣∣∣εˆ(j,k)n (u, z)∣∣∣ ≤ 1u2n+2
{∣∣∣Gˆn(z)∣∣∣+ 1
2|z|1/4
∫
Lˆ(j,k)(z)
∣∣∣∣{t1/4Gˆn(t)}′ dt
∣∣∣∣
}
+
5Lˆ
(j,k)
n (u, z)
32u2n+3|z|1/4
{
1− 5
32u
∫
Lˆ(j,k)(z)
∣∣∣∣ dtt5/2
∣∣∣∣
}−1 ∫
Lˆ(j,k)(z)
∣∣∣∣ dtt5/2
∣∣∣∣,
where
(6.24) Lˆ(j,k)n (u, z) = sup
t∈Lˆ(j,k)(z)
∣∣∣t1/4Gˆn(t)∣∣∣+ 1
2
∫
Lˆ(j,k)(z)
∣∣∣∣{t1/4Gˆn(t)}′ dt
∣∣∣∣.
Remark 5. For the integrals involving {t1/4Gˆn(t)}′ to converge at infinity we
require that Gˆn(z) = O(z−1) as z → ∞, so that from (6.21) and (6.22) n ≥ 13R. If
fewer terms are taken the bound can be modified as in (3.25).
Recalling u > 0, in Figure 1 we illustrate several level curves in t plane given by
(6.25) ℜ(t3/2) = constant,
and on these we observe ℜ(t3/2) → −∞ as t → ∞e2pii/3 and ℜ(t3/2) → +∞ as
ℜ(t)→ +∞.
Also included is a typical path Lˆ(0,1)(z) for 0 ≤ arg(z) ≤ 2pi/3. It consists of
the union of the ray from t = ∞e2pii/3 to t = |z|e2pii/3, the negatively orientated arc
|t| = |z| from t = |z|e2pii/3 to t = z, and the horizontal line from t = z to t = iℑ(z)+∞.
This path connects z(1) to z(0), passes through z, and meets the monotonicity
requirement that ℜ(z3/2) be nondecreasing as t passes along it from z(1) to z(0).
Moreover, the inclusion of the arc segment ensures that |t| ≥ |z| for all t on the path,
and hence the bounds (6.23) and (6.24) are of the appropriate order of magnitude as
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(z)
(0)
(|z |e2π i/3)
π / 3
L
! (0,1)(z)
Fig. 1. Path Lˆ(0,1)(z) in t plane for u > 0 and 0 ≤ arg(z) ≤ 2pi/3
z →∞. We also note that the path keeps the maximum possible distance away from
the singularity at t = 0.
In Figure 2 a typical path Lˆ(0,1)(z) in t plane is shown for −pi/3 < arg(z) < 0. In
this a = {ℜ(z3/2)}2/3 > 0. The path consists of the union of the ray from t =∞e2pii/3
to t = ae2pii/3, the negatively orientated arc |t| = a from t = ae2pii/3 to t = a, the
part of the level curve ℜ(t3/2) = ℜ(z3/2) from t = a to t = z, and the horizontal line
from t = z to t = iℑ(z) +∞.
This path meets all the requirements for the error bounds to be valid, and in
particular in order not to violate the monotonicity condition we are required to include
a segment of the level curve passing through t = z. Consequently the path must pass
within a distance a of the pole at t = 0. We note that a→ 0 as z approaches the ray
arg(z) = −pi/3, which indicates that the approximation breaks down at this boundary,
as expected. Furthermore, a remains bounded as z → ∞ along a fixed level curve,
and so the bounds lose sharpness in this case too.
All of the above problems, along with similar ones when 2pi/3 < arg(z) ≤ pi,
can be avoided by using the connection formulas of Theorem 5.2. For example, if
−pi/3 ≤ arg(z) < 0 we can use (6.26). To do so we observe, from (2.15) with z = ζ,
f(z) = z and g(z) = 0, that A2m+2(u, z) = 1 and B2m+2(u, z) = 0. Thus we have
INHOMOGENEOUS ODES HAVING A TURNING POINT 25
(0)
(z)
(a)
(ae2π i/3)
L
! (0,1)(z)
Fig. 2. Path Lˆ(0,1)(z) in t plane for u > 0, −pi/3 < arg(z) < 0 and a = {ℜ(z3/2)}2/3
from (5.9)
(6.26) w(0,1)(u, z) = w(−1,0)(u, z) + 2piiγ(u)Ai
(
u2/3z
)
,
where γ(u) is independent of m (and is given explicitly by (6.28) below). In this
the asymptotic expansion for w(−1,0)(u, z) is again given by (3.27), but with the
new path Lˆ(−1,0)(z) in the error bound (6.23) extending from z(−1) = ∞e−2pii/3 to
z(0) = ℑ(z) +∞. This path can be similarly constructed to the conjugate of the one
shown in Figure 1, with all its advantages.
Apart from the sharper error bound this alternative expansion coming from (6.26)
only differs by the presence of an exponentially small term, namely the Airy function
Ai
(
u2/3z
)
. Although negligible in the Poincare´ sense, its inclusion significantly in-
creases accuracy. This is a common situation in asymptotics; see [15, Chap. 3, Sect.
6.2].
In summary, each expansion for w(j,k)(u, z) should only be used for 0 ≤ arg(z) ≤
2pi/3 ((j, k) = (0, 1)), −2pi/3 ≤ arg(z) ≤ 0 ((j, k) = (−1, 0)) and | arg(−z)| ≤ pi/3
((j, k) = (−1, 1)), with appropriate connection formulas being employed outside these
sectors. A similar argument can be made in the more general case of Theorem 3.5.
Before giving an asymptotic expansion near the turning point, we first give an
exact expression for the solutions, including the connection coefficient we used above.
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This reads as follows.
Proposition 6.3. Solutions of (4.6) with p(z) given by (6.5) are explicitly given
by
(6.27) w(j,k)(u, z) = γ(u)Wi(j,k)
(
u2/3z
)
+ G(u, z),
where
(6.28) γ(u) =
1
u4/3
⌊R/3⌋∑
s=0
(3s)!p3s
3ss!u2s
,
and
(6.29) G(u, z) =
R∑
r=0
u−2(r+2)/3prQr−1
(
u2/3z
)
.
Proof. Firstly, as noted above z = ζ, A2m+2(u, z) = 1 and B2m+2(u, z) = 0. Thus
the form (6.27) follows from Theorem 5.1. To establish (6.28) and (6.29) we use the
superposition principle
(6.30) w(j,k)(u, z) =
R∑
r=0
prw
(j,k)
r (u, z),
where w
(j,k)
r (u, z) are solutions of
(6.31)
d2wr
dz2
− u2zwr = zr.
If we replace z by u−2/3z we find that wr(u, z) = u
−2(r+2)/3yr
(
u2/3z
)
, where yr(z)
satisfies the differential equation
(6.32)
d2yr
dz2
− zyr = zr.
Thus on using (6.2) with u = 1 and p(t) = tr one particular solution of (6.31) is given
by
(6.33) w(−1,1)r (u, z) = u
−2(r+2)/3y(−1,1)r
(
u2/3z
)
,
where
(6.34) y(−1,1)r (z) = 2pii
[
Ai−1(z)
∫ z
∞ exp(2pii/3)
trAi1(t)dt
−Ai1(z)
∫ z
∞ exp(−2pii/3)
trAi−1(t)dt
]
,
with y
(0,1)
r (z) and y
(−1,0)
r (z) being similarly defined.
Next, on referring to (4.5), (4.34) and (6.8), we obtain
(6.35) y(−1,1)r (z) = Qr−1(z) + crWi
(−1,1)(z).
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Likewise one finds similar expressions for y
(0,1)
r (z) and y
(−1,0)
r (z) and hence solu-
tions of (6.31) are given by
(6.36) w(j,k)r (u, z) = u
−2(r+2)/3
[
Qr−1
(
u2/3z
)
+ crWi
(j,k)
(
u2/3z
)]
.
Now this and (4.40) implies
(6.37) w(0,1)r (u, z) = w
(−1,0)
r (u, z) + 2piicru
−2(r+2)/3Ai1
(
u2/3z
)
,
and hence from (6.30) we get (6.26) where
(6.38) γ(u) =
R∑
r=0
crpr
u2(r+2)/3
.
Then from (6.9) we arrive at (6.28), as asserted.
Finally from (6.30), (6.36) and (6.38) we have
(6.39) w(j,k)(u, z) = γ(u)Wi(j,k)
(
u2/3z
)
+
R∑
r=0
u−2(r+2)/3prQr−1
(
u2/3z
)
,
and on comparing this with (6.27) we obtain (6.29).
Asymptotic approximations useful for |z| ≤ r0 for fixed r0 > 0 are furnished by
the following.
Theorem 6.4. Solutions of (4.6) with p(z) given by (6.5) are given by (6.27) and
(6.28) where
(6.40) G(u, z) = 1
u2
m−1∑
s=0
Gˆ∗s(z)
u2s
+O
(
1
u2m+2
)
,
in which
(6.41) Gˆ∗0(z) = −
R∑
r=1
prz
r−1,
(6.42) Gˆ∗1(z) = −
R∑
r=4
(r − 1)(r − 2)przr−4 (R ≥ 4),
with subsequent terms being the analytic parts of the coefficients given by (6.22).
Remark 6. Gˆ∗s(z) = 0 for 3s ≥ R. For example, Gˆ∗2(z) = Gˆ∗3(z) = · · · = 0 for
R ≤ 6.
Proof. From (5.13) (with each Es(z) and E˜s(z) identically zero) and (5.16) we
have
(6.43) G(u, z) = 1
u2
m−1∑
s=0
Gˆs(z)
u2s
+
γ(u)
u2/3z
m−1∑
s=0
(3s)!
s! (3u2z3)s
+O
(
1
u2m+2
)
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So near turning point from (5.17) and (5.29) we get (6.40), noting that the analytic
part of the second term on the RHS of (6.43) is identically zero. The analytic part of
(6.21) gives (6.41), and from (6.22) with s = 0
(6.44) Gˆ1(z) = −
R∑
r=0
(r − 1)(r − 2)przr−4,
whose analytic part is given by (6.42).
6.2. Exponential forcing term. Now consider p(z) an exponential function,
so that
(6.45)
d2w
dz2
− u2zw = eαz,
for some fixed α ∈ C. Recalling z = ζ we have ξ = (2z/3)3/2. For points bounded
away from the turning point z = 0 our asymptotic approximation reads as follows.
Theorem 6.5. Let z 6= 0 be a point which lies on an R2 path Lˆ(j,k)α (z) connecting
z(j) with z(k) having the property that the real part of u(2t/3)3/2 + αt is monotonic
as t passes along this path from z(j) with z(k). Then, for the set of all such points z,
solutions of (6.45) are given by (3.27) where
(6.46) Gˆ0(z) = −z−1eαz,
and subsequent terms given by (6.22). The error terms are bounded by
(6.47)
∣∣∣εˆ(j,k)n (u, z)∣∣∣
≤ 1
u2n+2
{∣∣∣h(u, z)Gˆn(z)∣∣∣+ |eαz|
2|z|1/4
∫
Lˆ(j,k)(z)
∣∣∣∣{t1/4e−αth(u, t)Gˆn(t)}′ dt
∣∣∣∣
}
+
5 |eαz | Lˆ(j,k)α,n (u, z)
32u2n+3|z|1/4
{
1− 5
32u
∫
Lˆ
(j,k)
α (z)
∣∣∣∣h(u, t)t5/2 dt
∣∣∣∣
}−1 ∫
Lˆ
(j,k)
α (z)
∣∣∣∣h(u, t)t5/2 dt
∣∣∣∣ ,
where
(6.48) h(u, z) =
(
1 +
α
2uz1/2
)−1
,
and
(6.49) Lˆ(j,k)α,n (u, z) = sup
t∈Lˆ(j,k)(z)
∣∣∣t1/4e−αth(u, t)Gˆn(t)∣∣∣
+
1
2
∫
Lˆ
(j,k)
α (z)
∣∣∣∣{t1/4e−αth(u, t)Gˆn(t)}′ dt
∣∣∣∣.
In this, u must be sufficiently large so that for t ∈ Lˆ(j,k)(z) we have ∣∣αu−1t−1/2∣∣ < 2
(hence h(u, t) is finite), and also
(6.50)
5
32u
∫
Lˆ
(j,k)
α (z)
∣∣∣∣h(u, t)t5/2 dt
∣∣∣∣ < 1.
INHOMOGENEOUS ODES HAVING A TURNING POINT 29
Asymptotic expansions valid for |z| ≤ r0 (r0 > 0) are given by (6.27) where
(6.51) γ(u) = u−4/3 exp
(
1
3u
−2α3
)
,
and G(u, z) again has the expansion (6.40), where this time the analytic parts of the
first two coefficients are
(6.52) Gˆ∗0(z) =
1
z
− e
αz
z
= −α− α
2z
2
− α
3z2
6
− · · · ,
(6.53) Gˆ∗1(z) =
2
z4
+
α3
3z
− e
αz
z4
(
α2z2 − 2αz + 2) = −α4
4
− α
5z
10
− α
6z2
36
− · · · .
Proof. The forms (3.27) and (6.27) follow immediately from the previous sub-
section since f(z) and g(z) are the same. The coefficients Gˆs(z) and Gˆ
∗
s(z) in the
theorem follow in a similar manner using p(z) = eαz.
The bound for (6.47) can be derived similarly to (3.18), with eαz playing the
role of ecξ, and noting that ξ = 23z
3/2, ε
(j,k)
n (u, ξ) = z−1/4εˆ
(j,k)
n (u, z) and Gs(ξ) =
z−1/4Gˆs(z). We omit details, but remark that the step involving integration by parts
is aided by introducing the function defined by (6.48) and then using (to within an
arbitrary integration constant)
(6.54)
∫
euξ+αz
h(u, z)
dξ =
euξ+αz
u
,
in which z = (32ξ)
2/3.
It remains to prove (6.51). To this end, assume temporarily that ℜ(α) > 0 and
set z = 0 and p(t) = eαt in (6.2) and (6.4). If we deform the contours so that they lie
on the negative real axis we then get
(6.55) w(−1,1)(u, 0) = 2piiu−2/3Ai(0)
[∫ 0
−∞
eαtAi1
(
u2/3t
)
dt
−
∫ 0
−∞
eαtAi−1
(
u2/3t
)
dt
]
,
and
(6.56) w(0,1)(u, 0) = 2pie−pii/6u−2/3Ai(0)
[∫ 0
∞
eαtAi
(
u2/3t
)
dt
−
∫ 0
−∞
eαtAi1
(
u2/3t
)
dt
]
.
As a result we have
(6.57) w(−1,1)(u, 0)− w(0,1)(u, 0)
= 2piu−2/3Ai(0)
[∫ 0
−∞
eαt
{(
i+ e−pii/6
)
Ai1
(
u2/3t
)
− iAi−1
(
u2/3t
)}
dt
+e−pii/6
∫ ∞
0
eαtAi
(
u2/3t
)
dt
]
.
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Hence from (2.20)
(6.58) w(−1,1)(u, 0)− w(0,1)(u, 0) = 2pie−pii/6u−2/3Ai(0)
∫ ∞
−∞
eαtAi
(
u2/3t
)
dt.
Now from [7, Eq. 9.10.13] we find the exact expression
(6.59)
∫ ∞
−∞
eαtAi
(
u2/3t
)
dt =
1
u2/3
exp
(
α3
3u2
)
.
But from setting z = 0 in (5.2) (and noting m dependence in the present situation)
we have
(6.60) w(−1,1)(u, 0)− w(0,1)(u, 0) = 2pie−pii/6γ(u)Ai(0).
Hence from (6.58) - (6.60) we arrive at (6.51). Finally, by analytic continuation we
can relax the restriction on α.
6.3. Integrals involving the Airy function and the exponential func-
tion. Another application of our asymptotic approximations for particular solutions
of (1.1) is extracting this for the integrals that appear in their variation of parameters
representations.
Let us illustrate this first with the solution w(−1,0)(u, z) of (6.1), recalling that
we assume u > 0. Using (6.3) and its differentiated form
(6.61)
∂w(−1,0)(u, z)
∂z
= 2piepii/6
[
Ai′−1
(
u2/3z
)∫ z
∞
p(t)Ai
(
u2/3t
)
dt
−Ai′
(
u2/3z
)∫ z
∞ exp(−2pii/3)
p(t)Ai−1
(
u2/3t
)
dt
]
,
we find by solving for the integral involving Ai(u2/3t), and using (4.7), that
(6.62)
∫ z
∞
p(t)Ai
(
u2/3t
)
dt = W
{
Ai
(
u2/3z
)
, w(−1,0)(u, z)
}
= Ai
(
u2/3z
) ∂w(−1,0)(u, z)
∂z
− u2/3Ai′
(
u2/3z
)
w(−1,0)(u, z).
One similarly obtains
(6.63)
∫ z
∞
p(t)Ai
(
u2/3t
)
dt = W
{
Ai
(
u2/3z
)
, w(0,1)(u, z)
}
,
and from (4.7), (6.62), along with the connection formula
(6.64) w(−1,0)(u, z) = w(−1,1)(u, z)− 2piepii/6γ(u)Ai−1
(
u2/3z
)
,
the third representation
(6.65)
∫ z
∞
p(t)Ai
(
u2/3t
)
dt = W
{
Ai
(
u2/3z
)
, w(−1,1)(u, z)
}
− u2/3γ(u).
The method is to now substitute our new uniform asymptotic expansions into
the appropriate one of these three exact expressions, depending on which part of the
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complex plane z lies in, and likewise replace the Airy function (and its derivative) by
its asymptotic expansion if z is bounded away from the origin.
We shall do this for p(t) = eαt. Then for |z| ≥ r0 (r0 > 0) and | arg(z)| ≤ pi−δ we
use Theorem 6.5 along with (6.62), (6.63) and [7, Sect. 9.7]. Consequently, uniformly
for u→∞, we derive
(6.66)
∫ ∞
z
eαtAi
(
u2/3t
)
dt =
1
2
√
piu7/6z3/4
exp
(
αz − 2
3
uz3/2
)
×
{
1 +
48αz − 41
48uz3/2
+
4608α2z2 − 9696αz + 9241
4608u2z3
+
S(αz)
u3z9/2
+O
(
1
u4z2
)}
,
where
(6.67) S(t) = 48t3 − 185t2 + 35905
96
t− 5075225
13824
.
If we use (6.65) instead of (6.62) and (6.63), then for |z| ≥ r0 and | arg(z)| ≤ 23pi−δ
we obtain uniformly for u→∞
(6.68)
∫ ∞
−z
eαtAi
(
u2/3t
)
dt =
1
u2/3
exp
(
α3
3u2
)
+
e−αz√
piu7/6z3/4
[
sin
(
2
3
uz3/2 − 1
4
pi
){
1− 4608α
2z2 + 9696αz + 9241
4608u2z3
+O
(
1
u4z2
)}
− 1
48uz3/2
cos
(
2
3
uz3/2 − 1
4
pi
){
48αz + 41 +
S(−αz)
u2z3
+O
(
1
u4z
)}]
.
Finally for z ≤ r0 we do not expand the Airy functions, and again from Theo-
rem 6.5 we have uniformly as u→∞
(6.69)
∫ ∞
z
eαtAi
(
u2/3t
)
dt =
1
u2/3
exp
(
α3
3u2
)
×
[
Ai′
(
u2/3z
)
Wi(j,k)
(
u2/3z
)
−Ai
(
u2/3z
)
Wi(j,k)
′
(
u2/3z
)
+ δ−j,k
]
+
1
u4/3
Ai′
(
u2/3z
){m−1∑
s=0
Gˆ∗s(z)
u2s
+O
(
1
u2m
)}
− 1
u2
Ai
(
u2/3z
){m−1∑
s=0
Gˆ∗′s (z)
u2s
+O
(
1
u2m
)}
,
where δ is the Kronecker delta function, and for optimal accuracy one should take
(j, k) = (0, 1) for 0 ≤ arg(z) ≤ 2pi/3, (j, k) = (−1, 0) for −2pi/3 ≤ arg(z) ≤ 0, and
(j, k) = (−1, 1) for | arg(−z)| ≤ pi/3.
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