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INTRODUCTION
Studies of charge transfer in DNA are of impor-
tance for both biophysics (the propagation of foreign
charges along DNA is part of the mechanism of such
important biochemical processes as replication, tran-
scription, decomposition and reparation of DNA, and
movement of radicals over DNA molecules, which
play an important role in mutagenesis and cancero-
genesis processes) and nanobioelectronics, a new rap-
idly developing discipline integrating achievements in
nanoelectronics and molecular biology. The main
directions in nanobioelectronics include the develop-
ment of biosensors, DNA-based nanoelectronic cir-
cuits, biochips, nanomotors, nanotransporters, etc.
For this reason, studies of the conducting properties of
DNA molecules are of great interest [1, 2].
Mathematical simulation of charge transfer in bio-
logical systems is related to the use of discrete models,
in which charge transfer paths in macromolecules are
considered [3–6]. Such models take into account var-
ious possible particle interactions with a chain, but are
constructed on general principles. A molecular chain
is modeled by a discrete chain consisting of sites (sites
are molecules or groups of strongly bound atoms; sites
interact with each other by comparatively weak
forces). Excess charge (electron or hole) is introduced
into the chain.
The state with a hole localized on one site is not an
energetically optimum configuration. Indeed, local-
ization results in a substantial kinetic energy loss. This
loss decreases when the hole is delocalized over several
chain sites. In reality, this effect is similar to the mech-
anism of polaron formation in ionic crystals, when
delocalization over several sites contributes to a gain in
the total polaron energy. Charge propagation influ-
ences movement of sites. Conversely, site displace-
ment changes the probability of the presence of charge
on it. Charge movement is described by the
Schrödinger equation, and site oscillations, by classi-
cal equations of motion.
Simulation of a chain of sites is performed by con-
sidering two types of interactions in DNA: between
complementary bases in one plane on neighboring
strands (interaction through H-bond formation) and
between bases lying on one strand one above another
in a “stack,” stacking interaction caused by several
reasons such as dispersion London forces, hydropho-
bic effects, and overlap of aromatic ring pi orbitals
present in bases [7]. To take stacking into account (the
Peyrard–Bishop model [8]), the “total” potential of
these forces not divided into components is consid-
ered. The term describing stacking interaction in
model equations has the form similar to that of the dis-
persion term in equations for crystals.
The importance of the inclusion of dispersion
(stacking interaction) in charge transfer in a nucle-
otide chain was noted in a large number of works on
charge transfer in DNA, but, so far as we know, no
quantitative estimate of the role played by intersite
interaction in hole mobility at room temperature was
obtained.
In molecular crystals, the ξ dispersion value is usu-
ally small, ξ  1. This is not so with DNA. As distinct
from molecular crystals, a very important role is played
in DNA by stacking interaction, which determines
dispersion in a classic chain. The stacking interaction
value in DNA was found to be KD = 0.04 eV/Å
2 [9].
For intramolecular vibrations (interaction constant
with stretching and contraction H-bond deforma-
tions), K ≈ 0.06 eV/Å2 was obtained. The ratio
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between the parameter values corresponding to the
poly(G)/poly(C) duplex [10] calculated theoretically
with and without taking dispersion (stacking) into
account was µ/µ0 ≈ 2.79 (µ0 is the hole mobility in a
polyguanine chain without dispersion, and µ is the
mobility with dispersion taken into account). This is
evidence of sensitivity of the conduction properties of
DNA to the stacking interaction value.
Solvation effects play an important role in transfer
processes. Various authors give different theoretical
mobility estimates. Charge solvation decreases the rate
of transfer by 7–8 orders of magnitude compared with
“dry” DNA [11]. Solvated hole mobility at T = 0 is
very low, approximately 2 × 10–4 cm2/(V s) [12]. The
results obtained in [13] were as follows: the interaction
energy between a hole and polarized water mole-
cules~0.5 eV, a hole is “spread” over 3–5 sites, and
hole mobility does not exceed 10–2–10–3 cm2/(V s).
In [14], a higher interaction characteristic (solvation
energy) was obtained, 1.02 eV; a charge in the DNA
chain was localized on one site with a probability
higher than 0.9.
In this work, we numerically studied the influence
of solvation effects and dispersion in a classic chain on
hole mobility at a temperature close to a physiological
temperature. Model parameters were taken for a uni-
form guanine chain. The simplification made was the
assumption that parameter values did not change as
the temperature varied.
MODEL
The model was based on the Holstein Hamiltonian
for a discrete chain of sites [10, 15],
(1)
With DNA, a nucleotide pair is considered a site.
Here, νmn (m ≠ n) denotes matrix elements of electron
transfer between the mth and nth sites, νnn is the charge
energy on the nth site,  is the interaction constant
between an electron and nth site displacements 
from its equilibrium position, Φn is the charge solva-
tion energy on the nth site, M is the effective mass of
the site, K is the elastic constant, and KD is the con-
stant determining the contribution of dispersion to
chain energy.
If the Ψ wave function is selected in the form Ψ =
, where bn is the probability amplitude of
the occurrence of a charge on the nth site, and if Φn =
qn [6], where qn = |bn|
2 is the charge distribution den-
sity on the nth site and  is the effective solvation coef-
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ficient, Eq. (1) gives the total energy of the system
 in the form
(2)
We use the nearest neighbor approximation; that is,
νmn = 0 if m ≠ n ± 1. An important role is played in
DNA by nonlinear stacking interaction 
[8, 9]. At small  difference values, this inter-
action is given in the first approximation by the qua-
dratic dependence .
Equations of motion obtained from Hamiltonian
(2) and written in the dimensionless form are
(3)
(4)
Dimensionless values are related to dimensional
parameters as follows. Let us select characteristic time
τ,  = τ t, and characteristic scale of vibrations U*,
= U*un. This gives ηnm = νnm  for matrix ele-
ments, ζ =  for the solvation coefficient,
 for site vibrational frequencies, and
ξ =  for the dispersion coefficient. Mak-
ing the  coupling constant between the quantum and
classical system parts dimensionless requires that the
coefficients of unbn in (3) and |bn|
2 in (4) be equal. We
then have U* =  and χ = .
We added a term with friction γ = τ/M (  is
the friction coefficient) and random force An(t)
with the properties ,  =
. These terms simulate
the environment with the required temperature T (the
Langevin equation).
A METHOD FOR MOBILITY CALCULATIONS
The numerical integration of system (3), (4) with
given initial conditions describes the dynamics of a
charge and the trajectories of properties at given tem-
perature in a separate realization. We calculate the
mobility of a hole in a chain using the method
described in [16], that is, calculate a set of realizations
(numerically integrate the system with different initial
data corresponding to distributions of displacements
and velocities of classical chain sites at given tempera-
ture T; the charge at the initial time is considered
Ψ ΨHˆ
−
Ψ Ψ = ν + +
− ς
+ + χ +
∑ ∑ ∑
∑ ∑ ∑
ɺɶ ɶ
ɶ ɶ ɶ
ɶ ɶ
2 2
,
2
21
ˆ *
2 2
( )
* *( ) .
2 2
i i
mn m n
m n i i
D i i
n n n n n
i n n
Mu Ku
H b b
K u u
u b b b b
−
Ξ −ɶ ɶ 1( )n nu u
−
−ɶ ɶ 1( )n nu u
− −
Ξ − = −ɶ ɶ ɶ ɶD/
2
1 1( ) ( 2)( )n n n nu u K u u
− − + +
= η + η + η
+ χ + ς
ɺ
| |
, 1 1 , , 1 1
2
,
n n n n n n n n n n
n n n n
ib b b b
u b b b
+ −
= − ω + ξ + ξ +
− χ − γ +
ɺɺ
ɺ| |
2
1 1
2
( 2 ) ( )
( ).
n n n n
n n n
u u u u
b u A t
ɶt
ɶ
nu τ ℏ/
ζɶ τ ℏ/
ω = τ
/
/
2 1 2
( )K M
τ
/
D/
2 1 2
( )K M
χɶ
τℏ
/
/
1 2
( )M χ τɶ ℏ
/
/
3 1 2
( )M
γɶ γɶ
=( ) 0nA t ( ) ( ')n kA t A t
γτ δ δ −ɶ
3
B ( /
2 2*2 ) ( ')knk T M U t t
localized in the center of a chain on site number 0,
b0(t = 0) = 1. Next, we find the mean square displace-
ment averaged over realizations,
and use it to approximate diffusion coefficient D,
〈X2(t)〉 = 2Dt, and charge mobility µ = eD/kBT at tem-
perature T (e is the charge of the electron).
We considered uniform synthetic polyguanine frag-
ments. Model parameters corresponded to the gua-
nine chain [17–20]: τ = 10–14 s, M = 10–21 g, η = 1.276
(ν = 0.084 eV), ω = 0.01 (picosecond site vibrational
frequency  = 1012 s–1 corresponded to rigidity K ~
0.062 eV/Å2), χ = 0.02 (  = 0.13 eV/Å), and γ = 0.006
(  = 6 × 1011 s–1). The initial data for classical sites
corresponded to equilibrium distribution at given tem-
perature. The charge at the initial time was localized
on one site in the center of the chain.
Calculations were performed for four variants.
First, for a chain without taking solvation into
account, a model of dry DNA without solvation
effects:
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(1a) A model without dispersion in a chain of sites
and without solvation (ξ = 0 and ζ = 0).
(1b) A model with dispersion interactions (ξ =
6.4 × 10–5 (KD = 0.04 eV/Å
2), ζ = 0).
Secondly, for a chain with solvation simulating
DNA in solution:
(2a) A model with solvation but without dispersion
(ξ = 0, ζ = –15.5 ( = –1.04 eV)).
(2b) A model with dispersion and solvation (ξ =
6.4 × 10–5 and ζ = –15.5).
Calculations were performed over the temperature
range 20–400 K, in steps of 50 K from 100 to 400 K
and in steps of 20 K at low temperatures, from 20 to
100 K. The mean was calculated for 500 realizations.
RESULTS OF MOBILITY CALCULATIONS
The table contains calculated mobilities for all the
variants at a “biologically significant” temperature
(300 K).
Mobility calculations up to 400 K showed that,
although mobility values obtained using various calcu-
lation variants can be substantially different (see vari-
ants 1b and 2a, mobility values differ by two orders of
magnitude), the temperature dependences of mobility
at lower temperatures are similar in all cases (Fig. 1);
that is, the temperature dependence of mobility is
close to the (µ/µ0) = (T/T0)
–2.2 dependence [21].
The dynamics of transfer is strongly different for
systems with and without solvation. In a chain without
solvation (1a and 1b), charge fairly quickly spreads
from the initial state (1 on one site in the center of the
chain and 0 on all the other sites). When solvation is
taken into account (2a and 2b), charge is always local-
ζɶ
Mobility µ, cm2(V s), at T0 = 300 K
ξ ζ µ ξ ζ µ
1a 1b
0 0 2.87 6.4 × 10–5 0 12.6
2a 2b
0 −15.5 0.052 6.4 × 10–5 −15.5 0.25
100
1.20.80.40
T/T0
300
500
µ/µ0
ξ = 0, ζ = 0
ξ = 6.4 × 10−5, ζ = 0
ξ = 0, ζ = 15.5
ξ = 6.4 × 10−5, ζ = 15.5
Fig. 1. Temperature dependence of relative mobility; T0 = 300 K, µ0 = µ(T0) (µ0 values are given in the table).
ized on the initial site with high probability (~0.98 at
ξ = 0 and ~0.97 at ξ = 6.4 × 10–5); that is, only very
small waves scatter. Probability distributions over
sites for cases 1b and 2a at various time moments,
when the probability at chain ends is almost zero
(and does not influence charge mobility estimates), is
shown in Fig. 2.
RESULTS AND DISCUSSION
Mobility estimates for a chain with solvation give
larger values than earlier analytical estimates [11–
13]. They are closest to the value obtained by Con-
well and Basko [13], the upper mobility estimate is
µ < 0.01 cm2/(V s). The value calculated for case 2a is
µ = 0.052 cm2/(V s). However, note that mobility was
estimated in [13] using the solvation coefficient two
times smaller than we used in our calculations; it can
be suggested that, at lower solvation characteristics,
charge is localized more weakly, and mobility can be
higher than that obtained in calculations.
Theoretical estimates [10, 22] of mobility varia-
tions in chains when dispersion changes (without tak-
ing temperature into account and in the continual
approximation) giveµ (ξ = 6.4 × 10–5)/µ (ξ = 0) ≈ 2.8
for DNA parameters. According to direct simulation
results (see table and Fig. 1), at any temperature
between 20 and 400 K, µ (ξ = 6.4 × 10–5)/µ (ξ = 0) ≈
4.4 in a chain without solvation (the first case) and µ
(ξ = 6.4 × 10–5)/µ (ξ = 0) ≈ 4.8 (the second case).
These values are fairly close to theoretical estimates.
In the variants under consideration, the ratios between
mobilities are almost equal at various temperatures
over the temperature range studied (see Fig. 1).
The contribution to calculations of the mean square
displacement  and, accordingly,
diffusion coefficient and mobility is determined by the
probabilities of waves |bn(t)|
2 running from the initial
site in the center of a chain with n0 = 0 and site num-
bers n. The shapes of plots shown in Fig. 1 leads us to
suggest that the rate of spreading of delocalized prob-
ability distribution fraction (which is about 1 in a chain
without solvation and about 0.02 in a chain with solva-
tion, when the main probability fraction is localized
on one site, see Fig. 2) mainly depends on tempera-
ture. The absence or presence of dispersion and solva-
tion in a chain weakly influence the temperature
dependence of relative mobility µ/µ0 (T/T0).
Note that, for chains with other parameters (site fre-
quencies ω, matrix elements η, and coupling constants
between the quantum and classical subsystems χ), the
power dependence can be different; for instance, for
ω2 = 0.1, η = 0.5, χ = 0.632, and friction coefficient
γ = 0.01, we have µ/µ0 ≈ (T/T0)
–1.8 [23].
Calculations were performed using the simplest
assumption that model coefficients at all the tempera-
tures were equal. Parameters are, of course, tempera-
ture-dependent. For instance, the interaction con-
stant with stretching and contraction H-bond defor-
mations K strongly depends on temperature; at ~80°C
(~350 K), melting of DNA occurs; H-bonds of com-
plementary pairs then dissociate, and DNA strands
untwist; that is, K → 0 at T ~ 350 K. The dispersion
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Fig. 2. Distributions of average probabilities over sites. Numbers of chain sites are plotted on the horizontal axis, and probabilities
|bn|
2 averaged over realizations, on the vertical axis. The data plotted in gray correspond to the distribution for case 1b (without
solvation but with dispersion) at the t = 1100 calculation moment, and the data plotted in black, to the distribution for case 2a
(with solvation but without dispersion) at time t = 7000; T = 350 K, averaging over 100 realizations.
constant ξ depends on temperature more weakly.
It can be suggested that both these parameters, K
and ξ, change more and more weakly as the tempera-
ture lowers (become constant). It can also be suggested
that the effective solvation coefficient ς changes as
water experiences the transition to the solid state. It
probably decreases. Test calculations show that, at
equal thermostat temperatures, mobility is higher in
the chain in which the solvation coefficient ς is lower;
that is, it can be suggested that simulation with taking
the temperature dependence of molecule parameters
into account would give higher mobility values than
those obtained in calculations. This is the subject mat-
ter of future studies.
CONCLUSIONS
To summarize, calculation experiments allow us to
make the following suggestions. At physiological tem-
peratures 280 K ≤ T ≤ 350 K, polarons rapidly decom-
pose in dry DNA (or have no time to form). For this
reason, current carriers in dry DNA are zonal (delo-
calized) holes. This results in mobilities of charge car-
riers larger than those in “wet” DNA, in which
polarons are stable and are the main current carriers.
In a polynucleotide fragment, charge mobilities differ
(by 2 orders of magnitude according to our estimates)
depending on whether or not this DNA fragment is in
solution.
The calculated mobility values for a chain with sol-
vation are comparatively large, and solvation,
although it hinders charge transfer, does not prevent it
in nucleotide chains.
Calculation results are also indicative of strong
influence of dispersion in a chain on the mobility
value. Taking into account dispersion (DNA stacking)
increases mobility by almost 5 times. To explain this,
note that, for DNA, dispersion (stacking interaction)
coefficients between sites and elastic coefficients
(“intrasite” H-bonds) are close to each other.
Note in conclusion that, in the absence of dissipa-
tion (at γ = 0) and at Т = 0, µ → ∞ in the Holstein
model. This corresponds to dissipation-free move-
ments of Holstein polarons in an exponentially narrow
polaron zone. The presence of dissipation results in a
finite mobility at T = 0. For real damping values γ, hole
mobility is small [14, 22]. The tendency of µ to infinity
as T → 0 at real γ values (Fig. 1) is related to the inap-
plicability of the semiclassical model used by us at
 (T ≤ 10 K) [24].
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