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Full vertex algebra and bootstrap
- consistency of four point functions in 2d CFT
Yuto Moriwaki ∗
Kavli Institute for the Physics and Mathematics of the Universe, Chiba, Japan
Abstract. In physics, it is believed that the consistency of two dimensional conformal
field theory follows from the bootstrap equation. In this paper, we introduce the notion
of a full vertex algebra by analyzing the bootstrap equation, which is a “real analytic”
generalization of a Z-graded vertex algebra. We also give a mathematical formulation
of the consistency of four point correlation functions in two dimensional conformal field
theory and prove it for a full vertex algebra with additional assumptions on the conformal
symmetry. In particular, we show that the bootstrap equation together with the conformal
symmetry implies the consistency of four point correlation functions. As an application, a
deformable family of full vertex algebras parametrized by the Grassmanian is constructed,
which appears in the toroidal compactification of string theory. This give us examples
satisfying the above assumptions.
Introduction
Quantum field theory has a long history in physics (see e.g. [S]) and has attracted math-
ematicians in the past several decades due to its unexpectedmathematical consequences or
conjectures, for example [W, Ma]. One aim of quantum field theory is to calculate n point
correlation functions, that is, the vacuum expectation value of an interaction of n particles.
An interaction of n particles decomposes into subsequent interactions of three particles.
Thus, an n point correlation function can be expressed in terms of three point correlation
functions, depending on a choice of decompositions. A quantum field theory requires
that the resulting n point correlation functions are independent of the choice of decom-
positions. This principle is known as the consistency of quantum field theory. Although
it is known to be difficult to construct mathematically rigorous quantum field theories,
surprisingly many such examples, especially conformal field theories, (i.e., quantum field
theories with “conformal symmetry”), have been found in two dimension, see [FMS].
In (not necessarily two dimensional) conformal field theories, it is believed in physics,
that the whole consistency of n point correlation functions follows from the bootstrap
equations (or hypothesis), which are distinguished consistencies of four point correlation
functions [FGG, Poly2]. This hypothesis was used successively by Belavin, Polyakov
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2and Zamolodchikov in [BPZ] where the modern study of two dimensional conformal
field theories was initiated.
In two dimensional conformal field theory, fields are operator valued real analytic func-
tions. It is noteworthy that the subalgebra consisting of holomorphic fields satisfies a
purely algebraic axiom, which was introduced by Borcherds [B], see also [G]. It is called
a vertex algebra or a vertex operator algebra [FLM] and has been studied intensively by
many authors, see e.g., [LL, FHL, FB, K]. We note that in the language of a vertex alge-
bra, three point correlation functions correspond to the vertex operator and the bootstrap
equations essentially correspond to the Borcherds identity, which is an axiom of vertex
algebras. In contrast, the axiom of the (non-holomorphic) whole algebra of a conformal
field theory needs analytic properties and seems impossible to describe in an algebraic
way.
Moore and Seiberg constructed a conformal field theory as an extension of holomor-
phic and anti-holomorphic vertex operator algebras by their modules [MS1, MS2]. The
bootstrap equations in this case are translated as a monodromy invariant property of the
four point correlation functions. In the physics literature, this property was reformulated
later by Fuchs, Runkel and Schweigert in [FRS], which says that the algebra describ-
ing the conformal field theory is a Frobenius algebra object in a braided tensor category
constructed from holomorphic and anti-holomorphic vertex operator algebras.
A mathematical approach in this direction is due to Huang and Kong [HK] based on the
abstract representation theory of vertex algebras developed by Huang and Lepowsky in a
series of papers [HL1, HL2, HL3, H1, H2]. One of the prominent results is obtained by
Huang [H3, H4], which states that the representation category of a regular vertex operator
algebra (of strong CFT type) inherits a modular tensor category structure. Note that a
vertex operator algebra is called regular if every (weak) module is completely reducible.
Then, Huang and Kong [HK] introduced a notion of full field algebras, which is a
mathematical axiomatization of the algebras describing two dimensional conformal field
theories. Their definition is based upon a part of the consistencies of n point correlation
functions. In [HK], they constructed conformal field theories, called diagonal theories
in physics, as finite module extensions of the tensor product of regular vertex operator
algebras in two variables “(z, z¯)”.
In this paper, we study an axiom of conformal field theory on CP1 and introduce a
notion of full vertex algebras starting with the bootstrap equations, which are expected to
be sufficient to derive the whole consistency of the theory.
The definition of full vertex algebras is independent of the theory of vertex algebras,
which is an essential building block of the approach by Huang and Kong. Rather, the
existence of vertex subalgebras as holomorphic and anti-holomorphic part of the algebra
is naturally derived from our definition as expected in physics, see below for details.
The notion of full vertex algebras essentially appears in [HK]. There they showed
that as long as a full field algebra is an extension of a tensor product of regular vertex
3algebras, the notions of full field algebras and full vertex algebras are equivalent [HK,
Theorem 2.11].
Before going into the details, let us summarize the key ingredients of the paper:
• to introduce a reasonable space Cor4 of real analytic functions serving as the four
point correlation functions (Section 0.1),
• to define and analyze parenthesized correlation functions S A (Section 0.2),
• to formulate and prove the consistency of four point functions in the language of
full vertex algebras (Section 0.3).
As a byproduct, we give an example of a deformable family of full vertex algebras cor-
responding to the irrational conformal field theory appearing in the toroidal compactifi-
cation of string theory [Polc1]. Mathematically, this is a generalization of a lattice vertex
algebra [B, FLM]. We remark that a deformation of a theory is one of the most impor-
tant ingredient of quantum field theory and conformal field theory [IZ]. This kind of
deformations will be studied in more general setting in our next paper [Mo2]. The author
hopes that our approach will be beneficial in the future investigation on the conformal
field theories in higher dimensions.
0.1. Space of four point correlation function. In order to formulate the consistency of
conformal field theory on the projective space CP1, we need to fix a space of functions
“consisting of four point correlation functions”. Let X4 = {(z1, . . . , z4) ∈ (CP1)4 | zi ,
z j for any i , j} be a space of ordered configurations of four points in CP1. Then, a
four point correlation function is, roughly, a C-valued real analytic function on X4 with
possible singularities along the diagonals, {(z1, . . . , z4) ∈ (CP1)4 | zi = z j} for 1 ≤ i < j ≤
4. Recall that the automorphism group of CP1 is PSL2C, whose action is called the linear
fractional transformation and which is the global conformal symmetry in two dimension.
Since the real analytic function
ξ : X4 → CP1 \ {0, 1,∞}, (z1, z2, z3, z4) 7→
(z1 − z2)(z3 − z4)
(z1 − z3)(z2 − z4)
is invariant under the diagonal action of PSL2C on X4 ⊂ (CP1)4, it gives a homeomor-
phism from the coset space PSL2C\X4 to CP1 \ {0, 1,∞}. Any four point function of
quasi-primary states in 2d conformal field theory possesses the global conformal symme-
try. Thus, by the homeomorphism, a four point function can be regarded as a real analytic
function on CP1 \ {0, 1,∞} with possible singularities at {0, 1,∞}, which we call confor-
mal singularities. We remark that |z|r is not a real analytic function at 0, where |z| = zz¯,
the square of the absolute value, and r ∈ R. A function with a conformal singularity at 0
has an expansion ∑
r,s∈R
ar,sz
r z¯s,(0.1)
where ar,s ∈ C and ar,s = 0 if r − s < Z. This series is absolutely convergent in an
annulus 0 < |z| < R (for the precise definition, see Section 1.1). By the assumption,
ar,sz
rz¯s = ar,sz
r−s|z|s is a single-valued function around 0. Denote by F0,1,∞ the space of real
4analytic functions on CP1\{0, 1,∞}with possible conformal singularities at {0, 1,∞}. The
space F0,1,∞ contains a monodromy invariant linear combination of solutions of differen-
tial equations with possible regular singularities at {0, 1,∞}. For example, a combination
of hypergeometric functions,
fIsing(z) = |1 −
√
1 − z|1/2 + |1 +
√
1 − z|1/2,(0.2)
has conformal singularities at {0, 1,∞}, which appears as a four point function of the two
dimensional Ising model. The expansion of fIsing at z = 0 is
2 + |z|1/2/2 − z/4 − z¯/4 + |z|1/2(z + z¯)/16 + zz¯/32 − 5z2/64 − 5z¯2/64 + . . . .
We introduce a space Cor4 spanned by real analytic functions on X4 of the form:
Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j f ◦ ξ(z1, z2, z3, z4),(0.3)
where f ∈ F0,1,∞ and αi j, βi j ∈ R such that αi j − βi j ∈ Z for any 1 ≤ i < j ≤ 4. Here,
we allow these functions to have singularities around {zi = ∞}i=1,2,3,4. By the condition
αi j − βi j ∈ Z, we have
(zi − z j)αi j(z¯i − z¯ j)βi j = |zi − z j|αi j(z¯i − z¯ j)βi j−αi j ,
which implies that Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j is a single valued real analytic function
on X4. Physically, a four point correlation function of quasi-primary states in compact
conformal field theory in two dimensions is of the form (0.3). Thus, we call Cor4 a
space of four point correlation functions. We remark that non-compact conformal field
theories, e.g., the Liouville field theory and non-compact WZW conformal field theory
are excluded from our consideration, where we need to consider some measure on the
space of irreducible representations and integral over there.
0.2. Consistency and parenthesized correlation functions. Roughly speaking, a con-
formal field theory on CP1, considered in this paper, consists of an R2-graded C-vector
space F =
⊕
h,h¯∈R Fh,h¯ with a distinguished vector 1 ∈ F, a symmetric bilinear form
(−,−) : F × F → C, which is normalized as (1, 1) = 1, and a linear map
Y(−, z) : F → End(F)[[z±, z¯±, |z|R]], a 7→ Y(a, z) =
∑
r,s∈R
a(r, s)z−r−1z¯−s−1,
where z means the pair of the formal variables z and z¯. Physically, a vector in Fh,h¯ is a
state with the spin h − h¯ and the energy h + h¯, 1 corresponds to the vacuum state and
Y(a, z) is the field located at z associated with a state a ∈ F, called a vertex operator.
It is convenient to write the vertex operator Y(a, z) as a(z). For example, (a1(x1)a2)(x2)
means Y(Y(a1, x1)a2, x2) and a1(x1)a2(x2) means Y(a1, x1)Y(a2, x2). A four point correla-
tion function is a linear map
S : F⊗4 → Cor4, (a1, a2, a3, a4) 7→ S (a1, a2, a3, a4)(z1, z2, z3, z4)
5which physically calculates the vacuum expectation value of states a1, a2, a3, a4 ∈ F at
(z1, z2, z3, z4) ∈ X4. A four point correlation can be calculated in many ways by using the
vertex operator, e.g., the formal power series of the variables (z1, z¯1, . . . , z4, z¯4),
(1, a1(z1)a2(z2)a3(z3)a4(z4)1),
is absolutely convergent to S (a1, a2, a3, a4)(z1, z2, z3, z4) ∈ Cor4 in the region {|z1| >>
|z2| >> |z3| >> |z4|}. Another choice of compositions of vertex operators is
(
1,
((
a4(x4)a2
)
(x2)a1
)
(x1)(a3(x3)1)
)
.(0.4)
Such compositions are described by parenthesized products of symbols {1, 2, 3, 4, ⋆}, in
this case, ((42)1)(3⋆). To be more precise, let n ∈ Z>0 and Qn be the set of parenthesized
products of n + 1 elements 1, 2, . . . , n, ⋆ with ⋆ at right most, e.g., (((31)6)(24))(5⋆) ∈
Q6. We can naturally associate a formal power series to each element in Qn, which we
call a parenthesized n point correlation function. To give a simple example, an element
(((31)6)(24))(5⋆) ∈ Q6 defines the following parenthesized 6 point correlation function:
S (((31)6)(24))(5⋆)(a1, . . . , a6; x1, . . . , x6) :=
(
1,
[((
a3(x3)a1
)
(x1)a6
)
(x6)a2(x2)a4
]
(x4)a5(x5)1
)
,
where a1, . . . , a6 ∈ F. For A ∈ Qn, we combinatorially give a space TA of formal variables
x1, x¯1, . . . , xn, x¯n which contains the image of all the parenthesized n point functions. Thus,
the parenthesized correlation function defines the map, S A : F
⊗n → TA for each A ∈ Qn.
The consistency of quantum field theory says that all parenthesized four point correla-
tion functions associated with all the elements in Q4 and a1, a2, a3, a4 ∈ F (or more gener-
ally n point correlation functions) are expansions of the same function S (a1, a2, a3, a4)(z1, z2, z3, z4)
in different regions after taking the change of variables. For example, the parenthe-
sized correlation function S ((42)1)(3⋆)(a1, a2, a3, a4; x1, x2, x3, x4) in (0.4) is the expansion
of S (a1, a2, a3, a4)(z1, z2, z3, z4) around {|x1| >> |x2| >> |x4|, |x3|}, where (x1, x2, x3, x4) =
(z1, z2 − z1, z3, z4 − z2). We remark that for a vertex algebra, the composition of vertex op-
erators Y(Y(a1, x0)a2, x2) is an analytic continuation of Y(a1, x1)Y(a2, x2) after taking the
change of variables x0 = x1 − x2. Physically, the change of variables comes from the fact
that any state in F is located at 0, i.e., limz→0 Y(a, z)1 = a (the state-field correspondence).
In Appendix, for each A ∈ Q4, we give a combinatorial rule for the change of variables
and the region by using trees and in Section 1.3 we define the power series expansion of
a function in Cor4, which gives eA : Cor4 → TA.
Then, our formulation of the consistency of a four point function is stated as follows:
For any A ∈ Q4, the composition of the four point function S : F⊗4 → Cor4 and the
expansion map eA : Cor4 → TA is equal to the parenthesized correlation function S A :
F⊗4 → TA, that is,
S A = eA ◦ S .(0.5)
6In physics, the bootstrap hypothesis says that all consistencies follows from the con-
sistency for special parenthesized correlation functions, S (21)(34) (s-channel), S (41)(23) (t-
channel) and S (31)(24) (u-channel). The purpose of this paper is to define a full vertex
algebra by slightly modifying the bootstrap hypothesis as a generalization of a Z-graded
vertex algebra and to prove the consistency as a consequence of the axiom of a full vertex
algebra. In the theory of vertex algebras, it is commonly used the limit of a four point
correlation function as (z1, z4) → (∞, 0), which we call a generalized two point func-
tion. Before explaining the definition of a full vertex algebra, we briefly describe the limit
(z1, z4) → (∞, 0) in relation to the consistency. Let a1, a2, a3, a4 ∈ F with a1 ∈ Fh1,h¯1 .
Then, the limit (z1, z4) → (∞, 0) of z2h11 z¯2h¯11 S (a1, a2, a3, a4) exists and is a linear combina-
tion of
(z2 − z3)α23zα242 zα343 (z¯2 − z¯3)β23 z¯β242 z¯β343 f (z3/z2), ,(0.6)
which is a real analytic function on Y2 = {(z2, z3) ∈ C2 | z2 , z3, z2 , 0, z3 , 0}. Denote
by GCor2 the space of real analytic function spanned by (0.6).
Since (∞, z2, z3, 0) ∈ X4 with |z2| > |z3| is in the convergent region of S 1(2(3(4⋆)))(a1, a2, a3, a4),
which is {|z1| > |z2| > |z3| > |z4|}, the limit of (−1)h1−h¯1z2h11 z¯2h¯11 S (a1, a2, a3, a4) as (z1, z4) →
(∞, 0) with |z2| > |z3| is equal to the formal limit,
lim
(z1,z4)→(∞,0)
(−1)h1−h¯1z2h1
1
z¯
2h¯1
1
S 1(2(3(4⋆)))(a1, a2, a3, a4) = (a1, Y(a2, z2)Y(a3, z3)a4).
The convergent region of S 1(3(2(4⋆)))(a1, a2, a3, a4) and S 1((23)(4⋆))(a1, a2, a3, a4) are {|z1| >
|z3| > |z2| > |z4|} and {|z1| > |z3| > |z2−z3|, |z4|}. Thus, the limits of (−1)h1−h¯1z2h11 z¯2h¯11 S (a1, a2, a3, a4)
as (z1, z4) → (∞, 0) with |z3| > |z2| and |z3| > |z2 − z3| are given by (a1, Y(a3, z3)Y(a2, z2)a4)
and (a1, Y(Y(a2, z23)a3, z3)a4), respectively, where z23 = z2 − z3. Furthermore, in the re-
gions, {|z2| > |z3|}, {|z3| > |z2|} and {|z3| > |z2 − z3|}, z3z2 is close to 0, ∞ and 1, respec-
tively. Thus, the expansions of (0.6) in these regions are determined by the expansion of
f ∈ F0,1,∞ around {0, 1,∞}.
0.3. Definition of full vertex algebra and main result. Let us describe the precise
definition of a full vertex algebra. A full vertex algebra is an R2-graded vector space
F =
⊕
h,h¯∈R Fh,h¯ with a distinguished vector 1 ∈ F0,0 and a vertex operator
Y(−, z) : F → End F[[z, z¯, |z|R]], a 7→ Y(a, z) =
∑
r,s∈R
a(r, s)z−r−1z¯−s−1
satisfying the following conditions: For any a, b ∈ F, there exists N ∈ R such that
a(r, s)b = unless r ≤ N and s ≤ N; Fh,h¯ = 0 unless h − h¯ ∈ Z; The vacuum vector 1
satisfies Y(1, z) = idF and Y(a, z)1 ∈ F[[z, z¯]] and limz→0 Y(a, z)1 = a for any a ∈ F;
Fh,h¯(r, s)Fh′,h¯′ ⊂ Fh+h′−r−1,h¯+h¯′−s−1 for any h, h′, h¯, h¯′, r, s ∈ R; For any a, b, c ∈ F and
7u ∈ F∨ =
⊕
h,h¯∈R F
∗
h,h¯
, there exists µ(z1, z2) ∈ GCor2 such that
u(Y(a, z
1
)Y(b, z
2
)c) = µ(z1, z2)||z1 |>|z2 |,
u(Y(Y(a, z
0
)b, z
2
)c) = µ(z0 + z2, z2)||z2 |>|z0 |,(0.7)
u(Y(b, z
2
)Y(a, z
1
)c) = µ(z1, z2)||z2 |>|z1 |,
where F∗
h,h¯
is the dual vector space and µ(z1, z2)||z1 |>|z2 | is the expansion of µ in {|z1| > |z2|}.
For a full vertex algebra F, we define linear maps D, D¯ ∈ End F by
Y(a, z)1 = a + Daz + D¯az¯ + . . . .
Then, one can show that [D, Y(a, z)] = Y(Da, z) = d/dzY(a, z) and [D¯, Y(a, z)] = Y(D¯a, z) =
d/dz¯Y(a, z) (Proposition 2.1). Thus, if a, b ∈ ker D¯, then the generalized correlation func-
tion (0.7) satisfies d/dz¯1µ = d/dz¯2µ = 0, that is, µ is a holomorphic function on Y2. We
prove that if µ ∈ GCor2 is holomorphic, then µ ∈ C[z±1 , z±2 , (z1 − z2)±], which implies that
ker D¯ is a vertex algebra (Proposition 2.4). This reflects the fact that a function in F0,1,∞
is holomorphic if and only if f ∈ C[z±, (1 − z)−1]. Thus, in the definition of a full vertex
algebra, we replace the function space of a vertex algebra C[z±, (1 − z)−1] with F0,1,∞,
which implies that the notion of a full vertex algebra is a generalization of the notion of a
Z-graded vertex algebra.
We remark that, for a vertex algebra, the pole of u(Y(a, z1)Y(b, z2)c) is (z1 − z2)−k for
some k ∈ Z, which implies that (z1 − z2)N[Y(a, z1), Y(b, z2)] = 0 for a sufficiently large
N ∈ Z≥0. However, for a full vertex algebra, the pole of u(Y(a, z1)Y(b, z2)c) is a linear sum
of (z1 − z2)n|z1 − z2|r for r ∈ R with n ∈ Z, e.g., 1 + |z1 − z2|1/2 + . . . . Hence, we could
not simultaneously cancel all poles by multiplication by a polynomial. The number of the
index r ∈ R/Z appeared in (z1 − z2)n|z1 − z2|r reflects the number of intermediate states,
which is mathematically the number of the irreducible components of the tensor product
of modules. In the case of a full vertex algebra, the function space F0,1,∞ is much more
complicated, however, we can still describe all the consistencies of a four point function
in term of the expansions of the same function f ∈ F0,1,∞ around {0, 1,∞}.
In order to prove the consistency, we need the global conformal symmetry. A full vertex
algebra with an energy-momentum tensor, a pair of holomorphic and anti-holomorphic
conformal vectors, which we call a full vertex operator algebra (see Section 3.1). A
full vertex operator algebra admits an action of the Virasoro algebras, Vir ⊕ Vir and, in
particular, a subalgebra, sl2C ⊕ sl2C =
⊕
i=−1,0,1 L(i) ⊕
⊕
j=−1,0,1 L( j). A vector v ∈ Fh,h¯
is called a quasi-primary if L(1)v = L(1)v = 0 and a full vertex operator algebra is
called QP-generated if F is generated by quasi-primary vectors as an sl2C⊕ sl2C-module.
A notion of a dual module, introduced in [FHL] for a vertex operator algebra, can be
generalized to a full vertex operator algebra and its modules. We give a criterion when a
full vertex operator algebra is self-dual and QP-generated, which generalize a result of Li
[L1]. The main result of this paper is that for a QP-generated self-dual full vertex operator
algebra, all the consistencies of four point correlation functions hold (Theorem 3.2).
80.4. Locality and the proof. One can relax the assumption of a full vertex algebra, (0.7),
to the existence of D, D¯ ∈ EndF and the following condition: For u ∈ F∨ and a1, a2, a3 ∈
F, there exists µ ∈ GCor2 such that
u(Y(a, z
1
)Y(b, z
2
)c) = µ(z1, z2)||z1 |>|z2 |,
u(Y(b, z
2
)Y(a, z
1
)c) = µ(z1, z2)||z2 |>|z1 |.
It is a generalization of the Goddard’s axiom of a vertex algebra (Proposition 4.1). By
using this description, we construct a QP-generated self-dual full vertex operator algebra
associated with an even lattice.
Hereafter, we recall the S 4-symmetry of the correlation function and then explain the
key idea of the proof of the consistency. The symmetric group S 4 acts on X4 ⊂ (CP1)4 by
the permutation, thus, on Cor4. As a consequence of the consistency, four point correlation
functions S : F⊗4 → Cor4 posses an S 4-symmetry,
σ · S (a1, a2, a3, a4) = S (aσ−11, aσ−12, aσ−13, aσ−14),(S 4-symmetry)
for any a1, a2, a3, a4 ∈ F and σ ∈ S 4. Interestingly, in the Goddard’s axiom, we only
assume that the correlation function is invariant under the permutation (23) ∈ S 4. In
contrast, four point correlation functions should be invariant under the S 4-symmetry. We
observe that since the S 4-action commutes with the diagonal action of PSL2C on X4 ⊂
(CP1)4, the homeomorphism ξ : PSL2C\X4 → CP1 \ {0, 1,∞} induces a S 4-action on
CP1 \ {0, 1,∞}, which permutes {0, 1,∞}. Thus, the S 4-action is degenerate to the S 3-
action, that is, the action of the Klein subgroup C2 × C2 ⊂ S 4 is a part of the global
conformal symmetry. Since (34) · ξ = ξ
ξ−1 and both ξ and
ξ
ξ−1 go to zero as ξ → 0, there is
a simple relation between the expansion of f ◦ ξ in the domain |z1| > |z2| > |z3| > |z4| and
|z1| > |z2| > |z4| > |z3|. This relation gives the skew-symmetry of a full vertex algebra F,
i.e.,
Y(a, z)b = exp(Dz + D¯z¯)Y(b,−z)a
for any a, b ∈ F0,1,∞. Since S 4 is generated by the Klein subgroup together with (23), (34) ∈
S 4, the axiom of a full vertex algebra and the global conformal symmetry implies that the
S 4-symmetry of the correlation function (Theorem 3.1).
Another important point is that in the definition of full vertex algebra, we consider
the generalized correlation function, whereas in the consistency, we need the four point
correlation functions. This problem is solved by the differential equations derived from
the global conformal symmetry.
The bootstrap hypothesis is also proved by using this differential equation. More pre-
cisely, consider the following parenthesized correlation functions:
(1,
((
a2(x2)a1
)
(x1)a3(x3)a4
)
(x4)1)(s-channel)
(1,
((
a4(x4)a1
)
(x1)a3(x3)a2
)
(x2)1)(t-channel)
(1,
((
a3(x3)a1
)
(x1)a2(x2)a4
)
(x4)1).(u-channel)
9The equality of s-channel and t-channel (or s-channel and u-channel) are called a boot-
strap equation. By using the differential equation, we can relate them with the generalized
two point functions in (0.7) and one can show that under some assumptions if a vertex op-
erator Y on F satisfies the bootstrap equation, then F is a full vertex algebra (Proposition
4.7).
0.5. Outline. In Section 1, the definition of the space of correlation functions Cor4 and
the expansions eA : Cor4 → TA associated with parenthesized products are given. Prop-
erties of the functions and expansions, e.g., relations among the expansions in different
regions and differential equations, holomorphic correlation functions, are studied. In Sec-
tion 2, we define a full vertex algebra and study the consequence of the axiom by using
the results in the previous section. In particular, we study a property of the translation
map D, D¯ and show that ker D¯ and kerD is a vertex algebra. A tensor product of full ver-
tex algebras is also constructed here. Section 3 is devoted to studying the parenthesized
correlation functions and its consistency. The existence of bilinear form on a full vertex
operator algebra are also studied. In Section 4, a full vertex algebra is constructed from
the Goddard’s axiom and the bootstrap equation and In Section 5, we construct an exam-
ple of a QP-generated self-dual full vertex operator algebra from an even lattice, which
generalize lattice vertex algebras. In Appendix, the combinatorial rule for the expansions
is given.
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Preliminaries and Notations
We assume that the base field is C unless otherwise stated. Throughout of this paper, z
and z¯ are independent formal variables. We will use the notation z for the pair (z, z¯) and |z|
for zz¯. For a vector space V , we denote by V[[z1, z¯1, |z1|R, . . . , zn, z¯n, |zn|R]] the set of formal
sums ∑
s1,s¯1,...,sn,s¯n∈R
as1,s¯1,...,sn,s¯nz
s1 z¯s¯1 . . . zsn z¯s¯n
such that
(1) as1,s¯1,...,sn,s¯n = 0 unless si − s¯i ∈ Z for all i = 1, . . . , n;
(2) {(s1, s¯1, . . . , sn, s¯n) ∈ R2n | as1,s¯1,...,sn,s¯n , 0} is a countable set.
We also denote byV((z1, z¯1, |z1|R, . . . , zn, z¯n, |zn|R)) the subspace of V[[z1, z¯1, |z1|R, . . . , zn, z¯n, |zn|R]]
spanned by the series satisfying
(3) There exists N ∈ Z such that as1,s¯1,...,sn,s¯n = 0 unless si, s¯i ≥ N for all i = 1, . . . , n.
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For a series f (z) =
∑
r,s∈R ar,sz
rz¯s ∈ V((z, z¯, |z|R)), The number of the elements {r ∈
R | ar,s , 0} in the image of the natural map R → R/Z is called an exponent of the
series. If the exponent of f (z) is l ∈ Z≥0, then f (z) could be written as
l∑
i=1
∞∑
n,m=0
ain,mz
nz¯m|z|ri ,
where ri ∈ R and ri − r j < Z for any i , j.
We will consider the following subspaces of V[[z, z¯, |z|R]]:
V[[z, z¯]] = {
∑
s,s¯∈Z≥0
as,s¯z
sz¯s¯ | as,s¯ ∈ V},
V[z±, z¯±] = {
∑
s,s¯∈Z
as,s¯z
sz¯s¯ | as,s¯ ∈ V, all but finitely many as,s¯ = 0},
V[|z|R] = {
∑
r∈R
arz
rz¯r | ar ∈ V, all but finitely many ar = 0}.
We will also consider their combinations, e.g., V((y/x, y¯/x¯, |y/x|R))[x±, x¯±, |x|R], which is
a subspace of V[[x, y, x¯, y¯, |x|R, |y|R]] spanned by
k∑
i=1
l∑
n,m=−l
∑
r,s∈R
ain,m,r,sx
n+ri x¯m+ri(y/x)r(y¯/x¯)s
for some k, l ∈ Z>0 and ri ∈ R and ain,m,r,s ∈ V such that ain,m,r,s = 0 unless r − s ∈ Z and
there exists N such that ain,m,r,s = 0 unless r ≥ N and s ≥ N.
Let d
dz
and d
dz¯
be formal differential operators acting on V[[z, z¯, |z|R]] by
d
dz
∑
s,s¯∈R
as,s¯z
sz¯s¯ =
∑
s,s¯∈R
sas,s¯z
s−1z¯s¯
d
dz¯
∑
s,s¯∈R
as,s¯z
sz¯s¯ =
∑
s,s¯∈R
s¯as,s¯z
sz¯s¯−1.
Since d
dz
|z|s = s|z|sz−1, the differential operators d
dz
and d
dz¯
acts on all the above vector
spaces. Define a linear map limz 7→ f (w) from a space of the formal variable (z, z¯) to a space
of the formal variable (w, w¯) if the substitution of ( f (w), f (w¯)) into (z, z¯) is well-defined,
that is, each coefficient is a finite sum. For example, limz 7→−z V((z, z¯, |z|R)) → V((z, z¯, |z|R))
is given by
lim
z7→−z
∑
r,s∈R
ar,sz
r z¯s =
∑
r,s∈R
(−1)r−sar,szrz¯s.
Since ar,s = 0 for any r − s < Z, limz 7→−z is well-defined. Another example is
lim
x→x+y
: V((y/x, y¯/x¯, |y/x|R)) → V((y/x, y¯/x¯, |y/x|R)),
which is defined by
lim
x→x+y
(∑
r,s∈R
ar,s(y/x)
r(y¯/x¯)s
)
=
∑
r,s∈R
∑
i, j∈Z≥0
(−r
i
)(−s
j
)
ar,s(y/x)
r+i(y¯/x¯)s+ j,
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where we used (x + y)s =
∑
m≥0
(
s
m
)
xs−mym. It is well-defined since ar,s = 0 for sufficiently
small r or s. We end this section by discussing a convergence of a formal power series in
C((z1, z¯1, |z1|R, . . . , zn, z¯n, |zn|R)). Let f ∈ C((z1, z¯1, |z1|R, . . . , zn, z¯n, |zn|R)). Then, there exists
N ∈ R such that
|z1|N |z2|N · · · |zn|N f (z1, . . . , zn) =
∑
s1 ,s¯1,...,sn,s¯n∈R
s1,s¯1,...,sn,s¯n≥0
as1,s¯1,...,sn,s¯nz
s1 z¯s¯1 . . . zsn z¯s¯n .(0.8)
We say the series f is absolutely convergent around 0 if |z1|N |z2|N · · · |zn|N f (z1, . . . , zn) is
absolutely convergent in {(z1, z2, . . . , zn) ∈ Cn | |z1|, |z2|, . . . , |zn| < R} for some R ∈ R>0. In
this case, f (z1, . . . , zn) is compactly absolutely-convergent to a continuous function in the
annulus {(z1, z2, . . . , zn) ∈ Cn | 0 < |z1|, |z2|, . . . , |zn| < R}.
1. Correlation functions and formal calculus
In this section, we define the space of four point correlation functions, Cor4 and develop
formal calculus which we need to study a full vertex algebra. In Section 1.1, we define
Cor4 and in Section 1.2, we study an action of the symmetric group S 4 on Cor4. Section
1.3 and 1.7 is devoted to studying series expansions of a function in Cor4. We study formal
differential equations in Section 1.5 and holomorphic correlation function in Section 1.6.
Certain limit of a four point correlation function is studied in Section 1.8. The reader who
is only interested in the definition of a full vertex algebra can skip Section 1.3, 1.4, 1.5,
1.6 and 1.7.
1.1. Definition of four point functions. For n ∈ Z≥0, set Xn = {(z1, . . . , zn) ∈ (CP1)n | zi ,
z j for any i , j}, called a space of ordered configurations of n points in the projective
space CP1. In this section, we define and study a space of four point correlation functions
in two dimensional conformal field theory, which are C-valued real analytic functions on
X4 with possible singularity along {(z1, . . . , z4) ∈ (CP1)4 | zi = z j} for 1 ≤ i < j ≤ 4.
Recall that the automorphism group of CP1 is PSL2C, whose action is called the linear
fractional transformation and also called a global conformal symmetry. Define the real
analytic function ξ : X4 → P1C \ {0, 1,∞} by
ξ(z1, z2, z3, z4) =
(z1 − z2)(z3 − z4)
(z1 − z3)(z2 − z4)
.
It is easy to show that the map ξ : X4 → CP1 \ {0, 1,∞} is invariant under the diagonal
action of PSL2C on X4 ⊂ (CP1)4, in fact, which gives a homeomorphism PSL2C\X4 →
P1C \ {0, 1,∞} (see, for example, [Y]).
Remark 1.1. The hypersurfaces in (CP1)4,
{z1 = z2} ∪ {z3 = z4}
and
{z1 = z4} ∪ {z2 = z3}
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and
{z1 = z3} ∪ {z2 = z4}
are maps to 0 and 1,∞ respectively by ξ : (CP1)4 → CP1.
Let α1, . . . , αn ∈ CP1 and f be a C-valued real analytic function on CP1 \ {α1, . . . , αn}.
A chart (χ, α) of CP1 at a point α ∈ CP1 is a biholomorphism χ from an open subset
U of CP1 to an open subset of C such that α ∈ U and χ(α) = 0. We say that f has a
conformal singularity at αi if for any chart (χ, αi) of CP
1 at αi, there exists a formal power
series
∑
r,s∈R
ar,sp
r p¯s ∈ C((p, p¯, |p|R))(1.1)
such that it is compactly absolutely-convergent to f ◦ χ−1(p) in the annulus {p ∈ C | 0 <
|p| < R} for some R ∈ R>0 (see Section 0.5). It is clear that the above condition is
independent of a choice of a chart and the coefficients of the series is uniquely determined
by the chart.
Denote by F0,1,∞ the space of real analytic functions on CP1 \ {0, 1,∞} with possible
conformal singularities at {0, 1,∞}. Let p be a canonical coordinate of C ⊂ CP1. A
non-trivial example of such functions is
fIsing(p) = |1 −
√
1 − p|1/2 + |1 +
√
1 − p|1/2,(1.2)
which appears in a four point function of the 2 dimensional Ising model. We remark that
the exponent of the series (1.1) is independent of the choice of the chart. An exponent of
a function f ∈ F0,1,∞ is the maximal number of the exponents of the series expansion of f
at {0, 1,∞}. For example, the expansion of fIsing for the charts p is
2 + |p|1/2/2 − p/4 − p¯/4 + |p|1/2(p + p¯)/16 + pp¯/32 − 5p2/64 − 5p¯2/64 + . . . .(1.3)
Since fIsing(p) satisfies fIsing(p) = fIsing(1 − p) = (zz¯)1/4 fIsing(1/p), the exponent of fIsing is
2. We remark that for a rational conformal field theory (or more generally quasi-rational
conformal field theory), the exponent is always finite.
In this paper, we consider the following special charts of {0, 1,∞}:
Chart(0, 1,∞) = {p, p
p − 1 , 1 − p, 1 −
1
p
,
1
p
,
1
1 − p }.
Recall that the ring of regular functions on the affine scheme CP1 \ {0, 1,∞} is C[p±, (1 −
p)±] and Chart(0, 1,∞) is a generator of the ring. It is easy to show that a function in
C[p±, (1 − p)±] has conformal singularities at {0, 1,∞}. Thus, C[p±, (1 − p)±] ⊂ F0,1,∞.
Conversely, from the existence of the expansion the following proposition follows:
Proposition 1.1. If f ∈ F0,1,∞ is a holomorphic function on CP1 \ {0, 1,∞}, then f ∈
C[p±, (1 − p)±].
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We will consider the real analytic functions on X4 of the form:
Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j f ◦ ξ(z1, z2, z3, z4),(1.4)
where f ∈ F0,1,∞ and αi j, βi j ∈ R such that αi j−βi j ∈ Z for any 1 ≤ i < j ≤ 4. In this paper,
we always allow to have singularities around {zi = ∞}i=1,2,3,4; The asymptotic behavior of
(1.4) as z1 → ∞ is zα12+α13+α141 z¯β12+β13+β141 . By the condition αi j − βi j ∈ Z, we have
(zi − z j)αi j(z¯i − z¯ j)βi j = |zi − z j|αi j(z¯i − z¯ j)βi j−αi j ,
which implies that Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j is a single valued real analytic function on
X4.
Let Cor4 be the space of C-valued real analytic functions spanned by (1.4). We also
consider the spaces of functions on X2 and X3 and X4 spanned by
(z1 − z2)α12(z¯1 − z¯2)β12 ,
Π1≤i< j≤3(zi − z j)αi j(z¯i − z¯ j)βi j ,
Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j
where αi j, βi j ∈ R such that αi j − βi j ∈ Z for any 1 ≤ i < j ≤ 4. We denote them by
Cor2,Cor3 and Cor
f
4
, respectively. By the definition, we have:
Lemma 1.1. A function φ ∈ Cor4 is translation invariant, i.e., φ(z1, z2, z3, z4) = φ(z1 +
α, z2 + α, z3 + α, z4 + α) for any α ∈ C.
1.2. S 4-symmetry. Define the left action of the symmetric group S 4 on (CP
1)4 by the
permutation, σ · (z1, z2, z3, z4) = (zσ−11, zσ−12, zσ−13, zσ−14) for (z1, z2, z3, z4) ∈ (CP1)4 and
σ ∈ S 4. Since the action commutes with the diagonal action of PSL2C on X4 ⊂ (CP1)4,
we have an S 4-action on CP
1 \ {0, 1,∞}. It is easy to show that each image of σ ∈ S 4 in
AutCP1\{0, 1,∞} is a linear fractional transformation and preserves {0, 1,∞} (see Remark
1.1). Let Aut (0, 1,∞) be the subgroup of the linear fractional transformations PSL2C
which preserves {0, 1,∞}. Since the action of PSL2C on CP1 is strictly 3-transitive, an
element of Aut (0, 1,∞) is uniquely determined by the action on the 3 points {0, 1,∞}.
Thus, Aut (0, 1,∞) is isomorphic to the permutation group S 3. Hence, we have a group
homomorphism t : S 4 → Aut (0, 1,∞) and the kernel of this map is the Klein subgroup
K4 = {1, (12)(34), (13)(24), (14)(23)}.
The action of S 4 on X4 induces the dual action on the function space Cor4 by σ f (−) =
f (σ−1−) for f ∈ Cor4 and σ ∈ S 4, which also induces the action on the function space of
CP1 \ {0, 1,∞}, F0,1,∞.
Remark 1.2. For σ ∈ S 4 and Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j ∈ Cor f4 ,
σ · Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j = Π1≤i< j≤4(zσi − zσ j)αi j(z¯σi − z¯σ j)βi j .
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Regard the chart p ∈ Chart(0, 1,∞) as a function on CP1 \ {0, 1,∞}, for σ ∈ S 4,
we have σ · p(−) = p(t−1σ −) = t−1σ .p, where
 a b
c d
 .p is defined by ap+bcp+d ∈ C(p) for a b
c d
 ∈ PSL2C.
Lemma 1.2. The explicit expressions of the map t : S 4 → Aut (0, 1,∞) ⊂ PSL2C and the
orbit σ · p = t−1σ .p is
K4 7→ (1) =
 1 0
0 1
 , p 7→ p,
(12)K4 7→ (1∞) =
 1 0
1 −1
 , p 7→ p
p − 1 ,
(23)K4 7→ (0∞) =
 0 1
1 0
 , p 7→ 1
p
,
(13)K4 7→ (01) =
 −1 1
0 1
 , p 7→ 1 − p,
(123)K4 7→ (01∞) =
 0 1−1 1
 , p 7→ p − 1
p
,
(132)K4 7→ (0∞1) =
 1 −1
1 0
 , p 7→ 1
1 − p .
Furthermore, σ · ξ = t−1σ .ξ for any σ ∈ S 4.
Thus, the S 4-action induces an action on Chart(0, 1,∞), i.e., σ · χ(p) = χ(p(σ−1−)) =
χ(t−1σ .p) for χ(p) ∈ Chart(0, 1,∞) and σ ∈ S 4. Hence, we have:
Lemma 1.3. The function spaces Cor4 and Cor
f
4
and F0,1,∞ are preserved by the action of
S 4.
By the definition of a conformal singularity, for a chart χ(p) ∈ Chart(0, 1,∞) and
f ∈ F0,1,∞, we have the expansion of f ◦ χ−1(p) around p = 0, which defines a linear map
j(χ(p),−) : F0,1,∞ → C((p, p¯, |p|R)), that is,
j(χ(p), f ) =
∑
r,s∈R
ar,sp
r p¯s,
where the right-hand-side is compactly absolutely convergent to f (χ−1(p)) around p = 0.
For t ∈ Aut (0, 1,∞), t · p = t−1.p ∈ Chart(0, 1,∞) is a chart at t.0 and the inverse
(t · p)−1 : CP1 → CP1 is given by t−1 · p = t.p, e.g., 1
1−p is a chart at ∞ ∈ CP1 whose
inverse is
p−1
p
.
Lemma 1.4. For σ ∈ S 4, χ(p) ∈ Chart(0, 1,∞) and f ∈ F0,1,∞, j(χ(p), σ · f ) = j(σ−1 ·
χ(p), f ).
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Proof. We may assume that χ(p) = t.p for some t ∈ Aut (0, 1,∞). The series j(t.p, σ f )
is absolutely convergent to f (t−1σ t
−1.p) around p = 0. Since f (t−1σ t
−1.p) = f ((ttσ)−1.p), we
have j(t.p, σ f ) = j(ttσ.p, f ) = j(σ
−1 · t.p, f ). 
The stabilizer subgroup of a point 0 ∈ CP1 in S 4 (resp. Aut (0, 1,∞)) is generated by the
Klein subgroup K4 and (12) (resp. {1, (0∞)}), which is isomorphic to the dihedral group
D4. For σ ∈ K4, the action of σ on F0,1,∞ is trivial and for σ ∈ (12)K4, the action of σ on
F0,1,∞ is (12)K4 · f (p) = f ( pp−1). Define the map limp7→ pp−1 : C((p, p¯, |p|R)) → C((p, p¯, |p|R))
by substituting −∑n≥1 pn into p. Then, we have:
Lemma 1.5. For σ ∈ K4, j(σ · p,−) = j(p,−) and j((12) · p,−) = limp7→ p
p−1
j(p,−).
1.3. Expansions. In this section, we consider expansions of a function in Cor4. By
Lemma 1.1, a function φ ∈ Cor4 can be expanded in three variables, e.g., z2 − z3, z3 −
z4, z1 − z4. Since φ is a multi-variable function, we need to determine the order of the
expansion. For example, we expand φ around z2 = z3 first and then around z3 = z4, and
z1 = z4. By setting x = z1− z4, y = z3− z4, z = z2− z3, the resulting series is a formal power
series of the variables (x, x¯, y, y¯, z, z¯), which is absolutely convergent in {|x| > |y| > |z|}.
All such series expansions are described by parenthesized products of four symbols. The
above case corresponds to 1((23)4). The innermost product (23) means that we expand φ
around z2 − z3 first. Let P4 be the set of parenthesized products of four elements 1, 2, 3, 4,
e.g., 1(2(34)). We remark that the permutation group S 4 naturally acts on P4 and P4
consists of the permutations of the following elements, called standard elements of P4:
(12)(34),
((12)3)4,(standard elements of P4)
(1(23))4,
1((23)4),
1(2(34)).
We introduce formal variables (xA, yA, zA, x¯A, y¯A, z¯A) for each A ∈ P4. In this section, for
each A ∈ P4, we define a series expansion
eA : Cor4 → TA,
where TA is a space of formal variables (xA, yA, zA, x¯A, y¯A, z¯A) defined below and show that
the expansions are completely described by j(χ(p),−) : F0,1,∞ → C((p, p¯, |p|R)) for some
χ(p) ∈ Chart(0, 1,∞).
Remark 1.3. In introduction 0.2, we consider the expansions in four variables associated
with an element in Q4. Such expansions are described in Section 1.7 by using the results
in this section.
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Set
T (x, y, z) = C[[y/x, y/x]]((z/y, z/y, |z/y|R))[x±, y±, x±, y±, |x|R, |y|R],
T f (x, y, z) = C[[y/x, y/x, z/y, z/y]][x±, y±, z±, x±, y±, z¯±, |x|R, |y|R, |z|R],
for the formal variables x, y, z, x¯, y¯, z¯.
We first examine the case of A = 1(2(34)) in detail. In this case, we first expand a
function φ ∈ Cor4 in the variable z1(2(34)) = z3 − z4 (related to the innermost product (34)),
then in y1(2(34)) = z2 − z4 (related to 2(34)) and x1(2(34)) = z1 − z4 (For the general rule for
the change of variables, see Appendix). The resulting formal power series is convergent
in some open region in {|x1(2(34))| > |y1(2(34))| > |z1(2(34))|}, which define a linear map
e1(2(34)) : Cor4 → T (x1(2(34)), y1(2(34)), z1(2(34)))
such that for φ(z1, z2, z3, z4) ∈ Cor4, the formal power series e1(2(34))(φ) is absolutely con-
vergent to the function f (z1, z2, z3, z4) by taking the change of variables (z1−z4, z2−z4, z3−
z4) = (x1(2(34)), y1(2(34)), z1(2(34))).
For a function in Cor
f
4
⊂ Cor4, the map e1(2(34)) is defined as a binomial expansion in
the domain |x1(2(34))| >> |y1(2(34))| >> |z1(2(34))|. For example,
|z1 − z3|r 7→ |x1(2(34)) − z1(2(34))|r = |x1(2(34))|r
∑
i, j≥0
(−1)i
(
r
i
)(
r
j
)
x−i1(2(34))x
− j
1(2(34))
zi1(2(34))z
j
1(2(34))
,
where the right hand side is absolutely convergent to |z1 − z3|r in the open domain |z1 −
z4| > |z3 − z4| and is an element of T f (x1(2(34)), y1(2(34)), z1(2(34))). We denote this map by
e
f
1(2(34))
: Cor
f
4
→ T f (x1(2(34)), y1(2(34)), z1(2(34))). Let f ∈ F0,1,∞. For f ◦ ξ ∈ Cor4, expand
ξ =
(z1−z2)(z3−z4)
(z1−z3)(z2−z4) in |x1(2(34))| >> |y1(2(34))| >> |z1(2(34))|, e.g.,
ξ =
(z1 − z2)(z3 − z4)
(z1 − z3)(z2 − z4)
7→ (x1(2(34)) − y1(2(34)))z1(2(34))
y1(2(34))(x1(2(34)) − z1(2(34)))
= z1(2(34))/y1(2(34))(1 − y1(2(34))/x1(2(34)))
×
∑
i≥0
(z1(2(34))/x1(2(34)))
i,
which is equal to e
f
1(2(34))
(
(z1−z2)(z3−z4)
(z1−z3)(z2−z4)), defined above. Define themap s1(2(34)) : C((p, p¯, |p|
R)) →
T (x1(2(34)), y1(2(34)), z1(2(34))) by substituting p = e
f
1(2(34))
(
(z1−z2)(z3−z4)
(z1−z3)(z2−z4)) into
∑
r,s∈R ar,sp
r p¯s. Since
p = e
f
1(2(34))
(
(z1−z2)(z3−z4)
(z1−z3)(z2−z4)) is an element of
z1(2(34))/y1(2(34))C[[y1(2(34))/x1(2(34)), z1(2(34))/y1(2(34))]],
by the definition of C((p, p¯, |p|R)), s1(2(34)) is well-defined. The following lemma is obvi-
ous:
Lemma 1.6. T (x, y, z) is a module over the C-algebra T f (x, y, z).
Then, e1(2(34)) : Cor4 → T (x1(2(34)), y1(2(34)), z1(2(34))) is defined by
e1(2(34))(φ · f ◦ ξ)) = e f1(2(34))(φ)s1(2(34))( j(p, f ))
for φ ∈ Cor f
4
and f ∈ F0,1,∞, which is absolutely convergent to φ · f ◦ ξ in |x1(2(34))| >>
|y1(2(34))| >> |z1(2(34))|. Here, |x1(2(34))| >> |y1(2(34))| >> |w1(2(34))| means some non-empty
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open domain in {(z1, z2, z3, z4) | |z1 − z4| > |z2 − z4| > |z3 − z4|}. The map e1(2(34)) is
independent of a choice of the decomposition φ · f ◦ ξ ∈ Cor4, since the coefficient of a
convergent series is unique.
Second, we give the definition of eA in case of A = 1((23)4). We consider the following
change of variables;
(z1 − z4, z3 − z4, z2 − z3) 7→ (x1((23)4), y1((23)4), z1((23)4)).
The map e
f
1((23)4)
: Cor
f
4
→ T f (x1((23)4), y1((23)4), z1((23)4)) is defined by the binomial ex-
pansion in the domain |x1((23)4)| >> |y1((23)4)| >> |z1((23)4)| as above. The expansion of
ξ =
(z1−z2)(z3−z4)
(z1−z3)(z2−z4) is equal to
ξ =
(x1((23)4) − y1((23)4) + z1((23)4))y1((23)4)
(x1((23)4) − y1((23)4))(z1((23)4) + y1((23)4))
= (x1((23)4) − y1((23)4) + z1((23)4))y1((23)4)
×
∑
i, j≥0
(−1) jx−i−11((23)4)yi− j−11((23)4)z j1((23)4).
Importantly, this is not in
z1((23)4)/y1((23)4)C[[y1((23)4)/x1((23)4), z1((23)4)/y1((23)4)]].
Thus, the substitution of this into j(p, f ) is not well-defined for f ∈ F0,1,∞. The reason
is that when z1((23)4) = z2 − z3 goes to zero, ξ goes to 1. Thus, we have to consider the
expansion of f around 1 and the expansion of 1 − ξ = (z1−z4)(z2−z3)
(z1−z3)(z2−z4) . Then, the expansion is
1 − ξ = x1((23)4)z1((23)4)
(x1((23)4) − y1((23)4))(y1((23)4) + z1((23)4))
= z1((23)4)/y1((23)4)
∑
i, j≥0
(−1) j(y1((23)4)/x1((23)4))i(z1((23)4)/y1((23)4)) j,
which is an element of z1((23)4)/y1((23)4)C[[y1((23)4)/x1((23)4), z1((23)4)/y1((23)4)]]. Define the map
s1((23)4) : C((p, p¯, |p|R)) → T (x1((23)4), y1((23)4), z1((23)4))
by substituting p = e
f
1((23)4)
(1−ξ) into∑r,s∈R ar,spr p¯s. Then, e1((23)4) : Cor4 → T (x1((23)4), y1((23)4), z1((23)4))
is defined by
e1((23)4)(φ f ◦ ξ) = e f1((23)4)(φ)s1((23)4)( j(1 − p, f ))
for φ ∈ Cor f
4
and f ∈ F0,1,∞. Since j(1 − p, f ) is absolutely convergent to f (1 − p),
s1((23)4)( j(1 − p, f ) is absolutely convergent to f ◦ ξ in |x1((23)4)| >> |y1((23)4)| >> |z1((23)4)|.
Remark 1.4. In the domain |x1((23)4)| >> |y1((23)4)| >> |z1((23)4)|, the difference |z1((23)4)| =
|z2 − z3| is assumed to be small. Then, by Remark 1.1, ξ 7→ 1. Thus, we have to consider
the expansion of 1 − ξ or 1 − ξ−1. If we choose 1 − ξ−1, we substitute e f
1((23)4)
(1 − ξ−1) into
j( 1
1−p , f ). Then, the resulting series is, roughly, convergent to f (
1
1−(1−p−1)) = f (p). Hence,
both of the choices 1 − ξ and 1 − ξ−1 give the same result.
The last example is the case of A = (12)(34), which has a special property. We consider
the following change of variables:
(z2 − z4, z1 − z2, z3 − z4) 7→ (x(12)(34), y(12)(34), z(12)(34)).
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Then,
z1 − z3 7→ x(12)(34) + y(12)(34) − z(12)(34),
z1 − z4 7→ x(12)(34) + y(12)(34),
z2 − z3 7→ x(12)(34) − z(12)(34).
Since there is no y(12)(34) − z(12)(34) or y(12)(34) + z(12)(34) in the above list, the image of
e
f
(12)(34)
: Cor
f
4
→ T f (x(12)(34), y(12)(34), z(12)(34)) is in
C[[y/x, z/x, y/x, z/x]][x±, y±, z±, x±, y±, z±, |x|R, |y|R, |z|R],
that is, both y(12)(34) and z(12)(34) are bounded below, which happens only for the S 4-
conjugate elements of (12)(34). Set
T
f
A
(x, y, z) = C[[y/x, z/x, y/x, z/x]][x±, y±, z±, x±, y±, z±, |x|R, |y|R, |z|R],
for any A ∈ P4 which is S 4-conjugate of (12)(34). Then, the binomial expansion defines
e(12)(34) : Cor4 → T f(12)(34)(x(12)(34), y(12)(34), z(12)(34)) and
e(12)(34)(ξ) =
y(12)(34)z(12)(34)
x(12)(34)(y(12)(34) + x(12)(34) − z(12)(34))
=
z(12)(34)
x(12)(34)
y(12)(34)
x(12)(34)
∑
n≥0
n∑
i=0
(−1)n−i
(
n
i
)(y(12)(34)
x(12)(34)
)n−i( z(12)(34)
x(12)(34)
)i
.
Let T ′(x, y, z) be a subspace of C((y/x, z/x, y¯/x¯, z¯/x¯, |y/x|R, |z/x|R)) spanned by
∑
s1,s2,s¯1,s¯2∈R
cs1,s¯1,s2,s¯2
(y
x
)s1( y¯
x¯
)s¯1( z
x
)s2( z¯
x¯
)s¯2
such that:
(1) cs1,s¯1,s2,s¯2 = 0 unless s1 − s¯1, s2 − s¯2 ∈ Z;
(2) There exists N ∈ R such that cs1 ,s¯1,s2,s¯2 = 0 unless s1, s¯1, s2, s¯2 ≥ N;
(3) cs1,s¯1,s2,s¯2 = 0 unless s1 − s2, s¯1 − s¯2 ∈ Z.
Set
TA(x, y, z) = T
′(x, y, z)[x±, y±, z±, x¯±, y¯±, z¯±, |x|R, |y|R, |z|R],
for any A ∈ P4 which is S 4-conjugate to (12)(34). Define the map
s(12)(34) : C((p, p¯, |p|R)) → T(12)(34)(x(12)(34), y(12)(34), z(12)(34))
by substituting p = e
f
(12)(34)
(ξ) into
∑
r,s∈R ar,sp
r p¯s. The following lemma is obvious:
Lemma 1.7. For any A ∈ P4 which is S 4-conjugate of (12)(34), T fA(x, y, z) is a subspace
of TA(x, y, z) and TA(x, y, z) is a module over the C-algebra T
f
A
(x, y, z).
Then, e(12)(34) : Cor4 → T(12)(34)(x(12)(34), y(12)(34), z(12)(34)) can be defined as above.
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Now, we will consider the general case. For standard elements of P4, consider the
following change of variables:
(12)(34) : (x(12)(34), y(12)(34), z(12)(34)) = (z2 − z4, z1 − z2, z3 − z4),
((12)3)4 : (x((12)3)4, y((12)3)4, z((12)3)4) = (z3 − z4, z2 − z3, z1 − z2),
(1(23))4 : (x(1(23))4, y(1(23))4, z(1(23))4) = (z3 − z4, z1 − z3, z2 − z3),
1((23)4) : (x1((23)4), y1((23)4), z1((23)4)) = (z1 − z4, z3 − z4, z2 − z3),
1(2(34)) : (x1(2(34)), y1(2(34)), z1(2(34))) = (z1 − z4, z2 − z4, z3 − z4).
For general A ∈ P4, regard the above xA, yA, zA as polynomials of (z1, z2, z3, z4). Then,
S 4 naturally acts on them. For a standard element A and σ ∈ S 4, set (xσA, yσA, zσA) =
(σxA, σyA, σzA). For example,
(x2((43)1), y2((43)1), z2((43)1)) = (124) · (z1 − z4, z3 − z4, z2 − z3) = (z2 − z1, z3 − z1, z4 − z3).
For each A ∈ P4 which is not S 4-conjugate to (12)(34), set TA(xA, yA, zA) = T (xA, yA, zA)
and T
f
A
(xA, yA, zA) = T
f (xA, yA, zA). Then, we have the binomial expansion convergent
in |xA| >> |yA| >> |zA|, e fA : Cor f4 → T fA(xA, yA, zA) as above. Define the map Tσ :
T (xA, yA, zA) → T (xσA, yσA, zσA) by (xA, yA, zA, x¯A, y¯A, z¯A) 7→ (xσA, yσA, zσA, x¯σA, y¯σA, z¯σA).
Then, we have:
Lemma 1.8. For any σ ∈ S 4 and A ∈ P4 and φ ∈ Cor f4 , Tσ ◦ eA(φ) = eσA(σφ).
By Remark 1.4, we need to choose an appropriate choice of ξ,
ξ
ξ−1 , 1−ξ, 1−ξ−1, ξ−1, 11−ξ
for each A ∈ P4, when we expand a function f ∈ F0,1,∞. The map τ : P4 → S 4 is chosen
for standard elements as
(12)(34) 7→ 1,
((12)3)4 7→ 1,
(1(23))4 7→ (13),
1((23)4) 7→ (13),
1(2(34)) 7→ 1,
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and for σA ∈ P4 as τ(σA) = σ · τ(A), where σ ∈ S 4 and A is a standard element of P4.
Then, for standard element A, the expansion of τ(A) · ξ is given by:
ξ =
y(12)(34)z(12)(34)
x(12)(34)(y(12)(34) + x(12)(34) − z(12)(34))
= z(12)(34)y(12)(34)
∑
n≥0
n∑
i=0
(−1)n−i
(
n
i
)
x−n−2(12)(34)y
n−i
(12)(34)z
i
(12)(34),
ξ =
x((12)3)4z((12)3)4
(z((12)3)4 + y((12)3)4)(y((12)3)4 + x((12)3)4)
= z((12)3)4/y(12)(34)
∑
i, j≥0
(−1)i+ jx−i(12)(34)yi− j(12)(34)z j(12)(34),
1 − ξ = (x(1(23))4 + y(1(23))4)z(1(23))4
y(1(23))4(x(1(23))4 + z(1(23))4)
= z(1(23))4/y(1(23))4(1 − y(1(23))4/x(1(23))4)
∑
i≥0
(−1)ix−i(1(23))4zi(1(23))4,
1 − ξ = x1((23)4)z1((23)4)
(x1((23)4) − y1((23)4))(y1((23)4) + z1((23)4))
= z1((23)4)/y1((23)4)
∑
i, j≥0
(−1) jx−i1((23)4)yi− j1((23)4)z j1((23)4),
ξ =
(x1(2(34)) − y1(2(34)))z1(2(34))
y1(2(34))(x1(2(34)) − z1(2(34)))
= z1(2(34))/y1(2(34))(1 − y1(2(34))/x1(2(34)))
∑
i≥0
x−i1(2(34))z
i
1(2(34)).
Thus, for σ ∈ S 4, by Lemma 1.8, e fσA(τ(σA)·ξ) = e fσA(στ(A)·ξ) = Tσe fA(τ(A)·ξ),which
implies that e
f
σA
(τ(σA) · ξ) ∈ zσA/xσAyσA/xσAC[[yσA/xσA, zσA/xσA]] if A is S 4-conjugate
to (12)(34) and e
f
σA
(τ(σA) · ξ) ∈ zσA/yσAC[[yσA/xσA, zσA/yσA]] otherwise.
Define the map
sA : C((p, p¯, |p|R)) → TA(xA, yA,wA)
by substituting p = e
f
A
(τ(A)·ξ) into∑r,s∈R ar,spr p¯s. Then, the composition of j(τ(A)·p,−) :
F0,1,∞ → C((p, p¯, |p|R)) and sA define the map eA : Cor4 → TA(xA, yA, zA). Then, we have:
Proposition 1.2. For A ∈ P4 and φ ∈ Cor4, eA(φ) ∈ TA(xA, yA, zA) is absolutely convergent
to φ in some non-empty domain in |xA| > |yA| > |zA| and TσeA(φ) = eσA(σ · φ).
Proof. Let f ∈ F0,1,∞. Then, eA( f ◦ ξ) = sA( j(τ(A) · p, f )) = sA( j(t−1τ(A).p, f )) is, by Lemma
1.2, absolutely convergent to
f (tτ(A).(τ(A) · ξ)) = f (tτ(A).t−1τ(A).ξ) = f (ξ).
Furthermore, for σ ∈ S 4, since Tσe fA(τ(A)ξ) = eσA f (τ(σA)ξ), by Lemma 1.4, we have
eσA(σ · f ◦ ξ) = sσA( j(σ · τ(A) · p, σ · f )) = TσsA j(τ(A) · p, f ) = TσeA( f ◦ ξ)

The symbols eA and xA, yA, zA is convenient to express the various expansions systemat-
ically. However, in practice it is cumbersome to work in this notation. For A = (1(23))4,
xA, yA, zA represents z3 − z4, z1 − z3, z2 − z3. Thus, we introduce new formal variables
z34, z13, z23 and set z34 = x(1(23))4, z13 = y(1(23))4, z23 = z(1(23))4. Then, the map eA is a map
from Cor4 to T (z34, z13, z23). For, φ ∈ Cor4, we also denote e(1(23))4(φ) by φ||z34|>|z13 |>|z23 |. The
notations xA, yA, zA and zi j will be used interchangeably in this paper.
We remark that we can define the expansion maps Cor2,Cor3 in similar way, e.g.,
Cor3 → T (z13, z23), φ 7→ φ||z13 |>|z23 |.
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1.4. Relations among expansions. In this section, we establish relations among expan-
sions eA for A ∈ P4. For A, B ∈ P4, define the map
T ′BA : T (xA, yA, zA) → T (xB, yB, zB)
by sending (xA, yA, zA, x¯A, y¯A, z¯A) into (xB, yB, zB, x¯B, y¯B, z¯B).
We first construct a map T
1(4(23))
1((23)4)
: T (x1((23)4), y1((23)4), z1((23)4)) → T (x1(4(23)), y1(4(23)), z1(4(23)))
such that T
1(4(23))
1((23)4)
◦ e1((23)4) = e1(4(23)). By definition, there should be a relation
x1(4(23)) = z1 − z3 = x1((23)4) − y1((23)4),
y1(4(23)) = z4 − z3 = −y1((23)4),
z1(4(23)) = z2 − z3 = z1((23)4).
Thus, define T
1(4(23))
1((23)4)
: T (x1((23)4), y1((23)4), z1((23)4)) → T (x1(4(23)), y1(4(23)), z1(4(23))) by
T
1(4(23))
1((23)4)
= T ′1(4(23))
1((23)4)
exp(−y1((23)4)
d
dx1((23)4)
) exp(−y¯1((23)4)
d
dx¯1((23)4)
) lim
y1((23)4) 7→−y1((23)4)
.
We remark that the operator exp(y d
dx
) : C((y/x)) → C((y/x)) changes the variable x into
x + y, that is,
exp(y
d
dx
)
∑
n
anx
−nyn =
∑
n
∑
i≥0
(−n
i
)
anx
−n−iyn+i.
Forσ ∈ S 4, define Tσ1(4(23))σ1((23)4) : T (xσ1((23)4), yσ1((23)4), zσ1((23)4)) → T (xσ1(4(23)), yσ1(4(23)), zσ1(4(23)))
by
T
σ1(4(23))
σ1((23)4)
= Tσ ◦ T 1(4(23))1((23)4) ◦ Tσ−1 .
Then, we have:
Lemma 1.9. For any σ ∈ S 4, Tσ1(4(23))σ1((23)4) ◦ eσ1((23)4) = eσ1(4(23)).
Second, we construct T
4(1(23))
(1(23))4
: T (x(1(23))4, y(1(23))4, z(1(23))4) → T (x4(1(23)), y4(1(23)), z4(1(23)))
and T
4(3(12))
((12)3)4
: T (x((12)3)4, y((12)3)4, z((12)3)4) → T (x4(3(12)), y4(3(12)), z4(3(12))). Similarly to the
above, by the relation
x4(1(23)) = z4 − z3 = −x(1(23))4,
y4(1(23)) = z1 − z3 = y(1(23))4,
z4(1(23)) = z2 − z3 = z(1(23))4,
and
x4(3(12)) = z4 − z2 = −x((12)3)4 − y((12)3)4,
y4(3(12)) = z3 − z2 = −y((12)3)4,
z4(3(12)) = z1 − z2 = z((12)3)4.
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Thus, for σ ∈ S 4, set
T
4(1(23))
(1(23))4
= T ′4(1(23))
(1(23))4
lim
x(1(23))4→−x(1(23))4
T
4(3(12))
((12)3)4
= T ′4(3(12))
((12)3)4
lim
(x((12)3)4,y((12)3)4)→(−x((12)3)4,−y((12)3)4)
exp y((12)3)4
d
dx((12)3)4
exp y¯((12)3)4
d
dx¯((12)3)4
and
T
σ4(1(23))
σ(1(23))4
= Tσ ◦ T 4(1(23))(1(23))4 ◦ Tσ−1 ,
T
σ4(3(21))
σ((12)3)4
= Tσ ◦ T 4(3(21))((12)3)4 ◦ Tσ−1 .
Then, we have
Lemma 1.10. For any σ ∈ S 4, Tσ4(1(23))σ(1(23))4 ◦ eσ(1(23))4 = eσ4(1(23)) and Tσ4(3(12))σ((12)3)4) ◦ eσ((12)3)4) =
eσ4(3(12)).
By the above lemmas, all expansions except for e(12)(34) can be transformed into e1(2(34)).
For e(12)(34), the relation is
x2(1(34)) = z2 − z4 = x(12)(34),
y2(1(34)) = z1 − z4 = y(12)(34) + x(12)(34),
z2(1(34)) = z3 − z4 = z(12)(34).
It seems that we only need to consider the operator exp(−x(12)(34) ddy(12)(34) ), However, it is
not well-defined, since, informally, exp(x d
dy
)(x − y)−1 = −y and exp(x d
dy
)
∑
n≥0 x
−1−nyn =∑
n≥0
∑n
k=0 x
−1−n(y + x)n whose coefficient of x−1 is 1 + 1 + . . . . We will discuss this issue
in Section 1.5.
Finally, we transform e1(2(34)) into e1(2(43)). In this case, the relation is
x1(2(34)) = z1 − z4 = x1(2(43)) − z1(2(43)),
y1(2(34)) = z2 − z4 = y1(2(43)) − z1(2(43)),
z1(2(34)) = z3 − z4 = −z1(2(43)).
Set
T
1(2(43))
1(2(34))
= T ′1(2(43))
1(2(34))
lim
z→−z
exp(z(
d
dy
+
d
dx
)) exp(z¯(
d
dy¯
+
d
dx¯
)).
Then,
Lemma 1.11. T
1(2(43))
1(2(34))
e1(2(34)) = e1(2(43)).
Remark 1.5. We remark that the existence of this transformation reflects the fact that
both e1(2(34)) and e1(2(43)) correspond to the expansion of a function in F0,1,∞ at the same
point, 0 ∈ CP1. The Borcherds identity, an axiom of a vertex algebra, can be derived
from a property of holomorphic functions, the Cauchy integral formula, which relate the
expansions at the different points. However, for a real analytic function in F0,1,∞, it seems
difficult to compare the expansions at the different points.
24
1.5. Formal Differential Equation and Convergence. Since ξ : X4 → CP1 \ {0, 1,∞}
is PSL2C invariant, the image of an expansion eA satisfies differential equations. We first
consider the formal differential equations for e1(2(34)). We abbreviate (x1(2(34)), y1(2(34)), z1(2(34)))
to (x, y, z). Set
D1 = x
2d/dx + y2d/dy + z2d/dz,
D¯1 = x¯
2d/dx¯ + y¯2d/dy¯ + z¯2d/dz¯,
D0 = xd/dx + yd/dy + zd/dz,
D¯0 = x¯d/dx¯ + y¯d/dy¯ + z¯d/dz¯,
which acts on T (x, y, z) and Set S (x, y, z) = ∩i∈{0,1}(kerDi ∩ ker D¯i), which is the space of
the formal solutions of the differential equations. The following lemma follows from the
PSL2C-invariance of ξ:
Lemma 1.12. The image of s1(2(34)) : C((p, p¯, |p|R)) → T (x, y, z) is in S (x, y, z).
We will show that s1(2(34)) : C((p, p¯, |p|R)) → S (x, y, z) is an isomorphism of vector
spaces. Let f (x, y, z) ∈ S (x, y, z). Since D0 f = 0 and D¯0 f , we can assume that
f (x, y, z) =
∑
n,m,r,s∈R
an,m,r,s(y/x)
n(z/y)m(y¯/x¯)r(z¯/y¯)s
∈ C[[y/x, y¯/x¯]]((z/x, z¯/x¯, |z/x|R))[(y/x)±, (y¯/x¯)±, |y/x|R].
By D1 f = 0 and D¯1 f = 0, we have
(n − m)an,m,r,s + (m − 1)an,m−1,r,s − (n + 1)an+1,m,r,s = 0,
(r − s)an,m,r,s + (s − 1)an,m,r,s−1 − (r + 1)an,m,r+1,s = 0.
By the definition of T (x, y, z), an,m,r,s = 0 if one of n,m, r, s is sufficiently small. Fix
r, s ∈ R and let n0 = min{n |an,m,r,s , 0 and m ∈ R}. Then, since n0an0,m,r,s = (n0 − 1 −
m)an0−1,m,r,s + (m − 1)an0−1,m−1,r,s = 0, we have n0 = 0. If there exists n,m, r, s ∈ R
such that n ∈ R \ Z and an,m,r,s , 0, then either an−1,m,r,s or an−1,m−1,r,s is non-zero,
which contradicts the fact that an,m,r,s = 0 for sufficiently small n. Thus, f (x, y, z) =∑
n,r∈Z≥0
∑
m,s∈R an,m,r,s(y/x)
n(z/y)m(y¯/x¯)r(z¯/y¯)s.Define the map v1(2(34)) : S (x, y, z) → C((p, p¯, |p|R))
by
f (x, y, z) 7→
∑
m,s∈R
a0,m,0,sp
m p¯s,
which is a formal limit of (x, y, z) 7→ (∞, 1, p).
Lemma 1.13. The map v1(2(34)) is inverse to s1(2(34)).
Proof. Recall that e1(2(34))ξ = (1−y/x)z/y
∑
m≥0(z/x)
m,which implies that v1(2(34))(s1(2(34))(p)) =
p. Thus, v1(2(34)) is a left inverse of s1(2(34)). Hence, it suffices to show that v1(2(34)) is in-
jective. Let f (x, y, z) =
∑
n,r∈Z≥0
∑
m,s∈R an,m,r,s(y/x)
n(z/y)m(y¯/x¯)r(z¯/y¯)s ∈ S (x, y, z) satisfy
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v1(2(34))( f (x, y, z)) = 0, that is, a0,m,0,r = 0 for any m, r ∈ R. Then, it is easy to show that
f = 0 by the above recurrence formula. 
Corollary 1.1. Let g ∈ S (x, y, z). If there exists f ∈ F0,1,∞ such that v1(2(34))(g) = j(p, f ),
then g = e1(2(34))( f ◦ ξ). In particular, g is absolutely convergent to a function in Cor4 in
|x| >> |y| >> |z|.
We second consider the formal differential equations for e(12)(34). We abbreviate
(x(12)(34), y(12)(34), z(12)(34)) to (x, y, z) again. Set
D′1 = x
2d/dx + y2d/dy + z2d/dz,
D¯′1 = x¯
2d/dx¯ + y¯2d/dy¯ + z¯2d/dz¯,
D′0 = xd/dx + yd/dy + zd/dz,
D¯′0 = x¯d/dx¯ + y¯d/dy¯ + z¯d/dz¯,
and let S ′(x, y, z) be the space of the formal solutions of D′0,D
′
1, D¯
′
0, D¯
′
1 in T(12)(34)(x, y, z).
Similarly to the above, we have
s(12)(34) : C((p, p¯, |p|R)) → S ′(x, y, z).
We will show that the map is an isomorphism of vector spaces by constructing the inverse
map. ByD′
0
and D¯′
0
, any element of S ′(x, y, z) is of the form
∑
n,m,r,s∈R an,m,r,s(y/x)
n(z/x)m(y¯/x¯)r(z¯/x¯)s.
The map v(12)(34) : S
′(x, y, z) → C((p1/2, p¯1/2, |p|R)) defined by∑
n,m,r,s
an,m,r,s(y/x)
n(z/x)m(y¯/x¯)r(z¯/x¯)s 7→
∑
n,m,r,s
an,m,r,sp
n+m
2 p¯
r+s
2
is well-defined by the definition of T(12)(34)(x, y, z). Furthermore, since e(12)(34)(ξ) = (y/x)(z/x)(1+
(z/x − y/z) + (z/x − y/z)2 + . . . ), we have v(12)(34) ◦ s(12)(34)(ξ) = p, which implies that
e(12)(34) is injective. Thus, it suffices to show that e(12)(34) is surjective. Let g(x, y, z) =∑
n,m,r,s an,m,r,s(y/x)
n(z/x)m(y¯/x¯)r(z¯/x¯)s ∈ S ′(x, y, z). Since it is in the kernel of D′1 and D¯′1,
(n − m)an,m,r,s + nan−1,m,r,s + man,m−1,r,s = 0,
(r − s)an,m,r,s + ran,m,r−1,s + san,m,r,s−1 = 0.
Lemma 1.14. For non-zero g(x, y, z) ∈ S (x, y, z). Set N0 = min{ n+m2 |an,m,r,s , 0 for some r, s ∈
R}. and R0 = min{ r+s2 |an,2N0−n,r,s , 0 for some n, r, s ∈ R}. Then, aN0,N0,R0,R0 , 0 and
an,2N0−n,r,2R0−r = 0 for any n , N0 or r , R0. Furthermore, N0 − R0 ∈ Z.
Proof. Let n0, r0 ∈ R satisfy an0,2N0−n0,r0,2R0−r0 , 0. Then, by the above recurrence formula,
2(N0−n0)an0 ,2N0−n0,r,2R0−r0 = n0an0−1,2N0−n0 ,r0,2R0−r0+(2N0−n0)an0 ,2N0−n0−1,r0,2R0−r0 = 0. Thus,
n0 = N0 and r0 = R0. Since g(x, y, z) ∈ T(12)(34)(x, y, z), an,m,r,s = 0 if n− r < Z or m− s < Z,
which implies that N0 − R0 ∈ Z. 
By the above lemma, pN0 p¯R0 ∈ C[p, p¯, |p|R]. Thus, we can replace g(x, y, z) by g(x, y, z)−
e(12)(34)(aN0,N0,R0,R0 p
N0 p¯R0), that is, g(x, y, z)−e(12)(34)(aN0,N0,R0,R0pN0 p¯R0) ∈ S ′(x, y, z). We re-
peat this process for R0 and N0. Thus, we have g(x, y, z) ∈ Ime(12)(34), which implies that
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e(12)(34) is surjective and the image of v(12)(34) is in C((p, p¯, |p|R)) ⊂ C((p1/2, p¯1/2, |p|R)).
Hence, we have:
Lemma 1.15. The map v(12)(34) : S
′(x, y, z) → C((p, p¯, |p|R)) is the inverse of s(12)(34) :
C((p, p¯, |p|R)) → S ′(x, y, z).
Corollary 1.2. Let g′ ∈ S ′(x, y, z). If there exists f ∈ F0,1,∞ such that v(12)(34)(g′) = j(p, f ),
then g′ = e(12)(34)( f ◦ ξ). In particular, g′ is absolutely convergent to a function in Cor4 in
|x| >> |y| >> |z|.
Finally, we state a similar result on Cor3. Set
D′′1 = x
2d/dx + y2d/dy,
D¯′′1 = x¯
2d/dx¯ + y¯2d/dy¯
D′′0 = xd/dx + yd/dy,
D¯′′0 = x¯d/dx¯ + y¯d/dy¯,
and let S ′′(x, y) be a space of the formal solutions of D′
0
,D′
1
, D¯′
0
, D¯′
1
in
T (x, y) = C[[y/x, y¯/x¯}[x±, x¯±, |x|, y±, y¯±, |y|].
Then, we have:
Lemma 1.16. The space S ′′(x, y) consists of the constant functions.
Proof. Let f ∈ S ′′(x, y) ByD′′
0
f = D¯′′
0
f = 0, we can assume that f (x, y) =
∑
r,s∈R ar,s(y/x)
r(y¯/x¯)s.
By D′′
1
f = D¯′′
1
f = 0, an,n¯ satisfies rar,s = (r+1)ar+1,s and sar,s = (s+1)ar,s+1. Thus, ar,s = 0
unless (r, s) = (0, 0). 
1.6. Holomorphic correlation functions. In this section, we consider holomorphic cor-
relation functions.The following proposition is important:
Proposition 1.3. If d/dzaφ = 0 for φ ∈ Cor4 and a ∈ {1, 2, 3, 4}, then φ is in Cor f4 .
Furthermore, φ is a finite sum of functionsΠ1≤i< j≤4(zi−z j)αi j(zi−z j)βi j such that αi j−βi j ∈ Z
and βai = 0 for i, j = 1, 2, 3, 4.
Proof. By the S 4-symmetry, we may assume that a = 2. By the definition of Cor4, we can
assume that φ(z1, z2, z3, z4) =
∑N
t=1 φ
t(z1, z2, z3, z4) and
φt(z1, z2, z3, z4) = Π1≤i< j≤4(zi − z j)α
t
i j(zi − z j)β
t
i j f t(
(z1 − z2)(z3 − z4)
(z1 − z3)(z2 − z4)
)(1.5)
and f t ∈ F0,1,∞ and for χ ∈ {p, 1 − p, p−1}
j(χ, f t) =
∞∑
k=1
|p|rt,χk
∑
n,m≥0
at,χn,mp
n p¯m.(1.6)
We first prove that there exists integers n12, n23, n24,N∞ such that d/dz
N∞
2
((z1−z2)−n12+1(z2−
z3)
−n23+1(z2 − z4)−n24+1φ) = 0. Fix z1, z3, z4. Since d/dz2φ = 0, φ is a holomorphic func-
tion for the variable z2 on C \ {z1, z3, z4}. Let n12 (resp. n23, n24) be the largest integer
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smaller than any element of the set {αt
12
+ βt
12
+ r
t,p
k
}t=1,...,N,k=1,2,3,... (resp. {αt23 + βt23 +
r
t,1−p
k
}t=1,...,N,k=1,2,3,... and {αt24 + βt24 + rt,p
−1
k
}t=1,...,N,k=1,2,3,...), which exists since rt,χk ∈ R is
bounded below. Then, by (1.5) and (1.6), limz2→z1 |z2 − z1|
−n12+1
2 f = 0 and limz2→z3 |z2 −
z3|
−n23+1
2 f = 0 and limz2→z4 |z2 − z4|
−n24+1
2 f = 0. Hence, (z1 − z2)−n12+1(z2 − z3)−n23+1(z2 −
z4)
−n24+1φ is a holomorphic function on C. Since d/dz2(z1 − z2)−n12+1(z2 − z3)−n23+1(z2 −
z4)
−n24+1φ = 0, we may assume without loss of generality that φ is a holomorphic function
for the variable z2 on C. Let n∞ be the largest integer smaller than any element of the set
{αt
12
+ αt
23
+ αt
24
+ 1}t=1,...,N . Then, by (1.5), limz2→∞ |z2|−n∞φ = 0. Hence, φ is a rational
function on the projective plane CP1 and holomorphic on C. Thus, φ is a polynomial
whose degree is less that n∞, which implies that d/dz2
n∞φ = 0.
Now, we consider the expansion map e1(4(23)) : Cor4 → T (x1(4(23)), y1(4(23)), z1(4(23))) and
set (x1(4(23)), y1(4(23)), z1(4(23)), x¯1(4(23)), y¯1(4(23)), z¯1(4(23))) = (x, y, z, x¯, y¯, z¯). Since T (x, y, z) is a
completion of
⊕
r,s∈R
zrz¯sC[[y/x, y¯/x¯]][x±, y±, x¯±, y¯±, |x|R, |y|R],
by d/dz2
n∞φ = 0 and d/dz2φ = 0,
e1(4(23))(φ) ∈
n∞−1⊕
k=0
zkC[[y/x, y¯/x¯]][x±, y±, x¯±, y¯±, |x|R, |y|R].
Denote by prn∞ : T (x, y, z) →
⊕n∞−1
k=0
zkC[[y/x, y¯/x¯]][x±, y±, x¯±, y¯±, |x|R, |y|R] the projec-
tion of T (x, y, z) onto the coefficients of 1, z, . . . , zn∞−1. Set zi j = zi − z j for i, j = 1, . . . , 4.
Then,
e1(4(23))(φ) = prn∞e1(4(23))(φ)
= prn∞
N∑
t=1
e
f
1(4(23))
(Π1≤i< j≤4(zi j)
αt
i j(z¯i j)
βt
i j)s1(4(23))( j(1 − p, f t),
= prn∞
N∑
t=1
∞∑
k=1
e
f
1(4(23))
(Π1≤i< j≤4(zi j)
αt
i j(z¯i j)
βt
i j)s1(4(23))(
∑
n,m≥0
at,1−pn,m p
n p¯m|p|rt,1−pk ).(1.7)
Since e
f
1(4(23))
(Π1≤i< j≤4z
αt
i j
i j
z¯
βt
i j
i j
) ∈ zαt23 z¯βt23C[[y/x, z/y, y¯/x¯, z¯/y¯]][x±, y±|x|R, |y|R] and s1(4(32))(pa p¯a′) ∈
zaz¯a
′
C[[y/x, z/y, y¯/x¯, z¯/y¯]][x±, y±|x|R, |y|R] for any a, a′ ∈ R,
prn∞e
f
1(4(32))
(Π1≤i< j≤4z
αt
i j
i j
z¯
βt
i j
i j
)s1(4(23))(p
a p¯a
′
)
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is equal to zero unless αt
23
+a ∈ Z≤n∞ and βt23+a′ ∈ Z≤0. Thus, the right hand side of (1.7)
is finite sum, that is,
=prn∞
N∑
t=1
∑
k=1,2,3,...
r
t,1−p
k
+βt
23
∈Z≤0
r
t,1−p
k
+αt
23
∈Z≤n∞
e
f
1(4(23))
(Π1≤i< j≤4(zi j)
αt
i j(z¯i j)
βt
i j)s1(4(23))(
∑
n∞−αt23−r
t,1−p
k
≥n≥0
−βt
23
−rt,1−p
k
≥m≥0
at,1−pn,m p
n p¯m|p|rt,1−pk ).
= prn∞
N∑
t=1
∑
k=1,2,3,...
r
t,1−p
k
+βt
23
∈Z≤0
r
t,1−p
k
+αt
23
∈Z≤n∞
∑
n∞−αt23−r
t,1−p
k
≥n≥0
−βt
23
−rt,1−p
k
≥m≥0
e
f
1(4(32))
(Π1≤i< j≤4z
αt
i j
i j
z¯
βt
i j
i j
(1 − ξ)rt,1−pk +n(1 − ξ¯)rt,1−pk +m).
Thus, the coefficients of 1, z, . . . , zn∞−1 in e1(4(32))(φ) is an element in Cor
f
4
. This finishes
the proof, the detailed verification of the assertion being left to the reader.

Corollary 1.3. If a function f ∈ Cor4 is independent of the variable z4, i.e., d/dz4 f =
d/dz¯4 f , then f ∈ Cor3.
1.7. Vacuum state and D4-symmetry. In section 1.3, we consider the expansions of a
function in Cor4 in three variables associated with an element in A ∈ P4. In this section,
we consider expansions in four variables. Let Q4 be the set of parenthesized products of
five elements 1, 2, 3, 4, ⋆ with ⋆ at right most, e.g., 3((4((12)⋆)) (see Introduction 0.2).
The permutation group S 4 acts on Q4, which fixes ⋆, and Q4 consists of the permutations
of the following elements, called standard elements of Q4:
((12)(34))⋆, (12)((34)⋆), (12)(3(4⋆)),
(((12)3)4)⋆, ((12)3)(4⋆),(standard elements of Q4)
((1(23))4)⋆, (1(23))(4⋆),
(1((23)4))⋆, 1(((23)4)⋆), 1((23)(4⋆)),
(1(2(34)))⋆, 1((2(34))⋆), 1(2((34)⋆)), 1(2(3(4⋆))).
The rule for the change of variables is given in Appendix. In this section, we briefly
explain that all the expansions associated with Q4 are given by the expansions associated
with P4.
We start with the example 1(2(3(4⋆))) ∈ Q4. In this case, we consider the expansion of
a function Cor4 in |z1| > |z2| > |z3| > |z4|. Set
T⋆(x, y, z,w) = C[[y/x,w/z, y/x, w¯/z¯]]((z/y, z¯/y¯, |z/y|R))[x±, y±, z±, x±, y±, z±, |x|R, |y|R, |z|R],
for the formal variables x, y, z,w, x¯, y¯, z¯, w¯. We recall that the expansion e1(2(34)) is given
by the change of variables (z1 − z4, z2 − z4, z3 − z4) 7→ (z14, z24, z34) with the expansion in
|z14| > |z24| > |z34|. Then, let T 1(2(3(4⋆)))1(2(34)) : T (z14, z24, z34) → T⋆(z1, z2, z3, z4) be the linear
map defined by
T
1(2(3(4⋆)))
1(2(34))
= lim
(z14,z24,z34)→(z1,z2,z3)
exp(−z4(d/dz14 + d/dz24 + d/dz34)) exp(−z¯4(d/dz¯14 + d/dz¯24 + d/dz¯34))
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and set
e1(2(3(4⋆))) = T
1(2(3(4⋆)))
1(2(34))
◦ e1(2(34)) : Cor4 → T⋆(z1, z2, z3, z4).
Then, similarly to Lemma 1.9, we have:
Lemma 1.17. For φ ∈ Cor4, the formal power series e1(2(3(4⋆)))(φ) is absolutely convergent
to φ(z1, z2, z3, z4) in |z1| >> |z2| >> |z3| >> |z4|.
For the case of 1((2(34))⋆) ∈ Q4, we consider the following expansion with the change
of variables
(z1, z24, z34, z4) = (z1, z2 − z4, z3 − z4, z4), {|z1| >> |z24| >> |z34| >> |z4|}.
Similarly to the above, such expansion e1((2(34))⋆) : Cor4 → T ∗(z1, z24, z34, z4) is given by
e1((2(34))⋆) = T
1((2(34))⋆)
1(2(34))
◦ e1((2(34))),
T
1((2(34))⋆)
1(2(34))
= lim
z
14
→z
1
exp(−z4d/dz14) exp(−z¯4d/dz¯14).
In this way, we can define expansions and the space of formal power series for all elements
in Q4 by using the expansions defined in the previous section.
Hereafter, we study e1(2(3(4⋆))) in more detail. Since the expansions and the derivations
are commute with each other, by Lemma 1.1, the image of e1(2(3(4⋆))) is in the kernel of
d
dz1
+
d
dz2
+
d
dz3
+
d
dz4
and d
dz¯1
+
d
dz¯2
+
d
dz¯3
+
d
dz¯4
. Set
T⋆0 (z1, z2, z3, z4) = { f ∈ T⋆(z1, z2, z3, z4) |
d
dz1
+
d
dz2
+
d
dz3
+
d
dz4
f =
d
dz1
+
d
dz2
+
d
dz3
+
d
dz4
f = 0}.
Then, the image of T
1(2(3(4⋆)))
1(2(34))
: T (z14, z24, z34) → T⋆(z1, z2, z3, z4) is in T⋆0 (z1, z2, z3, z4),
since [ d
dz4
, exp(−z4( ddz1 +
d
dz2
+
d
dz3
))] = −( d
dz1
+
d
dz2
+
d
dz3
).
Lemma 1.18. The above map T
1(2(3(4⋆)))
1(2(34))
: T (z14, z24, z34) → T⋆0 (z1, z2, z3, z4) is an isomor-
phism.
Proof. By substituting z4 = z¯4 = 0, we obtain the left inverse of the map, which implies
that the map is injective. Let f (z1, z2, z3, z4) =
∑
n,m≥0 fn,mz
n
4
z¯m
4
∈ T⋆
0
(z1, z2, z3, z4). It suffices
to show that f is in the image of the map. We may assume that f0,0 = 0. Then, n fn,m =
( d
dz1
+
d
dz2
+
d
dz3
) fn−1,m and m fn,m = (
d
dz¯1
+
d
dz¯2
+
d
dz¯3
) fn,m−1. Thus, fn,m = 0 for all n,m ≥ 0. 
We end this section by studying the relation between e1(2(3(4⋆))) and e4(3(2(1⋆))). The map
e1(2(3(4⋆))) expands a function in |z1| > |z2| > |z3| > |z4|, whereas e4(3(2(1⋆))) expands in
|z4| > |z3| > |z2| > |z1|. We consider the following involution: X4 → X4, (z1, z2, z3, z4) 7→
(z−1
1
, z−1
2
, z−1
3
, z−1
4
) and set
T⋆d (x, y, z,w) = C[[y/x,w/z, y/x, w¯/z¯]]((z/y, z¯/y¯, |z/y|R))[y±, z±, y±, z±, |y|R, |z|R],
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which is a subspace of T⋆(x, y, z,w). Define the map Id : T
⋆
d
(z1, z2, z3, z4) → T⋆d (z4, z3, z2, z1)
by (z
1
, z
2
, z
3
, z
4
) 7→ (z−1
1
, z−1
2
, z−1
3
, z−1
4
). We observe that
Id(z
−r
1 e1(2(3(4⋆)))(z1 − z2)r) = Id(
∑
i≥0
(−1)i
(
r
i
)
z−i1 z
i
2)
=
∑
i≥0
(−1)i
(
r
i
)
zi1z
−i
2
= z−r2 (−1)re4(3(2(1⋆)))((z1 − z2)r).
Let
φ(z1, z2, z3, z4) = Π1≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j f ◦ ξ(z1, z2, z3, z4) ∈ Cor4,
where f ∈ F0,1,∞ and αi j, βi j ∈ R satisfy αi j − βi j ∈ Z for any 1 ≤ i < j ≤ 4. Set
P(α, β, z) = Π1≤i< j≤4(−1)αi j−βi j(ziz j)αi j(z¯iz¯ j)βi j . Then, we have:
Lemma 1.19. Id(P(α, β, z)
−1e1(2(3(4⋆)))(φ)) = e4(3(2(1⋆)))(φ).
The above transformation corresponds to (14)(23) in S 4. It is well-known that the
axiom of a vertex algebra possesses S 3-symmetry (see [FHL]). We will later prove that
the correlation functions is S 4-invariant by using the S 3-symmetry together with (14)(23)-
symmetry above (see Proposition 3.7).
1.8. Generalized two point Correlation function. In the theory of a vertex algebra,
four point correlation functions in the limit of (z1, z4) 7→ (∞, 0) are used, which we call
generalized two point functions (see Introduction 0.2). This subsection is devoted to
studying the property of this generalized two point function. Set
U(y, z) = C((z/y, z¯/y¯, |z/y|R))[y±, z±, y¯±, z¯±, |y|R, |z|R]
and
Y2 = {(z1, z2) ∈ C2 | z1 , z2, z1 , 0, z2 , 0}.
Let η(z1, z2) : Y2 → CP1 \ {0, 1,∞} be the real analytic function defined by η(z1, z2) = z2z1 .
For f ∈ F0,1,∞, f ◦ η is a real analytic function on Y2. Denote by GCor2 the space of real
analytic functions on Y2 spanned by
z
α1
1
z
α2
2
(z1 − z2)α12 z¯β11 z¯
β2
2
(z¯1 − z¯2)β12 f ◦ η(z1, z2),(1.8)
where f ∈ F0,1,∞ and α1, α2, α12, β1, β2, β12 ∈ R satisfy α1 − β1, α2 − β2, α12 − β12 ∈ Z.
Define the action of Aut (0, 1,∞) on Y2 by
(01) · (z1, z2) = (z1, z1 − z2),
(0∞) · (z1, z2) = (z2, z1),
(1∞) · (z1, z2) = (z2 − z1, z2),
(01∞) · (z1, z2) = (z1 − z2, z1),
(10∞) · (z1, z2) = (z2, z2 − z1),
for (z1, z2) ∈ Y2. Then, we have:
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Lemma 1.20. The map η : Y2 → CP1\{0, 1,∞} commutes with the action ofAut (0, 1,∞),
i.e., η(t · (z1, z2)) = t · z2z1 for any (z1, z2) ∈ Y2 and t ∈ Aut (0, 1,∞). In particular, for
µ ∈ GCor2,
(
t · µ
)
(−) = µ(t−1−) ∈ GCor2 for any t ∈ Aut (0, 1,∞).
Let µ(z1, z2) = z
α1
1
z
α2
2
(z1 − z2)α12 z¯β11 z¯
β2
2
(z¯1 − z¯2)β12 f ◦ η(z1, z2) in (1.8). The expansions of
µ in {|z1| > |z2|} and {|z2| > |z1|} are respectively given by
z
α1+α12
1
z¯
β1+β12
1
z
α2
2
z¯
β2
2
∑
i, j≥0
(
α12
i
)(
β12
j
)
(−z2/z1)i(−z¯2/z¯1) j lim
p→z2/z1
j(p, f )
(−1)α12−β12zα1
1
z¯
β1
1
z
α2+α12
2
z¯
β2+β12
2
∑
i, j≥0
(
α12
i
)(
β12
j
)
(−z1/z2)i(−z¯1/z¯2) j lim
p→z1/z2
j(p−1, f ),
which define maps
||z1 |>|z2 | : GCor2 → U(z1, z2), µ(z1, z2) 7→ µ(z1, z2)||z1 |>|z2 |
and
||z2 |>|z1 | : GCor2 → U(z2, z1), µ(z1, z2) 7→ µ(z1, z2)||z2 |>|z1 |.
Since f ( z2
z1
) = f ( z2
z2+(z1−z2)), the expansions of µ in {|z2| > |z1 − z2|} is given by
z
α1+α2
2
z¯
β1+β2
2
z
α12
0
z¯
β12
0
∑
i, j≥0
(
α1
i
)(
β1
j
)
(z0/z2)
i(z¯0/z¯2)
j lim
p→−z0/z2
j(1 − p−1, f ),
where z0 = z1 − z2. We denote it by
||z2 |>|z1−z2 | : GCor2 → U(z2, z0), µ(z1, z2) 7→ µ(z1, z2)||z2 |>|z1−z2 |.
Then, we have:
Lemma 1.21. For f ∈ F0,1,∞,
f ◦ η||z1 |>|z2 | = lim
p→z1/z2
j(1, f ),
f ◦ η||z2 |>|z1 | = lim
p→z2/z1
j(p−1, f ),
f ◦ η||z2 |>|z1−z2 | = lim
p→−z0/z2
j(1 − p−1, f ).
For a, a′ ∈ R, define a C-linear map Ca,a′(x) : T (x, y, z) → U(y, z) by taking the coeffi-
cient of xa x¯a
′
. Then, we have the C-linear map Ca,a′(x) : T (x, y, z) → U(y, z).
Proposition 1.4. For φ ∈ Cor4 and a, a′ ∈ R, there exists η ∈ GCor2 satisfying the
following conditions:
(1) Ca,a′(x1(2(34)))e1(2(34))φ = η||z1 |>|z2 |,
(2) Ca,a′(x1(3(24)))e1(3(24))φ = η||z2 |>|z1 |,
(3) Ca,a′(x1((23)4))e1((23)4)φ = η||z2 |>|z1−z2 |,
where we identify (y1(2(34)), z1(2(34))) and (y1(3(24)), z1(3(24))), (y1((23)4), z1((23)4)) as (z1, z2) and
(z2, z1), (z2, z0), respectively.
32
Proof. Since the expansion is linear, we may assume that φ = Π1≤i< j≤4(zi − z j)αi j(z¯i −
z¯ j)
βi j f ◦ ξ, where f ∈ F0,1,∞ and αi j − βi j ∈ Z. Set
Tg(x, y, z) = C[[y/x, y¯/x¯]]((z/y, z/y, |z/y|R))[y±, z±, y±, z¯±, |y|R, |z|R],
which involves only x−n x¯−n
′
with n, n′ ∈ Z≥0, and c = α12 + α13 + α14 and c′ = β12 +
β13 + β14. Let A = 1(2(34)), 1(3(24)), 1((23)4). Then, eA(φ) ⊂ zc1z¯c
′
1
Tg(xA, yA, zA) and, thus,
Ca,a′(xA)eA(φ) = 0 unless c − a, c′ − a′ ∈ Z≥0. Hence, we may assume that a = c − n and
a′ = c′ − n′ for some n, n′ ∈ Z≥0. Since limz1→∞ z−c1 z¯−c
′
1
φ exists and is equal to
Π2≤i< j≤4(zi − z j)αi j(z¯i − z¯ j)βi j f (
z3 − z4
z2 − z4
),
Cc−n,c′−n′(xA)eA(φ) is convergent to the real analytic function
η(z1, z2) =
1
n!n′!
lim
(z1,z2,z3,z4)→(∞,z1,z2,0)
(−z21d/dz1)n(−z21d/dz1)n
′
(z−c1 z¯
−c′
1 φ(z1, z2, z3, z4)) ∈ GCor2,
where we used −z2 d
dz
z−k = kz−(k−1). Since e1((23)4) is the expansion around |z1 − z4| >
|z3 − z4| > |z2 − z3|, in the limit of lim(z1,z2,z3,z4)→(∞,z1,z2,0), it gives the expansion around
|z2| > |z1 − z2|. 
Similarly to the proof of Proposition 1.3, we have:
Lemma 1.22. If µ ∈ GCor2 satisfies ddz¯1µ = 0, then µ(z1, z2) ∈ C[z
±
1
, (z1− z2)±, z±2 , z¯±2 , |z2|R].
Furthermore, if d
dz¯1
µ = d
dz¯2
µ = 0, then µ(z1, z2) ∈ C[z±1 , z±2 , (z1 − z2)±].
Similarly to Section 1.5, let S g(z1, z2) be the subspace of U(z1, z2) consisting of f ∈
U(z1, z2) with (z1d/dz1 + z2d/dz2) f = (z¯1d/dz¯1 + z¯2d/dz¯2) f = 0. Clearly, the map sg :
C((p, p¯, |p|R)) → S g(z1, z2) defined by the substitution of z2/z1 into p and the map vg :
S g(z1, z2) → C((p, p¯, |p|R)) defined by the limit (z1, z2) → (1, p) are mutually inverse.
Then, we have:
Lemma 1.23. Let µ ∈ GCor2 satisfy (z1d/dz1 + z2d/dz2)µ = (z¯1d/dz¯1 + z¯2d/dz¯2)µ = 0.
Then, there exists f ∈ F0,1,∞ such that
µ||z1 |>|z2 | = lim
p→z
2
/z
1
j(p, f )
µ||z2 |>|z1−z2 | = lim
p→−z
0
/z
1
j(1 − p−1, g)
µ||z2 |>|z1 | = lim
p→z
1
/z
2
j(p−1, g).
Proof. Set f (p) = µ(1, p), which is a real analytic function on CP1 \ {0, 1,∞}. By the
existence of the expansion around {0, 1,∞}, f has conformal singularities at {0, 1,∞}.
Thus, the assertion holds. 
We end this section by studying the behavior of the expansion ||z2 |>|z1−z2 | of generalized
two point functions under the involution IY : Y2 → Y2, (z1, z2) 7→ (z−11 , z−12 ), which is
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important to define a dual module for a full vertex algebra. The involution IY acts on
GCor2 by µ(z1, z2) 7→ µ(z−11 , z−12 ) for µ ∈ GCor2. Define the map
lim
(z0,z2)7→( −z0z2(z2+z0) ,
1
z2
)
: U(z2, z0) → U(z2, z0)
by substituting (−z0/z22
∑
i≥0(−1)i(z0/z2)i, z−12 ) into z0 and z2. The map is well-defined,
sinceU(z2, z0) = C((z0/z2, z¯0/z¯2, |z0/z2|))[z±0 , z±2 , z¯±0 , z¯±2 , |z0|R, |z2|R] and lim(z0,z2)7→( −z0z2(z2+z0) , 1z2 ) z0/z2 =
−z0/z2(1 − z0/z2 + (z0/z2)2 − · · · ).
Lemma 1.24. For any µ ∈ GCor2,
lim
(z0,z2)7→( −z0z2(z2+z0) ,
1
z2
)
µ||z2 |>|z1−z2 | = IY (µ)||z2 |>|z1−z2 |.
Proof. Set µ′(z0, z2) = µ(z0 + z2, z2). Since the series µ||z2 |>|z1−z2 | ∈ U(z2, z0) is absolutely
convergent in |z2| >> |z0|, lim(z0,z2)7→( −z0z2(z2+z0) , 1z2 ) µ||z2 |>|z1−z2 | is also absolutely convergent to
µ′( −z0
z2(z2+z0)
, 1
z2
) in |z2| >> |z0|, which is equal to µ( −z0z2(z2+z0) +
1
z2
, 1
z2
) = µ((z0 + z2)
−1, z−12 ). The
series IY (µ)||z2 |>|z1−z2 | is also absolutely convergent to µ((z0+ z2)−1, z−12 ) in the same domain.
Hence, they coincide with each other. 
2. Full vertex algebra
In this section, we introduce the notion of a full vertex algebra, which is a generalization
of a Z-graded vertex algebra.
2.1. Definition of full vertex algebra. For an R2-graded vector space F =
⊕
h,h¯∈R2 Fh,h¯,
set F∨ =
⊕
h,h¯∈R2 F
∗
h,h¯
, where F∗
h,h¯
is the dual vector space of Fh,h¯. A full vertex algebra is
an R2-graded C-vector space F =
⊕
h,h¯∈R2 Fh,h¯ equipped with a linear map
Y(−, z) : F → End(F)[[z±, z¯±, |z|R]], a 7→ Y(a, z) =
∑
r,s∈R
a(r, s)z−r−1z¯−s−1
and an element 1 ∈ F0,0 satisfying the following conditions:
FV1) For any a, b ∈ F, there exists N ∈ R such that a(r, s)b = 0 for any r ≥ N or s ≥ N,
that is, Y(a, z)b ∈ F((z, z¯, |z|R));
FV2) Fh,h¯ = 0 unless h − h¯ ∈ Z;
FV3) For any a ∈ F, Y(a, z)1 ∈ F[[z, z¯]] and limz→0 Y(a, z)1 = a(−1,−1)1 = a.
FV4) Y(1, z) = id ∈ EndF;
FV5) For any a, b, c ∈ F and u ∈ F∨, there exists µ(z1, z2) ∈ GCor2 such that
u(Y(a, z
1
)Y(b, z
2
)c) = µ||z1 |>|z2 |,
u(Y(Y(a, z
0
)b, z
2
)c) = µ||z2 |>|z1−z2 |,
u(Y(b, z
2
)Y(a, z
1
)c) = µ||z2 |>|z1 |,
where z0 = z1 − z2.
FV6) Fh,h¯(r, s)Fh′,h¯′ ⊂ Fh+h′−r−1,h¯+h¯′−s−1 for any r, s, h, h′, h¯, h¯′ ∈ R.
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Remark 2.1. Physically, the energy and the spin of a state in Fh,h¯ are h + h¯ and h − h¯.
Thus, the condition (FV2) implies that we only consider the particles whose spin is an
integer, that is, we consider only bosons and not fermions. The notion of a full super
vertex algebra can be defined by modifying (FV5) and (FV2).
Remark 2.2. Define the linear map L(0), L(0) ∈ EndF by L(0)v = hv and L(0)a = h¯a for
any h, h¯ ∈ R and a ∈ Fh,h¯. Then, the condition (FV6) is equivalent to the the following
condition: For any h, h¯ ∈ R and a ∈ Fh,h¯,
[L(0), Y(a, z)] = (zd/dz + h)Y(a, z),
[L(0), Y(a, z)] = (z¯d/dz¯ + h¯)Y(a, z).
Let (F1, Y1, 11) and (F2, Y2, 12) be full vertex algebras. A full vertex algebra homomor-
phism from F1 to F2 is a linear map f : F1 → F2 such that
(1) f (11) = 12
(2) f (Y1(a, z)−) = Y2( f (a), z) f (−) for any a ∈ F1.
The notions of a subalgebra and an ideal are defined in the usual way.
A module of a full vertex algebra F is an R2-graded C-vector space M =
⊕
h,h¯∈R2 Mh,h¯
equipped with a linear map
YM(−, z) : F → End(M)[[z±, z¯±, |z|R]], a 7→ YM(a, z) =
∑
r,s∈R
a(r, s)z−r−1z¯−s−1
satisfying the following conditions:
FM1) For any a ∈ F and m ∈ M, there exists N ∈ R such that a(r, s)m = 0 for any r ≥ N
or s ≥ N;
FM2) Mn,m = 0 unless n − m ∈ Z;
FM3) YM(1, z) = id ∈ EndM;
FM4) For any a, b ∈ F, m ∈ M and u ∈ M∨, there exists µ ∈ GCor2 such that
u(YM(a, z1)YM(b, z2)m) = µ||z1 |>|z2 |,
u(YM(YM(a, z0)b, z2)m) = µ||z2>|z1−z2 |,
u(YM(b, z2)YM(a, z1)m) = µ||z2 |>|z1 |;
FM5) Fh,h¯(r, s)Mh′,h¯′ ⊂ Mh+h′−r−1,h¯+h¯′−s−1 for any r, s, h, h′, h¯, h¯′ ∈ R.
As a consequence of (FM1) and (FM5), we have:
Lemma 2.1. Let hi, h¯i ∈ R, ai ∈ Fhi,h¯i (i = 1, 2), m ∈ Mh3,h¯3 and u ∈ M∗h0,h¯0 . Then,
u(Y(a1, z1)Y(a2, z2)m) ∈ z
h0−h1−h2−h3
1
z¯
h¯0−h¯1−h¯2−h¯3
1
C((z2/z1, z¯2/z¯1, |z2/z1|R)).
Proof. Set ∑
s1,s¯1,s¯2,s¯2∈R
cs1,s¯1,s¯2,s¯2z
s1
1
z¯
s¯1
1
z
s2
2
z¯
s2
2
= u(Y(a1, z1)Y(a2, z2)m).
Then,
cs1,s¯1,s2,s¯2 = u(a1(−s1 − 1,−s¯1 − 1)a2(−s2 − 1,−s¯2 − 1)m).
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By (FM5), a1(−s1−1,−s¯1−1)a2(−s2−1,−s¯2−1)m ∈ Mh1+h2+h3+s1+s2 ,h¯1+h¯2+h¯3+s¯1+s¯2 . Hence,
cs1,s¯1,s2,s¯2 = 0 unless h0 = h1 + h2 + h3 + s1 + s2 and h¯0 = h¯1 + h¯2 + h¯3 + s¯1 + s¯2. Thus, we
have
u(Y(a1, z1)Y(a2, z2)m) = z
h0−h1−h2−h3
1
z¯
h¯0−h¯1−h¯2−h¯3
1
∑
s2,s¯2∈R
cs1,s¯1,s¯2,s¯2(z2/z1)
s2(z¯2/z¯1)
s2 ,
where s1 = h0− (h1+h2+h3+ s2) and s¯1 = h¯0− (h¯1+ h¯2+ h¯3+ s¯2). By (FM1), the assertion
holds. 
By Lemma 2.1 and Lemma 1.23, we have:
Lemma 2.2. Let hi, h¯i ∈ R, ai ∈ Fhi,h¯i (i = 1, 2), m ∈ Mh3 ,h¯3 and u ∈ M∗h0,h¯0 , there exists
f ∈ F0,1,∞ such that
z
−h0+h1+h2+h3
2
z¯
−h¯0+h¯1+h¯2+h¯3
2
u(Y(a, z
1
)Y(b, z
2
)m) = lim
p→z1/z2
j(p, f ),
z
−h0+h1+h2+h3
2
z¯
−h¯0+h¯1+h¯2+h¯3
2
u(Y(Y(a, z
0
)b, z
2
)m) = lim
p→−z0/z2
j(1 − p−1, f ),
z
−h0+h1+h2+h3
2
z¯
−h¯0+h¯1+h¯2+h¯3
2
u(Y(b, z
2
)Y(a, z
1
)m) = lim
p→z2/z1
j(1/p, f ).
Let M,N be a F-module. A F-module homomorphism from M to N is a linear map
f : M → N such that f (YM(a, z)−) = YN(a, z) f (−) for any a ∈ F.
Let M be a F-module. According to [L1], a vector v ∈ M is said to be a vacuum-like
vector if Y(a, z)v ∈ M[[z, z¯]] for any a ∈ F.
Lemma 2.3. Let v ∈ M be a vacuum-like vector and a, b ∈ F and u ∈ M∨ and µ ∈ GCor2
satisfy u(Y(a1, z1)Y(a2, z2)v) = µ||z1 |>|z2 |. Then, µ is a linear combination of the functions of
the form (z1− z2)α12zα22 (z¯1− z¯2)β12 z¯β22 , where α2, β2 ∈ Z≥0 and α12, β12 ∈ R satisfy α12−β12 ∈
Z. Furthermore, the linear function Fv : F → M defined by a 7→ a(−1,−1)v is a F-
module homomorphism.
Proof. By (FM4), u(Y(Y(a1, z0)a2, z2)v) = µ||z1 |>|z1−z2 |. Since v is a vacuum like vector, by
Lemma 2.1 p(z0, z2) = µ||z1 |>|z1−z2 | ∈ C[z±0 , z¯±0 , |z0|R, z2, z¯2] ⊂ U(z2, z0), which proves the first
part of the lemma. It suffices to show that Fv(Y(a1, z0)a2) = Y(a1, z0)Fv(a2). Since
u(Y(a1, z1)Y(a2, z2)v) = µ||z1 |>|z2 |
= lim
z0→(z1−z2)||z1 |>|z2 |
p(z0, z2),
we have
u(Y(a1, z0)Y(a2, z2)v) = exp(−z2d/dz0 − z¯2d/dz¯0)u(Y(Y(a1, z0)a2, z2)v).(2.1)
Thus,
Y(a1, z0)Fv(a2) = limz2 7→0
u(Y(a1, z0)Y(a2, z2)v)
= lim
z2 7→0
exp(−z2d/dz0 − z¯2d/dz¯0)u(Y(Y(a1, z0)a2, z2)v)
= Fv(Y(a1, z0)a2).
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Let F be a full vertex algebra and D and D¯ denote the endomorphism of F defined by
Da = a(−2,−1)1 and D¯a = a(−1,−2) for a ∈ F, i.e.,
Y(a, z)1 = a + Daz + D¯az¯ + . . . .
Define Y(a,−z) by Y(a,−z) = ∑r,s(−1)r−sa(r, s)zrz¯s, where we used a(r, s) = 0 for r − s <
Z, which follows from (FV2) and (FV6).
Proposition 2.1. For a ∈ F, the following properties hold:
(1) Y(Da, z) = d/dzY(a, z) and Y(D¯a, z) = d/dz¯Y(a, z);
(2) D1 = D¯1 = 0;
(3) [D, D¯] = 0;
(4) Y(a, z)b = exp(zD + z¯D¯)Y(b,−z)a;
(5) Y(D¯a, z) = [D¯, Y(a, z)] and Y(Da, z) = [D, Y(a, z)].
Proof. Let u ∈ F∨ and a, b ∈ F and µ1, µ2 ∈ GCor2 satisfy
u(Y(a, z
1
)Y(1, z
2
)b) = µ1||z1 |>|z2 |, u(Y(a, z1)Y(b, z2)1) = µ2||z1 |>|z2 |.
By (FV4) and (FV5), p1(z1) = µ1||z1 |>|z2 | ∈ C[z±1 , z¯±1 , |z1|R]. Then,
u(Y(Y(a, z
0
)1, z
2
)b) = µ1||z2 |>|z1−z2 | = lim
z1→z2
exp(z0
d
dz1
) exp(z¯0
d
dz¯1
)p1(z1).
Thus, u(Y(Da, z
2
)b) = limz1→z2
d
dz1
p1(z1) =
d
dz2
u(Y(a, z2)b), which implies that Y(Da, z) =
d
dz
Y(a, z) and similarly Y(D¯a, z) = d
dz¯
Y(a, z).
By (FV4), Y(D1, z) = d
dz
Y(1, z) = 0. Thus, by (FV3), D1 = D¯1 = 0. Since Y(DD¯a, z) =
d
dz
d
dz¯
Y(a, z) = d
dz¯
d
dz
Y(a, z) = Y(D¯Da, z), we have [D, D¯] = 0.
By Lemma 2.3, µ2||z2 |>|z1−z2 | ∈ C[z2, z¯2][z±0 , z¯±0 , |z0|R]. Set p(z0, z2) = µ2||z2 |>|z1−z2 | =
u(Y(Y(a, z
0
)b, z
2
)1). Since u(Y(Y(b,−z
0
)a, z
1
)1) = p(z0, z1 − z0)||z1 |>|z0 |, we have
u(Y(a, z
0
)b) = p(z0, 0) = lim
z1→0
exp(z0
d
dz1
+ z¯0
d
dz¯1
)p(z0, z1 − z0)
= lim
z1→0
exp(z0
d
dz1
+ z¯0
d
dz¯1
)u(Y(Y(b,−z
0
)a, z
1
)1)
= lim
z1→0
u(Y(exp(z0D + z¯0D¯)Y(b,−z0)a, z1)1)
= u(exp(z0D + z¯0D¯)Y(b,−z0)a).
Finally,
d
dz
Y(a, z)b =
d
dz
exp(Dz + D¯z¯)Y(b,−z)a
= D exp(Dz + D¯z¯)Y(b,−z)a − exp(Dz + D¯z¯)Y(Db,−z)a
= DY(a, z)b − Y(a, z)Db.

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Let (V, Y, 1) be a Z-graded vertex algebra. Then, by a standard result of the theory of
a vertex algebra (see for example [FLM, FB]), u(Y(a, z1)Y(b, z2)c) is an expansion of a
rational polynomial in C[z±
1
, z±
2
, (z1 − z2)−1] ⊂ GCor2 in |z1| > |z2| for any u ∈ V∨ and
a, b, c ∈ V . Thus, we have:
Proposition 2.2. A Z-graded vertex algebra is a full vertex algebra.
Let (F, Y, 1) be a full vertex algebra. Set F¯ = F and F¯h,h¯ = Fh¯,h for h, h¯ ∈ R. Define
Y¯(−, z) : F¯ → End(F¯)[[z, z¯, |z|R]] by Y¯(a, z) = ∑s,s¯∈R a(s, s¯)z¯−s−1z−s¯−1. Let C : Y2 → Y2 be
the conjugate map (z1, z2) 7→ (z¯1, z¯2) for (z1, z2) ∈ Y2. For u ∈ F¯∨ and a, b, c ∈ F¯, let µ ∈
GCor2 satisfy u(Y(a, z1)Y(b, z2)c) = µ(z1, z2)||z1 |>|z2 |. Then, u(Y¯(a, z)Y¯(b, z)c) = µ◦C(z1, z2).
Since µ ◦ C ∈ GCor2, we have:
Proposition 2.3. (F¯, Y¯, 1) is a full vertex algebra.
We call it a conjugate full vertex algebra of (F, 1, Y).
2.2. Holomorphic vertex operators. Let F be a full vertex algebra. A vector a ∈ F
is said to be a holomorphic vector (resp. an anti-holomorphic vector) if Da = 0 (resp.
D¯a = 0). Let a ∈ ker D¯. Then, since 0 = Y(D¯a, z) = d/dz¯Y(a, z), we have a(r, s) = 0
unless s = −1. Hence, Y(a, z) = ∑n∈Z a(n,−1)z−n−1.
Lemma 2.4. Let a, b ∈ F. If D¯a = 0, then for any n ∈ Z,
[a(n,−1), Y(b, z)] =
∑
i≥0
(
n
i
)
Y(a(i,−1)b, z)zn−i,
Y(a(n,−1)b, z) =
∑
i≥0
(
n
i
)
(−1)ia(n − i,−1)ziY(b, z) − Y(b, z)
∑
i≥0
(
n
i
)
(−1)i+na(i,−1)zn−i.
Proof. For any u ∈ F∨ and c ∈ F, there exists µ ∈ GCor2 such that (FV5) holds. Since
D¯a = 0, by Proposition 2.1, d/dz¯1µ(z1, z2) = 0. Then, by Lemma 1.22, µ ∈ C[z±1 , (z1 −
z2)
±, z±2 , z¯
±
2 , |z2|R]. Thus, by the Cauchy integral formula, the assertion holds. 
By Proposition 2.1, D¯Y(a, z)b = Y(D¯a, z)b + Y(a, z)D¯b = 0. Thus, the restriction of Y
on ker D¯ define a linear map Y(−, z) : ker D¯ → End ker D¯[[z±]]. By the above Lemma
and Lemma 1.22, we have:
Proposition 2.4. ker D¯ is a vertex algebra and F is a ker D¯-module.
Lemma 2.5. For a holomorphic vector a ∈ F and an anti-holomorphic vector b ∈ F,
[Y(a, z), Y(b, w¯)] = 0, that is, [a(n,−1), b(−1,m)] = 0 and a(k,−1)b = 0 for any n,m ∈ Z
and k ∈ Z≥0.
Proof. By Lemma 2.4, it suffices to show that a(k,−1)b = 0 for any k ≥ 0. Since
DY(a, z)b = [D, Y(a, z)]b + Y(a, z)Db = d/dzY(a, z)b, we have Da(n,−1)b = −na(n −
1,−1)b for any n ∈ Z. Thus, the assertion follows from (FV1). 
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2.3. Tensor product of full vertex algebras. In this section, we define a tensor product
of full vertex algebras and study the subalgebra of a full vertex algebra generated by
holomorphic and anti-holomorphic vectors.
Let F be a full vertex algebra. For h, h¯ ∈ R, the energy and spin of a vector in Fh,h¯ are
h + h¯ and h − h¯ and the set {(h, h¯) ∈ R2 | Fh,h¯ , 0} is called a spectrum. The spectrum of
F is said to be bounded below if there exists N ∈ R such that Fh,h¯ = 0 for any h ≤ N or
h¯ ≤ N and discrete if for any H ∈ R, ∑h+h¯<H dim Fh,h¯ is finite.
Lemma 2.6. If the spectrum of F is discrete, then for any N ∈ Z>0 and a, b ∈ F, the
number of the set
{(s, s¯) ∈ R2 | a(s, s¯)b , 0,−N ≤ s, s¯ ≤ N}
is finite.
Proof. We may assume that a ∈ Fh,h¯ and b ∈ Fh′,h¯′ . Since a(s, s¯)b ∈ Fh+h′−s−1,h¯+h¯′−s¯−1, the
energies of vectors {a(s, s¯)b | − N ≤ s, s¯ ≤ N} are bounded by h + h′ + h¯ + h¯′ + 2N − 2.
Thus, the assertion holds. 
Let (F1, Y1, 11) and (F2, Y2, 12) be full vertex algebras and assume that the spectrum of
F1 is discrete and the spectrum of F2 is bounded below. Define the linear map Y(−, z) :
F1 ⊗ F2 → EndF1 ⊗ F2[[z, z¯, |z|R]] by Y(a ⊗ b, z) = Y1(a, z) ⊗ Y2(b, z) for a ∈ F1 and
b ∈ F2. Then, for a, c ∈ F1 and b, d ∈ F2,
Y(a ⊗ b, z)c ⊗ d =
∑
s,s¯,r,r¯∈R
a(s, s¯)c ⊗ b(r, r¯)d z−s−r−2z¯−s¯−r¯−2.
By (FV1) and the above lemma, the coefficient of zkz¯k¯ is a finite sum for any k, k¯ ∈ R.
Thus, Y(−, z) is well-defined. For any h0, h¯0 ∈ R, set (F1 ⊗ F2)h0,h¯0 =
⊕
a,a¯∈R F
1
a,a¯ ⊗
F2
h0−a,h¯0−a¯. Since the spectrum of F
2 is bounded below, there exists N ∈ R such that
(F1 ⊗ F2)h0 ,h¯0 =
⊕
a,a¯≤N F
1
a,a¯ ⊗ F2h0−a,h¯0−a¯. Since the spectrum of F
1 is discrete, the sum
is finite. Thus, (F1 ⊗ F2)∗
h0 ,h¯0
=
⊕
a,a¯∈R(F
1
a,a¯)
∗ ⊗ (F2
h0−a,h¯0−a¯)
∗, which implies that F∨ =
(F1)∨ ⊗ (F2)∨. Let ui ∈ (F i)∨ and ai, bi, ci ∈ F i for i = 1, 2. Since
u1⊗u2(Y(a1⊗a2, z1)Y(b1⊗b2, z2)c1⊗c2) = u1(Y(a1, z1)Y(b1, z2)c1)u2(Y(a2, z1)Y(b2, z2)c2),
we have:
Proposition 2.5. Let (F1, Y1, 11) and (F2, Y2, 12) be full vertex algebras. If the spectrum
of F1 is discrete and the spectrum of F2 is bounded below, then (F1 ⊗F2, Y1 ⊗Y2, 11⊗ 12)
is a full vertex algebra. Furthermore, if the spectrum of F1 and F2 are bounded below
(resp. discrete), then the spectrum of F1 ⊗ F2 is also bounded below (resp. discrete).
By Proposition 2.2 and Proposition 2.3, we have:
Corollary 2.1. Let V,W be a Z≥0-graded vertex algebras such that dimVn and dimWn
are finite for any n ∈ Z≥0. Then, V ⊗ W¯ is a full vertex algebra with a discrete spectrum,
where W¯ is the conjugate full vertex algebra.
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Let F be a full vertex algebra. By Proposition 2.4, ker D¯ and kerD are subalgebras
of F. Let ker D¯ ⊗ kerD be the tensor product full vertex algebra. Define the linear map
t : ker D¯ ⊗ kerD → F by (a ⊗ b) 7→ a(−1,−1)b for a ∈ ker D¯ and b ∈ kerD. Then, we
have:
Proposition 2.6. Let F be a full vertex algebra. Then, t : ker D¯ ⊗ kerD → F is a full
vertex algebra homomorphism.
Proof. Let a, c ∈ ker D¯, b, d ∈ kerD. By Lemma 2.5 and Lemma 2.4,
Y(a(−1,−1)b, z) = Y(a, z)Y(b, z¯) = Y(b, z¯)Y(a, z).
Thus, it suffices to show that t(a ⊗ b(n,m)c ⊗ d) = t(a ⊗ b)(n,m)t(c ⊗ d) for any n,m ∈ Z.
By Lemma 2.4
t(a ⊗ b(n,m)c ⊗ d) = t(a(n,−1)c ⊗ b(−1,m)d)
= (a(n,−1)c)(−1,−1)b(−1,m)d
=
∑
i=0
(
n
i
)
(−1)i(a(n − i,−1)c(−1 + i,−1) + c(−1 + n − i,−1)a(i,−1))b(−1,m)d.
Since b(−1,m)d ∈ kerD, by Lemma 2.5, t(a⊗b(n,m)c⊗d) = a(n,−1)c(−1,−1)b(−1,m)d =
a(n,−1)b(−1,m)c(−1,−1)d = t(a ⊗ b)(n,m)t(c ⊗ d). Thus, the assertion holds. 
We remark that if ker D¯ ⊗ kerD is simple, then the above map is injective.
3. Correlation functions and full vertex algebras
3.1. Self-duality. A full vertex operator algebra (full VOA) is a full vertex algebra F
with a holomorphic vector ω ∈ F and an anti-holomorphic vector ω¯ ∈ F satisfying the
following conditions:
FVO1) There exist a pair of scalars (c, c¯) ∈ C such that
[L(n), L(m)] = (n − m)L(n + m) + n
3 − n
12
δn+m,0c,
[L(n), L(m)] = (n − m)L(n + m) + n
3 − n
12
δn+m,0c
holds for any n,m ∈ Z, where L(n) = ω(n + 1,−1) and L(n) = ω¯(−1, n + 1);
FVO2) D = L(−1) and D¯ = L(−1);
FVO3) L(0)|Fh,h¯ = h and L(0)|Fh,h¯ = h¯ for any h, h¯ ∈ R2;
FVO4) Fh,h¯ is a finite dimensional vector space for any h, h¯ ∈ R;
FVO5) The spectrum of F is bounded below, that is, there exists N ∈ R such that Fh,h¯ = 0
for any h ≤ N or h¯ ≤ N.
The pair of scalars (c, c¯) is called a central charge and the pair (ω, ω¯) is called an energy-
momentum tensor of the full vertex operator algebra F. A module M of a full vertex
algebra F is said to be a module of a full vertex operator algebra if it satisfies
FVOM1) L(0)|Mh,h¯ = h and L(0)|Mh,h¯ = h¯ for any h, h¯ ∈ R;
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FVOM2) Mh,h¯ is a finite dimensional vector space for any h, h¯ ∈ R;
FVOM3) The spectrum of M is bounded below.
Let F be a full VOA and M be a F-module. By Lemma 2.4, we have:
Lemma 3.1. For h, h¯ ∈ R and a ∈ Fh,h¯,
[L(0), Y(a, z)] = Y((L(0) + zL(−1))a, z) = (zd/dz + h)Y(a, z),
[L(0), Y(a, z)] = Y((L(0) + z¯L(−1))a, z) = (z¯d/dz¯ + h¯)Y(a, z),
[L(1), Y(a, z)] = Y((L(1) + 2zL(0) + z2L(−1))a, z) = (z2d/dz + 2hz)Y(a, z) + Y(L(1)a, z),
[L(1), Y(a, z)] = Y((L(1) + 2z¯L(0) + z¯2L(−1))a, z) = (z¯2d/dz¯ + 2h¯z¯)Y(a, z) + Y(L(1)a, z).
Set M∨ =
⊕
h,h¯∈R M
∗
h,h¯
and let <>: M∨ × M → C be a canonical pairing. Define
S z : M → M[z±, z¯±, |z|R], by
S za = exp(zL(1) + z¯L(1))(−1)h−h¯z−2hz¯−2h¯,
for h, h¯ ∈ R and a ∈ Mh,h¯, where we used the fact that L(1) and L(1) are locally nilpotent
by (FVOM3). Define the vertex operator YM∨(−, z) : F → EndM∨[[z±, z¯±, |z|R]] by
< YM∨(a, z)u, v >≡< u, YM(S za, z−1)v >,
for a ∈ F and v ∈ M and u ∈ M∨.
We will prove the following Proposition:
Proposition 3.1. (M∨, YM∨(−, z)) is a module of the full VOA F.
Properties of the operators {L(i)}i=−1,0,1 acting on a vertex operator algebra which satisfy
the equations in Lemma 3.1 are studied in [FHL], which can be easily generalized to a
full vertex operator algebra.
Lemma 3.2 ([FHL]). For a full vertex operator algebra F and its module M, the following
equations hold:
(1) [L(0), exp(L(1)z)] = −L(1)z exp(L(1)z).
(2) For any a ∈ F, S z2YM(a, z0) = YM(S z2+z0a,
−z
0
z
2
(z
2
+z
0
)
)S z2 ,
where z2 + z0 is expanded in |z2| > |z0|.
proof of Proposition 3.1. Let u ∈ F∨ and v ∈ M and a, b ∈ F. By Lemma 2.5 and (FVO1),
L(1)ω = L(1)ω¯ = L(1)ω = L(1)ω¯ = 0. Thus, < Y(ω, z)u, v >=< u, z4Y(ω, z−1)v >, which
implies that < L(n)u, v >=< u, L(−n)v >. By Lemma 3.1 and Lemma 3.2, Proposition
2.1,
< [L(0), YM∨(a, z)]u, v > − < YM∨(L(0)a, z)u, v >
=< u, Y(S za, z
−1)L(0)v > − < L(0)u, Y(S za, z−1)v > − < u, Y(S zL(0)a, z−1)v >
= − < u, Y((L(0) + z−1L(−1))S za, z−1)v > − < u, Y(S zL(0)a, z−1)v >
=< u, Y(L(1)zS za, z
−1)v > − < u, Y(S z2L(0)a, z−1)v > −z−1 < u, [L(−1), Y(S za, z−1)]v > .
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Since
zd/dz < u, Y(S za, z
−1)v >=< u, Y(L(1)zS za, z
−1)v >
− < u, Y(L(1)zS z2L(0)a, z−1)v > −z−1 < u, [L(−1), Y(S za, z−1)]v >,
we have [L(0), YM∨ (a, z)] = YM∨(L(0)a, z)+d/dzYM∨(a, z). Thus, by Remark 2.2, Fh,h¯(r, s)M
∨
h′,h¯′
⊂
M∨
h+h′−r−1,h¯+h¯′−s−1. (FM2), (FM3), (FVOM1), (FVOM2) and (FVOM3) clearly follows.
(FM1) follows from (FM5) together with (FVOM3). Thus, it suffices to show (FM4). By
(FM4), there exists µ ∈ GCor2 such that
< u, Y(S z2−1b, z2)Y(S z1−1a, z1)v > = µ||z2 |>|z1 |,
< u, Y(S z1−1a, z1)Y(S z2−1b, z2)v > = µ||z1 |>|z2 |,
lim
z1→(z2+z0)||z2 |>|z0 |
< u, Y(Y(S z1−1a, z0)S z2−1b, z2)v > = µ||z2 |>|z1−z2 |.
Then, < Y(a, z
1
)Y(b, z
2
)u,m >= IY (µ)||z1 |>|z2 | and < Y(b, z2)Y(a, z1)u,m >= IY (µ)||z2 |>|z1 |. To
show (FM4), it suffices to show that IY (µ)||z2 |>|z1−z2 | =< Y(Y(a, z0)b, z2)u, v >. By Lemma
1.24,
IY (µ)||z2 |>|z1−z2 | = lim
(z0,z2)7→( −z0z2(z2+z0) ,
1
z2
)
µ||z2 |>|z1−z2 |
= lim
(z0,z2)7→( −z0z2(z2+z0) ,
1
z2
)
lim
z1→z2+z0
< u, Y(Y(S z1−1a, z0)S z2−1b, z2)v >
=< u, Y(Y(S z2+z0a,
−z
0
z
2
(z
2
+ z
0
)
)S z2b, z
−1
2
)v > .
By Lemma 3.2,
< Y∨M(Y(a, z0)b, z2)u, v > =< u, Y(S z2Y(a, z0)b, z
−1
2
)v >
=< u, Y(Y(S z2+z0a,
−z
0
z
2
(z
2
+ z
0
)
)S z2b, z
−1
2
)v > .
Thus, the assertion holds. 
An invariant bilinear form on a full vertex operator algebra F is a bilinear form (−,−) :
F × F → C such that
(Y(a, z)b, c) = (b, Y(S za, z
−1)c)
holds for any a, b, c ∈ F. By the proof of Proposition 3.1, (L(n)a, b) = (a, L(−n)b), which
implies that Fh,h¯ and Fh′,h¯′ are orthogonal to each other unless (h, h¯) = (h
′, h¯′).
The following proposition is a straightforward generalization of Li’s result on the in-
variant bilinear form on a vertex operator algebra (see [L1]):
Proposition 3.2. There is a one-to-one correspondence between HomC(F0,0/(L(1)F1,0 +
L(1)F0,1),C) and the space of invariant bilinear forms on F.
According to [L1], we will use the following lemma:
Lemma 3.3. Let M be an F-module. A vector v ∈ M is a vacuum-like vector if and only
if L(−1)v = L(−1)v = 0.
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Proof. If v is a vacuum-like vector, then Y(ω, z)v ∈ F[[z]]. Thus, L(−1)v = 0 and
similarly L(−1)v = 0. Assume that L(−1)v = L(−1)v = 0. Then, L(−1)YM(a, z)v =
[L(−1), YM(a, z)]v = d/dzYM(a, z)v. Thus, similarly to the proof of Lemma 2.5, the asser-
tion holds. 
proof of Proposition 3.2. Let IF be the space of invariant bilinear forms on F and (−,−) ∈
IF . Then, (1,−) : F → C, a 7→ (1, a) satisfies (1, Fh,h¯) = 0 for any (h, h¯) , (0, 0). Since
L(−1)1 = L(−1)1 = 0, we have (1, L(1)−) = (1, L(1)−) = 0. Thus, we have a linear map
ρ : IF → HomC(F0,0/(L(1)F1,0 + L(1)F0,1),C). Assume that (1,−) = 0. Then, for any
a, b ∈ F, (a, b) = limz→0(Y(a, z)1, b) = limz→0(1, Y(S za, z−1)b) = 0. Hence, ρ is injective.
Let u ∈ HomC(F0,0/(L(1)F1,0 + L(1)F0,1),C). Then, u is an element of F∗0,0 ⊂ F∨.
Since < L(−1)u, a >=< u, L(1)a > for any a ∈ F, by Lemma 3.3, u is a vacuum-like
vector. Hence, by Lemma 2.3, we have a F-module homomorphism Fu : F → F∨, a 7→
a(−1,−1)u. Define the bilinear form (−,−)u : F × F → C by (a, b)u =< Fu(a), b > for
a, b ∈ F. Then,
(Y(a, z)b, c)u =< Fu(Y(a, z)b), c >=< YF∨ (a, z)Fu(b), c >
=< Fu(b), Y(S za, z
−1)c >= (b, Y(S za, z
−1)c)u,
which implies that (−,−)u is an invariant bilinear form. Since (1,−)u =< Fu(1), b >=<
u, b >, ρ((−,−)u) = u. Thus, ρ is an isomorphism. 
Similarly to [FHL], we have:
Proposition 3.3. An invariant bilinear form on F is symmetric.
Proposition 3.4. A full vertex operator algebra F is simple if and only if F∨ is simple.
A full vertex operator algebra F is said to be self-dual if F is isomorphic to F∨ as an
F-module, or equivalently, there exists a non-degenerate invariant bilinear form on F.
Corollary 3.1. If F is simple and F0,0 = C1 and L(1)F1,0 = L(1)F0,1 = 0, then F is
self-dual.
For a self-dual full vertex operator algebra F and a ∈ F, (1, Y(a, z)1) = (1, exp(Dz +
D¯z¯)a) = (exp(L(1)z + L(1)z)1, a) = (1, a). Thus, we have:
Lemma 3.4. For a ∈ F, (1, Y(a, z)1) is equal to (1, a) ∈ C.
3.2. Quasi-primary vectors. For h, h¯ ∈ R, set
QFh,h¯ = {v ∈ Fh,h¯ | L(1)v = L(1)v = 0}.
A homogeneous vector in QF =
⊕
h,h¯∈R QFh,h¯ is called a quasi-primary vector. Recall
that L(i), L(i) (i = −1, 0, 1) generate the Lie algebra sl2 ⊕ sl2. Following the terminology
of [L1], we call a full vertex operator algebra F QP-generated if F is generated by QF as
a sl2 ⊕ sl2-module, or equivalently, F = C[L(−1), L(−1)]QF.
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Proposition 3.5. A self-dual full vertex operator algebra F is QP-generated if and only
if the following conditions hold:
(1) Fh,h¯ = 0 if h ∈ 12Z<0 or h¯ ∈ 12Z<0.
(2) L(1)F1,n = 0 and L(1)Fn,1 = 0 for any n ∈ Z.
(3) L(−1)F0,n = 0 and L(−1)Fn,0 = 0 for any n ∈ Z.
Lemma 3.5. If F is self-dual and QP-generated, then the restriction of the invariant
bilinear form on QF is non-degenerate. Furthermore, Im L(−1) ∩ ker L(1) = 0 and
Im L(−1) ∩ ker L(1) = 0 hold.
Proof. Assume that a ∈ QFh,h¯ satisfy (a, b) = 0 for any b ∈ QFh,h¯. Since (a, L(−1)b) =
(L(1)a, b) = 0 and (a, L(−1)b) = (L(1)a, b) = 0 for any b ∈ F, by F = C[L(−1), L(−1)]QP,
a = 0, which proves the first part of the lemma. Set QF′ = {v ∈ F | L(1)v = 0}. Since
F = C[L(−1)][L(−1)]QF and L(1)C[L(−1)]QF = 0, we have F = C[L(−1)]QF′ . Then,
by the same proof, the restriction of the invariant bilinear form on QF′ is non-degenerate.
Since Im L(−1) ∩ ker L(1) is in the radical of this invariant bilinear form, the assertion
holds. 
proof of Proposition 3.5. Suppose that F is QP-generated. Let 0 , v ∈ QF−n,m for
n ∈ 1
2
Z>0. Then, L(1)L(−1)2n+1v = 0. By the representation theory of sl2 and Lemma
3.5, we have 0 , L(−1)2nv ∈ Fn,m and L(−1)2n+1v = 0. Since L(−1)2n+1v = 0 implies
L(0)L(−1)2nv = 0, a contradiction. Hence, QF−n,m = 0 for any n ∈ 12Z>0.
Let v ∈ F0,n. Since L(1)L(−1)v = 0, by Lemma 3.5, L(−1)v = 0, which implies (3).
Since F = C[L(−1), L(−1)]QF, by (1) and (3), F1,n =
⊕
k≥0 L(−1)kQF1,n−k. Since L(1)
commutes with L(−1), we have L(1)F1,n = 0, thus, (2).
Suppose that F satisfies (1), (2) and (3). Let a, b ∈ QFn,m with n,m ∈ R \ 12Z<0. Since
(L(−1)kL(−1)la, L(−1)kL(−1)lb) = k!l!Πk−1≥i≥0
l−1≥ j≥0
(2n + i)(2m + j)(a, b),
the restriction of the bilinear form on L(−1)kL(−1)lQn,m is non-degenerate if (−,−)|Qn,m is
non-degenerate. Let h, h¯ ∈ R satisfy Fh,h¯ , 0 and Fh−k,h¯−l = 0 for any k, l ∈ Z>0. Then,
QFh,h¯ = Fh,h¯, which implies that (−,−)|QFh,h¯ is non-degenerate. Since QFh+1,h¯ = {v ∈
Fh+1,h¯ | (v, L(−1)Fh,h¯) = 0}, QFh+1,h¯ is non-degenerate and Fh+1,h¯ = QFh+1,h¯ ⊕ L(−1)Qh,h¯.
Similarly, we have Fa+k,b+l =
⊕
0≤i≤k
0≤ j≤l
L(−1)k−iL(−1)l− jQFa+i,b+ j by the induction on k, l ∈
Z≥0. 
By Proposition 3.5 and Lemma 3.1, we have:
Corollary 3.2. Suppose that simple full vertex operator algebra F satisfies the following
conditions:
PN1) F0,0 = C1;
PN2) Fn,m = 0 if n ∈ 12Z<0 or m ∈ 12Z<0;
PN3) L(1)F1,n = 0 and L(1)Fn,1 = 0 for any n ∈ Z;
PN4) L(−1)F0,n = 0 and L(−1)Fn,0 = 0 for any n ∈ Z.
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Then, F is self-dual and QP-generated.
3.3. Parenthesized correlation functions and formal power series. Let F be a self-
dual vertex operator algebra and denote Y(a, x¯) by a(x) in this section for a ∈ F. For
n ∈ Z>0, let Pn be the set of parenthesized products of n elements 1, 2, . . . , n, e.g.,
((32)1)((47)(65)) ∈ P7 and Qn be the set of parenthesized products of n + 1 elements
1, 2, . . . , n, ⋆ with ⋆ at right most, e.g., ((32)1)((4(65))⋆) ∈ Q6. We can naturally asso-
ciate a parenthesized n point correlation function to each element in Pn and Qn (see also
Introduction 0.2 and Section 1.3). To give a simple example, an element (((31)6)(24))(57) ∈
P7 and a1, . . . , a7 ∈ F define the following parenthesized 7 point correlation function:
S (((31)6)(24))(57)(a1, a2, a3, a4, a5, a6, a7) :=
(
1,
[((
a3(x3)a1
)
(x1)a6
)
(x6)a2(x2)a4
]
(x4)a5(x5)a7
)
.
For an element in Qn and a1, . . . , an ∈ F, we consider parenthesized n+1 point correlation
for states a1, . . . , an, 1 where 1 corresponds to ⋆, e.g., for (((31)6)(24))(5⋆) ∈ Q6,
S (((31)6)(24))(5⋆)(a1, a2, a3, a4, a5, a6) :=
(
1,
[((
a3(x3)a1
)
(x1)a6
)
(x6)a2(x2)a4
]
(x4)a5(x5)1
)
.
In this subsection, we study the space of formal variables for each A ∈ Pn and A ∈ Qn.
We start from A = 1(2(. . . (n − 1n)) . . . )) ∈ Pn. In this case, for a1, . . . , an ∈ F, the
parenthesized correlation function is
S 1(2(...(n−1n))... ))(a1, . . . , an) = (1, a1(x1)a2(x2) . . . an−1(xn−1)an).
Set
T1(2(...(n−1n))... ))(x1, . . . , xn−1)
= C[[x2/x1, x¯2/x¯1]]((x3/x2, x¯3/x¯2, |x3/x2|R, . . . , xn−1/xn−2, x¯n−1/x¯n−2, |xn−1/xn−2|R))
[x±1 , x¯
±
1 , |x1|R, x±2 , x¯±2 , |x2|R].
For h, h¯, h′, h¯′ ∈ R and a ∈ Fh,h¯ and b ∈ Fh′,h¯′ , since
(1, Y(a, z)b) = (Y(S za, z
−1)1, b)
= (exp(Dz−1 + D¯z¯−1)S za, b)
and Fh,h¯ and Fh′,h¯′ is orthogonal if (h, h¯) , (h
′, h¯′), we have:
Lemma 3.6. For h, h¯, h′, h¯′ ∈ R and a ∈ Fh,h¯ and b ∈ Fh′,h¯′ , (1, Y(a, z)b) = 0 unless
h − h′ ∈ Z and h¯ − h¯′ ∈ Z.
Then, we have:
Lemma 3.7. For a1, . . . , an ∈ F,
S 1(2(...(n−1n))... ))(a1, . . . , aN; x1, . . . , xn−1) ∈ T1(2(...(n−1n))... ))(x1, . . . , xn−1).
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Proof. We may assume that ai ∈ Fhi,h¯i for hi, h¯i ∈ R and i = 1, . . . , n. Set h = h1 + · · · + hn
and h¯ = h¯1 + · · · + h¯n and∑
s1,s¯1,...,s¯n,s¯n∈R
cs1,s¯1,...,sn−1,s¯n−1z
s1
1
z¯
s¯1
1
. . . z
sn−1
n−1 z¯
sn−1
n−1 = (1, Y(a1, z1)Y(a2, z2) . . .Y(an−1, zn−1)an).
Then,
cs1,s¯1,...,sn−1,s¯n−1 = (1, a1(−s1−1,−s¯1−1)a2(−s2−1,−s¯2−1) . . . an−1(−sn−1−1,−s¯n−1−1)an).
By (FVO5), there exists N ∈ R such that Fh,h¯ = 0 for any h ≤ N or h¯ ≤ N. Since for any
k = 1, 2, . . . , n−1, ak(−sk−1,−s¯k−1)ak−1(−sk−1−1,−s¯k−1−1) . . . an−1(−sn−1−1,−s¯n−1−1)an
is in Fhk+···+hn+sk+···+sn−1,h¯k+···+h¯n+s¯k+···+s¯n−1 , by Lemma 3.6 and (FVO5), cs1,s¯1,...,sn−1,s¯n−1 = 0 un-
less 0 = h + s1 + · · · + sn−1, 0 = h¯ + s¯1 + · · · + s¯n−1 and (h − h1) + s2 + · · · + sn−1 − h1 ∈ Z,
(h¯−h¯1)+s¯2+· · ·+s¯n−1−h¯1 ∈ Z and hk+· · ·+hn+sk+· · ·+sn−1 ≥ N, h¯k+· · ·+h¯n+s¯k+· · ·+s¯n−1 ≥
N for any k = 1, . . . , n − 1. Thus, we have
(1, Y(a1, x1)Y(a2, x2) . . .Y(an−1, xn−1)an)
= x−h1 x¯
−h¯
1
∑
n,m∈Z
s3 ,s¯3,...,sn,s¯n∈R
cs1,s¯1,...,sn−1,s¯n−1
x2
x1
−h+2h1+n x¯2
x¯1
−h¯+2h1+m
. . .
xn−1
xn−2
sn−1 x¯n−1
x¯n−2
s¯n−1
,
where s1 = −h− s2− · · · − sn−1, s¯1 = −h¯− s¯2− · · ·− s¯n−1, s2 = −h+2h1− s3− · · ·− sn−1+n
and s¯2 = −h¯ + 2h¯1 − s¯3 − · · · − s¯n−1 + m. Thus, the assertion follows. 
We have the embedding Pn → Qn defined by A 7→ (A)⋆ for A ∈ Pn and surjection
d⋆ : Qn → Pn defined by deleting ⋆ from A ∈ Qn. By lemma 3.4, we have:
Lemma 3.8. For A ∈ Pn and a1, . . . , an,
S A(a1, . . . , an) = S (A)⋆(a1, . . . , an).
By Proposition 2.1, Y(a, z)1 = exp(Dz + D¯z¯)a and [D, Y(a, z)] = d/dzY(a, z), any
parenthesized n point correlation function for A ∈ Qn is an expansion of a parenthesized
correlation function for d⋆(A) ∈ Pn.
For example, let us consider the case of A = 1(2(3(4⋆))) ∈ Q4. In this case,
S 1(2(3(4⋆)))(a1, a2, a3, a4; z1, z2, z3, z4) = (1, a1(z1)a2(z2)a3(z3)a4(z4)1).
Since
(1, a1(z1)a2(z2)a3(z3)a4(z4)1)
= (1, a1(z1)a2(z2)a3(z3) exp(Dz4 + D¯z¯4)a4)
= exp(−z4(d/dz1 + d/dz2 + d/dz3)) exp(−z¯4(d/dz¯1 + d/dz¯2 + d/dz¯3)(1, a1(z1)a2(z2)a3(z3)a4)
= exp(−z4(d/dz1 + d/dz2 + d/dz3)) exp(−z¯4(d/dz¯1 + d/dz¯2 + d/dz¯3)S 1(2(34))(a1, a2, a3, a4; z1, z2, z3),
by Lemma 1.18, we have:
Lemma 3.9. For a1, a2, a3, a4,
S 1(2(3(4⋆)))(a1, a2, a3, a4; z1, z2, z3, z4) = T
1(2(3(4⋆)))
1(2(34))
S 1(2(34))(a1, a2, a3, a4; z14, z24, z34).
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Hereafter, we concentrate on the case of n = 4 and A ∈ P4. Similarly to the proof of
Lemma 3.7, we can show that S A(a1, a2, a3, a4) ∈ TA, where TA is the space of formal
power series defined in Section 1.3.
For example, for (12)(34), we have:
Lemma 3.10. For any a1, a2, a3, a4 ∈ F, (1, Y(Y(a1, x1)a2, x2)Y(a3, x3)a4) ∈ T(12)(34)(x2, x1, x3).
Proof. We may assume that ai ∈ Fhi,h¯i for hi, h¯i ∈ R and i = 1, . . . , 4. Set h = h1 + · · · + h4
and h¯ = h¯1 + · · · + h¯4 and∑
s1,s¯1,...,s¯3,s¯3∈R
cs1 ,s¯1,s2,s¯2,s3,s¯3x
s1
1
x¯
s¯1
1
x
s2
2
x¯
s2
2
x
s3
3
x¯
s3
3
= (1, Y(Y(a1, x1)a2, x2)Y(a3, x3)a4).
Then,
cs1,s¯1,...,s3,s¯3 = (1,
(
a1(−s1 − 1,−s¯1 − 1)a2
)
(−s2 − 1,−s¯2 − 1)a3(−s3 − 1,−s¯3 − 1)a4).
By (FVO5), there exists N ∈ R such that Fh,h¯ = 0 for any h ≤ N or h¯ ≤ N. Thus, similarly
to the proof of Lemma 3.7, cs1 ,s¯1,...,s3,s¯3 = 0 unless 0 = h+ (s1 + s2 + s3), h1 + h2 + s1 − h3 −
h4 − s3 ∈ Z and h3 + h4 + s3, h1 + h2 + s1 ≥ N.
Thus, there exists N′ ∈ R such that
(1, Y(Y(a1, x1)a2, x2)Y(a3, x3)a4)
= x−h2 x¯
−h¯
2
( x1
x2
)−h1−h2+h3+h4( x¯1
x¯2
)−h¯1−h¯2+h¯3+h¯4 ∑
s′
1
,s¯′
1
,s3,s¯3∈R
cs1,s¯1,...,s3,s¯3
( x1
x2
)s′
1
( x¯1
x¯2
)s¯′
1
( x3
x2
)s3( x¯3
x¯2
)s¯3
where s2 = −h−s1−s3, s¯2 = −h¯− s¯1− s¯3, s′1 = h1+h2−h3−h4+s1 and s¯′1 = h¯1+h¯2−h¯3−h¯4+ s¯1
and the sum runs through s′
1
, s3, s¯
′
1
, s¯3 ≥ N′ and s′1− s3 ∈ Z, s¯′1− s¯3 ∈ Z. Thus, the assertion
holds. 
3.4. Consistency of four point functions. Let F be a self-dual full vertex operator al-
gebra. In this section, we will prove the main result of this paper, the consistency of four
point correlation functions. The following lemma follows from Lemma 3.1:
Lemma 3.11. For hi, h¯i ∈ R and ai ∈ Fhi,h¯i and bi ∈ QFhi ,h¯i ,
(1)
(
n∑
i=1
zid/dzi + hi)(1, Y(a1, z1) . . .Y(an−1, zn−1)an) = 0,
(
n∑
i=1
z¯id/dz¯i + h¯i)(1, Y(a1, z1) . . .Y(an−1, zn−1)an) = 0;
(2)
(
n∑
i=1
z2i d/dzi + 2hizi)(1, Y(b1, z1) . . .Y(bn−1, zn−1)bn) = 0,
(
n∑
i=1
z¯2i d/dz¯i + 2h¯iz¯i)(1, Y(b1, z1) . . .Y(bn−1, zn−1)bn) = 0.
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For hi, h¯i ∈ R with hi − h¯i ∈ Z (i = 1, 2, 3, 4), set
Q(h, z) = (z1 − z2)−2h2(z3 − z4)h1−h2−h3−h4(z1 − z4)h2−h1+h3−h4(z1 − z3)h2−h1−h3+h4
(z¯1 − z¯2)−2h¯2(z¯3 − z¯4)h¯1−h¯2−h¯3−h¯4(z¯1 − z¯4)h¯2−h¯1+h¯3−h¯4(z¯1 − z¯3)h¯2−h¯1−h¯3+h¯4 ∈ Cor f4 .
Then, by an easy computation, we have:
Lemma 3.12. For hi, h¯i ∈ R with hi − h¯i ∈ Z (i = 1, 2, 3, 4), as a function on X4, Q(h, z)
satisfies
(
3∑
i=1
zid/dzi + hi)Q(h, z) = 0.
(
3∑
i=1
z¯id/dz¯i + h¯i)Q(h, z) = 0.
(
4∑
i=1
z2i d/dzi + 2zihi)Q(h, z) = 0.
(
4∑
i=1
z¯2i d/dz¯i + 2z¯ih¯i)Q(h, z) = 0.
Remark 3.1. We can choose another Q(h, z) ∈ Cor4 which satisfies the above differential
equations. In fact, we can multiply Q(h, z) by C[ξ±, ξ¯±, |ξ|R]. We also remark that
Π1≤i< j≤4(zi − z j)−hi−h j+h/3(z¯i − z¯ j)−h¯i−h¯ j+h¯/3,
is commonly used in physics, where h = h1 + h2 + h3 + h4 and h¯ = h¯1 + h¯2 + h¯3 + h¯4.
However, since (h − h¯)/3 is not always integer, this function is not in Cor f
4
.
Proposition 3.6. For hi, h¯i ∈ R and ai ∈ QFhi,h¯i (i = 1, 2, 3, 4), the following conditions
hold:
(1)
(1, Y(a1, z12)a2) = (a1, a2)(−1)h1−h¯1z
−2h1
12
z¯
−2h¯1
12
.
In particular, it is zero unless h1 = h2 and h¯1 = h¯2.
(2) There exists Ca1,a2,a3 ∈ C such that
(1, Y(a1, z13)Y(a2, z23)a3) = Ca1 ,a2,a3Π1≤i< j≤3(zi−z j)
h1+h2+h3−2hi−2h j(z¯i−z¯ j)h¯1+h¯2+h¯3−2h¯i−2h¯ j ||z13 |>|z23 |.
(3) There exists f ∈ F0,1,∞ such that
(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4) =
(
Q(h, z) f ◦ ξ
)
||z14 |>|z24 |>|z34 |.
In particular, this series is absolutely convergent to the function in Cor4.
Proof. Since (1, Y(a1, z12)a2) = (Y(S z12a1, z
−1
12
)1, a2) = (−1)h1−h¯1z−2h112 z¯−2h¯112 (exp(L(−1)z−112 +
L(−1)z¯−112 )a1, a2) = (−1)h1−h¯1z−2h112 z¯−2h¯112 (a1, exp(L(1)z−112+L(1)z¯−112 )a2) = (−1)h1−h¯1z−2h112 z¯−2h¯112 (a1, a2),
(1) holds.
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By Lemma 3.7, the product of the formal power seriesΠ1≤i< j≤3(zi−z j)−h1−h2−h3+2hi+2h j (z¯i−
z¯ j)
−h¯1−h¯2−h¯3+2h¯i+2h¯ j ||z13 |>|z23 | and (1, Y(a1, z13)Y(a2, z23)a3) is in
C[[z23/z13, z¯23/z¯13]][z
±
13, z
±
23, z¯
±
13, z¯
±
23, |z13|R, |z23|R]
and is in the kernel of the formal differentials D′′
0
, D¯′′
0
,D′′
1
, D¯′′
1
by Lemma 3.11 and the
similar result to Lemma 3.12. Hence, it is constant Ca1 ,a2,a3 ∈ C by Lemma 1.16, which
implies that (2) holds.
Similarly, set
φ = Q(h, z)−1||z14 |>|z24 |>|z34 |(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4),
which is an element of T (z14, z24, z34) and in the kernel of the formal differentialD0, D¯0,D1, D¯1.
Thus, by Lemma 1.13, v1(2(34))φ ∈ C((p, p¯, |p|R)) determines φ. Recall that v1(2(34)) :
S (z14, z24, z34) → C((p, p¯, |p|R)) is defined by the evaluation (z14, z24, z34) 7→ (∞, 1, p).
Since
(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4)
= (−1)h1−h¯1z−2h1
14
z¯
−2h¯1
14
(exp(L(−1)z14 + L(−1)z¯14)a1, Y(a2, z24)Y(a3, z34)a4)
and
Q(h, z) =z
−2h1
14
z
h1−h2−h3−h4
34
(1 − z24/z14)−2h2(1 − z34/z14)h2−h1−h3+h4
z¯
−2h¯1
14
z¯
h¯1−h¯2−h¯3−h¯4
34
(1 − z¯24/z¯14)−2h¯2(1 − z¯34/z¯14)h¯2−h¯1−h¯3+h¯4 .
the formal limit of φ as z
14
→ ∞ is
(−1)h1−h¯1z−h1+h2+h3+h4
34
z¯
−h¯1+h¯2+h¯3+h¯4
34
(a1, Y(a2, z24)Y(a3, z34)a4)
and
v1(2(34))(φ) = (−1)h1−h¯1 p−h1+h2+h3+h4 p¯−h¯1+h¯2+h¯3+h¯4(a1, Y(a2, 1)Y(a3, p)a4).
By Lemma 2.2, there exists f ∈ F0,1,∞ such that v1(2(34))(φ) = j(p, f ). By Corollary 1.1,
we have φ = e1(2(34))( f ). 
For hi, h¯i ∈ R and ai ∈ QFhi ,h¯i (i = 1, 2, 3, 4), by the above proof,
lim
z
14
→∞
Q(h, z)−1(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4)
= (−1)h1−h¯1z−h1+h2+h3+h4
34
z¯
−h¯1+h¯2+h¯3+h¯4
34
(a1, Y(a2, z24)Y(a3, z34)a4)
lim
z
14
→∞
Q(h, z)−1(1, Y(a1, z14)Y(a3, z34)Y(a2, z24)a4)
= (−1)h1−h¯1z−h1+h2+h3+h4
34
z¯
−h¯1+h¯2+h¯3+h¯4
34
(a1, Y(a3, z34)Y(a2, z24)a4).
Thus, by Lemma 2.2, we have:
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Lemma 3.13. For hi, h¯i ∈ R and ai ∈ QFhi ,h¯i (i = 1, 2, 3, 4), there exists f ∈ F0,1,∞ such
that
(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4) = e1(2(34))(Q(h, z) f ◦ ξ)
(1, Y(a1, z14)Y(a3, z34)Y(a2, z24)a4) = e1(3(24))(Q(h, z) f ◦ ξ).
Proposition 3.7. Let F be a self-dual QP-generated full vertex operator algebra. Then,
for any ai ∈ Fi, there exists φ ∈ Cor4 such that
(1, Y(aσ1, zσ1) . . .Y(aσ4, zσ4)1) = eσ1(2(3(4⋆)))(φ),
for any σ ∈ S 4. In particular, this series is absolutely convergent to a function in Cor4.
Proof. First, we assume that ai ∈ QFhi,h¯i for i = 1, 2, 3, 4. Set Q = Q(h, z) and h =
h1+h2+h3+h4 and h¯ = h¯1+ h¯2+ h¯3+ h¯4. Then, by Proposition 3.6, there exists f ∈ F0,1,∞
such that (1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4) = e1(2(34))(Q f ). Then, by Lemma 1.18 and
Lemma 3.9, we have
(1, Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1)
= T
1(2(3(4⋆)))
1(2(34))
(1, Y(a1, z14)Y(a2, z24)Y(a3, z34)a4)
= T
1(2(3(4⋆)))
1(2(34))
e1(2(34))(Q f )
= e1(2(3(4⋆)))(Q f ).
Let f1, f2 ∈ F0,1,∞ satisfy
e1(2(43))(Q f1) = (1, Y(a1, z13)Y(a2, z23)Y(a4, z43)a3)
e4(3(2(10))(Q f2) = (1, Y(a4, z4)Y(a3, z3)Y(a2, z2)Y(a1, z1)1).
We will show that f and f1, f2 are the same function. Then, since (34), (14)(23), (23) ∈ S 4
is a generator of S 4, by Lemma 3.13, the assertion holds for quasi-primary vectors. By
Proposition 2.1 and Lemma 1.11,
e1(2(43))(Q f1) = (1, Y(a1, z13)Y(a2, z23)Y(a4, z43)a3)
= (1, Y(a1, z13)Y(a2, z23) exp(z43D + z¯43D¯)Y(a3,−z43)a4)
= exp(−z43(d/dz13 + d/dz23) − z¯43(d/dz¯13 + d/dz¯23))(1, Y(a1, z13)Y(a2, z23)Y(a3,−z43)a4)
= T
1(2(43))
1(2(34))
e1(2(34))(Q f ),
which implies that f1 = f .
Since
e1(2(3(4⋆))(Q f ) = (1, Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1)
= (−1)h−h¯Π1≤i≤4z−2hii z¯−2h¯ii (1, Y(a4, z−14 )Y(a3, z
−1
3
)Y(a2, z
−1
2
)Y(a1, z
−1
1
)1),
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by Lemma 1.19,
e4(3(2(1⋆))(Q f2) = (1, Y(a4, z4)Y(a3, z3)Y(a2, z2)Y(a1, z1)1)
= Id
(
(−1)h−h¯Π1≤i≤4z2hii z¯2h¯ii (1, Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1)
)
= Id
(
(−1)h−h¯Π1≤i≤4z2hii z¯2h¯ii e1(2(3(40))(Q f )
)
= e4(3(2(1⋆))(Q f ),
which implies f2 = f .
We now turn to the case that ai ∈ Fhi,h¯i . Since F is QP-generated, we may assume that
ai = D
ni D¯n¯ibi for some ni, n¯i ∈ Z≥0 and bi ∈ QFhi−ni,h¯i−n¯i . Since
(1, Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1)
= (1, Y(Dn1 D¯n¯1b1, z1)Y(D
n2 D¯n¯2b2, z2)D
n3 D¯n¯3Y(b3, z3)Y(D
n4 D¯n¯4b4, z4)1)
= Π1≤i≤4d/dz
ni
i
d/dz¯
n¯i
i
(1, Y(b1, z1)Y(b2, z2)Y(b3, z3)Y(b4, z4)1),
by Proposition 3.6, there exists φ ∈ Cor4 such that (1, Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1) =
e1(2(3(4⋆)))(φ). The S 4-invariance follows from the S 4-invariance for quasi-primary vec-
tors. 
Hence, we can define the linear map S : F⊗4 → Cor4 by e1(2(3(4⋆)))(S (a1, . . . , a4)) =
(1, Y(a1, z1) . . .Y(a4, z4)1). We recall that the symmetric group S 4 acts on Cor4 (see Sec-
tion 1.2). Then, the S 4-symmetry of the correlation function follows:
Theorem 3.1. For a self-dual QP-generated full vertex operator algebra F and a1, a2, a3, a4 ∈
F and σ ∈ S 4,
σ · S (a1, a2, a3, a4) = S (aσ−11, aσ−12, aσ−13, aσ−14).
Proof. By Proposition 1.2 and Proposition 3.7,
e1(2(3(4⋆)))(σ · S (a1, a2, a3, a4)) = Tσeσ−11(2(3(4⋆)))S (a1, a2, a3, a4)
= Tσ(1, Y(aσ−11, zσ−11)Y(aσ−12, zσ−12)Y(aσ−13, zσ−13)Y(aσ−14, zσ−14)1)
= (1, Y(aσ−11, z1)Y(aσ−12, z2)Y(aσ−13, z3)Y(aσ−14, z4)1)
= e1(2(3(4⋆)))S (aσ−11, aσ−12, aσ−13, aσ−14).

Now, the result for the consistency of four point correlation functions in conformal field
theory on CP1 can be stated as follows:
Theorem 3.2. Let F be a self-dual QP-generated full vertex operator algebra. Then,
S A = eA ◦ S for any A ∈ Q4.
Lemma 3.14. For ai ∈ QFhi,h¯i (i = 1, 2, 3, 4),
S (12)(34)(a1, a2, a3, a4) = (−1)h2−h¯2z−2h112 z¯−2h¯112 z−2h2+2h124 z¯−2h¯2+2h¯124 (1 − z34/z24)−2h3(1 − z¯34/z¯24)−2h¯3(
a2, Y
(
a1,−z24(1 + z24/z12)
)
Y(a3,
z
34
1 − z
34
/z
24
)a4
)
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Proof. By the invariance,
(1, Y(Y(a1, z12)a2, z24)Y(a3, z34)a4) = (Y(S z24Y(a1, z12)a2, z
−1
24
)1, Y(a3, z34)a4)
= (exp(z−124D + z¯
−1
24 D¯)S z24Y(a1, z12)a2, Y(a3, z34)a4)
= (a2, Y(S z12a1, z
−1
12
)S †z24(exp(z
−1
24L(1) + z¯
−1
24L(1))Y(a3, z34)a4),
where S †z24 = (−z24)L(0)(−z¯24)L(0) exp(L(−1)z24 + L(−1)z¯24). By [FHL],
zL(0)Y(a, z
0
)z−L(0) = Y(zL(0)a, zz
0
)
exp(zL(1))Y(a, z
0
) exp(−zL(1)) = Y(exp(z(1 − zz0)L(1))(1 − zz0)−2L(0)a, z0/(1 − zz0)).
Thus, the assertion holds. 
proof of Theorem 3.2. We only prove the Theorem for A ∈ P4. The general result can be
obtained by using Proposition 2.1 and the similar argument as Lemma 3.9. For the case of
A = 1((23)4), ((12)3)4 and (1(23))4, the assertion follows from Lemma 1.9 and Lemma
1.10. We will prove the theorem for A = (12)(34). Similarly to the proof of Theorem 3.7,
we may assume that ai ∈ QFhi ,h¯i for i = 1, 2, 3, 4. Set Q = Q(h, z) and let f ∈ F0,1,∞ satisfy
S (a1, a2, a3, a4) = Q f (ξ). Then, by Lemma 3.1 and Lemma 3.10,
e(12)(34)(Q
−1)(1, Y(Y(a1, z12)a2, z24)Y(a3, z34)a4)
is in S ′(z24, z12, z34). Thus, by Lemma 1.15, e(12)(34)(Q−1)(1, Y(Y(a1, z12)a2, z24)Y(a3, z34)a4)
is uniquely determined by the limit of (z24, z12, z34) → (1, q, q). By Lemma 3.14, the limit
is equal to
(−1)h2−h¯2q−3h1+3h2+h3+h4(1 + q)h1−h2−h3+h4(1 − q)−2h3 q¯−3h¯1+3h¯2+h¯3+h¯4(1 + q¯)h¯1−h¯2−h¯3+h¯4(1 − q¯)−2h¯3
·(a2, Y(a1,−(1 + q−1))Y(a3, q/(1 − q))a4).(q-series)
Since the formal limit (we omit the anti-holomorphic part)
lim
(z2,z1,z3,z4)→(∞,−(1+q−1),q/(1−q),0)
z
−2h2
2
z¯
−2h¯2
2
Q(z)−1
=
q
1 − q
−h1+h2+h3+h4
(−q−1(1 + q))h1−h2−h3+h4(−q(1 − q))−h1+h2−h3+h4
= (−1)2h1−2h2q−3h1+3h2+h3+h4(1 + q)h1−h2−h3+h4(1 − q)−2h3
and 2h1−2h2−2h¯1−2h¯2 ∈ 2Z, we can verify that the series q-series is equal to the formal
limit of
Q(z)−1||z2 |>|z1 |>|z3 |>|z4 |(1, Y(a2, z2)Y(a1, z1)Y(a3, z3)Y(a4, z4)1)
as (z2, z1, z3, z4) → (∞,−(1 + q−1), q/(1 − q), 0). Since the limit of ξ(z1, z2, z3, z4) as
(z2, z1, z3, z4) → (∞,−(1 + q−1), q/(1 − q), 0) is q2 and
Q(z)−1||z2 |>|z1 |>|z3 |>|z4 |(1, Y(a2, z2)Y(a1, z1)Y(a3, z3)Y(a4, z4)1) = e2(1(3(4⋆)))( f (ξ)),
v(12)(34)
(
e(12)(34)(Q
−1)(1, Y(Y(a1, z12)a2, z24)Y(a3, z34)a4)
)
= lim
p→q2
j(p, f ).
Hence, (1, Y(Y(a1, z12)a2, z24)Y(a3, z34)a4) = e(12)(34)(Q f (ξ)). 
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4. Construction
In this section, we generalize the Goddard’s axiom for a full vertex algebra (Section
4.1 and Section 4.2). We also show that if a vertex operator Y(−, z) satisfies the bootstrap
equation then it gives a full vertex algebra.
A full prevertex algebra is an R2-graded C-vector space F =
⊕
h,h¯∈R2 Fh,h¯ equipped
with a linear map
Y(−, z) : F → End(F)[[z±, z¯±, |z|R]], a 7→ Y(a, z) =
∑
r,s∈R
a(r, s)z−r−1z¯−s−1
and an element 1 ∈ F0,0 such that
PV1) For any a, b ∈ F, there exists N ∈ R such that a(r, s)b = 0 for any r ≤ N or s ≤ N;
PV2) Fh,h¯ = 0 unless h − h¯ ∈ Z;
PV3) For any a ∈ F, Y(a, z)1 ∈ F[[z, z¯]] and limz→0 Y(a, z)1 = a(−1,−1)1 = a;
PV4) Y(1, z) = id ∈ EndF;
PV5) Fh,h¯(r, s)Fh′,h¯′ ⊂ Fh+h′−r−1,h¯+h¯′−s−1 for any r, s, h, h¯, h′, h¯′ ∈ R.
A full prevertex algebra (F, Y, 1) is said to be translation covariant if there exist linear
maps D, D¯ ∈ End F such that
T1) D1 = D¯1 = 0;
T2) For any a ∈ F, [D, Y(a, z)] = d
dz
Y(a, z) and [D¯, Y(a, z)] = d
dz¯
Y(a, z);
4.1. Locality and Associativity I. Let (F, Y, 1,D, D¯) be a translation covariant full pre-
vertex algebra.
In this section, we consider the following conditions:
FL) For any a1, a2, a3 ∈ F and u ∈ F∨, there exists µ ∈ GCor2 such that
u(Y(a2, z2)Y(a1, z1)a3) = µ||z1 |>|z2 |
u(Y(a1, z1)Y(a2, z2)a3) = µ||z2 |>|z1 |
and
FA) For any a1, a2, a3 ∈ F and u ∈ F, there exists µ ∈ GCor2 such that
u(Y(a1, z1)Y(a2, z2)a3) = µ||z1 |>|z2 |
u(Y(Y(a1, z0)a2, z2)a3) = µ||z2 |>|z1−z2 |
and
FSS) Y(a1, z)a2 = e
Dz+D¯z¯Y(a2,−z)a1 for any a1, a2 ∈ F.
The condition (FL) (resp. (FA) and (FSS)) is a generalization of the locality (resp.
associativity, skew-symmetry) of a vertex algebra.
Lemma 4.1. If a translation covariant full prevertex algebra (F, Y, 1,D, D¯) satisfies con-
dition (FL), then the skew-symmetry, (FSS), holds.
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Proof. Since DY(a, z)1 = d/dzY(a, z)1, we have Y(a, z)1 = exp(Dz+ D¯z¯)a, which implies
that DFh,h¯ ⊂ Fh+1,h¯ and D¯Fh,h¯ ⊂ Fh,h¯+1. Let ai ∈ Fhi,h¯i (i = 1, 2) and u ∈ F∗h0,h¯0 . Then,
u(Y(a1, z1)Y(a2, z2)1) = u(Y(a1, z1) exp(Dz2 + D¯z¯2)a2)
= lim
z12→(z1−z2)||z1 |>|z2 |
u(exp(Dz2 + D¯z¯2)a2)Y(a1, z12)a2).
Set h = h1 + h2 − h0 and h¯ = h¯1 + h¯2 − h¯0. Then, by (PV5),
u(exp(Dz2 + D¯z¯2)a2)Y(a1, z12)a2) =
∑
s1,s¯1∈R
∑
n,n¯∈Z≥0
1
n!n¯!
u(DnD¯n¯a1(s1, s¯1)a2)z
−s¯1−1
12
z¯
−s¯1−1
12
zn2z¯
n¯
2
=
∑
n,n¯∈Z≥0
1
n!n¯!
u(DnD¯n¯a1(h + n − 1, h¯ + n¯ − 1)a2)z−h−n12 z¯−h¯−n¯12 zn2z¯n¯2.
By (PV1), there exists an integer N such that a1(h + n − 1, h¯ + n¯ − 1)a2 = 0 for any
n ≥ N or n¯ ≥ N. Thus, zN+h
12
z¯N¯+h¯
12
u(exp(Dz2 + D¯z¯2)a2)Y(a1, z12)a2) ∈ C[z12, z2, z¯12, z¯2].
Hence, by (FL), {(z1 − z2)N+h(z¯1 − z¯2)N¯+h¯}||z1 |>|z2 |u(Y(a1, z1)Y(a2, z2)1) = {(z1 − z2)N+h(z¯1 −
z¯2)
N¯+h¯}||z2 |>|z1 |u(Y(a2, z2)Y(a1, z1)1), which implies
(−z2)N+h(−z¯2)N¯+h¯u(Y(a2, z2)a1) = lim
z1→0
{(z1 − z2)N+h(z¯1 − z¯2)N¯+h¯}||z1 |>|z2 |u(Y(a1, z1)Y(a2, z2)1)
= lim
z1→0
lim
z12→(z1−z2)||z1 |>|z2 |
zN+h12 z¯
N¯+h¯
12 u(exp(Dz2 + D¯z¯2)a2)Y(a1, z12)a2)
= (−z2)N+h(−z¯2)N¯+h¯u(exp(Dz2 + D¯z¯2)a2)Y(a1,−z2)a2).
Hence, the assertion holds. 
Then, we have:
Proposition 4.1. Assume that a translation covariant full prevertex algebra (F, Y, 1,D, D¯)
satisfies the condition (FL) and the spectrum of F is bounded below, that is, there exists
N ∈ R such that Fh,h¯ = 0 for any h ≤ N or h¯ ≤ N. Then, (F, Y, 1) is a full vertex algebra.
Proof. Let a1, a2, a3 ∈ F and u ∈ F∨. By (FL), there exists µ ∈ GCor2 such that
u(Y(a1, z1)Y(a2, z2)a3) = µ||z1 |>|z2 |
u(Y(a2, z2)Y(a1, z1)a3) = µ||z2 |>|z1 |.
By Lemma 4.1,
u(Y(a1, z1)Y(a2, z2)a3) = limz12→(z1−z2)||z1 |>|z2 |
u(exp(Dz2 + D¯z¯2)Y(a1, z12)Y(a3,−z2)a2).
By the assumption, u(DnD¯n¯−) = 0 for sufficiently large n or n¯ in Z≥0. Then, by (FL),
u(exp(Dz2 + D¯z¯2)Y(a1, z12)Y(a3,−z2)a2) = µ||z12 |>|z2 |
u(exp(Dz2 + D¯z¯2)Y(a3,−z2)Y(a1, z12)a2) = µ||z2 |>|z12 |.
Since u(exp(Dz2+ D¯z¯2)Y(a3,−z2)Y(a1, z12)a2) = u(Y(Y(a1, z12)a2, z2)a3), (FV5) holds. 
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In the above proposition, we assume that the spectrum of F is bounded below. However,
in the proof, we only use the property that for any a1, a2, a3 ∈ F and u ∈ F∨, there exits N
such that u(DnD¯mY(a, z1)Y(b, z2)c) = 0 for any n ≥ N or m ≥ N. Thus, we have:
Proposition 4.2. Let (F, Y, 1,D, D¯) be a translation covariant full prevertex algebra sat-
isfies the condition (FL) and M be an abelian group. Suppose that there exists an M×R2-
grading on F, F =
⊕
α∈M,h,h¯∈R F
α
h,h¯
such that:
(1) Fh,h¯ =
⊕
α∈M F
α
h,h¯
for any h, h¯ ∈ R and α ∈ M
(2) Fα
h,h¯
(r, s)Fα
′
h′,h¯′
⊂ Fα+α′
h+h′−r−1,h¯+h¯′−s−1 for any r, s, h, h¯, h
′, h¯′ ∈ R and α, α′ ∈ M;
(3) For any α, there exists N such that Fα
h,h¯
= 0 for any h ≥ N or h¯ ≥ N.
Then, F is a full vertex algebra.
Proposition 4.3. Assume that a translation covariant full prevertex algebra (F, Y, 1,D, D¯)
satisfies the condition (FA) and the skew-symmetry. Then, (F, Y, 1) is a full vertex algebra.
Proof. We first prove that Y(Da, z) = d/dzY(a, z) for any a ∈ F. For any a, b ∈ F and
u ∈ F∨, by (FFA), there exists µ ∈ GCor2 such that
u(Y(a, z
1
)b) = µ||z1 |>|z2 |
u(Y(Y(a, z
0
)1, z
2
)b) = µ||z2 |>|z1−z2 |.
By (PV5), u(Y(a, z
1
)b) = p(z1) ∈ C[z±1 , z¯±1 , |z1|R]. Thus, µ||z2 |>|z1−z2 | = limz1→(z2+z0)||z2 |>|z0 | p(z1) =
exp(z0d/dz2 + z¯0d/dz¯2)p(z2). Hence,
u(Y(Y(a, z
0
)1, z
2
)b) = exp(z0d/dz2 + z¯0d/dz¯2)u(Y(a, z2)b),
which implies that Y(Da, z
2
) = d/dz2Y(a, z2) and similarly Y(D¯a, z2) = d/dz¯2Y(a, z2).
Now, we will show the assertion. Let a1, a2, a3 ∈ F and u ∈ F∨. By (FA), there exists
µ ∈ GCor2 such that
u(Y(a1, z1)Y(a2, z2)a3) = µ||z1 |>|z2 |
u(Y(Y(a1, z0)a2, z2)a3) = µ||z2 |>|z1−z2 |.
By the skew symmetry,
u(Y(Y(a1, z0)a2, z2)a3) = u(Y(exp(Dz0 + D¯z¯0)Y(a2,−z0)a1, z2)a3)
= lim
z
1
→(z
2
+z
0
)||z2 |>|z0 |
u(Y(Y(a2,−z0)a1, z1)a3).
Then, applying (FA) again, (FV5) holds. 
4.2. Locality and Associativity II. In this section, we give a sufficient condition in order
to construct a full vertex algebra by using four point functions. We remark that for a self-
dual QP-generated full vertex operator algebra F, there is the linear map (1,−) : F → C
such that Proposition 3.7 holds.
In this section, we assume that (F, Y, 1,D, D¯) is a translation covariant full prevertex
algebra equipped with a linear map <>: F → C such that
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E1) Fh,h¯ is a finite dimensional vector space for any h, h¯ ∈ R;
E2) < 1 >= 1 and < Da >=< D¯a >= 0 for any a ∈ F;
E3) < Fh,h¯ >= 0 for any (h, h¯) , (0, 0);
E4) There exists N ∈ R such that Fh,h¯ = 0 for h ≤ N or h¯ ≤ N.
We remark that if F0,0 = C1, then <> is simply the projection F → F0,0.
For (F, Y, 1,D, D¯, <>), set
RF,<> = {b ∈ F | < Y(a, z)b >= 0 for any a ∈ F}.
We say (F, Y, 1,D, D¯, <>) is non-degenerate if RF,<> = 0.
In this section, we consider the following conditions:
FFL) For any a1, a2, a3, a4 ∈ F, there exists φ ∈ Cor4 such that
< Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1 > = e1(2(3(4⋆)))φ
< Y(a1, z1)Y(a3, z3)Y(a2, z2)Y(a4, z4)1 > = e1(3(2(4⋆)))φ
and
FFA) For any a1, a2, a3, a4 ∈ F, there exists φ ∈ Cor4 such that
< Y(a1, z1)Y(a2, z2)Y(a3, z3)Y(a4, z4)1 > = e1(2(3(4⋆)))φ
< Y(a1, z1)Y(a4, z4)Y(a3, z3)Y(a2, z3)1 > = e1(4(3(2⋆)))φ.
By Corollary 1.3 and (PV4), we have:
Lemma 4.2. Let (F, Y, 1,D, D¯, <>) satisfy (FFL) or (FFA). Then, for a1, a2, a3 ∈ F, there
exists φ ∈ Cor3 such that for any σ ∈ S 3,
< Y(aσ1, zσ1)Y(aσ2, zσ2)Y(aσ3, zσ3)1 > = eσ1(2(3⋆))φ.
Lemma 4.3. Let (F, Y, 1,D, D¯, <>) satisfy (FFL) or (FFA). Then, for a1, a2, a3 ∈ F,
< Y(a1, z12)Y(a3, z32)a2 >=< Y(a1, z12) exp(Dz32 + D¯z¯32)Y(a2,−z32)a3 > .
Proof. Let φ ∈ Cor3 such that < Y(a1, z13)Y(a2, z23)a3 >= e1(23)(φ). Similarly to the proof
of Lemma 1.11,
e1(32) = lim
z
23
→−z
32
z
13
→(z
12
−z
32
)||z12 |>|z32 |
e1(23).
Thus, by Lemma 4.2 and (E2),
< Y(a1, z12)Y(a3, z32)a2 > = e1(32)(φ)
= exp(−z32d/dz12 − z¯32d/dz¯12) < Y(a1, z12)Y(a2,−z32)a3 >
=< exp(−Dz32 − D¯z¯32)Y(a1, z12) exp(Dz32 + D¯z¯32)Y(a2,−z32)a3 >
=< Y(a1, z12) exp(Dz32 + D¯z¯32)Y(a2,−z32)a3 > .

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We remark that we cannot obtain the skew-symmetry from the above lemma, since
the skew-symmetry holds only in < − >∈ F∨. However, if (F, Y, 1,D, D¯, <>) is non-
degenerate, then, by (E1) and (PV5), F∨ is spanned by {< a(s, s¯)− >}a∈F,s,s¯∈R. Thus, we
have:
Lemma 4.4. If (F, Y, 1,D, D¯, <>) is non-degenerate and satisfy (FFL) or (FFA), then the
skew-symmetry holds.
Proposition 4.4. If (F, Y, 1,D, D¯, <>) is non-degenerate and satisfy (FFL) or (FFA), then
(F, Y, 1) is a full vertex algebra.
Proof. First, we assume that (FFL) holds. Then, by Lemma 1.4, the condition (FL) holds.
Thus, by Proposition 4.1, F is a full vertex algebra. Next, we assume that (FFA) holds.
Then, for any a1, a2, a3, a4 ∈ F, there exists φ ∈ Cor4 such that
< Y(a1, z14)Y(a2, z24)Y(a3, z34)a4 > = e1(2(34))φ
< Y(a1, z12)Y(a4, z42)Y(a3, z32)a2 > = e1(4(32))φ.
Then, by Lemma 4.4 and Lemma 1.11, < Y(a1, z12)Y(a4, z42)Y(a2, z23)a3 >= e1(4(23))φ. By
Lemma 4.4 and (E2),
< Y(a1, z12)Y(a4, z42)Y(a2, z23)a3 >
=< Y(a1, z12) exp(Dz42 + D¯z¯42)Y(Y(a2, z23)a3,−z42)a4 >
= exp(z42d/dz12 + z¯42d/dz¯12) < Y(a1, z12)Y(Y(a2, z23)a3,−z42)a4 > .
Then, by Lemma 1.9,
< Y(a1, z14)Y(Y(a2, z23)a3, z24)a4 >= e1((23)4)φ.
By Lemma 1.4 again, the condition (FA) holds. Thus, by Proposition 4.3, F is a full
vertex algebra. 
In the rest of this section, we study the condition that (F, Y, 1,D, D¯, <>) is non-degenerate.
A two-sided ideal of (F, Y, 1,D, D¯, <>) is a subspace I ⊂ F such that I =
⊕
h,h¯∈R I ∩ Fh,h¯,
i.e., a graded subspace, and for any v ∈ I and a ∈ F, Y(a, z)v, Y(v, z)a ∈ I((z, z¯, |z|R)).
Then, we have:
Lemma 4.5. If (F, Y, 1,D, D¯, <>) satisfy (FFL) or (FFA), the subspace RF,<> is a two-
sided ideal of F.
Proof. By (PV5) and (E3), RF,<> is a graded subspace of F. Let a1, a2 ∈ F and v ∈ RF,<>.
It suffices to show that < Y(a1, z1)Y(a2, z2)Y(v, z3)1 >=< Y(a1, z1)Y(v, z3)Y(a2, z2)1 >= 0.
By Lemma 4.3 and (E2), we have < Y(a, z)b >=< Y(b,−z)a > for any a, b ∈ F. Since
< Y(v, z
3
)Y(a1, z1)Y(a2, z2)1 >=< Y(Y(a1, z1)Y(a2, z2)1,−z3)v >= 0, by Lemma 4.2, the
assertion holds. 
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By the above lemma, the vertex operator Y(−, z) : F/RF,<> → End (F/RF,<>)[[z, z¯, |z|R]],
D, D¯ ∈ F/RF,<> and <>: F/RF,<> → C are induced from (F, Y, 1,D, D¯, <>) and are non-
degenerate. We remark that by the construction, a parenthesized correlation function of
F/RF,<> and F are the same. Thus, we have:
Proposition 4.5. Let (F, Y, 1,D, D¯, <>) satisfy (FFL) or (FFA). Then, F/RF,<> is a full
vertex algebra.
(F, Y, 1,D, D¯, <>) is said to be simple if there is no proper left ideal of F. By the above
lemma, we have:
Proposition 4.6. Let (F, Y, 1,D, D¯, <>) satisfy (FFL) or (FFA). If (F, Y, 1,D, D¯, <>) is
simple, then it is non-degenerate. Conversely, if (F, Y, 1,D, D¯, <>) is non-degenerate and
F0,0 = C1, then (F, Y, 1,D, D¯, <>) is simple.
Proof. By Lemma 4.5, RF,<> is a left ideal. If F is simple, then RF,<> = 0 by (E2), thus
non-degenerate. Suppose that (F, Y, 1,D, D¯, <>) is non-degenerate and F0,0 = C1 and let
I ⊂ F be a left ideal which does not contain 1. Since I ∩ F0,0 = 0, < Y(a, z)v >= 0 for any
a ∈ F and v ∈ I. Hence, I ⊂ RF,<> = 0. 
4.3. Bootstrap. In this section, we study the bootstrap equation. Set L(−1) = D and
L(−1) = D¯ and let L(0), L(0) ∈ End F be linear maps defined by L(0)|Fh,h¯ = h and
L(0)|Fh,h¯ = h¯ for any h, h¯ ∈ R. We assume that (F, Y, 1,D, D¯) is a translation covariant full
prevertex algebra equipped with linear maps L(1), L(1) ∈ EndF and a non-degenerate
symmetric bilinear form (−,−) : F × F → C such that:
(1) There exists N ∈ R such that Fh,h¯ = 0 for any h ≤ N or h¯ ≤ N;
(2) dimFh,h¯ is finite for any h, h¯ ∈ R;
(3) For any i, j = −1, 0, 1,
[L(i), L( j)] = (i − j)L(i + j),
[L(i), L( j)] = (i − j)L(i + j),
[L(i), L( j)] = 0;
(4) For any i = −1, 0, 1 and a, b ∈ F,
(L(i)a, b) = (a, L(−i)b)
(L(i)a, b) = (a, L(−i)b);
(5) For k = −1, 0, 1,
[L(k), Y(a, z)] =
k+1∑
i=0
(
k + 1
i + 1
)
Y(L(i + 1)a, z)z−i
[L(k), Y(a, z)] =
k+1∑
i=0
(
k + 1
i + 1
)
Y(L(i + 1)a, z)z¯−i;
(6) L(1)1 = L(1)1 = 0;
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(7) For any a, b, c ∈ F,
(a, Y(b, z)c) = (Y(S zb, z
−1)a, c).
Let (F, Y, 1, L(i), L(i), (−,−)) satisfy the above condition. For any a1, a2, a3, a4 ∈ F,
define s,t,u-channels by
S (21)(34)(a1, a2, a3, a4) =
(
1,
((
a2(z21)a1
)
(z14)a3(z34)a4
)
(s-channel)
S (41)(32)(a1, a2, a3, a4) =
(
1,
((
a4(z41)a1
)
(z12)a3(z32)a2
)
(t-channel)
S (31)(24)(a1, a2, a3, a4) =
(
1,
((
a3(z31)a1
)
(z14)a2(z24)a4
)
.(u-channel)
(F, Y, 1, L(i), L(i), (−,−)) is said to satisfy a bootstrap equation for the s-channel and t-
channel (resp. for the s-channel and u-channel) if for any a1, a2, a3, a4 ∈ F, there exists φ ∈
Cor4 such that S (21)(34)(a1, a2, a3, a4) = e(21)(34)(φ) and S (41)(32)(a1, a2, a3, a4) = e(41)(32)(φ)
(resp. S (21)(34)(a1, a2, a3, a4) = e(21)(34)(φ) and S (31)(24)(a1, a2, a3, a4) = e(31)(24)(φ)).
The notion, QP-generated, is defined for (F, Y, 1, L(i), L(i), (−,−)) similarly to the full
vertex operator algebra (see Section 3.2).
Let (F, Y, 1, L(i), L(i), (−,−)) be QP-generated and satisfy the bootstrap equation for the
s-channel and t-channel. Set < − >= (1,−). We will show that (F, Y, 1,D, D¯, <>) satisfy
the assumption of Proposition 4.4. It suffices to show that (FFA) holds. Similarly to
the proof of Proposition 3.7, we may assume that all ai ∈ Fhi,h¯i are quasi-primary states.
Then, by PSL2C-symmetry, in order to verify (FFA), it suffices to show that there exists
f ∈ F0,1,∞ such that
Q(h, z)−1(1, Y(a1, z1)Y(a2, z2)Y(a3, z3)a4) = e1(2(34))( f ◦ ξ),
Q(h, z)−1(1, Y(a1, z1)Y(a4, z4)Y(a2, z2)a3) = e1(4(32))( f ◦ ξ).
By Lemma 3.14, we can calculate v1(2(34))(Q(h, z)
−1S 1(2(34))) and v1(4(32))(Q(h, z)−1S 1(4(32)))
similarly to the proof of Theorem 3.2, which are equal to j(p, f ) and j(1 − p, f ). The
bootstrap equation for the s-channel and u-channel implies the same result. The detail
verification is left to the reader. Thus, we have:
Proposition 4.7. If (F, Y, 1, L(i), L(i), (−,−)) is QP-generated and satisfy the bootstrap
equation for the s-channel and t-channel or the s-channel and u-channel, then F is a full
vertex algebra.
5. Example
In this section, we construct a full vertex algebras from an AH pair, which is introduced
in [Mo1]. One can construct an AH pair from an even lattice, called twisted group algebra
[FLM, Mo1]. The full vertex algebra constructed from an even lattice is appeared in the
toroidal compactification of string theory and is shown to be a QP-generated self-dual
full vertex operator algebra. A conceptual origin of AH pairs is provided in Section 5.3,
where we show that an AH pair is a commutative algebra object in some braided tensor
category.
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5.1. Full vertex algebra and AH pair. We first recall a concept of an AH pair intro-
duced in [Mo1]. Let H be a finite-dimensional vector space over R equipped with a
non-degenerate symmetric bilinear form (−,−) : H × H → R and A a unital associative
algebra over C with the unity 1. Assume that A is graded by H as A =
⊕
α∈H A
α.
We will say that such a pair (A,H) is an AH pair if the following conditions hold:
AH1) 1 ∈ A0 and AαAβ ⊂ Aα+β for any α, β ∈ H ;
AH2) AαAβ , 0 implies (α, β) ∈ Z;
AH3) For v ∈ Aα,w ∈ Aβ, vw = (−1)(α,β)wv.
An AH pair (A,H) is called an even AH pair if
EAH (α, α) ∈ 2Z for any α ∈ H with Aα , 0.
Let P(H) be the set of linear maps p ∈ End H such that:
P1) p is a projection, that is, p2 = p;
P2) The subspaces ker p and ker(1 − p) are orthogonal to each other.
Let P>(H) be the subset of P(H) such that
P3) ker(1 − p) is positive definite and ker p is negative-definite.
Let (A,H) be an even AH pair and p ∈ P(H). In this section, we construct a full vertex
algebra FA,H,p for the triple (A,H, p).
Set p¯ = 1− p and Hl = ker p¯ and Hr = ker p. Define the new symmetric bilinear forms
(−,−)p : H × H → R by
(h, h′)p = (ph, ph
′) − (p¯h, p¯h′).
By (P1) and (P2), (−,−)p is non-degenerate. Let Hˆp =
⊕
n∈Z H ⊗ Ctn ⊕ Cc be the affine
Heisenberg Lie algebra associated with (Hˆp, (−,−)p) and Hˆp≥0 =
⊕
n≥0 H ⊗ Ctn ⊕ Cc a
subalgebra of Hˆp. Define the action of Hˆ
p
≥0 on A by
ca = a
h ⊗ tna =

0, n ≥ 1,
(h, α)pa, n = 0
for α ∈ H and a ∈ Aα. Let FA,H,p be the Hˆp-module induced from A and MH,p be the
submodule of FA,H,p generated by the unit 1 ∈ A0 as a Hˆp-module. Denote by h(n) the
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action of h ⊗ tn on FA,H,p for n ∈ Z. For h ∈ H, set
h(z, z¯) =
∑
n∈Z
((ph)(n)z−n−1 + (p¯h)(n)z¯−n−1) ∈ EndFA,H,p[[z±, z¯±]]
h+(z) =
∑
n≥0
((ph)(n)z−n−1 + (p¯h)(n)z¯−n−1)
h−(z) =
∑
n≥0
((ph)(−n − 1)zn + (p¯h)(−n − 1)z¯n).
E+(h, z) = exp
(
−
∑
n≥1
(
ph(n)
n
z−n +
p¯h(n)
n
z¯−n)
)
E−(h, z) = exp
(
−
∑
n≤−1
(
ph(n)
n
z−n +
p¯h(n)
n
z¯−n)
)
.
For hr ∈ Hr and hl ∈ Hl, hr(z) and hl(z) are denoted by hr(z) and hl(z).
Then, similarly to the case of a lattice vertex algebra, we have:
Lemma 5.1. For any h1, h2 ∈ H,
E+(h1, z1)E
−(h2, z2) =
(∑
n,n¯≥0
(
(ph1, ph2)p
n
)(
(p¯h1, p¯h2)p
n¯
)
zn2z
−n
1 z¯
n¯
2z¯
−n¯
1
)
E−(h2, z2)E
+(h1, z1).
We remark that the formal power series
∑
n,n¯≥0
(
(ph1 ,ph2)p
n
)(
(p¯h1, p¯h2)p
n¯
)
zn
2
z−n
1
z¯n¯
2
z¯−n¯
1
is equal to
(1 − z2/z1)(ph1 ,ph2)p(1 − z¯2/z¯1)(p¯h1, p¯h2)p ||z1 |>|z2 |.
Let α ∈ H and a ∈ Aα. Denote by la ∈ EndA the left multiplication by a and
define the linear map laz
pαz¯ p¯α : A → A[z, z¯, |z|R] by lazpαz¯ p¯αb = z(pα,pβ)p z¯(p¯α, p¯β)pab for
β ∈ H and b ∈ Aβ. Assume that ab , 0. Then, (α, β) ∈ Z and since z(pα,pβ)p z¯(p¯α, p¯β)p =
|z|(pα,pβ)p z¯(p¯α, p¯β)p−(pα,pβ)p and (p¯α, p¯β)p − (pα, pβ)p = −(α, β) ∈ Z, we have lazpαz¯ p¯αb ∈
A[z, z¯, |z|R]. Then, set
a(z) = E−(α, z)E+(α, z)laz
pαz¯ p¯α,
which is a linear map FA,H,p → FA,H,p[[z, z¯, |z|R]].
By Poincare´-Birkhoff-Witt theorem, FA,H,p  MH,p ⊗ A, that is, FA,H,p is spanned by
{h1l (−n1 − 1) . . . hll(−nl − 1)h1r (−n¯1 − 1) . . . hkr(−n¯k − 1)a},
where hi
l
∈ Hl, ni ∈ Z≥0 and h jr ∈ Hr, n¯ j ∈ Z≥0 for any 1 ≤ i ≤ l and 1 ≤ j ≤ k
and a ∈ A. Then, a map Y : FA,H,p → EndFA,H,p[[z, z¯, |z|R]] is defined inductively as
follows: For a ∈ A, define Y(a, z) by Y(a, z) = a(z). Assume that Y(v, z) is already defined
for v ∈ FA,H,p. Then, for hr ∈ Hr and hl ∈ Hl and n, n¯ ∈ Z≥0, Y(hl(−n − 1)v, z) and
Y(hr(−n¯ − 1)v, z) is defined by
Y(hl(−n − 1)v, z) = 1/n!
( d
dz
n
h−l (z)
)
Y(v, z) + Y(v, z)1/n!
( d
dz
n
h+l (z)
)
Y(hr(−n¯ − 1)v, z) = 1/n¯!
( d
dz¯
n¯
h−r (z¯)
)
Y(v, z) + Y(v, z)1/n¯!
( d
dz¯
n¯
h+r (z¯)
)
.
By the direct calculus, we can easily prove the following lemma:
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Lemma 5.2. For any v ∈ FA,H,p and hl ∈ Hl and hr ∈ Hr,
[hl(n), Y(v, z)] =
∑
i≥0
(
n
i
)
Y(hl(i)v, z)z
n−i,
[hr(n), Y(v, z)] =
∑
i≥0
(
n
i
)
Y(hr(i)v, z)z¯
n−i.
By the above lemma,
[h+l (z1), Y(v, z2)] =
∑
i≥0,n≥0
(
n
i
)
Y(hl(i)v, z2)z
−n−1
1 z
n−i
2
=
∑
i≥0
Y(hl(i)v, z2)
1
i!
d
dz2
i∑
n≥0
z−n−11 z
n
2
=
∑
i≥0
Y(hl(i)v, z2)
1
(z1 − z2)i+1
||z1 |>|z2 |.
Thus, we have:
Lemma 5.3. For any v ∈ FA,H,p and hl ∈ Hl,
[h+l (z1), Y(v, z2)] =
∑
i≥0
Y(hl(i)v, z2)
1
(z1 − z2)i+1
||z1 |>|z2 |,
[Y(v, z
1
), h−l (z2)] =
∑
i≥0
Y(hl(i)v, z)
(−1)i+1
(z1 − z2)i+1
||z1 |>|z2 |.
Set
1 = 1 ⊗ 1,
ω = 1/2
dimHl∑
i=1
hil(−1)hil,
ω¯ = 1/2
dimHr∑
j=1
h jr(−1)h jr,
where hi
l
and h
j
r is an orthonormal basis of Hl⊗RC and Hr⊗RC with respect to the bilinear
form (−,−)p.
We will prove the following proposition by using Proposition 4.2:
Proposition 5.1. For an even AH pair (A,H) and p ∈ P(H), (FA,H,p, Y, 1) is a full vertex
algebra.
Set F = FA,H,p and D = ω(0) and D¯ = ω¯(0) and
Fα
h,h¯
= {v ∈ F | ω(1)v = hv, ω¯(1)v = h¯v, h(0)v = (α, h)pv for any h ∈ H}
and
Fh,h¯ =
⊕
α∈H
Fα
h,h¯
,
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for h, h¯ ∈ R and α ∈ H. Then, F =
⊕
h,h¯∈R
⊕
α∈H F
α
h,h¯
. In order to prove (F, Y, 1) is a full
vertex algebra, it suffices to show that (F, Y, 1,D, D¯) satisfies the condition in Proposition
4.2. An easy computation show that (F, Y, 1,D, D¯) is a translation covariant full prevertex
algebra and F =
⊕
h,h¯∈R
⊕
α∈H F
α
h,h¯
satisfies the conditions (1),(2) and (3) in Proposition
4.2. Thus, it suffices to show that the condition (FL).
For α ∈ H and n,m ∈ Z≥0, it is easy to show that Fα1
2
(pα,pα)p+n,
1
2
(p¯α, p¯α)p+m
is spanned
by {h1
l
(−i1) . . . hkl (−ik)h1r ( j1) . . . hlr( jl)a}, where k, l ∈ Z≥0, hal ∈ Hl, hbr ∈ Hr, a ∈ Aα,
ia, jb ∈ Z≥1, i1 + · · · + ik = n and j1 + · · · + jl = m for any a = 1, . . . , k and b = 1, . . . , l.
Then,
Fα =
⊕
n,m∈Z≥0
Fα1
2
(pα,pα)p+n,
1
2
(p¯α, p¯α)p+m
and
Fα1
2
(pα,pα)p ,
1
2
(p¯α, p¯α)p
= Aα.
Let a∗ ∈ A∨ =
⊕
α∈H(A
α)∗ and < a∗,− > be the linear map F → C defined by the
composition of the projection F = A⊕
⊕
n,m∈Z≥0
(n,m),(0,0)
Fα1
2
(pα,pα)p+n,
1
2
(p¯α, p¯α)p+m
→ A and a∗ : A →
C. Then, it is easy to verify < a∗,− > is a highest weight vector, that is, < a∗, h(−n)− >= 0
for any n ≥ 1 and h ∈ H. Thus, for any α ∈ H, we have:
E+(α, z)1 = 1,
< a∗, E−(α, z)− > =< a∗,− > .
Thus, by using the above fact and Lemma 5.1, we have:
Lemma 5.4. For α0, α1, α2, α3 ∈ H and a∗0 ∈ (Aα0)∗ and ai ∈ Aαi (for i = 1, 2, 3),
< a∗0,Y(a1, z1)Y(a2, z2)a3 >
= z
(pα1 ,pα3)p
1
z
(pα2 ,pα3)p
2
(z1 − z2)(pα1 ,pα2)p ||z1 |>|z2 |
z¯
(p¯α1, p¯α3)p
1
z¯
(p¯α2 , p¯α3)p
2
(z¯1 − z¯2)(p¯α1, p¯α2)p ||z1 |>|z2 | < a∗0, a1a2a3 > .
Assume that none of a1a2, a1a3, a2a3 is equal to zero. Then, (α1, α2), (α2, α3), (α1, α3) ∈
Z by (AH2). Set
φ = z
(pα1 ,pα3)p
1
z
(pα2 ,pα3)p
2
(z1 − z2)(pα1 ,pα2)p ||z1 |>|z2 |z¯
(p¯α1, p¯α3)p
1
z¯
(p¯α2 , p¯α3)p
2
(z¯1 − z¯2)(p¯α1, p¯α2)p ||z1 |>|z2 |,
which is a function in GCor2. The above lemma implies that < a
∗
0, Y(a2, z2)Y(a1, z1)a3 >=
(−1)(α2 ,α3)φ||z1 |>|z2 | < a∗0, a2a1a3 >. By the definition of an AH pair, a3a2 = (−1)(α2 ,α3)a2a3.
Thus, (FL) holds. If one of a1a2, a1a3, a2a3 is equal to zero, then both < a
∗
0, a1a2a3 > and
< a∗
0
, a2a1a3 > are zero, which implies (FL). For u ∈ F∨ and v1, v2, v3 ∈ F, set
S (u; v1, v2, v3) = u(Y(v1, z1)Y(v2, z2)v3).
We can compute S (u; v1, v2, v3) by using Lemma 5.4 and Lemma 5.3. We observe that⊕
(Fα
h,h¯
)∗ is spanned by {< a∗, h1(i1) . . . hk(ik)− >}, where a∗ ∈ (Aα)∗ and i1, . . . , ikZ≥1 and
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h1, . . . , hk ∈ H. Let u ∈ F∨ and v1, v2, v3 ∈ F and hl ∈ Hl and n ∈ Z≥1. Then, by Lemma
5.3,
S (u(hl(n)−); v1, v2, v3)
= u(hl(n)Y(v1, z1)Y(v2, z2)v3)
= S (u; v1, v2, hl(n)v3) +
∑
i≥0
(
n
i
)(
S (u; hl(i)v1, v2, v3)z
n−i
1 + S (u; v1, hl(i)v2, v3)z
n−i
2
)
.
Since the above formula is symmetric for v1 and v2, in order to show (FL), we may assume
that u = a∗ ∈ A∨. Similarly, for n ∈ Z≥0,
a∗(Y(hl(−n − 1)v1, z1)Y(v2, z2)v3) =
∑
i≥0
(−i − 1
n
)( (−1)n
(z1 − z2)n+i+1
||z1 |>|z2 |a∗(Y(v1, z1)Y(hl(i)v2, z2)v3)
+
1
zn+i+1
1
a∗(Y(v1, z1)Y(v2, z2)hl(i)v3)
)
and
a∗(Y(v2, z2)Y(hl(−n − 1)v1, z1)v3) =
∑
i≥0
(−i − 1
n
)( (−1)n
(z1 − z2)n+i+1
||z2 |>|z1 |a∗(Y(hl(i)v2, z2)Y(v1, z1)v3)
+
1
zn+i+1
1
a∗(Y(v2, z2)Y(v1, z1)hl(i)v3),
which implies that a∗(Y(hl(−n − 1)v1, z1)Y(v2, z2)v3) and a∗(Y(v2, z2)Y(hl(−n − 1)v1, z1)v3)
are the expansion of the same function in the different region |z1| > |z2| and |z2| > |z1| if
(FL) holds for (a∗, v1, hl(i)v2, v3) and (a∗, v1, v2, hl(i)v3) for any i ≥ 0. In this way, we can
inductively show the assumption (FL), by Lemma 5.4 and Lemma 5.3.
5.2. Troidal compactification of string theory. In this section, we construct a full ver-
tex operator algebra associated with an even lattice. An even lattice is a free abelian group
L of finite rank equipped with a bilinear map (−,−) : L × L → Z such that (α, α) ∈ 2Z for
any α ∈ L. Set HL = L ⊗Z R. Then, a bilinear form on HL is induced by the bilinear form
on L, denoted by (−,−) again. An even lattice is called non-degenerate if (HL, (−,−)) is
non-degenerate. Let L be a non-degenerate even lattice. In [FLM], they construct an AH
pair associated with an even lattice:
Proposition 5.2. [FLM] There exists a unital associative algebra C[Lˆ] =
⊕
α∈L Ceα such
that:
(1) e0 is the unit;
(2) eαeβ , 0 for any α, β ∈ L;
(3) eαeβ = (−1)(α,β)eβeα for any α, β ∈ L.
In fact, a unital associative algebra satisfies the conditions in the above proposition is
unique up to isomorphism as an AH pair ([FLM, Mo1]). The algebra C[Lˆ] is called a
twisted group algebra, which is clearly an even AH pair. For p ∈ P(HL), set FL,HL,p =
FC[Lˆ],HL,p. By Proposition 5.1, we have:
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Proposition 5.3. For a non-degenerate even lattice L and p ∈ P(HL), FL,HL,p is a full
vertex algebra. Furthermore, if p ∈ P>(HL), then (FL,HL,p, Y, 1, ωHL, ω¯HL) is a self-dual
QP-generated full vertex operator algebra.
Proof. Let p ∈ P>(HL) and set F = FL,HL,p. Since the spectrum of FL,HL,p is {(pα, pα)/2+
n,−(p¯α, p¯α)/2 + m}α∈L,n,m∈Z≥0 and the bilinear form (p−, p−) on Hl and −(p¯−, p¯−) on Hr
is positive definite, the spectrum is discrete, thus, bounded below. It is easy to show that
(F, Y, 1, ω, ω¯) is a simple full vertex operator algebra. To verify the assertion, it suffices
to show that F satisfies the assumption of Corollary 3.2. By the positivity of the bilinear
forms, (PN1) and (PN2) is clear. Let 0 , v ∈ Fα
0,n
for α ∈ L. Then, (pα, pα) = 0 and,
thus, pα = 0, which implies that Dv = 0 and (PN4). Let v ∈ Fα
1,n
for α ∈ L. Suppose that
L(1)v , 0. Then, L(1)v ∈ Fα
0,n
implies that pα = 0, that is, α ∈ Hr. Thus, Fα1,n is spanned
by {hl(−1)eα}hl∈Hl and (α, hl) = 0. Then, for hl ∈ Hl, L(1)hl(−1)eα = hl(0)eα = (hl, α)eα =
0, a contradiction, which implies (PN3). Hence, the assertion holds. 
Let (n,m) be the signature of HL. Then, the orthogonal group O(HL)  O(n,m;R)
acts on P>(HL) by g · p = g ◦ p ◦ g−1 for p ∈ P>(HL) and g ∈ O(HL). By the elemen-
tary calculus in linear algebra, we can show that the action is transitive. The stabilizer
subgroup of p is O(n;R) × O(m;R). Thus, P>(HL) is homeomorphic to the Grassma-
nian O(n,m;R)/O(n;R) × O(m;R). Hence, we construct a family of full vertex operator
algebras which is parametrized by the Grassmanian O(n,m;R)/O(n;R) × O(m;R).
Let II1,1 be the unique even unimodular lattice with the signature (1, 1), more explicitly,
II1,1 = Zz ⊕ Zw and (z, z) = (w,w) = 0 and (z,w) = −1 and for N ∈ Z>, set IIN,N =
II1,1
N . Then, we have a family of full vertex operator algebras of the central charge (N,N)
parametrized by O(N,N;R)/O(N;R) × O(N;R).
Remark 5.1. Let Aut IIN,N be the lattice automorphism group of IIN,N , which is isomor-
phic to O(N,N;Z), the Z-value points of the algebraic group O(N,N). Then, we can
prove that if σ ∈ Aut IIN,N then FIIN,N ,HIIN,N ,p is isomorphic to FIIN,N ,HIIN,N ,σpσ−1 as a full
vertex operator algebra. Thus, the true parameter space is
O(N,N;Z)\O(N,N;R)/O(N;R) × O(N;R).
This statement is proved in [Mo2] in more general setting. We also remark that this
conformal field theory and parameter space appear in the toroidal compactification of
string theory [Polc1].
5.3. Commutative algebra object in H-Vect. Let H be a finite-dimensional real vector
space with a non-degenerate symmetric bilinear form
(−,−) : H × H → R.
Let H-Vect be the category whose object is an H-graded vector space over C and mor-
phism is a grading preserving C-linear map. Let V =
⊕
α∈H V
α and W =
⊕
β∈H W
β be
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H-graded vector spaces. A tensor product of H-graded vector spaces are defined by the
tensor product of vector spaces with the H-grading:
(V ⊗W)α =
⊕
α′∈H
Vα
′ ⊗Wα−α′ .
Then, H-Vect is a strict monoidal category whose unit is C = C0. Define a braiding
BV,W : V ⊗ W → W ⊗ V by vα ⊗ wβ 7→ exp((α, β)πi)wβ ⊗ vα for α, β ∈ H, vα ∈ Vα and
wβ ∈ Wβ. Then, it is easy to show that B satisfies the hexagon identity, thus (H-Vect, B)
is a braided tensor category. Let A be a unital commutative associative algebra object in
H-Vect and a ∈ Aα and b ∈ Aβ for α, β ∈ H. If ab , 0, then, by the commutativity,
ab = exp((α, β)πi)ba and ba = exp((α, β)πi)ab. Thus, (α, β) ∈ Z and ab = (−1)(α,β)ba,
which implies that A is an AH pair. Thus, we have:
Proposition 5.4. A unital commutative associative algebra object in H-Vect is an AH pair,
and vice versa.
6. Appendix
6.1. Binary tree and expansions. Let F be a self-dual full vertex operator algebra and
denote Y(a, x) by a(x) for a ∈ F.
For n ∈ Z>0, let Pn be the set of parenthesized products of n elements 1, 2, . . . , n, e.g.,
(((31)6)(24))(57).
We can naturally associate a tree and a parenthesized correlation function (see Section
6.1) to each element in Pn. For example, an element (((31)6)(24))(57) ∈ P7 defines the
following binary tree:
3 1 6
2 4
5 7
and the parenthesized correlation function:
S (((31)6)(24))(57)(a1, a2, a3, a4, a5, a6, a7) :=
(
1,
[((
a3(x3)a1
)
(x1)a6
)
(x6)a2(x2)a4
]
(x4)a5(x5)a7
)
,
where a1, . . . , a7 ∈ F.
We conjecture that S (((31)6)(24))(57)(a1, a2, a3, a4, a5, a6, a7) is the expansion of a real ana-
lytic function φ(z1, . . . , z7) on X7 in the domain
{(x1, . . . , x7) ∈ C7 | {|x4| > |x6| > |x1| > |x3|} ∩ {|x6| > |x2|} ∩ {|x4| > |x5|}}
after the change of variables:
(x1, x2, x3, x4, x5, x6) = (z1 − z6, z2 − z4, z3 − z1, z4 − z7, z5 − z7, z6 − z4).
This conjecture is proved in the case where n ≤ 4 or n = 5 and the right most state is the
vacuum state (Theorem 3.2). Here, we give the rule for the change of variables and the
convergence region by using trees.
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i j
j
Fig.1
i j
zi − z j
j
Fig.2
We remark that the tree associated with A ∈ Pn is a full binary
tree, i.e., every node has either 0 or 2 children. A node with no
children is called a leaf. We will inductively assign a number to
each edge of the tree and a formal variable to a node of the tree.
First, the number i is assigned to the unique edge connected to
leaf labeled by i. On each node, the number of the above edge
is equal to the number of the right below edge, which determine the numbers of the all
edges (Fig.1).
Then, we assigned the formal variables zi − z j on the node whose left below edge is
labeled by i and right below edge is labeled by j and change the variable xi into zi − z j
(Fig.2).
For example, for (((31)6)(24))(57) ∈ P7, we have:
z4 − z7
z6 − z4
z1 − z6
z3 − z1
3 1
6
z2 − z4
2 4
z5 − z7
5 7
Thus, the rule for the change of variables are determined.
We now explain how to get the convergence domain. If a node labeled by zi − z j is a
child of zk − zl, then |zk − zl| > |zi − z j| or in the other coordinate |xk| > |xi|.
We also consider the special case that the right most state is the vacuum state. Let
Qn be the set of parenthesized products of n + 1 elements 1, 2, . . . , n, ⋆ with ⋆ at the right
most, e.g., 2(3(1(4⋆))) ∈ Q4. Then, the parenthesized correlation function associated with
A ∈ Qn is defined by S A(a1, . . . , an, 1), that is, we insert the vacuum state at ⋆. We denote
it by S A(a1, . . . , an) again. For example, for (((31)6)(24))(5⋆) ∈ Q6 and a1, . . . , a6 ∈ F,
we have
S (((31)6)(24))(5⋆)(a1, a2, a3, a4, a5, a6) :=
(
1,
[((
a3(x3)a1
)
(x1)a6
)
(x6)a2(x2)a4
]
(x4)a5(x5)1
)
,
The rule for the change of variable is given by the substitution of z⋆ = 0 into the rule
for Pn+1. For (((31)6)(24))(5⋆) ∈ P7, the rule for the change of variables is:
(x1, x2, x3, x4, x5, x6) = (z1 − z6, z2 − z4, z3 − z1, z4 − z⋆, z5 − z⋆, z6 − z4).
Then, the rule for the change of variables for (((31)6)(24))(5⋆) ∈ Q6 is given by
(x1, x2, x3, x4, x5, x6) = (z1 − z6, z2 − z4, z3 − z1, z4, z5, z6 − z4).
We list the trees and the rules for the change of variables for all the standard elements
in P4:
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(12)(34):
z2 − z4
z1 − z2
1 2
z3 − z4
3 4
((12)3)4:
z3 − z4
z2 − z3
z1 − z2
1 2
3
4
(1(23))4:
z3 − z4
z1 − z3
1 z2 − z3
2 3
4
1((23)4):
z1 − z4
1 z3 − z4
z2 − z3
2 3
4
1(2(34)):
z1 − z4
1 z2 − z4
2 z3 − z4
3 4
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