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Abstract-This paper presents an intelligent generalized pre­
dictive controller (GPC) based on particle swarm optimization 
(PSO) for linear or nonlinear process with constraints. We 
propose several constraints for the plants from the engineering 
point of view and the cost function is also simplified. No 
complicated mathematics is used which originated from the 
characteristics ofPSO. This method is easy to be used to control 
the plants with linear or/and nonlinear constraints. Numerical 
simulations are used to show the performance of this control 
technique for linear and nonlinear processes, respectively. In 
the first simulation, the control signal is computed based 
on an adaptive linear model. In the second simulation, the 
proposed method is based on a fixed neural network model 
for a nonlinear plant. Both of them show that the proposed 
control scheme can guarantee a good control performance. 
Ktrywords-G eneralized Predictive Control; Particle Swarm 
Optimization; Intelligent control; Constraint, Nonlinear Pro­
cess; 
I. INTRODUCTION 
Model predictive control (MPC) has received a great 
deal of attention in the past several decades [1]-[4). This 
is because the strategy uses the future behavior of the 
system output which makes the MPC have good robustness 
properties. If the plant uncertainty is high, MPC should tum 
to adaptive control. There are many problems in adaptive 
MPC [8]-[10). Moreover, it is difficult to deal with the plants 
with constraints. Although there are some research results, 
most of the constrained MPC algorithms tum to linear matrix 
inequalities to take care of the constraints, for example, the 
control schemes in [11], [12], [13]. They are difficult to 
be realized in the microprocessors as there are some matrix 
operations especially the matrix inverse operation. They also 
involve a lot of mathematic operations which are difficult to 
be understood by the engineers. 
OPC has been proved to be particularly effective and 
easy to design methods [5]-[7]. In this paper, a generalized 
predictive controller (OPC) based on constrained particle 
swarm optimization (PSO) is proposed to deal with linear/ 
nonlinear process with constraints. We propose several con­
straints for the plants from the engineering point of view. No 
complicated mathematics is used, which is determined by the 
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characteristics of PSo. This method is easy to be used to 
control the plants with linear or/and nonlinear constraints. 
Numerical simulations are used to show the performance 
of this control scheme for linear and nonlinear processes, 
respectively. In the first simulation, the control signal is 
computed using an adaptive linear model. In the second 
simulation, the proposed method is based on a fixed neural 
network model. 
II. OVERVIEW OF OPC 
OPC developed by Clark based on the following model 
[3]: 
A(q-1 )y(t) = B(q-1 )u(t � 1) + �(t)/ II (1) 
where y(t), u(t) and �(t) are the output, input and distur­
bance/noise, respectively. 
A(q-1 ) = 1+a1 q-1 +a2q-2+ ... +anuq-na 
B(q-1 ) = bo + b1 q-1 + b2q-
2 + ... + bnbq-nb 
II = 1 � q-1 
The OPC control law is obtained by minimizing the 
following cost function: 
N Nu 
J = 2: [y(t + j) � w(t + jW + A I )llu(t + j � 1)] (2) 
j=1 j=1 
where fj(t + j) is the predicted output at time t + j based 
on the available input/output data at time t; N and Nu are 
referred to as the prediction horizon and the control horizon, 
respectively; A ;::: 0 is a control increment weight; and w(t+ 
1) is the soften tracking sequence: { w(t) = y(t) 
w(t + j) = aw(t + j � 1) + (1 � a)Yr(t), j = 1,···, N 
where Yr(t) is the set-point at time t; a (0 ::::: a < 1) is a 
soften factor. 
The j-th step forthcoming prediction output and control 
increment can be obtained through the recursive computing 
of the following Diophantine equation: 
1 = EjAll+q-1 Pj, j =l,···,N (3) 
EjB = Gj + q-1 Hj, j = 1, ... , N (4) 
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where 
Ej = eo + e1 q-1 + ... + ej_1 q-(
j-1 ), 
Fj = fjo + fj1 q-1 + ... + fjnaq-nu, 
Cj = 90 + 91 q-1 + ... + 9j_1 q-(
j-1 ), 
Hj = hjO + hj1 q-1 + ... + hjnb_1 q-(nb-1 ) 
j = 1,···,N 
Minimization of (2) with respect to the future control 
increments t:.(t + j), together with the receding horizon 
strategy, leads to 
t:.u(t) = [l,O,···,O](CTC+AI)-lCT(W �F) (5) 
where the matrix C is of the form 
° 
W = [w(t + 1), w(t + 2),···, w(t + N)]T and F 
[f(t + 1), f(t + 2),.··, f(t + N)]T where f(t + j) 
Fjy(t) + Hjt:.u(t � 1). 
Defining [k1 , k2,···, kN] [1,0,···, O](CTC + 
AI) -1 CT, (5) can be rearranged as the following form 
N N 
t:.u(t) 2::)kj(l � aj)]Yr(t) � 2::)kj(Fj(q-1 ) � aj)]y(t) 
j=l j=l 
N 
� 2::)kjHj(q-1 )]t:.U(t � 1). 
j=l 
III. BRIEF INTRODUCTION OF CONSTRAINED PARTICLE 
SWARM OPTIMIZATION USING PENALTY FACTOR METHOD 
Many optimization problems can be represented as the 
following optimization problem: 
J(Xi) =min(f(Xi))' Xi = [xI,x;, ... ,xn 
subject to 9j(Xi) <::: 0, j = 1,2, ... , k. (7) 
Here f (.) is the objective function without constraints; Xi (t) 
denotes the position vector of particle i consisting of n 
variables and 9j (Xi) is the ih constraint. The formulation 
of the constraints in Eq. (7) is not restrictive, since an 
inequality constraint of the form 9j(Xi) :::: 0, can also be 
represented as �9j(Xi) <::: 0, and an equality constraint, 
9j (Xi) = 0, can be represented by two inequality constraints 
9j(Xi) <::: ° and �9j(Xi) <::: 0. 
The canonical particle swarm algorithm works by itera­
tively searching in a region and is concerned with the best 
previous success of each particle, the best previous success 
of the particle swarm and the current position and velocity 
of each particle [14]. Every candidate solution of J(X) is 
(6) 
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called a "particle". The particle searches the domain of the 
problem, according to 
Vi(t + 1) = wVi(t) + C1R1(Pi � Xi(t)) 
+ C2R2(Pg � Xi(t)), 
Xi(t + 1) = Xi(t) + Vi(t + 1), 
(8) 
(9) 
where Vi = [vI, v;, ... , vf] is the velocity of particle i; 
Xi = [x}, x;, ... , xf] represents the position of particle 
i; Pi represents the best previous position of particle i 
indicating the best discovery or previous experience of 
particle i; Pg represents the best previous position among all 
particles indicating the best discovery or previous experience 
of the social swarm; w is the inertia weight that controls 
the impact of the previous velocity of the particle on its 
current velocity and is sometimes adaptive [15]; R1 and 
R2 are two random weights whose components r{ and r� 
(j = 1,2, ... , n) are chosen uniformly within the interval 
[0,1] which might result in an explosion of the particle 
trajectory; C1 and C2 are the learning rates which are positive 
constant parameters. Generally the value of each component 
in Vi should be clamped to the range [�vmax, vmax] to 
control excessive roaming of particles outside the search 
space. 
For the constrained PSO using penalty method, PSO is not 
need to be changed except the objective function is changed 
to 
Here 
k 
F(X) = f(X) + L PjI9j(X)I. (10) 
j=l 
. � hj if 9j(X) > ° 
PJ 
 { O otherwise ' (II) 
and hi is positive penalty factor. Without loss of generality, 
hi is set as a big positive constant. In this paper, hi = 108. 
IV. GPC BASED ON CONSTRAINED PSO FOR 
LINEAR/NONLINEAR PROCESS W ITH CONSTRAINTS 
As can be seen from the brief introduction of GPC, 
the core parts of GPC are equations (1) and (2). Other 
mathematic operations, such as equations (3)-(5), are used to 
get (6) with minimizing the cost function (2). Hence, some 
intelligent optimization algorithms can be used directly to 
minimize the cost function (2) and get the control signal 
which can make the control scheme simpler than the classic 
GPc. 
Moreover, according the procedure of calculating the con­
trol signal (6), it is difficult to quantify the requirements for 
the plant just using the objective function (2). However, the 
requirements can be given using some constrains, for exam­
ple, some constrains aboutt:.u(k+j�l) (j = 1,2,···,Nu). 
The cost function can also be simplified b�getting rid of the 
term related to control signal, that is, A L j �\ [ t:. u ( t + j � 1) ], 
y(t) 
Figure 1. Structure of constrained GPC based on PSO 
which is replaced by the constraints. The cost function of 
the intelligent GPC becomes 
N 
J = 2:[y(t + j) - w(t + j)]2 (12) 
j=l 
The diagram of constrained GPC based on PSO is shown in 
Fig. 1. 
Several constraints for the plants from the engineer­
ing �oint of view are proposed to take the place of 
AI:j�\[.6.u(t + j - 1)]. They are 
1) the range control signals: R1 :::: u :::: R2 where R1 and 
R2 are determined by characteristics of the plant. 
2) the first order differential value of the control 
signals:l.6.ul :::: Dl where Dl is a positive constant. 
3) the second order differential value of the control 
signals:I.6..6.ul :::: D2 where D2 is a positive constant. 
As can be seen from the definitions of these constraints, 
they have explicit physical meanings and easy to be under­
stood. If it is necessary, other constraints can be used to meet 
the requirements of the plant, such as the constraints about 
output of plant. According to the properties of constrained 
PSO, the program complexity increases very little if several 
constraints are added which is better than other techniques, 
for example, LMI technique. 
In this paper, we only focus on improving the control 
scheme other than the identification of the system parame­
ters. Hence, any method of obtaining the dynamical models, 
which include linear model or nonlinear model, and off-line 
or on-line model, can be used for the proposed method if 
the model is good enough. 
V. SIMULATION STUDIES 
A. Linear plant 
Firstly, a linear plant is used to show the control perfor­
mance of this proposed method. The plant model is same 
as (1) where A(q-l) = 1 - 2.5q-l + 0.7q-2, B(q-l) = 
1 + 0.5q-1 and �(t) = 0.2randomO. As the modulus of one 
of the characteristic roots is 2.1787, which is greater than 1, 
this plant is unstable. The predictive model is obtained on­
line using recursive least squares technique. If the constraints 
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parameters Rl = -1.5, R2 = 1.5, Dl = 0.5 and D2 = 0.2 
, the system response of this unstable plant is shown in Fig. 
2. In Fig. 2, the rectangle signal is the expected trajectory. 
It shows that a good control performance is obtained using 
the proposed method. 
E. Nonlinear plant 
To demonstrate the control performance for nonlinear 
plant, the following nonlinear plant [16] is considered. 
( ) = y(t - l)y(t - 2)[y(t - 1) + 2.5] + u(t _ 1) (13) y t 1 + y(t - 1)2 + y(t _ 2)2 
where na = 2 and nb = 1. 
The plant is modelled by a feed forward NN (neural 
network) with 3-5-1 structure. The input signal applied 
to plant (13) is a finite sequence of uniformly distributed 
random variables with range [-3, 3]. Thus it generates input! 
output samples (patterns), which will be used to train the 
NN . Among the samples, 200 samples are used as the 
training NN data, while the rest 200 samples are used as 
the testing NN data. The testing error is shown in Fig. 3. As 
can be seen from Fig. 3, the generalization capability of the 
trained NN are very good. In this simulation, the predictive 
model is fixed as the trained NN . For the proposed method, 
the constraints parameters are also set as R1 = -1.5, 
R2 = 1.5, Dl = 0.5 and D2 = 0.2. If the constrained 
PSO is used for GPC, the system response is shown in Fig. 
4. As can be seen from Fig. 2, the proposed method can 
guarantee a good control performance. 
VI. CONCLUSION 
This paper presents an intelligent generalized predictive 
controller (GPC) based on particle swarm optimization 
(PSO) for linear or nonlinear process with constraints. No 
complicated mathematics is used according to the char­
acteristics of PSO. This method is easy to be used to 
control the linear/nonlinear plants with constraints. Nu­
merical simulations are used to show the performance of 
GPC based on constrained PSO for linear and nonlinear 
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processes, respectively. The simulation results shown that 
this proposed method can be easily used and has good 
control performance. 
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Abstract. In this paper, a new algorithm for particle swarm optimisation (PSO) 
is proposed. In this algorithm, the particles are divided into two groups. The 
two groups have different focuses when all the particles are searching the 
problem space. The first group of particles will search the area around the best 
experience of their neighbours. The particles in the second group are influenced 
by the best experience of their neighbors and the individual best experience, 
which is the same as the standard PSO. Simulation results and comparisons 
with the standard PSO 2007 demonstrate that the proposed algorithm 
effectively enhances searching efficiency and improves the quality of searching. 
Keywords: Local search, global search, particle swarm optimisation. 
1 Introduction of PSO 
PSO is an evolutionary computation technique developed by Kennedy and Eberhart 
[1] in 1995: it is a population-based optimisation technique, inspired by the motion of 
bird’s flocking, or fish schooling. The particle swarms are social organizations whose 
overall behavior relies on some sort of communication amongst members, and 
cooperation. All members obey a set of simple rules that model the communication 
within the flock, between the flocks and the environment. Each solution is a “bird” in 
the flock and is referred to as a “particle”. PSO is not largely affected by the size and 
nonlinearity of the problem, and can converge to the optimal solution in many 
problems [2-5] where most analytical methods fail to converge. It can, therefore, be 
effectively applied to different optimisation problems.  
The standard particle swarm algorithm works by iteratively searching in a region 
and is concerned with the best previous success of each particle, the best previous 
success of the particle swarm as a whole, the current position and the velocity of each 
particle [4]. The particle searches the domain of the problem, according to 
1 1 2 2( 1) ( ) ( ( )) ( ( )),i i i i g iV t V t c R P X t c R P X tω+ = + − + −              (1) 
( 1) ( ) ( 1)i i iX t X t V t+ = + +                          (2) 
                                                          
*
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where 1 2, , ni i i iV v v vª º= ¬ ¼"  is the velocity of particle i ; 1 2, , ni i i iX x x xª º= ¬ ¼"  
represents the position of particle i ; iP  represents the best previous position of 
particle i  (indicating the best discoveries or previous experience of particle i ); gP  
represents the best previous position among all particles (indicating the best discovery 
or previous experience of the social swarm); ω  is the inertia weight that controls the 
impact of the previous velocity of the particle on its current velocity and is sometimes 
adaptive. 1R  and 2R  are two random weights whose components 1
j
r and 2
j
r  
( 1,2 , , )j n= "  are chosen uniformly within the interval [0,1]  which might not 
guarantee the convergence of the particle trajectory; 1c  and 2c  are the positive 
constant parameters. Generally the value of each component in iV  should be clamped 
to the range max max[ , ]v v−  to control excessive roaming of particles outside the search 
space.  
Among these parameters, the inertia weight ω plays an important role and affects 
the global and local search ability of PSOs.  If the value of ω  is too big, the global 
search ability of PSO will be improved, but its local search ability will not be 
adequate. Otherwise, if the value of ω is small, the global search ability will decrease 
and the particles easily fall in premature. Some parameters of adaptive PSOs has been 
proposed but these usually change the inertia weight: ω  is large at the beginning of 
the search procedure and ω  decreases as time increased [7, 13]. However, there is a 
similar problem with the fixed inertia weight method: 1) at the beginning, the local 
search ability is not effective as ω  is big; while 2) the global search ability is not 
satisfactory at the end of the search procedure as ω  becomes small. To balance the 
local search and global search ability at the same time, a new particle swarm 
optimisation algorithm is proposed which can perform the local and global search es 
simultaneously.  
In the proposed algorithm, the particles are divided into two groups. The velocity 
of the first group of particles is only influenced by the best experience of its 
neighbors. And the velocity of the second group is influenced by both the best 
experience of its neighbors and its own best experience. The rest of this paper is 
arranged as follows: In Section 2, the proposed algorithm is described.  Section 3 
describes the problems used to evaluate the new algorithm and the results are 
obtained. Finally, the concluding remarks appear in Section 4. 
2 Local and Global Search Based PSO Algorithm 
Referring to equation (1), the right side consists of three parts: the first is the previous 
velocity of the particle; the second and third are those parts contributing to the change 
in the velocity of a particle. As explained in [7], without these two parts, the particles 
will keep on flying at the current speed in the same direction until they hit the 
boundary. PSO will not find an acceptable solution unless there are acceptable 
solutions on their flying trajectories. But this is a rare case. On the other hand, 
referring to equation (1) without the first part, the flying particles’ velocities are only 
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determined by their current positions and their best positions in its history. At the 
same time, each other particle will be flying toward its weighted centroid of its own 
best position and the global best position of the population [8]. Some authors have 
suggested adjustments to the parameters of the PSO algorithm: adding a random 
component to the inertia weight [9, 10], using a secondary PSO to find the optimal 
parameters of a primary PSO [11], and adaptive critics [12]. From our literature study 
and simulation experience, the optimum is often found near the global best experience 
in various optimisation problems. To help the particles to enhance searching the 
region around the global best experience, the first group particles are separated from 
the whole set of particles to search the area around the global best experience. Then 
equations (1) and (2) will be altered to 
1 1 2 2( 1) 0.5 ( ) ( ( )) ( ( )),i i g i g iV t V t c R P X t c R P X tω+ = × × + − + −            (3) 
( 1) ( ) ( 1).i i iX t X t V t+ = + +                       (4) 
As can be seen from equation (3), the particles will focus on searching the area 
around the best experience among their neighbors. 
The particles in the second group will continue to the search the global experience 
of the swarm and its own best experience according to equations (1) and (2), which 
are the same as the standard PSO. 
The following procedure can be used for implementing the proposed particle 
swarm algorithm: 
1) Initialize the swarm, assign a random position in the problem hyperspace to each 
particle and calculate the fitness function which is yielded by the optimisation 
problem whose variables are corresponding to the elements of particle position 
coordinates.  
2) The particles in the first group search the area according to equations (3) and 
(4). Meanwhile, those in the second group search the area according to equations (1) 
and (2). 
3) Evaluate the fitness function for each particle. 
4) For each individual particle, compare the particle's fitness value with its 
previous best fitness value. For each individual particle, compare the particle's fitness 
value with its previous best fitness value. If the current value Xi is better than the 
previous best value iP , then set iP  as iX . 
5) Repeat steps 2) - 4) until the criterion for stopping is met (e.g., maximum 
number of iterations or a sufficiently good fitness value). 
3 Numerical Simulation 
To demonstrate the efficiency of the proposed technique, six well-known benchmarks 
are used to compare the proposed method and the standard PSO 2007 (Matlab version 
compiled in 2011) [14]. These six optimisation problems were used as shown in  
Table 1. Their parameters are given in Table 2. These six are famous test functions for  
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minimization methods; each of them has several local minima. In the numerical 
simulation of the proposed LGPSO method and standard PSO, the particle swarm 
population size is set floor(10 2 D+ ). Here D is the dimension of  the optimisation 
problems and the function floor(A) rounds the elements of float number A to the 
nearest integers less than or equal to A. The rest of the parameters are as follows: 
inertia weight 1 0.7213(2 log 2)ω = ≈ , learning rates 1 2 0.5 log 2c c= = + , and 
velocity Vmax set to the dynamic range of the particle in each dimension.  
The topology of LGPSO is the same as the standard PSO 2007 (SPSO 2011) [14].  
It should be noted that the initial variables are set random float numbers in the range 
[0, 1] to check the effect of big search range. The maximum number of function 
evaluations is 2000 for these two methods with 100 independent runs. The 
optimisation statistical analysis of these two algorithms is reported in Table 3.  
The evolutionary curves of LGPSO and the standard PSO 2007 are depicted in 
Figures 1-6. 
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Table 2. Functions parameters for the test problems 
Problem Dimension Search range  Initial range 
Rosenbrock 30 500±        [0, 1] 
Ackley 30 500±        [0, 1] 
Griewank 30 500±        [0, 1] 
Salomon 30 500±        [0, 1] 
Rotated-hyper-ellipsoid 
Quartic function 
30 
30 
500±        [0, 1] 
500±        [0, 1] 
Alpine 
Levy 
30 
30 
500±        [0, 1] 
500±        [0, 1] 
 
Table 3. Comparison between standard PSO 2007 and LGPSO 
Problem Method best Mean 
 
Std.dev Worst 
Rosenbrock Standard 
PSO 2007 
122.3422 222.7063 31.1602 343.6297 
Rosenbrock LGPSO 122.0898 183.5776 24.3594 261.8783 
Ackley Standard 
PSO 2007 
1.8158 2.3669 0.2861 3.0259 
Ackley LGPSO 1.2924 2.0563 0.3337 2.9711 
Griewank Standard 
PSO 2007 
0.0411 0.0788 0.0226 0.1827 
Griewank LGPSO 0.0247 0.0584 0.0172 0.1110 
Salomon Standard 
PSO 2007 
0.2999 0.2999 1.0235e-004 0.3005 
Salomon LGPSO 0.2999 0.2999 6.9229e-006 0.2999 
Rotated hyper-ellipsoid Standard 
PSO 2007 
38.1115 144.2199 67.4747 432.1835 
Rotated hyper-ellipsoid LGPSO 12.1226 48.0499 30.0913 143.8851 
Quartic function Standard 
PSO 2007 
1.8093 5.8692 2.5883 15.6572 
Quartic function LGPSO 1.3892 3.7318 1.5546 8.2722 
Alpine function Standard 
PSO 2007 
0.9011 1.9667 0.6130 4.0312 
Alpine function LGPSO 0.4702 1.4589 0.5381 3.5732 
Levy function Standard 
PSO 2007 
0.4363 0.7213 0.1312 1.1353 
Levy function LGPSO 0.2605 0.5791 0.1267 0.8630 
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Fig. 1. Comparison for Rosenbrock function Fig. 2. Comparison for Ackley function 
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Fig. 7. Comparison for Alpine function Fig. 8. Comparison for Levy function 
As can be seen from Table 3, for the test functions, the best, mean, standard 
deviation and worst results obtained by the LGPSO are better than the results gained 
from the standard PSO 2007. The optimization performance of the proposed method 
is also more stable than the standard PSO 2007 according to the statistical analysis of 
mean and standard deviation. From Figures 1-8, the optimisation performance is 
better when the procedure begins, as the local search is added into the algorithms. The 
simulation results obtained by the LGPSO are better than the results from the standard 
PSO 2007, which means the final solutions obtained from the LGPSO are more 
closely focused on the best solution than those from the standard PSO 2007. 
4 Conclusion 
In this paper, a local and global search based particle swarm optimisation (LGPSO) 
method was proposed to improve the optimisation performance of the PSO. In this 
new model, the first group of particles focused on the search around the global best 
experience while the second group particles are influenced by both the best 
experience of their group and their own best experience. The simulations showed that 
the proposed method can achieve good optimisation performance no matter whether 
at the beginning or at the end of the search period. Moreover, the complexity of  
the proposed algorithm is not increased over that of the Standard PSO 2007 while the 
performance of the proposed FCPSO is more stable and more accurate than the 
Standard PSO 2007.  
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Abstract. To avoid the bored try and error method of finding a set of 
parameters of Particle Swarm Optimization (PSO) and achieve good 
optimization performance, it is desired to get an adaptive optimization method 
to search a good set of parameters. A nested optimization method is proposed in 
this paper and it can be used to search the tuned parameters such as inertia 
weight Ȧ, acceleration coefficients c1 and c2, and so on. This method considers 
the cask theory to achieve a better optimization performance.  Several famous 
benchmarks were used to validate the proposed method and the simulation 
results showed the efficiency of the proposed method. 
Keywords: PSO, Parameter Optimization, Try and Error method, Nested 
Optimization method, Cask theory. 
1 Introduction 
Particle Swarm Optimization (PSO) was developed by Kennedy and Eberhart [1]. 
This algorithm is inspired by the social behavior of a flock of migrating birds trying to 
reach an unknown destination. All members obey a set of simple rules that model the 
communication within the flock, between the flocks and the environment. Each 
solution is a “bird” in the flock and is referred to as a “particle”. PSO has attracted a 
lot of attention as it makes few or no assumptions about the problem being optimized 
and can search very large spaces of candidate solutions [2, 4-7]. The formula of PSO 
is realized by two update functions: 
1 1 2 2( 1) ( ) ( ( )) ( ( )),i i i i g iV t V t c R P X t c R P X tω+ = + − + −              (1) 
( 1) ( ) ( 1).i i iX t X t V t+ = + +
                         
 (2) 
Here 1 2, , ni i i iV v v vª º= ¬ ¼"  is the velocity of particle i ; 1 2, , ni i i iX x x xª º= ¬ ¼"  represents 
the position of particle i ; iP  represents the best previous position of particle i  
                                                          
*
 Corresponding author. 
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(indicating the best discoveries or previous experience of particle i ); gP  represents 
the best previous position among all particles (indicating the best discovery or previous 
experience of the social swarm); ω  is the inertia weight that controls the impact of the 
previous velocity of the particle on its current velocity and is sometimes adaptive. 1R  
and 2R  are two random weights whose components 1
j
r and 2
j
r  ( 1,2 , , )j n= "  are 
chosen uniformly within the interval [0,1]  which might not guarantee the convergence 
of the particle trajectory; 1c  and 2c  are the positive constant parameters. Generally 
the value of each component in iV  should be clamped to the range max max[ , ]v v−  to 
control excessive roaming of particles outside the search space.  
The generalized procedure of applying standard PSO 2011 (SPSO 2011) [8] is 
1) Initialize the swarm and assign a random position in the problem hyperspace to 
each particle and calculate the fitness function which is given by the optimization 
problem whose variables are corresponding to the elements of particle position 
coordinates; and set the topology of the whole particles. 
2) The particles search the area according to equations (1) and (2); check the 
velocity and position of particles to find whether they violate the boundaries. 
3) Evaluate the fitness function for each particle. 
4) For each individual particle, compare the particle's fitness value with its       
previous best fitness value. For each individual particle, compare the particle's fitness 
value with its previous best fitness value. If the current value Xi is better than the 
previous best value iP , then set iP  as iX . 
5) Change the topology if the optimization performance is not improved in a 
certain number of iterations. 
6) Repeat steps 2)-5) until a stopping criterion is met (e.g., maximum number of 
iterations or a sufficiently good fitness value). 
As can be seen from (1) and (2), there are several parameters which should be 
determined before PSO was applied. Similar as most of the evolutionary optimization 
algorithms, the parameters of PSO need to be chosen carefully to achieve good 
optimization performance. The parameters are often chosen based try and error 
method as different optimization problems have different characteristics and the 
parameters should not be same to achieve good optimization results. Hence, it is 
desired to find a suitable set of parameters of PSO without using the bored try and 
error method. For the evolutionary optimization algorithms, there are some methods 
optimizing the parameters of the optimization algorithms which are called meta-
optimization. Meta-optimization is reported to have been used as early as in the late 
1970s by Mercer and Sampson for finding optimal parameter settings of a genetic 
algorithm [9]. There are some meta-optimizations [10], [11], [12]. For different meta-
optimizations, there are different performance indexes.  
In this paper, an automatic parameters searching method is proposed based on the 
particle swarm optimization algorithm and the cask theory. The rest of this paper is 
arranged as follows: Section 2 presents the proposed algorithm with details. 
Simulations and comparison are given in Section 3. Finally, the concluding remarks 
appear in Section 4. 
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2 Cask Theory Based Parameter Optimization 
As the optimization performance depends on the optimization problems, the 
parameters of optimization algorithms should also depend on the optimization 
problems, which means different optimization problems should have different sets of 
parameters of optimization algorithms. As the optimization algorithms can find 
optimal or sub-optimal solution for the optimization problems, the optimization 
algorithms can also be used to find the optimal or sub-optimal parameters for PSO. 
Similar as the optimization procedure, the objective function or criteria related to the 
parameters of PSO must be defined firstly. There is an important theory is cask theory 
or barrel theory in Management Science [3]. The cask theory describes that the 
cubage of a cask is dependent on the shortest wood plate as shown in Fig. 1.  This 
method takes the worst case as the performance criteria and it is possible to make the 
optimization performance not worse than the achieved one. 
 
 
Fig. 1. Cask theory (www.baike.com) 
The parameter optimization procedure is same with the standard one as mentioned 
in Section 1. The core of the parameter optimization is defining the objective function 
or criteria. The followings are the factors, which should be considered, when design 
the objective function for PSO parameter optimization: 
 
1) Important parameters of PSO should be chosen and they will be the inputs of 
the objective function.  
2) The optimization problem should be considered as the implicit objective as 
the parameters are used to achieve good optimization performance for the 
optimization problem.   
3) The optimization performance should be stable when the obtained parameters 
are implemented. 
4) The output of the objective function should follow cask theory to guarantee 
the worst optimization performance is not too bad. 
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Here, without loss of generality, the algorithm of the SPSO 2011 [8] is chosen as 
the optimization algorithm whose parameters (inertia weight Ȧ, and acceleration 
coefficients c1 and c2) will be optimized and the SPSO 2011 with fixed parameter is 
used to optimize these parameters. Hence, for 1) the inputs of the objective function 
are the inertia weight Ȧ, the acceleration coefficients c1 and c2. For 2), the 
optimization problem will be the target of the SPSO 2011 with variant parameters 
(VSPSO 2011). For 3) and 4), the optimization problem should be optimized several 
runs by VSPSO to make sure the results are not stochastic; and the worst fitness value 
is chosen as the output of the objective function which follows the  cask theory. 
After the set of parameters are obtained, the normal procedure of PSO will be used 
to optimize the optimization problems. 
3 Numerical Simulation 
To demonstrate the efficiency of the proposed technique, eight well-known 
benchmarks are used to compare the proposed method and the standard PSO 2011 
(Matlab version) [8]. The eight optimization problems were used as shown in Table 1. 
The parameters of these optimization problems are given in Table 2. These eight 
optimization problems are famous test functions for minimization methods and each 
of them has high dimension and several local minima. In the numerical simulation of 
SPSO 2011 with fixed parameters, the particle swarm population size is set floor(10 + 
2 D ). Here D is the dimension of  the optimization problems and  function floor(A) 
rounds the elements of float number A to the nearest integers less than or equal to A. 
The rest of the parameters are as follows: inertia weight 1 0.7213(2 log 2)ω = ≈ , 
learning rates 1 2 0.5 log 2c c= = + , and velocity Vmax set to the dynamic range of 
the particle in each dimension. For VSPSO 2011, the inertia weight Ȧ, the 
acceleration coefficients c1 and c2 are the parameters to be optimized and all the initial 
ranges of Ȧ, c1 and c2 are [0.2, 3]. To reduce the run time, the maximum number of 
function evaluations is 500 with 10 independent runs. The maximum number of 
function evaluations is 500 for these VSPSO 2011 using the parameters obtained and 
SPSO 2011 with 100 independent runs.  
The optimized parameters were given in Table 3. The optimization statistical 
analysis of proposed method and SPSO 2011 with fixed parameters was given in 
Table 4. As can be seen from Table 3, the parameters are totally different from the 
fixed parameters of SPSO 2011 and there are no rules to follow as the optimization 
problems are totally different. As can be seen from the Table 4, the optimization 
performance of VSPSO 2011 is more stable and it can guarantee the worst results are 
not worse than the worst results of SPSO 2011 as the proposed parameter 
optimization method is cask theory based parameter optimization method. 
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Table 1. Functions used to test the effects of the LGPSO method 
Sphere 
 
2
1
( )
D
i
i
f x x
=
=¦  
Rastrigin 
 
2
1
( ) 10 ( 10cos(2 ))
D
i i
i
f x D x xπ
=
= + −¦  
Step 2
1
( ) [( 0.5) ]
D
i
i
f x x
=
= +¦ , [.] is rounding function 
Rosenbrock 2 2
1
1
( ) (100( )) ( 1) )
D
i i i
i
f x x x x+
=
= − + −¦  
Ackley  2
1 1
1 1 1
cos(2 )5( ) 20 20
D D
i i
i i
x x
D Df x e e e
π
= =
−
−¦ ¦
= + − −  
Griewank 2
1
1
1 ( 100)( ) ( 100) cos( ) 1
4000
D D i
i i
i
xf x x
i==
−
= − − +¦ ∏  
Salomon  
2 2
1 1
( ) cos(2 ) 0.1 1
D D
i i
i i
f x x xπ
= =
= + +¦ ¦  
Rotated hyper-ellipsoid 2
1 1
( ) ( )
D i
j
i j
f x x
= =
=¦ ¦  
Table 2. Functions parameters for the test problems 
Functions Dimension Initial range 
Sphere 30 500±  
Rastrigin 30 500±  
Step 30 500±  
Rosenbrock 30 500±  
Ackley  30 500±  
Griewank 30 500±  
Salomon  30 500±  
Rotated hyper-ellipsoid 30 500±  
Table 3. Optimized parameters for the test problems 
Functions Inertia weight Ȧ, 
and  
Acceleration 
coefficient c1 
Acceleration 
coefficient c2 
Sphere 0.5728     0.6336     0.8422 
Rastrigin 0.5908     0.6726     0.9059 
Step 0.6539     0.5442     0.6911 
Rosenbrock 0.6392     1.2737     0.5954 
Ackley  3.0000     3.0000     2.9441 
Griewank 0.5901     0.9769     0.7857 
Salomon  0.5424     0.3778     0.5264 
Rotated hyper-ellipsoid 0.5360     0.8172     0.6147 
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Table 4. Comparison between standard PSO 2011 and VSPSO 2011 
Problem Method best Mean 
 
Std.dev Worst  
Sphere Standard  PSO 
 2011 
1.0482e+0
05 
2.2438e+0
05 
5.6333e+00
4 
4.1521e+0
05 
Sphere VSPSO 2011 2.4199e+0
04 
7.0329e+0
04 
2.1287e+00
4 
1.2790e+0
05 
Rastrigin Standard  PSO 
 2011 
1.1813e+0
05 
2.2891e+0
05 
4.7518e+00
4 
3.5182e+0
05 
Rastrigin VSPSO 2011 3.1282e+0
04 
7.6292e+0
04 
2.2688e+00
4 
1.3040e+0
05 
Step Standard  PSO 
 2011 
114834 2.1631e+0
05 
4.3216e+00
4 
345796 
Step VSPSO 2011 27158 7.2645e+0
04 
2.2680e+00
4 
151432 
Rosenbr
ock  
Standard  PSO 
 2011 
9.3528e+0
10 
4.8421e+0
11 
2.1182e+01
1 
1.2005e+0
12 
Rosenbr
ock  
VSPSO 2011 4.8036e+0
09 
3.5983e+0
10 
2.4238e+01
0 
1.4794e+0
11 
Ackley  
 
Standard  PSO 
 2011 
20 20.2424 0.1278 20.5651 
Ackley  VSPSO 2011 20 20 0 20 
Griewan
k 
Standard  PSO 
 2011 
27.3732 57.4863 11.4453 90.7654 
Griewan
k 
VSPSO 2011 7.7910 16.8858 4.8584 35.0051 
Salomon 
 
Standard  PSO 
 2011 
37.5720 47.5551 4.7485 59.1266 
Salomon 
 
VSPSO 2011 17.2006 29.1404 4.0430 37.6110 
Rotated 
hyper-
ellipsoid 
Standard  PSO 
 2011 
4.5205e+0
05 
7.6140e+0
05 
1.7838e+00
5 
1.2665e+0
06 
Rotated 
hyper-
ellipsoid 
VSPSO 2011 6.8559e+0
04 
1.4094e+0
05 
4.2328e+00
4 
2.7582e+0
05 
4 Conclusion 
In this paper, a cask theory based parameter optimization based particle swarm 
optimization was proposed to find a good set of parameter of. This method can find 
sets of optimized parameters and using the obtained parameters can achieve better 
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optimization performance than the standard set of parameters. No prior experience is 
needed for this method. The simulations showed that the proposed method can 
achieve good optimization performance comparing with the SPSO 2011. Moreover, 
the simulations show that it can make sure the worst results are not worse than the 
worst results of SPSO 2011 as this is cask theory based parameter optimization 
method. This method can also be used to find the parameters of other optimization 
algorithms. 
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