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Unimprovable eﬃcient suﬃcient conditions are established for the unique solvability
of the periodic problem u′′(t) = (u)(t) + q(t) for 0 ≤ t ≤ ω, u(i)(0) = u(i)(ω) (i = 0,1),
where ω > 0,  : C([0,ω])→ L([0,ω]) is a linear bounded operator, and q ∈ L([0,ω]).
1. Introduction
Consider the equation
u′′(t)= (u)(t) + q(t) for 0≤ t ≤ ω (1.1)
with the periodic boundary conditions
u(i)(0)= u(i)(ω) (i= 0,1), (1.2)
where ω > 0,  : C([0,ω])→ L([0,ω]) is a linear bounded operator and q ∈ L([0,ω]).
By a solution of the problem (1.1), (1.2) we understand a function u ∈ C˜′([0,ω]),
which satisfies (1.1) almost everywhere on [0,ω] and satisfies the conditions (1.2).
The periodic boundary value problem for functional diﬀerential equations has been
studied by many authors (see, for instance, [1, 2, 3, 4, 5, 6, 8, 9] and the references
therein). Results obtained in this paper on the one hand generalise the well-known re-
sults of Lasota and Opial (see [7, Theorem 6, page 88]) for linear ordinary diﬀerential
equations, and on the other hand describe some properties which belong only to func-
tional diﬀerential equations. In the paper [8], it was proved that the problem (1.1), (1.2)





with d = 16 is fulfilled. Moreover, there was also shown that the condition (1.3) is non-
improvable. This paper attempts to find a specific subset of the set of linear monotone
operators, in which the condition (1.3) guarantees the unique solvability of the problem
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(1.1), (1.2) even for d ≥ 16 (see Corollary 2.3). It turned out that if A satisfies some con-
ditions dependent only on the constants d and ω, then K[0,ω](A) (see Definition 1.2) is
such a subset of the set of linear monotone operators.
The following notation is used throughout.
N is the set of all natural numbers.
R is the set of all real numbers, R+ = [0,+∞[.
C([a,b]) is the Banach space of continuous functions u : [a,b]→ R with the norm
‖u‖C =max{|u(t)| : a≤ t ≤ b}.
C˜′([a,b]) is the set of functions u : [a,b]→ Rwhich are absolutely continuous together
with their first derivatives.




If x ∈ R, then [x]+ = (|x|+ x)/2, [x]− = (|x|− x)/2.
Definition 1.1. We will say that an operator  : C([a,b])→ L([a,b]) is nonnegative (non-
positive), if for any nonnegative x ∈ C([a,b]) the inequality
(x)(t)≥ 0 ((x)(t)≤ 0) for a≤ t ≤ b (1.4)
is satisfied.
We will say that an operator  is monotone if it is nonnegative or nonpositive.
Definition 1.2. Let A ⊂ [a,b] be a nonempty set. We will say that a linear operator  :
C([a,b])→ L([a,b]) belongs to the set K[a,b](A) if for any x ∈ C([a,b]), satisfying
x(t)= 0 for t ∈ A, (1.5)
the equality
(x)(t)= 0 for a≤ t ≤ b (1.6)
holds.
We will say that K[a,b](A) is the set of operators concentrated on the set A⊂ [a,b].
2. Main results
Define, for any nonempty set A⊆ R, the continuous (see Lemma 3.1) functions:
ρA(t)= inf
{|t− s| : s∈ A}, σA(t)= ρA(t) + ρA(t+ ω2
)
for t ∈ R. (2.1)
Theorem 2.1. Let A⊂ [0,ω], A 
= ∅ and a linear monotone operator  ∈ K[0,ω](A) be such

















σA(t) : 0≤ t ≤ ω2
}
. (2.4)
Then the problem (1.1), (1.2) has a unique solution.
Example 2.2. The example below shows that condition (2.3) in Theorem 2.1 is optimal











no matter how small ε ∈]0,1] would be. Let ω = 1, ε0 ∈]0,1/16[, δ1 ∈]0,1/4− 2ε0[ and
µi, νi (i= 1,2) be the numbers given by the equalities
µi = 1− 2δ14 + (−1)
iε0, νi = 3+2δ14 + (−1)
iε0 (i= 1,2). (2.5)
































for 0≤ t ≤ µ1
x(t) for µ1 < t < µ2
1− 2t
ν1−µ2 for µ2 ≤ t ≤ ν1
y(t) for ν1 < t < ν2
t− 1
µ1
for ν2 ≤ t ≤ 1.
(2.6)
Obviously, u0 ∈ C˜′([0,ω]). Now let A= {µ1,ν2}, the function τ : [0,ω]→ A and the op-
erator  : C([0,ω])→ L([0,ω]) be given by the equalities:
τ(t)=
µ1 if u′′0 (t)≥ 0ν2 if u′′0 (t) < 0, (z)(t)=
∣∣u′′0 (t)∣∣z(τ(t)). (2.7)
It is clear from the definition of the functions τ and σA that the nonnegative operator 
is concentrated on the set A and the condition (2.4) is satisfied with δ = δ1 + 2ε0. In view
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) = 16 1− 4ε0(
1− 4ε0
)2− 4δ21 . (2.8)







Thus, because δ1 < δ, all the assumptions of Theorem 2.1 are satisfied except (2.3), and
instead of (2.3) the condition (2.3ε) is fulfilled with ω = 1. On the other hand, from the
definition of the function u0 and from (2.7), it follows that (u0)(t)= |u′′0 (t)|u0(τ(t))=
|u′′0 (t)|signu′′0 (t), that is, u0 is a nontrivial solution of the homogeneous problem u′′(t)=
(u)(t), u(i)(0)= u(i)(1) (i= 1,2) which contradicts the conclusion of Theorem 2.1.
Corollary 2.3. Let the set A ⊂ [0,ω], number d ≥ 16, and a linear monotone operator










for 0≤ t ≤ ω
2
. (2.11)
Then the problem (1.1), (1.2) has a unique solution.
Corollary 2.4. Let α ∈ [0,ω], β ∈ [α,ω], and a linear monotone operator  ∈ K[0,ω](A)
be such that the conditions (2.2) and (2.3) are satisfied, where

















Then the problem (1.1), (1.2) has a unique solution.
Consider the equation with deviating arguments
u′′(t)= p(t)u(τ(t))+ q(t) for 0≤ t ≤ ω, (2.12)
where p ∈ L([0,ω]) and τ : [0,ω]→ [0,ω] is a measurable function.
Corollary 2.5. Let there exist σ ∈ {−1,1} such that
















and let at least one of the following items be fulfilled:
(a) the set A⊂ [0,ω] is such that the condition (2.4) holds and
p(t)= 0 if τ(t) /∈ A (2.16)
on [0,ω];
(b) the constants α∈ [0,ω], β ∈ [α,ω] are such that









Then the problem (2.12), (1.2) has a unique solution.
Now consider the ordinary diﬀerential equation
u′′(t)= p(t)u(t) + q(t) for 0≤ t ≤ ω, (2.19)
where p,q ∈ L([0,ω]).
Corollary 2.6. Let
p(t)≤ 0 for 0≤ t ≤ ω. (2.20)
Moreover, let δ ∈ [0,ω/2] and the function p be such that the conditions (2.14), (2.15) hold,
and let at least one of the following items be fulfilled:
(a) the set A⊂ [0,ω] is such that mesA 
= 0, the condition (2.4) holds and
p(t)= 0 for t 
∈ A; (2.21)
(b) the constants α∈ [0,ω], β ∈ [α,ω] are such that
p(t)= 0 for t ∈ [0,α[∪]β,ω], (2.22)
and δ ∈ [0,ω/2] satisfies (2.18). Then the problem (2.19), (1.2) has a unique solution.
Remark 2.7. As for the case where p(t) ≥ 0 for 0 ≤ t ≤ ω, the necessary and suﬃcient
condition for the unique solvability of (2.19), (1.2) is p(t) 
≡ 0 (see [2, Proposition 1.1,
page 72]).
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3. Auxiliary propositions
Lemma 3.1. The function ρA : R→ R defined by the equalities (2.1), is continuous and
ρA¯(t)= ρA(t) for t ∈ R, (3.1)
where A¯ is the closure of the set A.
Proof. Since A⊆ A¯, it is clear that
ρA¯(t)≤ ρA(t) for t ∈ R. (3.2)
Let t0 ∈ R be an arbitrary point, s0 ∈ A¯, and the sequence sn ∈ A (n ∈ N) be such that
limn→∞ sn = s0. Then ρA(t0)≤ limn→∞ |t0− sn| = |t0− s0|, that is,
ρA¯(t)≥ ρA(t) for t ∈ R. (3.3)
From the last relation and (3.2) we get the equality (3.1).




)≤ ∣∣ti− s∣∣≤ ∣∣t2− t1∣∣+∣∣t3−i− s∣∣ (i= 1,2). (3.4)
Consequently ρA(ti)− |t2 − t1| ≤ ρA(t3−i) (i = 1,2). Thus the function ρA is continuous.

Lemma 3.2. Let A⊆ [0,ω] be a nonempty set, A1 = {t+ω : t ∈ A}, B = A∪A1, and
min
{






σB(t) : 0≤ t ≤ 3ω2
}
= δ. (3.6)




)=min{σB(t) : 0≤ t ≤ 3ω2
}
. (3.7)
Assume that t1 ∈ [0,3ω/2] is such that t1 
∈ B¯, t1 +ω/2 
∈ B¯. Then
















In view of this fact, without loss of generality we can assume that
t0 ∈ B¯ or t0 + ω2 ∈ B¯. (3.11)
From (3.5) and the condition A⊆ [0,ω], we have
min
{
σA(t) : 0≤ t ≤ 3ω2
}
= δ. (3.12)
First suppose that 0≤ t0 ≤ β−ω/2. From this inequality by the inclusion β∈ A¯, we get
inf
{∣∣∣∣t0 + ωi2 − s
∣∣∣∣ : s∈ B}= inf {∣∣∣∣t0 + ωi2 − s
∣∣∣∣ : s∈ A} (3.12i)

































If (3.141) is satisfied, then, in view of (3.14) and β ∈ A¯, the equalities (3.12i) (i = 0,1)
hold. Therefore σB(t0)= σA(t0) and, in view of (3.12), the inequality (3.13) is fulfilled. Let
now (3.142) be satisfied. If α+ω > t0 +ω/2, then, in view of (3.14), we have t0 +ω/2 
∈ B¯.
















If α+ω ≤ t0 +ω/2, then t0 +ω/2∈ A¯1 and
inf
{∣∣∣∣t0 + ω2 − s
∣∣∣∣ : s∈ B}= inf {∣∣∣∣t0− ω2 − s
∣∣∣∣ : s∈A}, (3.16)











Consequently the inequality (3.13) is fulfilled as well.
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Further, let β ≤ t0 ≤ t0 +ω/2 ≤ α+ω. Then t0 − α ≤ α+ω− t0, and also t0 − β ≤ α+












= σA(α)≥ δ. (3.18)
Thus the inequality (3.13) is fulfilled.
Let now
β ≤ t0 ≤ α+ω ≤ t0 + ω2 . (3.19)
From (3.19) it follows that
inf
{∣∣∣∣t0 + ω2 − s
∣∣∣∣ : s∈ B}= inf {∣∣∣∣t0 + ω2 − s
∣∣∣∣ : s∈ A1}
= inf
{∣∣∣∣t0− ω2 − s
∣∣∣∣ : s∈ A}≥ inf {∣∣∣∣t0− ω2 − s














The inequalities (3.19) imply t0 − ω/2 ≤ α + ω and, according to the case considered
above, we have σB(t0−ω/2)≥ δ. Consequently, (3.21) results in (3.13).
Finally, if α+ω ≤ t0, the validity of (3.13) can be proved analogously to the previous
cases. Then we have
σB(t)≥ δ for 0≤ t ≤ 3ω2 . (3.22)
On the other hand, since A⊂ B, it is clear that
σB(t)≤ σA(t) for 0≤ t ≤ 3ω2 . (3.23)
The last two relations and (3.5) yields the equality (3.6). 
Lemma 3.3. Let σ ∈ {−1,1},D ⊂ [a,b],D 
≡ ∅, 1 ∈ K[a,b](D), and let σ1 be nonnegative.
Then, for an arbitrary v ∈ C([a,b]),
min
{
v(s) : s∈ D¯}∣∣1(1)(t)∣∣
≤ σ1(v)(t)≤max
{
v(s) : s∈ D¯}∣∣1(1)(t)∣∣ for a≤ t ≤ b. (3.24)
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Proof. Let α= infD, β = supD,
v0(t)=

v(α) for t ∈ [a,α[







t− ν(t))+ v(ν(t)) for t ∈ [α,β] \ D¯
v(β) for t ∈]β,b],
(3.25)
where
µ(t)=min{s∈ D¯ : t ≤ s}, ν(t)=max{s∈ D¯ : t ≥ s} for α≤ t ≤ β. (3.26)
It is clear that v0 ∈ C([a,b]) and
min
{
v(s) : s∈ D¯}≤ v0(t)≤max{v(s) : s∈ D¯} for a≤ t ≤ b,
v0(t)= v(t) for t ∈D. (3.27)
Since 1 ∈ K[a,b](D) and the operator σ1 is nonnegative, it follows from (3.27) that (3.24)
is true. 
Lemma 3.4. Let a∈ [0,ω], D ⊂ [a,a+ω], c ∈ [a,a+ω], and δ ∈ [0,ω/2] be such that
σD(t)≥ δ for a≤ t ≤ a+ ω2 , (3.28)
Ac = D¯∩ [a,c] 
= ∅, Bc = D¯∩ [c,a+ω] 
= ∅. (3.29)















for all t1 ∈Ac, t2 ∈ Bc is satisfied.












Then, from the condition (3.28) it is clear
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: t2 ∈ Bc
}= (b− t′2)(t′2− c), (3.33)





































































This, together with (3.35), yields the estimate (3.30). Suppose now that the condition








∣∣∣∣, ρD( c+ b2
)
=
∣∣∣∣ c+ b2 −β
∣∣∣∣, (3.37)








b− c = ω− (β−α)−η(c), (3.38)
where η(t) = (α− a)2/(t− a) + (b− β)2/(b− t). It is not diﬃcult to verify that the func-
tion η achieves its minimum at the point t0 = ((α− a)b+ (b−β)a)/(ω− (β−α)). Thus,













+ σ , (3.402)
and either




β ≤ c+ b
2
− σ. (3.404)
Consider now the case where α satisfies the inequality (3.401) and assume that β satis-































= (σ1− σ)+ (σ2− σ)=max(σ1,σ2)− σ , (3.42)
but in view of (3.322) this contradicts the condition (3.28). Consequently, β satisfies
the inequality (3.403). Then from (3.31), (3.37), by (3.401) and (3.403), we get σ1 =
(a+ c)/2−α, σ2 = β− (c+ b)/2, that is,
β−α= σ1 + σ2 + ω2 . (3.421)
Now suppose that (3.402) holds. It can be proved in a similar manner as above that, in




− (σ1 + σ2). (3.422)











Consequently from (3.35), (3.38), (3.39), and (3.43) we obtain the estimate (3.30), also
in case where the inequality (3.322) holds. 
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4. Proof of the main results
Proof of Theorem 2.1. Consider the homogeneous problem
v′′(t)= (v)(t) for 0≤ t ≤ ω, (4.1)
v(i)(0)= v(i)(ω) (i= 0,1). (4.2)
It is known from the general theory of boundary value problems for functional diﬀeren-
tial equations that if  is a monotone operator, then problem (1.1), (1.2) has the Fredholm
property (see [3, Theorem 1.1, page 345]). Thus, the problem (1.1), (1.2) is uniquely solv-
able iﬀ the homogeneous problem (4.1), (4.2) has only the trivial solution.
Assume that, on the contrary, the problem (4.1), (4.2) has a nontrivial solution v.
If v ≡ const, then, in view of (4.1) we obtain a contradiction with the condition (2.2).
Consequently, v 
≡ const. Then, in view of the conditions (4.2), there exist subsets I1 and
I2 from [0,ω] which have positive measure and
v′′(t) > 0 for t ∈ I1, v′′(t) < 0 for t ∈ I2. (4.3)
Assume that v is either nonnegative or nonpositive on the entire set A. Without loss of
generality we can suppose v(t) ≥ 0 for t ∈ A. Then, from Lemma 3.3 with a = 0, b = ω,
D = A, and 1 ≡  we obtain
σ(v)(t)≥ 0 for 0≤ t ≤ ω. (4.4)
In view of (4.1), the inequality (4.4) contradicts one of the inequalities in (4.3). Therefore,




)=min{v(t) : t ∈ A¯}, v(t1)=max{v(t) : t ∈ A¯}, (4.5)
and v(t′1) < 0, v(t1) > 0. Without loss of generality we can assume that t
′
1 < t1. Then, in
view of the last inequalities, there exists a∈]t′1, t1[ such that v(a)= 0.
Let us set Cω([a,a+ω])= {x ∈ C([a,a+ω]) : x(a)= x(a+ω)}, and let the continuous
operators γ : L([0,ω])→ L([a,a+ω]), 1 : Cω([a,a+ω])→ L([a,a+ω]) and the function
v0 ∈ C([a,a+ω]) be given by the equalities
γ(x)(t)=











(t) for a≤ t ≤ a+ω.
(4.6)
Let, moreover, t2 = t′1 +ω and D = A∪{t +ω : t ∈ A}∩ [a,a+ω]. Then (4.1), (4.2) with





(t) for a≤ t ≤ a+ω, (4.7)















and there exists c ∈]t1, t2[ such that
v0(c)= 0. (4.11)
It is not diﬃcult to verify that the condition  ∈ K[0,ω](A) implies
1 ∈ K[a,a+ω](D). (4.12)
Since D ⊂A∪{t+ω : t ∈ A}, it follows from condition (2.4) and Lemma 3.2 that
σD(t)≥ δ for a≤ t ≤ a+ ω2 . (4.13)
Thus, from the general theory of ordinary diﬀerential equations (see [6, Theorem 1.1,










where G1(G2) is Green’s function of the problem
z′′(t)= 0 for a≤ t ≤ c (c ≤ t ≤ a+ω),
z(a)= 0, z(c)= 0 (z(c)= 0, z(a+ω)= 0). (4.14)
If  is a nonnegative operator, then from (4.6) it is clear that 1 is also nonnegative. Then,













































Reasoning analogously, we can show that the estimate (4.16) is valid also in case where
the operator  is nonpositive.
From the definitions of t1, t2, c, and (4.13), it follows that all the conditions of Lemma
3.4 are satisfied. In view of the estimate (3.30) and the definition of the operator 1, the
inequality (4.16) contradicts the condition (2.3). 
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Proof of Corollary 2.3. Let δ = ω/2(1− 16/d)1/2. Then, on account of (2.10) and (2.11),
we obtain that the conditions (2.3) and (2.4) of Theorem 2.1 are fulfilled. Consequently,
all the assumptions of Theorem 2.1 are satisfied. 


















for 0≤ t ≤ ω
2
. (4.17)
Consequently, in view of the condition (2.111), (2.112), all the assumptions of
Theorem 2.1 are satisfied. 
Proof of Corollary 2.5. Let (u)(t)≡ p(t)u(τ(t)). On account of (2.13), (2.14), and (2.15)
we see that the operator  is monotone and the conditions (2.2) and (2.3) are satisfied.
(a) It is not diﬃcult to verify that from the condition (2.16) it follows that  ∈ K[0,ω](A).
Consequently, all the assumptions of Theorem 2.1 are satisfied.
(b) Let A= [α,β]. Then in view of the condition (2.17) the inclusion  ∈ K[0,ω](A) is
satisfied. The inequality (4.17) obtained in the proof of Corollary 2.4, by virtue of (2.18),
implies the inequality (2.4). Consequently, all the assumptions of Theorem 2.1 are satis-
fied. 
Proof of Corollary 2.6. The validity of this assertion follows immediately from Corollary
2.5(a). 
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