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ABSTRACT 
Latent growth curve models (LGM) are widely used in educational research to 
analyze longitudinal data. Typical normal-based maximum likelihood estimation 
(nMLE) assumes that data are normally distributed. Violations to the normality 
assumption have grave consequences on the accuracy of parameter estimates, which are 
augmented when missing data are present. Several robust modifications have been 
proposed to remedy the effects of the violation of the normality assumptions, the most 
common being robust normal based maximum likelihood (nMLR). However, these 
methods have serious limitations. Assuming that the data follow skew t distribution 
within the maximum likelihood framework (stMLE) provides a more parsimonious 
alternative. Recently, Mplus has implemented a distribution option that makes 
implementing stMLE more feasible.  
This study was conducted to evaluate the performance of stMLE in the 
estimation of LGM through a Monte Carlo simulation. Application of stMLE was also 
illustrated through estimation of LGM with math achievement test data from the 
National Longitudinal Survey of Youth. Results confirmed that nMLR can still produce 
biased parameter estimates when data are non-normally distributed. On the other hand, 
stMLE resulted in many estimation issues. Although stMLE presents a theoretically 
appropriate framework to estimate LGM with non-normal data, more research is needed 
to determine the conditions under which it performs well.  
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1. INTRODUCTION  
The collection and analysis of longitudinal data is very common in educational 
research. Longitudinal data analysis is often used to estimate average shape and rate of 
growth trajectories, as well as examine growth processes and psychometric properties of 
measures over time. Latent growth curve modeling (LGM) is one of the most common 
methods of analyzing longitudinal data in educational research (e.g. Farley, Anderson, 
Irvin, & Tindal, 2017; Frischkorn, Greiff, & Wustenberg, 2014; Gottfried, Marcoulides, 
Gottfried, & Oliver, 2009; Mok & McInerney, 2015; Petersen & Hyde, 2017; Phan, 
2012; You & Sharkey, 2009).  
LGM is a flexible structural equation modeling (SEM) approach that allows the 
intercept and slope(s) of growth on a measure to be estimated as latent variables. LGM is 
commonly estimated using normal based maximum likelihood estimation (nMLE), 
which is built in many commercially available software, including SAS PROC MIXED, 
Mplus, and several R packages (e.g. lavaan; Rosseel, 2012). nMLE assumes that the 
endogenous and latent variables follow multivariate normal distributions (Hancock & 
Mueller, 2013; Kline, 2015; Preacher, Wichman, MacCallum, & Briggs, 2008).  
Despite its popularity, nMLE makes assumptions that longitudinal data in the 
education field often violates. It has been well established that non-normality of real data 
is the rule rather than the exception (e.g. Cain, Zhang, & Yuan, 2017; Miccéri, 1989). 
Non-normality of observed longitudinal data indicates that either the growth latent 
variables and/or the residual terms are non-normally distributed (Brandt & Klein, 2015; 
Tong & Zhang, 2012). Violations of the assumptions of normality while using nMLE, 
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especially when coupled with missing data, may yield biased parameter estimates and 
standard errors, and unreliable model fit indices (e.g. Bollen, 2009; Shin, Davidson, & 
Long, 2009).  
Over the past few decades, several methods have been proposed to make the 
estimation of SEM models robust to violations of the normality assumption. Each 
approach has its limitation, but what they all share in common is that they reduce the 
data to means and variances/covariances while disregarding higher order information 
about the shape of the data. Additionally, most robust methods rely on the assumption 
that the data are complete. Complete data is usually an unattainable goal, especially with 
longitudinal research, due to attrition (Li & Lomax, 2017). Furthermore, most of these 
methods make modification to the standard errors and model fit only, operating under 
the assumption that non-normality does not bias parameter estimates.  
Recently, the application of skew t distribution within the MLE framework in the 
estimation of SEM based models has been receiving more attention. Skew t MLE 
(stMLE) has recently been incorporated as an option in the in the commercial statistical 
software Mplus (Mplus version 7.2; Muthén & Muthén, 2016). Research on the 
performance of stMLE in the estimation of LGM with non-normal and missing data is 
limited, and the option in Mplus remains experimental (Muthén & Muthén, 2016). There 
is evidence to suggest that the stMLE may outperform other robust modifications, under 
certain conditions. 
In this study, the performance of stMLE in the estimation of LGM with non-
normal and missing data was examined through a Monte Carlo simulation. Specifically, 
 3 
 
the performance of stMLE was compared to the most common robust method, normal 
based robust maximum likelihood (nMLR), under different distributional conditions. 
The stMLE estimation of LGM with the Peabody Individual Achievement Test 
Mathematics scores from the National Longitudinal Survey of Youth, 1997 Cohort, was 
carried out to demonstrate the application of stMLE to real data.  
Latent Growth Curve Models 
LGM is a special case of SEM that can estimate shape and rate of growth of a 
construct over multiple measurement occasions. Proposed by Meredith and Tisak 
(1990), LGM is essentially specified as a confirmatory factor analysis (CFA) model, 
where factor loadings are fixed to reflect the hypothesized pattern of growth. The means 
and variances of the growth latent variables serve as estimates of average and variability 
of growth trajectories. To demonstrate how LGM is a special case of CFA, an example 
of a two-factor model is presented. A standardized two factor CFA, with three indicators 
per factor, no cross loadings, and independent heteroscedastic residuals (Figure 1) is 
represented in matrix form as: 
𝑋 = 𝜏 +  𝛬 𝜉 +  𝛿 
[
 
 
 
 
 
𝑋1
𝑋2
𝑋3
𝑋4
𝑋5
𝑋6]
 
 
 
 
 
=
[
 
 
 
 
 
𝜏1
𝜏2
𝜏3
𝜏4
𝜏5
𝜏6]
 
 
 
 
 
+ 
[
 
 
 
 
 
𝜆11 0
𝜆21 0
𝜆31 0
0 𝜆42
0 𝜆52
0 𝜆62]
 
 
 
 
 
[
𝜉1
𝜉2
] + 
[
 
 
 
 
 
𝛿1
𝛿2
𝛿3
𝛿4
𝛿5
𝛿6]
 
 
 
 
 
 
where 𝜏 is a vector of intercepts for each endogenous variable, 𝑋 is a vector of 
endogenous variables, 𝜆 is a matrix of factor loadings, ξ is a vector of latent factors, and 
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lastly 𝛿 is a vector of residuals. The model implied variance/covariance matrix is 
represented as: 
𝛴 =  𝛬𝛷𝛬′ + 𝛩 
𝛷 = [
𝜑11 𝜑12
𝜑21 𝜑22
]        𝛩 =   
[
 
 
 
 
 
𝜃11 0 0 0 0 0
0 𝜃22 0 0 0 0
0 0 𝜃33 0 0 0
0 0 0 𝜃44 0 0
0 0 0 0 𝜃55 0
0 0 0 0 0 𝜃66]
 
 
 
 
 
 
where 𝛬 is a vector of factor loadings, 𝛷 is the latent factors’ variance/covariance 
matrix, and 𝛩 is the residuals’ variance/covariance matrix. The same CFA model 
illustrated above can also be shown in linear form as:  
𝑋𝑖𝑗 = τ𝑗 + 𝜆𝑗1ξ𝑖1 + 𝜆𝑗2ξ𝑖2 + 𝛿𝑖𝑗   
where the score of variable j for individual i is a function of intercept τ  for variable j, 
factor loadings 𝜆𝑗1 and 𝜆𝑗2 of factors ξ𝑖1 and ξ𝑖2 respectively, and a residual term, 𝛿𝑖𝑗 
(Bollen, 2009; Kaplan, 2008; Kline, 2015). 
Several modifications to the CFA models are made to estimate LGM. Since 
LGM estimates a latent mean structure in addition to the latent variance/covariance 
structure, the number of parameters estimated must not exceed 𝑣(𝑣 + 3)/2, 𝑣 being the 
number of endogenous variables (Kline, 2015). To meet that rule, the values in the 
intercept vector are set to zeros for model identification (Preacher et al., 2008). Second, 
factor loadings are fixed to reflect the hypothesized pattern of growth over a certain 
period. Doing so results in factor parameters representing average and variability in the 
intercept and rate(s) of growth. The residual variance/covariance structure can be 
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manipulated to reflect autocorrelation due to time series data, such as autoregressive 1 
(AR1; Preacher et al., 2008).  
For illustrative purposes, let us consider a linear LGM with six measurement 
occasions (Figure 2). The framework of linear LGM with six measurement occasions 
can be represented by in matrix form as: 
𝑋 = 𝛬 𝜉 +  𝛿 
[
 
 
 
 
 
𝑋1
𝑋2
𝑋3
𝑋4
𝑋5
𝑋6]
 
 
 
 
 
=
[
 
 
 
 
 
1 0
1 1
1 2
1 3
1 3
1 5]
 
 
 
 
 
[
𝜉1
𝜉2
] + 
[
 
 
 
 
 
𝛿1
𝛿2
𝛿3
𝛿4
𝛿5
𝛿6]
 
 
 
 
 
 
where 𝑋1 − 𝑋6 represent the six measurement occasions, 𝛬 represents the factor loadings 
matrix, which are constrained to reflect linear pattern of growth, and 𝜉 is the latent 
variables vector, which represent the intercept and slope. The model implied 
variance/covariance matrix is the same as one illustrated above for CFA. In addition to 
the variance/covariance matrix, a mean structure is estimated for the latent variables 
(𝛼1, 𝛼1). The model can also be represented in linear form as a function of factor means:  
𝑋𝑖𝑡 = 𝜉𝑖1 + 𝜆2𝜉𝑖2 + 𝛿𝑖𝑡 
𝜉𝑖1 = 𝛼1 + 𝜁 1𝑖 
𝜉𝑖2 = 𝛼2 + 𝜁 2𝑖 
where  𝑋𝑖𝑡 is the observed score for person i at time t; λ2 is the factor loadings for the 
slope factor; and 𝛿𝑖𝑗 is the residual for person i at time t. α1 is the estimated average 
intercept across all individuals, at the initial measurement occasion. ζ 1i is the deviation 
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of person i’s estimated intercept from the average intercept. 𝛼2 is the average estimated 
linear slope for the measure across all time points and all individuals; 𝜁2𝑖 is the deviation 
of person’s i’s estimated linear slope from the average slope (Figure 2; Preacher et al., 
2008).  
LGM has many extensions beyond the linear growth trajectory example 
illustrated. Within the LGM framework, complex growth trajectories such as 
polynomial, piecewise, and unspecified patterns can be specified. Growth patterns other 
than linear, would have a different factor structure compared to the example illustrated 
(Flora, 2008; Kline, 2015; Preacher et al., 2008). Additionally, within the LGM 
framework, complex designs such as cohort sequential, group comparisons, parallel 
processes, multilevel models, higher order models, and individually varying 
measurement occasions, can be specified. 
LGM has several advantages over other statistical approaches to estimating 
growth trajectories, such as repeated measures analysis of variance (ANOVA), ordinary 
least squares (OLS) regression, and hierarchical linear modeling (HLM). Compared to 
repeated measures ANOVA and OLS, LGM allows for the modeling of complex 
residual/variance covariance structure, as well as allows growth terms to be predicted by 
other variables in the model (Duncan & Duncan, 2009; Muthén & Curran, 1997). 
Although HLM can achieve the same advantages listed above, HLM does not provide 
indices of model fit (other than of R2), and does not allow the estimation of latent 
variables or growth factors to serve as predictors of other variables in the same model 
(Geiser, 2012; Kline, 2015; Preacher et al., 2008). 
 7 
 
There are several assumptions that need to be met for LGM estimation, which 
can be divided into two categories: model specific and estimation specific. The first 
model specific assumption posits that LGM models must be estimated with a large 
sample size. SEM is a large sample size approach and LGM is no exception. Several 
recommendations exist for determining sample size for SEM based models, including 
the N: q rule, which requires at least 20 participants (N) for each parameter (q) estimated, 
or no less than 200 cases (Kline, 2015). Power analysis is a more appropriate method of 
determining appropriate sample size for the model one wishes to estimate and is 
becoming more widely used (Hancock & Mueller, 2013; MacCallum, Browne, & 
Sugawara, 1996; Zhang & Wang, 2009).  
The second assumption applies to the number of measurement occasions needed. 
The M + 2 rule needs to be followed when determining the minimum number of 
measurement occasions necessary to estimate a certain growth pattern, with M being the 
power of the growth function. For example, for a linear slope (M = 1) to be estimated, at 
least three measurement occasions are needed, and for a quadratic growth (M = 2), at 
least four measurement occasions are required (Cohen, Cohen, West, & Aiken, 2013; 
Preacher et al., 2008).  
LGM assumes that all individuals at each measurement occasion are measured at 
the same time (Mehta & West, 2000). However, advancements in LGM have allowed for 
some relaxation of that assumption. More complex LGM models that account for 
differences in groups that have different measurement schedules can be estimated 
(Allison, 1987; Duncan, Duncan, 2004; Muthén, Kaplan, & Hollis, 1987). If there is a 
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limited number of measurement schedules, then a multiple group analyses can be 
estimated by placing individuals with the same measurement schedule in the same group 
(Preacher et al., 2008). Additionally, some SEM software, such as Mplus1, can estimate 
individual slope loadings that account for the fact that not all individuals have the same 
measurement schedule (Muthén & Muthén, 2016).  
It is also assumed that endogenous variables are measured without error. 
However, LGM allows for specifying second order factor models that permit the 
modeling of growth in latent variables while accounting for measurement error (Preacher 
et al., 2008). Lastly, the assumption of longitudinal invariance must be made for 
interpretation of results to be meaningful. 
Maximum Likelihood Estimation  
Most SEM models in educational research are estimated using normal based 
MLE (nMLE). nMLE has been built into commonly used statistical software, such as 
Mplus and Liserel, is less computationally compared to other estimation methods2, and 
is generally robust to minor violations of assumptions (Eliason, 1993). For a correctly 
specified model, when assumptions are met, nMLE estimates are said to be (Bollen, 
2009): 
                                                 
1 Using the “TSCORE” option under ‘variables’ command. 
2 Such as Bayesian estimation, which can be used to accommodate non-normal data but 
is very computationally taxing and time intensive (e.g. Tong & Zhang, 2014; Zhang et 
al., 2013) and weighted least squares estimator (WLS), which requires a large weight 
matrix (Hancock & Mueller, 2013). 
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1. Consistent – as sample size increases, the discrepancy between the parameter 
estimates derived from MLE and the population values decreases, or does not 
become greater than a small value  
2. Asymptotically unbiased – in large samples, the parameter estimates derived 
from nMLE are equal to population values 
3. Asymptotically efficient - compared to other estimators, MLE achieves low 
standard errors, and thus less variance and more confidence in parameter 
estimates 
Conceptually, MLE is a class of algorithms that yield population parameters 
estimates under which the observed sample data are most likely to occur. MLE proceeds 
by maximizing a likelihood function, which involves an iterative process that begins 
plugging in reasonable starting values for each parameter and continues changing the 
values each iteration. At the end of the process, if the model converges and maxima is 
reached, the parameter estimates that maximized the likelihood function are reported. 
Non-convergence occurs when no maxima is reached after a certain pre-specified 
number of iterations (Eliason, 1993; Hox, Moerbeek, & Van de Schoot, 2010).  
In the SEM framework, the fitting function that is maximized is3: 
𝐹𝑀𝐿(𝜃) =  𝑙𝑜𝑔|𝛴(𝜃)| + 𝑡𝑟(𝑆𝛴
−1(𝜃)) − 𝑙𝑜𝑔|𝑆| − (𝑝 + 𝑞)  
                                                 
3 S = E[(y – E(y)) (y – E(y))′]; E(y) = µ replaced with E(y) = Λµξ  to estimate latent 
mean structure (Bentler & Yuan, 2000) 
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Where 𝜃 is the parameter to be estimates, 𝛴(𝜃) is the specified structural parameter 
matrix, 𝑆 is the sample variance/covariance matrix, 𝑝 is the number of exogenous 
variables, and 𝑞 is the number of endogenous variables (Bollen, 2009). In essence, by 
maximizing the likelihood function, the final set of parameters minimizes the 
discrepancy between the observed sample covariance matrix and the model implied 
covariance matrix (Geiser, 2012).  
The following is a list of the major assumptions for nMLE estimation of SEM 
based models (Bollen, 2009; Kline, 2015):  
1. Large sample size  
2. Variance/covariance matrix is positive definite 
3. Observations for different subjects are independent  
4. Model is correctly specified 
5. Endogenous variables are continuous and follow a multivariate normal 
distribution  
6. Latent variables are continuous and follow a multivariate normal distribution  
Assumptions about the distribution of the endogenous variables and latent 
variables need to be made in order to derive the estimates that maximize the nMLE 
likelihood function. However, the general framework of MLE is very flexible and can 
accommodate other distributions. The normal distribution is simply imposed in common 
applications of MLE (Eliason, 1993).  
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Full Information Maximum Likelihood and Missing Data  
Using the nMLE framework, the most common approach to handle missing data 
is to apply full information maximum likelihood (FIML). FIML is more popular in SEM 
compared to other methods (e.g. multiple imputation or listwise deletion) because it 
generally outperforms other methods (Enders, 2001; Li & Lomax, 2017) especially when 
fitting LGM (Shin, Davidson, & Long, 2009). FIML treats missing observations as 
random variables that are removed from the likelihood function, as if they were never 
sampled. 
Assuming that data are missing completely at random (MCAR) or missing at 
random (MAR), FIML allows the calculation and maximization of the likelihood 
function by using all the available data from the variables being modeled, without 
imputing missing values. This approach when implemented within nMLE relies on the 
same distributional assumptions mentioned earlier; thus, it can only be guaranteed to 
provide estimates that are efficient and unbiased when distributional assumptions hold 
(Bollen, 2009; Kaplan, 2008). 
Effects of Non-normality on nMLE Results 
When any of the assumptions mentioned earlier are violated, the nMLE 
parameter estimates and standard errors can be biased and the model fit statistics less 
accurate. Generally, the greater the non-normality, the greater the impact on the results. 
The consequences of the violation of the normality assumption are augmented when 
there are missing data (Yuan & Bentler, 2001).   
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Model Fit. In regards to model fit indices, when the endogenous variables are 
leptokurtic, Chi-square values tend to be inflated, and when platykurtic4, Chi-square 
values tend to be deflated (Hu, Bentler, & Kano, 1992; Kline, 2015). Inflated chi-square 
values would lead to over-rejection of correctly specified models (e.g. Enders, 2001; 
Powell & Shafer, 2001; Ryu, 2011). Additionally, outliers have been shown to result in 
misleading and contradictory fit indices (e.g. Yuan & Bentler, 2001; Yuan & Zhong, 
2013), especially when coupled with missingness (Lei & Lomax, 2005). Although 
nMLE is robust to minor violations of normality, Savalie (2008) found that if missing 
data percentage is greater than 10%, the robustness of nMLE Chi-Square to even mild 
violation of normality could not be guaranteed.  
Standard Errors. The effects of non-normally distributed endogenous variables 
on the estimation of standard errors is well documented in the literature. Non-normality, 
especially leptokurtic, can sometime lead to underestimation of standard errors, and thus 
inflation of Type I error. Other times, especially when the data are platykurtic, it can 
lead to overestimation of standard errors and inflation of Type II error/reduction in 
power (e.g. Bollen, 2009; Enders, 2001; Hox, 2010; Kaplan, 2008; Kline, 2015, Yuan & 
Chan, 2005). 
Parameter Estimates. Furthermore, when the normality assumption is not met, 
the parameter estimates in SEM are also affected. The impact of non-normality on 
parameter estimated has been less researched. There is a misconception that nMLE 
                                                 
4 Observed data is rarely platykurtic (Salvei, 2014) 
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parameter estimates are robust to violations of normality assumptions; however, there is 
sufficient evidence to suggest otherwise. Yuan, Bentler and Chan (2004) and Zu and 
Yuan (2010) found that longer-than-normal tails or outliers resulted in unreliable SEM 
parameter estimates. Similarly, Yuan and Zhong (2013) found that even a small 
percentage of outliers significantly biased parameter estimates. When nonmorality is 
accompanied by missing data, the consequences of the violation to the distributional 
assumptions are compounded. Shin, Davidson and Long (2009) found that when data are 
non-normal, missing data, even when MCAR, resulted in biased LGM parameter 
estimates, specifically for the variance of growth factors.  
Bias in parameter estimates may be especially problematic for LGM, since 
parameter estimates include not only a variance/covariance structure, but also a mean 
structure that reflects average growth. The consequences can be severe when considering 
that LGM is widely used in the educational field to quantify typical growth on 
educational outcomes. If the true distributions of latent growth factors were non-
normally distributed, then even if the mean is correctly estimated, its interpretation 
would be misleading, as the mean is no longer the best estimate of central tendency. 
However, if skewness parameters for the latent growth factors are also estimated, then 
the mean can be interpreted in the context of the shape of the distributions. 
Robust Modifications 
Several robust modifications that remedy the consequences of the violation of the 
normality assumption exist. The robust approaches can be divided into two main 
categories:   
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1. Normalization  
2. Corrections 
Normalization. Transformations and the removal of outliers are two ways of 
normalizing data. Transformations involve applying a mathematical function to the 
observed data in order to change the shape of the distribution to a better approximation 
of a normal distribution, while retaining information about the rank order of individuals 
and their variability (Cohen et al., 2013). Many examples of transformations for 
regression models, path models and SEM models exist in literature (e.g. Breiman & 
Friedman, 1985; Montfort, Mooijaart, & Meijerink, 2009). Transformations may 
represent a statistical solution but have serious practical limitations. The interpretation of 
the transformed variables is often very challenging, and results in very subjective 
conclusions. That is especially problematic for LGM, where the unit of measurement of 
the observed variables is meaningful in educational research.  
 Removal of outliers, or extreme values, which are often the cause for non-
normality, can also normalize the observed data. However, great disagreement exists on 
what the definition of an outlier ought to be. Some regard outliers to be any observation 
that’s more than three standard deviations away from the mean or a Mahalanobis 
distance greater than a predetermine value (e.g. Cohen et al., 2013). Any removal of data 
results in loss of information and reduction in power. In longitudinal research, where 
attrition is common, removing additional observations simply because they are 
considered outliers or extremes does not provide a good statistical or practical solution. 
Unless observations are removed due to data entry error or other errors, removing 
 15 
 
outliers results in risking removal of information about the population from which the 
sample was obtained.  
Corrections. There is a variety of different approaches to robust corrections 
within nMLE, and almost all are constructed using the same rationale: correct for 
inefficiency of the estimator (Savalei & Falk, 2014). Robust nMLE (nMLR) is the most 
common approach due to its availability in commercial software, and superiority to other 
corrections (e.g. Curran, West, & Finch, 1996; Gold, Bentler & Kim, 2003). Satorra and 
Bentler (1998) proposed nMLR as a method to correct chi-square statistics and standard 
errors by a degree proportionate to the extent of the multivariate kurtosis of the observed 
data.  
The purpose of nMLR is to compute standard errors and chi-square-based model 
fit indices that don’t rely on the assumption of multivariate normality. Standard errors 
are computed using a sandwich estimator, where a variation of naïve standard errors 
form the “bread” and an asymptotically distribution free correction (ADF; Browne, 
1984) is the meat (Savalei, 2008). As for chi-square computation, nMLR adjusts the 
likelihood ratio test so that it’s mean coincides with the mean of a chi-square distribution 
with appropriate degrees of freedom (Asparouhov & Muthen, 2005)5. There are several 
limitations of nMLR. First, it only considers multivariate kurtosis and not skewness. 
                                                 
5 Other algorithms of robust nMLE exist, such as MLM and MLMV (don’t differ in SE 
but differ in Chi-square). MLM and MLMV based on Satorra & Bentler (1994) not 
available with missing data in Mplus 
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Second, parameter estimates are not adjusted or corrected. Third, nMLR’s effectiveness 
depends on complete data (Savalei, 2008).  
Other less common robust modifications include methods that use Huber Type 
weights to down weigh observations that are less likely to occur (Yuan and Bentler, 
1998; Yuan & Zhang, 2012; Zhong & Yuan, 2011). The drawbacks of weighting 
approaches are the need to select the proportion of observations that need to be down 
weighted and the difficulty in obtaining likelihood-based information criteria for model 
section (Lai & Zhang, 2017). Some proposed modifications consider missing data, such 
as 2-stage procedures (Tong, 2014; Yuan & Zhang, 2012), which first obtains saturated 
estimates of the population means and covariance matrix and then adjust standard errors 
and test based on amount of missing data, to reflect uncertainty (Savalei & Falk, 2014). 
These approaches are much less widely used compared to nMLR in the estimation of 
SEM, evidence that nMLR outperforms these methods (Zhong & Yuan, 2011), and a 
lack of easy-to-use software to carry them out.  
Multivariate Skew t Distribution  
The multivariate skew t maximum likelihood approach (stMLE) may potentially 
overcome many of the limitations mentioned in the previous section. stMLE can be used 
to not only provide robust estimates but increase the amount of information extracted 
from the observed data to estimate the model. Using stMLE also allows for the 
utilization of FIML without the normality distributional assumption. Using the correct 
distributional assumptions for the data, even with the presence of missing data, improves 
accuracy of the model (Asparouhov & Muthén, 2016).  
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Conceptually, when using stMLE to estimate LGM, the skewness and kurtosis of 
the multivariate distribution of the endogenous variables are incorporated into the 
likelihood function, and the latent variables are assumed to follow a multivariate skew t 
distribution as shown below:  
𝑌 ~ 𝑡𝑀𝑆𝑇 (𝜇, 𝛴, 𝛿, 𝜈) 
where Y is the latent variable, 𝜇 is a vector of means, Σ is a variance/covariance matrix 
of the latent variables, and 𝛿 is a vector of skew parameters for each latent variable, and 
𝜈 is a positive ‘degrees of freedom’ parameter' (kurtosis) for the multivariate distribution 
of latent variables. The 𝜈 parameter can be interpreted as how much thicker the tails of 
the multivariate distribution are compared to a normal multivariate distribution6. 
Similarly, 𝛿 is interpreted as the amount of skewness, positive or negative, for the 
univariate distribution of each latent variable. 
stMLE can accommodate, normal, skew normal, and t distributed endogenous 
and latent variables, as they are all considered special forms of the skew t distribution. 
Fixing the skewness parameter, 𝛿, to zero gives the t-distribution. Fixing the degrees of 
freedom parameters 𝜈 at a large value produces a skew-normal distribution.  Fixing 
skewness to zero and degrees of freedom to a large value produces the normal 
distribution (Muthén & Asparouhov, 2015).  
                                                 
6 Skew t distribution can be used to model any level of kurtosis (Asparouhov & Muthén, 
2016). 
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The application of stMLE to the estimation of SEM is similar to nMLE in the 
sense that the distribution of the covariates is not modeled nor considered (Muthén & 
Asparouhov, 2015). When using stMLE to estimate LGM, the same identification rules 
discussed earlier apply. In addition to mean, variances, and covariances, distributional 
information is also extracted in order to estimate the skewness of each latent variable 
(including residuals) and the degrees of freedom of the multivariate distribution. If only 
the intercept and slope(s) factors skewness parameters are significant, then the skewness 
of the endogenous variables is fully explained by the growth parameters. If residuals are 
also skewed, it would indicate that some individuals asymmetrically deviate from their 
growth trajectory.  
The application of stMLE to the estimation of SEM models has become more 
feasible with the incorporation of the “DISTRIBUTION” option in Mplus (available 
only with TYPE = GENERAL and MIXTURE; Muthén & Muthén, 2016).  Using the 
“DISTRIBUTION = SKEWT” option, allows for the estimation of factor skewness and 
degree of freedom parameters. The standard error estimates are based on the inverse of 
the information matrix and computed using the sandwich estimation and direct 
maximization (Asparouhov & Muthén, 2016). In Mplus, model fit indices can be 
requested by specifying “H1MODEL” in “OUTPUT”7. The output provides skewness 
for each latent variable, and skewness for residuals can be requested by including {Y} 
under “MODEL”.  
                                                 
7 Does not provide SRMR in Mplus 8.  
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Examination and Application of stMLE  
Multivariate skew t distribution has been extensively discussed in the literature 
(e.g. Lee et al., 2016; Lin et al., 2014), but it has not been until recently that it has been 
gaining more attention in SEM framework, due to the recent implementation of the 
method in Mplus. Muthén and Asparouhov (2015), and Asparouhov and Muthén (2016) 
demonstrated the benefits of using it with non-normal data in Growth Mixture Modeling 
(GMM) analyses. It was found that stMLE was more effective at extracting the correct 
number of classes in growth mixture modeling (GMM) with non-normal data compared 
to nMLE, given large sample size and adequate number of random starts (Asparouhov & 
Muthén, 2016; Muthén & Asparouhov, 2015). stMLE’s performance was also examined 
with path models with covariates, and factor models, and it was found that parameter 
bias values were all less than 0.1 and coverage values close to 95% (Asparouhov & 
Muthén, 2016). Additionally, Lai and Zhang (2017) explored the performance of CFA fit 
indices using t based MLE in Mplus, in the presence of outliers, and found that they 
were relatively stable with sample sizes above 200. Specifically, Lai and Zhang (2017) 
found that outliers resulted in inaccurate factor model fit and lower convergence rates 
when estimated with nMLE; however, tMLE decreased the impact of outliers when 
sample size was large.  
On the other hand, Hohmann, Holtmann, and Eid (2018) found acceptable 
performance of stMLE when sample size was large but parameter estimates were 
somewhat biased. There are other potential drawbacks to using stMLE. stMLE requires 
the extraction of more information from the observed data and more parameters are 
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estimated. Therefore, a larger sample size may be required for the analysis to have 
sufficient power, especially for distributional parameters (Asparouhov & Muthén, 2016). 
A second potential drawback is that the skew t model may yield biased parameter 
estimates when the endogenous variables and latent variables are in fact normal. Recent 
research in t-based Bayesian estimation of LGM indicated that when the latent variables 
are normally distributed, using t-based estimation results in biased parameter estimates, 
especially with small sample sizes (Tong & Zhang, 2012; Zhang, Lai & Tong, 2013).  
As for model comparison, it may be problematic when the stMLE model is 
compared to nMLE, due to the degrees of freedom parameter, which approaches positive 
infinity for a normal distribution. The null hypothesis that the degrees of freedom 
parameter equals infinity is not possible to test, and 1/df = 0 serves as an approximation, 
but not much research exists on whether it is a sufficient approximation8. 
Gaps in the Literature and Purpose of the Study 
Based on the application of stMLE option in Mplus to GMM, path models, and 
factor models, there is evidence to suggest that it may operate well in estimating LGM 
parameters as well. Yet, there is also evidence of potential drawbacks. No studies have 
investigated the potential benefits (and drawbacks) of using stMLE over nMLR in the 
estimation of LGM under different distributional and missing data conditions.  
Theoretically, with sufficient sample size, stMLE would provide more reliable 
parameter estimates when the normality assumption is violated. This investigated the 
                                                 
8 Asparouhov and Muthén (2016) also discuss the λ = 0, which appears only in real and 
not simulated data.  
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performance of the stMLE option in Mplus in the estimation of LGM growth 
parameters. First, stMLE was used to estimate LGM for the Peabody Individual 
Achievement Test math subset, with data from the National Longitudinal Survey of 
Youth, 1997 Cohort, to demonstrate its application to real educational data. Second, the 
performance of stMLE was investigated through a Monte Carlo simulation. 
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2. METHOD: EMPIRICAL EXAMPLE 
Participants and Data Structure 
A subset of the National Longitudinal Survey of Youth 1997 Cohort (NLS97; 
Bureau of Labor Statistics, U.S. Department of Labor, 2005) was used to demonstrate 
the application of stMLE to real data and show the differences between stMLE. The 
NLSY97 is made up of data from 8984 individuals who were born between 1990 and 
1984 and were 12-17 years old when first interviewed in 1997. The sample consisted of 
approximately 52% non-black/non-Hispanic, 26% black, 21% Hispanic or Latino/Latina, 
and less than 1% mixed race (Cooksey, 2018).   
Specifically, longitudinal data on the Peabody Individual Achievement Test 
(PIAT; User’s Guide-Assessments-PIAT Math) mathematics measure, which were 
available yearly, from 1997-2001, were used for the analyses. The chosen subset 
consisted PIAT mathematics scores during the years 1997-2001 for participants who 
were born in 1984 (12-13 years old in 1997). Only individuals who had scores for at 
least two time points were included in the analysis. The resulting subset included 1716 
students.  
Graphical and quantitative checks of normality indicated that all five time points 
were non-normally distributed (Table 1; Figure 3). Data appear to be negatively skewed 
for all time points, and slightly leptokurtic. Shapiro-Wilk and Kolmogorov-Smirnov 
tests of univariate normality confirmed that the data are significantly non-normally 
distributed (Table 2). Coverage ranged from approximately 76% to 95%, with each time 
point having approximately 15-25% missing observations (Table 3).  
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Model Specification and Analysis 
For simplicity, the illustration ignored the multilevel structure of the data. 
Additionally, no sampling weights were applied9. Based on previous research (e.g. Tong 
& Zhang, 2012; Zhang et al., 2013), and visual examination of the individual growth 
plots (Figure 4), a linear growth pattern was specified for the PIAT. The growth in PIAT 
scores over five measurement occasions was modeled as:  
𝑃𝐼𝐴𝑇𝑖𝑡 = ξ1𝑖 + λ2ξ2𝑖 + δ𝑖𝑡 
ξ1𝑖 = α1 + ζ1𝑖 
ξ1𝑖 = α2 + ζ2𝑖 
Where ξ1𝑖 is the intercept for person i, ξ1𝑖 is the slope for person i, δ𝑖𝑡is the residual term 
for person i at time t. α1 and α2 represent the means and ζ1𝑖 and ζ2𝑖 represents the 
deviation from the means for person i, for the intercept and the slope factors 
respectively. Additionally, the correlation between the intercept and slope was estimated. 
Heteroscedastic and independent residual structure was specified. When using stMLE, 
the residual terms were assumed to be non-skewed (i.e. source of skewness is intercept 
and slope factors).  
The data were analyzed in Mplus under two estimation procedures: nMLR and 
stMLE. Since both estimation procedures use Maximum Likelihood, the 
“ESTIMATOR” option in Mplus was set to “MLR”. However, in order to change the 
distribution on which the estimation was based, “SKEWT” was set for the 
                                                 
9 The Skew t distribution option in Mplus is not available with TYPE = COMPLEX 
(only GENERAL and MIXTURE). 
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“DISTRIBUTION” option in Mplus, where normal distribution is the default (Muthén & 
Muthén, 2016). Additionally, the “STARTS” option was used to specify the number of 
random sets of starting values to generate in the initial stage (100) and the number of 
optimizations to use in the final stage (20), as recommended by Muthén and Muthén 
(2016).  
The “DSITRIBUTION” option, which has been implemented to Mplus version 
7.2 and later (Muthén & Muthén, 2016) has several options: “NORMAL”, 
“SKEWNORMAL”, “TDISTRIBUTION”, and “SKEWT”. This option can only be used 
in conjunction with continuous observed variables and continuous factors and cannot be 
used with models that require numerical integration (Asparouhov & Muthén, 2016; 
Muthén & Asparouhov, 2015). When the “DISTRIBUTION” option is set to “SKEWT”, 
a skew parameter is estimated for each endogenous and latent variable, and one degrees 
of freedom parameter is estimated for the multivariate distribution of latent variables. 
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3. RESULTS: EMPIRICAL EXAMPLE 
The results of the empirical example indicate that one might make different 
conclusions about students’ growth on PIAT mathematics for the subsample of the 
NLSY97 depending on the analysis used (Table 4). When using nMLR, the linear model 
fit the data well, and the results indicated there was significant variability in the intercept 
(φ11= 207.08, p<.05) and the slope (φ22= 2.65, p<.05) factors. The mean intercept was α1 
= 68.65, p<.05 and the mean slope was α2 = 2.89, p<.05. The nMLR results indicate that 
at the first time point, students are predicted to have score of approximately 69, and 
grow at a rate of almost 3 points per year on average. Furthermore, the covariance 
between the slope and intercept was not significant (φ12= -1.90, n.s). Lastly, 
approximately 98% of the variability in the endogenous variables was explained by the 
model.  
Compared to nMLR, stMLE model fit could not be computed due to 
variance/covariance matrix not being positive definite. Fixing parameters did not resolve 
the error. It is possible that the issue was due to the λ= 0 problem, previously 
discussed10. stMLE resulted in smaller residual variances, indicating that the model 
explained approximately 99% of the variability in the PIAT math scores at each time 
point. The variability of the intercept (φ11= 44.08, p<.05) and the slope (φ22 = 1.41, 
p<.05) factors were smaller, and the means were slightly higher (α1= 87.37, p<.05; α2 = 
3.25, p<.05). Unlike the nMLR results, stMLE results indicated that the slope and 
                                                 
10For this illustration, λ values were below .01. 
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intercept are significantly correlated (φ12 = -9.77, p<.05; Figure 5). The stMLE approach 
also provided additional information that was not provided with the nMLR estimation: 
the skewness of the latent variables. Results indicated that the intercept was highly 
negatively skewed (skewness = -17.01, p<.05), and the slope factor was slightly but 
significantly negatively skewed (skewness = -0.79, p<.05; Figure 6). The degrees of 
freedom of the multivariate distribution of latent variables was 3.14, p<.05.   
It is possible to compare the stMLE and the nMLR models to determine which 
one fits the data best; however, those methods have not been widely used or thoroughly 
investigated (Asparouhov & Muthén, 2016). As recommended by Asparouhov and 
Muthén (2016), models were compared with the Bayesian information criterion (BIC; 
Schwarz, 1978)11. For this scenario, the results of BIC comparison indicated that the 
stMLE model fit the data better than the nMLE model, with the stMLE model having a 
smaller BIC value.  
                                                 
11  LRT results can be questionable, because the null is that the degrees of freedom 
parameter = infinity is not possible. 1/df = 0 is an approximate null, but not much 
research exists on whether it is a sufficient approximation. 
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4. METHOD: MONTE CARLO SIMULATION 
Population Growth Model 
In order to determine the quality of stMLE parameter estimates, compared to 
nMLR, a Monte Carlo simulation study was conducted. Two population models were 
specified: ‘Linear Growth’ and ‘Zero Growth’ models. For both models, population 
values were based in part on parameter estimates from the empirical study discussed 
above. Data was generated based on a linear LGM, with five time points, and 
heteroscedastic and independent residuals. The “Linear Growth” population data was 
generated based on the following matrices:  
Σ = ΛΦΛ'+Θ;    
α1 = 60;   
α2 = 3; 
𝛷 = [
40 −5
−5 2
]        𝛩 =   
[
 
 
 
 
40 0 0 0 0
0 35 0 0 0
0 0 30 0 0
0 0 0 25 0
0 0 0 0 15]
 
 
 
 
   
As for the zero-growth model, the same matrices above were used; however, the 
slope factor mean and the correlation between intercept and slope were set to zero. Data 
was generated using the package SIMSEM in the statistical software R 
(Pornprasertmanit, Miller & Schoemann, 2016).   
Simulation Conditions 
Five simulation factors were manipulated: population model, sample size, 
distribution of latent variables, percentage of attrition/missingness, and estimation 
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procedure (Table 5). The two population models are described above, and were chosen 
so that both power and Type I error for each estimation procedure can be examined. 
Model specification was fixed across all conditions. Five hundred replications were 
analyzed per condition. Overall, there were 72 simulation conditions, or 36 conditions 
per estimation procedure (18,000 replications total).  
Sample Size. Sample sizes were set to 100, 500, and 1000. The minimum was 
chosen as 100 since most SEM models are estimated with 100+ observations (Jackson et 
al., 2009) and SEM is considered a large samples approach (Kline, 2015). Additionally, 
the max sample size was 1000 because stMLE may require larger sample size to 
converge, especially when there are missing data, and 1000 would be considered large in 
several educational research fields.  
Distribution. The degree of non-normality of the endogenous variables was 
manipulated indirectly by specifying the distribution of all latent variables (intercept 
factor, slope factor, and residuals). Specifically, a sequential method generates factor 
data first, based on specified distributions for the factors, then a set of equations is 
applied to obtain the observed data, following the Vale and Maurelli (1983) method 
(Pornprasertmanit et al., 2016). With that approach, if all latent variables are normally 
distributed, then the endogenous variables will in turn also be normally distributed, since 
they are the sum of a linear combination of latent variables.  
The distribution of the latent variables was manipulated into three conditions: 
normal, moderate non-normality, and severe non-normality. Values for univariate 
skewness and Kurtosis for latent variables are based on Shin et al. (2009) and Cain, 
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Zhang, and Yuan (2017) review of typical univariate skewness and kurtosis values in 
real data. The following are the values used for different distributional conditions of all 
latent variables: 
Normal: skewness = 0 and kurtosis = 3 
Moderate non-normality: skewness = -3.25 and kurtosis = 5 
Severe non-normality: skewness = -5 and kurtosis = 10 
Missingness. In every longitudinal study, it is likely that some individuals will 
drop out of the study. All missingness in this study was assumed to be missing 
completely at random (MCAR). There were two missingness conditions specified: 
complete data and 10% attrition. For both conditions, the first time point does not have 
any missingness. Missingness was created by dropping 10% of the cases at each time 
point. Once a case has been dropped, it no longer had any data for the subsequent time 
points. 
Estimation. Linear growth model was specified for all conditions, including the 
“Linear Growth” and the “No Growth” models. All models were correctly specified, and 
misspecification was not considered. All data was analyzed with two estimation 
approaches: nMLR and stMLE. All analyses are conducted in Mplus using the Monte 
Carlo option with population parameters specified as starting values12.  Extraction of 
simulation results were carried out in R, using the package” MplusAutomation” 
(Hallquist & Wiley, 2014).  
                                                 
12  With the exception of distributional parameters (df and skewness) because specifying 
starting values resulted in non-convergence for the stMLE estimation procedure. 
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Evaluation Criteria 
The performance of nMLR and stMLE was evaluated based convergence rates, 
relative bias, mean square error (MSE), 95% coverage, and Type I/Power. The accuracy 
of parameter estimates was evaluated through relative bias and MSE, and the 
performance of standard errors was evaluated with 95%coverage rates, Type/Power. 
First, convergence rate was determined by the proportion of replications that resulted in 
successful computation, with or without warnings13. Successful computations include 
those replications with warning messages. None of the successful computations with 
warning messages were excluded in order to maintain a sufficiently high number that is 
representative of replications across all conditions, an approach taken by other SEM 
researchers (e.g. Leite, 2007; Ulitzsch et al., 2017).  
Second, relative bias refers to the difference between the averaged parameter 
estimates within each condition and the true population parameter (Ender's, 2001). 
Relative bias was calculated by the following formula (Muthén & Muthén, 2016):  
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐵𝑖𝑎𝑠 =
(𝜃 − 𝜃)
𝜃
∗ 100 
where 𝜃 is average of parameter estimates, and 𝜃 is the population value. If the value of 
relative bias is below 15%, it is considered acceptable (Muthén, Kaplan, & Hollis, 
1987).  
                                                 
13 Warning messages discussed separately 
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Third, MSE is interpreted as a combination of bias and sampling variability. It 
represents the overall accuracy of an estimate (Enders, 2001; Muthén & Muthén, 2016). 
When the parameter estimate is unbiased (absolute bias14 = 0), MSE represents 
efficiency, or the sampling variability, of a parameter estimate. MSE values for the same 
parameter from different conditions can be compared to determine the relative efficiency 
of estimation procedures. MSE is calculated as (Muthén & Muthén, 2016):  
𝑀𝑆𝐸(𝜃𝑗) =
1
𝑁 − 1
 ∑[𝜃𝑖𝑗 − 𝜃𝑗]
2
𝑁
𝑖=1
 
where 𝜃𝑖𝑗 is the estimated parameter for sample i, 𝜃𝑗  is the specified population value for 
parameter j, and N is the number of replications.  
Fourth, coverage refers to the proportion of 95% confidence intervals (CI) that 
contained the true population value for each parameter (Muthén & Muthén, 2016). 
Coverage provides a measure of how well the parameters and their standard errors are 
estimated. It is expected that coverage values would be close to 0.95%. Lastly, power 
was determined for all parameters in the “linear Growth” conditions, and Type I error 
was determined for the Slope and Slope/Intercept covariance parameters for the “No 
Growth “conditions. Power is the probability of rejecting the null hypothesis when it is 
false, and is expected to be approximately 0.8. Type I error is, the probability of 
rejecting the null hypothesis when it is true, is expected to be below 0.05 (Muthén & 
Muthén, 2016). 
                                                 
14 Absolute bias is difference between average parameter estimate and population value 
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5. RESULTS: MONTE CARLO SIMULATION 
Convergence Percentages 
Convergence percentages were all 100% for nMLR across all conditions. 
Convergence percentages were also approximately 100% for stMLE for conditions with 
N ≥ 500. For conditions with N = 100, stMLE convergence percentages ranged from 
91.6% to 98.8% for conditions with growth, and 85.8% to 98.2% for conditions with no 
growth. Specifically, convergence was lower when data was incomplete. Furthermore, 
stMLE convergence for conditions with N = 100 was lower for conditions with non-
normally distributed growth factors, especially for conditions with zero growth (Table 
6).  
Although stMLE convergence percentages were greater than 85% for all 
conditions, a large proportion of those successful computations of conditions with non-
normally distributed growth factors produced a warning message, and/or automatically 
fixed a random effects parameter to zero.  The first warning message produced was: 
“Warning:  The latent variable covariance matrix (psi) in class 1 is not positive 
definite. This could indicate a negative variance/residual variance for a latent 
variable, a correlation greater or equal to one between two latent variables, or a 
linear dependency among more than two latent variables.” 
Approximately 49.8% and 28.6% of replications, from growth and zero growth 
conditions respectively, produced warning message when growth factors were severely 
non-normal. Similarly, 64.2% and 81.18% of replications from growth and zero growth 
conditions respectively resulted in the mentioned warning message when growth factors 
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were moderately non-normal15. No warning messages were produced for conditions with 
normally distributed growth factors. 
In regards to automatically fixed parameters, the following warning message was 
produced, sometimes in conjunction with the above message:  
“One or more parameters were fixed to avoid singularity of the information 
matrix. The singularity is most likely because the model is not identified, or 
because of empty cells in the joint distribution of the categorical variables in the 
model.” 
The parameters that were fixed as a result were the intercept factor variance, growth 
factors covariance, and in some cases one or more residual variance(s). Approximately 
22.2% and 47.6% of replications, from growth and zero growth conditions respectively, 
resulted in some random effects being fixed to zero when growth factors were severely 
non-normal. Likewise, 7.8% and 3.2% of replications, from growth and zero growth 
conditions respectively, resulted in some random effects being fixed to zero when 
growth factors were moderately non-normal1. 
All replications that successfully converged were used to calculate bias, MSE, 
coverage, power and Type I error rates. Eliminating replications with warning messages 
would eliminate up to half of the replications for certain conditions, thus the entire 
distribution pf parameters would not be considered (Leite, 2007). 
                                                 
15 Percentages based on conditions with N = 1000 and complete data. Percentages were 
higher when sample size was small, but did not differ across conditions with complete vs 
missing data.  
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Summary. Overall, nMLR convergence percentages were 100% cross all 
conditions. stMLE convergence percentages were at approximately 100% when sample 
size was high. When sample size was low, stMLE convergence percentages were lower 
when growth factors were non-normally distributed, there was missing data, and sample 
size was small. Although convergence percentages were generally high for stMLE, the 
majority of replications for conditions with growth factors that were non-normally 
distributed resulted in estimation issues such as warning messages and/or the automatic 
fixing of some of the random effects parameters. Estimation issues occurred more 
frequently for conditions with severely-non-normal data.  
Parameter Relative Bias 
In all almost all conditions, parameter bias was lower using nMLR estimation 
rather than stMLE. Across all conditions and parameters and with both estimation 
methods, conditions with 10% attrition did not notably differ in bias from conditions 
with complete data. Patterns in parameter bias for the growth factors variances, residual 
variances, and intercept factor mean were essentially identical across the conditions with 
growth and the conditions with no growth. Results for these parameters are presented for 
only the conditions with growth. All relative bias values presented are in percentages.  
Random Effects. nMLR growth factor variance estimates were generally 
unbiased across all conditions, with bias values ranging from -0.767 to 1.017 for the 
intercept factor variance and from -1.185 to 1.330 for the slope factor variance. As for 
the growth factors covariance parameter, nMLR was unbiased only when data was 
normally distributed, with bias values ranging from -1.352 to 0.532. Growth factor 
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covariance in conditions with non-normally distributed growth factors was negatively 
biased, with average bias values of -71.534 for moderate non-normality and -38.033 for 
severe non-normality. Bias for random effects using nMLR did not systematically differ 
across conditions with missing or complete data, but decreased very slightly as sample 
size increased (Figure 5). When the growth factors covariance population value was set 
to zero (zero growth conditions), nMLR estimates were generally unbiased across all 
conditions (Figure 6). Lastly, nMLR estimates of residual variances were unbiased, 
average bias = -0.199 (Figure 5).  
stMLE severely underestimated variances of growth factors with bias values 
ranging from approximately -24.401 to -96.187 for intercept factor variance, and -24.390 
and -52.052 for slope factor variance.  Intercept factor variance was more biased for 
conditions with non-normally distributed growth factors, with mean bias of -31.881 for 
normally distributed data, -89.781 for moderately non-normal data, and -91.161 for 
severely non-normal data. stMLE growth factors covariance parameter bias followed a 
similar pattern: parameter was less biased for condition with normally distributed growth 
factors, with bias values ranging from -52.158 to -25.940. For conditions with non-
normally distributed growth factors, estimates were more severely negatively biased, 
with bias values ranging from -64.468 to -56.490 when data was moderately non-normal, 
and -73.310 to -70.144 when data was severely non-normal (Figure 5).  
Since stMLE estimates of growth factor variances were underestimated, bias in 
correlations in addition to covariances between growth factors was also examined. Once 
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covariances have been standardized, results indicate that correlations were actually 
overestimated, with average bias values of 41.090 (Figure 5).   
When the growth factors covariance population value was set to zero (zero 
growth conditions, stMLE estimates were unbiased only for conditions with normally 
distributed growth factors, with average estimates of 0.028 (Figure 6). For conditions 
with non-normally distributed growth factors, the slope factor mean parameter was 
underestimated, with estimated values ranging from -2.295 to -1.593 for conditions with 
moderately non-normal data, and -2.073 to -1.535 for conditions with severely non-
normal data. Lastly, stMLE estimates were negatively biased across all conditions, 
ranging from -21.056 to -16.678, with no systematic differences were observed across 
conditions with different sample sizes, missingness, or growth factors distributions 
(Figure 5).  
Fixed Effects. As for the fixed effects, nMLR produced unbiased estimates for 
the intercept factor mean across all conditions, ranging from -0.021 to 0.065. Similarly, 
the slope factor mean was generally unbiased for conditions with normal or severely 
non-normal growth factors, ranging from -0.920 to 0.080 (Figure 7). When growth 
factors were moderately non-normal, nMLR estimates of the slope factor mean was 
highly negatively biased (average bias = -71.534). No differences were observed across 
conditions with different sample sizes, or missingness (Figure 7). When the slope factor 
mean population value was set to zero, nMLR estimates were close to 0 for all 
conditions, ranging from -0.025 to 0.003 (Figure 8). 
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The bias of stMLE estimates of fixed effects followed a similar pattern; values 
were below 15% for all conditions except for the slope factor mean for conditions with 
moderately non-normal growth factors (Figure 7). Intercept factor mean was more 
accurately estimated for conditions with normally distributed growth factors (average 
bias = -0.146) compared to moderately non-normal (average bias = 11.210) or severely 
non-normal (average bias = 11.150). As for accuracy of slope factor estimates, for 
conditions with for conditions with normal or severely non-normal growth factors, slope 
factor mean was essentially unbiased, bias values ranging from 0.117 to 2.040 when data 
was normally distributed, and -5.097 to 6.033 when data was severely non-normal. 
However, when data was moderately non-normal, biased values ranged from -69.580 to -
56.460; which is similar to what has been found with nMLR (Figure 7). When the slope 
factor mean population value was set to zero, stMLE parameter estimates were also 
fairly close to zero, with estimates ranging from -0.025 to 0.003 (Figure 8).  
Distributional Parameters. The stMLE estimation method also estimated 
skewness parameters for the slope factor and intercept factors. Results indicated no 
differences across growth and zero growth conditions, or conditions with complete or 
missing data. Results for growth with complete data are illustrated and discussed (Figure 
9). When growth factors were normally distributed, skewness for both intercept factor 
and Slope factor were very close to zero across all sample sizes (Figure 9). However, for 
conditions with non-normally distributed growth factors, intercept factor skewness was 
underestimated by -4.667 when data was moderately non-normal, and -2.926 when data 
was severely non-normal, on average. On the other hand, slope factor skewness was 
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overestimated by 2.900 when data was moderately non-normal, and 5.102 when data 
was severely non-normal, on average.  
The degrees of freedom parameter, ν, was not estimated for most of the 
conditions with N = 100 (output indicated “NA” for average parameter estimates). 
Average ν values across N = 500 and N = 1000 conditions were 10.160 for conditions 
with normally distributed data, 9.709 for conditions with moderately non-normal data, 
and 9.708 for conditions with severely non-normal data. There were no differences in 
estimates across conditions with complete or missing data.  
Summary. Overall, there evidence to suggest that non-normality of growth 
factor leads to negatively biased nMLR parameter estimates of the growth factors 
covariance when population value was not zero. Mixed evidence exists for the impact of 
non-normality of growth factors on nMLR slope factor mean estimate. stMLE estimates, 
on the other hand, resulted in negatively biased estimates for random effect parameters 
across almost all conditions. stMLE fixed effects estimates were generally accurate, with 
some variation depending on the conditions. As for distributional parameters, they were 
accurate only when growth factors were normally distributed. For conditions with non-
normally distributed growth factors, skewness was greatly under or over-estimated. The 
population value for the degrees of freedom parameter was not specified16; however, the 
conditions with normal data should have a high value for degrees of freedom (Muthén & 
                                                 
16 Only univariate kurtosis was specified for data generation. Mplus does not provide an 
equation for the relationship between multivariate kurtosis and v (Asparouhov & 
Muthén, 2016). The kurtosis for the univariate t distribution is 6/ (v − 4) 
 39 
 
Asparouhov, 2015). The results indicate that degrees of freedom estimates did not differ 
across conditions with different distribution specifications. Overall, nMLR outperformed 
stMLE in almost all conditions. Surprisingly, stMLE seemed to worse for conditions 
with non-normal growth factors.  
Mean Square Error of Parameter Estimates  
Parameter accuracy was also evaluated with MSE, which is a metric of absolute 
bias (difference between average parameter estimate and population value) and 
efficiency. Similar to what was observed with bias, across all conditions and parameters 
and with both estimation methods, conditions with 10% attrition did not notably differ in 
MSE from conditions with complete data. Patterns in parameter MSE for the growth 
factors variances, residual variances, and intercept factor mean were essentially identical 
across the conditions with growth and the conditions with no growth. Results for these 
parameters are presented for only the conditions with growth.  
Random Effects. Since growth factor variances’ bias was essentially zero when 
using nMLR, MSE values represent efficiency. For the conditions with growth, nMLR 
growth factors variance estimates were most efficient for conditions with N = 1000. 
Specifically, nMLR intercept factor variance MSE values ranged from 86.045 to 
105.239 for N = 100, 16.071 to 19.654 for N = 500, and 7.609 to 9.758 for N = 1000. 
nMLR slope factor variance MSE values followed the same pattern, but were much 
smaller in magnitude, with ranged from 0.604 to 1.059 for N = 100, 0.124 to 0.207 for N 
= 500, and 0.055 to 0.091 for N = 1000 (Figure 10).  
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As for the growth factor covariance parameter, after taking bias into account, the 
results indicate that nMLE estimates are efficient with large sample sizes regardless of 
distribution of growth factors, with MSE values ranging from 4.600 to 8.081 for 
conditions with N = 100, 0.939 to 13.932 for conditions with N = 500, and 0.444 to 
13.389 and from to when N = 1000. When growth factors covariance population value 
was set to zero, parameter estimates were fairly consistent across all conditions, with 
mean MSE = 2.522 (Figure 11). 
Lastly, residual variances were efficient when sample size was large, with MSE 
values averaging 36.010 for conditions with N = 100, 7.150 for conditions with N = 500, 
and 3.620 and from to when N = 1000 (Figure 10). For nMLR random effects 
parameters, conditions with complete data were slightly more efficient compared to 
conditions with 10% attrition; however, MSE did not differ across conditions with 
different growth factors distributions. 
Since growth factor variances were negatively biased when using stMLE, MSE 
values represent a function of absolute bias and efficiency. Even after factoring out the 
effect of absolute bias, MSE values indicate that stMLE intercept factor variance is 
highly inefficient for conditions with non-normally distribute growth factors, MSE 
values ranging from 1196.783 to 1483.867. As for the slope factor variance, although 
biased, it was consistent across all conditions and replications (average MSE = 0.885; 
Table 10).  
As for the growth factor covariance parameter, after taking bias into account, the 
results indicate that stMLE estimates are consistent with large sample sizes regardless of 
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distribution of growth factors, with MSE values ranging from 12.77 to 17.372 for 
conditions with N = 100, 3.518 to 14.481 for conditions with N = 500, and from 2.354 to 
14.385 when N = 1000. When the growth factors covariance population value was set to 
zero, stMLE parameter estimates were efficient, with MSE values averaging at 4.693 
(Figure 11). Lastly, residual variances parameters were efficient when sample size was 
large, with MSE average 63.833 for conditions with N = 100, 44.181 for conditions with 
N = 500, and 43.327 when N = 1000 (Figure 10). Efficiency did not systematically differ 
across conditions with different growth factors distributions. Conditions that have 10% 
attrition resulted in less efficient parameter estimates, especially when sample size was 
small. 
Fixed Effects. nMLR intercept factor mean was efficient across all conditions, 
with MSE values ranging from 0.057 to 0.656. As for the slope factor mean estimates, 
MSE values were close to zero, ranging from 0.005 to 0.061. Conditions with higher 
sample size having slightly higher MSE (Figure 12). As for the slope factor mean 
estimates, MSE values for both estimation methods across all conditions were close to 
zero, ranging from 0.005 to 0.061 (Figure 13). 
The efficiency stMLE estimates of fixed effects were somewhat mixed. After 
factoring out absolute bias, intercept factor estimates varied somewhat across 
replications, with MSE values ranging from 2.781 to 20.480 for conditions with 
normally distributed growth factors, 44.987 to 49.698 for conditions with moderately 
non-normal growth factors, and 44.044 to 51.214 for conditions with severely non-
normal growth factors. Slope factor mean was efficient across all conditions, with MSE 
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ranging from 0.070 to 1.509 (Figure 12). Similarly, For the zero growth conditions, for 
which the slope factor population value was zero, MSE values were close to zero, 
ranging from 0.205 to 1.607 (Figure 13). Conditions with larger sample size resulted in 
higher parameter efficiency.  
Summary. Overall, across both estimation methods, efficiency was higher when 
data was complete and sample size was high. nMLR parameter efficiency was generally 
not impacted by non-normality. stMLE estimates of random effects were consistent, 
except for intercept factor variance which was highly inefficient. This is most likely due 
to the automatic fixing of those parameters for a large percentage of the replications. As 
for the efficiency of stMLE of fixed effects, the slope factor mean was efficient, but the 
intercept factor mean varied somewhat across replications when data was non-normally 
distributed.  
Coverage: 95% Confidence Interval 
The percentage of 95% confidence intervals that contained the population values 
was examined. Conditions with 10% attrition did not differ in parameter coverage from 
conditions with complete data. Therefore, coverage results only for conditions with 
complete data are presented. Similarly, conditions with growth did not differ in 
parameter coverage from zero-growth for the growth factors variances, residual 
variances, and intercept factor mean. Results for these parameters are presented for only 
the conditions with growth. Coverage percentages for the covariance parameter and 
slope factor mean parameter when population value is set to zero is the same as 1-Type I 
error rate, therefore they are discussed in the next section. 
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Random Effects. nMLR’s parameter coverage for slope factor and intercept 
factor variance was at approximately 95% or higher for all conditions, ranging from 
94.6% to 99.6%, increasing with sample size (Table 7; Table 8). The coverage of the 
growth factors covariance parameter estimated by nMLR varied across conditions with 
different growth factors distributions. For conditions with normally distributed growth 
factors, coverage percentages ranged from 94.0% to 96.2%, with conditions with larger 
sample sizes having higher coverage. The trend is reversed, however, for conditions with 
non-normal growth factors. For conditions with moderately non-normal growth factors, 
coverage percentages ranged from 53.8% (for N = 100) to 0.0% (N = 1000). For 
conditions with severely non-normal growth factors, coverage percentages ranged from 
78.0% (for N = 100) to 13.8% (N = 1000; Table 8). Lastly, for the residual variances, 
nMLR coverage percentages were above 95% for all conditions, ranging from 96.32% to 
99.20%, with percentages being higher for conditions with larger sample size (Table 9). 
When estimated with stMLE, intercept factor variance coverage was very low. 
Coverage percentages were worse for conditions with non-normal data. When growth 
factors were normally distributed, intercept factor coverage ranged from to 16.4% to 
56.1%. When growth factors were moderately non-normal, intercept factor variance 
coverage percentages ranged from 0.0% to 12.0%. When growth factors were severely 
non-normal, coverage percentages ranged from 0.0% to 12.9% (Table 7). Slope factor 
variance coverage was higher but did not reach 95% for any of the conditions (Table 8). 
Slope factor variance coverage followed the same pattern with coverage percentages 
ranging from 59.8% to 73.3% with normal data, 25.6% to 68.9% with moderately non-
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normal data, and 32.0% to 63.0% with severely non-normal data (Table 8). Similarly, 
the growth covariance parameter’s coverage average percentages were 72.7% with 
normal data, 22.8% with moderately non-normal data, and 19.37% with severely non-
normal data (Table 9). Lastly stMLE residuals coverage was higher for conditions with 
smaller sample size, with coverage percentages ranging from 79.24 to 83.3 for N = 100, 
35.75 to 40.88 for N = 500, and 13.88 to 16.04 for N = 1000 (Table 10). Coverage 
percentages were generally higher for conditions with normally distributed growth 
factors.  
Fixed Effects. When estimated with nMLR, intercept factor mean coverage 
ranged from 94.60% to 96.0% (Table 10) and slope factor mean coverage ranged from 
92.60 to 95.80 (Table 11), with percentages being higher for conditions with larger 
sample size. When estimated with stMLE, coverage percentages for fixed effects were 
below 95% for all conditions. Similar to what was found with random effects, coverage 
for fixed effects was better when data was normally distributed. For the intercept factor 
mean, when data was normally distributed, coverage increased as sample size increased, 
with percentages ranging from 56.1% to 90.8%. When data was moderately non-normal, 
the effect of sample size flipped; increase in sample size was associated with lower 
coverage. When data was moderately non-normal, coverage ranged from 11.7% to 0.0% 
(Table 11). For the slope factor mean, the effect of sample size was opposite to what was 
found with intercept factor mean. For conditions with normally distributed data, 
coverages ranged from 78.0% to 52.2%, with higher coverage being associated with 
lower sample size. When data was non-normal, coverage ranged from 64.4% to 89.6% 
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for moderately non0rnomal conditions, and 75.7% to 8.4% for severely non-normal 
conditions, with higher coverage associated with higher sample size (Table 12). 
Summary. Overall, similar to previous results, non-normality seems to affect 
nMLR’s performance only for growth factors covariance parameter when population 
value wasn’t zero. stMLE coverage did not reach 95% for any of the conditions, but was 
generally higher for conditions with normally distributed growth factors. Furthermore, 
for most conditions, stMLE coverage percentages decreased as sample size increased.  
Power  
The power rates for each parameter across all conditions was assessed by 
examining the proportion of replications with significant parameter estimates, at the 
p>.05 level. Conditions with growth did not differ in power rates from zero-growth for 
the growth factors variances, residual variances, and intercept factor mean. Results for 
these parameters are presented for only the conditions with growth. 
Random Effects. nMLR power rates for the intercept factor slope factor 
variance were high for conditions with N = 500 and N = 1000, ranging from .996 to 1.00. 
For conditions with N = 100, intercept factor variance power was still fairly high, with 
average power = 0.983, and slope factor variance power lower at average of 0.629. 
nMLR’s estimates of the growth factors covariance parameter were inconsistently 
affected by non-normality. For conditions with normally distributed growth factors and 
severely-non-normal growth factors, power for the covariance parameter was high for N 
= 500 and N = 1000. However, for conditions with moderately non-normal data, power 
ranged from 0.098 to 0.560. As for average power for residual power was higher than 
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0.900 for all conditions (Figure 14). When sample size was small, power rates were 
slightly lower for conditions with non-normal growth factors and 10% attrition. 
stMLE power rates for random effects parameter estimates were above 0.8 for 
most conditions with N = 1000 and complete data, with few exceptions. Power for 
intercept factor variance was high only when data was normally distributed. For 
conditions with moderately non-normal data, intercept factor variance power ranged 
from 0.252 to 0.580. For conditions with severely non-normal data, intercept factor 
variance power ranged from 0.278 to 0.559 (Figure 14). 
Fixed Effects. Power of fixed effects parameter was above 0.8 for almost all 
conditions across both estimation methods. Power rates fell below 0.8 only for stMLE 
slope factor mean estimate for the condition with N =100 and moderately non-normal 
growth factors (Figure 15).  
Summary. When sample size was high, nMLR was sufficiently powered for all 
estimates, with the exception of the covariance parameter when data was moderately 
non-normal. Similarly, stMLE estimates were sufficiently powered for all parameters 
when sample size was high, except for the intercept factor variance and growth factors 
covariance, which varied depending on the condition. When data was non-normally 
distributed, stMLE’s intercept factor variance estimates did not reach acceptable power. 
As for the growth factors covariance, power did not systematically differ across 
conditions. stMLE fixed effects estimates were sufficiently powered with large sample 
size.  
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Type I Error 
Type I error did not differ across conditions with complete versus 10% attrition; 
therefore, only results for conditions with complete data are presented. For the no-
growth condition, when estimated with nMLR, type I error rates for the growth factors 
covariance parameter was slightly above the nominal .05 level for conditions with non-
normally distributed data. When data was normally distributed, Type I error rates were 
below .05 when sample size was high (Table 13). As for the slope factor mean parameter 
estimates, nMLR type I error rates were above .05 for almost all conditions, with highest 
rates being for conditions with small sample size and non-normally distributed growth 
factors (Table 14).  
When estimated with stMLE, Type I error of both parameters was extremely high 
for most conditions. Type I error of the growth factors covariance parameter was 
acceptable only for conditional with N ≥ 500 and normally distributed growth factors. 
However, for the other conditions, type I error rates average was 0.727 for conditions 
with moderately non-normal data, and 0.491 for conditions with severely non-normal 
data (Table 12). Type I error of the slope factor mean parameter, however, was above 
0.05 for all conditions, with average rate being 0.208 for conditions with normal data, 
0.727 for conditions with moderately non-normal data, and 0.491 for conditions with 
severely non-normal data (Table 14). 
Overall, increase in sample size was associated with decrease in Type I error 
rates. Non-normality seems to slightly inflate Type I error rates of nMLR estimates. 
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stMLE estimates Type I error rates were above acceptable levels for almost all 
conditions, but were generally lower when growth factors were normally distributed. 
 49 
 
6. DISCUSSION 
Summary of Results 
The development of methods that can accurately estimate population values 
based on non-normal data has been receiving more attention over the past decade, 
partially due to the advancements in statistical software. Skew t based maximum 
likelihood has been suggested several times in the SEM framework (e.g. Lee et al., 2016; 
Lin et al., 2014), but until recently, it was difficult to implement. With the introduction 
of the ‘DISTRIBUTION’ option in Mplus (Muthén & Muthén, 2016), applying stMLE 
to SEM has become more feasible. The purpose of this study was to examine the 
statistical performance of stMLE in estimating LGM under different growth factors 
distributional conditions. The performance was evaluated through application of the 
estimation method to analyzing data from the National Longitudinal Survey of Youth, as 
well as through a Monte Carlo simulation, comparing stMLE results with nMLR. The 
results of the empirical evaluation indicated that one would arrive at vastly different 
conclusions regarding the effect size and significance of the intercept factor variance, the 
growth factors covariance, and the residual variances, depending on whether the data is 
analyzed with nMLR or stMLE. The results of the simulation study indicated that, 
contrary to what was expected, stMLE estimates are less accurate compared to nMLR.  
In regards to the effect of non-normality on normal based robust approaches, 
nMLR performed well despite violations to normality assumption even with the presence 
of missing data. Convergence rates were 100% for all conditions, Parameter estimates 
and standard errors functioned well for all parameters, except for growth factors 
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covariance and slope factor mean. When population value was not zero, the effect of 
non-normality on the growth factors covariance was fairly consistent. When data were 
non-normal, the covariance parameter was negatively biased, had low coverage rates, 
and low power rates. Slope factor mean was biased when data was moderately non-
normal, but was otherwise unbiased and efficient across all other conditions.  
As for stMLE’s performance, it was generally worse than nMLR. Although 
convergence rates were high, a large proportion of replications resulted in warning 
messages when data was non-normal. Waring messages indicated estimation issues such 
as the automatic fixing of several random effects parameters to zero. The most 
commonly fixed parameters were the intercept factor variance and the growth factors 
covariance, which greatly increased bias and inefficiency for those parameters.  As for 
the remaining random effects, they were mostly negatively biased, but consistent. Fixed 
effects, on the other hand, were unbiased, but their standard errors did not perform well, 
as indicated by low coverage, power, and Type I error rates. stMLE did provide 
additional information about the skewness of the growth factors, but was accurate only 
when data was normally distributed.  Across all conditions and all evaluation criteria, 
results indicate that stMLE’s performance is best when sample size was high, data was 
complete and was normally distributed. 
Significance and Implications  
There is mixed evidence in the literature about the impact of non-normality on 
parameter estimates in structural equation models. It has long been believed that when 
data is non-normally distributed, standard errors are inaccurate, but parameter estimates 
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remain unbiased. However, recent evidence suggests otherwise (e.g. Shin, et al., 2009; 
Zu & Yuan, 2010). The results of this study show that, while most parameters are 
unbiased regardless of the severity of the non-normality of growth factors, the growth 
covariance parameter is greatly affected by violations to normality assumption. This 
finding suggests that nMLR may not be appropriate to use with non-normal data when 
modeling more complex factor covariances in LGM, such as effects of time invariant 
covariates or parallel process models. Additionally, in this study, only the growth factors 
distributions were manipulated, while all residual terms were normally distributed. It 
may be the case that if residuals are non-normal, using nMLR would result in inaccurate 
estimates when modeling autocorrelation or adding time invariant covariates.  
Unfortunately, stMLE option in Mplus to estimate LGM also has serious 
limitations under the conditions tested in this study. The results indicate warning 
messages should not be ignored, as they are most likely an indication of inaccurate 
solutions. Similar results were found in the application of stMLE to the estimation of 
mixture latent trait analysis, with a large proportion of random effects automatically 
fixed to zero, especially when sample size was small (Hohmann et al., 2018).  
It is unknown whether excluding those replications that produced warning 
messages would result in better results. Hohmann et al. (2018) found acceptable 
performance for those replications without warning or error messages, when applying 
stMLE to mixture latent state-trait analysis, but parameter estimates were still somewhat 
biased across all conditions. It is unclear why the warning messages regarding the latent 
variable covariance matrix not being positive definite are produced; however, they seem 
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to occur more frequently when the non-normality was more severe, and did not occur at 
all what data was normally distributed. It is worth noting that these estimation issues 
occurred even after specifying the population value as the starting value. It is reasonable 
to expect even more estimation issues in empirical research, when starting values are not 
known. 
Hohmann et al. (2018) hypothesized that these estimation issues may be 
occurring due to small population values of latent variances. However, in this study, 
population values for random effects were not close to zero. It may be the case that the 
maximum sample size in this study was still too low, given that distributional 
information needed to be extracted. When data was normally distributed, the degrees of 
freedom parameter was not estimated, thus reducing the final number of parameters 
estimated – which may be the reason why conditions with normally distributed data did 
not result in warning messages.  
Additionally, the number of random starts used in this study may have been 
insufficient. The number of random starts chosen for this study was based on 
recommendation from the Mplus manual (Muthén & Muthén, 2016). However, in their 
studies Muthén and Asparouhov (2015) and Asparouhov and Muthén (2016) used a 
higher number of random starts when applying stMLE to growth mixture modeling. If 
stMLE requires large sample size (N > 1000) and a high number of random starts, two 
major disadvantages present themselves. First, obtaining such a large sample size in 
educational longitudinal research is often unfeasible. Second, stMLE is computationally 
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demanding and requires more time to converge. If the number of random starts was 
increased along with sample size, the computation time would be significantly higher.  
 Aside from parameter estimation issues, the performance of standard errors was 
not ideal as indicated by low coverage rates even for unbiased parameters, low power, 
and high type I error; which seems to be worse when data was severely non-normal. One 
potential reason is that standard errors are still based on the assumption that the sampling 
distribution is normal. Falk (2017) found that the sampling distributions take longer to 
approach normality when multivariate normality of endogenous variables is violated, 
especially for variance components. If that is the case, Bayesian methods have an 
advantage and should be further investigated as an alternative framework to implement 
skew t-based estimation (e.g. Tong & Zhang, 2014; Zhang et al., 2013).  
Limitations and Future Research  
The results should be interpreted in context of the following limitations. First, 
evaluation criteria were not calculated for replications with and without warning 
messages separately. The next step would be to evaluate whether replications without 
warning messages produce more accurate and reliable results. However, it is worth 
noting that even conditions without any warning messages still had issues with stMLE’s 
performance. Second, the effect of missingness was limited to 10% attrition, which was 
not sufficient to affect the performance of either estimation methods. Different 
missingness conditions should be tested (e.g. Shin et al, 2009). Third, growth factors 
distributions were manipulated by changing skewness and kurtosis values 
simultaneously; thus, the effects of skewness or kurtosis alone was not investigated. 
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Future research should investigate whether increase in sample size along with increase in 
number of random starts would improve estimation. Additionally, varying the source of 
non-normality (e.g. Ceiling/floor effects, outliers, and data contamination) would further 
provide information about the conditions under which stMLE presents an appropriate 
approach compared to other robust estimation approaches.  
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7. CONCLUSION 
Using the stMLE option in Mplus as an alternative to nMLR may be beneficial 
under certain conditions. Based on the results of this study and previous studies, the 
option remains experimental, and output should be interpreted with caution. It appears 
that stMLE performs best with high sample size with data that is not severely non-
normal and does not contain a large proportion of missing data. However, until further 
research sheds light on which conditions lead to trustworthy results for stMLE, other 
well-established robust methods, such as nMLR, may be more appropriate to use in 
substantive research.  
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APPENDIX 
Table 1 Empirical Illustration - PIAT Descriptive Statistics 
 N Mean SD Skewness Kurtosis 
Time1 1621 67.486 16.802 -0.617 0.061 3.614 0.121 
Time2 1598 72.253 17.099 -0.797 0.061 3.768 0.122 
Time3 1514 75.183 17.008 -0.882 0.063 4.054 0.126 
Time4 1516 78.040 16.584 -0.887 0.063 3.866 0.126 
Time5 1461 79.988 16.854 -1.063 0.064 3.449 0.128 
 
 
Table 2 PIAT Tests of Normality 
  Kolmogorov-Smirnov  Shapiro-Wilk 
 Statistic df P value  
Statisti
c 
df 
P 
value 
Time1 0.044 1621 <0.001  0.974 1621 <0.001 
Time2 0.080 1598 <0.001  0.952 1598 <0.001 
Time3 0.110 1514 <0.001  0.939 1514 <0.001 
Time4 0.114 1516 <0.001  0.929 1516 <0.001 
Time5 0.147 1461 <0.001   0.901 1461 <0.001 
Note. Significant results indicate that the distributions significantly differ from a 
normal curve.  
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Table 3 Covariance Coverage 
  
  Time1 Time2 Time3 Time4 Time5 
  
Time1 0.945     
  
Time2 0.881 0.931    
  
Time3 0.834 0.840 0.882   
  
Time4 0.836 0.830 0.802 0.883  
  
Time5 0.810 0.799 0.767 0.777 0.851 
  
Note. Numbers represent proportion of data available for each combination of 
variables.  
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Table 4  Empirical Illustration Results - stMLE and nMLR Comparison 
 
 
 
Parameter nMLR   stMLE 
 
Estimate (SE) 
 
 Estimate (SE) 
𝛼1 68.457 (0.403)* 
 
 87.366 (0.597)* 
𝛼2 2.893 (0.084)* 
 
 3.325 (0.126)* 
𝜑11 207.083 (9.633)* 
 
 44.083 (4.960)* 
𝜑22 2.646 (0.746)* 
 
 1.41 (0.237)* 
𝜑21 -1.901 (1.756) 
 
 -9.77 (0.955)* 
𝜃11 98.884 (11.053)* 
 
 48.303 (3.395)* 
𝜃22 75.321 (6.330)* 
 
 31.151 (2.255)* 
𝜃33 75.026 (8.097)* 
 
 29.109 (2.205)* 
𝜃44 62.941 (6.005)* 
 
 25.914 (2.022)* 
𝜃55 57.702 (7.775)* 
 
 17.261 (2.201)* 
𝛿1 - 
 
 -17.04 (0.524)* 
𝛿
2
 - 
 
 -0.782 (0.130)* 
𝜈 - 
 
 3.131 (0.188)* 
Χ2(10) 55.989* 
 
 - 
RMSEA 0.052 
 
 - 
CFI 0.972 
 
 - 
SRMR 0.033 
 
 - 
AIC 59959.876 
 
 57730.965 
BIC 60014.354 
 
 57760.486 
*p<.05 
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Table 5 Simulation Conditions 
Factor Conditions 
Population Model Linear growth 
No growth 
  
Sample Size 200 
500 
1000 
  
Distribution Normal 
Moderately non-normal  
Severely non-normal  
  
Missing Data Complete 
10% attrition 
  
Estimation nMLR 
stMLE 
Note. There was a total of 72 conditions, or 36 conditions per estimation procedure.  
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Table 6 Convergence rates for stMLE across all Conditions  
Condition Sample Size 
   100 500 1000 
Growth  Normal Complete 98.8% 100.0% 100.0% 
  
10% Attrition 98.0% 99.8% 99.8% 
      
 
Moderate Complete 92.0% 99.8% 99.8% 
  
10% Attrition 98.0% 100.0% 99.8% 
      
 
Severe Complete 94.6% 100.0% 99.8% 
  
10% Attrition 91.6% 100.0% 99.8% 
Zero Growth  Normal Complete 98.2% 100.0% 100.0% 
  
10% Attrition 85.6% 100.0% 100.0% 
    
  
 
Moderate Complete 91.6% 100.0% 100.0% 
  
10% Attrition 85.6% 100.0% 100.0% 
    
  
 
Severe Complete 85.8% 100.0% 100.0% 
  
10% Attrition 85.8% 100.0% 100.0% 
Note. Percentages are based on number of successful computations out of 500 
samples for each condition.  
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 Table 7 Intercept Variance Coverage Across all Growth Conditions 
 
 
 
 
 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 95.0% 56.1% 
 
500 98.0% 49.2% 
  1000 99.6% 16.4% 
  
  
Moderate 100 94.6% 12.0% 
 
500 96.6% 0.0% 
  1000 98.8% 0.0% 
  
  
Severe 100 95.0% 12.9% 
 
500 97.8% 0.0% 
  1000 99.6% 0.0% 
Note. Results presented for complete data conditions. 10% attrition does not notably 
change the coverage percentages. 
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Table 8 Slope Variance Coverage Across all Growth Conditions 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 94.6% 73.3% 
 
500 96.4% 72.4% 
  1000 97.4% 59.8% 
  
  
Moderate 100 94.2% 68.90% 
 
500 96.4% 48.10% 
  1000 96.4% 25.60% 
    
Severe 100 95.2% 63.0% 
 
500 97.2% 47.7% 
  1000 97.8% 32.0% 
Note. Results presented for complete data conditions. 10% attrition does not 
notably change the coverage percentages. 
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Table 9 Intercept/Slope Covariance Coverage Across all Growth Conditions 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 94.0% 73.90% 
 
500 96.8% 81.00% 
  1000 96.2% 63.20% 
  
  
Moderate 100 53.8% 49.10% 
 
500 3.8% 18.00% 
  1000 0.0% 1.40% 
    
Severe 100 78.0% 42.10% 
 
500 43.6% 15.60% 
  1000 13.8% 0.40% 
Note. Results presented for complete data conditions. 10% attrition does not 
notably change the coverage percentages. 
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 Table 10 Mean Residual Coverage Across all Growth Conditions 
 
 
 
 
 
 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 96.4% 83.3% 
 
500 98.3% 40.9% 
  1000 98.6% 16.04% 
  
  
Moderate 100 96.3% 79.2% 
 
500 98.2% 35.7% 
  1000 99.1% 13.9% 
    
Severe 100 96.4% 80.3% 
 
500 98.2% 37.5% 
  1000 99.2% 14.8% 
Note. Results presented for complete data conditions. 10% attrition does not 
notably change the coverage percentages 
 
 76 
 
 Table 11 Intercept Mean Coverage Across all Growth Conditions 
 
 
 
 
 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 95.0% 56.10% 
 
500 95.0% 83.00% 
  1000 95.8% 90.80% 
  
  
Moderate 100 94.8% 11.70% 
 
500 94.8% 0.00% 
  1000 95.6% 0.00% 
    
Severe 100 95.0% 15.20% 
 
500 95.0% 0.00% 
  1000 96.0% 0.00% 
Note. Results presented for complete data conditions. 10% attrition does not 
notably change the coverage percentages 
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 Table 12 Slope Mean Coverage Across all Growth Conditions 
 
 
 
 
 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 93.4% 78.00% 
 
500 95.0% 70.90% 
  1000 95.8% 52.20% 
  
  
Moderate 100 92.6% 64.40% 
 
500 95.2% 84.20% 
  1000 95.6% 89.60% 
    
Severe 100 93.0% 75.70% 
 
500 95.0% 82.20% 
  1000 95.8% 80.40% 
Note. Results presented for complete data conditions. 10% attrition does not 
notably change the coverage percentages 
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Table 13 Intercept/Slope Covariance Type I Error Rates Across all Zero Growth 
Conditions 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 0.050 0.259 
 
500 0.056 0.038 
  1000 0.048 0.030 
  
  
Moderate 100 0.054 0.607 
 
500 0.078 0.916 
  1000 0.050 0.998 
    
Severe 100 0.046 0.611 
 
500 0.068 0.886 
  1000 0.056 0.597 
Note. Results presented for complete data conditions. 10% attrition does not notably 
change the coverage percentages. 
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Table 14 Slope Mean Type I Error Rates Across all Zero Growth Condition 
Distribution Sample Size Estimation 
  
nMLR stMLE 
Normal 100 0.076 0.367 
 
500 0.052 0.166 
  1000 0.054 0.090 
  
  
Moderate 100 0.084 0.366 
 
500 0.052 0.828 
  1000 0.048 0.986 
    
Severe 100 0.086 0.341 
 
500 0.052 0.814 
  1000 0.050 0.317 
Note. Results presented for complete data conditions. 10% attrition does not notably 
change the coverage percentages. 
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Figure 1 Confirmatory Factor Analysis (CFA) Model. A two-factor model with 
three indicators per factor and no cross loadings 
 
 
 
Figure 2 Latent Growth Curve Model (LGM). Linear growth and uncorrelated 
residuals and six measurement occasions 
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Figure 3 Histograms of observed PIAT scores at each time point 
 
 
 
Figure 4 Individual observed growth plots of PIAT across five time points for 200 
randomly selected individuals 
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Figure 5 Random effects relative bias for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents relative bias. Relative bias 
for residuals is averages across all five residuals per condition. C = complete data; 
A = 10% attrition.  
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Figure 6 Growth factors covariance relative bias for zero growth conditions by 
estimation method. The X-axis represents sample size, and Y-axis represents 
relative bias. C = complete data; A = 10% attrition.  
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Figure 7 Fixed effects relative bias for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents relative bias. C = 
complete data; A = 10% attrition.  
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Figure 8 Slope mean relative bias for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents relative bias. C = 
complete data; A = 10% attrition.  
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Figure 9 Difference between estimated skewness and population skewness for 
Growth Condition. Y-axis represents difference between estimated parameter and 
population value. X-axis represents sample size. C = complete data; A = 10% 
attrition.  
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Figure 10 Random effects MSE for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents MSE. MSE for residuals 
is averages across all five residuals per condition. C = complete data; A = 10% 
attrition.  
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Figure 11 Growth factors covariance MSE for zero growth conditions by estimation 
method. The X-axis represents sample size, and Y-axis represents MSE. C = 
complete data; A = 10% attrition. 
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Figure 12 Fixed effects MSE for growth conditions by estimation method 
X-axis represents sample size, and Y-axis represents MSE. C = complete data; A = 
10% attrition.  
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Figure 13 Slope mean MSE for zero growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents MSE. C = complete data; 
A = 10% attrition. 
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Figure 14 Random effects power rates for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents power. Power for 
residuals is averages across all five residuals per condition. C = complete data; A = 
10% attrition.  
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Figure 15 Fixed effects power for growth conditions by estimation method 
The X-axis represents sample size, and Y-axis represents power. C = complete data; 
A = 10% attrition. 
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