INTRODUCTION
In the design of the eddy-current inspection systems that have been reported to be able to interpret EC data automatically one can distinguish use of two methodologies. One is the use of classifiers to assign the signals to several predefined defect classes. Another is the use of expert systems to reason about the shape and other parameters of the signals in order to determine the defect types they represent. Both sorts of systems are usually designed with a specific inspection type in mind (e.g. steam generators of nuclear power plants). Adapting these systems to a different inspection type requires a considerable effort; therefore, they are generally not suitable for application in (petro-) chemical industry where heat-exchanger types vary from one inspection to another. This paper suggests case-based reasoning (CBR) as a methodology which is well suited for S.lch applications. In this respect, one of the most important advantages of CBR systems is their ability to learn during use.
The paper begins with a presentation of existing automatic systems using either classifiers or expert systems for signal interpretation. Some of the disadvantages of these two methodologies are discussed. Then, the main ideas and advantages of case-based reasoning are presented. Next, the LISSA system which implements the ideas of CBR for interpretation of EC data is described. Finally, results of tests on real inspection data are presented and discussed.
USE OF STATISTICAL CLASSIFIERS
One way to distinguish the various systems for automated or automatic interpretation of eddy-current data is based on the methodology they use. Up till now two methodologies have been used: sta~stical classifiers or expert systems. This section describes statistical classifiers, expert systems are described in the next section.
Classificatio.n·is the simplest method of interpreting data. A classification system is build around a classifier which accepts the data to be classified as input and returns one of the possible classes as output. The classifier parameters are determined on basis of a collection of representative data examples, the so called training set. The original data is seldom fed directly to the classifier, instead a feature vector is derived from the data. It contains the minimum information necessary to distinguish between the various classes. Sometimes, the original data lass is first pre-processed to simplify the feature extraction. The whole process of data interpretation can be represented as a pipeline shown in figure 1.
Some of the classifiers which have been used to classify EC data are the following:
K-means clustering [1] , nearest-neighbor classification [2] , fuzzy-K means clustering [3] , neural-networks (backpropagation trained) [4] .
In order to obtain a good classifier two main requirements have to be met: a good feature vector has to be chosen and a good training set has to be available.
Choice of the Feature Vector
The feature vector has to be properly chosen. The points representing certain data class in the feature space should be closer to the points representing the same class then to the points representing other classes. Wherever there is an overlap, e.g. when data from two classes can be mapped to the same or very similar feature vector, classification errors may be made. The various features actually used to describe the EC signal in classification systems can be divided into two groups:
Features derived directly from the complex signal related, e.g. to signal amplitude and partial power in power and autocorrelation domains [5] .
Features describing the form of the EC Lissajous curve. For example Fourier descriptors derived from the Fourier coefficients of the curve [1] . These are rotation, translation, scale, and start-point invariant. An important disadvantage of the Fourier descriptors is that different shape curves can be mapped to the same or very similar Fourier descriptors. Other features used include, e.g. Tchebycheff coefficients [6] , and radii from the center of gravity [7] .
Requirements for the Training Set
The training set that contains examples used to train the classifier should be representative and exhaustive. In a representative training set the distribution of the data should correspond to the probability distribution of the classes. Such a set will let us obtain a better quality classifier.
An exhaustive training set should contain all the data types that can be encountered during the inspection. This requirement may be difficult to fulfill, and if it is not then the classifier will have to cope with unknown data, i.e. data significantly different from that in the training set. Various· classifier types cope differently with unknown data, for example:
Neural network classifiers have in common that their behavior for feature vectors which lie outside the training set area is not well defined. Thus if presented with an unknown data such a classifier will return one of the trained classes as the result, even if the data is not similar to that class. This can be partly solved by using redundant output nodes. Nearest-neighbor classifier may be constructed to return not only the class of the nearest neighbor but also the distance to that neighbor. A reject threshold may then be used to determine if the data is to be classified as unknown.
Fuzzy K-means clustering will assign to unknown data low probability of belonging to any of the classes, this way it can be easily recognized as unknown. However, the clustering is not very practical for on-line systems as it works with batches of data.
Generally, classification performs well if the data from the measurements is similar to the data from the training set. This is a case for well defined inspection problems, for example for frequently inspected heat exchangers (using a standard reproducible procedure) where detailed inspection records are kept and which are well maintained.
USE OF EXPERT-SYSTEMS
Almost all systems that use statistical classifiers for the signal interpretation look only at the shape of the Lissajous curve. However, sometimes various defect types may have the same signal shape and even the same phase angle and amplitude in a single frequency signal. Analysis of all those factors in several frequencies may be necessary to determine the actual defect type and it parameters. This can be done using expert systems.
Apart from doing the actual signal interpretation, either exclusively by rules, for example depending on phase angles, or as an addition to a shape based classifier, the expert system can be used to guide the use of various signal processing algorithms depending, e.g. on the place of the probe in the heat exchanger, presence of noise, and so on.
There are only a few eddy-current interpretation systems that make use of expert systems. The examples are: SOCRATE [8] , Dodger [9] , EXTRACSION [10] , and a hybrid system described in [11 J. What is characteristic is that all four systems have been developed for nuclear power industry. This is not a coincidence. Development of successful expert-systems applications requires first of all a well defined problem domain inspection of steam generators in nuclear power plants is such a domain. There is only one heat exchanger type that has to be inspected and the inspection procedures are well standardized. Because there are standards the knowledge acquisition is simplified. Still, the knowledge acquisition stage can be quite expensive, but in nuclear industry the same system can be used to inspect a significant number of very similar heat exchangers which justifies the development cost.
An important disadvantage of an expert-based interpretation of EC signals for (petro-) chemical installations is that it requires repeatable conditions in order to be applicable. However, gross of the inspections is done on a variety of heat exchangers with various inspection procedures.
CASE-BASED REASONING
It is not easy to adapt either a statistical classifier or an expert system from one inspection type to another. Case-based reasoning, on the other hand, has characteristics which make it suitable for construction of flexible systems which can cope with various inspection types.
CBR is in a nutshell reasoning by remembering. The previously solved problems are used to suggest solutions for new problems. This works because generally similar problems have similar solutions. A problem together with its solution is called a case. The cases are stored in the so called case-base. Figure 2 shows a schema of the working cycle for case-based interpretation [12] : first, situation assessment is done (usually this entails extraction of relevant features describing the problem), next the most similar case or cases is/are retrieved from the case-base, depending on the quality of the match an interpretation is made, either automatically or with the help of the operator, Most of the existing CBR systems are designed to be used in cooperation with an operator. Generally the system helps the operator with the recall of relevant cases and the operator is there to solve the more difficult problems.
CBR has in recent years become widely popular, this is because it has many advantages. Some of the advantages are [13] :
Problem-solving ifJhimcy. Rule-based systems have to solve the problems by starting from problem description and following a chain of rules. These derivations can be time consuming and sometimes not thoroughly understood. A CBR system begins its reasoning with an already solved similar problem, therefore it can be expected to be more efficient.
Automated knowledge base growth (learning). This can be done by adding new cases to the casebase or by creating new indices (used to distinguish the cases).
Use in notlul!y~formalized domains. Not fully formalized domains are characterized by incomplete understanding of the domain, by problems with representing the domain using formal languages (e.g. rules), or by the sheer volume of the knowledge in th~ domain. CBR does not depend on fully modeling this knowledge, instead, it needs knowledge of how to recall and use previous cases. Still the results can be reliable, because CBR can rely on what has worked in the past. Reduced construction costs. This applies to situations where the available knowledge is "naturally" structured as cases, which simplifies the problem of knowledge acquisition. Compared to statistical classifiers the initial construction costs are higher but later use is less expensive because the training set is sort of gathered on-line.
Ease of maintmam'e compared to rule-based rystemJ.
One reason for this is that CBR systems can adapt to many changes in the problem domain just by acquiring new cases. Also because generally the rules present in a CBR system are simpler than in a fully rule-based systems they are easier to maintain. Easier to justify the results. The results of a CBR system can be justified based on the similarity of the current problem to the retrieved case(s). In a rule-base system the whole reasoning chain has to be followed which may be difficult.
Better aa-eptance by e,id users. The reasons for this are twofold. First, the users have usually a better understanding of the working of the system than would be the case with a rule-based system. (This is related to the previous point.) Second, CBR systems are usually constructed in a way that includes the user in the decision-making process. Increased reliability "ompared to statisti,'al daSJifiers. Because CBR systems are designed to recognize when a new problem is encountered they should be more reliable than simple statistical classifiers. The common EC inspection procedure can be thought as a kind of case-based reasoning done fully by the operator, where the calibration stage corresponds to building the initial case-base and most of the later classification is done based on similarity of the signals to those from the calibration pipe,
LISSA: A SYSTEM FOR EC DATA INTERPRETATION USING CBR
At TNO -Institute of Applied Physics a prototype system called LISSA has been developed which uses the CBR approach to EC inspection. Large portion of the system is similar to existing EC inspection software, Figure 3 shows a simplified schema of the CBR part of LISSA.
The signals from defects, baffles and so on are saved as cases in the case-base. To each case the action to be taken for the given signal type is assigned, The actio ns can be either: "direct classification" (e.g. for dents, baffles) or "apply calibration curve" (for defects).
During inspection signals are matched against signals in the case-base. While matching the system looks at the shape of the Lissajous curve and the phase angles. The algorithm used for shape matching is described in [14] . Amplitude is only taken into account if the difference in amplitude between the measurement and the case is large, For multi frequency signals the system may also look at the mix signal and at the values of the wall-loss determined using various frequencies. If the match is good then the action defined for the given case is taken. Worse matches are shown to the operator who either accepts the system suggestion or modifies it. These cases are stored in the case-base so that the system knows what to do with similar signals when it sees them again.
TESTS ON FIELD DATA
The system has been tested using six data sets. One data set was from calibration pipes, one from pipes pulled from a heat exchanger (without baffles) and four data sets were from real heat-exchanger inspections.
The results described here come from inspection of a small heat exchanger with 1 inch copper-nickel pipes, There were 18 baffles per pipe, some of which were half baffles. The damage was mostly due to pipe vibration in the baffles. There was no corrosion, but there were some dents and some external defects. The pipes ware scanned using a differential probe at two frequencies: 60 and 30 kHz.
The test was started by measuring a calibration pipe which had 10 defects and 1 dent. Also a baffle signal was scanned to calculate the mixing parameters. Next calibration curves were constructed and all these calibration signals were entered into the case-base. Table 1 . Results of interpretation of data from 14 pipes (column labels explained in table 2). Afterwards, the data from 14 pipes was processed by the system. Table 1 shows the results.
Vertically the results are grouped by 10 detected flaws. The columns correspond to different ways the data was classified, as explained in table 2. Table 1 shows that 82% of all signals were classified automatically. For 11 % of the signals the system gave good suggestion and it was accepted without any changes by the operator. Altogether, in 93% of all cases the operator had nothing or little to do. In the "not recognized ~ don't add to CB" column there is only one case -it was a small defect under baffle for which calculation of the phase angle from the mixed signal was not reliable and it was not entered into the case-base. Last column lists the number of cases that were entered into the case-base. Altogether 39 cases were entered into the case-base which makes a total of 51 cases present in the case base at the end of the scan. The data has been checked afterwards and it was found that no mistakes were made in the automatic classifications, except for some big defects under half baffles being classified as defects. This was not a serious mistake as both kinds of signals look very similar and the difference in the wall loss determination would be only 2-3%. Figure 4 shows the percentage of the flaws automatically classified as the flies were scanned. The system very quickly reaches high recognition ratio. However, beginning with fue tkx12y11 it falls. This is due to the fact that the fue contains defects under half baffles for the first time. It takes some time before the system learns to recognize them as such, but later the recognition ratio climbs again. The second dip is caused by small defects (ca. 30% wall loss) under the baffles, which occur for the first time in fue tkx4yS and for which the mixed signal is slightly different -the system again has to learn to recognize them.
CONCLUSIONS
Our experience with LISSA shows that CBR is certainly a promising methodology for EC data interpretation. First of all it gives good results as far as the number of automatically classified defects is concerned. This is especially the case for pipes with low to medium defect density. Heavily corroded pipes are more difficult for the system and require more work from the operator.
Also our experiments have shown that the system is very reliable, this is because it is designed for cooperation with the operator, and any signals over which the system is uncertain are shown to the operator.
A major advantage over systems which use statistical classifiers and rule-based expert system is that the system can learn on-line. This makes it very flexible and suitable for various inspection types, which is what a typical inspection company requires from the inspection software.
The whole CBR system can be added to existing software for automated EC inspection not effecting current capabilities of that software. The use of CBR also does not significantly change the current inspection procedure, though we have noticed that the system may require slightly different settings than those normally chosen for inspection by the operator.
Though we have designed it for and tested it on data from heat-exchanger inspections, the software should be suitable for other EC inspection where the shape of Lissajous curves plays an important role in classification (e.g. inspection of riveted constructions).
Finally, we think that CBR is suitable for other NDT problems. In situations when it may be difficult to collect a good training set for constructing a statistical classifier, and knowledge acquisition for constructing a rule-based expert system is too expensive, CBR may be a better alternative. For example at TNO -Institute of Applied Physics we are currendy working on a CBR system for interpretation of data from ultrasonic rail inspection [15] .
