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Abstract: This paper is dedicated to the Oldroyd-B model with fractional dissipation
(−∆)ατ for any α > 0. We establish the global smooth solutions to the Oldroyd-B model
in the corotational case with arbitrarily small fractional powers of the Laplacian in two
spatial dimensions. The methods described here are quite different from the tedious
iterative approach used in recent paper [37]. Moreover, in the Appendix we provide
some a priori estimates to the Oldroyd-B model in the critical case which may be useful
and of interest for future improvement. Finally, the global regularity to to the Oldroyd-B
model in the corotational case with −∆u replaced by (−∆)γu for γ > 1 are also collected
in the Appendix. Therefore our result is more closer to the resolution of the well-known
global regularity issue on the critical 2D Oldroyd-B model.
AMS Subject Classification 2010: 76A10; 76D03; 76A05; 76N99.
Keywords: Oldroyd-B model; Fractional dissipation; Global smooth solutions.
1. Introduction
The classical Oldroyd-B type model with diffusive stress can be written as
∂tu+ (u · ∇)u− ν∆u +∇π = κ∇ · τ,
∂tτ + (u · ∇)τ + βτ − µ∆τ −Q(∇u, τ) = γDu,
∇ · u = 0,
u(x, 0) = u0(x), τ(x, 0) = τ0(x),
(1.1)
where ν ≥ 0, µ ≥ 0, β ≥ 0, κ > 0 and γ > 0 are real constant parameters. u = u(x, t) =
(u1(x, t), u2(x, t)) ∈ R2 denote the velocity of the fluid, π = π(x, t) ∈ R denotes scalar
pressure and τ = τ(x, t) is the non-Newtonian part of the stress tensor, (τ(x, t) is a
(2, 2) symmetric matrix). Du is the symmetric part of the velocity gradient, namely
Du = 1
2
(∇u+∇u⊤). Q is a given bilinear form
Q(∇u, τ) = Ωτ − τΩ + b(Duτ + τDu), (1.2)
where Ω = 1
2
(∇u−∇u⊤) is the skew symmetric part of∇u and b ∈ [−1, 1] is a parameter.
Let us say some words about the derivation of the system (1.1) with µ = 0 (Indeed,
this is the classical case). Incompressible fluids with constant density are being described
by the set of equations {
∂tu+ (u · ∇)u = ̺∇ · ϕ,
∇ · u = 0,
(1.3)
1
2where ̺ is a constant parameter and ϕ is the stress tensor which can be decomposed into
ϕ = −π˜Id+ τ . Here π˜ denotes the pressure of the fluid and Id is the identity tensor.
Recall the Oldroyd-B [35] constitutive law of differential type
τ + λ1
Dbτ
Dt
= 2σ
(
Du+ λ2
DbDu
Dt
)
, (1.4)
where Db
Dt
denotes the ”objective derivative” as follows
Dbτ
Dt
:= ∂tτ + (u · ∇)τ −Q(∇u, τ).
Here σ is the total viscosity of the fluid, λ1, λ2 are the relaxation time and retardation
time with 0 < λ2 ≤ λ1. The symmetric tensor of constrains τ could be decomposed into
the Newtonian part τN and the elastic part τE , namely
τ = τN + τE , with τN = 2σ˜Du, (1.5)
where σ˜ = λ2σ
λ1
is the solvent viscosity.
Combining (1.4) and (1.5), it is not difficult to check that τE meets the following equality
τE + λ1
DbτE
Dt
= 2(σ − σ˜)Du,
where σ − σ˜ is the polymer viscosity.
Setting with some abuse of notation τE by τ , we deduce from (1.3) and above inequality
that {
∂tu+ (u · ∇)u− ̺σ˜∆u+∇(̺π˜) = ̺∇ · τ,
τ + λ1
(
∂tτ + (u · ∇)τ −Q(∇u, τ)
)
= 2(σ − σ˜)Du.
Thus, we can immediately obtain the system (1.1) with µ = 0 by taking
ν =
λ2σ̺
λ1
, κ = ̺, β =
1
λ1
, γ =
2σ
λ1
(
1−
λ2
λ1
)
and π = ̺π˜.
The above system of equations originally was introduced by Oldroyd [35] which is one
of the basic macroscopic models for visco-elastic flows such as polymer flows; fluids of
this type have both elastic properties and viscous properties. We refer the readers to
[35, 4, 10] for more discussions and the derivation of Oldroyd-B model (1.1).
Due to their physical applications and mathematical significance, the Oldroyd-B
model have recently attracted considerable attention and many important results on
the existence theory and regularity criterion have been established. In the most in-
teresting case ν > 0 and µ = 0 (which is the classical case), existence of local strong
solutions to the Oldroyd-B model was proved by Guillope´ and Saut in [11, 12]. In
the frame of critical Besov spaces, Chemin and Masmoudi constructed global solutions
to the incompressible Oldroyd-B model with small initial data (see also Chen and Miao
[5]). In addition, non-blow up criteria for Oldroyd-B model were given in [4, 27]. For the
Oldroyd-B fluids with diffusive stress (more precisely, the system (1.1) with ν > 0, µ > 0
and b = 1) Constantin and Kliegel [6] established the existence and uniqueness of global
strong solutions in the two dimensional case. The proof is based on the energy method
and the use of the maximum principle. Very recently, Elgindi and Rousset [8] proved
the global existence of strong solutions with large data to the system (1.1) in the case
ν = 0, µ > 0 and Q = 0. Moreover, they also obtained the global well-posedness in the
case of ν = 0, µ > 0 and Q given by (1.2) with small initial data. Many works have been
3devoted to obtaining the global well-posedness in the case of small initial data (see, e.g.,
[26, 28, 38, 39]). Many other interesting results on the Oldroyd-B and related models
have been established (see, e.g., [9, 10, 17, 18, 19, 24, 31, 25, 30, 32, 33, 34] and the
references therein).
We also mention the following system in corotational case which is an immediate case
of the system (1.1) with ν > 0, µ = 0 and b = 0:
∂tu+ (u · ∇)u− ν∆u +∇π = κ∇ · τ,
∂tτ + (u · ∇)τ + βτ + η(τΩ− Ωτ) = γDu,
∇ · u = 0,
u(x, 0) = u0(x), τ(x, 0) = τ0(x).
(1.6)
The global existence of weak solutions (without uniqueness) to above system (1.6) was
proved by Lions and Masmoudi [31]. Bejaoui and Mohamed Majdoub [1] generalized
the results in [31]. However, the global existence of smooth solutions is open and quite
challenging (see [8] for more details). We mention that global weak for above system
(1.6) with η(τΩ− Ωτ) replaced by general Q, namely (1.2), is still open up to now. As
pointed out in [8], in the case where η = 0 and ν > 0, the global existence of smooth
solutions to above system (1.6) is also open and quite challenging. Since there is no global
existence result for general initial data, we would like to add the fractional dissipation
(−∆)ατ to the stress tensor τ equation to guarantee the global well-posedness result.
Therefore, it is natural to consider the following Oldroyd-B model in the corotational
case (with b = 0) with fractional dissipation
∂tu+ (u · ∇)u− ν∆u +∇π = κ∇ · τ,
∂tτ + (u · ∇)τ + βτ + η(τΩ− Ωτ) + µ(−∆)
ατ = γDu,
∇ · u = 0,
u(x, 0) = u0(x), τ(x, 0) = τ0(x),
(1.7)
where α ∈ [0, 1] (we mention that the small α is the main focus of this paper) and the
fractional Laplacian operator (−∆)α is defined through the Fourier transform, namely
̂(−∆)αf(ξ) = |ξ|2αf̂(ξ). We make the convention that by α = 0 we mean that there is
no dissipation in the second equation of (1.7).
Let us compare the Oldroyd-B model (1.7) with the two-dimensional Boussinesq
system with partial dissipation which has been considered by lots of works, just name a
few (see, e.g., [2, 3, 13, 14, 15, 16, 20]). The coupling in the Boussinesq system is simpler
than the one in the Oldroyd models since the vorticity equation is forced by the gradient
of the temperature in terms of the Boussinesq system, but that the temperature solves
an unforced convection-diffusion equation. However, for the Oldroyd-B model (1.7), the
second equation has a forced term Du which prevents us from obtaining the Lq−norm
of τ for 2 ≤ q ≤ ∞ while we can immediately get any Lq−norm of temperature for the
Boussinesq system. This is the big difficulty since the Oldroyd-B model is fully coupled.
This is also the reason that we can not directly and fully follow the methods introduced
by Hmidi, Keraani and Rousset [14].
The above system (1.7) with µ = η = 0 is still a challenging open problem as discussed
in [8]. In this paper we would like to show that for any small power α > 0 the system
(1.7) always admits a unique global smooth solution.
4For the sake of simplicity, we will limit ourselves to ν = µ = η = κ = γ = 1 and
β = 0 in the rest of the paper. The main result of this paper is the following
Theorem 1.1. Suppose that α > 0 and (u0, τ0) ∈ Hs(R2) × Hs(R2) for s > 2. Then
there exists a unique global smooth solution pair (u(x, t), τ(x, t)) to the system (1.7) such
that for any given T > 0
u ∈ C([0, T ];Hs(R2)) ∩ L2([0, T ];Hs+1(R2)),
τ ∈ C([0, T ];Hs(R2)) ∩ L2([0, T ];Hs+α(R2)).
Remark 1.2. Indeed, the case ν > 0, µ > 0, α = 1 the system (1.7) can be considered
as a subcritical case in dimension two. The basic energy method and the use of the
maximum principle is enough to ensure the existence of global smooth solutions (see
for example [6]). Therefore, in this paper we only focus upon the power 0 < α < 1 (in
fact, the number α is arbitrarily small). To the best of our knowledge, it has not been
studied. As a matter of fact, for the system (1.7) with α < 1, it seems impossible to get
global smooth solutions by using the direct energy estimates. However, at present we
are not able to show the global regularity result for the system (1.7) in the case α = 0,
even if η = 0, but for this case some a priori estimates will be provided In the Appendix
which may be useful and of interest for future improvement. Thus it is still an extremely
complicated and interesting problem for the system (1.7) with only α = 0.
Remark 1.3. It is worthy to emphasize that in recent paper [37], we also established
the global regularity to the system (1.7) with η = 0 and α > 0 by using the the iterative
approach. We point out that the shortcoming in [37] is the tedious computations. At
this point we note that also our approach for obtaining the global solution to (1.7) seems
to be quite different from the iterative approach in [37] and can be applied to (1.7) with
η = 0.
Remark 1.4. Note that Theorem 1.1 is a global existence result of smooth solutions
without any size restriction on the initial data.
Let us remark that considering the system (1.7) with µ = 0 and −∆u replaced by
(−∆)γu for any γ > 1, namely
∂tu+ (u · ∇)u+ (−∆)
γu+∇π = ∇ · τ,
∂tτ + (u · ∇)τ + (τΩ− Ωτ) = Du,
∇ · u = 0,
u(x, 0) = u0(x), τ(x, 0) = τ0(x),
(1.8)
one can also show that the corresponding system admits a unique global smooth solution,
more precisely
Theorem 1.5. Suppose that for any γ > 1 and (u0, τ0) ∈ Hs(R2) ×Hs(R2) for s > 2.
Then there exists a unique global smooth solution pair (u(x, t), τ(x, t)) to the system
(1.8) such that for any given T > 0
u ∈ C([0, T ];Hs(R2)) ∩ L2([0, T ];Hs+γ(R2)),
τ ∈ C([0, T ];Hs(R2)).
5We want to point out that the proof of Theorem 1.5 can be achieved by the similar
argument applied in proving Theorem 1.1, and thus the details are given in the Appendix.
Finally, the rest of this paper is organized as follows. In Section 2, we give the proof
of the main result, namely, Theorem 1.1. In the Appendix we provide some a priori
estimates to the system (1.7) with α = η = 0 which may be useful and of interest for
future improvement. Moreover, we also give the details of the proof of Theorem 1.5 in
the Appendix.
2. proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. Before proving the theorem, we
first introduce the following conventions and notations which will be used throughout
this paper. Throughout this paper, the letter C denotes a general constant which may be
different from line to line. We shall sometimes use the natation A . B which stands for
A ≤ CB. Finally, we denote: ω = curl(u) = ∂1u2−∂2u1, ∇·u = div(u), Λ = (−∆)
1
2 and
the standard commutator notation [R, f ]g = R(fg)− fRg. For three n order matrices
A, B and τ , we denote A : B =
∑n
i,j=1 aijbij where aij and bij are the components of
matrices A and B, respectively and (∇ · τ)j =
∑2
i=1 ∂iτij .
The existence and uniqueness of local smooth solutions can be done without any
difficulty as in the case of the Euler and Navier-Stokes equations, thus it is sufficient to
establish a priori estimates.
To prove the main result, we need to establish two key lemmas, namely Lemmas 2.2
and 2.4. First, we can easily derive the following energy estimate from the system (1.7)
which holds true for any α ≥ 0.
Lemma 2.1. For any corresponding solution (u, τ) of (1.7), there exist some constants
C such that for any T > 0
‖u(t)‖2L2 + ‖τ(t)‖
2
L2 + 2
∫ T
0
(‖∇u‖2L2 + ‖Λ
ατ‖2L2) dt = ‖u0‖
2
L2 + ‖τ0‖
2
L2 ≤ C <∞ (2.1)
for any t ∈ [0, T ].
Proof of Lemma 2.1. Taking the inner product of (1.7)1 with u and the inner product
of (1.7)2 with τ , using the divergence free property and summing up them, we easily get
1
2
d
dt
(‖u(t)‖2L2 + ‖τ(t)‖
2
L2) + ‖∇u‖
2
L2 + ‖Λ
ατ‖2L2 = 0, (2.2)
where the following the cancelation identities have been applied∫
R2
(∇ · τ) · u dx+
∫
R2
Du : τ dx = 0 and
∫
R2
(τΩ − Ωτ) : τ dx = 0,
(
see(2.14)
)
.
Integrating (2.2) from 0 to t, we obtain the desired result. 
The following lemma proves a global bound for ‖τ(t)‖Lr and
∫ T
0
‖ω(t)‖
2r
r−2
Lr dt for any
2 < r < ∞. This global bound is valid for any α > 0 which will play a significant role
in obtaining the higher integrability in terms of the vorticity w and the stress tensor τ .
More precisely, we have the following lemma
6Lemma 2.2. Assume that α > 0 and any 2 < r < ∞. For any corresponding solution
(u, τ) of (1.7), there exist some constants C such that for any T > 0
‖τ(t)‖Lr ≤ C <∞,
∫ T
0
‖ω(t)‖
2r
r−2
Lr dt ≤ C <∞ (2.3)
for any t ∈ [0, T ].
Proof of Lemma 2.2. In order to get the above estimate, we first apply operator curl
to the equation (1.7)1 to obtain the vorticity w equation as follows
∂tω + (u · ∇)ω −∆ω = curl div(τ). (2.4)
However, the ”vortex stretching” term curl div(τ) appears to prevent us from proving any
global bound for ω, even though one combines this vorticity equation with the equation
(1.7)2. To overcome this difficulty, we exploit the method introduced by Hmidi, Keraani
and Rousset [14, 15] to treat the critical Boussinesq equations. Their natural idea would
be to eliminate curl div(τ) from the vorticity equation. Here we would like to mention
that Elgindi-Rousset [8] first bring the trick to Oldroyd-B model. To realize this idea,
we take R as the singular integral operator
R = (−∆)−1curl div.
Applying the operator R to equation (1.7)2, one has
∂tRτ + (u · ∇)Rτ = RDu−RΛ
2ατ − [R, u · ∇]τ −R(τΩ− Ωτ). (2.5)
We set the combined quantity Γ as follows
Γ = ω −Rτ.
By combining (2.4) and (2.5), it is easy to verify that Γ satisfies
∂tΓ + (u · ∇)Γ−∆Γ = RΛ
2ατ −RDu+ [R, u · ∇]τ +R(τΩ − Ωτ). (2.6)
Testing (2.6) by Γ, we obtain, after integration by parts
1
2
d
dt
‖Γ‖2L2 + ‖∇Γ‖
2
L2 = N1 +N2 +N3, (2.7)
where
N1 =
∫
R2
(RΛ2ατ −RDu)Γ dx, N2 =
∫
R2
[R, u · ∇]τΓ dx,
N3 =
∫
R2
R(τΩ − Ωτ)Γ dx.
In what follows, we will deal with each term on the right-hand side of (2.7) separately.
Young inequality and interpolation inequality imply that
N1 ≤ ‖Λ
ατ‖L2‖RΛ
αΓ‖L2 + ‖RDu‖L2‖Γ‖L2
. ‖Λατ‖L2‖Λ
αΓ‖L2 + ‖Du‖L2‖Γ‖L2
. ‖Λατ‖L2‖Γ‖
1−α
L2
‖∇Γ‖αL2 + ‖∇u‖L2‖Γ‖L2
≤
1
4
‖∇Γ‖2L2 + C‖Γ‖
2
L2 + C(‖Λ
ατ‖2L2 + ‖∇u‖
2
L2), (2.8)
where we have used the following facts: ‖Rf‖Lp ≤ C‖f‖Lp for any p ∈ (1, ∞) and the
interpolation ‖ΛαΓ‖L2 ≤ C‖Γ‖
1−α
L2
‖∇Γ‖αL2 for any 0 ≤ α ≤ 1.
7The term N2 is much more involved. To estimate it appropriately, we apply the following
commutator estimate (see Theorem 3.3 in [14])
‖[R, u]f‖Hs ≤ C(s)(‖∇u‖L2‖f‖Bs−1∞,2 + ‖u‖L2‖f‖L2), (2.9)
for any smooth divergence-free vector field and any 0 < s < 1. Here Bsp,r with s ∈ R
and p, r ∈ [1,∞] denotes an inhomogeneous Besov space.
It follows from the above commutator estimate (2.9) that
N2 =
∫
R2
∇ · [R, u]τΓ dx (∇ · u = 0)
. ‖[R, u]τ‖
H˙
r−2
2r
‖Γ‖
H˙
r+2
2r
. ‖[R, u]τ‖
H
r−2
2r
‖Γ‖
H˙
r+2
2r
. (‖∇u‖L2‖τ‖
B
−r−2
2r
∞,2
+ ‖u‖L2‖τ‖L2)‖Γ‖
r−2
2r
L2
‖∇Γ‖
r+2
2r
L2
. (‖∇u‖L2‖τ‖Lr + ‖u‖L2‖τ‖L2)‖Γ‖
r−2
2r
L2
‖∇Γ‖
r+2
2r
L2
≤
1
8
‖∇Γ‖2L2 + C‖∇u‖
4r
3r−2
L2
‖τ‖
4r
3r−2
Lr ‖Γ‖
2(r−2)
3r−2
L2
+ C(‖u‖L2‖τ‖L2)
4r
3r−2‖Γ‖
2(r−2)
3r−2
L2
,(2.10)
where we have used the following facts: Lr(R2) →֒ B
−r−2
2r
∞,2 (R
2) (see Lemma A.4) with
2 < r <∞ and ‖f‖H˙s ≤ C‖f‖Hs for any s > 0.
Finally, by Young inequality and Gagliardo-Nirenberg inequality, one can easily check
that
N3 ≤ ‖R(τΩ− Ωτ)‖
L
2
2−α
‖Γ‖
L
2
α
. ‖τΩ− Ωτ‖
L
2
2−α
‖Γ‖
L
2
α
. ‖Ω‖L2‖τ‖
L
2
1−α
‖Γ‖αL2‖∇Γ‖
1−α
L2
(
α > 0
)
. ‖Γ−Rτ‖L2‖Λ
ατ‖L2‖Γ‖
α
L2‖∇Γ‖
1−α
L2
≤
1
4
‖∇Γ‖2L2 + C‖τ‖
2
1+α
Hα ‖Γ‖
2
L2 + C(‖τ‖L2‖τ‖Hα)
2
1+α‖Γ‖
2α
1+α
L2
. (2.11)
Let us remark that this is the only place in the proof of Lemma 2.2 where we use the
main assumption α > 0.
Putting estimates (2.8), (2.10) and (2.11) into (2.7), absorbing the dissipative term gives
us the bound by
d
dt
‖Γ‖2L2 + ‖∇Γ‖
2
L2 ≤ C(‖Λ
ατ‖2L2 + ‖∇u‖
2
L2) + C(1 + ‖τ‖
2
1+α
Hα )‖Γ‖
2
L2
+C‖∇u‖
4r
3r−2
L2
‖τ‖
4r
3r−2
Lr ‖Γ‖
2(r−2)
3r−2
L2
+ C(‖u‖L2‖τ‖L2)
4r
3r−2‖Γ‖
2(r−2)
3r−2
L2
+C(‖τ‖L2‖τ‖Hα)
2
1+α‖Γ‖
2α
1+α
L2
≤ C(‖Λατ‖2L2 + ‖∇u‖
2
L2) + C(1 + ‖τ‖
2
Hα)‖Γ‖
2
L2
+C‖∇u‖
4r
3r−2
L2
(‖τ‖2Lr + ‖Γ‖
2
L2),
8where the following facts have been applied: 4r
3r−2
≤ 2, 2(r−2)
3r−2
≤ 2, 2
1+α
≤ 2 and 2α
1+α
≤ 2.
As a result, it follows that
d
dt
‖Γ‖2L2 + ‖∇Γ‖
2
L2 ≤ C(‖Λ
ατ‖2L2 + ‖∇u‖
2
L2) + C(1 + ‖τ‖
2
Hα)‖Γ‖
2
L2
+C‖∇u‖
4r
3r−2
L2
(‖τ‖2Lr + ‖Γ‖
2
L2). (2.12)
In order to close the above inequality, we need to establish the differential inequality
of estimate of ‖τ‖Lr . Multiplying the stress tensor τ equation of (1.7) by |τ |r−2τ and
integrating over R2 with respect to variable x, it holds that
1
r
d
dt
‖τ‖rLr +
∫
R2
(Λ2ατ)τ |τ |r−2 dx =
∫
R2
Duτ |τ |r−2 dx, (2.13)
where the divergence-free condition has been used. Meanwhile it is worth pointing out
the following simple fact also has been used∫
R2
(τΩ− Ωτ) : |τ |r−2τ dx = 0
for any r ≥ 2 due to the symmetry of τ .
As a matter of fact, we have∫
R2
(τΩ− Ωτ) : |τ |r−2τ dx =
∫
R2
τikΩkj |τ |
r−2τij dx−
∫
R2
Ωkjτji|τ |
r−2τki dx
=
∫
R2
τikΩkj |τ |
r−2τij dx−
∫
R2
Ωkjτij |τ |
r−2τik dx
= 0, (2.14)
where we used τji = τij and τki = τik due to the symmetry of τ . Here and in the sequel
we adopt the Einstein convention about summation over repeated indices.
According to the following positive inequality (see [7] for instance)∫
Rn
|h(x)|p−2h(x)Λαh(x) dx ≥
2
p
∫
Rn
(Λ
α
2 |h(x)|
p
2 )2 dx ≥ 0 (2.15)
for any 0 ≤ α ≤ 2, p ≥ 2, we thus conclude that
d
dt
‖τ‖2Lr ≤ C‖Du‖Lr‖τ‖Lr . (2.16)
The boundedness of the Riesz operator between Lq spaces (1 < q <∞) and the definition
of Γ allow us to show
d
dt
‖τ‖2Lr ≤ C‖Du‖Lr‖τ‖Lr
≤ C‖ω‖Lr‖τ‖Lr
≤ C(‖Γ‖Lr + ‖τ‖Lr)‖τ‖Lr
≤ C‖Γ‖
2
r
L2
‖∇Γ‖
r−2
r
L2
‖τ‖Lr + ‖τ‖
2
Lr
≤
1
4
‖∇Γ‖2L2 + C(‖Γ‖
2
L2 + ‖τ‖
2
Lr), (2.17)
where we used the following Gagliardo-Nirenberg inequality
‖Γ‖Lr ≤ C‖Γ‖
2
r
L2
‖∇Γ‖
r−2
r
L2
, 2 < r <∞.
9Adding up the above estimates (2.15) and (2.17) altogether, we obtain
d
dt
(‖Γ‖2L2 + ‖τ‖
2
Lr) + ‖∇Γ‖
2
L2 ≤ C(‖Λ
ατ‖2L2 + ‖∇u‖
2
L2) + C(1 + ‖τ‖
2
Hα)‖Γ‖
2
L2
+C(1 + ‖∇u‖
4r
3r−2
L2
)(‖Γ‖2L2 + ‖τ‖
2
Lr). (2.18)
Apply the above Lemma 2.1 and the differential form of Gronwall inequality to (2.18)
to get
‖Γ(t)‖2L2 + ‖τ‖
2
Lr +
∫ T
0
‖∇Γ(s)‖2L2 ds ≤ C <∞.
The above estimate together with the quantity Γ = ω−Rτ and ‖Γ‖Lr ≤ C‖Γ‖
2
r
L2
‖∇Γ‖
r−2
r
L2
,
we find that the following is immediate∫ T
0
‖ω(t)‖
2r
r−2
Lr dt ≤ C <∞.
Therefore, this concludes the proof of Lemma 2.2. 
Remark 2.3. Here we want to point out that Lemma 2.2 still holds true for the case
α = 0 when the corotational term τΩ− Ωτ is absent from the system (1.7).
With the global bound (2.3) at our disposal, we are ready to prove the following key
lemma which is valid for any α > 0.
Lemma 2.4. Suppose that α > 0 and for any corresponding solution (u, τ) of (1.7),
there exist some constants C such that for any T > 0
‖∇τ(t)‖2L2 +
∫ T
0
(‖∇ω‖2L2 + ‖Λ
α∇τ‖2L2)(s) ds ≤ C <∞ (2.19)
for any t ∈ [0, T ].
Proof of Lemma 2.4. Applying ∇ to the Oldroyd-B equations (1.7)2 and testing the
resulting equation by ∇τ , we get
1
2
d
dt
‖∇τ‖2L2 + ‖Λ
α∇τ‖2L2 =
∫
R2
∇Du · ∇τ dx−
∫
R2
∇(u · ∇τ) : ∇τ dx
+
∫
R2
∇(τΩ− Ωτ) · ∇τ dx. (2.20)
Multiplying the vorticity equation (2.4) by w, noting the incompressibility condition, it
leads to
1
2
d
dt
‖ω‖2L2 + ‖∇ω‖
2
L2 =
∫
R2
(curl div(τ))ω dx. (2.21)
Combining (2.20) and (2.21), we arrive at
1
2
d
dt
(‖ω‖2L2 + ‖∇τ‖
2
L2) + ‖∇ω‖
2
L2 + ‖Λ
α∇τ‖2L2
=
∫
R2
(curl div(τ))ω dx+
∫
R2
∇Du · ∇τ dx−
∫
R2
∇(u · ∇τ) : ∇τ dx
+
∫
R2
∇(τΩ− Ωτ) · ∇τ dx
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:= K1 +K2 +K3 +K4. (2.22)
In what follows, we will deal with each term on the right-hand side of (2.22) separately.
First of all, the first two terms K1 and K2 are easy to handle. Indeed, integrating by
parts and taking advantage of Young inequality lead to
K1 ≤ ‖∇τ‖L2‖∇w‖L2
≤
1
4
‖∇ω‖2L2 + C‖∇τ‖
2
L2 . (2.23)
The Young inequality directly gives
K2 ≤ ‖∇τ‖L2‖∇Du‖L2
. ‖∇τ‖L2‖∇ω‖L2
≤
1
4
‖∇ω‖2L2 + C‖∇τ‖
2
L2 . (2.24)
Recalling the incompressibility condition, the term K3 can be rewritten as
K3 = −
∫
R2
∂l(ui∂iτkj)∂lτkj dx
= −
∫
R2
∂lui∂iτkj∂lτkj dx.
By Ho¨lder inequality and Gagliardo-Nirenberg inequality, we can obtain
K3 ≤ C‖∇u‖Lr‖∇τ‖
2
L
2r
r−1
≤ C‖ω‖Lr‖∇τ‖
2(αr−1)
αr
L2
‖Λα∇τ‖
2
αr
L2
≤
1
2
‖Λα∇τ‖2L2 + C‖ω‖
αr
αr−1
Lr ‖∇τ‖
2
L2 , (2.25)
where we have applied the following Gagliardo-Nirenberg inequality
‖∇τ‖
L
2r
r−1
≤ C‖∇τ‖
αr−1
αr
L2
‖Λα∇τ‖
1
αr
L2
, r >
1
α
.
Similarly, the last term K4 can be bounded by
K4 ≤ C
∫
R2
|∇τ | |Ω| ∇τ | dx+ C
∫
R2
|τ | |∇Ω| ∇τ | dx
≤ C‖∇u‖Lr‖∇τ‖
2
L
2r
r−1
+ C‖τ‖
L
2
α(1−ε)
‖∇Ω‖L2‖∇τ‖
L
2
1−α+αε
≤ C‖ω‖Lr‖∇τ‖
2(αr−1)
αr
L2
‖Λα∇τ‖
2
αr
L2
+ C‖τ‖
L
2
α(1−ε)
‖∇ω‖L2‖∇τ‖
ε
L2‖Λ
α∇τ‖1−ε
L2
≤
1
4
‖Λα∇τ‖2L2 +
1
4
‖∇ω‖2L2 + C‖ω‖
αr
αr−1
Lr ‖∇τ‖
2
L2 + C‖τ‖
2
ε
L
2
α(1−ε)
‖∇τ‖2L2 , (2.26)
where we can select ε ∈ (0, 1) suitably small to satisfy the following Gagliardo-Nirenberg
inequality
‖∇τ‖
L
2
1−α+αε
≤ C‖∇τ‖εL2‖Λ
α∇τ‖1−ε
L2
.
Inserting the four previous estimates (2.23), (2.24), (2.25) and (2.26) into (2.22), ignoring
the dissipative terms, one obtains
d
dt
(‖ω‖2L2 + ‖∇τ‖
2
L2) + ‖∇ω‖
2
L2 + ‖Λ
α∇τ‖2L2
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≤ C‖∇τ‖2L2 + C‖ω‖
αr
αr−1
Lr ‖∇τ‖
2
L2 + C‖τ‖
2
ε
L
2
α(1−ε)
‖∇τ‖2L2 . (2.27)
Recalling the following bound obtained in Lemma 2.2∫ T
0
‖ω(t)‖
2r
r−2
Lr dt ≤ C <∞,
it is easy to check that ∫ T
0
‖ω(t)‖
αr
αr−1
Lr dt ≤ C <∞,
provided that
r >
2(1− α)
α
.
Therefore, we choose the following r in proving this Lemma 2.4,
r > max
{2(1− α)
α
,
1
α
}
.
With the aid of above observation, we can conclude the desired result by applying
Gronwall inequality to (2.27). Consequently, this concludes the proof of Lemma 2.4. 
With Lemmas 2.2 and 2.4 at our disposal, we are now turning to give the proof of
the main result as follows.
Proof of Theorem 1.1. Applying operation Λs with s > 2 to system(1.7) and taking
the L2 inner product with Λsu and Λsτ respectively, adding them up, we can get
1
2
d
dt
(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2) + ‖Λ
s+1u‖2L2 + ‖Λ
s+ατ‖2L2
. ‖Λsτ(t)‖L2‖Λ
s+1u‖L2 +
∫
R2
|[Λs, u · ∇]u · Λsu| dx+
∫
R2
|[Λs, u · ∇]τ : Λsτ | dx
+
∫
R2
Λs(τΩ− Ωτ) : Λsτ dx
:= L1 + L2 + L3 + L4. (2.28)
The first term can be bounded by
L1 ≤
1
4
‖Λs+1u‖2L2 + C‖Λ
sτ‖2L2 . (2.29)
To estimate L2, L3 and L4, the following commutator estimates and bilinear estimates
will be used (see Kato-Ponce [21] and Kenig-Ponce-Vega [22])
‖[Λs, f ]g‖Lp ≤ C(‖∇f‖Lp1‖Λ
s−1g‖Lp2 + ‖Λ
sf‖Lp3‖g‖Lp4 ), (2.30)
and
‖Λs(fg)‖Lp ≤ C(‖f‖Lp1‖Λ
sg‖Lp2 + ‖Λ
sf‖Lp3‖g‖Lp4 ) (2.31)
with s > 0, p2, p3 ∈ (1,∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
.
According to above commutator estimate (2.30), it follows that
L2 ≤ C‖[Λ
s, u · ∇]u‖L2‖Λ
su‖L2
≤ C‖∇u‖L∞‖Λ
su‖2L2, (2.32)
L3 ≤ C‖[Λ
s, u · ∇]τ‖L2‖Λ
sτ‖L2
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≤ C(‖∇u‖L∞‖Λ
sτ‖L2 + ‖∇τ‖
L
2
1−α
‖Λsu‖
L
2
α
)‖Λsτ‖L2
≤ C(‖∇u‖L∞‖Λ
sτ‖L2 + ‖Λ
α∇τ‖L2‖Λ
su‖αL2‖Λ
s+1u‖1−α
L2
)‖Λsτ‖L2
≤
1
4
‖Λs+1u‖2L2 + C‖∇u‖L∞‖Λ
sτ‖2L2 + C‖Λ
su‖2L2 + ‖Λ
α∇τ‖2L2‖Λ
sτ‖2L2 .(2.33)
Thanks to above bilinear estimate (2.31), it is easy to show
L4 ≤ C
∫
R2
Λs(τΩ)Λsτ dx
≤ C‖∇u‖Lr‖Λ
sτ‖2
L
2r
r−1
+ C‖τ‖L2r‖Λ
sΩ‖L2‖Λ
sτ‖
L
2r
r−1
≤ C‖w‖Lr‖Λ
sτ‖
2(αr−1)
αr
L2
‖Λs+ατ‖
2
αr
L2
+ C‖τ‖L2r‖Λ
s+1u‖L2‖Λ
sτ‖
αr−1
αr
L2
‖Λs+ατ‖
1
αr
L2
≤
1
4
‖Λs+ατ‖2L2 +
1
4
‖Λs+1u‖2L2 + C‖w‖
αr
αr−1
Lr ‖Λ
sτ‖2L2 + C‖τ‖
2αr
αr−1
L2r
‖Λsτ‖2L2 . (2.34)
Here we want to state that r > 1
α
as in proving K4.
Substituting all the preceding estimates into (2.28), one reaches
d
dt
(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2) + ‖Λ
s+1u‖2L2 + ‖Λ
s+ατ‖2L2
. (1 + ‖Λα∇τ‖2L2 + ‖w‖
αr
αr−1
Lr + ‖τ‖
2αr
αr−1
L2r
)(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2)
+‖∇u‖L∞(‖Λ
su(t)‖2L2 + ‖Λ
sτ(t)‖2L2). (2.35)
Thus in order to deal with ‖∇u‖L∞ , we turn our attention to the following standard
logarithmic Sobolev inequality (see, e.g., [23])
‖∇f‖L∞(R2) ≤ C
(
1 + ‖f‖L2(R2) + ‖∇(∇× f)‖L2(R2) log
(
e+ ‖Λsf‖L2(R2)
))
,
for all divergence-free functions f with f ∈ Hs(R2) for any s > 2. It should be noted
that the proof of this inequality is not particularly difficult via the Besov techniques but
will not be reproduced here.
Applying above logarithmic Sobolev inequality to (2.35), it implies that
d
dt
(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2) + ‖Λ
s+1u‖2L2 + ‖Λ
s+ατ‖2L2
.
(
1 + ‖u‖L2 + ‖∇ω‖L2 log
(
e+ ‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2
))
(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2)
+(1 + ‖Λα∇τ‖2L2 + ‖ω‖
αr
αr−1
Lr + ‖τ‖
2αr
αr−1
L2r
)(‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2).
By the estimates obtained in Lemmas 2.2 and 2.4 and the standard Log-Gronwall argu-
ment, it follows from this inequality that
‖Λsu(t)‖2L2 + ‖Λ
sτ(t)‖2L2 +
∫ T
0
(
‖Λs+1u‖2L2 + ‖Λ
s+ατ‖2L2
)
(s) ds ≤ C <∞,
which is the desired global bounds in Theorem 1.1. Moreover, the uniqueness is easy
since the velocity and the stress tensor are both Lipschitz. Indeed, let (u, τ, π) and
(u˜, τ˜ , π˜) be two solutions of (1.7) with the same initial data. We denote V = u − u˜,
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W = τ − τ˜ and P = π − π˜. Then the difference pair (V, W, P ) satisfies
∂tV + (u · ∇)V − ν∆V +∇P = ∇ ·W − (V · ∇)u˜,
∂tW + (u · ∇)W + (−∆)
αW + F (V,W ) = DV − (V · ∇)τ˜ ,
∇ · u = 0,
W (0) = V (0) = 0,
(2.36)
where F (V,W ) =WΩ− Ω˜W + 1
2
(
τ˜∇V − τ˜ (∇V )T +∇V τ − (∇V )T τ
)
.
Taking L2-product of the above equations (2.36)1, (2.36)2 with V and W , respectively,
it gives rise to
1
2
d
dt
(‖V (t)‖2L2 + ‖W (t)‖
2
L2) + ‖∇V ‖
2
L2 + ‖Λ
αW‖2L2
. ‖∇u˜‖L∞‖V ‖
2
L2 + ‖τ˜‖
2
L∞‖W‖
2
L2 + ‖τ‖
2
L∞‖W‖
2
L2 + ‖∇τ˜‖L∞‖V ‖L2‖W‖L2
. (‖∇u˜‖L∞ + ‖∇τ˜‖L∞ + ‖τ‖
2
L∞ + ‖τ˜‖
2
L∞)(‖V ‖
2
L2 + ‖W‖
2
L2),
where the following identity was used∫
R2
(∇ ·W ) · V dx+
∫
R2
DV : W dx = 0.
Thanks to the global Hs bound with s > 2, we know∫ T
0
(‖∇u˜‖L∞ + ‖∇τ˜‖L∞ + ‖τ‖
2
L∞ + ‖τ˜‖
2
L∞)(s) ds ≤ C <∞, for any 0 ≤ T <∞.
Gronwall inequality implies the following estimate
‖V (t)‖2L2 + ‖W (t)‖
2
L2 +
∫ T
0
(‖∇V (s)‖2L2 + ‖Λ
αW (s)‖2L2) ds
≤ (‖V (0)‖2L2 + ‖W (0)‖
2
L2)exp
[ ∫ T
0
(‖∇u˜‖L∞ + ‖∇τ˜‖L∞ + ‖τ‖
2
L∞ + ‖τ˜‖
2
L∞)(s) ds
]
.
Therefore, the desired uniqueness is an easy consequence of ‖V (0)‖2
L2
= ‖W (0)‖2
L2
= 0.
Consequenltly, the statements in Theorem 1.1 are proved. Thus, this completes the
proof of Theorem 1.1. 
Appendix A. some a priori estimates and the proof of Theorem 1.5
A.1. some a priori estimates. As discussed in the introduction, the global regularity
to the system (1.7) with α = η = 0 is open and quite challenging. Thus, in this Appendix
we provide some a priori estimates to the following system which may be useful and of
interest for future improvement,
∂tu+ (u · ∇)u−∆u+∇π = ∇ · τ,
∂tτ + (u · ∇)τ = Du,
∇ · u = 0,
u(x, 0) = u0(x), τ(x, 0) = τ0(x).
(A.1)
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Here, it is worthy to remark that the global bound (2.3) is enough for us to prove
Theorem 1.1. In other words, the global a priori estimates stated in this Appendix will
not be used in proving Theorem 1.1.
The global bound (2.3) allows us to improve the integrability of the vorticity w as
follows. Now we would like to state and prove the first lemma.
Lemma A.1. Let (u, τ) be any corresponding solution of (A.1). For any 2 < p, q <∞,
there exist some constants C such that for any T > 0∫ T
0
‖∇u(t)‖qLp dt ≤ C <∞. (A.2)
To prove this lemma, we recall some properties involving the heat operator. Now we
set (n is the space dimension)
et∆f = H(t, x) ∗ f, H(t, x) = (4πt)−
n
2 e−
|x|2
4t .
The following estimate is a direct consequence of the Young inequality.
‖∇ket∆f‖Lq ≤ Ct
−
k
2
−
n
2
( 1
p
−
1
q
)‖f‖Lp, (A.3)
for every 1 ≤ p ≤ q ≤ ∞ and integer k ≥ 0.
To prove the lemma, we also need the following Maximal LqtL
p
x regularity for the heat
kernel. The proof is omitted here and we can find the detailed proof in [29] for example.
Proposition A.2. The operator A defined by
Af(x, t) ,
∫ t
0
e(t−s)∆∆f(s, x) ds
is bounded from Lp(0, T ;Lq(Rn)) to Lp(0, T ;Lq(Rn)) for very (p, q) ∈ (1,∞) × (1,∞)
and T ∈ (0,∞].
Proof of Lemma A.1. Now let us start to prove Lemma A.1 with the help of Proposi-
tion A.2. Thanks to the divergence-free condition, we can deduce from the first equation
of (1.7) that
−π =
divdiv
−∆
(
τ − u⊗ u
)
, R˜
(
τ − u⊗ u
)
.
Hence, the first equation of (1.7) can be rewritten as
∂tu−∆u =
(
div +∇R˜
)(
τ − u⊗ u
)
.
Applying operator ∇ to above equality, one arrives at
∂t∇u−∆∇u = ∇
(
div +∇R˜
)(
τ − u⊗ u
)
. (A.4)
By Duhamel’s Principle, the velocity ∇u can be solved by
∇u(x, t) = et∆∇u0(x)−
∫ t
0
e(t−s)∆∆(−∆)−1∇
(
div +∇R˜
)(
τ − u⊗ u
)︸ ︷︷ ︸(x, s) ds. (A.5)
Note that ‖Γ‖L2 ≤ C and Γ = ω −Rτ , we can verify that
‖ω‖L2 ≤ C,
which together with the basic energy estimate (2.1) implies
‖u‖Lp ≤ C, for any 2 < p <∞.
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By (A.3) and Proposition A.2, one can conclude from (A.5) that
‖∇u‖Lq
T
L
p
x
≤ ‖et∆∇u0‖Lq
T
L
p
x
+
∥∥ ∫ t
0
e(t−s)∆∆(−∆)−1∇
(
div +∇R˜
)(
τ − u⊗ u
)︸ ︷︷ ︸(x, s) ds∥∥LqTLpx
≤ C‖H(t, x)‖Lq
T
L1x
‖∇u0‖Lpx + C
∥∥(−∆)−1∇(div +∇R˜)(τ − u⊗ u)∥∥
L
q
T
L
p
x
≤ C‖∇u0‖Lpx + C
∥∥τ − u⊗ u∥∥
L
q
T
L
p
x
≤ C + CT
1
q (‖u‖2
L∞
T
L
2p
x
+ ‖τ‖L∞
T
L
p
x
)
≤ C <∞,
where we have used the boundedness of the Calderon-Zygmund operator between the
Lp (1 < p <∞) space in the third inequality.
Thus, this concludes the proof of Proposition A.2. 
The next lemma is concerned with the quantity Γ which reads as
Lemma A.3. For any corresponding solution (u, τ) of (A.1) and any 2 < p, q < ∞,
there exist some constants C such that for any T > 0∫ T
0
‖∇Γ(t)‖qLp dt ≤ C <∞. (A.6)
Proof of Lemma A.3. By Lemma A.1, we conclude the following estimate
‖Γ‖Lq
T
L
p
x
≤ C‖ω‖Lq
T
L
p
x
+ C‖τ‖Lq
T
L
p
x
≤ C, for any 2 < p, q <∞.
In the case α = η = 0, the combined quantity Γ satisfies
∂tΓ + (u · ∇)Γ−∆Γ = [R, u · ∇]τ −RDu.
Taking into account the divergence-free condition and applying operator ∇, we thus get
∂t∇Γ−∆∇Γ = ∇
(
∇ · [R, u]τ −RDu−∇ · (uΓ)
)
. (A.7)
Again using Duhamel’s Principle, we can rewrite ∇Γ as follows
∇Γ(x, t) = et∆∇Γ0(x)−
∫ t
0
e(t−s)∆∆(−∆)−1∇
(
∇ · [R, u]τ −RDu−∇ · (uΓ)︸ ︷︷ ︸
)
(x, s) ds.
By means of (A.3) as well as Proposition A.2 again, it follows that
‖∇Γ‖Lq
T
L
p
x
≤ ‖et∆∇Γ0‖Lq
T
L
p
x
+
∥∥ ∫ t
0
e(t−s)∆∆(−∆)−1∇
(
∇ · [R, u]τ −RDu−∇ · (uΓ)︸ ︷︷ ︸
)
(x, s) ds
∥∥
L
q
T
L
p
x
≤ C‖H(t, x)‖Lq
T
L1x
‖∇Γ0‖Lpx + C
∥∥(−∆)−1∇(∇ · [R, u]τ −RDu−∇ · (uΓ))∥∥
L
q
T
L
p
x
≤ C‖∇Γ0‖Lpx + C
∥∥[R, u]τ∥∥
L
q
T
L
p
x
+ C
∥∥uΓ∥∥
L
q
T
L
p
x
+ C
∥∥u∥∥
L
q
T
L
p
x
≤ C + CT
1
q
∥∥[R, u]τ∥∥
L∞
T
L
p
x
+ C‖u‖L∞
T
L
2p
x
‖Γ‖Lq
T
L
2p
x
+ CT
1
q ‖u‖L∞
T
L
p
x
≤ C <∞,
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where we have used the following two facts:
(1) the boundedness of the Calderon-Zygmund operator between the Lp space for any
1 < p <∞.
(2) the following estimate∥∥[R, u]τ∥∥
Lp
≤ C
∥∥[R, u]τ∥∥
B0p, 2
(
B0p, 2 →֒ L
p for 2 ≤ p <∞
)
≤ C
∥∥[R, u]τ∥∥
B
1− 2p
2, 2
≈
∥∥[R, u]τ∥∥
H
1− 2p
≤ C(‖∇u‖L2‖τ‖
B
−2
p
∞,2
+ ‖u‖L2‖τ‖L2)
≤ C(‖w‖L2‖τ‖Lp+ǫ + ‖u‖L2‖τ‖L2)
≤ C, (A.8)
where we used Lp+ǫ(R2) →֒ B
−2
p
∞,2(R
2) (see Lemma A.4) for some 0 < ǫ <∞.
Therefore we conclude the proof of Lemma A.3. 
Finally, we state an embedding inequality which has been used in above proof.
Lemma A.4. Let s > 2
p
with 1 < p ≤ ∞. Then the following embedding inequality holds
Lp(R2) →֒ B−s
∞,r(R
2), for 1 ≤ r ≤ ∞. (A.9)
Proof of Lemma A.4. The classical Bernstein inequality (see for instance [4]) allows
us to show that for any j ≥ −1
‖∆jf‖L∞ ≤ C2
2
p
j‖∆jf‖Lp.
Consequently, for 1 ≤ r <∞ (indeed the case r =∞ is more simpler), we have
∞∑
j=−1
2−jsr‖∆jf‖
r
L∞ ≤ C
∞∑
j=−1
2−(s−
2
p
)rj‖∆jf‖
r
Lp ≤ C
∞∑
j=−1
2−(s−
2
p
)rj‖f‖rLp.
According to s > 2
p
, one has
∞∑
j=−1
2−jsr‖∆jf‖
r
L∞ ≤ C‖f‖
r
Lp.
Based on the definition of space B−s
∞,r, we conclude the proof. 
A.2. The proof of Theorem 1.5. In this subsection, we give the details of the proof
of Theorem 1.5. In this subsection, we only consider the case 1 < γ ≤ 4
3
. As a matter
of fact, it is strongly believed that the diffusion term is always good term and the larger
the power γ is, the better effects it produces. Therefore, the case γ > 1 and arbitrarily
close to one is the main focus of this paper. We remark that the case γ > 4
3
is even more
easier. To begin with, we can easily derive from the system (1.8) that
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Lemma A.5. For any corresponding solution (u, τ) of (1.8), there exist some constants
C such that for any T > 0
‖u(t)‖2L2 + ‖τ(t)‖
2
L2 +
∫ T
0
‖Λγu(s)‖2L2 ds ≤ C <∞ (A.10)
for any t ∈ [0, T ].
Apply operator curl to the equation (1.8)1 to obtain the vorticity ω equation as follows
∂tω + (u · ∇)ω + Λ
2γω = curl div(τ). (A.11)
Taking the operatorRγ = Λ−2γcurl div and applying the operator Rγ to equation (1.8)2,
we have
∂tRγτ + (u · ∇)Rγτ = RγDu− [Rγ , u · ∇]τ −Rγ(τΩ− Ωτ). (A.12)
Denoting the combined quantity G = ω −Rγτ , it is easy to verify that G obeys
∂tG+ (u · ∇)G+ Λ
2γG = [Rγ , u · ∇]τ +Rγ(τΩ− Ωτ)−RγDu. (A.13)
Now we can conclude the following result.
Lemma A.6. Assume that 1 < γ ≤ 4
3
and any 2 < r < ∞. For any corresponding
solution (u, τ) of (1.8), there exist some constants C such that for any T > 0
‖G(t)‖2L2 + ‖τ(t)‖
2
Lr +
∫ T
0
‖ΛγG(s)‖2L2 ds ≤ C <∞ (A.14)
for any t ∈ [0, T ].
Proof of Lemma A.6. Taking the inner product of (A.13) with G, we obtain, after
integration by parts
1
2
d
dt
‖G‖2L2 + ‖Λ
γG‖2L2 = J1 + J2 + J3, (A.15)
where
J1 = −
∫
R2
RγDuGdx, J2 =
∫
R2
[Rγ , u · ∇]τG dx,
J3 =
∫
R2
Rγ(τΩ− Ωτ)Gdx.
The first term admits the following estimate for any 1 < γ ≤ 3
2
J1 ≤ ‖Λ
3−2γu‖L2‖G‖L2
. (‖u‖L2 + ‖Λ
γu‖L2)‖G‖L2. (A.16)
Thanks to the Young inequality and the Gagliardo-Nirenberg inequality, one can show
that for any 1 < γ ≤ 4
3
J3 ≤ ‖Rγ(τΩ− Ωτ)‖L2‖G‖L2
. ‖τΩ− Ωτ‖
L
2
2γ−1
‖G‖L2
. ‖τ‖
L
2
3(γ−1)
‖Ω‖
L
2
2−γ
‖G‖L2
. (‖τ‖L2 + ‖τ‖Lr)‖∇u‖
L
2
2−γ
‖G‖L2
(
r >
2
3(γ − 1)
)
. (‖τ‖L2 + ‖τ‖Lr)‖Λ
γu‖L2‖G‖L2
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≤ C + C(1 + ‖Λγu‖2L2)(‖G‖
2
L2 + ‖τ‖
2
Lr). (A.17)
By the following commutator estimate (see Proposition 4.2 in [36])
‖[Rγ , u · ∇]f‖B02,2 ≤ C‖∇u‖L2(‖f‖B2−2γ∞,2
+ ‖f‖L2), 1 < γ <
3
2
(A.18)
for any smooth divergence-free vector field, it follows that
J2 =
∫
R2
[Rγ , u · ∇]τG dx
. ‖[Rγ, u · ∇]τ‖B02,2‖G‖L2
. C‖∇u‖L2(‖τ‖B2−2γ∞,2 + ‖τ‖L2)‖G‖L2
. C‖∇u‖L2(‖τ‖Lr + ‖τ‖L2)‖G‖L2
(
r >
1
γ − 1
)
. C(‖u‖L2 + ‖Λ
γu‖L2)(‖τ‖Lr + ‖τ‖L2)‖G‖L2
. C(‖u‖L2 + ‖Λ
γu‖L2 + ‖τ‖
2
L2)(‖G‖
2
L2 + ‖τ‖
2
Lr). (A.19)
Inserting the above estimates (A.16), (A.19) and (A.17) into (A.15), absorbing the dis-
sipative term, we thus deduce
d
dt
‖G‖2L2 + ‖Λ
γG‖2L2 ≤ C(1 + ‖u‖L2 + ‖Λ
γu‖L2 + ‖τ‖
2
L2)(‖G‖
2
L2 + ‖τ‖
2
Lr).(A.20)
In order to close the above inequality, we need to establish the differential inequality
of estimate of ‖τ‖Lr . Multiplying the stress tensor τ equation of (1.8) by |τ |
r−2τ and
integrating over R2 yield
1
r
d
dt
‖τ‖rLr =
∫
R2
Duτ |τ |r−2 dx
≤ C‖Du‖Lr‖τ‖
r−1
Lr
≤ C‖ω‖Lr‖τ‖
r−1
Lr
≤ C(‖G‖Lr + ‖Rγτ‖Lr)‖τ‖
r−1
Lr
≤ C(‖G‖L2 + ‖Λ
γG‖L2 + ‖τ‖L2 + ‖τ‖Lr)‖τ‖
r−1
Lr , (A.21)
which further implies that
d
dt
‖τ‖2Lr ≤ C(‖G‖L2 + ‖Λ
γG‖L2 + ‖τ‖L2 + ‖τ‖Lr)‖τ‖Lr
≤
1
4
‖ΛγG‖2L2 + C + C(‖G‖
2
L2 + ‖τ‖
2
Lr). (A.22)
Adding up the above estimates (A.20) and (A.22) altogether, we obtain
d
dt
(‖G‖2L2 + ‖τ‖
2
Lr) + ‖Λ
γG‖2L2 ≤ C + C(1 + ‖u‖L2 + ‖Λ
γu‖2L2 + ‖τ‖
2
L2)
×(‖G‖2L2 + ‖τ‖
2
Lr).
The classical Gronwall inequality allows us to obtain
‖G(t)‖2L2 + ‖τ‖
2
Lr +
∫ T
0
‖ΛγG(s)‖2L2 ds ≤ C <∞.
Therefore, this concludes the proof of Lemma A.6. 
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With Lemma A.6 in hand, we can show
Lemma A.7. Under the assumptions of Lemma A.6, there exist some constants C such
that for any T > 0
‖τ(t)‖L∞ +
∫ T
0
‖∇u(s)‖L∞ ds ≤ C <∞ (A.23)
for any t ∈ [0, T ].
Proof of Lemma A.7. By the relation G = ω −Rγτ , one directly has
‖Λ2γ−2ω‖
L
2
γ−1
. ‖Λ2γ−2G‖
L
2
γ−1
+ ‖Λ2γ−2Rγτ‖
L
2
γ−1
. ‖ΛγG‖L2 + ‖τ‖
L
2
γ−1
. (A.24)
By the estimate (A.14), it thus gives∫ T
0
‖Λ2γ−2ω(t)‖
L
2
γ−1
dt <∞,
which together with the embedding leads to∫ T
0
‖∇u(t)‖L∞ dt .
∫ T
0
(‖u(t)‖L2 + ‖Λ
2γ−2ω(t)‖
L
2
γ−1
) dt <∞.
On the other hand, we have
d
dt
‖τ‖Lr ≤ C‖Du‖Lr‖τ‖Lr ≤ C‖∇u‖Lr‖τ‖Lr .
Letting r →∞, we get
d
dt
‖τ‖L∞ ≤ C‖∇u‖L∞‖τ‖L∞ .
The classical Gronwall inequality entails
‖τ‖L∞ <∞.
We thus complete the proof of Lemma A.7. 
We are now ready to prove the following key lemma.
Lemma A.8. Under the assumptions of Lemma A.6, there exist some constants C such
that for any T > 0
‖ω(t)‖2L2 + ‖∇τ(t)‖
2
L2 +
∫ T
0
‖Λγω(s)‖2L2 ds ≤ C <∞ (A.25)
for any t ∈ [0, T ].
Proof of Lemma A.8. Just as in proving Lemma 2.4, we immediately obtain
1
2
d
dt
(‖ω‖2L2 + ‖∇τ‖
2
L2) + ‖Λ
γω‖2L2
=
∫
R2
(curl div(τ))ω dx+
∫
R2
∇Du · ∇τ dx−
∫
R2
∇(u · ∇τ) : ∇τ dx
+
∫
R2
∇(τΩ− Ωτ) · ∇τ dx
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:= K1 +K2 +K3 +K4. (A.26)
These terms on the right-hand side of (A.26) can be estimated as follows. By the Ho¨lder
inequality and the Gagliardo-Nirenberg inequality, it lead to
K1 ≤ ‖∇τ‖L2‖∇w‖L2
≤ ‖∇τ‖L2‖w‖
1− 1
γ
L2
‖Λγw‖
1
γ
L2
≤
1
4
‖Λγω‖2L2 + C(‖∇τ‖
2
L2 + ‖w‖
2
L2), (A.27)
K2 ≤ ‖∇τ‖L2‖∇Du‖L2
. ‖∇τ‖L2‖∇ω‖L2
≤
1
4
‖Λγω‖2L2 + C(‖∇τ‖
2
L2 + ‖w‖
2
L2), (A.28)
K3 ≤ C‖∇u‖L∞‖∇τ‖
2
L2, (A.29)
and
K4 ≤ C
∫
R2
|∇τ | |Ω| ∇τ | dx+ C
∫
R2
|τ | |∇Ω| ∇τ | dx
≤ C‖∇u‖L∞‖∇τ‖
2
L2 + C‖τ‖L∞‖∇Ω‖L2‖∇τ‖L2
≤ C‖∇u‖L∞‖∇τ‖
2
L2 + C‖τ‖L∞‖∇ω‖L2‖∇τ‖L2
≤ C‖∇u‖L∞‖∇τ‖
2
L2 + C‖τ‖L∞‖w‖
1− 1
γ
L2
‖Λγw‖
1
γ
L2
‖∇τ‖L2
≤
1
4
‖Λγω‖2L2 + C‖∇u‖L∞‖∇τ‖
2
L2 + C‖τ‖
2γ
2γ−1
L∞ (‖∇τ‖
2
L2 + ‖w‖
2
L2). (A.30)
Inserting the four previous estimates (A.27), (A.28), (A.29) and (A.30) into (A.26) yields
d
dt
(‖ω‖2L2 + ‖∇τ‖
2
L2) + ‖Λ
γω‖2L2 ≤ C(1 + ‖∇u‖L∞ + ‖τ‖
2γ
2γ−1
L∞ )(‖∇τ‖
2
L2 + ‖w‖
2
L2).
Noticing the estimate (A.23), we can conclude the desired result by applying Gronwall
inequality. Consequently, this concludes the proof of Lemma A.8. 
Proof of Theorem 1.5. Applying ∆ to system (1.8) and taking the L2 inner product
with ∆u and ∆τ respectively, adding them up, we have
1
2
d
dt
(‖∆u(t)‖2L2 + ‖∆τ(t)‖
2
L2) + ‖Λ
2+γu‖2L2
. ‖∆τ‖L2‖Λ
3u‖L2 +
∣∣∣ ∫
R2
[∆, u · ∇]u ·∆u dx
∣∣∣ + ∣∣∣ ∫
R2
[∆, u · ∇]τ : ∆τ dx
∣∣∣
+
∫
R2
∆(τΩ− Ωτ) : ∆τ dx
:= L1 + L2 + L3 + L4. (A.31)
The four terms can be bounded by
L1 ≤ ‖∆τ‖L2‖∆u‖
γ−1
γ
L2
‖Λ2+γu‖
1
γ
L2
.
1
4
‖Λ2+γu‖2L2 + C(‖∆u‖
2
L2 + ‖∆τ‖
2
L2),
21
L2 ≤ C‖[∆, u · ∇]u‖L2‖∆u‖L2
≤ C‖∇u‖L∞‖∆u‖
2
L2,
L3 =
∣∣∣ ∫
R2
[∆, u · ∇]τ : ∆τ dx
∣∣∣
=
∣∣∣ ∫
R2
∆u∇τ∆τ dx
∣∣∣ + ∣∣∣ ∫
R2
∇u∇∇τ∆τ dx
∣∣∣
≤ C‖∆u‖L∞‖∇τ‖L2‖∆τ‖L2 + C‖∇u‖L∞‖∆τ‖
2
L2
≤ C‖∆u‖
γ−1
γ
L2
‖Λ2+γu‖
1
γ
L2
‖∇τ‖L2‖∆τ‖L2 + C‖∇u‖L∞‖∆τ‖
2
L2
≤
1
4
‖Λ2+γu‖2L2 + C‖∇τ‖
2γ
2γ−1
L2
(‖∆u‖2L2 + ‖∆τ‖
2
L2) + C‖∇u‖L∞‖∆τ‖
2
L2 ,
and
L4 ≤ C
∫
R2
∆(τΩ)∆τ dx
≤ C‖∇u‖L∞‖∆τ‖
2
L2 + C‖τ‖L∞‖∆Ω‖L2‖∆τ‖L2
≤ C‖∇u‖L∞‖∆τ‖
2
L2 + C‖τ‖L∞‖∆u‖
γ−1
γ
L2
‖Λ2+γu‖
1
γ
L2
‖∆τ‖L2
≤
1
4
‖Λ2+γu‖2L2 + C‖τ‖
2γ
2γ−1
L∞ (‖∆u‖
2
L2 + ‖∆τ‖
2
L2) + C‖∇u‖L∞‖∆τ‖
2
L2 .
Substituting all the preceding estimates into (A.31), we find that
d
dt
(‖∆u(t)‖2L2 + ‖∆τ(t)‖
2
L2) + ‖Λ
2+γu‖2L2 + ‖Λ
2+ατ‖2L2
. C(1 + ‖∇u‖L∞ + ‖∇τ‖
2γ
2γ−1
L2
+ ‖τ‖
2γ
2γ−1
L∞ )(‖∆u‖
2
L2 + ‖∆τ‖
2
L2).
We thus get by the Gronwall inequality that
‖∆u(t)‖2L2 + ‖∆τ(t)‖
2
L2 +
∫ T
0
(‖Λ2+γu‖2L2 + ‖Λ
2+ατ‖2L2)(t) dt <∞. (A.32)
Finally, the Hs-estimate with s > 2 can be easily deduced with the help of the above
estimate (A.32). Thus, we conclude the proof of Theorem 1.5. 
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