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We investigate meson and nucleon dynamics at finite baryon density and temperature by coupling
the nucleon field and the omega meson to the three-flavor linear sigma model and calculate hadronic
properties around the nuclear liquid-gas transition. We apply the functional renormalization group
method, and find that mesonic fluctuations increase the strength of the coefficient of the UA(1)
breaking determinant operator as a function of the chiral condensate. As a consequence, we find
that the actual value of the anomaly increases discontinuously at the first order nuclear liquid-gas
transition. We calculate how mesonic masses and partial restoration of chiral symmetry are modified
due to such an effect.
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I. INTRODUCTION
Understanding strongly interacting dynamics in dense
nuclear matter is a great challenge in nuclear many-body
theory. At present times, controlled results on thermo-
dynamics of the fundamental theory of quantum chro-
modynamics (QCD) are unlikely to be acquired for bary-
ochemical potentials µB & T [1], and therefore, one is
left without first principle calculations regarding the be-
havior of cold nuclear matter at finite density. Related
phenomena, however, continuously receives huge atten-
tion. The equation of state (EOS) of cold dense nuclear
matter found the deep interior of neutron stars (NSs) has
been under several constrains since the discovery of two
solar mass objects [2, 3], and the recent measurement of
gravitational waves of a NS-NS merger [4]. The hadron
spectrum, which is expected to be modified due to partial
restoration of chiral symmetry in the nuclear medium has
also been of considerable interest, in particular regard-
ing meson-nucleon bound states, which is regarded as a
unique possibility of probing in-medium meson properties
[5]. The η′-nucleon interaction has in particular received
attention, in that if the mass of the η′ particle dropped
about 100 MeV at normal nuclear density [6–9], similarly
to the Λ(1405) K¯-nucleon bound state, one might have
the chance of observing an η′-nucleon composite. Spec-
troscopy experiments of the 12C(γ, p) reaction via photon
beam have been proposed by the LEPS2 collaboration
(SPring-8 facility) [10] and by the BGO-OD (ELSA ac-
celerator). Furthermore, at the JAEA Heavy Ion (HI)
project it is aimed to create conditions similar to that
of a neutron star, i.e. 5−10 times normal nuclear den-
sity, for the first time in a laboratory setting [11]. The
program will expectedly help better understand and de-
termine the QCD phase structure, e.g. critical points,
phase boundaries and the EOS of nuclear matter.
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Because of lack of first principle calculations, one ap-
plies effective models, which are based on (approximate)
chiral symmetry of QCD. The most popular ones are the
two- or three-flavor linear sigma models, the Nambu-
Jona-Lasinio model, extended with the Polyakov loop,
vector mesons and the nucleon [12–20]. Typically, effec-
tive models are not weakly coupled, therefore, one needs
to go beyond mean field and perturbative approxima-
tions, and consider fluctuations to be important. Promis-
ing approaches for taking them into account are e.g. var-
ious functional methods, such as the Dyson-Schwinger
technique [21], the 2PI method [22, 23] or the functional
renormalization group (FRG) [24, 25]. In this paper we
extend our earlier formulations [26, 27] and apply the
FRG scheme. Through this method, it is possible to ex-
tract nonperturbative information out of the correspond-
ing models by deriving a scale evolution equation for the
quantum effective action. An important aspect of the for-
mulation is that it opens up the possibility of calculating
field dependent coupling constants (functions), which can
be interpreted as partial resummation of combinations of
operators reflecting chiral symmetry.
This is in particular interesting for the UA(1) break-
ing ‘t Hooft determinant term, which describes the ax-
ial UA(1) anomaly. A closely related question regarding
the QCD phase diagram and the physics of the η′ me-
son is the fate of this anomaly at finite temperature and
density. In [27] we calculated how the anomaly coeffi-
cient changes in the three-flavor linear sigma model ex-
tended with nucleons, as quantum, thermal and density
fluctuations are integrated out. We obtained that on the
one hand, as hinted above, the anomaly acquired con-
densate dependence, and on the other hand it became
temperature and density dependent. Due to the com-
bination of these effects we found that as one raises the
baryochemical potential and/or temperature, and thus as
the chiral condensate starts to melt, the anomaly shows
(a possibly intermediate) strengthening, before reaching
a regime, where perturbative instanton calculations of
QCD are applicable [28], and where the anomaly should
gradually disappear.
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2Our findings showed that one should be more cautious
regarding a possible mass drop of the η′ particle, which
was predicted by mean field calculations in the Nambu-
Jona-Lasinio [6, 7] and linear sigma models [8, 9]. A
shortcoming of our earlier study, however, was that it
could not distinguish between the nuclear liquid and gas
phases, and it was not able to display the corresponding
first order transition. In this paper we are looking at the
system more carefully, and investigate to what extent
the nuclear transition affects the anomaly, the mesonic
spectrum and the partial restoration of chiral symmetry.
In order to do so, we include a neutral vector meson,
the ω particle into the system, which is modeling the
repulsive short range interaction between the nucleons,
and which is indispensable for proper description of the
liquid-gas transition. For asymmetric nuclear matter, the
ρ meson is also necessary, but in this study we restrict
ourselves to isospin symmetry.
The paper is organized as follows. In Sec. II, we intro-
duce the model and the FRG formulation. We go into the
details of how our approximation scheme is built up, and
how model parameters are obtained from appropriate in-
puts. In Sec. III, we discuss the results and show various
plots. Section IV contains the summary and outlook.
II. CHIRAL NUCLEON-MESON MODEL
A. Basics
The system we are interested in consists of the pseu-
doscalar and scalar meson (M) nonets in a nuclear [ψTN =
(p, n)], isospin symmetric environment. The nucleon-
nucleon repulsive interaction is modeled by a vector par-
ticle (ω), and we are to describe how the system behaves
at finite temperature and baryochemical potential. The
Euclidean Lagrangian takes the following form:
L = Tr [∂iM†∂iM ] + Vch[M ] + a(detM† + detM)
− Tr [H(M† +M)] + 1
4
ωijωij +
1
2
m2ωωiωi
+ ψ¯N (∂/− µBγ0 + gY M˜5 − igωω/)ψN , (1)
where the potential term Vch[M ] reflects chiral symme-
try:
Vch[M ] = m
2 Tr [M†M ] + λ1
(
Tr [M†M ]
)2
+ λ2 Tr [M
†MM†M ] + higher order terms .(2)
(We will come back to the role of the higher order terms.)
The mesonic field can be written as
M =
8∑
a=0
(sa + ipia)T a, (3)
where T a = λˆa/2 are U(3) generators (λˆa being the
Gell-Mann matrices), while sa and pia correspond to the
scalar and pseudoscalar mesons. The term in (1) con-
taining determinants describes the UA(1) anomaly, while
H = h0T0 +h8T8 is responsible for an explicit symmetry
breaking. In order to couple the nonstrange (ns) nucleon
field ψN into the three-flavor meson model, we need to
introduce a M˜ field, which belongs to a U(2) subgroup
of U(3), which is spanned by some generators T˜ a:
M˜ =
∑
a= ns ,1,2,3
(sa + ipia)T˜ a. (4)
Note that the nonstrange generator refers to the combi-
nation T ns =
√
2/3T 0 + 1/
√
3T 8, but the T˜ a matrices
should be considered as 2 × 2 (the T a ones are 3 × 3).
For symmetry reasons, when coupling the nucleons to the
mesons one uses
M˜5 =
∑
a= ns ,1,2,3
(sa + ipiaγ5)T˜
a, (5)
where γ5 is the fifth Dirac matrix. Finally, ωij = ∂iωj −
∂jωi. Since fluctuations of ω will not be considered, and
it will only serve as a background field, we may rescale
ωi → ωi/gω, and thus at this point the model parameters
are m2, λ1, λ2, a, h0, h8, gY , and Gω := g
2
ω/m
2
ω (we will
have some more due to higher order terms in Vch). From
(1), the classical potential is the following:
Vcl(M,ω, ψN ) = Vch(M) + a(detM
† + detM)
− Tr [H(M† +M)]− ω
2
2Gω
+ ψ¯N (gY M˜5 − (µB + ω)γ0)ψN , (6)
where we assumed that the (Euclidean) timelike com-
ponent of the ωi field acquires an expectation value as
〈ωi〉 = −iωδi4. In what follows we take into account
fluctuation corrections of M and ψN to (6) and calculate
the effective potential of the system using the functional
RG method.
In the FRG, the classical action corresponding to the
Lagrangian (1) serves as a starting point of the renor-
malization group flows, defined at some ultraviolet (UV)
scale Λ. Having in mind that (1) is an effective theory
valid up to scales of O(1 GeV), we choose Λ = 1 GeV .
Using the compact notation of the fields, Φ = (M,ψN , ωi)
(and defining the corresponding sources as J), the scale-
dependent quantum effective action Γk is
Γk[Φ] = − logZk[J ]−
∫
JΦ−
∫
Φ†RkΦ,
Zk[J ] =
∫
DΦe−(
∫ L+∫ J·Φ+∫ Φ†RkΦ). (7)
Γk obeys the following flow equation:
∂kΓk =
1
2
∫
p
∫
q
Tr [(−2)F (Γ(2)k +Rk)−1(q, p)∂kRk(p, q)],
(8)
where F = 1 for indices of the trace that belongs to
fermionic variables, and F = 0 for bosons. Γ
(2)
k is the
second derivative matrix of Γk with respect to the fields,
3and Rk is a regulator matrix. In this paper, we choose
for bosonic eigenmodes in Rk the entries
RBk (q, p) = R
B
k (q)δ(q + p)
= (k2 − q2)Θ(k2 − q2)δ(q + p), (9)
and
RFk (q, p) = R
F
k (q)δ(q + p)
= iq/
(√ k2
q2
− 1
)
Θ(k2 − q2)δ(q + p) (10)
for fermionic ones, where boldfaced variables are 3-
momenta. It is easy to show that, as mentioned above,
Γk=Λ =
∫ L, and that Γk=0 = Γ1PI , the latter being the
ordinary 1PI quantum effective action.
B. Approximation scheme
The flow equation (8) can only be solved in approxima-
tion schemes. From now on, we neglect all scale depen-
dence of the kinetic terms (i.e. wave function renormal-
izations) in Γk, and since we are only interested in homo-
geneous field configurations, we rather use the effective
potential V eff,k, defined through Γk|Φ= const. =
∫
x
V eff,k.
The ansatz for V eff,k, based on (6) is as follows [26]:
V eff,k[M,ω, ψN ] = V ch,k(M)
+ Ak(M) · (detM† + detM)
− Tr [H(M† +M)]− ω
2
2Gω
+ ψ¯N (gY M˜5 − (µB + ω)γ0)ψN , (11)
where we are only interested how the chiral potentials
evolve via the RG flow, and neglected the flows of the
Yukawa couplings gY and Gω, and also that of the ex-
plicit symmetry breaking term proportional to H ≡
h0T
0 + h8T
8. These simplifications are expected to be
good approximations at low enough temperatures [15].
The ansatz (11) has to be compatible with the flow equa-
tion (8), therefore, we have to split V ch,k into two parts:
V ch,k(M) = Vk(M) + V˜k(M˜), (12)
where Vk reflects U(3)× U(3) symmetry, while V˜k is in-
variant under U(2)× U(2) two-flavor rotations. The ne-
cessity of such a splitting is due to the fact that nucleon
fluctuations do not contribute to the strange sector, thus
their presence has to introduce a part of V eff,k that only
reflects a two-flavor chiral symmetry, which is generated
by the nonstrange and isospin matrices.
Using (11), the flow equation (8) turns into the follow-
ing form for V eff,k at finite temperature T :
∂kV eff,k =
1
2
∂˜kT
∑
n
∫
q
Tr log
[
Ω2n + q
2 + V
B(2)
eff,k +R
B
k (q)]
− ∂˜kT
∑
n
∫
q
Tr log
[
Ω˜2n + q
2 + V
F (2)
eff,k +R
F
k (q)],
(13)
where Ωn = 2npiT , Ω˜n = (2n + 1)piT are bosonic
and fermionic Matsubara frequencies, respectively, and
∂˜k acts only on the regulators. We separated the sec-
ond derivative matrix V
(2)
eff,k into bosonic (V
B(2)
eff,k ) and
fermionic (V
F (2)
eff,k ) parts [one may think of them as matri-
ces satisfying V
(2)
eff,k = (V
B(2)
eff,k ) ⊕ (V F (2)eff,k )]. Note that, as
mentioned already, fluctuations of ω are not taken into
account, therefore in V
B(2)
eff,k only second derivatives of the
fields of M are present.
Note that
∂kV eff,k = ∂kVk(M) + ∂kV˜k(M˜)
+ ∂kAk(M) · (detM† + detM). (14)
We need projections of the rhs of (13) to get individual
equations for the scale evolution of Vk, V˜k and Ak. Con-
cerning V˜k first, obviously the second term of (13) gives
the leading order, but note that it backreacts on V
B(2)
eff,k ,
and provides subleading contributions too. We do not
take these into account and, therefore,
∂kV˜k = −T
∑
n ∂˜k
∫
q
Tr log
[
Ω˜2n + q
2 + V
F (2)
eff,k +R
F
k (q)].
(15)
Performing the momentum integral and dropping terms
that would contribute to the flow of the explicit breaking,
we arrive at
∂kV˜k = −2k
4T
3pi2
∑
n
Tr
1
(Ω˜n − iµ( eff )B )2 + k2 + g2Y M˜†M˜
,
(16)
where µ
( eff )
B is an effective baryochemical potential cor-
rected by ω: µ
( eff )
B = µB+ω. A possible way to calculate
the trace in (16) is to substitute
g2Y M˜
†M˜ → g2Y ∆Iˆ +
g2Y
2
Tr (M˜†M˜), (17)
and perform an expansion in terms of ∆Iˆ ≡ g2Y (M˜†M˜ −
1
2 Tr (M˜
†M˜)):
∂kV˜k(M˜) = −2k
4
3pi2
T
∑
n
[
2
ω˜2n + E
2
k
+
∞∑
m=1
(−1)m
(gY
2
)m Tr (∆Iˆ)m
(ω˜2n + E
2
k)
m
]
,
(18)
4where ω˜n = Ω˜n − iµ( eff )B , E2k = k2 + m2N , and m2N =
g2Y
2 Tr (M˜
†M˜) is corresponding to the nucleon mass. Note
that for a background where M˜ ∼ 1 (i.e. in the presence
of a nonstrange diagonal condensate), ∆Iˆ ≡ 0, therefore,
for our purposes it is enough to consider
∂kV˜k(M˜) = −2k
4
3pi2
T
∑
n
2
ω˜2n + E
2
k
= − k
4
3pi2Ek
∑
±
[
coth
(Ek ± µ( eff )B
2T
)]
. (19)
Note that since the flow of gY is neglected, one can inte-
grate (19) and get
V˜k=Λ(M˜)−V˜k=0(M˜) = − 1
3pi2
∫ Λ
0
dk
k4
Ek
+
2
3pi2
∫ ∞
0
k4
Ek
∑
±
nF (Ek ± µ( eff )B ), (20)
where nF (x) = (exp(x/T ) + 1)
−1 is the Fermi-Dirac dis-
tribution. Since the first term on the rhs of (20) is an
environment independent function of M˜ , one may com-
bine it with V˜k=Λ to introduce V˜L and arrive at
V˜k=0(M˜) = V˜L(M˜)− 4
3
∫
d3k
(2pi)3
k2
Ek
∑
±
nF (Ek ± µ( eff )B ).
(21)
Here V˜L is a chiral invariant function and plays the role
of the (corrected) initial value of the flow, i.e. has to
be of a U(2) × U(2) form of the classical potential (2).
One has to adjust its parameters in order to reproduce
appropriate physical quantities in the vacuum (see the
next subsection). The second term is just the standard
one-loop contribution. It shows that without considering
the flow of the Yukawa coupling gY , one does not go
beyond perturbation theory.
The real strength of the FRG emerges when we con-
sider the flows of Vk(M) and Ak(M). Details of obtaining
them are worked out in detail in [26], here we just briefly
review the procedure. By definition,
∂kVk+∂kAk(detM
† + detM) =
1
2
∂˜kT
∑
n
∫
q
Tr log
[
Ω2n + q
2 + V
B(2)
eff,k (q) +R
B
k (q)],
(22)
where V
B(2)
eff,k , as explained before, contains only those
contributions that reflect U(3)×U(3) symmetry (deriva-
tives of V˜k do not count here). First, one separates the
flow of Vk. To reach that, Ak = 0 is taken, and Vk is
approximated via a chiral invariant expansion [29]:
Vk(M) = Uk(I1) + Ck(I1) · I2 + . . . (23)
where
I1 = Tr (M
†M), (24a)
I2 = Tr (M
†M − Tr (M†M)/3)2. (24b)
Projecting the flow equation onto a subspace where
I2 = 0 leads to the flow of Uk(I1), while after project-
ing (22) onto the subspace of O(I2), one obtains the
flow of Ck(I1). Finally, we consider Ak and perform
one more projection, now onto the subspace of O(Idet),
where Idet = detM
† + detM . These flow equations can
be found in Appendix A, together with formulas that are
helpful to obtain the V
B(2)
eff,k derivatives.
Now we need to choose initial conditions for Uk=Λ,
Ck=Λ, Ak=Λ and V˜k=Λ. We restrict ourselves to renor-
malizable operators in the three-flavor sector, and based
on (2), we choose
Uk=Λ = m
2I1 + (λ1 + λ2/3)I
2
1 ,
Ck=Λ = λ2, Ak=Λ = a. (25)
At this point it has to be emphasized that, for V˜k=Λ, we
also need higher order contributions. These terms are
nonrenormalizable, but given the fact that we are deal-
ing with an effective theory, and the cutoff Λ = 1 GeV is
rather small, one must not rule out the presence of such
interactions. While one can perform physically mean-
ingful parametrizations without introducing these types
of terms in Vk=Λ if the properties of nuclear matter are
not of importance, here it turns out that one does need
(in the RG sense) irrelevant operators for the two-flavor
piece, V˜k=Λ (or V˜L). The reason is that via V˜k the model
has to be capable of describing the liquid-gas transition
of nuclear matter, therefore, one needs a double-well po-
tential to obtain the corresponding first order transition.
This can only be achieved by not neglecting nonrenor-
malizable interactions at the UV scale. Keeping this in
mind, the complete effective potential at this point takes
the form of
V eff,k=0[M,ω] = Uk=0(I1) + Ck=0(I1) · I2
+ Ak=0(I1) · Idet − hsss − h ns s ns
+ V˜L(M˜)− ω
2
2Gω
,
− 4
3
∫
d3k
(2pi)3
k2
Ek
∑
±
nF (Ek ± µ( eff )B ),
(26)
where we also performed a basis change in the 0−8 sector
and introduced nonstrange (ns) and strange (s) variables:(
s ns
s s
)
=
1√
3
(√
2 1
1 −√2
)(
s0
s8
)
, (27)
and similarly for (h0, h8)↔ (h ns , h s ). One notices that
it is unnecessary after all to specify V˜k=Λ, as only V˜L
appears in (26). The condition that determines the latter
function is that one should get an effective two-flavor
description of the liquid-gas transition at T = 0 (similarly
as in [19, 20]), after minimizing the effective potential
with respect to s s . (We denote the minimum point by
s s,min , which is a function of s ns .) Keeping in mind that
nonrenormalizable interactions can be present and tuned
5in V˜L(M˜), we combine the first four terms with V˜L(M˜)
and let it equal a chiral expression, expanded around the
nonstrange minimum in the vacuum that is eight order
in the fields:
UT=0k=0 (I1|s(T=0)s,min ) + C
T=0
k=0 (I1|s(T=0)s,min ) · I2|s(T=0)s,min
+AT=0k=0 · Idet|s(T=0)s,min − h s s
(T=0)
s,min + V˜L(M˜)
≡
4∑
n=1
bn
(
I˜1 − 1
2
(v
(T=0)
ns,min )
2
)n
, (28)
where the {bn} (n = 1 . . . 4) coefficients represent four
new model parameters. I˜1 is the analog of I1: I˜1 =
Tr (M˜†M˜)/2, and vT=0ns,min is the true minimum of s ns in
the vacuum (i.e. the pion decay constant, as we will see
shortly). Note that I1|s s,min , I2|s s,min and Idet|s s,min
has to be interpreted as functions of I˜1, as we wish to
obtain an effective two-flavor chiral invariance. Opera-
tors such as I˜2 ≡ Tr
(
M˜†M˜ − Tr (M˜†M˜)/2)2 should not
appear due to our choice of (19), i.e. we are interested
in field configurations where M˜ ∼ 1. In a background of
s ns , I˜1 = s
2
ns /2, and therefore, in the minimum s s,min ,
we may associate invariants with each other through the
following identifications:
I1|s s,min → I˜1 +
s2s,min
2
, I2|s s,min →
1
6
(I˜1 − s2s,min )2,
Idet|s s,min → I˜1
s s,min√
2
. (29)
Expressing V˜L from (28), and adding an irrelevant con-
stant to (26), h ns s
(T=0)
ns,min , for convenience, we arrive at
V eff,k=0(M,ω) = Uk=0(I1) + Ck=0 · I2 +Ak=0(I1) · Idet
−
[
UT=0k=0 (I˜1 + s
2(T=0)
s,min /2) + C
T=0
k=0 (I˜1 + s
2(T=0)
s,min /2) ·
1
6
(I˜1 − s2(T=0)s,min )2 +AT=0k=0 (I˜1 + s2(T=0)s,min /2) · I˜1
s
(T=0)
s,min√
2
]
− h s (s s − s(T=0)s,min )− h ns (s ns − v(T=0)ns,min ) +
4∑
n=1
bn
(
I˜1 − 1
2
(v
(T=0)
ns,min )
2
)n
− ω
2
2Gω
− 4
3
∫
d3k
(2pi)3
k2
Ek
∑
±
nF (Ek ± µ( eff )B ). (30)
Via this construction, after minimizing (30) with respect
to s s at T = 0, we manage to have the following form of
the effectively two-flavor potential:
V T=0eff,k=0[M˜, ω] =
4∑
n=1
bn
(
I˜1 − 1
2
(v
(T=0)
ns,min )
2
)n
− h ns (s ns − v(T=0)ns,min )−
ω2
2Gω
− 4
3
∫
d3k
(2pi)3
k2
Ek
∑
±
nT=0F (Ek ± µ( eff )B ).(31)
At this point it is important to mention that at k = 0
not all {bn} coefficients are compatible with the solution
of the flow equation, as at k = 0 the effective poten-
tial has to be convex. In particular, we intend to choose
{bn} such that it leads to a double-well potential, which
should never come out as a result given the flow equation
is solved numerically. We do not feel that it is of seri-
ous problem, because it has been shown in earlier works
[30, 31] that there exists a critical scale kc beyond which
position of the minima of a double-well potential does
not change, and convexity is built up by flattening of
the hill between those minima. Therefore, we think of
(31) as a construction which only models the positions
of the minima, but not the structure in between. As a
consequence, for example, we will not be using (31) to
calculate surface tension of a liquid droplet.
Now we are in a position to determine the model pa-
rameters. Note that from the three-flavor sector we have
m2, g1, g2, h0, h8 (or h ns and h s ), a, and b1, b2, b3, b4
from the additional two-flavor piece. Furthermore, one
needs to determine gY and Gω Yukawa couplings. That
is 12 parameters in total, which are to be dealt with in
the next subsection.
C. Parametrization
We start the parametrization by recalling that the
partially conserved axialvector current (PCAC) relations
give
m2pifpi = h ns , m
2
KfK =
h ns
2
− hs√
2
, (32)
where m2pi = ∂
2V T=0eff,k=0/∂pi
2
i [i = 1, 2, 3] and m
2
K =
∂2V T=0eff,k=0/∂pi
2
j [j = 4, 5, 6, 7]. Using physical pion (mpi =
140 MeV ) and kaon (mK = 494 MeV ) masses and decay
constants (fpi = 93 MeV , fK = 113 MeV ), one gets
h ns = m
2
pifpi ≈ (122 MeV )3,
h s =
1√
2
(2m2KfK −m2pifpi) ≈ (335 MeV )3, (33)
6or
h0 =
√
2
3
(
m2pifpi/2 +m
2
KfK) ≈ (285 MeV )3,
h8 =
2√
3
(
m2pifpi −m2KfK) ≈ −(310 MeV )3. (34)
Ward identities of chiral symmetry lead to
∂V T=0eff,k=0
∂pii=1,2,3
= m2pis ns − h ns , (35a)
∂V T=0eff,k=0
∂pii=4,5,6,7
=
m2K −m2pi√
2
s ns +m
2
Ks s − h s , (35b)
i.e. that no matter what the remaining parameters are,
if we use (33), in the minimum of the effective potential
v
(T=0)
ns,min = fpi, v
(T=0)
s,min =
√
2(fK − fpi/2). (36)
Note that s s,min that we used earlier equals v s,min
only when the nonstrange condensate is set to fpi:
s
(T=0)
s,min
∣∣
s ns =fpi
= v
(T=0)
s,min .
Now we make use of some of the zero temperature
properties of nuclear matter. First one notes that the nu-
cleon mass in the current model entirely comes from the
spontaneous breaking of chiral symmetry, mN (s ns ) =
gY s ns /2, and since mN (fpi) ≈ 939 MeV in the vacuum
(i.e. at s ns = v
(T=0)
ns,min ≡ fpi), we get gY ≈ 20.19. Nor-
mal nuclear density, nN ≈ 0.17 fm−3 ≈ (109.131 MeV )3
determines the Fermi momentum of the nucleons, as at
T = 0 one has nN = 4
∫
p
nF (
√
p2 +m2N − µ( eff )B )|T=0 ≡
2
3pi2 p
3
F , thus pF ≈ 267.9 MeV ≈ 1.36 fm−1. This im-
mediately leads to the value of the nonstrange conden-
sate in the nuclear liquid phase, since the Landau mass,
which is defined as ML =
√
p2F +m
2
N (v ns,liq ) (note that
v ns,liq 6= fpi as it corresponds to the liquid phase) is
known to be ML ≈ 0.8mN (fpi) ≈ 751.2 MeV , and there-
fore v ns,liq ≈ 69.52 MeV . The Landau mass also deter-
mines the value of the ω condensate in the liquid phase
(at the critical point), as it is nothing but the critical
effective chemical potential: ML = µB,c + ωc, where the
real chemical potential equals µB,c = mN (fpi) − B ≈
922.7 MeV , B ≈ 16.3 MeV being the binding energy per
nucleon. This calculation yields ωc ≈ −171.5 MeV . For
the sake of an example, we can calculate the compression
modulus K of nuclear matter:
K = 9
nN
∂nN/∂µB
∣∣∣∣
T=0
= 3
M2L −m2N (v ns,liq )
ML
, (37)
for which we get K ≈ 287 MeV , in decent agreement
with the experimentally established value [33].
All in all, we need to adjust Gω and bi (i = 1, 2, 3, 4)
in (31) such that a first order transition occurs at T = 0,
µB = 922.7 MeV from s ns = fpi to s ns = v ns,liq , while
ω acquires its critical value ωc.
First, one minimizes (31) at T = 0 with respect to ω:
∂V
(T=0)
eff,k=0[M˜, ω]
∂ω
= − ω
Gω
+
4
∑
±
∫
d3p
(2pi)3
±1
exp[(
√
p2 +m2N ± (µB + ω))/T ] + 1
∣∣∣∣∣
T=0
.
(38)
Setting the left-hand side of (38) to zero and evaluating
the integral we get
0 = − ω
Gω
− 1
6pi2
[
(µB + ω)
2 − g2Y s2ns /4
]3/2
×Θ((µB + ω)2 − g2Y s2ns /4)). (39)
One solves this equation for ω = ω(s ns ) and the con-
straint that determines Gω is ω(v ns , nucl ) = ωc at µB =
µB,c. We get G
−1
ω ≈ 7573.17 MeV 2.
Now, if we plug ω = ω(s ns ) into (38) numerically, we
obtain an effective potential for M˜ (or s ns ) only. This
potential has to have the following properties:
V
(T=0)
eff,k=0[M˜ = fpiT
ns ] = 0 (40a)
∂V
(T=0)
eff,k=0[M˜ ]
∂s ns
∣∣∣∣∣
M˜=fpiT ns
= 0, (40b)
V
(T=0)
eff,k=0[M˜ = v ns,liq T
ns ] = 0, (40c)
∂V
(T=0)
eff,k=0[M˜ ]
∂s ns
∣∣∣∣∣
M˜=v ns,liq T ns
= 0. (40d)
Note that by construction (40a) and (40b) are automati-
cally satisfied by (31). In addition to (40c) and (40d), we
require the pion mass to be physical, i.e. mpi = 140 MeV ,
as it is entirely determined by the two-flavor piece of the
effective potential. Furthermore, we tune the parameters
such that the critical end point of the nuclear transition
is at T cep = 18 MeV [34]. These conditions determine
the {bi} parameters:
b1/f
2
pi ≈ 2.266, b2 ≈ 25.043,
b3 · f2pi ≈ −12.572, b4 · f4pi ≈ 169.312. (41)
We still have to determine four more parameters (i.e.
m2, g1, g2, a) related to the three-flavor piece Vk of V eff,k.
The requirements here are only to reproduce physical
masses [32]. Using (30), we calculate all meson masses
(see also Appendix B) and require the kaon, η, η′, and
a0 to get their physical values. Note that, as mentioned
already, due to the construction of (30), the pion mass
cannot be used to determine model parameters of the
three-flavor piece, as due to cancellations of the first two
lines, it is insensitive to the yet undetermined parame-
ters. The following choices reproduce all the aforemen-
tioned masses within a 10% accuracy compared to their
physical value:
m2 ≈ −0.95 GeV 2, g1 ≈ 2.67
g2 ≈ 62.3, a ≈ −2.8 GeV . (42)
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FIG. 1. Shape of the effective potential for three different temperatures, as a function of µB . The plots demonstrate how the
critical end point is approached and how the first order transition is gradually turning into second order and a crossover.
It has to be noted that all the flow equations for Vk(I1),
Ck(I1) and Ak(I1) are solved on a grid, with a step size of
δI1 = (10 MeV )
2 in an interval of I = [0 : 2] GeV 2. In k-
space we initialize the flows at Λ = 1 GeV and integrate
down to k = 0 with a step size δk = 10−2 MeV . Field
derivatives are crucial to be calculated accurately, and
we were using the seven-point formula (except for close
to the boundaries, where five- and three-point formulas
were employed).
Also note that, one always needs to solve all equations
at T = 0, as even the finite temperature expression of
V eff,k=0 contains the corresponding functions at T = 0.
Once this step is done, one recalculates the aforemen-
tioned functions at T 6= 0 to obtain the complete effec-
tive potential at any temperature. As for the masses,
one needs to go through differentiations with respect to
the field variables, which always come in through chiral
invariants, as required by symmetry. They can be calcu-
lated with the help of some useful formulas that can be
found in Appendix B.
III. RESULTS
Now we review the results of the paper. In Fig. 1
the effective potential is shown around the liquid-gas
transition as a function of the baryochemical potential
for different temperatures. It is demonstrated how the
first order transition is turning into second order and a
crossover for T > 18 MeV . Related plots can also be
found in Fig. 2, where the nonstrange and strange con-
densates are shown as a function of µB for T = 0 and at
T = 18 MeV . The latter belongs to the critical end point
(i.e. a second order transition). It can be seen that even
though nucleon fluctuations do not couple to the strange
sector, the nonstrange condensate “pulls” the strange one
toward a lower value as it changes.
In Fig. 3 we plot how the anomaly coefficient in
the minimum of the effective potential, i.e. Ak=0[I1 =
(v2ns,min + v
2
s,min )/2] behaves at various temperatures as
a function of µB − µB,c, where µB,c is the critical bary-
ochemical potential at a given temperature. For practical
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FIG. 2. Partial restoration of chiral symmetry due to the nuclear liquid-gas transition. We show how the condensates depend
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FIG. 3. Plot of the change in the strength of the anomaly in the minimum of the effective potential as a function of µB −µB,c,
for different temperatures. Note that µB,c corresponds to the critical chemical potential and it depends on the temperature.
reasons we define and plot an anomaly difference func-
tion,
∆|A|(µB ;T ) =
∣∣∣Ak=0|µB −AT=0k=0 |µB=0∣∣∣. (43)
There is a clear tendency of strengthening, which can
be understood by taking a look at Fig. 4 showing the
Ak=0(I1) profile function [26] (note that it does not de-
pend on µB). First, we note that the change of Ak(I1)
as a function is negligible in the temperature interval in
question (i.e. [0:18] MeV ), but as v ns,min and v s,min de-
creases at the nuclear liquid-gas transition, the actual
anomaly strength goes up. Notice how important the
functional nature of our method is, as no condensate de-
pendence of the anomaly function could have been ob-
tained using conventional perturbation theory. The cor-
responding term, Ak(I1) · Idet, can be interpreted as an
infinite resummation of In1 · Idet/n! operators.
The next thing we are interested in is the phase bound-
ary on the µB−T plane, which is shown in Fig. 5. As de-
scribed in the previous subsection, through parametriza-
tion the end point is set to 18 MeV [34], and our cal-
culations show that the curve is not really sensitive to
the inclusion of mesonic fluctuations. This is appealing
from the point of view that even a mean field calcula-
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FIG. 4. Profile function Ak=0 at zero temperature, as a function of the chiral invariant I1|v ns ,v s = (v2ns + v2s )/2. In the
temperature range that corresponds to a first order transition (i.e. 0 ≤ T . 18 MeV ), change of the shape is not visible.
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FIG. 5. Phase boundary in the µB − T plane. Once the end point is set via parametrization, the shape is not really sensitive
to the inclusion of mesonic fluctuations.
tion [19] (i.e. inclusion of fermionic one-loop effects only)
is quite stable. Mesonic fluctuations seem to be only
crucial from the point of view of the anomaly and the
mass spectrum. The latter can be seen in Figs. 6 and
7. Figure 6 corresponds to the full calculation, where
one notices a flat η′ mass, which is consistent with the
earlier study [27]. This can be understood as follows.
Even though the condensates abruptly decrease at the
transition point, at the same time the anomaly goes up,
therefore, “anomaly”×“condensate” type of terms do not
necessarily decrease: there is a competition between the
increasing anomaly and the decreasing condensates. In
our case it seems that the opposite effects almost exactly
cancel each other leading to a flat η′ mass as a function
of the chemical potential (or nuclear density).
For comparison, we plot in Fig. 7 a spectrum, where
the anomaly coefficient is set to its vacuum value and
not allowed to change as the condensates vary. In this
case the η′ mass indeed decreases about O(10%), as no
change in the anomaly can compensate the drop of the
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FIG. 6. Mass spectrum at zero temperature. Notice how the increasing anomaly flattens the η′ mass.
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FIG. 7. Mass spectrum at zero temperature, without taking into account the field dependence of the anomaly coefficient (model
parameters are the same as in Fig. 6).
chiral condensates. This result reproduces many earlier
studies, which treated, as a somewhat crude approxima-
tion, the anomaly coefficient as a constant. Note that we
have performed no reparametrization, thus masses devi-
ate from their physical values. This shows that inhomo-
geneities of the anomaly function also carry significant
contributions to the masses.
IV. SUMMARY
In this paper we calculated the thermodynamic prop-
erties of the three-flavor linear sigma model extended
with nucleon degrees of freedom. The nucleon-nucleon
short-range interaction was modeled by a vector-particle
ω, and the method which we employed to calculate fluc-
tuation effects was the functional renormalization group
technique. We found that the coefficient of the determi-
nant operators, which describe the UA(1) anomaly in the
11
effective field theory setting, acquires field dependence
due to mesonic fluctuations, and as a result, the melt-
ing of the nonstrange and strange condensates can cause
elevation of the anomaly.
We saw that this indeed happens at finite temperature
and density, in particular during the nuclear liquid-gas
transition. Since the latter is of first order at low tem-
peratures, a corresponding jump also takes place in the
anomaly if T . 18 MeV . As expected, this qualitatively
changes the mass spectrum in the medium compared to
earlier studies, e.g. we observed an η′ mass that did not
drop at the phase transition, but stayed rather smooth as
a function of the chemical potential (or nucleon density).
If the spectrum in nuclear medium indeed shows such a
behavior, an η′-nucleon bound state formation might be
out of reach. We wish to point out that the obtained
results are consistent with our earlier study that did not
take into account any nucleon-nucleon interaction, and
the corresponding liquid-gas transition.
We also argued that mesonic fluctuations, while being
crucial from the point of view of anomaly evolution and
the mass spectrum, does not affect the critical end point
of the liquid-gas transition. This shows that a mean-
fieldlike approximation, where only one-loop fermionic
contributions are considered [19, 20], is quite reliable,
if one is interested in the thermodynamics of the non-
strange sector.
The study can be extended in various directions. First
of all, we have not taken into account any instanton ef-
fect. The anomaly evolution is solely driven by mesonic
fluctuations in this study, and one is interested in how
the results would change if instantons were included via
an environment dependent bare anomaly coefficient. Fur-
thermore, isospin asymmetric nuclear matter could also
be studied (it is of importance for neutron star physics),
where the isovector ρ particle also has to be introduced.
Finally, a more complete study of the system would also
include all the baryons, in particular hyperons, which is
expected to be relevant at higher densities than we have
studied in the present paper. This requires an extension
of the model toward a complete flavor SU(3) symmetry.
These directions represent future works to be reported
elsewhere.
Appendix A. FLOW EQUATIONS IN THE
THREE-FLAVOR SECTOR
The procedure of obtaining flow equations for Uk(I1),
Ck(I1) and Ak(I1) is described in Sec. IIB. Here we list
the corresponding results:
∂kUk(U1) =
k4T
6pi2
∞∑
n=−∞
[
9
Ω2n + E
2
pi
+
8
Ω2n + E
2
a0
+
1
Ω2n + E
2
σ
]
, (A1a)
∂kCk(I1) =
k4T
6pi2
∞∑
n=−∞
[
4(3Ck + 2I1C
′
k)
2/3
(Ω2n + E
2
a0)
2(Ω2n + E
2
σ)
+
128C5kI
3
1/9
(Ω2n + E
2
pi)
3(Ω2n + E
2
a0)
3
+
24Ck (Ck − I1C ′k)
(Ω2n + E
2
a0)
3
+
4
(
3CkC
′
kI1 + 4I
2
1C
′2
k + Ck(3Ck − 2C ′′k I21 )
)
/3
(Ω2n + E
2
a0)(Ω
2
n + E
2
σ)
2
+
64C3kI
2
1 (Ck − I1C ′k)/3
(Ω2n + E
2
pi)
2(Ω2n + E
2
a0)
3
− 48C
2
kI
2
1C
′
k
(Ω2n + E
2
pi)(Ω
2
n + E
2
a0)
3
+
6Ck − 17I1C ′k
(Ω2n + E
2
a0)
2
1
I1
− 6Ck + 9I1C
′
k + 2I
2
1C
′′
k
(Ω2n + E
2
σ)
2
1
I1
+
4Ck(6Ck + 9I1C
′
k + 2I
2
1C
′′
k )/3
(Ω2n + E
2
a0)(Ω
2
n + E
2
σ)
2
]
, (A1b)
∂kAk(I1) =
k4T
6pi2
∞∑
n=−∞
[
− 9A
′
k
(Ω2n + E
2
pi)
2
− 9Ak
I1(Ω2n + E
2
pi)
2
− 8A
′
k
(Ω2n + E
2
a0)
2
+
12Ak
I1(Ω2n + E
2
a0)
2
− 3Ak
(Ω2n + E
2
σ)
2I1
+
7A′k
(Ω2n + E
2
σ)
2
+
2I1A
′′
k
(Ω2n + E
2
σ)
2
]
, (A1c)
where Ωn = 2pinT , and
E2pi = k
2 + U ′k(I1), (A2a)
E2a0 = k
2 + U ′k(I1) +
4
3
I1Ck(I1), (A2b)
E2σ = k
2 + U ′k(I1) + 2I1U
′′
k (I1). (A2c)
Every Matsubara sum in Eq. (A1) can be generated via
taking derivatives of the functions
S(1)(E) = T
+∞∑
n=−∞
1
Ω2n + E
2
=
coth(E/2T )
2E
, (A3)
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and
S(2)(E1, E2) = T
+∞∑
n=−∞
1
(Ω2n + E
2
1)(Ω
2
n + E
2
2)
=
1
2E1E2
E1 coth(E2/2T )− E2 coth(E1/2T )
E21 − E22
.
(A4)
Appendix B. FIELD DERIVATIVES
Evaluating the flow equations and calculation of the
mass spectrum require the determination of field deriva-
tives of the effective potential. As described in Sec. IIC,
the latter is a function of chiral invariants, and here we
list various field derivatives of them.
For the sake of readability, we repeat some definitions:
I1 = Tr (M
†M), I2 = Tr
(
M†M − Tr (M†M)/3
)2
,
Idet = detM
† + detM, I˜1 = Tr (M˜†M˜). (B1)
Note that [T a are U(3), T˜ a are U(2) generators]
M =
8∑
a=0
(sa + ipia)T a (B2)
while
M˜ =
∑
a= ns,1,2,3
(sa + ipia)T˜ a, (B3)
and in accordance, I1, I2 and Idet are invariant under
the UL(3)×UR(3) group [Idet breaks UA(1) as it should],
while I˜1 shows UL(2)× UR(2) invariance only.
We impose a background of
M |v0,v8 = v0T 0 + v8T 8 ≡ v ns T ns + v s T s , (B4)
[for the transformation matrix between (0, 8) and (ns, s)
see (27)] and correspondingly
M˜ |v0,v8 = v ns T˜ ns . (B5)
In this background, the invariants are
I1|v0,v8 =
v20 + v
2
8
2
, I2|v0,v8 =
v28
24
(v8 − 2
√
2v0)
2, (B6)
Idet
∣∣
v0,v8
=
1
3
√
6
(v30 −
3
2
v0v
2
8 −
1√
2
v38), I˜1
∣∣
v0,v8
=
1
3
(
v0 +
1√
2
v8
)2
, (B7)
while their derivatives turn out to be
∂I1
∂sa
∣∣∣∣
v0,v8
= v0δ
a0 + v8δ
a8,
∂I1
∂pia
∣∣∣∣
v0,v8
= 0, (B8)
∂I2
∂sa
∣∣∣∣
v0,v8
=
(
2v0v
2
8
3
− 1
3
√
2
v38
)
δa0 +
(
2v20v8
3
− v0v
2
8√
2
+
v38
6
)
δa8,
∂I2
∂pia
∣∣∣∣
v0,v8
= 0, (B9)
∂Idet
∂sa
∣∣∣∣
v0,v8
=
2v20 − v28
2
√
6
δa0 − v8(
√
2v0 + v8)
2
√
3
δa8,
∂Idet
∂pia
∣∣∣∣
v0,v8
= 0, (B10)
∂I˜1
∂sa
∣∣∣∣
v0,v8
=
√
2
3
(
√
2v0 + v8)δ
a0 +
1
3
(
√
2v0 + v8)δ
a8 ∂I˜1
∂pia
∣∣∣∣
v0,v8
= 0. (B11)
The second derivatives are
∂2I1
∂sa∂sb
∣∣∣∣
v0,v8
= δab,
∂2I1
∂pia∂pib
∣∣∣∣
v0,v8
= δab, (B12)
∂2I2
∂sasb
∣∣∣∣
v0,v8
=

2
3v
2
8 , if a = b = 0
− v28√
2
+ 43v0v8, if a = 0, b = 8 or a = 8, b = 0
2
3v
2
0 +
v28
2 −
√
2v0v8, if a = b = 8
2
3v
2
0 +
v28
6 +
√
2v0v8, if a = b = 1, 2, 3
2
3v
2
0 +
v28
6 − 1√2v0v8, if a = b = 4, 5, 6, 7
0, else
(B13)
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∂2I2
∂piapib
∣∣∣∣
v0,v8
=

0, if a = b = 0
− v28
3
√
2
+ 23v0v8, if a = 0, b = 8 or a = 8, b = 0
v28
6 −
√
2
3 v0v8, if a = b = 8
−v286 +
√
2
3 v0v8, if a = b = 1, 2, 3
5
6v
2
8 − 13√2v0v8, if a = b = 4, 5, 6, 7
0, else
(B14)
∂2Idet
∂sisj
∣∣∣∣
v0,v8
=

√
2
3v0, if i = j = 0
− v8√
6
, if i = 0, j = 8 or i = 8, j = 0
− v0√
6
− v8√
3
, if i = j = 8
− v0√
6
+ v8√
3
, if i = j = 1, 2, 3
− v0√
6
− v8
2
√
3
, if i = j = 4, 5, 6, 7
0, else
(B15)
∂2Idet
∂piapib
∣∣∣∣
v0,v8
=

−
√
2
3v0, if a = b = 0
v8√
6
, if a = 0, b = 8 or a = 8, b = 0
v0√
6
+ v8√
3
, if a = b = 8
v0√
6
− v8√
3
, if a = b = 1, 2, 3
v0√
6
+ v8
2
√
3
, if i = j = 4, 5, 6, 7
0, else
(B16)
∂2I˜1
∂sasb
∣∣∣∣
v0,v8
≡ ∂
2I˜1
∂piapib
∣∣∣∣
v0,v8
=

2
3 , if a = b = 0√
2
3 , if a = 0, b = 8 or a = 8, b = 0
1
3 , if a = b = 8
1, if a = b = 1, 2, 3
0. else
(B17)
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