This paper is concerned with the finite element method for the stochastic wave equation and the stochastic elastic equation driven by space-time white noise. For simplicity, we rewrite the two types of stochastic hyperbolic equations into a unified form. We convert the stochastic hyperbolic equation into a regularized equation by discretizing the white noise and then consider the full-discrete finite element method for the regularized equation. We derive the modeling error by using "Green's method" and the finite element approximation error by using the error estimates of the deterministic equation. Some numerical examples are presented to verify the theoretical results.
Introduction
Nowadays, stochastic partial differential equations (SPDEs) are accepted as being a very suitable framework to understand complex phenomenon. Hence, various numerical methods and approximation schemes for SPDEs have been developed, analyzed, and tested, see, e.g., [1, 11, 16, 21, 24, [27] [28] [29] [30] [31] [32] [33] . From a computational view-point, SPDEs are usually handled by using finite difference methods [1, 14] and finite element methods [5, 6, 16] . However, finite element methods for SPDEs may provide a more flexible framework than finite difference methods and allow for space (or space-time) adaptively.
Finite element methods for stochastic parabolic equations (SPEs) developed in [1] have been the starting point of several investigations. In [27] , the semigroup framework is firstly applied to linear stochastic parabolic equation driven by white noise and then strong convergence is obtained by using the error estimates of the corresponding deterministic equation. Similar estimates for some nonlinear stochastic parabolic equation are considered in [3, 22, 28] . However, both for spatial and temporal approximation, the obtained order of convergence is of the suboptimal form. Based on optimal spatial and temporal results in [15, 19] , optimal error estimates for spatially semidiscrete and for full-discrete approximation scheme are obtained in [20] . In [21] , a new full-discrete approximation of SPDEs is presented based on using a standard finite element method for the spatial discetization and a stochastic exponential integrator scheme for the temporal discretization. Compared with the above schemes, the results are more general since the linear operator doesn't need to be self-adjoint. The semigroup framework is also used in the stochastic hyperbolic equation (see [16] ). In order to study the finite element method, in [16] , the authors write the stochastic wave problem as an abstract equation. In fact, to our best knowledge, there are very few results about finite element method for stochastic partial differential equation driven by space-time Brownian sheet noise [13] , especially for stochastic hyperbolic equation. For more contributions about finite element methods for SPDEs, we refer to [12, 13, 17, 22] .
Here we consider the following equation
∂X(t) ∂t + AX(t) = BẆ (t, x), t ∈ [0, T ], X(0)
where X 0 is a function defined on D = [0, L], A is a linear operator and W is space-time white noise defined on a probability space (Ω, F, P).
In section 2, we give a precise information about A and B. Let S(t) be the semigroup generated by the operator A and G(t; x, y) be the Green's function of S(t). Then the mild solution of the problem in the Green's function framework is given by In [13] , strong error estimates for stochastic linear fourth-order parabolic equation driven by space-time Brownian sheet noise are proved in the Green's function framework. In this paper, we will follow the idea of [13] to study finite element method for two types of stochastic hyperbolic equation including stochastic wave equation and stochastic elastic equation. In order to approximate the problem, we introduce a regularized equation by discretizing the space-time white noise. Then a modeling error is obtained based on representation of the exact and regularized equation's solutions by Green's functions. Next the full-discrete finite element approximations to the solution of the regularized problem are obtained by using, for discretization in space, a standard Galerkin finite element method and, for time-stepping, the Backward Euler method. In order to obtain error estimates of the finite element approximation, we give the discrete Green's function of discrete operator and the error estimates for the corresponding deterministic equation.
The paper is organized as follows. In Section 2, we give some basis notations and then present two types of stochastic hyperbolic equation. In Section 3, we introduce a regularized stochastic equation by discretizing the space-time white noise and study the modeling error. In Section 4 and 5, we study stochastic exponential integrator scheme and the full-discrete finite element method for the regularized equation. Finally, some numerical experiments are given in Section 6 to verify our theoretical results.
Preliminaries
In this section, we first introduce some notations and then present two types of stochastic hyperbolic equation.
Norms
Let {(λ α , ε α )} ∞ α=1 be a sequence of eigenpairs of −∆ with orthonormal eigenvectors. Then −∆ can be given by
s be fractional powers (see [23] ), which is defined as
, then we define the norm ∥ · ∥ s as follows 
the sum is independent of the choice of the orthonormal basis {ψ α } ∞ α=1 ∈ H. Furthermore, (see, e.g., [10] 
be a sequence of basis of L 2 (D), we have the following results
It is then possible to define the stochastic integral ∫ t 0 Φ(s)dW (s) together with Itô's isometry,
where Φ : (0, T ) → L(H) is such that the right side is finite.
The semigroup and Green's function
In this paper, we consider the following two types of linear stochastic hyperbolic equation: 
where
] .
Then the stochastic hyperbolic equation (2.2) satisfies the abstract form (1.1).
The semigroup generated by the operator of A is defined by
be the orthonormal eigenpairs of −∆, then the corresponding Green's function is
We assume that the covariance operator Q of W satisfies 6) for some β ≥ 0 and with the Hilbert-Schmidt norm defined above, then the mild solution of the problem (2.3)(cf. [16] , [25] ) in the Green's function framework is give by
. Then u(t) and v(t) can be represented by B 1 X(t) and B 2 X(t) respectively.
The Regularized Problem
In this section, we introduce the regularized problem for (1.1) by replacing the white noisė W with its piecewise constant approximation W . Then we establish its error estimates.
A regular approximation for white noise
Let k = ∆t = T /N , N ∈ N, denote a time step which defines the nodes t n := nk, for n ∈ N := {0, 1, 2, · · · , N }. Let T h be the shape-regular partition of D. Let ∆ n = (t n−1 , t n ), S n,K = ∆ n × K for n ∈ N , K ∈ T h and h = max K∈T h h K , where h K is the maximum diameter of K. Then the piecewise constant approximation ofẆ is given by
where ξ
It is well-known that the properties of the stochastic integral yields that ξ
For later use, we introduce the projection operator Π :
, which obviously satisfies
and has the following property.
ReplacingẆ by W in (1.1), we have the following problem
Similar to (1.2), we have
The error estimate of the regularized equation
In this section, our purpose is to research the error between the solutions (1.2) and (3.4) with the following norm 
Before giving the proof of the modeling error, we list the key estimate on the Green's function
Then we have the following result:
Proof. In order to estimate the regularity of L, we introduce the splitting
Note that
is an orthonormal sequence. Hence according to the definition of the norm (3.5) and the orthonormal property of
, we have
where for the fourth equality, the norm is about the ε α (x) and ε α (y) is seen as a constant. By using the fact that
it follows that 10) and by using the similar method,
Hence by (3.10) and (3.11), we have
In the previous term, we have discussed the regularity of G(t; x, y) in time. In the following term, we will study the regularity in space. Here we also use the orthonormal property of {ε α (x)} ∞ α=1 and the similar derivation methods as L 1 , hence we obtain
Now we apply the regularity of {ε
which leads to
For the case of m = 2, we can easily get
Next we will estimate L 2 in the case of m = 1:
Hence by (3.14) and (3.15), we can get the estimates of L 2 as follows
This ends the proof of this lemma.
Proof. [Proof of Theorem 3.1] Using (1.2), (3.4) and Lemma 3.1, we conclude that
. By taking expectation, we obtain
where for the first inequality, we applied Cauchy-Schwarz inequality. Let
By using the similar method, we have
where L 2 (y, y ′ ) also is defined in Lemma 3.2.
Finally, according to the definition of the norm ∥| · ∥| and Lemma 3.2, we have
which ends the proof of this theorem.
Time-Discrete Approximation
In this section, exponential integrator scheme for the equation (3.3) is considered. Now let k denote the time step and the discretization at times t n = kn is given by
which also can be written as
Here we use the notation [s] = t j−1 , for s ∈ [t j−1 , t j ). Exponential integrator scheme for stochastic parabolic equation and stochastic hyperbolic equation can be referred to [9, 18, 21] . α ε α (x)β α (t), the expected value of energy grows linearly as follows
for all t n > 0, where Tr(Q) = ∑ ∞ α=1 γ α < ∞. However in this paper, the expected value energy is
and the series fails to be convergent. Now we formulate an error estimate for the exponential integrator scheme (4.1).
Theorem 4.1. Let X be the solution of (3.3) and X be the solution of (4.1). Then we have the following estimates:
For the proof of the above theorem, we will need the following lemma. 
Then we have the following estimates:
Proof. Here we only prove (4.3) in the case of m = 1. The proof of the other case is similar. Here note that A = −∆. According to the definition of the norm ∥| · ∥| and the semigroup S(t), we have
In the following part, we will deal with the above terms separately. Since
denotes a sequence of eigenpairs of Laplace operator −∆,
is also an orthonormal basis of the space L 2 (D). Since
Similarly, we have
We now turn to the proof of the result about the strong convergence of numerical method (4.1).
Proof. [Proof of Theorem 4.1] Let ϵ := E∥| X(t n ) − X n ∥| 2 . Inserting the exact solution X(t n ) of (3.3) into numerical method (4.1) and using Lemma 3.1, we obtain
We estimate each term separately. By using the Hölder inequality and (2.1), we have
a combination of (4.8) and the definition of the norm ∥ · ∥ HS yields
Finally by using the Lemma 4.1, we can prove this theorem.
Full Discrete Approximation
In this section, we study finite element method for (4.1). Before giving the error estimate, we firstly derive the error estimate for the corresponding deterministic equation and the Green's function of the discrete operator.
Let {T h } be a regular family of triangulations of D with the maximum diameter h, and denote by S 
For the orthogonal projections R
we have the following error estimates [4, 8, 13, 26] :
Furthermore, we define "discrete Laplace" operator ∆ h :
and "discrete Biharmonic operator" Λ h :
Let A h be the approximated operator of A in space. Note that A h = ∆ h for A = −∆ and A h = Λ h for A = (−∆) 2 , and P h A = A h R h (see [26] ), where R h = R h or R h = R h . Some assumptions are made in the finite element space
According to [26] , r(kA) = 1 1+kA is the approximated operator of S(k) in time. Let
, then r(kA h ) is the approximated operator of S(k) in space and time. Hence the full-discrete finite element method with Backward Euler method in time is considered as follows:
Let S k,h = r(kA h ). Then we can write (5.6a) in the form:
Estimates of discrete operator
is the solution of the corresponding deterministic hyperbolic equation with initial value Y 0 and W n h is the solution of the full discrete problem. The error estimates for the linear wave equation are proved in [2] and for the linear elastic equation in [25] . They only provided the boundness for the first component in W n h . In the following lemma, we give the error estimates for W n h in the norm ∥| · ∥|.
′ ∈ H β respectively, then (I) we have for the wave equation,
(II)we have for the elastic equation,
Proof. Here we only prove (5.8) and by using the similar method, we can obtain the others. In this case, note that A = −∆, A h = −∆ h and the norm ∥|v∥| 
In fact, the corresponding linear hyperbolic problem is the following forṁ w 2 − ∆w 1 = 0, (5.14)
which has the following property
Similarly, the full-discrete problem for (5.14)-(5.15) is 
and by (5.4) and (5.5), we get
This together with the triangle inequality completes the proof of (5.12). Next we show (5.13). Here we set
Hence from equation ( 
Taking inner product of (5.25) by θ n 1 we find
2 ) = 0. By (5.27) and (5.28), we have
According to the definition of A h , we have for n ≥ 1
By summation in (5.29) and using θ 0 2 = 0, we obtain
Now we make an estimation of the terms in the right hand side. By using integration by parts 32) and by using the boundedness of P h and (5.16), we get
We substitute these estimates back into (5.30) to get
which together with the triangle inequality, the discrete Gronwall's inequality, (5.4) and (5.5) proves (5.13). Hence the proof of theorem is complete.
Green's functions of discrete operator
In order to obtain the error estimates for (5.6a), we need to derive the Green's function of the discrete operator r(kA h ).
be the solution of the following discrete problem
Proof. Here we only prove this lemma in the case of A = −∆ and
It is well-known that (see [13] ) there exists an basis
j=1 is a sequence of eigenpairs of ∆ h with orthonormal eigenvectors.
, the equation (5.37) can be written as 
Putting (5.40) into (5.39) and then multiplying both sides by χ j and taking the inner product, this yields
which has a unique solution:
Applying the above µ j , ν j , j = 1, 2, · · · N h to (5.39), we can easily get
Then from (5.43a), the solution of (5.36) can be obtained as follows
and G h,ϵ (x, y) is the Green's function of r(ϵA h ). Hence the proof of this lemma is complete.
Error analysis for full discrete method
Now we present the main results in this paper as follows.
′ be the solution of (5.6a) and (4.1), respectively. Then we have:
Proof. Here we only give the detail proof of (5.44). An analogous proof applies to (5.45) with minor alternations, which we omit here. Here note that A = −∆ and
x, y)v(y)dy and (4.1) also can be written as
where G n (t; x, y) = ∑ n j=1 X ∆j (t)G(t n−j+1 ; x, y). Similarly, (5.6a) can be written as
We thus obtain the following formula for the error X n − U n h :
The first term is well-known from deterministic theory and can be estimated by
Taking the expectation for the second component and using Lemma 3.1, we get
Bdτ dy
Let X K (x) be the index function of K ∈ T h . Since G(t j ; x, y) and G j h,k (x, y) are the Green's functions of the operators S(t j ) and S j k,h P h respectively, we have
which combined with (5.52) and the definition of the norm ∥ · ∥ HS , this yields
Hence, we can apply Theorem 4.2 (I) with f = 0 and g = X K (x) to get 
Numerical Experiment
In this section, we present some numerical examples to demonstrate our theoretical results obtained in the previous section. Here we consider the stochastic hyperbolic equation as the following form:        where f is a deterministic function. Since the true solution to the SPDEs itself is a random process, it is not known explicitly and we replace the "true" solution by finite element solution computed on time step k = k exact and space step h = h exact . Denote M the number of sample and let ( 
Stochastic wave equation
The first numerical example is a study of convergence rates for stochastic wave flow with f (t, x) = 2 sin(πx) + t 2 π 2 sin(πx). In the absence of noise term, the exact solution is u w (t, x) = u d (t, x) = t 2 sin(πx), with u 0 = v 0 = 0.
The left hand of Figure 6 .1 shows the convergence of the method in the root mean square L 2 -norm, which yields on the fixed space step h = 2 −7 and different time step h −i , i = 1, 2, · · · 5 with 100 realizations. Here 'true solution' is computed on space step hexact = h −7 and time step kexact = 2 −14 . In (b), we we plot a sample true 'true solution'.
Stochastic elastic equation
Here we consider the stochastic elastic equation with f = 2 sin(πx) + π 4 t 2 sin(πx). Note that u e = u w = u d = t 2 sin(πx) in the absence of the white noise. We obtain that the order of convergence in time for stochastic elastic equation is 
