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The local geometry of high dimensional neural network loss landscapes can both challenge our cherished theoretical intuitions as well as dramatically impact the practical success of neural network training. Indeed recent works have observed 4 striking local properties of neural loss landscapes on classification tasks: (1) the landscape exhibits exactly C directions of high positive curvature, where C is the number of classes; (2) gradient directions are largely confined to this extremely low dimensional subspace of positive Hessian curvature, leaving the vast majority of directions in weight space unexplored;
(3) gradient descent transiently explores intermediate regions of higher positive curvature before eventually finding flatter minima; (4) training can be successful even when confined to low dimensional random affine hyperplanes, as long as these hyperplanes intersect a Goldilocks zone of higher than average curvature. We develop a simple theoretical model of gradients and Hessians, justified by numerical experiments on architectures and datasets used in practice, that simultaneously accounts for all 4 of these surprising and seemingly unrelated properties. Our unified model provides conceptual insights into the emergence of these properties and makes connections with diverse topics in neural networks, random matrix theory, and spin glasses, including the neural tangent kernel, BBP phase transitions, and Derrida's random energy model.
Introduction
The geometry of neural network loss landscapes and the implications of this geometry for both optimization and generalization have been subjects of intense interest in many works, ranging from studies on the lack of local minima at significantly higher loss than that of the global minimum [1, 2] to studies debating relations between the curvature of local minima and their generalization properties [3, 4, 5, 6] . Fundamentally, the neural network loss landscape is a scalar loss function over a very high D dimensional parameter space that could depend a priori in highly nontrivial ways on the very structure of real-world data itself as well as intricate properties of the neural network architecture. Moreover, the regions of this loss landscape explored by gradient descent could themselves have highly atypical geometric properties relative to randomly chosen points in the landscape. Thus understanding the shape of loss functions over high dimensional spaces with potentially intricate dependencies on both data and architecture, as well as biases in regions explored by gradient descent, remains a significant challenge in deep learning. Indeed many recent studies explore extremely intriguing properties of the local geometry of these loss landscapes, as characterized by the gradient and Hessian of the loss landscape, both at minima found by gradient descent, and along the journey to these minima.
In this work we focus on providing a simple, unified explanation of 4 seemingly unrelated yet highly intriguing local properties of the loss landscape on classification tasks that have appeared in the recent literature:
(1) The Hessian eigenspectrum is composed of a bulk plus C outlier eigenvalues where C is the number of classes. Recent works have observed this phenomenon in small networks [7, 8, 9] , as well as large networks [10, 11] . This implies that locally the loss landscape has C highly curved directions, while it is much flatter in the vastly larger number of D − C directions in weight space.
(2) Gradient aligns with this tiny Hessian subspace. Recent work [12] demonstrated that the gradient g over training time lies primarily in the subspace spanned by the top few largest eigenvalues of the Hessian H (equal to the number of classes C). This implies that most of the descent directions lie along extremely low dimensional subspaces of high local positive curvature; exploration in the vastly larger number of D − C available directions in parameter space over training utilizes a small portion of the gradient.
(3) The maximal Hessian eigenvalue grows, peaks and then declines during training. Given widespread interest in arriving at flat minima (e.g. [6] ) due to their presumed superior generalization properties, it is interesting to understand how the local geometry, and especially curvature, of the loss landscape varies over training time. Interestingly, a recent study [13] found that the spectral norm of the Hessian, as measured by the top Hessian eigenvalue, displays a non-monotonic dependence on training time. This non-monotonicity implies that gradient descent trajectories tend to enter higher positive curvature regions of the loss landscape before eventually finding the desired flatter regions. Related effects were observed in [14, 15] .
(4) Initializing in a Goldilocks zone of higher convexity enables training in very low dimensional weight subspaces. Recent work [16] showed, surprisingly, that one need not train all D parameters independently to achieve good training and test error; instead one can choose to train only within a random low dimensional affine hyperplane of parameters. Indeed the dimension of this hyperplane can be far less than D. More recent work [17] explored how the success of training depends on the position of this hyperplane in parameter space. This work found a Goldilocks zone as a function of the initial weight variance, such that the intersection of the hyperplane with this Goldilocks zone correlated with training success. Furthermore, this Goldilocks zone was characterized as a region of higher than usual positive curvature as measured by the Hessian statistic Trace(H)/||H||. This statistic takes larger positive values when typical randomly chosen directions in parameter space exhibit more positive curvature [17, 18] . Thus overall, the ease of optimizing over low dimensional hyperplanes correlates with intersections of this hyperplane with regions of higher positive curvature.
Taken together these 4 somewhat surprising and seemly unrelated local geometric properties fundamentally challenge our conceptual understanding of the shape of neural network loss landscapes. It is a priori unclear how these 4 properties may emerge natu-rally from the very structure of real-world data, complex neural architectures, and potentially biased explorations of the loss landscape through the dynamics of gradient descent starting at a random initialization. Moreover, it is unclear what specific aspects of data, architecture and descent trajectory are important for generating these 4 properties, and what myriad aspects are not relevant.
Our main contribution is to provide an extremely simple, unified model that simultaneously accounts for all 4 of these local geometric properties. Our model yields conceptual insights into why these 4 properties might arise quite generically in neural networks solving classification tasks, and makes connections to diverse topics in neural networks, random matrix theory, and spin glasses, including the neural tangent kernel [19, 20] , BBP phase transitions [21, 22] , and the random energy model [23] .
The outline of this paper is as follows. We set up the basic notation and questions we ask about gradients and Hessians in detail Sec. 2. In Sec. 3 we introduce a sequence of simplifying assumptions about the structure of gradients, Hessians, logit gradients and logit curvatures that enable us to obtain in the end an extremely simple random model of Hessians and gradients and how they evolve both over training time and weight scale. We then immediately demonstrate in Sec. 4 that all 4 striking properties of local geometry of the loss landscape emerge naturally from our simple random model. Finally, in Sec. 5 we give direct evidence that our simplifying theoretical assumptions leading to our random model in Sec. 3 are indeed valid in practice, by performing numerical experiments on realistic architectures and datasets.
Overall framework
Here we describe the local shape of neural loss landscapes, as quantified by their gradient and Hessian, and formulate the main problem we aim to solve: conceptually understanding the emergence of the 4 striking properties from these two fundamental objects.
Notation and general setup
We consider a classification task with C classes. Let { x µ , y µ } N µ=1 denote a dataset of N input-output vectors where the outputs y µ ∈ R C are one-hot vectors, with all components equal to 0 except a single component y µ k = 1 if and only if k is the correct class label for input x µ . We assume a neural network transforms each input x µ into a logit vector z µ ∈ R C through the function z µ = F W (x µ ), where W ∈ R D denotes a D dimensional vector of trainable neural network parameters. We aim to obtain the aforementioned 4 local properties of the loss landscape as a consequence of a set of simple properties and therefore we do not assume the function F W corresponds to any particular architecture such as a ResNet [24] , deep convolutional neural network [25] , or a fully-connected neural network. We do assume though that the predicted class probabilities p µ k are obtained from the logits z µ k via the softmax function as
(1)
We assume network training proceeds by minimizing the widely used cross-entropy loss, which on a particular input-output pair { x µ , y µ } is given by
The average loss over the dataset then yields a loss landscape L over the trainable parameter vector W :
The gradient and the Hessian
In this work we are interested in two fundamental objects that characterize the local shape of the loss landscape L( W ), namely its slope, or gradient g ∈ R D , with components given by
and its local curvature, defined by the D × D Hessian matrix H, with matrix elements given by
Here, W α is the α th trainable parameter, or weight specifying F W . Both the gradient and Hessian can vary over weight space W , and therefore over training time, in nontrivial ways.
In general, the loss L µ in (2) depends on the logit vector z µ , which in-turn depends on the weights W as L µ ( z µ ( W )). We can thus obtain explicit expressions for the gradient and Hessian with respect to weights W in (4) and (5) by first computing the gradient and Hessian with respect the logits z and then applying the chain-rule. Due to the particular form of the softmax function in (1) and cross-entropy loss in (2), the gradient of the loss L µ with respect to the logits z µ is
and the Hessian of the loss L µ with respect to logits is
Then applying the chain rule yields the gradient of L w.r.t. the weights as
The chain rule also yields the Hessian in (5):
The Hessian consists of a sum of two-terms which have been previously referred to as the G-term and H-term [10] , and we adopt this nomenclature here.
The basic equations (6), (7), (8) and (9) constitute the starting point of our analysis. They describe the explicit dependence of the gradient and Hessian on a host of quantities: the correct class labels y µ k , the predicted class probabilities p µ k , the logit gradients ∂z µ k ∂Wα and logit curvatures
It is conceptually unclear how the 4 striking properties of the local shape of neural network loss landscapes described in Sec. 1 all emerge naturaly from the explicit expressions in equations (6), (7) , (8) and (9), and moreover, which specific properties of class labels, probabilities and logits play a key role in their emergence.
Analysis of the gradient and Hessian
In the following subsections, through a sequence of approximations, motivated both by theoretical considerations and empirical observations, we isolate three key features that are sufficient to explain the 4 striking properties: (1) weak logit curvature, (2) clustering of logit gradients, and (3) freezing of class probabilities, both over training time and weight scale. We discuss each of these features in the next three subsections.
Weakness of logit curvature
We first present a combined set of empirical and theoretical considerations which suggest that the G-term dominates the H-term in (9) , in determining the structure of the top eigenvalues and eigenvectors of neural network Hessians. First, empirical studies [11, 26, 8] demonstrate that large neural networks trained on real data with gradient descent have Hessian eigenspectra consisting of a continuous bulk eigenvalue distribution plus a small number of large outlier eigenvalues. Moreover, some of these studies have shown that the spectrum of the H-term alone is similar to the bulk spectrum of the total Hessian, while the spectrum of the G-term alone is similar to the outlier eigenvalues of the total Hessian. This bulk plus outlier spectral structure is extremely well understood in a wide array of simpler random matrix models [21, 22] . Without delving into mathematical details, a common observation underlying these models is if H = A + E where A is a low rank large N × N matrix with a small number of nonzero eigenvalues λ A i , while E is a full rank random matrix with a bulk eigenvalue spectrum, then as long as the eigenvalues λ A i are large relative to the scale of the eigenvalues of E, then the spectrum of H will have a bulk plus outlier structure. In particular, the bulk spectrum of H will look similar to that of E, while the outlier eigenvalues λ H i of H will be close to the eigenvalues λ A i of A. However, as the scale of E increases, the bulk of H will expand to swallow the outlier eigenvalues of H. An early example of this sudden loss of outlier eigenvalues is known as the BBP phase transition [21] .
In this analogy A plays the role of the G-term, while E plays the role of the H-term in (9) . However, what plausible training limits might diminish the scale of the H-term compared to the G-term to ensure the existence of outliers in the full Hessian? Indeed recent work exploring the Neural Tangent Kernel [19, 20] assumes that the logits z µ k depend only linearly on the weights W α , which implies that the logit curvatures ∂ 2 z µ k ∂Wα∂W β , and therefore the H-term are identically zero. More generally, if these logit curvatures are weak over the course of training (which one might expect if the NTK training regime is similar to training regimes used in practice), then one would expect based on analogies to simpler random matrix models, that the outliers of H in (8) are well modelled by the G-term alone, as empirically observed previously [10] .
Based on these combined empirical and theoretical arguments, we model the Hessian using the G-term only:
where we used (7) for the Hessian w.r.t. logits.
Clustering of logit gradients
We next examine the logit gradients ∂z µ k ∂Wα , which play a prominent role in both the Hessian (after neglecting logit curvature) in (10) and the gradient in (8) . Previous work [27] noted that gradients of the loss L µ cluster based on the correct class memberships of input examples x µ . While the loss gradients are not exactly the logit gradients, they are composed of them. Based on our own numerical experiments, we investigated and found strong logit gradient clustering on a range of networks, architectures, non-linearities, and datasets as demonstrated in Figure 1 and discussed in detail Sec. 5.1. In particular, we examined three measures of logit gradient similarity. First, consider 
Here SL is short for Same-Logit and q SL measures the average cosine similarity over all pairs of logit gradients corresponding to the same logit component k, and all pairs of examples µ = ν, regardless of whether the correct class label of examples µ and ν is also k. Thus q SLSC averages over more restricted set of example pairs than does q SL . Finally, consider the null control Extensive numerical experiments detailed in Figure 1 and in Sec. 5.1 demonstrate that both q SLSC and q SL are large relative to q DL , implying: (1) logit gradients of logit k cluster together for inputs µ whose ground truth class is k; (2) logit gradients of logit k also cluster together regardless of the class label of each example µ, although slightly less strongly than when the class Figure 1 : The experimental results on clustering of logit gradients for different datasets, architectures, nonlinearities and stages of training. The green bars correspond to q SLSC in Eq. 11, the red bars to q SL in Eq. 12, and the blue bars to q DL in Eq. 13. In general, the gradients with respect to weights of logits k will cluster well regardless of the class of the datapoint µ they were evaluated at. For datapoints of true class k, they will cluster slightly better, while gradients of two logits k = l will be nearly orthogonal. This is visualized in Fig 2. . Figure 2 : A diagram of logit gradient clustering. The k th logit gradients cluster based on k, regardless of the input datapoint µ. The gradients coming from examples µ of the class k cluster more tightly, while gradients of different logits k and l are nearly orthogonal.
label is restricted to k; (3) logit gradients of two different logits k and l are essentially orthogonal; (4) such clustering occurs not only at initialization but also after training.
Overall, these results can be viewed schematically as in Figure 2 . Indeed, one can decompose the logit gradients as
where the C vectors c k ∈ R D C k=1 have components
and E µ kα denotes the example specific residuals. Clustering, in the sense of large q SL , implies the mean logit gradient components c kα are significantly larger than the residual components E µ kα . In turn the observation of small q DL implies that mean logit gradient vectors c k and c l are essentially orthogonal. Both effects are depicted schematically in Fig. 2 . Overall, this observation of logit gradient clustering is similar to that noted in [28] , though the explicit numerical modeling and the focus on the 4 properties in Sec. 1 goes beyond it.
Equations (10) and (14) and suggest a random matrix approach to modelling the Hessian, as well as a random model for the gradient in (8) . The basic idea is to model the mean logit gradients c kα , the residuals E µ kα , and the logits z µ k themselves (which give rise to the class probabilities p µ k through (1)) as independent random variables. Such a modelling approach neglects correlations between logit gradients and logit values across both examples and weights. However, we will see that this simple modelling assumption is sufficient to produce the 4 striking properties of the local shape of neural loss landscapes described in Sec. 1.
In this random matrix modelling approach, we simply choose the components c kα to be i.i.d. zero mean Gaussian variables with variance σ 2 c , while we choose the residuals to be i.i.d. zero mean Gaussians with variance σ 2 E . With this choice, for high dimensional weight spaces with large D, we can realize the logit gradient geometry depicted in Fig. 2 . Indeed the mean logit gradient vectors c k are approximately orthogonal, and logit gradients cluster at high SNR = with a clustering value given by q SL = SNR SNR+1 . Finally, inserting the decomposition (14) into (10) and neglecting cross-terms whose average would be negligible at large N due to the assumed independence of the logit gra-dient residuals E µ kα and logits z µ k in our model, yields
This is the sum of a rank C term with a high rank noise term, and the larger the logit clustering q SL , the larger the eigenvalues of the former relative to the latter, yielding C outlier eigenvalues plus a bulk spectrum through the BBP analogy described in Sec. 3.1.
While these choices constitute our random model of logit-gradients, to complete the random model of both the Hessian in (16) and the gradient in (8), we need to provide a random model for the logits z µ k , or equivalently the class probabilities p µ k , which we turn to next.
Freezing of class probabilities both over training time and weight scale
A common observation is that over training time, the predicted softmax class probabilities p µ k evolve from hot, or high entropy distributions near the center of the C − 1 dimensional probability simplex, to colder, or lower entropy distributions near the corners of the same simplex, where the one-hot vectors y µ k reside. An example is shown in Fig. 3 for the case of C = 3 classes of CIFAR-10. We can develop a simple random model of this freezing dynamics over training by assuming the logits z µ k themselves are i.i.d. zero mean Gaussian variables with variance σ 2 z , and further assuming that this variance σ 2 z increases over training time. Direct evidence for the increase in logit variance over training time is presented in Fig. 4 and in Sec. 5.2.
The random Gaussian distribution of logits z µ k with variance σ 2 z in turn yields a random probability vector p µ ∈ R C for each example µ through the softmax function in (1) . This random probability vector is none other than that found in Derrida's famous random energy model [23] , which is a prototypical toy example of a spin glass in physics. Here the negative logits −z µ k play the role of an energy function over C physical states, the logit variance σ 2 z plays the role of an inverse temperature, and p µ is thought of as a Boltzmann distribution over the C states. At high temperature (small σ 2 z ), the Boltzmann distribution explores all states roughly equally yielding an entropy S = − C k=1 p µ k log 2 p µ k ≈ log 2 C. Conversely as the temperature decreases (σ 2 z increases), the entropy S decreases, approaching 0, signifying a frozen state in which p µ concentrates on one of the C physical states (with the particular chosen state depending on the particular realization of energies −z µ k ). Thus this simple i.i.d. Gaussian random model of logits mimics the behavior seen in training simply by increasing σ 2 z over training time, yielding the observed freezing of predicted class probabilities (Fig. 3) .
Such a growth in the scale of logits over training is indeed demonstrated in Fig. 4 and in Sec. 5.2, and it could arise naturally as a consequence of an increase in the scale of the weights over training, which has been previously reported [18, 29] . We note also that the same freezing of predicted softmax class probabilities could also occur at initialization as one moves radially out in weight space, which would then increase the logit variance σ 2 z as well. Below in Sec. 4 we will make use of the assumed feature of freezing of class probabilities both over increasing training times and over increasing weight scales at initialization.
Deriving loss landscape properties
We are now in a position to exploit the features and simplifying assumptions made in Sec. 3 to provide an exceedingly simple unifying model for the gradient and the Hessian that simultaneously accounts for all 4 striking properties of the neural loss landscape described in Sec. 1. We first review the essential simplifying assumptions. First, to understand the top eigenvalues and associated eigenvectors of the Hessian, we assume the logit curvature term in (9) is weak enough to neglect, yielding the model Hessian in (10) , which is composed of logit gradients ∂z µ k /∂W α and predicted class probabilities p µ k . In turn, these quantities could a priori have complex, interlocking dependencies both over weight space and over training time, leading to potentially complex behavior of the Hessian and its relation to the gradient in (8) .
We instead model these quantities by simply employing a set of independent zero mean Gaussian variables with specific variances that can change over either training or over weight space. We assume the logit gradients decompose as in (14) with mean logit gradients distributed as c kα ∼ N (0, σ 2 c ) and residuals distributed as E µ kα ∼ N (0, σ 2 E ). Additionally, we assume the logits z µ k themselves are distributed as z µ kα ∼ N (0, σ 2 z ). As we see next, inserting this collection of i.i.d. Gaussian random variables into the expressions for the softmax in (1), the gradient in (8) , and the Hessian model in (16) , for various choices of σ 2 c , σ 2 E and σ 2 z , yields a simple unified model sufficient to account for the 4 striking observations in Sec. 1.
The results of our model, shown in Fig. 5, 6 , 7 and 8, were obtained using N = 300, C = 10 and D = 1000. The logit standard deviation was σ z = 15, leading to the average highest predicted probability of p = 0.94. The logit gradient noise scale was σ E = 0.7/ √ D and the mean logit gradient scale was σ c = 1.0/ √ D, leading to a same-logit clustering value of q SL = 0.67 that matches our observations in Fig. 1 . We assigned class labels y µ k to random probability vectors p µ k so as to obtain a simulated accuracy of 0.95. For the experiments in Figures 7 and 8 , we swept through a range of logit standard deviations σ z from 10 −3 to 10 2 , while also monotonically increasing σ c as observed in real neural networks in Fig. 4 . We now demonstrate that the 4 properties emerge from our model. (1) Hessian spectrum = bulk + outliers. Our random model in Fig. 5 clearly exhibits this property, consistent with that observed in much more complex neural networks (e.g. [11] ). The outlier emergence is a direct consequence of high logit-clustering (large q SL ), which ensures that rank C term dominates the high rank noise term in (16) . This dominance yields the outliers through the BBP phase transition mechanism described in Sec. 3.1. Figure 5 : The Hessian eigenspectrum in our random model. Due to logit-clustering it exhibits a bulk + C − 1 outliers. To obtain C outliers, we can use mean logit gradients c k whose lengths vary with k (data not shown).
(2) Gradient confinement to principal Hessian subspace. Figure 6 shows the cosine angle between the gradient and the Hessian eigenvectors in our random model. The majority of the gradient power lies within the subspace spanned by the top few eigenvectors of the Hessian, consistent with observations in real neural networks [12] . This occurs because the large mean logit-gradients c kα contribute both to the gradient in (8) and principal Hessian eigenspace in (16) . age, as shown in Figure 7 and consistent with observations on large CNNs trained on realistic datasets [13] . This non-monotonicity arises from a competition between the shrinkage, due to freezing probabilities p µ k with increasing σ 2 z , of the eigenvalues of the C by C matrix with components P kl = 1 N N µ=1 p µ k (δ kl − p µ l ) in (16) , and the growth of the mean logit gradients c kα in (16) due to increasing σ 2 c . Fig. 4 ). We also model logit gradient growth over training by monotonically increasing σ c while keeping σ c /σ E constant.
(4) The Golidlocks zone: Trace(H)/||H|| is large (small) for small (large) weight scales. Equating increasing weight scale with increasing logit scale σ 2 z , our random model exhibits this property, as shown in Fig. 8 , and consistent with observations in CNNs [17] . To replicate the experiments in [17] , we project our Hessian to a random d = 10 dimensional hyperplane (data not shown) and verified that the behavior we observe is also numerically correct. This decrease in Trace(H)/||H|| (which is approximately invariant to overall mean logit gradient scale σ 2 c ) is primarily a consequence of freezing of probabilities p µ k with increasing σ 2 z . Fig. 4 ). This transition is equivalent to what was seen for CNNs in [17] . Fig. 1 demonstrates, as hypothesized in Fig. 2 , that logit gradients do indeed cluster together within the same logit class, and that they are essentially orthogonal between logit classes. We observed this with fullyconnected and convolutional networks, with ReLU and tanh non-linearites, at different stages of training (including initialization), and on different datasets. We note that these measurements are related, but complimentary to the concept of stiffness in [27] . (1) we can model training time by increasing σ 2 z corresponding to increasing logit variances in the model; while simultaneously (2) also increasing σ 2 c corresponding to increasing mean logit gradients in the model; (3) we can model increases in weight scale at random initialization by increasing σ 2 z . We note the connection be-tween training epoch and the weight scale has also been established in [18, 29] .
Justifying modelling assumptions

Logit gradient clustering
Logit variance dependence
Discussion
Overall, we have shown that four non-intuitive, surprising, and seemingly unrelated properties of the local geometry of the neural loss landscape can all arise naturally in an exceedingly simple random model of Hessians and gradients and how they vary both over training time and weight scale. Remarkably, we do not need to make any explicit reference to highly specialized structure in either the data, the neural architecture, or potential biases in regions explored by gradient descent. Instead the key general properties we required were: (1) weakness of logit curvature; (2) clustering of logit gradients as depicted schematically in Fig. 2 and justified in Fig. 1; (3) growth of logit variances with training time and weight scale (justified in Fig. 4 ) which leads to freezing of softmax output distributions as shown in Fig. 3 . Overall, the isolation of these key features provides a simple, unified random model which explains how 4 surprising properties described in Sec. 1 might naturally emerge in a wide range of classification problems.
