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We present a numerical scheme to solve the Wigner equation, based on a lattice discretization of
momentum space. The moments of the Wigner function are recovered exactly, up to the desired
order given by the number of discrete momenta retained in the discretisation, which also determines
the accuracy of the method. The Wigner equation is equipped with an additional collision operator,
designed in such a way as to ensure numerical stability without affecting the evolution of the relevant
moments of the Wigner function. The lattice Wigner scheme is validated for the case of quantum
harmonic and anharmonic potentials, showing good agreement with theoretical results. It is further
applied to the study of the transport properties of one and two dimensional open quantum systems
with potential barriers. Finally, the computational viability of the scheme for the case of three-
dimensional open systems is also illustrated.
I. INTRODUCTION
The phase-space formulation of quantum mechanics in-
troduced by E.P. Wigner [1] back in 1932, has known
a major surge of interest in the recent years, due to a
mounting range of applications, from quantum chaotic
systems [2, 3] and quantum optics [4] to ultracold atoms
[5], for which the Wigner function has been experimen-
tally reconstructed and measured via tomographic tech-
niques.
From a theoretical perspective, the Wigner formula-
tion is particularly appealing, because, by treating po-
sition and momentum as two independent quantities, it
provides a close bridge between quantum mechanics and
classical kinetic theory. A bridge which transforms into
a complete reconnection in the limit of a vanishing de
Broglie length (See [6] and references therein). From a
computational viewpoint, however, the Wigner equation
is generally demanding and difficult to handle, its appli-
cation being often limited to one-dimensional problems.
Different solution approaches have been proposed in
the literature, such as collocation schemes [7–9], semi-
classical methods [10, 11], Montecarlo approaches [12–
15], finite differences [16–18], particle methods [19–21],
and recently an approach in two dimensions has been
proposed [22]. However, the numerical solution of the
Wigner equation still stands as a difficult task, especially
in three spatial dimensions.
Formally, the Wigner equation is similar to the Boltz-
mann equation, which permits us to borrow methods de-
veloped in computational kinetic theory to solve quan-
tum mechanical problems. Of particular interest in this
respect, is the Lattice Boltzmann (LB) method, a descen-
dant of the lattice gas cellular gas automata[23, 24]which
was originally introduced as an alternative to the dis-
cretisation of the Navier-Stokes equations of continuum
∗ sosergio@ethz.ch
fluid mechanics [25–27].
Over the years, LB has been adapted to fields as diverse
as quantum mechanics [28, 29], relativistic hydrodynam-
ics [30], classical electrodynamics [31], and general rela-
tivity [32]. For a recent review, see [33]. The approach
is in general computationally efficient and flexible, due
to the local character of the lattice Boltzmann equation
and the fact that information always propagates along
straight characteristics (light-cones).
In this work, we formulate a lattice Wigner model,
borrowing ideas and techniques from lattice Boltzmann
schemes, namely, the use of a quadrature to reduce the
momentum space to a small set of representative vectors,
thus leading to substantial computational savings.
Even though our work is focussed on the collisionless
Wigner equation, the present Lattice Wigner scheme in-
cludes a collision term, for the purpose of numerical sta-
bility [34].
Note that the collision operator is implemented in such
a way as to preserve the dynamics of the Wigner function,
i.e. the moments correctly reproduced by the numerical
quadrature do not experience any dissipation.
For systems exhibiting genuinely physical dissipation,
such constraint can be readily removed, so that only
the conserved moments are conserved, while the non-
conserved ones are indeed affected by dissipative effects.
The approach is validated for the case of both har-
monic and anharmonic quantum oscillators and then
applied to the transport properties of one and two-
dimensional driven open quantum systems. Finally, we
also show the capability of the model to handle 3D sys-
tems with soft potentials.
This paper is organized a follows: in section II, an in-
troduction to the Wigner formalism is given, in section
III the lattice Wigner model is derived in detail. In sec-
tion IV, the model is validated and in section V it is ap-
plied to driven open quantum systems. Finally in section
VI the main findings and conclusions are summarized.
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2II. WIGNER FORMULATION
In this section, we provide the basic details about the
Wigner formulation, for a comprehensive account see
Ref. [35]. The Wigner formalism is a kinetic formula-
tion of quantum mechanics physically equivalent to the
Schro¨dinger representation [36]. The Wigner formula-
tion, however, is very different, as it treats both position
and momenta as independent variables, like in classical
Hamiltionian dynamics and kinetic theory.
The Wigner function is defined as
W (q,p, t) =
1
(2pi~)d
W(ρˆ)
=
1
(2pi~)d
∫ ∞
∞
dyρ(q− y/2,q + y/2)eip·y/~,
(1)
where ρ(x,x′) is the real space representation of the den-
sity matrix of the quantum system under consideration,
d is the dimensionality of the system and the Weyl trans-
form, W(·), of a quantum mechanical operator Oˆ is de-
fined as:
O˜(q,p) =W(Oˆ) =
∫
eip·y/~〈q−y/2|Oˆ|q+y/2〉dy. (2)
In general, W (q,p) is real and normalised in phase-space,
i.e
∫
dp dqW (p,q, t) = 1. However, due to quantum in-
terference effects, it is not positive semidefinite, and con-
sequently, it cannot be regarded as a proper distribution
function, but rather as a quasi-distribution.
Expectation values of a physical observable Oˆ are ob-
tained through the prescription:
tr(ρˆOˆ) =
∫
dpdqO˜(q,p)W (p,q, t). (3)
The moments of the Wigner function with respect to the
momentum variable are defined as
Π(W )nα1,...,αn =
∫
dppα1 ...pαnW (q,p), (4)
where n indicates the order of the moment and pαi de-
notes the αi component of the momentum variable. The
first two moments Π(W )0 and Π(W )1αi can be identified
with the particle density ρ(x,x) and momentum density
respectively, whereas the sum of the diagonal terms of
Π(W )2αiαj is proportional to the kinetic energy density.
The time evolution of the Wigner function can be ob-
tained as the Weyl transform of the Liouville-von Neu-
mann equation, namely:
∂ρˆ
∂t
=
1
i~
[Hˆ, ρˆ],
where Hˆ = pˆ
2
2m + Vˆ (x) is the Hamiltonian of the system.
The result is known as the Wigner equation and it
reads as follows:
∂W
∂t
+
p
m
· ∇W + Θ[V ]W = 0, (5)
where Θ[V ]W can be written as
Θ[V ]W =
∫ ∞
−∞
δ[V ](q,p− p′)W (q,p′)dp′ (6)
δ[V ](q, p) =
i
2pi~2
∫ ∞
−∞
(V (q− y/2)− V (q + y/2))eiy·p/~dy (7)
or alternatively
Θ[V ]W = −
∑
|s|∈Nodd
(
~
2i
)|s|−1
1
s!
∂sV
∂qs
∂sW
∂ps
, (8)
where s is a vector of non negative integers, |s| = ∑di=1 si,
∂s
∂as ≡ Πdi=1 ∂
si
∂asi for a = {q, p}. Finally, it is important
to notice that the different terms of the Wigner equa-
tion Eq.(5) can be linked to the different terms of the
Liouville-von Neumann equation.
The convective term arises solely from the kinetic en-
ergy term in the Hamiltonian, whereas the force term
Θ[V ]W originates from the potential energy contribu-
tion. To be noted that spatial derivatives of the potential
at various orders couple to corresponding derivatives in
momentum space, multiplied by the corresponding power
of the Planck’s constant ~. Such higher-order terms are
responsible for the “quantumness” of the Wigner repre-
sentation and the occurrence of negative values due to
quantum interference effects.
III. LATTICE WIGNER SCHEME
In this section, we introduce the lattice Wigner scheme
in two subsequent stages. First, the space, time, and
velocity discretisation of Eq.(5) is described, and sub-
sequently, the details on the quadrature in momentum
space are presented.
It is convenient to work in the dimensionless form
of Eq.(5). Upon the change of variables q → l0x,
p → m(l0/t0)v, t → t0τ where x, v, τ are the new di-
mensionless variables and l0, t0 are characteristic length
and time scales, respectively, Eq.(5) and Eq.(8) can be
written as:
∂W¯
∂τ
+ v · ∇xW¯ + Θ[V ]W¯ = 0, (9)
and
Θ[V ]W¯ = −
∑
|s|∈Nodd
(
H
2i
)|s|−1
1
s!
∂sV¯
∂xs
∂sW¯
∂vs
, (10)
where H = ~t0
ml20
, V¯ = Vm(l0/t0)2 are the dimensionless
reduced Planck constant and potential terms, respec-
tively. For convenience the relation between physical
and dimensionless variables is given in Table. I
3Variable Physical Lattice
Position q x
Momentum p v
Time t τ
Reduced Planck constant ~ H
Potential V V¯
Wigner function W W¯
TABLE I. Relation between physical and lattice variable sym-
bols.
The space and time variables of Eq.(9) are discretized
simultaneously, that is, first Eq.(9) is formally written as
an ordinary differential equation along a x + vδτλ line
(light-cone), with parameter λ ∈ [0, 1] and time step δτ
dW¯
dλ
= −δτΘ[V ]W¯ ,
This is then integrated leading to:
W¯ (x + vδt,v, t+ δt)− W¯ (x,v, t) = −δtΘ[V ]W¯ . (11)
To be noted that that a first order Taylor series expansion
of the l.h.s of Eq.(11) is consistent with Eq.(9).
The velocity space is discretized using quadratures in-
stead of a regular grid approach. Besides avoiding the
need of a finite cutoff in velocity space, which results in
an inaccurate computation of the moments of the Wigner
distribution, the quadrature approach also provides a
better discretization of the ∇ operator[37].
In the present context, discretization by quadra-
ture requires that the moments (Eq.(4)) in the veloc-
ity(momentum) space of W¯ and Θ[V ]W¯ can be calcu-
lated exactly. This is achieved using a set of Nq quadra-
ture vectors and corresponding weights {vi, wi}Nqi=1, obey-
ing the consistency relations:
Π(W¯ )nα1,α1,...,αn =
∫
dvvα1vα1 · · · vαnW¯ (x,v, t) (12)
=
Nq∑
i=0
viα1viα1 · · · viαnwiW¯ (x,vi, t)
=
Nq∑
i=0
viα1viα1 · · · viαnW¯i(x, t),
where W¯i(x, t) = wiW¯ (x,vi, t) and viαn denotes the αn
component of the i-th velocity vector. A similar set of
equations holds for Θ[V ]W¯ .
Given a quadrature, Eq.(11) is further discretized as
W¯i(x + viδt, t+ δt)− W¯i(x, t) = −δt(Θ[V ]W¯ )i. (13)
Following the lattice Boltzmann nomenclature, the W¯i
and (Θ[V ]W¯ )i are termed respectively “distributions”
and “source distributions”. Observe that the time evolu-
tion of the distributions is given by Eq.(13) and that at
every spatial lattice point x, there are Nq distributions,
from which the moments, such as density Π(W¯ )0 = ρ or
momentum density Π(W¯ )1α = ρuα, can be calculated at
every time step using Eq.(12).
It is important to notice that, although a discretization
by quadrature requires no cutoff in velocity space, it does
nonetheless involve a ceiling on the highest moment for
which Eq.(12) holds. In other words, it is a truncation
in discrete momentum space.
It is in principle possible to use Eq.(13) to track the
time evolution of the moments of the Wigner function
under the action of a specified potential. However, it
was shown in Ref. [34] that the resulting structure of the
forcing term leads to numerical instabilities. To address
this problem, the lattice Wigner model is introduced as
W¯i(x + viδt, t+ δt)− W¯i(x, t) = δtΩi + δtSi+
δt
2
(Si(x, t)− Si(x− viδt, t− δt)) (14)
Ωi = − 1
τw
(W¯i(x, t)− W¯ eqi (x, t))
where Si = −(Θ[V ]W¯ )i and W¯ eq is an artificial “equi-
librium” distribution such that Π(W¯ eq)nα1,α1,...,αn =
Π(W¯ )nα1,α1,...,αn for n ≤ NΠ. τw > 0 and NΠ ∈ N are
model parameters. It is interesting to observe that a for-
mal approach to derive Eq. (14) similar to that presented
it Ref.[38] for the Lattice Boltzmann equation may be
possible.
Compared to Eq.(13), Eq.(14) exhibits two additional
terms. The last one eliminates first-order discretization
artifacts [39, 40], while the first, Ωi, is a regularizing arti-
ficial collision term. Since Ω is a relaxation-type collision
term, its use is allowed because it preserves the positive
semidefinite character of the density matrix that under-
lies the Wigner function [6, 41]. Its role is to improve
the stability of the numerical scheme by inducing selec-
tive numerical dissipation without directly affecting the
dynamics of the first n ≤ NΠ moments of the Wigner
equation. This can be seen as follows, let us consider the
Taylor expansion up to second order of Eq.(14), namely
DiW¯i +
δt
2
D2i W¯i = Ω + Si +
1
2
(
δtDiSi − δt
2
2
D2i Si
)
,
(15)
By solving for DiW¯i and recursively substituting back
in the second term of the l.h.s of Eq.(15), it is found that
DiW¯i+
δt
2
Di
(
−δt
2
D2i W¯i + Ω + Si +
1
2
(
δtDiSi − δt
2
2
D2i Si
))
=
(16)
Ω + Si +
1
2
(
δtDiSi − δt
2
2
D2i Si
)
.
From Eq.(16), it can be seen that had the last term of
Eq. (14) not been introduced in the definition of the
4model, there would be an uncompensated source depen-
dent term of order δt. Finally, if the velocity moments of
Eq.(16) are calculated, it can be seen that all the contri-
butions involving Ωi vanish, provided that the order of
the moment is not larger than NΠ. Thus, up to terms of
order O(δt2) and n ≤ NΠ, the resulting set of equations
∂
∂t
Π(W¯ )nα1,α1,...,αn +∇ ·Π(W¯ )n+1α1,α1,...,αn+1
= Π(S¯)nα1,α1,...,αn +O(δt
2), (17)
is consistent, with the moments of Eq.(9).
In summary, Eq.(14) approximately solves the Wigner
Equation by solving the corresponding truncated hierar-
chy of equations Eq.(17).
To finalise the model description, a quadrature
{vi, wi}Nqi=1 and the explicit expressions for W¯i, Si and
W¯ eqi are needed. Since the Wigner function is bounded
over the phase space [42] and only a limited number of
moments are required, due to the truncation in Eq. (17),
an expansion in orthonormal polynomials can be assumed
for W¯ , S and W¯ eq, from which the expressions of the cor-
responding distributions can be derived.
For instance, given a family of polynomials {Pn(v)},
orthonormal under the weight function ω(v), W¯ can be
represented approximately as:
W¯ (x,v, t) ≈ ω(v)
Np∑
n
an(x, t)Pn(v), (18)
where Np is the maximum order of the polynomials used
in the representation and the expansion coefficients are
given by
an(x, t) =
∫
d3vW¯ (x,v, t)Pn(v). (19)
It is interesting to note that, since the expansion coeffi-
cients are linear combinations of the moments of the dis-
tribution, this procedure is similar to Grad’s method[43],
although not restricted to Hermite polynomials.
Since any combination of the form viα1viα1 · · · viαn can
be represented exactly using the set {Pn(v)}, the require-
ment of Eq.(12) is equivalent to solving the following set
of algebraic constraints:
Nq∑
i=0
ωiPn(vi)Pm(vi) = δn,m ∀n,m ≤ Np (20)
vi ∈ Zd ∀i
wi ≥ 0 ∀i,
for vi, ωi.
Technically the constraint vi ∈ Zd is not necessary.
However, without such constraint, a interpolation would
be needed whenever x+viδt fails to fall on spatial lattice.
Finally, following a consolidated convention, quadratures
in n spatial dimensions with m discrete velocity vectors
will be designated by DnQm.
Given a solution of Eq.(20) W¯i can be expressed as
W¯i(x, t) = ωi
Np∑
n
an(x, t)Pn(vi), (21)
and similarly for Si and W¯
eq
i .
In practice, Hermite polynomials are a convenient
choice, as they permit the systematic generation of lat-
tices in any number of dimensions [44–46]. For exam-
ple, in one dimension and using Hermite polynomials,
Hn(v; cs) with weight function ω(v; cs) = 1√
2pic2s
e
− v2
2c2s
and parameter cs > 0 [47], the expressions for W¯i, Si
and W¯ eqi are given by
W¯i = ωi
Np∑
n
an(x, t)Hn(vi; cs) (22)
W¯ eqi = ωi
NΠ∑
n
an(x, t)Hn(vi; cs) (23)
Si = −ωi
∑
n,s
an(x, t)
√
(n+ s)!
n!
(−H/i)s−1
csss!
∂sV
∂xs
Hn+s(vi; cs).
(24)
Where H is the dimensionless reduced Planck constant.
It should be noted that, in general, the condition NΠ <
Np must hold, for otherwise Ωi becomes trivially zero.
(For algorithmic details see appendix B).
Throughout this work Hermite polynomials are in use
as they naturally fit the considered problems. However,
other choices adapted to particular problems are possible.
An example of this, are the generalized polynomials for
electronic problems developed in [48].
IV. VALIDATION
We validate our model, first for the harmonic oscillator
and then for the case of anharmonic potentials with up
to sixth order.
A. Harmonic potential
As a first example to illustrate the lattice Wigner
method described in the previous sections, we consider
the quantum harmonic oscillator described by the fol-
lowing Hamiltonian Eq. (25):
Hˆ =
pˆ2
2
+
1
2
xˆ2. (25)
We track the time propagation of the W¯i distributions
from the initial conditions, for different choices of the
spatial resolution and number of moments NΠ.
The initial condition consists of an equally weighted
superposition of the first two eigenstates of the quantum
5harmonic oscillator, |φ〉 = 1√
2
(|ψ0〉 + |ψ1〉). Since this
state is non stationary, it shows time oscillations all along
the evolution.
The Wigner function corresponding to |φ〉 can be cal-
culated from the definition Eq.(1), the result being:
W|φ〉(x, v) =
e−
v2+x2
H
(√
2
√
Hx+ v2 + x2
)
piH2
. (26)
Observe that if Hermite polynomials are used, W|φ〉(x, v)
is already of the form Eq.(18). It follows that the distri-
butions, W¯i, are given by
W¯i = ωi
e
− x2
2c2s√
2pic2s
(H2(vi; cs)
2
+
c2s + 2csx+ x
2
√
2c2s
H1(vi; cs)
)
(27)
where the specific values of wi, vi and cs for different
lattices are given in the Appendix A and H was taken to
be numerically equal to 2c2s.
The results of our simulation using the D1Q3 lattice
with a lattice spacing δx = 0.06 and a equilibrium func-
tion with NΠ = 3, are shown in Fig. 1. On the upper
panel, it can be seen that both the zeroth and first order
moments (ρ, ρu) are correctly propagated and agree with
the theoretical values at different times.
From Eq. (18), it is clear that, given the expansion
coefficients an(x, t), it is possible to reconstruct an ap-
proximation of the Wigner function. These coefficients
can be obtained from Eq.(22) as linear combinations of
the moments of the Wigner function, which, in turn, can
be calculated by means of quadratures.
The results for the quantum harmonic oscillator are
presented on the lower panel of Fig.1, which shows the
phase-space representation of the Wigner function. From
this figure, a prototypical shape is clearly recognized, in-
cluding the expected nonclassical regions of negative val-
ues.
To quantitatively characterize the present method, we
have studied the effects of the spatial resolution, lattice
configuration and number of preserved moments (NΠ)
To this end, the root mean square error between the
theoretical density and the simulated one after a full os-
cillator period, T0,
∆ =
√
1
Nx
∑
x
(ρtheory(x)− ρsim(x))2, (28)
was evaluated for different conditions.
In Fig.2 a), the effect of using different lattices
and resolution levels is shown; two features are apparent,
namely that the error ∆ decreases quadratically as
a function of 1/δx and that, at a given value of the
resolution δx, schemes with higher number of preserved
moment provide better results.
FIG. 1. (Color on line) a) First moment of the Wigner func-
tion (density) for different times being fractions of the os-
cillation period T0. The inset shows the corresponding time
evolution for the second moment (velocity density). The sym-
bols denote the simulation and the solid lines the analytical
solution. b) Phase space reconstruction of the quantum har-
monic oscillator Wigner function at τ = T0. The dashed con-
tour line shows where the Wigner funtion vanishes. c,d) Show
the rotation of the harmonic Wigner function for τ = T0/3
and τ = T03/4,respectively, that is expected from the theory.
The effect of changing the value of NΠ is presented in
Fig.2 b). From this figure, an ideal range for NΠ can be
identified. If NΠ is low, the order of truncation of Eq.(17)
leads to a crude approximation which in turn yields large
values of ∆. On the other end, if NΠ is equal to Np,
the model becomes unstable (this is why we have chosen
NΠ < Np for both lattices), because then the collision
61.5 1.6 1.7 1.8 1.9 2.0 2.1
log(1/δx)
−5.0
−4.5
−4.0
−3.5
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g(
∆
)
a) D1Q3
D1Q8
D1Q16
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
NΠ
10-6
10-5
10-4
10-3
10-2
10-1
100
∆
b)
D1Q8
D1Q16
FIG. 2. (Color online) a) Root mean square error of the den-
sity, ∆, for different velocity lattices and spatial resolution
using an equilibrium function that preserves the first three
moments. b) Effect on ∆ of using different values of NΠ for
two different lattices with δx = 0.008, Np = 8 and Np = 16
for D1Q8 and D1Q16 respectively.
term Ωi, Eq.(14), vanishes, which implies no artificial
dissipation, hence the onset of stability issues discussed
in Ref.[34]. The anomalous point NΠ = 13, in the D1Q16
case on Fig.2 b), may be due to compensated high order
modes that reduce the artificial disipation leading to a
larger than expected error. That was only observed for
the particular case of the harmonic oscillator (and wont
be the case for the anharmonic potential).
B. Anharmonic potential
As a second example, we simulate the anharmonic
quantum oscillator described by the Hamiltonian
Hˆ =
pˆ2
2
+
1
2
xˆ2 + αxˆ4 + βxˆ6 , (29)
where the parameters α and β determine the strength of
the anharmonic terms.
As discussed earlier on, anharmonic terms involve gen-
uinely quantum effects in the forcing expansion described
in Eq. (8).
Similar to the previous example, the initial condition is
taken to be the equal superposition of the first two eigen-
states of the hamiltonian Eq.(29) |φ〉 = 1√
2
(|ψ0〉+ |ψ1〉).
Here, |ψ0〉, |ψ1〉 are obtained by direct diagonalization of
FIG. 3. (Color online) Results for the anharmonic oscillator
with parameters α = 0.1, β = 0.05. a) Comparison between
the density obtained using the Lattice Wigner method and
the one obtained directly from the Schro¨dinger equation. (b)
Error as a function of resolution, used lattice and number of
projections NΠ. It can be seen that as the resolution increases
the error saturates and that the error decreases upon increas-
ing the number of projections. (c) Effect on ∆ of using dif-
ferent values of NΠ for two different lattices with δx = 0.008.
(d) Reconstruction of the Wigner function from the anhar-
monic case, the dashed contour line shows the region where
the Wigner function vanishes (e) Difference between the har-
monic and anharmonic Wigner functions in phase space. (f)
Difference between the signs of the harmonic and anharmonic
Wigner functions. A value of +2 indicates a region where the
harmonic Wigner function is positive and the anharmonic is
negative, −2 indicates the opposite situation.
Eq. (29), using a truncated basis set of 50 eigenvectors,
ϕn, from the quantum harmonic oscillator.
The density matrix for this system is given by
ρˆ(x, x
′
) =
∑
m,n cnc
∗
mϕm(x)ϕn(x
′), where the coeffi-
cients cn are easily obtained from the diagonalization
procedure. Given ρˆ, the corresponding Wigner function
W|φ〉(x, v) was calculated with the help of the results in
7Ref. [49], leading to the following expression:
W|φ〉(x, v) =
1
2piH
∑
n≤m
2
1 + δm,n
<(cnc∗mkn,m), (30)
where <(·) denotes the real part, the coefficients km,n are
given by
km,n = 2(−1)min (m,n)
√
min (m,n)!
max (m,n)!
e−
x2+v2
H
(
2
H
(x2 + v2)
) |m−n|
2
L
|m−n|
min (m,n)
(
2
H
(x2 + v2)
)
e(i(m−n) arctan (v/x)) (31)
and Lmn is the m order n degree associated Laguerre poly-
nomial.
In order to find the corresponding W¯i, the fact is used
that each term of Eq. (30) can be written as the product
of a polynomial and a Gaussian function in the velocity
space. Once the Gaussian is factored out, the result in
Eq. (32) is readily cast into the form of Eq. (18), namely
W (x, v) =
e−
v2
H√
2piH
∑
n≤m
2
1 + δm,n
(crnmk¯
r
nm − cinmk¯inm),
(32)
In the above, cnm = (c
r
nc
r
m+ c
i
nc
i
m)+ i(c
i
nc
r
m− cimcrn) and
k¯mn =
ev
2/H
2
√
piH
kmn, where the superscripts r and i denote
real and imaginary parts, respectively. Since Hermite
quadratures are in use, the W¯i follow directly.
The results for the anharmonic oscillator Eq.(29) with
parameters α = 0.1, β = 0.05 are summarized in Fig.3 a),
from which it is apparent that for mild anharmonicities,
the method is able to properly evolve the given initial
condition. In Fig.3 b) the error as a function of the used
lattice and resolution is reported; the general trend is
an error decrease at increasing resolution; it decreases as
NΠ increases and ∆ tends to saturate relatively fast. In
Fig.3 c), the behavior of ∆ as function of NΠ is shown.
Similarly to the harmonic case, as NΠ increases, ∆ de-
creases, until it reaches and optimal value (NΠ = 8) and
then saturates.
The Wigner function W¯ anh was also reconstructed for
the anharmonic oscillator Fig. 3 d). To observe the quan-
titative difference between it and the Wigner function of
the harmonic oscillator W¯h, the difference W¯h − W¯ anh
is shown in Fig. 3 e). Finally it is interesting to notice
that for the given levels of anharmonicity the change in
the negative region of the Wigner function concentrates
on the boundary of the negative region this is shown in
Fig. 3 f) where the sign difference sgn(W¯h)− sgn(W¯ anh)
is plotted.
In order to study stronger anharmonic cases, not only
larger resolutions, but also more terms in the representa-
tion Eq.(22) of the Wigner function are required because
as the strength of the anharmonicity increases, so does
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FIG. 4. (Color online) The symbols show the time it takes
to update a single site as a function of the number of poly-
nomials. The dashed line shows the scaling t ∼ N2p . The
simulations were performed for the quantum harmonic oscil-
lator, in every case NΠ was set to the highest value compatible
with numerical stability.
the number of terms in Eq.(32). In order to account for
them, both the number of polynomials in Eq.(22) and
the size of the velocity lattice needs to be increased.
The effect of the relaxation time of τw was also stud-
ied. By definition, this parameter controls dissipative
effects and consequently, it is not expected to affect the
results. However, numerically it was found that this is
the case only in the range 0.56 ≤ τw ≤ 5, which is similar
to the allowed range of τw in the closely related lattice
Boltzmann schemes. This is possibly due to a marginal
coupling between high order moments and the ones rele-
vant to the Wigner dynamics.
C. Computational cost
For an arbitrary problem, it is a priori not known how
many polynomials are required to give an accurate rep-
resentation of the Wigner function, Eq. (18). However,
similarly to the classical Lattice Boltzmann methods, it is
expected that in practice the number of terms in Eq. (18)
can be minimized if the expected macroscopic velocities
v¯ = |Π1(W¯ )/Π0(W¯ )| are much smaller than the Lattice
speed of sound i.e | v¯Cs |  1, and if the expansion Eq. (24)
can be truncated on the basis that |Hs−1∂sxv¯|  1 for
certain s. The number of polynomials, Np, determines
the smallest lattice that is able to support the orthogo-
nality constraints, Eq. (20), and also the computational
cost of solving the respective problem. The scaling of the
cost can be estimated by observing that a single update
of the complete set of lattice points involves four basic
steps: 1) the calculation of the expansion coefficients an
in Eq. (22), 2) the update of the source term distribu-
tions in Eq. (24), 3) the update of W¯ eq in Eq. (21), and
4) the update of W¯i according to Eq.(14).
8The number of floating point operations (+,−,×, /)
required at each step scales respectively as O(NpNq),
O(NsNpNq), O(NpNq) and O(1), where Ns is the num-
ber of terms in Eq. (24) that are consistent with a cutoff
at s in H.
Under a worst-case scenario, i.e. the largest possible
NΠ, NΠ ∼ Np and Nq ∼ Np, the total cost of updating
a single site scales as:
O(NsN
2
p +N
2
p ) (33)
In 1D, Ns is effectively O(1) and therefore the cost per
site update scales as O(N2p ). This bound was tested
and the correpsonding results are reported in Fig.4, from
which it is seen that the cost of updating a single site
scales like N2p . The difference with respect to the theo-
retical value can be accounted for by the time to access
data, which becomes dominant as the size of the problem
is increased.
In 2D, Ns scales O(s
2), and since the number of poly-
nomials and lattice vectors also scale quadratically, the
update cost per site is expected to grow as O(s2N4p ). For
the 3D case Ns scales as O(s
3) and therefore the expected
update cost per site is expected to grow as O(s3N6p ).
For comparison, the spectral and semispectral meth-
ods reported in Ref. [8, 34] scale in 1D as O(N logN)
where N is the number of basis functions. However, this
only applies when plane wave basis are used, which are
known to introduce numerical artefacts. If an arbitrary
basis is used the reported scaling of Ref. [34] becomes
O(N2). Finally it is interesting to note that Ref. [22]
reports O(N logN) complexity for 2 particles in a single
dimension using Fourier methods.
V. DRIVEN OPEN QUANTUM SYSTEMS
A. 1D system
As an application of the proposed model, next we
study the dynamics of the zeroth and first moment of
the Wigner function for a system subject to the com-
bined action of an external drive and potential barriers.
As a model of an homogeneous system, we assume that
the initial state is given by the following thermal density
matrix:
ρˆ =
∑
|p〉〈p|e−βp2/2m, (34)
where |p〉 are plane waves, m is the mass of the particle
and β is the inverse temperature.
The system is taken to be of finite length L, which im-
plies quantization of the allowed momenta. However, L
is assumed sufficiently large to justify a continuum limit.
The potential barriers extend throughout the domain
according to:
V (x) =
v0
2
(erf ((x+ δ/2)ξ)− erf ((x− δ/2)ξ)) , (35)
FIG. 5. (Color online) a): Reconstructed steady state Wigner
function. b): The second moment of the Wigner function as
function of Vd in steady state, for different number of barriers
Nb. c) σ as a function of the number of barriers for different
inter barrier distances. The system size is set to 400 (in di-
mensionless units) and all simulations were performed with a
resolution δx = 0.004, with NΠ = 14, using a D1Q16 lattice.
where v0, δ and ξ define the height, width and stiffness of
the barrier, respectively. The barriers were symetrically
distributed at the points {xi = ±Di}, i = 0, 1, . . . , Nb
where D is the interbarrier distance.
The system is driven by the potential Vd(x) = −ax,
where a determines the strength of the forcing, and is
assumed to be open, i.e. each end of the domain is con-
nected to a fixed reservoir, also described by Eq. (34).
Similar to the previous examples, a lattice Wigner rep-
resentation of the form Eq. (21) is required for the initial
condition. In this case, the Wigner transform of Eq. (34)
is given by
W (x, v) =
1
2piH
e−
v2β¯
2 , (36)
where β¯ = βm(l0/t0)
2.
Comparing Eq.(36) with the form of the Hermite poly-
nomials weight function, ω(v; cs) =
1√
2pic2s
e
− v2
2c2s , and us-
ing Eq.(18,21) it follows that if β¯ and H are fixed re-
spectively to 1/c2s and cs then only the a0 expansion co-
efficient, that correspond to the constant Hermite poly-
nomial, is requiered. That is, the representation of the
initial condition is optimal and the the distributions W¯i
are proportional to the weights of the lattice configura-
tion
W¯i = ωi
1√
2pi
. (37)
Finally, it is important to observe that the barrier po-
tential Eq. (35) has infinitely many non-zero derivatives,
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FIG. 6. (Color online) a) The total potential as a function of
the inter barrier separation. For D = 2 the barriers are close
enough such that the total resulting potential acts as a single
barrier. As the interbarrier separation increases, the resulting
potential exhibits the structure shown for the D = {2.5, 3}
cases b) The symbols show the behavior of ρu, averaged over
50 random samples, as a function of the driving potential.
The dashed lines show the behavior of ρu in the uniformly
distributed case with an inter barrier distance D = 8.
as opposed to the harmonic and anharmonic potentials.
This implies that a cutoff in Eq. (24) needs to be chosen.
For the present simulations, the parameters characteris-
ing the barriers were fixed as v0 = 0.4β¯
−1, δ = 2 and
ξ = 1. In this case, the cutoff is taken at s = 9, since
the next contribution, s = 11, is six orders of magnitude
smaller than the first order contribution.
The first two moments of the Wigner function were
studied for different values of the driving force Vd, num-
ber and location of the barriers. Fig. 5 a) shows the
reconstructed steady state Wigner function, W¯ (x, v), of
a system with Vd = 10
−4 and four barriers randomly
located across the domain.
Similar results were obtained for different configura-
tions of barriers and driving force. The first visible fea-
ture is that W¯ (x, v) shows a number of “cuts” along the
v axis at given values of x. These cuts are located at the
potential barriers. Along the barriers, the Wigner func-
tion attains lower values as compared to the nearby re-
gions. This implies that the density in the cuts is smaller
compared to the surroundings.
A second feature is that the Wigner function is nearly
translationally invariant in the interstitial region between
two subsequent cuts, as long as the cuts are sufficiently
far apart, which implies that the density ρ is uniform
between cuts.
Further, from Fig. 5 a) it seems that the Wigner dis-
tribution is symmetric along the v = 0 axis, although
this is not the case. The driving potential slightly shifts
the distribution, leading to a finite and spatially uniform
first moment (ρu), which is consistent with the continu-
ity equation ∂ρ∂t + ∇ρu = 0, at steady state. Finally, it
can be seen that the Wigner function is nowhere nega-
tive, first, because the reservoir naturally tends to wash
out quantum coherence and second, because the ratio be-
tween the height of the barriers and the thermal energy
is about 0.4, whereas in applications such as resonant
tunneling diodes, such ratio is about ten [18]. Similarly
to the case of strong anharmonicities, to treat systems
with higher energy barriers, more terms i.e. polynomials
in the representation of the Wigner function (Eq.(18))
are needed, along with the corresponding increase in the
velocity lattice size. For instance, in the case of a res-
onant tunneling diode, preliminary simulations showed
that velocity lattices as large as D1Q77 where still not
able to recover the negative regions of the system. How-
ever, it is expected that by using polynomials adapted to
the physical problem one could solve this issue.
From Fig. 5 b) it can be seen that the relation between
the velocity density ρu and the forcing potential Vd is
linear for a fixed number of barriers, uniformly and sym-
metrically distributed across the domain. Further, Fig. 5
b) also implies that, as the number of barriers increases,
the electric conductivity, σ, decreases.
In other terms, the capacity of the system to trans-
port momentum from one end to the other, declines with
number of barriers. To quantify this relation, simula-
tions with a fixed number of barriers, Nb, but different
inter-barrier distances, D, were performed. The results,
reported in Fig.5 c), show that the overall tendency is
a decreasing σ at increasing Nb. However, this decrease
shows a dependence on the inter-barrier separation D.
For D = 2 and D = 2.5, σ is nearly constant, whereas
for D ≥ 3 it decreases rapidly with Nb. Furthermore, σ
saturates above D ≥ 5.
The above picture can be understood as follows: once
the barriers are sufficiently close together, they overlap
and the resulting potential is no longer a set of disjoint
barriers, but rather a single larger barrier Fig.6 a).
In this case, it is known that all incoming plane waves
with energy below the barrier are exponentially attenu-
ated as a function of the barrier length, whereas those
with energy above the barrier manage to penetrate, if
only with a non-zero reflection probability. It follows
then that the number of states that can cross the barrier
diminishes as the length of the barrier increases thereby
limiting the amount of momentum transported across the
system, thus leading to an overall decrease of σ.
When the separation between the barriers is suffi-
ciently large, the system can be approximated as a se-
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D a b c
5 29.1± 0.6 59.5± 0.5 0.913± 0.005
5.5 28.7± 0.7 59.7± 0.5 0.912± 0.005
6 28.7± 0.7 59.6± 0.5 0.913± 0.005
6.5 28.8± 0.7 59.5± 0.5 0.914± 0.005
8 28.9± 0.7 59.4± 0.5 0.914± 0.005
TABLE II. Individual fitting parameters of Eq.(38) for differ-
ent interbarrier distances
quence of disjoint barriers. If the system was closed, this
would imply that, T being the transmission coefficient
for a single incoming plane-wave on a single barrier, the
transmission coefficient for n barriers, would be Tn, with-
out any dependence on the inter barrier separation. Since
this holds for every plane wave contributing to the ther-
mal density matrix, the system as a whole is expected to
follow a similar trend.
From the previous picture, it can be inferred that the
σ − n relation must have a similar form for the D ≥ 5
settings. The semi empirical formula σ = a+ bcn, where
a, b, c are parameters depending on the inter-barrier sep-
aration, offers a good fit to the cases D = 5, 5.5, 6, 6.5, 8.
From Table.V A, it is apparent that the parameters a,
b and c are constant within error bars. Therefore, for
D ≥ 5, the relation between σ and n and D, is effectively
independent of D and given by
σ = a+ bcn (38)
with a = 28.8± 0.1, b = 59.5± 0.1, c = 0.913± 0.001.
The intermediate case 2.5 < D < 5, when the barriers
do not form a single monolithic barrier and the system
can no longer be regarded as a superposition of disjoint
subsystems, requires a deeper analysis which is left for
future work.
We have also studied the momentum transport in the
presence of a random distribution of barriers.
Simulations were performed for a fixed number of bar-
riers Nb, randomly located across the domain. The mini-
mum distance between any two barriers was constrained
to be larger than 2 lattice sites, in order to avoid exces-
sive overlap, leading to an effective single larger barrier
instead of two distinct ones. The results are presented in
Fig. 6 b), where for every instance 50 random realisations
were considered.
The main observation is that the relationship between
the current ρu and Vd is, on average, the same as with
uniformly distributed barriers, with an inter-barrier dis-
tance D > 5. This result can be understood as follows;
since the barriers are constrained to be far apart, most
configurations behave as a collection of subsystems. This,
in turn, implies that σ only depends on the number of
barriers Eq.(38) and, as a consequence, the average re-
lation between ρu and Vd does not depart significantly
from the case of a regular distribution of barriers.
FIG. 7. (Color online) a) Density map for a 2D system with
16 randomly located barriers. The effect of the barriers can be
observed on the regions that get depleted (blue color) and on
the streamlines that bend around them. b) Behavior of Φ as
a function of the driving strength. The red dashed line, blue
dot-dashed line and green dotted line correspond to systems
where the barriers are arranged in regular grids of 2×2, 3×3
and 4 × 4 barriers with an inter barrier distance of D = 9.
The circle, square and triangle symbols represent respectively
the mean flux of 50 random samples of 2× 2, 3× 3 and 4× 4
randomly located barriers. The solid lines are a guide to the
eye showing the trend of Φ as a function of Vd for the case of
random barriers.
B. 2D system
The transport properties of a square shaped two-
dimensional system of side length L, were also studied.
Open boundary conditions were used at the x = 0 and
x = L ends, while periodic boundary conditions are used
at the y = 0 and y = L ends. The system is driven by an
external potential of the form Vd(x) = −ax, where a con-
trols the strength of the external driving. The barriers
are described by the potential
V (x) = v0e
− |x|2
2ξ2 , (39)
where v0 determines the height of the barrier and ξ its
stiffness.
The initial state is also given by Eq. (34), where |p〉 is
assumed to be two dimensional. Following calculations
similar to the 1D case, the initial condition for the lattice
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FIG. 8. (Color online) The figure shows the density ρ and
streamlines of ρu of an open driven system in 3D. The drive
is given by a constant force, F , along the x direction.
Wigner model is given by
W¯i = ωi
1
2pi
. (40)
The cutoff of Eq.(10) was set to s = 9 and the simulations
where carried out on a 256× 256 grid, using the D2Q16
lattice (see Appendix for details).
Similarly to the 1D case, regular and a random settings
for the location of the potential barriers were considered.
Fig.7 a) shows a sample result for a simulation with 16
randomly placed barriers. The location of the potential
barriers can be easily identified through the blue color
spots, denoting density depletion. Further, it can be seen
that the streamlines bend around the potential barriers,
similarly to the way fluid streamlines turn around obsta-
cles in porous or campylotic media [50, 51].
The relation between the flux Φ (2D analog of ρu in
1D) and the driving potential is presented in Fig. 7 b).
From this figure, it is seen that the relation σ versus Φ
and Vd is linear when the barriers are regularly organ-
ised on a square grid, and that σ decreases at increasing
number of barriers. Furthermore, when the barriers are
randomly placed, the average behavior of Φ is close to
the regular case, as it was also observed in 1D. However
as the number of barriers increases, specific realizations
can deviate significantly from the regular grid behavior,
this can be seen from the error bars of the red triangles
in Fig. 7 b).
Finally, for the purpose of showing the viability of
the present method also in three spatial dimensions, we
have simulated a three-dimensional open quantum sys-
tem. The simulation was performed on a 20 × 20 × 20
lattice, with a D3Q125 velocity set, which was chosen
because it includes terms of order H2 in the force expan-
sion Eq.(24). The boundary conditions are open (ther-
mal density matrix) at the planes normal to F (See Fig.8)
and periodic on the remaining boundaries. In addition
to the driving potential generating a force in the x di-
rection, a random potential is included. It is modeled as
a smooth Gaussian with varying amplitude at different
locations in the domain. From Fig.8, it is seen that the
streamlines tend to circumvent the regions of low den-
sity, where the potential is high, and concentrate in the
regions of high density, thus effectively avoiding “impu-
rities”. A systematic analysis of the transport properties
of this three-dimensional open quantum system is left for
future work.
VI. CONCLUSION
In this work, a new numerical method to track the time
evolution of the Wigner function has been introduced.
The stability problem previously described in Ref. [34],
is handled through the inclusion of an artificial collision
term, designed in such a way as to preserve the dynamics
of the relevant moments of the Wigner function. The fact
of reducing momentum space to a comparatively small
set of representative momentum vectors, opens up inter-
esting prospects for the simulation of one, two and also
three dimensional quantum systems. Preliminary results
for 1D systems with regular and random potentials pro-
vide evidence of linear transport laws which are inde-
pendent of the barrier configuration for dilute systems.
In the 2D case, we find the same transport laws at low
barrier density, while for higher concentrations, devia-
tions from the linear behavior are observed (as shown in
Fig.7 b) when the barriers are randomly located. Finally,
we also presented a preliminary simulation of a 3D open
quantum system, to illustrate the ability of the model to
handle the three-dimensional Wigner equation.
The computational cost of the method scales polyno-
mially with the number of basis functions. However, the
simulations show that just a few equilibrium moments
and comparatively small lattices, are often sufficient to
obtain reasonably accurate results.
The present work opens up a number of research direc-
tions for the future. Technically, the performance can be
improved by choosing alternative families of lattice con-
figurations and orthonormal polynomials, or by directly
designing orthonormal polynomials that fit the specific
problems under investigation. Since our model is com-
putationally viable also in 3D, problems like the heat
transport properties of three-dimensional semiconductor
structures, which are highly relevant to the next gener-
ation electronics[52], could be studied. In addition, the
method could also be used as a practical tool to explore
fundamental issues, such as the relation between quan-
tum entanglement and the Wigner function in diverse
systems[53, 54] ,or it could be adapted to directly study
the time evolution of Hilbert space operators given the
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relation between these and phase space operators via the
Weyl transform.
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Appendix A: Lattice specification
TABLE III. D1Q4 Lattice with cs = 0.60625445810016454
vi wi
0 0.63664690312607816284434609283846
-1,1 0.18141458774368577505004149208377
-3,3 0.00026196069327514352778546149699
TABLE IV. D1Q8 Lattice with cs = 1.0658132602705641
vi wi
0 0.37428019874212190129215011724318
-1,1 0.24105344284458452784844296921093
-2,2 0.06434304152476086575379872184362
-3,3 0.00713156628791277339406557854605
-4,4 0.00032523057375714836476726255033
-5,5 6.6163470389851878681133911638949×10−6
-7,7 3.0508847488049822958363118638543×10−9
TABLE V. D1Q10 Lattice with cs = 1.229594448425497
vi wi
0 0.32444899174631946866086595194671
-1,1 0.23309081165504033632566413700874
-2,2 0.08642582836940192624063184539752
-3,3 0.01653989847863324979993319254793
-4,4 0.00163342485156222352004541584861
-5,5 0.00008333063878279730921268566542
-6,6 2.1783167706100240902344965225688×10−6
-7,7 3.1805869765623071575130276965860×10−8
-9,9 1.0779356826917937931616055896767×10−11
2D lattices and in general n dimensional lattices can
be constructed by taking n times the tensor product of
the set of vectors and weights of a fixed 1D Lattice. For
example, the D2Q4 lattice is given by Table.VIII. It is
important to notice that this way of building higher di-
mensional lattices does not exhaust all possible lattices.
TABLE VI. D1Q16 Lattice with cs = 1.6215048099592275
vi wi
0 0.24603212869787232483785340883852
-1,1 0.20342468717937742901117526034797
-2,2 0.11498446042457243913866706495342
-3,3 0.04443225067964028999644337006636
-4,4 0.01173764938741580915572505702913
-5,5 0.00211976456798849884644315007219
-6,6 0.00026170845228301249011385925086
-7,7 0.00002208877826469659955769726449
-8,8 1.2745253026359480126112714680367×10−6
-9,9 5.0275261810959383411581297192576×10−8
-10,10 1.3556297819769484757032262002820×10−9
-11,11 2.5012031341031852003279373539252×10−11
-12,12 3.1243604817078012360750317883072×10−13
-13,13 2.9655118189640940365948400709026×10−15
-15,15 5.5758174181938354491800200913102×10−19
TABLE VII. D1Q20 Lattice with cs = 1.8357424381402594
vi wi
0 0.21731931022112109059537537887018
-1,1 0.18735357499686018912399983787195
-2,2 0.12004746243830897823022161375249
-3,3 0.05717041140835294313179190148076
-4,4 0.02023564183037203154174508370450
-5,5 0.00532341082536521716813053993040
-6,6 0.00104085519989277817787032717819
-7,7 0.00015125787069729717011289372472
-8,8 0.00001633702528266419558030012576
-9,9 1.3114608069909806258412013955825×10−6
-10,10 7.8246508661616857867473666191193×10−8
-11,11 3.4697808952346470123102609636720×10−9
-12,12 1.1435779630395075964965610648417×10−10
-13,13 2.8013182217362421082623834683491×10−12
-14,14 5.0995884226301388644438757982605×10−14
-15,15 6.9079520892785667788901676695952×10−16
-16,16 6.8680470174442627832690379600090×10−18
-17,17 5.7551467186859264824045886746476×10−20
-19,19 8.3761764243303081227469285304101×10−24
TABLE VIII. D2Q4 Lattice with cs = 0.60625445810016454
vi wi
(0,0) w20
(0,± 1),(± 1,0) w0w1
(± 1,± 1) w1w1
(0,± 3)(± 3,0) w0w3
(± 3,± 1),(± 1,± 3) w1w3
(± 3,±3) w23
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Appendix B: Algorithmic Details
The main algorithmic steps of the Lattice Wigner
method are similar to those of the Lattice Boltzmann
method. For reference, consider the lattice shown in
Fig. 9. At each node (black circle) there are distribu-
tion functions W¯i, equilibrium distribution function W¯
eq
i
and source term distributions Si where i = 1, 2, . . . , Nq.
Once the initial configuration of the W¯i, W¯
eq
i and Si
has been set, the scheme proceeds as follows:
1. (Collision step) From Eq. (14) calculate for every
node and every i = 1, 2, . . . , Nq the so called col-
lision term given by W¯ ∗i (x, t) = W¯i(x, t) + δtΩi +
δtSi +
δt
2 (Si(x, t)− Si(x− viδt, t− δt)).
2. (Streaming step) Observe that Eq. (14) can now
be written as W¯i(x+viδt, t+ δt) = W¯
∗
i (x, t). This
relation can then be used to update every node for
the time step t+ δt.
3. (Macroscopic fields) With the newly updated dis-
tribution functions W¯i(x, t + δt) the macroscopic
fields can be calculated according to Eq. (12) and
used to update the equilibrium distribution func-
tion and source term.
The steps 1,2,3 are iterated until convergence is
reached. If the boundary conditions are expressed in
terms of distributions, then it is adequate to impose them
at the streaming step. If they are expressed in terms of
the macroscopic fields then the boundary conditions can
be imposed during step 3. For further details see Eq. [55]
FIG. 9. (Color online) Scheme of a Lattice Wigner set up.
The black circles denote the nodes where the multiple distri-
butions are defined and the arrows show the velocity vectors.
