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Flux-driven Josephson traveling-wave parametric amplifier
A. B. Zorin
Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany
We have developed a concept for a traveling-wave parametric amplifier driven by a magnetic-flux
wave. The circuit consists of a serial array of symmetric dc SQUIDs coupled inductively to a separate
superconducting LC transmission line carrying the pump wave. The adjusted phase velocity of the
pump flux-wave of frequency ωp ensures amplification of the signal (ωs) and the idler (ωi) waves,
with frequencies obeying the relation ωs + ωi = ωp. The advantage of the proposed flux-driven
linear circuit includes a large gain in a wide frequency range and overcoming of the pump depletion
problem. Unlike the conventional traveling-wave amplifiers, the signal and pump in the proposed
circuit are applied to different ports, what can greatly simplify the whole measurement setup. The
experimental parameters and characteristics of this amplifier have been evaluated and show promise
for applications in quantum information single-photon circuits.
I. INTRODUCTION
Josephson parametric amplifiers (JPAs) are among the
most useful tools in the field of quantum technology (see,
e.g., Refs.1–10). However, the quantum-limited perfor-
mance of these devices is often combined with a fairly lim-
ited bandwidth and small dynamic range. The limitation
of the bandwidth is primarily due to an amplifier cavity
that enhances the interaction between the signal and the
pump, thereby ensuring a large parametric gain. For
this reason, JPAs that are based on traveling microwaves
(i.e., that have no cavity, and are thus free from the gain-
bandwidth trade-off) have been extensively explored in
the past several years.11–20 Moreover, the lack of a cavity
enables a larger dynamic range in these amplifiers.13
The traveling-wave JPAs (TWJPAs) have an architec-
ture of a microwave transmission line made of period-
ically repeated sections, including either single Joseph-
son junctions11–15 or various types of superconducting
quantum-interference devices (SQUIDs).16–20 Most of
these amplifiers operate in the four-wave-mixing mode
(i.e., when ωs + ωi = 2ωp, where ωs, ωi, and ωp are the
signal, idler and pump frequencies, respectively). This
mode is possible due to the natural Kerr-like nonlinear-
ity of the Josephson inductance LJ = dΦ(I)/dI. This
inductance, has a quadratic dependence on the reason-
ably small alternating current I(t) (see, e.g., Refs.12,14):
LJ(t) ≈
[
1 + 0.5I2(t)/I2c
]
LJ0, (1)
where the parameter LJ0 = ϕ0/Ic is the linear (small-
signal) inductance, ϕ0 = h¯/2e is the reduced flux quan-
tum, and Ic is the critical current.
Recently, the concept of a TWJPA with three-wave
mixing was proposed17 and tested.18,19 In this amplifier,
the frequencies obey the relation ωs + ωi = ωp and the
performance is based on the noncentrosymmetric nonlin-
earity of type L−1J (Φ) = dI(Φ)/dΦ ≈ (1− βLΦ/ϕ0)/L 6=
L−1J (−Φ) or, equivalently,
LJ(t) ≈
[
1 + β2LI(t)/Ic
]
L, (2)
which can be engineered with the help of the flux-
biased nonhysteretic rf SQUID having linear geometri-
cal inductance L and dimensionless screening parameter
βL ≡ LIc/ϕ0 < 1 (or, alternatively, by using an asym-
metric SQUID having a Josephson kinetic inductance in
one branch10,18,21,22). Compared with the TWJPA with
four-wave mixing exploiting Kerr nonlinearity, this three-
wave mixing TWJPA was almost free of self-modulation
and cross-modulation effects. So, the corresponding wave
numbers ks, ki and kp did not depend on the pump power
Pp, which may otherwise cause a significant phase mis-
match ∆k = kp − ks − ki 6= 023 and require careful dis-
persion engineering (resonant phase matching).14,15
Both these types of TWJPA were based on Josephson
nonlinearity (i.e., the dependence of the Josephson in-
ductance LJ(I) on current I(t)), enabling time-variation
of LJ(t) with the pump frequency ωp or the double pump
frequency 2ωp in the three-wave-mixing and four-wave-
mixing regimes, respectively. The later is the princi-
ple of operation of an optical-fiber traveling-wave para-
metric amplifier23 (as well as a superconducting kinetic-
inductance-based traveling-wave parametric amplifier24),
where a large pump ensures modulation of the refrac-
tion index of optical medium (or kinetic inductance of
the wire in the microwave transmission line) with weak
Kerr nonlinearity and hence enabling a growth of a sig-
nal. Unfortunately, in Josephson parametric amplifiers,
the pump power Pp (more specifically, the pump cur-
rent Ip) is limited by the critical current of the junc-
tions,
√
Pp ∝ |Ip| <∼ 0.5Ic. In addition, the pump
power is progressively depleted due to conversion into
the signal power Ps and the idler power Pi. This sets
a limitation on the length and therefore on the gain of
the TWJPA. Thus, similarly to the case of cavity-based
JPAs,25,26 the pump depletion reduces the compression
point and limits the dynamic range of the TWJPA.13,17,27
Finally, the nonlinearity may cause unwanted leakage of
the pump power by converting it into power of higher
harmonics.14,17
In this paper, we propose an alternative concept for a
realization of a TWJPA in which these problems can be
mitigated. Our TWJPA uses the principle of straightfor-
ward modulation of the Josephson element (dc SQUID)
2by means of an external flux drive Φext(t), that is,
LJ(t) = LJ0 [Φext(t)] , (3)
applied via a separate pump line. In this case, Josephson
nonlinearity is no longer used for mixing the modes, so
the parametric circuit can operate in the regime with
time-varying linear inductance LJ(t) and hence have a
larger dynamic range.
This fundamental principle of parametric amplifica-
tion (see, e.g., Refs.28,29) was realized by Yamamoto
et al.30 in a cavity-based JPA by directly modulating
the flux threading the dc SQUID at twice the resonator
frequency. The SQUID in this inherently linear circuit
played the role of a flux-dependent inductor terminating
a superconducting-transmission-line λ/4 resonator. The
great advantage of this JPA was that the pump and the
signal (ωs ≈ 0.5ωp) were applied to different ports of
the circuit, so the separation of the output signal from
the pump was straightforward. Lately, these flux-driven
cavity-based JPAs were successfully applied, for example,
for microwave photon generation,31,32 readout of a flux
qubit,33 ultra-sensitive thermal microwave detectors,34
and squeezing of vacuum fluctuations.35 The nonlinear
effects in flux-driven SQUID-based circuits were studied
in Refs.36,37. Another variant of a flux-modulated JPA
with high gain was based on eight serially-connected dc
SQUIDs that were embedded in a lumped-element LC
circuit and driven in phase by an rf current in the com-
mon coupling loop.38
However, the traveling-wave case is unique in that it re-
quires the flux-drive phases on the individual cells of the
SQUID-based transmission line to be properly adjusted.
Only then does the parametric amplification of a trav-
eling signal become possible. Below we show that such
flux drive is possible with the help of a separate pump
transmission line; because this pump line is inductively
(weakly) coupled to the signal line over its full length,
the flux drive can be realized in the desired traveling-
wave fashion. Importantly, in the case of sufficiently
small coupling of two lines, the power transmitted in the
isolated pump line is no longer limited by the critical
current of the Josephson junctions (SQUIDs) inserted in
the signal line, but it is limited only by the tolerance of
the cryogenic setup to a generated Joule heat. There-
fore, sufficiently high pump power can ensure an almost-
depletion-free pump regime of parametric amplification.
In this case, each elementary cell in the signal line pro-
vides the maximum possible gain.
II. WAVE EQUATION AND FLUX DRIVE
The electric diagram of our superconducting mi-
crowave circuit with nominally vanishing losses is shown
in Fig. 1. The circuit consists of two inductively cou-
pled ladder-type transmission lines: a signal line and a
pump line. Similarly to the design of the cavity-based
JPA studied in Ref.1, the cells of our signal line include
FIG. 1: (a) Architecture of a TWJPA driven by means of
a flux wave traveling in a separate line. The pump and sig-
nal transmission lines consist of similar number N (≫ 1) of
identical elementary cells having similar length a. A homo-
geneous static magnetic field B applied perpendicular to the
circuit plane sets the constant flux bias Φdc and allows ad-
justment of the SQUID inductances. (Alternatively, the flux
bias can be set by a constant feeding current in the pump
transmission line.) (b) The pair of inductively coupled ele-
mentary cells in the pump and signal lines. (c) Equivalent
circuit of the signal-line cell, including ground capacitance C
and an effective Josephson junction with self-capacitance CJ
and time-dependent linear Josephson inductance LJ (t).
symmetric dc SQUIDs (Ic1 = Ic2 = I0) with small ge-
ometrical inductances of the loops. In this case, the
effective critical current Ic = 2I0| cos(Φ/2ϕ0)| and the
corresponding linear inductance of each SQUID,
L−1J0 = (2I0/ϕ0)| cos(Φ/2ϕ0)|, (4)
can be efficiently controlled by magnetic flux Φ = Φdc +
Φac. These SQUIDs are interleaved with identical ground
capacitances C (Fig. 1b). The pump transmission line
consists of LC sections with inductances L′ and ground
capacitances C′ ≈ C; its impedance Z0 =
√
L′/C′ ≈
50 Ω. The coupling inductances between SQUIDs and
inductors L′ are equal to M (≪ L′) and enable ac flux
drive in the SQUIDs.
The flux offset Φdc is set by means of an external
static field B and ensures the SQUID critical current
Ic ∼ I0 and hence the SQUID inductance LJ0(Φdc) ∼
L0 ≡ ϕ0/I0. Then, as shown in Fig. 2, the ac component
of the flux Φac can result in sufficiently large modula-
tion of the inductance, i.e., 0 < L−1J0 < 2L
−1
0 . Therefore,
efficient three-wave mixing is possible in such a SQUID
without use of the nonlinear properties of its inductance.
“Fine-tuning” of the flux Φdc and therefore the SQUID
inductance LJ0 ≈ L′ allows adjustment of frequencies ω0
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FIG. 2: Inverse inductance L−1J0 (or critical current Ic) as
a function of the constant flux bias. The shaded band
corresponds to the ±20% deviation from the optimal value
1/L0 ≈ 1/L
′ allowing both sufficiently large flux modulation
of the inductance and a sufficiently wide range for fine adjust-
ment of the phase velocities in two lines (see Eq. (5)).
and ω′0,
ω0 = 1/
√
LJ0C ≈ ω′0 = 1/
√
L′C′, (5)
keeping the signal-line impedance
√
LJ0/C ≈
√
L′/C′ ≈
50 Ω. Ignoring for the moment small dispersion, Eq. (5)
ensures that the phase velocities of the waves in the signal
line,
vs = aω0, (6)
and in the pump line,
vp = aω
′
0, (7)
are equal, where a is the size of the cells in each transmis-
sion line. Therefore, spatial phase matching is possible,
i.e., ∆k = kp − ks − ki ≈ 0.
Generally, the dynamics of the electrical circuit shown
in Fig. 1a is described by the set of coupled equations for
the values of fluxes Fn on the nodes of the pump line and
fluxes Φn on the nodes of the signal line (see Fig. 1b).
These equations are derived in Appendix A. In the case
of sufficiently small dimensionless coupling, i.e.,
κ =M/L′ ≪ 1, (8)
and sufficiently large power Pp, the pump remains unde-
pleted and presents a traveling flux wave having constant
amplitude Ap0 ∝
√
Pp. Then, the equations for these two
transmission lines decouple. Eventually, the equation of
motion for the signal line in the continuum limit (valid
for ω ≪ ω0, ωJ) reads
∂2φ
∂x2
− ω−20
∂2φ
∂t2
+ ω−2J
∂4φ
∂t2∂x2
− γ ∂
∂x
[(
∂φ
∂x
)3]
+
∂
∂x
[
m sin(kpx− ωpt)∂φ
∂x
]
= 0. (9)
Here, x is the dimensionless coordinate normalized on
the cell size a; the normalized magnetic flux φ(x, t) =
Φ(x, t)/ϕ0, where the continuous flux variable Φ(x, t) co-
incides with flux values Φn on the nodes x = n. Fre-
quency
ωJ = 1/
√
LJ0CJ (10)
is the plasma frequency of the SQUID, which has total
capacitance CJ = CJ1 + CJ2 (see Fig. 1b) and effective
inductance LJ0. The dimensionless wave numbers of the
pump wave in the pump line, kp, and of any wave (in-
cluding signal ωs and idler ωi) in the signal line, k, obey
the dispersion relations (see Appendix A)
kp ≈ ωp
ω′0
(
1 +
ω2p
24ω′20
)
≈ ωp
ω′0
≪ 1 (11)
and
k ≈ ω
ω0
(
1 +
ω2
2ω2J
+
ω2
24ω20
)
≈ ω
ω0
(
1 +
ω2
2ω2J
)
≪ 1, (12)
respectively. The latter relation includes the small term
ω2/2ω2J which stems from the Josephson plasma reso-
nance in the SQUIDs.12 The small terms ω2p/24ω
′2
0 and
ω2/24ω20 in Eqs. (11) and (12), respectively, are merely
the consequence of the fact that the transmission lines
are made of lumped elements. In the practical case of
ω2J
<∼ ω20, these small terms can be omitted.
The fourth, Kerr-like term (with coefficient γ = 1/6)
on the left-hand side of Eq. (9) describes nonlinear
effects,12 which are normally negligibly small (unless
the signal amplitude or, more specifically, the Joseph-
son phase difference on the SQUIDs approaches appre-
ciable values, ϕ(x) = ks,iΦ(x)/ϕ0 ∼ 1; see Section V
for more details). For reasonably small input signal, the
signal wave can approach such large amplitude only at
the transmission-line output. So counting of this term is
important only for evaluation of the gain compression.
The fifth term on the left-hand side of the wave equa-
tion (9) stems from the time-dependent distributed in-
ductance L(x, t), which is varied in a traveling-wave fash-
ion:
L−1(x, t) = [1 +m sin(kpx− ωpt)]L−1J0 . (13)
The dimensionless coefficient m,
m =
κ
2
Ap0kp tan
Φdc
2ϕ0
≈ κ
√
Z0Pp√
2ϕ0ω0
tan
Φdc
2ϕ0
, (14)
determines the depth of the inductance modulation
and depends on the strength of coupling κ and the
pump power Pp. Here the product Ap0kp is equal to
Ap0ωp/ω0 = Vp/ϕ0ω0, where Vp =
√
2ZoPp is the volt-
age amplitude in the pump wave.
4The time-dependent inductance (13) enables paramet-
ric amplification of the signal,39–41 given in the ideal case
by14,17
G =
P outs
P ins
= cosh2 gN ≈ 1
4
e2gN , (15)
Gi =
P outi
P ins
=
ωi
ωs
sinh2 gN ≈ ωi
4ωs
e2gN , (16)
where both the direct power gain G (≫ 1) and the inter-
modulation power gain Gi (≫ 1) depend exponentially
on length N and the gain factor g ∝ mωp/ω0. Its inverse
value,
g−1 ≡ Ng, (17)
is therefore the e folding length of the amplitude gain.
III. PHASE-MATCHING CONSIDERATION
In the general case, an inherently broadband flux-
driven transmission line allows multiwave-mixing pro-
cesses. Specifically, the basic three-wave mixing process
involving conventional idler frequency
ωi = ωp − ωs, (18)
can be accompanied by two additional mixing processes
(frequency up-conversion) involving the idlers 42
ω1 = ωp + ωs, (19)
and
ω2 = ωp + ωi = 2ωp − ωs. (20)
The latter expression for idler frequency ω2 allows us to
interpret the process in Eq. (20) as a four-wave mixing.
These three types of mixing [Eqs. (18), (19), and (20)],
are schematically shown in Fig. 3a.
If the processes in expressions (19) and (20) are not
sufficiently suppressed, they may degrade the ampli-
fier performance. In this general case, the Manley-
Rowe relations43 for a pure three-wave-mixing process
[Eq. (18)] are modified. Specifically, the original rela-
tions for the wave powers,41
Ps − P ins
ωs
=
Pi
ωi
= −Pp − P
in
p
ωp
, (21)
or, equivalently, the relations for the corresponding pho-
ton numbers,
ns − nins = ni = ninp − np, (22)
take the form
Ps − P ins
ωs
=
Pi
ωi
− P1
ω1
+
P2
ω2
= −Pp − P
in
p
ωp
− 2P1
ω1
− P2
ω2
, (23)
(a)
(b)
(c)
FIG. 3: (a) The mixing processes involving the pump fre-
quency (ωp), signal frequency (ωs) and one of three idler
frequencies; that is ωi (solid brackets), ω1 (dashed brack-
ets), and ω2 (dotted brackets). (b) Normalized phase mis-
matches for the mixing processes (18), (19), and (20) in the
case of optimal dc flux offset (ensuring fulfilment of the rela-
tion ω0−ω
′
0 = ω
2
pω0/8ω
2
J ) as a function of the reduced signal
frequency ωs/ωp. (c) Normalized power of the signal ωs given
by Eq. (15) (solid green line), the idler ωi given by Eq. (16)
(solid blue line) and the idlers ω1 (dashed line) and ω2 (dot-
ted line), as a function of the TWJPA length. Negligibly
small phase mismatch ∆k for the basic process (see Eq. (35))
and large phase mismatches ∆k1 and ∆k2 for the unwanted
mixing processes (see Eq. (36)) are assumed. For clarity, the
signal frequency is close to ωp/2 (i.e., ωs = 0.55ωp.)
.
or, in terms of the photon numbers,
ns − nins = ni − n1 + n2 = ninp − np − 2n1 − n2, (24)
where P1,2 and n1,2 are the powers and the photon num-
bers of the modes ω1,2, respectively. Because of large
photon energies, h¯ω1,2 > h¯ωp, both complementary pro-
cesses, ωs,i + ωp → ω1,2 and ω1,2 → ωs,i + ωp, are
possible,44 so the amplified power of the signal/idler
5flows repeatedly from mode ωs,i to mode ω1,2 and vice
versa.41,44 This scenario leads to reduction of the direct
(intermodulation) gain G = P outs /P
in
s (Gi = P
out
i /P
in
s ).
As we show below, suppression of unwanted modes ω1
and ω2 is possible by properly choosing the circuit pa-
rameters, i.e., without modification of the circuit archi-
tecture.
Using expression (11) for pump-wave number kp and
expression (12) for wave numbers ks, ki, k1, and k2 of the
waves ωs, ωi, ω1, and ω2, respectively, the corresponding
phase mismatches for the processes (18), (19), and (20)
can be written as
∆k = kp − ki − ks = ν − (1/3 + δ2)η, (25)
∆k1 = kp − k1 + ks = ν − (13/3 + 4δ + δ2)η, (26)
∆k2 = kp − k2 + ki = ν − (13/3− 4δ + δ2)η. (27)
Here the dimensionless frequency detuning is
δ =
2ωs − ωp
ωp
=
ωp − 2ωi
ωp
. (28)
In Eqs. (25), (26), and (27), we have introduced two
small parameters:
η = 3ω3p/8ω0ω
2
J (29)
and
ν = ωp/ω
′
0 − ωp/ω0 ≈ ∆ω ωp/ω20 , (30)
where ∆ω = ω0 − ω′0 ≪ ω0 is a small mismatch of the
cutoff frequencies in two transmission lines (see Eq. (5)).
Therefore, properly designing the plasma frequency of
the SQUIDs ωJ (see Eq. (10)) and setting a small cutoff-
frequency difference, ∆ω > 0, allow effective control of all
three phase mismatches (25), (26) and (27). Specifically,
fixing the frequency difference as
∆ω = ω2pω0/8ω
2
J , (31)
or, equivalently, taking ν = η/3, one can achieve nearly
perfect phase matching (∆k ≈ 0) in the basic mixing
process (18) for frequencies ωs ≈ ωi ≈ ωp/2 (or small
detuning |δ| ≪ 1), while keeping appreciable phase mis-
matches in unwanted processes (19) and (20): that is,
∆k = −δ2η, (32)
∆k1 = −(4 + 4δ + δ2)η, (33)
∆k2 = −(4− 4δ + δ2)η. (34)
The dependencies of these values on the normalized sig-
nal frequency are shown in Fig. 3b.
In the case of sufficiently small |∆k|, or, equivalently,
large coherence length Nc in the basic process,
Nc ≡ π|∆k| =
π
δ2η
≫ 1
g
= Ng, (35)
and sufficiently short coherence lengths Nc1 and Nc2 in
two additional mixing processes, i.e.,
Nc1,c2 ≡ π|∆k1,2| ≈
π
4η
≪ 1
g
= Ng, (36)
the unwanted processes (19) and (20) are safely sup-
pressed. So amplification of the signal (ωs) and idler
(ωi) frequencies is described by Eqs. (15) and (16), re-
spectively. This favorable case is illustrated in Fig. 3c.
IV. SIGNAL GAIN
To quantify the effect of multiwave mixing (shown
schematically in Fig. 3a) we apply the coupled-mode
equation method23. The solution of Eq. (9) is then found
in the form of four waves propagating in the forward di-
rection,
φ(x, t) =
As(x)
2
ei(ksx−ωst) +
Ai(x)
2
ei(kix−ωit)
+
A1(x)
2
ei(k1x−ω1t) +
A2(x)
2
ei(k2x−ω2t) + c.c., (37)
where As(x), Ai(x), A1(x), and A2(x) are slowly vary-
ing complex amplitudes of the signal and three idlers,
obeying the condition12,17∣∣∣∣∂2As,i,1,2∂x2
∣∣∣∣≪ ks,i,1,2
∣∣∣∣∂As,i,1,2∂x
∣∣∣∣≪ k2s,i,1,2 |As,i,1,2| .
(38)
After incorporation of Eq. (37) into Eq. (9) with the omit-
ted Kerr term (∝ γ), the coupled linear equations for As,
Ai, A1, and A2, take the form
dAs
dx
=
m
2
kiA
∗
i e
i∆kx +
m
2
k1A1e
−i∆k1x, (39)
dAi
dx
=
m
2
ksA
∗
se
i∆kx +
m
2
k2A2e
−i∆k2x, (40)
dA1
dx
= −m
2
ksAse
i∆k1x, (41)
dA2
dx
= −m
2
kiAie
i∆k2x. (42)
The first terms on the left-hand-sides of Eqs. (39) and
(40), describe the basic parametric mixing (18).23
In the case of sufficient suppression of modes ω1 and ω2
(see Eq. (36) or, equivalently, the inequality πg/4η≪ 1)
small amplitudes A1 and A2 can be omitted and the de-
coupled pair of equations (39) and (40) for solely am-
plitudes As,i has a simple analytical solution. Specifi-
cally, the solution with initial conditions As(0) = As0
and Ai(0) = 0 reads
14,17
As = As0
[
cosh gx− i∆k
2g
sinh gx
]
ei∆kx/2, (43)
Ai = 2
g0ωs
gωp
As0 sinh(gx)e
i∆kx/2. (44)
6Here the exponential gain factor is
g =
√
(1− δ2)g20 − (∆k/2)2, (45)
and its maximum value,
g0 =
mkp
4
≈ mωp
4ω0
, (46)
is achieved at perfect phase matching, ∆k = 0, and zero
detuning, δ = 0.
The power gain G of the line of length N is then given
by formula14
G =
|As(N)|2
|As0|2 = cosh
2 gN −
(
∆k
2g
)2
sinh2 gN, (47)
which for zero phase mismatch, ∆k = 0, and large gain,
gN ≫ 1, is reduced to Eq. (15) with g = g0
√
1− δ2, i.e.,
G = cosh2(g0
√
1− δ2N) ≈ 1
4
exp
(
ωp
√
1− δ2
2ω0
mN
)
.
(48)
The frequency dependence of logG has a typical semicir-
cle shape, y =
√
1− δ2, with the maximum at δ = 0.39,40
For example, the amplifier with this ideal shape of the
power gain with maximum value of 20 dB has a 3-dB
bandwidth of
√
1− (17/20)2 ωp ≈ 0.5ωp, which is cen-
tered at ωs = 0.5ωp (see the dotted line in Fig. 4).
17,40.
In the case of insufficiently short coherence lengths Nc1
and Nc2 [i.e. only slightly less than or approximately
FIG. 4: Signal gain as a function of frequency ωs at fixed
pump frequency ωp = 0.2ω0 and Josephson plasma frequency
ωJ = 0.5ω0 (yielding η = 0.012, see Eq. (29)). Solid curves
correspond to several combinations of length N (in decreas-
ing order from top to bottom) and modulation parameter m
with fixed product g0N = mωpN/4ω0 = 3 (yielding nominal
maximum gain of G = cosh2 g0N ≈ 10
2). The dotted curve
shows the ultimate gain versus frequency given by Eq. (48).
equal to Ng; see Eq. (36)], that is, a not sufficiently small
value of the dimensionless parameter
ξ =
Nc1,c2
Ng
=
πg0
√
1− δ2
4η
≈ mω
2
J
√
1− δ2
2ω2p
<∼ 1, (49)
the power conversion to the modes ω1 [Eq. (19)] and
ω2 [Eq. (20)] becomes appreciable. So, redistribution of
power between the signal, the idler and the unwanted
idler modes ω1 and ω2 may lead to substantial suppres-
sion of the signal gain. To quantify this effect, which is
most pronounced at large detuning, |δ| ≥ 0.5, we numer-
ically solve the set of differential equations (39)-(42).
Figure 4 shows the frequency dependence of logG ob-
tained by numerical integration of Eqs. (39)-(42) with
initial conditions
As(0) = As0, Ai(0) = A1(0) = A2(0) = 0, (50)
for five TWJPAs having different lengths N (the set of
solid curves), but nominally the same maximum gain of
20 dB (adjusted by a proper pump power, Pp ∝ 1/N2,
keeping m ∝ 1/N). We find ξ is approximately equal to
0.13, 0.19, 0.27, 0.38, and 0.47 (in the order of the curves
from top to bottom in the central part of the plot) which
cover the range from the relatively small value of 0.13
up to the value 0.47 close to unity. For comparison, the
dotted curve illustrates the case of ξ = 0, yielding the
maximum possible gain given by Eq. (48).
One can see two features in the behavior of these cir-
cuits. Firstly, the gain suppression in the TWJPAs with
relatively small values of ξ (ξ < 0.3 or m < 0.1) is
rather small (< 2 dB) for detuning |δ| <∼ 0.5, whereas
for 0.5 <∼ |δ| ≤ 1 the gain suppression is significant.
This behavior is due to increase of the phase mismatch
|∆k| = δ2η and hence violation of inequality (35) occur-
ring at relatively large |δ|. Secondly, the signal gain for
rather large values of ξ (ξ > 0.3 or m > 0.1) is notably
less than the nominal value given by the dotted line, espe-
cially for small detuning, |δ| <∼ 0.5. That suppression of
the gain for larger detuning, |δ| >∼ 0.5, is not so dramatic
as in the case of small ξ. So, we can conclude that for
our set of characteristic frequencies, a TWJPA length N
of about 1000 ensures both sufficiently large bandwidth
of about 0.47ωp and sufficiently small unwanted power
conversion to the high-frequency idler modes.
V. POSSIBLE CIRCUIT DESIGN
The design of the practical circuit obviously depends
on specific applications of the TWJPA. Below we focus on
the set of parameters typical for the TWJPAs (both with
three-wave mixing and four-wave mixing) that were ear-
lier developed for the quantum-information applications
including superconducting qubits.13–20 These parameters
include an operation frequency on the order of 10 GHz,
relatively large Josephson junctions having critical cur-
rent on the order of several microamperes (and hence suf-
ficiently low charging energy Ec = e
2/2CJ ∼ 10−3ϕ0I0,
7ensuring classical behavior of the Josephson phase ϕ), a
standard line impedance of 50 Ω, and a nominal gain of
20 dB.
Taking a relatively high target value of the cutoff fre-
quency ω0/2π = 100 GHz and the standard transmission-
line impedance Z0 = 50 Ω, we obtain the following basic
circuit parameters,
C′ = C = 1/ω0Z0 ≈ 32 fF (51)
and
L′ = LJ0 = Z0/ω0 ≈ 80 pH. (52)
For a typical size of an elementary cell a ∼ 30 µm (see
possible circuit layout, for example, in Ref.18) the phase
velocity of microwaves in these transmission lines vs =
aω0 is reduced to about 2×107 m/s. The wavelength
of the pump λp for the designed frequency of ωp/2π =
20 GHz (i.e., ωp/ω0 = 0.2) is equal to the length of Np =
2πω0/ωp ≈ 31 elementary cells.
In the optimal working point the constant magnetic
flux Φoptdc /2ϕ0 ≈ π/3 yields about 50 % suppression of
the maximum critical current of the SQUIDs, so the
Josephson inductance [Eq. (52)] corresponds to the crit-
ical current of a single junction, i.e., I0 = ϕ0/LJ0 ≈
4 µA (see Fig. 2). Such Josephson junctions can be
fabricated using either multilayer niobium technology
(see, e.g., Refs.45,46) or shadow-evaporation aluminum
technology.47 The Josephson plasma frequency of a bare
Josephson junction with critical current density of, say,
jc = 3 µA/µm
2 and specific barrier capacitance about
cJ = 50 fF/µm
2 is
√
jc/ϕ0cJ/2π ≈ 70 GHz.48 There-
fore, the plasma frequency of the flux-biased SQUID
with a partially suppressed critical current is ωJ/2π ≈
70
√
cos(π/3) GHz ≈ 50 GHz, i.e., ωp/ωJ = 0.4. Tak-
ing the total number of elementary cells N = 1000, one
can achieve sufficiently large gain in a reasonably large
bandwidth (see Fig. 4). Possible deterioration of perfor-
mance due to imperfect flux setting and inhomogeneity
of the transmission-line parameters (including those due
to regular and irregular inhomogeneities of the critical
current density on the chip) should be sufficiently small.
The corresponding estimations are given in Appendix B.
According to formula (14), the target value of the mod-
ulation parameterm = 0.06 can be achieved by engineer-
ing a reasonably small dimensionless coupling κ =M/L′
(e.g., on the order of 0.02) and applying sufficiently large
pump power,
Pp = 2 cot
2(π/3)
(mϕ0ω0)
2
κ2Z0
≈ −53 dBm. (53)
This power passing though the superconducting trans-
mission line is not immediately dissipated on the chip,
but can cause some heating of cold attenuators installed
in the base-temperature stage. However, this level of
power is seemingly acceptable for the most of setups with
dilution refrigerators.
In conventional TWJPAs operating on the basis of
wave mixing with the aid of Josephson nonlinearity, a
relatively small pump power (limited by the nonlinear-
element characteristics, i.e., the critical current) prop-
agates together with the signal and idler waves in the
common transmission line. Because of parametric inter-
action of these traveling waves the pump power is gradu-
ally converted into the signal and the idler. The resulting
pump depletion leads to gradual reduction of the signal
gain and, finally, to gain saturation. This effect dramati-
cally limits the amplifier dynamic range.13,17 The impor-
tant feature of the proposed TWJPA driven by relatively
large power (53) fed into a separate port of an isolated
LC line and only partly converted into the signal and
idler is almost constant pump power (i.e., the absence of
pump depletion). This remarkable property enables ulti-
mate mixing in all section of the signal line and, hence,
a steady gain. Only at sufficiently large signal amplitude
achieved in the output sections of the line (i.e., for ac
amplitude amounting to about I0) is its further growth
impeded by the SQUID nonlinearity.
To evaluate this effect in the limit of pure three-wave
mixing (|A1,2| ≪ |As,i|), we derive from Eq. (9) the pair
of coupled nonlinear equations for complex amplitudes
FIG. 5: Increasing power of the signal waves of frequency
ωs = 0.505ωp with input powers of −91 dBm, −87.7 dBm,
and −84 dBm (solid lines in the order from bottom to top,
respectively) as a function of the cell number [found by nu-
merical solution of the coupled-mode nonlinear equations (54)
and (55)]. The actual gain for different input powers is given
in the right column. The topmost solid curve (red) cor-
responds to decrease of the nominal 20-dB gain by 1 dB,
which occurs at input power P1dB = −84 dBm. For compar-
ison, the dashed lines show the signal-power growth ignoring
the nonlinear effects (γ = 0); that is, applying the formula
Ps = P
in
s cosh
2 g0N (see Eq. (48)).
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i |Ai|2 + 2k2s |As|2).(55)
The self-Kerr (∝ γAs,i|As,i|2) and the cross-Kerr (∝
γAs,i|Ai,s|2) nonlinear terms both cause the effect of
phase modulation23 and hence phase mismatch, ∆k 6=
0,14–17 rising with the growth of the signal and the
idler. As result, the total gain of TWJPA is reduced.
We solve Eqs. (54) and (55) with initial conditions
As(0) = A
in
s =
√
2Z0P ins /ωsϕ0 and Ai(0) = 0 numer-
ically and present the results in Fig. 5.
The plot shows almost exponential growth of the sig-
nal power propagating in the array of SQUIDs with ef-
fective critical current I0 = 4 µA and driven by the flux
wave ensuring the modulation-parameter valuem = 0.06.
One can see that for sufficiently small input power the
amplifier shows a nominal gain of about 20 dB (see the
bottom curve, corresponding to P ins ≈ −91 dBm and
P outs ≈ −71 dBm). For somewhat larger input power
values (see, e.g., the middle curve with P ins ≈ −88 dBm
the suppression of the nominal gain is still rather small
(i.e., about −0.2 dB). In this case, the amplitude of cur-
rent oscillations in the output sections of the signal trans-
mission line approaches approximately 0.7I0, whereas the
Josephson phase oscillations are about π/4.
The upper solid curve, calculated for the largest input
power of P1dB ≈ −84 dBm, exhibits 1-dB suppression
of the nominal gain of 20 dB and hence corresponds to
the amplifier compression point. In this case, the signal
current amplitude in the output sections of the line ap-
proaches approximately 0.9I0 leading to an amplitude of
the Josephson phase oscillations of about 1.1 rad. At such
large amplitude the cubic approximation of the Joseph-
son nonlinearity in the original wave equation (9) is no
longer strictly valid, so the above-mentioned value of −84
dBm can be considered only as an estimate of the gain
compression point. Still, this value is broadly larger than
that achievable in nonlinearity-based TWJPAs with al-
most similar electrical parameters (both with four-wave
mixing and three-wave mixing). For example, the gain
compression points reported in Refs.13,17 are −98 dBm
(for I0 = 3.29 µA) and −96 dBm (for I0 = 5 µA), re-
spectively.
The reason for the notable increase of the amplifier
dynamic range is the almost absence of pump deple-
tion. In the above example, the maximum output signal
power is sufficiently small (i.e., P outs + P
out
i ≈ 2P outs ≈
−62 dBm ≪ Pp = −53 dBm) and is set by saturation
in the last sections of the line, as one can conclude from
comparison of the solid and dashed lines in Fig. 5. This
property allows us to achieve signal gain in the most-
efficient way.
VI. CONCLUSION AND PROSPECTS
We develop a concept for a flux-driven TWJPA with a
large dynamic range. Due to the separate transmission-
line, fed through an isolated input port by sufficiently
large pump power, the amplifier is practically free of the
pump-depletion effect. Moreover, the linear regime of its
operation ensures small distorsions of signal, which pre-
vents the generation of shock waves.49 Because of good
phase matching in a rather broad bandwidth, these prop-
erties allow parametric amplifiers to be designed with
rather large number of elementary cells N and there-
fore larger gain (e.g., 40 dB). In combination with ul-
timately quantum-limited performance over a wide fre-
quency range, such a TWJPA could be an indispensable
device for amplifying weak signals from quantum sources,
including qubits.
When required, even larger output signals can be
achieved by using in each elementary cell not of a sin-
gle SQUID but of a group of several serially connected
SQUIDs (as reported in Ref.38) designed with Joseph-
son junctions having larger critical currents and there-
fore weaker (unwanted) Kerr nonlinearity. In this case,
the need for a cold HEMT preamplifier with typical noise
figure of several kelvins, which is usually unavoidable
in high-fidelity microwave measurements, is eliminated.
The latter feature may be especially useful in quantum-
information processing and, in particular, in quantum-
interference and quantum-correlationmeasurements with
single microwave photons.50,51
The proposed circuit may also operate in the quantum
regime enabling efficient production of entangled pho-
ton pairs. As recently demonstrated by Lahteenma¨ki
et al.,52 a similar array of 250 dc SQUIDs, embed-
ded in a microwave resonator and pumped by homoge-
neous alternating flux at the double resonant frequency
of 2ωres = 2π × 10.8 GHz, gave rise to the generation of
biphotons at frequencies ωa and ωb. The corresponding
photon conversion, h¯ωp = h¯ωa+h¯ωb, was, however, possi-
ble only in a rather narrow bandwidth of about 200 MHz
around ωres ≈ 0.5ωp ≈ ωa ≈ ωb. In this experiment, pe-
riodic modulation of the refractive index of the SQUID
metamaterial embedded in the cavity ensured the photon
conversion similar to that occurring in the case of peri-
odic modulation of the resonator boundary impedance
(the mirror position) in the microwave-resonator ver-
sion of the dynamical Casimir effect.32 In our case of
pumping by means of a traveling flux wave, the para-
metric down-conversion should produce biphotons in a
broad frequency range; that is, like in the recent exper-
iment on production of Casimir photons due to time-
varying boundary impedance of a semi-infinite transmis-
sion line.53 The generated entangled pairs of photons can
be used in quantum sensing circuits, quantum cryptog-
raphy and other fields of quantum-information science.
Finally, the design of our circuit could be useful for im-
plementation of the superconducting-circuit analog54 of
the event horizon and emission of Hawking radiation.55,56
9The steplike pulse propagating in the separate transmis-
sion line instead of continuous pump wave can induce
a locally decreased speed of light in the SQUID array
with location of the horizon where the propagation ve-
locities in the two transmission lines coincide. As pro-
posed by Nation et al.,54 at sufficient steepness of the flux
steplike pulse (corresponding to sufficiently high Hawk-
ing temperature ensuring visibility of nonclassical radia-
tion above the thermal radiation background) the circuit
should emit detectable (see a possible measuring strat-
egy in, e.g., Ref.57) microwave photons in the two-mode
squeezed state.
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Appendix A: Equation of motion
1. The circuit Lagrangian
Our circuit consists of a linear LC transmission pump
line formed by N identical elements L′ and C′ and a sig-
nal transmission line formed by the identical symmetric
two-junction SQUIDs and the identical ground capaci-
tances C (see Fig. 1a). The critical currents and capaci-
tances of the Josephson junctions are nominally identical,
Ic1 = Ic2 = I0 and CJ1 = CJ2 = 0.5CJ (see Fig. 1b). We
assume that the geometrical inductances of the SQUID
branches Lg1 and Lg2 are much smaller than the Joseph-
son inductance of the individual junctions (LJ0 = ϕ0/I0),
and are therefore omitted. Such a SQUID is equivalent
to a single junction with a flux-dependent critical current
(see, e.g., Ref.58),
Ic(Φe) = 2I0| cos(Φe/2ϕ0)|, (A1)
and therefore with a flux-dependent potential energy,
USQUID(Φe, ϕ) = −2EJ0| cos(Φe/2ϕ0)| cosϕ, (A2)
where EJ0 = ϕ0I0 is the Josephson characteristic energy,
Φe = Φdc + Φac is the total external flux applied to the
SQUID loop and ϕ is the phase difference on the SQUID.
The kinetic energy of each SQUID is associated with the
charging energies of two junctions, i.e.,
KSQUID =
(CJ1 + CJ2)V
2
2
=
CJ(ϕ0ϕ˙)
2
2
, (A3)
where ϕ0ϕ˙ = V is the voltage on the SQUID, which has
total capacitance CJ (see the equivalent electrical circuit
in Fig. 1c).
To derive the equations of motion of our electrical
circuit with a large number of variables, we apply La-
grangian mechanics (a similar approach was used, for ex-
ample, by Wallquist et al.59) and start by constructing
the Lagrangian L that describes the entire circuit:
L = Lp + Ls, (A4)
where Lp and Ls are the Lagrangians of the pump line
and the signal line, respectively. In terms of the flux vari-
ables associated with the node values Fn and Φn for the
pump and signal lines, respectively, these Lagrangians
read
Lp =
N∑
n=1
C′F˙ 2n
2
− (Fn+1 − Fn)
2
2L′
(A5)
and (see, e.g., the Lagrangian approach to the traveling-
wave parametric amplifier with Kerr nonlinearity in
Ref.60)
Ls =
N∑
n=1
CΦ˙2n
2
+
CJ(Φ˙n+1 − Φ˙n)2
2
+2EJ0
∣∣∣∣cos Φdc + κ(Fn+1 − Fn)2ϕ0
∣∣∣∣ cos Φn+1 − Φnϕ0 . (A6)
Here, the time derivatives F˙n and Φ˙n are equal to the
voltages on the nth nodes of the pump and signal trans-
mission lines, respectively. The phase difference on the
nth SQUID is expressed in terms of magnetic fluxes on
the corresponding nodes, i.e., ϕn = (Φn+1 − Φn)/ϕ0.
The dimensionless coefficient κ = M/L′ determines the
strength of coupling of the pump and signal lines.
2. Pump transmission line
In the case of small coupling, κ ≪ 1, compensated by
sufficiently large input pump power,
P inp ≈ P outp ≫ P outs + P outi , (A7)
where P outs is the output signal power and P
out
i is the
output idler power, and the backaction of the signal line
on the pump line can be ignored. Then the decoupled
equation of motion for fluxes Fn can be obtained from
the Euler-Lagrange equation
d
dt
∂L
∂F˙n
− ∂L
∂Fn
≈ d
dt
∂Lp
∂F˙n
− ∂Lp
∂Fn
= 0. (A8)
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With use of Eq. (A5), this equation reads
F¨n + ω
′2
0 (−Fn−1 + 2Fn − Fn+1) = 0, (A9)
where ω′0 = 1/
√
L′C′ is the cutoff frequency of the
pump transmission line. Here, the index range is n =
1, 2, ..., N − 1, and the boundary values are F0 = Fin and
FN = Fout.
The set of coupled differential equations given by (A9)
is the discrete analog of the partial differential equation
describing plane waves. It is easy to verify by substitu-
tion that, for a sufficiently small frequency ωp ≪ ω′0 (i.e.,
when the wavelength is larger than the size of the elemen-
tary cell, λp ≫ a), the solution describing the wave trav-
eling, for example, in the right direction has the shape
Fn ∝ ei(kpn−ωpt+χp), (A10)
where kp is the wave number normalized on the reverse
size of the cell a−1, and χp is an initial phase. Incorpo-
ration of Eq. (A10) into Eq. (A9) yields
− [ω2p − ω′20 (−e−ikp + 2− eikp)]Fn = 0 (A11)
or, equivalently,[
ω2p − 4ω′20 sin2(kp/2)
]
Fn = 0. (A12)
This equation determines the dispersion relation of the
transmission line (see, for example, Ref.61),
kp(ωp) = ±2 arcsin (ωp/2ω′0) , (A13)
which in our case of positive small kp yields the relation
kp ≈ ωp
ω′0
(
1 +
ω2p
24ω′20
)
. (A14)
This formula describes the standard positive dispersion,
d2kp/dω
2
p > 0.
Without loss of generality, we set the pump phase χp
in Eq. (A10) in such a way that the pump wave has the
form
Fn = ϕ0Ap0 cos[kp(n− 0.5)− ωpt], (A15)
where dimensionless amplitude Ap0 is real and positive.
In this case, current I
(n)
p flowing through inductance L′
in the nth cell is expressed as
I(n)p = −(Fn+1 − Fn)/L′ (A16)
and the flux induced in the nth cell of the signal trans-
mission line is
MI(n)p = −κ(Fn+1 − Fn)
= 2ϕ0κAp0 sin
kp
2
sin(kpn− ωpt)
≈ κϕ0Ap0kp sin(kpn− ωpt). (A17)
This formula describes the wave of magnetic flux that
ensures the necessary time variation of the SQUID in-
ductance.
3. Signal transmission line
Incorporating Eq. (A17) into Eq. (A6), we obtain in
the adiabatic approximation the equations of motion for
the fluxes Φn,
d
dt
∂L
∂Φ˙n
− ∂L
∂Φn
=
d
dt
∂Ls
∂Φ˙n
− ∂Ls
∂Φn
= 0, (A18)
or
CΦ¨n + CJ(−Φ¨n−1 + 2Φ¨n − Φ¨n+1)
+ I(n)c (t) sin[(Φn − Φn−1)/ϕ0]
− I(n+1)c (t) sin[(Φn+1 − Φn)/ϕ0] = 0. (A19)
Here the time-dependent critical current of the nth
SQUID is
I(n)c (t) = Ic0[1 +m sin(kpn− ωpt)], (A20)
where magnitude Ic0 is determined by the constant flux
Φdc; that is,
Ic0 = 2I0| cos(Φdc/2ϕ0)|. (A21)
The small, positive value ofm≪ 1 is found by linearizing
Eq. (A1) in vicinity of the optimal working point Φdc =
πϕ0/3 (see Fig. 2),
m =
κ
2
kpAp0| tan(Φdc/2ϕ0)| ≈
√
3
2
κkpAp0. (A22)
Assuming that the phases on the SQUIDs are small, i.e.,
|ϕn| ≪ 1, we make the approximation
sinϕn ≈ ϕn − ϕ3n/6, (A23)
and ignore high-order cross terms ∝ mϕ3n. We thus
replace the nth SQUID with the time-dependent (in
the general case, slightly nonlinear) inverse inductance
1/L
(n)
J (t, ϕn); that is,
LJ0
L
(n)
J
= 1+m sin(kpn−ωpt)− 1
2ϕ20
(Φn+1−Φn)2, (A24)
where LJ0 = ϕ0/I0. Incorporating Eq. (A20) into
Eq. (A19) and using approximation (A23), we obtain
ω−20 Φ¨n − ω−2J (−Φ¨n−1 + 2Φ¨n − Φ¨n+1)
+[1 +m sin(kpn− ωpt)](Φn − Φn−1)
−{1 +m sin[kp(n+ 1)− ωpt]}(Φn+1 − Φn)
− 1
6ϕ20
[
(Φn − Φn−1)3 − (Φn+1 − Φn)3
]
= 0. (A25)
Here, the cutoff frequency of the bare transmission line
ω0 is 1/
√
LJ0C and the Josephson plasma frequency ωJ
is 1/
√
LJ0CJ .
For sufficiently small amplitude, |ϕn| ≪ 1, small fre-
quency, ω ≪ ω0, ωJ , and the absence of a pump (m = 0),
a solution of Eq. (A25) has the form of the plane wave
Φn ∝ ei(kn−ωt+χ), (A26)
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where k is the wave number and χ is the phase. Incor-
poration of this expression into Eq. (A25) yields
−
[
ω2 + ω20
(
ω2
ω2J
− 1
)
(−e−ik + 2− eik)
]
Φn = 0.
(A27)
The corresponding dispersion equation reads
ω2 − 4ω20
(
1− ω
2
ω2J
)
sin2(k/2) = 0 (A28)
and has the solution
k(ω) = ±2 arcsin
(
ω/2ω0√
1− ω2/ω2J
)
= 0, (A29)
which for the wave propagating in the right direction (k >
0) can be approximated as
k(ω) ≈ ω
ω0
(
1 +
ω2
2ω2J
+
ω2
24ω20
)
. (A30)
In comparison with Eq. (A14), this dispersion relation in-
cludes the term ω2/2ω2J , which stems from the Josephson
plasma resonance in the SQUIDs.
4. Continuum approximation
In the case of small frequency ω (and therefore, a large
wavelength λ = 2π/k ≈ 2πω0/ω ≫ 1), the equation of
motion (A19) can be presented in terms of partial deriva-
tives of continuous variables (see, for example, Refs.12
and 60). We introduce the flux variable Φ(x, t), whose
values on the grid x = n with unity step, ∆x = 1, coin-
cide with Φn(t),
Φn(t)→ Φ(x, t). (A31)
Thus, variable x is a dimensionless coordinate, whereas
the genuine coordinate variable is X = ax, where a is the
cell size17. The parameter-modulation function fn(t) =
[1 +m sin(kpn− ωpt)] in Eq. (A25) is now replaced by a
continuous function; that is,
fn(t)→ f(x, t) = [1 +m sin(kpx− ωpt)]. (A32)
Following the method derived by Yaakobi et al.,12 the
finite differences can be expressed by partial derivatives
of a continuous function F(x) according to the following
rules:
Fn+1 −Fn = ∂F
∂x
, (A33)
Fn+1 − 2Fn + Fn−1 = ∂
2F
∂x2
. (A34)
Then, the set of the finite-difference equations (A19)
takes the form of a continuum wave equation,
∂2Φ
∂x2
− ω−20
∂2Φ
∂t2
+ ω−2J
∂4Φ
∂t2∂x2
− 1
6ϕ20
∂
∂x
[(
∂Φ
∂x
)3]
+
∂
∂x
[
m sin(kpx− ωpt)∂Φ
∂x
]
= 0, (A35)
including the wave-like variation of the distributed linear
inductance of the transmission line,
L
(n)
J (t)→ LJ(x, t) =
LJ0
1 +m sin(kpx− ωpt) . (A36)
The fourth term on the left-hand-side of Eq. (A35) de-
scribes nonlinear effects and it is essential only in cells
where the amplitude of the signal or idler is not suffi-
ciently small.
Appendix B: Effect of parameter variations
Sufficiently small variations of the line parameters is
the basic requirement for proper operation of Josephson
parametric amplifies based on traveling microwaves (e.g.,
see the evaluation of fabrication tolerances in LC cells
enabling resonant phase matching in a four-wave-mixing
TWJPA in Ref.13). As long as in our circuit the pump
and the signal (idler) waves travel along two different
lines, the appreciable parameter variations in either line
may cause significant phase mismatch. The signal line
including the Josephson junctions and thereby having a
more-complex design, is therefore more prone to such
variations.
1. Inaccuracy of magnetic flux setting
The condition of zero phase mismatch for a small de-
tuning, |δ| ≪ 1, is given by Eqs. (25), (29), and (30),
i.e.,
∆k = kp − ki − ks = ν − η/3
=
ωp
ω′0
− ωp
ω0
[
1 +
ω2p
8ω2J
]
= 0. (B1)
Because the cutoff frequency of the bare transmission
line, ω0, and the plasma frequency, ωJ , are both pro-
portional to I
1/2
0 (Φdc), this condition can be fulfilled by
applying the optimal dc flux bias, Φdc = Φ
opt
dc . In the
case of inaccurate flux setting or instability of the flux
bias in time, Φdc = Φ
opt
dc + δΦdc, the corresponding devi-
ation of the Josephson critical current from the optimal
value I0 is
δI0 =
∂Ic
∂Φdc
δΦdc = ǫI0. (B2)
Here we used the notation ǫ = −√3 δΦdc/ϕ0 and applied
formula (A21) in the point Φdc/2ϕ0 = π/3. The nonzero
value δI0 causes deviation of the cutoff and plasma fre-
quencies, ω0,J → ω0,J + δω0,J , where
δω0,J
ω0,J
=
1
ω0,J
∂ω0,J
∂I0
δI0 = 0.5ǫ. (B3)
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The corresponding phase mismatch is
∆k =
ωp
ω′0
− ωp
ω0(1 + 0.5ǫ)
[
1 +
ω2p
8ω2J(1 + 0.5ǫ)
2
]
≈ 0.5ǫ ωp/ω0, (B4)
where a small term ∝ ω2p/ω2J has been omitted.
Taking the target frequency ωp = 0.2ω0 (yielding
∆k = 0.1ǫ), a modulation coefficient of m = 0.06, an
exponential gain coefficient g0 of 0.25mωp/ω0 = 0.003,
and the line length N = 1000 (yielding a nominal gain of
20 dB), we obtain the corresponding suppression of the
gain (see Eq. (47)):
G/Gmax = 1−
(
∆k
2g0
)2
tanh2 g0N ≈ 1− 275 ǫ2. (B5)
This formula yields the 1-dB reduction of the gain for
reasonably small value of |ǫ| ≈ 0.02 or, equivalently, rea-
sonably small inaccuracy in the magnetic flux setting of
|δΦdc| = ǫϕ0/
√
3 ≈ 0.01ϕ0.
2. Signal line inhomogeneity
In practical circuits, the electrical parameters can have
a somewhat irregular distribution over the length of the
line. This primarily concerns the Josephson inductance
LJ0(x), whose local value depends on the critical current
I0 of corresponding SQUID. This critical current depends
on the area of the Josephson junction, the local critical
current density jc and the offset magnetic flux Φdc, whose
value, under the assumption of a homogeneous magnetic
field, depends on the size and shape of the SQUID loop.
In fabrication, however, variations of these parameters
can be controlled only within certain limits.
In our circuit, which comprises Josephson junctions
with an area of about 1 µm2, the parameter which is
most prone to random variations is the critical current.
To roughly model small variations of the critical current
δI0(x) around its mean value 〈I0〉 (leading to small vari-
ations of the reverse Josephson inductance δL−1J0 around
the mean value 〈L−1J0 〉), we should add a corresponding
small random term to the linear part of equation of mo-
tion (A35), i.e.,
∂2Φ
∂x2
− ω−20
∂2Φ
∂t2
+ ω−2J
∂4Φ
∂t2∂x2
+
∂
∂x
{
[m sin(kpx− ωpt) + ζ(x)] ∂Φ
∂x
}
= 0, (B6)
where
ζ(x) = δI0(x)/〈I0〉 = δL−1J0 (x)/〈L−1J0 〉 (B7)
is a random dimensionless function.
This function is defined on the nodes, x = n, and has,
presumably, a small rms value,
√
〈ζ2(x)〉 = σ ≪ 1 and a
short correlation length (ℓc ∼ 1). Here, the sign 〈...〉 de-
notes averaging over the statistical ensemble. The cutoff
and plasma frequencies are now defined as
ω0 = 1/
√
〈LJ0〉C and ωJ = 1/
√
〈LJ0〉CJ , (B8)
respectively, whereas the random values ζ(x) cause local
variations of these frequencies and therefore of the wave
number, which leads to a phase mismatch. The small
higher-order term ∝ mζ(x) describing variation of the
parametric coupling is omitted here.
To roughly evaluate the random drift of the phase
and therefore the resulting phase mismatch we put in
Eq. (B6) the zero pump, m = 0, and find the solution in
the simple wave form:
Φ(x, t) =
ϕ0
2
Aei[kx−ωt+Θ(x)] + c.c. (B9)
Here, the complex phase Θ(x) = ψ(x) − iρ(x) includes
the random phase as such, ψ(x), and the logarithm of
the random amplitude, ρ(x) = ln[A(x)/A0]. Both these
variables are induced by small perturbation |ζ(x)| ≪ k
and slowly vary in space, i.e.
∣∣∣∂ψ∂x ∣∣∣ , ∣∣∣ ∂ρ∂x ∣∣∣ ≪ k. Keeping
only essential terms in Eq. (B6), we obtain two decoupled
equations for ψ(x) and ρ(x):
dρ
dx
=
1
2
dζ(x)
dx
, (B10)
dψ
dx
= −k
2
ζ(x). (B11)
Equation (B10) yields the solution for the wave ampli-
tude, A(x) = A0[1+0.5ζ(x)], whose space variation mim-
ics the local fluctuation of the transmission line admit-
tance,
Y (x) =
√
C/LJ0(x) = [1 + 0.5ζ(x)]Y0, (B12)
around its average value Y0 = 1/Z0.
The solution of equation (B11) for the wave phase ψ
has the form
ψ(x) = −0.5k
∫ x
0
ζ(x′)dx′. (B13)
This formula describes the diffusion of phase ψ(x) (the
Brownian-motion process) and therefore yields the statis-
tical average values 〈ψ(x)〉 = 0 and 〈ψ2(x)〉 = 0.25k2σx.
The corresponding drift of the phase on the length x = N
can be estimated as Ψ =
√
〈ψ2(N)〉 = 0.5k
√
σN . For
critical current variations σ on the order of 0.05 (see, e.g.,
Ref. 62), dimensionless wave number k = 0.1, and line
length N = 1000, this formula yields Ψ ≈ 0.35 rad and
therefore still negligibly small suppression of the power
gain due to such phase mismatch, i.e.,
G/Gmax = 1−
(
Ψ
2g0N
)2
tanh2(g0N) ≈ 0.997. (B14)
13
Another problem that may arise in fabrication is a no-
table gradient of the local critical current density ∇jc(r)
of the Nb trilayer, which may account for a drop of up
to 30 % in jc over the 3-in. wafer.
63 In this case, inho-
mogeneity of the distributed inductance in the straight
transmission line takes the form LJ0(x) = L
(0)
J0 /(1+µx).
This situation can also be modeled by Eq. (B6) with the
regular function ζ(x) having the shape ζ(x) = 0.5µx. For
example, for the total length of the line ℓ = aN ∼ 5 cm,
the product µN can be on the order of 0.1. The corre-
sponding maximum phase drift Ψ = 0.25kµN2 can then
approach the excessively large value of 2.5 rad. This un-
wanted effect resulting from linear variation of jc can pos-
sibly be mitigated by applying the offset magnetic field
with a small gradient in the direction of the transmission
line. This field should compensate the regular change in
the critical currents of the junctions via a correspond-
ing change of offset flux in the SQUIDs. Although this
method leads to a more-complicated experiment, it may
seemingly also work in the case when the SQUID array
has a meander shape.
Finally, appreciable inhomogeneities of the circuit pa-
rameters with correlation length comparable to charac-
teristic wavelengths (in our case, about 30-60 elemen-
tary cells) may cause partial reflections of traveling waves
inside the transmission lines and hence deteriorate the
TWJPA performance. Analysis of such a case, which may
also occur in conventional TWJPAs based on Josephson
nonlinearity, is, however, beyond the scope of this work.
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