Preliminary analyses of more than 1000 languages in the PBC, the Parallel Bible Corpus (Mayer & Cysouw, 2014) , suggest that real languages are optimized to a 30% average ( Fig. 1) . Interestingly, the average optimization ratio increases to 40% (Fig. 1) if the nonsingular coding scheme is replaced by uniquely decodable encoding, which requires not only that there is no ambiguity between word types as in nonsingular coding, but also that a concatenation of letters without blanks allows for just one segmentation into a sequence of word tokens.
Such a mixture of suboptimalities in languages, which are neither perfectly nonsingular nor perfectly uniquely decodable, provides support for the hypothesis that Zipf's law for word frequencies stems from a competition between optimal nonsingular coding and optimal uniquely decodable coding (Ferrer-i-Cancho, 2016) . This account is not just one more model of Zipf's law. Compression also predicts Zipf's law of abbreviation as reviewed above, as well as Menzerath's law (Gustison, Semple, Ferrer-i-Cancho, & Bergman, 2016) . Hence, it illustrates the combination of predictive power, parsimony and mathematical rigor that information theory offers to understand how languages evolve universal properties.
