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a b s t r a c t
Studies of cells in silico can greatly reduce the need for expensive and prolonged laboratory
experimentation. The use of model checking for the analysis of biological networks
has attracted much attention recently. The practical limitations are still the size of
the model, and the time needed to generate the state space. This paper is focused on
the model checking approach for analysis of piecewise-linear deterministic models of
genetic regulatory networks. Firstly, the qualitative simulation algorithm of de Jong et
al. that builds the heart of Genetic Network Analyzer (GNA) is revisited and its time
complexity is studied in detail. Secondly, a novel algorithm that reduces the state space
generation time is introduced. The new algorithm is developed as an abstraction of the
original GNA algorithm. Finally, a fragment of linear time temporal logic for which the
provided abstraction is conservative is identified. Efficiency of the new algorithm when
implemented in the parallel model checking environment is demonstrated on a set of
experiments performed on randomly modified biological models. In general, the achieved
results bring a new insight into the field of qualitative simulation emerging in the context
of systems biology.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The traditional reductionistic style of biological research is nowadays turning towards a systematic integrative paradigm,
the so-called systems biology. There appear to be plenty of databases of biological knowledge keeping both structural
and functional aspects of living organisms. Existence of such databases allows building of in silico models that predict
functionality of living cells.
Metabolism of any living cell is driven by proteins. Proteins are synthesized according to the genetic code in the process
of transcription. Transcription of genes to proteins is controlled by complex regulatory interactions. These interactions are
driven by specific proteins, so-called transcription factors, which collaborate on activation (increase) or repression (decrease)
of particular gene transcription. For each cell type the transcriptional regulation is described by a genetic regulatory network
(GRN) in which nodes represent proteins and genes. Protein nodes are interconnected with gene nodes by edges which
denote transcriptional regulation. GRNs make the bottom level of complex biological networks and pathways. Even when
taken separately, GRNs relevant to the most of pathways can be themselves very complex (containing 10s of genes). A
general scheme of GRN is depicted in Fig. 1. There is a particular network of genes from which proteins (blue nodes) are
produced. Additionally, the process of regulation is controlled by external signals (yellow nodes) which determine interface
for interaction with other functional layers in a cell.
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Fig. 1. Scheme of a transcriptional regulatory network. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
The most widely-used modeling framework for analysis of biological networks, in particular the analysis of how
concentration of substances evolves in time, is based on the deterministic approach of ordinary differential equations (ODE).
The reduction of continuous models to discrete automata by a sequence of reductions, approximations, and abstractions
allows the application of formal methods for the (semi)automated analysis of qualitative properties [9]. Methods for
discrete abstraction rely on finite partitioning of the continuous phase space into convex subspaces (domains) [8,23,17].
When dealing with large models from systems biology, the standard model-checking techniques do not provide users with
acceptable response times to answer the queries. This happens because of the size of the state space and the huge average
number of transitions going from any domain to its neighboring domains. Moreover, the time cost of deciding whether
there is a transition between two neighboring domains is typically high which makes the successor generation function
computationally hard. In general, parallel algorithms fighting both issues by scalability are needed for efficient state space
exploration.
In this paper we deal with the discretization method of de Jong et al. as proposed in [17] and implemented in Genetic
Network Analyzer (GNA) [16]. The method is based on the reduction of an ODE system to a system of piecewise-linear
differential equations (PLDE). In particular, the phase space is partitioned into rectangular domains inside which the ODE
system becomes linear. The PLDE approach relies on the approximation that replaces sigmoidal input functions appearing
in right-hand sides of equations by discrete step functions. Each step function is determined by a concentration threshold
level which must be achieved by a particular transcription factor in order to enable expression of the target gene. Borders
of rectangular partitions are given just by the threshold levels. Dynamics of the system is than overapproximated by the
qualitative finite state transition graph in which the states are represented by partitions and borders among them. Inclusion
of the bordering regions to the set of states is important in order to achieve conservativeness. A crucial property of the
considered abstraction approach is total independence on quantitative knowledge of constants appearing in right-hand
sides of ODEs. States and transitions are fully determined by qualitative ordering of thresholds and constants provided that
no exact values are required in order to construct the discretely abstracted state space.
Motivation for employing the model checking approach comes from our ongoing collaboration with biologists on
modeling and analysis ofmetabolism in Escherichia coli [18].Model checking, traditionally viewed as a verification procedure
to verify that a given implementation exhibits properties stated in the specification, can also be considered as a flexible
analysis tool—as long as the analyzed object is representable in terms of a finite-state system and the property to be checked
can be formulated in a suitable temporal logic. The motivation for using model-checking for analysis of biological systems
comes from the fact that for large models consisting of tens of variables application of traditional analytical and numerical
methods becomes too intricate and thus infeasible. Moreover, there exist properties which cannot be sufficiently analyzed
by analytical or numerical methods. In particular, global searching for concentration oscillation cycles and their attractors
is an example.
While substantialwork onmodel-checking qualitative [6] aswell as quantitative properties [24] of biochemical networks
has been already achieved, no attempts to use parallel model checkers to analyze complex networks are known. Our
experiences show that with currently growing biological knowledge the models of pathways become larger and larger
with around twenty andmore relevant genes. By employing parallel on-the-fly model-checking algorithms, the state-space
explosion is satisfactorily treated using distributedmemory. However, there is onemore critical issue. Especially, as already
mentioned above, when dealingwith the qualitativemethod of de Jong et al., the state-space generation becomes very time-
expensive because of the enormous number of transitions going from domains in which large number of variables is set to
threshold level. To this end, we introduce an abstraction that avoids transitions changing more than one variable at a time.
In particular, each multi-dimensional transition going from domain D to D′, written D → D′, is replaced with a sequence
of one-dimensional transitions such that D →∗ D′. That way, the most of interesting qualitative properties are preserved
while the time needed for generating the state space is significantly reduced.
1.1. Our contribution
We bring new contribution to algorithmic analysis of genetic networks in the following directions. First, we present a
detailed time complexity study of the algorithm for construction of transition systems for PLDEmodels of GRNs, in particular,
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the algorithm of de Jong et al. [17]. To the best of our knowledge, the complexity of this algorithm has not been analyzed yet
at the theoretical level. Secondly, we introduce an abstraction of the original state transition systemwhich reduces the time
needed for computation of the state space. In particular, the proposed abstraction decreases the amortized complexity of
the state space construction. We also define a suitable fragment of LTL and show that the introduced abstraction preserves
this fragment. Finally, we introduce a tool GeNeSim for parallel linear temporal logic (LTL) model checking of GRNs, which
implements both algorithms, and we present experiments which give for both algorithms a comparison of times needed for
model checking selected properties in different cluster settings.
1.2. Related work
As the biochemistry that controls cells of living organisms is a very complicated machinery, non-trivial physical
properties have to be taken into account in models. There is a large number of mathematical approaches to model
biochemistry processes [11]. They vary in amount of abstraction they provide. In this paper we deal with the traditional
deterministic approach based on ODE. Most of tools provided for this approach are based on numeric simulation
(quantitative analysis) of ODE solutions. Recently, there have appeared specialized massively-parallel platforms [19,25,
29] which can accelerate the numeric simulation. There is also a huge branch of quantitative simulation methods which
incorporate stochastic modeling based on [22] (e.g. [10]). On the contrary, in this paper we deal with deterministic models,
in particular, with a discrete approximation of ODE solutions. Such approximations are useful for analysis of GRNs with
unknown exact values of reaction rates (qualitative analysis) [7,15]. Moreover, the abstraction provided by discrete models
rapidly increases the possibility to predict not yet discovered biological mechanisms, and therefore it serves as a significant
adviser for biological experiments [27].
The use of model checking for the analysis of biological networks has already attracted much attention [6,9,28]. The
individual approaches differ in models and model checking tools used. Our approach adds the parallel model checking
analysis as an additional back-end for the GNA tool [16]. For GNA, there has been already developed a connection to
CADP and NuSMV model checking tools [6]. However, these extensions currently employ only sequential model checking
algorithms, and moreover, they rely on the need to explicitly generate the entire graph before passing it to the model
checking tool. Besides GNA–CADP/NuSMV there are some other sequential approaches for model-checking GRNs. The
BIOCHAM workbench [12] also provides an interface to NuSMV and CADP; the interface is based on a simple language
for representing biochemical networks. The workbench provides mechanisms to reason about reachability, existence of
partially described stable states, and some types of temporal behavior. Another tool is the Robust Verification of Gene
Networks (RoVerGeNe) [4,5]. It complements the GNA by focusing on synthesis of quantitative parameters from PLDE
models w.r.t. temporal properties of transcriptional dynamics. To the best of our knowledge, there is no implementation
of the parallel on-the-fly model checking approach adapted to the needs of biological analysis.
2. Preliminaries
In this section, we introduce formal notions used in this paper. First, we present a definition of the PLDE model, and
subsequently we define the notion of the qualitative state transition system. As we focus on algorithmic (constructive)
view, the definition presented here is an implementation-oriented version of the mathematical definition given in [17].
2.1. PLDE model
Assume a network with n proteins. Let the concentration of ith protein in a time instant t , where i ∈ {1, . . . , n}, be
denoted by the variable xi(t). The respective PLDE model consists of a system set of n piece-wise linear equations (PLDEs).
For each protein there is an equation describing how its concentration evolves in time:
dxi
dt
=
∑
l∈L
κil%il(〈x1, . . . , xn〉)− γixi
where
• L is a finite index set.
• For each i ∈ {1, . . . , n}, l ∈ L, κil is a constant expressing the rate of protein production.
• %il : Rn → {0, 1} is a discrete input function that denotes the transcriptional regulation.
• γi is a constant expressing the rate of exponential decay of protein i.
For each variable xi, i ∈ {1, . . . , n} let maxi denote the upper bound of xi range, and let T (xi) denote the set of thresholds
defined on xi, T (xi) = {θ ji |1 ≤ j ≤ tri}, where tri > 0 is the number of all thresholds defined on xi.
In general, each equation of the system consists of two terms – the positive production term and the negative degradation
term. The latter term is naturally non-zero and describes instability of proteins among other substances in the cell. The
former term describes the gene regulation, in particular, the intensity of protein production w.r.t. the current conditions in
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Fig. 2. A two-gene PLDE model.
the cell. More precisely, the maximal production rate is given by the production constant κ which is additionally regulated
by the input function %.
The input function % in general depends on the current concentration of all proteins in the system. In piecewise-linear
approximation the (multidimensional) input function has a discrete range and is given by a product of elementary (one-
dimensional) step functions. These step functions qualitatively characterize edges in GRNs, in particular, the activation or
repression of the target gene by a certain transcriptional factor w.r.t. its given threshold concentration. In general, every
step function is defined for the variable xj and the threshold θ ij ∈ T (xj) by the following expressions:
s+(xj, θ ij )
df=
{
1, if xj > θ ij ,
0, if xj < θ ij ,
s−(xj, θ ij )
df= 1− s+(xj, θ ij )
s+ characterizes activation, whereas s− stands for repression.
The particular evaluation of all step functions occurring in right-hand side of an equation determines a so-called
regulation configuration. Each regulation configuration is characterized by a respective equilibrium state (the so-called local
equilibrium) defined for some L′ ⊆ L by the equation:
dxi
dt
= 0⇔ xi =
∑
l∈L′ κil
γi
.
A PLDE model is given by a system of PLDEs together with a set of threshold inequalities and a set of local equilibrium
inequalities. An example of a PLDE model of a two-gene network is given in Fig. 2.
2.2. Qualitative state transition system
For a PLDE model, the set of all respective qualitative behaviors is represented by a qualitative state transition system
(QSTS). Algorithm for construction of the QSTS relies on the fact that input functions given as products of step functions
have discrete ranges. Up-to this approximation, concentration values of proteins are discretely abstracted into several open
intervals between respective thresholds, and additionally, the discrete points equal just to the (symbolic) threshold values.
Moreover, from the inherent property of transcriptional regulation to keep concentration of each participating protein
below some maximal level (each protein is naturally degraded), each solution of any PLDE model must stabilize below the
maximal levels [17]. Therefore it is absolutely correct to consider abstraction of each variable range to finite number of open
intervals and single points among them.
The phase space of the PLDEmodel is partitioned into a finite number of open rectangular partitions— so-called regulatory
domains. Boundaries among regulatory domains are called switching domains. Every domain is specified by its scope in
each dimension. The scope can be an open interval between thresholds or a single point equal to a threshold. The latter
is considered formally as a closed interval. If we fix n a number of variables in the PLDE model then each regulatory domain
is given by a product of n open intervals. Each switching domain is determined by a product ofm closed intervals and n−m
open intervals where 0 < m ≤ n.
Notation 1. Let us assign each threshold and each interval between two adjacent thresholds a natural number according to
Fig. 3(a), in which domains of the two-gene example mentioned above are depicted (filled circles represent switching domains
while non-filled circles regulatory domains). In each dimension every single point is followed by an open interval and vice-versa,
so threshold points are assigned even numbers and intervals odd numbers. The assigned numbers then make domain coordinates.
Definition 2. Let M be an n-dimensional PLDE model. A domain D is defined as an n-tuple D df= [a1, . . . , an] where
ai ∈ {1, . . . , (2tri + 1)} are called domain coordinates. Di denotes ith projection of D, defined Di df= ai.
Domain D is regulatory iff all its coordinates are odd. Domain D is switching iff there exists at least one i ∈ {1, . . . , n} such
that Di is an even number. Di is then called switching, and we say variable xi is switching in D.
For a regulatory domain D we define its dimension dim(D)
df= n. For a switching domain D, the dimension is defined
dim(D)
df= n−m, wherem is the number of switching variables.
Further define a neighbor D′ of a domain D iff there exists a vector w ∈ {−1, 0, 1}n, so-called direction vector, such that
∀i ∈ {1, . . . , n}.D′i = Di + wi and one of the following conditions holds:
(1) There is at least one i ∈ {1, . . . , n} such that Di is switching andwi 6= 0.
(2) There is at least one i ∈ {1, . . . , n} such that Di is regulatory andwi 6= 0.
The set of all neighbors of D is denoted nbs(D).
3132 J. Barnat et al. / Theoretical Computer Science 410 (2009) 3128–3148
Fig. 3. (a) Domains/qualitative states. (b) Focal directions.
The above-mentioned definition of domain is sound w.r.t. [17], as the only difference is in the notation used. In [17], a
domain is considered directly as the respective subspace of the phase space. Moreover, for a regulatory domain D, nbs(D)
represents the geometrically specified set of domains in the boundary of D given in [17] as A(D). For a switching domain
D, nbs(D) represents the set given in [17] as A(D) ∪ R(D) where R(D) is the set including each regulatory domain D′ such
that D lies in the boundary of D′. Each domain identifies a unique state of a qualitative state transition system that has been
introduced formally in [17]. In this paper we use the following notation for this qualitative state transition system.
Notation 3. For a PLDE modelM its qualitative state transition system 〈S, T , S0〉 is denoted QSTS(M)where S is a finite set of
qualitative states determined as the set of all domains ofM, T ⊆ S × S a finite transition relation constructed by the piecewise-
linear abstraction algorithm (see Section 2.2.1 for details), and S0 ⊆ S an arbitrary set of initial states, also called the initial
condition.
For any s, s′ ∈ S, we denote s → s′ the fact that 〈s, s′〉 ∈ T . Further we denote pi ∈ QSTS(M) an infinite path
pi = s0 → s1 → . . . in QSTS(M) such that s0 ∈ S0. Notation s ∈ pi denotes that a state s is included in a path pi , and
notation pi s denotes the suffix of pi starting from s. Finally, the notation (s→∗ s′) ⊂ pi denotes a finite subtrace of pi .
Note that the notion of a state coincides with the notion of a domain and therefore we use both notions interchangeably.
Whenever it is necessary to explicitly refer to a domain represented by a state s, we write dom(s). Following definitions lead
to algorithmic construction of the transition relation of QSTS.
The transition relation T is mathematically defined in [17] by two transition rules which decide (coordinatewisely) if
a transition from a domain D to D′ ∈ nbs(D) is enabled or not. Inside the rules there appears a function V mapping
a domain D and an arbitrary subspace E of the phase space to a set of sign vectors V (D, E) ⊆ {−1, 0, 1}n such that
v ∈ V (D, E) only if there exists a trajectory in the PLDE model which includes some point in D and goes towards some
point e ∈ E. Then vi expresses the relative position of e w.r.t. D taken in ith dimension. For a regulatory domain D, E is
substituted by the respective local equilibrium ofD. In the case of a switching domain, computation of E is more complicated
due to discontinuity of step functions. To avoid mathematical details, we replace V (D, E) with a so-called direction set
V (D) ⊆ {−1, 0, 1}n which describes all directions in which trajectories may evolve from D. We will now gradually define
this notion and subsequently we reformulate the transition rules. For all the following definitions we assumeM is an n-
dimensional PLDE model.
Definition 4. For every regulatory domain D ofM we define its focal point Fp(D) as the position of the local equilibrium for
domain D, Fp(D) ≡ [p1, . . . , pn] with pi ∈ {1, . . . , 2tri + 1}. The notation Fp(D)i is used to denote the ith coordinate of the
focal point.
The focal point Fp(D) specifies the point to which every substrate (variable) concentration evolves from any point in D.
For every possible combination of production and degradation parameters of each substrate, the position of the respective
local equilibrium is given as part of the PLDEmodel, in particular, in the form of equilibrium inequalities. Thus Fp(D) is given
by the regulation configuration determined by D.
Definition 5. Let D be a regulatory domain of M. We define the focal direction of D, denoted F(D), as the vector F(D) ∈
{−1, 0, 1}n such that F(D)i df= sign(Fp(D)i − Di).
In terms of [17], the focal point Fp(D) corresponds to a regulatory domain which includes the exact focal point of D.
Moreover, the focal direction F(D) directly corresponds to V (D, {e}) for e the exact focal point of D.
Definition 6. Let D be a switching domain. We define the n-tuplesMin(D),Max(D) ∈ {−1, 0, 1}n such that
Min(D)i = min
{
F(D′)i|D′ ∈ nbs(D), D′ regulatory
}
,
Max(D)i = max
{
F(D′)i|D′ ∈ nbs(D), D′ regulatory
}
.
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Note that the pairMin(D),Max(D) represents the notion of the smallest closed hyperrectangle, defined in [17] as Ψ (D),
that adapts Fillipov’s overapproximation of an ODE system by a system of differential inclusions [20]. Especially, derivation
at switching variables is conservatively approximated by the set of vectors {v ∈ {−1, 0, 1}n | Min(D)i ≤ vi ≤ Max(D)i}.
Definition 7. Let D be a domain ofM. We define direction set V (D), V (D) ⊆ {−1, 0, 1}n, in the following way:
• If D is a regulatory domain then V (D) df= {F(D)}.
• If D is a switching domain then
V (D)
df=
n∏
i=1
{
x ∈ {−1, 0, 1}n | Min(D)i ≺ x ≺ Max(D)i
}
where≺ stands for<, if Di is switching andMin(D)i 6= 0 orMax(D)i 6= 0, and for≤, otherwise.
For D a regulatory domain, V (D) directly corresponds to the set V (D, {e}) where e is the exact focal point of D, as
by Definition 4 it follows e ∈ Fp(D), V (D) = {F(D)}, and F(D) = V (D, {e}) in this situation. If D is switching then
V (D) corresponds to V (D,Ψ (D)) representing intersection of the smallest closed hyperrectangle Ψ (D) with a hyperplane
containing D.
At this point, we can reformulate the rules for constructing the transitions. The only difference from [17] is in replacing
of V (D,Ψ (D)) by V (D).
Definition 8. Let D be a domain containing k switching variables, and let D′ ∈ nbs(D) be a domain containing m switching
variables. Further letw ∈ {−1, 0, 1}n such that ∀i ∈ {1, . . . , n}. wi = (D′i − Di).
Tr. rule 1: D→ D′ iff k < m, V (D) 6= ∅, and for each i such that D′i is switching but Di is not switching, there exists v ∈ V (D)
satisfyingwivi = 1.
Tr. rule 2:D→ D′ iff k > m, V (D′) 6= ∅, and for each i such thatDi is switching butD′i is not switching, there exists v ∈ V (D′)
satisfyingwivi 6= −1.
In the definition of each of the rules, the condition requiring non-emptiness of the respective direction set is redundant.
However, we still include it because it simplifies the rule decision procedure. In particular, when the non-emptiness
condition is not satisfied, the rule is directly neglected, and hence there is no need to explore individual vectors of the
direction set in such a situation.
2.2.1. Construction of QSTS
Now we can present our refined version of the original algorithm scheme developed by de Jong et al. [17]. For a PLDE
modelM given by a set of n equations and particular sets of threshold and equilibrium inequalities, the algorithm gives the
state space of QSTS(M) ≡ 〈S, T , S0〉 reachable from S0. The provided algorithm is a direct transcription of the algorithm
presented in [17]. The only difference is that two new lines representing the precomputation steps are added to the
beginning of the scheme. As it has been argued above, the precomputed objects correctly represent the information for
determining of the actual successors of any given state (in terms of the direction set). Thus, Algorithm 1 must construct
exactly the same qualitative state space as the original algorithm of de Jong et al.
Algorithm 1. QSTS construction — a refined version of the original algorithm
01 for every regulatory domain D compute F(D)
02 for every switching domain D computeMin(D),Max(D)
03 for each initial qualitative state D ∈ S0 do
04 push(stack, D)
05 while not stack empty do
06 current state D← pop(stack)
07 determine candidate successors (using nbs(D)) of lower dimension
08 determine candidate successors (using nbs(D)) of higher dimension
09 for every candidate successor D′ do
10 if D and D′ satisfy Tr. rule 1 or Tr. rule 2 then
11 update the transition relation by T := T ∪ {〈D,D′〉};
12 if not D′ reached before then
13 mark D′ as reached;
14 push(stack,D′);
15 fi
16 fi
17 end
18 end
19 end
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Fig. 4. (a) Original system. (b) Abstracted system.
To demonstrate the algorithm, the QSTS depicted in Fig. 4a shows the dynamics of the model introduced in Fig. 2. The
main point of interest in Algorithm 1 comes on lines 9–17, where we are forced to determine all actual successor states D′
of the current state D. To do this wemust be able to decide which transitions to neighboring domains are possible according
to the two transition rules defined above. As the number of potential successors of the domain D grows exponentially with
the number of variables in the model (O(3n)), this is just the point that rapidly slows down the computation. For a detailed
complexity analysis of the algorithm, we refer the reader to Section 4. In Section 3 we propose an abstraction that avoids
the mentioned exponential explosion.
3. Abstracted QSTS
In this section we introduce an abstraction method for QSTS. The abstraction is based on the idea of avoiding transitions
that affect more than one variable. At first, we introduce the notion of the abstracted QSTS, and in consequence, we sketch
the algorithm for construction of the abstracted QSTS. Later in this section, we characterize LTL properties preserved by the
abstraction.
The proposed abstraction relies on the idea that each multi-dimensional transition is replaced with a corresponding
sequence of one-dimensional transitions. Original one-dimensional transitions are left unchanged. For illustration, Fig. 4
shows a particular QSTS of a two-dimensional system (left) and its abstraction (right). All the one-dimensional transitions
introduced by the abstraction are depicted as non-filled arrows. As these transitions by-pass the original multi-dimensional
transitions, we refer to them as ‘‘by-passing’’ transitions. Note that in this particular example, two-dimensional transition
[1, 1] → [2, 2] is by-passed by sequence [1, 1] → [2, 1] → [2, 2]. Wemight choose the sequence [1, 1] → [1, 2] → [2, 2]
which would also work well. However, we implicitly consider only one of the possibilities, in particular, we always choose
the by-passing sequence in which transitions are increasingly ordered by the index of dimension in which they operate. In
the example, the first dimension (the variable xa) is changed by the first transition of the by-passing sequence. The same
by-passing strategy is applied to all remaining two-dimensional transitions. The abstraction approach is directly generalized
to systems of any dimension, as declared formally by the following definition.
Definition 9. Let M be a PLDE model and let QSTS(M) ≡ 〈S, T , S0〉 be a qualitative transition system. We define the
abstracted qualitative transition system AQSTS(M)
df= 〈S, T ′, S0〉with T ′ df= T1 ∪ TB where:
T1
df= {〈D,D′〉 | 〈D,D′〉 ∈ T and |dim(D)− dim(D′)| = 1}
TB
df=
⋃
〈D,D′〉∈T\T1
T〈D,D′〉
where T〈D,D′〉 is the set of by-passing transitions for 〈D,D′〉 ∈ T \ T1 defined as follows:
Let 〈D,D′〉 ∈ T \ T1. Let k = |dim(D) − dim(D′)| and w ∈ {−1, 0, 1}n such that w = D′ − D and let wi denote the ith
component ofw. Let em denote themth canonical base vector of Rn. Further let R = {r |wr 6= 0}. Obviously, |R| = k. Finally,
let us denote the elements of R by r1 < r2 < · · · < rk.
T〈D,D′〉
df=
{〈
D+
j∑
i=1
wrieri ,D+
j+1∑
i=1
wrieri
〉 ∣∣∣∣∣ j ∈ {0, . . . , k− 1}
}
.
Wedenotepi〈D,D′〉 the by-passing sequence D0 → D1 → · · · → Dk−1 → Dk whereDk = D′ and for each j ∈ {0, . . . , k−1},
Dj = D+∑ji=1wrieri and 〈Dj,Dj+1〉 ∈ T〈D,D′〉.
Let pi be a path in QSTS(M) starting at a state s ∈ S. We denote bp(pi) the by-passing path of pi as a path in AQSTS(M)
starting at s and constructed from pi by replacing each transition 〈D,D′〉 ∈ T \ T1 with the by-passing sequence pi〈D,D′〉.
Finally, for any s, s′ ∈ S we denote s→A s′ the fact that 〈s, s′〉 ∈ T ′.
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With respect to Definition 9, it is worth emphasizing two important observations. Firstly, every by-passing sequence is
strictly monotonous in dimension of included domains. Secondly, the effect of executing all transitions of any by-passing
sequence is such that every variable of the model is changed at most once. Formally, the above mentioned observations are
captured in Proposition 10.
Proposition 10. Let pi〈D,D′〉 be a by-passing sequence for 〈D,D′〉 ∈ T \ T1, pi〈D,D′〉 ≡ D0 → D1 → · · · → Dk for some 1 < k ≤ n
where n is the dimension of the PLDE model. The following claims hold:
(1) If dim(D) > dim(D′) (resp. dim(D) < dim(D′)) then for each j, 0 ≤ j < k, dim(Dj) > dim(Dj+1) (resp. dim(Dj) <
dim(Dj+1)).
(2) For each i ∈ {1, . . . , n} there exists l ∈ {0, . . . , k} such that ∀j, 0 ≤ j < l. (Dj)i = Di and ∀m, l ≤ m ≤ k. (Dm)i = D′i .
Proof. Both claims follow directly from Definition 9. 
Algorithmic construction of AQSTS from the original QSTS starts with gathering of information regarding transitions that
represent the by-passing sequences as defined in Definition 9. For each domain D, the information is managed in two vector
pairs: fw↓(D), bw↓(D) ∈ {0, 1}n and fw↑(D), bw↑(D) ∈ {0, 1}n where n is the dimension of the system.
The former pair encodes D-suffixes (suffixes starting from D) of by-passing sequences that unfold original multi-
dimensional transitions in which the target domain is of lower dimension than the source domain (this fact is denoted
↓). We set fw↓(D)i = 1 (resp. bw↓(D)i = 1) only if there exists a transition t included in D-suffix of some by-passing
sequence, and moreover, t has the effect of increasing (resp. decreasing) the value of the ith variable. As t goes in forward
(resp. backward) direction along the ith axis, we use the notation fw (resp. bw).
The latter pair of vectors (fw↑(D), bw↑(D)) encodesD-prefixes (prefixes ending inD) of by-passing sequences that unfold
original multi-dimensional transitions in which the target domain is of higher dimension than the source domain (this fact
is denoted ↑). Similarly to the case of ↓-vectors, we set fw↑(D)i = 1 (resp. bw↑(D)i = 1) only if there exists a transition t
included in D-prefix of some by-passing sequence, and moreover, t has the effect of increasing (resp. decreasing) the value
in ith dimension. Formal definition of all these ‘‘abstraction-guiding’’ vectors is the following.
Definition 11. LetM be an n-dimensional PLDE model and let D be a domain of QSTS(M) ≡ 〈S, T , S0〉. We define vectors
fw↓(D), bw↓(D), fw↑(D), bw↑(D) ∈ {0, 1}n coordinatewisely for each i ∈ {1, . . . , n}:
(fw↓(D))i df=
1, iff there existD
′,D′′ ∈ S such that 〈D′,D′′〉 ∈ T \T1,D ∈ pi〈D′,D′′〉,Di = D′′i −1,
and dim(D′) > dim(D′′).
0, otherwise.
(bw↓(D))i df=
1, iff there existD
′,D′′ ∈ S such that 〈D′,D′′〉 ∈ T \T1,D ∈ pi〈D′,D′′〉,Di = D′′i +1,
and dim(D′) > dim(D′′).
0, otherwise.
(fw↑(D))i df=
1, iff there existD
′,D′′ ∈ S such that 〈D′,D′′〉 ∈ T \T1,D ∈ pi〈D′,D′′〉,Di = D′i+1,
and dim(D′) < dim(D′′).
0, otherwise.
(bw↑(D))i df=
1, iff there existD
′,D′′ ∈ S such that 〈D′,D′′〉 ∈ T \T1,D ∈ pi〈D′,D′′〉,Di = D′i−1,
and dim(D′) < dim(D′′).
0, otherwise.
where T1 ⊆ T is the set of one-dimensional transitions from Definition 9.
Note that inDefinition 11 the notion of the by-passing sequencepi〈D′,D′′〉 for amulti-dimensional transition 〈D,D′〉 ∈ T \T1
is directly employed and therefore the information captured in the vectors reflects Definition 9. In particular, if dim(D′) >
dim(D′′) then for every domain D ∈ pi〈D′,D′′〉 the fact that Di is increased (resp. decreased) somewhere on the subsequence
D → · · · → D′′ of pi〈D′,D′′〉 implies (fw↓(D))i = 1 (resp. (bw↓(D))i = 1). Similarly, if dim(D′) < dim(D′′) then for every
domain D ∈ pi〈D′,D′′〉 the fact that Di is increased (resp. decreased) somewhere on the subsequence D′ → · · · → D of pi〈D′,D′′〉
implies (fw↑(D))i = 1 (resp. (bw↑(D))i = 1). Reading the vectors from left to right matches the right ordering of the
by-passing sequence.
When considering correctness of setting the vectors for all domains of the model, we have to ensure that setting of a
particular vector for one by-passing sequence does not interfere with setting of the same vector for another by-passing
sequence. Owing to the existential quantification in Definition 11 together with the fact that all by-passing sequences affect
domain dimensions in the same order, such interferences are avoided.
Let us demonstrate the above mentioned concept of by-passing sequence encoding on an example. If we consider the
system given in Fig. 4, for [1, 1] we get the pair (fw↓([1, 1]) = 〈1, 1〉, bw↓([1, 1]) = 〈0, 0〉) and for [3, 1] the pair
(fw↓([3, 1]) = 〈0, 1〉, bw↓([3, 1]) = 〈1, 0〉). As in this example the by-passing sequence starts just in [1, 1] (resp. [3, 1]),
each of the pairs encodes the entire by-passing sequence ([1, 1] → [2, 1] → [2, 2], resp. [3, 1] → [2, 1] → [2, 2]).
For [2, 1] we get (fw↓([2, 1]) = 〈0, 1〉, bw↓([2, 1]) = 〈0, 0〉). The component fw↓([2, 1])1 (resp. bw↓([2, 1])1) is
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set to 0, as the transitions operating in the first dimension have been already employed in [1, 1] (resp. [3, 1]). Note
that the second components of the vectors can be obtained by or-merging: fw↓([2, 1])2 =fw↓([3, 1])2∨fw↓([1, 1])2,
bw↓([2, 1])2 =bw↓([3, 1])2∨bw↓([1, 1])2.
The multi-dimensional transition [2, 2] → [1, 3] from Fig. 4a is tackled by vectors (fw↑([1, 3]) = 〈0, 1〉, bw↑([1, 3]) =
〈1, 0〉) encoding the by-passing sequence [2, 2] → [1, 2] → [1, 3], and (fw↑ ([1, 2]) = 〈0, 0〉, bw↑ ([1, 2]) = 〈1, 0〉)
encoding the transition [2, 2] → [1, 2]. For all other domains in the example, all ↑-vectors are zero, as [2, 2] → [1, 3] is
the only case of a dimension-increasing multi-dimensional transition.
Principles introduced above are employed in Tr. rule 3 that is used for construction of AQSTS in addition to rules 1 and 2.
Note that AQSTS allows transitions affecting only one dimension — this requirement is inherent.
Tr. rule 3: D→ D′ iff D′ ∈ nbs(D) and one of the conditions below holds:
(1) dim(D) = dim(D′)+ 1, ∃i ∈ {1, . . . , n}. D′i = Di + 1 and fw↓ (D)i = 1
(2) dim(D) = dim(D′)+ 1, ∃i ∈ {1, . . . , n}. D′i = Di − 1 and bw↓ (D)i = 1
(3) dim(D) = dim(D′)− 1, ∃i ∈ {1, . . . , n}. D′i = Di + 1 and fw↑ (D′)i = 1
(4) dim(D) = dim(D′)− 1, ∃i ∈ {1, . . . , n}. D′i = Di − 1 and bw↑ (D′)i = 1
Algorithm 2 constructs the abstracted transition system AQSTS(M) for a given PLDE model M. Differences w.r.t.
Algorithm 1 are at lines 01–02 in the precomputation phase, and at lines 07–10 where the set of candidate successors
is reduced only to neighboring domains with dimension distance 1 from the source domain, and moreover, the rule 3
is additionally employed. This is the most important change w.r.t. Algorithm 1. In the worst case, computing successors
in n-dimensional system may now require investigation of 2n potential successors instead of 3n (for detailed complexity
analysis see Section 4). However, the precomputation phase becomes now more intricate. In addition to the direction set,
↑-vectors and ↓-vectors are computed now for each domain. This is realized by starting from regulatory domains and
continuously propagating the information to domains of lower dimension until one-dimensional domains are reached.
During propagation to a particular domain, corresponding vectors of neighboring domains are merged and the resulting
vectors are locally updated.
To comment on the correctness of the presented algorithm, two basic issues have to be considered. At first, the
propagating strategy is finished at the level of one-dimensional domains only when all vectors are already completed for all
domains. Secondly, the construction of ↑ and ↓-vectors together with Tr. rule 3 respect Definition 11 and Definition 9. Thus
we can conclude that Algorithm 2 implements the proposed abstraction correctly.
Algorithm 2. Construction of abstracted QSTS
01 for every regulatory domain D:
011 • compute F(D)
012 • compute the vectors fw↑(D), fw↓(D), bw↑(D), bw↓(D)
02 init d := n− 1 dowhile d > 0
021 for each domain D such that dim(D) = d
022 • computeMin(D),Max(D)
023 • compute the vectors fw↑(D), fw↓(D), bw↑(D), bw↓(D) by using vectors
already computed for all D′ ∈ nbs(D) such that dim(D′) = d+ 1
024 • for each by-passing sequence pi〈D,D′〉 (resp. pi〈D′,D〉), dim(D) > dim(D′)
025 • set the corresponding bits of fw↓(D), bw↓(D) (resp. fw↑(D), bw↑(D))
026 od
. . . lines 03–06 same as in Algorithm 1 . . .
07 determine candidate successors (using nbs(D)) of dimension dim(D)− 1
08 determine candidate successors (using nbs(D)) of dimension dim(D)+ 1
09 for every candidate successor D′ do
10 if D and D′ satisfy Tr. rule 1 or Tr. rule 2 or Tr. rule 3 then . . .
. . . lines 11–19 same as in Algorithm 1 . . .
3.1. Abstraction-preserved linear temporal logic
We use (state-based) LTL formulae for expressing temporal properties of qualitative state transition systems. In
particular, we define a fragment of LTL, so-called abstraction-preserved LTL (apLTL), that considers only such formulae for
which the abstraction is conservative. We consider formulae in positive normal form (PNF) based on atomic propositions
naturally expressing qualitative properties of states. By PNF we mean the formula form in which negation is allowed only
at the level of atomic propositions. We employ the formal assumption of PNF to simplify the technical proofs.
Definition 12. LetM be an n-dimensional PLDE model. An atomic proposition p is defined in the following way:
p ::= xi FG θ ji
where xi is a variable ofM, FG∈ {≤, <,≥, >}, and θ ji ∈ T (xi). The set of atomic propositions is denoted AP(M).
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An atomic proposition p ∈ AP(M) such that p ≡ xi FG θ ji is satisfied at a state s ∈ S of QSTS(M), written s |= p, only if
dom(s)i FG 2j.
The inequality operator of p is denoted op(p).
We are interested in linear temporal properties of PLDEmodels. These can be expressed by LTL logic. However, full LTL is
not preserved by the abstraction introduced in Section 3. For example, when considering the system in Fig. 4 while setting
S0 = {[2, 2]}, each of the formulae X(xb ≤ θ1b ), F(xa < θ1a ∧ (xb ≤ θ1b ∧ xb ≥ θ1b )) does hold in the AQSTS but not in the QSTS.
It is worth noting that we consider the usual universal interpretation of LTL logic on infinite paths of transition systems.
In this paper we consider a fragment of LTL that avoids specification of formulae like those mentioned in the example
above. In particular, our fragment is identified by employing restrictions which limit the use of atomic propositions and
disallow the temporal operator X.
The first restriction disallowsmixing of strict andnon-strict inequalities appearing in subformulae. Ifwe consider, e.g., the
formula ϕ = (xa < θ1a ) ∧ (xb ≤ θ1b ) and the by-passing path bp(pi) = [2, 2] → [1, 2] → [1, 3] → [1, 4] from Fig. 4b then
ϕ holds in the state [1, 2] of bp(pi). However, ϕ does not hold in any state of the original path pi = [2, 2] → [1, 3] → [1, 4].
The general reason is that ϕ distinguishes a newly introduced ‘‘by-passing’’ state ([1, 2] in the example) from the source (or
target) state of the respective original multi-dimensional transition ([2, 2] in the example).
The second restriction comes out from the same observation and disallows any formula which queries for equality of
a variable with a threshold value, e.g., (xa ≤ θ1a ∧ xa ≥ θ1a ). Finally, we completely avoid the operator X. The reason
is to disable queries that target intermediate states of by-passing sequences. E.g., bp(pi) |= X(xa ≤ θ1a ∧ xb ≤ θ1b ) but
pi 6|= X(xa ≤ θ1a ∧ xb ≤ θ1b ).
Definition 13. Formulae of apLTL expressing properties ofM are constructed in the following way:
ϕ ::= p | Fϕ | Gϕ | ϕUϕ | ϕRϕ | ϕ ∨ ϕ | ϕ ∧ ϕ
where p ∈ AP(M) and operators ∧ and ∨ are abstraction-safe, as defined below.
Let ϕ be an apLTL formula and let prop(ϕ) ⊆ AP(M) denote the set of all atomic propositions occurring in ϕ. We say that
the operator ∧ is abstraction-safe in the formula ϕ1 ∧ ϕ2 iff the following conditions are satisfied:
(1) For all atomic propositions in prop(ϕ1) ∪ prop(ϕ2) it must hold that the inequality operators are either all strict or all
non-strict.
(2) If xi ≤ θ ji ∈ prop(ϕ1) (resp. xi ≥ θ ji ∈ prop(ϕ1)) then xi ≥ θ ji /∈ prop(ϕ2) (resp. xi ≤ θ ji /∈ prop(ϕ2)), and vice-versa.
The operator∨ is abstraction-safe in the formulaϕ1∨ϕ2 iff the rule (1) above is satisfied, andwhenever xi < θ ji ∈ prop(ϕ1)
(resp. xi > θ
j
i ∈ prop(ϕ1)) then xi > θ ji /∈ prop(ϕ2) (resp. xi < θ ji /∈ prop(ϕ1)), and vice-versa.
apLTL formulae are interpreted on paths of PLDE models. The fact that formula ϕ is satisfied by a path pi s ∈ QSTS(M) is
denoted pi s |= ϕ and defined inductively in the following way:
• pi s |= p iff s |= p.
• pi s |= ϕ1 ∧ ϕ2 iff pi s |= ϕ1 and pi s |= ϕ2.
• pi s |= ϕ1 ∨ ϕ2 iff pi s |= ϕ1 or pi s |= ϕ2.
• pi s |= Fϕ iff there exists i ≥ 0 such that pi s(i) |= ϕ where pi s(i) denotes the suffix of the path pi s that is constructed from
pi s by removing first i states.
• pi s |= Gϕ iff for all i ≥ 0, pi s(i) |= ϕ.
• pi s |= ϕ1Uϕ2 iff there exists j ≥ 0 such that pi s(j) |= ϕ2 and for all 0 ≤ i < j, pi s(i) |= ϕ1.
• pi s |= ϕ1Rϕ2 iff for all j ≥ 0 it holds that if for every 0 ≤ i < j, pi s(i) 6|= ϕ1, then pi s(j) |= ϕ2.
We say that a formula ϕ is satisfied by a qualitative transition system QSTS(M) ≡ 〈S, T , S0〉, written QSTS(M) |= ϕ, iff for
each s ∈ S0 and every pi ∈ QSTS(M), pi s |= ϕ.
Proposition 14. For any formulae ϕ1, ϕ2 let ψ1 ≡ ¬ϕ1 and ψ2 ≡ ¬ϕ2 be formulae in positive normal form. Then ∧ is
abstraction-safe in ϕ1 ∧ ϕ2 only if ∨ is abstraction-safe in ψ1 ∨ ψ2.
Proof. Assume ∧ is abstraction-safe in ϕ1 ∧ ϕ2. It follows that the rules (1) and (2) from Definition 13 must be satisfied
by ϕ1 and ϕ2. Let us consider the transformation of ¬ϕ1,¬ϕ2 into positive normal form. In particular, each p ∈ prop(ϕ1)
is replaced in ψ1 with the respective complementary proposition p′ such that p′ = ¬p. Each such p′ differs from p in the
way that>,≥, <,≤ is replaced with≤, <,≥, >, respectively. The same procedure applies toψ2. Thus the rule (1) must be
satisfied by the formulaψ1∨ψ2. Moreover, each proposition of the form xi < θ ji (resp. xi > θ ji ) introduced inψ1 (ψ2) means
that there is xi ≥ θ ji (resp. xi ≤ θ ji ) in prop(ϕ1) (prop(ϕ2)) while xi ≤ θ ji (resp. xi ≥ θ ji ) cannot be in prop(ϕ1) (prop(ϕ2)) by
the rule (1), it follows that also xi > θ
j
i (resp. xi < θ
j
i ) cannot be in prop(ψ1) (prop(ψ2)). As there are no additional atomic
propositions introduced, the rule (2) is satisfied by the formula ψ1 ∨ ψ2 and hence ∨ is abstraction-safe in this formula.
The reverse direction is proved analogously. 
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When considering the most significant qualitative properties of GRNs [26,2], in particular, oscillations, multi-stability,
reachability and attractors of steady states, restrictions introduced in Definition 13 still allow properties of these kinds
to be expressed in apLTL. Restrictions imposed on the use of atomic propositions disallow specification of equality of
concentration levels as well as specification of a particular class of subspaces of the solution space. In general, any subspace
S that includes some non-empty subset of S’s boundary provided that there also exists a non-empty subset of S’s boundary
which is not included in S cannot be specified. In consequence, individual switching domains as well as unions of switching
domains cannot be directly addressed, e.g., reachability of any particular switching domain (or any subspace of the solution
space constructed by union of switching domains) cannot be expressed. However, the smallest full-dimensional subspace
which includes the requested switching domains can be still expressed in apLTL. For investigation of fundamental properties
of the model, the granularity offered by apLTL remains appropriate. More detailed questions about particular behavior (e.g.,
subtle behavior occurring inside a particular subspace) can be analyzed by local exploration of the original QSTS w.r.t. a
non-restricted LTL property.
On the other hand, exclusion of X disables some properties regarding time ordering of events. In particular, it is not
allowed to directly distinguish any two succeeding states in the path. With respect to our current modeling experiences
obtained in collaboration with biologists, we have realized that a lot of biological temporal ordering properties can be still
satisfactorily expressed by nesting of (restricted) U operators. In general, we can conclude that apLTL provides granularity
suitable for encoding of a lot of questions that are highly relevant for qualitative analysis of model dynamics. Of course, this
claim has to be verified in future by appropriate number of biological modeling and analysis efforts.
In the remaining part of this section, we gradually prove that the proposed abstraction is conservative for apLTL. In
particular, we prove that for any formula ϕ of apLTL and any PLDE modelM, AQSTS(M) |= ϕ implies QSTS(M) |= ϕ.
Note that the opposed direction of the implication is not generally true. For example, if the PLDEmodel depicted in Fig. 5
is considered while taking S0 = {[2, 1]}, the formula F(xa > θ1a ) holds in the original QSTS (on the left) but not in the
AQSTS (on the right). The counterexample is the path [2, 1] → [2, 2] → ([1, 2] → [2, 2])∗ including the infinite oscillation
of xa over propositions xa ≥ θ1a and xa < θ1a . Especially, this path satisfies formula G(xa ≤ θ1a ) for which there is no
matching path (starting from [2, 1]) in the original QSTS. Thus model checking of the abstracted system using Algorithm 2
for state-space generation can lead to false-positives. In such cases the model checking has to be re-run with Algorithm 1.
However, it seems that by including more detailed by-passing information in addition to vectors fw↑, bw↑, fw↓, and bw↓,
i.e., storing of information regarding the original multi-dimensional transitions into states, the detection of false-positives
can be significantly accelerated. We leave this issue for future work.
Another issue we would like to comment on is the influence of the ordering strategy chosen in Definition 9 on the
counterexamplementioned in the previous paragraph. If a different ordering strategy is applied, provided that the transition
[1, 1] → [2, 2] is by-passed by [1, 1] → [1, 2] → [2, 2], the mentioned oscillatory path [2, 1] → [2, 2] → ([1, 2] →
[2, 2])∗ is not available anymore in the abstracted system. However, we can extend the model to include a similar behavior
sensitive just to the latter ordering strategy. Thus, if a particular ordering strategy is fixed, we can easily find a model for
which the abstraction as defined by Definition 9 is inevitably incomplete w.r.t. apLTL. However, here we feel a place for
extending Algorithm 2 with an adaptive ordering strategy guided by one dimensional transitions included in the original
system. However, we are still unaware of all the reasons that cause the incompleteness. Regarding this point we have to
conclude that although we have searched for various kinds of counterexamples, we have found only the cases similar to
the one presented above. Moreover, the completeness-contradicting paths found during our investigation always started
in a state that is simultaneously a source of some by-passing transition as well as a target of another by-passing transition.
However, we have not enough formal arguments to explain this phenomenon generally. In consequence, the questions
regarding the semantic incompleteness of the proposed abstraction method remain open.
Before we start with establishing the lemmas and theorems for proving the conservativeness of the abstraction w.r.t.
apLTL, we define the notation that encodes subsequences of by-passing paths that consist just of transitions introduced by
the abstraction.
Notation 15. Let pi ∈ QSTS(M) and pi ′ ∈ AQSTS(M) such that pi ′ = bp(pi) and let t ≡ (s→∗A s′) ⊂ pi ′ be a subtrace of pi ′ for
some s, s′ ∈ pi ′. The notation t ⊂\pi pi ′ denotes the fact that every state q ∈ t such that q 6= s and q 6= s′ satisfies q /∈ pi .
Lemma 16. Let pi ∈ QSTS(M) and pi ′ ∈ AQSTS(M) such that pi ′ = bp(pi). Further let ϕ be an apLTL formulae such that
ϕ ≡ ∧mi≤1 pi where for each i ∈ {1, . . .m}, pi ∈ AP(M). For any state sb ∈ S \ S0 such that sb ∈ pi ′ but sb /∈ pi , the following
claim holds: If pi ′sb |= ϕ then there exist spb ∈ pi and sab ∈ pi such that (spb →∗ sb →∗ sab) ⊂\pi pi ′, and pi spb |= ϕ or pi sab |= ϕ.
Proof. We proceed by induction with respect to m. If m = 1 then we can write ϕ ≡ p where p ∈ AP(M), p ≡ xi  θ ji for
some variable xi, θ
j
i ∈ T (xi) and ∈ {<,≤, >,≥}. By Definition 9, domains of every two adjacent states on the sequence
spb →∗ sb →∗ sab differ in just one dimension provided that each dimension is changed at most once during the sequence.
Moreover, the length of this sequence is at most n transitions where n is the dimension of the system. Thus xi is either
unaffected during this sequence or it is changed just once. In the latter case, the validity of p can be such that pi spb |= p and
pi sab 6|= p or vice-versa. The respective change in xi may happen either on spb →∗ sb or on sb →∗ sab but never on both.
Hence if pi ′sb |= p then either pi spb |= p or pi sab |= p.
If m > 1 then we can write ϕ ≡ ϕ1 ∧ p where p ∈ AP(M) and ϕ1 ≡ ∧m−1i≤1 . Let us assume that for each sb ∈ pi ′ such
that sb /∈ pi , pi ′sb |= ϕ. We proceed by contradiction, therefore we suppose pi spb 6|= ϕ and pi sab 6|= ϕ where spb, sab ∈ pi
J. Barnat et al. / Theoretical Computer Science 410 (2009) 3128–3148 3139
Fig. 5. AQSTS that imposes apLTL property not satisfied in original QSTS.
Fig. 6. Proof scheme.
such that (spb →∗ sb →∗ sab) ⊂\pi pi ′. It can be rewritten to pi spb |= ϕ′1 ∧ p′ and pi sab |= ϕ′1 ∨ p′ where ϕ′1, p′ represent
negations of ϕ1, p in positive normal form, respectively. By induction hypothesis, ϕ1 satisfies the lemma. Thus it must hold
that pi spb |= ϕ1 or pi sab |= ϕ1. Similarly, pi spb |= p or pi sab |= p. If pi spb |= ϕ1 ∧ p or pi sab |= ϕ1 ∧ p then we achieve the
contradiction and the proof is completed. Let us now consider the situation when pi spb (resp. pi sab ) satisfies ϕ1 ∧ p′. Then
from the initial assumption it follows that pi sab |= ϕ′1 ∧ p (resp. pi spb |= ϕ′1 ∧ p). There must exist i ∈ {1, . . . ,m − 1} such
that pi spb |= pi, pi sab |= p′i , and pi sb |= pi (resp. pi spb |= p′i , pi sab |= pi, and pi sb |= pi) where p′i represents negation of pi in
positive normal form. As both situations are symmetric, let us fix the former one. Suppose p ≡ xα  θ j1α and pi ≡ xβ  θ j2β
for some α, β and j1, j2 such that θ
j1
α ∈ T (xα) and θ j2β ∈ T (xβ). Note that α 6= β , otherwise we get contradiction directly (as
p changes its validity on spb →∗ sb and pi on sb →∗ sab).
There must exist sα, s′α ∈ pi ′ such that tα = sα → s′α ⊂ pi ′ and pi ′sα |= p′, pi ′s′α |= p. Similarly, there exist sβ , s′β ∈ pi ′
such that tβ = sβ → s′β ⊂ pi ′ and pi ′sβ |= pi, pi ′s
′
β |= p′i . There are four different cases depending on the effect of each of the
transitions tα, tβ (tα either increases or decreases xα by one, the same applies to tβ ). As all cases are symmetric, we focus
on the case where both variables are increased. The scheme of this situation is depicted in Fig. 6. In this situation, we can
exclude the possibilities op(p) ∈ {<,≤} and op(pi) ∈ {>,≥} as each of them leads directly to a contradiction (thresholds
occurring in p and pi are forced to be placed at borders or outside of the considered subspace which ensures that validity
of p and pi cannot be changed in the subspace). All the other possible settings of p and p′ are listed in Fig. 6. It can be easily
seen that when substituting each of the combinations in pi ∧ p′, pi ∧ p and p′i ∧ p, some of the obtained formulae impose
non-abstraction-safe use of ∧. Thus in every case we achieve a contradiction. 
Corollary 17. Let pi ∈ QSTS(M) and pi ′ ∈ AQSTS(M) such that pi ′ = bp(pi). Further let ϕ be a formula of apLTL such that
ϕ ≡∧mi≤1 pi. For any state sb ∈ S \ S0 such that sb ∈ pi ′, sb /∈ pi and pi ′sb |= ϕ either one of the following claims holds:
(1) If pi spb |= ϕ then ∀s ∈ (spb →∗ sb) ⊂\pi pi ′. pi s |= ϕ.
(2) If pi sab |= ϕ then ∀s ∈ (sb →∗ sab) ⊂\pi pi ′. pi s |= ϕ.
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Proof. As each variable can change the value at most once on each of the sequences spb →∗ sb and sb →∗ sab, the validity
of any pi in
∧m
i≤1 pi is preserved at all states of spb →∗ sb in the case (1), and at all states of sb →∗ sab in the case (2). 
Theorem 18. Let pi ∈ QSTS(M) and pi ′ ∈ AQSTS(M) such that pi ′ = bp(pi). Further let ϕ be a formula of apLTL. For any state
sb ∈ S \ S0 such that sb ∈ pi ′ but sb /∈ pi , the following claim holds: If pi ′sb |= ϕ then there exist spb ∈ pi and sab ∈ pi such that
(spb →∗ sb →∗ sab) ⊂\pi pi ′, and pi spb |= ϕ or pi sab |= ϕ.
Proof. We proceed by induction w.r.t. the structure of ϕ.
• If ϕ ≡ p for some p ∈ AP(M), the goal follows directly from Lemma 16.
• If ϕ ≡ ϕ1 ∧ ϕ2 then assume pi ′sb |= ϕ1 ∧ ϕ2. By induction hypothesis, pi spb |= ϕ1 or pi sab |= ϕ1 and also pi spb |= ϕ2
or pi sab |= ϕ2. If both ϕ1 and ϕ2 hold simultaneously for pi sab or pi spb , then the proof is ready. Assume pi spb |= ϕ1 and
pi sab |= ϕ2 while pi spb 6|= ϕ2 and pi sab 6|= ϕ1 (the symmetric case is proved analogously). Let us define Pt df= {p | p ∈
prop(ϕ1) ∨ p ∈ prop(ϕ2), pi ′sb |= p} and Pf df= {p′ | p′ ≡ ¬p in PNF, p ∈ prop(ϕ1) ∨ p ∈ prop(ϕ2), pi ′sb 6|= p}. If
we construct the formula ψ
df= ∧p∈Pt p ∧∧p′∈Pf p′ then by Lemma 16 and Corollary 17 it follows that pi sab |= ψ and
∀s ∈ (sb →∗ sab) ⊂ pi ′, pi s |= ψ , or pi spb |= ψ and ∀s ∈ (spb →∗ sb) ⊂ pi ′, pi s |= ψ . The former claim leads to a
contradiction with pi sab 6|= ϕ1 because validity of ϕ1 cannot be violated on the sequence sb →∗ sab as Pt ∪ Pf completely
characterizes validity of ϕ1 ∧ ϕ2 on this sequence. For the latter claim, we get a contradiction with pi spb 6|= ϕ2 as validity
of all atomic propositions characterizing ϕ2 cannot be violated on the sequence spb →∗ sb, and moreover, pi sab is a suffix
of pi spb such that spb → sab ⊂ pi spb and pi sab |= ϕ2.
• If ϕ ≡ ϕ1 ∨ ϕ2 then the goal follows directly by induction hypothesis applied to ϕ1 and ϕ2.
• If ϕ ≡ ϕ1Uϕ2 then if pi ′sb |= ϕ2 the goal is achieved by the induction hypothesis for ϕ2. Assume that pi ′sb |= ϕ holds
non-trivially, in particular,pi ′sb 6|= ϕ2. We proceed by contradiction, therefore assumepi spb |= ψ1Rψ2 andpi sab |= ψ1Rψ2
where ψ1 ≡ ¬ϕ1, ψ2 ≡ ¬ϕ2 so that ψ1 and ψ2 are in PNF. If pi spb |= Gψ2 or pi sab |= Gψ2 then because of pi ′sb |= ϕ1Uϕ2
there exists a state s ∈ pi ′ such that pi ′s |= ϕ2. If s ∈ pi we come directly to a contradiction with the formula Gψ2.
When s /∈ pi then by induction hypothesis applied to ϕ2 there must exist a state s′ ∈ pi such that pi s′ |= ϕ2 and we
get a contradiction with Gψ2 as well. Otherwise, we know that pi ′sb |= ϕ1 as pi ′sb |= ϕ holds non-trivially. By applying
induction hypothesis to ϕ1 we get that either pi spb |= ϕ1 or pi sab |= ϕ1. If there is a state s ∈ pi ′ such that pi ′s |= ϕ2 then
by applying induction hypothesis to ϕ2 we get either pi ab |= ϕ2, which is a contradiction with pi sabψ1Rψ2, or pipb |= ϕ2,
which is a contradiction with pi spbψ1Rψ2. Therefore we can assume there exists a state s ∈ pi ′ such that pi s |= ϕ2 and
s /∈ (spb →∗ sb →∗ sab). By induction hypothesis applied to ϕ2 we know that there exists a state s′ ∈ pi such that
pi s
′ |= ϕ2. From the initial assumption it follows that for each si ∈ (sb →∗ s′) ⊂ pi ′, si 6= s′, we have pi ′si |= ϕ1 and by
repeating the induction hypothesis also pi si |= ϕ1. But w.r.t. the semantics of R, there must some si between sab and s′
such that pi si |= ψ1. Thus we have a contradiction with pi sab |= ψ1Rψ2.
• If ϕ ≡ ϕ1Rϕ2 then we proceed by contradiction. Initially assume pi spb |= ψ1Uψ2 and pi sab |= ψ1Uψ2 where ψ1 ≡ ¬ϕ1,
ψ2 ≡ ¬ϕ2 so that ψ1 and ψ2 are in PNF. If pi ′sb |= Gϕ2 then we directly achieve a contradiction with pi sab |= ψ1Uψ2. If
pi ′sb |= ϕ1 then by the induction hypothesis either pi spb |= ϕ1 or pi sab |= ϕ1 and we also get a contradiction. If there exists
a state s ∈ (sb →∗ sab) such that pi ′s |= ϕ1 ∧ ϕ2 then also by induction hypothesis and the proof for ∧ it follows that
pi sab |= ϕ1 ∧ϕ2 or pi spb |= ϕ1 ∧ϕ2. Hence we also get a contradiction with the initial assumption. If there is a state s ∈ pi ′
such that pi ′s |= ϕ1 ∧ ϕ2 and s /∈ (sb →∗ sab) then if also s ∈ pi we get a contradiction with pi sab |= ψ1Uψ2. If s /∈ pi then
by the induction hypothesis there exist s′ ∈ pi such that pi s′ |= ϕ1 ∧ ϕ2 and we can apply the same conclusion.
Finally, as while as Fϕ1 ≡ TrueUϕ1 and Gϕ1 ≡ FalseRϕ1, the proof is completed. 
Corollary 19. Let pi ′ ∈ AQSTS(M) and pi ∈ QSTS(M) such that pi ′ = bp(pi). Let s ∈ S such that s ∈ pi and s ∈ pi ′. If pi ′s |= ϕ
then pi s |= ϕ.
Proof. We proceed by induction w.r.t. the structure of the formula ϕ.
• If ϕ ≡ p for some p ∈ AP(M), then pi ′s ∈ AQSTS(M) |= p directly implies pi s ∈ QSTS(M) |= p, as both transition systems
share the set S.
• If ϕ ≡ ϕ1∧ϕ2 then applying the induction hypothesis to ϕ1 and ϕ2 we getpi s |= ϕ1 and alsopi s |= ϕ2. Thuspi s |= ϕ1∧ϕ2.
• ϕ ≡ ϕ1 ∨ ϕ2 is proved analogously.
• If ϕ ≡ ϕ1Uϕ2 then by semantics of U either pi ′s |= ϕ2 or there exist a state s′ ∈ pi ′, s′ 6= s, such that pi ′s′ |= ϕ2 and
∀si ∈ δ ≡ (s→∗ s′) ⊂ pi ′, si 6= s′. pi ′si |= ϕ1. In the former case, by employing the induction hypothesis we get pi s |= ϕ2
and thus pi s |= ϕ1Uϕ2.
In the latter case, if s′ ∈ pi then by the induction hypothesis it follows pi s′ |= ϕ2. If s′ /∈ pi then by Theorem 18 there
must exist spb ∈ pi and sab ∈ pi such that pi spb |= ϕ2 or pi sab |= ϕ2, and (spb →∗ s′ →∗ sab) ∈ pi ′ \ pi . Moreover, for each
si ∈ δ if si ∈ pi by employing the induction hypothesis we get pi si |= ϕ1.
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It follows that ∀si ∈ (s →∗ spb) ⊂ pi. pi si |= ϕ1. If we put the inferred facts regarding validity of ϕ1 and ϕ2 on pi
together, we achieve pi s |= ϕ1Uϕ2.
• The case ϕ ≡ ϕ1Rϕ2 is proved analogously.
Finally, as while as Fϕ1 ≡ TrueUϕ1 and Gϕ1 ≡ FalseRϕ1, the proof is completed. 
Theorem 20. Let QSTS(M) ≡ 〈S, T , S0〉 be a qualitative transition system of a PLDE modelM and AQSTS(M) ≡ 〈S, T ′, S0〉 its
abstraction. Let ϕ be a formula of apLTL. Then AQSTS(M) |= ϕ implies QSTS(M) |= ϕ.
Proof. Assume ∀s ∈ S0, pi ′ ∈ AQSTS(M). pi ′s |= ϕ. We have to prove that also ∀s ∈ S0, pi ∈ QSTS(M). pi s |= ϕ.
We proceed by contradiction. To that end, we additionally assume ∃s0 ∈ S0, ∃pi ∈ QSTS(M). pi s0 6|= ϕ. It follows
there must exist pi ′ ∈ AQSTS(M) such that pi ′s0 6= pi s0 and pi ′s0 = bp(pi s0). By Corollary 19, pi s0 |= ϕ, and we have a
contradiction. 
4. Complexity analysis
In this section, we analyze the time complexity of Algorithm 1 (see Section 2.2) and compare it to the complexity of
Algorithm 2 (see Section 3).
Throughout the section, for the sake of simplicitywe suppose n is the dimension of the PLDEmodel and there is a constant
k > 0 such that ∀i ∈ {1, . . . , n}. tri ≤ k. That is, we assume all variables have at most k thresholds.
4.1. Complexity of Algorithm 1
In all following claims we target the worst case complexity. The worst case happens if all states are reached from the set
of initial states.
Numbers of domains (representing qualitative states) are the following:
• the total number of all domains is (2k+ 1)n,
• there are (k+ 1)n regulatory domains (all coordinates must be odd),
• thus there are (2k+ 1)n − (k+ 1)n switching domains in total,
• and (nm)km(k+ 1)n−m switching domains with exactlym switching variables.
The number of all domains grows exponentiallywith the number of variables (substrates) of themodel. This is an inherent
property of themodel. Together with the fact that the number of candidate successors of a qualitative state is in general also
exponential it is the basis for a complexity of O(n(4k+ 3)n)which is explained in this section.
In the worst case, we have to compute F(D) for all regulatory domains andMin(D) andMax(D) for all switching domains
assuming that all domains are reachable from the initial condition. Thuswe can compute these values at the beginning (lines
01–02 of Algorithm 1). We also have to identify all candidate successors D′ of every regulatory domain D (D′ is always of
lower dimension than D— line 07 of Algorithm 1) and all candidate successors of every switching domain (both higher and
lower dimension neighbors are included in this case — lines 07–08 of Algorithm 1). These are the basic parts into which the
complexity analysis is decomposed.
4.1.1. Computing V (D)
Computation of V (D) for a regulatory domainD can be performed in timeO(ns)where s is the upper bound of the number
of step-functions appearing on the right sides of PLDEs. Therefore computing direction sets for all regulatory domains can
be performed in time
O(ns(k+ 1)n). (1)
Computing V (D) for a domain D with m switching variables requires precomputation of Min(D) and Max(D). By
Definition 6, the pair Min(D),Max(D) is constructed from focal directions F(D′) of all neighboring regulatory domains
D′ ∈ nbs(D). Since the number of these is in general 2m the complexity of constructing nbs(D) is O(n2m). However this
can be improved to linear time as we demonstrate on the following example of constructingMin(D[2,2]),Max(D[2,2])where
D[2,2] denotes the domain [2, 2] from Fig. 3a.
Example 21 (Construction of Min(D[2,2]),Max(D[2,2]), See Fig. 3a). Min(D[2,2])
df= 〈w⊥1 , w⊥2 〉 is given coordinatewisely by the
following expressions:
∀i ∈ {1, 2}.w⊥i = min{F(D[1,1])i, F(D[3,1])i, F(D[1,3])i, F(D[3,3])i}
= min{min{F(D[1,1])i, F(D[3,1])i},min{F(D[1,3])i, F(D[3,3])i}} = min{Min(D[2,1])i,Min(D[2,3])i}.
This principle applies also to Max(D[2,2]) and hence Min(D[2,2]),Max(D[2,2]) can be computed by taking only two domains
from nbs(D[2,2]) instead of all.
3142 J. Barnat et al. / Theoretical Computer Science 410 (2009) 3128–3148
In general,Min(D),Max(D) for any switching domain Dwithm > 1 switching variables can be computed in linear time.
After gradual construction ofMin(D),Max(D) for all switching domains D (from highest dimension to lowest) the direction
V (D) is computed coordinatewisely in linear time. This results in complexity O(n) for computing V (D) of any switching
domain D, and hence for all switching domains in the model we get:
O(n((2k+ 1)n − (k+ 1)n)). (2)
4.1.2. Computing successors
All candidate successors of a regulatory domain D are placed relatively to D in the directions specified by V (D), there are
generally 2n directions in V (D) for a regulatory domain D. Candidate successors of a switching domain with m switching
variables are of two types. The lower dimension successors must lie in the direction v ∈ V (D), where the size of V (D) is in
general 3n−m. The higher dimension successors must be all tested w.r.t. the transition rules, the number of such successors
is 3m.
Checking Transition rule 1 and 2 for any candidate successor D′ of D can be done in time O(n) by comparing the
coordinates of V (D) resp. V (D′) in which D and D′ differ. This gives us a complete estimation of how long it will take to
compute actual successors for any single domain and for all the domains of a system:
O(n2n) computing the transitions for a regulatory domain (3)
O(n2n(k+ 1)n) for all regulatory domains in the system (4)
O(n(3n−m + 3m)) for a switching domain withm switching variables (5)
O(n(4k+ 3)n) for all the switching domains in the system. (6)
Computing the actual successors for all the regulatory and switching domains in the system requires time
O(n(4k+ 3)n). (7)
Total complexity of Algorithm 1 is the sum of (1), (2) and (7) which is
O(n(4k+ 3)n). (8)
4.2. Complexity of Algorithm 2
In Algorithm 2 the precomputation phase requires additional computation than in Algorithm 1. In particular, besides the
structures needed for the construction of direction set, the vectors fw↑, fw↓, bw↑, bw↓must be computed for each domain.
At first, we analyze the complexity of such a modified precomputation phase.
4.2.1. Precomputation phase
We suppose that D is a domain with just m non-switching variables, m ≤ n, and we assume that D has received all the
relevant information from the neighboring domains of higher dimension. If k = n, in particular, D is a regulatory domain,
then with respect to the previous section the computation of the direction set V (D) is performed in time O(ns) where s is
the upper bound of the number of step-functions appearing on the right sides of the PLDEs. If k < n then we get O(n), as
inferred in the previous section. Computing of the vectors fw↑, fw↓, bw↑, bw↓ is performed directly from V (D), thus here
we get O(n) again. Finally, all the computed information is sent to each domain D′ ∈ nbs(D) such that dim(D′) = n−m− 1.
In particular, data of the length O(n) are sent to 2m neighbors, and hence we get O(2mn).
Now let us recall that k denotes the maximal number of thresholds in one dimension. The complexity of the
precomputation phase considered for all domains of the model is
O(n2(2k+ 1)(n−1)). (9)
It is worth noting, especially considering the on-the-fly implementation, the complexity of computing all the necessary
information for an individual switching domain D might be greater if D has not yet received all the needed information
from the neighbors of higher dimension. In the worst case, the computation of the information for all domains D′ ∈ nbs(D)
such that dim(D′) > dim(D)might be required. However, the amortized complexity for all domains does not suffer from this
worst case scenario. The reason is that computing the information for every domain includes distribution of this information
to domains of smaller dimension in its neighborhood, and that way the information is computed only once and distributed
to all relevant domains.
4.2.2. Computing successors
The simplification provided by the algorithm is based on omitting all the transitions between domains which differ in
dimension bymore than 1. In consequence, we restrict our choice of successors to at most 2n candidate successors for every
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domain instead of (2n − 1), as needed in Algorithm 1. In particular, the overall complexity for computing successors for all
domains is:
O(n2(2k+ 1)n). (10)
Total complexity of Algorithm 2 is the sum of (9) and (10):
O(n2(2k+ 1)n). (11)
Summary 1 (Comparison of the Results). By the abstraction presented in Section 3, the worst-case time complexity of state space
construction is asymptotically reduced from O(n(4k+3)n) to O(n2(2k+1)n). Regarding space complexity, we have O((2k+1)n)
for space in both algorithms, as in both cases all domains have to be generated in the worst case.
5. GeNeSim
DiVinE Tool [3] (http://anna.fi.muni.cz/divine) is a parallel, distributed-memory enumerative model-checking tool for
verification of concurrent systems. The tool employs aggregate power of network-interconnected workstations to verify
systems whose verification is beyond capabilities of sequential tools. System properties can be specified either directly in
Linear Temporal Logic (LTL) or alternatively as processes describing undesired behavior of systems under consideration
(negative claim automata). In fact, the tool can check properties expressible in Linear Time Mu-calculus (Büchi automata).
GeNeSim is built on the top of theDiVinE library that offers common functions needed to develop a parallel or distributed
enumerative model checker. The only extension to the library that was necessary, was the extension of the state generator
to a state generator tailored for the specific input provided by GeNeSim GUI (http://anna.fi.muni.cz/genesim). In particular,
there are twoversions of the state generator—one implementsAlgorithm1and the other implementsAlgorithm2presented
in Section 2.2.1. More detailed information on GeNeSim is given in [1].
6. Experiments
To compare GeNeSim implementation variants based on the two algorithms for state-space generation analyzed in this
paper, we have conducted experiments checking two different kinds of properties in a random extension of a real biological
model, and in an automatically generated artificial model with uniformly interconnected genes. We have performed model
checking of both models w.r.t. two different apLTL properties. In all cases, a single qualitative state has been considered as
the initial condition, in particular, a state with minimal concentration of all protein substances has been chosen.
We have employed the OWCTY algorithm [13], a distributed algorithm for state space exploration, which is currently the
most used model checking algorithm in DiVinE. OWCTY is an extended enumerative version of the One Way Catch Them
Young Algorithm [21]. The algorithm relies on combination of both explicit and symbolic techniques in order to achieve
efficient parallelization. We have chosen this algorithm because it has been proved by a number of benchmark experiments
as the best distributed algorithm currently available in DiVinE. Another aspect which entitles the use of just this algorithm
is its ability to produce short counterexamples.
We have selected two properties — stability of a particular protein concentration and an example of concentration
oscillation. An example of a stability property is a system behavior such that for the specified initial condition the
concentration of substrate x eventually stabilizes at the level upper-bounded by θ1 in all solutions. Such a property can be
expressed as the following apLTL formula FG(x ≤ θ1) (denoted (c)). The only atomic proposition occurring in this formula
states that the actual concentration level of x is lower than or equal to the threshold level θ1. Negation of this formula,
written as GF(x > θ1), and denoted (a), expresses the property stating that in each solution the concentration of x does not
stabilize at level x ≤ θ1.
Oscillation properties express cyclic behavior and are of high importance when analyzing and validating biological
models (e.g., the circadian rhythm). We consider the formula G((x > θ1 → F(x < θ1)) ∧ (x < θ1 → F(x > θ1)))
stating that whenever in the solution the concentration of x exceeds the threshold θ1, it must eventually fall below θ1, and
vice-versa. This formula is obviously an apLTL formula. Negation of this property guarantees non-existence of permanent
oscillation of x around θ1. We will refer this negated property as (b).
To obtain an example of the real biological model we have randomly modified the system of genetic regulation in
bacteriophage lambda (thth) ([30]) which provides high mutual interaction of genes. In particular, we have considered
randommodifications of bacteriophage lambda switch with 6 and 8 state variables. Additionally, to obtain an experimental
model for any number of variables, we have generated a scalable artificial model (chain) with uniform interconnection of
genes. The model is based on a linear chain of genes in which each gene represses itself and the next gene in the chain. The
scheme of this model is depicted in Fig. 7 for the case of three genes. We have considered settings with 10, 12, 15, 17, and
20 genes.
All themodel checking experiments have been performed on a cluster which offers up-to 20 homogeneousworkstations,
in particular, the configuration of each of the machines has been dual core Pentium 4 2×2.6 GHz with 4GB RAM. The
experiments have been scaled for 1, 5, 10, 15, and 20 machines.
The experiments based on Algorithm 1 showed that the property (a) is satisfied in both variants of the thth model. Using
Algorithm 2, faster computation and lower numbers of states were achieved. In the case of the 10 and 12-gene chainmodels,
the formula (a) was found false by employing both algorithms. For checking of the higher variants of the chain model, we
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Fig. 7. Scheme of the scalable chain model.
Table 1
Comparison of results achieved with Algorithm 1 and Algorithm 2.
Exp. Algorithm 1 Algorithm 2
States Trans #1 #5 #10 #15 #20 States Trans #1 #5 #10 #15 #20
thth6a 13230 34465 28.4 7.1 5.4 4.7 4.6 257 462 0.6 ⊥ ⊥ ⊥ ⊥
thth8a 117390 319078 1249.9 309.3 190.7 163.7 151.3 42876 77605 22.3 6.1 2.9 ⊥ ⊥
chain10a 152191 381673 3972.2 1003 683.6 555.8 494.9 58765 99901 39.2 10.3 6.5 ⊥ ⊥
chain12a 1878527 4586853 > > > > 11.3 h 432733 761610 309.4 85.8 46.8 28.5 ⊥
chain15a > > > > > > > 6732987 11984716 1.7 h 1327.3 709.8 479.7 458.8
chain17a > > > > > > > 20348765 32558024 8.7 h 1.8 h 3397 2355.2 2312.7
thth6b 7996 17573 20.2 5.1 3.4 2.5 2.5 285 507 0.4 ⊥ ⊥ ⊥ ⊥
thth8b 69410 160224 870 206.1 131.1 110.1 108.6 25987 45737 17.8 4.2 2.9 ⊥ ⊥
chain10b 109008 253773 1807.4 524.6 354.4 285.2 253.4 38765 69001 6.7 2.1 ⊥ ⊥ ⊥
chain12b 1267000 3084601 > > > > 7.2 h 298765 531801 71.3 16.5 8.8 ⊥ ⊥
chain15b > > > > > > > 4237654 7543024 2529 523.2 277.7 192.8 159.4
chain17b > > > > > > > 14365238 25139166 3.5 h 2601 1398.4 952 813.4
chain20b > > > > > > > 532564527 947964858 > > > > 14.9 h
⊥ denotes values which do not significantly improve results achieved on less nodes.> stands for values greater than 15 h.
were unable to get the results until the limit of 15 h when using Algorithm 1. However, by employing Algorithm 2, we were
able to tackle up-to 17 genes.
Summary of the experiments is presented in Table 1 (the first half). Each row describes model checking experiments
performed for a given model and property as specified in the left-most column. In the next two columns, there are showed
numbers of states and transitions explored. The remaining columns show the time needed for computation on the respective
number of computers. In the case of the oscillation property (b), we checked for non-existence of the requested oscillation
in concentration of a particular variable. By employing Algorithm 1, the oscillation was not found in any model. When
employing Algorithm 2 by using all computers of the cluster, checking of the 20-gene model has been finished up-to the
limit of 15 h. Summary of the experiments is given in the second half of Table 1.
To sum up, we have to comment on two different aspects — memory and time. Concerning the memory consumption,
the experiments show that fewer states were needed for the exploration using Algorithm 2. The cluster memory needed
for the worst case (chain20b) was 53 GB. Every computation that was finished before the limit of 15 h did not run out of
memory. Time appeared as a more critical aspect. Algorithm 2 speeded up the answers more than one hundred times in
average. In the case of the chain model, this allowed to complete (before the limit of 12 h) checking of models containing
five more genes (property (a)) and eight more genes (property (b)) than with Algorithm 1.
It is important to note that DiVinE implements on-the-fly model checking. In consequence, the state space generation
algorithms had to be adapted to produce states on-the-fly. To this end, we have postponed the precomputation phases of
both algorithms to be performed together with generation of successor states. In particular, the entire state space is not
needed to be produced, but each computation of successors now requires construction of all the (locally) necessary data.
As the time overhead is similar in the case of both algorithms, the on-the-fly implementation used for experiments still
provides a reasonable experimental comparison of both approaches. However, a more precise study has to be provided to
identify classes of models for which the abstraction is efficient.
7. Conclusions
In this paper, we have presented time complexity analysis of two algorithms for generating of approximative discrete
state space of piecewise-linear models of GRNs. We believe that the analysis brings a new algorithmic insight into the
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qualitative modeling approach well-studied in computational biology. In particular, we started by refining the algorithm
introduced by de Jong et al. [17] into amore detailed versionwhich includes construction of all the necessary computational
structures. In order to fight the inevitable exponential complexity of the algorithm, we have introduced a simplified
versionwhich produces abstraction of the piecewise-linear solution space by avoidingmulti-dimensional transitions among
piecewise-linear partitions. We have characterized the fragment of LTL logic for which this abstraction is conservative.
Finally, we have compared the complexity of both algorithms. By this analysis we have proved that the theoretical worst-
case time complexity of the abstracted algorithm is better than the complexity of the original algorithm. As both algorithms
enable us to view the complex biological process as a discrete concurrent system, we have adapted the parallel on-the-
fly LTL model-checking, which is a well-known method in the concurrency community, for the analysis of biologically
interesting properties of GRNs. Again, the on-the-fly implementation has shown that there exist models for which the
proposed abstraction is efficient. However, it remains for future work to characterize the classes of models for which the
abstraction significantly accelerates the computation and for which it does not.
Our results extend the previously achieved results on sequential model checking [6,14,24,28] of biological networks.
With respect to the same level of modeling abstraction, our approach is comparable with [6]. Other approaches deal with
more abstract models like Boolean networks or they deal with metabolic and signaling pathways which require different
approaches to qualitative modeling. As in [6], we deal with piecewise-linear models of GRNs. We add the possibility of the
on-the-fly parallel approach which has the following advantages. First of all, by generating the state space on-the-fly, we
avoid dealingwith the entire state space that is exponentially largew.r.t. number of variables. Secondly, by using the scalable
distribution of the computation we lower the chance of running out of memory. Finally, as time of successor generation
becomes critical when using on-the-fly approach, we introduce the algorithm generating the abstracted state space which
is significantly faster while still preserving, in the sense of overapproximation, the most of interesting properties. However,
in the case when model checking returns false while employing the abstraction, the counterexample must be further
enumerated by using the original algorithm to decide whether it is not a false-positive. With respect to the ideas stated
in Section 3, we leave for future work the possible acceleration of identification of false-positives.
At the theoretical level, there remain someopenquestions regarding the incompleteness of the abstractionw.r.t. to apLTL.
In this paper, we have proved that the proposed abstraction is conservative w.r.t. apLTL, in particular, if a given property
ϕ is satisfied in the abstracted system then we know that ϕ is satisfied also in the original system. For the opposite case
(the incompleteness), we have found some counterexamples. However, the investigated counterexamples point us towards
the optimistic intuition that after introducing some additional constraints regarding the initial states, and further refining
of the state-space generation algorithm, the completeness of the abstraction w.r.t. apLTL might be achieved. This issue also
remains for future work.
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Appendix. Additional proofs
Appendix A.1 contains the proofs of complexity results presented in Section 4. Each proof is labeled by a number that
refers to a corresponding complexity expression stated in Section 4.
A.1. Proofs of complexity results for Algorithm 1
A.1.1. Computing V (D) — proofs of (1) and (2)
Transitions from one state to another are determined by the two rules from Definition 8. Since both rules require the
knowledge of V (D), they must be computed for every domain.
Proof of (1) (Computing V (D) of a Regulatory Domain D). The focal point Fp(D) of a regulatory domain D is computed by
coordinates. For each coordinate i the differential equation for variable i is computed giving the actual production and
degradation parameters present on the right side of the equation in the conditions of domain D. Since the number of step
functions is bounded by s it takes O(s) time to decide which parameters are present. The position of the local equilibrium
for this specific combination is then retrieved frommodel input (in time O(1) if proper indexing is used). Therefore it takes
time O(ns) to compute focal point Fp(D) from all the n variables of domain D.
The transformation of a focal point Fp(D) to a focal direction F(D) takes linear time O(n). The computation of V (D) (i.e.
Min(D),Max(D)) is done coordinate-wisely in linear time O(n) according to the rules.
Therefore computing F(D), V (D) for all (k+ 1)n regulatory domains can be done in time O(ns(k+ 1)n). 
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Proof of (2) (Computing V (D) of a Switching Domain D). As is shown in Section 4.1.1 the computation of V (D) for a
switching domain D requires precomputation ofMin(D),Max(D).
For every switching domain D of dimension n − 1, Min(D), Max(D) is computed as Min(D) df= 〈w⊥1 , . . . , w⊥n 〉,
∀i ∈ {1, . . . , n}.w⊥i df= min{F(D+)i, F(D−)i}, where D+,D− ∈ nbs(D) are regulatory domains of dimension n. Similarly for
Max(D).
For every switching domain D of dimension m < n − 1, Min(D),Max(D) is computed as Min(D) df= 〈w⊥1 , . . . , w⊥n 〉,
∀i ∈ {1, . . . , n}.w⊥i df= min{Min(D+)i, Min(D−)i}, where D+,D− ∈ nbs(D) are any switching domains of dimension m + 1
such that D− D+ = −(D− D−). Similarly for Max(D).
In this way the pair Min(D),Max(D) for each switching domain D is progressively computed, proceeding from highest
dimension domains to lowest in linear time O(n).
According to Definition 7, the construction of V (D) can be performed coordinate-wisely in linear time O(n).
Therefore computing V (D) for a switching domain requires time O(n), for all the (2k+1)n− (k+1)n switching domains
it takes time O(n((2k+ 1)n − (k+ 1)n)). 
A.1.2. Computing successors — Proofs of (3), (5) and (7)
When computing transitions from domain D (m switching variables) to its neighboring domains D′ there are two cases:
If domain D′ is of lower dimension (some of the n − m non-switching variables of D become switching in D′) then the
TR1 says that the transition exists iff
(1) V (D) 6= ∅ and
(2) w = D′ − D ∈ V (D).
The second condition allows to consider only domains D′ such that D′ − D ∈ V (D). This can be efficiently done coordinate-
wisely by computing all the vectors v that satisfy ∀i ∈ {1, . . . , n}.Min(D)i ≤ vi ≤ Max(D)i. In general this takes time
O(|V (D)|) = O(3n−m). Since putting each successor ofD on the stack takesO(n) time thewhole step requires timeO(n3n−m).
If domain D′ is of higher dimension (some of the m switching variables of D become non-switching in D′) then TR2 says
that the transition exists iff
(1) V (D′) 6= ∅ and
(2) ∃v ∈ V (D′) such that viwi 6= −1 for all i that become non-switching in D′ (w = D′ − D).
The difference from the previous case is that the outcome of TR2 depends entirely on the destination domain D′. Therefore
we cannot efficiently reduce the number of candidate successors to check and must test all domains of higher dimension.
These are obtained by altering some of the switching variables of D by±1 giving us generally (3m − 1) possible successors.
For every such successor we have to test whether for each variable i that becomes non-switching in D′ the condition
Min(D′)i ≤ wi ≤ Max(D′)i ∨ Min(D′)i ≤ 0 ≤ Max(D′)i holds. Since the condition can be verified in linear time O(m)
it takes in general time O(m3m) to decide all higher dimension successors of D and time O(n3m) to put them all onto
the stack.
Proof of (3) (Computing Actual Successors of Regulatory Domain D). All the neighboring domains of a regulatory domain D
are of lower dimension, therefore TR1 will be used. As discussed above this step should take O(n3n) time (m = 0). However
the structure of theMin(D),Max(D) assures |Min(D)i −Max(D)i| ≤ 1 for every i (see def. of V (D) for regulatory domains in
Section 2.2), which leads to a better complexity O(n2n). 
Proof of (5) (Computing Actual Successors of Switching Domain D). Because in general a switching domainwithm switching
variables has both higher dimension and lower dimension neighbors we must incorporate both cases. By summing the
number of transitions of both types we get complexity O(n(3m + 3n−m)). 
Proof of (7) (Computing Actual Successors for All Domains). Let us summarize already proved facts:
• (k+ 1)n regulatory domains in system
• O(n2n) time to stack successors of every regulatory domain
• O(n2n(k+ 1)n) time to stack successors of all regulatory domains
• O(n(3m + 3n−m)) time to stack successors of a switching domain withm switching variables
• (nm)km(k+ 1)n−m switching domains of dimensionm
• O ((nm)km(k+ 1)n−mn(3m + 3n−m)) time to stack successors of all the switching domains withm switching variables
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To compute transitions from all switching domains we must sum the number of transitions from switching domains of
all dimensions:
n∑
m=1
(
n
m
)
km(k+ 1)n−mn(3n−m + 3m) = n
n∑
m=1
(
n
m
) (
km(3k+ 3)n−m + (3k)m(k+ 1)n−m)
=
(
n
n∑
m=0
(
n
m
) (
km(3k+ 3)n−m + (3k)m(k+ 1)n−m))
− n((3k+ 3)n + (k+ 1)n)
= n((4k+ 3)n + (4k+ 1)n − (3k+ 3)n − (k+ 1)n).
Computing actual successors of all regulatory and switching domains in the system requires time:
O
(
n2n(k+ 1)n + n((4k+ 3)n + (4k+ 1)n − (3k+ 3)n − (k+ 1)n)) = O(n(4k+ 3)n). 
A.1.3. Total complexity of Algorithm 1 — Proof of (8)
Overall Algorithm 1 complexity is obtained by summing up (1), (2) and (7):
O
(
ns(k+ 1)n + n((2k+ 1)n − (k+ 1)n)+ n(4k+ 3)n) = O(ns(k+ 1)n + n(4k+ 3)n).
Since the upper bound of the number of step functions s is usually relatively small (units to tens) and the number of
thresholds in average is larger then 1 or 2, we can bound this by O(n(4k+ 3)n).
A.2. Proofs of complexity results for Algorithm 2
A.2.1. Precomputation phase — Proof of (9)
Let r(m) be the number of domains with justm non-switching variables. Using the facts given in Section 4.2, the overall
complexity of precomputation for all domains in the model can be written as
∑n
m=0 r(m)(2mn+ n). The number r(m) can
be computed by the following expression:
r(m) =
(
n
m
)
km(k+ 1)(n−m).
By using the expression above we get:
n∑
m=0
r(m)(2mn+ n) =
n∑
m=0
(
n
m
)
km(k+ 1)(n−m)(2mn+ n)
= O(n2(2k+ 1)(n−1)).
A.2.2. Computing successors — Proof of (10)
Each regulatory domain has at most n successors of dimension n − 1 (each variable can only change in the direction to
the focal point). Stacking them takes time O(n2), for all regulatory domains O(n2(k+ 1)n).
For a domain with m switching variables we can change each variable xi by ±1. The transition to D′ in the direction
w = D′ − D then exists iff
• for xi non-switching in D, (V (D) 6= ∅) ∧ (Min(D)i ≤ wi ≤ Max(D)) holds
• for xi switching in D, (V (D′) 6= ∅) ∧ ((Min(D′)i ≤ wi ≤ Max(D′)i)(Min(D′)i ≤ 0 ≤ Max(D′)i)) holds.
This leads to at most 2(n−m)+ 2m = 2n transitions tested in time O(2n) and stacked (successor must be pushed onto the
stack) in time O(2n2) = O(n2).
Since it takes time O(n2) to compute and stack all successors for every regulatory and switching domain it takes
O(n2(2k+ 1)n) for all the domains in the system.
A.2.3. Total complexity of Algorithm 2 — Proof of (11)
Overall complexity of Algorithm 2 is given by summing up (9) and (10):
O
(
n2(2k+ 1)(n−1) + n2(2k+ 1)n) = O (n2((2k+ 1)n−1 + (2k+ 1)n)) .
It can be approximated to O(n2(2k+ 1)n).
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