Basis functions of biquadratic polynomial spline spaces over hierarchical T-meshes are constructed. The basis functions are all tensor-product B-splines, which are linearly independent, nonnegative and complete. To make basis functions more efficient for geometric modeling, we also give out a new basis with the property of unit partition. Two preliminary applications are given to demonstrate that the new basis is efficient.
Introduction
NURBS is a basic tool in surface modeling and isogeometric analysis (IGA). However, NURBS suffer from the weakness that the control points must lie topologically in a tensorproduct mesh. If we want to construct a surface which is flat in the most part of the domain, but sharp in a small region, we have to use more control points not only in the sharp region, but also in the flat region to maintain the tensor-product structure. The superfluous control points are a burden. To overcome this limitation, we need splines which can be refined locally. This type of splines are defined on T-meshes which allow T-junctions.
Hierarchical B-splines were first introduced in [13] , defined on a nest sequence of hierarchical meshes that can be locally refined, maintain a local tensor product structure and rely on the principle of B-spline subdivision. The hierarchical structure and the linear independence of hierarchical B-splines make it appealing for isogeometric analysis [15, 28] . For the partition of unity, THB-splines were introduced in [14] . However, the completeness of hierarchical B-splines can not be guaranteed generally.
In 2003, T-splines [20] were proposed. T-splines have been widely used in geometric modeling [21, 22] and IGA [1, 2, 5, 24] . However, the use of the T-splines in analysis has exhibited a number of problems that have been addressed by the researchers, such as the linear dependence of blending functions [4] . Analysis-suitable T-splines were introduced in [16, 17, 23] to deal with the problem. The linear independence of analysis-suitable T-splines makes it suitable for analysis. However, analysis-suitable T-splines are defined on the analysis-suitable T-meshes. We need to refine more cells to convert a T-mesh to an analysis-suitable T-mesh.
LR B-splines [9] as a collection of hierarchically scaled B-splines are defined on a special type of T-meshes (LR-meshes). LR B-splines are not always linearly independent although there exists an algorithm to check whether the spline functions are linearly independent and convert the spline functions to be linearly independent by inserting more control points.
The splines mentioned above are not defined from the viewpoint of space. Therefore, the linear independence and completeness are two challenges. In 2006, spline spaces over T-meshes [6] were put forward by one of the present authors. This type of splines is defined directly from the viewpoint of spline spaces, dimension formula and basis functions are the main problems. In [6] , each function in S(m, n, α, β, T ) over a T-mesh T is a bi-degree (m, n) polynomial in each cell of T with smoothness order α and β along two directions. A dimension formula is given under the condition of m ≥ 2α + 1 and n ≥ 2β + 1. In 2008, polynomial splines over hierarchical T-meshes (PHT-splines) [7] , which usually refer to bicubic C 1 polynomial splines over hierarchical T-meshes, were proposed. PHT-splines have been used efficiently and adaptively in isogeometric analysis [25] [26] [27] 31] and surface modeling [18, 32] . However, excessive growth of dimension is a challenge in the application of PHT-splines, especially in three-dimensional space. To deal with this problem, we consider the spline spaces S(m, n, m − 1, n − 1, T ). Unfortunately, [3, 19] observed that the dimension of S(m, n, m − 1, n − 1, T ) may depend on the geometry of the T-mesh. Thus, more attention is paid to some special classes of T-meshes.
It is noted that [29] gave a general dimension formula of S(m, n, m − 1, n − 1, T ) over a special T-mesh ((m, n)-subdivided T-mesh). Hierarchical bases of S(m, n, m − 1, n − 1, T ) over (m, n)-subdivided T-mesh were constructed in [30] . However, hierarchical bases in [30] did not have the properties of non-negativity and partition of unity. [34] gave a dimension formula of S(3, 3, 2, 2, T ) over a more general T-mesh than that in [29] , but also a special hierarchical T-mesh. A basis of S(3, 3, 2, 2, T ) was given in [33] under three rules of refinement of the hierarchical T-mesh.
In this paper, we give a basis of S(2, 2, 1, 1, T ) based on the topological explanation of dimension formula in [8] . The basis functions are all tensor-product B-splines, which are linearly independent, nonnegative and complete. As unit partition is an important property for geometry modeling, a new basis with the property of unit partition is given out by an elementary transformation of the previous basis functions. Compared with spline bases in [30] , the new basis has good properties of nonnegativity, partition of unity, and smaller local support which may result in a more stable stiffness matrix in numerical solutions of PDE. Also, these properties will facilitate their applications in geometric modeling. In fact, when representing a geometric shape with a linear combination of basis functions satisfying these properties, we can implement local shape control, affine invariance, and variational diminishing. See [11] for details. In geometric modeling, spline functions with C 1 are necessary in some situations.
The remainder of this paper is organized as follows. In Section 2, the spline spaces over T-meshes are reviewed, and several results from paper [8] are listed. In Section 3, the rule of refinement is elaborated. Construction of basis functions is discussed in Section 4. Section 5 gives the proof of the linear independence of the basis. In Section 6, a new basis with unit partition is given. In Section 7, we will present two preliminary applications of the new basis. We end the paper with conclusions and future work in Section 8.
T-meshes and Spline Spaces
In this section, the concepts of T-meshes, hierarchical T-meshes and the spline spaces over T-meshes are proposed. The dimension formula of S(2, 2, 1, 1, T ) in [8] is reviewed.
T-meshes and hierarchical T-meshes
A T-mesh is a rectangular grid that allows T-junctions. In this paper, we only consider regular T-meshes. We adopt the definitions of vertex, edge, and cell provided in [6] . A grid point in a T-mesh is called a vertex of the T-mesh. If a vertex is on the boundary grid line of the T-mesh, it is called a boundary vertex. Otherwise, it is called an interior vertex. There are two types of interior vertices: crossing vertices and T-vertices. A T-vertex is a vertex of one rectangle that lies in the interior of an edge of another rectangle. A crossing vertex is a vertex of four rectangles. In Fig. 2.1, b i , i = 1, · · · , 10 are boundary vertices, while v i , i = 1, · · · , 5 are interior vertices. Among the interior vertices, v 2 is a crossing vertex and the others are T-vertices. An l-edge is a line segment that consists of several edges and whose end points are boundary vertices or T-vertices. It is the longest possible line segment in the mesh. An l-edge is called a boundary l-edge if it consists of several boundary edges, otherwise it is called an interior l-edge. Obviously, a regular T-mesh has four boundary l-edges. In Fig. 2 .1, there are five interior l-edges (labeled with dashed lines) and four boundary l-edges (labeled with solid lines). A hierarchical T-mesh [7] is a special type of T-mesh that has a natural level structure. A hierarchical T-mesh is defined in a recursive manner. We generally start from a tensor-product mesh (level 0) T 0 . Then some cells of level k are each divided into 2 × 2 subcells equally, where the new cells, the new edges and the new vertices are of level k + 1, the resulting mesh is called T k+1 . In Fig. 2 .2, the cell bounded by lines in yellow is a non-boundary isolated subdivided cell, the cell bounded by lines in red is a boundary isolated subdivided cell, the cell bounded by lines in blue and the cell bounded by lines in green are not isolated subdivided cells.
Given a T-mesh T , the extended T-mesh T ε [8] associated with T is generated as follows: Produce a tensor-product mesh M with 2(m + 1) vertical lines and 2(n + 1) horizontal lines, the central rectangle of which is identical to the region occupied by T , where (m, n) is the bidegree of the spline space over T . Then extend the edges with one end point on the boundary of T to the boundary of M .
Given a T-mesh T , By retaining the crossing vertices and the lines with two end points that are both crossing points and removing other vertices and edges in T , we obtain a new graph called a crossing-vertex-relationship graph (CVR graph for short) [8] of T . We designate the CVR graph as G . From the construction of G , we know that G consists of all the line segments whose two end points are crossing vertices in T and the vertices of G are the crossing vertices of T . Fig. 2.3 shows an example. In Fig. 2 .3, the extended T-mesh T ε is the extension of T associated with S(2, 2, 1, 1, T ). 
Spline spaces over T-meshes
Given a T-mesh T , C is used to denote all of the cells in T , and Ω is used to denote the region occupied by the cells in T . Spline spaces over the T-mesh [6] are defined as follows:
where P mn is the space of the polynomials with bi-degree (m, n), and C α,β (Ω) is the space consisting of all the bivariate functions that are continuous in Ω with order α along the x direction and with order β along the y direction. Setting (m, n) = (2, 2) and (α, β) = (1, 1) , we obtain the spline space S(2, 2, 1, 1, T ) that is discussed in this paper.
For a given T-mesh T , we define a spline space over the given T-mesh T with homogeneous boundary conditions (HBC) [8] as follows:
For the dimension formula of S(m, n, α, β, T ) over hierarchical T-mesh T , three theorems in [8] are listed below.
Theorem 2.1. Given a T-mesh T , assume that T
ε is its extension associated with S(2, 2, 1, 1, T ) and that Ω is the region occupied by the cells in T . Then,
With Theorem 2.1, to consider the spline space over a T-mesh, we need only to consider the corresponding spline space with homogeneous boundary conditions over its extended Tmesh. So we only discuss the construction of the spline space S(2, 2, 1, 1, T ) with homogeneous boundary conditions in this paper.
Theorem 2.2. Suppose T is a hierarchical T-mesh with V
c crossing vertices, E interior ledges and δ − 1 isolated subdivided cells. Then, 
In the following, we find a basis of the spline space with the help of Corollary 2.1. The hierarchical T-mesh T we consider is the extension of some T-mesh T ′ , so T is at least a 6 by 6 tensor-product mesh at level 0.
The Rule and Algorithm of Refinement

The rule of the refinement
A tensor-product B-spline in S(2, 2, 1, 1, T ) is defined on a 4 × 4 tensor-product submesh whose CVR graph is a 2 × 2 tensor-product mesh. We call the smallest 2 × 2 tensor-product submesh of G a basic mesh, where the smallest 2 × 2 tensor-product submesh G ′ of G means that it does not contain other 2 × 2 tensor-product submeshes whose grid lines crossing G ′ .
The domain occupied by the cells in a basic mesh is called a basic domain. We denote the basic domain corresponding to a tensor-product B-spline f as ϕ(f ). In Fig. 3 .1, the 2 × 2 tensor-product mesh bounded by red lines is not a basic mesh, because it contains a 2 × 2 tensor-product mesh (bounded by green lines) with grid lines crossing it, the 2 × 2 tensorproduct mesh bounded by blue lines is a basic mesh, because it does not contain any 2 × 2 tensor-product mesh with grid lines crossing it. Each 4 × 4 tensor-product submesh of T corresponds to a basic mesh of G , however, a basic mesh does not necessarily correspond to a 4×4 submesh of T . See Fig. 3 .1. For the basic mesh bounded by dashed lines in G , we can not find its corresponding 4 × 4 tensor-product submesh in T . The reason is that the level-difference of some adjacent cells is greater than 1. In Fig.  3 .1, the cell filled with crossed lines is of level 0, while its adjacent cell filled with slashed lines is of level 2, the level difference of the two cells are 2. We have the following lemma.
T G 
Lemma 3.1. Given a hierarchical T-mesh T and its CVR graph G , if the level difference of the adjacent cells is at most one, then each basic mesh of G corresponds to a 4×4 tensor-product submesh of T .
Proof. To prove this fact, we classify the basic meshes and consider the basic meshes in the refinement process. For T 0 , the fact is obvious. Suppose that the fact is true for T k , we refine some cells of T k and obtain T k+1 . With the restriction of the level difference less than 2, all types of basic meshes and their corresponding 4 × 4 tensor-product meshes in T k+1 are discussed in the following. In Fig. 3 .2 and 3.3, the basic meshes are bounded by the dashed lines and the corresponding 4 × 4 tensor-product meshes are bounded by the dotted lines. (a) If cell 1 is not refined, the situation is as Fig. 3 .2a.
(b) If cell 1 is refined, the situation is as Fig. 3 .2b. (b) If cell 1 is refined, cell 2 is not refined, the situation is as Fig. 3 .3b.
(c) If cell 2 is refined, cell 1 is not refined, the situation is as Fig. 3 .3c.
(d) If cell 1 and cell 2 are both refined, the situation is as Fig. 3 .3d.
This completes the proof of the lemma. Given a hierarchical T-mesh T , to guarantee that all the tensor-product B-splines can span the spline space, the level difference of the adjacent cells of T cannot be more than one. It should be noticed that the constraint is proper in scientific computing [10] . Therefore, to find a basis only consist of tensor-product B-splines, the rule of refinement is : the level difference of the adjacent cells is at most one. In this paper, we only consider the T-meshes which satisfy this rule.
The algorithm of the Refinement
To guarantee that the level difference is at most one, we should refine more cells. See Fig.  3 .4. In Fig. 3 .4a, If we want to refine cell 3, because neither of cell 1 and cell 2 are divided, we should refine cell 1 and cell 2 firstly. In Fig. 3 .4b, If we want to refine cell 4, because neither of cell 2 and cell 3 are divided, we should refine cell 2 and cell 3 firstly. If we want to refine cell 2 or cell 3, because cell 1 is not divided, we should refine cell 1 firstly. Therefore, to refine cell 4, we should refine cell 1 firstly, then refine cell 2 and cell 3. In the following, we give the algorithm. Algorithm 3.1 is to find a sequence of cells that should be refined to ensure the rule. We use the recursion of functions. Algorithm 3.1 is always guaranteed to terminate, because the worst case is that the final mesh becomes a tensor-product mesh. Algorithm 3.2 is the process of the refinement of a hierarchical T-mesh. 
Deleting some of the basis functions of level k
We delete the basis functions of level k if the domain of its basic mesh is covered by the domains of the basic meshes of some basis functions of level k + 1. Fig. 4 .2 is a 4 × 4 tensor- After deleting, we use F i to represent the remaining basis functions of level i. The final basis we obtain is denoted by F = ∪ N i=0 F i . 
Theorem 4.1. Given a hierarchical T-mesh T , we have
where #F is the number of the elements in F .
Proof. Suppose G is the CVR graph of T . From Corollary 2.1, we know that dim S(2, 2, 1, 1, T ) = N G , where N G is the number of cells in the CVR graph G of T . With the restriction that the level difference of the adjacent cells is at most one, the number of cells in G equals the number of the basic meshes. Because each tensor-product B-spline basis function corresponds to a basic mesh, the theorem is proved.
An example
We give an example to illustrate the process of the basis construction. We use N [ 
Properties
In this part, we discuss some properties of the basis constructed in Section 4. The support set of any function f is defined as supp(f ) = {(x, y) ∈ Ω : f (x, y) ̸ = 0}, where Ω is the domain occupied by the cells of the T-mesh T .
Linear independence
We give three lemmas about the basis firstly. Proof. This lemma can be proved by checking all types of the basis functions in Fig. 3.2 and Fig. 3 
If lev(f 1 ) = lev(f 2 ), this conclusion is also correct. We omit the proof here. 
Lemma 5.2. Suppose
Proof. We should check this conclusion for all types of the basis functions in Fig. 3.2 and Fig. 3.3 . Here, we only check this lemma for the basis functions in Fig. 3.2 .a. The others can be verified similarly.
For Fig. 3.2 .a, the set supp(f ) consist of four cells of level k which have been illustrated in For Fig. 3 .2b, we can prove similarly.
For a basis function f of level k + 1, suppose f 1 is a basis function in F 0 i , i < k + 1, whose support set contains the support set of f , then we call f 1 a mother function of f . We use mot i (f ) to denote one of the mother functions of level i without distinction. Proof. We prove this lemma by checking all types of basis functions in Fig. 3.2 and Fig.  3.3 .
For Fig. 3.2 .a and Fig. 3 .3, the support set of each basis function contains cells of level k which can not be occupied by the support set of basis functions of level k + 1.
In the following, we consider the basis functions in Fig. 3.2 .b. Suppose
is defined on the mesh in Fig. 5 .6, the basic mesh corresponding to f is bounded by the dashed lines. We prove this lemma by considering the following two cases.
1. The cell bounded by the dashed lines in Fig. 5 .6 is divided. From Section 4.2, we know
Therefore, cell 2 and cell 4, or cell 2 and cell 6, or cell 4 and cell 8, or cell 6 and cell 8 cannot be refined (otherwise, f will be deleted according to Section 4.2). We suppose cell 6 and cell 8 are not refined. Then we have a fact: the domain of cell 9 cannot be occupied by 
Then we have 8 andf are the tensor-product B-splines defined on the tensorproduct mesh with knot vectors
andf are linearly independent on cell C. 
Because the coefficient matrix in (5.2) is a lower triangular matrix with diagonal elements all 1, it is full rank. Therefore, f, f 1 , f 2 , · · · , f 8 are linearly independent on cell C, which proves the lemma. The mesh The CVR graph 
The mesh The CVR graph 
To prove the theorem, we just need to prove c(f ) = 0 for all the f ∈ F . Let
From the definition, we know supp(g i ) = supp(f i ). Consider the bottom-left cell α of the mesh T . Here "bottom-left" means that there is no cell whose bottom edge is below α, and among the cells whose bottom edges are in the same horizontal line as α, α is the leftmost cell. From lemma 5.1, there is only one function f j ∈ F 0 0 satisfying α ∈ supp(f j ), namely α ∈ supp(g j ). Therefore, g j is the only non-zero function on α. By (5.4), we obtain g j = 0.
Excluding g j from (5.4), we consider the bottom-left cell of the region given by T \α. Also from lemma 5.1, there is only one function of g k , k ̸ = j that can be non-zero on this cell, and it is zero. Continuing this argument, we obtain g l = 0 for all 1 l n.
For each g i = 1, 2, · · · , m, we consider f i in the following two cases.
Because g i = 0, we obtain c(f i ) = 0.
supp(f
Suppose f i is defined on a 4 × 4 tensor-product mesh with center cell C. With Lemma 5.3, we know cell C is a cell of level 0 that is not divided. With Remark 4.1, we know that the support sets of the basis functions of level k, k > 1 can not contain cell C. Therefore, we have 
We can repeat the discussion on every g i , and obtain c(f ) = 0 for f ∈ F 1 .
Continuing this process, we prove this theorem.
Other properties
The basis functions are all tensor-product B-splines, so they inherit some properties, such as nonnegativity and local support. From Theorem 4.1 and the linear independence, we know they are complete. Therefore, F is a basis of S (2, 2, 1, 1, T ) .
A New Basis with Unit Partition
First, we give the definition of unit partition.
Definition 6.1. Given a basis
F = {g 1 , g 2 , · · · , g n }
with homogeneous boundary condition defined on T which is an extension of a T-mesh
T ′ . If ∑ n i=1 g i = 1 on Ω,
where Ω is the domain occupied by the cells in T ′ , then we call the basis F has the property of unit partition.
Unit partition is an important property in geometry modeling [11] . However, the basis F constructed in Section 4 does not have this property. In this part, we give a new basis satisfying this property, which is just an elementary transformation of the basis F . The new basis functions are represented as the Bernstein basis.
For the initial tensor-product T-mesh T 0 , it is obvious that F 0 0 has the property of unit partition. To ensure the property of unit partition, we need to keep the sum of the basis functions same from level k to level k + 1. Now we modify F k and F 0 k+1 as follow:
instead of f as the new function, where the coefficient α(f, f 1 ) is computed using Algorithm 5.1. We denote the set {f , f ∈ F k } asF k .
2. For a function f 1 ∈ F 0 k+1 , we usē
instead of f 1 as the new function, where the coefficient α(f, f 1 ) computed using Algorithm 5.1. We denote the set
The final modified basis is denoted byF = (
This follows from Lemma 5.3.
We call the coefficient α(f, f 1 ) the basic coefficient. In the following section, we will give the algorithm to compute the basic coefficients.
Algorithm for the computation of the basic coefficients
First, we give a lemma without proof. 
Properties of the new basis
In this section, we use three theorems to give out the properties of unity partition, nonegativity and linear independence of the functions inF . Proof. We prove this theorem level by level. For the initial T-mesh T 0 which is a tensorproduct mesh,F 0 0 = F 0 0 is a set of tensor-product B-splines that has the property of unit partition. Suppose the new basisF ′ defined over T k also has the property of unit partition, F is the new basis defined over T k+1 . With (6.1) and (6.2), we have
Theorem 6.2. The functions inF are all nonegativity. 
where all the supports of basis functions inF exceptf 1 2 contain the domain bounded by red lines, that is, there are 10 basis functions inF are nonzeros over the domain bounded by red lines. Because the dimension of biquadratic polynomial space is 9, {f
,f 2 10 ,f 2 11 } are linearly dependent over the domain bounded by red lines. Therefore, the basis functions in F are not locally linearly independent.
Remark 3.
A conjecture about the Greville points of the basisF .
With the process of the basis construction, each basis function inF corresponds to a basic mesh which is a 2 × 2 tensor-product mesh. We conjecture that the center points of the basic meshes can be seen as Greville points. However, we do not know whether the center points combined with control points can give rise to genuine "control points" that have some good properties, such as the convex hull. Fig. 6 .2 is an example, where the points label with "•" are the center points of the basic meshes of level 0, and the points label with "•" are the center points of the basic meshes of level 1. The dimension of the splice space defined on Fig. 6 .2 is 18.
Applications
In this section, we give some numerical applications using the basis constructed in Section 6.
Isogeometric analysis
In this part, we present two numerical examples in isogeometric analysis. The splines we used to compare are biquadratic tensor-product B-splines defined on uniform tensor-product meshes and splines in [30] . Both examples show that to reach a given accuracy, few degrees of freedom are needed using spline bases in this paper than using the biquadratic tensor-product B-splines defined on uniform tensor-product meshes. Furthermore, compared with spline bases in [30] , smaller conditional number of stiffness matrix achieved with spline bases in this paper.
Stationary heat conduction: L-domain
In this part, we try to solve the heat conduction equation with isogeometric analysis. The geometry of the domain is illustrated in Fig. 7 The exact solution is depicted in Fig. 7 .1b. Fig. 7 .2 shows the adaptive hierarchical Tmeshes after 1, 6, 8, 10 refinements. Fig. 7.3 shows the relative error ( between the exact solution and the numerical solution associated with the mesh in Fig.7 .2c. As the real solution is singular at the origin coordinate, the relative error is larger around the origin coordinate. In Table 7 .1, we show the iteration number (n), dimension of spline space, condition number of the stiffness matrix and the error ∥u exact − u h ∥ L 2 /∥u exact ∥ L 2 for spline bases in this paper, B-splines over uniform tensor-product meshes and spline bases in [30] . Table 7 .1 and Fig. 7.4 show that to reach a given tolerance, much fewer degrees of freedom are needed using the adaptive refinement in this paper than the uniform refinement with biquadratic B-splines. Fig. 7 .5 shows that a smaller conditional number obtained using spline bases in this paper than using spline bases in [30] under a given dimension. 
A two-dimensional elliptic problem defined on
In this part, we try to solve a two-dimensional elliptic boundary value problem (BVP)
with homogeneous conditions. Here Fig. 7 .5. Comparison of condition numbers with spline bases in this paper and spline bases in paper [30] .
The exact solution is depicted in Fig. 7 .6. Fig. 7 .7a shows the relative error (u exact − u h )/∥u exact ∥ L 2 between the real solution and the numerical solution after 3 refinements. Fig.7 .7b shows the adaptive hierarchical T-meshes after 14 refinements. In Table 7 .2 we show the iteration number (n), dimension of spline space, condition number, the error for splines bases in this paper, B-splines over uniform tensor-product meshes and spline bases in [30] . Table 7 .2 and Fig. 7.8 show that the adaptive refinement in this paper reaches a given tolerance with fewer degrees of freedom than the uniform refinement with biquadratic B-splines over tensor-product meshes. Fig. 7 .9 shows that a smaller conditional number achieved using spline bases in this paper than using spline bases in [30] under a given dimension. 
Surface fitting
Given an open surface triangulation with vertices V j , j = 1, · · · , N in 3D space, the corresponding parameter values (x j , y j ), j = 1, · · · , N are obtained using the method of conformal parametrization in [12] , and the parameter domain is assumed to be [0, 1] × [0, 1]. Fig. 7.9 . Comparison of condition numbers with spline bases in this paper and spline bases in paper [30] .
To construct a spline to fit the given surface, we need only to compute all the control points P i , i = 1, · · · , m associated with all the basis functions b i , i = 1, · · · , m. We denote the fitting spline ∑ m i=1 P i b i (x, y) as S(x, y). To find the control points, we just need to solve an over-determined linear system S(x j , y j ) = V (x j , y j ), j = 1, · · · , N using the least square fitting.
The surface fitting scheme repeats the following two steps until the fitting error in each cell is less than the given tolerance ε:
1. Compute all the control points for all the basis functions. 2. Find all the cells whose errors are greater than the given error tolerance ε, then subdivide these cells into four subcells to form a new mesh, and construct basis functions for the new mesh. We use max (x,y)∈C ∥V (x, y) − S(x, y)∥ to define the fitting error over cell C . In practice, the fitting error is calculated as the maximum of ∥V (u j , v j ) − S(u j , v j )∥ for certain sample points (u j , v j ) in C . Fig. 7 .10 is provided to illustrate the above surface fitting scheme.
Original model Result surface Surface with T-mesh Fig. 7.10 . Fitting female head with polynomial splines over a hierarchical T-mesh.
Conclusions and Future Studies
Under the rule that the level-difference of the adjacent cells is at most one, a basis of the biquadratic polynomial spline spaces is constructed based on the CVR graphs. The functions in the basis are all tensor-product B-splines, and they have the properties of nonnegativity and local support. However, the basis does not have the property of unit partition. To make the basis functions more efficient for geometric modeling, we also give out a basis with unit partition.
In this paper, we restrict that the level-difference of adjacent cells is one at most, in the future we will discuss the construction of spline spaces with weaker constraint of the level-difference.
For S(2, 2, 1, 1, T ), the dimension equals to the number of cells in the corresponding CVR graph of T . For spline spaces S(m, n, m − 1, n − 1, T ), in [8] a conjecture was provided, which states that the dimensions of spline spaces over hierarchical T-meshes equal to the dimensions of lower-degree spline spaces over the corresponding CVR-graph. Now we are working on proving this conjecture for bicubic spline spaces, and defining their basis functions according to the structure of CVR graph as well.
