With the increased application of model-based whole-body control methods in legged robots, there has been an resurgence of interest in whole-body system identification strategies and adaptive control. An important class of methods relates to the identification of inertial parameters for rigid-body systems. That is, the mass, first mass moment (related to center of mass location), and 3D rotational inertia tensor for each link. It is known that the standard manipulator equations of a rigid-body system are linear in these inertial parameters, enabling many methods for offline model identification and online adaptive control. Recent work has shown that previous methods can lead to parameter estimates that are non-physical (i.e. can not possibly represent any physical rigid-body system), due to the violation of certain triangle inequalities on the principal moments of inertia. The main contribution of this paper is to formulate these added constraints as Linear Matrix Inequalities (LMIs). Matrix inequalities are developed not in terms of the inertia tensor, but in terms of the density-weighted covariance of each body, suggesting a statistical interpretation of the rigid body for inertia identification problems. Enforcing these extra conditions on physical realizability surprisingly results in an LMI of lower dimension in comparison to previous work. Through this insight, semi-definite programming approaches can be used to solve inertia parameter identification problems to global optimality.
I. INTRODUCTION
Recent advances in whole-body control of humanoid and quadruped robots alike have lead to a rebirth of model-based control approaches in recent years [1] , [2] , [3] , [4] , [5] , [6] , [7] with many successful demonstrations in large-scale robotic platforms [8] , [9] , [10] , [11] . These diverse methods commonly employ optimization, either explicitly or implicitly through pseudoinverse techniques, over the actuator torques to impart desired characteristics of motion to the robot. Recent strides in torque controlled actuation have provided wide benefit to whole-body control techniques, while yet emerging actuator designs for legged machines [12] suggest that the performance of these methodologies will continue to improve.
Yet, the performance of these whole-body control techniques is heavily dependent on the accuracy of the dynamic models on which they are based. This has led to a resurgence of in research activity towards methods for accurate system identification [13] , [14] , [15] , [16] , [17] , [18] in legged machines. An important class of model identification problems pertains to the inertial parameters of rigidbody systems [19] . Identification of these parameters in current robots is often pursued offline. However, the mathematics of offline identification has rich connections to adaptive control, which seeks to estimate parameters online while using parameter estimates towards stable closed-loop control [20] .
A number of recent studies in identification and adaptation have focused on issues relating to the float-base structure of legged systems. Pucci et. al [16] extended the methods of Slotine and Li [20] to the case of adaptive control in underactuated systems. Their collocated adaptive control approach guarantees tracking locally on the actuated degrees of freedom while learning inertia paramters. Other work has focused more-so on parameter identification issues related to the the floating base. Ayusawa et. al [14] demonstrated that full-body inertia parameters can be estimated from contact forces and system kinematics, without measuring joint torques, due to properties of the floating-base dynamics. They further showed that the wholebody inertia parameters can be fully determined up to a scale factor through observations of the kinematics alone in flight [14] .
Other work has concentrated on enforcing the physicalrealizability of inertial parameters during identification. Sousa and Rui [15] show how positive definiteness conditions on the 3D inertia tensor at the body CoM can be formulated as an LMI over the inertia parameters. Jovic et. al [13] , [18] describe a number of practical constraints to improve the performance of [14] , for instance, enforcing that the CoM must reside within a bounding box computed in CAD. Recently, Traversaro et. al [17] described additional conditions for physical realizability of the inertia parameters that have been neglected in previous work. Their new conditions tightly characterize which sets of inertia parameters can be physically realized by a rigid body. At the expense of this tightness, their constrains are more complex, and required the authors to formulate a sequence of nonlinear programs to perform parameter optimization over cleverly chosen parameter manifolds.
The main contribution of this paper is to illuminate how the extended physical realizability conditions from [17] can be formulated as an LMI. The new characterization combines the computation benefits of performing parameter identification with LMIs from [15] while retaining the full correctness of the realizability conditions identified in [17] . Identification in [15] enforces positive definiteness of the 6D spatial inertia tensor [21] , while [17] argues the need to ensure additional triangle inequality constraints on the principal moments of inertia. We show that these additional constraints can be included to arrive at an LMI that is, surprisingly, of lower dimension (4D).
The new LMI is found to match the form of the 4D pseudoinertia matrix common in early robotics literature [22] . Thus, the new development shows that the difference in positive definite constraints between these 6D and 4D inertia matrices is precisely the added consideration of the triangle inequalities. Towards this result, realizability conditions are developed through matrix inequalities not on the cartesian inertia tensor, but instead on the density-weighted covariance of each body. This suggests that constraints in inertia parameter identification may be more directly viewed through a perspective of statistics than one of mechanics. With these new connections, inertia parameter identification problems can be solved to global optimality in full generality and correctness.
The paper is laid out as follows. Section II provides preliminaries regarding rigid-body dynamics and linear matrix inequalities. Section III reviews the technical details in [15] and [17] , and Section IV presents the main new theoretical development of the paper. Section V provides concluding remarks and suggests next steps.
II. PRELIMINARIES
This section details the mathematical preliminaries necessary to the main theoretical development of the text. We begin with description of notation and definitions concerning Linear Matrix Inequalities (LMIs). We then provide a short primer on rigid body dynamics, with focus on the role of the rigid-body inertia parameters to characterize these equations.
A. Notation and Definitions
Throughout the text, the set of real and natural numbers are denoted by R and N respectively. The set of non-negative reals is R+ = {x ∈ R : x ≥ 0}, while the set R n represents the set of n-tuples in R -that is, R n := {(a1, . . . , an) : ai ∈ R ∀i ∈ {1 . . . , n}}. Similarly R m×n represents the set of all m×n matrices with real valued entries. Unless otherwise specified, scalars and scalar valued quantities are denoted with italics (a, b, c, . . .) while vectors and vector valued functions are denoted with upright bold (a, b, c, . . .). Matrix quantities are denoted with upright bold capitals (A, B, . . .). The matrix 1n indicates the n × n identity matrix.
Matrix Lie groups and their associated Lie algebras are indicated with uppercase and lowercase sans-serif characters {A, B, ...} and {a, b, ...} respectively. The Special Orthogonal group of rotation matricies will be denoted by SO(3) = {R ∈ R 3×3 : R ⊤ R = 13}, with its Lie algebra, the set of 3 × 3 skew-symmetric matrices, denoted so(3). The Special Euclidean group of homogenous transformations is given by
with its Lie algebra
:
The set of symmetric matrices in R n×n is denoted S n , with S n + the positive semidefinite cone, and S n ++ the positive definite cone [23] .
We say that a set is strictly LMI representable when the above positive semidefinite inequality can be tightened to positive definite inequality.
A set which is LMI representable is necessarily convex, however the converse is not always true. It is known that some convex sets may not be LMI representable [24] . Thus, LMI representability is a stronger condition than convexity. A set S being LMI representable has favorable implications for optimization. Constraints of the form x ∈ S can be formulated through underlying LMIs and handled using efficient techniques from semi-definite programming [23] for numerical optimization.
B. Rigid-Body Dynamics
The treatment of rigid body dynamics here largely follows 6D spatial notation [21] , [25] . The reference [21] provides an excellent and detailed account of spatial notation, with the a more practitioner-focused treatment in [25] . Spatial notation can be oneto-one translated to a corresponding Lie-theoretic notation [26] . A recent technical report nicely describes notational and conceptual correspondences [27] .
The dynamics of a rigid-body system can be compactly described by the equations
where H ∈ R N×N the mass matrix, N ∈ N+ the number of degrees of freedom, q ∈ Q the configuration with Q the configuration manifold, ν ∈ R N the generalized velocity, Cν and g the Coriolis and gravity forces, τ ∈ R N the generalized force, Jc j ∈ R 6×N the 6D Jacobian for contact j, and fc j the wrench at contact j. These equations can be derived using a Newton Euler approach [25] . Supposing a system of NB bodies, with coordinate systems attached to each body. The spatial (6D) velocity of each body can be described by
where Ji ∈ R 6×N is a Jacobian for body i, ωi ∈ R 3 the angular velocity in body coordinates, and vi ∈ R 3 the linear velocity of the coordinate origin (in the local coordinates). The spatial acceleration of the body is then given bẏ
It can be shown that the Newton and Euler equations for a single rigid body can be compactly described through [25] :
where fi the net wrench on body i. The spatial 6D inertia tensor I i ∈ R 6×6 is given by
rotational inertia tensor about the coordinate origin. The operator (vi× * ) is a spatial cross product matrix given by
The body dynamics can account for the effects of gravity by noting that fi = f e i +I i i ag where i ag ∈ R 6 is the gravitational acceleration in frame i and f e i represents the net external wrench (from actuator torques or other external forces).
The spatial inertia tensor for each body i can be viewed as a functional of an underlying density distribution ρi(·) :
Definition 2 (Density Realizable). We say that an inertia tensor I is density realizable if ∃ρ(·) such that the structural components of I , (m, mc,Ī ) satisfy (7)-(9) respectively.
Through the lens of standard Recursive-Newton-Euler Algorithms, (1) can be formed by projecting all external wrenches back to the generalized forces:
This process is functionally equivalent to projecting the applied and inertial forces as in Kanesian dynamics [28] .
C. Inertial Parameter Effects on the Dynamic Equations of Motion
We now detail the set of inertial parameters for each body and show their mathematical contribution to the equations of motion. Expressing each rotational inertiaĪ i as: where we have dropped body indices i for clarify of presentation. We let π ik denote the k-th parameter for body i, with I k the fixed basis such that I (πi) = k I k π ik . Parameters for all bodies are collected as
Expanding the role of each π ik in (11)
Combining the above equation with (2) and (3) it follows that one can construct a regressor matrix Y [20] , such that
The regressor matrix readily provides a simple method to pursue inertia parameter identification. Given a set of Ns samples q (m) , ν (m) ,ν (m) , τ (m) , and f (m) c j with m ∈ {1, . . . , Ns} the regressor can be used to formulate a simple least-squares parameter identification problem as [15] min π m
This unconstrained optimization problem is efficiently solvable to global optimality. However, without including appropriate constraints, the inertias I (πi) may not be density realizable at the optimal πi, and thus would not correspond to any physical system. The following section describes necessary constraints on each πi for physical consistency.
III. PREVIOUS RESULTS
In this section, we will focus on physical consistency for a single rigid body. As such, body indices will be dropped. Attempts to enforce physical consistency focus not on the rotational inertialĪ about the local coordinate origin, but on the rotational inertiaĪ C about the CoM. Through the parallel axis theorem in 3D,
A. Physical Semi-consistency: An LMI Paramterization
Until recently, the positive definiteness ofĪ C served as a common constraint on the inertial parameters [15] , [29] , [30] . In a rigid body system, when each mi > 0 andĪ C i ≻ 0, it can be shown that H(q) ≻ 0 ∀q ∈ Q [30] . In the case of adaptive control, where trajectory regulation is often more important than parameter convergence, satisfaction of this constraint on H(q) throughout adaptation is sufficient to admit tracking guarantees [29] . However, as detailed in [17] ,Ī C ≻ 0 is not sufficient for density representability of I . With this in mind, we make the following definition.
Definition 3 (Physical Semi-consistency).
A vector of inertial parameters π ∈ R 10 is called physically semi-consistent if:
The set of physically semi-consistent parameters is denoted C ⊂ R 10 .
Theorem 1 (LMI Representation of C). [15] The set of physically semi-consistent parameters C is a convex cone and is strictly LMI representable. It's LMI representation is given as
Proof: The convexity of the set of physically semi-consistent parameters was proven originally in [29] . We verify the LMI representation as in [15] . We recall that the inertia tensor is linear in the parameters π
The Schur complement of m1 in I [23] is given bȳ
Yet, since S(h) = mS(c) it follows that
Thus, via the Schur Complement lemma [23] , π ∈ C if and only if I (π) ≻ 0.
Extending the optimization of (14) to include these constraints results in a Semi-Definite Problem (SDP) which can be solved to global optimality with commercial SDP solvers such as MOSEK, GUROBI, and others.
B. (Full) Physical Consistency: A Nonlinear Parameterization
Definition 4 (Physical Consistency). A vector of inertial parameters π ∈ R 10 is called physically consistent if m(π) > 0 and I (π) is density realizable .
The set of physically consistent parameters is denoted as C * ⊂ R 10 .
In comparison to the previous section, the set of physically consistent inertia parameters has been shown [17] to require only three additional conditions onĪ C . These additional constraints arise from considerations regarding the principal moments of inertia. LettingĪ 
Even for a single rigid body, optimization with this parameterization of C * results is a nonlinear optimization problem over a manifold Solution of this problem is possible using novel methods in [17] . However, the optimization approach requires custom solvers and does not guarantee global optimality.
IV. (FULL) PHYSICAL CONSISTENCY: A LMI PARAMETERIZATION
This section takes a closer look at the conditions which are required for physical consistency. We show that, in fact, the triangle inequalities can be expressed directly as an LMI on the traditional parameters π, without resorting to an explicit parametrization ofĪ C . We begin by first finding an matrix inequality which captures the triangle inequalities onĪ C . This matrix inequality has a physical interpretation which is grounded in the density-weighted covariance of a rigid body. This physical interpretation will be shown to admit a LMI characterization of density realizability through an analog of the parallel axis theorem as applied to a matrix of second moments.
A. A matrix inequality for triangle inequalities onĪ
with R ∈ SO(3) and J = diag(J1, J2, J3), J1, ..., J3 > 0 as before. The triangle inequalities onĪ C (21) can be rewritten as
for each i = 1, ..., 3. Noting that J1, ..., J3 are the eigenvalues of I C , (23) is equivalent to
where λmax(·) provides the maximum eigenvalue of its argument, and Tr(·) is the trace operator. It follows from [31] that (24) is LMI equivalent to 1 2 Tr(Ī C ) 1 −Ī C 0 (25)
B. The Density-Weighted Covariance of a Rigid Body
The mathematical condition in (25) can be interpreted more cleanly as requiring a positive semidefinite covariance of the rigidbody in a density-weighted sense. We note thatĪ C can be expanded algebraically to verifȳ
where xc = x−c. To simplify this expression, we define the densityweighted covariance of a rigid-body as
From this definition, it follows that
using tr(Ī C) = 2tr(ΣC). From (29) , it can be seen that ΣC andĪ C share a set of eigenvectors. It can further be verified that if µ1, µ2, µ3 the eigenvalues of ΣC , then
are the eigenvalues ofĪ C . Using these relationships, in light of (25), the following can be verified. A similar mathematical result can be found within [32] , however, the physical connection to the density-weighted covariance provided here is new. Remark 1. Intuitively, when ΣC has a zero eigenvalue, the underlying density distribution is degenerate. An infinitely thin plate, for instance, has no variance normal to the plate, and thus has a single zero eigenvalue in ΣC . Correspondingly, one of the triangle inequalities would hold tightly for this case. Since any physical body must have non-infinitesimal spatial extent in all directions, it suffices to consider physical realizability under the condition that the triangle inequalities hold with strict inequality. Remark 2. Proposition 3 may also be interpreted cleanly within the context of probability theory. Suppose X ∈ R 3 a random variable with P (x = X) = ρ(x)/m its density-related probability distribution. Define E[·] the expectation operation. Proposition 3 effectively states that the covariance of X, given by
is non-degenerate density realizable if and only if the covariance is positive definite. Thus, from the standpoint of multivariate statistics, this new condition on density realizability may be rather unsurprising in hindsight.
Remark 3. Proposition 1 could have applicability to inertia identification and adaptive methods within attitude control of aerial vehicles (e.g. [33] , [34] , [35] , [36] ). In these applications, the CoM location is often assumed known, and focus is placed on estimating the CoM inertiaĪ C . Considerations of the triangle inequalities are often overlooked, but have received attention in a subset of the literature [37] , [38] . The LMI conditions in Proposition 1 could be considered to address the triangle inequalities within this thread of work.
C. An LMI Representation of Physical Consistency
While (25) and its covariance interpretation provide a matrix inequality for the physical consistency ofĪ C , this condition is not linear in the inertial parameters π. An analog of the parallel axis theorem for ΣC, however, will admit an LMI characterization similar to that provided in Theorem 1.
The matrix of second mass-moments Σ ∈ R 3×3 is defined as
Through expansion of (28) and using (7) and (8), an analog to the parallel axis theorem can be verified as:
Using the relationship Σ = 1 2 tr(Ī )13 −Ī as in (30)
which is linear in the standard inertia parameters π.
Theorem 3 (LMI Representation of C * ). The set of physically consistent parameters C * for a single rigid body is a convex cone and is strictly LMI representable. Its LMI representation is given by
Proof: By the Schur complement lemma, π ∈ C * if and only if m(π) > 0 and Σ − 1 m hh T ≻ 0. By application of the parallel axis theorem for second mass-moment matrices (33) , and using h = mc, this is equivalent to ΣC ≻ 0. From Proposition 1, this is equivalent toĪ C ≻ 0 andĪ C satisfies the triangle inequalities. Finally, from the main result of [17] , this is equivalent to density realizability of the inertia parameters.
Definition 6 (Pseudo-Inertia Matrix). The matrix in the LMI for Thm. 3 is denoted as
J (π) is named the pseudo-inertia matrix as originally in [22] . Remark 4. Again, taking a statistical view on the rigid-body, the results of Thm. 3 can be seen to flow from a condition on the statistical first and second moments [39, Thm. 16 In comparison, the LMI constraint on J (π) in Thm. 3 multiplies each of these components by the overall mass m(π).
Remark 5. Convexity of C * can be understood from a physical standpoint. C * convex means that for any π1, π2 ∈ C * and 0 ≤ α ≤ 1 the convex combination απ1 + (1 − α)π2 is in C * . The fact that απ1 + (1 − α)π2 is physically consistent can be reasoned through scaling and adding underlying density representations, i.e. απ1 + (1 − α)π2 is density realizable by αρ1(·) + (1 − α)ρ2(·).
The 4 × 4 matrix J (π) was found more commonly in the early robot dynamics literature (e.g. [22] , [40] , [41] ) and in early work on adaptive control (e.g. [42] ) wherein it was similarly called a pseudo-inertia matrix. It has been employed more recently within the context of 4 × 4 matrix forms of the equations of motion for a single rigid body [43] , [44] under different names. A parameter identification approach for a single rigid body using these 4 × 4 equations was proposed in [44] enforcing positive definiteness of J (π). The same matrix J (π) is used to provide a left-invariant Riemannian metric over SE(3) in [32] and appears in more recent robotics books [45] , [46] . Despite its relative importance, the pseudoinertia matrix is notably lacking from current mainstream literature on robot dynamics.
It is interesting to note how the pseudo-inertia J (π) compares to the standard spatial inertial I (π) in terms of the kinetic energy metric each provides.
It can be verified that the kinetic energy associated with v satisfies
Thus, while physical semi-consistency ensures that the associated kinetic energy metric is positive definite, the additional constraints from the triangle inequalities enforce additional structure on this metric. As we have seen, the triangle inequalities are precisely what enforce this structure, and represent the difference between ensuring I (π) ≻ 0 and J (π) ≻ 0. This fundamental insight is one that is entirely new, enabled from the statistical perspective in this paper. The pseudo-inertia matrix is of a lower dimension (4×4) than the spatial inertia matrix (6 × 6) . This may be surprising in light of the fact that the 3 additional triangle inequalities are embedded within the LMI for J (π). As a result, however, LMIs over J (π) are more computationally efficient than those over I (π).
D. Implications for Inertia Parameter Identification Problems
With the result of Theorem 3, physical consistency constraints can be added to the optimization problem (14) without corrupting its opportunity for efficient and global numerical solution. 
∀i ∈ {1, . . . , NB}
V. CONCLUSIONS This note has detailed linear matrix inequality conditions on the representability of an inertia tensor by an underlying density distribution. This was accomplished through the use of recent results in [17] which identified a critical triangle inequality condition on the the principal moments of inertia around the center of mass which was neglected in previous work. However, the incorporation of this constraint within parameter identification optimization problems previously led to a general nonlinear optimization problem which required dedicated methods for optimization on manifolds. The new work here has shown how the triangle inequality constraints can be incorporated by LMIs on the rotational inertia tensor directly. LMIs have been shown which characterize this condition over the rotational inertia tensor at the CoM, or though the structural components of the inertia tensor at a general coordinate origin. Implications of this observation were discussed to provide the opportunity for the efficient solution of identification problems to global optimality.
Future work will pursue numerical experiments using the proposed constraint modifications for inertia parameter identification. The characterization of density representability for inertia parameters could further provide insight into online parameter adaptation strategies for adaptive control, extending the gradient projection approaches used previously in the literature [29] .
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