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Abstract
We prove Abelian magnetic monopole dominance in the string tension of QCD.
Abelian and monopole dominance in low energy physics of QCD has been confirmed
for various quantities by recent Monte Carlo simulations of lattice gauge theory. In
order to prove this dominance, we use the reformulation of continuum Yang-Mills
theory in the maximal Abelian gauge as a deformation of a topological field theory of
magnetic monopoles, which was proposed in the previous article by the author. This
reformulation provides an efficient way for incorporating the magnetic monopole con-
figuration as a topological non-trivial configuration in the functional integral. We
derive a version of the non-Abelian Stokes theorem and use it to estimate the expec-
tation value of the Wilson loop. This clearly exhibits the role played by the magnetic
monopole as an origin of the Berry phase in the calculation of the Wilson loop in the
manifestly gauge invariant manner. We show that the string tension derived from the
diagonal (abelian) Wilson loop in the topological field theory (studied in the previous
article) converges to that of the full non-Abelian Wilson loop in the limit of large
Wilson loop. Therefore, within the above reformulation of QCD, this result (together
with the previous result) completes the proof of quark confinement in QCD based on
the criterion of the area law of the full non-Abelian Wilson loop.
Key words: quark confinement, topological field theory, magnetic monopole, non-
Abelian Stokes theorem
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1 Introduction
In a series of articles [1, 2, 3], we have investigated quark (resp. charge) confinement
in four-dimensional non-Abelian [1, 2] (resp. Abelian [3]) gauge theories. The main
purpose of them was to clarify the mechanism of quark (resp. charge) confinement
and to give the proof of quark confinement starting from quantum chromodynamics
(QCD) (resp. quantum electrodynamics (QED)) without introducing ad hoc assump-
tions. A special gauge fixing called the maximal Abelian gauge (MAG) has been
adopted in these investigations. For a non-Abelian gauge group G, the MAG implies
a partial gauge fixing in which the coset G/H is fixed with the maximal torus sub-
group H being unbroken. The MAG is regarded as a field theoretical realization of
the Abelian projection proposed by ’t Hooft [4].
In the first article [1], we have proved that the QCD vacuum is the dual supercon-
ductor 1 in the sense that the low-energy effective gauge theory of QCD in the MAG
is given exactly by the dual Ginzburg-Landau theory, which we called the Abelian-
projected effective gauge theory (APEGT). This result supports magnetic monopole
condensation as a mechanism of quark confinement. The dual superconductivity in
QCD gives the most intuitively appealing picture of quark confinement.
In the second article [2], we have presented a reformulation of the non-Abelian
gauge theory as a (perturbative) deformation of a topological (quantum) field theory
(T(Q)FT) which describes topological non-trivial sector of the gauge theory. This
reformulation provides an efficient way for incorporating the magnetic monopole [6, 7]
configuration (which appears after Abelian projection) as a topological non-trivial
configuration in the functional integral of gauge theory. In the article [2] we have
defined the diagonal Abelian Wilson loop by using the gauge field variable belonging
to the maximal torus subgroup H of G. We have proved that, in the TFT obtained
from the four-dimensional Yang-Mills (YM) theory with a gauge groupG in the MAG,
the evaluation of the diagonal Abelian Wilson loop is reduced to that of the equivalent
two-dimensional coset G/H non-linear sigma model (NLSM). This equivalence is a
consequence of the Parisi-Soulous dimensional reduction of the four-dimensional TFT
in the MAG into the two-dimensional G/H coset NLSM. This is an exact result. This
result stems from the supersymmetry hidden in the TFT in the MAG. Moreover, we
have shown that the area law of the diagonal Wilson loop is derived by summing up
the contribution of instanton and anti-instanton configurations in the two-dimensional
NLSM. These results lead to the linear confining static potential between quark and
anti-quark in the TFT sector. For G = SU(2), the equivalent model of the TFT is
given by the O(3) NLSM or CP 1 model. Thus the dimensional reduction is considered
as another mechanism for quark confinement.
Similar idea can also be applied to Abelian gauge theory. Actually, in the third
article [3], the existence of confinement phase in the strong coupling region of QED
1 According to the recent Monte Carlo simulation, the type of dual superconductor as the QCD
vacuum is reported to be on the border of the type II, see [5] for the defintion of the type of dual
superconductor. This will be due to the dressing of the Abelian flux connecting the quark and anti-
quark pair by the off-diagonal gluon components, since the Abelian dual Ginzburg-Landau theory
obtained as the APEGT is of type II (near the London limit) [1].
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has been shown in the sense that the linear static potential is generated between two
fractional charges due to vortex condensation.
As a background of the works [1, 2, 3], it is necesarry to know that the Abelian
and monopole dominance [8, 9] in low energy physics in QCD has been confirmed
for various quantities by recent Monte Carlo simulations of lattice gauge theory, see
e.g. [10] and [11]. This is especially remarkable in the MAG. According to the lattice
Monte Carlo simulations, the non-Abelian string tension σ is nearly saturated by the
Abelian part σAbel obtained in the MAG; Indeed, σAbel ∼= 0.92σ for G = SU(2), β =
2.5115 [12]. This is called the Abelian dominance. Moreover, the Abelian part σAbel is
dominated by the monopole contribution, σmonopole as σmonopole ∼= 0.95σAbel [13]. This
is called the monopole dominance. However, it is not clear whether the abelian and
monopole dominance on the lattice survives the continuum limit.
In this article, to avoid the subtle problem of taking the continuum limit of the
lattice gauge theory, we make use of the continuum formulation introduced in [2] of
the gauge theory to study the Abelian and monopole dominance in QCD. Here it
is important to remember that the criterion of quark confinement should be gauge
invariant, since only the gauge invariant concept has physical meaning in gauge theo-
ries. Indeed, the full non-Abelian Wilson loop is gauge invariant by construction and
hence the expectation value is independent of the gauge chosen. Therefore the area
law of the full non-Abelian Wilson loop gives a gauge independent criterion for quark
confinement. Consequently, the string tension obtained from the area law is gauge-
invariant and gives the gauge-independent linear static potential between quark and
anti-quark. Therefore, in the practical calculation of the full non-Abelian Wilson
loop, we can adopt an adequate gauge so as to simplify the calculation. It turns out
that such a simplest gauge is given by the MAG.
In this article we deal with the full non-Abelian Wilson loop and clarify the re-
lationship between the full non-Abelian Wilson loop and the diagonal Wilson loop
introduced and evaluated in [2]. At first glance, it seems that the area law derived
in [2] from the Abelian (diagonal) Wilson loop might depend on the specific gauge
fixing chosen, the MAG. This is not the case, as shown in this article.
The main purpose of this article is to show that the area law of the diagonal
Wilson loop in the TFT is sufficient to conclude the area law of the full non-Abelian
Wilson loop in the YM theory. Actually, it turns out that the string tension σMAG
derived from the diagonal (abelian) Wilson loop in the TFT (studied in the previous
article [2]) converges to the string tension σ of the full non-Abelian Wilson loop in the
YM theory in the limit of large Wilson loop C, that is to say, the difference between
two string tensions goes to zero in the large Wilson loop limit,
σ − σMAG ց 0 as |Area(C)| ր ∞. (1.1)
This impiles Abelian and monopole dominance in the string tension of QCD. More-
over, within the reformulation of gauge field theories given in [2], the result (1.1)
completes the proof of quark confinement in QCD based on the criterion of the area
law of full non-Abelian Wilson loop, since the area law for the diagonal Wilson loop,
i.e. σAbel = σMAG 6= 0 for any value of the gauge coupling (g > 0) was shown us-
ing dimensional reduction and instanton calculus in the previous article [2]. Under
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the MAG, we can show without ad hoc assumptions that the dual superconductivity
and the dimensional reduction are exactly realized in QCD, both of which lead to
monopole condensations as the mechanism for quark confinement.
This article is organized as follows. In section 2, we review the formulation of
the YM theory as a deformation of the TFT [2]. In section 3, we rederive a version
[18, 19] of the non-Abelian Stokes theorem (NAST) [14, 15, 16, 17, 18, 19, 20, 21]
based on the coherent state representation [22, 23, 24, 25]. This clearly shows gauge
invariance of the Wilson loop and the role played by the magnetic monopole in the
calculation of the Wilson loop. The NAST clarify also the relationship between the
monopole contribution and the Berry phase [26, 27, 28, 29, 30, 31, 32]. In section
4, the NAST is used it to estimate the expectation value of the Wilson loop and to
prove the main statement.
2 Yang-Mills theory as a deformation of a TFT
and dimensional reduction
In the previous article [2], we have presented the reformulation of the non-Abelian
gauge theory as a deformation of a topological field theory. In this section, we sum-
marize the essence of this reformulation for later convenience.
2.1 Separation of field variables
The Yang-Mills (YM) theory with a gauge group G = SU(N) on the D-dimensional
space-time is described by the action (D > 2),
StotQCD =
∫
dDx(LQCD[Aµ, ψ] + LGF ), (2.1)
LQCD[Aµ, ψ] := −1
2
trG(FµνFµν) + ψ¯(iγµDµ[A]−m)ψ, (2.2)
where LGF is the gauge fixing term specified below and
Aµ(x) =
N2−1∑
A=1
AAµ (x)TA, (2.3)
Fµν(x) :=
N2−1∑
A=1
FAµν(x)TA := ∂µAν(x)− ∂νAµ(x)− ig[Aµ(x),Aν(x)], (2.4)
Dµ[A] := ∂µ − igAµ. (2.5)
We adopt the following convention. The generators TA(A = 1, · · · , N2− 1) of the
Lie algebra G of the gauge group G = SU(N) are hermitian and satisfy [TA, TB] =
ifABCTC , with a normalization, tr(TATB) = 1
2
δAB. Let H = U(1)N−1 be the maximal
torus group of G and T a be the generators in the Lie algebra G \ H where H is the
Lie algebra of H .
In the following, we discuss only the case of SU(2) explicitly, although most of the
following results can be easily extended into SU(N), N > 2. For G = SU(2), TA =
3
(1/2)σA(A = 1, 2, 3) with Pauli matrices σA and the structure constant is fABC =
ǫABC . The indices a, b, · · · denote the off-diagonal parts of the matrix representation.
The Cartan decomposition of the gauge field reads
Aµ(x) =
3∑
A=1
AAµ (x)TA := aµ(x)T 3 +
2∑
a=1
Aaµ(x)T
a. (2.6)
Under the gauge transformation, the gauge field Aµ(x) transforms as
Aµ(x)→ AUµ (x) := U(x)Aµ(x)U †(x) +
i
g
U(x)∂µU
†(x). (2.7)
In order to quantize the YM theory, this gauge degrees of freedom must be fixed
by the procedure of gauge fixing. The gauge fixing condition is usually written as
F [A] = 0. The procedure of gauge fixing must be done in such a way that the gauge
fixing condition is preserved also for the gauge rotated field AUµ , i.e., F [AU ] = 0. This
is guaranteed by the Faddeev-Popov (FP) ghost field. In the BRST formalism, both
the gauge-fixing and the FP terms are automatically produced using a functional Ggf
of the field variables as
LGF := −iδBGgf [Aµ, C, C¯, φ], (2.8)
where C, C¯ are ghost, anti-ghost fields and φ is the Lagrange multiplier field for the
gauge fixing condition. Here δB denotes the nilpotent BRST transformation δB (δ
2
B ≡
0),
δBAµ(x) = Dµ[A]C(x) := ∂µC(x)− ig[Aµ(x), C(x)],
δBC(x) = ig1
2
[C(x), C(x)],
δBC¯(x) = iφ(x),
δBφ(x) = 0,
δBψ(x) = igC(x)ψ(x), δBψ¯(x) = −igC(x)ψ¯(x). (2.9)
The partition function of QCD is given by
ZQCD[J ] :=
∫
[dAµ][dC][dC¯][dφ][dψ][dψ¯] exp {iStot + iSJ} , (2.10)
with the source term,
SJ :=
∫
dDx(trG [J
µAµ + JcC + Jc¯C¯ + Jφφ] + η¯ψ + ηψ¯). (2.11)
To reformulate the YM theory as a deformation of a topological field theory [2],
we first regard the field Aµ and ψ as the gauge transformation of the fields Vµ and Ψ,
Aµ(x) := U(x)Vµ(x)U †(x) + Ωµ(x), Ωµ(x) := i
g
U(x)∂µU
†(x), (2.12)
ψ(x) := U(x)Ψ(x), (2.13)
4
where Vµ and Ψ are identified with the field variables in the perturbative sector.
Furthermore we introduce new ghost field γ, anti-ghost field γ¯ and the multiplier
field β which are subject to a new BRST transformation δ˜B,
δ˜BVµ(x) = Dµ[V]γ(x) := ∂µγ(x)− ig[Vµ(x), γ(x)],
δ˜Bγ(x) = ig
1
2
[γ(x), γ(x)],
δ˜Bγ¯(x) = iβ(x),
δ˜Bβ(x) = 0,
δ˜BΨ(x) = igγ(x)Ψ(x), δ˜BΨ¯(x) = −igγ(x)Ψ¯(x). (2.14)
Then the partition function is rewritten as
ZQCD[J ] =
∫
[dU ][dC][dC¯][dφ]
∫
[dVµ][dγ][dγ¯][dβ][dΨ][dΨ¯]
× exp
{
i
∫
dDx
[
− iδBGgf [Ωµ + UVµU †, C, C¯, φ]
]
+i
∫
dDx
[
LQCD[Vµ,Ψ]− iδ˜BG˜gf(Vµ, γ, γ¯, β)
]
+ iSJ
}
,(2.15)
where
SJ =
∫
dDx{trG [Jµ(Ωµ + UVµU †) + JcC + Jc¯C¯ + Jφφ] + η¯UΨ+ ηΨ¯U †}. (2.16)
2.2 Maximal Abelian gauge
A covariant choice for gauge fixing is the Lorentz gauge,
F [A] := ∂µAµ = 0. (2.17)
The most familiar choice of Ggf is
Ggf = trG[C¯(∂µAµ + α
2
φ)], (2.18)
which yields
LGF := −iδBGgf [Aµ, C, C¯, φ] = trG[φ∂µAµ + iC¯∂µDµ[A]C + α
2
φ2]. (2.19)
The parameter α is called the gauge-fixing parameter.
In the previous articles [1, 2], we examined the maximal abelian gauge (MAG).
For G = SU(2), MAG is given by
F±[A, a] := (∂µ ± igaµ)A±µ = 0, (2.20)
using the (±, 3) basis,
O± := (O1 ± iO2)/
√
2. (2.21)
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The simplest choice of Ggf for MAG in (±, 3) basis is
Ggf =
∑
±
C¯∓(F±[A, a] +
α
2
φ±), (2.22)
which is equivalently rewritten in the usual basis as
Ggf =
∑
a=1,2
C¯a(F a[A, a] +
α
2
φa), (2.23)
F a[A, a] := (∂µδab − gǫab3aµ)Abµ := Dµab[a]Abµ. (2.24)
In the previous article [2], we took a slightly modified choice,
G′gf = −δ¯B
(
1
2
AaµA
µa + iCaC¯a
)
= −δ¯B
(
A+µA
−
µ + i
∑
±
C±C¯∓
)
, (2.25)
where δ¯B is the anti-BRST transformation,
δ¯BAµ(x) = Dµ[A]C¯(x) := ∂µC¯(x)− ig[Aµ(x), C¯(x)],
δ¯BC(x) = iφ¯(x),
δ¯BC¯(x) = ig1
2
[C¯(x), C¯(x)],
δ¯Bφ¯(x) = 0,
δ¯Bψ(x) = igC¯(x)ψ(x), δ¯Bψ¯(x) = −igC¯(x)ψ¯(x),
φ(x) + φ¯(x) = g[C(x), C¯(x)], (2.26)
where φ¯ is defined in the last equation. The BRST and anti-BRST transformations
have the following properties,
(δB)
2 = 0, (δ¯B)
2 = 0, {δB, δ¯B} := δB δ¯B + δ¯BδB = 0. (2.27)
Our choice of gauge fixing term leads to a remarkable form for the gauge-fixing part,
LGF = iδB δ¯B
(
1
2
AaµA
µa + iCaC¯a
)
= iδB δ¯B
(
A+µA
−
µ + i
∑
±
C±C¯∓
)
, (2.28)
which is invariant under the BRST and anti-BRST transformations,
δBLGF = 0 = δ¯BLGF . (2.29)
The choice of G′gf allows the separation of the variable in such a way
LGF = −iδBG′gf [Ωµ + UVµU †, C, C¯, φ]
= LTFT [Ωµ, C, C¯, φ] + iVAµMAµ [U ] +
i
2
VAµ VBµ KAB[U ], (2.30)
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where we have defined,
LTFT := −iδBG′gf [Ωµ, C, C¯, φ] = iδB δ¯B
(
1
2
ΩaµΩ
a
µ + iC
aC¯a
)
, (2.31)
MAµ [U ] := δB δ¯B[(UTAU †)aΩaµ],
KAB[U ] := δB δ¯B[(UTAU †)a(UTBU †)a], (2.32)
where we have used that the action of δB is trivial in the perturbative sector,
δBVµ(x) = 0 = δ¯BVµ(x). (2.33)
The most basic BRST transformation δB is given by
δBU(x) = igC(x)U(x), δ¯BU(x) = igC¯(x)U(x), (2.34)
which yields
δBΩµ(x) = Dµ[Ω]C(x), δ¯BΩµ(x) = Dµ[Ω]C¯(x). (2.35)
2.3 Deformation of topological field theory
The partition function of QCD is rewritten as
ZQCD[J ] :=
∫
[dU ][dC][dC¯][dφ] exp
{
iSTFT [Ωµ, C, C¯, φ]
+i
∫
dDxtrG [J
µΩµ + JcC + Jc¯C¯ + Jφφ] + iW [U ; Jµ, η¯, η]
}
,
eiW [U ;J
µ,η¯,η] :=
∫
[dVµ][dγ][dγ¯][dβ][dΨ][dΨ¯] exp
{
iSpQCD[Vµ,Ψ, γ, γ¯, β]
+i
∫
dDx
[
VAµ J Aµ +
i
2
VAµ VBµ KAB[U ]
+trG(η¯UΨ+ ηΨ¯U
†)
]}
, (2.36)
SpQCD[Vµ,Ψ, γ, γ¯, β] :=
∫
dDx
[
LQCD[V,Ψ]− iδ˜BG˜gf (Vµ, γ, γ¯, β)
]
, (2.37)
J Aµ := (U †JµU)A + iMAµ [U ], (2.38)
where [dU ] is the invariant measure on the group G. Here W [U ; Jµ, η¯, η] denotes the
deformation from the TFT. When U ≡ 1 and MAµ [U ] ≡ 0 ≡ KAB[U ], W [U ; Jµ, η¯, η]
coincides with the generating functional of the connected correlation function in the
perturbative QCD (pQCD) with the action SpQCD (topological trivial sector). The
correlation functions of the original fundamental field Aµ, ψ, ψ¯ is obtained by differ-
entiating ZQCD[J ] with respect to the source Jµ, η¯, η. The sector written in terms of
the TFT fields (U, C, C¯, φ) should be treated non-perturbatively. The perturbative ex-
pansion around the TFT means the integration over the new fields (Vµ, γ, γ¯, β) based
on the perturbative expansion in powers of the coupling constant g. The deformation
W [U ; Jµ, η¯, η] should be calculated according to the ordinary perturbation theory in
the coupling constant g, keeping the variable U untouched. An interpretation of this
reformulation was given from the viewpoint of the background field method [33].
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2.4 Dimensional reduction to NLSM
For a while, we neglect the perturbative contribution W and consider only the TFT
part. Owing to the gauge choice of MAG, Parisi-Soulas dimensional reduction occurs
for the TFT. Consequently, the D-dimensional TFT with the action
STFT [Ωµ, C, C¯, φ] =
∫
dDx iδB δ¯B
(
1
2
Ωaµ(x)Ω
a
µ(x) + iC
a(x)C¯a(x)
)
(2.39)
is equivalent to the (D-2)-dimensional coset G/H non-linear sigma model (NLSM)
with an action,
SNLSM [U ] = 2π
∫
dD−2z
1
2
Ωaµ(z)Ω
a
µ(z), Ωµ(z) :=
i
g
U(z)∂µU
†(z)
=
β
2
∫
dD−2z trG\H[∂
µU(z)∂µU †(z)], β :=
2π
g2
. (2.40)
Therefore, the TFT part of four-dimensional SU(2) non-Abelian gauge theory is re-
duced to the two-dimensional O(3) NLSM. Hence, the calculation of the diagonal
Wilson loop for the four-dimensional topological part is reduced to that in the two-
dimensional O(3) NLSM or equivalent CP 1 model.
In the previous article [2], the area law decay of the expectation value of the
Wilson loop in the four-dimensional TFT (as a topological non-trivial sector of the
four-dimensional YM theory) has been deduced by summing up the instanton and
anti-instanton configurations in the two-dimensional equivalent NLSM and the linear
confining static potential between quark and anti-quark in the TFT sector is derived.
In this article, we show that the area law of the diagonal Wilson loop in the TFT
is sufficient to conclude the area law of the full non-Abelian Wilson loop in the YM
theory. This completes the proof of quark confinement based on the criterion of the
Wilson loop in the four-dimensional YM theory.
3 Non-Abelian Stokes theorem
The Wilson loop operator is defined as a path ordered product of an exponent along
a closed loop C. In the Abelian case, due to the ordinary Stokes theorem, it is
rewritten as a surface integral on the surface S whose boundary is given by C. In
contrast to the ordinary Stokes theorem, there may be many possibilities for the non-
Abelian Stokes theorem (NAST) [14, 15, 16, 17, 18, 19, 20, 21]. In this article we
treat a version of the NAST derived by Diakonov and Petrov [18, 19]. This version of
NAST is able to remove path ordering from the expression of the non-Abelian Wilson
loop. Instead, we must perform the functional integration. First of all, we rederive
the NAST for the gauge group G = SU(2) using the path integral formalism in the
spin coherent state representation. Moreover, we clarify the relationship between the
induced magnetic monopole and the Berry phase which appear in the NAST. Second,
we give the general NAST for any compact Lie group G. The NAST is manifestly
gauge invariant as in the Wilson loop. In the next section, we make use it to prove
the abelian monopole dominance in the string tension of QCD.
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3.1 Path integral in the coherent state representation
We consider the formal expression,
Z[t, 0] := trPt exp
[
−i
∫ t
0
dτH(τ)
]
, (3.1)
where Pτ is the t-ordering (or path-ordering) operator and the ”Hamiltonian” H is
specified later. We can make it well defined by taking the limit of discretization,
Z[t, 0] = lim
N→∞,ǫ→0
trPτ
N−1∏
n=0
[1− iǫH(τn)], (3.2)
where ǫ = t/N is the timestep and τn = nǫ is the discrete time. The limit is taken
keeping Nǫ = t constant. For a given Hamiltonian in the representation J , we would
like to obtain a path integral representation of the partition function for a spin system.
We make use of the spin coherent state to write the path integral representation
of Z[t, 0]. Consider the group SU(2) and an irreducible representation characterized
by highest spin J . Let |0〉 denote the maximally polarized state |0〉 = |J, J〉 which is
the highest weight state of a spin-J representation {|J,M〉} of SU(2) where M labels
the eigenvalue of J3,
J2|J,M〉 = J(J + 1)|J,M〉, (−J ≤M ≤ J),
J3|J,M〉 = M |J,M〉. (3.3)
The state |J,M〉 is an eigenvector of both the diagonal generator J3 (Cartan subalge-
bra) and the quadratic Casimir invariant J2. Spin coherent sates are a family of spin
state {|n〉} which is obtained by applying the rotation operator R to the maximally
polarized state |0〉,
|n〉 := R(χ, θ, ϕ)|J, J〉 = eiJ3ϕeiJ2θeiJ3χ|J, J〉, (3.4)
where JA(A = 1, 2, 3) are three generators of SU(2) and (χ, ϕ, θ) are Euler angles
and the unit vector n parameterizes the spin coherent state. We have the freedom
to define χ arbitrary. This is a U(1) gauge freedom. We can eliminate it by fixing χ.
This is the gauge fixing for the residual gauge group H = U(1). The states are in one-
to-one correspondence with the (right) coset SU(2)/U(1) where U(1) is generated by
J3 (rotation about the z axis). In the language of differential geometry, the coherent
states form a Hermitian line bundle associated with the Hopf, or monopole, principal
bundle.
The diagonal matrix element of the generators reads
〈n|JA|n〉 = JnA, (3.5)
where
n(x) = (n1(x), n2(x), n3(x)) = (sin θ(x) cosϕ(x), sin θ(x) sinϕ(x), cos θ(x)). (3.6)
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It is known [22, 25] that the coherent sates are not orthogonal. The overlap, i.e. the
inner product of any two coherent states is evaluated as
〈n|n′〉 =
(
1 + n · n′
2
)J
e−iJΦ(n,n
′), (3.7)
Φ(n,n′) := 2 arctan
{
cos[1
2
(θ + θ′)]
cos[1
2
(θ − θ′)] tan
(
ϕ− ϕ′
2
)}
+ χ− χ′, (3.8)
where χ, χ′ depend on the gauge fixing.
The coherent states span the space of states of spin J . The measure of integration
over the group parameters is defined by
dµ(n) :=
2J + 1
4π
δ(n · n− 1)d3n = 2J + 1
4π
sin θdθdϕ. (3.9)
This is a Haar measure of the coset SU(2)/U(1), in other words, it is the area element
on the two-sphere S2. The state |n〉 can be expanded in a complete basis of the
spin-J irreducible representation {|J,M〉}. The coefficients of the expansion are the
representation matrix,
|n〉 =
+J∑
M=−J
|J,M〉D(J)MJ(n). (3.10)
The resolution of unity is given by
∫
dµ(n)|n〉〈n| =
+J∑
M=−J
|J,M〉〈J,M | = I, (3.11)
where I is an identity operator. Hence the coherent state |n〉 forms the complete set,
although it is not orthogonal. Thus the coherent states form an overcomplete basis.
In particular, for J = 1
2
, an element U(x) ∈ SU(2) is written as follows by
introducing three local field variables (θ(x), ϕ(x), χ(x)) corresponding to the Euler
angles,
R(ϕ, θ, χ) = U(x) = eiϕ(x)σ3/2eiθ(x)σ2/2eiχ(x)σ3/2
=
(
e
i
2
(ϕ(x)+χ(x)) cos θ(x)
2
−e i2 (ϕ(x)−χ(x)) sin θ(x)
2
e−
i
2
(ϕ(x)−χ(x)) sin θ(x)
2
e−
i
2
(ϕ(x)+χ(x)) cos θ(x)
2
)
,
θ ∈ [0, π], ϕ ∈ [0, 2π], χ ∈ [0, 2π], (3.12)
and (3.4) reads
|n〉 = R(χ, θ, ϕ)
(
1
0
)
= e
i
2
χ(x)
(
e
i
2
ϕ(x) cos θ(x)
2
e−
i
2
ϕ(x) sin θ(x)
2
)
. (3.13)
By making use of the explicit representation, we can make sure that the formulae
(3.5), (3.8) and (3.11) hold for J = 1/2.
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Inserting N resolutions of unit (3.11) between the factors in (3.2), we obtain
Z[t, 0] = lim
N→∞,ǫ→0
N∏
n=1
dµ(n(τn))
t∏
τ=ǫ
〈n(τ)|n(τ − ǫ)〉[1− iǫH(τ)], (3.14)
where the ”classical” Hamiltonian is defined by
H(τ) :=
〈n(τ)|H(τ)|n(τ − ǫ)〉
〈n(τ)|n(τ − ǫ)〉 , (3.15)
and the periodic boundary condition is adopted,
n(t) = n(0). (3.16)
In the limit N →∞, we replace the differences by the corresponding derivatives,
n(τ + ǫ)− n(τ)→ ǫn˙(τ) +O(ǫ2). (3.17)
For more rigorous treatment, see [22, 23].
Using (3.8), the overlap between coherent states at nearby steps to leading order
in ǫ reads
t∏
τ=ǫ
〈n(τ + ǫ)|n(τ)〉
= exp
{
−iJ
t∑
τ=ǫ
Φ(n(τ + ǫ),n(τ)) + J
t∑
τ=ǫ
ln
[
1 + n(τ) · n(τ − ǫ)
2
]}
. (3.18)
Making use of (3.8), we obtain
Φ(n(τ + ǫ),n(τ)) ∼= ǫ[ϕ˙(τ) cos θ(τ) + χ˙(τ)], (3.19)
whereas (3.17) leads to
ln
[
1 + n(τ) · n(τ − ǫ)
2
]
∼= ln
[
1− ǫ
2
4
(∂τn)
2
]
∼= −ǫ
2
4
(∂τn)
2. (3.20)
Within the same approximation, the classical Hamiltonian can be evaluated at equal
times,
H(τ)→ 〈n(τ)|H(τ)|n(τ)〉 +O(ǫ). (3.21)
By exponentiating the Hamiltonian and discarding higher-order terms in ǫ, the formal
continuum limit of (3.14) is obtained,
Z[t, 0] =
∫
[dµC(n)] exp(iS[n]), (3.22)
S[n] := −
∫ t
0
dτH [n]− γ(t) + J
4
ǫ
∫ t
0
dτ(∂τn)
2, (3.23)
H [n] := 〈n(τ)|H(τ)|n(τ)〉, (3.24)
γ(t) := J
∫ t
0
dτ [ϕ˙(τ) cos θ(τ) + χ˙(τ)], (3.25)
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where
[dµC(n)] := lim
N→∞,ǫ→0
N∏
n=1
dµ(n(τn)). (3.26)
The first term, the Hamiltonian, is specified below. Though the last term in S[n]
vanishes in the continuum limit ǫ→ 0, it plays the role of a regularization. Without
it, the ’action’ S[n] has no ’kinetic term’ for the field n.
The second term γ(t) depends on the trajectory of n(τ) on the sphere and not
on its explicit time dependence. It is geometric. The phase γ(t) is called the Berry
phase or geometric phase of the spin history [26, 27]. The Berry phase measures the
area enclosed by the path n(τ) on the unit sphere. The area increment is a spherical
triangle with vertices at n(τ),n(τ + ǫ) and (0, 0, 1) whose area is given by
ω := [1− cos θ(τ)]dϕ(τ). (3.27)
Hence the total area enclosed by the closed orbit is equal to
∮
Γ
ω :=
∫ t
0
dτ [1− cos θ(τ)]ϕ˙(τ). (3.28)
The Berry phase
γ(t) = JΩ = J
∮
Γ
ω = 4πJQ (3.29)
is expressed in a gauge invariant form.
We can introduce a vector potential
Ω :=
∫ t
0
dτA(τ) · d
dτ
n(τ). (3.30)
producing the a unit magnetic monopole whose line integral over the orbit n(τ) is
equal to the solid angle Ω subtended by that orbit. For example, in the domain
US := S
2 − South Pole = {(θ, ϕ) ∈ S2; θ 6= π}, (3.31)
UN := S
2 −North Pole = {(θ, ϕ) ∈ S2; θ 6= 0}, (3.32)
UM := S
2 −Meridian = {(θ, ϕ) ∈ S2; θ 6= 0, π, ϕ 6= 0}, (3.33)
the vector potential is respectively given by
AS := −1 − cos θ
r sin θ
ϕˆ = −
(
− y
r(r + z)
,
x
r(r + z)
, 0
)
,
AN :=
1 + cos θ
r sin θ
ϕˆ =
(
− y
r(r − z) ,
x
r(r − z) , 0
)
,
AM :=
cos θ
r sin θ
ϕˆ =
(
− yz
r(r2 − z2) ,
xz
r(r2 − z2) , 0
)
, (3.34)
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where ϕˆ is a unit vector in the direction of ϕ. The corresponding connection one-form
ω is given (for a choice of χ) by
ωS := J(− cos θ + 1)dϕ = 2J sin2 θ
2
dϕ, (χ = −ϕ),
ωN := J(− cos θ − 1)dϕ = −2J cos2 θ
2
dϕ, (χ = +ϕ),
ωM := −J cos θdϕ. (χ = 0). (3.35)
Note that ωN and ωS are interrelated by the gauge transformation,
ωS = ωN + 2Jdϕ. (3.36)
The connection one-form is related to the curvature two-form by the ordinary Stokes
theorem,
∮
Γ
ω =
∫
S
dω, Γ = ∂S. (3.37)
The curvature two-form dω does not depend on the choice of the connection one-form
(3.35), since
dω = J sin θdθ ∧ dϕ (3.38)
The Berry phase measures the flux of magnetic monopole through the area S of S2
bounded by the trajectory Γ of n(t).
Perform the contour integral along the θ= constant line for (3.36),
∮
C
ωS =
∮
C
ωN + 2J
∮
C
dϕ =
∮
C
ωN + 4πJ. (3.39)
This implies
ei
∮
C
ωS = ei
∮
C
ωN ei4πJ , (3.40)
and ei4πJ = 1, i.e., 4πJ = 2πn. Thus the quantization of the spin J = n
2
is obtained
as a topological invariant. Incidentally, the connection one-form ωS, ωN is written
using the unit vector as
ω(x) = J
n1(x)dn2(x)− n2(x)dn1(x)
1± n3(x) . (3.41)
3.2 Non-Abelian Stokes theorem for G = SU(2)
Now we apply the above result to evaluate the Wilson loop operator. We consider
the Hamiltonian
H(t) = A(t) := Aµ(x)dx
µ
dt
= AA(t)TA = AAµ (x)TA
dxµ
dt
, (3.42)
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where A(t) is the tangent component of the YM field along the loop (see the next
subsection for a more precise definition). Using (3.5), we obtain
H [n] = iJAA(t)nA(t) = Jtr[σ3UAU †], (3.43)
and ∫ t
0
dτH [n] = J
∫ t
0
dτ tr[σ3UAU †]. (3.44)
where σ3 is the third Pauli matrix and we have used the adjoint orbit representation
for n,
nA(x)TA = U †(x)T 3U(x). (3.45)
Using (3.12), we can see that the unit vector n(x) defined by (3.45) is equal to (3.6).
On the other hand, using (3.12) the Berry phase is rewritten as
γ(t) = J
∫ t
0
dτtr
(
σ3iU
d
dt
U †
)
, (3.46)
where the functional γ(t) denotes the phase acquired by a spin that aligns with an
adiabatically rotating external field ~A which is parallel to n(τ). Finally we have
shown
Z[t, 0] = trPC exp
[
−i
∮
C
dxµAµ(x)
]
=
∫
[dµ(n)] exp(iS[n]), (3.47)
S[n] := J
∫ t
0
dτ tr
{
σ3
(
UAU † + iU d
dτ
U †
)}
. (3.48)
For the gauge group G=SU(2), we have obtained the non-Abelian Wilson loop in
the path integral representation,
WC[A] := tr
[
P exp
(
i
∮
C
AAµ (x)TAdxµ
)]
=
∫
[dµC(n)] exp
(
iJ
∮
C
dxµ tr
{
σ3
[
UAµ(x)U † + i
g
U∂µU
†
]})
=
∫
[dµC(n)] exp
(
iJ
∮
dt tr
{
σ3
[
UA(t)U † + i
g
U
d
dt
U †
]})
, (3.49)
where J is the spin of the representation of the Wilson loop considered. This is a
special case of the NAST of Diakonov and Petrov which will be explained in the next
section.
3.3 Non-Abelian Stokes theorem in the general case
We give the results of Diakonov and Petrov [18, 19] in the most general form in the
following.
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Definition: Let C be a given curve xµ = xµ(t) parameterized by t where the
values of the parameter t1, t2 correspond to the end points of the curve. We define
the path-ordered exponent (POE) of the YM field Aµ(x) := AAµ (x)TA by
WCα,β(t2, t1) :=
[
P exp
(
i
∫ x(t2)
x(t1)
AAµ (x)TAdxµ
)]
α,β
. (3.50)
Introducing the tangent component of the YM field along the loop,
A(t) := Aµ(x)dx
µ
dt
= AAµ (x)TA
dxµ
dt
, (3.51)
we can write the POE as
WCα,β(t2, t1) :=
[
P exp
(
i
∫ t2
t1
A(t)dt
)]
α,β
. (3.52)
The POE (3.50) is defined by the power-series expansion,
WCα,β(t2, t1) =
∞∑
n=0
∫
dτ1 · · ·
∫
dτn[iA(τ1) · · · iA(τn)]α,β, (3.53)
where t2 ≥ τ1 ≥ · · · ≥ τn ≥ t1.
Theorem[18, 19]: Consider the non-Abelian group G and the maximal torus group
H of G. Define TA to be the generators of the representation J : TATA = J(J + 1).
Let Hi(i = 1, · · · , r) be the generators of the Cartan subalgebra of the Lie algebra G
of G and the r-dimensional vector m be the highest weight of the representation J
with r being the rank of the gauge group G. Then the POE is written in the path
integral form,
WCα,β(t2, t1)
=
∫
dU1
∫
dU2
∑
J ′,M ′
(2J ′ + 1)D
(J ′)
αM ′(U
†
2)D
(J ′)
M ′β(U1)
×
∫ U(t2)=U2
U(t1)=U1
[dU(t)] exp
(
iJ
∫ x(t2)
x(t1)
dxµ tr
{
miHi
[
UAµ(x)U † + i
g
U∂µU
†
]})
=
∫
dU1
∫
dU2
∑
J ′,M ′
(2J ′ + 1)D
(J ′)
αM ′(U
†
2)D
(J ′)
M ′β(U1)
×
∫ U(t2)=U2
U(t1)=U1
[dU(t)] exp
(
iJ
∫ t2
t1
dt tr
{
miHi
[
UA(t)U † + i
g
U
d
dt
U †
]})
. (3.54)
Here dU is the invariant Haar measure on G/H and DTMM ′(U) are the Wigner D-
function which expresses finite rotation in the representation J ,
R(U)|J,M〉 =
+J∑
M ′=−J
|J,M ′〉D(J)M ′M(U), D(J)MM ′(U) := 〈J,M |R(U)|J,M ′〉. (3.55)
In particular, in the spinor representation D
1/2
MM ′(U) = UMM ′ .
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According to the above theorem, the POE is written as a functional integral over
all gauge transformations U(t) of the given potential A(t), projected into matrix
representation α, β. From the above theorem, a version of NAST is given as follows.
The Wilson loop, i.e. the trace of POE along a closed loop C has the form,
WC [A] := tr
[
P exp
(
i
∮
C
AAµ (x)TAdxµ
)]
=
∫
[dU(t)] exp
(
iJ
∮
C
dxµ tr
{
miHi
[
UAµ(x)U † + i
g
U∂µU
†
]})
=
∫
[dU(t)] exp
(
iJ
∮
dt tr
{
miHi
[
UA(t)U † + i
g
U
d
dt
U †
]})
. (3.56)
For G = SU(2), this reduces to (3.49). The formula is manifestly gauge invariant, as
is the Wilson loop itself.
4 Abelian and monopole dominance
Now we show that the abelian and monopole dominance is deduced from the NAST
in the formulation [2] of YM theory as a deformation of the MAG TFT. Making
use of the NAST, we will clarify the meaning of Abelian dominance and monopole
dominance in low-energy physics in QCD.
The full non-Abelian Wilson loop is defined as the path-ordered exponent. In
the version of the NAST derived in the previous section, the path ordering has been
removed from the expression. Instead, we must average over the Haar measure on
G/H . The removal of path ordering is very welcome, since it is rather difficult to treat
the path ordering. As a result, there appears the field tensor introduced by ’tHooft
and Polyakov in connection with magnetic monopoles. This indicates an intimate
connection between the magnetic monopole and quark confinement. In what follows,
explicit calculations are performed only for G = SU(2). However, the generalization
to G = SU(N) is straightforward.
4.1 Magnetic monopole in YM theory
The non-perturbative study of YM theory in the MAG goes as follows, see [1] for
more details. First of all, gauge field configurations are constructed by performing
the local gauge transformation (2.7) such that the gauge rotated field AUµ (x) minimize
the functional R[AU ] where
R[A] :=
∫
dDx trG\H[
1
2
Aµ(x)Aµ(x)]. (4.1)
Here the trace is taken over the Lie algebra G \ H. In the differential form, this
implies that AUµ (x) satisfies the the gauge-fixing condition (2.20). Next, the Abelian
(or diagonal) field aUµ and its field strength fρσ are extracted from the non-Abelian
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gauge field according to
aUµ (x) := tr[T
3AUµ (x)], (4.2)
fUµν(x) := ∂µa
U
ν (x)− ∂νaUµ (x). (4.3)
The magnetic current kµ is defined from the diagonal part by
kµ(x) = ∂ν f˜
U
µν(x), f˜µν(x) :=
1
2
ǫµνρσfρσ(x). (4.4)
The magnetic charge is calculated from the magnetic current as
gm(V
(3)) =
∫
V (3)
d3σµkµ =
∫
V (3)
d3σµ∂ν f˜
Ω
µν =
∫
S(2)=∂V (3)
d2σµν f˜
Ω
µν . (4.5)
In the usual Abelian gauge theory (i.e., Maxwell theory), the magnetic monopole
current vanishes identically due to the Bianchi identity,
ǫµνρσ∂
µf ρσ(x) ≡ 0, fµν(x) := ∂µaν(x)− ∂νaµ(x), (4.6)
as long as the field variable aµ(x) is non-singular. In other words, in order to obtain
a non-trivial magnetic current in Abelian gauge theory, we need to introduce the
singularity into the Abelian gauge theory. This fact is well known from the study
of Dirac magnetic monopole. In the non-Abelian gauge theory, the singularity is
produced by partially fixing the gauge G/H and leaving the Abelian subgroup H of
the original non-Abelian gauge group G unbroken. The partial gauge fixing leads
to the singularity which is sufficient to generate the magnetic monopole. This is an
idea of Abelian projection by ’t Hooft [4]. The MAG leaves the maximal torus group
H = U(1)N−1 unbroken. This is why the YM theory can have magnetic monopoles
even in the absence of the Higgs scalar field. It is well known that the YM theory
in Euclidean space has instanton solutions, although the pure YM theory does not
have any non-trivial classical (stable) soliton solution in four-dimensional Minkowski
spacetime. It is still in dispute whether the instanton configuration alone can produce
sufficient string tension for the quark confinement. The relationship between the
magnetic monopole and instanton has been discussed in [1, 2], see also references
cited there.
Substituting (2.7) into (4.3), we have
aUµ (x) := tr[T
3AUµ (x)] = nA(x)AAµ (x) + aΩµ (x), (4.7)
where we have used (3.45) and defined
aΩµ (x) := Ω
3
µ(x) := tr[T
3Ωµ(x)], Ωµ(x) :=
i
g
U(x)∂µU
†(x). (4.8)
Note that (4.7) has the same form as the argument of the exponent in the NAST
(3.49). Therefore the NAST (3.49) for the Wilson loop is rewritten as
WC [A] =
∫
[dµC(n)] exp
(
iJ
∮
C
dxµaUµ (x)
)
, (4.9)
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and the expectation value of the the Wilson loop is given by
〈WC[A]〉YM =
∫
[dµC(n)]
〈
exp
(
iJ
∮
C
dxµaUµ (x)
)〉
YM
. (4.10)
In the previous article [2] we have calculated the expectation value
〈WC[aΩ]〉YM =
〈
exp
(
iJ
∮
C
dxµaΩµ (x)
)〉
YM
(4.11)
of the diagonal Wilson loop,
WC [aΩ] = exp
(
iJ
∮
C
dxµaΩµ (x)
)
, aΩµ (x) := Ω
3
µ(x). (4.12)
Now, the difference between the abelian (diagonal) Wilson loop (4.12) and the full
non-AbelianWilson loop (4.9) has become clear. The diagonal Wilson loop is obtained
from the full non-Abelian Wilson loop by neglecting the nA(x)AAµ (x) part and the
functional integral
∫
[dµ(n)] along the loop C. Therefore, the deviation of the diagonal
Wilson loop from the full Wilson loop can be determined by estimating the effect from
nA(x)VAµ (x).
If the gauge field Aµ(x) is not singular, the first piece U(x)Aµ(x)U †(x) of AUµ (x) is
non-singular and does not give rise to magnetic current. On the contrary, the second
piece Ωµ(x) does give the non-vanishing magnetic monopole current (see e.g. [1]).
According to Monte Carlo simulation on the lattice [10], the magnetic monopole part
gives the most dominant contribution in various quantities characterizing the low-
energy physics of QCD, e.g., string tension, chiral condensate, topological charge,
etc. This phenomenon is called the magnetic monopole dominance.
Therefore, it is expected that the most important degrees of freedom for the low-
energy physics comes from the second piece Ωµ(x) of AUµ (x) rather than the first piece,
U(x)Aµ(x)U †(x). Therefore, we have decomposed the YM theory into two parts, i.e.,
the contribution from the part Ωµ(x) and the remaining part in section 2.
Standing on this viewpoint, we recall the calculation of the abelian (diagonal) field
strength in four-dimensional YM theory. The identity [1] for Ωµ,
∂µΩν(x)− ∂νΩµ(x) = ig[Ωµ(x),Ων(x)] + i
g
U(x)[∂µ, ∂ν ]U
†(x). (4.13)
leads to
fΩµν(x) := ∂µΩ
3
ν(x)− ∂νΩ3µ(x) = C [Ω]µν (x) +
i
g
(U(x)[∂µ, ∂ν ]U
†(x))(3), (4.14)
where
C [Ω]µν := (ig[Ωµ,Ων ])
(3) = gǫab3ΩaµΩ
b
ν = ig(Ω
+
µΩ
−
ν − Ω−µΩ+ν ) (4.15)
=
1
g
sin θ(∂µθ∂νϕ− ∂µϕ∂νθ). (4.16)
Note that C [Ω]µν is generated from the off-diagonal gluon fields, Ω
1
µ,Ω
2
µ.
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We can identity the first and second parts of right-hand-side (RHS) of (4.14) with
the the magnetic monopole and the Dirac string contributions respectively. This is
clearly seen by writing (4.14) explicitly using Euler angles,
fΩµν = −
1
g
sin θ(∂µθ∂νϕ− ∂µϕ∂νθ) + 1
g
([∂µ, ∂ν ]χ+ cos θ[∂µ, ∂ν ]ϕ). (4.17)
The magnetic charge is given by
gm(V
(3)) =
1
2g
∫
S(2)
d2σρσǫµνρσ sin θ(∂µθ∂νϕ− ∂µϕ∂νθ). (4.18)
The magnetic charge (4.18) is quantized [1], since the integrand is the Jacobian from
S2 to S2 and
Π2(SU(2)/U(1)) = Π2(S
2) = Z. (4.19)
Then the magnetic charge gm satisfies the Dirac quantization condition,
gm =
2πn
g
, or ggm = 2πn (n ∈ Z). (4.20)
We can give the second definition of the magnetic charge gm as the contribution from
the Dirac string,
gDS(V
(3)) =
1
2g
∫
S(2)
d2σρσǫµνρσ([∂µ, ∂ν ]χ+ cos θ[∂µ, ∂ν ]ϕ). (4.21)
If we choose χ = −ϕ (resp. χ = +ϕ) using residual U(1) gauge invariance, then the
Dirac string appears on the negative (resp. positive) Z axis, i.e., θ = π (resp. θ = 0).
In this case, the surface integral (4.21) reduces to the line integral around the string,
gDS(V
(3)) =
1
2g
∫
S(2)
dσµνǫµνρσ[∂ρ, ∂σ]ϕ(x) = − 1
2g
∫
S(1)
dσµνρǫµνρσ∂ρϕ(x). (4.22)
This gives the same result (4.18) but with the minus sign, which is in consistent with
Π1(U(1)) = Z. (4.23)
Actually, two descriptions (4.18) and (4.21) are equivalent and the above argument
can be generalized to more general gauge group, as suggested from
Π2(SU(N)/U(1)
N−1) = Π1(U(1)
N−1) = ZN−1. (4.24)
Eq. (4.13) implies
FUµν(x) := ∂µΩν(x)− ∂νΩµ(x)− ig[Ωµ(x),Ων(x)] ≡
i
g
U(x)[∂µ, ∂ν ]U
†(x), (4.25)
if the contribution from U(x)Aµ(x)U †(x) is completely neglected. Here the RHS is
identified with the contribution from the Dirac string. The existence of Dirac string
in the RHS of (4.25) reflects the fact that the field strength FUµν(x) does contain the
magnetic monopole contribution. Thus we have obtained a gauge theory with mag-
netic monopoles starting from the YM theory (without any scalar field). Therefore,
MAG enables us to deduce the magnetic monopole without introducing the scalar
field, in contrast to the ’t Hooft-Polyakov monopole [34, 35].
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4.2 Magnetic monopole and non-Abelian Stokes theorem
We show that the magnetic monopole does appear in the gauge invariant Wilson loop
of YM theory through the NAST. The NAST gives a gauge-invariant description of
the magnetic monopole in YM theory.
The second term in the exponent (3.49) can be rewritten as a surface integral
inside the closed contour of the Wilson loop. The parameterization of SU(2) matrix
U by the Euler angles leads to
Ω3µ(x) := tr
(
σ3
i
g
U(x)∂µU
†(x)
)
=
1
g
[∂µχ(x) + cos θ(x)∂µϕ(x)]. (4.26)
Then the second term in the exponent of (3.49) reads
iJ
∮
C
dxµΩ3µ(x) = iJ
∮
C
dxµtr
(
σ3
i
g
U(x)∂µU
†(x)
)
= i
J
g
∮
C
dxµ[∂µχ(x) + cos θ(x)∂µϕ(x)]. (4.27)
This is rewritten as a surface integral using the standard Abelian Stokes theorem,
iJ
∮
C
dxµ Ω3µ(x) = iJ
∫
S
d2z ǫµν(∂µΩ
3
ν − ∂νΩ3µ) = iJ
∫
S
d2z ǫµνf
Ω
µν . (4.28)
By making use of a unit vector n, this is further rewritten as [2]
iJ
∮
C
dxµΩ3µ(x) = i
J
g
∫
S
d2z ǫABCǫµνn
A∂µn
B∂νn
C
= i
J
g
∫
S
d2z ǫµνn · (∂µn× ∂νn)
= i
8πJ
g
QS, (4.29)
where Q is the topological charge of the n field [2] in the area S,
QS :=
1
8π
∫
S
d2z ǫµνn · (∂µn× ∂νn) = 1
4π
∫
S
d2σµν n · (∂µn× ∂νn). (4.30)
On the other hand, the first term in the exponent (3.49) is rewritten as
iJ
∮
dxµ tr
{
σ3
[
UVµ(x)U †
]}
= iJ
∮
dxµ VAµ (x)nA(x) = iJ
∮
dt VA(t)nA(t). (4.31)
Thus we obtain another version of NAST,
WC [A]
=
∫
[dµ(n)] exp
{
iJ
[∮
C
dxµ nA(x)VAµ (x) +
1
g
∫
S
d2σµνn · (∂µn× ∂νn)
]}
=
∫
[dµ(n)] exp
{
iJ
[∮
C
dt nA(t)VA(t) + 1
g
∫
S
d2σµνn · (∂µn× ∂νn)
]}
. (4.32)
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Furthermore, the first term in the exponent is rewritten as
iJ
∮
C
dxµ nA(x)VAµ (x) = iJ
∫
S
d2σµν
1
2
[∂µ(n
A(x)VAν (x))− ∂ν(nA(x)VAµ (x))]. (4.33)
Therefore, a manifestly gauge-invariant formula of the non-Abelian Wilson loop has
been obtained [18, 19]
WC [A] =
∫
[dµ(n)] exp
{
i
J
2
∫
S
d2σµν Gµν(x)
}
, (4.34)
with the gauge-invariant tensor field [36],
Gµν(x) := ∂µ(n
A(x)VAν (x))− ∂ν(nA(x)VAµ (x))−
1
g
n(x) · (∂µn(x)× ∂νn(x)). (4.35)
This is nothing but the ’tHooft tensor [34, 35, 36] if we identify nA with the direction
of the elementary Higgs field,
φˆA := φA/|φ|, |φ| :=
√
φAφA. (4.36)
The tensor (4.35) gives a SU(2) gauge-invariant definition for the electromagnetic
field tensor, since using the covariant derivative,
DABµ := ∂µδ
AB − gǫABCACµ , (4.37)
it is rewritten as
Gµν(x) := n
A(x)FAµν(x)−
1
g
ǫABCnA(x)(Dµn(x))
B(Dνn(x))
C (4.38)
= tr
[
n(x)Fµν(x)− 1
g
n(x)(Dµn(x))(Dνn(x))
]
, (4.39)
where we have used
[σA, σB] = 2iǫABCσC , tr(σAσB) = 2δAB, tr(σAσBσC) = 2iǫABC . (4.40)
Note that both terms in (4.39) are gauge invariant, because under the gauge trans-
formation n(x), Dµn(x) and Fµν(x) transform as the adjoint representation,
n(x) → U(x)n(x)U †(x),
Dµn(x) → U(x)Dµn(x)U †(x),
Fµν(x) → U(x)Fµν(x)U †(x). (4.41)
The Wilson loop is the evolution operator for spin Jn in a time-dependent ”ex-
ternal (magnetic) field” Vµ(t) and the Wess-Zumino term,
SWZ :=
∫
d2σµν n · (∂µn× ∂νn) (4.42)
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fixes the representation to which the spin belongs. The non-Abelian Wilson loop
measures the flux of magnetic monopole through the area S enclosed by the Wilson
loop C where the magnetic monopole is generated from the topological non-trivial
configuration of n(x).
Unlike the usual electromagnetic field tensor, the tensor (4.35) has a dual with
non-zero divergence, i.e., non-vanishing magnetic monopole current,
kµ =
1
2
ǫµνρσ∂
νGρσ =
1
2g
ǫµνρσ∂
νn · (∂ρn× ∂σn) = 1
2g
ǫµνρσ∂
ν [n · (∂ρn× ∂σn)]. (4.43)
The monopole current kµ is a conserved topological current, ∂
µkµ ≡ 0. Although the
kµ is written as a total divergence, it can give non-vanishing magnetic charge (4.18),
gm =
∫
V (3)
d3x k0 =
2πn
g
. (4.44)
In the region where n = (0, 0, 1), the ’t Hooft tensor reads
Gµν(x) = ∂µV3ν (x)− ∂νV3µ(x), (4.45)
and the magnetic current vanishes identically, kµ ≡ 0.
4.3 Abelian magnetic monopole dominance
Note that we can replace Aµ (appearing in the argument of the exponent in the NAST
(3.49)) with Vµ which has been defined in the reformulation of the YM theory. This
is shown as follows. If Aµ(x) is the gauge rotation of Vµ(x) by U˜(x),
Aµ(x) := U˜(x)Vµ(x)U˜ †(x) + i
g
U˜(x)∂µU˜
†(x) = V U˜µ (x), (4.46)
then
AUµ (x) := U(x)Aµ(x)U †(x) +
i
g
U(x)∂µU
†(x)
= (U(x)U˜(x))Vµ(x)(U(x)U˜ (x))† + i
g
(U(x)U˜ (x))∂µ(U(x)U˜(x))
†
= VUU˜µ (x). (4.47)
As the new matrix UU˜ is also an element of G, we can absorb this change into the
invariant Haar measure [dµC(n)]. Therefore we can write the NAST (4.48) as
WC [A] := tr
[
P exp
(
i
∮
C
AAµ (x)TAdxµ
)]
=
∫
[dµC(n)] exp
(
iJ
∮
C
dxµ tr
{
σ3
[
UVµ(x)U † + i
g
U∂µU
†
]})
=
∫
[dµC(n)] exp
(
iJ
∮
dt tr
{
σ3
[
UV(t)U † + i
g
U
d
dt
U †
]})
, (4.48)
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and the expectation value of the Wilson loop reads
〈WC[A]〉YM
=
∫
dµC(n)
〈
exp iJ
[∮
C
dxµ nA(x)VAµ (x) +
1
g
∫
S
d2z ǫµνn · (∂µn× ∂νn)
]〉
,(4.49)
where the expectation value is written according to (2.36) as
〈
exp
{
iJ
[∮
C
dxµ nA(x)VAµ (x) +
1
g
∫
S
d2z ǫµνn · (∂µn× ∂νn)
]}〉
YM
= Z−1YM
∫
[dU ][dC][dC¯][dφ]eiSTFT [Ωµ,C,C¯,φ]eiJg
∫
S
d2z ǫµνn·(∂µn×∂νn)
×
∫
[dVµ][dγ][dγ¯][dβ]eiSpYM [V ,γ,γ¯,β]
×ei
∫
dDx(iVAµMAµ [U ]+ i2V
A
µ V
B
µ K
AB [U ])eiJ
∮
C
dxµnA(x)VAµ (x). (4.50)
The denominator, i.e. the partition function ZYM is equal to
ZYM =
〈〈
ei
∫
dDx(iVAµMAµ [U ]+ i2V
A
µ V
B
µ K
AB [U ])
〉
pY M
ZpYM
〉
TFT
ZTFT , (4.51)
where ZpYM is the partition function of perturbative sector of the YM theory,
ZpYM :=
∫
[dVµ][dγ][dγ¯][dβ]eiSpYM [V ,γ,γ¯,β], (4.52)
and ZTFT is the partition function of the TFT,
ZTFT :=
∫
[dU ][dC][dC¯][dφ]eiSTFT [Ωµ,C,C¯,φ]. (4.53)
The numerator is equal to
〈〈
ei
∫
dDx(iVAµMAµ [U ]+ i2V
A
µ V
B
µ K
AB [U ])eiJ
∮
C
dxµnA(x)VAµ (x)
〉
pYM
ZpYM
×eiJg
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
ZTFT . (4.54)
The expectation value of the Wilson loop is given by the ratio, (4.54)/(4.51).
In (4.51), the argument of the exponential including MAµ [U ] and KAB[U ] (2.32) is
written in the BRST exact form,
ei
∫
dDx(iVAµMAµ [U ]+ i2V
A
µ V
B
µ K
AB [U ]) = ei{QB,∗}. (4.55)
Expanding this exponential and using the fact that
Q†B = QB, QB|0〉TFT = 0, Q2B = 0, (4.56)
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we see that the partition function in the absence of external sources has the decom-
position,
ZYM = ZpYMZTFT . (4.57)
Thus the expectation value of the Wilson loop is written as
〈WC [A]〉YM =
〈〈
ei
∫
dDx(iVAµMAµ [U ]+ i2VAµ VBµ KAB [U ])eiJ
∮
C
dxµnA(x)VAµ (x)
〉
pYM
×eiJg
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
. (4.58)
By repeating similar arguments, the Wilson loop is cast into the form,
〈WC[A]〉YM =
〈〈
eiJ
∮
C
dxµnA(x)VAµ (x)
〉
pYM
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
. (4.59)
The perturbative part is expanded into
〈
eiJ
∮
C
dxµnA(x)VAµ (x)
〉
pYM
= 1− 1
2
J2
∮
C
dxµ
∮
C
dyνnA(x)nB(y)
〈
VAµ (x)VBν (y)
〉
pYM
+O(g4), (4.60)
where we have used
〈
VAµ (x)
〉
pYM
= 0. Then we can write
〈WC [A]〉 =
〈
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
×
[
1− 1
2
J2
∮
C
dxµ
∮
C
dyν
〈
VAµ (x)VBν (y)
〉
pYM
×
〈
nA(x)nB(y)ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT〈
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
+O(g4)
]
.(4.61)
Owing to the dimensional reduction, the expectation value of the diagonal Wilson
loop
〈
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT
in the RHS of (4.61) in the four-dimensional TFT
(2.39) is reduced to that in the two-dimensional NLSM (2.40), when C is planar,
〈WC[aΩ]〉TFT4 =
〈
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
TFT4
=
〈
ei
J
g
∫
S
d2z ǫµνn·(∂µn×∂νn)
〉
NLSM2
.(4.62)
The quantity QS[n] defined by
QS[n] :=
1
8π
∫
S
d2z ǫµνn · (∂µn× ∂νn) = nin+ − nin− , (4.63)
is an integer and counts the instanton–anti-instanton charge (nin+ − nin− ) inside the
Wilson loop. By summing up the instanton and anti-instanton contributions in the
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two-dimensional NLSM, we have obtained the area law for the diagonal Wilson loop
in the previous article [2],
〈WC [aΩ]〉TFT4 =
〈
ei
J
g
8πQS [n]
〉
NLSM2
∼= e−σAbelA(C), (4.64)
where A(C) is the area enclosed by the Wilson loop C. We call the coefficient in the
area decay σAbel the Abelian string tension. The naive instanton calculus based on
the dilute instanton gas approximation [2] leads to
σAbel = 2Be
−S1
[
1− cos
(
2πq
g
)]
, S1 =
4π2
g2
, (4.65)
where B is a constant with the mass-squared dimension, B ∼ m2A and S1 = 4π2/g2
is the action for one instanton. Here we have neglected to write the perimeter decay
part which can be generated by instantons and anti-instantons located just on the
perimeter of the Wilson loop.
Now we proceed to estimate the remaining terms. To simplify the perturbation
calculation in the RHS of (4.61), we take the Feynman gauge in the perturbative
sector where the propagator reads〈
VAµ (x)VBν (y)
〉
pYM
= δABδµνG(x, y), (4.66)
G(x, y) =
∫ d4p
(2π)4
eip(x−y)
g2
p2
=
g2
4π2
1
|x− y|2 . (4.67)
Then we obtain
〈WC [A]〉YM =
〈
ei
J
g
8πQS [n]
〉
NLSM2
[
1− 1
2
J2
∮
C
dxµ
∮
C
dyµG(x, y)
×
〈
n(x) · n(y)eiJg 8πQS [n]
〉
NLSM2〈
ei
J
g
8πQS [n]
〉
NLSM2
+O(g4)
]
. (4.68)
where we have used the dimensional reduction [2] for the correlation function,
〈
n(x) · n(y)eiJg 8πQS [n]
〉
TFT4
=
〈
n(x) · n(y)eiJg 8πQS [n]
〉
NLSM2
,
x, y ∈ C = ∂S ⊂ R2, (4.69)
for the planar Wilson loop C,
A naive estimate for the expectation value in NLSM2 is given by considering
the instanton contribution. The instanton solution in NLSM is given by the field
configuration n such that n approaches the same value n(0) at infinity (see [2])
n(x)→ n(0) (|x| → ∞), (4.70)
where n(0) is any unit vector, n(0) · n(0) = 1. Therefore, for large Wilson loop C
n(x) · n(y)→ n(0) · n(0) = 1, (x, y ∈ C = ∂S). (4.71)
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Here the configuration n(0) ≡ (0, 0, 1) corresponds to the topological trivial case,
Q = 0. The precise estimate of (4.69) can be done using the large N expansion
for O(N) NLSM. In fact, for not so large |x − y|, the two-point correlation function
behaves as (see e.g. [37])
〈n(x) · n(y)〉NLSM2 =
[
1− N − 2
2π
1
β
ln
|x− y|
ǫ
]N−1
N−2
, (4.72)
where ǫ is a short distance cutoff.
It turns out that the contribution of the last term in (4.68) gives the perimeter
law correction to the area law. For large T ≫ R ≫ 1, we have (see Appendix and
[38, 39, 40, 41, 42, 43])
− 1
2
∮
C
dxµ
∮
C
dyµG(x, y) ∼= − g
2
2π2
T +R
ǫ
+
g2
4π
T
R
+
g2
2π2
ln
R
ǫ
. (4.73)
It should be remarked that the perimeter decay in (4.73) comes from the contribution
of the coincident point, x = y, (after regularization, |x− y| ∼= ǫ≪ 1, see Appendix).
Similarly we can evaluate the higher-order terms which give the running coupling
constant in consistent with the asymptotic freedom. These contributions from the
perturbative sector should be compared with the conventional calculation based on
the perturbative QCD [38].
Exponentiating the contributions from the power-series expansion [38], we obtain
for g small,
〈WC[A]〉YM ∼=
〈
ei
J
g
8πQ
〉
NLSM2
e−Cg
2(R+T )+ g
2
4pi
T
R
+C′
= e−σAbelRT−Cg
2(R+T )+ g
2
4pi
T
R
+C′, (4.74)
where C and C ′ are constants. The full non-Abelian string tension is defined by
σ := − lim
A(C)→∞
1
A(C)
ln〈WC [A]〉YM , (4.75)
where A(C) is the area enclosed by the Wilson loop. For a rectangular loop with side
lengths R and T , A(C) = RT . The above result shows that the Abelian (diagonal)
Wilson loop obeys the same area law as the Non-Abelian Wilson loop and that the
area law of the full non-Abelian Wilson loop is deduced from the magnetic monopole
contribution for the diagonal Wilson loop,
〈
ei
J
g
8πQ
〉
TFT
. This implies the monopole
dominance in the string tension of QCD under the MAG. The deviation of the Abelian
string tension from the full non-Abelian string tension is given by
σ − σAbel = − lim
A(C)→∞
1
A(C)
ln〈WC[A]〉YM + lim
A(C)→∞
1
A(C)
ln
〈
ei
J
g
8πQ
〉
TFT
= lim
R,T→∞
Cg2(R + T )− g2
4π
T
R
− C ′
RT
= 0. (4.76)
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Hence the deviation of the string tension comes from the finite size effect of the Wilson
loop. For sufficiently large Wilson loop, σ > σAbel and the off-diagonal contribution to
the string tension vanishes as R, T →∞. In the large Wilson loop limit R, T →∞,
the Abelian string tension coincides exactly with the full non-Abelian string tension,
σ = σAbel. Thus Abelian and monopole dominance for the string tension can be proved
under the MAG according to the formulation of the YM theory as a deformation
of the TFT. It is rather straightforward to extend the above strategy to the case,
G = SU(N), N ≥ 3.
It should be remarked that, if the massive decay of the correlation function (4.72)
for large separation |x−y| ≫ 1 (x, y ∈ C) is incorporated in the above evaluation, the
Coulomb part g
2
4π
T
R
in (4.73) will be replaced by the Yukawa part, g
2
4π
T
R
e−mR, where
m is the mass of the n field of the NLSM. However, this effect does not change the
conclusion for the string tension. In fact, the perimeter part is generated from the
coincidence limit |x−y| ≪ 1. Furthermore, if we averaged n(x) ·n(y) over all possible
configurations, we would have obtained,∫
dµC(n) n(x) · n(y) = δ(2)(x− y), (4.77)
from a fact that n(x) and n(y) are independent for the measure dµC(n). Consequently,
only the coincident contribution survives in (4.68) , which leads to the perimeter decay
correction alone in (4.76) (without the Coulomb or Yukawa part).
Monte Carlo simulation of lattice gauge theory supports the finite size effect as a
deviation of the string tension, as argued by Suganuma et al. [44] using the computer-
assisted analytical study.
4.4 Abelian dominance
According to the NAST, one must average over all gauge transformation in the coset
SU(2)/U(1). Abelian dominance is the statement that in the true quantum vacuum,
the contributions to the n average is approximated by the Abelian projection. This
replaces nA(x)VAµ (x) with n3(x)V3µ(x). In our standpoint, the contribution to the
area law and non-vanishing string tension comes from the topological term, i.e., the
second term in the exponent (4.32), because the first term can only give the per-
turbative correction around non-trivial topological sector. Actually, the first term
may give a long-range Coulomb potential in the topological trivial sector Q = 0.
Therefore, according to the reformulation of YM theory as a deformation of MAG
TFT, the dominance of topological non-trivial term (the second term) is an imme-
diate consequence of the formulation. This implies the monopole dominance in the
string tension. In addition, the Abelian dominance is an immediate consequence of
the APEGT together with the above considerations.
Here it should be remarked that the Abelian (diagonal) Wilson loop in the non-
Abelian gauge theory is not the same as the Wilson loop in the Abelian gauge theory.
In the Abelian U(1) gauge theory, the Wilson loop is given by [3]
WC [a] := exp
(
iq
∮
C
aµ(x)dx
µ
)
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= exp
(
iq
∮
C
dxµ
[
vµ(x) +
i
g
U∂µU
†
])
, U(x) = eiϕ(x) ∈ U(1). (4.78)
4.5 Gluon self-interactions in the perturbative sector
In the new reformulation of gauge theory [2], QCD has been identified with a pertur-
bative deformation of the TQFT. In this reformulation the non-perturbative dynamics
of QCD is saturated by the TQFT. This identification will be meaningful at least in
the low energy physics (including the quark confinement) by the following reasons. In
principle, of course, additional non-perturbative dynamics could possibly come from
the self-interaction among the gluon fields reflecting the non-Abelian nature of the
gauge group. However, additional non-perturbative contributions to quark confine-
ment are expected to be rather small, if any. This is because the recent numerical
simulations [9, 10] of lattice gauge theory with the maximal Abelian gauge fixing
have confirmed the magnetic monopole dominance as well as the Abelian dominance
in low-energy physics of QCD for various quantities including the string tension.
Another reason from the theoretical viewpoint is as follows. As shown in [1],
we can integrate out the off-diagonal gluon fields in QCD to obtain the low-energy
effective gauge theory of QCD, i.e. APEGT. Note that the APEGT is the Abelian
gauge theory. Hence, at this stage, we do not worry so seriously about the remaining
gluon self-interactions which are identified as the perturbative deformation to the
TQFT in the reformulation of QCD. Then the non-vanishing magnetic monopole
current kµ(x) is generated from the diagonal Abelian part a
Ω
µ (x) according to [1]. In
addition, the result of the previous article [2] shows that the condensation of magnetic
monopoles in the four-dimensional QCD is deduced from the instanton (or vortex)
condensation in the two-dimensional NLSM obtained from the dimensional reduction
of the four-dimensional TQFT. Therefore, the low-energy dynamics of QCD in the
MAG is considered to be described well by the TQFT or its dimensional reduction,
i.e., NLSM. In the low-energy region where the APEGT is meaningful, therefore,
quark confinement will follow from these considerations without much difficulties by
combining the results of the previous articles [1, 2] with the result of this article.
A Evaluation of Wilson integral
In order to evaluate the Wilson integral, we choose a rectangular contour with side
lengths R and T . Then we have∮
C
dxµ
∮
C
dyµ
1
|x− y|2
= −2
∫ T
0
dt′
∫ T
0
dt′′
1
R2 + (t′ − t′′)2 − 2
∫ R
0
dr′
∫ R
0
dr′′
1
T 2 + (r′ − r′′)2
+2
∫ T
0
dt′
∫ T
0
dt′′
1
(t′ − t′′)2 + 2
∫ R
0
dr′
∫ R
0
dr′′
1
(r′ − r′′)2 . (A.1)
Note that dxµdyµ implies that only integrations between parallel sides give a contri-
bution, i.e., no contribution between neighboring sides where dxµdyµ = 0. In the line
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integrals in the first (resp. second) lines of (A.1), x and y run over opposite (resp.
same) sides of the rectangle. The integral over the opposite side is
∫ T
0
dt′
∫ T
0
dt′′
1
R2 + (t′ − t′′)2 =
2T
R
arctan
T
R
− ln
(
1 +
T 2
R2
)
. (A.2)
On the other hand, the integrals over the same sides diverge. So we omit the integral
around the singularity by introducing the infinitesimal parameter ǫ,∫ T
0
dt′
∫ T
0
dt′′
1
(t′ − t′′)2 = 2
∫ T−ǫ
0
dt′
∫ T
t′+ǫ
dt′′
1
(t′ − t′′)2 = 2
T − ǫ
ǫ
+ 2 ln
ǫ
T
. (A.3)
Summing all terms yields∮
C
dxµ
∮
C
dyµ
1
|x− y|2
= −2
[
2T
R
arctan
T
R
+
2R
T
arctan
R
T
− ln
(
1 +
T 2
R2
)
− ln
(
1 +
R2
T 2
)
−2T +R − 2ǫ
ǫ
− 2 ln ǫ
T
− 2 ln ǫ
R
]
. (A.4)
For simplicity, we consider the rectangle which is much larger in temporal direction
than the spatial direction, T ≫ R(≫ ǫ),
∮
C
dxµ
∮
C
dyµ
1
|x− y|2
∼= −2
[
π
T
R
+ 2 ln
R
ǫ
− 2T +R− 2ǫ
ǫ
]
. (A.5)
Then we obtain
− 1
2
∮
C
dxµ
∮
C
dyµ
g2
4π2
1
|x− y|2
∼= − g
2
2π2
T +R
ǫ
+
g2
4π
T
R
+
g2
2π2
ln
R
ǫ
. (A.6)
In RHS of (A.6) the first term exhibits the perimeter law. The second term cor-
responds to the Coulomb law. The constant term represents the self-energy of a
regularized point charge. This should be subtracted during the course of renormal-
ization. On the lattice, ǫ is replaced with the lattice spacing. The last logarithmic
divergent term does not occur for the path C with continuous tangent [43].
In the Abelian gauge theory, the static potential is given by
V (R) := − lim
T→∞
1
T
ln〈WC [v]〉
= − lim
T→∞
1
T
ln
〈
exp
[
i
∮
C
dxµvµ(x)
]〉
pU(1)
= − lim
T→∞
1
T
ln exp
[
−1
2
∮
C
dxµ
∮
C
dyν 〈vµ(x)vν(y)〉pU1)
]
= − lim
T→∞
1
T
ln exp
(
−1
2
∮
C
dxµ
∮
C
dyµ
g2
4π2
1
|x− y|2
)
∼= g
2
2π2
1
ǫ
− g
2
4π
1
R
, (A.7)
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where the last term gives the Coulomb potential. The above evaluation of the Wilson
loop shows that the perimeter law follows from the contribution, x = y. For more
details, see [38, 39, 40, 41, 42, 43].
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