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INTRODUCTION
This paper is a continuation of [KRL1]. Here we apply the machinery
developed in that ﬁrst work to study commutators of integral operators
and other advanced properties of operators that arise naturally in harmonic
analysis.
The compactness of commutators on Lp is studied in Section 1. In
Section 2 we shall apply some of the theorems established in the previous
sections and the theorems proved in [KRL1] to prove theorems for holo-
morphic Hardy spaces and for BMO and VMO spaces on some domains
in n. The main results for this paper are Theorem 1.1 and Theorems 2.2
and 2.4.
We shall take the notation and deﬁnitions of [KRL1] for granted.
1. COMPACTNESS OF COMMUTATORS
In this section, we shall study the compactness of the commutator of
a singular integral operator and a multiplication operator on LpX with
p > 1 on a space of homogeneous type.
1 Author partially supported by NSF Grants DMS-9631359 and DMS-9531967.
2 Author partially supported by NSF Grant DMS-970531.
Permanent address: Department of Mathematics, University of California, Irvine, Cali-
fornia 92697.
642
0022-247X/01 $35.00
Copyright © 2001 by Academic Press
All rights of reproduction in any form reserved.
integral operators on spaces, ii 643
In order to study the compactness of Cf , we assume that K ∈ CX ×
X\x x  x ∈ X. We also assume that the measure µ satisﬁes the fol-
lowing condition: There is a constant 0 ∈ 0 1 such that
µ
(
Bx r\By r)+ µ(By r\Bx r) ≤ C
(
dx y
r
)0
(1.1)
for all x y ∈ X and dx y ≤ r ≤ 1.
Notice that (1.1) will be used later, but most known spaces of homo-
geneous type satisfy this condition; particularly, the ones in Section 2
satisfy (1.1).
We know that the “norm” on the BMO space deﬁned in Section 2 of
[KRL1] is actually only a semi-norm. In order to deﬁne a norm for BMO
space, when X is compact, one adds the L1 norm to it. When X is non-
compact, we deﬁne
fBMOX = sup
x∈X
{
1
µBx 1
∫
Bx 1
f ydµy
}
+ f∗(1.2)
We say that f ∈ VMOcX if f ∈ VMOX and fBMOX <∞.
The main purpose of this section is to prove the following theorem.
Theorem 1.1. Let Xµ be a space of homogeneous type satisfying (1.1).
Let TK be a singular integral operator with a standard kernel K· ·. If TK is
bounded on L2X, and if f ∈ VMOcX then Cf  LpXµ → LpXµ
is compact for all 1 < p <∞.
Let UCX denote the set of all uniformly continuous functions on X;
also BUCX denotes the subspace of all bounded uniformly continuous
functions. We begin by stating the following lemmas (their proofs are given
later.)
Lemma 1.2. LetX be a space of homogeneous type. Let f ∈ VMOcXµ.
Then, for any η > 0, there is a function fη ∈ BUCX such that
fη − f∗ < η(1.3)
Also the fη may be chosen in such a way that there is an 1, 0 < 1 ≤
0/2 < 1, such that
fηx − fηy ≤ Cηdx y1 (1.4)
For each 0 < η << 1, we let Kηx y be a continuous extension of
Kx y from X ×X\x y  dx y < η to X ×X such that
Kηx y = Kx y if dx y ≥ η
Kηx y ≤ Cµ(Bxη)−1 if dx y < η
Kηx y = 0 if dx y ≤ η/c
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We shall let TKη denote the integral operator associated to Kη and we let
C
η
f = Mf TKη. Then we have the following lemma.
Lemma 1.3. Let Xµ be a space of homogeneous type satisfying (1.1).
Let f ∈ BUCX satisfy
f x − f y ≤ Cdx y1(1.5)
for some C ≥ 1 and 0 < 1 < 0. Let TK be a singular integral operator with
a standard kernel K which is bounded on L2Xµ. Then Cf − Cηf op → 0
as η→ 0 where Top is the operator norm of T on LpXµ.
We shall postpone the proof of Lemmas 1.2 and 1.3. Let us ﬁrst prove
Theorem 1.1.
Proof of Theorem 1.1. Applying Theorem 3.1 of [KRL1] and Lemma 1.2,
we have
Cf g − CfηgLp ≤ CpgLpf − fη∗ < η(1.6)
Therefore, in order to prove that Cf is compact on LpXµ, it sufﬁces
to prove that Cfη is compact on L
pXµ. By Lemma 1.2, since fη ∈
BUCX and (1.4) holds, without loss of generality, we may assume that
f ∈ BUCX and (1.5) holds. By Lemma 1.3, it sufﬁces to prove that Cηf is
compact on LpXµ when f ∈ BUCX and (1.5) holds. (Notice that η
here is different from the η in (1.4).)
Since Kx y ∈ CX ×X\x x  x ∈ X, we have for each g ∈ LpX
that Cηf g ∈ CX. Moreover, for any x y ∈ X with dx y < 1, we cal-
culate that
C
η
f gx − Cηf gy
= f x
∫
X
Kηx zgzdµz −
∫
X
Kηx zf zgzdµz
−f y
∫
X
Kηy zgzdµz +
∫
X
Kηy zf zgzdµz
= (f x − f y) ∫
X
Kηx zgzdµz
+f y
∫
X
(
Kηx z −Kηy z)gzdµz
+
∫
X
(
Kηy z −Kηx z)f zgzdµz
= (f x − f y) ∫
X
Kηx zgzdµz
+
∫
X
(
Kηy z −Kηx z)(f z − f y)gzdµz
= I1x y + I2x y
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and
I1x y = f x − f y
∣∣∣
∫
X
Kηx zgzdµz
∣∣∣
≤ Cf x − f y
{∫
X
Kηx zp′ dµz
}1/p′
gp
≤ Cηp′ min
{
dx y1 1}gp
Notice that f is bounded. If we let r = dx y < 1/c2η, then
I2x y ≤
∫
X\Bxη/c
Ky z −Kx zf z − f ygzdµz
≤ fL∞
∫
X−Bxη/2
CµBx rµBx dx z−1−gzdµz
≤ CfL∞µBx dx y
×
{∫
X\Bxη/2
µBx dx z−p′1+ dµz
}1/p′
gLp
≤ Cp′ fL∞gLpµBx dx yµBxη−1+1/p
′−
= Cηp′ fL∞gLpµBx dx y
Therefore Cηf U is an equicontinuous family. Here U is the unit ball
in LpXµ. Therefore the Ascoli–Arzela Theorem shows that Cηf  is
compact on LpXµ. This completes the proof of Theorem 1.1.
Now we return to the proofs of Lemmas 1.3 and 1.2 (in that order).
Proof of Lemma 1.3. Let g ∈ LpX. Then, for each x y ∈ X, we have
Cf gx − Cηf gx
= f x
∫
Bxη
Kx zgzdµz −
∫
Bxη
Kx zf zgzdµz
−f x
∫
Bxη\Bxη/c
Kηx zgzdµz
+
∫
Bxη\Bxη/c
Kηx zf zgzdµz
= −
∫
Bxη
Kx zf z − f xgzdµz
+
∫
Bxη\Bxη/c
Kηx zf z − f xgzdµz
= I1x + I2x
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We ﬁrst estimate I2x, and we may let η ≤ 1/c2. Then
I2x ≤ maxf z − f x  z ∈ Bxη
×
∫
Bxη\Bxη/c2
Cµ
(
Bxη/c2)−1gzdµz
≤ Cmaxf z − f x  z ∈ BxηMgx
Note that dx y1 ≤ µBx dx y2 for some 0 < 2 << 1 for all x y
with dx y ≤ 1. Thus
I1x =
∣∣∣
∫
Bxη
Kx zf z − f xgzdµz
∣∣∣
≤
∫
Bxη
Cµ
(
Bx dx z)−1µBx dx z2 gzdµz
≤ CµBxη2/2
∫
Bxη
µBx dx z−1+2/2gzdµz
= CµBxη2/2
∫
X
χBxηµBx dx z−1+2/2gzdµz
Now ∫
X
µBx dx z−1+2/2χBxηzdµz
=
∫
Bxη
µBx dx z−1+2/2dµz ≤ C2
where χA is the characteristic function of A. If we let
Xz = ∪
{
Bxη  z ∈ Bxη}
then there is C > 0 depending only on X such that Xz ⊂ BzCη. Thus∫
X
µBx dx z−1+2/2χBxηzdµx
=
∫
Xz
µBx dx z−1+2/2dµx
≤
∫
BzCη
µBx dx z−1+2/2dµx
≤
∫
BzCη
µBz dx z−1+2/2dµx
≤ C2 
By Schur’s Lemma, we have∫
X
{∫
Bxη
µBx dx z−1+2/2gzdµz
}p
dµx ≤ C0gpp
for all η ≤ 1.
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Therefore, combining the above estimates, we know that
Cf g − Cηf gpp ≤ CpµBxη2p/4gpp
for all g ∈ LpXµ.
This implies that
Cf − Cηf → 0 in operator norm in LpXµ when η→ 0
The proof of Lemma 1.3 is complete.
Finally, we prove Lemma 1.2. In order to achieve this end, let us ﬁrst
prove the following sublemma.
Sublemma 1.4. Let fBMOX <∞. Then we have
fBx r ≤ CfBMOX logC/µBx r r ≤ 1(1.7)
and
1
µBx r
∫
Bx r−By r
f dµz(1.8)
≤ [fBMOX + fBx r]
[
dx y
r
]0/2
for all x y ∈ X and cdx y ≤ r ≤ 1.
Proof. By the deﬁnition of fBMO <∞, we obtain the estimate
1
µBx 1
∫
Bx 1
f ydµy ≤ fBMO for any x ∈ X
Combining this with the fact that
fBx r − fBx 2r ≤ CfBMO
one can easily prove (1.7).
Next let us prove (1.8). By the John–Nirenberg lemma, we have
1
µBx r
∫
Bx r
f y2dy ≤ fBx r2 + f2∗
and
1
µBx r
∫
Bx r−By r
f dµz
≤
(
1
µBx r
∫
Bx r
f z2 dµz
)1/2
×
(
1
µBx r
∫
Bx r−By r
1dµz
)1/2
≤ [fBMOX + fBx r]
[
µBx r\By r
µBx r
]1/2

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Combining this with (1.1), we see that the proof of (1.8) is complete, and
hence so is the proof of the sublemma.
Proof of Lemma 1.2. For any η > 0, since f ∈ VMOcXµ, there is a
δη > 0 such that
1
µBx r
∫
Bx r
f y − fBx rdµy < η/C2(1.9)
for all r < cδη and all x ∈ X. Let
fηx = fBx δη
Then we have, with the notationB∧A=A\B ∪ B\A and Sublemma 1.4,
fηx − fηy
≤
∣∣∣∣ 1µBx δ
∫
Bx δ
f z − fBy δ dµz
∣∣∣∣
≤
∣∣∣∣ 1µBx δµBy δ
∫
Bx δ
∫
By δ
f z − f wdµwdµz
∣∣∣∣
≤ 1
µBx δµBy δ
∫
By δ\Bx δ
∣∣∣∣
∫
By δ
f z − f wdµw
∣∣∣∣dµz
+
∣∣∣∣ 1µBx δµBy δ
∫
Bx δ\By δ
∣∣∣∣
∫
By δ
f z
− f wdµwdµz
≤ 1
µBx δ
∫
Bx δ∧By δ
[f z + fBy δ]dµz
≤ [fBx δ + f ∗ + fBy δ]
[
µBx δ ∧ By δ
µBx δ
]1/2

By symmetry we see that, with δ = δη,
fηx − fηy2
≤ [fBx δ + f BMOX + fBy δ2
×min
{
µBx δ ∧ By δ
µBx δ 
µBx δ ∧ By δ
µBy δ
}
≤ [fBx δ + f BMOX + fBy δ]2
[
dx y
δ
]0

Therefore, by (1.7) and (1.1), we see that fη ∈ BUCX and (1.4) holds
with 1 = 0/2.
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Next we show that (1.3) holds.
Let B = Bx r be any ball on X with r > δ, and let Bx δ  x ∈ B
be an open cover of B. By Theorem 1.2 in [COW1], there are pairwise
disjoint balls Bxj δ j = 1 2    N such that B ⊂ ∪Nj=1Bxj cδ. It is
clear that ∪Nj=1Bxj cδ ⊂ Bx c0cr, and c0 is independent of δ. Therefore
we have
1
µB
∫
B
f y − fηy − fB + fηBdµy
≤ 2
µB
∫
B
f y − fηydµy
≤ 2B
N∑
j=1
∫
Bxj cδ
f y − fηydµy
≤ 2B
N∑
j=1
{∫
Bxj cδ
f y − fBxj cδydµy
+
∫
Bxj cδ
fBxj cδ − fηydµy
}
≤ 2B
N∑
j=1
η/CfBMOXµBxj c0cδ
+ 2B
N∑
j=1
∫
Bxj cδ
1
µBy δ
∫
By δ
∣∣f z − fBxj cδ
∣∣dµzdµy
≤ η/C2fBMOX
2
BµBx c0cr
+ 2B
N∑
j=1
µBxj cδfBMOXCη/C2
≤ CfBMOXη
where C is a constant independent of δ and therefore independent of η.
Moreover, the above inequality remains true when r ≤ δ by (1.9). There-
fore, f − fη∗ ≤ Cη where C is a constant independent of η.
Therefore the proof of Lemma 1.2 is complete.
2. THE CASE WHEN X IS THE BOUNDARY OF A DOMAIN
In this section we shall give several applications of the theorems we have
proved in Section 3 of [KRL1] and in Section 1 of the present paper.
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First, when X = N , we have the following known results.
Corollary 2.1. Let X = RN with the standard Euclidean metric and
Lebesgue measure; and let K be a Caldero`n–Zygmund kernel such that TK is
bounded on L2. Then
(a) If f ∈ BMON, then Cf is bounded on LpN for all
1 < p <∞;
(b) If f ∈ BMON, then Cf is bounded from H1N to L1locN;
(c) If f ∈ VMON, then Cf is compact on LpN for all 1<p<∞.
The result (a) is the sufﬁcient condition of the main theorem proved by
Coifman et al. in [CRW] and Janson in [JAN]. The result (c) was proved
by Uchiyama in [UCH].
The converse of the above corollary is also true for some special
Caldero`n–Zygmund kernels (see [CRW, JAN, UCH] for details).
Next we shall consider applications of Theorems 3.1 of [KRL1] and
Theorem 1.1 of the present paper to X the boundary of a strictly pseu-
doconvex domain in n, a pseudoconvex domain of ﬁnite type in 2, or a
convex domain of ﬁnite type in n.
Let & be a bounded domain in n with C2 boundary ∂&. Let dσ denote
the Lebesgue surface measure on ∂& and Lp∂& the usual Lebesgue space
on ∂& with respect to the measure dσ . Let p& be the holomorphic
Hardy spaces deﬁned in [KRA2, STE1]. Fatou’s theorem [KRA1] shows
that, for any 0 < p ≤ ∞, a holomorphic function f ∈ p& has a radial
limit at almost all points on ∂&. Thus one can identify p& as a closed
subspace of Lp∂&. Let S  L2∂& → 2& be the orthogonal projection
via the reproducing kernel Szw—the Szego¨ kernel. For many special
instances and classes of &, we may identify the operator S as a singular
integral operator on ∂&; in fact, in many instances Szw is given by a
kernel that is C∞ on ∂&× ∂&\D (where D is the diagonal of ∂&× ∂&).
First, we consider the case in which & is a strictly pseudoconvex domain
in n with smooth boundary. Let X = ∂&. We denote by d the usual quasi-
metric on ∂& deﬁned in [STE1, FEF, KRL2]. (In general, the quasi-metric
deﬁned on ∂& is not symmetric, but we can deﬁne dˆx y = 1/2dx y+
dy x. Then dˆ is a symmetric quasi-metric having the same properties as
d.) Also, we let the measure dµ = dσ be the usual Lebesgue–Hausdorff
surface measure on ∂&. Then we have that Bz δ = σBz δ ≈ δn.
It is clear that condition (2.3) of [KRL1] is satisﬁed with this measure.
By theorems in [FEF, NRSW, BMS], the Szego¨ kernel Szw ∈ C∞∂&×
∂&\x x  x ∈ ∂& is a standard kernel (see the formulation in [KRL1]).
The ﬁrst main purpose of this section is to prove the following theorem.
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Theorem 2.2. Let & be a bounded strictly pseudoconvex domain in n
with smooth boundary. With the notation above, let TK = TS (S is the Szego¨
kernel) and let f ∈ L1∂&. Then, for 1 < p <∞,
(i) The function f ∈ BMO∂& if and only if Cf  Lp∂& → Lp∂&
is bounded.
(ii) f ∈ VMO∂& if and only if Cf  Lp∂& → Lp∂& is compact.
Proof. Since Szw is a standard kernel on ∂& × ∂& and TS (as a
singular integral) is the main part of the Szego¨ projection (in fact one
has Sf z = 1/2f z + cTSf , a.e. z ∈ ∂&), it is bounded on L2∂&.
Therefore the sufﬁcient conditions for the commutator Cf to be bounded
and compact on Lp∂& for all 1 < p <∞ in Theorem 2.2 follow directly
from Theorem 3.1 of [KRL1] and Theorem 1.1 of the present paper.
Now we prove the necessity in Theorem 2.2. We ﬁrst consider part (i). We
assume that f ∈ Lp0∂& for some 1 < p0 << p and that Cf is bounded on
Lp& for some 1 < p <∞. We shall show that f ∈ BMO∂&. Following
[FEF, NRSW, BMS], we let ρz be a strictly pluri-superharmonic deﬁning
function for &, and we set
ψzw =
n∑
j=1
∂ρ
∂wj
wzj −wj + 1/2
∑
jk
∂2ρ
∂wj∂wk
wzj −wjzk −wk
Then there is a positive number δ > 0 such that
Szw = Fzwψzw−n +Gzw logψzw(2.1)
for all zw ∈ Rδ = zw ∈ ∂& × ∂&  dzw < δ, where FG ∈
C∞∂& × ∂& and Fz z > 0 on ∂&. Moreover, we recall the following
lemma which was proved by the authors [KRL2, Lemma 5.2].
Lemma 2.3. Let & be a smoothly bounded strictly pseudoconvex domain
in n. Then for each point z0 ∈ ∂&, there are holomorphic functions gj , and
C∞ functions hjj = 1    M and a function Ezw which is holomorphic
in z and Cn−1Rδ in w such that the reciprocal of the Szego¨ kernel has the
following decomposition property ( for z close to w):
1
Szw =
M∑
j=1
gjz z0hjw z0 + Ezw(2.2)
with
gjz z0 ≤ Cdz z0γj  hjz z0 ≤ Cdz z0ηj(2.3)
and γj + ηj ≥ n and ηj γj ≥ 0 integers; and
Ezw ≤ CM
(z −wM + ψzw2n−)(2.4)
for all zw ∈ Bz0 δ.
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Continuing, let B = Bz0 δ be any ball in ∂&. If we choose 0 <  ≤
n/p′0, then for each z ∈ Bz0 δ we have{ ∫
B
ψzwn−p′dσw
}1/p′
≤ Cδn
Thus we may write∫
B
f z − fBdσz
= 1B
∫
B
∣∣∣
∫
B
f w − f zdσw
∣∣∣dσz
= 1B
∫
B
∣∣∣
∫
B
f w − f zSzwSzw−1dσw
∣∣∣dσz
= 1B
∫
B
∣∣∣∣
∫
B
f w − f z
{ M∑
j=1
gjz0 zhjz0 w
+Oz −w2nδn + ψzw2n−dσw
}∣∣∣∣dσz
≤ 1B
∫
B
∣∣∣∣
M∑
j=1
Cf hjz0 ·Bzgjz0 z
∣∣∣∣dσz
+ CB
∫
B
∣∣∣∣
∫
B
f w − f z Szw z −w2nδndσwdσz
+ CB
∫
B
∫
B
f w − f z ψzwn−dσwdσz
≤ 1B
M∑
j+1
Cf hjz0 ·Bpgjz0 ·Bp′ + Cf1B
≤ C 1B
M∑
j=1
CCf hjz0 ·Bpgjz0 ·Bp′ + Cfp0 B
≤ 1BCMCfδ
βj B1/pδαj B1/p′ + Cfp0 B
≤ CMCfδn + Cfp0 B
≤ Cfp0 + CfB
Therefore
1
B
∫
B
f z − fBdσz ≤ Cfp0 + Cf
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for any ball B in ∂&. This proves that f ∈ BMO∂& and f∗ ≤ Cfp0 +Cf.
Next we prove part (ii) of Theorem 2.2. Assume that f ∈ Lp0∂& with
1 < p0 << p < ∞ and suppose that Cf is compact on Lp∂& for some
p. We will show that f ∈ VMO∂&.
Since Cf is compact, we know that Cf is bounded on Lp∂&. Thus we
know that f ∈ BMO∂&. Next we show that
1
Bz δ
∫
Bz δ
f w − fBdσw → 0(2.5)
uniformly for all z ∈ ∂& as δ→ 0.
Suppose that (2.5) is not true. Then there are a sequence zk ⊂ ∂& and
numbers δk and η0 > 0 such that δk → 0 and
1
Bk
∫
Bk
f w − fBdσw ≥ η0 > 0(2.6)
for all k where Bk = Bzk δk.
For each 1 ≤ j ≤M and positive integer k, we let
φk jw =
1
Bk
hjzkwBk
Using the argument from the preceding page, we see that
∫
Bk
f z − fBk dσz ≤ C
∫
Bk
∣∣∣∣
M∑
j=1
Cf φk jzgjzk z
∣∣∣∣dσz
+Cδn−k
∫
Bk
f z − fBk dσz
Therefore, when k is great enough, we have∫
Bk
∣∣f z − fBk
∣∣dσz
≤ C
∫
Bk
∣∣∣∣
M∑
j=1
Cf φk jzgjzk z
∣∣∣∣dσz
= C
∫
Bk
∣∣∣∣
M∑
j=1
Cf δ
n/p′−ηj
k φk jzδ
−n/p′+ηj
k gjzk z
∣∣∣∣dσz
Now we let
yj kz = δ
n/p′−ηj
k φk jz
Then
yj kLp ≤ C
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and yk j → 0 weakly on Lp∂& as k → ∞ for all 1 ≤ j ≤ M . In fact, for
any smooth function yz, we have
∫
∂&
yjkzyzdσz =
1
Bk
∫
Bk
δ
n/p′−ηj
k hjzk zyzdσz → 0
as k→∞.
Since Cf is compact on Lp∂&, we have that Cf yk jp → 0 as k→∞
for all 1 ≤ j ≤M . This implies that
1
Bzk δk
∫
Bzk δk
f w − fBzk δkdσw
≤ CCf yj kLpδ
−n/p′+ηj
k gj
1
Bk
Bkp′
≤ CCf yj kLpδ
−n/p′+γj+ηj
k
1
Bk
Bk1/p
′
= CCf yj kLpδ
−n/p′+γj+ηj−n+n/p′
k
≤ CCf yj kLp → 0
as k→∞ This assertion contradicts (2.6). Therefore we have proved that
f ∈ VMO∂&. Part (ii) follows.
The proof of Theorem 2.2 is complete.
Next we shall consider the case when X = ∂&& a pseudoconvex domain
of ﬁnite type in 2, or a convex domain of ﬁnite type in n.
When & is a smoothly bounded pseudoconvex domain of ﬁnite type in
2, then we shall use a variant of the quasi-metric deﬁned in [NRSW] as
formulated in [KRL2, MCN1, MCN2]. When & is a smoothly bounded con-
vex domain in n, we shall use the quasi-metric introduced by McNeal, for
example see [MCN2, MCS, KRL3]. We shall prove the following theorem:
Theorem 2.4. Let & be either a smoothly bounded pseudoconvex domain
of ﬁnite type in 2 or a smoothly bounded convex domain of ﬁnite type in n.
Let K = S be the Szego¨ kernel for &. Let f ∈ Lp0∂& for some 1 < p0 <∞.
Then
(i) Cf  LpX → LpX is bounded if f ∈ BMOX for 1 < p <∞;
(ii) Cf  LpX → LpX is compact if f ∈ VMOX for 1 < p <∞.
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In order to prove Theorem 2.4, we need some additional notation and
some lemmas. Let −r be a smooth deﬁning function for & such that, in a
small neighborhood of ∂& rz is the (signed) distance from z to ∂&. Let
νz denote the unit inward normal vector to ∂& at z ∈ ∂&. Then we may
choose an 0 > 0 small enough such that
z = πz + rzνπz νz =
(
∂r
∂z¯1
    
∂r
∂z¯n

∂r
∂z1
    
∂r
∂zn
)
for all z ∈ &0 .
Let L2& be the Lebesgue space on & and A2& the subspace of holo-
morphic functions; we call A2 the Bergman space. Let P  L2& → A2&
be the orthogonal projection—the Bergman projection with reproducing
(Bergman) kernel Kzw.
For each a ∈ C∞&0, we deﬁne kernels Czw and Czw on ∂&×
∂& by
Czw =
∫ 0
0
az + tνzKz + tνz wdt(2.7)
and
Czw =
∫ 0

az + tνzKz + tνz wdt(2.8)
Following the main estimate in [NRSW] on Kzw when & is a smoothly
bounded pseudoconvex domain of ﬁnite type in 2, we have:
Lemma 2.5. Let & be either a smoothly bounded pseudoconvex domain
of ﬁnite type in 2 or a smoothly bounded convex domain in n. Then C and
C as deﬁned above are standard kernels on ∂&× ∂&.
Let & be either a smoothly bounded pseudoconvex domain of ﬁnite type
in 2 or a smoothly bounded convex domain in n. Then, by the results
in [NRSW] for ﬁnite type domain in 2, and those in [MCN2, MCS] for
convex domain of ﬁnite type in n, we have that P  Lp∂& → p& is
bounded for all 1 < p <∞. Let 0 > be as the above. Then we deﬁne an
operator
Qf z = Pf z + 0νz z ∈ ∂&
It is easy to see that Q  Lp& → Ck∂& is bounded for all 1 < p < ∞
and 0 ≤ k <∞.
We now have the following lemma which was proved in [KRL2, KRL3].
Lemma 2.6. Let & be either a smoothly bounded pseudoconvex domain
of ﬁnite type in 2 or a smoothly bounded convex domain in n. Then
Sf z = Af z + ESf z +Qf  z ∈ & f ∈ Lp∂&
where A =∑nj=1 rjICj , and E =∑nj=1ICj Mrj  and Cjzw is obtained from
(2.7) by replacing a by aj j = 1     n
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Lemma 2.7. Let & be either a smoothly bounded pseudoconvex domain
of ﬁnite type in 2 or a smoothly bounded convex domain in n. Let f ∈
BMO∂& and g ∈ C1∂&. Then f · g ∈ BMO∂&.
Proof. Let B = Bz0 δ be any ball on ∂&. Then we have
gz − gw ≤ gC1 z −w ≤ Cδη
for all zw ∈ B and for some η > 0, where η is a constant depending only
on the type of ∂&. Therefore
f zgz − fgB
= f z − fBgz + fBgz − fgB
=
∣∣∣∣f z − fBgz + 1B
∫
B
f wgz − f wgwdσw
∣∣∣∣
≤ f z − fB gz +
1
B
∫
B
f w gw − gzdσw
≤ f z − fB gz + C
1
B
∫
B
f wδηdσw
≤ f z − fB gz + CδηfB
≤ f z − fB gz + Cδηf∗ log
1
B
≤ f z − fB gz + Cηf∗
Thus
1
B
∫
B
fgz − fgBdσz ≤ CgC1f∗
So we have
fg∗ ≤ Cf∗gC1
and the proof of Lemma 2.7 is complete.
Remark. It should be noted that Stegenga [ST1] has given a characteri-
zation, in the real variable setting, of those functions g as in the last lemma
that are BMO multipliers.
Now we apply Theorem 3.1 of [KRL1], Theorem 1.1 of the present paper,
and also Lemmas 2.6 and 2.7 to see that
AMf  =
∑
j=1
rjCjMf  = CjMfrj 
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is bounded on Lp∂& if f ∈ BMO∂&; and AMf  is compact on
Lp∂& if f ∈ VMO∂& for all 1 < p <∞. (We use here the fact that E
and Q are compact operators on Lp for all 1 < p <∞.)
Combining the above facts, we see that the proofs of (i) and (ii) of
Theorem 2.4 are complete.
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