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Abstract. In this paper we prove local existence of weak solutions for
a semilinear wave equation with power-like source and dissipative terms
on the entire space Rn. The main theorem gives an alternative proof
of the local in time existence result due to J. Serrin, G. Todorova and
E. Vitillaro, and also some extension to their work. In particular, our
method shows that sources that are not locally Lipschitz in L2 can be
controlled without any damping at all. If the semilinearity involving the
displacement has a “good” sign, we obtain global existence of solutions.
1. Introduction
In this paper we study the following semilinear wave equation:{
utt −∆u + f(x, t, u) + g(x, t, ut) = 0 a.e. in Rn × [0,∞);
u|t=0 = u0 ; ut|t=0 = u1 . (SW)
We will refer to the f nonlinearity as the source term, while g will be called
the dissipative term. The initial data u0 and u1 are given.
In order to facilitate the presentation, we next list the hypotheses that
govern our results.
Assumptions. Suppose that the nonlinearities f and g satisfy the following:
(A0) f is measurable in x, differentiable in t almost everywhere, differen-
tiable in u almost everywhere, and there exists a continuous function k such
that for almost every x, t
|fu(x, t, u)| ≤ k(r) for a.e. |u| ≤ r;
(A1) Growth conditions on the source term f :
(i) f(x, t, 0) = 0;
(ii) |f(x, t, u)| ≤ m1|u|p+m2|u|q such that 1 < q < p < 2∗−1, m1,m2 > 0,
where 2∗ = 2nn−2 ;
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(A2) |ft(x, t, u)| ≤ K for some K > 0;
(A2)* f does not depend on t and F (x, u) =
∫ u
0 f(x, v)dv ≥ 0;
(A3) g = g(x, t, v) is measurable in t, differentiable in x, and continuous
in v;
(A4) for every x, t the function v → g(x, t, v) is increasing and
g(x, t, 0) = 0;
(A5) vg(x, t, v) ≥ C1|v|m+1 and |g(x, t, v)| ≤ C2|v|m for some m ≥ 0;
(A6) |∇xg(x, t, v)| ≤ C|v|;
(A7) |gt(x, t, v)| ≤ C|v|;
(A8) either (a) 1 < p < 2
∗
2 , m > 0, (b) p +
p
m < 2
∗, m > 0, or
(c) 1 < p < 2∗−1, m ∈ {0, 1}, where p and m are given by (A1), respectively,
(A5) above.
In the above assumptions, C,C1, C2 represent nonnegative constants which
may change from line to line.
The model equation with nonlinearities that satisfy the assumptions (A0)-
(A8) is:
utt −∆u ± u|u|p−1 ± u|u|q−1 + ut|ut|m−1 = 0,
where 1 < q < p < 2∗−1 and m ≥ 0. The “-” sign corresponds to assumption
(iii) (a), whereas the “+” sign gives us a model that satisfies (iii)(b).
The following definition gives a precise description of the type of solutions
which are studied in this paper.
Definition 1.1. Let ΩT := Ω× (0, T ), where Ω ⊂ Rn is an open connected
set with smooth boundary ∂Ω. Suppose the functions f and g satisfy the
assumptions (A1) and (A5), and further suppose that u0 ∈ H10 (Ω)∩Lp+1(Ω)
and u1 ∈ L2(Ω) ∩ Lm+1(Ω).
A weak solution on ΩT of the boundary-value problem utt −∆u + f(x, t, u) + g(x, t, ut) = 0 in Ω× (0, T );(u, ut)|t=0 = (u0, u1);u = 0 on ∂Ω× (0, T ). (SWB)
is any function u satisfying
u ∈ C(0, T ;H10 (Ω)) ∩ Lp+1(ΩT ), ut ∈ L2(ΩT ) ∩ Lm+1(ΩT ),
and∫
ΩT
(
u(x, s)φtt(x, s) +∇u(x, s) ·∇φ(x, s) + f(x, s, u)φ(x, s)
+ g(x, s, ut)φ(x, s)
)
dxds =
∫
Ω
(
u1(x)φ(x, 0)− u0(x)φt(x, 0)
)
dx
Weak solutions to the Cauchy problem 1263
for every φ ∈ C∞c (Ω× (−∞, T )).
Remark. The above definition remains the same for the Cauchy problem
(SW); take Ω = Rn with no boundary conditions.
The literature on semilinear wave equations is vast, yet we have complete
existence results for only some special cases of semilinearities. First, the
existence of weak solutions for the equation with either a power of u or a
power of ut has been studied (see [5, 6, 8, 11]). Even this case presented
numerous challenges, and it has been shown that the equation can exhibit
blow-up phenomenon when the semilinearity has a “bad” sign. One of the
first works on the subject, where the interaction between a power of u and
a power of ut is treated, is the landmark paper authored by J.-L. Lions
and W. Strauss [12]. In a series of papers [7, 17, 21, 22], V. Georgiev, J.
Serrin, G. Todorova, and E. Vitillaro have brought significant contributions
to the study of the wave equation with damping and source terms. Roughly
speaking, they prove, for some ranges of exponents, that if the exponent of
the source term is higher than the exponent of the damping, one expects
blow up of solutions; otherwise, the solutions exist globally. More recently,
other semilinearities have been considered; among them, the problem with
a degenerate damping term |u|k|ut|m−1ut [2, 14].
The work presented here provides an alternative proof, based on energy
methods, to the local existence result by J. Serrin, G. Todorova and E. Vi-
tillaro in [17], and we also obtain a slight improvement for the range of
exponents p and m. More precisely, we can show local existence for the
Cauchy problem (SW), even when there is no damping (i.e. m = 0) for all
1 < p < 2∗−1 (2∗ = 2nn−2), since our proof does not make use of the smooth-
ing effect of the damping. The restriction p + pm < 2
∗ for 2∗2 < p < 2
∗ − 1
found in [17] appears in our work as well, but we are able to allow p to go
all the way up to 2∗ − 1 in the case of Lipschitz damping (m = 1).
The result that we obtain holds for finite energy initial data, not necessar-
ily with compact support as is assumed in [17]. The assumption (A7) above
is more restrictive than (Q4) (page 8 in [17]), but our work has the advan-
tage of allowing some dependence on t for f , and of having no assumptions
on gv for m ≥ 2 ((Q5)-(Q6) page 8 in [17]). Regarding global existence,
the arguments used in this paper yield global existence results in the special
situation when f does not depend on time and F (u) =
∫ u
0 f(x, v)dv ≥ 0
(assumption (A2)* - in this case f does not behave as a true source term for
the equation).
Some of the tools that we use are the potential well method which goes
back to L. E. Payne and D. H. Sattinger in [13, 15], and an idea used by
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M. Crandall and L. Tartar in [19] which allows us to solve the problem on
the entire space Rn with arbitrarily large initial data.
In the sequel, we denote by B(x,R) the open ball centered at x, of radius
R, and by B(R) the open ball centered at the origin of radius R. |Ω| is
the Lebesgue measure of a measurable set Ω ⊂ Rn. For the norms in the
Lebesgue and Sobolev spaces we will use the following notation:
| · |q,Ω is the norm in Lq(Ω) and | · |q is the norm in Lq(Rn);
|| · ||k,Ω is the norm in Hk(Ω) and || · ||k is the norm in Hk(Rn);
|| · ||H10 (Ω) is denoted by || · ||Ω.
The paper is organized as follows. In Section 2 we focus on the boundary-
value problem (SWB) with Lipschitz source terms and general damping,
for which existence and uniqueness results are known. Section 3 is devoted
to obtaining local existence of weak solutions for the Cauchy problem with
source terms and damping that satisfy the assumptions (A0)-(A8). We con-
clude with some remarks and generalizations which can be obtained by using
the arguments of this paper.
2. Preliminary results on a bounded domain
This section contains some of the results that we will use in order to
prove our main theorem. We record here two existence theorems, that are
available in the literature, which deal with a simplified case of the problem
(SWB), when the source term f(x, t, u) is a globally Lipschitz function in the
u argument, and the dissipative term g(x, t, ut) is a monotone function in ut.
The first theorem yields existence of strong solutions, while the second deals
with weak solutions (see [1], [3], [12] and the Appendix for more discussion
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of these results). For these solutions we prove finite speed of propagation
which will play an important role in the next section when we present our
main theorem. We begin by stating the theorem regarding strong solutions
(see the Appendix for a proof):
Theorem 2.1. (Existence and uniqueness of strong solutions for dissipative
wave equations with Lipschitz source terms) Let Ω ⊂ Rn be a bounded do-
main with smooth boundary ∂Ω, and the functions f(x, t, u) and g(x, t, v) be
under the assumptions (A0),(A2),(A3)-(A7), and additionally:
|f(x, t, u)− f(x, t, v)| ≤ L|u− v|,
for almost every x ∈ Rn and for all t, u, v ∈ R. Let u0, u1 ∈ H10 (Ω) with u0 ∈
H2(Ω), G(x, 0, u1) ∈ L1(Ω), where G is defined by the formula G(x, t, v) =∫ v
0 g(x, t, y)dy. Then the initial boundary-value problem: utt −∆u + f(x, t, u) + g(x, t, ut) = 0 in Ω× (0, T );(u, ut)|t=0 = (u0, u1);u = 0 on ∂Ω× (0, T ). (SWB)
admits a unique solution u on the time interval [0, T ] in the sense of Defi-
nition 1.1; i.e., u ∈ C(0, T ;H10 (Ω)) ∩ Lp+1(ΩT ), ut ∈ L2(ΩT ) ∩ Lm+1(ΩT ),
with the additional regularity
u ∈ C1([0, T ];L2(Ω)) with utt, ∆u ∈ L2(0, T ;L2(Ω)).
Remark. A solution with the above additional regularity is usually called
a strong solution.
A classical technique that we will use is the approximation of the initial
data with smooth functions and then passing to the limit in the sequence of
approximate solutions. The following theorem will justify this argument.
Theorem 2.2. (Convergence of a sequence of smooth solutions) Under the
assumptions of Theorem 2.1, if (u0η , u1η)η≥1 is a sequence of smooth func-
tions such that (u0η , u1η) → (u0, u1) in H10 (Ω) × L2(Ω), then the solutions
uη provided by Theorem 2.3 with initial data (u0η , u1η) satisfy
uη(t)→ u(t) in H10 (Ω), uηt(t)→ ut(t) in L2(Ω)
for every t > 0, where u is the solution of (SWB) with initial data (u0, u1).
Proof. We use the same techniques that are used in the proof of Theorem
2.1; i.e. multiply the equation by uηt−ut, integrate with respect to the space
and then the time variables, and use the Lipschitz assumption for f and the
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monotonicity for g. Doing so yields:∫
Ω
|uηt(x, t)− ut(x, t)|2 + |∇uη(x, t)−∇u(x, t)|2dx
≤
∫
Ω
[
(u1η(x)− u1(x))2 +|∇u0η(x)−∇u0(x)|2
]
dx
+
∫ t
0
∫
Ω
L
(|(uη(x, s)− u(x, s))t|2 +|∇uη(x, s)−∇u(x, s)|2) dxds.
Poincare´’s inequality followed by Gronwall’s inequality will show the claimed
convergences. In order to finish the proof, we need to show that the limit
function u is a solution of (SWB). To this end we invoke the celebrated
monotonicity argument due to Lions and Strauss. (A detailed discussion of
this can be found in Section 3, page 18 of this paper.) !
The next theorem is basically the statement of Theorem 2.1 under weaker
assumptions (less differentiability) for initial data.
Theorem 2.3. (Existence and uniqueness of solutions for dissipative wave
equations with Lipschitz source terms) Let Ω ⊂ Rn be a bounded domain
with smooth boundary ∂Ω, and the functions f(x, t, u) and g(x, t, v) sat-
isfy assumptions (A0), (A2), (A3)-(A7), and f is globally Lipschitz in the
last argument with Lipschitz constant L. Let u0, u1 ∈ H10 (Ω) × L2(Ω) with
G(x, 0, u1) ∈ L1(Ω), where G is defined by the formula
G(x, t, v) =
∫ v
0
g(x, t, y)dy.
Then (SWB) admits a unique solution u on the time interval [0, T ] in the
sense of the Definition 1.1; i.e.,
u ∈ C(0, T ;H10 (Ω)) ∩ Lp+1(ΩT ), ut ∈ L2(ΩT ) ∩ Lm+1(ΩT ).
Proof. For the pair of initial data u0, u1 ∈ H10 (Ω) × L2(Ω), we take a se-
quence of approximations uε0, uε1 ∈ C∞c (Ω). The regularized sequence satisfies
the hypotheses of Theorem 2.1, so we obtain a sequence of smooth solutions
uε. From Theorem 2.2 we have the existence of a solution u as the limit of
uε. The uniqueness follows the same way as in Theorem 2.1. !
Two crucial ingredients for the proof of our main existence theorem are a
finite speed of propagation result and an energy identity, which are stated
and proved below. The energy identity is well known, but the novelty of the
finite speed of propagation result consists in the fact that we obtained it for
Lipschitz source terms of arbitrary sign and general damping which can even
be a non-differentiable function.
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Theorem 2.4. (Finite speed of propagation) Consider the problem (SWB)
under the hypothesis of Theorem 2.3. Then
(1) if the initial data u0, u1 is compactly supported inside the ball B(x0, R)
⊂ Ω, then u(x, t) = 0 outside B(x0, R + t);
(2) if (u0, u1), (v0, v1) are two pairs of initial data with compact support,
with the corresponding solutions u(x, t), respectively v(x, t), and u0(x) =
v0(x) for x ∈ B(x0,R) ⊂ Ω, then u(x, t) = v(x, t) inside B(x0, R − t) for
any t < R.
Proof. Part (1) The proof presented here extends an argument used for
the linear wave equation by L. Tartar [20].
Assume for now that f(x, t, u) = 0 for |x − x0| ≥ R + t. Since the
equation is invariant under translations, without loss of generality we can
take x0 = 0. First we approximate the initial data uniformly by smooth
functions (u0η , u1η) with compact support inside B(Rη), with Rη ↗ R as
η → 0. By Theorem 2.1, for any T > 0, the solution of:
uηtt −∆uη + f(x, t, uη) + g(x, t, uηt) = 0 in Ω× (0, T );
(uη, uηt)|t=0 = (uη0 , uη1);
uη = 0 on ∂Ω× (0, T )
(SWBη)
exists on [0, T ] and it has the regularity of a strong solution.
Consider a function φη with φη(r) = 0 on (−∞, Rη], φη(r) > 0 on (Rη,∞),
such that φ′(r) ≥ 0 on R. Since uηt ∈ L∞(0, T ;H10 (B(Rη))), we are allowed
to multiply (SWη) by uηt(t, x)φη(|x|− t), for any 0 < t < T . The quantity:
Iη(t) :=
∫
Rn
(|uηt(x, t)|2 + |∇uη(x, t)|2)φη(|x|− t) dx
is well defined and assume for now that dIηdt ≤ 0. It can be easily seen that
Iη(0) = 0, since
Iη(0) =
∫
|x|<Rη
(|u1η(x)|2 + |∇u0η(x)|2)φη(|x|) dx
+
∫
|x|>Rη
(|u1η(x)|2 + |∇u0η(x)|2)φη(|x|) dx.
The first integral is 0 since φη(|x|) = 0 for |x| < Rη. The initial data has
support inside the domain |x| < Rη, so the second integral is zero.
The assumption that the mapping t → Iη(t) is decreasing leads us to
Iη(t) ≤ Iη(0) = 0, which means that uη(x, t) = 0 if |x|− t > Rη . We pass to
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the limit in η (see Theorem 2.2) to obtain u(x, t) = 0 for |x| − t > R, and
this concludes the proof.
It suffices then to prove that dIηdt ≤ 0. For the regularized initial data
we have uη ∈ L∞(0, T ;H10 (B(Rη))), uηt ∈ L∞(0, T ;H10 (B(Rη))), uηtt ∈
L1(0, T ;L2(B(Rη))), which enables us to compute (we drop the subscript
η in the remainder of the proof)
dI
dt
(t) =
∫
Rn
2φ(|x|− t)(ututt +
n∑
i=1
uxiutxi)(x, t) dx
−
∫
Rn
φ′(|x|− t)(u2t + |∇u|2)(x, t) dx =
∫
Rn
2φ(|x|− t)(ututt)(x, t) dx
−
∫
Rn
n∑
i=1
((2φ(|x|− t)uxi)xiut) (x, t) dx−
∫
Rn
φ′(|x|− t)(u2t + |∇u|2)(x, t) dx
=
∫
Rn
2φ(|x|−t)((utt−∆u)ut)(x, t) dx−
∫
Rn
n∑
i=1
2φ′(|x|−t)xi
r
(uxiut)(x, t) dx
−
∫
Rn
φ′(|x|− t)(u2t + |∇u|2)(x, t) dx.
By (SWB)
utt −∆u = −f(x, t, u)− g(x, t, ut),
hence the assumptions on the support of φ and f , together with the fact
that g is nondecreasing, make the first term of the last equality negative.
We factor out φ′(|x|−t) in the other two terms, and since φ′(r) ≥ 0 for every
r, it is enough to show that
u2t + |∇u|2 + 2
n∑
i=1
xi
|x|uxiut ≥ 0, (2.1)
which is obtained by summing the inequalities:( xi
|x|ut + uxi
)2 ≥ 0 for all i = 1, ..., n.
It remains to show that the function f vanishes for |x − x0| ≥ R + t.
A fixed-point argument will establish this fact now. Consider the iterative
equation: 
uk+1tt −∆uk+1 + f(x, t, uk) + g(x, t, uk+1t ) = 0
(uk+1, uk+1t )|t=0 = (u0, u1)
uk+1 = 0 on ∂Ω× (0, T ),
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for every k ∈ N, with (u0, u0t ) = (u0, u1). The existence of a unique weak so-
lution is guaranteed by Theorem 2.3. An induction argument, together with
the first part of the proof, will show that uk(x, t) = 0 for |x−x0| > R+ t, for
every k ∈ N. It is enough then to show that uk(x, t)→ u(x, t) almost every-
where as k →∞. Since f is Lipschitz we obtain that f(x, t, uk(x, t)), which
is zero for |x − x0| ≥ R + t, converges almost everywhere to f(x, t, u(x, t)),
hence f vanishes outside the cone |x−x0| < R+t. The sequence of difference
functions vk(x, t) := uk(x, t)− u(x, t) satisfies:
vk+1tt −∆vk+1 + f(x, t, vk + u)− f(x, t, u)
+g(x, t, vk+1t + ut)− g(x, t, ut) = 0
(vk+1, vk+1t )|t=0 = (0, 0)
vk+1 = 0 on ∂Ω× (0, T ).
Upon multiplication by vk+1t and integration over (0, t) × Rn, we use the
monotonicity of g to derive the following inequality:∫
Rn
(vk+1t (x, t))
2 + |∇vk+1(x, t)|2 dx
≤
∫ t
0
∫
Rn
2|f(x, t, vk + u)− f(x, t, u)||vk+1t (x, s)|dx ds,
which by the Lipschitz assumption on f is
≤
∫ t
0
2L|vk(s)|2|vk+1t (s)|2 ds ≤ L
∫ t
0
|vk(s)|22 + |vk+1t (s)|22 ds.
We now need a bound for
∫ t
0
|vk(s)|22ds, which we obtain by writing:
|vk(t)|22 = 2
∫ t
0
∫
Rn
vk(x, s)vkt (x, s)dx ds
≤
∫ t
0
∫
Rn
(vk(x, s))2 + (vkt (x, s))
2dx ds.
Gronwall’s inequality for the function |vk(s)|22 will give us for any t < T the
bound:
|vk(t)|22 ≤ eT
∫ t
0
|vkt (s)|22ds.
At this point, to simplify the writing let
φk(t) :=
∫ t
0
|vkt (s)|22 + |∇vk(t)|22ds.
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By summarizing the estimates above, we have that φk+1 satisfies the in-
equality:
φk+1t (t) ≤ Lφk+1(t) + Cφk(t),
which after integration becomes:
φk+1(t) ≤ C
∫ t
0
eL(t−s)φk(s)ds ≤ CeLT
∫ t
0
φk(s)ds.
A simple induction argument will show that:
φk+1(t) ≤ KC
k+1eLT (k+1)tk+1
(k + 1)!
,
where K is a bound on |φ1(t)| for all t in [0, T ]. Thus we proved the conver-
gence for uk(x, t) almost everywhere (x, t), so u(x, t) = 0 outside the domain
of dependence, i.e. for |x− x0| ≥ R + t. Recall that this actually is proven
for the sequence of approximated solutions uη. By Theorem 2.2 we have the
convergence uη(t) → u(t) ∈ H10 (Ω), hence uη(t) → u(t) almost everywhere.
This concludes the proof of Part (1).
Part (2). We follow here a similar argument as in Part (1). Initially, we
work under the assumption that
f(x, t, u(x, t)) = f(x, t, v(x, t)) (2.2)
for |x| < R− t (again, take x0 = 0). The difference u− v satisfies:
(u− v)tt −∆(u− v) + f(x, t, u)− f(x, t, v) + g(x, t, ut)− g(x, t, vt) = 0;
((u− v), (u− v)t) |t=0 = (0, 0)
u− v = 0 on ∂Ω× (0, T ).
Consider a function ψ strictly positive on (−∞, R), such that ψ(r) = 0 on
[R,∞) and ψ′(r) ≤ 0 everywhere. Define the function J(t) by
J(t) :=
∫
Rn
(
(ut(x, t)− vt(x, t))2 + |∇(u(x, t)− v(x, t))|2
)
ψ(|x|− t)dx.
We will show that
dJ
dt
≤ 0. As before, this will show that u(x, t) = v(x, t)
on the support of ψ(|x| + t), i.e. if |x| < R− t. The proof here is similar to
that in (1):
dJ
dt
=
∫
Rn
2ψ(|x|+ t)[((u− v)tt −∆(u− v))(u− v)t](x, t) dx
+
∫
Rn
n∑
i=1
2ψ′(|x|+ t)xi
r
[(u− v)xi(u− v)t](x, t) dx
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+
∫
Rn
ψ′(|x|+ t)[(u− v)2t + |∇(u− v)|2](x, t) dx.
We use the equality
(u− v)tt −∆(u− v) = −f(x, t, u) + f(x, t, v)− g(x, t, ut) + g(x, t, vt),
(2.1), (2.2), and the assumptions on the support of ψ to obtain that J is
decreasing. In order to prove (2.2), we use the following iterative schemes
with u1 = u0 and v1 = v0 :
uk+1tt −∆uk+1 + f(x, t, uk) + g(x, t, uk+1t ) = 0
(uk+1, uk+1t )|t=0 = (u0, u1)
uk+1 = 0 on ∂Ω× (0, T ),
and 
vk+1tt −∆vk+1 + f(x, t, vk) + g(x, t, vk+1t ) = 0
(vk+1, vk+1t )|t=0 = (v0, v1)
vk+1 = 0 on ∂Ω× (0, T ).
Again, the existence and uniqueness of the solutions uk+1 and vk+1 is guaran-
teed by Theorem 2.1. By the first part of the proof, since (u0, u1) = (v0, v1)
we have that uk = vk, which implies that uk+1 = vk+1 on the desired do-
main. Since we also have that u1 = v1, by the induction principle, the
equality uk = vk holds true for all k’s. The argument will be complete after
showing uk − vk → 0 almost everywhere as k →∞. We subtract the above
iterative schemes and obtain:
(uk+1 − vk+1)tt −∆(uk+1 − vk+1) + f(x, t, uk)− f(x, t, vk)
+g(x, t, uk+1t )− g(x, t, vk+1t ) = 0
(uk+1 − vk+1, (uk+1 − vk+1)t)|t=0 = (0, 0)
uk+1 − vk+1 = 0 on ∂Ω× (0, T ).
An argument identical to the one used in (1) for the sequence vk concludes
the proof. !
The proof of the following proposition is nontrivial, but it can be obtained
by a modification of the argument in Lemma 8.3 in [10]. Note that for strong
solutions, the proof is immediate.
Proposition 2.5. (The energy identity) If u is a weak solution of (SWB),
under the assumptions of Theorem 2.3 we have the following equality:
E(t) +
∫
Ω
F (x, t, u(x, t)) dx−
∫ t
0
∫
Ω
ft(x, s, u(x, s)) dx ds
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+
∫ t
0
∫
Ω
g(x, s, ut(x, s))ut(x, s) dx ds = E(0), (2.3)
where E(t) := 12 |ut(t)|22,Ω + 12 |∇u(t)|22,Ω.
3. The Cauchy Problem
In this section we state and prove the main result of this paper. In com-
parison with the existence theorem from the previous section, we remark
that here the bounded set Ω is replaced by Rn, and the source term f is not
required to be Lipschitz.
Theorem 3.1. (Existence of weak solutions) Let (u0, u1) ∈ H10 (Rn)×L2(Rn)
and consider the Cauchy problem{
utt −∆u + f(x, t, u) + g(x, t, ut) = 0 a.e. in Rn × [0,∞);
u|t=0 = u0 ; ut|t=0 = u1 . (SW)
Assume G(x, 0, u1) ∈ L1(Rn), where G(x, t, v) =
∫ v
0 g(x, t, u)du, and the
validity of assumptions (A0)-(A8). Then, there exists a time 0 < T < 1
such that (SW) admits a weak solution on [0, T ] in the sense of Definition
1.1. In addition, if (A2)* is satisfied, then the solution is global, so T can be
taken arbitrarily.
Remark. The bound T < 1 is artificially imposed; the true restriction for
the time of existence is due to the interaction of the semilinearities f and g
and it will be presented in more detail in the proof.
Proof. With or without assumption (A2)*, the proof follows the same ar-
gument, so we will make the necessary adjustments when needed and show
how the assumption (A2)* gives a stronger result.
We start by assuming that f is globally Lipschitz in the last argument;
i.e., there exists a constant L > 0 such that:
|f(x, t, u)− f(x, t, v)| ≤ L|u− v|. (3.1)
Also, in the beginning we take u0, u1 with compact support inside a ball of
radius R, so that we deal with the problem on a bounded domain. With such
f, g, u0, u1 the existence and regularity results of Section 2 are available.
As part of a compactness argument, our goal is to obtain bounds for
|∇u(t)|Ω, where Ω is a bounded domain which contains the support of the
initial data. This is straightforward from the energy identity if we assume
the positivity conditions (A2)* on the antiderivative F . If we work under the
assumption (A1)(a), in a first step we additionally impose some “smallness”
assumptions in order to prove that |∇u(t)|Ω < α for any t < 1.
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Next, we construct Lipschitz approximations fε for the general nonlinear-
ity f that satisfies the assumptions (A0)-(A2). We apply the results obtained
in the first step (where the bounds will not depend on ε) to the sequence of
solutions uε and pass to the limit to get a solution of the problem (SW) on a
bounded domain. We will eliminate the “smallness” restrictions imposed in
the case of (A1)(a), and the fact that the initial data has compact support
through a “patching” argument.
Step 1. As mentioned above, we start by assuming that f is Lipschitz, so
that (3.1) holds. Fix x0 ∈ Rn, and consider the initial data of (SW) sup-
ported inside the ball B(x0, R), with zero boundary conditions on a domain
sufficiently large that contains B(x0, R). Without loss of generality, we can
assume that x0 = 0, since the equation is invariant under translations in
space.
First, we will discuss the case when f satisfies (A1)(a).
Due to the finite speed of propagation property (Theorem 2.4), we have
that u(x, t) is zero outside B(R + t); hence, for t < 1, u(x, t) is supported
inside the set Ω := B(R+1). In this case we impose the following “smallness”
conditions on the initial data:
|∇u0|Ω < α, 12 |u1|
2
Ω+
1
2
|∇u0|2Ω+
∫
Ω
F (x, 0, u0(x)) dx+K|Ω| < Φ(α), (3.2)
where α and Φ will be chosen later, K is the constant in (A2), and Ω =
B(R + 1).
For p < 2∗ and any v ∈ H10 (Ω) we will need the following inequality:
|v|p,Ω ≤ C(R + 1)n
2∗−p
2∗p |∇v|Ω. (3.3)
This is a consequence of the Ho¨lder inequality:
|v|p,Ω ≤
(∫
Ω
|v| 2
∗
p pdx
) 1
2∗
(∫
Ω
dx
) 2∗−p
2∗p ≤ |v|2∗(ωn
n
(R + 1)n)
2∗−p
2∗p ,
and of the Sobolev imbedding theorem:
|v|2∗ ≤ C∗|∇v|Ω,
where C∗ depends only on n, and in (3.3) we take C = C∗(ωnn )
2∗−p
2∗p , where
ωn
n is the volume of the unit sphere in R
n.
Since u(t) ∈ H10 (B(R + t)) implies u(t) ∈ H10 (Ω) for t < 1, the inequality
(3.3) will hold for any u(t) with 0 < t < 1.
By (A4) and the energy identity we obtain:
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1
2
|ut(t)|2Ω +
1
2
|∇u(t)|2Ω +
∫
Ω
F (x, t, u(x, t)) dx
≤ K|Ω|+ 1
2
|u1|2Ω +
1
2
|∇u0|2Ω +
∫
Ω
F (x, 0, u0(x)) dx = K|Ω|+ E(0). (3.4)
The growth assumption for F given in (A1)(iii)(a), followed by an application
of the inequality (3.3) yields:
1
2
|∇u(t)|2Ω +
∫
Ω
F (x, t, u(x, t)) dx ≥ 1
2
|∇u(t)|2Ω −m1|u(t)|pp,Ω −m2|u(t)|qq,Ω
≥ 1
2
|∇u(t)|2Ω −m1Cp|∇u(t)|pΩ(R + 1)n
2∗−p
2∗
−m2Cq|∇u(t)|qΩ(R + 1)n
2∗−q
2∗ . (3.5)
The right-hand side of the above inequality will be analyzed with the aid of
the function:
Φ(x) =
x2
2
−Axp −Bxq, x ≥ 0. (3.6)
where A,B > 0.
α0
Φ
Φ(α)
Figure 1. Graph of Φ
For p, q > 2, Φ has exactly 2 critical points on the positive semiaxis:
x = 0 and x = α, where α is the only positive root of the equation pAαp−2+
qBαq−2 = 1 . At x = 0, Φ has a local minimum and at x = α a global
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maximum. In (3.6) we take:
A = m1Cp(R + 1)n
2∗−p
2∗ , B = m2Cq(R + 1)n
2∗−q
2∗ .
(R + 1 is related to the restriction t < 1.) We point out that the root α
depends on R, which measures the size of the support of the initial data.
Assume that |∇u(s)|Ω < α for all s ∈ [0, s0), for some s0 (s0 > 0, as
|∇u0|Ω < α and t → |∇u(t)|Ω is continuous). With the new notation, (3.5)
becomes:
1
2
|∇u(t)|2Ω +
∫
Ω
F (x, t, u(x, t)) dx ≥ 1
2
|∇u(t)|2Ω −A|∇u(t)|pΩ −B|∇u(t)|qΩ,
which combined with (3.4) gives us:
1
2
|ut(t)|2Ω+
1
2
|∇u(t)|2Ω −A|∇u(t)|pΩ −B|∇u(t)|qΩ (3.7)
≤ 1
2
|ut(t)|2Ω +
1
2
|∇u(t)|2Ω +
∫
Ω
F (x, t, u(x, t)) dx
≤ K|Ω|+ 1
2
|u1|2Ω +
1
2
|∇u0|2Ω +
∫
Ω
F (x, 0, u0(x)) dx < Φ(α),
the last inequality being part of the “smallness” hypothesis which we as-
sumed in Step 1. Therefore
1
2
|∇u(t)|2Ω −A|∇u(t)|pΩ −B|∇u(t)|qΩ = Φ(|∇u(t)|Ω) < Φ(α) (3.8)
so, by the continuity in time of |∇u(t)|Ω we get:
|∇u(t)|Ω < α (3.9)
for any t < 1. Otherwise, Φ(|∇u(t)|Ω) ≥ Φ(α) for the times t which do not
satisfy (3.9), but this would contradict (3.8). (In other words, if we start in
the well of the graph of Φ at time t = 0 with |∇u0|Ω < α, we cannot get out,
so |∇u(t)|Ω remains bounded by α. ) We make the remark that the bound
t < 1 is related to the choice of the domain Ω = B(R + 1).
If f satisfies (A2)*, we easily obtain the bound |∇u(t)|Ω < C(u0, u1) from
the energy identity, since we have that F ≥ 0.
The time t was artificially bounded by 1; the true restriction is a conse-
quence of the arguments above, and it will be explained more in the last step.
This will give us only a local result in time under the hypothesis (A1)(a).
There will be no constraints if assumptions (A2)* are satisfied, hence we
obtain global existence of solutions.
Step 2. In this step we will construct truncations for the initial data, for
which the “smallness” assumptions are satisfied. First consider a pair of
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initial data (u0, u1) such that u0 ∈ H2(Rn), u1 ∈ H1(Rn), and G(x, 0, u1) ∈
L1(Rn) (recall that G(x, t, v) =
∫ v
0 g(x, t, y) dy). The higher differentiability
assumptions on the initial data will be later removed. For now, we keep the
Lipschitz assumptions for f .
Fix x0 ∈ Rn. We will find a domain Ω around x0, small enough, and
construct a new pair of initial data (u∗0, u∗1) such that they satisfy (3.2)
inside Ω. We apply the results of Step 1 to obtain bounds for times t < 1
for the new solution u∗ generated by the initial data (u∗0, u∗1).
Again, we first analyze the case when (A1)(a) is satisfied. From now on
let α be the critical point of the function Φ from Step 1, with the coefficients
A,B corresponding to R = 1. Hence, in the sequel α will depend only on
the norm of the initial data.
We find ρ < 1 small enough such that
ρ <
( Φ(α)
4Kωn
)1/n
, |∇u0|B(x0,ρ) <
α
2
, and |∇u0|2B(x0,ρ) ≤
Φ(α)
8
,
2(C∗ωn)
1
n
(|∇u0|B(x0,ρ) + |u0|B(x0,ρ)) ≤ α2 , and
4C∗
2
ω
2∗−2
2∗
n |u0|2B(x0,ρ) ≤
Φ(α)
8
,
1
2
|u1|2B(x0,ρ) ≤
Φ(α)
4
,
m1(C∗)p
(
|∇u0|B(x0,ρ) + |u0|B(x0,ρ)
(2
ρ
+ 1
))p ≤ Φ(α)
8
,
m2(C∗)q
(
|∇u0|B(x0,ρ) + |u0|B(x0,ρ)
(2
ρ
+ 1
))q ≤ Φ(α)
8
, (3.10)
where C∗ is the constant from the Sobolev inequality. To have these condi-
tions satisfied, it is enough to take ρ < ( Φ(α)4Kωn )
1/n such that
|∇u0|B(x0,ρ) < min
{α
2
,
√
Φ(α)
8
,
α
4(C∗ωn)
1
n
,
1
2C∗
(Φ(α)
8m1
)1/p
,
1
2C∗
(Φ(α)
8m2
)1/q}
, (3.11)
|u0|B(x0,ρ) < min
{ α
4(C∗ωn)
1
n
,
1
ωnC∗
√
Φ(α)
32ω
2∗−2
2∗
n
,
1
8C∗
(
Φ(α)
8m1
)1/p
,
1
8C∗
(Φ(α)
8m2
)1/q}
, (3.12)
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and
|u1|2B(x0,ρ) ≤
√
Φ(α)
8
. (3.13)
The existence of such a ρ, independent of x0 ∈ Rn, is motivated by the
equi-integrability of the functions u0,∇u0, u1. More precisely, for each of
the functions u0,∇u0, u1 we apply the following result of classical analysis:
If f ∈ L1(A), with A a measurable set, then for every given ε > 0, there
exists a δ > 0 such that
∫
E |f(x)|dx < ε, for every measurable set E ⊂ A of
measure less than δ (see [4]). Note that δ does not depend on E, hence ρ
does not vary with x0.
It is possible that u0 /∈ H10 (B(x0, ρ)) since it does not necessarily have
zero trace on the boundary, so in order to apply the results of Step 1, we
multiply u0 by a cutoff function. For ε sufficiently small (to be chosen later),
choose θε, a twice differentiable cutoff function, obtained by smoothing the
Lipschitz graph:
θ0ε(x) =

1, |x− x0| ≤ ρ− ε
ρ− |x− x0|
ε
, ρ− ε ≤ |x− x0| ≤ ρ
0, |x− x0| ≥ ρ.
Choose an appropriate smoothing operator for θ0ε such that we have:
|θε|∞,B(x0,ρ) ≤ 1, |∇θε|∞,B(x0,ρ) ≤
1
ε
. (3.14)
The product θεu0 =: u∗0 belongs to H10 (B(x0, ρ)) ∩ H2(B(x0, ρ)), but our
goal is to also have the inequality (3.2) satisfied by the new pair of initial
data (u∗0, u∗1) (note that u1 already enjoys all the desired smoothness, so we
can take u∗1 = u1). As the computations below will show, the domain over
which the integrals in the inequality (3.2) are considered will have to be
taken smaller. Mainly, this is due to the fact that the gradient of the new
initial data may increase when multiplied by the cutoff function.
We have
∇u∗0 = θε∇u0 + u0∇θε.
Hence,
|∇u∗0|B(x0,ρ) ≤ |θε|∞,B(x0,ρ)|∇u0|B(x0,ρ) + |∇θε|∞,B(x0,ρ)|u0|B(x0,ρ).
By (3.14) and by Ho¨lder’s inequality, the above quantity is:
<
α
2
+ |u0|2∗,B(x0,ρ)|B(x0, ρ)|
1
n
1
ε
.
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Choose ε < ρ, so the above inequality, with the aid of Sobolev’s inequality,
becomes:
|∇u∗0|B(x0,ρ) ≤
α
2
+(C∗ωn)
1
n
(|∇u0|B(x0,ρ) + |u0|B(x0,ρ)) (3.11),(3.12)≤ α2+α2 = α.
This proves that for any ρ∗ < ρ we have
|∇u∗0|B(x0,ρ∗) < α.
We claim that (u∗0, u∗1) satisfies the second inequality of (3.2) on the smaller
ball of radius ρ∗ (ρ∗ < ρ will be found later); i.e.
1
2
|u∗1|2B(x0,ρ∗) +
1
2
|∇u∗0|2B(x0,ρ∗) +
∫
B(x0,ρ∗)
F (x, 0, u∗0(x)) dx
+ K|B(x0, ρ∗)| < Φ(α). (3.15)
We prove this inequality by estimating each term. For the first term we
have:
1
2
|u∗1|2B(x0,ρ∗) ≤
1
2
|u∗1|2B(x0,ρ) =
1
2
|u1|2B(x0,ρ) <
Φ(α)
4
.
Also,
1
2
|∇u∗0|2B(x0,ρ∗) ≤
1
2
|∇u∗0|2B(x0,ρ) ≤ |θ|2∞,B(x0,ρ)|∇u0|2B(x0,ρ)+
+ |∇θ|2∞,B(x0,ρ)|u0|2B(x0,ρ) <
Φ(α)
8
+
1
ε2
|u0|2B(x0,ρ). (3.16)
Choose ρ∗ < ρ2 such that
4
ρ2
|u0|2B(x0,ρ∗) <
Φ(α)
8
. (3.17)
Take ε := ρ − ρ∗ (this satisfies the earlier restriction that ε < ρ). Since
ε > ρ2 , we have that
1
ε2
|u0|2B(x0,ρ∗) <
Φ(α)
8
.
Therefore,
1
2
|∇u∗0|2B(x0,ρ∗) <
Φ(α)
4
.
For the third term, we use the fact that ρ∗ < ρ, the assumption (A1)(a),
the Sobolev embedding theorem and the restrictions for ρ in (3.11), (3.12)
to obtain:∫
B(x0,ρ∗)
F (x, 0, u∗0(x)) dx ≤
∫
B(x0,ρ)
F (x, 0, u∗0(x)) dx
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≤
∫
B(x0,ρ)
(m1|u∗0(x)|p + m2|u∗0(x)|q) dx
≤ m1(C∗)p
(|∇u∗0|B(x0,ρ) + |u∗0|B(x0,ρ))p + m2(C∗)q(|∇u∗0|B(x0,ρ)
+ |u∗0|B(x0,ρ)
)q
≤ m1(C∗)p
(
|∇u0|B(x0,ρ) + |u0|B(x0,ρ)
(2
ρ
+ 1
))p
+ m2(C∗)q
(
|∇u0|B(x0,ρ) + |u0|B(x0,ρ)
(2
ρ
+ 1
))q
<
Φ(α)
8
+
Φ(α)
8
=
Φ(α)
4
.
We also have that K|B(x0, ρ∗)| < Φ(α)4 , so by summing the above inequalities
we have (3.15). Next, we approximate initial data u0 ∈ H1(Rn), u1 ∈ L2(Rn)
by smooth functions and pass to the limit in (3.15) to obtain the conclusions
of this step for general initial data.
Step 3. At this time we approximate the source term f by Lipschitz func-
tions fε such that fε satisfy the assumptions (A0) with a new function kε
instead of k, and (A1), (A2) with constants m1,m2, p, q, 1 + K. Obviously,
the Lipschitz constants for each of the functions fε may depend on ε. The
exact procedure of approximation will be presented at the end of Step 3.
We note that the estimates regarding the functions fε that follow from the
energy identity will basically remain unaffected (replace K by 1 + K).
In the case when (A1)(a) is assumed, since the growth condition uses the
same m1,m2, p, q for fε as for f , the coefficients A,B from (3.6), correspond-
ing to fε, as well as the root α, and the radius ρ, chosen in Step 1, will not
depend on ε.
With the notation of the previous sections, we solve the problem with the
initial data (u∗0, u∗1) (where (u∗0, u∗1) are obtained in Step 2) and nonlinearities
fε, g, and zero boundary conditions on a domain large enough that includes
B(x0, ρ∗). We obtain that the solution u∗ enjoys the regularity stated in
Theorem 2.3, and furthermore, u∗ satisfies the estimate:
|∇u∗ε(t)|B(x0,ρ∗) < α, (3.18)
for 0 ≤ t ≤ ρ∗/2. From the energy identity (2.3), hypothesis (A2), and the
fact that g is increasing, the following inequality results:
|u∗εt(t)|22,B(x0,ρ∗) + |∇u∗ε(t)|22,B(x0,ρ∗) +
∫
B(x0,ρ∗)
Fε(x, t, u∗ε(x, t))dx
≤ 2K|B(x0, ρ∗)|+ E(0),
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so, with the growth condition (A1)(a) on F ε, Sobolev’s inequality and (3.18),
we obtain the bound:
|u∗εt(t)|22,B(x0,ρ∗) + |∇u∗ε(t)|22,B(x0,ρ∗) (3.19)
≤ 2K|B(x0, ρ∗)|+ E(0) +
∫
B(x0,ρ∗)
(m1|u∗ε(x, s)|p + m2|u∗ε(x, s)|q)dx
≤ 2K|B(x0, ρ∗)|+ E(0) + C(ρ∗,m1)|∇u∗ε(t)|p2,B(x0,ρ∗)
+ C(ρ∗,m2)|∇u∗ε(t)|q2,B(x0,ρ∗) < C, if 0 ≤ t ≤ ρ2/2.
By integrating in time (3.19) up to ρ∗/2, we deduce from Alaoglu’s theorem
the existence of a subsequence, denoted also by u∗ε, for which we have the
convergences:
u∗ε → u∗ weak star in L∞(0, ρ∗/2;H10 (B(x0, ρ∗)))
u∗εt → u∗t weak star in L∞(0, ρ∗/2;L2(B(x0, ρ∗))).
(3.20)
Also, by Aubin’s theorem and the Rellich-Kondrachov compactness embed-
ding theorem we have the convergence
u∗ε → u∗ strongly in L2((0, ρ∗/2)×B(x0, ρ∗))
so for a subsequence we have
u∗ε(x, t)→ u∗(x, t) a.e. (x, t) ∈ B(x0, ρ∗)× (0, ρ∗/2). (3.21)
We will show after the construction of the Lipschitz approximations fε that
this is enough to obtain fε(x, t, u∗ε(x, t))→ f(x, t, u∗(x, t)) in L1(B(x0, ρ∗)×
(0, ρ∗/2)), hence, also in the sense of distributions.
A monotonicity argument will be applied in order to pass to the limit in
the nonlinear dissipative term g(x, t, u∗εt). From (A4), the energy identity
and the bounds on Fε obtained above, we have:
|u∗εt(t)|22,B(x0,ρ∗) + |∇u∗ε(t)|22,B(x0,ρ∗) +
∫ t
0
∫
B(x0,ρ∗)
|u∗εt(x, s)|m+1dxds
≤ |u∗εt(t)|22,B(x0,ρ∗) + |∇u∗ε(t)|22,B(x0,ρ∗) +
∫ t
0
∫
B(x0,ρ∗)
g(x, s, u∗εt(x, s))
· u∗εt(x, s)dxds ≤ C. (3.22)
Therefore, we can again extract a subsequence u∗ε such that:
u∗εt ⇀ u
∗
t in L
m+1((0, ρ∗/2)×B(x0, ρ∗))
g(x, t, u∗εt) ⇀ ξ in L
(m+1)′((0, ρ∗/2)×B(x0, ρ∗)).
(3.23)
Weak solutions to the Cauchy problem 1281
Passing to the limit in ε we obtain (we drop the ∗ symbol for u in the sequel)
utt −∆u + f(x, t, u) + ξ = 0 in the sense of distributions. (3.24)
We need to verify that ξ = g(x, t, ut). By (3.20) and (3.22),
|ut(t)|22,B(x0,ρ∗) + |∇u(t)|22,B(x0,ρ∗)
+ lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
g(x, s, uεt(x, s))uεt(x, s)dxds ≤ C. (3.25)
By the monotonicity of g we also have that:∫ t
0
∫
B(x0,ρ∗)
(g(x, s, uεt(x, s))− g(x, s,φ(x, s)))(uεt(x, s)− φ(x, s))dxds ≥ 0
(3.26)
for every φ ∈ Lm+1((0, t) × B(x0, ρ∗)). The following inequality is proven
below:
lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
g(x, s, uεt(x, s))uεt(x, s)dxds
≤
∫ t
0
∫
B(x0,ρ∗)
ξut(x, s)dxds. (3.27)
At the moment assume that (3.27) is valid. Then we have that
lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
(g(x, s, uεt(x, s))− g(x, s,φ(x, s)))(uεt − φ(x, s))dxds
≤
∫ t
0
∫
B(x0,ρ∗)
(ξ(x, s)− g(x, s,φ(x, s)))(ut(x, s)− φ(x, s))dxds. (3.28)
By combining (3.26) and (3.28) we obtain:∫ t
0
∫
B(x0,ρ∗)
(ξ(x, s)− g(x, s,φ(x, s)))(ut(x, s)− φ(x, s))dxds ≥ 0,
for all t < ρ∗/2, so by passing to the limit as t → ρ∗/2, it holds also for
t = ρ∗/2. We choose φ appropriately (φ± := ut ± λv for λ > 0) and take
v arbitrary in C∞c (B(x0, ρ∗)). Let λ → 0 for both choices, φ+, respectively
φ−, to obtain the desired equality ξ = g(ut).
Remark: One can also use Lemma 1.3 page 42 in [1] to obtain ξ = g(ut)
from (3.27).
Proof of inequality (3.27). We mention here that this is the only place
in this work where the range of the exponents p and m has to be restricted
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by p + pm < 2
∗ or by p < 2∗/2 (except in the cases m = 0 or m = 1 when p
belongs to the full subcritical interval (1, 2∗ − 1)).
In order to obtain (3.27), it is enough to show
lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
(g(x, s, uεt(x, s))− ξ(x, s))
· (uεt(x, s)− ut(x, s))dxds ≤ 0, (3.29)
due to (3.20)2 and (3.23)2.
Note now that in order to prove (3.29) it is enough to have the similar
equality for the source terms; i.e.,
lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
(fε(x, s, uε(x, s))− f(x, s, u(x, s)))
· (uεt(x, s)− ut(x, s))dxds = 0. (3.30)
This is motivated by the following argument. By the energy identity we have∫ t
0
∫
B(x0,ρ∗)
(fε(uε)− f(u))(uεt − ut)dxds
+
∫ t
0
∫
B(x0,ρ∗)
(g(uεt)− ξ)(uεt − ut)dxds
= −
∫ t
0
∫
B(x0,ρ∗)
(|uεt − ut|2 + |∇uε −∇u|2) dxds ≤ 0
where the right-hand side above is bounded below due to (3.19), and it is
non-positive. We deduce that
lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
(fε(uε)− f(u))(uεt − ut)dxds
+ lim inf
ε→0
∫ t
0
∫
B(x0,ρ∗)
(g(uεt)− ξ)(uεt − ut)dxds
≤ lim inf
ε→0
(∫ t
0
∫
B(x0,ρ∗)
(fε(uε)− f(u))(uεt − ut)dxds
+
∫ t
0
∫
B(x0,ρ∗)
(g(uεt)− ξ)(uεt − ut)dxds
)
≤ 0,
so if one has (3.30), then (3.29) follows.
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In order to prove (3.30) we multiply out the quanitities in the integrand
and show convergence for each of them. We start with the study of the
“non-mixed” product fε(uε)uεt . We have the equality∫ t
0
∫
B(x0,ρ∗)
fε(x, s, uε(x, s))uεt(x, s)dxds
=
∫
B(x0,ρ∗)
Fε(x, s, uε(x, s))dx|s=ts=0 −
∫ t
0
∫
B(x0,ρ∗)
Fεt(x, s, uε(x, s))dxds,
where we notice that we can pass to the limit in the first term of the right-
hand side by (3.19) combined with the condition of subcritical growth for
F . For the second term, by (A2), we have |Fεt(uε)| ≤ K|uε|, and since
uε is bounded in L1 (as a consequence of the Sobolev embedding theorem)
by the Lebesgue dominated convergence we get fε(x, t, uε) → f(x, t, u) in
L1((0, t)×B(x0, ρ∗)).
The analysis of the “mixed” terms (which are fε(uε)ut and f(u)uεt) will,
however, impose some restrictions on the exponents p and m. We first
analyze fε(uε)ut which converges almost everywhere to f(u)ut by (3.34).
By Egoroff’s theorem for every δ > 0 there exists a set A ⊂ (0, t)×B(x0, ρ∗)
with |A| < δ such that fε(uε)ut → f(u)ut uniformly (hence, in L1) on
(0, t)×B(x0, ρ∗)\A. We write∫ t
0
∫
B(x0,ρ∗)
fε(uε)utdxds =
∫
(0,t)×B(x0,ρ∗)\A
fε(uε)utdxds
+
∫
A
fε(uε)utdxds. (3.31)
Due to the uniform convergence of fε(uε)ut → f(u)ut on (0, t)×B(x0, ρ∗)\A,
we have
lim
ε→0
∫
(0,t)×B(x0,ρ∗)\A
fε(uε)utdxds =
∫
(0,t)×B(x0,ρ∗)\A
f(u)utdxds. (3.32)
In order to analyze the integral on A from (3.31) we apply Ho¨lder’s inequality
with conjugate exponents α,β, and γ:∫
A
|fε(uε)ut|dxds ≤ C
(∫
A
|uε|αpdxds
) 1
α
(∫
A
|ut|βdxds
) 1
β |A| 1γ . (3.33)
Our goal is to bound the first two factors on the right-hand side above, and
to this end we have two options for choosing α, β, and γ. First we take
α =
2∗
p
, β = 2, γ =
2 · 2∗
2∗ − 2p,
1284 Petronela Radu
and by the Sobolev embedding theorem and by (3.18) we have the desired
bounds in (3.33) if γ > 0. The positivity of γ amounts to p < 2
∗
2 which is
condition (a) in (A8). The second choice is
α =
m + 1
m− (m + 1)η , β = m + 1, γ =
1
η
,
for some 0 < η < 1. We need to impose that αp ≤ 2∗ and by letting
η → 0 (η -= 0), we get the restriction p + pm < 2∗ (condition (b) in (A8)).
Now we go back in (3.31) and take limδ→0 limε→0 on both sides. First,
in (3.32) take limδ→0 and notice that we can bound the integrand the same
way as in (3.33), and since we have the convergence of the sets (0, t) ×
B(x0, ρ∗)\A → (0, t) × B(x0, ρ∗) as δ → 0, by the Lebesgue dominated
convergence theorem we have
lim
δ→0
lim
ε→0
∫
(0,t)×B(x0,ρ∗)\A
fε(uε)utdxds =
∫
(0,t)×B(x0,ρ∗)
f(u)utdxds.
From (3.33) we have that
lim
δ→0
lim
ε→0
∫
A
|fε(uε)ut|dxds ≤ lim
δ→0
C|A| 1γ lim
ε→0M = 0,
where M is a bound for the first two factors on the right-hand side of (3.33).
Thus we obtained:
lim
ε→0
∫ t
0
∫
B(x0,ρ∗)
fε(uε)utdxds =
∫ t
0
∫
B(x0,ρ∗)
f(u)utdxds.
For the analysis of the second “mixed” term f(x, t, u)uεt we first integrate
by parts :∫ t
0
∫
B(x0,ρ∗)
f(x, t, u)uεtdxds =
∫
B(x0,ρ∗)
f(x, t, u)uεdxds|s=ts=0
−
∫ t
0
∫
B(x0,ρ∗)
ft(x, t, u)uεdxds−
∫ t
0
∫
B(x0,ρ∗)
fu(x, t, u)utuεdxds.
In the first two terms on the right-hand side above we use the fact that
uε → u strongly in L2 and (A2) to obtain convergence of the integrals with
no additional restrictions. For the third term we use the same argument
involving Egoroff’s theorem as we did above in the proof of convergence of
fε(uε)ut. The analysis is similar and yields the same conditions, so we omit
it.
If m = 0 (no damping) or m = 1 (Lipschitz damping) then one does not
need the monotonicity argument in order to obtain g(ut) = ξ, only (3.20)2
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and (3.23)1. Since there is no other restriction imposed on p, these values
for p and m cover the case (c) in (A8).
If we assume (A2)*, then (3.19):
|u∗εt(t)|22,B(x0,ρ) + |∇u∗ε(t)|22,B(x0,ρ) ≤ C
holds for every ρ > 0 (note that we do not need Sattinger’s argument,
therefore no smallness conditions are imposed). The positivity of Fε and
the energy identity give us Lp+1 bounds for the solution which will yield
convergence of the source terms by Lemma 1.3 page 13 in [11] (this argument
does not require Sobolev’s embedding theorem, hence we could apply it for
any p if we were able to eliminate the bound p < 2∗− 1 in the monotonicity
argument above). We cut the initial data only so that we can work on
a bounded domain where the compactness arguments allow us to pass to
the limit in our sequence of approximations. The argument that follows
is identical to the one used before. In the next section we will show how
the local time of existence ρ∗/2 is replaced by any time T under hypothesis
(A2)*, thus obtaining global existence.
Construction of the Lipschitz approximations fε. Take ηε a smooth
cutoff function with
(1) 0 ≤ ηε(v) ≤ 1;
(2) ηε(v) = 1, if |v| < 1ε ;
(3) ηε(v) = 0, if |v| > 2ε ;
(4) |η′ε(v)| ≤ Cε.
Construct fε(x, t, u) := f(x, t, u)ηε(u). Then
fεu(x, t, u) =

fu(x, t, , u), if |u| < 1
ε
fu(x, t, u)ηε(u) + f(x, t, u)η′ε(u), if
1
ε
< |u| < 2
ε
0, otherwise.
By the assumption (A0) we get that
(1) if |u| < 1ε , then |fεu | ≤ |fu| ≤ k
(
2
ε
)
;
(2) if 1ε < |u| < 2ε , then |fεu | ≤ |fu|+ |f |Cε ≤ k
(
2
ε
)
+ Cεk
(
2
ε
)
2
ε
= (2C + 1)k
(
2
ε
)
;
(3) if |u| > 2ε , then |fεu | = 0.
Therefore, fε is Lipshitz in u with the Lipschitz constant (2C + 1)k
(
2
ε
)
.
We prove that if uε(x, t)→ u(x, t) almost everywhere as ε→ 0 then:
fε(x, t, uε(x, t))→ f(x, t, u(x, t)) a.e..
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We have that (we drop the x, t arguments for the functions u and uε):
|fε(x,t, uε)− f(x, t, u)| ≤ |fε(x, t, uε)− fε(x, t, u)|+ |fε(x, t, u)− f(x, t, u)|
≤|f(x, t, uε)ηε(uε)− f(x, t, uε)ηε(u)|+ |f(x, t, uε)ηε(u)− f(x, t, u)ηε(u)|
+ |f(x, t, u)ηε(u)− f(x, t, u)|
≤|f(x, t, uε)||ηε(uε)− ηε(u)|+ |ηε(u)||f(x, t, uε)− f(x, t, u)|
+ |f(x, t, u)||ηε(u)− 1|
≤|f(x, t, uε)|max
v
|η′ε(v)||uε − u|+ |f(x, t, uε)− f(x, t, u)|
+ |f(x, t, u)||ηε(u)− 1|.
We conclude that
fε(x, t, uε(x, t))→ f(x, t, u(x, t)) a.e., (3.34)
since f and ηε are continuous in u, uε(x, t)→ u(x, t) almost everywhere, and
ηε → 1 almost everywhere.
Since fε(x, t, u) = ηε(u)f(x, t, u), then from the assumption (A1) on f , we
have that |fε(x, t, uε)| ≤ m1|uε|p + m2|uε|q.
By (3.19)) and the Rellich-Kondrachov embedding theorem, since 1 <
q < p < 2∗ − 1 we have that upε and uqε converge strongly in L1 (up to
a subsequence), hence by the Lebesgue dominated convergence theorem
fε(x, t, uε) → f(x, t, u) strongly in L1. As an immediate consequence we
have convergence in the sense of distributions for the source terms.
Thus, we proved that our approximations have the desired properties.
Step 4. We now consider the problem on the entire space Rn. In order to
eliminate the restriction of working with “small” initial data with compact
support, we use a “patching” of solutions argument due to M. Crandall and
L. Tartar who applied it in [19] to show global existence of a solution for
the Broadwell model. This step will require us to carefully assemble all the
results obtained in the previous steps.
Let (u0, u1) be a pair of initial data on Rn that satisfies the assumptions of
Theorem 3.1. The recipe for constructing our solutions from general initial
data is as follows:
Step 4.1. Cut the initial data in small pieces on bounded domains and for
each piece obtain global existence of solutions for the approximate problems
with Lipschitz source terms fε.
Step 4.2. For each bounded domain, obtain bounds for |∇uε|2 and pass to
the limit in the approximate solutions; hence, we obtain existence for the
problem with a general source term.
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Step 4.3. Up to some time T < 1, “patch all solutions” obtained in Step 4.2
to obtain a solution for the problem with a general source term with initial
data on Rn.
Step 4.4. Show that the solution defined in Step 4.3 is a well-defined
function and it is the solution generated by the initial data (u0, u1).
Here is a detailed discussion of the above construction.
Step 4.1. Let d > 0. Consider a lattice of points xk, k ∈ N in Rn situated
at a distance d away from each other, such that in every ball of radius d we
find at least one xk. With ρ∗ given by (3.15) and (3.11) (where ρ∗ depends
only on the norms of the initial data), construct the balls Bk of radius ρ∗/2
centered at xk. The procedure outlined in Step 2 for truncating the initial
data around x0 to obtain a “small piece” denoted by (u∗0, u∗1), will be used
now to construct around each xk the truncations (u∗0,k, u
∗
1,k) which will satisfy
the “smallness” assumptions
|∇u∗0,k|Bk < α,
1
2
|u∗1,k|2Bk +
1
2
|∇u∗0,k|2Bk +
∫
Bk
F (x, 0, u∗0,k(x)) dx+K|Bk|
< Φ(α).
On each of the balls Bk we apply Theorem 2.3 to obtain global existence of
solutions u∗ε,k for the problem (SWB) with initial data (u
∗
0,k, u
∗
1,k) and with
the Lipschitz approximations fε for the source term (see the construction fε
at the end of Step 3).
Step 4.2. At this point, the arguments of Step 3 for passing to the limit
as ε → 0 in the sequence of approximate problems are applied, where x0 is
successively replaced by xk. First, we apply Sattinger’s argument to estimate
|∇uε|2 on each of the balls B(xk, ρ∗/2). (Note that we need to make use of
the smallness assumptions written in Step 4.1.) The convergence u∗ε,k → u∗k
takes place on every domain Bk × (0, ρ∗/2), so we obtain a global solution
to the boundary-value problem (SWB) for Ω = Bk, for every k.
Step 4.3. The solutions u∗k found in Step 4.2 will now be “patched” together
to obtain our general solution. First, we need to introduce the following
notation. For k ∈ N, let Ck := {(y, s) ∈ R3 × [0,∞); |y − xk| ≤ ρ∗/2 − s}
be the backward cones which have their vertices at (xk, ρ∗/2). For d small
enough (i.e., for 0 < d < ρ∗/2) any two neighboring cones Ck and Cj will
intersect. For every set of intersection Ik,j := Ck ∩ Cj the maximum value
for time contained in it is equal to (ρ∗ − d)/2 (see Figure 3 below).
For t < ρ∗/2 we define the piecewise function:
u(x, t) := u∗k(x, t), if (x, t) ∈ Ck. (3.35)
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This solution is defined only up to time (ρ∗ − d)/2, since the cones do not
cover the entire strip Rn × (0, ρ∗/2). By letting d → 0 we can obtain a
solution well defined up to time ρ∗/2. Thus, we have u defined up to time
ρ∗/2, which is the height of all cones Ck. Every pair (x, t) ∈ Rn × (0, ρ∗/2)
belongs to at least one Ck, so in order to show that this function from (3.35)
is well defined, we need to check that it is single valued on the intersection
of two cones. Also, we need to show that the above function is the solution
generated by the pair of initial data (u0, u1). Both proofs will be done in
the next step.
"
!
"
d
"
ff
ρ∗/2
ff
t
x
Ik,jCk Cj
xk xj
(ρ∗ − d)/2
ρ∗/2
!
!
!
!
!
!
!"
"
"
"
"
"
"!
!
!
!
!
!
!"
"
"
"
"
"
"
Figure 3: The intersection of the cones Ck and Cj
Step 4.4. In order to prove the properties that we set out to do in this step,
we will go back and look at the solutions u∗k as limits of the approximation
solutions u∗k,ε.
For each k ∈ N we have (u∗0,k, u∗1,k) = (u0, u1) for every x ∈ Bk = {y ∈ Rn :
|y − xk| < ρ∗/2} (see the construction of the truncations (u∗0,k, u∗1,k) in Step
2). Therefore, u∗ε,k (defined in Step 4.1) is an approximation of the solution
generated by the initial data (u0, u1) on Ck (from the uniqueness property
given by Part 2 of Proposition 2.4). We let ε → 0 (use the argument from
Step 3) to show that the solution u on each Ck is generated by the initial
data (u0, u1).
To show that u defined by (3.35) is a proper function, we use the same
result of uniqueness given by the finite speed of propagation. First note that
for n ≥ 3 the intersection Ik,j is not a cone, but it is contained by the cone
Ck,j with the vertex at ((xk +xj)/2, (ρ∗− d)/2) of height (ρ∗− d)/2. In this
cone we use the uniqueness asserted by the finite speed of propagation as
follows. First note that the cones Ck,j contain the sets Ik,j , but Ck,j ⊂ Ck ∪
Cj . In Ck and Cj we have the two solutions u∗k,ε and u
∗
j,ε (see construction
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in 4.1); hence, in Ck,j we now have defined two solutions. Since u∗k,ε and
u∗j,ε start with the same initial data ((u∗0,k, u
∗
1,k) = (u0, u1) = (u
∗
0,j , u
∗
1,j) on
Bk ∩ Bj), they are equal. We let ε → 0 to obtain u∗k = u∗j in Ck,j , and
since Ik,j ⊂ Ck,j we proved u∗k = u∗j on Ik,j . Therefore, u is a single-valued
(proper) function.
Finally, the fact that this constructed function u is a solution to the
Cauchy problem (SW) is immediate since it satisfies both the wave equation
and the initial conditions.
The above method of using cutoff functions and “patching” solutions
based on uniqueness will work the same way in the case when we addition-
ally assume (A2)*. Since we can choose the height of the cones as large as
we wish, the solutions exist globally in time under the positivity hypothesis
for F . !
Remark 1. This proof works in the variable coefficient case, i.e., for the
equation
utt −
n∑
i,j=1
(aij(x)uxi(x, t))xj + f(x, t, u) + g(x, t, ut) = 0, (3.36)
where to the assumptions (A0)-(A7), we add the following assumptions con-
cerning the coefficients aij . For every 1 ≤ i, j ≤ n, we impose that aij
are
(1) bounded: aij ∈ L∞(Rn);
(2) symmetric: aij = aji;
(3) elliptic:
∑n
i,j=1 aij(x)ξiξj ≥ k|ξ|2, k > 0, for every ξ ∈ Rn with
components ξi.
This generalization is mainly possible due to the fact that the arguments used
in the proof of Theorem 2.1 and in the finite propagation speed property do
not critically rely on the fact that the coefficients are constant. The rest of
the proof can be easily adjusted.
Remark 2. The local existence result obtained under the assumption
(A1)(a) can not be extended to a global existence theorem, as blow-up re-
sults in the non-coercive case show that the solution may go to infinity in
L∞ norm in finite time (see [5], [7]). More precisely, in [7] it was shown that
if 1 < m < p < nn−2 , the solution of the equation:
utt −∆u− u|u|p−1 + ut|ut|m−1 = 0
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will exist only locally in time if its initial data has sufficiently large negative
energy.
Remark 3. The assumption (A0) for f can be relaxed in the sense that we
only need a function k such that
if |x|, t, |u| ≤ r, then |fu(x, t, u)| ≤ k(r).
Remark 4. In the case of (A2)* the bound p < 2∗ − 1 can be replaced by
the less restrictive p+ pm < 2
∗ (see the discussion following the monotonicity
argument for (A2)*).
Remark 5. In the growth assumption (A1)(ii) we can allow 2 ≤ q < p,
instead of 2 < q < p, if m2 < C∗, where C∗ is the constant from Sobolev’s
inequality, so the potential well function Φ will have a quadratic term with
a positive coefficient in front.
4. Appendix
This section is dedicated to obtaining global existence of weak solutions
for semilinear wave equations with Lipschitz source terms and monotone
damping. Such a result can be obtained via semigroup theory (see for ex-
ample [3]), but in order to make the results of this paper self contained, we
include a proof based solely on estimates. The ideas of this proof can be
found in the classical works of V. Barbu [1], and J.-L. Lions [12].
At first, we present a lemma that collects a series of properties of the
Yosida approximation. Given a function g(x, t, v) that satisfies (A3)-(A7)
we define the Yosida approximation of g in the third argument, v, by :
gλ(x, t, v + λg(x, t, v)) = g(x, t, v). (4.1)
With the aid of the function
Hλ,x,t(v) = v + λg(x, t, v)
we can write
gλ(x, t, v) = g(x, t,H−1λ,x,t(v)), (4.2)
where H−1 denotes the inverse of H. We denote by:
Gλ(x, t, v) =
∫ v
0
gλ(x, t, y)dy.
Then, we have the following:
Lemma 4.1. (Properties of the Yosida approximation) For g(x, t, v), a func-
tion which is increasing and differentiable in v, let gλ be given as in (4.2).
Then, the following hold
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(i) (A4)λ : gλ is increasing;
(ii) gλ is a Lipschitz function in v of constant 1λ ; i.e.,
|gλ(x, t, v1)− gλ(x, t, v2)| ≤ 1
λ
|v1 − v2|;
(iii) λgλ(x, t, v) = v −H−1λ,x,t(v);
(iv) Gλ ≥ 0;
(v) (A6) implies
(A6)λ : |∇xgλ(x, t, v)| ≤ C|v|;
(vi) (A7) implies
(A7)λ : |Gλt (x, t, v)| ≤ C|v|2;
(vii) Gλ(x, t, v) ≤ G(x, t, v), for every x, t, v; hence
||Gλ(t, v)||L1(Ω) ≤ ||G(t, v)||L1(Ω).
Proof. In the equations below the arguments x and t will be suppressed
whenever they do not play a significant role.
(i) First note that H−1 is an increasing function, being the inverse of an
increasing function. By (4.2) gλ is a composition of increasing functions,
therefore it inherits the same monotonicity.
(ii) We differentiate with respect to v the equality (4.1) and obtain:
gλv (v + λg(v)) =
gv(v)
1 + λgv(v)
. (4.3)
Since gv(v) ≥ 0 for every v, we get 0 ≤ gλv ≤ 1λ .
The fact that 0 ≤ gλv ≤ 1λ implies:
|gλ(x, t, v1)− gλ(x, t, v2)| ≤
∫ v2
v1
|gλv (x, t, y)|dy ≤
1
λ
|v1 − v2|.
(iii) It is enough to show that H−1λ,x,t = (I + λg)
−1 = I − λgλ, where
I : R → R is the identity function; i.e. I(v) = v and the inverse functions
are taken only with respect to the v argument. This equality is true, since
(I − λgλ)(I + λg) = I is the same as g = gλ(I + λg), which is equivalent to
(4.2).
(iv) We have gλ(x, t, 0) = 0 (by the definition of gλ and by g(x, t, 0) = 0).
Therefore, by (i) gλ(v) ≥ 0, if v ≥ 0 and gλ(v) < 0, if v < 0, and this implies
Gλ ≥ 0.
(v) For simplicity, denote by vλ(x, t, v) := (I + λg(x, t))−1(v), so that
vλ(x, t, v) + λg(x, t, vλ) = v. (4.4)
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Then, by the definition of gλ
gλ(x, t, v) = g(x, t, vλ). (4.5)
We differentiate (4.4) with respect to x and obtain
∇xvλ + λ∇xg(vλ) + λgv(vλ)∇xvλ = 0.
So
∇xvλ(1 + λgv(vλ)) = −λ∇xg(vλ).
Hence, by (4.5), (A6) and λ, gv ≥ 0 we have:
|∇xgλ(v)| ≤ |∇xg(vλ)|+ |gv(vλ)∇xvλ|
by (A6)
≤ C|vλ|+ λgv(v
λ)|∇xg(vλ)|
1 + λgv(vλ)
≤ C|vλ|+ |∇xg(vλ)| ≤ C|vλ|.
The facts that g is increasing and g(x, t, 0) = 0 imply that vλg(vλ) ≥ 0, so
by squaring (4.4), we obtain |vλ| ≤ |v|, which together with the previous
inequality and the hypothesis conclude the proof.
(vi) As in the previous case, we prove that |gλt (x, t, v)| ≤ C|v|. By inte-
grating with respect to v, we obtain (A7)λ.
(vii) In the notation of (v), since gλ is increasing and gλ(0) = 0, we have
that if v ≤ 0 then gλ(v) = g(vλ) ≤ 0. This implies that vλ ≤ 0 since g is
increasing with g(0) = 0. Hence v and vλ have the same sign (the case v ≥ 0
can be treated in an analogous way). Recall that |vλ| ≤ |v|. In the case
0 ≤ vλ ≤ v, by the monotonicity of g, we have that 0 ≤ g(vλ) = gλ(v) ≤
g(v). By integration with respect to v we obtain Gλ(x, t, v) ≤ G(x, t, v), for
v ≥ 0. In an analogous way we treat the case v ≤ vλ ≤ 0. By integration
with respect to the x variable, we obtain the desired inequality of the L1
norms. !
Remark. The above properties hold for g only continuous and increasing.
Approximate such a function with differentiable functions (by taking convo-
lutions with mollifiers) for which the above statements are true. Pass to the
limit to obtain the same conclusions for g.
Next we present the proof of Theorem 2.1.
Proof. Existence: Under the assumptions of Theorem 2.1 consider the
approximate problem: u
λ
tt −∆uλ + f(x, t, uλ) + gλ(x, t, uλt ) = 0 in Ω× (0, T );
(uλ, uλt )|t=0 = (u0, u1);
uλ = 0 on ∂Ω× (0, T ),
(SWBλ)
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where gλ is the Yosida approximation of g defined for λ > 0 by (4.1).
The approximate problem (SWBλ) can be seen as a Lipschitz perturbation
of a linear semigroup, so it has a unique weak solution for sufficiently regular
initial data (see [1]). For this problem, the regularity of the initial data is
propagated in time. Since for the following estimates we need sufficiently
regular solutions, we approximate the initial data by C∞0 functions u0ε , u1ε .
Then we pass to the limit as ε→ 0 in the estimates obtained, and this yields
the estimates for the problem with initial data u0, u1 ∈ H10 (Ω), u0 ∈ H2(Ω).
This argument allows us to use the multipliers below and establishes the
validity of the following computations, where we drop the subscript ε.
A priori estimates. The following estimates are needed for the proof:
|uλt (t)|2L2(Ω) + ||uλ(t)||2H10 (Ω) ≤ C; (4.6)
||uλt (t)||2H10 (Ω) + |∆u
λ(t)|2L2(Ω) ≤ C; (4.7)∫ T
0
|uλtt(t)|2L2(Ω)dt ≤ C; (4.8)∫ T
0
|gλ(t, uλt )|2L2(Ω) dt ≤ C, (4.9)
for all t ∈ [0, T ], and where C is a generic constant, independent of λ.
These estimates are obtained by multiplying the equation (SWBλ) by
appropriate quantities. In order to obtain (4.6) we use the multiplier uλt ,
integrate over the space Ω and obtain:
1
2
d
dt
∫
Ω
(
|uλt (x, t)|2 + |∇uλ(x, t)|2
)
dx ≤ −
∫
Ω
f(x, t, uλ)uλt (x, t)dx,
by the monotonicity of gλ. Integration in t and the Lipschitz assumptions
on f yield:∫
Ω
(
|uλt (x, t)|2 + |∇uλ(x, t)|2
)
dx
≤
∫
Ω
(
u21(x) + |∇u0(x)|2
)
dx + 2L
∫ t
0
∫
Ω
|uλ(x, s)||uλt (x, s)|dxds
≤
∫
Ω
(
u21(x) + |∇u0(x)|2
)
dx + L
∫ t
0
∫
Ω
(
|uλ(x, s)|2 + |uλt (x, s)|2
)
dx ds,
which by Poincare´’s inequality is
≤
∫
Ω
(
u21(x) + |∇u0(x)|2
)
dx + L
∫ t
0
∫
Ω
(
C|∇uλ(x, s)|2 + |uλt (x, s)|2
)
dx ds.
1294 Petronela Radu
These inequalities hold for any t ∈ (0, T ), so by Gronwall we get:
|uλt (t)|2L2(Ω) + ||uλ(t)||2H10 (Ω) ≤ e
CT
∫
Ω
(
u21(x) + |∇u0(x)|2
)
dx = Const.
Estimate (4.7) is obtained by multiplying the equation by −∆uλt and inte-
grating in x. We omit the x, t arguments for the function u to write:∫
Ω
[
−uλtt∆uλt +∆uλ∆uλt − f(x, t, uλ)∆uλt −gλ(x, t, uλt )∆uλt
]
dx = 0.
(4.10)
We have ∫
Ω
gλ(x, t, uλt )∆u
λ
t dx ≤ −
∫
Ω
∇xgλ(x, t, uλt ) ·∇uλt dx. (4.11)
To show (4.11), we mollify gλ, so that its approximations are increasing
and differentiable. For the approximations (denoted still gλ) we use Green’s
formula where all the boundary terms are zero to write:∫
Ω
gλ(x, t, uλt )∆u
λ
t dx = −
∫
Ω
gλv (x, t, u
λ
t )|∇uλt |2dx
−
∫
Ω
∇xgλ(x, t, uλt ) ·∇uλt dx ≤ −
∫
Ω
∇xgλ(x, t, uλt ) ·∇uλt dx.
By passing to the limit in the sequence of approximations, we have (4.11)
for gλ.
Therefore, by (A6)λ (the consequence of (A6) for gλ) and by (4.11) we
get: ∫
Ω
gλ(x, t, uλt )∆u
λ
t dx ≤ C
∫
Ω
(
|∇uλt (x, t)|2 + |uλt (x, t)|2
)
dx,
hence, by (4.10) and the above inequality:
1
2
d
dt
∫
Ω
(
|∇uλt |2 + |∆uλ|2
)
dx ≤
∫
Ω
f(x, t, uλ)∆uλt dx
+ C
∫
Ω
(
|∇uλt |2 + |uλt |2
)
dx.
We integrate in time to obtain∫
Ω
(
|∇uλt (x, t)|2 + |∆uλ(x, t)|2
)
dx ≤
∫
Ω
(
|∇u1(x)|2 + |∆u0(x)|2
)
dx
+
∫ t
0
∫
Ω
(
2f(x, t, uλ)∆uλt (x, s) + C|∇uλt (x, s)|2 + C|uλt (x, s)|2
)
dxds.
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With (4.6) we bound
∫ t
0
∫
Ω
|uλt (x, s)|2dxds. In the term that contains f , we
integrate by parts with respect to t, so the above inequality becomes:∫
Ω
(
|∇uλt (x, t)|2 + |∆uλ(x, t)|2
)
dx
≤ C + C
∫ t
0
∫
Ω
|∇uλt (x, s)|2dxds + 2
∫
Ω
f(x, s, uλ)∆uλ(x, s)dx|s=ts=0
− 2
∫ t
0
∫
Ω
[ft(x, t, uλ) + fu(x, t, uλ)uλt (x, s)]∆u
λ(x, s)dxds,
and since |fu| < L, |ft| < C, with the help of Young’s inequality we obtain:∫
Ω
(
|∇uλt (x, t)|2 + |∆uλ(x, t)|2
)
dx ≤ C + C
∫ t
0
∫
Ω
|∇uλt (x, s)|2dxds
+
L
α
∫
Ω
|uλ(x, t)|2dx + Lα
∫
Ω
|∆uλ(x, t)|2dx
+
∫ t
0
∫
Ω
(
(L + C|uλt (x, s)|)2 + |∆uλ(x, s)|2
)
dxds,
which with the right choice for α, the aid of Poincare´’s inequality, and by
using the estimate (4.6) yields a Gronwall type inequality. This Gronwall-
type inequality implies (4.7).
Remark: In the above estimate we actually used that fact that f is dif-
ferentiable almost everywhere with respect to u, which is a consequence of
f being Lipschitz in u.
The third estimate in our list (4.8) is obtained with the aid of the multi-
plier uλtt, and by integrating in space and time. Hence,∫ T
0
∫
Ω
|uλtt(x, s)|2dxds +
∫
Ω
Gλ(x, T, uλt (x, T ))dx
=
∫
Ω
Gλ(x, 0, u1(x))dx +
∫ T
0
∫
Ω
Gλt (x, s, ut(x, s))dxds
+
∫ T
0
∫
Ω
∆uλ(x, s)uλtt(x, s)dxds−
∫ T
0
∫
Ω
f(x, t, uλ(x, s))uλtt(x, s)dxds
by (A7)λ≤
∫
Ω
Gλ(x, 0, u1(x))dx + C
∫ T
0
|ut(s)|2L2(Ω)ds +
1
2ε
∫ T
0
|∆uλ(s)|2L2(Ω)ds
+
ε
2
∫ T
0
|uλtt(s)|2L2(Ω)ds +
L
2η
∫ T
0
|uλ(s)|2L2(Ω)ds +
Lη
2
∫ T
0
|uλtt(s)|2L2(Ω)ds,
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where we made use of Young’s inequality with coefficients ε, 1ε , η,
1
η . By
choosing ε and η small enough, Poincare´’s inequality combined with the
bounds from (4.6) and (4.7) yields :
C
∫ T
0
|uλtt(s)|2L2(Ω)ds +
∫
Ω
Gλ(x, T, uλt (x, T ))dx ≤
∫
Ω
Gλ(x, 0, u1(x))dx + C.
Gλ is a positive function by Lemma 4.13 and ||Gλ(0, u1)||L1(Ω) ≤ C by the
hypothesis and Lemma 4.14. These facts will imply (4.8).
We follow the same kind of argument for the last estimate in (4.9), mul-
tiplying by gλ(x, t, uλt ) and integrating over (0, T )× Ω.∫ T
0
∫
Ω
|gλ(x, s, uλt )|2dxds =
∫ T
0
∫
Ω
(
∆uλ(x, s)gλ(x, s, uλt )
−uλtt(x, s)gλ(x, s, uλt )− f(x, s, uλ)gλ(x, s, uλt )
)
dxds
≤
∫ T
0
∫
Ω
(
1
2ε
|∆uλ(x, s)|2 + ε
2
|gλ(x, s, uλt )|2 +
1
2η
|uλtt(x, s)|2
+
η
2
|gλ(x, s, uλt )|2 +
L
2ζ
|uλ(x, s)|2 + ζ
2
|gλ(x, s, uλt )|2
)
dxds.
Again, choose ε, η, ζ small enough in Young’s inequality and use (4.6),(4.7)
and (4.8) to obtain (4.9). At this point, the estimates hold for regular
solutions uλε , where we omitted the subscript ε. We let ε → 0, so (4.6-4.9)
take place for solutions uλ.
Next, we will show that (uλ)λ≥0 is a Cauchy sequence in H10 (Ω) and
(uλt )λ≥0 is Cauchy in L2(Ω). We subtract the equation (SWBµ) from (SWBλ),
multiply the result by the difference uλt −uµt , and integrate over Ω to obtain:
1
2
d
dt
(∫
Ω
(uλt (x, t)− uµt (x, t))2 + |∇uλ(x, t)−∇uµ(x, t)|2dx
)
(4.12)
+
∫
Ω
(f(x, t, uλ)− f(x, t, uµ))(uλt (x, t)− uµt (x, t))dx
+
∫
Ω
(gλ(x, t, uλt )− gµ(x, t, uµt ))(uλt (x, t)− uµt (x, t))dx = 0.
By Lemma 4.12 we have the identity
uλt = λg
λ(uλt ) + (1 + λg)
−1(uλt ),
and a similar relation for uµ. We drop the x, t arguments to write:
(gλ(uλt )− gµ(uµt ))(uλt − uµt ) = (gλ(uλt )− gµ(uµt ))(λgλ(uλt )− µgµ(uµt )
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+ (I + λg)−1(uλt )− (I + µg)−1(uµt )). (4.13)
We denote ζ := (I + λg)−1(uλt ), η := (I + µg)−1(u
µ
t ), and use the definition
of the Yosida approximations to get:
gλ(uλt ) = g(I + λg)
−1(uλt ) = g(ζ), g
µ(uµt ) = g(I + µg)
−1(uµt ) = g(η).
We employ the above relations and the monotonicity of g in (4.13):
(gλ(uλt )− gµ(uµt ))(uλt − uµt ) = (gλ(uλt )− gµ(uµt ))(λgλ(uλt )− µgµ(uµt ))
+ (g(ζ)− g(η))(ζ − η) ≥ (gλ(uλt )− gµ(uµt ))(λgλ(uλt )− µgµ(uµt )).
We integrate (4.12) with respect to time and use the Lipschitz assumption
on f to arrive at the following inequalities:
|uλt (t)− uµt (t)|2L2(Ω) + ||uλ(t)− uµ(t)||2H10 (Ω)
≤ 2L
∫ t
0
∫
Ω
|uλ(x, s)− uµ(x, s)| · |uλt (x, s)uµt (x, s)|dxds
− 2
∫ t
0
∫
Ω
(gλ(x, s, uλt )− gµ(x, s, uµt ))(λgλ(x, s, uλt )− µgµ(x, s, uµt ))dxds
≤ L
∫ t
0
∫
Ω
(
|uλ(x, s)− uµ(x, s)|2 + |uλt (x, s)− uµt (x, s)|2
)
dxds + C|λ− µ|
≤ C
∫ t
0
(
|uλt (s)− uµt (s)|2L2(Ω) + ||uλ(s)− uµ(s)||2H10 (Ω)
)
ds + C|λ− µ|,
where Poincare´’s inequality was used to obtain the last inequality. An appli-
cation of Gronwall’s inequality shows that our sequence is Cauchy. Further
explanation is due in the above argument where we used that
−
∫ t
0
∫
Ω
(gλ(x, s, uλt )− gµ(x, s, uµt ))(λgλ(x, s, uλt )− µgµ(x, s, uµt ))dxds
≤ C(λ− µ).
For simplicity, let us denote by a and b the following quantities: a :=
gλ(x, s, uλt ), b := gµ(x, s, u
µ
t ) Then, it will be enough to show that:
−(λa− µb)(a− b) ≤ C(λ− µ) (4.14)
for some C, which can be positive or negative. There are two cases: either
λ = µ, which is trivial, or λ -= µ. In this second case, we can choose
C = b
2−a2
2 , so the following inequalities hold: a
2−ab+C ≥ 0, b2−ab−C ≥ 0,
which implies
−λ(a2 − ab + C)− µ(b2 − ab− C) ≤ 0,
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which is (4.14) rearranged. The argument is finished as we observe that∫ T
0
∫
Ω a
2dxds, respectively
∫ T
0
∫
Ω b
2dxds, are finite due to (4.9).
Thus, we have the following convergences for the Cauchy sequences:
uλ(t)→ u(t) uniformly on [0, T ] in H10 (Ω)
uλt (t)→ ut(t) uniformly on [0, T ] in L2(Ω).
(4.15)
In order to conclude the proof of existence (and regularity) of the solution,
we remark that also the following convergences take place for a subsequence
(not relabeled) of uλ:
uλtt → utt weakly in L2(0, T ;L2(Ω)) due to (4.8);
∆uλ → ∆u weakly in L2(0, T ;L2(Ω)) due to (4.7);
f(x, t, uλ)→ f(x, t, u) in L2(0, T ;L2(Ω)) due to the Lipschitz assumptions;
gλ(x, t, uλt )→ ξ weakly in L2(0, T ;L2(Ω)) for some ξ ∈ L2(0, T ;L2(Ω)),
due to (4.9).
Finally, (4.15)2 implies ξ = g(ut) in L2(0, T ;L2(Ω)).
Uniqueness. Suppose that u and v are two solutions of (SWB), then the
difference u− v satisfies the equation:
(u− v)tt −∆(u− v) + f(x, t, u)− f(x, t, v) + g(x, t, ut)− g(x, t, vt) = 0,
with initial and boundary data identically zero. As usual, we multiply the
equation by (u− v)t, which is allowed due to the regularity obtained above,
and integrate in space and time. Therefore:∫
Ω
[(ut − vt)(t, x)]2 + |∇(u− v)(t, x)|2dx ≤ −
∫ t
0
∫
Ω
(f(x, t, u)− f(x, t, v))
· (ut(x, s)− vt(x, s)) + (g(x, s, ut)− g(x, s, vt))(ut(x, s)− vt(x, s))dsdx.
The same ingredients that we used before, the Lipschitz assumptions on f ,
the monotonicity of g, and the Cauchy and Gronwall inequalities give us
u− v = 0. Thus, the solutions of (SWB) are unique. !
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