Conventional two-dimensional (2-D) autofocus algorithms blindly estimate the phase error in the sense that they do not exploit any a priori information on the structure of the 2-D phase error. As such, they often suffer from low computational efficiency and lack of data redundancy to accurately estimate the 2-D phase error. In this paper, a knowledge-aided (KA) 2-D autofocus algorithm which is based on exploiting a priori knowledge about the 2-D phase error structure, is presented. First, as a prerequisite of the proposed KA method, the analytical structure of residual 2-D phase error in SAR imagery is investigated in the polar format algorithm (PFA) framework. Then, by incorporating this a priori information, a novel 2-D autofocus approach is proposed. The new method only requires an estimate of azimuth phase error and/or residual range cell migration, while the 2-D phase error can then be computed directly from the estimated azimuth phase error or residual range cell migration. This 2-D autofocus method can also be applied to refocus moving targets in PFA imagery. Experimental results clearly demonstrate the effectiveness and robustness of the proposed method.
the other hand, range resolution cell becomes smaller. As a result, the residual RCM will inevitably exceed the range resolution cell size in ultra-high resolution SAR systems [5, 6] . In this situation, 2-D autofocus becomes a necessary procedure to obtain refocused images.
Two alternative strategies are available for the estimation of 2-D phase error. The first one is to estimate the error in a blind manner as they assume that the 2-D phase error is absolutely unknown a priori [14] [15] [16] [17] [18] .
These approaches face two major hurdles if they are to become as useful as one-dimensional (1-D) autofocus. First, compared with 1-D phase error estimation, the data have much less available redundancy for 2-D phase error estimation. Second, the increased dimensions of the estimated parameters result in high computational complexity, thereby limiting their applicability in real-time operation. In contrast to the blind estimation approaches, the second strategy is to estimate the 2-D phase error in a semi-blind manner. The main trait of such schemes is to estimate the phase error in a reduced-dimension parameter space by incorporating the a priori knowledge of the error structures. Typically, by exploiting the inherent structure of the 2-D phase error, the estimation of the 2-D phase error can be reduced to a 1-D problem. For example, some preliminary knowledge-aided 2-D autofocus methods were proposed in [5] [6] [7] [8] , by examining the 2-D phase error structure for certain selected image formation algorithms.. These approaches simplify the 2-D phase error into a combination of the APE and the residual RCM. One of the two types of errors is estimated and, based on such results, the other one is computed by exploiting the analytical relationship between these two types of errors. However, after image formation, the 2-D phase error may contain not only the APE and residual RCM, but also high-order terms of the range frequency. Therefore, the image refocused by these algorithms may still suffer from performance degradation when the high-order terms are innegligible. Fig. 5 shows such a data example, where Figs. 5 (a) and 5 (b) are, respectively, the range compressed and full compressed images obtained by using the polar format algorithm (PFA). In Fig. 5 (a) we observe not only the residual RCM but also the range defocus effect, especially at the edges of the aperture.
To obtain an accurate estimate of the residual 2-D phase error using the semi-blind approach, it is a prerequisite to have the a priori knowledge about the accurate phase error structure. In this paper, we investigate the inherent structure of the residual 2-D phase error in the framework of PFA. Then, by incorporating the derived inherent phase error structure, we propose a robust 2-D autofocus algorithm which obtained 2-D phase error by estimating phase errors only in a single dimension, i.e., either APE or the residual RCM. The proposed approach provides clear advantages over conventional blind autofocus algorithms in terms of both computational efficiency and estimation accuracy. This paper is organized as following. In Section II, the inherent structure of the residual 2-D phase errors is analyzed in the PFA framework. Based on this prior knowledge of phase errors, an accurate 2-D autofocus method is proposed in Section III. In Section IV, experimental results are presented to demonstrate the effectiveness of the proposed autofocus approach. Section V presents concluding remarks.
II. Inherent Structure of 2-D Phase Error in PFA Imagery

A. Phase Error in Phase History Domain
The imaging geometry of a spotlight-mode SAR system is shown in Fig.1 The distance between the antenna phase center (APC) and the scene center (Point O in Fig. 1 To proceed with the PFA, the radar echoes must be converted into the range-frequency domain. The conversion method depends on the type of operating modulations. If a linear frequency modulated (LFM) signal is transmitted, the deramp technique effectively transforms the echoes into the range-frequency domain at the receiver and reduces the required A/D conversion rate. Alternatively, the conversion can be achieved by performing the Fourier transform to the sampled range signal. This approach is applicable to all modulation types. Without loss of generality, our discussion in the sequel will be based on the Fourier transform based approach, whereas extension to the deramp method is straightforward.
After matched filtering and motion compensation with respect to the scene center, the 2-D echo signal can be expressed as 
From (4) 
The first term is the APE which is independent of the range frequency, whereas the second term is the residual RCM which is linear to the range frequency. It is clear that, because both terms are proportional to ( ) e r t , there exists a linear relationship between the APE and residual RCM.
Since most autofocus methods work as postprocessing techniques, we are more concerned with the residual 2-D phase error after image formation processing. In the following, we derive the model of residual 2-D phase error after image formation processing in the framework of PFA.
B. Phase Error after Polar Reformatting
In this subsection, we analyze the residual 2-D phase error in PFA imagery from two different perspectives. The results will form the basis for our proposed 2-D autofocus method to be discussed in the next section.
Derivation Method I
In [19] , we provide a new interpretation of polar reformatting, where the range resampling is considered as a range frequency scaling transformation, and the azimuth resampling is interpreted as a combination of RCM linearization and the Keystone transform (KT).
The range frequency scaling transform has a scaling factor of ( ) 
where ( ) ( ) ( )
The second step of PFA is azimuth resampling. We divide it into two cascaded resampling procedures, i.e., RCM linearization and KT. RCM linearization is a azimuth time transformation, which is independent of the range frequency, to linearize tan θ . Mathematically, this procedure can be implemented by performing a change-of-variable on the azimuth time, denoted as ( )
. Therefore, after RCM linearization, the signal in (6) becomes
where Ω is a constant determined by the azimuth resampling process and ( ) ( )
The final step of polar reformatting is to perform the KT on (7), which results in ( )
, ,
sin exp
For notational convenience, we define the spatial frequency in azimuth and range, respectively 
where Y has an offset 0
Therefore, in the spatial frequency domain, the signal depicted in (8) can be expressed as
To simplify the notation, we can define ( )
Now it is clear that, after polar reformatting, the residual 2-D phase error in the spatial frequency domain is
Derivation Method II
In the following we examine the residual 2-D phase error after polar reformatting from a different perspective. From [20, 21] , we know that there exists a Fourier transform relationship between the terrain reflectivity and the collected data in the phase history domain. That is, the collected data in the phase history domain is 2-D samples in spatial frequency domain of the terrain reflectivity. Each demodulated pulse at a particular azimuth time t along the synthetic aperture yields one line of frequency domain data (actually, only one segment is available due to limited transmitted bandwidthB ). The line passes through the origin of the coordinate systems and its position is determined by the specific data collection geometry.
Note that the azimuth and incident angle of the line in the spatial frequency domain respectively coincide with those in the data collection geometry (see Fig. 2 ). Therefore, a finite set of echo pulses can provide a polar raster samples in spatial frequency domain of terrain reflectivity. To clearly show these polar format samples, we rewrite (4) as 
the signal after polar reformatting can be expressed as
, exp
where ( ) ( )
In (15) 
the signal in (15) can be rewritten as ( )
where
From (17) , it become clear that the residual 2-D phase error after polar reformatting is ( )
C. Priori Knowledge on Phase Error Structure
In the previous subsection, we have derived the residual 2-D phase error model after polar reformatting from two different perspectives. Different from the one in phase history domain, residual 2-D phase error in the spatial frequency domain includes not only APE and RCM, but also high-order terms in range frequency. To see this effect clearly, we perform a Taylor expansion on (12) or (18) 
where (
where ( )
respectively denote the first and second derivatives of ( )
In (19) , the
term is the APE, the ( ) Consulting (20) and (12) or (18), we can find the analytical relationship between the 2-D phase error and the APE as
and the relationship between the 2-D phase error and the residual RCM as
In (22), C is an unknown constant which cannot be determined from the residual RCM. Fortunately, its corresponding term is linear to the spatial frequency X . Because a linear phase error only introduces an image domain shift, but not affect the focus quality, such linear phase errors can be ignored in the autofocus process which is primarily concerned with the focus quality.
III. Knowledge-aided Two-dimensional Autofocus for PFA Imagery
A. Necessity of 2-D Autofocus
Before applying the 2-D autofocus, we would like to clarify when the use of 2-D autofocus is needed.
From the discussion in the previous section, we know that the residual 2-D phase error in PFA imagery includes three parts, namely, the APE, the residual RCM and the range defocus terms due to high-order terms in the range frequency. In the sequel, the considerations of the range defocus terms is limited to the quadric term, but extension to a general case is straightforward.
Note that 1-D autofocus only estimates and compensates for the APE, and ignores the effect of the residual RCM and the range defocus terms. Such treatment is often sufficient for mid-resolution SAR systems. However, for high-resolution SAR, the dwell time is increased and the range resolution cell size is reduced. As such, the effect of the residual RCM and range defocus terms become more significant.
Therefore, for ultra high resolution SAR systems, especially for the systems without motion sensor or the motion sensor has poor accuracy, 2-D autofocus will become more and more popular.
To better understand the condition where 2-D becomes necessary, we consider a simple example where the APE is quadratic, given as
wherea is a constant coefficient.
From (20) , it is easy to obtain the coefficients of the corresponding residual RCM and the range defocus term as
( ) ( )
To avoid significant deterioration in the image quality, a reasonable rule of thumb is to limit these uncompensated errors to an acceptable level. For the APE and range defocus term, it is reasonable to use π/4 rad as a limit, whereas a desirable choice for the residual RCM is for it to be smaller than half a range resolution cell. Denote the range and azimuth resolution cells to be y ρ and x ρ , respectively. Then, these limitations can be analytically expressed as APE limit:
Range defocus limit:
Inserting (23)- (25) into (26)- (28), respectively, and taking into account the relationship
, we find that coefficient a must satisfy APE limit:
Residual RCM limit:
From the above inequalities, it is clear that all the three limits are resolution-dependent. Specifically, the finer the resolution, the more stringent these limits will be. To intuitively show this relationship and give a comparison among the three limits, Fig. 3 
B. Proposed Method
In (21) and (22), we obtained the inherent information on the residual 2-D phase error structure, which shows that the 2-D phase error can be completely determined by either the APE or the residual RCM. This means that the estimation of 2-D phase error can be reduced to a 1-D estimation problem by exploiting such a prior knowledge about the inherent structure. Typically, it is done by first estimating either the APE or the residual RCM, and then map this 1-D error into a 2-D phase error using (21) or (22) .
The APE estimation can typically be implemented using a conventional 1-D autofocus algorithm.
But a necessary modification will be required when residual RCM exceeds range resolution cell, since this is not taken into account in conventional method. To solve this problem, at least two alternative strategies at hand can provide this capability. The most straightforward way is to perform a preprocessing on the data to reduce the range resolution [6] , thereby keeping the residual RCM smaller than the coarse range resolution cell. After this preprocessing, the APE can be estimated by conventional autofocus techniques such as PGA. The second method is subaperture autofocus which divides a large aperture corresponding to a long coherent processing interval into multiple subapertures. As long as the length of each subaperture is small enough, the residual RCM in each subaperture is negligible and traditional autofocus methods can be used to extract the subaperture phase error. Phase errors from all subapertures are then coherently combined to estimate the overall APE [22] . When the error is not very large, these methods generally yield a good phase estimation accuracy. However, when the error become very large, which is just the case we need to consider in this work, they may suffer serious performance degradation.
For the residual RCM estimation, there is little work reported in literature. One possible solution is to draw lessons from range alignment in inverse SAR (ISAR). Typically, we can measure the range shift directly in the range compressed data by correlating the entire range profile. The estimate accuracy of RCM obtained from these methods may be adequate to align the range profiles within a range resolution cell. Such results, however, are difficult to satisfy the phase compensation requirement when they are mapped to the 2-D phase error. Nevertheless, the advantage of the RCM estimation is that its performance is not affected by the size of error.
To obtain an accurate estimate of 2-D phase error, we combine the above two methods to overcome their respective shortcomings. The overall processing flow of the yielding approach is depicted in Fig. 4 .
First, we estimate the residual RCM in the range compressed data domain and map it into a 2-D phase error using (22) . The estimated 2-D phase error is then applied to the defocused image to produce a coarsely focused one. This compensation is not necessarily to be very accurate, but the correction procedure works well even when the error is very large. After this coarse compensation, most of the 2-D phase error has been corrected. The residual 2-D phase error becomes relative small. In this case, an APE estimate and its mapping to 2-D phase error using (21) can be performed to achieve an accurate estimate of the residual 2-D phase error. Finally, the estimated residual 2-D phase error is applied to the coarsely focused image to produce a fine focused image. 
C. Some Practical Issues
In this subsection, we address two important issues to be considered in practice. The first issue we are concerned is the estimation error of the proposed method. Since the residual 2-D phase error in our method is computed from the estimated APE and/or residual RCM, the estimation accuracy of the 2-D phase error will depend on that of the APE and the residual RCM. For APE estimation, it is well-known that all the existing methods have an inherent drawback that they cannot estimate the constant and linear phase terms. Without loss of generality, we assume that these two terms are denoted as
, where 0 a and 1 a are arbitrary constants. According to (21) , the corresponding 2-D phase error is expressed as
which is linear inX andY domains. These linear phase error only introduce a displacement in the image domain. Therefore, the inherent bias of the APE estimation will not affect the focus quality in the proposed 2-D autofocus method.
For RCM estimation, there exists a similar problem. Existing range alignment methods only estimate the relative range migration but the constant bias is often ignored. By denoting the constant bias as
we can obtain the corresponding 2-D phase error according to (22) as
This is also a linear phase term which does not cause image defocus.
The second issue to be addressed is the space-variant characteristics of the phase error. In the PFA imagery, there are two main sources of phase error. One is the range error caused by SAR sensor motion or turbulent media. The other is due to algorithm approximation. Both phase errors are in essence space-variant because they are different for different scatterers in the image. A common approach to space-variant autofocus is to partition the large scene into multiple smaller subscenes such that the error in each subscene can be considered space-invariant. The subimage of each subscene is then focused independently using space-invariant autofocus algorithms, and all the refocused subimages are mosaicked together to yield a focused full-scene image. This strategy can also be adopted in our 2-D autofocus method. It is noteworthy that the phase error caused by algorithm approximation is deterministic. Of course it can be estimated and corrected along with the other errors by the autofocus procedure. However, to reduce the heavy burden on autofocus, we can also correct for it before autofocus is applied. In PFA imagery, the main phase error caused by algorithm approximation is the range curvature error. This error can be compensated for by a space-variant post-processing procedure [23, 24] .
IV. Experimental Results
Raw data collected by an airborne spotlight SAR system is applied to demonstrate the effectiveness of the proposed autofocus methods. The radar operates at the X-band with a signal bandwidth of 1. 
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Conventional 1-D autofocus methods only remove the azimuth phase error, while the residual RCM and high-order terms in range frequency are ignored. This simplification is sufficient for SAR systems with a moderate resolution, where the synthetic aperture is relatively small. However, in this experiment where the resolution is very high and no motion sensor data is applied, 1-D autofocus obviously can't meet the accuracy requirement. Fig. 6 shows such an example, where the refocused image is obtained by 1-D autofocus processing using MD-PGA [22] . Although the focus quality is substantially improved, the residual 2-D defocusing effect remains significant. [5] is also applied to refocus the PFA image, and the results are shown in Fig. 7 . Clearly, the focus quality is greatly improved, since both the APE and the residual RCM are compensated for. However, high-order terms in range frequency are not taken into account in this algorithm, thus yielding substantial residual degradation. From the range compressed image, we can clearly see that the residual RCM has been almost perfectly corrected. However, the range defocus effect still remain.
(a) (b) Fig.7 . (a) Range compressed and (b) fully compressed images after 2-D autofocus proposed in [5] .
Finally, the proposed 2-D autofocus method in this work is applied to refocus the PFA image. In this processing, we use the simplified range tracking method proposed in [17] to estimate the residual RCM, and the MD-PGA proposed in [22] is used to estimate the APE. Fig. 8 shows the processing results, where Fig. 8(a) depicts the range compressed image and Fig. 8(b) the fully compressed image. It is evident from Fig. 8(a) that both the residual RCM and the range defocus effect are eliminated. To better demonstrate the improvement on the focus quality, Fig. 9 Fig. 9 Magnified local scene of (a) Fig. 7 and (b) Fig. 8 
V. Conclusions
In this paper, we have analyzed the effect of polar reformatting in PFA on uncompensated 2-D phase error and revealed the analytical structure of residual 2-D phase error in the spatial frequency domain for PFA imagery. By incorporating the derived a priori knowledge on the phase error structure, we then proposed a robust 2-D autofocus algorithm which achieves 2-D phase error estimation and correction based only on 1-D phase error estimation. Because the parameter estimation is performed in the reduced-dimension space, the proposed approach offers clear advantages in both computational efficiency and estimation accuracy as compared with conventional blind 2-D autofocus algorithms.
