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Abstract 
The notion of an adjoint operator for a nonlinear mapping 
has few interpretations in the literam. In this paper a new 
nonlinear Hilbert adjoint operator is proposed. It is shown to 
unite several existing concepts and provides an essential tool 
for singular value analysis of nonlinear Hankel operators. 
1. Introduction 
Once one departs from the context of linear operators, 
there are very few extensions of the adjoint operator defin- 
ition Furthermore, it can not be assumed a priori that the 
existing notions are in any way directly related. For example, 
in [2] the notion of an adjoint map is defined in terms of a 
dual map on a topological vector space. This idea is distinct 
from the adjoint map that appears in [4, 141 which employs 
the mteaux derivative of the operator when it is well de- 
fined. In a nonlinear state space context, the adjoint system 
has appeared in [ 5 ] ,  but only recently has it been given an 
input-output interpretation using a nonlinear Hilbert adjoint 
operator [7, 81. This latter concept first appeared in an ab- 
stract setting in [ 10, 161 mainly to address the open problem 
of understanding how to relate the state space notion of sin- 
gular value functions due to Schepn [ 151 to the nonlinear 
Hankel operator extension In this paper the basic objective 
is to fully develop the idea of a nonlinear Hilbert adjoint and 
to further illustrate its usefulness in Hankel singular value 
analysis. 
2. Nonlinear Hilbert Adjoint Operators 
In the most general setting, let F be a topological vector 
space over R with dual space F'. Let E be a nonempty 
set, and A a collection of nonempty subsets of E. Let ED 
be a linear space of real-valued functions ZD on E with the 
property that the restriction z2 to every A E A is bounded. 
A mapping 7 : E -+ F is called d-bounded if 7 maps the 
sets of A into bounded subsets of F. For any A -bounded 
mapping 7 : E -+ F,  the dual map of 7 is defined as 
: y' -+ ( ~ ' ( Y ' ) ) ( u )  = ( y ' o ' T ) ( ~ ) ,  VU E E 
7' : F ' - + E P  
(see, for example, [2]). Now if F is a Hilbert space with an 
inner product (-, -)F then it follows from the Riesz Lemma 
that for any y' E F' there exists a unique y E F such that 
y'(.) = (y, .)F. Hence one can write the identity 
V U  E E. 
If, in addition, E is an inner product space with inner prod- 
uct (., -)E and y E F is fixed, then the problem is to deter- 
mine a corresponding 6, E E such that 
If 7 were a linear operator then such an 6, is known to 
always exist and be unique, i.e., 6, = 7*(y), where 7* is 
the Hilbert adjoint of 7. But in this more general context, 
the existence and uniqueness of 6, are not automatic. In 
fact, the identity (1) is meanin@ in most cases only when 
4, is also a function of U .  (Defining the domain of 7* 
to have the form F x E also agrees with the state space 
notion of adjoint systems based on the Hamiltonian extension 
given in [5, 171.) So in this context, consider the following 
definition. 
Definition 2.1 Given two Hilbert spaces E and F, an op- 
erator 7 : E H F has a global nonlinear Hilbert 
adjoint when there exists an operator I' : F x E --f E 
such that 
where T * ( y ,  U )  is linear in y. 
The above definition is more general than the definition of 
an adjoint operator given in [4], where the identity (2) is only 
required to hold when y = U. Our interest in studymg ad- 
joint operators originated in the study of smgular value struc- 
tures, which implies in the above definition that 3 = T(u) 
should be admissible. The adjoint definition of [4] is too 
limited for this purpose. Also, there appears to be some 
parallel development of Hilbert adjoints in the Russian liter- 
ature which recently became more widely available in [ 141. 
It should be noted that Definition 2.1 is slightly different 
from that which appeared in [lo, 161 since here linearity 
in y is an additional requirement. It seems rather natural 
in light of the bilinearity of inner products. But linearity 
in y is not automatic from (2) because it is often the case 
that there exists a collection of nontrivial mappings (linear 
and nonlineariny) of tk form B : F x E I-+ E such that 
( T ' ( Y " ( 4  = (9, 7 ( 4 ) F 7  
( 7 ( U ) , Y ) F  = ('%%)E, V U  E E- (1) 
( I ( U ) , y ) F  = ( U , T * ( Y , u ) ) E ,  vu E E,  V!/ E F, (2) 
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(U, B(y, U))E = 0, Vu E E, Vy E F. In which case, any ad- 
joint mapping 7* is not uniquely defined since T* + B  will 
also satisfy equation (2). In these circumstances, an adjoint 
operator should be viewed as a member of,an equivalence 
class where two such opemtors 7 and 7 are equivalent 
if 
(3) 
Ashorthandnotationfor(3)issinq-rly T*(y,u) =TI'(9,u). 
Thus, any equality involving adjoint operators really means 
that both expressions belong to the same equivalence class. 
(See [ 1 I] for analysis and examples closely related to this 
issue.) 
It is not necessary in many applications to have a globally 
defined 7:. The following theorem gives a sufficient con- 
dition for the existence of a locally defined adjoint operator. 
Theorem 2.1 Suppose HI and H2 aye two Hilbert spaces 
and U C HI is any convex neighborhood of 0. Let 7 : 
U H H2 be a continuously Frkchet diflerentiable mapping 
on U such that 'T(0) = 0. Then the mapping 
( % I * ( Y , U ) ) E  = ('%"'(Y,u))E, vu E E, vY E 
1 
7*(%4 = J ( D 7 ( t 4 ) * ( Y )  
0 
where DI denotes the Frechet derivative of I, is a suitable 
Hilbert adjoint of 7- on H2 x U. 
ProoJ For any y E H2. define the scalar-valued mapping 
on U: 
Next obseme that for any fixed U E U and t E [O, 1) it 
follows that 
L y ( 4  = ( n 4 , 9 ) H 2  f (.,I*(Y,4)H,. 
DL,(t.) (0 = ( D W 4  ( E )  , Y> H z  
= (<, (D7(tU))*(Y))H19 v< E Hl .  
Thus, 
L , ( 4  = 11(DLy(tzl))(4 d t  
= (U, / b ( W ( Y )  0 
= 4' (D7(tU))i (Y))Hi dt 
&)HI 7 
and the conclusion follows directly. I 
Observe that in this form above, I ' ( y , u )  is linear in y 
since (DT( tu) )*( - )  is the adjoint of a linear operator, i.e., 
the familiar Hilbert adjoint. Thus, it is also immediate that 
7 * ( 0 , ~ )  = 0, VU E U .  
Example 2.1 For any finite T > 0 and positive integer m, 
the Banach space L r  [0, T] can be viewed as a convex open 
subset of LF [0, T] containing the zero function With U = 
L r  (0, TI, the mapping 
7 : UC+L2[O,T] 
: u o u T u  
is then well defined, continuously Fechet differentiable, and 
satisfies the identity I ( 0 )  = 0. One form of the adjoint 




and thus, 7* (y , U )  = uy. This same adjoint form can also 
be computed using Theorem 2.1: 
D 7 ( u )  = 2UT 
(")*Y = B U Y  
1 
7*(Y74 = 1 (DI( t4)*(9) eft = '(Ly. 
: '1L - 1 K(7, S)f('L1(8)) ds, 
El 
Example 2.2 Consider an Hammerstein integral operator 
defined on a set U c LT [0, CO): 
s : UHLg0,CO) 
where K is a suitable continuous kernel function, and each 
component function off  is C1 with f(0) = 0. Then apply- 
ing Theorem 2.1 it follows that 
T 
S*(Y,U) = /' [I' g ( t u ( s ) )  dt] KT(7, s)y(7) d r  
0 0  -
F ( 4 s ) )  
= . FT (4s; (Y) , 
where the matrix-valued function F(.)  satisfies the identity 
f(z) = F(z)z on a convex neighborhood of 0, and S; 
denates the usual adjoint operator for the linear integral op- 
erator with kernel K. For example, the SISO FM system 
s F M ( ~ )  = eA(T-s)sin(r u(s)> ds 
gives 
s;M(~, U) = sinc(U) 
= sinc(u)Si(y). 
U 
Consider any normed set of linear operators B defined 
on L2[0, CO) as a Banach algebra with composition product 
(S, 7) I+. ST. B is said to constitute a C*-algebra if it 
is equipped with an adjoint map (or involution) 7 I-+ I' 
such that for all S , I  E B and any a E lR, the following 
properties are satisfied: 
i. (linearity) (as  + 7)* = as* + I*; 
i i  (product-reversal) (S7)* = TS*; 
iii. (double adjoint) (7*)* = I; and 
iv. (C*-identity) 117112 = 11'2Y-11. 
We next provide the appropriate extensions of these fun- 
damental properties for the nonlinear Hilbert adjoint. The 
linearity properly (i) is an immediate result which follows 
from the bilinearity of the inner product and the interjmta- 
tion that equality here implies belonging to the same equiva- 
lence class. In order to address the product-reversal property 
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(ii), one must first define the sense in which operators can 
be composed when adjoint operators are present. The situ- 
ation is more complicated than the familiar case since the 
domain of an adjoint operator is not simply the codomain 
of the on@ operator. For example, consider the Hilbert 
spaces Hi, i = 1,2,3, the operators 
T : H l + + H 2  S : H ~ H H ~  
: U H w  : W H Y  
and the corresponding adjoints 
7*: H2 x Hi  I-+ Hi S * :  H3 x H ~ w  H2 
: (W,U) H .iz : (y, w) H 75.  
Clearly the composition and its adjoint 
S I :  Hi H H3 (ST)': H3 x Hi  ++Hi 
: U H Y  : (y,u) H .ti. 
are well defined, but no direct composition like 7'1 or 
PS* is possible as in the classic setting. Still some formal 
compositions can be defined which have great utility in a 
variety of situations. 
Definition 2.2 Let Hi, i = 1,2,3, be a collection of Hilbert 
spaces. Assume 1 : HI H H2 and S : H2 H H3 are two 
operators with well-defined adjoint operators. Define the 
following operator products: 
(S'7)1 : H1 x Hz w H2 [when H2 = H3] 
: (U,  w) H S*(l(U), w)
Theorem 2.2 (product-reversa0 Let Hi, i = 1,2,3, be a 
collection of Hilbert spaces. Assume 7 : H I  H H2 and 
S : Hz H H3 are two operators with well-deJined adjoint 
operators. Then the fol[owing identity holds: 
(SI)' = (7*(S*7)2)1. 
In order to compute adjoints of general adjoint operators 
for the double adjoint property (iii), the concept of a partial 
adjoint operator is needed. The idea is based on a direct 
generalization of identity (2). 
Definition 2.3 For any set of Hilbert spaces Hi, i = 
1, . . . , m + 1-and an operator 
(4) 
U : 
: ( U i . - - , u m ) H ~ ,  
HI x . . . x Hm H Hm+l 
a j th partial adjoint of U is any mapping of the form 
where 
U*' : Hm+l x H I . .  . x Hm I-+ Hj, 
( ~ ( U L , .  - , u ~ ) , Y ) H ~ + ~  = ( U j , U * j ( Y , U l ,  -. - , u m ) ) H j  
for dl Ui E Hi, i = 1 ,... ,m, a d  y E Hm+l. The% 
definitions produce the following double adjoint identities. 
~ 
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Theorem 2.3 (double a$oints) Let HI and H2 be two 
Hilbert spaces and 7 : Hi H_ H2 be an operator with 
a well defined adjoint. Then it follows that 
(T*)*'(.iz,y, ~) j t i=u = 7 ( ~ )  
(7*)"( . iz lY,41a=u = 7 * ( Y , U )  
for all U E H1,y E Hz, assuming all the partial adjoints 
exist. 
ProoJ With respect to the fim identity, observe that the 
first partial adjoint of 7*(y ,  U) fulfills 
For the second partial adjoint of T ( y ,  U), 
(Y, (W*1 (.iz,Y, w i = u  = ( I ' ( Y ,  4,  q l a = u  
( U ,  (.iz,Y, U))la=u = (1'(Y, 4,  .izi>la=u 
= (Y,?-(U)). 
= (%I ' (Y,U)) .  
One application of this theorem is in regards to testing for 
self-adjointness. 
Definition 2.4 Let H be a Hilbert space and S : H I+ H 
be a mapping with a well defined adjoint operator S* : 
H x H H H. S is self -adjoint if 
S*(. i i ,~)la=~ = S(U), VU E H. 
Observe that an operator- like 7 * 7 ( u )  := 
(T7)1(.ii,~)lti=~ = 7*(7(u) ,u)  is always self-adjoint 
since one may write in terms of the 1st partial adjoint 
(7' 7 j.(a,u) 
or in terms of the 2nd partial adjoint 
(I'(7(u), U), C ) H  = (U ,  (I*)*" (U,  T ( U ) ,  % ) ) H e  -
(.7* )'(a,u) 
In either case, the identities in Theorem 2.3 yield the required 
property: 
( T 7 ) * ( . i z , U ) ~ a = u  = ( 7 * 7 ) ( U ) .  
Example 2.3 Reconsider Example 2.1 where now m=l. It 
follows that 
7*(y,u)JY=,, = ~ y l ~ = . ~  = u2 =7(~) .  
so i is self-adjoint 0 
Example 2.4 Reconsider Example 2.2 where m==p=l. Even 
in this SISO case, the corresponding Hammerstein operator 
is rarely self-adjoint since: 
S * ( y , 4 y = u  = F(.u)SL(U) 
# S ( 4 -  
U 
The final property under consideration is the "C*- 
inequality" (iv). Unlike the linear case, only an inequality 
can relate the two norms in question. 
Theorem 2.4 (C*-inequality) Let H I  and H2 be Hilbert 
spaces. Assume 7 : HI ++ H2 is a bounded operator 
with a well-defined adjoint operator Then the following 
inequality holds: 
llTl12 5 Iv*m 
Prooj For any fixed U E H I  and employing the Schwarz 
inequality, 
ll~(4112H, = ( 7 ( 4 7 ( 4 ) H a  
= (?-*(7(4,4,4H1 
= (7*7(4,4Ifl 
I 111*~(411Hl Il~llHl 
Dividing both sides by 11u11$, and taking the s u p r e "  over 
all U # 0 gives the final result. a 
The section is concluded by considering how the Frechet 
derivative interacts with nonlinear Hilbert adjoints. This 
is important because of its relationship to the eigen- 
structure of the Hankel operator described in Section 3. 
Given an operator U of the form (4), its Fechet deriva- 
tive with respect to uj at (ul,m,. .. ,um) is denoted by 
DjU(ul,u2,. . . , um). The situation is greatly simplified 
by the fact that DjU(u1, u2,. . . , um) is a linear operator 
defined on Hj.  
Theorem 2.5 Let HI and H2 be two Hilbert spaces and 
T : HI H H2 be an operator with a well defined Hilbert 
adjoint. Assuming both T and T* are Frkchet drlfieeren- 
tiable, then the following identities hold: 
1. (DlT(Y, U ) ) * ( U )  = 7(4 
3. ( D 7 * 7 ( U ) ) * ( U )  = 2 ( D l ( U ) ) * ( 7 ( U ) )  - 7 * 7 ( U ) .  
2. (02T*(Y, U))*(U) == ( D 7 ( U ) ) * ( ! / )  - 7 * ( ! / , U )  
ProoJ 
1. For any U E HI and t,y E H2 observe that 
DdT* (Y, U ) ,  4 H l  ( E )  = D,(Y> 7 W ) H Z  (0 
(Dl I' (Y , 4 (0 f 4 H 1  = ( E ,  7 ( 4 > H *  
( E , ( ~ ~ ( Y , ~ ) * ( u ) ) H ,  = ( E , ~ ( U ) ) H ~ .  
2. Similarly, for any U, E E H I  and y E HZ 
D U ( l f ( Y , 4 , 4 H l ( E )  = Du(Y,T(4)Hz(E) 
or 
P ~ ~ * ( Y , u ) ( S ) , U ) H ,  + ( ~ ( Y , ~ , G F I ~  = 
(Yf W ' 1 1 ) ( t ) ) H 2  
and thus, 
(L (DZ~*(Y,U))*(U))H, = 
(E ,  (DW~))*(Y)>H, - ( E , ~ ( Y , U ) ) H ~ -  
3. First observe that for any U, t E HI 
(U7 D (T*(T(4> U ) )  (E))H1 = 
(U, D1 (7*(7(4,4) (D7(4(0) + 
D2 (7-*(7(4,4) ( E ) ) H l .  
Now, apply the previous two identities. a 
3. Towards Hankel Singular Value Analysis 
Sate space notions have provided useful tools in the case 
of the nonlinear Hankel operator, e.g., [7, 81. Consider a 
smooth time-inv~ant input-gine nonlinear control system 
where u(t) E Em, ~ ( t )  E Etp, and z(t) E W C Rn 
is in local coordinates for a smooth state space manifold. 
Throughout it is assumed that the system has an isolated 
equilibrium at 0 and h(0) = 0. It is necessary that the 
system be well defined on the time interval (-00, 00) and 
that 
(Al) C is Lz-stable in the sense that U E L?$-co,O] im- 
plies that C(u) restricted to [O,oo) is in Lz[O,oo). 
The observability and contmllability operators for C are 
given by: 
f = f(2) 2(0) =20 
Y = h(x)  
y = OC(X0) : 
k = f(.)+g(z).E(u) x(-CO) = o  
z1 = Z(O),. z1 = C&) : 
where F- : Ly(-oo,00) -+ L?(-00,0] and F+ : 
L?(-co, 00) 3 Ly.0, CO) denote the time-flipping oper- 
ators defined by 
F-(u)(t) := { 4-4 t E (-CO901 
F+(u)(t) := 1 { U ( - t )  t E [O, 00). 
0 t E  [O,Co) 
0 t E ( - - - o o , O ]  
The Hankel operator NE : LF[O,oo) -+ LK[O,w) of C is 
givenby'FtE : = C o ~ - , a n d t h e i d e n t i t y ' F l ~ = c 3 ~ o C r ,  
was also proven in [lo]. In [8] the use of the adjoint of the 
variational version of the Hankel operator has been studied 
and turned out to be useful for an eigen-"re analysis 
of the Hankel operator. The latter results are summarized 
next. In order to describe an eigen-structure of the Hankel 
operator, a state space realization and corresponding pair of 
energy functions are employed as described below. 
Definition 3.1 The observability function Lo(x) and the 
controllabilityjhnction L,(x) of C in (5) are defined by 
00 
Lo(.()) := ; 4 IIy(t)ll2dt, x(0) = 20, u(t) E 0 
It is assumed throughout that 
(U) there exist well-defied smooth observability and con- 
Assuming that C is Frechet differentiable, and that DC is L2 
input-output stable, then the following lemma was pmven. 
Lemma 3.1 [SI Ifthere exist X E R and a nonzem xo E 
R" such that 
trollability functions Lo and L,. 
dL0 3LC 
dX d X  
-(2) = x -(xO), 
then X is the eigenvalue of the mapping U H (D?&(u))* o 
HE ( U )  with corresponding eigenvector 
where CL : IR" 3 LF[O, CO) denotes the pseudo-inverse of 
C, dejned by 
0 = C&O), 
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This lemma relates the gradient of the controllability and 
obsewability functions to the eigenvalues of (DHc (U))  o 
H ~ ( u ) .  The next result gives a more general parameterized 
eigen-structure of (DHz  (U))  * o H E  (U) in terms of energy 
level sets in the state space and relates it to 7d; (He (U), U). 
Theorem 3.1 (81 Suppose the energy functions Lo(%) and 
Lc(x) are suflciently smooth and that the Jacobian lin- 
earization of the system C has n distinct Hankel singu- 
lar values. Then there exists locally 2n smooth singular 
vahefinctionsp3(c)'s, i E {1,2 ,..., n}, j E {+,-} 
such that min{pt(c),p:(c)} > m = { ~ & ~ ( c ) , ~ ~ + ~ ( c ) } ~  
( ~ m a x ( ~ )  := m a { ~ t ( c ) ,  P; (c)}, Pmin(C) := min{p,+(c), 
p; (c)}). and there exists parameterized vectors 4 (c) 's sat- 
isfiing 
with A{(.) := 
when ui (c)  := CA(d(c)), it follows that 
+ ( d ( d ( ~ ) ) ~ / d c ) c / 2 .  Furthermore, 
and thus, the Hankel norm of the vstem is given by 
Spectral theory for nonlinear operators is a diverse subject 
with substantial roots going back to at least the late 1960's 
[3]. The proliferation of definitions and approaches (see, 
for example, [ l ,  6, 9, 12, 131) is partly due to the fact that 
no single definition completely characterizes the original op- 
erator as in the linear case. Here we outline an additional 
approach to defining a nonlinear spectrum motivated by the 
nature of our application and the notion of the C'-spectrum 
introduced in [ 11. 
Definition 3.2 Let E be a Banach spa& and S : E + E 
be an operator that is continuously Frkchet diffeerentiable 
on E. The C1-spectrum of S, al(S), is the set of all 
complex numbers X such that S-XI is not a diffeomorphism 
on E. 
For a linear operator S, this d e f ~ t i o n  reduces to the usual 
definition of a specttum The following result is relevant in 
our study: 
Theorem 3.2 [ 11 Let S be an operator as described in De- 
$nition 3.2, then 
d(S) = T(S) U U a(DS(u)) 
uEE 
where a(S) denotes the set of all X such that S - XI is not 
proper, and a(A) denotes the usual spectrum of a bounded 
linear operator A 
This theorem reveals that the Cl-spectrum of a nonlinear 
operator directly involves the F&het derivative of the op- 
erator. Since we are interested in extending singular value 
definitions into the nonlinear setting, it is the spectrum of 
the operator H ~ H E ( u )  and its derivative that are relevant 
here. The following  corolla^^ of Theorem 3.1 and Theorem 
2.5 is directly applicable to the problem 
Corollary 3.1 In the context of Theorem 3. I ,  the following 
relation holds: 
((DHiHE(U;(c))) (U{(c)),U{(c)) = 
. .  
N ( c )  -/I&)) (u;(c),u;(c)). 
Proof: Applying Theorem 2.5, property 3, gives directly 
((DHg'HC(.,"(c))) (U{ (c)) ,  U{ (c)) = 
2 ((DH&&))) (Hz(Ui(C))) ,U%)) - 
(H;Hz(U{(c)), U { ( C ) ) .  
Then using Theorem 3.1, the result immediately follows. m 
Note that the above result yields an eigen-equation within 
an inner product identity. In the general nonlinear setting, it 
is not possible to (uniquely) extract the eigen-equation from 
this identity. Therefore, it is necessq to include the inner 
product structure dhctly in a spectrum definition. 
D d i t i o n  3.3 Let H be a Hilbert space and consider 
an operator S : H -+ H. Then the inner product 
spectrum is defined as 
It follows immediately when S is continuously Fnkhet dif- 
ferentiable on H that aip(S) 3 al(S). Furthermore, in 
the case of a linear operator S(p) = Ap with AT = A and 
N = Etn, it is easily verified that q P ( S )  = Range(Rs(p)), 
where R is the Rayleigh quotient of S defined as 
aip(S) = {A : 3 p  # 0 with ((S - XI) (p ) ,p ) ,  = 0). 
It is known in this Case that c jp(A)  = 
[Xmin(A),Xmaz(A)] C R, where Amin (Xmaz) de- 
notes the smallest (largest) eigenvalue of A. The obvious 
extension of the Rayleigh quotient for nonlinear maps is 
then 
Rs : H + R  
: p H  (P, S @ ) ) H  
(P3P)I-I ' 
and it suaightf~rwardly follows that aip(S) = Range(Rs). 
This Rayleigh quotient is related to the numerical range 
W(S,  7) as defined in [4] for positively homogeneous op- 
erators S and 7 of degree IC on the unit sphere. Indeed, if 
7 = I ,  S is positively homogeneous of d e p x  k and Sl(0) 
is the unit sphm of H, then Rs(Sl(0)) = W(S, I). 
In the case of a compact linear operator A : H + H, it 
is b w n  that 
aip(A'd) = (0,7121, 
where T~ is the largest singular value of A. If rank(A*d) = 
n < CO, then this d t  canbe further refined to 
aip(A*A) = [T:, T?], 
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where T* is the smallest singular value of A In the case 
of the nonlinear system C given by (9, with corresponding 
ai, (H;Hx) for all i E {1,2,.. . ,n} andj E {+,-}. Fur- 
thellllOR, 
References 
H&el opentor H c ,  it follows immediately that ( A  (c))~ E J. Appu and M. Darfner, some theory fornonhcZU 
o p t o r s ,  Nonlinear Anal.. Theoly. Methodr & Appl., vol. 
28, pp. 1955-1976, 1997. 
[3] F. E. Browder, Nonlinear eigenvalue problems and Galerkin 
approximations, Bull. Amec Math. Soc., vol. 74, pp. 651- 
656, 1968. 
[4] V. Burpkovtl, Some properks of nonlinear adjoint operators, 
RockyMounkzin J. ofktath., vol. 28, no. 1, pp. 41-59, 1998. 
and 
inf { min{p;t2(c),pi2(c)}} = inf {aip ( ~ i ~ z ) } .  
c>o 
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