Abstract. We present our efforts towards a multi-camera mouse-replacement system for computer users with severe motion impairments. We have worked with individuals with cerebral palsy or multiple sclerosis who use a publiclyavailable interface that tracks the user's head movements with a single video camera and translates them into mouse pointer coordinates on the screen. To address the problem that the interface can lose track of the user's facial feature due to occlusion or spastic movements, we started to develop a multi-camera interface. Our multi-camera capture system can record synchronized images from multiple cameras and automatically analyze the camera arrangement. We recorded 15 subjects while they were conducting a hands-free interaction experiment. We reconstructed via stereoscopy the three-dimensional movement trajectories of various facial features. Our analysis shows that single-camera interfaces based on twodimensional feature tracking neglect to take into account the substantial feature movement in the third dimension.
Introduction
Camera-based human-computer interaction via analysis of head movement has been studied for many years (e.g. [1] [2] [3] ). Early work has typically focused on single-camera interfaces for entertainment, control of electronic devices (e.g., the remote control of a TV), and support of automated speech analysis. Camera-based human-computer interaction systems that serve as assistive communication tools have had an enormous impact on the lives of individuals with severe motion impairments [4, 5] . These systems function as mouse-replacement software that allow users to control a computer mouse pointer with head movements. The movements of the user's head [6] , nose [4, 5, 7] or other features [4] are converted into movements of the mouse pointer on the screen. To mimic the functionality of a left mouse click, a mouse replacement system typically evaluates the length of time that the pointer dwells over an icon, button, or menu item (or its surrounding region) and then issues a selection command.
Currently available video-based mouse-replacement systems for people with severe disabilities process the input video captured by a single camera. We propose a multicamera approach to alleviate the problems with track failures that such systems encounter in practice. Track failures occur when facial features become occluded during tracking, for example, when extreme head rotations result in self-occlusion of the feature. Track failures also occur due to involuntary rapid movements of users with spastic cerebral palsy. In addition, multiple camera systems may be able to use information about the user's motion in three dimensions to provide better control of the mouse pointer.
Data from more than one camera allows for use of a confidence measure computed from detecting and tracking the objects in different images and evaluating if they are consistent [8] . This may alleviate the problem of feature loss due to occlusion. For example, when the feature moves out of the field of vision of one of the cameras (the left nostril is occluded because the user turns left), the tracking of the feature is continued in another camera's field of view. We propose a camera placement that ensures that the fields of views of the cameras partially overlap. With this setup, if the feature is lost in one camera view, the tracker can use another camera view to continue tracking.
To facilitate research on multi-camera assistive technology, we developed a system that allows processing of images that are captured simultaneously from multiple cameras. Our Multi-Camera Capture (MCC) system provides the general framework for working with n cameras and has been tested using up to four cameras simultaneously. The scope of the current project is limited to the following contributions:
1. We provide a software system that enables images to be recorded from multiple cameras. 2. We created a new database of videos of 15 subjects that are simultaneously recorded from three camera views while they were performing an interaction task. 3. We present a preliminary stereoscopic analysis of the three-dimensional trajectories of facial features during interaction experiments.
Our system uses inexpensive webcams, arranged on a desk in a typical human-computer interaction environment ( Fig. 1) , in contrast to expensive calibrated multi-camera capture systems in controlled laboratory environments. There is a need in the computer vision community to create data sets with which 3D face tracking systems can be evaluated [9] . This applies both to systems that use multiple cameras [9] [10] [11] [12] or a single camera [13] . We hope that other computer-vision research groups will make use of our capture system and data, and help move forward the research on reliable communication systems for people with disabilities. Our system divided into three modules, a multi-camera capturing module that provides temporal calibration, a module that evaluates the geometric relationship between the cameras and provides spatial calibration, and a third module that provides stereoscopic reconstruction of three-dimensional (3D) coordinates. The first module, the Multi Camera Capture (MCC) program, records images from the cameras simultaneously and stores them. The second module performs camera calibration, that is to recover each camera's focal length, principal point, radial distortion coefficients (the "intrinsic parameters," which make up the camera matrix K) and spatial relationship between objects and cameras (the "extrinsic parameters" of rotation R and translation t). To estimate the intrinsic parameters, we use a planar calibration object chessboard with known physical size (Fig. 2) . The use of a planar object allows us to focus on just two coordinates of each three-dimensional object point and determine the homography H, which maps points (X, Y, 1)
T on the object plane to points (x, y, 1)
T on the image plane, i.e., (x, y, 1)
T . We are interested in estimating H because it encodes the camera matrix K, the rotation matrix R, and the translation vector t:
where s is a scale factor and r 1 and r 2 are first two columns of the rotation matrix R.
With a sufficient number of pairs of points on the chessboard and their corresponding image points, the matrix H can be estimated using Singular Value Decomposition (SVD). With several images of the chessboard, oriented differently towards the camera, we can estimate multiple homography matrices H i for the same camera matrix K. The fact that vectors r 1 and r 2 are orthonormal provides additional constraints. Matrix K is then estimated by solving a system of linear equations [14] . The intrinsic parameters of each camera, given by matrix K, only need to be estimated once and can then be used for stereoscopic reconstruction by our multi-camera capture system. To estimate the extrinsic parameters, we reuse the chessboard images to estimate the "fundamental matrix" that relates the coordinates of a feature in the image of one camera to the coordinates of the feature in the corresponding image of another camera. The program automatically estimates the positions of the corresponding points of pattern corners in each camera view. In particular, given the two-dimensional coordinates q i = (x i , y i )
T of a point in the ith camera view and the two-dimensional coordinates q j = (x j , y j )
T of a corresponding point in the jth camera view, the fundamental matrix relates the two via the equation
The entries of the matrix F ij can be estimated using the 8-point algorithm [15] , whose name comes from the number of corresponding point pairs (q i , q j ) that are used as input. Matrix F ij can also be estimated by using significantly more point pairs, incorporating the 8-point algorithm into a RANSAC framework [16] . It labels point pairs that do not agree with the most probable result as outliers. These point pairs may have been incorrectly identified as corresponding points. RANSAC is a non-deterministic algorithm that iterates through the possibilities of matrix entries until a desired level of accuracy is achieved. The desired level of accuracy is specified as a probability that the computed matrix is the most likely among all possible matrices. The set of point pairs used as input to the RANSAC algorithm may yield a number of all possible subsets of 8 corresponding points that is so large (e.g., order of millions) that it is computationally expensive to compute all matrices exhaustively.
Fig. 2.
A screenshot of the Multi Camera Capture system while it is used to record images simultaneously from two cameras in an experiment. In the field of view of the two cameras is a board with a checker pattern, which is used for spatial calibration of the cameras.
Our spatial calibration module calls the RANSAC method on 40 point pairs and uses an OpenCV function [14] to estimate the entries of the fundamental matrix. Our method uses a 99%-probability level as the desired accuracy threshold. If this threshold yields a number of outlier pairs that exceeds 12 (i.e., 12/40 ≈ 30% of the pairs), the points collected for stereo calibration are deemed to be insufficiently accurate, and a new calibration process is run.
Once the fundamental matrix F ij is determined, we can estimate the "essential matrix" E ij that encodes the absolute position and orientation of the two cameras:
To obtain the coordinates of corresponding points in three-dimensional world coordinates, we need to estimate the projection matrix P = K[R |t] of each camera. We assign the origin of the world-coordinate system to the center of projection of our first camera, which means that
The projection matrices P j of the other cameras can then be constructed through SVD factorization of the essential matrices E 1j [15] . The projection matrices are stored by our calibration module and used for 3D reconstruction through triangulation by the third module of our system. Our program relies on the known calibration device, the chessboard, for the calibration procedure. As an alternative, we have tracked distinctive features such as a human eye through several frames of each camera and used feature correspondences to perform self-calibration [15] , that is, to estimate both intrinsic and extrinsic parameters for all cameras at the same time. The unknown scale can be estimated by measuring the physical distance between tracked features, e.g., the distance between a person's eyes.
Experiments and Results
We used a three-camera version of our multi-camera interaction system to record 15 subjects while they were conducting a human-computer interaction experiment. The The ClickTester program presented a sequence of target circles to the user that was designed so that significant mouse pointer movements and changes in movement directions were required.
group of subjects included 8 men and 7 women. Most subjects had dark hair. Two subjects wore glasses. For each subject, we recorded three image sequences using three Logitech Orbit MP cameras (Fig. 1) . The cameras were not radiometrically calibrated and each used automatic gain control. The recordings were synchronized by our temporal calibration module so that temporally corresponding images were identifiable.
Prior to the hands-free human-computer interaction experiment, the fundamental matrices for all pairs of cameras were estimated and stored using our spatial calibration module. We numbered the cameras from left to right starting with 0. Our system then provided an estimate of the fundamental matrices F 01 , F 12 and F 02 that relate the image coordinates of cameras 0 and 1, 1 and 2, and 0 and 2, respectively. The spatial calibration module was executed before every subject test was performed in order to ensure spatial calibration via the three fundamental matrices. The camera positions were not disturbed during the recording.
We used the publicly-available assistive technology "Camera Mouse" [4, 17] (Fig. 3  left) , which is a single-camera mouse-replacement system for people with severe motion impairments. We initialized the Camera Mouse using the standard mouse by selecting a facial feature (eyebrow corner) to track. The region around the corner of an eyebrow contains significant brightness changes, which makes it a reliable feature to track.
Our system recorded three image streams while the test subjects were moving their heads significantly (Fig. 4) . We developed test software, called "Click Tester," that provided a movement protocol and ensured that all subjects were recorded with various head positions and orientations.
The ClickTester software displays eight circles on the screen, one of which is highlighted (see Fig. 3, right) . In our experiments, the subject was asked to move the mouse Fig. 4 . Images collected at different points in time during the human-computer interaction experiment. Each row shows the three simultaneously-recorded frames as captured by the left, center, and right cameras. The subject's head orientation differs significantly from row to row and the subject's left eye is occluded in the right camera view in the second row. Similarly, the subject's right eye is occluded in the left camera view in the third row. The lack of radiometrical calibration of the cameras and the use of separate automated gain controls resulted in images with different intensity levels. This is particularly noticeable in the images recorded by the right camera, which are darker than the images recorded by the left and center cameras.
pointer onto the highlighted circle using the Camera Mouse. When the subject had moved the mouse pointer to the highlighted circle, a new circle was highlighted. The subject was asked to repeat the process until all circles were visited. The software was designed as a means to simulate a realistic use of a camera-based mouse-replacement system that involved significant head motions. It also records the trajectory of the mouse pointer for further analysis.
Among the head motions that the subjects performed was a gesture in which the subjects moved their heads first upwards and then diagonally to the lower left. One of the subjects performing this gesture is shown in Fig. 5 . His gesture lasted about three seconds, which corresponded to 17 frames. Ten of these 17 frames, as recorded by each of the three cameras, are shown in Fig. 5 . We reconstructed the 3D positions of the outer corners of the subject's eyes and his nose tip during the head gesture. The 3D trajectories of the three features are shown in Fig. 6 . We placed the 3D scene coordinate system so that its x and y axes were aligned with the image plane of the left camera and the z axis was normal to and pointed away from the image plane. The origin of the 3D scene coordinate system was placed at the location of the nose tip in the first frame of the left camera view.
During the gesture, the features moved on average 18.5 cm in the 3D scene. It is noteworthy that, during the head gesture, the features moved 4.6 cm in the direction away from the left camera when the user directed the mouse pointer to the top of the computer screen. The features then moved back 3.0 cm towards the left camera when the user moved the mouse pointer to a region near the left corner of the screen. This component of a user's head movement cannot be taken into account by a singlecamera mouse-replacement interface that is based on two-dimensional tracking of the feature projected into the image plane. The conversion from image-feature coordinates to mouse-pointer screen coordinates is typically implemented as a linear transformation in single-camera mouse-replacement systems. This means that the user is required to exert more efforts to move the mouse pointer in the outer regions of the computer screen than to move it within the center region of the screen. This may be particularly significant for individuals who have very limited head movements. It motivates implementations of nonlinear transfer functions [6] , for example, based on distance to the center of the screen.
Discussion and Conclusions
We presented our research efforts towards developing a multi-camera mouse-replacement system for computer users with severe motion impairments. We have several years of experience working with individuals who use the "Camera Mouse," a publiclyavailable interface system that tracks the computer user's head movements with a single video camera and translates them into the movements of the mouse pointer on the computer screen. To address the problem that the Camera Mouse can lose track of facial features due to occlusion or spastic movements, we started to develop a multi-camera interface that provides (1) redundant input so that there is not a single point of tracking failure and (2) additional stereoscopic information to improve system reliability.
Our current multi-camera capture system can record synchronized images from multiple cameras showing different but, as typically desired, overlapping views of the same scene. Our system also automatically analyzes the geometry of the camera arrangement. It uses inexpensive webcams that can be placed on a desk in a typical human-computer interaction arrangement.
We used a three-camera version of our system to record 15 subjects while they were conducting a hands-free human-computer interaction experiment in real time. For this experiment, we developed a testing program that guided the subjects in making various head movements that resulted in significant mouse pointer movements and changes in movement directions. For each subject, we recorded three image sequences that were synchronized so that corresponding images were identifiable.
Our system provided the information about the geometry of any pair of cameras relative to one another. We reconstructed via stereoscopy the three-dimensional movement trajectories of various features such as the eyes and nose tip. Our analysis shows that single-camera interfaces based on two-dimensional feature tracking neglect to take into account the substantial feature movement in the third dimension. 
