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Abstract
Power source replacement of the sensor node which are once deployed in the network area, is generally diﬃcult. So energy saving
is one of the most important issues for object tracking in wireless sensor networks. To reduce the consumed energy and prolong the
network lifetime the nodes surrounding the mobile object should be responsible for sensing the target. The number of participant
nodes in target tracking can be reduced by an accurate prediction of the object location. In this paper we present fast energy eﬃcient
with high accuracy target tracking scheme which is based on location prediction. The missing rate of proposed predictor is very
low in comparison with other predictors especially in random way point mobility model in which after pause time the three main
parameters: direction, velocity and acceleration would be changed. The accuracy of predictor has direct eﬀect on missing rate
and so strongly reduces the consumed energy. Additionally a new node selection criterion is proposed in which minimum nodes
surrounding the object are wakened and track the object. Simulation results show that our proposed predictor has low consumed
energy and complexity in comparison with EKF and UKF predictors.
c© 2014 The Authors. Published by Elsevier Ltd.
Selection and peer-review under responsibility of ISEL – Instituto Superior de Engenharia de Lisboa.
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1. INTRODUCTION
Many research works about object tracking are focus on ﬁnding the optimum point of energy consumption, tracking
accuracy and calculation time [1,2]. So many researchers try to reduce the number of active nodes during tracking
process [1,3–5]. The tracking methods are classiﬁed into three categories:
1. Tree based methods [6–8]
2. Cluster based methods [5,9,10]
3. Prediction based methods [3,11,12]
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In prediction based methods the next location of moving object is predicted. Then, during each deﬁned time step,
only some nodes near the predicted location are activated and other nodes stay in sleep mode as energy save state.
For example in [11], advantages of prediction mechanism in a cellular network, leads to a limited search space of
object tracking and so strongly reduces the paging overheads. In [3] authors use prediction mechanism to decrease
the number of active nodes. So in each time step just one hop surrounding nodes of the next predicted location of the
object would be activated. In [12], by using the past sensing history and spatial and temporal knowledge of sensors,
the future location can be predicted, and just a few number of nodes are activated.
In most target tracking applications, tracking and prediction mechanisms are based on object motion model. For
example [1,3,14,18], assume that the target has a linear mobility with constant velocity. In [3] the regression based
prediction and Kalman ﬁlter are used. The linear predictor is used to predict the next position of object in which the
current location and the previous location of object are taking account [1,14]. Authors in [15] assume that the object
just sometimes move non-linear, so they use moving average estimator with a proposed correction mechanism. In [16–
18], Kalman ﬁlter based methods such as Extended-KF and SOI-KF was proposed. So far there is no research works
about prediction based WSN tracking object with variable velocity. So the previous methods lost the variable speed
object during tracking process. It is clear that the missing rate of the object leads to high total energy consumption
in the network. In WSN object tracking mechanisms, the energy consumption is dependent on the missing rate, since
the nodes must ﬁnd the lost object via recovery mechanism as a high energy consumption procedure [13]. In an
accurate predictor less nodes would be activated for collaborative tracking and leads to negligible consumed energy
and transmission overheads. In this paper we deﬁne a deferent kind of mobility model for moving object and a
new prediction based energy eﬃcient and high accurate tracking method in a clustered sensor network is introduced.
According to our proposed method in each time instance, only some nodes with the following characteristics will be
selected for tracking and other nodes go to the power saving mode: 1) near to the target. 2) have more energy. 3) less
distance to their head node.
The results show that the proposed predictor has good accuracy with low missing rate which leads to an energy
eﬃcient object tracking method. Also our proposed predictor reduces the number of operations without loosing the
prediction accuracy.
2. LOW POWER TRACKING SCHEME
2.1. Target Tracking Mechanism
First, all nodes are in sleep mode and just can listen to low power communication channel to check alarm messages
which consumes less energy and we can ignore it. Once head nodes receive an alarm message from sink, wake up and
sense the environment. Each head node which ﬁnd the object, stay active and others go back to sleep mode. In active
mode all components of the node are active. Then the head node wakes its members up to sense the environment and
take information about the object. They send this information to their head node and the head node should carry out
the necessary computation and ﬁnding the best sensor nodes for object tracking in the next step. Then send a wake up
message to the nodes, and if the object is going to leave its cluster, the current cluster head informs the next head node
by sending a wake up message. Also the current position of the object would be sent to the next head node. Head
nods send their information to the sink for period of length T seconds.
2.2. Measurements and Localization Model
It is assumed that each sensor node can ﬁnd the approximate angle of the target in its sensing range. So the
nonlinear measurement model for sensor iin{1, 2, ..., n} at time instant t is as follow:
θi = arctan(
yt − S iy
xt − S ix
) + vi (1)
where (S ix, S
i
y) is position of the sensor i, (xt, yt) is real position of target at time t and vi is sensing error, which is
zero mean, Gaussian distribution with constant standard deviation of σθ.
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Based on assumption that the node sensing errors are suﬃciently small, head node can adopt Least Square algorithm
to determine target location, with node sensing collaboratively. The true value of angle can be written as
tan(θ◦i ) =
sin(θ◦i )
cos(θ◦i )
= (
yt − S iy
xt − S ix
) (2)
In presence of noise, we can write
FX = h (3)
Where X is location of target and F and h matrices are given by
F =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
sinθ1 cosθ1
...
...
sinθn cosθn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ , h =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
S 1x.sinθ1 − 1y .cosθ1
...
S nx.sinθn − S 1y .cosθn
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)
The least square solution of 3 is
Xˆ = (FTF)−1FTh (5)
Where Xˆ is the estimation of target position.
2.3. Mobility Model and Proposed Predictor
There are many mobility models for moving objects such as models in [4,11,15,19,20]. In this paper a mobile
target is assumed which moves for a random period of time in random direction with speed and acceleration that are
in ranges [0, amax] and [0, vmax] respectively. In fact we use Random way point and Constant Acceleration Model
(RCAM) for target mobility in which Random way point model uses pause times before changing three parameters:
speed, direction and acceleration. Proposed predictor is based on prediction error described by the angle between the
actual location and previously predicted location, denoted by Ωt. Since it is assumed that moving object has constant
acceleration, so after predicting the speed of object in the next time step, we try to ﬁnd next position of the object
based on prediction error. If Ωt is in range [−α, α], the next velocity of moving object at time t + 1 is predicted by:
v(t + 1) = 2 × v(t) − v(t − 1) (6)
Then the next location of object is predicted as follows:
x(t + 1) = v(t + 1) × T × cosφ + x(t) (7)
y(t + 1) = v(t + 1) × T × sinφ + y(t) (8)
Where
φ = arctan(
y(t + 1) − y(t)
x(t + 1) − x(t) ) (9)
But if Ωt is not in the range [−α, α], so we have:
vx(t + 1) = 2 × vx(t) − vx(t − 1) (10)
vy(t + 1) = 2 × vy(t) − vy(t − 1) (11)
x(t + 1) = vx(t + 1) × T + x(t) (12)
y(t + 1) = vy(t + 1) × T + y(t) (13)
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3. SIMULATION RESULTS
In this section we try to analyze the eﬀect of prediction mechanism on energy eﬃciency and lifetime of target
tracking system. Also the accuracy of predictors and the eﬀect of their accuracy on missing rate and energy consump-
tion is considered. So the linear predictor [1], modiﬁed version of Kalman ﬁlter named EKF which introduced in [22]
and another modiﬁed version of Kalman ﬁlter named UKF [23] are considered to have a fair comparison. Finally the
impact of node selection algorithm on network lifetime is investigated.
3.1. Simulation Environment
The network area is 400 × 400 which is divided into 16 equal size cluster and so 16 head nodes with initial energy
of 50 joule, are placed at the center of these clusters. The sink node is located out of the area (x = 200, y = 450). 300
sensor nodes are uniformly distributed in the network area with sensing range Rsensing = 60m and initial energy of 0.5
joule. For each sensor node, the standard deviation of measurement noise is σθ = 1o. During target tracking process,
the sink receives information about moving target every T = 0.5sec. For the target we have maximum acceleration
amax = 15m/s2, the maximum velocity vmax = 30m/s and variance matrix of process noise Q = 52 × I2×2 . For the
predictor the bound of the prediction location error is α = 15o (see section 2). The energy consumption model for
communication is discussed in [24], in which the consumed energy of transmitter node is:{
i f d > d0 Et = lEelec + lempd4 + lEDA
i f d ≤ d0 Et = lEelec + l f sd2 + lEDA (14)
Where EDA is the energy for data aggregation in header nodes, Eelec is the dissipated per bit to run the transmitter
or receiver circuit,  f s and emp depend on the transmitter ampliﬁer model, d is distance, d0 is threshold distance and l
is the packet length. The consumed energy for receiver nodes Er is as follows:
Er = lEelec (15)
The parameters of energy consumption model are shown in table 1.
Table 1. parameters for energy consumption model
parameter value
Eelec 50nJ/bit
EDA 5nJ/bit/signal
emp 0.0013pJ/bit/m4
 f s 10pJ/bit/m2
do 87m
l 4000bits
amessagesize 64bits
Rsense 15m
3.2. Accuracy of Predictor
First we compare the accuracy of four mentioned predictors that is determined by square root of the diﬀerence
between predicted and actual location of object in two dimensions. The prediction error is given by:
errort =
√
(xtpre − xtreal)2 + (ytpre − ytreal)2 (16)
where the errort is prediction error of predictor at time t.
As shown in ﬁgure 1 the UKF predictor and our proposed predictor have lowest prediction error and so are more
accurate than the others. But as we expect the linear current predictor has greatest prediction error and EKF predictor
is in middle. EKF predictor has good accuracy most of the time, except in some peak points. The EKF predictor uses
a ﬁrst-order linearization that sometimes leads to instabilities during simulation time.
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Fig. 1. Prediction error of diﬀerent predictors
3.3. Energy Consumption
When the object is missed, a recovery mechanism is needed to ﬁnd the lost object, and this leads to excessive energy
consumption in the network. After missing the object all nodes in a cluster should wake up, sense the environment
and transmit their packet to head nodes. Figure 2 shows total energy consumption of network from 10min to 60min.
As we expect the predictors with lower missing rate have less energy consumption than the other. We point out that
consumed energy of prediction procedure is neglected in ﬁgure 2.
Also another main evaluation metric for target tracking algorithm by WSN is the number of operations. Table 2
Shows a comparison between accuracy and number of operations in these four predictors in one hour target tracking.
As shown in table 2 the linear predictor has lower accuracy with fastest run time because of its low number of
operation. But UKF predictor with the high accuracy has a large number of operations while computational capacities
of sensor nodes are constraint. The proposed predictor gives an optimum point between accuracy and runtime speed.
So our proposed predictor has good accuracy that can be equal to the UKF predictor and the number of operations
about 24.7 times less than UKF. The number of operations is a man evaluating factor of predictors especially in WSNs
with processing resource constraints.
Fig. 2. Consumed Energy of diﬀerent predictors vs. simulation time
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Table 2. comparison of speed and missing rate of diﬀerent predictors
Predictor Number of Operations Missing rate
Proposed Predictor 28440 0.69%
UKF 702017 0.88%
EKF 107734 3.92%
Linear 14193 4.14%
4. CONCLUSION
Tracking of the mobile objects should solve main problems such as object detection, localization, and prediction.
And, if all nodes have to always wake up to detect a mobile target, there are a lot of waste of battery power and channel
utilization.
In this paper, we propose an energy eﬃcient tracking method to reduce the number of nodes participating in object
tracking. Simulations results show that our method leads to saving energy and thus prolong the network lifetime as
well regardless of mobility pattern of the mobile object including Random Waypoint model. The proposed predictor
causes lower missing rate than EKF and UKF predictors, and the number of operations which is the main determinant
factor in the speed of the predictor is 24.7 times less than UKF. So the proposed predictor helps the network to
increases the speed of prediction and decreases the energy consumption.
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