We study minimal conditions under which a function system is a representation system in L p (a, b), & a<b + , 0< p< , i.e., any function f # L p (a, b) can be represented by at least one L p -convergent series relative to this system.
8(L)
, and on the representation of complex functions by series of exponentials [K] , etc.
Definition 1 [T1, T2] . A system [ f n ] n=1 /L p , 0< p< , is called a representation system in the space L p if for any f # L p there exists a series Definition 2. A system [ f n ] n=1 /L p , 0< p< , is called a complete system in the space L p if for any f # L p and for any =>0 there exists a finite sum
We can remark that each basis is a representation system, but not vice versa and each representation system is a compete system, but not vice versa.
The results below are more general than the results in [F3, FO] . 
Here / (c, d ) (t) denotes the characteristic function of (c, d ).
Proof. Let for simplicity 0<$<1 and *>0 (if $<0 then consider &.). For p 1 we have the inequalities
with some positive constants c 0 , c 1 , c 2 . Let
Obviously, there exist l
If we take *, 0<*<:<: 0 <1, such that c 0 *Â4: 2 <$Â8(l 2 &l 1 ) and p*<l 2 &l 1 , then
Proof. If 0<p<1, then we easily obtain by the Taylor formula that
where c is some positive constant. Let
Then we obtain 
Thus we get
From Lemmas 1, 2 we have that there exist * # R and a measurable set Q/(a, b), 0< |Q| < , such that
where c=1 if p 1 and c= p if 0< p<1. Consider the function systems
where
and also sup n _$ n _$<1. Let the system [. n ] n # N satisfy the condition
Here and below, we will use the term``mes'' to signify Lebesgue's measure. Let x n =min i [a
Let us call the function / Q n (t) the main characterizing function of the element . n (t) of the system [. n ]. Let
Below, we use Dunford and Schwartz's definition [DSch, p. 30, 231 ] of Vitali's covering.
a<b + satisfies the properties (3), (4), (5) and for each N # N the set (a, b) is covered in Vitali 's sense by the family [
a<b + , 1 p< the following properties hold,
It is obvious that the case p=1 in Theorem 2 is a special case of Theorem 1. 
where _$<1 is defined in (3) (note that in the case of Theorem 2, condition (3) is fulfilled too, and we put Q n k =D n k everywhere below for this theorem).
Proof. For brevity, we will denote p k =* n k . n k where * n k is taken from (3), and [. n k ] k=1 is a subsystem of the system [. n ]. Let
be the given step function, with [(: k , ; k )] the corresponding system of pairwise disjoint intervals from (a, b), and / (c, d ) (t) denoting the characteristic function of (c, d ). From Vitali's Theorem [DSch, p. 232] we can obtain that for 
Fix these numbers and elements. Then we obtain
We now prove (7). Let N n m. Then there exists an i for which 1 i M such that r i n l i or l i <n<r i+1 and
Note that we put c l =0 for that l which was not used for constructing P(t). In particular, if l i <n<r i+1 , then _$ 0 <1. Now we will use Lemma 3 and induction. Let f 0 = f. Let f 0 = f, where f is any function from L p (a, b) . Then we find a sequence of step functions [R k ], k 1, numbers
functions f k , k 1, and linear combinations m k l=N k c l p l , k 1, in the system [ p l ] by induction such that the following is true:
For each R k , the linear combination m k l=N k c l p l is constructed as it was in the proof of Lemma 3. Then we obtain
To prove Theorems 1, 2, 3 we will verify that the series l=1 c l p l represents f in L p (we put c l =0 for the remaining indices l ). To finish the proof, let us consider any sufficiently large n>0 and define the index k 1 such that
On the other hand, Proof. It is obvious that _ n, k =_<1 and D n, k =[kÂ2 n , k+1Â2 n ] for all n=0, 1, ..., k=0, 1, ..., 2 n &1.
, and .
We will show now that the assumptions in Theorem 1 are important. For brevity, let us consider the case when (a, b)#(0, 1).
(1) First, we will give an example when assumption (5) is violated, but the other assumptions are fulfilled. Let inf n [d(. n )]=:>0 and mes(supp . n ) Ä 0. Let us, for that case, construct the example of a representation system. Let n, k (t)=0 at the other points, where k=0, 1, ..., 2 n&1 &1, n=1, 2, ...; n, k (t) =0 at the other points, where k=0, 1, ..., 2 n&1 &1, n=1, 2, ...; n, k (t)=0 at the other points, where k=2 n&1 , 2 n&1 +1, ..., 2 n &1, n=1, 2, ...; n, k (t)=0 at the other points, where k=2 n&1 , 2 n&1 +1, ..., 2 n &1, n=1, 2....
It is obvious that the system [. n=1, 2, . .., is a system of the following kind:
k=1 c k k . Now we will give an example of a non-complete system. Let . n, k (t)=1,
. n, k (t) =0 in all the other points. It is obvious that [. n, k (t), k=0, 1, ..., 2 n &1, n=1, 2, .
(2) Let now 
.., and f i (t) are arbitrary functions such that
(3) Let sup n _ n =1, and for the system [. nk ], the conditions (4), (5), and 1 0 . n (t) dt{0, n 1, are fulfilled. For this case, let us construct a non-complete system. Since Haar's system [/ n ] n=1 is the basis in L p (0, 1), p 1 then, by the Theorem of M. Krein, D. Milman, and M. Routman [KrMR] about the stability of a basis, there exists, as a consequence, [$ n ] n=1 , $ n >0, such that for any system [g n ] n=1 , &/ n & g n & p $ n , the system [g n ] n=1 is a basis in L p (0, 1), p 1, too. Then from the systems [g n ] n=1 , for which the condition &/ n & g n & p $ n is fulfilled, we choose the following system: the following conditions &/ n & g n & p $ n , lim n Ä _ n =1, _ n <1, where
are fulfilled. It is obvious that the system [g n ] n=1 is a basis, but the system [g n ] n=N , N 2, is not a complete one in L p (0, 1), p 1, although the conditions (4), (5), and 1 0 . n (t) dt{0, n 1, are fulfilled. (4) Now we give an example of a non-complete system for the case of Theorem 1, when the condition (4) is not fulfilled, but the other conditions are fulfilled. Let . n (t)=1, t # [0, 1Â2 n ], . n (t)=1Â2 2n , t # (1Â2 n , 1], n=1, 2, ... . Then x n =0, y n =1Â2 n , and d(. n )=1Â2 n Ä 0, _ n 1Â2 n . We can see that [. n (t)] n 1 =[/ 1 (2 n (t+ 1 2 ))] n 1 . (5) Now we will give an example of a non-complete system when the assumption (5) of Theorem 3 is violated, but other assumptions are fulfilled. Let
