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Abstract
We study the estimation of f(θ) under Gaussian shift model x = θ + ξ, where θ ∈ Rd is
an unknown parameter, ξ ∼ N (0,Σ) is the random noise with covariance matrix Σ, and f
is a given function which belongs to certain Besov space with smoothness index s > 1. Let
σ2 = ‖Σ‖op be the operator norm of Σ and σ−2α = r(Σ) be its effective rank with some
0 < α < 1 and σ > 0. We develop a new estimator g(x) based on a Fourier analytical approach
that achieves effective bias reduction. We show that when the intrinsic dimension of the problem
is large enough such that nontrivial bias reduction is needed, the mean square error (MSE) rate
of g(x) is O
(
σ2 ∨ σ2(1−α)s) as σ → 0. By developing new methods to establish the minimax
lower bounds under standard Gaussian shift model, we show that this rate is indeed minimax
optimal and so is g(x). The minimax rate implies a sharp threshold on the smoothness s such
that for only f with smoothness above the threshold, f(θ) can be estimated efficiently with an
MSE rate of the order O(σ2). Normal approximation and asymptotic efficiency were proved
for g(x) under mild restrictions. Furthermore, we propose a data-driven procedure to develop
an adaptive estimator when the covariance matrix Σ is unknown. Numerical simulations are
presented to validate our analysis. The simplicity of implementation and its superiority over
the plug-in approach indicate the new estimator can be applied to a broad range of real world
applications.
1
1 Introduction
Let
x = θ + ξ, θ ∈ Rd, (1.1)
be the Gaussian shift model with x being an observation, θ ∈ Rd being an unknown parameter,
and ξ ∈ Rd being a mean zero non-degenerate Gaussian random noise with covariance matrix
Σ ∈ Rd×d. The goal of this article is to study the problem of estimating f(θ) for a given smooth
function f : Rd → R when the complexity of the problem, characterized by the effective rank r(Σ)
of Σ, becomes large. To be more specific, we denote by ‖Σ‖op := σ2 as the noise level of the problem
with some σ > 0. Without loss of generality, we assume that σ < 1. Suppose that r(Σ) := σ−2α
and d := σ−2β with some 0 < α ≤ β < 1. An important application lies behind such setting is the
classical Gaussian sequence model where the dimension is allowed to grow with the sample size. To
establish the connection, we assume that n i.i.d. copies x1, x2, ..., xn of a random vector x ∈ Rd are
observed: xj = θ+zj , j = 1, ..., n where θ ∈ Rd is an unknown parameter and zj ’s are i.i.d. copies
of a noise vector that yields the multivariate normal distribution N (0,Σ0). zj ’s can be treated as
the measurement noise when one observes θ. This indicates that the problem we study appears
almost everywhere in real world applications. Then the sample mean x¯ = n−1
∑n
j=1 xj which is a
sufficient statistic used to estimate θ can be equivalently rewritten as a form of model (1.1):
x¯ = θ + z (1.2)
with z ∼ N (0;n−1Σ0). In this case, Σ = n−1Σ0 with ‖Σ0‖op = O(1), r(Σ) = r(Σ0) = nα with
α ∈ (0, 1), and the intrinsic dimension grows to infinity as the sample size n→∞.
Studies under the setting where the dimension of the underlying parameter is allowed to grow
with the sample size can be traced back to [38, 37, 39, 32]. Early results in the study of efficient
estimation of smooth functionals were mostly focused on infinite-dimensional parameter space where
people were trying to build the connection between the geometric complexity of the parameter
space and the modulus of continuity of the functional. Notable results include but not limited
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to [30, 31, 15, 16, 1, 36, 35, 3, 27, 29]. Two types of special functionals are extensively studied.
Results on estimation of linear functionals include [9, 10, 6, 20] and the references therein. Results
in terms of estimation of quadratic functionals include [11, 5, 19, 28, 2] and the references therein.
Recent results show a surge of interest in efficient and minimax optimal estimation of functionals
of parameter in high dimensional models or models with growing dimension, see [7, 8, 44, 46, 25].
We consider a given function f which belongs to the inhomogeneous Besov space Bs∞,1(R
d)
with s being a characterization of its smoothness. According to the well known Littlewood-Paley
decomposition, for any f ∈ Bs∞,1(Rd) with s ≥ 0, f can be well approximated by a function series
fN :=
∑N
j=0 fj in the space of tempered distributions S ′(Rd). Especially,
∑N
j=0 fj converges to f
uniformly in Rd. Based on the fruitful idea of Littlewood-Paley theory and the seminal work by
A. N. Kolmogorov [21] on unbiased estimation, we construct a new estimator in Section 3 via a
Fourier analytical approach and define it as
g(x) :=
1
(2π)d/2
∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·xdζ, (1.3)
where FfN denotes the Fourier transformation of fN and Ω denotes its support. The new estimator
is easy to implement and can be widely used in practice since it deals with Fourier transform data.
For instance, Fourier transform is used widely throughout medical imaging where its applications
include: determining the spatial resolution of imaging systems, spatial localisation in magnetic
resonance imaging, analysis of Doppler ultrasound signals, and image filtering in emission and
transmission computed tomography. An immediate implication following the construction of g(x)
is that g(x) is an unbiased estimator of f(θ) when f is an entire function of exponential type. In
Section 4, we show that for a general f ∈ Bs∞,1(Rd), the bias of g(x) is
|Eθg(x) − f(θ)| . ‖f‖Bs∞,1σ(1−α)s. (1.4)
In Section 5 we show that when the operator norm of the Hessian function ‖∇2g‖op is properly
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controlled,
Eθ(g(x) − f(θ))2 . (σ2 ∨ σ2(1−α)s) (1.5)
given 0 < σ < 1. Despite the important role ‖∇2g‖op plays in bounding the MSE, it depends
on the shape of the support Ω of FfN that can vary for different functions f . In Section 6, we
derive a uniform bound on ‖∇2g‖op and show that when the problem resides in a moderately high
dimensional setting where non-trivial bias correction is needed, namely α ∈ (1/2, 1), ‖∇2g‖op is
uniformly bounded, thus
sup
‖f‖Bs
∞,1
≤1
Eθ(g(x) − f(θ))2 . (σ2 ∨ σ2(1−α)s) ∧ 1. (1.6)
Note that such rate can not be achieved in this regime by the standard Delta Method with the plug-
in estimator f(x) which is usually asymptotically efficient for fixed dimension models. A recent
series of works by [22] and [25] considered similar problems via a different approach. Especifically,
they developed an innovative method through iterative bootstrap to achieve bias reduction and
established similar rate as in (1.6) for Gaussian shift model [25] in Banach space over a Ho¨lder type
class. Another work [17] used the similar approach as in [22] and [25] to study the estimation of
smooth function of parameter of binomial model.
In Section 7, we show that under standard Gaussian shift model where r(Σ) = d, the minimax
lower bound is
inf
T
sup
‖f‖Bs∞,1≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 &
(
σ2 ∨ (σ2d)s) ∧ 1. (1.7)
(1.7) perfectly matches (1.6). This shows the minimax optimality of our estimator (1.3) and the
rate (1.6) is indeed the minimax rate. It bridges the gap between the upper and lower bounds by
removing a logarithmic factor introduced in the minimax lower bound in [25]. The proof of the
lower bound is based on some new construction and ideas which are different from the existing
results. We believe the current methods are more general.
Combining the upper bound (1.6) and the lower bound (1.7), we establish a sharp threshold
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on smoothness s in terms of dimensionality such that when s ≥ 1/(1 − α), the MSE of estimation
of f(θ) can be controlled by σ2 given σ2 is small. Such type of results were previously studied
by [16, 36, 35] in which the authors built the threshold on the smoothness in terms of Kolmogorov
widths which characterized the complexity of the parameter space.
In Section 8, we prove the normal approximation bound of our estimator. Especially, we show
that with an appropriate control on the decay of
∥∥‖∇f˜N‖∥∥∞, our estimator is asymptotic efficient in
the spirit of Ha´jek and Le Cam. In Section 9, we propose a data-driven estimator under model (1.2)
when the covariance matrixΣ is unknown and show that it achieves the same level of performance as
(1.3). Numerical simulation results are presented in Section 10 to validate our theory. It shows that
the new estimator’s performance is superior to its plug-in counterpart on both bias and variance
reduction when the dimension is large.
2 Preliminaries and Notations
2.1 Notations
We use boldface uppercase letter X to denote a matrix and boldface lowercase letter x to denote a
vector. We use ‖ · ‖ to denote the ℓ2-norm of a vector, ‖ · ‖op to denote the spectral norm (largest
singular value) of a matrix, and ‖ · ‖p to denote the Lp-norm of a function. For a covariance matrix
Σ, we use r(Σ) := tr(Σ)/‖Σ‖op to denote its effective rank. In the rest of this article, we will
frequently use the notation σ2 := ‖Σ‖op to denote the noise level. Without loss of generality, we
always assume that σ2 ∈ (0, 1). Particularly, in view of model (1.2), one can always have σ2 = n−1
in mind, where n denotes the sample size. We use S = S(Rd) to denote the Schwartz space
and S ′ = S ′(Rd) to denote the set of all complex-valued tempered distributions on Rd. Given a
multi-index α := (α1, ..., αd), we denote by D
α = ∂
|α|
∂x
α1
1 ...∂x
αd
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and |α| = α1 + · · ·+ αd.
We use F and F−1 to denote the Fourier transform (FT) and inverse Fourier transform (IFT)
respectively. Throughout the paper, given nonnegative a and b, a . b means that a ≤ Cb for a
numerical constant C, and a ≍ b means that a . b and b . a. a ∧ b = min{a, b} and a ∨ b =
5
max{a, b}.
2.2 Besov Space and Basic Embedding Theorems
In the following, we introduce the basic definitions of resolution of unity and Besov spaces.
Definition 1. Let Φ(Rd) be the collection of all systems ϕ = {ϕj(x)}∞j=0 ⊂ S(Rd) such that
supp(ϕ0) ⊂ {x : ‖x‖ ≤ 2}, and supp(ϕj) ⊂ {x : 2j−1 ≤ ‖x‖ ≤ 2j+1}, j ∈ N∗, for every multi-index
α there exists a positive number cα such that
2j|α||Dαϕj(x)| ≤ cα (2.1)
for all j ∈ N and all x ∈ Rd and ∑∞j=0 ϕj(x) = 1 for every x ∈ Rd.
Remark 1. For any ϕ ∈ Φ(Rd), it provides a smooth resolution of unity.
Definition 2. Let −∞ < s <∞, 0 < p ≤ ∞, and 0 < q ≤ ∞. Let φ = {φj(x)}∞j=0 ∈ Φ(Rd). Then
the Besov spaces is defined as
Bsp,q(R
d) = {f : f ∈ S ′(Rd), ‖f‖Bsp,q <∞}, (2.2)
where
‖f‖Bsp,q =
∥∥(2js‖fj‖Lp)∞j=0∥∥ℓq , and fj = F−1φjFf. (2.3)
Remark 2. Especially, when 1 ≤ p, q ≤ ∞, Bsp,q(Rd) is a Banach space. Clearly, for each j, Ffj
has a compact support. Then by the well known Paley-Wiener-Schwartz theorem (see [14]), fj is
an entire function in Rd. Therefore (2.3) defines the Littlewood-Paley dyadic decomposition of f
in terms of a sequence of analytic functions {fj}∞j=0.
We introduce the Ho¨lder spaces as follows, which are another commonly studied function spaces
closely related to the function space that we will study in this article.
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Definition 3. Let s > 0 and s /∈ N∗ be a real number such that s = ⌊s⌋ + {s}, where ⌊s⌋ is an
integer and 0 < {s} < 1, then the Ho¨lder space Cs(Rd) is defined as
Cs(Rd) =
{
f : f ∈ C⌊s⌋(Rd), ‖f‖Cs <∞
}
, (2.4)
where
‖f‖Cs =
∑
|α|≤⌊s⌋
‖Dαf‖∞ +
∑
|α|=⌊s⌋
sup
x 6=y
|Dαf(x)−Dαf(y)|
|x− y|{s} .
In the rest of this article, we consider the case where s ≥ 1, p =∞ and q = 1, namely, Bs∞,1(Rd).
It is easy to see that if f ∈ Bs∞,1(Rd) for some s ≥ 0, then
∑
j≥0 fj converges uniformly to f in R
d.
Meanwhile, it is easy to see that ‖f‖∞ ≤
∑∞
j=0 ‖fj‖∞ <∞ which implies that f ∈ Cu(Rd), where
Cu(R
d) denotes the space of all bounded uniformly continuous functions in Rd. Thus, Bs∞,1(R
d) is
continuously embedded in Cu(R
d). In this article, when we use A ⊂ B and A, B are two function
spaces, it always means A can be continuously embedded in B. The following embedding theorems
are quite elementary and well known.
Proposition 2.1.
1. Let 0 < q0 ≤ q1 ≤ ∞ and −∞ < s <∞. Then
Bsp,q0(R
d) ⊂ Bsp,q1(Rd), if 0 < p ≤ ∞. (2.5)
2. Let 0 < q0 ≤ ∞, 0 < q1 ≤ ∞, −∞ < s <∞ and ε > 0. Then
Bs+εp,q0(R
d) ⊂ Bsp,q1(Rd), if 0 < p ≤ ∞. (2.6)
3. If s > 0, then for Ho¨lder space Cs(Rd)
Cs(Rd) = Bs∞,∞(R
d). (2.7)
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Remark 3. As a direct consequence of Proposition 2.1, we see that Cs
′
(Rd) ⊂ Bs∞,1(Rd) ⊂ Cs(Rd)
for 0 < s < s′ < ∞. Thus, the Besov condition we consider is stronger than the Ho¨lder condition
with the same smoothness but weaker than that with strictly more smoothness.
2.3 Entire Function of Exponential Type
The entire function of exponential type is also related to this article. We introduce the definition
as follows.
Definition 4. Let f : Cd → C be an entire function and σ := (σ1, ..., σd), σj > 0. Function f is of
exponential type σ if for any ε > 0 there exists a constant C(ε, σ, f) > 0 such that
∣∣f(z)∣∣ ≤ C(ε, σ, f)e∑dj=1(σj+ε)|zj |, ∀z ∈ Cd. (2.8)
The following theorem is part of the famous Paley-Wiener-Schwartz theorem:
Theorem 2.2. The following two assertions are equivalent:
1. ϕ ∈ S ′ and supp(Fϕ) ⊂ {x : ‖x‖ ≤ σ} is bounded;
2. ϕ(z) for all z ∈ Cd is an entire function of exponential type σ.
We refer to Theorem 1.7.7 in [14] for a more detailed discussion in case the reader is interested.
3 Estimator Construction and Bias Reduction
In this section, we introduce a bias reducing estimator based on a Fourier analytical approach and
the Gaussian kernel. The origin of this idea can be traced back to A.N. Kolmogorov [21] when
the author tried to build the connection between unbiased estimation in Gaussian shift model with
“the inverse heat conductivity problem”. The intuition that lies behind the construction of the
estimator is pretty straight forward. To find a good estimator g(x) of f(θ) with small bias depends
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on how well one can solve the following integral equation
Eθg(x) = f(θ). (3.1)
Instead of solving it directly which is hard typically, we approximately solve it by replacing the right
hand side with some good approximation of f . The proxy of f is chosen by a rescaled truncation
on f ’s frequency domain based on the well known Littlewood-Paley decomposition. A different
approach based on a bootstrap chain bias reduction technique was developed recently by [22, 25]
to approximately solve (3.1) which achieves the same order bound on the bias as our estimator.
The bootstrap chain bias reduction technique is also used in [17] to estimate smooth functions of
the parameter of binomial models.
To start with, we review some of the basic knowledge from PDE, and harmonic analysis. Based
on our model (1.1), we have x ∼ N (θ;Σ). We denote the density function of x by
p(x|θ,Σ) := 1√
(2π)d|Σ| exp
{
− 1
2
〈Σ−1(x− θ),x− θ〉
}
,
where |Σ| denotes the determinant of Σ. For any given estimator g(x) of f(θ), it is easy to check
that
Eθg(x) = Eθg(θ + ξ) = Eθg(θ − ξ) =
∫
Rd
g(θ − ζ)p(ζ|0;Σ)dζ. (3.2)
Note that the right hand side of (3.2) is the convolution of g with a Gaussian density p with zero
mean and covariance matrix Σ. We denote by h this convolution
h(θ) := g ∗ po(θ) =
∫
Rd
g(θ − ζ)p(ζ|0;Σ)dζ, (3.3)
where po(ζ) := p(ζ|0;Σ). Recall that the Fourier Transform of a function f : Rd → R is defined as
Ff(ζ) := 1
(2π)d/2
∫
Rd
f(x)e−iζ·xdx.
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Given (3.3), the basic properties of Fourier transform and convolution (see [40], page 6) lead to
Fh = F(g ∗ po) = (2π)d/2Fg · Fpo. (3.4)
It is easy to see that
Fpo(ζ) = 1
(2π)d/2
∫
Rd
1√
(2π)d|Σ|e
− 1
2
〈Σ−1x,x〉e−iζ·xdx =
1
(2π)d/2
e−
1
2
〈Σζ,ζ〉.
Thus, from (3.4) we have
Fg(ζ) = Fh(ζ)e〈Σζ,ζ〉/2.
Now we take the Inverse Fourier Transform of Fg(ζ) and get our estimator
g(x) = F−1(Fg) = 1
(2π)d/2
∫
Rd
Fg(ζ)eiζ·xdζ = 1
(2π)d/2
∫
Rd
Fh(ζ)e〈Σζ,ζ〉/2eiζ·xdζ. (3.5)
One should notice that the integral in (3.5) can be meaningless when the integral on the right hand
side diverges. Indeed, the term e〈Σζ,ζ〉/2 inside the integral grows exponentially fast when ‖ζ‖ goes
to infinity. If |Fh(ζ)| does not decay fast enough as ‖ζ‖ goes to infinity, then g(x) in (3.5) may
not be well defined.
We consider a given function f ∈ Bs∞,1(Rd). According to our discussion in Section 2.2, the
series
∑
j≥0 fj converges uniformly to f in R
d with supp(Ffj) = {x : 2j−1 ≤ ‖x‖ ≤ 2j+1} for all
j ≥ 1. Take
N := ⌈(log2 1/‖Σ‖op − log2 r(Σ)− 2)/2⌉ (3.6)
where r(Σ) denotes the effective rank of Σ. Then we denote by fN :=
∑N
j=0 fj and the remainder
f˜N := f − fN . It is easy to see that both fN and f˜N are still in Bs∞,1(Rd) thus are continuous and
uniformly bounded functions. Now we formally introduce the estimator g(x) of f(θ) under model
(1.1) as the following:
g(x) :=
1
(2π)d/2
∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·xdζ, (3.7)
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where Ω is the support of FfN . Obviously, the integral in (3.7) is well defined since Ω =
supp(FfN ) ⊂ {ζ : ‖ζ‖ ≤ 2N+1}.
Remark 4. An immediate implication of the above analysis is that when h is an entire function
of exponential type, then due to an extension of Paley-Wiener Theorem to Rd by E.M. Stein [41],
g(x) defined as in (3.5) is an unbiased estimator of f = h under model (1.1).
4 Bound on the Bias
In this section, we derive an upper bound on the bias of the estimator (3.7). We show that the upper
bound on the bias term Eθg(x)− f(θ) involves the Besov norm of f , the smoothness parameter s,
the noise level ‖Σ‖op, and the effective rank r(Σ) of Σ.
Theorem 4.1. Under model (1.1), assume that given f ∈ Bs∞,1(Rd) with s ≥ 0 and the estimator
g(x) defined as in (3.7), the following bound on the bias holds:
∣∣Eθg(x)− f(θ)∣∣ ≤ C1‖f‖Bs∞,1(‖Σ‖opr(Σ))s/2, (4.1)
where C1 is some absolute constant.
Remark 5. Set the noise level ‖Σ‖op = σ2 with some σ > 0 and r(Σ) ≤ σ−2α for some α ∈ (0, 1),
then the upper bound in (4.1) can be written as
∣∣Eθg(x)−f(θ)∣∣ . σ(1−α)s. It suggests that for such
a estimation problem with parameters in a higher dimension (larger α), higher order smoothness
(larger s) can contribute to achieving better bias reduction. Especially, to make the bias be of
smaller order than ‖Σ‖1/2op , one needs s ≥ 1/(α − 1). In view of model (1.2), such a threshold on
smoothness s is necessary for one to achieve a
√
n-consistent estimator in order to show asymptotic
normality and efficiency.
Remark 6. As we shall see in Section 7, the term σ2s(1−α) also appears in the minimax lower
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bound for standard Gaussian shift model where Σ = Id. Namely,
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x) − f(θ))2 & σ2s(1−α). (4.2)
That means the smoothness threshold s ≥ 1/(1− α) is sharp for standard Gaussian shift model in
order to achieve the mean square error rate σ2 when σ is small. A similar threshold on smoothness
is established by a recent work [25] over a Ho¨lder type function space for standard Gaussian shift
model in Banach space.
5 Concentration of the Remainder
In this section, we show a concentration inequality to control the remainder after applying the
standard delta method to g(x). We consider the first order Taylor expansion of g(x) around θ, and
get
g(x) = g(θ + ξ) = g(θ) + 〈∇g(θ), ξ〉+ Sg(θ; ξ), (5.1)
where
Sg(θ; ξ) := g(x) − g(θ)− 〈∇g(θ), ξ〉.
The remainder term Sg(θ; ξ) denotes the difference between g(x) and its linearization around θ.
In Theorem 5.1 below, we derive a concentration bound on Sg(θ; ξ) around its mean ESg(θ; ξ).
It turns out that in addition to ‖Σ‖op and r(Σ), another quantity plays an important role in the
bound. We denote it by ∥∥∇2g∥∥
op
:= sup
x∈Rd
sup
‖u‖=1
〈∇2g(x)u,u〉, (5.2)
which is the operator norm of the Hessian function of g(·). As one shall see, set ‖Σ‖op = σ2 and
r(Σ) = σ−2α when
‖∇2g‖op = o(σα−1), (5.3)
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|Sg(θ; ξ) − ESg(θ; ξ)| = Op(‖Σ‖1/2op ). Together with bound (4.1) on the bias, this result makes it
possible for us to show the asymptotic normality and efficiency of the estimator g(x). We will have
a more detailed discussion on the uniform bound of ‖∇2g‖op in Section 6.
Theorem 5.1. Under model (1.1), assume that g(x) is defined as in (3.7). Then there exists a
numerical constant C2 such that for all t ≥ 1, with probability at least 1− e−t
∣∣∣Sg(θ; ξ)− ESg(θ; ξ)∣∣∣ ≤ C2((‖Σ‖opr(Σ))1/2 ∨ ‖Σ‖1/2op √t)‖∇2g‖op‖Σ‖1/2op √t. (5.4)
The following theorem is an immediate consequence of Theorem 4.1 and Theorem 5.1.
Theorem 5.2. Under model (1.1), assume that g(x) is defined as in (3.7) given f ∈ Bs∞,1(Rd)
with s > 1. Then there exists a numerical constant C3 such that for all t ≥ 1, with probability at
least 1− e−t
∣∣g(x)− f(θ)∣∣ ≤ C3(((‖Σ‖opr(Σ))1/2) ∨ ‖Σ‖1/2op √t)‖∇2g‖op‖Σ‖1/2op √t ∨ ‖f‖Bs∞,1(‖Σ‖opr(Σ))s/2).
(5.5)
Especially, if ‖∇2g‖op = ‖f‖Bs∞,1 = O(1), then with some numerical constant C4
Eθ
(
g(x) − f(θ))2 ≤ C4(‖Σ‖op ∨ (‖Σ‖opr(Σ))s). (5.6)
Remark 7. The result in Theorem 5.2 indicates that when ‖∇2g‖op and ‖f‖Bs∞,1 are properly
controlled,
Eθ
(
g(x) − f(θ))2 . (σ2 ∨ σ2(1−α)s).
In section 6, we show that for all the cases when non-trivial bias reduction is needed, namely,
α ∈ (1/2, 1), ‖∇2g‖op = O(1) indeed holds. In section 7, we show that the bound (5.6) is indeed
minimax optimal under standard Gaussian shift model where r(Σ) = d = σ−2α.
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6 Uniform Upper Bounds on ‖∇2g‖op
From last section, we learned that the quantity ‖∇2g‖op plays a vital role in controlling the re-
mainder. Recall that from the definition of our estimator in (3.7), the Hessian function is a matrix
valued function
∇2g(x) = − 1
(
√
2π)d
∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·xζ ⊗ ζdζ. (6.1)
where Ω ⊂ {ζ : ‖ζ‖ ≤ 2N+1} is the support of FfN . By the definition of ‖∇2g‖op, we have
‖∇2g‖op := sup
x∈Ω
sup
‖u‖=1
1
(
√
2π)d
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣.
Clearly, the quantity depends on the shape of Ω which can vary for different f despite the fact that
Ω is bounded.
In Theorem 6.1, we derive the uniform upper bounds on ‖∇2g‖op regardless of the shape of Ω.
Set ‖Σ‖op = σ2, r(Σ) = σ−2α, and d = σ−2β with 0 < α ≤ β < 1, we show that in the moderately
high dimensional regime α ∈ (1/2, 1) where non-trivial bias reduction is needed, ‖∇2g‖op = O(σǫd)
for some constant ǫ > 0 when σ is small. This decay rate is more than enough to serve our purpose
as indicated in (5.3). Another interesting finding is that when α ∈ (0, 1/2), one needs either
α + β > 1 or s ≥ (3d + 1)/2 to achieve similar decay rate on ‖∇2g‖op. Note that s ≥ (3d + 1)/2
is a much stronger threshold than s ≥ 1/(1 − α) on the smoothness as we discussed previously.
Currently, we don’t know whether this phenomenon is essential or just because of technical reasons.
However, when α ∈ (0, 1/2), it is not a worrisome regime since the plug-in estimator f(x) typically
gives the correct rate on MSE and serves as an efficient estimator.
Theorem 6.1. For any given f ∈ Bs∞,1(Rd) with some s > 0, and ‖∇2g‖op defined as in (5.2) by
taking
N = ⌈(log2 1/‖Σ‖op − log2 r(Σ)− 2)/2⌉.
Set ‖Σ‖op = σ2, r(Σ) = σ−2α, and d = σ−2β with 0 < α ≤ β < 1. If α + β > 1, then for some
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numerical constant ǫ > 0 and for all s > 0
‖∇2g‖op = O(σǫd), as σ → 0. (6.2)
If α+ β ≤ 1, then for some numerical constants ǫ′ > 0 and for all s ≥ (3d + 1)/2
‖∇2g‖op = O(σǫ′d), as σ → 0. (6.3)
Remark 8. Note that when α ∈ (1/2, 1), then α + β ≥ 2α > 1. Under such a situation, as we
have shown in Theorem 5.2:
sup
‖f‖Bs
∞,1
≤1
Eθ(g(x) − f(θ))2 ≤ C4
(
σ2 ∨ σ2s(1−α)) ∧ 1. (6.4)
Especially, when s ≥ 1/(1 − α) > 2,
sup
‖f‖Bs
∞,1
≤1
Eθ(g(x) − f(θ))2 ≤ C5σ2 ∧ 1. (6.5)
One should notice that in the above arguments, we did some simplifications by assuming that
σ < 1. In general, one can modify the estimator g(x) by setting it to be g(x) = 0 when σ > 1 and
‖f‖Bs∞,1 ≤ 1.
7 Minimax Lower Bounds
In this section, we show two minimax lower bounds under standard Gaussian shift model where
Σ = σ2Id. Under this situation, ‖Σ‖op = σ2 and r(Σ) = rank(Σ) = d. A recent result in [25]
attained a similar type of minimax lower bounds for a special Ho¨lder type function class denoted
by Cs, where s characterizes the smoothness condition of the function class. We restate their result
as follows.
Theorem 7.1. [Theorem 2.2 in [25]] Let x ∼ N (θ;σ2Id) for some 0 < σ < 1 and θ ∈ Rd. Then
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for some numerical constant c0
inf
T
sup
‖θ‖≤1
sup
‖f‖Cs≤1
Eθ(T (x)− f(θ))2 &
(
σ2
∨( σ2d
log d
)s)∧
1. (7.1)
In Theorem 7.2 below, we show a new minimax lower bound which improves the above result
by removing the logarithmic factor. The new lower bound bridges the gap between the upper
bound and minimax lower bound caused by this logarithmic factor. The proof of Theorem 7.2 is
based on some new technique and a quite different approach from the previous methods introduced
by [36, 35]. We think that the new method is more general and can be adopted in various occasions.
Theorem 7.2. Assume that f ∈ Bs∞,1(Rd) with s > 1, and x ∼ N (θ;Σ) with Σ = σ2Id for some
0 < σ < 1. Then with some small enough constant c1, the following lower bound holds
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 ≥ c1
(
σ2d)s ∧ 1). (7.2)
Now we switch to prove the other part of the minimax lower bound. We introduce a new
approach through an application of the well known Assouad’s Lemma ([43] Lemma 2.12).
Theorem 7.3. Suppose that the conditions of Theorem 7.2 hold. Then for some small enough
numerical constant c′1 > 0
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 ≥ c′1(σ2 ∧ 1). (7.3)
Remark 9. Combining the bounds in (7.3) and (7.2), we get
inf
T
sup
‖f‖Bs∞,1≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 &
(
σ2 ∨ (σ2d)s) ∧ 1, (7.4)
which matches the upper bound we get in (5.6). It indicates that when σ is small, say σ < 1,
σ2 ∨ (σ2d)s is the minimax optimal rate for standard Gaussian shift model. And so is g(x) for any
f ∈ Bs∞,1(Rd) with ‖f‖Bs∞,1 ≤ 1 when α ∈ (1/2, 1).
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8 Normal Approximation and Asymptotic Efficiency
In this section, we study the asymptotic normality of the estimator g(x) and prove a normal
approximation bound. Let
σ2f,ξ(θ) := 〈Σ∇f(θ),∇f(θ)〉. (8.1)
According to the elementary embedding theorems (see [42] sec. 2.5.7), Bs∞,1(R
d) with s > 1 is
continuously embedded in C1(Rd). Thus, for any f ∈ Bs∞,1(Rd) with s > 1, we have
‖∇f(θ)‖ ≤
d∑
j=1
∥∥∥ ∂f
∂xj
∥∥∥
∞
= ‖f‖C1 ≤ C∗‖f‖Bs∞,1 (8.2)
for some constant C∗ > 0. Therefore, we have
σf,ξ(θ) :=
√
〈Σ∇f(θ),∇f(θ)〉 ≤ ‖Σ‖1/2op ‖∇f(θ)‖ ≤ C∗‖Σ‖1/2op ‖f‖Bs∞,1 . (8.3)
In the following, we denote by
K(f ;Σ;θ) :=
‖Σ‖1/2op ‖f‖Bs∞,1
σf,ξ(θ)
. (8.4)
Apparently, K(f ;Σ;θ) is bounded away from 0. Further, we make the following assumptions.
Assumption 1. Assume that there exists some constant τ > 0 such that K(f ;Σ;θ) ≤ τ .
Assumption 2. Given f ∈ Bs∞,1(Rd) and the decomposition f = fN + f˜N , assume that
RN (f, σ) :=
∥∥‖∇f˜N‖∥∥∞ = o(N−1/2), as N →∞. (8.5)
Remark 10. Under Assumption 1, one should notice that σf,ξ(θ) & ‖Σ‖1/2op . Together with (8.3),
it means that the standard deviation σf,ξ(θ) is comparable to the noise level ‖Σ‖1/2op . Assumption
2 is on the decay rate of the first order derivative of the remainder. Consider N defined as in (3.6),
we have N ≍ O(log σ−1) by taking ‖Σ‖op = σ2. Especially, N →∞ as σ → 0.
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In the following theorem, we show that when assumption 1 and 2 hold, g(x) − f(θ) is close
normal in distribution.
Theorem 8.1. Suppose that Assumption 1 holds. Then for any f ∈ Bs∞,1(Rd) with s > 1, the
following normal approximation bound holds:
sup
x∈R
∣∣∣Pθ{g(x) − f(θ)
σf,ξ(θ)
≤ x
}
− P{Z ≤ x}
∣∣∣ ≤
C∗1
( (‖Σ‖opr(Σ))s/2
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
(‖Σ‖opr(Σ))1/2‖∇2g‖op
∨
RN (f ;σ))
√
log(‖Σ‖−1op )
)
.
(8.6)
where Z is a standard normal random variable and C∗1 is some constant. Moreover, with some
constant C∗2
E
1/2
θ (g(x) − f(θ))2
σf,ξ(θ)
≤
1 + C∗2
((‖Σ‖opr(Σ))s/2
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
((‖Σ‖opr(Σ))1/2‖∇2g‖op ∨RN (f ;σ))
√
log(‖Σ‖−1op )
)
.
(8.7)
Remark 11. Set ‖Σ‖op = σ2 and r(Σ) = σ−2α. When s ≥ 1/(1 − α), condition (5.3) and
Assumption 2 hold, then (8.6) indicates that (g(x)−f(θ))/σf,ξ(θ) weakly converges to the standard
normal random variable N (0, 1) as σ → 0. Meanwhile, (8.7) indicates that under the same condition
E
1/2
θ
(g(x)−f(θ))2
σf,ξ(θ)
is close to 1 uniformly in a parameter set where K(f ;Σ;θ) is upper bounded by a
constant.
In the following theorem, we prove a lower bound which together with (8.7) implies the asymp-
totic efficiency of the estimator g(x).
Theorem 8.2. Under model (1.1), suppose that f ∈ Bs∞,1(Rd) with some s ∈ (1, 2]. Then there
exists a constant D > 0 such that for all c > 0 satisfying c‖Σ‖1/2op ≤ 1, the following bound holds
inf
T
sup
θ∈U(θ0;c;Σ)
Eθ(T (x) − f(θ))2
σ2f,ξ(θ)
≥ 1−DK2(f ;Σ;θ0)
(
cs−1‖Σ‖(s−1)/2op +
1
c2
)
(8.8)
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where U(θ0; c;Σ) := {θ : ‖θ − θ0‖ ≤ c‖Σ‖1/2op }.
Remark 12. The bound in (8.8) shows that when the noise level ‖Σ‖op is small and the quantity
K(f ;Σ;θ0) is upper bounded by a constant, the following asymptotic minimax lower bound holds
locally in a neighbourhood of θ0 of the size comparable with the noise level:
lim
c→∞ lim inf‖Σ‖1/2op →0
inf
T
sup
‖θ−θ0‖≤c‖Σ‖op
Eθ(T (x)− f(θ))2
σ2f,ξ(θ)
≥ 1. (8.9)
Given Theorem 8.1, it shows the asymptotic efficiency of g(x) in the spirit of Ha´jek and Le Cam
of the estimator g(x) and the optimality of the variance σ2f,ξ(θ) of normal approximation.
9 Estimation with Unknown Covariance Matrix
In this section, we discuss modifications of estimator (3.7) when the covariance matrix Σ of ξ is
unknown. As we can see, there are two variables need to be decided without knowing Σ: one
is the true covariance matrix Σ to be plugged into (3.7) and the other is N as in (3.6) which
determines the size of the truncation region in the frequency domain. According to the definition
of r(Σ) := tr(Σ)/‖Σ‖op and N , it is sufficient to estimate
√
tr(Σ) in order to get a good estimate
of N . Clearly, both can be achieved with a fairly good estimator of Σ itself. In the following, we
provide a data driven method to estimate Σ under model (1.2), where multiple noisy observations
are available.
Recall that xj = θ + zj, j = 1, ..., n and zj ∼ N (0,Σ0). Here Σ = n−1Σ0 and tr(Σ) =
n−1tr(Σ0). It is sufficient to estimate Σ0. We consider
βj =
√
j − 1
j
(xj − x¯j−1), x¯j−1 = 1
j − 1
j−1∑
i=1
xi, j = 2, ..., n. (9.1)
In this case, it is easy to check that β˜j = βj+1, j = 1, ..., n−1 are i.i.d. copies of a centered Gaussian
random vector β ∼ N (0,Σ0). We denote by Σ̂0 := (n − 1)−1
∑n−1
j=1 β˜jβ˜
T
j the sample covariance
matrix of β, and we use Σ̂ = n−1Σ̂0 as an estimator of Σ and N̂ := 1/2 ∗ log(n/tr(Σ̂0))− 1 as an
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estimator of N . We denote by Ω̂ := supp(Ff N̂ ) ⊂ {ζ : ‖ζ‖ ≤ 2N̂+1}, then we define
ĝ(x) :=
1
(2π)d/2
∫
Ω̂
Ff(ζ)e〈Σ̂ζ,ζ〉/2eiζ·xdζ. (9.2)
In the following theorem, we show that ĝ(x) is very close to g(x) with high probability in the region
α ∈ (1/2, 1).
Theorem 9.1. Under model (1.2), let ĝ(x) and g(x) be defined as in (9.2) and (3.7) respectively.
Suppose that ‖Σ0‖op = O(1) and r(Σ0) = nα with α ∈ (1/2, 1). Then for any f ∈ Bs∞,1(Rd) with∥∥f∥∥
Bs∞,1
≤ 1 and for some constant C˜, with probability at least 1− e−nα
∣∣ĝ(x)− g(x)∣∣ ≤ C˜n−1/2. (9.3)
Remark 13. Theorem 9.1 shows that in the regime where bias correction is needed, the estimator
(9.2) is close to the estimator (3.7) with high probability such that it can achieve similar perfor-
mance. Indeed, our simulation results in Section 10.4 show that both estimators achieve better
performance than the plug-in estimator, especially on bias correction.
10 Numerical Simulation
In this section, we conduct the simulation study to test the performance of our estimator under
standard Gaussian shift model where ξ ∼ N (0, Id). We denote the estimator defined in (3.7) by
TF-Estimator, and the estimator defined in (9.2) by adaptive-Estimator. We test our estimators on
the following type of multivariate functions: f(θ) := β ∗∏dj=1 h(θj), where the normalizing factor
β is used to make f(θ) be a constant for different values of d.
We choose h with two different smoothness properties and compare the bias, variance, and MSE
of TF-estimator, adaptive estimator with the plug-in estimator when α ranges from 0.4 to 0.85 by
an increase of 0.05 each time. The unknown parameters θ ∈ Rd are randomly generated that yield a
uniform distribution over [0.4, 0.6]d for different dimension parameter d. We set σ2 = 10−4 defined
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in model (1.1), or equivalently, n = 10000 defined as in model (1.2).
We use the MATLAB built-in function fft() and ifft() to compute the Fourier Transforma-
tion and the Inverse Fourier Transformation appeared in the analysis. When we implement TF-
Estimator, the truncation in the frequency domain was done uniformly for each coordinate for
simplicity. Thus, the support of FfN after truncation is contained in a hyper-cube instead of a
d-ball. Note that the built-in function fft() and ifft() are implementations of discrete Fourier trans-
form (DFT). Those discrepancies between implementations and our theoretical results make the
cutoff range drifted a little bit from our suggestion in (3.6). The cutoff range for each coordinate
we use is [64, 100]. We observed that typically larger α and higher dimension d needs smaller cutoff
to achieve better performance, which is consistent with our prediction.
10.1 Bias reduction
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Figure 1: Bias Comparison
We choose two different base functions h to test the performance. One is h1(x) = (2x)
2.75 with
x ∈ [0, 1] and the other is h2(x) = (2x)3.75 with x ∈ [0, 1]. The scalar factor is used to avoid overflow
of the function values when the dimension d is large. Especially, the underlying function values for
both cases are normalized to a constant for this case in order to force the function magnitude to
be bounded. One should notice that h1(x) = (2x)
2.75 belongs to the Ho¨lder class with smoothness
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at most s = 2.75 while h2(x) = (2x)
3.75 belongs to the one with s = 3.75. In other words, h2 has
a higher smoothness condition than h1. The data for bias comparison for both cases are listed in
Table 1 and Table 2 respectively in the appendix, and they are plotted in Fig. 1a and Fig. 1b. The
metric we use is |Eθg(x) − f(θ)|, where Eθg(x) is simulated by averaging the outcome of 20000
independent trials.
As we can see, for both cases, the bias reduction phenomena are very obvious. The dash lines
which plot (d/n)2.75/2 and (d/n)3.75/2 are supposed to be of the same order as the upper bounds on
the bias of our estimators as proved in Theorem 4.1. The simulation results align with the bounds
quite well. Sometimes, the actual bias can pass the line, we think these discrepancies may be due
to the constant factors appeared in the bounds and the implementation issue we mentioned above.
10.2 Threshold on smoothness
Another phenomenon we are interested in is the threshold on smoothness. The magnitude of f
are intentionally adjusted for both cases such that the bias of the plug-in estimator will exceed σ
or the dash line n−1/2 around α = 0.5. When we continue to increase α beyond 0.5, the bias of
TF-Estimators and adaptive estimators still stays below the dash line n−1/2 for sometime while
the bias of the plug-in estimators exceeds way above this level. However, the bias of both adaptive
estimators start to pass the line as α passes 0.65 for the case h(x) = (2x)2.75 and between 0.70 and
0.75 for the case h(x) = (2x)3.75. Our theory on the sharp threshold on smoothness comes from
the growing bias when α is increasing. It suggests that the bias are expected to be greater than σ
when α > 1− 1/s. For both cases, the suggested passing point should be around α = 0.64 for the
case h(x) = (2x)2.75 and the point should be around α = 0.73 for the case h(x) = (2x)3.75.
10.3 MSE comparison and minimax lower bound
We compare the variance and MSE for both cases in this section. The variance data are listed
in Table 5 and Table 6 in appendix which are plotted in Fig. 2a and Fig. 2b. As we can see,
the variance are almost the same for TF-Estimator and adaptive estimator when α ≤ 0.65. The
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Figure 2: Variance Comparison
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Figure 3: MSE Comparison
corresponding smoothness threshold to α = 0.65 is around 1/(1− α) = 2.86 which are close to the
smoothness condition for both cases. Once α ≥ 0.75 which requires smoothness s = 1/(1 − α) = 4
that is higher than both cases, we can see a clear discrepancy between these two estimators. We
can also observe that both estimators achieve variance reduction compared with Plug-in estimator
when α exceeds 0.5. Given that TF-Estimator and adaptive estimator achieve better bias reduction,
these show their superiority over Plug-in estimators.
The metric for MSE we use is Eθ(g(x) − f(θ))2 which is simulated by averaging the square
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error of 20000 independent trials. The MSE data are listed in Table 3 and Table 4 in appendix
and are plotted in Fig. 3a and Fig. 3b. As we can see, the improvements on reduction of MSE
becomes more obvious as the dimension grow larger for both cases. We also plotted σ2 = n−1 and
(σ2d)s = (d/n)s as dash lines, which are supposed to be of the same order as the components of
the minimax lower bound on MSE as shown in (7.2) and (7.3). Ideally, the MSE curves should stay
above both lines. In Fig. 3a and Fig. 3b, we can see that both MSE curves’ trend align well with
the bound. Meanwhile, we can see that when α exceeds 0.5, the reduction in MSE becomes more
obvious for both cases. Especially, the reduction with h2 with more smoothness is more obvious
than with h1.
10.4 Adaptive Estimation
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Figure 4: Difference between g(x) and ĝ(x)
We have already shown in the previous sections that the adaptive estimator ĝ(x) in (9.2) behaves
similarly as g(x) in (3.7). In this section, we plot E
(
g(x) − ĝ(x)) and Var (g(x) − ĝ(x)) in Fig.
4a and Fig. 4b which are simulated by 20000 independent trials. As we can see, for both cases,
when α ≤ 0.70, E(g(x) − ĝ(x)) ≤ n−1/2 and Var(g(x) − ĝ(x)) ≤ n−1 which are what we expected.
However, when α is approaching to 1, the difference becomes quite big. The discrepancy between
theory and experiments is due to the actually choice of N for implementation is drifted from the
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theoretical ones because of the implementation issue we mentioned at the very beginning of this
section.
11 Conclusion
In this article, we studied the estimation of f(θ) for an unknown parameter θ ∈ Rd and a given f
under Gaussian shift model when the complexity of the parameter space is growing with the sample
size. We proposed a new estimator which can be shown both analytically and experimentally
to achieve much better bias reduction than the traditional plug-in estimator when the intrinsic
dimension of the problem is high. By introducing an innovative approach to prove the minimax
lower bounds under standard Gaussian shift model, we show that our estimator is actually minimax
optimal in the regime where nontrivial bias correction is needed. This justifies the minimax rates
for the current problem under standard Gaussian shift model and bridged a gap between the upper
and lower bounds by removing a logarithmic factor in the previous work. The minimax rate implies
a sharp threshold on the smoothness s such that for all s above the threshold, f(θ) can be estimated
efficiently with a parametric rate. Under mild conditions, we prove the normal approximation result
of our estimator and establish its asymptotic efficiency. Furthermore, we propose a data driven
procedure to address the adaptive estimation issue when the covariance matrix of the noise is
unknown, and show that it achieves similar performance with the case when the covariance matrix
is given. Numerical simulations are presented to validate our analysis and show the new estimator’s
superiority over its plug-in counterpart. The simplicity of implementation and direct interaction
with Fourier transform data indicate huge potential of the new estimator in real world applications.
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12 Proofs
12.1 Proof of Theorem 4.1
Proof. Recall that from (3.4), we have
Eθg(x) = g ∗ po(θ) = 1
(2π)d/2
∫
Rd
(∫
Rd
FfN (ζ)e〈Σζ,ζ〉/2eiζ·(θ−x)dζ
)
po(x)dx
=
∫
Rd
FfN(ζ)e〈Σζ,ζ〉/2eiζ·θFpo(ζ)dζ
=
1
(2π)d/2
∫
Rd
FfN (ζ)eiζ·θdζ
= F−1FfN = fN (θ).
(12.1)
where for the third line, we used the fact that Fpo(ζ) = (2π)−d/2e−〈Σζ,ζ〉/2. Therefore, ∣∣Eθg(x) −
f(θ)
∣∣ = |fN (θ)− f(θ)| = |f˜N(θ)|. Due to the fact that f˜N ∈ Bs∞,1(Rd) ⊂ Cu(Rd),
|f˜N (θ)| ≤ ‖f˜N‖L∞ ≤
∞∑
j=N+1
‖fj‖L∞ ≤ 2−(N+1)s
∞∑
j=N+1
2js‖fj‖L∞ ≤ 2−(N+1)s‖f‖Bs∞,1 <∞. (12.2)
As a result, we have
|f˜N (θ)| . ‖f‖Bs∞,1 · 2−(N+1)s. (12.3)
Plug in N = ⌈(log2 1/‖Σ‖op − log2 r(Σ)− 2)/2⌉, we immediately get
∣∣Eθg(x) − f(θ)∣∣ ≤ C1‖f‖Bs∞,1 · (‖Σ‖opr(Σ))s/2 (12.4)
where C1 is some absolute constant.
12.2 Proof of Theorem 5.1
Proof. For the convenience of presentation, we denote
g˜(ξ) := Sg(θ; ξ) = g(θ + ξ)− g(θ)− 〈∇g(θ), ξ〉.
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Clearly, the remainder g˜ is a function of a zero mean normal random vector ξ in Rd. The main
tool we use is the following Gaussian concentration inequality (in a little bit non-standard fashion,
see [24], sec. 3 for a similar argument) as in Lemma 1, which is a corollary of the classical Gaussian
isoperimetric inequality, see [13] chapter 2.
Lemma 1. Let X1, ...,Xd be i.i.d. centered Gaussian random variables in a Hilbert space H with
covariance operator Σ. Let f : Rd → R be a function satisfying the following Lipschitz condition
with Lipschitz constant L > 0:
∣∣∣f(x1, ..., xd)− f(x′1, ..., x′d)∣∣∣ ≤ L( d∑
j=1
‖xj − x′j‖2
)1/2
, x1, ..., xd, x
′
1, ..., x
′
d ∈ H.
Suppose that, for a real number M ,
P{f(X1, ...,Xd) ≥M} ≥ 1/4 and P{f(X1, ...,Xd) ≤M} ≥ 1/4.
Then, there exists a numerical constant D such that for all t ≥ 1,
P
{
|f(X1, ...,Xd)−M | ≥ DL‖Σ‖1/2op
√
t
}
≤ e−t.
To apply Lemma 1, we need a Lipschitz function of ξ. Unfortunately, g˜ may not be such a
function. Instead, we consider a truncated version of g˜ which is guaranteed to be Lipschitz under
mild restrictions. This kind of technique can also be found in Koltchinskii [23], which was applied
to tackle similar problems on spectral projectors of sample covariance. At first, we define a function
ϕ:
ϕ(s) =

1 , if s ≤ 1
0 , if s ≥ 2
2− s , if s ∈ (1, 2).
One can easily check that ϕ is a Lipschitz function with L = 1. Then, with some δ > 0, we consider
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the ”truncated” random variable
h(ξ) := g˜(ξ)ϕ
(‖ξ‖
δ
)
.
In the following Lemma 2, we show that h is Lipschitz with respect to ξ.
Lemma 2. Suppose that g : Ω ⊂ Rd → C is twice continuously differentiable. Then there exists a
numerical constant C such that
∣∣∣h(ξ)− h(ξ′)∣∣∣ ≤ Cδ‖∇2g‖op‖ξ − ξ′‖, (12.5)
where ‖∇2g‖op := supx∈Ω sup‖u‖=1〈∇2g(x)u,u〉.
Proof. Firstly, we consider the case when
‖ξ‖ ≤ 2δ, ‖ξ′‖ ≤ 2δ.
Under this situation, we have
∣∣∣h(ξ)− h(ξ′)∣∣∣ = ∣∣∣g˜(ξ)ϕ(‖ξ‖
δ
)
− g˜(ξ′)ϕ
(‖ξ′‖
δ
)∣∣∣
≤
∣∣∣g˜(ξ)∣∣∣ · ∣∣∣ϕ(‖ξ‖
δ
)
− ϕ
(‖ξ′‖
δ
)∣∣∣+ ∣∣∣g˜(ξ′)− g˜(ξ)∣∣∣
≤
∣∣∣g˜(ξ)∣∣∣ · 1
δ
· ‖ξ − ξ′‖+
∣∣∣g˜(ξ′)− g˜(ξ)∣∣∣.
(12.6)
The second inequality is due to the fact that |ϕ| ≤ 1 and ϕ(·/δ) is a Lipschitz function with
Lipschitz constant L = 1/δ.
The next step is to bound
∣∣g˜(ξ)∣∣ and ∣∣g˜(ξ′)− g˜(ξ)∣∣ respectively. Recall that
∣∣∣g˜(ξ)∣∣∣ = ∣∣∣g(θ + ξ)− g(θ)− 〈∇g(θ), ξ〉∣∣∣.
Since g(·) is twice continuously differentiable, by applying the Mean Value Theorem, we have for
some c ∈ [0, 1]
g(θ + ξ)− g(θ) = 〈∇g(θ + cξ), ξ〉.
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Therefore, ∣∣∣g˜(ξ)∣∣∣ = ∣∣∣〈∇g(θ + cξ)−∇g(θ), ξ〉∣∣∣.
By Cauchy-Schwarz inequality, we have
∣∣g˜(ξ)∣∣ ≤ ‖∇g(θ + cξ)−∇g(θ)‖ · ‖ξ‖ ≤ c‖ξ‖2‖∇2g‖op,
where ‖∇2g‖op := supx∈Rd sup‖u‖=1〈∇2g(x)u,u〉 and the last inequality is due to the fundamental
theorem of calculus ([26], Chap. XIII, Theorem 4.2)
∇g(θ + cξ)−∇g(θ) =
∫ 1
0
∇2g(θ + τcξ)dτ. (12.7)
Under the condition ‖ξ‖ ≤ 2δ, we get
∣∣g˜(ξ)∣∣ ≤ 4cδ2‖∇2g‖op. (12.8)
On the other hand, for θ˜ = θ + ξ + c(ξ′ − ξ) with some c ∈ [0, 1], similarly we have
∣∣∣g˜(ξ′)− g˜(ξ)∣∣∣ = ∣∣∣〈∇g(θ˜), ξ − ξ′〉 − 〈∇g(θ), ξ − ξ′〉∣∣∣
≤ (c‖ξ − ξ′‖+ ‖ξ‖)‖∇2g‖op‖ξ − ξ′‖
≤ 6c′δ‖∇2g‖op‖ξ − ξ′‖,
(12.9)
Plug the results of (12.8) and (12.9) to (12.6), we get
∣∣h(ξ)− h(ξ′)∣∣ ≤ Cδ‖∇2g‖op‖ξ − ξ′‖ (12.10)
where C is a numerical constant.
Secondly, we consider the situation when
‖ξ‖ ≤ 2δ, ‖ξ′‖ > 2δ.
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Note that the symmetric case is equivalent, thus we omit it here. Under this case, h(ξ′) is simply
zero, and one can get the following bound immediately similarly as the previous analysis
∣∣h(ξ)− h(ξ′)∣∣ = ∣∣g˜(ξ)(ϕ(‖ξ‖
δ
)
− ϕ
(‖ξ′‖
δ
))∣∣ ≤ ∣∣g˜(ξ)∣∣1
δ
‖ξ − ξ′‖ ≤ 4cδ‖∇2g‖op‖ξ − ξ′‖.
Finally, for the case when both
‖ξ‖ > 2δ, ‖ξ′‖ > 2δ,
it is trivial to prove since h(ξ) = h(ξ′) = 0. Thus we complete the proof of this lemma.
In what follows, we denote δ = δ(t) := E‖ξ‖+C‖Σ‖1/2op
√
t. By Gaussian concentration inequality
(see [45], Chapter 6), we have for t ≥ 1 with some constant C > 0 such that
P{‖ξ‖ ≥ δ(t)} ≤ e−t, t ≥ 1. (12.11)
Denote by Med(η) the median of a random variable η, and let M := Med(g˜(ξ)). Recall that,
on the event {‖ξ‖ ≤ δ}, g˜(ξ) = h(ξ). Therefore we have
P
{
h(ξ) ≥M
}
≥ P
{
h(ξ) ≥M, ‖ξ‖ < δ
}
= P
{
g˜(ξ) ≥M, ‖ξ‖ < δ
}
≥ P
{
g˜(ξ) ≥M
}
− P
{
‖ξ‖ ≥ δ
}
≥ 1
2
− e−t ≥ 1
4
.
Similarly, one can get
P
{
h(ξ) ≤M
}
≥ 1
2
− e−t ≥ 1
4
.
Now, it follows from Lemma 1 and Lemma 2 that with some constant C, for all t ≥ 1, with
probability at least 1− e−t,
∣∣∣h(ξ)−M ∣∣∣ ≤ Cδ(t)‖∇2g‖op‖Σ‖1/2√t. (12.12)
Since h(ξ) and g˜(ξ) coincide on the event {‖ξ‖ ≤ δ} of probability at least 1 − e−t, we get with
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probability at least 1− 2e−t
|g˜(ξ)−M | . δ(t)‖∇2g‖op‖Σ‖‖1/2op
√
t. (12.13)
By adjusting the constant, we can replace 1−2e−t with 1−e−t for all t ≥ 0. It remains to integrate
out the tails of this exponential bound. We denote s(t) := Cδ(t)‖∇2g‖op‖Σ‖‖1/2op
√
t. Obviously,
s(t) is strictly increasing with respect to t such that s(0) = 0 and s(+∞) = +∞.
|Eg˜(ξ)−M | ≤ E|g˜(ξ)−M | =
∫ ∞
0
P{|g˜(ξ)−M | ≥ s}ds =
∫ ∞
0
P{|g˜(ξ)−M | ≥ s(t)}ds(t)
≤
∫ ∞
0
e−tds(t) =
∫ ∞
0
s(t)e−tdt,
where the last equity is due to s(t) = o(et) as t→∞. As a result,
|Eg˜(ξ)−M | . ‖∇2g‖op
(
E‖ξ‖‖Σ‖‖1/2op
∫ ∞
0
√
te−tdt+ ‖Σ‖op
∫ ∞
0
te−tdt
)
. (E‖ξ‖ ∨ ‖Σ‖‖1/2op )‖∇2g‖op‖Σ‖1/2op .
Thus we can replace M by the expectation Eg˜(ξ) in the concentration bound and get with some
constant C and for all t ≥ 1 with probability at 1− e−t
∣∣∣g˜(ξ)− Eg˜(ξ)∣∣∣ ≤ C(E‖ξ‖ ∨ ‖Σ‖1/2op √t)‖∇2g‖op‖Σ‖1/2√t.
This completes the proof of the theorem.
12.3 Proof of Theorem 6.1
Proof. Using the definition fN :=
∑N
j=0 fj, then we can get
‖∇2g‖op := sup
x∈Ω
sup
‖u‖=1
1
(
√
2π)d
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣
≤ sup
‖u‖=1
1
(
√
2π)d
∫
Ω
∣∣FfN (ζ)e〈Σζ,ζ〉/2〈u, ζ〉2∣∣dζ
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where Ωj ⊂ {ζ : 2j−1 ≤ ‖ζ‖ ≤ 2j+1} is the domain of Ffj . In the following, we bound each term
individually. Consider
sup
‖u‖=1
1
(
√
2π)d
∫
Ωj
∣∣∣Ffj(ζ)e〈Σζ,ζ〉/2〈u, ζ〉2∣∣∣dζ
≤ 1
(
√
2π)d
e‖Σ‖opR
2(Ωj)/2
( ∫
Ωj
|Ffj(ζ)|2dζ
) 1
2
sup
‖u‖=1
( ∫
Ωj
∣∣〈u, ζ〉∣∣4dζ) 12
≤ 1
(
√
2π)d
e‖Σ‖opR
2(Ωj)/2‖fj‖L2 sup
‖u‖=1
( ∫
Ωj
∣∣〈u, ζ〉∣∣4dζ) 12
≤ 1
(
√
2π)d
e‖Σ‖opR
2(Ωj)/2‖fj‖L∞Vol(Bj) sup
‖u‖=1
( ∫
Ωj
∣∣〈u, ζ〉∣∣4dζ) 12
.
1
(
√
2π)d
‖f‖Bs∞,12−jsVol(Bj) sup‖u‖=1
(∫
Bj
∣∣〈u, ζ〉∣∣4dζ) 12
(12.14)
where R(Ωj) := supζ∈Ωj ‖ζ‖ denotes the circumradius of Ωj and Vol(Bj) denotes the volume of
a d-ball Bj with radius rj = 2
j+1. The second line of the above inequality is due to Ho¨lder’s
inequality and the third line is due to Plancherel’s formula given fj ∈ L∞(Ω) ⊂ L2(Ω) for each j.
By taking N = (log2 1/‖Σ‖op − log2 r(Σ)− 2)/2, we always have e‖Σ‖opR2(Ωj)/2 ≤ e. Meanwhile by
definition, we have ‖fj‖L∞ ≤ ‖f‖Bs∞,1/2js <∞.
Next, we are going to bound the following quantity:
sup
‖u‖=1
( ∫
Bj
∣∣〈u, ζ〉∣∣4dζ) 12 . (12.15)
Clearly, a random vector x in Rd uniformly distributed on a convex body Ω with Vol(Ω) = 1 is a
log concave random vector with density 1Ω(x). Here, 1Ω(·) is the indicator function. There are
abundant literatures in convex geometry on the bounds of more general formulas of (12.15). We
introduce the following two important concepts: Let Ω ⊂ Rd be a convex body with Vol(Ω) = 1.
For every p ≥ 1, the p-th moment of the Euclidean norm is defined as
Ip(Ω) :=
( ∫
Ω
‖x‖pdx
)1/p
,
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and for every p ≥ 1 and u ∈ Rd, the weak p-th moment is defined as
Ip(Ω;u) := sup
‖u‖=1
( ∫
Ω
∣∣〈u, ζ〉∣∣pdx)1/p.
As a consequence of Borell’s lemma (see [34] Append. III), we have the following Khintchine-type
inequalities, i.e. for every p, q ≥ 1,
Ipq(Ω;u) ≤ C1pIq(Ω;u); Ipq(Ω) ≤ C2pIq(Ω)
where C1 and C2 are numerical constants. Therefore, with some numerical constant C3 we can get
sup
‖u‖=1
(∫
Bj
∣∣〈u, ζ〉∣∣4dζ) 12 ≤ C3 sup
‖u‖=1
∫
Bj
∣∣〈u, ζ〉∣∣2dζ. (12.16)
In general, it is hard to give explicit bounds on such a quantity with a general convex body Ω
since the shape of the convex body may vary. What is more interesting to consider is that when Ω
is in its isotropic position. Thus we will introduce some basic concepts in the literature of convex
geometry to help the readers understand our later discussion. For every compact convex body,
there is a linear isomorphism T ∈ GL(d,R) such that Vol(T (Ω)) = 1, and
∫
T (Ω)
∣∣〈u, ζ〉∣∣2dζ = L2T (Ω) = L2. (12.17)
with some constant LT (Ω) for every u ∈ Sd−1. We call that T (Ω) an isotropic position of Ω. For
every convex body in Rd, the isotropic position is unique up to an orthogonal transformation. If
a convex body K is in its isotropic position, we say that K is isotropic. The good news for us to
consider the isotropic position of a convex body is that it is unique and the quantity
∫
T (Ω)
∣∣〈u, ζ〉∣∣2dζ
is always a constant, and so is sup‖u‖=1
∫
T (Ω)
∣∣〈u, ζ〉∣∣2dζ. However, whether the constant LT (Ω)
is bounded by a universal constant for all d ≥ 1 remains an open problem. It is the so called
well known Hyperplane Conjecture in convex geometry. We refer to section 5 in [33] for several
interesting equivalent formulations of this conjecture in case the reader is interested. The current
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best estimate of L for general isotropic convex bodies is LΩ ≤ Cd1/4 due to Klartag [18], which
removed the logarithmic factor in the result given by Bourgain [4].
The convex body we are interested in here is a d-ball in its isotropic position. We denote by
Bd as the isotropic d-ball with radius RBd . It is well known that LBd ≤ C for all d ≥ 1 with some
numerical constant C (Note that LΩ ≤ Cd1/4 is already enough for our purpose). Then for each j,
by changing the variables we have
(∫
Bj
∣∣〈u, ζ〉∣∣4dζ) 12 = ( rj
RBd
) d+3
2
(∫
Bd
∣∣〈u,β〉∣∣4dβ) 12 (12.18)
According to Borell’s Lemma and (12.17) we get
sup
‖u‖=1
( ∫
Bj
∣∣〈u, ζ〉∣∣4dζ) 12 ≤ sup
‖u‖=1
( rj
RBd
) d+3
2
(∫
Bd
∣∣〈u,β〉∣∣4dβ) 12 ≤ C1L2Bd( rjRBd
) d+3
2
. (12.19)
Now it remains to bound Vol(Bj) and RBd . It is well known that
Vol(Bj) =
πd/2rdj
Γ(d/2 + 1)
; RBd =
Γ(d/2 + 1)1/d√
π
. (12.20)
where Γ(·) is the gamma function. Combine (12.14), (12.19) and (12.20), we get
sup
‖u‖=1
1
(
√
2π)d
∫
Ωj
∣∣∣Ffj(ζ)e〈Σζ,ζ〉/2〈u, ζ〉2∣∣∣dζ
.
1
(
√
2π)d
‖f‖Bs∞,12−js
π3(d+1)/4r
3(d+1)/2
j
(Γ(d/2 + 1))3(d+1)/2d
.
(12.21)
By applying Stirling’s approximate formula, we have
sup
‖u‖=1
1
(
√
2π)d
∫
Ωj
∣∣∣Ffj(ζ)e〈Σζ,ζ〉/2〈u, ζ〉2∣∣∣dζ
≤ ‖f‖Bs∞,1(2πe3)
d
4
2(3(d+1)/2−s)j
d3(d+1)
2/4d
(12.22)
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Combine (12.14) and (12.22), we get
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣
. ‖f‖Bs∞,1
(2πe3)
d
4
d3(d+1)2/4d
N+1∑
j=0
2j(
3(d+1)
2
−s)
. ‖f‖Bs∞,1(2πe3)
d
4 d−
3(d+1)
4
N+1∑
j=0
2j(
3(d+1)
2
−s).
(12.23)
We consider three cases here: 1). 3(d + 1)/2 − s ≤ 0; 2). 3(d + 1)/2 > s > (3d + 1)/2; 3).
3(d+ 1)/2 − s ≥ 1.
Firstly, when 3(d+ 1)/2 − s ≤ 0, from (12.23), we get
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣ ≤ ‖f‖Bs∞,1(2πe3) d4 d− 3(d+1)4 (N + 2). (12.24)
Taking N = (log2 1/‖Σ‖op − log2 r(Σ)− 2)/2, we get
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣ ≤ ‖f‖Bs∞,1(2πe3) d4 d− 3(d+1)4 (− log2√r(Σ)‖Σ‖op) (12.25)
Secondly, when 3(d + 1)/2 > s > (3d + 1)/2, we get
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣ . ‖f‖Bs∞,1(2πe3) d4 d− 3(d+1)4 2N+2
. ‖f‖Bs∞,1(2πe3)
d
4 d−
3(d+1)
4 (r(Σ)‖Σ‖op)−1/2
(12.26)
Finally, when (3d+ 1)/2 − s > 0, from (12.23), we get
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣ . ‖f‖Bs∞,1(2πe3) d4 d− 3(d+1)4 (pN+2 − 1p− 1 )
. ‖f‖Bs∞,1(2πe3)
d
4 d−
3(d+1)
4 pN+2
(12.27)
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where p = 23(d+1)/2−s. In this case, we have
pN+2 =
( 2√‖Σ‖opr(Σ)
)3(d+1)/2−s
(12.28)
Plug it in (12.26), we have when s < (3d + 1)/2
sup
‖u‖=1
∣∣∣ ∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·x〈u, ζ〉2dζ
∣∣∣ . ‖f‖Bs∞,1(2πe3) d4 23d/2−sd− 3(d+1)4 (‖Σ‖opr(Σ))s/2−3(d+1)/4 .
(12.29)
Under our assumption ‖Σ‖op = σ2, r(Σ) = σ−2α, and d = σ−2β with 0 < α ≤ β < 1. we plug
this into (12.25) and (12.26) respectively, and get:
when s ≥ 3(d + 1)/2
‖∇2g‖op . ‖f‖Bs∞,1(2πe3)
d
4σ3(d+1)β/2(1− α) log2
1
σ
; (12.30)
when (3d+ 1)/2 < s < 3(d + 1)/2
‖∇2g‖op . ‖f‖Bs∞,1(2πe3)
d
4σ3(d+1)β/2+α−1. (12.31)
when s ≤ (3d + 1)/2
‖∇2g‖op . ‖f‖Bs∞,1(2πe3)
d
4 23d/2−sσ3(d+1)(α+β−1)/2σ(1−α)s. (12.32)
Now, we analyze the proper choices of α and β that make ‖∇2g‖op = O(1) as σ → 0 and d→∞
simultaneously. For (12.30) and (12.31), a necessary and sufficient condition in asymptotic sense is
that 
(2πe3)1/4σ3β/2 ≤ 1;
3
2β + α− 1 ≥ 0;
(12.33)
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For (12.32), a necessary and sufficient condition in asymptotic sense is that
(128πe3)
1
4σ
3
2
(α+β−1) ≤ 1, (12.34)
which is equivalent to α + β − 1 > 0 for small enough σ. Given α, β ∈ (0, 1), (12.33) and (12.34)
together imply that when α+ β > 1, ‖∇2g‖op decays exponentially fast of the order O(σǫd) for all
s ≥ 0 and some ǫ > 0. However, when α + β < 1, ‖∇2g‖op can only decrease exponentially fast
of the order O(σǫ
′d) for s ≥ (3d + 1)/2 and some ǫ′ > 0. In other words, for f with insufficient
smoothness, there may not be the guarantee to make ‖∇2g‖op small.
12.4 Proof of Theorem 7.2
Note that in the proof of Theorem 7.1, the authors assumed that m i.i.d. copies of x are available in
order to use some large deviation bound. In the proof of Theorem 7.2, we remove this requirement
which we think makes the current method more general. Especially, the current method can be
applied to the one sample situation under model (1.1).
Proof. We consider
x = θ + ξ, θ ∈ Rd, ξ ∼ N (0;Σ)
with unknown mean θ and covariance matrix Σ.
Let Θ := {θ0, ...,θM−1} be a set of M = 2d points such that ‖θi‖ = 8ε, ‖θi − θj‖ ≥ 2ε,
0 ≤ i, j ≤ M − 1, i 6= j, where ε ≤ 1/8. Let ϕ : R → [0, 1] be a function in C∞c (R) with compact
support in [0, 1] and ϕ(0) = a > 0. Based on ϕ, we define ϕ˜ : Rd → R such that ϕ˜(t) := ϕ(‖t‖2)
and ‖ϕ˜‖Bs∞,1 ≤ 1. For i ∈ {0, 1, ...,M − 1} and ℓ = 1, ..., d, we denote by eℓi ∈ {−1, 1} as i.i.d.
Rademacher random variables. Then for each ℓ = 1, ..., d we define the following random functions:
fℓ(θ) :=
M−1∑
i=0
eℓiε
sϕ˜
(θ − θi
ε
)
, θ ∈ Rd. (12.35)
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It is easy to see that fℓ(θi) = aε
s with eℓi = 1 and fℓ(θi) = −aεs with eℓi = −1, which implies that
eℓi = sign(fℓ(θi)), ∀ i = 0, ...,M − 1, and ℓ = 1, ..., d. (12.36)
Given ϕ is compactly supported in [0, 1], the functions εsϕ˜((θ − θi)/ε), i = 0, ...,M − 1 have
disjoint supports. This further implies that ‖fℓ‖Bs∞,1 ≤ 1 given a is small enough, ‖ϕ˜‖Bs∞,1 ≤ 1,
and 0 < ε ≤ 1/8.
For now, we assume that for some δ > 0
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 < δ2, (12.37)
which immediately implies that
inf
T
max
1≤ℓ≤d
max
θ∈Θ
Eθ(T (x)− fℓ(θ))2 < δ2. (12.38)
This essentially means that for each ℓ = 1, ..., d, there exists an estimator Tℓ(x) such that
max
θ∈Θ
Eθ(Tℓ(x)− fℓ(θ))2 < δ2, ℓ = 1, ..., d, (12.39)
which leads to
1
M
M−1∑
i=0
d∑
ℓ=1
Eθi(Tℓ(x)− fℓ(θi))2 < dδ2. (12.40)
We denote by T̂ (x) := (T1(x), ..., Td(x))
T ∈ Rd, and f̂(θ) := (f1(θ), ..., fd(θ)) ∈ Rd, then we can
rewrite (12.39) as
1
M
M−1∑
i=0
Eθi
∥∥T̂ (x)− f̂(θi)∥∥2 < dδ2. (12.41)
Now we switch to consider the estimation problem of the random vector f̂(θ) ∈ Rd over the
parameter space Θ based on the observation x with the prior Π := (θ, e), where e ∈ {−1, 1}d×M
and is independent of θ. We further assume that θ is uniformly distributed in Θ, and the entries
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of e, eℓi are i.i.d. Rademacher random variables for all ℓ = 1, ..., d and i = 1, ...,M .
Given the prior Π, each entry of f̂ only takes values in {aεs,−aεs}. Condition on x, we further
assume that P{f̂ℓ = aεs|x} = pℓ(x). Due to the independence of the entries of e, we can define the
Bayes estimator of f̂ as E[f̂ |x] with ℓ-th entry as
E[f̂ℓ|x] = aεspℓ(x)− aεs(1− pℓ(x)). (12.42)
We denote by RΠ(T ) the average risk of an estimator T with respect to the prior Π. Then due to
(12.40) and the definition of Bayes estimator, we have
RΠ(E[f̂ |x]) ≤ RΠ(T̂ ) < dδ2. (12.43)
On the other hand,
RΠ(E[f̂ |x]) := Ex
[
EΠ
∥∥E[f̂ |x]− f̂∥∥2|x] = 4ε2s d∑
ℓ=1
Ex
[
EΠ[pℓ(x)(1 − pℓ(x))|x]
]
. (12.44)
Now we consider the quantity EΠ[pℓ(x)(1 − pℓ(x))|x]. We denote by φi := p(x|θi, σ2Id) the multi-
variate Gaussian density with mean θi and covariance matrix σ
2Id. Then
EΠ[pℓ(x)(1 − pℓ(x))|x] = EΠ
[(∑Mi=0 1(eℓi = 1)φi)(∑Mi′=0 1(eℓi′ = −1)φi′)
(
∑M
i=0 φi)
2
]
= EΠ
[(∑Mi,i′=0,i 6=i′ 1(eℓi = 1)1(eℓi′ = −1)φiφi′
(
∑M
i=0 φi)
2
]
=
1
4
EΠ
[(∑Mi,i′=0,i 6=i′ 1(i 6= i′)φiφi′
(
∑M
i=0 φi)
2
]
=
1
4
EΠ
[
1−
∑M
i φ
2
i
(
∑M
i=0 φi)
2
]
,
(12.45)
where the third equality is due to the fact that EΠ[1(eℓi = 1)1(eℓi′ = −1)|x] = 1{i 6= i′}/4 given
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eℓi’s are i.i.d. Rademacher random variables. Plug (12.45) into (12.44), we get
RΠ(E[f̂ |x]) = dε2sEx
[
EΠ
[
1−
∑M
i φ
2
i
(
∑M
i=0 φi)
2
∣∣x]]. (12.46)
Note that EΠ
[
1−
∑M
i φ
2
i
(
∑M
i=0 φi)
2
∣∣x] is a function of the random variable x. The density function of the
marginal distribution of x is given by
p(x) =
1
M
M∑
i=0
φi. (12.47)
As a result,
Ex
[
EΠ
[ ∑M
i φ
2
i
(
∑M
i=0 φi)
2
∣∣x]] ≤ Ex[maxi φi∑M
i=0 φi
]
=M−1
∫
Rd
max
i
φidx
=M−1
∫
Rd
1
(
√
2πσ)d
e
−mini ‖x−θi‖
2
2σ2 dx
≤M−1
∫
Rd
1
(
√
2πσ)d
e
−[(‖x‖−8ε)+]
2
2σ2 dx
=M−1
∫
Rd
exp{(‖y‖2 − [(‖y‖ − 8ε/σ)+]2)/2}p(y|0, Id)dy
≤M−1
∫
Rd
exp{8ε‖y‖/σ ∨ 32ε2/σ2}p(y|0, Id)dy
≤M−1(e16ε
√
d/σ ∨ e32ε2/σ2).
(12.48)
where (x)+ := max{x, 0} and p(y|0, Id) denotes the density of an isotropic Gaussian random vector.
The third line is due to mini ‖x − θi‖ ≥ mini |‖x‖ − ‖θi‖| and ‖θi‖ = 8ε. Set ε = σ
√
d/β with
β = max{16/ log 1.5,√32/ log 1.5}. Then from (12.48), we get
Ex
[
EΠ
[ ∑M
i φ
2
i
(
∑M
i=0 φi)
2
∣∣x]] ≤ (3
4
)d ≤ 3
4
, ∀ d ≥ 1. (12.49)
Combine (12.49) and (12.45), we get
RΠ(E[f̂ |x]) ≥ 1
4
dε2s. (12.50)
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Taking δ := εs/2, (12.50) contradicts (12.43), which means that for d ≥ 1, we have
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x) − f(θ))2 ≥ δ2 = ε
2s
4
& (σ2d)s. (12.51)
On the other hand, to satisfy ε < 1/8, we have ε = σ
√
d/β ∧ 1/8. This completes the proof of
Theorem 7.2.
12.5 Proof of Theorem 7.3
Proof. In order to simplify the presentation, we will continue to use some of the notations already
defined in the proof of Theorem 7.2. For i ∈ {0, 1, ...,M − 1} and ℓ = 1, ..., d, we denote by
bℓ(i) ∈ {0, 1} as the ℓ-th binary digit of i so that i =
∑d
ℓ=1 bℓ(i)2
d−ℓ. Similarly, we consider the
following candidate functions:
fℓ(θ) :=
M−1∑
i=0
(2bℓ(i)− 1)εϕ˜
(θ − θi
ε
)
, θ ∈ Rd. (12.52)
Note that fℓ(θi) = aε with bℓ(i) = 1 and fℓ(θi) = −aε with bℓ(i) = 0, which implies that
bℓ(i) =
1 + sign(fℓ(θi))
2
, i = 0, ...,M − 1, and ℓ = 1, ..., d. (12.53)
Given ϕ is compactly supported in [0, 1], the functions εϕ˜((θ−θi)/ε), i = 0, ...,M −1 have disjoint
supports, which implies that ‖fℓ‖Bs∞,1 ≤ 1 due to ‖ϕ˜‖Bs∞,1 ≤ 1 and ε ≤ 1/8.
For now, we assume that for some δ > 0
inf
T
sup
‖f‖Bs∞,1≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 < δ2, (12.54)
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which immediately implies that
inf
T
max
1≤ℓ≤d
max
θ∈Θ
Eθ(T (x)− fℓ(θ))2 < δ2. (12.55)
This essentially means that for each ℓ = 1, ..., d, there exists an estimator Tℓ(x) such that
max
θ∈Θ
Eθ(Tℓ(x)− fℓ(θ))2 < δ2, ℓ = 1, ..., d. (12.56)
By Markov’s inequality, we get
max
θ∈Θ
Pθ
{
|Tℓ(x)− fℓ(θ)| ≥ aε
2
}
≤ 4δ
2
a2ε2
. (12.57)
Take δ2 := a2ε2/16, we have
max
θ∈Θ
Pθ
{
|Tℓ(x)− fℓ(θ)| ≥ aε
2
}
≤ 1
4
. (12.58)
Denote the event E as
E :=
{
|Tℓ(x)− fℓ(θi)| < aε
2
}
.
On this event, we have sign(Tℓ(x)) = sign(fℓ(θi)), for ℓ = 1, ..., d. Therefore for i = 0, ...,M − 1
Pθi{sign(Tℓ(x)) 6= sign(fℓ(θi))} ≤ Pθi
{
|Tℓ(x)− fℓ(θi)| ≥ aε
2
}
≤ 1
4
. (12.59)
We define
ω̂ := ((1 + sign(T1(x)))/2, ..., (1 + sign(Td(x)))/2)
T ∈ {0, 1}d;
and for i = 0, 1, ...,M − 1
ω(θi) := (b1(i), ..., bd(i))
T . (12.60)
Let Λ := {0, 1}d be the set of all binary sequences of length d, then it is easy to check that
Λ = {ω(θ) : θ ∈ Θ}. Let {Pθ : θ ∈ Θ} be a set of 2d Gaussian measures with mean θi and
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covariance matrix σ2Id. We state a user-friendly version of Assouad’s Lemma as follows:
Lemma 3 (Assouad’s Lemma). If the KL divergence K(Pθi ||Pθj) ≤ α <∞ for any ω(θi), ω(θj) ∈
Λ with ρ(ω(θi), ω(θj)) = 1. Let Eθi denote the corresponding expectation to the probability
measure Pθi . Then
inf
ω̂
max
ω(θi)∈Λ
Eθiρ(ω̂, ω(θi)) ≥
d
2
max
{1
2
e−α, 1−
√
α/2
}
(12.61)
where ρ denotes the Hamming distance of the binary sequences.
On one hand,
Eθiρ(ω̂, ω(θi)) =
d∑
ℓ=1
Pθi{ω̂ℓ 6= ωℓ(θi)} =
d∑
ℓ=1
Pθi{sign(Tℓ(x)) 6= sign(fℓ(θi))} ≤ d/4. (12.62)
where the inequality is due to (12.59). On the other hand, take ε = σ/24, for any θi, θj ∈ Λ,
K(Pθi ||Pθj ) =
1
2
〈Σ−1(θi − θj), (θi − θj)〉 ≤ 128ε
2
σ2
≤ 2
9
<∞. (12.63)
By Lemma 3, we have
inf
ω̂
max
ω(θi)∈Λ
Eθiρ(ω̂, ω(θi)) ≥
d
3
, (12.64)
which contradicts (12.62). As a consequence, bound (12.54) does not hold for δ2 = a2ε2/16 and
ε = σ/24 ∧ 1/8. This means that for some numerical constant c1 we have
inf
T
sup
‖f‖Bs
∞,1
≤1
sup
‖θ‖≤1
Eθ(T (x)− f(θ))2 ≥ c2(σ2 ∧ 1).
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12.6 Proof of Theorem 8.1
Proof. Firstly, we prove the normal approximation bound (8.6). Recall that from (5.1), we have
the following decomposition of the estimator
g(x) = g(θ + ξ) = g(θ) + 〈∇g(θ), ξ〉+ Sg(θ; ξ).
Then
g(x) − f(θ) = g(x) − Eθg(x) + Eθg(x) − f(θ)
= 〈∇g(θ), ξ〉+ Sg(θ; ξ)− EθSg(θ; ξ)− f˜N(θ)
(12.65)
where we used the fact that Eθg(x) = f
N (θ). Set Z ∼ N (0, 1) to be a standard normal random
variable. Then by the definition of σg,ξ(θ) it is easy to see that 〈∇g(θ), ξ〉 = σg,ξ(θ)Z. Then we
have
g(x) − f(θ) = σf,ξ(θ)Z + (σg,ξ(θ)− σf,ξ(θ))Z + Sg(θ; ξ)− EθSg(θ; ξ)− f˜N (θ). (12.66)
We denote by
R := (σg,ξ(θ)− σf,ξ(θ))Z + Sg(θ; ξ)− EθSg(θ; ξ)− f˜N(θ).
Lemma 4. ∣∣σg,ξ(θ)− σf,ξ(θ)∣∣ ≤ σg−f,ξ(θ) (12.67)
Proof. ∣∣σg,ξ(θ)− σf,ξ(θ)∣∣ = ∣∣√〈Σ∇g(θ),∇g(θ)〉 −√〈Σ∇f(θ),∇f(θ)〉∣∣
=
∣∣‖Σ1/2∇g(θ)‖ − ‖Σ1/2∇f(θ)‖∣∣
≤ ‖Σ1/2(∇g(θ)−∇f(θ))‖ = σg−f,ξ(θ).
(12.68)
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Firstly, we consider the bound on |σg,ξ(θ)− σf,ξ(θ)|. As we have already shown,
|σg,ξ(θ)− σf,ξ(θ)| ≤
∥∥Σ1/2(∇g(θ)−∇f(θ))∥∥ ≤ ‖Σ‖1/2op ‖∇f(θ)−∇g(θ)‖
≤ ‖Σ‖1/2op
(‖∇fN (θ)−∇g(θ)‖+ ‖∇f˜N (θ)‖). (12.69)
For the term ‖∇fN (θ)−∇g(θ)‖, we have
∥∥∇fN(θ)−∇g(θ)∥∥ = ∥∥∥ ∫ ∇g(θ − ξ)po(ξ)dξ − ∫ ∇g(θ)po(ξ)dξ∥∥∥
=
∥∥∥ ∫ (∇g(θ − ξ)−∇g(θ))po(ξ)dξ∥∥∥
≤ ‖∇2g‖op
∫
‖ξ‖po(ξ)dξ
≤ ‖∇2g‖opE‖ξ‖.
(12.70)
By assumption, we have ‖∇f˜N (θ)‖ ≤ RN (f ;σ). As a result, (12.70) and (12.69) lead to
∥∥σf,ξ(θ)− σg,ξ(θ)∥∥ ≤ C∗‖Σ‖1/2op (‖∇2g‖opE‖ξ‖+RN (f ;σ)). (12.71)
for some constant C∗. From (5.4) and (12.71), we get for all t ≥ 1, with probability at least 1− e−t
|R| . ‖Σ‖1/2op
√
t
(
(‖∇2g‖opE‖ξ‖+RN (f ;σ)) ∨ ‖∇2g‖op‖Σ‖1/2op
√
t
) ∨ (E‖ξ‖2)s/2. (12.72)
Now, we proceed to prove the normal approximation bound. To accomplish this, we need the
following elementary lemma which can be found in [22], Lemma 10.
Lemma 5. For random variables η1, η2, denote
∆(η1, η2) := sup
x∈R
∣∣P{η1 ≤ x} − P{η2 ≤ x}∣∣ (12.73)
and
δ(η1, η2) := inf
δ>0
{
P
{∣∣η1 − η2∣∣ ≥ δ}+ δ} (12.74)
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Then for an arbitrary random variable η and a standard normal random variable Z,
∆(η, Z) ≤ δ(η, Z). (12.75)
We denote by η := (g(x) − f(θ))/σf,ξ(θ). By (12.65) and bound (12.72), we get for all t ≥ 1
with probability at least 1− e−t
∣∣∣η − Z∣∣∣ . K(f ;Σ;θ)((E1/2‖ξ‖2)s
‖Σ‖1/2op
∨
‖Σ‖1/2op t
∨
E‖ξ‖‖∇2g‖op
√
t
∨
RN (f ;σ)
√
t
)
. (12.76)
Take t := log(‖Σ‖−1op ), then it is easy to check that with probability at least 1− ‖Σ‖op,
∣∣∣η−Z∣∣∣ . K(f ;Σ;θ)( (E1/2‖ξ‖2)s
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
(E‖ξ‖‖∇2g‖op∨RN (f ;σ))
√
log(‖Σ‖−1op )
)
.
(12.77)
Following Lemma 5, we get
∆(η, Z) ≤ δ(η, Z) .
K(f ;Σ;θ)
((E1/2‖ξ‖2)s
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
(E‖ξ‖‖∇2g‖op ∨RN (f ;σ))
√
log(‖Σ‖−1op )
)
+ ‖Σ‖op.
(12.78)
Clearly, ‖Σ‖op ≤ ‖Σ‖1/2op log(‖Σ‖−1op ) when ‖Σ‖op is small enough. As a result,
∆(η, Z) . K(f ;Σ;θ)
((E1/2‖ξ‖2)s
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
(E‖ξ‖‖∇2g‖op∨RN (f ;σ))
√
log(‖Σ‖−1op )
)
.
(12.79)
which gives (8.6).
Now we switch to prove the (8.7). We introduce the following simple lemma.
Lemma 6. Let Y be a non-negative random variable. Suppose that for some A1 > 0,..., Am > 0,
β1 > 0, ..., βm > 0 and for all t ≥ 1,
P{Y ≥ A1tβ1 ∨ · · · ∨Amtβm} ≤ e−t. (12.80)
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Let β := max1≤j≤m βj . Then for any Orlicz function ψ satisfying condition ψ(t) ≤ c1ec2t1/β , for
some constants c1, c2 > 0 and for t ≥ 0 , we have
‖Y ‖ψ ≤ A1 ∨ · · · ∨Am. (12.81)
By bound (5.4) and Lemma 6, we have for any ψ satisfying the condition ψ(t) ≤ c1ec2t and for
t ≥ 0, we have ∥∥Sg(θ; ξ)− ESg(θ; ξ)∥∥ψ . (E‖ξ‖ ∨ ‖Σ‖1/2op )‖∇2g‖op‖Σ‖1/2op . (12.82)
for some constant C. Similarly, by Lemma 6 and (12.71) we have
∥∥(σg,ξ(θ)− σf,ξ(θ))Z∥∥ψ . ‖Σ‖1/2op (‖∇2g‖opE‖ξ‖+RN (f ;σ))‖Z‖ψ . (12.83)
According to (4.1), we have
‖f˜N‖ψ . (E‖ξ‖2)s/2 (12.84)
Therefore, we get
‖R‖ψ . ‖Σ‖1/2op (‖∇2g‖opE‖ξ‖+RN (f ;σ))
∨
(E1/2‖ξ‖2)s. (12.85)
By taking ψ(t) = t2, we get
∥∥∥g(x) − f(θ)
σf,ξ(θ)
− Z
∥∥∥
L2(P)
. K(f ;Σ;θ)
((E1/2‖ξ‖2)s
‖Σ‖1/2op
∨
‖Σ‖1/2op log(‖Σ‖−1op )
∨
(E‖ξ‖‖∇2g‖op ∨RN (f ;σ))
√
log(‖Σ‖−1op )
)
(12.86)
where L2(P) denotes the L2-norm with respective to the standard Gaussian measure.
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12.7 Proof of Theorem 8.2
Proof. The main idea of the proof is based on an application of van Trees inequality, see [12].
Lemma 7. For all θ ∈ Rd such that
‖θ − θ0‖ ≤ c‖Σ‖1/2op < 1,
the following bound holds
∣∣∣ σ2f,ξ(θ)
σ2f,ξ(θ0)
− 1
∣∣∣ ≤ 2C21K2(f ;Σ;θ)cs−1‖Σ‖(s−1)/2op (12.87)
with some constant C1 > 0.
Proof. ∣∣∣ σ2f,ξ(θ)
σ2f,ξ(θ0)
− 1
∣∣∣ = |〈Σ∇f(θ),∇f(θ)〉 − 〈Σ∇f(θ0),∇f(θ0)〉|
σ2f,ξ(θ0)
≤ ‖Σ‖op‖∇f(θ)−∇f(θ0)‖(‖∇f(θ)‖+ ‖∇f(θ0)‖)
σ2f,ξ(θ0)
.
(12.88)
Recall that for s > 0, we have Bs∞,1(R
d) ⊂ Cs(Rd) where Cs(Rd) is the Ho¨lder space, see [42] sec.
2.5.7. Thus for s ∈ (1, 2]
‖∇f(θ)−∇f(θ0)‖ ≤
d∑
j=1
∣∣∣∂f(θ)
∂xj
− ∂f(θ0)
∂xj
∣∣∣
≤ ∥∥f∥∥
Cs
‖θ − θ0‖(s−1)
≤ C1
∥∥f∥∥
Bs∞,1
cs−1‖Σ‖(s−1)/2op .
(12.89)
Now we switch to bound ‖∇f(θ)‖.
‖∇f(θ)‖ =
√(∂f(θ)
∂x1
)2
+ · · ·+
(∂f(θ)
∂xd
)2
≤
d∑
j=1
∣∣∣∂f(θ)
∂xj
∣∣∣ ≤ d∑
j=1
∥∥∥ ∂f
∂xj
∥∥∥
∞
≤ ‖f‖Cs ≤ C1
∥∥f∥∥
Bs∞,1
.
(12.90)
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Combine the results in (12.89) and (12.90), we get
∣∣∣ σ2f,ξ(θ)
σ2f,ξ(θ0)
− 1
∣∣∣ ≤ 2C21cs−1‖Σ‖(s+1)/2op ‖f‖2Bs∞,1
σ2f,ξ(θ0)
≤ 2C21K2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op .
The bound of Lemma 7 implies that
sup
θ∈U(θ0;c;Σ)
Eθ(T (x) − f(θ))2
σ2f,ξ(θ)
= sup
θ∈U(θ0;c;Σ)
Eθ(T (x)− f(θ))2
σ2f,ξ(θ0)
σ2f,ξ(θ0)
σ2f,ξ(θ)
≥ sup
θ∈U(θ0;c;Σ)
Eθ(T (x) − f(θ))2
σ2f,ξ(θ0)
1
1 + 2C21K
2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op
.
(12.91)
Now we switch to bound
sup
θ∈U(θ0;c;Σ)
Eθ(T (x)− f(θ))2
σ2f,ξ(θ0)
.
Set c0 := c/C1K(f ;Σ;θ0), then for any t ∈ [−c0, c0] and δ ∈ Rd, we define
θt := θ0 + tδ. (12.92)
Consider the estimation of the following functional
ϕ(t) := f(θt), t ∈ [−c0, c0]
based on an observation x ∼ N (θt;Σ) . By choosing δ := Σ∇f(θ0)/σf,ξ(θ0), we have
‖tδ‖ ≤ c0‖Σ‖op‖∇f(θ0)‖
σf,ξ(θ0)
≤
c0‖Σ‖opC1‖f‖Bs∞,1
σf,ξ(θ0)
≤ c0C1‖Σ‖1/2op K(f ;Σ;θ0) ≤ c‖Σ‖1/2op < 1,
(12.93)
which implies that θt ∈ U(θ0; c;Σ). As a consequence,
sup
θ∈U(θ0;c;Σ)
Eθ(T (x)− f(θ))2
σ2f,ξ(θ0)
≥ sup
t∈[−c0,c0]
Eθ(T (x)− ϕ(t))2
σ2f,ξ(θ0)
. (12.94)
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Let π be a prior density on [−1, 1] with π(−1) = π(1) = 0 and such that
Jπ :=
∫ 1
−1
(π′(s))2
π(s)
ds <∞. (12.95)
Denote πc0(t) = c
−1
0 π(t/c0), with t ∈ [−c0, c0]. Then Jπc0 = Jπ/c20.
By the van Trees inequality [12], for any estimator T (x) of ϕ(t), the following inequalities hold
sup
t∈[−c0,c0]
Et(T (x)− ϕ(t))2 ≥
∫ c0
−c0
Et(T (x) − ϕ(t))2πc0(t)dt
≥
( ∫ c0
−c0 ϕ
′(t)πc0(t)dt
)2∫ c0
−c0 I(t)πc0(t)dt+ Jπ/c20
≥
( ∫ c0
−c0 ϕ
′(t)πc0(t)dt
)2
1 + Jπ/c20
.
(12.96)
The last inequality is due to the fact that when δ = Σ∇f(θ0)/σf,ξ(θ0), the Fisher information
I(t) = 〈Σ−1δ, δ〉 = 1. It remains to give a lower bound on ( ∫ c0−c0 ϕ′(t)πc0(t)dt)2. Recall that
ϕ′(t) = 〈δ,∇f(θt)〉 and let
I0 :=
∫ c0
−c0
ϕ′(0)πc0(t)dt =
∫ c0
−c0
〈δ,∇f(θ0)〉πc0(t)dt = 〈δ,∇f(θ0)〉 (12.97)
I1 :=
∫ c0
−c0
(ϕ′(t)− ϕ′(0))πc0(t)dt. (12.98)
Then we have
( ∫ c0
−c0
ϕ′(t)πc0(t)dt
)2
= (I0 + I1)
2 ≥ I20 − 2|I0||I1| = σ2f,ξ(θ0)− 2σf,ξ(θ0)|I1|, (12.99)
where we used the assumption that δ = Σ∇f(θ0)/σf,ξ(θ0). Now we need to bound |I1|. Note that
|I1| ≤ |ϕ′(t)− ϕ′(0)| = |〈δ,∇f(θt)−∇f(θ0)〉| ≤ ‖δ‖‖∇f(θt)−∇f(θ0)‖
≤ ‖Σ‖
1/2
op ‖∇f(θ0)‖
σf,ξ(θ0)
‖f‖Cscs−1‖Σ‖(s−1)/2op
.
cs−1‖Σ‖(s+1)/2op ‖f‖2Cs
σf,ξ(θ0)
≤ C21K2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op σf,ξ(θ0)
(12.100)
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As a result, we have
( ∫ c0
−c0
ϕ′(t)πc0(t)dt
)2
≥ σ2f,ξ(θ0)
(
1− 2C21K2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op
)
. (12.101)
By plugging (12.101) into (12.96), we get
sup
t∈[−c0,c0]
Et(T (x)− ϕ(t))2
σ2f,ξ(θ0)
≥
(1− 2C21K2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op
1 + Jπ/c
2
0
)
(12.102)
Together with (12.91) and (12.94), we get
inf
T
sup
‖θ−θ0‖≤c‖Σ‖1/2op
Eθ(T (x)− f(θ))2
σ2f,ξ(θ)
≥
( 1− 2C21K2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op
(1 + 2C21K
2(f ;Σ;θ0)cs−1‖Σ‖(s−1)/2op )(1 + Jπ/c20)
)
≥ 1− C21K2(f ;Σ;θ0)
( Jπ
c2 + Jπ
+ 4cs−1‖Σ‖(s−1)/2op
)
(12.103)
for some constant C.
12.8 Proof of Theorem 9.1
Proof. We consider
ĝ(x)− g(x) = 1
(2π)d/2
(∫
Ω̂
Ff N̂ (ζ)e〈Σ̂ζ,ζ〉/2eiζ·xdζ −
∫
Ω
FfN (ζ)e〈Σζ,ζ〉/2eiζ·xdζ
)
=
1
(2π)d/2
(∫
Ω
Ff(ζ)(e〈(Σ̂−Σ)ζ,ζ〉/2 − 1)e〈Σζ,ζ〉/2eiζ·xdζ)
+
1
(2π)d/2
∫
(Ω̂−Ω)∪(Ω−Ω̂)
Ff N̂ (ζ)e〈Σ̂ζ,ζ〉/2eiζ·xdζ.
(12.104)
In the following, we will bound the two terms respectively. We denote by ∆ := e〈(Σ̂−Σ)ζ,ζ〉/2. By the
concentration bound on the Gaussian covariance matrix [24], for any t > 0 we get with probability
at least 1− e−t
∣∣〈(Σ̂ −Σ)ζ, ζ〉∣∣ ≤ ∥∥Σ̂−Σ∥∥
op
∥∥ζ∥∥2 . ‖Σ0‖op
n
(√r(Σ)
n
∨√ t
n
)∥∥ζ∥∥2. (12.105)
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We denote by E1 as the event in (12.105). Conditionally on E1, when n is large enough, we have
∣∣∣ 1
(2π)d/2
(∫
Ω
Ff(ζ)(e〈(Σ̂−Σ)ζ,ζ〉/2 − 1)e〈Σζ,ζ〉/2eiζ·xdζ)∣∣∣
≤ 1
(2π)d/2
∫
Ω
∣∣∣Ff(ζ)(e〈(Σ̂−Σ)ζ,ζ〉/2 − 1)e〈Σζ,ζ〉/2∣∣∣dζ
≤ e
(2π)d/2
(∫
Ω
∣∣∣Ff(ζ)∣∣∣2dζ)1/2(∫
Ω
∣∣∆− 1∣∣2dζ)1/2
≤ e
(2π)d/2
∥∥f∥∥
2
( ∫
Ω
∣∣∆− 1∣∣2dζ)1/2
≤ e
(2π)d/2
∥∥f∥∥∞Vol(Ω) ∗ (n−(α+1)/2 ∨ n−α−1/2√t)
.
e
(2π)d/2
∥∥f∥∥
Bs∞,1
Vol(B(Ω)) ∗ (n−(α+1)/2 ∨ n−α−1/2√t)
(12.106)
where B(Ω) is the d-ball with radius R = 2N+1. The second inequality is due to Ho¨lder’s inequality,
the third one is due to Plancherel’s equality, and the forth one is due to the bound in (12.105).
Given α ∈ (1/2, 1), we have
Vol(B(Ω)) ≍ 1√
πd
(2πe
d
)d/2
n(1−α)d/2. (12.107)
Since d ≥ r(Σ0) = nα. Then we get for all t ≥ 0 and some ǫ > 0, with probability at least 1− e−t
∣∣∣ 1
(2π)d/2
(∫
Ω
Ff(ζ)(e〈(Σ̂−Σ)ζ,ζ〉/2 − 1)e〈Σζ,ζ〉/2eiζ·xdζ)∣∣∣
. n−ǫd ∗ (n−(α+1)/2 ∨ n−α−1/2√t).
(12.108)
Apparently, by taking t = nα and n is large enough such that n2α−1 > e, we get with probability
at least 1− e−nα
∣∣∣ 1
(2π)d/2
(∫
Ω
Ff(ζ)(e〈(Σ̂−Σ)ζ,ζ〉/2 − 1)e〈Σζ,ζ〉/2eiζ·xdζ)∣∣∣ . n−ǫdn−1/2. (12.109)
Now we switch to bound the second part on the right hand side of (12.104). Firstly, we consider
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the difference |N̂ −N | and denote by M := (Ω̂− Ω) ∪ (Ω− Ω̂). Recall that from (3.6), we have
∣∣N̂ −N ∣∣ = ∣∣1/2 ∗ log(n/tr(Σ̂0))− 1/2 ∗ log(n/tr(Σ0))∣∣ = log √tr(Σ0)√
tr(Σ̂0)
. (12.110)
Now we consider bounding
√
tr(Σ0)/tr(Σ̂0). It is easy to see that
√
tr(Σ̂0) =
√√√√tr(n−1∑
j=1
β˜j ⊗ β˜j)/(n − 1) =
1√
n− 1
√√√√n−1∑
j=1
∥∥β˜j∥∥2. (12.111)
Suppose that {β˜′j}n−1j=1 is another independent identical copy of {β˜j}n−1j=1 . Then we have
∣∣∣√tr(Σ̂0)−√tr(Σ̂′0)∣∣∣ = ∣∣∣
√
tr(
∑n−1
j=1 β˜j ⊗ β˜j)
n− 1 −
√
tr(
∑n−1
j=1 β˜
′
j ⊗ β˜
′
j)
n− 1
∣∣∣
≤ 1
n− 1
∣∣∣
√√√√n−1∑
j=1
∥∥β˜j∥∥2 −
√√√√n−1∑
j=1
∥∥β˜′j∥∥2∣∣∣
≤ 1
n− 1
√√√√n−1∑
j=1
∥∥β˜j − β˜′j∥∥2
(12.112)
which shows that
√
tr(Σ̂0) is a Lipschitz function of (β˜1, ..., β˜n−1). By Lemma 1, we get for all
t ≥ 1, with probability at least 1− e−t
∣∣∣√tr(Σ̂0)−√tr(Σ0)∣∣∣ . ∥∥Σ0∥∥1/2op
√
t
n
, (12.113)
together with (12.110), it implies that
∣∣N̂ −N ∣∣ = log
√
tr(Σ̂0)
tr(Σ0)
≤ log
(
1 +
√
t
nr(Σ0)
)
≤
√
t
nr(Σ0)
, (12.114)
where we used the inequality log(1 + x) ≤ x for all x ≥ 0. Set η(t) :=√t/(nr(Σ0)) and we denote
by event E2 := {|N̂ −N | ≤ η(t)} and M := (Ω̂−Ω)∪ (Ω− Ω̂). Then on event E1 and E2, similarly
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as in (12.106) we have
1
(2π)d/2
∫
(Ω̂−Ω)∪(Ω−Ω̂)
Ff(ζ)e〈Σ̂ζ,ζ〉/2eiζ·xdζ
≤ 1
(2π)d/2
(∫
M
∣∣∣F(ζ)∣∣∣2dζ)1/2( ∫
M
e〈(Σ̂−Σ)ζ,ζ〉e〈Σζ,ζ〉dζ
)1/2
.
1
(2π)d/2
∥∥f∥∥
Bs∞,1
Vol(M)
≤ 1
(2π)d/2
(Vol(B+η (Ω))−Vol(B−η (Ω)))
.
1
(2π)d/2
1√
dπ
(2πe
d
)d/2
(2(N+η(t))d − 2(N−η(t))d)
.
1√
dπ
(n1−α
d
)d/2
(4e)d/2,
(12.115)
where B+η (Ω) and B
−
η (Ω)) denote the d-ball with radius 2
N+η(t) and 2N−η(t) respectively. Clearly,
M ⊂ B+η (Ω) − B−η (Ω)) Given α ∈ (1/2, 1), and d ≥ r(Σ0) = nα, we get with some ǫ′ > 0 and for
n2α−1 > 4e,
1
(2π)d/2
∫
(Ω̂−Ω)∪(Ω−Ω̂)
Ff N̂ (ζ)e〈Σ̂ζ,ζ〉/2eiζ·xdζ ≤ n−ǫ′d × n−1/2. (12.116)
Further, by taking t := r(Σ0) = n
α, ε = min{ǫ, ǫ′}, and applying the union bound, we get with
probability at least 1− e−nα ∣∣ĝ(x)− g(x)∣∣ . n−εd × n−1/2. (12.117)
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α-value d-dimension Smoothness Threshold Plug-in Bias TF Bias Adaptive Bias
0.40 40 1.6667 0.0043 0.0003 0.0003
0.45 63 1.8182 0.0057 0.0003 0.0006
0.50 100 2.0000 0.0098 0.0011 0.0019
0.55 158 2.2222 0.0178 0.0014 0.0030
0.60 251 2.5000 0.0264 0.0034 0.0067
0.65 398 2.8571 0.0486 0.0031 0.0096
0.70 631 3.3333 0.0843 0.0075 0.0166
0.75 1000 4.0000 0.1515 0.0166 0.0380
0.80 1585 5.0000 0.3415 0.0191 0.0515
0.85 2512 6.6667 1.2494 0.0384 0.0825
Table 1: Bias Comparison: h1(x) = (2x) ∗ x2.75
α-value d-dimension Smoothness Threshold Plug-in TF Adaptive
0.40 40 1.6667 0.0018 0.00003 0.0002
0.45 63 1.8182 0.0028 0.00006 0.0002
0.50 100 2.0000 0.0045 0.00007 0.0006
0.55 158 2.2222 0.0073 0.00015 0.0012
0.60 251 2.5000 0.0136 0.0008 0.0029
0.65 398 2.8571 0.0246 0.0007 0.0045
0.70 631 3.3333 0.0511 0.0021 0.0097
0.75 1000 4.0000 0.1229 0.0036 0.0137
0.80 1585 5.0000 0.3909 0.0066 0.0177
0.85 2512 6.6667 1.2823 0.0091 0.0198
Table 2: Bias Comparison: h1(x) = (2x)
3.75
α-value d-dimension Smoothness Threshold Plug-in TF Adaptive
0.40 40 1.6667 0.0015 0.0015 0.0015
0.45 63 1.8182 0.0024 0.0022 0.0022
0.50 100 2.0000 0.0044 0.0038 0.0037
0.55 158 2.2222 0.0091 0.0067 0.0065
0.60 251 2.5000 0.0172 0.0105 0.0098
0.65 398 2.8571 0.0542 0.0246 0.0216
0.70 631 3.3333 0.1934 0.0578 0.0443
0.75 1000 4.0000 0.7134 0.0885 0.0511
0.80 1585 5.0000 24.170 0.3082 0.0951
0.85 2512 6.6667 88.785 0.4164 0.2507
Table 3: MSE Comparison: h1(x) = (2x)
2.75
59
α-value d-dimension Smoothness Threshold Plug-in TF Adaptive
0.40 40 1.6667 0.000121 0.000115 0.000114
0.45 63 1.8182 0.000236 0.000208 0.000204
0.50 100 2.0000 0.0004 0.0003 0.0003
0.55 158 2.2222 0.0010 0.0006 0.00056
0.60 251 2.5000 0.0035 0.0014 0.0011
0.65 398 2.8571 0.0153 0.0038 0.0026
0.70 631 3.3333 0.1024 0.0068 0.0030
0.75 1000 4.0000 1.5365 0.0318 0.0055
0.80 1585 5.0000 33.303 0.0692 0.0062
0.85 2512 6.6667 499.69 0.2806 0.1063
Table 4: MSE Comparison: h2(x) = (2x)
3.75
α-value d-dimension Smoothness Threshold Plug-in TF Adaptive
0.40 40 1.6667 0.0014 0.0015 0.0015
0.45 63 1.8182 0.0023 0.0022 0.0021
0.50 100 2.0000 0.0043 0.0038 0.0037
0.55 158 2.2222 0.0088 0.0067 0.0065
0.60 251 2.5000 0.0165 0.0104 0.0098
0.65 398 2.8571 0.0519 0.0246 0.0216
0.70 631 3.3333 0.1863 0.0578 0.0441
0.75 1000 4.0000 0.6905 0.0882 0.0496
0.80 1585 5.0000 24.030 0.3078 0.0919
0.85 2512 6.6667 88.069 0.4149 0.2450
Table 5: Variance Comparison: h1(x) = (2x)
2.75
α-value d-dimension Smoothness Threshold Plug-in TF Adaptive
0.40 40 1.6667 0.00012 0.0001 0.0001
0.45 63 1.8182 0.00023 0.0002 0.0002
0.50 100 2.0000 0.00042 0.0003 0.0003
0.55 158 2.2222 0.00095 0.0006 0.00055
0.60 251 2.5000 0.0033 0.0014 0.0011
0.65 398 2.8571 0.0147 0.0026 0.0038
0.70 631 3.3333 0.0998 0.0070 0.0037
0.75 1000 4.0000 1.5214 0.0318 0.0054
0.80 1585 5.0000 33.152 0.1685 0.0059
0.85 2512 6.6667 498.05 0.2805 0.1059
Table 6: Variance Comparison: h2(x) = (2x)
3.75
60
