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Abstract
A determinantal point process (DPP) is an ensemble of random nonnegative-integer-valued
Radon measures, whose correlation functions are all given by determinants specified by an in-
tegral kernel called the correlation kernel. First we show our new scheme of DPPs in which a
notion of partial isometies between a pair of Hilbert spaces plays an important role. Many exam-
ples of DPPs in one-, two-, and higher-dimensional spaces are demonstrated, where several types
of weak convergence from finite DPPs to infinite DPPs are given. Dynamical extensions of DPP
are realized in one-dimensional systems of diffusive particles conditioned never to collide with
each other. They are regarded as one-dimensional stochastic log-gases, or the two-dimensional
Coulomb gases confined in one-dimensional spaces. In the second section, we consider such in-
teracting particle systems in one dimension. We introduce a notion of determinantal martingale
and prove that, if the system has determinantal martingale representation (DMR), then it is a
determinantal stochastic process (DSP) in the sense that all spatio-temporal correlation func-
tion are expressed by a determinant. In the last section, we construct processes of Gaussian free
fields (GFFs) on simply connected proper subdomains of C coupled with interacting particle
systems defined on boundaries of the domains. There we use multiple Schramm–Loewner evolu-
tions (SLEs) driven by the interacting particle systems. We prove that, if the driving processes
are time-changes of the log-gases studied in the second section, then the obtained GFF with
multiple SLEs are stationary. The stationarity defines an equivalence relation of GFFs, which
will be regarded as a generalization of the imaginary surface studied by Miller and Sheffield.
Keywords Determinantal point processes · Partial isometries and dualities · Stochastic log-
gases ·Determinantal stochastic processes ·Determinantal martingale representations · Gaussian
free fields · multiple Schramm–Loewner evolutions · Imaginary surfaces
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1 Determinantal Point Processes (DPPs)
A determinantal point process (DPP) is an ensemble of random nonnegative-integer-valued Radon
measures Ξ on a space S with measure λ, whose correlation functions are all given by determinants
specified by an integral kernel K called the correlation kernel. We consider a pair of Hilbert spaces,
Hℓ, ℓ = 1, 2, which are assumed to be realized as L
2-spaces, L2(Sℓ, λℓ), ℓ = 1, 2, and introduce a
bounded linear operator W : H1 → H2 and its adjoint W∗ : H2 → H1. We show that if W is
a partial isometry of locally Hilbert-Schmidt class, then we have a unique DPP on (Ξ1,K1, λ1)
associated with W∗W. In addition, if W∗ is also of locally Hilbert–Schmidt class, then we have a
unique pair of DPPs, (Ξℓ,Kℓ, λℓ), ℓ = 1, 2.
We also give a practical framework which makes W and W∗ satisfy the above conditions. Our
framework to construct pairs of DPPs implies useful duality relations between DPPs making pairs.
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For a correlation kernel of a given DPP our formula can provide plural different expressions, which
reveal different aspects of the DPP.
In order to demonstrate these advantages of our framework as well as to show that the class of
DPPs obtained by this method is large enough to study universal structures in a variety of DPPs,
we report plenty of examples of DPPs in one-, two-, and higher-dimensional spaces S, where several
types of weak convergence from finite DPPs to infinite DPPs are given.
This section is based on the collaborations with Tomoyuki Shirai (Kyushu University) [53].
1.1 Definition and existence theorem of DPP
Let S be a base space, which is locally compact Hausdorff space with countable base, and λ be a
Radon measure on S. The configuration space over S is given by the set of nonnegative-integer-
valued Radon measures;
Conf(S) =
ξ =∑
j
δxj : xj ∈ S, ξ(Λ) <∞ for all bounded set Λ ⊂ S
 .
Conf(S) is equipped with the topological Borel σ-fields with respect to the vague topology; we
say ξn, n ∈ N := {1, 2, . . . } converges to ξ in the vague topology, if
∫
S f(x)ξn(dx) →
∫
S f(x)ξ(dx),
∀f ∈ Cc(S), where Cc(S) is the set of all continuous real-valued functions with compact support. A
point process on S is a Conf(S)-valued random variable Ξ = Ξ(·, ω) on a probability space (Ω,F ,P).
If Ξ({x}) ∈ {0, 1} for any point x ∈ S, then the point process is said to be simple.
Assume that Λj, j = 1, . . . ,m, m ∈ N are disjoint bounded sets in S and kj ∈ N0 :=
{0, 1, . . . }, j = 1, . . . ,m satisfy ∑mj=1 kj = n ∈ N0. A symmetric measure λn on Sn is called
the n-th correlation measure, if it satisfies
E
 m∏
j=1
Ξ(Λj)!
(Ξ(Λj)− kj)!
 = λn(Λk11 × · · · × Λkmm ),
where if Ξ(Λj)− kj ≤ 0, we interpret Ξ(Λj)!/(Ξ(Λj)− kj)! = 0. If λn is absolutely continuous with
respect to the n-product measure λ⊗n, the Radon–Nikodym derivative ρn(x1, . . . , xn) is called the
n-point correlation function with respect to the background measure λ;
λn(dx1 · · · dxn) = ρn(x1, . . . , xn)λ⊗n(dx1 · · · dxn).
Determinantal point process (DPP) is defined as follows [72, 97, 93, 94, 44].
Definition 1.1 A simple point process Ξ on (S, λ) is said to be a determinantal point process
(DPP) with correlation kernel K : S × S → C if it has correlation functions {ρn}n∈N, and they are
given by
ρn(x1, . . . , xn) = det
1≤j,k≤n
[K(xj , xk)] for every n ∈ N, and x1, . . . , xn ∈ S. (1.1)
The triplet (Ξ,K, λ(dx)) denotes the DPP, Ξ ∈ Conf(S), specified by the correlation kernel K with
respect to the measure λ(dx).
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If the integral projection operator K on L2(S, λ) with a kernel K is of rank N ∈ N, then the
number of points is N a.s. If N < ∞ (resp. N = ∞), we call the system a finite DPP (resp. an
infinite DPP). The density of points with respect to the background measure λ(dx) is given by
ρ(x) := ρ1(x) = K(x, x).
The DPP is negatively correlated as shown by
ρ2(x, x′) = det
[
K(x, x) K(x, x′)
K(x′, x) K(x′, x′)
]
= K(x, x)K(x′, x′)− |K(x, x′)|2 ≤ ρ(x)ρ(x′), x, x′ ∈ S, (1.2)
provided that K is Hermitian.
Let H be a separable Hilbert space. For operators A,B on H, we say that A is positive definite
and write A ≥ O if 〈Af, f〉H ≥ 0 for any f ∈ H, and write A ≥ B if A−B ≥ O. For any bounded
operator A, the operator A∗A is positive definite. Then it admits a unique positive definite square
root
√A∗A and is denoted by |A|. Let {φn}n≥1 be an orthonormal basis of H. For A ≥ O, we
define the trace of A by
TrA :=
∞∑
n=1
〈Aφn, φn〉H ,
which does not depend on the choice of an orthonormal basis. An operator A is said to be of trace
class or a trace class operator if the trace norm ‖A‖1 := Tr |A| is finite. The trace TrA is defined
whenever ‖A‖1 <∞.
Now, we consider the case H = L2(S, λ). For a compact set Λ ⊂ S, the projection from L2(S, λ)
to the space of all functions vanishing outside Λ λ-a.e. is denoted by PΛ. PΛ is the operation of
multiplication of the indicator function 1Λ of the set Λ; 1Λ(x) = 1 if x ∈ Λ, and 1Λ(x) = 0
otherwise. We say that the bounded self-adjoint operator A on L2(S, λ) is of locally trace class or
a locally trace class operator, if the restriction of A to each compact subset Λ, is of trace class; that
is,
TrAΛ <∞ with AΛ := PΛAPΛ for any compact set Λ ⊂ S. (1.3)
The totality of locally trace class operators on L2(S, λ) is denoted by I1,loc(S, λ).
Let (S, λ) be a σ-finite measure space. We assume that K ∈ I1,loc(S, λ). If, in addition, K ≥ O,
then it admits a Hermitian integral kernel K(x, x′) such that (cf. [34])
(i) det
1≤j,k≤n
[K(xj , xk)] ≥ 0 for λ⊗n-a.e. (x1, . . . , xn) for every n ∈ N,
(ii) Kx′ := K(·, x′) ∈ L2(S, λ) for λ-a.e. x′,
(iii) TrKΛ =
∫
ΛK(x, x)λ(dx), Λ ⊂ S and
Tr (PΛKnPΛ) =
∫
Λ
〈Kx′ ,Kn−2Kx′〉L2(S,λ)λ(dx′), ∀n ∈ {2, 3, . . . }.
The following is the existence theorem of DPP.
Theorem 1.2 ([97, 93, 94]) Assume that K ∈ I1,loc(S, λ) and O ≤ K ≤ I. Then there exists a
unique DPP (Ξ,K, λ) on S.
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If K ∈ I1,loc(S, λ) is a projection onto a closed subspace H ⊂ L2(S, λ), one has the DPP
associated with K and λ, or one may say the DPP associated with the subspace H.
For K its kernel space is denoted as kerK and the orthogonal complement of kerK is written
as (kerK)⊥. In this section, we consider the case that
Kf = f for all f ∈ (kerK)⊥ ⊂ L2(S, λ)
⇐⇒ K is an orthogonal projection.
By definition, it is obvious that the condition O ≤ K ≤ I is satisfied. The purpose of the present
section is to introduce a useful method to provide orthogonal projections K and DPPs whose
correlation kernels are given by the Hermitian integral kernels of K, K(x, x′), x, x′ ∈ S.
1.2 Partial isometries, locally Hilbert–Schmidt operators, and DPPs
Let Hℓ, ℓ = 1, 2 be separable Hilbert spaces with inner products 〈·, ·〉Hℓ . For a bounded linear
operator W : H1 → H2, the adjoint of W is defined as the operator W∗ : H2 → H1, such that
〈Wf, g〉H2 = 〈f,W∗g〉H1 for all f ∈ H1 and g ∈ H2. (1.4)
A linear operator W is called an isometry if
‖Wf‖H2 = ‖f‖H1 for all f ∈ H1.
The kernel space of W is denoted as kerW and its orthogonal complement is written as (kerW)⊥.
A linear operator W is called a partial isometry, if
‖Wf‖H2 = ‖f‖H1 for all f ∈ (kerW)⊥.
For the partial isometryW, (kerW)⊥ is called the initial space and the range ofW, ranW, is called
the final space. By the definition (1.4), ‖Wf‖2H2 = 〈Wf,Wf〉H2 = 〈f,W∗Wf〉H1 . As is suggested
from this equality, we have the following fact for partial isometries. Although this might be known,
we give a proof below.
Lemma 1.3 Let H1 and H2 be separable Hilbert spaces and W : H1 → H2 be a bounded operator.
Then, the following are equivalent.
(i) W is a partial isometry.
(ii) W∗W is a projection on H1, which acts as the identity on (kerW)⊥.
(iii) W =WW∗W.
Moreover, W is a partial isometry if and only if so is W∗.
Assumption 1 W is a partial isometry.
By Lemma 1.3, under Assumption 1, W∗ is also a partial isometry and hence the operator
W∗W (resp. WW∗) is the projection onto the initial space of W (resp. the final space of W).
Now we assume that H1 and H2 are realized as L
2-spaces, L2(S1, λ1) and L
2(S2, λ2), respec-
tively.
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A bounded linear operator A : L2(S1, λ1)→ L2(S2, λ2) is a Hilbert–Schmidt operator if Hilbert–
Schmidt norm is finite; ‖A‖2HS := Tr (A∗A) < ∞. We say that A is a locally Hilbert–Schmidt
operator or of locally Hilbert–Schmidt class, if APΛ is a Hilbert–Schmidt operator for any compact
set Λ ⊂ S. It is known as the kernel theorem that every Hilbert–Schmidt operator A : L2(S1, λ1)→
L2(S2, λ2) is defined as an integral operator with kernel k ∈ L2(S1 × S2, λ1 ⊗ λ2) (cf. Theorem
12.6.2 [8]).
We put the second assumption.
Assumption 2
(i) W is a locally Hilbert–Schmidt operator,
(ii) W∗ is a locally Hilbert–Schmidt operator.
We note that for any compact set Λ1 ⊂ S1, the operator WPΛ1 is of Hilbert–Schmidt class if
and only if the operator PΛ1W∗WPΛ1 is of trace class since
‖WPΛ1‖2HS := Tr
(
(WPΛ1)∗WPΛ1
)
= Tr
(
PΛ1W∗WPΛ1
)
<∞.
Therefore, Assumption 2 (i) (resp. Assumption 2 (ii)) is equivalent to the following Assumption 2’
(i) (resp. Assumption 2’ (ii)), which guarantees the existence of DPP associated with W∗W (resp.
WW∗).
Assumption 2’
(i) W∗W ∈ I1,loc(S1, λ1),
(ii) WW∗ ∈ I1,loc(S2, λ2).
Given a measure space (S, λ), if f ∈ L2(Λ, λ) for all compact subsets Λ of S, then f is said to
be locally L2-integrable. The set of all such functions is denoted by L2loc(S, λ). By this definition
if PΛf ∈ L2(S, λ) for any compact set Λ ⊂ S, then f ∈ L2loc(S, λ). The following proposition is a
local version of the kernel theorem for Hilbert–Schmidt operators.
Proposition 1.4 Suppose Assumption 2 (i) holds. Then, W is regarded as an integral operator
associated with a kernel W : S2 × S1 → C;
(Wf)(y) =
∫
S1
W (y, x)f(x)λ1(dx), f ∈ L2(S1, λ1), (1.5)
such that Ψ1 ∈ L2loc(S1, λ1), where Ψ1(x) := ‖W (·, x)‖L2(S2,λ2), x ∈ S1.
From Proposition 1.4, under Assumption 2 (ii), the dual operator W∗ also admits an integral
kernel W ∗ : S1 × S2 → C such that Ψ2 ∈ L2loc(S2, λ2), where Ψ2(y) := ‖W ∗(·, y)‖L2(S1,λ1), y ∈ S2.
It is easy to see that W ∗(x, y) =W (y, x) for λ1 ⊗ λ2-a.e.(x, y). Then
(W∗g)(x) =
∫
S2
W (y, x)g(y)λ2(dy), g ∈ L2(S2, λ2). (1.6)
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Following (1.5) and (1.6), we have
(W∗Wf)(x) =
∫
S1
KS1(x, x
′)f(x′)λ1(dx′), f ∈ L2(S1, λ1),
(WW∗g)(y) =
∫
S2
KS2(y, y
′)g(y′)λ2(dy′), g ∈ L2(S2, λ2),
with the integral kernels,
KS1(x, x
′) =
∫
S2
W (y, x)W (y, x′)λ2(dy) = 〈W (·, x′),W (·, x)〉L2(S2,λ2),
KS2(y, y
′) =
∫
S1
W (y, x)W (y′, x)λ1(dx) = 〈W (y, ·),W (y′, ·)〉L2(S1,λ1). (1.7)
We see that KS1(x
′, x) = KS1(x, x′) and KS2(y′, y) = KS2(y, y′).
Under Assumptions 1 and 2, we obtain the following theorem as an immediate consequence of
the well-known existence theorem of DPP (Theorem 1.2). This is a starting-point for our discussion
in the present section.
Theorem 1.5 Under Assumptions 1 and 2, associated withW∗W andWW∗, there exists a unique
pair of DPPs; (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2. The correlation kernels KSℓ , ℓ =
1, 2 are Hermitian and given by (1.7).
Note that the densities of the DPPs, (Ξ1,KS1 , λ1(dx)) and (Ξ2,KS2 , λ2(dy)), are given by
ρ1(x) = KS1(x, x) =
∫
S2
|W (y, x)|2λ2(dy) = ‖W (·, x)‖2L2(S2,λ2), x ∈ S1,
ρ2(y) = KS2(y, y) =
∫
S1
|W (y, x)|2λ1(dx) = ‖W (y, ·)‖2L2(S1,λ1), y ∈ S2,
with respect to the background measures λ1(dx) and λ2(dy), respectively.
We say that a pair of DPPs (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2 is associated
with W.
1.3 Basic properties of DPPs
For v = (v(1), . . . , v(d)) ∈ Rd, y = (y(1), . . . , y(d)) ∈ Rd, d ∈ N, the inner product of them is given by
v·y = y·v :=∑da=1 v(a)y(a), and |v|2 := v·v. When S ⊂ Cd, d ∈ N, x ∈ S has d complex components;
x = (x(1), . . . , x(d)) with x(a) = Rex(a)+
√−1Imx(a), a = 1, . . . , d. In order to describe clearly such
a complex structure, we set xR = (Rex
(1), . . . ,Re x(d)) ∈ Rd, xI = (Imx(1), . . . , Imx(d)) ∈ Rd, and
write x = xR +
√−1xI in this manuscript. The Lebesgue measure is written as dx = dxRdxI :=∏d
a=1 dRe x
(a)dImx(a). The complex conjugate of x = xR +
√−1xI is defined as x = xR −
√−1xI.
For x = xR +
√−1xI, x′ = x′R +
√−1x′I ∈ Cd, we use the Hermitian inner product;
x · x′ := (xR +
√−1xI) · (x′R −
√−1x′I) = (xR · x′R + xI · x′I)−
√−1(xR · x′I − xI · x′R)
and define
|x|2 := x · x = |xR|2 + |xI|2, x ∈ Cd.
For (Ξ,K, λ(dx)) defined on S = Rd, S = Cd, or on the space having appropriate periodicities,
we introduce the following operations.
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(Shift) For u ∈ S, SuΞ :=
∑
j δxj−u,
SuK(x, x′) = K(x+ u, x′ + u),
and Suλ(dx) = λ(u+ dx). We write (SuΞ,SuK,Suλ(dx)) simply as Su(Ξ,K, λ(dx)).
(Dilatation) For c > 0, we set c ◦ Ξ :=∑j δcxj
c ◦K(x, x′) := K
(
x
c
,
x′
c
)
, x, x′ ∈ cS := {cx : x ∈ S},
and c ◦ λ(dx) := λ(dx/c). We define c ◦ (Ξ,K, λ(dx)) := (c ◦ Ξ, c ◦K, c ◦ λ(dx)).
(Square root) For (Ξ,K, λ(dx)) on S = [0,∞), we put Ξ〈1/2〉 := ∑j δ√xj , K〈1/2〉(x, x′) :=
K(x2, x′2), and λ〈1/2〉(dx) := (λ ◦ v−1)(dx), where v(x) = √x. We define (Ξ,K, λ(dx))〈1/2〉
:= (Ξ〈1/2〉,K〈1/2〉, λ〈1/2〉(dx)) on [0,∞).
(Gauge transformation) For non-vanishing u : S → C, a gauge transformation of K by u is
defined as
K(x, x′) 7→ K˜u(x, x′) := u(x)K(x, x′)u(x′)−1.
In particular, when u : S → U(1), the U(1)-gauge transformation of K is given by
K(x, x′) 7→ K˜u(x, x′) := u(x)K(x, x′)u(x′).
We will use the following basic properties of DPP.
[Gauge invariance] For any u : S → C, a gauge transformation does not change the probability
law of DPP;
(Ξ,K, λ(dx))
(law)
= (Ξ, K˜u, λ(dx)).
[Measure change] For a measurable function g : S → R≥0,
(Ξ,K(x, x′), g(x)λ(dx))
(law)
= (Ξ,
√
g(x)K(x, x′)
√
g(x′), λ(dx)). (1.8)
[Mapping and scaling] For a one-to-one measurable mapping h : S → Ŝ, if we set
Ξ̂ =
∑
j
δh(xj), K̂(x, x
′) = K(h−1(x), h−1(y)), λ̂(dx) = (λ ◦ h−1)(dx),
then (Ξ̂, K̂, λ̂(dx)) is a DPP on Ŝ. In particular, when h(x) = x− u, u ∈ S, (Ξ̂, K̂, λ̂(dx)) =
Su(Ξ,K, λ(dx)), when h(x) = cx, c > 0, (Ξ̂, K̂, λ̂(dx)) = c ◦ (Ξ,K, λ(dx)), and when h(x) =√
x for S = [0,∞), (Ξ̂, K̂, λ̂(dx)) = (Ξ,K, λ(dx))〈1/2〉 . If c ◦ λ(dx) = c−dλ(dx), then (1.8)
with g(x) ≡ c > 0 gives
c ◦ (Ξ,K, λ(dx)) (law)= (c ◦ Ξ,Kc, λ(dx)), c > 0,
with
Kc(x, x
′) =
1
cd
K
(
x
c
,
x′
c
)
,
where the base space is given by cS.
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We will give some limit theorems for DPPs in this manuscript. Consider a DPP which depends
on a continuous parameter, or a series of DPPs labeled by a discrete parameter (e.g., the number
of points N ∈ N), and describe the system by (Ξ,Kp, λp(dx)) with the continuous or discrete
parameter p. If (Ξ,Kp, λp(dx)) converges to a DPP, (Ξ,K, λ(dx)), as p→∞, weakly in the vague
topology, we write this limit theorem as (Ξ,Kp, λp(dx))
p→∞
=⇒ (Ξ,K, λ(dx)). The weak convergence
of DPPs is verified by the uniform convergence of the kernelKp → K on each compact set C ⊂ S×S
[93].
1.4 Duality relations
For f ∈ Cc(S), the Laplace transform of the probability measure P for a point process Ξ is defined
as
Ψ[f ] = E
[
exp
(∫
S
f(x)Ξ(dx)
)]
. (1.9)
For the DPP, (Ξ,K, λ(dx)), this is given by the Fredholm determinant on L2(S, λ) [95],
Det
L2(S,λ)
[I − (1 − ef )K] := 1 +
∑
n∈N
(−1)n
n!
∫
Sn
det
1≤j,k≤n
[K(xj, xk)]
n∏
ℓ=1
(1− ef(xℓ))λ⊗n(dx).
Lemma 1.6 Between two DPPs, (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2, given by
Theorem 1.5, the following equality holds with an arbitrary parameter α ∈ C,
Det
L2(S1,λ1)
[I + αKS1 ] = Det
L2(S2,λ2)
[I + αKS2 ]. (1.10)
Proof We recall that if AB and BA are trace class operators on a Hilbert space H then [95]
Det
H
[I + BA] = Det
H
[I +AB]. (1.11)
Now we have A : H1 → H2 and B : H2 → H1 between two Hilbert spaces H1 and H2. Let A˜ and
B˜ be two operators on H1 ⊕H2 defined by
A˜ =
(
O O
A O
)
, B˜ =
(
O B
O O
)
Then, A˜B˜ and B˜A˜ are diagonal operators O ⊕AB and BA⊕O, respectively, and hence also they
are trace class operators. By applying (1.11) to A˜ and B˜ with H := H1 ⊕H2, we obtain
Det
H1
[I + BA] = Det
H2
[I +AB].
Consequently, taking A = √αW, B = √αW∗, H1 = L2(S1, λ1), and H2 = L2(S2, λ2) yields (1.10).
For Λℓ ⊂ Sℓ, ℓ = 1, 2, let
W˜ := PΛ2WPΛ1 , K(Λ2)S1 :=W∗PΛ2W, K
(Λ1)
S2
:=WPΛ1W∗. (1.12)
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They admit the following integral kernels,
W˜ (y, x) = 1Λ2(y)W (y, x)1Λ1(x),
K
(Λ2)
S1
(x, x′) =
∫
Λ2
W (y, x)W (y, x′)λ2(dy),
K
(Λ1)
S2
(y, y′) =
∫
Λ1
W (y, x)W (y′, x)λ1(dx). (1.13)
Using Lemma 1.6, the following theorem is proved.
Theorem 1.7 Let (Ξ
(Λ2)
1 ,K
(Λ2)
S1
, λ1(dx)) and (Ξ
(Λ1)
2 ,K
(Λ1)
S2
, λ2(dy)) be DPPs associated with the
kernels K
(Λ2)
S1
and K
(Λ1)
S2
given by (1.13), respectively. Then, Ξ
(Λ2)
1 (Λ1)
(law)
= Ξ
(Λ1)
2 (Λ2), i.e.,
P(Ξ
(Λ2)
1 (Λ1) = m) = P(Ξ
(Λ1)
2 (Λ2) = m), ∀m ∈ N0.
Proof As a special case of (1.9) with f(x) = 1Λ1(x) log z for Ξ = Ξ
(Λ2)
1 , z ∈ C, we have the equality,
E
[
zΞ
(Λ2)
1 (Λ1)
]
= Det
L2(S1,λ1)
[I − (1− z)PΛ1K(Λ2)S1 PΛ1 ], (1.14)
where K(Λ2)S1 is defined by (1.12). Here LHS is the moment generating function of Ξ
(Λ2)
1 (Λ1) and
RHS gives its Fredholm determinantal expression. By replacing W by W˜ and letting α = −(1− z)
in the proof of Lemma 1.6, we obtain the equality,
Det
L2(S1,λ1)
[I − (1− z)PΛ1K(Λ2)S1 PΛ1 ] = DetL2(S2,λ2)[I − (1− z)PΛ2K
(Λ1)
S2
PΛ2 ].
Through (1.14) and the similar equality for E
[
zΞ
(Λ1)
2 (Λ2)
]
, we obtain the corresponding equivalence
between the moment generating functions of Ξ
(Λ2)
1 (Λ1) and Ξ
(Λ1)
2 (Λ2), and hence the statement of
the proposition is proved.
1.5 Orthonormal functions and correlation kernels
In addition to L2(Sℓ, λℓ), ℓ = 1, 2, we introduce L
2(Γ, ν) as a parameter space for functions in
L2(Sℓ, λℓ), ℓ = 1, 2. Assume that there are two families of measurable functions {ψ1(x, γ) : x ∈
S1, γ ∈ Γ} and {ψ2(y, γ) : y ∈ S2, γ ∈ Γ} such that two bounded operators Uℓ : L2(Sℓ, λℓ) →
L2(Γ, ν) given by
(Uℓf)(γ) :=
∫
Sℓ
ψℓ(x, γ)f(x)λℓ(dx), ℓ = 1, 2,
are well-defined. Then, their adjoints U∗ℓ : L2(Γ, ν)→ L2(Sℓ, λℓ), ℓ = 1, 2 are given by
(U∗ℓ F )(·) =
∫
Γ
ψℓ(·, γ)F (γ)ν(dγ).
A typical example of U1 is the Fourier transform, i.e., ψ1(x, γ) = e
√−1xγ . In this case, for any γ,
the function ψ1(·, γ) is not in L2(R, dx). Now we defineW : L2(S1, λ1)→ L2(S2, λ2) byW = U∗2U1,
i.e.,
(Wf)(y) =
∫
Γ
ψ2(y, γ)(U1f)(γ)ν(dγ). (1.15)
Let IΓ be an identity in L
2(Γ, ν). We can see the following.
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Lemma 1.8 If UℓU∗ℓ = IΓ for ℓ = 1, 2, then both W and W∗ are partial isometries.
Proof By the assumption, we see that
WW∗W = (U∗2U1)(U∗1U2)(U∗2U1) = U∗2U1 =W.
From Lemma 1.3, W is a partial isometry. By symmetry, the assertion for W∗ also follows.
We note that W∗W = U∗1U1 and WW∗ = U∗2U2. Hence, Uℓ, ℓ = 1, 2 are also partial isometries.
In addition, W∗W is a locally trace class operator if and only if so is U∗1U1. Therefore, W is locally
Hilbert–Schmidt if and only if so is U1.
Now we rewrite the condition for U1 to be of locally Hilbert–Schmidt class in terms of the
function ψ1(x, γ), x ∈ S1, γ ∈ Γ.
Lemma 1.9 Let Ψ1(x) := ‖ψ1(x, ·)‖L2(Γ,ν), x ∈ S1 and assume that Ψ1 ∈ L2loc(S1, λ1). Then, the
operator U1 is of locally Hilbert–Schmidt class.
Proof For a compact set Λ ⊂ S1, we see that
|PΛU∗1U1PΛf(x)| =
∣∣∣∣1Λ(x)∫
Γ
ν(dγ)ψ1(x, γ)
∫
S1
ψ1(x′, γ)1Λ(x′)f(x′)λ1(dx′)
∣∣∣∣
≤ 1Λ(x)Ψ1(x)
∫
S1
1Λ(x
′)Ψ1(x′)|f(x′)|λ1(dx′)
≤ PΛΨ1(x)‖PΛΨ1‖L2(S1,λ1)‖PΛf‖L2(S1,λ1).
By Fubini’s theorem, we have
PΛU∗1U1PΛf(x) =
∫
S1
λ1(dx
′)f(x′)
(∫
Γ
1Λ(x)ψ1(x, γ)1Λ(x′)ψ1(x′, γ)ν(dγ)
)
and hence
‖U1PΛ‖2HS = Tr (PΛU∗1U1PΛ) =
∫
S1
λ1(dx)1Λ(x)
(∫
Γ
|ψ1(x, γ)|2ν(dγ)
)
= ‖PΛΨ1‖2L2(S1,λ1) <∞.
This completes the proof.
Now we put the following.
Assumption 3 For ℓ = 1, 2,
(i) UℓU∗ℓ = IΓ,
(ii) Ψℓ ∈ L2loc(Sℓ, λℓ), where Ψℓ(x) := ‖ψℓ(x, ·)‖L2(Γ,ν), x ∈ Sℓ.
Assumption 3(i) can be rephrased as the following orthonormality relations:
〈ψℓ(·, γ), ψℓ(·, γ′)〉L2(Sℓ,λℓ)ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ Γ, ℓ = 1, 2.
We often use these relations below.
The following is immediately obtained as a corollary of Theorem 1.5.
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Corollary 1.10 Let W = U∗2U1 as in the above. We assume Assumption 3. Then, there exist
unique pair of DPPs; (Ξ1,KS1 , λ1(dx)) on S1 and (Ξ2,KS2 , λ2(dy)) on S2. Here the correlation
kernels KSℓ , ℓ = 1, 2 are given by
KS1(x, x
′) =
∫
Γ
ψ1(x, γ)ψ1(x′, γ)ν(dγ) = 〈ψ1(x, ·), ψ1(x′, ·)〉L2(Γ,ν),
KS2(y, y
′) =
∫
Γ
ψ2(y, γ)ψ2(y′, γ)ν(dγ) = 〈ψ2(y, ·), ψ2(y′, ·)〉L2(Γ,ν). (1.16)
In particular, the densities of the DPPs are given by ρ1(x) = KS1(x, x) = Ψ1(x)
2, x ∈ S1 and
ρ2(y) = KS2(y, y) = Ψ2(y)
2, y ∈ S2 with respect to the background measures λ1(dx) and λ2(dy),
respectively.
Remark 1.11 Consider the symmetric case such that L2(S1, λ1) = L
2(S2, λ2) =: L
2(S, λ), ψ1 =
ψ2 =: ψ, ν = λ|Γ, Γ ⊆ S. In this case, W = U∗U with
(Uf)(γ) =
∫
S
ψ(x, γ)f(x)λ(dx).
Then KS1 = KS2 =W =: K is given by
K(x, x′) =
∫
Γ
ψ(x, γ)ψ(x′, γ)λ(dγ). (1.17)
This is Hermitian; K(x′, x) = K(x, x′), and satisfies the reproducing property
K(x, x′) =
∫
S
K(x, ζ)K(ζ, x′)λ(dζ).
Now we consider a simplified version of the preceding setting. Let Γ ⊆ S2 and ν = λ2|Γ. We
define U2 : L2(S2, λ2) → L2(Γ, ν) as the restriction onto Γ, and then its adjoint U∗2 is given by
(U∗2F )(y) = F (y) for y ∈ Γ, and by 0 for y ∈ S2 \ Γ. We write the extension F˜ = U∗2F for
F ∈ L2(Γ, ν). It is obvious that U2U∗2 = IΓ and hence U2 is a partial isometry.
For Γ ⊆ S2, we assume that there is a family of measurable functions {ψ1(x, y) : x ∈ S1, y ∈ Γ}
such that a bounded operator U1 : L2(S1, λ1)→ L2(Γ, ν) given by
(U1f)(γ) :=
∫
S1
ψ1(x, γ)f(x)λ1(dx) (γ ∈ Γ)
is well-defined.
Assumption 3’
(i) U1U∗1 = IΓ,
(ii) Ψ1 ∈ L2loc(S1, λ1), where Ψ1(x) := ‖ψ1(x, ·)‖L2(Γ,ν), x ∈ S1.
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Assumption 3’(i) can be rephrased as the following orthonormality relation:
〈ψ1(·, y), ψ1(·, y′)〉L2(S1,λ1)λ2(dy) = δ(y − y′)dy, y, y′ ∈ Γ.
Now we define W : L2(S1, λ1)→ L2(S2, λ2) by W = U∗2U1 as before. In this case, we have
(Wf)(y) = 1Γ(y)
∫
S1
ψ˜1(x, y)f(x)λ1(dx),
and hence
W (y, x) = ψ˜1(x, y)1Γ(y). (1.18)
It follows from Assumption 3’ that W is a partial isometry. Corollary 1.10 is reduced to the
following.
Corollary 1.12 Let W = U∗2U1 as in the above. We assume Assumption 3’. Then there exists a
unique DPP, (Ξ,K, λ1) on S1 with the correlation kernel
KS1(x, x
′) =
∫
Γ
ψ1(x, y)ψ1(x′, y)λ2(dy) = 〈ψ˜1(x, ·), ψ˜1(x′, ·)〉L2(Γ,λ2). (1.19)
In particular, the density of the DPP is given by ρ1(x) = KS1(x, x) = Ψ1(x)
2, x ∈ S1 with respect
to the background measures λ1(dx).
1.6 Examples in one-dimensional spaces
1.6.1 Finite DPPs in R associated with classical orthonormal polynomials
Let S1 = S2 = R. Assume that we have two sets of orthonormal functions {ϕn}n∈N0 and {φn}n∈N0
with respect to the measures λ1 and λ2, respectively,
〈ϕn, ϕm〉L2(R,λ1) =
∫
R
ϕn(x)ϕm(x)λ1(dx) = δnm,
〈φn, φm〉L2(R,λ2) =
∫
R
φn(y)φm(y)λ2(dy) = δnm, n,m ∈ N0. (1.20)
Then for an arbitrary but fixed N ∈ N, we set Γ = {0, 1, . . . , N − 1} ( N0, ψ1(·, γ) = ϕγ(·),
ψ2(·, γ) = φγ(·), γ ∈ Γ, and consider ℓ2(Γ) as L2(Γ, ν) in the setting of Section 1.5.
Remark 1.13 If Γ is a finite set, |Γ| =: N ∈ N, and the parameter space is given by ℓ2(Γ),
Assumption 3(ii) (resp. Assumption 3’(ii)) is concluded from 3(i) (resp. 3’(i)) as shown below.
Since
Ψ(x)2 := ‖ϕ·(x)‖2ℓ2(Γ) =
∑
n∈Γ
|ϕn(x)|2, x ∈ S,
we have ∫
S
Ψ(x)2λ(dx) =
∑
n∈Γ
‖ϕn‖2L2(S,λ).
Then, if {ϕn}n∈Λ are normalized, the above integral is equal to |Γ| = N < ∞. This implies
Ψ ∈ L2(S, λ) ⊂ L2loc(S, λ).
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Hence Assumption 3 is satisfied for any N ∈ N. Then the integral kernel for W defined by
(1.15) is given by
W (y, x) =
N−1∑
n=0
ϕn(x)φn(y).
By Corollary 1.10, we have a pair of DPPs on R, (Ξ1,K
(N)
ϕ , λ1(dx)) and (Ξ2,K
(N)
φ , λ2(dy)), where
the correlation kernels are given by
K(N)ϕ (x, x
′) =
N−1∑
n=0
ϕn(x)ϕn(x′), K
(N)
φ (y, y
′) =
N−1∑
n=0
φn(y)φn(y′), (1.21)
respectively. Here N gives the number of points for each DPPs. If we can use the three-term
relations in {ϕn}n∈N0 or {φn}n∈N0 , (1.21) can be written in the Christoffel–Darboux form (see, for
instance, Proposition 5.1.3 in [32]). As a matter of course, if we have three or more than three,
say M distinct sets of orthonormal functions satisfying Assumption 3 with a common Γ, then by
applying Corollary 1.10 to every pair of them, we will obtain M distinct finite DPPs.
Even if we have only one set of orthonormal functions, for example, only the first one {ϕn}n∈N0
in (1.20), we can obtain a DPP (labeled by the number of particles N ∈ N) following Corollary
1.12. In such a case, we set
W (n, x) = ϕn(x)1Γ(n) (1.22)
with Γ = {0, 1, . . . , N − 1} for (1.18). Then we have a DPP, (Ξ,K(N)ϕ , λ1(dx)).
Now we give classical examples of DPPs associated with real orthonormal polynomials. Let
λN(m,σ2)(dx) denote the normal distribution,
λN(m,σ2)(dx) =
1√
2πσ
e−(x−m)
2/(2σ2)dx, m ∈ R, σ > 0,
and λΓ(a,b)(dy) do the Gamma distribution,
λΓ(a,b)(dy) =
ba
Γ(a)
ya−1e−by1R≥0(y)dy, a > 0, b > 0,
with the Gamma function Γ(z) :=
∫∞
0 u
z−1e−udu,Re z > 0. We set
λ1(dx) = λN(0,1/2)(dx) =
1√
π
e−x
2
dx,
ϕn(x) =
1√
2nn!
Hn(x), n ∈ N0, (1.23)
and
λ2(dy) = λΓ(ν+1,1)(dy) =
1
Γ(ν + 1)
yνe−y1R≥0(y)dy,
φn(y) = φ
(ν)
n (y) =
√
n!Γ(ν + 1)
Γ(n+ ν + 1)
L(ν)n (y), n ∈ N0, (1.24)
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with parameter ν ∈ (−1,∞). Here {Hn(x)}n∈N0 are the Hermite polynomials,
Hn(x) := (−1)nex2 d
n
dxn
e−x
2
= n!
[n/2]∑
k=0
(−1)k(2x)n−2k
k!(n − 2k)! , n ∈ N0, (1.25)
where [a] denotes the largest integer not greater than a ∈ R, and {L(ν)n (x)}n∈N0 are the Laguerre
polynomials,
L(ν)n (x) :=
1
n!
x−νex
dn
dxn
(
xn+νe−x
)
=
n∑
k=0
(ν + k + 1)n−k
(n− k)!k! (−x)
k, n ∈ N0, ν ∈ (−1,∞), (1.26)
where (α)n := α(α+ 1) · · · (α+ n− 1) = Γ(α+ n)/Γ(α), n ∈ N, (α)0 := 1. The correlation kernels
(1.21) are written in the Christoffel–Darboux form as,
K(N)ϕ (x, x
′) = K(N)Hermite(x, x
′) =
N−1∑
n=0
ϕn(x)ϕn(x
′)
=
√
N
2
ϕN (x)ϕN−1(x′)− ϕN (x′)ϕN−1(x)
x− x′ , x, x
′ ∈ R, (1.27)
and
K
(N)
φ (y, y
′) = K(ν,N)Laguerre(y, y
′) =
N−1∑
n=0
φ(ν)n (y)φ
(ν)
n (y
′)
= −
√
N(N + ν)
φ
(ν)
N (y)φ
(ν)
N−1(y
′)− φ(ν)N (y′)φ(ν)N−1(y)
y − y′ , y, y
′R≥0. (1.28)
When x = x′ or y = y′, we make sense of the above formulas by using L’Hoˆpital’s rule. The former
is called the Hermite kernel and the latter is the Laguerre kernel.
By definition, for a finite DPP (Ξ,K, λ(dx)) with N points in S, the probability density with re-
spect to λ⊗N (dx1 · · · dxN ) is given by ρN (x1, . . . , xN ) = det1≤j,k≤N [K(xj , xk)],x = (x1, . . . , xN ) ∈
SN . Using the Vndermonde determinantal formula, det1≤j,k≤N(z
j−1
k ) =
∏
1≤j<k≤N(zk− zj), which
will be given also as the type AN−1 of Weyl denominator formula (1.34) below, we can verify that
the probability densities of the DPPs (Ξ,K
(N)
Hermite, λN(0,1/2)(dx)) and (Ξ,K
(N)
Laguerre, λΓ(ν+1,1)(dy))
with respect to the Lebesgue measures dx =
∏N
j=1 dxj and dy =
∏N
j=1 dyj are given as
p
(N)
Hermite(x) =
1
Z
(N)
Hermite
∏
1≤j<k≤N
(xk − xj)2
N∏
ℓ=1
e−x
2
ℓ , x = (x1, . . . , xN ) ∈ RN ,
p
(ν,N)
Laguerre(y) =
1
Z
(ν,N)
Laguerre
∏
1≤j<k≤N
(yk − yj)2
N∏
ℓ=1
yνℓ e
−yℓ , ν ∈ (−1,∞), y ∈ RN≥0, (1.29)
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with the normalization constants Z
(N)
Hermite and Z
(ν,N)
Laguerre.
The DPP (Ξ,K
(N)
Hermite, λN(0,1/2)(dy)) describes the eigenvalue distribution of N ×N Hermitian
random matrices in the Gaussian unitary ensemble (GUE). When ν ∈ N0, the DPP (Ξ,K(N)Laguerre,
λΓ(ν+1,1)(dx)) describes the distribution of the nonnegative square roots of eigenvalues of M
†M ,
whereM is (N+ν)×N complex random matrix in the chiral Gaussian ensemble (chGUE) andM †
is its Hermitian conjugate. The probability density (1.29) can be extended to any ν ∈ (−1,∞) and
it is called the complex Laguerre ensemble or the complex Wishart ensemble. Many other examples
of one-dimensional DPPs are given as eigenvalue ensembles of Hermitian random matrices in the
literatures of random matrix theory (see, for instance, [73, 32, 54]).
Remark 1.14 It should be noted that we can regard (1.29) as the Gibbs measures
p
(N)
Hermite(x) =
1
Z
(N)
Hermite
e−βV
(N)
Hermite(x), x ∈ RN ,
p
(ν,N)
Laguerre(y) =
1
Z
(ν,N)
Laguerre
e−βV
(N)
Laguerre(y), ν ∈ (−1,∞), y ∈ RN≥0,
with the inverse temperature β = 2 associated with the potentials,
V
(N)
Hermite(x) = −
∑
1≤j<k≤N
log |xk − xj|+ 1
2
N∑
j=1
x2j , x ∈ RN ,
V
(N)
Laguerre(y) = −
∑
1≤j<k≤N
log |yk − yj|+ 1
2
N∑
j=1
(−ν log yj + yj), ν ∈ (−1,∞), y ∈ RN≥0.
Here the interactions are given by logarithmic two-body potentials.
1.6.2 Duality relations between DPPs in continuous and discrete spaces
We consider the simplified setting (1.22) of W with Γ = N0. If we set Λ1 = [r,∞) ⊂ S1 = R, r ∈ R
and Λ2 = {0, 1, . . . , N − 1} ⊂ S2 = Γ = N0, N ∈ N in (1.13), we obtain
K
{0,1,...,N−1}
R (x, x
′) =
N−1∑
n=0
ϕn(x)ϕn(x′), x, x′ ∈ R,
K
[r,∞)
N0
(n, n′) =
∫ ∞
r
ϕn(x)ϕn′(x)λ1(dx), n, n
′ ∈ N0. (1.30)
When λ1(dx) and {ϕn}n∈N0 are given by (1.23) or by (1.24), the kernels (1.30) are given by
KDHermite+(r)(n, n
′) = (π2n+n
′
n!n′!)−1/2
∫ ∞
r
Hn(x)Hn′(x)e
−x2dx
= −(πn!n′!2n+n′+2)−1/2e−r2Hn+1(r)Hn′(r)−Hn(r)Hn′+1(r)
n− n′ ,
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and, provided r > 0,
KDLaguerre+(r,ν+1)(n, n
′) =
(
n!n′!
Γ(n+ ν + 1)Γ(n′ + ν + 1)
)1/2 ∫ ∞
r
L(ν)n (x)L
(ν)
n′ (x)x
νe−xdx
=
(
n!n′!
Γ(n+ ν + 1)Γ(n′ + ν + 1)
)1/2
rν+1e−r
L
(ν+1)
n−1 (r)L
(ν)
n′ (r)− L(ν)n (r)L(ν+1)n′−1 (r)
n− n′ ,
with the convention that L
(ν)
−1(r) = 0, respectively (see Propositions 3.3 and 3.4 in [15]). Borodin and
Olshanski called the correlation kernels KDHermite+(r) and KDLaguerre+(r,ν+1) the discrete Hermite
kernel and the discrete Laguerre kernel, respectively [15]. Theorem 1.7 gives
P(Ξ
{0,1,...,N−1}
1 ([r,∞)) = m) = P(Ξ[r,∞)2 ({0, 1, . . . , N − 1}) = m), ∀m ∈ N0, (1.31)
where LHS denotes the probability that the number of points in the interval [r,∞) is m for the
N -point continuous DPP on R such as (Ξ1,K
(N)
Hermite, λN(0,1/2)(dx)) or (Ξ1,K
(N)
Laguerre, λΓ(ν+1,1)(dx)),
ν ∈ (−1,∞), while RHS does the probability that the number of points in {0, 1, . . . , N−1} is m for
the discrete DPP on N0 such as (Ξ2,KDHermite+(r)) or (Ξ2,KDLaguerre+(r,ν+1)), ν ∈ (−1,∞). The
duality between continuous and discrete ensembles of Borodin and Olshanski (Theorem 3.7 in [15])
is a special case with m = 0 of the equality (1.31).
1.6.3 Finite DPPs in intervals related with classical root systems
Let N ∈ N and consider the four types of classical root systems denoted by AN−1,BN ,CN , and DN .
We set SAN−1 = S1 = [0, 2π), the unit circle, with a uniform measure λAN−1(dx) = λ[0,2π)(dx) :=
dx/(2π), and SRN = [0, π], the upper half-circle, with λRN (dx) = λ[0,π](dx) := dx/π for RN =
BN ,CN ,DN .
For a fixed N ∈ N, we introduce the four sets of functions {ϕRNn }Nn=1 on SRN defined as
ϕRNn (x) =

e−i(N
AN−1−2JAN−1 (n))x/2, RN = AN−1,
sin
[
(NRN − 2JRN (n))x/2], RN = BN ,CN ,
cos
[
(NDN − 2JDN (n))x/2], RN = DN ,
where
NRN =

N, RN = AN−1,
2N − 1, RN = BN ,
2(N + 1), RN = CN ,
2(N − 1), RN = DN .
(1.32)
and
JRN (n) =

n− 1/2, RN = AN−1,
n− 1, RN = BN ,DN ,
n, RN = CN .
(1.33)
It is easy to verify that they satisfy the following orthonormality relations,
〈ϕAN−1n , ϕAN−1m 〉L2(S1,λ[0,2π)) = δnm,
〈ϕRNn , ϕRNm 〉L2([0,π],λ[0,π]) = δnm, RN = BN ,CN ,DN , if n,m ∈ {1, . . . , N}.
17
We put Γ = {1, . . . , N}, N ∈ N and L2(Γ, ν) = ℓ2(Γ). By the argument given in Remark 1.13, As-
sumption 3 is verified, and hence Corollary 1.10 gives the four types of DPPs; (Ξ,KAN−1 , λ[0,2π)(dx))
on S1, and (Ξ,KRN , λ[0,π](dx)) on [0, π], RN = BN ,CN ,DN , with the correlation kernels,
KRN (x, x′) =
N∑
n=1
ϕRNn (x)ϕ
RN
n (x′)
=

sin{N(x− x′)/2}
sin{(x− x′)/2} , RN = AN−1,
1
2
[
sin{N(x− x′)}
sin{(x− x′)/2} −
sin{N(x+ x′)}
sin{(x+ x′)/2}
]
, RN = BN ,
1
2
[
sin{(2N + 1)(x− x′)/2}
sin{(x− x′)/2} −
sin{(2N + 1)(x+ x′)/2}
sin{(x+ x′)/2}
]
, RN = CN ,
1
2
[
sin{(2N − 1)(x− x′)/2}
sin{(x− x′)/2} +
sin{(2N − 1)(x+ x′)/2}
sin{(x+ x′)/2}
]
, RN = DN .
TheWeyl denominator formulas for classical root systems play a fundamental role in Lie theory
and related area. For a reduced root systems they are given in the form,∑
w∈W
det(w)ew(ρ)−ρ =
∏
α∈R+
(1− e−α),
where W is the Weyl group, R+ the set of positive roots and ρ =
1
2
∑
α∈R+ α. For classical root
systems AN−1,BN ,CN and DN , N ∈ N, the explicit forms are given as follows,
(type AN−1) det
1≤j,k≤N
(
zj−1k
)
=
∏
1≤j<k≤N
(zk − zj),
(type BN ) det
1≤,j,k≤N
(
zj−Nk − zN+1−jk
)
=
N∏
ℓ=1
z1−Nℓ (1− zℓ)
∏
1≤j<k≤N
(zk − zj)(1− zjzk),
(type CN ) det
1≤,j,k≤N
(
zj−N−1k − zN+1−jk
)
=
N∏
ℓ=1
z−Nℓ (1− z2ℓ )
∏
1≤j<k≤N
(zk − zj)(1− zjzk),
(type DN ) det
1≤,j,k≤N
(
zj−Nk + z
N−j
k
)
= 2
N∏
ℓ=1
z1−Nℓ
∏
1≤j<k≤N
(zk − zj)(1− zjzk), (1.34)
respectively. See, for instance, [84]. If we change the variables as
zk = e
−2√−1ζk , ζk ∈ C, k = 1, . . . , N, (1.35)
then, the following equalities are derived from the above.
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Lemma 1.15 For ζk ∈ C, k = 1, . . . , N , the following equalities are established.
(typeAN−1) det
1≤j,k≤N
[
e−
√−1(NAN−1−2JAN−1 (j))ζk
]
= (2i)N(N−1)/2
∏
1≤j<k≤N
sin(ζk − ζj).
(typeBN ) det
1≤j,k≤N
[
sin{(NBN − 2JBN (j))ζk}
]
= 2N(N−1)
N∏
ℓ=1
sin ζℓ
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
(typeCN ) det
1≤j,k≤N
[
sin{(NCN − 2JCN (j))ζk}
]
= 2N(N−1)
N∏
ℓ=1
sin(2zℓ)
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
(typeDN ) det
1≤j,k≤N
[
cos{(NDN − 2JDN (j))ζk}
]
= 2(N−1)
2
∏
1≤j<k≤N
sin(ζk − ζj) sin(ζk + ζj),
where NRN and JRN (j), RN = AN−1,BN ,CN ,DN , are given by (1.32) and (1.33).
By Lemma 1.15, the probability densities for these finite DPPs with respect to the Lebesgue
measures, dx =
∏N
j=1 dxj are given as
pAN−1(x) =
1
ZAN−1
∏
1≤j<k≤N
sin2
xk − xj
2
, x ∈ [0, 2π)N ,
pBN (x) =
1
ZBN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
) N∏
ℓ=1
sin2
xℓ
2
, x ∈ [0, π]N ,
pCN (x) =
1
ZCN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
) N∏
ℓ=1
sin2 xℓ, x ∈ [0, π]N ,
pDN (x) =
1
ZDN
∏
1≤j<k≤N
(
sin2
xk − xj
2
sin2
xk + xj
2
)
, x ∈ [0, π]N ,
with the normalization constants ZRN .
The DPP, (Ξ,KAN−1 , λ[0,2π)(dx)) is known as the circular unitary ensemble (CUE) in ran-
dom matrix theory (see Section 11.8 in [73]). These four types of DPPs, (Ξ,KAN−1 , λ[0,2π)(dx)),
(Ξ,KRN , λ[0,π](dx)), RN = BN ,CN ,DN are realized as the eigenvalue distributions of random ma-
trices in the classical groups, U(N), SO(2N + 1), Sp(N), and SO(2N), respectively. (See Section
2.3 c) in [97] and Section 5.5 in [32].)
As mentioned in Remark 1.14, pRN (x) can be regarded as Gibbs measures e−βV RN (x)/ZRN
with β = 2, RN = AN−1,BN ,CN ,DN . For example, for type AN−1 the potential is given as
V AN−1(x) = −
∑
1≤j<k≤N
log
∣∣∣∣sin xk − xj2
∣∣∣∣ , x ∈ (0, 2π]N .
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1.6.4 Infinite DPPs in R associated with classical orthonormal functions
Here we give examples of infinite DPPs obtained by Corollary 1.12.
(i) DPP with the sinc kernel : We set S1 = R, λ1(dx) = dx, Γ = (−1, 1), ν(dy) = λ2(dy) = dy,
and put
ψ1(x, y) =
1√
2π
e
√−1xy.
We see that
Ψ1(x)
2 := ‖ψ1(x, ·)‖2 = 1
π
, x ∈ R,
and thus Assumption 3’(ii) is satisfied. The correlation kernel KS1 is given by
Ksinc(x, x
′) =
1
2π
∫ 1
−1
e
√−1y(x−x′)dy =
sin(x− x′)
π(x− x′) , x, x
′ ∈ R.
(ii) DPP with the Airy kernel : We set S1 = R, λ1(dx) = dx, Γ = R≥0, ν(dy) = λ2(dy) = dy,
and put
ψ1(x, y) = Ai(x+ y),
where Ai(x) denotes the Airy function [80]
Ai(x) =
1
π
∫ ∞
0
cos
(
k3
3
+ kx
)
dk.
We see that
Ψ1(x)
2 := ‖ψ1(x, ·)‖2 = −xAi(x)2 +Ai′(x)2, x ∈ R,
and thus Assumption 3(ii) is satisfied. The correlation kernel KS1 is given by
KAiry(x, x
′) =
∫ ∞
0
Ai(x+ y)Ai(x′ + y)dy =
Ai(x)Ai′(x′)−Ai(x′)Ai′(x)
x− x′ , x, x
′ ∈ R,
where Ai′(x) = dAi(x)/dx.
(iii) DPP with the Bessel kernel : We set S1 = [0,∞), λ1(dx) = dx, Γ = [0, 1], ν(dy) = λ2(dy) =
dy. With parameter ν ∈ (−1,∞) we put
ψ1(x, y) =
√
xyJν(xy),
where Jν is the Bessel function of the first kind defined by
Jν(x) =
∞∑
n=0
(−1)n
n!Γ(ν + n+ 1)
(x
2
)2n+ν
, x ∈ C \ (−∞, 0). (1.36)
We see that
Ψ1(x)
2 := ‖ψ1(x, ·)‖2 = x{Jν(x)2 − Jν−1(x)Jν+1(x)}/2, x ∈ R≥0,
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and thus Assumption 3’(ii) is satisfied. The correlation kernel KS1 is given by
K
(ν)
Bessel(x, x
′) =
∫ 1
0
√
xyJν(xy)
√
x′yJν(x′y)dy
=
√
xx′
x2 − (x′)2
{
Jν(x)x
′J ′ν(x
′)− xJ ′ν(x)Jν(x′)
}
, x, x′ ∈ R≥0, (1.37)
where J ′ν(x) = dJν(x)/dx.
These three kinds of infinite DPPs, (Ξ,Ksinc, dx), (Ξ,KAiry, dx), and (Ξ,K
(ν)
Bessel,1R≥0(x)dx),
are obtained as the scaling limits of the finite DPPs, (Ξ,K
(N)
Hermite, λN(0,1/2)(dx)) and (Ξ,K
(ν,N)
Laguerre,
λΓ(ν+1,1)(dx)), given in Section 1.6.1 as follows.
(i) Bulk scaling limit,
√
2N ◦ (Ξ,K(N)Hermite, λN(0,1/2)(dx))
N→∞
=⇒ (Ξ,Ksinc, dx).
(ii) Soft-edge scaling limit,
√
2N1/6 ◦ S√2N (Ξ,K
(N)
Hermite, λN(0,1/2)(dx))
N→∞
=⇒ (Ξ,KAiry, dx).
(iii) Hard-edge scaling limit, for ν ∈ (−1,∞),
4N ◦
(
(Ξ,K
(ν,N)
Laguerre, λΓ(ν+1,1)(dx))
〈1/2〉
)
N→∞
=⇒ (Ξ,K(ν)Bessel,1R≥0(x)dx).
See, for instance, [73, 32, 6, 48], for more details.
The DPPs with the sinc kernel and the Bessel kernel with the special values of parameter ν can
be obtained as the bulk scaling limits of the DPPs, (Ξ,KRN , λRN (dx)), RN = AN−1,BN ,CN ,DN
given in Section 1.6.3 as
N
2
◦ (Ξ,KAN−1 , λ[0,2π)(dx)) N→∞=⇒ (Ξ,Ksinc, dx),
N ◦ (Ξ,KBN , λ[0,π](dx))
N ◦ (Ξ,KCN , λ[0,π](dx))
}
N→∞
=⇒ (Ξ,K(1/2)Bessel,1R≥0(x)dx),
N ◦ (Ξ,KDN , λ[0,π](dx)) N→∞=⇒ (Ξ,K(−1/2)Bessel ,1R≥0(x)dx), (1.38)
where
K
(1/2)
Bessel(x, x
′) =
sin(x− x′)
π(x− x′) −
sin(x+ x′)
π(x+ x′)
, x, x′ ∈ R≥0,
K
(−1/2)
Bessel (x, x
′) =
sin(x− x′)
π(x− x′) +
sin(x+ x′)
π(x+ x′)
, x, x′ ∈ R≥0.
Since J1/2(x) =
√
2/(πx) sinx and J−1/2(x) =
√
2/(πx) cos x, the above correlation kernels are
readily obtained from (1.37) by setting ν = 1/2 and −1/2, respectively.
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1.7 Examples in two-dimensional spaces
1.7.1 Infinite DPPs on C : Ginibre and Ginibre-type DPPs
Let λN(m,σ2;C)(dx) denote the complex normal distribution,
λN(m,σ;C)(dx) :=
1
πσ2
e−|x−m|
2/σ2dx
=
1
πσ2
e−(xR−mR)
2/σ2−(xI−mI)2/σ2dxRdxI,
m ∈ C,mR := Rem,mI := Imm,σ > 0. We set S = C,
λ(dx) = λN(0,1;C)(dx) =
1
π
e−|x|
2
dx
= λN(0,1/2)(dxR)λN(0,1/2)(dxI),
and
ψA(x, γ) = e−(x
2
R−x2I )/2+2xγ ,
ψC(x, γ) =
√
2 sinh(2xγ)e−(x
2
R−x2I )/2,
ψD(x, γ) =
√
2 cosh(2xγ)e−(x
2
R−x2I )/2.
It is easy to confirm that
1
π
∫
R
ψA(x, γ)ψA(x, γ′)e−x
2
I dxI = e
−(x2R−4xRγ)δ(γ − γ′),
1
π
∫
R
ψR(x, γ)ψR(x, γ′)e−x
2
I dxI = e
−x2R cosh(4xRγ)×
{
δ(γ − γ′)− δ(γ + γ′), R = C,
δ(γ − γ′) + δ(γ + γ′), R = D.
Therefore, we have
〈ψA(·, γ), ψA(·, γ′)〉L2(C,λN(0,1;C))ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ ΓA := R,
〈ψR(·, γ), ψR(·, γ′)〉L2(C,λN(0,1;C))ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ ΓR := (0,∞), R = C,D,
with ν(dγ) = λN(0,1/4)(dγ). We also see that
ΨA(x)2 := ‖ψA(x, ·)‖2L2(ΓA,ν) = e|x|
2
,
ΨC(x)2 := ‖ψC(x, ·)‖2L2(ΓC ,ν) = sinh |x|2,
ΨD(x)2 := ‖ψD(x, ·)‖2L2(ΓD ,ν) = cosh |x|2, x ∈ C.
Thus Assumption 3 is satisfied and we can apply Corollary 1.10. The kernels (1.16) of obtained
DPPs are given as
KA(x, x′) =
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
−∞
e−2{γ
2−(x+x′)γ}dγ,
KC(x, x′) = 2
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
0
e−2γ
2
sinh(2xγ) sinh(2x′γ)dγ,
KD(x, x′) = 2
√
2
π
e−{(x
2
R−x2I )+(x′R2−x′I2)}/2
∫ ∞
0
e−2γ
2
cosh(2xγ) cosh(2x′γ)dγ.
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The integrals are performed and we obtain KR(x, x′) = e
√−1xRxIKRGinibre(x, x
′)e−
√−1x′Rx′I , R =
A,C,D, with
KAGinibre(x, x
′) = exx′ , (1.39)
KCGinibre(x, x
′) = sinh(xx′), (1.40)
KDGinibre(x, x
′) = cosh(xx′), x, x′ ∈ C. (1.41)
Due to the gauge invariance of DPP mentioned in Section 1.3, the obtained three types of infinite
DPPs on C are written as (Ξ,KRGinibre, λN(0,1;C)(dx)), R = A,C,D. The DPP, (Ξ,K
A
Ginibre, λN(0,1;C)(dx))
with (1.39) describes the eigenvalue distribution of the Gaussian random complex matrix in the
bulk scaling limit, which is called the complex Ginibre ensemble [35, 73, 44, 32, 92]. This density
profile is uniform with the Lebesgue measure dx on C as
ρGinibre(x)dx = K
A
Ginibre(x, x)λN(0,1;C)(dx) =
1
π
dxRdxI, x ∈ C.
On the other hands, the Ginibre DPPs of types C and D with the correlation kernels (1.40) and
(1.41) are rotationally symmetric around the origin, but non-uniform on C. The density profiles
with the Lebesgue measure dx on C are given by
ρCGinibre(x)dx = K
C
Ginibre(x, x)λN(0,1;C)(dx) =
1
2π
(1− e−2|x|2)dxRdxI, x ∈ C,
ρDGinibre(x)dx = K
D
Ginibre(x, x)λN(0,1;C)(dx) =
1
2π
(1 + e−2|x|
2
)dxRdxI, x ∈ C.
They were first obtained in [50] by taking the limit W → ∞ keeping the density of points of the
infinite DPPs in the strip on C, {z ∈ C : 0 ≤ Im z ≤W}.
1.7.2 Representations of Ginibre and Ginibre-type kernels in the Bargmann–Fock
space and the eigenspaces of Landau levels
One of the advantages of our framework is that the we can obtain pairs of DPPs satisfy useful
duality relations. Now we concentrate on one of a pair of DPPs constructed in our framework,
(Ξ1,KS1 , λ1). The correlation kernel KS1 is given by the first equation of (1.7), that is,
KS1(x, x
′) =
∫
S2
W (y, x)W (y, x′)λ2(dy) = 〈W (·, x′),W (·, x)〉L2(S2,λ2), x, x′ ∈ S1,
which is an integral kernel for f ∈ L2(S1, λ1). We can regard this equation as a decomposition
formula ofKS1 by a product ofW andW . SinceW is an integral kernel for an isometry L
2(S1, λ1)→
L2(S2, λ2), as a matter of course, it depends on a choice of another Hilbert space L
2(S2, λ2). We
note that a given DPP, (Ξ1,KS1 , λ1), choice of L
2(S2, λ2) is not unique. Such multivalency gives
plural different expressions for one correlation kernel KS1 and they reveal different aspects of the
DPP.
Here we demonstrate this fact using the three kinds of Ginibre DPPs associated with L2(C, λN(0,1;C)).
In the previous section we have chosen the parameter spaces as L2(ΓR, λN(0,1/4)) with Γ
A = R and
ΓC = ΓD = (0,∞). We will choose another parameter spaces below.
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Let S1 = C and S2 = N0 with λ1(dx) = λN(0,1;C)(dx). We put
ϕn(x) =
xn√
n!
, n ∈ N0. (1.42)
Note that {ϕn(x)}n∈N0 forms a complete orthonormal system of the Bargmann–Fock space, which
is the space of square-integrable analytic functions on C with respect to the complex Gaussian
measure;
〈ϕn, ϕm〉L2(C,λN(0,1;C)) = δnm, n,m ∈ N0.
We assume that Γ = S2 = N0. We can see that
‖ϕ·(x)‖ℓ2(Γ) =
∑
n∈N0
|x|2n/n! = e|x|2 , x ∈ C.
Hence Assumption 3’ is satisfied. By Corollary 1.12, we obtain the DPP on C in which the
correlation kernel with respect to λN(0,1:C) is given by
KBF(x, x
′) =
∑
n∈N0
ϕn(x)ϕn(x′) =
∞∑
n=0
(xx′)n
n!
= exx
′
, x, x′ ∈ C.
This is the reproducing kernel in the Bargmann–Fock space and obtained DPP is identified with
(Ξ,KAGinibre, λN(0,1;C)(dx)). See [92, 19, 2].
If we set Γ = 2N0 + 1 = {1, 3, 5, . . . } or Γ = 2N0 = {0, 2, 4, . . . }, we will obtain the DPPs with
the following kernels
KoddBF (x, x
′) =
∞∑
k=0
(xx′)2k+1
(2k + 1)!
= sinh(xx′),
KevenBF (x, x
′) =
∞∑
k=0
(xx′)2k
(2k)!
= cosh(xx′), x, x′ ∈ C.
The obtained DPPs are identified with (Ξ, KCGinibre, λN(0,1;C)(dx)) and (Ξ, K
D
Ginibre, λN(0,1;C)(dx)),
respectively.
The Ginibre DPP of type A is extended to Ginibre-type DPPs indexed by q ∈ N0, (Ξ,
K
(q)
Ginibre-type, λN(0,1;C)(dx)), q ∈ N0, which are introduced in [92] and also known as the infinite
pure polyanalytic ensembles (cf. [2]). Each Ginibre-type DPP with index q ∈ N0 is associated with
the correlation kernel
K
(q)
Ginibre-type(x, x
′) := L(0)q (|x− x′|2)KAGinibre(x, x′), x, x′ ∈ C, (1.43)
where L
(0)
q is the q-th Laguerre polynomial (1.26) with parameter ν = 0 and KAGinibre is defined
by (1.39). The correlation kernel (1.43) admits the similar representation in terms of the complex
Hermite polynomials defined by
Hp,q(ζ, ζ) = (−1)p+qeζζ ∂
p
∂ζ
p
∂q
∂ζq
e−ζζ , ζ ∈ C, p, q ∈ N0,
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which were introduced by Itoˆ [45]. We note that their generating function is given by
∞∑
p=0
∞∑
q=0
Hp,q(ζ, ζ)
sptq
p!q!
= exp(ζs+ ζt− st)
and the set {Hp,q(ζ, ζ)/
√
p!q! : p, q ∈ N0} forms a complete orthonormal system of L2(C, λN(0,1;C)(dζ)).
Let S1 = C and S2 = N0 with λ1(dx) = λN(0,1;C)(dx), and for fixed q ∈ N0, define
ϕ(q)n (x) :=
1√
n!q!
Hn,q(x, x), x ∈ C, n ∈ N0.
Then {ϕ(q)n (x)}n∈N0 forms a complete orthonormal system of the eigenspace corresponding to the
q-th Landau level, which coincides with the Bargmann–Fock space when q = 0. Since the following
formula is known
L(0)q (|ζ − η|2)eζη =
∞∑
p=0
1
p!q!
Hp,q(ζ, ζ)Hp,q(η, η), ζ, η ∈ C, q ∈ N0,
we obtain the following expansion formula for (1.43),
K
(q)
Ginibre-type(x, x
′) =
∞∑
n=0
ϕ(q)n (x)ϕ
(q)
n (x′), x, x′ ∈ C, q ∈ N0.
1.7.3 Application of duality relations
We consider the simplified setting (1.22) of W with (1.42) and Γ = N0. If we set λ1(dx) =
λN(0,1;C)(dx), Λ1 be a disk (i.e., two-dimensional ball) B
2
r with radius r ∈ (0,∞) centered at the
origin in S1 = C ≃ R2 and Λ2 = S2 = N0 in (1.13), we obtain
K
(N0)
C (x, x
′) =
∞∑
n=0
ϕn(x)ϕn(x′) = exx
′
= KAGinibre(x, x
′), x, x′ ∈ C,
where KAGinibre denotes the correlation kernel of the Ginibre DPP of type A, and
K
(B2r)
N0
(n, n′) =
∫
B2r
ϕn(x)ϕn′(x)λN(0,1;C)(dx) =
1
π
√
n!n′!
∫ r
0
ds e−s
2
sn+n
′+1
∫ 2π
0
dθ eiθ(n
′−n)
= 2δnn′
∫ r
0
s2n+1e−s2
n!
ds = δnn′
∫ r2
0
λΓ(n+1,1)(du), n, n
′ ∈ N0.
Define
λn(r) :=
∫ r2
0
une−u
n!
du =
∞∑
k=n+1
r2ke−r2
k!
, n ∈ N0, r ∈ (0,∞),
where the second equality is due to Eq.(4.1) in [92]. That is, if we write the Gamma distribution
with parameters (a, b) as Γ(a, b) (see Section 1.6.1) and the Poisson distribution with parameter c
as Po(c),
λn(r) := P(Rn ≤ r2) = P(Yr2 ≥ n+ 1),
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provided Rn ∼ Γ(n+1, 1) and Yr2 ∼ Po(r2). Then DPP (Ξ(B
2
r)
2 ,K
(B2r)
N0
) on N0 is the product measure⊗
n∈N0 µ
Bernoulli
λn(r)
under the natural identification between {0, 1}N0 and the power set of N0, where
µBernoullip denotes the Bernoulli measure of probability p ∈ [0, 1]. Theorem 1.7 gives the duality
relation
P(ΞAGinibre(B
2
r) = m) = P(Ξ
(B2r)
2 (N0) = m), ∀m ∈ N0,
where we have identified the DPP, (Ξ
(N0)
1 ,K
(N0)
C , λ1(dx)) with the Ginibre DPP of type A, (Ξ
A
Ginibre,
KAGinibre, λN(0,1;C)). If we introduce a series of random variables X
(r)
n ∈ {0, 1}, n ∈ N0, which are
mutually independent and X
(r)
n ∼ µBernoulliλn(r) , n ∈ N0, then the above implies the equivalence in
probability law
ΞAGinibre(B
2
r)
(law)
= Ξ
(B2r)
2 (N0)
(law)
=
∑
n∈N0
X(r)n , r ∈ (0,∞).
Similarly, we have the following equalities by the results in Section 1.7.2 and Theorem 1.7,
ΞCGinibre(B
2
r)
(law)
=
∑
n∈2N0+1
X(r)n , Ξ
D
Ginibre(B
2
r)
(law)
=
∑
n∈2N0
X(r)n , r ∈ (0,∞).
The argument above is valid for general radially symmetric DPPs associated with radially
symmetric finite measure λ1(dx) = p(|x|)dx on C. Let ϕn(x) = anxn, n ∈ N0 be an orthonormal
system in L2(C, λ1) where an > 0, n ∈ N0 are the normalization constants, and we set
K
(N0)
C (x, x
′) =
∞∑
n=0
ϕn(x)ϕn(x′) =
∞∑
n=0
a2n(xx
′)n x, x′ ∈ C,
K
(B2r)
N0
(n, n′) =
∫
B2r
ϕn(x)ϕn′(x)λ1(dx) = δnn′λn(r) n, n
′ ∈ N0,
where
λn(r) :=
1
Zn
∫ r2
0
unp(
√
u)du
with Zn =
∫∞
0 u
np(
√
u)du. Then DPP (Ξ
(N0)
1 ,K
(N0)
C , p(|x|)dx) on C is radially symmetric and DPP
(Ξ
(B2r)
2 ,K
(B2r)
N0
) on N0 is again identified with the product measure
⊗
n∈N0 µ
Bernoulli
λn(r)
. For example, if
p(s) = π−1e−s2 and an = 1/
√
n!, then (Ξ
(N0)
1 ,K
(N0)
C , p(|x|)dx) is the Ginibre DPP of type A. The
function λn(r) is considered as a probability distribution function on [0,∞) and hence there exist
independent random variables Rn, n ∈ N0 such that
λn(r) = P(Rn ≤ r2).
If we define X
(r)
n = 1{Rn≤r2} for each n ∈ N0, then Theorem 1.7 gives the duality relation
Ξ
(N0)
1 (B
2
r)
(law)
= Ξ
(B2r)
2 (N0)
(law)
=
∑
n∈N0
X(r)n , r ∈ (0,∞).
Indeed, {X(r)n , n ∈ N0} are mutually independent {0, 1}-valued random variables whose laws are
given by {µBernoulliλn(r) , n ∈ N0}. If we take a set Λ2 ⊂ N0, then DPP (Ξ
(Λ2)
1 ,K
(Λ2)
C , p(|x|)dx) satisfies
Ξ
(Λ2)
1 (B
2
r)
(law)
= Ξ
(B2r)
2 (Λ2)
(law)
=
∑
n∈Λ2
X(r)n , r ∈ (0,∞).
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We note that if we write Ξ
(N0)
1 =
∑
i δxi , then
∑
i δ|xi|2 is equal to
∑
n∈N0 δRn in law, which was
discussed in Theorem 4.7.1 in [44] by constructing {Rn}n∈N0 in terms of size-biased sampling.
1.8 Examples in spaces with arbitrary dimensions
1.8.1 Euclidean family of infinite DPPs on Rd
For d ∈ N, let S1 = S2 = Rd, λ1(dx) = dx, λ2(dy) = ν(dy) = dy, ψ1(x, y) = e
√−1x·y/(2π)d/2, and
Γ = Bd ( Rd, where Bd denotes the unit ball centered at the origin; Bd := {y ∈ Rd : |y| ≤ 1}. We
see
Ψ1(x)
2 := ‖ψ1(x, ·)‖2L2(Γ,dν) = |Bd|/(2π)d, x ∈ Rd,
where the volume of Bd is denoted by |Bd| = πd/2/Γ((d + 2)/2). Then Assumption 3’ is satisfied
and Corollary 1.12 gives the DPP in S1 = R
d whose correlation kernel with respect to λ1(dx) = dx
is given by
K(d)(x, x′) =
1
(2π)d
∫
Bd
e
√−1(x−x′)·ydy. (1.44)
The kernels K(d) on Rd, d ∈ N have been studied by Zelditch and others (see [103, 96, 104, 20]
and references therein), who regarded them as the Szego¨ kernels for the reduced Euclidean motion
group. Here we call the DPPs associated with the correlation kernels in this form the Euclidean
family of DPPs on Rd, d ∈ N. We can verify other expressions of K(d), d ∈ N using the Bessel
function of the first kind (1.36) as follows [53].
Definition 1.16 The Euclidean family of DPP on Rd, d ∈ N is defined by
(
Ξ,K
(d)
Euclidean, dx
)
with
the correlation kernel
K
(d)
Euclid(x, x
′) =
1
(2π)d
∫
Rd
1Bd(y)e
√−1(x−x′)·ydy =
1
(2π)d
∫
Bd
e
√−1(x−x′)·ydy,
=
1
(2π)d/2
1
|x− x′|(d−2)/2
∫ 1
0
sd/2J(d−2)/2(|x− x′|s)ds
=
1
(2π)d/2
Jd/2(|x− x′|)
|x− x′|d/2 , x, x
′ ∈ Rd.
We see that
K
(d)
Euclid(x, x) = limr→0
1
(2π)d/2
Jd/2(r)
rd/2
=
1
2dπd/2Γ((d+ 2)/2)
.
Then the Euclidean family of DPP is uniform on Rd with the density
ρ
(d)
Euclid =
1
2dπd/2Γ((d+ 2)/2)
with respect to the Lebesgue measure dx of Rd.
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For lower dimensions, the correlation kernels and the densities are given as follows,
K
(1)
Euclid(x, x
′) =
sin(x− x′)
π(x− x′) = Ksinc(x, x
′) with ρ(1)Euclid =
1
π
,
K
(2)
Euclid(x, x
′) =
J1(|x− x′|)
2π|x− x′| with ρ
(2)
Euclid =
1
4π
,
K
(3)
Euclid(x, x
′) =
1
2π2|x− x′|2
(
sin |x− x′|
|x− x′| − cos |x− x
′|
)
with ρ
(3)
Euclid =
1
6π2
.
This family of DPPs includes the DPP with the sinc kernel Ksinc as the lowest dimensional case
with d = 1. Note that, if d is odd,
K
(d)
Euclid(x, x
′) =
(
− 1
2πr
d
dr
)(d−1)/2 sin r
πr
with r = |x− x′|.
This is proved by Rayleigh’s formula for the spherical Bessel function of the first kind (Eq. (10.49.14)
in [80]);
jm(x) :=
√
π
2x
Jm+1/2(x) = x
m
(
−1
x
d
dx
)m sinx
x
, m ∈ N.
1.8.2 Heisenberg family of infinite DPPs on Cd
The Ginibre DPP of type A on C given in Section 1.7.1 can be generalized to the DPPs on Cd for
d ≥ 2. This generalization was done by [1, 3, 2] as the family of DPP called the Weyl–Heisenberg
ensembles, but here we derive the DPPs on Cd, d ∈ N, following Corollary 1.12 given in Section
1.5.
Let S1 = C
d, S2 = Γ = R
d,
λ1(dx) =
d∏
a=1
λN(0,1;C)(dx
(a)) =
1
πd
e−|x|
2
=
1
πd
e−(|xR|
2+|xI|2)
=: λN(0,1;Cd)(dx),
λ2(dy) = ν(dy) =
d∏
a=1
λN(0,1/4)(dy
(a)) =
(
2
π
)d/2
e−2|y|
2
,
and
ψ1(x, y) = e
−(|xR|2−|xI|2)/2+2(xR·y+
√−1xI·y), x = xR +
√−1xI ∈ Cd, y ∈ Rd.
We see that
Ψ1(x)
2 := ‖ψ1(x, ·)‖2L2(Rd,ν) = e|x|
2
, x ∈ Cd.
Hence Assumptions 3’ is satisfied, and then, by Corollary 1.12, we obtain the DPP on Cd with the
correlation kernel,
K(d)(x, x′) =
(
2
π
)d/2
e−{(|xR|
2−|xI|2)+(|x′R|2−|x′I|2)}/2
∫
Rd
e−2[|y|
2−{(xR+
√−1xI)+(x′R−
√−1x′I)}·y]dy
=
e
√−1xR·xI
e
√−1x′R·x′I
K
(d)
Heisenberg(x, x
′)
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with
K
(d)
Heisenberg(x, x
′) = ex·x′ , x, x′ ∈ Cd.
The kernels in this form on Cd, d ∈ N have been studied by Zelditch and his coworkers (see [103,
14] and references therein), who identified them with the Szego¨ kernels for the reduced Heisenberg
group. Here we call the DPPs associated with the correlation kernels in this form the Heisenberg
family of DPPs on Cd, d ∈ N. This family includes the Ginibre DPP of type A as the lowest
dimensional case with d = 1.
Definition 1.17 The Heisenberg family of DPP on Cd, d ∈ N is defined by
(
Ξ,K
(d)
Heisenberg, λN(0,1;Cd)(dx)
)
with
K
(d)
Heisenberg(x, x
′) = ex·x′ , x, x ∈ Cd.
Since
K
(d)
Heisenberg(x, x)λN(0,1;Cd)(dx) =
1
πd
dx, x ∈ Cd,
every DPP in the Heisenberg family is uniform on Cd and the density with respect to the Lebesgue
measure dx is given by 1/πd.
1.9 Open problems
With L2(S, λ) and L2(Γ, ν), we can consider the system of biorthonormal functions, which consists
of a pair of distinct families of measurable functions {ψ(x, γ) : x ∈ S, γ ∈ Γ} and {ϕ(x, γ) : x ∈
S, γ ∈ Γ} satisfying the biorthonormality relations
〈ψ(·, γ), ϕ(·, γ′)〉L2(S,λ)ν(dγ) = δ(γ − γ′)dγ, γ, γ′ ∈ Γ. (1.45)
If the integral kernel defined by
Kbi(x, x′) =
∫
Γ
ψ(x, γ)ϕ(x′, γ)ν(dγ), x, x′ ∈ S, (1.46)
is of finite rank, we can construct a finite DPP on S whose correlation kernel is given by (1.46)
following a standard method of random matrix theory (see, for instance, Appendix C in [49]).
By the biorthonormality (1.45), it is easy to verify that Kbi is a projection kernel, but it is not
necessarily an orthogonal projection. This observation means that such a DPP is not constructed
by the method reported in this manuscript. Generalization of the present framework in order to
cover such DPPs associated with biorthonormal systems is required.
Moreover, the dynamical extensions of DPPs called determinantal processes (see, for instance,
[48]) shall be studied in the context of the present section.
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2 One-Dimensional Stochastic Log-Gases
2.1 Eigenvalue and singular-value processes
For N ∈ N := {1, 2, . . . }, let H(N) and U(N) be the space of N ×N Hermitian matrices and the
group of N×N unitary matrices, respectively. The space of N×N real symmetric matrices and the
group of N ×N orthogonal matrices are denoted by S(N) and O(N), respectively. As a matter of
course, S(N) ⊂ H(N) and O(N) ⊂ U(N). In the probability space (Ω,F ,P), we consider complex-
valued processesMij(t) ∈ C, t ≥ 0, 1 ≤ i, j ≤ N with the conditionMji(t) =Mij(t), where z denotes
the complex conjugate of z ∈ C. We consider an H(N)-valued process M(t) = (Mij(t))1≤i,j≤N ,
t ≥ 0. Let R≥0 := {x ∈ R : x ≥ 0}. For S = R and R≥0, we define the Weyl chambers in SN as
WN (S) :=
{
x = (x1, . . . , xN ) ∈ SN : x1 < · · · < xN
}
, (2.1)
and their closures as WN (S) := {x ∈ SN : x1 ≤ · · · ≤ xN}. For each t ≥ 0, there exists
U(t) = (Uij(t))1≤i,j≤N ∈ U(N) such that it diagonalizes M(t) as
U(t)∗M(t)U(t) = Λ(t) := diag(Λ1(t), . . . ,ΛN (t)),
with the eigenvalues {Λi(t)}Ni=1 of M(t) which are assumed to be in the non-decreasing order,
Λ1(t) ≤ · · · ≤ ΛN (t) ⇐⇒ Λ := (Λ1(t), . . . ,ΛN (t)) ∈WN (R).
For dM(t) := (dMij(t))1≤i,j≤N , t ≥ 0, define a set of quadratic variations,
Γij,kℓ(t) := 〈(U∗dMU)ij , (U∗dMU)kℓ〉t, 1 ≤ i, j, k, ℓ ≤ N, t ≥ 0.
We denote by 1(ω) the indicator function of a condition ω; 1(ω) = 1 if ω is satisfied, and 1(ω) = 0
otherwise. In particular, given a subspace Γ ⊂ RN we define 1Γ(x) := 1(x ∈ Γ) for x ∈ RN , and
δij := 1(i = j). The following is proved [17, 54, 48]. See Section 4.3 of [6] for details of proof.
Proposition 2.1 Assume that (Mij(t))t≥0, 1 ≤ i, j ≤ N are continuous semi-martingales. The
eigenvalue process (Λ(t))t≥0 satisfies the following system of stochastic differential equations (SDEs),
dΛi(t) = dMi(t) + dJi(t), t ≥ 0, 1 ≤ i ≤ N,
where (Mi(t))t≥0, 1 ≤ i ≤ N are martingales with quadratic variations
〈Mi,Mj〉t =
∫ t
0
Γii,jj(s)ds, t ≥ 0, 1 ≤ i, j ≤ N,
and (Ji(t))t≥0, 1 ≤ i ≤ N are the processes with finite variations given by
dJi(t) =
N∑
j=1
1
Λi(t)− Λj(t)1(Λi(t) 6= Λj(t))Γij,ji(t)dt+ dΥi(t), t ≥ 0, 1 ≤ i ≤ N.
Here (dΥi(t))t≥0, 1 ≤ i ≤ N are the finite-variation parts of (U(t)∗dM(t)U(t))ii.
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This proposition is given in [54] as a generalization of Theorem 1 in Bru [17]. A proof is given
at Section 3.2 in [48].
We will show four basic examples of M(t) ∈ H(N), t ≥ 0 and applications of Proposition 2.1
[54]. Let ν ∈ N0 := N∪ {0} and (Bij(t))t≥0, (B˜ij(t))t≥0, 1 ≤ i ≤ N + ν, 1 ≤ j ≤ N be independent
one-dimensional standard Brownian motions. For 1 ≤ i ≤ j ≤ N , put
Sij(t) =
{
Bij(t)/
√
2, (i < j),
Bii(t), (i = j),
Aij(t) =
{
B˜ij(t)/
√
2, (i < j),
0, (i = j),
and put Sij(t) = Sji(t) and Aij(t) = −Aji(t), t ≥ 0 for 1 ≤ j < i ≤ N .
Example 2.2 (i) Put Mij(t) = Sij(t) +
√−1Aij(t), t ≥ 0, 1 ≤ i, j ≤ N . By definition
〈dMij , dMkℓ〉t = δiℓδjkdt, t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N . Hence, by unitarity of U(t), t ≥ 0,
we see that Γij,kℓ(t) = δiℓ,jk, which gives 〈dMi, dMj〉t = Γii,jj(t)dt = δijdt and Γij,ji(t) ≡ 1,
t ≥ 0, 1 ≤ i, j ≤ N . Then Proposition 2.1 proves that the eigenvalue process Λ(t) =
(Λ1(t), . . . ,Λ(t)), t ≥ 0, satisfies the following system of SDEs with β = 2,
dΛi(t) = dBi(t) +
β
2
∑
1≤j≤N,
j 6=i
dt
Λi(t)− Λj(t) , t ≥ 0, 1 ≤ i ≤ N. (2.2)
Here (Bi(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional standard Brownian motions,
which are different from (Bij(t))t≥0 and (B˜ij(t))t≥0 used above to define (Sij(t))t≥0 and
(Aij(t))t≥0, 1 ≤ i, j ≤ N .
(ii) Put M(t) = (Sij(t))1≤i,j≤N ∈ S(N), t ≥ 0. In this case 〈dMij , dMkℓ〉t = (δiℓδjk + δikδjℓ)dt/2,
t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N and (U(t))t≥0 is O(N)-valued. Then we see that Γij,kℓ(t) = (δiℓδjk +
δikδjℓ)/2, t ≥ 0, 1 ≤ i, j ≤ N , and hence Proposition 2.1 proves that the eigenvalue process
satisfies (2.2) with β = 1.
(iii) Consider an (N + ν) × N rectangular-matrix-valued process given by K(t) = (Bij(t) +√−1B˜ij(t))1≤i≤N+ν,1≤j≤N , t ≥ 0, and define an H(N)-valued process by
M(t) = K∗(t)K(t), t ≥ 0,
where K∗(t) is the Hermitian conjugate of K(t), that is, K∗ij(t) = Kjk(t), 1 ≤ i ≤ N, 1 ≤
j ≤ N + ν. The matrix M is positive definite and hence the eigenvalues are non-negative;
Λi(t) ∈ R≥0, t ≥ 0, 1 ≤ i ≤ N . We see that the finite-variation part of dMij(t) is equal to
2(N+ν)δijdt, t ≥ 0, and 〈dMij , dMkℓ〉t = 2(Miℓ(t)δjk+Mkℓ(t)δiℓ)dt, t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N ,
which implies that dΥi(t) = 2(N + ν)dt, Γij,ji = 2(Λi(t) + Λj(t)), and 〈dMi, dMj〉t =
Γii,jj(t)dt = 4Λi(t)δijdt, t ≥ 0, 1 ≤ i, j ≤ N . Then we have the SDEs for eigenvalue
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processes,
dΛi(t) = 2
√
Λi(t)dB˜i(t) + β
(ν +N) + ∑
1≤j≤N,
j 6=i
Λi(t) + Λj(t)
Λi(t)− Λj(t)
 dt
= 2
√
Λi(t)dB˜i(t) + β
(ν + 1) + 2Λi(t) ∑
1≤j≤N,
j 6=i
1
Λi(t)− Λj(t)
 dt,
t ≥ 0, 1 ≤ i ≤ N, (2.3)
with β = 2, where (B˜i(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional standard Brownian
motions, which are different from (Bij(t))t≥0 and (B˜ij(t))t≥0, 1 ≤ i, j ≤ N , used above to
define the rectangular-matrix-valued process (K(t))t≥0. The positive roots of eigenvalues of
M(t) give the singular values of the rectangular matrix K(t), which are denoted by Si(t) =√
Λi(t), t ≥ 0, 1 ≤ i ≤ N . The system of SDEs for them is readily obtained from (2.3) as
dSi(t) = dB˜i(t) + 1
2
β(ν + 1)− 1Si(t) + β ∑
1≤j≤N,
j 6=i
(
1
Si(t)− Sj(t) +
1
Si(t) + Sj(t)
) dt,
t ≥ 0, 1 ≤ i ≤ N, (2.4)
with β = 2 and ν ∈ N0.
(iv) Put K(t) = (Bij(t))1≤i≤N+ν,1≤j≤N , t ≥ 0 and consider the process in S(N), M(t) =
K(t)∗K(t), t ≥ 0. In this case the finite-variation part of dMij(t) is (N + ν)δijdt, t ≥ 0, and
〈dMij , dMkℓ〉t = (Mik(t)δjℓ +Miℓ(t)δjk +Mjk(t)δiℓ +Mjℓ(t)δik)dt, t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N ,
which imply that dΥi(t) = (N + ν)dt, Γij,ji = (Λi(t) + Λj(t))(1 + δij), and 〈dMi, dMj〉t =
Γii,jj(t) = 4Λi(t)δijdt, t ≥ 0, 1 ≤ i, j ≤ N . Then we have (2.3) with β = 1, ν ∈ N0 as the
SDEs for the eigenvalue process of (M(t))t≥0, and (2.4) with β = 1, ν ∈ N0 as the SDEs for
the singular-value process of (K(t))t≥0.
Other examples of M(t) ∈ H(N), t ≥ 0 are shown in [54], in which the eigenvalue processes
following the SDEs (2.2) with β = 4 are also shown.
Dyson [30] introduced the system of SDEs similar to (2.2) with β = 1, 2, and 4, but with drift
terms of the Ornstein–Uhlenbeck type so that the stationary measures of the processes are given
by the eigenvalue distributions of the Gaussian orthogonal ensemble (GOE), the Gaussian unitary
ensemble (GUE), and the Gaussian symplectic ensemble (GSE) studied in random matrix theory
[73, 32, 6, 5, 100] for β = 1, 2, and β = 4, respectively. For general β ∈ R, the system of SDEs (2.2)
starting from the configuration λ := Λ(0) ∈WN (R) can be defined up to the first collision time,
Tλ := inf{t > 0 : Λi(t) = Λj(t) for some 1 ≤ i 6= j ≤ N}.
It was proved that when β ≥ 1, Tλ = ∞ a.s. and (2.2) has a strong and pathwise unique non-
colliding solution for λ ∈WN (R) [83]. The statement was extended to general initial configuration
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λ ∈ WN (R) [23, 27, 37, 38]. The transition probability density of the process (2.2) with β > 0
was studied by Baker–Forrester [9] and Ro¨sler [85] using the multivariate special functions (see also
[26]).
The S(N)-valued process given as Example 2.2 (iv) above was first studied by Bru [18], in which
the SDEs (2.3) with β = 1 was considered. When the initial configuration λ is specially chosen as
the null vector 0 := (0, . . . , 0), the probability density function (PDF) at time t = 1 realizes the
eigenvalue distribution called the real Wishart ensemble [102] or the chiral GOE studied in random
matrix theory [54, 5]. Ko¨nig and O’Connell [63] studied the H(N)-valued process of Example 2.2
(iii) and called it the Laguerre process. Graczyk and Ma lecki [37, 38] proved that, if β ≥ 1, (2.3) has
a strong and pathwise unique non-colliding solution for general initial configurations λ ∈WN (R≥0).
When β = 2, the eigenvalue processes (2.2), (2.3), and the singular-value process (2.4) are
realized in R as the N -tuples of the one-dimensional standard Brownian motions, the 2(ν + 1)-
dimensional squared Bessel processes, and the 2(ν + 1)-dimensional Bessel processes conditioned
never to collide with each other [36, 63, 54, 55, 60]. Here ν ∈ (−1,∞), and if ν ∈ (−1, 0] the reflection
boundary condition will be assumed at the origin for (2.4). These noncolliding diffusion processes
are proved to be determinantal stochastic processes [16, 56] and all spatio-temporal correlation
functions are explicitly expressed by determinants. The determinants are governed by the functions
called the spatio-temporal correlation kernels, which can be simply expressed using the Hermite
and Laguerre polynomials if the initial configurations λ are given by 0. We will show these facts
in Sections 2.3–2.5. For more detail, see [58, 59, 47, 48].
2.2 Stochastic log-gases and 2D-Coulomb gases confined in one-dimensional
spaces
In the last section, we will consider the Schramm–Loewner evolution (SLE). Schramm used a
parameter κ > 0 in order to parametrize time change of the Brownian motion [87]. Accordingly,
we change the parameter β → κ by setting
β =
8
κ
, (2.5)
and perform the time change t→ κt. Since (B(κt))t≥0 (law)= (
√
κB(t))t≥0, if we put Y Ri (t) := Λi(κt),
Y
R≥0
i (t) := Si(κt), t ≥ 0, 1 ≤ i ≤ N , the systems of SDEs (2.2) and (2.3) are written as
dY Ri (t) =
√
κdBi(t) + 4
∑
1≤j≤N,
j 6=i
dt
Y Ri (t)− Y Rj (t)
, t ≥ 0, 1 ≤ i ≤ N, (2.6)
dY
R≥0
i (t) =
√
κdB˜i(t) + 4
∑
1≤j≤N,
j 6=i
 1
Y
R≥0
i (t)− Y
R≥0
j (t)
+
1
Y
R≥0
i (t) + Y
R≥0
j (t)
 dt
+
{
4(1 + ν)− κ
2
} dt
Y
R≥0
i (t)
, t ≥ 0, 1 ≤ i ≤ N. (2.7)
In the last section, we will call Y R(t) = (Y R1 (t), . . . , Y
R
N (t)) ∈ RN , t ≥ 0, the (8/κ)-Dyson model and
Y R≥0(t) = (Y
R≥0
1 (t), . . . , Y
R≥0
N (t)) ∈ (R≥0)N , t ≥ 0, the (8/κ, ν)-Bru–Wishart process, respectively.
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The above stochastic processes Y S(t) = (Y S1 (t), . . . , Y
S
N (t)), t ≥ 0, S = R or R≥0 can be written
in the form,
dY Si (t) =
√
κdBi(t) +
∂φS(x)
∂xi
∣∣∣∣
x=Y S(t)
dt, t ≥ 0, 1 ≤ i ≤ N, (2.8)
if we introduce the following potential energies,
φS(x) :=

4
∑
1≤i<j≤N
log(xj − xi), for S = R,
4
∑
1≤i<j≤N
[
log(xj − xi) + log(xj + xi)
]
+
{
4(ν + 1)− κ
2
} N∑
i=1
log xi,
for S = R≥0.
(2.9)
In both cases of (2.9), the potentials are given by logarithmic functions, and the drift terms are
gradient forces of these potentials. (See Remark 1.14 in Section 1.6.1.) In this sense the (8/κ)-
Dyson model and the (8/κ, ν)-Bru–Wishart process are regarded as stochastic log-gases in R [32].
Since the logarithmic potential describes the two-dimensional Coulomb law in electrostatics, the
present processes are also considered as stochastic models of two-dimensional charged-particles
(2D-Coulomb gas) confined on a line R or to a half-line R≥0.
2.3 Determinantal martingales and determinantal stochastic processes (DSPs)
We consider the same setting as in Section 1. Let S be a base space, which is locally compact
Hausdorff space with countable base, and λ be a Radon measure on S. The configuration space
over S is given by the set of nonnegative-integer-valued Radon measures;
Conf(S) =
ξ =∑
j
δxj : xj ∈ S, ξ(Λ) <∞ for all bounded set Λ ⊂ S
 .
Conf(S) is equipped with the topological Borel σ-fields with respect to the vague topology.
We consider interacting particle systems as Conf(S)-valued continuous-time processes and write
them as
Ξ(t) =
N∑
j=1
δXj(t), t ≥ 0, (2.10)
where X(t) = (X1(t), . . . ,XN (t)), t ≥ 0 are defined by a solution of a given SDEs. We call x ∈ SN
a labeled configuration and ξ ∈ Conf(S) an unlabeled configuration. The probability law of (Ξ(t))t≥0
starting from a fixed configuration ξ ∈ Conf(S) is denoted by Pξ and the process specified by the
initial configuration is expressed by ((Ξ(t))t≥0,Pξ). The expectations with respect to Pξ is denoted
by Eξ. We introduce a filtration (FΞ(t))t≥0 generated by (Ξ(t))t≥0 satisfying the usual conditions
(see, for instance, p.45 in [81]). We set
Conf0(S) = {ξ ∈ Conf(S) : ξ({x}) ≤ 1 for any x ∈ S},
which gives a collection of configurations of simple point processes (i.e., without multiple points).
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Let 0 ≤ T < ∞. We consider the expectation of an FΞ(T )-measurable bounded function F ,
Eξ[F (Ξ(·))]. It is sufficient to consider the case that F is given as
F (Ξ(·)) =
M∏
m=1
gm(X(tm)) (2.11)
for an arbitrary M ∈ N, 0 ≤ t1 < · · · < tM ≤ T < ∞ with bounded measurable functions gm
on SN , 1 ≤ m ≤ M . Since the particles are unlabeled in the process ((Ξ(t))t≥0,Pξ), gm’s are
symmetric functions.
We consider a continuous-time Markov process (Y (t))t≥0 on S which is a connected open set in
R. It is a diffusion process in S or a process showing a position on the circumference S = [0, 2πr)
of a diffusion process moving around on the circle with a radius r > 0; S1(r) := {x ∈ [0, 2πr) :
x+2πr = x}. The probability space is denoted by (Ω,F ,Pv) with expectation Ev, when the initial
state is fixed to be v ∈ S. When v is the origin, the subscript is omitted. We introduce a filtration
{F(t) : t ≥ 0} generated by Y so that it satisfies the usual conditions (see, for instance, p.45 in
[81]). We assume that the process has a transition density, p(t, y|x), t ∈ [0,∞), x, y ∈ S such that
for any measurable bounded function f(t, x), (t, x) ∈ [0,∞) × S,
E[f(t, Y (t))|F(s)] =
∫
S
dy f(t, y)p(t− s, y|Y (s)) a.s., 0 ≤ s ≤ t <∞. (2.12)
Recall that WN (S), N ∈ N denotes the Weyl chamber in S;
WN (S) = {x = (x1, . . . , xN ) ∈ SN : x1 < x2 < · · · < xN}.
Given u = (u1, . . . , uN ) ∈ WN (S), we have a measure ξ(·) =
∑N
j=1 δuj(·) ∈ Conf0(S). Depending
on ξ, we assume that there is a one-parameter family of continuous functions
Mvξ(·, ·) : [0,∞) × S → R
with parameter v ∈ S, such that the processes Mξ(t, Y (t)) = {Mvξ(t, Y (t)) : v ∈ {u1, . . . , uN}},
t ≥ 0 satisfy the following conditions.
(M1) (Mukξ (t, Y (t)))t≥0, 1 ≤ k ≤ N are continuous martingales;
E[Mukξ (t, Y (t))|F(s)] =Mukξ (s, Y (s)) a.s. for all 0 ≤ s ≤ t <∞.
(M2) For any time t ≥ 0, Mukξ (t, x), 1 ≤ k ≤ N are linearly independent functions of x.
(M3) For 1 ≤ j, k ≤ N ,
lim
t→0
Euj [Mukξ (t, Y (t))] = δjk.
We call {Mvξ (t, x) : v ∈ {u1, . . . , uN}} martingale functions.
Let (Yj(t))t≥0, 1 ≤ j ≤ N be a collection of N independent copies of (Y (t))t≥0. We consider
the N -component vector-valued Markov process Y (t) = (Y1(t), . . . , YN (t)), t ≥ 0, for which the
initial values are fixed to be Yj(0) = uj ∈ S, 1 ≤ j ≤ N , provided u = (u1, . . . , uN ) ∈ WN (S). We
consider a determinant of the martingales
Dξ(t,Y (t)) = det
1≤j,k≤N
[
Mukξ (t, Yj(t))
]
, t ≥ 0. (2.13)
The condition (M2) is necessary so that it is not zero constantly. This determinant is a continuous
martingale and we call it a determinantal martingale.
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Definition 2.3 Given ξ ∈ Conf0(S), consider a process ((Ξ(t))t≥0,Pξ). If there exists a pair
(Y,Mξ) defining Dξ by (2.13) such that for any FΞ(t)-measurable bounded function F , 0 ≤ t ≤
T <∞, the equality
Eξ[F (Ξ(·))] = Eu
F
 N∑
j=1
δYj(·)
Dξ(T,Y (T ))

holds, then we say ((Ξ(t))t∈≥0,Pξ) has a determinantal-martingale representation (DMR) associ-
ated with (Y,Mξ).
Consider an arbitrary but fixed M ∈ N. Assume that we have a sequence of times t =
(t1, . . . , tM ) with 0 ≤ t1 < · · · < tM <∞, and a sequence of functions f = (ft1 , . . . , ftM ) ∈ Cc(S)M .
Then the multitime Laplace transform of probability measure Pξ is defined by
Ψtξ[f ] := Eξ
[
exp
{
M∑
m=1
∫
S
ftm(x)Ξ(tm, dx)
}]
. (2.14)
We assume that it is expanded with respect to {1− eftm (·) : 1 ≤ m ≤M} as
Ψtξ[f ] = 1 +
M∏
m=1
∑
1≤nm≤N
(−1)nm
nm!
∫
Snm
λ⊗nmtm (dx
(m)
nm )
nm∏
ℓ=1
(1− eftm(x(m)ℓ ))
× ρξ
(
t1,x
(1)
n1 ; . . . ; tM ,x
(M)
nM
)
, (2.15)
where (λt)t≥0 is a time-dependent measure on S, x
(m)
nm denotes (x
(m)
1 , . . . , x
(m)
nm ), 1 ≤ m ≤ M ,
1 ≤ nm ≤ N , and dx(m)nm =
∏nm
j=1 dx
(m)
j , 1 ≤ m ≤ M . This expansion formula of Ψtξ[f ] defines the
spatio-temporal correlation functions ρξ for the process ((Ξ(t))t≥0,Pξ).
Definition 2.4 A process ((Ξ(t))t≥0,Pξ) is said to be a determinantal stochastic process (DSP)
with spatio-temporal correlation kernel Kξ : ([0,∞)×S)2 → R, if any multitime Laplace transform
of Pξ (2.14) can be expanded in the form (2.15) with a time-dependent measure (λt)t≥0 on S and
all spatio-temporal correlation functions are given by determinants as
ρξ
(
t1,x
(1)
n1 ; . . . ; tM ,x
(M)
nM
)
= det
1≤j≤nm,1≤k≤nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
j ; tn, x
(n)
k )
]
, (2.16)
0 ≤ t1 < · · · < tM < ∞, 1 ≤ nm ≤ N , x(m)nm ∈ Snm, 1 ≤ m ≤ M ∈ N. The DSP is denoted by
((Ξ(t))t≥0,Kξ, (λt)t≥0).
By Definition 2.4, the multitime Laplace transform of Pξ (2.14) is written as follows. We regard
this as a definition of the multitime Fredholm determinant of an integral kernel Kξ specified by Kξ,
1 +
M∏
m=1
∑
1≤nm≤N
(−1)nm
nm!
∫
Snm
λ⊗nmtm (dx
(m)
nm )
nm∏
ℓ=1
(1− eftm (x(m)ℓ ))
× det
1≤j≤nm,1≤k≤nn,
1≤m,n≤M
[
Kξ(tm, x
(m)
j ; tn, x
(n)
k )
]
=: Det⊗M
m=1 L
2(S,λtm )
[
I − (1− ef·)Kξ
]
. (2.17)
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The main theorem in this section is the following.
Theorem 2.5 If ((Ξ(t))t≥0,Pξ) has DMR associated with (Y,Mξ), then it is a DSP ((Ξ(t))t≥0,Kξ, dx)
with the spatio-temporal correlation kernel
Kξ(s, x; t, y) =
∫
S
ξ(dv)p(s, x|v)Mvξ (t, y)− 1(s > t)p(s− t, x|y), (2.18)
(s, x), (t, y) ∈ [0,∞) × S, where p is the transition density of the process Y .
This type of correlation kernel (2.18) was first obtained by Eynard and Mehta for a multi-
matrix model [31] and by Nagao and Forrester [78] for the noncolliding Brownian motion started
at a special initial distribution p
(N)
Hermite given by (1.29) (the GUE eigenvalue distribution), and
has been extensively studied [33, 101, 73, 16, 32, 58, 61]. Note that, while all correlation kernels
obtained discussed in Section 1 are symmetric, the present spatio-temporal correlation kernel is
asymmetric with respect to the exchange of two points (s, x) and (t, y) on the spatio-temporal
plane [0,∞)× S and shows causality in the system.
In the following, first we states a lemma and a proposition, and then prove Theorem 2.5 using
them. For n ∈ N, an index set {1, 2, . . . , n} is denoted by In. Fixing N ∈ N with N ′ ∈ IN , we write
J ⊂ IN , ♯J = N ′ ⇐⇒ J = {j1, . . . , jN ′}, 1 ≤ j1 < · · · < jN ′ ≤ N.
For x = (x1, . . . , xN ) ∈ RN , put xJ := (xj1 , . . . , xjN′ ). In particular, we write xN ′ := xIN′ , 1 ≤
N ′ ≤ N . (By definition xN = x.) A collection of all permutations of elements in J is denoted by
S(J). In particular, we write SN ′ := S(IN ′), 1 ≤ N ′ ≤ N .
The following lemma shows the reducibility of the determinantal martingale in the sense that, if
we observe a symmetric function depending on N ′ variables, N ′ ≤ N , then the size of determinantal
martingale can be reduced from N to N ′.
Lemma 2.6 Let u = (u1, . . . , uN ) ∈ WN (S) and ξ =
∑N
j=1 δuj ∈ Conf0(S). Assume that there
exists a pair (Y,Mξ) satisfying conditions (M1)–(M3) and Dξ is defined by (2.13). Let 1 ≤ N ′ ≤ N .
For 0 < t ≤ T <∞ and an FΞ(t)-measurable symmetric function FN ′ on RN ′,∑
J⊂IN ,♯J=N ′
Ex [FN ′(YJ(t))Dξ(T,Y (T ))]
=
∫
WA
N′
ξ⊗N
′
(dv)Ev [FN ′(YN ′(t))Dξ(T,YN ′(T ))] . (2.19)
Proof By the definition (2.13), LHS of (2.19) is equal to∑
J⊂IN ,♯J=N ′
Eu
[
FN ′(YJ(t)) det
i,j∈IN
[Mxjξ (T, Yi(T ))]
]
=
∑
J⊂IN ,♯J=N ′
Eu
FN ′(YJ(t)) ∑
σ∈SN
sgn(σ)
N∏
i=1
Muσ(i)ξ (T, Yi(T ))

=
∑
J⊂IN ,♯J=N ′
∑
σ∈SN
sgn(σ)
× Eu
FN ′(YJ(t))∏
i∈J
Muσ(i)ξ (T, Yi(T ))
∏
j∈IN\J
Muσ(j)ξ (T, Yj(T ))

37
Since (Yi(t))t≥0, 1 ≤ i ≤ N are independent, it is equal to
∑
J⊂IN ,♯J=N ′
∑
σ∈SN
sgn(σ)Eu
FN ′(YJ(t))∏
i∈J
Muσ(i)ξ (T, Yi(T ))

×
∏
j∈IN\J
Eu
[
Muσ(j)ξ (T, Yj(T ))
]
. (2.20)
By the condition (M1) of Mξ,∏
j∈IN\J
Eu
[
Muσ(j)ξ (T, Yj(T ))
]
=
∏
j∈IN\J
Eu
[
Muσ(j)ξ (t, Yj(t))
]
, ∀t ∈ [0, T ],
and by the condition (M3) of Mξ, this is equal to
∏
j∈IN\J δjσ(j). Then (2.20) becomes
∑
J⊂IN ,♯J=N ′
∑
σ∈S(J)
sgn(σ)Eu
FN ′(YJ(t))∏
i∈J
Muσ(i)ξ (T, Yi(T ))

=
∑
J⊂IN ,♯J=N ′
Eu
[
FN ′(YJ(t)) det
i,j∈J
[Mujξ (T, Yi(T ))]
]
=
∫
WA
N′
ξ⊗N
′
(dv)Ev
[
FN ′(YN ′(t)) det
i,j∈IN′
[Mvjξ (T, Yi(T ))]
]
,
where equivalence in probability law of (Yi(t))t≥0, 1 ≤ i ≤ N is used. This is RHS of (2.19) and
the proof is completed.
Proposition 2.7 Let u = (u1, . . . , uN ) ∈ WN (S) and ξ =
∑N
j=1 δuj ∈ Conf0(S). Assume that
there exists a pair (Y,Mξ) satisfying conditions (M1)–(M3) and Dξ is defined by (2.13). Then for
any M ∈ N, 0 ≤ t1 < · · · < tM ≤ T <∞, ftm ∈ Cc(S), 1 ≤ m ≤M , the equality
Eu
 M∏
m=1
N∏
j=1
{
1− (1− eftm (Yj(tm)))
}
Dξ(T,Y (T ))
 = Det⊗M
m=1 L
2(S,λtm)
[
I − (1− ef·)Kξ
]
(2.21)
holds, where RHS is the multitime Fredholm determinant of Kξ specified by the spatio-temporal
correlation kernel (2.18).
Let χt(·) := 1−eft(·), t ≥ 0. LHS of (2.21) is an expectation of a usual determinant multiplied by∏M
m=1
∏N
j=1(1 − χtm(Yj(tm))), while RHS is a multitime Fredholm determinant. First we expand
LHS with respect to {χtm(Yj(tm)) : 1 ≤ m ≤ M, 1 ≤ j ≤ N} and apply Lemma 2.6. The
expectation of each term in LHS will be calculated by performing integrals using the transition
density p of the process Y as an integral kernel, while p is involved in the integral representation
(2.18) of the spatio-temporal correlation kernel Kξ for the multitime Fredholm determinant in
RHS. Therefore, simply to say, this equality is just obtained by applying Fubini’s theorem. Since
the quantities in (2.21) are multivariate and multitime joint distribution is considered, however, we
also need combinatorics arguments to prove Proposition 2.7. The proof was given in [61, 47]. Here
we omit the proof of this lemma.
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Proof of Theorem 2.5 By (2.10), the multitime Laplace transform of Pξ (2.14) is written in the
form
Ψtξ[f ] = Eξ
 N∏
m=1
N∏
j=1
{
1− (1− eftm (Xj(tm)))
} .
By assumption of the theorem, it has DMR associated with (Y,Mξ),
Ψtξ[f ] = E
u
 N∏
m=1
N∏
j=1
{
1− (1− eftm (Yj(tm)))
}
Dξ(T,Y (T ))
 .
Then Proposition 2.7 gives a multitime Fredholm determinant expression to this as
Ψtξ[f ] = Det⊗M
m=1 L
2(S,λtm )
[
I − (1− ef·)Kξ
]
with (2.18). By Definition 2.4, the proof is completed.
2.4 Three applications
In order to show applications of Theorem 2.5, we consider the following three kinds of interacting
particle systems, ((Ξ(t))t≥0,Pξ), ξ =
∑N
j=1 δuj ∈ Conf0(S) with Ξ(t, ·) =
∑N
j=1 δXj(t)(·), t ≥ 0. For
each system of SDEs, (Bj(t))t≥0, 1 ≤ j ≤ N denote a set of independent one-dimensional standard
Brownian motions (BMs) started at 0. (From now on, BM means a one-dimensional standard
Brownian motion unless specially mentioned.)
Process 1 : Noncolliding Brownian motions (the Dyson model with β = 2);
S = R,
Xj(t) = uj +Bj(t) +
∑
1≤k≤N,
k 6=j
∫ t
0
ds
Xj(s)−Xk(s) , 1 ≤ j ≤ N, t ≥ 0. (2.22)
Process 2 : Noncolliding squared Bessel processes (BESQ(ν)) with ν ∈ (−1,∞) (the Bru–Wishart
process with β = 2);
S = R≥0 := {x ∈ R : x ≥ 0},
Xj(t) = uj +
∫ t
0
2
√
Xj(s)dBj(s) + 2(ν + 1)t
+
∑
1≤k≤N,
k 6=j
∫ t
0
4Xj(s)ds
Xj(s)−Xk(s) , 1 ≤ j ≤ N, t ≥ 0, (2.23)
where if −1 < ν < 0 the reflection boundary condition is assumed at the origin.
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Process 3 : Noncolliding BM on a circle with a radius r > 0; (a trigonometric extension of the
Dyson motion model with β = 2);
We solve the SDEs
Xˇj(t) = uj +Bj(t) +
1
2r
∑
1≤k≤N,
k 6=j
∫ t
0
cot
(
Xˇj(s)− Xˇk(s)
2r
)
ds, 1 ≤ j ≤ N, t ≥ 0, (2.24)
on R and then define the process on S = [0, 2πr) by
Xj(t) = Xˇj(t) mod 2πr, 1 ≤ j ≤ N, t ≥ 0. (2.25)
Note that cot(x/2r) is a periodic function of x with period 2πr. By the definition (2.25),
measurable functions for Process 3 should be periodic with period 2πr in the following sense.
For 0 ≤ t < ∞, if an FΞ(t)-measurable function F is given in the form (2.11), then for any
n ∈ Z,
gm((xj + 2πrn)
N
j=1) = gm(x), 1 ≤ m ≤M.
The system (2.24) with the identification (2.25) can be regarded as a dynamical extension of the
circular unitary ensemble (CUE) of random matrix theory (see Section 11.8 in [73] and Chapter
11 in [32]) [43, 24]. The dynamics was studied in [79] and papers cited therein. Process 3 is
a trigonometric extension of Process 1 and in the limit r → ∞ Process 3 should be reduced to
Process 1. Since functions used to represent Process 3 in the present manuscript are all analytic
with respect to r, the hyperbolic extension will be similarly discussed [24].
Corresponding to the three interacting N -particle systems, we consider the following three kinds
of one-dimensional processes. The first one is BM on S = R, whose transition density started at
x ∈ R is given by
p(t, y|x) = pBM(t, y|x) =

e−(y−x)2/(2t)√
2πt
, t > 0, y ∈ R
δx({y}), t = 0, y ∈ R.
(2.26)
The second one is BESQ(ν) with ν >∈ (−1,∞) on S = R≥0, which is given by the solution of the
SDE,
Y (t) = u+
∫ t
0
2
√
Y (s)dB(s) + 2(ν + 1)t, t ≥ 0, u > 0,
where B is BM, and if −1 < ν < 0 a reflecting wall is put at the origin. The transition density is
given by
p(t, y|x) = p(ν)(t, y|x)
=

(y
x
)ν/2 e−(x+y)/(2t)
2t
Iν
(√
xy
t
)
, t > 0, x > 0, y ∈ R≥0,
yνe−y/(2t)
(2t)ν+1Γ(ν + 1)
, t > 0, x = 0, y ∈ R≥0,
δx({y}), t = 0, x, y ∈ R≥0,
(2.27)
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where Iν(x) is the modified Bessel function of the first kind [80]
Iν(x) =
∞∑
n=0
(x/2)2n+ν
n!Γ(n+ 1 + ν)
, x ∈ R≥0.
The third one is a Markov process on S = [0, 2πr), r > 0, whose the transition density is given by
p(t, y|x) = pr(t, y|x;N) =

∑
ℓ∈Z
pBM(t, y + 2πrℓ|x), if N is odd,∑
ℓ∈Z
(−1)ℓpBM(t, y + 2πrℓ|x), if N is even,
(2.28)
x, y ∈ [0, 2πr), t ≥ 0, where N is the number of particles of Process 3. If we introduce the notation
σN (m) =
{
m, when N is odd,
m− 1/2, when N is even, (2.29)
for m ∈ Z, then (2.28) is written as
pr(t, y|x;N) = 1
2πr
∑
ℓ∈Z
e−σN (ℓ)
2t/2r2+
√−1σN (ℓ)(y−x)/r . (2.30)
It should be noted that this expression is found in Nagao and Forrester [79]. This process shows
a position on the circumference S = [0, 2πr) of a Brownian motion moving around on the circle
S1(r) (with alternating signed densities if N is even). In the following, we call this one-dimensional
Markov process Y (t) ∈ [0, 2πr), t ≥ 0 simply ‘BM on [0, 2πr)’.
We introduce integral transformations of function f = f(W ),
I[f(W )|(t, x)] =

∫
R
dw f(
√−1w)q(t, w|x), for Processes 1 and 3,∫
R≥0
dw f(−w)q(ν)(t, w|x), for Process 2,
(2.31)
with
q(t, w|x)e
−(ix+w)2/2t
√
2πt
, (2.32)
q(ν)(t, w|x) =
(w
x
)ν/2 e(x−w)/2t
2t
Jν
(√
xw
t
)
, ν >∈ (−1,∞), (2.33)
where Jν is the Bessel function defined by (1.36).
Note that W in LHS of (2.31) is a dummy variable, but it will be useful in order to specify a
function f . For example, we can verify the following [47];
mn(t, x) := I[W n|(t, x)] =
(
t
2
)n/2
Hn
(
x√
2t
)
, t ≥ 0, n ∈ N0, for Process 1, (2.34)
where {Hn}n∈N0 are the Hermite polynomials (1.25), and for ν ∈ (−1,∞),
m(ν)n (t, x) := I[W n|(t, x)] = (−1)nn!(2t)nL(ν)n
( x
2t
)
, t ≥ 0, n ∈ N0, for Process 2, (2.35)
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where {L(ν)n }n∈N0 are the Laguerre polynomials (1.26).
We introduce sets of entire functions of z ∈ C [70], 1 ≤ k ≤ N , for u ∈ WN (S), ξ =
∑N
j=1 δuj ,
v ∈ S, r > 0,
Φvξ(z) =

∏
1≤ℓ≤N,
uℓ 6=v
z − uℓ
v − uℓ , for Processes 1 and 2,∏
1≤ℓ≤N,
uℓ 6=v
sin((z − uℓ)/2r)
sin((v − uℓ)/2r) , for Process 3.
(2.36)
For v ∈ S, set
Mvξ(t, x) = I[Φvξ(W )|(t, x)], (t, x) ∈ [0,∞)× S. (2.37)
Then the following is proved [47].
Proposition 2.8 For Processes 1, 2, and 3, if ξ =
∑N
j=1 δuj ∈ Conf0(S), then Mξ = {Mvξ (·, ·) :
v ∈ {u1, . . . , uN}} satisfies the conditions (M1)–(M3).
We can prove the following [47].
Theorem 2.9 For any ξ ∈ Conf0(S), the three processes have DMRs associated with (Y,Mξ) such
that
Y is given by

BM on R, for Process 1,
BESQ(ν) on R≥0, for Process 2,
BM on [0, 2πr), for Process 3,
and Mξ = {Mvξ(·, ·)}, v ∈ S is given by (2.37). Then they are all DSPs with the spatio-temporal
correlation kernels
Kξ(s, x; t, y) =
∫
S
ξ(dv)p(s, x|v)Mvξ (t, y)− 1(s > t)p(s− t, x|y), (s, x), (t, y) ∈ [0,∞)× S,
with
Mvξ(t, x) = I[Φvξ(W )|(t, x)], (t, x) ∈ [0,∞)× S,
where p is the transition density of the process Y .
2.5 Martingales for configurations with multiple points
For general ξ ∈ Conf(S) with ξ(S) = N < ∞, define supp ξ = {x ∈ S : ξ(x) > 0} and let
ξ∗(·) =
∑
v∈supp ξ δv(·). For s ∈ [0,∞), v, x ∈ S, z, ζ ∈ C, let
φvξ((s, x); z, ζ) =

p(s, x|ζ)
p(s, x|v)
1
z − ζ
N∏
ℓ=1
z − uℓ
ζ − uℓ , for Processes 1 and 2,
p(s, x|ζ)
p(s, x|v)
1
z − ζ
N∏
ℓ=1
sin((z − uℓ)/2r)
sin((ζ − uℓ)/2r), for Process 3,
(2.38)
and
Φvξ((s, x); z) =
1
2π
√−1
∮
C(δv)
dζ φvξ((s, x); z, ζ)
= Res
[
φvξ((s, x); z, ζ); ζ = v
]
, (2.39)
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where C(δv) is a closed contour on the complex plane C encircling a point v on S once in the
positive direction. Define
Muξ ((s, x)|(t, y)) = I
[
Φuξ ((s, x);W )
∣∣∣(t, y)] , (s, x), (t, y) ∈ [0,∞)× S. (2.40)
Then it is easy to see that (2.18) is rewritten as
Kξ(s, x; t, y) =
∫
S
ξ∗(dv)p(s, x|v)Mvξ ((s, x)|(t, y)) − 1(s > t)p(s− t, x|y), (2.41)
(s, x), (t, y) ∈ [0,∞) × S.
We note that, even though the systems of SDEs (2.22)-(2.24) cannot be solved for any initial
configuration with multiple points, ξ ∈ Conf(S)\Conf0(S), the kernel (2.41) with (2.40) is bounded
and integrable also for ξ ∈ Conf(S)\Conf0(S). Therefore, spatio-temporal correlations are given by
(2.16) for any 0 ≤ t1 < · · · < tM <∞,M ∈ N and finite-dimensional distributions are determined.
Proposition 2.10 Also for ξ ∈ Conf\Conf0, the DSPs with the spatio-temporal correlation kernels
(2.41) are well-defined. They provide the entrance laws for the processes ((Ξ(t))t≥0,Pξ).
In order to give examples of Proposition 2.10, here we study the extreme case such that all N
points are concentrated on an origin,
ξ = Nδ0 ⇐⇒ ξ∗ = δ0 with ξ({0}) = N. (2.42)
We consider Processes 1 and 2. For (2.42), (2.38) and (2.39) become
φ0Nδ0((s, x); z, ζ) =
p(s, x|ζ)
p(s, x|0)
1
z − ζ
(
z
ζ
)N
=
p(s, x|ζ)
p(s, x|0)
∞∑
ℓ=0
zN−ℓ−1
ζN−ℓ
,
and
Φ0Nδ0((s, x); z) =
1
p(s, x|0)
∞∑
ℓ=0
zN−ℓ−1
1
2π
√−1
∮
C(δ0)
dζ
p(s, x|ζ)
ζN−ℓ
=
1
p(s, x|0)
N−1∑
ℓ=0
zN−ℓ−1
1
2π
√−1
∮
C(δ0)
dζ
p(s, x|ζ)
ζN−ℓ
, (2.43)
since the integrands are holomorphic when ℓ ≥ N , where we assume ν ∈ (−1,∞) and C(δ0) is
interpreted as limε↓0C(δε) for BESQ(ν).
For BM with the transition density (2.26), (2.43) gives
Φ0Nδ0((s, x); z) =
N−1∑
ℓ=0
zN−ℓ−1
1
2π
√−1
∮
C(δ0)
dζ
exζ/s−ζ2/2s
ζN−ℓ
=
N−1∑
ℓ=0
(
z√
2s
)N−ℓ−1 1
2π
√−1
∮
C(δ0)
dη
e2(x/
√
2s)η−η2
ηN−ℓ
=
N−1∑
ℓ=0
(
z√
2s
)N−ℓ−1 1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
,
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where we have used the contour integral representation of the Hermite polynomials [98]
Hn(x) =
n!
2π
√−1
∮
C(δ0)
dη
e2xη−η2
ηn+1
, n ∈ N0, x ∈ R.
Thus by (2.34) its integral transformation is calculated as
I [Φ0Nδ0((s, x);W )∣∣ (t, y)]
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
1
(2s)(N−ℓ−1)/2
I[WN−ℓ−1|(t, y)]
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!HN−ℓ−1
(
x√
2s
)
1
(2s)(N−ℓ−1)/2
mN−ℓ−1(t, y)
=
N−1∑
ℓ=0
1
(N − ℓ− 1)!2N−ℓ−1
(
t
s
)(N−ℓ−1)/2
HN−ℓ−1
(
x√
2s
)
HN−ℓ−1
(
y√
2t
)
.
Then we obtain the following,
M0Nδ0((s, x)|(t, Y (t))) =
N−1∑
n=0
1
n!sn
mn(s, x)mn(t, Y (t))
=
N−1∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
Y (t)√
2t
)
, (2.44)
where
ϕn(x) =
1√
2nn!
Hn(x), n ∈ N, x ∈ R.
Similarly, for BESQ(ν), ν ∈ (−1,∞) with the transition density (2.27), we obtain
Φ0Nδ0((s, x); z) =
(2s)νΓ(ν + 1)
xν/2
N−1∑
ℓ=0
zN−ℓ−1
1
2π
√−1
∮
C(δ0)
dζ
e−ζ/2s
ζN−ℓ+ν/2
Iν
(√
xζ
s
)
= Γ(ν + 1)
N−1∑
ℓ=0
(
− z
2s
)N−ℓ−1 1
Γ(N − ℓ+ ν)L
(ν)
N−ℓ−1
( x
2s
)
,
where we have used the contour integral representation of the Laguerre polynomials
L(ν)n (x) =
Γ(n+ ν + 1)
xν/2
1
2π
√−1
∮
C(δ0)
dη
eη
ηn+1+ν/2
Jν(2
√
ηx).
By (2.35), we have
M0Nδ0((s, x)|(t, Y (t)) = I(ν)
[
Φ0Nδ0((s, x);W )
∣∣ (t, Y (t))]
= Γ(ν + 1)
N−1∑
n=0
1
n!Γ(n+ ν + 1)(2s)2n
m(ν)n (s, x)m
(ν)
n (t, Y (t))
=
N−1∑
n=0
(
t
s
)n
φ(ν)n
( x
2s
)
φ(ν)n
(
Y (t)
2t
)
, (2.45)
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where
φ(ν)n (x) =
√
n!Γ(ν + 1)
Γ(n+ ν + 1)
L(ν)n (x), n ∈ N0, x ∈ R≥0.
The processes (2.44) and (2.45) are continuous martingales. Then we see
E
[M0Nδ0((s, x)|(t,Y (t)))] = E [M0Nδ0((s, x)|(0,Y (0)))] = 1
for (s, x) ∈ [0, T ]× S, 0 ≤ t <∞.
By the formula (2.41), we obtain the spatio-temporal correlation kernels for Process 1 as
K1Nδ0(s, x; t, y) = pBM(s, x|0)M0Nδ0((s, x)|(t, y)) − 1(s > t)pBM(s− t, x|y)
=
e−x2/4s/s1/4
e−y2/4t/t1/4
K
(N)
Hermite(s, x; t, y)
(
1√
2s
e−(x/
√
2s)2
√
π
)1/2(
1√
2t
e−(y/
√
2t)2
√
π
)1/2
with
K
(N)
Hermite(s, x; t, y) =
N−1∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
− 1(s > t)
∞∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
,
and for Process 2
K2Nδ0(s, x; t, y) = p
(ν)(s, x|0)M0Nδ0((s, x)|(t, y)) − 1(s > t)p(ν)(s − t, x|y)
=
(x/2s)ν/2e−x/4s/s1/2
(y/2t)ν/2e−y/4t/t1/2
K
(ν,N)
Laguerre(s, x; t, y)
(
(x/2s)νe−x/2s
Γ(ν + 1)
1
2s
)1/2(
(y/2t)νe−y/2t
Γ(ν + 1)
1
2t
)1/2
,
with
K
(ν,N)
Laguerre(s, x; t, y) =
N−1∑
n=0
(
t
s
)n
φ(ν)n
( x
2s
)
φ(ν)n
( y
2t
)
− 1(s > t)
∞∑
n=0
(
t
s
)n
ϕ(ν)n
( x
2s
)
ϕ(ν)n
( y
2t
)
.
The above results are summarized as follows.
Proposition 2.11 (i) The process 1 (the noncolliding Brownian motions = Dyson model with
β = 2) on R starting from Nδ0 is the DSP, ((Ξ(t))t≥0,K
(N)
Hermite, (dλt(dx))t≥0), with the
spatio-temporal correlation kernel
K
(N)
Hermite(s, x; t, y) =

N−1∑
n=0
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
, if s < t,
N−1∑
n=0
ϕn
(
x√
2t
)
ϕn
(
y√
2t
)
, if s = t,
−
∞∑
n=N
(
t
s
)n/2
ϕn
(
x√
2s
)
ϕn
(
y√
2t
)
, if s > t,
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(s, x), (t, y) ∈ [0,∞) × R, where ϕ(x) = Hn(x)/
√
2nn!, n ∈ N0, and with the time-dependent
background measure
dλt(dx) =
√
2t ◦ λN(0,1/2)(dx) =
e−(x/
√
2t)2
√
π
dx√
2t
=
e−x2/(2t)√
2πt
dx = pBM(t, x|0)dx, (t, x) ∈ [0,∞) × R.
(ii) The process 2 (the noncolliding BESQ(ν) = Bru–Wishart process with β = 2), ν ∈ (−1,∞),
on R≥0 starting from Nδ0 is the DSP, ((Ξ̂(t))t≥0,K
(N)
Laguerre, (dλ̂t(dx))t≥0), with the spatio-
temporal correlation kernel
K
(N)
Laguerre(s, x; t, y) =

N−1∑
n=0
(
t
s
)n
φn
( x
2s
)
φn
( y
2t
)
, if s < t,
N−1∑
n=0
φn
( x
2t
)
φn
( y
2t
)
, if s = t,
−
∞∑
n=N
(
t
s
)n
φn
( x
2s
)
φn
( y
2t
)
, if s > t,
(s, x), (t, y) ∈ [0,∞) × R≥0, where φ(x) =
√
n!Γ(ν + 1)/Γ(n + ν + 1)L
(ν)
n , n ∈ N0, and with
the time-dependent background measure
dλ̂t(dx) = (2t) ◦ λΓ(ν+1,1)(dx) =
1
Γ(ν + 1)
( x
2t
)ν
e−x/(2t)
dx
2t
=
xνe−x/(2t)
(2t)ν+1Γ(ν + 1)
dx = p(ν)(t, x|0)dx, (t, x) ∈ [0,∞) × R≥0.
Note that, for each time t ∈ (0,∞),
K
(N)
Hermite(t, x; t, y) = K
(N)
Hermite
(
x√
2t
,
y√
2t
)
=
√
2t ◦K(N)Hermite, x, y ∈ R,
K
(N)
Laguerre(t, x; t, y) = K
(N)
Laguerre
( x
2t
,
y
2t
)
= (2t) ◦K(N)Laguerre, x, y ∈ R≥0.
The spatio-temporal correlation kernels K
(N)
Hermite and K
(N)
Laguerre are called the extended Hermite
and Laguerre kernels, respectively, in random matrix theory (see, for instance, [32]). Hence at each
time t ∈ (0,∞),
(Ξ(t),K
(N)
Hermite, λt(dx)) = (Ξ,
√
2t ◦K(N)Hermite,
√
2t ◦ λN(0,1/2)(dx)),
(Ξ̂(t),K
(N)
Laguerre, λ̂t(dx)) = (Ξ, (2t) ◦K(N)Laguerre, (2t) ◦ λΓ(ν+1,ν)(dx)),
where (Ξ,K
(N)
Hermite, λN(0,1/2)(dx)) and (Ξ,K
(N)
Laguerre, λΓ(ν+1,ν)(dx)) and the DPPs studied in Section
1.6.1.
Here we would like to emphasize the fact that these spatio-temporal kernels have been derived
here by not following the ‘bi(multiple)-orthogonal-function method’ [58], but by only using proper
martingales determined by the chosen initial configuration (2.42). The above kernels determine the
finite-dimensional distributions and specify the entrance laws for the systems of SDEs (2.22) and
(2.23) from the state Nδ0 [54].
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2.6 Relaxation phenomenon in Process 3
As an application of Theorem 2.9, here we study a typical non-equilibrium dynamics of Process 3,
that is, a relaxation phenomenon to the equilibrium. For Processes 1 and 2, see [57, 58, 59].
For Process 3 we consider the following special initial configuration
η(·) =
N∑
j=1
δwj (·) with wj =
2πr
N
(j − 1), 1 ≤ j ≤ N. (2.46)
It is an unlabeled configuration with equidistant spacing on [0, 2πr). In this case the entire function
for Process 3 given by (2.36) becomes
Φwkη (z) =
∏
1≤ℓ≤N,
ℓ 6=k
sin(z/2r − (ℓ− 1)π/N)
sin((k − ℓ)π/N)
=
N−1∏
n=1
sin[{z/2r − (k − 2)π/N} + (n − 1)π/N ]
sin(nπ/N)
.
We use the product formulas
N−1∏
n=1
sin
(nπ
N
)
=
N
2N−1
,
N∏
n=1
sin
[
x+
(n − 1)π
N
]
=
sin(Nx)
2N−1
,
and obtain
Φwkη (z) =
1
N
sin[N{z − 2πr(k − 1)/N}/2r]
sin[{z − 2πr(k − 1)/N}/2r] .
It is easy to confirm the equality
sin(Nx)
sinx
=
∑
m∈Z,
|σN (m)|≤(N−1)/2
e2
√−1σN (m)x, N ∈ N,
where σN is defined by (2.29). Then, the martingale function is given by
Mwkη (t, y) =
∫
R
dy˜
1
N
∑
m∈Z,
|σN (m)|≤(N−1)/2
e2
√−1σN (m){y+
√−1y˜−2πr(k−1)/N}/2rpBM(t, y˜|0)
=
1
N
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)
2t/2r2−√−1σN (m)y/r+2
√−1(k−1)σN (m)π/N ,
where pBM is given by (2.26).
Now the spatio-temporal correlation kernel with respect to the Lebesgue measure dx on [0, 2πr)
is obtained by the formula (2.18),
K˜η(s, x; t, y) = Gη(s, x; t, y) − 1(s > t)pr(s− t, x|y;N)
47
with
Gη(s, x; t, y) =
N∑
k=1
pr(s, x|wk;N)Mwkη (t, y)
=
1
N
1
2πr
N∑
k=1
∑
ℓ∈Z
∑
m∈Z,
|σN (m)|≤(N−1)/2
hk,ℓ,m(s, x; t, y),
where we use the expression (2.30) for pr and obtain
hk,ℓ,m(s, x; t, y)
= e{σN (m)
2t−σN (ℓ)2s}/2r2+
√−1{σN (ℓ)x−σN (m)y}/r+2
√−1(k−1){σN (m)−σN (ℓ)}π/N . (2.47)
By the equality
N∑
k=1
e2
√−1(k−1){σN (m)−σN (ℓ)}π/N = N
∑
k∈Z
1(ℓ = m+ kN),
we obtain the following decomposition,
Gη(s, x; t, y) =
∑
k∈Z
G(k)η (s, x; t, y)
with
G(k)η (s, x; t, y) =
1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
e−{σN (m+kN)
2−σN (m)2}s/2r2
× eσN (m)2(t−s)/2r2−
√−1{σN (m)y−σN (m+kN)x}/r.
Since σN (m + kN)
2 > σN (m)
2 if m ∈ Z, |σN (m)| ≤ (N − 1)/2 and k 6= 0, we see that for
(s, x), (t, y) ∈ [0,∞) × [0, 2πr)
lim
T→∞
G(k)η (s+ T, x; t+ T, y) =
{ Geq(t− s, y − x), if k = 0,
0, otherwise,
where
Geq(t, x) = 1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)
2t/2r2−√−1σN (m)x/r.
In particular, when s = t we have
Geq(0, x) = 1
2πr
∑
m∈Z,
|σN (m)|≤(N−1)/2
e−
√−1σN (m)x/r =
1
2πr
sin(Nx/2r)
sin(x/2r)
.
The results are summarized as follows. Define
en(t, x) := e
n2t−√−1nx.
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Proposition 2.12 Let ((Ξ(t))t≥0,Pη) be the Process 3 started at the configuration (2.46). It is a
DSP, ((Ξ(t))t≥0,Kη, λ[0,2πr)(dx)), with the spatio-temporal kernel
Kη(s, x; t, y) =
1
N
N∑
k=1
∑
ℓ∈Z
∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)(t/2r
2, y/r − 2π(k − 1)/N)
eσN (ℓ)(s/2r
2, x/r − 2π(k − 1)/N)
− 1(s > t)
∑
ℓ∈Z
eσN (ℓ)(t/2r
2, y/r)
eσN (ℓ)(s/2r
2, x/r)
,
and with the uniform measure on the circle [0, 2πr), λ[0,2πr)(dx) = dx/(2πr) = r ◦λAN−1(dx). This
DSP shows a relaxation phenomenon to an equilibrium DSP, ((Ξ(t))t≥0,Kreq, λ[0,2πr)(dx)), where
Kreq(s, x; t, y) =

∑
m∈Z,
|σN (m)|≤(N−1)/2
eσN (m)(t/2r
2, y/r)
eσN (m)(s/2r
2, x/r)
, if s < t,
sin[N(y − x)/2r]
sin[(y − x)/2r] , if s = t,
−
∑
m∈Z,
|σN (m)|>(N−1)/2
eσN (m)(t/2r
2, y/r)
eσN (m)(s/2r
2, x/r)
, if s > t
for (s, x), (t, y) ∈ [0,∞) × [0, 2πr).
Note that
Kreq(t, x; t, y) = r ◦KAN−1(x, y), t ≥ 0, x, y ∈ [0, 2πr),
where (Ξ,KAN−1 , λ[0,2π)(dx)) was studied in Section 1.6.3. The above equilibrium DSP,
((Ξ(t))t≥0,Kreq, λ[0,2πr)(dx)), is reversible with respect to the DPP, (Ξ, r ◦KAN−1 , r ◦ λAN−1(dx)).
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3 Multiple Schramm–Loewner Evolutions (SLEs) and Gaussian
Free Fields (GFFs)
3.1 Imaginary surface and SLE
The present study has been motivated by the recent work by Sheffield on the quantum gravity
zipper and the AC geometry [91] and a series of papers by Miller and Sheffield on the imaginary
geometry [74, 75, 76, 77]. In both of them, a Gaussian free field (GFF) on a simply connected proper
subdomain D of the complex plane C (see, for instance, [90]) is coupled with a Schramm–Loewner
evolution (SLE) driven by a Brownian motion moving on the boundary ∂D [87, 69, 68].
Consider a simply connected domain D ( C and write C∞c (D) for the space of real smooth
functions on D with compact support. Assume h ∈ C∞c (D) and consider a smooth vector field
e
√−1(h/χ+θ) with parameters χ, θ ∈ R. Then a flow line along this vector field, η : (0,∞) ∋ t 7→
η(t) ∈ D starting from limt→0 η(t) =: η(0) = x ∈ ∂D is defined (if exists) as the solution of the
ordinary differential equation (ODE) [91, 74]
dη(t)
dt
= e
√−1{h(η(t))/χ+θ}, t ≥ 0, η(0) = x. (3.1)
Let D˜ ( C be another simply connected domain and consider a conformal map ϕ : D˜ → D. Then
we define the pull-back of the flow line η by ϕ as η˜(t) = (ϕ−1 ◦ η)(t). That is, ϕ(η˜(t)) = η(t),
and the derivatives with respect to t of the both sides of this equation gives ϕ′(η˜(t))dη˜(t)/dt =
dη(t)/dt with ϕ′(z) := dϕ(z)/dz. We use the polar coordinate ϕ′(·) = |ϕ′(·)|e
√−1argϕ′(·), where
arg ζ of ζ ∈ C is a priori defined up to additive multiples of 2π, and hence we have dη˜(t)/dt =
e
√−1{(h◦ϕ−χargϕ′)(η˜(t))/χ+θ}/|ϕ′(η˜(t))|, t ≥ 0. If we perform a time change t→ τ = τ(t) by putting
t =
∫ τ
0 ds/|ϕ′(η˜(s))| and η̂(t) := η˜(τ(t)), then the above equation becomes
dη̂(t)
dt
= e
√−1{(h◦ϕ−χargϕ′)(η̂(t))/χ+θ}, t ≥ 0.
Since a time change does not affect the geometry of a flow line, we can identify h on D and
h ◦ ϕ − χargϕ′ on D˜ = ϕ−1(D). In [91, 74, 75, 76, 77], such a flow line is considered also in the
case that h is given by an instance of a GFF defined as follows.
Definition 3.1 Let D ( C be a simply connected domain and H be the Dirichlet boundary GFF
following the probability law P (constructed in Section 3.3). A GFF on D is a random distribution
h of the form h = H + u, where u is a deterministic harmonic function on D.
Since a GFF is not function-valued, but it is a distribution-valued random field (see Remark 3.16
in Section 3.3), the ODE in the form (3.1) no longer makes sense mathematically in general. Using
the theory of SLE, however, the notion of flow lines has been generalized as follows.
Consider the collection
S :=
{
(D,h)
∣∣∣∣∣D(C: simply connectedh: GFF on D
}
.
Fixing a parameter χ ∈ R, we define the following equivalence relation in S.
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Definition 3.2 Two pairs (D,h) and (D˜, h˜) ∈ S are equivalent if there exists a conformal map
ϕ : D˜ → D and h˜ (law)= h ◦ ϕ− χargϕ′ in P. In this case, we write (D,h) ∼ (D˜, h˜).
We call each orbit belonging to S/ ∼ an imaginary surface [74] (or an AC surface [91]). That
is, in this equivalence class, a conformal map ϕ causes not only a coordinate change of a GFF as
h 7→ h ◦ ϕ associated with changing the domain of definition of the field as D 7→ ϕ−1(D), but also
an addition of a deterministic harmonic function −χargϕ′ to the field. Notice that this definition
includes one parameter χ ∈ R. Then the collection of its flow lines is named as the imaginary
geometry [74] (or the AC geometry [91]).
Consider the case in which D is given by the upper half-plane H := {z ∈ C : Im z > 0} with
∂H = R ∪ {∞}. Let (B(t))t≥0 be a one-dimensional standard Brownian motion starting from the
origin following the probability law P. We consider a chordal SLEκ driven by (
√
κB(t))t≥0 on S := R
with κ ∈ (0, 4] [87, 69, 68]. We obtain a simple curve (called the chordal SLEκ curve) parameterized
by time η : (0,∞) ∋ t 7→ η(t) ∈ H, such that limt→0 η(t) =: η(0) = 0, limt→∞ η(t) =∞, and at each
time t > 0, the chordal SLE gives a conformal map from Hηt to H, where η(0, t] := {η(s) : s ∈ (0, t]}
and Hηt := H \ η(0, t], t > 0 with Hη0 := H. In this manuscript, we will write the chordal SLEκ
as (gHηt )t≥0. Let H(·) be an instance of the GFF on H with the Dirichlet boundary condition on
R following the probability law P, which is independent of (
√
κB(t))t≥0 and hence of (gHηt )t≥0.
Instead of H(·) itself, we consider the following GFF on H by adding a deterministic harmonic
function,
h(·) := H(·)− 2√
κ
arg (·). (3.2)
Given κ ∈ (0, 4] for the SLEκ, fix the parameter χ as χ = 2/
√
κ−√κ/2. Note that the well-known
relation between κ and the central charge c of conformal field theory (see, for instance, Eq.(6) in
[10]) is simply expressed using the present parameter χ as c = 1−6χ2. Let fHηt := gHηt −
√
κB(t) =
σ−√κB(t) ◦ gHηt , where σs denotes a shift by s ∈ R; σs(z) = z − s, z ∈ H. Then we can prove that
[89, 91, 74]
〈h, f〉 (law)=
〈
h ◦ fHηt − χarg f
′
H
η
t
, f
〉
in P⊗ P, (3.3)
∀f ∈ C∞c (H), at each t ≥ 0, where the pairing 〈·, ·〉 is defined by (3.22) below. See also [46].
We think that this equivalence in probability law (3.3) realizes the equivalence relation defined by
Definition 3.2, where conformal maps ϕ are chosen from shifts of the chordal SLEκ {fHηt : t ≥ 0}. In
other words, an imaginary surface whose representative is given by (H, h) with (3.2) is constructed
as a pair of time-evolutionary domains, f−1
H
η
t
(H) = Hηt −
√
κB(t), t ≥ 0, and a stationary process
of GFF, h ◦ fHηt − χarg f ′Hηt , t ≥ 0, defined on it. It was proved [91, 74, 75, 76, 77] that the ray
of this imaginary geometry starting from the origin is realized as the chordal SLEκ curve η when
κ ∈ (0, 4]. Moreover, it was argued that, if χ = 0 (i.e., κ = 4), the flow lines are identified with the
zero contour lines of the GFF h [89].
Notice that arg z in (3.2) is the imaginary part of the complex analytic function log z. Sheffield
[91] studied another type of distribution-valued random field on H given by h˜(·) := H˜(·) +
(2/
√
κ)Re log(·) = H˜(·) + (2/√κ) log | · |, where H˜(·) is an instance of the free boundary GFF
on H. An equivalence class of pairs represented by (D, h˜) is called a quantum surface, which gives
a mathematical realization of the quantum gravity [29]. In [91], this quantum surface was shown
to be stationary under a backward SLE.
In this last section, we generalize some of the above results to the case in which the conformal
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maps are generated by a multiple Loewner equation associated with a multi-slit. This section is
based on the collaborations with Shinji Koshida (Chuo University) [51, 52]. See also [65].
3.2 Multiple SLEs
3.2.1 Loewner equation for single-slit and multi-slit
Let D be a simply connected domain in C which does not complete the plane; D ( C. Its boundary
is denoted by ∂D. We consider a slit in D, which is defined as a trace η = {η(t) : t ∈ (0,∞)}
of a simple curve η(t) ∈ D, 0 < t < ∞; η(s) 6= η(t) for s 6= t. We assume that the initial point
of the slit is located in ∂D, ∃η(0) := limt→0 η(t) ∈ ∂D. Let η(0, t] := {η(s) : s ∈ (0, t]} and
Dηt := D \ η(0, t], t ∈ (0,∞). The Loewner theory [71] describes a slit η by encoding the curve into
a time-dependent analytic function gDηt : t ∈ (0,∞) such that
gDηt : conformal map D
η
t → D, t ∈ (0,∞).
By the Riemann mapping theorem (see, for instance, Section 6 in [4]), for D ( C and a point
z0 ∈ D, there exists a unique analytic function ϕ(z) in D, normalized by ϕ(z0) = 0, ϕ′(z0) > 0,
such that
ϕ : conformal map D → D,
where D denotes a unit disk; D := {z ∈ C : |z| < 1}. Loewner gave differential equation for gDηt
in the case D = D, which is called the Loewner equation [71]. Since a special case of the Mo¨bius
transformation
m(z) :=
√−1α− z
α+ z
, |α| = 1,
maps D to the upper half plane H := {z ∈ C : Im z > 0} with m(0) = √−1,m(∞) = −√−1, we
can apply the Loewner theory to the case with D = H, in which ∃η(0) := limt→0 η(t) ∈ R and
η(0, t] ⊂ H for t ∈ (0,∞) [67]. For each time t ∈ (0,∞), Hηt := H \ η(0, t] is a simply connected
domain in C and there exists a unique analytic function gHηt such that
gHηt : conformal map H
η
t → H,
which satisfies the condition
gHηt (z) = z +
ct
z
+O(|z|−2) as z →∞
for some ct > 0, in which the coefficient of z is unity and no constant term appears. This is
called the hydrodynamic normalization. The coefficient ct gives the half-plane capacity of η(0, t]
and denoted by hcap(η(0, t]). The following has been shown (see [67, 68, 25]).
Theorem 3.3 Let η be a slit in H such that hcap(η(0, t]) = 2t, t ∈ (0,∞). Then there exists a
unique continuous driving function V (t) ∈ R, t ∈ (0,∞) such that the solution gt of the differential
equation
dgt(z)
dt
=
2
gt(z)− V (t) , t ≥ 0, g0(z) = z, (3.4)
gives gt = gHηt , t ∈ (0,∞).
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The equation (3.4) is called the chordal Loewner equation. Note that at each time t ∈ (0,∞),
the tip of slit η(t) and the value of V (t) satisfy the following relations,
V (t) = lim
z→0,
η(t)+z∈Hηt
gHηt (η(t) + z) ⇐⇒ η(t) = limz→0,
z∈H
g−1
H
η
t
(V (t) + z). (3.5)
Moreover, V (t) = lims<t,s→t gHηs (η(t)) and t 7→ V (t) is continuous (see, for instance, Lemma 4.2 in
[68]). We write
gHηt (η(t)) = V (t) ∈ R, t ≥ 0
in the sense of (3.5).
Example 3.4 When the driving function is identically zero; V (t) ≡ 0, t ∈ (0,∞), the chordal
Loewner equation dgHηt (z)/dt = 2/gH
η
t
(z), t ≥ 0 is solved under the initial condition gHη0 (z) = z ∈ H
as gHηt (z)
2 = 4t + z2, t ≥ 0. In this simple case, (3.5) gives η(t) = 2√−1t1/2, t ≥ 0. That is,
the slit η(0, t], t > 0 is a straight line along the imaginary axis starting from the origin, η(0) =
limt→0 η(t) = 0, and growing upward as time t is passing.
Example 3.5 The above example can be extended by introducing one parameter α ∈ (0, 1) as
follows. Let κ = κ(α) = 4(1− 2α)2/{α(1 − α)}, and consider the case such that
V (t) =
{√
κt, if α ≤ 1/2,
−√κt, if α > 1/2.
In this case, the inverse of gt is solved as g
−1
H
η
t
(z) =
(
z + 2
√
α
1−α
√
t
)1−α (
z − 2
√
1−α
α
√
t
)α
, and the
slit is obtained as
η(t) = g−1
H
η
t
(V (t)) = 2
(
1− α
α
)1/2−α
e
√−1απt1/2, t ≥ 0.
The slit grows from the origin along a straight line in H which makes an angle απ with respect to
the positive direction of the real axis. When α = 1/2, this is reduced to the result mentioned in
Example 3.4. More detail for this example, see Example 4.12 in [68] and Section 2.2 in [48].
Theorem 3.3 can be extended to the situation such that η in H is given by a multi-slit [86]. Let
N ∈ N := {1, 2, . . . } and assume that we have N slits ηi = {ηi(t) : t ∈ (0,∞)} ⊂ H, 1 ≤ i ≤ N ,
which are simple curves, disjoint with each other, ηi ∩ ηj = ∅, i 6= j, starting from N distinct
points limt→0 ηi(t) =: ηi(0) on R; η1(0) < · · · < ηN (0), and all going to infinity; limt→∞ ηi(t) =∞,
1 ≤ i ≤ N . A multi-slit is defined as a union of them, ⋃Ni=1 ηi, and Hηt := H \⋃Ni=1 ηi(0, t] for each
t > 0 with Hη0 := H. For each time t ∈ (0,∞), Hηt is a simply connected domain in C and then
there exists a unique analytic function gHηt such that
gHηt : conformal map H
η
t → H,
satisfying the hydrodynamic normalization condition
gHηt (z) = z +
hcap(
⋃N
i=1 ηi(0, t])
z
+O(|z|−2) as z →∞.
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Theorem 3.6 ([86]) For N ∈ N, let ⋃Ni=1 ηi be a multi-slit in H such that hcap(⋃Ni=1 η(0, t]) =
2t, t ∈ (0,∞). Then there exists a set of weight functions λi(t) ≥ 0, t ≥ 0, 1 ≤ i ≤ N satisfying∑N
i=1 λi(t) = 1, t ≥ 0 and an N -variate continuous driving function V (t) = (V1(t), . . . , VN (t)) ∈
RN , t ∈ (0,∞) such that the solution gt of the differential equation
dgt(z)
dt
=
N∑
i=1
2λi(t)
gt(z)− Vi(t) , t ≥ 0, g0(z) = z, (3.6)
gives gt = gHηt , t ∈ (0,∞).
Roth and Schleissinger [86] called (3.6) the Loewner equation for the multi-slit
⋃N
i=1 ηi. Similar
to (3.5), the following relations hold,
Vi(t) = lim
z→0,
ηi(t)+z∈Hηt
gHηt (ηi(t) + z) ⇐⇒ ηi(t) = limz→0,
z∈H
g−1
H
η
t
(Vi(t) + z),
1 ≤ i ≤ N, t ≥ 0, (3.7)
and we write gHηt (ηi(t)) = Vi(t) ∈ R, 1 ≤ i ≤ N, t ≥ 0 in this sense.
The Loewner equation for the multi-slit (3.6) given for D = H can be mapped to other simply
connected domains by conformal maps. Here we consider a conformal transformation
ϕ(z) =
√
z : H→ O, (3.8)
where O denotes the first orthant in C; O := {z ∈ C : Re z > 0, Im z > 0}. We set
ĝt(z) =
√
gt(z2) + c(t), t ≥ 0, z ∈ O (3.9)
with a function of time c(t), t ≥ 0. Then we can see that (3.6) is transformed to the following,
dĝt(z)
dt
=
N∑
i=1
(
2λ̂i(t)
ĝt(z)− V̂i(t)
+
2λ̂i(t)
ĝt(z) + V̂i(t)
)
+
2λ̂0(t)
ĝt(z)
, t ≥ 0,
ĝ0(z) = z ∈ O, (3.10)
where V̂i(t) =
√
Vi(t) + c(t), t ≥ 0, 1 ≤ i ≤ N and 2
∑N
i=1 λ̂i(t) + λ̂0(t) = (1/4)dc(t)/dt, t ≥ 0.
Here we can assume that V̂i(t) ∈ R+ without loss of generality, since, even if we allow V̂i(t) ∈
R+ ∪
√−1R+ ∪ {0}, we can transform the whole system by a (possibly random) automorphism of
O to the case that V̂i(t) ∈ R+. The equation (3.10) can be regarded as the multi-slit version of the
quadrant Loewner equation considered in [99]. The solution of (3.10) gives the uniformization map
to O;
ĝt = gOηt : conformal map O
η
t → O,
where Oηt := O \
⋃N
i=1 ηi(0, t], and gOηt (ηi(t)) = V̂i(t) ∈ R≥0, 1 ≤ i ≤ N, t ≥ 0.
3.2.2 SLE
So far we have considered the problem where, given time-evolution of a single slit η(0, t], t ≥ 0
or a multi-slit
∑N
i=1 η(0, t], t ≥ 0 in H, time-evolution of the conformal map from Hηt to H, t ≥ 0
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is asked. The answers are given by the solution of the Loewner equation (3.4) in Theorem 3.3
for a single slit and by the solution of the multiple Loewner equation (3.6) in Theorem 3.6 for
a multi-slit, which are driven by a single-value process (V (t))t≥0 and by a multi-variate process
V (t) = (V1(t), . . . , VN (t)) ∈ RN , t ≥ 0, respectively. The both processes are defined in R and
deterministic.
For H with a single slit, Schramm considered an inverse problem in a probabilistic setting [87].
He first asked a suitable family of driving stochastic processes (X(t))t≥0 on R. Then he asked
the probability law of a random slit in H, which will be determined by the relations (3.5) from
(X(t))t≥0 and the solution gt = gHηt , t ≥ 0 of the Loewner equation (3.4). Schramm argued that
conformal invariance implies that the driving process (X(t))t≥0 should be a continuous Markov
process which has in a particular parameterization independent increments. Hence X(t) can be a
constant time change of a one-dimensional standard Brownian motion (B(t))t≥0, and it is expressed
as (
√
κB(t))t≥0
(law)
= (B(κt))t≥0 with a parameter κ > 0. The solution of the Loewner equation
driven by X(t) =
√
κB(t), t ≥ 0,
dgHηt (z)
dt
=
2
gHηt (z)−
√
κB(t)
, t ≥ 0, gHη0 (z) = z ∈ H, (3.11)
is called the chordal Schramm–Loewner evolution (chordal SLE) with parameter κ > 0 and is
written as SLEκ for short.
The following was proved by Lawler, Schramm, and Werner [69] for κ = 8 and by Rohde and
Schramm [82] for κ 6= 8.
Proposition 3.7 By (3.5), a chordal SLEκ gHηt , t ∈ (0,∞) determines a continuous curve η ={η(t) : t ∈ (0,∞)} ⊂ H with probability one.
The continuous curve η determined by an SLEκ is called an SLEκ curve. The probability law
of an SLEκ curve depends on κ. As a matter of fact, SLEκ curve becomes self-intersecting and can
touch the real axis R when κ > 4, so it is no more a slit, since a slit has been defined as a trace of
a continuous simple curve.
There are three phases of an SLEκ curve as shown by the follows.
Proposition 3.8 For each case, the following statements hold with probability one.
(i) If 0 < κ ≤ 4, then the SLEκ curve is simple, η = η(0,∞) ⊂ H, and limt→∞ |η(t)| =∞.
(ii) If 4 < κ < 8, the SLEκ curve is self-intersecting, η ∩ R 6= ∅, and hence at each time
t ∈ (0,∞) the hull of the SLEκ curve can be defined as the union of η(0, t] and the finite
domain in H enclosed by any segment of η(0, t] and the real axis R, which is denoted by Kt.
Then
⋃
t>0Kt = H := H ∪ R and hence |η(t)| → ∞ as t→∞, but η(0,∞) ∩H 6= H.
(iii) If κ ≥ 8, then η is a space-filling curve. That is, if we put η[0,∞) := {0} ∪ η(0,∞), then
η[0,∞) = H.
For proof of Proposition 3.8 and more detailed description of the probability laws of an SLEκ
curves at special values of κ, see, for instance [68, 48, 62].
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3.2.3 Multiple SLE
For simplicity, we assume that λi(t) ≡ 1/N, t ≥ 0, 1 ≤ i ≤ N in (3.6) in Theorem 3.6. Then by a
simple time change t/N → t associated with a change of notation, gNt → gt =: gHηt , the Loewner
equation for the multi-slit in H is written as
dgHηt (z)
dt
=
N∑
i=1
2
gHηt (z)−XRi (t)
, t ≥ 0, gHη0 (z) = z ∈ H. (3.12)
Then we ask what is the suitable family of driving stochastic processes of N particles on R,XR(t) =
(XR1 (t), . . . ,X
R
N (t)), t ≥ 0.
The same argument with Schramm [87] will give that XR(t) should be a continuous Markov
process. Moreover, Bauer, Bernard, and Kyto¨la¨ [11], Graham [39], and Dube´dat [28] argued that
(XRi (t))t≥0, 1 ≤ i ≤ N are semi-martingales and the quadratic variations should be given by
〈dXRi , dXRj 〉t = κδijdt, t ≥ 0, 1 ≤ i, j ≤ N with κ > 0. Then we can assume that the system of
SDEs for (XR(t))t≥0 is in the form,
dXRi (t) =
√
κdBi(t) + F
R
i (X
R(t))dt, t ≥ 0, 1 ≤ i ≤ N, (3.13)
where (Bi(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional standard Brownian motions, κ > 0,
and {FRi (x)}Ni=1 are suitable functions of x = (x1, . . . , xN ) which do not explicitly depend on t.
In the orthant system (3.10), we put λ̂i(t) ≡ r/(2N), t ≥ 0, r > 0, 1 ≤ i ≤ N and dc(t)/dt =
4, t ≥ 0, and perform a time change rt/(2N) → t associated with a change of notation ĝ2Nt/r →
ĝt =: gOηt . Then the Loewner equation in O is written as
dgOηt (z)
dt
=
N∑
i=1
 2
gOηt (z)−X
R≥0
i (t)
+
2
gOηt (z) +X
R≥0
i (t)
+ 4δ
gOηt (z)
, t ≥ 0,
gOη0 (z) = z ∈ O. (3.14)
where δ := N(1 − r)/r ∈ R. We assume that the system of SDEs for XR≥0(t) ∈ (R≥0)N , t ≥ 0 is
in the same form as (3.13),
dX
R≥0
i (t) =
√
κdB˜i(t) + F
R≥0
i (X
R≥0(t))dt, t ≥ 0, 1 ≤ i ≤ N, (3.15)
with a set of independent one-dimensional standard Brownian motions (B˜i(t))t≥0, 1 ≤ i ≤ N .
3.3 GFF with Dirichlet boundary condition
3.3.1 Bochner–Minlos Theorem
Here we start with the classical Bochner theorem, which states that a probability measure on a
finite dimensional Euclidean space is determined by a characteristic function which is a Fourier
transform of the probability measure. Note that we have considered Laplace transforms of proba-
bility measures in Section 1 and multitime Laplace transforms of probability measures in Section
2. First we define a functional of positive type.
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Definition 3.9 Let V be a finite or infinite dimensional vector space. A function ψ : V → C is
said to be a functional of positive type if for arbitrary N ∈ N, ξ1, . . . , ξN ∈ V, and z1, . . . , zN ∈ C,
we have
N∑
n=1
N∑
m=1
ψ(ξn − ξm)znzm ≥ 0.
Then the following is proved.
Lemma 3.10 Let ψ : V → C be a functional of positive type on a vector space V. Then it follows
that (i) ψ(0) ≥ 0, (ii) ψ(ξ) = ψ(−ξ) for all ξ ∈ V, and (iii) |ψ(ξ)| ≤ ψ(0) for all ξ ∈ V.
For x, y ∈ RN , the standard inner product is denoted by x · y and we write |x| := √x · x. Let BN
be the family of Borel sets in RN . Then the following is known as the Bochner theorem.
Theorem 3.11 (Bochner theorem) Let ψ : RN → C be a continuous functional of positive type
such that ψ(0) = 1. Then there exists a unique probability measure P on (RN ,BN ) such that
ψ(ξ) =
∫
RN
e
√−1x·ξ P(dx) for ξ ∈ RN .
If we consider the case that ψ(ξ) is given by Ψ(ξ) := e−|ξ|2/2, ξ ∈ RN , then the probability
measure P given by the Bochner theorem is the finite-dimensional standard Gaussian measure,
P(dx) =
1
(2π)N/2
e−|x|
2/2dx
=
N∏
i=1
λN(0,1)(dxi), x = (x1, . . . , xN ) ∈ RN .
Hence we can say that the finite-dimensional standard Gaussian measure P is determined by the
characteristic function Ψ(ξ) as
Ψ(ξ) =
∫
RN
e
√−1x·ξP(dx)
= e−|ξ|
2/2 for ξ ∈ RN .
Now consider the case that H is an infinite dimensional Hilbert space with inner product
〈·, ·〉 = 〈·, ·〉H with ‖x‖ = ‖x‖H =
√〈x, x〉H, x ∈ H. The dual space of H will be denoted by H∗.
Suppose that there were a probability measure P on H with a suitable σ-algebra such that
ψ(ξ) =
∫
H
e
√−1〈x,ξ〉P(dx) = e−‖ξ‖
2/2 for ξ ∈ H.
Let {en}∞n=1 be a complete orthonormal system (CONS) of H. If we set ξ = ten, t ∈ R for an
arbitrary n ∈ N, then ∫
H
e
√−1t〈x,en〉P(dx) = e−t
2/2, t ∈ R.
Since x ∈ H, we have 〈x, en〉 → 0 as n→∞. Therefore in the limit n→∞, the above equality gives
e−t2/2 = 1, which is a contradiction. This observation suggests that the application of the Bochner
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theorem to an infinite dimensional space requires more consideration. The following arguments are
base on [7] and a note given by Koshida [64].
Let D ( C be a simply connected domain that is bounded. We consider the case H =
L2(D,µ(dz)) with 〈f, g〉 := ∫D f(z)g(z)dµ(z), f, g ∈ L2(D,µ(dz)), where µ(dz) is the Lebesgue
measure on D ⊂ C; µ(dz) = dzdz. Let ∆ be the Dirichlet Laplacian acting on L2(D,µ(dz)). Then
−∆ has positive discrete eigenvalues so that
−∆en = λnen, en ∈ L2(D,µ(dz)), n ∈ N. (3.16)
We assume that the eigenvalues are labeled in a non-decreasing order; 0 < λ1 ≤ λ2 ≤ · · · . The
system of eigenvalue functions {en}n∈N forms a CONS of L2(D). The following is known as the
Weyl formula
Lemma 3.12 Let D ( C be a simply connected finite domain. The eigenvalues {λn}n∈N of the
operator −∆ on D exhibit the following asymptotic behavior,
lim
n→∞
λn
n
= O(1).
For two functions f, g ∈ C∞c (D), their Dirichlet inner product is defined as
〈f, g〉∇ := 1
2π
∫
D
(∇f)(z) · (∇g)(z)µ(dz). (3.17)
The Hilbert space completion of C∞c (D) with respect to this Dirichlet inner product will be denoted
by W (D). We write ‖f‖∇ =
√〈f, f〉∇, f ∈ W (D). If we set un = √2π/λn en, n ∈ N, then by
integration by parts, we have
〈un, un〉∇ = 1
2π
〈un, (−∆)um〉 = δnm, n,m ∈ N.
Therefore {un}n∈N forms a CONS of W (D).
Let Ĥ(D) be the space of formal real infinite series in {un}n∈N. This is obviously isomorphic
to RN by setting Ĥ(D) ∋ ∑n∈N fnun 7→ (fn)n∈N ∈ RN. As a subspace of Ĥ(D), W (D) is isomor-
phic to ℓ2(N) ⊂ RN. For two formal series f = ∑n∈N fnun, g = ∑n∈N gnun ∈ Ĥ(D) such that∑
n∈N |fngn| <∞, we define their pairing as 〈f, g〉∇ :=
∑
n∈N fngn. In the case when f, g ∈W (D),
their pairing of course coincides with the Dirichlet inner product (3.17).
Notice that, for any a ∈ R, the operator (−∆)a acts on Ĥ(D) as
(−∆)a
∑
n∈N
fnun :=
∑
n∈N
λanfnun, (fn)n∈N ∈ RN.
Using this fact, we define Ha(D) := (−∆)aW (D), a ∈ R, each of which is a Hilbert space with
inner product
〈f, g〉a := 〈(−∆)−af, (−∆)−ag〉∇, f, g ∈ Ha(D).
We write ‖ · ‖a :=
√〈·, ·〉a, a ∈ R.
Example 3.13 When a = 1/2, we have
〈f, g〉1/2 =
〈
(−∆)−1/2f, (−∆)−1/2g
〉
∇
=
1
2π
〈f, g〉, f, g ∈ H1/2(D).
Therefore H1/2(D) = L2(D,µ(dz)).
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We can prove the following two lemmas.
Lemma 3.14 Assume a < b. Then Ha(D) ⊂ Hb(D).
Proof Let f =
∑
n∈N fnun ∈ Ĥ(D) be a formal series. Then we have
‖f‖2b =
∑
n∈N
λ−2bn f
2
n ≤
N−1∑
n=1
(λ−2bn − λ−2an )f2n + ‖f‖2a.
Since the Weyl formula (Lemma 3.12) holds, we can take N ∈ N such that λN > 1. Then the
desired inclusion follows .
Lemma 3.15 Let a ∈ R and fix h ∈ Ha(D). Then the assignment
〈h, ·〉∇ : H−a(D)→ R such that H−a(D) ∋ f 7→ 〈h, f〉∇ ∈ R
is well-defined and continuous. In particular, Ha(D) and H−a(D) makes a dual pair of Hilbert
spaces with respect to the Dirichlet inner product 〈·, ·〉∇.
Proof For h =
∑
n∈N hnun and f =
∑
n∈N fnun, Cauchy’s inequality
∑
n∈N
|hnfn| =
∑
n∈N
|(λ−an hn)(λafn)| ≤
(∑
n∈N
|λ−an hn|2
)1/2(∑
n∈N
|λanfn|2
)1/2
ensures that the pairing 〈h, f〉 is well-defined. Notice that
〈h, f〉∇ = 〈(−∆)−ah, (−∆)af〉∇ = 〈(−∆)−2ah, f〉−a.
Since (−∆)−2ah ∈ H−a(D) by the assumption h ∈ Ha(D) and Lemma 3.14, then 〈h, ·〉∇ is contin-
uous on H−a(D). Therefore Ha(D) ≃ H−a(D)∗.
Remark 3.16 Since H1/2(D) = L2(D, ν(dz)) as mentioned in Example 3.13, the members of
Ha(D) with a > 1/2 cannot be functions, but are distributions.
Define
E(D) :=
⋃
a>1/2
Ha(D). (3.18)
Then its dual Hilbert space is identified with E(D)∗ := ⋂a<−1/2Ha(D) by Lemma 3.15, and
E(D)∗ ⊂W (D) ⊂ E(D)
is established (by definition and Lemma 3.14). Here (E(D)∗,W (D), E(D)) is called a Gel’fand
triple. We set ΣE(D) = σ({〈·, f〉∇ : f ∈ E(D)∗}). On such a setting, the following is obtained. This
theorem is the extension of the Bochner theorem (Theorem 3.11) and is called the Bochner–Minlos
theorem (see, for instance, [42, 90, 7]).
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Theorem 3.17 (Bochner–Minlos theorem) Let ψ be a continuous function of positive type on
W (D) such that ψ(0) = 1. Then there exists a unique probability measure P on (E(D),ΣE(D)) such
that
ψ(f) =
∫
E(D)
e
√−1〈h,f〉∇P(dh) for f ∈ E(D)∗. (3.19)
We will give the proof in Section 3.5 below.
Under certain conditions on ψ, the domain of function f for (3.19) can be extended from E(D)∗
to W (D) (see Proposition 3.29 in Section 3.6 below). It is easy to verify that the functional
Ψ(f) := e−‖f‖2∇/2 satisfies the conditions. Then the following is established with a probability
measure P on (E(D),ΣE(D)),
Ψ(f) =
∫
E(D)
e
√−1〈h,f〉∇P(dh)
= e−‖f‖
2
∇/2 for f ∈W (D). (3.20)
Definition 3.18 (Dirichlet boundary GFF) A Gaussian free field (GFF) with Dirichlet bound-
ary condition is defined as a pair ((Ω, P ),H) of a probability space (Ω, P ) and an isotopy H :
W (D)→ L2(Ω, P ) such that each H(f), f ∈W (D) is a Gaussian random variable.
For each f ∈ W (D), we write 〈H, f〉∇ ∈ L2(E(D),P) for the random variable defined by
h 7→ 〈h, f〉∇, h ∈ E(D). Then (3.20) ensures that the pair of ((E(D),P),H) gives a GFF with
Dirichlet boundary condition. We often just call H a Dirichlet boundary GFF without referring to
the probability space (E(D),P).
3.3.2 Conformal invariance of GFF
Assume that D,D′ ( C are simply connected domains and let ϕ : D′ → D be a conformal map.
Lemma 3.19 The Dirichlet inner product (3.17) is conformally invariant, that is,∫
D
(∇f)(z) · (∇g)(z)µ(dz) =
∫
D′
(∇(f ◦ ϕ))(z) · (∇(g ◦ ϕ))(z)µ(dz) for f, g ∈ C∞c (D).
Proof For z ∈ D we write z = x + √−1y, x, y ∈ R and put ϕ(z) = u(x, y) + √−1v(x, y) with
real-valued functions u and v. Owing to the Cauchy-Riemann identities, ∂u/∂x = ∂v/∂y, ∂u/∂y =
−∂v/∂x, the Jacobian for the transformation ϕ is written as
∂(u, v)
∂(x, y)
=
∂u
∂x
∂v
∂y
− ∂u
∂y
∂v
∂x
=
(
∂u
∂x
)2
+
(
∂u
∂y
)2
.
From the chain-rule and the Cauchy-Riemann identities again, we have the equality
(∇f ◦ ϕ)(z) · (∇g ◦ ϕ)(z) =
(
∂f
∂u
∂g
∂u
+
∂f
∂v
∂g
∂v
){(
∂u
∂x
)2
+
(
∂u
∂y
)2}
.
Therefore, the statement is proved.
From the above lemma, we see that ϕ∗ : W (D) ∋ f 7→ f ◦ ϕ ∈W (D′) is an isomorphism. This
allows one to consider a GFF on an unbounded domain. Namely, if D′ is bounded on which a
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Dirichlet GFF H is defined, but D is unbounded, we can define a family {〈ϕ∗H, f〉∇ : f ∈W (D)}
by 〈ϕ∗H, f〉∇ := 〈H,ϕ∗f〉∇, f ∈W (D) so as to have the following covariance structure,
E
[
〈ϕ∗H, f〉∇〈ϕ∗H, g〉∇
]
= 〈ϕ∗f, ϕ∗g〉∇ = 〈f, g〉∇ for f, g ∈W (D). (3.21)
Relying on the following formal computation
〈ϕ∗H, f〉∇ = 〈H,ϕ∗f〉∇ = 1
2π
∫
D′
(∇H)(z) · (∇f ◦ ϕ)(z)µ(dz)
=
1
2π
∫
D
(∇H ◦ ϕ−1)(z) · (∇f)(z)µ(dz)
we understand the equality ϕ∗H = H ◦ φ−1. By the fact (3.21) such that the covariance structure
does not change under a conformal map φ, we say that the GFF is conformally invariant.
3.3.3 The Green’s function of GFF
Assume thatD ( C is a simply connected domain. In the previous subsections, we have constructed
a family {〈H, f〉∇ : f ∈W (D)} of random variables whose covariance structure is given by
E
[
〈H, f〉∇〈H, g〉∇
]
= 〈f, g〉∇ for f, g ∈W (D).
By a formal integration by parts, we see that
〈H, f〉∇ = 1
2π
∫
D
(∇H)(z) · (∇f)(z)µ(dz) = 1
2π
∫
D
H(z)(−∆f)(z)µ(dz)
=
1
2π
〈H, (−∆)f〉.
Motivated by this observation, we define
〈H, f〉 := 2π〈H, (−∆)−1f〉∇ for ∈ D((−∆)−1), (3.22)
where D((−∆)−1) denotes the domain of (−∆)−1 in W (D). Note that if D is bounded, then
(−∆)−1 is a bounded operator, but if D is unbounded, then (−∆)−1 is not defined on W (D).
The action of (−∆)−1 is expressed as an integral operator and the integral kernel is known as the
Green’s function. Namely,
((−∆)−1f)(z) = 1
2π
∫
D
GD(z, w)f(w)µ(dw), a.e. z ∈ D, f ∈ D((−∆)−1),
where GD(z, w) denotes the Green’s function of D under the Dirichlet boundary condition. Hence
the covariance of 〈H, f〉 and 〈H, g〉 with f, g ∈ D((−∆)−1) is written as
E[〈H, f〉〈H, g〉] =
∫
D×D
f(z)GD(z, w)g(w)µ(dz)µ(dw). (3.23)
When we symbolically write
〈H, f〉 =
∫
D
H(z)f(z)µ(dz), f ∈ D((−∆)−1),
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the covariance structure can be expressed as
E[H(z)H(w)] = GD(z, w), z, w ∈ D, n 6= w.
The conformal invariance of GFF implies that for a conformal map ϕ : D′ → D, we have the
equality,
GD′(z, w) = GD(ϕ(z), ϕ(w)), z, w ∈ D′. (3.24)
Example 3.20 When D is the upper half plane H,
GH(z, w) = log
∣∣∣∣z − wz − w
∣∣∣∣ = log |z − w| − log |z − w|
= Re log(z − w)− Re log(z − w),
z, w ∈ H, z 6= w.
Example 3.21 When D is the first orthant O,
GO(z, w) = log
∣∣∣∣(z − w)(z + w)(z − w)(z + w)
∣∣∣∣
= log |z − w|+ log |z + w| − log |z −w| − log |z + w|,
= Re log(z − w) + Re log(z + w)− Re log(z − w)− Re log(z + w),
z, w ∈ O, z 6= w.
From the formula (3.23), we see that C∞c (D) ⊂ D((−∆)−1). In the following, we will consider
the family of random variables {〈H, f〉 : f ∈ C∞c (D)} to characterize the GFF, H.
3.4 GFFs coupled with stochastic log-gases
3.4.1 Dirichlet boundary GFF transformed by multiple SLE
Here we write the GFF with free boundary condition defined on a simply connected domain D ( C
as HD. Consider the transformation of HD by the multiple SLE,
HDηt := HD ◦ gDηt , t ≥ 0.
By (3.24), the Green’s function of HDηt , t ≥ 0 is given by
GDηt (z, w) = GD(gD
η
t
(z), gDηt (w)), z, w ∈ D
η
t := D
∖ N⋃
i=1
ηi(0, t], t ≥ 0.
Using the explicit expressions of the Greens’ functions for D = H and O, the following is obtained.
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Lemma 3.22 For D = H and O, the increments of GDηt in time t ≥ 0 are given as
dGHηt (z, w) = −
N∑
i=1
Im
2
gHηt (z) −XRi (t)
Im
2
gHηt (w)−XRi (t)
dt, z, w ∈ Hηt , t ≥ 0,
dGOηt (z, w) = −
N∑
i=1
Im
 2
gOηt (z)−X
R≥0
i (t)
− 2
gOηt (z) +X
R≥0
i (t)

× Im
 2
gOηt (w)−X
R≥0
i (t)
− 2
gOηt (w) +X
R≥0
i (t)
 dt, z, w ∈ Oηt , t ≥ 0.
Proof From the explicit expressions of GH and GO given in Example 3.20 and 3.21, we have
dGHηt (z, w) = Re
dgHηt (z) − dgHηt (w)
gHηt (z) − gHηt (w)
− Re dgH
η
t
(z)− dgHηt (w)
gHηt (z)− gHηt (w)
,
dGOηt (z, w) = Re
dgOηt (z) − dgOηt (w)
gOηt (z) − gOηt (w)
− Re dgO
η
t
(z)− dgOηt (w)
gOηt (z)− gOηt (w)
+ Re
dgOηt (z) + dgO
η
t
(w)
gOηt (z) + gO
η
t
(w)
− Re dgO
η
t
(z) + dgOηt (w)
gOηt (z) + gO
η
t
(w)
.
By the multiple Loewner equation (3.12) in H, we see that
dgHηt (z) − dgHηt (w) =
N∑
i=1
2dt
gHηt (z)−XRi (t)
−
N∑
i=1
2dt
gHηt (w)−XRi (t)
= −(gHηt (z)− gHηt (w)
N∑
i=1
2dt
gHηt (z)−XRi (t))(gHηt (w)−XRi (t))
.
Hence we have
dGHηt (z, w) = Re
N∑
i=1
2dt
gHηt (z)−XRi (t))(gHηt (w)−XRi (t))
− Re
N∑
i=1
2dt
gHηt (z)−XRi (t))(gHηt (w)−XRi (t))
.
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For any two complex variables ζ and ω, it is easy to verify the equality Re ζω−Re ζω = 2Im ζImω,
and then the result is obtained. Similarly by the multiple Loewner equation (3.14) in O, we have
Re
dgOηt (z)− dgOηt (w)
gOηt (z)− gOηt (w)
= −
N∑
i=1
Re
2dt
(gOηt (z) −X
R≥0
i (t))(gOηt (w) −X
R≥0
i (t))
−
N∑
i=1
Re
2dt
(gOηt (z) +X
R≥0
i (t))(gOηt (w) +X
R≥0
i (t))
−Re 4δdt
gOηt (z)gO
η
t
(w)
,
Re
dgOηt (z) + dgO
η
t
(w)
gOηt (z) + gO
η
t
(w)
=
N∑
i=1
Re
2dt
(gOηt (z)−X
R≥0
i (t))(gOηt (w) +X
R≥0
i (t))
+
N∑
i=1
Re
2dt
(gOηt (z) +X
R≥0
i (t))(gOηt (w) −X
R≥0
i (t))
+ Re
4δdt
gOηt (z)gO
η
t
(w)
.
Again we use the equality Re ζω −Re ζω = 2Im ζImω for ζ, ω ∈ C, and then we prove the lemma.
3.4.2 Complex-valued logarithmic potentials and martingales
We have remarked in Section 2.2 that the Dyson model and the Bru–Wishart processes studied in
random matrix theory can be regarded as stochastic log-gasses defined on a line S = R and a half-
line S = R≥0, respectively. There the logarithmic potential are given by (2.9). Here we consider a
complex-valued logarithmic potential acting between a point z in a two-dimensional domain D ( C
and N points x = (x1, . . . , xN ) on a part of the boundary S ⊂ ∂D. For D = H and O, we put
ΦH(z,x) =
N∑
i=1
log(z − xi), z ∈ H, x ∈ RN ,
ΦO(z,x) = ΦO(z,x; q)
=
N∑
i=1
{log(z − xi) + log(z + xi)}+ q log z, z ∈ O, x ∈ (R≥0)N , (3.25)
where the latter contains a real parameter q ∈ R.
Now we consider time evolution of the complex-valued potential ΦD by putting x be the driving
process (XS(t))t≥0 of the multiple SLE (gDηt )t≥0 and map the function ΦD(·,XS(t)) by (gDηt )t≥0.
Note that by (3.7),
XSi (t) = lim
z→0,
ηi(t)+z∈Dηt
gDηt (ηi(t) + z) =: gD
η
t
(ηi(t)), 1 ≤ i ≤ N, t ≥ 0,
and we will write
ΦD(gDηt (z),X
S(t)) = ΦD
(
gDηt (z), gD
η
t
(η(t))
)
, t ≥ 0,
where η(t) := (η1(t), . . . , ηN (t)) and gDηt (η(t)) := (gD
η
t
(η1(t)), . . . , gDηt (ηN (t))), t ≥ 0. That is, we
consider the complex-valued potentials representing interactions between images by the multiple
SLE of a point z in the domail D and N tips of a multi-slit, ηi(t), 1 ≤ i ≤ N at each time t ≥ 0.
We obtain the following.
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Lemma 3.23 For D = H and O, the increments of the complex-valued potentials are given as
follows,
dΦH(gHηt (z),X
R(t)) = −
N∑
i=1
√
κdBi(t)
gHηt (z)−XRi (t)
−
N∑
i=1
(
FRi (X
R(t))− 4
∑
1≤j≤N,
j 6=i
1
XRi (t)−XRj (t)
)
dt
gHηt (z) −XRi (t)
−
(
1− κ
4
)
d log g′Hηt (z),
z ∈ Hηt , t ≥ 0, (3.26)
dΦO(gOηt (z),X
R≥0(t), q) = −
N∑
i=1
(
1
gOηt (z)−X
R≥0
i (t)
− 1
gOηt (z) +X
R≥0
i (t)
)
√
κdB˜i(t)
−
N∑
i=1
[
F
R≥0
i (X
R≥0(t))−
{
4
∑
1≤j≤N,
j 6=i
 1
X
R≥0
i (t)−X
R≥0
j (t)
+
1
X
R≥0
i (t) +X
R≥0
j (t)

+ 2(1 + 2δ + q)
1
X
R≥0
i (t)
}](
1
gOηt (z) −X
R≥0
i (t)
− 1
gOηt (z) +X
R≥0
i (t)
)
dt
− 4δ
(
1− κ
4
− q
) dt
(gOηt (z))
2
−
(
1− κ
4
)
d log g′Oηt (z), z ∈ O
η
t , t ≥ 0, (3.27)
where g′
Dηt
(z) := dgDηt (z)/dz.
Proof By Itoˆ’s formula,
d log(gDηt (z) ±X
S
i (t)) =
dgDηt (z)± dXSi (t)
gDηt (z)±XSi (t)
− κdt
(2gDηt (z)±XSi (t))2
, t ≥ 0, 1 ≤ i ≤ N,
for (D,S) = (H,R) and (O,R≥0), and d log gOηt (z) = dgOηt (z)/gOηt (z). Put the multiple Loewner
equation (3.12), (3.14) and the SDEs of their driving processes (3.13), (3.15). For (D,S) = (H,R),
we obtain the equation,
dΦH(gHηt (z),X
R(t)) = 2
∑
1≤i,j≤N
dt
(gHηt (z)−XRi (t))(gHηt (z)−XRj (t))
−
N∑
i=1
√
κdBi(t)
gHηt (z)−XRi (t)
−
N∑
i=1
FRi (X
R(t))
gHηt (z)−XRi (t)
− 1
2
N∑
i=1
κdt
(gHηt (z) −XRi (t))2
.
Here we use the equalities,
∑
1≤i,j≤N
1
(g − xi)(g − xj) =
N∑
i=1
1
(g − xi)2 +
∑
1≤i 6=j≤N
1
(g − xi)(g − xj)
=
N∑
i=1
1
(g − xi)2 + 2
∑
1≤i 6=j≤N
1
(g − xi)(xi − xj) , 1 ≤ i ≤ N.
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Since we obtain from (3.12) the equality,
d log g′Hηt (z) = −2
N∑
i=1
dt
(gHηt (z)−XRi (t))2
,
the equality (3.26) is verified. For (D,S) = (O,R≥0), use the equalities∑
1≤i 6=j≤N
(
1
g − xi +
1
g + xi
)(
1
g − xj +
1
g + xj
)
= 2
∑
1≤i 6=j≤N
(
1
g − xi +
1
g + xi
)(
1
xi − xj +
1
xi + xj
)
,
(
1
g − xi +
1
g + xi
)
1
g
=
(
1
g − xi −
1
g + xi
)
1
xi
, 1 ≤ i ≤ N.
and
d log g′Oηt (z) = −2
[
N∑
i=1
 1(gOηt (z)−XR≥0i (t))2 +
1
(gOηt (z) +X
R≥0
i (t))
2
+ 2δ(gOηt (z))2
]
dt.
Then the equality (3.27) is proved.
If we assume that XR(t) is given by the (8/κ)-Dyson model (Y R(t))t≥0 satisfying the SDEs
(2.6), the second term in RHS of (3.26) vanishes. For (3.27), first we put a = 1 − κ/4 to make
the third term in RHS become zero. Then if we assume that δ = ν and XR≥0(t) is given by the
(8/κ, ν)-Bru–Wishart process (Y R≥0(t))t≥0 satisfying the SDEs (2.7), the second term in RHS of
(3.27) vanishes.
We note that a multiple SLE driven by the Dyson model (or the Bru–Wishart process) is
absolutely continuous with respect to multiple of independent SLEs (see Section 3 in [39]). Then
the original SLE and multiple SLEs share many common properties. For example, if we define
τηz := sup{t > 0 : z ∈ Dηt }, then τηz < ∞ a.s. for any z ∈ D [82]. Hence we obtain the following
statements.
Proposition 3.24 Assume that
q = 1− κ
4
, δ = ν, (3.28)
and define
MH(z, t) = −ΦH(gHηt (z),Y
R(t)) −
(
1− κ
4
)
log g′Hηt (z), z ∈ H
η
t , t ≥ 0,
MO(z, t) = −ΦO(gOηt (z),Y
R≥0(t); 1 − κ/4)−
(
1− κ
4
)
log g′Oηt (z), z ∈ O
η
t , t ≥ 0. (3.29)
Then for each point z ∈ D,MD(z, t∧τηz ), D = H and O, provide local martingales with increments,
dMH(z, t) =
N∑
i=1
√
κdBi(t)
gHηt (z) − Y Ri (t)
, z ∈ Hηt , t ≥ 0,
dMO(z, t) =
N∑
i=1
(
1
gOηt (z) − Y
R≥0
i (t)
− 1
gOηt (z) + Y
R≥0
i (t)
)
√
κdB˜i(t), z ∈ Oηt , t ≥ 0.
66
3.4.3 Stationary evolution of GFFs coupled with stochastic log-gases
Now we consider a coupling of (HDηt (z))t≥0 and some functional of (MD(z,Y S(t)))t≥0;
HDηt (z) + αF [MD(z, t)], z ∈ D
η
t , t ≥ 0,
where F [ · ] denotes a functional and α is a coupling constant.
Comparing Lemma 3.22 and Proposition 3.24 we observe the fact that
d
〈
ImMD(z, ·), ImMD(w, ·)
〉
t
= −κ
4
dGDηt (z, w), z, w ∈ D
η
t , t ≥ 0,
for (D,S) = (H,R) and (O,R≥0). Hence we put
F [ · ] = Im [ · ] and α = 2√
κ
,
and define the time-dependent system of Gaussian field,
HD(z, t) := HDηt (z) +
2√
κ
ImMD(z, t)
= HDηt (z)−
2√
κ
ImΦD(gDηt (z),Y
S(t))− χ log g′Dηt (z), (3.30)
z ∈ Dηt ,Y S(t) ∈ SN , t ≥ 0, with
χ = α
(
1− κ
4
)
=
2√
κ
−
√
κ
2
. (3.31)
Since log ζ = log |ζ|+√−1arg ζ for ζ ∈ C, where arg ζ is a priori defined up to additive multiple of
2π, HD(z, t) defined by (3.30) with (3.25) and (3.28) is written as follows,
HH(z, t) = HHηt (z)−
2√
κ
N∑
i=1
arg (gHηt (z) − Y
R
i (t))− χarg g′Hηt (z), z ∈ H
η
t , t ≥ 0,
HO(z, t) = HOηt (z)−
2√
κ
N∑
i=1
{
arg (gOηt (z)− Y
R
i (t)) + arg (gOηt (z) + Y
R
i (t))
}
− χarg gOηt (z)− χarg g
′
O
η
t
(z), z ∈ Oηt , t ≥ 0. (3.32)
Note that if we put t = 0 in (3.30), we have
HD(z, 0) = HD(z) +
2√
κ
ImMD(z, 0)
= HD(z)− 2√
κ
ImΦD(z,y
S)
=

HH(z)− 2√
κ
N∑
i=1
arg (z − yRi ), for H = H,
HO(z)− 2√
κ
{
N∑
i=1
arg (z − yR≥0i ) +
N∑
i=1
arg (z + y
R≥0
i )
}
− χarg z, for H = O,
(3.33)
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where yS = Y S(0) ∈WN (S), since Dη0 = D, gDη0 (z) = g0(z) = z and g′Dη0 (z) = g
′
0(z) = 1, z ∈ D.
It was argued in [89] that a GFF on a subdomain of D can be regarded as a GFF on D.
Following it, we regard HD(·, t), t > 0 as a GFF on H so that the pairing 〈HD(·, t), f〉, t > 0 with
f ∈ C∞c (D) makes sense.
Theorem 3.25 Let κ ∈ (0, 4]. Assume that (D,S) = (H,R) or (O,R≥0) and (Y S(t))t≥0 is the
(8/κ)-Dyson model if S = R and the (8/κ, ν)-Bru–Wishart process if S = R≥0. Then {HD(z, t)}z∈D, t ≥
0 is stationary in the sense that
〈HD(·, t), f〉 (law)= 〈HD(·, 0), f〉 in P⊗ P, ∀f ∈ C∞c (D) at each time t ≥ 0. (3.34)
Proof For any test function f ∈ C∞c (D) ⊂ D((−∆−1)), we have
d
〈〈
2√
κ
ImMD(·, ·), f
〉〉
t
= −dEt(f),
where
Et(f) :=
∫
DηT×Dηt
f(z)GDηt (z, w)f(w)dµ(z)dµ(w),
which is called the Dirichlet energy. Since Dηt := D \
⋃N
i=1 ηi(0, t] is decreasing, Et(f) is non-
increasing in time t ≥ 0. This implies that 〈(2/√κ)ImMD(·, t), f〉, t ≥ 0 is a Brownian motion
such that we can regard −Et(f) as time. Let T ∈ (0,∞). Then 〈(2/
√
κ)ImMD(·, T ), f〉 is normally
distributed with mean 〈(2/√κ)ImMD(·, 0), f〉 and variance −ET (f)−(−E0(f)) = −ET (f)+E0(f).
On the other hand, the random variable 〈HDηT , f〉 := 〈HD ◦ gDηT , f〉 is also normally distributed
with mean zero and variance Et(f) by the conformal invariance of GFF. Since the random variable
〈HDη
T
, f〉 is conditionally independent of 〈(2/√κ)ImMD(·, T ), f〉, the sum
〈HD(·, T ), f〉 = 〈HDηT (·), f〉+
〈
2√
κ
ImMD(·, T ), f
〉
is a normal random variable with mean 〈(2/√κ)ImMD(·, 0), f〉 and variance (−ET (f) +E0(f)) +
ET (f) = E0(f). These values of mean and variance coincide with those of 〈HD(·, 0), f〉 = 〈HD(·)+
(2/
√
κImMD(·, 0), f〉. Since T ∈ (0,∞) is arbitrary, the statement is proved.
Theorem 3.25 implies that for (D,S) = (H,R) and (O,R≥0), by coupling the Dirichlet boundary
GFFH onD with the stochastic log-gas (Y S(t))t≥0 on S via the multiple SLE driven by (Y S(t))t≥0,
we have a new kind of family of stationary processes of GFF following the probability law P ⊗ P
on D × S. At the initial time, the process starts from
HD(·, 0) =

HH(·)− 2√
κ
N∑
i=1
arg (· − yRi ), for H = H,
HO(·)− 2√
κ
{
N∑
i=1
arg (· − yR≥0i ) +
N∑
i=1
arg (·+ yR≥0i )
}
− χarg ·, for H = O.
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Then we let the boundary points evolve according to the stochastic log-gas and, at each time t > 0,
we consider the GFF HD(·) + uD(·, t) on D, where
uD(·, t) =

− 2√
κ
N∑
i=1
arg (· − Y Ri (t)), for H = H,
− 2√
κ
{
N∑
i=1
arg (· − Y R≥0i (t)) +
N∑
i=1
arg (·+ Y R≥0i (t))
}
− χarg ·, for H = O.
By definition, the pair (D,HD(·) + u(·, t)) is equivalent to (Dηt ,HD(·, t)). Here the GFF HD(·, t)
can be extended to a GFF on D [89]. The stationary process (HD(·, t))t≥0 can be regarded as
a generalization of the one considered by Miller and Sheffield [91, 74], and, in particular, the
equivalence class whose representative is given by (D,HD(·, 0)) is a generalization of the imaginary
surfaces (the AC surfaces) studied by them. We note that (H,HH(·, 0)) ∼ (O,HO(·, 0)) in the sense
of Definition 3.2.
3.5 Proof of Theorem 3.17
We recall the Riesz–Markov–Kakutani theorem [7]. Let H be a compact Hilbert space and write
BH for the family of Borel sets in H. Then the space of real-valued continuous functions denoted
by C(H) is a real Banach space with respect to the supremum norm ‖ · ‖∞.
Definition 3.26 A linear functional ℓ : C(H) → C is positive, if for an arbitrary non-negative
function f ∈ C(H), we have ℓ(f) ≥ 0.
Proposition 3.27 (Riesz–Markov–Kakutani theorem) Let ℓ : C(H)→ C be a positive linear
functional. Then there exists a unique finite measure P on (H,BH) such that
ℓ(f) =
∫
X
f(x)P(dx), f ∈ C(H).
Moreover, P(H) = ‖ℓ‖ holds.
Let Σa := σ({〈·, g〉∇ : g ∈ H−a(D)}) be a σ-algebra of Ha(D). Then the following proposition
is proved.
Proposition 3.28 Let ψ :W (D)→ C be a continuous functional of positive type such that ψ(0) =
1. Then for each a > 1/2, there exists a probability measure P on (Ha(D),Σa) such that
ψ(f) =
∫
Ha(D)
e
√−1〈h,f〉∇P(dh), f ∈ H−a(D). (3.35)
Proof The proof consists of two steps.
Step 1. Let R̂ := R ∪ {∞} be a one-point compactification of R. Then
Q := R̂N = {h = (hn)n∈N : hn ∈ R̂, n ∈ N}
is a compact Hausdorff space. The family of Borel sets in Q is denoted by BQ. Given h = (hn)n∈N ∈
Q, we assign a real-valued function qn for each n ∈ N by
qn(h) =
{
hn, hn 6=∞,
0, hn =∞.
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Then, it can be verified that qn, n ∈ N are Borel measurable. We write the space of real-valued
continuous functions on Q as C(Q), which is a real Banach space with respect to the supremum
norm. Let Cfin(Q) be the collection of continuous functions on Q that depend on finitely many fn’s,
that is,
Cfin(Q) := {f ∈ C(Q) :∃N ∈ N,∃{i1, . . . , iN} ⊂ N, f = f(fi1 , . . . , fiN )}.
By a simple argument, it can be verified that Cfin(Q) is dense in C(Q).
Note that the space Ĥ(D) of formal series is isomorphic to RN, it can be identified with an open
set in Q. Let D be a subspace in Ĥ(D) defined by D :=⊕n∈NRun. With h ∈ Cfin(Q), f ∈ D, we
associate a Borel measurable function on Q,
Fh(f) := 〈h, f〉∇ =
∑
n∈N
qn(h)〈un, f〉∇, (3.36)
which is a finite sum.
For N ∈ N and {i1, . . . , iN} ⊂ N, we set D{i1,...,iN} :=
⊕N
n=1Ruin ≃ RN . Then we apply the
Bochner theorem (Theorem 3.11) to ψ{i1,...,iN} := ψ|D{i1,...,iN } and obtain a probability measure
P{i1,...,iN} on (D{i1,...,iN},BN ) such that
ψ{1i,...,iN}(f) =
∫
D{i1,...,iN }
e
√−1Fh(f)P{i1,...,iN}(dh), f ∈ D.
Using this family {P{i1,...,iN} : N ∈ N, {i1, . . . , iN} ⊂ N} of probability measures, we define a linear
functional ℓ : Cfin(Q)→ C by
ℓ(ϕ) :=
∫
D{i1,...,iN }
ϕ(hi1 , . . . , hiN )P{i1,...,iN}(dh), ϕ ∈ Cfin(Q).
Here we have chosen, for each ϕ ∈ Cfin(Q), a finite set {i1, . . . , iN} ∈ N such that ϕ depends on
hi1 , . . . , hiN . Then it can be verified that the functional ℓ is well-defined independent of the choice
of such finite sets. Moreover, it is extended to a positive functionals on C(Q). Therefore, the Riesz–
Markov–Kakutani theorem ensures that there exists a unique probability measure P on (Q,BQ)
such that
ℓ(ϕ) =
∫
Q
ϕ(h)P(dh), ϕ ∈ C(Q).
In particular, if we take ϕ(h) = e
√−1Fh(f) ∈ Cfin(Q) for f ∈ D, where Fh is defined by (3.36), we
have
ψ(f) =
∫
Q
e
√−1Fh(f)P(dh), f ∈ D. (3.37)
Step 2. By assumption, ψ is continuous. Therefore, for an arbitrary ε > 0, there exists δ > 0 such
that, if ‖f‖∇ < δ, then |1− ψ(f)| < ε. Let us fix such ε and δ. Then, in particular, we have
Re (ψ(f)) > 1− ε, ‖f‖∇ < δ.
Since ψ is of positive type, we have |ψ(f)| ≤ ψ(0) = 1, and in particular Re (ψ(f)) ≥ −1, f ∈W (D).
If ‖f‖∇ ≥ δ, then we have −1 > 1− ε− 2δ−2‖f‖2∇. Thus
Re (ψ(f)) > 1− ε− 2δ−2‖f‖2∇, ‖f‖∇ ≥ δ.
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The same inequality also hold when ‖f‖∇ < δ. Therefore
Re (ψ(f)) > 1− ε− 2δ−2‖f‖2∇, f ∈W (D). (3.38)
In particular, if we set f =
∑N
n=1 fnun ∈ D{1,...,N}, we have
Re (ψ(f)) > 1− ε− 2δ−2
N∑
n=1
f2n.
For α > 0, we introduce a probability measure Pα,N on (D{1,...,N},BN ) as
Pα,N (df) =
N∏
n=1
√
λ2an
2πα
e−λ
2a
n f
2
n/2αdfn, f = (f1, . . . , fN ) ∈ RN ,
where {λn}n∈N are eigenvalues of −∆ as given by (3.16). When we put the integral expression of
ψ(f) (3.37) with (3.36) for f ∈ D{1,...,N} into LHS of the inequality (3.38) and then integrate the
both sides of it with respect to Pα,N (df), we obtain∫
Q
e−(α/2)
∑N
n=1 λ
−2a
n qn(h)
2
P(dh) > 1− ε− 2αδ−2
N∑
n=1
λ−2an . (3.39)
Now we take the limit N →∞. Note that the integrand of LHS of (3.35) is supported on Ha(D) =
{h =∑n∈N hnun :∑n∈N(λ−an hn)2 <∞}. The sum in RHS of (3.39) is shown to converge
C := lim
N→∞
N∑
n=1
λ−2an ∼
∞∑
n=1
n−2a <∞
relying on the Weyl formula (Lemma 3.12) and the assumption a > 1/2. Therefore, we see that∫
Ha(D)
e−(α/2)‖h‖
2
aP(dh) > 1− ε− 2αδ−2C.
At the limit α→ 0, this gives P(Ha(D)) > 1− ε. Since ε > 0 is arbitrary, we have P(Ha(D)) = 1,
which allows us to restrict the measure P onto (Ha(D),Σa) and have
ψ(f) =
∫
Ha(D)
e
√−1〈h,f〉∇P(dh), f ∈ D.
In this expression, it is obvious that the domain for f can be extended to H−a(D), Therefore, the
proof is complete.
By the definition (3.18), Theorem 3.17 is concluded from Proposition 3.28 proved above.
3.6 On the domain of functions for Theorem 3.17
We have constructed a family of random variables {〈H, f〉∇ : f ∈ E(D)∗} on D ( C so that the
assignment f 7→ 〈H, f〉∇ is almost surely continuous. We show here that, under certain conditions,
the domain of test functions for the random field H can be extended from E(D)∗ to W (D) if we
give up its continuity.
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Proposition 3.29 Let ψ :W (D)→ C be a continuous functional of positive type such that ψ(0) =
1. Suppose that ψ further satisfies the following assumptions.
(A.1) For an arbitrary N ∈ N, the function ψ(∑Nn=1 tnun), tn ∈ R, n = 1, . . . , N is of C2-class.
(A.2) For an arbitrary f ∈W (D), the infinite series
N∑
n=1
N∑
m=1
∂2ψ(tnun + tm(1− δnm)um)
∂tn∂tm
∣∣∣∣∣
tn=tm=0
〈un, f〉∇〈um, f〉∇ : N ∈ N

converges.
Then there exists a family of random variables {〈H, f〉∇ : f ∈W (D)} such that
(i) 〈H, f〉∇ ∈ L2(E(D),P) for f ∈W (D).
(ii) 〈H, af + bg〉∇ = a〈H, f〉∇ + b〈H, g〉∇ for a, b ∈ R, f, g ∈W (D).
(iii) If f ∈ E(D)∗, then 〈H, f〉∇ coincides with that given by Theorem 3.17.
(iv) The following is established
ψ(f) =
∫
E(D)
e
√−1〈h,f〉∇P(dh) for f ∈W (D). (3.40)
Proof From the assumption (A.1), (3.19) gives
∂2ψ(tnun + tm(1− δnm)um)
∂tn∂tm
∣∣∣∣
tn=tm=0
= −
∫
E(D)
qn(h)qm(h)P(dh), n,m ∈ N.
Set
〈h(N), f〉∇ :=
N∑
n=1
qn(h)〈un, f〉∇, f ∈W (D), N ∈ N.
Then for N > M ,∫
E(D)
∣∣∣〈h(N), f〉∇ − 〈h(M), f〉∇∣∣∣2P(dh)
=
N∑
n=M+1
N∑
m=M+1
〈un, f〉∇〈um, f〉∇
∫
E(D)
qn(h)qm(h)P(dh)
= −
N∑
n=M+1
N∑
m=M+1
∂ψ(tnun + (1− δnm)tmum)
∂tn∂tm
∣∣∣∣
tn=tm=0
〈un, f〉∇〈um, f〉∇.
By the assumption (A.2), this converges to 0 as N,M →∞. Therefore the sequence {〈H(N), f〉∇ :
N ∈ N} is a Cauchy sequence in L2(E(D),P) and the limit
〈H, f〉∇ := lim
N→∞
〈H(N), f〉∇ ∈ L2(E(D),P)
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exists and (i) is proved. The linearlity (ii) is obvious. By construction (iii) is concluded. Since ψ
is continuous, we have
ψ(f) = lim
N→∞
ψ
(
N∑
n=1
un〈un, f〉∇
)
= lim
N→∞
∫
E(D)
e
√−1〈h(N),f〉∇P(dh), f ∈W (D).
We see that∣∣∣∣∣
∫
E(D)
(
e
√−1〈h,f〉∇ − e
√−1〈h(N),f〉∇
)∣∣∣∣∣P(dh) ≤
∫
E(D)
∣∣∣e√−1〈h,f〉∇ − e√−1〈h(N),f〉∇∣∣∣P(dh)
≤
∫
E(D)
∣∣∣〈h, f〉∇ − 〈h(N), f〉∇∣∣∣P(dh) ≤
(∫
E(D)
∣∣∣〈h, f〉∇ − 〈h(N), f〉∇∣∣∣2P(dh)
)1/2
→ 0 as N →∞.
This implies (iv). Then the proof is complete.
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