Meta-analytic structural equation modeling (MASEM) is becoming increasingly popular for testing theoretical models from a pool of correlation matrices in management and organizational studies. One limitation of the conventional MASEM approaches is that the proposed structural equation models are only tested on the average correlation matrix. It remains unclear how far the proposed models can be generalized to other populations when the correlation matrices are heterogeneous. Recently, Yu, Downes, Carter, and O'Boyle (2016) proposed a full-information MASEM approach to address this limitation by fitting structural equation models from the correlation matrices generated from a parametric bootstrap. However, their approach suffers from several conceptual issues and technical errors. In this study, we reran some of the simulations in Yu et al. by correcting all of the errors in their original studies. The findings showed that bootstrap credible intervals (CVs) work reasonably well, whereas test statistics and goodness-of-fit indices do not. We advise researchers on what they can and cannot achieve by applying the full-information MASEM approach. We recommend fitting MASEM with the two-stage structural equation modeling approach, which works well for the simulation studies. If researchers want to inspect the heterogeneity of the parameters, they may use the bootstrap CVs from the full-information MASEM approach. All of these analyses were implemented in the open-source R statistical platform; researchers can easily apply and verify the findings. This article concludes with several future directions to address the issue of heterogeneity in MASEM.
conducting MASEM. Cheung (2014) extended the TSSEM approach to a random-effects model. 2 There is evidence indicating that researchers are becoming increasingly interested in the applications and methodological development of MASEM. Sheng, Kong, Cortina, and Hou (2016) reviewed the current practices of MASEM. They traced all articles citing the methodological work of Becker (1992) , Becker and Schram (1994) , Viswesvaran and Ones (1995) , and Cheung and Chan (2005b) and identified 153 articles. The univariate-r proposed by Viswesvaran and Ones was applied to more than 90% of these studies. Similarly, Rosopa and Kim (2017) summarized 94 published studies applying MASEM in human resource management, industrial-organizational psychology, organizational behavior, and allied fields. Again, the approach put forward by Viswesvaran and Ones was the most popular approach in these studies. Some examples of works that address critical substantive questions in management and organizational studies with MASEM are those by de Wit, Greer, and Jehn (2012) , Monnot, Wagner, and Beehr (2011), Nahrgang, Morgeson, and Hofmann (2011) , and Nohe, Meier, Sonntag, and Michel (2015) .
Regarding methodological development, Bergh et al. (2016) and Landis (2013) reviewed issues related to applying MASEM in management and organizational studies. Cheung (2015a) produced a book-length treatment on how meta-analysis and SEM can be integrated into a single framework, which provides statistical justifications for the TSSEM approach. Jak (2015) provided a tutorial on how to conduct MASEM, focusing on the TSSEM approach. Cheung and Hong (2017) illustrated how to estimate functions of parameters, for example, indirect effects, and their confidence intervals (CIs) in MASEM. In a recent special issue of MASEM (Cheung & Hafdahl, 2016) , various methodological and statistical issues in MASEM were addressed.
The most popular approach is correlation-based MASEM , which treats correlation coefficients as the effect sizes in a meta-analysis. Thus, the heterogeneity is quantified at the correlational level, whereas the parameters in the structural equation models remain fixed. However, researchers are sometimes interested in how the parameters, not correlations, vary across studies. referred to this alternative approach as parameter-based MASEM because the parameters, for example, regression coefficients and factor loadings, are the effect sizes in a meta-analysis.
Recently, Yu, Downes, Carter, and O'Boyle (2016) proposed a bootstrap approach to address the heterogeneity of the parameters in MASEM. They called their approaches the full information MASEM (FIMASEM), modified after the univariate-r approach, and the two-stage FIMASEM (TS-FIMASEM), modified after the TSSEM approach. By comparing the results of the conventional MASEM (univariate-r and TSSEM) with those of their new approaches, Yu et al. (2016) came to the conclusion that results based on the univariate-r and TSSEM approaches are likely to be misleading if the heterogeneity of the effect sizes is ignored.
If their findings and interpretations are correct, the implications for published works on MASEM and future methodological developments in MASEM are huge. This is because the findings in many published works on MASEM, such as those reviewed by Bergh et al. (2016) , Sheng et al. (2016) , and Rosopa and Kim (2017) , are all based on correlation-based MASEM. Therefore, it is important to critically evaluate their work before recommending these approaches as the preferred methods for use in MASEM. Because the only difference between the FIMASEM and TS-FIMASEM approaches relates to whether the inputs are from the univariate-r or the TSSEM approach, we do not differentiate between them in this article.
The present study contributes to the literature in several ways. First, it highlights several critical issues and corrects some technical errors in Yu et al. (2016) . This helps the readers to fully understand the details behind the FIMASEM approach. Second, we reran some of the simulations in Yu et al. by correcting all of the errors in their original studies. The findings showed that bootstrap credible intervals (CVs) work reasonably well, whereas test statistics and goodness-of-fit indices do not. We advise researchers on what they can and cannot achieve by applying the FIMASEM approach. Third, after comparing the pros and cons of the TSSEM and FIMASEM approaches, we recommend fitting MASEM with the TSSEM approach. If researchers want to inspect the heterogeneity of the parameters, they may use the bootstrap CVs from the FIMASEM approach. Fourth, as all of these analyses were implemented in the open-source R statistical platform (R Development Core Team, 2017) , researchers can easily apply and verify the findings.
In the following sections, we first briefly review correlation-and parameter-based MASEM. This review provides the background for the issues and explains the difficulties of addressing the heterogeneity in MASEM. In the next section, we summarize the procedures of the FIMASEM approach and illustrate the analyses with an empirical example. We then discuss the critical issues and technical errors in Yu et al. (2016) . We empirically compare the performance of the FIMASEM and the TSSEM approaches by using a computer simulation. Finally, we discuss future directions on how to address the heterogeneity in MASEM.
Correlation-and Parameter-Based MASEM
Because the conceptualization of the heterogeneity is directly relevant to the issue of correlation-versus parameter-based MASEM, we first briefly review the two approaches to MASEM.
Correlation-Based MASEM
Most existing MASEM approaches, for example, the univariate-r (Viswesvaran & Ones, 1995) , GLS (Becker, 1992) , and TSSEM (Cheung, 2014) , are correlation-based MASEM. In the first stage of the analysis, correlation-based MASEM combines the correlation matrices into an average correlation matrix. In the second stage of the analysis, structural equation models are fitted on the average correlation matrix. Correlation-based MASEM has two features: (1) only one structural equation model is fitted on the average correlation matrix, and (2) the heterogeneity (the random 2 Yu et al. (2016 Yu et al. ( , pp. 1464 Yu et al. ( and 1470 Table 1 ) mentioned that one weakness of the TSSEM approach is that one study must have a complete correlation matrix. This is not correct. Both the fixed-and random-effects TSSEM approaches implemented in the metaSEM package in R do not have such a requirement. This can be easily verified by running an example in the metaSEM package. The authors probably adapted this perception from Landis (2013, pp. 255 and 256, Table 1 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
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effects) appears at the correlations SD rather than at the parameters SD .
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Correlation-based MASEM has several strengths. First, missing correlation coefficients in the studies can be easily handled in the first stage of the analysis (Furlow & Beretvas, 2005) . When the TSSEM approach is used, the maximum likelihood (ML) estimation can be used to efficiently handle the missing correlations (Cheung, 2015a) . Second, alternative structural equation models can be compared in the second stage of the analysis.
However, there are also a few limitations to correlation-based MASEM. The most critical one is that the proposed structural equation model is fitted to the average correlation matrix. It is hard to tell whether the proposed model also fits well in all populations when the effect sizes are heterogeneous. Second, correlation-based MASEM only informs us about the heterogeneity of correlation coefficients SD . It does not give us any information on how heterogeneous the parameters SD are.
Parameter-Based MASEM
Parameter-based MASEM conceptualizes the heterogeneity on the parameters rather than on the correlations. In the first step of the analysis, a regression model, path model, or structural equation model is fitted on each study. In the second stage of the analysis, the parameter estimates, for example, regression coefficients or factor loadings, are treated as effect sizes in a meta-analysis. Because parameter estimates are used in the meta-analysis, this approach is called parameter-based MASEM. This approach has been applied in only a few studies (e.g., Becker & Wu, 2007; Cheung & Jak, 2016; Gasparrini, Armstrong, & Kenward, 2012; Paul, Lipps, & Madden, 2006) .
The strengths and weaknesses of parameter-based MASEM are essentially the opposite of those of correlation-based MASEM. The primary strength of parameter-based MASEM is that researchers can study the heterogeneity of the parameters SD across studies. On the other hand, parameter-based MASEM has several weaknesses that may limit its usefulness. Because the proposed models are fitted on each study, parameter-based MASEM is not applicable when there are many missing correlations in the studies. Thus, previous applications of parameter-based MASEM assume that there are no missing correlations (Becker & Wu, 2007; Cheung & Jak, 2016; Gasparrini et al., 2012; Paul et al., 2006) .
Another limitation of parameter-based MASEM is that in the case of overidentified models, it is unclear how this approach can be used to test for model fit. Suppose that researchers fit an overidentified path model on 50 studies using parameter-based MASEM. If the proposed model fits well in some of these studies, say 20, but not in the other studies, it would be hard to draw a general conclusion. Moreover, if this path model does not fit those 30 other studies, the parameter estimates are questionable because the model is misspecified. Therefore, previous applications of parameter-based MASEM all employed regression models, which are just-identified models. Yu et al. (2016) proposed an index of generalizability to address this issue. The simulation studies reported in this article, however, do not support the use of such an index. We will discuss these various issues in more detail later.
Several researchers have previously put forward ideas similar to parameter-based MASEM. Hafdahl (2009) proposed several sophisticated statistical methods to address the heterogeneity of the functions of correlation matrices. His approach can be extended to parameter-based MASEM. Edwards and Christian (2014) suggested a simple method to address the uncertainty of population parameters. Their proposal consists of two steps. First, they calculate the CVs of the correlation coefficients based on conventional meta-analysis. Suppose that there are five variables in a meta-analysis; there would then be a total of 20 upper and lower CVs on the correlation matrix. In the second step, the proposed structural equation model is fitted 20 times by replacing the average correlation matrix with their lower and upper CVs one at a time. They interpreted these values as the upper and lower CVs of the parameters.
Summary and Illustrations of the FIMASEM Approach
In this section, we first provide a summary of the procedures of the FIMASEM approach. Following that, we illustrate the procedures and interpretations with an empirical example.
Summary of the FIMASEM Approach
Although Yu et al. (2016) did not use the term parameter-based MASEM, their approach falls into this category. Specifically, both parameter-based MASEM and FIMASEM assume that the population parameters are random variables with means and standard deviations (SD ). There are several strengths to their approaches that may address some of the mentioned weaknesses in parameterbased MASEM. First, the average correlations are used to generate parametric bootstrap correlation matrices. This practice addresses the problem of missing correlations. Second, they propose to evaluate the model fit by using an index of generalizability. Doing so may address the issue of how to handle fit indices across different studies. In the following section, we summarize their procedures for ease of reference and discussion:
1. The first step is to conduct either a univariate-r or a randomeffects TSSEM approach with the sample correlation matrices and the sample sizes. 2. Once we have estimated and D , the next step is to apply a parametric bootstrap to generate i ϳ N͑, D ͒ from a mul-tivariate normal distribution. 4 The p ‫ء‬ ϫ 1 correlation vector i in the ith bootstrap sample is converted to the p ϫ p population correlation matrix P i . If P i is nonpositive definite, it is resampled until it is positive definite. Alternatively, P i can be converted to a near positive definite matrix with the Matrix package (Bates & Maechler, 2016 ).
3. The P i correlation matrix is then used to fit a structural equation model P i ( i ) ϭ P i by treating P i as a sample covariance matrix. An arbitrary sample size, say, the harmonic mean of the sample sizes in averaging the correlation coefficients, is used as the sample size in fitting the structural equation model. The parameter estimates i and the various statistics and fit indices such as the chi-square statistic ( 2 ), comparative fit index (CFI), and standardized root mean square residual (SRMR) are saved.
4. Repeat Steps 2 and 3 B, say, B ϭ 500, times.
5. The parameter estimates and the fit indices over the B bootstrap samples are used to construct the CVs on the parameter estimates, the mean and the standard deviation of chi square, and several indices of generalizability by counting the proportion of studies that have a CFI score of Ͼ.9 and an SRMR score of Ͻ0.1.
Illustrations of the FIMASEM and TSSEM Approaches
We illustrate the FIMASEM and the TSSEM approaches using a real data set from the published literature so that readers may compare and contrast the findings from these two approaches.
Method. The data set reported by Nohe et al. (2015) was used for illustration. Nohe et al. studied the relationship between workfamily conflict and strain measured during at least two waves of measurement in a panel design. In their Table A1 , they extracted 32 studies on work conflict at Times 1 and 2 (W 1 and W 2 ) and on strain at Times 1 and 2 (S 1 and S 2 ). The sample sizes varied from 66 to 2,235, with a median of 248. All of the studies were complete without any missing variables.
They fitted several theoretical models. One was a cross-lagged model with two equality constraints on the same variables (W 1 ¡ W 2 and S 1 ¡ S 2 ) and different variables (W 1 ¡ S 2 and S 1 ¡ W 2 ), labeled "Same" and "Cross," respectively, in Figure 1 . This model, which was overidentified with two degrees of freedom (dfs), was chosen in this illustration because we could inspect the fit indices.
We used the metaSEM package (Cheung, 2015b) implemented in the R statistical platform (R Development Core Team, 2017) to conduct the analyses. The R code and the output are in the online supplemental materials (#1) accompanying this article.
Results and discussion. We used 500 bootstrap replications with a medium sample size (N ϭ 248) in fitting structural equation models in the FIMASEM. Forty-four of 500 bootstrap samples (ϳ9%) were nonpositive definite. These samples were resampled until they were positive definite. The mean and standard deviation of the chi-square test (dfs ϭ 2) were 738.40 and 851.48, respectively. The proposed model was rejected in 99.4% of the 500 bootstrapped samples. The percentages of the 500 bootstrap replications with a CFI Ͼ .9 and an SRMR Ͻ .1 were 92.4 and 86.6, respectively. The chi-square statistic shows that the proposed model fits the data extremely poorly (M ϭ 738 for dfs ϭ 2), even though the input sample size is not very large (N ϭ 248). On the other hand, the fit indices seem to suggest that the proposed model fits the populations reasonably well. Using the interpretations of Yu et al. (2016) , the proposed model can be generalized to about 90% of these studies.
Regarding the TSSEM approach, the first stage of the analysis revealed that the population heterogeneity of the correlation coefficients varied from SD ϭ .09 to .12. There is a small degree of heterogeneity on the correlation coefficients. The fit indices on the path model in the second stage of the analysis were 2 (df ϭ 2) ϭ 0.23, p ϭ .89, CFI ϭ 1.00, SRMR ϭ .0033, and the root mean square error of approximation (RMSEA) ϭ 0.00. These fit indices show that the cross-lagged model with the equality constraints fits the average correlation matrix well. Table 1 shows the parameter estimates of these two approaches. The means of the parameter estimates of the FIMASEM are very similar to the parameter estimates of the TSSEM fitted on the average correlation matrix. The SD of the path coefficients in the FIMASEM vary from .10 to .18. On the other hand, the TSSEM approach reports the standard errors (SEs) of the parameter estimates. The estimated standard errors vary from .02 to .03. It should be noted that SD and SE are fundamentally different. SD refers to the variation in the population parameter, whereas SE quantifies the precision of the parameter estimates because of sampling errors. Because the analyses are based on real data, whether the interpretations on the FIMASEM are correct remained unclear.
Critical Evaluations of and Simulation Study on the FIMASEM Approach
After summarizing the procedures and illustrating them with an example, we now discuss the critical issues in FIMASEM. We group these under five issues. A computer simulation study will be conducted to evaluate how serious these issues are.
Critical Issues in FIMASEM
Issue 1: Are and D stable enough to represent the "population" values in Step 2? The approach proposed by Yu et al. (2016) is similar to a conventional parametric bootstrap (e.g., 4 With a slight abuse of notation, we keep the "hats" in i ϳ N͑ , D ͒, although they are used as fixed values to generate the data. This reminds us that they are estimated rather than true population values. Figure 1 . The path model (df ϭ 2) used in the simulation study. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. Davison & Hinkley, 1997; Efron & Tibshirani, 1993) . The samples (or the sample statistics and D ) are treated as population values to generate the bootstrap samples. Although it is the convention to use sample estimates in place of population parameters in a bootstrap, the sample sizes in the data should be large enough to obtain reliable results. Let us consider Study 14 (Monnot et al., 2011) in Yu et al. (2016) as an example. The number of studies involved in calculating the average correlations varies from 3 to 71, with a median of 25 in averaging the correlations (Monnot et al., 2011 , Table 1 ). There is substantial uncertainty in estimating the heterogeneity variances or SD because of the small numbers of studies. We may quantify the variability by constructing 95% CIs on the estimated heterogeneity variances. Researchers may get some idea of how stable these estimated heterogeneity variances are by inspecting these CIs.
Let us illustrate how uncertain the heterogeneity variances are in small samples. To simplify the discussion, we assume that the sampling variances are nearly the same for all studies. Under this scenario, the estimated heterogeneity variance is similar to the sample variance of the effect sizes (Demidenko, 2013) . Suppose that the estimated heterogeneity variance equals 1 (SD 2 ϭ 1 in the notation of Yu et al., 2016) . Figure 2 displays the 95% CI on SD 2 ϭ 1 with various numbers of studies in a meta-analysis (see Freund, 1992 , for the formula). Hence, if we use the estimated SD to generate the data, the results would likely be inaccurate. The situation becomes worse when the number of variables increases. As there are 15 dimensions (correlation coefficients in the correlation matrix) in Study 14, the number of studies required to make the estimated variances stable is huge (Gupta & Gupta, 1987) . The results of FIMASEM can be highly unstable unless there are enough studies, which is typically not the case in MASEM.
Issue 2: What is the impact of the nonpositive definite matrices on the bootstrap data? Do the bootstrap correlation matrices i follow the predefined population values with a mean vector of and a variance-covariance matrix of D ? Perhaps not. This is because i is converted into a correlation matrix P i , which must be positive definite. Nonpositive definite correlation matrices mean that the data do not exist in reality. Yu et al. (2016) briefly mentioned this limitation in their Limitations and Future Directions section. However, they did not investigate how this issue affected their results. When there are nonpositive definite correlation matrices, they are either replaced by resampling other matrices in the FIMASEM approach or converted by some near positive definite matrices (Bates & Maechler, 2016) in the TS-FIMASEM approach. For ease of reference, we refer to these two approaches as the replacement method and the nearPD method.
To demonstrate how the nonpositive definite matrices affect the means and variances of the generated data, we reran the analysis for Study 14 using the two methods employed in the FIMASEM and TS-FIMASEM approaches. 6 We used 10,000 bootstrap samples so that we could minimize the simulation error. The R code for this analysis is given in the online supplemental materials (#2) accompanying this article.
In Study 14, the nonpositive matrix occurred in 75% and 43% of the bootstrap samples in the replacement and the nearPD methods, respectively. The bias (the mean of the bootstrap samples minus the true value) of the correlations for the replacement and the nearPD methods ranged from Ϫ20.35% to 13.95% and from Ϫ11.32% to 8.25%, respectively. Regarding the SD , the bias for the replacement and the nearPD methods ranged from Ϫ27.40% to Ϫ5.10% and from Ϫ18.55% to Ϫ3.11%, respectively. The replacement method was slightly worse than the nearPD method. These findings suggest that the generated bootstrap samples may not follow the specified model i ϳ N͑ , D ͒ because of the truncation of the nonpositive definite matrices. There are substantial biases in both the means 5 The formula listed in Freund (1992) is exact when the known sampling variances in a meta-analysis are zero. It is only an approximation in the presence of known sampling variances in a meta-analysis. But it is already sufficient to demonstrate the variability of the estimated heterogeneity variances. We reported variances SD 2 ( 2 in other writings on metaanalysis) instead of SD because variances are usually used in statistics, for example, in the assumption of the homogeneity of variances in ANOVA. Readers can easily convert them into SD . 6 It is important to note that there was a programming error in Yu et al.'s (2016) Online Supplemental Material #1. In their R code, users are required to specify the SD of the effect sizes (p. 2, lines 21-27). The mvrnorm function from the MASS package (Venables & Ripley, 2002) was then used to generate multivariate normal data. The authors incorrectly specified SD to represent the variances (p. 3, lines 7-11) to generate the data. For example, when the users specify SD ϭ .3, their function actually generates data from SD ϭ .55. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
and the variances of the generated data. These biases may affect the performance of the proposed approaches. Issue 3: Do the bootstrap i (and ͚ i ) represent the population or the sample correlation matrices in Step 3? Before addressing this issue, it is of relevance to review what SEM is. In SEM, we fit a proposed model Α() against the sample covariance matrix S with a sample size N via a fit (or discrepancy) function F(Α(), S). The parameter estimates are obtained at the minimum of the fit function F͚͑͑ ͒, S͒. If the proposed model is correct, the test statistic, 2 ϭ ͑N Ϫ 1͒F, approximately follows a chi-square distribution with the appropriate degrees of freedom under some regularity conditions (Mulaik, 2009 ). We would seldom expect the proposed model to be correct even in the population because some of these assumptions may be violated. Researchers have proposed various goodness-of-fit indices to assess the approximate fit of the model (e.g., Hu & Bentler, 1999; Marsh, Hau, & Wen, 2004) .
We now return to the issue of whether the generated data are populations or samples. Yu et al. (2016) said that one of the main strengths of their proposed method is its ability to address the heterogeneity of population parameters. A parametric bootstrap is used to generate the "population" correlation matrices. Based on the generated "population" correlation matrices, CVs on the parameters and indices of generalizability, for example, CFI Ͼ .9 and SRMR Ͻ .1, can be formed. Even though the authors focused only on CFI and SRMR, they claimed that "although we focus on the three fit indices, the online software outputs 16 fit indices, and the logic we propose can be applied to any fit index" (p. 1461).
There are several fundamental problems with this approach. Yu et al. (2016) used the harmonic mean of the correlation coefficients in their analyses. They suggested that it does not matter what sample sizes are used. However, they reported and interpreted the mean and the standard deviation of the chi-square statistics. It is clear that the chi-square statistic is a function of the sample size used in the analysis. The reported chi-square statistic is arbitrary and misleading. Users can easily get a large (or small) chi-square statistic by plugging in a different sample size.
Nearly all goodness-of-fit indices have been developed for sample covariance matrices. Most of the goodness-of-fit indices are sensitive to sample sizes (Bollen, 1990) . If we were to use a different sample size in FIMASEM, the values of many fit indices would be different. One exception is the SRMR, which is not sensitive to sample size. However, the SRMR is also not sensitive to the complexity of the model that is used. We can make the SRMR arbitrarily small by adding more and more paths to the model. Moreover, the SRMR that is calculated in most SEM packages including lavaan (Rosseel, 2012) and OpenMx (Neale et al., 2016) , and that are used in Yu et al. (2016) , assume that the input matrices are covariances. Therefore, the standardized residuals on the diagonals are also included in the formula. This is inappropriate for MASEM, as the diagonals are always ones because the inputs are correlation matrices (see Cheung, 2015a , for a modified SRMR for MASEM).
Another issue is that CFI Ͼ .9 and SRMR Ͻ 0.1 were arbitrarily selected as the indices for generalizability. That the cutoff for CFI Ͼ .9 is, in fact, a statistical myth (Lance, Butts, & Michels, 2006) . On the other hand, it remains unclear why RMSEA, a popular fit index in SEM, was excluded. There was no theoretical justification for why and how these indices and cutoffs would be valid for measuring the model fit for "population" correlation matrices.
To get a better sense of what these goodness-of-fit indices look like, we reanalyzed Study 14 using 10,000 bootstrap samples (see the online supplemental materials #2). Only in a respective 9.71%, 20.51%, and 0.07% of bootstrap samples was CFI Ͼ .9, SRMR Ͻ 0.1, and RMSEA Ͻ 0.05.
7 Table 2 displays a summary of the statistics of various fit indices. Astonishingly, the RMSEA and SRMR show a maximum of 1.19 and 34.83, respectively. Because the SRMR is the mean of the standardized residuals, it is strange to have an SRMR of close to 1 in applied research. A value of SRMR ϭ 34.83 (and RMSEA ϭ 1.19) indicates that something is wrong in either the bootstrap samples or the proposed model. In Yu et al. (2016) , the authors took these exceptionally poor values as evidence that the proposed path model was not generalizable to different populations. In light of the issues observed in the present 7 The values of CFI and SRMR are different from those reported in Yu et al. (2016) . One possible reason for the difference is that Yu et al. used 500 bootstrap samples, whereas we used 10,000 bootstrap samples. This document is copyrighted by the American Psychological Association or one of its allied publishers.
study, a more reasonable interpretation is that the proposed approach is questionable.
Issue 4: Should we interpret the CVs of the parameters when the proposed model is misspecified in Step 5? Another advertised strength of Yu et al.'s (2016) approach is that we can study the heterogeneity of the parameters through the CVs of the parameters. If the CV is very wide, the parameter may vary significantly across studies. If the CV is short, the parameter is said to be stable across studies.
There are two critical assumptions behind this approach. The first one is that the estimated SD is an unbiased estimator of the heterogeneity of the population. If the estimated SD is biased, the constructed CVs are also biased. We will evaluate this assumption in the later simulation study. Another assumption is that the proposed model is correctly specified. If the proposed model is misspecified, the parameter estimates are likely to be biased (e.g., Mulaik, 2009) . Although many researchers argue that the proposed model is almost misspecified in some (minor) ways, most researchers agree that we should interpret the parameter estimates only if the proposed model has either a good "exact" fit with the chi-square test or a good "approximate" fit with some goodnessof-fit indices.
Suppose that we accept the authors' approach to evaluating the generalizability of the proposed model (Issue 3) with CFI Ͼ .9 and SRMR Ͻ 0.1. In Study 14, in Yu et al.'s (2016) Table 5 , the CFI was Ͼ.9 in only 2% of the studies and the SRMR was Ͻ0.1 in only 21% of the studies. According to the authors, the proposed model does not generalize to the majority of the population. The calculated CVs of the parameter estimates in Table 3 of Yu et al. are thus based on a majority of misspecified models (79% to 98%) and a minority of correctly specified models (2% to 21%). The validity of these CVs is questionable.
Issue 5: Some technical errors related to the simulation study (Study 1 in Yu et al., 2016) . Besides the conceptual problems in the proposed methods, there were also several technical errors in the simulation study (Study 1). Checking the R code in their simulation studies uncovered three fatal programming errors. The first was that the population correlation matrices used to generate the data were incorrect (that is, different from what the authors intended); the second was that the models used to analyze the data were incorrectly specified. We discuss these errors in more detail.
A path coefficient of .3 was intended to be used to generate data in Figures 1 and 2 in Yu et al. (2016) . From their descriptions of the simulation study and by checking the R code used in their simulation studies, it appears that a path coefficient was incorrectly used to represent a Pearson correlation in the article. Let us consider the model in Figure 1 Another programming error was that the models used to analyze the data in their R code were incorrectly specified. The RAM specification (McArdle & McDonald, 1984) was used in the model specification in the univariate-r and the TSSEM approaches using the OpenMx and metaSEM packages. The RAM specification uses three matrices to specify a structural equation model. The A matrix specifies the asymmetric paths, for example, regression coefficients and factor loadings. The element A ij in the ith row and jth column represents the regression coefficient from the jth column variable to the ith row variable. The roles of independent and dependent variables were incorrectly reversed in the article. Therefore, when a model is specified from x to y, the actual analysis was from y to x. Figures 5 and 6 in this article display the incorrect (actually used) and correct (intended) models for Figures 1 and 2 in Yu et al. (2016) .
The third programming error was that all of the error variances in their Figures 1 and 2 were incorrectly fixed at 1.0 in their S matrix, which specifies the variance-covariance matrix of the variables. An explanation of how to compute the correct matrices and model specifications is given in the online supplemental materials (#3) accompanying this article.
In standard simulation studies, researchers generate a large amount of data from a predefined population. Because the generated data are also subject to sampling errors, we have to generate a large number of replications, say 1,000, to minimize the simulation error. After running the analyses, researchers summarize the findings by studying the bias and efficiency of various estimators (e.g., Paxton, Curran, Bollen, Kirby, & Chen, 2001 ). In the simulation studies in Yu et al. (2016) , there was only one replication 8 x•m1 and ␤ x¡m1 are used to represent the population correlation between x and m 1 and the path coefficient from x to m 1 , respectively. (Monnot et al., 2011) in Yu et al. (2016) Note. Q10 to Q90 refer to the 10th to 90th percentiles. Min ϭ minimum; Max ϭ maximum; df ϭ degrees of freedom; CFI ϭ comparative fit index; RMSEA ϭ root mean square error of approximation; SRMR ϭ standardized root mean square residual.
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in the simulation study-that is, the 500 bootstrap samples were only run within one replication in the simulation study. Strictly speaking, Study 1 is an illustration with some artificial data rather than a simulation study to assess the empirical performance of various statistical methods. Thus, the results are likely to have been captured by chance. Because of these programming errors, the correctness of their findings is highly questionable.
A Simulation Study of the FIMASEM and TSSEM Approaches
As a result of the above critical issues and technical errors, it remains unclear how the FIMASEM works in simulated data with known properties. The present simulation study attempts to address these concerns by empirically evaluating the performance of the FIMASEM under conditions similar to those of Yu et al. (2016) , except that the technical errors will be corrected. We also included the TSSEM for comparison, so that the readers may make an informed decision when choosing between the new approach and the conventional MASEM.
Method. Artificial data were generated from the model with two specific mediators used in Yu et al.'s (2016) Figure 1 , which was also reported on the right-hand side of Figure 3 in this article. There were four variables with no missing variables. As there is no direct effect from x to y and no correlation between m 1 and m 2 , the degrees of freedom of this model are 2 when it is correctly specified. To make the simulations manageable, we mostly followed the settings of Yu et al. We set the means of all path coefficients (except for the two paths with 0) at .3. The sample size per study was set at 200. The following factors were manipulated.
Number of studies. Yu et al. (2016) only used 50 studies in their simulations. We expanded this to three levels (10, 20, and 50) in the present simulation study. These levels should be representative enough to give us some insights into how the methods work in typical settings.
Population standard deviation. Three levels were selected: 0, .1, and .3. The level of 0 was used to represent the condition of the homogeneity of correlation matrices (and path coefficients). The levels of .1 and .3 are similar to those observed in applied research in Bosco, Aguinis, Singh, Field, and Pierce (2015) .
Types of heterogeneity. As elaborated in the section on correlation-versus parameter-based MASEM, there are two types of random effects in MASEM. We may conceptualize the random effects on the correlation coefficients. This approach is consistent with conventional MASEM. Two stages are required to generate the sample correlation matrices for the analyses. Let us illustrate how the sample correlation matrices are generated under this condition. Because all of the path coefficients are .3, the model implied correlation matrix is shown in the upper triangle in Table  3 . We take the off-diagonal correlations as the population means. Suppose that the population SD is .1; we generate normal data from these means and SDs ϭ .1 and convert them into the population correlation matrices. If the population correlation matrices are nonpositive definite, we resample them until the generated correlation matrices are positive definite. These population correlation matrices are then used to generate sample correlation matrices (N ϭ 200) for the meta-analysis. Here, this condition is termed the random correlation matrices.
Another condition is to conceptualize the random effects on the structural parameters. This approach is consistent with the FI-MASEM approach proposed by Yu et al. (2016) and with parameter-based MASEM. It works as follows. There are four path coefficients in the model (x ¡ m 1 , x ¡ m 2 , m 1 ¡ y, and m 2 ¡ y). Suppose that the population SD is .1; we generate four normal scores from the M ϭ .3 and SDs ϭ .1. These path coefficients are converted to the model implied correlation matrices using the tracing rules. If the population matrices are nonpositive definite, they are resampled until the generated matrices are positive definite. These population correlation matrices are then used to generate sample correlation matrices (N ϭ 200) for the meta-analysis. Here, this condition is termed the random path coefficients. Figure 1 in Yu et al. (2016) Note. The lower and upper triangles represent the incorrect correlation matrix used in Runs 1 to 5 in Figure 1 in Yu et al. (2016) and the correct correlation matrix, respectively. The values in bold font highlight the elements that differ between these two matrices. Figure 2 in Yu et al. (2016) Note. The lower and upper triangles represent the incorrect correlation matrix used in Runs 1 to 5 in Figure  2 in Yu et al. (2016) and the correct correlation matrix, respectively. The values in bold font highlight the elements that differ between these two matrices. This document is copyrighted by the American Psychological Association or one of its allied publishers.
There are some points to note on the combination of this factor and the population standard deviation. When the population SD ϭ 0, the model generating the data is the same for both the random correlation matrices and the random path coefficients because there is no heterogeneity on the population correlation matrices and the path coefficients. Second, the degree of the heterogeneity of the data can be different between the random correlation matrices and the random path coefficients even under the same level of population standard deviation. Take population SD ϭ .1 as an example. For the condition of random correlation matrices, the population correlation between x and y is generated from the M ϭ .18 and SD ϭ .1. For the condition of random path coefficients, the same population correlation between x and y is generated from ␤ x¡m1 ␤ m1¡y ϩ ␤ x¡m2 ␤ m2¡y , where ␤ is generated from the M ϭ .3 and SD ϭ .1.
Criteria for assessments. In the FIMASEM approach, what are calculated are the relative percentage bias of the means of the estimated path coefficients and the estimated SD . In the TSSEM approach, it is the relative percentage bias of the estimated path coefficients and the SEs that are calculated. It is important to note that when the data are generated from the condition of random correlation matrices, the correct population value of SD is unknown, although the data are generated from SD ϭ .3. We empirically generated 10,000 random samples and used them to calculate the population values in the assessments. This approach also applies to the TSSEM approach when the data are generated from the condition of random path coefficients. This step ensures that the biases of FIMASEM and TSSEM are calculated from the correct population values. Because the population values are the same for the four path coefficients (.3), we reported the average biases among these four paths for ease of interpretation. When the individual biases were not in the same signs, that is, some were positive and others were negative, we indicated the ranges in the table.
Besides the parameter estimates, we also summarized the chisquare statistics and the various goodness-of-fit indices. Because the data are generated from multivariate normal data and the models are correctly specified with two degrees of freedom, the chi-square statistic provides the correct statistic for assessing the performance of the methods. We also reported the fit indices to judge whether the proposed SEM has a good approximate fit to the data.
Results and discussion. Table 5 displays the relative percentage biases of the parameter estimates. When the correlation matrices (and the path coefficients) are homogeneous, both the FIMASEM and the TSSEM approaches are unbiased. The FIMASEM is accurate in recovering the mean path coefficients and their SD , which are essentially zero. Similarly, the TSSEM approach is also accurate in recovering the path coefficients and their standard errors.
When the data are generated under the condition of random correlation matrices, both approaches are accurate in recovering Figure 3 . Incorrect (actually used) and correct (intended) models to generate the correlation matrices in Figure  1 in Yu et al. (2016) . The models on the left and right are the incorrect and correct models, respectively. Figure 4 . Incorrect (actually used) and correct (intended) models to generate the correlation matrices in Figure  2 in Yu et al. (2016) . The models on the left and right are the incorrect and correct models, respectively. This document is copyrighted by the American Psychological Association or one of its allied publishers.
the path coefficients under the condition of population SD ϭ .1. The bias of the parameter estimates becomes slightly more substantial when the degree of heterogeneity gets larger at population SD ϭ .3. The estimated SD in the FIMASEM is slightly underestimated (Ϫ3% to Ϫ14%), especially when the number of studies is 10. The standard errors in the TSSEM are also slightly underestimated (Ϫ2% to Ϫ11%).
Regarding the condition of the random path coefficients, the parameter estimates of the TSSEM are unbiased in all conditions (Ͻ1%). The parameter estimates of the FIMASEM are unbiased only when the population SD ϭ .1, whereas the parameter estimates are slightly underestimated (about 13%) when the population SD ϭ .3. Both the standard deviations of the FIMASEM and the standard errors of the TSSEM are underestimated. The bias of the standard errors of the TSSEM (Ϫ12% to Ϫ20%) is slightly larger than that of the standard deviations in the FIMASEM (Ϫ1% to Ϫ17%). Regardless of the type of heterogeneity, the number of studies plays a vital role in the accuracy of estimating SD in FIMASEM and standard error in TSSEM.
Before going through the results of the test statistics and goodness-of-fit indices, it is helpful to recall the model generating the data (the model on the right-hand side of Figure 3 in this study). As there is no direct effect from x to y and no correlation between m 1 and m 2 , the proposed model should fit the data well in the FIMASEM with two degrees of freedom, even though the coefficients are random across the population correlation matrices. If we refer to the exact fit with the test statistic, it should follow a chi-square distribution with two degrees of freedom in the simulation study. If we use a close fit with the goodness-of-fit indices, they should also show that the proposed model fits well in nearly ALL simulated studies-that is, the percentage of studies with CFA Ͼ .9 and SRMR Ͻ .1 should be close to 100% because the proposed model exactly fits in these populations. Table 6 shows the test statistic and goodness-of-fit indices of the FIMASEM and TSSEM approaches. Under the condition of the homogeneity of correlation matrices (and of path coefficients), the means of the chi-square statistic of the FIMASEM will vary from 5.87 to 13.79, which are larger than the expected value of 2. When the data are generated under random correlation matrices and random path coefficients, the means of the chi-square statistic of the FIMASEM will vary from 33.33 to 3,737.66. The findings here provide clear evidence that the FIMASEM does not follow the statistical theory of SEM.
Using the proposed cutoffs by Yu et al. (2016;  CFI Ͼ .9, SRMR Ͻ .1), almost all bootstrap correlation matrices are classified as being of good fit under the condition of the homogeneity of correlation matrices (and path coefficients), which is correct. When the data become heterogeneous under either the random correlation matrices or the random path coefficients, the proposed model fits more poorly in the bootstrap correlation matrices. When the population SD ϭ .3, the percentages of the bootstrap correlation matrices vary from 20% to 44% under the random correlation matrices and from 36% to 69% under the random path coefficients for CFI Ͼ .9 and SRMR Ͻ .1. In theory, the FIMASEM should identify almost all bootstrap samples as well-fitted samples because the data are generated from models with two degrees of freedom. However, the FIMASEM failed to identify most of these studies. We also included RMSEA Ͻ .05 in the simulation study. The findings are even worse.
One reviewer wondered whether it might be possible to modify the conventional cutoffs in SEM to identify the percentage of studies that the proposed model fits in the population. To answer this question, we reran the above simulation by saving more information on the fit indices. Specifically, we calculated the 0th (minimum), 10th, 20th, 50th, 80th, 90th, and 100th (maximum) percentiles of the goodness-of-fit indices among each 500 bootstrap samples. We then calculated the means of the percentiles Figure  2 in Yu et al. (2016) . The models on the left and right are the incorrect and the correct models, respectively. This document is copyrighted by the American Psychological Association or one of its allied publishers.
across the 1,000 replications in each condition. The profile of these percentiles may give us some ideas about the revised cutoffs that may be required in the FIMASEM. Because a larger CFI means a better model fit, and a larger RMSEA and SRMR means a poorer model fit, we reversed the percentiles of the CFI in the figures for ease of interpretation. Therefore, higher percentiles, for example, 90th and 100th, are always associated with a poorer model fit (lower CFI and larger RMSEA and SRMR). Note. df ϭ degrees of freedom; CFI ϭ comparative fit index; SRMR ϭ standardized root mean square residual; RMSEA ϭ root mean square error of approximation. This document is copyrighted by the American Psychological Association or one of its allied publishers.
Figures 7, 8, and 9 display the heat maps of these cutoffs. The x-axis shows the 0th to 100th percentiles of the fit indices. The left and right y-axes indicate the number of studies (10, 20, and 50) and the (type of) heterogeneity (SD ϭ 0, .1, and .3 in random correlation matrices and random path coefficients), respectively. The color indicates the "heat" of the values. When the values are above or below the ranges (CFI Ͻ .9, RMSEA Ͼ 0.1, SRMR Ͼ .1), the color becomes gray.
When inspecting the patterns of the heat maps, it can be seen that the proposed model fit becomes poorer when the population parameters become more heterogeneous. We focus on the condition of SD ϭ .3 in random path coefficients, which gives us the cases for large heterogeneity. We may recall that the proposed model is correctly specified with two degrees of freedom in all conditions. Thus, it is expected that these goodness-of-fit indices should identify 100% of the studies that the proposed model fits in the population. If we want to be 100% correct in identifying the models, the cutoffs in the 100th percentile in the condition can be as low as .06 for CFI, as high as .84 for SRMR, and as high as 1.52 for RMSEA. If we aim to identify 90% of studies correctly, the cutoffs in the 90th percentile can be as low as .35 for CFI, as high as .21 for SRMR, and as high as .67 for RMSEA. Suppose that we are comfortable with the 50th percentile (correctly identifying 50% of studies and misclassifying the other 50% of studies); the cutoffs for the CFI, SRMR, and RMSEA would be .72, .11, and .32, respectively. Based on the current SEM literature, it is difficult to defend these cutoffs.
As discussed in Issue 3, these fit indices, for example, CFI, SRMR, and RMSEA, were developed to evaluate sample covariance matrices. They were not meant to be used to evaluate popu- This document is copyrighted by the American Psychological Association or one of its allied publishers.
lation correlation matrices. The findings in this simulation study provide clear evidence that these cutoffs should not be used to identify the percentage of population studies for which the proposed model can be generalized. The follow-up simulation study also shows that we have to apply unreasonable cutoffs if we want to use them in FIMASEM.
Regarding the TSSEM approach shown in Table 6 , it can be seen that it performs close to the theoretical value under the condition of the homogeneity of correlation matrices. The means of the chi-square statistic of the TSSEM vary from 1.95 to 2.09, which are very close to the expected value of 2. When the data are heterogeneous in the condition of random correlation matrices, the chi-square statistic is slightly overestimated. The largest one is 4.05 when the population SD ϭ .3 and k ϭ 50. On the other hand, the chi-square statistic is underestimated under the condition of random path coefficients. The underestimation is more serious when the population SD ϭ .3. The fit indices (CFI, SRMR, and RMSEA) are excellent because the data were generated from true models. Yu et al. (2016) addressed an important topic on both the methodological development and applications of MASEM. Due to some critical issues and technical errors, it was unclear whether their findings and interpretations were valid. The present study clarified the conceptual issues and corrected the technical errors in their articles. We further extended their study by evaluating the FIMASEM approach with a simulation study. The findings provide some empirical evidence of how the FIMASEM approach This document is copyrighted by the American Psychological Association or one of its allied publishers.
General Discussion
works on simulated data. We summarize the key findings here: (a) the means of the parameter estimates are generally unbiased (or slightly biased) when the degree of heterogeneity is small (or large); (b) the estimated SD is slightly underestimated (Ϫ1% to Ϫ17%) in both the conditions of random correlation matrices and random path coefficients-therefore, the constructed CVs on the parameters are also slightly undercovered; (c) the chi-square test statistic is severely overestimated and does not follow the expected chi-square distribution; and (d) the proposed cutoffs (CFI Ͼ .9, SRMR Ͻ .1) are inaccurate in identifying the percentage of studies that can be generalized by the proposed model. Further simulation results have shown that it is hard to find modified cutoffs to use. Regarding the issues that we discussed previously, Issue 5 is the most critical but has been fixed in the present simulation study.
Both Issues 1 and 2 may affect the accuracy of the parameter estimates. Based on the simulation study, the bias of the parameter estimates does not seem to be critical. Issues 1, 2, and 4 may impact the accuracy of the estimated SD . The findings of the simulation study also show that the bias of SD is quite mild. The most critical concern is the appropriateness of using the cutoffs to interpret the percentage of studies that can be generalized by the proposed model. The findings of the simulation study put into question the correctness of the test statistics and the proposed cutoffs (Issue 3). Table 7 summarizes the conceptual differences and empirical findings between the FIMASEM and the TSSEM approaches. It may help readers to choose between these two approaches. The statistical theory of the TSSEM is well known. The present simulation study also shows that the TSSEM has good statistical This document is copyrighted by the American Psychological Association or one of its allied publishers.
properties. Based on the current evidence, we recommend the TSSEM approach to conducting MASEM for general analyses and model comparisons. If researchers want to explore the effects of heterogeneity on the parameter estimates, they may use the bootstrap CVs suggested by Yu et al. (2016) . However, researchers are cautioned to neither apply the chi-square test nor any cutoffs to check the generalizability of the proposed model. To promote open science and facilitate research, we implemented these procedures in the metaSEM package in the R statistical platform. Researchers may easily verify and improve on the methods. Because we attempted to replicate the conditions in Yu et al. (2016) , several factors were not manipulated in this simulation study. These factors should be addressed in future simulation studies. Different studies may contribute different numbers of correlation coefficients in applied research. For example, the number of studies varies from 3 to 71, with a median of 25, in Study 14 (Monnot et al., 2011) in Yu et al. The presence of missing variables may make the statistical analysis challenging for both the FIMASEM and conventional MASEM. Another factor affecting the performance is the complexity of the models. We only used a simple model with four variables. Models in applied MASEM are much more complicated (cf. the numbers of paths in Yu et al., Table 4 ). Further simulation studies should explore models that are more complex with larger degrees of freedom.
Another direction concerns the impact of Issues 1, 2, and 4. The findings of the present simulation study seem to suggest that these issues only have a minimal impact on the performance of the bootstrap CV in the FIMASEM. It is not clear whether this is true or whether the findings are specific to the particular conditions used in the simulation study. It should be noted that all of the proposed models have been correctly specified in the present simulation studies. Although MASEM can be considered a special case of SEM, there are more complications in MASEM. Future simulation studies are required to explore how these methods work in more complicated models. When designing simulation studies, it is important to manipulate the factors in such a way as to ensure that they are similar to realistic settings (Paxton et al., 2001) . This ensures that the findings in the simulation studies can be generalized to real-world applications. Sheng et al. (2016) provided a review of the current practice in MASEM. Their findings will be useful for guiding realistic simulations in MASEM.
The indices of generalizability proposed by Yu et al. (2016) did not work well in simulation studies. As suggested by an anonymous reviewer, another possible direction for addressing issues of heterogeneity in MASEM is to identify homogenous clusters of correlations. For example, Cheung and Chan (2005a) suggested using cluster analysis to group correlation matrices into relatively homogeneous subgroups. The same model or different models can be fitted in each subgroup. Moreover, study characteristics may be used to predict the classifications. This approach can be a viable alternative to address the heterogeneity in MASEM. Future studies may compare the advantages and limitations of using cluster analysis and mixture models to address heterogeneity in MASEM.
To conclude, MASEM is a complicated technique that has inherited issues from both meta-analysis and SEM. A unified statistical model is required to account for the complexity of MASEM correctly. Yu et al. (2016) and the present study have highlighted further complications to conceptualizing random effects in MASEM. We hope that the further development of MASEM may lead to better applications and to the development of theories in management and organizational studies. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
