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ABSTRACT
We present new measurements of the temperature of the intergalactic medium (IGM) derived
from the Lyα forest over 2.0 ≤ z ≤ 4.8. The small-scale structure in the forest of 61 high-
resolution quasi-stellar object spectra is quantified using a new statistic, the curvature, and
the conversion to temperature calibrated using a suite of hydrodynamic simulations. At each
redshift, we focus on obtaining the temperature at an optimal overdensity probed by the Lyα
forest, T ( ¯), where the temperature is nearly a one-to-one function of the curvature regardless
of the slope of the temperature–density relation. The median 2σ statistical uncertainty in
these measurements is 8 per cent, though there may be comparable systematic errors due to
the unknown amount of Jeans smoothing in the IGM. We use our T ( ¯) results to infer the
temperature at the mean density, T0. Even for a maximally steep temperature–density relation,
T0 must increase from ∼8000 K at z  4.4 to 12 000 K at z  2.8. This increase is not
consistent with the monotonic decline in T0 expected in the absence of He II reionization. We
therefore interpret the observed rise in temperature as evidence of He II reionization beginning
at z  4.4. The evolution of T0 is consistent with an end to He II reionization at z ∼ 3, as
suggested by opacity measurements of the He II Lyα forest, although the redshift at which
T0 peaks will depend somewhat on the evolution of the temperature–density relation. These
new temperature measurements suggest that the heat input due to the reionization of He II
dominates the thermal balance of the IGM over an extended period with z  1.
Key words: intergalactic medium – quasars: absorption lines – cosmology: observations –
dark ages, reionization, first stars – early Universe.
1 IN T RO D U C T I O N
Cosmic reionization represents one of the most dramatic feedback
processes occurring between luminous sources and the intergalac-
tic medium (IGM). At some point before redshift six, nearly every
hydrogen atom in the Universe was ionized, as evidenced by the
transmission of H I Lyα photons in quasi-stellar object (QSO) spec-
tra up to z ∼ 6 (Becker et al. 2001; Fan et al. 2002, 2006). Similarly,
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helium in the IGM is known to be fully ionized by z ∼ 2.7 based
on observed transmission in the He II Lyα forest at z < 3 (for a
summary of observations, see Fechner et al. 2006 and Dixon &
Furlanetto 2009). Understanding how and when these reionization
events occurred is fundamental to understanding the nature of the
earliest galaxies and active galactic nuclei as well to assessing the
impact of reionization on the evolution of luminous sources up to
the present day.
One of the main impacts of hydrogen and helium reionization is
on the thermal state of the IGM. This is particularly true at low den-
sities, where photoionization heating is believed to be the dominant
heating process. When the bulk of the hydrogen and helium in the
IGM becomes ionized, the heat input is expected to significantly
increase the gas temperature. The thermal history of the IGM will
reflect not only the timing and duration of reionization, but also the
nature of the ionizing sources and the manner in which ionized bub-
bles grow and overlap (Hui & Gnedin 1997; Abel & Haehnelt 1999;
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Gnedin 2000; Hui & Haiman 2003; Gleser et al. 2005; Paschos et al.
2007; Tittley & Meiksin 2007; Furlanetto & Oh 2008; Bolton, Oh
& Furlanetto 2009; McQuinn et al. 2009). At the mean density, the
characteristic signature of reionization is expected to be a marked
heating followed by a relatively rapid cooling, the latter due to adi-
abatic expansion and (at z > 6) Compton cooling (Miralda-Escude´
& Rees 1994; Hui & Gnedin 1997). If helium reionizes later than
hydrogen, as expected if helium is fully reionized by bright QSOs,
then the temperature evolution will contain two peaks. Following
reionization, the thermal evolution will asymptotically approach a
gradual cooling state, in which adiabatic expansion is nearly bal-
anced by photoionization heating from H I, He I and/or He II (Hui &
Gnedin 1997; Hui & Haiman 2003). In short, the thermal history
of the IGM reflects both the output of luminous sources and the
growth of large-scale structure.
At z < 6, the most readily observable impact of the IGM tem-
perature is on the small-scale structure of the H I Lyα forest. The
widths of absorption features are set by thermal broadening, Hubble
broadening due to the change in redshift across a filament or void,
peculiar velocities and the column densities of the absorbers. By
using numerical simulations to capture the large-scale structure and
bulk motions of the IGM, therefore the temperature can be extracted
by analysing the amount of small-scale structure in the forest. Pre-
vious efforts to do this have taken two main approaches. The first
has been to measure the distribution of Doppler parameters of indi-
vidual absorption features (Ricotti, Gnedin & Shull 2000; Schaye
et al. 2000; McDonald et al. 2001). The widths of the narrowest
features are expected to be dominated by thermal broadening, and
so can be used to infer a temperature. Alternatively, the small-scale
structure has been quantified across the entire forest using either the
flux power spectrum (Zaldarriaga, Hui & Tegmark 2001) or wavelet
decomposition (Theuns & Zaroubi 2000; Zaldarriaga 2002; Theuns
et al. 2002a,b).
Obtaining reliable measurements of the IGM temperature, how-
ever, has remained a considerable challenge. Schaye et al. (2000)
found tentative evidence for an increase in the IGM temperature
consistent with He II reionization near z ∼ 3. In contrast, McDonald
et al. (2001) found the IGM temperature to be roughly constant
over z ∼ 2–4 using a very similar data set but a somewhat dif-
ferent line-fitting method. Lidz et al. (2010) recently conducted
the most careful analysis to date using wavelets. Their study in-
cluded a large data set and paid close attention to systematic effects,
yet the uncertainties in the temperature measurements remained
substantial.
This work aims to produce robust IGM temperature measure-
ments over 2 < z < 5 using a method that is new in two ways.
First, we introduce a new statistic, the curvature, that is well suited
to quantifying the small-scale structure of the Lyα forest. The cur-
vature is essentially the second derivative of the flux with respect
to wavelength or relative velocity and has a number of advantages
for this type of work. It is straightforward to compute and can be
evaluated on a pixel-by-pixel basis. It also does not require the
forest to be decomposed into individual lines, and so can be ap-
plied at z > 4 where absorption features start to become strongly
blended. Secondly, we focus our efforts on accurately measuring the
temperature at a well-chosen overdensity, rather than attempting to
constrain the entire temperature–density relation. The temperature–
density relation is typically described by a power law, T() =
T0γ−1, where T0 is the temperature at the mean density and
 = ρ/〈ρ〉. We show that, at each redshift, an optimal overden-
sity, ¯, can be identified where T ( ¯) is a one-to-one function of the
mean absolute curvature, regardless of γ . This allows us to normal-
ize the temperature–density relation with high precision, providing
a first step towards a full characterization of the thermal state of
the IGM.
The remainder of the paper is organized as follows. We intro-
duce the data in Section 2 and the simulations to which the data
are compared in Section 3. We introduce the curvature statistic and
describe our method for translating the curvature into a tempera-
ture measurement in Section 4. Here, we also discuss our strategies
for dealing with sources of potential systematic error as well as
examine the potential impact of the thermal history of the IGM
on measuring instantaneous temperatures. Our results are presented
in Section 5. These include the temperature at the optimal over-
density as well as the temperature at the mean density for differ-
ent values of γ . The implications for He II reionization are dis-
cussed in Section 6. Finally, we summarize our conclusions in Sec-
tion 7. The numerical convergence of our simulations is examined in
Appendix A. Comoving distances are used throughout the paper.
2 TH E DATA
Our sample includes 61 QSOs spanning emission redshifts 2.1 ≤
zem ≤ 5.8. The objects are listed in Table 1. High-resolution spectra
were obtained primarily with the High Resolution Echelle Spec-
trometer (HIRES) spectrograph (Vogt et al. 1994) on Keck I. Ob-
servations were made with the original CCD detector between 1993
and 2004 and with the upgraded detector between 2005 and 2008.
Additional spectra of QSOs at z ≥ 4.5 were taken with the Mag-
ellan Inamori Kyocera Echelle (MIKE) spectrograph on Magellan
(Bernstein et al. 2002) between 2006 and 2008. For QSOs at z < 4.7
taken with HIRES, the raw data were processed and the extracted
spectra combined using the MAKEE reduction package. At z > 4.7,
the HIRES data were reduced using a custom set of IDL routines, as
described in Becker et al. (2006). The IDL routines were designed
to handle faint targets and include optimal sky subtraction (Kelson
2003) as well as simultaneous optimal extraction of the 1D spectrum
from all exposures. The MIKE data were reduced using a similar
custom software package.
The resolution of the HIRES data is 6.7 km s−1 [full width at half-
maximum (FWHM)]. The majority of the HIRES data were binned
using pixels with a constant velocity width of 2.1 km s−1, although
a subset of the spectra at z ≤ 2.8 were binned using constant 0.03-Å
pixels. The resolution of the MIKE spectra is 13.6 km s−1. For these
spectra, 5.0 km s−1 binned pixels were used. For both instruments
the resolution is sufficient to resolve typical Lyα forest lines, which
have Doppler parameters b  10 km s−1, or FWHM  24 km s−1.
When making comparisons with the simulations, we smooth and
resample the simulations to match the resolution and binning of
each QSO spectrum individually. Provided that adequate sampling
is used, we found that the curvature statistic (Section 4) does not
depend on the choice of binning, although it does depend on the
resolution. As described below, the curvature is measured in sections
spanning 10 h−1 Mpc. Only sections with a mean rms uncertainty
in the normalized flux of 0.06 per 2.1 km s−1 bin1 were included in
the final analysis. Initial continua were fitted using slowly varying
spline profiles. Real data are difficult to continuum fit accurately,
however, and we discuss our strategy for avoiding errors due to
continuum fitting in Section 4.2.2.
1 This is a typical pixel size for the HIRES data. For MIKE data, the noise
threshold per 5.0 km s−1 pixel was 0.06 ×√2.1/5.0.
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Table 1. List of QSOs analysed in this work. Columns give the QSO name,
the emission redshift, the instrument with which the spectrum was taken, the
total exposure time across all settings and the mean noise in the normalized
flux per 2.1 km s−1 among those sections of the spectra that were included
in the analysis. In order to be included, a 10 h−1 Mpc section was required to
have a mean noise level less than 0.06. Objects for which ‘HIRES’ is marked
with an (∗) were observed at least partially with the upgraded detector.
QSO zem Instrument texp Noise
PKS 0421+019 2.05 HIRES 3.3 0.057
Q 1225+3145 2.20 HIRES∗ 8.7 0.015
HS 1103+6416 2.21 HIRES∗ 1.5 0.028
Q 1521+5202 2.22 HIRES∗ 2.0 0.023
PKS 0237−23 2.24 HIRES 6.7 0.047
HS 1626+6433 2.32 HIRES∗ 13.5 0.027
HE 1122−1648 2.42 HIRES∗ 5.0 0.020
Q 1623+2653 2.53 HIRES 3.3 0.048
Q 1017−2046 2.55 HIRES∗ 4.0 0.027
HS 1603+3820 2.56 HIRES∗ 14.8 0.010
Q 2206−1958 2.57 HIRES 8.3 0.033
Q 2343+1232 2.58 HIRES 11.7 0.046
HE 1347−2457 2.59 HIRES∗ 4.5 0.020
HS 0818+3117 2.62 HIRES∗ 3.0 0.033
Q 1310+4254A 2.63 HIRES∗ 2.7 0.043
Q 1009+2956 2.65 HIRES∗ 11.5 0.009
Q 1442+2931 2.66 HIRES∗ 18.2 0.015
Q 0100+1300 2.71 HIRES 5.8 0.026
HS 1700+6416 2.74 HIRES∗ 17.8 0.009
Q 2344+1228 2.79 HIRES 4.2 0.050
HS 1549+1919 2.84 HIRES∗ 17.8 0.005
HS 0119+1432 2.87 HIRES 9.2 0.031
HS 1132+2243 2.88 HIRES 3.3 0.056
Q 1511+0907 2.89 HIRES 4.2 0.051
Q 1107+4847 2.98 HIRES 8.3 0.029
HS 1437+3007 2.98 HIRES 8.7 0.046
Q 2231−0015 3.02 HIRES 4.2 0.044
HS 1946+7658 3.07 HIRES 7.5 0.020
HE 0940−1050 3.08 HIRES 3.3 0.039
Q 0449−1325 3.10 HIRES 14.2 0.044
HS 1011+4315 3.14 HIRES 6.7 0.035
Q 1140+3508 3.16 HIRES 5.8 0.026
Q 0636+6801 3.17 HIRES 10.8 0.018
HS 1425+6039 3.18 HIRES 10.8 0.012
HS 0741+4741 3.23 HIRES 8.3 0.024
HS 0757+5218 3.25 HIRES 5.8 0.024
Q 0428−1342 3.25 HIRES 4.2 0.056
Q 0302−0019 3.28 HIRES 7.5 0.035
Q 0956+1217 3.31 HIRES 3.3 0.042
Q 0642+4454 3.40 HIRES 5.8 0.048
Q 0930+2858 3.44 HIRES 6.7 0.052
Q 1422+2309 3.63 HIRES 9.2 0.019
Q 0055−2659 3.65 HIRES 6.7 0.044
APM 08279+5255 3.91 HIRES 7.5 0.012
BRI 0241−0146 4.07 HIRES 10.0 0.044
PSS 1646+5514 4.10 HIRES 15.8 0.017
Q 0000−2620 4.13 HIRES 3.3 0.039
PSS 1057+4555 4.15 HIRES 8.3 0.024
PSS 0209+0517 4.18 HIRES 14.2 0.022
PSS 0248+1802 4.44 HIRES 12.5 0.046
BR 0418−5723 4.48 MIKE 15.8 0.054
BR 0714−6449 4.49 MIKE 6.7 0.052
BR 2237−0607 4.56 HIRES 10.8 0.030
BR 0353−3820 4.59 MIKE 9.2 0.032
SDSS 2147−0838 4.59 MIKE 8.3 0.050
BR 1202−0725 4.69 HIRES∗ 9.2 0.038
SDSS 0011+1446 4.95 HIRES∗ 6.7 0.026
Table 1 – continued
QSO zem Instrument texp Noise
SDSS 0040−0915 4.98 MIKE 8.3 0.054
SDSS 0915+4924 5.20 HIRES∗ 10.8 0.058
SDSS 1659+2709 5.32 HIRES∗ 11.7 0.041
SDSS 0836+0054 5.80 HIRES∗ 21.7 0.058
3 H Y D RO DY NA M I C A L S I M U L AT I O N S
In order to obtain temperature constraints from the Lyα forest, we
have used detailed simulated spectra for calibrating and interpreting
our observational measurements. We performed a large set of high-
resolution, fully hydrodynamical simulations which span a wide
variety of possible thermal histories. The simulations were run us-
ing the parallel Tree-smoothed particle hydrodynamics (SPH) code
GADGET-3, which is an updated version of the publicly available code
GADGET-2 (Springel 2005), and are summarized in Table 2.
The fiducial simulation volume is a 10 h−1 Mpc periodic box
containing 2 × 5123 gas and dark matter particles. This resolution
is chosen specifically to resolve the Lyα forest at high redshift
(Bolton & Becker 2009). The simulations were all started at z =
99, with initial conditions generated using the transfer function of
Eisenstein & Hu (1999). The cosmological parameters are m =
0.26, 	 = 0.74, bh2 = 0.023, h = 0.72, σ 8 = 0.80, ns = 0.96,
consistent with recent studies of the cosmic microwave background
(Reichardt et al. 2009; Jarosik et al. 2010). The IGM is assumed
to be of primordial composition with a helium fraction by mass
of Y = 0.24 (Olive & Skillman 2004). The gravitational softening
length was set to 1/30th of the mean linear interparticle spacing and
star formation was included using a simplified prescription which
converts all gas particles with overdensity  = ρ/〈ρ〉 > 103 and
temperature T < 105 K into collisionless stars. A total of 17 outputs
at different redshifts are obtained from each simulation, spanning
the range 1.831 ≤ z ≤ 6.010.
The gas in the simulations is assumed to be optically thin and
in ionization equilibrium with a spatially uniform ultraviolet back-
ground (UVB). The UVB corresponds to the galaxies and quasars
emission model of Haardt & Madau (2001). Hydrogen is reion-
ized at z = 9 and gas with   10 subsequently follows a tight
power-law temperature–density relation, T = T0γ−1, where T0
is the temperature of the IGM at mean density (Hui & Gnedin
1997; Valageas, Schaeffer & Silk 2002). In order to explore a va-
riety of thermal histories, we rescale the Haardt & Madau (2001)
photo-heating rates by different constants in the models. In each
simulation we assume 
i = ζξ
HM01i , where 
HM01i are the Haardt
& Madau (2001) photoheating rates for species i = [H I, He I, He II]
and ζ , ξ are constants listed in Table 2. Our fiducial models (A15–
G15) use ξ = 0.0, which produces a temperature–density relation
with γ ∼ 1.5 at z = 3 (Table 2). A selection of other models in-
cludes a density-dependent rescaling of the photoheating rates to
explore the effect of the relationship between temperature and gas
density on our results. In two further models, T15slow and T15fast,
we use a density-independent scaling which varies with redshift.
These simulations have integrated thermal histories which are sig-
nificantly different from that of the HM01 reference model. We use
these models to test the impact of Jeans smoothing on our results in
Section 4.5. Finally, we also perform four simulations R1, R2, R3
and R4, which use the same thermal history as model C15 but have
different box sizes and mass resolutions. These simulations are used
to test the numerical convergence of our results, which is discussed
C© 2010 The Authors, MNRAS 410, 1096–1112
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Table 2. Simulation runs used in this work. Columns give the simulation name, the box size, the total number of particles, the gas particle mass, the scaling
factors for the UVB photoheating rates (see the text for details), the median volume-weighted gas temperature at the mean density at z = 3, the slope+1 of the
temperature–density relation at z = 3, where T() = T0γ−1, and notes on the simulations.
Model L (h−1 Mpc) Particles Mgas (h−1 M
) ζ ξ T z = 30 (K) γ z = 3 Notes
A15 10 2 × 5123 9.2 × 104 0.30 0.00 5100 1.52 Fiducial T– relation
B15 10 2 × 5123 9.2 × 104 0.80 0.00 9600 1.54 Fiducial T– relation
C15 10 2 × 5123 9.2 × 104 1.45 0.00 14 000 1.54 Fiducial T– relation
C10 10 2 × 5123 9.2 × 104 1.45 −1.00 13 700 1.02 ‘Isothermal’ T– relation
D15 10 2 × 5123 9.2 × 104 2.20 0.00 18 200 1.55 Fiducial T– relation
D13 10 2 × 5123 9.2 × 104 2.20 −0.45 18 100 1.32 Flattened T– relation
D10 10 2 × 5123 9.2 × 104 2.20 −1.00 18 000 1.03 ‘Isothermal’ T– relation
D07 10 2 × 5123 9.2 × 104 2.20 −1.60 17 900 0.71 Inverted T– relation
E15 10 2 × 5123 9.2 × 104 3.10 0.00 22 500 1.55 Fiducial T– relation
E10 10 2 × 5123 9.2 × 104 3.10 −1.00 22 200 1.04 ‘Isothermal’ T– relation
F15 10 2 × 5123 9.2 × 104 4.20 0.00 27 000 1.55 Fiducial T– relation
G15 10 2 × 5123 9.2 × 104 5.30 0.00 31 000 1.55 Fiducial T– relation
T15slow 10 2 × 5123 9.2 × 104 Varied 0.00 18 200 1.53 Test run with gradual temperature increase
T15fast 10 2 × 5123 9.2 × 104 Varied 0.00 18 600 1.54 Test run with rapid temperature increase
R1 10 2 × 2563 7.4 × 105 1.45 0.00 13 700 1.02 Mass resolution convergence
R2 10 2 × 1283 5.9 × 106 1.45 0.00 13 700 1.02 Mass resolution/box size convergence
R3 20 2 × 2563 5.9 × 106 1.45 0.00 14 000 1.54 Box size convergence
R4 40 2 × 5123 5.9 × 106 1.45 0.00 14 000 1.54 Box size convergence
in Appendix A. The values of T0 and γ in the hydrodynamical sim-
ulations at z = 3 are listed in Columns 7 and 8 of Table 2, and the
thermal histories as a function of redshift for all simulations except
the T and R series are shown in Fig. 1.
We construct synthetic Lyα spectra at each redshift using the
output of our hydrodynamical simulations (e.g. Theuns et al. 1998).
The spectra are then modified in post-processing to match the char-
acteristics of the observational data as closely as possible. We now
turn to discuss this aspect of our simulations in more detail and in-
troduce our method for obtaining our IGM temperature constraints.
4 ME T H O D
4.1 The curvature statistic
We introduce a new statistic, the curvature, to efficiently measure
the amount of small-scale structure in the Lyα forest. The curvature,
κ , is conventionally defined as
κ ≡ F
′′[
1 + (F ′)2]3/2 . (1)
We take the derivative of the flux with respect to the velocity sepa-
ration between pixels, which is measured in km s−1. In practice, the
change in flux per km s−1 is generally small, and so the denominator
is always close to unity. The curvature is therefore essentially equal
to the second derivative of the flux.
The curvature has several advantages over other measurements of
the small-scale structure. It is easy to compute and can be evaluated
on a pixel-by-pixel basis. It is also a continuous function and does
not require the forest to be deconstructed into individual absorption
features. This allows the curvature to be easily calculated at high
redshifts (z  4), where high levels of absorption make it difficult
to identify individual absorption lines.
Fig. 2 demonstrates the sensitivity of the curvature to the IGM
temperature. We plot simulated spectra at two redshifts, z = 2.553
and z = 4.586, drawn from simulations B15 and D15, for which
the temperature at the mean density differs by roughly a factor of
2 but the slope of the temperature–density relation is the same. At
Figure 1. Thermal properties of the main simulations used in this work.
Lines are colour coded according to T0. Line styles denote different
γ s – solid: γ ∼ 1.5, dotted: γ ∼ 1.3, dashed: γ ∼ 1.0, dot–dashed:
γ ∼ 0.7. Top panel: temperature at the mean density as a function of red-
shift. Letters correspond to the first letter of the simulation name in Table 2.
Middle panel: slope +1 of the temperature–density relation, where T() =
T0γ−1. Bottom panel: the curvature statistic computed as described in Sec-
tion 4. Here, the curvature has been calculated directly from the noise-free
spectra.
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Figure 2. A demonstration of the curvature statistic. Top panels: 10 h−1 Mpc sections of simulated Lyα forest drawn at z = 2.553 (left) and z = 4.586 (right).
The sightlines plotted in blue and red are drawn from simulations B15 and D15, respectively, which differ by roughly a factor of 2 in T0 but have similar γ s.
Bottom panels: the curvature statistic computed from these spectra, as defined in equation (1). At both redshifts, the overall amplitude of κ is greater at the
lower temperature.
both redshifts, the flux profile drawn from the colder simulation
(B15) is significantly more highly peaked, with larger differences
between adjacent minima and maxima. This translates into signifi-
cantly larger curvature values for the colder simulation, where the
peaks in the curvature correspond to the inflection points in the flux.
The overall amount of small-scale structure in a section of forest is
measured by computing the mean absolute curvature, 〈|κ|〉, among
pixels within a fixed range in flux (see Section 4.2.2). Simulations
are then used to convert 〈|κ|〉 into a temperature, as described in
Section 4.3.
4.2 Sources of uncertainty
4.2.1 Noise
Several issues must be addressed before the curvature can be used as
a reliable probe of the IGM temperature. The first of these is noise
in the flux spectra, which will dominate the curvature measurement
if it is calculated directly from even very high-quality data. Rather
than compute the curvature from the raw spectra, therefore we first
fit a smoothly varying b-spline to the flux. The curvature is then
computed from the fit. We use cubic polynomials for the piece-wise
fits, such that the curvature is continuous across the break points.
The b-spline is fitted adaptively, with the break points initially sep-
arated by 50 km s−1. The fit is then evaluated around each break
point, and additional points are added where the fit is poor in a
chi-squared sense. This process is repeated until the fit converges
or until the break point spacing reaches a minimum value (6.7 km
s−1 for the HIRES data and 13.6 km s−1 for the MIKE data).
Fig. 3 shows examples of the b-spline fits to the data. The fits
are naturally more highly constrained for high signal-to-noise ratio
data. In order to compare with the simulations, therefore we add the
same level of the noise to the simulated spectra as we find in the
data and compute the b-splines using the same method. A significant
benefit of our adaptive fitting scheme is that the curvature of the
final fit is only moderately sensitive to the amount of noise in
the spectrum. We estimate that our flux error arrays are generally
accurate to 10–20 per cent. Tests using simulations indicated that
uncertainties in the flux error at this level will translate into errors in
the temperature measurements that are smaller than our statistical
errors. We have also verified that the measured curvature is not
highly sensitive to moderate correlations in the flux errors and that
a constant error is an adequate approximation in cases where the
error scales with the flux, as expected for bright sources. We found
that useful curvature information could be extracted from data with
errors in the normalized flux as large as ∼0.1 per 2.1 km s−1 bin. To
be conservative, however, we have limited our analysis to regions
of the data where the mean error within a 10 h−1 Mpc section is
less than 0.06 per 2.1 km s−1 bin. This was done to maximize
the contrast in curvature between simulation runs with different
temperatures, which tends to diminish as sharp features become
washed out by noise, and to make it easier to identify metal lines
(see Section 4.2.4).
4.2.2 Continuum level
The curvature as defined by equation (1) depends linearly on the
amplitude of the flux, which in turn will depend on the continuum
level. Unfortunately, the high levels of absorption in the Lyα forest
make it difficult to reliably establish the continuum in the real data,
especially at z  4, where even the voids may absorb 10 per cent
of the flux. This issue has recently been addressed in the context
of measuring the mean transmitted flux in the Lyα forest. Faucher-
Gigue`re et al. (2008) used simulations to estimate their likely error in
the continuum placement as a function of redshift and then applied
a correction to their measured mean flux. This approach will work
so long as the optical depth of the voids is consistent. We wish
to allow for changes in the temperature–density relation, however,
which can have a strong effect on the opacity of the voids (Becker,
Rauch & Sargent 2007; Bolton et al. 2008).
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Figure 3. Top panels: examples of the Lyα forest in QSO spectra used in this study, here at z = 2.470 taken with HIRES (left) and at z = 4.484 taken with
MIKE (right). Each section spans 10 h−1 Mpc. The histograms show the normalized spectra. The continuous lines are b-spline fits. Bottom panels: the curvature
computed from the b-spline fits.
We therefore circumvent the continuum issue by ‘renormalizing’
both the real data and the simulations. For each 10 h−1 Mpc section
of forest (the size of our simulation box), we divide the flux by the
maximum value of the b-spline fit in that interval. For example, the
spectra in Fig. 3 at z = 2.470 and 4.484 would be divided by 1.00 and
0.87, respectively. The curvature is then computed from the renor-
malized fit. This procedure forces us to sacrifice a small amount
of sensitivity. With the same mean flux level, hotter simulations
result in spectra with lower overall curvature but more absorption
at the transmission peaks than colder simulations. Renormalizing
the flux therefore increases the curvature more in the hotter simu-
lations, decreasing the contrast in curvature between temperatures.
The advantage, however, is that the continuum placement is han-
dled objectively and consistently, removing a potentially significant
source of systematic error. For example, Faucher-Gigue`re et al.
(2008) estimate a continuum placement error of ∼14 per cent at
z = 4. If left uncorrected, this would translate into an error in the
curvature of the same amount, which would in turn produce an error
in a temperature of ∼2000 K.
We measure the mean absolute curvature, 〈|κ|〉, of pixels where
the renormalized b-spline fit falls in the range 0.1 ≤ FR10 ≤ 0.9,
where the ‘R10’ superscript denotes that the renormalization has
been performed in 10 h−1 Mpc sections. The lower bound omits
saturated pixels, which do not contain any information on the tem-
perature. The upper bound is chosen largely to avoid uncertainties
in the mean absolute curvature due to uncertainties in the overall
mean flux. This is particularly a concern at z ∼ 2–3, where the flux
probability distribution function starts to become sharply peaked
near F = 1. Because the flux profile tends to be fairly flat near
the continuum at these redshifts, the pixels there will tend to have
lower than average absolute curvature values. Increasing the mean
flux, even within the best currently measured uncertainties (e.g.
Faucher-Gigue`re et al. 2008), significantly increases the number
of pixels near the continuum and will therefore systematically de-
crease 〈|κ|〉. By not including pixels with FR10 > 0.9, we avoid most
of this potential uncertainty.
4.2.3 Mean flux
Our choice to exclude pixels near the continuum minimizes the
sensitivity of the curvature measurement to the overall mean flux
level. Nevertheless, we have attempted to control for the mean flux
in the simulations as carefully as possible. We use the renormal-
ized flux spectra to measure a renormalized effective optical depth,
τR10eff = −ln 〈F R10〉. We then adjust the H I ionization rate in the
simulations such that τR10eff in the artificial spectra matches τR10eff in
the real data. This approach has the advantage over matching the
true mean flux in that it does not depend on correctly estimating
the continuum in the real data. We also include a correction for
metal absorption. The flux decrement due to metals in the Lyα for-
est was estimated by measuring the mean decrement between the
N Vλλ 1239, 1243 and Si IV λλ1394, 1403 emission lines of the
QSOs in our sample. We found a nearly constant decrement of 3 per
cent over 1.8 < z < 4.3. The decrement becomes more difficult to
measure at higher redshifts as this rest wavelength interval begins
to include regions of atmospheric absorption. However, the uncer-
tainty in the temperature associated with the uncertainty in the mean
flux becomes small at z > 3 (see Section 5.2). We therefore adopt
a constant 3 per cent correction to the mean Lyα flux due to metals
for all redshifts.
The redshift evolution of τR10eff is shown in the top panel of Fig. 4.
The points show the mean values in the data, corrected for metal
absorption, in redshift bins of z = 0.4 along with the 2σ uncer-
tainties. The solid line is the value of τR10eff we set in our simulations,
while the dotted lines show the 2σ scatter of the data points about
this fit. Once the simulations are scaled to produce the correct τR10eff ,
the mean flux without renormalizing can be measured from the arti-
ficial spectra. This is useful for comparing our mean flux constraints
to results from the literature. We plot τ eff in the bottom panel of
Fig. 4, where τ eff = −ln〈F〉. For clarity, we only show τ eff for the
C15 simulation. The recovered mean flux will be slightly different
for simulations with different temperatures; however, the spread in
values is relatively small compared to the uncertainty about the trend
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Figure 4. Top panel: the effective optical depth measured from our data
after the transmitted flux has been renormalized in 10 h−1 Mpc sections
(see Section 4.2.2) and corrected for metal absorption. Vertical error bars
are 2σ . The solid line is the fit used to scale the optical depths in our
simulations. The dotted lines show the 2σ scatter of the data points about
this fit. Bottom panel: the conventional effective optical depth recovered
from the simulations once τR10eff has been scaled to match the observations.
The solid and dotted lines correspond to the same data as in the top panel,
but here the flux has not been renormalized. We use the range bounded by
the dotted lines as our 2σ uncertainty in τ eff when calculating uncertainties
in the temperature. For clarity we show only τ eff from run C15, since the
differences for other runs will be much smaller than the 2σ uncertainties. For
comparison, τ eff from Faucher-Gigue`re et al. (2008) is plotted as a dashed
line.
shown. We also plot τ eff from Faucher-Gigue`re et al. (2008), which
agrees well with our measurements, particularly at z < 3, where our
method is most sensitive to the mean flux (see Section 5.2).
4.2.4 Metal lines
Metal lines are a potentially serious source of systematic error in
any measure of the small-scale structure in the Lyα forest. The
individual components of metal absorption line systems tend to
be significantly narrower than Lyα lines (e.g. Wolfe, Gawiser &
Prochaska 2005). If regions of the forest contaminated by metal lines
are not properly masked, therefore the temperature measurements
will be significantly biased towards low values.
We identify and mask metal lines using a two-step process. First,
we identify as many absorption systems as possible from either
very strong Lyα absorption (i.e. damped Lyα systems and Lyman
limit systems) or metal lines that fall redwards of the Lyα forest.
The latter may include high-ionization species such as C IV, low-
ionization species such as O I, Si II, C II and Fe II, or any combination
of lines that can be identified as belonging to the same system. We
then mask all regions in the forest that could plausibly contain metal
lines at the same redshifts as these systems.
The next step is to search for any remaining unidentified metal
lines in the forest. At high spectral resolution, metal absorption
lines tend to stand out from the Lyα forest by having one or more
narrow (b  10–15 km s−1) components or very sharp edges when
saturated. We therefore mask any lines that appear conspicuously
narrow or sharp, as well as any doublets (e.g. C IV, Si IV, Mg II) or
other groups of lines that can be identified as belonging to a common
system.
Metal lines are a potentially greater contaminant at lower red-
shifts, where there are fewer Lyα lines. However, this also makes
the metal lines easier to identify and remove. While no metal re-
jection scheme can be perfect, we expect that we have removed the
large majority of metal lines that may significantly contaminate the
curvature measurement. Since we are computing the mean absolute
curvature across all pixels, the signal from any remaining unidenti-
fied metal lines should be weak in comparison to the signal from the
Lyα forest. For example, we have estimated the impact of unidenti-
fied C IV systems, which generally cannot be identified using other
lines redwards of the forest. Random C IV systems were added to
the simulated spectra at a level consistent with the observed num-
ber density and column density distribution over z ∼ 2–4 (Songaila
2001). Even if we assume that we have missed all systems with
N ≤ 1014 cm−2, where the upper limit corresponds to a flux decre-
ment near unity, and that these systems are all narrow (b = 10 km
s−1), 〈|κ|〉 in run C15 at z  4.6 would only increase by ∼0.01 dex,
which is equivalent to a decrease in T0 of ∼400 K. At z  3.0, the
increase in 〈|κ|〉 would be ∼0.02 dex, corresponding to a decrease in
T0 of ∼700 K. We regard this as a conservative upper limit, since at
z  3 the Lyα forest is transparent enough that strong doublets can
often be identified and masked. We therefore expect the curvature
measurement to be strongly dominated by the genuine Lyα forest
and that the bias from unidentified metal lines will be smaller than
our measurement errors (see Section 5).
4.3 Optimal overdensities
A fundamental challenge to measuring IGM temperatures is that the
temperature will vary with density. Following reionization, the gas
in the IGM will be in photoionization equilibrium. At low densities
(  10), the heating and cooling of the gas are dominated by the
adiabatic contraction and expansion of the filaments and voids due to
structure formation and by the photoionization heating and recom-
bination cooling from H I, He I and/or He II. The balance between
the cooling and heating processes has been shown to produce a rel-
atively tight, gradually steepening power-law temperature–density
relation of the form T() = T0γ−1, where T0 is the temperature
at the mean density (Hui & Gnedin 1997). The slope is expected to
asymptotically reach γ − 1 ≈ 0.6, with the normalization set by the
hardness of the ionizing background.
Reionization will complicate this picture, however. The pho-
toheating from reionization will be roughly independent of den-
sity. If reionization were homogeneous and instantaneous, therefore
the temperature–density relation immediately afterwards would be
nearly isothermal. In reality, reionization is likely to be an ex-
tended and inhomogeneous process. During He II reionization, pho-
toheating within growing He III bubbles around bright QSOs should
partially flatten the volume-averaged temperature–density relation
as well as introduce significant spatial fluctuations in temperature
(Gleser et al. 2005; Furlanetto & Oh 2008; Bolton et al. 2009;
McQuinn et al. 2009). At a minimum, therefore measurements of
the thermal state of the IGM must allow for changes in both the
normalization and the slope of the temperature–density relation.
Even constraining both T0 and γ in a volume-averaged sense
is challenging, however, since the dynamic range of the Lyα
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forest is limited to densities that produce measurable but non-
saturated absorption. Conventionally, the temperature–density re-
lation is normalized at the mean density ( = 1). From an inter-
pretive standpoint, this is convenient in that a parcel of gas near
the mean density will tend to remain near the mean density as the
IGM evolves (e.g. Hui & Gnedin 1997). Measuring T0 as a func-
tion of redshift can therefore provide a straightforward indication of
how much heating or cooling is occurring for a relatively consistent
population of baryons in the IGM.
The difficulty with measuring T0, however, is that the Lyα forest
does not always trace gas near the mean density. Ignoring the ef-
fects of peculiar velocities and thermal broadening, the Lyα optical
depth at a given overdensity will scale as τ () ∝ H−1(z) nH I ∝
(1 + z)4.5−1T −0.70 2−0.7(γ−1), where H(z) is the Hubble parameter,
nH I is the neutral hydrogen density and  is the H I photoionization
rate (e.g. Weinberg et al. 1997; McDonald & Miralda-Escude´ 2001).
The strong redshift dependence makes it extremely challenging to
probe a constant range of overdensities over all redshifts. In practice,
the Lyα forest will tend to be sensitive to gas that produces optical
depths near unity, which occurs near the mean density at z ∼ 4–5
and at mild overdensities at z ∼ 2–3. At lower redshifts, therefore
the measurement of T0 will become increasingly degenerate with
γ , since most of the signal will be coming from densities above the
mean.
The degeneracy of T0 and γ in setting the amount of small-scale
structure in the Lyα forest is demonstrated in Fig. 5. Here we show
the same simulated sections of Lyα forest as in Fig. 2, but with
simulation D15 replaced by D10, which has a nearly isothermal
temperature–density relation (γ ∼ 1). The gas at  > 1 is colder
in this simulation than it would be in the case of γ ∼ 1.5. Con-
sequently, at z = 2.553 the Lyα forest in B15 and D10 appears
nearly identical, even though T0 differs by roughly a factor of 2.
The similarity is also seen in the curvature values. At z = 4.586
the fluctuations in the forest are still significantly smoothed out
in run D10 as compared to run B15, since the forest at this red-
shift is more sensitive to gas near the mean density than at lower
redshifts.
In principle, one can take advantage of the fact that lower column
density absorbers tend to arise from lower density gas in order
to constrain both T0 and γ (e.g. Schaye et al. 2000; Theuns &
Zaroubi 2000). In practice, however, this has proven to be extremely
challenging, and the error bars on both quantities have remained
large. At z > 4 the forest becomes increasingly difficult to separate
into discrete absorbers, posing a further obstacle from specifying
the full temperature–density relation from the Lyα forest alone.
Rather than attempt to measure both the normalization and the
slope of the temperature–density relation, therefore we use the cur-
vature to measure the temperature at an optimal overdensity probed
by the Lyα forest. The optimal overdensity, ¯, which will change
with redshift, is empirically determined to be the overdensity at
which T ( ¯) is a simple function of 〈|κ|〉, regardless of γ . Our ap-
proach is illustrated in Fig. 6. In the left-hand panels, we plot T0 as a
function of log〈|κ|〉 for the various simulation runs. The simulations
with γ ∼ 1.5 form a well-defined relationship between the curva-
ture and T0. However, runs with different values of γ can lie well
off of this relationship, particularly at lower redshifts. For a given
log〈|κ|〉 at z  2, the difference in T0 between γ ∼ 1.5 and γ ∼
1.0 can be 10 000 K. This is clearly undesirable when γ is poorly
constrained. In the right-hand panels of Fig. 6, in contrast, we plot
the temperature at an optimal overdensity that has been empirically
chosen to minimize the variations in the relationship between T ( ¯)
and log〈|κ|〉. In this case, T ( ¯) is a nearly one-to-one function of
log〈|κ|〉 regardless of γ . These values can be interpreted as charac-
teristic overdensities probed the Lyα forest, though in practice the
curvature measurement will be an average over a range of densities.
The important point is that we can identify a value of ¯ where
T ( ¯) is a simple function of the curvature, which allows us to reli-
ably measure the temperature at a density probed by the Lyα forest
without knowing the full form of the temperature–density relation.
McDonald et al. (2001) used a similar approach in their line-fitting
Figure 5. A demonstration of the degeneracy between T0 and γ in determining the small-scale structure of the Lyα forest. The panels are the same as in Fig. 2,
except that run D15 has been replaced with run D10, which has a smaller value of γ . At z = 2.553 the Lyα forest is sensitive to moderate overdensities, where
runs B15 (blue lines) and D10 (orange lines) have similar temperature. Consequently, the Lyα forests appear very similar and have similar curvatures. At z =
4.586, the forest is more sensitive to gas near the mean density. A change in γ therefore does less to alter the curvature.
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Figure 6. Left-hand panels: T0 as a function of log〈|κ|〉 for our main sim-
ulation runs. Colours correspond to different values of T0, as in Fig. 1.
Symbols denote different values of γ – solid circles: γ ∼ 1.5, open circle:
γ ∼ 1.3, boxes: γ ∼ 1.0, star: γ ∼ 0.7. The correspondence between the
curvature and T0 becomes increasingly confused at low redshifts, where not
knowing γ can lead to a very wrong estimate of T0. Right-hand panels: the
same, except that the temperatures at each redshift are measured at an opti-
mal overdensity that has been chosen such that T ( ¯) is nearly a one-to-one
function of log〈|κ|〉, regardless of γ .
analysis, fitting T and γ at an overdensity where the errors were
uncorrelated.
The optimal overdensities for the curvature analysis will depend
somewhat on the details of the method and on the quality of the
data. We have selected our overdensities after computing 〈|κ|〉 from
the simulations using the method outlined in Section 4. The results
are shown in Fig. 7. We computed the optimal overdensities once
using noise-free spectra and again after noise was added to the
simulations at levels consistent with the real data. The results are
very similar, although adding noise tends to produce a slight bias
towards higher overdensities at z > 3. In our analysis, we use
the optimal overdensities computed with noise and determine the
temperatures based on the curvature values of the simulations with
γ ∼ 1.5. Deviations from the T ( ¯)–〈|κ|〉 relationship for other
values of γ are typically less than 200–400 K and are always less
than our final 1σ uncertainty in T ( ¯). Finally, we note that even at
redshifts where the optimal overdensity is several times the mean
density the temperature measurement will be dominated by gas that
Figure 7. The optimal overdensity at which T ( ¯) is nearly a one-to-one
function of the curvature. The solid line shows ¯(z) for noise-free spectra,
while the dotted line shows ¯(z) for spectra with noise properties similar to
the real data. The noise amplitude increases with redshift, where it creates a
mild bias in the curvature measurement towards higher overdensities.
is photoheated, although shock heating begins to make a minor
contribution at z  2.
4.4 Summary of method
Our method for measuring temperatures from the curvature of the
Lyα forest is thus summarized as follows.
(i) A b-spline is fitted to the data. We use an initial break point
spacing of 50 km s−1, adding more break points as needed to achieve
a good fit. The minimum break point spacing is set by the instru-
mental FWHM.
(ii) The spectra are divided into 10 h−1 Mpc sections, and the flux
is renormalized by the maximum value of the b-spline fit in each
section.
(iii) The curvature, κ , is computed from the renormalized
b-spline fit.
(iv) The path-length-weighted mean absolute curvature, 〈|κ|〉, is
computed from all unmasked pixels where the renormalized fit falls
in the range 0.1 ≤ FR10 ≤ 0.9. We group the data in redshift bins of
z = 0.4.
(v) For each 10 h−1 Mpc section of real data, the simulated spec-
tra from each simulation run are smoothed to the same instrumental
resolution and rebinned to the same pixel size. The 〈|κ|〉 values
are then computed from the synthetic spectra using the procedure
described above after noise has been added and b-spline fits made.
To save computational time, a grid of noise values is used (rms =
[0.005, 0.01, 0.02, 0.04, 0.08]) and the values of 〈|κ|〉 are inter-
polated between noise levels and simulation redshifts to match the
data. A path-length-weighted 〈|κ|〉 is computed for each simulation
using the same weighting as was used for the real data in each
redshift bin.
(vi) T ( ¯) is determined by interpolating theT ( ¯) versus log〈|κ|〉
relationship in the simulations to the value of log〈|κ|〉 measured
from the data. The overdensity, ¯, is the optimal overdensity plotted
in Fig. 7.
4.5 Impact of thermal history
The small-scale structure of the Lyα forest, as measured by
the curvature or any other method, will depend on the thermal
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broadening of the absorption features as well as on the Hubble
broadening and any turbulent broadening. Heating the gas will in-
crease not only the thermal broadening but also the characteristic
physical size of absorbers, an effect known as Jeans smoothing. The
result is an additional smoothing of the Lyα forest due to greater
Hubble broadening across individual absorbers. In principle, there-
fore the small-scale structure of the Lyα forest will depend both
on the instantaneous temperature of the gas and on its integrated
thermal history (e.g. Pawlik, Schaye & van Scherpenzeel 2009).
In order to test the sensitivity of our method to the thermal his-
tory of the IGM, we applied our analysis to a set of spectra drawn
from simulations whose thermal histories included simple scenar-
ios for hydrogen and helium reionization. The test runs, T15slow
and T15fast, include heating meant to mimic H I reionization at
z = 9, and either an extended He II reionization spanning 3 < z < 5
(T15slow) or a rapid He II reionization over 3 < z < 3.5 (T15fast).
Current estimates of the ionizing emissivity from QSOs suggest
that He II reionization should be a patchy and extended process,
producing a gradual evolution in the volume-averaged temperature
(e.g. Bolton et al. 2009; McQuinn et al. 2009). Nevertheless, we
include the T15fast model in order to demonstrate that our method
is sensitive to rapid changes in temperature, despite the fact that
the temperatures of the comparison models evolve slowly. For the
sake of simplicity, the slope of the temperature–density relation is
held to the fiducial value (γ ∼ 1.5) in these runs. The temperature
histories of the test runs are compared to runs A15–E15 in Fig. 8.
Artificial data were generated using similar redshifts, noise levels,
instrumental resolutions and sample sizes to the real data. The cur-
vature was then measured using the same procedure described in
Section 4, with the exception that no metal masking was performed.
The temperatures recovered from the test simulations are plotted
in Fig. 9. The top panels show the temperature at the optimal over-
density, T ( ¯), with the value of ¯ at each redshift given along the
bottom of each plot. The bottom panels show T0, which we have
Figure 8. Thermal histories of a subset of simulations used in this work.
The solid lines are for runs A15–E15, with colours corresponding to Fig. 1.
The gas temperature in these runs is set by photoheating in ionization equi-
librium but does not include an initial temperature boost due to hydrogen
reionization. The dotted lines shows the temperature at the mean density
for runs T15slow and T15fast, which include heating meant to mimic an
instantaneous hydrogen reionization at z = 9, followed by either an extended
(T15slow) or a rapid (T15fast) He II reionization completing near z ∼ 3. We
apply our curvature method to artificial data drawn from these two runs
in order to test the impact of the thermal history on measurements of the
instantaneous temperature (see Section 4.5).
computed using the values of γ measured in the simulations. In all
panels the recovered temperatures are plotted using filled symbols,
while the actual temperature measured directly from the simulations
is shown with a solid line. We also show the values of T0 that would
be recovered from noise-free spectra. The results at HIRES (6.7 km
s−1) and MIKE (13.6 km s−1) resolution are plotted using dashed
and dotted lines, respectively, where the smoothing has been applied
to both the test simulations and the comparison runs. In general, the
curvature method recovers the true values very well. Notably, a
gradual increase in T0 from z  5 to 3 is correctly recovered for
T15slow, while a sudden jump in T0 at z ∼ 3.5 is recovered for
T15fast. In both cases, however, the measured temperatures show
some deviation from the true values. At z ∼ 5, T ( ¯) is overestimated
by ∼2000 K, while at z ∼ 3, T ( ¯) is underestimated by ∼3000 K
for both T15slow and T15fast. The corresponding net rise in T0 is
underestimated by ∼4000 K.
The errors in the recovered temperatures can be understood in
terms of the differences in thermal history between the test runs and
runs A15–G15, which were used to calibrate the conversion from
〈|κ|〉 to T ( ¯). At z ∼ 5, the T15 runs (which are identical at z > 5)
and run B15 have similar values of T0. Since the T15 runs included
a heat injection at z ∼ 9, however, the Jean smoothing in these runs
will be substantially higher than in run B15. This should cause the
T15 runs to have a comparatively lower overall curvature at z ∼ 5,
leading to a higher estimate of the instantaneous temperature. We
note, however, that at z ∼ 5 the impact of the thermal history on
the measured temperature depends partially on the properties of the
data. The recovered value of T0 in the highest redshift bin is very
near the true value (solid line) for noise-free HIRES data (dashed
line), but increases at MIKE resolution (dotted line) or when noise
is added (filled point, for which 90 per cent of the spectra are at
HIRES resolution). These effects relate to properties of the Lyα
forest that are sensitive to the amount of Jeans smoothing. For a
given overall mean flux, a lower amount of Jeans smoothing at z
∼ 5 will tend to produce sharper and more distinct transmission
peaks, which will dominate the curvature signal. With increased
Jeans smoothing, more of the high-curvature regions for the same
T0 will instead be small undulations on top of broader transmission
regions. Such undulations are more easily obscured than distinct
peaks by smoothing or adding noise. The curvature at z ∼ 5 in the
T15 runs is therefore lower than in run B15 when measured from
present-quality spectra, and so the temperature in the test runs is
overestimated.
The impact of thermal history is more straightforward at z ∼ 3.
Here, changes in the temperature measurement due to noise and
lowered resolution are minimal. The T15 runs and run D15 have
similar values of T0, but because the gas in the T15 runs was colder
than in run D15 at higher redshifts it has experienced less Jeans
smoothing. The curvature in the T15 runs at z ∼ 3 is therefore higher
by comparison, which leads to an underestimate of the temperature.
Although the instantaneous temperature is exactly recovered at
certain redshifts, this does necessarily mean that the gas has returned
to hydrostatic equilibrium at these points. The Lyα forest absorbers
at a given density will tend to have physical sizes on the order of
the local Jeans length, LJ ∼ cstdyn, where cs is the sound speed and
tdyn is the dynamical time-scale (Schaye 2001). Following a heating
event, therefore local hydrostatic equilibrium will only be restored
on the dynamical time-scale, which at the mean density is on the
order of a Hubble time: tdyn ≡ 1/
√
Gρ ∼ tH−1. Even at z = 2–3,
where the forest is probing mildly overdense regions, the thermal
response time for typical absorbers will be significantly longer than
the time-scales over which hydrogen and helium reionization occur.
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Figure 9. Temperatures recovered from the test runs using our method. The left-hand panels are for run T15slow and the right-hand panels are for T15fast.
Top panels: temperature at the optimal overdensity. The overdensities at which T ( ¯) is measured are given along the bottom of each plot. Bottom panels:
temperature at the mean density inferred for the fiducial γ ∼ 1.5, which was used in both test runs. In all panels, points with error bars (2σ ) give the values
we measure using artificial spectra with resolution, noise properties and sample size similar to the real data. The solid lines give the actual values measured
directly from the simulation. The dashed and dotted lines in the bottom panels give the values of T0 that would be recovered from noise-free HIRES and MIKE
data, respectively. Differences in the thermal history of the test runs and the comparison simulations (cf. Fig. 8) cause the increase in T0 to be underestimated
by ∼4000 K.
In that case, the small-scale structure of the Lyα forest is always
sensitive to the thermal history of the gas. The redshifts where we
exactly recover the temperatures in the test simulations are simply
those where the integrated heat input in the T15 runs has produced
the same amount of Jeans smoothing as in the comparison run with
the same instantaneous temperature. We will revisit the implications
of this test for our temperature measurements from the real data in
the next section.
5 R ESULTS
5.1 Curvature
We first present our results for the raw curvature measurements. In
Fig. 10, we plot log〈|κ|〉 as a function of redshift. The data points
are plotted with 2σ vertical error bars in redshift bins of z = 0.4.
The uncertainties were estimated from the simulations using sets of
artificial data with similar redshifts, noise levels, spectral resolution
and sample size to the real data. In redshift bins containing large
numbers (N > 100) of data points, these agreed very well with
bootstrap errors generated directly from the data. Values of log〈|κ|〉
Figure 10. Raw curvature measurements. Boxes with error bars are for
the real data. Vertical error bars are 2σ , while horizontal error bars show
the redshift range spanned by each bin. Lines show the curvature from the
simulations using the same mix of resolution and noise properties present
in the data at each redshift. Variations in the resolution and noise cause the
curvature in the simulations to be non-smooth functions of redshift. Line
styles and colours correspond to Fig. 1.
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Figure 11. Mean absolute curvature values as a function of renormalized flux. Boxes with error bars are for the real data. The error bars are 2σ , though
adjacent flux bins are highly correlated. Lines give values from the simulations using the same mix of resolution and noise properties present in the data at
each redshift. In general, the observed dependence of log〈|κ|〉 on flux is well reproduced by the simulations. Line styles and colours correspond to Fig. 1.
from the simulations are also plotted. These were also calculated
using a similar mix of redshifts, noise levels and spectral resolu-
tions to the real data but from the full set of simulated sightlines.
Variations in the properties of the data introduce deviations from
the otherwise smooth evolution of the curvature with redshift (cf.
Fig. 1). The uncertainties in our measured values of log〈|κ|〉 are
typically 20 per cent of the separation between adjacent simula-
tions with γ ∼ 1.5, though the error is somewhat larger at z = 4.8,
where the sample size is significantly smaller.
As a consistency check, we have also computed log〈|κ|〉 as a
function of the renormalized flux level. The results for each redshift
bin are shown in Fig. 11. Uncertainties in the data points were again
estimated from the simulations. The errors in neighbouring flux
bins will be highly correlated, but we note that the shape of log〈|κ|〉
versus FR10 in the simulations is in good agreement with that of
the real data. While we use the overall mean absolute curvature to
measure the temperatures, this agreement provides assurance that
the simulated spectra exhibit realistic curvature properties. We note
that the shape of the curvature as a function of flux is moderately
dependent on γ . This is especially true at lower redshifts, where
smaller values of γ produce higher peaks near FR10 = 0.1 and a
more pronounced inflection near FR10 = 0.4. Setting constraints
on γ is presently somewhat difficult due to the correlations in the
measurement errors and the fact that we have only run a small
number of simulations with γ < 1.5. We therefore leave this for a
future work.
5.2 Temperature at the optimal overdensity
The primary result from this study is the evolution of the IGM tem-
perature at the optimal overdensity probed by the Lyα forest, which
we infer directly from the curvature measurements. Our values for
T ( ¯) are given in Table 3 and plotted in Fig. 12. For each redshift
bin, we give the optimal overdensity at which T ( ¯) is measured
along the bottom of the plot. The 2σ errors are again estimated us-
ing the simulations and include the errors related to uncertainties in
Table 3. Temperature results. Columns give the redshift interval, the path-length-weighted mean redshift, the optimal
overdensity, the total number of 10 h−1 Mpc sections included, the temperature at the optimal overdensity, the fiducial
value of γ , the temperature at the mean density for the fiducial γ and the temperature at the mean density for γ = 1.3. All
errors are 2σ .
z 〈z〉 ¯ N T ( ¯) γ fid T fid0 T γ=1.30
1.8–2.2 2.05 5.69 202 28 670 ± 2200 1.57 10 680 ± 820 17 020 ± 1300
2.2–2.6 2.40 4.39 313 25 430 ± 1320 1.56 11 080 ± 580 16 320 ± 840
2.6–3.0 2.79 3.35 340 22 630 ± 960 1.55 11 640 ± 500 15 740 ± 660
3.0–3.4 3.16 2.62 120 18 460 ± 1180 1.54 10 980 ± 700 13 820 ± 880
3.4–3.8 3.60 2.02 114 13 870 ± 960 1.52 9590 ± 680 11 230 ± 780
3.8–4.2 3.98 1.64 100 11 160 ± 1000 1.51 8670 ± 780 9610 ± 860
4.2–4.6 4.37 1.40 92 9330 ± 1040 1.49 7920 ± 880 8440 ± 940
4.6–5.0 4.81 1.23 22 8930 ± 2020 1.46 8120 ± 1840 8390 ± 1900
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Figure 12. IGM temperature at the optimal overdensity as a function of
redshift. These are the primary measurements obtained by this study. The
overdensity for each redshift bin is given along the bottom of the plot.
Vertical error bars are 2σ and include statistical errors estimated from the
simulations along with errors associated with the uncertainty in the mean
flux. Horizontal error bars indicate the redshift range spanned by each bin.
τ eff .
2 The median error is 8 per cent, although this does not include
uncertainties related to the thermal history.
A strong trend of increasing T ( ¯) with decreasing redshift is
evident. Unless the temperature–density relation is flat or inverted
over this entire interval, which appears unlikely, much of this rise in
temperature is probably due to the fact that the overdensity probed
by the Lyα forest data with our measurements increases with red-
shift, from ¯ = 1.2 at z = 4.8 to ¯ = 5.7 at z = 2.0. The lower
density gas is adiabatically cooled as the voids expand, whereas
the moderate density gas is heated as the filaments collapse. For
the relatively steep temperature–density relation expected follow-
ing hydrogen reionization, the higher density gas probed at lower
redshifts is therefore expected to be hotter. Interpreting the T ( ¯)
results in the context of He II reionization is thus not straightfor-
ward and requires a comparison to simulations of He II reionization
in which the full temperature–density relation is modelled.
5.3 Temperature at the mean density
Translating our T ( ¯) measurements into temperatures at the mean
density requires knowing the slope of the temperature–density re-
lation. While we have not attempted to fit the full relation, we can
infer what T0 should be for reasonable values of γ . We plot T0 in
Fig. 13 under two different assumptions. In the first case, we use
the values of γ measured in our fiducial simulations (A15–G15),
where γ increases from γ ≈ 1.4 at z = 5 to γ ≈ 1.6 at z = 2. The
exact values for γ are given by the solid lines in the middle panel
of Fig. 1 and in Table 3. In this case, shown by the filled circles, T0
is consistent with ∼8000 K at z ≥ 4.4, increasing to ∼12 000 K at
2 These tend to be small since we are restricting our analysis to the centre
of the flux distribution. The mean absolute curvature does vary with flux, as
shown in Fig. 11. However, the shape of the flux probability density function
in the range 0.1 ≤ F ≤ 0.9 does not change quickly as τ eff changes, and the
flux-weighted 〈|κ|〉 therefore remains relatively constant. The 2σ error in
T ( ¯) related to uncertainty in τ eff is less than 400 K at z ≥ 2.8, increasing
to ∼1300 K at z = 2.0.
Figure 13. Temperature at the mean density inferred from our T ( ¯) mea-
surements under different assumptions for γ . Filled circles are for the fiducial
values of γ listed in Table 3, which are typically near 1.5. This is the max-
imum slope expected in photoionization equilibrium, and hence the filled
circles represent minimum values for T0. Open circles give T0 for γ = 1.3.
T0 for an isothermal IGM (γ = 1.0) would be given by the T ( ¯) values in
Fig. 12. Note that T0 at z > 4 is largely insensitive to γ , since the optimal
overdensity at which we measure T ( ¯) is very close to the mean density
(cf. Fig. 12). The dotted line is a thermal asymptote of the form T0 ∝ (1
+ z)0.53 that has been scaled to approximately match our measurements at
z ≥ 4.4. It shows the expected temperature evolution in the absence of He II
reionization (Hui & Haiman 2003).
z = 2.8 and then decreasing to ∼11 000 K at =2. This scenario rep-
resents the minimum T0 case, in which there is no additional heating
in the voids that would tend to flatten the temperature–density rela-
tion. Even in this case, an increase in T0 between z = 4.4 and 2.8 is
detected at the 7σ level.
In the second case, we assume a constant γ = 1.3. A value of γ
in this range is suggested by the numerical simulations of McQuinn
et al. (2009). It corresponds to a mild flattening of the temperature–
density relation as expected during an extended He II reionization
process. T0 is largely insensitive to γ at z > 4, where the optimal
overdensity at which we measure T ( ¯) is already close to the mean
density. At lower redshifts, however, T0 is substantially higher for
γ = 1.3, up to ∼17 000 K at z = 2.0. Following the end of He II
reionization, γ is expected to return to its asymptotic value (γ ∼
1.5), and so our measurements are consistent with a decline in T0
at z < 2.8 even if the temperature–density relation is flattened at
higher redshifts. We emphasize that the γ relevant to our study is
the globally averaged value, even though there may be significant
scatter in the temperature–density relation. Within growing He III
bubbles, dense regions should ionize first and have time to cool
before the voids become fully ionized (Furlanetto & Oh 2008).
Radiative transfer effects may also create additional complexity in
the temperature–density relation (Bolton et al. 2009). Getting the
temperature–density relation to flatten across the entire IGM simul-
taneously, however, would require a brief and spatially coordinated
He II reionization, which appears not to be favoured on theoreti-
cal grounds (e.g. McQuinn et al. 2009). Nevertheless, if the IGM is
isothermal, then T0 would be given by the values of T ( ¯) in Fig. 12.
Our test of the impact of thermal history in Section 4.5 suggests
that we may have somewhat underestimated the increase in T0
from z > 4 to z ∼ 3. We emphasize, however, that since we are
comparing the data to simulations with flat thermal histories, the
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position of the peak in T0(z) for the γ ∼ 1.5 case in Fig. 12 is
likely to be correct. Future measurements of the spatial coherence
of the absorbers using pairs of QSO sightlines should allow us to
disentangle the Jeans smoothing from the instantaneous temperature
(Peeples et al. 2010). For now, the detection of an increase in T0
from z > 4 to z ∼ 3 is robust, since the colder simulation runs
are likely to underestimate the true level of Jeans smoothing, while
in the hotter runs it is likely to be overestimated. Our analysis
should therefore attribute too little of the change in curvature to
changes in the instantaneous temperature, which would lead to an
underestimate of the change in T0 with redshift.
5.4 Comparison with literature values
We compare our results with selected T0 values from the literature
in Fig. 14. In the left-hand panel, we overplot our values with the
results of the wavelet analysis performed by Lidz et al. (2010). The
overall agreement is fair, with the exception of z = 3.4, where their
2σ lower bound significantly exceeds our inferred value of T0 for
γ = 1.3. To match their lower limit of 20 000 K, we would require
a mildly inverted temperature–density relation (γ ∼ 0.9). While
tentative evidence for an inverted temperature–density relation has
been found in the flux probability distribution function (Becker
et al. 2007; Bolton et al. 2008), it remains a theoretical challenge to
simultaneously achieve this over the entire IGM, even during He II
reionization (McQuinn et al. 2009). We are marginally consistent
with the Lidz et al. lower limit at z = 4.2. They note that their errors
in this bin are strongly affected by uncertainties in the mean flux,
and it is possible that a lower τ eff , such as the one we have used,
would bring their T0 measurement into better agreement with ours.
In the right-hand panel of Fig. 14, we overplot our values with the
results of the Voigt profile analysis by Schaye et al. (2000). The
agreement is again fair, although the Schaye et al. errors are only
1σ . A careful measurement of γ as a function of redshift will be
required before our results can be more directly compared to these
works, which have both attempted to simultaneously constrain T0
and γ .
6 IMPLI CATI ONS FOR H E I I R E I O N I Z AT I O N
We now discuss whether our temperature measurements require that
He II reionization occurs within 2 < z < 5. Following reionization,
gas at the mean density is expected to cool monotonically. The gas
will cool rapidly at first and then asymptotically approach a thermal
state where the temperature is set by the shape of the UVB. In
photoionization equilibrium, the thermal asymptote will be of the
form T0 ∝ (1 + z)0.53 (Hui & Haiman 2003). If He II is reionized
at z > 5, then this is the minimum rate at which we would expect
the gas to be cooling over 2 < z < 5. We show an example thermal
asymptote in Fig. 13, which has been normalized to intersect our T0
measurements at z ≥ 4.4. This trend falls well below our measured
values of T0 at z < 4, even in the case of γ ∼ 1.5, which sets a lower
limit for the temperature. The observed rise in T0 from z = 4.4 to
z ∼ 3 therefore requires an additional source of heating beyond
what can be achieved in photoionization equilibrium.
The expected temperature increase for a parcel of gas due to He II
reionization is approximately (Furlanetto & Oh 2008)
T ≈ 0.035
(
2
3kB
)
〈E〉, (2)
where 〈E〉 is the mean energy of the ionizing photons. In the opti-
cally thin limit, the mean energy will be weighted by the ionization
cross-section, σ i ∝ E−3. For an ionizing spectrum Jν ∝ ν−α , this
will produce 〈E〉thin = 54.4 (α + 2)−1 eV, which for a quasar-like
spectrum (α = 1.5; Telfer et al. 2002) gives T thin ≈ 4000 K. In
the optically thick limit, all ionizing photons will be absorbed and
〈E〉thick = 54.4 (α − 1)−1 eV, or T thick ≈ 30 000 K. The increase
in T0 in Fig. 13 can easily be accommodated within this range.
We emphasize, however, that the temperatures we are measuring
Figure 14. Comparison of our results with selected results from the literature. The left-hand panel shows our T0 points for γ ∼ 1.5 and γ = 1.3 along with
T0 from the wavelet analysis done by Lidz et al. (2010). All vertical error bars in this panel are 2σ . The right-hand panel shows our results along with those
from the Voigt profile analysis of Schaye et al. (2000). Vertical error bars for the Schaye et al. results are 1σ . See the text for discussion.
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are averaged over large volumes. During an extended reionization
process, the first regions to ionize will have time to cool before the
overall process completes. The maximum increase in the globally
averaged T0 will therefore be smaller than the increase experienced
by an individual parcel of gas.
We leave detailed modelling of the rise in T0 for future work.
Assuming that the heating of the low-density IGM at these redshifts
is indeed dominated by He II photoheating, however, we can already
formulate two basic conclusions: (i) that He II reionization occurs
at z < 5 and (ii) that the process is extended, beginning at z ≥
4.4 and potentially extending to z ∼ 3, consistent with the end
of He II reionization inferred from the evolution in the He II mean
opacity (Dixon & Furlanetto 2009; McQuinn 2009, and references
therein). The redshift at which T0(z) begins to decline as well as the
peak value of T0 will depend primarily on the evolution of γ with
redshift.
Finally, we note that our values of T0 at z  4–5 are consistent
with a broad range of hydrogen reionization scenarios. At z > 6,
T0 is expected to decrease rapidly following H I reionization due to
the combined effects of adiabatic expansion and Compton cooling
(Miralda-Escude´ & Rees 1994; Hui & Gnedin 1997). Even for H I
reionization at z  10, however, the asymptotic value of T0 at z
 4–5 is expected to be ∼8000 K (Hui & Haiman 2003), which
is consistent with our measurements. This temperature assumes a
quasar-like background withα = 1.5, while a stellar spectrum withα
= 3.0 would lower T0 by ∼20 per cent (Hui & Haiman 2003). On the
other hand, our estimates of the temperature at z > 4 may be too high
by roughly the same amount for the reasons described in Section 4.5.
Given the uncertainties in both the measurements and the thermal
models, therefore we conclude that our temperature measurements
at z > 4 do not obviously require a recent (z < 10) temperature
boost from H I reionization. This in in contrast to earlier works
(Theuns et al. 2002a; Hui & Haiman 2003) based on temperature
estimates that were considerably higher than the ones measured
here. We note that the rapid cooling expected after reionization
completes means that our measurements are also consistent with
H I reionization at z < 10 for a wide variety of reionization redshifts
and initial temperature boosts (Hui & Haiman 2003; Furlanetto
& Oh 2008). Bolton et al. (2010) recently demonstrated that local
constraints on the timing of hydrogen reionization can also be placed
from temperature measurements in the near-zones of z ∼ 6 QSOs.
Combining near-zone measurements with our results from the forest
should in the future provide a powerful means of studying the history
of hydrogen reionization.
7 SU M M A RY
We have produced new measurements of the IGM temperature over
2.0 ≤ z ≤ 4.8. These are the most sensitive measurements to date
and the first in the general IGM at z > 4.5. Our analysis uses a
new statistic, the curvature, to characterize the small-scale structure
of the Lyα forest in a manner that is highly sensitive to the IGM
temperature while allowing systematic errors to be effectively mini-
mized. We further focus on measuring the temperature at an optimal
overdensity for each redshift, where the temperature is nearly a one-
to-one function of the mean absolute curvature. The temperature at
the mean density is then inferred from our T ( ¯) measurements for
different values of the slope for the temperature–density relation.
Our main conclusions are as follows.
(i) The temperature at the optimal overdensity increases from
T ( ¯) ≈ 9000 K at z = 4.4–4.8, where ¯ = 1.2–1.4, to T ( ¯) ≈
30 000 K at z = 2.0, where ¯ = 5.7. This trend is most likely
driven in large part by the fact that ¯ increases with decreasing
redshift, since the temperature of the IGM is generally expected
to increase towards higher densities due to adiabatic heating in the
collapsing filaments and cooling in the expanding voids. The T ( ¯)
measurements are the primary result of this study and can be directly
compared with theoretical models of He II reionization.
(ii) We use the maximum slope for the temperature–density re-
lation expected in the absence of He II reionization (γ  1.4–1.6,
depending on redshift) to set a minimum value of T0 as a function
of redshift. We also consider the case of γ = 1.3, motivated by
recent He II reionization simulations by McQuinn et al. (2009). In
either case (and for any smaller values of γ ), we detect an increase
in T0 from z = 4.4 to 2.8. The minimum increase is T0 ≈ 4000 K,
although the increase may be larger if γ decreases over this interval
or if the differing amounts of Jeans smoothing in our simulations
have caused us to underestimate the change in temperature.
(iii) The temperature evolution from z  4.4 to 2.8 is not con-
sistent with the asymptotic temperature evolution of a photoionized
IGM expected long after reionization is completed, where T0 de-
creases monotonically with redshift (Hui & Gnedin 1997). The
observed increase in T0 over this interval requires a substantial in-
jection of additional energy, which we attribute to photoionization
heating during an extended period of He II reionization.
(iv) A peak in T0(z) at z  2.8 is inferred for γ ∼ 1.5. This would
be consistent with an end to He II reionization at z ∼ 2.7, as inferred
from He II Lyα opacity measurements. However, the location of the
peak can change if γ evolves with redshift. Our measurements are
consistent with a fall-off in T0 at z < 2.8, particularly since γ is
expected to return to its asymptotic value (γ ∼ 1.5) following the
end of He II reionization.
(v) The value of T0 we infer from our T ( ¯) measurements over
z = 4.4–4.8 is largely independent of γ , since we are already mea-
suring the temperature close to the mean density. At these redshifts,
T0 ≈ 8000 K, which is consistent with H I reionization having com-
pleted well before z ∼ 6.
Two key challenges remain to fully characterizing the thermal
evolution of the IGM over this redshift range, at least in a volume-
averaged sense. The most pressing issue is to establish the shape
of the temperature–density relation and its evolution with redshift.
This will clarify the evolution of T0(z) at z < 4 and allow us to
identify the end of He II reionization based on the redshift at which
T0 peaks. The second challenge is to determine the amount of Jeans
smoothing in the IGM, which can possibly be constrained using
lines of sight towards pairs of QSOs (Peeples et al. 2010). We leave
both of these tasks for the future but note that the measurements
presented here provide a basis for making further progress. For
example, our T ( ¯) values may be combined with Voigt profile
measurements to determine γ over z ∼ 2–4.
Ultimately, one would like to characterize not only the evolu-
tion of the volume-averaged thermal state of the IGM but also the
evolution in its scatter. A key characteristic of He II reionization
should be that growing He III bubbles around QSOs introduce spa-
tial fluctuations in both ionization and temperature (Sokasian, Abel
& Hernquist 2002; Gleser et al. 2005; Lai et al. 2006; Paschos et al.
2007; Furlanetto & Oh 2008), even if these are partially damped
by radiative transfer effects (McQuinn et al. 2009). Establishing the
volume-averaged evolution of IGM temperatures provides a base-
line against which to measure these fluctuations. The timing and
amplitude of the increase in T0, the changes in γ and the evolution
of the scatter will each be essential ingredients for understanding
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the role of He II photoheating in the thermal balance of the IGM
and for formulating a more robust picture of when and how He II
reionization occurred.
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A P P E N D I X A : N U M E R I C A L C O N V E R G E N C E
TESTS
Capturing the small-scale structure in the high-redshift Lyα for-
est poses a significant challenge for cosmological simulations. As
discussed by Bolton & Becker (2009), most of the transmission in
the forest at z  5 comes from voids, which are less well resolved
in SPH simulations than the filaments that dominate the charac-
teristics of the forest at z ∼ 2–3. Ideally, one would use both a
large simulation box (l  40 h−1 Mpc) and high resolution (Mgas 
105 h−1 M
). Computational constraints, however, required us to
focus on obtaining the necessary mass resolution, which was found
to be a more stringent requirement for the curvature. To check our
convergence with mass resolution and box size, we ran a set of
comparison simulations (runs R1–R4). In these runs we used the
same thermal history as in run C15, but varied the box size and mass
resolution. Compared to run C15, which uses L = 10 h−1 Mpc, n =
2 × 5123 particles and Mgas = 9.2 × 104 h−1 M
, the mass res-
olution was lowered by up to a factor of 64 and the box size was
increased by up to a factor of 4 in length. The optical depths in
each simulation were rescaled such that the mean fluxes were equal
after the spectra were renormalized in 10 h−1 Mpc sections (Sec-
tion 4.2.3). The curvature was then computed using the procedure
outlined in Section 4.4, with the modification that noise-free spectra
were used and no b-spline fits were performed.
The convergence results are shown in Fig. A1, where we plot the
change in log〈|κ|〉 with respect to run C15. We are nearly converged
with box size at all redshifts. At a fixed resolution, log〈|κ|〉 always
decreases by less than 0.03 when increasing the box size from
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Figure A1. Convergence of the mean absolute curvature with box size and resolution. Curvature values were computed from spectra without noise, using the
same method as was applied to the real data. The change in 〈|κ|〉 is measured with respect to the highest resolution case. We are only marginally converged
with mass resolution at the high-redshift end, but the likely change in 〈|κ|〉 gained from further increasing the number of particles would only correspond to a
small change in the measured temperature (see the text). We do apply a box size correction to the curvature, although it is small.
10 to 40 h−1 Mpc. For the curvature values measured in the data,
this corresponds to a temperature difference of less than 900 K.
A box size correction calculated from these results was applied
to the simulation curvature values when fitting the temperatures.
At z < 4 we are well converged with mass resolution, although
the convergence is less clear at higher redshifts. At z = 4.915, the
increase in log〈|κ|〉 when increasing the number of particles from
2 × 2563 to 2 × 5123 is 0.058. We can estimate the gains from
an additional factor of 8 in mass resolution by comparing to z =
3.991, which has a similar change in log〈|κ|〉 when increasing the
number of particles from 2 × 1283 to 2 × 2563. In that case, further
increasing the mass resolution by a factor of 8 increased log〈|κ|〉
by only 0.014, which at z = 4.915 would correspond to a change
in a temperature of roughly 500 K. While we do not apply a mass
resolution correction to our results, therefore, we can be reasonably
confident that the gains from going to higher resolution would be
small, and that they would only be significant for our highest redshift
bins where the correction is likely to be smaller than the errors.
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