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Abstract
Visual surveillance systems have been widely installed in public places such as airports, railway
stations, shopping centres, and outdoor roadways for the detection of unusual events. Such
surveillance systems still heavily rely on human labour to monitor the scenes, which is unsatis-
factory in many real world situations. There is a high demand to develop an automatic unusual
event detection system. However, this is still an unsolved problem due to many challenges
including occlusions, large scale data, a large number of possible unusual events, and the noise
from other co-occurring events. This PhD thesis presents investigations that have been carried
out for the task of "unusual event detection in crowded scenes". The term "crowded scenes" in
this research is taken to mean "scenes which are populated with more than a few moving objects
(persons or vehicles)".
To be robust to occlusions, which are unavoidable in crowded environments, the events
are represented by extracting features beyond tracking, such as the LBP-TOP (Local Binary
Patterns from Three Orthogonal Planes) dynamic textures, optical flow, and various forms of
point trajectories. By considering the influences from other co-occurring events, the set of video
events is partitioned into three disjoint subsets: local event, global event, and complex event.
Novel techniques are developed in this thesis to cover all three types of events: local, global and
complex.
A local event occurs within a small local region. This thesis presents methods for local
unusual event detection using the spatial-temporal patch framework: the video is cut into regular
spatial-temporal patches, from which LBP-TOP dynamic textures are extracted; and for each
patch, the histogram of LBPs which represents an event is set as the input to a statistical model
such as the LDA (Latent Dirichlet Allocation) and sparse coding. The model is then trained on
the training dataset where only the usual events are observed, and the low likelihood patterns
are detected as the unusual events.
v
A global event refers to a scene wide event which is formed by movements of all individuals.
The unusual global events are typically chaotic scenes such as a rapid escape. The detection
of global unusual events is based on point trajectories. The video is cut into regular clips. In a
video clip, the point trajectories are constructed by a point tracking algorithm. Then they are
transformed into the Fourier domain and clustered into discrete code words using the K-means
algorithm. The LDA is used for classifying the video clips. This thesis also presents a novel
approach by adapting the Distributed Behaviour Model (DBM) from computer graphic into
computer vision for modelling a crowd’s collective behaviours. This method is robust to the
camera movements.
A complex event refers to an event occurring in a relatively large region, and often happens
together with other events in a crowded scene. To be robust to the noise caused by other co-
occurring events, a level of supervision is added. The fully supervised learning approaches are
not practical as correctly identifying an event in a crowded scene requires the tedious work of
recording the locations of the events (i.e. marking bounding boxes). The techniques presented
in this thesis are based on the concept of weakly supervised learning which is a methodology to
detect the events by statistical models trained with labels at a coarse level (the clip levels), with
no information of where and what the event is.
Two novel approaches of weakly supervised learning are proposed:
1. Multiple Instance Learning (MIL) Compressive Sensing: This method models the scene
as the linear combination of a set of independent events, where each event is a distribution
of visual words. We assume that the number of events is much smaller than the number
of training samples (video clips). Random sampling is applied to the training samples
to form the basis set. The unusual events can be detected with a low false alarm rate by
analysing the geometric distribution of the sparse coefficients.
2. Relative Entropy for Rare Event Detection: We assume that the unusual event is a distri-
bution of a subset of visual words that are not associated with other events, and that the
number of video clips containing the unusual event is much smaller than the number of
video clips without the unusual event. A method based on relative entropy is constructed
to find a boundary to separate the video clips into two classes (with and without the
unusual event).
vi
To solve the problem of massive amounts of data and real time detection, feature descriptors
are designed by directly deriving features from the MPEG compressed domain. The proposed
methods offer competitive performance compared to the state-of-the-art methods, and show a
level of advantages over the state-of-the-art methods in certain aspects as we will explain .
Though the techniques proposed in this thesis achieve promising results compared to the
state-of-the-art, further research effort is required to achieve comparable performance in more
challenging environments that are encountered in practice. The limitations of the proposed
techniques are discussed together with possible future extensions.
vii
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Chapter 1
Introduction
1.1 Motivations and Overview
With the development of Closed Circuit Television (CCTV) Networks, visual surveillance sys-
tems are widely installed in public places, such as airports, railway stations, bus stations,
shopping centres, outdoor roadways and so on. In most situations, the purpose of these surveil-
lance systems is to detect the emergence of suspicious events [27], which are termed the
"unusual events" in this thesis. Generally speaking, the term "unusual events" covers all of the
events which can potentially cause security interest. However, the definitions of unusual events
differ in different applications. For subway surveillance, an unusual event can be entering the
subway without any payments; for airport surveillance, an unusual event can be taking photos
in a restricted area; and for traffic surveillance, an unusual event can be riding a bicycle in a
prohibited place. It should be noted that an event considered to be unusual in one environment
can be a usual event in other places. Successfully detecting the unusual events can reduce
crimes, ensure public safety and security, and improve managements for public facilities such
as airports and railway stations. The detection of unusual events still heavily relies on human
labour. However, it is unrealistic to employ the required number of human operators to monitor
the surveillance scenes continuously, especially for large installations such as airports. This
calls for the development of automatic event detection systems.
With the development of computer vision, a large number of algorithms have been proposed
which attempt to automatically detect the unusual events [5, 97, 103]. Though these algorithms
achieve some degrees of success, there is still a lack of methods that can be applied to a wide
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Figure 1.1: This diagram overviews the process of automatic surveillance event detection.
range of real world environments. A typical problem in real world surveillance is that the scene
captured by the camera is often crowded.
In order to explain the challenges, let us outline the process of automatic surveillance event
detection in Figure 1.1. There are two partitions of the video files. One is used as the training
dataset and the other is used as the test dataset. The first step of event detection is extracting
features to represent events. The purpose of this step is to find the features which are most
effective in distinguishing the unusual events from usual events. After that, each event is
represented in a feature vector. A vector for an event is termed as a "sample" or an "instance".
Then the next step is to detect the samples associated with the unusual events. This step
relies on machine learning techniques. Fundamentally, there are two types of machine learning
approaches, which are the supervised learning and the unsupervised learning approaches. In
the application of event detection, if the supervised learning approach is used, a ground truth
annotation is required, which labels the unusual events from the training dataset (i.e. a set of
binary images which extracts the unusual events as foregrounds). In such situations, one can
train a statistical model for the unusual events. Given a sample of the test dataset and the model
trained, the probability of the sample is measured based on the trained model, and samples with
high probabilities are classified as unusual events. If there are annotations for the usual events
in the training dataset, one can train another statistical model for the usual events. Given a
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sample of the test dataset, the system computes the probabilities of this sample separated on
the two statistical models. Then if the probability computed based on the statistical model for
the unusual events is higher, the event is classified as an unusual event. On the other hand,
unsupervised learning approaches would be used if the training dataset contained only the usual
events. The learning process trains a statistical model from the training dataset where only the
usual events are observed. Given a sample of the test data, the probability of this sample can
be computed based on the trained statistical model for usual events. If the probability is lower
than a threshold, this sample will be detected as an unusual event. Both the supervised and
unsupervised approaches require the ground truth for the test dataset in the algorithm design
cycle. The alarms fired by the systems will be compared to the ground truth of the test dataset
for performance evaluations.
However, such a system as illustrated in Figure 1.1 will encounter a number of difficulties
when it is applied to real world applications. The difficulties include, but are not limited to
1. Occlusions: occlusions are caused by perspective distortion during the process of trans-
forming the 3D real world into 2D images. It is possible for two isolated objects to be
fully or partially overlapped with each other. Only the visual information of the object
nearer to the camera is preserved. Due to occlusions, it is very hard to extract features to
effectively represent events in crowded scenes.
2. Massive Scale Datasets and The Requirement of Real Time Detection: suppose there is
an event that lasts for 1 minute in a video with a frame rate of 25fps, the number of
frames for this event is 60 × 25 = 1500. A dataset with a significant number of unusual
events will be very large in size (too many frames). This requires fast processing to
conduct experiments with limited amounts of time in the development cycle. In addition,
most surveillance applications require real time detection. Thus, fast frame processing is
necessary.
3. Infinite Number of Unusual Events: the set of events with security interest is often with
an infinite cardinality. It is impossible to list all unusual events beforehand. Therefore,
there is usually no prior knowledge forming a complete description of all unusual events.
4. Co-occurring Events: in crowded surveillance scenes, there are typically many usual
events occurring together with the unusual events. The co-occurring usual events become
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Figure 1.2: This is an image from TRECVid SED dataset. This dataset is collected from a real
world airport environment. There are a lot of people, activities, occlusions, and light condition
variations.
noise for the detection system.
The challenges pointed out above are widely encountered in various surveillance appli-
cations, and they provide the motivations of the algorithms proposed in this thesis. When
considering a specific application, there are many other challenges as well. For example, in
outdoor surveillance, the influence of various weather conditions has to be considered; and for
indoor surveillance, the structure of the building can influence the performance as well. Figure
1.2 demonstrates a crowded scene in airport surveillance. There are a lot of occlusions, activities
and light variations. Besides the difficulties, the operational requirements for a real world
surveillance event detection system are usually high compared to many other video processing
applications. For example, in video retrieval, a search engine can be rated as functioning well if
more than 90% items recommended by the system are correct. However, for a surveillance event
detection system with a security purpose, a missed detection of a suspicious event (bomb attack)
can cause a disaster and a false alarm could cause a significant loss to the airport operators. Due
to these reasons, there is in fact a very big gap between the state-of-the-art research and a
potential real world application for surveillance systems. NIST (National Institute of Standards
and Technology) holds the TRECVid Surveillance Event Detection (SED) competition every
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year on a large benchmark real world airport surveillance dataset, but until now, even the
algorithms with best performances do not provide significant improvements compared to a
random classifier [65].
The highly under developed state in this research topic provided a lot of challenges in writing
this thesis. To facilitate the discussions, we categorized the target events as below:
1. Event —- the collection of all events in surveillance scenes;
2. Local Event —- the subset of Event for instances which are restricted within a short time
and small region;
3. Global Event —- the subset of Event for instances which involve all moving agents in the
scene; and
4. Complex Event —- the complement for the union of Local Event and Global Event in
Event.
The set Event contains all events which are possible to be encountered in the applications
of video surveillance. There are two disjoint subsets which are the set of Local Event and
the set of Global Event; the events which are not in the set of either Local Event or Global
Event are identified as in the set Complex Event. Figure 1.3 demonstrates examples of each
event type. The instances from the set of Local Event or the set of Global Event are easier to
detect compared to those from the Complex Event set. This is the reason that we term the set as
"Complex Event". In the rest of the thesis, we will term an event as "local event", "global event"
and "complex event" based on the above categorization. The extra difficulty in the detection of
a complex event comes from the noise caused by other co-occurring events. In the case of local
event detection, one can restrict the consideration in a spatial temporal window to filter out
other irrelevant events, though sometimes the determination of the size and location of such a
window is a challenge. In the case of global event detection, though there are a set of agents
performing activities, these activities contribute to a single target event, and there are no other
irrelevant events. In the case of complex events, the detection algorithm will have to deal with
the noise caused by other irrelevant events.
In the following chapters, the content of this research is presented in the following sequence:
the investigation into local event detection, then the investigation into global event detection and
finally the investigation into complex event detection.
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(a) local event (b) global event
(c) complex event
Figure 1.3: Example of the three event types
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1.2 Aim and Objective
This research provides a comprehensive investigation into the problem of automatic event
detection in crowded surveillance video scenes. The aim is to develop techniques for unusual
event detection in crowded scenes, which are robust in the presence of the four challenges listed
in 1.1. This is achieved by addressing the four challenges in the following four objectives:
1. Event representation in crowded scenes: Due to occlusions, it is very challenging to track
all the individuals in a crowded scene. As a result, it is impractical to extract object
trajectories as the feature to represent events in crowded scenes. This research investigates
the suitability of using low level features such as dynamic textures and particle trajectories
for event representation, which are more robust to occlusions.
2. The utilisation of information from video compression standards for faster processing:
The video in a CCTV network is usually compressed in a certain compression standard
such as MPEG 2, MPEG 4, H.264 and so on. Directly extracting features from the
compressed domain reduces the computational cost of decoding the video into images.
Meanwhile, many video compression standards will compute motion features for com-
pression. The motion features in a compressed video file can potentially be used directly
for the event detection purpose. The development of techniques for extracting features
from the compressed domain potentially can provide a solution for fast video processing,
solve the problem of the massive scale dataset and meet the requirement of real time
detection.
3. An investigation of unsupervised learning methods for unusual event detection: The num-
ber of possible unusual events in a specified surveillance application is usually infinite. As
a result, it is impractical to collect a training dataset which contains all kinds of unusual
events. It is also impractical to describe all the unusual events as prior knowledge.
The unsupervised approach collects a training dataset without any unusual events, and
contributes to a novelty detection system (detecting the outliers due to the samples in the
training dataset)
4. An investigation of weakly supervised learning methods for event detection: In the appli-
cations where the descriptions of the unusual events are known (i.e. Many events in traffic
surveillance such as jaywalking, driving exceeding the speed limit, etc.), the supervised
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learning approach can be considered to provide a more robust performance. However,
because there are many other co-occurring events together with the unusual events, a fine
annotation of the training dataset would be required to provide the location information
about the unusual events. Typically, this is completed by marking bounding boxes, which
is tedious and impractical to a large dataset. The weakly supervised learning approach
intends using coarse level annotation for event detection. The coarse level label may
be the annotation at the frame level or video clip level, indicating whether the current
frame or clip contains the unusual event or not. The labour for a coarse level annotation
is relatively low compared to a fine level annotation. Thus this investigation intends
to develop techniques for unusual event detection in crowded environments with very
limited prior knowledge.
1.3 Research Scope
This thesis is only concerned with event detection in surveillance scenes and the surveillance
video files should at least contain some crowded durations of time.
The types of events investigated in this PhD research are in a broad range. Not only are there
developments in detecting local events performed by a single person (cyclist, skating, driving a
vehicle, running), but also for detecting multi-agent interactions (meeting, splitting, embracing,
rapid escape, and person- vehicle interactions).
Within this thesis, the proposed approaches are primarily evaluated on publicly available
datasets. This allows the proposed approaches to be easily compared with other published
techniques, but also means that the events to be detected are limited to those that are present in
the data and (or) defined by the ground truth. The collection of a new dataset corpus is beyond
the major scope of this research, and details of these datasets are given in Chapter 2 section 2.6.
1.4 Original Contributions and Publications
The original contributions of the presented thesis are as follows:
• A novel method for local unusual event detection is proposed. In this method, the video is
cut into regular grids, within which LBP-TOP dynamic textures [115] are extracted as the
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feature. A set of Latent Dirichlet Allocations assigned to different regions are trained and
used to detect local unusual events such as cyclists, skating, people running and vehicle
movements, given that the training dataset does not contain these activities.
• An alternative method for local unusual event detection is proposed. In this method, LBP-
TOPs are also extracted from regular grids of the video. Then a dimension reduction and
whitening process is performed using Principal Component Analysis. The final feature
vectors are used to train a sparse coding model. Given that the training dataset only
contains the usual events, the proposed method can detect the outliers as the unusual
events.
• A system for detecting global events such as rapid escape is proposed. The Distributed
Behaviour Model (DBM) [67] from computer graphics has been explored to adapt to
computer vision to model crowd collective behaviour. This approach is robust to the
camera movements.
• A novel approach of using particle trajectories for event analysis is proposed. The video is
cut into clips. Within each clip, point trajectories are constructed by various methods such
as the particle video algorithm and the KLT trackers. The trajectories are transformed into
their Fourier forms. The low frequency coefficients are selected as the features to form
the feature vector. Then the high dimensional feature vectors are clustered into a discrete
codebook. This feature descriptor is applied for global unusual event detection using
unsupervised approaches, complex event detection using weakly supervised approaches,
and temporal video segmentation for traffic surveillance.
• A novel weakly supervised learning approach for rare event detection is constructed using
the compressive sensing theories. The weakly supervised learning indicates that there are
only clip-level labels for the event of interest in the training dataset. Random matrix
theory is applied to control the ratio of the number of basis functions for the background
events and the event of interest respectively. In this way, we can detect the target rare
events together with a limited number of false alarms in the situation of very limited prior
knowledge.
• A novel weakly supervised learning approach for rare event detection is constructed using
relative entropy. This theory makes use of the prior knowledge that the video clips
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containing the target rare event are much fewer, compared to the video clips without
the event of interest. Under this assumption, one can find a decision boundary which
separates the video clips based on whether they contain the event of interest or not.
• An investigation into extracted features from the compressed domain. The input video
files are assumed to be encoded in MPEG 2 format. The MPEG 2 standards contain
the DCT coefficients and motion vectors. By using the information directly from the
compressed domain, a robust trajectory-based feature descriptor for traffic surveillance
event detection is proposed. In addition, this thesis also presents a novel feature descriptor
by using the angles of trajectory segments for human-human interaction detection. This
method is evaluated using a real world airport surveillance dataset.
Below is a list of the publications arising from this PhD research:
1. Xu, Jingxin, Deman, Simon, Reddy, Vikas, Sridharan, Sridha, & Fookes, Clinton B
(2013) Real Time Video Event Detection in Crowded Scenes using MPEG Derived Fea-
tures: a Multiple Instance Learning Approach, Pattern Recognition Letters (Accepted)
2. Xu, Jingxin, Deman, Simon, Sridharan, Sridha, & Fookes, Clinton B. (2012) SAIVT-
QUT@TRECVid 2012 : interactive surveillance event detection. In Over, Paul (Ed.)
TRECVid 2012 Proceeding, NIST, Gaithersburg, USA.
3. Xu, Jingxin, Denman, Simon, Fookes, Clinton B., & Sridharan, Sridha (2012) Activity
analysis in complicated scenes using DFT coefficients of particle trajectories. Proceed-
ings of 9th IEEE International Conference on Advanced Video and Signal Based Surveil-
lance (AVSS 2012), 18-21 September 2012, Beijing, China.
4. Xu, Jingxin, Denman, Simon, Fookes, Clinton B., & Sridharan, Sridha (2012) Unusual
scene detection using distributed behaviour model and sparse representation. Proceedings
of 9th IEEE International Conference on Advanced Video and Signal-Based Surveillance,
IEEE, Beijing, China.
5. Xu, Jingxin, Denman, Simon, Sridharan, Sridha, Fookes, Clinton B., & Rana, Rajib
(2011) Dynamic texture reconstruction from sparse codes for unusual event detection
in crowded scenes. Joint ACM Workshop on Modeling and Representing Events (J-
MRE’11), 28 November - 1 December 2011, Hyatt Regency Scottsdale Resort and Spa,
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6. Xu, Jingxin, Denman, Simon, Fookes, Clinton B., & Sridharan, Sridha (2011) Unusual
Event Detection in Crowded Scenes Using Bag of LBPs in spatio-temporal patches. The
International Conference on Digital Image Computing : Techniques and Applications
(DICTA2011), IEEE, Noosa, QLD, Australia.
7. Xu, Jingxin, Denman, Simon, Sridharan, Sridha, & Fookes, Clinton B. (2011) Activity
modelling in crowded environments : a soft decision approach. The International Con-
ference on Digital Image Computing : Techniques and Applications (DICTA2011), 6-8
December 2011, Sheraton Noosa Resort & Spa, Noosa, QLD.
1.5 Summary by Chapters
The thesis is organized in the manner outlined below:
• Chapter 1 provides a brief introduction to the problem of "unusual event detection in
crowded environments". The fundamental process of intelligent surveillance event de-
tection is first illustrated. Then specified to crowded environments, four challenges are
raised: occlusions, massive scale dataset and the requirement of real time detection,
infinite number of unusual events, and co-occurring events. In the following chapters
we will see that the algorithms proposed in this thesis are driven by the motivations of
solving the four challenges. To facilitate the discussion, the set of surveillance events
is partitioned into three types: local events, global events and complex events. The
remaining chapters are organized in the order of targeting each type.
• Chapter 2 provides an overall literature review. The discussion separates the systems
into feature extraction and classifications in the review. In addition, there are reviews
for evaluation methods and datasets. This chapter intends to provide the reader with a
foundation for the research problem and necessary information about the state of the art.
The concrete techniques relating to our proposed methods will be reviewed in detail along
with algorithm descriptions in the following chapters.
• Chapter 3 discussed local unusual event detection. Two algorithms are proposed by using
the LBP-TOP features. One system uses Latent Dirichlet Allocation as the learning model
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and the other uses sparse coding.
• Chapter 4 presents the research for global unusual event detection. Two algorithms are
proposed. The first algorithm models the events by particle trajectories. An investigation
of using particle video and KLT tracker for the trajectory construction is presented. Once
the trajectories are extracted, Fourier transform on the trajectories are performed. The low
frequency coefficients are selected as the feature. The feature vectors are trained using
the K-means algorithm into a codebook. Latent Dirichlet Allocation is used to train the
codebook and detect the unusual global events. This baseline system will be discussed in
Chapter 5 as well. The second algorithm adapts the Distributed Behaviour Model (DBM)
from computer graphics into computer vision to model crowd collective behaviour. It is
shown that this approach is more robust to the state of the art social force model approach.
• Chapter 5 presents the research for complex event detection using weakly supervised
learning approaches. Two methods for weakly supervised learning are constructed. The
first method relates the compressive sensing theory; the second one is constructed using
relative entropy.
• Chapter 6 presents the research of extracting features directly from the compressed do-
main, which allows us to develop fast processing systems. Chapters 5 and 6 relate to the
core contributions of this thesis.
• Chapter 7 contains a collection of investigations outside the main research stream. The
topics of this chapter include unusual event detection by joint LDA and compressive
sensing approach, imbalance data clustering of rare event detection, and temporal video
segmentation in traffic surveillance video.
• Chapter 8 summarizes and concludes the thesis, claims the achievements, addresses the
limitations, and points to the future research directions.
Chapter 2
Literature Review
2.1 Introduction
Unusual event detection in crowded scenes is a very challenging problem, and although there
have been a large number of publications [60, 64, 5, 7, 9, 22, 32, 33, 34, 39, 50, 54, 76, 57, 61,
71, 97, 95, 93, 103, 104, 105, 112, 114, 117], the degree of success of these methods is limited
to constrained conditions such as sparsely populated scenes [95], light perspective distortion
[117], and simple wide scene scale events such as rapid escape [57]. It should be noted that,
the difficulties in this field of research not only come from the challenges in the design of the
algorithms such as feature extraction and pattern recognition, but also from the challenges in
data collection, data annotation and evaluation methodologies.
The remainder of this chapter is structured as follows. Section 2.2 presents a comprehensive
review for activity perception in computer vision, which forms the central part of this chapter.
Section 2.5 outlines various evaluation methods used to measure performance of event detection
algorithms. Common datasets used in event detection are introduced in Section 2.6.
2.2 Activity Perception In Video Surveillance
Automated activity perception has been a classical problem in the field of computer vision.
The intention of activity perception is to use computer algorithms to monitor and recognize
activities automatically. In the field of visual surveillance, it typically refers to the detection of
events with security interest.
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The design of an activity (or event) detection algorithm consists of two fundamental prob-
lems:
1. the design of feature descriptor to represent the event; and
2. the design of the classifier to detect/recognize the event.
The first problem addresses the design of a feature vector to represent the events in a
surveillance application. The latter problem addresses the design of a classifier to model the
statistical properties of the events represented by the feature vector, and detect the event of
interest. These two problems are addressed in Sections 2.3 and 2.4 respectively.
2.3 Event Representation
The design of a feature vector to represent the events is highly dependent on its application.
For instance, if one wants to detect a person running, motion features which capture objects’
velocities are suitable; whereas the detection of a person wearing a hat typically requires some
appearance features. For events of surveillance interest, the extracted features should be able to
distinguish the unusual events from the usual activities, and they should be robust to different
variations of the same event. For example, in an indoor surveillance application, one can
consider using objects’ velocities to detect a person skating. This is because typically the usual
activities in an indoor environment are people walking, sitting, and standing. The effectiveness
of the velocity features is based on the fact that a person skating in such an environment moves
faster than other people. However, only the velocity features are not enough for an application
of outdoor surveillance, where the usual activities are more diverse. For instance, it is hard
to distinguish the events of running, skating, and riding bicycles by only using the velocity
features as the velocities for these events are similar to each other. To discuss the requirement
of robust to event variation, we turn back to the application of indoor surveillance. Suppose
the target unusual event is still a person skating. The velocity of a person contains both the
speed and moving direction, and a skater can be moved in any direction. Due to this reason, the
information of moving direction is a redundant feature and potentially can confuse the detection
system. It is wiser to only adopt the magnitude of the velocity (the speeds). Once the events
are represented by a certain feature vector, there may be a pre-processing step to transform the
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data into another feature vector. For instance, it is often required that a dimension reduction be
performed on the data represented in high dimensional feature vectors to avoid the occurrence
of over-fitting 1.
Currently, there is no generic feature descriptor which can be used in a wide range of
activities. For example, in the TRECViD SED competition [65, 64], different kinds of events
in a real world airport surveillance scene are defined as the target events. However, the features
that achieve state-of-the-art performance differ for different activities.
Early publications for activity perception are typically for non-crowded scenes, and objects’
trajectories extracted from a tracking algorithm are often used to represent the events [47, 36].
The trajectories have the advantage of capturing the objects’ long term motion, thus these
algorithms are successful when object tracking is robust. However, real world surveillance
scenes are often crowded, and due to the occlusions and clustering, robust object tracking
is challenging. Thus recently, research in this field has focused on adopting features beyond
tracking [5, 9, 33, 54, 71, 93, 96, 103].
Approaches have been proposed to directly model the statistical properties of pixels’ motion
features [5, 33, 46, 97, 103]. These methods, however, are often vulnerable to noise in the
computation of features at a pixel level. Furthermore, the most widely-used pixel motion feature
is optical flow, which is often unreliable, especially for textureless regions. Another problem is
that, appearance features are not captured by optical flow [80].
It is also popular to extract features from spatial-temporal patches [54, 71, 109, 112]. The
features from a patch level are more robust to noise than the pixel level features.
Though object tracking is not robust in crowded scenes, the idea of capturing long term mo-
tion features is desirable. As a result, the trajectory-based features have attracted considerable
interest and approaches have been proposed to extract trajectory feature from crowded scenes
including using particle trajectories [101], or by reconstructing the corrupted trajectories [117].
Under specific environments, pedestrian movements can be modelled using a physical based
model [7, 56, 57]. The suitability of these approaches depends on how well the model matches
what is observed in the physical world.
1If the complexity of a classifier is too large compared to the size of the training dataset, the training process
will result in a statistical model which fit the training dataset well, but has a poor performance on other datasets. A
higher dimensional feature vector typically leads to a more complex classifier.
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Based on the analysis above, we summarize the techniques for event representation in the
following three categories:
1. local features;
2. feature descriptors from trajectories; and
3. feature descriptors from physical models (i.e. fluid dynamic, social force model, etc.).
In the following subsections, we will review each kind in detail.
2.3.1 Event Representation by Local Features
This section reviews the methods directly extracting features from a local region.
One of the pioneering works for event detection beyond tracking approaches is [103], where
a descriptor termed the "pixel change history" (PCH) is proposed. A pixel’s PCH is defined as
Pζ,τ =
min(Pζ,τ (x, y, t− 1) +
255
ζ
, 255) (D(x, y, t) = 1)
max(Pζ,τ (x, y, t− 1)− 255τ , 0) otherwise
(2.1)
where Pζ,τ (x, y, t) is the PCH for a pixel at location (x, y), D(x, y, t) is the binary mark
for the foreground image. The parameters ζ and τ are the accumulator factor and decay
factor respectively. When D(x, y, t) = 1, the PCH will increase gradually controlled by the
accumulator factor ζ, and when D(x, y, t) = 0, the PCH will decrease gradually controlled by
the decay factor τ . In this way, the PCH records the temporal changes of a moving pixel. Based
on the extraction of PCH, salient pixel groups are identified and a 7-dimensional feature vector
is defined. Then GMMs (Gaussian Mixture Model) are trained on this feature vector to cluster
the salient pixels into different events in an unsupervised manner.
Methods based on local features often rely on the computation of optical flow [5, 9, 33, 46,
96, 97]. A popular descriptor [97, 33] encodes the moving pixel’s location and velocity into a
discrete codebook, where the velocity is computed using optical flow estimation. Each element
from the codebook is called a codeword. Typically, this feature descriptor is used along with
probabilistic topic models [12, 13]. The probabilistic topic models learn statistical properties
of the code words in the training datasets and extract some distributions of the code words to
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be the topics. In the application of activity perception, each topic represents an event. In Wang
et. al [97], moving pixels are first detected by a subtraction operation over every two successive
frames. Each moving pixel will result in an entry in the histogram of the code words. However,
the number of code words for the training dataset is often very large due to the large number of
moving pixels, making it impractical to be trained when Markov Chain Monte Carlo (MCMC)
sampling is used as the inference method2. Thus in [32], a descriptor derived from this feature
is proposed which encodes the mean of the moving pixel’s location and direction over a small
patch. In this situation, the number of total code words is reduced and this feature is applicable
to a wider range of applications. Adam et. al [5] proposed a fast algorithm for unusual event
detection using local monitors. The term of "local monitors" means a set of local points. Each
point was allocated a buffer which stores the information of optical flow in the recent duration.
Statistical properties of the stored optical flow in each monitor are used for the detection of low
likelihood patterns as the unusual events.
The techniques reviewed so far have two limitations. The first limitation is that only motion
features are captured which is not enough for the detection of more complicated events. The
second limitation is that the motion features are extracted based on every two successive frames,
which does not capture events that have longer durations.
There is a set of the widely-used techniques based on spatial temporal patches [54, 71, 112],
which capture more temporal information about the event and some of them capture appearance
features as well. In these approaches, the video is cut into a space-time regular grid, and each
grid square is called a spatial-temporal patch. In [54], the events are represented as mixture of
dynamic textures from spatial-temporal patches. Dynamic textures are sequences of images of
movement that exhibit spatial-temporal stationary properties [24]. A variety of mathematical
representations of dynamic textures have been proposed. In [24] dynamic textures are modelled
as auto-regressive moving average processes (ARMA). Recognition of dynamic textures [72]
represented by ARMA models is generally based on discriminative methodologies. Chan and
Vasconcelos [18] proposes the Mixture of Dynamic Texture (MDT) on top of the ARMA
representation. In [18], a motion pattern is modelled as samples from a set of underlying
dynamic textures. This model has a stronger ability to represent motion patterns compared
to [24]. For instance, the motion pattern of a fire usually co-exists with the motion pattern
of smoke. More significantly, as a generative model to recognize motion patterns, it can
2For certain kinds of topic models, MCMC sampling is a by default choice for inference.
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support unsupervised learning. Mahadevan et. al [54] applies MDTs [18] to detect anomalous
events in crowded scenes, by considering both temporal abnormalities and spatial abnormalities.
However, the computational complexity of this approach is high, which limits its use in real
world conditions. Ryan et. al [71] extended a traditional image texture technique into the optical
flow field, and defined a new descriptor termed "textures of optical flow", with the motivation
that the texture of optical flow for vehicle motion is smoother compared to those generated by
pedestrians. In [112] a multi-level histogram of optical flows is proposed in the spatial temporal
patch framework and sparse coding is used as the classifier. The typical limitation of spatial-
temporal patches is that the cutting of patches may separate an event into multiple patches
which causes noise and inaccuracies. Meanwhile, the size of the patch is hard to determine, as
a uniformly sized patch will encounter problems in the presence of perspective distortion.
Besides using regular patches, there are also some approaches [113] using a sliding window
patch, which is often termed as a "sub-volume". The critical issue in this strategy is that the
computation time for a traditional sliding window patch algorithm is too high. In [113], an
efficient algorithm is proposed. However, this method is only suitable for supervised learning
and the detection of local events. The training dataset for the target event is required.
With the popularity of key point detectors and descriptors such as SIFT [51] and SURF
[11] in image retrieval, there are also similar techniques to model actions, such as 3D SIFT
[74]. The technique of key point detection aims to find the locations that are best for feature
extraction, and extract features at such locations. More recently with the popularity of deep
learning networks, there has been an instance of publication [35] using unsupervised feature
learning for event detection in crowded surveillance video. This technique can be viewed as
the combination of a key point detector and a patch-based feature. The input to the deep neural
network is the raw pixel intensity; the output of the first layer can be viewed as a set of key
point detectors. The features are learned in earlier layers and then the classifier is in the last
layer. The benefits of this approach include the avoidance of user defined features, which gives
more intelligence to the learning algorithm. However, this approach requires the use of a large
dataset. The dataset used in [35] is the TRECVid SED dataset containing 100 hours of video.
However, even though this is a large amount of data, it is still not large enough for a fully
"unsupervised feature learning" as the user still needs to initialize the parameters with some
state-of-the-art handcrafted features. In addition, the processing of the dataset in this method is
impractical for real world applications due to its computational cost. Extracting features based
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on the key point detector can capture the locations that are most suitable for feature extraction.
Furthermore, a key point descriptor is typically able to capture rich information (i.e. motion,
appearance) which is robust to view point and scale variations. However, the missed detection
of the key points will result in the missed detection of events; in the application of unusual event
detection, missed detection is more costly compared to false alarms.
In summary, local features are most widely used in the research of event detection in
crowded scenes. This is because traditional features for event detection in non-crowded scenes
such as the objects’ trajectories may be difficult to be extracted in the crowded environments
(i.e. due to the failure of object tracking). However, the local feature is not suitable to model
events which happen in a large space.
2.3.2 Trajectory Based Event Representation
Trajectories have several unique benefits to model events in video, which prove difficult to be
replaced with other feature extraction approaches. A major advantage of trajectories is that they
can model longer duration motion compared to other features such as optical flow. In addition,
trajectories model motions in a larger space compared to the local features. For instance, in the
spatial-temporal patch approaches, the pattern captured is always within the space of a single
spatial-temporal patch, whereas the trajectories can move across a set of different patches.
There has been a long history of the use of trajectories as a feature for activity recognition.
Early investigations for event detection were typically for non-crowded scenes, and used tra-
jectories generated by object tracking [47, 36]. The popularity of approaches relying on object
tracking has declined in recent years, as research has focused on crowded scenes where object
tracking is less reliable. However, this approach is still pursued in situations where there is
minimal crowding [95]. An alternate approach is to try to reconstruct the corrupted trajectories
to overcome the drawbacks from tracking failures. Zhou et. al [117] applies Markov random
fields and spanning trees to link the incomplete trajectories terminated by occlusions in crowded
scenes. However, it should be pointed out that the surveillance scene in which this algorithm
has been evaluated is quite unique. The camera was installed in the ceiling of a tall building
(New York Grand Central Station). As a result, the level of perspective distortion is very low,
which minimises occlusions.
Recently, there are also methods proposed using point trajectories [7, 81]. In [7], the
20 CHAPTER 2. LITERATURE REVIEW
trajectories are approximated by optical flow and this approach also links to the physical model-
based representation discussed in the next section. In [81], the SIFT detector is first applied to
detect the SIFT key points. Then these key points are tracked using the KLT tracker [75]. The
feature vector is designed to encapsulate the key point trajectories; the method is evaluated
using TRECVid dataset and it is said to achieve state-of-the-art performance.
Though the extraction of point trajectories is more tolerant to the noise in crowded environ-
ments, the point trajectories are unable to distinguish activities from different objects in a clear
manner. Furthermore, the existence of perspective distortion leads to imbalanced numbers of
trajectories for the activities in the near and far field, which potentially cause inaccuracies in the
detection.
2.3.3 Feature Extraction for Collective Behaviours
This section reviews approaches which model the crowd movement using physical models.
The motivation for the early work [7] in this direction is that, in the surveillance scenes with
high crowd densities, the movements of pedestrians are similar to the motion of water currents.
The physical models of fluid dynamics can be used. The approaches in this direction include
modelling a pedestrian in highly crowded density far field surveillance scene as a fluid particle
in the Lagrangian dynamic process [7, 101], or modelling a group’s motion as streamline
or streakline [56]. The physical models applied in this field potentially include particle to
particle interactions. The underlying theories in these physical models relate to the force
and motion of those particles. Correspondingly, in extremely crowded scenes where these
techniques are used, the models deal with the force and motion relationships among pedestrians.
It is assumed that a single pedestrian’s activity is influenced by others in high crowd density
environments. The motion patterns that correspond to the activities from a group’s perspective
are called the crowd’s collective behaviours. There is evidence in other research domains such
as complex systems [31] that an individual motion is influenced by the group’s motion, and
a single pedestrian is likely to move with the flow of a group with a level of variation which
reflects the person’s own destination, and the intention of keeping a comfortable distance from
each other. These mutual influences can be modelled by approaches such as the social force
model [31]. Recently the social force model was applied to model crowd activities [57]. In this
method, the video is partitioned into clips with a small number of frames. A set of particles are
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located in the scene, and then short duration trajectories are constructed by approximating the
optical flow field. The fourth order Range Kutta algorithm is used in the approximation step.
The social interaction forces are computed based on the social force model. The forces are
then quantized into discrete code words. The unusual events are detected using Latent Dirichlet
Allocation [13].
There are similar approaches to model the crowd movements as other physical processes,
including [21] which defines the concept of interaction potentials.
Besides using physical-based models, recently there have been some methods proposing
pure mathematical models to capture the features of collective behaviours, including using Lie
Algebra and geometric flows [48, 49].
These approaches require the surveillance scene to be captured in the far field. Meanwhile,
the degree of success of these techniques highly depends on level of the crowd density. Higher
crowd density generally fits this model better. However, as real world surveillance scenes
usually contain a mixture of different levels of crowd density scenes, the requirement of a high
crowd density limits the effectiveness of these approaches to specific datasets.
2.4 Classifying Unusual Events
Once feature vectors have been extracted to represent the events, those feature vectors are sent
as the input to a classifier for detection. State-of-the-art pattern classification heavily depends on
machine learning. In this section, we separate the discussion into the different machine learning
paradigms. In Section 2.4.1 we review methods based on unsupervised learning; in Section
2.4.2 we discuss the methods on supervised learning; finally, we discuss weakly supervised
methods in Section 2.4.3.
2.4.1 Unsupervised Learning Approaches
The most widely used approaches [5, 9, 21, 22, 46, 57, 97, 101, 112, 114] are based on un-
supervised learning. The unsupervised learning approach in this field is typically an anomaly
detection system, where the unusual events are defined as those with low probability in the
training datasets. Many models that can be used for anomaly detection have been applied in the
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literature, including Gaussian Mixture Models (GMMs) [71], Hidden Markov Models (HMMs)
[9, 40, 103], Neural Networks [112], and Probabilistic Topic Models (PTMs) [32, 46, 96, 97].
There are several practical reasons for the popularity of this strategy. First of all, the term
“unusual events” in common language context has indicated the low probabilities of these
events, and the events with security interest often occur with lower frequency compared to
others. Second, event annotation on large scale surveillance video is impractical, especially for
the marking of bounding boxes to annotate where the event occurs.
However, the suitability of these models depends on the distribution of the data, and also
relates to the feature that has been used to represent the events.
The Gaussian Mixture Model assumes the data is drawn from a mixture of Gaussian dis-
tributions. Once it is trained, it will be very efficient in computing the probability of a sam-
ple input from the test data. The low probability patterns are detected as the unusual events
[71, 101]. Besides the efficiency in the detection step, a significant benefit of this model
includes the capability to support high dimensional continuous inputs, especially when there
are dependencies among the channels of feature inputs as these dependencies are captured
in the covariance matrix. However, due to the large number of parameters in the covariance
matrices, this model can be prone to over-fitting: when there is insufficient data to correctly
learn all parameters, the model becomes tuned to the training data. Especially when the data
distribution is not Gaussian, in order to learn GMMs, we need to set the number of mixtures to
a large number 3. Furthermore, when there is a cluster lacking enough samples, the covariance
matrix may become singular, leading to numerical errors. In order to overcome this issue, one
can perform a dimension reduction in the pre-processing stage. Alternatively, one can use a
diagonal covariance matrix. However, either approach will cause a loss of information. For
these reasons, GMMs are limited to applications where the feature vectors are low dimensional
compared to the number of the training samples.
GMMs sometimes are used together with Hidden Markov Models. Andrade et. al [9]
demonstrates an algorithm using the Mixture of Gaussian Hidden Markov Model (MOGHMM)
to detect anomalies in crowd scenes. The pixel intensity is viewed as a random variable. It
falls into the Mixture of Gaussian (MOG) distribution. Instances with very low possibilities
3Typically, a GMM can be used to model any kind of distributions. However, some distributions are hard to be
modelled using a limited number of mixtures. Setting the number of clusters into a large value leads more serious
over-fittings.
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are recognized as abnormal. However, there are no explicit meaningful hidden states in their
application. Since the MOG-HMM is a combination of GMM and HMM, if the GMM can
detect abnormal events, this model should have the capabilities as well. However, there is lack
of evidence that the more complex MOG-HMM works better. Given that it is hard to collect a
dataset with a significant number of unusual events in a controllable manner, the evaluation of
this algorithm depends on simulated videos generated by computer graphics.
Xiang and Gong [103] present a unified bottom-up and top down automatic model selection
based approach to model activities beyond tracking. In this algorithm, object-independent
events are segmented using automatic model selection based on Schwarz’s Bayesian Infor-
mation Criterion (BIC) (bottom up). The Dynamically Multi-Linked Hidden Markov Model
(DML-HMM) for behaviour understanding is built using BIC-based factorization resulting in its
topology being intrinsically determined by the underlying causality and temporal order among
events (top down). For measuring multi-scale temporal changes at each pixel, pixel change
histories based on an accumulative and decay model are used. This is a pioneering work which
clearly identifies the significance of modelling activities beyond tracking. Though in [103]
the need of methods beyond tracking for crowded scenes has been well-addressed, however,
the dataset used for evaluation in this paper is rather sparse (only several people and objects)
compared to many real world crowded scenes (hundreds of people).
Utasi et. al [90] presents a framework to detect unusual flow patterns using multilevel
Hidden Markov Models. This algorithm first estimates the pixel velocities using optical flow.
From the ratio between vertical velocity and horizontal velocity, the algorithm calculates the
direction of motion. Then the histogram of the directions is built. Mean-shift segmentation
[28] is applied to segment the image into different regions of interest based on the histogram of
directions. Meanwhile, foreground subtraction is performed by a robust adaptive background
subtraction algorithm [77]. The moving pixels form connected components in the scene. Inside
every region of interest (connected component), image segmentation is performed using a
Gaussian Mixture Model (GMM) for a lower level segmentation of each connected component,
using the EM algorithm. The mean vectors of GMMs are applied to be the input to HMM. The
segmentation algorithm is performed on each connected component instead of the whole region
of interest, which avoids the loss of information around small objects. The algorithm assigns
an HMM to each region to detect anomalies. The emission probability represents the likelihood
of a pattern in the test data, and it is used as the detection criterion. The hidden states in this
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application are driven by the traffic lights, which is more sensible than in [9], a method reviewed
previously where the physical meaning of the hidden states is unknown.
HMMs are usually used to model the temporal correlations of the activities, but this is
not always the case. In [40], features from spatial temporal patches are extracted and HMMs
are used to model the sequential dependencies among patches. Besides temporal correlations,
the spatial correlations are modelled as well. Though HMMs have demonstrated a level of
success in modelling activities with correlations in time and space, the correlation has to be
in one direction. In the theory of graphical models, the HMMs are directed graphs (Bayesian
Networks) 4. That is, there is only one direction in the state transition. This limits the use
of HMMs to model more complicated events with mutual correlations in space. The HMMs
are more successful for modelling temporal dependencies for the events as naturally there
is a causality property for the events in surveillance scenes. However, it is not rare to have
complicated spatial correlations for the events in the same scene. Thus the suitability of using
HMMs for spatial correlation modelling is questionable. A potential solution for this problem
is the use of Markov Random Fields (MRF) for unusual event detection [39]. In [39], Principal
component Analysis (PCA) is used to model local events and these local events are modelled
by MRFs for a global analysis. Though this approach is shown to be able to detect some
complicated event, there is still a significant missed detection rate. Furthermore, a lot of events
with no security interest (i.e. cleaning the floors) are identified as unusual events as well.
Recently, probabilistic topic models [12] have gained widespread use in the applications of
activity perception after the pioneering work of [97]. In [97], it is identified that the benefits
of the topic model are the capability to learn co-occurring events. However, the author of the
thesis wants to argue that, it is not sensible to omit the feature representation when discussing
the capability of interaction detection, as other models are able to model coexisting events as
well if the feature descriptor can record the characteristics of the interactions. Thus we argue
that the benefit of topic models is the capability of modelling multi-agent interactions with
simple feature descriptors, which do not inherently capture the interactions.
Figure 2.1 illustrates the graphical model of Latent Dirichlet Allocation [13], which is
4There are fundamentally two classes of graphical models, the Bayes networks and Markov Models. The
difference between them is that the Bayes networks are directed graphs and the Markov Models are undirected
graphs. The HMMs are Bayes Networks since they are directed graphs and can be inference using Bayes rules
directly. Readers should not be confused by this name. Typical Markov Models in Graphical Models are the
Markov Random Fields
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Figure 2.1: Latent Dirichlet Allocation [13]
a generative probabilistic topic model originally proposed in natural language processing: a
corpus is formed by M documents; each document is a bag of words; the words are generated
by K topics from a fixed vocabulary. Hence, each topic corresponds to a distribution over the
vocabulary. The word (w) is the only observed variable in this model. β is a matrix which stores
the multinomial distributions of words from the vocabulary for the K topics, and z is the label
of the topic for each word. α is the Dirichlet parameter and θ is the topic distribution for each
document, which draws from the Dirichlet distribution,
p(θ|α) = Γ(
∑k
i=1 αi)∏k
i=1 Γ(αi)
θ
αi−1
1 · · · θαk−1k . (2.2)
Latent Dirichlet Allocation (LDA) is a finite mixture model, where the number of topics
must be known beforehand. This limitation can be overcome by using Hierarchical Dirichlet
Processes (HDP) [83], which is a nonparametric Bayesian model. In HDP, the number of topics
is assumed to be infinite, but within a finite size corpus, there are finite topics.
In applying probabilistic topic models such as LDA and HDP to activity perception [33, 46,
96, 97], the location and direction information (computed by optical flow) of each moving pixel
are decoded into a discrete word. A long video sequence is viewed as the “corpus”, which is
divided into a series of small video clips termed “documents”, and the activities are the “topics”.
The whole video sequence shares the same K activities, but the distribution of the K activities
is temporally different. As hierarchical Bayesian models, LDA and HDP model two levels of
activities: the distribution of visual words, and the distribution of activities (topics). As a result,
through detecting the abnormal pixel motion patterns, they detect the local anomalous events;
and by computing the activity distribution, they detect abnormal video clips and video clips
with unusual co-existing events. Because this approach does not rely on object tracking, it is
applicable in crowded and complex scenes.
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The fundamental assumption for topic models is the exchangeability of words over a doc-
ument. Corresponding to language processing, the property of exchangeability is often called
the "bag of words" assumption. The term "exchangeability" is drawn from graphical models,
which indicates that the variables of the child nodes of the same parent node are independent
of each other. In text processing, typically "document" is a parent node for "word". Given a
document, the words are modelled as independent of each other. In topic models, the node for
"topic" is an unobservable node in the middle of the path from "document" to "word". Thus the
"parent and child" relationship between "document" and "word" still holds.
The limitations of [33, 46, 96, 97] arise from two aspects:
1. ignoring the correlations of words in a document may not fit reality; and
2. there is a gap in matching the concepts such as "corpus", "word", and "documents" to the
field of computer vision. The partition of video into clips means an event may be split
over multiple clips. The quantization error in the process of converting high dimensional
continuous features into discrete values also causes potential inaccuracies.
There have been approaches [32, 41] to address the first issue, by exploring the techniques
from HMMs. In [41], HMMs are used after the learning of atomic activities by an extension of
HDP named "Dependent Dirichlet Processes". In [32], the first Markov assumption is used to
model the dependencies between two successive video clips and an extension of LDA named
"Markov Clustering Topic Model" is proposed. However, there are few approach to addresses
the second problem listed above.
The learning approaches reviewed in this section so far are all graphical models, where
the GMMS, HMMs, and topic models are Bayesian networks; and the Markov Random Field
belongs to Markov models. Though graphical models have achieved a great popularity in this
field, there are still many other methods which are active in the research including KNNs (K
Nearest Neighbours) [89], SVMs (Support Vector Machines) [89] and neural networks [112].
In [89], both KNNs and one class SVMs are used in the application of abnormal event
detection in a subway dataset. The KNN method works slightly better than the one class SVM.
Though the method can be used to detect some abnormal events efficiently, the occurrence of
unusual events in the evaluation does omit the event of passenger passing the entrance of the
subway without payment, which is in fact the event with largest security interest.
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In [112], the features are extracted in the spatial-temporal framework. The histogram of
optical flow in a space-time grid is used as the feature descriptor. The classifier for event
detection is an online sparse coding proposed in [112]. In this work, a motion pattern is
represented as a linear combination of a sparse coefficient vector over a set of basis functions.
The sparsity of the coefficient vector means most entries are 0. The learning process trains the
basis functions on normal behaviours. Given an observation and the learnt basis functions, a
sparse approximation method is used to compute the coefficient vector and the reconstruction
cost. Because the basis function is trained on normal events, for the motion pattern of unusual
events, the reconstruction cost is expected to be high. Based on a threshold of the reconstruction
cost, the unusual events are detected. There is also a method using deep learning neural
networks [35], and this will be discussed in Section 2.4.2 since it is a supervised learning
approach.
2.4.2 Supervised Learning Approaches
The unsupervised learning approach typically is used in the case when the events we want to
detect are low probability events. However, the events with security interest are not always
likely to be rare. In addition, we may want to find a certain kind of event with prior knowledge.
For instance, the events which break the traffic rules have been defined and are known. In such
cases, we can consider adding a certain level of supervision [38, 50, 113, 60, 81, 102].
The supervised learning approach is less popular compared to its unsupervised counterpart.
The main problem is the difficulty in labelling the target events in the training dataset. For
action recognition in non-crowded scenes with clear backgrounds, a temporal level annotation
is sufficient as one frame only contains one event [38]. In crowded scenes, the annotation
becomes challenging as there are many events co-occurring and a precise annotation requires
the marking of bounding boxes.
The strategy of a sliding window is used widely within the supervised learning framework
[113]. There is a target model first built from the training process. Then this model is matched
in the sliding window for the detection of the matched pattern. Because the window size is
relatively small compared to the whole image, this strategy allows the matching process in a
relatively small region with only one event. Though in [113] the problem of computational
trade-off has been well-solved by a novel sub-volume search algorithm, there are still lot of
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limitations such as the failure to detect interaction level events. Meanwhile, the window size
is difficult to set and it is not sensible to be fixed, due to perspective distortion. To train such
a target model, one can use a clear background dataset for action recognition to avoid marking
bounding boxes. However, as the camera views and surveillance scene change, the detection is
more challenging as the training data does not match the scene in the test dataset.
In [35], a multiple layer neural network is proposed. The algorithm starts from detecting
the heads of pedestrians in a crowded scene, and then by tracking the heads, raw pixels from
the 3D volumes around the heads are used to be the features of a multilayer neural network.
The early layers in this model are viewed as feature extraction. The top layer of this model
is the classifier. In the literature, such a model (multi-layer neural network with raw pixels as
the input) is a deep learning architecture (unsupervised feature learning). However, this method
relies on robust head detection in crowded scenes. A missed detection of a pedestrian’s head will
result in a missed detection of an event. In surveillance event detection with a security purpose,
the missed detection is more harmful than false alarms. In addition, this method requires special
computational resources (i.e. parallel computing, GPU, multi-cores system, multi-threaded
programming) and even under this case, the computational time is very long. For this reason,
this is not a practical method for real world applications at the moment.
2.4.3 Weakly Supervised Learning Approaches
The unsupervised learning approach often generates quite a lot of false alarms; on the other
hand, the supervised learning approach often encounters difficulties in the labelling of the
training dataset. This section reviews the methods of a third alternative, that is, the weakly
supervised learning approach.
The weakly supervised approach labels the training data at a coarse level. Typically for the
application of event detection in crowded scenes, labelling the time when the event happened is
easy, while labelling the location of the event is labour intensive.
Hospedales et al. [33] proposed a weakly supervised joint topic model for rare event
detection (vehicle turns in traffic footage). In [33], the video is divided into uniform clips and
there are binary labels at the clip level to indicate the presence of an event. A topic is viewed as
a distribution over the code words by encoding the location and motion direction of the moving
pixels. However, the initialization of parameters for this model is difficult and the features to
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represent the events are based on optical flow, which is poorly suited to capturing long duration
motion information.
2.5 Evaluation Methodologies
The section introduces the evaluation methodologies which have been used in this PhD program.
Section 2.5.1 will first introduce the use Receiver Operating Characteristic (ROC) Curve, which
is a fundamental evaluation tool for event detection. A complete evaluation also requires the
annotation of ground truth. In the problem of event detection, there are three kinds of annotation
proposed in the literature which are ground truth based on the location level, the frame based
and the clip level. These different kinds of annotation will be discussed in Section 2.5.2. Then
in Section 2.5.3, we will discuss a comprehensive evaluation tool which is developed by the
National Institude of Standards and Technology (NIST) for the TRECVid Surveillance Event
Detection dataset. Finally, in Section 2.5.4, we introduce cross validation and its use together
with the ROC curve.
2.5.1 Receiver Operating Characteristic (ROC) Curve
The method of Receiver Operating Characteristic (ROC) Curve is a classical method for the
evaluation of a signal detection system. By selecting various detection thresholds, we have a
sequence of pairs of the False Positive Rate (FPR) and True Positive Rate (TPR) detection rate
values. These pairs can be visually viewed as a point in a 2-dimensional Euclidean space. The
curve which fits the points is the ROC curve. Figure 2.2 shows an example of a ROC curve.
The better performing system has an ROC curve closer to the top left corner. The area under
the ROC Curve (AUC) can be used as an evaluation criterion. The larger AUC indicates a better
system. Because the range of FPR and TPR are [0, 1], the range of AUC is also [0, 1]. The
perfect ROC will yield an AUC of 1.
2.5.2 Location Level Ground-Truth, Frame-Based Ground Truth, and Clip Level Ground
Truth
If supervised learning approaches are used, it is required to have ground truth annotations for the
training data to learn the model. For evaluation purposes, no matter what learning approaches
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Figure 2.2: An example of ROC
are used, it is required to have ground truth for the test data. There are three kinds of annotation
methods, which are the annotation at location level, frame level and clip level:
• Location level annotation means that events are annotated with a bounding box in each
frame, thus the annotation captures both the time and place the event occurs in.
• Frame level annotation means for each frame the annotation indicates if it contains the
event of interest or not.
• Clip level annotation means for each video clip the annotation indicates if it contains the
event of interest or not.
2.5.3 Detection Error Trade-offs (DET) Curve and Normalized Detection Cost Rate (NDCR)
Besides ROC curves, another popular evaluation tool is the Detection Error Trade-offs Curve.
Different to the ROC curve, in the DET curve, the Y-axis ( false rejection rate) and the X-
axis ( false acceptance rate) are scaled non-linearly by their standard normal deviates, yielding
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tradeoff curves that are more linear than ROC curves, and use most of the image area to highlight
the differences of importance in the critical operating region.
An event will span a set of continuous frames; however, it is rare for an algorithm to detect
all the frames containing the event. In reality, if a system detects one frame and fires an alarm for
an event, it can be viewed as performing as expected in the detection of this event. However, in
simply counting how many of such frames are detected, there will be a lot of missed detections.
Thus even if we mark the ground truth at the frame level, it is more sensible to match the alarm
at an event level. This is called "event alignment". Below is a description of the evaluation
method for TRECVid SED [65, 64].
There are four steps for the evaluation of TRECVid:
1. segmentation mapping using the Hungarian Solution which is a graph matching algo-
rithm;
2. segmentation scoring including correct detection rate, missed detection rate, and false
alarm rate;
3. computation of the Normalised Detection Cost Rate (NDCR): NDCR=0 indicates a per-
fect system, and NDCR=0 indicates a system equivalent to output nothing; and
4. visualisation using Detection Error Trade-offs (DET) Curves.
Figure 2.3 illustrates the DET curves. The closer the curve is to the origin indicates a better
functioning system.
2.5.4 Cross Validation
Cross validation is a technique in experimental design for machine learning evaluations, which
intends to relieve the negative effects of limited size annotated datasets. It separates the dataset
into N equal partitions and then performs N tests. Each partition is switched to be used as the
test dataset, and the remaining datasets are used as the training dataset. This method can be
used to get more complete results when the available dataset is small.
The method of cross validation is often combined with the ROC curve. One simple combi-
nation is by combining all output scores together and generating a single ROC curve. However,
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Figure 2.3: DET curve for TRECVid SED
it is possible that given a certain training dataset, the average level of all output scores is higher
or lower than the other datasets. This will cause inaccuracies as the ROC curve is computed
using the relative differences among scores. Meanwhile, it is hard to evaluate the variations of
the algorithm.
In this thesis, when cross validation is used, we typically will compute an ROC curve for
each test. Statistical properties of the set of AUCs such as the mean and standard deviations
will be used as a criterion to compare performances among different algorithms. The mean of
AUCs demonstrates the general performances and the standard deviation is used to evaluate the
level of stability. For two algorithms with similar AUC means, the one with a lower standard
deviation is deemed to be the better approach.
2.6 Datasets
This section reviews several benchmark datasets for event detection in crowded scenes. Signif-
icantly more datasets exist than those outlined here, and only the datasets used in this thesis are
presented in this section.
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Figure 2.4: Example of Anomalous Events: bicycle, bus, wheelchair, skater
2.6.1 UCSD Anomaly Dataset
The UCSD Anomaly Dataset [54] contains video footages of two pedestrian scenes captured
from a campus, Peds1 and Peds2. The Peds1 dataset shows the scene of pedestrians moving
towards and away from the camera, with a resolution of 158× 238 (34 clips for training, and 36
clips for evaluation). The Peds2 dataset contains scenes with pedestrians moving parallel to the
camera plane, with a resolution of 360 × 240 (16 clips for training and 12 clips for detection).
All clips are approximately 200 frames long. Examples of anomalies include the presence of a
bus, a wheelchair, a bicycle, and a skater in the scene and these abnormal events only exist in
the test data. We show several test results in Figure 2.4, with the anomalous events highlighted
in red.
2.6.2 PETS 2009 Dataset
The PETS 2009 dataset [2] provides benchmark data for the research of crowd activities in
multiple camera networks where camera calibration is provided. The data is stored in JPEG
format with a resolution of either 768× 576 or 720× 576. The frame rate is about 7fps. There
are eight camera views for this dataset. However, for the task of event detection, only four
camera views are available. The target events provided are running, walking, rapid evacuation,
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Figure 2.5: PETS dataset. Images of view 001, 002, 003 and 004.
local dispersion, splitting and group forming. However, the duration of videos in this dataset is
very short. For each camera view, there are only a few sequences and each sequence contains
200 to 400 frames. Figure 2.5 shows sample images from this dataset.
2.6.3 UMN Dataset
The UMN dataset [3] contains videos from three scenes (1450, 4415,2145 frames respectively).
The event to detect is a rapid escape. There are 11 sequences of crowd activity in three
environments. Each sequence begins with a normal state and ends with a rapid escape. Figure
2.6 shows example images from this dataset. This dataset is very small and the event to detect
is rather simple. There have been some state-of-the-art algorithms that can achieve AUCs over
90% for this dataset.
2.6.4 WEB Dataset
The web dataset [4] contains 12 video sequences of normal crowded scenes, and 8 video
sequences of abnormal crowded scenes containing events such as fighting, escape panics and
traffic accidents, captured with some camera movement. Figure 2.7 shows sample images from
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Figure 2.6: UMN dataset. The left images the normal images. The right images the abnormal
images.
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Figure 2.7: Web Dataset. The left column contains images from normal crowd videos. The
right column contains images from abnormal crowd videos.
this dataset.
2.6.5 MIT Traffic Surveillance Dataset
This dataset [97] contains 1.5 hours of traffic surveillance video. It contains a very complex real
life scene. However, no ground truth is available. The size of the scene is 720× 480. Figure 2.8
illustrates an image of this dataset.
2.6.6 QMUL Traffic Surveillance Dataset
Similar to the MIT Traffic Dataset, the QMUL Traffic Dataset [46] also contains a very complex
traffic scene. The resolution of the scene is 360 × 288. This dataset contains three different
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Figure 2.8: MIT Traffic Surveillance Dataset.
scenes, with two junction scenes and one roundabout scene. Each scene is about one hour long.
Ground truth is available. However, the ground truth is at a clip level and the video has been cut
into less than 150 clips from the training dataset. There are only less than 10 video clips that
are identified as unusual. It is impractical to evaluate methods statistically by using this dataset.
2.6.7 TRECVid SED (Surveillance Event Detection) Dataset
The TRECVid SED dataset [65] contains 144 hours of video files for the London Gateway
Airport. The videos are captured from five camera views. This dataset is very large and
captured from real life airport surveillance. The first 100 hours of video files contain temporal
level annotation. Events defined in this dataset include single person activities such as person
running, person pointing, person jumping; human object interaction such as making a call,
and putting an object; and multi-person interactions such as people meeting, splitting, and
embracing. However, the ground truth only contains the frame spans of the events and the
location information is not available.
Figure 2.10 shows images from each camera view.
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Figure 2.9: QMUL Traffic Dataset. Left: Junction dataset. Right: Roundabout Dataset. Top:
Horizontal flow. Middle: Vertical flow. Bottom: Abnormal events. In the Junction dataset, a
fire engine interrupted the normal traffic flow; in the roundabout dataset, a white car breaks the
traffic light.
2.6. DATASETS 39
Figure 2.10: TRECVid Surveillance Event Detection Dataset.
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Figure 2.11: Sample images from the dataset for anomaly detection. Left image: normal case.
Right image: Abnormal case
2.6.8 Campus Dataset
This dataset is captured by the author and the supervisors of the present thesis 5. Both the
training and test data are one hour long video clips, and contain a mixture of crowd densities.
The normal activities include pedestrians entering or exiting the building, entering or exiting a
lecture theatre (yellow door), and going to the counter at the bottom right of the image. The
abnormal events are caused by heavy rain outside, and include people running in from the rain,
and people walking towards the door to exit and turning back. Figure 2.11 illustrates images
from this dataset.
2.7 Summary
A system of unusual event detection consists of two fundamental parts: feature extraction for
event representations and classifier designs for unusual event detection.
The purpose of feature extraction is to represent the surveillance events into a feature vector,
which is effective enough to separate the unusual events from usual events. In non-crowded
scenes, the feature vectors are often designed based on objects’ trajectories. However, due
to occlusions, object tracking often fails in crowded scenes. As a result, most state-of-the-art
methods in this topic adopt local features to represent the events. Though local features are
robust in crowded environments, they are not competent to model the events crossing a large
region and along a long duration. In this thesis, we will present our research using particle
5 This dataset is available to other researchers. See https://wiki.qut.edu.au/display/saivt/SAIVT-
Campus+Database
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trajectories to represent the events. The particle trajectories capture motion information with
long duration and large space while they are more robust when compared to objects’ trajectories.
Related research will be presented in Chapters 4, 5 and 6.
To classify unusual events, there are methods using unsupervised learning, supervised learn-
ing and weakly supervised learning approaches. The unsupervised learning approaches are
most widely used, simply because of the difficulty in listing all the unusual events beforehand
in many surveillance applications. Typically, the number of possible unusual events is infinite.
Meanwhile, the probability of an unusual event is often low. In the unsupervised learning
approaches, a training dataset without any unusual events is prepared. A statistical model is
trained for the usual events. The unusual events are detected as the low probability events based
on the trained model. However, due to the diversity of the usual events, it is very hard to train
a single statistical model which can model all kinds of usual events. Limited to the size of
the training dataset, it is possible to have a usual event in the test dataset that is not observed
in the training dataset. In such situations, there will be false alarms. The typical problem for
the supervised learning is the difficulties to annotate ground truth in the training dataset. A
video frame can contain many activities. In a crowded environment, an unusual event is often
happening together with a set of background activities. To correctly label the unusual events and
filter out the noises caused by co-occurring usual events, it typically requires marking tedious
bounding boxes which is impractical in the real world. Recently, there was a concept called
"weakly supervised learning" raised in the literature. The weakly supervised learning approach
uses the coarse level label (frame level or clip level) to annotate the presence of the unusual
event. In the detection process, the trained model predicts whether a video clip or a frame
contains the event of interest or not. However, state-of-the-art methods in this field require a lot
of parameter initialisations. This thesis will present two novel approaches for weakly supervised
learning. One of the methods is robust to parameter initialisations.
This research topic is a highly undeveloped one. The main difficulties are in data collection
and experiment evaluations. Regarding the problem of data collection, it is not practical to
collect a dataset in a real world environment with the unusual events with security or safety
interest performing in a controllable manner. Due to this reason, the events identified in state-
of-the-art datasets are not the unusual events in the common sense for surveillance purposes.
Meanwhile, the datasets in this field are often too small for a statistical result. Many datasets
such as those with video files within a few hour time period contain a lot of frames and images.
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However, the number of unusual events contained in such datasets is few.
Until now, there has been a lack of effective evaluation tools. The problem of experimental
evaluation also relates to data annotation. It is almost impossible to correctly annotate the events
(time and location) for datasets which are not in small scale. This is especially hard for the
annotation of multi-agent interactions in very crowded environments with a lot of occlusions.
Even if this can be solved, state-of-the-art methods typically compute the ROC curves or the
DET curves based on the true and false alarm rates to the frames or video clips, rather than for
the events. Suppose an algorithm fires alarms on one frame for an unusual event. An evaluation
based on the frame level alarm rates deems to count this as one true alarm and many missed
detections.
So far, there is no methodology that can achieve a significantly better performance than
others in this field. Because of this, a wide range of diverse techniques have been proposed and
active research is currently being conducted in this field.
Chapter 3
Local Event Detection using Unsupervised
Learning Approaches
3.1 Introduction
This chapter presents an investigation into local event detection using unsupervised learning
approaches. In Chapter 1, the set of surveillance events has been separated into three subsets:
local events; global events; and complex events. A local event is an event that can be described
using patterns from a local region. More formally, let an event be a set of pixels in the
surveillance video, and then the concept of a local event can be defined as below.
Local Event: Suppose a surveillance video has a resolution of X × Y . Let d(pi, pj) be the
Euclidean distance of pixel pi and pixel pj . An event Z is a local event if there exists a ε ∈ R+
such that for any pair of pixels pi and pj (pi, pj ∈ Z, pi 6= pj), we have d(pi, pj) < ε, and
ε min(X, Y ).
In the above definition, a local event is defined as a set of pixels that are distributed in a
restricted spatial region whose size is significantly smaller than the resolution of the image.
Typically, a local event is performed by a single object such as a pedestrian, or a vehicle1. The
concept of local event is significant for the research on event detection in crowded far field
surveillance scenes. In far field surveillance, an object such as a pedestrian or a vehicle is much
smaller than the screen size. Thus a movement from a single agent is deemed to be a local event.
Given that the region of a local event is rather small, we are always able to locate a window with
1In this thesis, we term the object that performs the event as an agent.
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a radius of ε centred on the event to narrow our focus. Although the whole scene is crowded,
the local window only contains an event. In ideal situations (i.e. no occlusions in the local
window), the features extracted from such a local window are not corrupted by other activities.
Therefore, the features which are typically used in action recognition can be extracted from the
local windows for the purpose of event detection in crowded environments.
In reality, the location and the size of such a window should vary for different local events,
as an event can occur at any arbitrary location, and from an arbitrary perspective. Meanwhile,
the object size in a surveillance scene is not unique (i.e. A person is typically smaller than a
vehicle.). By ignoring these factors, the video is cut uniformly into spatial temporal patches
2, and a local event is represented in a patch. This method holds a strong assumption that a
local event is located in the centre of a spatial-temporal patch and the size does not exceed the
boundary of the patch. Though this assumption is potentially frequently violated, the method is
still an effective and widely adopted approach in the current state of the art approaches [54, 112].
The methods presented in this chapter use the spatial temporal patch framework and the LBP-
TOP dynamic textures [115] are extracted from the patches for event representations.
The detection of local events is based on unsupervised learning approaches. The unusual
local events are defined as the local events with low probability in terms of the training dataset
where only usual events have been observed. A statistical model for the usual events is trained
from the training data. Given an event from the test dataset, the probability of this event is
computed due to the statistical model trained. The events with low probabilities will be detected
as the unusual events.
This chapter presents an investigation into two models for unusual event detection. The first
is Latent Dirichlet Allocation [13] and the second is sparse coding neural network [63]. The
terminology, "unsupervised learning" indicates that we don’t need to label the training dataset.
In reality, this is because we need to ensure that all events in the training dataset belong to one
class (the usual events). From this point of view, the unsupervised learning approach discussed
in this thesis is a novelty detection problem.
The unsupervised learning approach is suitable to apply in situations where the number
of usual event types is relatively small due to the size of the training data, but the number of
unusual event types is large (i.e. an infinite number of). Only if the number of usual event
2A patch is a 3D rectangular grid in the space time coordinate (X-Y-T).
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types is small, a statistical model for the usual behaviours can be trained using a limited size
of dataset. Under the situation of unsupervised learning, the goal of the learning model is to
summarize the structure of the training samples (usual events) in a more general representation
(i.e. a mathematical function with a set of parameters). Then the learned model can be used to
predict the class of an unobservable sample. If there are many different types of usual events,
the structure of the training samples is very complicated. The complexity of a learning model
fit to the training data is high, which is prone to over-fitting. More obviously, if the types of
usual events are numerous, it is possible to have some usual events with very low frequencies
or even no occurrences in the training dataset. Any such events in the test dataset can cause
false alarms. On the other hand, if there are an infinite number of unusual events that may
possibly cause security interest in an application, the unsupervised learning approaches have to
be adopted since it is impossible to list and define all the unusual events beforehand which is
a requirement for supervised learning. Even if the number of unusual event types is finite, the
larger the number of unusual event types, the harder it is to have a training dataset containing a
sufficient number of the unusual events. Any unusual events not observed in the training dataset
will cause missed detections if supervised learning approaches are used.
The chapter is organized as the following: Section 3.2 presents the process of feature
extraction using LBP-TOP dynamic texture. Section 3.3 presents the system of unusual event
detection using Latent Dirichlet Allocation. Section 3.4 presents the system of unusual event
detection using sparse coding. The experimental results are shown in Section 3.5. In Section
3.6, further discussions for the algorithms are provided.
3.2 Feature Extraction Using LBP-TOP
Our method starts by cutting the video into regular spatial-temporal patches, where a patch
means a space-time 3-dimensional grid. The LBP-TOP dynamic texture [115] is the feature
descriptor that is extracted from each spatial-temporal patch.
First of all, let the discussion begin with a literature review of dynamic texture. Dynamic
textures are sequences of images of moving scenes that exhibit spatial-temporal stationary
properties [24]. This technique has long been used for the detection of natural disasters such
as a forest fire [86], and foreground segmentation [116, 55] in the presence of time-varying
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backgrounds, whereas the usage of dynamic texture for event detection is a rather recent trend
[54, 53].
Mahadevan et. al [54] applies MDTs to detect anomalous events in crowded scenes by con-
sidering both temporal abnormalities and spatial abnormalities. They show that their approach
is more reliable than previous works [5, 57, 39] which rely on optical flow and the social force
model.
The mathematical foundation for MDT [54, 18] is the Auto-Regressive Moving Average
(ARMA) model. Alternatively, dynamic textures can also be described by Local Binary Patterns
(LBP) [115]. Zhao and Pietikainen [115] extends the traditional LBP [62] which is a 2D texture
descriptor into volume local binary patterns (VLBP), by combining the temporal information
to model dynamic textures. In order to simplify the application, only the co-occurrences from
Three Orthogonal Planes (TOP) are considered, thus this is called LBP-TOP. Compared to
ARMA based dynamic texture, the LBP-TOP descriptor captures both the motion and appear-
ance features. The representation of this descriptor is simple; and the computational cost is low.
However, it exhibits both grey scale invariance and rotation invariance. The final representation
of this descriptor which is a histogram of local binary patterns from three orthogonal planes,
suits the inputs for the current state-of-the-art "bag of words" models.
Recently, Ma et. al [53] has applied LBP-TOP to video surveillance applications. In [53],
the LBP-TOP feature from a patch is tracked by a matching algorithm. The motion flows
of LBP-TOP are used to detect some events in a supervised manner. Different from [53],
the application presented in this chapter is for unusual event detection based on unsupervised
learning approaches. There are no tracking flows generated.
The feature extraction process is outlined as follows.
Figure 3.1 shows a local window of a grey scale image. Texture T is defined as the joint
distribution of intensities from the nine grey values [62]:
T = p(g0, g1, g2, g3, g4, g5, g6, g7, g8), (3.1)
where g0 is the grey value of the central pixel, and g1, g2, · · · , g8 are located on a circle centred
about g0 at equal intervals. Let R be the radian of the circle, and gi (i = 1, · · · , 8) is located at
[−Rsin(2pi(i−1)
8
), Rcos(2pi(i−1)
8
)]. If the computed location is not a pair of integers, the value of
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gi is estimated by interpolation. We can subtract g0 from the eight surrounding pixel intensities
without losing information [62]:
T = p(g0, g1 − g0, g2 − g0, g3 − g0, g4 − g0, (3.2)
g5 − g0, g6 − g0, g7 − g0, g8 − g0).
If g0 is assumed to be independent to the difference gi − g0, p(g0) can be extracted from
Eq.(3.2). Since p(g0) is unrelated to local image texture, we can ignore it. Then the texture T
is solely determined by the joint distribution of differences gi − g0, where i = 1, · · · , 8. Since
the sign of gi− g0 is invariant to grey scale changes, [62] defined the grey scale invariance local
binary pattern (LBP) by considering only the sign of differences, as
LBP8 =
8∑
i=1
s(gi − g0)2i−1, (3.3)
where
s(x) =
1, x ≥ 00, x < 0 . (3.4)
This representation of LBP can be further extended to support rotation invariance. However,
as the target application uses a single stationary camera, the extension of rotation invariance is
not considered. Over a local region (typically much larger than the radian R), the histogram of
LBPs can be used to represent the texture.
Dynamic texture extends the traditional spatial texture into the spatial-temporal domain.
Correspondingly, [115] extends LBP into a spatial-temporal volume to model dynamic textures.
Let P (xc, yc, tc) be the centre pixel in a spatial-temporal neighbourhood. The volume LBP
(VLBP) is defined as the joint distribution of the intensities of 3 × P + 3 pixels on the current
frame, tc, the previous frame, tc − L, and the next frame, tc + L in
V LBP (xc, yc, tc) =
3P+1∑
q=0
s(gq − gc)× 2q, (3.5)
48
CHAPTER 3. LOCAL EVENT DETECTION USING UNSUPERVISED LEARNING
APPROACHES
Figure 3.1: Local Binary Pattern: based on the centre pixel (g0) and its four neighbours
(g1,g3,g5,g7), the intermediate pixel values (g2,g4,g6,g8) are interpolated. The joint distribution
of these intensities defines the texture.
where P is the number of neighbours in each frame, and L is the temporal interval, gq is
neighbour pixel intensities, and gc is the centre pixel intensity.
In order to reduce the total number of patterns, [115] further simplifies this model, only
calculating the local binary patterns from three orthogonal planes (LBP-TOP) ( See Figure 3.2).
LBPs are computed with the histogram of the output in each plane. Then the three histograms
are concatenated into a single histogram.
For the application of unusual event detection, the scene is partitioned into spatial-temporal
patches. Within each patch, LBP-TOP is extracted. In each plane, the 8 pixel neighbourhood
is used. As a result, each plane contains 28 local binary patterns. Among the three planes, the
XY plane contains rich appearance features; the XT and YT planes contain the motion features
with limited appearance features. Similar to [38], only the XT and YT are considered in our
application to make it robust to human appearance. The size of the histogram in our application
is 512 bins.
3.3 Local Unusual Event Detection using Latent Dirichlet Allocation
This section presents the algorithm for local unusual event detection using Latent Dirichlet
Allocation. Section 3.3.1 introduces Latent Dirichlet Allocation, followed by Section 3.3.2,
which presents its use with the LBP-TOP for unusual event detection.
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Figure 3.2: LBP-TOP: This image is obtained from [115] with the approval from the authors
of [115] (copyright @ 2007 IEEE). The three orthogonal planes are XY (red), XT (blue), and
YT (purple).
3.3.1 An Introduction to Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) is a hierarchical Bayesian model originally proposed in nat-
ural language processing. In this model, a corpus is considered to be a collection of documents,
where each document is a combination of topics selected from the total K topics, where the
topics draw from Dirichlet distribution. Each topic is a multinomial distribution of words in a
vocabulary. LDA learns the topics in each document in an unsupervised way, and can be used
to learn the likelihood of a document as well.
The fundamental assumption of LDA is the exchangeability property in Bayes networks.
Figure 3.3 shows the graph representation of a one layer Bayes network. Both the plate notation
and graphical model representations are shown. The nodes are random variables, where the
observed variables are shaded; the edges represent probabilistic dependencies; and in plate
notation, a plate indicates the replicate structures. The two structures in Figure 3.3 are equiva-
lent to each other. The property of exchangeability is also termed "conditional independence",
indicating that with the condition of the variable of the parent node, the variables of the child
nodes are independent of each other as
P (X1, X2, · · · , XN |Y ) =
N∏
i=1
P (Xi|Y ). (3.6)
In the field of document processing, typically the node for document is the parent of the node
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Figure 3.3: Plate Notation and its equivalent Graphical Model Representation
for words. Corresponding to Figure 3.3, this means Y denotes the document and X denotes the
words. Under the condition of the same document, the words are independent of each other. As
a result, the exchangeability in graphical models is often called the "bag of words" assumption
in language processing. The terminology, "bag of words", is retained when these techniques are
applied to computer vision.
Figure 3.4 illustrates the plate notation of Latent Dirichlet Allocation [13] , where M is
the number of documents; N is the number of words in a document; K is the number of
topics; w represents the words; β is a matrix which stores the multinomial distributions of
words from the vocabulary for the K topics, and z is the topic assigned for each word; α is the
Dirichlet parameter and θ is the per document topic proportion, which draws from the Dirichlet
distribution,
p(θ|α) = Γ(
∑k
i=1 αi)∏k
i=1 Γ(αi)
θ
αi−1
1 · · · θαk−1k . (3.7)
The reason for the Dirichlet distribution being applied to model the topic distribution is
that the Dirichlet distribution is the conjugate prior to the multinomial distribution that is
used for modelling word distribution of a topic, providing convenience to the Bayes inference
process. In practice, we usually simplify αi to be a constant α. This special case is called the
"symmetric Dirichlet distribution". The α parameter controls the shape or the concentration of
the distribution. By default, we use the symmetric Dirichlet distribution if not explicitly stated.
The smaller α is, the sparser the topic distribution will be3.
The benefit of using a graphical model is the ability to represent the joint probability in a
3The term "sparse" in this section means that the energy of the distribution focus on a few topics. That is, a
small amount of topics will have the probability weights much larger than the others. Please note that it is not the
same as the term "sparse" used in sparse coding
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Figure 3.4: Latent Dirichlet Allocation [13]
compact manner, by exploring the dependency structure with prior knowledge, and assuming
the variables with the same parent to be independent. This compact representation provides
simplifications for the computational process, and avoids over-fitting problems with a limited
size dataset.
From Figure 3.4, the only observable variable is the words, w. In the learning process, the
parameters to train are α and β. An EM (Expectation Maximization) algorithm is used to train
these parameters. The EM algorithm first initializes the parameters β and α and then iteratively
performs two steps:
• based on β and α, maximized the posterior probability p(θ, z|w, α, β) of the joint distri-
bution of the hidden variables;
• update β and α based on p(θ, z|w, α, β).
The inference of the posterior probability is expressed as
p(θ, z|w, α, β) = p(θ, z,w|α, β)
p(w|α, β) , (3.8)
however, this is computationally intractable.
There is a set of inference algorithms [13, 29] proposed for the LDA to solve this problem. In
this chapter, the inference method is the variational inference algorithm, and interested readers
are referred to [13].
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3.3.2 The Detection of Low Likelihood LBP-TOP Patterns Using LDA
The output of the feature extraction step is a histogram of LBP patterns from three orthogonal
planes for each spatial-temporal patch. By ignoring the correlation of these patterns, each patch
can be viewed as a bag of LBPs. An instance of an LBP pattern is identified as a visual word,
and the distribution of LBPs is modelled using Latent Dirichlet Allocation [13].
In our application, the entire video is a “corpus”, and a spatial-temporal patch is a “docu-
ment”. Let us assume that the motion pattern in a spatial-temporal patch is a combination of
dynamic textures from the set of K topics. The vocabulary is the local binary patterns in XT
and YT planes, with a fixed size of 512. This structure is similar to the Mixture of Dynamic
Textures [18], where the dynamic textures are represented by an ARMA model. However, since
the dynamic textures are represented by LBP-TOP, all benefits from this representation, such as
illumination invariance and computational simplicity, can be obtained in our approach.
Figure 3.5 shows the training process. A region of interest in the scene where features are
extracted is created. This ROI includes the footpath where people are observed to walk. The
gardens are discarded to improve computational efficiency as there are no events within these
regions. The scene is further partitioned into sub-regions , where each sub-region has its own
LDA classifier. Alternatively, it is possible to apply a single LDA to the whole scene. However,
this will result in a much larger number of topics, which reduces the computational efficiency
both in the training and detection processes. In each sub-region, spatial-temporal patches are
built, and the LBP-TOP features as described in Section 3.2 are extracted. The LDA models are
trained using the outputs of the LBP-TOP descriptor (the non-normalized histogram of volume
local binary patterns from XT and YT planes), with the number of topics manually set. The
patches in the training process are non-overlapping in the spatial domain, but overlapping in the
temporal domain.
Once the parameters (α and β) of the LDA models are learned, they can be used to compute
the likelihood of new observations. During testing, the same scene division as used in the
training process is performed. In the detection process we apply temporal sliding windows of
spatial-temporal patches to allow us to test all the frames 4. The current frame is the centre
frame in a patch. For each patch, a LBP-TOP histogram is generated as in Section 3.2. The
LDA model that corresponds to the location of the patch is used to calculate the log-likelihood
4This is because we want to use the same evaluation metric for algorithm evaluation.
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Figure 3.5: Learning Process: The scene is partitioned into several sub-regions, where each
sub-region has its own LDA classifier. Spatial-temporal patches are extracted from each sub-
region. If a patch falls into the region of interest (ROI) we created, the LBP-TOP features are
extracted.
54
CHAPTER 3. LOCAL EVENT DETECTION USING UNSUPERVISED LEARNING
APPROACHES
of the observed sample. If this is lower than a threshold, an alarm is fired at the location of the
patch in the centre frame. This means that the alarm will always be delayed by τ
2
, where τ is
the temporal size of the patch.
3.4 Local Unusual Event Detection Using Sparse Coding
This section presents the local unusual event detection using sparse coding. Section 3.4.1
introduces sparse representation in computer vision. Section 3.4.2 presents the algorithm of
local unusual event detection using sparse coding and LBP-TOP dynamic textures.
3.4.1 Introduction to Sparse Representation and its uses in Computer Vision
In 1958, Rosenblatt [70] presented a pioneering machine learning technique called perceptions.
This model typically is used for binary classification for high dimensional data. Typically, for
an N dimensional input x, we have
y = b+
N−1∑
i=0
xiwi, (3.9)
and we classify x into one of the two classes based on the sign of y. The decision boundary is a
hyper plane determined by y = 0. The task of the learning process is to train b and w. If there
is such a b and w which separates the training input correctly into two classes, the data is said
to be “linear separable”. Though the perception has achieved a great success in linear separable
problems, its limitations and failures for the data that is not linear separable have been clearly
identified and proved in Minsky et. al [58]. The solution for this problem is adding a middle
layer by transforming the input into a higher dimensional space, because linear separability is
easier to achieve in higher dimensional spaces. However, this brings some side effects as it is
easier to have over-fitting in high dimensional spaces. The investigation of balancing these two
issues motivated the development of Support Vector Machines [91].
The technique of sparse coding is one approach to transform data into a higher dimensional
space [63]. Originally published in Nature to explain how vision neuron response the captured
scene [63], it has been widely used in pattern recognition applications [99]. However, the
popularity of this technique spread after a recent breakthrough in signal reconstruction based
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on sparse representation, termed “compressive sensing” [16]. More trivially, by using a well-
designed random matrix Q ∈ Nk×n(k < n), an n dimensional signal y ∈ Nn×1 can be
compressed into a k dimensional signal Qy. Then in the recovery step, a numerical method
is used to find a unique solution of η for Qy = QΨη so that the original signal y can be
recovered by y = Ψη, where Ψ ∈ Cn×n is a fixed orthogonal matrix such as the Fourier basis,
and the coefficient vector η is sparse (most entries are 0).
For correct reconstruction, the random matrix Q must satisfy the “restricted isometric prop-
erty” [15]. The orthogonality of Ψ ensures that the product QΨ will also satisfy restricted
isometry property if Q satisfies it. Let y′ = Qy; and B = QΨ. Once Q is known, B is a
fixed matrix as Ψ is a fixed matrix (i.e. Fourier matrix). In the signal recovery process, y′ is
the compressed signal which is the input of the system. The key task is to find the solution of
η for y′ = Bη, and then we can recover the signal by y = Ψη. Because k < n, y′ = Bη
is underdetermined (more unknown variables than the number of equations). Alternatively, we
can call B overcomplete as there are more columns than rows. The underdetermined system
should have infinite solutions. However, conditioned on the fact that B satisfies the restricted
isometric property and η is sufficiently sparse 5, this underdetermined system will have one
unique solution. Meanwhile, there is a set of numerical algorithms that can find this solution
using linear programming [17].
In computer vision, the term "compressive sensing" refers to a set of techniques using sparse
representations [100, 104, 112, 114], typically with an assumption that a sample y can be
expressed as a sparse linear combination over Y ∈ Rn×w(w > n), as y = Y η. The matrix
Y is either the combination of all training samples [100] or a trained overcomplete basis set
[112]. To train the overcomplete basis set, techniques have been proposed such as [63, 44].
In [110], sparse coding is used for scene categorization. Classical scene categorization
algorithms contain the following steps: key point features such as SIFT are extracted; K-means
is used to cluster the key point features into a codebook; the histograms of code words are the
feature vectors for the images; and a non-linear support vector machine is used for classification.
In [110], sparse coding is used to replace the K-means algorithm for codebook generation. The
sparse coefficient vector is used as the feature vector for a linear support vector machine. This
example shows that sparse coding can be used to replace the non-linear transformation step in
5The term “sparse” means that most coefficients in the vector are 0. If there are s non-zero entries, then we will
term the vector as s sparse.
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the support vector machine to project the data into a high dimensional space. In this case, we
can use the linear SVM to achieve the same performance as a non-linear SVM. Meanwhile,
as a result of benefits from the recent development of a fast sparse coding algorithm [44], the
process can be fast.
In [112], an algorithm for unusual event detection is presented using sparse coding and the
spatial-temporal patch framework. Within each patch, a multiple level histogram of optical flow
is extracted to represent the events. The overcomplete basis set is trained on the data with only
usual behaviours observed. Given an observation in the test data and the trained basis set, the
sparse coefficients are computed using an approximation algorithm. Then the reconstruction
cost is computed. Since the basis set is trained on motion patterns from usual behaviours, the
unusual events are expected to have higher reconstruction costs. Based on this criterion, the
unusual events are detected.
In [114], an algorithm for traffic surveillance analysis including the detection of unusual
events is proposed. The algorithm is similar to [112], as the basis set is trained on normal
items and the detection is based on the reconstruction cost. However, different from [112], the
recognition is for the whole scene, and Earth Mover’s distance is used rather than the Euclidean
distance.
3.4.2 Unusual Event Detection using Sparse Coding
This section presents a novel algorithm for unusual event detection in crowded scenes based
on novelty detection from dynamic textures (LBP-TOP). In this application, principle compo-
nent analysis (PCA) is used for dimension reduction and whitening of the LBP-TOP dynamic
textures. The whitened dynamic textures are represented as a linear superposition of sparse
coefficients on an overcomplete basis set, which are learnt from the usual events in the training
process using sparse coding [63, 44]. The feature extraction step has been discussed in Section
3.2. The video is cut into uniform spatial-temporal patches where LBP-TOPs are extracted.
Let y be the motion pattern (dynamic texture), B be the basis functions, and x be the sparse
coefficients. Using this notation, we have the following relationship,
y = Bx, (3.10)
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where y ∈ RN , x ∈ RM and B ∈ RN×M . Here the coefficient x is sparse, which means
most of the entries are 0 and the basis set is overcomplete, which means that the number of
basis functions is larger than the dimension of the input (M > N ). Learning the basis functions
is achieved by minimising the below objective function,
f(x) =q y −Bx q22 +λ q x q1, (3.11)
where λ is a constant, q y − Bx q2 is the reconstruction error, and the q x q1 is the penalty
function. Here we use the l1 norm as the penalty function.
In the detection process, given the learnt overcomplete basis set B and a new observation y,
the sparse coefficient x is computed by the Dantzig Selector [14], which is an algorithm for the
`1 norm minimization and has been used in compressive sensing [16]. Let yˆ = Bx be defined
as the reconstructed signal. The Euclidean distance between yˆ and y is the reconstruction error,
which is used as the criterion for unusual event detection. The basis functions are learnt from
the training data where only the usual events are observed, and the unusual events are expected
to have high reconstruction error over the basis set trained on only the usual events.
Figure 3.6 illustrates the architecture of our application for local unusual event detection.
3.4.2.1 Dimension Reduction and Whitening
In this section, a pre-processing step for the extracted LBP-TOP features (See Section 3.2)
is discussed, which includes dimension reduction and whitening. Both of them are achieved
through Principal Component Analysis (PCA). The benefits of dimension reduction include
computational simplification and the avoidance of over-fitting. The term "whitening process"
is a process of data decorrelation. In the objective function (See Eq. (3.11)), the reconstructed
signal yˆ = Bx and original signal y are N dimensional vectors, and the reconstruction error
between yˆ and y is computed based on the Euclidean distance. In other words, the Euclidean
distance is used in the sparse coding algorithm as a metric to measure the similarity of a sample
point to the trained model. The Euclidean distance does not consider the correlation between
different data channels as well as the scale of each channel. As a result, the Euclidean distance is
not a suitable metric for statistical points. One can consider the use of the Mahalanobis distance
to overcome the deficiencies of Euclidean distance. However, the computation of Mahalanobis
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Figure 3.6: Overview of compressive sensing anomaly detection approach: 1) the video scene
is divided into spatial-temporal patches; 2) for those patches in the region of interest, LBP-
TOP features are extracted; 3) PCA is used for whitening and dimension reduction; 4) an input
pattern is represented as a sparse linear superposition over an over complete basis set; 5) in the
training process, the overcomplete basis set is learnt based on the normal observations; 6) in the
detection process, given the basis set learnt in the training procedure and the input observation,
the sparse coefficients are computed and the reconstruction error is defined; 7) the unusual
events are identified as those dynamic textures with high reconstruction error.
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distance requires matrix multiplication, which increases the computational complexity if it is
used in each iterative step. A more sensible approach is to first transform the data into a
space where the data are de-correlated and scale normalised. Then the data are trained on
the new space using Euclidean distance. Such transformation is a process called the "whitening
transform". More formally, the whitening process transforms the data into a new space, so that
the covariance matrix in the transformed space becomes an identity matrix. Once the covariance
matrix becomes a diagonal matrix, the data is said to be "de-correlated". Once the entries on
the diagonal are normalised, the data is said to be "scale invariant". If the covariance matrix
is an identify matrix, its inverse is an identity matrix as well. In such situations, the Euclidean
distance equals the Mahalanobis distance.
To simplify the problem, the mean is centred at the origin. Then the data is transformed into
its principal components in the following manner [68]:
1. compute the covariance matrix for the full training dataset;
2. the eigenvalues and eigenvectors are computed and sorted by decreasing the eigenvalues;
3. the K eigenvectors with the largest K eigenvalues are selected to form a matrix A, with
each column an eigenvector;
4. let e be the data, and eˆ be the principal component, then we have,
eˆ = AT e, (3.12)
where AT is the transpose matrix of A.
5. The covariance matrix of the principal components is a diagonal matrix. The last step in
the whitening process is to normalise the variance. Let,
Λ =

1√
λ1
0 0 0
0 1√
λ2
0 0
0 0
. . . 0
0 0 0 1√
λk

, (3.13)
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be a K ×K diagonal matrix where λ1· · · λk represents the K largest eigenvalues sorted
in decreasing order. Thus the final transform in the pre-processing step is,
eˆ = ΛAT e. (3.14)
In this chapter, the dimensionality of the input data is reduced from 512 to 256.
3.4.2.2 Learning the Overcomplete Basis Set
The purpose of the training process is to learn the overcomplete basis set, which is the following
optimization problem
{B, x} = arg min{q y −Bx q22 +λ q x q1}. (3.15)
Here the efficient sparse coding algorithm presented in [44] is used. The design of this algorithm
is such that, when B is fixed, the objective function is convex in x; and when x is fixed, the
objective function is convex in B. As a result, B is first fixed while x is being optimised; then
x is fixed, while B is being optimised. This process is conducted iteratively until the algorithm
converges. When B is fixed, the optimization of the sparse coefficients, x, relies on the feature
sign search algorithm [44]. In the next stage, x is fixed, and the basis functions B is being
optimised using the Lagrange Dual algorithm in [44].
3.4.2.3 Sparse Reconstruction Using the Dantzig Selector
The basis setB is learnt in the training process as described in Section 3.4.2.2, where only usual
events are observed. In the detection process, the reconstruction error for a new observation is
computed.
Given a new observation y, it is necessary to compute the sparse coefficients x using B,
which has been learned in the training process. This section introduces the use of Dantzig Se-
lector algorithm [14] for the computation of the sparse coefficients. Once x has been computed,
the reconstruction error is defined as q y −Bx q2.
More trivially, the following optimization problem is required to compute the sparse coeffi-
cients in the detection step,
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xˆ = arg min q x q1 s.t. y = Bx. (3.16)
Section 3.4.2.2 has outlined the learning process of sparse coding. By fixing B, the compu-
tation of sparse coefficients can be conducted by minimizing q y − Bx q22 +λ q x q1 . In [112],
this approach is used to compute the sparse coefficient in the detection process. Please note
that λ is a fixed value which is set manually. The drawback of this approach is that λ might not
be properly set, and the performance depends on this parameter setting. The Dantzig Selector
[14] further relaxes the equality constraint through residual bounded correlation, by minimizing
q x q1, subject to q BT (Bx− y) q∞5 , where  is a small value. In the evaluation (see Section
3.5, the feature sign search algorithm and the Dantzig Selector 6 are used to compute the sparse
coefficients and their performance is compared. It is shown that the Dantzig Selector has better
performance.
Because the overcomplete basis set is learnt from the usual events in the training process,
the unusual events will cause large reconstruction errors. The unusual events are detected based
on a threshold for the reconstruction errors.
3.5 Experimental Results
The UCSD Abnormality Dataset [54] is used for evaluation 7. The UCSD Anomaly Dataset
contains video footage of two pedestrian scenes from a campus, Peds1 and Peds2. The Peds1
dataset shows pedestrians moving towards and away from the camera, with a resolution of 158×
238 (34 clips for training, and 36 clips for evaluation). The Peds2 dataset shows pedestrians
moving parallel to the camera, with a resolution of 360 × 240 (16 clips for training and 12
clips for detection). All clips are approximately 200 frames long. There are frame level ground
truth and pixel level ground truth. Correspondingly, we evaluate the algorithm at both the frame
level and pixel level. Figure 3.7 illustrates examples of false alarms from the Pedestrian 18 and
Pedestrian 2 datasets. The real unusual events in those images are the skater and wheelchair
enclosed in blue. The frame level ground truth identifies the frames containing the unusual
events, while ignoring the locations of those events. The pixel level ground truth clearly
6available at http://users.ece.gatech.edu/ justin/l1magic/
7available at http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm
8There are several corrupted frames in 4 test cases and those tests cases have been removed in our experiments.
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Figure 3.7: Examples of False Alarms: The skater and wheelchair enclosed in blue are the real
anomalous events.Left: Pedestrian 2; Right: Pedestrian 1.
identifies the locations of the unusual events in each frame. For example, in Figure 3.7, the
alarms are fired at wrong locations (shown in red). However, since the frames shown in the
two examples contain anomalous events, these false alarms will be calculated as true positive
alarms at the frame level. For this reason, the pixel level evaluation is more appropriate, since
it reflects the detection at the correct location. In order to compare algorithms, the evaluation
method presented in [54] is used: it is still a frame-based decision, but with a constraint that a
frame is recognized as abnormal only if at least 40% of the abnormal pixels are detected.
The scene is divided into 20×20×11 size spatial-temporal patches. We set the λ in Equation
(3.15) as 0.2. The number of basis functions9 is 256.
Tables 3.1 and 3.2 show the results using frame level ground truth and pixel level ground
truth respectively. The methods proposed in the chapter are compared together with a set of
state-of-the-art algorithms: "MDT" represents the method proposed in [54]; "SF", "MPPCA",
"SF-MPPCA" and "Adam et. al" refer to a set of algorithms used in [54] as references; and
"sparse(optical)" refers to the method proposed in [112] which uses sparse coding and his-
togram of optical flow extracted from spatial temporal patches for event detection. The methods
proposed in this thesis are compared with them: the phrase "LBP-LDA" refers to the proposed
method of using LBP-TOP and Latent Dirichlet Allocation; the phrase "sparse+Dantzig" refers
to the proposed method of using LBP-TOP, sparse coding and Dantzig selector; and the phrase
"sparse 1" refers to the method using the feature sign search algorithm to compute the sparse
coefficients rather than using the Dantzig selector. In the evaluation using frame level ground
truth, the Equal Error Rate (EER) is used as the comparison metric. In the evaluation using
the pixel level ground truth, the detection rate at EERs is used. The adoption of EERs and
9Though the number of basis functions is equal to the dimensionality of the feature vector, we still identify the
basis set as overcomplete. This is because the learned basis matrix is not full rank. Similar discussion of this point
can be found in [63].
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Table 3.1: Equal Error Rates (EERs) From Frame Based Groundtruth Evaluation
SF [54] MPPCA
[54]
SF-MPPCA [54] Adam
et. al
[54]
MDT
[54]
Sparse (Optical)[112] LBP-LDA Sparse 1 Sparse(Dantzig)
Ped1 31% 40% 32% 38% 25% 19% 32.25% 33.10% 31.03%
Ped2 42% 30% 36% 42% 25% NA 17.2% 8.6% 5.65%
Table 3.2: Detetection Rates at EERs From Pixel Level Groundtruth Evaluation
SF [54] MPPCA
[54]
SF-
MPPCA
[54]
Adam
et. al
[54]
MDT
[54]
Sparse
(Optical)[112]
LBP-LDA Sparse 1 Sparse(Dantzig)
Ped1 21% 18% 28% 24% 45% 46% 55.15% 53.76% 57.43%
the detection rates at EERs as the criterion is based on the fact that in the literature methods
using UCSD dataset select these methods, and thus they are used here to enable comparison.
Typically, a lower EER indicates a better system; and a higher detection rate at EER indicates
a better system. Compared to several state-of-the-art methods, the methods proposed in this
chapter report lower EERs for the Ped2 dataset. Regarding the approaches using sparse coding
and LBP-TOP, the improvements in the Ped2 dataset are significant. Regarding the reported
results for the Ped1 dataset, the performance of the proposed methods achieves close to state-of-
the-art if the frame level ground truth is used; and outperforms existing state of the art methods
if pixel level ground truth is used10.
Figures 3.8 and 3.10 illustrate the ROC curves using the frame level ground truth. The
proposed method performs much better for the Peds2 dataset. Compared to the Ped1 dataset,
the Ped2 dataset contains much less perspective distortion. The scale of object size varies in
different locations when there is perspective distortion. The object is larger in size in the near
field and smaller in size in the far field. The feature extraction is based on spatial-temporal
patches with a fixed size. With perspective distortion, the window size of the event in the far
field is often too large and the window size of the event in the near field is too small, which
will cause missed detection and false alarms respectively. Due to our observation, the proposed
methods are more successful for the detection of cyclist and vehicle compared to the detection
of a skater. This is because the motion patterns and appearance of a skater, for instance, are
similar to those of a walking person.
10Current references such as [54] and [112] do not provide the pixel level detection rate for the Pedestrian 2
dataset.
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Figure 3.8: Frame Level ROC curves for Ped1 dataset
Figure 3.9: Pixel Level ROC curves for Ped1 dataset
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Figure 3.10: Frame Level ROC curves for Ped2 dataset
Figure 3.9 shows the pixel level ground truth for the Ped1 dataset. Besides plotting the ROC
curves for the method proposed, the ROC curve for a state-of-the-art method (MDT [54]) is
included in this figure. These figures show the improvements of our methods compared to [54].
From the results reported in this section, the following conclusions are drawn:
1. The proposed methods perform better in environments with less perspective distortion;
2. As the proposed methods ("sparse 1" and "sparse(Dantzig)") and "sparse(optical)" [112]
use sparse coding as the learning model, the proposed methods perform better based on
pixel level evaluation. This is possibly because the selected feature (LBP-TOP) includes
both motion and appearance characteristics, whereas the feature used in [112] (histogram
of optical flow) captures only the motion feature and some unusual events defined in the
dataset (i.e. vehicle driving, cyclist) clearly have very different appearances to the usual
event (pedestrian walking).
3. Better detection performances are achieved by using the Dantzig selector to compute
sparse coefficients ("sparse(Dantzig)") rather than the feature sign search algorithm ("sparse
1"); and
4. The proposed sparse coding method (sparse coding + Dantzig selector) achieves slightly
better performance compared to the method using LDA when both learning methods uses
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Figure 3.11: Limitations of the Pixel Level Evaluation Method proposed in [54]. Left: ROC
curve (LDA+LBP-TOP) for Pedestrian 2. Right: an example of two true alarms (the skater and
the bicycle) and a false alarm (enclosed in green) occurring in the same frame.
the same LBP-TOP features. Their performances for the Ped1 dataset are rather close
to each other. For the Ped2 dataset, the "sparse(Dantzig)" achieve an EER as 5.65%,
far better than 17.2% achieved by "LBP-LDA". This possibly may be caused by the
additional PCA whitening process in "sparse(Dantzig)": in "sparse(Dantzig)", the LBP
patterns are assumed to be correlated and the whitening process is used for de-correlation;
and in "LBP-LDA", the LBP patterns are assumed to be independent and the possible
correlation of the data is ignored.
It should be noted that, the evaluation criterion used in the pixel level ground truth proposed
in [54] has its limitations. In this criterion, the frame will be identified as abnormal if at least
40% of abnormal pixels are successfully detected. When there are multiple alarms in one frame
(see the right image in Figure 3.11), this is a true positive detection if only one of them is
located at the correct location. This results in an inaccurate count of the alarms, and can lead to
a particularly misleading false alarm count, as any false alarm that is present in the same frame
as a true alarm is missed. This problem is more pronounced in the Pedestrian 2 dataset as the
abnormal events have a longer duration than in Pedestrian 1. Figure 3.11 illustrates the issue.
This may be the main reason that most references in the literature do not use Ped2 for pixel
level evaluations.
3.6 Discussion
In this chapter, the approaches for local event detection using unsupervised learning techniques
have been proposed. The concept of local events has been well defined at the start of the
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chapter. The separation of the local events is significant to the research on event detection in
crowded scenes, as we can use a local window to focus on the region of the event to avoid the
influences of other co-occurring activities. In this thesis, such a local window is implemented
by using regular spatial-temporal patches. The LBP-TOP dynamic texture from each patch is
extracted as the feature. In a recent publication, Ma and Cisar [53] have applied LBP-TOP
based dynamic textures for event detection. However, their application is for event recognition
in a supervised approach, without any learning models. In contrast, our methods are based
on unsupervised learning. Two unsupervised learning methods have been investigated, which
are Latent Dirichlet Allocation and sparse coding. Differently from other works using LDA
for activity modelling [57, 97], the proposed approach models a spatio-temporal patch rather
than a short video clip as a "document”. This design allows the modelling of local events
using a rich feature descriptor. Differently from other work [112] using sparse coding for event
detection, sparse coefficients are computed based on minimizing q x q1, subject to q BT (Bx−
y) q∞5 , using the Dantzig Selector [14]. Based on this optimal x, the reconstructed signal
yˆ = Bx is computed, and abnormal events are detected by threshold q y − yˆ q2. The Dantzig
selector relaxes the equation relationship and provides more robust performance. Meanwhile,
a whitening process is used for de-correlating the data. Due to these reasons, our methods
outperform state-of-the-art methods.
When the LBP-TOP features are used, the sparse coding method reports slightly better
performance in the detection accuracy. However, in practice, the LDA approach has its own
benefits. Once the LDA model is learned and given an observation from the test dataset, the
computation of the likelihood which is used as the detection criterion requires a fixed number
of steps. However, the sparse coding requires a convex optimisation step to compute the sparse
coefficients in the test process. The number of steps for the convergence of the optimisation
algorithms varies, depending on the inputs. This gives a level of risk (uncertainty) in a real
world processing system.
The success of these methods depends on two characteristics of the UCSD dataset which is
used in the experiments. First, the set of usual events only contains pedestrian walking. This
allows a statistical model of normal behaviours to be trained using a limited number of training
samples; the training dataset does not contain the event of interest.
The key limitation of this work is that, the video is cut into fixed regular patches, whereas the
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events can happen at any locations. This causes inaccuracies as the events may be spanned over
multiple patches. This issue can be mitigated but not thoroughly solved by adopting multi-scale
overlapping patches, and the computational complexity is expected to increase in this manner.
Future extension includes the use of GPU (Graphical Processing Unit) programming to
accelerate the computation speed, as there is still a gap between the algorithm and a real world
solution which requires real-time performance. The software system of our algorithm that based
on LDA is implemented in C++. In this application, the average processing time for one frame
is 1.385 seconds on a personal computer with an Intel Dual Core CPU (1.96 GHz and 3.33
GHz), and a 3.46 GB RAM memory.
Chapter 4
Global Event Detection using Unsupervised
Learning Approaches
4.1 Introduction
Chapter 3 has presented approaches for local event detection using unsupervised learning. In
this chapter, unsupervised approaches for global event detection are presented. The concept of
a global event is defined as follows:
Global Event: A global event is a scene-wide distribution of pixel motion within an
arbitrary duration t from a crowded far field surveillance scene.
Global events are only considered in far field surveillance environments. In near field
surveillance, the contributions of individuals’ movements to the global event are highly im-
balanced. For this reason, our investigation will only focus on far field surveillance. Further-
more, global events are considered to be group events. In this chapter, the phrase "collective
behaviour" refers to the behaviour of individuals in the group such as the mutual interactions
of group members. The t in the definition indicates the duration of the event. For the detection
of a common event in crowded scenes, the irrelevant background activities often have to be
considered. However, if the event is a global event, the detection is much simpler: there are no
irrelevant background activities as all activities contribute to a single event.
This chapter contains two algorithms, summarised as follows::
1. A framework for modelling crowd activities using point trajectories is proposed. The
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point trajectories are constructed using a point tracking algorithm such as the KLT tracker
[75] or the particle video algorithm [73]. These trajectories are then transformed into
Fourier domain. The low frequency coefficients are selected to form the feature vector.
Then samples represented in such feature vectors are clustered into discrete visual words
using the K-means algorithms. Finally, Latent Dirichlet Allocation is used to model the
visual words in the entire training video, and then it detects the unusual event based on
the test dataset.
2. An algorithm is proposed by adapting the Distributed Behaviour Model (DBM) from
computer graphics to model collective behaviours in computer vision for the unusual
global event detection. Compared to state-of-the-art methods, benefits of this approach
include the support of scene invariance, which allows the system to be trained and tested
in different environments; and be robust to the camera movements.
The algorithms are presented in Section 4.2 and Section 4.3 respectively. Finally, Section
4.4 summarizes the content in this chapter.
4.2 Global Unusual Event Detection by Fourier Point Trajectories
This section presents an approach for global unusual event detection using point trajectories.
The discussion starts from the problem of using optical flow in the "bag of words" models
(See Section 4.2.1). Then from Section 4.2.2 to Section 4.2.5, the algorithm is illustrated step
by step: Section 4.2.2 describes trajectory construction; Section 4.2.3 describes the Fourier
transform; Section 4.2.4 describes clustering the trajectories from the Fourier domain using the
K-means algorithm; and Section 4.2.5 describes the system for unusual event detection using
the extracted feature. Section 4.2.6 presents experimental results, and further discussion follows
in Section 4.2.7.
4.2.1 Motivation
For event detection in non-crowded scenes, individual trajectories are often extracted by an
object tracking algorithm and then used as the feature for event detection [95]. However, this
approach is not practical in typical crowded surveillance environments as object tracking is not
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Figure 4.1: Events that are not able to be separated using visual words decoded from pixel
location and optical flow direction
robust in the presence of occlusions. Due to this reason, the state-of-the-art methods usually
adopt local features such as optical flow. However, local features are not sufficient to model an
activity which lasts for a long duration or across a wide space. It is also popular to model the
distributions of local features to represent a non-local event, and such a distribution is typically
trained using a machine learning technique. One of the most widely adopted frameworks is
the combination of discrete optical flow and probabilistic topic models [32, 33, 46, 96, 97].
In these applications, moving pixels are first detected by subtracting successive frames. The
pixel’s motion direction is computed by optical flow. The motion direction is quantized and the
surveillance scene is cut into regular non-overlapping local grids. On top of this setting, the
concept such as visual word is proposed. Then probabilistic topic models which are originally
proposed in NLP (Natural Language Processing) are used to model the visual words and detect
the unusual events in surveillance applications.
However, the use of optical flow to formulate the codebook only captures motion between
successive frames. In addition, the “bags of words” approach ignores the temporal correlation
of visual words inside the video clip. Therefore, motion characteristics across more than two
frames are lost, which results in some events that cannot be separated. Figure 4.1 illustrates this
problem with an example. Suppose the event we aim to detect is the right turn shown in the
upper left image. This event can be modelled as a distribution of visual words (marked as green
arrows in the upper right image). The lower left image illustrates a scene with two co-occurring
events (marked with a red arrow and an orange arrow). This scene contains a similar distribution
of visual words to the target right turn event, which leads to false alarms.
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A novel anomaly detection approach using point trajectories within the "bag of words"
framework is proposed. In this method, a point trajectory is a "visual word". Compared
to optical flow, point trajectories capture motion features over longer periods of time. In
addition, extracting point trajectories is more practical in crowded scenes compared to object
tracking. The point trajectories can be computed by any point tracking algorithm such as the
KLT tracker [75] and the particle video algorithm [73]. Methods based on both techniques are
proposed and compared. To represent the trajectories into a simple feature vector, the Fourier
transform is applied and the low frequency Fourier coefficients are captured to form the feature
vector. Trajectories represented in such a feature vector are then quantized using the K-means
algorithm. An effective method of model selection for the K-means algorithm is presented.
Each cluster is associated as a visual word. The K clusters form the vocabulary. Then Latent
Dirichlet Allocation is used to model the surveillance video and detect the unusual scenes.
4.2.2 Trajectory Construction
This section presents the process of trajectory construction using point tracking algorithms.
Construction using the KLT tracker is presented in Section 4.2.2.1; and construction using
particle video is outlined in Section 4.2.2.2.
4.2.2.1 Trajectory Construction Using the KLT tracker
The KLT (Kanade-Lucas-Tomasi) tracker [75] dates back to an early image motion estimation
(optical flow) algorithm [85]. The problem here is to track a point from one frame to the next
frame. Let d = [u, v] represent the horizontal and vertical displacements. Let I(x, y, t) be
an image model that only contains the moving object. Suppose there are no occlusions or
corruptions during the movement. Let J(x) = I(x, y, t+ 1) and I(x−d) = I(x− u, y− v, t).
The displacement vector d is computed by minimizing the residual error  within a window W :
 =
∫
W
[I(x− d)− J(x)]2dx. (4.1)
Let g = ( ∂I
∂x
, ∂I
∂y
) be the gradient image. By expanding I(x− d) using the Taylor series and
if d is sufficiently small, we can approximate I(x− d) by the first order approximation, which
is
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I(x− d) = I(x)− g · d. (4.2)
The residual error defined in Eq. 4.1 is a quadratic function of the variable d. Therefore, the
minimum of the residual is to the point where the first derivative of the function equals 0. Thus
we have
∫
W
(I(x)− J(x)− g · d)gdx = 0. (4.3)
Then we finally have
Gd = e, (4.4)
where
G =
∫
W
ggTdx;
and
e =
∫
W
(I − J)gdx. (4.5)
The reliability of this method depends on the condition number of the matrix G. The
mathematics requirement of a well-conditioned G corresponds to the physical situation that
the local window should be textureness. However, this is not always the case in the real world.
The KLT detector aims to find corner locations (places with rich texture) to ensure the tracking
accuracy and then track the points in these corner locations. Typically, this is fulfilled by
computing the eigenvalues of G. If a local window has such a G with the smallest eigenvalue
larger than a threshold, the centre of the local window is selected and then tracked.
To use the KLT tracker for trajectory construction, a video is first divided into non-overlapping
uniform clips, where particle trajectories are constructed. The number of key points is first set
to a relatively large value such as several hundred. The locations of key points are detected
in the first frame of each video clip using the KLT detector. A subset of these points will be
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located in the background. Thus the trajectories with tiny motion are removed. The detail
of this procedure is presented in Algorithm 4.1. Let N be the number of frames and M be
the number of key points set for the KLT detector. A trajectory, s, can be represented as a
sequence of points in a x−y coordinates, such as s = [(x0, y0), (x1, y1), · · · , (xN−1, yN−1)]. To
facilitate the processing, the presentation of a trajectory is separated into two sequences, u =
[x0, x1, · · ·xN−1] and v = [y0, y1, · · · , yN−1]. There are two matrices U and V to store the set
of trajectories projected to each axis, as U = [u0,u1, · · · ,uN−1] and V = [v0,v1, · · · ,vN−1].
The displacements of points between two successive frames are denoted as δu and δv.
Algorithm 4.1 Trajectory Construction
Procedure (i is the frame ID):
1, i = 0, u0 and v0 are initialized by the KLT detector for the first frame;
2, for i = 1 : N − 1
• (2.1) run KLT tracker to track the key points (δu, δv)
• (2.2) if δu,v(j) > θ, then δu,v(j) = 0;
• (2.3) ui = ui−1 + δu; and vi = vi−1 + δv;
• (2.4) if ui or vi exceeds the boundary of the frame size, set the point to the nearest
boundary value;
end for loop
3, for i = 1 : M
• E =∑N−1j=1 [ui(j)− ui−1(j)]2 +∑N−1j=1 [vi(j)− vi−1(j)]2;
• if E < τ , remove the trajectory;
end for loop
Step 2.2 in the algorithm is used to handle the situation of inaccurate tracking (very large
displacement). The mathematical derivation of the KL algorithm applies Taylor expansion
and truncates the second or higher orders. The second order error can only be ignored if the
displacement is small. For this reason, we deem the large displacements to be errors in the
tracking output. The points will stay at the original places if the estimated displacement is too
large. Step 3 is used to remove trajectories with tiny displacement. Finally, the sum of square
displacements of each trajectory in the video clip is computed, based on which trajectories with
small displacements are removed by a threshold.
Figure 4.2 visualises the trajectories. From Figure 4.2, we observe that the KLT point tra-
jectories represent the activities in the scene. However, it is possible to have chaotic trajectories
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Figure 4.2: Point Trajectories constructed by KLT tracker
due to non-rigid actions. Meanwhile, we can observe that the trajectories are distorted around
some objects such as the lamp at the ceiling of the image shown.
4.2.2.2 Trajectory Construction Using Particle Video
The particle video technique has been a recently developed tool for motion estimation in video
[73]. Compared to the KLT tracker, particle video is denser; compared to optical flow, the
duration is longer. First of all, a set of particles is initialised using the first frame (by default,
the particles can be located at the middle of regular grids.). The computation of particle video
relies on optical flow estimation as a pre-processing step. The particles are then propagated
along the optical flow field. Based on the appearance features, the algorithm further matches
the locations of the particles and modifies the location.
There are several key steps in the computation of particle video:
1. Propagation: particles are propagated based on the forward and reversed flow fields which
are represented by optical flows;
2. Linking: the links of particles are updated; this is used to group the particles from the
same surface together as they will have similar motion;
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3. Optimisation: the locations of particle propagation are further optimised by matching the
appearance of particles;
4. Pruning: the removal of particles with significant estimation errors; and
5. Adding: add particles to the new motion.
The propagation step is almost equivalent to the “particle advection” step in [57, 101]. Let
u(x, y, t− 1) and v(x, y, t− 1) be the horizontal and vertical pixel (x, y) velocities respectively
at frame t− 1. Particle i is propagated to frame t using,
xi(t) = xi(t− 1) + ui(xi(t− 1), yi(t− 1), t− 1), (4.6)
yi(t) = yi(t− 1) + vi(xi(t− 1), yi(t− 1), t− 1). (4.7)
Particles located on the same surface will have similar trajectories. The linking algorithm
merges similar particle trajectories in a neighbourhood into a single trajectory. Then, a par-
ticle optimisation algorithm is used to determine the final location where appearance features
such as colour and gradient are considered. This step can be used to remove the non-rigid
decomposition of the movements. Particles associated with stationary or occluded objects are
removed through particle pruning. The algorithm adds particles in the gaps between existing
particles to allow for new regions of motion to be monitored.
However, in any given scene there are a large number of particles located in the back-
ground regions, which should be removed. In this application, a background subtraction is first
performed using online GMMs [37]. In reality, one may consider removing the background
trajectories based on the levels of motion similar to the processing in the trajectories generated
by the KLT trackers. However, besides removing background trajectories, the motion segmen-
tation using online GMM can reduce the computational cost. This is because the computational
complexity of particle video is very high. After background subtraction, the particles are
initialised on the foreground regions only, which significantly reduces computational cost. On
the other hand, the KLT tracker runs very quickly. As a result it is not worth adding motion
segmentation as a pre-processing step because from Figure 4.2, the background trajectories can
be removed in a clear way by checking the level of motion.
Figure 4.3 shows the effect of background subtraction. It can be seen that by considering
only trajectories that lie in foreground regions, a large amount of noise is removed. However,
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Figure 4.3: Particle Trajectories in Foreground Regions. Top Left: original image; Top Right:
particle trajectories without background subtraction; Bottom Left: foreground image; Bottom
Right: particle trajectories with background subtraction.
since the background subtraction algorithm does detect some false motion, there are still some
trajectories in the background that need to be removed. Given a trajectory Z, let xmin and xmax
be the minimum and maximum of the horizontal location; ymin and ymax be the minimum and
maximum of the vertical location; and T be the duration of the trajectory (i.e. the number of
frames it is tracked over). Then the next step is to remove trajectories that satisfy
(T < ε) ∪ (| xmax − xmin | + | ymax − ymin |< σ), (4.8)
where ε and σ are thresholds.
Finally, we compare the trajectories generated by particle video from those generated by
the KLT tracker. Figure 4.4 illustrates the difference between the two methods. Compared
to KLT trackers, the trajectories generated by particle video are smoother. There are fewer
chaotic trajectories generated by non-rigid actions. Meanwhile, there are no distorted trajecto-
ries around the lamp. The trajectories generated by particle video are shorter, typically because
the trajectories terminate when the tracking fails, which is a functionality inside particle video.
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Figure 4.4: Point Trajectories constructed by KLT tracker (Left) and Particle video (Right)
4.2.3 Fourier Coefficients of Trajectories
The point trajectories constructed using methods presented in Section 4.2.2 capture longer
duration motion compared to optical flow. However, a trajectory is formed by a set of points.
One can consider using a very high dimensional vector to represent the trajectory features.
However, such a representation has several critical limitations:
1. the high dimensional feature vector is hard to model with a limited size dataset;
2. the feature vector contains redundant information; and
3. the computational complexity of future processing is high.
Due to these reasons, we want to represent the data in a feature vector with a lower dimen-
sion but capture more effective information for the separation of different activities.
In this algorithm, this is achieved by using the Discrete Fourier Transform (DFT). The DFT
has long been used for information retrieval of time series data in sequence databases [6]. Given
that the trajectories can be viewed as two dimensional time series data, this technique has been
used in trajectory clustering [61]. The processing of this step is similar to [61], although there
are differences due to the differing nature of the applications which is explained later in this
section.
A trajectory, s, is described by a sequence of locations in time. The sequence is separated
into a horizontal series and a vertical series, which are denoted as X = [x1, x2, ..., xN ] and
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Y = [y1, y2, ..., yN ]. The Fourier Transform is taken separately on the two signals,
Xf =
1√
N
N−1∑
i=0
xiexp(
−j2pift
N
), f = 0, 1, ..., N − 1 (4.9)
Yf =
1√
N
N−1∑
i=0
yiexp(
−j2pift
N
). f = 0, 1, ..., N − 1. (4.10)
The number of points N is equal to the number of frames in a video clip. It should be noted
that following trajectory construction, some trajectories may have fewer than N points. In such
situations, simply the last points are repeated to fill the trajectories, and thus ensure that the
DFT is performed on a fixed length. Compared to zero padding, the jump between the start and
end points is smaller. This relieves the Gibbs phenomenon to some extent.
Now let’s analyse the Fourier coefficients. Typically,X0 and Y0 represent the mean locations
of the trajectories. The low frequencies determine the basic shape and direction of the trajec-
tories and the high frequencies determine the fine information and drifts of the trajectories.
By extracting the low frequency components, the most useful information of the trajectories
is preserved while the drifts caused by random noise are removed. If only low frequency
components are selected, it is equivalent to applying a low pass filter. In this application, the
lowest M Fourier coefficients are selected to form the feature vector, where M > 1. Figure
4.5 visualizes the trajectories reconstructed by the lowest M features, where M = 2, 6, 11.
The left column demonstrates the results of KLT trajectories and the right column demonstrates
results using particle video. It shows that even when M = 2 (the DC component and the first
AC component), the reconstructed trajectories keep the location and fundamental shape (i.e.
direction, length) information of the trajectories. In this way, we achieve dimension reduction.
Compared to KLT trajectories, reconstructed particle video trajectories are closer to their
original form. That means, a lower level of distortion is achieved when the particle video
algorithm is used. This is because the trajectories generated by particle video are smoother.
Thus the energy of high frequency components is lower.
4.2.4 Codebook Generation Using K-means
In previous discussions, each trajectory is represented as a complex feature vector with a size
of M . We term each such representation a sample point. The sample points from the training
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Figure 4.5: Trajectories After low passed filter. Left: KLT Trackers; Right: Particle Video.
Row 1: Original Trajectories; Row 2: Filtered Trajectories (M = 2); Row 3: Filtered
Trajectories (M = 6); Row 4: Filtered Trajectories (M = 11)
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dataset is passed to a K-means clustering algorithm to train the K-centre points. Given a video
clip, all the trajectories are then quantized into a discrete code word by matching them to the
nearest centre points using Euclidean distance, thus building a histogram of code words, with
the K centres forming the vocabulary. Thus finally one can model the scene using Latent
Dirichlet Allocation. In practice, a complex number is separated into two channels, the real and
imaginary channels. The separation of real and imaginary parts into two channels gives a lot
of convenience in the development of a numerical algorithm. Meanwhile, given that Euclidean
distance is used, the separation of a complex number into two channels achieves the same result
as using the complex number for computation. The convergence of the K-means clustering is
based on the sum of a Euclidean metric from each feature point to its nearest (assigned) centre,
which is
E =
N−1∑
n=0
min(
K−1∑
k=0
||Fn − Ck||2), (4.11)
where Fn is the nth feature point, Ck is the kth centre, and E is the sum of quantization
error. By convention, we term E as the compactness.
The next problem is model selection. The only parameter in this step is the number of
clusters, K, for the K-means algorithm. A larger K results in a lower sum of quantization error.
However, increasing K will lead to more unstable results as the problem of over-fitting can
occur. There is an approach introduced by a textbook [8]: the number of clusters is set to various
values and the sum of square errors is computed. A curve is plotted with the number of clusters
against the sum of square errors. The number of clusters at the elbow point will be chosen.
However, the judgement based on human observation contains bias. It would be much better
to have a method to decide the value automatically. Paper [84] proposed a very complicated
method based on this intuition. Here a simple but sensible method of model selection for K-
means is presented.
To solve this problem, one can iteratively set K to different values, ranging from 10 to
1000, and each setting will result in a different sum of quantization error, which we term
"compactness". Then the compactnesses are normalised into [0, 1000] so that it has the same
scale as the number of clusters. Let the normalised compactness be the y-coordinate and the
number of clusters be the x-coordinate. The results form a series of points and these points are
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Figure 4.6: Kmeans Model Selection. The blue curve presents the plot of compactness and
number of clusters after normalisation into the same range (y = g(x)). The red line is the
selected line in the solution space (y = −x+ z) that tangent to (y = g(x)).
then plotted and smoothed as a curve y = g(x). The method of model selection is based on
the analysis of the slope for the curve y = g(x), and let dy
dx
be denoted as the slope. Ideally,
the function g(x) is monotonically decreasing (an increase in the number of clusters results in
a decrease in compactness). Then the slope will be a negative value. If dy
dx
< −1, increasing the
number of clusters will result in a large decrease in compactness. If dy
dx
> −1, the increase of
the number of clusters will not cause a reduction of compactness in the same magnitude. If the
increasing of cluster number does not considerably contribute to the decrease of compactness,
the increase of number of clusters is not very meaningful. In this thesis, the strategy is to find
the point where dy
dx
= −1. The solution space of the equation y = −x + z is a set of parallel
lines. One can select the line (the red line in Figure 4.6) tangent to the curve y = g(x) (the blue
line in Figure 4.6). The number of clusters for the tangent point is selected as the K for the
K-means algorithm.
There are many ways to find such a tangent point. For instance, one can first set z to be 0,
and then iteratively increase z, until it intersects with the curve y = g(x). If there is only one
intersection, then this intersection point is the tangent point. Otherwise, the mean value of the
intersection points is used. Figure 4.6 visualises this process.
Figure 4.7 presents the visualised centres for the KLT trajectories when only the firstM = 2
Fourier Coefficients are used.
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Figure 4.7: Visualisation of the K centres
4.2.5 Global Unusual Event Detection
This section, summarizes the detection system for global unusual events. First of all, the long
video is deemed as the "corpus"; the video is cut into uniform video clips which are deemed
as "documents". The particle trajectories are computed using either the KLT tracker algorithm
or the particle video algorithm. Then the trajectories are transformed into Fourier domain.
The lowest M coefficients are selected to form the feature vector. Then samples represented
in this feature vector are clustered using K-means. The training dataset is used to train the K
centres. After that, any samples are quantised to the index of the centre to which the sample
has a smallest Euclidean distance. The K centres are termed the "vocabulary". The quantization
process of the samples is viewed as encoding the features into visual words. The classical
activities are deemed to be the "topics". The Latent Dirichlet Allocation is trained and used to
predict the likelihood of a video clip from the test dataset. A video clip with likelihood lower
than a threshold is detected as a clip with a global unusual event.
4.2.6 Evaluation
The SAIVT-Campus dataset is used for the evaluation. This dataset is captured by the author
and the supervisors of the present thesis 1. Both the training and test data are one hour long
1 This dataset is available to other researchers. See https://wiki.qut.edu.au/display/saivt/SAIVT-
Campus+Database
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Figure 4.8: Sample images from the dataset for anomaly detection. Left image: normal case.
Right image: Abnormal case. The abnormal scene is caused by a heavy rain outside the
building: pedestrians who were walking toward to exit, turned back when they found there
was a heavy rain; some people rushed into the building from outside; quite a lot of people
loitering near the exit door.
video clips, and contain a mixture of crowd densities. The normal activities include pedestrians
entering or exiting the building, entering or exiting a lecture theatre (yellow door), and going
to the counter at the bottom right of the image. The abnormal events are caused by heavy rain
outside, and include people running in from the rain, and people walking towards the door to
exit and turning back. The rain happens only in the later part of the test dataset. As a result, we
assume that the training dataset only contains the normal activities. We have manually made an
annotation as below:
1. the training dataset does not have abnormal scenes; and
2. the test dataset separates into two parts: only normal activities occur from 00:00:00 to
00:47:16; abnormalities are present from 00:47:17 to 01:00:00.
We annotate the time 00:47:17 as the start time of the abnormal events, as from this time on
we have begun to observe people stop walking or turn back from walking towards the door to
exit, which indicates that the rain outside the building has influenced the activities inside the
building. Figure 4.8 illustrates images from this dataset.
The video is cut into clips with a size of 100 frames. As in Chapter 6 later, we will show
the investigation of using the feature extracted from the MPEG-2 compressed domain, a pre-
processing of the video is conducted to facilitate future comparison: first, the video files are
extracted into JPEG images; second, the images are encoded in the MPEG-2 format. After
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Table 4.1: Evaluation Result of Discrete Optical Flows
Num Topics 10 20 30
AUC % 88.95 88.92 88.84
that, a one hour video file can be decoded into approximately 90000 frames 2. Experiments
are conducted by using both the KLT tracker and particle video for trajectory construction.
The number of Fourier coefficients is set into 2, 6 and 11 for evaluation purpose. To evaluate
the influence of the number of K in the K-means algorithm, various values are set: a small
value of 30; a large value of 300; and a value between them which is set based on the model
selection method presented in Section 4.2.4. In addition, the method of discrete optical flow
which has been used in [32, 33, 97] is implemented for comparison purposes. In Latent Dirichlet
Allocation, the number of topics is set into 10, 20 and 30 for experiments.
Table 4.1 shows the experimental results of using discrete optical flow features. The results
are invariant to the change of the number of topics. The reported AUCs are all around 0.88
to 0.89. Table 4.2 illustrates the results of using KLT key point trajectories. The results are
insensitive to the number of clusters in K-means, the number of Fourier coefficients and the
number of topics. The AUCs are all around 0.93 to 0.94, which is higher than the AUCs for
discrete optical flow by about 5 percent. Table 4.3 shows the results of using particle video
trajectories. The results are not sensitive to other parameters as well, and the reported AUCs are
all around 0.915.
By observing the results, the following conclusions can be drawn:
1. all features including optical flows, KLT trackers, and particle video achieve positive
results on this dataset; all AUCs are higher than 0.85;
2. the detection performance is insensitive to the number of Fourier coefficients, number of
K-means, number topics in LDA; and
3. compared to the parameter settings, the performance is more sensitive to the features;
the trajectory-based features achieve better results compared to optical flows, possibly
2We also found that in practice, the total numbers of frames for a video counted by the particle video library and
OpenCV library are different. This may relate to the concrete implementation of video coding algorithms which
are beyond the discussions in this thesis. The original file format is MPEG-4. We observed that by first extracting
the video into images and then encoding into the MPEG-2 format, the two libraries count the total frames closely.
86
CHAPTER 4. GLOBAL EVENT DETECTION USING UNSUPERVISED LEARNING
APPROACHES
Table 4.2: Evaluation of KLT Tracker
Num. ACs Num. Topics Num. Clusters AUC %
1 10 30 94.18
1 10 120 93.87
1 10 300 93.80
1 20 30 94.15
1 20 120 93.90
1 20 300 93.90
1 30 30 94.10
1 30 120 93.83
1 30 300 93.88
5 10 30 93.90
5 10 120 94.18
5 10 300 94.12
5 20 30 93.38
5 20 120 93.93
5 20 300 94.28
5 30 30 94.00
5 30 120 94.06
5 30 300 93.89
10 10 30 93.85
10 10 110 94.19
10 10 300 94.40
10 20 30 93.89
10 20 110 93.91
10 20 300 94.68
10 30 30 93.97
10 30 110 94.10
10 30 300 94.88
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Table 4.3: Evaluation of Particle Video
Num. ACs Num. Topics Num. Clusters AUC %
1 10 30 91.48
1 10 100 91.50
1 10 300 91.15
1 20 30 91.50
1 20 100 91.49
1 20 300 91.23
1 30 30 91.55
1 30 100 91.48
1 30 300 91.25
5 10 30 91.39
5 10 110 91.44
5 10 300 91.09
5 20 30 91.51
5 20 110 91.54
5 20 300 91.15
5 30 30 91.53
5 30 110 91.51
5 30 300 91.22
10 10 30 91.63
10 10 110 91.46
10 10 300 91.19
10 20 30 91.43
10 20 105 91.43
10 20 300 91.25
10 30 30 91.54
10 30 105 91.47
10 30 300 91.28
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because they capture longer duration motion information; though the particle video is
more computationally expensive, it does not achieve superior results over KLT trackers;
in contrast, the features based on KLT trackers achieve the best performances, possibly
because the motion estimation in the textured regions detected by KLT detector is more
robust.
4.2.7 Summary
This section has presented a novel approach for global unusual event detection using point
trajectories. The several lowest Fourier coefficients of the trajectories are extracted to form the
feature vector. The Kmeans algorithm is used to cluster the feature vectors. Latent Dirichlet
Allocation is used for global unusual event detection.
The point trajectories capture longer duration motion and thus their performance outper-
forms the use of discrete optical flow. Meanwhile, compared to object tracking approaches, the
extraction of point trajectories is more practical. The experimental results from two hours’ real
world surveillance video, show that the algorithms are insensitive to various parameter settings.
The trajectory-based features, either constructed by particle video or KLT tracker, outperform
optical flow. Meanwhile, it can be observed that using trajectories generated by KLT tracker
achieves the best performance.
4.3 Global Unusual Event Detection by Distributed Behaviour Model
The Distributed Behaviour Models will be first introduced in Section 4.3.1. Then Section 4.3.2
shows how to extract features by adapting DBM to computer vision. The detection process is
discussed in Section 4.3.3. Section 4.3.4 presents the evaluation.
4.3.1 Distributed Behaviour Model
In this Section, we present the Distributed Behaviour Model [67] to model social interactions
in crowded scenes. The Distributed Behaviour Model [67] was first proposed in computer
graphics to simulate the collective behaviour of animals. The collective behaviour is the motion
of a group of individuals towards a single goal, while avoiding collisions. For instance, suppose
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Figure 4.9: Distributed Behaviour Model. Left: separation, cohesion, and alignment. Right:
pedestrian’s steering motion. Separation, cohesion and alignment are marked in red, green and
yellow respectively.
there is a group of honey bees flying in the garden. The mean of the bee’s motion is usually
toward a single goal such as the location of a patch of flowers. The motion of an individual
follows the group’s motion, with some adjustments to avoid collisions. Pedestrians in a crowded
environment usually have a very similar collective behaviour when compared to a group of bees,
a school of fish, or a flock of birds.
The DBM encompasses the following three concepts:
1. Separation: steer to avoid collisions between one another;
2. Alignment: steer to move towards the average motion of the crowd; and
3. Cohesion: steer to move towards the average position of the crowd.
Figure 4.9 shows the steering motion of pedestrians on a campus. The structure of the
building, such as the location of the doors, drives the group’s motion. Because a lecture has
just ended, a group of students moves towards the door of the building (Alignment). To avoid
collisions, they keep a distance between each other (Separation). Some students are talking to
each other and thus they stay close together (Cohesion).
Recently, researchers have begun to model crowd activities based on the pedestrian’s collec-
tive behaviour and social interactions. A variety of techniques including the social force model
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[57], interaction energy potential [21], fluid dynamics [7, 101, 56], and Lie Algebraic [48] have
been used for this purpose. In [57], Mehran et al. proposed using the social force model [31]
from complex systems for unusual event detection in crowded scenes. In [57], the video is
divided into uniform short video clips and optical flow is computed in each clip. Particles are
located uniformly at the scene, and the motion of each particle is the average optical flow in a
small spatial-temporal neighbourhood. Particle advection is performed by tracking the particles
and interpolating their motion. The result of particle advection is a set of trajectories, and
derivatives of the trajectories are taken as the desired velocities in Helbing’s social force model
[31], while the average optical flow represents the particles’ actual velocity. Let vi be the actual
velocity of the ith particle, and vpi be the desired velocity. The interaction force is computed as
[57],
Fint =
1
τ
(vpi − vi)−
dvi
dt
, (4.12)
where τ is the relaxation time. According to the model definition in [31], a pedestrian will
walk with their desired velocity if not disturbed. However, due to deceleration or avoidance
processes, there is a tendency for the actual velocity to approach the desired velocity within a
certain relaxation time, τ . It should be noted that, the social force model proposed in [57]
is different to the model proposed in [31]. According to [31], the desired velocity should
be no slower than the actual velocity, and in the same approximate direction. However, the
desired velocity in [57] is the interpolation of particles’ motions in a neighbourhood, which
is not necessarily faster than the actual velocity. Though in [57] there has been a level of
success demonstrated for unusual global event detection, the algorithm is sensitive to the camera
movements. In this paper, the mathematical model we used (DBM) is more robust to the camera
movements.
Figure 4.10 illustrates the architecture of our algorithm. A long duration input video is cut
into short clips using a temporal sliding window. We apply the distributed behaviour model
to compute motion vectors using the sum of cohesion and separation forces to represent the
interaction force. Statistical properties of the interaction forces in the scene are used as the
feature to train the sparse coding algorithm. The process of detection is similar to the algorithm
in 3.4. The framework of sparse coding used in this paper follows Section 3.4.2. Our training
data only contains normal events. Given a new observation and the learned basis functions, we
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Figure 4.10: Overview of the Distributed Behaviour algorithm
compute the sparse coefficients using the Dantzig Selector [14]. Given that the basis functions
are learned using the training data where only normal events appear, the abnormal events
will cause high reconstruction errors. Thus we can detect the abnormal events based on the
reconstruction error.
4.3.2 Extracting Motion Features using the Distributed Behaviour Model (DBM)
Similar to the social force model [57], the DBM considers the forces as the underlying factors
that drive the motion in crowded scenes. A video sequence is cut into uniform video clips using
a temporal sliding window. In order to remove the influence of the background, we perform
frame differencing to locate regions of motion. Lucas-Kanade optical flow [52] is computed
in the foreground pixels using a Gaussian Pyramid3. The flow vectors are the initial features
3It is unclear which optical flow algorithm is used in [57]. Here we use an early optical flow algorithm to ensure
that improvements are not caused by using a more advanced approach.
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in this model. A mean filter is applied temporally to smooth the flow field. Within each video
clip, particles are uniformly located in the scene as in [57]. Then the forces representing the
alignment motion, coherent motion and separation motion are computed. Since in our surveil-
lance scenes we only consider the pedestrians as the moving objects, we use the accelerations
to represent the force by assuming that the mass of all particles is the same.
However, the non-rigid nature of pedestrians in surveillance scenes means that the motion of
foreground pixels has rich variations. The particle may be located on the pedestrian’s hand, foot,
face, and so on, each of which will have different motion characteristics. In order to capture the
dominant motion of a person, we first need to remove the variations in motion before locating
the particles. Here we have assumed the variations are Gaussian distributed. We remove the
noise in the optical flow field using a sparse representation on overcomplete local cosine basis
functions [26]. Once the variations of pixel velocities within the same person have been reduced
to an acceptable level, the particle’s velocity relates the underlying person’s velocity and where
they are located. Figure 4.11 illustrates the pre-processing steps.
In order to calculate the alignment motion of the group, we use a bilinear interpolation
strategy which is similar to [57, 56]. A particle advection process is applied to get the particle
trajectories similar to [7, 57, 56, 101]. We denote the horizontal and vertical initial particle-
location maps as X0 and Y0 respectively. Particle trajectories are integrated using a forward
Euler Algorithm 4:
Xt = Xt−1 + U, (4.13)
Yt = Yt−1 + V, (4.14)
where t is the time that is represented by the frame number, and U and V are the interpolated
optical flow maps respectively. We represent the trajectories as a two dimensional time series
signal,
S = {(X0, Y0), (X1, Y1), · · · , (XT , YT )}, (4.15)
where T is the size of the temporal window for each video clip. We compute the first derivative
of S and get the alignment velocity ( representing the group’s motion),
4In other literature such as [7], the Runge-Kutta algorithm is used.
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Figure 4.11: Visualising the pre-processing on the optical flow field: original image (Top Left),
original optical flow field(Top Right), flow field after removing background regions (Bottom
Left), flow field after Gaussian de-noising (Bottom Right).
valignment =
dS
dt
. (4.16)
The first derivative of valignment is the alignment acceleration,
aalignment =
dvalignment
dt
. (4.17)
The actual acceleration is the derivative of the optical flow without interpolation. The
interaction acceleration (which is the sum of the cohesion accelerations and separation accelera-
tions), can also be represented as the difference between the actual and alignment accelerations:
ainteraction = acohesion + aseparation = aactual − aalignment. (4.18)
The interaction accelerations are used as the feature in this chapter. We filter out the
background noise by setting the interaction acceleration to 0 at locations where the optical
flow magnitude is below a threshold.
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The horizontal and vertical accelerations in each frame are concatenated into a single vector,
which forms our initial feature vector. We perform a PCA (Principal Component Analysis)
whitening process 5 similar to [109]. We subtract the mean value of all the training samples from
the features, and then de-correlate the data by performing PCA, followed by a normalization
step. The original vector is location dependent. However, since the PCA transform only
preserves the global statistical properties of the data distribution, the processed feature does
not capture the information about location. This is how we achieve scene invariance. Scene
invariance can also be achieved through using other transforms such as an FFT. However, we
choose PCA as we wish to perform a dimension reduction as well.
Compared to the social force model in [57], the DBM proposed in this chapter is more robust
to camera movements. Let V1 denote the alignment velocity, and V2 be the actual velocity. For
the DBM, the interaction force is
F =
dV1
dt
− dV2
dt
= [V1(t+ 1)− V1(t)]− [V2(t+ 1)− V2(t)]. (4.19)
If the motion is only caused by camera movements, in the ideal case all pixels in the same
image should have the same velocity. A pixel will have the same velocity as its neighbour,
and also the same as the velocity computed by the interpolation. Thus, V1(t) = V2(t) and
V1(t + 1) = V2(t + 1). In this case F = 0. Correspondingly, in the social force model [57],
when the panic parameter is set to 0 as used in [57], the interaction force is given by
F =
1
τ
(V1 − V2)− dV2
dt
. (4.20)
For camera motion, when V1 = V2, F = −dV2dt = −[V2(t + 1) − V2(t)]. In this case, the
interaction force is not always 0.
4.3.3 Sparse Coding for Unusual Event Detection
The learning algorithm we use is the efficient sparse coding algorithm [44]. The goal of sparse
coding is to learn the overcomplete basis functions such that an input can be represented as a
5In our evaluation, this PCA whitening process is only used when we use sparse coding. For evaluations with
other models (See Section 3), the original feature vector is used due to the characteristics of the different learning
models.
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sparse superposition over the basis functions. Let y be the feature vector,B be the overcomplete
basis set, and x be the sparse coefficients. The sparse coding algorithm learns the basis functions
over all the training data by
{B, x} = arg min ‖ y −Bx ‖22 +λ | x |1 . (4.21)
Here the first term ‖ y−Bx ‖22 is the reconstruction error and λ | x |1is the sparsity penalty
function. In the detection process, given a new observation and the learned basis functions,
we will compute the coefficients, x. Because B is overcomplete, this is an underdetermined
system. We use the Dantzig Selector [14] from the literature in compressed sensing to solve
Equation 4.21, by
min ‖ x ‖1 s.t ‖ BT (Bx− y) ‖∞≤ . (4.22)
We choose to project the data into a higher dimensional space (overcomplete basis set),
since data usually does not lie on a single low dimensional subspace [76].
4.3.4 Evaluation
This section presents the experiments and their results. Three datasets are used: and the PETS
2009 dataset 6, the UMN dataset7, the Web dataset8. Experiments and results for each are
presented in Sections 4.3.4.2, 4.3.4.3 and 4.3.4.1 respectively. The PETS 2009 and UMN
datasets are captured from fixed cameras (almost without camera movements), whereas the
Web dataset is captured from moving cameras. As the Web dataset is captured from multiple
different scenes, the levels of camera movements vary across different video files.
4.3.4.1 Evaluation using the PETS 2009 dataset
This section reports the evaluation on the PETS 2009 dataset. This dataset contains multiple
camera views. We use the view002 data in S0/City/Center/Time_14-55 as the training data, and
view001, view002 and view003 in S3/High_Level/Time_14-33 as the test data. Thus there is
6http://www.cvg.rdg.ac.uk/PETS2009/
7http://mha.cs.umn.edu/movies/crowd-activity-all.avi
8http://www.cs.ucf.edu/~ramin/?page_id=24
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Figure 4.12: PETS2009 Dataset. The above row shows the training data. The bottom row
shows the abnormal frames in the test data.
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Figure 4.13: ROC curves for PETS 2009.
only one camera view in the training dataset, but three (two of which are unseen) in the test
data. The abnormal event is a rapid escape. Each test sequence contains 378 frames and the
abnormal frames are from 341 to 378. Figure 4.12 shows the dataset. Figure 4.13 shows the
ROC curves for the evaluation. We get very promising results with AUCs of 0.99369, 0.8784
and 0.9779 from view 001, view 002 and view 003 respectively.
Both the view 001 and view 003 report an AUC greater than 0.97, significantly outperform-
ing view 002 (AUC: 0.8784). Investigation reveals that the frame rate in this dataset varies,
resulting in inaccurate optical flow computation.
In this section, we evaluate the scene invariance properties by using training data from one
view and test on three views. Now let’s compare the performance with an algorithm requiring
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View 001 View 002 View 003
DBM (Scene Invariant) 0.9939 0.8784 0.9779
LBP-TOP (Scene Dependent) 0.9773 0.9247 0.9527
Table 4.4: AUCs for the PETS 2009 Dataset
the training and test dataset to be captured from a same scene. In Chapter 3, we investigate
the use of LBP-TOP for local event detection. The LBP-TOP is a feature descriptor which
highly relates to the background appearance. If LBP-TOP is used, the training and test datasets
should share the same scene (background). In Chapter 3, we have proposed methods for local
event detection based on extracting LBP-TOPs from spatial-temporal patches in the surveillance
video. Typically, we can build an application for global event detection based on concatenating
the histograms in each local spatial-temporal patches together. Then the same learning and
detection process is used. However, before we do that, we need to remove the influence of the
background. We compute the means of all the bins along the training data. This forms the
background model. Then for each input histogram, we subtract the background component.
In this way, the bins related to the background become very small, while patterns caused
by motions are pronounced. By using this method, we can detect the unusual global events.
This method requires a shared background model for the training and test datasets, and it can’t
achieve scene invariance. We use the regular flow data as the training dataset for the LBP-TOP
feature. We train three sparse coding models for the three views respectively, and then detect
the events separately. The test dataset is the same as the one used for evaluating DBM. We
compare the results in Table 4.4. From Table 4.4, we observe that the DBM method achieves
similar performance compared to using LBP-TOP, while the DBM is trained using data from
only one view. Only for View 2, the DBM approach reports a significant worse result, possibly
because LBP-TOP is less sensitive to frame rate changes compared to optical flows.
4.3.4.2 Evaluation using the UMN dataset
This section presents the evaluation using the UMN dataset. In the Distributed Behaviour
Model, we set a window size of 10 frames. Frames are down sampled by 50% to improve
computation speed. The distance between two particles is 10 × 10 pixels. In our experiments,
we select some normal frames from the three scenes to train the system 9. The remaining frames
9they are Frames 1470:1570, 2005:2205, 2865:3065, 3480:3680, 6630:6830, 6892:7192
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Figure 4.14: Evaluation results on the UMN dataset. The top plot shows a comparison between
the three learning models. The bottom image shows a comparison between the proposed
approach and [57].
are used as the test images, similar to [57]. We use the same ground truth as [112], however,
it should be noted that [112] trains a model for each scene. We compare the performance of
the proposed system with Latent Dirichlet Allocation (LDA), and a One Class Support Vector
Machine (RBF kernel) using the same input feature.
Figure 4.14 shows the ROC curves for the three learning models (Left) and a comparison
between our proposed approach and [57] (Right). The approach using LDA is obviously worse
compared to the others. The performance using a one class support vector machine and sparse
coding is almost the same, with AUCs of 0.96775 and 0.96657 respectively. It can be seen that
our proposed algorithm slightly outperforms the social force model based technique [57] (AUC:
0.96).
This result is not surprising. LDA only supports discrete inputs, thus quantization errors are
expected. Both sparse coding and one class support vector machines support continuous inputs.
Both of them project the data into a higher dimensional space. However, sparse coding has the
added benefit of being more easily extended to support online learning.
4.3.4.3 Evaluation using the Web dataset
All images are resized to 160 × 120 before processing. Particles are placed 10 pixels apart
horizontally and vertically. Following the evaluation protocol of [57], we randomly select 10
clips from the normal dataset as the training data and use the rest as the test data. We conduct
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Figure 4.15: Web Dataset ROC curves. The proposed method significantly outperforms [57].
this process 10 times and get an average ROC curve 10.
Figure 4.15 presents the ROC curves for the web dataset evaluation 11. Our algorithm very
clearly outperforms [57], with the proposed technique reporting an AUC of 0.8135 against
0.73 for [57]. This is because our proposed method is more robust to the camera movements
presented in the web dataset.
4.4 Summary and conclusions
This chapter presents an investigation into global event detection. Two algorithms are proposed.
In the first algorithm, particle trajectories are applied as the feature for global unusual event
detection on the "bag of words" framework. This is designed with the motivation of reducing the
ambiguity of optical flow when it is used together with probabilistic topic models. Experimental
results show a level of success, possibly because the point trajectories capture long duration
motion. The Fourier transform is used in feature extraction. The functionality of global event
detection is gained from the LDA’s strong capability to model distributions of visual words.
This feature is very critical in this PhD thesis, as it is used in the following chapters for complex
event detection as well.
The second algorithm models crowd’s collective behaviours by adapting the distributed
10The average ROC curve is generated in this way: first, we conduct experiments 10 times by selecting different
clips as the training and the test dataset randomly. Then we concatenate the output scores and the ground truth
annotations and generate a single ROC curve
11The blue line in the ROC is taken directly from [57]
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behaviour model from computer graphics into computer vision. Compared to the social force
model [57] in the literature, it is more robust to the camera movements.
Chapter 5
Complex Event Detection Using Weakly Supervised
Learning Approaches
5.1 Introduction
In Chapter 1, we divided the set of surveillance events into three subsets: local events, global
events, and complex events. Chapter 3 and 4 presented our research into local and global event
detection respectively. This chapter will present our investigation into complex event detection.
The concepts such as the local and global events have been formally defined in Chapter 3 and
Chapter 4. An event is considered a complex event if it is not a local or a global event.
Compared to the detections of local and global events, the detection of a complex event is
usually much more challenging, mainly due to the disruptions from other co-occurring events.
In the situation of local event detection, the disruptions from other events can be avoided
by focusing the vision onto a local window. In the situation of global event detection, all
movements form a single event and there is no need to consider how to filter out the irrelevant
events. However, in the situation of complex event detection, the influence of other irrelevant
events has to be considered and typically this influence can’t be eliminated by a local window.
To facilitate the discussions, we present the definition of the concepts of "event of interest" and
"background event":
1. Event of Interest: the event which a surveillance system aims to detect; and
2. Background Event: the event which a surveillance system does not want to detect.
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Figure 5.1: An example of a complex event: people embracing.
Referring to the title of the thesis "unusual event detection in crowded scenes", the event
of interest indicates the "unusual event", and the background event indicates the "usual event".
Now the problem of co-occurring events can be described as the unusual event mining inside a
set of usual events.
The challenge of complex event detection is unique to crowded environments. This is
because only in the situation of a crowded surveillance environment, there will be a significant
amount of background events co-occurring with the event of interest. The situation will be
even more challenging if the event of interest relates to a multiple agent interaction. Figure 5.1
demonstrates a complex event, people embracing, in a crowded airport surveillance environ-
ment.
Similar to other types of event detection, we can separate the discussion into feature ex-
traction and classifier design. Generally speaking, local features might not be suitable for most
applications in complex event detections. This is because the complex events are happening
in wider spaces compared to local events, while local features capture the movements from
small local regions. However, the direction of using local features to model complex event is
still possible in hierarchical learning models. Usually, the lower layers on these models are
used to train a distribution of local features to represent a possible complex event. Though the
original features are local features, the distribution of local features is no longer local. A typical
example is in [97], where the distribution of discrete optical flows is modelled by hierarchical
Bayes models. Though local features (optical flow and location) are used, the distributions of
this local feature are learned in the early layer of the model. In [97] where probabilistic topic
models are used, such distributions are termed as "topics". In many hierarchical models, the
lower layers can typically be viewed as a stage in feature extraction, and the highest layer is
the real classifier. From this point of view, it is still sensible to claim that local features are not
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suitable for complex event detection. However, this claim is not correct if we view the learning
stage of lower layers as a stage for classification.
Due to the complexity of complex event detection, we re-consider the selection of machine
learning methodologies. Before we discuss complex events in detail, we first detail some
insights into the use of unsupervised learning for unusual event detection. In previous chapters,
both the local and global unusual events are detected using unsupervised learning approaches.
In such situations, the training dataset contains only the usual events. The training data are used
to train a statistical model for the usual events and the events from the test dataset with low
probabilities in terms of the learned model will be detected as the unusual events. However,
the unsupervised approaches are only applicable in the situation where the usual events are
in similar forms (limited number of variations). For example, in Chapter 3 we presented our
research on local event detection using unsupervised approaches. In the evaluation of Chapter
3, there is only one usual event (i.e. pedestrian walking) in the training dataset. In this case, it is
possible to train a statistical model to present the patterns of pedestrian walking. Then any other
events such as person running, cyclist, skating, wheelchair movement, and vehicle movements
are detected as the unusual events. Let’s consider the opposite situation: suppose that a training
dataset contains only the events of cyclist, skating, wheelchair movement, vehicle movement
and people running, and such events are defined as the usual events; and in the test dataset,
the unusual events are defined as pedestrian walking. In this case, the use of unsupervised
approaches would be very challenging, as it is very difficult to train a single model to fit the set
of diverse usual events. If fine annotations to the training dataset are available, it is not hard
to learn a statistical model for each type of usual events: a model for person running, a model
for cyclist, a model for skating, a model for wheelchair movements and a model for vehicle
movements. Given a sample of the test dataset, a set of probabilities is computed using the set
of trained models. Among the set of probabilities, the highest probability can be used as the
criterion for the detection of unusual events. However, this method requires a fine annotation
of different types of usual events in the training dataset, which is impractical for large data.
The above discussion explains the problem of unsupervised approaches in the situation where
there is a set of diverse usual events. This problem is very likely to be encountered in the
situation of complex event detection: if the unusual events are "local" events, the usual events
are "local" usual events; if the unusual events are "global" events, the usual events are "global"
usual events; and if the unusual events are "complex" events, the usual events are "complex"
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usual events; naturally, the number of types of usual complex events will be a large value.
Consider the scene shown in Figure 5.1, if the unusual event is defined as people embracing.
Then the usual events in this scene can be people meeting, people splitting, people walking
through, people turning left, people turning right, people waiting and so on. More precisely, a
complex event can be viewed as a combination of local movements in a wide space and long
duration. The variety of local movements will cause variations of complex events. The large
number of possible combinations of local movements forms a large number of complex events.
Because of this, in the situation of complex event detection, the diversity of usual events is not
avoidable. From this point of view, the unsupervised learning approaches are not suitable for
complex event detection.
In recent years, there are a number of publications with methods attempting to apply unsu-
pervised learning approaches to detect unusual complex events such as multi-agents interactions
in crowded scenes [46, 97]. However, these techniques have had only limited success. In
[97], the discrete optical flow is used as the feature and hierarchical Bayes models are used to
model the activities. The video clips with low likelihoods are detected as the clips containing
unusual events. Theoretically, the likelihood of a video clip computed in this way is also
influenced by all the background events. The prediction of the presence of unusual events
in this approach is disrupted by many irrelevant events, and thus the accuracies are hard to be
guaranteed. The evaluation in [97] does not show enough evidence for the effectiveness of
the proposed methods. The few video clips with lowest likelihoods are selected and the authors
have attempted to explain the "unusual events" inside those video clips. For instance, some right
turns or left turns are explained to be the "unusual events" by observing the video. However,
on examining the dataset, we find that those right turns and left turns can’t be regarded as the
"most" unusual events; there are some "U-turn" events with much lower frequency. However,
video clips containing those "U-turn" events are not listed as low likelihood clips in [97]. Also
with the right turn event, it is hard to explain why some video clips containing this event are
among those with lowest likelihoods and many others containing the same right turn event are
not. The investigation of [46] is based on another similar dataset (the QMUL dataset). The
evaluation in [46] is more scientific, as there are annotations in the test dataset to label the
video clips containing the "unusual events", based on which detection rate and ROC curves
can be computed. However, the total number of video clips in the training dataset is very
small. The QMUL Traffic dataset contains two independent datasets, the Junction dataset and
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Figure 5.2: traffic signs which defines the normal and abnormal events
the Roundabout dataset. In the Junction dataset, for example, there are only 73 video clips used
for training and 39 clips for evaluation. Moreover, the "unusual events" are occurring in the
training dataset as well. This experimental setting violates the assumption for the unsupervised
learning approaches.
From the above discussion, it is evident that the detection of complex events is challenging
when using unsupervised learning approaches. Thus in our research, we explore the use of
supervised learning approaches. The supervised learning approach theoretically is suitable in
applications where there is prior knowledge of the usual and unusual events. For instance, in
traffic surveillance, the usual events are typically those obeying the traffic rules, whereas the
unusual events are those violating the traffic rules. Figure 5.2 shows a set of traffic signs which
have defined a set of usual and unusual events. The unusual events include forbidden traffic
turns, vehicles entering a forbidden place, and car parking in wrong areas.
Though the unusual events can be defined beforehand in some applications, labelling the
events in the training dataset is a challenging work for the supervised learning approaches. Even
a small dataset in video surveillance can have a huge number of frames. Suppose there is an
event for 10 seconds. This event will be associated with 250 to 300 frames due to current video
frame rate (between 25 to 30 frames per second). Due to the background events in crowded
scenes, the annotation of the events of interest requires marking a lot of the bounding boxes,
which is too tedious and impractical for large scale surveillance video.
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Due to the challenges presented by both unsupervised and supervised approaches, we ex-
plore complex event detection using "weakly supervised learning", which can be regarded as
a method between supervised and unsupervised learning. The weakly supervised learning
technique utilizes labels at a coarse level (frames or clip level) to predict the presence of the
event of interest. In this chapter, we investigate the problem of complex event detection in
crowded scenes with binary labels at the clip level for the training dataset. To effectively
represent complex events, trajectory-based features (Chapter 4) are used.
In the following sections, Section 5.2 provides a literature review for weakly supervised
learning; In section 5.3.1, we propose a method of weakly supervised learning based on com-
pressive sensing techniques. In Section 5.3.2, we propose another method of weakly supervised
learning based on relative entropy. Section 5.4 presents our evaluations. Section 5.5 concludes
the chapter.
5.2 Literature Review of Weakly Supervised Learning
The phrase of "weakly supervised learning" has been appearing frequently in the literature of
machine learning to indicate a methodology between the supervised learning and the unsu-
pervised learning approaches. However, there is a lack of a widely accepted definition for the
concept of weakly supervised learning. As a result, the concept of "weakly supervised learning"
varies in different situations. Meanwhile, there are a set of similar terminologies such as "semi-
supervised learning" and "multiple instance learning". In some situations, these terminologies
are interchangeable and in other situations they are not. To facilitate the discussion, we use the
phrase "weakly supervised learning" within the thesis based on a domain dependent definition
which follows a recent publication [33]:
Weakly Supervised Learning: The data is partitioned into a set of video clips. A video clip
can contain multiple events. There are binary labels to the video clips in the training dataset for
a specified event, with label "1" indicates the presence of the event, and label "0" indicates the
absence of the event. However, the annotation does not contain fine information for when and
where the event happens and what the event is. A classifier is trained based on the binary labels
at the clip level. Given a video clip from the test dataset, the classifier is required to predict the
presence or absence of the event of interest.
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Section 5.1 has illustrated the motivations for using weakly supervised learning. In non-
crowded scenes, each video clip may contain only a single event, and thus there are no ambi-
guities. However, in the situations of crowded scenes, a video clip typically contains a lot of
events. Among them, it is possible that only one to two events refer to the event of interest.
The number of background events is usually much larger than the number of events of interest,
whereas the background events in the video clips labelled "1" are typically considered as the
noise to the useful signal (event of interest). Traditional supervised learning techniques are
often developed without any consideration of the presence of noise in the sample input. Thus
the theories are typically constructed under an implicit assumption that the sample input does
not contain noise. This leads to the failure of most supervised learning approaches when only
"coarse level labels" are available for event detection in crowded environments and justifies the
need of weakly supervised learning approaches in these situations.
Now let’s explain a critical point in the above definition for "weakly supervised learning":
the annotation does not contain any information about what the event is. Clearly, the user
and the person who labels the training dataset have to know what the event is. However, this
information is not recorded in the annotation files. Therefore the classifier is designed without
any prior knowledge of the characteristics of the event of interest. More precisely, the design of
the classifier does not make use of the characteristic of a concrete event. For example, suppose
we want to detect a bicycle right turn event in traffic surveillance. Though the surveillance
scene is crowded with a lot of events, the number of bicycles in the scene at any particular time
is relatively small. Because we know that the event is bicycle right turn, we can make use of
this information to filter out the events generated by non-bicycle objects such as pedestrian and
vehicles, and focus our vision onto the events generated by bicycles. This is not hard to achieve
by using the appearance features such as HOG (Histogram of Gradient Orientations) to narrow
our vision. In this approach, we can eliminate the influence of noise and match the coarser level
labels to finer level events. However, this approach is event dependent. In the application of
vehicle right turn detection, we have to use a vehicle detector to replace the bicycle detector.
Therefore, each event requires a different algorithm to detect. The "weakly supervised learning"
aims to develop methodologies which are more general to various events, and we don’t use the
characteristics of a concrete event of interest for the classifier design.
The idea of weakly supervised learning dates back to early publications in multiple instance
learning (MIL). The concept of multiple instance learning is first proposed in [23] for the
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analysis of molecular activities. The application in [23] is the detection of abnormal molecular
activities, where the abnormalities are caused by drugs. A camera-based surveillance system is
applied to monitor the molecules. In the real world physical space, an alive molecule is a three-
dimensional non-rigid moving object. A small patch of the surface is termed as an "aspect".
There is a prior knowledge that in each molecule there is a "front aspect" where the feature
for distinguishing the abnormal molecules from normal ones is contained. Due to perspective
projection, the camera screen only captures the surface region that is facing to the camera. If
a fixed camera is installed to monitor an alive molecule, we can collect a set of images that
capture different aspects of the molecule due to molecule movements. It may be necessary to
explain the concepts by a daily-live example. If we use a camera to capture a moving head of
a person who wear a hat, we can only identify the person from the captured image if the face
is toward to the camera. For two persons, if they are wearing identical hats, they can only be
distinguished from each other due to the images with their face. In this example, the head of a
person is analogue to a molecule, and the face is analogue to the "front aspect" of the molecule.
When a camera is used to capture a set of images from a moving molecule, after a period, the
set of captured images is expected to contain a subset of images with the front aspect. As only
the front aspect contains information that can be used to identify the abnormal molecule, the
detection of abnormal molecule relies on the detection of abnormal front aspects. In traditional
supervised learning approaches, one must find out all the images of the front aspects from the
abnormal molecules, and label these images as positive instances. This is a time-consuming
process. Alternatively, in [23], MIL is defined as a machine learning technique with binary
labels at the bag level to indicate the presence of a target instance in bags of multiple instances.
Let the set of images be a bag. For a bag (a set of images) associated with an abnormal molecule,
there will be at least some abnormal instances (front aspects of the abnormal molecule). For
a bag of a normal molecule, there will be no abnormal instances. To determine whether a bag
is associated with a normal molecule is not hard. Given that the training dataset is prepared
in the situation where we know whether the molecule is normal or abnormal, we can label the
bags based on the cameras. That is, if a molecule is abnormal, the set of images is labelled as
a positive bag. Given a set of images from a molecule in the test dataset, the molecule will be
identified as abnormal if at least one image (instance) is abnormal (front aspect of an abnormal
molecule). If we view a video clip as a "bag" and an event as an "instance", the problem defined
in [23] shares a lot of properties of the problem in this chapter.
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The reason we use the term "weakly supervised learning" instead of "multiple instance
learning" in this thesis is because there is a recent key publication (in PAMI) on subtle and
rare event detection [33] which uses the terminology of "weakly supervised learning". We
therefore decided to use this terminology as our investigations are in the same domain of the
research. The method proposed in [33] will be reviewed in detail in Section 5.2.1. Then we
will review a recent technique from natural language processing in Section 5.2.2. Finally, in
Section 5.2.3, we introduce using the naive Bayes Models to explore the capability of weakly
supervised learning.
5.2.1 Weakly Supervised Joint Topic Models (WSJTM)
The idea of weakly supervised learning for event detection in crowded environments was first
proposed in 2011 in [33]. Similar to other methods [32, 96, 97] based on probabilistic topic
models, the discrete optical flow is used as the feature. The video clip is represented as "a bag
of visual words". The histogram of visual words for each video clip is the input feature vector to
the classifier, which is the weakly supervised joint topic model (WSJTM). Figure 5.3 illustrates
the graphical representation of WSJTM. If we remove the plates of (c > 0), WSJTM will
be equivalent to a traditional Latent Dirichlet Allocation (LDA). The plate of c = 0 is used to
model typical behaviours (background events). The Φ is the matrix for topic distributions which
is controlled by the Dirichlet hyperparameter β. Each row in Φ is a probability distribution of
words over the vocabulary. Video clips for all classes share the same Φ. Most rows in Φ are
the topic for the typical behaviours (background events), and the remaining rows are the topics
for rare behaviours (events of interest). Inside the learning algorithm, the topics for typical
behaviours (background events) will be updated in an iterative manner no matter which video
clip is the present input sample; and the topics for a rare event (event of interest) will only be
updated when the input sample belongs to the class of that rare event.
Different from traditional implementation of LDA which only uses a single α to control the
distribution of topics per video clip, the WSJTM adopts a much more complicated and high
dimensional α = [α(0),α(1), · · · ,α(Nc)], where Nc is the number of rare events. If the video
clip has no rare events, then α = [α(0)], where α(0) is a K0 dimensional vector and K0 is the
number of topics for typical behaviours. If the video clip contains the rare event of class c, then
α = [α(0),α(c)], where α(c) is a Kc dimensional vector and Kc is the number of topics for
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the rare event of class c.
The benefits of this model include that it supports weakly supervised learning when only
coarse level annotation is available; and it adopts a partially shared Φ for the topics of typical
behaviours, which avoid over-fitting to some extent.
However, generally speaking, this model is prone to have the over-fitting problem though it
has attempted to reduce it to some extent by partially shared Φ. The α is too complicated and
contains too many parameters. Both Φ and α contain a set of parameters which are only able
to be trained by the samples with rare events. If the event is rare, the number of video clips
containing it will be much smaller than video clips which do not. Meanwhile, the dimensions
of α and Φ depend on the number of topics. This value has to be set by the user. It is not easy
to set, especially as this model requires the user to set both the number of topics for typical
behaviours and the number of topics for rare events. As a result, the performance of this model
is difficult to be guaranteed in a real world application where there are a lot of challenges in
parameter initialisations.
In the above discussion, we used the terminology "typical behaviour" and "rare event" so
that the terminology is consistent with [33]. The "typical behaviour" refers to the "background
event"; and the "rare event" refers to "event of interest". In respect to the thesis structure, the
"typical behaviour" means the "usual event" and the "rare event" means the "unusual event".
5.2.2 Labelled Latent Dirichlet Allocation
The problem of "weakly supervised learning" for event detection in crowded scenes is analogous
to the problem of topic detection in text processing. A document typically contains a set of
topics and it is hard to separate the topics in a document by physically dividing the text. Thus
if we want to query the documents that contain a specified topic, the labels have to be marked
at the document level. If we view the video clips as "documents" and the events as "topics",
the techniques for document queries can potentially be used for event detection in crowded
scenes. In this section, we introduce a method termed "Labelled LDA" which was proposed
in [66] for text processing. In this PhD research, we have applied the Labelled LDA method
for event detection in crowded scenes for TRECVid Surveillance Event Detection (SED) 2012.
Our key results were reported in [105]. There are minor modifications into this method to
make it suit our application. In this section, we will briefly introduce labelled LDA and focus
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Figure 5.3: Weakly Supervised Joint Topic Model. Here x represents the words, y represents
the underlying topics, c represents the class, θ represents the topic distribution over a document,
α and β are hyper-parameters for Dirichlet distributions, and φ is the word distributions for the
set of topics. Copyright @ 2011 IEEE
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Figure 5.4: Labeled LDA [66]
on our modified version. Labelled LDA [66] was originally proposed to solve the problem of
"multiple labels learning" for text processing. This model extends the original Latent Dirichlet
Allocation [13] to incorporate labels for each document, and trains a topic for each label. The
problem of "multiple labels learning" is similar to but different from the "weakly supervised
learning" discussed above. Both methods are used in the situation where the labels are marked
at a coarse level. However, in the problem of "multiple labels learning", we will need more
prior knowledge: in document processing, we will be required to know all the topics for each
document in the training dataset. However, in our application, the labels only indicate the
presence of the event of interest. There are no labels for the background events.
Figure 5.4 shows the graphical representation of Labelled LDA. The Λ is the label, which
can be 0 or 1. The Λ = 0 indicates that the video clip does not contain the event of interest
and the Λ = 1 indicates that the video clip does contain the event of interest. The K topics
are separated into two sets: the B background topics and the (K − B) topics for the events of
interest. If the video clip contains the event of interest, all topics are activated; otherwise, only
the B background topics are activated.
In contrast to the original LDA algorithm, the Markov Chain Monte Carlo (MCMC) al-
gorithm is used for Bayesian inference [29]. In this case, a topic is no longer a multinomial
distribution, but a Dirichlet distribution which is driven by the Dirichlet parameter η. This
allows us to simply integrate out θ and β and only sample z. It should be observed that, the
hyper parameters α and η are set manually, and β is the parameter we learn. In the MCMC
inference, a random initialization of the parameters is required. Each topic is viewed as a
hidden state in a Markov model. A simple regular Markov model is constructed and sequence
of transition states is generated from the transition probability matrix in the Markov Model.
Given the observations (words), we sample the topics using the approach in [29][66]:
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P (zi = j|z−i, w) ∝
nwi−i,j + η
n−i,j +Wη
ndi−i,j + α
ndi−i. + Tα
, (5.1)
where nwj is the number of times the word, w, has been assigned to the topic, j, and n
d
j is the
number of times a word appears in document d. Different from [29][66], T is the number of
active topics in a document. For the video clips which do not contain the event of interest,
T = K −B, otherwise T = K.
In the detection process, we use the learned β to compute the likelihood ratio,
P (w,Λ = 1)
P (w,Λ = 0)
=
∏
(
∑
P (Λ = 1)× P (z|Λ = 1)× P (w|z))∏
(
∑
P (Λ = 0)× P (z|Λ = 0)× P (w|z)) , (5.2)
where P (w|z) can be obtained directly from β. P (z|Λ) is easily computed by marginalising β.
P (Λ) is computed by counting the number of documents with different labels in the training
data set. Then, we can output the likelihood ratio as the score for every video clip.
The usage of labelled LDA for video event detection differs from its’ application to text
processing [66] in the following ways:
1. In [66], the number of labels can be larger than 2 and each label maps to one topic. In
our application, it is a binary classification problem. We only have two labels for a set of
topics. One label maps to all of the K topics (video clips with the event of interest), and
the other label maps to a subset of these K topics (video clips with only the background
events).
2. In [66], it is stated that it was computationally intractable to compute the posterior proba-
bility (the probability of a label under the condition of a known bag of words). However,
in our application, since we only have two labels, it is computationally tractable to com-
pute the likelihood (joint probability). As a result, we use the likelihood ratio as the score,
which differentiates our method from the method used in [66].
The basic structure of Labelled LDA proposed in [66] is quite similar to the WSJTM
proposed in [33], which we have reviewed in the last section, though the concrete inference
and the optimisation algorithm differ. However, WSJTM [33] is more complicated mainly due
to a more complicated structure ofα. As a result, WSJTM typically requires more data to train.
In Labelled LDA, only one α is required. Both methods require the user to manually set the
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number of topics for background events and the event of interest. This can be very challenging
in the real world applications.
5.2.3 Naive Bayes for Weakly Supervised Learning
This section explores the capability of naive Bayes for weakly supervised learning. It should
be noted that, though an extension of naive Bayes for multiple instance learning has been
investigated in [59] for the prediction of failures in hard drives, the usage and the underlying
analysis are fundamentally different from what we will discuss. In reality, the model discussed
here is the traditional naive Bayes model. In practice, we found that the naive Bayes model
achieves similar or even better performances compared to some complicated models such as
WSJTM and Labelled LDA. Therefore, we explore the capability of the naive Bayes model
to support weakly supervised learning. The limitations of this model motivates our proposed
methods.
Let x = [x0, x1, · · · , xd−1] represent a clip, where xi (i ∈ {0, 1, · · · , d − 1}) is a visual
word, and d is the number of visual words in x. Here each visual word is an element of the
vocabulary V . For instance, suppose V = {0, 1, 2} , then it is possible to have a video clip
x = [0, 0, 1]. In this example, x0 = 0, x1 = 0, x2 = 1 and d = 3. The underlying assumption of
the naive Bayes model is the exchangeability of visual words conditioned on each of the class
labels,
P (x|c) =
d−1∏
j=0
P (xj|c). (5.3)
Then, the posterior probability ratio can be expressed as
r =
P (c = 1|x)
P (c = 0|x) (5.4)
=
P (c = 1,x)
P (c = 0,x)
(5.5)
=
P (c = 1)×∏d−1j=0 P (xj|c = 1)
P (c = 0)×∏d−1j=0 P (xj|c = 0) , (5.6)
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Table 5.1: An example to illustrate the naive Bayes model. For simplicity, suppose there are
only three visual words in the training dataset, which are v0, v1, v2 ∈ V and c ∈ {0, 1}.
Number of Visual Words Label
Video Clip v0 v1 v2 c
x0 900 300 0 0
x1 1100 200 0 0
x2 300 700 300 1
x3 100 900 200 1
where P (c) and P (x|c) are easily computed using the frequencies of the words and labels
in the training dataset. For any v ∈ V and j ∈ {0, 1},
P (v|c = j) = N
j
v∑n−1
v=0 N
j
v
, (5.7)
where N jv is the frequency of v in the training samples of class j. A higher r indicates that the
present video clip is more likely to contain the event of interest, and thus a threshold is set to
P (c=1)
P (c=0)
for detection.
Here we use a simple example to illustrate the process. Suppose we have a training dataset
{x0,x1,x2,x3} with statistical information shown in Table (5.1).
In this example, there are two negative and two positive samples. Thus P (c = 0) = 0.5,
P (c = 1) = 0.5 and P (c=1)
P (c=0)
= 1. In terms of Eq.(5.7), we have P (v0|c = 0) = 0.8, P (v1|c =
0) = 0.2, and P (v2|c = 0) = 0 for video clips labelled “0” 1, and P (v0|c = 1) = 0.16, P (v1|c =
1) = 0.64, and P (v2|c = 1) = 0.2 for video clips labelled “1”. In the two negative samples,
the dominant visual word is v0; and in the two positive samples the dominant visual word is v1.
Suppose now we have two test video clips x4 = [v0, v0, v0, v1] and x5 = [v0, v1, v1, v1]. Both of
them contain only the visual words v0 and v1, but x4 is dominated by v0 and x5 is dominated by
v1; thus we expect to classify x4 as class “0” and x5 as class “1”. In terms of Eq. (5.4), we have
rx4 =
0.5× 0.163 × 0.64
0.5× 0.83 × 0.2 = 0.0256 < 1. (5.8)
Similarly, rx5 = 6.5536 > 1. Thus this method correctly classifies x4 and x5 to the classes “0”
and “1” respectively.
1i.e P (v0|c = 0) = 900+1100900+1100+200+300 = 0.8
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Suppose there is a test clip x6 = [v0, v0, v0, v2]. Because P (v2|c = 0) = 0, the computation
of r using Eq. (5.4) is at the risk of numerical errors. One popular solution to this problem is to
use Laplace smoothing [20], which is defined as
PLaplace(v|c = j) = N
j
v + 1
(
∑n−1
v=0 N
j
v ) + n
. (5.9)
Compared to Eq.(5.7), the estimation of Laplace smoothing in Eq.(5.9) adds 1 to N jv in the
numerator. The addition of n (vocabulary size) in the denominator is to ensure the marginal
probability over the vocabulary is 1. In the test process, we use the estimation using Laplace
smoothing to approximate the conditional probability as P (v|c = j) ≈ PLaplace(v|c = j). By
incorporating the Laplace smoothing, we can compute r for x6 to be r = 4.0321. Despite there
being more v0s than v1s and v2s in x6, it is classified as class “1”, because P (v2|c = 0) is a
very small value. Furthermore, if the word v2 is associated with the event of interest, and the
words “0” and “1” are associated with the background events, the observation above indicates
a method to detect the event of interest with a tolerance to the distribution of activities in the
background in the test data, which we explore in more detail below.
Suppose the event of interest is associated with a set of special visual words which are
not shared with other activities. That is, there exists such a set G ⊂ V that if v ∈ G , then
P (v|c = 1)  ε and P (v|c = 0) = ε, where ε = 1
(
∑n−1
v=0 N
0
v )+n
(Laplace smoothing). The
scale of ε depends on the total number of words in the negative training samples (
∑n−1
v=0 N
0
v )
and the size of the vocabulary (n). In practice, ε is usually much smaller than P (v2|c = 0) in
the above example which only contains four training samples and three visual words. Given
enough negative training samples, it can be viewed as a positive real value close to 0. Suppose
the present input, x, contains at least one such visual word, xj ∈ G ,j ∈ {0, 1, · · · , d − 1},
indicating the presence of the event of interest. This implies that
∏d−1
j=0 P (xj|c = 0) < ε 2.
If
∏d−1
j=0 P (xj|c = 1)  ε, then r  P (c=1)P (c=0) . The classifier is able to detect the event of
interest effectively. The condition
∏d−1
j=0 P (xj|c = 1)  ε requires that for every xj , j ∈
{0, 1, · · · , d − 1}, P (xj|c = 1)  ε. Because we know that P (v|c = 1)  ε for any v ∈ G ,
the above requirement can be simplified to P (xj|c = 1)  ε when xj /∈ G . Physically, this
requires that all visual words for the background activities should have some occurrences in
2Suppose there is a i ∈ {0, 1, · · · , d − 1} such that P (xi|c = 0) = ε. Then we have
∏d−1
j=0 P (xj |c = 0) =
ε×∏d−1j=0 P (xj 6=i|c = 0). Because∏d−1j=0 P (xj 6=i|c = 0) < 1, we have∏d−1j=0 P (xj |c = 0) < ε.
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the training video clips labelled “1”. Meanwhile, it is likely to produce false alarms when the
training samples labelled “0” are insufficient.
In summary, the use of naive Bayes model for weakly supervised learning requires the
existence of a special set of visual words that are only associated with the event of interest,
however, the method also suffers from overfitting if the training samples for either class are too
small.
5.3 Proposed Weakly Supervised Learning Methodologies for Event De-
tection
This section presents our proposed methods for weakly supervised learning. Section 5.3.1
presents a novel approach of using compressive sensing for weakly supervised event detection.
The motivation is to control the distribution of active entries in the sparse coefficient vector.
Section 5.3.2 presents a method of using relative entropy for rare event detection. In this
method, the event of interest has to be a rare event. The theory is constructed based on the
condition that the number of video clips labelled "1" is much smaller compared to the number
of video clips labelled "0".
5.3.1 MIL Compressive Sensing
The method of the naive Bayes model in Section 5.2.3 requires a sufficient number of training
samples for both of the two classes. In the application of surveillance event detection, we
usually have more video clips without the event of interest. Thus it is more likely to have over-
fitting caused by insufficient positive samples. In this section, we propose an approach which
uses random sensing and orthogonal matching pursuit (OMP) to support MIL for event detec-
tion, which is tolerant to a limited number of positive training samples but requires sufficient
negative training samples. This approach is called “MIL compressive sensing”. Here the term
MIL is exchangeable to "weakly supervised learning". This method is presented in one of our
journal papers, and we preserve the term "MIL" in this section.
In Section 3.4.1, we have an introduction to compressive sensing. Originally Compressive
sensing was proposed as a technique to recover a signal from partial information [16]. More
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trivially, by using a well-designed random matrix Q ∈ Nk×n(k < n), an n dimensional signal
y ∈ Nn×1 can be compressed into a k dimensional signal Qy. Then in the recovery step, a
numerical method is used to find a unique solution of η forQy = QΨη so that the original signal
y can be recovered by y = Ψη, where Ψ ∈ Cn×n is a fixed orthogonal matrix such as the Fourier
basis, and the coefficient vector η has to be sparse (most entries are 0). In computer vision,
this term refers to a set of techniques of sparse representation [100, 104, 112, 114], typically
with an assumption that a sample y can be expressed as a sparse linear combination over Y ∈
Rn×w(w > n) as y = Y η. The matrix Y is either the combination of all training samples
[100] or a trained overcomplete basis set [112]. For unusual event detection [104, 112, 114],
Y is obtained from training samples containing only normal activities. Given a test sample y,
the sparse coefficient vector η for y = Y η is obtained using a numerical sparse approximation
method 3. The reconstruction cost ||y − Y η||2 can be used as a criterion to evaluate how well
matched the test sample y is to the training dataset (normal events). A high reconstruction cost
indicates the presence of unusual events.
The algorithm in [100] for face recognition is a classical supervised learning approach re-
quiring that one image contains only one face, while the algorithms in [114, 104, 112] for event
detection are fully unsupervised, assuming that the training dataset doesn’t contain the event
of interest. The proposed method in this section differs from previous works of compressive
sensing, in that instead of using the reconstruction cost, we explore the usage of the geometric
characteristics of non-zero entries in the sparse coefficient vector for multiple instance learning.
The constraint of sparsity is used to ensure a low false alarm rate. The present section illustrates
the method and its motivations, and the mathematical proofs are provided in Section 5.3.1.1.
To facilitate the discussion, we first explain the notations. Let c (c ∈ {0, 1}) denote the class
type, where c = 1 indicates the presence of the event of interest. The function c(x) denotes
the label of a video clip, x. A video clip is a positive sample if c = 1 and a negative sample if
c = 0. Let V = {v|v ∈ N, v ≤ n−1} be the vocabulary with a cardinality of n. Conforming to
the common convention, P denotes the probability mass, and p denotes the probability density
function.
First of all, we model an event as a distribution of visual words over the vocabulary. Let
B = [b0,b1, · · · ,bm−2,bm−1], B ∈ Rn×m+ , be the matrix of events, where each column bj
3Different from signal recovery, the solution of η is usually not unique as the nature of Y depends on the
training samples.
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(j = 0, 1 · · · ,m − 1) represents an event. The number of columns in B, m, is also the
number of events. In this section, each sample y ∈ Nn×1 is a histogram of visual words in
the present video clip over a vocabulary V 4. The vector y represents the collection of activities
in a video clip, which can be viewed as being generated from the m events with different
weights. Mathematically, we can model this as y = Bθ, where θ ∈ Rm×1, and we assume
the events (columns in B) are independent of one another. Thus given y and B, the solution
of θ is unique. If the present video clip does not contain the jth event, then θ(j) = 0. Let
[y0,y1, · · · ,yw−1] be the matrix of a training dataset containing w video clips. We re-order the
columns in [y0,y1, · · · ,yw−1] to group the samples by their labels, yielding Y = [Y0 Y1], where
Y0 are of label “0”, and Y1 are of label “1”. Given sufficient training samples, the training dataset
contains all m independent events. In this case, we can always find an η = [
η0
η1
] ∈ Rw×1 such
that
y = Y η
= Y0η0 + Y1η1, (5.10)
where η is m sparse. However, it should be noted that, the solution of η is not unique, which
is different from the situation of signal recovery applications.
The difference between Y0 and Y1 is the presence of the event of interest or not. Let the
mth column in B, bm−1, represent the event of interest. Then every column in Y0 is a linear
combination of them−1 background activities b0,b1, · · · ,bm−2. Because bm−1 is independent
of b0,b1, · · · ,bm−2, there must be some positive entries in the part of η1 corresponding to the
bm−1 component for a video clip containing the event of interest.
To begin this discussion, we consider an extreme situation. Suppose rY0 = m − 1 and Y1
only has one column. The condition rY0 = m − 1 requires that the video clips labelled “0” in
the training dataset contain all the m − 1 background activities. Meanwhile, there is only one
video clip with the event of interest (labelled “1”). The vector η1 becomes a single real number
as the size of η1 is equivalent to the number of positive samples. Let’s consider the following
4Readers should note that the representation of a sample y in this section is different from x in Section 3.1. Let
V = {0, 1, 2}, for instance, if we have a video clip with two 1s and one 2s, the x in 3.1 is x = [1, 1, 2] and the y
in 3.2 is y = [0 2 1].
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two cases:
1. Suppose there is a test sample y1 with a label of “0”. Then η1 = 0. This is because if
η1 6= 0, there is no linear combination of Y0 that can be used to eliminate the component
bm−1. Meanwhile, we can always find a m− 1 sparse solution of η0 such that y1 = Y η,
where η =
 η0
0
.
2. Suppose there is a test sample y2 with a label of “1”. Then η1 > 0. First, there is no linear
combination of Y0 that can be used to represent bm−1; if η1 = 0, there is no solution that
can meet y2 = Y η. Second, given that rY0 = m−1, we have rY = m. There is a solution
of η such that y2 = Y η. Thus η1 6= 0. Third, because y2 is a histogram, all entries should
be non-negative integers. As B is a non-negative matrix (B ∈ Rn×m+ ), we have η1 > 0 .
From the above discussion, it is evident that we can design a method for event detection simply
based on η1. η1 = 0 indicates the absence of the event of interest, while η1 > 0 indicates
the presence of the event of interest. The discussion above only considers the case of usual
activities. It is possible that in the test data, there are some samples that contain activities that
are not able to be represented as a linear combination of columns inB. This means the presence
of some unobservable events due to the training dataset, and there will be no solution for η. This
will result in an uncertain η1 and it is possible to have η1 < 0 in this case. It should be noted that,
unless explicitly mentioned, we only consider situations that the events from the test dataset are
all with occurrences in the training dataset.
If the number of positive samples is larger than 1, η1 is a vector. For the test sample y2 with
a label “1”, η1 should contain at least one positive entry; for the test sample y1 with a label
“0”, η1 can be 0 (zero vector) or contain both of positive and negative entries5. Given that η is
sparse (most entries are 0), if the size of η0 is much larger than η1 , it is in a high probability that
η1 = 0. One can simply design event detection applications to predict the test samples which
result in a η1 with at least one positive entry to be class “1”. Ideally, this can detect all the video
clips with the event of interest together with a limited number of false alarms, which will occur
when η1 6= 0 for test samples with label “0”. The constraint of sparsity is used to reduce the
chance of η1 6= 0 and thus reduce false alarm rates.
5If there is a positive entry, there must be some negative entries to eliminate the component of bm−1.
5.3. PROPOSED WEAKLY SUPERVISED LEARNING METHODOLOGIES FOR EVENT
DETECTION 121
However, the design above has a set of practical problems. The computational speed of
the sparse approximation problem in the detection process depends on the dimensions of the
training matrix Y . Meanwhile, we want to ensure that the size of η0 is much larger than η1.
Random matrix sampling is proposed to solve these problems. Let Φ, Q0, Q1 ∼ N (µ, σ) be
three random matrices, where Φ ∈ Rk×n+ (m ≤ k < n), Q0 ∈ Rw0×d0+ (m ≤ d0 < w0) and
Q1 ∈ Rw1×d1+ (1 ≤ d1 < w1). The symbol w0 is the number of negative samples; w1 is the
number of positive samples; n is the size of the vocabulary (input feature vector dimension);
andm is the number of events. Then we construct a dictionaryW = [Φ×Y0×Q0,Φ×Y1×Q1]
to replace Y . Given a sample y, we have Φy = Wβ. β is the coefficient vector similar to η
in the previous discussion. Similar to η, we can separate it into two parts, β = [
β0
β1
] where
Wβ = [Φ× Y0 ×Q0]β0 + [Φ× Y1 ×Q1]β1.
The matrix Φ is used for reducing the input feature dimension from n to k (see Lemma 2 in
Section 5.3.1.1). The matrices Q0 and Q1 reduce the number of columns in Y from w0 + w1
to d0 + d1(see Theorem 1, Lemma 1 and Proposition 1 in Section 5.3.1.1). In this case, the
computational cost will be reduced significantly. Meanwhile by controlling the dimensions of
the random matrices Q0 and Q1 such that d0  d1, we can ensure that the size of β0 is much
larger than the size of β1. From this theory (see Section 5.3.1.1), we can design an algorithm
for event detection based on the positive entries in β1. In our algorithm all entries in B, Y0, Y1,
Q0and Q1 are non-negative. To compute β, we use the Orthogonal Matching Pursuit (OMP)
algorithm 6 [87]. We compute
∑d0+d1
i=d0+1
log(ρ+ β(i)) (ρ > 1) as the score to detect the event of
interest. We use log in our design as the number of positive entries is more important than their
values. The proposed algorithm is outlined in Algorithm 5.1.
We now discuss the requirements and properties of this method. One requirement is that the
video clips labelled “0” should contain all them−1 background activities. Mathematically, this
requires rY0 = m− 1. In practice, this requires sufficient training samples labelled “0”. But for
the video clips labelled “1”, ideally we only need one instance. However, since an event often
appears in different variations, more samples are preferred. Meanwhile, as we cut the video into
clips uniformly in the experiments, it is possible to divide an event into multiple video clips.
6OMP requires setting the maximum number of non-zero entries and guarantees most entries are strictly 0.
Methods such as l1minimisation are not selected as they often lead to numerical results as a lot of entries close to
but not strictly equal to 0.
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Algorithm 5.1 Compressive Sensing for Event Detection
Input: a matrix of training samples Y = [Y0 Y1] with binary labels {0, 1}, where Y0 are of
label 0, and Y1 are of label 1.
Sensing : Random matrices are constructed with random positive real values. The dictionary
is constructed as W = [Φ× Y0 ×Q0,Φ× Y1 ×Q1].
OrthogonalMatching Pursuit: for any input y , an iterative greedy search algorithm to
find a β, such that Φy = Wβ;
Detection: E = 0;
FOR i = d0 + 1 TO d0 + d1
IF β(i) > 0
E = E + log(β(i) + ρ);
END IF
END
The event is detected by applying a threshold to E.
Thus only one video clip labelled “1” is often insufficient in practice.
This method requires the event of interest to be independent from the background activities.
However, it may be hard to determine if this criteria is met in some situations. If we know
that the event of interest is able to be described as a distribution over a disjoint subset of the
vocabulary, it is likely that it can be separated from other events independently.
5.3.1.1 Mathematical Foundations of MIL Compressive Sensing
This section provides the detailed information of the mathematical foundations. It should be
noted that, the mathematical theory presented in this section is a core original contribution in
this thesis. The construction of the theory includes modelling the problem by mathematics, and
providing proofs for the theorems, lemmas and propositions.
Our notation uses the following conventions: upper case English letters denote common
matrices, while bold lower case English letters or Greek letters denote vectors. For instance,
A ∈ Rm×ndenotes a m×n matrix, while a(i, j), is the entry for the ith row and the jth column;
a(:, j) is the j th column vector; a(i, :) is the ith row vector; and rA is the rank of A. The
symbol x(j) is the jth element of vector x.
The random sensing in this algorithm is designed based on the absolute continuity property
of the Gaussian density function. Readers who are not familiar with random matrix theory are
suggested to refer to [82]. Suppose there is a vector p ∈ R1×k, and p 6= 0; let q ∈ Rk×1,and
q ∼ N (µ, σ) (entries of q are i.i.d sampled from a Gaussian distribution N (µ, σ)), we always
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have P (pq = 0) = 0. This is because the solution space of q is a null set (measure 0) of the
Rk vector space. More trivially, we can simply prove this by selecting the s non-zero entries in
p and the corresponding entries in q, to form two vectors pˆ and qˆ. If under the condition of the
first s − 1 entries in qˆ are fixed, the last entry is a fixed value for pˆqˆ = 0. The probability to
generate a fixed value in a Gaussian distribution is 0. Thus the integral of the joint probability
in the s dimension vector space is 0. Finally we have P (pq = 0) = 0.
Theorem 1 Suppose there is a basis B ∈ Rn×m(n > m), and that any sample y ∈ Rn×1 is
a linear combination of B, y = Bx, x ∈ Rm×1. Let Y = [y1,y2, · · · ,yw] ∈ Rn×w(w > n) be
a matrix of training samples. Let Y = BX , X ∈ Rm×w. Let Q ∼ N (µ, σ) be a random matrix,
Q ∈ Rw×d(m ≤ d < w) . If rX = m, then for any y, there is at least an m sparse vector η ,
such that y = Y Qη.
Proof : Let A = XQ. Then we have
A =

x(0, :)q(:, 0) x(0, :)q(:, 1) · · · x(0, :)q(:, d− 1)
x(1, :)q(:, 0) x(1, :)q(:, 1) · · · x(1, :)q(:, d− 1)
... · · · · · · ...
x(m− 1, :)q(:, 0) x(m− 1, :)q(:, 1) · · · x(m− 1, :)q(:, d− 1)

(5.11)
(1)We first prove that if rX = m, then rA = m. This can be proven if P (rA = m|rX =
m) = 1. Clearly, since A is an m × d matrix, rA 5 m = rX . Thus P (rA = m|rX = m) =
1 − P (rA < m|rX = m) . Then we shall prove P (rA < m|rX = m) = 0. If rA < m , the m
rows in A are linear dependent. There is a vector β, such that a(m− 1, :) = ∑m−2i=0 β(i)a(i, :).
From Equation 5.11, for any j ≤ d− 1, we have
x(m− 1, :)q(:, j) =
m−2∑
i=0
β(i)x(i, :)q(:, j),⇒
(x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0.
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Because rX = m, the m rows in X are linear independent. Thus
x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :) 6= 0.
Then we have
P ((x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0) = 0,
for that q(:, j) is generated by a Gaussian distribution, which is absolutely continuous. Clearly
we have
P (rA < m|rX = m) =
d−1∏
0
P ((x(m− 1, :)−
m−2∑
i=0
β(i)x(i, :))q(:, j) = 0) = 0.
Then P (rA = m|rX = m) = 1. Thus rA = m.
(2) Since rA = m, we can find m linearly independent columns in A to form a basis U ∈
Rm×m. LetH be the set of column indexes for the selected m columns in A. Then, performing
a rank decomposition, A = UV , V ∈ Rm×d, and Y Qη = BXQη = BAη = BUV η. Let
us restrict the locations of the non-zero entries in the m sparse vector η according to i /∈ H ,
η(i) = 0. Obviously V η = ηˆ (ηˆ is the vector obtained by removing the fixed 0s in η). Thus
Y Qη = BUV η = BUηˆ. For any y, there is a vector x such that y = Bx. Let ηˆ = U−1x
(U is a full rank square matrix, thus always has inverse matrix). Then we have y = Bx =
B(UU−1)x = BUηˆ = BUV η. The proof finished.
Lemma 1: Suppose there is a basis B ∈ Rn×m(n > m). Suppose there is a training
dataset Y = BX , where X(m − 1, :) = 0, and a sample in the test dataset y = Bx, where
x(m − 1) 6= 0. Let Q ∼ N (µ, σ) be a random matrix, where Q ∈ Rw×d(m ≤ d < w). Then
there is no such η that satisfies y = Y Qη.
Proof : Suppose y = Y Qη, then y = BXQη. Let A = XQ, and w = XQη. If X(m−1, :
) = 0, thenA(m−1, :) = 0. Then for any η, w(m−1) = 0. This contradicts with x(m−1) 6= 0
(y = Bx).
Lemma 2: Suppose there is a basis B ∈ Rn×m(n > m). Let Φ ∼ N (µ, σ) be a random
matrix, where Φ ∈ Rk×n(m ≤ k < n). If D = ΦB, then rD = m.
Proof : D is a k×m matrix, where (k ≥ m). Thus rD ≤ m. To prove rD = m, we simply
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need to prove P (rD < m) = 0. If rD < m, the m columns in D are linear dependent. In
this case, there is a vector β, such that D(:,m − 1) = ∑m−2i=0 β(i)D(:, i). For any j ≤ k − 1,
d(j,m− 1) =∑m−2i=0 β(i)d(j :, i). Thus
Φ(j, :)B(:,m− 1) =
m−2∑
i=0
β(i)Φ(j, :)B(:, j)⇒
Φ(j, :)(B(:,m− 1)−
m−2∑
i=0
β(i)B(:, j)) = 0.
Since B is a basis, B(:,m− 1)−∑m−2i=0 β(i)B(:, j) 6= 0. Since the Gaussian density function
is absolutely continuous, we have
P (Φ(j, :)(B(:,m− 1)−
m−2∑
i=0
β(i)B(:, j)) = 0) = 0.
Thus P (rA < M) = 0. Thus the columns in D are also linear independent, and rD = m.
Proposition 1: Suppose we have the following variables:
• a basis B ∈ Rn×m(n > m), such that any sample y ∈ Rn×1 is a linear combination of B
(y = Bx, x ∈ Rm×1);
• a training dataset Y = [Y0 Y1] with binary labels {0, 1}, where Y0 is for samples with
label 0, and Y1 is for samples with label 1;
• a matrix X0 ∈ Rm×w0 such that X0(m− 1, :) = 0, Y0 = BX0; and rX0 = m− 1.
• a matrix X1 ∈ Rm×w1 such that Y1 = BX1, and for each j ≤ w1, x1(m− 1, j) 6= 0;
• two random matrices Q0, Q1 ∼ N (µ, σ) where Q0 ∈ Rw0×d0(m ≤ d0 < w0) and Q1 ∈
Rw1×d1(1 ≤ d1 < w1); and
• a test sample y = Bx, where x(m− 1) 6= 0.
Then there is always at least an m sparse vector η such that y = [Y0Q0 Y1Q1]η; and for such a
η , there is at least a j , (d0 + d1) ≥ j > d0, for which η(j) 6= 0.
Proof : We prove this proposition in two steps. First, we prove that if there is such an η for
y = [Y0Q0 Y1Q1]η, there is at least a j , (d0 + d1) ≥ j > d0 for which η(j) 6= 0. Second, we
prove the existence of such an m sparse η.
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(1) Let
η =
η0
η1
where η0 is the vector for the first d0 entries and η1 is the vector for the last d1 entries from η.
If all non-zeros entries of η are in η0, we have y = Y0Q0η0. This contradicts Lemma 1. Thus if
there exists such an η, there is at least7 one η(j) 6= 0, where d0 + d1 ≥ j > d0.
(2)First we expand
y = x(0)b0 + x(1)b1 + · · ·+ x(m− 1)bm−1.
Let y0 = x(0)b0+x(1)b1+· · ·+x(m−2)bm−2. Let y1 = x(m−1)bm−1. Then y = y0+y1. Let
η
′
1 = [1, 0, 0 · · · , 0]Tbe a vector of length d1. Then y′1 = Y1Q1η′1 = Bx′ , where x′ = X1Q1η′1.
Since for each j ≤ w1, x1(m− 1, j) 6= 0, then this implies x′(m− 1) 6= 0. Then we have
y
′
1 =
m−2∑
i=0
x
′
(i)bi + x
′
(m− 1)bm−1 ⇒
bm−1 = (Y1Q1η
′
1 −
m−2∑
i=0
x
′
(i)bi)/x
′
(m− 1)⇒
y1 =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 −
x(m− 1)
x′(m− 1)
m−2∑
i=0
x
′
(i)bi ⇒
y = y0 + y1 =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 +
m−2∑
i=0
(x(i)− x(i)
x′(i)
x
′
(i))bi.
Let us construct B0 = [b0b1 · · ·bm−2]. By removing X0(m − 1, :), we construct X ′0. Since
X0(m− 1, :) = 0 , Y0 = B0X ′0, and rX′0 = m− 1. Then in terms of Theorem 1, we can always
find a η0 such that
m−2∑
i=0
(x(i)− x(i)
x′(i)
x
′
i)bi = Y0Q0η0,
where η0 is m− 1 sparse. Finally we have
y =
x(m− 1)
x′(m− 1)Y1Q1η
′
1 + Y0Q0η0.
7The phrase “at least” is used to express “η1 6= 0”.
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Then we can have at least an
η =
η0
x(m−1)
x′ (m−1)η
′
1
with m non-zeros entries. The proof is finished.
5.3.2 Rare Event Detection using Relative Entropy
In Section 5.3.1, we have presented a novel method for event detection based on weakly super-
vised learning. The theory is constructed on random matrix sampling and sparse representation.
Theoretically, this method can be used to detect the video clips containing the event of interest
with a relatively low false alarm rate. However, there are some limitations for applying this
method in real world applications. First of all, this theory is constructed based on assumptions
which may not hold for some real world applications. Secondly, the dimensions of the random
matrices are set by the users, and the choice of these values are hard to determine.
In this section, we present another novel approach for event detection of weakly supervised
learning. The method is theoretically simple and effective, and practically efficient and robust.
From the theoretical point of view, we can construct a boundary to separate the two classes of
video clips. From the practical point of view, this approach does not require manual setting
of parameters and achieves more stable performances. However, its application is limited to
the situations where the number of labelled "0" video clips is much larger than the number of
labelled "1" video clips. Therefore, this method is limited to the detection of low frequency
events, which are termed "rare events". Our method is based on the concept of relative entropy.
The term “relative entropy”, also known as Kullback-Leibler divergence has been widely used
in various applications in probability and statistics since its creation in 1950s [43]. It is typically
applied for measuring the similarity of two distributions. The structure of the learning model is
similar to the naive Bayes model, with the difference that the log-likelihood used in naive Bayes
is replaced with relative entropy. However, this replacement brings significant benefits in our
application. Our contribution in this Section is the development of a theory to support the use
of relative entropy for rare event detection under the experimental settings of weakly supervised
learning.
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Let V = {v0, v1, v2, · · · , vK−1} be the vocabulary with a cardinality of K 8. Let c denote
the label. Conventionally, p represents the probability. Let a video clip be represented as a
histogram of code words such as X = [x0, x1, · · · , xK−1], where xi is the frequency of vi in
the present video clip. This representation is consistent with the “bag of words” approaches
as we discussed before. Suppose a video clip X is considered to be generated by sampling a
distribution H , which is a probability distribution of the K codewords over V . Let G ⊂ V be a
subset of V which contains the codewords specified for the event of interest. That is, the motion
patterns for the event of interest are described in G and the motion patterns for the background
events are represented by codewords other than those in G. Let M be the cardinality of G. As
G is a non-empty subset of V , we have K > G ≥ 1. To facilitate the analysis, we can order
the code words in V so that the last M codewords are elements of G, as
vK−M , vK−M−1, · · · , vK−1 ∈ G. (5.12)
Let H = [h0, h1, · · · , hK−1], where hi is the probability of the codeword vi. Clearly,∑K−1
i=0 hi = 1, and hi = 0.
Suppose the difference between class “1” and class “0” is only whether there is the presence
of the event of interest or not. We partition the video clips generated by H into two classes.
Those containing the code words from G are labelled “1”; others are labelled “0”.
Now let us consider the conditional probabilities under the known labels. For video clips
labelled “1”, all codewords are possible to occur. Therefore,
p(vi|c = 1) = hi (5.13)
, where 0 ≤ i < K. For video clips labelled “0”, the occurrence of codewords from G is
impossible, which indicates
p(vi|c = 0) =

hi
S
(i < K −M)
0 (K > i ≥ K −M)
(5.14)
, where the term S =
∑K−M+1
j=0 hj is a constant to ensure
∑K−1
i=0 p(vi|c = 0) = 1. Since S
8Here the notation K is used, indicating that the vocabulary is learned from the K-means clustering step
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is the summation of a partial probability distribution, then S < 1. If i < K −M , we will have
p(vi|c = 1)
p(vi|c = 0) =
hi
hi
S
= S. (5.15)
Eq. 5.15 shows that ratio of the probabilities of a codeword associated with background
events conditioned on the two labels is a constant.
The goal of the learning process is to estimate p(vi|c = j), where i ∈ {x|x ∈ N, 0 5 x <
K} and j ∈ {0, 1}. If we partition the training samples into two groups by their labels, we can
obtain the histogram of words for each class. Given sufficient training data, these histograms
can be used to estimate p(vi|c = j) by adding a normilisation step,
p(vi|c = j) ≈ n
j
i
N j
, (5.16)
where nji denotes the frequencies of vi when c = j; and N
j is the total number of words
when c = j. From Eq. 5.15 and Eq. 5.16, we have
n1i
n0i
≈ p(vi|c = 1)×N
1
p(vi|c = 0)×N0
= S × N
1
N0
, (5.17)
under the condition of i < K − M ( this indicates vi ∈ G). In previous discussion, it
was shown that S < 1. Suppose that the event of interest is a rare event, which indicates that
the number of video clips labelled “0” is much larger than the number of video clips labelled
“1”. This further indicates that the total number of codewords for the video clips labelled “0” is
much larger than the total number of codewords for video clips labelled “1”. That is, N1 < N0.
Then N
1
N0
< 1. Based on the above discussion, we have the following expression:
∀i, j i 6= j; vi, vj /∈ G⇒ n
1
i
n0i
=
n1j
n0j
= r, (5.18)
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where r < 1 is a constant. If the training dataset is sufficiently large, then n0i  1 and
n1i  1. We further have
1 + n1i
1 + n0i
≈ n
1
i
n0i
= r vi, vj /∈ G && i 6= j. (5.19)
Here we consider the term 1+n
1
i
1+n0i
refers to the Laplace smoothing approximation in the
training process. In the case when nji = 0, P (vi|c = j) = 0. The possibility of 0 for
the probabilities potentially can cause numerical issues such as division by 0 in the following
process. As such, additive smoothing (Laplace smoothing) is applied[20] 9 as
p(vi|c = j) ≈ 1 + n
j
i
N j +K
. (5.20)
The addition of 1 in the numerator avoids the encounter of 0 probabilities, and the addition
of K in the denominator ensures the marginal probabilities sum to one.
After training, there is a learned distribution of codewords for each class. For class “0”, we
denote this distribution as P0; and for class “1”, we denote this distribution as P1.
Given a video clip X = [x0, x1, · · · , xK−1], we can normalise it into a distribution Q =
[q0, q1, q2, · · · , qK−1], where qi = xi/
∑K
j=0 xj . Intuitively, one simple criterion of recognition
can be that, if the distribution Q is closer to P0, then the video clip is recognized as class “0”;
otherwise, it is recognized as class “1”. The relative entropy is used to measure the metric
between the two distributions. Let DKL(Q||P0) be the relative entropy10 for Q and P0; and let
DKL(Q||P1) be the relative entropy for Q and P1. Then we have
DKL(Q||Pc) =
K−1∑
i=0
qiln
qi
p(vi|c) , (5.21)
where c ∈ {0, 1} is the class label. In binary classification applications using traditional
supervised learning, the result such that DKL(Q||P0) > DKL(Q||P1) typically indicates that
the codeword distribution in the present video clip Q is closer to the codeword distribution of
class “1” P1. Then we will recognize the present video clip as class “1”. Equivalently, we
9Additive smoothing is a special kind of Laplace smoothing.
10Conventionally, we use the symbol KL to indicate K-L divergence, which is the alternative term for relative
entropy.
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can write the criterion as DKL(Q||P0) − DKL(Q||P1) > 0 for the classification of labelled
"1" video clips. In the following discussion, we will see that this method is able to extend to
support weakly supervised learning by modifying the threshold from 0 to another separation
boundary. In reality the capability of supporting weakly supervised learning highly depends on
the assumption that the number of video clips labelled “0” is much larger than those labelled
“1”, which mathematically derives Eq. 5.19.
More precisely, we have
DKL(Q||P0)−DKL(Q||P1)
=
∑K−1
i=0 qiln
qi
p(vi|c=0) −
∑K−1
i=0 qiln
qi
p(vi|c=1) (5.22)
=
∑K−1
i=0 qi(ln
qi
p(vi|c=0) − ln
qi
p(vi|c=1))
=
∑K−1
i=0 qiln
p(vi|c=1)
p(vi|c=0)
= ln
∏K−1
i=0 (
p(vi|c=1)
p(vi|c=0))
qi . (5.23)
Suppose that the input video clip is labelled in “0” . This indicates that qi = 0 for any
vi ∈ G. Then we have
DKL(Q||P0)−DKL(Q||P1)
= ln
∏
i/∈G(
p(vi|c=1)
p(vi|c=0))
qi
= ln
∏K−1
i=0 (
1+n1i
N1+K
1+n
j
i
N0+K
)qi
= ln
∏K−1
i=0 (
1+n1i
1+n0i
× N0+K
N1+K
)qi
≈ ln∏K−1i=0 (r × N0+KN1+K )qi
= ln(r × N0+K
N1+K
)
∑
i/∈G qi
= ln(r × N0+K
N1+K
). (5.24)
Now suppose the input video clip is labelled “1”. In this case, at least for some vi ∈ G,
qi 6= 0. Since code words from G only occur in the video clip labelled “1”, then for any vi ∈ G,
we have
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p(vi|c = 0) = 1
N0 +K
; &&
p(vi|c = 1) > 1
N1 +K
. (5.25)
Eq. 5.25 leads to the following result as
p(vi|c = 1)
p(vi|c = 0) >
1
N1+K
1
N0+K
=
N0 +K
N1 +K
> r × N
0 +K
N1 +K
s.t vi ∈ G. (5.26)
Applying Eq. 5.26 to Eq. 5.23, we have
DKL(Q||P0)−DKL(Q||P1)
= ln
∏
i/∈G(
p(vi|c=1)
p(vi|c=0))
qi
∏
i∈G(
p(vi|c=1)
p(vi|c=0))
qi
= ln
∏
i/∈G(r × N
0+K
N1+K
)qi
∏
i∈G(
p(vi|c=1)
p(vi|c=0))
qi
> ln
∏
i/∈G(r × N
0+K
N1+K
)qi
∏
i∈G(r × N
0+K
N1+K
)qi
= ln(r × N0+K
N1+K
)
∑K
i=0 qi
= ln(r × N0+K
N1+K
). (5.27)
From Eq. 5.24 and Eq. 5.27, using the distance of relative entropy ( DKL(Q||P0) −
DKL(Q||P1) ) as the criterion, theoretically there is a separation boundary ln(r× N0+KN1+K ) which
can be used to distinguish the video clips into the two classes. Therefore, we can design a
classifier as
c(X) =
1 DKL(Q||P0)−DKL(Q||P1) > ln(r ×
N0+K
N1+K
)
0 DKL(Q||P0)−DKL(Q||P1) ≤ ln(r × N0+KN1+K )
(5.28)
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where c(X) is a function indicating the class of the video clip X .
Finally, we compare the use of relative entropy to the log-likelihood ratio, which is used in
the naive Bayes model. Let l be the notation for log likelihood ratio,
l = ln
p(c = 1)
∏K−1
i=0 p(vi|c = 1)xi
p(c = 0)
∏K−1
i=0 p(vi|c = 0)xi
= ln
p(c = 1)
p(c = 0)
+
K−1∑
i=0
xiln
p(vi|c = 1)
p(vi|c = 0)
∼
K−1∑
i=0
xiln
p(vi|c = 1)
p(vi|c = 0) . (5.29)
From Eq. 5.23 and Eq. 5.29, the difference in using relative entropy and log-likelihood ratio
as the detection criterion is in the replacement of xi with qi. From the mathematical induction
above, the fact
∑K−1
i=0 qi = 1 is extensively used to build our theory. Meanwhile, this also allows
the system to be invariant to the number of trajectories in the video clip. From Eq. 5.29, l will
increase if any of the xi increases. This will result in false alarms for very busy video clips, and
missed alarms for non-crowded scenes, even if the video clip clearly contains only the event of
interest. The use of a normalised term such as qi avoids the problem of errors caused by the
level of crowdedness.
5.4 Evaluation
This section presents the evaluation of the proposed methods of weakly supervised learning on
the MIT Traffic Dataset [97].
5.4.1 Dataset Specification and Experiment Design
The MIT Traffic Dataset, which is a 90-minute real world traffic surveillance footage, is used in
the experiments [97]. The events to detect are defined in Figure 5.5 as: Right-Turn, Left-Turn,
JayWalking1 and JayWalking211. Since there is no publicly available ground truth, we manually
11Jay-walking means the interaction of the pedestrians crossing a road and the vehicles being driven down.
This definition follows existing literature [97], and may be different from traffic laws. This dataset is available at
http://www.ee.cuhk.edu.hk/~xgwang/MITtraffic.html. The video files are converted to images and then encoded
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(a) Right Turn (b) Left Turn
(c) Jay Walking 1 (d) Jay Walking 2
Figure 5.5: The Events of Interest in this paper
annotated the ground truth12. The video is cut uniformly into video clips of length 96 frames.
Totally there are 1728 video clips. The number of video clips labelled "1" is 73, 56, 139 and
366 for the Right Turn, Left Turn, Jay Walking 1 and Jay Walking 2 respectively.
5.4.2 Results
We evaluate the methods of weakly supervised learning on the four feature descriptors: the
discrete optical flow descriptor [33], the KLT tracker descriptor (Section 4.2.2.1) and particle
video descriptor (Section 4.2.2.2), and the feature descriptor from MPEG compressed domain
which is proposed in the forth-coming Section 6.3. Though feature extraction from MPEG
hasn’t been introduced thus far in this thesis, we produce the results here to provide a more
complete evaluation for our proposed classifiers.
The video clips are partitioned into five equal groups for a 5-fold cross validation, and the
into MPEG-2 format.
12 the frame spans of the target event are first marked using the Viper Groundtruth Annotation Tool; the video
files are cut into short duration clips; for each clip if at least one frame is marked with an event, the video clip will
have a label "1" for that event.
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performance is evaluated using the mean of the AUCs (Area Under the ROC curves) on the five
tests. Figure 5.6 to 5.9 present the bar graphs of the results, with each bar indicating the mean
of AUCs for a configuration. Each experiment is conducted with a different combination of
classifier, feature descriptor and parameter setting. To investigate the effectiveness of various
machine learning approaches, we conduct experiments at different supervision levels (super-
vised, weakly supervised, and unsupervised). The learning models include naive Bayes model,
Latent Dirichlet Allocation (LDA) (number of topics: 10), Hierarchical Dirichlet Processes
(HDP), Support Vector Machines (SVM) (the linear and one class SVM uses the inner produce
kernel; the nonlinear SVM uses RBF kernel.), Labelled Topic Model [105], WSJTM [33]
and the proposed compressive sensing approach (d0 = 254 , d1 = 9 , the number of active
entries for OMP is set into 5 (MIL CS 1) and 9 (MIL CS 2) for tests). For the unsupervised
learning approaches, this is an anomaly detection problem. To ensure the event of interest is the
“anomaly event”, we select the video clips labelled “0” to form a training dataset for each event
of interest. In this way, the probability of the event of interest is always 0 due to the training
dataset. The methods with this preprocessing are marked as “BG”. The feature and parameters
are encoded into 13 integers which is shown in Table 5.2. Experiments are conducted by using
1 and 5 Fourier AC coefficients; and by setting the number of clusters for Kmeans into different
values. The number of clusters is set to the following: A: a small value (30); B: a middle
value (by observing the elbow of the plot as discussed in Chapter 4; C: and a large value (300).
The Table 5.3 shows the means of AUCs for the experiments associated with each classifier,
allowing the stability of the classifier across a variety of conditions to be established. As the
Table 5.3 is too long, the information is further summarized in Table 5.4, where only the mean
and the maximum of the means of AUCs for each classifier is presented. The maximum value
shows the performance with the fittest feature and parameters; the mean value shows the general
performance across a set of features and parameters.
Table 5.3: The Experimental Results (the means of AUCs)
Feature Event Para LDA HDP BG-LDA 1 SVM 1 BG SVM L SVM N SVM Labeled WSJTM NB Entropy MIL-CS 1 MIL-CS 2
optical
RT na 0.715 0.718 0.734 0.701 0.694 0.833 0.891 0.852 0.526 0.820 0.852 0.845 0.842
LT na 0.530 0.582 0.573 0.583 0.582 0.711 0.699 0.564 0.602 0.663 0.693 0.697 0.682
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JW1 na 0.587 0.585 0.601 0.585 0.583 0.617 0.652 0.607 0.535 0.647 0.653 0.628 0.636
JW2 na 0.595 0.588 0.557 0.592 0.584 0.655 0.699 0.649 0.555 0.683 0.685 0.685 0.678
KLT
RT
1/A 0.720 0.719 0.595 0.690 0.682 0.629 0.809 0.856 0.572 0.831 0.853 0.835 0.831
1/B 0.720 0.719 0.754 0.686 0.673 0.636 0.831 0.870 0.560 0.807 0.831 0.876 0.871
1/C 0.740 0.719 0.768 0.643 0.623 0.760 0.867 0.904 0.569 0.816 0.856 0.780 0.793
5/A 0.726 0.719 0.742 0.700 0.698 0.778 0.774 0.775 0.505 0.792 0.820 0.798 0.768
5/B 0.708 0.719 0.744 0.750 0.749 0.739 0.811 0.791 0.486 0.777 0.797 0.767 0.774
5/C 0.720 0.719 0.716 0.717 0.712 0.747 0.865 0.866 0.559 0.798 0.832 0.789 0.790
LT
1/A 0.588 0.580 0.625 0.608 0.606 0.481 0.592 0.651 0.589 0.678 0.689 0.671 0.658
1/B 0.582 0.580 0.562 0.590 0.582 0.629 0.665 0.669 0.544 0.690 0.693 0.688 0.650
1/C 0.582 0.580 0.579 0.597 0.596 0.560 0.712 0.615 0.559 0.670 0.706 0.684 0.682
5/A 0.579 0.580 0.588 0.596 0.596 0.626 0.687 0.549 0.585 0.665 0.664 0.663 0.657
5/B 0.585 0.580 0.563 0.568 0.567 0.593 0.725 0.649 0.500 0.694 0.687 0.693 0.722
5/C 0.584 0.580 0.583 0.577 0.577 0.653 0.716 0.687 0.509 0.700 0.696 0.696 0.695
JW1
1/A 0.599 0.580 0.593 0.590 0.588 0.579 0.605 0.656 0.560 0.664 0.651 0.607 0.605
1/B 0.578 0.580 0.576 0.597 0.595 0.573 0.620 0.645 0.519 0.662 0.648 0.660 0.658
1/C 0.578 0.580 0.579 0.603 0.599 0.652 0.669 0.627 0.514 0.665 0.670 0.617 0.617
5/A 0.581 0.580 0.567 0.592 0.592 0.579 0.563 0.574 0.559 0.593 0.587 0.587 0.592
5/B 0.595 0.580 0.567 0.569 0.569 0.562 0.601 0.623 0.575 0.607 0.608 0.600 0.596
5/C 0.591 0.580 0.591 0.595 0.593 0.550 0.648 0.648 0.591 0.640 0.646 0.658 0.647
JW2
1/A 0.523 0.511 0.509 0.520 0.514 0.531 0.623 0.601 0.506 0.622 0.626 0.622 0.630
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1/B 0.524 0.511 0.536 0.528 0.522 0.548 0.605 0.620 0.522 0.626 0.619 0.603 0.606
1/C 0.528 0.511 0.526 0.524 0.527 0.583 0.606 0.645 0.489 0.640 0.638 0.555 0.565
5/A 0.523 0.511 0.531 0.526 0.526 0.513 0.587 0.554 0.505 0.574 0.550 0.539 0.533
5/B 0.515 0.511 0.539 0.530 0.538 0.554 0.612 0.569 0.506 0.581 0.548 0.546 0.549
5/C 0.524 0.511 0.522 0.525 0.529 0.577 0.629 0.604 0.540 0.610 0.580 0.571 0.581
PV
RT
1/A 0.665 0.657 0.599 0.635 0.632 0.753 0.778 0.740 0.566 0.747 0.757 0.756 0.764
1/B 0.666 0.657 0.663 0.621 0.619 0.714 0.774 0.809 0.514 0.746 0.756 0.746 0.761
1/C 0.654 0.657 0.657 0.671 0.669 0.647 0.755 0.666 0.542 0.725 0.737 0.748 0.745
5/A 0.658 0.657 0.650 0.649 0.648 0.609 0.669 0.588 0.598 0.726 0.732 0.693 0.691
5/B 0.662 0.657 0.653 0.620 0.618 0.634 0.741 0.695 0.566 0.724 0.740 0.730 0.733
5/C 0.660 0.657 0.651 0.652 0.651 0.629 0.753 0.718 0.547 0.728 0.741 0.710 0.708
LT
1/A 0.577 0.591 0.642 0.614 0.613 0.583 0.712 0.609 0.602 0.701 0.706 0.679 0.692
1/B 0.578 0.591 0.583 0.626 0.624 0.629 0.756 0.578 0.516 0.697 0.710 0.725 0.718
1/C 0.593 0.591 0.572 0.562 0.563 0.608 0.678 0.543 0.607 0.680 0.711 0.696 0.693
5/A 0.584 0.591 0.572 0.608 0.608 0.574 0.598 0.576 0.648 0.724 0.731 0.722 0.695
5/B 0.583 0.591 0.597 0.619 0.619 0.621 0.695 0.570 0.523 0.720 0.734 0.713 0.715
5/C 0.590 0.591 0.599 0.589 0.589 0.662 0.735 0.579 0.573 0.702 0.735 0.670 0.675
JW1
1/A 0.562 0.562 0.568 0.564 0.564 0.563 0.621 0.584 0.521 0.594 0.601 0.608 0.597
1/B 0.561 0.562 0.547 0.566 0.566 0.613 0.680 0.589 0.585 0.674 0.682 0.664 0.669
1/C 0.564 0.562 0.558 0.561 0.561 0.643 0.677 0.571 0.498 0.677 0.687 0.665 0.682
5/A 0.562 0.562 0.561 0.569 0.568 0.582 0.531 0.550 0.526 0.610 0.615 0.587 0.617
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5/B 0.561 0.562 0.562 0.573 0.573 0.597 0.617 0.616 0.562 0.644 0.659 0.615 0.631
5/C 0.563 0.562 0.566 0.562 0.562 0.584 0.645 0.588 0.544 0.645 0.648 0.620 0.627
JW2
1/A 0.571 0.569 0.559 0.569 0.565 0.530 0.605 0.648 0.527 0.641 0.644 0.628 0.632
1/B 0.574 0.569 0.567 0.541 0.540 0.616 0.639 0.674 0.522 0.646 0.657 0.626 0.634
1/C 0.572 0.569 0.563 0.559 0.553 0.593 0.653 0.671 0.533 0.652 0.658 0.618 0.617
5/A 0.565 0.569 0.587 0.582 0.582 0.627 0.606 0.541 0.566 0.618 0.616 0.582 0.583
5/B 0.567 0.569 0.578 0.580 0.579 0.620 0.667 0.599 0.529 0.638 0.631 0.605 0.606
5/C 0.570 0.569 0.570 0.570 0.567 0.596 0.689 0.621 0.519 0.641 0.633 0.597 0.598
RT
1/A 0.635 0.623 0.553 0.608 0.606 0.649 0.502 0.709 0.544 0.706 0.728 0.737 0.739
1/B 0.623 0.623 0.578 0.625 0.620 0.733 0.525 0.749 0.541 0.722 0.738 0.751 0.754
1/C 0.624 0.623 0.631 0.620 0.617 0.670 0.719 0.803 0.643 0.716 0.739 0.729 0.736
5/A 0.624 0.623 0.563 0.629 0.629 0.557 0.502 0.541 0.572 0.686 0.694 0.652 0.652
5/B 0.627 0.623 0.600 0.625 0.625 0.665 0.511 0.721 0.639 0.701 0.722 0.670 0.662
5/C 0.617 0.623 0.622 0.663 0.662 0.635 0.576 0.701 0.567 0.700 0.723 0.685 0.680
LT
1/A 0.599 0.596 0.552 0.601 0.600 0.665 0.510 0.617 0.546 0.672 0.667 0.671 0.663
1/B 0.600 0.596 0.581 0.606 0.606 0.665 0.501 0.615 0.633 0.693 0.680 0.689 0.683
1/C 0.588 0.596 0.598 0.629 0.627 0.678 0.601 0.671 0.592 0.747 0.743 0.723 0.726
5/A 0.591 0.596 0.609 0.600 0.600 0.677 0.510 0.554 0.648 0.707 0.692 0.694 0.705
5/B 0.589 0.596 0.584 0.606 0.605 0.717 0.507 0.575 0.620 0.703 0.696 0.685 0.651
5/C 0.599 0.596 0.594 0.608 0.609 0.690 0.520 0.690 0.608 0.707 0.702 0.715 0.717
JW1
1/A 0.623 0.619 0.589 0.622 0.621 0.521 0.504 0.568 0.568 0.588 0.593 0.575 0.587
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1/B 0.621 0.619 0.574 0.628 0.626 0.539 0.513 0.582 0.555 0.635 0.641 0.643 0.636
1/C 0.621 0.619 0.611 0.627 0.626 0.600 0.551 0.617 0.538 0.660 0.677 0.607 0.609
5/A 0.623 0.619 0.605 0.612 0.612 0.559 0.505 0.546 0.551 0.596 0.601 0.592 0.619
5/B 0.621 0.619 0.614 0.616 0.616 0.626 0.498 0.606 0.570 0.564 0.595 0.583 0.587
5/C 0.621 0.619 0.613 0.609 0.609 0.637 0.503 0.601 0.577 0.600 0.636 0.606 0.586
JW2
1/A 0.589 0.583 0.537 0.588 0.583 0.574 0.502 0.580 0.556 0.660 0.659 0.659 0.658
1/B 0.590 0.583 0.579 0.585 0.579 0.661 0.521 0.646 0.553 0.674 0.674 0.668 0.668
1/C 0.591 0.583 0.584 0.572 0.567 0.647 0.566 0.670 0.525 0.675 0.678 0.644 0.642
5/A 0.583 0.583 0.588 0.589 0.589 0.655 0.502 0.542 0.566 0.608 0.590 0.569 0.560
5/B 0.586 0.583 0.597 0.587 0.587 0.694 0.503 0.571 0.552 0.647 0.639 0.592 0.594
5/C 0.585 0.583 0.582 0.601 0.600 0.636 0.531 0.612 0.554 0.652 0.650 0.585 0.586
From Figure 5.6,5.7, 5.8, 5.9 and Table 5.3, 5.4 it can be seen that the traffic turn events
are generally easier to detect compared to the jay walking events: many experiments report the
means of AUC for the traffic turn event over 0.7; but no experiment for the jay walking events
was able to achieve a mean of AUCs over 0.7. This is possibly because the jay walking events
involve more than one moving agent (a pedestrian and a vehicle). The traffic turn event achieved
higher accuracies since it satisfied the condition that the event is associated with a disjoint subset
of visual words. This is an assumption of the proposed relative entropy approach. Under this
condition, the proposed MIL CS better satisfies the independence requirement for the event of
interest.
For traffic turn events, the detection of the Right Turn achieves better performance compared
to the detection of the Left Turn events. One reason for this is that the number of clips labelled
“1" for the Right Turn event is larger (73) compared to the number of clips for the Left Turn
event (56). The other reason which leads to this result is that in the location of the Left Turn,
there is a big shadow of the building, from which it is possible that inaccuracies are caused in
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Table 5.2: The integer codes for different feature configurations
Integer Code Feature and Parameters
1 discrete optical flow
2 KLT + 1 Fourier ac coefs + 30 clusters
3 KLT + 1 Fourier ac coefs + 100 clusters
4 KLT + 1 Fourier ac coefs + 300 clusters
5 KLT + 5 Fourier ac coefs + 30 clusters
6 KLT + 5 Fourier ac coefs + 90 clusters
7 KLT + 5 Fourier ac coefs + 300 clusters
8 particle video + 1 Fourier ac coefs + 30 clusters
9 particle video + 1 Fourier ac coefs + 100 clusters
10 particle video + 1 Fourier ac coefs + 300 clusters
11 particle video + 5 Fourier ac coefs + 30 clusters
12 particle video + 5 Fourier ac coefs + 90 clusters
13 particle video + 5 Fourier ac coefs + 300 clusters
14 MPEG + 1 Fourier ac coefs + 30 clusters
15 MPEG + 1 Fourier ac coefs + 95 clusters
16 MPEG + 1 Fourier ac coefs + 300 clusters
17 MPEG + 5 Fourier ac coefs + 30 clusters
18 MPEG + 5 Fourier ac coefs + 95 clusters
19 MPEG + 5 Fourier ac coefs + 300 clusters
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Table 5.4: Evaluation Results on the MIT Dataset: the max value and the mean value of the
means of AUCs
Classifier
Right Turn Left Turn Jay Walking 1 Jay Walking 2
Max Mean Max Mean Max Mean Max Mean
LDA 0.7400 0.6718 0.6000 0.5843 0.6230 0.5901 0.5950 0.5618
HDP 0.7190 0.6691 0.5960 0.5886 0.6190 0.5869 0.5880 0.5561
1 Class
SVM
0.7500 0.6582 0.6290 0.5993 0.6280 0.5916 0.6010 0.5615
1 Class
SVM BG
0.7490 0.6541 0.6270 0.5984 0.6260 0.5907 0.6000 0.5595
LDA BG 0.7680 0.6565 0.6420 0.5872 0.6140 0.5812 0.5970 0.5585
Linear
SVM
0.8330 0.6851 0.7170 0.6327 0.6520 0.5882 0.6940 0.6005
Nonlinear
SVM
0.8910 0.7186 0.7560 0.6378 0.6800 0.5896 0.6990 0.5971
Naive
Bayes
0.8310 0.7509 0.7470 0.6954 0.6770 0.6297 0.6830 0.6362
Labeled
LDA
0.9040 0.7555 0.6900 0.6085 0.6560 0.5999 0.6740 0.6114
WSJTM 0.6430 0.5587 0.6480 0.5792 0.5910 0.5499 0.5660 0.5329
MIL CS 1 0.8760 0.7525 0.7250 0.6934 0.6650 0.6169 0.6850 0.6049
MIL CS 2 0.8710 0.7523 0.7260 0.6884 0.6820 0.6209 0.6780 0.6063
Entropy 0.8560 0.7709 0.7430 0.7018 0.6870 0.6367 0.6850 0.6303
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Figure 5.10: The influence of the shadow: The yellow circle is the location of the Right Turn;
the green circle is the location for the Left Turn. Clearly, there is a shadow of the Left Turn
event.
feature extraction. Figure 5.10 shows the influence of the shadow for the two traffic turn events.
From Figure 5.6 and 5.7, it is seen that the better performance of the Right Turn detection is
often achieved when the discrete optical flow and KLT tracker feature descriptors are used.
The unsupervised learning approaches, no matter whether a pre-processing of removing the
clips labelled “1" from the training dataset is conducted or not, always have poor performance.
The poor performance of unsupervised techniques for complex event detection is caused by
the two factors which were also discussed previously: first, it is possible to have unobservable
events outside the set of events of interest in the test dataset; second, the forms of usual scenes
in the training dataset are too diverse and it is hard to train a model with the usual scenes without
a very large dataset. Supervised models are able to reduce influence of the first factor, and thus
achieve better performance. Models such as the binary SVMs (linear/nonlinear) and labelled
LDA are unstable as performance is observed to vary greatly for different parameter settings
and the feature used. Ignoring models with unstable results, the proposed MIL compressive
sensing approach, the proposed relative entropy approach and the naive Bayes model achieve
very good performance compared to other methods that were evaluated. The “MIL CS 1" and
“MIL CS 2" achieve similar performance, indicating that the method is not sensitive to different
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parameter settings. The performance of MIT Compressive sensing is close to that of the naive
Bayes model. There is no clear evidence to show which one is better. However, each model
favours different feature configurations. Thus a selection between these two methods can be
based on concrete situations in the application. To Right Turn, Left Turn and Jay Walking 1
event, the relative entropy achieves the best performance if the mean value of the means of
AUCs is used as the criterion. Especially, for the Right Turn event, the relative entropy has
a mean value of the means of AUCs as 0.7709, clearly better than the second one (Labelled
LDA: 0.7555) (See Table 5.4). It should be noted that, the mean value in fact is the mean of
many AUCs. Thus a small improvement in this value generally indicates a better performance
from a statistical point of view. For the Jay Walking 2, the naive Bayes model achieves best
performance (mean: 0.6362), a bit better than the relative entropy approach (mean: 0.6303).
As pointed out earlier,the effectiveness of the proposed relative entropy method depends on two
conditions:
1. the visual words for the event of interest are not shared by the background activities; and
2. the number of video clips labelled "1" is much smaller than the number of video clips
labelled "0".
The fact that the relative entropy approach does not outperform naive Bayes model for the Jay
Walking 2 event, possibly is because neither the first nor second condition is satisfied for this
event. Regarding the second point, the number of video clips labelled "1" is 366 for the Jay
Walking 2, larger than the numbers for other events.
5.5 Summary
This chapter discusses the problem of weakly supervised learning for complex event detection.
We first introduced the matter of complex event detection and the necessity to use weakly super-
vised learning. We presented two novel methods for weakly supervised learning: the relative
entropy and the MIL compressive sensing. Experimental results show that they can achieve
more advanced performance of complex event detection for traffic surveillance, especially for
the traffic turn events. In addition, the computational times for the proposed methods are very
efficient. The MIL compressive sensing approach normally can process at least 2.67 video clips
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at the detection stage (MIT traffic dataset, 96 frames per clip). The methods based on relative
entropy and naive Bayes model are much more efficient, as a result, in practice the processing
time caused by the classifiers can be ignored. It should be noted that, the above discussion does
not count the time for feature extraction.
Chapter 6
Extracting Features From MPEG Compressed
Domain
6.1 Introduction
In the discussions of previous chapters, a video is implicitly viewed as a sequence of images.
Therefore, the features to represent the events (LBP-TOP, particle video, optical flow, KLT
trackers) are extracted in the image domain. A surveillance video typically contains large
number of images as frames, and the size of a video will be very large if it is constructed as a
set of visual images. This leads to problems in data transmission as well as data storage, as the
video files captured by the cameras are typically required to be sent to a server for processing,
and then stored in a database. Therefore, a video is typically compressed into some formats such
as MPEG-1, MPEG-2, MPEG-4, H.264, and HEVC in a real world surveillance infrastructure.
With respect to video event detection from compressed video, if the features are to be ex-
tracted from the image domain, a video decoding step is required as a pre-processing, and more
memory is consumed to form the images. This leads to a higher computational cost compared to
directly extracting features from the compressed domain. More importantly, in the application
of event detection, the most attractive features are those captured from motion information. As
most video compression algorithms are based on motion compensation, the compressed video
often contains some levels of motion information directly. Motion information extraction from
images require techniques such as optical flow estimation. It is interesting to note that the
motion compensation algorithm inside a video compression standard is similar to optical flow
estimation methods [80]. Directly extracting features from the compressed domain is attractive
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as it leads to a fast video processing and real time detection. However, the algorithms designed
based on the compressed domain will depend on the specific video format used for compression.
Algorithms such as the Lucas-Kanade optical flow [85] can run in real time on current
computer platforms. It is currently possible to run some of the state-of-the-art surveillance
algorithms in real-time on a single computer. If a computer can only process the video stream
captured by one camera in real time, a typical large surveillance system with hundreds of cam-
eras will require a large number of computers or a super computer with equivalent capabilities.
Such an intelligent surveillance system cannot be used widely. If we want to employ automatic
unusual event detection in every street, every bus stop, and every railway station, it will be
necessary for a single computer to process video streams from many cameras. It is therefore
very important to explore techniques that enable faster execution and processing of images.
Video processing directly in the compressed domain is therefore an important area which is
worth exploring.
In this chapter, we present our investigation into extracting features for video event detection
directly from the MPEG compressed domain. It is logical to extract features from the MPEG
domain, as this is the standard video format transmitted over a CCTV surveillance network and
this is also inspired by various publications [79, 50, 94] using MPEG derived descriptors. The
video standard used in this thesis is MPEG-2, because the TRECVid SED dataset is encoded
in this format. The methods proposed are easy to update to support MPEG-4 video files by
using a different video decoder and miner updates in the software development. Readers who
are not familiar with MPEG compression are referred to [88]. Here we review a set of concepts
of MPEG-2 which is used in this thesis:
1. Intra Frame (I-frame): these frames are coded independently of all previous or future
ones.
2. Predicted Frame (P-frame) : these frames are coded based on previous I or P
3. Bidirectional frame (B-frame): these frames are coded based on either the next and/or the
previous frames.
4. Microblock: 8× 8 block.
5. Macroblock: A luminance (Y) block of size 16× 16, and its corresponding chrominance
(CbCr) blocks (one 8× 8 block each for Cb and Cr).
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6. Group of Pictures(GOP) is the unit of frame sequence between two I- frames. Typical
size of GOP is 12, and between every I or P frames there are two B-frames inserted.
7. Forward/backward motion vectors: displacement of groups of pixels from their position
in the previous frame.
In this chapter, we will introduce two algorithms. The first one was proposed by us at the
TRECVid Surveillance Event Detection 2012 competition; the second one extracts trajectories
based feature from the compressed domain for traffic event detection, similar to the application
outlined in Chapter 5.
6.2 Event Detection in Real World Airport Surveillance (TRECVid Surveil-
lance Event Detection)
This section presents the algorithm used for TRECVid Surveillance Event Detection (SED)
2012 competition. Three events are selected to detect, which are Embrace, PeopleMeet and
PeopleSplitUp. Figure 6.1 shows an example of each from the data set. The algorithm utilizes
the MPEG motion vector [88] from the compressed domain as the raw feature input to capture
the motion information of the events. A long video sequence is cut into short (i.e. a few seconds)
temporal video clips. Within a clip, particle trajectories are approximated using MPEG motion
vectors. This leads to a set of dense particle trajectories, which will be further segmented into
a sparse set of representative trajectories. The set of representative trajectories captures the
dominant motion flows of the events. By extracting the angle between every pair of trajectories,
a novel "bag of words" feature descriptor is built. We limit the size of vocabulary to ensure
computational efficiency.
A modified labelled LDA [66] is used to extract the features for the events of interest
from a noisy background in the training data set. This model has been introduced in 5.2.2.
A watershed-like algorithm is proposed to segment the continuous tiny temporal clips into a
large clip and detect the temporal boundaries of the event.
We have achieved promising results when detecting the PeopleMeet and PeopleSplitUp
events. Meanwhile, our proposed system can also be used as an efficient search engine, which
allows the user to search for the event of interest within a short duration. For instance, for 15
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Figure 6.1: Sample Images from the Data set (CAM3) for the events of interest. Top: Embrace;
Middle: PeopleMeet; Bottom: PeopleSplitUp
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hours video files with pre-processed feature extraction from the evaluation dataset, a result can
always be returned within one second.
The rest of the sections of this chapter are organized as follows: Section 6.2.1 introduces
the dataset and methodology which are used in TRECVid SED. Section 6.2.2 illustrates the
process of extracting features from compressed domain. Section 6.2.3 illustrates the design of
classifier for event detection. Section 6.2.4 illustrates the evaluations. Section 6.2.5 concludes
this investigation.
6.2.1 Introduction to TRECVid SED Dataset and Its Evaluation Methodology
Until now, we have presented a set of algorithms for unusual event detection in crowded scenes.
These algorithms are tested using various datasets and evaluated using the ROC curves. How-
ever, there are some limitations for these datasets and their evaluation methodology.
First of all, the scale of the datasets used in previous chapters is generally too small. None of
the video files in this dataset lasts for more than two hours. The duration of events of interest are
significant and would be associated with many frames. In video files with less than a few hours,
the number of instances of the events is therefore typically small. A small training dataset leads
to the over-fitting issue for many machine learning techniques; also with a small test dataset it
is not that possible to produce statistically significant results.
The evaluation methods proposed in previous chapters are based on ROC. ROC curves are
all based on the frame level, location level or the clip level accuracy,rather than accuracy based
on event level. For example, an event can last for many frames. Suppose an event occurs over
N frames and an algorithm detected the event over only half of the frames (ie: only N/2 frames
are detected as containing the event) . If we compute the detection rate at a frame level, there
will be 50 percent missed detection rate. However, from the event perspective, the algorithm
under test can be declared to have successfully detected this event if it can fire alarms for any
detected frame of this event. From this point of view, we will need a methodology that can
compute the detection rate, false alarm rate, or missed detection rate at the event level. Then we
can compute either the ROC curve or DET curve for performance analysis which would give us
a more meaningful performance measure.
The TRECVid dataset and its evaluation tools are much more comprehensive and more
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scientific than many others. In Section 2.6.7, we have given more details of the TRECvid
dataset. It contains 144 hours of video files encoded in the MPEG-2 standard captured from five
cameras from London Gatwick Airport. There are several advantages of this dataset compared
to many others including those reviewed in Chapter 2:
1. This is a dataset captured from real world scenes and the activities are natural. The phrase
"natural" is used to differentiate this from actor-based events in many other datasets.
For example, the events in the PETS 2009 Dataset, the UMN Dataset, and the PETS
2007 Dataset are acted by actors. The quality of these datasets depends on the acting
performance of the actors, and there is a gap between these datasets and the real world
scene. In the most crowded scene of the PETS 2007 dataset, the theft event is always
done by a person wearing red. In the PETS 2009 and the UMN dataset, the rapid escape
event is not subtle and it is very easy to detect. There has been a set of algorithms for the
UMN dataset that achieved AUCs higher than 0.9 [57] a few years ago.
2. This is a dataset captured from a multiple camera environment. The dataset is captured
by five frame-synchronized cameras on ten different days (two hours per day). The five
camera views include a controlled access door, a waiting area with benches, a waiting
area with kiosks, a place near the lift, and a transit area. The scenes are diverse.
3. The dataset is much larger than other datasets, providing more data for evaluation.
4. There are annotation files for the first 100 hours of video files. The first 100 hours of
video files are called TRECVid SED 2008 Dataset. If we separate this into two 50 hour
lots, we can use the first half for training and the remaining part as the test dataset. There
are a set of events annotated, including a single person’s activity such as running, human-
object interaction such as making a telephone call, and human-human interaction such as
a meeting.
It should be noted that the annotation is marked on the temporal level rather than at spatial
level or clip level. This setting is very suitable for the method using weakly supervised learning.
As we have discussed above, the events can happen at any time with any duration. It is not
sensible to compute the true and false detection rates based on the detection of the frames. The
evaluation tool for the TRECVid dataset is developed by the National Institute of Standards and
Technology (NIST) [65]. It provides a one-to-one alignment between system observations and
6.2. EVENT DETECTION IN REAL WORLD AIRPORT SURVEILLANCE (TRECVID
SURVEILLANCE EVENT DETECTION) 155
reference observations, so that we can compute the true and false detection rates based on the
events rather than frames. The alignment is modelled as a bipartite graph matching problem
and solved by the Hungarian method [42]. The performance of a detection system is evaluated
using the Detection Error Trade-offs’ (DET) curve.
The other evaluation criterion is the Normalised Detection Cost Rate (NDCR). Let RFA be
the false alarms per hour, and Pmiss be the missed detection rate, we have
NDCR = Pmiss + β ×RFA, (6.1)
where
β =
CostFA
Costmiss ×RTarget .
The parameters such as CostFA, Costmiss, and RTarget are set by the users, and they are 1, 10,
and 20/hour by default.
The value of NDCR ranges from 0 to∞. The NDCR = 0 indicates a perfect performance.
The NDCR = 1 is equivalent to a system with no output. Typically we want to have a NDCR
less than 1.
6.2.2 Feature Extraction from the Compressed Domain
This section presents the feature extraction process for our system. In our approach, the MPEG
motion vectors are used as the initial data from which to extract the feature [79, 88]. While
optical flow can serve the same purpose as the MPEG motion vectors, the MPEG motion vector
has several practical advantages.
It is assumed that in a typical real world surveillance system where a CCTV camera network
is installed; each camera works simply as a sensor (i.e. data is not processed by the cameras),
and data captured by the sensors is transmitted over a network to a set of servers for storage and
possible further processing (i.e. analytics). The data transmitted over the network is typically
encoded in a compressed video format (i.e. MPEG-4). In such a situation, if an analytics
algorithm running on the server requires optical flow for feature extraction, there is a large
computational cost in extracting the video into an image sequence and computing optical flow.
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Directly extracting features from the compressed domain saves significant computational cost
and storage space.
The first step in the proposed framework is dividing the long entire video sequence into
M uniform non-overlapping video clips. The duration of each clip is set much smaller than the
usual duration of an event, and following classification a higher level segmentation is performed
on these short video clips to group the video clips with the same event of interest.
The TRECVid data set contains video files encoded into MPEG-2 (main profile) format,
with the size of GOP the (Group of Pictures) set to 12 frames. A GOP is a fixed length sequence
of ordered frames. In the TRECVid, the order is IBBPBBPBB 1, where the I , P and B
indicate I-frames, P-frames and B-frames respectively. Rather than use a single GOP, it is more
suitable to set the video clip size to 12×N frames whereN is an integer 2 In our experiments,N
is set to 4, and thus the clip size is 48 frames, less than two seconds as the video files have a 25fps
frame rate. The motion vector referred to in this paper is defined as the forward motion vectors
if the current frame is a P-frame or a B-frame, and the inverse motion vector of the backward
motion vector of the preceding B-frame if the current frame is an I-frame.3 In MPEG-2, the
spatial unit of the motion vectors is called a macro-block, which is a 16 × 16 grid. The pixels
in the same macro-block are assumed to be undergoing the same motion. There are also some
macro-blocks (intra-blocks) which do not have motion vectors and we assume the velocity is 0
at these locations.
Given a video clip, particles are initialised at the centres of the macro-blocks. Then the parti-
cles are propagated along the pixel’s motion. This process results in a set of particle trajectories.
There are often a lot of noisy trajectories caused by illumination variations and artefacts in the
video files, which are removed by threshold according to the number of stationary points within
the trajectory. 4 If more than 25 of the total 48 points are stationary, the trajectory is removed
as the motion is considered to be caused by noise.5 We then remove all stationary points in
the remaining trajectories, resulting in the minimum length of a trajectory being 48 − 25 = 23
points.
1In this thesis, we always present the GOP image in Presentation Time Stamp (PTS) order.
2Note that 12 is selected as this is the length of the GOP.
3Due to the MPEG-2 standard, an I-frame doesn’t have motion vectors and the frame before an I frame is
guaranteed to be a B-frame.
4In a trajectory L = {(x0, y0), (x1, y1), · · · , (xn, yn)}, the point (xk, yk) is defined as a stationary point if and
only if xk = xk−1 and yk = yk − 1, where k ≥ 1.
5The total number of points in a trajectory is 48 indicated by the clip size.
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Figure 6.2: Visualisation of trajectories generated using MPEG motion vectors. Top: the dense
particle trajectories; Bottom: the sparse representative trajectories
The process stated above results in a set of dense trajectories. Each trajectory is a time
series signal with a dimension equivalent to the number of frames in a video clip. In order
to reduce the redundant information and only to capture the skeleton of the trajectories, the
dense trajectories are normalised to a uniform length (N ) by sampling key points uniformly.
Before normalization, the stationary points in each trajectory have to be removed6. Eventually,
every trajectory is represented as a series of N key points. In the remainder of this section,
the term “trajectory” refers to the trajectory represented by the N key points unless explicitly
indicated otherwise. The trajectories that are represented by the key points are illustrated in the
6In our application, the number of frames at a video clip is 48, and the threshold to detect a noisy trajectory is
set into 25. Therefore, the minimum length of a trajectory is 48 − 25 = 23. The number of key points N should
not be larger than 23. In our implementation, N = 5.
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above image of Figure 6.2, from which, we can observe that the 5 key points in each trajectory
represent the skeleton of the motion flow.
The next step is to cluster these dense trajectories using the similarity of their location and
shape. As we will discuss later, the angle of every two trajectories is used to form the final
feature descriptor. Two trajectories that are similar to each other will have an angle close to
0o. In the detection of multiple people events (e.g. People Meeting, People SplitUp, Embrace),
these patterns are irrelevant, as they are generally caused by either multiple trajectories on a
single object or trajectories on two or more objects moving together.
The design of the clustering algorithm is motivated by the closure set algorithm that is used
to find functional dependencies in the field of database design [10]. For our application, this
is applied as follows. Let a trajectory be denoted a = {(x0, y0), (x1, y1), · · · , (xN−1, yN−1)}.
Let A = {a0, a1, a2, . . . , aM−1} be the set of all trajectories in the present video clip, where
M is the cardinality of A and ai represents a trajectory7. Let Ω be an empty set. The first
element (trajectory) of A , a0, is removed from A and put into Ω. Then Ω = {a0} and A =
{a1, a2, . . . , aM}. Let Ψ be the product set of Ω and A. Then we have,
Ψ = Ω× A = {(a0, a1), (a0, a2), · · · , (a0, aM−1)}, (6.2)
where each element is a pair of elements from Ω andA respectively. The Euclidean distance
in each pair is computed. In the setA, any element that is associated with such a distance smaller
than a threshold (denoted by σ), will be removed and then added to Ψ. Then the first iteration
is finished. In this iteration, some elements from A are removed and added to Ω. Then Ψ ,the
product set of Ω and A, is updated based on the new Ω and A. The Euclidean distance of each
trajectory pair in Ψ is computed, and based on the comparison of the distance and σ, some
elements from A may be removed and added to Ω. This is the second iteration. This process
will iterate and end if in an iteration there are no elements from A removed and added to Ω (the
distances are all too large). Then the average of the trajectories in Ω is computed and this is
the first representative flow. The same process is used to compute the other representative flows
until A becomes empty. A visualisation of the process is shown in Figure 6.3.
The main limitation of the above process is that it requires computation of the Euclidean
7The data structure for this set is a linked list in our implementation.
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Figure 6.3: A simple process to find the trajectories that are associated with the first
representative trajectory. The trajectories in A are marked in black; the trajectories in Ω are
marked in red.
distance between every trajectory pair in Ψ and A, which reduces the computational speed
of the algorithm. However, as the goal in this step is to find the representative flows rather
than the trajectories that are associated with the flows, the process can be adapted to directly
compute the representative flow in the iteration process without generating the set Ω. Let the
first representative flow be initialised as c0 = a0. Let ak be the first element from A with the
Euclidean distance to c0 smaller than σ, then c0 can be updated to c0 = (c0 + ak)/2, the mean
of the two trajectories. Meanwhile, ak will be removed from A. Suppose c0 is the mean of
m trajectories. If ak′ is a trajectory from A with the Euclidean distance to c0 smaller than σ,
then c0 can be updated to c0 = (m × c0 + ak′)/(m + 1), which is the mean of the (m + 1)
trajectories. This process iterates through all elements from A, and the resultant c0 is the first
representative trajectory. If A is not empty (i.e. (A 6= ∅)), this procedure is repeated to
compute the next representative trajectory. Algorithm 6.1 describes this process, and Figure 6.2
shows the visualised results of the dense particle trajectories and the representative flow after
clustering. In Algorithm 6.1 the two sets, A and C, are dynamic (changing) in the process.
|A| is the cardinality of A. A(i) is the (i + 1) th element of A (as it is started with 0). Please
note that A(0) is only equal to a0 at the start of the procedure as the number of elements of
A is decreasing in the procedure until it becomes 0. From Figure 6.2, the trajectory clustering
procedure can also smooth the trajectories, due to the mean averaging operation.
Following the trajectory clustering, a bag-of-words descriptor is used to extract features
for each video clip. Firstly, each video clip is further divided into J uniform non-overlapping
sub-clips, which divides each representative trajectory into J segments8. As a sub-clip is of a
8In our implementation J = 4. This is because the number of key points is 5. Every two neighboring key
points generate a straightline. Each key point is located at the boundary between two clips. Therefore, we have
J = N − 1.
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Algorithm 6.1 Trajectory clustering to find a set of representative trajectories .
INPUT: A = {a0, a1, a2, . . . , aM−1}; C = {∅};
OUTPUT: C = {c0, c1, · · · , cR−1}, where R 5M ; A = {∅}
PROCEDURE:
k = 0;
WHILE (A 6= ∅)
{
ck = A(0);
m = 1;
FOR i = 0 TO (|A| − 1)
{
a
′
i = A(i)
IF d(ck, a
′
i) < σ
ck = (m× ck + a′i)/(m+ 1)
m = m+ 1
END IF
remove a′i from A
}
k = k + 1;
}
very short duration, the flow segments in a sub-clip can be viewed as straight lines. The angle
between every two flow segments in a sub-clip is computed, and quantized into 36 bins, together
with the distance between the mid-points of the flow segments. A weighted histogram of angles
is built for a sub-clip. To avoid confusion, we always use the term “sub-clip” to refer to these
further partitioned video segments.
Suppose we have two flow segments with an angle of θ between them, and the distance
between the midpoints is d. Let h be the weighted histogram we are computing. We first
compute the index, i, of θ in h, as i = xθ/(2pi)×36y (we use the lower bounding integer as
the index), and then update the histogram with h[i] = h[i] + e−
d2
D , where D is a constant. The
histogram will be converted into integer type by using the lower bound. We concatenate the
histogram from each sub-clip into a single long histogram, preserving the temporal order of the
original video clip. This set of concatenated histograms is the final extracted feature9.
This feature is suitable for discriminating between multi-person events for the following
reasons:
1. If two trajectories are far away in space (i.e. are not interacting), their influence is minimal
9Suppose h0, h1, · · · , hJ−1are histograms of the J sub-clips which are listed in temporal order. The final
concatenated histogram is H = [h0,h1, · · · ,hJ−1].
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Figure 6.4: A Simple Illustration of Interaction Flows. If two flows move in parallel, their angle
is 0o. If two flows are meeting, their angle is not 0o, and the distance between them decreases
over time. If two flows are splitting up, their angle is not 0o, and the distance between them
increases over time.
since the weighting decreases with distance.
2. If two trajectories are moving in an approximately similar direction, their presence will
be recorded in the bins close to 0o.
3. If the angles are much larger than 0o, it may be indicative that either meeting or splitting
is happening.
4. As trajectories converge (i.e. two people approach), the weight of the trajectory increases,
while as they diverge (i.e. two people move away from one another) the weight will
decrease; thus allowing such events to be separated.
Figure 6.4 provides a simple visual illustration of two straight trajectories depicting different
activities. The weights used in computing the weighted histogram are determined using a
Gaussian smoothing function. After computing the raw Euclidean distance, a normalization
process is performed. For an image with size a × b, the maximum distance between two
trajectories is
√
a2 + b2. The raw distance is divided by this factor to normalise distances.
We set the variance in the Gaussian function to 0.025 in our experiments.
6.2.3 Detection of Events of Interest
The temporal annotation of the TRECVid development data set is publicly available. However,
the events of interest co-exist together with other activities and the temporal annotation does
not distinguish between the events of interest and the background activities (i.e. the annotation
162 CHAPTER 6. EXTRACTING FEATURES FROM MPEG COMPRESSED DOMAIN
does not contain any location information). In this section, we utilize the Labelled LDA [66] to
learn features for the events of interest can help separate them from the background activities.
The details of using Labelled LDA have been illustrated in Section 5.2.2 and we are not going
to repeat them in this section. The outputs of Labelled LDA are a set of likelihood ratios with
each likelihood ratio associated with a video clip. In this section, we focus on how to decide the
approximate boundary of the events.
The fundamental strategy is to group the continuous short video clips. Thus we termed it as
a "temporal video segmentation" problem. The method presented here simply groups the video
clips based on the output likelihood ratios. Because the surveillance events often have some
durations and the video clips are cut into a very small size, a video clip’s likelihood ratio will
have a level of dependencies of its neighbours’. Suppose an event lasts for a number of video
clips. The video clip in the middle of them is assumed to have the highest likelihood ratio. Then
other video clips will have smaller likelihood ratios which are also dependent on the distance to
the centred video clip. Based on this assumption, we can consider an algorithm similar to the
watershed algorithm in image segmentation. The detail is presented below.
The sequence of likelihood ratios is viewed as a one dimensional time series signal. To
detect the event of interest and decide the temporal boundaries, we need to detect a signal in
this time series data stream. The larger the likelihood ratio is, more likely it is that the short
video clip contains the event of interest.
We first detect the local maxima which are above a threshold, γ. The number of local
maxima is the number of events, and these local maxima are the final likelihood scores for the
event. To determine the boundary of the events, we set a lower threshold and use a watershed-
like algorithm, where the active local maxima are the seeds and we flood the area surrounding
the maxima to reach the lower threshold (See Figure 6.5). In order to reduce the computational
time in the detection step, we simplify the detection of boundaries for two merged detected
events as follows: the flooding process stops when the boundary score is higher than γ. 10
In this way, we can perform a temporal event detection and output the scores and times (start
and end points) of the event. It should be noted that, we do not explicitly attempt to detect the
10The traditional watershed algorithm finds the local minimum and floods from the bottom to an upper threshold.
Our algorithm is an inverse procedure since it is seeded by the local maxima. Meanwhile, we incorporate some
simplifications to handle merged segments. This is why we call it watershed-like, as it is similar to and motivated
by the watershed algorithm, but with significant differences.
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Figure 6.5: Temporal Event Detection - Locating the temporal boundaries of the events.
beginning and end of an event, and this approach is intended to avoid these situations:
1. the system detects a single event as multiple disjoint events; and
2. the system merges multiple events into only a single detected event.
Finally, the detected video segments are sorted by their scores in decreasing order. The system
returns a list of ranked video segments (the file name and time spans) and their scores as the
output 11.
6.2.4 Experimental Evaluation
The proposed algorithm is evaluated using the TRECVid Surveillance Event Detection (SED)
Dataset and an evaluation tool that was developed by NIST (National Institution of Science and
Technology) [65]. The TRECVid SED dataset contains 144 hours of video files encoded in
the MPEG-2 standard12, captured from five cameras from London Gatwick Airport. Figure 6.6
illustrates sample images from each camera view. The scale of this dataset is much larger
than other public datasets which typically contain less than a few hours of video. It can
be observed from Figure 6.6 that the level of crowd density varies across the camera views.
Even in the same camera view, scenes captured at different time can contain different levels of
crowd density. From our observation, Cameras 2 and 5 contain densely crowded scenes in the
11The distinctive large and small values are flattened into the range [0.08, 2], and then normalised into the range
[0, 1].
12In order to remove artifacts within the data set, possibly introduced through either network transmission errors
or video encoding, we use FFMPEG to re-encode the video and use the re-encoded video files for our experiments.
Any remaining artifacts or portions of the videos containing errors are ignored by our algorithm.
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context of indoor surveillance; Camera 3 contains a medium level of crowd density; Camera 1
occasionally contains some low density scenes, but predominately the scene is sparse; Camera
4 typically contains no or very few activities. These cameras are located at different regions:
Camera 1 is installed at an access control door; Cameras 2 and 3 are installed at the waiting
area; Camera 4 is installed near the elevator; Camera 5 is installed at a transit area. Temporal
annotations (i.e. the frame span of an event) are available for the first 100 hours of video.
The proposed system is developed with clip level ground truth in the training process. To
convert the provided frame level annotation to the required clip level annotation, the following
approach is used: given a video clip, if there is at least one frame that contains the event of
interest, the clip is labelled “1”; otherwise, it is labelled “0”. There are 7 events in total defined
in the ground truth. The proposed system mainly targets at the three multi-person events (People
Meet, People SplitUp, Embrace). The definition of the events refers to [69]. In terms of [69], an
Embrace event is defined as “someone puts one or both arms at least part way around another
person”; a People Meet event is defined as “one or more people walk up to one or more other
people, stop, and some communication occurs”; a People Split Up event is defined as “when
one or more people separate themselves from a group of two or more people, who are either
standing, sitting, or moving together communicating, and then leaves the frame”.
In the TRECVid SED competition after 2009, the video files with annotation available (i.e.
the first 100 hours) are used as the development dataset, and the remaining 44 hours of video
files are the evaluation dataset. However as the ground truth is not available for the 44 hours of
test data, we mainly the first TRECVid SED development dataset for training and evaluation.
In this thesis, only the results shown on Section 6.2.4.3 are associated with the whole 144 hours
data. In the discussions other than Section 6.2.4.3, we separate the development dataset into two
partitions: the first 50 hours of video files as the training dataset, and the remaining 50 hours
of video files as the evaluation dataset. This data is split evenly between the five cameras, such
that for each camera we have 10 hours and training and 10 hours of testing footage. It should be
noted that this is the same configuration as is used in the TRECVid SED 2008 evaluation. Thus
we can directly compare performance with the results of TRECVid 2008.
There are two criterion that are widely used in the evaluation of the performance, the actual
NDCR and the minimum NDCR over the plot of the DET curve. Given that the investigation
into setting the detection threshold is beyond the scope of this paper, we focus on the using
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Figure 6.6: The TRECVid SED Dataset. Top to bottom: Cameras 1, 2, 3, 4, and 5. Different
camera views have different crowd densities. For one camera view, the level of crowd density
can change over time.
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the minimum NDCR as the primary criterion. The minimum NDCR indicates the performance
when the detection threshold is set optimally.
6.2.4.1 Results
This section presents the detection performance of the proposed systems under various pa-
rameter configurations. The number of iteration for Gibbs sampling is 1000. We use only
one Markov chain in the Gibbs sampling process. In addition, we also compare the proposed
method with several state-of-the-art approaches. The minimum NDCRs are shown in Table 6.1,
and selected DET curves are shown in Figure 6.7. It is important to note that a model is trained
for each event in each camera independently.
To investigate the parameter settings for the Labeled LDA model, we conduct three experi-
ments. In the first round, we set a fixed number of total topics, and vary the ratio of foreground
and background topics. The investigation of precisely setting the number of topics is out of the
scope of the paper. In this section, we started by setting the total number of topics to 10. Then
the number of topics for the event of interest is set to 4, 3, 2, and 1 respectively. We do not set
the topics for the event of interest larger than five, as we assume that there are more variations
in the background events than in the event of interest. To facilitate the discussion, we denote
the model and it’s parameters as “[B : (K − B)]”, where B is the number of topics for the
background events, K is the total number of topics, and (K−B) is the number of topics for the
event of interest. The models with the four configurations mentioned above are termed [6:4],
[7:3], [8:2], and [9:1]. We observe that the configuration [6:4] reports the best performance over
all the four models (See Table 6.1). There are three possible explanations for this performance:
1. the optimal B is 6;
2. the optimal (K −B) is 4;
3. the optimal ratio between B and (K −B) is 6/4.
Following this we conduct a second round of experiments by assuming that the optimalB is 6 or
the optimal (K −B) is 4, resulting in the configurations [5:4], [7:4], [6:3] and [6:5]. However,
no improvements are found from these adaptions, as is shown in Table 6.1.
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In the third round of experiments, we fix the ratio between the number of topics for the
background events and the number of topics for the event of interest to be “6/4” (the third
hypothesis), and increase the total number of topics to 20, 30, 40, and 50. We observe that
the models with parameter configurations in this round achieved very promising performance
compared to the other two. This suggests that the third hypothesis is likely to be true, and it
is more important to have the foreground events well described within the topic model rather
than those in the background. We observe that the algorithm achieves optimal performance13,
when the number of topics for the background events is set to 18 and the number of topics for
the event of interest is set to 12 (See Table 6.1). This is perhaps due to [18:12] being the closest
to the "true" number of topics and thus obtaining the best fit. Models with fewer topics are
grouping events together while those with more are over-fitting.
From Table 6.1, we observe that the performance of our system outperforms the best results
in the TRECVid 2008 SED competition [69] for the three multiple people events. The minimum
NDCRs from TRECVid 2011 SED competition are also reported. In TRECVid 2011, the first
100 hours video files are used as the training data and the remaining 44 hours video files are the
test data. This setting is different from ours, but it still has some value for reference. After 2011,
the minimum NDCRs were not reported, and thus, it is hard to compare with TRECVid 2012
and 2013. We also compare to two approaches published outside of the TRECVid proceedings
[92, 19]14. Overall, the proposed approach achieves state-of-the-art performance for the ma-
jority of configurations, and achieves better than state-of-the-art for the optimal configuration
of [18:12]. To allow a more complete evaluation of the algorithm, we have also conducted
experiments on the other four events (Person Run, ObjectPut, CellToEar, Pointing) in the
TRECVid SED dataset. It can be observed that the performance of the algorithm for the four
single person events is much lower, as the NDCRs are all near 1. The worse performance is for
the detection of the Person Run event.
In pattern recognition, there is an “Ugly Duckling” theorem [25]: no feature descriptor can
be absolutely better than the others; a feature descriptor will only be better than the others
in an application when some implicit assumption is met. Within TRECVid, the definitions of
different events are very different. For example, the Person Run event involves only one person
whereas the People Meet event must contain at least two people; the Person Run event will
13Under this configuration, the average NDCR over the three target events (People Meet, People SplitUp,
Embrace) achieves the lowest value.
14In [19], the reported results are only generated from experiments on Camera 3.
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People Meet People SplitUp Embrace
DEV 08 25~30 15~20 5~10
EVA 08 20~25 10~15 5~10
Table 6.2: The average number of instances per hour in the TRECVid SED dataset.
cause some high velocity motion patterns whereas the People Meet event can be at any speed.
Given that our feature is designed to model multiple people events, the low performance for
Person Run event detection is expected. It is important to note that the detection of ObjectPut,
CellToEar and the Pointing events is very challenging even for the state-of-the-art algorithms,
as other algorithms in the literature also report NDCRs that are close to 1 (see Table 6.1).
From Table 6.1, we observe that the performance of the proposed method for the detection of
People Meet is the most stable among the detection of the three events over different parameter
settings. The detection performance of the Embrace event is the most sensitive to parameter
settings. This phenomenon can be explained by the difference in the number of instances of
the different events in the data. Rose et al. [69] reveals the number of instances for each event
and the information relevant to the three target events in this paper is presented in Table 6.2.
The People Meet detection achieves the highest stability as there are more instances of this
event in the dataset, while the People Embrace detection achieves the lowest stability due to the
insufficient number of instances in the data. Though the minimum NDCRs for the detection of
the Embrace event are lower than 0.7 under some parameter configurations while the minimum
NDCRs for the detection of the other two events are always larger than 0.75, it is not suitable
to claim that the proposed system achieves a greater success in the detection of the Embrace
event, because the fewer instances for the Embrace event indicates a higher level of uncertainty
of its performance on new data.
It is also of interest to evaluate the algorithm separately at each camera view. Table 6.3 il-
lustrates the evaluation results of NDCRs over each camera view at the optimal configuration15.
As we have mentioned that, the cameras are installed at different regions of the airport. The
levels of crowd density varies across different camera views. Camera 4 only contains very few
activities and at most time the camera records static scenes. Therefore, the output is almost
always fixed to 1. Camera 1 is installed at the access control door. Since it is very uncommon to
15In reality, evaluations at other parameter configurations were also conducted. Researchers are welcomed to
contract the authors for more information.
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Cam 1 Cam 2 Cam 3 Cam 4 Cam 5
People Meet 0.722 0.596 0.352 1.000 0.788
People SplitUp 0.548 0.482 0.695 1.000 0.679
Embrace 1.000 0.702 0.405 1.000 0.973
Person Run 1.000 1.000 1.000 1.000 1.000
ObjectPut 0.956 0.990 1.000 1.000 1.000
CellToEar 1.000 0.886 1.000 1.000 1.000
Pointing 0.658 0.917 0.999 1.000 0.996
Table 6.3: NDCRs For Each Camera View (Parameter Configuration [18:12])
have the Embrace event at access control points, the NDCR of Embrace event for Camera 1 is
1. Camera 2 and 3 are installed at the waiting area where activities such as People Meet, People
SplitUp and Embrace frequently happen at an unconstrained manner16. Therefore, the outputs
for these camera views are the most positive. It is of interest to note that, despite Camera 2
containing the scenes with highest crowd densities, the performance on this camera is generally
better than the others over the seven events. This possibly is because the crowded scenes at
Camera 2 contains more samples of the events in the training dataset, making the model easier
to train.
Figure 6.7 shows the DET (Detection Error Tradeoff) curves at the optimal parameter
configuration ([18:12]). It shows both the DET curves for all camera views and the DET curves
for each camera. Due to the insufficiency of the samples for Camera 4, no DET curves are
drawn.
6.2.4.2 Computational Requirements
One of the main benefits of the proposed approach is its computational efficiency. All exper-
iments are conducted on a single core of a 2.66Ghz Intel Xeon processor (i.e. we do not use
multiple threads). Our proposed approach is implemented in C++, making use of the VXL and
FFMPEG libraries. The 100 hours data that used in TRECVid SED 2008 is a collection of video
files, each lasting for about 2 hours. We recorded the CPU time for the feature extraction step.
The CPU time to process each file (about 2 hours) is always below 8 minutes (i.e. approximately
15 times real time). Once the features are computed, we conduct ten search trials for each event
16The term “unconstrained manner” means activities are not restricted to a certain physical location (e.g. a
counter).
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(a) DET curves for all camera views (b) DET curves for Camera 1
(c) DET curves for Camera 2 (d) DET curves for Camera 3
(e) DET curves for Camera 4 (f) DET curves for Camera 5
Figure 6.7: DET curves ([18:12]).
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Figure 6.8: A demonstration of an experiment run. The system first asks the user to
select the event to detect. In this demonstration, the user selects ‘PeopleMeet’. Then the
system automatically outputs the segments of interest in order of relevance, with a format for
filename − start_frame : end_frame|score|. Finally the search time is shown. In this
example, the search time is 0.27 seconds.
over the selected 15 hours of video17 that is used as the evaluation data in TRECVid SED 2012
to test the search speed. The term elapsed time means the duration from the time when the user
requests the system to search to the time when the system returns the results. The sorting of
the results (frame spans of the system detected events) based on their scores has been included
in this time. For the ‘PeopleMeet’ event, the elapsed time ranges from 0.29s to 0.3s; for the
‘PeopleSplitUp’ event, this search time is between 0.3s and 0.32s; and for the ‘Embrace’ event,
this search time ranges from 0.28s to 0.35s18. Figure 6.8 shows a demonstration of a query in
our software system. 19
The time of the training process varies according to parameters and data (different number of
topics, different event of interest, and different camera view). With the configuration of [30:20]
(the most complex model with the most topics), the largest training time to process 10 hours of
data for a single camera is 4:54:41 (hour:minute:second)20. This provides further evidence of
the proposed approaches computational efficiency, and demonstrates that it can be used for real
17In TRECVid 2012, the evaluation data is 15 hours video files selected from the 44 hours TRECVid evaluation
dataset.
18The computation time reported is with the parameter setting as 7 topics for background events and 3 topics for
the event of interest.
19To facilitate the illustration, the threshold is set lower than the one used in the experiments for our submission
so that there are fewer segments detected.
20Here we want to provide the information of the total number of words for the training data of each camera
view: Camera 1 (7,345,358 words); Camera 2 (164,437 words); Camera 3 (963,832 words); Camera 4 (13,593
words); Camera 5 (339,971 words).
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time on-going event detection and past event query for forensic applications.
The overall procedure is significantly faster than other methods: in [111], parallel computing
is used on an eight-core system, but the experiments are computed over 20 days; in [98], it was
said that “six computers (four 8-core, one 16-core and one 4-core workstation) run about one
week” only for object detection and tracking which is a step in the feature extraction stage.
Although computational times are not reported for the majority of approaches, methods that
rely on features with high computational cost such as the MoSIFT used in [19] are unlikely to
achieve the computational speed of our proposed method.
This desirable computational speed is the result of a set of strategies. Firstly, by extracting
features directly from the compressed domain, significant time is saved in decoding and motion
estimation. Secondly, the trajectory clustering step reduces the number of “visual words”
provided as input to the learning model. Thirdly, the size of the “vocabulary” is designed to
be relatively small (144). Though all these strategies are implemented in the feature extraction,
their influence on the learning and detection steps has been well considered and leads to the
overall greater than real time performance.
The computational cost of feature extraction depends on the density of the crowd, as crowded
scenes will usually result in more particle trajectories and more representative trajectories. To
test the speed of the feature extraction, we randomly select 10 video files from the training data
set. Each video file lasts for approximately two hours. For all of the files, the CPU time required
for feature extraction is less than 1 hour, and the maximum time from these 10 video files is
45:04. This demonstrates that our system can perform extract features in real time. Once the
features have been extracted, the elapsed time for each iterative search is within a one second
(from the time that the user tells the system what event to search for, to the time that the system
outputs the ranked list of video segments of interest).
6.2.4.3 The TRECVid SED 2012 Evaluation
It will also be interesting to illustrate our results from the participation of TRECVid SED
2012. The whole 100-hour developing data is used for training, and the remaining 50-hour
evaluation data is used for test. The results are generated by NIST, the organization that holds
the competition and owns the ground-truth. Figure 6.9 shows the DET curve for our proposed
system.
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Figure 6.9: DET curve for our proposed system for TRECVid SED 2012 Competition
PeopleMeet PeopleSplitUp Embrace
Average DCRs of repSED 1.0834 0.9953 0.9562
Average DCRs of interactiveSED 1.0358 0.9183 0.8640
DCRs of Our Approach 1.0577 0.8898 1.0189
Table 6.4: DCRs for our proposed approach compared to other participants of TRECVid SED
2012.
Table 6.4 shows the results compared with others from TRECVid SED 2012 [65]. We
compare our DCRs for the three events with the average DCRs over all teams. Though we
participated in Interactive SED, our system in fact matches the requirements of Retrospective
SED. Thus in Table 6.4, both the average DCRs for Interactive SED and Retrospective SED
are shown. The performance of our system for ‘PeopleSplitUp’ is clearly above average, while
the performance of ‘PeopleMeet’ is close to the average performance. The performance for the
‘Embrace’ event is well below the state of the art.
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6.2.5 Conclusion
In this chapter, we have proposed a novel approach for surveillance event detection. Our
approach makes use of the MPEG motion vector as the raw input for feature extraction to
ensure real time performance. Our feature does not rely on object tracking, and thus is robust to
crowded scenes. We use a modified version of labelled LDA to learn the features of the event of
interest, given that we only have the temporal annotation of the training data set. We have also
addressed the problem of temporal segmentation and detection of the event of interest through
the use of a watershed-like algorithm. We achieve better or similar results compared to state-
of-the-art approaches from the TRECVid SED 2011 for the ‘PeopleSplitUp’ and ‘PeopleMeet’
event detection. It is also worth noting that our system is capable of real time performance,
either for a retrospective search task or for continuous operation from live footage. Despite the
promising results however, the accuracy is still far from being useful in a real world application.
This approach addresses all of the problems outlined above:
1. the proposed feature does not rely on object tracking and is robust in crowded scenes with
occlusions and clustering of individuals;
2. using MPEG motion vectors allows the data set to be processed rapidly with limited
storage and achieve real time performance;
3. the size of the vocabulary is limited, ensuring real time performance and allowing the
model to be trained within a short time with limited memory;
4. the smallest unit in our application is a short video clip, which reduces the number of
training samples compared to the alternatives of using a frame or a spatial-temporal patch
as the smallest unit;
5. the feature for the events of interest are learnt using a modified labelled LDA [66] that is
able to handle the events of interest co-existing with the background events, and determine
whether the video clip contains the event of interest at a clip level; and
6. the temporal boundaries of events are determined using a watershed-like algorithm to
group the continuous small uniform clips that contain the events of interest.
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6.3 Extracting Features from Compressed Domain for Traffic Surveil-
lance Event Detection
In section 6.2, we have illustrated a method of extracting features from the compressed domain
for the detection of several human-human interactions in real world airport surveillance envi-
ronments, and this method has been used for TRECVid SED 2012 competition. The feature
descriptor is designed based on approximating trajectories alone MPEG motion vectors. In
Chapter 4, we have introduced a feature descriptor based on particle trajectories and Fourier
transform. This feature descriptor has been successfully used in Chapter 5 as well. In this
section, we explore the development of a similar feature descriptor from the MPEG compressed
domain. Similar to Section 6.2, the video format discussed here is still based on MPEG-2, and
it can be easily extended to support the MPEG-4 format. However, it is not applicable to
videos based on variable length macroblocks such as H.264. In the following sections, Section
6.3.1 illustrates the process of trajectories construction from compressed domain; Section 6.3.2
presents the experimental results; and Section 6.3.3 concludes this method.
6.3.1 Particle Trajectories Construction From Compressed Domain
The feature descriptor is obtained by tracking a set of particles in uniformly divided video clips
in the compressed domain. The long video file is cut into non-overlapping regular clips. In
our research, a video clip contains 96 frames (8 GOPs (Group of pictures) in a video clip, 12
frames in a GOP). In the first frame of a clip, the particles are set to fixed locations uniformly21.
Let S denote the coordinate of a particle, where Sx and Sy denote the horizontal and vertical
coordinates respectively. Similarly, let u denote the motion vector of the particle, where ux and
uy denote the horizontal and vertical velocities respectively. Obviously both S and u are the
functions of the frame number t (t ∈ N)22. Let S(n)(t) be the nth derivative of S(t). Obviously,
S(1)(t) = u(t), and S(2)(t) = u(1)(t). The first step in feature extraction is particle trajectory
construction, which is to compute S(t) over all of the 96 frames in each video clip. Clearly, we
know S(0) (the locations in the first frame are fixed). The particles’ motion can be approximated
by the motion of the macroblock where it is located. That is, u(t) can be approximated with
21The distance between two neighbouring particles should be set to less than the width of the smallest moving
objects (pedestrians), otherwise, motions of small objects will not be captured (set to 8 in this paper).
22N denotes the set of natural numbers (0 is included)
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Figure 6.10: Conceptual representation of how the bit-stream is split into small video clips.
the MPEG motion vectors when decoding the video. Therefore, the computation of S(t) is
typically an initial value problem [78]. Figure 6.10 shows how the video is broken down and
viewed by our algorithm.
In terms of the Taylor series expansion, we have
S(t+ 1) =
∞∑
n=0
Sn(t)
n!
(6.3)
≈ S(t) + S(1)(t) + 1
2
S(2)(t) (6.4)
≈ S(t) + u(t) + 1
2
u(1)(t) (6.5)
≈ S(t) + u(t). (6.6)
Equation (6.6) is the Euler method, which ignores higher order components. Similar to
[50, 79], we can use the Euler method to construct the trajectories, by using the forward motion
vectors in MPEG to represent u(t). For I-frames where there are no motion vectors, we define
the pseudo forward motion vectors, which are the inverse of the backward motion vectors of the
previous B-frame (the frame before an I-frame is always a B-frame).
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While the above approach can be used to build a set of trajectories, there are several prob-
lems that have to be considered (see Figure 6.11 (a)):
1. a significant number of trajectories are present in the background regions;
2. trajectories overlap, resulting in multiple trajectories repeating the same motion;
3. in the P-frames/B-frames, some macroblocks (Intra-blocks) have no motion vectors; and
4. the first order assumption of the Euler algorithm leads to inaccurate trajectory estimation.
To address the above problems, we propose the following solutions.
(1) To remove trajectories in the background regions, we simply construct a foreground
mask by accumulating the absolute differences of DC components of DCT coefficients in
successive I-frames, followed by a threshold (set to 100 23) operation (see the visualized result
in 6.10 (b)). Given a particle S(t), it is deemed to be in motion if S(0) and S(84) are both in the
foreground; otherwise, it is removed.24 We also seek to remove trajectories that have little or no
movement associated with them. Given a trajectory S(t) t = 0, 1, · · · ,min(τ − 1, T − 1) (τ is
the length of the particle trajectory and T is the size of the video clip), S(i) is a stationary point if
and only if S(i−1) = S(i) (i > 0). S(t) is a stationary trajectory if and only if S(i) (τ ≥ i > 0)
are all stationary points. If most points in a trajectory are stationary points, the trajectory is
viewed as a small motion, likely to be generated by noise or environment movements (i.e.
wind, clouds, camera jitter, etc.). In our experiments, we remove the trajectories with a number
of stationary points larger than γ ( set to 91, i.e. 95% or more of the trajectory points contain no
motion).
(2) The problem of “trajectory overlap” is caused by the following situation: suppose
the grid location, α, is in the background and with a stationary trajectory, P2, centred in
it; a trajectory, P1, belonging to a moving object enters α and overlaps P2, and then the
two trajectories move together. Obviously, P2 is redundant. In our algorithm, the redundant
trajectory, P2, will be detected when P1 enters α. All redundant trajectories are detected and
removed in this way.
23This threshold performs motion segmentation at the microblock level when comparing two I-frames. The
threshold must be in the range [0, 255], and initial testing showed 100 to be a suitable value.
24The MPEG standard encodes the I-frames using DCT coefficients of pixel blocks in YCbCr format. Only
the DC components in the Y plane are used. The DC components are directly proportional to the sum of pixel
intensities in microblocks (8× 8). Frame 0 and 84 are the first and last I-frames in a video clip.
6.3. EXTRACTING FEATURES FROM COMPRESSED DOMAIN FOR TRAFFIC
SURVEILLANCE EVENT DETECTION 179
(a) Trajectories generated by Euler method (b) Foreground mask computed by DCT coeffi-
cients
(c) Final constructed trajectories (d) Filtered trajectories: DC+ 5 AC coefficients
(e) Filtered trajectories: DC+ 50 AC coefficients (f) Quantisation errors plot for K-means model
selection
Figure 6.11: Visualization Results.
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(3) To solve the problem caused by Intra-blocks (macroblocks with no motion vectors in
P/B-frames), the motion vector from the previous frame is used for these blocks. The trade-off
is that more memory space is allocated to store the forward motion vector of the previous frame.
(4) The first order Euler method ignores the higher order motion components at each step,
and this error accumulates and becomes large over a long series [78]. In this paper, we design
a second order method in the MPEG domain (Equation (6.5)), which improves the accuracy of
minimal computational cost. The aim is to find a method to determine u(1)(t). Let u(t+ 1) and
u(t− 1) be expressed in terms of a second order Taylor expansion,
u(t+ 1) ≈ u(t) + u(1)(t) + 1
2
u(2)(t),
u(t− 1) ≈ u(t)− u(1)(t) + 1
2
u(2)(t); (6.7)
which implies u(1)(t) ≈ 1
2
[u(t+ 1)− u(t− 1))]. Thus
S(t+ 1) ≈ S(t) + u(t) +
1
2
u(1)(t)
= S(t) + u(t) +
1
2
× 1
2
[u(t+ 1)− u(t− 1)]
= S(t) + u(t) +
1
4
u(t+ 1)− 1
4
u(t− 1). (6.8)
Equation (6.8) indicates that at the current frame twe can predict the particle location at t+1
using the current location S(t), the forward motion vector u(t), the previous forward motion
vector u(t−1) and the future forward motion vector u(t+ 1). If the current frame is a B-frame,
we use the inverse of the backward motion vector to represent u(t + 1). If the current frame is
not a B-frame, u(t+ 1) is difficult to obtain. By assuming u(1)(t) ≈ u(t)− u(t− 1) (first order
assumption), we can use a typical second order method (the Adams-Bashforth algorithm), as
[78] in
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S(t+ 1) = S(t) + u(t) +
1
2
[u(t)− u(t− 1)]
= S(t) +
3
2
u(t)− 1
2
u(t− 1)]. (6.9)
Though both Equations (6.8) and (6.9) are second order methods for S(t), Equation (6.8) is
preferable when available (B-frames), as in Equation (6.8), S(2)(t) is implicitly approximated
by a second order method while in Equation (6.9) it is approximated by a first order method.
However, it should be noted that, since there are intrablocks and I-frames with no motion
vectors, these approximation algorithms for S(t) are not strictly first or second order methods.
Figure 6.11 (c) shows the final constructed trajectories visually. The time complexity of
particle trajectory construction is O(wi × he × T ) (wi and he are the width and height of the
image), which is linearly proportional to the spatial temporal size of the video clip.
6.3.2 Evaluation
The evaluation is conducted on the MIT Traffic Dataset and the SAIVT Campus dataset. The
video is cut uniformly into video clips of length 96 frames. The video clips containing the event
of interest are labelled “1”; and “0” otherwise. Because the algorithm is proposed for MPEG-2
video files, we first extract the video into images and form the MPEG-2 video from the images.
In reality the experimental results for the MIT Traffic dataset have been demonstrated in Chapter
5. Details of the experimental configuration are shown in Chapter 5. For the evaluation of the
Campus dataset, the proposed feature descriptor from MPEG compressed domain is compared
with the results shown in Chapter 4. The details of other feature descriptors refer to Chapter 4.
Table 6.5 illustrates the performance of each feature descriptor for the MIT Traffic Dataset.
The maximum and minimum of the means of AUCs across multiple learning models and pa-
rameter configurations are shown. The primary criterion is the maximum value as the maximum
value illustrates the performance with the best fit learning model and parameters. From Table
6.5, the performance for the four feature descriptors is close. There is no clear evidence for
which one is better. For the detection of the Right Turn, the discrete optical flow and KLT
tracker descriptors perform better. For the detection of the Left Turn, the MPEG derived feature
and the KLT tracker descriptors perform better. For the two jay walking events, the performance
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Right Turn Left Turn Jay Walking 1 Jay Walking 2
MPEG
max 0.803 0.747 0.677 0.694
min 0.502 0.501 0.503 0.502
optical flow
max 0.891 0.711 0.652 0.699
min 0.526 0.530 0.535 0.557
KLT
max 0.904 0.725 0.669 0.645
min 0.486 0.481 0.514 0.505
PV
max 0.809 0.756 0.687 0.689
min 0.514 0.516 0.498 0.519
Table 6.5: Evaluation Results on the MIT Traffic Dataset: the maximum and minimum of the
means of AUCs for each feature descriptor is shown.
of the four feature descriptors are close to each other.
Table 6.6 shows the AUCs of the experiments on the SAIVT-Campus dataset. Experiments
are conducted on various parameters. The learning model used is Latent Dirichlet Allocation.
Table 6.7 shows the maximum and minimum of the AUCs with different parameters settings
for the four feature descriptors. From Table 6.7, the performance is not sensitive to parameter
settings as the maximum value is close to the minimum value when the same feature descriptor
is used. The MPEG derived feature and the KLT tracker feature outperform discrete optical
flow and particle video. The performance for MPEG derived feature is close to the KLT tracker
feature.
6.3.3 Conclusion
This chapter presents our research of extracting features from the compressed domain. Our
methods are proposed for MPEG-2 video data and can be easily extended to MPEG-4 video.
The feature descriptors are designed based on the MPEG motion vector and DCT coefficients.
The motivation of extracting features from the compressed domain is for fast processing of large
scale video. Our evaluation shows promising results for these features.
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Table 6.6: Evaluations of MPEG feature for the SAIVT-Campus Dataset
Num. ACs Num. Topics Num. Clusters AUC%
1 10 30 94.08
1 10 100 94.26
1 10 300 94.22
1 20 30 93.96
1 20 100 93.99
1 20 300 94.04
1 30 30 93.92
1 30 100 93.99
1 30 300 94.00
5 10 30 94.19
5 10 110 94.31
5 10 300 94.40
5 20 30 94.01
5 20 110 94.15
5 20 300 94.43
5 30 30 93.98
5 30 110 94.05
5 30 300 94.28
10 10 30 94.07
10 10 100 94.33
10 10 300 94.45
10 20 30 93.94
10 20 100 94.06
10 20 300 94.30
10 30 30 93.92
10 30 100 93.99
10 30 300 94.27
Table 6.7: Maximum and Minimum of AUCs with different parameter settings
max AUC min AUC
Discrete Optical Flow 0.8895 0.8884
Particle Video 0.9163 0.9109
KLT 0.9488 0.9338
MPEG 0.9445 0.9392
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Chapter 7
Other Investigations in Activity Analysis
7.1 Introduction
The investigations presented from Chapters 3 to 6 form the main contributions of this thesis.
The investigations performed in this PhD research have been presented in a systematic and
comprehensive manner in these four chapters and some positive improvements in performance
over baseline systems have been achieved as shown by evaluations. In this chapter we present a
few other investigations, which have been performed as a part of this PhD research in addressing
video activity analysis. These investigations are novel and interesting in that they have shown
promise when applied to smaller datasets, such as the QMUL dataset and are presented in the
thesis for completeness.
The structure of this section is organized as the following: Section 7.2 presents a novel
approach of combining Latent Dirichlet Allocation and compressive sensing for unusual event
detection. This combination achieves better performances compared to solely using LDA or
compressive sensing in the QMUL traffic dataset. Section 7.3 presents two methods to the
problem of imbalance data clustering. The problem raised is very critical to the baselines in our
applications shown in previous chapters. However, the methods we proposed are not generally
available in a broader range of events. Finally, we present some extra works of temporal video
segmentation in Section 7.4. This research is beyond the scope of "unusual event detection in
crowded environments ", though it is related to activity analysis.
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7.2 Combining LDA and Compressive Sensing for Unusual Event Detec-
tion
In Chapter 3, we have introduced the use of Latent Dirichlet Allocation (LDA) and Compressive
Sensing for the detection of unusual events. In reality, LDAs can also be used for dimension
reduction. The earliest example of such applications is presented in [13] where LDA is pro-
posed: the LDA is used to convert the representations of documents from the word simplex into
topic simplex; then discriminant methods such as a Support Vector Machine (SVM) are used
for clustering the documents. The successful attempt in [13] motivates us to investigate the use
of LDA as a dimension reduction method for unusual event detection. Instead of using binary
SVM as in [13], we use compressive sensing as the final classifier, since our method is based
on novelty detection. In this research, the basis set is formed by a combination of all training
samples. Compared to sparse coding or one class support vector machine, it is more suitable
for small scale dataset such as the QMUL Traffic Dataset that we use.
7.2.1 Algorithm
In this application, particle trajectories are used as the feature to capture motion information.
The particle trajectories are constructed using the particle video algorithm and this process
has been presented in Section 4.2.2.2. Though we use the Fourier transform to build the
codebook similar as in Chapter 4, the method in this section is slightly different from what
we have presented in previous chapters. The present algorithm in this section refers to our
publication [104]. Now we start the introduction of this algorithm from the Fourier transform
of the trajectories. Following the trajectory construction, the trajectories are encoded to create
a codebook. Here, we make use of the Discrete Fourier Transform (DFT). The DFT has long
been used for information retrieval of time series data in sequence databases [6]. Given that
the trajectories can be viewed as two-dimensional time series data, this technique has been
used in trajectory clustering [61]. We pad each sequence with 0s to fix the length to n points.
A trajectory, Z, is described by a sequence of locations in time. We separate the sequence
into a horizontal series and a vertical series, which are denoted as X = [x1, x2, ..., xN ] and
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Y = [y1, y2, ..., yN ]. We take the Fourier Transform separately on the two signals,
Xf =
1√
n
n−1∑
i=0
xiexp(
−j2pift
n
), f = 0, 1, ..., n− 1 (7.1)
Yf =
1√
n
n−1∑
i=0
yiexp(
−j2pift
n
). f = 0, 1, ..., n− 1 (7.2)
The DC components, X0and Y0, are removed (this differs from [61]), and we select the first
M frequency components. Since Xf and Yf are complex values, we can represent them in two
vectors with a size of 2M (M real and M imaginary coefficients). We concatenate the Fourier
coefficients forX and Y, creating a feature vector of length 4M . The K-means is used to cluster
the features and build the codebook.
The biggest difference of this feature descriptor from the one presented in Chapter 4 is
that location feature (the DC component) is discarded. Whether to include the DC component
depends on the type of events. If the event is location dependent (i.e. a U-turn at a certain
location), the location feature is necessary. However, if the event is location invariant (i.e. any
U-turns), the location feature is redundant.
The following section introduces the dimension reduction and classification methods. Each
trajectory is quantised into a “word” using K-means as discussed in above. A short video clip
is represented by a histogram of words (“document”). The long video sequence from which
the “documents” are taken, is the “corpus”. A “topic” is a multinomial distribution of words,
which are likely to occur within a short video clip. The number of topics, K, is set manually.
The distribution of topics, θ, draws from a Dirichlet distribution, which is controlled by the
Dirichlet parameter, α. In order to be consistent with [13], we denote w as the words, and z as
the labels of words to the K topics. Let the word probabilities for the topics be denoted by β,
which is a k × V matrix where V is the size of the vocabulary and βij = p(wj|zi). Parameters
such as α and β are trained by a variational inference EM algorithm [13], with the variational
parameters Φ and γ, where γ is the posterior Dirichlet parameter with the same size as θ, and Φ
is the multinomial parameter with the same size as β. They have the following relationship:
Φni ∝ βiwnexp{Eq[log(θi) | γ]}; γi = αi +
N∑
n=1
Φni. (7.3)
The document likelihood is, however, sensitive to the total number of words in the document.
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Due to the variational EM algorithm [13], documents with more words tends to produce a lower
likelihood. To solve this problem, we seek to represent the documents in the topic simplex. In
the topic simplex, a document can be represented by either θ or γ. In this way, LDA is used for
dimension reduction [13] to represent a document as γ.
Then the next step is to detect outlier patterns in terms of the training data. Since in many
cases the data points may not lie at a single low-dimensional subspace, it is more robust to
project the data into a higher dimensional space, termed a union of low dimensional manifolds
[76]. For this reason, we use compressed sensing to detect outliers. Following [100] from face
recognition, given M documents, we construct the basis set (dictionary) as
B = [γ1, γ2, . . . , γM ].
An input, y, is considered to be a sparse linear superposition over the basis set, such that y =
Bx, where x is the sparse coefficient. In the detection process, given a new observation, y′ ,
we need to compute the sparse coefficients, x′ , that can be used to best represent y′ . Since
the training dataset only contains normal items, an abnormal observation will cause a higher
reconstruction error, ‖ y′ −Bx′ ‖2, based on which anomalies are detected. In our application,
we use the Dantzig Selector [14] to compute the sparse coefficients,
min ‖ x ‖l1 s.t ‖ BT (y −Bx) ‖l∞< ξ, (7.4)
where ξ is a positive scalar.
Alternatively, we can detect the anomalies using LDA only by identifying the low likelihood
documents, or use compressive sensing directly without dimension reduction. In the latter
approach, the Danzig selector will become a least squares problem with a sparsity constraint.
These methods are compared in our evaluation.
7.2.2 Experiments
To extract and encode the trajectories, we perform a 300 point DFT and exact the first 10 low
frequency components, disregarding the DC component. K-Means is used to build a codebook
of size 500. Given the same feature, we use three approaches to detect anomalies: 1) using LDA
only; 2) using CS only; and 3) the combination of LDA and CS. The number of topics is set to
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Figure 7.1: ROC curves. Top: QMUL Junction Dataset. Middle: QMUL Roundabout Dataset.
Bottom: Campus Dataset.
30 for the Campus dataset, 10 for the Junction dataset, and 48 for the Roundabout dataset.
Figure 7.1 shows the ROC curves for all datasets. We compare our algorithm with [46] in
Table 7.1. Results demonstrated in Figure 7.1 and Table 7.1 are achieved when the parameters
are well initialized 1. In the Campus dataset, all three approaches have AUCs higher than
0.9, demonstrating the suitability of the proposed feature across a variety of classifiers. In
the Junction dataset, using the proposed feature and LDA, we achieve an AUC as 0.5887,
which significantly outperforms the equivalent system in [46] (0.3871). Using LDA or CS
only with our feature, we are unable to match the performance of Cas-LDA or Cas-pLDA
[46]. However, the proposed combination of LDA and CS introduced in Section 2.3, is able to
1We randomly initialise the LDA parameters, run experiments ten times, and select the best results.
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MOHMM
[46]
MCTM [46] Cas-pLSA
[46]
LDA+Optical
[46]
Cas-
LDA[46]
LDA
(Proposed)
CS
(Proposed)
LDA+CS
(Proposed)
Junction 0.6351 0.3911 0.8024 0.3871 0.8589 0.5887 0.5726 0.8105
Roundabout 0.6730 0.5579 0.7154 0.6761 0.7374 0.5283 0.5346 0.7767
Table 7.1: AUCs for anomaly detection. The proposed LDA+CS outperforms using LDA only
and CS only, slightly outperforms Cas-pLDA and match the performance of Cas-LDA.
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Figure 7.2: ROC curves using different codebook size and number of topics. The left image
shows the ROC curve using various number of topics for the Junction dataset. The right image
shows the ROC curve using various codebook size for the roundabout dataset.
slightly outperform Cas-pLSA and match the performance of Cas-LDA (see Table 7.1). The
number of topics, which typically is set using Hierarchical Dirichlet Processes (HDP) [83], is
selected through experimentation. This is because, for the proposed combination of LDA and
CS, the number of topics that fit the LDA does not fit the LDA-CS combination. For example,
in the Junction dataset HDP learns the number of topics as 3. The plot in Figure 7.2 shows that
despite this being optimal for LDA, it is far from optimal for the proposed LDA+CS approach.
The performance is also highly related to the number of codewords (the number of clusters in
the K-means). We observed that significant improvement can be obtained when using a larger
size codebook. The right plot in Figure 7.2 shows the ROC curves for the Roundabout dataset
when using a codebook of size 500, 1000, and 2500. When the codebook size is set to 2500, an
AUC as high as 0.8428 is achieved, far better from using a codebook of 500 size (0.7767), and
exceeding the performance of Cas-LDA (0.7374) and Cas-pLDA (0.7154) in [46]. However, a
larger codebook is more computationally expensive.
Since we follow [46] and cut the video into clips, we only have 73 clips in the Junction and
144 in the Roundabout dataset for training; far from enough to train a stable classifier. Thus the
performance of the experiments is highly related to the initialisation of the LDA parameters,
7.3. INVESTIGATIONS INTO IMBALANCE DATA CLUSTERING 191
α and β. To look at the effect of the initialization of parameters, we run the LDA classifier
experiments 10 times and compute the average AUCs 2. In the Roundabout dataset, the joint
approach has an average AUC of 0.6491 compared to 0.5245 (LDA) and 0.5346 (CS), although
we do achieve an average AUC of 0.7211 for the joint approach with a codebook size of 2500.
In the Junction dataset, the joint approach has an average AUC of 0.5891 compared to 0.5839
(LDA) and 0.5726 (CS).
From the above discussion, we can see that when the parameters are initialised well, the
joint LDA and CS approach can have more advanced performances compared to solely using
LDA or CS; from the experimental results of different parameter initialisations and using the
mean of AUCs as the criterion, the joint approach achieves significantly better performances for
the roundabout dataset. However, the differences for the Junction dataset are not significant.
7.3 Investigations into Imbalance Data Clustering
In Chapter 5, we have presented our proposed methods for weakly supervised learning. These
methods use particle trajectories to represent the events. The particle trajectories can be con-
structed by any particle tracking algorithm such as the particle video [73] or the KLT tracker
[75]. In Chapter 6, we extract such trajectories from the compressed domain for MPEG-2
videos. Once the trajectories are constructed, they are processed by these steps: the trajectories
are transformed into the Fourier domain; and then the lowest few Fourier coefficients are
selected to form the feature vectors; the feature vectors are clustered into a codebook using the
K-means algorithm; each cluster of the K-means is associated with a visual word; the histogram
of visual words from each video clip is used as the feature input to the classifier. The adoption
of K-means has advantages to downsize the length of codebook, which potentially relieves the
risk of overfitting, and increases the computational complexity. However, this also brings some
side effect: if the background events have a much higher frequency than the event of interest,
visual words allocated to the target events are often not enough. In reality, the theory for the
proposed method in Section 5.3.2 is constructed on the assumption that the number of video
clips labelled "1" is much smaller than the number of video clips labelled "0". Since the events
of interest only occur in the video clips labelled "1", the particle trajectories for the events of
2In the approach using compressed sensing only, we don’t perform multiple experiments as there are no model
parameters to initialise.
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interest are often much less than those of background events. This falls to the typical problem
of imbalanced data clustering [30]. Typical solutions for this problem are either oversampling
the rare classes or under-sampling the dominant classes [30]. However, these methods can only
be used to solve the problem caused by the imbalance of number of video clips of each class.
The labels are marked at a coarse level (clip level). Even if the number of clips labelled “0”
is equivalent to the number of clips labelled “1”, there can still be an imbalance clustering if
the trajectories for the event of interest are much fewer than the trajectories for the background
activities in the video clips labelled “1”. This usually happens in our application: within a
video clip labelled "1", the number of background events is larger than the number of the event
of interest. The sampling methods cannot be used to solve the problem caused by an imbalance
number of different event types within a video clip, since the labels are marked at the clip level.
With the assumption that the event of interest is a rare event in the training dataset, we attempt to
solve the problem by allocating centres on "outlier samples" associated with the target unusual
events. We have two independent extensions on the K-means algorithm to achieve this goal.
However, the limitation of these algorithms is that they are specified to the detections of a
subset of events.
7.3.1 Algorithm 1
Our first algorithm is based on the characteristic of the features of the event of interest. The
target event we are going to detect are the vehicle turns, we first visualised the low passed
filtered trajectories 3 from two video clips containing the right turn and left turn events, which
are shown in Figure 7.7.
The right images in Figure 7.7 are generated by the inverse Fourier transform using only
the DC and first AC coefficients 4. The significant patterns link to the Right-Turn and Left-
Turn events we are going to detect are those circle-shape trajectories. To solve the problem
of missing information caused by imbalance data clustering, one direction is highlight those
patterns specified for the event of interest. To simplify the discussion, we first vectorize fx(1)
and fy(1) into vectors of two elements, the real and imaginary components, and denote them as
FX and FY . Then we can define the terminology of shape correlation as
3the term low passed filter is used here as we only select the DC and first AC coefficients from the Fourier
domain which is equivalent to passing a low passed filter.
4To plot the trajectories in the image, we select only the real component and ignore the imaginary component
as it is impossible to plot complex numbers as a trajectory in this context.
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Figure 7.3: Filtered Trajectories for Traffic Turn Events
δ =
||FX||2||FY ||2
||FX − FY ||22
. (7.5)
We observed that for those circle-shape trajectories, the shape correlation δ is close to 1.
Figure 7.4 visually shows the effectiveness of using δ to select the patterns of circle-shape
trajectories, which are also motion patterns for the events of interest (the Right-Turn and the
Left-Turn).
Based on this observation, we present our algorithm of modified K-Means in Algorithm 7.1.
The first step of the algorithm is feature normalisation. This ensures a unified variance of the
location feature and the shape feature, so that the influence of shape and location approaches
a balanced state. Then in the second step, the matrix for the K centres, C, is initialised by
random generators 5. The labels for the samples are then initialised based on finding the centres
with shortest Euclidean distance. Step 3 is to store the C in the last iteration as C ′ , which is a
default step for almost all algorithms of this kind and it is used to determine the convergence
criterion 67. Step 4 computes the centres in each iteration. Step 5 checks the distance between
two centres. If two centres are too close to each other, then they are merged together. That is,
5To initialise the centers, the algorithm first computes the maximum and minimum values in each channel of
the data. Then samples between the maximum and minimum are drawn from a uniform distribution. The samples
from different channels are combined to form a vector which is a center in the algorithm.
6the convergence criterion can be set by the difference between C and C
′
.
7As in some situations, the algorithm does not guarantee to be converged, it is necessary to set a maximum
number of iteration to quite the loop in practice.
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Algorithm 7.1 Modified K-means
Input:
• Sample inputs Z.
• Each row in Z represents a sample represented in the feature vector F =
[fx(0), fx(1), fy(0), fy(1)];
• Num—- the number of sample points;
Output:
• the matrix for the K centres, C.
Procedure:
1. feature weight normalisation: (1) partition Z into Zx−y and Zshape by dividing the feature
vector into Fx−y = [fx(0) fy(0)] and Fshape = [fx(1) fy(1)]; (2) compute Euclidean norm
of every two samples in Zx−y and Zshape, and find the maximums maxx−y and maxshape;
(3) compute the weighting factor as γ = maxshape/maxx−y; (4) for Z , we normalise
each sample in the feature vector as F = [γfx(0), fx(1), γfy(0), fy(1)];
2. randomly initialise C , and label assignment to each sample point;
3. swap the new C and the old C ′;
4. update C by computing the means of the samples of same labels;
5. compute the Euclidean distance of every two centres; if there are two centers too close
(decided by a threshold λ), then the two partitions are merged into one cluster. Then there
will be one empty cluster generated by this process;
6. for any empty clusters, we find a sample to locate the centre in this rule:
(a) for each sample, 1> compute the Euclidean distance to its centre, denoted as d ; 2>
compute w = 1||1−δ||2
(b) for each sample, compute E = ln(d) + w;
(c) assign the centre of the empty cluster to the sample with largest E.
7. label assignments.
8. check convergence criterion . If not met, go to step 3; otherwise stop.
9. return C.
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Figure 7.4: Trajectories selected by threshold δ. The left images show the trajectories generated
by inverse FFT as discussed above; the right images show the selected trajectories by threshold
||1− δ|| .
we set the label of the second cluster to the first one, and then recompute the centre for the first
cluster. After this step, the second cluster will become an empty cluster. Then in Step 6, we
locate this centre with empty cluster to a sample so that it will not be empty finally. Step 6 is
the most critical one in our algorithm compared to the traditional K-means. First, we compute
the Euclidean distance of each sample to its centre, denoted as d. It would be more sensible for
us to choose a sample with a far distance to its centre as the centre of a new cluster. Meanwhile,
we also want to highlight the motion patterns for the event of interest. Corresponding to our
application, those patterns are the circle-shape trajectories. As we have discussed before, the
circle shape trajectories have the shape correlation δ close to 1. Then we define the weight
w =
1
||1− δ||2 . (7.6)
When δ approaches to 1, w will increase. In practice, the variance of d is typically much
larger than the variance of w. To balance the influence of these two factors, we simply use
E = ln(d) + w as the metric. The sample with the largest E will be selected as the centre for
the empty cluster. Step 7 assigns labels to the new centres. In step 8 we check the convergence
criterion and once stopped, we will need to get the output, which is the matrix C.
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Figure 7.5: Visualised Central Trajectories of the modified K-means algorithm. The Left:
Traditional K-means. The Right: Modified K-means (The white polygon highlights the motion
pattern for the Left Turn event and the black polygon highlights the motion pattern for the
Right-Turn event.)
Figure 7.5 demonstrates the result of the modified K-means by comparing with the visu-
alised result of the traditional K-means. The motion patterns for the traffic turns are captured in
a more clear manner if the modified K-means is used.
7.3.2 Algorithm 2
In the method presented in Section 7.3.1, we utilized the characteristics relating to the correla-
tions of the horizontal and vertical projections of trajectories to modify the K-means algorithm.
In this section, we present a variation of this method. The architecture of this approach is
still based on assigning a number of centres to the "outlier" samples: in each iteration of the
K-means, after the K centres are computed, the pair of centres with the minimum distance is
found; these two clusters are then merged into one cluster; because the number of clusters K
is a fixed value, the merge operation generates an empty cluster; for each sample point, the
distance to its centre is computed; the point with the largest distance to its centre is found; then
this point is used as the centre of the empty cluster. This modification is based on the original
K-means and the extra step is conducted in every iteration until the algorithm converges. The
point with the largest distance to its centre is in fact the point with highest abnormality. This
step ensures a certain amount of code words to be located in the feature space closer to the rare
events, avoiding the rare events to be ignored due to the imbalance of the dataset. To allow such
a location, we need to merge clusters to have empty cluster.
From 7.3.1, an effective performance can be achieved by considering the correlations be-
tween the horizontal and vertical projections of trajectories. The correlations can also be
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incorporated by using the Mahalanobis distance to replace the Euclidean distance. However,
the characteristic of the feature vector in our application indicates that directly using the Maha-
lanobis distance is not suitable. Let the feature vector be represented as
F = [fx(0), fx−real(1), fx−img(1), fy(0), fy−real(1), fy−img(1)]. (7.7)
Let each channel denoted as F0, F1,· · · , F5. The F0 and F3 are the DC components in the
Fourier Coefficients of X and Y coordinates. The F1 and F2 are the real and imaginary parts for
the first AC component of the X coordinate. The F4 and F5 are the real and imaginary parts of
the first AC components. Suppose there are totally n sample points. The kth point is denoted
as pk. The ith channel is denoted as pki . Let the mean value of the ith channel be µi. The
covariance matrix for the samples is represented as
Λ = [
σ00 σ01 · · · · · · · · · σ05
σ10 σ11
...
... σ22
... σ33
... σ44
...
σ50 · · · · · · σ55
], (7.8)
where
σij =
∑n−1
k=0(p
k
i − µi)× (pkj − µj)
n
is the correlation of channel i and j. The Mahalanobis distance is not suitable because some
correlations are meaningless due to the separation of the real and imaginary of a complex
number into two channels. For instance, σ15 is the correlation between the real part of the
first AC Fourier coefficient from the X-coordinate and the imaginary part of the first AC Fourier
coefficient from the Y coordinates. From a physical point of view, this is meaningless and
potential brings side effects. Figure 7.6 shows the visualisation of the K centres trained using
the Mahalanobis distance: motion patterns are concentrated on the middle of the images and the
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Figure 7.6: The K-Centers Trained Using the Mahalanobis distance
movements on the right side of the road is missed. The motion patterns for some traffic turns
are also missed.
Our method is to introduce a matrix to replace the covariance matrix Λ. Let this matrix be
Φ = [
σ00/4 0 0 0 0 0
0 σ11 + σ22 0 0 σ41 + σ52 0
0 0 σ11 + σ22 0 0 σ41 + σ52
0 0 0 σ33/4 0 0
0 σ14 + σ25 0 0 σ44 + σ55 0
0 0 σ25 + σ14 0 0 σ44 + σ55
]. (7.9)
In the above matrix, most entries are 0. This is because we want to remove all irrelevant
correlations. However, we want to keep the dialogue as this is for the normalisation of the
channel scales. Let us first explain the σ11 + σ22 in Φ11 and Φ22. Let us recover the complex
number of the first AC coefficient for the X coordinate from the two separate channels as pk1 +
jpk2. Correspondingly the mean value of the complex channel should be µ1 + jµ2. To compute
the variance of this channel, we have
δ12 =
∑n−1
k=0 [(p
k
1 + jp
k
2)− (µ1 + jµ2)]× [(pk1 + jpk2)− (µ1 + jµ2)]
n
= σ11 + σ12. (7.10)
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Thus in reality what we do in Eq. 7.9 is to convert the covariance matrix into another
form by considering the fact that some channels come from the real or imaginary parts of
complex numbers. Meanwhile, we only capture the correlations between the first Fourier AC
coefficient of the X-coordinate and the Y coordinate as they are the most important correlation
for representing the shape feature. Then we can set the weightings of different feature channels.
An AC coefficient occupies two channels, while a DC coefficient only assigns to one channel.
To balance the influence of location and shape, we can let σ11 and σ22 be divided by 2. In
our application, we let them be divided by four as we want to give more weights to the location
feature. This division will not influence other entries as all the correlation entries for the location
channels are set to 0. Finally we design the shape-location distance as FΦ−1F . For some other
applications, if the user wants to extract more Fourier coefficients, we can always use a similar
way to design the location shape feature which captures more fine information.
7.3.3 Evaluation
In this section, we present the results of event detection for the problem of imbalance data
clustering on the MIT Traffic Surveillance dataset. KLT trajectories are used as the feature to
capture the motion information. The detail of the feature extraction step refers to Chapter 4.
The MIT dataset contains a traffic video with 90 minutes duration. The image size is 720×480.
The video is cut into short duration clips with each clip of 96 frames. The number of feature
points to detect is set to be 500. The target events we are going to detect are the vehicle turns.
We visualise the low passed filtered trajectories 8 from two video clips containing the right turn
and left turn events in Figure 7.7.
There are in total 1728 video clips, which are then roughly partitioned into five equal parts
(two parts with 345 clips and three parts with 346 clips). There are 73 clips labelled “1” for
the Right-Turn event and 56 for the Left-Turn. Our evaluation is based on a five-fold cross
validation, and the mean of AUC (area under ROC curve) is used as the evaluation criterion. In
order to evaluate the stability of the K-means algorithm, we conduct experiments 10 times.
Given that the labels are at the clip level, this research is conducted in the weakly supervised
learning framework as we have introduced in Chapter 5. We report the experimental results by
8the term low passed filter used here as we only select the DC and first AC coefficients from the Fourier domain
which is equivalent to passing a low passed filter.
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Figure 7.7: Filtered Trajectories for Traffic Turn Events
Right Turn Left Turn
Mean s.t.d Mean s.t.d9
Ordinary Kmeans
Entropy 0.8380 0 0.6774 0
Likelihood 0.8010 0 0.6638 0
Undersample 0.8394 0 0.6853 0
Oversample 0.8339 0 0.7022 0
Modified Kmeans 1
Entropy 0.8485 0 0.7438 0
Likelihood 0.8209 0 0.7338 0
Modified Kmeans 2
Entropy 0.8350 0.0077 0.7488 0.0213
Likelihood 0.8251 0.0073 0.7295 0.0233
Table 7.2: Results of Event Detection
using the relative entropy (Section 5.3.2) and the naive Bayes model 5.2.3. We conducted
experiments on the traditional Kmeans, the modified K-means 1 (Section 7.3.1) and the mod-
ified Kmeans 2 (Section 7.3.2). Meanwhile, we also conduct experiments for undersampling
and over sampling methods [30] which are typical methods for imbalance data clustering: the
under-sampling method means that we randomly select a subset of video clips labelled "0" and
all video clips labelled "1" to form the training dataset to ensure the numbers of video clips for
the two classes are roughly equivalent; the oversampling method means that we duplicate video
clips labelled "1" in the training dataset so that the numbers of video clips for the two classes
equal to each other.
Figure 7.2 illustrates the results of the 10 experiments. The mean of AUCs is computed
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by averaging the AUCs for the 10 times 5 cross validations (the average of 50 AUCs). The
standard derivative presents the stabilities of the methods. The difference of the performances
for the detection of the Right Turn event is not obvious. The method proposed in Section
7.3.1 (modified K-means 1) achieves the best performance. However, the improvements by
using the modified K-means for the Left Turn event are significant. One explanation is that
the number of labelled “1” video clips for the Right-Turn event is much more than those of
the Left-Turn events. The modified K-means methods are based on the motivation of capturing
features of the rare events. Compared to the Right Turn event, the Left Turn event is rarer.
Meanwhile, for all methods, the performance for the Right Turn event is higher, possibly for
the same reason. The methods of oversampling and under-sampling can achieve slightly better
than the performance of original K-means approach, as these methods are typical solutions
for imbalance data clustering. However, the improvement is not as significant as our proposed
method, because even for the video clips labelled “1”, the trajectories from the events of interest
are at low frequencies compared to many other background activities. The design of under-
sampling and oversampling methods are not applicable to the situation of coarse level labels.
Now we will propose an extra step for the method of Section 7.3.2 to allow interactive
event detection. The interactive event detection means to employ human in the loop. In our
experiments, we run 10 experiments for the modified Kmeans algorithm 2, and as a result we
have 10 results for the clustering. Figure 7.8 shows the visualised results of the K centres
trained in two experiments. Obviously, the right image captures the motion patterns for the
event of interest better. In reality, in the test of the right image, the average AUCs for the 5
cross validation are 0.8463 and 0.7837 respectively to the Right Turn and Left Turn detection.
By introducing the human in the loop can achieve a significant higher performance while the
labour for the human is low.
Finally, it should be noted that, the mean value of AUCs is gained by averaging 50 AUCs.
Thus an improvement such as an increase of 2 percent will not be caused by random noise.
7.4 Temporal Video Segmentations
This section illustrates our method for temporal video segmentation. The feature used in this
section is the same as in Section 7.2. Both of them refer to our paper in AVSS 2012 [104]. The
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Figure 7.8: Visualised K-means Results from Two experiments. The Right Image shows a
better clustering result
application of using topic models for temporal video segmentation is first addressed in [97].
Since then, topic models have become a popular tool for temporal video segmentation [46].
7.4.1 Algorithm
The task of temporal video segmentation is to cluster the video clips into groups that describe
the dominant modes within the scene. We use LDA as the learning model. We compute
the topic distribution by first marginalising Φ over all documents in the corpus, followed by
normalization. We have two approaches for this task. In the first approach, we define a topic as
a dominant mode. In this case, the number of topics is set to the number of dominant modes.
We find the maximum value of θ for each video clip, and cluster the clip into that group.
The second approach is to use the topic distribution as the feature. K-means is subsequently
used to cluster the documents. However, one topic may have a much higher weight than others
in all video clips. Thus we first perform normalization over the corpus to ensure a more even
distribution of topic weights. Let θid be the probability of topic i in document d, θi,max and
θi,min be the maximum and minimum values for the probabilities of topic i over all documents
in the corpus respectively. We set θid =
θid−θi,min
θi,max−θi,min .
7.4.2 Experiment
To evaluate temporal video segmentation, we use the QMUL Traffic dataset as used in [46]. We
use the same configuration and ground truth as [46] to segment the video clips into the vertical
and horizontal flow phase.
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LDA [46] Cas-LDA
[46]
Proposed
(1)
Proposed
(2)
Junction 61.5% 87.2% 92.31% 91.28%
Round 55.9% 74.6% 60.17% 76.25%
Table 7.3: Temporal Video Segmentation Accuracy. The term, Our Approach (1), means the
way only using LDA; the term, Our Approach (2), means the way using both LDA and K-means
We used the two approaches for video segmentation: using LDA only (1) and using both
LDA and K-means (2). We conduct experiments 10 times to get the average segmentation
accuracies, which are reported in Table 7.3 and compared with [46]. If the same classifier (LDA)
is used, our approach (1) outperforms [46] significantly, especially for the Junction dataset
where we achieve an average segmentation accuracy of 92.31% (compared to Cas-LDA which
achieves 87.2%).
When combining LDA and K-means, we set the number of topics in 10. We cluster the topic
distributions into two clusters using K-means 10. We have an average accuracy of 91.28% of
the Junction dataset, and 76.25% for the Roundabout Dataset, outperforming the Cas-LDA ap-
proach of [46]. We observe that the majority of the classification errors is caused by ambiguities
in the dataset. In clip 30 of the Junction dataset, there are several vehicles moving horizontally
in the first 200 frames, and a lot of vehicles in the far field begin to move vertically in the last 100
frames. Our algorithm often classifies it as horizontal flow, though the ground truth annotates it
as vertical. Figure 7.9 shows sample images from this clip. If we only use LDA, the result will
be more stable. If we use LDA and K-means, the results are more dependant initialisation of
the K centres in K-Means, but provided the centres are well initialised the approach can achieve
superior performance.
The temporal video segmentation can be used as a pre-processing step for many activity
analysis applications. In unusual event detection, we can define condition based unusual events
and analyse the video conditioned on its cluster. For instance, we can define the unusual events
conditioned on the current traffic light state. The algorithm proposed in this section can be
used to cluster the video into different segments due to the changes of the traffic light state.
Then with different traffic lights, we can have different methods to detect the events. However,
10We initialise the K-means centres with a vector by randomly setting half the elements to 1 and the other half
to 0
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Figure 7.9: A video clip often mismatched. Sample images from Junction test dataset Clip 30.
Left: the first frame; Right: the last frame.
similar application is beyond the scope of this thesis, and the author of the thesis hasn’t found
any existing publications in this direction.
7.5 Summary
This chapter presents a set of novel investigations into activity analysis. Section 7.2 introduces
a novel method by combining LDA and compressive sensing together and shows that this com-
bination achieves a better performance than LDA or compressive sensing when they are used
separately in the QMUL Traffic dataset. Section 7.3 addresses the imbalanced data clustering
problem in the K-means clustering step of the baseline system presented in Chapters 4 and
5. Two methods are proposed to solve this issue and both of them improve the performance.
Meanwhile, it is evident that in the application of event detection, these two methods outperform
other methods such as oversampling and undersampling which are typically used to solved the
imbalance data clustering. Section 7.4 presents a novel method of using the particle trajectories
and their Fourier coefficients for temporal video segmentation. This method achieves the state-
of-the-art performance.
Chapter 8
Summary and Conclusion
In Chapters 3 to 7 of this thesis, we have presented the key contributions of this research, namely
the various algorithms developed for unusual event detection in crowded scenes. This chapter
summarises the algorithms and draws major conclusions arising from this work. We also point
out the possible future of research for unusual event detection in crowded scenes that could be
pursued as natural extensions of this work.
8.1 Summary of major contributions
We classify the events of interest into three kinds, which are "Local", "Global", and "Complex".
For the local and global event detection, we utilise unsupervised learning assuming that the
training dataset contains only the unusual events, and detect the low probability events based
on the trained model as the unusual events. For complex event detection, we basically use
weakly supervised learning approaches, which utilise limited prior information by labelling
binary labels at a coarse level (clip or frame levels) to avoid extensively tedious annotations.
Novel features descriptors, novel classifiers and novel system integration are proposed. The
features are extracted both from compressed and image domain.
The algorithms proposed in this thesis have been listed and summarized in Table 8.1, with
each algorithm assigned an ID. In the following discussion, we will use "Algorithm ID" to refer
to each algorithm. For instance, the algorithm of using LBP-TOP and LDA for local event
detection proposed in Chapter 3 is named "Algorithm 0" in this chapter. In Table 8.1, for the
heading entitled "Contribution" of the listed algorithms, we have categorized our contributions
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of the algorithms into one of three kinds:
1. Feature: where our contribution is a novel feature descriptor;
2. Classifier: where our contribution is in the classifier design; and
3. Integration: where our contribution is a new framework that combines several techniques
into a unified and effective system.
Below is the Summary of the contributions in this thesis:
1. Chapter 3: An investigation of using LBP-TOP for the detection of local unusual events
in the unsupervised learning frameworks is presented; in this investigation, LDA and
sparse coding are used as the learning model; and these systems effectively detect person
running, cyclists, person skating, vehicle movements and wheel chair as unusual events
among the usual event of pedestrians movements. Publications arising from this work
refer to [106, 109].
2. Chapter 4: A distributed behaviour model, which originates from computer graphics,
is adapted into computer vision for global event detection; it is shown to be robust to
camera movements com- pared to a state-of-the-art method using the social force model.
A publication arising from this work refers to [107]
3. Chapter 4: An investigation of using particle trajectories for unusual event detection is
presented. The particle trajectories can be constructed by KLT trackers and particle video.
The trajectories are transformed into the Fourier domain and clustered into a discrete
codebook. There is evidence here to show that this feature descriptor is more effective
than the discrete optical flow which is widely used in the literature together with topic
models.
4. Chapter 5: Two methods of weakly supervised learning are proposed. One is based on
compressive sensing, and the other is based on relative entropy. There is evidence shown
that these methods are effective along multiple feature descriptors. A publication arising
from this work refers to [108].
5. Chapter 6: A novel feature descriptor is designed from the compressed domain. Based on
the angles of motion flows, this feature is shown to be effective for the detection of people
meetings and people splitting. A publication arising from this work refers to [105].
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Algorithm ID Feature Event Classifier Learning Contribution Chapter
0 LBP-TOP local LDA unsupervised integration 3
1 LBP-TOP local sparse
coding
unsupervised integration 3
2 DBM global sparse
coding
unsupervised feature 4
3 point
trajectories
+Kmeans
+DFT
global LDA unsupervised feature/
integration
4
4 various complex MIL com-
pressive
sensing
weakly
supervised
classifier 5
5 various complex relative
entropy
weakly
supervised
classifier 5
6 MPEG
drived
feature 1
complex labeled
LDA
weakly
supervised
feature 6
7 MPEG
derived
feature 2
complex various weakly
supervised
feature 6
8 particle
video
complex joint com-
pressive
sensing and
LDA
unsupervised
learning
integration 7
9 trajectories
+ modified
Kmeans 1
complex relative
entropy
weakly
supervised
feature 7
10 trajectories+
modified
Kmeans
complex relative
entropy
weakly
supervised
learning
feature 7
11 (extra) particle
video
complex K-means
+LDA
unsupervised temporal
video
segment
7
Table 8.1: The List of Proposed Algorithms
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6. Chapter 6: A novel point based trajectory construction method is proposed from the
MPEG domain. A publication arising from this work refers to [108].
7. Chapter 7: Other investigations such as temporal video segmentation and imbalance data
clustering are presented. A publication arising from this work refers to [104].
8.2 Performance Summary
For local event detection, our methods can effectively detect person running, person skating,
cyclists, wheelchairs and vehicle movements among pedestrians. The proposed methods have
been evaluated using the UCSD abnormality datasets and compared with a set of the state-of-
the-art algorithms. For Pedestrian 1 dataset, all the state-of-the-art algorithms that are used for
comparison (6 different approaches), report detection rates at EER lower than 47% using the
pixel level groundtruth, while our proposed methods (Algorithm 0 and 1) report detection rates
at EER higher than 55%. For Pedestrian 2 dataset, as there are no methods in the literature using
the pixel level groundtruth, the performance is compared based on the EERs when frame level
ground truth is used. The proposed Algorithm 1 reports an EER as 6.56%, significantly lower
(better) than 25% which is the best performance for the set of state-of-the-art methods that are
used to compare. For global event detection, our methods can effectively detect rapid escapes
and chaotic scenes caused by heavy rains. It is evident that, our methods consistently outper-
form a widely used exiting method (the discrete optical flow) [97, 33] under a set of different
parameter settings. Meanwhile, our proposed distributed behaviour model method (Algorithm
2) outperforms the existing social force model [57] by 8% of the AUC on the Web Dataset
where the data is captured by moving cameras. For complex event detection, our methods
outperform state-of-the-art methods in the detection of traffic turns, people meeting and people
splitting events. The proposed techniques of weakly supervised learning are compared with
10 different classifiers (various extensions of topic models, various types of SVMs and naive
Bayes) to detect four events (two traffic turns and two jay walkings) in the MIT traffic dataset
under 19 different feature and parameter configurations. The proposed method based on relative
entropy (Algorithm 5) achieves the highest average AUCs on three events and the second highest
average AUCs on the remaining one. Due to the diversity of possible surveillance events, there is
no feature or learning model which was found to be good for all kinds of events. The algorithms
are designed depending on the types of events of interest.
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8.3 The Future Research Directions for Unusual Event Detection in Crowded
Scenes
In this section we point out some future research directions that would be interesting and useful
to pursue.
Multi-camera event detection: The algorithms proposed in this thesis are all for single
camera surveillance. Though there are some datasets we used to capture video footage from a
multiple camera network, such as the PETS 2009 and TRECVid SED datasets, the system is
designed and tested for each camera view independently. Research relating to associations of
the events across camera views is very useful and interesting but has not been undertaken as this
was beyond the scope of the current work.
Complex event detection: The unusual events we have considered in this research are
useful in the context of surveillance and some are complex but are of relatively low complexity.
For instance, the detection of a theft event or the event of a passenger entering a service without
payment would be very useful in real world applications but are too complex to detect with
the proposed approaches. Significant research efforts must be delicated to develop suitable
algorithms to detect such complex events..
Out door surveillance: The proposed algorithms in this research are all assumed to be
used in far field surveillance with a limited level of per- spective distortions and moderate to
good lighting conditions. . Though we have tested several algorithms in outdoor environments,
the scenes are fundamentally simple without complicated weather conditions or complicated
landmarks Further research must focus on more severe distortions caused in outdoor scenes by
weather conditions (heavy rain, strong winds)and more challenging scenery such as those with
moving backgrounds (flowing rivers and moving vehicles ) etc.
Exploitation of sequential relationship of events: In our research we have mostly ignored
the sequential relationships of the events. Though we have two algorithms for temporal video
segmentation, we haven’t linked the relationship of segmentation to event detection.. For real
world applications, we need to detect the interactions between moving agents and static agents.
For instance, in the people meeting event, it is possible to have some people standing still,
waiting for others to join them. In railway station surveillance, we may be typically required
to detect a passenger passing the entrance with or without touching the travel card (payment).
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In this case, the pedestrians are moving agents and the payment machine is static. Only using
motion features are not able to detect these events properly. Further research is warranted in
this direction.
Big data collection and evaluation: The current state-of-the-art performance for unusual
event detection in crowded scenes does not satisfy the requirements of real world applications.
The major reason for this gap in the performance requirement is in non-availability of a
large, fully annotated database containing a significant number of usual and unusual events and
the corresponding well-developed evaluation protocols.
Though we have used various datasets, only the TRECVid dataset can be viewed as a dataset
that could produce statistically significant results. However, even the TRECVid dataset has
significant limitations. For example, the events identified in the TRECVid datasets such as
people meeting and people splitting are normal behaviours in any airports. There is a lack
of events defined in the dataset that are of real security interest. The problem with the other
datasets that are commonly used in research are even more obvious. The UMN dataset and
PETS 2009 datasets are acted by actors and the events are not natural. The UCSD dataset is
too small, and the events defined in this dataset are relatively simple. The MIT traffic dataset
does not have official ground truth. Many publications using this dataset such as [97], do not
reveal the ground truth used. Other researchers [33] annotate the dataset by themselves but the
annotation is not released to the public. It is possible to have one dataset with several different
ground truth annotations, and algorithms using this dataset are therefore hard to compare with
each other. Furthermore, the evaluation methodologies in this field are still at an early stage
of development. The most scientific evaluation is the tool for the TRECVid dataset which
utilises an alignment algorithm to bind the system output to the instances in the ground truth
and compute the detection rate on the event basis. However, even this methodology will have a
problem if there are two such events at co-occurring time (i.e. two meeting events at the same
time together with background activities; if an algorithm detects only one of such an event, the
computation of detection rates is ambiguous.
The collection of a dataset with suitable scale for surveillance applications is very challeng-
ing. There are several reasons for the difficulties of data collection in this field. For example,
the most interesting event in traffic surveillance is the dangerous driving such as by intoxicated
drivers. However, it is impossible to have someone act these behaviours in the crowded street
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for data collection. In real scenarios there will very few unusual or no events over long time.
Acted artificially and introducing an unusual event in a crowded environments such as airport
is not practical and poses security threats to the normal operation. .
Even if a large database were to be collected, the annotation of the database would present
major challenges as well. In this thesis, we have investigated using coarse level labelling
(temporal labelling) for event detection. However, sometimes even a temporal labelling could
be too hard, as the boundary of the start and end frame is hard to decide. A scientific annotation
should be performed with a protocol to decide the boundary based on a unique criterion.
However, no such criteria have been proposed so far.
The author of this thesis believes that in future, the problem of data collection and annotation
will be solved by a combination of computer graphics and computer vision techniques. With the
development of computer graphics and computer simulation, there have been many excellent
virtual reality platforms such as the OpenSim platform [1]. We believe that in the future, it
would be possible to first generate video with simulated events and then control the occurrence
of the events by software programs. In this way, we can have plenty of data with an event
of interest inserted in a controllable manner. There have been a few publications in the area
of event detection using artificially generated videos [9, 90]. Another technique proposed for
generating artificial data is to simulate crowd movement using the social force model. Object
tracking is used to acquired real video footage to capture trajectories and these trajectories are
used to train the parameters for a pedestrian behaviour model for simulation purpose [45].
The author believes that a combination of computer vision and computer graphics tech-
niques will be used in the future to artificially generate very large databases with large numbers
of realistic unusual events. These databases, together with fully developed evaluation protocols,
will enable effective algorithms to be developed to detect unusual events in crowded environ-
ments with a level of accuracy required for real world deployment.
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