Abstract This article discusses the material in relation to iForest (Liu et al. in ACM Trans Knowl Discov Data 6(1):3, 2012) reported in a recent Machine Learning Journal paper by Paulheim and Meusel (Mach Learn 100(2-3): 2015). It presents an empirical comparison result of iForest using the default parameter settings suggested by its creator (Liu et al. 2012) and iForest using the settings employed by Paulheim and Meusel (2015) . This comparison has an impact on the conclusion made by Paulheim and Meusel (2015) .
Background
(referred to as PM hereafter) proposed an outlier detection method based on supervised regression learning, named attribute-wise learning for scoring outliers (ALSO). For a dataset of d attributes, this method builds d linear regression models, where each linear regression model predicts the value of one of the d attributes using all other attributes. During the training process, it calculates deviations between predicted values and actual values. The final outlier score is a weighted average of these deviations over all attributes of the dataset, where the weight for an attribute is the root relative squared error of the regression. This method can handle data with high dimensionality and is tolerant to irrelevant attributes due to its attribute weighting. PM compared ALSO with 10 contenders on real-world datasets from the UCI machine learning repository (Lichman 2013) , and reported that ALSO using M5' (Quinlan 1992) to build the regression models was significantly better than most of the 10 contenders.
iForest (isolation Forest), one of the closest contenders reported by PM, is of particular interest because the parameter settings used in PM's experiments are not the default settings as suggested in the iForest paper (Liu et al. 2012) . (Details of the two settings are given in the Discussion section, and a brief description of iForest is provided in the Appendix for ease of reference.)
This article presents a comparison of these two different settings of iForest to examine a claim made by PM, and provides a discussion on the material in relation to iForest reported by PM.
Comparison of two settings of iForest as suggested by Paulheim and Meusel (2015) and Liu et al. (2012)
We have tested iForest using the default parameter settings [suggested by Liu et al. (2012) ] on the 12 datasets provided by PM. For each dataset, we report the average AUC (Area under ROC curve) results over 10 trials with different seeds for randomisation. Table 1 presents the results of the two settings of iForest: one provided by Paulheim (private communication) and the other obtained using the default settings. These results show that there are 9 wins and 3 losses out of the 12 datasets, in favour of iForest with the default settings; and many of the wins are in large margins. The average AUC over the 12 datasets is 0.845; whereas the average AUC result from PM is 0.781, which is significantly less than that using the default settings. The results of two significance tests are given below. The bold number indicates the better performer. The details of both settings can be found in the Discussion section We have conducted a Friedman test with the post-hoc Nemenyi test (Demšar 2006 ) to examine whether the difference between the two settings of iForest is significant. Figure 1 shows the average rank and critical difference of each setting of iForest. This test shows that iForest with the default parameter settings performs significantly better than iForest with the settings used by PM.
PM used one-sided pared t test and claimed that ALSO(M5') is significantly better than iForest with the settings used by PM with p < 0.05. Using the same significance test, we found that iForest with the default parameter settings performs significantly better than iForest with the settings used by PM since the p value we got is 0.03.
On the 12 datasets, iForest with the default parameter settings achieved an average AUC of 0.845 which is comparable to the best result of 0.854, achieved by ALSO(M5') reported by PM.
In summary, the difference between iForest and ALSO(M5') is considerably smaller than that reported by PM, had the default settings suggested by Liu et al. (2012) been used in PM's experiments.
Discussion
In Section 4.2 of their paper, PM state that "As reported in Liu et al. (2012) , isolation forests provide stable results if at least 30 trees are learned, and the best results are achieved with a height limit of 1, so we use those values." These are not the default settings suggested by Liu et al. (2012) ; and the most important parameter for iForest, i.e., subsampling size, is not mentioned at all by PM.
The default settings for the three parameters, suggested by Liu et al. (2012) , are given as follows:
"Subsampling Size. .... we also find that setting ψ to 2 8 or 256 generally is enough..." "Number of trees t controls the ensemble size. We find that path lengths usually converge well before t = 100. Unless otherwise specified, we use t = 100 as the default value in our experiment." "In the normal usage of iForest, the default value of evaluation height limit is set to maximum, that is, ψ − 1,..."
Although Liu et al. (2012) have made a suggestion to use the height limit of 1 in Section 5.3, that particular suggestion was made to illustrate a special case using an artificial dataset: " we find that setting a lower evaluation height limit is effective in handling dense anomaly clusters. iForest obtains its best performance using hlim = 1. It is because iForest uses the coarsest granularity to detect clustered anomalies." In summary, PM have used settings other than the default settings for iForest suggested by Liu et al. (2012) in their experiments. The reported iForest result by PM is significantly worse than that obtained using the default parameter settings suggested by Liu et al. (2012) , as shown in the comparison result presented in the last section.
Appendix: Isolation forest (iForest)
iForest (Liu et al. 2012 ) employs a completely random isolation mechanism to isolate every instance in the given training set. This is done efficiently by random axis-parallel partitioning (without using a test selection criterion) of the data space in a tree structure until every instance is isolated. An iForest consists of t trees, and each tree is built using a subsample randomly selected from the given dataset. The anomaly score of an instance x is measured as the average path length over t trees as follows:
where i (x) is the path length of x in tree i. The intuition is that anomalies are more susceptible to isolation. iForest identifies anomalies as instances having the shortest average path lengths in a dataset.
iForest is one of the fastest anomaly detectors and performs competitive to the state-ofthe-art in terms of detection accuracy (Bandaragoda 2015) . Emmott et al. (2013) , whom have used the default parameter settings of iForest suggested by Liu et al. (2012) in their independent evaluation, reported that iForest outperformed OneClass SVM algorithm (Schölkopf et al. 2001) , Support Vector Data Description (Tax and Duin 2004) and Local Outlier Factor (Breunig et al. 2000) .
