We extend the well-known Chebyshev's inequality to some new cases involving permanents under the proper hypotheses. Our main results are
Introduction and main results
We shall need the following symbols in the well-known monographs [1] [2] [3] For matrices A = (a i,j ) m×n and B = (b i,j ) m×n , we define the Haddamard product as A B := (a i,j b i,j ) m×n , that is, it is the componentwise product.
Besides these, throughout the paper it is assumed that n 2. The well-known Chebyshev's inequality states: if a, b ∈ R n , and a 1 a 2 · · · a n , b 1
The inequality is reversed for b 1 b 2 · · · b n . In each case, equality holds in (1) if and only if a 1 = a 2 = · · · = a n or b 1 = b 2 = · · · = b n .
Definition 1.
Let A = (a i,j ) n×n be an n × n matrix over a commutative ring. Then the permanent (of order n) of A, written perA , is defined by
The sum here extends over all elements σ of the symmetric group S n , that is, over all permutations of the numbers 1, 2, . . . , n.
We shall use some symbols similar to those in [2, 3] :
A by deleting its i 1 th, i 2 th, . . . , i p th rows and j 1 th, j 2 th, . . . , j q th columns. For any n-square matrix A = (a i,j ) n×n , we will use the following lemma similar to Laplace's expansion theorem for determinants (see [2, 3] ): Lemma 1. The expansion of the permanent according to the rth row or the sth column
n).
We shall generalize the inequality (1) to the following results (4) and (6). Theorem 1. Let A = (a i,j ) n×n and B = (b i,j ) n×n be two n × n matrices, and let a i,j > 0 and
The inequality (4) is reversed for (2) and the inverse inequalities of (3) . In each case, equality holds in ( 
If all the signs of inequality in (5) 
Proof and corollary of Theorem 1
Proof of Theorem 1. The proof is by induction on n. We only prove that the inequality (4) holds under the conditions (2) and (3), because the proof in the other case is similar. The proof is divided in two steps: (I) When n = 2, since
In other words, this is just our desired (4) for n = 2.
(II) Suppose the inequality (4) is true for n − 1, to show it is true for n. By Lemma 1, we obtain the expansion of per(A B) according to the first row
Since
using the induction hypothesis, we have
We will prove the following inequalities:
We will first prove that the inequality (9) holds. By Lemma 1, the expansions of perA(1|j) and perA(1|j + 1) severally are
Thus, the inequality (9) may be written equivalently as
and therefore
From these it follows that the inequality (11) holds. Consequently, the inequality (9) holds. Similarly, one can also prove that the inequality (10) holds. In a word, (9) and (10) hold all together.
Combining results (7)- (10) and Chebyshev's inequality (1), we get
This is our desired result (4). The equality condition of Chebyshev's inequality tells us that the sign of equality holds if and only if rank(A) = 1 or rank(B) = 1. This completes the proof of Theorem 1.
Definition 2. We introduce the function h n
The inequality (12) is reversed for
each case, equality holds in (12) if and only if a
Proof. We only prove the first case. Since h n (x; α) is symmetric with respect to α and so is with respect to x, we may as well assume that α 1 α 2 · · · α n . In Theorem 1, we set
By Theorem 1, (4) is true, that is, the inequality (12) holds. From Theorem 1 and the preceding argumentation, equality holds in (12) if and only if
Corollary 1 is thus proved.
Proof and corollaries of Theorem 2
Proof of Theorem 2. Here R n×n ++ denotes the set of all n × n real matrices whose (i, j )-entries are x i,j > 0, that is, R n×n ++ := {X|X = (x i,j ) n×n , x i,j > 0, i, j = 1, . . . , n}. We consider the function
For any fixed r ∈ {1, 2, . . . , n}, let A r := (c i,j ) n×n denote the matrix obtained from B by replacing its rth row by the corresponding row of A. That is,
The theorem follows if we can prove that F (A r ) F (B), ∀r ∈ {1, 2, . . . , n}, since we will be able to replace successively all rows of B by those of A. Thus, we can obtain the chain of inequalities in these replacement operations F (A) F (B) . Note that the replacement is feasible, and we can perform it repeatedly, since
To shorten notation, set α j := a r,j , β j := b r,j , ∀j : 1 j n. We have the following equivalences:
The last above inequality clearly holds, by (5) . Thus, the inequality (6) holds. It follows from the above argument that the equality holds in (6) if and only if
. . , n. This ends the proof of Theorem 2.
where h n is as in Definition 2.
Proof. By Corollary 1 and the arithmetic-mean-geometric-mean inequality, we obtain that
From α ∈ R n + , we have
By Theorem 2 and the definition of h n , we get the last inequality in (13). Corollary 2 has been proven.
One of the most important results about permanents was conjectured in 1926 by van der Waerden (see [5, 9] ): let A = (a i,j ) n×n be a doubly stochastic matrix, that is, a i,j 0,
In 1980-1981, it was finally proven independently by Egorychev [10] and Falikman [11] . It is interesting that the reverse inequality of (14) 
Remark 1. Both Corollary 1 and Theorem 2 generalize Chebyshev's inequality. Indeed, taking
which is equivalent to (1). Corollary 1 is Lemma 4 from [4].
Applications
We shall use the following famous result (see [6] [7] [8] It is easily seen that PerA = perA * /|n − m|!. Thus, Theorems 1 and 2 still hold for matrices A = (a i,j ) m×n and B = (b i,j ) m×n . Also Theorems 1 and 2 hold (with the same equality cases) in any commutative field F endowed with a (partial) ordering " ", such that F + + F + ⊂ F + and F + · F + ⊂ F + .
