In this paper we are concerned with some p-Kirchhoff type problems involving signchanging weight functions. We prove the existence of multiple positive solutions of the problem via the Nehari manifold approach.
Introduction
The aim of this paper is to prove some existence and multiplicity results of solutions to the following problem:
where Ω is a smooth bounded domain in R N , 1 < q < p < r ≤ p * (p Problem (1) is a general version of a model presented by Kirchhoff [14] . More precisely, Kirchhoff introduced a model
where ρ, ρ 0 , h, E, L are constants, which extends the classical D'Alembert's wave equation by considering the effects of the changes in the length of the strings during the vibrations. The problem
received much attention, mainly after the article by Lions [15] . Problems like (3) are also introduced as models for other physical phenomena as, for example, biological systems where u describes a process which depends on the average of itself (for example, population density). See [2] and its references therein. For a more detailed reference on this subject we refer the interested reader to [3, 8, 10, 11, 16, 17] .
See [9] where the authors discussed the problem (1) when p = 2. Here we focus on extending the study in [9] . In fact This paper is motivated, in part, by the mathematical difficulty posed by the degenerate quasilinear elliptic operator compared to the Laplacian operator (p = 2). This extension is nontrivial and requires more careful analysis of the nonlinearity. Our approach is based on the Nehari manifold, see [1, 5, 6, 7, 12, 18, 20, 21] .
Variational setting
We define The energy functional corresponding to equation (1) , for u ∈ W 1 0 (Ω) is defined by M(t) dt and M : R → R + is any function that is differentiable everywhere except at some finite points. It is well known the weak solutions of equation (1) are the critical points of the energy functional J λ,M . By taking M(s) = as p−1 + b and using the Sobolev inequality, we can write 
The Nehari manifold N λ,M is closely linked to the behavior of functions of the form I u,M : t → J λ,M (tu) for t > 0 that named fibering maps. If u ∈ W 1,p 0 , we have
Clearly,
and so, for u ∈ W 
Thus, for each u ∈ N λ,M ,
Then for u ∈ N λ,M ,
Also, as proved in Binding, Drabek and Huang [4] or in Brown and Zhang [7] , we have the following lemma.
Lemma 2.1. Suppose that u 0 is a local minimizer for J λ,M on N λ,M and that
}, where λ 1 (a) and λ 2 are given by
and
then we will state the main theorems.
Theorem 2.1. Suppose that N is any one of 1, p, 2p − 1 and that r > p 2 . Then for each a < 0 and 0 < λ < λ 0 (a), Eq. (1) has two positive solutions u
We define
then Λ > 0 is achieved by some φ Λ ∈ W 
where µ is an eigenvalue of Eq. (10), u ∈ W 1,p 0 (Ω) is nonzero and eigenvector corresponding to eigenvalue µ such that
we writhe
and all distinct eigenvalues of Eq. (10) denoted by 0 < µ 1 < µ 2 < ..., we have
where µ 1 is simple, isolated and can be achieved at some ψ 1 ∈ S W and ψ 1 > 0 in Ω ( see [22] ).
Then we have the following result. 
For the next result, we note that if g ≥ 0, then using Lemma 2 from Alves et al. [2] , there exists C * > 0 independent of M and λ such that
Let
p 2 −r r−p , Finally, let
where S > 0 given by (36), we state our last theorem.
Theorem 2.4. Suppose that r < p 2 and f, g > 0. Then for each θ > 0and 0 < a <
, A * } there exists a positive numberλ * ≤ min{θ,Λ}such that for 0 < λ <λ * , Eq.
(1) has three positive solutions u
Preliminary Results
The sequence {u n } is a Palais-Smale sequence for
Furthermore, if every Palais-Smale sequence for J λ,M on W 
then
Thus, u n → u 0 strongly in W • (ii) If r < p 2 , then energy functional J λ,M is coercive and bounded below on W
and,
Thus, J λ,M is coercive and bounded below on N λ,M .
(ii) We have,
•
• (iv) if r < p 2 and a >Â 0 , then for all λ > 0, N
By (12) and (13) 
, then for all u ∈ N λ,M we have
By (14) and (15) for all u ∈ N 0 λ,M , we have
Hence, if N 0 λ,M is nonempty, then the inequality λ ≥λ 0 (a) must be hold. (iv) If r < p 2 and u ∈ N λ,M , then •
• (iv)If r < p 2 and a >Â 0 , then for all
To prove Theorem 4.1. (i) we state the following lemmas:
with Ω g|u| r dx > 0, there exists t a,max > 0 such that
• (ii) If Ω f |u| q dx > 0, then there are unique t + and t − with 0 < t
Proof. Case (A):
Clearly, tu ∈ N λ,M if and only if h a (t) = λ Ω f |u| q dx. We have h a (0) = 0 and h a (t) → −∞
there is a unique t a,max > 0 such that h a (t) achieves its maximum at t a,max , increasing for t ∈ [0, t a,max ) and decreasing for t ∈ (t a,max , ∞) with lim t→∞ h a (t) = −∞. Clearly, if tu ∈ N λ,M , then
There is a unique t
Case (A-ii): Ω f |u| q dx > 0. By (16) and
there are unique t + and t − such that 0 < t
and h
Similar to the argument in part (A − i), we conclude that
Case (B):
Then, m a (t) ≤ h a (t) for all a > 0 and t ≥ 0. We have m a (0) = 0 and m a (t) → −∞ as t → ∞. Since Ω g|u| p dx > 0,r > p 2 and
there is a uniquet
such that m a (t) achives its maximum att a,max , increasing for t ∈ [0,t a,max ) and decreasing for t ∈ (t a,max , ∞). Moreover,
Case (B-i):
By h a (0) = 0 and h a (t) → −∞ as t → ∞, there is a unique t − > t a,max such that h a (t − ) =
λ Ω f |u| q dx and h ′ a (t − ) < 0. Repeating the argument in part (A − i), we have t
Case (B-ii): Ω f |u| q dx > 0. By (16) and
Repeating the same argument of part (A−i), we conclude that
This completes the proof.
Lemma 4.3. Suppose that r > p 2 and 0 < λ < max{λ 1 (a), λ 2 }. Then for each W 1,p 0 (Ω) with u ∈ Ω f |u| q dx > 0, there existst a,max > 0 such that
If Ω g|u| r dx ≤ 0 then there is a unique 0 < t + <t a,max such that t + u ∈ N + λ,M and
• (ii) If Ω g|u| r dx > 0 then there are unique t + and t − with 0 < t + <t max < t − such that t ± u ∈ N ± λ,M and
there is a uniquet a,max > 0 such thath a (t) achives its maximum att a,max , increasing for t ∈ [0,t a,max ) and decreasing for t ∈ (t a,max , ∞). Moreover,
The results of Lemma 4.3 are obtained by repeating the same argument of Lemma 4.2. For the proof of Theorem 4.1(ii), we require the following two lemmas:
Lemma 4.4. Suppose that r = p 2 , a < 1 λ and 0 < λ <λ 0 (a). Let φ Λ > 0 as in (8) . Then, there existst max > 0 such that 
Proof. Letĥ
Then by (8) and (9),
there is a uniquet max > 0 such thatĥ(t) achieves its maximum att max , increasing for t ∈ [0,t max ) and decreasing for t ∈ (t max,∞ ). Moreover,
Similar to the argument in Lemma 4.2, we can obtain the results of Lemma 4.4.
By f + = 0, there exists at least one u ∈ W 1,p
achieves its maximum att max , increasing for t ∈ (0,t max ) and decreasing for t ∈ (t max , ∞).
Since
andh(t) → −∞ as t → 0 + , we can conclude that there is a unique t + <t max such that 
Proof. Similar to the argument in Lemma 4.5, we can obtain the results of lemma 4.6.
To prove Theorem 4.1(iv), we use the following lemma:
Lemma 4.7. Suppose that r < p 2 and a >Â 0 . Then for each u ∈ W 
Then by q < p and r < p 2 , we haveh(0) = 0 andh(t) → ∞ ast → ∞. Since a >Â 0 , we havẽ
> 0, for all t > 0, and soh(t) increases for t ∈ [0, ∞). Moreover, for each λ > 0, there is a unique t λ > 0 such thath
Again, the proof is completed by repeating the argument of Lemma 4.2. 
Then we have the following result.
Theorem 5.1. Suppose that r > p 2 and 0 < λ < λ 0 (a). Then we have
In particular α
(ii) Let u ∈ N − λ,M . We divide the proof into the following two cases. Case (A): r > p 2 and λ 0 (a) = qλ 2 p
. By (4) and the Sobolev inequality,
Subsequently,
. By (3) and the sobolev inequality,
Repeating the argument of part (A), we conclude that if λ <
, then α − λ > c 0 for some c 0 > 0. this completes the proof. Now, we proceed to the proof of Theorem 2.1. By Lemma 3.2 and the Ekeland variational principle [13] , there exist a minimizing sequence {u
It follows, by Lemma 3.1, that there exists a subsequence {u In particular,α
which implies that 
Similar to the argument in Theorem 5.3, we can concludeα λ,M < 0. Moreover, by Lemma 3.2(i) and the Ekeland variational principle [13] , there exist a minimizing sequence {u n } for
It follows, by Lemma 3.1, that there exists a subsequence {u n } and u 0 ∈ W This completes the proof.
6
Proof of Theorem 2.3
First, we consider the following truncated equation (1),
where
) and
and if u ∈ N λ,M k p−1 with u
, by (22)- (25) and the Sobolev inequality, theñ
Note that
, and so with (27),
Moreover, by (25),
It follows that, by (28) and (29),
Hence, by (26) and (30),
is nonempty, then the inequality
must be hold. Subsequently, we have the following result.
By Lemma (6.2), we write N λ,
. Using a similar argument to that of Lemma 4.3, it can be deduced that N
then we have the following result. (ii) Let θ > 0 and take λ <λ 0 = min{θ,C 3 min{C 2 ,C 4 }}. Then by Lemma 6.1 and the Ekeland variational principle [13] , there exist two minimizing sequences {u 
