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ABSTRACT: In the framework of the Clear-PEM project for the construction of a high-resolution
and high-specificity scanner for breast cancer imaging, a Positron Emission Mammography tomo-
graph has been developed and installed at the Instituto Portugueˆs de Oncologia do Porto hospital.
The Clear-PEM scanner is mainly composed by two planar detector heads attached to a robotic
arm, trigger/data acquisition electronics system and computing servers. The detector heads hold
crystal matrices built from 2×2×20 mm3 LYSO:Ce crystals readout by Hamamatsu S8550 APD
arrays. The APDs are optically coupled to both ends of the 6144 crystals in order to extract the
DOI information for each detected event. Each one of 12288 APD’s pixels is read and controlled by
Application Specific Integrated Circuits water-cooled by an external cooling unit. The Clear-PEM
frontend boards innovative design results in a unprecedented integration of the crystal matrices,
APDs and ASICs, making Clear-PEM the PET scanner with the highest number of APD pixels
ever integrated so far.
In this paper, the scanner’s main technical characteristics, calibration strategies and the first
spectrometric performance evaluation in a clinical environment are presented.
The first commissioning results show 99.7% active channels, which, after calibration, have
inter-pixel and absolute gain distributions with dispersions of, respectively, 12.2% and 15.3%,
demonstrating that despite the large number of channels, the system is uniform. The mean en-
ergy resolution at 511 keV is of 15.9%, with a 8.8% dispersion, and the mean C−1DOI is 5.9%/mm,
with a 7.8% dispersion. The coincidence time resolution, at 511 keV, for a energy window between
400 and 600 keV, is 5.2 ns FWHM.
KEYWORDS: Gamma camera, SPECT, PET PET/CT, coronary CT angiography (CTA); Photon de-
tectors for UV, visible and IR photons (solid-state) (PIN diodes, APDs, Si-PMTs, CCDs, EBCCDs
etc); Front-end electronics for detector readout
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1 Introduction
One in every eleven Portuguese women are diagnosed with Breast Cancer, which makes it one of
the most common cancers and the leading cause of death by cancer for women between the ages
of 35 and 55 [1]. This incidence rate value is similar to most developed countries. If diagnosed
correctly and on its early stages, the 5-year relative survival rate is higher than 90%. However,
the most common and wide-spread diagnostic technique, X-ray mammography, can only provide
anatomical information of the breast tissues, resulting in a high false-positive rate, specially in
dense breasts. There is therefore a great need for a breast cancer diagnosis system with both a high
specificity and a high resolution. Positron Emission Tomography (PET) imaging [2], in which the
Clear-PEM scanner is based, presents itself as a viable solution to this need.
PET whole-body scanners using 18F-FDG as a radioactive tracer and dual-time-point imaging,
have a sensitivity higher than 90% for breast tumors larger than 1 cm, but lesions with less than 1 cm
in diameter can be undetected [3]. To solve this problem it is necessary to design PET scanners
exclusively for breast imaging, known as Positron Emission Mammography scanners (PEM) [4, 5].
The Clear-PEM scanner was thus designed to have high sensitivity, high specificity and a good
spatial resolution in order to detect small tumors, both on the breast and axilla regions [6, 7].
Unlike in common ring-shaped PET scanners, the Clear-PEM’s detector plates are very close
to each other, increasing the parallax effect [8]. This effect occurs when the interaction point of
the photon that penetrates into the detector module is assigned to the front face of the detector
element, introducing a mispositioning in the Line-of-Response (LOR). If the depth-of-interaction
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Figure 1. Photograph of the Clear-PEM scanner installed in the hospital.
(DOI) is measured, then the interaction point is no longer assigned to the front face and most of
the positioning error is eliminated. In order to find a compromise between the parallax effect and
detection sensitivity, a detector module with high-Z, fine pitch 2×2×20 mm3 LYSO:Ce crystals [9]
and APDs optically coupled to both ends of the crystals, was chosen, allowing measuring the DOI
of the incoming photons [10–12]. Also, very efficient data acquisition systems, with low dead-time,
were implemented, enabling the full acquisition of the data generated during an exam [13].
The Clear-PEM scanner was installed at the Instituto Portugueˆs de Oncologia do Porto hospital
in December 2008 and the first clinical trials will occur during the year of 2009. Figure 1 shows
the scanner at the hospital.
This paper mainly focuses on the spectrometric performance of the Clear-PEM tomograph in
clinical environment, being the imaging performance discussed on another paper [10]. Section 2
contains a small overview of the scanner’s main technical characteristics. The calibration strategy
is briefly described on section 3. Section 4 presents the experimental results from the Clear-PEM
integration phase in clinical environment. Section 5 presents the conclusions.
2 The Clear-PEM scanner
The Clear-PEM scanner is composed by two planar detector heads attached to a robotic arm, a
trigger/data acquisition electronics system and a rack with the data acquisition and detector con-
trol system servers plus the low voltage and high voltage power supplies. The detector heads hold
LYSO:Ce crystal matrices, with 32 2×2×20 mm3 crystals each, and Hamamatsu S8550 APD pho-
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Table 1. Major technical specifications of the Clear-PEM scanner.
Number of LYSO:Ce crystals 6144 (2×2×20 mm3 each)
Number of crystal matrices 192
Number of electronic channels 12 288
Number of multi-pixel APDs 384
Number of multi-channel ASICs 64
Number of LORs 9 437 184
Scintillator volume 491.52 cm3 (≈ 3.5 kg)
Active surface area 18×16 cm2 (≈ 13 channels/cm2)
tosensors that are read by highly integrated 192:2 Application Specific Integrated Circuits (ASIC)
water-cooled by an external cooling unit, capable of keeping the temperature within the range of
17–19 ◦C with a stability of±0.1 ◦C. Each acquisition performed by the ClearPEM scanner is made
with the detector heads kept still.
In the ASIC, amplification, shaping, sampling, channel selection and analog multiplexing of
the signal are performed. The output pulse dataframe is composed of 10 analog level samples which
are then digitized by a free running ADC and sent to the off-detector electronics (L1 trigger), based
on a FPGA fabric which implements temporary data storage and computation of trigger primitives
(energy and time) and coincidence triggering. The selected data is then transfered to the next level
trigger (L2 trigger), implemented in software.
The patients are placed on the prone position on the examination bed, which has an opening
that allows the detector heads to access the breast to be examined. In order to ensure tomographic
reconstruction, when one acquisition ends the detector heads are rotated by the robotic arm into
a new position, where another acquisition occurs [10, 14]. The main technical parameters of the
scanner are shown in table 1. Other details about the design and technical characteristics of the
Clear-PEM scanner can be found on our previous papers [7, 12, 13, 15, 16].
3 Calibration methods
A correct energy calibration of all the channels is essential to correctly identify the photons that are
coincident in time and originated by the same positron annihilation without undergoing Compton
scattering on their way to the detector, by narrowing the time and energy acceptance windows. The
use of a narrow coincidence window, together with an accurate event timing determination and low
system dead-time, is required to minimize the presence of background random coincidence events,
which, in PEM systems, are mainly due to the single photon events flux originated in the patient’s
torso. This background activity contributes to a contrast loss and introduction of artifacts in the re-
constructed images. The DOI calibration is needed to obtain information about the interaction posi-
tion of the photon with the crystal in order to minimize the Line-of-Response’s positioning error [8].
Calibration strategies that allow for a fast calibration with minimum human participation are
thus required for the scanner to be operated by hospital staff and integrated in normal clinical
routine. The calibration methods are described briefly in the following subsections and a more
detailed description can be found in [16–18].
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3.1 Energy calibration
The energy of every detected hit is given by the sum of the energies measured by the two APDs that
readout the top and bottom ends of the crystal where the photon interacted. It is then required that
both APDs have an equalized gain. Taking advantage of the natural presence of 176Lu within the
LYSO:Ce crystal, uniformly distributed along its entire volume, the inter-pixel gain is determined
by assuming that the energy spectra of each APD should be the same. Taking as reference the top
APD’s spectrum, a Krel constant is multiplied by the amplitude of the bottom APD signal. Once
the gain of the APDs is equalized, the top-bottom summed spectrum can be calibrated in energy by
finding the position of the 511 keV peak emitted by either a 68Ge or a 22Na source and computing
the absolute gain constant Kabs. The energy of each event, in keV, is then estimated by:
E = Kabs (Et + KrelEb) (3.1)
where Et and Eb are the values of the pedestal-subtracted pulse’s amplitude of the top and bottom
APDs, respectively.
To find the correct Krel, the bottom and top APD spectrum for a single crystal are compared
and a χ2 distribution, that measures the similarity between the spectrum, is computed. This
distribution’s minimum value is then determined, corresponding to Krel. The distribution is de-






ψ it −Krelψ ib
)2
ψ it + Krelψ ib
(3.2)
where ψ it and ψ ib are the number of entries in each i bin of the energy spectra of the top and bottom
APD, respectively, and N is the total number of bins.
3.2 DOI calibration
The interaction depth of a photon, z, is computed from the asymmetry of light collection between





The CDOI constant transforms the ratio of shared light into a physical distance unit and is obtained
right after Krel calibration, also using the 176Lu present in the crystal. This constant is then deter-
mined by finding the edges of the asymmetry distribution, which is uniform due to the uniform con-
centration of the 176Lu decays along the crystal [20]. From this assumption, CDOI is estimated by:
CDOI =
20 mm
(Asymmetry at positive edge)− (Asymmetry at negative edge) (3.4)
where Asymmetry at positive edge and Asymmetry at negative edge are the asymmetry values on
the corresponding crystal edges, extracted from a light collection asymmetry plot like the one
shown in figure 13(b) [20].
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Figure 2. Pulse shape parameterization f (t).
3.3 Time calibration
To discriminate between two photon events of the same decay from uncorrelated single photons
from distinct decays, a PET system needs to be able to extract the time information from each
interaction with a resolution of about a few nanoseconds [21, 22].
In Clear-PEM, after the APD signals arrive in the corresponding ASIC, the amplification,
shaping, channel selection and analog multiplexing are performed (figure 3(a) shows the routing
between a ASIC and its corresponding APDs). The pulse dataframe, seen on figure 4, is composed
of 10 analog level samples which are then digitized and sent to the L1 trigger electronics. The
selected data is then transfered to the Level 2 trigger, implemented in software.
A key assumption for the time extraction of each pulse is that the pulse shape for every
APD/ASIC channel can be predetermined. Pulse reconstruction assumes that the individual re-
sponse of each channel to a characteristic APD charge input can be parameterized by means of a
generic function given by:












where Tpeak is the peaking time, α the form factor, Tmax the absolute position of the maximum in
respect to the sampling clock frequency (50 Mhz) and A the amplitude (see figure 2) [23]. The
time of the pulse is defined as Tmax-Tpeak. In the Level 1 trigger electronics, each pulse’s pedestal,
estimated from the first two samples, is subtracted from the pulse’s dataframe and the pedestal-
subtracted dataframe is fitted using f (t) to estimate the phase δt , defined as:
δt = Tmax−MaxClock (3.6)
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Figure 3. Close-up schematic (a) and photo (b) of the bare PCB routing section between the ASIC and
APDs in the frontend board (ASIC die not mounted).
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Figure 4. Typical pulse dataframe.
where MaxClock is the clock position of the highest sample in the dataframe. Each dataframe is
then corrected by the phase and the samples are accumulated in a profile histogram built for each
channel. The profile histograms are fitted by the Level 2 trigger calibration software, using the f (t)
function with variables Tmax, Tpeak and α free during the minimization process. Since the pulse
shape is normalized and pedestal-corrected, the parameter A is fixed to 1 [18].
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Figure 5. In-detector heads temperature evolution.
4 Experimental results from the Clear-PEM integration phase
The results presented in this section were obtained with the assembled scanner, having 75% of the
total number of crystal matrices installed due to logistics-related time constraints, operating in a
clinical environment, and using the 176Lu background and an 160× 180 mm2 planar 68Ge source,
with both sources providing a rather uniform number of decays for all crystals. The obtained values
are frequently compared with the results obtained during the ASIC characterization stage with the
“Trigger Cell” setup, presented in a previous paper [16], where two ASIC chips were tested using a
dedicated setup, basically composed by two small frontend boards (FEBs) coupled to six LYSO:Ce
crystal arrays.
The APDs’ gain has a dependence on temperature. With gain 100, at which the APDs are op-
erated, the APDs’ gain varies 4.0%/◦C, so it is imperative that the temperature inside the ClearPEM
detector heads is monitored and controlled in real time, which is done by means of a PT1000 read-
out [15]. The maximum relative deviation to the mean temperature value is less than 0.6% (see
figure 5), the observed oscillations being caused by the water-cooling system’s limited precision
of 0.1 ◦C.
4.1 Noise measurements
Figures 6(a) and 6(b) show the distribution of mean pedestals, obtained by reprocessing in off-
line mode the dataframes acquired by the L1 trigger. In order to evaluate if the top and bottom
FEBs have similar behaviors, which is particularly critical with a double-readout architecture, and
to detect structure-induced variations, the parameter’s distribution is shown for the bottom and
top boards, separately. The mean pedestal value, extracted from a gaussian fit, is 516 and 517
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Figure 6. Mean pedestal distribution for channels on the top (a) and bottom frontend boards (b).
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Figure 7. RMS pedestal distribution for channels on the top (a) and bottom frontend boards (b). The thicker
black line shows the noise distribution obtained with the ASIC characterization setup [16].
ADC counts1 for the top and bottom FEBs, respectively, with dispersions2 of 1.0% and 0.9% that
guarantee a low inter-pixel pedestal variation and allow the use of low ASIC threshold voltage
(which limits the minimum energy of a detectable event), common to all 192 channels inside each
chip. These results are comparable to the ones obtained in the characterization stage of the ASIC,
where a mean pedestal of 513 ADC counts and a dispersion of 0.5% were measured.
The distribution of the electronics noise, defined as the pedestal RMS, is shown in figures 7(a)
and 7(b). Both the top and bottom boards’ distributions don’t follow a gaussian profile. The mean
value of the noise, for both FEBs, is 3.3 ADC counts, with dispersions of 28.9% and 25.0% for
the top and botttom FEBs, respectively. The results obtained from the ASIC characterization setup
showed a mean noise of 2.2 ADC counts and a dispersion of 7.8%, being its normalized noise
distribution represented on figures 7(a) and 7(b) by the thick black line [16]. In the assembled
scanner, the noise distribution shows an increase on both the mean noise and dispersion values.
These increases are caused by the very compact cabling inside the ClearPEM’s detector heads,
1Differential 10-bit ADCs are used in the system.
2Defined as the relative standard deviation.
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Figure 8. Typical reconstructed pulse for a single LYSO-APD-ASIC channel.
which induces more noise than the simpler ASIC characterization setup, due to electronic noise
pickups and other parasitical effects [16]. It will be shown that this doesn’t affect the energy and
timing resolutions, as well as the ability to extract DOI information. Improvements in the next-
generation FEB layout are expected to provide better immunity to noise pickup.
4.2 Pulse shape
In this section we present the results of the fit of the f (t) to the profile histogram of all channels in
the system.
A typical reconstructed pulses’ profile histogram, as described in subsection 3.3, is shown
on figure 8. The Tpeak distributions on the bottom and top boards are shown in figures 9(a) and
9(b). It is possible to clearly identify a group of faster channels, corresponding to ASIC blocks
that are faster due to differences in the production process. Not considering these faster channels,
one can say that both the bottom and top boards have similar mean values of 58.9 ns and 59.1 ns,
respectively, yielding a common dispersion of 1.9%. These results are compatible with the ones
obtained with the ASIC characterization setup, where a mean Tpeak value of 57.2 ns and a dispersion
of 1.9% was measured [16].
The α distributions are presented in figures 10(a) and 10(b). Again, it is possible to identify a
group of channels that correspond to ASIC blocks with different characteristics. Not considering
these blocks, the obtained mean value and dispersion for both the top and bottom boards, extracted
from a gaussian fit, are 3.6% and 3.8%, respectively. These values are in good agreement with the
ones measured with the ASIC characterization setup, where a mean α of 3.5 and a dispersion of
2.9% were obtained [16].
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Figure 9. Pulse shape parameters: peaking time Tpeak as function of the channel on the top (a) and bottom
frontend boards (b).
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Figure 10. Pulse shape parameters: α parameter as function of the channel on the top (a) and bottom
frontend boards (b).
The time calibration can be further analyzed by taking the sampling clock as reference and
analyzing the δt distribution, defined in Subsection 3.3. Figures 11(a) and 11(b) show the δt distri-
butions of the pulses of events with energies higher than 250 keV, which, as expected [22], are rela-
tively flat in the−0.5 to 0.5 clocks range, due to the randomness of the positron annihilation events
and corresponding lack of correlation with the sampling clock. A limited region with phase differ-
ences close to zero has higher counts than expected. This issue is currently under investigation.
4.3 Time resolution
The coincidence time resolution for 511 keV photons, defined as the FWHM of the gaussian fit
of the distribution of the time difference between 2 photons originated from the same positron
decay, using a 400–600 keV energy window and considering all possible coincidence LORs in the
system, is of 5.2 ns, as shown in figure 12. It should be noted that this time resolution value was
obtained using only the calibration methods described earlier. Time shifts due to the propagation
of delays introduced by differences in the dynamic response of LYSO:Ce-APD readout and signal
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Figure 11. Events over 250 keV pulse’s phase (in reference to the sampling clock) distribution on the top
(a) and bottom frontend boards (b).
Time Difference (ns)





















35000 Time Resolution = 5.2 ns
Figure 12. Background-subtracted distribution of the measured time differences between the detection of
photons originated by the same positron decay.
propagation in the PCBs were not corrected. Thus, it can be expected that a better FWHM time
resolution can be obtained through improvements in the calibration procedures. Still, such a low
value for a compact, dual-readout APD-based system, is the result of the very low noise level
achieved in the developed frontend electronics and the careful optimization of the detector modules,
being comparable or better than the time resolution of some PMT-based scanners [21, 24] and most
APD-based detectors [25, 26].
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Figure 13. Typical energy spectrum for a single crystal of a 68Ge acquisition run (a) and light collection
asymmetry between the two pixel APDs coupled the same crystal, for a 176Lu background acquisition run (b).
4.4 Energy measurements
Data was analyzed off-line for the determination of detector’s calibration (Krel, Kabs and C−1DOI for
each crystal), necessary for the measurement of the individual energy spectra and light collection
asymmetry distributions. A typical LYSO:Ce crystal 68Ge energy spectrum and light collection
asymmetry distribution for 176Lu are shown in figures 13(a) and 13(b). The energy resolution
(2.35∆E/E ×100%) at 511 keV of a given spectra is extracted from a Gaussian fit after Compton
background subtraction through ROOT’s TSpectrum background estimation function [27, 28].
Figure 14(a) shows the Krel inter-pixel calibration constant distribution, which yields a mean
value of 1.0 and a dispersion of 12.2%. This dispersion value is in good agreement with the
predicted value of 13% [11].
The absolute gain distribution, shown in figure 14(b), yields a mean value and dispersion of,
respectively, 2.3 keV/ADC and 15.1%, being this dispersion value similar to the one obtained with
the ASIC characterization setup, of 13.0% [16].
The C−1DOI distribution is presented on figure 14(c), having a mean value of 5.9%/mm and a
dispersion of 7.8%, obtained from a gaussian fit. Once again, these results follow the ones obtained
with the ASIC characterization setup, when the measured mean C−1DOI value and dispersion of the
distribution were 5.9%/mm and 8.0%, respectively [16].
The distribution of the energy resolution at 511 keV for all channels is shown in figure 14(d),
presenting a mean value of 15.9% and a dispersion of 9.1%, extracted from a gaussian fit. These
results are similar to the 15.6% energy resolution and 7.6% dispersion obtained with the ASIC
characterization setup [16].
The influence of the DOI of the detected photons on the energy resolution was investigated
by dividing the crystals in five 4 mm bins along the longitudinal axis and analyzing the resulting
spectra’s energy resolution. The data for eleven crystals is shown in figure 15. The average energy
resolution of the full spectra of the analysed crystals is of 15.4%. The DOI bins have a higher and
more disperse mean energy resolution value the farther away the events’ DOI coordinate is from the
crystal center. For all the analyzed crystals, the full crystal spectrum’s energy resolution is worse
than at least three of the five 4 mm bins spectra’s energy resolution. This can be justified by a slight
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Figure 14. Kabs (a), Krel (b), C−1DOI (c), and energy resolution at 511 keV (d) as function of the channel.
variation of the 511 keV peak position with the DOI, which can be observed in figure 16 that shows
the 511 keV peak position (normalized to the average peak position), determined by using ROOT’s
Search algorithm [29], as a function of the DOI coordinate, where the maximum relative variation
of the peak position is of 1.4%.
Figure 17 shows the distribution of the 511 keV peak position of the calibrated spectra, again
determined by using ROOT’s Search algorithm [29]. The mean value of the peak’s position, ex-
tracted from a gaussian fit, is 511.8 keV with a dispersion of 0.8%, confirming the overall calibra-
tion quality and the absolute gain calibration’s validity in particular.
The sum of the spectra of all crystals, before and after the detector’s calibration, are shown,
respectively, in figure 18(a) and figure 18(b). It is difficult to identify the 511 keV peak from the
summed uncalibrated spectra plot, but this peak is clearly recognizable on the summed calibrated
spectra plot. Adding the fact that the energy resolution at 511 keV of the summed calibrated spec-
tra is 16.0%, being very close to the mean value of the energy resolution distribution showed in
figure 14(d), the validity of the calibration performed is again confirmed. One can also conclude
that the despite the double-readout configuration decreases the ammount of collected light, it is
possible to obtain an energy resolution similar or better than those obtained with single-readout
schemes with multi-anode PMTs or multi-pixel APDs systems [21, 24, 26].
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Figure 15. Average energy resolution at 511 keV as function of the DOI coordinate, for 11 crystals.
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Figure 16. Average 511 keV peak position as function of the DOI coordinate, for 11 crystals.
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Figure 17. Calibrated spectra’s 511 keV peak position distribution.
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Figure 18. Summed spectra of all crystals: before calibration (a) and after calibration (b).
In the top-bottom event energy scatter plot shown in figure 19, one can clearly distinguish the
Compton and 511 keV peaks. The 511 keV region shows a greater number of high energy events
read by the bottom APDs, which can be explained by the fact that most of the photons will interact
near a crystal’s bottom face as this one is closer to the radiation source. The presence of Compton
background on the 511 keV peak, seen in figure 18(b), shows itself as the bowed line bounding this
peak’s region.
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Figure 19. Top vs. bottom event energy scatter plot.
5 Conclusions
The Clear-PEM scanner has been recently installed in a hospital and its spectrometric performance
was presented in this paper. Although the analysed data was obtained with 75% of the total number
of crystal matrices, there should be no significant difference between the results presented in this
paper and the ones obtainable with 100% of the crystal matrices installed.
The commissioning results show a uniform light collection for a uniform irradiation, 0.3%
dead channels, 15.9% energy resolution at 511 keV with a 8.8% dispersion and a FWHM coinci-
dence time resolution of 5.2 ns. As demanded, this allows for a precise identification of positron
annihilation coincidence events. The inter-pixel and absolute gains are, respectively, 1.0 and
2.3 keV/ADC, with dispersions of 12.2% and 15.3%.
It was shown that the optimization carried out to extract DOI information, while enabling
better reconstructed images, does not compromise the overall energy and time resolution, which
are similar or better than PET systems based in PMT-readout.
In summary, an unprecedented integration of a large number of APD channels in high gain
and compact, low noise frontend boards was achieved, together with the successful development
of a mechanically maneuverable structure, data acquisition electronics plus detector control and
safety systems.
During the commissioning, the first images were obtained and their quality, plus the overall
imaging performance, will be discussed in a future paper [10].
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