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Abstract
Given densities μ and v, we characterize nonnegative matrices T such that the μ-statistical core
of x equals the v-statistical core of T x for every real-valued bounded sequence.
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1. Introduction
Let T = (tnk) be an infinite matrix and x = 〈xk〉 be a sequence of numbers. By T x
we denote the transformed sequence whose nth term is given by (T x)n =∑∞k=1 tnkxk . In
order to investigate the effect of such transformations upon the derived set of x, Knopp [12]
introduced the idea of the core of a sequence and proved the well-known Core Theorem. In
[1] Allen characterized the regular matrices that leave the core of every bounded sequence
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516 J. Connor et al. / J. Math. Anal. Appl. 321 (2006) 515–523invariant. Fridy and Orhan introduced and studied an analogous concept, the statistical core
of a sequence, in [10,11]. This idea has been extended by Connor [4] with respect to an
arbitrary density μ. The main result of this paper gives necessary and sufficient conditions
on a nonnegative matrix T with real entries so that the μ-statistical core of x equals the v-
statistical core of T x for every bounded real-valued sequence x where μ and v are arbitrary
densities.
A sequence x is μ-statistically convergent to a number L if almost all of its values
are close to L where “almost all” is defined using a finitely additive set function μ. In
this paper our study will concern μ-statistical convergence, where μ is a finitely additive
set function taking values in [0,1] defined on a field of subsets of N with the properties
that (i) if |E| < ∞, then μ(E) = 0, (ii) μ(N) = 1, and (iii) if μ(F) = 0 and E ⊂ F , then
μ(E) = 0. Throughout this note, we will call a set function satisfying the above criteria a
density. Let x = 〈xk〉 be a real-valued sequence and L be a real number. Following [3,4]
we say that x is μ-statistically convergent to L and write stμ- limx = L, provided that
μ({k ∈ N: |xk − L|  ε}) = 0 for every ε > 0. The set of all μ-statistically convergent
sequences will be denoted by stμ.
Recall that a matrix T is called regular if it transforms convergent sequences into
convergent sequences and preserves limits.2 A nonnegative regular summability matrix
T = (tnk) can be used to generate a density as follows: if T = (tnk) is a nonnegative regu-
lar summability matrix and E ⊂N, define μT by
μT (E) = lim
n
∞∑
k=1
tnkχE(k) = lim(T χE),
where χE denotes the characteristic function of E, when the limit exists.
If T is the Cesàro matrix C1, then, for E ⊂ N, one has that μT (E) is the asymp-
totic density of E. In particular, if |B| denotes the cardinality of the set, then μT = δ
where δ(E) := limn 1n |{k  n: k ∈ E}|. The notion of δ-statistical convergence (usually
described as statistical convergence) was introduced by Steinhaus [18]. In this case we
write st- limx = L if the sequence x is δ-statistically convergent to L and call L the sta-
tistical limit of x. There is a large body of literature concerning statistical convergence and
its generalizations (see, e.g., [6–8,13,16,17]).
Note that if T is the identity matrix, then μT -statistical convergence is just ordinary
convergence. Also, there are densities which are not generated by regular summability
matrices (see, e.g., [3,7])
The idea of statistical cluster point was introduced independently, first by Davydov [5]
and later by Fridy [9]. For a nonnegative transformation A, Davydov called A-statistical
limit points “A-partial limits of the second type” and used this idea to dissect the core of
a transformed sequence. Fridy and Orhan [10] studied the statistical limit superior/limit
inferior in [10]. Following Fridy and Orhan, Connor [4] has extended these concepts to
the setting of μ-statistical convergence for an arbitrary density μ. Given a real-valued se-
quence x, a real number L and a density μ, following [4] we say that L is μ-statistical
cluster point of x provided that μ({k ∈ N: |xk − L| < ε}) = 0. We note that μ(E) = 0
2 We refer the reader to Boos’ recent text [2] for a thorough introduction to matrix summability theory.
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denoted stμ- lim supx, and μ-statistical limit inferior, denoted stμ- lim infx, are the great-
est and least μ-statistical cluster points of x, respectively. If β := stμ- lim supx is finite,
then for all ε > 0,
μ
({k ∈N: xk > β − ε}) = 0 and μ({k ∈N: xk > β + ε})= 0. (1)
Conversely, if (1) holds for all ε > 0, then β = stμ- lim supx. The dual statement is also
available for stμ- lim infx (see [4]).
It is worth noting that
lim infx  stμ- lim infx  stμ- lim supx  lim supx.
A sequence x is μ-statistically bounded if there is a positive number H such that
μ({k ∈ N: |xk|  H }) = 1. If x is μ-statistically bounded, then x is μ-statistically con-
vergent to L if and only if stμ- lim supx = stμ- lim infx = L.
Throughout the paper we let ∞ denote space of all bounded real-valued sequences.
2. Core equality results
The Knopp core of x ∈ ∞ [12], denoted K-core{x}, is the closed interval [lim infx,
lim supx]. Knopp [12] showed that if T is a nonnegative regular matrix, then K-core{T x} ⊆
K-core{x}, whenever T x exists. In [15] Maddox gave a variant of the Knopp core theo-
rem, proving that lim supT x  lim supx for every x ∈ ∞ if and only if T is regular and
limn
∑∞
k=1 |tnk| = 1.
Following Knopp, the μ-statistical core of a real-valued μ-statistically bounded se-
quence [4,10], denoted stμ-core{x}, is defined to be the closed interval
[stμ- lim infx, stμ- lim supx].
In [10,11] Fridy and Orhan gave necessary and sufficient conditions for a matrix T , which
maps ∞ into itself, to have the property that K-core{T x} ⊆ st-core{x} for every x ∈ ∞.
Connor [4] extended Fridy and Orhan’s result by replacing the statistical core with the
μ-statistical core. In particular, if T = (tnk) maps ∞ into itself then st-core{T x} ⊆
st-core{x} if and only if (1) T is regular, (2) μ(E) = 0 implies limn∑k∈E |tnk| = 0,
and (3) limn
∑
k |tnk| = 1. The inclusions st-core{T x} ⊆ st-core{x} and st-core{T x} ⊆
K-core{x} for complex sequences have been studied by Fridy and Li [14].
Unlike the above results, the main results of this paper are concerned with the equality,
rather than the inclusion, of the cores of x and T x. A model result along these lines is due
to Allen [1], who established that, given a regular matrix T = (tnk), then K-core{T x} =
K-core{x} for every bounded sequence x if and only if
(i) limn
∑∞
k=1 |tnk| = 1,
(ii) for every infinite sequence of suffixes (pi), the number 1 is a limit point of the se-
quence (
∑
tn,p ).i i
518 J. Connor et al. / J. Math. Anal. Appl. 321 (2006) 515–523The first result of this paper is a partial extension of Allen’s result. However, since the
cores of real-valued bounded sequences are closed intervals, core equality is the same as
equality of the limit superiors; thus the theorems are stated in the latter form.
Theorem 2.1. Let T = (tnk) be a nonnegative matrix which maps ∞ into itself ; then, for
densities μ and v,
stμ- lim supx = stv- lim supT x, for every x ∈ ∞, (2)
if and only if
(a) T : stμ → stv , and stμ- limx = stv- limT x for all x ∈ stμ ∩ ∞, and
(b) μ(E) = 0 implies that stv- lim sup(T χE) = 1.
Proof. Necessity. The necessity of (a) follows from noting that if x is a bounded sequence
in stμ, then stμ- lim supx = stμ- lim infx and hence stv- lim supT x = stv- lim infT x, from
which we conclude that stv- limT x exists. Now, for any arbitrary bounded sequence
x ∈ stμ,
stμ- limx = stv- limT x.
Similar to the above, we get that if E ⊆N and μ(E) = 0, then
1 = stμ- lim supχE = stv- lim sup(T χE),
which yields (b). Notice that it is not necessary to assume that T is nonnegative for this
portion of the proof.
Sufficiency. Let x ∈ ∞, stμ- lim supx = l and suppose δ > 0 has been given. We need
to show
v
({
n:
∞∑
k=1
tnkxk > l − δ
})
= 0 (3)
and
v
({
n:
∞∑
k=1
tnkxk  l + δ
})
= 1. (4)
First we show (3). Select ε1 > 0 and δ1 > 0 such that δ1(1 − ε1) + ε1(l + ‖x‖) < δ. Since
χN = (1,1, . . .) ∈ stμ, we have stμ- limχN = 1. So, by (a), stv- lim∑∞k=1 tnk = 1. Set
R1 :=
{
n:
∣∣∣∣∣
∞∑
k=1
tnk − 1
∣∣∣∣∣< ε12
}
and note that v(R1) = 1. Now set E(δ1) = {k: xk > l−δ1}. Note μ(E(δ1)) = 0 and, by (b),
one has stv- lim supT χE(δ1) = 1. If
R2 :=
{
n:
∑
tnk > 1 − ε12
}
k∈E(δ1)
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R2 = (R1 ∩ R2) ∪ (R2\R1) is v-null. Hence v(R) = 0. Also note that if n ∈ R, then
1 − ε1
2
<
∞∑
k=1
tnk < 1 + ε12 and 1 −
ε1
2
<
∑
k∈E(δ1)
tnk.
Thus, for n ∈ R, as ∑k∈E(δ1) tnk ∑∞k=1 tnk < 1 + ε12 ,
1 − ε1
2
<
∑
k∈E(δ1)
tnk +
∑
k∈E(δ1)c
tnk <
(
1 + ε1
2
)
,
which implies that, if n ∈ R, then |∑k∈E(δ1)c tnk| < ε1.
Now, for n ∈ R,
∞∑
k=1
tnkxk =
∑
k∈E(δ1)
tnkxk +
∑
k∈E(δ1)c
tnkxk > (l − δ1)(1 − ε1) − ‖x‖ε1
= l − [(1 − ε1)δ1 + (l + ‖x‖)ε1]> l − δ.
Hence,
R ⊆
{
n:
∞∑
k=1
tnkxk > l − δ
}
.
Consequently {n: ∑∞k=1 tnkxk > l − δ} is not v-null. This yields (3).
Next we establish (4). Select ε1 > 0 and δ1 > 0 such that ε1(l + ‖x‖) + δ1(1 + ε1) < δ.
Let R1 := {n: |∑∞k=1 tnk − 1| < ε1/2} as before, and set
G(δ1) = {k: xk  l + δ1}.
Now μ(G(δ1)) = 1 and hence μ(G(δ1)c) = 0. Let R3 := {n: ∑k∈G(δ1) tnk > 1−ε1}. Since
χG(δ1) is μ-statistically convergent to 1, we have v(R3) = 1. Hence the set R4 := R1 ∩ R3
has v-density 1. Also, for n ∈ R4,
∞∑
k=1
tnkxk =
∑
k∈G(δ1)
tnkxk +
∑
k∈G(δ1)c
tnkxk
 (l + δ1)(1 + ε1) + ‖x‖ε1, by (b)
= l + (1 + ε1)δ1 +
(
l + ‖x‖)ε1
< l + δ.
Since
R4 ⊆
{
n:
∞∑
k=1
tnkxk  l + δ
}
and v(R4) = 1,
we have v({n: ∑∞k=1 tnkxk < l + δ}) = 1. As δ was arbitrary, stv- lim supT x = l. This
proves the theorem. 
If v is the density generated by the identity matrix then we get the following result (cf.
[9, Lemma on p. 3628]).
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be a density; then
stμ- lim supx = lim supT x, for every x ∈ ∞, (5)
if and only if
(a) T is regular,
(b) μ(F) = 0 implies that limn∑k∈F tnk = 0,
(c) μ(E) = 0 implies that lim supn
∑
k∈E tnk = 1.
Notice that the first condition of Corollary 2.2 is not a direct analog of condition (a) of
Theorem 2.1. However, for a matrix T which maps ∞ into itself, stμ- limx = lim(T x) for
bounded sequences if and only if T is regular and μ(F) = 0 implies that limn∑k∈F |tnk| =
0 ([4], this is established for densities generated by matrices in [13]). Hence the first con-
dition of Theorem 2.1 is equivalent to the first two conditions of Corollary 2.2. Note that,
as in Theorem 2.1, the necessity of (a), (b) and (c) do not rely on T being nonnegative.
If μ is generated by the identity matrix, then
stμ- lim supx = (ordinary) lim supx.
and a subset E ⊂N has zero density if and only if it is finite. Thus Corollary 2.2 yields an
analog of Allen’s theorem [1] (stated above).
Although Corollary 2.2 gives an explicit characterization of the core equality in (5),
we shall see from the next theorem that no such matrix exists when μ is the natural den-
sity δ. This is because items (b) and (c) cannot be satisfied simultaneously for any (not
necessarily nonnegative) regular summability matrix. Before proceeding with the next the-
orem, however, we shall prove a necessary technical result. Because δ(E) does not exist
for all subsets E of N, it is sometimes convenient to use the upper asymptotic density
δ¯(E) := lim supn 1n |{k  n: k ∈ E}|.
Lemma 2.3. Let L ∈ N and E ⊆ N such that δ(E) > d > 0; then there is a subset F ⊆ E
such that k ∈ F implies k  L, δ(F ) d4 , and 1m
∑m
k=1 χF (k) < d2 for all m ∈N.
Proof. Select L1 > L such that m L1 implies 1m <
d
8 ; let
ϕ(m) := 1
m
m∑
k=L1
χE(k).
Observe that, since δ(E) > d there is an m > L1 such that ϕ(m) d4 . Let
L2 = min
{
m L1: ϕ(m)
d
}
.4
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1
L2
< d8 , we have ϕ(L2 − 1) > d4 . As this contradicts the
definition of L2, we have ϕ(L2) < d2 . Next select L3 > L2 such that
L2
L3
< d8 . Proceed
recursively: given L1 < L2 < · · · < L2n−2 < L2n−1, let
L2n = min
{
m: ϕ(m) d
4
, m > L2n−1
}
.
As before, d4  ϕ(L2n) <
d
2 . Now select L2n+1 such that
L2n
L2n+1 <
d
8 , and define
F =
∞⋃
n=1
(
E ∩ [L2n−1,L2n]
)
.
It follows that
1
m
m∑
k=1
χF (k) <
d
2
for all m ∈N
and
d
4
 ϕ(L2n)
1
L2n
L2n∑
k=1
χF (k) for all n ∈N.
Thus δ(F ) d4 . Also, k ∈ F implies that k > L by construction. 
Theorem 2.4. Suppose that T is a regular summability matrix such that δ(E) > 0
implies that lim sup(T χE) = 1; then there is a set F ⊆ N such that δ(F ) = 0 and
lim sup(T χF ) = 1.
Proof. We will select increasing sequences of natural numbers 〈ρn〉, 〈Pn〉, 〈Qn〉 and a de-
creasing sequence of sets 〈En〉 such that
P1 < Q1 < P2 < Q2 < · · · ,
∞∑
k=1
tρ(n),kχEn(k) > 1 −
1
2n+1
,
and if F =⋃∞n=1{k: k ∈ En,Pn  k Qn}, then
δ(F ) = 0 and lim
n
∞∑
k=1
tρ(n),kχF (k) = 1.
In order to achieve this, set P1 = 1 and E1 =N. As δ(E1) = 1, there exists ρ(1) ∈N such
that
∑∞
k=1 tρ(1),kχE1(k) > 1 − 14 . Select Q1 such that
∑Q1
k=P1 tρ(1),kχE1(k) > 1 − 14 . Now
choose P2 such that Q1P2 <
1
8 and
∑
k>P2
|tρ(1),k| < 18 . By Lemma 2.3, choose E2 ⊆ E1
such that δ(E2) > 2−3, n−1
∑n
k=1 χE2(k) 2−2 for all n ∈N, and k ∈ E2 implies k  P2.
Suppose ρ(n − 1), Qn−1, Pn and En have been selected. Select ρ(n) > ρ(n − 1) such
that j  ρ(n) implies
∑Pn |tjk| < 2−(n+2) and ∑∞ tρ(n),kχEn(k) > 1 − 2−(n+1). Nowk=1 k=1
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∑Qn
k=Pn tρ(n),kχEn(k) > 1 − 2−(n+1). Choose Pn+1 such that QnPn+1 <
2−(n+2) and
∑
kPn+1 |tρ(n),k| < 2−(n+2). By Lemma 2.3, choose En+1 ⊆ En such that
δ(En+1) > 2−(n+2),
1
m
m∑
k=1
χEn+1(k) < 2
−(n+1) for all m ∈N, (6)
and k ∈ En+1 implies k  Pn+1. Proceed inductively to get infinite sequences 〈ρn〉, 〈Pn〉,
〈Qn〉 and 〈En〉. Define
F =
∞⋃
n=1
{k: k ∈ En, Pn  k Qn}.
We claim that
∑∞
k=1 tρ(n),kχF (k) tends to 1 as n → ∞. To show this, we fix n. Now∣∣∣∣ ∑
k<Pn
tρ(n),kχF (k)
∣∣∣∣ ∑
kQn−1
|tρ(n),k| < 2−(n+2), (7)
Qn∑
k=Pn
tρ(n),kχF (k) =
Qn∑
k=Pn
tρ(n),kχEn(k) > 1 − 2−(n+1) (8)
and ∣∣∣∣ ∑
k>Qn
tρ(n),kχF (k)
∣∣∣∣ ∑
kPn+1
|tρ(n),k| < 2−(n+2). (9)
Thus, by (7)–(9) we have
∞∑
k=1
tρ(n),k χF (k) >
(
1 − 2−(n+1))− 2−(n+2) − 2−(n+2) = 1 − 2−n.
Hence lim sup(T χF ) = 1.
It remains only to show that δ(F ) = 0. Suppose m ∈N and Pn m < Pn+1. Then
1
m
m∑
k=1
χF (k) = 1
m
(
Qn−1∑
k=1
χF (k) +
m∑
k=Pn
χF (k)
)
 Qn−1
Pn
+ 1
m
m∑
k=Pn
χEn(k)
< 2−(n+1) + 2−(n+1)
= 2−n,
which tends to zero as n → ∞. 
Concluding remark. As noted in the discussion following Corollary 2.2, any matrix that
maps bounded sequences to bounded sequences and leaves the statistical core invariant
J. Connor et al. / J. Math. Anal. Appl. 321 (2006) 515–523 523must be regular and satisfy conditions (b) and (c). Hence we can now conclude that there
is no matrix T which maps the bounded sequences into themselves with the property that
lim supT x = st- lim supx for every x ∈ ∞. This suggests an essential difference between
the Knopp core and the statistical core of a sequence. It also raises the question of whether
or not there are different densities μ and ν with the property that there is a core-preserving
matrix from stμ to stν .
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