This paper presents a scheme for dual robust control of batch processes under parametric uncertainty. The dual-control paradigm arises in the context of adaptive control.
Introduction
Optimization technology has deeply penetrated into the state-of-the-art approaches to process design and operations. This is also true for the class of batch processes, whose optimal operation is a rich field of research. After the early efforts [1] [2] [3] devoted to solution of the transient (dynamic) optimization, several effective software solutions exist today (e.g., [4] [5] [6] [7] [8] ).
The optimization-based solutions are inevitably based on mathematical models. At present, a typical challenge is to handle uncertainty present in the models. In the batch process operation, one of the main goals is to reduce the variability among the produced batches despite the uncertainties. This problem has struck the attention of many research groups [9] [10] [11] [12] [13] [14] [15] [16] [17] .
In this paper, we consider a real-time implementation of a controller that solves the dynamic optimization problem of the form:
s.t.ẋ(t, p) = f 0 (x(t, p), p) + f u (x(t, p), p)u(t), (1b)
where t is time with t ∈ [0, t f ], x(t) is an n-dimensional vector of state variables, p is an m-dimensional vector of time-invariant model parameters, u(t) is a (scalar) manipulated variable, F 0 (·), F u (·), f 0 (·), and f u (·) are continuously differentiable functions, x 0 represents a vector of initial conditions, and x f are specified final conditions.
We note here that an inclusion of multi-input and/or state-constrained cases is a straightforward extension but it is not considered in this study for the sake of simplicity of the presentation. We also note that the specific class of input-affine systems is a suitable representation for a large variety of the controlled systems 18 . For a general nonlinear model, one may use simple tricks to rearrange the model into input-affine structure, 19 which might though increase the number states of the problem. In the domain of chemical engineering, it is, however, very common to encounter input-affine problems 20 (e.g., when the optimized variables is reactor feed) or to reformulate the model and arrive at the input-affine structure. 21 We will assume that a structurally correct mathematical model of the plant is available that describes the plant behavior and that all potential disturbances are precisely measured.
We will also assume that all the state variables are measured or that there is an ideal state estimator employed, which converges to the true plant states within one sampling period. In reality, one would use a state estimator whose uncertainty about the state estimates would need to be taken into account. Under these assumptions, the only source of uncertainty is present in the unknown values of model parameters, where a prior knowledge is assumed about the parameters, i.e., the true values of the parameters lie in the a priori known interval
, where superscripts L and U denote the lower and the upper bounds of p.
The presented problem was studied in several previous works using on-line or batch-tobatch adaptation of the optimality conditions 13 or by design of robust controller for tracking the conditions of optimality 9 . Recently, several advanced robust strategies were presented in the framework of model predictive control 14, 17 . This paper proposes adaptation of the aforementioned approaches to the problem of robust optimal control of batch processes.
We base our approach on the parameterization of the optimal controller using the conditions of optimality given by Pontryagin's minimum principle. This step reduces computational burden when projecting the parametric uncertainty in controller performance and feasibility and when solving the problem (1) in the shrinking-horizon fashion in real time.
In order to improve the control performance, we use on-line parameter estimation. Finally, we derive the dual controller that considers adaptation of the optimal control inputs based on projected uncertainty and on prediction of the future learning of the controller.
The term dual control was first coined by Feldbaum 22 and subsequently used in the lit-erature (see the surveys 23, 24 ) as a control scheme, where the controller performs optimal decision w.r.t. probing (excitation) control actions to learn the system behavior and (cautious) actions that drive the still partially uncertain system into the desired operating regime.
One main distinguishing feature among the dual control approaches is whether a) the controller explicitly involves the injection of the excitation signals in its design criterion (e.g., a
commonly used term in the objective function of optimization-based controllers that weighs the importance of plant excitation and performance) or whether b) the performance-optimal excitation results from the awareness of the controller of the effect of the probing actions on the control performance. The first class of approaches is referred to as explicit [25] [26] [27] [28] [29] and the latter one as implicit. [30] [31] [32] [33] [34] In this work, we will use an implicit approach that is based on multi-stage NMPC framework of Thangavel et al. 35, 36 since, despite being computationally more demanding as an explicit dual-control strategy, it requires no a priori tuning of the objective regarding the importance of the probing and optimizing control actions. We adapt this method into the shrinking-horizon-based control for batch processes.
The outline of the paper is as follows. In the next section, we introduce the preliminary theoretical knowledge on Pontryagin's minimum principle 37 and on set-membership estimation 38, 39 . Next we propose two strategies for the implementation of the control policy based on the principles of adaptive and dual control, respectively. Finally, we present a simulation case study from chemical engineering domain and discuss various aspects of the obtained results.
Nominal optimal control
Using Pontryagin's minimum principle (see Appendix), the optimal control trajectory for the problem (1) is given as a step-wise strategy
where
T is the vector that parameterizes the optimal control strategy, S(x, p) is the switching function identified by the minimum principle, and the singular control u s (x(t), p) is derived from the switching function (see Appendix). Note that the presented optimal strategy determines implicitly the switching times t 1 from saturated to singular control and t 2 from singular to saturated control terminal time as well as the terminal time t f .
In case that the use of the minimum principle turn out to be too complex (e.g., many
derivatives are needed to characterize the solution), a recently presented parsimonious input parameterization 41, 42 can be used.
Real-time implementation of the control scheme
As the optimal control structure is a function of uncertain parameters of the process model, the uncertainty should be taken into account when devising a real-time implementation of the optimal control on the process. We will assume that the uncertainty is a priori bounded
and has a nominal realization p 0 0 , which is taken as a mid-point of the interval vector P 0 .
We will also assume that the parameters can be inferred from the measurements given by a measurement function y k = g(x(t k ), p). The measurements are assumed to be corrupted by unknown-but-bounded measurement noise. This condition implies the use of set-membership estimation (see Appendix).
We are interested in the determination of parametric bounds such that
The parametric bounds can be determined through solution of a series of optimization problems as:
where j ∈ {1, . . . , n p } indicates the j th element of a vector.
Implementation via adaptive robust control
Given the optimal control sequence (2), it is possible to enclose all the reachable states X(t, P ) x(t, p), ∀p ∈ P 0 of (1b) 43 such that one can identify the realization of the optimal control-input sequence (e.g., u * = {u L , u s (x(t, p), p), u U }) and the switching times of the control structure as functions of uncertain parameters t 1 (p), t 2 (p), and t f (p), ∀p ∈ P 0 . This is illustrated in Fig. 1 for a simple case, where the singular control is given by a constant Figure 1 : Illustration of the parameterization of the optimal control policy under uncertainty.
varying with parameters. The identified lower and upper bounds are shown for the switching times and for the value of singular control. Later in the text, we will adopt a short-hand
At this point, one can formulate a semi-infinite program similar to 12 or some related problem (e.g., using polynomial expansion 17 ), to determine the parameters of the optimal control structure that lead to the best performance in the worst case. This, however, might lead to an overly conservative strategy. In order to reduce the conservatism, parameter estimation can be used for exploitation of data gathered along the process run 11, 44 . In case the set-membership estimation is employed, the knowledge about the uncertain parameters can be updated in each sampling instant of the plant, k > 0. One can then solve
for some given initial conditions x(t k , p) = x k and P k , where we propose to minimize the variance of the objective w.r.t. nominal solution under all possible realizations of the uncertainty, but we note that other formulations are possible, e.g., to optimize for the best-
). We use a short-hand here for the interval-valued expressions, where f (P ) := {f (p)|p ∈ P }. The objective in (6) is of infinite-dimensional nature because of the set-valued expression J (P k ). One possibility to remedy this situation is to model the uncertainty evolution through the dynamic system as a set of scenarios 14 , i.e., to take samples from the resulting sets, e.g. by using a multi-stage optimization approach.
The problem (6) should then be solved in a shrinking-horizon fashion at each sampling time to ensure the satisfaction of the end-point constraints. Another alternative exists in case full-state measurement is available. Then a feedback scheme 13 can be used to meet the terminal conditions.
Implementation via dual robust control
We adapt here the implicit dual-control methodology presented in 35, 36 in this study. It models the evolution of the uncertainty in the states and parameters as a tree of discrete realizations of the uncertainty.
Figure 2: Scenario tree representation of the uncertainty evolution for a multi-stage controller.
We adopt the notation from 16, 44 where index k denotes the sample-and-hold value of a variable on the interval [t k , t k+1 ], j represents a particular realization of uncertainty and p(j) is the realization at the parent node of the scenario tree (Fig. 2) . The tree contains n s scenarios that correspond to the index set I of the uncertainty propagation through dynamics of the system. The function h(·) denotes the estimation procedure (5). The value of N r represents the length of the socalled robust horizon, which marks the stage, until which the tree is considered to branch.
Note that this models a possible variability in the parametric uncertainty and, in proposed methodology, it models the estimation of the bounds of uncertain parameters. Note also that the control inputs are free until the stage N r -they only need to fulfill the non-anticipativity constraints (7d)-so the proposed scheme shows a significant reduction of the number of degrees of freedom of the optimization as opposed to the situation, where only the multi-stage approach (equivalent under some assumptions to robust dynamic programming 45 ) would be used without the parameterized solution to nominal optimal control problem. The value of N r should be set as large as possible, ideally until the stage when the earliest possible switching of the optimal control input occurs. A similar approach is utilized for uncertainty propagation in set-membership context. 46 However, as the simulation experiments have shown for standard multi-stage predictive control, 14 N r = 1 or N r = 2 is a practical and sufficient choice w.r.t. to the performance of the scheme in most cases.
A possible interpretation of the presented dual-control scheme is that:
• the optimal excitation of the system, which results in improved precision of parameter bounds, is obtained as a consequence of minimization of the variance of the objective function under uncertainty and by freeing the (initial) control moves on the robust horizon from the optimality conditions of (1);
• the optimality of each scenario is guaranteed beyond N r by the control parameterization using optimality conditions and from the principle of dynamic programming, which means that, despite initial control moves are not fixed, the control moves until the end of the horizon are optimal w.r.t. state values of each scenarios.
Regarding the computational aspect, the presented dual-control scheme is of the same complexity as the multi-stage NMPC with (short) prediction horizon set to N r , which clearly shows the computational benefits.
The real-time implementation of the proposed scheme proceeds as shown in Algorithm 1.
Herein, T s represents sampling time of the plant, and mid(·) and diam(·) stand for mid-point and diameter of an interval, respectively. User-specified tolerance ε can be used for a further speed-up of online computations. Its use is motivated by avoiding of re-calculation of the control profile if the optimal switching times are known with sufficient accuracy (e.g., the width of uncertainty in switching time t i might be less than the sampling period).
Possible extensions
Several extensions of the proposed scheme might be foreseen at this stage. These mostly depend on the actual problem at hand and its complexity.
Algorithm 1 Real-time implementation of dual robust controller.
Require: P 0 , ε > 0, T s , N r Initialization: Calculate nominal u * (t, π) for x 0 and mid(P 0 ) and discretize the profile according to the sampling time T s to get u
, ∀k ≥ t/T s ← Solve (7) with P t/Ts and discretize the obtained profile according to T s .
End If
Apply u * (t/T s ) to the plant. Obtain new measurements and increment t := t + T s .
End While End For
Handling discontinuities in the control strategies Note that because of the switching nature of the optimal control strategy, the proposed problem might show discontinuity as a consequence of activation of the input constraints based on uncertain parameters (S (x(t), p) ). Simply speaking, it may happen that for a subset of P the resulting optimal sequence commences with u(t) = u L and vice versa for other subset of P .
This can be remedied by an adaptation of the continuous-formulation technique for scheduling.
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Handling the complexity of the estimation problem Clearly, the presented strategyhaving the estimation problem embedded in the constraints-is computationally tractable for only specific estimation problems, e.g., when mathematical model is linear in parameters. Here either a strategy based on approximate linear (linearization-based) estimation can be used or an approach that estimates contribution of each measurement based on parametric sensitivities 35 .
Handling the complexity of the optimization problem Despite the approach presented in this section reduces the complexity of implementation of a model-predictive controller that needs to optimize all the control moves from the initial to the final time point, situations still exist where a combination of long time horizon and model complexity may result in an intractable optimization problem (7) . In this case, approximate dynamic programming techniques 48 enhanced with the knowledge of optimal control structure might offer a viable alternative.
Case study
We consider a case study of time-optimal control of a batch diafiltration process from.
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The scheme of the plant is shown in Fig. 3 . The goal is to process a solution with initial volume (V 0 ) that is fed into the feed tank at the start of the batch and that comprises two solutes of initial concentrations c 1,0 and c 2,0 . At the end of the batch, the prescribed Figure 3 : Nanodiafiltration process scheme.
final concentrations c 1,f and c 2,f must be met. The transmembrane pressure is controlled at a constant value. The temperature of the solution is maintained around a constant value using a heat exchanger. The manipulated variable u(t) is the ratio between fresh water inflow into the tank and the permeate outflow q p that is given by
where the model parameterized with γ 1 , γ 2 , and γ 3 offers phenomenological interpretation of the parameters while the parameterization using p 1 , p 2 , and p 3 gives a model more appropriate for parameter estimation. The permeate is measured at intervals of one minute with the assumed measurement noise that is bounded by σ = 1 × 10 −2 L/h. The model of the permeate flux can be reduced to another widely used limiting flux model if γ 3 = 0, so this case study offers to study both parametric and non-parametric plant-model mismatch.
Concentrations of both components c 1 (t) and c 2 (t), where the first component is retained by the membrane and the second one can freely pass through, are measured as well and will be assumed to be perfectly known. This is only assumed for simplicity as the resulting estimation problem is of a static nature. Should an uncertainty be considered in measured values of c 1 (t) and c 2 (t), an error-in-variables approach 50 can be adopted for parameter estimation.
The objective is to find a time-dependent input function u(t), which guarantees the transition from the given initial c 1,0 , c 2,0 to final c 1,f , c 2,f concentrations in minimum time.
This problem can be formulated as:
The ( 
The extremal values of u(t) stand for a mode with no water addition, i.e., pure filtration, when u(t) = 0 and pure dilution, i.e., a certain amount of water is added at a single time instant, u(t) = ∞.
As the problem involves end-point constraints, the constraint satisfaction must be ensured using the shrinking-horizon strategy. The arising real-time optimization problem is thus computationally demanding even in its nominal setup.
The nominal (parameterized) optimal control of this process can be identified using Pon-tryagin's minimum principle 37 as:
where the singular control and the respective switching function can be found explicitly 49 as
We consider the parametric uncertainty in γ 1 , γ 2 , and γ 3 to be given by ±10% w.r.t. the nominal values. In simulation studies, the true values of the parameters are chosen randomly from this range. It is clear (from (11) ) that the real-time optimality of the operation is strongly influenced by the accuracy of the estimation of the parameters γ 2 and γ 3 . Preliminary numerical tests with optimal experiment design (OED) methodology 51 showed that for the most accurate estimation of γ 2 the manipulated variable u(t) = 0 and, on the other hand, the best estimation accuracy of γ 3 is reached when u(t) = 1. This shows a mutual benefit of the optimal control strategy being a sequence u * = {0, ≈ 1, ∞} and estimation of γ 2 , and a potential conflict of accurate estimation of γ 3 and the optimal control policy.
This can also be seen from (8) and (9c), where it is clear that when the (nominally) optimal controller applies u(t) = 0, the parameter γ 3 is unidentifiable as the concentration c 2 (t) remains constant. The OED studies also showed that the best time to excite the plant is in the beginning of the operation. This stems from the absolute error of the measurement (see (24) ) and from the fact that the measured permeate flux is highest in the beginning of the operation and drops dramatically with the increase of concentration c 1 (t).
The optimal controller, i.e., one that possesses the information about true parameter values achieves the performance t f = 9.25 h. Under the governance of the robust adaptive controller, the batch is finished 9.27 hours. This small difference, despite the adaptive controller does not excite the plant optimally, comes as a consequence of the constant singular control, the nature of the singular control in general (∂H/∂u = 0, see the discussion in 52 ), and the ability of the controller to guess the value of t 1 relatively well despite the imprecise estimates.
As expected, the adaptive controller follows the control profile of the nominally optimal which is projected using interval-based calculations, and of the uncertainty in the singular control u s . It should be noted here that the both the approaches are successful here mainly since the applied control input in the first arc coincides with an input that would result from a dynamic optimal-experiment design study. Here, u(t) = 0 ensures the fastest possible increase of concentration c 1 (t), which reveals the most informative measurements about γ 2 . Figure 6 shows the box plot statistics of the performance of the studied controllers in 1,000 simulations with different true values of parameters p taken from uniform grid of P 0 . So in this case, the presented methodology would serve in the design phase to assess the need of advanced robust adaptive controller.
Regarding the computational aspects, the robust adaptive, the nominal (and the optimal) controllers can be resolved analytically and thus require only an evaluation of the parameterized control law at each sampling in the plant. Thus they are applicable in real time. The dual controller then clearly requires much higher computational effort. This is in order of minutes in our current naive implementation. Due to the nature of the treated case study, it is, however, possible to determine the optimal dual control profile off-line as the probing action of the controller is realized in the first two sampling intervals.
Conclusion
We have presented a novel methodology for dual robust controller design for the (real- and µ L (t, p), µ U (t, p), and ν(p) are the Lagrange multipliers associated with bounds on control input and end-point constraints. The minimization is carried out such that
The necessary conditions for optimality of (15) can be stated as
The condition (17) arises from the transversality, since the final time is free 37 , and from the fact that the optimal Hamiltonian is constant over the whole time horizon, as it is not an explicit function of time. The condition (18) is the consequence of the former two.
Since the Hamiltonian is affine in input variable (see (13) ), the optimal trajectory of control variable is either determined by active input constraints or it evolves inside the feasible region. Let us first consider the latter case.
Assume that for some point t we have H u (·) = 0 and u L < u(t) < u U . It follows from (16) that the optimal control maintains H u (·) = 0. Such control is traditionally denoted as singular. Further properties of the singular arc, such as switching conditions or statefeedback control trajectory can be obtained by differentiation of H u (·) with respect to time (sufficiently many times) and by requiring the time derivatives of H u (·) to be zero. The time derivatives of H(·) and H 0 (·) are equal to zero as well. Earlier results on derivation of optimal control for input-affine dynamic systems 52, 53 suggest that it is possible to eliminate adjoint variables from the optimality conditions and thus arrive at analytical characterization of switching conditions and optimal control for singular and saturated-control arcs.
As the optimality conditions obtained by the differentiation w.r.t. time are linear in the adjoint variables, the differentiation of H u (or H 0 ) can be carried out until it is possible to transform the obtained conditions to a pure state-dependent switching function S(x, p). It is usually convenient to use a determinant of the coefficient matrix of the equation system Aλ = 0 for this.
The singular control u s (x(t), p) is found from dS dt (x(t, p), p) = ∂S ∂x T (x(t, p), p)
as u s (x(t), p) = − ∂S ∂x T (x(t, p), p)f 0 (x(t, p), p) ∂S ∂x T (x(t, p), p)f u (x(t, p), p) .
There exist cases when the switching function S(x(t, p), p) is unidentifiable by the aforementioned procedure since it might be impossible to eliminate adjoint variables from Eq. (16).
This depends on the dimensionality of the problem and on the problem structure. In such cases, the differentiation of H u (or H 0 ) is carried out until the manipulated variable appears explicitly in one of the optimality conditions. It is then possible to devise an expression for singular control that is independent of adjoint variables. This is done by reducing the adjoint-affine system to triangular form from which the unknown adjoint variables can be expressed as functions of state variables.
Set-membership estimation
In order to estimate the model parameters, we will make use of plant outputs (measurements), which are expressed as:ŷ (t) = g(x(t, p), p),
where g(·) is a continuously differentiable vector function. We will assume that the true output of the plant y p (t) is corrupted with a (sensor) noise that is bounded with a known magnitude σ. Thus, the measured output y(t) is such that
where the absolute value is understood component-wise. In turn, the set-membership constraints apply in the form:
