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In this thesis, the results of torque magnetometry and electronic transport studies of the archety-
pal cuprate superconductor YBa2Cu2O6+x (YBCO) are presented. By variation of temperature,
doping or application of a magnetic field, it is possible to access several underlying electronic
phases that occur on the backdrop of superconductivity. Of particular interest in this thesis are
the pseudogap, an elusive phase possibly tied to a quantum critical point at p∗ ∼ 0.19 within the
superconducting dome, and charge density wave (CDW) order, which seems ubiquitous in the
cuprates and appears to be competing with superconductivity.
Firstly, magnetic torque measurements at 14 T in the underdoped region of the phase diagram
(p= 0.08 - 0.15) are presented. Magnetic torque is used to investigate the nature of the pseudogap
transition, believed to be a second order nematic phase transition, and determine whether
the transition temperature T∗ marks the boundaries of a thermodynamic phase. The in-plane
magnetic susceptibility anisotropy feature observed does not track the pseudogap onset, it is the
result of a doping dependent linear contribution and a p-independent contribution, either coming
from the experimental setup or the orthorhombicity of the crystal.
Secondly, resistivity and Hall effect measurements at 14 T in disordered YBCO (p ∼0.125) are
presented. Point-like disorder, either by chemical substitution of Zn and Ni inside the material
or by electron irradiation, is introduced in YBCO to gradually suppress superconductivity. The
evolution of the superconducting transition temperature Tc and the temperature at which the
Hall coefficient changes sign T0, an indicator of a Fermi surface reconstruction due to the onset
of charge order, are tracked as a function of point-like disorder. Tc is used as a measure of the
strength of superconductivity whilst T0 is used as a proxy for the strength of charge order. Both
Tc and T0 are shown to decrease as a function of disorder, in contrast with X-ray measurements
where CDW seem to be weakly affected by disorder and in competition with superconductivity.
The implications with regard to this discrepancy are discussed.
Thirdly, resistivity and Hall effect measurements at 14 T in YBCO (p ∼0.13) under uniaxial
pressure are presented. Two uniaxial pressure devices, newly designed for high magnetic field,
are used to apply strain to YBCO crystals. The evolution of Tc and T0 are tracked as a function
of strain. The devices proved to be able to effectively change the superconducting critical temper-
ature and affect T0 with the same success rate as a commercially available setup unsuited for
high field measurements, making these results a promising proof of concept for future uniaxial
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The study of correlated electron phenomena in solids has been a cornerstone in condensed matter
physics research for the last century. One of the major focuses has certainly been superconductiv-
ity, a fascinating correlated electron phase of extreme technological potential. Superconductivity
is an electronic state characterized by two main attributes: below a certain critical temperature
Tc, the material shows zero resistance flow of electrical current and almost perfect diamagnetism
(also called Meissner-Ochsenfeld effect). Superconductors are used to generate the large magnetic
fields of MRI scanner machines, low-volume and high-efficiency motors and they are the basis of
many quantum computing technologies. Their widespread use in technology is hindered by the
need to cool them below Tc.
The discovery of the cuprates [1] proved to be a turning point in the field. This class of materi-
als sparked a huge scientific interest due to Tc previously thought impossible to conventional
superconductors and dramatically increased the practical utility of superconductors by virtue of
Tc being above the boiling point of liquid nitrogen. The cuprates paved the way for the study of a
novel class of unconventional superconductors, called "high temperature superconductors", and a
rush towards fabled room temperature superconductivity [2]. Despite more than 30 years of in-
tensive investigation though, high temperature superconductivity itself is still not fundamentally
understood.
To understand why cuprates exhibit such strong superconductivity, it is essential to elucidate
the nature of the electronic interactions that cause the pairing of electrons into Cooper pairs.
Superconductivity occurs on the backdrop of several underlying electronic phases, from a doped
Mott insulator at low doping to a strange metal at high doping. In between lies an enigmatic
pseudogap phase in which a phase of charge-density wave order also appears. The understanding
of these phases and the interplay between them is principally motivated by a desire for an under-
standing of the microscopic origin of high temperature superconductivity. It is widely believed
1
CHAPTER 1. INTRODUCTION
that some answers to this challenge lie in the study of their normal state (non-superconducting)
properties. In the complicated phase diagram of cuprates there is overlap between phases and
hidden relations between them which are not completely understood yet. In order to investigate
the normal state of cuprates at low temperature (below the zero field Tc) then, superconductivity
must be weakened or suppressed through external influences, like magnetic field or uniaxial
pressure, or through the introduction of disorder inside the material, in order to observe the
underlying phase and how it is influenced by this change.
In this thesis, the study of the cuprates normal state focused on the investigation of two
electronic phases, the pseudogap phase and the charge density wave phase, in an archetypal
cuprate superconductor, YBa2Cu3O6+x (YBCO).
1.1 Outline of Thesis
The remainder of this thesis is divided into five chapters:
• In chapter two superconductivity, both conventional and unconventional, is introduced. An
overview of cuprates, their common features and phase diagram, is presented. The material
studied in this work, YBa2Cu3O6+x, is described in more detail and the two investigated
electronic phases, the pseudogap and the charge density wave, are presented from an
experimental point of view.
• In chapter three the common experimental methods used in the subsequent chapters,
namely low temperature and high magnetic field setups, are described.
The final three chapters are divided by method of investigation and comprise the body of experi-
mental work. In each chapter the technique used is introduced along with the motivation for the
proceeding experiments and a theoretical background. A discussion of the results and conclusions
are then presented.
• In chapter four, the nature of the possible pseudogap phase transition is investigated using
magnetic torque measurements to observe the evolution in temperature of the in-plane
magnetic susceptibility anisotropy in underdoped YBCO.
• In chapter five, the evolution of charge order in disordered YBCO is investigated with
transport measurements by tracking the change in the temperature T0 at which the Hall
coefficient changes sign. The behaviour of T0 is compared to that of Tc to infer about the
competition between superconductivity and CDW.
• In chapter six three uniaxial pressure devices, one commercially available and two newly
designed for high magnetic field measurements, are presented and tested to observe the










THE CUPRATES - AN OVERVIEW
Superconductivity was first discovered in mercury in 1911 by H.K. Onnes [3]. While in the
following years the number of known superconductors steadily grew, there was still no theoretical
understanding of the mechanisms behind the phenomenon. A phenomenological theory was
developed by V. Ginzburg and L. Landau, based on Landau’s previous work on second order phase
transitions [4] [5], but only in 1957 a microscopic theory was developed thanks to J. Bardeen, L.N.
Cooper and J.R. Schrieffer [6]. In this theory, named BCS theory after the authors, the driving
mechanism behind superconductivity was shown to be the formation of a quantum condensate of
Cooper-pairs of electrons. This condensate is analogous to a Bose-Einstein condensate observed in
superfluid Helium (albeit with some fundamental differences, a further discussion can be found
in [7]). Mediated by the exchange of a phonon, the electrons form these pairs by interacting with
the crystal lattice in which they reside. With a few extensions, such as the Eliashberg theory for
strong coupling [8], the BCS theory successfully described superconductivity in both elements
and known compounds at the time.
Since then however, many other compounds have been observed to fall outside the umbrella
of BCS "conventional" superconductivity, many of them showing superconducting transition
temperatures (Tc) above the maximum limit estimated by the theory [9]. One of the main families
of these "unconventional superconductors" are copper oxide based compounds named cuprates.
3
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2.1 Superconductivity
This section briefly introduces the massive subject of superconductivity by presenting the phe-
nomenological observation of the phenomenon, introducing the BCS theory and defining the
concept of conventional and unconventional superconductors. A more thorough coverage of the
subject can be found in books by Ashcroft and Mermin [10], Kittel [11] and especially Tinkham
[12].
2.1.1 Phenomenology of superconductivity
As previously introduced, the phenomenon of superconductivity was first discovered by H.K.
Onnes [3], when at low temperatures (4.2 K) he observed the resistance of pure mercury becoming
zero within the limits of experimental accuracy (<10−5 Ω). The critical temperature at which
this transition happens is referred as Tc. Along with zero resistivity below Tc, superconductors
also exhibit peculiar magnetic properties. In fact, when a superconductor is placed in an exter-
nal magnetic field and cooled below Tc, the magnetic field is expelled from the material (the
aforementioned Meissner-Ochsenfeld effect).
We can distinguish between type I and type II superconductors by looking at the magneti-
zation M as a function of magnetic field H of a superconducting sample, shown in fig 2.1. For
type I superconductors, above a certain critical field Hc, superconductivity is destroyed. In type
II superconductors, the magnetization is linear in field up to a lower critical field, called Hc1. For
fields comprised between Hc1 and Hc2 (Hc1< H < Hc2), the Meissner effect is incomplete and,
in this mixed state, the magnetic field partially penetrates in the material. The normal state
is reached after Hc2. In the mixed state, vortices with high field in the centre of them and zero
field outside of them are formed. The vortices tend to form a regular array that can be altered by
inhomogeneities present in the material (which cause the pinning of vortices).
Figure 2.1: Magnetization M as a function of applied magnetic field H for the two different
types of superconductors. For type I superconductors, the sample is superconducting below Hc.
For type II superconductors, the material undergoes a mixed state for Hc1<H<Hc2 between the
superconducting state (H < Hc1) and normal state (H > Hc2).
4
2.1. SUPERCONDUCTIVITY
A phenomenological description of conventional superconductors is given by the London
equations [13], developed by F. and H. London, and by the Ginzburg-Landau theory [4], named
after it creators. Assuming that the density of superconducting electrons ns is a fraction of the
total electronic density n, with ns → n for T ¿ Tc and ns → 0 at T ∼ Tc, the London equations















where Js is the superconducting current density, µ0 the vacuum permeability and λL is the






with e being the electron charge. Equation 2.1 describes the perfect conductivity of a superconduc-





The magnetic field is screened from the inside of the superconductor, within a distance equal to
the London penetration depth.
Within the Ginzburg-Landau theory, a superconductor can be described in terms of the
superconducting wavefunction Ψ, with the local density of superconducting electrons ns = |Ψ2|.











where α(T) and β are expansion coefficients, m∗ and e∗ are the effective mass and charge. The




A dimensionless parameter Q can be defined as the ratio
(2.7) Q = λ(T)
ξ(T)
.
The value of Q can be used to define type I and type II superconductors. For type II supercon-




<λ. Most pure metals are type I
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superconductors while high-Tc superconductors are type II with Q À 1. The upper critical field of
a type II superconductor can be written as a function of coherence length as
(2.8) Hc2 = φ02πξ2 ,
where φ0 = h/2e is the flux quantum.
2.2 BCS theory
The BCS theory provided an understanding of superconductivity at the microscopic level [6].
Although the ideas behind the theory and the main results are presented in this section, more
details can be found in [12].
The basis of this theory lies in Cooper pairs, bound pairs of electrons formed by a weak
attractive interaction V . The electrons bound in a pair occupy states with equal and opposite
momentum and spin. For conventional superconductors, this attractive V arises from the electron-
phonon coupling and it acts near the Fermi energy within a range of ±~ωD , where ωD is the
Debye frequency. The BCS ground state is different from the Fermi state and it is separated from
the first excited states by an energy gap. The idea that electron-electron interactions, coupled
by lattice vibrations (phonons), could be responsible for superconductivity was advanced earlier
than 1957 [14]. The observation of the isotope effect in Hg [15] [16], in which Tc decreases when
the isotopic mass increases (MαTc= const, with α ∼ 0.5), further confirmed a connection with
phonons, as lattice vibration frequencies are ∝ m−1/2 (m is the atom mass).
The existence of an energy gap in the single-electron energy spectrum was predicted in the
simple case of a 1D free electron gas interacting with phonons [17]. Experimental evidence was
observed in specific heat measurements in vanadium [18], in which the electronic specific heat ce,
for T ¿ Tc, showed an exponential temperature dependence that suggested the presence of an
energy gap ∼ kBTc in the energy level spectrum.





where |ψ0〉 is the vacuum state, vk is the probability that the pair (k ↑,−k ↓) is occupied and uk
the probability that is unoccupied, with |uk|2 +|vk|2 = 1. The pairing Hamiltonian is










where Vkk′ is the interaction potential related to the scattering of a pair from k′ ↑,−k′ ↓ to k ↑,−k ↓





2.3. CONVENTIONAL AND UNCONVENTIONAL SUPERCONDUCTIVITY
where ∆k is the energy gap. In the framework of the BCS theory, the interaction potential is
taken as negative and constant and so the energy gap is independent of k.
The penetration depth and the coherence length are direct consequences of the theory. Quan-
titative predictions of the BCS theory include the temperature dependence of the gap, the critical
field and of thermodynamic quantities such as specific heat. The critical temperature Tc can be
defined as the temperature at which the gap disappears (∆T → 0) and it can be expressed as




where N(εF ) is the normal density of state at the Fermi level.
2.3 Conventional and unconventional superconductivity
In some materials, superconductivity is not well described by BCS theory. This can be due to a
more complicated interaction potential and/or an alternative electron pairing mechanism that
is not phonon-mediated. The more commonly accepted definition of a conventional supercon-
ductors is therefore related to the pairing mechanism of the Cooper pairs: in a conventional
superconductor, the pairing results from electron-phonon coupling and can be, in general, well
described by BCS theory [19]. In an unconventional superconductor then, the pairing of electrons
is suspected to be due to some other interaction, e.g. spin fluctuations. But actually confirming
that a superconductor is unconventional can be challenging as there are many possible signatures
of unconventionality. However, individual compounds (or families) only tend to exhibit some of
these signatures [20] so there is not a universal model of an unconventional superconductor.
Because of this, it is generally accepted that there is no reason why there should be just one
mechanism that can give rise to unconventional superconductivity.
An alternative criterion for classifying unconventional superconductors relates to the sym-
metry of the pair wavefunction. The pair wavefunction can be described as a product of spatial
and spin part and the orbital structure of the pairs can be s, p, d or f -wave, depending on the
angular momentum l=0,1,2,3. The spin part can be either singlet (S=0) or triplet (S=1). In the
BCS theory, S=0 and L=0, the pairing state is then a singlet s-wave and the gap is isotropic.
However, different pairing states exist. In cuprates, for example, the pairing state is a singlet
dx2−y2 (S=0, L=2) [21]. The gap is anisotropic and there are nodes on the Fermi surface at which
the gap becomes zero (fig. 2.2).
2.4 The cuprate family
First discovered in 1986 by J.G. Bednorz and K.A. Müller with the observation of superconduc-
tivity in a barium-doped lanthanum cuprate compound [1] (Tc ∼ 35 K), the cuprates completely
redefined the search for high temperature superconductivity. Ever since their discovery in fact,
researchers have tried to observe superconductivity at increasing temperatures [22]. The cuprate
7
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Figure 2.2: Schematic diagram of superconducting gap structure of an isotropic s-wave (left)
system and anisotropic d-wave (right) system superimposed over a circular Fermi surface in
k space (as the gap is in energy, not k-space) . The d-wave structure has points, referred to as
nodes, where the superconducting gap goes to zero and also changes sign.
compounds were the first to cross the threshold of the boiling point of liquid nitrogen [23] and
still attain the highest critical temperature at ambient pressure [24]. Although recent studies
of hydrides under high pressure have pushed the maximum known critical temperature even
higher1 [25][26][27][2], the cuprates have been a staple subject of condensed matter research for
over 30 years because of their complex phase diagram and the obscure nature of their pairing
mechanism.
The cuprate family is a group of different types of ceramic-like compounds. The most promi-
nent universal feature is the presence of one or more copper-oxide layers separated by other
elements that either act as spacer or charge reservoirs [28], as shown in fig. 2.3. Based on numer-
ous experimental and theoretical works [29][30][31][32], these quasi-2D CuO2 layers are believed
to be where the pairing originates and the primary electronic properties of the cuprates are
dictated by them. The number of layers is not usually more than three and a weak correlation be-
tween their numbers and Tc exists [28]. La2−xSrxCuO4 (LSCO) for example, which has one layer,
has a maximum transition temperature Tc of 38 K while HgBa2Ca2Cu3O8+σ, with three layers,
can reach a Tc of 134 K. These layers can also be doped, which additionally alters the properties
of the material. This is achieved either by tuning the oxygen content, obtained via annealing at
high temperatures or via doping the structure with other elements. YBa2Cu3O6+x (YBCO), for
example, can be doped through annealing from O6 to O7, going from a hole concentration p=0 to
p ∼0.2 doped holes per copper atom in the CuO2 planes. In lanthanum-based cuprates though,
1It must be noted that, despite the "room temperature" superconductivity, these compounds show a more conven-
tional behaviour as superconductivity seems to be phonon-mediated.
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strontium or barium can be added to introduce holes [33]. Hg-based cuprates and YBCO can also
be doped with calcium in addition to high temperature annealing in oxygen atmosphere [34].
Figure 2.3: a) Four of the most studied members of the cuprate family. By controlling the oxygen
content (YBCO, Tl2201) or doping with other elements (Hg1201, LSCO), the electronic properties
of the material can be tuned. b) Schematic of the signature CuO2 planes of cuprates. Adapted
from [35].
The phase diagrams of cuprates show a high degree of universality too. A generalised phase
diagram for hole-doped cuprates is shown in fig. 2.4. The undoped phase, on the far left, is
an antiferromagnetic Mott insulator [36]. This phase is rapidly suppressed with doping, with
the first signs of superconductivity appearing as soon as p>0.05. The superconductivity dome
stretches across the region 0.05. p . 0.3. With doping, the transition temperature Tc follows
the empirical relation:
(2.13) Tc(p)= Tc,max(1−β(p− popt)2),
where Tc,max is the maximum Tc for a compound, β=82.6 and popt=0.16 [37].
Around p =0.125, Tc deviates from this phenomenological parabolic relation and reaches a
plateau. Another ordered phase emerges [38][39], called charge order or charge density wave,
that can be described as a periodic modulation of the electron density accompanied by a periodic
lattice distortion. Above the superconductivity dome two other phases are present: the pseudogap
"phase" 2, mainly in the underdoped region, and the strange metal phase. The pseudogap is
defined by a partial gapping of the density of states at the Fermi level without displaying all the
2The term "phase" for the pseudogap here is used loosely. Whether the pseudogap is an actual thermodynamic
phase will be discussed later in the chapter and is one of the main questions that this thesis is trying to answer.
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characteristics of a full phase transition [40]. The strange metal phase is a region in which non
Fermi liquid metallic-like behaviour is observed [41]. Finally, near p ∼ 0.3, Fermi liquid behaviour
can be observed in cuprates. Within this complex phase diagram, several quantum critical points
(QCP) have been suggested, of which only the one at p∗ = 0.19 has been highlighted in fig. 2.4.
The exact number and locations of these quantum critical points is still up for debate [42] (a more
detailed discussion regarding a possible QCP at p∗ = 0.19 is given in section 2.6).
Figure 2.4: Generalised phase diagram for hole-doped cuprates. When the material is doped with
holes, the original AFM Mott insulator is suppressed in favour of superconductivity. Around
p=0.125, the charge density wave (CDW) phase emerges, although its interaction with supercon-
ductivity is still unclear. Above the superconducting dome, the pseudogap (PG) phase is observed
in the underdoped region. The fact that the phase ends around optimal doping hints at some sort
of quantum criticality (highlighted by p∗). Elsewhere in the phase diagram, the cuprates behave
as a "strange metal" until, around p = 0.3, Fermi liquid behaviour is recovered. Adapted from
[43].
The "unconventionality" of cuprates lies not only in their high temperature superconductivity
but also in their pairing mechanism, which is not due to phonons but it is thought to be mediated
by some form of magnetic fluctuations [44]. The full picture is still unknown and the nature of
the superconducting state of this family remains an open area of research. Despite the unclear
pairing mechanism though, the superconducting state of cuprates is well determined to be that
of singlet d-wave symmetry (dx2−y2), universally confirmed throughout the different compounds
by numerous experiments such as angle resolved photoemission (ARPES) [45], resistivity [46]




The rest of the chapter will focus on the material studied in this thesis, YBCO, and the two
phases investigated via magnetic torque and transport measurements: the pseudogap and the
charge density wave.
2.5 YBa2Cu3O6+x (YBCO)
YBa2Cu3O6+x, discovered in 1987 and the first high-Tc superconductor with a Tc above 77 K
[23], is one of the most studied compounds among the cuprates. YBCO is the perfect candidate for
the study of unconventional superconductivity-related phenomena; it is a less disordered system
compared to LSCO and other cuprates [50] and by controlling the oxygen content its hole doping
can be tuned with relative ease (fig. 2.6 b).
As shown in fig. 2.3 a), YBCO has a perovskite crystal structure composed by stacks of CuO2
planes and charge reservoirs layers which provide charge carriers into the CuO2 planes. In
addition, CuO chains parallel to the b axis run through the structure so that the CuO2 planes
are separated by the Y layer and the CuO2 planes layers and CuO chains layers are separated by
Ba atoms.
The phase diagram of YBCO closely resembles the one showed in 2.4. The oxygen content
can be controlled from O6 to O7 using high temperature annealing, in which the oxygen from the
chains can diffuse in or out of the crystal structure. Depending on how the oxygen is added or
removed, some orthorhombic sub-phases can occur [28][50]. The Ortho-I phase (OI), for example,
is fully ordered while in the Ortho-II phase (OII) every other oxygen site in the chains is vacant.
Many more complex phases can arise at intermediate doping concentrations. Also, below x ∼ 0.4,
a tetragonal phase can occur as well [51]. A full structural phase diagram is shown in fig. 2.5.
The small changes in the oxygen ordering have been found to slightly affect Tc, as shown in fig
2.6. The YBCO superconductivity dome spans from p = 0.05 to p ∼ 0.3. The maximum Tc of 93 K
occurs at p ∼ 0.16, with the stoichiometric compound (YBa2Cu3O7) having Tc equal to 88 K.
2.6 Pseudogap
As stated before, the pseudogap (PG) region of the phase diagram of hole-doped cuprates is
characterised by a partial gap opening at a certain T∗ in the normal state electronic density of
states. Although widely researched, the exact nature of the pseudogap and its connections with
high temperature superconductivity (HTSC) remain largely obscure up to this day.
Evidence of the pseudogap in YBCO was firstly discovered in 1989 by H. Alloul et al. [54] as a
systematic reduction on cooling in the 89Y NMR Knight shift. Since then, the pseudogap onset
was observed in several cuprates families with various techniques: specific heat measurements
showed features consistent with a gap opening above Tc, although missing the specific sharp
kink of a proper phase transition [55] (fig. 2.7). Deviation from linearity at high temperature in
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Figure 2.5: Structural phase diagram of YBCO as a function of oxygen content (6+x) in which the
tetragonal (T) and other orthorhombic (O) phases are shown. Here, Tc is the critical temperature
of the structural phase transition. Taken from [52].
Figure 2.6: a) Superconducting critical temperature Tc as a function of oxygen content in YBCO.
b) Hole doping as a function of oxygen content in YBCO. Adapted from [53].
the in-plane resistivity, heavily investigated on its own before [56] [57], was also connected to
the phenomenon [58]. Other experiments in which the pseudogap state was observed include,
among others, inelastic neutron scattering [59], optical conductivity [60] and angle resolved
photoemission spectroscopy (ARPES) [61], also responsible for the observation of the Fermi
surface reconstruction into Fermi arcs associated with the PG opening [62]. A more comprehensive
experimental summary can be found in the review by T. Timusk [63] and the overview by J.
Tallon [64].
Despite the extensive study, the actual boundaries of this phase diagram region cannot be
easily defined. Two scenarios have been contemplated over the years: in the first scenario, the
12
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Figure 2.7: Electronic specific heat γ and entropy S for Y0.8Ca0.3Ba2Cu3O7−δ. The onset of the
pseudogap is indicated by the decrease in the γ peak (due to the superconducting transition)
starting below δ = 0.25. Evidence of a phase transition would be indicated by a jump in γ).
Adapted from [55].
onset temperature T∗ falls from high values in the low doping region as it approaches optimal
doping before plummeting abruptly to zero at a doping p∗, hinting at an independent state
competing with superconductivity [65]. In the second scenario T∗ follows the same behaviour
before merging with Tc in the overdoped region of the SC dome, suggesting some sort precursor
pairing state of superconductivity [66]. As time progressed, the first scenario was consolidated by
further observations and the remarkable consistency between them, giving what is now largely
accepted as the general cuprates phase diagram shown in fig. 2.4.
It is still debated whether T∗ marks the onset of a proper phase transition or can be seen as a
slow crossover at which the pseudogap opens. The evolution of most properties across T∗ is very
smooth, with no abrupt change that might suggest a phase transition to a long-range ordered
state. Because of this, according to J. Tallon and J. Loram, T∗ should be interpreted in terms of
energy and regarded as the energy scale of the pseudogap rather than a temperature at which
the pseudogap disappears [64][55]. A. Shekhter et al. claimed evidence of a pseudogap phase
transition line ending at T=0 inside the SC dome in resonant ultrasound spectroscopy (RUS)
measurements [67]. An alternative interpretation of their results by J.R. Cooper though argues
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that the depicted scenario is not supported by thermodynamic evidence [68]. To complicate things
even further, p∗ emerges as a critical doping, hinting at a possible quantum critical point (QCP).
Experimental evidence (Knight shift scaling [69], heat capacity measurements [55], S/T scaling
[70]) suggested a QCP at p∗ but the lack of clear signature of thermodynamic critical behaviour
left the question open . More recently, a change in the carrier density, going from n = p at low
doping to n = 1+ p at high doping, was observed in YBCO [71]. This change, happening at p∗,
strengthened the claim of a QCP. A different interpretation of the phenomenon, based on the
observation of a smooth increase from n = p to to n = 1+ p rather than an abrupt change, was
advanced by C. Putzke et al. [72]. Moreover, specific heat measurements in Eu- and Nd- doped
LSCO revealed a peak in CelT centered at p
∗, a feature considered to be a classic thermodynamic
signature of a quantum critical point [73].
Figure 2.8: Doping dependence of Hall number nH in LSCO (circles) and YBCO (squares). The
change in carrier density from p to 1+ p happening at p∗ suggests a quantum critical point.
Adapted from [71].
Several broken symmetries were suggested for the pseudogap onset. Evidence of a loop current
order was reported in optical Kerr effect measurements [74], supported by neutron scattering
experiments [75], claiming a time-reversal symmetry breaking effect that onsets consistently at
T∗ in YBCO. R. Daou et al., on the other hand, observed a large in-plane anisotropy of the Nernst
effect that sets in at T∗ [76]. This anisotropy, intrinsic to the CuO2 planes, is attributed to a four-
fold rotational symmetry breaking. The problem was recently tackled using torque magnetometry
by Y. Sato et al. [77]. The magnetic torque, a differential of the free energy with respect to
the angular displacement, is a thermodynamic probe. As such, it can be used to ascertain
the presence and the nature of a phase transition. Torque magnetometry measurements of
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anisotropic susceptibility within the ab plane in YBCO displayed a distinct kink at the pseudogap
temperature T∗. This phenomenon is associated with a rotational symmetry breaking3, claiming
a thermodynamic evidence of a second order nematic phase transition at the PG onset . The same
kind of experiment performed in HgBa4CuO4+δ led to the same conclusion [78].
Many questions regarding the pseudogap remain open. It is still unclear whether it is a
normal state out of which high HTSC emerges and whether the two states compete to some
extent. Critical fluctuations in the PG state could lead to a high temperature superconducting
state, like what was observed for heavy fermions and iron based QCP [79][80]. Thermodynamic
proof of a phase transition at the pseudogap onset could have a huge impact on our understanding
of the phenomenon and its relevance to high temperature superconductivity. This, encouraged
by the recent experimental results, motivated the systematic study of the underdoped region of
the YBCO phase diagram presented in this thesis. The magnetic torque technique was used to
confirm the possible signature of pseudogap onset and possibly track its evolution as a function
of doping.
2.7 Charge Order
Charge order, or a charge density wave (CDW) phase, can be defined by a periodic modulation of
the electronic charge density accompanied by a periodic distortion of the atomic lattice [81]. First
observed in cuprates in neutron scattering experiments in La2−xSrxCuO4 [82] [83], charge order
has been detected in many other cuprates families around p=0.125 (0.08. p . 0.13) and it is now
generally accepted as a universal feature in the cuprates phase diagram. Scanning tunneling
microscopy and scattering measurements on Bi-based compounds, studied due to their tendency
to produce atomically flat surfaces upon cleaving, confirmed that real space modulations and
periodicity (manifested as peaks in reciprocal space) were originated from the same phenomenon
[84] [85].
The first direct evidence of CDW in YBCO came from NMR [86] [87] and X-ray scattering
measurements [88][89]. The onset temperature TCDW was found to be independent of the mag-
netic field (see [88]) and further studies revealed TCDW to be doping dependent and peaking at
150 K around p=0.125 [90][91]. The use of magnetic field revealed another component of the
charge order, distinct from the 2D CDW observed so far without magnetic field [92]. On top of the
CDW correlations with propagation vectors within the ab plane (2D CDW), the appearance of
3D CDW order corresponds to the onset of new c-axis electronic coherence. The nature of charge
order in YBCO is well summarized in the H −T and H − p phase diagrams shown in fig. 2.9,
where multiple results from different experimental probes are combined (thermal Hall effect
measurements [93], ultra sound measurements [94], X-ray scattering [92] and NMR [86] [87]).
3The rotational symmetry breaking sets in at T∗ in the limit where the effect of orthorhombicity is eliminated.
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Figure 2.9: H−T phase diagram (a) and H− p phase diagram (b) of YBCO, taken from [92]. After
a precursor regime, at low temperature and high magnetic field a new 3D-CDW stabilises in
addition to the incipient 2D charge order. Triangles are from [93], red circular points are from
[94] and black circles are from [86] [87].
There are signatures of CDW in the transport properties of YBCO around p=0.125. Low
frequency quantum oscillations in the transverse (Hall) resistance Rxy of ortho-II ordered Y123
(p = 0.11) [95] and in both the longitudinal resistance Rxx and Rxy of Y124 [96] with frequencies
of 530 T and 660 T were observed, revealing the presence of small Fermi pockets. In later de-Haas
van Alphen oscillations measurements in Y123, an angular dependence consistent with quasi 2D
Fermi sheets was observed [97]. Although quantum oscillations measurements cannot discern
the sign of the charge carriers, a change in the sign of Rxy (and hence RH) from positive at
high temperature to negative at low temperature implies dominant electron-like carriers type
at low T [98]. These two results, combined, strongly point to a Fermi surface reconstruction
(FSR), from a hole-like Fermi surface at high temperatures, as observed in overdoped cuprates,
to a predominantly electron-like one at low temperatures. Furthermore, the doping range in
which negative RH is observed suggests that the FSR could be a result of the CDW onset. T0 is
defined as the temperature at which RH crosses zero before changing sign and it can be used
as a probe to mark the Fermi surface reconstruction onset. As a function of doping, T0 forms a
dome centered at p=0.125 [98], following closely the domes formed by the aforementioned NMR
and X-ray measurement data. Given that NMR and X-rays are direct probes of CDW onset, it
stands to reason that T0 could also be used as a resistive measure of the temperature at which
charge order stabilizes. This will be used as a foundation premise for the experimental work in




Figure 2.10: T− p phase diagram of YBCO that shows the dome described by T0 (black diamonds)
compared to other, more direct, measurements of the CDW. Taken from [99].
It is worth noting that, despite the numerous experimental probes, i.e. Hall effect, quantum
oscillations and ARPES to name a few, the actual form of the Fermi surface in underdoped
cuprates, in the presence of CDW, remains unclear. Fig. 2.11 shows two possible reconstructed
Fermi surface after the Brillouin zone has been back-folded with one (a) and two (b) wavevectors.
Fig. 2.11 c) shows a possible reconstructed Fermi surface consistent with quantum oscillations
observed in [100]. Given that quantum oscillations occur at high magnetic field, a two wavevectors
back-folding Fermi surface reconstruction is needed to reconcile with experimental data.
Figure 2.11: Schematics of Fermi surface reconstruction due to CDW with one (a) and two (b)
wavevectors. In c) a possible Fermi surface form at high magnetic fields in the presence of charge
order, consistent with quantum oscillations results from [100], is shown. Adapted from [101].
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2.7.1 Superconductivity and charge order competition
Whether in the cuprates there is mutual competition between superconductivity and charge order
is still up for debate. The plateau in Tc, in the vicinity of the CDW dome around p=0.125 [53],
could be interpreted as a local suppression of superconductivity in favour of charge order. A local
suppression of Hc2, with a minimum at p=0.125, is also indicative of a charge order-induced
suppression of superconductivity [102]. On the other side, after the CDW onset below 150 K, the
X-ray intensity peak associated with charge order is reduced when the temperature drops below
Tc. However, when magnetic field is applied (suppressing superconductivity), the attenuation is
reduced [89], suggesting that the presence of superconductivity might suppress charge order (fig.
2.12). To be more specific, the pairing of electrons in the superconducting state is detrimental to
the charge order. It is still unclear though whether the presence of CDW is directly detrimental
to superconductivity, meaning that the suppression of Tc and Hc2 could originate from something
that both suppresses superconductivity and stabilises charge order without implying mutual
competition.
Figure 2.12: Temperature dependence of X-ray diffraction peak intensity for different magnetic
fields. As the magnetic field increases (suppressing superconductivity) the attenuation of the
peak below Tc is reduced. Adapted from [89].
Along with magnetic field, other tuning parameters can be used for the systematic study of
the two phases and their connection, either by suppressing or enhancing one of the two. The
introduction of point-like disorder in the material is another way to affect and ultimately suppress
superconductivity, both via chemical doping substitution [103][104][105] and electron irradiation
[106][107]. Both methods of disorder have shown no sign of changing the actual doping nor
the pseudogap phase [106][108]. Despite the extensive studies revolving around its effects on
superconductivity though, neither chemical doping nor electron irradiation have ever been used
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to investigate the CDW.
Pressure is a tuning parameter that can affect both superconductivity and charge order.
Hydrostatic pressure was shown to increase Tc around p ∼0.125 [109] and, along with a rise in
Tc, a suppression of 2D-CDW was observed [110] [111]. Uniaxial pressure instead can induce
3D-CDW even at zero magnetic field [112]. Moreover, recent studies showed that the onset of
uniaxial pressure induced 3D-CDW leads to a steep decrease in Tc [113].
A substantial part of this project revolved around the investigation of the superconductivity-
charge order interaction in YBCO using two different tuning parameters: point-like disorder
(chapter 5) and uniaxial pressure (chapter 6). Disorder was introduced via chemical doping and
electron irradiation and the evolution of the CDW was tracked with transport measurements
through the change of T0. Two new uniaxial pressure setups were designed and built for high
field measurements. They were tested, along with a commercially available setup, in order to












In this chapter the unifying experimental features for all the techniques used in this work are
presented. Two external parameters were used to tune and investigate the properties of YBCO:
temperature and magnetic field. The onset of the pseudogap ranges across a wide temperature
window, from room temperature down to Tc, while the Fermi surface reconstruction associated
with the CDW happens at low temperature, within the superconducting dome. To investigate the
magnetic susceptibility anisotropy of the material and to suppress superconductivity to access
the underlying normal state, high magnetic fields are required. In order to study such a broad
section of the phase diagram it was therefore necessary for the used systems to be able to reach
low temperatures (from 300 K down to 4.2 K) and perform in high magnetic fields (up to 14 Tesla).
The techniques specific setups and procedures are discussed later in their relevant chapters.
Although for every experiment a section on sample preparation is included, this chapter explains
the procedure of sample detwinning, common to all three investigations.
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3.1 Low temperature
Like the first discovery of superconductivity [3], new phenomena emerge when a sample is
cooled to low temperatures. It is worth noting that H.K. Onnes, who made the discovery, was the
same scientist that successfully liquefied helium three years before [12]. Since then, the field of
low temperature physics has expanded significantly, with many new techniques and numerous
applications. There are many text available that can describe in detail experimental practices
for carrying out low temperature measurements [114] [115] [116] [117], it is therefore not the
intention of this section to describe every aspect of it but to provide an overall context and focus
on a few non-trivial elements.
For YBCO and other cuprates, although high temperature superconductivity can be within
reach of nitrogen cooled system, going below 77 K allows us to access all the other states in their
rich phase diagram. Helium (its more common isotope 4He) is the only element that, at ambient
pressure, does not solidify at any temperature. It has a boiling temperature of 4.2 K and, by
lowering the vapour pressure above the liquid helium, i.e. by pumping on the helium bath, it is
possible to reach a base temperature of 1.2-1.5 K. The main system used in this work is what will
be referred as 4He system. Within this experimental frame, 4 K cryostats, variable temperature
insert (VTI) cryostat and continuous-flow cryostat will be discussed.
3.1.1 4He system
The 4He system, consisting essentially of a stainless steel vacuum walled dewar, is a "wet" system
as it relies on the continuous evaporation of liquid 4He to cool the suspended cryostat within the
He bath to 4.2 K [118]. The vacuum walls contain superinsulation to minimize the heat exchange
between the outer room to the 4He reservoir [114]. The insulating material and radiation shields
at the neck of the dewar also serve the same purpose. The dimensions and construction of
each dewar can vary, depending on whether they are designed to accommodate a VTI and/or
a superconducting magnet, but they can be considered functionally the same. The cryostats
designed for this system, here referred to as the 4 K cryostat because of the base temperature of
the He bath, are suspended in the neck of the dewar and their lower part is usually partially or
fully immersed in the bath. If the dewar hosts a superconducting magnet, the 4He bath is used
to keep it cold and, when operating, the magnet must be submerged the whole time. Cryostats
used for magnetic field measurements are designed so that the experimental stage is located at
the field centre. A schematic of a 4He system complete with VTI and superconducting magnet is
shown in fig. 3.2.
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3.1.1.1 4 K cryostat
In a typical 4 K cryostat1, the experimental stage is sealed inside a canister connected to one or
multiple tubes, usually stainless steel, that allow electric wires to run from the outer room to the
end of the cryostat as well as allowing pumping access to the vacuum canister (fig. 3.1). More
sophisticated cryostat designs, like those used for magnetic torque measurements and Hall effect
measurements, also have an internal shaft that connects a series of gears that allow the stage to
rotate to the outside room. The stage can be rotated manually by turning the shaft or, if a more
continuous and measured rotation is needed, it can be connected to a stepper motor. In a 4 K
cryostat the temperature of the sample depends on the heat exchange between the vacuum sealed
canister and the He bath (happening through the sealing flange in contact with the He). Thermal
conductivity of the experimental stage and its mass are the two main factors that regulate the
stage cooling rate. From the flange that seals the canister then, the stage is separated from the
thermal bath using thermally less conductive material. The weak thermal coupling allows for the
temperature of the stage to be controlled using a heater. The vacuum canister must be pumped
down to low pressure, usually 10−5 mbar, in order to remove any gas inside that could provide
thermal connection between the stage and the metal walls and it must be sealed against possible
leaks (usually using indium seals) [114].
The experimental stage is, in general, made of oxygen-free high thermal conductivity copper
(OFHC) because of its superior thermal conductivity down to low temperatures [116]. Every
machined component is mirror polished and gold plated. The polishing ensures nominally flat
surfaces without defects or scratches that could reduce thermal contact between the stage and
what is mounted on it (samples, thermometry, heaters, etc...). The gold plating helps as well in
that regard and protects the copper from oxidisation, which would result in a worse thermal
conductivity [114]. The cooling rate of the stage can be adjusted by adding or removing further
thermal links (copper braids, silver wires and such) that run from the sealing flange to the stage.
The mass of the stage though remains the limiting factor, especially in devices such as rotating
stages (used for magnetic torque measurements), where additional gears are needed.
3.1.1.2 4 K "dipper" cryostat
The simplest 4 K cryostat design used in this work is called a "dipper" cryostat because of the
possibility of performing quick measurements just by "dipping" it in He transport dewars without
resorting to standard dewars. It consists of a single stainless steel tube that acts as a vacuum
pumping access and stores the electrical wires. The sample stage is separated from the sealing
flange by a rod of G10 (a glass epoxy laminate), a material with very low thermal conductivity
at low temperatures [116]. Because of its low mass, this cryostat can be cooled rapidly down to
the base temperature of approximately 5 K. The temperature of the stage can be controlled by a
1The name "4 K" cryostat comes from the base temperature of the He bath in which the cyostat is immersed, 4.2
K.
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Figure 3.1: Simplified schematic of a 4 K cryostat. A number of stainless steel pipes connect a
vacuum sealed canister to the outer room, providing pumping and electrical access and space
for the eventual rotating shaft. The experimental stage inside the canister is weakly thermally
connected with the sealing flange, which is in contact with the He bath (4.2 K).
resistive heater, usually Constantan wire wound non-inductively. The shape of the flange is that
of a truncated cone, mirrored in inverse fashion by the vacuum canister. Thanks to this shape,
the canister can be sealed just by using a small amount of vacuum grease.
3.1.2 VTI
A VTI is a vacuum insulated chamber that can be placed inside a 4He system and can fit a top
load cryostat (see fig. 3.2). A capillary tube connects the helium bath with the bottom of the
chamber. By manually opening a needle valve, helium gas can flow inside while the chamber
is constantly pumped. This creates a constant flow through the chamber. A resistive heater
is wrapped around the capillary tube and the temperature of the insert can be controlled by
simultaneously controlling the cryogen flow rate and the heater power on the capillary heater.
Cryostats designed for a VTI do not necessarily require a vacuum sealed canister and the
sample temperature is regulated by the direct contact with the He gas. This allows a quick and
stable response to temperature changes. Care must be taken when removing the probe to heat
the sample to room temperature before removing it to prevent water condensing (and freezing)
on the sample.
3.1.2.1 VTI probe
The absence of a vacuum sealed canister and the indirect contact with the He bath make VTI
probes much simpler in design. A VTI probe usually consists of a central stainless steel tube, with
electrical wires glued on its side and radiation shields, that connects the external flange (with
openings for wire plugs) to the experimental stage. The temperature of the sample is regulated
by the heated gas flow but, for a finer tuning, a heater chip can be placed on the stage. The pump
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Figure 3.2: Technical drawing of a 4He system dewar (complete with superconducting magnet) in
which the VTI chamber is inserted.
is loaded from the top into the VTI and rests on its external flange, sealed (like the other 4 K
cryostats) from the outside with a clamp and a rubber O-ring.
3.1.3 Continuous-flow cryostat
A small continuous-flow cryostat was used as well. Its working principle is similar to that of a
VTI. The body of the cryostat consists of an insulated chamber that is connected to a helium
reservoir (a portable He dewar) through an exchange tube. The chamber is pumped to allow a
constant flow of gas. Through the regulation of the flow and the capillary heater, the temperature
of the chamber can be controlled.
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Because the main body is not placed within the He bath, the cryostat cannot work in conjunc-
tion with a superconducting magnet. On the other hand, the small size of the inner chamber and
the need to only cool the chamber and not the whole apparatus result in a very low helium con-
sumption and quicker cooling rate, which makes the apparatus ideal for multiple quick resistivity
measurements.
The top-loading probe used for the continuous-flow cryostat has the same design of a VTI
cryostat, although with a shorter length. Being mainly designed for quick transport measure-
ments, the experimental stage usually consists of just a contact pad and a space for one or two
samples at a time, with no further elements apart from the thermometry.
3.1.4 Temperature control
Temperature control is achieved using a Lake Shore Model 340/350 temperature controller. For
vacuum sealed cryostats, two calibrated Cernox thermometers, one on the body (within the
canister) and one on the experimental stage of the probe, were used to measure the temperature
and either a coil of resistive wire or a resistive chip were used as heaters. For VTI cryostats, one
thermometer is located inside the inner chamber near the capillary and one on the experimental
stage of the probe. The Lake Shore Model 340/350 temperature controller takes the resistance
of a calibrated thermometer as an input and outputs a current to be supplied to the heater as
determined by a PID (feedback) loop. In case of multiple thermometers on the probe, a sturdier
heater, the resistive coil, is used to heat the bulk of the probe while a smaller, less powerful heater
(resistive chip) is used to fine tune the temperature of the sample. All the Cernox thermometers
were calibrated in field before use.
3.2 Magnetic field
As a tunable external parameter, magnetic field can be used to investigate the properties of
electronic states in the sample. Also, a high enough magnetic field can disrupt superconductivity.
In a complex phase diagram, such as the one observed in cuprates, the interplay between super-
conductivity and other phases could play a crucial role in the understanding of the phenomenon.
It is thus very important to be able to suppress superconductivity to investigate the underlying
state or the evolution of coexisting phases. Hall effect, for example, can relay useful information
about the electronic state of the material but, in the superconducting phase, its signal is zero.
While the lower critical field can be reached relatively easy, accessing the normal state at low
temperature often requires several tens of Tesla. In this work, the main type of magnet used was




A commercial superconducting magnet can reach up to 21 T and, depending on the helium supply,
can be used for a long time at a low energy consumption rate. The core of this magnet is a coil of
Nb3Sn and NbTi wires. The coil is placed in a liquid He bath to reach the low temperature needed
to become superconducting. Because of this, a superconducting magnet is particularly suited for
low temperatures measurements. In the superconducting state, the magnet can work at a zero
energy consumption rate, operating in what is called "persistent mode". The system is fitted with
a superconducting switch (see fig.3.3), the magnet can be energized while the switch is held in
normal state by applying heat to it. Removing the heat creates a closed superconducting loop,
allowing the system to run for a long period of time without the need of constant power supply.
This type of magnet is not without disadvantages. Because of flux trapping, it often has
remnant magnetic fields (in the absence of current). Although this did not ultimately influence
the results presented in this thesis, it could affect zero-field measurements in which even a small
magnetic field becomes relevant.
The superconducting magnets used in the Bristol laboratory were 14-16 T magnets, although
for this work they were only used in the 14 T configuration.
Figure 3.3: Simplified schematics of a superconducting magnet circuit. The superconducting
switch is kept in normal mode (i.e. open) when the magnet is energised. When the heat is turned
off a superconducting loop is created inside the coils, generating a state with no need of constant
power supply. This state can be sustained as long as the magnet is properly cooled.
3.3 Sample detwinning
In the growth process of YBCO crystals, the cooling of the crystals through tetragonal to or-
thorhombic transition generates twin planes, mixing the a and b axes and generating stress
in the orthorhombic crystal due to the intersection of (1 1 0) and (1 1̄ 0) planes. This stress
causes an inhomogeneous oxygen distribution, resulting in lower Tc and wider transitions [119].
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Twin boundaries must then be removed to obtain high quality samples, with a homogeneous
oxygen distribution, sharp superconducting transitions and high Tc values. It is of paramount
importance to have detwinned crystals in magnetic torque measurements and uniaxial strain
measurements. As the primary objective of torque measurements is to measure the ab plane
magnetic susceptibility anisotropy, this anisotropy in a twinned crystal could be severely reduced
and become too small to measure. In uniaxial strain measurements, the change in Tc as a result
of strain depends on the axis along which the pressure is applied so it is vital to have clear a and
b axes components.
Twins can be removed via a thermomechanical detwinning process. The process consists of
applying uniaxial pressure at high enough temperatures to allow the oxygen in the chains to
move within the sample (by a few lattice units) and reorder the a and b crystallographic axes. The
pressure applied along one direction forces it to become the shortest lattice parameter. For YBCO
crystals with lower oxygen content (x. 0.55), the temperatures required by the annealing process
bring the crystals back into the tetragonal phase, thus forming twins. For these dopings then, it
is necessary to detwin the crystals after the annealing process. The temperature of detwinning
cannot be too high in order to avoid variation in oxygen content between the surface and the
bulk of the crystal. Lower temperatures however require more force applied to the sample, thus
increasing the risk of breaking it. Therefore a balance must be struck. Typically, temperatures
between 200 °C and 250 °C are used, where long range oxygen diffusion is negligible [120].
The detwinning apparatus used in this work was designed by Dr. M. Barthélemy and Prof.
A. Carrington [121], it consists of a cylindrical stainless steel piece holed at its centre and
encapsulated in an insulating block. A soldering iron can be fixed in the hole to act as a heat source
(fig. 3.4 a). The temperature can be controlled through the soldering iron as the temperature
reached by the sample plate is about 75% of that set on the soldering iron.
In order to apply uniaxial strain, the sample requires two parallel faces (that can occur
naturally or can be cut along the a and b axes). The sample must be placed on the hot plate and
heated up. Pressure can then be applied by compressing the sample between a movable thin glass
slide and a large, smooth glass slide fixed on the stage (schematic in fig. 3.4 a). A typical YBCO
twinning pattern is shown in fig. 3.4 b). As pressure is applied, within a few seconds the twin
boundaries gradually disappear from the surface. The direction along which uniaxial pressure is
applied will become the a axis (shortest lattice parameter).
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Figure 3.4: a) Picture of the detwinning apparatus with a schematic of how the sample is placed on
the hot plate in order to apply uniaxial pressure. b) Pictures of a sample, seen through polarized
light, as uniaxial pressure is applied. It can be seen that, at the end of the process, the sample is











In this chapter, the pseudogap onset in YBCO was investigated using the torque magnetometry
technique. The temperature dependence of the in-plane magnetic susceptibility anisotropy was
measured in order to observe thermodynamic evidence of a second order phase transition. Be-
cause of the sample dimensions required for magnetic torque measurements, AC heat capacity
measurements were used to determine the critical temperature of the samples.
The samples were grown in Bristol by Dr. S. Badoux. The author assisted with the annealing
process and detwinned the samples, built the setup for both measurements techniques, collected
and analyzed all the data presented in the chapter and in appendix A.
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4.1 Magnetization and magnetic torque
This section briefly recaps some key concepts regarding magnetism in solids. Although a more
accurate description of magnetization and magnetic susceptibility can be obtained using the free
electron model and Pauli paramagnetism (and can be found in [122]), this quick and simplistic
overview is sufficient to grasp the working principle behind torque magnetometry and understand
the results presented in this chapter.
A magnetic solid can be defined as a sum of atoms with magnetic moments m. The magnetiza-
tion M can be defined as magnetic moment per unit of volume and in a "continuum approximation"
(i.e. on a large enough scale to ignore the graininess of the single atomic magnetic moments) it
can be assumed to be a smooth vector field. In a vacuum, the magnetic field can be described by
the vector fields B and H through the relation B=µ0H, where µ0 is the permeability of vacuum.
In a solid, M and the magnetic fields B and H are tied together by the relation:
(4.1) B=µ0(H+M).
In a linear material, named as such because of the following relation, M can be written as
(4.2) M= χH,
where χ is a scalar quantity called the magnetic susceptibility. In this case, eq. 4.3 becomes:
(4.3) B=µ0(1+χ)H.
It is important to mention that, in a crystal structure, M becomes dependent on the orientation






A magnetic moment placed inside a uniform magnetic field is subjected to a magnetic torque
torque τ defined by the relation:
(4.5) τ= m×B.
Following from the previous equations, the magnetic torque of a solid placed in a uniform magnetic
field will be
(4.6) τ=µ0V (M ×H),




Within the Landau theory of phase transitions [5], a phase transition can be of different order
n. Following Ehrenfest’s classification, the order of the phase transition is given by the lowest
derivative of the free energy with respect to a thermodynamic parameter that is not continuous.
If the first derivative is discontinuous, the phase transition will be of first order. In case of a
continuous first derivative, the phase transition is of higher order. In modern physics then, the
distinction is made between first order phase transitions, characterized by a latent heat involved
in the transition, and second order (or continuous) phase transitions, in which the discontinuity
is revealed in second or higher derivatives, such as heat capacity C or magnetic susceptibility χ.
Magnetic torque is a very sensitive probe of magnetic anisotropy [123] [124] [125]. It is also a





Used as a thermodynamic probe then, magnetic torque can be used to investigate the nature
of phase transitions such as the one possibly occurring at the onset of the pseudogap phase, a
problem only tackled before with mixed results and mostly with spectroscopic techniques (see
section 2.6). Inspired by the pseudogap onset investigation on YBa2Cu3O6+x by Y. Sato et al. [77],
in this work a magnetic torque rotating probe was developed in order to investigate the nature of
the PG transition in cuprates with a thermodynamic probe.
When a sample is rotated inside a magnetic field while the field orientation remains within
the ab plane, the magnetic torque becomes a periodic function of double the azimuthal angle φ
measured from the axis parallel to the lever (see fig.4.1 a). Eq. 4.6 becomes:
(4.8) τ2φ = 12µ0H
2[(χaa −χbb)sin2φ−2χabcos2φ].
In a system with tetragonal symmetry, τ2φ should be zero. Any kind of change in the system that
would cause magnetic anisotropy will result in a non-zero τ2φ, depending on whether χaa 6= χbb
or χab 6= 0. In accordance with[77], τ2φ in YBCO for the the analyzed range of temperature
shows proportionality with sin2φ, suggesting that χaa > χbb and χab = 0. In a real experiment,
the measured signal τtot will be the result of two field dependent components, τ2φ plus a τcl
component due to the intrinsic contribution of the cantilever, and a field independent component
τw due to the weight of the sample, giving
(4.9) τtot = τ2φ+τcl +τw.
A substantial part of the challenge lies in the separation of each component inside the small
torque signal in order to evaluate only the contribution given by ∆χ.
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4.2.1 Magnetic torque experimental setup
A Seiko PRC400 tipless cantilever [126] is used to measure the magnetic torque given by the
sample in a magnetic field. By rotating the sample inside the magnetic field, the change in mag-
netic torque can be related to its magnetic susceptibility anisotropy ∆χ. The sample, positioned
parallel to a glass slide to ensure no tilting, is attached to the lever with silver paint (Dupont
4929) using a micro manipulator. Great care must taken in the alignment of the ab plane of the
sample with the plane of oscillation of the lever, giving an estimated final misalignment of 2°.
Figure 4.1: a) Schematic model of the cantilever setup. The probe stage rotates while the magnetic
field remains in the ab plane (taken from [77]). b) Wheatstone bridge circuit used to measure
the small ∆V given by the change in resistance of the bent lever. In the schematic R =10KΩ and
r=500 Ω.
The measured voltage ∆V is given by the change in resistance ∆R, caused by the bending of
the lever. Because ∆R is very small compared to the overall resistance, the cantilever needs to be
contacted in a Wheatstone bridge circuit configuration (see fig. 4.1 b) in which the resistance of
the bent lever hosting the sample is balanced against the dummy lever. The cantilever is placed
on the experimental stage of the probe and fixed using a thin layer of vacuum grease. Grease
must be applied to the contacting wires as well to reduce the noise coming from their vibration
once inside the magnetic field.
The magnetic torque probe is a 4 K cryostat. It has a rotating experimental stage capable of
rotating the sample within the centre of the superconducting magnet placed inside the helium
bath. Aside from the cantilever and its contact pad, a Cernox thermometer and a ∼ 100 Ω
resistive chip complete the experimental stage. Within the sealed vacuum canister, another
Cernox thermometer and ∼ 300 Ω constantan heater are used to control the temperature of the
body of the probe. An RS PRO hybrid stepper motor is connected at the end of the internal driving
shaft of the probe to rotate the stage. A McLennan Servo Supplies planetary gearbox (with 5.1
gear ratio) is used to connect the motor to the shaft in order to increase the torque applied to
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the rotating shaft. The 4He system dewar contains a superconducting magnet system with a
maximum field of 14 T. The voltage is measured using SR830 lock-in amplifier after passing
through a low pass filter and a 5113 low noise voltage preamplifier. Fig. 4.2 shows a simplified
schematic of the experimental setup.
Figure 4.2: Simplified schematic of the magnetic torque experimental apparatus.
4.2.2 Setup operation
The temperature range investigated was from 100 K to 290 K for all samples to ensure the possible
observation of the pseudogap onset without having any interference from the superconducting
phase. A rotation data set was collected every 5 K and consisted of two 360° rotations, one from
zero to 360° and from 360° back to zero, at a pace of 1° every 5 seconds. All the measurements
were conducted at 14 T. The double rotation was performed to avoid built up stress in the stage
wires that could damage them, the signal recorded in the two rotations was also averaged to
mitigate any random noise. The slow rotation pace was used to allow the cantilever to reach
the equilibrium position and minimize any vibrational noise due to the initial movement. To
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extrapolate the amplitude of τ2φ, the signal ∆V was fit with the following equation:
(4.10) y= m1 +m2 ·sin(2x+m3)+m4 ·sin[2x+ (m3 − π4 )]+m5 ·sin(x+m3),
where m1 is an offset given by the balance in the Wheatstone bridge, m2 is proportional to the
amplitude of τ2φ, m3 is the phase of the signal, m4 is proportional to the τcl contribution and m5
is proportional to the amplitude of τw.
The phase of the signals τ2φ and τw is the same because of the starting position of the
cantilever, with the lever facing down and parallel to the magnetic field. The cantilever intrinsic
contribution, including its shape and phase, was modelled after the direct observation of its raw
signal (see fig. 4.4 b).
The parameters m4 and m5 were calculated separately through a cantilever calibration
process and kept fixed during the fitting process. Thanks to this it was possible to extrapolate τ2φ
(and hence ∆χ) without any interference from the other contributions. Here follows the cantilever
calibration process in details.
4.2.3 Cantilever calibration
The cantilever calibration consisted of two steps: the characterization of the lever response (i.e.
the change in resistance related to a known applied torque) and the measurement of its intrinsic
contribution, both as a function of temperature.
4.2.3.1 Lever response
For the characterization, a known mass is glued to the cantilever tip and a set of rotations at
different temperatures is performed in zero field. In order to test the consistency of response
between different cantilevers, two samples mounted on two different cantilevers were used,
sample B (m=5.94×10−9 kg) and sample E (m=7.38×10−9 kg). The torque absolute value given
by the mass weight can be written as
(4.11) |τw| = mgl ·sinφ,
where m is the known mass, g is the standard gravity acceleration, l is the length of the lever
arm, in the first approximation taken to be the length of the tip, and φ is the azimuthal angle,
equal to the stage rotation angle. As a bend in the lever causes a change in resistance ∆R, inside
a balanced Wheatstone bridge the measured signal ∆V caused by ∆R can be expressed as





where i is the applied current. By comparing the amplitude of the oscillating signal during a
rotation with the oscillation amplitude of τw, it follows that
(4.13) ∆Rτ = 4∆Vimgl .
In the delicate process of glueing a sample to the cantilever tip, the amount of silver paint
used and the final position of the lever on the sample can vary significantly. By looking at eq. 4.13
it is easy to notice how these two factors can impact the final value of ∆Rτ, causing inconsistencies
between the different calibration curves. To achieve a uniform temperature characterization
across the systems, the silver paint mass mag and the distance between the lever fulcrum and
the sample centre of mass xcom had to be taken into account. Eq. 4.13 can then be rewritten
accordingly:
(4.14) ∆Rτ = 4∆Vi(ms +mag)gxcom
.
The lever sensitivity ∆Rτ, measured in Ω/N ·m, describes the response of the cantilever as a
function of torque, the extrapolation of ∆Rτ for each rotation traces the overall lever response in
temperature.
Data sets for both samples were collected as described in section 4.2.2, with the exception
that in this case τtot = τw and the fit used to extrapolate the amplitude of the oscillation was:
(4.15) y= m1 +m5 ×sin(x+m3).
The parameter m5 was used as ∆V in eq. 4.14 to get ∆Rτ for both samples. An exemplar
rotation data set at fixed temperature measured for the calibration process is shown in fig. 4.3 a).
Fig. 4.3 b) shows ∆Rτ for both sample B and sample E. The two curves are well in agreement,
either overlapping or within one σ of each other. Because of this, the same response was assumed
for every cantilever. The two ∆Rτ were averaged and a 4th order polynomial fit of the average
∆Rτ was used as a universal calibration curve (black dashed line). By inverting eq. 4.14, ∆V was
extrapolated for each measurement and inserted as a fixed parameter m5 in eq. 4.10.
4.2.3.2 Cantilever intrinsic contribution
As the cantilever intrinsic contribution τcl would give a signal proportional to sin2φ, just like
the magnetic torque of the sample τ2φ, it is impossible to disentangle its contribution from the
actual torque signal without a previous characterization. To overcome this, a cantilever without a
sample was mounted on the stage and a set of rotations at different temperatures was performed
in field. Without any mass and without any anisotropy coming from the sample, the acquired ∆V
is just proportional to the τcl . Rotation data sets were collected every 10 K in a 14 T magnetic
field. The signal was fit using the following equation:
(4.16) y= m1 +m4 ·sin(2x+ c),
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Figure 4.3: a) Sample B rotation data set performed at 220 K. b) ∆Rτ for both samples. The black
dashed line is a 4th polynomial fit used a universal calibration curve for all the cantilevers used.
where c corresponds to m3 − π4 (considering a ±5° uncertainty in the starting position).
Fig. 4.4 b) shows the τcl amplitude signal as a function of temperature for two different empty
cantilevers. Although the T-behaviour between the two measurements seems consistent, the
discrepancy in absolute value suggests a cantilever dependence of τcl . The breaking of some of
the levers used after the measurements along with the unfortunate pandemic timing made the
systematic study of every cantilever involved impossible. Without knowing the exact cantilever
dependence and in order to avoid an underestimation of the τcl contribution, the assumption was
made to adopt CL 1 data as a general τcl dependence in temperature. A 3rd order polynomial
fit of the run (black dashed line in fig. 4.4) was used to fix the parameter m4 in eq. 4.10. The
estimation, although not perfect, was deemed sufficient as the anisotropy signal τ2φ coming from
the sample was on average 25 times bigger than the τcl . The impact of this approximation though
varied based on the volume of each sample.
4.3 AC heat capacity technique
AC heat capacity was used to determine Tc (which was used to determine the doping p) of the
analyzed sample. The technique, chosen because of the dimensions of the samples involved,
proved to be a quick and direct way to probe the bulk superconducting critical temperature.
4.3.1 The AC method
A calorimeter is a device that applies a known amount of heat to a sample and measures the
change in the temperature of the sample. In an ideal calorimeter, in a truly adiabatic condition in
which the system (sample) + (heater & thermometer) is not connected to the thermal bath, this
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Figure 4.4: a): An exemplar rotation data set at fixed temperature (130 K) for an empty cantilever.
b): T-dependence of the oscillation amplitude signal (τcl) at 14 T from two empty cantilever. The









where T is the temperature, t is the time, P is the power and C is the heat capacity of the sample.
It is worth noting that in this model a "lumped response" is assumed, i.e. the thermal mass is
not distributed. Although in a real setup this is not true, the assumption is still reasonable for
the performed experiments. In a real experiment the adiabatic condition is also not completely
satisfied. Because of electrical and structural contacts, there are always some heat losses on a
long time scale. These factors can be significant when measuring samples small enough to be used
for torque measurements (average mass of 5×10−9 kg). On the top of that, for measurements
performed at low temperatures in unconventional superconductors (such as YBCO) the specific
heat also tends to be small. It is necessary then to use a technique that is able to perform high
resolution measurements on small masses at low temperature.
The AC method was developed by P. Sullivan and G. Seidel [127]. Thanks to the improvement
in lock-in amplifiers, it became possible to perform high resolution heat capacity measurements
by applying an AC power input PAC to the sample and measuring the temperature modulation
TAC. The model solved by Sullivan and Seidel is shown in fig.4.5: as the thermometer is not
directly coupled with the heater, the measured T modulation must be due to the oscillations in
the sample temperature. In the model, τ2 is the internal thermalisation time between the three
components (sample, heater and thermometer), τ1 is the thermalisation time between the system
and the thermal bath. While in fig.4.5 τ1 is defined, like in [127], as between the sample and the
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bath, in a real experiment the link to the bath is established via the electrical connections to both
the thermometer and the heater.
Figure 4.5: Schematics of the model designed by Sullivan and Seidel [127] for AC heat capacity
experiment.
The system can be described with the following equations:







CsṪs = kh(Th −Ts)−kb(Ts −Tb)= kθ(Ts −Tθ)(4.18)
CθṪθ = Q̇θ = kθ(Ts −Tθ),
where ω is the measurement frequency and the other terms are illustrated in fig. 4.5. The full
analytic solution given by Sullivan and Seidel can be written in a simplified form where τ1 is the






1+ 1(τ1ω)2 + (τ2ω)2
.
The second term in the square root represents the quasi-adiabatic condition while the third
term represents the quasi-static condition. Satisfying the quasi-adiabatic criterion, τ2ω¿ 1
requires the sample and the thermometer to be in thermal equilibrium. Breaching this criterion
leads to thermal lag, or "τ2 effect". It is essential to also satisfy the quasi-adiabatic criterion
τ1ωÀ 1, this means that the applied heat in a cycle must not leak to the bath within the time
period of the measurement. A possible leak could lead to an overestimation of the heat capacity.
As the applied power from one cycle cannot be fully dissipated to the bath before the next cycle,
this creates a temperature offset between the experiment and the bath. This offset, referred
as TDC must be taken into account to achieve good resolution in temperature. By writing the
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inverse of the square root in equation 4.19 as a transfer function f (ω), it is possible to write the
heat capacity as
(4.20) Ct = PAC f (ω)
ωTAC(ω)
.
The transfer function can be interpreted as a measure of how the AC power is transferred from
the heater to the sample: 1 means perfect transfer, if τ2 ¿ω−1 ¿ τ1 (both quasi-adiabatic and




meaning that the transfer function can be written as
(4.22) f (ω)= Ct
Cm(ω)
.
In a real experiment, Ct is unknown and the transfer function cannot be explicitly determined,
only the measured heat capacity Cm(ω) and the phase difference θ(ω) between PAC and TAC hint
at what value f (ω) takes by comparing the experimental behaviour with the model solutions. By
solving the model showed in fig. 4.5 it is possible to extrapolate the relations shown in fig.4.6 , in
which it is clear how f (ω)→ 1 to an optimum frequency as both the quasi-adiabatic and quasi-
static criteria are satisfied (τ1
τ2
becomes large). The plateau shown in the ωTAC vs ω suggests that
f (ω)∼ 1 when the measuring frequency is in the middle of the plateau. The behaviour of θ(ω),
with the inflection point at -90 °in coincidence the f (ω) peak, gives a good indication about the
quality of the coupling ratio and further proof as to whether the experiment is accurate or not.
Because of these observations, it is safe to assume that f (ω)= 1 and therefore Cm = Ct.
Even if AC methods cannot match DC methods in absolute accuracy measurements, their
appeal lies in the standard 10−4 resolution that can be achieved with a continuous data set [128].
This makes the technique ideal for the investigation of small ∆C, like the one produced by the
superconducting phase transition.
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Figure 4.6: f (ω) and θ versus measurement frequency for the configuration shown in fig.4.5 for
increasing values of the coupling ratio τ1/τ2. Taken from [129].
4.3.2 AC heat capacity experimental setup
This setup was developed by P. Walmsley [129] following the steps of A. Minakov et al. [130]. The
experimental stage is showed in fig.4.7. The main part of the setup is a thin-film gas sensor, the
XEN-39397 produced by Xensor Integration [131], it is a 5 × 3.3 × 0.3 mm silicon rim in which a
1 micron thick silicon nitride (SiN) is grown of area 2.4 × 2 mm. It has a single 4-wire heater and
a 20-couple thermopile. In the center of the membrane there is a "hot spot" area of 250 × 250
µm coated in aluminum for temperature homogeneity. The chip is mounted on the stage of a 4 K
dipper cryostat with GE varnish. The chip has to be glued across a groove to avoid any pressure
gradient that could break the membrane when the probe is pumped out. A Cernox thermometer
and a 100 Ω constantan heater completes the experimental stage. The simple vacuum sealed
cryostat is designed to be used for quick measurements in helium transport dewars or, for higher
Tc, even nitrogen dewars.
The sample is placed on the center of the hot spot with a thin layer of Apiezon N grease. A
sine wave is applied to the heater using an SRS830 lock-in amplifier (a more detailed explanation
on how to choose the measuring frequency can be found in [129]). The voltage of the thermopile
Vtp is measured by the same SRS830. The signal has to be measured on the second harmonic
because of the relations:
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Figure 4.7: XEN-39397 chip mounted in the setup configuration. The chip is mounted across a
groove of the stage to avoid pressure gradients that could destroy the membrane. The chip was




thus the resisting element is thermally fluctuating at frequency 2ω. It is possible to define the
Seebeck coefficient of the thermopile S(T) and the thermal conductivity between the calorimeter










Using the measured voltage VAC, TAC can be determined via the definition of S(T). Thanks
to equation 4.21 it is possible to know the behaviour of C(T), as it is proportional to 1/TAC.
The newly found C(T) is then fitted with 4th grade polynomial fit, excluding a 10 degree range
centred around Tc. The fit is subtracted from C(T) to highlight the transition feature, TDC can
be calculated by using the relation TDC = k1/P0.
4.4 Results
Seven samples, labelled from A to G, were used for this investigation. Each sample was annealed
in 2% oxygen atmosphere at high temperatures for two weeks to achieve the desired doping,
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Sample p Tc m (10−9 Kg) V (10−13 m3)
A 0.11 59 1.31 2.09
B 0.125 66 5.94 9.44
C 0.13 69 10.91 16.58
D 0.14 78 3.56 5.66
E 0.15 93 7.38 11.72
E∗ 0.11 60 7.38 11.72
F 0.08 38 11.07 17.57
G 0.145 85 1.42 2.25
Table 4.1: Summary of every sample analyzed in the torque magnetometry study. Sample E was
annealed twice to get two different dopings, p=0.11 and at p=0.15, hence the distinction between
E (p=0.11) and E∗ (p=0.15).
which ranged from p=0.08 to p=0.15. The doping was estimated from Tc [53], measured via AC
heat capacity measurements. After the first annealing at p=0.15, sample E was reannealed at
the same doping of sample A, p=0.11. After the annealing process, every sample was detwinned
via thermomechanical detwinning process: the sample was placed on a hot plate at 250 °C while
uniaxial pressure was applied along the a or b axis and the evolution of the domains monitored
using polarized light (see section 3.3). All the performed AC heat capacity measurements can be
found in appendix A, table 4.1 summarize all notable quantities for each sample.
For each sample, a complete set of rotation measurements was acquired, following the specifics
detailed in section 4.2.2. An exemplar rotation data set from sample B is shown in fig. 4.8 a),
with the relative fit (black dashed line). For each temperature, both clockwise and anticlockwise
rotations were fitted using eq. 4.10, the extrapolated parameter m2 was averaged between
rotations and its temperature dependence (fig. 4.8 b) used to calculate ∆χ//. The magnetic field
dependence of m2 (sample B) is shown in fig. 4.9. Rotation data set were acquired at 5, 7, 10,
12 and 14 T to test relation 4.8. The power fit (red dashed line) reveals a dependence in field
proportional to B1.96, well in agreement with the expected B2 dependence for a torque signal
originating from ∆χ//.
As stated before in section 4.2, the magnetic torque of a YBCO sample rotating inside a
magnetic field can be expressed as:




where ∆χ// = (χaa −χbb) and B=14 T. By comparing the amplitude of the τ2φ oscillation with that





where ∆V is the averaged parameter m2, corresponding to the amplitude of oscillation τ2φ, and
∆Rτ is the cantilever universal calibration curve.
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Figure 4.8: Clockwise rotation (0°→ 360°) of sample B at 220 K (a). The black dashed line is
the fit described in eq. 4.10 from which the parameter m2, proportional to τ2φ, is calculated. By
tracking the temperature dependence of the averaged m2 (b), the evolution of ∆χ// in temperature
can be obtained.
Figure 4.9: Magnetic field dependence of the parameter m2 for sample B. The fit (red dashed line)
is proportional to B1.96, consistent with the expected dependence given in eq. 4.8.
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The in-plane magnetic susceptibility anisotropy ∆χ// as a function of temperature for each
sample is shown in fig. 4.10. The temperature behaviour, with a few exceptions, seems to follow
what was observed by Sato et al. [77] (fig. 4.11), gradually decreasing down to a distinct local
minimum between 140 K and 200 K that marks a linear upturn in ∆χ//. The temperature of the
local minimum, or "kink", in the susceptibility anisotropy was labelled Tmin. For two samples,
sample E (p=0.15) and sample F (p=0.08), it was not possible to identify a Tmin. Sample E
∆χ// shows no sign of kink or linear behavior at high temperature, having an almost parabolic
monotonically increasing behaviour from 100 K to 290 K. Sample F ∆χ//, after an initial decrease,
displays a plateau before resuming the expected linear behavior at high temperatures after a
bump centered around 230 K. This bump, initially thought as just a random error artefact, was
confirmed in two following measurements. ∆χ// shown in fig. 4.10 F) was, in fact, obtained after
averaging m2 from the three separate measurements.
4.5 Discussion and outlook
All measurements, except for sample E and F, display a kink which, in [77], is associated with a
second order phase transition. The errors in ∆χ//, calculated through standard deviation, varied
based on the uncertainty in the volume estimation, which was assumed as 2×10−16 m3 for every
sample, and the amplitude of the signal τ2φ, which decreased with doping while the noise level
remained the same. The anomalous behaviour in sample F ∆χ//, reproducible in multiples runs,
hints at an external phenomenon that may have altered the anisotropy temperature evolution.
The bump centered around 230 K is highly suggestive of a CuO inclusion, CuO is one of the
compound used in the growth of YBCO and inclusions in YBCO crystals are not unheard of.
Given that an antiferromagnetic phase transition was observed in the compound around that
exact temperature [132], even a small inclusion could lead to a significant torque response that
could alter the features of ∆χ//.
Despite the similarities with previous measurements, Tmin does not track the pseudogap
onset. Figure 4.12 shows a YBCO phase diagram in which Tτ from [77] and Tmin are compared.
Tmin slightly decreases with doping, always remaining in the 150 K - 200 K. This almost constant
doping dependence is in agreement (within a 10 K uncertainty) with Tτ for p=0.13 and p=0.15
(fig. 4.11 b and 4.11 c), not following the steep slope of the PG onset like Tτ at p=0.11 (fig. 4.11 a).
It is important to notice that both sample A and sample E∗, annealed at p=0.11, display a similar
Tmin while the p=0.11 ∆χ// in [77] differs significantly from the others shown in the papers both
in terms of shape and Tτ value.
The evolution of ∆χ// as a function of doping (fig. 4.13) offers more insight into the nature of
this peculiar temperature behaviour. The magnetic anisotropy background (fig. 4.13 a) shows a
strong doping dependence, tracking once again what was observed by Sato et al. This increase in
magnitude could be explained by increased orthorhombicity of the crystal through the oxidation
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Figure 4.10: ∆χ// for all the samples analyzed.
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Figure 4.11: Temperature dependence of the in-plane anisotropy of the magnetic susceptibility
∆χ// for the three underdoped YBCO samples studied in [77], from which the original graph was
taken and adapted. It is useful to notice the anomalous behaviour (compared to the other two
samples) shown in a) (p=0.11).
Figure 4.12: Simplified YBCO phase diagram. The stars are marking the local minimum of ∆χ//,
here labelled Tmin. The red dots are previous measurements from [77]. The green diamonds are
Tl , the temperature at which ∆χBG (fig. 4.15) starts to rise at low temperatures.
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Figure 4.13: Doping dependence of ∆χ// (a) and normalized ∆χ// (b). Both the anisotropy back-
ground and ∆χ// evolution in temperature show a strong p-dependence trend.
of CuO chains with doping. This background is not sample related, as shown by the different
value of E and E∗. The only samples not following this doping dependent trend are sample A
and sample G, the two with the smallest volumes. The smaller volume makes the sample more
difficult to detwin. In the detwinning process it is not unusual to end up with small twinned
regions remaining within the crystal, either at the corners or around impurities. These regions
might have a bigger effect on smaller crystals, changing the ∆χ// background. One other possible
explanation is that, in order to observe this doping dependence experimentally, a threshold volume
is required. Interestingly, sample F falls within the trend despite the probable CuO inclusion.
Given its volume, the biggest among all the analyzed samples, the inclusion contribution altered
the shape of ∆χ// on a small scale but did not affect the background.
Figure 4.13 b) shows ∆χ// normalized at room temperature. Once again, a clear doping
dependence is emerging. The normalized anisotropy, almost flat at p=0.11, gets more slanted with
doping. The increasing slope causes a shift in the local minimum toward lower temperatures. The
two overlapping normalized ∆χ// of sample A and sample E∗ prove that this behaviour is strictly
p-dependent and not sample dependent. As expected, because of the CuO inclusion skewing ∆χ//,
sample F falls outside the trend. Sample G shows an anomalous behaviour as well. As explained
in section 4.2.2, the impact of τcl estimation (cantilever intrinsic contribution) varies depending
on the amplitude of the sample raw signal. Because of the small volume and a reduced xcom,
sample G raw signal was only three times bigger than the adopted τcl . The estimated shape and
value of the cantilever contribution then probably altered its ∆χ// behaviour significantly. It is
worth noting that sample A, the closest in terms of volume to sample G, had a τ2φ/τcl ratio of six,
which seems big enough to put it on the trend, overlapping with sample E∗ at the same doping.
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Figure 4.14: a) ∆χBG , obtained by subtracting from sample E∗ ∆χ// the linear component above
230 K. ∆χBG simulates the p-independent contribution in ∆χ//. b) When a linear contribution
with increasing slope (simulating the increasing p) is added to ∆χBG , it follows the trend observed
in the normalized anisotropy (fig. 4.13 b).
It has become clear that the origin of the kink in ∆χ// seems more complex than what was
originally thought or, at least, more factors need to be considered. Based on the normalized
anisotropy behaviour shown in fig. 4.13, the evolution of ∆χ// in doping could be described as
the sum of a p-independent contribution with a local minimum (or kink) plus a p-dependent
linear contribution. The slope of the linear contribution shifts the kink to lower temperatures as
p increases. Here follows a crude test of this model. The ∆χ// data of sample E∗ was used as a
starting point. To "subtract" the linear contribution from it, the linear fit of the high temperature
(above 230 K) portion of ∆χ// was subtracted from the curve. The result was modelled with
a 3rd order polynomial, which was labelled ∆χBG (fig. 4.14 a) and was used to simulate the
p-independent contribution part of the model. Figure 4.14 b) shows how ∆χBG changes when a
linear contribution (assumed p-dependent) is added. As expected, the local minimum is shifted
to lower temperature as the slope of the linear contribution increases, matching what observed
in 4.13 b). It is worth pointing out that the curve with m = 0.0008 closely resembles ∆χ// of
sample E, which previously appeared quite different if compared to the other ∆χ//. This crude
model, although probably over-simplified, explains the behaviour of the normalized anisotropy
reasonably well. The the kink in ∆χ// then might not be associated with a second order phase
transition (or the PG onset) and Tmin could bear little physical meaning.
Further investigation is certainly required in order to prove and refine this model. The origin
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Figure 4.15: a) Normalized excess anisotropy ∆η(T) as a function of T/T∗, taken from[77]. b)
∆χBG for each sample (except sample E annealed at p=0.15), obtained by subtracting from ∆χ//
its linear component above 230 K. The evolution of Tl , the temperature at which ∆χBG starts to
rise at low temperatures, as a function of doping is shown is almost constant (fig. 4.12).
of the p-independent contribution is still unclear. Sato et al. identified a p-independent contribu-
tion they called excess nematicity, defined as ∆η(T)= η(T)−η(T∗), where η(T)= (χaa−χbb)/(χaa+
χbb). Because above T∗ η(T) is temperature independent, η(T∗) represents the background
anisotropy stemming from the crystal orthorhombicity. Fig. 4.15 a) shows the normalized excess
nematicity from [77], in which the curves of the three samples (of three different dopings) scale
onto one single curve. Fig. 4.15 b) shows ∆χBG for each sample, except for sample E annealed
at p=0.15 because no linear trend at high temperatures was identified. Despite the spread at
low temperatures, due to random errors and/or the influence of the cantilever contribution, every
∆χBG shows a similar behaviour, which is consistent with a p-independent contribution to the
in-plane susceptibility anisotropy ∆χ//. Moreover, the temperature at which ∆χBG deviates from
the high temperature plateau, called Tl , is (within the error) constant in doping (see fig. 4.12).
This strengthens the claim of a doping independent contribution with a feature at Tl that, slanted
by the addition of the p-dependent contribution, creates the kink observed in ∆χ//.
The cantilever T-calibration and its intrinsic contribution, previously overlooked1, are likely
playing a role as well in shaping the independent contribution. Given the huge influence on
the final shape of ∆χ//, the cantilever response and its intrinsic contribution characterizations,
especially in relation to the sample’s dimensions, are of paramount importance. The presence of
a peak in the τcl at 150 K might suggest that the feature observed in ∆χ// could be an artefact,
1In [77] there is no mention of cantilever calibration or its intrinsic contribution. Dr. Y. Sato and Dr. S. Kasahara
confirmed in a private discussion that, in the torque measurements presented in [77], the T-dependence of both the
cantilever response and the cantilever τcl were assumed constant.
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Figure 4.16: Comparison of ∆χ// of sample C obtained through two different subtraction of τcl
methods. The alternative analysis does not change Tmin.
originating from an erroneous subtraction of the cantilever contribution. To test this hypothesis,
sample C data set was subjected to an alternative analysis: after acquiring all sample C data,
another set was acquired straight after removing the sample, without altering the setup. In this
way, it was possible to measure the exact τcl for that data set. Instead of using the analysis used
so far to extrapolate only τ2φ, for each temperature the cantilever rotation data were directly
subtracted from the (sample + cantilever) rotation data. The residual oscillation then underwent
the standard analysis process, using the simplified fit
(4.28) y= m1 +m2 ·sin(2x+m3)+m5 ·sin(x+m3).
Fig. 4.16 shows the two ∆χ// in which the cantilever contribution was subtracted in two
different ways, one through fit and one directly. Using the alternative method, the relative
change in ∆χ// diminishes but does not disappear. Moreover, the temperature of the kink remains
unchanged. This slight change suggests that, although the alternative analysis could be a suitable
and maybe more effective way to remove τcl , it does not hinder what was concluded so far. It
is important to stress that this method, that could have been beneficial when measuring small
samples like A and G, was only applicable to sample C data set. The breaking of some levers and
the pandemic did not allow a more systematic study of other samples.
Finally, it is worth delving into the claim of a nematic nature of the second order phase
transition at T∗ advanced by Sato et al. in [77]. Electronic nematicity, which is a four-fold
(C4) rotational symmetry breaking, has emerged as a key feature inside the pseudogap regime
[133] [134][135][136]. The presence of a nematic phase transition and its relationship with the
pseudogap, however, remain unresolved.
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Figure 4.17: Excess nematicity ∆η(T)= η(T)−η(T∗) as a function of background anisotropy η(T∗),
adapted from [77]. The finite intercepts suggest a spontaneous C4 rotational symmetry breaking
below T∗.
In [77] it is claimed that, because the excess nematicity as a function of η(T∗) has a finite
intercept, some nematicity below T∗ remains even when the crystal orthorhombicity is removed,
suggesting a spontaneous C4 rotational symmetry breaking in the pseudogap state (fig. 4.17).
That, along with the kink anomaly, is claimed to provide evidence of a second-order phase
transition at T∗ in the CuO planes of YBCO. First of all, it was shown that the kink anomaly
behaviour as a function of doping does not follow the T∗ line in the phase diagram (fig. 4.12).
Secondly, the presence of an almost p-independent temperature at which ∆χBG deviates from
zero is more suggestive of an external influence rather than something happening inside the
material, especially if the intrinsic orthorhombicity contribution is removed. Nematicity has
indeed been observed in the proximity of the investigated doping region [137] and it could be
linked to the features of ∆χ//. Before exploring that connection though, further investigation is
needed to exclude the possibility of an experimental artefact.
4.6 Final remarks
The torque magnetometry investigation presented in this work, conducted in the underdoped
region (p=0.08 - 0.15) of YBCO phase diagram, showed no connection between the pseudogap
onset and the feature observed in the magnetic susceptibility anisotropy. The temperature Tmin
at which the magnetic susceptibility anisotropy shows a distinct feature, previously observed
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in [77], does not follow the pseudogap onset trajectory in the YBCO phase diagram. The "kink"
observed in ∆χ// is likely coming from the sum of a p-independent contribution plus a linear
doping dependent one. This claim is strengthened by the doping-independent behaviour of the
background anisotropy ∆χBG , in which the deviation from linearity happens at a temperature Tl
constant in doping. The doping independence plus the shape of the cantilever intrinsic signal
hint at a possible experimental artefact although, in that regard, no definitive conclusion could
be drawn with the present results.
Whether the pseudogap onset at T∗ is a second order phase transition remains an open
question but, based on the results shown in this chapter, no solid proof was found using torque
measurements. The results presented in this chapter do not show any sign of a phase transition
associated with T∗, questioning the only previous measurement that has shown such a transition.
More investigation is needed in order to understand the discrepancy between the two measure-
ments although, in that regard, the overlooked intrinsic setup contribution seems to be the most
likely candidate.
Any future work should revolve in primis around a better characterization of the setup,
following intensive study of the τcl . Its weight dependence is a possibility yet unexplored, such
dependence could explain some discrepancies observed between different samples. A different
setup, maybe using another cantilever in the Wheatstone bridge to balance the one used in the
measurement, could reduce the impact of τcl in the measurements as well as, maybe, a different
T-dependence.
Further torque magnetometry studies in YBCO should focus outside the investigated doping
window, either below p=0.11, to solidify the observed trend, or above p=0.15, in order to try to
observe any feature in ∆χ// outside the pseudogap region. The measurements in the overdoped
region in particular, where no pseudogap is present, should answer the question to whether
the feature in ∆χ// is an experimental artefact or not, a feat that could be accomplished also
by performing this type of measurement in unconventional superconductors that do not have a
pseudogap region.
Zinc doping could also be used to suppress superconductivity in YBCO in order to observe the
onset of the 3D-CDW phase. Torque magnetometry has in fact proved to be a sensitive probe for
charge order [78], although the results presented in this chapter clearly highlight the necessity










HALL MEASUREMENTS IN DISORDERED YBCO
The primary objective of the work shown in this chapter is to investigate the effect of point-like
disorder on charge order and the role of disorder in the interplay between superconductivity
and CDW. To this end, point-like disorder was introduced in YBa2Cu3O6+x samples via chemical
doping with zinc or nickel or via electron irradiation and the samples were prepared for Hall
effect measurements. The zero crossing temperature T0 of the Hall coefficient was used as a
resistive measure of the strength of charge order while the superconductivity transition Tc served
as a measure of the strength of superconductivity. By tracking the unknown evolution of T0 as
a function of disorder and comparing it that of Tc, further light has been shed on the interplay
between the two phases.
Growth of the samples was performed by Dr. S. Badoux, the author assisted with the contact-
ing, annealing and characterization process. The author collected and analyzed all the Hall effect
data presented in the chapter and in appendix B.
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5.1 Introduction to electronic transport theory
Transport studies, such as resistivity and Hall measurements, are a simple and practical way
to investigate the electronic properties of a condensed matter system. While early models, like
Drude or Sommerfeld models, consider free non-interacting electrons in a metal, more complex
theories are required when this simple case is unable to encompass the relevant physics. In this
section, these transport models are briefly discussed while focusing on what material properties
can be extracted from the analysis of resistivity and Hall measurements.
5.1.1 Drude and Sommerfeld models
The Drude model is a classical starting point from which more sophisticated models are based.
The electrons are considered non-interacting particles that can move in a lattice of stationary
ions. When an electric field E is applied, the electrons will accelerate until random scattering
events, occurring after a time τ, will stop the acceleration. The flow of electrons will be hindered
by these events, causing a resistance in the flow of the current. The electrons’ motion can be







where v, e and m are the velocity, charge and mass of the electrons. The solution is proportional




Given that the current density J can be written as J= nev=σE (n is the carrier density), the





If a magnetic field B is applied, perpendicular to the electric field, the electrons will be deflected
by a Lorentz Force in a direction perpendicular to both E and B. This generates an opposing Hall
field EH that will rotate the total electric field by an angle called θH called Hall angle. The Hall
coefficient can then be defined as




The Sommerfeld model incorporates into the Drude model some quantum mechanical proper-
ties previously neglected. The Fermi statistics, in adherence with the Pauli exclusion principle, is
considered in lieu of Boltzmann statistics. This results in a ground state of occupied states that
ends at the Fermi energy. Electrons just below the Fermi energy can be excited to unoccupied
states just above it and the Fermi surface that divides the unoccupied states from the occupied
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ones can be defined in k-space. In a completely isotropic, non-interacting system the energy
dispersion would be parabolic (fig. 5.1 a) and the Fermi surface would be a sphere or radius
kF = (3π2n)1/3.
Within this model, the density of states at the Fermi energy becomes a relevant quantity. It
becomes clear that, for example, only electrons with energy within ∼ kBT of the Fermi energy can
contribute to the specific heat. This helps to explain experimental observations that previously
did not fall within the Drude model, such as the behaviour of specific heat at low temperatures.
Figure 5.1: Energy-momentum dispersion for a free electron (a) and with periodicity arising from
the crystal lattice (b). (c) shows the same dispersion as (b) but back-folded into a single Brillouin
zone. The introduction of a finite potential opens a gap at the Brillouin zone boundaries (d).
5.1.2 From nearly free electrons to Fermi liquid theory
Let us now picture something closer to a crystalline solid: non-interacting electrons in a periodic
potential V (r) with which they can interact. The condition of periodicity of the potential, V (r)=
V (r+R), comes directly from the translational periodicity of the lattice R= n1â+n2b̂+n3 ĉ, where
â, b̂ and ĉ are the lattice vectors. Considering a one-electron Hamiltonian, the solutions of the
time-independent Schrödinger equation are Bloch waves modulated with the same periodicity as
the lattice:
(5.5) ψk(r)= uk(r)eikr.
If the potential is set to zero, the non-interacting parabolic dispersion is returned.
The periodicity in real space is followed by a periodicity in momentum space: ψk =ψk+K. As
just one unit cell can be used to understand a crystalline solid in real space, it follows that one
Brillouin zone, a single repeating cell, can be used to capture the dispersion of E(k) in momentum
space (fig. 5.1 c). If a finite potential is introduced, a gap opens at the Brillouin zone boundary
(fig. 5.1 d). When electronic states are filled and the highest energy states occupied fall within a
band, a Fermi surface is defined, with states immediately above in which electrons can be excited.
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If the chemical potential falls between bands on the other, there might not be available states
within kBT of the chemical potential. This describes quite well the origin of both metallic and
insulating behaviour.
In the Fermi liquid theory, the interaction between electrons, ignored thus far, is introduced.
The main concept behind this theory is that, starting with a non-interacting system (Fermi gas)
and slowly and adiabatically turning the interaction on, the ground state of the Fermi gas will
turn into the ground state of the interacting system (Fermi liquid). As the interaction is turned on,
it becomes more convenient to think no more in terms of electrons but in terms of quasiparticles.
These quasiparticles have different energies and, more in general, different properties from the
electrons in the non-interacting case. Essentially, it is more useful to reflect the effects of the
interaction on the properties of the charge carriers rather than considering how actual electrons
would behave in the interacting system. The interacting system eigenstates are a superposition
of the non interacting system ones, the occupation function for quasiparticles is the same as the
one for electrons in the non-interacting case. Equilibrium properties of the system retain their
form but are renormalized. Most notably, the mass of a quasiparticle differs from the mass of
a non-interacting electron, a further renormalization in addition to that of a free electron in a
crystal lattice.
5.1.3 Boltzmann transport theory
Boltzmann transport theory describes the out-of-equilibrium properties of an electron gas, such
as the properties under the influence of an external field. Let us consider fk(r), the concentration
of electrons in the vicinity of r that are in the state k, and its evolution in time. Considering























An electron in state k, with velocity vk, will travel in a δt time a distance equal to vkδt. The
number of electrons in the vicinity of r will decrease by a certain amount and the number of
electron in the vicinity of r+δtv will increase by the same amount:
(5.7) fk(r,δt)= fk(r−δtv,0).
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If an applied field is turned off, the electrons will return to their initial (zero field) states
through scattering mechanisms. The scattering term can be simplified via the "relaxation time
approximation", in which the relaxation back to equilibrium is assumed exponential: in equilib-
rium with no fields, the system is perturbed from its equilibrium state f 0k , to a steady state fk.
The perturbation gk, defined as the difference between the two distributions (gk = fk − f 0k), is
assumed to decay exponentially to zero:
(5.12) gk(t)= gk(0)−t/τ,










































The Boltzmann transport equation can be used to derive many out-of-equilibrium properties,
the zero-field conductivity is one example. If an equilibrium function f 0k is perturbed by an electric
field E, this will cause a displacement of k-states δk = eτE/~ in the direction of E. Given that




For a carrier concentration n, the current density is J= neδv= ne2τE/m∗. Hence the conductivity





as previously found in the Drude model.
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5.1.4 The Hall effect
The resistance to the flow of electrical current is the sum of various scattering processes, such as
the one between electrons and phonons, electron-electron scattering, lattice defects or impurities.
If an ideal spherical Fermi surface is considered, as expected from isotropically dispersing bands,












where τ is a combination of the scattering times for each scattering process involved.
As mentioned in section 5.1.1, under the influence of an external magnetic field, the charge
carriers will experience a Lorentz force. Because of the Lorentz force, a Hall voltage perpen-
dicular to both E and B is generated. If B is applied parallel to the c axis of the material, the
















where σ0 = ne2τ/m∗, as per the Drude result, and ωc is the cyclotron frequency. In this simple






and it can be used to probe the carrier density and the sign of the charge carriers.
The strength of the field and the shape of the Fermi surface can significantly alter the Hall
coefficient. When a non-spherical Fermi surface is considered, in the weak field limit (ωcτ¿ 1)
RH becomes temperature dependent and the conductivity will be dominated by anisotropy of
mean free path l on regions of the Fermi surface with high curvature (l = vFτ). A more general
form of the resistivity tensor can be obtained by inverting the conductivity tensor:

























5.2 Hall effect measurements
The electric Hall effect arises from the generation of a transverse voltage in a material when
a longitudinal current is passed through in the presence of a perpendicular magnetic field. If
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we take a sample inside a magnetic field H= Hzẑ and we apply a current along J= Jxx̂, where
Jx = nqv, n is the density of the carries, q and v the charge and velocity of the particles, the
carriers will be deflected from their trajectory by the Lorentz force FL = q(v×H). The charge
accumulation generates an electric field Ey = E yŷ, where E y =∆Vyt, ∆Vy is the tension along y
and t is the thickness of the sample. When the electric field compensates the charge accumulation
created by the Lorentz force:
(5.23) FL =FE −→ qvH = qE y.












where Rxy is the transverse resistivity.
5.3 Samples preparation
The samples were grown in Bristol by S. Badoux following the standard flux technique described
in [138], using the 1:16:45 molar mass ratio process. Point-like disorder was introduced in
two ways: chemical doping substitution of Cu in the CuO2 planes or electron irradiation. The
substitution of copper with other elements such as Zn happens within the CuO2 layers and it has
a detrimental effect on interlayer charge transfer [139]. This substitution was shown to disrupt
superconductivity [103][104][105] without affecting the underlying normal state (pseudogap)
[108]. Two elements with different magnetic properties, one non-magnetic (Zn) and one magnetic
(Ni), were chosen for the substitution, to investigate what kind of influence the chosen material
would have on T0. Contrary to chemical doping substitution, electron irradiation can introduce
defects not only in the CuO2 layers but throughout the whole sample. By exposing the sample to
a beam of high energy electrons, the electrons induce uniform point-like disorder (displacement
of just one or few lattice ions per electron) because of the reduced mass ratio between electrons
and ions. Electron irradiation was also shown to disrupt superconductivity [106][107] without
affecting the pseudogap [106]. These two types of point-like disorder were chosen because of
the different ways in which the defects are scattered in the material. Most YBCO properties,
including superconductivity, originate from the CuO2 planes, which are affected by chemical
doping substitution. Electron irradiation induced disorder, on the other hand, is not localised to
only the copper oxide layers and this might affect T0 (and charge order) in a different way.
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The typical size of the crystals was approximately 800 x 400 x 20 µm3. Six 200 nm thick
gold contacts were sputtered on the surface. To obtain chemical disorder, a fixed percentage
of the CuO in the initial mixture was substituted with either ZnO (0,5%, 1%, 2%, 3%) or NiO
(1%, 2%, 3%). Great care was taken in sputtering the contacts along the c axis as well to ensure
a homogeneous current flow through the sample. All samples were later annealed in a tube
furnace under oxygen flow, either at 650 °C in a 100% oxygen atmosphere or at 525 °C in a 2%
oxygen atmosphere, for two weeks and quenched at room temperature in order to get p = 0.125
(Tc= 67 K). As a general rule, lower temperatures and longer annealing times will result in
a sharper superconducting transition. The doping p=0.125 was chosen because it is where T0
peaks and a lower magnetic field would be required (in conjunction with disorder) to suppress
superconductivity. A non-disordered crystal (i.e. pristine YBCO) was annealed alongside the
disordered ones to verify the doping. After the annealing process, the samples were detwinned
via thermomechanical detwinning process: the sample was placed on a hot plate at 250 °C while
uniaxial pressure was applied along the a or b axis and the evolution of the domains monitored
using polarized light (see section 3.3). For electron irradiation, as grown YBCO samples were
first contacted, annealed and detwinned using the aforementioned processes. They were then
sent to the Laboratoire des Solides Irradiés (LSI) and then dosed at the LSI Sirius beam. For
both chemically disordered samples and electron irradiated ones, Tc was obtained by resistivity
measurements.
5.4 Experimental setup and operation
A standard four-point contact configuration was used to measure resistivity and Hall effect. In
this configuration, two contacts are used to pass a current from the source to the drain contact.
A voltage is measured between two additional contacts such that contributions to the total
resistance from the measurement lines and contact resistances are excluded. The four contacts
were arranged to be aligned on the same axis, the outer pair used to pass the current while
the inner pair was used to measure the voltage. The distance between the voltage contacts was
maximized in order to maximize the signal while maintaining a suitable distance between the
voltage contacts and current contacts to ensure a homogeneous flow of current over the voltage
measurement region of the sample. In order to measure the Hall effect, the transverse voltage Vy
must be measured. The voltage contacts in this case are positioned along an axis perpendicular
to that of the current contacts. A full schematic diagram of a mounted sample and its contact
configuration is shown in fig. 5.2.
Care must be taken to avoid the influence of self-heating in the measured voltages. Joule
heating, which is proportional to the square of the applied current I multiplied by the resistance
R (I2R), is expected. The measured voltage is expected to vary linearly with the applied current,
per Ohm’s law V = IR. If a high enough current is applied, R can change because of heating and
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a non-linear evolution of V is observed. All the applied currents were ensured to be within the
linear I −V regime.
Figure 5.2: Schematic diagram of a sample contacted for resistivity and Hall measurements. After
gold contacts are sputtered on the surface of the sample, gold wires are glued to the contacts with
silver paint and the sample is placed on a quartz platform.
All samples were mounted on a 1 × 1 mm quartz platform to facilitate handling and avoid
direct contact with the stage. A set of 25 µm gold wires, glued to the sputtered contacts with
Dupont 4929 silver paint, connected the sample to the electrical contacts of the experimental
stage (fig. 5.2). The samples were placed on the stage of a VTI cryostat. The stage of the probe
could rotate to facilitate the mounting of the samples and it was fixed at 90° with respect to the
magnetic field for the measurement. A Cernox thermometer and a Constantan heater complete
the experimental stage.
Two lock-in amplifiers measured the voltage drop across the voltage contacts on the sample
while a 1 mA sinusoidal current from a Stanford CS580 current source was passed through the
current contacts. For the Hall effect measurements, the voltage was measured across two contacts
perpendicular to the direction of the current.
When measuring the Hall voltage ∆VH , the voltage contacts must be well aligned and as
perpendicular as possible to the current contacts in order to measure just the transverse tension
∆Vy and avoid any contamination from the longitudinal tension ∆Vx. Even in a well prepared
sample though, the alignment will not be perfect and the measured voltage will always be a
combination of ∆Vy and ∆Vx. Measuring the Hall signal for both directions of the magnetic field
(±14 T) can suppress this cross-contamination: because ∆Vy is anti-symmetric in field while
∆Vx is symmetric, it follows that ∆VH(+14T) = ∆Vx +∆Vy and ∆VH(−14T) = ∆Vx −∆Vy. The
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anti-symmetrisation of the data
(5.26) ∆VH = ∆VH(+14T)−∆VH(−14T)2
will eliminate the unwanted ∆Vx contribution.
5.5 Results
Two types of point-like disorder were used in this investigation: chemical doping by substitution
of copper inside the Cu02 planes with either zinc (Zn) or nickel (Ni) and electron irradiation. For
chemically disordered samples, two samples for each percentage substitution were measured,
for both Zn and Ni substitution. One electron irradiated sample was measured, the results were
compared to X-ray data1 performed on a sample with similar irradiation dosage (but no gold
contacts). Tc, determined resistively, was established as the temperature at which ρ reaches
the zero resistance plateau (within the noise of the measurement). For Hall measurements, the
in-plane Hall resistance (I ∥ ab) was measured as a function of temperature in a 14 T magnetic
field, with the field oriented H ∥ c. T0 was determined as the temperature at which RH changes
sign. Field sweeps at fixed temperatures were also performed as a further measurement of T0. Tc
was determined as the temperature at which the resistivity signal reaches the minimum plateau.
As discussed before, both measurements were performed with the magnetic field applied in both
the positive and the negative field direction and the Hall component was isolated from the total
signal by anti-symmetrizing the data.
All resistivity measurements and Hall effect magnetic field sweeps measurements are avail-
able in appendix B.
5.5.1 Zn substitution
Fig. 5.3 shows how Tc varies as a function of disorder. In accordance with previous observations
[103], Tc decreases from the value expected in pristine YBCO (Tc ∼ 67 K for p=0.125) as more Zn
is added in the sample. The overall linear behaviour suggests a satisfying degree of reliability in
the growth process. Because the value of Tc for one of the 2% samples is actually closer to the
value expected for a 3% substitution, the actual Zn percentage in the samples might slightly differ
from the nominal one expected from the substitution. By comparing the values of Tc with [140],
the real substitution percentage was estimated to be closer to half of the nominal percentage (so
possibly 0.25%, 0.5%, 1% and 1.5%). Energy-dispersive X-ray spectroscopy (EDX) measurements
were attempted in order to determine the actual substitution percentage but the technique proved
to be not sensitive enough to detect the small percentage of Zn. To avoid any confusion, the
nominal percentage will still be used for the rest of the chapter.




Figure 5.3: Tc dependence as a function of Zn substitution. As expected, Tc is decreasing as more
disorder is introduced in the samples.
The Hall signal RH for every sample was normalized at 190 K for clarity to avoid any
discrepancy due to different current paths in the samples or effective thickness, i.e. the actual
thickness of the gold contacts along the c-axis. All the field sweep measurements are presented in
the appendix B. Fig. 5.4 and fig. 5.5 show the Hall curves for every investigated sample. For every
substitution percentage there is a remarkable consistency in the T0 value, with a discrepancy
of no more than 3 K between each sample (all T0 values are listed in table 5.1). This downward
trend suggests a clear influence between disorder and T0 (and thus the CDW). The abrupt change
in RH absolute value displayed in sample 1 for the 2 % case, shown in fig. 5.5 a), is likely related
to a small crack in the sample and a change in the current path during cooling. This abnormal
feature, although not ideal, does not ultimately affect the value of T0 and the highlighted trend.
The relation between T0 and Zn disorder is well summarized in fig. 5.6, where one RH curve
for each disorder content is plotted for comparison. As disorder increases, RH becomes negative
at progressively low temperatures. If T0 can be used a reliable probe for the CDW then, this
behaviour suggests that point-like chemical disorder affects both superconductivity and CDW in
a similar way.
5.5.2 Ni substitution
Fig. 5.7 shows the effect of Ni substitution on the Tc of YBCO samples. As with zinc, a clear trend
can be identified: the higher the substitution percentage is, the lower Tc gets. The process does not
yield as a linear decrease in Tc as with zinc substitution. Because the growth and substitution
method was not changed between the two batches, these differences could be attributed to
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% Zn Tc (± 1K) Zn T0 (± 0.5K) Ni Tc (± 1K) Ni T0 (± 0.5K)
0.5 68 71 - -
0.5 71 68.6 - -
1 63 63.4 60 55
1 67 61.6 61 50
2 46 44 41 39
2 54 46.9 44 34
3 42 34 42 32
3 44 34 50 35∗
Table 5.1: Tc and T0 summary for every chemically disordered sample investigated. T marked
with (∗) were estimated using field sweeps at fixed temperatures data rather than temperature
sweeps at 14 T and it hence has an estimated error of ± 5 K.
Figure 5.4: Normalized Hall signal at 14 T for a) 0,5% Zn disorder samples and b) 1% Zn disorder
samples. In both cases there is a consistency in the T0 value, suggesting a correlation between
disorder percentage and T0 value.
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Figure 5.5: Normalized Hall signal at 14 T for a) 2% Zn disorder samples and b) 3% Zn disorder
samples. In both cases there is a consistency in the T0 value, suggesting a correlation between
disorder percentage and T0 value.
Figure 5.6: Normalised Hall effect RH at 14 T as a function of Zn substitution. Just like Tc (and
hence superconductivity), as disorder increases T0 is diminished in a similar fashion.
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Figure 5.7: Tc dependence as a function of Ni substitution. As expected, Tc is decreasing as more
disorder is introduced in the samples.
fluctuations in the actual defects concentrations in the samples due to the intrinsic success rate of
the process. One other possibility is that, at higher percentages, the amount of nickel introduced
in YBCO begins to reach the saturation point. Once again, it is hard to estimate the actual
percentage without conclusive EDX measurements.
The Hall signal RH for every Ni disordered sample, shown in fig. 5.8 and fig. 5.9, was
normalized at 120 K for clarity. Just like with the zinc substitution, the consistency in the T0
value between samples with the same substitution percentage reveal a clear influence of disorder
on the onset of the negative Hall effect. For the second 3% sample investigated, an experimental
fault caused a sudden change in offset during either the positive or negative field measurement
(see fig. 5.9 a). This malfunction resulted in an abrupt jump in RH that has no physical meaning.
Using field sweeps measurements (fig. 5.9 b), it was still possible to estimate T0. It can be
observed that, at 14 T, the Hall coefficient RH changes sign between 30 K and 40 K. T0 was
then estimated to be around 35 K. This value, although not as accurate as if measured with a
temperature sweep, is consistent with what was measured in sample 1 of the same percentage.
The evolution of T0 with Ni disorder is summarized in fig. 5.10, where the Hall coefficient
T-dependence as a function of Ni% is shown (one sample for each substitution percentage). Again,
as disorder increases, T0 decreases accordingly. It is worth noting though that the uncertainty in
the actual disorder concentration inside the samples is reflected in the T0 values as well, where
difference between the 2% and 3% samples is not as marked as in the zinc disordered samples
(see table 5.1 for the complete T0 data set). Still, like in the Zn case, a downward trend is evident,
suggesting once again the clear effect chemical point-like disorder has on T0.
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Figure 5.8: Normalized Hall signal at 14 T for a) 1% Ni disorder samples and b) 2% Ni disorder
samples. In both cases there is a consistency in the T0 value, suggesting a correlation between
disorder percentage and T0 value.
Figure 5.9: a) Normalized Hall signal at 14 T for 3% Ni disorder samples. Although skewed by a
setup malfunction, RH of sample 2 was included for completeness. b) RH field sweeps for sample
2. Because of the extrinsic offset change in RH , T0 was estimated at 35 K based on RH behaviour
from the field sweeps.
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Figure 5.10: Normalised Hall effect RH at 14 T as a function of Ni substitution. Just like Tc (and
hence superconductivity), as disorder increases T0 is diminished in a similar fashion.
5.5.3 Electron irradiation
The sample used for Hall measurements was irradiated twice: first with a 2.58 C/cm2 dose
and then with a 3.44 C/cm2 dose after that, for a total of ∼ 6 C/cm2. This resulted in a final
superconducting critical temperature of 35 K. Fig. 5.11 shows the normalized Hall coefficient of
the irradiated sample. With heavy irradiation, RH remains positive down to the superconducting
transition, the sample does not show any T0. It is clear then that introducing a high degree of
point-like disorder inside the sample has a huge impact on T0.
To investigate how the effect observed in T0 would reflect on the CDW, X-ray measurements
were performed on a similarly dosed sample to directly probe the evolution of CDW as a function
of disorder. The experiment was performed at the Diamond Light Source by Dr. S. Badoux, Dr. M.
Zhu, Prof. S. Hayden and Prof. A. Carrington. The sample used was irradiated twice, first with a
mild dose (2.15 C/cm2) and then with the same dose as the Hall sample (6 C/cm2). Because gold
contacts would interfere with the measurements, Tc was measured using Proximity Detector
Oscillator (PDO) measurements. The first dose reduced Tc by approximately 15 K, from 69 K to
53 K. The second dose reduced it even further to a Tc of 28 K.
The diffracted intensity in reciprocal space Q= (0,K,6.5) is shown in fig. 5.12 a) for the three
different levels of irradiation, undosed, 2.15 C/cm2 and 6 C/cm2. The onset of the CDW phase,
around 150 K, does not seem to be affected by the level of disorder. As temperature decreases,
the intensity follows the well established pattern reported in literature: the intensity rises until,
around Tc, superconductivity takes over, dampening the CDW peak. This behaviour can be
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Figure 5.11: Normalized Hall coefficient at 14 T of heavily dosed (6 C/cm2) sample. With heavy
irradiation RH does not change sign anymore.
observed in all three cases, with little change between them. Fig. 5.12 b), where the intensity
is normalised by the fluence of the measurement, focuses on the heavily dosed case against
the undosed sample. Once again, heavy electron irradiation seems to have little effect on the
CDW, apart from a slight reduction in the normalized intensity. All of this, contrary to what was
observed in the Hall measurement, suggests a limited influence of point-like disorder on the
CDW phase in YBCO.
5.6 Discussion and outlook
A clear link between the degree of disorder and the decrease in T0 was observed in both Zn and Ni
disordered samples. A similar link can be observed in Zn- and Ni-doped YBCO thin films as well,
in the investigation of the effect of disorder on the transport current during the superconducting
transition [141] (fig. 5.13). In thin films, Zn appears to be more effective than Ni at reducing the
negative Hall peak. In the single crystals studied in this work however, zinc and nickel doping
proved to have a similar influence on the negative peak. In fact, it is interesting to notice that
there is little difference between Zn and Ni in terms of effect on both Tc and T0. Although the
magnetic nature of nickel might have suggested otherwise, both substitutions yield the same
result (with some scattering due to the uncertainty in the actual substitution percentage).
Since the effect of chemical disorder on SC in YBCO is well established, we can infer from the
evolution of T0 as a function of Tc what is the role of disorder in the SC-CDW competition. Fig.
5.14 shows a summary of T0 as a function of TC for all chemically disordered samples . First, it is
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Figure 5.12: a) Raw intensity of the Q= (0,K,6.5) peak. b) Normalized intensity by fluence of
undosed sample versus 6 C/cm2 dosed sample. The only effect of disorder on the CDW seems to
be a small decrease in intensity.
Figure 5.13: Temperature dependence of the Hall resistivity ρxy for Zn-doped YBCO thin films
(a) and Ni-doped YBCO thin films (b). The measurement was made at a magnetic field of 3 T.
Adapted from [141].
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Figure 5.14: Summary of T0 as a function of Tc. Black circles are pure YBCO grown in Bristol,
in good agreement with data from Leboeuf [98]. The black dashed line is a guide-line to the eye.
Zn data (red) and Ni data (blue) both follows the trend indicated by the blue dashed line, a fit
corresponding to T0 = 1.3×Tc. Green data (unpublished data from Dr. S. Badoux) are from YBCO
annealed to p=0.10 with 3% Zn substitution.
worth noting that the T0 behaviour for non-disordered YBCO crystals grown in Bristol (black
circles) is in good agreement with data from the literature (red squares from [98]). The slight
difference is probably due to small changes in the growth process leading to a different level of
impurities inside. The addition of point-like disorder causes T0 to decrease linearly with Tc. Both
Zn and Ni disordered samples roughly follow the blue dashed line, corresponding to T0 ∼ 1.3×Tc.
A different starting doping in YBCO does not seem to affect this newly found relation, as confirmed
by the 3% Zn disorder YBCO annealed at p=0.10 (green markers, unpublished data from Dr. S.
Badoux). This relation could be peculiar to disordered YBCO, with point-like disorder introduced
via chemical doping substitution. In La2xSrxCuO4 (LSCO), another "dirty" cuprate, the relation
between Tc and T0 obtained from Seebeck effect was found to be T0 ∼ 12 Tc (deduced from [142]).
In a competing scenario, where the suppression of superconductivity leads to an enhancement
of the CDW, the reduction in Tc given by disorder should result in an increase in T0. The results
summarized in fig. 5.14 suggest that disorder suppresses both superconductivity and charge
order (if T0 is a reliable probe), in direct contrast with the opposite behaviour observed when
pressure or magnetic field is applied.
The Hall effect data from the heavily irradiated samples introduces a new, interesting per-
spective. Based on the linear trend highlighted in fig. 5.14, it stands to reason that eventually,
by introducing more and more disorder, the negative part of the Hall effect would be completely
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suppressed. This was previously observed in YBCO thin films (at least in the Zn case) [141]
and in NbSe2 [143]. Despite the absence of a negative RH though, the CDW remains relatively
unscathed by heavy disorder. Similar measurements, performed in La1.875Ba0.125CuO4 using
proton irradiation [144], are consistent with the observed weak suppression of the CDW. Studies
on the interplay between superconductivity and CDW using controlled disorder (electron irradia-
tion) in NbSe2 [145], however, show that, as disorder increases, both Tc and the CDW transition
temperature TCDW decrease, in contrast with the results shown in this chapter and in [144].
It is useful to compare these results, obtained in disordered YBCO, with the relation between
Fermi surface reconstruction and CDW observed in other cuprates already considered "dirty"
(because chemical doping in non-stoichiometric composition introduces disorder [146]). The Fermi
surface reconstruction in LSCO, identified using Seebeck effect [142], in La1.6−xNd0.4SrxCuO4
(Nd-LSCO), using Nernst effect [147], and in La2−xBaxCuO4 (LBCO), using the Hall effect [148],
always seems to follow the evolution of charge order inside the material despite the presence of
disorder. This calls the validity of T0 as a probe to track the FSR associated with charge order in
disordered YBCO into question. The type of disorder introduced in the cuprates (and how the
impurities affect the CuO2 planes) could certainly play a role. Measuring RH in the X-ray sample
while mild dosed (2.15 C/cm2) could have shed more light on the matter. Unfortunately, the gold
contacts needed for the measurements would have been detrimental to the X-ray experiment
performed. X-ray measurements were also attempted on a 3% Zn-doped sample but the weak
signal, probably due to a surface defect, made the normalization process impossible and no
meaningful conclusions could be drawn from the data. Still, it is clear that the relation between
CDW and T0 is definitely more complex that what was thought before.
Why would T0 change with disorder while the charge order remains unaffected is still an open
question. A possible interpretation revolves around the energy gap between the Fermi pockets
∆CDW . Fig. 5.15 a) shows once again the possible Fermi surface reconstruction from [101], with
hole-like and electron-like pockets. When ∆CDW ¿ kBT, the charge carriers are free to "hop"
between pockets unaffected by the gap and what is experimentally observed does not differ from
the hole-like Fermi surface present at high temperatures. At low temperatures, as ∆CDW À kBT,
the gap cannot be ignored. As in the weak field limit (ωcτ¿ 1) the Hall conductivity is dominated
by anisotropy in the mean free path l on high curvature regions, the electron pocket contribution
dominates because of the longer l at the corners; RH turns negative. In this scenario T0 can
then be defined as the temperature that marks the change between the two regimes, otherwise
expressed as ∆CDW ∼ kBT0. The introduction of disorder could change ∆CDW , thus changing
the value of T0, with minimal effect on the CDW. Disorder, on the other hand, could change
the mobility ratio between the pockets, a phenomenon that could also explain the change in T0.
The idea of disorder influencing T0 was advanced before in [94], where it was argued that the
different effect of disorder on electrons and holes mobilities µe and µh could make the electron
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Figure 5.15: Possible Fermi surface reconstruction due to the CDW (a), adapted from [101].
The magnitude of the gap compared to kBT could shape the Hall coefficient as a function of
temperature (b): when ∆CDW À kBT the Hall conductivity is dominated by the electron-pocket
contribution due to the longer l at the corners of the pockets.
pockets manifest themselves only in the T-dependence of RH and not the sign2.
More theoretical work is needed in order to refine this interpretation. As these results
highlighted a more complex relation between the Fermi surface reconstruction and charge order,
it is also useful to be reminded that, if these two phenomena are not actually directly connected,
the starting Fermi surface would be completely different.
5.7 Final remarks
Hall measurements performed in chemically disordered YBCO showed a clear disorder depen-
dence of T0. T0 in fact, just like Tc, decreases with disorder, following the relation T0 ∼ 1.3×Tc.
This behaviour suggests that point-like disorder influences both superconductivity and CDW
, in contrast with what observed with magnetic field and pressure. The irradiated samples
study, however, shows that point-like disorder influences T0 rather than the charge order itself,
as clearly observed by the unchanged CDW peak in the X-ray measurements. This is highly
suggestive of a more complex relation between charge order and the Fermi surface reconstruction
happening in the same region of the phase diagram. When investigating CDW in disordered
YBCO, T0 proved to be an unreliable probe. If the proposed interpretation proves to be correct,
T0 cannot be regarded anymore as simply the temperature of FSR onset.
In order to get a better understanding, future investigations should focus on X-ray mea-
surements in chemically disordered YBCO and electron irradiation at different dosages. Hall
2It must be noted that the argument was made to justify the absence of negative RH in cuprates such as
Bi2Sr2−xLaxCuO6+δ and LSCO, which was later observed [142].
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measurements and X-ray measurements should be performed in tandem, to shed more light
on the relation between T0 and charge order. This will broaden the picture for more robust
theoretical studies of the current interpretation. Other types of disorder should be investigated
as well to study the influence of different types of disorder and whether it makes a difference or
not. It would be interesting to introduce gadolinium (Gd) as chemical point-like disorder dopant
in YBCO. Gd in fact, in contrast to nickel and zinc that substitute copper in the CuO2 planes,
would substitute copper in the chains [149]. This could yield a different result. To shed more light
on the effective validity of T0 as a probe for the FSR onset, future Hall measurements should be
complemented by Seebeck coefficient measurements, as the Seebeck coefficient change of sign at
low temperatures is also associated with Fermi surface reconstruction.
Another avenue of research that could be pursued is using disorder to investigate the relation
between doping p and charge carrier density n in YBCO in the CDW region, previously forbidden
because of the sign change in RH . Using the non-normalized Hall coefficient data of the irradiated
sample (available in appendix B.3), the charge carrier density can in fact be estimated to be n ≈ p,
in line with the relation established in [71].
Point-like disorder proved to be a good way to remove superconductivity in order to study the
properties of charge order. Its effect on T0 though must be elucidated more before the FSR onset
can be properly used as probe to track the evolution of the CDW. These results lay the foundation
for a new way of investigating the competition between superconductivity and CDW through
multiple experimental techniques (X-ray diffraction measurements, Hall measurements, Seebeck











Three different uniaxial strain setups, two newly designed for high field measurements and
one commercially available, were tested with the scope of investigating the evolution of T0 with
uniaxial pressure as a tuning parameter. T0 was used as a transport probe to track the CDW
inside YBCO. This project aimed at comparing the results obtained with the three devices with
recent studies [113], where the strain caused the appearance of the 3D-CDW and the suppression
of superconductivity. Despite the intrinsic low success rate of this type of measurement and the
disruption caused by the Covid-19 pandemic, these preliminary studies serve as a promising
proof of concept for future and more in depth investigations.
Dr. S. Badoux grew the samples, the author annealed them and prepared them for mea-
surements. The author, with the help of Dr. Badoux and Prof. Carrington, designed the Macor-
aluminium device and the screwing strain device. The author assembled all the three setups,
performed and analyzed all measurements presented in the chapter.
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In the design of a uniaxial strain device suited for low temperature and high magnetic field
measurements, there are several constraints that have to be taken into account. The dimensions
of the device are of paramount importance, as the bore diameter of the magnet is the first
limiting factor. Bitter magnets or hybrid magnets (a combination of Bitter plus superconducting
magnet) have in fact a small centre space available for experimental probes, which gets smaller
the more powerful the magnet is. The phenomenon the experiment aims to probe also plays
an important role because it determines the field required (and hence the bore of the magnet).
Quantum oscillations in YBCO, for example, can be observed only above 35 T [95]. At the Radboud
University high field magnetic laboratory (HFML) in Nijmegen, Bitter magnets that can reach
that field have a bore diameter (at room temperature) of 32 mm. This scale can be prohibitive
for commercially available uniaxial strain setups, such as the FC100 RAZORBILL stress cell
used in the work presented in this project. When it comes to pulsed magnetic field measurements,
in which a higher magnetic field can be reached for a short amount of time, the bore diameter
gets even smaller and the material of the device also becomes a problem. A pulsed magnetic field
can induce large currents in any metallic component of the setup, leading to unwanted heat and
mechanical vibrations.
The two new devices presented in this chapter were designed with all these limitations in
mind. They were developed to be fully functional in a high field environment and one of them,
the Macor device, has the potential to be used even in pulsed field experiments.
6.1 Theory of stress and strain
In the simplest case of a homogeneous and isotropic sample, in the form of a thin straight bar,




where A is the bar cross-sectional area [150]. The stress in the sample deforms its original length




By convention, compressive stress and strain are defined as negative. At low strains, stress and
strain are proportional and follow the relation
(6.3) σ= Eε,
where E is the Young’s modulus of the material.
In a real experiment, the stress applied along one direction will produce strain along all
directions of the sample, an effect known as the Poisson effect. The compression of a crystal in
one direction leads to a decrease in the lattice parameter in the same direction and an increase of
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the other lattice parameters perpendicular to the direction in which the stress is applied. This




where εlat is the lateral strain and εlong is the longitudinal strain. As a general rule, more flexible
materials have a higher Poisson’s ratio. Rubber, for example has Poisson’s ratio ν of w 0.5 while
metals and ceramics have, respectively, ν of w 0.3 and w 0.2 [150].
For anisotropic materials, the Poisson’s ratios are different along different directions. A
compression along x will result in stress along y and z, εyy = −εxxνxy and εzz = −εxxνxz, with
νxy 6= νxz. The response of an anisotropic material under stress can then be written in terms of
the strain tensor:






The tensor is symmetric (εi j = ε ji), the diagonal elements correspond to compressive or tensile
strain, the off-diagonal ones correspond to shear strain. Stress tensor and strain tensor are linked
by the relation
(6.6) σi j = ci jklεkl ,
where ci jkl is the elastic tensor, i j and kl (with values 1,2,3) correspond to the x, y and z axes.
For YBCO, an orthorhombic crystal, the elastic tensor is a 6 × 6 tensor with six independent
constants. The values of YBCO Young’s modulus found in literature differs from 40 to 235 GPa
[151][152], based on the technique used and possibly the quality of the samples. Because of the
anisotropy of the crystal, it is not just the Young’s modulus that is relevant but also the specific
elastic constants. The elastic tensor of orthorombic YBCO was previously measured via inelastic
neutron scattering [153] and resonant ultrasound measurements [154]. Thanks to these studies,
it is possible to estimate the compression achievable along one given axis. For example, the c11
longitudinal constant values measured by the previously mentioned techniques are 230 and 231
GPa. A uniaxial pressure of 0.25 GPa along the a axis then will produce a compression of ∼0.11%
in the same direction.
6.2 Samples for uniaxial strain
Choosing a sample suited for uniaxial strain transport measurements presents a conundrum.
Transport measurements require samples "big enough" (with a wide enough surface) to be
contacted properly, in Hall effect measurements a minimum of five contacts is needed, with
the contacts suitably distanced from each other to ensure a homogeneous flow of current in
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the region of the voltage contacts. On the other hand, uniaxial strain measurements require
samples with specific constraints in their dimensions l (length), w (width) and t (thickness) . In
considering the ideal sample, the length-to-width aspect ratio should be bigger than one, with
more than seven deemed necessary [155]. It must be noted that l is not the whole length of
the sample but just the one that will be affected by strain, i.e. the portion not embedded in the
epoxy used to fix the sample to the setup and in which the voltage contacts are situated (the
current contacts at the extremities can be embedded in the epoxy as long as the contact wires are
sticking out). The thickness t is critical as it determines the sample stiffness, a thicker sample
reduces the probability of bending or breaking. For samples with a low surface-area-to-volume
ratio though, the strength of the epoxy can be a limiting factor: the stress built up in the epoxy
during the straining process can cause a failure of the chemical bond. The advantage of working
with thin platelet samples such as the YBCO crystals used in this work (w/t À 1) is that the
stress within the epoxy is reduced but, of course, it comes at the expense of the sample stiffness. A
more thorough analysis of the properties and aspect ratios of a sample suited for uniaxial-strain
measurements can be found in [155].
In the choice of a sample then, a balance must be struck between finding the suitable aspect
ratio that would maximize the chances of success and having a sample with a large enough
surface to accommodate contacts and to be handled with ease.
6.2.1 Sample preparation
The samples were grown in Bristol. The average dimensions were of the order of 500 × 200 ×
20 µm. Because of the average thickness of YBCO crystals, the sample naturally satisfied the
w/t À 1 relation. The chosen single crystals also had, on average, a length-to-width aspect ratio
bigger than one although, rather than looking for the maximum ratio, precedence was given
to ensuring well spaced gold contacts. Six 200 nm thick gold contacts were sputtered on the
surface as well as along the c axis to ensure a homogeneous flow of the current. The samples were
annealed at 635 °C in a 100% oxygen atmosphere for two weeks to obtain a doping p=0.13 (Tc ∼ 70
K). This doping was chosen because the Hall effect sign change temperature T0 is higher than
the superconducting critical temperature Tc hence a lower magnetic field is needed in order to
disrupt superconductivity and observe it. The samples were detwinned via the thermomechanical
detwinning process: the sample is placed on a hot plate at 250 °C while uniaxial pressure was
applied along the a or b axis and the evolution of the domains monitored using polarized light
(see section 3.3). Finally, a set of 25 µm gold wires was glued to the sputtered contacts with
Dupont 4929 silver paint, to connect the sample to the electrical contacts of the experimental
stage (as shown in fig. 5.2).
For every setup, the epoxy used was Stycast 2850 FT. Once prepared by mixing the two
component, the mixture is pumped for 10 minutes to remove any entrapped gas bubbles. The
droplets are placed on the platforms and the sample gently positioned on top of it and pushed
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Figure 6.1: a) Schematic of how a sample is mounted using epoxy (contacts on the sample not
shown). b) Illustration of how a mounted sample without plate clamping deforms when strain
is applied (in this case the sample is tensioned). Most of the load of the sample is transferred
through the red shaded portions of epoxy at its bottom. Adapted from [155].
down, ensuring that the epoxy blobs cover the extremities without forming a sub-layer underneath
the sample (fig. 6.1). More epoxy can be added on top to provide a more symmetric clamping on
the sample. Using Stycast is the easiest way to secure samples to the device in order to transmit
the strain and it has other advantages. The epoxy conforms to the sample so, even if the sample
needs to have an approximately constant cross-section, a slightly uneven cross section does not
hinder the hold. The samples ends cannot pivot, which allows higher length-to-width aspect ratios
before the sample gets damaged by the compression. Also, because of the low elastic moduli of the
epoxy, the deformable interface of Stycast can reduce stress concentration in the sample, reducing
the chances of fracture. This, of course comes at the cost of losing some of the strain applied to
the deformation. While simple, this method of mounting the sample also presents a disadvantage.
The sample is secured more firmly through its lower surface than its upper one. Because of
this asymmetry, when the sample is strained it also tends to bend upward when compressed
and downward when tensioned (fig. 6.1). This bending, although maybe not catastrophic to the
sample, can cause the contacts to peel off the surface. The asymmetry problem can be overcome
by clamping the sample between two metal plates at the ends in addition to the epoxy as a way of
securing it but, depending on the setup, this is not always feasible.
The samples were mounted with either the a or b as the axis along which uniaxial pressure
was applied. No particular orientation was favoured as the results for both orientations could be
compared with [113].
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6.3 Resistivity and Hall measurements
Resistivity measurements were used to determine the change in the superconducting critical
temperature Tc and Hall effect measurements were used to track the change in T0, both as a
function of applied uniaxial pressure. The experimental setup and operation are the same as
detailed in section 5.4, Tc was determined as the temperature at which the resistivity signal
reaches the minimum plateau and T0 was determined as the temperature at which RH changes
sign. When performing transport measurements under uniaxial pressure though, there are
further steps that need to be considered. The placing of the two (or three, in case of Hall effect
measurements) voltage contacts is of paramount importance. The contacts in fact need to be
placed as central as possible on the sample surface in order to measure the voltages in the
region of the sample affected by the strain, i.e. not engulfed in Stycast or close to the ends. These
contacts also need to be as close as possible to each other in order to ensure there is a uniform
strain distribution across the region in which the voltage is measured. Any eventual bending of
the sample can cause inhomogeneity of strain and it could damage or peel off the contacts. When
strain is applied and a change in voltage is recorded, there is a possibility that the change might
not be strain induced but a result of a damaged contact. This is usually reflected in a sudden
change in the noise of the measurement or a change in the out-of-phase signal in the lock-in
amplifier.
6.4 Macor-aluminium device
This device exploits the difference in thermal expansion between Macor, a machinable glass
ceramic material developed by Corning [156], and another material, in this case aluminium, to
apply strain to a sample glued across its two parts.
Fig. 6.2 shows a schematic of the device, two rods of aluminium are glued using Stycast 2850
FT between two pieces of Macor machined to have facing platforms upon which a sample can be
placed.
The strain related to the thermal expansion of a material can be defined as:





where l in is the length of the material at the initial temperature and l f in is the length of the
material at the final temperature. Below 100 K, Aluminium has an almost constant relative
linear expansion coefficient ∆ll (%)al = −0.41 [114] while the expansion coefficient of Macor is
much lower (∆ll (%)mac =−0.13) [156]. As temperature decreases, the device aluminium rods of
length L, glued between the Macor stacks, will suffer a thermal contraction ∆L equal to:












Figure 6.2: Schematic of the Macor-aluminium device. By exploiting the difference in thermal
contraction between the two materials, strain is applied to the sample.
where d is the distance between the two platforms. This contraction will result in an applied





When placing the device on the experimental stage, great care must be taken to insure the
best thermal connection between stage and device. At the same time though, only one Macor
stack can be fixed with GE varnish onto the stage to allow the thermal contraction.
This device presents several advantages. The simple design and the easily machinable
components make it easy to manufacture and assemble. Although the amount of strain the
device can apply is fixed, it is easily tunable by changing the length of the rods or the distance
between the platforms. The applied strain is also gradual and the process, assuming a slow
cooling process, is less prone to cause cracks in the sample. The dimensions of the device (∼1-1.5
cm) make it compact enough to fit on any probe designed for high field measurements in magnets
that can exceed 30 T. Moreover, by changing aluminium with blocks of Stycast 250 FT (which at
low temperatures has more or less the same relative linear expansion coefficient of aluminium
[114]), this device could be used for pulsed field measurements. The obvious downside is that
it is impossible to perform multiple measurements as a function of strain. Also, because the
sample is only held in place by Stycast, the final strain applied varies based on how much of it is
transmitted to the sample before either the epoxy relaxes or cracks. The absence of upper plates
to hold the sample ends in place also makes the sample more prone to bending.
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6.4.1 Experimental setup and operation
The simple, self-contained design allows the device to be mounted on any low temperature probe
with a suitable experimental stage. A simple 4 K VTI cryostat with a contact pad and a Cernox
thermometer on the stage was used. The change in critical temperature was tested inside a
small continuous-flow cryostat without magnetic field available. A temperature sweep around the
superconducting transition was performed, once on a contacted sample glued with GE varnish on
a piece of quartz (like in fig. 5.2) and another time after the sample was mounted on the device
(fig. 6.2).
6.4.2 Results and outlook
Two samples, mounted on two different devices, were tested. Device one had aluminium rods of
length L equal to 1.6 mm and a distance between the platforms d of 400 µm. These parameters
corresponded to an applied percentage strain of ε% = 1.09%. Device two had Al rods of L=2.4
mm and distance d=550 µm, corresponding to an applied percentage strain of ε% = 1.17%. As at
this preliminary stage the study focused on testing the capabilities of the device to reduce Tc
via strain, the measured voltage Vx was used to track the superconducting transition with little
interest into the actual value of the resistivity.
Fig. 6.3 shows the samples superconducting transitions in temperature as strain is applied.
Device one, with 1.09% strain, was able to increase Tc by 1 K, from 74 K to 75 K. The supercon-
ducting transition under strain appears to be sharper although the feature around 78 K, not
present in the original transition, is likely due to some relaxation in the epoxy. Device two, with a
higher strain of 1.17%, decreases Tc by 1 K, from 75 K to 74 K. The applied strain appears to
"smooth" the transition, reducing the features in the curve and leaving just the small step closer
to Tc. A third device capable of applying a bigger strain ε% = 1.7% was tested as well but the
sample cracked upon cooling.
These preliminary results show that the Macor-Aluminium device can apply enough strain to
affect Tc. Although just two data point are not enough to establish a trend, the initial increase
and then decrease of Tc is consistent with [113] (fig. 6.4). According to the results by Barber et
al. in fact, the strain dependence of Tc at low strains, for both compression applied along a and
compression applied along b, appears to be dome-shaped.
6.5 Screwing strain device
Fig. 6.5 a) shows a schematic of the screwing strain device. Two slits are cut into a block of brass,
leaving a 0.5 mm thick strip to divide them. The sample, glued with Stycast 2850 FT, sits across
the two platforms machined above the first slit. An M2 brass screw with a 15° faced head sits
inside the second slit, held in place by a threaded holder fixed to the block itself. A turn of the
screw pushes the head against the brass strip, thin enough to bend, applying strain to the sample.
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Figure 6.3: Superconducting transition evolution under strain for (a) device one (ε% = 1.09%) and
(b) device two (ε% = 1.17%).
Considering the pitch of an M2 screw, a full clockwise rotation of the screw will drive it down a
distance ydown = 400 µm. Thanks to the angle on the faced head (see fig. 6.5 b), this results in a
displacement x of the strip equal to:
(6.10) ∆x = ydown ·cot(θ),
where θ = 75°. A 1° turn correspond to a 0.3 µm displacement. This displacement is transferred
to the sample which, glued at both sides, will be compressed by the same amount. The strain





where d=0.5 mm is the distance between the platforms.
This device, designed for high field measurements in a 38 T bitter magnet, can perform
several measurements as a function of strain with relative ease. Unlike the Macor-aluminium
device though, it requires a special probe with a rotating screwdriver that runs all the way
down to the experimental stage. The Stycast sample-device connection remains a weak point,
introducing uncertainty in the actual amount of strain applied.
6.5.1 Experimental setup and operation
After the sample is mounted onto the platforms, 25 µm gold wires are used to connect the sample
to the contact pad of the device, from which a set of twisted copper wires contact the device to the
probe.
The device was mounted on a special VTI cryostat designed for high field measurements. A
fixed experimental stage allowed the device to be mounted so that the sample c axis would be
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Figure 6.4: Dependence of Tc as a function of strain, applied along the b axis (sample 1) and
along the a axis (sample 2 and 3). The red stars mark the onset of the uniaxial-pressure-induced
3D-CDW. Adapted from [113].
parallel to the magnetic field (fig. 6.5 c). A carbon fiber rotating shaft with a brass screw driver
at the bottom end and a dialed knob at the top allowed the user to rotate the screw from the
outside. The choice of brass for the device, experimental stage and screw driver was made because
the material is easily machinable and, below 100 K, it has an almost constant relative linear
expansion coefficient [114]. A Cernox thermometer placed on the stage close to the device and a
Constantan heater at the base of the stage completed the probe.
For every increase in strain, resistivity measurements were performed at zero Tesla around
the critical temperature to track the change in Tc and Hall effect measurements were performed
at 14 T to observe the evolution of T0 (following the procedure detailed in section 5.4).
6.5.2 Results and outlook
Although originally designed for measurements at high magnetic field facilities, this setup was
ultimately tested in Bristol . Three samples were analyzed: one in a small flow cryostat with no
magnetic field, called sample A, and the other two, sample B and sample C, in a VTI using a 14 T
magnet.
From the start, a huge discrepancy between the turn of the screw and the effective strain
applied was observed. A slight misalignment between the screwdriver and the screw often caused
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Figure 6.5: a),b): Screwing strain devices schematics and focus on the connection area between
screw and strip. c): Screwing strain device mounted on its low temperature high magnetic fields
probe.
the screw to turn at an odd angle and bite into the brass block. Also, depending on the preparation
and eventual defects inside, Stycast also became an unknown variable in the effective strain
transmitted to the sample. Often times, the screw had to be turned almost 360° before any
sign of strain applied could be detected in the sample signal. Because of this, a quantitative
analysis of the strain applied relying on the amount of degrees turned was disregarded. Instead,
the investigation focused on a qualitative approach: the effect of increasing strain on Tc was
tracked using the measured voltages Vx and Vy and, instead of the absolute value of RH , just the
difference in T0 at different strains was considered. Uniaxial strain was increased by rotating
the screw a couple degrees at a time while monitoring the sample signal. Every time there was a
significant change in the measured voltage, a 0 T temperature sweep below Tc was acquired and,
for sample B and C, a Hall measurement at 14 T was performed, until failure.
Sample A was tested in a small continuous-flow cryostat, in preparation for high magnetic
field measurements scheduled at the HFML in Nijmegen. The scope of the investigation at high
fields, prompted by the observation of 3D-CDW induced by strain along the a axis [112], was
to explore the effect of strain on the electronic structure of YBCO using Shubnikov-de Haas
measurements of quantum oscillations. Once the sample was glued and contacted, the device was
placed on a scaled version of the probe described in the previous section, small enough to fit in
the cryostat. Fig. 6.6 shows how the critical temperature evolved after strain was applied. A very
promising drop of 10 K in Tc (from 68 K to 58 K) was first observed after strain was applied. The
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Figure 6.6: Critical temperature as a function of strain of sample A. When strain was applied, Tc
decreased by 10 K (red). After three days at room temperature, some of the strain was released
and the observed decrease in Tc was only 5 K (green).
device, with the samples strained, was stored for three days at room temperature and then the
superconducting critical temperature was measured again. The change in Tc decreased from 10
K to only 4 K, with a final critical temperature of 64 K. Unfortunately, in the journey from Bristol
to Nijmegen, the sample was damaged and no measurements at high field could be performed.
This decrease of 10 K in the critical temperature is consistent with what observed in [113],
with strain applied along the a axis (fig. 6.4). Judging by the magnitude of the change, the
amount of strain applied (although unknown) would have likely been enough to induce the onset
of 3D-CDW. In fig. 6.4 in fact, in both sample 2 and 3 the decrease in Tc needed to observe
the 3D-CDW onset is only about 5 K. The relaxation of strain after time is likely due to the
deformation of the epoxy, which was to be expected. Thermal cycling could have played a role in
the release of stress as well, as the relative linear thermal expansion of brass (from 50 K to 300 K)
varies by more than 0.4 % [114]. Although the unfortunate break did not allow for measurements
at high magnetic fields, this result is a solid proof of the capabilities of the device.
Sample B was measured in Bristol using a VTI and a 14 T superconducting magnet. The
probe used, described in the section before, was the same designed for high magnetic field
measurements. Fig. 6.7 shows how Tc evolves as a function of increasing strain: starting from
Tc=71.7±0.2 K, the superconducting critical temperature initially increases to 72.3±0.2 K (strain
1) before going down to 72±0.2 K (strain 2) and 71.5±0.2 K (strain 3).
Hall measurements reveal that strain affects T0 as well. For clarity, Hall measurements were
normalized at 100 K in respect to the Hall coefficient measured without any strain applied. Fig.
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Figure 6.7: Critical temperature as a function of strain of sample B. Tc seems to increase as
strain is applied (strain 1 and 2) before going down below its original value (strain 3).
6.8 a) shows the Hall effect of sample A as a function of strain. It is worth noting that the shape of
the curve is noticeably affected by uniaxial strain (strain 3). This could be an actual effect caused
by uniaxial strain or the result of a crack that changed the path of the current. When focusing on
T0 (fig. 6.8 b), T0 follows the same trend as Tc although with a slight delay, going from 70.7±0.1
K slightly up to 70.8±0.1 K and reaching 71.7±0.1 K before decreasing to 71.5±0.1 K.
Because sample B cracked at the fourth attempt to increase strain, for sample C a slightly
different setup was adopted. The sample was glued with Stycast on a 100 µm brass bridge to
ensure a more direct transmission of strain and decrease the chance of it bending (and thus
breaking). When strain was applied, the sample Tc went down by 1 K, from 69.5 K to 68.5 K,
as shown in fig. 6.9 a). When looking at Hall measurements shown in fig. 6.9 b) though, it can
be noticed that strain influenced the shape of RH but did not influence T0. A second attempt to
increase strain on sample C failed, causing the sample to crack along the edges of the bridge.
Without a way to gauge the amount of strain applied to the two samples, it is hard to
compare these results. It is not unreasonable to think that, thanks to the brass bridge, strain
was transmitted more effectively to sample C, as suggested by the bigger change in Tc. The
unchanged T0 could then be on trend with what was observed in sample B: as suggested by the
decrease in T0 after strain 3 was applied, further strain could reduce T0 to the initial value
before dropping even further. The behaviour of Tc for sample B seems consistent with what
was observed in [113] (for strain applied along b), where the strain dependence of Tc is initially
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Figure 6.8: a) Normalized Hall effect of sample B for different amount of strain applied. b) Focus
on T0 as a function of strain.
Figure 6.9: a) Superconducting transition of sample C with (red) and without (black) strain.
Because of the failure of one of the voltage contacts, Vy was used instead Vx. b) Normalized Hall
effect as a function of temperature. Despite the bigger change in Tc compared to sample B, no
change in T0 was observed.
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dome shaped before the onset of the 3D-CDW. It must be noted that the strain dependence of
Tc in [113] is sample dependent so it is reasonable to assume that slight discrepancies between
samples in the behaviour of T0 as a function of strain are to be expected as well. It also important
to point out that the applied strain was assumed to be always increasing because the screw was
always turned clockwise (and hence pushed down). Any crack in the epoxy or the sample could
have caused a relaxation of the applied strain as well, causing the observed decrease in Tc after
the initial upward trend.
6.6 Razorbill uniaxial stress cell
The Razorbill Instruments FC100 stress cell is driven by a set of piezoelectric stacks which can,
based on the driving voltage, apply compression or tension to the mounted sample. Fig. 6.10
shows the schematic of the strain apparatus at the core of the cell. Of the three stacks, placed
inside the titanium chassis of the cell, the central one is connected to one side of the sample
while the other two are connected to the other side. By controlling the voltage applied on each
stack it is possible to apply positive or negative uniaxial pressure while compensating for any
unwanted thermal expansion effect. A calibrated parallel plates capacitor is built in the cell as a
force sensor. Based on the measured capacitance between the plates, it can provide feedback on
the force applied to the sample.
The sample is glued with Stycast to two toothed sample plates, one per side. The space
between plates is discrete, the gap can be adjusted by moving one or both plates over the teeth.
The available gap space can vary from 200 µm to 2.8 mm. The sample plates are situated on top
of the piezoelectric stacks (fig. 6.11 a), they need to be adjusted into the teeth of the stage at a
suitable distance to hold the sample. After Stycast is applied, two upper plates are screwed in
place to strengthen the mechanical connection and avoid sample bending (fig. 6.11 b).
This commercially available setup allows reliable and reproducible transport measurements
as a function of strain. Because of the calibration and the high accuracy in strain given by the
piezoelectric stacks, even uniaxial strain sweeps would be possible. The mounting method used
improves the transmission of strain from setup to sample and reduces the chances to crack due to
bending. The bulk of the cell though increases the time needed for temperature stability, making
every measurement more time consuming.
6.6.1 Experimental setup and operation
The cell was mounted on a 4 K cryostat, inside a vacuum sealed canister, so that the sample c
axis was parallel to the magnetic field. A contact pad was fixed next to the sample and gold wires
were used to contact it with Dupont 4929. On one of the top sample plates, a calibrated Cernox
chip was glued using GE varnish to monitor the sample temperature (see fig. 6.11 b). Two 100 Ω
heater chips were placed at the bottom of the cell to control the temperature of the setup using a
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Figure 6.10: A simplified schematic overview of the strain apparatus within the FC100 stress cell.
Taken from [155].
Figure 6.11: Schematics of FC100 stress cell. (a) shows the placement of the piezoelectric stacks,
(b) shows the sample mounted on the plates and the additional components required for the
measurements. Adapted from [157].
Lakeshore 350. Two coaxial cables connected the calibrated capacitor to a capacitance bridge in
order to monitor the force applied. The strain apparatus itself was controlled by an RP100 power
supply
The probe was placed in a 4He cryostat with a superconducting 14 T magnet. Positive voltage
was applied to the compression stacks and temperature sweeps were performed at 0 T around the
critical temperature. If a change in Tc was observed, Hall effect measurements were performed
to track any change in T0. The compression strain was increased and the process repeated, until
failure of the sample.
6.6.2 Results and outlook
Two samples were investigated using this set-up though only in the first one was a change in the
measured voltage observed under strain before failure. Resistivity at 0 T and Hall measurements
at 14 T were performed without any strain applied at first. The compression applied was then
changed by 5 V at a time at 1 V/s rate until a sizable change in the signal voltage was detected at
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Figure 6.12: a) Resistivity as a function of temperature for the sample without strain and with
15 N applied. Tc decreases by 1 K. b) Normalized Hall effect as a function of temperature, T0
increases by 1.2 K.
100 V. According to the manufacturer calibration of the parallel plate capacitor, the force applied
to the sample corresponded to ∼15 N.
Fig. 6.12 shows resistivity and Hall data for the first sample at no compression and with 15 N
applied. With strain applied, Tc decreases by 1 K. The same feature in the resistivity curve at no
strain appears also in the 15 N curve, although less pronounced. The Hall effect data, normalized
at 80 K, show that T0 increases by 1.2 K, from 67.8 K to 69 K. Subsequent attempts at increasing
the compression yielded no change in Tc, at 130 V the sample cracked.
The second sample showed no voltage change while the strain was increased. At 50 V the
sample cracked and no further measurements could be performed.
The decrease of Tc with increasing strain observed in the first sample is consistent with the
results obtained from the screwing strain device and the results presented by Barber et al. [113].
Based on the cross-sectional area of the sample and the force applied (determined through the
capacitor calibration), the applied strain at 100 V was slightly more than 2 GPa (2.1 GPa). The 1
K decrease in Tc then, if strain was applied along b, can be compared to the behaviour shown in
fig. 6.4. It is worth noting once again that, despite the force feedback, some uncertainty on the
actual value of applied strain remains because of the possible unknown deformation of the epoxy.
The increase in T0 is in contrast with what observed in sample B for the previous setup,
where a decrease of 1 K in Tc corresponded to the same T0 value, although the amount of strain
applied cannot be compared. The different mounting process (epoxy plus two plates) ultimately
did not affect the chances of success of such a measurement with thin samples as YBCO crystals.
The reliable way of applying strain and the knowledge of the force applied makes the Razorbill
device a workhorse setup for strain measurements that do not require high fields.
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6.7 Final remarks
Uniaxial pressure transport measurements present intrinsic challenges that result in a low
success rate. The applied strain, for example, can easily cause the peeling of a contact or an
unseen impurity inside the crystal could result in a crack. The thickness of the sample plays a
significant role in the success rate of this type of experiment and YBCO crystals, typically thinner
than other cuprates, exacerbates these difficulties.
All the three tested setups proved to be capable of altering Tc through applied strain. Both
the Macor-aluminium device and the screwing device showed that, as strain increases, Tc first
increases as well before going down. With the Razorbill stress cell and the screwing device with
the brass bridge implemented, a downward trend in Tc is observed. Although at this stage it is
difficult to draw a comparison between the applied strain in the different setups, all the results
are consistent with Tc behaviour as a function of strain reported in [113], either with strain
applied along a or along b. The Razorbill stress cell and the screwing device plus bridge setup
are probably more efficient at transmitting the strain applied to the sample, likely because of the
different mounting methods. It must be said though, that the best result (by far) was obtained
with the uniaxial screwing device with the sample mounted without bridge or upper plates.
The evolution of T0 as a function of uniaxial strain is more complex to establish. For the
screwing device, sample B showed an initial increase in T0 followed by a downturn. Sample C,
mounted on the brass bridge, did not show any change in T0. Judging by the bigger change in
Tc, sample C was likely subjected to a superior amount of strain. If this assumption is correct,
T0 could have returned to its initial value after the increase, as observed in fig 6.4 when strain
is applied along b. The Razorbill measurement, on the other hand, showed that a change of 1
K in Tc, the same as sample C, corresponded to a 1 K increase in T0, in contrast with what
observed with the other device. More investigation is in needed in order to track the evolution of
T0 with uniaxial strain and compare it with that of Tc. It appears that, other than the amount of
strain, the mounting method likely plays a crucial role in the transmission of the strain. If these
preliminary results were confirmed though, T0 could decrease proportionally to Tc in a similar
fashion to what was observed in disordered YBCO.
All the three setups showed the potential to be used in uniaxial strain transport measure-
ments. None of them proved to be less time consuming and none of them displayed a lower chance
of sample breaking, which is the biggest offset in this kind of measurement. To overcome that, no
simple solution could be implemented apart from choosing thicker samples or seeking an optimal
length-to-width ratio. The Macor-aluminium is probably the least efficient in terms of multiple
measurements, as one device can only measure one sample and apply a finite amount of strain.
Although it is the easiest to machine and assemble, it is not suited for systematic studies on a
single sample. It can, nontheless, apply strain in a reliable way and, if aluminium is replaced
with Stycast 250 FT block, it could be used in a pulsed magnetic field.
The Razorbill stress cell proved to be a reliable workhorse, as expected by a commercially
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available setup, and it is the go-to setup for measurements performed in a 4He cryostat with
a 14 T superconducting magnet, like the one available in Bristol. The bulk of the apparatus
makes it unsuitable for high fields measurements, however, because of the reduced bore of
Bitter and hybrid magnets. The screwing strain device could be a cheaper alternative for high
field measurements but, in order to be perfectly functional, several improvements need to be
implemented. A better connection between sample and device is essential for a more effective
transmission of strain. The brass bridge was a step in the right direction but its shape can be
tailored to better accommodate the sample. The setup needs to be calibrated ahead in order to
ascertain the effective displacement of the strip at every degree turned. To achieve that, a parallel
plate capacitor could be fashioned between the platforms and the capacitance as a function
of degrees turned could be used to provide a calibration curve similar to the one provided by
Razorbill Instruments.
In conclusion, it was proven that the two newly designed uniaxial pressure devices can
reliably apply strain and change the sample Tc. Both of them are suited for measurements in
high magnetic fields above 35 T and, by replacing Al with Stycast, the Macor device could be
used in pulsed field measurements. Future work should focus on the systematic investigation
of the evolution of T0 as a function of strain. As CDW is a universal feature of cuprates, these
measurements could be performed in other members of the family with thicker, more forgiving
crystals (like LSCO). For this, the Razorbill stress cell is the ideal tool. Shubnikov-de Haas
measurements of quantum oscillations in YBCO are also a promising avenue of research that












This thesis presented magnetic torque and transport measurements on the cuprate superconduc-
tor YBa2Cu3O6+x. The studies focused on the pseudogap phase and charge density wave (CDW),
with the main objective being the investigation of the nature of the pseudogap and the study of
the CDW in more detail to gain a better understanding of its interplay with superconductivity.
The underdoped region of YBCO phase diagram was investigated using torque magnetometry
(chapter 4) in order to observe a thermodynamic signature of a second order phase transition at
the pseudogap onset. The superconductivity-CDW relation was studied using point-like disorder
(chapter 5) and uniaxial pressure (chapter 6) as tuning parameters. While superconductivity
was affected by either disorder or uniaxial strain, the temperature T0 of Hall effect sign change
was used to probe their effects on charge order. Although individual final remarks have been
presented in each chapters, a more general conclusion is drawn here.
The nature of the pseudogap and its onset, whether it is a proper phase transition or simply
an energy scale cross-over, is widely debated. The torque results presented do not show any
thermodynamic evidence of a second order phase transition at T∗, in direct contrast with what
reported previously [77]. The lack of any sign of a phase transition in the torque measurements
presented calls into question the conclusions of the previous report. Further studies are needed
in order to understand the discrepancies between the two measurements. The recognition of the
pseudogap as a distinct thermodynamic phase is essential in the study of quantum criticality
inside the superconducting dome as the presence of a quantum critical point at p ∼ 0.19 is widely
debated [67] [68][158] . The quantum critical point scenario in fact would be favoured by the
identification of the pseudogap temperature as the critical temperature of a second order phase
transition but a definitive proof of that has yet to be found.
The investigation of the effect of point-like disorder and uniaxial strain on the CDW by
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tracking the Hall effect sign change, showed a similar behaviour of Tc and T0 as a function of the
tuning parameters. This is in sharp contrast with the previously established competing relation
between the two phases. In the case of disorder, discrepancies between the behaviour of T0, the
Fermi surface reconstruction temperature onset, and the intensity of the CDW peak in X-ray
measurements revealed a more complicated relation between charge order in YBCO and the FSR
associated with it. This questions the connection between T0 and the CDW in the disordered
limit. Further research is certainly needed to understand better this newly found complexity. The
results presented are another step toward the understanding of the interplay between the two
phases and they will also help to narrow down the possible theoretical scenarios regarding the
Fermi surface reconstruction observed at T0. Finally, the evolution of T0 under uniaxial strain
is only hinted by the results presented but it serves as a promising proof of concept for the two










APPENDIX A - AC HEAT CAPACITY MEASUREMENTS DATA
All the measurements were performed by sweeping a temperature range of approximately 50 K
centered around the estimated Tc, at a rate of 0.2 K/min. Every sweep was performed two times










Tc was determined as the peak of the transition. In case of a broader transition peak, Tc was
established as the middle of the peak. To every Tc a ± 1 K error is associated.
The amplitude and shape of the transition signal depend mainly on the sample mass, how
well the sample was thermally coupled with the membrane setup and the quality of the annealing
process. In general, a longer annealing tends to yield a sharper transition. It is worth noting
that the quality of the sample also play a role. Sample E in fact shows a sharp transition at both
p=0.11 and p=0.15 (see fig. A.5 and A.6).
Some curves, such as sample C shown in fig. A.3 and sample D shown in fig. A.4, display jumps
and depressions near the transition. These features are artefacts resulting from an imperfect fit
process and they have no physical meaning. Their presence did not influence the transition peak
and hence the determination of Tc for each sample.
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Figure A.1: ∆CT % for sample A. From Tc (red dashed line), the doping p=0.11 was determined.
Figure A.2: ∆CT % for sample B. From Tc (red dashed line), the doping p=0.125 was determined.
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Figure A.3: ∆CT % for sample C. From Tc (red dashed line), the doping p=0.13 was determined.
Figure A.4: ∆CT % for sample D. From Tc (red dashed line), the doping p=0.14 was determined.
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Figure A.5: ∆CT % for sample E. From Tc (red dashed line), the doping p=0.15 was determined.
Figure A.6: ∆CT % for sample E re-annealed, dubbed sample E
∗. From Tc (red dashed line), the
doping p=0.11 was determined.
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Figure A.7: ∆CT % for sample F. From Tc (red dashed line), the doping p=0.08 was determined.












APPENDIX B - HALL MEASUREMENTS DATA
Resistivity measurements were performed in zero field while cooling down the sample at 0.5
K/min. Resistivity was defined as:
(B.1) ρ = Rxxwt
l
,
where Rxx is the longitudinal resistance, w the average width of the sample, t and l the thickness
and length of the sample. The critical temperature Tc was established as the temperature at
which ρ reaches the zero resistance plateau (within the noise of the measurement).
Hall effect magnetic field sweeps were performed at fixed temperatures while varying the field
from - 14 T to 14 T at a 0.5 T/min rate (data were then anti-symmetrized). These measurements
were performed as a further way to probe T0.
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B.1 Zn substitution
Figure B.1: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 0.5% Zn-doped sample.
Figure B.2: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the second 0.5% Zn-doped sample.
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Figure B.3: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 1% Zn-doped sample.
Figure B.4: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the second 1% Zn-doped sample.
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Figure B.5: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 2% Zn-doped sample.
Figure B.6: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the second 2% Zn-doped sample.
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Figure B.7: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 3% Zn-doped sample.
Figure B.8: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the second 3% Zn-doped sample.
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B.2 Ni substitution
Figure B.9: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 1% Ni-doped sample.
Figure B.10: Resistivity as a function of temperature Tc (a) and Hall effect field dependence at
different temperatures (b) for the second 1% Ni-doped sample.
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Figure B.11: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 2% Ni-doped sample.
Figure B.12: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the second 2% Ni-doped sample.
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Figure B.13: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence
at different temperatures (b) for the first 3% Ni-doped sample.
Figure B.14: Resistivity as a function of temperature across Tc (a) and Hall effect field dependence




Figure B.15: Resistivity as a function of temperature across Tc (a) and Hall effect temperature
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[73] B Michon, C Girod, S Badoux, J Kačmarčík, Q Ma, M Dragomir, H A Dabkowska, B D
Gaulin, JS Zhou, and S Pyon.
Thermodynamic signatures of quantum criticality in cuprate superconductors.
Nature, 567(7747):218–222, 2019.
[74] J Xia, E Schemm, G Deutscher, S A Kivelson, D A Bonn, W N Hardy, R Liang, W Siemons,
Gertjan Koster, and M M Fejer.
Polar Kerr-effect measurements of the high-temperature YBa2Cu3O6+x superconductor:
evidence for broken symmetry near the pseudogap temperature.
Physical Review Letters, 100(12):127002, 2008.
122
BIBLIOGRAPHY
[75] B Fauqué, Y Sidis, V Hinkov, S Pailhes, CT Lin, X Chaud, and P Bourges.
Magnetic order in the pseudogap phase of high-Tc superconductors.
Physical Review Letters, 96(19):197001, 2006.
[76] R Daou, J Chang, D LeBoeuf, O Cyr-Choiniere, F Laliberté, N Doiron-Leyraud, B J
Ramshaw, R Liang, D A Bonn, and W N Hardy.
Broken rotational symmetry in the pseudogap phase of a high-Tc superconductor.
Nature, 463(7280):519–522, 2010.
[77] Y Sato, S Kasahara, H Murayama, Y Kasahara, E G Moon, T Nishizaki, T Loew, J Porras,
B Keimer, and T Shibauchi.
Thermodynamic evidence for a nematic phase transition at the onset of the pseudogap in
YBa2Cu3Oy.
Nature Physics, 13(11):1074, 2017.
[78] H Murayama, Y Sato, R Kurihara, S Kasahara, Y Mizukami, Y Kasahara, H Uchiyama,
A Yamamoto, E G Moon, and J Cai.
Diagonal nematicity in the pseudogap phase of HgBa2CuO4+δ.
Nature communications, 10(1):1–7, 2019.
[79] P Walmsley, C Putzke, L Malone, I Guillamón, D Vignolles, C Proust, S Badoux, A I Coldea,
M D Watson, S Kasahara, Y Mizukami, T Shibauchi, Y Matsuda, and A Carrington.
Quasiparticle mass enhancement close to the quantum critical point in BaFe2(As1−xPx)2.
Phys. Rev. Lett., 110:257002, Jun 2013.
[80] H V Löhneysen, T Pietrus, G Portisch, H G Schlager, A Schröder, M Sieck, and T Trapp-
mann.
Non-Fermi-liquid behavior in a heavy-fermion alloy at a magnetic instability.
Phys. Rev. Lett., 72:3262–3265, May 1994.
[81] P Monceau.
Electronic crystals: an experimental overview.
Advances in Physics, 61(4):325–581, 2012.
[82] H Yoshizawa, S Mitsuda, H Kitazawa, and K Katsumata.
An incommensurate magnetic diffuse scattering in superconducting La1.92Sr0.08CuO4−δ.
Journal of the Physical Society of Japan, 57(11):3686–3689, 1988.
[83] R J Birgeneau, Y Endoh, K Kakurai, Y Hidaka, T Murakami, M A Kastner, T R Thurston,
G Shirane, and K Yamada.
Static and dynamic spin fluctuations in superconducting La2−xSrxCuO4.
Physical Review B, 39(4):2868, 1989.
123
BIBLIOGRAPHY
[84] M Hashimoto, I M Vishik, RH He, T P Devereaux, and Z X Shen.
Energy gaps in high-transition-temperature cuprate superconductors.
Nature Physics, 10(7):483–495, 2014.
[85] R Comin, A Frano, M M Yee, Y Yoshida, H Eisaki, E Schierle, E Weschke, R Sutarto, F He,
and A Soumyanarayanan.
Charge order driven by fermi-arc instability in Bi2Sr2−xLaxCuO6+δ.
Science, 343(6169):390–392, 2014.
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