When both selection and demography vary over time, how can the long-run expected strength of selection on quantitative traits be measured? There are two basic steps in the proposed new analysis: one relates trait values to fitness components and the other relates fitness components to total fitness.
Introduction
This paper addresses the question: when both selection and demography vary over time in a structured population with overlapping generations, how can we measure the long-run expected strength of selection on quantitative traits? Included is the issue of how selection acting through different fitness components and in different states of the environment contributes to total selection. MacArthur (1968) may have been the first to consider selection for structured populations in variable environments for which population dynamics are modeled by projection matrices. He addressed selection on matrix elements themselves rather than on quantitative traits that influence matrix elements. Nevertheless, his paper, as well as later work by Caswell and Trevisan (1994) , Horvitz et al. (2005) , Caswell (2005) , and Aberg et al.(2009) drew attention to the idea that, for a structured population in a variable environment, the effect on selection of perturbing a particular life history transition rate depends upon the current environmental state and the sequence of states in which it is embedded. Meanwhile, van Tienderen (2000) , working with structured populations in constant environments, proposed the concept of integrated elasticity to integrate mean-standardized selection on a trait over the entire life cycle. He included, for example, selection acting through survival at different ages or selection acting through reproduction.
Here, we build in another layer of complexity experienced by many organisms: selection may also vary over time among environments in addition to over the life cycle (Sieplieski et al. 2009 ). The issue we address in this paper focuses on the maps between phenotype, demography and fitness. We make a straightforward extension of van Tienderen's approach made possible by the development of new analytical tools in stochastic demography (Horvitz et al. 2005, Haridas and . We apply our extended concept of integrated selection to quantitative traits measured in two wellstudied systems, floral tube length in a neotropical rainforest herb Schemske 1995, Schemske and Horvitz 1989) and the timing of birth in red deer (Coulson et al. 2003, Coulson and Tuljapurkar 2008) . The present analysis differs from that in Coulson and Tuljapurkar (2008) in several important ways. First, their analysis applied methods for retrospective analysis, in which the trait distribution was observed each year and changes in trait distribution accumulated over the lifetime. The goal of their analysis was to determine explicit contributions during each year to the total changes over the life time. Here, in contrast, we address prospective questions about the long-term effects of all components of selection, by studying how an overall fitness measure varies with the underlying trait distribution. We consider the stochastic growth rate as a function of a quantitative trait, an approach that complements retrospective analysis.
Our results reveal that the strength of selection on a trait depends upon the environmental process that determines the sequence and frequency of environmental states. By environmental process we mean the type of underlying driver (e.g., climate cycles, successional processes, long-term con-stancy,...) that describes the environmental dynamics, determining the pattern of temporal variability in demography and selection pressures. Perhaps the most important implication is that an understanding of environmental variability and the process that generates it is necessary to be able to measure expected long-run selection. A significant corollary is that any alteration of environmental drivers (climate, fires, floods, etc) will also impact the strength of selection on traits.
As in van Tienderen, there are two basic steps in the analysis: one relates trait values to fitness components and the other relates fitness components to total fitness. In a constant environment, the case considered by van Tienderen, fitness components are given by matrix elements (or lower level vital rates that are used to construct matrix elements) of a population projection matrix whose dominant eigenvalue (λ = e r ) measures average total fitness of a population. In a variable environment, the case studied here, we use one population projection matrix for each state of the environment together with a model of environmental dynamics that defines a stochastic sequence of environmental states (as in Horvitz et al. 2005) and use λ S = e a as the measure of average total fitness for stochastic environments. Previous theory for structured populations established that, for density-independent population dynamics in deterministic environments, fitness is measured by the Lotka growth rate r (Charlesworth 1974 , 1980 , 1993 , 1994 and Lande 1982 and that in stochastic environments it is measured by the stochastic growth rate a (Tuljapurkar 1982b (Tuljapurkar , 1990 . To relate trait values to demographic rates we use mean-standardized regression coefficients (analogous to selection gradients typically calculated for one episode of selection at a time in unstructured populations).
To estimate total integrated selection on the mean trait value over stages and environments, in this paper we employ a straightforward extension of van Tienderen's deterministic approach. We illustrate its implementation, but we do not present its proof in this paper. For each matrix element in each state of the environment we determine the regression relationship between the trait and the individual fitness component Arnold 1983, Hereford et al. 2004) . We multiply these environment-specific, stage-specific regression coefficients by environment-specific, stage-specific elasticities of the stochastic growth rate (Tuljapurkar et al. 2003 , Horvitz et al. 2005 , Haridas and Tuljapurkar 2005 , Caswell 2005 , Aberg et al. 2009 ) and sum over all relevant life history and environmental paths. Different subtotals address, for example, how selection differs among environmental states or among types of life history transitions. This approach is timely and its implementation over more study systems may provide, new insights about patterns and strengths of selection in the wild. Sieplieski et al.(2009) recently provided the first review of temporal variability in selection, emphasizing the importance of the temporal perspective and concluding that, although selection is weak in most years and frequently changes sign, it is occasionally very strong. However, they did not propose a method to integrate such variability across time. The invalu-able comprehensive review of selection in the wild by Kingsolver et al. (2001) summed up a decade and a half of studies that had been carried out since the mid 1980's, when seminal papers by Lande (1979) , Lande and Arnold (1983) Arnold and Wade (1984a,b) made measuring selection in the wild accessible to field ecologists and evolutionary biologists. This extensive review did not contain many studies with temporal replication and it contained only a handful of studies that used total fitness rather than fitness components. Their conclusions are thus based overwhelmingly on selection evaluated in terms of single fitness components from single years, although there is extensive consideration of selection acting indirectly through correlated quantitative traits. It remains to be seen whether the patterns they discerned will be altered by examining selection in a broader temporal, experiential and population context that includes changes over time at both the individual and population level due to environmental dynamics.
Methods

Methods: Demographic model
Consider a stage-structured population with S distinct life history stages censused at discrete times t, t + 1, and so on. At time t the number N i (t) of individuals in each stage i is given in the vector N(t). The population dynamics are given by N(t + 1) = A(t) N(t), where A(t) is an S × S population projection matrix and A ij (t) gives the per capita rate at which individuals in stage j at time t contribute to or become individuals in stage i at time t + 1. (Note: for all projection matrices, we follow the column to row (j → i) parametrization). Transition probabilities and reproductive rates are estimated from field data on marked individuals. In a variable environment, at each time step, the environmental state determines demographic rates; the matrix A(t) takes on values A 1 , A 2 , · · · , A K , where K is the number of environmental states. We assume that environmental transitions follow a Markov chain with a transition matrix T = (T αβ ), for environments α, β = 1, · · · , K (transitions are β → α). Each population experiences some random sequence of environmental states (sample path, ω) over time, each state comprising proportion π β of the stationary distribution. The total population P (t) at time t is the sum of the elements of N(t) and the stochastic growth rate, λ S , is obtained from log λ S = lim t→∞ (1/t) log (P (t)/P (0))
As in deterministic population dynamics, stochastic population growth rate and its sensitivities (including elasticity) are defined asymptotically. As in deterministic population dynamics, the long-run stochastic dynamics are ergodic (under similar assumptions as the deterministic), such that the population eventually follows a stationary dynamic distribution of structures that is independent of initial environment and initial stage structure (Tuljapurkar 1990 β. We previously used the term "habitat-stage" elasticity (Horvitz et al. 2005 ), but here adopt the more intuitive term "environment-specific" elasticity, proposed by Caswell 2005 in an independent derivation of the same idea. We have shown (Horvitz et al. 2005 ) that e i,j,β 's are determined by the (expected) "future" sequence of environmental states, which depends upon, and differs according to, the current state β. Each e i,j,β value also includes a weighting that depends upon how frequently the β state occurs. To unweight it and focus on the "distilled" expected sequence effect, we determine the 'per-occurrence' normalized environment-specific elasticity, which is just e i,j,β divided by the frequency of state π β in the long-run sequence (Horvitz et al. 2005) . These are readily calculated by numerical simulation (Horvitz et al. 2005 (Horvitz et al. , 2010 . The calculations that estimate the asymptotic long-run stochastic growth rate and its sensitivities are performed after discarding the transients.
Methods: Environment-specific selection gradients there is an individual transition rate to every possible final stage i. When i is the stage for newborn offspring alive at t + 1, the individual rate for the transition from j to 1 is the number of newborn offspring produced by that individual who are counted at t + 1. When i is any other stage, the individual transition rate is 0 or 1. Thus an individual whose trait value is z has individual transition rates a (i, j, β, z), and a(i, j, β) is the mean of these individual rates over all trait values. If we regress the mean-standardized fitness components, [a(i, j, β, z)/a(i, j, β) ] against the mean-standardized trait values z/z (as in van Tienderen 2000 and Coulson et al. 2003) , the regression coefficient s i,j,β is analogous to a mean-standardized selection gradient in an unstructured population, which measures the "increase in relative fitness (component) for a proportional change in the trait z" (Hereford et al. 2004 ). (An unstructured population is defined by the total number of individuals rather than by the number of individuals in each of several different stages or ages.) Mean standardized selection differentials are not based on any particular assumptions about the distribution of the trait or of the fitness component. In addition, the quantity s i,j,β is an estimate of the derivative ∂ log a (i, j, β) ∂ log z .
We define a matrix of regression coefficients S β in each of the K states of the environment, for a total of K such matrices.
The regressions should ideally be estimated using the same group of individuals for which the matrix element is calculated, the individuals in stage j at time t, but in practice the regression relationships are often calculated for a different set of individuals in the same population, as long as they are in the same time period, stage and population.
Methods: Integrated selection in the variable environment Our fitness measure is the stochastic growth rate λ S (Tuljapurkar 1982b (Tuljapurkar , 1990 ) and we are interested in the change in fitness resulting from a change in the mean trait value z. We have
The right hand side sums over environments and over all matrix elements (i.e., fitness components) of the product of the elasticities e i,j,β and the meanstandardized selection gradients s i,j,β , as indicated in the last line above.
It is useful to define a matrix of integrated selection values
for each state of the environment β which is the element-wise product of environment-specific regressions with environment-specific elasticities. There are a total of K such matrices. We propose that an entry, m i,j,β , measures how the stochastic growth rate λ S would be affected by a proportional change in demographic rates brought about by a proportional change in a trait value in environment β. If we were to apply a terminology parallel to van Tienderen (2000) , these would be called the "environment-specific elasticities of a trait." We prefer to call the m i,j,β components of "total integrated selection," since our goal is to measure selection in the context of natural patterns of demographic and environmental variation. By "total integrated selection"
we mean the total selection on a trait in the random environment obtained Total integrated selection is a prospective measure: it predicts the pro-portion by which the mean trait value would change on average per year in the stochastic environment over the long run, given a set of demographic matrices, a set of mean-standardized selection gradient matrices and a particular model of environmental dynamics. Our integrated measure describes the force of selection, not the genotypic response to selection. To describe the latter, one would need data about the genotype-phenotype map and the distribution of genotypes. Our analysis focuses on single traits rather than multiple correlated traits.
A heuristic approach to describing the genetic response to selection can be made by following the theory developed for structured populations in deterministic environments by Charlesworth (1974 , 1980 , 1993 , 1994 ) and Lande (1982 . Assuming that (i) there is no density-dependence, Charlesworth (1980, 1994) showed that fitness is the Lotka growth rate r. If we further assume that (ii) genotypes are determined by alleles at a single locus in a diploid randomly mating population, (iii) a phenotypic trait z is additively determined by alleles at many unlinked loci and (iv) the mean trait value equals the mean breeding value, Charlesworth (1993) showed that the dynamics of the population mean trait value z are described by the equation
where G is the additive-genetic variance in the trait. Lande (1982) originally derived this result by assuming normal distributions of phenotypes and fitness but Charlesworth showed that we need only make assumptions (i) to (iv) above. It is important to stress that G depends on the state of the population and that it changes over time. Hereford et al. (2004) pointed out that
Lande's original equation gives the unstandardized response to selection as a product of additive genetic variance (σ 2 A ) with the unstandardized selection gradient (1979), while the σ-standardized response to selection is a product of heritability with the σ-standardized selection gradient (Lande and Arnold 1983 ). However, mean-standardized response to selection is a product of I A (the square of the coefficient of variation of the additive genetic variation,
with the mean-standardized selection gradient (Houle 1992) .
It has been shown that a replaces r under assumption (i) in a stochastic environment (Tuljapurkar 1982b) . It is therefore plausible that under assumptions (ii) to (iv), r will continue to be replaced by a in a stochastic environment. However, in a stochastic environment, it is the mean trait value z that follows a stochastic process, so the deterministic Lande result will be replaced by an equation for the rate of change of the (stochastic) average
Ez. This argument has been carried through and the dynamics have been found to follow a diffusion (proof in S. Tuljapurkar and T. Coulson, unpublished ms) . These heuristical arguments make it plausible that the stochastic generalization of Lande's deterministic result is
Methods: Data requirements types of data were available, one is a plant study and the other an animal study, but they each contain elements of general interest. Both studies were interested in understanding selection in variable environments. In our examples, matrix elements were either proportional to the measured fitness components or identical to them. In other examples, matrix elements may be constructed from products of measured fitness components and the chain rule would apply.
Also required is data at the environment level to parameterize a model of environmental dynamics that provides the probability rules which generate the stochastic sequence of environments. This type of data is rarely known, but the results we present here indicate that it should be sought. For each of our examples, we illustrate two possible temporal patterns, one generated by long term climate data and a second generated by a distinct model of environmental dynamics (e.g., an assumption that environments usually do not change, or an assumption that an observed long-term sequence is the most likely pattern). Our method makes use of data from observed singleyear transitions and selection, but produces expected long-term demographic and selective responses. We show that the expected strength of selection depends upon temporal patterning in the environment.
Results
Example 1. Calathea ovandensis (Marantaceae).
Demography
This species is a perennial forest herb that inhabits a seasonal tropical for- ductive by t + 1 and thus contribute to seeds at t + 1 (Horvitz and Schemske 1995) . For this paper, we pooled data among four study sites located within the same forest to construct annual population projection matrices for each of four transition years. The years differed in several demographic rates including seed production per reproductive shoot ( Figure 1A ) and germination rate, resulting in inter-annual variation in overall demographic quality as measured by the dominant eigenvalue of that year's matrix (Figure 2A ). We considered these matrices to represent potentially four states of the demographic environment.
Mean-standardized environment-specific selection gradients
Here we focus on floral tube length, a trait that mediates the nature of the interaction between insect visitors and the plant. The match between insect tongue length and floral tube length determines the outcome of visits to these rather unusual flowers in which the reproductive parts are not exposed unless the flower is "tripped" and only the particular visit that "trips" the mechanism can result in pollination. Insect visitors with short tongues have to insert their heads deeper into flowers to be able to reach the nectar, resulting in higher per-visit tripping-and pollination-efficiency. In contrast, visitors with long tongues rarely trip the mechanism (Schemske and Horvitz 1984) .
In a three year study, Schemske and Horvitz (1989) found annual variation in relative abundances of insect visitors and in selection on floral tube length.
In the 1989 paper, selection was measured by regressing relative fitness, measured as fruit production per inflorescence, against floral tube length. In the year when the shortest-tongued visitors had the highest relative abundance there was significant negative directional selection on tube length, i.e. plants with the shortest tubes produced the most fruits. To be able to use these data for the current analysis, we recalculated the regression relationships for each of the three years of data, regressing relative fruit production against mean-standardized floral tube length (regression parameters in Figure 1B ).
Mean-standardized stage-specific selection gradients varied among years and could be quite strong, ranging from -6.9 to +3.1; in this example, selection acts through reproduction only ( Figure 1B ). We consider these to represent three states of the selective environment for floral tube length. We matched them up to their respective chronological counterparts of the demographic study. For the first year of the demographic study, there was no study of selection. For purpose of example, we assign it the same selective environment as the year with the highest relative abundance of short-tongued pollinators.
Climate variable of interest
The severity and duration of the dry season in seasonal tropical climates is an environmental parameter of interest. In particular, for our study organ- rainfall from "very dry," a year with rainfall > 1.5 standard deviation units below the mean to "very wet," a year with rainfall > 1.5 standard deviation units above the mean. "Mean" was a year with rainfall value +/-0.5 standard deviation units from the mean. Intermediate categories, "wet" and "dry," were for years with rainfall > 0.5 units but < 1.5 units away from the mean. In the 57 years of climate data there were 3 and 4 years respectively in the extreme categories "very dry" and "very wet" and 20 years in the "mean" category. Our demography study encompassed one representative year each from the following climate categories: dry, wet, mean, very wet ( Figure 3A ).
To facilitate matching our demographic data to the historical climate record, we combined the "very dry" and "dry" categories of the historical record into one, renamed "dry." We then used the historical climate record to create a Markov chain model of the environment (illustrated in Appendix 1A), where the environmental state was one of the four categories; we simply counted the number of times each given state either stayed the same or transitioned to any other state over one time step. The model generated a stochastic sequence (100,000 time steps) of environments, corresponding to a stochastic sequence of demographic matrices and selection gradient matrices from which we calculated the stochastic growth rate, its elasticities and the new measure of integrated selection.
One alternative environmental driver
As an alternative way to dynamically combine our observations over time,
we employed a Markov chain model in which the most likely outcome was environmental stasis (illustrated in Appendix 1B). The goal of this was not so much to propose that one is more correct for the study organism than the other as it is to explore how environmental dynamics may influence the strength, direction and pathway of selection. This model generated a distinct stochastic sequence (100,000 time steps) of environments, corresponding to a stochastic sequence of demographic matrices and selection gradient matrices from which we calculated the stochastic growth rate, its elasticities and the new measure of integrated selection. emerged because of the particular rules we used in the Markov process; when environments did change, it was more often the case that they changed to environment 4 than to environment 1 (Appendix 1B).
Environment-specific elasticity
The other component of environment-specific elasticity contains information about the dependency of environment-specific elasticity on the sequence in which a given environment is most often embedded. Here we consider only those population projection matrix elements for which there is corresponding selection gradient data, in this case the contributions to next year's seeds by juveniles, pre-reproductives and four size classes of reproductives.
For the climate-based driver of environmental change, this component was quite similar among the different environments( Figure 4A ), meaning that the sequence of environments in which a given environment is embedded was relatively independent of current environmental state. The stochastic growth rate was λ S = 0.9888 (Table 2) ; it is most elastic to seed production by small reproductives, very slightly more so when the population is in environment 3 ( Figure 4A ). For the stasis-based driver of environmental change, this component of environment-specific elasticity varies more among environ-ments ( Figure 4B ), meaning that the sequence of environments in which a given environment is embedded is more dependent upon current environmental state. The stochastic growth rate was λ S = 0.9867 (Table 2) ; it is most elastic to seed production by small reproductives as in the previous driver, however, in contrast, in two environments it is also highly elastic to seed production by the largest reproductives; and it is more elastic to reproduction by plants when they are in environments 1 and 4, rather than environment 3 ( Figure 4B ).
Integrated selection
For the climate-based driver of environmental change, selection on floral tube length (normalized by the frequency of the environmental state) is influenced much more by future seed production of small reproductives than reproduction of any other stage class ( Figure 4C ). There is a strong signal of the stage-specific normalized selection gradients ( Figure 1B ) since environmental differences in environment-specific elasticity are minimal ( Figure 4A ). Selection for shorter tubes occurs each time the environment is in state 1 or 3, while selection for longer tubes occurs each time the environment is in states 2 or 4 ( Figure 4C ). Summing up across the entire sequence of environments, we find selection for shorter floral tubes dominates; total integrated selection m i,j,β summed over stage and environment is −0.1731 (Table 2 ). Most of this total comes from selection through reproduction of small reproductives ( Figure 7A ), summed across all environments. Summing across all contribu-tions of all stages reveals that selection for shorter tubes in environments 1 and 3 outweighs selection for longer tubes in environments 2 and 4 ( Figure   8A ).
For the alternate driver of environmental change, based on environmental stasis, the picture of selection on floral tube length (normalized by the frequency of the environmental state) is similar, but much less concentrated in small reproductives ( Figure 4D ). The signal of the stage-specific normalized selection gradients ( Figure 1B ) is less dominant since there is more environmental difference in environment-specific elasticity ( Figure 4B ). Summing up across the entire sequence of environments, we find that selection for shorter floral tubes still dominates, but not quite as much as above; total integrated selection m i,j,β summed over stage and environment is −0.1083 (Table 2 ).
This total is not as dominated by small reproductives; other reproductive and pre-reproductive stages contribute a bit more ( Figure 7B ), summed across all environments. Summing across all contributions of all stages reveals that selection for shorter tubes in environments 1 and 3 still outweighs selection for longer tubes in environments 2 and 4, although the contributions of the different states of the environment to total selection are more similar ( Figure   8B ).
Example 2. Cervus elaphus, Red Deer.
Demography
We used data from a population of red deer living in the North Block of Rum,
Scotland. This is a unique data set that provides an exceptional opportunity to highlight the ways to incorporate temporal variation in demography and selection. Although to our knowledge, no comparable data for plants are available yet, we hope that this example inspires their future availability.
Life history data on uniquely marked individuals of this population have been collected since 1971. Twenty age-sex categories have been used to structure annual demographic rates based on a parsimony analysis of mark-recapture data. On this basis, females are divided into eleven stages (yearlings, prime adults aged 2, 3, 4,...,10, and older adults aged 11 and more) and males are divided into nine stages (yearlings, prime adults aged 2, 3, 4,...,8, and older adults aged 9 or more). In this paper we focus on the dynamics of the females, modelled by an 11 × 11 population projection matrix and we assume the survival rate of prime adult females is equal to that of older adult females. The years differed in demographic rates (recruitment, yearling survival and prime survival) ( Figure 1C-E) , resulting in inter-annual variation in overall demographic quality as measured by the dominant eigenvalue of each year's matrix ( Figure 2B ). We considered these matrices to represent potentially 26 different states of the demographic environment.
Mean-standardized environment-specific selection gra- as that year's production of recruits or that year's survival, against meanstandardized time of birth; for the latter logistic regression was employed (Coulson et al. 2003 )(regression parameters in Figure 1F -H). We consider these to represent 26 states of the selective environment for the quantitative trait, time of birth (counted as days after January 1). We matched them up to their respective chronological counterparts of the demographic study.
Mean-standardized stage-specific selection gradients varied among years and could be quite strong, ranging from -6.8 to +4.9 for selection through reproduction ( Figure 1F) ; from -2.9 to +1.6 for selection through female yearling survival ( Figure 1G ); and from -0.8 to +0.17 for selection through female prime survival ( Figure 1H ).
Climate variable of interest
The winter North Atlantic Oscillation Index (NAO), which is measured between Iceland and Lisbon, impacts the winter climate of the study region.
When the NAO Index is negative, the winter is colder and when it is positive the winter is warmer, but wetter and stormier at the study site. We used the annual NAO indices from 1864-2006, which ranged from -4.6 to +4.9, (Hurrell 1995) (the sixth to tenth categories) ( Figure 4B ). For NAO index categories with no matching data, we assigned the data that corresponded to the next highest category; for NAO index categories with several possible data matches, we drew from the possibilities at random with equal probability. This protocol allowed us to translate the stochastic sequence of NAO index categories into a stochastic sequence (100,000 time steps) of the 26 environmental states represented in our demographic data, corresponding to a stochastic sequence of demographic matrices and selection gradient matrices from which we calculated the stochastic growth rate, its elasticities and the new measure of integrated selection. A Markov model chain constructed from this sequence is illustrated in Appendix 1C.
One alternative environmental driver
we considered a Markov chain model in which the most likely outcome was the actual observed sequence of the 26 environments (illustrated in Appendix   1D ). The goal of this is not so much to propose that one is more correct for the study organism than the other as it is to explore how environmental dynamics may influence the strength, direction and pathway of selection. This model generated a distinct stochastic sequence (100,000 time steps) of the 26 environmental states represented in our demographic data, corresponding to a stochastic sequence of demographic matrices and selection gradient matrices from which we calculated the stochastic growth rate, its elasticities and the new measure of integrated selection.
Environment-specific elasticity
One component of environment-specific elasticity contains information about the expected frequency of each environment. Under the climate-based driver of environmental change, environment 3, corresponding to a year for which the NAO index was close to its mean ( Figure 3B ), was the most frequent (π 3 = 0.0568) in the stochastic sequence; while, environment 14, corresponding to a year for which the NAO index was 2.5 standard deviations above its mean, was the least frequent (π 14 = 0.0071)( Table 1) . The "26-yr cycle" driver of environmental change (in which environments 1 through 25 were assigned a high probability of becoming the environment that was observed to come next (2 through 26, respectively) and the 26th environment was assigned a high probability of returning to environment 1), resulted in a pattern in which all environments were equally frequent (π β = 0.0385, for all
The other component of environment-specific elasticity contains information about the dependency of environment-specific elasticity on the sequence in which a given environment is most often embedded. Here we consider only those population projection matrix elements for which there is corresponding selection gradient data, in this case, recruitment of new females (top row of the matrix, columns 3 through 11), female yearling survival (row 2, column 1), female prime survival (subdiagonal elements of columns 2, 3, ...,10 and the diagonal element of column 11).
Considering the climate-based driver of environmental change first, the stochastic growth rate was λ S = 1.0275 (Table 2) . It is about 4 × more elastic to survival than to recruitment ( Figure 5A and 5B). It is quite elastic to recruitment by 3-yr olds, the youngest reproductives. It is generally less elastic to recruitment by older females than by younger females, although it is most elastic to the "> 10 yrs old" category (which has very high stasis since it accumulates all the older individuals into one class). Normalized recruitment elasticity is generally more similar among the environments for older age classes than for younger age classes, although for both the 3-yr olds and the "> 10 yrs old" category, it is quite variable among environments ( Figure 5A ). The stochastic growth rate is most elastic to survival of yearlings and two-year olds, and is generally less elastic to survival of older females.
Normalized survival elasticity is quite similar among the environments for most age classes, except, for the "> 10 yrs old" category ( Figure 5B ).
For "26-year cycle," the alternative driver of environmental change, the stochastic growth rate was λ S = 1.017 (Table 2) . It was also about 4-fold more elastic to survival than to recruitment ( Figure 5C and 5D), similar to above, although the effects of environment for the elasticity parameters differ in shape between the two environmental drivers ( Figure 5A vs Figure 5C and Figure 5B vs Figure 5D ). For example, examine the lines for the elasticity of stochastic growth rate to recruitment by the "> 10 yrs old" category; the locations of peaks and valleys as well as the magnitude of the fluctuations differ. What is similar is that generally the stochastic growth rate is less elastic to recruitment by older females than by younger females, as above, but there is much less distinction among ages and more variability for a given age among environments than in the climate-driven scenario. It remains most elastic to recruitment by females in the "> 10 yrs old" category (which has very high stasis since it accumulates all the older individuals into one class) ( Figure 7C ). The picture of elasticity to survival is especially distinct, with very large variation among environments for a given age class and a clear cycling across ages and environments ( Figure 5D ). (Table 2 ). This total comes from selection through both recruitment and survival summed across all environments, with selection through recruitment making a relatively larger contribution to the total and recruitment by females in the "> 10 yrs old" class dominating ( Figure 7C,D) . For the other age classes, the contribution to selection through recruitment declines with age. Similarly, the contribution to selection through survival generally declines with age. The "26-yr cycle" scenario indicates a dominant contribution by yearling survival to the total selection ( Figure 7D ) that is not seen in the climate-driven scenario ( Figure 7C ). Summing across all contributions of all stages reveals that selection for earlier birth in most environments far outweighs selection for later birth seen in environments 5 and 26, principally and, in 21, 17, 17 and 10, in small measure ( Figure 8C,D) .
Integrated selection
Discussion
The study of natural selection is central to understanding the rates and mechanisms of adaptive evolution. One key issue concerns the strength of selection in nature-is selection typically weak, as might be expected if populations are near a phenotypic optimum for a given environment, or instead, is selection strong, as would be expected for populations experiencing novel environmental conditions? Three reviews of the published literature have addressed this question. Kingsolver et al. (2001) concluded that directional selection was typically weak, although the frequency distribution of selection gradients displayed a long right tail, indicating that selection was sometimes strong. In contrast, Hereford et al. (2004) Taken together, the reviews of selection strength (see above) establish the need for long term data on selection in wild populations. In addition, they point to the need for development of new conceptual tools that can make effective use of such data to integrate total selection (which may change in sign and magnitude) over life history and across temporally variable environments. We have provided one such new approach in this paper that may be useful especially for organisms with structured populations(in which growth, survival and reproduction vary with age or stage and dynamics are modelled by projection matrices) when selection is variable but relatively weak. Leaving formal mathematical arguments for a later paper, here we proposed a way to think about this problem and demonstrated the implementation of the method. In brief, to estimate total integrated selection on mean trait value over stages and environments, (1) for each matrix element (fitness component)in each state of the environment determine the regression relationship between the trait and the individual matrix element; (2) multiply these environment-specific, stage-specific regression coefficients by environment-specific, stage-specific elasticities of the stochastic growth rate;
and (3) sum over all relevant life history and environmental paths.
This approach provides an estimate of the strength of selection integrated over several components of the life cycle and several variants of the environment. Such an integrative measure can not be obtained from studies of subsets of components of fitness without regard to temporal fluctuations. In light of this backdrop, we next examine the insights derived from applying our approach to the two study systems described above.
Perspectives on selection studies of Calathea
In studying floral tube length in Calathea, Schemske and Horvitz (1989) did not previously estimate mean-standardized selection gradients and did not previously integrate over life history paths. However, such simple weighted averages do not take into account either the dynamics of the system or the low elasticity of total fitness to reproduction. The new measure of integrated selection does and it predicts a much smaller change, of only 0.1% to 0.2% decrease in relative fitness, now measured by λ S , for each 1% increase in mean corolla. Decomposition of the total integrated selection into various sums provides unique insights; for example selection acts more through small reproductives (stage 5) than the through the other stages even though they do not have the highest seed production. Also, it is worth noting that although the two models of environmental dynamics result in very similar population growth rates, they differ substantially in the total integrated selection on floral tubes, which is 1.7 × stronger for the model based on climate than for the alternative model.
The relative contribution of different stages and the relative contribution of different environmental states to total selection differs between these models.
Perspectives on selection studies of Red Deer
In 1.2× stronger in the environment that followed the observed sequence of en-vironments than it was in the climate-driven model. As well, selection acted through the survival of yearlings much more so in this model, emphasizing the general result that the demographic rate via which selection operates varies with environmental sequence, i.e. the future matters. Finally, it is somewhat surprising that despite a large difference between the stationary distributions of environments associated with each of the two models, the relative contributions of environments to selection was strikingly similar between them, with only subtle differences.
Conclusions
Temporal patterning in the environment has selective consequences. Linking models of environmental change to relevant short term data on demography and selection may permit estimation of the strength of selection over the long-term in variable environments. Building models that can extend Total integrated selection summed across all life-history paths and environments is given at the top of each panel for reference (it is also in Table 2 ).
Figure 8
Integrated selection summed across all life history rates by environment under two different models of environmental dynamics for each study
