Introduction
The dynamic behavior of many engineering systems is closely related to the eigenvalue of the Jacobian matrix, which is often called the system or state matrix. In the controller design, the eigenvalue theory had been applied to the stability study for decades. At the process design stage, an increasing effort has been devoted to consider the system dynamics. The recent integration of the steady-state design and the dynamic stability is to explicitly consider dynamic elements in the process design by use of the eigenvalue theory ͓1͔. Many similar works are also reported for different systems and processes ͓1,2͔. Since variations in design parameters are unavoidable, their maximum variation bounds should be figured out to restrain their effect to stability. If these bounds are too small, the system may become unstable when parameter variations are large. Thus, the maximum variation bounds are very important to the system stability design. However, the eigenvalue theory is only used at the process design stage to calculate the stable design parameters with little attention to their variation bounds.
In practice, the elements of the Jacobian matrix are dependent on the parameters, which usually include design parameters, the operating environment variables, and the manufacturing operations. Since variations in these parameters are unavoidable, the sensitivity of the eigenvalue with respect to variations in system parameters is extremely important to the overall system performance ͓3-5͔. If the system matrices are less sensitive to disturbances or parameter variations, then the system will be more robust. In the process control, this sensitivity is achieved by the robust eigenvalue assignment, which was studied for decades ͓6-10͔. The objective of the robust pole assignment is to place the poles close to the desirable positions and to have the eigenvalue less sensitive to unknown variations or disturbances. Hence, the system design will have a robust dynamic response. Unfortunately, in open literature and to the best of our knowledge, no work addresses the robust eigenvalue design at the process design stage where control is not used.
In the system design, the robust performance is one of the most important concerns ͓11-14͔. The concept of the robust design was introduced by Taguchi. The fundamental principle in the robust design is to improve the quality of a product by minimizing the sensitivity of performances to variations without controlling the cause of these variations. By making a design more tolerant to perturbations, it is possible to reduce the number of rejected parts or use less experiment parts ͓15͔. In the past decades, many authors have contributed to formulation and improvement of robust design problems. Zhu and Ting ͓15͔ used the theory of performance sensitivity distribution to study the sensitivity of the system to variations. Caro et al. ͓16͔ provided a two consecutive step synthesis method for the tolerance design. A robust design procedure, which integrated the response surface methodology with the compromise decision support problem, was developed by Chen et al. ͓17͔ to overcome the limitations of Taguchi's methods. Chen et al. ͓18͔ demonstrated the application of the physical programming method for the generation of efficient robust design solutions that belong to both the convex and nonconvex portion of the efficient frontier. A formulation of robust design based on the mathematical model, which considered the stochastic nature of the parameters, was proposed by Al-Widyan and Angeles ͓19͔. Moreover, a comprehensive survey paper about robust optimization was presented by Beyer and Sendhoff ͓20͔. Generally, all these robust designs mainly consider the steady-state performance with no attention paid to the robust eigenvalue design at the stage of the process design.
In this paper, a novel robust design method is proposed to integrate stability design, robust eigenvalue design, and tolerance design. The proposed robust design consists of several steps. First, the stability theory is applied to obtain a set of design parameters and their variation bounds. When design parameters vary within these bounds, the system is still stable. In order to make the dynamic response less sensitive to parameter variations, the robust eigenvalue design should be taken into account. In the robust eigenvalue design, a different sensitivity matrix is established from the approximate model of eigenvalue for the system design. Since this new sensitivity matrix produces a complex matrix that has not been met in the previous design, a proper transformation is required to have the traditional design approach valid. Furthermore, the tolerance space of design parameters will be maximized to meet the specified robustness requirement for the dynamic response. Finally a simulation example will show the effectiveness of the approach. The objective of the stability design is to design a set of parameters d that make the real part of these eigenvalues = ͓ 1 2¯n ͔ of the Jacobian matrix A smaller than zero.
Since variations in these design parameters are unavoidable, their variation bounds around their nominal values should be figured out to restrain the effect of parameter variations to stability. When the design parameters vary within these bounds, the system stability can still be maintained. Thus, the design is to choose the parameters with the large variation bounds from the stability design.
Robust Eigenvalue Design.
In the practical environment, parameter variations in the system are unavoidable. The objective of the robust eigenvalue design is thus to minimize variations in eigenvalues so that the system dynamic response will be less sensitive to parameter variations. In this sense, the eigenvalues of the system will be constrained by both stability and robust performance, which can be depicted graphically in a specific constraint domain as in Fig. 1 . Thus, under the guaranteed system stability, variations in the eigenvalues should be minimal, which means the smallest domain in Fig. 1 . In the robust eigenvalue design, the eigenvalues of the Jacobian matrix are complex numbers because the system dynamics is considered. Thus the sensitivity matrix of the eigenvalues is a complex matrix, which poses a new challenge to design. The tolerances of the parameters can be derived in the reverse way from the constraint domain to guarantee the designed system to be stable with a given robust performance.
3 Stability Based Robust Eigenvalue Design 3.1 Stability Design. The objective of the stability design is to choose such design parameters d that make the real part of the eigenvalues = ͓ 1 2¯n ͔ of the Jacobian matrix A smaller than zero. These design parameters d can be figured out by the following feasible problem ͑P 1 ͒.
Feasible ͑P 1 ͒. Find ͑d͒ to make the following:
where h͑d͒ and l͑d͒ are constraints from other design aspects. All the possible solutions of the feasible problem ͑P 1 ͒ form a nominal stability parameter space S n in which any design parameter will guarantee system stability. Then, the variation bounds of these parameters in the nominal stability parameter space S n are figured out. Limit parameter variations in the bounds 
The design parameters with the large variation bounds should be chosen from the nominal stability parameter space S n . The reason is that the design parameters with the large variation bounds have a good ability to restrain the effect of parameter variations to stability. The larger these bounds are, the less sensitive ͑i.e., more robust͒ the design is. As an example, in Fig. 2 , design b is more robust than design a since the variation bound of design b is bigger. The triangles show the nominal value of the designs, and the dashed rectangles indicate the variation bounds in Fig. 2 . Thus, it is important to judge whether the bounds ͑D 1 , . . . ,D m ͒ are larger than the given level ͑ 1 , . . . , m ͒. If 1 Յ D 1 , . . . , m Յ D m , these stability parameters d can be accepted. All these ac- Transactions of the ASME cepted stability parameters d and their variation bounds form a stability parameter space S s . When the design parameters d vary within this stability parameter space S s , the system stability will be maintained. The feasible problems ͑P 1 ͒ and ͑P 2 ͒ can be solved by the discretization algorithm where all the equations in the feasible problems are discretized with respect to all variables. Then the feasible problems are transformed into the test problems on every discretization point. This algorithm was stated in Ref. ͓22͔. 3.2 Robust Eigenvalue Design Using the Sensitivity Analysis Method. In this section, the robust eigenvalue design will be chosen from the stability parameter space S s to make the variations in eigenvalues minimal so that the system dynamic response will be less sensitive to design parameters variations.
For a system to be designed, the eigenvalue i of A͑d͒ is actually a function of the design parameters vector d = ͓d 1 , . . . ,d m ͔ T , which can be described as follows:
where g͑ · ͒ represents a nonlinear function that can be derived from the relationship of the design parameters d with the system matrix A͑d͒. Assuming the design parameters vary in a relatively small domain, the first-order Taylor expansion can be used to approximate the nonlinear function g at the operating point d 0 = ͓d 10 , . . . ,d m0 ͔ T . Thus, according to the orthogonal theory of eigenvector, these estimated eigenvalues i ͑i =1, . . . ,n͒ are derived as in the Appendix.
where i and v i are the right eigenvector and left eigenvector for the eigenvalue i , respectively, and ⌬d = ͓⌬d 1 , . . . ,⌬d m ͔ T is the variation in d at the operating point d 0 . Equation ͑6͒ is valid if the derivative ‫ץ‬A / ‫ץ‬d exists and it is in the vicinity of the operation condition.
From Eq. ͑6͒, the variation ⌬ i in the eigenvalue with respect to parameter variations can be expressed as
The sensitivity matrix J of the eigenvalue is defined as the ratio of eigenvalue variation to parameter variation, which is very important to the system robustness ͓3͔. Since J T J is usually a complex matrix, the real part and the imaginary part of the complex matrix J T J need to be considered separately. Therefore, Eq. ͑7͒ may be rewritten as
Easily we have
Re͑⌬͒ = Re͑J͒X ͑9a͒

Im͑⌬͒ = Im͑J͒X ͑9b͒
By taking a norm for both the real part and the imaginary part, we have performance limits for each part
The performance S of the system is defined and expressed as
and
According to the singular value decomposition theory, the proper symmetric matrix B may be decomposed as
where the symmetric matrix B describes the effect of the component variations to the system performance, i is the singular value, and the corresponding orthogonal eigenvector is denoted as V i , which is one element of V = ͓V 1¯Vm ͔. Inserting Eqs. ͑12͒ and ͑13͒ into Eq. ͑11͒, the performance will be directly related to design parameters as follows:
The performance in the m-dimensional space is a hyperellipsoid, as defined in Eq. ͑14͒. Its two-dimensional projection is depicted in Fig. 3 where both real and imaginary parts of eigenvalue are considered. When Im͑J͒ is zero, the symmetric matrix B is equal to J T J, which becomes the traditional robust design ͓15͔. In this sense, the traditional robust design is a special case of the proposed method and should share the same characteristics presented by Refs. ͓15,16͔: ͑a͒ the performance S defined in Eq. ͑12͒ is the same for every point on the hyperellipsoid ͑b͒ the length of the ith principal axis of the hyperellipsoid is
The smaller i is, the longer the ith principal axis is. The longest principal axis and the shortest principal axis correspond to the least and most sensitive direction, respectively.
Thus, the robust design requires that all principal axes have large lengths, especially the shortest principal axis. Since the shortest principal axis corresponds to the largest singular value max , if the largest singular value max is minimized, then the shortest principal axis may have the relatively large length. Hence the design parameters d for the robust performance can be figured out by solving the following min-max optimization problem in the stability domain:
where d S s is the requirement of the system stability and feasibility. All the possible solutions of the optimization ͑15͒ form a feasible parameter space S f , which guarantees system stability and robustness.
3.3 Tolerance Design. In order to limit the variation in the dynamic response in a given performance constraint, the parameter tolerance in the feasible parameter space S f should be figured out for the feasible design. Assuming the performance constraint is specified as Y r by users. Then the performance S has to be limited in the constraint domain as follows:
͑16͒
The tolerance design, which is based on Ref. ͓16͔, is to have the maximum space of the ellipsoid under the performance constraint Y r and maintain the design stability and robustness. For simplicity, a two-dimensional design problem will be discussed as in Fig. 4 . Parameter variations are limited in the tolerance space S t ͕⌬d 1 ͓−␦d 1 , ␦d 1 ͔ , ⌬d 2 ͓−␦d 2 , ␦d 2 ͔͖ with ␦d 1 and ␦d 2 as the largest variation in parameters d 1 and d 2 . The tolerance space S t is a rectangular space as shown in Fig. 4 . The principle of the tolerance design is to maximize the tolerance space within the sensitivity ellipsoid ͑feasible domain͒. The tolerance of the design parameters can be obtained by solving the following tolerance optimization:
where ␦d i Յ D i represents that the tolerance is constrained in the stability parameter space S s . The system is still stable when design parameters vary within the tolerance space.
Design Procedure.
The proposed robust design procedure is summarized as follows:
Step 1. Find the nominal stability parameter space S n by solving the feasible problem ͑P 1 ͒. These nominal design parameters guarantee the system stability.
Step 2. Find the stability parameter space S s within the nominal stability parameter space S n by solving the feasible problem ͑P 2 ͒. When design parameters vary within this stability parameter space S s , the stability is still maintained.
Step 3. Find the robust eigenvalue design within the stability parameter space S s by solving the optimization problem ͑15͒. This robust design minimizes the variations in eigenvalues so that the system dynamic response will be less sensitive to parameter variations.
Step 4. Find the tolerance of the robust design parameter by solving the optimization problem ͑17͒. If the variations in design parameters are within this tolerance space, this design will be stable and satisfy the specified robustness.
Case Study
The Laval rotor systems, where the rotating elements are symmetrical with respect to a rotor axis and the bearings are isotropic, can be described by nonconservative systems ͑see Refs. ͓2,23͔͒. 
The state-space equations for the rotor system are as follows:
The parameter values are shown in Table 1 . The objective is to select the design parameters m and m b from m ͓1 kg, 4 kg͔ and m b ͓1 kg,5 kg͔ to make the system stable and to minimize the eigenvalue sensitivity.
Find the Nominal Stability Parameter Space S n .
A nominal stability parameter space S n is figured out by the feasible problem ͑P 1 ͒. This space S n is shown in Fig. 6 in which "1" stands for the stable design and "0" stands for the unstable design. 
Find the Stability
The exact eigenvalues, their approximations, and the relative approximate error given in Table 2 demonstrate the effectiveness of the simple first-order model approximation.
Robust Design.
The robust parameters and the min-max singular value gained from Eq. ͑15͒ are shown in Table 3 where we can see that the real part of all eigenvalues is negative. Hence, the design not only achieves robustness at m = 2 kg and m b = 4.6 kg but also guarantees the system to be stable. . The largest tolerance space of the selected robust parameters m = 2 kg and m b = 4.6 kg will be solved from Eq. ͑17͒. The tolerance space and the maximum variation in the design parameters are shown in Table 4 . 
Design
Let ⌬m and ⌬m b vary randomly in ͓-0.01, 0.01͔. A total of 1000 samples are taken to check the robust design. From Fig. 8 , we can see that the mean and variance of the difference e͑m i , m b,j ͒ are larger than zero, which shows that the robust design has smaller performance variations than other designs and is thus more robust than other designs.
Conclusion
A novel method is proposed to design the system stability and robustness. First, a set of design parameters and their variation bounds are figured out to guarantee the system stability based on the stability theory. When the design parameters vary within these bounds, the system stability is still maintained. Then, in order to make the dynamic response less sensitive to the parameters variations, the robust eigenvalue design is considered where a new design sensitivity matrix is established to reflect the relationship between system eigenvalues and design parameters. This new sensitivity matrix generates a complex matrix that has not been met in previous designs. Through a proper transformation, the traditional robust design approach still can be applied to minimize sensitivity of those complex eigenvalues from which design parameters are obtained to maintain the system stability as well as its insensitivity to parameter variations. Finally, tolerance space of the design parameters is maximized for the feasible design. A simulation example has demonstrated the effectiveness of the proposed robust design method.
where O͑⌬d͒ are high order terms about ⌬d. Inserting Eq. ͑A5͒ into Eq. ͑A6͒ and neglecting the high order terms, a first-order model of the eigenvalue is obtained as 
