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Abstract 
 
We present a theoretical and computational study on two different processes of interest for the 
development of third generation solar cells: (i) electron injection in dye sensitized solar cells 
(DSSCs); (ii) mechanism of singlet fission (SF) in organic crystalline materials, commonly 
employed in organic solar cells. 
(i) Electron injection rates in DSSCs are computed through a combination of ab initio 
calculations and theoretical modeling. In particular, rates are calculated using a matrix 
partitioning approach, in conjunction with the propagation of Green’s functions. We are able to 
separate the entire dye-semiconductor surface in smaller sub-systems, whose study is less 
computational demanding. We prove that this approach is not only capable of simulating 
experimental results, but, due to its flexibility, can be used in a predictive way. We propose 
three possible applications of our method: a) a comparative study of different organic dyes 
sharing the same anchoring group; b) an investigation aimed to identify the optimal anchoring 
group for a DSSC dye, by screening 15 potential candidates in terms of adsorption strength on 
the TiO2 surface and electron injection properties; c) an extension of our approach for the study 
of metal-organic dyes, attaching the TiO2 surface through a variety of binding modes and with 
multiple anchoring groups. 
(ii) SF is studied focusing on the multi-excitonic (ME) intermediate, playing a pivotal role in 
the mechanism of the process. A model configuration interaction Hamiltonian is presented for 
the study of the electronic structure of a linear cluster of molecules undergoing to SF. The 
analysis of its electronic structure shows that different distances between the pseudo-triplets 
composing the ME produce energetically distinguishable states. In particular, we can separate 
the ME in two types: bound stabilized ME states whose pseudo-triplets are located on 
neighboring molecules, and unbound ME states, whose energy is almost equal to the energy of 
two triplets. We also demonstrate that, while singlet excitons are delocalized, ME states are 
localized. Dynamics of the ME←S1 radiationless decay is studied with Fermi golden rule, 
where a model is proposed to simulate explicitly the vibronic ME states. Effect of different 
choices of model parameters is studied, along with an analysis of the branching of the rates, 
showing that the transition occurs almost completely toward bound ME states.  
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Chapter 1:  
Introduction  
1.1 Alternative sources of energy: a global challenge 
According to estimations deriving from Hubbert peak theory[1, 2], oil extraction will 
begin its decline after 2020. Despite the criticism about oil peak theory[3], there is an 
undeniable truth: mankind will be obliged to face an enormous shift of paradigm in the 
consumption and production of energy. The gargantuan profile of this global challenge 
is even extended, if we consider that energy consumption have been increasing 
exponentially from the days of the first industrial revolution and it is still growing in the 
new millennium. It is actually driven by the industrialization of emerging countries  ̶  a 
trend that is not likely to be inverted in the near/mid-term future. More energy will be 
needed but we will not be able to use traditional means of provision, which actually 
supply the vast majority of energy in the world  ̶  a conundrum that is still far from 
being solved.  
Moreover, the increasing consumption of fossil fuels has led to a dramatic increase in 
CO2 emissions, raising the issue of global warming, which has been world-wide 
addressed by Kyoto protocol, setting, for the first time, strict limits to the production of 
greenhouse gases in industrialized countries.[4] Therefore, we have to face a world-
wide increasing energy consumption that cannot be dealt with, adopting traditional 
schemes; moreover, depletion of raw materials represents a geo-political issue, due to 
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the competition among industrialized countries for the control of continuously 
decreasing resources.  
Renewable energy resources (solar, tidal, wind, geo-thermal heat) could represent a 
viable solution for this problem. However, in spite of the increasing efforts produced 
during the last decades, only a small percentage (3%) of energy is produced in this way 
and only a fraction of it is obtained by solar energy conversion.[5] Nevertheless, solar 
energy alone could in principle satisfy the request of energy of the entire planet, 
covering also future increases in energy demands: solar luminosity irradiated on Earth 
in a year is ten orders of magnitude higher than current annual energy consumption. The 
realization of a cost-efficient device, capable of converting only a portion of solar power 
irradiated, would provide extraordinary benefits and also ensure long-term geo-political 
stability. 
Among a wide variety of possible architectures and materials that have been tested in 
the last decades, silicon based solar cells, the first invented solar cells, still holds the 
monopoly of the sector.[6] High conversion efficiencies have been achieved for single 
junction (~25%) solar cells.[7] Nevertheless, silicon based solar cells present several 
major drawbacks. First of all, pure silicon is needed for this kind of device, and it must 
be obtained from purification of silicate minerals, involving strongly endothermic 
reactions. This process drastically decreases the net energy, shifting the balance 
between the energy required to produce the device and the energy produced by the 
device during its life-span.[8, 9] Moreover, silicon is one of the most requested (hence 
expansive) raw materials, since it is widely used in electronics industry, and it is 
supplied by few countries in the world.[10]  
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For these reasons, research, both theoretical and experimental, has been focused, in the 
last decades, on individuating valid alternatives to silicon solar cells. The idea behind 
this new approach to solar energy (the so called third generation photovoltaics) is based 
on a drastic reduction of the costs of production. As these are dramatically reduced, if 
compared to silicon cells, the conversion efficiency required for the fabrication of a 
cost-effective cell is sensibly lowered.[11] 
Among the vast variety of possible alternatives, dye sensitized solar cells (DSSCs), 
designed by Grätzel and O’Reagan in 1990[12], represent one of the most intriguing 
alternatives: they show promising efficiencies[13, 14] and inexpensive fabrication 
processes are already available. However, these devices are far from being optimized 
and, even if an initial commercialization of DSSC niche products has recently started, 
efficiencies are still not high enough to grant cost-effectiveness and large scale 
production. In particular, electron transfer processes, occurring in DSSCs, need to be 
elucidated, in order to understand how to modify the devices and increase their 
efficiencies.[15]   
Another possible solution could be realized, surpassing the conversion efficiency limit 
set by theory: in 1961 Shockley and Queisser calculated the maximum theoretical 
efficiency for a single junction solar cell, which is, for an idealized semiconductor, only 
33.7%.[16] Different methods have been theorized to overcome this limit and the use of 
singlet fission (SF) seems to be one of the most promising. SF is a process allowing the 
generation of two photo-excited electrons for each harvested photon, from the fission of 
a singlet exciton in two triplet excitons.[17] This process takes place in different 
materials that can be used in solar cells, particularly in organic solar cells (OSCs).[18] 
In principle, exploiting this physical process in a solar cell, could double its efficiency. 
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This would be fundamental for OSCs and other emerging solar cells, that struggle to 
reach a satisfactory efficiency. However, the mechanism of SF still holds unclear 
aspects, preventing its efficient use in solar cells.[17, 19] 
Since the first investigations on DSSCs, computational and theoretical chemistry have 
been used to disentangle some of the phenomena that are relevant to the functioning of 
DSSCs and to introduce an element of design in the systematic exploration.[15] Due to 
the complexity of the device (described in Section 1.2), theory can contribute, more than 
in other research fields, not only to understand the experiments but to be predictive, 
addressing the development of new and more efficient solar cells. In Sections 1.5 and 
1.6 we report the recent advancements made by experiments and theory, respectively, 
for DSSCs, but we anticipate that no optimal configuration of the device had been 
obtained yet, thus preventing sensible advancements, in terms of efficiency, from the 
early archetypal Grätzel cell: DSSCs showed around 11% efficiency in 1991,[12] recent 
record-breaking device in 2011 provided 12% efficiency,[13] and mesoscopic cells 
reached 15% in 2013[14]; the efficiency in 20 years was increased only by 1% and only 
very recently by 4%. One of the reasons behind this problem is the lack of a 
comprehensive knowledge of the electron transfer processes occurring in DSSCs and 
how they are related to the complex interplay among the different constituents of the 
device. In this framework, theory can play a fundamental role, in providing this 
knowledge and, therefore, assist the development of more efficient devices. 
Theory can play a key role also in the study of SF and for its successful application in 
OSCs. In particular, the mechanism of SF has not been clarified yet: experiments alone 
struggle to capture the possible intermediate states of the process, which elude classical 
spectroscopic techniques. The lack of a full understanding of SF also casts shadows on 
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the possibility of its application in OSCs, which is currently controversial.[18, 20, 21] In 
the last years, different theoretical models[22-26] have been suggested and some ab 
initio studies [27-31] have been performed, in order to elucidate the SF mechanism and 
the electronic states involved in the process, in crystalline organic materials; these are 
described in detail in Section 1.6 but we can already reveal that there is a certain 
disagreement among different hypotheses, and that most of the current works provide 
ab initio calculations or phenomenological models featuring only a small model of the 
system (usually a dimer), which is not sufficient to describe the physics in a crystalline 
organic material. Therefore, further work is needed to understand the electronic states 
involved in SF and its dynamics. This knowledge would also be beneficial in providing 
a rational scheme for successful employment of SF in OSCs.     
In this thesis, we present a theoretical study on (i) electron injection, one of the 
electronic transfer processes occurring in DSSCs, and on (ii) SF in a model system 
mimicking properties of crystalline organic materials. The dynamics of both these 
phenomena, occurring in different systems, can be studied, adopting the same 
theoretical framework provided by time dependent perturbation theory. This work aims 
to contribute to the knowledge of elementary electron transfer processes, which play a 
fundamental role in modern technology, and to assist the design of new and more 
efficient solar cells. In the next sections we are going to introduce in detail DSSC 
functioning mechanism (Section 1.2) and SF process (Section 1.3), along with a brief 
description of the state of art of experiments (Section 1.5) and theory (Section 1.6 for 
DSCCs and 1.7 for SF). 
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1.2 Dye sensitized solar cells: device and electron transfer 
processes 
DSSCs, as originally conceived by Grätzel and O’Reagan in 1990[12], are typically 
composed by (i) a wide band gap semiconductor nanoparticles deposited on (ii) a 
transparent conducting substrate (usually fluorine doped tin oxide (FTO)), (iii) a 
molecular sensitizer stably anchored on the nanoparticle surface and a (iv) redox 
electrolyte in solution and in contact with (v) a counter electrode, as depicted in Figure 
1.1.  
 
Figure 1.1: Schematic representation of a DSSC device. 
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The working mechanism of a DSSC is the result of a series of electron transfer 
processes which mimic photosynthesis: solar radiation is absorbed by the dye which, in 
its excited state, transfers an electron to the conduction band (CB) of the semiconductor. 
This electron transfer at a heterogeneous interface, occurring on the femtosecond (fs) 
time-scale, is called electron injection and will be studied in this thesis. Fast electron 
injection, while not being a sufficient condition for a high-efficiency device, is surely a 
necessary requirement: slow electron injection is likely to lead to poor performance of 
the solar cell.[32] The transferred charge then diffuses through TiO2 nanoparticles to the 
electrode, where it is collected by an external circuit and reaches the counter-electrode. 
The circuit is closed by oxidation of the dye cation (dye regeneration) operated by the 
reduced species in solution, which in turn diffuse to the counter electrode, where are 
reduced again (electrolyte regeneration). In this way, a photo-voltage between the 
semiconductor and the counter electrode is generated, as schematized in Figure 1.2. 
This process is however affected by some loss mechanisms: (i) effects of thermal de-
excitation,[33] (ii) charge recombination at the interface to the dye[34-36] or (iii) to the 
electrolyte.[35-37] Charge recombination, in particular, occurs when the electron 
transferred to the TiO2 CB is back-transferred to the dye cation or to a reduced species 
in solution. These processes, even occurring on the millisecond (ms) timescale, are 
favored by slow diffusion of the electron to the electrode. The study of these electron 
transfer processes is beyond the scope of this thesis but it is important to underline that 
they dramatically affect the final efficiency of the device. For an exhaustive dissertation 
on this topic see ref.[38]. 
The efficiency of a DSSC is experimentally expressed by two parameters: the short-
circuit photocurrent and the open circuit potential difference (photovoltage)[39]. The 
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former is due principally by a balance between (i) dye’s light harvesting power, its 
injection characteristics and electron mobility through the nanoparticles, and (ii) back 
electron transfer processes and electron trapping in semiconductor defect states. The 
latter is given by the difference between the quasi-Fermi level of the semiconductor and 
the redox couple Fermi level. The choice of components obviously affects these 
parameters, however no trivial cause-effect explanation can be achieved because the 
effect of each component is not independent from the others, i.e. a dye that is excellent 
in an experiment could be a poor choice if the electrolyte or the semiconductor is 
changed. Hence, despite increasing efforts, optimization of the device is still far from 
being obtained, since an independent optimization of the individual components is not 
achievable, and different pathways are followed,in order to increase the efficiency.[39] 
 
Figure 1.2: Schematic representation of electron transfer processes occurring in DSSCs. 
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Regarding the semiconductor, TiO2 is the preferred choice for semiconductor 
nanoparticles: titanium dioxide is cheap, abundant on Earth, nanoparticles fabrication is 
inexpensive and it has a wide band gap. Two polymorphs of TiO2 are commonly used: 
rutile and anatase, with the latter being usually preferred for better thermodynamic 
stability[40-43]. A wide variety of possible alternatives to TiO2 have been studied: 
SnO2[44], WO3[45], Nb2O5[46], SrTiO3[47], ZnO[48]. Also different architectures have 
been experimented: TiO2 nanowires[49], different nanoparticle fabrication[50] or the 
introduction of metal oxide blocking layers[35]. Aims of these investigations are: (i) the 
search for an optimal alignment of the energy levels, which favors desired electron 
transfer processes; (ii) obstruction of back electron transfer pathways; (iii) the attempt to 
obtain higher electron mobilities; (iv) improve the stability under illumination; (v) avoid 
photodecomposition of the dye. 
Intense research has been devoted to the study of efficient redox species. In fact, a good 
number of alternatives have been recently introduced to the I3
-/I- couple used in the 
archetypal Grätzel cell: cobalt[13] and iron[51] based complexes, organic radicals[52] 
and solid state architectures based on polymers[53] or organic-inorganic hybrids.[14] 
Reasons to substitute the I3
-/I- couple are given by (i) adopting redox species with a 
simpler electrochemistry, (ii) increasing the open circuit voltage by lowering the Fermi 
level of the redox couple. Finally, solid state architectures could in principle overcome 
the diffusion issues arising in a solution and recently a solid state DSSC, based on a 
perovskite pigment, reached a record efficiency (15%).[14] 
Finally, the possible dyes for DSSCs can be divided in two categories: (i) metal-organic 
dyes[12, 13, 54-56] (ii) organic dyes.[57-60] Ruthenium dyes have been the ones 
providing the highest efficiencies[12, 54-56] until 2011, when their record was broken 
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by Zn-porphyrins.[13]. Nevertheless, metal-organic dyes, even if providing the best 
results, are usually more expansive and their synthesis is more complicated. Moreover, 
their size prevents a more efficient coverage of the nanoparticle surface. Therefore, 
purely organic dyes represent an interesting alternative, due to their enormous 
versatility, given by low costs and feasibility of synthesis.[61] Co-sensitization of TiO2 
with different dyes has also been investigated, using dyes adsorbing in different regions 
of the light spectrum, to enlarge the range of collected photon energies.[62] 
 
1.3 Singlet fission: a general overview 
SF is a special case of spin allowed transition, where a single-exciton singlet state 
(usually S1) splits in two coupled single-exciton triplet (T1) excitations.[17, 19] Decades 
after its first observation in anthracene crystals, SF has been recently experimented in a 
wide variety of crystalline organic materials[63-70], polymers[71], quantum dots[72] 
(QD) and in solution.[73] The reason behind a renewed interest on this physical 
phenomenon is given by the opportunity to exploit it, in order to overcome the 
Shockley-Queisser theoretical limit of conversion efficiency for single junction solar 
cells.[16] In fact, adopting materials capable of SF, as light harvesting units in solar 
cells, may allow to generate two photo-excited electrons for each captured photon, 
doubling, in theory, the quantum efficiency. Moreover, back electron transfer processes 
from triplets would be spin forbidden. However, each of the two triplet excitons 
generated by SF possesses around half the energy of the singlet exciton, thus also 
halving the potential voltage. Therefore, the use of a SF material should be combined 
with materials absorbing at long wavelength. Exploiting SF could drastically increase 
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the conversion efficiency in (i) OSCs, adopting a SF-based donor material;[18, 20, 64, 
69, 74-78] (ii) DSSCs, if a SF dye is employed;[63, 79] (iii) QD solar cells.[63, 80, 81] 
Recently, high values of external quantum efficiency (EQE) for SF-based OSCs have 
been measured, employing pentacene and tetracene. [18, 64] However, Mazumdar and 
coworkers argue that the connection between high EQE and SF cannot be completely 
proven by current experiments.[21]  
Nevertheless, the SF mechanism still holds unclear aspects, leading to inconsistent 
interpretations of the phenomenon and preventing from manufacturing the expected 
high-efficiency devices. 
SF is a thermodynamically favorable process when the following condition is 
satisfied[17]:  
𝐸(S1) > 2𝐸(T1)                                                                              (1.1) 
where, for isolated molecular pairs, 𝐸(S1) and 𝐸(T1) represent the energy of the first 
singlet and triplets states, respectively, while for crystalline materials represent the 
bottom of the singlet and triplet bands, respectively. Eq. 1.1 is true for organic 
crystalline materials like pentacene and hexacene derivatives, the former being the most 
studied material for SF purposes.[26, 28, 29, 63, 69, 75-78, 82, 83] For hexacene, 
instead, a possible fission of the singlet in three triplets has been recently proposed, due 
to the extremely low energy of T1.[84] However, hexacene is very instable[85] and, for 
this reason, is usually functionalized.[86, 87] For these crystalline organic materials, the 
production of two separate triplets is an ultrafast process ranging from hundreds of fs 
(pentacene) to ps (hexacene).[82, 83] In other materials, i.e. tetracene, the previous 
condition is not met and SF should be thermally activated, thus lowering the rate of the 
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process. Bardeen and coworkers found an ambiguous temperature-dependence for the 
decay of singlet exciton in tetracene crystals, in particular at low temperatures (200 K), 
explained by possible change of polymorphism in tetracene crystals.[65, 66] However, 
Friend and coworkers suggest that the generation of triplet pairs, in absence of the 
driving force given by exothermicity, is due to an equilibrium-like process between S1 
and 2T1 populations, thus explaining both lower rates and high quantum yield[63]. 
Techniques commonly employed to study SF dynamics are briefly described in Section 
1.4. 
It is known that the mechanism of SF features an intermediate state which is typically 
described by a doubly excited configuration where two triplets with opposite spins are 
accommodated on two different excitation sites. This state is referred in literature as 
1(TT) or, more commonly, as multi-excitonic (ME) state.[17, 19] Its overall spin 
multiplicity is a singlet, and hence the process is spin allowed. SF can be described as a 
two steps process: 
S0 + S1 ⇄ ME ⇄ T1 + T1                                                                  (1.2) 
Where the ground state S0 is included since it is involved in the overall mechanism. 
Experimental proof of existence of this dark state has been recently obtained via time-
resolved two-photon photoemission spectroscopy for the pentacene/C60 system.[75]  
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1.4 Experimental techniques for the study of the dynamics of 
ultrafast charge transfer processes 
1.4.1 Pump probe spectroscopy                     
Different time resolved spectroscopy techniques have been used to study electron 
injection in DSSCs and SF, such as (i) Uv-vis transient absorption spectroscopy[63, 69, 
82, 84, 88-92] (ii) time resolved fluorescence spectroscopy[65, 93] (iii) time resolved 
infrared and Raman spectroscopy[94, 95] (iv) time resolved photoemission 
spectroscopy.[75, 88, 91, 92, 96-98] All these techniques share the use of the so-called 
pump-probe methodology: an ultrafast laser pulse is directed to the sample, populating 
an excited state (pump); then a second laser pulse (probe) is used to control the time-
dependent evolution of this state, by monitoring physical properties of the sample. For 
example, in Uv-vis transient absorption spectroscopy, the time-dependent absorbance 
variation is monitored. In particular, for the case of electron injection in DSSCs, in the 
pump step the dye is photoexcited, while the probe monitors the rise in absorbance of 
the dye cation, due to the electron transfer to TiO2. Finally, fitting of the time-dependent 
signal allows to calculate the time constant for electron injection. This method has been 
widely adopted for the study of electron injection of a variety of dyes. Transient 
absorption has been also used for the study of singlet fission dynamics in tetracene, 
pentacene, and hexacene derivatives. In this case, time delayed absorption signals for 
singlet and triplet states are observed and, hence, singlet fission rates are computed, 
showing fs timescales for pentacene[82] and ps timescales for tetracene[63] and 
hexacene.[84] 
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 A similar procedure is adopted in time resolved fluorescence spectroscopy, where the 
time-dependent fluorescence is monitored instead. This technique has been used, for 
example, to study the electron injection dynamics of coumarin 343 on TiO2.[93] 
Delayed fluorescence has also been used to study singlet fission dynamics in tetracene 
crystals, in order to investigate the lifetime of coherent triplet pairs.[65]  
Time resolved IR spectroscopy has been adopted to study electron injection of Fe(II) 
complexes[89] while time resolved Raman spectroscopy has been used to study 
coumarin 343.[94] This technique provides also structural insights on the dye-TiO2 
system as it allows to observe time-dependent changes in the adsorbed dye’s vibrational 
spectrum. It is a convenient choice of investigation when the interpretation of the Uv-
vis spectra is affected by spectral overlap problems. 
 Finally, in time resolved photoemission spectroscopy, the probe pulse is used to induce 
photoemission of the electron from the excited state. The time-dependent population of 
the excited state is hence recorded, by changing the time delay between the pump and 
the probe pulses. This technique is mostly used to study dyes adsorbed on single 
crystals, instead of nanoparticles, and it overcomes some of the drawbacks of transient 
absorption method: while the latter need high extinction coefficients and high coverage 
of the surface, time resolved photoemission spectroscopy is more sensitive, being 
suitable also for low dye coverage of the surface.[88, 91, 92] It is important to underline 
that experimental injection times are usually upper limits estimates: this is due to 
instruments resolution ranging, for different techniques, from few fs[98] to 100 fs.[89]  
More recently, time resolved photoemission spectroscopy has been successfully 
employed to study SF dynamics and the SF mechanism in tetracene and pentacene 
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crystals, but also in model SF based solar cells.[75, 96, 97] In fact, in this application of 
photoemission spectroscopy, the different excitonic states (S and T excitons, ME) are 
detected and distinguished because of different photo-electron energies. This allowed to 
obtain a first direct observation of the ME state in the C60-pentacene interface, which 
had eluded other techniques.[75] It was also possible to study different rates of the 
S1←ME non radiative decay in pentacene and in tetracene, the former occurring with 
ultrafast dynamics (~100 fs)[75], the latter being sensibly slower (~7 ps).[96, 97]     
1.4.2 Resonant photoemission spectroscopy (core-hole clock method)        
In resonant photoemission spectroscopy (RPES), resonant excitation (core-hole 
creation) is followed by core-hole decay with Auger emission. This ultrafast process can 
be schematized in two steps: in a first step, X-rays irradiate the sample, exciting one of 
its core-electrons to an unoccupied orbital. Hence, the hole left in the core level is filled 
by either the excited electron or by an electron from another orbital.[99] In both cases 
an Auger electron is emitted, its kinetic energy 𝐸𝑘 being proportional to the exciting 
photon energy. 
When the sample is irradiated with X-rays, if the energy is slightly lower or slightly 
higher, the same unoccupied orbital is filled by the core electron. Because of energy 
conservation, any excess energy is conserved by the molecule: this can be described as 
if, in the resonance width, there is a manifold of virtual states that can be filled by the 
core electron. This broadening is similar to the Raman vibrational broadening and, 
therefore, the process is usually named “Raman-like” and the relative peaks observed in 
the photo-emission spectrum are called “Raman-like” peaks. 
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When the molecule is linked to a semiconductor substrate, as in the case of DSSCs, the 
excited electron, if there is a favorable energy levels alignment, can delocalize to the 
substrate empty states (in DSSC case the manifold of the CB of the semiconductor), a 
process earlier described as electron injection. In this case, the 𝐸𝑘 of the emitted Auger 
electron will be no longer proportional to the exciting photon energy. It will be a 
constant value instead, since charge delocalization to the semiconductor causes loss of 
information of the excited state. 
In a resonant photoemission spectrum the peaks deriving from de-excitation of the 
excited state and from charge delocalization can be distinguished, because of the 
different 𝐸𝑘 dependence. Moreover, the ratio between the lifetime of core-holes 𝜏 and 
charge transfer time 𝜏CT is related to the ratio of the intensities of the two peaks (𝐼 and 
𝐼CT): 
𝜏
𝜏CT
=
𝑓
1 − 𝑓
                                                                                   (1.3) 
𝑓 =
𝐼
𝐼 + 𝐼𝐶𝑇
                                                                                 (1.4) 
Eq. 1.3 and 1.4 are the basis of the so-called core-hole clock method[99] which is 
employed to evaluate 𝜏CT from RPES experiments, and the ideal conditions of 
applicability of the method are met when 0.1𝜏 < 𝜏CT < 𝜏, i.e. the difference should be 
contained in one order of magnitude. This feature, while restricting the validity of the 
method to a small range of times, enables it to overcome limitations of transient 
spectroscopy and probe very short injection times (<10 fs). A possible drawback of this 
method is given by the fact that, if ground and excited states of the molecule are 
significantly changed when adsorbed on the substrate, the resulting core-hole spectrum 
will be complicated to interpret.  
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This technique has been employed for the calculation of electron injection times of 
ruthenium dyes on rutile(110),[100, 101] of isonicotinic and bi-isonicotinic acid on 
rutile (110) surface[102] and on anatase (110)[103, 104], allowing to sample electron 
injection times of the order of few femtoseconds. 
For example, for ruthenium dyes, the de-excitation time is described by the N 1s core-
hole lifetime and the electron injection is computed from LUMO+2 and LUMO+3 of 
the dye.[101] 
 
1.5 Dye sensitized solar cells: theoretical studies of the dye-
TiO2 system 
In this section we report the contributions made by theory, for the study of the dye-
semiconductor interface in DSSCs and for the calculation of electron injection rates. In 
fact, a correct description of the dye-TiO2 interface is fundamental for electron 
injection; the adsorption geometry influences the electron injection, as the chemistry of 
the anchoring group of the dye and its attachment to the surface determines the dye-
TiO2 electronic coupling. Moreover, studies of dyes adsorption are fundamental to 
assess the adsorption strength, as a stable adsorption of the dye is necessary to develop 
an efficient device. 
1.5.1 Theoretical and computational studies on TiO2          
The structural and electronic properties of rutile, anatase and of their most stable 
surfaces have been widely studied. Adamo and co-workers evaluated the structural and 
electronic properties of the two polymorphs of TiO2, with ab initio calculations, carried 
out both at the Hartree-Fock (HF) and at the density functional theory (DFT) level of 
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theory. Their results suggested that anatase is the most stable form of TiO2. The same 
authors were also able to characterize the electronic structure of both polymorphs, in 
terms of bands structures and densities of states: in both cases the top of the valence 
band (VB) is mainly due to O2p states, while the lowest part of CB is composed by Ti3d 
states.[40] Adamo and co-workers also performed a similar study, on rutile and anatase 
slabs, in order to calculate surface energies, full-relaxation effects and electronic 
properties, such as the band structures and the densities of states, obtaining results in 
good agreement with experimental works. The results were able to describe the relative 
stability of the different surfaces and they confirmed, regarding the electronic 
properties, the conclusions drawn for the corresponding bulk cases.[41] An intriguing 
aspect is the oscillating behaviour of the geometric and electronic properties of rutile 
TiO2 (110) thin films, as a function of the number of layers.[105] Pacchioni and co-
workers proved that this phenomenon is caused by the change of O2p-Ti3d interlayer 
hybridization along the layers, due to a symmetry plane, which is contained in films 
with an odd number of layers.[106]  
1.5.2 Theoretical and computational studies on molecular dyes and their 
adsorption on TiO2 surfaces                  
The connection between dyes structures and DSSC efficiency has been vastly 
discussed[107] and, therefore, studies of molecular dyes on TiO2 surfaces present a 
fascinating challenge for theoretical chemistry; due to the extremely wide range of 
available dyes for light harvesting in DSSCs, whereas the choice of the molecule to be 
studied is often made on a trial and error basis, theory can provide a methodological 
approach, predicting the properties of the most effective chromophores. Hence, theory is 
not only capable of explaining the experiments results, but can address the synthesis of 
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new and more efficient molecular dyes. In this regard, several studies on the influence 
of the sensitizer adsorption modes have been conducted. It has been shown that the 
sensitizer adsorption geometry of Ru-complexes has a remarkable influence on the open 
circuit potential, therefore on the efficiency of the DSSC device.[108] In particular, 
several possibilities have been explored, from the simple difference between molecular 
and dissociative (with protonation of the TiO2 surface) adsorption modes to the 
comparison between mono-dentate and multi-dentate absorption geometries. It has been 
demonstrated that the sensitizer dipole moments, associated with different adsorption 
modes, can influence the position of the TiO2 CB.[108] The alignment of the dye’s 
molecular levels with the TiO2 CB states, which is one the parameters determining the 
rate of the electron injection, has been analyzed through DFT and time dependent DFT 
(TD-DFT) studies for several Ru-complexes, highlighting how the position and the 
character of the HOMO-LUMO levels of the dyes are noticeably different in the 
isolated and interacting systems.[109-112] Purely organic molecules have also received 
a great attention: in particular coumarin based dyes[113], and alizarine[114, 115]. More 
recently, anthracene based sensitizers have been studied, showing appreciable 
conversion efficiency.[60] Finally, also di-anchoring group organic dyes have been 
investigated, demonstrating that the double adsorption improves the electronic 
properties of the system.[116] 
 
1.5.3 Theoretical and computational studies on the electron transfer 
reactions at the interface between dye and semiconductor                 
The dynamics of photoinduced electron transfer processes at dye-semiconductor 
interface has been studied with different approaches and methods in the recent years. 
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Thoss and coworkers developed an ab initio-based method, called multi-layer multi-
configuration time-dependent Hartree (ML-MCTDH) method.[117] This variational 
approach features a representation of Hamiltonian in a basis of localized donor and 
acceptor states, where the parameters of the Hamiltonian have been taken from ab initio 
calculations.[113, 118, 119] Prezhdo’s group used non-adiabatic molecular dynamics to 
simulate electron transfer on timescales of up to tens of femtoseconds and to distinguish 
between adiabatic and non-adiabatic electron transfer pathways. For example, electron 
dynamics and electron transfer rates at the alizarine/TiO2 and bipyridine/TiO2 interfaces 
were studied. [114, 115, 120-122] However, even if an ab initio description of the 
interface is appealing, this kind of time-resolved simulations is still rare and 
computationally demanding. Batista and coworkers used ab initio molecular dynamics 
(within DFT). They adopted a model Hamiltonian derived using the semiempirical 
extended Hückel approach, to describe the excited states and propagate the wave 
function in time, for representative nuclear configurations. In this way, they modeled 
the dye-semiconductor electron transfer and subsequent charge delocalization in TiO2 
crystals.[123, 124] May and co-workers studied the heterogeneous electron transfer for 
the TiO2-perylene system using a diabatic-like separation of the whole system into 
molecular and semiconductor states and considered the ground and first excited state 
sfor the dye together with a large number of states in the CB of the semiconductor[125, 
126], an approach which presents some similarities with the method that we employ in 
this thesis. However, the model used by May and coworkers is based on experimental 
results, since the Hamiltonian features parameters which are fitted to measured spectra. 
More recently, Wang and May studied the enhancement of electron injection, due to 
metal nanoparticles used in conjunction with the dye and the semiconductor.[127] 
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The methods discussed above are all limited to some extent by the inability of 
predicting the alignment of the energy levels of the dye and the semiconductor in the 
presence of a complex liquid-solid interface (in addition to the DFT limitations which 
can be in principle reduced). Moreover, current models and methods to study electron 
injection either require a computational demanding simulation of a complete 
semiconductor-chromophore system, or they have to relate on experimental results. In 
either case, they are not suitable for systematic studies of electron injecting properties of 
a wide variety of chromophores and they are not able to disentangle the different driving 
forces (dye chemistry, anchoring group chemistry, attachment chemistry) of the electron 
injection process. Nevertheless, this knowledge is fundamental, since it may assist 
experiments, by conceiving rational rules for the design of new and more efficient dyes. 
 Our approach is based on partitioning the TiO2-dye system into smaller sub-systems, as 
described in Chapter 2, where our methodology is explained in detail and compared 
with previous works. Our method does not need a simulation of a complete 
semiconductor-chromophore system and does not rely on experimental data. It has been 
previously applied to study injection times in a series of organic dyes, including 
perylene derivatives, isonicotinic and biisonicotinic acid and coumarin[128, 129]. In 
Chapters 3-5 we report three different applications of this method, for the study of 
electron injecting properties of DSSC dyes.  
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1.6 Singlet fission in organic crystalline materials: theoretical 
studies on the mechanism and role of the multi-excitonic state 
A main controversy in SF mechanism arises from the coupling between ME and S1 
states: some studies suggest that the driving force for the ME←S1 non radiative decay is 
given by direct coupling between these two states;[28, 29, 65, 130] Another school of 
thought indicates that direct coupling is not sufficient to explain the rates of SF and 
suggests that indirect coupling via charge transfer (CT) states causes the ultra-fast 
dynamics of ME generation[22-24]. 
Zimmermann and coworkers employed post-HF methods to study a pentacene dimer 
model. They characterized the ME as the intermediate state leading to SF. They found 
that ME←S1 transition is fast and the subsequent separation in 2T1 is favoured by the 
formation of an excimer-like complex[28]. In a successive paper, they also studied 
pentacene and tetracene through QM/MM calculations, adopting the RAS-2SF 
method[131]; they suggest that the driving force for the ME←S1 transition is the direct 
coupling between them and no CT state is involved in the process[29]. Zhu and 
coworkers argue that the ultrafast dynamics arising from available experiments cannot 
be justified by direct coupling between S1 and ME. Multi-state DFT and density matrix 
modeling were employed to show that indirect coupling through CT states is two order 
of magnitude higher than direct coupling. This should justify the ultrafast dynamics, in 
conjunction with high density of ME states and dephasing produced by environmental 
effects[22]. Casanova studied tetracene and two of its derivatives with ab initio 
quantum chemical calculations, excluding in all the cases the role of CT states as 
possible intermediates of the SF mechanism, but confirming their role for second order 
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coupling[30]. Very recently, Voorhis and coworkers calculated the energy levels and 
the electronic coupling between S1 and a TT state for dimers belonging to the 
crystallographic structures of different pentacene and tetracene derivatives, using 
constrained DFT (CDFT) and CDFT based configuration interaction (CDFT-CI).[132] 
Rates of SF, following the scheme proposed by Bixon and Jortner,[133-135] were in 
agreement with experimental results.[31] Regarding the mechanism, it is proposed that, 
for weakly interacting systems, SF is non-adiabatic while it is adiabatic for strongly 
coupled systems.[31] 
Recently, theoretical studies have also been carried out, in order to investigate the 
interface between the SF material and the donor material in an OSC. Prezhdo and 
coworkers studied the C60-pentacene interface, deriving a kinetic model for SF from non 
adiabatic molecular dynamics. They found that SF in a typical interface of an OSC must 
compete with the usual mechanism of exciton dissociation at the donor-acceptor 
interface[27]. This agrees with previous studies, motivating the competition between SF 
and exciton dissociation at the interface, for C60-pentacene and C60-tetracene systems, 
and showing that SF is favored for pentacene but not for tetracene[97]. However, a 
critical point of non adiabatic dynamics is given by the fact that it forces the system into 
one of the adiabatic potential energy surfaces via a sequence of fast hops, while, for 
very fast processes it is more likely for the system to be in a linear combination of 
electronic states.  
In their recent papers, Reichman and coworkers developed a phenomenological model 
based on a minimal CI Hamiltonian. The dynamics of SF for a pentacene dimer were 
studied, considering only the electronic degrees of freedom explicitly, while all nuclear 
modes are part of a bath system. The results for this kind of approach suggest that SF 
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occurs via a “super-exchange” mediated mechanism, through CT states, even if these 
states possess very high energies[22-24]. Krylov and coworkers criticize such a 
diabatization approach and propose the use of adiabatic wave-function and the 
calculation of non adiabatic couplings. In this way, they argue that there is no need to 
introduce concepts like “super-exchange” or “two electron coupling”, since the CT 
configurations are already included in S1 and ME wave-functions[25]. In a similar 
approach, Spano and coworkers developed a phenomenological Hamiltonian in 
conjunction with quantum chemical calculations, in order to study the photophysics of 
pentacene. They state that the lowest singlet exciton has a huge contribution (up to 
50%) from CT configurations and this is the main responsible for Davydov splitting in 
pentacene. Also ME has a similar contribution from CT excitations; therefore, S1 and 
ME can be almost simultaneously populated when close in energy. Either wise, fast SF 
could still occur with a CT mediated mechanism[26, 136].  
In our approach to SF, we aim to study, with a model Hamiltonian, the electronic 
structure of a linear chain of molecules undergoing SF, the coupling among S1 and ME 
states, and hence test the applicability of Fermi golden rule for the study of the ME←S1 
transition in condensed phase, including an explicit modeling of molecular normal 
modes, in order to describe ME vibronic states. Our approach is hence focused on 
surpassing the limitations of theoretical methods employed in the recent literature. In 
fact, the subject of most of the current studies is a dimer model or ab initio calculations 
on dimers. These approaches are unable to reveal the complete physical picture of a 
condensed phase system, like organic crystalline materials, since in a dimer the 
localization of the ME state is imposed by the dimensions of the system, while in a 
more realistic description the two pseudo-triplets composing the ME could be localized 
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on different sites, or delocalized over a number of sites. However, ab initio calculations 
of the singles and double excitations of large clusters of molecules are computationally 
unfeasible, and, hence also models based on them cannot be improved. Moreover, the 
description of SF dynamics practiced by current models usually do not include 
explicitly molecular normal modes, whose effect is potentially critical. In Chapters 6 
and 7 we present in detail our model and the results obtained for the electronic structure 
of a linear chain of molecules and for Fermi golden rule rates for the ME←S1 transition, 
respectively.  
 
1.7 Thesis outline 
In Chapter 2 we define the theoretical bases of our study, in particular we describe in 
detail the matrix partitioning scheme largely employed in this thesis and the quantum 
chemistry methods used in conjuction with our theoretical models. In Chapter 3, we 
report a high throughput study on electron injection times for phosphonated organic 
dyes in DSSCs. Results are compared with available experiments, providing a proof for 
the validity of our partitioning approach, that is further employed in Chapter 4 where we 
report a systematic study of the attachment chemistry along with adsorption energies, 
and electron injection properties on TiO2 surfaces, of 15 anchoring groups for DSSC 
dyes, providing useful insights for design of the anchoring group. In Chapter 5 we 
verify the validity of our approach for metal-organic dyes, studying the attachment 
chemistry and electron injection properties of the N3 dye on TiO2, and comparing the 
electron injection times obtained with the full dye against different models of anchoring 
group. In Chapter 6 we describe the electronic structure of a cluster of molecules 
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subjected to SF, with particular focus on different types of ME states, by means of a 
model CI Hamiltonian and matrix partitioning procedure. In Chapter 7, we test Fermi 
golden rule for the study of ME←S1 non radiative decay, including an explicit 
description of ME normal modes of vibration. Finally, in Chapter 8 concluding remarks 
and ideas for possible continuation of these studies are reported.  
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Chapter 2: 
Theoretical methods for the study of 
electron transfer and non-radiative 
decay processes 
2.1 Outline 
In this Chapter, we introduce the theoretical methods used in this thesis. We first report 
a brief summary of the quantum chemistry methods, used in the following chapters for 
the study of the electronic structure of molecular systems and crystalline solids 
(Chapters 3-5). A particular attention is given to configuration interaction theory, that 
has been employed to develop a model Hamiltonian for the study of a linear chain of 
molecules undergoing SF (Chapters 6-7). Hence, we focus in more detail on the study 
of the dynamics of electron transfer and non radiative decay processes, via 
approximated solutions of the time-dependent Schrödinger equation. In particular, (i) 
we introduce the fundamental concepts of time-dependent perturbation theory and the 
formulation of the Fermi golden rule that will be used in Chapter 7; (ii) we describe the 
matrix partitioning scheme and its application to the study of the electron injection 
process in DSSCs (Chapters 3-5).  
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2.2 Quantum chemistry methods 
The Hamiltonian of a molecular system has the following expression, given by 
contributions of kinetic energy 𝑇 and potential energies 𝑉 of electrons 𝑒 and nuclei 𝑁, 
thus producing the following time independent Schrödinger equation: 
[𝑇𝑁 + 𝑇𝑒 + 𝑉𝑁𝑁(𝐑) + 𝑉𝑁𝑒(𝐫, 𝐑) + 𝑉𝑒𝑒(𝐫)]Ψ(𝐫, 𝐑) = 𝐸Ψ(𝐫,𝐑)                           (2.1) 
Where 𝐫 and 𝐑 are the electron and nuclear coordinates, respectively. The solution of 
this equation is drastically simplified by the Born-Oppenheimer approximation. This is 
based on the observation that, due to high ratios between masses of nuclei and electrons, 
time-scales of nuclear and electronic motion are extremely different. Nuclear and 
electronic degrees of freedom can be, hence, decoupled and the total wavefunction 
written as the product of a nuclear wavefunction and an electronic one, the latter 
depending only parametrically on 𝐑.[137]  
Ψ(𝐫, 𝐑) = 𝜙(𝐫,𝐑)𝜒(𝐑)                                                                (2.2)      
A similar decoupling procedure is not possible among electronic degrees of freedom 
because of the 𝑉𝑒𝑒(𝐫) term, preventing a further simplification of the system into one-
electron equations. The electronic Hamiltonian of the system has to be approximated; in 
the following section we describe common approximation procedures. 
2.2.1  The Hartree-Fock method           
According to the Pauli principle, the wavefunction of two identical fermions has to be 
anti-symmetric to the exchange of particles. Hence, the wavefunction of a many 
electron system has to be anti-symmetric to the exchange of two electrons. This is 
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obtained by expressing the wavefunction of a system of 𝑁 electrons, as a determinant 
(the Slater determinant), which is anti-symmetric if two rows are exchanged[138]: 
𝜓(𝐫) = (𝑁!)−
1
2det[𝜒𝑎(1)𝜒𝑏(2)…𝜒𝑧(𝑁)]                                              (2.3) 
where {𝜒𝑖} is a set of orthonormal spin-orbitals. In the Hartree Fock (HF) method, the 
energy of a spin orbital is determined, treating the electron-electron repulsion in an 
average way. This is done by defining the Fock operator 𝑓𝑖 and solving the HF 
equations: 
𝑓𝑖 = ℎ̂𝑖 + 𝑣𝐻𝐹(𝑖)                                                                             (2.4) 
?̂?𝐻𝐹 =∑ ?̂?𝑖                                                                              
𝑁
𝑖
(2.5) 
𝑓𝑖𝜒(𝐱𝑖) = 𝜀𝑖𝜒(𝐱𝑖)                                                                        (2.6) 
ℎ̂𝑖 contains one-electron terms, while 𝑣𝐻𝐹(𝑖) represents the average potential acting on 
the i-th electron, due to all the other electrons. The explicit expression of 𝑣𝐻𝐹(𝑖) 
represents the core of the HF approximation: 
𝑣𝐻𝐹(𝑖) =∑∫
|𝜒𝑗(𝐱𝑗)|
2
𝑟𝑖𝑗
𝑗
d𝐱𝑗 −∑∫𝜒𝑗
∗(𝐱𝑗)
1
𝑟𝑖𝑗
𝜒𝑖(𝐱𝑗)
𝑗
d𝐱𝑗                                     (2.7) 
The first and second terms of the right side of Eq. 2.7 are the Coulomb operator, 𝐽𝑖, and 
the exchange operator ?̂?𝑖, respectively, and represent the total electronic repulsion 
considered in HF method. 
 Since 𝑣𝐻𝐹(𝑖) depends on all the other spin-orbitals, HF equation is non linear and has 
to be solved through an iterative procedure called the self consistent field (SCF) 
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method: the Fock operator is built from a trial set of spin orbitals, the HF equation is 
then solved providing a new set of spin-orbitals, which, in turn produces a new Fock 
operator. This iterative procedure is repeated until convergence. 
The HF method does not include, by definition, the correlation energy,[138] which is 
defined as: 
𝐸𝑐 = ℰ0 − 𝐸𝐻𝐹                                                                         (2.8) 
Where 𝐸𝐻𝐹 is the HF energy and ℰ0 is the exact non-relativistic energy of the 
system.[139] Being a single-determinant approximation, HF method is incapable of 
describing this energy, whose physical meaning can be expressed in two contributions: 
(i) a static contribution which is due to the unsuitableness of a single-determinant 
approximation in describing the ground state of nearly degenerate systems (i.e. d1 
orbital of transition metals or bond dissociation) (ii) a dynamical contribution which is 
related to the correlated movement of electrons, which avoid one another in their 
motion. There are different ways to overcome this limitation of HF method; i.e. in 
density functional theory (Section 2.2.2) both exchange and correlation are handled in 
an approximated way, while post-HF methods, such as configuration interaction theory 
(Section 2.2.5), go beyond the single-determinant picture, describing the wavefunction 
as a linear combination of Slater determinants.  
2.2.2 Density functional theory              
Density functional theory (DFT) studies the interacting many-body system, adopting an 
auxiliary non interacting analog, the Kohn-Sham system, which is numerically tractable. 
The one-to-one correspondence between interacting and non-interacting systems has to 
be approximated in practice, even if it is exact in principle.[140] 
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DFT was proposed by Kohn and Honenberg[141], who demonstrated that the electron 
density 𝜌 of the ground state of a system of 𝑁 electrons uniquely determines the 
Hamiltonian and all the properties of the ground state, which are expressed as 
functionals of the electron density. This method is in principle very convenient, since it 
allows to describe a system of 3𝑁 coordinates in terms of a single function of 3 
coordinates, the electron density. Moreover, the energy of the system, expressed as a 
functional of the electron density, 𝐸(𝜌), obeys to a minimization principle; hence, the 
energy of the ground state is given by the minimum value of 𝐸(𝜌). For the variational 
principle, the lowest value of 𝐸(𝜌) is delivered only if the true 𝜌 is given. The exact 
ground state electronic energy of the system is:  
𝐸(𝜌) = 𝑇 + 𝑉𝑛𝑒 + 𝑉𝑒𝑒 + 𝐸𝑋𝐶                                                        (2.9) 
𝐸(𝜌) = −
ℏ2
2𝑚𝑒
∑𝜓𝑖
∗
𝑛
𝑖=1
(𝐫1)∇i
2𝜓𝑖(𝐫1)d𝐫1 − 𝑗0∑∫
𝑍1
𝑟𝐼1
𝜌 (𝐫1)
𝑁
𝐼=1
d𝐫1 +                      
+
1
2
𝑗0∫
𝜌(𝐫1)𝜌(𝐫2)
𝑟12
d𝐫1d𝐫2 + 𝐸𝑋𝐶(𝜌)                                       (2.10) 
Where {𝜓𝑖} are the Kohn Sham orbitals, relative to a fictitious non interacting system, 
and 𝑗0 = 𝑒
2/4𝜋𝜀0. In fact, Kohn and Sham developed the idea of an auxiliary system 
whose density is equal to the interactive many-body system one, which is intractable 
because 𝑉𝑒𝑒 cannot be broken in sum of terms containing only 𝐫1 and 𝐫2.[142] The 
Kohn-Sham equations define the orbitals of such a system, from which the electron 
density is easily computed: 
{
ℏ2
2𝑚𝑒
∇i
2 − 𝑗0∑∫
𝑍𝑛1
𝑟𝑛1
𝑁
𝑛=1
+ 𝑗0∫
𝜌(𝐫2)
𝑟12
d𝐫2 + 𝑉𝑋𝐶(𝐫1)}𝜓𝑖(𝐫1) = 𝜀𝑖𝜓𝑖(𝐫1)            (2.11) 
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𝜌(𝐫) =∑|
𝑛
𝑖=1
𝜓𝑖(𝐫)|
2                                                                   (2.12) 
In this framework, the interacting many-body system is converted in a system of non 
interacting particles, immersed in an effective potential which describes the external 
potential, Coulomb interactions among electrons and includes exchange and correlation 
interactions 𝑉𝑋𝐶. However, this last term represents the main issue of Kohn-Sham DFT. 
In fact, for all the terms appearing in Eq. 2.10 an explicit form is given, except for the 
exchange-correlation functional 𝐸𝑋𝐶(𝜌), which is not known. One of the major 
challenges of DFT is the search for approximate expressions of 𝐸𝑋𝐶(𝜌): one-electron 
potential functionals are used to approximate the exchange-correlation energy and the 
calculated DFT results depend on the form of the functional. The development of new 
and more accurate functionals is still one of the main research topics in this area.[143] 
There is a wide variety of functionals that have been developed in the last decades but 
we can group them in few families differing for the nature of the approximation: (i) the 
local density approximation (LDA) where the exchange energy of a system with non 
homogenous density is approximated to the exchange of the homogeneous electron gas 
(derived by Bloch and Dirac)[144] having the same electron density of the system for 
each point the exchange energy is computed:  
𝐸𝑋𝐶(𝜌) = 𝐸𝑋 + 𝐸𝐶                                                                                                     (2.13) 
𝐸𝑋 = −
3
4
(
3𝜌
𝜋
)
1/3
                                                                        (2.14) 
There is no explicit expression for correlation energy 𝐸𝐶 but accurate numerical 
estimations for the homogenous electron gas are available; (ii) the generalized gradient 
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approximation (GGA) is another local approximation which supplements the density at 
a particular point with its gradient, to describe the non homogeneity of the true electron 
density; (iii) hybrid functionals are linear combinations of exact exchange derived from 
HF theory and any exchange and correlation functional. The relative weights of these 
two components are usually determined semi-empirically. Most of hybrid functionals 
combines LDA and/or GGA functionals with HF exchange integral at a constant rate. 
Some functionals also include long range corrections, where the parameters are distance 
dependent, in order to fix long range electron-electron interactions, which are 
underestimated by local approximations.[145] The introduction of a portion of HF 
exchange improves the accuracy in the prediction of HOMO-LUMO gaps. 
Nevertheless, there are few major drawbacks in DFT such as the artificial delocalization 
of the wavefunction and its failure in describing correctly localized charged states. 
Notwithstanding its current limitations[146], DFT is ubiquitous in quantum chemistry 
as it outcompetes HF in terms of computational efficiency and accuracy, yielding to 
reliable predictions of a large number of physical quantities (i.e. reaction energies, 
cohesive energies in solids, surface energies, vibrational frequencies, phonon spectra, 
etc).[146] In this framework, probably the most popular functional is the hybrid 
functional B3LYP (Becke, three-parameter, Lee-Yang-Parr) which presents the 
following expression[147]: 
𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = 𝐸𝑋
𝐿𝐷𝐴 + 𝑎0(𝐸𝑋
𝐻𝐹 − 𝐸𝑋
𝐻𝐹) + 𝑎𝑋(𝐸𝑋
𝐺𝐺𝐴 − 𝐸𝑋
𝐿𝐷𝐴)+𝐸𝐶
𝐿𝐷𝐴 + 𝑎𝐶(𝐸𝐶
𝐺𝐺𝐴 − 𝐸𝐶
𝐿𝐷𝐴)       (2.15) 
This is a combination of Becke 1988 (B88) exchange and Lee-Yang-Parr (LYP) 
correlation GGA functionals, Slater (S) exchange and Vosko-Wilk-Nusair (VWN) 
correlation LDA functional. The three parameters 𝑎0, 𝑎𝑋 and 𝑎𝐶  are evaluated from 
fitting to a set of atomization energies, ionization potentials, proton affinities, and total 
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atomic energies. The B3LYP functional provides a satisfactory description of electronic 
structure of most organic and metal organic molecules[109] and it is well suited for the 
study of the TiO2 electronic structure.[148] Therefore, this functional is used in this 
thesis, for both calculations on isolated molecules and molecules covalently attached to 
TiO2 slabs, in Chapters 3-5. 
2.2.3 Density functional theory for periodic systems                                 
The application of DFT to periodic systems like crystalline materials is, at first glance, 
unfeasible. In fact, while in such systems the external potential 𝑉𝑒𝑥𝑡(𝐫) possesses a 
translational symmetry, 𝜓(𝐫) does not. Therefore, one should solve 𝜓(𝐫) for an infinite 
number of electrons in an infinite space. Bloch’s theorem overcomes this obstacle, 
proving that, in a system where 𝑉𝑒𝑥𝑡(𝐫) has a translational symmetry, the wavefunction 
(Bloch wave) can be written in the following form: 
𝜓𝐤(𝐫) = 𝑢(𝐫)𝑒
(i𝐤∙𝐫)                                                                    (2.16) 
The equation above defines the Bloch wavefunction and means that, in a periodic 
system, the wavefunction is expressed as the product of a function 𝑢, which has the 
same periodicity of the lattice crystal, and a wavelike function.[144] 𝐤 is the crystal 
wave vector, which, in principle, still needs to be sampled over an infinite space, since 
at each 𝐤-point corresponds a set of electronic states. However, it is possible to obtain a 
good approximation of the band structure of a periodic system, considering that (i) any 
solution of the Schrödinger equation, 𝜓𝐤(𝐫), possesses the following property: 
𝜓𝐤(𝐫 + 𝐓) = 𝜓𝐤(𝐫)𝑒
(i𝐤∙𝐓)                                                            (2.17) 
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Where 𝐓 is a translation vector for the considered lattice. Hence 𝜓𝐤(𝐫) differs only by a 
phase factor if we consider equivalent positions in the lattice. Since [𝑒(i𝐤∙𝐓)]2 = 1, this 
implies that : 
|𝜓𝐤(𝐫 + 𝐓)|
2 = |𝜓𝐤(𝐫)|
2                                                             (2.18) 
Therefore, for every equivalent position in the lattice vector, the probability of finding 
an electron is the same; (ii) the primitive unit cell of the reciprocal lattice (the first 
Brillouin zone) contains all the non equivalent values of 𝐤 for the system under study; 
(iii) 𝜓𝐤 is a continuous function of 𝐤. Hence, a clever choice of a finite number of 𝐤 in 
the first Brillouin zone can provide a good approximation of the 𝐤-space. In this thesis 
we perform DFT calculations on periodic crystalline systems, adopting the sampling of 
𝐤-space proposed by Monkhorst and Pack.[149] Their method provides an equally 
space mesh in the Brillouin zone: 
𝐤 =∑
2𝑟𝑖 − 𝑞𝑖 − 1
2𝑞𝑖
3
𝑖=1
𝐛𝐢 (𝑟𝑖 = 1,… , 𝑞𝑖)                                                   (2.19) 
where {𝐛𝐢} are the reciprocal lattice vectors and 𝑞𝑖 is the number of 𝐤 points along 𝐛𝐢. 
In this way, a grid of equally spaced 𝑞𝑖 × 𝑞2 × 𝑞3 points is generated. 
2.2.4 Time dependent density functional theory                
TD-DFT is an extension of density functional theory to systems subject to a time 
dependent potential (i.e. electric or magnetic fields). It shares the same concept of DFT: 
the time-dependent wavefunction is equivalent to the time-dependent electron density 
and, again, the interacting system can be expressed as a non-interactive one immersed in 
an effective potential. The formal basis of TD-DFT is the Runge-Gross theorem, the 
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time dependent analogue of the Hohenberg-Kohn theorem.[150] Runge and Gross 
demonstrated that, if two time-dependent external potentials differ by more than a pure 
time dependent function, they will produce different time-dependent electron densities:  
𝑣(𝐫, 𝑡) ≠ 𝑣′(𝐫, 𝑡) + 𝑐(𝑡) ⇒ 𝜌(𝐫, 𝑡) ≠ 𝜌′(𝐫, 𝑡)                                        (2.20) 
Therefore, for an initial wavefunction, there is an unique correspondence between the 
time-dependent external potential and its time-dependent density. As in the case of 
DFT, a feasible computational method requires the description of the interacting system 
as a non-interacting one which provide the same electron density. Again, Kohn-Sham 
equations can be reformulated for the time dependent case, providing time dependent 
Kohn-Sham orbitals[151]: 
 
i
𝜕
𝜕𝑡
𝜓𝑖(𝐫, 𝑡) = {−
1
2
∇i
2 + 𝑉𝑒𝑥𝑡(𝐫, 𝑡) − 𝑉𝑋𝐶(𝐫, 𝑡)}𝜓𝑖(𝐫, 𝑡)                                    (2.21) 
𝜌(𝐫, 𝑡) =∑|
𝑛
𝑖=1
𝜓𝑖(𝐫, 𝑡)|
2                                                                 (2.22) 
TD-DFT has been intensively used for the study of excited states of DSSC dyes, both 
for the isolated molecule and for the molecule attached to the semiconductor 
surface.[109, 110] In Chapter 4, TD-DFT calculations are used to compute excitation 
energies and oscillator strengths for singlet excited states for several dyes. 
Since the total energy for a time dependent system is not conserved, TD-DFT obeys to 
no minimization principle of the energy, which represent an important drawback of the 
method, as it is incapable of providing optimized electronic structures of excited states. 
Another unsolved issue is the impossibility of characterizing double excited states, 
through electron density. For these reasons, TD-DFT, while being one of the simplest 
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and most used method for the study of excited states, it has only played a marginal role 
in theoretical studies on the mechanism of SF. TD-DFT calculations have only been 
used to compute single excitations energies, in isolated molecules and clusters, in order 
to study the Frenkel exciton and its delocalization.[29, 30]  
 
2.2.5 Configuration interaction theory              
Configuration interaction (CI) theory is a post-HF method, which was conceived to 
correct 𝐸𝐻𝐹 of the electronic ground state, including correlation energy. While in HF 
approximation, the wavefunction is described by a single Slater determinant, the exact 
energy of the system can be obtained only if the wavefunction is expressed as a linear 
combination of an infinite number of Slater determinants (configurations)[138]: 
ΦCI = 𝑐0|Ψ0〉 +∑𝑐𝑖
𝑗
𝑁
𝑖𝑗
|Ψ𝑖
𝑗〉 +∑𝑐𝑖𝑘
𝑗𝑙
𝑁
𝑖<𝑘
𝑗<𝑙
|Ψ𝑖𝑘
𝑗𝑙〉 + ∑ 𝑐𝑖𝑘𝑚
𝑗𝑙𝑛
𝑁
𝑖<𝑘<𝑚
𝑗<𝑙<𝑛
|Ψ𝑖𝑘𝑚
𝑗𝑙𝑛 〉  +  …                (2.23) 
Eq. 2.23 is the full CI wavefunction where (i) |Ψ0〉 is the HF wavefunction of the 
ground state; (ii) |Ψ𝑖𝑘𝑚…
𝑗𝑙𝑛… 〉 indicates an excited Slater determinant. For example, |Ψ𝑖
𝑗〉 
indicates a determinant where an electron, located in the ground state in the 𝜒𝑖 occupied 
spin-orbital, is promoted to the virtual 𝜒𝑗 spin orbital. |Ψ𝑖
𝑗〉 is called a single excited 
determinant, |Ψ𝑖𝑘
𝑗𝑙〉 is a double excited determinant and so on; Summations are carried 
out in order to include all the possible combinations of occupied and virtual spin 
orbitals; (iii) 𝑐0, 𝑐𝑖
𝑗
, 𝑐𝑖𝑘…
𝑗𝑙…
 are the expansion coefficients of the wavefunction, which are 
computed diagonalizing the full CI Hamiltonian. In order to express the full CI 
Hamiltonian, we can simplify Eq. 2.23 with a compact notation:   
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ΦCI = 𝑐0|Ψ0〉 + 𝑐𝑠|𝑆〉 + 𝑐𝑑|𝐷〉 + +𝑐𝑇|𝑇〉 + +𝑐𝑄|𝑄〉 + ⋯                                (2.24) 
where |𝑆〉 includes terms for single excitations, |𝐷〉 for doubles and so on. The full CI 
Hamiltonian is hence written in the following form:  
𝐻CI =
(
 
 
⟨Ψ0|𝐻|Ψ0⟩ ⟨Ψ0|𝐻|S⟩ ⟨Ψ0|𝐻|D⟩ ⟨Ψ0|𝐻|T⟩ …
⟨S|𝐻|S⟩ ⟨S|𝐻|D⟩ ⟨S|𝐻|T⟩ …
⟨D|𝐻|D⟩ ⟨D|𝐻|T⟩ …
⟨T|𝐻|T⟩ …
⋱)
 
 
                       (2.25) 
Matrix elements of the CI Hamiltonian can be computed with the Slater rules. These 
rules allow to express the matrix elements in term of one- and two-electron integrals, 
described with the following notation: 
⟨𝑎|ℎ̂|𝑏⟩ = ∫𝜒𝑎
∗ (𝐱1)ℎ̂𝜒𝑏(𝐱1)d𝐱1d𝐱2                                           (2.26) 
〈𝑎𝑏‖𝑐𝑑〉 = ⟨𝑎𝑏|𝑐𝑑⟩ − ⟨𝑎𝑏|𝑑𝑐⟩                                                     (2.27) 
⟨𝑎𝑏|𝑐𝑑⟩ = ∫𝜒𝑎
∗ (𝐱1)𝜒𝑏
∗(𝐱2)
1
𝑟12
𝜒𝑐(𝐱1)𝜒𝑑(𝐱2)d𝐱1d𝐱2                                    (2.28) 
a) for two equal Slater determinants: 
⟨𝜓𝑖|?̂?|𝜓𝑖⟩ =∑⟨𝑎|ℎ̂|𝑎⟩
𝑁
𝑎
+∑〈𝑎𝑛‖𝑐𝑛〉
𝑁
𝑎>𝑛
                                    (2.29) 
b) for two Slater determinants differing for one spin orbital (𝑎 and 𝑐): 
⟨𝜓𝑖|?̂?|𝜓𝑗⟩ = ⟨𝑎|ℎ̂|𝑐⟩ +∑〈𝑎𝑛‖𝑐𝑛〉
𝑁
𝑛
                                         (2.30) 
c) for Slater determinants differing for two spin orbitals (𝑎𝑏 and 𝑐𝑑): 
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⟨𝜓𝑖|?̂?|𝜓𝑗⟩ = 〈𝑎𝑏‖𝑐𝑑〉                                                               (2.31) 
d) Slater determinants differing for more than two spin orbitals do not mix with each 
other. 
These rules are justified in detail in ref.[138] A full CI description of the electronic 
structure is unfeasible, except for the smallest systems with a minimal basis set, because 
the number of possible excited determinants sharply increases, with the number of 
exchanged spin-orbitals. In practice, the CI wavefunction is truncated, excluding high 
order excited determinants. The most used types of truncation are (i) the single excited 
CI (CIS) including only single excited determinants; (ii) double excited CI (DCI); (iii) 
the single and double excited CI (SDCI) including single and double excited 
determinants. 
CIS is a good starting point for the study and optimization of excited states, being 
computationally viable for large systems, due to the small number of combinations 
available for single excited determinants. However, no direct correction of the HF 
energy of the ground state is possible with this method. This is a consequence of 
Brillouin’s theorem, stating that singly excited determinants do not interact with 
|Ψ0〉.[138] In fact it is proven that: 
⟨ψ0|?̂?|ψ𝑎
𝑐 ⟩ = ⟨𝜒𝑎|𝑓|𝜒𝑐⟩ = 0                                                      (2.32) 
Where the left side of the Eq. 2.32 is an off-diagonal term of the Fock matrix, which is 
zero, by definition. The only matrix elements to be considered are the ones between 
different single excited determinants, that can differ for one or two spin electrons .The 
main drawback of CIS stays in the incapability of describing excited states which are 
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not dominated by single excitations; for those systems other high level wavefunction-
based methods are preferred. 
DCI is the simplest method to correct the energy of the ground state, providing the 
major contribution to the correlation energy. In fact, as a consequence of Slater rules 
and Brillouin’s theorem, |Ψ0〉 does mix directly only with double excited determinants, 
all of them differing with |Ψ0〉 for two spin orbitals. However, while single excited 
determinants minimally affect the correlation energy, they are fundamental in the 
correct description of charge density and the related physical properties.[138] 
Since the inclusion of single excited determinants is not computational demanding, 
being their number sensibly lower than double excited ones, the most popular CI 
approach, SDCI, implements both, representing a viable method for the study of both 
correlation energies and excited states. Nevertheless, every truncation of the full CI is 
not size consistent; hence, if a system of two non interacting molecules is considered, 
the total SDCI energy is not the sum of the individual energies, because this type of 
truncation prevents both molecules from being doubly excited at the same time (an 
overall quadruple excitation), thus missing important contributions to the correlation 
energy.[138] This effect becomes worse for large systems and the computed correlation 
energy tends to zero, in the limit of a system of infinite size (infinite number of 
molecules 𝑁). 
lim
𝑁→∞
𝐸𝐶(SDCI)
𝑁
= 0                                                               (2.33) 
In Chapter 6, we propose a model dimer SDCI Hamiltonian, where each monomer 
possesses two orbitals (namely, HOMO and LUMO), in order to study the electronic 
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structure of a cluster of molecules undergoing SF. While we are aware of the issues of 
SDCI, we are not interested in computing correlation energies but in the calculations of 
energies of excited states, where CI theory represents the only viable choice to fulfill 
our goals.  
Previous works[28, 29] on excited states of systems undergoing SF employed other 
post-HF methods such as CAS-SCF (complete active space self consistent field) 
combined with multi-reference MØller-Plesser (MP) perturbation theory method[152]. 
Electronic structures of dimers, taken from the crystallographic structure of pentacene 
and tetracene, were computed. In CAS-SCF a truncated CI approach is adopted, where 
both expansion coefficients and orbitals are simultaneously optimized, following the 
variational principle.[138] The complexity of this non-linear problem limits the 
truncation of the wavefunction, if compared to CI. A selection of the possible 
configurations is provided by partitioning the orbital space in different subspaces. In 
complete CAS-SCF the orbital space is divided in three portions: inactive, active and 
secondary orbitals. The inactive and secondary orbitals are always totally occupied or 
unoccupied, respectively, for every considered configuration, while the active orbitals 
(usually a selection of frontier orbitals) are subject to no condition on their occupation. 
Hence, all the possible combinations in the active space constitute the set of available 
configurations. This method, while being suitable for the study of excited states, is 
limited by its computational complexity, due to the size dependence of the active space 
and by the difficulty of the simultaneous optimization of both wavefunctions and 
coefficients. Moreover CAS-SCF calculations somewhat overestimate excitation 
energies. For these reasons, CAS-SCF wavefunctions are typically used as initial guess 
for other high-level wavefunction methods, typically MP calculations. In fact, 
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corrections to HF method, provided by MP perturbation theory, suffer from the major 
drawback that are obtained with HF orbitals, which could be unsuitable for describing a 
multi-reference system. Therefore, using CAS-SCF in conjunction with MP calculations 
minimizes the drawbacks of both methods.  
Notwithstanding the high level of accuracy reached by these methods, they are 
inadequate for our purposes. In fact, while previous works have restricted the analysis 
of SF in crystalline organic materials to the study of the electronic structure of a dimer 
system[28-31], we aim to overcome this limitation that does not allow to gain a 
complete physical picture of a process occurring in an organic crystal. This is not 
possible with these methods, due to the computational cost that makes impossible the 
description of large clusters (i.e. in a CAS-SCF calculation for 10 molecules, if just the 
active space is restricted to HOMO and LUMO of each molecule, the number of 
possible excited determinants would be enormous). Moreover, results obtained from 
calculations on dimers cannot provide general insights on the physical parameters 
affecting the SF process. For these reasons, we chose to use SDCI,in order to develop a 
minimal model Hamiltonian, mimicking the electronic structure of a linear chain of 
molecules (Chapter 6), where parameters can be tuned to simulate different materials. In 
this way, we adopt a conceptually intuitive method as CI, we avoid drawbacks due to an 
excessive computational cost, affecting calculations on more realistic systems, and we 
can investigate in detail which parameters play a key role in the physics of the system. 
2.2.6 Basis sets                
The wavefunction of a system is commonly expressed as a linear combination of a 
certain number of basis functions:  
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|𝜓𝑖〉 =∑𝑐𝑖𝑗| 𝜙𝑗〉
𝑗
                                                                        (2.34) 
{𝜙𝑗} represents the basis set for computing the wavefunction. Once a basis set has been 
defined, we just need to find the best set of coefficients {𝑐𝑖𝑗}. In principle, the true 
wavefunction of the system is provided only within a complete set of basis, which is 
infinite and, obviously, computationally intractable. Finite basis sets represent a viable 
solution and there is a wide literature on available basis sets.[153] We can define three 
distinct families of basis sets, differing for the nature of the basis functions: (i) Slater 
type orbitals (STO), (ii) Gaussian type orbitals (GTO) and (iii) planewaves. In the early 
days of quantum chemistry, STOs were adopted because of their similarity to hydrogen 
atom eigenfunction; a STO is expressed in polar coordinates as follows: 
STO(𝑟, 𝜗, 𝜑) = 𝑁𝑟𝑛−1𝑒−𝜁𝑟Y𝑙
𝑚(𝜗, 𝜑)                                               (2.35) 
Where 𝑁 is a normalization factor, 𝑟 is the electron-nucleus distance, 𝜁 is a parameter 
representing a shielding of the nuclear charge, due to the electrons, and Y𝑙
𝑚(𝜗, 𝜑) is a 
spherical harmonics function. STOs, while providing a direct physical interpretation, 
present major drawbacks in terms of computational efficiency. In particular, products of 
STOs are difficult to handle and integrals occurring in the SCF procedure have to be 
calculated with a computational demanding numerical procedure. A practical 
improvement has been provided by GTOs, which have the following form: 
GTO(𝐫) = 𝑁(𝑥 − 𝑅1)
𝑖(𝑦 − 𝑅2)
𝑗(𝑧 − 𝑅3)
𝑘𝑒−𝛼(𝐫−𝐑)
2
                            (2.36) 
where 𝐑 and 𝛼 are defined as the centre (usually the position of the atomic nucleus), 
and the exponent of the GTO, respectively. GTOs are not proper orbitals (they are also 
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called gaussian primitives) but possess a similar shape, even if in GTOs the variable 𝐫 is 
squared. The type of GTO is determined by the 𝑖, 𝑗, 𝑘 numbers: if their product is 0 we 
obtain an s-type GTO, if is 1 we have a p-type GTO and so on. The main advantage in 
using GTOs is that products of primitives centered on different atoms, labeled as 𝑎 and 
𝑏, can be expressed as follows: 
GTO(𝐚)GTO(𝐛) ≅ 𝑒−𝛼a(𝐫−𝐑𝐚)
2
𝑒−𝛼b(𝐫−𝐑𝐛)
2
= 𝑒−(𝛼a+𝛼b)(𝐫−𝐑
′)
2
𝑒−𝛼
′(𝐑𝐚−𝐑𝐛)
2
          (2.37) 
𝐑′ =
𝛼a𝐑𝐚 + 𝛼b𝐑𝐛
𝛼a + 𝛼b
                                                             (2.38) 
𝛼′ =
𝛼a𝛼b
𝛼a + 𝛼b
                                                                       (2.39) 
Therefore, a product of two GTOs centered on different atoms can be expressed as 
single GTO whose center 𝐑′ is located between the centers of the initial GTOs. 
In this thesis we use GTO basis sets; in particular we use, for most of our calculations, 
the 6-31G* basis set[154-156] (use of other basis sets is specified where pertinent). This 
acronym means that linear combinations of six (6) Gaussian (G) primitives are used to 
define the core orbitals, while the valence orbitals are divided between 2 basis 
functions: a linear combination of three (3) and a single (1) GTO, respectively. The 
symbol “*” indicates the use of polarization functions (𝑑 and 𝑓 functions for main 
group elements and transition metals, respectively).   
While GTOs are ubiquitous in ab initio calculations of molecular systems, a main 
alternative does exist for calculations on periodic systems and it is given by planewaves. 
A planewave is defined as a periodic function, whose periodicity is the same of the 
system under study: 
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𝜙 = 𝑒−i(𝐤+𝐆)∙𝐫                                                                      (2.40) 
While in GTOs the number of gaussian primitives defines the size of the basis set and 
each GTO needs a large number of parameters to be optimized, the size of a planewave 
basis set is established by an energy cut-off. In fact, in the description of valence 
electrons of a solid, planewaves of high kinetic energy can be neglected. The basis set 
can be improved adjusting a single parameter (the energy cut-off); nevertheless, a large 
number of planewaves are required to obtain the same computational accuracy that is 
provided by few gaussian primitives. In term of computational cost, planewaves are 
preferred in ab initio molecular dynamics since are easier to handle in algorithms. 
However, planewaves cannot provide an all-electron description as GTOs, since 
modeling the rapidly varying wavefunction near the nuclei, along with multiple nodes, 
would require an extremely high energy cut-off. Therefore, planewaves are usually used 
in conjunction with pseupotentials, which describe core electrons.  
 
2.3  Methods for theoretical evaluation of rates of electron 
transfer and radiationless decay 
In this section, we introduce the theoretical foundations for the calculation of electron 
transfer and radiationless decay rates, performed in this thesis. For both electron 
injection in DSSCs and radiationless decay processes in SF, we adopt the physical 
picture, common to a variety of dynamical processes, of the transition from an initial 
state to a manifold of final states (see Figure 2.1). In the study of electron injection in 
DSSCs (Chapters 3-5), the initial state is an excited state, localized on a dye molecule 
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and dominated by the HOMO-LUMO excitation. The manifold of final states is 
constituted by the electronic states of the CB of TiO2. Phonon degrees of freedom play 
no role and the electronic coupling between the molecule and the semiconductor is 
mediated by a molecular linker (the anchoring group). On the other hand, in our study 
of the mechanism of SF in organic crystalline materials (Chapters 6-7), we investigate 
the transition from an initially prepared Frenkel exciton state to a multi-excitonic state. 
In this case, the manifold of final states is given by the vibronic states of the multi-
exciton, for which a model is provided in Chapter 7. The electronic coupling between 
the Frenkel exciton and the multi-excitonic state has to be weighed with the Franck-
Condor factors. Notwithstanding the differences between these two phenomena, both 
can be studied with time dependent perturbation theory. In particular, for the study of 
the ME←S1 radiationless decay, we adopt a wavefunction’s approach as we compute 
transition rates using Fermi golden rule. On the other hand, the study of electron 
injection rates in DSSCs is performed within the framework of Green’s functions, 
combined with a matrix partitioning scheme.  
2.3.1 Time dependent perturbation theory and Fermi golden rule      
Time dependent perturbation theory studies how a system responds to an external 
perturbation (i.e. an applied electric field) with particular focus on perturbation-induced 
transitions between eigenstates of the unperturbed system.[157] In time dependent 
perturbation theory, the Hamiltonian of a system and the time dependent Schrödinger 
equation are expressed in the following form: 
?̂?(𝑡) = ?̂?0 + ?̂?
′(𝑡)                                                                    (2.41) 
|?̂?0 + ?̂?
′(𝑡)||Ψ(t)〉 = iℏ
𝜕
𝜕𝑡
|Ψ(t)〉                                                     (2.42) 
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Where ?̂?0 is the Hamiltonian of the unperturbed system, for which the Schrödinger 
equation can be solved, while ?̂?′(𝑡) is a time-dependent perturbation. At zeroth order, 
?̂?0 has 𝐸𝑛 eigenvalues and 𝜓𝑛 eigenvectors. The wavefunction of the system |Ψ〉 at a 
given time 𝑡 can be expressed as linear combination of  𝜓𝑛:  
|Ψ(t)〉 =∑𝑐𝑛(𝑡)
𝑛
𝑒−
𝑖𝐸𝑛𝑡
ℏ | 𝜓𝑛〉                                                          (2.43) 
Where 𝑐𝑛(𝑡) are expansion coefficients conveying the time dependence of |Ψ(t)〉, along 
with the phase factor 𝑒−𝑖𝐸𝑛𝑡/ℏ. Eq. 2.42 then becomes: 
|?̂?0 + ?̂?
′(𝑡)|∑𝑐𝑛(𝑡)
𝑛
𝑒−
𝑖𝐸𝑛𝑡
ℏ | 𝜓𝑛〉 =
𝜕
𝜕𝑡
∑𝑐𝑛(𝑡)
𝑛
𝑒−
𝑖𝐸𝑛𝑡
ℏ  |𝜓𝑛〉                             (2.44) 
If we take the inner product with the bra 〈𝜓𝑚|𝑒
−𝑖𝐸𝑚𝑡/ℏ and introduce the notations 
𝜔𝑚𝑛 =
𝐸𝑚−𝐸𝑛
ℏ
 and 𝑉𝑚𝑛 = ⟨𝜓𝑚|?̂?
′(𝑡)|𝜓𝑛⟩ we obtain the following expression: 
𝑑𝑐𝑚
𝑑𝑡
= −
i
ℏ
∑𝑐𝑛(𝑡)
𝑛
𝑒−i𝜔𝑚𝑛𝑡/ℏ𝑉𝑚𝑛                                            (2.45) 
We assume that, before the perturbation has been switched on, the system is in an initial 
state 𝑖. Replacing all the coefficients with their value at 𝑡 = 0, every coefficient except 
one is eliminated. This is a weak perturbation limit, since we are assuming that the 
coefficients do not differ largely from their unperturbed value, as ?̂?′(𝑡) is small. The 
time dependent coefficient for a generic final state 𝑓 ≠ 𝑖 is given by the following 
expression[157]: 
𝑐𝑓(𝑡) = −
i
ℏ
∫ 𝑉𝑓𝑖(𝑡
′)𝑒i𝜔𝑓𝑖𝑡
′
𝑑𝑡′
𝑡
0
                                               (2.46) 
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The square of the amplitude of the coefficient provides the transition probability from 
the initial state (𝑡 = 0) to the final state (𝑡 ≠ 0): 
𝑃𝑓(𝑡) =
1
ℏ2
|∫ 𝑉𝑓𝑖(𝑡
′)𝑒i𝜔𝑓𝑖𝑡
′
𝑑𝑡′
𝑡
0
|
2
                                          (2.47) 
This expression is useful if we are interested on the probability of leaving a state. This is 
common for processes where we want to calculate transition probabilities not to an 
individual state but to a manifold of final states {𝑓}, as in the case of the transition from 
a Frenkel exciton to a manifold of vibronic multi-excitonic states in SF, or in the study 
of the electron transfer from an excited dye molecule to the conduction band of a 
semiconductor (Figure 2.1).  
Figure 2.1: schematic representation of a system composed by an initial state |i〉 coupled with a manifold 
of final states |f〉. 
In this framework, the total transition probability is given by the following expression, 
for a continuous distribution of final states: 
?̅? = ∫𝑃𝑓𝜌(𝐸𝑓)𝑑𝐸𝑓                                                             (2.48) 
Where 𝜌(𝐸𝑓) is the density of final states. It is demonstrated that for a harmonic 
perturbation (𝐻′(𝑡) = 𝐻′𝑒−i𝜔𝑡 + 𝐻′𝑒−i𝜔𝑡) : 
?̅? = ∫𝜌(𝐸𝑓) 4|𝑉𝑓𝑖|
2
sin2((𝐸𝑓 − 𝐸𝑖)𝑡/2ℏ)
|𝐸𝑓 − 𝐸𝑖|2
𝑑𝐸𝑓                                  (2.49) 
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If we assume that 𝜌(𝐸𝑓) is a slowly varying function of 𝐸𝑘, Eq. 2.49 becomes: 
?̅? = 4𝜌∫ |𝑉𝑓𝑖|
2
sin2((𝐸𝑓 − 𝐸𝑖)𝑡/2ℏ)
|𝐸𝑓 − 𝐸𝑖|2
𝑑𝐸𝑘
+∞
−∞
                                  (2.50) 
The expression of the transition probability is simplified solving the integral: 
∫
sin2(𝑎∆)
∆2
𝑑∆
+∞
−∞
= 𝑎𝜋 ⟹ ?̅? =
2𝜋
ℏ
𝜌|𝑉𝑓𝑖|
2𝑡                                  (2.51) 
Finally, differentiating the transition probability, we obtain the transition rate: 
𝑘𝑖→{𝑓} =
𝜕?̅?
𝜕𝑡
=∑
2𝜋
ℏ
𝜌|𝑉𝑓𝑖|
2
𝑓
=∑
2𝜋
ℏ
|𝑉𝑓𝑖|
2
𝛿(𝐸𝑓 − 𝐸𝑖)        
𝑓
                (2.52) 
where 𝛿(𝐸𝑓 − 𝐸𝑖) is a delta Dirac function. Eq. 2.52 is the Fermi golden rule (FGR), 
stating that, at the first order perturbation theory, the rate of transition depends on the 
square of the 𝑉𝑓𝑖 matrix element.  
In this thesis, FGR is used to study the non radiative decay from a singlet exciton state 
to a manifold of vibronic multiexcitonic states, for a phenomenological Hamiltonian, 
mimicking a linear chain of molecules undergoing to SF. In Chapter 7 we specify the 
details of the system under study and how the FGR has been implemented, along with 
its limits of applicability. 
2.3.3 The matrix partitioning scheme within retarded Green’s functions 
framework                                   
A different approach to the time dependent evolution of a molecular system is given 
within the framework of retarded Green functions (GFs) and we are going to use this 
approach, along with a matrix partitioning scheme, to study electron injection in 
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DSSCs, as ideated by Jones and coworkers.[128] We use this method to study the 
electron transfer, without considering explicitly all the states of the system.  
A retarded GF is an operator defined as follow[158]: 
?̂?(𝑡) = {−i𝑒
−(i?̂?𝑡), 𝑡 > 0
0, 𝑡 < 0
                                                                (2.53) 
Sometimes, it is more useful to express the GF in terms of energy, by applying a Fourier 
transform: 
?̂?(𝐸) = ∫ ?̂?𝑅(𝑡)
+∞
0
𝑒(
i𝐸𝑡
ℏ )𝑑𝑡                                                                    (2.54) 
?̂?(𝐸) = lim
𝜀→0
[
1
(𝐸 − ?̂? + i𝜀)
]                                                                    (2.55) 
Once the time independent Schrödinger equation for the system has been solved, the GF 
is given by the following expression: 
?̂? = ∑
| 𝜓𝑛〉〈𝜓𝑛|
𝐸 − 𝐸𝑛 + i𝜀
𝑛
                                                                       (2.56) 
For a very large system, we want to evaluate the propagation of only a restricted subset 
of states of interest, without considering the whole set of states of the Hamiltonian. This 
goal can be fulfilled by using a partitioning of the Hamiltonian. Once a a basis set {𝜙𝑗} 
of 𝑁 basis functions is defined (see Eq. 2.34), the separation of the Hamiltonian in two 
sub-systems is realized defining the projection operators ?̂? (for the 𝑛 states of interest) 
and ?̂? (for the remaining states): 
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?̂? =∑|𝜙𝑖〉〈𝜙𝑖|
𝑛
𝑖=1
                                                                         (2.57) 
?̂? = ∑ |𝜙𝑖〉〈𝜙𝑖|
𝑁
𝑖=𝑛+1
                                                                    (2.58) 
Time dependent Schrödinger equation can be hence rewritten as: 
𝜕
𝜕𝑡
(
𝒄𝑃
𝒄𝑄
) = −
i
ℏ
(
𝐇𝑃𝑃 𝐇𝑃𝑄
𝐇𝑄𝑃 𝐇𝑄𝑄
) (
𝒄𝑃
𝒄𝑄
)                                                   (2.59) 
Since it is demonstrated that[158]: 
|𝜓(𝑡)〉 = ?̂?(𝑡)| 𝜓𝑜〉                                                                (2.60) 
we can express the retarded GF in a partitioned matrix form: 
(
𝒄𝑃(𝑡)
𝒄𝑄(𝑡)
) = (
𝐆𝑃𝑃(𝑡) 𝐆𝑃𝑄(𝑡)
𝐆𝑄𝑃(𝑡) 𝐆𝑄𝑄(𝑡)
) (
𝒄𝑃(0)
𝒄𝑄(0)
)                                               (2.61) 
In a similar fashion of what has been done in Section 2.3.2, we can assume that, at 𝑡 = 
0, the system is in some initial state and, hence, all the other time dependent expansion 
coefficients are set to zero. We consider the case that, at 𝑡 = 0, our state of interest is 
localized in the ?̂? subspace, thus implying that 𝒄𝑄(0) = 0. The immediate consequence 
of this statement is that the time dependence of the expansion coefficient 𝒄𝑃(𝑡) is 
conveyed only by the retarded GF acting on the ?̂? subspace: 
𝒄𝑃(𝑡) = 𝐆𝑃𝑃(𝑡)𝒄𝑃(0)                                                                (2.62) 
The final goal is finding a tractable expression for 𝐆𝑃𝑃. Combining the projection 
operators description of an Hamiltionian matrix and the fact that the Schrödinger 
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equation can be written in the matrix form 𝐌𝐯 = 0 (𝐌 is a matrix, 𝐯 is a vector) we 
obtain the following expression[159]: 
(
𝐌𝑃𝑃 𝐌𝑃𝑄
𝐌𝑄𝑃 𝐌𝑄𝑄
) (
𝐯𝑃
𝐯𝑄
) = 0                                                           (2.63) 
Solving this system of simultaneous equations for 𝐯𝑃, we have: 
[𝐌𝑃𝑃 +𝐌𝑃𝑄(𝐌𝑄𝑄)
−1
𝐌𝑄𝑃] 𝐯𝑃 = 0                                                      (2.64) 
Analogously, if 𝐌 = 𝐸𝑛𝟏 − 𝐇,where 𝟏 is the unitary matrix and 𝐯 = 𝒄𝑛, the solution of 
the Hamiltonian matrix equations for 𝐯𝑃 is the following: 
[𝐇𝑃𝑃 + 𝐇𝑃𝑄(𝐸𝑛𝟏 − 𝐇𝑄𝑄)
−1
𝐇𝑄𝑃 − 𝟏𝐸𝑛] 𝐯𝑃 = 0                              (2.65) 
Where we define: 
𝐇𝑃𝑃
𝑒𝑓𝑓 = 𝐇𝑃𝑃 + 𝐇𝑃𝑄(𝐸𝟏 − 𝐇𝑄𝑄)
−1
𝐇𝑄𝑃                                             (2.66) 
𝐇𝑃𝑃
𝑒𝑓𝑓
 is an effective Hamiltonian of the system, its size being determined by the zeroth 
order Hamiltonian of the ?̂? subspace, 𝐇𝑃𝑃. The effect of the subspace ?̂? on subspace ?̂? 
is conveyed through the self energy operator defined as: 
𝚺𝑃𝑃 = 𝐇𝑃𝑄(𝐸𝟏 − 𝐇𝑄𝑄)𝐇𝑄𝑃                                                              (2.67) 
Finally, as we desired, the retarded GF in the subspace ?̂?, 𝐆𝑃𝑃, is expressed in terms of 
an effective Hamiltonian, which includes implicitly all the effects of the ?̂? subspace: 
𝐆𝑃𝑃(𝐸) =
1
(𝐸 − 𝐇𝑃𝑃 − 𝚺𝑃𝑃)
                                                            (2.68) 
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2.3.4 Application of matrix partitioning scheme to electron injection in 
DSSCs                                                                                                                             
In this section, we consider again the system depicted in Figure 2.1 (an initial state |𝑖〉 
coupled with a manifold of final states |𝑓〉) and analyze its time dependent evolution 
within the framework developed in Section 2.3.3. First, we define the following 
electronic Hamiltonian for the system: 
𝐻 = 𝐸𝑖|𝑖〉〈𝑖| +∑𝐸𝑓|𝑓〉〈𝑓|
𝑓
+∑(𝑉𝑖𝑓|𝑖〉〈𝑓| + (𝑉𝑓𝑖|𝑓〉〈𝑖|)                                  
𝑓
(2.69) 
Where {𝑉𝑖𝑓} represents the coupling matrix elements between the two sets of states. 
This Hamiltonian is purely electronic as we assume that the transition 𝑖 → {𝑓} occurs on 
a time scale faster than nuclear motion, which is the case for most electron injection 
phenomena. Since we are interested in the time dependent evolution of the initial state, 
we need to compute its retarded GF: 
𝐆𝑖𝑖(𝐸) =
1
(𝐸 − 𝐸𝑖 − 𝚺𝑖𝑖(𝐸))
                                                            (2.70) 
We separate the self energy into real (Δ𝑖𝑖(𝐸)) and imaginary (Γ𝑖𝑖(𝐸)) components, each 
having a distinct effect on the time dependent evolution of the system. 
𝚺𝑖𝑖(𝐸) =∑
|𝑉𝑖𝑓|
2
𝐸 − 𝐸𝑓 + i𝜀
𝑓
= Δ𝑖𝑖(𝐸) −
i
2
ℏΓ𝑖𝑖(𝐸)                                    (2.71) 
The different meaning of these two components is highlighted if we apply a Fourier 
transform into the domain of time: 
𝐆𝑖𝑖(𝑡) = ∫ 𝐆𝑖𝑖(𝐸)
+∞
−∞
𝑒(i𝐸𝑡/ℏ)𝑑𝐸 = 𝑒[−
i(𝐸𝑖+Δ𝑖𝑖)𝑡
ℏ  − 
Γ𝑖𝑖𝑡
2 ]                             (2.72) 
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Hence, Δ𝑖𝑖 represents a shift on the energy level of the initial state, induced by the 
interaction with the manifold of final states. On the other hand, 1/Γ𝑖𝑖 is the lifetime of 
state |𝑖〉.  
Explicit expressions for Δ𝑖𝑖 and Γ𝑖𝑖 can be derived in terms of 𝑉𝑖𝑓 and energy difference 
(𝐸 − 𝐸𝑓), which are the physical parameters ruling the time-dependent evolution of the 
system: 
Δ𝑖𝑖 =∑
𝑉𝑓𝑖𝑉𝑓𝑖
∗
𝐸 − 𝐸𝑓
𝑓
                                                                    (2.73) 
ℏΓ𝑖𝑖 = 2π∑𝑉𝑓𝑖𝑉𝑓𝑖
∗
𝑓
𝛿(𝐸 − 𝐸𝑓)                                                    (2.74) 
The developed framework is ideal to study the electron injection rates in DSSCs. In 
fact, electron injection can be defined as a transition from an orbital localized on the dye 
molecule to a manifold of one-electron states of the continuum formed by the states of 
the semiconductor’s CB. This picture is further simplified, considering that the orbital 
localized on the chromophore can be identified with its LUMO, if the excited state is 
dominated by the HOMOLUMO transition, which is true for many organic 
chromophores.[160, 161] 
 If the system under study is simulated by a dye molecule attached covalently on a 
semiconductor’s slab, the partitioning of the Hamiltonian in terms of a molecular and a 
surface subspaces is immediate. States belonging to the chromophore (|𝑖〉)
 
and to the 
semiconductor (|𝑓〉) are diabatically separated and
 
can be expressed in terms of 
localized basis functions, i.e. a linear combination of atomic orbitals:  
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|𝑖〉 =∑𝑐𝑚𝜒𝑚
𝑚
                                                                    (2.75) 
|𝑓〉 =∑𝐶𝑓𝑘𝜙𝑘
𝑘
                                                                    (2.76) 
where {𝜒𝑚} is the basis set for the molecule and {𝜙𝑘} 
is the basis set for the 
semiconductor. The indices 𝑚 (or 𝑛) and 𝑘 (or 𝑘′) refer to the molecule’s and the 
semiconductor’s basis functions, respectively. We hence define the semiconductor’s 
energy-dependent density matrix: 
𝜌𝑘𝑘′(𝐸) =∑𝐶𝑓𝑘𝐶𝑓𝑘′
∗
𝑓
𝛿(𝐸 − 𝐸𝑓)                                                    (2.77) 
where 𝐸𝑓 are the energies of the one-electron states of the semiconductor. We further 
define the matrix elements 𝑉𝑚𝑘 as the electronic coupling between localized atomic 
orbitals on the semiconductor and on the dye. Following these definitions, the rate of 
electron injection  (for orthogonal basis sets, such as those mostly used in this thesis) 
can be expressed as: 
ℏΓ = 2π∑𝑐𝑚𝑐𝑛
∗
𝑚𝑛
∑𝑉𝑚𝑘𝑉𝑛𝑘′
∗ 𝜌𝑘𝑘′(𝐸𝑖)                                     (2.78)
𝑘𝑘′
 
This expression can be adapted to fit also non-orthogonal basis sets, as follows[128]: 
ℏΓ = 2𝜋∑𝑐𝑚
𝑚,𝑛
𝑐𝑛
∗∑(𝐸𝑆𝑚𝑘
𝑘,𝑘′
− 𝑉𝑚𝑘)(𝐸𝑆𝑛𝑘′ − 𝑉𝑛𝑘′)𝜌𝑘𝑘′(𝐸𝑖)               (2.79) 
where 𝑆𝑚𝑘 and 𝑆𝑛𝑘′  are the overlap matrix elements. 
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Figure 2.2: schematization of the matrix partitioning scheme for dye-semiconductor system; quantities 
appearing in Eq. 2.78 are computed in separated calculations, allowing high through put analysis. 
Eq. 2.78 includes quantities that can be obtained from different DFT calculations, hence 
providing a practical outcome from the matrix partitioning scheme (see Figure 2.2). 
Because of the localized nature of atomic orbitals, the coupling terms 𝑉𝑚𝑘 (given by an 
off-diagonal Kohn-Sham matrix element) between the semiconductor’s and molecule’s 
localized basis functions are significantly different from zero only for those 𝑚 and 𝑘 
that are at or near the semiconductor-dye interface. Hence, we can use the matrix 
elements only for 𝑘, 𝑘′ close to the semiconductor surface. In our model, therefore, we 
represent a semiconductor surface with a slab, which is periodically repeated in two 
dimensions and has a finite depth, a widely used approach for modeling surfaces. [148, 
162, 163] Then, to obtain 𝑉𝑚𝑘 values, instead of performing a calculation of an entire 
adsorbed dye, which is very computationally demanding and would be not feasible in 
screening a large number of potential chromophores, we can consider only the interface 
of the semiconductor slab with the chromophore’s anchoring group. In fact, since we 
expect 𝑉𝑚𝑘 values to be large only in the interface region, 𝑉𝑚𝑘 values for 𝑚 not 
belonging to the anchoring group are going to be negligible and can be considered to be 
zero. Of course, different chemical composition and attachment chemistries of the 
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anchoring group on the semiconductor surface will produce different 𝑉𝑚𝑘 matrix 
elements, thus influencing the computed injection times.    
2.3.4 Why matrix partitioning scheme? A comparison with recent 
theoretical works                                                                                                      .. 
In this section, we remark the reasons behind our study of electron injection in DSSCs, 
comparing our method with recent theoretical approaches to this problem. Hence, we 
motivate our choice, analyzing advantages and drawbacks of the current methodologies, 
and explaining the novelty of the contribution we provide to this field. 
(i) Prezhdo and coworkers have used intensively non adiabatic molecular dynamics 
(NAMD), within DFT and TD-DFT calculations, to study the electron transfer 
dynamics for few dyes (mainly bipyridine ligands and alizarin)[114, 115, 120-122].  
In their NAMD approach, for a given set of nuclear coordinates, DFT calculations 
provide a set of Born-Oppenheimer states {𝜙𝑖}, which are used to compute the 
wavefunction of the excited state: 
Ψ =∑𝑐𝑖
𝑖
𝜙𝑖                                                                        (2.80) 
The time dependent evolution of the excited state is hence expressed for each time step 
Δ𝑡 as follows: 
Ψ(𝑡 + Δ𝑡) = Ψ(𝑡 − Δ𝑡) −
2i
ℏ
Δ𝑡?̂?Ψ(𝑡)                                      (2.81) 
Non adiabatic couplings between Born-Oppenheimer states are computed from overlap 
of the orbitals at subsequent time steps: 
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𝑉𝑖𝑗
𝑁𝐴 ≅ (
1
2Δ𝑡
) (〈𝜙𝑖(𝑡)||𝜙𝑗(𝑡 + Δ𝑡)〉 − 〈𝜙𝑖(𝑡 + Δ𝑡)||𝜙𝑗(𝑡)〉)                     (2.82) 
In order to probe the electron injection from a dye to a semiconductor surface, the time 
dependent electron density on the dye is monitored against the time, at each time step: 
𝜌𝑑𝑦𝑒(𝑡) =∑|𝑐𝑖(𝑡)|
2
𝑖
∫ |𝜙𝑖(𝑡)|
2
𝑑𝑦𝑒
                                          (2.83) 
𝑑𝜌𝑑𝑦𝑒(𝑡)
𝑑𝑡
=∑
|𝑐𝑖(𝑡)|
2
𝑑𝑡
𝑖
∫ |𝜙𝑖(𝑡)|
2 +
𝑑𝑦𝑒
∑|𝑐𝑖(𝑡)|
2 +
𝑑 ∫ |𝜙𝑖(𝑡)|
2
𝑑𝑦𝑒
𝑑𝑡
𝑖
              (2.84) 
Eq.2.84 shows clearly that the rate is given by two contributions: (i) a non adiabatic 
one, which is conveyed by the time dependence of the expansion coefficients 𝑐𝑖(𝑡), 
determining the change in occupation of 𝜙𝑖; (ii) and adiabatic contribution represented 
by  
𝑑 ∫ |𝜙𝑖(𝑡)|
2
𝑑𝑦𝑒
𝑑𝑡
, hence the time dependent evolution within the adiabatic states 𝜙𝑖. 
More recently, Prezhdo and coworkers employed a similar methodology to study the 
dynamics of SF in a model donor-acceptor system, with a particular focus on the 
competition between SF and exciton dissociation. In this case, however, DFT is not 
sufficient to describe the electronic structure of the system and the Kohn-Sham orbitals 
are corrected, using the results obtained by more sophisticated ab initio 
calculations.[27]  
NAMD represents a powerful tool for the study of different pathways in electron 
transfer processes. Nevertheless, the large computational cost of this method makes it 
not suitable for the theoretical analysis of a large number of candidate dyes and the 
calculations are limited only to small model systems. In principle, each dye would need 
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an expansive simulation of the interface and, even if a large number of simulations 
could be performed, the obtained results would not be useful to isolate the individual 
factors (i.e. structure of the dye, chemical nature of the anchoring group) affecting the 
injection rates. This is true also for SF, as DFT and TD-DFT calculations cannot 
provide a description of double excited states, such as the ME states. Parameters 
entering the simulations must be fitted to other post-HF calculations, thus enhancing the 
computational cost of the whole procedure. 
(ii) May and coworkers developed a semi-empirical model to study electron injection 
for a variety of dye-semiconductor systems (mainly perylene-TiO2 interface)[125, 
126].Their work share with our approach a similar diabatization of molecular (ground 
and excited states of the molecule, labeled as 𝑔 and 𝑒) and semiconductor states 
(𝑘)[125]: 
𝐻 = ∑ 𝐻𝑎(𝑄)
𝑎=𝑔,𝑒,𝐤
|𝜑𝑎〉〈𝜑𝑎| +∑(𝑉𝑘𝑒(𝑄)|𝜑𝑘〉〈𝜑𝑒| + ℎ. 𝑐. )
𝑘
                          (2.85) 
𝐻𝑎 is a vibronic Hamiltonian including explicitly vibrational degrees of freedom within 
the harmonic oscillator model. This is related to the empirical part of the method, 
because the parameters entering Eq. 2.85 are optimized against experimental absorption 
spectra. Once optimal parameters have been obtained, the rates are computed with an 
expression which does not depend on vibrations and is very similar to the one used in 
this thesis:  
2Γ =
2𝜋
ℏ2
?̅?|?̅?|2                                                                      (2.86) 
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Where ?̅? and ?̅? are average values of the acceptor’s density of states and of electronic 
coupling, respectively. 
The major difference with our approach is given by its semi-empirical nature, 
represented by the fact that parameters entering the Hamiltonian of Eq. 2.85 are fitted, 
in order to mimic experimental absorption spectra. For this reason, this method cannot 
be considered a “stand-alone” procedure, capable of predicting the injection properties 
of a dye, without the aid of experiments. In fact, a candidate dye has to be, in any case, 
synthesized and has to undergo to a series of experiments. This is not convenient if one 
desires to rapidly screen a large number of candidate dyes. 
(iii) Thoss and coworkers also expressed the Hamiltonian in terms of diabatic 
states[119]: 
𝐻𝑆 = 𝑇 + |𝜑𝑑〉𝑉𝑑𝑑〈𝜑𝑑| +∑|𝜑𝑘〉𝑉𝑑𝑑〈𝜑𝑘|
𝑘
+∑(|𝜑𝑑〉𝑉𝑑𝑘〈𝜑𝑘| + |𝜑𝑘〉𝑉𝑘𝑑〈𝜑𝑑|) 
𝑘
(2.87) 
where again |𝜑𝑑〉 represents the donor state localized on the chromophore, and |𝜑𝑘〉 the 
acceptor states localized on the semiconductor. 𝑇 is a kinetic energy term including 
nuclear degrees of freedom. Parameters entering this Hamiltonian have been computed 
from a tight-binding model in ref.[118] and from ab initio calculations, with a matrix 
partitioning scheme (as in this thesis) in ref.[113, 119]. In their work, however, the 
effect of the solvent is included as a bath of harmonic oscillators, which are coupled 
with the dye semi-conductor system:  
𝐻𝐵 =
1
2
∑(𝑝𝑗
2 +
𝑗
𝜔𝑗
2𝑥𝑗
2)                                                                  (2.88) 
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𝐻𝑆𝐵 = |𝜑𝑑〉∑(𝑐𝑗
𝑑
𝑗
𝑥𝑗)〈𝜑𝑑| +∑|𝜑𝑘〉
𝑘
∑(𝑐𝑗
𝑘
𝑗
𝑥𝑗)〈𝜑𝑑|                               (2.89) 
where 𝐻𝐵 is the Hamiltonian of the bath and 𝐻𝑆𝐵 contains couplings of the bath with 
dye’s and semiconductor’s states, respectively. Once the Hamiltonian has been defined 
(𝐻 = 𝐻𝑆 + 𝐻𝐵 +𝐻𝑆𝐵), the electronic structure of a dye-semiconductor cluster is studied 
with DFT and, finally, the quantum dynamics of the system is studied with the multi-
layer (ML) multi-configurational time-dependent Hartree method (MCTDH).[117] This 
is a multi-reference method, where, instead of expressing the wavefunction as a linear 
combination of time-independent states, it is given by a linear combination of time-
dependent configurations: 
|Ψ(𝑡)〉 =∑𝐴𝑗(𝑡)𝜓𝑗(𝑡)
𝑗
                                                        (2.90) 
In a single layer (1L) MCTDH, {𝜓𝑗(𝑡)} set is given by CI expansion of the time-
dependent basis functions. In a ML approach, the wavefunction is obtained by a 
recursive procedure, where also {𝜓𝑗(𝑡)} are expressed as a time-dependent expansions 
(2L-MCTDH). Extension to a larger number of layers is conceptually simple but the 
computational cost is increased. This method has been used to study the coumarin343-
TiO2 and the alizarin-TiO2 systems, providing results in good agreement with 
experimental evidences.[113, 118, 119] Nevertheless, while sharing general aspects 
with our approach, this method features calculations of the whole dye-semiconductor 
interface and requires computational demanding quantum dynamics simulations, thus 
preventing its use for high through-put analysis. 
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In summary, our approach to the study of electron injection in DSSC, presented in 
Section 2.3.3, shows some clear advantages if compared with previous works: (i) it does 
not require computational demanding quantum dynamics simulations; (ii) it does not 
require ab initio calculations of the electronic structure of the whole dye-
semiconductor’s surface; (iii) it is a completely ab initio procedure: no physical 
parameter needs to be adjusted to fit experiments. For this reason, our methodology, 
instead of previous works, allows to rapidly predict electron injection rates: i.e. families 
of dyes sharing the same anchoring group can be rapidly screened, since only a single 
calculation of the anchoring-group + slab system is needed to compute 𝑉𝑚𝑘 and 𝜌𝑘𝑘′(𝐸) 
for all of them. {𝑐𝑚} can be computed from simple calculations of isolated molecules, 
thus enabling to screen a large number of dyes at a reduced computational cost. 
Moreover, within the partitioning scheme, we are able to disentangle different effects, 
influencing the electron injection rates, which is not possible even for the most accurate 
simulation of the entire system.  
In this thesis, we use this approach to study three different problems. In Chapter 3, we 
perform an analysis of electron injection for 16 different organic dyes, sharing the same 
anchoring group (a phosphonated moiety), and compare the results with available 
experiments, in order to test the model and investigate the possible use of phosphonic 
acid as an alternative to common carboxylated dyes. In Chapter 4, we apply this method 
differently, analyzing the effect of the anchoring group on electron injection; electron 
injection rates are computed for organic dyes sharing the same structure (a perylene) but 
possessing different anchoring groups. This is done in conjunction with a study of the 
attachment chemistry of each considered moiety, in order to screen anchoring groups 
that bind strongly to TiO2 surface and have a positive effect on the injection properties 
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of a dye, at the same time. Finally, in Chapter 5 we verify the applicability of the 
partitioning scheme for metal-organic dyes, which have a complex attachment 
chemistry on the semiconductor surface, studying the adsorption modes and the electron 
injection properties of the N3 dye on rutile (110). 
  
 
 
64 
 
Chapter 3:  
Theoretical study of phosphonated 
dyes for dye-sensitized solar cells 
Abstract 
The attachment chemistry of the chromophore onto the semiconductor surface 
influences the efficiency of electron injection in dye-sensitized solar cells (DSSCs). In 
this chapter, we study injection times for dyes that bind to the semiconductor surface via 
the phosphonic acid anchoring group and the effect on the injection time of different 
binding modes (molecular or dissociative, monodentate or bidentate) of phosphonic acid 
for both TiO2 rutile (110) and anatase (101) surfaces. We calculate electron injection 
times for a large set of organic dyes on TiO2 rutile (110) and anatase (101) surfaces for 
the most stable adsorption geometries of the phosphonic acid anchoring group, using a 
model based on partitioning the semiconductor-chromophore system into fragments. 
We analyze the influence of the size and nature of the anchoring group on the injection 
times, performing calculations with larger models of the anchoring group (e.g. phenyl-
phosphonic acid). Through the partitioning procedure we are able to separate the effect 
of the binding geometry from other effects influencing the efficiency of the electron 
injection. The results show that dissociative bidentate adsorption modes generally lead 
to faster injection, compared to monodentate and molecular ones. Our results are in 
good agreement with experiments (where available), showing that our model is capable 
of predicting the effects of the anchoring groups and of different spacer groups on the 
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injection times, and is, therefore, suitable for designing new and more efficient 
chromophores. 
 
3.1 Introduction 
In this chapter we employ the matrix partitioning scheme, discussed in Chapter 2, in 
order to study the injection characteristics of dyes that bind to the semiconductor 
surface with a phosphonate moiety and to analyze the effects of the attachment 
chemistry on injection rates. In fact, the binding configuration of the anchoring group 
on TiO2 surface is fundamental, since it is responsible for both the stable adsorption of 
the dye and for the coupling of the anchoring group with TiO2. Moreover phosphonated 
dyes are very interesting for DSSC devices; in fact, theoretical studies of phosphonic 
acid show that it binds more strongly than formic acid to TiO2 surfaces.[164, 165] 
Therefore, the use of phosphonated dyes can improve the long-term stability of the 
device. However, there are few experimental and theoretical studies of the electron 
injection characteristics of phosphonated dyes. Experimental studies of perylene 
derivatives on TiO2 suggest that electron injection from phosphonated dyes is somewhat 
slower than from their carboxylated analogues.[88, 91, 92, 98, 166, 167] This result is 
supported by theoretical studies of the same molecules, using the full width at half 
maximum (FWHM) of the dye’s LUMO state as a measure of injection time[168] and 
using model Hamiltonian calculations.[165] However, there is no definite agreement 
between the theoretical predictions made using different computational approaches. For 
example, for pyridine-4-phosphonic acid, calculated injection times range from 10 fs 
(using parameterized Hamiltonian[168]) to 460 fs (using a semi-empirical Hückel 
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Hamiltonian combined with molecular dynamics[169]). Moreover, theoretical modeling 
suggests that injection times strongly depend on the adsorption mode (e.g., 60 fs 
injection time for the bidentate mode, and 460 fs for the monodentate adsorption of the 
above molecule).[169] Therefore, at present, there is no systematic study of 
phosphonated dyes and, among these few studies, there is a significant discrepancy 
between different methods and with experimental results too. Moreover, the attachment 
chemistry of phosphonic acid on TiO2 and the effects of the different binding modes on 
the injection characteristics have not been considered yet. This is an important aspect, 
because the theoretical description of the electronic structure at the interface and, 
consequently, of the charge transfer need an accurate description of the adsorption 
geometry of the dye. 
Several theoretical studies addressed the adsorption geometry of phosphonic or 
methylphosphonic acid on rutile (110) and anatase (101), using DFT[164, 165, 170] and 
density-functional tight-binding (DFTB).[171] A large number of possible 
configurations have been identified: four on rutile (110) and eight on anatase (101). 
Thus, phosphonic acid has a much richer adsorption chemistry on TiO2 than seen for 
carboxylic acids, which have one stable adsorption configuration on rutile (110) 
(dissociated bidentate)[148, 162, 172] and two configurations on anatase (101) 
(molecular monodentate adsorption and dissociative bridging-bidentate).[148, 163] For 
phosphonic acid, the bidentate configurations were identified as the most stable ones on 
rutile (110), particularly the fully dissociative one with two protons adsorbed on the 
semiconductor surface.[165, 171] On anatase (101) slabs, DFT-B3LYP calculations 
favoured the monodentate configuration[164], while DFTB studies favoured the 
bidentate configuration with two protons adsorbed on the surface[171], even if the 
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differences between the best monodentate and bidentate structures in both of these 
studies were no more than 0.2 eV (of the order of the accuracy of DFT calculations, and 
smaller than the accuracy of DFTB calculations). These results suggest that different 
adsorption modes are likely to co-exist, and an accurate theoretical prediction of the 
injection times of phosphonated dyes must take into account and analyze the effects of 
the different adsorption modes. 
3.2 Computational strategy 
3.2.1 Model of electron injection             
Injection times are computed adopting the methodology reported in detail in Chapter 2 
where the injection rate Γ is computed through the following expression: 
ℏΓ = 2π∑𝑐𝑚𝑐𝑛
∗
𝑚𝑛
∑𝑉𝑚𝑘𝑉𝑛𝑘′
∗ 𝜌𝑘𝑘′(𝐸𝑖)
𝑘𝑘′
                                                 (3.1) 
where {𝑐𝑚} is the set of coefficients of the dye LUMO, {𝑉𝑚𝑘} are the coupling 
coefficients between dye and TiO2, {𝜌𝑘𝑘′} is the density of states of TiO2, 𝐸𝑖 is the dye 
LUMO energy (hence, the injection energy). {𝑐𝑚} and 𝐸𝑖 are computed from a 
calculation of the dye alone, {𝜌𝑘𝑘′} and {𝑉𝑚𝑘} are computed from a calculation of a 
TiO2 slab with the anchoring group of the dye attached on its surface. In fact, as 
explained in Chapter 2, because of the localized nature of atomic orbitals, the coupling 
terms 𝑉𝑚𝑘 between the semiconductor’s and molecule’s localized basis functions are 
significantly different from zero at or near the semiconductor-dye interface and, for the 
same reason, we can use the 𝜌𝑘𝑘′(𝐸) matrix elements only for 𝑘, 𝑘′ close to the 
semiconductor surface. 
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3.2.2 Electronic structure calculations              
In our model, we represent a semiconductor surface with a slab, which is periodically 
repeated in two dimensions and has a finite depth. Then, to obtain 𝑉𝑚𝑘 values, instead 
of performing a calculation of an entire adsorbed dye, which is very computationally 
demanding and would be not feasible in screening a large number of potential 
chromophores, we can consider only the interface of the semiconductor slab with the 
chromophore’s anchoring group. In fact, since we expect 𝑉𝑚𝑘 values to be large only in 
the interface region, 𝑉𝑚𝑘 values for 𝑚 not belonging to the anchoring group are going to 
be negligible and can be considered to be zero.  
We modeled the TiO2+anchoring group system, as well as the isolated dye molecules, 
using DFT calculations. We used the CRYSTAL09 code.[173] CRYSTAL09 
computations employed an explicit all-electron representation of TiO2 with triple 
valence plus polarization Gaussian basis sets first used in ref.[174] for Ti and O, and a 
double valence plus polarization Gaussian basis set first used in ref.[175] for P. These 
basis sets are available on CRYSTAL website.[243] We employed the B3LYP 
functional[147] which was proven to give a reasonable description of the TiO2 
electronic structure.[148, 177] The k-points sampled were chosen using a Monkhorst-
Pack net using a 2 × 2 × 1 k-points grid for slabs with adsorbates. The convergence 
criteria used for geometry optimization were: energy tolerance 10-4 Ha, root-mean-
square (RMS) of the gradient 10-3 Ha/Bohr, RMS of the displacement 0.0012 Bohr. 
Rutile (110) and anatase (101) surfaces were both modeled using two-layer slabs with 
the 22 cell area (Figure 1a,b). The modeling of molecular adsorption was obtained 
using constrained slabs with the adsorbate placed at one side of the slab, and the bottom 
layer atoms fixed at their respective bulk geometry. This scheme is used in the majority 
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of simulations of surfaces, including TiO2.[148, 162, 163] Similar computational setup 
(CRYSTAL09 calculations using B3LYP functional and the same convergence criteria 
as above) was used to model isolated dye molecules, but in this case the simulated 
system was non-periodic, and a single k-point (-point) was used. Double valence plus 
polarization Gaussian basis sets, available on the CRYSTAL website[243], were used 
for C, N and P, and a triple valence plus polarization Gaussian basis set for O. 
 
Figure 3.1: Optimized structures (a) of the 2-layer rutile (110) slab with phosphonic acid, and (b) of the 
2-layer anatase (101) slab with phosphonic acid systems with different adsorption modes. Ti atoms are in 
green, O in red, P in brown and H in white (see text for the description of the adsorption modes). (c) 
Structures of the studied larger binding groups. 
3.2.3 Surface-adsorbate systems               
In the majority of the calculations discussed below, phosphonic acid on TiO2 was used 
to represent the TiO2-anchoring group interface. There are several alternative adsorption 
modes for such anchoring groups as carboxylic and phosphonic acid, e.g. molecular, 
bridging or chelating. A large number of adsorption modes were reported for 
phosphonic (and alkylphosphonic) acids on TiO2: up to four on rutile (110)[165, 170, 
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171] and eight on anatase (101)[164, 171], including both bidentate and monodentate 
modes, with and without the acidic proton transferred to the surface. As a starting point 
for modeling the different adsorption modes of phosphonic acid (and phosphonic acid 
functionalized with organic groups), we choose the structures studied in the work of 
Luschtinetz and coworkers, who computed four adsorption geometries for rutile (110) 
and eight for anatase (101).[171] For consistency, and to verify that the predicted 
structures are not modified by a different computational method, we re-optimize 
Luschtinetz’s structures. 
In Figure 3.1a and Figure 3.1b we show the optimized structures for the adsorption of 
phosphonic acid on the rutile (110) and the anatase (101) surfaces. For rutile, the m1 
and m2 structures feature a monodentate adsorption mode, molecular and dissociative 
with a proton transferred to a surface O, respectively. The latter, according to previous 
theoretical work[171], is more stable than the former by ≈9 kcal/mol. The b1 and b2 
structures show a bidentate adsorption mode with one and two adsorbed protons, 
respectively, and they are the most stable adsorption modes, a result which is confirmed 
by a recent study of adsorption of methyl phosphonate on rutile (110).[170] The b2 
structure is the most stable adsorption configuration, due to the adsorption of both 
protons on the slab surface (≈5 kcal/mol more than the b1 structure). Our results agree 
to this picture of the system, with the m2 mode being the most stable monodentate (≈10 
kcal/mol more than m1) and with the b2 mode being the most stable adsorption mode 
(≈20 kcal/mol more than the b1 structure) overall.  
For anatase (101), although previous studies considered eight adsorption 
configurations[164, 171], we choose to study only the four most stable ones. We have a 
monodentate molecular adsorption mode (m1) and three bidentate modes, two of them 
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with a single proton adsorbed on the surface (b1 and b2) and one with both protons 
adsorbed on the slab (b3). Luschtinetz and co-workers, using DFTB, found that 
bidentate modes, in particular the b3 adsorption mode, represent the most stable binding 
geometry (the difference with the least stable considered bidentate mode is ≈5 kcal/mol 
while the difference with the most stable monodentate mode is around ≈20 
kcal/mol)[171], while an earlier work by Nilsing and coworkers, using DFT-B3LYP, 
suggests that the m1 structure has the strongest adsorption (relative adsorption energies 
are contained in a small range ≈7 kcal/mol for all the studied configurations).[164] 
Nevertheless, these earlier studies agree that the difference in stability of the various 
adsorption modes is small. In our study, the most stable adsorption mode is the b3; the 
difference between b3 and the least stable considered bidentate (b1) is 12 kcal/mol and 
the difference with the most stable monodentate is 16 kcal/mol. Our structures are in 
good agreement with previous works, and the P-H bond, in all these configurations, is 
pointing upwards, compatible with possible adsorption geometries of a complete 
chromophore on the slab. 
Additionally, we performed several calculations using larger anchoring group models: 
instead of just the phosphonic acid group, we considered larger fragments of the dyes 
(i.e. phosphonic acid with various linker groups, shown in Figure 1c), adsorbed on the 
rutile (110) surface. For these substituted phosphonic acids, we used the same 
adsorption modes (m1, m2, b1 and b2) as for the phosphonic acid on rutile (110). These 
calculations were done in order to check if the size of the anchoring fragment, used in 
the TiO2-anchoring group interface model, affects the accuracy of the calculated 
injection times. 
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3.3 Results and Discussion 
We chose a set of dye molecules featuring phosphonic acid as a binding group (Figure 
3.2). Among them, there are some perylene derivatives whose charge injection on rutile 
and anatase surfaces has been studied experimentally (P1-P3)[91, 92] but we also model 
some new perylene derivatives (P4-P7), in order to explore the effect of simple 
modifications of the spacer group chemistry, near the phosphonic acid anchoring group. 
We have also considered a set of dyes (D1-D9 in Figure 3.2), similar to those studied in 
an earlier work[129] but with carboxylic group replaced by phosphonic group, to 
evaluate the difference between these two anchoring groups. 
 
Figure 3.2: Structures of the studied perylene derivatives (P1-P7) and of the other chromophores (D1-
D9). 
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 In Table 3.1 we collect the injection times for the P1-P7 dyes on rutile (110) and 
anatase (101), respectively. First, we compare the obtained results with the known 
experimental values for the P1 and P2 dyes on rutile (110) and on anatase (101). For the 
P1 dye on rutile (110) we compute the injection times of 2.6 fs and 2.9 fs for the most 
stable adsorption modes (b1 and b2), somewhat faster than the experimental value of 
23.5 fs, while for P2 we obtain 40.2 fs and 73.2 fs, similar to the experimental result 
(35.9 fs). Injection times for the less stable adsorption modes m1 and m2 are slower 
than for b1 and b2. For the P1 dye on anatase (101) the computed injection times are 
smaller than the experimental value (28 fs) for the all the adsorption modes (between 
0.44 and 2.9 fs), while for P2 dye the computed injection times are also somewhat 
smaller for the bidentate adsorption modes but slightly larger than the experimental time 
for the monodentate adsorption modes. The agreement between the calculated and 
experimental values is reasonably good (within an order of magnitude – which is 
acceptable considering that experimental estimates of injection times are often the upper 
limits of injection times, limited by the instrument resolution, which ranges from few 
femtoseconds[98] to as high as 100 fs[89], depending on the technique used). 
We observe that injection is faster for the most stable adsorption modes (the bidentate 
ones) and that there is no remarkable difference between the injection times calculated 
for rutile (110) and anatase (101). Nevertheless, we can pinpoint that the anatase b3 
adsorption mode features the fastest injection for all the dyes. We observe that the effect 
of the different attachment modes on the injection time is more evident for slower dyes, 
while for the fast dye P1 the difference between the adsorption modes is less 
pronounced. Unfortunately, there are experimental data only for few perylene-
phosphonic dyes, but this theoretical study of their electron injection properties is 
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useful, because it allows us to analyze systematically the efficiency of different dyes, 
e.g. with different spacer groups. For example, we observe similar results for the P2 and 
P3 dyes (which feature a CH2 and a CH2CH2 spacer groups, respectively) with slower 
injection than the simple P1 dye, due to the presence of sp3 carbon atoms separating the 
aromatic part of the dyes from the anchoring group. On the other hand, the injection is 
remarkably fast for the P4 dye, which contains the CH=CH spacer group, an effect that 
has already been observed for carboxylic acid-binding dyes.[92, 129] 
Table 3.1: Calculated and experimental (where available) injection times (fs) of the P1-P7 dyes on rutile 
(110) for their m1, m2, b1 and b2 adsorption modes and on anatase (101) for their m1, b1, b2 and b3 
adsorption modes, respectively. 
Dye on Rutile tm1 (fs) tm2 (fs) tb1 (fs) tb2 (fs) texp (fs)[91] 
P1 14.8 7.6 2.6 2.9 23.5 
P2 150.3 117.9 40.2 73.2 35.9 
P3 42.8 67.9 28.0 33.4  
P4 27.8 33.1 8.3 4.9  
P5 22.6 10.2 2.8 3.3  
P6 3.4 2.8 1.55 1.5  
P7 136.2 213.9 44.0 14.2  
Dye on Anatase tm1 (fs) tb1 (fs) tb2 (fs) tb3 (fs) texp (fs)[92] 
P1 2.9 1.6 2.4 0.44 28 
P2 176.0 123.4 41.5 9.6 63 
P3 177.8 18.0 27.3 2.1  
P4 35.8 1.5 4.5 0.32  
P5 63.4 6.1 1.7 0.87  
P6 2.3 2.9 0.4 0.13  
P7 15.1 90.0 9.5 19.4  
 
In the P5 and P6 dyes we study the effect of the CN moiety on the injection times, 
placing this group in two different positions. In P5, we place it on the same sp2 carbon 
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linked to the PO(OH)2 moiety (a motif used in many carboxyl-containing dyes).[178] In 
the P6 dye, we investigate an alternative position of the cyano group on the next sp2 
carbon atom, in the  position to the phosphonate group, which has not been considered 
so far for DSSC dyes, to the best of our knowledge. The results for the two 
chromophores are similar, featuring a very fast injection due to the presence of the CN 
moiety, which is a strong electron withdrawing group. This agrees with experiments 
reporting that dyes with the CH=CH moiety connected to the cyano group lead to an 
increased efficiency in the DSSC device.[178] It is worth noting that injection from the 
P6 dye (with the new position of the cyano group) is slightly faster than P5, suggesting 
that this novel attachment chemistry may be used to realize more efficient charge 
injection in DSSC dyes. 
 Finally, we study the P7 dye that we conceived in order to analyze the effect of the 
different groups at the same time: it contains the vinyl group, an sp3 carbon and a CN 
moiety attached to it. The results show an injection which is faster than for P2 and P3 
dyes but slightly slower than the other dyes, as we could expect knowing the effect of 
the different groups: the CN group in P7 ensures faster injection than for P2 and P3, but 
the presence of the sp3 carbon slows injection compared to the dyes P1, P4-P6 with all 
unsaturated carbons. These results suggest that, to some extent, the effect of these 
structural modifications is additive. 
To validate one of the approximations used in this chapter, we investigate how the 
calculated injection time is affected by the size of the anchoring fragment in the TiO2-
anchoring group interface model, including various linker groups in the anchoring 
group (see Figure 3.1a and Table 3.2). 
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 For example, for the P3 dye we calculate injection times, employing phosphonate or 
ethyl-phosphonate adsorbed on TiO2 as models for the TiO2-anchoring group interface, 
and we obtain results in very good agreement with each other. For the D6 dye we 
consider two alternative models of the interface, with anchoring groups containing the 
CH2=CH and the CH2=C(CN) moiety. The effect of the introduction of the double bond 
and of the cyano group in the anchoring group model does not affect the result 
significantly. 
Table 3.2: Comparison of the injection times (fs) for P3, D6 and D8 dyes on rutile (110), calculated with 
different models of the anchoring group. 
Dye   Anchor group tm1 (fs) tm2 (fs) tb1 (fs) tb2 (fs) 
 
P3 
HPO(OH)2 42.8 67.9 28.0 33.4 
CH3-CH2-PO(OH)2 24.5 64.2 34.3 21.0 
 
D6 
HPO(OH)2 6.3 3.2 1.8 2.3 
CH2=CH-PO(OH)2 5.5 3.5 2.3 1.3 
CH2=C(CN)-PO(OH)2 6.5 2.3 1.8 1.6 
 
D8 
HPO(OH)2 7.3 1.5 0.54 0.76 
Ph-PO(OH)2 1.03 0.92 1.3 0.73 
Py-PO(OH)2 3.6 0.93 1.1 0.46 
 
 Finally, we study the injection of D8, considering phenyl (Ph)-phosphonate and pyridyl 
(Py)-phosphonate as anchoring groups in the interface model (in this case the latter 
represents also the complete dye), and the results are definitely very similar, in 
particular for the two different aromatic groups. This proves that the coupling terms 
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between the dye’s and semiconductor’s orbitals are significant only immediately at the 
binding interface, and even a small model anchoring group, such as phosphonic acid, is 
sufficient to describe the interface, making the full dye-surface calculation not necessary 
in most cases. 
Table 3.3: Injection times (fs) of the P1-P7 and D1-D9 dyes on rutile (110) for the m1, m2, b1 and b2 
adsorption geometries, respectively, and injection times of the same dyes featuring carboxylic acid as 
binding group calculated in this chapter and from literature[129]. Ratios between injection times for 
carboxylated and phophonated dyes (for the former we consider our values for the P1-P7 dyes and 
Ref.[129] values for D1-D9 dyes; for the latter we consider the injection times belonging to the most 
stable adsorption mode b2). 
Dye tm1 (fs) tm2 (fs) Tb1 (fs) tb2 (fs) 
tCOOH (fs)  
 
tCOOH(fs)  
ref.[129]  
tb2/tCOOH 
ratio 
P1 14.8 7.6 2.6 2.9 6.5 5.3 0.44 
P2 150.3 117.9 40.2 73.2 269.5  0.27 
P3 42.8 67.9 28.0 33.4 109.9 282 0.30 
P4 27.8 33.1 8.3 4.9 11.7 6.0 0.42 
P5 22.6 10.2 2.8 3.3 10.8  0.31 
P6 3.4 2.8 1.55 1.5 3.4  0.44 
P7 136.2 213.9 44.0 14.2 30.7  0.46 
D1 19.8 5.1 3.1 3.9  17.2 0.23 
D2 4.1 1.8 9.00 6.9  33.0 0.21 
D3 210.2 126.0 81.9 71.8  157 0.46 
D4 30.2 11.3 5.4 13.1  10.0 1.31 
D5 14.5 13.7 12.4 29.8  11.6 2.57 
D6  6.3 3.2 1.8 2.3  4.8 0.48 
D7 5.1 4.0 2.9 1.4  5.6 0.25 
D8 7.3 1.5 0.54 0.76  0.73 1.0 
D9 4.5 3.2 0.51 1.0  0.68 1.47 
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In Table 3.3 we show the injection times calculated for the P1-P7 dyes and D1-D9 dyes 
on rutile (110) and compare them with the results for their carboxylated analogues. 
Injection times for similar dyes containing a carboxylic acid, instead of a phosphonic 
acid group, were recently studied (molecular monodentate and dissociative bidentate 
adsorption modes for anatase (101), dissociative bidentate for rutile (110); DFT-PBE 
level of theory[129]). Here we compare injection times for carboxylic and phosphonic 
groups. First, we compare the earlier results for carboxylic-containing molecules 
(adsorbed on rutile (110) in the bridging-bidentate configuration)[129], computed using 
the PBE functional[179] within the SIESTA code[176], with our new results computed 
using CRYSTAL09 and the B3LYP functional. Table 3.3 (columns 6-7 for P1-P7 dyes) 
clearly shows that the results obtained in this work are consistent with the PBE 
calculations, where the largest discrepancy arises for the P3 dye, and are in slightly 
better agreement with experimental values (which are 9 fs for P1, 47 fs for P3, 13.5 fs 
for P4).[91] This shows that the choice of the exchange-correlation functional (pure 
DFT, e.g. PBE, or hybrid, e.g. B3LYP), does not strongly influence the alignment of the 
dyes’ and semiconductor’s electronic energy levels and the resulting electron injection 
times. We can also compare the injection times calculated for dyes featuring the two 
different binding groups. While we can clearly state that b2 mode for phosphonated 
dyes gives a faster injection, compared to the carboxylated analogues for most of the 
considered dyes, the results for the two anchoring groups are similar and the general 
trend is comparable. We point out that, since the difference in stability of the different 
adsorption modes of phosphonic acid is small[164, 165, 171], in the real system several 
adsorption modes are likely to co-exist, and the average injection times for 
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phosphonated dyes are likely to be longer than the results for the b2 mode (by no more 
than an order of magnitude, according to the data in Table 3.3) and closer to an average 
value among the several most stable configurations. In summary, we show that our 
model gives reliable estimates of injection times and can be used to predict injection 
properties of new dyes. Our results suggest that the phosphonic acid anchoring group is 
as good as the carboxylic acid group in DSSC dyes, because its adsorption is stronger, 
while injection times are similar. 
 
3.4 Conclusions 
In this chapter we discussed the results obtained from a systematic analysis of the 
electron injection characteristics for a large set of phosphonated dyes on TiO2. We 
modelled the TiO2-anchoring group system adopting phosphonic acid as anchoring 
group, and we studied the most stable adsorption modes on both rutile (110) and anatase 
(101) surfaces. We then computed the injection times for a large set of phosphonated 
dyes, for all considered adsorption modes, observing the fastest rates for bidendate 
dissociative modes. However, different adsorption modes are likely to coexist, due to 
the small difference in adsorption energies, thus lowering the effective rate. Our study 
of the size of the anchoring group showed that a very simple model, featuring only the 
phosphonic acid attached to the surface, is sufficient to simulate the TiO2-dye interface, 
thus granting a very low computational cost to our method, if compared to the study of 
the full dye at the interface. Our results are in good agreement with the available 
experimental results and our model is capable of predicting the effects of different 
spacer groups on the injection times, thus being suitable for designing new and more 
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efficient chromophores. In this way we can assist experimental studies, providing a 
reliable qualitative and quantitative prediction of the injection characteristics of a dye, 
before it has been synthesized. A natural extension of our method, therefore, includes 
calculations of injection times for other less common binding groups for organic dyes 
and the extension of the study to metal-organic dyes, topics that will be covered in the 
following chapters. In fact, a fundamental advantage of our method is the capability of 
isolating the effect of the anchoring group from other effects and its low computational 
cost (compared to other methods that could be more accurate for a single calculation), 
that paves the way to high trough-put studies.  
  
 
 
81 
 
Chapter 4: 
Systematic study of several anchoring 
groups for dye sensitized solar cells 
dyes 
Abstract 
The choice of the anchoring group of the dye in a DSSC device is crucial since it 
influences both the long term stability and the electron transfer properties. Lack of 
systematic studies on anchoring groups have narrowed the choice of the anchoring 
group to few moieties, leaving this element of the device far from being optimized. We 
have developed a computational procedure to screen different anchoring groups used or 
usable to connect a dye to the semiconducting surface in a dye sensitized solar cell 
(DSSC). In this chapter, we study the performance of several anchoring groups used in 
DSSC, which have been chosen both for their different chemical properties and for the 
different chemistry of adsorption on the semiconductor surface. The injection times 
have been evaluated for perylene derivatives bearing these anchoring groups, applying 
the matrix partitioning scheme. Our procedure leads to a clear identification of the 
anchoring groups that bind strongly to the surface and facilitate the electron injection at 
the same time, providing clear cut indications for the design of new dyes. The 
complicated interplay of factors that determine the final results (preferred adsorption 
mode, the anchor’s effect on the dye’s electronic structure, and dye-semiconductor 
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coupling) are illustrated through few examples, showing how chemical intuition can 
often be misleading in this problem. 
 
4.1 Introduction 
Improving the efficiency of DSSCs is very challenging because each one of their 
components (nanocrystalline TiO2, dye adsorbed on TiO2, electrolyte or solid state hole 
transporter, additives and electrodes) cannot be improved independently from all the 
others. For example, a good dye should (i) be stably bound to the semiconductor 
surface, (ii) absorb solar radiation, (iii) in its photoexcited state inject very rapidly the 
electron into TiO2, (iv) be easily regenerated by the redox pair in solution (or the hole 
transporting material), (v) avoid photodegradation, (vi) recombine as slowly as possible 
with the electrons in the semiconductor when oxidized. This very long list of 
requirements is even more complicated to satisfy if we consider that, by simply 
changing the additive[180] or the redox couple[13] in the cell, the energetics of the 
interface and therefore the electron transfer kinetics is completely changed and the best 
dye in some experiment is not necessarily the best in some other. The current research 
efforts include so many different directions (as described in Chapter 1) that, clearly, 
there are no established “optimal” components of the DSSC yet.  
We show in this chapter that, notwithstanding the current limitations of computational 
chemistry methods, it is possible to define with a good degree of confidence at least one 
of the chemical characteristics of the solar cell: the anchoring group that connects the 
dye to the semiconductor. 
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The anchoring group determines the binding energy of the dye on TiO2 (largely 
affecting its long term stability), the injection rate (mediating the electron transfer from 
the chromophore to the semiconductor) and can also modulate the injection energy by 
altering the energy of the dye’s excited state. Introducing alternative anchoring groups 
can be synthetically laborious and, in the absence of alternative indications, the vast 
majority of dyes are anchored to TiO2 with the carboxylic[12] and, sometimes, 
phosphonic[98] acid groups. 
It is relatively straightforward to compute the binding energy of different anchoring 
groups.[171, 172] On the other hand, injection rate is affected by the dye’s anchoring 
group in two ways: through the electronic coupling between the dye and the 
semiconductor, mediated by the anchoring group, and through the position of the dye’s 
virtual orbital and its energy alignment with the TiO2 conduction band. The former is 
the inherent property of the anchoring group, while the latter (the energy of the dye’s 
virtual orbital) can also be altered by varying other functional groups in the dye, and its 
evaluation is also affected by the uncertainty in the computation of energy levels. 
Therefore, calculating the injection energy for a dye connected to TiO2 through different 
anchoring groups will not provide a good indication of the inherent propensity of the 
anchoring group to facilitate the charge injection, because it will include both the effect 
of the semiconductor-dye coupling and of the variable injection energy. However, by a 
simple adaptation of the method already employed in Chapter 3, it is possible to 
compute the injection time for dyes connected through different anchoring groups, 
assuming (imposing) a constant energy levels alignment between dye and 
semiconductor levels. In other words, it is possible to compare computationally the 
effect of changing only the anchoring group, obtaining insight that a collection of 
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experiments or straightforward computations cannot achieve. As discussed more 
extensively in ref.[15], fast injection is a necessary but not sufficient condition for high 
power conversion efficiencies (PCE). We stress that in this chapter we identify 
anchoring groups with fast injection rather than high PCEs, the latter being determined 
by the combination of all processes in the cell. 
In this chapter, we consider a series of dyes that have the same aromatic part (perylene) 
but various anchoring groups, illustrated in Figure 4.1 and labeled from (a) to (o), that 
will be considered together with the previous results on carboxylic and phosphonic acid 
binding groups. Perylene was chosen as it is a common reference for spectroscopic and 
computational studies and it is often used for fundamental studies of electron transfer in 
DSSC-related systems.[113] Perylene itself is not a very efficient DSSC dye compared 
to dyes with a donor--acceptor structure, which offers better efficiency.[39] However, 
our study aims to be almost independent from the choice of the dye and should be 
relevant to any organic dye containing one anchoring group.  
The choice of anchoring groups is based on the available literature and several chemical 
considerations. Sulphonic acid anchors (a) have been used in ref.[181] with 
hemicyanine and merocyanine dyes; a modified N3 dye with a boronic acid linker (b) 
has been reported;[182] acetyl-acetone (c) and hydroxamic acid (d) groups have been 
used for TiO2 nanoparticle functionalization and to connect Mn(II)-complexes to the 
TiO2 surface;[183, 184] (e), (f), (g), (h), (i) are studied here to make a detailed 
comparison between carboxylic acid and the aldehyde, ketone, amine, thiocarboxylic 
acid and nitro-group. The models (j) and (k) are studied to describe the adsorption on 
TiO2 of anhydrides and imides present in the commonly used PTCDA and PTCDI 
dyes.[185-187] (l) is first proposed as a DSSC dye in this chapter: its high acidity 
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facilitates the adsorption of a proton on the semiconductor surface, thus favoring the 
formation of Ti-N bond and a possible tridentate adsorption mode. Ruthenium 
complexes featuring (m) as anchoring group have been initially proposed in ref.[188]. 
Finally, we study (n) and (o) because the cyano (CN-) and isothiocyano (NCS-) moieties 
are often featured in both organic and metal-organic dyes[39] (including the solvent, 
acetonitrile, used in many DSSCs) and, by including them in the calculations, we can 
estimate their contribution to the dyes’ surface binding energy and evaluate the 
possibility of electron injection mediated by them. 
 
Figure 4.1: (a)-(o) are the molecules with model anchoring groups studied in this chapter for the 
calculation of the binding energy. For the calculation of the injection time these molecules have been 
modified to include the perylene dye. In (a)-(j) the H atom in red was substituted with the perylene 
connected via the carbon in position 1 (for molecules in (d) two separate dyes have been considered by 
substituting selectively only one of the two H atoms). For (j)-(m), the aromatic portion in red was 
augmented to give the full perylene structure keeping the indicated atom numbering of the perylene. For 
(n) and (o) the methyl group was substituted with the perylene, connected with the anchoring group from 
position 1. 
 
4.2 Computational strategy 
The method described in Chapter 2 and already adopted in Chapter 3 is employed to 
compute electron injection rates that are expressed by the following equation: 
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ℏΓ = 2π∑𝑐𝑚𝑐𝑛
∗
𝑚𝑛
∑𝑉𝑚𝑘𝑉𝑛𝑘′
∗ 𝜌𝑘𝑘′(𝐸𝑖)
𝑘𝑘′
                                                 (4.1) 
In this case, we exploit the partitioning scheme to consider the injection through a large 
number of anchoring groups without repeating the calculation of the full chromophore 
on the TiO2 slab. As we want to consider the effect of the anchoring group on the TiO2-
dye coupling independently from its role in shifting the LUMO energy, we enforce the 
LUMO energy 𝐸𝑖 to be constant for each dye (0.4 eV above the CB edge). This also 
allows us to use a smaller slab than in ref.[148] (the thickness of the slab affects the 
position of the TiO2 conduction band and, therefore, the energy level alignment, but not 
the dye-TiO2 coupling). This is not to be considered an approximation but a numerical 
strategy to separate the anchoring group’s effect on the coupling and to factor out its 
effect on the LUMO energy. Table 4.2 reports also the (similar) results obtained using 
the calculated dyes’ LUMO energies. 
All-electron quantum chemical calculations were performed with CRYSTAL09 
code[173] using the B3LYP density functional[147] and Gaussian basis set (triple 
valence plus polarization for Ti, O, and S and double valence plus polarization for C, N, 
B and H).[243] For the periodic calculations the k-points sampled were chosen using a 
Monkhorst-Pack net with a 2 × 2 × 1 k-points grid. Rutile (110) and anatase (101) 
surfaces were modeled using slabs containing two Ti2O6 layers with the 22 (as done in 
Chapter 3) or 24 cell area (the larger cell was used for the larger molecules (c), (i), (j) 
and (k)). The reported binding energies are corrected for basis set superposition 
error.[189]  
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TD-DFT calculations at the B3LYP/6-31G* level of theory were performed with 
Gaussian03[190] for isolated functionalized perylene molecules, in order to compute 
oscillator strengths and absorption energy shifts induced by the anchoring group. 
 
4.3 Results and discussion 
We studied the attachment chemistry and computed the binding energies of 15 different 
anchoring groups on both anatase (101) and rutile (110) surfaces. Most of the groups 
have multiple stable adsorption modes, with different adsorption energies (see Table 
4.1, Figure 4.2 and Figure 4.3 for adsorption energies and geometries, respectively).  
For example, boronic acid on anatase (101) adsorbs in two monodentate configurations 
(i.e. with one oxygen in close contact with one Ti atom); one is dissociative (i.e. with 
one acidic hydrogen adsorbed on the surface as a separate atom) and one is molecular 
(i.e. keeping the same chemical connectivity of the isolated molecule). The boronic acid 
has also four bridging bidentate adsorption modes (two oxygens of the molecule closely 
interact with two different Ti atoms); one is molecular and the other three dissociative. 
We have identified in total 35 adsorption modes on anatase (101) and 26 adsorption 
modes on rutile (110). For each anchoring group and each observed adsorption 
geometry we computed the electron injection time, for a perylene molecule bearing the 
group on anatase (101) and rutile (110). The full set of results is provided in Table 4.1, 
where we report the full set of adsorption energies (the negative of the binding energies) 
of the studied anchoring groups on anatase (101) and rutile (110). The energies are 
calculated for all the optimized adsorption geometries, which are labeled according to 
the following criterion: for each anchoring group, labeled as in Figure 4.1, we describe 
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the adsorption geometry as “M” for monodentate adsorption, “CB” for chelating 
bidentate, “BB” for bridging bidentate, “BT” for bridging tridentate. Different 
adsorption modes of an anchoring group, belonging to the same class, are numbered. 
Next to the adsorption energy, we also report the information on the connectivity of the 
adsorbate: we distinguish among molecular adsorption (m), where the molecule has the 
same connectivity as if isolated, dissociative adsorption (d) where a proton belonging to 
the molecule is adsorbed on a surface oxygen, and double dissociative adsorption (dd) 
where two protons belonging to the anchoring group are adsorbed on two different 
surface oxygens. We also report the computed injection times for a perylene molecule 
bearing the anchoring group. In the studied chromophores, the aromatic core of the 
perylene molecule substitutes the red coloured hydrogen atoms for anchoring groups 
(a)-(i). For hydroxamic acid (d) the perylene core can be attached substituting the 
hydrogen belonging either to the carbon or to the nitrogen, therefore we considered the 
injection for both, where allowed by the adsorption geometry, and we labeled them as 
dN and dC, respectively; for anchoring groups (j)-(m) the aromatic cores of 
naphthalene, phtalimide and catechol are expanded; finally, for (n) and (o), the perylene 
replaces the methyl moieties of the anchoring groups (see Figure 4.1). The most stable 
geometries are highlighted in bold. The injection times are computed for each optimized 
adsorption geometry, using the energy of injection 0.4 eV above the CB edge of anatase 
(101) and rutile (110) slabs. 
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Table 4.1: Adsorption energies (kcal/mol) of anchoring groups (a)-(o) for each optimized adsorption 
geometry and electron injection times (fs) of the respective functionalized perylene molecules on anatase 
(101) and rutile (110), respectively. 
Anchoring group 
  
Ads.   
Geom. 
Anatase (101) Rutile (110) 
Ads. energy 
(kcal/mol) 
Injection time 
(fs) 
Ads. energy 
(kcal/mol) 
Injection time 
(fs) 
(a) Sulphonic acid M −26.48 d 11.02 − − 
BB −20.14 d 5.18 −26.45 d 2.66 
(b) Boronic acid M1 −23.84 m 49.97 −23.81 m 76.14 
M2 −0.66  d 24.40 − − 
BB1 −14.46 m 61.92 −21.47 m 23.47 
BB2 −19.40 d 38.27 −34.28 d 9.33 
BB3 −15.27 dd 12.27 −23.04 dd 19.69 
BB4 −23.08 dd 10.74 − − 
(c) Acetyl-acetone M1 −13.33 d 4.69 −11.58 m 11.07 
M2 −25.80 d 3.90 − − 
BC −5.78   d 2.96 − − 
BB −25.26 d 2.75 −22.36 d 1.35 
(dc)  
Hydroxamic acid 
M −17.01 m 21.3 − − 
BB −26.48 d 4.02 −31.53 d 5.00 
(dn)  
Hydroxamic acid 
M −17.01 m 14.04 − − 
BB −26.48 d 3.05 −31.53 d 2.08 
(e) Formaldehyde M −18.10 m 21.96 −10.96 m 9.43 
(f) Acetaldehyde M −14.53 m 25.15 −12.06 m 13.13 
(g) Formamide  M1 −26.25 m 18.21 −20.19 m 12.54 
M2 −17.58 m 12.65 − − 
BB −16.97 d 4.96 −21.75 d 9.63 
(h)Thioformic acid M1 −27.11 m 4.98 −14.91 m 3.13 
M2 −7.44   m 33.60 − − 
CB + 0.52  d 8.088 − − 
BB1 −24.37 d 1.013 −18.44 d 2.64 
BB2 − − −24.72 d 1.92 
(i) Nitro-group M −8.41  m 35.20 − − 
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BB − − −13.49 m 12.58 
(j) Dianhydride  M −13.88 m 10.88 − − 
BT − − −7.97 m 24.43 
(k) Naphthalimide M −20.67 m 3.42 −10.74 m 4.64 
 BB −6.57   d 9.71 − − 
BT − − −21.07 d 2.02 
(l) Phtalimide M1 −29.43 m 3.33 −8.07  m 6.14 
M2 −17.11 d 4.44 − − 
 BB −11.51 d 1.59 − − 
BT − − −28.18 d 2.56 
(m) Catechol M1 − − −8.50   m 252.14 
M2 −15.57 d 1.02 −18.32 d 3.36 
BB1 −14.23 dd 0.59 −22.24 dd 2.12 
BB2 −21.14 dd 0.22 − − 
(n) Acetonitrile M −15.22 m 3.25 −16.44 m 7.22 
(o)Thiocyanomethane M −3.60   m 55.41 −4.97  m 44.57 
 
In Table 4.2, we report the electron injection time for the (a)-(i) functionalized perylene 
molecules on the anatase (101) surface, for the most stable adsorption geometries, 
computed also adopting the proper LUMO energy for each dye. We observe that the 
effect of the LUMO energy is less strong than the effect of the coupling but still 
significant. In particular, we observe that injection times decrease as the injection 
energy (given by the LUMO energy) increases, as expected using the concept of the 
injection driving force (the difference between the dye LUMO and the bottom of the 
conduction band). We also observe a negative (slowing down) effect on injection for 
molecules whose LUMO is positioned too deep in the CB (e.g. for dye (b) LUMO = -
2.03 eV) or too close to the CB edge. The most important observation, however, is that 
there is a very strong correlation and similarity between the injection time computed 
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with the two values of the LUMO energy, i.e. the rates as presented in this work of 
thesis are very close to those expected for a realistic perylene molecule with the 
corresponding anchoring group. 
Table 4.2: Electron injection times for functionalized perylene molecules (a)-(i) on anatase (101) 
computed considering Einj=ELUMO. We also report the computed LUMO energy for each dye. 
Anchoring group Ads. geometry  
(anatase 101) 
LUMO energy 
(eV) 
Injection time 
using Einj = 
ELUMO (fs) 
Injection time 
using Einj = 
ECB+0.4 eV (fs) 
(a) Sulphonic acid M −2.51 5.53 11.02 
(b) Boronic acid  M1 −2.03 65.69 49.97 
(c) Acetyl-acetone M1 −2.26 3.01 3.90 
(dC) Hydroxamic acid BB −2.35 4.20 4.02 
(dN) Hydroxamic acid BB −2.23 1.70 3.05 
(e) Formaldehyde M −2.50 18.03 21.96 
(f) Acetylaldehyde M −2.34 14.53 25.15 
(g) Formamide M1 −2.09 14.32 18.21 
(h) Thioformic acid M1 −2.54 3.75 4.98 
(i) Nitro-group M −2.90 40.63 35.20 
 
Finally, we verify if the introduction of certain anchoring groups may have an effect on 
the optical properties of the molecule. In Table 4.3, we report the excitation energies and 
the respective oscillator strengths for the (a)-(i) perylene molecules, computed with TD-
DFT calcultions on the optimized structures, at the B3LYP/6-31G* level of theory. Only 
molecules (l), (i) and, to some extent, (dC) are substantially modified in their optical 
properties by the anchoring group.   
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Table 4.3: Absorption energies (eV) and oscillator strenghts for the first three excitations of the (a)-(o) 
functionalized perylene molecules. Level of theory: TD-DFT/B3LYP/6-31G*. 
Anchoring group First excitation Second excitation Third excitation 
Abs. 
energy  
Osc. 
strength 
Abs. 
energy  
Osc. 
strength 
Abs. 
energy  
Osc. 
strength 
(a) Sulphonic acid 2.7816 0.3982 3.6980 0.0033 3.9120 0.0181 
(b) Boronic acid  2.7928 0.3987 3.6922 0.0140 3.8821 0.0031 
(c) Acetyl-acetone 2.6935 0.4746 2.8680 0.0441 3.6323 0.0040 
(dC) Hydroxamic acid 2.8828 0.3833 3.7593 0.041 3.8647 0.018 
(dN) Hydroxamic acid 2.7091 0.4566 3.5538 0.0610 3.9423 0.0050 
(e) Formaldehyde 2.6747 0.4072 3.2645 0 3.6002 0.0163 
(f) Acetylaldehyde 2.7135 0.4379 3.3766 0.0030 3.6589 0.0271 
(g) Formamide 2.7835 0.3964 3.6847 0.0013 3.7867 0.0101 
(h) Thioformic acid 2.6077 0.4285 3.5334 0.0100 3.6167 0.0035 
(i) Nitro-group 2.5123 0.3798 3.4138 0.0330 3.4704 0.0259 
(j) Dianhydride  2.6230 0.4870 3.5645 0 3.5874 0.0010 
(k) Naphthalimide 2.6199 0.5005 3.3367 0.0010 3.5717 0 
(l) Phtalimide 2.4451 0.2487 3.2360 0.1165 3.4540 0 
(m) Catechol 2.702 0.333 3.5481 0.0215 3.7102 0.0114 
(n) Acetonitrile 2.7587 0.4144 3.6748 0.0013 3.8411 0.0035 
(o)Thiocyanomethane 2.6921 0.5997 3.5926 0.0101 3.6626 0.0023 
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Figure 4.2: Adsorption configurations of anchoring groups (a)-(o) on rutile (110). Ti atoms are in green, 
O in red, C in cyano, H in white, N in blue, S in yellow and B in violet. 
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Figure 4.3: Adsorption configurations of anchoring groups (a)-(o) on anatase (101). Ti atoms are in 
green, O in red, C in cyano, H in white, N in blue, S in yellow and B in violet. 
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Figure 4.4: Electron injection times vs adsorption energy for different anchoring groups (a-o) for anatase 
(101) and rutile (110). Calculations of carboxylic acid (C) and phosponic acid (P) (from Chapter 3) are 
included. The adsorption energy of the solvent (acetonitrile) is indicated for reference. The data points in 
red are for the most stable adsorption geometry, in lighter color for the second most stable adsorption 
geometry (if within 4kcal/mol). 
 
In the top panel of Figure 4.4 we report a chart of the computed electron injection times 
of functionalized perylene molecules on anatase (101) vs the binding energy on the 
surface for each anchoring group in its most stable adsorption geometry. We have also 
reported (in lighter color) the data for the second most stable adsorption geometry if less 
than 4 kcal/mol higher in energy. To better evaluate the relative magnitudes of 
adsorption energies, the figure contains a horizontal dotted line corresponding to the 
binding energy of the carboxylic group (the most used anchoring group). The figure also 
reports, for reference, the binding energy for acetonitrile (the solvent commonly used in 
DSSCs), since binding energies close or smaller to that of the solvent are clearly too 
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low. In the same figure we represent with a vertical dotted line the injection time of the 
perylene chromophore connected to TiO2 through the carboxylic acid. This 
representation allows an immediate visualization, in the top left quadrant of the 
diagram, of the anchoring groups that can be considered promising alternatives to the 
common carboxylic acid. Anchoring groups outside this quadrant should be discarded 
because they will be lacking in good properties of stability and/or injection. Some 
correlation between strong binding and fast injection can be observed in the figure, but 
this is too weak to be used for predicting one property from the other and the results 
should be analyzed individually.  
Acetyl-acetone (c) and hydroxamic acid (d) anchors display good computed binding and 
injection characteristics, in agreement with the experiments.[183, 184] In particular, 
hydroxamic acid in its bridging bidentate configuration has a stable di-ionic form and 
features very fast injection when the dye is attached replacing the hydrogen bonded to 
the nitrogen atom. Catechol (m), in its bridging bidentate mode with two hydrogens 
donated to the surface, is the fastest injecting anchoring group (0.47 fs), due to the 
strong coupling given by the two oxydril groups directly linked to the aromatic core of 
the dye, with an adsorption energy similar to the carboxylic acid. The injection time of 
sulphonic (a) and boronic (b) acid are worse than the carboxylic acid (because of a low 
electron density of the LUMO on the atoms attached to the surface, see Figure 4.5) and 
the increase of adsorption energy is not enough to suggest their employment. 
This is to be contrasted with phosphonic acid (P) (studied in Chapter 4) which has good 
injection properties and the strongest adsorption energy. Anchoring groups (e)-(i) are 
included as they all feature a simple modification of the common carboxylic acid. 
Somewhat expectedly, we find that the aldehyde (e) and the ketone (f) anchoring groups 
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give weaker binding and slower injection than the carboxylic acid: the lack of hydrogen 
bonds reduces the interaction with the surface and the coupling of the dye’s LUMO with 
the CB of the semiconductor. The amide (g) has an increased binding energy (26.25 
kcal/mol), but the effect of this anchoring group on electron injection is undesirable: due 
to its electron donating characteristics, the LUMO is more localized on the aromatic 
core of the dye, leading to a slower injection. 
The relative injection time, however, is affected not only by the LUMO shape. The 
comparison between the anchors (g) and (i) illustrates well the importance of the full 
computational scheme, including the coupling with the semiconducting substrate, in 
comparison with simple chemical intuition. The strongly electron withdrawing nitro-
group (i) would be expected to decrease the injection time, while the computed value is 
very large (35.20 fs) (considering its modest binding energy this is a very poor 
anchoring group). On the opposite end within the (e)-(i) family we find the 
thiocarboxylic acid (h) (4.98 fs). An inspection of the LUMO isodensity for the two 
dyes (Figure 4.5) does not explain the difference since they are fairly similar and the 
weight of the LUMO coefficients on the oxygen atoms attaching to the TiO2 surface 
(see Figure 4.3 for the anchor-slabs structures) is actually larger for the nitro-group than 
for the thio-acid. Analyzing the terms entering the rate equation we observe, in this case, 
that the difference is due to a larger coupling of the thio-acid with the TiO2 orbitals 
(partially due to the S-Ti coupling and an additional hydrogen bond). This difference 
could not be predicted without an explicit calculation. Another clear example of the 
importance of calculations is the case of dye (m), which gives the fastest injection 
among all the considered functionalized perylene molecules. We observe, in this case, 
the competition between two effects. The two oxydril groups featured in (m) are π- 
 
 
98 
 
electron donating groups and the LUMO density on these two oxygen atoms is very 
low. However, when we look at the coupling between dye and semiconductor atomic 
orbitals we observe very strong coupling between Ti and C atoms in position 3 and 4 
(Figure 4.1) with moderate O-Ti coupling for oxygen connected to position 3. Overall, 
the (m) anchor modifies the LUMO density so that the injection time is reduced but it 
also brings this density closer enough to the surface that the coupling effect dominates 
and the injection is overall much faster. 
The characteristics of dianhydride and di-imide groups are studied through the model 
compounds (j)-(l). While the dianhydride moiety (j) is both weakly adsorbed and a slow 
injector, naphthalimide (k) and phtalimide (l) groups bind strongly to the semiconductor 
surface (20.67 kcal/mol and 29.43 kcal/mol respectively), due to the imide’s proton 
hydrogen bond with the surface oxygen, and provide efficient electron injection for the 
related perylene molecules (~3.4 fs). The less strained geometry of the phtalimide bond 
with the surface is the likely reason for the different adsorption energies of the two 
different imides. Finally, our results show that the electron withdrawing and electron 
donating characteristics respectively of (n) (–CN) and (o) (–NCS) are reflected in the 
electron injection time for the corresponding dyes (3.3 fs and 55 fs). The large 
difference is also due to a strong N-Ti coupling of the –CN group while the long S-Ti 
bond (2.90 Å) of the –NCS moiety prevents efficient coupling. We, therefore, conclude 
that, while both these groups provide an increased stability to dyes featuring them in 
proximity of the surface, only the –CN group provides an efficient alternative pathway 
of injection. 
The bottom panel of Figure 4.4 shows the analogous results obtained for the same 
anchoring groups on rutile (110). The trend observed is similar but, here, bridging 
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bidentate adsorption modes are dominant, where allowed, and this is reflected in 
increased electron injection efficiency for the anchoring groups that feature molecular 
monodentate modes on anatase (101) but bidentate modes on rutile (110). On rutile 
(110) the carboxylic acid has a much stronger binding energy (~27 kcal/mol) so that, 
while many anchoring groups feature faster electron injection, only hydroxamic acid 
(dN) and phosphonic acid (P) are better anchoring groups here. 
 
Figure 4.5: Isodensity representation of the LUMO orbital in the space for representative functionalized 
dyes (anchoring groups labeled as in Figure 4.1). 
 
4.4 Conclusions 
In this chapter we discussed a systematic procedure adopted to screen a large number of 
anchoring groups for dyes in DSSCs. Attachment chemistry and relative adsorption 
energies of a variety of moieties on both anatase (101) and rutile(110) have been 
investigated. Electron injection rates for perylene molecules bearing these groups have 
been computed, fixing the LUMO energy at 0.4 eV above the edge of the CB of the 
semiconductor, thus separating the effect of the anchoring group in shifting the LUMO 
energy from the effect of the semiconductor-anchor coupling, which is most interesting 
for us. This study led to a constructive design rule in the form of few promising 
anchoring groups for DSSC dyes (e.g. phosphonic acid, di-hydroxyl and some imides) 
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that can be used in substitution of the carboxylic acid and which should be intrinsically 
better at facilitating one of the key DSSC processes, electron injection, regardless of the 
other dye and device parameters. They should also preserve the long term stability of 
the device, granting stable adsorption on the semiconductor surface. Through a simple 
computational procedure we were able to decouple the ability of an anchoring group to 
inject an electron from all other effects that can be observed when a dye is modified in 
an experiment or in a computation (e.g. alteration of the surface dipole, coverage, 
adsorption energy). The proposed methodology is particularly important as we have 
shown that some of the results are not easily predictable on the basis of chemical 
intuition alone, because the electron injection rate is determined by the delicate balance 
between weights of dye’s LUMO and orbital’s couplings. While the former is due to the 
electron distribution of the dye, which can be intuitively predicted, the latter is 
influenced by the adsorption geometry and the surface electronic structure, which is 
much harder to guess and need an explicit calculation of the dye-semiconductor 
interface. However, this calculation can save weeks of experimental efforts in the design 
and synthesis of DSSC dyes bearing a novel anchoring group, since it provides all the 
information required to estimate adsorption strength on semiconductor surface and 
capability of favoring injection, through semiconductor-dye coupling.  
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Chapter 5:  
Adsorption and electron injection of the 
N3 metal-organic dye on the TiO2 rutile 
(110) surface 
Abstract  
Metal-organic ruthenium-based dyes are often used as a source of photogenerated 
electrons in dye sensitized solar cells and photocatalysis. Here, we study the 
relationship between adsorption geometry and electron injection properties of one of the 
most successful metal-organic dyes, N3 (cis-bis(isothiocyanato)-bis(4,4’-dicarboxy-
2,2’-bipyridyl)-ruthenium(II)), on the TiO2 rutile (110) surface. We systematically 
construct all possible adsorption configurations of the N3 molecule on this surface. By 
combining density functional theory calculations and electron transfer calculations, we 
find that a large number of adsorption configurations are possible – more than ten 
structures, which differ in the number of carboxylic and thiocyanate groups adsorbed 
and in the adsorption mode of the carboxylic groups, have similar adsorption energies 
and similar electron injection times. Therefore, the observed fast electron injection from 
this dye may originate either from one adsorption configuration or from several co-
existing configurations. Our results suggest that related substituted metal-organic dyes 
with fewer anchoring groups will have good electron injection properties, even if only a 
small subset of adsorption configurations is available for them. 
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5.1 Introduction 
As we addressed in the previous chapters, the development of new efficient dyes should 
be achieved systematically rather than by trial and error. To fulfill this goal, it is 
necessary to know the relationship between the dye’s electron transfer properties and its 
structure and adsorption configuration. Ruthenium dyes, thanks to the experimental 
information already available, are a good model system to find such relationships, 
which can then be applied to design new metal-organic dyes. In fact, metal-organic 
ruthenium-based dyes are often used as a source of photogenerated electrons in dye-
sensitized solar cells and photocatalysis.[12, 39] This class of dyes has good optical 
absorption properties and, until recently, provided the highest DSSC efficiencies.[13, 
54-56] Moreover, metal-organic dyes represent a new challenge for the matrix 
partitioning scheme adopted in previous chapters as we would like to explore the 
potential of this method on this class of compounds. Ruthenium dyes usually have a 
complex attachment chemistry on TiO2 surface with multiple carboxylic acid moieties 
binding the semiconductor. Therefore, the choice of the model for the anchoring group 
is not obvious and require a careful analysis of different possibilities and a comparison 
with the results obtained using the full dye. 
One of the best known and most successful dye sensitiser molecules is the N3 dye (cis-
bis(isothiocyanato)-bis(4,4’-dicarboxy-2,2’-bipyridyl)-ruthenium(II)) shown in Figure 
5.1. DSSCs based on this dye showed up to 10% light conversion efficiencies.[54] 
Femtosecond spectroscopy measurements of electron injection from N3 into anatase 
and rutile polymorphs of TiO2 (the most commonly used DSSC semiconductor) found 
that the fast component of electron injection takes place on the femtoseconds timescale: 
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<20 fs into nanocrystalline anatase[191-193] and <12 fs into rutile (110)-oriented single 
crystals[100, 101]. 
Numerous experimental and theoretical studies have investigated the details of the 
adsorption of N3 on TiO2 surfaces, but the exact adsorption configuration remains 
unknown. Vibrational spectroscopy studies suggest that this molecule adsorbs via 
two[194] or more[195] deprotonated carboxylate groups, either in bridging bidentate or 
chelating configuration[194-197], although ester-type bonding was also proposed[198] 
and dismissed in later studies;[194-197] photoemission studies also point to adsorption 
via two deprotonated carboxylic groups.[100, 101, 199-201] In a scanning tunnelling 
microscopy (STM) study of N3 molecules adsorbed on the rutile (110) surface, the 
molecules were observed to be elongated along the [1-10] direction.[202] However, 
these studies still leave the question of whether this molecule adsorbs via carboxylate 
groups of the same or different bipyridyls, and whether there is one preferred adsorption 
configuration or several configurations co-existing or transforming into one another. 
First models of N3 adsorption were based on simple lattice matching, i.e. matching 
COOH-COOH distances in the molecule to various Ti-Ti distances on the TiO2 
surfaces.[196, 202-206] Theoretical calculations of N3 and a related doubly-
deprotonated N719 dye on anatase (101) showed configurations adsorbed via the 
same[108, 207-212] or different bipyridyls[108, 208-211], either double bidentate[207, 
210, 211] or mixed bidentate + monodentate[108, 208-212], as well as the presence of 
intermolecular hydrogen bonding[210, 211] and a possibility of interconversion 
between different configurations,[209, 210] e.g. depending on surface protonation. 
Electron transfer times only for one type of configuration (adsorbed via the same 
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bipyridyl) have been calculated,[207, 212] while the effect of adsorption configuration 
on electron transfer properties has not been studied theoretically.  
 
Figure 5.1: Chemical structure and molecular model of the N3 dye (cis-bis(isothiocyanato)-bis(4,4’-
dicarboxy-2,2’-bipyridyl)-ruthenium(II)), with COOH groups trans to NCS marked with solid circles, and 
COOH groups cis to NCS with dashed circles; (2x3)-extended two-layer TiO2 rutile (110) slab (half the 
area of the cell used in our DFT calculations) with the row of 5-coordinated Ti atoms marked. 
The anatase polymorph of TiO2 is the one most commonly used in DSSCs because it 
has a larger band gap than rutile (3.2 and 3.0 eV, respectively)[39] and because 
nanoscale anatase particles are more stable thanks to their low surface energy.[42, 43] 
However, nanoparticles are not ideal for obtaining atomic-scale information on 
molecular adsorption, because of the presence of different crystallographic surfaces and 
edges between different facets,[213, 214] while large anatase nanocrystals have not 
been artificially grown. On the other hand, rutile single crystals exposing the most 
stable (110) surface are available and widely studied, for example, as model surfaces for 
measurements of electron transfer.[102, 103, 167] 
Recently, core-level photoemission spectroscopy studies of the N3 molecule have been 
reported[100], which provided insight into the dye-TiO2 bonding. According to 
Ref.[100], the ratio of carbonyl oxygens (C=O bonding) to carboxylate oxygens (C-O 
bonding) in the adsorbed molecule is 1:3, this relationship suggests that the molecule 
adsorbs via two deprotonated carboxylic groups; the sulphur atom of one of the 
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thiocyanate groups also interacts with the substrate. Tentative models of adsorption 
configurations were proposed; calculations showed that the configuration involving two 
carboxylic groups of the same bipyridyl was more stable than the one involving 
carboxylic groups of different bipyridyls, and interaction of the S atom with the surface 
additionally stabilized the former structure.[100] However, in these calculations, only 
the molecule was optimized, while the surface atoms were fixed at their bulk positions, 
thus ignoring surface relaxation, which is significant for the rutile (110) surface.[215]  
It is interesting to know how the adsorption mode influences the injection time in a 
system for which some information on the adsorption mode is accessible, in order to be 
able to apply this information to new related dyes. In this chapter, we study theoretically 
the adsorption of the N3 molecule on the TiO2 rutile (110) surface and electron injection 
from N3 to TiO2. We construct and optimise all possible adsorption configurations 
compatible with the rutile (110) surface. Then, we calculate the time of electron 
injection from the dye’s lowest unoccupied molecular orbital (LUMO) to TiO2 in these 
configurations, using the methodology described in detail in Chapter 2. We analyze the 
relationship between the adsorption configuration and electron injection properties, to 
find out which configuration or configurations are responsible for the observed fast 
electron injection from the N3 molecule to TiO2. The adsorption-electron transfer 
relationship for the N3 dye is important not only for understanding this particular dye’s 
behaviour, but also as a foundation for understanding and improving electron transfer 
properties of other metal-organic dyes. 
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5.2 Computational strategy 
We performed DFT calculations using the CRYSTAL09 code[173], using B3LYP 
hybrid density functional[147] and localised all-electron basis sets. The following basis 
sets (available on CRYSTAL website[243]) were used: 86-411(d31) (triple valence plus 
double polarization) for Ti, 8-411(d1) (triple valence plus polarization) for O, 86-
3111(d11) (quadruple valence plus double polarization) for S, 6-31(d1) (double valence 
plus polarization) for C and N, 31(p1) (double valence plus polarization) for H, 9766-
311(d31) for Ru, where the numbers before the dash denote the number of primitive 
Gaussian-type orbitals (GTOs) in contraction for the basis functions of the core shells, 
the numbers after the dash – the same for valence shells, and in brackets – the outer p- 
(for H) or d-shell (polarization shell for Ti, O, S, C, N, H; partially filled shell for Ru). 
The basis for Ru (optimized for a mixed oxide RuSr2GdCu2O8) was taken from M. 
Towler’s web page (University of Cambridge);[216] the same basis was used in a recent 
study of ruthenium-tetracarbonyl polymers.[217] 
The rutile (110) surface was modelled using a (2x6) slab with two O-Ti-O trilayers (6 
atomic layers). Figure 5.1 (right panel) illustrates the rutile (110) surface. Oblique cells 
were used, with the lattice vectors chosen so that the shortest distance between 
adsorbate molecules and their images is at least 5.5 Ǻ. The complete system contained 
203 atoms (144 in the substrate and 59 in the adsorbate). Atoms in the bottom O-Ti-O 
trilayer were fixed in their bulk positions, while the top trilayer and all atoms of the 
adsorbate were allowed to optimise. The Brillouin zone was sampled with four k-points. 
The structures described in the following sections were initially optimized using the 
generalized gradient approximation (GGA) PBE functional[179], with the energy 
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threshold of 10-4 Ha, root-mean-square (RMS) of the gradient 10-3 Ha/Bohr, RMS of the 
displacement 1.210-3 Bohr; threshold for the self-consistent (SCF) loop convergence 
was 10-6 Ha. The optimized structures were then re-optimized using the B3LYP 
functional and the same optimization criteria. The B3LYP functional was used because 
it gives reasonable values of the TiO2 band gap[148], as well as of HOMO-LUMO gaps 
of metal-organic molecules.[109]  
Adsorption energies were calculated as the difference between the optimized surface-
adsorbate system and the separately optimized surface and adsorbate, and corrected for 
the basis set superposition error (BSSE) using the counterpoise method.[189] The SCF 
loop of the “molecule + ghosts of surface” systems was difficult to converge for double 
bridging bidentate configurations, therefore we used an uniform value of 0.25 eV for the 
adsorbate contribution to the BSSE correction in these structures (cf. 0.13-0.22 eV 
values calculated for monodentate configurations), which is approximately 1/3 of the 
total BSSE correction.  
The rates of electron injection were calculated using the procedure described in Chapter 
2 and already adopted in Chapter 3 and Chapter 4.  
ℏΓ = 2𝜋∑𝑐𝑚
𝑚,𝑛
𝑐𝑛
∗∑(𝐸𝑆𝑚𝑘
𝑘,𝑘′
− 𝑉𝑚𝑘)(𝐸𝑆𝑛𝑘′ − 𝑉𝑛𝑘′)𝜌𝑘𝑘′(𝐸𝑠)                                  (5.1) 
We showed in previous chapters, that the quantities appearing in Eq. 5.1 can be 
obtained with a high degree of accuracy from separate calculations of a slab with the 
dye’s adsorbed anchoring group and the isolated dye. This partitioning allows us to 
avoid lengthy calculations of the full surface-adsorbate system. In this way, we were 
able to scan through many different dyes and anchoring groups.  
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However, in this case, because of the complex adsorption geometry of the dye, we 
considered the complete dye molecule instead of just the anchoring group for the 
calculations of 𝑉𝑚𝑘 and 𝑆𝑚𝑘. The coefficients {𝑐𝑚} were calculated (i) for the isolated 
dye fixed in its adsorbed geometry (any deprotonated carboxylic groups were re-
protonated for this purpose) and (ii) for the optimized isolated dye (oriented in such a 
way as to match the adsorbed dye structure). The resulting injection times for the two 
sets of {𝑐𝑚} were very similar, therefore we present only the results using the 
coefficients from calculation (i). We also compare these injection times obtained in the 
full surface-adsorbate system with injection times obtained by partitioning the system 
into smaller components, i.e. by using a smaller anchoring group. 
We used the LUMO of the N3 molecule as the orbital from which injection takes place. 
Computational studies of electronic and optical absorption properties of isolated 
ruthenium dyes (in the gas phase and in solution) showed that the lowest excited state 
involves a combination of transitions from the HOMO, HOMO-1 and HOMO-2 to the 
LUMO, LUMO+1 and LUMO+2, and all these LUMOs are similarly localized on the 
bipyridyl ligands and their carboxylic groups.[218, 219] For simplicity, we consider 
only the LUMO orbital, and we expect that injection properties of the other low-lying 
LUMOs are similar. 
5.3 Results and discussion: attachment chemistry of N3 dye on 
TiO2 rutile (110) 
5.3.1 Adsorption configurations of N3 dye on TiO2 rutile (110)                    
We systematically constructed all possible adsorption configurations for the N3 dye on 
the rutile (110) surface, taking into consideration the earlier theoretical and 
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experimental results on the adsorption of carboxylic acids[105, 172], including 
biisonicotinic acid[220, 221] (the 4,4’-dicarboxy-4,4-bipyridine molecule, which is a 
ligand in the N3 molecule), on this surface. It is known from experimental and 
computational studies that simple carboxylic acids, such as formic and benzoic acid, 
bind to two 5-coordinated Ti atoms (Ti5c) in a bridging bidentate (BB) 
configuration;[172] a non-dissociated monodentate (MH) configuration has also been 
studied theoretically, but it had a smaller adsorption energy on sufficiently thick 
slabs,[162, 172] and has not been observed experimentally.[105] Biisonicotinic acid, 
according to semi-empirical calculations[220] adsorbs on the rutile (110) surface 
diagonally over two Ti5c rows, with the two deprotonated carboxylic groups being 
shifted with respect to each other by one crystallographic unit cell along the [001] 
direction: this configuration both had a larger adsorption energy than the alternative 
deprotonated structures, and the molecule’s tilt angle was compatible with experimental 
NEXAFS results;[220] the stability of this configuration was later confirmed also by 
DFT calculations.[221]  
The chemical structure and a molecular model of the N3 molecule, as well as a two-
layer rutile (110) slab, are shown in Figure 5.1. Below, we will discuss the possible 
adsorption configurations compatible with the (110) surface, which are schematically 
illustrated in Figure 5.2. The rows of 5-coordinated Ti atoms are shown in Figure 5.2 
as dashed lines, adsorbed carboxylic groups are marked with red circles (connected by a 
thick red line if they belong to the same bipyridyl), and S atoms of the NCS group (if 
close to the surface) are also indicated. The molecule can, in principle, adsorb via one, 
two or three carboxylic groups (configurations 1, 2-11 and 12, respectively). 
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Note that there are two inequivalent types of carboxylic groups in the N3 molecule – cis 
and trans to the NCS group (see Figure 5.1); their deprotonation constants were shown 
experimentally to be different[222]. Thus, even in the simplest configuration 1 adsorbed 
via one carboxylic group, there are two possible structures – adsorbed via the cis or 
trans carboxylic group. 
When we consider adsorption via two carboxylic groups, these two groups can belong 
to the same or different bipyridyls. In configurations involving the same bipyridyl, the 
molecule can adsorb across two Ti5c rows (configuration 2, the most stable 
biisonicotinic acid adsorption configuration according to Ref.[220]) or along one Ti5c 
row – configuration 3 (not considered in earlier studies of biisonicotinic acid 
adsorption), and the molecule adsorbed in either of these ways can be tilted so that the 
NCS group is close to the surface (configurations 4 and 5, respectively). 
There are even more possibilities for adsorption via carboxylic groups of different 
bipyridyls, if we take into account the inequivalence of the cis and trans carboxylic 
groups. The molecule can adsorb via two carboxylic groups trans to NCS or one group 
cis and the other trans to NCS across two Ti5c rows (configurations 6 and 7, 
respectively), and similarly above one Ti5c row (configurations 8 and 9, respectively). 
Adsorption via two carboxylic groups cis to NCS is not possible, because they are at the 
opposite ends of the molecule. Additionally, when the molecule is adsorbed via one 
trans and one cis carboxylic group, the NCS group can be close to the surface – 
configurations 10 and 11 above two or one Ti5c rows, respectively. Finally, the molecule 
can adsorb via three carboxylic groups – we found only one such configuration 
compatible with the periodicity of the rutile (110) surface, configuration 12. 
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Figure 5.2: Schematic representation of adsorption configurations of the N3 molecule on the rutile (110) 
surface. Rows of 5-coordinated Ti atoms are shown as dashed lines (see also Figure 5.1); adsorbed 
carboxylic groups are marked with red circles (connected by a thick red line if they belong to the same 
bipyridyl), and S atoms of the NCS group (if close to the surface) are also indicated. The configurations 
are labelled according to the number and type of adsorbed carboxylic groups and according to the number 
of Ti5c rows (one or two) covered. 
5.3.2 Stabilities of the adsorption configurations                   
We simulated the configurations corresponding to the schematics in Figure 5.2 
adsorbed on the (2×6) periodic rutile (110) slab. For all the structures, we modelled 
adsorption of the carboxylic groups in the bridging bidentate mode, which is the most 
stable one for carboxylic acids on rutile (110). However, for structures where the BB 
configuration is strained, or where it converted into a deprotonated monodentate ester-
type structure (labelled M), we additionally considered protonated monodentate 
adsorption (labelled MH). In the following, we use the word “configuration” to describe 
adsorption sites (as shown in Figure 5.2), and “structure” or “geometry” to describe the 
details of adsorption, such as BB, M or MH adsorption modes and hydrogen bonding to 
the surface. 
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Figure 5.3: Most stable adsorption geometries for each configuration (see also Table 5.1). 
Figure 5.3 shows the adsorption geometries for the most stable structure for each 
configuration. The adsorption energies of all studied structures are presented in Table 
5.1. Adsorption energies are mainly between -1.09 and -0.5 eV (negative adsorption 
energy means the strongest adsorption; the positive adsorption energy of 0.09 eV is due 
to the approximate nature of the BSSE correction and certainly corresponds to the 
weakest adsorption); these energies are in agreement with the literature values for N3 an 
N719 on anatase (101) ).[210, 211] The two-layer slab is too thin to accurately represent 
adsorption energies on a large semi-infinite slab (at least four or five TiO2 trilayers 
would be needed to reach converged slab thickness[148]), but our adsorption energies 
allow us to do a qualitative comparison of different structures.  
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Table 5.1: Adsorption configurations of N3 on the rutile (110) slab, their adsorption energies and 
injection times. 
N° Configuration Structure 
Adsorption 
energy, eV 
Injection 
time, fs   Starting Final 
1 1COOH-trans 1BB 1BB -1.07 11.8 
 1COOH-cis 1BB 1BB -1.08 26.3 
2 2COOH-same-2rows 2BB 2BB -0.99 4.1 
3 2COOH-same-1row 2BB 2M+2Hbonds -0.90 4.4 
  2BB 2M -0.62 23.2 
  2MH 2MH -0.68 19.6 
4 2COOH-same-2rows-S 2BB+S 2BB+S -1.01 4.6 
5 2COOH-same-1row-S 2BB+S 2M+S -0.96 11.4 
  2MH+S 2MH+S -0.84 90.7 
6 2COOH-diff(2trans)-2rows 2BB 1BB1M 0.09 8.9 
7 2COOH-diff(cis,trans)-2rows 2BB 2BB -0.86 26.9 
8 2COOH-diff(2trans)-1row 2BB 2BB -0.10 6.0 
  1BB1MH 1BB1MH -0.67 11.9 
  2MH 2MH -0.63 26.7 
9 2COOH-diff(cis,trans)-1row 2BB 1BB1M  -0.12 10.2 
  1BB1MH 1BB1MH -0.80 3.0 
  2MH 2MH -0.76 10.8 
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10 2COOH-diff(cis,trans)-2rows-S 2BB+S 1BB1M+S -0.91 6.5 
  1BB1MH+S 1BB1MH+S -0.95 7.3 
  2MH+S 2MH+S -0.83 17.0 
11 2COOH-diff(cis,trans)-1row-S 2BB+S 1BB1M+S -0.91 5.9 
  1BB1MH+S 1BB1MH+S -0.79 4.7 
  2MH+S 2MH+S -1.04 14.0 
12 3COOH 2BB1MH 2BB1MH -1.04 7.3 
 3COOH 3BB 3BB -0.26 3.3 
 
Surprisingly, even the best adsorption energies of the configurations adsorbed via two 
or three carboxylic groups are not larger than the configurations adsorbed via just one 
carboxylic group, and are close to the adsorption energies of formic and benzoic acid on 
a similar two-layer rutile (110) slab.[148] This shows that the energetic cost of 
deformation of this molecule is large and is comparable with the adsorption energy per 
single carboxylic group. 
In the configurations adsorbed via two carboxylic groups, double BB adsorption is often 
unstable, and one or both of the carboxylic groups adopt monodentate adsorption M, 
where only one of the oxygens of the carboxylate is bonded to Ti, while the other 
oxygen forms a double bond to the carboxylate carbon. This ester-type adsorption was 
considered in early vibrational spectroscopy studies of N3 on anatase[198] and ruled out 
in later spectroscopic studies.[194-197] Where double BB structures exist in our 
calculations (configurations 2, 4 and 7), they have large adsorption energies. 
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Monodentate ester-type (M) and monodentate protonated (MH) structures have 
adsorption energies similar to each other, even though the details of the geometries are 
different: the former structures contain a double-bonded carbonyl oxygen and the latter 
have a carboxylic OH group, often hydrogen-bonded to the surface. According to 
calculations of formic acid on rutile (110)[148], the BB-MH energy difference is 
smaller for even-layer slabs than for odd-layer slabs, thus, in these thin two-layer slabs, 
the MH structure may be artificially stabilized. Still, our adsorption energies suggest 
that MH adsorption in this complex dye may be possible.  
Configurations adsorbed via the same or different bipyridyl are similar in energies, 
unlike the results of Ref.[100] where adsorption via the same bipyridyl was significantly 
more favourable; adsorption across two rows was usually slightly (by 0.1-0.3 eV for 
same-bipyridyl structures) more favourable than across one row. Interaction of the 
sulphur atom of the NCS group with the surface additionally stabilized the structures by 
0.05-0.3 eV, in qualitative agreement with the results of Ref.[100]. Only few structures 
can be definitely ruled, because of their adsorption energies: configurations 6 and 8 
adsorbed via two carboxylic groups trans to NCS, and configuration 3 adsorbed via 
carboxylic groups of the same bipyridyl above one Ti5c
 row. The configuration 12, 
adsorbed via three carboxylic groups, is comparable in energy to the most favourable 
two-carboxylate structures (double-BB configuration 4 and double-MH configuration 
11, with sulphur-surface interaction present in both of these structures). 
It is not possible, on the basis of our adsorption energies, to identify a single adsorbed 
structure which is more favourable than others. Instead, we find several configurations 
with similar stabilities, which may co-exist or convert into one another (as suggested in 
Ref.[210]). As discussed in earlier theoretical studies of ruthenium dyes on anatase 
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(101) [210, 211], the data on adsorption energies may be not enough to decide which 
adsorption configurations take place, and other properties of the adsorbate should be 
analyzed as well, such as the core-level spectra in Ref.[211], vibrational spectra in 
Ref.[210] and injection time in this chapter.  
We can compare our results with published photoemission spectroscopy results.[100] 
The study in Ref.[100] found that the ratio of carbonyl oxygens (C=O) to carboxylic 
oxygens (C-O in COO- of COOH groups) is 1:3, and interpreted it as double BB 
adsorption, which is consistent with our configurations 2, 4 and 7. We note that the 
results of Ref.[100] are also consistent with MH adsorption, which also would have two 
carbonyl oxygens (in the free COOH groups) and 6 carboxylic (C-O) oxygens: two in 
the free groups and four in the adsorbed groups. MH adsorption, to the best of our 
knowledge, has not been discussed experimentally for this dye, although we show in the 
next section that its slow electron injection is in disagreement with experiments.[100, 
101, 191-193] Ref.[100] also found two different types of sulphur atoms and suggested 
that some of the sulphur atoms in the molecule interact with the surface, which is 
consistent with our configurations 4, 10, 11. Thus, configuration 4 is the one in best 
agreement with the conclusions of the study in Ref.[200], but we cannot rule out other 
two-carboxylate structures. 
Our structures can also be compared with the STM studies of Ref.[202], where N3 
molecules are imaged as ovals elongated along the [1-10] direction (although earlier 
STM studies by the same group, under different experimental conditions, imaged the 
N3 molecules as uniform bright spots without any special direction[205, 206]). STM 
measurements of TiO2 surfaces image empty electronic states, therefore the unoccupied 
orbitals of N3 (localized on bipyridyl groups) are imaged. If we assume that the 
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adsorbed carboxypyridyl groups, which are coupled to the surface, are responsible for 
the STM image, configurations 2, 4, 6, 7, 10 adsorbed across two Ti5c rows will be in 
agreement with the STM results of ref.[202] However, it is not possible to make further 
conclusions on the preferred structures without doing a simulation of their STM images.  
When we compare stabilities of the different configurations, we should bear in mind 
that they correspond to the situation of adsorption in vacuum, whereas in real systems, 
the dye is adsorbed from solution (usually ethanol) and the DSSC is kept in acetonitrile 
(or sometimes water) solution. Thus, solvent molecules compete with the dye’s 
carboxylic groups for adsorption sites. The adsorption energy of a single acetonitrile 
molecule (-0.7 eV as computed in Chapter 4) or water molecule on rutile (110) (-1.4 - -
0.8 eV according to various DFT calculations reviewed in Ref.[223]) are larger than the 
difference between two-carboxylate and three-carboxylate adsorption and than the 
difference between one and two adsorbed carboxylates. Therefore, in solution, the 
competition with solvent molecules for Ti5c adsorption sites is likely to favour two-
carboxylate rather than three-carboxylate structures. 
In this study we ignored adsorbate-adsorbate interaction, such as hydrogen-bonding. 
There is evidence of adsorbate-adsorbate interaction from experiment[202, 205, 206] 
(STM images showed the presence of both isolated and aggregated N3 molecules on the 
rutile (110) surface, with some preference for aggregation but no preferred direction of 
aggregation) and from calculations.[210, 211] Several of our structures can support 
hydrogen bonding with neighbour molecules (configurations 6 and 8 allow the 
formation of hydrogen-bonded chains and configurations 1-3, 7, 9, 10 allow hydrogen-
bonded dimers) and can be additionally stabilized due to this hydrogen bonding. 
However, since intermolecular hydrogen-bonding involves free (not adsorbed) 
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carboxylic groups, we expect that it will not have a strong effect on electron injection 
times, which are the subject of the next section of the chapter. 
 
5.4 Results and discussion: electron injection times of N3 dye 
on TiO2 rutile (110) 
5.4.1 Calculated injection times for the N3-TiO2 system                  
We calculated injection times from the LUMO of the N3 molecule to the TiO2 CB for 
all the studied configurations (last column of Table 5.1; the injection times for the most 
stable structure of each configuration are also plotted in Figure 5.4). 
 We find that injection from the molecule adsorbed via just one carboxylic group 
(configuration 1) is rather slow (12-26 fs), slower than the calculated[129, 168] and 
measured[102, 103] injection time from the isolated ligands (isonicotinic and 
biisonicotinic acid). The reason for this slower injection is probably that the LUMO is 
spread over several dicarboxybipyridyl ligands, not just the adsorbed ligand. The 
injection times for configuration 1 are also longer than the experimental injection time 
for N3 on rutile and anatase, 12-20 fs;[100, 101, 191-193] therefore, we can definitely 
conclude that the one-carboxylate configuration is not the one responsible for the 
measured fast injection from this molecule. 
 
 
119 
 
 
 
Figure 5.4: Adsorption energies (upper panel) and injection times (lower panel) for the most stable 
structure of each of the configuration (1-12). The dashed line in the lower panel shows the experimental 
upper limit for the injection time according to Ref.[101].  
 
Among the configurations adsorbed via two or three carboxylic groups, the structures 
with only MH adsorption show slow injection, above the experimental value of 12 
fs[101]; purely M adsorption also gives relatively slow injection, unless assisted by 
adsorbate-substrate hydrogen bonding (e.g. compare the several structures of 
configuration 3). Configurations with BB adsorption (either double BB, e.g. 
configurations 2, 4, or mixed BB and M or MH) show the fastest injection, similar to or 
faster than the experimental upper limit. 
Thus, we have several configurations (2-4, 6, 9, 10, 12) with very different adsorption 
geometries, which, nevertheless, show similar adsorption energies and similar very fast 
injection times of <12 fs. This result (as well as adsorption energies being very similar 
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for many configurations) suggests that the measured injection times not necessarily 
originate from a single configuration. Instead, several adsorption configurations may 
co-exist and have similar fast injection times. 
These results explain why both homoleptic dyes (having two equivalent bipyridyl 
ligands) and heteroleptic (having two different bipyridyl ligands), which are likely to 
have different adsorption geometries, have been efficient in DSSCs.[108, 109, 193, 224, 
225] Our results on the similarity of different configurations’ injection properties also 
reconcile several experimental studies, where, on the one hand, adsorption of N3 and its 
homoleptic analogue N719 are suggested to be the same,[196] and, on the other hand, 
electron injection properties of N3 are very similar to heteroleptic dyes that can adsorb 
only via carboxylic groups of the same bipyridyl.[193, 226] Co-existing configurations 
adsorbed via the same or different bipyridyl may be responsible for these conflicting 
results. Both homoleptic-type and heteroleptic-type sensitizers will have adsorption 
structures that have good electron injection properties. 
5.4.2 Applicability of the matrix partitioning approach for calculating 
injection times               
Even without the full search for the best adsorption configuration, the calculations of 
the N3 + surface system are very time-consuming and cannot realistically be done for 
each new metal-organic dye. It is desirable to have a quicker computational scheme for 
electron transfer rates calculations. In the previous chapters, we proposed the 
partitioning scheme for calculating electron injection times: instead of a full DFT 
calculation of the surface with adsorbed dye, separate calculations are done for (i) a 
small area of the surface, (ii) the surface’s interface with a small anchoring group, and 
(iii) the isolated dye molecule; then, the electronic properties of these fragments are 
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combined to calculate injection time. This partitioning allowed us to avoid lengthy 
calculations of the full surface-adsorbate system and enabled us to calculate electron 
injection times for a series of organic dyes (Chapter 3), and for different anchoring 
groups attached to the same dye (Chapter 4). Here, we calculate the injection times of 
N3 using the partitioning approach and compare them with injection times calculated in 
the previous section for the full TiO2 + N3 dye system, to check if the partitioning 
approach is applicable for the complex metal-organic dyes. 
When we use a biisonicotinic acid molecule (in an adsorption configuration similar to 
Refs.[220, 221]) as an anchoring group, combined with the LUMO coefficients of an 
isolated N3 molecule, we obtain injection time of 11.3 fs, which is similar to the values 
obtained from the full calculation (slightly slower than the fastest times for the full 
system, 3-6 fs, but in very good agreement with the experimental upper limit of 12 
fs[101]). 
When we use benzoic acid as the anchoring group, the calculated injection time is 40 fs, 
which is comparable to the calculated injection time of N3 adsorbed via a single 
carboxylic group but too slow, compared to experiment. Therefore, we conclude that an 
anchoring group with two carboxylic groups attached to the surface (such as 
biisonicotinic acid) is needed for an accurate calculation of the coupling between 
complex metal-organic dyes and the surface. The relatively large anchoring group is 
needed because the dye is attached to the surface via two carboxylic groups, and not 
because of the presence of the metal atom in the metal-organic dye. The good 
agreement of the injection times calculated using the full adsorbed dye and the 
biisonicotinic acid anchoring group shows that it is not necessary to include a metal 
centre in the anchoring group model. Therefore, the partitioning scheme with the same 
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anchoring group (biisonicotinic acid) can be used to calculate electron transfer 
properties of many different metal-organic dyes, both ruthenium-based and containing 
other metal centres, such as Cu and Fe.[39]  
 
5.5 Conclusions 
In this chapter, we studied adsorption and electron injection from the metal–organic N3 
dye to the TiO2 rutile (110) surface. Our systematic investigation of all possible 
adsorption configurations on this surface suggests that there are many adsorption 
configurations with similar energies which may exist, co-exist or convert into one 
another. The structures with two or three adsorbed carboxylic groups are likely to form, 
and are additionally stabilized by the sulphur atom of the thiocyanate group interacting 
with the surface (in agreement with core-level photoemission spectroscopy 
experiments). The energy gain due to these groups binding to the surface is 
counterbalanced by the energy cost of deforming the molecule, giving the final 
adsorption energies usually in a range from  ̶ 1.1 to −0.6 eV. Many of the low-energy 
configurations have very similar fast electron injection times. Thus, fast electron 
injection observed in experiments can equally likely originate from several co-existing 
structures or from one preferred structure. Therefore, there is no need to control the 
adsorption configuration of N3 and related dyes to improve their electron injection 
properties. 
We can expect that the rate of electron back transfer from TiO2 to the oxidized dye, 
which is also dependent on the dye–surface coupling, will also be similar for the 
different adsorption configurations; however, different adsorption configurations may 
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lead to a difference in the interaction of the dye cation with the redox species, therefore 
it may be necessary to control the dye’s adsorption configuration (by modifying 
functional groups attached to the dye’s ligands), to achieve favourable interaction of the 
dye cation with the redox species and thus facilitate the regeneration of the dye cation. 
However, this is beyond the scope of this thesis.  
This study also sets the foundation for studies of electron injection properties of other 
metal–organic dyes. We show that injection times of the N3 dye can be reliably 
predicted using a computationally efficient partitioning procedure. This opens a 
possibility to quickly calculate injection times for many other metal-organic dyes with 
different structures and to draw conclusions on electron transfer properties of metal-
organic dyes. 
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Chapter 6: 
A model configuration interaction 
Hamiltonian for the study of the multi-
excitonic states in singlet fission 
Abstract 
In this chapter we develop a model configuration interaction Hamiltonian in order to 
study the electronic structure of a chain of molecules undergoing singlet fission. We 
first consider a model for a dimer with tunable inter-monomer distance, introducing a 
parameterization of matrix elements, in order to mimic physical properties of organic 
crystalline materials. We show that the ME state is stabilized at short inter-monomer 
distance and the extent of this stabilization depends upon the size of overlap dependent 
matrix elements. We then extend our study to a linear trimer, where we observe that two 
types of ME states arise: bound ME states which are stabilized if compared to the 
energy of two separate triplets, and unbound ME states whose stabilization is negligible. 
We hence propose simple design rules in order to build Hamiltonians for chains of 𝑁 
monomers, from the matrix elements of the trimer Hamiltonian. This study provides a 
powerful tool for the study of singlet fission and in particular for the calculation of the 
S1←ME transition rates, that will discussed in Chapter 7.       
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6.1 Introduction 
As reported in Chapter 1, SF has been theoretically studied through different methods 
(ab initio calculations,[28-31] non adiabatic molecular dynamics[27], 
phenomenological models[22-26]). However most of these studies are generally limited 
only to a dimer system, which is not enough to describe a process taking place in a 
crystalline material. In particular ab initio calculations were employed to compute the 
electronic structures of pentacene and tetracene dimers, in order to investigate the 
energetic levels of ME, S and CT states;[28-30] high level methods (i.e. CAS-SCF) are 
impossible to apply to larger systems, even for a minimal choice of the active space. 
Moreover, they would give results valid only for a particular choice of the system under 
study, thus not allowing to draw more general conclusions. CDFT-CI method has also 
been used to study energy differences and coupling between states involved in SF. SF 
rates were computed adopting Jortner and Bixon theory,[133-135] obtaining results in 
agreement with experimental findings.[31] Nevertheless, these calculations were still 
performed on dimers extracted from crystallographic structures, hence they cannot fully 
represent the physics of the system and the mechanism of SF. Phenomenological 
models have also been considered but they usually feature only a minimal Hamiltonian 
of the system, neglecting the vast majority of double excited configurations. Moreover, 
energies of the excited configurations of interests are still acquired from ab initio 
calculations of dimers.[22-26] Again this limits the applicability and the generality of 
these methods, and prevents them from going beyond the dimer picture, which is 
incapable of capturing the whole physics of the SF process in crystalline organic 
materials. 
 
 
126 
 
For these reasons, we choose to approach our study on SF, by computing the electronic 
structure of a chain of molecules undergoing to SF, through a generic model 
Hamiltonian. In particular, we start by constructing a CI Hamiltonian for a dimer, 
containing all the singles and doubles excitations, obtaining a more accurate description 
of the electronic structure. We adopt CI, which is the only feasible method and it is also 
conceptually simple, in order to build a generic model.[138] The parameters used to 
express the matrix elements can be changed to mimic physical properties of different 
molecules, thus granting versatility to the model, which do not depend on any ab initio 
calculation. The CI model is then extended to the study of a linear trimer chain, showing 
that two types of ME arise for 𝑁 > 2: bound ME states (MEb), possessing a 
stabilization energy, and unbound ME states (MEu). We then extend our study to the 
electronic structure of a generic chain of  𝑁 molecules undergoing to SF, thus paving 
the way for the study of the non radiative decay from a S1 state to a manifold of MEb 
and MEu states, a topic that will be covered in Chapter 7.  
   
6.2 CI model for singlet fission in a dimer 
The starting point of our study of SF is a simple system of two sites (monomers), each 
possessing two orbitals a1, r1 on site 1 and a2, r2 on site 2 ( a1/a2 orbitals (HOMO) and 
r1/r2 orbitals (LUMO) are degenerate). The two monomers are separated by a distance 
𝑑, which is a tunable parameter. In this “dimer” model, at the ground state a1 and a2 
orbitals are fully occupied. We choose to describe the electronic structure of this model 
system using CI theory, where the expansion of the CI wave function is truncated to 
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doubles configurations (SDCI). For a generic cluster of 𝑁 monomers the wave function 
is given by: 
Φ = 𝑐0|0〉 +∑𝑐𝑗
𝑖
𝑁
𝑖𝑗
|
𝑗
𝑖
〉 +∑𝑐𝑖𝑘
𝑗𝑙
𝑁
𝑖<𝑘
𝑗<𝑙
|
𝑗𝑙
𝑖𝑘
〉                                              (6.1) 
All the possible singlet singles and doubles excited configurations for this system are 
depicted in Figure 6.1. We introduced a simplified notation (respect to the one used in 
Chapter 2) for the excited configurations: for single excitations, the notation |
𝑗
𝑖
〉 
indicates a single excited configurations from the HOMO orbital of the 𝑖-th monomer to 
the LUMO orbital of the 𝑗-th monomer while |
𝑗𝑙
𝑖𝑘
〉 indicates a double excited 
configurations from the HOMO orbital of monomers 𝑖 and 𝑘 to the LUMO orbitals of 
monomers j and l. 
 
 Figure 6.1: Schematic representation of singlet excited configurations for a dimer model. 
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𝐻CI for the dimer system has been obtained modifying the basis functions and the 
matrix elements, from Ref.[227] and the energy of the ground state is set to zero. The 
following list of equations represents the full set of matrix elements of 𝐻CI for the dimer 
model. 
⟨
1
1
|𝐻CI|
1
1
⟩ = ⟨
2
2
|𝐻CI|
2
2
⟩ = 𝜀r − 𝜀a − 𝐽r1a1 + 2𝐾r1a1                                                          (6.2) 
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⟩ = ⟨
22
12
|𝐻CI|
22
12
⟩ =
= 2(𝜀r − 𝜀a) + 𝐾r1a1 − 2𝐽r1a1 + 𝐽r1r1 − 2𝐽r1a2 + 𝐽a1a2                        (6.6) 
⟨
12
11
|𝐻CI|
12
11
⟩ = ⟨
12
22
|𝐻CI|
12
22
⟩ =
= 2(𝜀r − 𝜀a) + 𝐾r1a1 − 2𝐽r1a1 + 𝐽a1a1 − 2𝐽r1a2 + 𝐽r1r2                        (6.7) 
⟨
12
12
(A)|𝐻CI|
12
12
(A)⟩ = 2(𝜀r − 𝜀a) − 2𝐽r1a1                                                                         (6.8) 
⟨
12
12
(B)|𝐻CI|
12
12
(B)⟩ = 2(𝜀r − 𝜀a) − 2𝐽r1a1 + 4𝐾r1a1                                                        (6.9) 
⟨0|𝐻CI|
2
1
⟩ = ⟨0|𝐻CI|
1
2
⟩ = 𝐹r1a2                                                                                            (6.10) 
⟨0|𝐻CI|
11
11
⟩ = ⟨0|𝐻CI|
22
22
⟩ = 𝐾r1a1                                                                                      (6.11) 
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⟨0|𝐻CI|
12
12
(B)⟩ = −√3(r1a1|r2a2)                                                                                    (6.12) 
⟨
1
1
|𝐻CI|
2
2
⟩ = 2(r1a1|r2a2)                                                                                                    (6.13) 
⟨
1
1
|𝐻CI|
2
1
⟩ = ⟨
2
2
|𝐻CI|
1
2
⟩ = 𝐹r1r2                                                                                            (6.14) 
⟨
1
1
|𝐻CI|
1
2
⟩ = ⟨
2
2
|𝐻CI|
2
1
⟩ = −𝐹a1a2                                                                                         (6.15) 
⟨
1
1
|𝐻CI|
11
12
⟩ = ⟨
2
2
|𝐻CI|
22
12
⟩ = −𝐹r1a2                                                                                    (6.16) 
⟨
1
1
|𝐻CI|
12
11
⟩ = ⟨
2
2
|𝐻CI|
12
22
⟩ = 𝐹r1a2                                                                                       (6.17) 
⟨
2
1
|𝐻CI|
22
11
⟩ = ⟨
1
2
|𝐻CI|
11
22
⟩ = √2𝐹r1a2                                                                                  (6.18) 
⟨
2
1
|𝐻CI|
12
12
(A)⟩ = ⟨
1
2
|𝐻CI|
12
12
(A)⟩ = −√3/2𝐹r1a2                                                            (6.19) 
⟨
11
11
|𝐻CI|
11
12
⟩ = ⟨
22
22
|𝐻CI|
22
12
⟩ = √2𝐹a1a2                                                                             (6.20) 
⟨
11
11
|𝐻CI|
12
11
⟩ = ⟨
22
22
|𝐻CI|
12
22
⟩ = √2𝐹r1r2                                                                             (6.21) 
⟨
12
11
|𝐻CI|
22
12
⟩ = ⟨
12
22
|𝐻CI|
12
11
⟩ = −(r1a1|r2a2)                                                                  (6.22) 
⟨
11
12
|𝐻CI|
12
12
(A)⟩ = ⟨
22
12
|𝐻CI|
12
12
(A)⟩ = √2𝐹a1a2                                                               (6.23) 
⟨
12
11
|𝐻CI|
12
12
(A)⟩ = ⟨
12
22
|𝐻CI|
12
12
(A)⟩ = √2𝐹r1r2                                                                (6.24) 
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Where the notation (ab|cd) denotes the following two-electron integral: 
(𝑎𝑏|𝑐𝑑) = ∬𝜓𝑎 (𝑥1)𝜓𝑏 (𝑥2)
1
𝑥12
𝜓𝑐 (𝑥1)𝜓𝑑 (𝑥2)𝑑𝑥1𝑑𝑥2                                        (6.25) 
In Table 6.1 we list the parameters used for computing the matrix elements for the CI 
matrix. In particular, we choose two sets of parameters: a tetracene-like (T) set of 
parameters and pentacene-like (P) one. Some of these parameters are constant, hence, 
they do not depend on the inter-monomer distance 𝑑. These parameters are: 
(i) the orbital energies 𝜀r and 𝜀a whose values have been reported from available 
literature;[228, 229]  
(ii) intra-monomer coulomb integrals (𝐽riai , 𝐽riri, 𝐽aiai) represent Coulombic repulsion 
between two electrons which is expressed by the following bi-electronic integral (i.e. for 
𝐽riai) : 
𝐽riai = (r
iri|aiai) = ∬𝜓
𝑟𝑖
2 (𝑥1)
1
𝑥12
𝜓
𝑎𝑖
2 (𝑥2)𝑑𝑥1𝑑𝑥2                                                     (6.26) 
where 𝑥12 is the distance between the two electrons. The equation shows also why these 
elements do not depend on d, since Eq. 6.26 involves coulombic repulsion of electrons 
on the same 𝑖-th site. We assume that all the integrals of this type (𝐽riai, 𝐽riri, 𝐽aiai) are 
equal to a common constant 𝐽. In particular the computed value is 𝐽riai, computed from 
Eq. 6.2, for tetracene and pentacene. 
(iii) The exchange integral 𝐾riai, is defined as: 
𝐾riai = (r
iai|airi) = −∬𝜓
𝑟𝑖
(𝑥1)𝜓𝑎𝑖(𝑥2)
1
𝑥12
𝜓
𝑎𝑖
(𝑥1)𝜓𝑟𝑖(𝑥2)𝑑𝑥1𝑑𝑥2                 (6.27) 
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The exchange integral is a quantum mechanical construct, based on the Pauli exclusion 
principle. It takes into account the effect of the antisymmetry of the electron 
wavefunctions. 
For this parameter, values are taken from available literature as the energy difference 
between S1 and T1.[17] In fact, the energy of a triplet single excitation for a dimer SDCI 
Hamiltonian of triplet excitations (𝐻CI
T ) is given by Eq. 6.28. It differs from Eq. 6.2 for 
twice 𝐾r1a1. 
⟨
1
1
|𝐻CI
T |
1
1
⟩ = 𝜀r − 𝜀a − 𝐽r1a1                                                                                                        (6.28) 
𝐾riai is the only element of its type. Therefore, for the sake of simplicity, we impose 
𝐾 = 𝐾riai . 
The other terms depend on 𝑑 and their 𝑓(𝑑) behaviour is also described in Table 6.1. 
We include: 
(i) inter-monomer coulomb integrals (𝐽riaj ,  𝐽rjai,  𝐽rirj, 𝐽aiaj) whose 𝑑-dependent 
behaviour is described by Coulomb’s law. They represent the electronic repulsion for 
two electrons on different sites: 
𝐽riaj =∬𝜓𝑟𝑖
2 (𝑥1)
1
𝑥12
𝜓
𝑎𝑗
2 (𝑥2)𝑑𝑥1𝑑𝑥2                                                    (6.29) 
where, here, 𝑥12, the distance between the two electrons, contains the 𝑑 parameter, since 
the electrons are located on different sites. We assume that all the integrals of this type 
follow the same distance dependent behavior, described in Table 6.1 as 𝐽′.  
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(ii) 𝑉𝑒𝑥 = (r
iai|rjaj) is called the excitonic coupling and for a dimer is typically 
measured as one half of the splitting of the Frenkel excitonic states (see Eq. 6.13). It 
represents an interaction energy due to exchange of excitation energy between two 
excitations, on two different molecules 𝑖 and 𝑗. In exciton theory, it is described by the 
interaction between two point dipoles separated by 𝑑.[230] 
(iii) Fock matrix elements (𝐹riaj , 𝐹rjai, 𝐹rirj , 𝐹aiaj) decrease exponentially with 
increasing distance d. We assume that all the elements of this type show the same 
distance dependent behavior and, hence, we group them as 𝐹′. Reasonable values for 𝐹′ 
for tetracene and pentacene pairs in the crystalline structure are reported in Ref.[231]. 
Table 6.1: List of parameters, their values (eV) and inter-monomer distance dependent behaviour; 𝒍 is an 
approximate measure of the size of the electronic cloud of tetracene and pentacene, given by the length of 
the molecule. For distance dependent parameters, the value in table refers to 𝑑0 = 4 Å, which is the 
minimum considered distance. 
Parameters Value (eV) Distance dependent behavior 
𝜀r − 𝜀a (Ref.[228, 229]) 5.9 (T), 5.2 (P) // 
𝐽 4.75 (T), 4.33 (P) // 
𝐾 (Ref.[17]) 0.55 (T), 0.72 (P) // 
𝐽′ 
1.37 (T), 1.14 (P) 𝐽′ =
1
4𝜋𝜀0
×
𝑒2
√(𝑑2 + 𝑙2)
 
𝑉𝑒𝑥
0  (Ref.[230]) 
0.15 (T,P) 𝑉𝑒𝑥 = 𝑉𝑒𝑥
0 (
𝑑0
3
𝑑3
) 
𝐹′ 0.15 (T,P) // 
 
Among the matrix elements, we underline that there are two different |
12
12
〉 excited state 
configurations, labeled as A and B. They differ because, as shown in Figure 6.1, 
|
12
12
(A)〉 is constituted by two triplets excited configurations (one on each site) with 
 
 
133 
 
opposite spin, thus granting an overall singlet nature to the configuration. On the other 
side, |
12
12
(B)〉 can be viewed as composed by a single singlet excitation on each site. 
This is reflected also in the matrix elements reported in Eq. 6.8 and Eq. 6.9, as their 
energy difference is equal to twice the energy difference between a single singlet and a 
single triplet excited configuration. 
6.3 CI dimer model: results 
The main results obtained by the SDCI treatment of the dimer model, in a range of 𝑑 
between 4 and 100 Å, for P and T choice of parameters are depicted in Figure 6.2. 
 
Figure 6.2: Eigenvalues for the states of interest as function of 𝒅 for the T (panel a) and P (panel b) 
scenarios, respectively. Nearest state to the states of interest shown by green curve. 
We notice, for both T and P, the splitting of the two singlets deriving from 𝑉𝑒𝑥, leading 
to the formation of two mixed states that we call S1+ and S1─. They both derive from 
mixing of |
1
1
〉 and |
2
2
〉, which are coupled both directly through 𝑉𝑒𝑥 and indirectly 
through CT determinants (|
2
1
〉, |
1
2
〉). We define S1- the lowest energy singlet excited 
state and S1+ the other. The ME state is defined as the state dominated by the |
12
12
(A)〉 
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configuration. The ME state is stabilized, if compared to the matrix element associated 
to |
12
12
(A)〉 (which is equal to the energy of two separated triplet excited 
configurations), by the Fock elements which arise from the coupling of |
12
12
(A)〉 with 
singles and doubles charge transfer (CT) determinants ( |
2
1
〉, |
1
2
〉, |
21
11
〉, |
12
22
〉, |
11
12
〉, 
|
22
12
〉 ) at short distance. 
 
Figure 6.3: ME binding energy as function of 𝐹′, for both P and T sets of parameters. Values of 𝐽′ and 
𝑉𝑒𝑥  are fixed. 
Having noticed that the ME state is stabilized at lower inter-monomer distance, it is 
useful to consider under what condition the stabilization is larger than 𝑘𝑇 at room 
temperature. This may be relevant if one is interested in the case where the two 
monomers are free to move at any distance from each other, like in solution. The 
importance of the size of the 𝐹′ elements for the stabilization of ME is highlighted in 
Figure 6.3 where we compute this stabilization as the difference between the energy of 
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ME state at distance infinity (which is equal to twice the energy of the first triplet T1) 
and its energy at increasing values of 𝐹′, having fixed the other distance dependent 
parameters to their maximum value.  
Δ𝐸ME(𝑑) = 𝐸ME(𝑑) − 2𝐸T1                                                         (6.30) 
Figure 6.3 shows that, for 𝐹′ > 0.1 eV, the stabilization of the ME state is sensibly 
higher than 𝑘𝑇, and, hence, ME states are energetically distinguishable from two 
separated triplets, in a wide range of 𝐹′.    
6.4 CI model for singlet fission in linear trimer: bound and 
unbound multi-exciton states 
As good as a starting point it might be, a dimer model is not capable of capturing the 
whole physics of a process taking place in a crystalline solid like pentacene or tetracene. 
If just a trimer model is considered instead of the dimer one, there will be new 
configurations appearing; in particular the two pseudo-triplets can be located on 
neighboring sites (|
12
12
〉, |
23
23
〉) as in the dimer case (we simplify the notation for these 
double excitations, since for the rest of the thesis we will only consider A-type 
configurations), but there is also a configuration where the two pseudo-triplets are 
separated: |
13
13
〉. Moreover, these different configurations couple among each other both 
directly through a (aiaj|rirj) matrix element and indirectly through new ME-CT states 
appearing in the system (see Figure 6.4). The direct coupling is due to a (aiaj|rirj) 
matrix element (this is the matrix element that couples two different triplets) through the 
following expressions: 
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⟨
12
12
|𝐻CI|
13
13
⟩ = −(a2a3|r2r3)                                                                                              (6.31) 
⟨
13
13
|𝐻CI|
23
23
⟩ = −(a1a2|r1r2)                                                                                              (6.32) 
⟨
12
12
|𝐻CI|
23
23
⟩ = −(a1a3|r1r3)~0                                                                                         (6.33)                                
Where (a1a3|r1r3)~0, since the matrix element is overlap dependent and, therefore, it 
will decay exponentially outside the overlap region, as in the case where are involved 
non-adjacent sites. 
 The indirect coupling is mediated by ME-type CT configurations: 
⟨
23
13
|𝐻CI|
23
23
⟩ = ⟨
13
23
|𝐻CI|
13
13
⟩ = −𝐹a1a2                                                                               (6.34) 
⟨
13
12
|𝐻CI|
11
12
⟩ = ⟨
12
13
|𝐻CI|
13
13
⟩ = −𝐹a2a3                                                                               (6.35) 
⟨
23
13
|𝐻CI|
13
13
⟩ = ⟨
13
23
|𝐻CI|
23
23
⟩ = 𝐹r1r2                                                                                   (6.36) 
⟨
13
12
|𝐻CI|
13
13
⟩ = ⟨
13
12
|𝐻CI|
12
12
⟩ = −𝐹r2r3                                                                               (6.37) 
⟨
23
12
|𝐻CI|
23
23
⟩ = ⟨
12
23
|𝐻CI|
12
12
⟩ = −𝐹a1a3~0                                                                        (6.38) 
⟨
23
12
|𝐻CI|
12
12
⟩ = ⟨
12
23
|𝐻CI|
23
23
⟩ = −𝐹a1a3~0                                                                        (6.39) 
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Figure 6.4: Schematic representation of configurations of interest for the trimer case. 
The (aiaj|rirj) element is roughly estimated as one half of the splitting of the first triplet 
(T1) in a dimer. In fact, the matrix element between two single triplet excitations in a 
dimer SDCI Hamiltonian of triplet excitations (𝐻CI
T ) is given by[227]: 
⟨
1
1
|𝐻CI
T |
2
2
⟩ = (a1a2|r1r2)                                                                                                      (6.40) 
From TD-DFT calculations at the B3LYP/6-31G* level of theory we obtain values from 
0.006 eV to 0.015 eV for pentacene and from 0.002 eV to 0.05 eV for tetracene. In fact 
we have to consider that unit cells of organic crystals such as tetracene and pentacene 
present different possible “geometric couples” of molecules and the matrix element is 
therefore different for each chosen couple of molecules[231].  
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We diagonalize the SDCI Hamiltonian for the trimer case, for both T and P scenarios, 
considering an inter-monomer distance of 4 Å. (aiaj|rirj) element is set to the 
maximum value obtained from TD-DFT calculations for pentacene and tetracene 
respectively, and the other 𝑑-dependent elements are set to their maximum value at 4 Å 
(see Table 6.1). The energies of the states of interest for P and T scenarios are shown in 
Figure 6.5. The nearest state to the state of interest is a CT state whose energy is ~3.4 
eV and it is not included in the figure. 
The most interesting thing that is noticeable in the transition from the dimer to the 
trimer model is that there are multiple ME states and they are not at the same energy 
level. In particular we can divide the ME states in two sets: a first set at lower energy 
which is composed by linear combinations of |
12
12
〉 and |
23
23
〉: two states which are 
almost degenerate (bound states: MEb); a second set is composed by a single state 
(unbound state: MEu) dominated by the contribution of |
13
13
〉 configuration and it is 
approximately 0.1 eV higher in energy than MEb states, for both tetracene-like and 
pentacene-like scenarios. Therefore, the relative position of the two pseudo-triplets of 
the ME state is fundamental: bound ME on neighbor sites are different from unbound 
ME where the two pseudo-triplets are far apart. 
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Figure 6.5: Representation of the energy levels for the states of interest in the trimer model, for T and P 
scenarios, respectively. 
This helps the analysis of a chain constituted by N monomers and the study of the 
internal conversion that produces ME states from the S state. In fact, unbound ME states 
have negligible binding energy and, since the pseudo-triplet are far apart from each 
other, they can be considered as separated triplets. On the other hand, bound ME states 
do have binding energy and therefore the two pseudo-triplets are not independent, thus 
possibly affecting the singlet fission efficiency, since they will show a longer life-time.  
6.5 Matrix partitioning method: from trimer model to N-mer 
The number of double configurations that should be included for clusters with a larger 
number of molecules increases rapidly (approximately as 𝑁4), hence for 𝑁 > 3 it is not 
convenient to build 𝐻CI as we did for dimer and trimer case. In principle, we would like 
to obtain an Hamiltonian for a chain of 𝑁 monomers, containing only the 𝑁 Frenkel-
type excitons and the 𝑁(𝑁 − 1)/2 ME states. This is possible, adopting the matrix 
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partitioning scheme. For the trimer model we can use matrix partitioning scheme to 
obtain an effective Hamiltonian containing only Frenkel excitons and ME matrix 
elements. Other configurations can be partitioned out since they are well separated in 
energy and they are not much mixed. We do not simply neglect them because they can 
mediate the coupling between the configurations of interest. Therefore the SDCI 
Hamiltonian for the trimer model can be written in the following form (see Chapter 2 
for details of the matrix partitioning procedure): 
[𝐻CI
𝑒𝑓𝑓]𝑎𝑎 = [𝐻CI]𝑎𝑎 + [𝐻CI]𝑎𝑏(1𝐸
′ − [𝐻CI]𝑏𝑏)
−1[𝐻CI]𝑏𝑎                                  (6.41) 
where [𝐻𝐶𝐼]𝑎𝑎 is the block of 𝐻CI the configurations of interest (the three configurations 
leading to singlets S1, S2, S3 and the three configurations leading to ME states: MEb1, 
MEb2 and MEu). [𝐻𝐶𝐼]𝑏𝑏 is the block containing the matrix elements of all the other 
configurations. [𝐻𝐶𝐼]𝑎𝑏 and [𝐻𝐶𝐼]𝑏𝑎  contain all the coupling elements of the 
configurations of interest  with all the other states. Finally, 𝐸′ is a parameter which is 
chosen as the average of the eigenvalues of the states of interest from previous 
diagonalization of 𝐻𝐶𝐼.Therefore 𝐻CI−𝑒𝑓𝑓 is an effective Hamiltonian for the trimer 
model, including only the configurations of interest and the effective coupling due to 
the interaction among themselves and with all the other configurations. For further 
details on the employed methodology see Chapter 2.  
The final step to obtain an effective Hamiltonian for a system of 𝑁 monomers is made 
by establishing some rules to construct it from the matrix elements of the trimer 𝐻CI
𝑒𝑓𝑓
. 
A system composed by 𝑁 monomers has 𝑁 singlet singles configurations. The diagonal 
matrix elements for the configurations from |
2
2
〉 to |
𝑁 − 1
𝑁 − 1
〉 are given by the trimer 
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|
2
2
〉state while |
1
1
〉 is given by the trimer |
1
1
〉 and |
𝑁
𝑁
〉 from trimer|
3
3
〉. The rules for 
defining the coupling among the singlets configurations are the following: 
(i) the effective coupling for two configurations |
𝑖
𝑖
〉 and |
𝑗
𝑗
〉 where |𝑖 − 𝑗| = 1 (i.e 1 
monomer distance) is given by the ⟨
1
1
| 𝐻CI
𝑒𝑓𝑓|
2
2
⟩ from trimer. 
(ii) the effective coupling for two configurations |
𝑖
𝑖
〉 and |
𝑗
𝑗
〉 where |𝑖 − 𝑗| = 2 (i.e 2 
monomers distance) is given by the ⟨
1
1
| 𝐻CI
𝑒𝑓𝑓|
3
3
⟩ from trimer. 
 (iii) the coupling for two configurations |
𝑖
𝑖
〉 and |
𝑗
𝑗
〉 where |𝑖 − 𝑗| > 2 is computed from 
the distance dependent expression for 𝑉𝑒𝑥 (see Table 6.1), excluding, therefore, effects 
due to CT states. This is reasonable at long distances. 
A system of 𝑁 monomers also features [𝑁 × (𝑁 − 1)]/2 ME configurations. Among 
these ME configurations, there are 𝑁 − 1 leading to MEb states and the remaining 
leading to MEu states. The diagonal matrix elements for these configurations are 
computed as follows: 
(i) for MEb configurations |
𝑖𝑗
𝑖𝑗
〉 (|𝑖 − 𝑗| = 1) the diagonal matrix elements are taken 
from |
12
12
〉 configuration; 
(ii) for the MEu configurations |
𝑖𝑗
𝑖𝑗
〉 (|𝑖 − 𝑗| > 1) the diagonal matrix elements are taken 
from trimer |
13
13
〉 configuration; 
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The coupling among ME configurations is determined by the following rules: 
(i) the couplings among MEb configurations |
𝑖𝑗
𝑖𝑗
〉 and |
𝑗𝑘
𝑗𝑘
〉 are taken from the trimer 
⟨
12
12
| 𝐻CI
𝑒𝑓𝑓|
23
23
⟩. 
(ii) the coupling among the MEb states |
𝑖𝑗
𝑖𝑗
〉 and |
𝑘𝑙
𝑘𝑙
〉 is set to zero. 
(iii) the coupling of the MEb configurations |
𝑖𝑗
𝑖𝑗
〉 with MEu configurations |
𝑖𝑘
𝑖𝑘
〉 is taken 
from trimer ⟨
12
12
| 𝐻CI
𝑒𝑓𝑓|
13
13
⟩ for |𝑗 − 𝑘| = 2, hence MEb configurations only couple with 
MEu configurations of the same type of |
13
13
〉. 
(iv) the coupling of MEu configurations among themselves is set to ⟨
12
12
| 𝐻CI
𝑒𝑓𝑓|
13
13
⟩ for 
particular cases, explained as follow: |
𝑖𝑗
𝑖𝑗
〉 couples with |
𝑖𝑘
𝑖𝑘
〉 only if |𝑗 − 𝑘| = 1. I.e |
13
13
〉 
vs |
14
14
〉, |
14
14
〉 vs |
15
15
〉 and so on. These configurations couple among themselves in the 
same way as |
12
12
〉 couples with |
13
13
〉, as proven by a rapid inspection of Eq. 6.31-6.39. 
Couplings among |
𝑖
𝑖
〉 states and |
𝑗𝑘
𝑗𝑘
〉 configurations are defined as follows: 
(i) the coupling between |
1
1
〉 and |
12
12
〉 is taken from trimer ⟨
1
1
| 𝐻CI
𝑒𝑓𝑓|
12
12
⟩. The coupling 
between |
𝑁
𝑁
〉 and |
𝑁 − 1 𝑁
𝑁 − 1 𝑁
〉 is taken from trimer ⟨
3
3
| 𝐻CI
𝑒𝑓𝑓|
23
23
⟩. Finally the coupling 
between |
𝑖
𝑖
〉 and |
𝑖𝑗
𝑖𝑗
〉 it is taken from an average of ⟨
2
2
| 𝐻CI
𝑒𝑓𝑓|
12
12
⟩ and ⟨
2
2
| 𝐻CI
𝑒𝑓𝑓|
23
23
⟩ of 
the trimer. In all the other cases the coupling is set to zero. 
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(ii) the coupling between |
𝑖
𝑖
〉 S configuration with |
𝑖𝑗
𝑖𝑗
〉 MEu configurations is set to 
⟨
1
1
| 𝐻CI
𝑒𝑓𝑓|
13
13
⟩, if |𝑖 − 𝑗| = 2. 
 
6.6 Application of the matrix partitioning scheme: the decamer 
case 
We apply the method previously explained to a decamer linear chain. In our effective 
Hamiltonian treatment the number of states of interest (the basis) is given by 10 S 
configurations and 45 ME configurations. This will lead to 10 S states and 45 ME 
states, where the ME states can be divided in two sub-groups: there are 9 MEb states 
and 36 MEu states. In Figure 6.6 we show the results obtained for T (panel a) and P 
(panel b) scenarios at different values of 𝐹′ and 𝑉𝑒𝑥. 
 
Figure 6.6: Schematic representation of  energy levels of S, MEb and MEu states for a decamer for a) a T 
choice of parameters b) a P choice of parameters, respectively. 
First of all, we notice that, with ten monomers, we visualize two different bands. A 
Frenkel exciton band, whose width is ruled by the excitonic coupling, and a ME “band”, 
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whose width is smaller and dominated by the overlap dependent matrix elements. This 
is not a proper band because band structure theory describes only single electron states, 
while in this case we are considering double excited states. This “band” can be divided 
in two parts: the bottom of it consists of MEb while the rest features the MEu states.  
Computing the width of Frenkel exciton band and of the ME “band” represents an 
important result since it helps understanding the physics of the SF process. In particular, 
the narrowness of MEb and MEu “bands” is interesting because it implies that these 
states are localized by electron-phonon coupling[136, 232, 233]. In fact, values of 
electron-phonon coupling for tetracene and pentacene are on the order of 10-1 eV[136, 
232, 233], while MEb (in particular) and MEu “bands” are extremely narrow, their 
width being approximately comprised within values around 10-2 eV. On the other hand, 
singlets are likely to be delocalized as the size of 𝑉𝑒𝑥 is of the same order of magnitude 
of exciton-phonon coupling.  
The picture, moreover, shows clearly how there is not a unique SF but there are two 
possible pathways for SF, since there are two separated sets of ME states, that, for 
reasonable values of 𝐹′, are also well separated in energy. Both type of states are 
localized, therefore we can imagine the SF as a process where there is a transition from 
a delocalized singlet state to a localized ME state. It would have been impossible to 
observe this feature without a model capable of going beyond the description of a 
simple dimer, where there is only one ME state and has no other option than being 
localized.  
Moreover, the two types of ME states are composed by different type of configurations. 
While MEb state are basically dominated by double excited configurations |
𝑖𝑗
𝑖𝑗
〉 with 
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|𝑖 − 𝑗| = 1, where the two pseudo-triplets are at overlap distance and are stabilized 
respect of two separated triplets, MEu states are composed by double excited 
configurations |
𝑖𝑗
𝑖𝑗
〉 with |𝑖 − 𝑗| > 1: the two pseudo-triplets are localized far apart from 
each other and are more likely to provide fast generation of two separated triplets.  
The analysis of the competition between these two sets of states, as possible final states 
in the non-radiative process from a S state, is fundamental, since it can affect the 
efficiency of SF-based solar cells. In fact we know from literature that SF in an OSC 
must already compete with exciton separation at the interface[27]. Stabilized MEb are 
likely to have a longer lifetime in an organic crystalline material, due to their binding 
energy. They could migrate at the interface, where only a single charge could be 
collected, as the transfer of a second charge would be impeded by electrostatic 
repulsion, thus further weakening the SF efficiency. The rates of SF and the branching 
of SF in two possible pathways will be treated in detail in Chapter 7.  
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6.7 Conclusions 
In this Chapter we developed a model Hamiltonian that enabled us to study the 
electronic structure of a linear chain of molecules undergoing to SF, overcoming the 
limitations of previous ab initio studies and phenomenological models. A preliminary 
study of a dimer SDCI Hamiltonian, including all singles and doubles excitations, 
showed that, at short inter-monomer distance, the ME state is stabilized (for a 
reasonable choice of parameters), its energy being lower than the energy of two 
separated triplets, and that the size of this stabilization is due to coupling with singles 
and doubles charge transfer configuration, via overlap dependent matrix elements. This 
model, while being only a starting point, is already more accurate than previous models 
that only feature few configurations. An analogue study of a trimer SDCI Hamiltonian 
illustrated the presence, for clusters larger than a dimer, of two types of ME states: 
stabilized bound ME states (MEb) composed by double excited configurations, where 
the two pseudo-triplets are located on neighboring sites, and unbound ME state (MEu) 
given by the configuration where the two pseudo-triplets are separated and outside the 
overlap region, its energy almost equal to the energy of two separated triplets. This 
proves further more that calculations on dimers or dimer models are not sufficient to 
capture the whole physics of a system subject to SF, since they cannot describe the 
electronic structure of larger cluster, as they miss fundamental states, which just do not 
exist in dimers. Matrix partitioning scheme is hence employed to describe a linear chain 
of 𝑁 monomers, from the Hamiltonian of the trimer. Finally, the study of a decamer 
linear chain shows that, in a large cluster, we can start describing the electronic structure 
of the system in terms of bands: a S band with 𝑁 states, whose width is related to the 
size of 𝑉𝑒𝑥, and a ME “band”, which is very narrow and can be divided in two parts: a 
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MEb “band” and a MEu “band”. While the S states are delocalized, the ME “bands” are 
so narrow that the states will be localized by electron-phonon coupling and, therefore, 
we can say that in SF there is a transition from a delocalized S state to localized ME 
states, a result achievable only adopting our approach. Finally, the presence of two type 
of ME states is something that must be taken into account, since it means that there is 
not a unique SF but the singlet can undergo to non-radiative decay to either of these 
states. The application of Fermi golden rule for the study of the ME←S1 transition and 
the branching of SF between MEb and MEu states will be discussed in Chapter 7. 
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Chapter 7: 
Dynamics of the ME←S1 transition as a 
non-radiative decay 
Abstract 
In this chapter we adopt Fermi golden rule in order to study the dynamics of the 
transition from a delocalized singlet state, to a localized ME state in a 1D cluster. We 
first compute the electronic coupling of S state with both bound and unbound ME states. 
We show that bound ME states couple stronger with S state than unbound ME states 
and that the coupling decreases, for increasing value of 𝑁. A model of the Huang Rhys 
factors for the ME← S1 transition is proposed, assuming that the geometry of S1 is 
identical to the one of the ground state and that the ME state geometry is identical to the 
equilibrium geometry of two triplet states. We verify the validity of the Fermi golden 
rule approach by exploring the values of broadening for which it is valid, and 
comparing our results with available experimental data for broadening of vibrationally 
excited states in acenes crystals. The effect of different parameters of the system on the 
rate is considered. Finally the branching of the rate between bound and unbound ME 
states is discussed. 
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7.1 Introduction 
SF rates have been evaluated experimentally in the recent years: lifetimes for the 
process of the order of hundreds of fs and of picoseconds have been estimated for 
pentacene and tetracene, respectively.[75, 96, 97] Few theoretical models have been 
used to compute SF rates: Reichman and coworkers employed Redfield theory[234] to 
compute SF rates for pentacene dimers, in order to elucidate the controversial role of 
CT states in SF. They support the thesis that SF is mediated by CT states through a so 
called “super-exchange”, even if the CT state possess high energy.[22-24] Ratner and 
coworkers employed semi-classical treatments of SF, using Marcus theory, to study SF 
in perylenediimide dimers.[235] Voorhis and coworkers also adopted a semiclassical 
treatment computing SF, within the scheme proposed by Bixon and Jortner,[133-135] 
for dimers of different pentacene and tetracene derivatives.[31] All these methods are 
applied to dimer systems and make use of spectral densities to describe the phonon 
degrees of freedom. In chapter 6, however, we have found that a cluster of molecules 
undergoing singlet fission is characterized by delocalized Frenkel-type excitons and 
localized ME states. In this Chapter, we aim to describe the dynamics of the transition 
from a delocalized S state to localized ME states in a linear chain of 𝑁 monomers, as a 
non radiative decay, using Fermi golden rule (FGR). We use a phenomenological 
model, employing realistic parameters. Therefore our calculations provide the correct 
order of magnitude of the parameters entering the model, without the need of a very 
accurate evaluation of them, which is beyond the scope of this study. Moreover, we 
want to describe explicitly the vibrational degrees of freedom involved, instead of using 
a generic spectral density. In order to fulfill these goals, we need: (i) an evaluation of 
the electronic coupling between delocalized S states and localized ME states; (ii) a 
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model for the Huang Rhys factors associated to the S1←ME transition; (iii) an 
assessment of the validity of the FGR with different choices of the system parameters. 
Such study additionally provides insight on the competition between MEb and MEu 
states as decay channels from S1. 
 
7.2 Calculation of the S1-ME coupling 
In order to study the dynamics of the transition from an initially prepared Frenkel 
exciton to a localized ME state, using time dependent perturbation theory, it is 
necessary to define an initial state that is not an eigenstate of the full Hamiltonian 𝐻CI
𝑒𝑓𝑓
. 
We are assuming that optical excitation only generates linear combinations of Frenkel 
states as the ME states are completely dark. We express the electronic Hamiltonian as 
the Hamiltonian of two separated families of states (S and ME) and their interaction. 
𝐻CI
𝑒𝑓𝑓
 can be written in the following expression: 
𝐻CI
𝑒𝑓𝑓 =  [𝐻CI
𝑒𝑓𝑓]S + [𝐻CI
𝑒𝑓𝑓]ME + 𝑉S−ME                                            (7.1) 
Where  [𝐻CI
𝑒𝑓𝑓]ME, [𝐻CI
𝑒𝑓𝑓]S and 𝑉S−ME are three matrices of the same size as 𝐻CI
𝑒𝑓𝑓
. 
Matrix elements of these matrices differ from zero in the following cases: (i) [𝐻CI
𝑒𝑓𝑓]S 
contains the matrix elements of the singlet configurations and the effective coupling 
among them, (ii) [𝐻CI
𝑒𝑓𝑓]ME contains the matrix elements of the ME configurations and 
the effective coupling among them; (iii) 𝑉S−ME is the coupling among S and ME. Hence, 
if we want to describe 𝑉S−ME as a perturbation, we write the unperturbed Hamiltonian 
[𝐻CI
𝑒𝑓𝑓]0 as: 
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[𝐻CI
𝑒𝑓𝑓]0 =  [𝐻CI
𝑒𝑓𝑓]S                                                                      (7.2) 
From diagonalization of [𝐻CI
𝑒𝑓𝑓]0, we obtain the matrix of eigenvectors coefficients 𝐶, 
which is a block diagonal matrix with the eigenvectors in one of the diagonal blocks and 
zeros elsewhere. The electronic couplings between delocalized S states and localized 
ME states is given by: 
?̅?S−ME = 𝐷
†𝑉S−ME𝐷                                                                      (7.3) 
In Chapter 6, we divided the ME states in two categories, bound and unbound ME 
states, distinguishable for energy difference. However, if the coupling with S states is 
considered, it is more convenient to group ME states, in terms of distance between the 
two pseudo-triplets composing the ME. If we define the indexes 𝑝 and 𝑞 to denote the 
sites where the two pseudotriplets of ME𝑝𝑞 are located, the distance between the two 
pseudo-triplets of a ME𝑝𝑞 state is given, in unit of monomers, by 𝛼 = 𝑝 − 𝑞. Hence, 
MEb states are at 𝛼 = 1, while MEu states are at 𝛼 > 1. However the effective coupling 
of MEu states with S states is not equal for all values of 𝛼. In fact, MEu states at 𝛼 = 2 
(i.e. ME13) do not couple through CT states with S states but they couple both directly 
and indirectly with MEb states (𝛼 = 1), which, in turn couple with S states (see Chapter 
6). In the same way, MEu at 𝛼 = 3 couple with MEu at 𝛼 = 2, and so on. Therefore, 
values of effective coupling between S states and ME are likely to be drastically 
lowered as the distance between the two pseudo-triplets is increased. This is evident in 
Figure 7.1 where values of ?̅?S1−ME in a cluster with 𝑁 = 10 are reported for ME states 
with different values of 𝛼.  
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Figure 7.1: ?̅?s1−ME as function of 𝛼, for a cluster with 𝑁 = 10, at 𝐹
′ = 0.15 eV, 𝑉𝑒𝑥 = 0.10 eV. 
Figure 7.1 shows clearly how the electronic coupling is drastically lowered when the 
two pseudo-triplets are far apart. Therefore, it can be argued that the delocalized Frenkel 
exciton will very rarely decay into a ME state with high value of 𝛼. We can predict that 
there will be a competition between MEb states and MEu states possessing a low value 
of 𝛼. In a cluster of 𝑁 molecules, there are 
𝑁(𝑁−1)
2
 ME states divided in 𝑁 − 𝛼 ME 
states for each possible value of 𝛼. MEu energies are closer to S1 energy while MEb 
states coupling is stronger. This is fundamental in the study of the branching for the 
ME←S1 transition: while MEb states are favored over MEu states by electronic 
coupling, MEu states are favored by energy difference and, in principle, could be also 
favored by degeneracy. However, only a fraction of MEu states (up to 𝛼 = 4 ) possesses 
a relevant ?̅?S1−MEu and, therefore, are viable final states of the transition from an 
initially prepared Frenkel exciton. 
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Values of ?̅?s1−ME depend on the size of the cluster also for ME states with the same 
value of 𝛼. This is reasonable since, as the Frenkel-type exciton is delocalized over a 
larger number molecules, its coupling with localized ME states changes. In Figure 7.2 
we report average value of ?̅?s1−ME for ME states at 𝛼 = 1,2, as a function of 𝑁. 
 
Figure 7.2: Average values of ?̅?𝑠1−𝑀𝐸 at 𝛼 = 1,2 as function of 𝑁 (𝐹
′ = 0.15 eV, 𝑉𝑒𝑥 = 0.10 eV) 
In Figure 7.2 values of ?̅?S−MEb and ?̅?S−MEu are shown, at a fixed value of model 
parameters. Both ?̅?S1−MEb and ?̅?S1−MEu decrease at increasing value of 𝑁: as the cluster 
grows, the coupling between delocalized S states and localized ME states of both type 
decreases. The 𝑁 dependence of ?̅?S−ME is important for the study of the dynamics of the 
ME←S1 radiationless transition, because large clusters provide a higher number of ME 
states, but their coupling with the lowest lying S states is weaker and it is interesting to 
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study the competition between these two effects with opposite consequence on the rate 
of the process. 
 
7.3 A generic Hamiltonian to study non-radiative transition in 
the presence of many acceptor electronic states  
We consider a molecular system with 𝑀 electronic states and 𝑛 vibrational degrees of 
freedom. The frequencies of these degrees of freedom are collected in the vector 𝛚 =
{𝜔𝑖}. The vibrational quantum numbers for each electronic state are collected in the 
vector 𝐯 = {𝑣𝑖}. Each state is denoted by |𝑗, 𝐯〉, where 𝑗 is the electronic state index. We 
consider a simplified system where an initial state with no vibrational energy (denoted 
as |0, 𝟎〉 and of energy 𝐸0) is coupled to a manifold of vibronic states |𝑗, 𝐯〉 of energy 
𝐸𝑗 + ℏ𝐯
T𝛚. The assumption implies that the zero point energy is included in the 
electronic energy and that the vibrational degrees of freedom are harmonic.  
𝐻𝑒𝑙−𝑣𝑖𝑏 = 𝐻𝑒𝑙−𝑣𝑖𝑏
0 + 𝑉𝑒𝑙                                                           (7.4)                                       
𝐻𝑒𝑙−𝑣𝑖𝑏
0 = 𝐸0|0, 𝟎〉〈0, 𝟎| + ∑ (𝐸𝑗 + ℏ𝐯
𝑇𝛚)|𝑗, 𝐯〉〈𝑗, 𝐯|                                    (7.5)𝑗,𝐯                                 
 𝑉𝑒𝑙 = ∑ 𝑉𝑗,𝐯|𝑗, 𝐯〉〈0, 𝟎| +  ℎ. 𝑐.𝑗,𝐯                                             (7.6)                                                  
Assuming the validity of the Condon approximation, the coupling is the product of the 
electronic coupling and the Franck-Condon (FC) factor for the harmonic vibrations, that 
is known analytically. Since we are going to use 𝑉𝑗,𝐯 only for computing FGR rates, we 
report |𝑉𝑗,𝐯|
2:  
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|𝑉𝑗,𝐯|
2 = |𝐻0𝑗|
2 ∙ exp (−∑𝛾𝑖,𝑗
𝑖
) ∙∏
𝛾𝑖,𝑗
𝜈𝑖!
𝑖
                                             (7.7) 
In the equation above 𝛾𝑖,𝑗 represents the Huang-Rhys factor for the 𝑖-th mode of the 
electronic transition 0 𝑗, while 𝐻0𝑗 is the electronic coupling between initial state and 
a final state 𝑗.  
We consider the case of the non radiative transition from a initially prepared S1 state to 
[𝑁 × (𝑁 − 1)]/2 manifolds of vibronic ME states, in a cluster of 𝑁 sites (studied in 
Chapter 6). Eq. 7.5-7.7 can be rewritten as: 
𝐻𝑒𝑙−𝑣𝑖𝑏 = 𝐸S1|S1, 𝟎〉〈S1, 𝟎| +∑(𝐸ME𝑗 + ℏ𝐯
𝑇𝛚) |ME𝑗, 𝐯〉〈ME𝑗 , 𝐯|                            (7.8)
𝑗,𝐯
 
𝑉𝑒𝑙 =∑𝑉𝑗,𝐯|ME𝑗, 𝐯〉〈S1, 𝟎| +  ℎ. 𝑐.
𝑗,𝐯
                                            (7.9) 
|𝑉𝑗,𝐯|
2 = |?̅?S1−ME𝑗|
2 ∙ exp(−∑𝛾𝑖,𝑗
𝑖
) ∙∏
𝛾𝑖,𝑗
𝜈𝑖!
𝑖
                                       (7.10) 
If we assume that a generic cluster of N monomers behaves as in an Einstein’s model 
for solids[144], where each monomer vibrates independently from each other, the 
excess energy of an electronic transition ME←S1, can be distributed among the 
individual normal modes of each monomer; therefore the size of 𝛚 and v vectors is 𝑁 ×
𝑛. Regarding the Huang Rhys factors, it is not straightforward computing them for the 
ME←S1 transition. Therefore its modelling will be dealt in detail in the next section. 
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7.4 Modeling the Huang-Rhys factors for the ME←S1 transition 
In the previous section, we expressed the Huang Rhys factors with the notation 𝛾𝑖,𝑗, 
indicating the Huang Rhys factor associated to the 𝑖-th mode for the electronic transition 
0 𝑗. However, if we consider our model constituted by a 1D cluster of 𝑁 monomers 
undergoing to SF and behaving like an Einstein’s model, we need to show explicitly 
also to which monomer belongs the normal mode. Therefore the Huang Rhys factor is 
expressed with three indexes: 𝛾𝑖,𝑗,𝑘: in this way we describe the Huang Rhys factor 
associated to the 𝑖-th normal mode of vibration of the 𝑘-th monomer of the cluster, for 
the electronic transition S1ME𝑗.  
It is important here to recall that the Huang Rhys factor (also called the electron phonon 
coupling constant) is an a-dimensional quantity related to the displacement between the 
minimum energy positions of harmonic vibrational potentials associated with initial and 
final electronic states[236]: 
 
𝛾𝑖,𝑗,𝑘 =
𝜆𝑖,𝑗,𝑘
ℏ𝜔𝑖
                                                                                  (7.11) 
𝜆𝑖,𝑗,𝑘 =
𝑓𝑖
2
(Δ𝑖,𝑗,𝑘)
2
                                                                        (7.12) 
𝜆𝑖,𝑗,𝑘 =
𝑓𝑖(Δ𝑖,𝑗,𝑘)
2
2ℏ𝜔𝑖
                                                                        (7.13) 
Where 𝜆𝑖,𝑗,𝑘 is the contribution to the reorganization energy of the 𝑖-th normal mode on 
the 𝑘-th monomer, 𝑓𝑖 is the force constant of the 𝑖-th mode of frequency 𝜔𝑖, and Δ𝑖,𝑗,𝑘 is 
the displacement from lowest S equilibrium geometry of the harmonic vibrational 
potentials associated to initial and final states.  
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Modelling Δ𝑖,𝑗,𝑘 and, hence, 𝛾𝑖,𝑗,𝑘 for the ME←S1 transition in a 1D cluster is hence 
performed. In the assumption that the ME state is a localized state formed by two 
pseudo-triplets on two different sites, the Huang Rhys factors associated to the allowed 
normal modes for ME←S1 is approximated to T1←S1 Huang Rhys factor of a single 
molecule, Δ𝑖,T1, for the sites where the two pseudo-triplets are localized. Hence, we are 
assuming that the displacement relative to the ME←S1 electronic transition on all the 
sites, except the ones where the two pseudo-triplets are allocated, is negligible. This is 
reasonable since we showed in the previous chapter that the ME band is very narrow 
and that ME states are likely to be localized by electron-phonon coupling. Therefore, for 
a transition from S1 to a ME state described as a |
𝑝𝑞
𝑝𝑞〉 configuration: 
Δ𝑖,T1,𝑘 = Δ𝑖,T1  ∀  𝑘 = 𝑝, 𝑞                                                               (7.14) 
Δ𝑖,T1,𝑘 = 0  ∀  𝑘 ≠ 𝑝, 𝑞                                                               (7.15) 
However, this is not the only displacement we have to consider; in fact, S1  is populated, 
upon photoexcitation, from the ground state S0. Therefore we have to consider the 
displacement between S0 and S1, Δ𝑖,S1,𝑘, that can be added or subtracted to the 
displacement between S1 and T1, Δ𝑖,T1,𝑘. Considering the S1 state as a linear 
combination of the 𝑁 |
𝑘
𝑘
〉 configurations, the displacement Δ𝑖,S1 for a S0←S1 transition 
for a single monomer, is equally distributed among the sites of a chain of 𝑁 monomers: 
Δ𝑖,S1,𝑘 =
Δ𝑖,S1
𝑁
                                                                   (7.16) 
The total Huang Rhys factor derives from the displacement due to S1←S0 and a 
subsequent transition to a 𝑗-th ME state: 
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𝛾𝑖,𝑗,𝑘 =
𝑓𝑖 (
Δ𝑖,S1
𝑁 + Δ𝑖,T1,𝑘)
2
2ℏ𝜔𝑖
                                                     (7.17) 
For a ME described as a |
𝑝𝑞
𝑝𝑞〉 configuration, recalling Eq. 7.15, if 𝑘 ≠ 𝑝, 𝑞, Eq. 7.17 
becomes: 
𝛾𝑖,𝑗,𝑘≠𝑝,𝑞 =
𝑓𝑖(Δ𝑖,S1)
2
2𝑁2ℏ𝜔𝑖
                                                                 (7.18) 
This means that for 𝑁 = 3, 𝛾𝑖,𝑗,𝑘≠𝑝,𝑞 =
1
9
𝛾𝑖,S1, while for 𝑁 = 10, 𝛾𝑖,𝑗,𝑘≠𝑝,𝑞 =
1
100
𝛾𝑖,S1 
(for 𝑁 = 2, 𝑘 is always equal to 𝑝 or 𝑞). Neglecting the term reported in Eq. 7.18, which 
decreases for larger clusters as 𝑁2, simplifies substancially the modelling of Huang 
Rhys factors, enabling the exclusion of normal modes of all the monomers, except the 
ones where the two pseudo-triplets of ME are located.  
For 𝑘 = 𝑝 and 𝑘 = 𝑞, Eq. 7.17 can be rewritten as: 
𝛾𝑖,𝑗,𝑝 = 𝛾𝑖,𝑗,𝑞 =
𝑓𝑖( Δ𝑖,T1)
2
2ℏ𝜔𝑖
+
𝑓𝑖(Δ𝑖,S1)
2
2𝑁2ℏ𝜔𝑖
+
𝑓𝑖( Δ𝑖,T1 ∙ Δ𝑖,S1)
𝑁ℏ𝜔𝑖
                             (7.19) 
Again, for large clusters we can neglect the second and the third terms on the right side 
of Eq. 7.19. 
Therefore, we only need to compute the T1←S1 Huang Rhys factors of a single 
molecule, i.e., pentacene, as represented in Figure 7.3, and we obtain the Huang Rhys 
factors for a ME←S1 transition from Eq. 7.19. Therefore the size of 𝛚 and v vectors is 
reduced to 2𝑛 for each ME state, as we consider that the excess energy of the transition 
is distributed only among the normal modes of the monomers where the two pseudo-
triplets of the ME state are localized. Reorganization energy for the T1←S1 transition 
(𝜆T1←S1 = 0.157 eV) has been also computed at the CIS/6-31G* level of theory for a 
pentacene molecule, as the difference between the energy of the optimized electronic 
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structure of T1 (𝐸(T1)T1) and the energy of T1 in the optimized geometry of S1 
(𝐸(T1)S1) following the procedure adopted in ref.[232, 237]  
 
𝜆T1←S1 = 𝐸(T1)T1 − 𝐸(T1)S1                                                    (7.20) 
Therefore, 𝜆ME←S1 for a transition taking place in a linear chain of molecules will be 
twice the value of 𝜆T1←S1 for a process in a single molecule. We obtained this result 
considering that the geometry of S1 is identical to the one of S0, because of 
delocalization of the S1 state over several molecules, and that the ME state geometry is 
assumed to be the equilibrium geometry of two triplet states, because of localization of 
this type of state. 
 
Figure 7.3: Huang Rhys factors for a single pentacene molecule for the normal mode of the 
corresponding frequency 𝜔, for a T1←S1 electronic transition. S1 and T1 optimized electronic structures 
are computed at the CIS/6-31G* level of theory. 
Finally , if we indicate the ME states with the indexes 𝑝 and 𝑞, denoting the site where 
the two pseudo-triplets are located, instead of using the index 𝑗 for the number of states, 
Eq. 7.5-7.7 can be rewritten as follows: 
𝐻𝑒𝑙−𝑣𝑖𝑏 = 𝐸S1|S1, 𝟎〉〈S1, 𝟎| + ∑ (𝐸ME𝑝𝑞 + ℏ𝐯
𝑇𝛚) |ME𝑝𝑞 , 𝐯〉〈ME𝑝𝑞, 𝐯|          (7.21)
𝑝≠𝑞,𝐯
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𝑉𝑒𝑙 = ∑ 𝑉𝑝,𝑞,𝐯|ME𝑝,𝑞, 𝐯〉〈S1, 𝟎| +  ℎ. 𝑐.
𝑝≠𝑞,𝐯
                                            (7.22) 
|𝑉𝑝𝑞,𝐯|
2 = ?̅?S1−ME𝑝𝑞
2
∙∏exp(− ∑ γ𝑖,T1
𝑖,𝑘=𝑝,𝑞
)
γ𝑖,T1
𝜈𝑖!
𝑖,𝑘
                         (7.23) 
7.5 Fermi Golden rule for the study of ME←S1 transition   
We study the dynamics of the transition from a delocalized S1 state to [𝑁 × (𝑁 − 1)]/2 
manifolds of localized ME states, using the FGR:          
𝑘tot = 𝑘S1,𝟎→{𝑝𝑞,𝐯} =
2𝜋
ℏ
∑ |𝑉𝑝𝑞,𝐯|
2𝛿 [𝐸0 − (𝐸ME𝑝𝑞 +  ℏ𝐯
𝑇𝛚)]                   (7.24)
𝑝≠𝑞,𝐯
 
𝜏tot =
1
𝑘tot
                                                                             (7.25) 
Where 𝑘tot is the total rate and 𝜏tot is the decay time. 𝑘tot  can be also expressed as the 
sum of the contributions belonging to MEb and MEu states, respectively. 
𝑘tot = 𝑘MEb + 𝑘MEu                                                             (7.26) 
 𝛿(𝑥) is a delta Dirac function, which is approximated in its limit as a Gaussian 
function: 
1
√2𝜋𝜎
𝑒
−(𝑥)2
2𝜎2                                                                               (7.27) 
𝜎 is a parameter ruling the width of the Gaussian, thus introducing a broadening to the 
energy of the final states. The physical explanation of a broadening of the vibrationally 
excited states in crystalline organic materials is given by depopulation and dephasing 
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processes, which rule the relaxation dynamics of an excited state produced by excitation 
of the ground state. In our case the ME states are produced by non radiative decay of S1 
but the physical picture can be considered analogous.[238-240]  
According to the theory of radiationless transitions[134], electronic non radiative decay 
processes (i.e. inter-system crossing, internal conversion) in large molecules (such as 
tetracene and pentacene) correspond to the statistical limit, due to the high density of 
vibronic final states, 𝜌𝑓, acting as an effective continuum.[135, 241] Large molecules 
obey to the so called weak coupling regime where the initial state is weakly coupled 
with a dense manifold. 𝜌𝑓 is related to the large number of degrees of freedom, 𝑛, 
possessed by a large molecule, and to ∆𝐸, the energy difference between the zero-th 
vibronic levels of initial and final states.[135, 241] In fact the general condition for 
irreversibility of a radiationless transition is given by the following expressions: 
𝑡 ≪ ℏ𝜌𝑓                                                                                  (7.28) 
𝑡𝑟 = ℏ𝜌𝑓                                                                                  (7.29) 
Where 𝑡𝑟 is the recurrence time for the decay of the initial state into the manifold of 
final states. When 𝑡 > 𝑡𝑟, the population of an initial state 𝑖, 𝑃𝑖(𝑡), expressed by the 
projection of the initial state onto the total wavefunction Ψ(𝑥, 𝑡), (Eq. 7.30-7.31) will 
increase again (oscillating behavior). 
Ψ(𝑥, 𝑡) =  ∑𝑎𝑖𝜓𝑖(𝑥)
𝑛
𝑖=1
𝑒
−𝑖𝐸𝑖𝑡
ℏ                                                          (7.30) 
𝑃𝑖(𝑡) = |⟨𝜓𝑖|Ψ(𝑥, 𝑡)⟩|
2                                                                  (7.31) 
In Eq. 7.30 we report the general solution of the time-dependent Shrödinger, where 
𝜓𝑖(𝑥) is the eigenvector associated to 𝐸𝑖 and {𝑎𝑖} are the coefficient of the wave-
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function that can be computed imposing the boundary conditions.[242] Nevertheless, 
for large molecules, 𝑡𝑟 ≫ 𝑡 and it is typically beyond the time scale of the experiments. 
Under these conditions, the non radiative decay can be considered an irreversible 
process, where the FGR is used to compute the rate constant. A similar picture stays 
true in condensed media.[135, 241] 
In our case, we want to study the radiationless decay from an initially prepared S1 state 
to 
[𝑁×(𝑁−1)]
2
 manifolds of ME states (𝑁 − 1 MEb states and 
𝑁2−3𝑁+2
2
 MEu states) in a 
linear cluster of 𝑁 monomers. The density of vibronic ME states, 𝜌ME, is related to the 
value of the broadening 𝜎: the smaller the 𝜎 under which the FGR is valid, the higher 
the density of states. Moreover, in order for the result to be acceptable, values of 𝜎 must 
be close to a reasonable vibronic broadening of excited states, for a system such as an 
organic crystalline material.[238-240] As stated before, 𝜌ME is also related to the energy 
difference between the zero-th vibronic levels of initial and final states. This is 
something to take into account, since in Chapter 6 we showed that for a pentacene-like 
model the zero-th energy difference between S1 and ME, Δ𝐸, is small, thus reducing the 
value of 𝜌ME, possibly placing the system under study in the dense intermediate case 
(small electronic gap in a large molecule).[241]  
 In order to explore the limits of validity of the FGR for the system under study, we 
compute FGR rates, taking into account the following parameters: 
(i) the energy difference between the initial and final electronic ground states Δ𝐸 =
 𝐸s1 − 𝐸ME𝑝𝑞. In the case of a dimer system there is only one electronic ME state, while 
for larger cluster we showed that two different kind of ME states (MEb and MEu) arise. 
We showed in previous chapter that MEu and MEb “bands” are very narrow and, 
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therefore, we assume, in the following calculations, that states belonging to the same set 
have the same energy. We define Δ𝐸 as the energy difference between zero-th vibronic 
S1 and MEb: Δ𝐸 = 𝐸s1 − 𝐸MEb. The energy of MEu states is higher than MEb states 
and, for each chosen Δ𝐸, we impose that 𝐸MEu = 𝐸MEb + 0.1 eV. We perform 
calculations for different values of Δ𝐸 to show the decrease of the rate at increasing 
values of Δ𝐸, as predicted by the energy gap law.[241] 
(ii) the number of normal modes per monomer 𝑛: in our study we want to include 
explicitly the normal modes of vibration. It is clear that the number of vibronic states 
for each ME depends on 𝑛, since we have to consider 2𝑛 normal modes for each 
electronic state, as shown in Section 7.4. A way to simplify this scenario can be 
obtained by grouping normal modes with similar frequencies. In this way, we obtain a 
reduced number of normal modes ?̃?, thus decreasing the size of 𝛚 and v vectors. 
?̃?ℎ = (∑𝜔𝑖
?̃?ℎ  
𝑖
) ?̃?ℎ
−1                                                                         (7.32) 
?̃?ℎ,T1 =∑𝛾𝑖,T1
?̃?ℎ  
𝑖
                                                                                 (7.33) 
 The frequency ?̃?ℎ of each grouped mode ?̃?ℎ is given by the average of the frequencies 
𝜔𝑖 (as shown in Figure 7.3) of the ?̃?ℎ modes composing it. From the values collected in 
Figure 7.3, we only consider Huang Rhys factors whose value is higher than 3% of the 
highest Huang Rhys factor. The sum of individual Huang Rhys factors, 𝛾𝑖,T1, produces 
the corresponding grouped Huang Rhys factors ?̃?ℎ,T1. In Table 7.1, we report three 
different models of the system, given by different grouping of the normal modes shown 
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in Figure 7.3. In particular, we choose ?̃? = 2,5,9, hence covering cases with small, 
intermediate and large number of modes. 
(iii) the number of monomers 𝑁 of the cluster: we showed in Section 7.2 that ?̅?S1−ME 
decreases for larger clusters, while in Section 7.4 we demonstrated that, for each ME 
state, we have to consider only the normal modes where the two pseudo-triplets are 
located and, hence, the total number of normal modes does not depend on 𝑁. Therefore, 
only the number of MEb and MEu states and the value of  ?̅?S1−ME depend on 𝑁. In the 
following calculations we compute FGR for different values of 𝑁, using the pertinent 
values of ?̅?S1−MEb and ?̅?S1−MEu. 
Table 7.1: Elements of 𝛚 (cm-1) and their respective Huang Rhys factors for ?̃? = 2,5,9 respectively. 
?̃? = 2 ?̃? = 5 ?̃? = 9 
?̃? ?̃?ℎ,T1 ?̃? ?̃?ℎ,T1 ?̃? ?̃?ℎ,T1 
261.4 0.0512 261.4 0.0512 261.4 0.0512 
1264.7 0.1173 809.4 0.0081 809.4 0.0081 
  1255.8 0.0356 1228.3 0.0349 
  1398.2 0.0410 1283.4 0.0007 
  1556.4 0.0755 1377.7 0.0283 
    1451.9 0.0127 
    1510.1 0.0365 
    1549.8 0.0327 
    1609.2 0.0063 
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An estimation of the minimum value of σ (𝜎min ), for which the FGR is valid, is given 
by the minimum value of σ, for which the following expression is true: 
𝑑2log (𝑘tot/𝑠
−1)
𝑑(log𝜎 /eV)2
< 10−4                                                                  (7.34) 
When FGR is valid, the rate does not depend on the detail of the broadening; if we plot 
the rate as a function of the broadening, it will reach a plateau at low values of σ. Below 
this plateau log (𝑘tot) will diverge to −∞. Eq. 7.34 allows to evaluate the minimum 
value of sigma before the divergence. In Figure 7.4 we show this behaviour, reporting 
𝑘tot against σ, at a fixed value of 𝑁 (3) and Δ𝐸 (0.2 eV), for the three different models 
of the system: ?̃? = 2,5,9, while in Table 7.2 we report values of 𝜎min for different 
choices of parameters, along with the correspondent value of 𝑘tot. Rates are computed 
using Eq. 7.24. We notice that, while for ?̃? = 2, the FGR is valid only for high values of 
 σ (~10-2 eV), increasing ?̃? to 5 or 9 produces the appearance of a second region of 
validity of the FGR for lower values of σ, which are close to broadening of vibrationally 
excited states in acenes, reported in literature (~10-3.4 - 10-3.6 eV).[238-240] This is more 
pronounced for ?̃? = 9, along with higher 𝑘tot, and it is reasonable since, for larger 
number of modes, the number of vibronic states is drastically increased and so 𝜌ME. ?̃? = 
9 is clearly the best model for the system, providing a good value of 𝜎min. It is also 
computationally feasible (?̃? = 9 means that for each ME state we are considering 18 
normal modes), allowing us to use FGR to study the dynamics of ME←S1. We will 
always adopt this model for the following calculations.  
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Figure 7.4: log (𝑘tot) vs. log (𝜎) for different values of ?̃?, at Δ𝐸 = 0.2 eV and 𝑁 = 3. 
Table 7.2: 𝜎min and 𝑘tot for different values of  ?̃? ( Δ𝐸 = 0.2 eV, 𝑁 = 3). 
?̃? −log (𝜎min/eV) log (𝑘tot/s
-1) 
2 2.2 12.5 
5 3.2 11.5 
9 3.4 13.7 
 
In Table 7.3 we collect values of 𝜎min and the relative 𝑘tot for 𝑁 = 3 and ?̃? = 9, for 
different values of Δ𝐸. We notice that, as predicted by energy gap law, the rate 
decreases for larger values of Δ𝐸 in both the low and the high σ regions, while value of 
𝜎min is only marginally affected by Δ𝐸. The energy difference between S1 and ME 
states is affected by excitonic coupling as shown in Chapter 6. Therefore, we can 
imagine that high Δ𝐸 correspond to low values of 𝑉𝑒𝑥.  
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Table 7.3: 𝜎min and 𝑘tot for different values of Δ𝐸 (𝑁 = 3, ?̃? = 9) 
Δ𝐸 (eV) −log (𝜎min/eV) log (𝑘tot/s
-1) 
0.2 3.4 13.7 
0.4 3.5 12.0 
0.6 3.2 10.6 
 
In Figure 7.5 we report 𝑘MEb and 𝑘MEu, computed at 𝜎min, as a function of 𝑁. Rates are 
computed applying Eq. 7.23, using the pertinent coupling for each ME𝑝𝑞. Both 𝑘MEb 
and 𝑘MEu are somewhat constant for low values of 𝑁 and then decrease for higher 
values of 𝑁, as the weakening of the electronic coupling is not compensated anymore 
by degeneracy. Nevertheless, it has been reported that a number of molecules below ten 
(or even four) is sufficient to describe the delocalization of a Frenkel exciton in an 
acene crystal.[29] Computed transition rates produce decay times from tens to hundreds 
of fs, which are somewhat in agreement with experimental results for pentacene 
crystals.[75]  
It is interesting to study the branching of the rate between MEb and MEu states. We 
know that electronic coupling of MEb states with S1 is stronger than the one relative to 
MEu states. On the other hand, MEu states are favoured for Franck Condon factors 
(energy is closer to S1 and hence vibronic states with lower 𝑣 are included). MEu states 
are also more abundant than MEb states. However, we showed in Section 7.2 that only a 
fraction of MEu states, whose pseudo-triplets are not too far apart, are significantly 
coupled with the delocalized singlet exciton. The competition among these effects 
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brings to a difference of more than 1 order of magnitude between 𝑘MEb, and 𝑘MEu. 
Therefore, more than 90% of S1 states decay onto MEb states.  
Figure 7.5: log(𝑘MEb) and log(𝑘MEu) as function of 𝑁 (Δ𝐸 = 0.2 eV). 
This results is interesting because MEb states possess a binding energy, whose entity 
depends on 𝐹′, as discussed in Chapter 6. They are stabilized respect to the energy of 
two triplets (𝐸MEb < 2𝐸T1), thus possibly slowing down the final separation into two 
separate triplets, due to higher lifetime. On the other side, 𝐸MEu ≅ 2𝐸T1, so singlets 
decaying over the MEu channel would fastly produce two separate triplets. 
Nevertheless, it is important to underline that for very low values of 𝐹′, the stabilization 
of MEb states is very low and, hence, become less distinguishable with MEu states. 
Also ?̅?S1−MEu and ?̅?S1−MEb are related to 𝐹′, since the coupling between S and MEb 
states is mediated by CT states, through 𝐹′ matrix elements, as demonstrated in Chapter 
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6. Therefore low values of 𝐹′ will also produce low values of ?̅?S1−MEu and ?̅?S1−MEb, 
thus affecting the transition rate. The rate of S1←ME transition is also related to 𝑉𝑒𝑥, 
which tunes the energy of S1 and therefore the energy difference with ME states: for low 
values of excitonic coupling, S1 energy is higher and Δ𝐸 increases, slowing the 
transition. 
It is important to remind that we are only considering transition from the ground 
vibronic S1 to vibronic ME states and we are not considering the subsequent separation 
of the ME in two separated triplets. A possible continuation of this study could include 
the time dependent evolution of the ME states. Competition between SF and exciton 
separation could also be studied, including interface with an acceptor in the model, 
leading to a complete understanding of the SF efficiency in organic solar cells. 
 
7.6 Conclusions   
In this Chapter we studied the dynamics of the transition from an initially prepared 
delocalized S1 state to 
[𝑁×(𝑁−1)]
2
 manifolds of localized ME states, in a linear chain of 𝑁 
molecules, whose electronic structure has been described in Chapter 6, as a non 
radiative decay. We decided to employ FGR for the study of the dynamics of this 
phenomenon. First of all, we computed the electronic coupling between delocalized S 
states and localized MEb and MEu states, underlining how these couplings change as a 
function of 𝑁 and as a function of the distance between the two pseudo-triplets. We 
included explicitly the allowed normal modes and hence the vibronic states for each ME 
state, instead of using a general spectral density, as done in previous models. For this 
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reason, we modelled the Huang Rhys factors for the ME←S1 transition, assuming that 
the S1 geometry is equivalent to the geometry of the ground state, because of 
delocalization of the Frenkel state. On the other hand, ME states are considered as two 
pseudo-triplets localized on two separated sites. The geometry of each of these two sites 
is assumed to be the equilibrium geometry of a T1 state. The validity of FGR approach 
has been verified, computing the rate as function of the broadening of the gaussian 
approximating the Dirac function, and comparing the results obtained with different sets 
of parameters with available experimental estimations of broadening for vibrationally 
excited states in acene crystals. Finally, the branching of the rate between MEb and 
MEu states has been discussed: we demonstrated that MEb state are favoured over MEu 
states as preferred decay channel. MEb states have a binding energy, instead of MEu 
states, whose energy is almost equal to two separated triplets. Therefore their bound 
nature is likely to affect their time dependent evolution, whose study represents a 
possible continuation of the project. We underline that it was possible to obtain these 
results, only going beyond the simplified dimer picture, common to most of recent 
models and ab initio calculations. This study paves the way for further investigation, 
aimed to analyze the effective efficiency of SF in donor-acceptor systems. 
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Chapter 8:  
Concluding remarks and perspective 
 
In this thesis, we studied two different processes, which play a key role in the 
mechanism of functioning of third generation solar cells: (i) electron injection in dye 
sensitized solar cells; (ii) non radiative decay from a Frenkel exciton to a multi-
excitonic state, a fundamental step in the mechanism of singlet fission in organic 
crystalline materials, commonly adopted in organic solar cells.  
In Chapter 1, we explained the motivations behind our study, describing the state of the 
art of these two research fields. We underlined the limitations of current experimental 
measurements and theoretical methods, which cannot provide full insights on the 
mechanisms of these processes. In particular, for DSSCs, the complex nature of the 
device, constituted by different components that cannot be optimized independently 
from each other, produced a spread of the research efforts in different directions, in 
order to achieve higher efficiencies. However, due to the lack of systematic design 
rules, these efforts, while enlarging the knowledge of the field, provided only small 
improvements of the actual device, if compared to the early Grätzel cell. We, hence, 
decided to focus our study on a single step of the mechanism of functioning of a DSSC: 
the electron injection from the photoexcited dye to the semiconductor. While not being 
the process determining the efficiency of the device, a fast electron injection is surely a 
requisite for an optimal device and we aimed to provide a computational tool, 
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independent from experiments, to screen a large number of candidate dyes and to 
observe in detail the factors affecting the injection rates. Previous works on electron 
injection in DSSCs were not suitable for a fast and completely ab initio analysis of large 
sets of candidates dyes, neither they were capable of isolating different effects 
contributing to the injection rate.  
On the other hand, studies on SF were limited experimentally by the fact that an 
important role in SF mechanism is played by a double excited state, the so called multi-
excitonic state, which cannot be identified by most of the classical experimental 
techniques. Moreover, previous theoretical works reached somewhat diverging findings 
and they were limited by the choice of a small system (typically a dimer extracted from 
the crystallographic structure of the organic crystalline material) and pertinent only to a 
particular system. Therefore we decided to contribute to this field, aiming for the 
theoretical description of larger systems, through a model Hamiltonian of a linear chain 
of molecules undergoing to SF. 
In Chapter 2 we presented in detail the methodologies applied in this thesis, showing 
how these two different processes can be studied within the same theoretical 
framework, provided by time-dependent perturbation theory. We also highlighted the 
consistent differences with recent theoretical approaches. In particular, we described our 
matrix partitioning approach combined with a diabatization of molecular and 
semiconductor states, which allowed us to separate the problem of the electronic 
structure of the dye-semiconductor interface, in smaller and simpler systems, thus 
providing a powerful tool for an ab initio high through-put analysis of possible DSSC 
dyes.  
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We also motivated our choice of quantum chemistry methods with a particular focus on 
CI theory, which have been used to build our model Hamiltonian for the study of SF. 
We underlined the unsuitableness of previous ab initio calculations for the study of 
large systems, which are necessary for the study of organic crystalline materials, due to 
their unaffordable computational cost.  
In Chapters 3-5 we presented three different applications of our theoretical approach to 
DSSCs. In Chapter 3 we presented a study of the electron injection characteristics for a 
large set of organic phosphonated dyes on TiO2 anatase and rutile surfaces. Our results 
were in good agreement with available experiments and we demonstrated that our 
method is capable of capturing effects of chemically different spacer groups, usually 
employed in DSSC dyes. These two achievements represented the foundation for 
successive studies, as they proved that our method could be reliably used in a predictive 
way. In Chapter 4 we, hence, presented a predictive application of our method as we 
sought for the optimal anchoring group for a DSSC dye. We combined the study of the 
possible adsorption geometries and adsorption energies of 15 anchoring groups on both 
anatase and rutile, with calculations of electron injection rates for perylene molecules 
functionalized with these groups. In this way, we identified moieties, possessing both a 
strong stability on the semiconductor surface and good injection properties, that can 
actually substitute the currently used carboxylated anchoring group. Moreover, we 
showed that the choice of novel anchoring group is not straightforward and cannot be 
driven by simple chemical wisdom, as it requires the calculation of the anchoring 
group-surface couplings. Nevertheless, this calculation can provide all the information 
needed to discern whether an anchoring group is efficient or not, thus avoiding weeks of 
experimental efforts. Finally, in Chapter 5 we proved that our methodology could be 
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used also to study organo-metallic dyes with a complex attachment chemistry on the 
semiconductor’s surface, as we studied the attachment chemistry and the electron 
injection for the N3 dye. However, some caution should be used in the study of this 
kind of systems as we showed that the correct modeling of the anchoring group is 
fundamental, as this type of dyes require a larger model of the interface, due to multiple 
anchoring groups binding to the surface.  
The studies reported in this thesis are only a fraction of the possible directions that can 
be followed with our approach, as, in principle, any dye-semiconductor system could be 
studied, provided that a correct ab initio description of the semiconductor is given, and 
it could also be extended to different device architectures (nanotubes and nanowires). 
Further improvements could also be provided by including the solvent, in order to 
investigate the effect of the surrounding media on electron transfer processes. Effects of 
co-sensitization on electron injection could also be studied and even a possible 
adaptation of the model to study solid state DSSCs, which recently showed very 
promising results, could be performed. In general, the low computational cost of the 
method, combined with its qualitative and quantitative accuracy, provides a flexible tool 
that can be used for a variety of different analysis for different systems. 
In Chapters 6-7 we presented our study on SF, which has been divided in two parts: 
analysis of electronic structure and dynamics of SF, respectively. In Chapter 6, we 
proposed a model CI Hamiltonian for the study of a linear chain of molecules, whose 
physical parameters mimic two common molecules capable of SF: tetracene and 
pentacene. Our study of the excited states of this system showed that, as we intuitively 
guessed, it is not possible, for a cluster larger then a dimer, to define a single ME state, 
as we can distinguish between two different type of ME states: a bound ME state, 
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possessing a stabilization energy, and an unbound state whose energy is almost equal to 
the energy of two separated triplet excitons. The analysis of a large cluster also allowed 
to define the system in terms of bands: in particular while singlet excitons were found to 
be delocalized, due to excitonic coupling, we showed that the ME “band” is an almost 
flat band and, hence, ME states are localized due to electron-phonon coupling. Once 
defined the electronic structure of our system, in Chapter 7 we studied the radiationless 
decay from a singlet exciton to a set of ME states, each described with a manifold of 
vibronic states. An investigation of the electronic coupling between these singlet and 
ME states showed that it depends upon the size of the linear chain and upon the distance 
between the two pseudo-triplets composing the multi-exciton. Highest couplings are 
provided by bound ME states, while the coupling fastly decreases as the two psedo-
triplets are located far from each other. A model for describing explicitly the vibrational 
degrees of freedom of the ME state was proposed, assuming that each pseudo-triplet has 
the same geometry of a triplet exciton and that, due to delocalization on several 
molecules, the S1 state has the same geometry of the ground state. Therefore, we 
computed the rates of ME←S1 transition, having verified that Fermi golden rule is a 
viable approach for this kind of study. In particular, we analyzed the branching of the 
rate, among different types of ME, and we realized that transition occurs towards 
bound-type ME states for more than 90% of the singlet excitons, on a timescale of tens 
to hundreds fs, depending on the size of the cluster. Therefore, we can state that, 
according to our studies, in SF mechanism, the delocalized Frenkel exciton decays onto 
a localized state of multi-excitonic nature, whose two pseudo-triplets are located on 
neighboring molecules. We care to remark that these results could be obtained only 
within our phenomenological model approach and, as far as the author is aware, this is 
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the first study of SF on a large model system. A possible evolution of this study could 
be represented by the extension of the model to a two-dimensional system where the 
parameters are tuned in both directions, in order to verify our results with a more 
realistic system. Moreover, an interface with a model acceptor could be implemented, in 
order to study both the competition of SF with exciton dissociation and the time 
dependent evolution of the ME state in a heterogeneous system.  
In conclusion, we strongly believe that the theoretical investigations presented in this 
thesis can contribute significantly to the research field of third generation solar cells and 
leave open a wide variety of opportunities for further studies.   
 
Francesco Ambrosio 
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