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Abstract
This paper presents sufficient conditions for the existence of solutions to a nonlinear integral inclusion
being a Volterra counterpart of an integral inclusion arising in traffic theory. Our results are obtained via a
Martelli-type fixed point theorem, and lead to new existence principles.
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1. Introduction
Let R+ = [0,+∞), | · | be the Euclidean norm in Rn := E, H = {(t, s) ∈ R+ × R+: s  t},
U :H × E 2E a multivalued map. For each x ∈ C(R+,E), which consists of all functions
defined and continuous on R+ with values in E, the set of L1-selections SU,x of the multivalued
map U is defined by
SU,x :=
{
fx ∈ L1(R+,E): fx(t, s) ∈ U
(
t, s, x(s)
)
a.e. for t  0
}
.
Remark 1. SU,x may be empty. It is nonempty if and only if the function Y :J → R defined by
Y(s) = inf{|v|: v ∈ U(t, s, y(s))}
belongs to L1(J,R) for J = [0, T ] with T > 0 and for fixed t ∈ R+ (see [1]).
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x(t) = f (t, x)
t∫
0
ux(t, s) ds, (1)
where f : R+ × E → E is a single valued map, ux ∈ SU,x with a multivalued map U :H ×
E 2E .
Some problems considered in the vehicular traffic theory, biology, and queuing theory lead to
the following nonlinear functional-integral equation:
x(t) = f (t, x(t))
1∫
0
u
(
t, s, x(s)
)
ds, t ∈ [0,1]
(cf. [2]). The Volterra counterpart of the above equation on unbounded interval was studied
by [3]. Namely, in [3] the existence of solutions of the following integral equation:
x(t) = f (t, x(t))
t∫
0
u
(
t, s, x(s)
)
ds, t  0,
was proved by using the technique associated with measures of noncompactness, and the func-
tions were assumed continuous and bounded on R+.
In this paper we will present sufficient conditions for the existence of solutions to (1). Our
results are obtained via a fixed point theorem due to Martelli [4] or Hong [5] on ordered Banach
spaces.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts from multivalued
analysis [6,8] which are used throughout this paper.
Let us introduce a partial order in E by x  y iff xi  yi for i = 1,2, . . . , n, where x =
(x1, x2, . . . , xn) and y = (y1, y2, . . . , yn). Define xy = (x1y1, x2y2, . . . , xnyn).
By BC := BC(R+,E) we mean the Banach algebra consisting of all functions defined,
bounded, and continuous on R+ with the norm
|x|0 = sup
{∣∣x(t)∣∣: t  0}.
For any x, y ∈ BC, define x  y if and only if x(t)  y(t) for each t  0, x < y if and only if
x  y and there exists some t  0 such that x(t) = y(t).
Let L1(R+,E) denote the Banach space of measurable functions x : R+ → E which are
Lebesgue integrable with norm
‖x‖1 =
∞∫
0
∣∣x(t)∣∣dt.
The partial order in L1(R+,E) is defined as x  y ⇔ x(t) y(t) a.e. for t  0.
We denote by bcf (E) the set of all bounded, closed, convex, and nonempty subsets of E.
A multivalued map G :E 2E is said to be convex (closed) if G(x) is convex (closed) for all
x ∈ E. G is bounded on bounded sets if G(B) =⋃x∈B G(x) is bounded in E for any bounded
set B of E (i.e., supx∈B{sup{|y|: y ∈ G(x)}} < ∞).
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empty closed subset of E, and if for each open set B of E containing G(u), there exists an open
neighborhood V of u such that G(V ) ⊆ B .
An u.s.c. map G is said to be condensing if for any bounded subset D ⊂ E with γ (D) = 0,
we have γ (G(D)) < γ (D), where γ denotes the Kuratowski’s measure of noncompactness.
For two points x and y of E, we write G(x)G(y) if for any u ∈ G(x) there exists v ∈ G(y)
such that u v.
G has a fixed point if there is x ∈ E such that x ∈ G(x).
G : R+ bcf (E) is said to be measurable if for each x ∈ E the distance between x and G(t)
is a measurable function on R+.
For the multivalued map U :H × E  2E , by ‖U(t, s, x)‖ we mean the sup{|y|:
y ∈ U(t, s, x)}.
A multivalued map U :H × E 2E is said to be L1-Carathéodory if
(i) (t, s, x) → U(t, s, x) is a multivalued map measurable with respect to s for each x ∈ E and
t ∈ R+;
(ii) (t, s, x) → U(t, s, x) is u.s.c. with respect to x for each (t, s) ∈ H .
Throughout this paper we always assume that the multivalued map U has nonempty, closed
values.
For the convenience of the reader we recall Martelli’s fixed point theorem in bcf (E).
Lemma 1. (See [4].) Let G :E bcf (E) be an u.s.c. and condensing multivalued map. If the
set {
x ∈ E: there exists λ ∈ (0,1) such that x ∈ λG(x)}
is bounded, where λG(x) = {λg: g ∈ G(x)}, then G has a fixed point.
The following Lemma 2 is an easy consequence of Lemma 1 (see [5]).
Lemma 2. Let P be a closed and convex cone of E and G :P  bcf (P ) an u.s.c. and condensing
multivalued map. If
ω := sup{|x|: x ∈ P and there exists λ ∈ (0,1) such that x ∈ λG(x)}< ∞, (2)
then G has a fixed point x ∈ P .
Lemma 3. (See [7].) Let J be a compact real interval, F :J × E bcf (E), (t, x) → F(t, x) a
L1-Carathéodory multivalued map, SF,x be nonempty for each fixed x ∈ E and let Γ be a linear
continuous mapping from L1(J,E) to C(J,E). Then the map Γ ·SF :C(J,E) bcf (C(J,E)),
y → (Γ · SF )(y) = Γ (SF,y) is a closed graph map in C(J,E)× C(J,E).
3. Main result
In this section we consider the existence of positive solutions for (1).
Let us start by defining that a function x ∈ C(R+,E) is said to be a solution of (1) if it
satisfies (1).
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ing hypotheses on the single valued map f and the multivalued map U :
(H1) f : R+ × P → P is a continuous function and there exists a number c > 0 such that
|f (0, x)| c for all x ∈ E.
(H2) U :H × P  bcf (P ) is L1-Carathéodory and the set SU,x is nonempty for each fixed
x ∈ E.
(H3) For each constant q > 0, there exists a bounded continuous function mq(t) : R+ → R+
such that∣∣f (t, x(t))− f (s, x(s))∣∣ ∣∣mq(t) − mq(s)∣∣
for any (t, s) ∈ H and x ∈ C(R+,P ) with |x|0  q.
Remark 2. By means of assumptions (H1) and (H3) we conclude that f maps bounded sets into
bounded sets, that is, there exists a function C : R+ → R+ such that∣∣f (t, x)∣∣ C(q)
for all t  0 and x ∈ P with |x| q .
(H4) There exist a bounded function α ∈ L1(R+,R+), a bounded continuous function β : R+ →
R+ and a nondecreasing function φ : R+ → R+ such that
lim
t→∞
∣∣β(t) − β(0)∣∣
t∫
0
α(s) ds = 0, lim
k→∞
k∫
1
1
C(ak)φ(s)
ds = ∞
for any sequence {ak} satisfying limk→∞ ak = ∞, and∥∥U(0, τ, x)∥∥ α(τ)φ(|x|) for any τ ∈ R+ and x ∈ E.
Moreover, for any fixed x ∈ E and for all ux ∈ SU,x and (t, τ ), (s, τ ) ∈ H , we have∣∣ux(t, τ ) − ux(s, τ )∣∣ ∣∣β(t) − β(s)∣∣α(τ)φ(|x|).
Theorem 1. If conditions (H1)–(H4) hold, then (1) has at least one (positive) solution
x ∈ BC(R+,E) with x(t) ∈ P .
Proof. Let us define the multivalued map A on the space BC(R+,E) by the formula
(Ax)(t) =
{
f
(
t, x(t)
) t∫
0
ux(t, s) ds: ux ∈ SU,x, t  0
}
and the set X+ by
X+ =
{
x ∈ BC: x(t) ∈ P for t  0}.
It is obvious that X+ is a closed convex cone of BC. We will show that A has a fixed point
recurring to Lemma 2.
Step 1. We will prove that Ax ∈ bcf (X+) for each fixed x ∈ X+.
First, for any y ∈ Ax, there exists ux ∈ SU,x such that y(t) = f (t, x)
∫ t
0 ux(t, s) ds for t  0.
Applying our assumptions we have the following estimate:
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t∫
0
∣∣ux(t, s)∣∣ds  ∣∣f (t, x)∣∣
t∫
0
[∣∣ux(t, s) − ux(0, s)∣∣+ ∣∣ux(0, s)∣∣]ds
C
(|x|0)
t∫
0
[∣∣ux(t, s) − ux(0, s)∣∣+ ∣∣ux(0, s)∣∣]ds
C
(|x|0)∣∣β(t) − β(0)∣∣
t∫
0
α(s)φ
(∣∣x(s)∣∣)ds + C(|x|0)
t∫
0
α(s)φ
(∣∣x(s)∣∣)ds
C
(|x|0)φ(|x|0)∣∣β(t) − β(0)∣∣
t∫
0
α(s) ds + C(|x|0)φ(|x|0)
t∫
0
α(s) ds. (3)
This implies that Ax is bounded for each x ∈ X+. It is easy to see that Ax ∈ X+ if x ∈ X+. Thus,
A maps X+ into itself.
Next, we prove that Ax is convex for each x ∈ X+. In fact, if h1, h2 ∈ Ax, then there ex-
ist ux, u¯x ∈ SU,x such that for each t  0 we have
h1(t) = f (t, x)
t∫
0
ux(t, s) ds and h2(t) = f (t, x)
t∫
0
u¯x(t, s) ds.
Let 0 k  1. Then for each t  0 we have
(
kh1 + (1 − k)h2
)
(t) = kf (t, x)
t∫
0
ux(t, s) ds + (1 − k)f (t, x)
t∫
0
u¯x(t, s) ds
= f (t, x)
t∫
0
[
kux(t, s) + (1 − k)u¯x(t, s)
]
ds.
Since SU,x is convex (because U has convex values), so kh1 + (1 − k)h2 ∈ Ax.
Finally, obviously, Ax is closed. Hence we derive the result of Step 1.
Step 2. We next prove that A has closed graph. Take xk → x∗, hk ∈ Axk and hk → h∗. We
shall prove that h∗ ∈ Ax∗. hk ∈ Axk means that there exists uk ∈ SU,xk such that for each t  0,
hk(t) = f (t, xk)
t∫
0
uk(t, s) ds.
Let h∗(t) = f (t, x∗)h(t). From the continuity of f it follows that f (t, xk) → f (t, x∗). It is easy
to see that
∫ t
0 uk(t, s) ds → h(t). It is enough to show that there exists u∗ ∈ SU,x∗ such that for
each t  0,
h∗(t) = f (t, x∗)
t∫
ux∗(t, s) ds.0
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linear continuous operator Γ :L1(Jm × Jm,E) → C(Jm × Jm,E),
v → (Γ v)(t) =
t∫
0
v(t, s) ds.
From Lemma 3 it follows that there exists vm ∈ SU,x∗ |Jm such that for t ∈ Jm,
h∗(t) = f (t, x∗(t))
t∫
0
vm(t, s) ds for m = 1,2, . . . .
We can see that vk|Jm = vm if k m. By hypothesis (H4), we have |vm(t, s)| |β(t)−β(0)| ×
α(s)φ(|x∗|0) + α(s)φ(|x∗|0) := g(t, s) for m = 1,2, . . . . (H4) guarantees that g(t, ·) ∈ L1(R+)
for each fixed t  0. Define
v¯m(t, s) =
{
vm(t, s), t ∈ Jm,
0, t /∈ Jm.
Then, from (H4) we derive that the sequence {v¯m} is bounded. Hence, {v¯m} has a convergent
subsequence when m → ∞. Let us denote by u∗ the limit. Then u∗ ∈ U(t, s, x∗) since U has
closed values. Thus, by means of Lebesgue dominated convergence theorem, we obtain that
u∗ ∈ SU,x∗ and h∗(t) = f (t, x∗)
∫ t
0 u
∗(t, s) ds. We want to point out that u.s.c. is equivalent to
the condition of being a closed graph multivalued map when the map has nonempty compact
values, that is, we have shown that A is u.s.c.
Step 3. Now, we are in a position to prove that A is a completely continuous map. In order to
this, we show that A maps bounded sets into equicontinuous sets of BC(R+,E).
For any fixed bounded set D ⊂ X+, denote q = supx∈D |x|0. Let us choose a function x ∈ D,
and take (t, s) ∈ H . Then, for any h ∈ Ax, there exists a function ux ∈ SU,x such that
h(t) = f (t, x)
t∫
0
ux(t, s) ds.
In view of our assumptions we have
∣∣h(t) − h(s)∣∣
∣∣∣∣∣f (t, x(t))
t∫
0
ux(t, τ ) dτ − f
(
s, x(s)
) t∫
0
ux(t, τ ) dτ
∣∣∣∣∣
+
∣∣∣∣∣f (s, x(s))
t∫
0
ux(t, τ ) dτ − f
(
s, x(s)
) s∫
0
ux(s, τ ) dτ
∣∣∣∣∣

∣∣f (t, x(t))− f (s, x(s))∣∣
t∫
0
∣∣ux(t, τ )∣∣dτ
+ ∣∣f (s, x(s))∣∣
∣∣∣∣∣
t∫
ux(t, τ ) −
s∫
ux(s, τ ) dτ
∣∣∣∣∣
0 0
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∣∣mq(t) − mq(s)∣∣
t∫
0
∣∣ux(t, τ )∣∣dτ
+ C(q)
[ t∫
s
∣∣ux(t, τ )∣∣dτ +
s∫
0
∣∣ux(t, τ ) − ux(s, τ )∣∣dτ
]

∣∣mq(t) − mq(s)∣∣
t∫
0
[∣∣ux(t, τ ) − ux(0, τ )∣∣+ ∣∣ux(0, τ )∣∣]ds
+ C(q)
[ t∫
s
[∣∣ux(t, τ ) − ux(0, τ )∣∣+ ∣∣ux(0, τ )∣∣]ds
+
s∫
0
∣∣β(t) − β(s)∣∣α(τ)φ(∣∣x(τ)∣∣)dτ
]

∣∣mq(t) − mq(s)∣∣
[
φ(q)
∣∣β(t) − β(0)∣∣
t∫
0
α(s) ds + φ(q)
t∫
0
α(τ) dτ
]
+ C(q)
[
φ(q)
∣∣β(t) − β(0)∣∣
t∫
s
α(s) ds + φ(q)
t∫
s
α(τ ) dτ
]
+ C(q)∣∣β(t) − β(s)∣∣
s∫
0
α(τ)φ(q) dτ.
As t → s the right-hand side of the above inequality tends to zero.
For any h ∈ A(D) with h(t) = f (t, x) ∫ t0 ux(t, s) ds, in virtue of our assumptions, calculating
in the same way as in the proof of estimate (3), we have
∣∣h(t)∣∣ ∣∣f (t, x)∣∣φ(|x|0)∣∣β(t) − β(0)∣∣
t∫
0
α(s) ds + ∣∣f (t, x)∣∣φ(|x|0)
t∫
0
α(s) ds
 C(q)φ(q)
∣∣β(t) − β(0)∣∣
t∫
0
α(s) ds + C(q)φ(q)
t∫
0
α(s) ds.
This implies that A maps bounded into bounded sets.
As a consequence of Ascoli–Arzela theorem we can conclude that A is a completely contin-
uous multivalued map (therefore, a condensing map).
Step 4. It remains to prove (in virtue of Lemma 2) that M =: {|x|: x ∈ X+ and there exists λ ∈
(0,1) such that x ∈ λAx} is bounded to conclude that A has a fixed point in X+, i.e., that (1) has
a positive solution.
Suppose that this is not the case. Then there exist (λk, xk) ∈ (0,1) × X+ such that xk ∈
λkA(t, xk), μk = |xk|0  k for k = 1,2, . . . . In Step 1 we have proved that xk ∈ BC ∩X+. There
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∫ t
0 uk(t, s) ds for k = 1,2, . . . . Set wk(t) = |xk(t)|.
Then, one has
wk(t) λk
∣∣f (t, xk)∣∣
t∫
0
∣∣uk(t, τ )∣∣dτ
 λkC(μk)
t∫
0
[∣∣uk(t, τ ) − uk(0, τ )∣∣+ ∣∣uk(0, τ )∣∣]dτ
C(μk)
∣∣β(t) − β(0)∣∣
t∫
0
α(τ)φ
(
wk(τ)
)
dτ + C(μk)
t∫
0
α(τ)φ
(
wk(τ)
)
dτ. (4)
By (H4) there exists T > 0 such that
∣∣β(t) − β(0)∣∣
t∫
0
α(τ)φ
(
wk(τ)
)
dτ  φ
(|xk|0)∣∣β(t) − β(0)∣∣
t∫
0
α(τ) dτ <
1
C(μk)
for all t > T . From (4) it follows that either wk(t)  1 + C(μk)
∫ t
0 α(τ)φ(wk(τ)) dτ if t > T ,
or wk(t) ρC(μk)
∫ t
0 α(τ)φ(wk(τ)) dτ + C(μk)
∫ t
0 α(τ)φ(wk(τ)) dτ if 0 t  T , where ρ =
supt∈[0,T ] |β(t) − β(0)|. In sum, we have
wk(t) 1 + ρC(μk)
t∫
0
α(τ)φ
(
wk(τ)
)
dτ + C(μk)
t∫
0
α(τ)φ
(
wk(τ)
)
dτ
 1 + C(μk)(ρ + 1)
t∫
0
α(τ)φ
(
wk(τ)
)
dτ, t  0.
Let us take the right-hand side of the above inequality to be hk(t). Then, hk(0) = 1, wk(t) hk(t)
and
h′k(t) = C(μk)(ρ + 1)α(t)φ
(
wk(t)
)
for t  0. Using the nondecreasing character of φ, we obtain h′k(t) C(μk)(ρ+1)α(t)φ(hk(t)),
i.e.,
h′k(t)
C(μk)φ(hk(t))
 (ρ + 1)α(t).
Integrating the above inequality with respect to t yields
t∫
0
h′k(s) ds
C(μk)φ(hk(s))
 (ρ + 1)
t∫
0
α(s) ds  (ρ + 1)|α|1.
Now set hk(s) = τ , to reduce the above inequality to the form
hk(t)∫
dτ
C(μk)φ(τ)
 (ρ + 1)|α|1 for k = 1,2, . . . .1
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|hk |0∫
1
dτ
C(μk)φ(τ)
 (ρ + 1)|α|1 for k = 1,2, . . . .
Obviously, k  μk  |hk|0 for all k. This contradicts (H4) for k approaching infinity. Hence M
is bounded.
The proof of Theorem 1 is completed. 
In Theorem 2, the following conditions will be applied:
(h1) f : R+ × P → P is continuous and maps bounded sets into bounded sets, that is, there
exists a function C : R+ → R+ such that for all t  0 and x ∈ E with |x| q∣∣f (t, x)∣∣ C(q).
(h2) U :H × P  bcf (P ) is L1-Carathéodory and the set SU,x is nonempty for each fixed
x ∈ E.
(h3) There exists a nondecreasing function ψ : R+ → R+ satisfying ψ(r+) < r (∀r > 0) such
that ∣∣f (t, x) − f (t, y)∣∣ψ(|x − y|)
for any t  0 and x, y ∈ E.
(h4) There exist a bounded function α ∈ L1(R+,R+), a bounded function β : R+ → R+ and a
nondecreasing function φ : R+ → R+ such that
lim
t→∞β(t)
t∫
0
α(s) ds = 0, lim
k→∞
k∫
1
1
C(ak)φ(s)
ds = ∞
for any sequence {ak} satisfying limk→∞ ak = ∞, and∥∥U(0, τ, x)∥∥ α(τ)φ(|x|) for any τ ∈ R+ and x ∈ E.
Moreover∣∣ux(t, τ ) − ux(0, τ )∣∣ β(t)α(τ)φ(|x|)
for any fixed x ∈ E and for all ux ∈ SU,x and (t, τ ), (s, τ ) ∈ H , and∥∥U(t, τ, x) − U(t, τ, y)∥∥ α(τ)β(t)ψ(|x − y|)
for any x, y ∈ E with x = y, (t, τ ) ∈ H and ψ given in (h3).
(h5) [C(q)β(t) + φ(q)β(t) + φ(q)] ∫ t0 α(τ) dτ < 12 for each q  0 and t  0.
Theorem 2. Assume that conditions (h1)–(h5) are satisfied, then (1) has at least one (positive)
solution x ∈ BC(R+,E) with x(t) ∈ P .
Proof. Let the multivalued map A and the set X+ be given as in Theorem 1. Again, we will
show that A has a fixed point recurring to Lemma 2.
We can prove Ax ∈ bcf (X+) similarly to Step 1 of the proof of Theorem 1. It is the same as
Step 2 of the proof of Theorem 1 to prove that A is u.s.c.
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set D ⊂ X+, denote q = supx∈D |x|0. Let us choose functions x, y ∈ D with x = y, and take
(t, s) ∈ H . Then, for any h1 ∈ Ax, h2 ∈ Ay, there exist functions ux ∈ SU,x and vy ∈ SU,y such
that
h1(t) = f (t, x)
t∫
0
ux(t, s) ds, h2(t) = f (t, y)
t∫
0
vy(t, s) ds.
In view of our assumptions we have
∣∣h1(t) − h2(t)∣∣
∣∣∣∣∣f (t, x(t))
t∫
0
ux(t, s) ds − f
(
t, x(t)
) t∫
0
vy(t, s) ds
∣∣∣∣∣
+
∣∣∣∣∣f (t, x(t))
t∫
0
vy(t, s) ds − f
(
t, y(t)
) t∫
0
vy(t, s) ds
∣∣∣∣∣

∣∣f (t, x(t))∣∣
t∫
0
∣∣ux(t, s) − vy(t, s)∣∣ds
+ ∣∣f (t, x(t))− f (t, y(t))∣∣
t∫
0
∣∣vy(t, s)∣∣ds
 C(q)ψ
(|x − y|0)
t∫
0
α(s)β(t) ds
+ ψ(|x − y|0)
t∫
0
[∣∣vy(t, s) − vy(0, s)∣∣+ ∣∣vy(0, s)∣∣]ds
 C(q)ψ
(|x − y|0)
t∫
0
α(s)β(t) ds
+ ψ(|x − y|0)
t∫
0
[
β(t)α(s)φ
(|x|)+ α(s)φ(|x|)]ds
ψ
(|x − y|0)[C(q)β(t) + φ(q)β(t) + φ(q)]
t∫
0
α(s) ds
 1
2
ψ
(|x − y|0).
If h1, h2 ∈ Ax, then any take h ∈ Ay, it is easy to see∣∣h1(t) − h2(t)∣∣ ∣∣h1(t) − h(t)∣∣+ ∣∣h(t) − h2(t)∣∣ψ(|x − y|0).
Therefore, for any bounded D ⊂ X+, we have
diamA(D)ψ(diamD).
S.H. Hong, L. Wang / J. Math. Anal. Appl. 317 (2006) 429–441 439For any given ε > 0, there exist a finite number of subsets D1,D2, . . . ,Dn of X+ such that
D ⊂
n⋃
i=1
Di, diamDi  γ (D) + ε.
Since
A(D) ⊂
n⋃
i=1
A(Di),
and
diamA(Di)ψ(diamDi)ψ
(
γ (D) + ε) for i = 1,2, . . . , n,
this implies that
γ
(
A(D)
)
ψ
(
γ (D) + ε).
Letting ε → 0, we have γ (A(D))ψ(γ (D)). By virtue of the character of ψ , we have
γ
(
A(D)
)
< γ (D).
This implies that A is condensing.
The rest of this proof is the same as that of Theorem 1. 
4. Two examples
Example 1. Let E = R, P = {x ∈ E: x  0} and g and ϕ be two functions from R+ × R into R.
We assume:
(I) g(t, x) = x · sin(tx);
(II) ϕ is a L1-Carathéodory function for which there exists a bounded function b ∈ L1(R+) such
that ∣∣ϕ(s, x)∣∣ b(s)φ(|x|),
with the function φ : R+ → R+ defined by
φ(x) =
{
1, 0 x  e,
lnx, x > e.
For instance, we can assume that ϕ(s, x) = se−s sin(s + x)φ(|x|).
Now, we introduce the multivalued map V : R+ × R+ × R → R by the law
V (t, s, x) =
[
t
1 + t2
(
ϕ(s, x) − a(s)), t
1 + t2
(
ϕ(s, x) + a(s))]
with a bounded function a ∈ L1(R+,R+).
Let α(s) = a(s) + b(s), β(t) = t1+t2 , C(q) = q and mq(t) = sin(qt). It is easy to see that the
functions g and V satisfy conditions (H1)–(H4). Hence, by Theorem 1 we can get the existence
of positive solutions for the following integral inclusion:
x(t) = g(t, x)
t∫
0
vx(t, s) ds (5)
for vx ∈ SV,x .
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existence of positive solutions for (5) cannot be obtained by Theorem 2.
Example 2. Let E = R, P = {x ∈ E: x  0}. Let B(t) = {xn(t): n = 1,2, . . .} with
xn(t) =
{
0, 0 t < 1 − 1
n
,
1−n(1−t)
t
, 1 − 1
n
 t  1.
Then B is a bounded closed subset of X+. We assume:
(III) for any x ∈ E, the function l is defined by
l(t, x) =
⎧⎪⎨
⎪⎩
1
8 , 0 t < 1,
cos(t−1)x
8 , 1 t < 2,
cosx
8 , t  2;
(IV) let us introduce the multivalued map W : R+ × R+ × R → R by the law
W(t, s, x) =
{
B(t), 0 t  1,[− te−s8(1+t2) |sinx|, te−s8(1+t2) |sinx|], t > 1,
with a bounded function a ∈ L1(R+,R+).
Let α(s) = e−s , β(t) = t1+t2 , C(q) = 18 , ψ(q) = q4 and φ(q) = |sinq|8 . It is easy to see that the
functions l and W satisfy conditions (h1)–(h5). Hence, by Theorem 2 we can get the existence
of a positive solution for the following integral inclusion:
x(t) = l(t, x)
t∫
0
wx(t, s) ds (6)
for wx ∈ SW,x .
Remark 4. Under the assumptions of Example 2, the map A defined by
(Ax)(t) =
{
l(t, x)
t∫
0
wx(t, s) ds: wx ∈ SW,x, t  0
}
is not completely continuous. In fact, for any t ∈ [0,1], (Ax)(t) = {yn(t)} with
yn(t) =
{
0, 0 t < 1 − 1
n
,
1
8 [1 − n(1 − t)], 1 − 1n  t  1.
It is obvious that yn converges uniformly to
y(t) =
{ 1
8 , t = 1,
0, t = 1,
which is not continuous on [0,1]. Hence, the existence of positive solutions for (6) cannot be
obtained by Theorem 1.
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