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We present analytical expressions for internal electric field and strain in single and multiple quantum
wells, incorporating electromechanical coupling, spontaneous polarization, and periodic boundary
conditions. Internal fields are typically 2% lower than the fields calculated using an uncoupled
model. We point out two possible interpolation routes to calculate the piezoelectric PZ constants
eij of an alloy from the PZ constants of the constituent materials and show that, for an
In0.2Ga0.8N/GaN quantum well system, the respective internal electric fields differ by 10%. Using
an effective-mass model, we explore the effect of the uncertainty in the elastic and PZ constants of
GaN on the internal field and optical transitions of InGaN/GaN quantum wells, and find that the
range of published values of eij produces an uncertainty of more than ±20% in the internal field and
of more than ±30% in the blueshift in optical transition energy between zero bias and flatband
conditions when the applied field is equal and opposite to the internal field. Using the PZ constants
of Shimada et al. J. Appl. Phys. 84, 4951 1998 in our model gives the best fit to results in the
literature for internal field and optical transition energy in InGaN/GaN quantum wells. We find that
a well with a smooth In gradient along the growth direction has similar optical properties to a well
with constant composition, if the average In content of the two wells is the same. © 2005 American
Institute of Physics. DOI: 10.1063/1.2077843I. INTRODUCTION
There has been much research recently in the field of
III-nitride semiconductors, and InGaN quantum wells QWs
in particular, because of their wide band gap, which means
they can emit blue or violet light. Short-wavelength lasers
allow a high density of information to be stored on a digital
versatile disk DVD and InGaN QW light-emitting diodes
LEDs can be used to excite a mixture of phosphors, pro-
ducing white light.1
The wavelength of the light emitted from a III-nitride
QW depends not only on the band gap but also on the large
internal electric field due to piezoelectric PZ and spontane-
ous polarization.2 The PZ field arises from strain due to the
lattice mismatch between the InxGa1−xN well and the GaN
barriers about 2% for x=0.2 and causes redshift in the op-
tical transition energy.3 Spontaneous polarization SP is a
feature of the III-nitride wurtzite crystal even when there is
no strain present. In a typical InGaN/GaN device, SP is an
order of magnitude smaller than PZ polarization. When a
reverse bias is applied, a blueshift is seen due to the partial
cancellation of the internal field.4–8 By measuring the blue-
shift as a function of applied field it is possible to infer the
size of the internal field.
The existence of the converse PZ effect whereby an
electric field gives rise to stress means that we should use
coupled equations to calculate the strain and internal field, or
at least explore whether electromechanical coupling makes a
significant difference to the result. Pan and Tonon9 and Pan10
have developed a coupled model for quantum dots but, un-
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and Fiorentini2 explored the application of periodic boundary
conditions to multiple quantum wells; in this paper we go
further and apply periodic boundary conditions to the
coupled model.
There is much uncertainty11 in the values of the material
parameters used to describe the internal field of GaN and
InN, namely, the PZ tensor, the elastic stiffness tensor Cijkl,
and SP. This is partly because the study of III-nitrides is in its
infancy, but also because every sample has different defects
and because it is difficult to grow large enough crystals. Then
there is the separate problem of estimating the corresponding
properties of the alloy.
The uncertainty in the material parameters gives rise to
uncertainty in the optical transition energy. Experiments on
the optical properties of InGaN/GaN QWs have been carried
out by Takeuchi et al.,4 Lai et al.,6 Jho et al.,7 Waltereit
et al.,12 Feng et al.,13 Dhar et al.,14 Wang et al.,15 and others;
theoretical studies have been done by Oriato and Walker,16
and Xiao and Kim.17 The results vary widely, even for simi-
lar well widths and In fractions. The motivation for the
present work is to explore the reasons for these variations.
Another problem is to ascertain the properties of a par-
ticular device. For example, the In fraction x, which is usu-
ally estimated indirectly, is a strong function of the growth
temperature. At the end of the growth of a well, the tempera-
ture is often increased in order to grow the GaN barrier and
this may cause loss or redistribution of In. In this paper we
investigate the effect on the optical transition energy of an In
gradient along the growth axis.
In short, this paper explores some of the uncertainties
contributing to the calculation of the internal field and con-
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This article is organized as follows. Section II contains the
theory, with Sec. II A presenting our analytic solution to the
electromechanically coupled equations for strain and internal
field in a QW, and Sec. II B the application of this coupling
to the periodic boundary conditions appropriate for multiple
quantum wells MQWs. Section II C outlines our model for
calculating electronic structure and, in Sec. II D, we point
out two different routes for calculating the PZ tensor ele-
ments eijk of an alloy by interpolation. Section III contains
results. In Sec. III A we show that electromechanical cou-
pling produces an internal field 2% lower than that predicted
by uncoupled equations. Section III B shows that the two
alternative routes for calculating the PZ constants of InGaN
produce internal fields that differ by around 10% and inves-
tigates which route agrees better with experimental results.
In Sec. III D we explore the effect of the uncertainties in the
values of Cijkl and of the PZ tensor on the calculation of
internal field and optical properties; we find that uncertain-
ties in the PZ constants eij give rise to an uncertainty of the
order of ±20% in internal field, ±5% in the ground-state
electronic transition energy Etr,0 at zero bias and ±30% in
blueshift which is the difference between the ground-state
transition energy at zero bias and the maximum ground-state
transition energy, when the applied field is equal and oppo-
site to the internal field. In Sec. III E we compare our cal-
culations of internal field, Etr and blueshift with the pub-
lished results; we show that the PZ constants calculated by
Shimada et al.18 give the best correspondence with experi-
mental results, and we discuss some of the reasons for the
wide variation in experimental and theoretical results. In Sec.
III F we investigate the effect of a smooth In gradient in the
growth direction and show that it does not have a significant
effect on the optical transition energy. In Sec. IV we draw
our conclusions.
II. THEORY
A. Quantum wells
We now present our fully coupled equations for internal
electric field and strain in the growth direction in a wurtzite
QW or MQW system in the 0001 orientation. “Coupled”
means that the two-way piezoelectric interaction between
strain and electric field is taken into account. Spontaneous
polarization is also incorporated Pan and Tonon9 and Pan10
models incorporate electromechanical coupling but do not
incorporate SP.
Stress is given by
i = Cij j − Fkeki 1
where we use the Voigt notation i=1. . .6 and j=1. . .6, in
which the first three elements of  stress and  strain
denote the principal stresses strains and the last three de-
note the shear elements; Cij are the elastic stiffnesses and the
eki are the PZ constants. Fk is the kth component of the
internal electric field k=1. . .3 and the second term repre-
sents the converse PZ effect, whereby an electric field modi-
fies the stress field. The Einstein convention is used, in which
repeated indices imply summation.
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following form:
Cij =
C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0
C11 − C12
2
 2
eki =  0 0 0 0 e15 00 0 0 e15 0 0
e31 e31 e33 0 0 0
 . 3
In a quantum well with the z axis in the growth direction, the
boundary conditions are of zero stress in the z direction, zero
shear stresses and strains, and symmetry of x and y directions
in the plane of the well. Thus
1 = 2,
3 = 0,
4 = 5 = 6 = 0, 4
1 = 2 = 0,
4 = 5 = 6 = 0.
0 is the misfit strain between the in-plane lattice parameters
a of the well material and of the barrier,
0 =
aGaN − aInGaN
aInGaN
, 5
which is about 2.2% for In0.2Ga0.8N/GaN. It is assumed that
the barrier is fully relaxed there is normally a lattice mis-
match between the barrier and the sapphire substrate on
which it is grown, but the strain is relaxed by means of
dislocations.
Substituting Eqs. 2–4 into Eq. 1, we have
3 = 0 = 2C130 + C333 − e33F3. 6
We then take the well-known electrostatic equation,
Dm = mkFk + Pm, 7
where D is the electrostatic displacement, mk is the dielec-
tric tensor, which is diagonal, and P is the polarization. In the
well, the polarization has both piezoelectric and spontaneous
components,
P = PPZ + PSP, 8
and the PZ polarization is given by
Pm
PZ
= emkk. 9Substituting into Eq. 7 we have, for the z component,
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SP
. 10
D, F, and PSP are entirely in the z direction; other compo-
nents vanish, so the subscripts are dropped from now on. In
the absence of free charges,
 · D = 0 11
so D must be constant throughout all layers.
Solving Eqs. 6 and 10 for the internal field F and the
strain 3, we have
Fcoup =
20C13e33 − C33e31 + C33D − PSP
C3333 + e33
2 , 12
3,coup =
− 20C1333 + e31e33 + e33D − PSP
C3333 + e33
2 , 13
which are the coupled equations for internal field and 0001
strain in wurtzite QWs grown on a 0001 substrate.
In analyzing QWs, it is common to use an uncoupled
model, ignoring the converse PZ effect. In this case, the last
term is omitted from Eq. 1 but Eq. 10 is unchanged. The
solutions for the uncoupled model are therefore
Funcoup =
20C13e33 − C33e31 + C33D − PSP
C3333
, 14
3,uncoup = − 20
C13
C33
. 15
As eij→0, Eqs. 12 and 13 simplify to Eqs. 14 and 15.
In the case of a single QW, the electrostatic displacement
throughout the system except near the surface is equal to
the SP in the barrier,2
D = PSP,B, 16
and PSP,B can simply be substituted for D in Eqs. 12–15.
The electric field in the barriers vanishes.
B. Multiple quantum wells
In modeling MQWs, we assume that the total potential
drop must be less than the band gap.2 Bernardini and
Fiorentini2 approximate this requirement by using the peri-
odic boundary condition,

q
lqFq = 0, 17
where the sum runs over all the layers, including barrier
layers, and l denotes the thickness of a layer. When Eq. 17
is used with Eq. 7, the D of the whole stack, and hence the
F of the nth layer, can be determined2 as
Funcoup
n
=

q
lqPq/q − Pn
q
lq/q
n
q
lq/q
, 18
where  is short for 33 and the subscript indicates that this is
based on an uncoupled model. A similar approach can be
used with the coupled Eq. 12. We use the shorthand,
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B = C3333 + e33
2
, 20
C = C33, 21
so Eq. 12 becomes
Fcoup =
A + CD
B
. 22
We substitute Eq. 22 into Eq. 17 to find the electrostatic
displacement throughout the system,
D =
− 
q
lqAq/Bq

q
lqCq/Bq
. 23
Substituting Eq. 23 back into Eq. 22 we have the internal
field in the nth layer,
Fcoup
n
=
An
q
lqCq/Bq − Cn
q
lqAq/Bq
Bn
q
lqCq/Bq
. 24
We use Eq. 24 from now on in MQW cases.
The strain in the growth direction in the nth layer fol-
lows from Eqs. 13 and 23,
3,coup
n
=
Gn
q
lqCq/Bq − en
q
lqAq/Bq
Bn
q
lqCq/Bq
, 25
where
G = − 20C1333 + e31e33 − e33PSP, 26
e = e33. 27
C. Electronic structure
The electronic transition energy is calculated using an
effective-mass approximation. The wells are shallow com-
pared to the size of the band gap and so it is not necessary to
use the full k ·p model. We calculate the single-particle
ground-state electron and hole energies numerically by solv-
ing Harrison’s19 finite difference version Eq. 28 below of
the one-dimensional Schrödinger equation.
z + z
m*z + z/2
 	2z2
2
Vz − E +
1
m*z + z/2
+
1
m*z − z/2
z − z − zm*z − z/2 ,
28
where  is the wave function, m* is the effective mass, z is
the distance in the growth direction, V is the potential, and E
is the energy. We search for an energy that satisifies Eq. 28
and the boundary conditions z→0 and z /z→0 as
z→ ±.
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typically less than 25 meV.20,21 We have assumed that the
field due to doped regions is negligible. This is because at
room temperature only about 1% of acceptors are ionized,
due to the strong binding energy between the Mg dopant and
GaN. Thus in a typical device the p-n field would be some
three orders of magnitude smaller than the PZ field.
An internal field causes electrons and holes to congre-
gate at opposite boundaries of the well, setting up their own
opposing field, which becomes significant if the carrier den-
sity is high. We have chosen to ignore this effect and con-
centrate on the pure PZ/SP field, so that in analyzing our
results there is no confusion between various competing ef-
fects. Thus we operate in a low carrier density regime, less
than 1011 cm−2, which would produce a field of the order of
10−2 MV cm−1, at least 100 times smaller than the PZ field
and therefore negligible.
We use the material parameters set out in Table I.
D. Two different interpolation routes for calculating
the PZ tensor of an alloy
In order to calculate the internal field from the strain in
the well, we need to know the PZ constants of the alloy in
the well. This is normally achieved by linear interpolation
between the properties of InN and GaN although the first-
principles calculations of Al-Yacoub and Bellaiche22 show
that Ga0.5In0.5N consisting of an ordered system of monolay-
TABLE I. Table of material parameters used in our model in-plane lattice
constants a, spontaneous polarization PSP, elastic constants Cij, PZ constants
dij, dielectric constants 33,r where r denotes the relative permittivity, de-
formation potentials ai and Di, bandgap Eg before strain, valence-band
offset VBO before strain, and effective mass m*. b is the bowing param-
eter. All are taken from the review paper of Vurgaftman and Meyer Ref. 11
except where indicated.
Parameter GaN InN
a nm 0.3189 0.3545
PSP C m−2 −0.034 −0.042
bPSP C m−2 −0.037
C11 GPa 390 223
C12 GPa 145 115
C13 GPa 106 92
C33 GPa 398 224
d31 pm/V −1.6 −3.5
d33 pm/V 3.1 7.6
33,r
a 10.28 14.61
a1 eV −4.9 −3.5
a2 eV −11.3 −3.5
D1 eV −3.7 −3.7
D2 eV 4.5 4.5
D3 eV 8.2 8.2
D4 eV −4.1 −4.1
Eg eV 3.51 0.78
bEg eV 1.4
VBO eV 0.5
me
*m0 0.2 0.07
mhh
 m0
b 1.02 1.25
aReference 41.
bReference 42.ers of alternating Ga and In has PZ constants a few percent
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discuss the possible interpolation routes for finding the PZ
constants of an alloy.
Equation 9 uses eij to relate strain to polarization.
There is an alternative PZ tensor, which is defined in terms
of stress  j,
Pi
PZ
= dij j . 29
The dij are related to the eij by
eij = dikCkj , 30
where Ckj, as before, represents the elastic stiffness. In our
calculations we use eij because strain is simpler to calculate
than stress. Since uncertainty surrounds the values of both dik
and Ckj, the uncertainty of eij unless is it measured directly
is compounded. However, no direct literature values of eij for
InN appear to be available, so we must rely on the dij calcu-
lated by Bernardini and Fiorentini Ref. 23 and, for GaN,
the dij is more often reported23–26 than the eij.18,27
The equation for interpolation between material proper-
ties of GaN and InN is28
YInxGa1−xN = xYInN + 1 − xYGaN − bx1 − x ,
31
where Y is any material property and b is a bowing param-
eter, which is usually taken to be zero in the case of the PZ
and elastic properties, but not in the case of the bandgap28
and SP.29
To estimate the eij of InGaN, there are two possible
routes. We can calculate eij of pure GaN and of InN using
Eq. 30, and then use Eq. 31 the “e-first” route. Or we
can use Eq. 31 to find the dik and Ckj of InGaN and then
estimate its eij from Eq. 30 “e-last”. The two routes pro-
duce significantly different internal electric fields, as shown
in Sec. III B.
III. RESULTS AND DISCUSSION
A. Effect of electromechanical coupling
TABLE II. Comparison of results from electromechanically coupled and
uncoupled models, respectively. F is internal electric field, Etr,0 ground-state
electronic transition energy with no applied bias, and Etr blueshift dif-
ference between transition energy with no applied bias and that with an
applied field equal and opposite to internal field. Results are presented for
a for a single 3 nm In0.2Ga0.8N/GaN QW and b for the In0.2Ga0.8N/GaN
MQWs depicted in Fig. 1.
Uncoupled Coupled
a Single QW
F MV cm−1 −3.90 −3.81
Etr,0 eV 2.27 2.29
Etr meV 695 670
b MQWs
F MV cm−1 −3.05 −2.98
Etr,0 eV 2.51 2.53
Etr meV 450 435Table II illustrates the effect of introducing electrome-
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with the growth direction parallel to the 0001 crystal axis
and, second, the MQW stack used by Blume et al.8 illus-
trated in Fig. 1. In the second example we use Eq. 18 in
the uncoupled case and Eq. 24 in the coupled case. In both
devices coupling reduces the internal field by 2% and, as one
would expect, it reduces the blueshift the difference be-
tween the ground-state transition energy at zero bias and the
maximum ground-state transition energy, when the applied
field cancels the internal field by a comparable amount. Etr,0,
the transition energy at zero bias, increases by about 1%
because the internal field is reduced.
The consequence of Eq. 25 is that there is a small
positive strain in the growth direction in the barrier, of the
order of 2	10−4, two orders of magnitude smaller than that
in the well. Using Eq. 25 instead of Eq. 15 reduces the
strain in the growth direction in the well by about 6%. The
effect is to increase the ground-state transition energy by
0.2% and the blueshift by 1%. This is a small secondary
effect and we neglect it in all calculations that follow, using
instead Eq. 15 and assuming the barrier to be fully relaxed.
B. e-first or e-last?
The e-first and e-last routes described in Sec. II D do not
produce the same results, as Figs. 2–5 show. Here we have
used as an example the device depicted in Fig. 1. For an In
fraction of 0.2, using e-last instead of e-first increases the
internal field by 9%, reduces Etr,0 by about 2% and increases
the blueshift Etr the difference between the transition en-
ergy at zero bias and the maximum transition energy, when
the applied field is equal and opposite to the internal field by
10%–15%.
To test the accuracy of the e-first and e-last routes, we
simulated various devices in literature. Table III shows our
FIG. 1. Schematic of the device used in our examples. The In fraction is 0.2
unless explicitly stated.calculations of F, Etr,0, and Etr using the e-last route in
Downloaded 31 Mar 2009 to 131.227.178.132. Redistribution subject titalics and the e-first route in bold font. Our e-first values
of F and Etr correspond more closely with literature values
than do our e-last results.
Which route is more logical? e-last involves the product
of two linearly interpolated quantities dij and Ckl and is
therefore quadratic in x. This is surprising for what is osten-
sibly a linear interpolation approach. With e-first, eij is a
linear function of x, as we would expect. e-first gives results
which are closer to the experimental results. There is evi-
dence that the In in InGaN tends to form lumps or dots,30
which means that it is sensible to calculate the properties of
the binaries so far as possible before combining them. This
would favor using e-first.
Altogether, e-first is preferable and we use it henceforth.
However, we have not found any discussion of the alterna-
tive routes in literature.
C. Band profile and wave functions
We now present some sample output from our model,
taking as an example the In0.2Ga0.8N/GaN device illustrated
FIG. 2. PZ constants e31 and e33 calculated by the e-first solid line and
e-last dashed line routes.
FIG. 3. Internal field as a function of In fraction, using two different meth-
ods of calculating the PZ constants eij.
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bias, together with the ground-state electron and hole wave
functions, illustrating the spatial separation of electrons and
holes and the redshift due to the internal field. The slope in
the barrier is due to the periodic boundary conditions.
Figure 6b shows the near-flatband conditions, when a
reverse bias approximately equal to the internal field is ap-
plied; the transition energy is blueshifted and the overlap
between the electron and hole wave functions and thus the
intensity of the light emitted is maximized in this case we
have applied additional, effectively infinite potential barriers
about 1 nm outside the well edge, to prevent oscillatory
wave functions; this does not affect the transition energy.
Figure 7 shows the ground-state transition energy Etr as a
function of reverse bias. The maximum Etr is at flatband
conditions.
FIG. 4. Transition energy at zero bias Etr,0, as a function of In fraction,
using two different methods of calculating the PZ constants eij.
FIG. 5. Blueshift difference between transition energy at zero bias and at
flatband as a function of In fraction, using two different methods of calcu-
lating the PZ constants eij.
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on internal field and optical properties
We now consider the most important material parameters
that influence the internal field, namely, the elastic stiffness
and the PZ constants, and examine their effect on the internal
field, and thus on the optical properties, of an
In0.2Ga0.8N/GaN MQW.
There is a wide range of published values for the elastic
stiffness and PZ tensor elements of GaN and InN. Some
examples are given in Table IV. The uncertainty surrounding
the measurement of the PZ constants is illustrated by the
results of Guy et al.,31 who report two different values of
d33—varying by 50%—from apparently identical samples of
InN. A further difficulty is that the so-called PZ constants are
actually strain-dependent.32,33
Table IV gives in bold type the values of eij calculated
from the published values of dij by using Eq. 30 with Vur-
gaftman and Meyer Cij.11 To illustrate the effect on eij of the
uncertainty in Cij, Table IV also presents extreme values of
eij calculated from the highest and lowest values of Cij
marked h and l in the table. The error bars on eij are of the
order of 50% as much as 75% in the case of the lower limit
of the e33 of GaN.
Such uncertainty in the input parameters is bound to give
rise to uncertainty in the optical properties. Cij affects the
internal field in two separate ways: through the calculation of
eij Eq. 30 and through the calculation of strain Eq. 13.
We now take some sample high and low values for GaN of
each parameter in turn marked h and l in Table IV and
investigate the effect on F, Etr,0, and Etr of perturbing the
input value we do not consider uncertainties in InN param-
eters, since InN typically only forms 20% of the alloy, so
GaN properties dominate.
Once again we use as an example the device depicted in
Fig. 1, with coupled periodic boundary conditions. As can be
seen from Table V, uncertainties in eij give rise to a deviation
of up to +26% or −23% in the internal field and of as much
as +38% or −32% in blueshift. The direct effect of uncer-
tainty in Cij on the results is smaller, giving rise to an varia-
tion of the order of ±10% or less. The effect of uncertainties
in eij on transition energy is smaller still, producing an un-
certainty of no more than about ±5%, while the effect of Cij
on electronic transition energy is minimal less than 1%.
In summary, uncertainties in the values of eij due in part
to uncertainties in the values of Cij cause significant uncer-
tainties in the optical properties of InGaN/GaN QWs. These
are large compared to the differences between the electrome-
chanically coupled and uncoupled models. In the light of
this, the use of an electromechanically coupled model may
not be warranted for this system.
E. Internal field, Etr,0, and blueshift
We used our model to simulate a range of InGaN/GaN
devices in the literature with various well widths and In frac-
tions and we compared the optical properties we calculated
with those reported. Takeuchi et al.,4 Jho et al.,7 Waltereit
et al.,12 Feng et al.,13 and Hangleiter et al.34 use photolumi-
nescence to investigate the ground-state optical transition en-
o AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp
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length excitation with photoluminescence, Wang et al.15
photoluminescence under high excitation, Lai et al.6 elec-
trotransmission, Dhar et al.14 cathodoluminescence, and
Blume et al.8 electromodulated reflectivity to investigate the
optical properties. Oriato and Walker16 use a coupled
Poisson-Schrödinger approach, and Xiao and Kim17 use the
Rashba-Sheka-Pikus Hamiltonian. Table III sets out our cal-
culated internal field, Etr,0, and blueshift together with the
corresponding values in the literature. Present calculations
are shown in bold type and literature values in ordinary type.
Etr,0 depends not only on In fraction and well width but also
on the barrier width and whether the device is a MQW;
hence our simulations of devices which have the same xIn
and Lw Refs. 4 and 13 do not necessarily produce the same
results.
Where internal field is reported in the experimental
work, the field is deduced from Etr as a function of applied
bias in the case of Takeuchi et al.,4 Lai et al.,6 and Jho et al.,7
and as a function of well width in the case of Hangleiter
et al.34. Our internal fields and blueshifts tend to be on the
high side although the match with another theory paper
Xiao and Kim17 is reasonably good. This may be partly
due to screening, which is not taken into account in our
model. Or it may be that the PZ constants we use are too
high. We have redone the calculations in brackets in Table
III using the Shimada et al. zero-strain PZ constants,18
which were calculated ab initio and which produce a better
fit with literature values of internal field and blueshift it is
not possible to use his strain-dependent PZ tensor32 directly,
TABLE III. Comparison between literature values in approximately chrono
applied field, and blueshift due to applied field. The In fraction xIn and the w
present calculations using the e-last route and Vurgaftman and Meyer PZ c
Vurgaftman and Meyer PZ constants Ref. 11 are in bold type and present
brackets. All literature values are experimental except where indicated.
Reference xIn
Lw
nm
F
MV/cm
lit present calc
4 0.15 3.0 1.2 2.2 2.0 1.5
0.16 3.0 1.2 2.3 2.1 1.6
6 0.23 3.0 1.7 3.7 3.4 2.6
0.23 2.0 1.9 3.8 3.4 2.6
7 0.15 2.2 2.1 2.6 2.4 1.8
0.20 3.5
12 0.085 4.2
0.119 4.2
16 theory 0.15 3.0
13 0.11 3.0
0.16 3.0
0.21 3.0
14 0.16 6.0
35 0.18 3.0
15 0.11 2.4
0.11 3.3
17 theory 0.16 3.0 2.4 2.4 2.2 1.6
8 0.20 3.0 0.6 3.3 3.0 2.2as volume is not conserved. The PZ constants of Bykhovski
Downloaded 31 Mar 2009 to 131.227.178.132. Redistribution subject tet al.36 are even lower than those of Shimada et al. and could
potentially produce an even better fit to literature results, but
they are estimated from the PZ constants of zincblende GaN
and they do not seem reliable so they have not been used
here.
The discrepancies between the published values and
present calculations of Etr,0 are of the order of ±0.2 eV.
While there is significant uncertainty in this area, our values
fall somewhere in the middle of the range. Our values based
on Shimada et al.18 correspond slightly less well with the
literature values than do our values based on Vurgaftman and
Meyer;11 the average differences between the present and
literature values are +0.08 and −0.04 eV, respectively. How-
ever, taking the table as a whole, the Shimada-based PZ con-
stants give better agreement with the experiment.
Figure 8 shows our values of Etr,0 as a function of well
width for various In fractions, first using the Vurgaftman and
Meyer PZ constants11 from Table I, then using the Shimada
et al. zero-strain values.18 In each case we have assumed a
stack of quantum wells with barriers of width 10 nm.
To illustrate the amount of uncertainty in emission ener-
gies from InGaN devices, we show in Fig. 9 a subset of data
from Table III: Etr,0 versus In fraction for cases where the
well width is 3 nm Etr,0 depends also on barrier width and
whether the device is a MQW. The literature values are
shown together with our calculations, using first the standard
Vurgaftman and Meyer PZ constants11 from Table I, and then
those of Shimada et al.18 The table indicates that the
Shimada-based PZ constants tend to give the best agreement
al order and present calculations of internal field, transition energy at zero
idth Lw are shown, but other details of the structure are not. Italics denote
nts Ref. 11 see Table I. Present calculations using the e-first route and
lations using the e-first route and Shimada et al. PZ constants Ref. 18 in
Etr,0
eV
Etr
eV
present calc lit present calc
81 2.78 2.82 2.91 100 315 280 175
76 2.29 2.37 2.53 150 570 495 335
87 2.67 2.71 2.80 50 300 255 165
72 2.93 2.96 3.04 100 255 230 140
45 2.18 2.26 2.48
71 3.01 3.03 3.12
57 2.81 2.85 2.96
81 2.55 2.60 2.79
9 3.03 3.04 3.12
75 2.76 2.79 2.90
66 2.48 2.54 2.67
56 2.21 2.28 2.51
9 2.65 2.69 2.81
05 3.10 3.12 3.18
99 2.98 3.00 3.09
77 2.47 2.53 2.68 50 495 435 285logic
ell w
onsta
calcu
lit
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
3.
2.
2.with literature values, particularly where xIn
0.16.
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sues which may give rise to the variation we have seen be-
tween the optical properties of outwardly similar InGaN de-
vices, and between theory and experiment. The properties of
a device depend greatly on growth conditions,37,38 including
reactor design, temperature, growth pressure, carrier gas, and
flow rates. They depend also on the choice of substrate and
on the thickness of the buffer layer. Interface roughness, the
density of threading dislocations,39 and that of In clusters,30
also affect the optical properties. Discrepancies between
theory and experiment arise partly from the difficulty of
growing samples of reasonable quality and sufficient size for
an accurate measurement of the PZ constants, so it may be
that ab initio calculations such as Shimada et al.18 are cur-
rently more reliable ab initio methods can accurately repro-
duce experimental values of PZ constants for materials such
FIG. 6. Example of band profile solid lines, electron and hole ground state
energies dashed lines, and electron and hole wave functions dotted lines
in an In0.2Ga0.8N/GaN MQW with well width of 3 nm and barrier width of
10 nm, a at zero bias and b when the applied field is approximately equal
to the internal field flatband conditions.as GaAs where the experimental uncertainties are relatively
Downloaded 31 Mar 2009 to 131.227.178.132. Redistribution subject tsmall40. Another difficulty in simulating experimental re-
sults is that the dependence of eij on In fraction is usually
assumed to be linear, but there is evidence that it is actually
quadratic.22 The strain dependence of eij Refs. 32 and 33 is
an additional complication which is not yet well understood.
The field of III nitrides is a young one, where the material
properties are not yet fully researched.
F. Effect of In gradient on Etr,0 and blueshift
The In content may not be constant across a well, partly
because the higher temperature needed to grow the second
GaN barrier may cause some of the In to boil off. We now
investigate how an In gradient in the growth direction affects
the optical properties. We take four arbitrary profiles, con-
stant, linear, quadratic, and quartic, all with the same average
In content, and one quadratic profile with a different average
In content, as shown in Fig. 10. For ease of computation, we
varied the In fraction in 20 discrete steps across the well,
rather than in a continuous manner.
Figure 11 shows the band profiles corresponding to the
first four In profiles. While the well bottom becomes more
and more curved as the degree of the polynomial increases,
this is a mere detail compared to the feature which dominates
all the scenarios: the slope in the well due to the PZ field.
Thus the ground-state electron and hole energies and the
transition energies do not differ significantly between differ-
ent profiles.
Figure 12 shows the ground-state transition energy as a
function of applied bias, for each of the In profiles pictured.
The result is similar for all the profiles having the same av-
erage In content; the only one that is noticeably different is
the quadratic profile with the same limits as the linear profile,
but a smaller average In content. This shows that, while the
total In content is an important factor affecting the optical
properties, the manner in which it is distributed along the
growth axis is not important if the distribution is smooth we
are not discussing In segregation here; the spontaneous for-
FIG. 7. Typical ground-state transition energy as a function of applied re-
verse bias.mation of In-rich clusters may affect the optical properties.
o AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp
073522-9 Christmas, Andreev, and Faux J. Appl. Phys. 98, 073522 2005TABLE IV. Some published values of elastic and PZ constants, in approximate chronological order, for GaN and InN. Experimental results are marked e.
High and low values used in Table V are marked h and l. Where values of dij are published, the corresponding values of eij are calculated by using Eq.
30. The result depends what values of Cij are used; the one using the Vurgaftman and Meyer recommended values Ref. 11 are shown in bold type, and the
eijs calculated from extreme h and l values of Cij are shown in ordinary type. d denotes the value inferred from d33=−2d31 Ref. 43.
Reference
C11
GPa
C12
GPa
C13
GPa
C33
GPa
d31
pm/V
d33
pm/V
e31
C m−2
e33
C m−2
GaN 36 −0.22 0.43
44e 390±15h 145±20h 106±20 398±20h
45 396 144 100 392
46 369 94.2l 66.7l 397
47e 374 106 70 379
48e 377 160 114 209l
49e 365±2 135±4 114±16h 381±1
50 367 135 103 405
51e 370 145 110 390
18 350l 140 104 376 −0.32 0.63
−0.84h 0.28
43 −1.9 3.7 −0.62 1.1
−0.36 1.3h
52e 373 141 80.4 387
−0.68 0.24
25 and 26e −1.55 3.1 −0.50 0.91
−0.29 1.1
22 −0.42 0.57
53 83 415 −0.47 0.86
68 354 −0.37 0.67
27 −0.37 0.67
−0.62 0.20l
23 −1.4 2.7 −0.46 0.78
−0.27l 0.94
54 104 414
−0.42 0.15
34e −0.96±0.05 1.92±0.1d −0.31 0.56
−0.18 0.67
−0.71 0.23
11 390 145 106 398 −1.6 3.1 −0.53 0.89
−0.31 1.1
InN 45 271h 124h 94h 200l
46 243 71.9l 52.5l 263h
50 223l 115 92 224
22 −0.59 0.95
53 88 233 −0.56 1.09
70 205 −0.45 0.81l
−0.98h 0.86
23 −3.5 7.6 −0.48 1.1
−0.32l 1.6h
55e −0.90 0.66
thin film −3.12±0.10 6.24d −0.48 0.82
−0.33 1.3
−1.0 0.76
34e −3.6±0.5 7.2±1.0d −0.55 0.95
−0.38 1.5Downloaded 31 Mar 2009 to 131.227.178.132. Redistribution subject to AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp
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We have presented electromechanically coupled analytic
expressions for the strain and internal field in a quantum
well, incorporating spontaneous polarization. We have ex-
tended this to incorporate periodic boundary conditions in
multiple quantum wells. We find that electromechanical cou-
pling, when used instead of the uncoupled model, reduces
the internal field in In0.2Ga0.8N/GaN QWs by 2%. This is
small compared to the errors due to uncertainties in the val-
ues of stiffness and PZ constants. We have pointed out two
different interpolation routes for calculating the PZ tensor
elements eij of an alloy from the dij of the binaries. We favor
the “e-first” method, which gives a 10% lower internal field
than “e-last.” Using an effective-mass model, we have inves-
tigated the effect of the uncertainty in the PZ and elastic
constants on the internal field and ground-state optical tran-
sition in an InGaN/GaN quantum well, and found that the
range of published values gives rise to an uncertainty in the
internal field of more than ±20%, an uncertainty in blueshift
due to applied field of more than ±30%, and in ground-state
transition energy of less than ±6%. We find wide variation
among values of internal field and optical transition energy
TABLE IV
Reference
C11
GPa
C12
GPa
C13
GPa
C3
G
11 223 115 92 22
TABLE V. Effect of uncertainty in stiffness and PZ
ground-state optical transition energy at zero applied
In0.2Ga0.8N/GaN MQW with 3 nm wells and 10 nm b
or lowest published value and the results are compar
parameters Ref. 11 from Table I; the percentage diff
is shown.
Parameter
perturbed
Extreme
value
%
change
F
MV cm−1
none 2.98
C11GPa 350a −10 2.81
405b +4 3.05
C12GPa 94c −35 2.76
165b +14 3.07
C13GPa 66.7c −37 3.09
130d +23 −2.89
C33GPa 209e −47 2.88
418b +5 2.99
e31C m−2 −0.27f −49 2.29
−0.81g +54 3.75
e33C m−2 0.2f −78 2.50
1.3g +45 3.23
aReference 18.
bReference 44.
cReference 46.
dReference 49.
eReference 48.
fReference 23.
gReference 43.
Downloaded 31 Mar 2009 to 131.227.178.132. Redistribution subject tFIG. 8. Ground-state transition energy at zero applied bias Etr,0, as a func-
tion of well width, for various In fractions; using Vurgaftman and Meyer PZ
constants Ref. 11 from Table I solid lines and Shimada et al.18 dashed. Continued.
3
Pa
d31
pm/V
d33
pm/V
e31
C m−2
e33
C m−2
−0.98 0.86
4 −3.5 7.6 −0.48 1.1
−0.32 1.6tensor elements Cij and eij of GaN on internal field F,
bias Etr,0, and blueshift due to applied field Etr in an
arriers. One parameter at a time is perturbed to its highest
ed with those from Vurgaftman and Meyer recommended
erence between the recommended and perturbed scenarios
%
change
Etr,0
eV
%
change
Etr
meV
%
change
0 2.528 0 435 0
−6 2.563 +1 400 −8
+2 2.514 −0.6 450 +3
−7 2.573 +2 390 −10
+3 2.510 −0.07 455 +5
+4 2.539 +0.4 470 +8
−3 2.526 −0.1 410 −6
−3 2.463 −3 390 −10
+0.3 2.532 +0.2 440 +1
−23 2.666 +5 295 −32
+26 2.365 −6 600 +38
−16 2.625 +4 335 −23
+8 2.476 −2 490 +13o AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp
073522-11 Christmas, Andreev, and Faux J. Appl. Phys. 98, 073522 2005of InGaN/GaN devices in the literature, even when the de-
vices are ostensibly similar. This is due to wide variations in
growth conditions, defect density, and other factors. Our
simulations give values somewhere in the middle of the
range. The Shimada et al.18 PZ constants give the best fit to
literature values of internal field and blueshift, which sug-
gests that ab initio may be a better means than experiment to
find the PZ constants. Finally, we have shown that a QW
with a smooth In gradient in the growth direction has similar
optical properties to a well with the same average In content
distributed evenly along the growth axis.
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