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Abstract
We derive a system of moment-based dynamical equations that describe the 1+1d space-time
evolution of a cylindrically symmetric massive gas undergoing boost-invariant longitudinal expan-
sion. Extending previous work, we introduce an explicit degree of freedom associated with the
bulk pressure of the system. The resulting form generalizes the ellipsoidal one-particle distribution
function appropriate for massless particles to massive particles. Using this generalized form, we
obtain a system of partial differential equations that can be solved numerically. In order to assess
the performance of this scheme, we compare the resulting anisotropic hydrodynamics solutions
with the exact solution of the 0+1d Boltzmann equation in the relaxation time approximation.
We find that the inclusion of the bulk degree of freedom improves agreement between anisotropic
hydrodynamics and the exact solution for a massive gas.
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I. INTRODUCTION
The goal of ultrarelativistic heavy-ion collision experiments at the Relativistic Heavy
Ion Collider at Brookhaven National Laboratory (RHIC) and the Large Hadron Collider
(LHC) at CERN is to create a tiny volume of matter (∼ 100− 1000 fm3) that has been
heated to a temperature exceeding that necessary to create a quark-gluon plasma (QGP),
namely T >∼ 175 MeV. Early on it was shown that ideal relativistic hydrodynamics was able
to reproduce the soft collective flow of the QGP and hadronic spectra produced at RHIC
reasonably well [1–3]. Based on this, there was a concerted effort to develop a systematic
framework for describing the soft collective motion. This effort resulted in a number of
works dedicated to the development and application of relativistic viscous hydrodynamics
to relativistic heavy-ion collisions [4–30]. Part of the motivation for these developments was
a calculation within the framework of strongly-coupled N = 4 supersymmetric Yang Mills
theory which demonstrated that there exists a lower bound on the ratio of the shear viscosity
to entropy density [31]. This development implied that it was necessary to use viscous rather
than ideal relativistic hydrodynamics, sparking a tremendous amount of theoretical activity
on this front. This activity seems to have been worth it since comparisons of the resulting
viscous hydrodynamical models with experimental results show better agreement between
theory and experiment than obtained using simple ideal hydrodynamical models.
However, introducing finite shear viscosity into the relativistic hydrodynamics formalism
is not without complications. One complication is that, for finite shear viscosity to entropy
density ratio η¯ ≡ η/S, relativistic viscous hydrodynamical simulations predict rather sizable
pressure anisotropies in the local rest frame [32–34]. In practice, one finds that the trans-
verse pressure, PT , exceeds the longitudinal pressure, PL, with the difference being largest
at early times τ <∼ 2 fm/c. In addition, the size of the pressure anisotropies increases as one
approaches the transverse and longitudinal edges of the system where the particles are ap-
proximately free streaming. Faced with such potentially large momentum-space anisotropies
a formalism called anisotropic hydrodynamics (aHydro) was created [35–48]. The basic idea
behind this method is to take into account the largest corrections to the ideal fluid form
non-perturbatively by subsuming them into the argument of the leading-order one-particle
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distribution function
f(x, p) = fiso
(√
pµΞµν(x)pν
λ(x)
,
µ(x)
λ(x)
)
+ δf˜(x, p) . (1)
Above Ξµν is a symmetric second-rank tensor that measures the amount of momentum-space
anisotropy, λ is a temperature-like scale which can be identified with the true temperature
of the system only in the isotropic equilibrium limit, and µ(x) is the effective chemical
potential. The second term δf˜ collects corrections to the leading-order form and can be
treated perturbatively using a systematic expansion in (modified) Knudsen and Reynolds
numbers [44]. The symmetric tensor Ξµν can possess both diagonal and off-diagonal terms,
however, in practice one finds that the off-diagonal terms are small [49]. Therefore, a good
leading-order approximation might be to include only the large diagonal anisotropies in Ξµν .
This was the original spirit of anisotropic hydrodynamics; however, in the original aHydro
papers it was assumed that Ξµν = diag(1, 0, 0, ξ), where ξ was the spheroidal anisotropy
parameter [50], in order to create a tractable scheme to describe the evolution of the 0+1d
systems [35, 36]. For a system of massless particles, the spheroidal approximation was shown
to analytically reproduce both the small and large η¯ limits [35]. In addition, the spheroidal
form was shown to also reproduce second-order Israel-Stewart viscous hydrodynamics in the
small-ξ limit [35].
In order to make the formalism more general we would like to extend it to include finite
particle masses and ellipsoidal momentum-space anisotropies. For a system of massless par-
ticles that is cylindrically symmetric and boost-invariant, Tinti and Florkowski [46] recently
demonstrated how to obtain dynamical equations for the diagonal components of Ξµν using
the first and second moments of the Boltzmann equation. The resulting dynamical equa-
tions reproduce the exact solution to the 0+1d Boltzmann equation [48] for a massless gas
better than the original aHydro formulation, which used the zeroth and first moments of the
Boltzmann equation [51, 52]. In practice, however, Tinti and Florkowski simply disregarded
the equations resulting from the zeroth and ux-projected second moments of the Boltzmann
equation. This naturally leads one to ask (i) what is the correct procedure for selecting the
necessary dynamical equations if the system is overdetermined (apart from the requirement
that the equations reduce to second-order viscous hydrodynamics) and (ii) is it possible
to add an additional degree of freedom(s) so that the system is no longer overdetermined.
In addition, in a subsequent work Florkowski, Tinti, and two of the current authors made
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a naive extension of the ellipsoidal formalism to a massive gas [48]. The introduction of
finite mass breaks the conformality of the system allowing for finite bulk pressures in the
system. In Ref. [48] a careful comparison of aHydro to exact solutions of the massive 0+1d
Boltzmann equation in relaxation time approximation [53] showed that neither spheroidal
nor ellipsoidal aHydro were able to reproduce the early-time dynamics of the bulk pressure.
In this paper, we continue our consideration of aHydro applied to a massive gas in
the relaxation time approximation. We generalize the ellipsoidal formalism employed in
Refs. [46, 48] to include an explicit degree of freedom that can be associated with the bulk
pressure. This is done in a similar manner to standard viscous hydrodynamical treatments
where the viscous correction is decomposed into a traceless and traceful parts associated
with shear and bulk corrections, respectively; however, in our case this decomposition is
performed at the level of the Ξµν tensor. We derive the dynamical equations necessary to
describe a boost-invariant and cylindrically symmetric system of massive particles and then
specialize to the case of a transversally homogeneous system so that we can compare with
the exact solution of the 0+1d Boltzmann equation in the relaxation time approximation.
In the process we show that for m > 0 the uu-projection of the second moment of the
Boltzmann equation is identical to the zeroth moment equation. As a result, for a 0+1d
system the zeroth moment equation can be used to evolve the bulk degree of freedom and
the system. In the general case, the dynamical equations derived herein can be used to
describe both the transverse and longitudinal dynamics of a massive gas in the relaxation
time approximation.
The structure of the paper is as follows. In Sec. II we specify the setup and assumptions
used for the four-vector basis for the system and the distribution function ansatz. In Sec. III
we present expressions for the number density, energy density, transverse pressure, and
longitudinal pressure using an ellipsoidally deformed distribution which includes the bulk
degree of freedom. In Sec. IV we compute the zeroth, first, and second moments of the
Boltzmann equation for a boost-invariant cylindrically symmetric massive gas. In Sec. V
we present comparisons of numerical solution of the aHydro equations for a 0+1d massive
gas with the exact solution. In Sec. VI we present our conclusions and an outlook for the
future. In App. A we collect explicit expressions for and asymptotic expansions of the H
functions which appear in expressions for the bulk properties. In App. B we collect explicit
expressions for various derivatives and derivative-projections which appear in the equations
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of motion.
II. SETUP
We begin by specifying the basic setup necessary for treating a boost-invariant and cylin-
drically symmetric system allowing for an explicit bulk degree of freedom.
A. Vector Basis
A general tensor basis can be constructed by introducing four 4-vectors which in the local
rest frame (LRF) are
Xµ0,LRF ≡ uµLRF = (1, 0, 0, 0) ,
Xµ1,LRF ≡ xµLRF = (0, 1, 0, 0) ,
Xµ2,LRF ≡ yµLRF = (0, 0, 1, 0) ,
Xµ3,LRF ≡ zµLRF = (0, 0, 0, 1) . (2)
These 4-vectors are orthonormal in all frames. The vector Xµ0 is associated with the four-
velocity of the local rest frame and is conventionally called uµ. One can also identify Xµ1 =
xµ, Xµ2 = y
µ, and Xµ3 = z
µ as indicated above. We will use the two different labels for these
vectors interchangeably depending on convenience since the notation with numerical indices
allows for more compact expressions in many cases. Note that in the lab frame, the three
spacelike vectors Xµi can be written entirely in terms of X
µ
0 = u
µ. This is because Xµi can be
obtained by a sequence of Lorentz transformations/rotations applied to the local rest frame
expressions specified above.
We point out that one can express the metric tensor itself in terms of these 4-vectors as
gµν = Xµ0X
ν
0 −
∑
i
Xµi X
ν
i , (3)
where the sum extends over i = 1, 2, 3. In addition, the standard transverse projection
operator which is orthogonal to Xµ0 can be expressed in terms of the basis (2)
∆µν = gµν −Xµ0Xν0 = −
∑
i
Xµi X
ν
i , (4)
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from which finds uµ∆
µν = uν∆
µν = 0 as expected. We note that the spacelike components
of the tensor basis are eigenfunctions of this operator, i.e. Xiµ∆
µν = Xνi .
Following Ref. [46] we begin by considering a cylindrically symmetric system undergoing
boost-invariant expansion. In this case, one can parameterize the basis vectors as
u0 = cosh θ⊥ cosh η‖ ,
u1 = sinh θ⊥ cosφ ,
u2 = sinh θ⊥ sinφ ,
u3 = cosh θ⊥ sinh η‖ ,
x0 = sinh θ⊥ cosh η‖ ,
x1 = cosh θ⊥ cosφ ,
x2 = cosh θ⊥ sinφ ,
x3 = sinh θ⊥ sinh η‖ ,
y0 = 0 ,
y1 = − sinφ ,
y2 = cosφ ,
y3 = 0 ,
z0 = sinh η‖ ,
z1 = 0 ,
z2 = 0 ,
z3 = cosh η‖ .
(5)
For future use, it is convenient to introduce the expansion tensor
θµν ≡ ∆µα∆νβ ∂(αuβ) , (6)
where the parentheses indicate the symmetric part, i.e. A(αβ) = (Aαβ + Aβα)/2. For a
boost-invariant cylindrically symmetric system one can decompose the expansion tensor as
[40, 46]
θµν = θxx
µxν + θyy
µyν + θzz
µzν , (7)
where, using the explicit forms of the basis vectors (5), one finds
θx = −∂θ⊥
∂r
cosh θ⊥ − ∂θ⊥
∂τ
sinh θ⊥ , (8)
θy = −sinh θ⊥
r
, (9)
θz = −cosh θ⊥
r
. (10)
Finally, we note that the expansion scalar θ = ∆µνθµν = ∂µu
µ obeys
θ = −θx − θy − θz . (11)
We list some additional properties such as the derivatives of the basis vectors in App. B.
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B. Ellipsoidal form including bulk pressure degree of freedom
We start by introducing the anisotropy tensor
Ξµν = uµuν + ξµν −∆µνΦ , (12)
where uµ is the four-velocity associated with the local rest frame, ξµν is a symmetric and
traceless tensor, and Φ is the bulk degree of freedom. The quantities uµ, ξµν , and Φ are
understood to be functions of space and time and obey
uµuµ = 1 , (13)
ξµµ = 0 , (14)
∆µµ = 3 , (15)
uµξ
µν = uµ∆
µν = 0 , (16)
and as a result
Ξµµ = 1− 3Φ . (17)
The anisotropic one-particle distribution function can be constructed using Ξµν as
f(x, p) = fiso
(
1
λ
√
pµΞµνpν
)
, (18)
where λ has dimensions of energy and can be identified with the temperature only in the
isotropic equilibrium limit (ξµν = 0 and Φ = 0).1 We note that in practice fiso need not be
a thermal equilibrium distribution. However, unless one expects there to be a non-thermal
fixed point at late times, it is appropriate to take fiso to be a thermal equilibrium distribution
function of the form
fiso(x) = feq(x) =
(
ex + a
)−1
, (19)
where a = ±1 gives Fermi-Dirac or Bose-Einstein statistics, respectively, and a = 0 gives
Boltzmann statistics. In the results section we will consider a Boltzmann distribution specif-
ically, but in the interim we will not specify a particular form for fiso.
1 Herein we assume that the chemical potential is zero.
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C. Dynamical Variables
At leading order in anisotropic hydrodynamics one assumes that ξµν = diag(0, ξ) with
ξ ≡ (ξx, ξy, ξz) which satisfy ξx + ξy + ξz = 0 due the tracelessness of ξµν . In this case,
expanding the argument of the square root appearing on the right-hand side of Eq. (18) in
the local rest frame gives
f(x, p) = fiso
(
1
λ
√
pµΞµνpν
)
= fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
, (20)
where i ∈ {x, y, z} and we have introduced the scale parameters
αi ≡ (1 + ξi + Φ)−1/2 . (21)
In the limit that ξi = Φ = 0, αi = 1 and one has pµΞ
µνpν = (p · u)2 = E2. In practice, we
will use the variables αi as the dynamical parameters and then convert, after the fact, back
to the ξi and Φ when necessary. In order for the quantity under the square root in (20) to
be positive for all possible momenta it suffices that
ξi ≥ −1− Φ . (22)
Since ξz = −ξx − ξy this implies that
ξx + ξy ≤ 1 + Φ . (23)
We note here that when one numerically solves the resulting dynamical equations, the con-
straints above are automatically satisfied by the dynamics. We also mention that, using
Eq. (21) and the tracelessness of the ξµν tensor, one has
Φ =
1
3
∑
i
α−2i − 1 . (24)
D. Spheroidal form
We note that, for a transversally homogeneous system, one can further simplify the
distribution function by using ξx = ξy ≡ ξ⊥ = −ξz/2 and transforming to spheroidal form;
however, it is frequently more convenient to perform this simplification at the end of the
calculation. In practice, therefore, we will use the general ellipsoidal form (20) for the
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remainder of the paper. That being said, when making connection to past works, the
spheroidal form is still useful. In the spheroidal case, one can parameterize the distribution
function as
f(x, p) = fiso
(
1
Λ
√
p2⊥ + (1 + ξ)p2z + (1 + Φ˜)m2
)
. (25)
Matching this to ellipsoidal form and using αx = αy gives three equations
1 + ξ =
α2x
α2z
=
1 + ξz + Φ
1− ξz/2 + Φ ,
Λ = αxλ =
λ√
1− ξz/2 + Φ
,
1 + Φ˜ = α2x =
1
1− ξz/2 + Φ , (26)
from which one can obtain the following relations
ξz =
2ξ
3(1 + Φ˜)
,
Φ =
ξ − 3Φ˜
3(1 + Φ˜)
,
λ =
Λ√
1 + Φ˜
. (27)
Note that in the limit Φ → 0 one obtains Φ˜ = ξ/3 and in the limit Φ˜ → 0 one obtains
Φ = ξ/3.
III. BULK VARIABLES
We now turn to the calculation of the bulk variables: number density, energy density,
and the spacelike diagonal components of T µν (pressures). These can be straightforwardly
computed using the distribution function presented in the previous section. For all quantities
we write the invariant momentum-space integration measure as
dP =
d3p
(2pi)3
1
E
. (28)
In what follows, we will present general formulae and then specialize to the case of a Boltz-
mann distribution at the end. With this in mind, we note that for a massive Boltzmann
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distribution, the isotropic equilibrium bulk variables are
neq(T,m) = 4piN˜T
3 mˆ2eqK2 (mˆeq) , (29)
Seq(T,m) = 4piN˜T 3 mˆ2eq
[
4K2 (mˆeq) + mˆeqK1 (mˆeq)
]
, (30)
Eeq(T,m) = 4piN˜T 4 mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
, (31)
Peq(T,m) = neq(T,m)T , (32)
where mˆeq = m/T and N˜ = Ndof/(2pi)
3 with Ndof being the number of degrees of freedom.
A. Number Density
Using (20), the number density is
n(ξ,Φ,m) = Ndof
∫
dPE fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
= αniso(λ,m) , (33)
where the sum over i includes i ∈ {1, 2, 3} = {x, y, z} and, for later convenience we have
defined
α ≡
∏
i
αi . (34)
Note that if fiso is a Boltzmann distribution, then niso(λ,m) = neq(λ,m) with neq(λ,m)
specified by Eq. (29).
B. Energy Density
The energy density is given by
E = Ndof
∫
dPE2 fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
= N˜
∫
d3p
√
p2 +m2 fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
. (35)
Changing variables to pˆi = pi/(λαi) and transforming to spherical coordinates one obtains
E = H3(ξ,Φ, mˆ)λ4 , (36)
where the H3 function appearing above is defined in Eq. (A1) and mˆ ≡ m/λ.
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For a transversally homogeneous system one has αx = αy. In this case, one has alterna-
tively
E = H˜3(ξ,Φ, mˆ)λ4 , (37)
with H˜3 defined in Eq. (A3).
C. Transverse Pressure
The transverse pressure is given by
PT = Ndof
2
∫
dP (p2x + p
2
y) fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
=
N˜
2
∫
d3p
p2x + p
2
y√
p2 +m2
fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
. (38)
Again changing variables to pˆi = pi/(λαi) and transforming to spherical coordinates one
obtains
PT = H3T (ξ,Φ, mˆ)λ4 , (39)
where theH3T function appearing above is defined in Eq. (A6). When the system is transver-
sally homogeneous one obtains
PT = H˜3T (ξ,Φ, mˆ)λ4 , (40)
where the H˜3T function appearing above is defined in Eq. (A8).
D. Longitudinal Pressure
The longitudinal pressure is given by
PL = Ndof
∫
dP p2z fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
= N˜
∫
d3p
p2z√
p2 +m2
fiso
(
1
λ
√∑
i
p2i
α2i
+m2
)
. (41)
Again changing variables to pˆi = pi/(λαi) and transforming to spherical coordinates one
obtains
PL = H3L(ξ,Φ, mˆ)λ4 , (42)
11
where the H3L function appearing above is defined in Eq. (A11). When the system is
transversally homogeneous one obtains
PL = H˜3L(ξ,Φ, mˆ)λ4 , (43)
where the H˜3L function appearing above is defined in Eq. (A13).
IV. MOMENTS OF THE BOLTZMANN EQUATION
To obtain the necessary equations of motion, we take moments of the Boltzmann equation
in the relaxation time approximation
pµ∂µf =
1
τeq
(fiso − f) , (44)
where fiso is the late-time isotropic equilibrium fixed point and τeq is the relaxation time
which herein we assume to be constant. In the subsections below, we compute the zeroth,
first, and second moments of Eq. (44) for a boost-invariant cylindrically symmetric system.
At the end of each subsection, we specify the simpler equation that results if the system is,
in addition, transversally homogeneous. Finally, for each moment we simplify to the case
that the underlying isotropic distribution function is given by a Boltzmann distribution.
A. Zeroth Moment
Computing the zeroth moment of Eq. (44) gives
Dn+ nθ =
1
τeq
(niso − n) . (45)
For one-dimensional transversally homogeneous expansion one has D = ∂τ and θ = 1/τ
giving
∂τn+
n
τ
=
1
τeq
(niso − n) , (46)
which upon using (33) becomes
∂τ logα
2
xαz + (∂λ log niso)∂τλ+
1
τ
=
1
τeq
[
1
α2xαz
niso(T,m)
niso(λ,m)
− 1
]
. (47)
Finally, specializing to the case that fiso is a Boltzmann distribution one obtains
∂τ logα
2
xαz +
[
3 + mˆ
K1(mˆ)
K2(mˆ)
]
∂τ log λ+
1
τ
=
1
τeq
[
1
α2xαz
T
λ
K2(mˆeq)
K2(mˆ)
− 1
]
. (48)
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B. First Moment
The first moment of Eq. (44) gives energy-momentum conservation
∂µT
µν = 0 . (49)
The vanishing of the right hand side in (49) results in the dynamical Landau matching
condition
uµT
µν = uµT
µν
eq . (50)
Here T µνeq is the equilibrium energy-momentum tensor
T µνeq = (Eeq + Peq)uµuν − Peqgµν , (51)
where Eeq and Peq are given by Eqs. (31) and (32), respectively, in the case of Boltzmann
statistics. We will return to the issue of dynamical Landau matching shortly and present
the nonlinear equation which must be solved in order to enforce this constraint.
For a boost-invariant and cylindrically symmetric system the energy-momentum tensor
T µν has the general structure
T µν = Euµuν + Pxxµxν + Pyyµyν + Pzzµzν . (52)
The resulting dynamical equations in this case are [46]
DE + Eθ =
∑
i
Piθi , (53)
DxPx + Px(∂µxµ) = E(xµDuµ) + Py(xµDyyµ) + Pz(xµDzzµ) , (54)
where D = uµ∂µ, θ = ∂µu
µ, and Di = X
µ
i ∂µ.
For a transversally homogeneous system one can take αx = αy and the energy-momentum
tensor T µν has a somewhat simpler structure
T µν = (E + PT )uµuν − PTgµν + (PL − PT ) zµzν . (55)
Further assuming boost-invariance, the equations of motion reduce to
∂τE = −E + PL
τ
. (56)
Using Eqs. (37) and (43) this becomes explicitly
∂τ
[
H˜3(ξ,Φ, mˆ)λ4
]
= −λ
4
τ
[
H˜3(ξ,Φ, mˆ) + H˜3L(ξ,Φ, mˆ)
]
. (57)
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Expanding the left hand side one obtains
∂τ
(
H˜3 λ4
)
= λ4
[
(∂αxH˜3) ∂ταx + (∂αzH˜3) ∂ταz + (∂λH˜3) ∂τλ+ 4H˜3∂τ log λ
]
. (58)
To evaluate the necessary derivatives one can use the following identities
∂H2(y, z)
∂y
=
1
y
[
H2(y, z) +H2L(y, z)
]
,
∂H2(y, z)
∂z
=
1
z
[
H2(y, z)−H2L(y, z)−H2T (y, z)
]
, (59)
which can be used to show that
∂H˜3
∂αx
=
2
αx
(
H˜3 + H˜3T
)
≡ 2
αx
Ω˜T ,
∂H˜3
∂αz
=
1
αz
(
H˜3 + H˜3L
)
≡ 1
αz
Ω˜L ,
∂H˜3
∂mˆ
=
1
mˆ
(
H˜3 − H˜3L − 2H˜3T − H˜3m
)
≡ 1
mˆ
Ω˜m , (60)
where the H˜ functions above are understood to be evaluated at (ξ,Φ, mˆ) and H˜3m is defined
in Eq. (A16). The final result for the first moment equation is quite compact when written
in terms of the special functions introduced above(
4H˜3 − Ω˜m
)
∂τ log λ+ Ω˜T∂τ logα
2
x + Ω˜L∂τ logαz = −
1
τ
Ω˜L . (61)
C. Second Moment
Computing the second moment of Eq. (44) one finds
∂λΘ
λµν =
1
τeq
(
uλΘ
λµν
eq − uλΘλµν
)
, (62)
where
Θµνλ = Ndof
∫
dP pµpνpλf , (63)
Θµνλeq = Ndof
∫
dP pµpνpλfeq . (64)
For distribution functions of the form specified in Eq. (20), the only non-vanishing terms in
(63) and (64) are those that have an even number of each spatial index. In covariant form
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they read
Θ = Θu [u⊗ u⊗ u]
+ Θx [u⊗ x⊗ x+ x⊗ u⊗ x+ x⊗ x⊗ u]
+ Θy [u⊗ y ⊗ y + y ⊗ u⊗ y + y ⊗ y ⊗ u]
+ Θz [u⊗ z ⊗ z + z ⊗ u⊗ z + z ⊗ z ⊗ u] . (65)
The equilibrium tensor has the same decomposition but, due to the rotational invariance of
the local equilibrium state, one has Θiso = Θx = Θy = Θz.
Evaluating the necessary integrals using the distribution function (20), one finds
Θu =
(∑
i
α2i
)
αΘiso(λ,m) + αm
2niso(λ,m) , (66)
and
Θi = αα
2
i Θiso(λ,m) , (67)
with
Θiso(λ,m) ≡ 4piN˜λ
5
3
∫ ∞
0
dpˆ pˆ4fiso
(√
pˆ2 + mˆ2
)
, (68)
which for Boltzmann statistics becomes
Θiso(λ,m) = Θeq = 4piN˜λ
5mˆ3K3(mˆ) . (69)
Note that, in general, one has
Θu −
∑
i
Θi = αm
2niso(λ,m) , (70)
and in the limit limm→0 Θu =
∑
i Θi.
1. Dynamical Equations
We begin by considering the left hand side of (62). Using the tensor decomposition (65)
one obtains
∂λΘ
λµν = uµuνDΘu + Θu
[
uµuνθ + 2u(νDuµ)
]
+xµxνDΘx + 2u
(µxν)DxΘx
+Θx
[
xµxνθ + 2x(νDxµ)
]
+2Θx
[
u(µxν)∂αx
α + x(νDxu
µ) + u(µDxx
ν)
]
+(x→ y) + (x→ z) , (71)
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where, as before, D = uµ∂µ, θ = ∂µu
µ, and Di = X
µ
i ∂µ.
2. uu projection
Projecting the left hand side of (71) with uµuν we obtain
uµuν∂λΘ
λµν = DΘu + θΘu − 2
∑
i
Θiθi , (72)
where we have used uµDu
µ = D(uµu
µ)/2 = 0 and defined θi ≡ −uµDiXµi . Setting this equal
to the right hand side of (62) we obtain
DΘu + θΘu − 2
∑
i
Θiθi =
1
τeq
(Θu,eq −Θu) . (73)
3. ux projection
Projecting the left hand side of of (71) with uµxν we obtain
uµxν∂λΘ
λµν = Θu(xνDu
ν)−DxΘx −Θx(uµDxµ)−Θx(∂µxµ)
+Θy(xνDyy
ν) + Θz(xνDzz
ν) , (74)
which gives
(Θu + 2Θx)Dθ⊥ +DxΘx =
cosh θ⊥
r
(Θy −Θx) + sinh θ⊥
τ
(Θz −Θx) . (75)
4. xx, yy, and zz projections
Projecting the left hand side of (71) with xµxν we obtain
xµxν∂λΘ
λµν = DΘx + Θxθ − 2Θx(xµDxuµ) , (76)
so that the xx equation becomes
DΘx + Θx(θ − 2θx) = 1
τeq
(Θeq −Θx) . (77)
Likewise
yµyν∂λΘ
λµν = DΘy + Θy(θ − 2θy) = 1
τeq
(Θeq −Θy) , (78)
and
zµzν∂λΘ
λµν = DΘz + Θz(θ − 2θz) = 1
τeq
(Θeq −Θz) . (79)
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5. uy, uz, xy, xz, and yz projections
Projecting the left hand side of (71) with uµyν we obtain
DyΘy = 0 , (80)
which, upon using Eq. (B1), gives ∂φΘy = 0 which is trivially satisfied due to the assumed
cylindrical symmetry. Likewise, the uz-projection gives
DzΘz = 0 , (81)
which, upon using Eq. (B1), gives ∂η‖Θz = 0 which is trivially satisfied due to boost invari-
ance. The remaining off-diagonal spacelike projections (xy, xz, and yz) can also be shown
to be trivially satisfied.
6. Final second moment equations
Summarizing, for a boost-invariant cylindrically symmetric system one obtains the fol-
lowing (non-trivial) dynamical equations from the second moment [46]2
DΘu + θΘu − 2
∑
i
Θiθi =
1
τeq
(Θu,eq −Θu) , (82)
(Θu + 2Θx)Dθ⊥ +DxΘx =
cosh θ⊥
r
(Θy −Θx) + sinh θ⊥
τ
(Θz −Θx) , (83)
DΘi + Θi(θ − 2θi) = 1
τeq
(Θeq −Θi) , (84)
where i ∈ {x, y, z}.
For the case of boost-invariant cylindrically symmetric expansion, there are five equations
coming from the second moment which, when combined with the zeroth and first moment
equations, gives eight equations for five unknowns (ξx, ξz, Φ, λ, and θ⊥). However, two of
these equations are related. To see this, consider the Θu equation (82). Using Eq. (70) in
(82) and then substituting the equations of motion for Θi (84) one finds
m2
[
Dn+ nθ
]
= m2
[
1
τeq
(niso − n)
]
. (85)
2 There appears to be a typo in the analog of (83) in Ref. [46].
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For massless systems this is satisfied trivially, however, if m is finite, one has
Dn+ nθ =
1
τeq
(niso − n) , (86)
which is precisely the zeroth moment equation obtained previously (45). Since the second
moment equation for Θu is identical to the zeroth moment equation, this leaves us with
seven equations for five unknowns. As demonstrated by Tinti and Florkowski [46], the three
equations for Θi (84) can be reduced to two equations since the third is guaranteed if the
other two are satisfied. This leaves us with six equations for five unknowns. To proceed, one
can follow the suggestion of Tinti and Florkowski, which is to disregard the ux-projection
equation (83). If one follows this prescription, we then have the same number of equations
as unknowns, namely five. We will return to this issue in the conclusions.
The situation is somewhat simpler for a 0+1d massive gas and the system of equations
closes without having to make such choices. Using the four vectors specified in Sec. II A we
can now specialize to the case of boost-invariant transversally homogeneous expansion for
which one has: θ⊥ = 0, θ = 1/τ , θx = 0, θy = 0, and θz = −1/τ . In this case Eq. (83) is
trivially satisfied, eliminating it as a dynamical equation, and Eq. (84) can be evaluated for
any i. For example, assuming Boltzmann statistics, the “raw” Θx equation is
3[
5 + mˆ
K2(mˆ)
K3(mˆ)
]
∂τ log λ+ 4∂τ logαx + ∂τ logαz +
1
τ
=
1
τeq
(
Θeq
Θx
− 1
)
, (87)
with a similar result for Θz. To simplify things further, we follow [46] and subtract one
third of the sum of the Θi equations from each of the Θi equations.
4 When this is done, the
equations obtained with i = x, y, z can be shown to be equivalent. As a consequence, the
final second moment equation necessary to describe the 0+1d evolution is
∂τ log
(
αx
αz
)
− 1
τ
+
3
4τeq
ξz
α2xαz
(
T
λ
)2
K3(mˆeq)
K3(mˆ)
= 0 . (88)
where ξz =
2
3
(α−2z − α−2x ).
D. 0+1d Dynamical Equations
Our final set of three dynamical equations which describe the evolution of a massive 0+1d
system including the effect of bulk viscous pressure are given by Eqs. (48), (61), and (88).
3 The Θy equation is the same for a transversally homogeneous system by symmetry.
4 Following Ref. [46] we also discard the equation implied by the sum of the Θi equations.
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We collect them together here
∂τ logα
2
xαz +
[
3 + mˆ
K1(mˆ)
K2(mˆ)
]
∂τ log λ+
1
τ
=
1
τeq
[
1
α2xαz
T
λ
K2(mˆeq)
K2(mˆ)
− 1
]
, (89)(
4H˜3 − Ω˜m
)
∂τ log λ+ Ω˜T∂τ logα
2
x + Ω˜L∂τ logαz = −
1
τ
Ω˜L , (90)
∂τ log
(
αx
αz
)
− 1
τ
+
3
4τeq
ξz
α2xαz
(
T
λ
)2
K3(mˆeq)
K3(mˆ)
= 0 , (91)
where we have specialized to the case that the underlying isotropic distribution function
is a Boltzmann distribution. These three equations can be used to evolve ξz, Φ, and λ in
proper-time (or alternatively αx, αz, and λ). The catch, however, is that these equations
involve the effective temperature T . For this purpose, one can use Eq. (50) to determine
T in terms of the underlying microscopic parameters in the distribution function at any
moment in time. This results in the constraint equation
H˜3λ4 = 4piN˜T 4mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]
. (92)
We note that instead of using a root solver to enforce (92), it is possible to transform
(92) into a differential equation by taking a derivative with respect to τ on the left and
right hand sides [43]. Since the left hand side then simply becomes the left hand side of the
energy conservation equation, we can use (90) to simplify the result giving
∂τ
{
4piN˜T 4mˆ2eq
[
3K2 (mˆeq) + mˆeqK1 (mˆeq)
]}
= −1
τ
Ω˜Lλ
4, (93)
which simplifies to
∂τ log T = −1
τ
λ4
T 4
Ω˜L
Ω˜eq
, (94)
where
Ω˜eq ≡ 4piN˜mˆ2eq
[
12K2(mˆeq) + 5mˆeqK1(mˆeq) + mˆ
2
eqK0(mˆeq)
]
. (95)
If one uses this method, one needs to ensure that Eq. (92) is satisfied at τ = τ0 and then one
can evolve the constraint equation (94) along with Eqs. (89), (90), and (91) as an additional
dynamical equation. We will use both methods to check our numerical results, but will
primarily use the root-finding method since, in practice, it is slightly more numerically
efficient for the case at hand.
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FIG. 1: (Color online) Proper-time evolution of PL/PT . The three lines correspond to the exact
solution of the Boltzmann equation [53] (black solid line), the full aHydro equations including the
bulk degree of freedom (red dashed line), and the aHydro equations with the ellipsoidal bulk degree
of freedom set to zero (blue dot-dashed line). For both panels we used m = 1 GeV, τ0 = 0.5 fm/c,
τeq = 0.5 fm/c, and T0 = 600 MeV. In the top panel we fixed the initial spheroidal anisotropy
parameter ξ0 = 0 and in the bottom panel we chose ξ0 = 100.
V. NUMERICAL RESULTS
We now compare the evolution predicted by Eqs. (89), (90), and (91) with the exact
solution of the massive Boltzmann equation recently obtained in Ref. [53]. Instead of evolving
the anisotropy parameter ξz and bulk parameter Φ we instead evolve αx and αz numerically.
We fix the initial conditions for α0x, α
0
z, and T0 = 600 MeV at τ0 = 0.5 fm/c and fix λ0 using
Eq. (92). We then use Eqs. (89), (90), and (91) to evolve αx, αy, and λ. At each step of the
numerical integration we use Eq. (92) to self-consistently determine the effective temperature
T which appears in the equations of motion or, alternatively, evolve the temperature using
Eq. (94).
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FIG. 2: (Color online) Proper-time evolution of the bulk pressure. Parameters and descriptions
are the same as in Fig. 1.
In Figs. 1 and 2 we plot the proper-time evolution of PL/PT and the bulk pressure Πζ ,
respectively. The bulk pressure is computed via
Πζ(τ) =
1
3
[PL(τ) + 2PT (τ)− 3Peq(τ)] , (96)
where Peq is the equilibrium pressure evaluated at the effective temperature T (τ). In both
figures the three lines correspond to the exact solution of the Boltzmann equation [53] (black
solid line), the full aHydro equations including the bulk degree of freedom (red dashed line),
and the aHydro equations with the spheroidal bulk degree of freedom (Φ˜) set to zero at
all times (blue dot-dashed line). For both panels we used m = 1 GeV and τeq = 0.5 fm/c.
In the top panels we fixed the initial spheroidal anisotropy parameter ξ0 = 0 and in the
bottom panels we chose ξ0 = 100. For the bulk initial condition we take Φ˜0 = 0 since this is
consistent with the spheroidal initial condition assumed in the exact solution.
Considering first Fig. 2, we see that allowing for the bulk degree of freedom significantly
improves agreement between aHydro and the exact solution. The equations derived by us
previously [48] correspond to the assumption that Φ˜ = 0 at all proper times. As we can
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FIG. 3: (Color online) Proper-time evolution of PL/PT . Parameters and descriptions are the same
as in Fig. 1 except here we take m = 300 MeV.
see from this figure, if this assumption is made (blue dot-dashed line) the agreement with
the exact solution is quite poor. Alternatively, one could assume that the ellipsoidal bulk
parameter Φ = 0 at all times. We do not show this case, because it is vastly inferior and
does not even reproduce the late-time dynamics of the system. Turning our attention to
Fig. 1, we see from the top panel that for a system which is initially isotropic, the different
prescriptions seem to give nearly identical results for PL/PT . However, if the initial pressure
anisotropy is large (bottom panel), then solution of the full aHydro equations including the
bulk degree of freedom seems to be further away from the exact solution. It seems that,
within the framework advocated here, it not possible to improve the agreement with the
exact solutions for the bulk pressure without causing some discrepancy in the pressure
anisotropy. Since the number of parameters we used to describe the system is quite small,
this may not be surprising, but it is still worrisome that we do not see uniform convergence
towards the exact result in all bulk observables.
We now consider a somewhat lower mass as an additional check of the performance of
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FIG. 4: (Color online) Proper-time evolution of the bulk pressure. Parameters and descriptions
are the same as in Fig. 3.
the aHydro equations obtained herein. In Figs. 3 and 4 we plot the proper-time evolution
of PL/PT and the bulk pressure Πζ , respectively. The parameters and descriptions are the
same as Figs. 1 and 2, except for these figures we take m = 300 MeV. These figures once
again show that including the bulk degree of freedom improves agreement between aHydro
and the exact solution for the bulk pressure; however, including the bulk degree of freedom
seems to cause a somewhat poorer agreement with the pressure anisotropy when the system
has a large initial momentum-space anisotropy.
As our final numerical result, in Fig. 5 we plot the bulk pressure (96) as a function of
proper time for different assumed particle masses ranging from m = 300 MeV down to
m = 50 MeV. Except for the masses, the parameters, descriptions, and initial conditions
are the same as in the preceding figures. As we can see from the top panel of Fig. 5, as
one lowers the mass, the bulk pressure goes to zero as it should. From the bottom panel we
learn that there is very little dependence of the pressure anisotropy on the assumed mass of
the particles.
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VI. CONCLUSIONS AND OUTLOOK
In this paper we have extended the treatment of Tinti and Florkowski [46] to include
an explicit bulk degree of freedom. This was done by introducing a general form for the
anisotropy tensor Ξµν and then decomposing it into components parallel to and orthogonal
to the fluid four-velocity. We then further decomposed the orthogonal piece into traceless
and traceful components analogously to how the viscous tensor is decomposed in standard
relativistic viscous hydrodynamics. Using this as a starting point, we then derived explicit
expressions for the number density, energy density, and pressures for a massive anisotropic
gas. We then proceeded to take moments of the Boltzmann equation in the relaxation time
approximation. Restricting ourselves to boost-invariant and cylindrically symmetric systems
we obtained the full set of dynamical equations necessary to evolve the effective temperature,
momentum-space anisotropies, and the bulk degree of freedom.
In order to test the efficacy of the approach, we then considered a transversally homoge-
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neous system which reduces the system to 0+1d. For such a boost-invariant and transversally
homogeneous system of massive particles it is possible to solve the relaxation time approxi-
mation Boltzmann equation exactly [53]. Our comparisons of aHydro with the exact solution
showed that adding the bulk degree of freedom improves agreement between aHydro and
the exact results for the bulk pressure. However, including this degree of freedom seems to
cause some small early-time discrepancy with the pressure anisotropy evolution when the
system is assumed to have a large initial momentum-space anisotropy.
On the formal side, an important result of this work concerns the question of how to
select which moments of the Boltzmann equation to use for the evolution of the microscopic
parameters. Even in the case of a 0+1d system, with the addition of the bulk degree of free-
dom, it is not obvious a priori which moment, either zeroth moment or the uu-projection
of the second moment, should be used as the additional equation of motion. We demon-
strated herein that in general, for a system of massive particles, the zeroth moment and
uu-projections of the second moment of the Boltzmann equation give the same dynamical
equation. As a consequence, there is less ambiguity about how to proceed in the case of
a 0+1d system. If one considers a 1+1d boost-invariant cylindrically symmetric system
there are two more equation than the number of unknowns. The prescription of Tinti and
Florkowski was to disregard the equation generated by the ux-projection of the second mo-
ment and the sum of the Θi equations, which seems to work in practice; however, it would
be nice to have a more firm physics justification for this procedure. To us, the mismatch in
number of equations and parameters suggests that for a 1+1d system one can introduce an
additional parameter in the ansatz for the one-particle distribution; however, it is unclear
at this moment in time what additional physics parameters are required/well-motivated.
Looking forward, despite the progress reported here, there are still important open ques-
tions to be addressed. The first and foremost question in our minds concerns the massless
limit of the equations obtained herein. In this limit the bulk degree of freedom should be
irrelevant, which is evidenced by our numerical results (in that the bulk pressure goes to zero
negating the need for this degree of freedom). However, in terms of the microscopic param-
eters ξi and Φ it is not obvious to us at this moment that the system of equations obtained
herein reduces smoothly to the system of equations obtained by Tinti and Florkowski. It
is straightforward to show that the first and second moment equations become the same as
those obtained by Tinti and Florkowski, however, the zeroth moment equation remains part
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of the system of equations even in the massless limit and one then has an overdetermined
system. In their approach Tinti and Florkowski disregarded the zeroth moment equation,
so it is not clear to us how our equations and theirs can be smoothly connected.
Another important open question raised by this work concerns how to simultaneously
improve the description of the pressure anisotropy and bulk pressure. In order to get better
agreement with the exact solutions for the pressure anisotropy and bulk pressure, particularly
at early times, it seems that one needs to account for non-ellipsoidal components of the one-
particle distribution function. This can be done using methods similar to Ref. [44]; however,
the anisotropic background would now be much more complicated. It may be more efficient
in the end to linearize around the spheroidal background and include the ellipsoidal and
bulk corrections perturbatively since in this case many of the integrals (analogs of the H3
functions used herein) can be evaluated analytically.
Finally, we note that in this work we have considered a system of particles with fixed
masses which means that the equation of state is fixed. Looking forward, within the ki-
netic approach one would like to have a way to implement a realistic equation of state
that can reasonably reproduce the lattice equation of state. One possibility is to use a
quasiparticle approach as proposed by Romatschke [54]. It has been shown recently that
quasiparticle-inspired HTLpt resummations of the QCD equation of state do a very good job
in reproducing lattice data for the equation of state down to temperatures on the order of 200
- 300 MeV [55–58]. At low temperatures, massive hadron resonance gas approaches seem to
work well [59, 60]. In the approach advocated by Romatschke, one uses a phenomenological
quasiparticle model with a simple temperature-dependent (scalar) mass which is fitted to re-
quire that the lattice equation of state is reproduced. One complication, however, is that by
making the mass temperature-dependent, one violates thermodynamic consistency which re-
quires the introduction of an additional scalar contribution to the energy-momentum tensor
which can be used to enforce thermodynamic consistency. This will modify the dynamical
equations presented here since there will be terms coming from the spacetime variation of
this additional scalar term entering the first moment of the Boltzmann equation in addition
to terms coming from the spacetime variation of the mass itself. We leave this, and the
other open questions mentioned above, for future work.
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Appendix A: The H functions
In this appendix we collect expressions and limiting cases for the various H functions
that appear in the expressions for the energy density, pressures, and dynamical equations.
In each subsection we present the general form, the spheroidal form, and near-isotropy
(αi ∼ 1) expressions in both the small- and large-mˆ limits.
1. Energy Density Integrals: H3 and H˜3
When computing the energy density using Eq. (35) one obtains the following integral
that, for general values of the parameters, must be computed numerically
H3(ξ,Φ, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (A1)
with α2⊥ ≡ α2x cos2 φ+ α2y sin2 φ, mˆ ≡ m/λ, pˆ = |pˆ|, and
H2(y, z) ≡ y
∫ 1
−1
d(cos θ)
√
y2 cos2 θ + sin2 θ + z2
=
y√
y2 − 1
(
(1 + z2) tanh−1
√
y2 − 1
y2 + z2
+
√
(y2 + z2)(y2 − 1)
)
. (A2)
For a transversally homogeneous system one has αx = αy such that α⊥ = αx and we obtain
H˜3(ξ,Φ, mˆ) ≡ 2piN˜α4x
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2
(
αz
αx
,
mˆ
αxpˆ
)
. (A3)
If the system is approximately isotropic (αi ' 1) one can compute the integrals above
analytically in a systematic expansion in δi ≡ αi − 1, however, beyond leading order in this
expansion yields rather complex expressions involving generalized hypergeometric functions.
These expressions simplify considerably in the limits of either small or large mˆ. The limit
of small mˆ is relevant to understanding the early-time dynamics and the limit of large mˆ is
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relevant to the understanding of the late-time dynamics. Taking δi ∼  and expanding to
order  in the small-mˆ limit one obtains
lim
mˆ→0
lim
αi→1
H3 ' 2piN˜
[
4
(
4
∑
i
αi − 9
)
−
(
2
∑
i
αi − 5
)
mˆ2
]
, (A4)
and in the large-mˆ limit one obtains
lim
mˆ→∞
lim
αi→1
H3 ' (2pi)3/2N˜mˆ5/2e−mˆ
(∑
i
αi − 2
)
, (A5)
where in both cases we have assumed fiso is a Boltzmann distribution.
2. Transverse Pressure Integrals: H3T and H˜3T
When computing the transverse pressure using Eq. (38) one obtains the following integral
that, for general values of the parameters, must be computed numerically
H3T (ξ,Φ, mˆ) ≡ 1
2
N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2T
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (A6)
and
H2T (y, z) ≡ y
1∫
−1
d(cos θ) sin2 θ√
y2 cos2 θ + sin2 θ + z2
=
y
(y2 − 1)3/2
[(
z2 + 2y2 − 1) tanh−1√ y2 − 1
y2 + z2
−
√
(y2 − 1)(y2 + z2)
]
. (A7)
For a transversally homogeneous system one has αx = αy such that α⊥ = αx and we obtain
H˜3T (ξ,Φ, mˆ) ≡ piN˜α4x
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2T
(
αz
αx
,
mˆ
αxpˆ
)
. (A8)
Taking δi ≡ αi − 1 ∼  and expanding to order  in the small-mˆ limit one obtains
lim
mˆ→0
lim
αi→1
H3T ' 2piN˜
[
4
5
(8αx + 8αy + 4αz − 15)− 1
3
(4αx + 4αy + 2αz − 7) mˆ2
]
, (A9)
and in the large-mˆ limit one obtains
lim
mˆ→∞
lim
αi→1
H3T ' (2pi)3/2N˜mˆ3/2e−mˆ (2αx + 2αy + αz − 4) , (A10)
where once again we have assumed fiso is a Boltzmann distribution.
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3. Longitudinal Pressure Integrals: H3L and H˜3L
When computing the longitudinal pressure using Eq. (41) one obtains the following inte-
gral that, for general values of the parameters, must be computed numerically
H3L(ξ,Φ, mˆ) ≡ N˜αxαy
∫ 2pi
0
dφα2⊥
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2L
(
αz
α⊥
,
mˆ
α⊥pˆ
)
, (A11)
and
H2L(y, z) = y3
1∫
−1
d(cos θ) cos2 θ√
y2 cos2 θ + sin2 θ + z2
=
y3
(y2 − 1)3/2
[√
(y2 − 1)(y2 + z2)− (z2 + 1) tanh−1
√
y2 − 1
y2 + z2
]
. (A12)
For a transversally homogeneous system one has αx = αy such that α⊥ = αx and we obtain
H˜3L(ξ,Φ, mˆ) ≡ 2piN˜α4x
∫ ∞
0
dpˆ pˆ3fiso
(√
pˆ2 + mˆ2
)
H2L
(
αz
αx
,
mˆ
αxpˆ
)
. (A13)
Taking δi ≡ αi − 1 ∼  and expanding to order  in the small-mˆ limit one obtains
lim
mˆ→0
lim
αi→1
H3L ' 2piN˜
[
4
5
(4αx + 4αy + 12αz − 15)− 1
3
(2αx + 2αy + 6αz − 7) mˆ2
]
, (A14)
and in the large-mˆ limit one obtains
lim
mˆ→∞
lim
αi→1
H3L ' (2pi)3/2N˜mˆ3/2e−mˆ (αx + αy + 3αz − 4) , (A15)
where once again we have assumed fiso is a Boltzmann distribution.
4. Mass derivative integrals: H3m and H˜3m
When evaluating Eq. (60) the following integral arises
H˜3m(ξ,Φ, mˆ) ≡ −2piN˜α4xmˆ2
∫ ∞
0
dpˆ
pˆ3√
pˆ2 + mˆ2
f ′iso
(√
pˆ2 + mˆ2
)
H2
(
αz
αx
,
mˆ
αxpˆ
)
, (A16)
where f ′iso is the derivative of the isotropic distribution function with respect to its argument
and H2 is defined in Eq. (A2).
Taking δi ≡ αi − 1 ∼  and expanding to order  in the small-mˆ limit one obtains
lim
mˆ→0
lim
αi→1
H3m ' 8
3
piN˜
(
4
∑
i
αi − 9
)
mˆ2 , (A17)
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and in the large-mˆ limit one obtains
lim
mˆ→∞
lim
αi→1
H3m ' (2pi)3/2N˜mˆ7/2e−mˆ
(∑
i
αi − 2
)
, (A18)
where once again we have assumed fiso is a Boltzmann distribution.
5. Asymptotic expansions of the Ω˜ functions
In the small-mˆ limit one has
Ω˜L ' 4piN˜
[
8
5
(6αx + 6αy + 8αz − 15)− 1
3
(4αx + 4αy + 6αz − 11) mˆ2
]
,
Ω˜T ' 4piN˜
[
8
5
(7αx + 7αy + 6αz − 15)− 1
3
(5αx + 5αy + 4αz − 11) mˆ2
]
,
Ω˜m ' −4piN˜
(
2
∑
i
αi − 5
)
mˆ2 . (A19)
where we have assumed fiso is a Boltzmann distribution.
In the large-mˆ limit one has
Ω˜L ' H˜3 ,
Ω˜T ' H˜3 ,
Ω˜m ' −H˜3m . (A20)
Appendix B: Explicit formulas for derivatives
Here we repeat some formulas from the appendix of Ref. [46] using our notation as a
reference point. The convective derivatives D = uµ∂µ and Di = X
µ
i ∂µ are
D = cosh θ⊥ ∂τ + sinh θ⊥ ∂r ,
Dx = sinh θ⊥ ∂τ + cosh θ⊥ ∂r ,
Dy =
1
r
∂φ ,
Dz =
1
τ
∂η‖ . (B1)
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The divergences are
∂µu
µ = cosh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ sinh θ⊥
(
1
r
+ ∂τθ⊥
)
,
∂µx
µ = sinh θ⊥
(
1
τ
+ ∂rθ⊥
)
+ cosh θ⊥
(
1
r
+ ∂τθ⊥
)
,
∂µy
µ = 0 ,
∂µz
µ = 0 . (B2)
One finds for the convective derivatives
Duµ = xµDθ⊥ ,
Dxµ = uµDθ⊥ ,
Dyµ = 0 ,
Dzµ = 0 . (B3)
Likewise, for the directional derivatives Di ≡ Xµi ∂µ one finds
Dxu
µ = xµDxθ⊥ ,
Dxx
µ = uµDxθ⊥ ,
Dxy
µ = 0 ,
Dxz
µ = 0 , (B4)
and
Dyu
µ = yµ
sinh θ⊥
r
,
Dyx
µ = yµ
cosh θ⊥
r
,
Dyy
µ =
1
r
(uµ sinh θ⊥ − xµ cosh θ⊥) ,
Dyz
µ = 0 , (B5)
and
Dzu
µ = zµ
cosh θ⊥
τ
,
Dzx
µ = zµ
sinh θ⊥
τ
,
Dzy
µ = 0 ,
Dzz
µ =
1
τ
(uµ cosh θ⊥ − xµ sinh θ⊥) . (B6)
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