Admixture mapping (also known as "mapping by admixture linkage disequilibrium," or MALD) has been proposed as an efficient approach to localizing disease-causing variants that differ in frequency (because of either drift or selection) between two historically separated populations. Near a disease gene, patient populations descended from the recent mixing of two or more ethnic groups should have an increased probability of inheriting the alleles derived from the ethnic group that carries more disease-susceptibility alleles. The central attraction of admixture mapping is that, since gene flow has occurred recently in modern populations (e.g., in African and Hispanic Americans in the past 20 generations), it is expected that admixture-generated linkage disequilibrium should extend for many centimorgans. High-resolution marker sets are now becoming available to test this approach, but progress will require (a) computational methods to infer ancestral origin at each point in the genome and (b) empirical characterization of the general properties of linkage disequilibrium due to admixture. Here we describe statistical methods to estimate the ancestral origin of a locus on the basis of the composite genotypes of linked markers, and we show that this approach accurately estimates states of ancestral origin along the genome. We apply this approach to show that strong admixture linkage disequilibrium extends, on average, for 17 cM in African Americans. Finally, we present power calculations under varying models of disease risk, sample size, and proportions of ancestry. Studying ∼2,500 markers in ∼2,500 patients should provide power to detect many regions contributing to common disease. A particularly important result is that the power of an admixture mapping study to detect a locus will be nearly the same for a wide range of mixture scenarios: the mixture proportion should be 10%-90% from both ancestral populations.
Introduction
In the search for disease-causing variants in humans, it is desirable to use whole-genome scans, because they do not require a priori knowledge of the genes involved in disease. The most successful such method to date-linkage analysis in pedigrees-has been very effective at mapping rare disorders for which single mutations are sufficient to cause disease. Linkage analysis has been less successful in localizing risk variants for common, complex disorders, presumably because there are many mutations that contribute to disease, each to a modest degree (Risch and Merikangas 1996; Risch 2000) . Attention has therefore turned to association-based ap-proaches, which can provide greater power for identifying common variants conferring modest risk (Risch 2000) . The most commonly discussed association approaches are direct association, which requires testing all markers, and haplotype mapping (Collins et al. 1997; Daly et al. 2001; Botstein and Risch 2003) . Using either in a whole-genome scan, however, is currently impractical, because both methods require the typing of hundreds of thousands or millions of markers.
Admixture mapping (also known as "mapping by admixture linkage disequilibrium," or MALD) offers a promising but as yet untested association-based approach for performing a whole-genome scan (Chakraborty and Weiss 1988; Risch 1992; Briscoe et al. 1994; Stephens et al. 1994; McKeigue 1997 McKeigue , 1998 Zheng and Elston 1999; Lautenberger et al. 2000; McKeigue et al. 2000; Wilson and Goldstein 2000; Pfaff et al. 2001; Collins-Schramm et al. 2003; Halder and Shriver 2003; Hoggart et al. 2003; Shriver et al. 2003) . The attraction of admixture mapping is that it requires a small fraction of the markers that would be needed for a direct or haplotype scan (∼1% as many) and yet can scan the
Figure 1
Schematic of how a disease locus will appear in an admixture scan. Around the locus, there should be an unusually high proportion of ancestry from one of the parental populations, because of patients inheriting high-risk alleles from that group. The peak can be identified not only in a case-control comparison but also in a comparison of the estimate of ancestry in cases at that point in their genome with the rest of their genomes. The width of the peak of association is determined by the number of generations since admixture.
genome for a subset of risk alleles (those that show substantial differences in frequency between two populations that have recently mixed).
The idea of admixture mapping is simple. Although most genetic variation is shared between groups, some disease-causing variants are known to differ substantially in frequency across populations. This is especially relevant for diseases with different incidences across ethnic groups-for example, autoimmune diseases (usually more common in Europeans) and hypertension and prostate cancer (usually more common in West Africans) (Davey Smith et al. 1998 ). Admixture mapping is designed to study populations descended, at least in part, from the recent mixing of ethnic groups from multiple parts of the world (such as African Americans and Hispanic Americans). In chromosomal regions containing variants contributing to disease risk, there will be an overrepresentation of ancestry from whichever population has a higher proportion of risk alleles at the locus ( fig. 1 ). For example, multiple sclerosis (MS) is more prevalent in Europeans than in Africans (Kurtzke et al. 1979; Wallin et al. 2003) . To identify gene variants that might contribute to the disease, one could screen the genome in African American patients with MS, searching for regions where the proportion of European ancestry is higher (or occasionally lower) than average ( fig. 1) .
The key advantage of admixture mapping is that, like a haplotype or direct association approach, it is based on directly associating sections of the genome with disease. Thus, for variants that differ strikingly in frequency across populations, it should have more power than linkage to detect the presence of variants of modest effect. At the same time, far fewer genetic markers can be used (a few thousand, rather than 300,000-1,000,000 for a haplotype or direct-association study) (Gabriel et al. 2002; Carlson et al. 2003) . Fewer markers are required because admixture has been recent, with !20 generations over which recombination could have broken down segments of shared ancestry. Given the small number of recombination events since admixture, the regions of excess ancestry around disease-causing variants are expected to extend tens of millions of base pairs.
It has only recently become possible to perform highpowered admixture mapping. A powerful study requires a map of thousands of markers known to have substantial differences in frequency across populations. To select these, it is necessary to cull a much larger database of markers with known frequencies. (This is because only a small subset shows high frequency differentiation across groups.) In an accompanying article (Smith et al. 2004 [in this issue] ), we present the first high-density, whole-genome map of markers that are useful for admixture mapping in African Americans. This resource is culled from a database of ∼450,000 markers with known frequencies and includes 2,154 well-spaced markers that have been validated as highly differentiated in at least 99 West African and at least 78 European American samples. The markers have an average allele
Figure 2
Data from three African American samples (Smith et al. 2004 ), used to reconstruct ancestry along chromosome 22, based on genotypes at 52 SNPs (the positions of the SNPs are indicated by black lines). Each individual has segments of the genome of both European and African ancestry, randomly distributed over the chromosomes. At any locus, an individual can have only 0, 1, or 2 European ancestry alleles. Individual 3, for example, is confidently estimated to have 1 European-ancestry allele between 0 and 25 cM, 2 between 35 and 40 cM, and 1 between 45 and 70 cM. A higher density of markers is clearly needed to resolve ancestry in some places, highlighting the importance of including more SNPs in the map. To test for disease association on the basis of such data, one would search for genomic segments where the estimated number of European ancestry alleles, summed over samples, is greater than the genomewide average. frequency difference of 57% between West Africans and European Americans.
The availability of admixture mapping panels (Smith et al. 2001 (Smith et al. , 2004 ) overcomes a major obstacle to performing whole-genome scans by use of admixture-generated linkage disequilibrium. Here, we focus on several additional requirements that must be satisfied to perform a high-powered study. These include (a) developing methods to extract information about ancestry from marker data, (b) characterizing the general properties of admixture-generated LD in an admixed population across the human genome, and (c) understanding how admixture mapping performs under a range of models of genetic effects and allele frequency differentiation among populations.
The article is organized as follows:
1. We report a novel method to combine information from multiple, closely linked markers to make local estimates of ancestry. This approach to scanning for disease genes increases power compared with previous proposals, in a manner analogous to multilocus linkage as compared with single-point approaches (Lander and Green 1987) .
2. We evaluate the performance of the approach on the basis of empirical data collected from African Americans. In the process, we provide the most powerful survey to date of the extent of admixture linkage disequilibrium in African Americans. 3. We test the behavior and power of the method through use of extensive computer simulations. 4. We explore the power of admixture mapping to detect disease loci under a range of scenarios of genetic effects and allele frequency differentiation, with real and simulated data. These analyses confirm that, for disease-causing alleles with large differences in allele frequencies between the parental populations, admixture mapping can detect genes of modest effect with power comparable to wholegenome haplotype mapping.
We note that Falush et al. (2003) and Hoggart et al. (2003) have developed methods that similarly combine data from multiple, closely linked markers to make inferences about ancestry. When the underlying model is considered, the Falush et al. (2003) method is particularly close to ours, although it aims to infer population structure rather than to scan for disease genes, which has consequences for its implementation. Our method makes advances compared with the others, particularly in the areas of (a) allowing admixture mapping to be applied to the X chromosome, (b) introducing a Bayesian likelihood ratio test to scan for disease association anywhere in the genome, and (c) using adaptive-rejection sampling to allow the software to run more quickly. An additional novel contribution is to present extensive simulation studies showing that the method is robust and not prone to false positives. The simulations show that admixture mapping should, in theory, be able to identify a subset of the genes for complex disease, in some cases with more statistical power than whole-genome haplotype or linkage studies.
The ultimate value of admixture mapping, of course, will depend on whether disease variants that differ strikingly in frequency in populations are common-that is, on the (as yet unknown) frequency distribution across populations of alleles contributing to common disease. This will be determined empirically in the coming years by performing several real admixture mapping studies.
Methods
Here, we present a novel approach for screening along the genome in an individual of recently mixed ancestry, to identify which segments have been inherited from either of the ancestral populations. The estimates can be averaged across individuals to search for an unusual amount of ancestry from one ethnic group, indicating a nearby disease gene.
A Hidden Markov Model (HMM) for Estimating Ancestry along the Genome
We assume that the population under study has recently been derived by the mixing of two populations, A and B, and define the following quantities for each individual: To model how ancestry changes along the genome in an individual, we define the "ancestry state"-that is, whether an individual has 0, 1, or 2 alleles from population A at locus j-as X j . We denote the sequence of ancestry states at markers along a chromosome 0,1, … ,T as . To understand the sequence of X p {X ,X , … X } 0 1 T ancestry in an individual with a proportion M i of population A ancestry, we note that, at the p-terminal end of each chromosome, the probability that there are 0, 1, or 2 population A alleles is
0 i Once X j is specified, the probability distribution of can be calculated as follows. Let d be the genetic X jϩ1 distance (in morgans) between markers j and . It is j ϩ 1 assumed that d is small enough that the probability of two recombination events between markers j and j ϩ , in any generation, is negligible, which is reasonable 1 for a dense marker map. With probability , no re- (1 Ϫ e ) which case can be obtained by drawing from equa-X jϩ1 tion (1). With probability , one chro-
2e (1 Ϫ e ) mosome recombined, and can be obtained as a sam-X jϩ1 ple average of the two scenarios. The probability of no PROOF 5 recombination-and, thus, the same ancestry state-is highest for markers that are close together, corresponding to the fact that markers are much more informative for nearby disease loci (e.g., within 0.5 cM) than for faraway ones (e.g., 15 cM).
The sequence of ancestry states X along the chromosome can be simply represented as a Markov chain on three states in which the transition probabilities vary according to the genetic distance (probability of historical recombination) between markers. The standard way of inferring ancestry states in this situation is by an HMM, in which the ancestry states are "hidden" and must be inferred from the genotypes O p , conditional on a model such as the one {O ,O , … ,O } 0 1 T given above for how the data are generated (Lander and Green 1987; Rabiner 1989; Durbin et al. 1998) . The HMM moves from marker to marker along the chromosome (passing through the data twice: once from the p-terminal end and once from the q-terminal end). At each marker, the HMM uses the observed genotypes O and the correlations between nearby markers imposed by the model to produce a probability map for ancestry quantified by , , and , where x can be 0,
1, or 2 (see appendix A [online only] for details).
The first two quantities (a and b) are the probabilities of , 1, or 2 population alleles inherited from popx p 0 ulation A at a given marker (j) based on all the data in the p-terminal and q-terminal directions, respectively. To calculate the probability of x population A-ancestry alleles at that point (combining data from both directions), one can then simply multiply a and b together and normalize:
. The estimates of ancestry fig. 2 for examples) can be used directly in tests for association.
It is important to realize that the HMM assumes that M i and l i , as well as the frequencies of alleles in the parental populations, and , are known. These val- integrate over a grid of 10,000 unknown parameters, which is impossible even with powerful computers. A more sophisticated approach was therefore required to take into account uncertainty in the model parameters.
Markov Chain Monte Carlo (MCMC) Approach
An MCMC approach was applied to account for the uncertainty in allele frequencies and M i and l i . The MCMC makes it feasible to explore the most important parts of a very high-dimensional space of unknown parameters without taking up too much computer time. Instead of methodically integrating over a grid of ∼10,000 dimensions, the MCMC is able to randomly sample from the posterior likelihood distribution of the unknown parameters M i , l i , , and . Since each it- The robustness of the MCMC is not dependent on the initial guesses, since the MCMC will converge to the appropriate posterior distribution regardless of the guess, given a sufficient number of "burn-in" iterations. It is useful to make initial guesses that are reasonably close to the true values, however, because this allows the program to converge more quickly to the correct posterior distribution and reduces computational time.
The main steps of the MCMC, repeated many times, are as follows:
Step A: Use the HMM to randomly generate a sequence of ancestry states across the genome conditional on the current set of parameters , , M i , and l i . The steps above are typical of modern MCMC analysis in following a "hierarchical Bayesian" framework (Gelman et al. 1995) . Such an analysis proceeds in a series of "layers." In each layer, the conditional distribution of the parameters is generated by the MCMC with the neighboring layers fixed. Most computations then reduce to sampling a single variable with a known likelihood. This is so simple that the main use of computer time is in step A, the sampling of ancestry states by the HMM.
After a sufficient number of "burn-in" iterations (which refers to looping through the full set of ∼10,000 unknown parameters), the MCMC will, to a good approximation, be sampling the correct conditional probability distribution (Gilks and Wild 1992; Gilks et al. 1995 Gilks et al. , 1996 We suggest 100 burn-in and 200 follow-on iterations for analysis, since the statistical score for disease association obtained with this procedure is 198% correlated to the score with 1,000 burn-ins and 2,000 follow-ons (see appendix B [online only] for details). It was a surprise to the authors initially that this small number of iterations was sufficient. A likely explanation for the small number of burn-in and follow-on iterations is that, although there are many unknown parameters in the model (∼10,000), the dependence between most pairs of parameters is weak. For example, changing allele frequency guesses for one marker will have little effect on inferences for most others. The required number of burnin iterations was also minimized by using an expectationmaximization algorithm to pick initial values of the parameters that were relatively close to the true values.
We note four additional and important issues regarding the MCMC approach. First, the software we have written for admixture mapping is, at present, limited to two-way admixture and to diallelic markers (e.g., SNPs).
Second, although controls are not required for a screen for disease genes (the main test for association compares the estimate of ancestry at each locus with the rest of the genome), including control samples can be useful. This is because control samples can provide more-accurate estimates of allele frequencies and and,
hence, more-reliable ancestry inferences at each point in the genome. The "Results" section explicitly explores (using simulations) how useful it is to include controls in a study. The third feature of the MCMC that was not previously discussed is that the X chromosome has to be analyzed differently from the autosomes. The X chromosome has a different inheritance pattern than the autosomes, and, thus, and (the proportion of an- Lockwood et al. [2001] and Nicholson et al. [2002] for related measures of population dispersion).
Scoring to Detect the Presence of Disease Genes
Two separate approaches were introduced to formally test the output of the MCMC analysis for the presence of disease genes. The first is a "locus-genome statistic," which compares the percentage of ancestry derived from one of the parental populations at any locus with the average in the genome ( fig. 1 ). This does not require control samples. The second approach is a "case-control statistic," which directly compares cases with controls 
Locus-Genome Statistic
The locus-genome statistic compares, for each point in the genome, the likelihood of being a disease locus versus being a locus unrelated to disease. We define w 1 and w 2 as the increase in disease risk due to having 1 or 2 population A-ancestry alleles, respectively, relative to having no population A-ancestry alleles. It is important to recognize that the risk due to ancestry at a locus is almost always lower than the risk due to a specific allele (since it is an average of both risk and nonrisk alleles at the locus).
The locus-genome statistic is calculated for each individual i separately (and for each marker j in the genome). The statistic is based on the estimated probabilities of 0, 1, or 2 population A alleles for that individual at that point in the genome: , , and
, which are provided by the HMM, as described
above.
The specific test for association is a likelihood-ratio statistic: the likelihood of the data if a disease locus is assumed divided by the likelihood if no disease locus is assumed. Theory suggests that this is an optimal statistic (Bickel and Doksum 2001) for detecting evidence of a disease locus. Appendix C (online only) presents some algebra showing that the appropriate likelihood statistic for each individual compares the probabilities of 0, 1, or 2 population A-ancestry alleles inferred from data at a locus with the expectations based on an individual's average ancestry. With ,
, and ,
To obtain the overall likelihood that the locus j is disease-related versus unrelated to disease, one can simply multiply L ij over all patients (or add log likelihoods and exponentiate). An alternative test for admixture association was introduced by McKeigue et al. (2000) .
The locus-genome statistic is flexible enough to test several disease models simultaneously. If one is studying a disease for which there is an epidemiological reason to believe that there is higher genetic risk in population A, one might want to test several models for increased risk due to population A ancestry and, simultaneously (just to be sure), to test one locus where population B ancestry confers more risk: for example, , 1.5, w p 1.3 1 2, and 0.7, with .
An additional attraction of the locus-genome statistic is that it should work well even if the real risk loci do not conform exactly to one of the models being tested. and thus show up as positive in a scan.
To declare a genomewide significant association to disease-corrected for the fact that multiple loci are being tested-the usual approach is to calculate a statistic at every point in the genome and to declare significance if any locus exceeds a specified threshold (Lander and Kruglyak 1995) . The locus-genome statistic, however, also makes it possible to detect evidence for whether there is association anywhere in the genome. The idea is to average the statistic at equally spaced points genomewide (one every cM), declaring a positive association if the log base 10 (LOD) of the average is 12 (appendix C [online only]).
To our knowledge, a Bayesian whole-genome statistic is a novel idea, which could be applied equally well in other contexts (for example, linkage analysis).
Integrating the Locus-Genome Statistic into the MCMC
The previous discussion focused on how to use the results of the HMM to scan for disease genes. To produce a locus-genome statistic that appropriately takes into account uncertainty in the unknown variables , A p j , M i , and l i , it is appropriate to simply average the B p j locus-genome statistics produced at each iteration of the MCMC.
Case-Control Statistic
The "case-control statistic" compares estimates of ancestry, in cases versus controls, at every point in the genome. A deviation from the genomewide average of one parental population ancestry seen in cases but not controls provides evidence of a disease locus.
Specifically, the case-control statistic calculates, for each individual and every locus j in the genome, the difference between their expected number of population A-ancestry alleles at a locus and the estimate from data:
.
and Doksum 2001) is then calculated for a difference of means between cases and controls. T j should be m (j) i distributed approximately according to a standard normal distribution if there is no disease locus. A useful feature of this statistic is that it internally corrects for population stratification:
should have the same bem (j) i havior in both cases and controls, even if they have dif-ferent proportions of population A ancestry, because the average A ancestry is subtracted out for each individual.
The case-control statistic has some advantages compared with the locus-genome statistic. In particular, no explicit risk model is required, so it provides an easierto-interpret screen for an elevation of ancestry in the parental populations. The case-control statistic also has the advantage that, for prevalent phenotypes such as prostate cancer, hypertension, or response to a drug, it screens for an increase in population A ancestry in cases and a simultaneous decrease in controls selected not to have the phenotype. (The locus-genome statistic, however, can be modified to detect this as well.)
The main drawback of the case-control statistic is that the controls contribute uncertainty to analysis. Thus, an elevation in one population's ancestry seen in cases may be within the range of statistical fluctuation when taking into account the controls, even though it is statistically significant in comparison with the genomewide average.
Software (in a combination of C and PERL) implementing the MCMC and tests for association is currently being prepared for distribution. This "ANCESTRY-MAP" software has been tested only in a Compaq-a Unix environment and is not intended for other computational platforms (a distributable version will be available at the Harvard Medical School Department of Genetics Web site by January 2005, and N.P. or D.R. will assist with analysis of any data sets in the mean time, if requested).
Automatic Checks for Errors in the Data Set
The software includes built-in error checking: 1. A "leave1out" program removes the marker contributing the most to any association and assesses whether the signal of association persists. If a signal remains even after leaving out the best marker, it is less likely to be an artifact due to a single marker. 2. A "mapcheck" program compares ancestry estimates obtained for each marker by itself to that predicted using adjacent markers (leaving out the SNP of interest). A discrepancy indicates the misspecification of a marker's genomic position. 
Simulations
Simulated data sets were generated to evaluate the performance of the method: Smith et al. (2004 [in this issue] ) map are generated using the statistical model for allele frequencies in appendix B (online only). To model the allele frequency dispersion between the modern populations and the ancestral gene pool of the admixed group, the simulations use for both populations t p 300 A and B, similar to the t estimates obtained empirically for African Americans with MS (see the "Results" section). 3. A Markov Chain is used to generate a sequence of ancestral states for each of the chromosomes in a simulated individual. With no disease locus, the simulation proceeds exactly as described in the section on the HMM above. For a disease locus, the algorithm generates an excess of chromosomes under the null (no disease) model and then uses rejection sampling (Ripley 1987) to choose a subset of chromosomes consistent with the presence of a disease locus. Chromosomes with population A ancestry at the disease locus are sampled with probability , where w 1 is the in-
creased risk for disease due to carrying one population A-ancestry allele. 4. Once the allele frequencies and ancestry states at each marker are simulated as described in steps 2 and 3, genotypes can be straightforwardly generated.
In the simulation, the genotypes are separately generated for the chromosomes from each parent, and then the haploid genomes are put together to produce a diploid for analysis. We also explored how differences in history (M i and l i ) for an individual's two parents can affect power to detect genes. In addition to the simple "scenario 1," in which the two parents of each individual are simulated to have the same M i and l i , we also considered: 
Figure 3
Quantitative assessment of the ability of the MCMC to detect regions of the genome with high or low levels of European ancestry. From the 442 patients with MS, we identified subsets of individuals carrying at least one copy of an allele that has a much higher frequency in Europeans than in Africans, thereby defining five populations that we knew were enriched for European ancestry at that point in their genomes. For the analyses, we conditioned on genotypes at the following five polymorphisms: DRB1*1501 in human leukocyte antigen (HLA) ( individuals), rs7349 ( ), rs1002587 ( ), rs1205817 ( ), and rs737802 ( ). We tested for association n p 57 n p 125 n p 129 n p 177 n p 141 through use of the locus-genome statistic and a disease model of twofold increased risk due to European ancestry ( ; ). Peaks of w p 2 w p 4 1 2 highly significant ancestry association were identified in all five examples, with widths of 10-15 cM (where the width is defined as the log likelihood being within 1 of the maximum). Positions of the highly informative markers used for inference are indicated by triangles at the bottom of each figure.
The l i for each parent is generated from a gamma distribution with a mean and SD in l i as in African Americans. A proportion of individuals are then reassigned to have all European or West African ancestry, to preserve variation in l i .
Empirical Data to Evaluate the Method
The main data set consists of 756 SNPs (covering 39% of the genome) genotyped in 442 African American patients with MS and 276 African American controls (Oksenberg et al. 2004 ). The second data set consists of 2,154 SNPs genotyped in 109 African American controls (Smith et al. 2004 ).
Comparing the Power of Admixture Mapping with That of Other Whole-Genome Scanning Methods
To compare the power of admixture mapping with that of linkage and haplotype mapping, we performed calculations similar to those of Risch and Merikangas (1996) and Risch (2000) . We defined power as the number of samples necessary to detect an effect with 80% probability and assumed testing of 300,000 independent hypotheses for the haplotype mapping study. All of these calculations are overoptimistic in terms of the number of samples necessary to detect a disease locus, because they assume a fully informative map for admixture mapping and linkage studies and assume genotyping of the disease risk allele (rather than one in linkage disequilib-
Figure 4
A, Estimates of percent European ancestry for 718 African American individuals, based on empirical data collected at our laboratory. We compare the estimates of ancestry from the MCMC with estimates made through use of a simple maximum-likelihood approach using a subset of 186 unlinked markers that were chosen to have the highest information content (Smith et al. 2004 [in this issue] ) while spaced at least 10 cM apart. The close correlation provides confidence that the MCMC accurately estimates unknown parameters. B, Comparison of M i with l i estimates (the SEs are shown in gray). Individuals with high M i often have low l i values, which may be due to these individuals often having one European parent, resulting in an M i near 50% but a low l i because the chromosome from the European parent never crosses over. Such individuals should ideally be excluded from an African American admixture mapping study (i.e., samples' parents should not have entirely European American or West African ancestry), because chromosomes that do not cross over between ancestries contribute no power to a study. rium with it) for haplotype studies. In practice, we expect that 1.2-to 2-fold more samples would be required to achieve the claimed level of power.
Results
In the "Methods" section, we presented an approach for estimating the ancestry at each point in the genome in an individual descended from a recent population admixture, through use of genotyping data from closely linked markers. The inputs into this analysis are the genotypes at a large number of genetic variants that are selected as differing strikingly in frequency between two ancestral populations.
The HMM analysis is based on the assumption that the frequencies and of all the markers in the pa-
rental populations are known and that the proportion of ancestry (M i ) and the average number of generations since admixture of populations (l i ) are also known. In fact, these parameters are uncertain. We therefore used an MCMC approach to account for uncertainty in , Finally, we introduced a "locus-genome statistic," which allows the results of these analyses to be used to test for the likelihood of the data given the presence of a disease-influencing gene (as compared with the absence of such an allele). The locus-genome statistic compares the estimates of ancestry for each individual at each locus with the average genomewide (M i ), searching for a deviation that indicates the presence of a disease gene ( fig. 1 ). The statistic is efficient at extracting nearly all information about disease association (see below). We also introduced a statistic that conventionally searches for a difference between cases and controls at each locus.
The "Results" section is organized in three parts:
1. We assess the performance of the MCMC through use of empirical data sets. This provides a rigorous assessment of the extent of admixture-generation linkage disequilibrium and the proportion of European ancestry in African Americans. 2. We assess the robustness and performance of the MCMC through use of simulated data sets, showing that the method can detect associations, is not prone to false positives, and has the high statistical power to detect disease genes that is expected theoretically. 3. We present power calculations comparing admixture mapping with other methods. In the process, we suggest guidelines for the design of admixture genome scans. simulating data sets in which 1,000 samples are genotyped in the 2,154-marker map described by Smith et al. (2004 [in this issue] ). In the simulations, we set and , to match the values observed empirically in African Americans, and we assume no M p 20% ‫ע‬ 12% l p 6 ‫ע‬ 2 i i disease locus. The difference between the true value and estimate (divided by the estimated SE estimated by the MCMC) is, on average, close to 0, indicating that the estimates are unbiased. Compared with normal theory, the residuals are larger than expected, indicating that the MCMC slightly underestimates the SEs, although this does not appear to cause false positives (table 2) . 
Performance of MCMC on Real Data
The analysis can scan along the genome of an individual estimating ancestry.-In figure 2 , we show the output of the analysis based on genotyping data from three African American individuals. The plots focusing on chromosome 22 show clear transitions between 0, 1, or 2 European-ancestry alleles.
The MCMC can detect regions of elevated European ancestry in African Americans.-To evaluate the performance of the method, we examined a large data set consisting of 442 African Americans with MS and 276 controls, genotyped at 756 SNPs covering 39% of the genome (to be fully described elsewhere).
We began by identifying five polymorphisms with large frequency differences between West Africans and European Americans. From the 442 patients in the study, we selected a subset carrying the genetic variant that was relatively more common in Europeans. These individuals were expected to have an elevated proportion of European ancestry at that locus. Figure 3 shows that the MCMC successfully detects these loci (without including the genotypes of the marker used to select the locus). The LOD scores range between 4 and 15, indicating 10 4 :1 to 10 15 :1 odds of seeing a result so extreme by chance. Strong admixture linkage disequilibrium covers a region 10-20 cM around each locus. These results are comparable to the high admixture-generated LD in African Americans measured around FY (Parra et al. 1998; Lautenberger et al. 2000; McKeigue et al. 2000) .
Estimates of genomic parameters relevant to admixture mapping in African Americans.-With the large MS cohort sample, we were able to obtain rigorous estimates of the proportion of European ancestry and the extent of admixture-generated linkage disequilibrium in African Americans. The overall proportion of European ancestry in the 718 samples was , slightly higher M p 21% i than the 15%-20% estimates in previous studies of African American populations (Parra et al. 1998 ). The perindividual estimates from our MCMC agree closely with estimates from a maximum-likelihood analysis ( fig. 4A ) and the STRUCTURE program (Falush et al. 2003) (data not shown). We were also able, for the first time, to precisely estimate the variability of ancestry proportion across African Americans:
. This M ∼ 21% ‫ע‬ 11% i is important in disease studies, since individuals with !10% ancestry from one parental population provide much less power (see below).
The other important parameter in admixture mapping is the average number of generations since admixture ( fig. 4B ). We estimate , on average, but note l p 6.0 Third, the MCMC analysis allowed us to assess how closely the West African and European American populations corresponded to the true parental populations for African Americans. The algorithm estimates a parameter-t A for Europeans and t B for Africans-indicating how much drift has occurred between the parental population and actual European American and West African samples that had been genotyped. An interpretation of t E and t A is that the true frequencies in the parental populations of African Americans are as close to those in the European American and West African controls as would be expected if the control sample frequencies were obtained by sampling t A alleles and t B alleles from the ancestral African American populations (Nicholson et al. 2002) . The West African and European q2 PROOF 13
Figure 6
Simulations to assess the power of the method to detect a disease locus at which a population A-ancestry allele confers 1-, 1.3-, 1.5-, 1.7-, and 2-fold multiplicative increased risk. The ancestry of the samples was assumed to be and , and
the markers are from the 2,154-marker map described in the accompanying article by Smith et al. (2004 [in this issue] ). For the simulations, we picked a "typical" locus from the map (chromosome 8, position 131 cM), where the estimated information about ancestry provided by nearby markers is 67% of the maximum. For each of the five risk models and sample sizes of 250, 500, 750, 1,000, and 2,000 (assuming equal numbers of cases and controls), 20 simulations were performed. The number of simulations that pass the genomewide threshold of significance (LOD 12) was plotted for the main locus-genome statistic (we used a hypothesis of equally likely risk models of , 1.3, 1.5, and 2.0, w p 0.5 1 with in the locus-genome tests for association). These simulations demonstrate that even relative risks due to ancestry of as little as 2 w p w 2 1
1.3 can be detected by admixture mapping with 2,000 cases and controls. The significance threshold we use (LOD 12) is quite stringent, so, in practice, many simulations that do not formally exceed this significance threshold will produce large enough scores (LOD 10) that they would be followed up by studying a higher density of markers at the strongest peaks of association. Extraction of substantially more information by genotyping a higher density of markers should bring real disease loci above the genomewide threshold of significance. [Smith et al. 2004] ), and in half a minute on a previously published data set (33 SNPs and 235 samples ]). Simulation studies showed that the speed increases approximately linearly with the number of SNPs and samples. For example, on a simulated data set of the size that is likely to be used in powerful admixture mapping studies (2,154 SNPs in 2,000 samples), the program ran in 222 minutes. Thus, the program is sufficiently fast that it is practical to analyze genomewide data sets in large patient samples. The high speed also allowed us to perform extensive power calculations and thorough debugging of software, which is important for a large MCMC such as ours, since such programs have few internal checks.
Assessing the Performance of the MCMC by Computer Simulation
Simulations to assess the robustness of the method in estimating unknown parameters.-To evaluate how well our estimates of , , M i , and l i correspond to their
true values, we generated simulated data sets in which the true values of the parameters were known. As shown in the simulations in figure 5 , the estimates produced by the MCMC are unbiased, with about an equal number positive and negative. Even with deviations from our model assumptions (scenarios 2 and 3 in the "Methods" section), l i is underestimated by no more than 15%, on average (table 1) , which is not enough to cause false positives.
Simulations to assess the distribution of statistics in the absence of a disease locus.-We performed a series of 100 simulations to assess how association statistics be-
Figure 7
Effect of map quality on the power to detect a disease locus. Using the 2,154-marker map described by Smith et al. (2004 [in this issue] ), we performed 100 simulations with 200 cases and 200 controls and a multiplicative risk model of 2 due to a Europeanancestry allele. We performed the simulations for six loci where the information extractions, according to our theoretical calculation (described in detail by Smith et al. 2004 [in this issue]), were 0.5, 0.6, 0.7, 0.8, 0.9, and 1. The inverse of information extraction should be the same as the increase in sample size that is necessary to detect a disease locus there (as compared with perfect information). For example, at the Duffy locus on chromosome 1-the rightmost data point in this figure-an allele distinguishes essentially perfectly between West African and European ancestry, and information extraction is 1. Our simulations show that genomewide scores, in practice, increase faster than would be expected on the basis of the theoretical power calculation (dashed line). Thus, although the average locus in the map has claimed 71% information extraction, the mean association score from simulations is ∼50% of the Duffy locus. The power loss compared with theory is due, we believe, to the fact that there is less certainty about allele frequencies at loci where there is lower information extraction, so the MCMC is less certain about declaring an association.
have in the absence of a disease locus (that is, to generate a null distribution). The 95th percentile is Ϫ0.1 for the whole-genome score (table 2) We note that the 95th percentile can change depending on the disease model. Thus, we recommend not declaring genomewide significance if the LOD score is !2, unless simulations are performed that mimic the structure of the data set. The threshold for genomewide significance does not change even if M i and l i differ across the parents of individuals in a study (scenarios 2 and 3 in the "Methods" section) (table 2) . Thus, the test for association appears robust to substantial deviations from model assumptions.
Simulations to assess statistical power to detect a disease locus.-We simulated disease loci where inheriting alleles from population A confers 1.3-, 1.5-, 1.7-, and 2-fold increased risk compared with population B ( fig.  6 ) (we assumed ranges of M i and l i similar those in to African Americans). It is important to realize that these risk factors differ from the genotype relative risk (GRR)-the risk due to inheriting one copy of an allelethat are quoted in most power calculations. What is relevant to admixture mapping is the risk averaged over all alleles at a locus in population A compared with the risk averaged over all alleles in population B. Since the risk is averaged over risk and nonrisk alleles, the risk due to ancestry is usually less than the GRR.
We found that (a) 250 samples provided high power (60%) to detect 2-fold risk due to ancestry, (b) 500 samples provided high power (70%) to detect 1.7-fold risk due to ancestry, (c) 1,000 samples provided high power (95%) to detect 1.5-fold risk due to ancestry, and (d) 2,000 samples provided high power (75%) to detect 1.3-fold risk due to ancestry.
Simulations to assess how map quality affects power.-The power of admixture mapping is strongly dependent on the quality and density of markers in the map, which changes from position to position in the genome (McKeigue 1998; McKeigue et al. 2000) . In an accompanying article (Smith et al. 2004 [in this issue]), we describe a map for African Americans based on 2,154 SNPs that is used in all the simulations discussed here. The average information content is estimated to be 71% in that article; however, that calculation does not take into account uncertainty in the allele frequencies. Our simulations show that the true average is closer to 50% ( fig. 7 ), comparable to current standard linkage maps (M.J.D., unpublished data). This means that, to detect a disease locus with a given probability of success, one would need to study about twice the samples as would be required in the "ideal" scenario of studying an infinitely dense and maximally informative map of markers ( fig. 8) .
It is important to point out that we advocate studying a much higher density of markers (and more samples) than the 200-300 markers (and 200-300 cases and controls) suggested by Stephens et al. (1994) in their original admixture mapping power calculations. Stephens et al. (1994) suggested studying fewer samples because they were investigating power for a phenotype for which the penetrance in families is high. Since family-based (linkage) studies are highly efficient in this situation, admixture mapping has no comparative advantage in this case. Admixture mapping will have the greatest advantage, compared with linkage mapping, for late-onset complex traits for which heritabilities are low, a situation in which the statistical signal is weaker and therefore more samples are required.
Simulations assessing the value of control samples in a study.-Admixture mapping differs from other association approaches in that it can, in principle, be performed as a case-only analysis. This is because the proportion of ancestry at each locus can be compared with the genomewide average ( fig. 1 ). In practice, however, 
Figure 8
Comparison of the power of sib-pair linkage mapping, haplotype association mapping, and admixture mapping. A, Power as a function of sample size. These charts present the number of case-control or sib-sib pairs that are expected to be required to detect a disease locus. To set thresholds for genomewide significance, we assume that 300,000 independent markers have been tested for haplotype mapping (including the real risk allele) and that there is perfect information extraction for linkage and admixture mapping, with all samples having a proportion of population A ancestry (for example, European ancestry in African Americans) of . These represent idealized scenarios, so that, in practice, M p 20% i 1.2-to 2-fold more samples would be required than are shown here (see the "Methods" section). For simplicity, we assume that the allele that is being studied is the only one at the locus that increases risk for the disease (with all other alleles conferring equal and lower risk). These results show that, for low-penetrance risk alleles (1.3-fold, 1.5-fold, and 2-fold increased risk due to the allele rather than ancestry) that differ substantially in frequency across populations, admixture mapping requires many fewer samples than linkage mapping (although usually more samples than haplotype-based association mapping). B, Power as a function of number of genotypes. These charts correspond to the same scenarios but report the number of genotypes required rather than the number of samples. The advantages of admixture mapping are most apparent in this comparison, since many fewer markers are required for a whole-genome admixture scan than a whole-genome association scan. NOTE.-To estimate the increased risk due to 1 or 2 European ancestry alleles, we used the frequencies of the risk alleles in European and West Africans and the increased risk due to one or two copies estimated in European Americans. For calculating the power of linkage analysis and admixture mapping, we assumed fully informative maps, and assumed 300,000 independent hypotheses for direct association studies. The first nine lines in the table show associations with complex disease identified by Hirschhorn et al. (2002) , Lohmueller et al. (2003) , and K. Lohmueller (unpublished data) that were significant in meta-analysis or reproducible in 75% of follow-up studies (with the caveat that their frequencies were available in Europeans and Africans). The odds ratios are calculated from follow-on studies, where increased risk due to homozygosity was estimated using the odds ratio for the risk allele rather than the heterozygous genotype. Lines 10-14 show less well-established associations with complex disease, and line 15 shows a Mendelian disease. Hill et al. 1991. PROOF 17
Figure 9
Number of samples required to detect a disease locus where population A ancestry, on average, increases risk, as a function of the proportion of ancestry in each sample. Individuals with population A ancestry between 10% and 90% provide the most power. The power for admixture mapping contributed by a typical African American sample (20% European ancestry; 80% African ancestry) corresponds to a percent population A of 0.2 (European ancestry confers increased risk) or 0.8 (African ancestry confers increased risk). Fewer samples are required if the less common (European) ancestry confers increased risk (e.g., a disease such as MS rather than prostate cancer), although the effect is slight (only 1.2-to 1.3-fold more samples are required to achieve the same power; see fig. 10 ). We note that this graph assumes perfect information extraction and the same M i for the two parents of each sample. Deviations from these assumptions-in particular, the imperfect information extraction in real maps such as that described by Smith et al. (2004 [in this issue] )-mean that the number of samples required for a practical study would be about twice as high as shown.
the inclusion of control samples can improve power by providing more certainty about allele frequencies in the ancestral populations. This raises two questions. First, which is better: controls from the mixed population or from the parental populations? Second, how many controls should be examined?
To assess how useful controls are in an admixture mapping study, we performed simulations with 200 cases and different numbers of controls, for a locus conferring twofold increased risk of disease. In these simulations, controls add only a small amount of information compared with that provided by genotyping 78 European American and 109 West African samples for the Smith et al. (2004) map. In a series of 100 simulations with a 2-fold increased risk locus, the average LOD scores for association were 1.88, 1.95, and 2.15 for 0, 200, and 2,000 controls, respectively. Increasing the number of cases from 200 to 2,000, by contrast, confers far more power even for a weaker 1.5-fold-risk locus (average LOD score 5.06).
We conclude that, in designing an admixture mapping study, one should make the collection of cases as large as possible, with the size of the control population a secondary objective. A minimum of a few hundred control samples should probably be included in any disease study as a sanity check, to ensure that any signals of admixture association are restricted to cases and not seen in controls. Admixed control samples will also likely be more important for studies in populations such as Hispanic Americans than in African Americans, since, in Hispanic Americans, it may be more difficult to identify modern representatives of the actual parental populations, and the only reliable source of allele frequency information will be admixed control samples.
Theoretical Power Calculations, and Guidelines for Optimal Study Design
We performed power calculations for admixture mapping under a very wide range of disease models, assuming a perfectly informative map. The results should apply equally to any approach to admixture mapping (McKeigue 1997 (McKeigue , 1998 Zheng and Elston 1999; McKeigue et al. 2000; Hoggart et al. 2003) , and not just to our own.
Theoretical power of admixture mapping to detect

Figure 10
Number of samples necessary to detect a disease locus under the ideal assumption of perfect information about ancestry and the same M i in both parents. The number of samples necessary to detect an association in African Americans can be estimated by averaging the power for a given risk model and percentage of ancestry (given by the curves in fig. 9 ) over the percentages of ancestry seen in African Americans:
as described in the text. M ∼ 20% ‫ע‬ 12% i known disease loci.-To explore the theoretical power of admixture mapping-what would be expected if our genetic methods were perfect and we genotyped perfectly informative sites at every point in the genome-we first explored the power of admixture mapping to detect genetic variants that have been associated with common, complex diseases (Hirschhorn et al. 2002; Lohmueller et al. 2003) .
For each of the examples presented in table 3, we used published data about the relative frequencies of the alleles in Europeans and West Africans, as well as the relative risk due to carrying 1 or 2 copies of the allele, to estimate the increased risk due to ancestry at the locus.
It is interesting that only a few of these known variants would have been detectable with high power through use of admixture mapping. This is because the method will work only for the subset of risk variants that differ strikingly in frequency across populations, and it is not yet clear how important these are in human disease. We emphasize that, since admixture mapping was not used to identify the variants in table 3, the table has a bias toward alleles that will not be amenable to admixture mapping.
The prospects of admixture mapping are likely to be best for diseases, such as MS and prostate cancer, with sharply different incidences across populations. For such diseases, there is a higher probability that the genetic risk is due to alleles that have very different frequencies across populations. The true usefulness of admixture mapping will only be clear once several real, empirical, high-powered studies are performed for diseases that differ strikingly in incidence across populations.
Theoretical exploration of power of admixture mapping for a range of disease models.-To more fully explore how admixture mapping compares in power with other whole-genome scanning approaches, we performed theoretical calculations comparing the power of admixture mapping with that of linkage studies and of whole-genome association mapping. The calculations we used for the latter two methods are similar to those described by Risch and colleagues (Risch and Merikangas 1996; Risch 2000) . Figure 8A shows that an admixture mapping study involving a high-density map of markers in African Americans should, in many cases, have statistical power similar to that of a whole-genome haplotype or association study and should require fewer samples than a linkage scan to achieve the same statistical power. Admixture mapping works well, of course, only for alleles with a large allele frequency difference across populations.
The high efficiency of admixture mapping is most evident when one focuses on the number of genotypes required for a study ( fig. 8B ). The reason is that admixture mapping requires genotyping ∼100 times fewer markers than haplotype mapping but retains the high power of an association study. The power calculations in figure 8 suggest that, with 2,000 samples and a highdensity map, it should be possible, in principle, to use admixture mapping to detect disease loci where the relative risk due to an allele (the GRR, not the ancestry risk) is as low as 1.5.
Power is affected by proportion of ancestry.-In the extreme case, an individual with ancestry solely from one population ( or 1) shows no crossovers be-M p 0 i tween segments of different ancestry and thus contributes no power for a study. However, figure 9 also shows that power is fairly constant for values of M i from 10% to 90%. Since the average proportion of European ancestry is 15%-21% for African American populations (Parra et al. 1998; present study) and is estimated to be 53%-68% for Hispanic American populations (Halder and Shriver 2003) , we conclude that both African and Hispanic Americans are in the range of mixture proportions where admixture mapping should have high power.
The identity of the ancestral population with higher risk at a locus only modestly affects power.-It has been previously noted that it should be easier to detect a locus if the increase in ancestry is from the population contributing less to the admixed population. To assess the importance of this effect, we integrated the power calculations ( fig. 9 ) over the distribution of percent European ancestry (M i ) in African Americans ( fig. 10) .
These calculations show that, for loci where African ancestry confers higher risk (which might be expected in prostate cancer), the power is only slightly lower than for loci where European ancestry confers higher risk (expected for diseases like MS). For example, if African Americans are assumed to have 20% European admixq4 PROOF 19 ture on average, and if we consider a 1.5-fold relativerisk allele that has frequencies of 10% in European Americans and 60% in West Africans, we expect that 1,925 samples would be needed to detect it with 80% power. The sample requirement would be reduced by only 1.24-fold if the population frequencies were reversed. We conclude that the power of admixture mapping is affected little by which ancestral population has a higher incidence.
Theory suggests that performance is affected by the number of generations since admixture.-The number of generations since admixture also has an impact on power to detect a disease locus. For patients with a recent history of admixture (low l i , which could occur if all four grandparents were from unadmixed populations) the sizes of blocks of shared ancestry should be large, and fewer markers should be necessary to provide high confidence about their ancestry state (0, 1, or 2 population A alleles). The drawback of a low l i , however, is that, once a peak is detected, there will be less precision in localization.
Discussion
We have described a new method that allows genotyping data from closely linked markers to be combined to permit robust, powerful, and practical admixture scans for disease genes. We have also verified that the method works well, through use of empirical and simulated data. Finally, we have performed power calculations that should be relevant not only to the method we introduced but also to other admixture scanning methods. We emphasize that admixture mapping will be useful only if it is combined with a robust panel of markers specifically chosen for admixture mapping. Thus, in an accompanying article (Smith et al. 2004 [in this issue]), we also present a high-density admixture map containing 2,154 SNPs, which, for the first time, should make it practical to use the admixture mapping method as a disease gene scanning method in African Americans.
It is important to recognize that, although admixture mapping is a promising approach, it can only map variants contributing to common disease that show large allele frequency differences between parental populations. Ideally, several methods will be used in conjunction with one another to find as many risk variants as possible:
1. Linkage mapping or homozygosity mapping are always the most powerful and cost-effective approaches for identifying disease genes for which the penetrance in families is high. 2. Haplotype mapping or direct association studies have the virtue that they can identify common alleles of low penetrance. However, whole-genome haplotype scans require the study of so many markers that they will not be practical until costs decrease. At present, the only practical haplotype studies are of specific candidate regions. 3. Admixture mapping is an alternative approach to whole-genome scans for low-penetrance risk variants for common disease. It will work best for finding loci where the genetically influential disease risk differs across populations. This may be most important where recent selection has altered the allele frequency in different groups.
Admixture mapping is likely to be most promising for diseases in which incidence differs strikingly across populations, since these differences may signal the existence of alleles that also differ in frequency across populations. (Of course, environmental influences and sociocultural factors also explain many health disparities between populations.) It is important to realize, however, that admixture mapping is not limited to phenotypes that differ in incidence across populations. Even for populations in which the incidence is the same, the genetic risk factors may be differently distributed across loci, so that an admixture study would detect them as regions of both increased and decreased ancestry.
Admixture mapping can be tested in practice only by performing several real empirical studies. We conclude that, even if the method works as well as theoretically predicted, it is not a replacement for haplotype-based mapping. At loci where peaks are detected, regions of interest will span multiple centimorgans, and haplotypebased approaches will be crucial for fine-mapping the peaks and cloning the disease gene. Admixture mapping is thus a promising approach to finding genetic loci relevant to complex disease but is not a replacement for other mapping methods. is the number of alleles deriving from population A ancestry at locus j. With the above parameters as X {0,1,2} j inputs in the HMM, we calculate the likelihood of the data as well as the posterior probabilities of the ancestry state X j at each site.
We note that our alpha-pass and beta-pass algorithms are extremely similar to the Lander-Green algorithm (Lander and Green 1987) and to algorithms described by Falush et al. (2003) . They are specializations of methods introduced by Baum (Baum et al. 1970) .
Alpha Pass
We begin at the p-terminal end of the chromosome and proceed iteratively in the 5 direction. At marker 0, we define our prior probability for the ancestry state:
, where . Explicitly, this is * 
We can similarly derive for O j values of 0 or 2. We also define a variable a,
To define transition probabilities, let d be the genetic distance (in morgans) between markers j and . If we j ϩ 1 consider recombination as a Poisson process, on a haploid chromosome the probability of no recombination having occurred between the sites since admixture is . If there has been recombination, the ancestry state at is
Ϫl d i e j ϩ 1 obtained from the prior distribution for ancestry (i.e., probability M i of population A ancestry). Thus, for a haploid chromosome, the probability of both loci j and jϩ1 being of population A ancestry is
Similarly, the probability of both loci j and deriving from population B is j ϩ 1
It is straightforward to derive diploid transition probabilities from the haploid calculations:
Figure B1
Top, Prior distributions generating base ethnicity probabilities M i and Poisson crossover rates for individual i. These parameters l i are for the autosomes. Similarly, we generate and for the X chromosome. The distribution of is dependent on the random variable
Bottom, Allele counts, , for marker j in sample from population A and similar counts, , for population B. We also
have parameters and modeling divergence between our modern samples and the actual parental populations of our admixed sample t(A) t(B) sample. We generate "true" allele frequencies for the modern populations and then allele frequencies for the parental populations. p (j) p(j) and the allele frequencies now drive a Lander-Green HMM (Lander and Green 1987) that estimates ancestry at every point of the M, l p(j) genome. Ancestries form a (hidden) Markov chain, and outputs are observable genotypes generated from the using the probabilities
African American sample, given the modern populations we genotyped, is ∼300, for both African and European ancestral populations; therefore, our prior mean is low, but the inference is not sensitive to this). Conditional on and , we take the distribution of , the reference allele frequency in our sample conditional on population
A ancestry, to be a beta distribution: , which has a mean of . This idea of modeling divergence
of allele frequencies with a suitable beta distribution has also been used before (see, e.g., Balding and Nichols 1995; Devlin and Roeder 1999; Falush et al. 2003) .
The HMM
We input externally an estimate of the genetic location of all our markers. For simulation, it is now simple to generate ancestries E (using ) and then genotypes (using ).
MCMC Sampling
As we describe in appendix C [online only], it is sufficient to sample our state space through use of the null model with no risk alleles present in the genome. We use essentially standard tools, as, for instance, described by Gilks et al. (1996) and Chen et al. (2000) . The key idea, as in all MCMC samplers, is to fix most of our state variables and then sample from the full conditional distribution of the remaining variables.
In most cases, this reduces to sampling a univariate distribution, the probability density of which has a simple form. We use the excellent package arms.c (Gilks et al. 1995) , which allows efficient adaptive sampling from any reasonably well-behaved univariate distribution. We believe that we gain efficiency by avoiding wide use of a Metropolis sampler. It probably would be possible, with sufficient care, to obtain excellent sampling behavior, but our state space is huge, and it is difficult to find proposal distributions for a Metropolis sampler that will work well in all regions of our space.
Even with our adaptive code, some care is needed to obtain good performance. We give an example below. We do not describe our sampling in detail, but we give some examples of what is involved.
Sampling the Markov Chain States
In this section, we work conditional on the values of all the MCMC parameters, so that we can, in effect, regard the HMM parameters as known.
Figure B2
The log 10 Bayes factor, shown iteration by iteration, on a real data set, where we believe there is no evidence for a causal allele. No long-term structure is visible.
Figure B3
Correlation coefficients, as we vary the "lag" between iterations, for two statistics from an iteration of the MCMC. Our first statistic, "llike," is used for monitoring purposes. If E is the full set of ethnicities, we compute the sum of the log likelihood of E and the log likelihood of our observations conditional on E. This is a statistic sensitive to bad behavior of the MCMC. We also show the correlation structure of our genomewide score. Some long-term structure is evident, although the correlation is small, suggesting that the mixing is not perfect, even after 100 iterations.
In our analysis of the HMM, we require both 1. a random sample of the conditional ancestry sequence and 2. the full conditional distribution of ancestry at each marker, conditional on the values of all parameters. As in appendix C (online only), we define the posterior probability (under the null) of ancestry a at locus t, individual i as . The score we use is following the notation of appendix C (online only):
Note that this averages across the ancestry states a. We do not use the sampled ancestry sequence directly to form a score. This is known in the literature as "Rao-Blackwellization" and can lead to a huge gain in sampling efficiency. The point is that, conditional on the values of the remainder of our parameter space, the value of L(i) interest can be computed analytically, and it is unnecessary to replace the analytic value with a sampled approximation.
For our random sample of ancestry, suppose we have markers on a given autosome. Fix an individual j p 1, … ,J i. Let
where is the number of chromosomes that have population A ancestry. can be readily computed iteratively E b it t for . Note that this computation of b is an essential component of the g computation, so, in some t p J, J Ϫ 1, … 1 sense, it is obtained for free. After this computation, now has a conditional probability distribution determined E i1 by , and, given , it is straightforward to sample . This iterative calculation of a sample path is essentially b E E the same as equations (A6)-(A10) of Falush et al. (2003) .
Sampling the Prior Parameters of l
The Gibbs sampling paradigm by no means completely removes the burden of designing an efficient sampler. We give an example with the sampling of , , which control the prior distribution of . Define x f l
a gamma density with parameters x and f. Then, conditional on , the distribution is
The most obvious procedure would be to Gibbs sample, alternately fixing and then . However, the mixing is x f G. We now Gibbs sample with the new variables. The point here is that m and v have distributions that are nearly independent, and the mixing proceeds much faster.
As a further refinement, on the first few iterations (we use five) of the burn-in, we do not Gibbs sample but choose to be the maximum likelihood. This gives "reasonable" samples rapidly.
Fix a marker j. We will drop the index j in the following discussion. We describe the sampling of the populationdependent allele frequencies. We assume that we are given probabilities , and parameters . We regard 
and
We describe our procedure for autosomes. 
Our procedure then is to compute the probability x, through use of the old values of . We therefore draw a p , p D to the state space of our MCMC, which shows that the sampling procedure is, indeed, valid.
Sampling l i
Fix the individual i and, for the moment, write , etc. If we had sampled the ancestry sequence on each l p l i chromosome separately (that is, we have a four-state and not a three-state model), then an MCMC step to sample l would be straightforward. A brief description is given below.
We will sample the number of crossover events in the genome from the distribution conditional on our parameters and the ancestry sequence. We do this for each chromosome of a pair of autosomes. Consider a pair of markers M, l for which the ethnicities are , where . Suppose that the genetic distance between the markers (E ,E ) E ,E {A,B} 1 2 1 2 is d. We first work out the probability that there is at least one crossover event in the interval. This is, of course, 1 if . If , then the probability of at least one crossover may be computed as
(see the similar eq.
[3] of Falush et al. [2003] ). Let be the distribution obtained from a Poisson distribution of mean , conditioned on . Then, the P (k) ld k 1 0 probability of no crossovers is , and the probability that the number is k, given that , is . Thus, (1 Ϫ q) k 1 0 P (k) it is easy to sample k. Now, if the total number of crossover events in the genome is K, then, given that l has a prior distribution , the conditional distribution of l is gamma distributed with parameters , where D is the total G(x, f) ( x ϩ K, f ϩ D) genetic distance of all our intervals. As a result, l is easily sampled.
We can regard K as being part of the complete data of our state space; we are Gibbs sampling first K and then l, which shows the process is valid.
We do not observe directly the ancestry on individual chromosomes, but this is easily remedied. Consider an interval I in which we have sampled as the ancestry states in our three-state model, so that . The (a,b) 0 р a,b р 2 pairs of states on the individual chromosomes (note that the ordering of the chromosomes is irrelevant) are determined unless . In that case, there are two possibilities: or . However, it is easy a p b p 1 {(0,0),(1,1)} {(0,1),(1,0)} to compute the conditional probability of these two cases. We sample and reduce to the situation where the ancestry is known on the individual chromosomes. It may seem surprising that we believe that a few hundred MCMC iterations are adequate. In figure B2 , we show a scatterplot of a long run in which we used a burn-in of 1,000 iterations and then a further 2,000 iterations. This was on a real data set in which the genomewide score we calculate is Ϫ0.2, so we do not believe there is any evidence for genomic association with disease in these data. No structure is apparent, except, possibly, for a few large scores very early in the burn-in.
In figure B3 , we show the correlations for two statistics. One (see legend) shows the behavior of the statistic (of those we have tried) that was the most sensitive to poor mixing behavior of the chain. We used this statistic as a tool for algorithm development. The second statistic is our genomewide score. Some correlation structure is evident, but it is small. This suggests that complete mixing will not have occurred in as few as 300 iterations of our Markov chain, but the effects are not likely to be of importance. Further, the extensive evaluations we have performed, as described in the main article, provide convincing evidence that a rather small number of iterations yields a powerful score for disease. We see no reason to think that greatly increasing the iterations will be of practical benefit.
When we began this project, we were concerned that multimodality of the likelihood might be a problem, with difficulties for the chain reaching the main mode. This is not the case, and, over our many thousands of test runs, we believe we only once failed to reach the main lobe. This was an unusual run in which we had provided no information about modern allele frequencies.
Appendix C Scoring Techniques in Admixture Mapping
Introduction
Here we write down some formulae to score for a disease allele at a given point in the genome, using an admixture scan.
We are studying an admixed population, and we label the parental populations "A" and "B." We assume that any small section of a chromosome has a true ethnicity . This is the ancestry of an ancient parent of the E {A,B} section.
We have a set of individuals , each with a disease D. For an individual i and marker position t, i p 1,2, … ,N which we assume is on an autosome, there is a hidden value, , which is the number of chromosomes for i a(t, i) that have ethnicity A at t. So . 0 р a(t, i) р 2
Scoring with an HMM
We assume, for now, that all critical parameters of our HMM are known to us. In particular, we assume that we can compute accurate estimates, through use of genomewide statistics, for the (prior) probability distribution of . We need this at a random locus and will therefore assume that this distribution is independent of t. a(t,i) However, it will, of course, depend on the individual i. Write . We will also assume that other P [a(t,i) Fix a hypothetical disease locus t. Let O be the complete set of marker observations for individual i. We will use as our score for individual i the log factor P(OFD,i) L(i) p log , P(OFi) and our final statistic for our hypothesis at locus t is . Here, the numerator is the likelihood of our
observations given a disease hypothesis, and the denominator is the likelihood at random. We will use to mean probability calculated according the random model and to mean probability under P P 0 D the disease hypothesis. Thus, for example, we will write and interchangeably. P (aFD,i) P (aFi)
D
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at the causal (disease) locus. Let a be the (hidden) number of A alleles for individual i at the causal locus. Thus, . We see that P (OFa,i) p P (OFa,i) which we assume we know. Now, by standard conditional probability,
We are, in effect, assuming that the conditional probability of disease depends only on ancestry at the causal locus. Thus, is independent of i. We will write . Therefore, . This yields P(DFa Equation (C2) is the basic statistic used by our method. Our overall score at the locus under consideration is thus
ip1 as given the HMM parameters, the evidence for a disease locus is independent across individuals.
Note that, as it should be, the score is invariant if we multiply w by a constant. Thus, we would obtain the L(i) same result by defining . In fact, in our code and in the account given in the main article, we w(a) p P(DFa,i)/P(D) always normalize and take . w(0) p 1 In practice, w is not likely to be known to us. Unless there is good evidence that the disease under study has a recessive component, we recommend the following: Take a range of r values, , and, for the assumption r ,r , … ,r (This assumes a flat [uniform] prior on the assumptions , which is all we have implemented, though this r p r i restriction could easily be relaxed.)
There is no need to restrict ourselves to . A risk would imply a locus where ancestry in population A r 1 1 r ! 1 is protective.
Scoring with MCMC
The assumptions made in the previous section-that is, that we know various critical model parameters preciselyare unreasonable. As we discuss in the main article, seriously erroneous model parameters will mimic the effect of a true risk allele, so this is a problem that must be addressed. We use a large MCMC to solve our problem.
We have a large parameter space . We think of as the space of parameters of the null model. Thus, in P P particular, the disease risk parameters w are not elements of . Fix w for now. (We prefer to think of as the space P P of parameters outside the hidden HMM variables, which are the ancestry states of each individual at each locus. Therefore, includes all parameters necessary for the HMM we have already described but not the actual sequence P of hidden states. )
Then, for any , we can compute for each locus, using equations (C2) and (C3), the log Bayes factor . p P L Here, depends on p, and we write L p L(p) P (OFp,w) [ ]
for the Bayes factor, given p.
The following is a standard idea in Bayesian MCMC (see, e.g., Thompson and Guo [1991] or section 5.2.2 of Chen et al. [2000] ). The Bayes factor at a locus is, by definition, F P(OFp,w) Pr (p)dp ∫pP P(OFw) F p p , P (O) P (OFp) Pr (p)dp ∫pP 0 0 where is the prior distribution on our parameters. It is important to note that this prior is not dependent on Pr (p) our disease model and, in particular, is the same distribution in the causal and null case. Hence, P(OFp,w) P (OFp) Pr (p)dp
F(p)P (OFp) Pr (p)dp ∫ 0 pP 0 F p p . P (OFp) Pr (p)dp P (OFp) Pr (p)dp So the Bayes factor we seek is just the expectation of the Bayes factor , with the expectation evaluated under F(p) the posterior distribution of p under the null model. MCMC techniques allow efficient sampling of under the P posterior null model; further, the posterior state estimates , needed in equation (C2), are also computed under g (a,i) t the null model. These two steps dominate the computational work. We then can efficiently estimate at each locus F by computing the average of after sampling with the MCMC. Note that the bulk of the work is independent F(p) of the assumed disease locus or risk model, an enormous computational savings.
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Global Scoring and Significance
We recommend computing a genomewide score. For simplicity, assume that there is just one disease-related locus in the genome; then, it is natural to introduce a prior probability distribution, , for the place in which a disease P(s) gene might be present. Then, our global score is just , where is the estimated Bayes factor G
Gp log P(s)F(s)
F(s)
s for the hypothesis that the disease locus is s. As we discuss in our article, this is a powerful score, and we believe that it is the best statistic to use to test genomewide significance. Since is a Bayesian overall log factor, it allows G direct calculation of the posterior degree of belief that there is genomic association with disease in the data being examined. We suggest in the main article that a log score (base 10) of 2 (LOD), corresponding to a Bayes factor of 100, should be regarded as showing significant evidence. Note that, as is common in Bayesian calculations, we are testing only one hypothesis here (a complex one involving many loci and possibly many risk models), and therefore no correction is needed for multiple hypotheses.
Finally, we remark that these scoring methods give an alternative methodology in linkage analysis and could be used instead of the Kruglyak-Lander thresholds (Lander and Kruglyak 1995) to test genomewide significance.
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