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Abstract
We derive simple concentration inequalities for bounded random vectors, which generalize
Hoeffding’s inequalities for bounded scalar random variables. As applications, we apply the
general results to multinomial and Dirichlet distributions to obtain multivariate concentration
inequalities.
1 Introduction
Concentration phenomena is one of the most important subjects in probability theory. Formally,
let X 1, · · · ,X n be independent random vectors of the same dimension defined in a probability
space (Ω,Pr,F ). Define
Xn =
∑n
i=1 X i
n
(1)
and mathematical expectation
µ = E[X n]. (2)
It is a fundamental problem to investigate how X n deviate from the mean vector µ. In many
situations, since the exact distribution of X n is not readily tractable, it is desirable to obtain
upper bounds for probabilities
Pr{X n ≤ z} and Pr{X n ≥ z}, (3)
where z is a deterministic vector of the same dimension as Xn, the symbols “≤” and “≥” are
used to denote the partial order relations between two vectors with the following notions:
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For two vectors x = [x1, · · · , xκ]
⊤ and y = [y1, · · · , yκ]
⊤ of the same dimension κ, where ⊤
denotes transpose operation, we write x ≤ y if
xi ≤ yi for i = 1, · · · , κ.
Similarly, we write x ≥ y if
xi ≥ yi for i = 1, · · · , κ.
Throughout this paper, such notations will be used for denoting the relations between vectors.
To obtain upper bounds for probabilities in (3), we need some constraints for the random vec-
tors. Actually, in many applications, the relevant random vectors are bounded. More specifically,
for random vectors X i = [X1,i,X2,i, · · · ,Xκ,i]
⊤, i = 1, · · · , n, there exist real numbers aℓ,i, bℓ,i
such that
aℓ,i ≤ Xℓ,i ≤ bℓ,i
for i = 1, · · · , n and ℓ = 1, · · · , κ. If we define
Yℓ,i =
Xℓ,i − aℓ,i∑κ
ℓ=1(bℓ,i − aℓ,i)
,
then
k∑
ℓ=1
Yℓ,i ≤ 1, i = 1, · · · , n
and
Yℓ,i ≥ 0, 1 ≤ ℓ ≤ k, 1 ≤ i ≤ n.
It follows that random vectors Yi = [Y1,i, Y2,i, · · · , Yκ,i]
⊤, i = 1, · · · , n are bounded in a simplex.
This demonstrates that a bounded random vector can be transformed into a random vector
contained in a simplex by virtue of the translation and scaling operations. Motivated by this
analysis, we shall derive upper bounds for the probabilities in (3) with relevant random vectors
bounded in a simplex.
The remainder of the paper is organized as follows. In Section 2, we present our main results
for multivariate concentration inequalities for bounded random vectors. In Section 3, we apply
our general results to multinomial and Dirichlet distributions to obtain concentration inequalities.
The proof of our main results is given in Section 4.
2 Main Results
Let X i = [X1,i,X2,i, · · · ,Xκ,i]
⊤, i = 1, · · · , n be independent random vectors of dimension k such
that
k∑
ℓ=1
Xℓ,i ≤ 1 for i = 1, · · · , n
2
and
Xℓ,i ≥ 0 for 1 ≤ ℓ ≤ k, 1 ≤ i ≤ n.
Note that the elements X1,i,X2,i, · · · ,Xκ,i of X i are not necessarily independent. Let Xn be the
average random vector defined by (1). Then, the mean µ of Xn in accordance with (2) can be
expressed as
µ = [µ1, · · · , µκ]
⊤,
where
µℓ =
∑n
i=1 E[Xℓ,i]
n
, ℓ = 1, · · · , κ.
In this setting, we have established the following results.
Theorem 1 Let zℓ, ℓ = 0, 1, · · · , κ be positive real numbers such that
∑k
ℓ=0 zℓ = 1. Define
µ0 = 1−
κ∑
ℓ=1
µℓ, z0 = 1−
κ∑
ℓ=1
zℓ, z = [z1, · · · , zκ]
⊤.
Then,
Pr{X n ≤ z} ≤
k∏
ℓ=0
(
µℓ
zℓ
)nzℓ
provided that z ≤ µ.
Similarly,
Pr{X n ≥ z} ≤
k∏
ℓ=0
(
µℓ
zℓ
)nzℓ
provided that z ≥ µ.
It should be noted that Theorem 1 is a multivariate generalization of Hoeffding’s inequality
[3].
3 Applications
In this section, we shall apply the main results to multinomial distribution and Dirichlet distri-
bution.
3.1 Multinomial Distribution
In probability theory, random variables X0,X1, · · · ,Xκ are said to possess a multinomial distri-
bution if they have a probability mass function
Pr{Xi = xi, i = 0, 1, · · · , κ} =
n!∏k
i=0 xi!
k∏
i=0
pi
xi , (4)
where x0, x1, · · · , xκ are non-negative integers sum to 1 and pi, i = 0, 1, · · · , κ are positive real
numbers sum to 1.
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Define X = [X1, · · · ,Xκ]
⊤ and µ = E[X]. Then, µ = [µ1, · · · , µκ]
⊤, where
µi = E[Xi] = npi, i = 0, 1, · · · , κ.
Let Y = [Y1, · · · , Yκ]
⊤ be a random vector such that
Pr{Yi = yi, i = 1, · · · , κ} =
k∏
i=0
pi
yi ,
where y0, y1, · · · , yκ are non-negative integers sum to 1. Let Y1, · · ·Yn be independent random
vectors having the same distributions as Y. It is well known that random vector X has the same
distribution as
∑n
i=1Y i. This property is referred to as the reproducibility of the multinomial
distribution. As applications of Theorem 1 and the reproducibility of the multinomial distribution,
we have the following results.
Theorem 2 Let zi, i = 0, 1, · · · , k be nonnegative integers such that
∑k
i=0 zi = n. Let z =
[z1, · · · , zκ]
⊤. Then,
Pr{X ≤ z} ≤
k∏
i=0
(
µi
zi
)zi
provided that z ≤ µ, (5)
and
Pr{X ≥ z} ≤
k∏
i=0
(
µi
zi
)zi
provided that z ≥ µ. (6)
It should be noted that Theorem 2 is a multivariate generalization of the Chernoff-Hoeffding
bounds for binomial distributions [1, 3]. The results in Theorem 2 had been established by Chen
[2, page 17, Corollary 1] with a likelihood ratio method.
3.2 Dirichlet Distribution
In probability theory, random variables X0,X1, · · · ,Xκ are said to possess a Dirichlet distribution
if they have a probability density function
f(x,α) =


1
B(α)
∏κ
i=0 x
αi−1
i for xi ≥ 0, i = 0, 1 · · · , κ such that
∑κ
i=0 xi = 1,
0 else
where x = [x0, x1, · · · , xκ]
⊤, α0, α1, · · · , ακ are positive real numbers, α = [α0, α1, · · · , ακ]
⊤, and
B(α) =
∏κ
i=0 Γ(αi)
Γ(
∑κ
i=0 αi)
,
with Γ(.) representing the Gamma function. The means of X0,X1, · · · ,Xκ are
µi = E[Xi] =
αi∑κ
ℓ=0 αℓ
for i = 0, 1, · · · , κ.
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Define vectors
X = [X1, · · · ,Xκ]
⊤, µ = [µ1, · · · , µκ]
⊤.
Let X 1,X 2, · · · ,X n be independent random vectors possessing the same distribution as X. De-
fine Xn =
∑n
ℓ=1 X i
n
. As applications of Theorem 1, we have the following results.
Theorem 3 Let zℓ, ℓ = 0, 1, · · · , κ be positive real numbers such that
∑k
ℓ=0 zℓ = 1. Define
z = [z1, · · · , zκ]
⊤. Then,
Pr{X n ≤ z} ≤
[
κ∏
i=0
(
µi
zi
)zi]n
provided that z ≤ µ, (7)
Pr{X n ≥ z} ≤
[
κ∏
i=0
(
µi
zi
)zi]n
provided that z ≥ µ. (8)
4 Proof of Theorem 1
We need some preliminary results.
Lemma 1 Assume that
∑k
ℓ=1 xℓ ≤ 1 and xℓ ≥ 0 for ℓ = 1, · · · , k. Then,
k∏
ℓ=1
exp (tℓxℓ) ≤ 1−
k∑
ℓ=1
xℓ +
k∑
ℓ=1
xℓ exp(tℓ) (9)
holds for arbitrary real numbers tℓ, ℓ = 1, · · · , k.
Proof. We shall use a probabilistic approach. Define t0 = 0 and
x0 = 1−
k∑
ℓ=1
xℓ.
Since
∑k
ℓ=0 xℓ = 1 and 0 ≤ xℓ ≤ 1 for ℓ = 0, 1, · · · , k, we can define a random variable T such
that
Pr{T = tℓ} = xℓ, ℓ = 0, 1, · · · , k.
Then, the expectation of eT is
E[eT ] =
k∑
ℓ=0
xℓ exp(tℓ). (10)
Note that
exp(E[T ]) = exp
(
k∑
ℓ=0
tℓxℓ
)
=
k∏
ℓ=0
exp (tℓxℓ) . (11)
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Since et is a convex function of real number t, it follows from Jensen’s inequality that
E[eT ] ≥ exp(E[T ]). (12)
Making use of (10), (11) and (12) yields,
k∑
ℓ=0
xℓ exp(tℓ) ≥
k∏
ℓ=0
exp (tℓxℓ) . (13)
Since t0 = 0 and x0 = 1−
∑k
ℓ=1 xℓ, the inequality (13) can be written as (9). This completes the
proof of the lemma.
✷
Lemma 2
n∏
i=1
E
[
k∏
ℓ=1
exp (tℓXℓ,i)
]
≤
[
µ0 +
k∑
ℓ=1
µℓ exp(tℓ)
]n
for arbitrary real numbers tℓ, ℓ = 1, · · · , k.
Proof. By the independence of the random vectors X 1, · · · ,X n, we have that
E
[
k∏
ℓ=1
exp
(
tℓ
n∑
i=1
Xℓ,i
)]
=
n∏
i=1
E
[
k∏
ℓ=1
exp (tℓXℓ,i)
]
(14)
holds for arbitrary real numbers tℓ, ℓ = 1, · · · , k. By Lemma 1, we have that
k∏
ℓ=1
exp (tℓXℓ,i) ≤ 1−
k∑
ℓ=1
Xℓ,i +
k∑
ℓ=1
Xℓ,i exp(tℓ), i = 1, · · · , n
holds for arbitrary real numbers tℓ, ℓ = 1, · · · , k. Taking expectation on both sides of the above
inequality yields
E
[
k∏
ℓ=1
exp (tℓXℓ,i)
]
≤ 1−
k∑
ℓ=1
E[Xℓ,i] +
k∑
ℓ=1
E[Xℓ,i] exp(tℓ), i = 1, · · · , n. (15)
It follows from (14) and (15) that
E
[
k∏
ℓ=1
exp
(
tℓ
n∑
i=1
Xℓ,i
)]
=
n∏
i=1
E
[
k∏
ℓ=1
exp (tℓXℓ,i)
]
≤
n∏
i=1
[
1−
k∑
ℓ=1
E[Xℓ,i] +
k∑
ℓ=1
E[Xℓ,i] exp(tℓ)
]
≤
[
1−
k∑
ℓ=1
µℓ +
k∑
ℓ=1
µℓ exp(tℓ)
]n
(16)
=
[
µ0 +
k∑
ℓ=1
µℓ exp(tℓ)
]n
,
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where the inequality (16) follows from the fact that the geometric mean does not exceed the
arithmetic mean. This completes the proof of the lemma.
✷
Lemma 3 Define
M (t1, · · · , tk) = −
k∑
ℓ=1
tℓzℓ + ln
[
µ0 +
k∑
ℓ=1
µℓ exp(tℓ)
]
. (17)
Then,
∂M (t1,··· ,tk)
∂tℓ
= 0 for ℓ = 1, · · · , k if and only if
tℓ = ln
zℓµ0
z0µℓ
, ℓ = 1, · · · , k.
Proof. It can be checked that the partial derivatives of M (t1, · · · , tk) are given as
∂M (t1, · · · , tk)
∂tℓ
= −zℓ +
µℓ exp(tℓ)
µ0 +
∑k
j=1 µj exp(tj)
, ℓ = 1, · · · , k.
Letting the partial derivatives to be 0 yields
− zℓ +
µℓ exp(tℓ)
µ0 +
∑k
j=1 µj exp(tj)
= 0, ℓ = 1, · · · , k. (18)
For simplicity of notations, define
θℓ = µℓ exp(tℓ), ℓ = 1, · · · , k. (19)
Then, we can write (18) as
− zℓ +
θℓ
µ0 +
∑k
j=1 θj
= 0, ℓ = 1, · · · , k. (20)
From equation (20), we have
θℓ
θi
=
zℓ
zi
, for ℓ, i ∈ {1, · · · , k}. (21)
Making use of (20) and (21), we have
− zℓ +
1
µ0
θℓ
+
∑k
j=1
zj
zℓ
= 0, ℓ = 1, · · · , k. (22)
Since zℓ > 0, ℓ = 1, · · · , k, we can write (22) as
− 1 +
1
zℓµ0
θℓ
+
∑k
j=1 zj
= 0, ℓ = 1, · · · , k. (23)
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Making use of (23) and the fact that z0 = 1−
∑k
j=1 zj, we have
θℓ =
zℓµ0
z0
, ℓ = 1, · · · , k. (24)
Making use of (19) and (24) yields tℓ = ln
zℓµ0
z0µℓ
, ℓ = 1, · · · , k. The lemma is thus proved. ✷
We are now in a position to prove the theorem. Consider Pr{X n ≤ z}. Let tℓ < 0 for
ℓ = 1, · · · , k. Note that
Pr{X n ≤ z} = Pr
{
n∑
i=1
Xℓ,i ≤ nzℓ, ℓ = 1, · · · , k
}
= Pr
{
exp
(
tℓ
n∑
i=1
Xℓ,i
)
≥ exp(ntℓzℓ), ℓ = 1, · · · , k
}
≤
[
k∏
ℓ=1
exp(−ntℓzℓ)
]
E
[
k∏
ℓ=1
exp
(
tℓ
n∑
i=1
Xℓ,i
)]
, (25)
where (25) follows from multivariate Markov inequality. Making use of (25) and Lemma 2, we
have
Pr{Xn ≤ z} ≤
[
k∏
ℓ=1
exp(−ntℓzℓ)
] [
µ0 +
k∑
ℓ=1
µℓ exp(tℓ)
]n
= exp (nM (t1, · · · , tk)) (26)
for all tℓ ≤ 0, ℓ = 1, · · · , k, where M (t1, · · · , tk) is defined by (17). Since zℓ ≤ µℓ for ℓ = 1, · · · , k,
we have z0 ≥ µ0. In view of the results of Lemma 3, we set
tℓ = ln
zℓµ0
z0µℓ
, ℓ = 1, · · · , k. (27)
Then,
tℓ ≤ 0, ℓ = 1, · · · , k (28)
and
M (t1, · · · , tk) = −
k∑
ℓ=1
tℓzℓ + ln
[
µ0 +
k∑
ℓ=1
µℓ exp(tℓ)
]
= −
k∑
ℓ=1
zℓ ln
zℓµ0
z0µℓ
+ ln
(
k∑
ℓ=0
zℓµ0
z0
)
= −
k∑
ℓ=0
zℓ ln
zℓµ0
z0µℓ
+ ln
(
µ0
z0
k∑
ℓ=0
zℓ
)
=
k∑
ℓ=0
zℓ ln
µℓ
zℓ
. (29)
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By virtue of (26), (27), (28) and (29), we have
Pr{X n ≤ z} ≤ exp
(
n
k∑
ℓ=0
zℓ ln
µℓ
zℓ
)
=
k∏
ℓ=0
(
µℓ
zℓ
)nzℓ
provided that z ≤ µ. In a similar manner, we can show that
Pr{X n ≥ z} ≤
k∏
ℓ=0
(
µℓ
zℓ
)nzℓ
provided that z ≥ µ. This completes the proof of the theorem.
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