To support the multicast and unicast services in the orthogonal frequency division multiplexing system simultaneously, a channel-aware adaptive resource allocation algorithm is proposed to maximise the total throughput of the unicast service while guaranteeing the required quality of service (QoS) for the multicast service. The two-step optimisation scheme is developed to solve the problem based on the perfect channel state information at the base station: first, subcarriers are allocated to the multicast and the unicast services under the assumption that power is divided equally to every subcarrier. Especially, the noisy chaotic neural network with a new parameter set is applied to allocate the subcarriers to the unicast service by elaborately constructing the energy function to fully exploit the multiuser diversity gain, the optimal solution is found successfully through its rich neurodynamics; Secondy, the power averagely allocated to the unicast service is reallocated quickly in a linear water-filling fashion. Compared with existing algorithms the proposed algorithm achieves higher spectrum efficiency and better bit-error rate for the multicast service, also higher throughput for the unicast service.
Introduction
Dynamic resource allocation (DRA) schemes for the conventional unicast service have been extensively studied to balance the system throughput and the fairness among users in the orthogonal frequency division multiplexing (OFDM) system [1 -3] . DRA for the multicast service has also been investigated to enhance the performance of Multimedia Broadcast Multicast Service [4 -9] . However, these existing works consider either the conventional unicast service or the multicast service [1 -9] . How to efficiently conduct the DRA for both the multicast and unicast services simultaneously in the same system has not been adequately studied yet.
Recently, a quality-of-service (QoS)-aware resource allocation for mixed multicast and unicast traffic is proposed to utilise efficiently the radio resource [10] . Besides, a DRA algorithm is proposed to provide QoS guarantee for the unicast and multicast services in [11] . Owing to the non-deterministic polynomial (NP) nature of the DRA problem, only suboptimal solutions are obtained in the above works. In order to solve this problem, some approximate methods, such as stochastic simulated annealing algorithms, genetic algorithms, especially the neural network techniques, have been adopted commonly.
A high-reliable disjoint path set selection algorithm in mobile ad hoc network is proposed using Hopfield neural network (HNN) [12] . An optimal match between two sequences of feature vectors allowing for stretched and compressed sections of the sequence is found using the transiently chaotic neural network (TCNN), which introduces a self-feedback connection weight into HNN [13] . Furthermore, Funabiki and Takefuji [14] have stated that HNN can converge to a stable state because of its gradient descent dynamics. Chen and Aihara [15] have theoretically proved that TCNN has global searching ability. However, HNN and TCNN still suffer from converging to local minima and cannot guarantee to find the global minima. Especially, TCNN has been developed into a noisy chaotic neural network (NCNN) by introducing the stochastic noise [16 -18] . NCNN can generate richer neurodynamics than TCNN. Hence, NCNN can overcome the local minima problem more effectively and achieve better performance compared with earlier HNN and TCNN.
In order to integrate the multicast and the unicast services more efficiently and improve the spectrum efficiency further, the required QoS for the multicast service should be met and the total throughput of the unicast service should be maximised under the constraint of total power. A twostep optimisation scheme is developed to solve the problem based on the perfect channel state information (CSI) at the base station (BS). First, subcarriers are allocated to the multicast and unicast services under the assumption of equal power allocation for every subcarrier. Especially, we present an improved NCNN, which gives (i) less steep sigmoid function, (ii) stronger synaptic weights, and (iii) higher initial temperature for annealing. The system can converge to a feasible solution using the new parameter set more quickly. Moreover, the NCNN is applied to allocate the subcarriers to the unicast service by fully exploiting the multiuser diversity gain, the optimal solution is found successfully through its rich neurodynamics; Second, the power averagely allocated to the unicast service is reallocated quickly in a linear water-filling fashion.
The rest of this paper is organised as follows. Section 2 describes the system model and problem formulation. In Section 3, we develop the subcarrier-power allocation algorithm. Numerical example of NCNN is illustrated in Section 4. The performance evaluation is provided in Section 5. The paper concludes with Section 6.
2 System model and problem formulation
System model
We consider a single cell with a BS equipped with bandwidth b (composed of n subcarriers, denoted by the set N ) and total transmission power P T in an OFDM downlink system, which serves q geographically scattered users (denoted by the set Q).
Out of practical concerns, we focus on the setting in which the system supports one multicast service with minimum rate requirement and multiple unicast services. By joint channel coding, the users of the multicast group can receive the information transmitted over the subcarriers allocated to the multicast service. Each user can also combine the information received from the subcarriers allocated to transmit its unicast service. User x contains Q x data streams of the unicast service in a transmission time interval (TTI), that is, user x needs Q x subcarriers [1] . The transmission rate of each subcarrier is adjusted by selecting a proper modulation and coding scheme under the assumption of perfect CSI at BS. Some notations used in this paper are summarised as follows:
2 channel gain of user x on subcarrier i; N x,i noise power of user x on subcarrier i; G x,i channel quality (CQ) of user x on subcarrier i, which is defined as
maximal value of CQ on subcarrier i among users; G min i minimal value of CQ on subcarrier i among users; G diff i CQ difference coefficient on subcarrier i; P T total transmission power of downlink system; P i transmission power allocated to subcarrier i; Q set of all users with cardinality q; H subset of users in the multicast group with cardinality h, H # Q; Q x number of required subcarriers for user x in each TTI; N set of all subcarriers with cardinality n; M subset of subcarriers allocated to the multicast service with cardinality m; U subset of subcarriers allocated to the unicast service with cardinality u; U x subset of subcarriers allocated to user x for the unicast service; R 0 the lowest rate requirement of the multicast service; V x,i subcarrier allocation indicator, V x,i ¼ 1 means that subcarrier i is allocated to user x to transmit unicast service, otherwise V x,i ¼ 0.
The achievable data rate of user x on subcarrier i can be calculated as
To guarantee the QoS of the multicast service, we assume that the data rate of each subcarrier for the multicast service is the minimum one among the achievable data rates of all users, and if so, every user can reliably receive the multicast data transmitted at the same rate supported by the user with the worst CQ, denoted as
Problem formulation
In order to integrate the multicast and the unicast services efficiently and improve the spectrum efficiency further, we focus on the objective of the resource allocation problem which is to maximise the total throughput of the unicast service while guaranteeing the lowest rate requirement of the multicast service. Based on the analyses and definitions above, the optimisation problem can be formulated as follows
Objective function (3) is to maximise the total throughput of the unicast service. Constraint (4) guarantees the lowest rate requirement of the multicast service. Constraint (5) ensures that one subcarrier can only be allocated to either the multicast or the unicast service. Constraint (6) denotes that any two users in the unicast service cannot occupy the same subcarrier in a TTI simultaneously. Inequality (7) is the total power constraint. Inequality (8) denotes the constraint of required subcarriers of each user in the unicast service [1] .
3 Subcarrier-power allocation algorithm
Problems (3)- (8) above is an NP problem. The global optimal solution is extremely hard to be found because of the nonlinear characteristic. Ideally, subcarriers and power should be allocated jointly to achieve the optimal system performance. However, this poses a prohibitive computational burden at BS in order to find the optimal solution. Therefore separating the subcarriers and power allocation is a better way to reduce the complexity. In this paper, a two-step algorithm is developed to solve this problem.
Subcarriers allocation for multicast service
Generally, the fixed subcarriers or time slots resources are often reserved for the multicast service, which will result in a waste of the radio resource when fewer services are served or the worst CQ values of some subcarriers are very small. Actually, the worst CQ value of each subcarrier is different, which helps to allocate subcarriers to the multicast service dynamically, especially in a system with a large number of subcarriers. On the one hand, the multicast transmission rate is decided by the user with the worst CQ value, and the multiuser diversity gain cannot be attained as the unicast service. On the other hand, system total throughput is achieved by all users in the multicast service but a user in the unicast service. Hence, we allocate the subcarriers to the multicast service preferentially. Let us consider an OFDM system, which employs two of eight subcarriers to support six multicast users. The CQs of the eight subcarriers for the six users are given by 
where the underlined numbers represent the worst CQ among the six users on each subcarrier. Then, which two subcarriers should be selected? In order to improve the spectrum efficiency and obtain better bit-error rate (BER), the subcarrier whose worst CQ value is the maximum one among these minimum values should be selected preferentially, this rule can efficiently avoid allocating the subcarrier with smallest CQ (such as G 2.7 ¼ 0.1) to the multicast service, also contributes to the improvement of the spectrum efficiency because less subcarriers will be used, which is expressed as
If two or more subcarriers have the equivalent or similar CQ minimum value (e.g. 
where G x,i = G are {0.7, 0.6, 0.6, 0.4, 0.4, 0.3, 0.2, 0.1}, where the subcarrier will be selected from left to right. The sixth subcarrier is selected at first. However, the CQ value on the first one is equal to that on the second one, so these subcarriers are sorted again in ascending order based on their G diff i as {2,6,4,3,8,1,5,7}, where the G diff i of the second subcarrier is lower than that of the first one. Therefore the second subcarrier should be assigned preferentially. Finally, the subcarrier subset M ¼ {2, 6} will be allocated to the multicast service. As a result, the preserved subcarrier 1 may be allocated to a certain user for the unicast service, such as user 3, 6 or 1.
Actually, the multicast rate is determined by the G min i on subcarrier i, although the other users in a multicast group have better CQs, they must be subject to the lowest rate. The proposed algorithm would mitigate the effect efficiently as their CQ values have less difference from the G min i because of less G diff i . Although the data rate with the worst CQ is selected to transmit on each subcarrier, the multicast technology is still very efficient because of transmitting a source multimedia data to the multiple destinations.
NCNN model
The model of NCNN can be described as follows [16 -18] 
n r (t + 1)
where x r (t) and y r (t) are the output and the internal state of neuron r, respectively. 1 is the steepness parameter of the neuron output function (1 . 0); l is the damping factor of the nerve membrane. a is the positive scaling parameter for inputs, w rs (t) is the connection weight from neuron s to neuron r, b r is the input bias of neuron r. z r (t) is the additional self-feedback connection weight of neuron r, I 0 is a positive parameter. n r (t) is the stochastic noise injected into neuron r and uniformly distributed in the range [2A m , A m ]; b 1 and b 2 are the damping factors for the timedependent neuronal self-coupling and the added random noise, respectively, (0 ≤ b 1 , b 2 ≤ 1); t is the iteration times.
Subcarriers allocation for unicast service
After the rate requirement of the multicast service has been satisfied, the unselected subcarriers will be assigned to the unicast service.
Optimisation objective function:
On the one hand, to maximise the throughput, each subcarrier should be allocated to the user with the maximum CQ value by utilising the multiuser diversity gain, which is expressed as
On the other hand, to obtain the maximal transmission rate, each user hopes to select the several subcarriers on which their CQs are the best. However, the two cases are often contradictory and cannot occur simultaneously. Let us consider an OFDM downlink system that employs nine subcarriers to support three users with the required subcarriers
for each user, respectively. The CQs of the nine subcarriers for the three users are given by (17) where the midline numbers represent the best CQ value on each subcarrier. The subcarrier sets that three users want to obtain are {1, 4, 8}, {3, 4}, {1, 4, 6, 8}, which are marked with underline. Consequently, three users will mutually compete for frequency resource. Especially, in a very large system with numerous users and subcarriers, this phenomenon will become more frequent and more severe. Then, how to allocate the limited frequency resource to users to excellently balance the system throughput and the fairness among users? Since the equal power allocation is assumed in this step, according to (1) and (3), the allocation problem is equivalent to, how to find an optimal algorithm which makes the CQ value of the selected user asymptotically approach to the maximal CQ value on each subcarrier, which is converted into a minimal optimisation problem, described as follows
When NCNN converges to an optimal solution, the optimisation objective function f (u) will reach a least positive constant so as to fully utilise the multiuser diversity gain.
Co-channel interference constraint:
In order to avoid causing the mutual interference among users in a cell, a subcarrier can only be allocated to one user in a TTI. The rule can be described as
where x and y denote the different users in a cell.
Channel requirement constraint:
In addition, different users may have different subcarriers requirements. We focus our attention on whether the requirement of each user is satisfied or not when running NCNN, which can guarantee the fairness among users. The rule of the fairness can be described as
which represents the relation between the practically allocated subcarriers and user requirements.
Total channel constraint:
If the system frequency resource is more than or equal to the total requirements of all users (i.e. n − m ≥ q x=1 Q x ), then the number of the practically allocated subcarriers should be equal to that of the requirements of all users. Hence, those subcarriers with better CQs should be allocated preferentially to corresponding users to improve the system throughout. This rule can be described as
On the other hand, if the system frequency resource is less than the total requirements of all users (i.e. n − m , q x=1 Q x ), in order to ensure the fairness among users, each user is proportionately assigned R x (R x ≤ Q) subcarriers based on its service priority (s.t. q x=1 R x = n − m). The number of the practically allocated subcarriers should be equal to that of total subcarriers. As a result, Q x in E 2 is replaced by R x and E 3 is rewrote as
For simplicity of formulation below, we only describe the first case [as in (21)] in energy function, and the second case [as in (22)] is similar to the first one.
To force the neuron outputs to approach to 0 or 1, we add the following convergence term into the energy function [16] 
3.3.5 Energy function of NCNN: As we know, whether an NP problem can be successfully solved by NCNN (or by HNN or TCNN) that depends on a valid energy function. So, it is crucial to construct a valid energy function. The objective of the dynamic channel allocation (DCA) problem is to minimise the energy function E, which is given as follows [16 -18] 
where positive constants A e , B e , C e , D e and F e are the corresponding punishing parameters. The first term on the right-hand side of (24) is the optimisation objective function f (u) in (18) , which will reach a least positive constant after system convergence. The second term represents whether a subcarrier is allocated to more than one user simultaneously or not. The value converges to 0 only when at least one of them (V x,i and V y,i ) is equal to 0, which can avoid the co-channel interference efficiently.
The third term represents the subcarrier requirement constraint of each user, and its value will reach zero only when the total number of the subcarriers assigned to user x is equal to that of the required subcarriers of user x. The fourth term represents the total channel constraint mentioned in (21), and its value will converge to zero with NCNN running. The last term forces the neuron outputs to approach to 0 or 1, and its value is zero only when all neuron outputs are equal to 0 or 1.
E is bounded. If the various parameters of NCNN are set exactly, then the iteration of the algorithm must lead to a stable state. When NCNN converges to an optimal solution, f (u) will reach a least positive constant and will not decrease even if NCNN keeps on running, and the other terms are all equal to zero.
Motion equation of NCNN:
The motion equation for the xith neuron is derived from the gradient descent method. Based on (24), the motion equation of NCNN can be deduced as follows
where U x,i and V x,i are the internal state and the output of the xith neuron, respectively, and the relation of them is defined as that of x r (t) and y r (t) in (12):
Euler's method is first adopted to build a discrete-time model of (25) [16 -18] , then we add negative self-feedback to generate transient chaotic dynamics. Finally, we add a damping stochastic noise to obtain the discrete-time model of NCNN
where the negative self-feedback z x,i (t) and the damping stochastic noise n x,i (t) are defined as z i (t) and n i (t) in (14) and (15) . The other symbols are the same as those in the aforementioned equations. In order to accelerate convergence speed, the neuron output rule is updated by using the average value of the neuron outputs as the threshold to fire the neuron, that is, to rapidly separate the final output into 0 or 1 as follows
Power allocation
After the subcarriers and power are allocated to the multicast service to meet its lowest rate requirement, the remained power should be reallocated to the unicast service so as to improve the system throughput further. The classical waterfilling scheme is adopted by the Lagrange multiplier technique as [19, 20] . The Lagrangian is defined as
where G i ¼ V x,i G x,i , denotes the CQ value on the subcarrier i which is assigned to user x for the unicast service. u is the Lagrange multiplier. P M is the power allocated to the multicast service. P i can be obtained by calculating the partial derivative ∂L/∂P i ¼ 0. The transmission power on subcarrier i can be calculated as
where [x] + W max{0, x}, r ¼ 2un ln2/b is a threshold to be determined from the total transmission power. From (32), we have
according to the constraint (7)
thus, the power of a subcarrier can be derived as
where P j and G j have the same monotonicity. Now the problem is reduced in finding the minimal positive P j, to make all calculated power meet the total power constraint. Generally, the subcarrier with better CQ is assigned more power according to the water-filling rule and vice versa. If the CQ value of a subcarrier is too small to ensure that the calculated power is positive, then it is unavailable. Fortunately, the proposed algorithm can efficiently avoid selecting the subcarrier with the smaller or smallest CQ to transmit, that is, the probability that the calculated power is negative is very small. As a result, the power can be allocated quickly as follows:
1. Sort the subcarriers in ascending order based on the selected G j , calculate the minimal power using the smallest G j according to (36). 2. If the calculated minimal power is positive, then P j in (36) is found, if not, set P j ¼ 0, and according to the G j order, the power will be calculated from small to large one by one until the calculated power is positive. 3. The other power can be derived from (34) by the found minimal P j . 4. Allocate the calculated power to every subcarrier.
Numerical example
We adopt the two-dimensional neural network architecture as in [16] , composed of K × T neurons with K users and T subcarriers for the DCA problem, which can be described by a K × T neurons matrix as (17) . As mentioned in (17), Fig. 1a illustrates an example for 27 neurons with threeuser nine-subcarrier. Fig. 1b shows the allocation conflict problem with different patterns for each user (represents different user requirements). As shown, three users come into conflict with each other on subcarrier 1, 4, 8. The full subcarrier assignment is shown in Fig. 1d corresponding to the assignment result in Fig. 1c . Obviously, the CQ value of the found solution on each subcarrier approaches to the maximum CQ value quite well, it is only different from the maximum value on subcarriers 7 and 9. Moreover, the gap between them is very small, which implies the found solution is feasible.
A critical issue related to the efficiency of the NCNN model is how to select appropriate model parameters and weighting coefficients. The selection of weighting coefficients is based on the rule that all terms in E should be comparable in magnitude, so that none of them dominates. First, every weighting coefficient is set as 1. Then the value of each weighting coefficient is increased or decreased after NCNN running each time. For example, when the NCNN iteration ends in a run, if the value of the second term of E is larger than that of the others, we increase the value of B e so as to drop the value of the second term, otherwise, it remains unchanged or is decreased. When the first term of E reaches a positive constant with the least value and will not decrease even if NCNN keeps on running, and the other constraint terms are all equal to zero, which means that NCNN converges to an optimal solution, and it stops running.
In this paper, part parameters are similar to those used in other optimisation problems [16 -18] , but 1 ¼ 0.1 is obviously different (i.e. 1 ¼ 0.004 was used generally in the previous literature [16 -18] ). In addition, we also choose stronger synaptic weights and higher initial temperature for annealing. The NCNN with different parameter set can converge more quickly.
Initial internal states U x,i (0) are randomly generated between [21, 1]. The iteration is terminated once a feasible solution is found (i.e. E 1 ¼ 0, E 2 ¼ 0) or the number of iteration steps exceeds the predefined maximum number (i.e. 1000 in our simulations). For example, consider an OFDM system with 16 users and 64 subcarriers, Q x ¼ 4, x ¼ 1, 2, . . ., 16. We set the parameters as follows:
NCNN process includes two phases, that is, the chaotic searching phase and gradual convergence phase. Firstly, the searching space of NCNN tries to approach the adjacent field of the global minima through the rich neurodynamics generated by stochastic noise and flexible chaos. Then, NCNN will converge to a stable equilibrium point using a gradient descent dynamic similar to the HNN after the noise and chaos vanish or are very small. For clearly, Fig. 2a represents that the energy function descends gradually without separating neuron outputs using the method of (30). It can be seen that the energy function curve is always fluctuating from 1 to about 60 iteration steps through the reversed period-doubling bifurcations because of the chaos nature. After about 60 iteration steps, NCNN gradually converges to a stable state at 105 iteration step. Fig. 2b shows the change curve of the energy function using the method of (30). As shown in Fig. 2b , it does not regularly gradually decrease to a fixed point as Fig. 2a . This is because the values of neuron outputs are continuous in Fig. 2a whereas they are discrete in Fig. 2b . Moreover, the values of E in Fig. 2b are generally smaller than that in Fig. 2a because there are a large number of '0' in matrix V of Fig. 2b . In addition, the number of iteration steps in Fig. 2b is 12 less than that in Fig. 2a because of separating outputs quickly in Fig. 2b .
To test our algorithm further, we try to solve a much larger DCA problem, which includes 24 users and 96 subcarriers. The simulation is carried out 1000 times with maximum As expected, the proposed neural network model, for almost all the designed cases, can converge to a stable state within 110-170 iteration steps. The statistical results are shown in Table 1 . The iteration steps can be controlled through the damping factor b 1 and b 2 . The larger b 1 and b 2 are, the faster NCNN converges, but the lower the global optimal rate is.
The initial self-feedback z(0) and the random noise amplitude A m are set properly to keep the balance of every term in (27). Table 1 shows that a smaller z(0) cannot produce enough chaos. On the contrary, a larger z(0) leads to more bifurcations but more iteration steps. In addition, too many additive noises destroy the bifurcations. However, if the magnitude of the additive noise is too small, then it does not have enough effect on the stochastic searching. Hence, we choose a tradeoff between convergence speed and quality of solution, that is, we set them as A m ¼ 1.6, and z(0) ¼ 0.75. Table 2 shows that NCNN achieves better optimal rate and faster convergence speed than the HNN and TCNN. This is because NCNN explores a wider searching space because of its rich neurodynamics.
Simulation results
In this section, the performance evaluation is provided by MATLAB. The well-trained NCNN model is applied to the practical system introduced in Section 2, including 3-sector, one multicast service with the lowest requirement rate 240 kbps and a large number of unicast services with different data rates in a frequency selective Rayleigh-fading environment. In order to verify the validity of the two-service integration, the spectrum efficiency and the BER performance for the multicast service, and the total throughput for the unicast service are compared with the existing algorithms, respectively. Fig. 3 shows the spectrum efficiency comparison between the proposed algorithm and the existing two algorithms when there are 10 or 15 multicast users. The Chunk-based resource allocation (CBRA) algorithm [4] achieves the lowest spectrum efficiency because a chunk (composed of several contiguous subcarriers) is allocated to the multicast service in CBRA and cannot select each subcarrier dynamically as the other two algorithms. The spectrum efficiency of the proposed algorithm is a little bit higher than that of the greedy-based resource allocation (GBRA) algorithm in [11] under two scenarios. This is because the proposed algorithm selects the subcarriers with better CQs among the numerous subcarriers. Moreover, the gap between them is more and more larger with average signalto-noise ratio (SNR) increasing because less subcarriers are needed to meet the lowest rate requirement in the proposed algorithm. As shown in Fig. 4 , under the n ¼ 128 and h ¼ 32 scenario, the proposed algorithm achieves better BER performance for the multicast service than the CBRA and the GBRA algorithms. The reason is that the proposed algorithm selects the user with the worst CQ on each subcarrier as the provider of transmission rate and selects the best one among the subcarriers with the worst CQs. However, the GBRA algorithm selects the user whose total rate over all subcarriers allocated to the multicast service is minimal. Besides, the CBRA algorithm selects the fixed set of subcarriers and does not fully consider that all users experience the different fadings on different subcarriers. Fig. 5 shows the comparison of the throughputs for the unicast service under the n 2 m ¼ 128 and n 2 m ¼ 64 two scenarios, respectively. As shown, the throughput increases as the user number increases, and the throughput of the proposed algorithm is higher than that of the worst subcarrier avoiding (WSA) scheme in [1] , the QoS-aware Proportional Fair (QPF) algorithm in [3] and the GBRA algorithm under the two scenarios. The reason for this is that the NCNN fully exploits the multiuser diversity gain and finds the global optimal solution successfully.
However, the WSA scheme only avoids assigning a subcarrier with the worst CQ to a user. In addition, the GBRA algorithm only assigns a subcarrier to the user with highest CQ on it in each TTI, and those users at the later stage are left with the subcarriers with lower CQs to choose. Actually, it is a simple greedy algorithm and does not fully consider the whole system performance. Similarly, the QPF algorithm also does it in a greedy fashion although the different weight factor is defined. Hence, the three algorithms are easier to be trapped in the local minimum solutions because of not exploiting the multiuser diversity gain fully. Furthermore, the gap between the proposed algorithm and the other three algorithms becomes more obvious with increase of users, which also indicates that the more the users, the better the obtained diversity gain.
Conclusions
In this paper, a two-step optimisation scheme is developed to support both the multicast and the unicast services in the OFDM downlink system simultaneously. By constructing the energy function elaborately, the NCNN is more efficient to find the optimal solution compared with both TCNN and HNN when subcarriers are allocated to the unicast service. However, because of the characteristic of NP-hard problem, after jointly allocating the subcarriers and power, the last found solution in two steps is still a suboptimal solution but a very efficient solution. Simulation results show that the proposed algorithm achieves higher spectrum efficiency and better BER performance than the CBRA and the GBRA algorithms for the multicast service, also higher throughput than the WSA, the QPF and the GBRA algorithms for the unicast service by fully exploiting the multiuser diversity gain. www.ietdl.org
