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1. Introduction
Let N  2 and (M, g) be a noncompact complete connected, orientable smooth N-dimensional Riemannian manifold
without boundary. We consider the existence of solutions of problem
gu + au logu = 0, u ∈ H1(M), (P)
where a > 0 and g stands for the Laplacian on M. In the study of Ricci ﬂow, the problem (P) plays an important role
(cf. [3,5]). Problem (P) is also closely related to the Gross logarithmic inequality. (See Remark 2.) But few seem to be known
about the existence of solutions of (P) on Riemannian manifolds (cf. [7,6] for related results). In this paper, we will see that
the Riemannian curvature plays an important role for the existence and multiplicity of solutions of (P).
To state our main result, we need some notations. We denote by “exp” the exponential mapping exp : TM −→ M (cf. [8])
and by Bx(R) the open ball in RN centered at x with radius R. Riemannian manifold (M, g) has the special set of charts
{expx : Bεx(0) −→ M: x ∈ M, εx > 0}. Corresponding to this chart, by choosing an orthogonal coordinate system (x1, . . . , xN )
of RN and identifying TxM with RN for x ∈ M, we can deﬁne a coordinates called Riemannian normal coordinates. For each
x ∈ M, we denote by (gx)i j the Riemannian metric matrix corresponding to the normal coordinates. We denote by Bg(x, R)
the ball in M centered at x with radius R with the metric dg induced by g. We denote by the Ricci curvature ρ(u) deﬁned
by
ρ(u) = Ric(u,u) for u ∈ TxM,
where Ric stands for the Ricci tensor. We also deﬁne the scalar curvature by
τ (x) = traceρ(u) =
∑
ρ(ei, ei),
where {ei} is an orthonormal basis of TxM. We put
τm = sup
{
τ (z): z ∈ M}.
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Throughout the rest of this paper, we ﬁx x0 ∈ M. We assume that
(M) For given R > 0, there exists d(R) > 0 such that for each x ∈ M with dg(x, x0)  d(R),expx is a diffeomorphism from
BR(0) onto Bg(x, R) and
lim
d(x0,x)−→∞
∣∣(gx)i j − δi j∣∣= 0 for all 1 i, j  N.
We can now state our main result.
Theorem 1. Suppose that τm > 0. Then there exists a0 > 0 such that for each a a0, problem (P) possesses a nontrivial solution.
Example. Let M be a manifold diffeomorphic to S1 × RN−1 such that τ (x,0) > 0 for each (x,0) ∈ S1 × RN−1 and (M) is
satisﬁed (see Fig. 1). Then by Theorem 1, we have that there exists a nontrivial solution of (P).
2. Preliminaries
Let C be an atlas of M whose charts are given by the exponential map. We put
H1g(M) =
{
u :M −→ R:
∫
M
(∣∣∇gu(x)∣∣2 + ∣∣u(x)∣∣2)dμg < ∞},
where μg is the volume form on M associated with the metric tensor g. We denote by ‖ · ‖ the norm of H1g(M) deﬁned by
‖u‖2 =
∫
M
(|∇gu|2 + |u|2)dμg for u ∈ H1g(M).
We also denote by | · |p the norm of Lp(M) for p  1. The norm of L2(RN ) is also denoted by | · |2. For each u ∈ H1(RN )
and x ∈ RN , we put |||u(x)|||2 = |∇u(x)|2 + |u(x)|2. Recall that for each function u ∈ H1g(M),∫
M
|∇gu|2 dμg =
∫
M
∑
C∈C
∫
C
ϕC (x)|∇gu|2 dμg
and for each C ∈ C,∫
C
|∇gu|2 dμg =
∫
C
(
n∑
i, j=1
gijx0(z)
∂u(expx0(z))
∂zi
∂u(expx0(z))
∂z j
)√
det gx dz1 · · ·dzN ,
where det gx stands for the determinant of the metric matrix {(gx)i j} for each x ∈ M. By the assumption (M), we have that
there exists ε > 0 such that expx : Bε(0) −→ Bg(x, ε) is a diffeomorphism for all x ∈ M. Then we may assume, for simplicity,
that ε = 1 and each C ∈ C has the form C = Bg(x,1) for some x ∈ M. We deﬁne C∞ mappings Θx : (0,1) × SN−1 −→ TxM
and θx : (0,1) × SN−1 −→ R+ by
Θx(t, v) = expx tv and θx(t, v) = tN−1
√
det gx
(
Θ(t, v)
)
(2.1)
for x ∈ M and (t, v) ∈ (0,1) × SN−1. Then we have
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6
tN+1 + O (tN+2) for (t, v) ∈ (0,1) × SN−1 (2.2)
(cf. [10]). It is also known that∫
SN−1
ρ(v)dSN−1 = τ (x)N ,
where N is the volume of unit ball B1(0) in RN [10].
Let u ∈ H1g(M) be a solution of problem (P). Let a 1, k > 0 and put v(x) = ku(x) for x ∈ RN . Then
−g v = −kgu = kau logu = av log v − av logk.
Then putting k = ea−1 , we have that v is a solution of problem
−v + v = av log v. (Pa)
That is problems (P) and (Pa) are equivalent. Then in the following, we consider the problem (Pa) instead of (P). For
simplicity of the argument, we extend the function t log t to R by putting t log t = 0 for t  0. Then it is easy to see that
each solution u ∈ H1g(M) is nonnegative on M. Let a 1. We deﬁne a functional associated with problem (Pa) by
Ia(u) = 1
2
∫
M
(∣∣∇gu(x)∣∣2 + ∣∣u(x)∣∣2 − au2 logu + au2
2
)
dμg for u ∈ H logg (M),
where
H logg (M) =
{
u ∈ H1g(M):
∫
M
∣∣u2 logu∣∣dμg < ∞}.
We also deﬁne Nehari manifold Na by
Na =
{
u ∈ H logg (M):
∫
M
(∣∣∇gu(x)∣∣2 + ∣∣u(x)∣∣2)dμg = ∫
M
au2 logu dμg
}
.
It is easy to see that each nontrivial critical point of Ia is contained in Na. Moreover, we can see that each critical point
u ∈ Na of the restriction Ia|Na of Ia on Na is a solution of (Pa). (See Lemma 1.) It is also easy to see that
Ia(u) = a|u|
2
2
4
for each u ∈ Na.
Noting that for each u ∈ H logg (M)\{0}, the mapping t −→ ‖u‖2 −
∫
M(u
2 logu + tu2)dμg is monotone decreasing, one can
see that there exists a unique positive number λ such that λu ∈ Na. We put
ca = inf
u∈Na
Ia(u).
We will see that each critical point of Ia with critical value ca is a solution of (Pa). In the following, we omit the symbol dμg
when there is no fear of confusion.
Lemma 1. Let a 1.
(1) Let u ∈ Na such that Ia(u) = ca. Then u is a solution of (Pa).
(2) Let {un} ⊂ Na be a sequence such that limn−→∞ Ia(un) = ca. Then ∇ Ia(un) −→ 0 in H−1loc (M) as n −→ ∞.
Proof. (1) Let a 1 and u ∈ Na with Ia(u) = ca . Let ϕ ∈ C∞0 (M), δ > 0 and λ > 0 such that λ(u + δϕ) ∈ Na, i.e.,∥∥λ(u + δϕ)∥∥2 = a∫
M
(
λ(u + δϕ))2 logλ(u + δϕ).
Then
‖u + δϕ‖2 = a
∫
(u + δϕ)2(log(u + δϕ) + logλ). (2.3)
M
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M
(u + δϕ)2 log(u + δϕ) =
∫
M
(
u2 logu + 2δϕ(u + θδϕ) log e 12 (u + θδϕ)), (2.4)
for some θ ∈ (0,1). Then noting that u ∈ Na, we have by (2.3) and (2.4) that
a logλ
∫
M
(u + δϕ)2 = 2δ
∫
M
(∇gu · ∇gϕ + uϕ − aϕ(u + θδϕ) log e 12 (u + θδϕ))+ δ2|ϕ|22.
Here we put λ = 1+ α. Then for δ suﬃciently small, α = Lδ + O (δ2), where
L = 2
∫
M(∇gu · ∇gϕ + uϕ − aϕu log e1/2u)∫
M u
2
.
Since u is the minimizer of Ia on Na, we have Ia(u) Ia(λ(u + δϕ)). Then
lim
δ−→0
〈∇g Ia(u),u − (λ(u + δϕ))〉
δ
= lim
δ−→0
〈∇g Ia(u),−Lu − ϕ + O (δ)〉 0.
Then noting that 〈∇g Ia(u),u〉 = 0, we ﬁnd〈∇g Ia(u),ϕ〉 0.
Since ϕ ∈ C∞0 (M) is arbitrary, we ﬁnd that ∇ Ia(u) = 0. This completes the proof of (1). (2) can be proved by a similar
argument as above. Then we omit the proof. 
3. Proof of Theorem 1
We put
u0(x) = e−|x|2/4+3/2 for x ∈ RN . (3.1)
Then one can see that u0 ∈ H1(RN ) is a solution of problem (P1) with M replaced by RN . It is also easy to verify that for
a 1, the function
ua(x) = ea−1−1u0
(
a1/2x
)
, x ∈ RN ,
is a solution of problem
−u + u = au logu, on RN . (3.2)
We deﬁne a functional associated with the problem (3.2) by
Ea(u) = 1
2
∫
RN
(
|||u|||2 − au2 logu + au
2
2
)
dμ for u ∈ H log(RN),
where H log(RN ) is the space H logg (M) with M =RN and g replaced by the ordinary Euclidean metric. We also put
Ma =
{
u ∈ H log(RN): |∇u|22 + |u|22 = ∫
RN
au2 logu dμ
}
.
Then one can see that
ca,E = inf
u∈Ma
Ea(u) = a|ua|
2
4
for each a 1, (3.3)
and that there exists K0 > 0 such that
ca,E  K0a−
N−2
2 for all a 1. (3.4)
Let α1, r1 and K1 be positive numbers such that
t2 log t is monotone decreasing on [0,α1], (3.5)
u0(x) < 1 for x ∈ RN with |x| r1, (3.6)
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(|x|) K1e−|x|2/4 and ∣∣u′0(|x|)∣∣ K1|x|e−|x|2/4 on RN\Br1(0). (3.7)
In the following, we ﬁx ϕ ∈ C∞(R, [0,1]) such that ϕ(r) = 1 on (−∞,0] and ϕ(r) = 0 on [1,∞). For r > 0, we put
ϕr(t) = ϕ(t − r) for t ∈ R.
Lemma 2. There exists a positive number K2 > 0 such that for each a 1 and r2 ∈ (r1,∞), the function u ∈ H1(RN ) deﬁned by
u(x) = ϕr2
(
a1/2|x|)ua(x) for x ∈ RN ,
satisﬁes∫
RN
(|||u|||2 − au2 logu)dμ K2a− N2 (rN2 e−r22/2).
Proof. Let a 1, and r2 > r1. From the deﬁnition, suppu ⊂ B(r2+1)a−1/2 (0) and
−u + u − au logu = −ua + ua − aua logua = 0 on Br2a−1/2(0). (3.8)
It also follows from the deﬁnition that ∂ua
∂n ua < 0 on ∂B(r2+1)a−1/2 (0), where n(x) stands for the outward normal vector at
x ∈ ∂B(r2+1)a−1/2 (0). Then it follows from (3.8) that∫
B
(r2+1)a−1/2 (0)
(|||ua|||2 − au2a logua) 0. (3.9)
On the other hand, we have, by putting A = Br2+1(0)\Br2 (0), that∫
A
∣∣∇(ϕr2u0)∣∣2 = ∫
A
(
ϕr2
2|∇u0|2 + 2〈ϕr2∇u0,u0∇ϕr2〉 + |∇ϕr2 |2|u0|2
)
=
∫
A
(
ϕr2
2|∇u0|2 + 1
2
〈∇u20,∇ϕr2 2〉+ |∇ϕr2 |2|u0|2)
=
∫
A
(
ϕr2
2|∇u0|2 − 1
2
u20ϕr2
2 + |∇ϕr2 |2|u0|2
)

∫
A
(|∇u0|2 + C1|u0|2), (3.10)
where C1 > 0 is a constant independent of u0 and A. Set Aa = A/a1/2 = B(r2+1)a−1/2 (0)\Br2a−1/2 (0). Then since∫
Aa
|∇u|2 = k2a 2−N2
∫
A
|∇ϕr2u0|2 and
∫
Aa
|∇ua|2 = k2a 2−N2
∫
A
|∇u0|2,
we ﬁnd by (3.5), (3.9) and (3.10) that∫
RN
(|||u|||2 − au2 logu)= ∫
(r2+1)a−1/2
(|||ua|||2 − au2a logua)+ ∫
Aa
(|||u|||2 − au2 logu)− ∫
Aa
(|||ua|||2 − au2a logua)

∫
Aa
(|||u|||2 − au2 logu)− ∫
Aa
(|||ua|||2 − au2a logua)

∫
Aa
(|||u|||2 − |||ua|||2)
 C1
∫
|ua|2.Aa
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RN
(|||u|||2 − au2 logu) C1 ∫
Aa
|ua|2
 e2a−1−2C1
(
(r2 + 1)a−1/2
)N(
u0(r2)
)2
 K2a−
N
2
(
rN2 e
−r22/2).  (3.11)
Remark 1. The inequality (3.10) is still valid on manifold M, i.e.∫
Bg(x,r+1)/Bg(x,r)
∣∣∇g(ϕr v)∣∣2  ∫
Bg (x,r+1)/Bg(x,r)
(|∇g v|2 + C1|v|2)dμg (3.12)
for each v ∈ H1g(M), x ∈ M and r > 0 such that expx is diffeomorphism from Br+1(0) onto Bg(x, r + 1).
Lemma 3. Suppose that τm > 0. Then there exist positive numbers a0  1 and d0 such that
ca < ca,E − d0 for each a ∈ [a1,∞).
Proof. Let a  1, r ∈ (0,1) and r2 > r1 such that ra = (r2 + 1)a−1/2 < r. By (M), we have that there exists x ∈ M such that
τ (x) = τm = min{τ (x): x ∈ M} > 0. Let u be the function deﬁned in Lemma 2. Then noting that suppu ⊂ B1(0), we can
deﬁne a function uM ∈ H1g(M) by
uM(z) =
{
u(exp−1x (z)) for z ∈ Bg(x,1),
0 for z ∈ M\Bg(x,1).
Since
∫
SN−1 ρ(v)dS
N−1 = Nτm > 0 and (2.2) holds, we can choose r > 0 suﬃciently small that∫
SN−1
θx(r, v)dS
N−1 <
∫
SN−1
(
1− ρ(v)
12
r2
)
dSN−1 for all r  r.
Then we have
|uM |22 =
∫
M
∣∣u(exp−1x (z))∣∣2 dμg < ∫
Br(0)
|u|2
(
1− ρ(v)
12
r2
)
dr dSN−1 < |u|22  |ua|22. (3.13)
Let λ > 0 such that λuM ∈ Na, i.e.∫
M
(∣∣∇g(λuM)∣∣2 + |λuM |2)dμg = ∫
M
a(λuM)
2 log(λuM)dμg .
Then noting that suppuM ⊂ Bg(x, ra), we ﬁnd∫
Bg(x,ra)
(|∇guM |2g + |uM |2)dμg = ∫
Bg (x,ra)
au2M(loguM + logλ)dμg . (3.14)
Let {(hx)i j} be the metric matrix with respect to the Riemannian polar coordinates (θ1, θ2, . . . , θN ), where θ1 = r, and let
{hijx } be the inverse matrix of {(hx)i j}. Then it follows from the deﬁnition that h11x (z) = 1 (cf. [8,9]). Then since uM is radial
with respect to x, we have that∫
Bg(x,ra)
|∇guM |2 dμg =
∫
Bra (0)
(
n∑
i, j=1
hijx (z)
∂uM(expx0(z))
∂θi
∂uM(expx0(z))
∂θ j
)√∣∣gx0(z)∣∣dθ1 · · ·dθN
=
∫
Bra (0)
∣∣∣∣∂uM(expx0(z))∂r
∣∣∣∣2√∣∣gx0(z)∣∣dθ1 · · ·dθN .
Therefore by (2.1) and (2.2), we have
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Bg(x,ra)
(|∇guM |2g + |uM |2)dμg = ∫
Bra (0)
(∣∣∣∣∂u(r)∂r
∣∣∣∣2 + |u|2)√∣∣gx0(z)∣∣dθ1 · · ·dθN
=
∫
Bra (0)
|||u|||2
(
1− ρ(v)
6
r2 + O (r3))dμ
and ∫
Bg(x,ra)
au2M(loguM + logλ)dμg =
∫
Bra (0)
[
au2(logu + logλ)](1− ρ(v)
6
r2 + O (r3))dμ,
where v ∈ SN−1. Then by Lemma 2, (3.14) and the equalities above we have that there exists f ∈ C(Bra (0)) such that∫
Bra (0)
au2 logλ
(
1− ρ(v)
6
r2 + O (r3))dμ
−
∫
Bra (0)
(|||u|||2 − au2 logu)[ρ(v)
6
r2 + f (x)r3
]
dμ + K2a− N−22
(
rN2 e
−r2/2). (3.15)
We will show that the right-hand side of (3.15) is negative for a and r2 suﬃciently large with ra < 1. We assume that ra is
so small that∫
SN−1
(
ρ(v)
6
+ f (x)r
)
> 0 for all (x, r) ∈ Bra (0) × [0, ra]. (3.16)
Put rb = r2a−1/2. Then noting that logu < 0 on Bra (0)\Brb (0) by (3.6), we have
−
∫
Bra (0)
(|||u|||2 − au2 logu)[ρ(v)
6
r2 + f (x)r3
]
dμ−
∫
Brb (0)
(|||u|||2 − au2 logu)(ρ(v)
6
r2 + f (x)r3
)
dμ. (3.17)
Since u = ua on Bra (0), we have
|||u|||2 − au2 logu = k2e−a|x|2/2
(
a2|x|2
2
− a
2
)
on Brb (0),
where k = ea−1−1. Then we have
−
∫
Brb (0)
(|||u|||2 − au2 logu)ρ(v)
6
r2 = −1
6
∫
SN−1
ρ(v)dSN−1
r2a−1/2∫
0
(|||u|||2 − au2 logu)rN+1 dr
= −ak
2
6
∫
SN−1
ρ(v)dSN−1
r2a−1/2∫
0
e−ar2/2
(
ar2
2
− 1
2
)
rN+1 dr
= −a
−N/2k2Nτ (x)
12
r2∫
0
e−y2
(
2
N+2
2 yN+3 − 2 N2 yN+1)dy.
Then noting that
∞∫
0
xme−x2 dx = 1
2
Γ
(
m + 1
2
)
form ∈ N,
we have by choosing r2 suﬃciently large that
−
∫
Br (0)
(|||u|||2 − u2 logu)ρ(v)
6
r2 −a
−N/2k2N
24
τ (x)
[
2
N
2 Γ
(
N + 4
2
)
− 2 N−22 Γ
(
N + 2
2
)]
. (3.18)b
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−
∫
Brb (0)
(|||u|||2 − u2 logu) f (x)
6
r3  C2a−
N+1
2 , (3.19)
where C2 > 0 is a constant independent of a. Therefore combining (3.17), (3.18) and (3.19) with (3.15), we have
−
∫
Bra (0)
(|||u|||2 − u2 logu)[ρ(v)
6
r2 + f (x)r3
]
dμ−C1τ (x)a− N2 + C2a− N+22 + K2a− N2
(
rN2 e
−r2/2),
where C1 = k224 [2
N
2 Γ ( N+42 )− 2
N−2
2 Γ ( N+22 )]. Therefore by choosing r2 suﬃciently large, we obtain that the right-hand side
of (3.15) is negative. More precisely, there exist r2 > r1, a0  1 and d˜ > 0 such that for each a a0,
−
∫
Bra (0)
(|||u|||2 − u2 logu)[ρ(v)
6
r2 + f (x)r3
]
dμ < −a− N2 d˜.
That is
logλ
∫
Bra (0)
u2 dμ < −a− N2 d˜.
Noting that∫
Bra (0)
u2  |u0|2a−N/2,
we ﬁnd that there exists C > 0 such that
C logλ < −˜d.
Here C is independent of a. It then follows that there exists δ0 > 0, which is independent of a, such that λ < 1 − δ0.
Therefore by (3.13), we ﬁnd
Ia(λuM) = a|λuM |
2
2
4
< (1− δ0)2 a|ua|
2
2
4
= (1− δ0)2ca,E .
This completes the proof. 
Here we ﬁx p ∈ (1,min{2, N+2N−2 }). Then for some C > 0, t log t < Ct
p+1
2 for t > 0. For simplicity, we assume that C = 1,
i.e., we assume that such that t log t < t
p+1
2 holds for t > 0.
Lemma 4. Let a 1.
(1) There exists K3 > 0 such that for each u ∈ Na with Ia(u) ca,E ,
|u|p+1p+1  K3ap
∗ |u|22,
where p∗ = ((N + 2) − p(N − 2))/(3− p).
(2) There exist positive numbers m0,m1 and r0 ∈ (0,1/2) such that for each u ∈ Na with Ia(u) ca,E ,
Ωu =
{
x ∈ M: m0a−
1
p−1 < |u|Lp+1(Bg (x,r0))
} = ∅.
Moreover
|u|L2(Bg (x,r0)) m1a−
p+1
2(p−1) for each x ∈ Ωu. (3.20)
Proof. (1) Let a 1 and u ∈ Na such that Ia(u) ca,E . Then by (3.4),
|u|22 
4
a
ca,E 
4K0
a
a−
N−2
2 = 4K0a− N2 .
By the Sobolev embedding theorem for manifold (cf. Proposition 3.7 of [10]), we have that there exists γ > 0 such that
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Then since ‖u‖2 = ∫M u2 logu and t log t  t p+12 for t > 0, we have by the Schwartz’s inequality that
|u|2p+1  γ ‖u‖2
= aγ
∫
M
u2 logu
 aγ
(∫
M
u2
)1/2(∫
M
up+1
)1/2
 aγ |u|2|u|(p+1)/2p+1 . (3.21)
Then (
1
aγ
) 2(p+1)
3−p
|u|p+1p+1  |u|
2(p+1)
3−p
2  |u|
4(p−1)
3−p
2 |u|22 
(
4K0a
− N2 ) 2(p−1)3−p |u|22.
Therefore the assertion follows.
(2) Let a 1 and r ∈ (0, 12 ). Then for each u ∈ Na, we have∫
M
( ∫
Bg (x,r)
(|∇gu|2 + |u|2 − au2 logu)dμg)dμg(x) = ∫
M
(|∇gu|2 + |u|2 − au2 logu)Vr(x)dμg(x), (3.22)
where Vr(x) is the volume of Bg(x, r). Here we note that by (2.2), there exists C > 0 such that NrN (1 − Cr2) Vr(x)
NrN (1+ Cr2) for all x ∈ M. Then we ﬁnd∫
M
(|∇gu|2 + |u|2 − au2 logu)Vr(x)dμg(x)NrN ∫
M
(|∇gu|2 + |u|2 − au2 logu)dμg
+ CNrN+2
∫
M
(|∇gu|2 + |u|2 + a∣∣u2 logu∣∣)dμg
= CNrN+2
∫
M
(|∇gu|2 + |u|2 + a∣∣u2 logu∣∣)dμg .
Then since
‖u‖2 − a
∫
u<1
u2 logu = a
∫
u1
u2 logu  a|u|p+1p+1,
we obtain∫
M
( ∫
Br(x)
(|∇gu|2 + |u|2 − au2 logu)dμg)dμg(x) CNrN+2 ∫
M
(|∇gu|2 + |u|2 + a∣∣u2 logu∣∣)dμg
 2CNrN+2a|u|p+1p+1. (3.23)
Now we ﬁx r0 ∈ (0,1/2) such that
1> Cr20
(
1+ 4K3ap∗+1
)
(3.24)
and suppose that∫
Bg(x,r0)
(|∇gu|2 + |u|2 − au2 logu) 1
2
∫
Bg (x,r0)
|u|2 for all x ∈ M.
Then we ﬁnd
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M
( ∫
Bg (x,r0)
(|∇gu|2 + |u|2 − au2 logu)dμg)dμg(x) 1
2
∫
M
∫
Bg(x,r0)
|u|2 dμg(x)
 N
2
rN0
(
1− Cr20
)∫
M
|u|2 dμg .
By (1), (3.23) and inequality above, it follows
1
2
(
1− Cr20
)|u|22  2Cr20a|u|p+1p+1  2Cr20aK3ap∗ |u|22.
This contradicts to (3.24). Therefore there exists x ∈ M satisfying∫
Bg(x,r0)
(|∇gu|2 + |u|2 − au2 logu)< 1
2
∫
Bg(x,r0)
|u|2 for all x ∈ M. (3.25)
Let γ0 > 0 be a constant satisfying
|v|2Lp+1(Bg (z,r0))  γ0
(
|∇g v|2L2(Bg(z,r0)) +
1
2
|v|2L2(Bg(z,r0))
)
for all z ∈ M and v ∈ H1g(M). Then from (3.25),
|u|2Lp+1(Bg (x,r0))  γ0
(
|∇gu|2L2(Bg(x,r0)) +
1
2
|u|2L2(Bg(x,r0))
)
 γ0
∫
Bg (x,r0)
au2 logu
 γ0a|u|p+1Lp+1(Bg (x,r0)).
That is |u|p−1
Lp+1(Bg (x,r0))
 (γ0a)−1. Then Ωu = ∅ with m0 = (γ0)−1/(p−1). On the other hand, noting that
|u|2Lp+1(Bg (x,r0))  γ0
∫
Bg (x,r0)
au2 logu  γ0a|u|L2(Bg(x,r0))|u|(p+1)/2Lp+1(Bg(x,r0)),
we obtain that
|u|L2(Bg(x,r0)) 
1
γ0a
(
(γ0a)
− 1p−1 ) 3−p2 = (γ0a)− p+12(p−1) . (3.26)
Then (3.20) holds with m1 = γ0−
p+1
2(p−1) . 
Lemma 5. Let a 1 and {un} ⊂ Na such that Ia(un) ca,E for n 1 and un −→ 0 in H1loc(RN ), as n −→ ∞. Then
lim inf
n−→∞ Ia(un) ca,E .
Proof. Let a 1 and {un} satisﬁes the assumption. Let δ be arbitrary positive number. We will show that
lim inf
n−→∞ Ia(un) ca − δ. (3.27)
Suppose contrary, lim infn−→∞ Ia(un) < ca − δ. Subtracting subsequences, we may assume that
Ia(un) ca − δ for all n 1.
Here we ﬁx d > 0 and R ∈ N such that
λ2  ca − δ/2
ca − δ for each λ > 0 with logλ <
dca,E
m21a
− 2
(p−1)
and
1 (
K3a
p∗+1 + a + C1
)
<
d
, (3.28)R 2
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we have that limn−→∞ dg(xn, x0) = ∞. Then by (M), there exists n0  1 such that expxn is a diffeomorphism from B(2R)2 (0)
onto Bg(xn, (2R)2) for n  n0. Here we ﬁx n  n0. For simplicity of notations, we put w = un and z = xn. Then we can
choose m ∈ N such that 1m (2R)2 − 2,
|w|2L2(Bg (z,m+2)\Bg(z,m)) 
1
R
|w|22 (3.29)
and
|w|p+1
Lp+1(Bg(z,m+2)\Bg(z,m)) 
1
R
K3a
p∗ |w|22. (3.30)
Now we put
u(x) = ϕm
(
dg(x, x0)
)
w(x) for x ∈ M.
Case 1: We ﬁrst assume that
|∇gw|2L2(Bg(z,m+1)) + |w|2L2(Bg (z,m+1))  a
∫
Bg (z,m+1)
w2 logw + d
2
|w|22.
Then since u = w on Bg(x,m), we have by Remark 1 and (3.28) that
|∇gu|2L2(Bg(z,m+1)) + |u|2L2(Bg (z,m+1))
=
∫
Bg (z,m+1)
(|∇gw|2 + |w|2)+ ∫
Bg (z,m+1)\Bg(z,m)
(|∇gu|2 − |∇gw|2 + |u|2 − |w|2)
 a
∫
Bg (z,m+1)
w2 logw + d
2
|u|22 + C1|u|2L2(Bg(z,m+1)\Bg(z,m))
 a
∫
Bg (z,m+1)
u2 logu + a
∫
Bg (z,m+1)\Bg(z,m)
(
w2 logw − u2 logu)+ d
2
|w|22 + C1|w|2L2(Bg (z,m+1)\Bg(z,m)). (3.31)
Putting A = Bg(z,m + 1)\Bg(z,m), we have∫
A
(
w2 logw − u2 logu)= ∫
A
(
w2 − ϕ2mw2
)
logw −
∫
A
ϕ2mw
2 logϕm

∫
A∩{w>1}
wp+1 +
∫
A
w2

∫
A
wp+1 +
∫
A
w2
 1
R
(
K3a
p∗ + 1)|w|22. (3.32)
Therefore we have by (3.28), (3.29), (3.30), (3.31) and (3.32) that
|∇gu|2L2(Bg(z,m+1)) + |u|2L2(Bg (z,m+1))  a
∫
Bg (z,m+1)
u2 logu +
(
1
R
(
K3a
p∗+1 + a)+ C1 + d
2
)
|w|22
 a
∫
Bg (z,m+1)
u2 logu + d|w|22. (3.33)
Let λ > 0 such that λu ∈ Na, i.e.,
|∇gu|2L2(Bg(z,m+1)) + |u|2L2(Bg (z,m+1)) = a
∫
Bg (z,m+1)
u2(logu + logλ).
Then we ﬁnd
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∫
Bg (z,m+1)
u2 = |∇gu|2L2(Bg (z,m+1)) + |u|2L2(Bg(z,m+1)) − a
∫
Bg (z,m+1)
u2 logu
 d|w|22.
It then follows from (3.20) and the inequality above that
logλ
d|w|22
a
∫
Bg(z,m+1) u
2
 dca,E
m21a
− 2
(p−1)
.
Therefore putting v = λu, we have
Ia(v) = a|v|
2
2
4
= aλ
2|u|22
4

aλ2|w|22
4

(
ca,E − δ/2
ca,E − δ
)
Ia(w). (3.34)
That is
Ia(v) ca,E − δ/2. (3.35)
Case 2: Next we consider the case that
|∇gw|2L2(Bg(z,m+1)) + |w|2L2(Bg(z,m+1))  a
∫
Bg (z,m+1)
w2 logw + d
2
|w|22.
This implies that
|∇gw|2L2(M\Bg (z,m+1)) + |w|2L2(M\Bg (z,m+1))  a
∫
M\Bg (z,m+1)
w2 logw − d
2
|u|22. (3.36)
Here we put u = w − ϕm+1w and λ > 0 such that λu ∈ Na. Then by a parallel argument as above, we have
|∇gu|2L2(M\Bg (z,m+1)) + |u|2L2(M\Bg (z,m+1))  a
∫
M\Bg (z,m+1)
u2 logu.
Let λ > 0 such that v = λu ∈ Na. Then from the inequality above, we have that λ  1. Therefore note that u(x)  w(x)
on M,
Ia(v) = Ia(λu)
a|u|2
L2(M\Bg (z,m+1))
4

a|w|2
L2(M)
− a|w|2
L2(Bg(z,m+1))
4
 ca,E − m
2
1a
− 2
(p−1)
4
. (3.37)
Hence we recall that dg(xn, x0) −→ ∞, as n −→ ∞. Then by (M), dμg(expxn (x)) −→ dμ(x) uniformly on Bg(xn, (2R)2).
Then since supp v ⊂ Bg(xn, (2R)2) and v ∈ Na, we have that
lim
n−→∞ Ia(v) = limn−→∞ Ea
(
v ◦ (exp−1xn )) ca,E .
This contradicts to (3.35) and (3.37). Therefore (3.27) holds for any δ > 0. This completes the proof. 
We can now ﬁnish the proof of Theorem 1.
Proof of Theorem 1. Let a a0. Let {un} ⊂ Na be a sequence such that
lim
n−→∞ Ia(un) = ca.
By Lemma 3, ca < ca,E − d0 for some d0. Then by (1) of Lemma 4, we ﬁnd that {|un|p+1} is bounded. Since t2 log t  Ctp+1
on R+ for some C > 0, we ﬁnd
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∫
M
u2n logun  aC |un|p+1p+1 for n 1.
Then {‖un‖} is bounded. Therefore we may assume that un −→ u weakly in H1g(M) and un −→ u strongly in Lp+1loc (M). Then
by Lemma 5, we have that u = 0. Moreover by (2) of Lemma 1, we obtain that u is a solution of (Pa). This completes the
proof. 
Remark 2. It is known that the following logarithmic Sobolev inequality holds∫
RN
f 2 ln | f |dμ N
4
ln
[
2
πeN
∫
RN
|∇ f |2 dμ
]
for f ∈ H1(RN)with | f |2 = 1.
The logarithmic Sobolev inequality was also considered on Riemannian manifolds (cf. [2,4]). The inequality above is equiva-
lent to the following inequality:
N
4
ln
(
2πe2
)+ ∫
RN
f 2 ln | f |dμ
∫
RN
|∇ f |2 dμ for f ∈ H1(RN)with | f |2 = 1 (3.38)
(cf. p. 81 of [1]). The number N4 ln(2πe
2) is the best constant for which the inequality (3.38) holds. Now let M be a
Riemannian manifold satisfying the assumption of Theorem 1. Let C ∈ R such that
C +
∫
M
f 2 ln | f |dμg 
∫
M
|∇ f |2 dμg for f ∈ H1g(M) with | f |2 = 1. (3.39)
Then one can see that inequality (3.39) is rewritten as
|v|22
(
C + 1− ln |v|2
)+ ∫
M
v2 ln |v|dμg 
∫
M
(|∇v|2 + |v|2)dμg for v ∈ H1g(M)\{0}. (3.40)
Here let λ > 0 and w ∈ N1. Then we ﬁnd by putting v = λw in (3.40) that
|w|22
(
C + 1− ln |w|2 − logλ
)+ ∫
M
w2
(
ln |w| + logλ)dμg  ∫
M
(|∇w|2 + |w|2)dμg .
Then noting that w ∈ N1, it follows that C + 1 ln |w|2. Therefore we obtain that
C  ln
(
2
√
c1
e
)
.
This implies that ln( 2
√
c1
e ) is the best constant which satisﬁes (3.39).
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