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I. INTRODUCTION
In a typical voting scenario, a group of voters with diverse preferences need to collectively choose one out of several alternatives. Examples include a committee that selects a candidate for a faculty position or an award, countries in an international forum voting on the adoption of a new environmental treaty, or even automated agents that vote on the preferred meeting time on behalf of their users.
As the satisfaction of each voter is determined by the selected alternative, which is in turn affected by the actions (namely, the ballots) of others, casting a vote is in fact playing a strategic game.
The study of strategic voting is an effort to utilize game theory, which merits to model and predict rational behavior in a wide range of economic and social interactions, to explain and even direct the strategic decisions of voters.
This review paper is a hyper-condensed version of a book on strategic voting that is forthcoming this year. 1 The main purpose of the book is to overview the main approaches to strategic voting, in a way that makes these approaches comparable across fields and disciplines. In this paper I will mention the main directions and lines of work, but almost without going into the technical details.
Our starting point will be the seminal Gibbard-Satterthwaite theorem, which states that under a set of natural requirements, one cannot hope to construct a voting rule that is immune to strategic manipulations by the voters. This mean that there will always be situations where some voters have an incentive to misreport their true preferences. From this strong negative result emerged two lines of research. One continues to shape the boundaries and limitations of truthful voting mechanisms, by relaxing some of the assumptions that lead to the G-S impossibility result. The other line forgoes the attempt to elicit truthful votes, and instead applies game theory and equilibrium analysis to understand how strategic voters would vote in existing mechanisms.
II. BASIC NOTATIONS
We denote sets by upper case letters (e.g., A = {a 1 , a 2 , . . .}) and vectors by bold letters (e.g., a = (a 1 , a 2 , . . .)).
For a finite set X, we denote by L(X) the set of all linear (strict) orders over X. a) Social choice: A voting scenario is defined by a set of candidates, or alternatives, A, a set of voters N , and a preference profile L = (L 1 , . . . , L n ), where each L i ∈ L(A). For a, b ∈ A, i ∈ N , candidate a precedes b in L i (denoted a i b) if voter i prefers candidate a over candidate b. We can also think about more general preferences, such as cardinal utilities that we denote by U i : A → R.
Resolute SCCs are also called Social choice functions (SCF). We typically denote SCFs by a lower case letter f .
We will reserve the term voting rule for a SCF (i.e., a rule with a single winner) unless stated otherwise.
Some common voting rules that are mentioned in the paper are based on computing some score s(c, L) for every candidate c ∈ A, and selecting the candidate with the highest score (employing some tie breaking policy if needed). For example, in Plurality s(c, L) is the number of voters who ranked c in the first place. More generally, a positional scoring rule
where α is some nondecreasing vector. The Borda rule is an example of a PSR where α = (m − 1, m − 2, . . . , 2, 1). b) Game theory:
Definition 3 (Game). A (finite, n-person, non-cooperative) game is a tuple N, A, u , where:
• N is a finite set of n players, indexed by i;
where A i is a finite set of actions available to player i. Each vector a = (a 1 , . . . , a n ) ∈ A is called an action profile; • u = (u 1 , . . . , u n ) where u i : A → R is a real-valued utility (or payoff) function for player i.
A game form is similar to a game, except the utilities remain unspecified. Rather, for each combination of actions, we have an abstract "outcome" from some set A. Any game form g : A → A together with cardinal utility functions for each player i, induce a unique game denoted by g, U . This is simply the normal form game N, A, u , where u i (a) U i (g(a)) for all i ∈ N and a ∈ A. We can similarly combine g with an ordinal preference profile L to get an ordinal game.
For example, consider the game form on Fig. 1 (right) . The set of players is N = {1, 2}, where 1 selects a row and 2 selects a column; A 1 = A 2 = {C, D} (which stand for the actions "Cooperate" and "Defect"). The game on the left (the famous prisoner's dilemma) is obtained by setting a cardinal utility of U 1 (a) = 3, U 2 (a) = 3, U 1 (b) = 0 and so on.
A (pure) Nash equilibrium (NE) in game N, A, u is an action profile a ∈ A such that ∀i ∈ N ∀a i ∈ A i , u i (a) ≥ u i (a −i , a i ). That is, every player weakly preferences her current action over any other action assuming others do A profile a is Pareto efficient if there is no other profile that is weakly better for all agents, and strictly better for at least one. For example, in the prisoner's dilemma, all profiles excepts (D, D) are Pareto efficient. c) Game Forms are Voting Rules: Note that by taking any voting rule (=game form) f , and add a specific preference profile L, we get the ordinal game f, L as explained above, and we can go ahead and analyze its equilibria. However, for most common voting rules, this approach is not very informative. Consider Plurality voting with n ≥ 3 voters. It is easy to see that any profile in which all voters vote for the same candidate is a Nash equilibrium. This is true even if this candidate is ranked last by all voters in L, since no single voter can change the outcome. In Section VI we return to the notion of equilibrium in voting, and consider refinements and variations that are more reasonable and more useful as a solution concept.
III. STRATEGYPROOFNESS AND THE GIBBARD-SATTERTHWAITE THEOREM d) Example of a manipulation: Consider an election using the Borda voting rule with the following preference profile L:
Candidate b is the winner, beating candidate a 8 points to 7. However, if voter 3 lies about his preferences and ranks candidate b last (after a, c and d), b's score goes down to 6, and a (voter 3's favorite candidate) wins! This is called a manipulation.
A natural question is whether there are voting rules where such manipulations are impossible. That is, where a voter can never gain from lying about her preferences.
Definition 4 (Strategyproofness).
A voting rule f is strategyproof if no single voter can ever benefit from lying about her preferences:
For example, Plurality is strategyproof when |A| = 2.
A voting rule f is dictatorial if there is an individual (the dictator) such that i's most preferred candidate is always chosen:
A voting rule f is a duple if there are only two possible winners.
Theorem 1 (Gibbard [22] ,Satterthwaite [61] ). A deterministic and onto voting rule is strategyproof if and only if it is dictatorial or a duple.
It is easy to see that a dictatorial rule is SP, since the dictator is always best off reporting the truth and all other voters have no power; if we allow duples, we can arbitrarily select two candidates a, b and hold a majority vote between them. There are many different proofs of the Gibbard-Satterthwaite (G-S) theorem. Several simple proofs can be found in [66] .
The G-S theorem is considered as a strong negative result: Both dictatorial rules and duples have significant shortcomings as voting rules. A dictatorship ignores the will of all voters but one, and a duple may fail to select a candidate even if there is a unanimous agreement among voters that it is best. e) Extensions: The negative result implied by the theorem is quite robust. Several recent papers show that the number of different profiles in which there is a manipulation is relatively large (a polynomial fraction of all profiles), unless the voting rule is very close to being dictatorial [21] , [42] .
When also considering manipulations by coalitions the situation becomes even worse. For a wide class of voting rules known as "generalized scoring rules," and which contains most common voting rules, Xia and Conitzer [71] showed that "large coalitions" (with substantially more than √ n voters) can decide the identity of the winner in almost every profile. These results were later extended by Mossel et al. [41] .
Another result demonstrating the robustness of the G-S theorem is by Slinko and White [65] , who showed that even if we restrict manipulations by voters to be "safe" (informally, such that any number of like-minded followers will not hurt the manipulator), this does not expand the set of strategyproof voting rules.
IV. REGAINING TRUTHFULNESS IN VOTING
We will focus on four approaches, each of which attains truthfulness by relaxing some assumption underlying the G-S theorem. Other approaches that involve monetary payments are discussed in Section V.
A. Domain restriction
Suppose voters are voting on where to place a public library along a street. Naturally, each voter prefers the library to be located as close as possible to her house (whose location is private information). Note that not every preference profile is possible under this assumption.
More formally, a preference profile L is single peaked w.r.t. a linear order O over A, if each voter has some "peak candidate" a * i s.t. if x is between a * i and y then i prefers x over i. See Fig. 2 for an example.
Consider a linear order O over alternatives A, and a preference profile L that is single-peaked on O. The Median voting rule considers the peak locations of all voters, and return their median as the winner. Consider the example in Fig. 2 . The median of the five numbers {l 1 , l 2 , l 3 , l 4 , l 5 } = {1, 2, 4, 5, 4} is 4. Thus either voter 3 or voter 5 can be the median voter. In either case, the outcome is top(L 3 ) = top(L 5 ) = D, which is the median candidate.
Theorem 2 (Black [6] ). The Median Voter rule is strategyproof.
A natural question is what other restrictions on preferences give rise to "median-like" mechanisms that are strategyproof. This question has been studied thoroughly [43] , [27] , [2] , [46] .
B. Complexity barriers
Even though the G-S theorem states that manipulations exist under any voting rule, a voter trying to manipulate might find it difficult to know how to manipulate. This observation led to the idea that some voting rules might be truthful in practice, assuming that voters have limited computational resources.
Bartholdi, Tovey, and Trick, formalized the following computational problem, which can be applied to any voting rule f .
MANIPULATION f : given a set of candidates A, a group of voters N , a manipulator i ∈ N , a preference profile of all voters
. . , L n ), and a specific candidate p ∈ A: Answer whether the manipulator can provide a preference
Then, they asked whether there is a voting rule f such that computing the outcome f (L) is easy, but the problem MANIPULATION f is NP-hard. Note that since the number of possible reports is m!, a brute-force search is typically infeasible.
At least for some voting rules, it is easy to tell whether a manipulation exists or not. E.g. in Plurality it is sufficient to let i rank p at the top of L i , followed by all other candidates in an arbitrary order. A manipulation exists if and only if
Theorem 3 ([4]
). There is a voting rule f such that: I) f (L) can be computed in polynomial time; II) MANIPULATION f is an NP-Complete problem. The original proof in [4] used a variation of Copeland, and similar hardness results hold for common voting rules such as STV [3] . Note that for a fixed number of candidates m, there is a trivial polynomial-time algorithm for computing a 2 We do not formally define here what is an NP-hard problem, and refer the reader to standard textbooks (e.g., [69] ) for definitions and further discussion.
manipulation: simply try all m! possible ballots, which is also a fixed number.
A recent survey of which common voting rules are hard to manipulate by individual or by a coalition appears in [8] , Section 6.4.
C. Randomized voting rules
It is easy to see that by allowing randomization, we can find strategyproof voting rules that violate the GibbardSatterthwaite conditions. For example, we can think of a rule that return any candidate with equal probability, regardless of the profile. The following theorem by Gibbard characterizes exactly the set of randomized strategyproof voting rules.
Theorem 4 ([23]).
A unilateral rule is a rule that depends on the report of a single voter (e.g., a dictatorial rule). It should be noted that in order to extend the notion of manipulation and strategyproofness to randomized outcomes, Gibbard assumes that each voter has a cardinal utility function U i over alternatives, and a manipulation means that a voter gains in expectation.
Some recent work used Gibbard's characterization to derive strategyproof voting mechanisms with some desired properties. For example, Procaccia [55] proved that for any PSR g there is a strategyproof voting rule (i.e., a mixture of strategyproof unilateral rules and duples) f g that outputs a candidate with expected score close to the winner of g. f) Approximate strategyproofness: We get more flexibility if on top of randomization we slightly relax the strategyproofness requirement. Two such approximations were independently suggested by Núnez and Pivato [48] and by Birrell and Pass [5] . Both solutions consider a "target rule" g, and then mix it with some carefully designed noise to obtain a randomized rule f g that is "close" to g and "almost strategproof," where the formal meaning of these notions differ between the models. The Núnez and Pivato model makes explicit assumptions on the distribution of preferences, whereas the one by Birrell and Pass uses tools from differential privacy.
V. VOTING AND MECHANISM DESIGN
In contrast to the common abstract model of voting, in many specific situations agents have well-defined cardinal utilities for each alternative, and there is a clear social goal. For example -to maximize the sum of utilities. Denote the "optimal" candidate by a * = argmax a∈A i∈N U i (a). A natural question is then whether we can design a strategyproof mechanism that obtains or at least approximates the maximal social welfare.
A. Payments
Adding payments allows us to transfer utility between agents with much flexibility, thereby aligning their incentives.
Suppose that each voter has cardinal utilities U i over candidates. The Vickrey-Clarke-Groves (VCG) mechanism [70] , [9] , [25] collect all utility functions. Then it computes the optimal outcome a * , and charges each agent i the "damage" that this agent inflicts upon the other agents. That is, the difference between the maximal social welfare in a world where i does not exist, and the maximal social welfare (of all except i) in the current world. For a thorough exposition of VCG and a range of applications see [47] .
The VCG mechanism is truthful (it is a dominant strategy for each voter to report her true utilities), and by definition it maximizes the social welfare. Both properties rely heavily on the assumption that voters' utilities are quasi-linear. Relaxing the assumption of quasi-linear utilities even slightly, leads to an impossibility result in the spirit of the GibbardSatterthwaite theorem [31] .
B. Range Voting
Range Voting allows voters to express their cardinal preferences over candidates (normalized such that min a∈A U i (a) = 0 and max a∈A U i (a) = 1), and selects the one maximizing the sum of utilities. I.e. it always returns a * . Even without the Gibbard-Sattethwaite theorem, it is obvious that Range Voting is not truthful, as voters can always gain by reporting more extreme preferences. The G-S theorem an an even more negative implication, namely that no deterministic strategyproof mechanism can approximate the optimal social welfare by a factor that is sublinear in n.
Filos-Rastikas and Miltersen [20] suggested to find among the class of randomized strategyproof rules (see Sec. IV-C), the ones that give the best possible approximation for the social welfare. Their main result is a tight-to-a-constant approximation bound, that does not depend on n at all, and decreases sub-linearly with m.
C. Facility location
Facility location can be thought of as a special case of voting, where the alternatives A are possible locations for a facility in some metric space X , d where d is a metric over the set X . Each agent is assumed to prefer the facility to be as close as possible to her location, thus instead of reporting her entire utility function U i , she only needs to report her location (say, some point x i ∈ R k or some vertex of a graph G). The cost (negative utility) of every alternative a ∈ A ⊆ X is exactly the distance d (x i , a) .
The optimal location a * ∈ A is the one minimizing the social cost SC(a, x) = i∈N d (x i , a) .
A facility location mechanism is a function g : X n → A, mapping the positions of all n agents to a single winning position. The special case where A = X is called the unconstrained case, as the facility can be placed anywhere, and in particular wherever an agent can be placed. Thus the contrained case is more difficult in general. The cost approximation ratio of g is the smallest γ s.t. for any input x, E[SC(g(x), x)] ≤ γ · SC(a * , x). Without any restriction on the possible locations of the agents, the impossibility results of general voting rules [22] , [61] , [23] apply for the constrained facility location problem, which only allows for dictatorial or similar mechanisms.
The welfare approximation ratio of such mechanisms can be analyzed, and shown to be 2n−1 and 3− 2 n in the deterministic and randomized cases, respectively [38] .
Several papers examine variations of the problem, and in particular consider metric spaces X of specific shapes such as a line or a circle [62] , [56] , [15] , [18] . For example, the Median mechanism we saw in Section IV-A provides an optimal solution for the unconstrained problem on a line, as agents' utilities are single-peaked.
VI. RATIONAL EQUILIBRIUM
Once we accept that voters are going to behave strategically, and think of voting rules (with preferences) as games, we can analyze them with game theoretic tools like any other game. I will next mention several such models, which differ in their modeling assumptions.
A. Implementation
Consider any (non-resolute) SCC F , i.e. a function that maps strict preference profiles to a possibly empty set of outcomes. In what follows, F (L) ⊆ A can be thought of as some set of socially desirable alternatives under preference profile L. Some examples of SCCs we might want to implement are: all Pareto optimal alternatives in L; all Borda winners of L (before tie-breaking); all Condorcet winners of L (which may be empty); and so on.
Implementation of F by a mechanism g means that given any (strict) profile L, a candidate c ∈ A is in F (L) if an only if voters with preferences L elect c in some equilibrium of g.
A most natural question is which voting rules implement themselves under some behavior, and if such rules even exist. This question can be extended by allowing arbitrary mechanisms that are not necessarily voting rules, and ask if a voting rule f can be implemented by some mechanism g f using some notion of equilibrium. For example, a truthful voting rule implements itself in dominant strategy equilibrium.
We provide two examples of results in implementation theory that use Nash equilibrium and strong equilibrium. There are many other notions of equilibrium used in the implementation literature. Some such notions are implementation in undominated strategies [7] , [26] , undominated Nash equilibria [54] , [64] , and mixed Nash equilibria [26] , [40] . g) NE implementation: Denote by N E g (L) ⊆ A the set of all candidates that win in some Nash equilibrium of g for preferences L. A mechanism g implements a SCC
Theorem 5 (Maskin [32] ). No voting rule except dictatorships and duples can be implemented in NE by any mechanism.
Maskin further showed that if we want to implement SCCs rather than SCFs (i.e. rules that allow for more than one winner) then results are more positive, and characterized such SCCs. A trivial example is the SCC F (L) = A, which can clearly be implemented (e.g. by Plurality with n ≥ 3 voters). A less trivial example is F (L) which returns all Pareto-optimal outcomes of L. h) SE implementation: Let SE g (L) ⊆ A be all candidates that win in some strong equilibrium of mechanism g. Recall that an equilibrium is strong if there is no subset of voters that can all gain by deviating. Formally, a mechanism g implements a mapping G :
Note that we do not require that G is a valid SCC, as it may return the empty subset. An example of such a mapping is G CON , which returns the (possibly empty) set of Condorcet winners of profile L.
Theorem 6 (Sertel and Sanver [63] ). The Plurality voting rule implements G CON in SE, for all odd n.
B. Bayesian uncertainty in Voting
We have seen that when voters know exactly how others are going to vote, they rarely influence the outcome. Yet it is known that people often do vote strategically, or at least trying to [57] . One possible explanation for this discrepancy is uncertainty: since voters do not know exactly the preferences and actions of others, they know they might be pivotal, and hence some actions may be better than others in expectation.
The classic game-theoretic approach for games with partial information, assumes that each player's type (preferences/utilities) is sampled from some distribution and this distribution is common knowledge. Thus each player knows her own type, and some distribution on the other players' types. In equilibrium, each player is playing a mixed strategy contingent on her type, that is a best response to the (mixed) joined strategy of all other players.
Such models have been applied in a series of papers to Plurality, mainly in an attempt to explain the Duverger Law, which observes that in equilibrium typically only two candidates get almost all votes [60] , [11] , [12] , [52] , [19] . A general version of the model that applies for all scoring rules was suggested by Myerson and Weber [45] .
An equilibrium in these models for a particular population (a distribution p u over utility profiles) is composed of "strategies" (a mapping v from types to ballots) and "outcomes" (a distribution p s on candidates scores), with the following selfsustaining properties: sampling a profile from p u and apply voters' strategies v results in scores distributing according to p s ; and given p s , voters of each type are maximizing their expected utility by voting according to v.
Other models assume voters have (uncertain) information not about other voters' preferences, but about their actions. Thus a voting profile is stable if every voter would choose to keep her vote assuming the outcome will be according to current profile with some "noise." This approach is highly related to election polls. Some representatives of this approach are robust equilibrium [39] that assumes a small probability that voters fail to cast their vote; expectationally stable equilibrium [53] that assumes the actual outcome an be anywhere within some small distance from the expected outcome; and sampling equilibrium [51] that assumes each voter is exposed to a small random sample of the other voters.
C. Other Equilibrium Models
There are many more equilibrium models, which typically focus on a specific voting rule or a class of voting rules, and make different assumptions on voters' behavior.
Some such model attribute some small positive cost to casting a ballot ("lazy bias") [13] or to casting a manipulative ballot ("truth bias") [67] , [50] . This cost is sufficient to eliminate many of the unreasonable Nash equilibria of common voting rules. Another approach assumes that voters rule out dominated strategies in an iterative way until no strategy can be eliminated. While Moulin [44] showed that dominance solvable voting rules could be designed, in common rules such as Plurality, dominance leads to a unique outcome only in a small class of preferences [14] .
Other models assume backward induction reasoning and analyze subgame perfect equilibria. This can apply when voters sequentially vote on parts of the decision [17] , [33] , [72] , or when they have repeated opportunities to offer new candidates that will compete with the current winner [1] .
VII. ITERATIVE VOTING AND HEURSITICS
In the iterative voting model [37] , [36] , voters have fixed preferences and start from some announcement (e.g., sincerely report their preferences). Votes are aggregated via some predefined rule (e.g. Plurality), but can change their votes after observing the current announcements and outcome. The game proceeds in turns, where a single voter changes his vote at each turn, until no voter has objections and the final outcome is announced. This process is similar to online polls via Doodle or Facebook, where users can log-in at any time and change their vote. Similarly, in offline committees the participants can sometimes ask to change their vote, seeing the current outcome.
Major questions regarding iterative voting are whether it converges, and how good is the outcome to the society. For Plurality, Meir at al. [37] showed that if each voter in turn plays a best-response to the current votes of others, the game will always converge to a Nash equilibrium. This question was later studied in other voting rules, from which only Veto seems to have similar properties [59] , [30] , [28] .
Interestingly, simulations show that in practice all common voting rules almost always converge. Further, the equilibrium result is often better for the society than the truthful outcome [35] , [28] .
A. Heursitics
Many of the objections raised in the previous sections regarding Nash equilibria, equally apply to any model based on best response, as each particular voter is unlikely to be pivotal. Things become more complicated when voters are assumed to employ more flexible heuristics. Such heuristics may be used either if voters only know part of the current state, or are uncertain how well it will reflect the final votes.
Some heuristics are based on common sense reasoning like focusing on the few candidates with highest current scores [58] , [24] , [49] . Simulations show that these heuristics almost always lead to convergence when applied in an iterative voting setting [24] , [49] . Some heuristics are tailored for a specific voting rule, such are Laslier's Leader Rule for Approval [29] , where a voter approves all candidates strictly preferred to the leader, and approves the leader if it is preferred to the runnerup.
Another approach is to generate heuristics based on dominance relations, by explicitly defining the information sets of the voters under uncertainty [10] , [68] , [35] , [16] . One specific model is local dominance [35] , [34] , where the voter assumes that the actual candidate scores are within certain distance from the poll or current scores. In an iterative Plurality voting, this provably leads to convergence.
Extensive simulations of Plurality voting with Local Dominance heuristics show that a moderate level of uncertainty leads to the highest amount of strategic behavior, in particular when the population is diverse [35] . Further, more strategic behavior in turn leads to higher social welfare.
VIII. SUMMARY: TOWARDS A COMPLETE THEORY OF STRATEGIC VOTING
Social choice is perhaps the oldest topic that received formal game-theoretic analysis, much before the term game theory was coined. Yet while economists, political scientists, mathematicians (and now computer scientists) all agree that Nash equilibrium is not an appropriate solution concept for voting, there does not seem to be a single acceptable theory for strategic voting.
This might be due to the fact that, as in other cases that concern with human behavior, strategic voting involves many factors. Some of these factors may be domain specific and/or depend on complex cognitive and social processes that some models ignore or capture in different ways. Meir et al. [35] suggested a desiderata which is intended to provide a way to compare the strengths and weaknesses of the many different theories: some make implausible informational or cognitive assumptions, some predict behavior that is contrary to empirical evidence, some are prohibitively difficult to analyze, and some are wonderful but restricted to very specific scenarios.
I sincerely hope that familiarity with the classical and recent approaches to strategic voting will encourage researchers to develop new and better models that with improve our understanding. This, in turn, may lead to the design of improved aggregation mechanisms that lead the society to outcomes that are better for every one.
