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INTRODUCTION 
In Compton [3] we began an investigation of a general approach to 
asymptotic problems in combinatorics. These problems involve deter- 
mining probabilities of certain properties holding in large, finite structures 
randomly chosen from certain classes. The properties we considered were 
those expressible in first order logic L,,, and the classes were those closed 
under disjoint unions and components. We now consider, for the same 
classes, a general approach to problems about properties expressible in 
monadic second order logic (here denoted &,,). 
The main results in [3] characterized classes for which the asymptotic 
probabilities of a set of first-order sentences called component-bounded sen- 
tences exist, and classes for which every first-order sentence has asymptotic 
probability either 0 or 1 (such classes are said to have a first order O-l 
law). The latter characterization-which, strictly speaking, holds only for 
non-fast growing classes-yielded a precise description of the set of lirst- 
order sentences having probability 1. In a later paper (Compton [2]) we 
showed that this set need not be recursive, even if the class of structures is 
finitely first-order axiomatizable, and thus that the problem of determining 
asymptotic probabilities is undecidable. 
There are good reasons for considering monadic second-order properties. 
Within monadic second-order logic we may express combinatorially 
interesting properties, such as connectivity, not expressible within first- 
order logic; and although monadic second-order logic lacks completeness 
and compactness theorems, tools instrumental in our work on first-order 
properties, e.g. Ehrenfeucht game techniques, do pertain (Lynch [9, lo] 
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has used Ehrenfeucht games to obtain results on asymptotic probabilities 
of first order properties). 
Our approach will be as follows. In Section 2 we prove by means of 
Ehrenfeucht games some fundamental results about classes satisfying 
monadic second-order sentences. In Section 3 we define an extended notion 
of asymptotic probability. Using the results of Section 2, we give, in 
Section 4, sufficient conditions for the existence of extended asymptotic 
probabilities of monadic second-order sentences. We must then be able to 
infer the existence of asymptotic probabilities from the existence of exten- 
ded asymptotic probabilities. They key for doing this is a pair of Tauberian 
theorems discussed in Section 5. The main results of the paper are in 
Section 6. Theorem 6.1 shows that whenever the extended asymptotic of a 
monadic second-order sentence is 0 or 1 then the sentence has an 
asymptotic probability (necessarily the same value). From this follows 
Corollary 6.2, a result showing that in rather general circumstances the 
asymptotic probability of connectivity in a random structure is 0. 
Theorems 6.3 and 6.4 extend our earlier results to a characterization of 
non-fast growing classes with monadic second-order O-l laws. Unfor- 
tunately, our methods do not yield, as they did in the first-order case, a 
precise description of the set of sentences having asymptotic probability 1. 
Theorems 6.6 and 6.8 give sufficient conditions for the existence of 
asymptotic probabilities for all monadic second-order sentences. 
The author would like to thank Ward Henson for helpful discussions. 
1. PRELIMINARIES 
We will assume that the reader is familiar with the notation and 
definitions of Compton [3]. 
As we noted in the Introduction, our chief concern is with the properties 
expressible in monadic second-order logic. For a language L of relation 
and constant symbols (for technical reasons we exclude function symbols), 
we denote by L,, the set of monadic second-order sentences over these 
symbols. Besides the symbols in L and the usual element variables, connec- 
tives, quantifiers, and delimiters of first-order logic, monadic second-order 
sentences may include set variables X, Y, 2, . . . which may be quantified, 
and instances of the member relation symbol E. The syntax and semantics 
of this language are natural extensions of those for first-order logic. We 
may also define the quantifier rank of a monadic second-order sentence cp, 
denoted qr(cp), by extension of the first-order notion: qr(rp) is the maximal 
number of quantifier nestings (counting quantifications of both element 
and set variables) in cp. If structures 2l and 23 satisfy precisely the same 
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monadic second-order sentences we write ‘?I =L 23. It is straightforward to 
show that if L is finite, there are only finitely many EL-equivalence classes. 
Let Li, i< k, be languages with the same relation symbols but such that 
no two have constant symbols in common. Suppose that for each i < k, 2Xi 
is an L,-structure, and let L= wick Lj. Define LIiik‘& to be the 
L-structure with the disjoint union of the sets Ai as universe, with each 
relation symbol interpreted by the union of the interpretations in structures 
21i, i < k, and with each constant symbol in Li interpreted by the element 
which interpreted it in 21i. 
We recall the definition of an admissible function in Hayman [S]. This 
was used in Compton [3]. 
DEFINITION. Suppose that a(z) = E.,“=, a,,~” has radius of convergence 
R > 0, where a,, E %?, and for some R, -C R, a(r) > 0 when R, < r-c R. Let 
a(z) is admissible if 
f(z) = Z~‘(ZMZ) 
g(z) = ?fYz). 
lim g(r) = cc 
r-R 
and there is a function 6(r) defined for R, < r < R with 0 <6(r) < n such 
that 
a(reie) w u(r) exp(iOf(r) - +02g(r)) 
as r + R, uniformly for (81 S6(r), and 
a(reis) = o(a(r) flg(r)-‘j2) 
as r + R, uniformly for 6(r) 5 101 5 rt (here r ranges over the reals). 
The main theorem of Hayman [8] gives an asymptotic formula for the 
coefficients of admissible functions: 
THEOREM 1.1. If a(z) =C:CO a,z” is admissible, then, letting r,, = 
f-'(n), 
1 
-1 
Hr,) 
an N 2nr: 
a(r,e”) epine d6’ 
-a~~,) 
as n + 00. (We also remark, for later reference, that we may always assume 
that S(r) + 0 as r -+ R.) 
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2. EHRENFEUCHT GAMES AND L,,,, SENTENCES 
L 2M is a more powerful logic than L,,; in LZM we can express 
interesting combinatorial notions such as connectivity. Unfortunately, we 
have fewer logical tools for LZM. It has no completeness or compactness 
theorem so we cannot prove an &I law for LZM by showing, as was done 
for L,, in Fagin [S] and Compton [3], that axioms for some complete 
theory have asymptotic probability 1. 
One of the few logical techniques that does carry over from L,, to L1,,, 
is the method of Ehrenfeucht games, introduced in Ehrenfeucht [4]. It will 
be the primary technique of our investigation. In this section, we describe 
Ehrenfeucht games for L,, and prove some basic facts about them. 
Let L be a language containing relation symbols Ri, i E Z, and constant 
symbols cj, Jo J. Unless otherwise noted, Z and .Z may be either finite or 
infinite in this section. 
An Ehrenfeucht game is played by two players I and II on L-structures 
2I and 2% Player I attempts to show that 2I and 23 do not look alike and 
player II attempts to show the contrary. The game lasts for n rounds (or 
has length n). During each round player I chooses either an element or 
subset from the universe of either one of the L-structures and player II 
responds by choosing the same kind of object (element or subset) from the 
universe of the other L-structure. If the following conditions hold when 
play terminates then player II wins; otherwise player I wins: 
(i) If a,, a, E A, b,, 6, E B, and for i= 0, 1, either a, and bi interpret 
the same constant symbol or are elements chosen in the same round, then 
at= a,=u, iff 23 k b,=b,. 
(ii) If R is a relation symbol in L of arity IX, a,, a,, . . . . ucr-, EA, 
bo, bl, . . . . b,-, E B, and for each i < c( either a, and bi interpret the same 
constant symbol in L or are elements chosen in the same round, then 
‘9I I= R(a,, a,, . . . . a,-,) iff 23 I= R(b,, bl, . . . . b,-,) 
(iii) If a E A and b E A interpret the same constant symbol in L or are 
elements chosen in the same round, and A’ G A and B’ G B are subsets 
chosen in the same round, then 
2I k UEA’ iff 23kbEB’. 
In other words, player II wins if the substructures of 9l and 23 generated by 
elements chosen during the game, with new relations formed from subsets 
chosen during the game, are isomorphic in the obvious way. 
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The following theorem shows the utility of Ehrenfeucht games. 
THEOREM 2.1. Player II has a winning strategy for the Ehrenfeucht game 
of length n played on L-structures 9I and 23 iff ?I EL 23. 
We remark that in the original theorem for L,, due to Frdisse [6] and 
Ehrenfeucht [4], the players choose only elements during the game; the 
proof here is nearly identical. 
THEOREM 2.2. Let Li, i < k, be as in the definition of disjoint union in 
Section 1, and let 21i, Bi be L,-structures with ‘9li-k !B3, for i< k. Then 
LIiSk si-; LIi<, 23,. 
Proof This is an easy consequence of Theorem 2.1. Since ‘& =k Bi, 
i < k, player II has a winning strategy for the Ehrenfeucht game of length n 
on 91ui and ‘B3,. She has a winning strategy for the game on LIick21i and 
Lli..k Bi by combining strategies in the obvious way. 1 
THEOREM 2.3. Assume that L has no constant symbols. For every n E CO 
there is an NE w  such that whenever K 2 II 1 N and 21i, i < IC, is a sequence of 
L-structures from some EL-equivalence class, then 
Proof: Suppose L consists of relation symbols Ri of arity cli, i E Z, and 
constant symbols cj, jE J, with Z and .Z finite. Let ‘3 be an L-structure, 
aEAP an arbitrary sequence of elements, and AE (2A)4 an arbitrary 
sequence of subsets. We define ty(a, A), the n-quantifier rank type of a, A 
in 2I inductively: 
$(a, A) = (f, g, h), 
where f: (puJ)‘-+2, g= (gi);,,, gi: (puJ)“‘-+2, and h: (puJ)xq+2 
(assume that p n J= 0). For jE J let aj be interpretation of cj in ‘3. These 
functions are defined by 
f(i, i) = 1 iff 2I k ai=aj, 
sj(jo, j,, -., j, - 1) = 1 iff ‘9I k Ri(ajO, a,, , . . . . a,,_,), c1 = C(~, 
h(i, j) = 1 iff 9I + aiEAj. 
Clearly, there are only finitely many such f, gi, and h for given p and q. 
Now define 
7?+,1(a, A)= {7?(< a,a,),A):a,EA}u{7~(a, (A, A,)):A,sA}. 
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It follows easily by induction that for given n, p, and q that ry(a, A) = 
zz(b, B) iff (2I, a, A) FL (23, b, B). Let 
pIif+ ,(A) = max 1 + dYAh c df((A, A,)) , > 
where the summation in the second expression is taken over a finite set of 
subsets A, such that r,“(d, (A, A,)) ranges over all possible values. It is 
easily verified that if ~f(#, A) = zz(#, B) then p:(A) = p:(B). 
We now show that if (‘?I, A) EL (‘+&, Ai), i< K and rc>J.z~y(A) then 
II,.,, (21i, Ai) =L LIiCL (‘&, Ai). This is easily seen by induction on FL 
Observe I and II playing an Ehrenfeucht game of length n on these two 
disjoint unions. 
Suppose player I begins by choosing an element from (say) the first of 
these disjoint unions. He has, in effect, picked a structure (?I,, Ak ) for 
some k < K and then picked an element a in ‘$I,. Player II responds by 
picking any structure (a,, A,), I< 1, and then using her winning strategy 
to pick an element a’ in )2I,. Thus, 
But also, by the induction hypothesis and the definition of p:(A), 
LI (%i, Ai) ~i-1 II (ai, Ai). 
i<K i<l 
z#k if/ 
Combining these two facts, we see from Theorem 2.2 that player II has a 
winning strategy for the remaining n - 1 rounds of the game. 
Suppose player I begins by choosing a subset from one of the disjoint 
unions (again, say the first). He has, in effect, chosen subsets A, E ‘91i, 
i< K. Player II responds by choosing a subset from the second disjoint 
union-i.e., subsets A, G 21i, i < il-in the following way. For any structure 
(‘3, A, A,), if there are less than ~=p:~i((A, A,)) structures of type 
C-,(4, (4 A,)) among the structures (21i, Ai, Ac), i<lc, then she 
chooses so that there are precisely the same number of this type among the 
structures (2I,, Ai, A,), i < I; if there are not less than p structures of this 
type among (VIi, Ai, A,), i< K, then she chooses so that there are not less 
than p structures of this type (but possibly not the same number) among 
(91i, Ai, A,), i-c 1. Notice that p:(A) was chosen large enough so that 
this can always be done. Therefore, by Theorem 2.2 and the induction 
hypothesis, the disjoint union of the structures among (‘&, Ai, A,), i < K, 
in a given =k-, -equivalence class is zip i to the disjoint union of 
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structures among <2Ii, Ai, Aiq) in the same equivalence class. Again 
invoking Theorem 2.2 we have 
LI (ai, Ai, Aiq> hi- 1 LI (ai, Ai, Aiq> 
i-ctc i-cl 
and again player II has a winning strategy for the remaining n - 1 moves in 
the game. 
The result now follows since there are finitely many =k-classes. For n E o 
take N to be the maximum of the values p:(D). 1 
3. EXTENDED ASYMPTOTIC PROBABILITIES 
In this section, we extend the notion of asymptotic probability given in 
Section 1. This will serve two purposes. First, we will sometimes be able to 
infer the existence of asymptotic probabilities for monadic second-order 
sentences from the existence of extended asymptotic probabilities. The 
means for doing this are Tauberian theorems discussed in Section 5. 
Second, the asymptotic probability of a sentence may fail to exist but we 
may nonetheless wish to assign some kind of probability to it. 
Consider the following class %’ which is closed under disjoint unions and 
components. The language of g contains two symbols--R, a binary 
relation symbol, and S, a unary relation symbol. 9? consists of all structures 
such that R interprets a partial order for which the elements lying below 
any given element are linearly ordered and each element has no more than 
two immediate successors, and such that S holds of an element if and only 
if the number elements strictly above it is even. Q? may be identified with 
the class of unary-binary forests with odd subtree relation (this is similar 
to Example 7.10 of [S] ). Q? is finitely first-order axiomatizable and has an 
exponential generating series 
a(x) = f 5 xn = exp(k(x)), 
where 
k(x) = (1 - x - Jr-2x-r;i)/x. 
(See [3].) Let cp be a first-order sentence which says “S holds at no roots” 
(i.e., “all trees in the forest have even cardinality”). The exponential 
generating series for the subclass satisfying cp is 
C(X)= f 2x”=exp 
k(x) + k( -x) 
“=O 
2, 
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Now by Darboux’s theorem (see Szego [ 111 or Bender [ 1 ] ), one can show 
that 
n even, 
where R = - 1 + &. Clearly c, = 0 when n is odd. Thus I does not 
exist. However, cp does have labeled asymptotic probability c(R)/a(R) 
when the class is restricted to even structures and 0 when the class is 
restricted to odd structures. An extended asymptotic probability should 
somehow average these two values. Also, it should agree with the value of 
the asymptotic probability whenever the asymptotic probability exists. The 
following proposition will allow us to formulate such a definition. 
PROPOSITION 3.1. Suppose that x:,“=O a,x” has a radius of convergence 
R>O with a,20 and lim,,. a(x) = co. !f b, is a sequence such that 
lim, + ot b,/a, = P and b(x) = x,“=O b,x” then lim, _ R b(x)/a(x) = P. 
The proof is straightforward and will not be included here. See 
Titchmarsh [12, Section 7.51, or Hardy’s exposition [7], in which he 
investigates “summing” divergent series. It is used to show that some of the 
summability methods he uses are regular, i.e., that they coincide with 
ordinary summation for series that do converge. 
Our concern is not with “summing” divergent series, but with finding the 
“limit” of a divergent sequence. This is really what Hardy did-he worked 
with an extended notion of a limit for the partial sums of his series. 
Now suppose that a(x) is the exponential generating series for a class $? 
of structures and that a(x) has radius of convergence R>O, with 
lim x _ R a(x) = co. For a sentence cp let c, be the number of structures in V 
of size n which satisfy cp and c(x) = C,“& (cJn!) x”. If we define 
then Proposition 3.1 shows that fi(q) = I whenever I exists. In fact, 
we can easily show that p*((p)=p((p) whenever p*(q) exists. (p*(p) was 
defined in Section 6 of Compton [3].) 
These results are contingent on a(x) approaching co as x -+ R. Suppose 
that this is not the case, as in our example of unary-binary forests. If 
lim x _ R a’(x) = ~13 we could define 
P(CP) = liFR c’(xYa’(x). 
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By 1’Hopital’s rule, this has the same value as lim,, R c(x)/a(x) when 
lim x _ R a(x) = co. In general, if lim, _ R .(j)(x) = co we could define 
p(q) = .pnR &)(x)/&)(x), 
Again, this extends the notion of labeled asymptotic probability. For if 
lim, _ m ~,/a, = P and lim, _ R &j(x) = co then 
= lim cn+ jln! 
H+m a,+j /n! 
=P 
by Proposition 3.1. A similar argument shows that this extends the 
defintion of p*(q), the generalized asymptotic probability of cp. 
Let us see how this definition works in our example. Since 
lim, _ m a’(x) = 00 we have by a simple calculation 
which is the value we sought. 
But what if lim, _ R u(j)(x) < cc for all j? We use the following definition 
for this case. 
DEFINITION. Let 5% be a class of structures with exponential generating 
series a(x) and let c(x) be the exponential generating series for the subclass 
of structures that satisfy cp. The extended labeled asymptotic probability of cp 
is defined as 
p(q) = lim lim c”‘(x)/a”‘(x). 
j  - cc I - R 
Similarly, if % has an ordinary generating series with a radius of 
convergence S and the subclass of structures satisfying rp has an ordinary 
generating series d(x), then the extended unlabeled asymptotic probability of 
cp is defined as 
V(q) = lim lim d(j)(x)/b(j)(x). 
j -m x-s 
The following proposition justifies these definitions. 
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PROPOSITION 3.2. Suppose that C,“=, a,x” has a radius of convergence 
R > 0 and a,, 2 0. If b, is a sequence such that lim,+ m b,/a, = P and 
b(x) = C,“= 0 b,x”, then 
lim lim b(“(x)/a(j)(x) = P. 
j-30 x-R 
Proof. For E > 0, choose N so that 1 bda, - PI < E when k > N. Then 
~.,“=,(n+1)(n+2)...(n+j)(b,+j-Pa,+i)Xn 
C,“=o(n+ 1)(n+2)...(n+j)U,+jXn <’ 
when j>N, since lb,+,-Pa,+jl <Ea,cj. We obtain the desired result by 
making E small. 1 
This proposition shows that the notion of extended asymptotic 
probability coincides with the usual notion whenever the usual notion is 
defined. 
For the next two results, we assume that % is closed under disjoint 
unions and components, has exponential generating series a(x) with radius 
of convergence R, and has ordinary generating series b(x) with radius of 
convergence S. Component-bounded sentences 6R,j were defined in 
Section 5 of Compton [3]. 
PROPOSITION 3.3. Let R,, R,, . . . . S,-, be non-isomorphic finite connec- 
ted structures in % with lRil = mi, i < q, and j,, . . . . j,- , E w: 
(i) Iflim,+, a(j)(x) = 00 for some j then 
where Ai = R”‘/a(Ri). 
(ii) Zf lim, _ s b”‘(x) = co for some j then 
v = I-I smq 1 - Y’). 
i<C/ 
Proof. (i) From Lemma2.l(ii) in Compton [3] the exponential 
generating series for cp = Ai < q OR,, j, is 
c(x) = a(x) n A 
i<q]i! (&pq -i&>- 
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Takej to be the least integer such that lim,,. U(~)(X) = cc. Then 
which is equal to 
c+‘(x) 
fi((p)= lim -, 
x - R .(j)(X) 
lim 
x-R ( 
a(j)(x) n 1 
i,,ji! (G)*““‘( -&) 
+ 1 a’k’(x)O(l) a(i)(x) 
kcj i > 
This establishes (i). We prove (ii) similarly. 1 
PROPOSITION 3.4. Let cp be a component-bounded sentence: 
ti) Iflirnx+R a(j)(x) = co for some j then fi(cp) exists. 
(ii) Zf lim, _ S b”‘(x) = co for some j then V(q) exists. 
Proof. This follows from the previous proposition and Lemmas 5.2 and 
5.5 in Compton [3]. i 
4. EXTENDED ASYMPTOTIC PROBABILITIES OF 
MONADIC SECOND-ORDER SENTENCES 
The main result of the section is Theorem 4.3 which states general 
conditions under which extended asymptotic probabilities of monadic 
second-order sentences will exist. 
LEMMA 4.1. Let cp be an LZM sentence with qr(cp) = n and N the integer 
associated with n in Theorem 2.3. Let fi,, i c q, be representative structures 
from each of the ~bequivalence classes of finite connected structures in V, 
and ki(x) the exponential generating series for the =L-equivalence class of 
connected structures containing Ri for each i < q. Define Ry(x), m S N, by 
I@(X) = k,(x)“/m!, m < N, 
@(x) = exp(k,(x)) - C f:(x). 
m<N 
Then the exponential generating series c(x) for the subclass of structures in %Z 
satisfying cp is 
c IfIs” (x) Ryyx) . . . Q+/(x), 
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where the summation is taken over all m,, m,, . . . . m,-, 5 N such that 
Jj mi.Ril= Cp. 
i<q 
Proof. Define an equivalence relation z on the class of finite structures 
in 9? as follows. % = 8 iff for each i < q, % and 23 have either the same 
number of components in the -L-equivalence class that contains Ri or 
both have at least N components in this equivalence class. 
We claim x is a refinement of -L on the class of finite structures in %. 
This follows easily from Theorems 2.2 and 2.3. The former implies that any 
component of a structure may be replaced by any other component in the 
same EL-equivalence class without affecting the =h-equivalence class to 
which the structure belongs; the latter implies that if there are at least N 
components of a structure in a particular EL-equivalence, this number may 
be increased or decreased without affecting the equivalence class to which 
the structure belongs as long as the number remains at least N. Thus, if 
‘8 z 23, 2l may be transformed into !B by a series of such operations, so 
2Iz;s. 
The subclass of structures in V satisfying cp is a union of ~hequivalence 
classes and hence a union of % -equivalence classes. Therefore c(x) is a sum 
of exponential generating series for the x -equivalences that compose the 
union. The exponential generating series for the subclass of structures in % 
with exactly m components, each belonging to the -L-equivalence class 
containing R,, is k,(x)“/m! =,&T(x). From this we see that the exponential 
generating series for the subclass of structures in V with at least N 
components, each belonging to the EL-equivalence class containing Ri, 
is @‘(x) (see Compton [3] for details). Consequently, the exponential 
generating series for a typical z -equivalence class is of the form 
/@J(x) IQ’(x). . . &qx). 
Summing over z-equivalence classes contained in the subclass of 
structures in G?? that satisfy cp, we have the expression in the statement of 
the theorem. 1 
As always, there is a version for unlabeled structures. This one is slightly 
more complicated than the version for labeled structures. 
LEMMA 4.2. Let cp be an L,, sentence with qr(cp) = n and N the integer 
associated with n in Theorem 2.3. Let Ri, i < q, be representative structures 
from each of the -b-equivalence classes of finite connected structures in ‘&, 
and Ii(x) the ordinary generating series for the -k-equivalence class of 
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connected structures containing 52, for each i c q. Define i?(x), i < q, m < N, 
by 
where the summation is taken over non-negative integers jl, jz, . . . . j, such 
that xi5 m iji = m, and 
fN(x)=exp (& ~4.P)) -,;N f?(x). 
Then the ordinary generating series d(x) for the subclass of structures in C 
satisfying cp is 
where the summation is taken over all mO, m,, ,.., rn4- 1 5 N such that 
LI mj.Ri k Cp. 
i-cq 
Proof: We show that when m < N, in is the ordinary generating 
series for the subclass of structures in %’ with exactly m components, each 
belonging to the rh-equivalence class containing Ri. The result then 
follows by Theorem 2.l(iv) in Compton [3] and in the previous theorem. 
If I,(x) = 1(x) = c R z, I,,x” is the ordinary generating series for the 
subclass of connected structures within a class VZ closed under disjoint 
unions and components, then 
nrj, (1 -XT’” - 
is the ordinary generating series for the entire class. This is shown by obser- 
ving that (1 - xn)--l is the ordinary generating series for the subclass of 
structures with all components isomorphic to a particular connected 
structure of cardinality n and then taking the product over all connected 
structures in %. Now if we modify this by taking the product of series 
(1 -x”y)-’ instead of (1 -x”-l, the y exponent will count the number of 
components-i.e., the coefficient of the x”y” term in the product 
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If we compute, for a fixed m < N, the sum of the x”y” terms and factor out 
Yrn, we have the expression for i:(x) given above. This is the ordinary 
generating series for the subclass of structures in %? with m components, 
each belonging to the =k-equivalence class containing Ai. 1 
Using Lemmas 4.1 and 4.2 we can prove that extended asymptotic 
probabilities of L,, sentences exist in many commonly occurring cases. 
THEOREM 4.3. Let cp be an L,, sentence: 
0) Iflim,,, a(x)= 03 then p(q) exists. 
(ii) Iflim,,, b(x) = 00 then V(q) exists. 
Proof: We prove (i); the proof of (ii) is only slightly different. 
Let c(x) be the exponential generating series for the subclass of 
structures in %? satisfying rp and suppose qr(cp) = n. We need to show that 
c(x)/a(x) approaches a limit as x + R. Since c(x) may be written in the 
form given in Theorem 4.1, it suffices to show (adopting the notation of 
Theorem 4.1) that 
I;?(x) Q’(x) . . . &+/(x)/a(x) 
approaches a limit as x -+ R. But a(x) = exp(Ci<4 ki(x)), so we may write 
the above expression as a product of factors @(x)/exp(k,(x)); if we can 
show that each of these approaches a limit as x + R we will be done. When 
mi < N this is clear, because then /@m,(x) = ki(x)mC/mi! and ki(x) is increasing 
on the interval [0, R). If mi= N, ky(x)/exp(k,(x)) is 
1 - C ~T(x)lev(~,b)) 
m<N 
and again the limit as x + R. 1 
EXAMPLE 4.4. Theorem 4.3 demonstrates that extended asymptotic 
probabilities of L,, sentences exist for the following examples in Compton 
[3]: unary functions (Example 7.5), permutations (Example 7.6), oriented 
forests of height 1 (Example 7.12), linear forests (Example 7.14), classes 
with finitely many connected structures (Example 7.15), equivalence rela- 
tions (Example 7.16) and partitions with selected subsets (Example 7.17). 
5. TAUBERIAN THEOREMS 
If we set a, = 1, n = 0, 1, 2, . . . . in Proposition 3.1, we have Abel’s theorem. 
A theorem of this type-which draws a conclusion about the limiting value 
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of an analytic function at its radius of convergence from information about 
the limiting value of the coefficients of its power series expansion-is thus 
called an Abelian theorem. Within our framework, we use Abelian 
theorems to show that extended asymptotic probabilities agree with 
asymptotic probabilities wherever the latter are defined. Compton [3] uses 
partial converses to Abelian theorems to show that under certain 
circumstances the existence of extended asymptotic probabilities implies 
the existence of asymptotic probabilities. A partial converse to an Abelian 
theorem is call a Tauberian theorem, after A. Tauber, one of the first 
mathematicians to prove such a theorem (see Hardy [7] for a discussion 
and history of Tauberian theorems). Theorems 5.1 and 5.3 are examples of 
Tauberian theorems. For later reference, we reformulate, in Corollaries 5.2 
and 5.4, these theorems in terms relating asymptotic probabilities and 
extended aymptotic probabilities. 
THEOREM 5.1. suppose that a(z) = C,“=, a,z,, a, E C, and 
lim ,,+,((a,~,)/a,)=Rkforsomek>OandREIW, RZO.Supposealso that 
b(z)/a(z) = c(z”) f or some series b(z) = C,“=O b,z, and c(z) = X:=0 c,zn: 
(i) Zf c(z”) has radius of convergence S > R and lim; _ R c(zk) = P then 
lim n--tm b,la,=p. 
(ii) If c(z”) has radius of convergence R, c(Rk) is absolutely 
convergent, lan--i(/lanl 5 AR’ for some A and all sufficiently large n and all 
isn, and limz+. c(z”) = P, then lim, _ ‘x) b,/a, = P. 
Proof (i) is an easy extension of Theorem 2 in Bender [ 11. (ii) follows 
by a similar argument. 1 
For the next theorem recall the definitions of the period of a class, and of 
& s R, Z+J ‘% S, p*(q), and v*(q) defined in Section 6 of Compton [3]. 
COROLLARY 5.2. Let % be a class of L-structures closed under disjoint 
unions and components and suppose d is the period of V. Let a(x) be the 
exponential generating series and b(x) the ordinary generating series for V. 
For a sentence cp let c(x) be the exponential generating series, and d(x) the 
ordinary generating series, for the subclass of structures in $9 that satisfy cp. 
Set t(x)= c(x)/a(x) and u(x)=d(x)/b(x); (t(x) and u(x) should be con- 
sidered power series resulting from the formal division of generating series): 
(i) Zf d 5 R and t(x) h as a radius of convergence greater than R, 
then u*(q) = ,E(cp) = t(R). 
(ii) Zf B % S and u(x) h as a radius of convergence greater than S, 
then v*(q) = V(q) = u(S). 
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(iii) If d % R, t(R) is absolutely convergent, and for some A, 
a(n - i)d/((n - i) d)! < ARid 
a,J(nd)! = 
for all sufficiently large n and i 5 n, then u*(q) = ii(q) = t(R). 
(iv) If ~EJ 5 S, u(S) is absolutely convergent, and for some B, 
Ib,,+,,,/b,,l 5 BS” for all sufficiently large n and isn, then v*(q)= 
S(q) = u(S). 
We remark that this corollary does not really depend on V being 
closed under disjoint unions and components. It is true for any class %? of 
L-structures when the period d is defined in the obvious way. 
THEOREM 5.3. Suppose that a(z) = C,“=, b,z” is admissible with a radius 
of convergence R, b(z) = C,“=, b,z”, c(z) = C,“=-, c,z” = b(z)/a(z), and c(R) 
is absolutely convergent. Then lim, _ no b,/a, = c(R). 
Proof: Choose 6(r) for a(z) as in the definition of admissibility. We may 
assume, by the remark in Theorem 1.1 that 6(r) + 0 as r + R. Now 
b(z) = c(z)a(z), so by Cauchy’s theorem, 
b, =& j: c(r,eiB)a(r,ei’) ee”‘d@, 
n n 
where rn is as in the statement of Theorem 1.1. We will break the interval of 
integration here into two smaller regions, the first given by 6(r,) < 101 5 7~ 
and the second by 101 s 6(r,). Since a(reie) = o(a(r) g(r)-“*) uniformly and 
c(R) is absolutely convergent, the first integral is o(a(r) g(r)-“*). The 
second integral 
s 
Hr.) 
c(r,e”) a(r,e”) eeine de, 
-d(r,) 
is asymptotic to 
c(R) j”‘“’ a(r,e”) eeins dt3 
-6tr.J 
as n + eo. This follows because c(R) is absolutely convergent and because, 
from the definition of admissibility, a(r,e”) eeine N a(r) exp( - f B*g(r)) 
(which is positive) uniformly for 181 5 6(r,). Combining this with 
Theorem 1.1, we have b,/a, - c(R). We have shown, by the way, that b(z) 
is admissible. 1 
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COROLLARY 5.4. Let V be a class of L-structures with exponential 
generating series a(x) and suppose a(x) has radius of convergence R, 
0 < R < co. For a sentence cp let c(x) be the exponential generating series for 
the subclass of structures in $2 that satisfy cp. Set t(x) = c(x)/a(x). Zf a(z) is 
admissible and t(R) is absolutely convergent then u(q) = ji(cp) = t(R). 
Of course an analogous theorem holds in the unlabeled case, but it is not 
as useful. 
6. ASYMPTOTIC PROBABILITIES OF MONADIC SECOND-ORDER SENTENCES 
The theorems of this section combine results of previous sections to 
describe different circumstances under which asymptotic probabilities of 
monadic second-order sentences will exist. The idea is to establish the 
existence of extended asymptotic probabilities using, for example, results of 
Section 3 or 4, and from this conclude, by the Tauberian theorems of 
Section 5 or other means, that asymptotic probabilities exist. 
The first theorem shows that very little is needed to demonstrate that a 
monadic second-order sentence has asymptotic probability 0 or 1 if its 
extended asymptotic probability is one of these values. 
THEOREM 6.1. Let cp be an L,, sentence: 
(i) If lim,,. a(x) = co and d -+ R, then u(q) exists whenever 
p(q)=0 or 1. 
(ii) Zf lim b(x) = 00 and c??I + S, then v(q) exists whenever V(q) = 0 
or 1. 
Proof We prove (i). Suppose I = 0 (otherwise substitute 1 cp for 
rp). Let c(x) be the exponential generating for the subclass of structures in 
9? satisfying rp. Write c(x) in the form given in Theorem 4.1, 
c(x) = c Iz;r”(x) l@‘(x). . . /$+qx), 
where the summation is taken over certain of the values mO, m,, . . . . m4- 1 
i N. A typical term 
n kw 
i<q 
(6.1) 
of this sum is the exponential generating series for one of the 
z-equivalence classes defined in the proof of Theorem 4.1. Since ii = 0, 
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lim x-tR c(x)/a(x)=O, so if we divide (6.1) by a(x) =ni,,exp(ki(x)) and 
let x + R, we have 
lim fl kyi(x)/exp(ki(x)) = 0. 
x-R. 
r<q 
Now each factor approaches a limit as x + R, so for some j < q, the jth 
factor approaches 0 and x + R. Consequently, mj < N and lim, _ R k,(x) 
= cc. Let k(~)=&+~k,(x). Then 
c*(x)= 1 k,(x)“/m! exp(f(x)) 
m<N > 
(6.2) 
is. the exponential generating series for the subclass of structures in V with 
fewer than N components in the EL-equivalence class containing Sj. This 
subclass clearly contains the subclass whose exponential generating series 
was given in (6.1) and lim,,, c*(x)/a(x) = 0. Put 
k,(x) = c $!f x”, 
nto . 
E’(x) = 1 %x: 
nzr . 
K,(x)= 1 3x”. 
n<r . 
Then 
c#(x) = ( 1 ktxY/m!) ew(%) +6x)) 
m<N 
is the exponential generating series for the subclass of structures in %? 
with fewer than N components of cardinality less than r in the same 
=:-equivalence class as Sz,. This subclass clearly contains the one with 
an exponential generating series given by (6.2). It may be described by a 
component-bounded sentence $,, since it restricts only components of 
cardinality less than a fixed bound r. By Theorem 5.8, in Compton [3] 
p($,) exists and can be found by dividing c#(x) by a(x)=exp(k,(x)+ 
z’(x) + k(x)) and letting x + R. The result is 
k(R)“lm! 
> 
exp( -k(R)). 
As r+oc), E,(R) + co, so this value approaches 0. Therefore, I = 0. 
The proof of (ii) is essentially the same. 1 
582a/50/1-9 
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COROLLARY 6.2. Let cp be the sentence asserting that an L-structure is 
connected: 
(i) If lim x-Ra(x)=co and&-R, thenp(q)=O. 
(ii) 1f lim, _ S b(x) = 00 and 98 + S, then v(q) = 0. 
Proof Let k(x) be the exponential generating series for the subclass of 
connected structures in g. Then a(x) = exp(k(x)), fi(cp) = lim, _ R k(x)/ 
exp(k(x)) = 0. The result follows from Theorem 6.1. The unlabeled case is 
similar. 1 
In Theorem 6.1 and Corollary 6.2 we may replace every occurrence of -+ 
with f, of p with p*, and of v with v*. 
We are ready to characterize non-fast growing classes with L,,,, O-l laws. 
THEOREM 6.3. Let W be closed under disjoint unions and components, and 
suppose that the radius of convergence of a(x), the exponential generating 
series for %?, is greater than 0. Then the following are equivalent: 
(i) d + 00. 
(ii) C has an L,, labeled&l law. 
(iii) C has an L,, labeled&l law. 
Proof: The equivalence of (i) and (ii) was shown in Theorem 5.9 in 
Compton [3]. It is obvious that (iii) implies (ii). We will show that (i) 
implies (iii). By Theorem 6.1 we need only show that when A? + co, 
j(q) = 0 or 1 for each L,, sentence cp. We saw in Theorem 4.1 that the 
exponential generating series for the subclass of structures in C satisfying cp 
is a finite sum of the form 
where &y(x) is ki(x)“i/mi! when mi < N and exp(ki(x)) - Cm<,, k?(x) 
when mi= N. Note that lim,, m ki(x) = co, so, dividing the above 
summation by a(x) = n exp(k,(x)) and letting x + co, we have j(cp) = 0 
orl. a 
THEOREM 6.4. Let 97 be closed under disjoint unions and components, and 
suppose that the radius of convergence of b(x), the ordinary generating series 
of C, is greater than 0. Then the following are equivalent: 
(i) g-+ 1. 
(ii) C has an L,, unlabeled Ckl law. 
(iii) C has an L,, unlabeled t&l law. 
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Proof. Proceed as in the previous theorem. Although lim,, i ii(x) may 
be finite, lim,, 1 exp(C l/m li(xm)) = co so the same argument applies. 1 
In Theorems 6.3 and 6.4 we may replace -+ with ir, and add the 
qualifier “generalized” before the words “O-l law” (see Section 6 of 
Compton [ 31). 
The last two theorems of the section illustrate the use of the Tauberian 
theorems in Section 5 to show that L,, sentences has asymptotic 
probabilities. Both theorems require the following lemma. 
LEMMA 6.5. Let cp be an LZM sentence, and c(x)=~,,~~ (c,/n!) x” the 
exponential generating series and d(x) = C,, t 0 d,x” the ordinary generating 
series for the subclass of structures in V that satisfy q: 
(i) Vlim,,, a(x) = co- and d + R then c(x) may be written as a sum 
c’(x) + ca(x), where c’(x) = C,_rO (cy;/n!) x”, lim,, o. c;/a, = 0, and the 
series t(x) = ca(x)/a(x) is absolutely conoergent at R. 
(ii) ISlim,,, b(x) = 00 and 3? -+ S then d(x) may be written as a sum 
d”(x) + d”(x), where d”(x) = C,r O dix”, lim, _ iu d;/b, = 0, and the series 
u(x) = da(x)/a(x) is absolutely convergent at S. 
ProoJ: By Theorem 4.1, c(x) may be written as a finite sum 
where f?(x) is k(x)“8/m! if mi < N and exp(ki(x)) - C, c N k?(x) if mi = N. 
Expand this into a sum of products in which each factor is either of the 
form ki(x)“/m! or exp(k,(x)) (for the moment we ignore the minus signs 
that precede some of terms in this expression). A typical term in this 
expression will be of the form 
n ki(x)“i/mi! n exp(k,(x)) (6.3) 
icp pSi<q 
(this may require permuting indices). This term is the exponential 
generating series for the subclass of structures satisfying an L,, sentence i+k 
which says, “for each i < p there are exactly mi components in the same 
EL-equivalence class as Ri.” (We will not show that there is such a sen- 
tence; the details are easily worked out, and the argument below depends 
only on the form of the generating series of (6.3). We use $ only to avoid 
repeating the argument in the proof of Theorem 6.1.) Dividing (6.3) by a(x) 
and letting x approach R we have 
J(II/) =j-nR ,n (ki(xP/mi!) exp(-k,(x)). 
l-=P 
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Now there are two possibilities: if lim,_ R ki(x) = cc for some i < p then 
p(II/) =0 and by Theorem 6.1 p($) = 0, so the ratio of coefficients in the 
series expansion of (6.3) to corresponding coefficients in a(x) approaches 0; 
if lim x--r R ki(x) <: cc for all i < p then each series k,(R) converges and the 
terms in the series expansion of 
Ati)= n (ki(R)“‘/mi!) exp( -kt(R)) 
i4p 
are dominated in absolute value by those of 
which is convergent and has only positive terms. 
The result now follows by grouping terms of the former type together to 
form ?(x), and those of the latter type together to form CO(X). 
The proof of (ii) is analogous. 1 
THEOREM 6.6. Let 59, a(x), b(x), R, and S be as described in 
Theorems 6.3 and 6.4: 
(i) If lim x-rR a(x) = co, d + R, and la,_J(n - i)!j/la,,/n!j s AR’for 
some A, all sufficiently large n and all is n, then ,u((p) exists for all L,, 
sentences 40. 
(ii) Zf lim,, S b(x) = CO, B -+ S, and 1 b,-Jb,( 5 AS’ for some A, all 
sufficiently large N and all i 5 n, then v(cp) exists for all LZM sentences. 
Proof (i) p(q) exists by Theorem 4.3. By Lemma 6.5 and 
Theorem 5.2, (ii) p(q) exists. 
(ii) Proved in the same way. i 
EXAMPLE 6.7. By Theorem 6.6 every L,, sentence about permutations 
(Example 7.6 of Compton [3]) has a labeled asymptotic probability (this 
was first noticed by Ward Henson). If we add a unary relation symbol to L 
then we have (still considering permutations) a, = 2”n!, a(x) = (1 - 2x))‘. 
Again Theorem 6.6 applies and each LZM sentence has a labeled asymptotic 
probability. 
THEOREM 6.8. Zf a(x) is admissible then ,u(cp) exists for all L,, 
sentences cp. 
Proof: It is implicit in the statement of Theorem 1.1 (and shown in 
Hayman [8]) that lim, _ R a(x) = cc. Corollary 4.2 of Compton [3] shows 
that d + R. Thus p(q) exists by Theorem 4.3. By Lemma 6.5 and 
Theorem 5.3, p(q) exists. 1 
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We will not state the corresponding theorem for the unlabeled case 
because admissibility is more useful in the labeled case. 
EXAMPLE 6.9. Every L,, sentence about linear forests (Example 7.14 of 
Compton [3]) has a labeled asymptotic probability. As in Example 6.7, if 
we add a unary predicate to L it is still true that every L,, sentence will 
have an asymptotic probability. 
7. OPEN PROBLEMS 
We close with a list of questions suggested by our results. Assume that C 
is closed under disjoint unions and components. 
Question 7.1. Is it true for every sentence cp in L,, that p(q) exists iff 
v(q) exists? 
Question 7.2. Does b(cp) (v”(q)) exist for all sentences cp in L,, when 
lim .r+ R 4x)< 00 Wm, _ s b(x) < co) (cf. Theorem 4.3)? 
Question 7.3. If d -+ R > 0 and lim, _ R a(x) = co, does I exist for all 
cp in L,,? If 9Y -+ S > 0 and lim,_ s b(x) = 00, does v(q) exist for all 40 
in L,,? 
Question 7.4. If d + R > 0 and lim,_ R a(x) < co, is it true that for 
every L,, sentence cp there is a p such that lim, _ m c,,~+ r/anp+r exists for 
every r, 0 5 r < p? (Here c, is the number of labeled structures of 
cardinality n satisfying cp.) We ask the analogous question for the unlabeled 
case. 
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