Abstract. We consider Anosov diffeomorphisms on T 3 such that the tangent bundle splits into three subbundles E s f , between center Lyapunov exponents of f and A, holds for m a.e. x ∈ T 3 . We also conclude rigidity of derived from Anosov diffeomorphism, assuming an strong absolute continuity property (Uniform bounded density property) of strong stable and strong unstable foliations.
Introduction
We consider f : T 3 → T 3 an Anosov diffeomorfism. Denote by A the linearization of f, the map induced on T 3 by the matrix with integer coefficients given by the action of f on Π 1 (T 3 ). It is known by [2] that A is an Anosov automorphism, and f and A are conjugated by a homeomorphism h such that
We also consider f as a partially hyperbolic diffeomorphism with splitting
, where E s is the uniform contracting direction, E wu is the weak unstable direction and E su is the strong unstable direction. In partially hyperbolic setting E wu can be seen as the center bundle. From now on we consider that f is C r , r ≥ 1, and m− preserving, where m is the Lebesgue measure on T 3 . The main question that we treat here is about "minimal" conditions imposed on f in order to have h a C 1 −conjugacy. Gogolev and Guysinsky [5] proved that in the absence of periodic data obstruction, there is C 1 −conjugacy and even C r if f is C r (Gogolev [4] ). Previously with analogous hypothesis De la Llave in [8] , proved the C 1 −conjugacy for Anosov diffeomorphisms on T 2 , and showed that the coincidence of periodic data is not sufficient to get C 1 conjugacy for Anosov diffeomorphisms on T 4 . During preparation of this work Saghin and Yang [15] announced also some rigidity results and in particular they prove that if the Lyapunov exponents (stable, weak unstable and strong unstable) of Date: June 1, 2018. 1 Lebesgue almost every point coincide with the exponents of linearization, then there is a smooth conjugacy. Our result is similar in spirit to theirs, although it is announced under different hypothesis and implies their result as a corollary (it does not mean necessarily being stronger). We also refer to M. Poletti [12] result which is in the same spirit.
In this note, we address some other point of views which are not mentioned in the previous works and may be interesting to be investigated more.
By Brin, Burago and Ivanov, in [1] , (Potrie-Hammerlindl for non absolute case) the diffomorphism f is dynamically coherent, meaning the center bundle E wu f is uniquely integrable to a one dimensional foliation F wu f
. A has a partially hyperbolic decomposition
, moreover, by [5] Lemma 2, we have In the above theorem we have assumed absolute continuity of center foliation and some periodic data to obtain rigidity. We emphasize that only the absolute continuity of F wu f (x) is not sufficient to ensure that h is C 1 . In fact, in [16] 
Preliminaries
Let M be a C ∞ Riemannian closed (compact, connected and boundaryless)
When TM = E s ⊕ E u , as above, then f is called an Anosov diffeomorphism. However, in this paper, we are considering Anosov diffeomorphisms such that E u decomposes into two invariant subbundle (weak and strong unstable) E u = E wu ⊕ E su and we call E wu as central bundle.
Definition 2.1. We say that a partially hyperbolic diffeomorphism f :
is an Anosov diffeomorphism with three invariant subbundle. A is obtained by the extension of induced action of f on
For our purposes, we need to exploit conditional measures of the Lebesgue measure m on center leaves of an Anosov diffeomorphis as stated in Theorem A. Let us introduce some basic concepts about disitegration of a measure.
Let (M, µ, B) be a probability space, where M is a compact metric space, µ a probability measure and B the Borelian σ−algebra. Given a partition P of M by measurable sets, we associate the probability space (P,μ,B) by the following way. Let π : M → P be the canonical projection, that is, π associates to a point x of M the partition element of P that contains it. Then we defineμ := π * µ and B := π * (B).
Definition 2.2. Given a partition P.
A family {µ P } P∈P is a system of conditional measures for µ (with respect to P) if:
When it is clear which partition we are referring to, we say that the family {µ P } disintegrates the measure µ.
Proposition 2.3 ([14]
). Given a partition P, if {µ P } and {ν P } are conditional measures that disintegrate µ on P, then µ P = ν P , µ-a.e.
Corollary 2.4. If T : M → M preserves a probability µ and the partition
Proof. It follows from the fact that {T * µ P } P∈P is also a disintegration of µ. Definition 2.5. We say that a partition P is measurable (or countably generated) with respect to µ if there exist a measurable family {A i } i∈N and a measurable set F of full measure such that if B ∈ P, then there exists a sequence
Theorem 2.6 (Rokhlins disintegration [14] ). Let P be a measurable partition of a compact metric space M and µ a Borelian probability. Then there exists a disintegration by conditional measures for µ. Now we discuss some definitions and results concerning entropies of expanding foliations [9] and [7] and the results by [5] and [3] Let f and ξ be as in the above lemma, the number
does not depend on the increasing and subordinated partition of W. Here P f −1 ξ(x) is the element of f −1 ξ that contains x. The metric entropy along the foliation W is defined by below
Let W be an f −invariant expanding foliation. Ledrappier in [9] proved the following theorem. 
the disintegration of µ with respect to W is absolutely continuous.
In the context of the previous Theorem, we have µ ξ x = ρdVol P ξ (x) and
where J f W (x) is the Jacobian of D f (x)|TW(x). 
, σ ∈ {s, wu, su}, for any p ∈ Per( f ).
Theorem 2.13 ([3]). Suppose f and A as in Theorem A. The center foliation F wu f is absolutely continuous if and only if there is a real number
λ su f , such that λ su f (p) = λ su f , for any p ∈ Per( f ).
Proof of Theorem A
Proof. For the proof of Theorem A, we need to recall the following closing lemma.
Lemma 3.1 (Anosov Closing Lemma). Let f : M → M be a C
1+α diffeomorphism preserving a hyperbolic Borel probability measure. For all δ > 0 and ǫ > 0 there exists
Pesin block) for some n(x) > 0 and d(x, f n(x) (x)) < β then there exists a hyperbolic periodic point of period n(x), z with
Note that, for the Anosov diffeomorphism f as in Theorem A, we may take (a.e) Λ δ = T 3 for some δ > 0. By Lemma 2.9, let ξ be an increasing partition subordinated to F 
the density of m along P ξ (x), where Vol P ξ (x) denotes the normalized Lebesgue measure on P ξ (x). By uniqueness of the Rokhlin disintegration, we have h * (m
. By continuity in Lemma 2.11, we have
. Choosing a convenient orientation, we have
It is because, in local charts, the value h(y) − h(x) is the length of [h([x, y]
wu )] as an interval of R. So h is differentiable on [x, y] wu for m a.e. x ∈ T 3 , moreover So, h ′ (y) = ρ(y). By Lemma 2.11, h ′ (y) varies continuously for m−a.e y ∈ T 3 . Since ρ varies continuously, we extend h ′ using an Arzela-Ascoli argument type.
We conclude that h is C 1 restricted to F , ∀p ∈ Per( f ).
As F wu f is absolutely continuous, so using Theorem 2.13, there is a number λ
, for any p ∈ Per( f ). Since the sum of the Lyapunov exponents is zero, then λ s (p) is also constant λ s f , for any p ∈ Per( f ).
Here we emphasize that, the constance of λ su f on Per( f ) (strong unstable Lyapunov exponent of periodic points) does not ensure directly that such constant is λ su A . Now if µ is an invariant hyperbolic probability measure of f, since µ a.e. point x is recurrent for f, applying Closing Lemma 3.1, we get λ σ f (x) = λ σ f , σ ∈ {s, wu, su} for µ−a.e. x ∈ T 3 . By Ruelle's inequality, we have
Using the Pesin's entropy formula we have
So m is the maximal entropy measure for f. Using the above expression and the fact λ Proof. By Pesin formula m is the maximal entropy measure of f. , for a.e. x ∈ T 3 , by Theorem A, the conjugacy h is
As a corollary of the method in the final part of Theorem A, we can alson prove: Proof. First we observe that by using Anosov Closing Lemma, as in Theorem A, we conclude that , by [11] we have
So by equation (3.1), none of the above inequalities can be strict, so we have coincidence of periodic data between f and A. By Theorem 2.12, we conclude that f and A are C 1 −conjugated.
Desintegration with Uniform Bounded Density
In this section we connect rigidity in terms of C 1 −conjugacy with strong regularity conditions on invariant foliations.
First we prove Corollary 1.2 as a consequence of Theorem A.
Proof. If F wu has UBD property, F wu is absolutely continuous and by [11] , λ wu f
, for m a.e. x ∈ T 3 . We are in the hypotheses of Theorem A, and the corollary is proved.
Remark 4.1. If f is derived from Anosov diffeomorphism and F c has the UBD property, it is possible to prove that f is Anosov. See [17] .
To prove Theorem B, we need the following lemma. ( f (B ε (x)))
|J F f (t)|dλ x (t) .
Dividing numerator and denominator in right hand of the last expression bŷ λ x (B ε (x)) = λ x (B ε (x)) |L x | , and passing limit when ε → 0, we obtain , we obtain
, for any n ≥ 1. It concludes the proof.
An straightforward consequence of the above lemma is that if F is one dimensional foliation and x is a regular point for f, then the Lyapunov exponent of f in the TF is constant on F (x). In other words, 
