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ABSTRACT 
A Mathematical Model of Stratified Bi-directional Flow Through 
the Railroad Causeway Embankment of Great Salt Lake 
by 
James T. Cameron, Master of Science 
Utah State University, 1978 
Major Professor: Dr. Gary Z. Watters 
Department: Civil Engineering 
vii 
A two-dimensional, finite-element, porous-media flow model is de-
veloped to simulate stratified bi-directional flow of brine through the 
earth embankment carrying the Southern Pacific Railroad across Great 
Salt Lake. The model is part of a two-year research program whose objec-
tive is to develop a computer model of circulation in Great Salt Lake. 
This overall model is to be used as a predictive device for salinity dis-
tributions and circulation patterns in the lake. The porous media flow 
model is designed to establish flow rates through the Southern Pacific 
Railroad causeway embankment which traverses the north central part of 
the lake and divides it into two bodies of water. 
The study first develops the mathematical equations which describe 
two-dimensional stratified bi-directional flow of a fluid through porous 
media. Next , the problem is numerically posed as a boundary value prob-
lem in terms of pressure. This formulation is then solved by an ite r ative 
finite element scheme which employs quadratic, isoparametric, quadri-
lateral elements . 
viii 
The study also investigates two possible means of performing an 
analysis of stratified bi-directional flow wi th a pressure formulation by 
either posing the problem as a single boundary value problem with two 
densities of fluid within, or as two single-density boundary value prob-
lems coupled at the density interface. The single boundary formulation 
did not converge with the techniques a ttempted due to numerical instability 
at the density interface. 
The numerical model developed enables one to calculate fluid flow 
ra tes as wel l as the locations of the free surface and density-interface. 
The model simulation investigates many lake variables which affect brine 
flows through the embankment. Realistic model parameters are used which 
cover the range of actual values observed on the lake for the years 1968 
through 1972. The numerical r esults presented in the study are given in 
terms of generalized dimensionless variables. 
The numerical results appeared to be in agreement with previously 
performed stratified bi-directional Hele-Shaw model studies. The major 
lake parameters affecting flow rates through the causeway were the free 
s urface head difference, the southside lake surface elevation and the 
difference in fluid densities between the upper and lower layers of the 
embankment . The southward density flow was found to be completely cut 
off for certain combinations of l ake parameters. 
Lack of adequate field data collected on the embankment has left both 
the geometry and the coefficient of permeability of the fill in question, 
preventing a rigorous verification of the model' s ability to predict 
actual flows. More field data are also necessary to establish whether 
there is stratification on the north side of the embankment which can 
greatly affect flow calculations . 
ix 
A high Reynold's number was found for flow through the embankment, 
raising a question as to the validity of the Darcian flow assumption used 
in the analysis. However, the establishment of the true Reynold's number 
can only be verified through the collection of more empirical data. 
(85 pages) 
CHAPTER I 
INTRODUCTION 
In recent times, hydrodynamic flow studies have trended toward com-
puterized analyses. This is due to the many variables involved and the 
complex nature of their interrelationships as well as the high cost and 
inflexibility of physical models. This study is part of a two-year re-
search program whose objective is t o develop a computer model of circula-
tion in Great Salt Lake. The overall model is to be used as a predictive 
device for salinity distributions and circulation patterns on the lake. 
The research work is divided into four parts. The main part will develop 
circulation patterns, a second models convection-dispersion of a neutral-
ly buoyant tracer, while the other two will develop information to be 
used as boundary conditions for the circulation model. This study esta-
blishes flow rates through the porous media of the Southern Pacific 
Railroad causeway embankment which traverses the north central part of the 
lake and divides the lake into t wo bodies of water as shown in Figure 1 . 
Because the Great Salt Lake is a terminal lake, all the salinity 
which enters the lake basin remains there, except for that mined . This 
geomorphic phenomenon has made the lake an ideal site for extracting min-
erals for industrial purposes . Therefore, an account of the quantity of 
minerals in the north and south arm brines, and the exchange of the brines 
through the causeway fill has become a majo r concern in this and previous 
Great Salt Lake studies. 
The emplacement of the 12-mile long causeway fill in 1957 has appar-
ently upset the natural salinity balance of the lake (Adams (1)). The 
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Figure 1. Great Salt Lake 
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brines in the northern portion of the lake have been observed to remain 
near saturation,while those in the southern section have become more 
dilute. The southern arm is also stratified vertically into two layers 
of differing brine density . Also, because the majority of surface inflow 
to the lake is into the southern section, its surface elevation has been 
observed to be as much as 2.3 feet higher than that of the north. Be-
cause the embankment (including two 15-foot culverts) serves as t he only 
means whereby the north and south arms can exchange brines, an understand-
ing of i t s effect on the lake waters has become a major concern in this 
and previous studies of the lake . Tracer studies, field observations, 
and measurements taken on the embankment have indicated that the flow 
within it is both stratified and bi-directional. Figure 2 depic.ts a t>m-
di.mensional view of the envisioned flow situation through the embankment. 
This research first develops the mathematical equations which describe 
stratified bi-directional flow such as that occurring through the causeway 
embankment. Next , the problem is numerically posed as a boundary value 
problem. This formulation is then solved by an iterative finite element 
scheme which employs quadratic isoparametric quadrilateral elements. The 
numerical model developed enables one to calculate the fluid flow rates 
as well as the locations of the free surface and density-interface. 
Realistic model parameters are used which cover the range of the actual 
values observed on the lake for the years 1968 through 1972. The numeri-
cal results presented in this study are given in terms of generalized 
dimensionless variables. The numerical results derived in this study can-
not be confidently interpreted as quantitative values of the actual flow 
through the causeway of Great Salt Lake . Inadequate field data collected 
pu 
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Figure 2. Envisioned rlow situatton thrqugh the causeway, 
Seepage Face 
on the embankment has left both the geometry and the coefficient of 
permeability in question. Since these factors are very instrumental in 
predicting causeway flows, a rigorous verification of the model's abili t y 
to predict actual lake flows could not be performed. 
This model assumes no stratification of lake waters on the north 
side of the fill . It is shown that this assumption greatly reduces flow 
r a tes through the embankment. More data are also necessary to determine 
whether stratification does, indeed, exist on the north side . 
CHAPTER II 
LITERATURE REVIEW 
The investigat ion of unconfined seepage flow problems has a long 
history. Because the location of the phreatic sur face (and interface in 
str atified flow) is unknown, one cannot formulate a complete boundary 
value problem; therefore some sort of iterative scheme is necessary to 
lead to a solution. It is the various approaches to this approximating 
process which give rise to the variety of techniques available today. 
}!ost analyses of seepage problems assume that flow is incompressible 
and that Darcy's law is applicable. These assumptions suggest the intro-
duction of a potent:tal function whic.h greatl~r simpl ifies groundwater flow 
analyses . Substitution of Darcy ' s law into the incompressible continuity 
equation leads directly t o Laplace's equation, V2 ~ = 0, where ~ is the 
potential function . For homogeneous, isotropic media whose interior flow 
is described by Laplace's equation, equipotential lines and streamlines 
form an orthogonal network. This is the basis for the flow net method 
(3) which is widely used for engineering purposes . 
Flow problems have been studied using both physical and analog models. 
In a physical model the prototype is scaled to a workable size through 
similitude techniques (18). The scaled model is then used t o obtai n in-
forma tion in the form of dimensionl ess variables which can be interpreted 
for the pr oto t ype . Analog models solve a given problem in a completely 
different physical system which obeys the same differential equations 
under similar boundary condit ions. For ins t ance , there is a mathematical 
analogy between potential flow and the electric field of a direct current. 
Herbert (13) used this fact to model time variant flow. The use of both 
types of models for flow analysis is limited for a number of reasons--they 
can be expensive to construct; accurate measurements are difficult to ob -
tain; and changing a model for optimization in design can be a difficult 
and time consuming task. 
In recent times, with the advent of the digital computer, the object 
of major efforts in porous media flow studies has been in the area of 
numerical analysis . Finite difference techniques were developed for both 
inverse and direct formulations of porous media flow problems . For 
example, in inverse formulations, Jeppson (15) treats various homogeneous, 
isotropic (and/or anisotropic) examples by a transformation to the complex 
pateGtial ?lane where the x and y c0crdinates are the depend~nt variables 
and the stream (~ ) and potential (~) functions are the independent vari-
ables. The advantage of this approach is that the free surface boundary 
condition is known in the complex plane since, in a steady flow, it is a 
streamline. However, it is still necessary to use some kind of iteration 
scheme to solve the problem. Once formulated in t he complex plane, which 
is rectangular for common seepage problems the domain is subdivided into 
a grid of rectangles, t he corners of which are called nodes . A finite 
difference form of Laplace ' s equation in t erms of~ and ~ is applied a t 
each of these nodes t o solve the problem in the complex plane. The 
Cauchy- Riemann equa t ions are used to convert back to t he physical plane . 
A typical example of t he direct formula t ion of a seepage flow prob-
lem was done by Finnemo r e and Perry (9) using reduced pressures , P = p/pg , 
where P is the reduced pressure head, p is the real pr essure, p i s the 
mass density, and g is the gravitational constant . They assumed the 
location of the free surface, then moved it based on whether the free 
surface boundary conditions were met for that configuration (i.e. p = 
atmospheric, normal velocity= o). 
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In a finite difference approach the problem domain is represented 
by a number of points, or nodes, arranged quadrilaterally and orthogonally 
within the domain. Various operators are then applied using the nodal 
values surrounding a particular node of interest to numerically solve a 
boundar y value problem. In a finite element approach the problem domain 
is subdivided into a number of elements. The modeling variable is 
allowed to assume a specified variation across elements to determine the 
solution field. The elements are not restricted t o being rectangular as 
with the finite difference approach. They can be tr iangu l ar) rectangular 
or even curvilinear in the physical plane. The value of the dependent 
variable in an element is based both on the specified variation across 
the element and on the values of the variable at the nodal points used to 
describe a given element. 
In a finite element approach one can also formulate a problem in 
ei t her the complex or the physical plane. Shaug and Bruch (22) developed 
an inverse formulation similar to Jeppson's with the added attraction that 
the streamlines and equipotential lines could be separated by arbitrarily 
selected increments in the complex plane. The algoritlun used allowed one 
t o concentrate equipotential and streamlines in high velocity regions. 
Direct formulation using finite elements has been performed in a 
number of studies (6, 11, 19, 23). As in the direct finite difference 
approach to such problems, generally the free surface location is assumed 
and then adjusted based on whether or not it satisfies t he boundary 
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The majority of the methods applied to solving unconfined seepage 
problems have been directed to solving single density flow situations. 
However, this study will involve the case of a two-density flow. There 
has been little numerical work done in this area. Lin and Lee (17) per-
formed a Hele-Shaw model study directed toward application to the cause-
way of Great Salt Lake. Cheng (4) performed a finite element analysis of 
two-density flow by separating the investigation into two single- density 
phases . The two phases were coupled at the interface using the criteria 
that at the final location of the interface the pressures calculated from 
the upper and lower phases should be equal. Cheng's modeling parameter 
is piezometric head and quadratic, isoparametric, quadrilateral elements 
were used te; subdiviUe the:: two domains. He adjusted the free surface in 
the standard way by assuming its geometry and iterating based on whether 
the necessary boundary conditions were met for that chosen geometry. 
Cheng's results are somewhat misleading. His final results indicate that 
for bi-directional flow through an earth embankment the upper density flow 
is continually less than the lower density flow regardless of the boundary 
conditions or the problem parameters. In application to bi-directional, 
stratified flow through the railroad embankment of Great Salt Lake this 
cannot be the case. The majority of inflow to the lake is into the por-
tion south of the embankment. So, the north section has to receive most 
of its inflow through the causeway. This appears to be in direct contra-
diction to Cheng's results which imply that the flow toward the south is 
greater. His results appear to be dependent on the unrealistic dimensions 
chosen to represent his modeling domain. 
ll 
Pinder and Gray (21) point out the importance of obtaining a contin-
uous velocity distribution when a solution to a transport equation is 
sought in a region of highly variable flow. They suggest two means of 
obtaining this end: 
l. To use a basis function which has continuous first derivatives 
across element boundaries, or 
2. To formulate a four-equation scheme which treats flux as well 
as potential as an independent variable. 
They describe the process for the second method. Three equations for flow 
in the x, y and z directions and one which assures continuity of mass are 
formulated to model an example problem. They point out two undesirable 
properties inherent with this method. First, the stiffness matrix is un-
symmetric which means more computer storage is required to solve a problem 
than with other approaches. Second, the stiffness matrix contains zero 
elements along its diagonal which leads to difficulties in applying many 
of the equation solving schemes because most schemes pivot on diagonal 
elements. 
There are advantages and disadvantages in any of the above methods of 
solving unconfined seepage flow problems. The finite element technique 
has shown great promise in recent years because of its versatility in deal-
ing with non-homogeneous and anisotropic cases, by its ability to model 
irregular geometries while still being formulated in the physical plane, 
and, once a model is constructed, by its portability to a variety of 
different problems. Some of the techniques used in the other methods can 
be applied to a finite element analysis . This work will attempt to take 
advantage of these previous studies in solving stratified, bi-directional, 
12 
porous media flow problems wh i ch can be applied to the r ailroad embank-
ment in Great Salt Lake. 
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CHAPTER III 
THEORETICAL DEVELOP}ffiNT AND NUMERICAL }ffiTHODS 
Seepage Flow Theory 
For two-dimensional, steady flow through uniform media, Darcy demon-
strated that the seepage velocity was proportional to the gradient of the 
total head. 
v = -k dh/ds 
s 
(3. 1) 
where s is the direction of flow, k is defined as the coefficient of per-
meabilit y dependent on the properties of both the fluid and the soil, 
h = p/pg + y (3.2) 
where:. p is the: pressure, is the mass density of fluid, g is the gravita-
tional constant, and y is the vertical distance above some datum. Darcy's 
l aw includes any variation in fluid v iscosity within the k term. 
For two-dimensional flow, 
u = -kx oh/ox and v = -ky oh/oy (3.3) 
for flow in the x and y coordinate directions, respectively. Coupling 
them with the continuity equation for two-dimensional flow, 
au/ ox + av/ay = 0 
the following equation results for constant "x and ky. 
~ a2h/ax2 + ky a2h /ay2 = o 
(3. 4) 
(3 . 5) 
When Equation 3.5 is applied throughout a specified problem domain, the 
analysis becomes a boundary value problem . 
In a two- density porous media flow problem, piezometric head is not 
continuous across t he density i nterface. This would preclude the analysis 
of this problem type as a single boundary value problem thereby forcing 
14 
one to perform the analysis as two boundary value problems, each with a 
constant density of fluid . However, if the governing differential equa-
tions are formulated in terms of pressure, this limitation can be circum-
vented . Pressures are continuous across a density interface enabling one 
to formula te a two-density flow analysis as a single boundary value prob-
l em . In terms of pressure, Equation 3.5 takes the form 
+ k y 0 (3.6) 
This is the differential equation which will be used to represent flows 
in this model study. 
It is necessary for the solution of Equation 3.6 to satisfy certain 
boundary conditions to properly represen t a given problem. There ar e 
basically t wo types of boundary conditions involved with the solution of 
equations of the form found in Equation 3.5 . One type deals with the 
values of the field variable a long the domain boundaries, while the other 
type dea ls with the normal derivative values of the field variable. 
A Dir i chlet condition is a boundary condition where the field vari-
able value is known on the boundary. If this value is zero, the condition 
is terme d a homogeneous Dirichlet boundary. If it is a non-zero constant, 
it is called a non-homogeneous Dirichlet boundary. A Neumann boundary 
condition is one in which the normal de rivative of the field variable at 
the boundary is forced to take on a given value. These, too, can be both 
homogeneous and non-homogeneous. Neumann boundaries describe the normal 
velocity, Vn' (and flux) conditions across boundaries in seepage flow 
problems. 
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The equations of flow and the boundary conditions are depicted in 
Figure 3 for the pressure formulation of a two- density porous media flow 
prob lem. On the free s urface Neumann and Dirichlet conditions hold, i . e., 
Vn ~ 0 and p ~ atmospheric, respectively. The static pressure of the 
overlying fluid forms the Dirichlet condition along the sides of the do-
main , while both the density interface and the base of the domain must 
satisfy the homogeneous Neumann condition (i.e. Vn ~ 0). 
Numerical Formulation 
Galerkin approximation 
Let the function, L(p), be defined as 
L(p) k X 
2 
o (p/Pg + y) 
~ 
+ k y 
2 
d (p/pg + y) 
ay2 
In general format Equation 3.6 can be written in the form 
L(p) - f ~ 0 
(3. 7) 
(3.8) 
where £* is a known function of the independent variables, also called a 
forcing func tion . 
To solve Equation 3.8 numerically, the method of weighted residuals 
(8,20) will be employed. In this method an approximate solution set, p', 
is chosen to represent the exact solution set, p. These approximations 
shall be called trial functions and are formed from a set of basis 
monomials which describe the space of functions chosen to approximate the 
exact solution. The p' functions must satisfy both the differential Equa-
tion 3.8 and the boundary restrictions placed on a given problem. 
*In this analysis f = 0, since infiltration and evaporation are con-
sidered negligible. The general notation, however, will still be retained . 
vn = o, p atmospheric 
P = pug(Hcy) 
ax2 + ky -
Hl 
Figure 3. Boundary conditions on embankment. 
"1 
p~g (Hz-Y 
Hz 
.... 
"' 
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\.fhen p' is substituted for p in Equation 3. 8 it is unlikely that the 
equali ty will still hold. Instead, there is likely to be some r es idual 
due to the inexactness of the trial f unctions chosen, that is, 
L(p')~f=R (3.9) 
where R is the residual. The method of weighted residuals orthogonalizes 
t he residual to an arbitrarily selected set of weight functions by taking 
the inner product of Equation 3.9 with the chosen set of weighting func -
tions, Hi . 
<Wi, L(p') - f> (3.10) 
where <u , v> = f u. v dQ is the inner product of u with v. The GalerkL.t 
(J 
form of the method of wej.ghted resitiuals r esul t s if the :rr.or.omial bards of 
the weighting functions , Wi are the same as those chosen to approximate 
p, the solution . 
Finite element me thod 
The preceding dis cussion referred to the total domain of a particular 
problem . Since Equation 3.9 holds for any single point in the solution 
domain, it holds equally well for any collection of points defining an 
arbitrary sub-domain or element of the whole domain. The finite element 
method takes advantage of this fact by discretizing the whole domain into 
a number of elements. This method can be applied only if the trial func-
tions used to represent the approximate solution, p', are chosen so as to 
satisfy certain completeness and compatibility requirements (14). These 
insure both a continuity across the solution domain of the approximating 
variable and enable one to analyze the entire domain as a union of 
18 
subdomains. Essentially, they guarantee that the equations developed will 
be integrable. 
The solution to Equation 3.10 now becomes a solution of summations 
over individual elements. 
J ~(p') - ~ 
n 
w. dQ 
1 
r 
I J 0, 
e=l nCe) 
i = l, 2, ... q (3.11) 
~<here (e) implies an element equation, r is the total number of e lements 
which comprise the domain and q is the number of weight functions employed. 
For the moment, consider only one element of the domain, keeping in 
mind that, eventually, each element contributes to formulating the problem 
as a whole. Each element is defined by a given number of points (nodes) 
dependent on both the geometry of the elements one wishes to model and 
the degree of continuity chosen to approximate the solution domain. 
The sui tability of the Galerkin method to accurately approximate the 
exact solution, p, stems from the proper choice of the trial functions. 
Efficient numerical approximations can be achieved by choosing piecewise 
continuous polynomials as the trial functions. Polynomials are normally 
chosen because they represent the simplest form for an approximating func-
tion and can be easily integrated and differentiated . These functions 
are chosen to represent t he field variable, p', in Equation 3.11. 
p' (3 . 12) 
19 
where n i s the number of nodes chosen t o define an element, Ni is a set 
of tria l func tions expressed in terms of the nodal coordinates, and pi 
is the se t of n discrete nodal values of p' associated with the given 
element. 
Coordinate transformation 
The necessary integrations required to solve the element equations 
defined in 3.11 will generally be in a form too complex to integrate 
exactly . This is due to the variety of shapes and sizes elements may 
have within the whole domain. Therefore, excep t for very simple problems, 
it becomes necessary to perform the integrations numerically. To aid in 
this numerical integration it is Sometimes more convenient to derive the 
element characteristics in a dimensionless, normalized, termed "na.tural 11 
coordinate system, and find the transformation equations which map each 
physical element onto the standard element. For two dimensions, the 
inverse transformation ( i . e . mapping from the natural coordinate system 
to the x ,y coordinate system) is of the form 
n 
X I 
i=l 
n L M.( s ,n) Yi' 
i=1 1 
(3.13) 
where Mi ( s , n) are the mapping, or shape func tions, in terms of I; and n, 
which relate the two domains via the nodal values, xi and yi . 
Shape functions and trial functions are identical in concept in that 
they both serve as a means of interpolating or representing a given vari -
able. This discussion will use the term shape funct i on when referring to 
coordinate transformations and modeling geometries , whil e trial functions 
will be used in relation to the field variable representations. 
A transformation must be unique, that i s , fo r each point in one sys-
tem ther e must be one, and only one , corresponding point in the other 
system. If this i s not t he case, e lements may be violently distorted and 
fold back on themselves creating serious problems in obtaining accura te 
numerical approximations in a giv en problem. 
The choice of shape func tions used to construct elements i s dependent 
on maintaining the cont inuity conditions in the real, or global coordinate 
system. Tne shape funct i ons a r e chosen in such a way t hat M1 is unity at 
node i and zero at all other n odes in the element. Recall ing that if the 
approximating polynomial is of the form described in Equat ion 3 .12, it 
fo llows that the undetermined coefficients, pi, which are approximated , 
will be the required function, p' a t then nodal points . 
If , wi thin an e l ement, the shape functions used t o represent the 
problem geometr y are chosen t o have the same order as the t rial func tions 
that are used t o mode l the field variable ( i . e . Mi = Ni), the element is 
said t o be isoparametric. In compa rison, s ubparame tric elements a r e 
elements whose geome try i s desc ribed by a l ower-order polynomial than that 
used to model the field variable , and superparametric e lements ar e those 
which use a higher-order polynomial. The compatibility and completeness 
of the solution employing isoparametric elements is guaranteed provided 
the original trial f unctions were compatible and complete. The employ-
ment of isoparametric elements has the added a ttraction of enabling one 
t o map elements with curved sides, as well as linear sides, onto a standard 
e l ement in the natural coordinate sys tem. 
Quadratic shape f unctions shall be employed in this two-dimensional 
analysis. Figure 4 depicts a typical set of quadra tic shape functions 
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Figure 4. Quadratic shape functions along the edge of a single element. 
along an interval (xi-l' xi+l) for a two- dimensional domain. Note that 
the shape function of a particular node has a value of one at the node 
and zero at the other two u.odes and varies qaadratically between nodes. 
These particular shape functions are called C0 continuous indicating 
that they only guarantee continuity of the approximate solution across 
element boundaries up to the zeroth derivative. It is also possible to 
formul ate shape functions which guarantee con tinuity up to the mth deri-
vative across element boundaries while guaranteeing (m+l) derivative con-
tinuity within elements . Such shape functions are called em continuous. 
The geometry of the elements used to represent a domain is somewhat 
problem dependent. In two-dimensional problems triangular or quadri-
lateral shapes are used, the sides of which can vary linearly, quadratical-
ly, etc,, dependent on the degree of curvature one wishes to allow the 
elements to take. It shoul d be noted, however, that higher order elements 
require more complicated and time consuming solutions which increase com-
putational costs. In deciding whether to use higher order elements one 
must weigh the improved quality of the solutions against the increased 
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computational costs. The continuity requirements of the representative 
functions must also be maintained. 
This study will incorporate an isoparametric quadrilateral element 
using quadratic C0 continuous shape functions, also called an eight - node 
serendipity element. This element has been shown to be highly efficient 
in modeling irregular domains for two-dimensional problems (7). The 
standard element in th e natural coordinate system is square with corner 
cordinates of (-1,1), (1,1), (-1,-1), and (1,-1). Figure 5 shows how 
an eight node serendipity element in t he x,y coordinate system would map 
to the natural coorinate system of ~. n. 
In general, the integral equation for an element in a given problem 
will have the form 
J F(p, 3p/3x, 3p/3y) dxdy 
rl (e) 
(3 .14) 
Since p(x,y) is expressed as a function of ~ and n it is necessary to 
describe 3p/3x, 3p/3y , and dxdy in terms of ~ and n . By the chain rule 
of differentiation 
y (-1,1) ...... --+---- (1,1) 
L---------------~ ~ (-l,-1,_ __ ....... __ __. (1,-1) 
. x,y coo rdinate system natural coordinate system 
Figure 5. Curvilinear isoparametric quadrilateral element in global x,y 
and local ~ . n coordinates . 
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dp/ds = ap/ ax . ax/ as + ap/ ay ay/ as and dp/dn ap/ax ax/ an + 
ap/ ay ay/ an (3 .15) 
The se can be comb ined in matrix form as : 
[P, ~J = [x.~ Y, f; ] {P,x} = l~ P, n x,n Y,n P , y {:::} (3 . 16) 
whe re u,t i mplies the derivative of u with respect to t, and [JJ is the 
Jacobian of the transformation, 
[JJ ['·''·'} [·'·' = x,n Y,n N1, n N2 , ~". >'] Nz , n· • · n,n x1 Xz 
X 
n 
y1 
xz (3 . 17) 
in which (xi' yi) are the cart esian coordinates of an element de scribed 
by n nodal points . Note t hat the differen tiations of x and y a r e performed 
on the shape functions with which they are approximated . That is , fo r 
example , 
(3. 18) 
where {}T i mplies a r ow matrix and {} implies a column matrix . Expressions 
for ap/ax and ap/ay can be derived by inverting Equation 3. 16. 
{'··} -[···· Nz , x •,,.1 {pi} [o] _, [>' N2, ~ Nr,1 P, y Nz , y Nz , y Nr,y Nz,n Nr 1, n 
•'Jl 
{pi} (3.19) 
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The only other information required to perform the necessary inte-
grations in the natural (or local) coordinate system is to replace the 
differential area dxdy by 
dxdy = !Jid~dn (3.20) 
where IJI is the determinant of the Jacobian in terms of~ and n . It is 
also necessary to change the limits of integration to plus to minus one 
in both directions (for quadrilateral elements in two dimensions). Thus, 
Equation (3.14) is now 
1 
~1 J_1 F ~< ~ .n), ap/a~ , ap/an, [Jt1J IJI d~dn (3. 21) 
TI1e integration is performed by a Gaussian quadrature technique . 
This procedure integrates a one-dimensional polynomial of degree 2N- 1 
exactly by weighting the value of the function at N particular specified 
points, called Gauss points. Since each element is mapped onto a stand-
ard element, the same Gauss poL~ts and weights in the natural element 
can be used for every e lement. All that is necessary is to evaluate the 
integrand at the Gauss points and weight them properly. 
N 
L: w.f(~.), 1 1 (3.22) 
i=l 
where wi are the weights and ~ i are the Gauss points . The two-dimensional 
form of this procedure is 
J F(~,n)d~dn 
Q 
N N 
L L wiw/(~i'ni) · 
i=1 j =1 
(3.23) 
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Fini t e element representation 
It i s now possib l e to return to the original differential equa tion 
(Eq ua t ion 3.6) and derive its finite element form to be used in modelj_n g 
potential flow. 
2 
kx a (p/pg + y) 
ax2 
+ k y 0 (3.6) 
Tbe Galerkin me thod of weighted r esiduals is now applied to the 
element form of equation of (3.6). In this me thod the weight functions , 
'~i ' a r e identical to the trial f unctions, Ni. The separate r epresen t a-
tions will be retained, however, to better i llustrate the fini t e element 
r ep r esenta tion process and the parts played by the weighting and shape 
functions. 
r 
L I(e) [kxWi 
e=l 
0 
(i 1,2' ... ,q) (3.24) 
where Wi are the set of weight functions and p' implies an approxi mat e 
solution of the exact solution, p . 
Unnecessary continuity conditions can be avoided by reducing the 
order of differentiation of the integrand. Green's Second Iden tity is 
applied to Equation 3.24 to give 
r 
L -J (e) kxwi,xh',x + kywi,yh',y dxdy + 
e=l !l 
J Wi(kx~ h' + (e) x ,x 
s 
0 ' (3.25) 
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whe re ~x and ~y are the direction cosines of the outward directed normal. 
Substitutin g h = (p/pg + y) gives 
r 
" -J [k W. p /pg + k W. (p /pg + l)l dxdy + ~ (e) x 1,x ,x y 1,y ,y j 
e=l Q 
(3 .26) 
Since each individual element i s assumed homogeneous in kx, ky and p, 
r 
L -f (e) 
::l e=l 
0 
(3. 27) 
This is the e quat ion in t wo dimensions wh i ch must be numerically inte-
gr a t ed to model potential flow problems which employ pressure as the in-
dependent variable. 
The s e cond integral in Equation 3 .27 is called the natura l boundary 
condition. This term, in the form stated above , is the Neun~nn condi-
tion along an exterior boundary . Excluding this term along a given 
boundary, setting i t equal to zero, forces a homogeneo us Ne umann condi-
tion along that boundary. This, in effect, states that the no rmal velo-
city ( and fl ux) at that boundary i s zero . This s tudy will not incorpora te 
f lux specifications, therefore , the na tural boundary term can be 
neglected. 
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Keeping the above in mind , if Equation 3.27 is written in matrix 
form in terms of trial functions, where p(e)= {Ni}T {pi} and the Galerkin 
method is applied (i.e. {Wi} = {Ni }), the f ollowing equation results. 
r 
"' -! [k {N. }{N . }T + k {N. }{N. }TJ dxdy {p . } + L Q(e) x ~,x J , X Y ~,y J,Y J 
e=l 
J kypg {Ni,y} dxdy (e) 
Q 
0 (i,j 1, 2, . .. , q) 
For the t o t al domain Eq uation 3 . 28 takes the general form 
r 
where [Au] I J kx{N . }{N T + ky {Ni,y}{Nj ,y 1' } } dxdy Q(e) 1,X j , X 
e=l 
r 
{Bk} I ~(e) p g { N . } dxdy . ~,y 
e= l 
and 
(3.28) 
(3.29) 
Both [~] and {Bk} are global arrays formulated from amassing the individ-
ual element informat ion while r is again the total number of e l ements sub-
dividing the whole domain and q is the total number of nodes representing 
the domain . Equation 3.28 then, describes a system of q equations and q 
unknowns which can be numerically solved for the {pj} nodal values. 
In this fo rmulation [ ~~J is symmetric and banded. These two prop-
erties vastly reduce the computer storage of r~~J necessary in solving 
t he system of linear equations because only the unique values of the matrix 
are important to perform the solution . A Cholesky square root solution 
tec~qique is employed t o solve the system for the q unknowns . 
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Iteration technique 
As mentioned previously, the problem of stratified bi-directional 
potential flow cannot be formulated explicitly because the locations of 
the free surface and density interface are not known a priori . However, 
it is known that both of these surfaces must satisfy the homogeneous 
Neumann boundary condition . It is also known that pressure must be con-
tinuous across the interface and that pressure on the free surface is 
atmospheric. The final solution can then be found by (1) assuming loca-
tions of these two surfaces, (2) enforcing either the Neumann or the 
Dirichlet condition applicable to each surface and (3) adjusting the free 
surface and density interface based on how well the other appl icable 
boundary condition is met . This procedure is repeat ed until a desired 
tolerance is met. 
There are two schemes possible for solving this problem with a 
pressure formulation . The first scheme is to model the problem as a 
single domain wi th the interface delineated as a s t ring of element edges 
(Figure 6). In this formulation the pressure continuity on the interface 
velocity 
Figure 6 . Single domain formulation with boundary specifications. 
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is automatically met. So the solution technique must be keyed to whether 
or not the Neumann condition is met along this surface . Because vel ocities 
are derivative properties and only C0 continuous elements are used, it is 
questionable whether this method can converge to a unique solut ion. 
Figure 7 shows what occurs between the actual and approximat e solutions 
for velocity using C0 continuous elements in a one-dimensional grid. The 
velocity over the whole element is continuous, but will not generally be 
continuous between elements. This fact may prevent the problem from con-
verging when represented as a single domain . 
The second scheme is similar to that used by Cheng (4) except that 
the modeling parameter will be pressure r ather than piezometric head . The 
problem domain is divided into two constant-density regions as shown in 
Figure 8 . 
The homogeneo us Neumann boundary is effective along the upper and 
lower boundaries fo r both regions. This natural boundary condition is 
automatically met along these surfaces for both regions when Equation 3.28 
variation 
- actual variation 
(e) (e+l) 
Figure 7 . Approximate and actual variation of velocity across C0 continu-
ous one- dimensional elements , 
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Figure 8. Two domain formulation with boundary specifications . 
is used to formulate the element equations. The testing criteria for the 
density interface is whether or not the pressures in the upper (pu) and 
lowe r regions (p£) are equal along the corresponding boundaries. The 
Dirichlet boundary conditions along the sides for both schemes are simply 
the static pressures of the overlying fluid at a given side node. 
Each element must have a constant density, p, and a constant perme-
ability in the x and y directions, kx and ky, respectively. Also, since 
little is known of the permeability properties of the causeway fill to 
which this model will be applied, isotropic permeabilities are assumed. 
Anisotropy, however, is introduced with the only restriction that the 
local coordinate axes must coincide with the major and minor permeability 
CHAPTER IV 
HETHOD OF ANALYSIS 
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A model was designed to determine flow rates in both the upper and 
lower regions of flow (QN and QS in Figure 2) based on a specified domain 
geometry, element properties, and certain boundary condition information . 
Recall that an initial assump tion must be made as to the locations of the 
free surface and interface by placing them along element edges . Perme-
abilities and fluid density fo r each element are also required. The 
boundary condition information necessary includes the upstream and down-
stream f ree surface and interface elevations . The above information fully 
describes a given steady sta te floli.r problem from which a unique set of 
flow rates to a strat ified, bi-directional problem can be calculated. 
The parameter information for this study was taken from Waddell and 
Bolke (24) which contained lake elevation and specific gravity informa t ion 
for Great Sal t Lake for the year s 1968 through 1972 . The report did not 
provide enough information to be used in a rigorous verification of the 
model, so until more complete data is collected one must be satisfied with 
qualitative and rough quantitative verifications only. 
Dimensional analysis 
There are many parameters influencing this problem making any relation-
ships between t he variables somewhat complex . A dimen sional anal ysis was 
performed· in order to mo re clearly present the results . This process com-
bines the problem variables in such a way as to form a se t of non-dimen-
sional parameters (i.e. unitless or pure numbers). These dimensionless 
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pa r ame t e rs a re then used in plotting the results of the analysis. For a 
mo re comple te explanation of this procedure, see Hurphy (18). 
The fundamental variables f or this problem are: 
fluid density in lower section of f i ll (slug/ft3) 
fluid density difference between upper and lower sections 
of fill (slug/ft3) 
depth of lake surface on south side of embankment (ft) 
difference in surface elevation between north and south 
sides of embankment (ft) 
depth of interf ace in southern portion of lake (ft) 
permeability of soil (to reduce number of parameters 
permeability is assumed isotropic and homogeneous through-
out domain-- ft/sec) 
w width of base of domain of flow (ft) 
flow rates per unit thickness through the f ill in the south 
and north direc tions, respectively. (ft3/sec/ft) 
" 
side slope angle of embankment 
Figure depicts these variables for a general flow si t uation. The 
gravitational constant is con t ained in the permeabi li t y term by the rela-
tionship (12) 
(4 . 1) 
where k
0 
(ft2 ) is the physical permeability dependen t only on the soil 
characteristics and not on those of the fluid, p (slug/ft3) is the f l uid 
mass density, g (ft/sec2) is the gravitational constant, and~ ( l b- sec/ft2) 
is the fluid absolute viscosity . Therefo r e , k al r eady incorporates the 
gravitational constant, so g is not necessary as a fundamental variable. 
Hl 
density= Pu 
q -
n 
Figure 9. Important variables encountered in this study. 
~ 
liH 
H2 
"' 
"' 
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Consideration of continuity suggests the existence of a northside 
density interface. One would suspect that the re must be a layer of less 
den se brine ove rlying the near-saturated north brine, but da ta and 
sketches in the Waddell-Bolke report have shown no indication of t his 
reality. Therefore, the less-saturated northward flowing brine may quick-
ly mix with the north brine wa ters , perhaps within the rip-rap over the 
earth embankment itself, leaving little or no de tectable layerin g on the 
north s ide of t he embankment. This study , therefore, does not include 
the interface elevation of the north side as a fundamental variable and 
assumes that the north lake waters have constant density throughout. 
The nine fundamental variables can be non-dimensionalized to six 
dime nsionless pa r ame ters. These dimensionless parameters (in parentheses 
in Equation 4 . 2) are then used for the data cor relation. 
(4.2) 
The first term is the dependent term and the other five are the independent 
terms . 
Since th e re are so many parameters: it is not po ssible to formula te 
a single governing equation for flow rates for this problem . The r efore, 
a number of graphs have been prepared which encompass the range within 
which the above dimensionless parameters vary according to the Waddell-
Bolke report . The following r anges of values were found fo r these param-
eters for the years 1968 through 1972 (Table 1). 
Casagrande (2) describes the final design of the rockfill embankment 
(Figure 10) on which its const ruction was based, but indicates that many 
variations from this section were developed . For modeling purposes a 1:1 
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Table l. Typical ranges of va lues for dimens ionless parame t e r s . 
Dimens ionless Parameter Range 
!!.p/pR- .05 - .l 
!!.H/Hl . 5 - 2.0 
Hl/H3 4. - 6 . 
W/H1 3.5 - 4.5 
(l l:l - 1:3* 
*a 45° or l:l is the only slope employed in this analysis 
slope was chosen for the innermost semipermeable core. Tracer studies 
taken in the fill indicated essentially no flow of fluid in the lower sand 
and gravel .base layer. Apparently, clay and evaporates cemented this 
layer to make is essentially impermeable (24) . This cementa tion may also 
s erve to decrease the pore size dimensions in the rockfill s e ctions giving 
them their low values of permeability. The exchange of brines between the 
north and south sections of the lake occurs only in the upper core of the 
embankment. Therefore, a study of t he embankment can be limited to a 
section s uch as that depicted in Figure 9. 
Since Darcy's law is assumed valid in t his analysis, flow rate is 
directly proportional to the value of permeability (assuming all other 
parameters are kept constant). Fo r ease in computation , the permeability 
was chosen to be equal to l.O ft/sec. If k was chosen to be very small 
( <10~2), numerical round-off error became more pronounced resulting in 
erratic numerical solutions. 
Quarry-run Rockfill 
EL 4188 EL 
Select Rock 
Figure 10. Final construction specifications for Southern Pacific Railroad causeway fill (from 
Casagrande (2)). 
w 
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CHAPTER V 
RESULTS AND DISCUSSION 
Two Domain Problem 
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In order to keep the number of dimensionless parameters to a minimum, 
it was dec ided to model only a single side slope angle fo r the earth em-
bankment. A fo rty-five de gree angle was chosen for ease in calculating 
the nodal geometry of the domain. The side s l opes of the actual Sal t 
Lake causeway are variable across its length and may be as flat as 3 to 
in some sect ions . Modeling a single value of s ide slope allows one t o 
deal with five dimensionless parameters rather than six; a great reduction 
in variable correlation. 
To obtain numer ically convergent solutions, it was necessary to use 
a l a rge number of elements with a high degree of refinemen t near all out-
side surfaces and at the density interface. The final mesh chosen to re-
present the causeway had ninety- six elements arranged in six r ows and 
eight columns in each of the two single-dens i t y regions. Figure 11 
illustra tes a qualit ative view of this mesh . 
The two domains were originally generated by mapping the entire do-
main from a single 8-node serendipity element. During the iterative pro-
cess nodal points a long the density-interface, free surface, and base of 
the total domain were saved and used to regen er ate the nodal positioning 
in both the upper and lower domains. This technique allowed the density-
interface and free surface to take shapes having a greater~than-quadratic 
variation in the overall sense. Each individua l element side was still 
no greater than quadratic because of the use of quadratic isoparametric 
quadrilateral elements incorporated in the analysis. 
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Figure 11. Visual representation of two domain mesh generated by auto-
matic mesh generatora 
Ideally, elements should have well-proportioned shapes. That is, 
large angles within an element should be avoided. Failure to do so may 
lead to poor results. The mesh used was not ideal, but was found to 
provide continuity of fluid between the north and south sides of the 
domain ranging from three t o four percent for most solutions. Larger 
continuity errors were observed only when flow through the region was 
very low. It was not possible to formulate ideal elements with automatic 
mesh generation. Therefore, it was necessary to compromise between ideal 
element shapes and computational effort by "idealizing" the mesh as much 
as possible within the limitations of the automatic mesh generator used. 
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Note the refinement of the mesh toward the outside edges of each 
region. These are the areas where the velocity gradients are the largest 
and where element distortion is the greatest. In order to obtain accurate 
velocity calculations in these areas and reduce the effect of the distorted 
elements, it was necessary to greatly refine the domain mesh. For example, 
the element labeled "A" had approximate dimensions of .05 ft. x . 05 ft. 
This model assumes that the fill is isotropic. That is, that the 
permeability at a given point is equal in all directions. Because of the 
manner in which the fill was originally constructed, it is possible that 
the fill may either be anisotropic, favoring flow in the horizontal direc-
tion, or it may have two or more isotropic (or anisotropic) layers of 
_Differing permeabilities . The present model can handle a special case of 
anisotropy readily, but cannot model layers of varying permeabilities in 
its present state. The mathematical and numerical theory would remain 
unchanged, but it would be necessary to incorporate some triangular ele-
ments to model the new geometry. The quadrilateral elements used in this 
analysis would become too distorted for some of the corners which the new 
geometry would include. The need for such an alteration in the present 
model cannot be justified until more field data is collected. 
Figures 12 through 17 illustrate the relationships between the five 
of the six dimensionless parameters described earlier. There are two sets 
of plots for both northward and southward flows . The first two (Figures 
12 and 13) depict that set of conditions acting when the ratio of embank-
ment width, W, to southside lake surface depth, H1 , is a maximum for 
the years 1968~1972; the second two (Figures 14 and 15) show those condi-
tions when this ratio (W/H1) is a minimum on the lake for the same years. 
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0 .01 . 02 . 03 . 04 . 05 . 06 .07 
Figure 12. Northward flows f or highest W/H1 ratio observed between 1968 
and 1972, and a = 1:1 . 
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Figure 13. Southward flows for highest W/H 1 ratio observed between 1968 
and 1972, and a = 1:1. 
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Figure 14 . Northward flows for lowest W/H1 ratio observed between 1968 
and 1972. and a = 1:1. 
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Figure 15. Southwar d flows f or lowest W/H1 ratio observed between 1968 
and 1972 , and a = 1:1. 
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For instance, Figures 12 and 13 show that if the earth embankment to be 
modeled has an effective length ratio (i.e. W/H1) of 4.5, an H1/H3 ratio 
of 6, with a head drop ratio (i.e. ~H/H1 ) of .022, and a fluid density 
ratio (i.e. ~p/pt ) of .05, the model predicts equal northward and south-
ward flow ratios (qn/kH1 and qs/kH1 , respectively) of .0024. For a typi-
cal value of H1 of 25 feet and a value of .25 ft/sec fork, this would be 
a flow rate of .015 ft 3/sec per foot of embankment length for either the 
northward or southward flow. If the proposed section can be considered 
an average cross section for the total 12 . 2 miles of the causeway, the 
total flow through the causeway would be approximately 1000 ft 3/sec. 
Increasing W/H1 results in decreasing values of q/kH1 for both 
north~ard and so~thward flews. The result io depicted in Figures 16 and 
17. This essentially states that increasing the effective length of 
porous media through which a fluid must flow, results in a dec rease in 
the rate of flow . 
Figures 18 and 19 indicate the effect that the side slope angle has 
on the flow rates . It appears that decreasing the side slope decreases 
southward discharge greatly, while simultaneously decreasing northward 
discharges to a lesser degree. These two graphs indicate the importance 
of obtaining a good representative cross section of the embankment before 
an accurate prediction can be made of actual discharges through the rail-
road causeway on the Great Salt Lake. 
A number of visual generalizations can be ascertained from observing 
Figures 12 through 17 which satisfy intuitive expectations. 
1. Northward flows increased with increasing head drop (~H) across 
the f ree surface . 
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Figur e 16. Variation of northward flow with W/H 1 (a 1: 1) . 
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Figure 17. Variat ion of southward flow with W/H1 (a = 1: 1) . 
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Figure 18 . The effect of side slope angle (ex) on northward discharges. 
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Figure 19. The effect of side slope angle (~) on southward discharges. 
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2. Southward flows decreased with increasing head drop across the 
free surface. 
3. Northward flows increased for decreasing density differences. 
4 . Southward flows decreased for decreasing density differences. 
5. Both northward and southward flows increased for increasing 
ratio of southside lake surface elevation to southside density-
interface elevation (H 1/H3). 
6. Increasing the ratio of embankment width to southside surface 
elevation (W/H1) decreased both northward and southward flow 
rates. 
Item 5 above apparently indicates that decreasing the outlet area 
for the southward flm;, H3 , has less cffe~t en this flow thar, the driving 
head of the densi t y flow (i.e. H2- H3 in Figure 9). 
Northward flows are most greatly affec ted by the head drop ratio 
across the free surface ( 6H/H1) and the ratio of embankment width to 
southside lake surface elevation (W/H1) (Figure 13). The density-
difference ratio (6p/pi) had only moderate affect on these flow rates 
(Figures 12 and 14). The sou thward flows were affected mainly by the head 
drop ratio and the density-difference ratio (Figures 13 and 15). The 
ratio W/H1 had only modera te affects on southward flow rates (Figure 17). 
The stratifica tion ratio, H1 /H3 , had very little affect on the flow rates 
over the range of parameters tested. 
Figures 1 3 and 1 5 show that i t is possibl e to cut off the southward 
f l ow by either increasing 6H/H1 , decreasing 6p/pi, or i ncreasing W/H1 
sufficiently. If a hypothetica l problem is posed beyond these limits, 
erratic flow rates and density-interface geometry result due to the fact 
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that a mathematical ly ill-posed problem results. The numerical model 
developed in this analysis cannot accommodate wedge flow situations. For 
instance, Figure 13 shows that if the flow situation is such that the 
density difference ratio is .05, the effective length ratio is 4.5, and 
the ratio, H1/H3 is 6., then the southward flow is completely cut off 
when the free surface head drop ratio is .042. For an average value of 
H1 of 25 feet , this would be a head drop across the causeway of approxi-
mately one foot. 
Figures 20 through 23 illustrate the various shapes that the dens i t y-
inter face can take dependent on the boundary conditions. When conditions 
are such that the southward f l ow is larger than the northward flow, the 
interface varies approximately linearly or slightly concave downward 
across the domain (Figures 20 and 21). For conditions which make the 
northward flow larger than the southward flow, the shape of the interface 
is concave upward increasing in curvature as the southward flow approaches 
zero (Figures 22 through 23) . 
Convergence 
The rate of convergence was dependent on the initial approximations 
of the locations of the free surface and densi t y interface, but the final 
flow configuration for a chosen set of embankment variables was shown to 
be independent of the initializing geometry. Straight lines were initially 
assumed for both . For the free surface this line extended from the lake 
surface elevation on the south side of the embankment to the lake sur face 
elevation on the north side. The initial density-interface location ex-
tended f r om the density-interface elevation of the south lake waters at 
·r--------. 
I ' I \ 
I \ 
I \ 
/ \ 
t.p/p£ = .05 
l1H/H 1 = .01 
H1/H3 = 6. 
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W/H1 = 4 . 5 
qn/kH1 .00074 
qs/kHl = .0044 5 
Fi gure 20. Visual representation of flow when qs > qn (vertical exaggera-
tion 2x) . 
r-------, 
I \ 
I \ 
t.p/p£ = . 05 
l1H/H1 = .01 
H1/H3 = 6. 
W/H1 = 3 . 5 
qn/kH1 .00118 
qs/kHl = .00594 
Figure 21. Visual representa tion of flow when qs > qn (vertical exaggera-
tion 2x) . 
~-------, I \ 
I \ 
I \ 
\ 
\ 
6p/p~~_ = .05 
6H/Hl = .035 
H1/H3 = 4. 
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W/Hl = 4 .5 
qn/kH1 .= . 00450 
qs/kHl = .00030 
Figure 22 . Visual representation of flow when qn > qs (vertical exaggera-
tion 2x) . 
6p/pi . 05 
6H/H1 . 04 H1/H3 6. 
W/Hl = 3.5 
qn/kH1 .00924 
qs/kH1 = .0001 9 
Figure 23. Visual representa tion of flow when ~ >> qs and qs : 0 
(vertical exaggeration 2x). 
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the embankment edge to a point on the north side of the earth embankment 
approximately one vertical foot below the northside lake surface eleva-
tion . Recall that all of the brine in the north portion of the lake was 
considered uniform with no stratification. This initial location was 
chosen because it represented the approximate final site found in a num-
ber of initial experimental numerical solutions. 
Using this initial approximation, there were basically two methods 
used to analyze numerical convergence for this study. 
1. Observing the variation of calculated flow rates with the num-
ber of iterations and, 
2. Observing the largest variation in the free surface and density-
i~terface adjustments with the nUffiber of iteratious. 
A typical problem was run for twenty-three iterations to observe both of 
these convergence methods. 
Figure 24 depicts the convergence of northward flow with iterations. 
Convergence within the accuracy of the mesh used resulted in approximately 
five iterations. The flow rates fluctuate within .003 ft 3/sec/ft there-
after. Figure 25 shows the same sort of convergence for southward flows. 
Convergence, in this case, has essentially been reached in two iterations 
varying within .002 f t3/ sec/ft thereafter. 
Figure 26 illustrates the convergence of the density-interface loca-
tion with iterations. The rate of convergen ce is very fas t for the initial 
iterations, then approaches the final solution in a more gentle fashion. 
The conver gence of the free surface was very rapid as shown i n 
Figure 27. Total convergence (within a very smal l tolerance) was reached 
within seven or eight iterations. 
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Figure 24. Convergence of northward flow rate with iterations. 
IJ> 
_,. 
. 055 
. 050 
.045 
.040 
qs 
.035 
.030 
0 5 10 
No. of iterations 
Figure 25. Convergence of southward flow rate with iterations. 
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Figure 26. Convergence of maximum density-interface movement with iterations. 
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Figure 27. Convergence of maximum free surface movement with iterations. ::: 
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To avoid excessive computer costs and yet still obtain accurate solu-
tions, it was decided that the maximum allowable normal movement for 
either the free surface or the density- interface between iterations would 
be .1 ft. This allowable tolerance enabled a solution to be reached for 
a given problem within ten iterations using the mesh refinement described 
previously . 
Length of seepage face 
As might be expected, the free surface seepage face (located along 
BC in Figure 28) increased in length for higher values of 6H across the 
earth embankment. This length was very small varying between .01 and .07 
feet, essentially negligible compared to the dimensions of the total 
embankment. 
The seepage face loca ted a l ong CD in Figure 28, had somewhat longer 
lengths varying from . 3 to 2.0 feet. This length increased with increas-
ing values of 6H . Decreasing the density-difference ratio, 6p/p£, in-
creased the length of CD. 
The length of t he seepage face loca ted along EF in Figure 28 varied 
from .01 to . 4 feet. It increased in length for increasing values of 
6p/p£ and decreased in length for increasing values of 6H. 
Special techniques 
The nodal movement of the free surface was performed using the fo llow-
ing equation: 
(5 .1) 
where 6yi is the normal movement of the ith node on the free surface, pi 
is the calculated pressure at that node, p is the density of fluid within 
top of embankmenc 
free surface 
density = Pu 
density = P £ 
side slopes 1:1 
w = 110 ft.-----------------., 
(vertically exaggerated) 
Figure 28. Important variable values and points used in this analysis. 
~ 
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the element, g is the gravitational constant, and y is a convergence 
weighting parameter to be chosen empirically with experimental test runs 
of the program. If y is chosen too high the location of the free surface 
will oscillate too violently for convergence to be reached. If it is 
chosen too low convergence will be much too slow for program efficiency. 
Nodal points along the interface were adjusted based on t he pressure 
differences found between the pressures calculated in the upper and l ower 
domains at a given point. The following equation was used to perform 
this: 
(5. 2) 
where 6yi is, again, a normal adjustment at node i, (pi - pu)i is the 
difference between pressures calculated in the lower and upper domains at 
node i, Pav is the average density of fluid across the interface (i.e. 
(pi+ pu)/2)), and Sis a convergence parameter to be experimentally 
determined. 
For mathematical reasons, it is required that all corner nodes in 
these boundary value problems have Dirichlet boundary conditions (i.e. 
the value is specified). The above mentioned relocation schemes cannot 
move these Dirichlet nodes. Therefore, it was necessary to develop a 
projection, or extrapolation, scheme to relocate these end points. It 
was found that projecting these points linearly through the coordinates of 
the two a djacen t element corner nodes, which were relo cated, was most 
productive. 
In order to a id in convergence to a unique solution with a minimum 
numb er of iterations a number of programming techniques were employed on 
the end e lements of the free surface and the density-interface. In two 
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of the problems, the northside end of the free surface had a tendency to 
curl up. In reality, this cannot be the case. This phenomenon may have 
been caused by t he proximity of very small elements to elements of much 
larger dimensions. It was corrected by enforcing the restriction that a 
point on the free surface located to the north of an adjacent point must 
have an elevation less than or equal to that of its southern neighbor 
(free surface must cont inually slope downward, o r be at worst horizontal, 
in the direction of flow) . 
The northern end of the density interface also had a tendency t o curl 
up in some of the problems posed . In actuality, the interface may take 
on such a shape, but it caused erratic flow rates to be calculated due to 
severe element distortion. The model was, therefore, constrained to pre-
vent this from occurring. 
Applicability of model to Great Salt Lake 
This model study is direc ted t oward simulating the earth embankment 
of Great Salt Lake. Therefore, the range of parameters used in this 
analysis were chosen t o bracket the spread of values which occurred in 
reality. oecause of the numerous parameters involved and the scar city 
of useful causeway data, it was not possible to rigorously verify the 
present model. The program developed in this study does provide similar 
relationships to those of two previous model studies performed by Lin 
and Lee (17) and Cheng (4), al though the parameters they used were out-
side the range of values actually occurring on the lake. 
Lin and Lee (17) construc t ed a Hele-Shaw model to investigate 
s tratified bi-directional flow. Their results are shown as the dashed 
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line in Figure 29. This figure also contains similar plottings performed 
with information obtained from the program construct ed in this study. 
It should be noted that Lin and Lee allowed both H1/H3 and W/H 1 to 
vary in their model study. Since these parameters affect the rate of flow, 
their flow rate curve cannot be directly compared to those developed in 
this finite element analysis. However, the general trends apparent in 
the curves can be compared. Also note that although the density-differ-
ence parameter ~p/pi used by Lin and Lee was much higher than that occur-
ring in Great Sal t Lake, the general shape of the curves a re similar . 
Increasing ~p/pi tends to flat t en the curves toward that obtained by Lin 
and Lee. The other dimensionless quantities (i.e . H1/H3 and W/H1) are 
rela~ively unimportant in this qualitative co~parisor., but wocld have to 
be inves tiga ted for a comprehensive comparison between the Hele-Shaw 
model and t he computer program constructed in this study. 
In Cheng's analys is, the findings were plotted as the ratio qs/qn, 
agains t the density-difference ratio. The compar ison of the present study 
to Cheng's findings could again be only qualitative because of Cheng's 
employment of northside stratification. The dashed line in Figure 30, 
r epresents a portion of the results from Cheng ' s report. The solid line 
is that derived from this study for identical parameter values and geometry 
of the fill. The two curves have the same basic shape. The difference 
between them appears to be a function of the northside stratification used 
in Cheng 's analys is. Assuming that the northside fluid is unstratified 
causes a back pressure on the north side of the fill. This back pressure 
may be the cause of the cut off which occurs from the program analysis at 
~p/pi approximately equal to .025 . It is, therefore, important to 
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. 1S 
Fi gure 29 . Comparison of cons tructed model with that of Lin an d Lee (17) , 
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Figure 30. Comparison of constructed model with that of Cheng (4). 
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establ ish whether the waters on the northside of the embankment are 
st ratified or not. This can only be based on emp irical data , of which 
there is little at present. Previous data and studies on the embankment 
do not indicate any stratification on the north side, but before th is 
assumption can be verified more data is needed. 
Very little field data has been obtained which is pertinent t o this 
study . The Waddell-Bolke report conta in s sufficient information con-
cerning surface elevations and densities of the north and south portions 
of the lake, but has very little in t he way of flow rates through the 
fill. Only one complete set of flow r a te data was obtained through this 
source. I t should be observed that the flow rates calculated f rom this 
source may no t be totally a-:curat e due to the inexact na ture of f i e ld 
permeability tests . Tracer studies of north and south flows were taken 
during May-June -19?2, and northward flow rates were determined fo r 
August - Sep t ember 1971. The pertinent information collected from these 
tests is shown in Table 2 . 
Through utilization of the various graphs presented in this report 
and using the dimensionless •variab les lis ted above, the dimensionless 
variable, q/kH1 , could be ascertained for both northward and southward 
flows. The necessary value of permeability could be roughly estima ted 
by comparing the flow rates calculated by Waddell and Bolke to those cal-
c ula ted by the computer program as shown in Table 3. 
A computer run was also made us ing the lake parameters for the ~my­
June 1972 data with 1.5:1 side slopes i nstead of the 1:1 slope used in 
the above calculations . The value for permeability calculated as in the 
preceeding manner was found to b e approximately 0.5 ft/sec . 
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Table 2. Variabl es pertient to causeway flow collected by Waddell and 
Bolke (24). 
May-June 1972 Aug. - Sept. 1971 Units 
H1 29 27 ft. 
liH 1. 55 . 98 f t. 
H3 6 .5 3 . 75 f t. 
W (assumed) 110 110 ft. 
p~ 2.328 2 . 359 slugs/ft3 
pu 2 . 109 2 .157 slugs/ft3 
~ .07 . 025 cfs/ft 
qs .021 cfs/ft 
llp /p i . 094 . 086 
liH/H1 . 053 .036 
H1/H3 4.46 7. 2 
W/H1 3 . 79 4 . 07 
Table 3. Pe rmeab ility calculations deduced from compar i son o f program 
flow rate calculations and actual l ake values. 
2 qc/k q k Da t e Direction q/kH1 (ft2 I ft) (cfs/f t) (ft/sec) 
May-June 1972 Northward .009 .261 .07 .268 
May- June 19 72 Southward . 0031 .0928 .021 . 233 
Aug. - Sept 1971 Northward .0045 .1242 .025 . 201 
Average - .234 
q - from Waddell and Bolke (24) 
qc - f r om program 
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The above values for permeability lie well within the range of perme-
ab ility values estimated in the Waddell-Bolke report. Individual perme-
ability values calculated by Waddell and Bolke varied erratically from 
.08 ft/sec to 2.1 ft/sec. Since the permeability value has a very large 
influence on the calculated flow rates, it is imperative that a more 
accurate value of this quantity be found if this model is to be used as 
a predictive instrument applicable to Great Salt Lake . If more data on 
flow rates through the earth embankment is procured, it may be possible 
to deduce a more confident value of permeability by employing the method 
shown in Table 3. 
The theoretical equation which this model solves is based on Darcy's 
law. Darcy's law is valid only for flows having low Reynold 1 s numbers . 
Harr (12) states that the upper limit of the Reynold's number for l aminar 
flow is between 1 and 12 . Using an average value of permeability calcu-
lated above (i.e. 375 ft/sec) and information from the data collected 
during May-June 1972, it is possible to roughly estimate the Reynold's 
number describing flow in this analysis . 
- Y...J2e_ Reynold ' s no. - ~ 
where 
D average diameter of sand particles 
v average fluid velocity 
density of fluid 
coefficient of viscosity 
The particle diameter can be taken as that of coarse sand, approxi-
matel y 3/8 in . , or .0313 ft. Based on the assumed dimensions of the fil l 
and the northward flow rate (.07 ft3/sec/ft) the average veloci t y was 
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found to be .007 ft/sec. If the density of the brine and the viscosity 
of saturated brine are used, the Reynold's number was found to equal 13. 
This high value indicates the onset of turbulent flow conditions, but 
the values used to calculate this Reynold's number were for the highest 
water period of the year. The obvious question then arises as to 
whether the assumption that Darcy's law applied to the embankment flow 
i s valid . It should be noted, however, that the value calculated was 
within the range of the highest Reynold's numbers the flow through the 
earth embankment is likely to see. The validity of Darcy's assumption 
in this analysis can only be ascertained through more empirical data. 
Single Domain Problem 
It was not possible to obtain a converging solution for a flow prob-
lem when posed as a single domain. The discontinuity of velocities at 
the density-lnterface was too erratic to allow a unique location of the 
interface to be found. 
The mesh rearrangement and refinement procedures employed did not 
aid in obtaining better solutions which suggests that: 
1. If a converging solution is possible, a special weighting 
technique must be devised to aid in uniform convergence or, 
2. A continuous velocity formulation is necessary such as that 
described by Pinder and Gray (20). 
It may still be possible to obtain solutions useful for engineering 
purposes using the single domain formulation employed in this study, but 
much more work is necessary and must be left to later studies. The 
difficulties encountered in the single domain method pointed this work 
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in the direction of formulating the problem using two domains, each having 
a constant density fluid. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
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Previous model studies dealing with stratif ied bi-directional flow 
through porous media do not consider many of the important parameters in-
volved to properly model realistic problems. This study performs a more 
comprehensive treatment of the parameters relative to predicting flows 
through the causeway fill of Great Salt Lake. It was found that such 
problems could be more fully described by considering the following 
parameters: 
ratio of density difference to density of southward flow-
ing fluid 
ratio of drop in lake surface elevation to southside lake 
surface elevation 
W/H1 ratio of embankment width t o southside lake surface 
(l 
elevation 
ratio of southside lake surface elevation to northside 
density-interface elevation 
r a tio of flow rate (either north or south) to the product 
of field permeability with southside lake surface eleva-
tion 
side slope angle of embankment 
Although rigorous verification could not be performed, the finite 
element model developed in this study proved to generate credible esti-
mates for f l ow rates occurring through the causeway fill of Great Salt 
Lake. Continuity checks performed along the north and south sides of 
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the domain of flow showed that net flows differed by only 3 to 4 percent 
across the embankment for the finite element mesh used . Flow rate 
curves produced with the model had similar shapes to those developed by 
earlier investigations which used Hele-Shaw models for either data collec-
tion or model verification. The curves developed in this and the two 
previous i nves tigations appeared to originate from the same family of 
curves with discrepancies resulting from parameter differences and the 
assumption of no stratification on the north side of the embankment . 
It was shown that side slope angle of the embankment had a major 
effect on northward flows and a lesser effec t on southward flows. It 
was also found that assuming the northern waters to be unstratified has 
a major effect: on flm• rates through the fill. It is, therefore, impera-
tive that more embankment data be collected to establish representative 
geometries and to determine whether the north lake waters a r e stratified 
near the embankment sides. 
Comparison of results from this model (for s ide slopes of 1:1 and 
no north side stratification) to actual data collected on the Great Salt 
Lake embankment indicated solutions within ten or fifteen percent accu-
racy could be calculated using a homogeneous, isotropic permeability value 
of .23 f t /sec for the earth embankment. This value was found using only 
three field data points, so can only be considered a very rough estimate. 
Using this value of permeability and an average southside lake surface 
depth of 25 feet, the upper limit of flows for both northward and south-
ward flowing waters appeared to be approximately .09 ft3/sec/ft, or 
about 6000 ft 3/sec for the whole embankment length. 
n 
A fairly high value of Reynold's number was calculated using rough 
estimates and data taken from the highest flow rate period on the embank-
ment. Whether Darcy's law is valid for these flow rates can only be 
established with more field data taken on the embankment. 
It was also found that proper combinations of lake parameters could 
totally cut off the southward density flow. This cccurred for free sur-
face head differences between 1.0 and 2.0 feet, deFending on the rela-
tive densities of the upper and lower fluids. LowEr density differences 
required less head difference for southward flows to be cut off. 
Variations of the important parameters found in this investigation 
affec ted northward and southward flow rates in differing manners. North-
ward flows increased for (1) increasing head drop <cross the fill, (2) 
increasing southside lake surface elevation, and ( j ) decreasing density 
difference between the northward flowing and southvard flows. Northward 
flows also increased for decreasing elevation of southside density-inter-
face, although, this parameter had little effec t in comparison to the 
above mentioned parameters over the range of values tested. Southward 
flows increased for (1) decreasing head drop across the fill, (2)in-
creasing southside lake surface elevation, and (3) increasing density 
difference. Southward flows also increased for decreasing elevation of 
the southside density-interface, but again, this parameter had a rela-
tively minor effect over the range of values tested. 
The model developed in this study adequately s imulates those condi-
tions existing in the earth embankment of Great Sal t Lake for the scarce 
field data used in verification. The model is only as accurate as the 
field data used , so the most important sugg es tion for further investigation 
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in this area is to initiate a program for collection of more field data, 
concerning flow rates through the fill, to verify those calculated by 
the model. This data could undoubtedly be collected with tracer tests 
for determining flow rates, both northward and southward through the 
fill , and field permeability tests for determining an average permeability 
values . With an adeuqate number of flow rate tests, it may be possible 
to deduce a confident value for permeability without performing field 
permeability tests. 
It should also be noted that in the field study analysis by Waddell 
and Balke, the northward and southward f lows were divided further into 
those in tbe west 40% portion of the causeway and those in the east 60% 
portion. Apparently, they considered the ' two portions to have sufficient-
ly dif ferent characteristic properties to warrant separate analyses. The 
present analysis has assumed the total causeway to be homogeneous, but 
further field investigation may prove this not to be the case. If the 
causeway is found not to be homogeneous a long its length, then a proper 
analysis will have to choose a number of representative cross sections 
and sum up the contributions of each to adequately model flows through 
the entire embankment length. 
It was found that if the problem of stratified bi-directional flow 
was posed as a single domain analysis, it was not possible to reach a con-
vergent solution with the element mesh generator and dependent variables 
selected. The velocity discontinuities at the density- interface were too 
great to allow a unique solution to be found . Dividing the total domain 
into two constant-density regions provided rapidly convergent solutions. 
This method was the one employed to model flow rates through the cause-
way fill of Great Salt Lake. 
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