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CAPÍTOL 1:  Introducció, motivació i conceptes previs  






El problema "Ground-Station Scheduling" és un dels més importants en el domini del Satellite-
Scheduling. Aquest problema tracta de realitzar una planificació factible o, en cas de que no 
sigui possible, obtenir la planificació més òptima, de les comunicacions entre els satèl·lits o 
Starcrafts (SC) i els equips d’operacions de les estacions de terra o Ground Station (GS).  La 
informació tramesa en aquestes comunicacions sol ser informació bàsica com telemetria, 
seguiment o informació de les tasques a realitzar, així que normalment el temps requerit a la 
comunicació sol ser bastant més petit que la finestra de visibilitat.   
 
Normalment, l’assignació de les Ground Stations als Starcrafts és un problema molt limitat i 
suficientment petit com per realitzar una planificació manual, definits per períodes curts de 
temps. No obstant, tal i com apunta Junzi Sun a la seva tesis sobre la que basem aquest 
projecte, l’assignació dels recursos d’una estació de terra a una missió té un alt cost, i 
l’automatització d’aquest procés aporta molts beneficis en termes  no només de gestió, sinó 
en termes econòmics [1].  
 
No obstant, hi ha diverses circumstàncies que fan que la resolució de planificacions més grans 
(on intervenen un gran número de GS i SC) o planificacions més llarg termini, siguin molt 
complexes de tractar manualment, o per algoritmes de força bruta com el Backtraking.   
 
 Un alt conjunt de restriccions:  La primera gran diferència entre els problemes d’ 
Scheduling convencionals i el Ground-Station Scheduling, és l’alt conjunt de 
restriccions. En primer lloc, per a cada problema disposem de restriccions en el temps 
de comunicació requerit per cada SC en un període de temps de temps determinat, 
però no només en el temps de comunicació, sinó també en la finestra de comunicació 
(és ha dir, en el període de temps al qual s’ha d’executar). A més, en segon lloc 
disposem de restriccions en la finestra de visibilitat de cada Ground Station respecte 
cada Starcraft, és a dir, del temps en el que cada SC es pot comunicar amb cada GS en 
un període de temps concret.  
 
 Temps de comunicació variables:  La segona gran diferència amb la resta d’algoritmes 
de planificació, és que en aquests, els elements tenen una longitud fixa o un espai de 
valors definit. En el cas del  Ground-Station Scheduling, la longitud de la comunicació 
és variable, on com a mínim hauria de valor el temps de comunicació requerit per les 
restriccions d’entrada i com a màxim el temps dins que acabi la finestra de visibilitat o 
comenci una altre comunicació. De totes formes, no es pot restringir el límit inferior ni 
el superior del temps de comunicació, atès que aquest es tracta d’un procediment d’ 
optimització en els casos que no existeix una solució factible, de manera que s’ha 
d’explorar el màxim espai de valors. 
 




En aquest treball es disposa com a punt de partida d'una implementació d'Algorismes Genètics 
bàsica pel problema[1], implementada en llenguatge Matlab. Atès que Matlab és un llenguatge 
de programació interpretat, primerament s’ha traduït el codi Matlab a un llenguatge de 
programació compilat, i posteriorment, s’ha estès la implementació a altres mètodes de 




Els objectius del projecte son els llistats a continuació: 
1. Traduir el codi Matlab de l’Algoritme genètic base a C++. Els motius d' aquesta decisió 
son els avantatges que proporciona el llenguatge C++ respecte Matlab i que llistem a 
continuació: 
 Llenguatge compilat, no interpretat (més eficiència) 
 Orientat a objectes (més adaptable i més canviable) 
 Multiplataforma (tot i que s’ha de compilar per a cada  SO, el codi és pot exportar 
a altres plataformes. Només s’ha utilitzat una part de codi dependent del SO en el 
Main, atès que era necessari per crear les carpetes dels jocs de proves, no obstant, 
aquesta part es pot comentar i executar l’algoritme per una sola prova). 
 Permet la gestió eficient de la memòria 
 
2. Construcció de les versions millorades dels algoritmes genètics a partir de la versió 
base, utilitzant els Skelletons de la llibreria MALLBA : 
 Algoritmes genètics:  
- SSGA (Steady State Genetic Algorithm): Versió de l’algoritme genètic es 
basa en la substitució parcial de la població, en comptes de la 
substitució de tots els individus de la població, millorant la memòria i el 
temps d’execució (o el nombre d’iteracions a realitzar).  
- StGA (Struggle Genetic Algorithm): Aquesta versió és una millora de 
l’algoritme SSGA, que s’encarrega de substituir els individus semblants, 
mantenint la diversitat de la població. Les diferent s funcions de 






3. Construcció dels algoritmes de cerca local a partir de la definició dels algoritmes 
genètics, utilitzant novament els Skelletons de la llibreria MALLBA : 
 Algoritmes de cerca local: 
- Hill Climbing  
- Simulated Annealing  
- Tabu Search  




4. Finalment, un cop implementats els algoritmes, es farà un petit estudi comparatiu 
entre tots els mètodes per revelar la seva eficàcia per la resolució del problema en 





La motivació d’escollir aquest PFC ve de que sempre m’ha fascinat la resolució de problemes 
amb aplicacions reals, que es puguin acabar utilitzant-se en projectes tant importants com és 
el cas de la planificació de les missions espacials de la ESA (European Sapce Agency). Per 
aquest motiu, em vaig presentar a la reunió amb el meu director de projecte, Fatos Xhafa,  qui 
em va acabar de decidir.   
El fet de que existís una implementació prèvia en un llengua que ni tan sols havia utilitzat 
(Matlab), les restriccions de temps en la realització del projecte i finalment la restricció d’ 
utilitzar C++ en la resolució en comptes de Java, en el que tinc diversos anys d’experiència, la 
creació de variants d’algoritmes sobre les que no hi havia gaire informació (com l’ Struggle GA), 
suposava un repte. Un repte que he acceptat i on el resultat és pot llegir en aquestes línies de 
la memòria.  
 
1.4 Context 
1.4.1 Algoritmes genètics  
1.4.1.1 Història dels algoritmes  genètics 
 
Podríem  situar l’aparició dels primers algoritmes genètics a principis dels anys 50’s, quan 
alguns biòlegs com Nils Aall Barricelli, van utilitzar diferents mètodes computacionals per a la 
resolució de simulacions evolutives. No obstant, en aquell moment només aplicaven aquests 
algoritmes a la resolució de simulacions evolutives, i no models matemàtics o altres 
problemes.  
Posteriorment, al la meitat dels anys 60’s, va aparèixer la família d’algoritmes coneguts com 
Estratègies Evolutives (coneguts com ES de les seves sigles en anglès d’ Evolution Strategies), 
de la mà d’ Ingo Rechenber i Hans-Paul Schwefel de la universitat de Berlin. Aquests algoritmes 
es basaven en el simple procediment de seleccionar uns quants pares per un mètode 
anomenat Truncation Selection, i normalment, amb la mutació com a únic element d’ evolució. 
L’ algoritme genètic com a tal (GA de les seves sigles en anglès), va aparèixer de la mà de John 
Holland a la universitat de Michigan, cap al 1975. Aquest algoritme és similar a Evolution 
Estrategy (μ, λ) en molts aspectes: Itera per la obtenció d’un major Fitness de les solucions,  
utilitza mètodes de selecció, reproducció i combinació de la població, ... però la gran diferència 
d’aquest algoritme respecte els seus predecessors, està en la manera de seleccionar els pares i 
la creació posterior dels fills. L’algoritme genètic només selecciona una part dels pares, i 
llavors, genera els fills que siguin necessaris per obtenir la nova població.   




1.4.1.2 Algoritme genètic bàsic 
 
Els algoritmes genètics son un tipus d’algoritmes que imiten els processos de la selecció 
natural, per la resolució de problemes matemàtics. Aquests poden ser utilitzats tant per la 
resolució com per la optimització de problemes complexos, on la exploració del total d’espai 
de solucions és massa gran per utilitzar un algoritme de força bruta. A  continuació adjuntem 
el pseudocodi de l’ algoritme genètic base, i posteriorment explicarem pas a pas les accions 





1. Inicialització: La inicialització inclou diversos passos com la inicialització dels 
paràmetres de l’algoritme (al pseudocodi podeu observar per exemple la inicialització 
de la mida de la població), la codificació del problema i la generació de les solucions 
inicials. 
2. Fitness: Per a cada solució generada, s’haurà de calcular un fitness. Aquest valor 
numèric, és el que ens indicarà si una solució és més bona que un altre, segons una 
funció de fitness que haurem de definir. Al pseudocodi aquest procés s’anomena 
AssessFiness. 
3. Selecció: Aquest pas utilitza un o diversos mètodes per a agafar un subconjunt de la 
població pare segons uns determinats criteris, que es corresponen als individuals que 
es reproduiran i/o mutaran per a la creació de la població filla.   
4. Creuament (Crossover): Aquest procediment és l’encarregat de simular el procés de 
reproducció, és a dir, el creuament de gens entre pares per la generació de fills. Aquest 
creuament es realitza segons una probabilitat definida a la inicialització de l’ algoritme, 
normalment del 80%. 
5. Mutació: Finalment, el procés de mutació intenta simular precisament la mutació  
entre espècies, realitzant canvis minúsculs sobre posicions aleatòries dels gens. 
Aquestes mètode novament només s’aplica segons una probabilitat definida a la 




inicialització de l’ algoritme, que sol ser del 20% (de manera que la probabilitat de 
crossover i de mutació sumin el 100%). 
6. Substitució: Finalment, es procedirà a la substitució de la totalitat de l’antiga població 
per la nova població, i començarem novament el procés fins a que es compleixi la 
condició de finalització. 
        
1.4.1.3 Algoritme genètic variant Steady Satate (SS GA) 
 
La variant Steady State de l’ algoritme genètic, és una alternativa a l’aproximació tradicional 
que es basa en la substitució parcial (normalment d’ 1 o dos individus) de la població pare, en 
comptes de la totalitat de la població. Aquesta aproximació es va popularitzar pel Genitor 
System de Darrell Whitley i Joan Kauth’s. La idea consisteix en reproduir un o dos fills, obtenir 
el seu fitness i reintroduir-los directament a la població, matant els fills sobrants de la població 
segons uns criteris. A  continuació adjuntem el pseudocodi de l’ algoritme genètic Steady State, 










CANVIS RESPECTE LA VERSIÓ GA BÀSICA:  
1. Selecció: L’ algoritme de selecció presenta dos canvis importants: 
a. La selecció dels individus serà només de uns pocs individus de la població.  
Quants més seleccionem, més s’assemblarà al algoritme genètic base. 
b. L’algoritme de selecció no pot ser massa elitista, atès que sinó farà fora de la 
població tota la diversitat, i ens quedarem amb màxims locals. Per exemple es 
poden utilitzar algoritmes de Roultette Wheel (on els elements amb un fitness 
menor tenen possibilitats de sobreviure) o directament de manera aleatoria 
(en aquest darrer no tenim cap control).  
2. Substitució: Tal i com esmentat, en comptes de substituir la totalitat de la població, en 
aquesta variant només haurem de seleccionar uns quants individuals (que es 




1.4.1.4 Algoritme genètic variant Struggle (St GA) 
 
 
La variant Struggle de l’ algoritme genètic, és una alternativa a l’aproximació Steady State que 
es basa en la preservació de la diversitat de la població. Tal i com hem esmentat abans, el 
problema del Steady State és que fàcilment elimina la diversitat de la població, cosa que 
s’accentua en la manera de seleccionar els pares a reproduir i a l’hora de substituir els fills a la 
població original [3].  
 
En la variant Struggle GA, d’aquí en endavant StGA, una nova generació d’individuals és crea 
solament substituint una petita part de la població (tal i com es realitza la SS GA). No obstant, 
al contrari que les estratègies de substitució dels altres algoritmes, en el StGA un nou individu 
substitueix a un altre, només si és el més similar a ell i el seu fitness és menor. D’aquesta 
manera, s’ intenta retardar la convergència de la millor solució, per obtenir una solució millor.   
 
Basant-nos en la definició anterior, el pseudocodi de l’algoritme St GA seria el següent: 






A continuació expliquem les funcions de similaritat escollides pel projecte, que corresponen a 
un subconjunt de les definides a l’article: Tuning Struggle Strategy in Genetic Algorithms for 
Scheduling in Computational Grids [4]. 
 
FUNCIONS DE SIMILARITAT (DISTÀNCIA):  
Distància de Hamming: La distància de Hamming es defineix com:  Donats dos individuals S1 i 
S2, codificant dos planificacions de N intervals, si S1[i] = S2[i] llavors g[i]=1, altrament g[0]=0.  




Distància Euclidiana: La distància de Euclidiana es defineix com:  Donats dos vectors S1 i S2, 
codificant dos solucions tractades com a dos punts de l’espai de solucions, la funció de 
similaritat doncs, vindrà definida per: 
 
 
Distància de Cosine: En aquest cas, la similaritat es mesura utilitzant l’angle que formen els 











FUNCIONS DE SIMILARITAT (HASH):  
Per tal d’optimitzar la cerca de l’element més similar (on hem de comparar l’ element a 
substituir amb tots els elements de la població per trobar el que té una menor distància), és 
proposa la creació d’una funció de Hash, que determini la similaritat de dos elements. Les 
funcions de Hash utilitzades en el projecte son també les definides en el document de Xhafa i 
Duran [3] i que es corresponen a les següents:  
 
Position-Base Key (B KEY): Partint de la permutació de l’ assignació de tasques a recursos, 
ordenats en ordre ascendent al recurs al que estan assignats, la clau és calcula com la suma del 
nombre de cel·les a moure cap a la dreta segons el seu valor, llegint el vector de manera 
circular. Podeu veure un exemple del tractament a la figura següent: 
 
 
    Fig. 1.1  Càlcul del B KEY. 
 
Task-Resouce Allocation Key (C KEY): El valor d’aquesta clau es correspon a la suma dels valors 
absoluts de la resta de cada posició a la seva precedent, en el vector d’ assignació de tasques a 
recursos de manera circular. A més, després del càlcul d’aquesta clau, es defineix la següent 















1.4.2 Algoritmes de cerca local  
1.4.2.1 Hill Climbing 
 
Comencem la introducció als algoritmes de cerca local amb una tècnica senzilla, el Hill 
Climbing. Aquesta tècnica està relacionada amb l’ ascens d’una pendent, però sense 
necessariament conèixer la força d’aquesta o inclús la seva direcció. Només s’encarrega de 
provar noves solucions iterativament sobre els candidats de la regió actual on es troba l’actual 
candidat, y adoptar els nous canvis si aquests milloren el resultat, fins arribar a un òptim local. 




1. Inicialització: La inicialització inclou diversos passos com la inicialització dels 
paràmetres de l’algoritme (al pseudocodi podeu observar per exemple la inicialització 
de la mida de la població), la codificació del problema i la generació de les solucions 
inicials. 
2. Qualitat: Cada solució generada té associada una qualitat (semblant al fitness dels 
algoritmes genètics), que avalua com és de bona una solució. Aquest valor numèric, 
ens serveix per definir si la solució actual és millor o pitjor que la obtinguda amb la 
funció de Tweak. 
3. Millora (Tweak): Aquesta funció seria semblant a la mutació dels algoritmes genètics, 
on es modifica una part de la solució de manera aleatòria i generant una solució que 
pot ser millor o pitjor que la solució de la que partíem.   
4. Substitució: Finalment, un cop generada la nova solució amb la funció de millora, 
mirem si la solució generada és millor o pitjor que l’anterior (mitjançant el valor de la 
funció de qualitat) i en cas de que així sigui, la substituirem.   
 
1.4.2.2 Simulated Annealing 
 
L’algoritme Simulated Annealing, va ser desenvolupat per diversos investigadors a mitjans dels 
anys 80’s, però te un famós llinatge, derivat de l’ algoritme: Metropolis Algorithm.  Aquest 
algoritme varia del Hill Climbing, en la funció de substitució, on es permetrà substituir la 
solució actual per la solució generada, tot i que aquesta darrera sigui pitjor, segons una funció 











El nom d’aquest algoritme prové del mètode d’ Annealing de la indústria metal·lúrgica, on es 
controla la temperatura de refredament del metall, per incrementar la temperatura dels 
cristalls i així reduir els seus defectes.  
 





En aquest cas no entrarem en el detall dels passos, atès que son els mateixos que els definits 
pel Hill Climbing, amb la diferència de la selecció a substituir.  
 
1.4.2.3 Tabu Search 
 
El darrer mètode de cerca local que compararem en aquesta memòria, és el Tabu Search. 
Aquest heurístic el va proposar originalment Fred Glover a l’any 1986 *5] i la idea principal, 
consisteix en utilitzar diferents aproximacions per realitzar la exploració, a més de mantenir 
una llista de solucions candidates ja visitades (coneguda com la Tabu List o TL) per evitar tornar 
a explorar-les fins que estiguin prou lluny en el passat. D’aquesta forma s’ aconsegueix que si 
arribem a màxim d’un pic, no ens permeti quedar-nos o tornar a visitar aquell pic, a part 
d’evitar cicles. Precisament l’algoritme rep el nom d’aquesta prohibició, també anomenada 
Taboo.  
 
La versió que utilitzarem per l’estudi comparatiu segueix l’skelleton del projecte MALLBA, que 
proveeix una sèrie de mecanismes per relaxar les condicions de Tabu quan l’experiència del 
programa així ho consideri (amb el criteri d’aspiració o aspiration), així com per realitzar 
diversificacions més sotils o més dures quan calgui escapar d’ una regió de l’espai de solucions. 





















1. Inicialització: En el cas del Tabu Search, s’hauran d’inicialitzar diverses estructures per 
la gestió de la memòria a llarg i a curt termini. Per una banda s’haurà de construir la 
solució inicial de manera aleatòria, el nombre màxim de modificacions per explorar el 
veïnatge de la solució inicial (a no ser que sigui un espai definit de moviment, en el 
qual es puguin explorar totes les solucions veïnes), la llista de Tabu (TL) i la codificació 
del problema.  
2. Selecció del millor moviment: Aquest pas conté diverses subtasques definides pel 
control de la exploració responsiva, de manera que l’algoritme realitzarà un tipus 
d’exploració o un altre depenent dels indicadors que vagi obtenint a l’execució de cada 
iteració. Els subpassos a realitzar i les condicions que els activen son els següents: 
a. Intensificació: En el cas de que ens trobem una solució freqüent, el programa 
interpreta que aquesta solució pot ser una bona solució, de manera que fa una 
ronda de intensificació, en la que es premia (reward) les característiques més 
fortes de la solució en curs. 
b. Diversificació suau (Soft diversification): En el cas de que després de la ronda 
d’ intensificació no aconseguim una solució millor, realitzarem un soft 
diversification, que seria justament el pas contrari, és a dir, penalitzar 




(unreward) les característiques pitjors de la solució en curs, per intentar 
explorar solucions pròximes no explorades. 
c. Diversificació forta (Escape o Strong diversification): En el cas de que tot i 
amb la ronda de diversificació anterior tampoc aconseguim millorar la solució, 
intentarem realitzar una ronda de diversificació forta o Strong diversification, 
pertorbant la solució actual, per tal de trencar per complet la trajectòria de la 
solució actual intentant caure en una altre espai de veïnatge on es trobi la 
millor solució.  
d. Exploració normal: Finalment realitzarem la exploració normal de l’espai de 
solucions de les cerques locals, buscant el millor veí sense aplicar cap 
modificador.  
 
Nota: Cadascun dels subpassos definits, retornen el millor moviment sempre i quant 
no formi part de la llista de tabú, ni formi part de la llista d’aspirants. Aquesta llista 
inclou les solucions que son Tabu (atès que ja s’han explorat i es troben a la TL), però 
que son candidates a millorar la solució actual. La formalització de l’espai de solucions 
doncs, quedaria de la següent manera: 
 
Admissible(s) = (N(s)-T(s))  Aspiration(s) , a on: 
T(s) = {r: r=sm,  s S, r S, m  M(s), is_tabu(r,m)}  i 
Aspiration(s) = {r: r=sm,  s S, r S, m  M(s), is_tabu(r,m), aspirates(r,m)} 
 
3. Substitució: En cas de que la solució trobada no formi part de la llista TL, o en cas de 
que formi part de la llista de Tabu sigui una solució admissible (mirar formalització 
anterior) i a més, la qualitat de la nova solució sigui millor que l’actual, substituirem la 
solució actual per la solució trobada.   
4. Actualitzar estat: Finalment, un cop generada la nova solució i realitzada la 
substitució, haurem d’actualitzar la llista de Tabu amb el moviment invers de per 
arribar a la nova solució (per prohibir tirar enrere), així com la informació de repetició 




















































2.1 Ground Stations (GS) 
2.1.1 Definició de les Ground Stations  
 
Una estació terrestre o Ground Station (GS), és un terminal terrestre designat a les 
telecomunicacions extra planetàries amb naus espacials o satèl·lits, mitjançant la recepció o 
enviament  d’ ones d’alta freqüència.  
Les estacions de terra normalment contenen més d’ una antena assignada a una missió 
específica, no obstant, per tal de simplificar la formalització del problema, restringirem a una 
antena per a cada Ground Station.  
Aquesta restricció permet modelar les situacions reals d’igual manera, sempre i quant 
s’introdueixi cada antena de la GS com a una GS individual.  
 
2.1.2 Visibilitat d’ una Ground Station  
 
En les instàncies reals dels problemes, existeixen 6 variables que controlen l’ inici i el final de la 
visibilitat, de la finestra de comunicació de telemetria i de la finestra de comunicació de 
telecomandament.  
 AOS-VIS / LOS-VIS: Adquisition/Loss of signal, Visible. Aquestes senyals son les 
encarregades d’ indicar el temps d’inici i de fi de quan l’ SC es troba a l’angle de 
visió de la GS. 
 AOS-TM / LOS-TM: Adquisition/Loss of signal, Telemetry. Aquestes senyals son les 
encarregades d’ indicar el temps d’inici i de fi de la finestra d’enviament de senyals 
de telemetria. 
 AOS-TC / LOS-TC: Adquisition/Loss of signal, Visible. Aquestes senyals son les 
encarregades d’ indicar el temps d’inici i de fi de la finestra d’enviament de senyals 
de telecomandament. 
Novament, per tal de simplificar el procés , només tindrem en compte com a finestra de 
visibilitat l’espai comprès entre AOS-TC i LOS-TC, que deduirem a partir d’una inclinació de 10o 








2.1.3 Distribució de les Ground Stations  
 
La distribució de les xarxes de Ground Station és important per intentar maximitzar la 
cobertura de les comunicacions durant les missions espacials. Existeixen diverses xarxes de 
Ground Stations, però nosaltres ens centrarem en l’ ESTRACK de la ESA (European Space 
Agency), tot i que existeixen moltes altres com la DSN (Deep Space Network), SDSN (Soviet 
Deep Space Network) i la CDSN (Chinese Deep Space Network).  
A continuació adjuntem la figura amb la relació de GS de la ESATRACK i de la xarxa cooperativa 
i de la xarxa augmentada [6]: 
 
Figure 2.1. Locations of ESA ground stations (2012) 
 
La llista de GS contemplades en les diferents instanciacions dels problemes es correspon a la 








8. New Norcia 
9. Santa Maria 
10. Malargüe 






2.2 Starcrafts (SC) 
2.2.1 Definició dels tipus d’ Starcrafts 
 
En el context del projecte, anomenarem Starcraft indistintament a les naus espacials (com la 
ISS – International Space Station) i als satèl·lits, els quals intervenen en la comunicació amb les 
GS.  
Hi ha moltes maneres de separar la tipologia dels diferents Starcrafts, depenent el tipus de 
missió que realitzen, segons com estan dissenyats, segons el tipus de comunicacions, ... No 
obstant, de cara a la modelització del problema, només ens interessen les òrbites que aquests 
defineixen. Això es deu a que les òrbites que segueixen afecten directament la finestra de 
visibilitat amb les diferents GS que intervenen en les instanciacions dels diferents escenaris 
dels problemes.  
A continuació, adjuntem la llista de SC que intervenen en les diferents instanciacions, així com 





(Advanced Releay TEchnology MISsion) 
 
 
SSC Number: 26863 
 
Missió i observacions: 
El satèl·lit Artemis és un satèl·lit de 
comunicacions de la ESA llançat el 2001 per 
una llançadora Ariane 5 des de la GS de 
Kourou.  
 
Per una errada a l’etapa superior del Ariane 
5, Artemis no va arribar a la òrbita 
geostacionària prevista, situació que es va 
corregir el 31 de gener del 2003, on es calculà 















CLUSTER II [7] 
(FM5 – FM8) 
 
 




Missió i observacions: 
El clúster de satèl·lits anomenat CLUSTER-II, 
està format per quatre satèl·lits (del FM5 al 
FM8).  
 
Actualment la missió del clúster és la 
investigació del magnetisme de la terra i la 
interacció amb el vent solar en tres 
dimensions. Aquesta missió acaba el 31 de 
desembre del 2014. 
 
Òrbita: 



















Missió i observacions: 
El satèl·lit ENVISAT era el successor del 
satèl·lit ERS, que va ser llançat el 2002.  La 
seva missió és aportar noves eines més 
avançades (com un radar d’imatges 
avançades) a les actuals eines del ERS. El 18 
d’abril del 2012 va deixar d’estar operatiu. 
 
Òrbita: 










ERS-2 [9][10]  
(European Remote Sensing) 
 
 







Missió i observacions: 
Els satèl·lits ERS-1 i ERS-2 van ser llançats al 
1991 i 1995 respectivament. Els dos estaven 
equipats amb radar d’imatge, altímetre i 
instruments per observar la superfície 
oceànica. A més l’ ERS-2 està equipat amb un 
sensor per comprovar la capa d’ozó.   
 
Tot i que actualment es troben fora de servei, 
en el cas del ERS-2 (des del 2 de setembre del 
2011), l’ STK es capaç de simular la òrbita i 
ens interessa bastant mantenir-lo a l’escenari 
en aquest cas. 
 
Òrbita: 







EUROPE* STAR 1 [11] 
(INTELSAT 12) 
 







Missió i observacions: 
Aquest satèl·lit es tracta d’un satèl·lit de 
comunicacions llançat al octubre del 2000 i 
amb una esperança de vida de 18 anys. La 
seva missió és provenir  comunicacions entre 
Europa, Índia, Nord Est d’Àfrica (Middle East), 














GIOVE A i B [12] 
(Galileo In-Orbit Validation Element) 
 







Missió i observacions: 
Aquests dos satèl·lits, operatius 
respectivament des de desembre de 2005 i 
abril de 2008, realitzen operacions de 
telemetria i de posicionament global. Aquests 
satèl·lits son els utilitzats per la ESA, per dur a 
terme la missió GIOVE, amb el sistema 
























(Gravity field and steady-state Ocean 
Circulation Explorer) 
 







Missió i observacions: 
Llançat el 17 de Març del 2009, aquest 
satèl·lit te la missió e mesurar el camp 
gravitacional de la Terra, per millorar el 
coneixement sobre la circulació oceànica.  
 
Òrbita: 




















Missió i observacions: 
Llançat el 17 d’Octubre del 2002, la missió del 
INTEGRAL fins al 31 de desembre del 2014, és 
mesurar la radiació gamma, tant a les fonts 
com  els seus efectes.  
 
Òrbita: 
Òrbita altament excèntrica respecte la terra 














(International Space Station) 
 







Missió i observacions: 
La estació espacial internacional, és un 
satèl·lit artificial habitable que va ser llançat 
al 1998, i que segueix a la llista d’ estacions 
habitables en òrbita com la MIR. En ella es 
realitzen diversos experiments de diferent 
tipologia i àmbit de cooperació internacional. 
 
Òrbita: 
Òrbita circular amb una inclinació de 51.6o 









LANDSAT 5 i 7 [17] 
(Landsat [enhanced] telematic Mapper) 
 







Missió i observacions: 
Els satèl·lits LANDSAT formen part d’una 
família de satèl·lits encarregats de la 
observació en alta resolució de la superfície 
terrestre. El LANDSAT 5 (també anomenat 
LANDSAT TM) continua operatiu des del 1985 
i el LANDSAT 7 (conegut com LANDSAT ETM) 
que va ser llançat al 1999, està plenament 
operatiu des del 2004.   
 
Òrbita: 












METEOSAT 7 i 8 [18] 
 







Missió i observacions: 
Els satèl·lits METEOSAT formen part d’una 
família de satèl·lits meteorològics 
geostacionaris, encarregats d’ aportar 
informació meteorològica continua i fiable. 
Hem elegit el METEOSAT-7 (que és el darrer 
de la primera generació) llançat en el 1997 i 
el METEOSAT-8 (el primer de la segona 











METOP - A [19] 
 







Missió i observacions: 
Els satèl·lits METOP de l’agència EUTMETSAT, 
formen part d’una xarxa de tres satèl·lits 
meteorològics, encarregats d’ aportar 
informació meteorològica continua i fiable, 
així com monitoritzar el clima global. El 
MetOp-A està actiu des del 2006. 
 
Òrbita: 













PROBA - 1 [20] 
 







Missió i observacions: 
El satèl·lit PROBA-1, llançat al novembre del 
2001, continua en funcionament. Després 
d’hibernar tot l’hivern del 2011, ha començat 
una nova missió per la universitat de 
Dinamarca (DTU), distingint entre les 
constel·lacions per mesurar la direcció de la 
radiació als “hotspots” induïts per aquesta.  
 
Òrbita: 











(X-ray Multi-Mirror - NEWTON) 
 







Missió i observacions: 
El satèl·lit XMM-NEWTON  es va llançar el 10 
de desembre del 1999 amb la missió 
d’explorar les fonts d’emissions de rajos X 
dels cossos celests, per entendre millor els 
orígens dels forats negres i altres fenòmens. 
 
Òrbita: 










2.3 Simplificació del problema 
 
Atesa la complexitat dels problemes reals, ens veiem obligats a simplificar les restriccions dels 
problemes reals per tal de realitzar un model matemàtic assolible. En els següents subapartats, 
definirem les decisions presses en la simplificació dels problemes reals, heretades del model 
matemàtic definit per Junzi Sun a la seva tesi [1] i en el qual ens basem per la realització del 
estudi comparatiu i la creació de les diverses aproximacions algorítmiques tractades en aquest.    
 
2.3.1 Simplificació en el nombre de GS i SC  
 
La primera simplificació re realitzarem, serà tenir en compte només les GS i els SC definits en 
els dos apartats anteriors. Com veurem posteriorment, definirem tres tipus d’ escenaris 
possibles (small, medium i large), on es consideraran un subconjunt del total de GS i SC 
inclosos en aquests dos punts. 
 
2.3.2 Simplificacions sobre els requeriments de les missions 
 
En el punt de la definició de les GS, hem introduït per exemple la simplificació en els temps d’ 
adquisició i pèrdua de la senyal (AOS-VIS i LOS-VIS). No obstant, en les instàncies reals 
continuen existint certs elements que afecten directament la planificació del “Ground-Station 
Scheduling”. A continuació, adjuntem una llista de les simplificacions tingudes en compte pel 
modelatge del problema, en el context de les missions. 
 No es tindran en compte els períodes d’ocultació de la lluna 
 A la finestra de visibilitat només es tindrà en compte el temps comprès entre AOS-TC i 
LOS-TC, deduït a través d’una inclinació de 10o de la GS respecte l’angle real per 
simular la diferència de temps.  
 Cada SC té com a mínim una comunicació possible amb almenys una GS per a cada dia. 
 A la definició de les finestres de temps de cada GS envers un SC, només existirà una 
entrada per dia, que anirà del AOS més petit a la AOS més la suma de duracions de la 
finestra de temps entre la GS i el SC per aquell dia. P.e.:  
 
GS SC AOS-VIS LOS-VIS TDur 











Es traduirà a: 
GS SC AOS-VIS LOS-VIS TDur 









 Cada Starcraft tindrà assignada una i solament una GS per a totes les comunicacions. 
 Les missions es consideraran factibles si compleixen el temps de les finestres de 
visibilitat i els temps de la finestra de requeriment de comunicació. Els altres objectius 
com minimitzar les col·lisions de comunicació sobre la mateixa GS i maximitzar l’ 
ocupació de les GS es consideren objectius secundaris. 
 El temps requerit per a cada Starcraft serà del període complet del dia, per evitar la 
col·lisió amb les finestres de temps.  
 
2.4 Modelatge matemàtic del problema 
 
Un cop definides les simplificacions tingudes en compte sobre el modelatge del problema. Tot i 
que la major part és heretada de la tesis de partida [1], hem realitzat alguns canvis en la 
definició del problema que explicarem més detalladament a continuació.  
 
2.4.1 Paràmetres d’entrada del problema 
 
Començarem pels paràmetres d’entrada del problema. Com observareu a la següent taula, 
utilitzarem els mateixos paràmetres d’entrada que la modelització del Problema den Junzi Sun 
*1+, no obstant, en aquella aproximació s’utilitzaven dos paràmetres més d’optimització que 
també s’havien de definir com a paràmetres d’entrada i que no estaven definits en el model. 
Aquests dos paràmetres s’anomenen t_dur_min i t_dur_max, i els podeu trobar a la 
primera pàgina del codi de l’annex, on la solució inicial contempla aquests dos paràmetres per 
la seva generació.  
Aquesta és precisament un dels canvis introduïts respecte la definició del problema, atès que 
aquells valors limitaven la creació de comunicacions més llargues o més curtes, i havien de ser 
modificats de manera manual en la definició del problema. En la modelització del problema 
que he utilitzat s’ha tret qualsevol referència a ambdós  paràmetres. 
 
Taula 2.1: Paràmetres d’entrada del problema 
Paràmetre Descripció 
SC{i} Llista d’ Starcrafts a planificar 
GS{g} Llista de Ground Stations a planificar 
Ndays Número de dies que durarà la planificació 
TAOS-VIS(i)(g) Temps a partir del qual una GS veu un SC 
TLOS-VIS(i)(g) Temps a partir del qual una GS per la senyal d’un SC 
TReq(i) Temps de comunicació requerit per a cada starcraft 
 
  




2.4.2 Paràmetres de sortida del problema 
 
No realitzarem cap canvi respecte els paràmetres de sortida del problema, a part de comentar 
que existeix un tercer fitness, que definirem per a cada algoritme, que és l’ heurístic que 
acabarà determinant quina solució és la millor. Aquest paràmetre de sortida s’autocalcula a 
partir dels 4 fitness, tot i que la fórmula del càlcul varia (o pot variar) per a cada algoritme.  
També comentar que un dels canvis introduïts en la nova versió de l’algoritme, és la 
normalització dels fitness, per a que estiguin compresos de 0 a 100, tot i que posteriorment 
entrarem en més detall.  
 
Taula 2.2: Paràmetres de sortida del problema 
Paràmetre Descripció 
TStart(i)(g) Temps en el que comença la comunicació entre l’ SC (i) i la GS (g) 
TDur(i)(g) Temps de duració de la comunicació entre l’ SC (i) i la GS (g) 
SC-GS(i) GS assignada a cadascun dels SC. 
FitLessClash Nivell d’aptitud (fitness) de l’objectiu de minimitzar les col·lisions de 
comunicacions de dos o més SC en una mateixa GS per un període de 
temps concret. Els valors estaran compresos entre 0 i 100. 
FitTimeWin Nivell d’aptitud de l’objectiu de complir les finestres de visibilitat 
establertes per cada parell de GS i SC durant la comunicació. Els valors 
estaran compresos entre 0 i 100. 
FitReq Nivell d’aptitud de l’objectiu de complir les els temps de comunicació 
requerits per la missió. Els valors estaran compresos entre 0 i 100. 
FitGSU Nivell d’aptitud de l’objectiu de maximitzar l’ocupació de les GS. Els 







































3.1 Generació de les dades d’entrada mitjançant l’ STK 
3.1.1 Que és l’ STK? 
 
El Satellite Tool Kit, al qual a partir d’ara anomenarem per les seves sigles STK, és una eina 
analítica de la empresa AGI (Analytical Graphics, Inc.), que permet als enginyers i científics 
realitzar anàlisis complexos de la terra, mar, aire i actius espacials en una solució integral.  
El nucli de del STK és un motor geomètric dissenyat per determinar de manera dinàmica la 
posició i la altitud dels elements, determinant les relacions espacials entre tots els objectes 
sota la consideració de cada escenari generat, inclús per aquelles relacions amb un número 
complex de restriccions simultànies.   
 
3.1.2 Com podem generar la informació de la visibilitat? 
 
Per tal de poder calcular la visibilitat entre les GS i els SC, s’han de seguir una sèrie de passos 
que passem a llistar a continuació: 
1. Primerament s’ha de crear un nou escenari amb la data d’inici i la data de fi que 
considerarem a la simulació. Els escenaris que generarem seran tots de 10 dies, que 
aniran de:  
 
a. Inici:   18 Mar 2012 11:00:00.000 
b. Fi:        28 Mar 2012 11:00:00.000  
 
 
2. Un cop creat l’escenari, haurem d’ inserir les GS. Aquestes es poden inserir des del 
menú: Insert > New...  > Seleccionar Facility > Seleccionar “From AGI Data Federate” >  
prémer el botó “Insert...”> Cercar la GS que volem introduir > Finalment, prémer el 
botó “Open”. 
 






3. A continuació repetirem el procés per a cadascuna de les estacions de terra (GS) que 
volem afegir. 
4. Un cop introduïdes totes les GS, procedirem a introduir tots els SC del model. Per a fer-
ho, entrarem al menú:  Insert > New...  > Seleccionar Satellite > Seleccionar “Select 
from Satellite Database” >  prémer el botó “Insert...”> Cercar el SC que volem introduir 





5. Un cop tenim tots els elements de l’escenari, podrem observar a la pantalla “2D 
graphics window”  la simulació de l’escenari amb les òrbites definides de cada SC. En 
cas de no veure la pantalla següent, haureu d’accedir al menú: View > i prémer la 
opció “New 2D Graphics Window”, on ens apareixerà la següent pantalla:  
 
Nota: Per començar la simulació només s’ha de prémer el play de la part superior. 
 








6. A l’estat actual, podem veure les òrbites dels SC i la posició respecte les GS. No 
obstant, encara queda generar la informació analítica de cada GS respecte cada SC. 
Aquests càlculs els realitza el programa des dels menú: Analysis > Access > 
Seleccionant una GS amb el botó “Select Object...” > Seleccionar la llista de satèl·lits 




7. Finalment, només quedarà prémer el botó “Access...” a la pantalla anterior tant a 
l’apartat “Reports” com a l’apartat “Graphs”, per generar respectivament una taula 
(que desarem en format SCV) amb el AOS-VIS i el LOS-VIS de la GS seleccionada per a 
cadascun dels SC seleccionats, i un gràfic amb la mateixa informació. Aquest CSV és el 
que utilitzarem com a entrada per al nostre programa, un cop fet un tractament previ 








3.1.3 Com convertir la informació  generada per l’ STK a entrades 
valides pel programa? 
3.1.3.1 Definició del format d’entrada  
 
La entrada de dades de tots els algoritmes s’ha modificat per a que en comptes d’un conjunt 
de documents en format CSV, la entrada de dades es realitzi mitjançant un sol XML. La 
motivació d’aquest canvi és que de totes formes els CSV que genera l’ STK s’havien de tractar 
per convertir-los en entrades vàlides pel programa, i l’ XML és un format més versàtil que 
permet la validació de les dades i l’accés a determinada informació sense haver d’accedir de 
manera seqüencial. 
El format d’entrada té la següent estructura: 
<?xml version="1.0" encoding="utf-8"?> 
<problem> 
 <!-- Problem basic info --> 
 <basic nGS="" nSC="" nDays="" /> 
 
 <!-- Satelite visibility --> 
 <visibility> 
  <timewindow GS="" SC="" tAos="" tLos="" /> 
 </visibility> 
 
 <!-- Satelite comunication requirements --> 
 <requirements> 




A continuació, adjuntem una taula amb la definició de cadascun dels elements i els seus 
atributs: 
TAG TAG pare Descripció 
Atributs 
Nom Descripció 
Problem - TAG principal - - 
Basic Problem 
Informació bàsica del 
problema 
nGS Número de GS 
nSC Número de SC 
nDays Número de dies 
Visibility Problem 
Llista amb la visibilitat 




Element de la llista de 
visibilitat 
GS ID de la GS 
SC ID del SC 
tAos Temps d’inici de la 
visibilitat 
tLos Temps de fi de la 
visibilitat 
  





Llista amb el temps 
requerit de comunica. 
De cada SC. 
- - 
communication Requirements Element de la llista de 
comunicacions 
SC ID del Starcraft (SC) 
tBeg Inici del període de 
temps del requeriment 
tEnd Final del període de 
temps del requeriment 
tReq Temps requerit 
 
3.1.3.2 Eina de conversió 
 
S’ha realitzat una eina, adjunta a la part d’utilitats del codi de la memòria, que és la 
encarregada d’unir els diferents CSV de sortida de l’ STK i convertir-los en una entrada vàlida 
del programa en format XML.  
No obstant, vull remarcar que aquesta classe és per un ús intern i que actualment requereix 
actuacions manuals per a cada conversió, atès que no forma part dels algoritmes de resolució 
dels problemes plantejats.   
 
3.1.4 Altres mètodes utilitzats per la generació de les proves 
 
Atès el gran volum de proves que hem tingut en compte en aquest estudi: 
 16 instàncies petites de 5 estacions de terra (GS), 10 satèl·lits o naus (SC) i 10 dies 
planificats. 
 16 instàncies mitjanes de 10 estacions de terra (GS), 15 satèl·lits o naus (SC) i 10 dies 
planificats. 
 16 instàncies grans de 15 estacions de terra (GS), 20 satèl·lits o naus (SC) i 10 dies 
planificats. 
 
Seria inviable crear els 48 escenaris amb els diferents conjunts de valors, intervals de temps, 
definició de temps de requeriments per a cada missió, calcular la visibilitat de cada estació 
amb cada satèl·lit i posteriorment adaptar la sortida del STK (tot i disposar de l’eina esmentada 
en el punt anterior), ...  
Per això, per a la realització dels diferents plans de proves hem realitzat només un cas real per 
a cada tipus d’instància: petita, mitjana i gran, amb un cas real, a partir d’un escenari real amb 
les GS i els SC adjunts en el capítol 2. La resta de proves s’han realitzat amb una eina, 
novament d’ús intern, que genera visibilitats aleatòries i temps de requeriments aleatoris. 
A més, s’ha adaptat l’algoritme per a que totes les instàncies tinguin una solució a la 
planificació on almenys es compleixin el  FitTimeWin i el FitReq.    




3.1.5 Descripció del joc de proves 
 
En aquest apartat explicarem amb més detall el joc de proves de l’aplicació. Tal i com hem 
comentat a l’anterior punt, tindrem tres tipus d’instàncies: 
 Instàncies petites (small) 
 Instàncies mitjanes (medium) 
 Instàncies grans (large) 
 
Cadascuna d’aquestes instàncies es composa de 16 proves separades en: 
 Les proves de la  1 a 15 generades aleatòriament a partir del codi adjuntat a la carpeta 
útils i que assegurem que tenen solució per la distribució balancejada del problema.  
 La prova 16, generada a partir del STK, que es força més complexa que la resta de 
proves.  On la prova 16 de les instàncies grans, tindrà com entrada les dades 
generades per l’ STK de les estacions de terra i els satèl·lits esmentats respectivament 
al punt 2.1.3 i 2.2.1 de la memòria. 
 
De cara a les proves, observarem que mai s’arriba a trobar la solució factible de la prova 16. 
Això es deu a que s’hauria d’augmentar bastant el nombre d’iteracions per a resoldre aquest 
problema, no obstant, és una bona prova per observar com es comporten els algoritmes com a 
optimitzadors.  




Número de Ground Stations 5 
Número de Satèl·lits 10 




Número de Ground Stations 10 
Número de Satèl·lits 15 




Número de Ground Stations 15 
Número de Satèl·lits 20 
Número de dies  10 





























4.1 Definicions generals comunes a tots els algoritmes 
4.1.1 Codificació de la solució 
 
El primer pas en la resolució dels problemes mitjançant l’ utilització d’ algoritmes genètics, és 
la codificació de les solució en una estructura computable. En el cas dels algoritmes genètics, 
utilitzarem la mateixa codificació a tots els algoritmes, coincident amb l’estructura definida a la 
tesis de la que partim [1]. 
Aquesta codificació es composa de dos cromosomes, als que anomenarem cromosoma A i 
cromosoma B. La definició d’aquests és la definida a continuació: 
 
Cromosoma A:                        Cromosoma B: 
 
 
               
               
   
               
      
           
           
 
     
 
      
  
 
El cromosoma A representa el vector de comunicacions, on SC[i] correspon a l’identificador 
del SC, el TStart representa el començament de la comunicació en minuts i finalment, el Tdur 
representa el temps de duració de la comunicació en minuts.  
El cromosoma B representa el vector d’assignació a recursos, on cada SC[i] (que correspon a 
l’identificador del SC), te assignat una GS[gi]  corresponent a l’identificador de la GS associada 
a aquell SC.  
Nota: Recordem en aquest punt que una de les premisses de simplificació dels problemes 
d’entrada, era que un SC s’assigna a una GS i només a una GS en tota la planificació.  
 
Atès que la decisió d’implementar la solució en C++, permet una gestió més eficient de la mida 
reservada per les variables, a continuació definirem la estructura utilitzada per codificar la 
solució.  
 
4.1.1.1 La classe matrix 
 
Per la codificació tant dels paràmetres d’ entrada com dels paràmetres de sortida, s’ha creat 
estès la template class matrix,  situada al fitxer no_leda.cc. Aquesta classe implementada 
mitjançant els vectors de la llibreria estàndard de C++ (STL), aporta tots els mètodes necessaris 
pels tractaments dels cromosomes. A més, també s’han creat alguns algoritmes per a la 
ordenació eficient de l’estructura, o per generar permutacions aleatòries de vectors.  




4.1.1.2 Estructura del cromosoma A 
 
Per les diverses raons esmentades a la tesi de Junzi Sun [1], hem decidit mantenir el format de 
codificació del cromosoma A, utilitzant enters positius en la representació, en comptes de la 
codificació mitjançant valors binaris.  
matrix<unsigned int> chromosomeA; 
On el nombre de files correspon a al producte del nombre de satèl·lits pel nombre de dies, el 
nombre de columnes és un valor constant de 3 i els valors de cada posició estan codificats 
segons la definició del punt 4.1.1. 
S’ha decidit optar per l’ unsigned int, en comptes de l’ unsigned short, atès que tenint 
en compte que aquest darrer té un rang de 0 to 65.535, això implica que només podríem 
planificar problemes d’una duració màxima de 45 dies i mig, xifra que surt de dividir els 65.535 
del màxim valor, pels 1440 minuts per dia.  
 
4.1.1.3 Estructura del cromosoma B 
 
En quant al cromosoma B, la codificació correspon a un vector   
vector<unsigned short> chromosomeB; 
On el nombre de files correspon a el nombre de satèl·lits, i els valors de cada posició estan 
codificats segons la definició del punt 4.1.1. 
En aquest cas s’ha decidit optar per l’ unsigned short en comptes de unsigned char, no 
perquè el rang sigui limitat atès que aquest va de 0 to 255, sinó per problemes a l’hora de 
representar els valors i fer certes operacions, on s’ha de recórrer constantment a conversions 
per a que no ho detecti com un símbol en format ACII.  
 
4.1.2 Població inicial 
 
S’ha modificat la creació de la població inicial pels quatre tipus d’algoritmes genètics tractats a 
l’estudi comparatiu, per afegir més diversitat a la població. L’efectivitat d’un GA es veu 
directament afectada per com escollim la nostre població inicial, atès que si no hi ha diversitat 
a la població, els fills heretaran les mateixes característiques iteració rere iteració, quedant-se 
en màxims locals. 
La generació de la població inicial tractada en els estudis comparatius, també es basa en la 
generació aleatòria dels cromosomes, però de manera controlada. És a dir, seqüencialment 
s’aniran generant individus aleatoris distribuïts a diferents períodes de temps, assegurant la 
màxima cobertura de tot el dia a planificar. A continuació es mostra una figura amb els passos 
que segueix l’algoritme per a la generació de les solucions inicials.  





Fig. 4.1 – Mètode de generació de les solucions inicials 
 
MÈTODES:  
Random First: El primer mètode, Random First, genera la solució inicial amb intervals situats a 
la primera meitat de cada dia, és a dir: 
                      
 
   
                 
                     
         
 
                
On    és el nombre d’ SC que s’ha definit al problema, i MINPERDAY és una constant que 
ens indica el nombre de minuts per dia.  
Random Last: El segon mètode, Random Last, genera la solució inicial amb intervals situats a 
la segona meitat de cada dia, és a dir: 
                      
 
   
                 
                   
         
 
                            
Random Medium: El tercer mètode, Random Medium, genera la solució inicial amb intervals 
que van des del primer terç al segon terç de cada dia, és a dir: 
                      
 
   
                 
                   
         
 
 
           
 
                
Random Altern: El quart mètode, Random Altern, que genera els intervals parells amb el 
mètode Random First i els intervals senars amb el mètode Random Last.  




Random: El darrer mètode, que genera els intervals en el rang complet disponible.  
                      
 
   
                 
                                                
 
La generació del camp TDur[i] també és realitzarà de manera aleatòria, a partir del valor 
assignat anteriorment al       , mitjançant la següent equació.  
  
                      
 
   
                 
                                                  
 
D’aquesta manera ens assegurarem que les solucions estiguin dins de l’espai de solucions.  
 
4.1.3 Creuament (Crossover) 
 
En quant a la funció de crossover (creuament), s’ha  mantingut la decisió de Junzi Sun*1+, 
d’utilitzar diversos punts de creuament, atesa la grandària del cromosoma amb el que 
treballem. De fet, si bé a l’exemple que ell exposava la longitud del cromosoma era de 56 files, 
en les instancies grans del problema la mida del cromosoma arriba fins a 150 files.  
 
Noteu que la elecció de quins individus es creuen amb quins altres, depèn directament de la 
elecció del mètode de selecció, que varia a cada algoritme. De manera que en el punt específic 
de cada algoritme tornarem a fer referència a aquest mètode de forma específica a l’algoritme 
utilitzat. 
 
Fig 4.2 – Crossover per 4 punts del cromosoma A [1] 




4.1.4 Mutació (Mutation) 
 
L’operador de mutació també s’ha modificat respecte l’ algoritme base, canviant la generació 
aleatòria dels elements mutats per l’ operador mutador gaussià, també anomenat (GMO).  
 
D’aquesta manera tenim més control sobre la mutació, en el que en una primera fase de 
l’algoritme realitzarà mutacions més fortes (fent l’algoritme més exploratiu) i posteriorment 
rebaixant la desviació per que actuï de manera més explotativa.  
 
Per a fer-ho, s’ha creat la funció gaussrand que donada la mitjana i la desviació, et genera un 
nombre gaussià aleatori. Aquesta es troba a la llibreria no_leda.cc . 
 
El fet de que la generació gaussiana retorni nombres negatius, també a obligat a modificar 
l’operador de mutació per a que les solucions sempre es trobin dins de l’espai de solucions, i 
siguin correctes (no implica però que siguin factibles).  
 
 
fig 4.3 – Exemple de mutació cromosoma A [1] 
 
4.1.5 Canvis en la obtenció del Fitness  Multi-objectiu 
4.1.5.1 Canvis generals 
 
Un dels canvis més importants que he realitzat sobre l’algoritme base, és en els càlculs dels 
quatre fitness. En l’ algoritme proposat per Junzi Sun, dividia la obtenció dels fitness en dos 
tipus, els que modifiquen l’estat del cromosoma i els que només consulten les dades sense 
realitzar cap modificació. Això provocava que en certs cassos l’algoritme finalitzés amb 
comunicacions amb cero minuts de duració, que lògicament, feia que el FitWin i el FitLessClash 
sempre fossin correctes, però que tenia les següents contrapartides:  




1. Per instàncies grans, la gran majoria dels gens del cromosoma A acabaven amb valor 
cero. Això es deu a que un cop una comunicació es posa a cero minuts, és molt difícil 
augmentar el valor de la comunicació sense incomplir el FitWin i el FitLessClash.  
2. No permet la computació en paral·lel de tot l’algoritme, havent de fer de forma 
seqüencial la obtenció del FitWin i del FitLessClash, i posteriorment   
 
En el nostre cas i sota el risc de generar més freqüentment solucions no realitzables (feasible), 
hem decidit que els fitness siguin només de consulta,  poden obtenir el càlcul paral·lelament 
pels quatre indicadors. L’esquema doncs, quedaria de la següent manera: 
 
 
Fig 4.4. Càlcul del fitness total 
 
 
El càlcul del fitness total, també variarà respecte el de la solució de la que partíem, on a causa 
de la decisió de disseny de l’algoritme (on sempre es complien els objectius FitWin i del 
FitLessClash), només es comptabilitzaven els valors de FitReq i FitGSU.  
 
Després de l’estudi compartiu, hem arribat a la conclusió de que el millor heurístic per generar 
solucions òptimes es troba en la següent proporció: 
                         
                  
                         
 
On tots els fitness estan normalitzats i els seus valors estan compresos entre 0  i 100 unitats. 




4.1.5.2 Canvis en la obtenció del FitWin  
 
El FitWin és el fitness encarregat d’avaluar si les comunicacions dels SC es troben dins dels 
períodes marcats per les finestres de temps, definides com a restriccions en els paràmetres 
d’entrada del problema.  
L’únic canvi respecte la obtenció del FitWin, apart de que no modificarà l’estat del cromosoma 
A, resideix en la normalització del seu valor per a que valgui de 0 a 100.  
El càlcul del nou valors es calcularà doncs de següent manera: 
                                    
 
   
 
      
                                              
      
    
        
         
 
      
On         és la finestra d’accés (Access Window) per la estació de terra g i el satèl·lit i, i 
TStart(s) and TEnd(s) corresponen a l’inici i al final de cada finestra d’accés, i N és el nombre de 
files del cromosoma A.  
 
4.1.5.3 Canvis en la obtenció del FitReq  
 
El FitREQ és el fitness encarregat de comprovar si s’han realitzat totes les comunicacions 
requerides com a restriccions d’entrada del problema, pels períodes de temps indicats.  
Novament, l’únic canvi respecte la obtenció d’aquest fitness serà la normalització del seu 
valor, per a que es trobi en el rang de 0 a 100.  
El càlcul del nou valors es calcularà doncs de següent manera: 
                                                     
                   
 
   
 
      
                        
      
  
        
         
 
      
 
 




4.1.5.4 Canvis en la obtenció del FitLessClash  
 
El FitLessClash és l’ encarregat de comprovar el nombre de col·lisions que existeixen entre les 
comunicacions de la solució. Aquest, s’ha canviat lleugerament per adaptar-lo al cas del Multi-
GS, atès que tal i com estava implementat, només feia la comprovació si la GS de la 
comunicació n i n+1 coincidien, podent donar un valor correcte quan existia més d’una 
col·lisió. 
Els passos pel càlcul del fitness doncs, son els següents: 
 Separar les comunicacions per a cada recurs utilitzat (GS) 
 Ordenar individualment les comunicacions dels satèl·lits assignades a cada GS de 
menor a major, pel         
 Per les comunicacions associades a cada GS per separat, realitzar els següents càlculs: 
 
      
                                  
                                   
  
 
              




Nota: S’ha afegit una correcció en la formalització, atès que com les comunicacions es 
comproven 2 a 2, el sumatori només arribarà a N – 1, sent N el nombre de files del 
cromosoma A.  
 
4.1.5.5 Canvis en la obtenció del FitGSU   
 
El darrer fitness, anomenat FitGSU és l’ encarregat de comprovar la ocupació de les GS, que 
intentarem que sempre sigui el màxim valor possible per la optimització de recursos. En aquest 
cas, el càlcul del valor es mantindrà com fins el definit a la solució base[1], que adjuntem a 
continuació: 
 
        
         
 
   
           
 
   
 
 
On N correspon al nombre total de comunicacions (files del cromosoma A), G és el nombre 
total de GS definit com a entrada del problema i finalment,        és el màxim total disponible 








4.1.6 Skelleton de la llibreria MALLBA 
4.1.6.1 Què és el projecte MALLBA? 
 
El projecte MALLBA [22], fundat pel  CICYT (Consejo Interinstitucional de Ciencia y Tecnología),  
és un projecte construït a partir de tres subprojectes desenvolupats per la Universitat de 
Màlaga (UMA), la universitat de La Laguna (ULL) i la Universitat Politècnica de Catalunya (UPC). 
El seu nom de fet, prové precisament de (MAlaga + La Laguna + BArcelona). 
Aquest projecte ha desenvolupat conjunt d’ skelletons dels algoritmes heurístics i exactes més 
coneguts,  implementats de manera transparent, eficient, genèrica i fàcil d’estendre, a més de 
permetre la seva execució tant en entorns seqüencials, com en entorns LAN i WAN [23] 
 
4.1.6.2 Definició de l’skelleton de la llibreria MALLBA i decisions d’implementació 
 
A la següent figura adjuntem el diagrama de classes de la llibreria MALLBA per la resolució dels 
algoritmes genètics: 
 
Aquest skelleton, diferencia entre dos tipus de classes. D’una banda tenim les classes 
“provided” que son les que  formen part del nucli del programa i que per tant, no s’han de 
modificar. Aquestes classes estan àmpliament provades i son lo suficientment genèriques com 
per poder adaptar-se a qualsevol canvi de les classes “required” (sobre les que ara parlarem). 
 
4.1.6.2.1 Definició de les classes provided 
 
A continuació llistem les classes “provided”, així com una breu descripció de la seva 
funcionalitat dins l’algoritme. 
 Setup: La classe Setup, és la encarregada  de emmagatzemar tots els paràmetres de 
configuració de l’ algoritme, tal com el nombre de passos evolutius, la mida de la 
població o la probabilitat de mutar o creuar-se dels individus de la població. Tot i 




que deixa un paràmetre del tipus String per la gestió dels paràmetres de l’usuari, així 
com una instància oberta per ajustar la configuració per defecte. 
 
 Solver: La classe Solver és la classe abstracta que conté tota la lògica de control de 
l’algoritme, agafant com a entrada un problema i una configuració. Aquesta aporta 
tots els paràmetres i funcions necessàries pel control i l’ anàlisi de l’algoritme. 
 Solver_Seq: La classe Solver_Seq és la encarregada d’ implementar tots els mètodes 
abstractes de la classe solver. 
  
4.1.6.2.2 Definició de les classes required 
 
Les classes marcades com a required, son les classes a implementar. Alguns mètodes 
d’aquestes classes ja venen implementats a la plantilla (skelleton), no obstant, aquest son 
modificables. A continuació llistem les classes required, així com una breu explicació del que 
aquestes haurien de contenir. 
 Problem: Aquesta classe conté tota la informació relacionada amb la modelització 
matemàtica del problema, en el nostre cas, contindrà totes les restriccions de la 
finestra de visibilitat i de temps de comunicació requerit per cada satèl·lit, així com 
el nombre de GS, SC i Dies que haurà de tenir la planificació. 
 
Per la codificació de la matriu de visibilitat de les Ground Stations, utilitzarem una 
matriu (classe que hem introduït al punt 4.1.1.1), on les files corresponen a les GS, 
les columnes als SC, i on cada posició conté un vector de l’ estructura pròpia: 
Visibility, definida com segueix: 
 
struct Visibility { 
unsigned int tAos; 
    unsigned int tLos; 
};  
 
I que conté el períodel TAOS i el TLOS de la finestra d’ accés entre la GS i el SC de la 
posició corresponent. La definició de la matriu de visibilitat doncs, és la següent: 
 
matrix<vector<Visibility> > SatVis; 
 
Per la codificació de la matriu de comunicacions requerides per a cada SC en canvi, 
hem decidit crear un vector de vectors, atès que la longitud de cada fila és variable, 
en no ser una precondició que un SC s’hagi de comunicar com a mínim un cop al dia. 
 
Novament a més, per definir cada comunicació utilitzarem la estructura pròpia 
Communication, que té la següent definició: 
 
 




struct Communication { 
unsigned int tBeg; 
    unsigned int tEnd; 
unsigned short tReq; 
}; 
 
Que conté on tBeg i tEnd  defineixen respectivament l’inici i el final del període de 
temps, en el que el satèl·lit ha de comunicar-se durant tReq minuts. Noteu que hem 
escollit un  unsigned short per tReq, atès que mai superarà els 1440 minuts que 
té un dia.  
 
Les altres tres variables que controlen la definició bàsica del problema, és a dir: 
 El nombre de GS 
 El nombre de SC 
 El nombre de dies 
Es defineixen respectivament com a: 
 unsigned short nGS; 
 unsigned short nSC; 
 unsigned short nDays; 
 
 
 Solution: La classe Solution conté tota la informació necessària per la modelització 
d’un individu de la població. En el nostre cas, una solució estarà composada pels 
cromosomes A i B (que contenen la matriu de comunicacions resultants i el vector 
d’assignacions de GS als SC respectivament), a més d’informació respecte el seu 
fitness (desglossat en el FitTot, el FitWin, el FitLessClash, el FitReq i el FitGSU). 
 
La codificació de la solució s’ha tractat en el punt anterior, on era necessari definir 
els cromosomes i els fitness per parlar de les operacions sobre ells i realitzar el 
modelatge matemàtic. 
 
 Population: Aquesta classe és la encarregada de gestionar la població (que podríem 
veure com una agrupació d’individus), i manté informació relacionada amb aquest 
com la millor i la pitjor solució, el millor i el pitjor fitness, ... Cal remarcar que la 
implementació per defecte d’aquesta classe, està preparada per l’algoritme Steady 
State, simplement indicant al programa que la població intermèdia  és menor que la 
població actual.  
 








4.2 Algoritme genètic base 
En aquest apartat, parlarem de les decisions i canvis específics de l’algoritme base, 
concretament del procés de selecció i del procés de substitució.  
 
4.2.1 Procés de selecció i de substitució 
 
La diferència més important entre els diferents algoritmes presentats a l’estudi comparatiu, és 
que l’algoritme genètic base fa una substitució completa dels individus de la població. Això 
implica que  a cada iteració, tota la població pare és substituïda per la població filla.  
El fet de substituir la població cada vegada, fa que haguem de treballar amb un volum més 
gran d’individus que amb les seves variants SSGA o StGA, amb el conseqüent cost 
computacional.  
Aquest fet és veu accentuat a més, pel mètode de selecció utilitzat en l’algoritme base. Aquest 
mètode, anomenat “Over production and Survival constrained method”[1], es basa en la 
creació d’una població intermèdia k vegades més gran que la població pare, mitjançant 
diferents regles de selecció de manera personalitzada. Després, un cop generada la població 
intermèdia, s’utilitza un mètode de selecció senzill per la tria dels millors individus de la 
població.  
En el cas de l’ algoritme base, partim d’una població de 20 individus i  una població intermèdia 
quatre vegades més gran. El mètode de producció dels fills segueix el següents passos: 
 La població original es copia a la població intermèdia 
 La segona i la tercera poblacions seran el creuament de la millor solució amb la resta 
de la població 
 Finalment la darrera població serà el creuament aleatori dels elements de la 
població entre sí. 
Finalment, l’algoritme de selecció utilitzat per escollir els 20 individus que formaran part de la 
següent generació, consisteix simplement en escollir els individus amb un fitness més alt.  
 




4.2.2 Punts forts i febleses abans de l’estudi comparatiu 
 
Punts Forts Punts Febles 
Especialment bo mantenint la diversitat de la 
població original. 
Necessita més recursos que la resta 
d’algoritmes genètics comparats, en utilitzar 
quatre còpies de la població inicial en la 
generació de la població filla.  
 Més temps d’execució, per les mateixes raons 
del punt anterior. 
 
4.3 Algoritme genètic Steady State 
 
En aquest punt, parlarem de les decisions i canvis específics de l’algoritme SSGA,  novament 
centrant-nos en el procés de selecció i del procés de substitució. 
 
4.3.1 Procés de selecció i de substitució 
 
Com hem comentat anteriorment, l’algoritme SSGA (Steady State Genetic algorithm) es 
diferencia de la versió base, en la política de selecció. Mentre que l’algoritme base reemplaça 
tots els membres de la població original, la versió SSGA només en reemplaça uns quants cada 
vegada, tal i com podem veure en els següents gràfics comparatius [3][24]: 
 
D’aquesta manera només treballem amb un subconjunt estricte a la vegada, que sol ser d’ un a 
cinc individus, evitant el cost extra de memòria i recursos de la CPU de copiar tota la població i 
realitzar el crossover i les mutacions per a tota la població.  
No obstant, aquesta variant té un problema important. Aquest problema és que depenent la 
política de selecció i de reemplaçament que es segueixi, es pot eliminar la heterogeneïtat de la 
població en poques iteracions. Per exemple, una política de selecció valida per altres 
algoritmes com pot ser el mètode d’ Linear Ranking, on un nombre N d’individus competeixen 
per ser els millors (seguint una política elitista), pot fer que ràpidament fem fora solucions 
parcialment bones,  els gens de les quals mai arribaran a creuar-se amb la població per una 
eliminació prematura, obtenint sempre màxims locals. 




L’algoritme de selecció escollit, s’anomena Roulette Wheel Selection. Aquest mètode 
estocàstic, es basa en que tots els individus tinguin una oportunitat de ser escollits, però de 
manera proporcionada i semi aleatòria (a diferència de la “Random selection” sobre la qual no 
tenim cap control).  
La base es que els elements amb un major valor de fitness, tindran major probabilitat de 
sobreviure que els individuals més dèbils, replicant els processos de la naturalesa [25] . 
Concretament la probabilitat segueix la següent fórmula: 
    
    
     
 
   
 
On N és en nombre de solucions, Fiti és el fitness de la solució i-éssima i Pi la probabilitat de ser 
escollida. 
A continuació adjuntem un gràfic on es pot veure un exemple d’execució del mètode de 
selecció, on l’ individu 3 seria l’individu amb un major fitness, i l’ individu 2 el que te un menor 
fitness. Posteriorment, un cop definits els percentatges, es generaria un nombre aleatori 
(simulant el gir de la ruleta d’un casino), que pot caure en qualsevol dels sectors, escollint un 
individu o un altre de la població: 
 
Aquest mètode ens permet evitar o almenys retardar la eliminació de la heterogeneïtat de les 
solucions inicials. No obstant, s’ha de tenir en compte que si una solució ocupa una gran part 
del total de la roda (te un fitness exageradament més gran que els de les altres solucions), és 
molt probable acabar de nou amb un màxim local, per fet de que la probabilitat de que es 
seleccioni una altre solució és ínfima.  
Punts Forts Punts Febles 
Millora el temps i la càrrega de computació En molts cassos es perd la heterogènia dels 
individus de la població. 
 Necessita moltes iteracions per trobar una 
bona solució. 




4.4 Algoritme genètic Struggle  
 
En aquest apartat, parlarem de les decisions i canvis específics de l’algoritme StGA, 
concretament del procés de selecció, del procés de substitució i de la funció de similaritat.  
 
 
4.4.1 Procés de selecció i de substitució 
 
Tal i com hem introduït  a la primera part de la memòria, la variant StGA (Struggle Genetic 
Algorithm) es basa en la variant Steady State però amb una diferència important que, 
novament, es troba en el procés de substitució. 
Aquesta variant de l’algoritme SSGA, es basa en la substitució de l’ element més similar de la 
població, sempre i quant el fill generat tingui un major fitness que el fill generat [24].  
 
Noteu que a la figura, la variant Struggle només reemplaça una solució a la vegada. Això degut 
a que per la versió normal de l’ algoritme (sense la optimització per funcions de hash) cada 
individu s’ha de comparar amb tota la població, per determinar la distància de cada solució 
amb la solució filla que volem injectar a la població original, augmentant força el cost de la 
iteració per a cada element afegit a la població intermèdia.  
 
En aquest cas, com l’algoritme preserva la heterogeneïtat de les solucions, si que podem 
utilitzar un mètode de selecció altament elitista (com el Linear Ranking), sense perdre o 
retardant la heterogeneïtat d’aquesta. No obstant, hem decidit utilitzar el mètode 
NTournament amb k = 4, que continua sent elitista però amb un punt d’aleatorietat.  
 
A grans trets, els passos que segueix aquest mètode son els següents: 
 Fins que no omplim la següent generació  
o Seleccionar k individus aleatoris de la població. 
o Seleccionar l’individu amb major fitness dels k seleccionats 
 Repetir el procés. 
 




4.4.2 Funció de similaritat 
 
Tot i que detallarem aquest punt més endavant en la memòria, concretament a l’estudi 
compartiu dels algoritmes genètics, la funció de similaritat que millor és comporta en termes 
de qualitat / temps és la distància euclidiana, que és la que hem escollit per realitzar el pla de 
proves. 
Tot i que la funció de similaritat per distància de Cosine és molt sotilment millor, aquesta té un 
cost computacional bastant més alt, de manera que seleccionarem la distància euclidiana com 
la millor funció de similaritat base.   
El paràmetre utilitzat per codificar la funció de similaritat serà el TStart, que és el que aporta 
més informació respecte el tot el cromosoma. S’han provat combinacions unificant la distància 
de diferents paràmetres, així com del cromosoma B, però aquest canvis augmentaven bastant 
el temps d’execució per, finalment, no aportar una millora aparent. 
 
4.4.3 Punts forts i febleses abans de l’estudi comparatiu 
 
Punts Forts Punts Febles 
Corregeix en gran mesura els problemes de 
manteniment de la heterogeneïtat de les 
solucions de la població original, que te la 
variant SSGA. 
Tot i que a nivell computacional és menys 
pesat que l’algoritme base, aquest consumeix 
més que la versió SSGA. 
 Requereix comprar cada fill amb tota la 
població 
 
4.5 Algoritme genètic Struggle (Hash) 
 
En aquest apartat, parlarem de les decisions i canvis específics de l’algoritme StGA optimitzat 
amb la utilització de funcions de Hash. En aquest cas, només entrarem en la part específica de 
les funcions de Hash, així com les estructures de dades addicionals que necessitarem per 
optimitzar els càlculs. 
 
4.5.1  Estructures, funcions i variables auxiliars per a la gestió del StGA 
Hash 
 
El punt feble més important de la versió StGA és que en el mètode de substitució, cada 
individu a reemplaçar s’ha de comparar amb la resta de la població per a calcular la seva 
distància. Aquest càlcul té un cost computacional alt, especialment per les instàncies grans i 
per aquelles que utilitzen una població intermèdia de més d’un individu. Aquest punt és 
precisament el que optimitza el StGA Hash respecte la seva versió base.  




Per a fer-ho, utilitza un mateix mètode unificat (anomenat funció de similaritat) per calcular la 
distància de tots els individus a un punt comú, de manera que no s’hagi de fer la comparació 
de tots els individus de la població intermèdia amb els individus de la població original, per tal 
de determinar quins seran reemplaçats (els elements més similars a cada individu de la 
població intermèdia). 
 
El valor de la funció de similaritat només és calcularà a la creació de la instància de la solució, i 
posteriorment, després de realitzar un creuament o una mutació sobre aquell individu. Un cop 





A més, per optimitzar al màxim la cerca del individu més similar, mantindrem també un Map 
que tindrà com a clau el valor de la funció de similaritat, i com a valor la posició de la solució al 
vector de solucions de la població. De fet, aquest HashMap inclòs a la classe població, tot i que 
només s’instanciarà i contindrà valors per la població pare. La definició del Map de similaritat 
és la següent: 
 
multimap<int,unsigned int> _similarityMap; 
 
A més, també disposarem de quatre noves funcions per la gestió de les claus de Hash, la 
definició de les quals és la següent: 
 void   Solution::update_similarityHashKey(); 
Aquesta funció és la encarregada d’actualitzar el valor de la clau de hash de la solució. 
Tal i com hem comentat abans, aquesta s’haurà de cridar cada cop que es modifiqui la 
solució, és a dir: 
 Creació de la solució (excepte per la creació buida) 
 Inicialització de la solució (a la funció set_initial() de l’skelleton) 
 En realitzar un creuament 
 En realitzar una mutació 
 
 const int Solution::similarityHashKey() const; 
La funció getter del paràmetre _similarityHashKey. 
 void Solution::set_similarityHashKey(int similarityHashKey); 
La funció setter del paràmetre _similarityHashKey. 
 unsigned int Population::get_solution_most_similar(const Setup& 
setup, Solution& sol); 
 




Aquesta funció, situada a la població en comptes de a la solució, és la que ens 
retornarà la solució més similar per a in individu donat.  
 
4.5.2 Funció de similaritat 
 
Tot i que detallarem aquest punt posterior de la memòria, concretament a l’estudi compartiu 
dels algoritmes genètics, la funció de similaritat que millor és comporta en el cas de la versió 
Hash, correspon a la C KEY (Task-resource allocation key). Noteu que de les tres possibles claus 
considerades a l’article*4], hem obviat la de similarititat per fitness, atesos els mals resultats 
que retornava l’ output.  
 
4.5.3 Punts forts i febleses abans de l’estudi comparatiu 
 
Punts Forts Punts Febles 
S’observa una millora en el rendiment de 
important de l’algoritme per instàncies grans. 
Es comporta molt malament en poblacions 
massa homogènies, retornant solucions amb 
un fitness amb una desviació important entre 
diferents execucions independents 
(independet runs). 
Els resultats solen ser més homogenis 





























CAPÍTOL 5. Algoritmes de cerca local 
 
  




5.1 Definicions generals comunes a tots els algoritmes 
5.1.1 Codificació de la solució 
 
Respecte la codificació de la solució per als algoritmes de cerca local, hem reaprofitat la 
mateixa codificació i estructures que pels algoritmes genètics, amb l’ excepció de que hem 
modificar el nom de la matriu de planificació i el vector de planificació de recursos (que 
recordem, s’anomenaven chromosomeA  i cromosomeB), per schedule i resources 
respectivament. 
 
La decisió de no modificar l’estructura de dades de la solució, està motivada per les següents 
perquisicions: 
 Perquè la estructura representa la solució, permetent codificar la informació d’una 
manera eficient tant en espai com en temps d’accés. 
 Perquè de cara a la comparació dels algoritmes, s’han de tenir menys variables en 
compte, centrant-nos només en la lògica operativa. 
Quedant doncs: 
 
Planificació:                               Recursos: 
 
 
               
               
   
               
      
           
           
 
     
 
      
  
 
5.1.2 Funció de qualitat de les solucions 
 
En el cas dels algoritmes de cerca local, tal i com hem vist introduït en el punt 1.4.2, també 
disposem d’un heurístic que actua com a funció de qualitat, indicant-nos amb un valor numèric 
com de bona és una solució, entenent bona com “quan s’ajusta la solució als objectius que 
hem marcat”.  
 
Després de realitzar l’estudi compartiu amb diverses opcions, combinacions i subconjunts de 
les indicadors de fitness que heretem de la solució d’algoritmes genètics, hem arribat a la 
conclusió de que el millor heurístic per generar solucions en els algoritmes de cerca local, 
correspon al següent: 
 
                           
                  
           




On les funcions de fitness actuen com al conjunt de funcions de qualitat, indicant una 
puntuació individual de la solució per objectiu concret: 
 Ajustament a la finestra de visualització 
 Compliment del temps requerits en les comunicacions planificades 
 Col·lisions de les comunicacions 
 Ocupació de les GS 
Noteu que aquest cop s’ha substituït la variable k, que variava depenent de la versió 
d’algoritme genètic utilitzada, per un valor concret ( k = 1.5), que ha resultat ser la millor 
constant trobada. 
Per reaprofitament del codi, no hem canviat el nom ni la definició de les funcions de fitness, 
tot i que cal tenir en compte que aquestes actuaran com a funcions de qualitat.  
 
5.2 Hill Climbing i Simulated Annealing 
 
Hem decidit unir aquests dos algoritmes en un sol apartat, atès que en primer lloc els dos es 
basen el l’ algoritme de Metropolis-Hastings, i en segon lloc, només es diferencien en la funció 
de substitució. Els canvis respecte les dues versions les detallarem en un subapartat específic  
d’aquest punt de la memòria.  
 
5.2.1 Skelleton de la llibreria MALLBA 
 
A la següent figura adjuntem el diagrama de classes de la llibreria MALLBA per la resolució dels 
algoritmes de Metropolis-Hastings: 
 




5.2.1.1 Definició de les classes provided 
 
A continuació llistem les classes “provided”, així com una breu descripció de la seva 
funcionalitat dins l’algoritme. 
 Setup: La classe Setup, és la encarregada  de emmagatzemar tots els paràmetres de 
configuració de l’ algoritme, tal com el nombre d’iteracions per fase, el nombre 
execucions independents i altres paràmetres de configuració específics de 
l’algoritme de Metropolis, com use_delta_function, use_unapply_function 
... 
 
 Solver: La classe Solver és la classe abstracta que conté tota la lògica de control de 
l’algoritme, agafant com a entrada un problema i una configuració. Aquesta aporta 
tots els paràmetres i funcions necessàries pel control i l’ anàlisi de l’algoritme. 
 
 Solver_Seq: La classe Solver_Seq és la encarregada d’ implementar tots els mètodes 
abstractes de la classe solver. 
  
5.2.1.2 Definició de les classes required 
 
 Problem: Aquesta classe conté tota la informació relacionada amb la modelització 
matemàtica del problema, en el nostre cas, contindrà totes les restriccions de la 
finestra de visibilitat i de temps de comunicació requerit per cada satèl·lit, així com 
el nombre de GS, SC i Dies que haurà de tenir la planificació. 
 
Novament, reaprofitarem la mateixa classe problema dels algoritmes genètics, atès 
que la definició del problema com el mètode d’obtenció dels paràmetres d’entrada 
és la mateixa. 
 
 Solution: La classe Solution conté tota la informació necessària per la modelització 
de la planificació. Com ja hem comentat anteriorment en el punt 5.1.1, la codificació 
de la solució és la mateixa que pels algoritmes genètics, per tant no és d’estranyar 
que comparteixin els mateixos paràmetres i estructures de dades. Això si, 
modificarem els noms de la matriu de planificació i del vector d’assignació de 
tasques a recursos, per un nom més descriptiu: 
 
 Matriu de planificació de les comunicacions:  
matrix<unsigned int> schedule; 
 
 Vector d’assignació de tasques a recursos: 
vector<unsigned short> resources; 
 
 Movement: La classe Movement és l’ encarregada d’ emmagatzemar els canvis 
necessaris per passar d’una solució a una altra de l’espai de solucions i 
opcionalment, tirar l’estat enrere.  




Podríem definir un moviment m de la manera següent: 
                      s s      
 
On s’ i s son solucions que pertanyen a l’espai de solucions S, i m és el moviment 
que cal aplicar a la solució s per transformar-la en s’.  
 
Per la codificació del moviment, utilitzarem dues estructures de C++ anomenades 
scheduleRow i resourceRow, que contindran la informació mínima de la 
modificació, que correspon a la posició i els valors modificats. La definició detallada 
d’aquestes estructures és la següent: 
 
struct scheduleRow { 
int pos; 
    unsigned int tStart; 
unsigned int tDur; 
};  
struct resourceRow { 
int pos; 
    unsigned short nGS; 
};  
 
Nota: La posició és un enter amb signe, atès que el valor inicial serà -1. D’aquesta 
manera es pot detectar ràpidament si el moviment s’ha inicialitzat, i tenim una 
manera de veure si s’ha realitzat la modificació de resourceRow, que es realitza sota 
només sota una certa probabilitat. 
 
Un cop definides les estructures auxiliars que utilitzarem, passem a llistar els 
paràmetres, separant-los en dos grups: paràmetres d’ aplicació, paràmetres de 
retorn a un estat anterior. 
 
 Paràmetres d’ aplicació del moviment (apply) 
 scheduleRow _ schedule_new: Desa les el nou valor del tStart i 
el tDur  de la matriu de planificació per la posició indexada per pos. 
 resourceRow _ resource_new: Desa la nova GS  associada al 
satèl·lit apuntat per pos, en el vector de recursos. 
 Paràmetres de retorn a un estat anterior (unapply) 
 scheduleRow _ schedule_old: Desa l’antic valor del tStart i el 
tDur  de la matriu de planificació per la posició indexada per pos. 
 resourceRow _ resource_old: Desa l’antiga GS  associada al 
satèl·lit apuntat per pos, en el vector de recursos. 
 bool   _feasible_old: Desa l’antic valor del flag  _feasible. 
 double _fitness_old: Desa l’antic valor del FitTOT.  
 double _fit_time_win_old: Desa l’antic valor del FitWin. 
 double _fit_time_req_old: Desa l’antic valor del FitREQ. 
 double _fit_less_clash_old: Desa l’antic valor del FitLessClash. 
 double _fit_gu_usage_old: Desa l’antic valor del FitGSU. 




5.2.2 Funció de substitució  
 
El Hill Climbing i el Simulated Annealing, només es diferencien en la política de substitució de 
la solució en curs, un cop obtingut el resultat d’aplicar-li el moviment cercat.  
5.2.2.1 Hill climbing 
 
El Hill Climbing té una política de substitució molt restrictiva, on només es substituirà la solució 
amb el canvi aplicat si la qualitat és estrictament superior a la qualitat de solució en curs. Això 
d’entre d’altres coses, fa que la majoria de vegades es quedi en un màxim local, que en el 
pitjor dels casos, pot ser la solució inicial. Això es deu a que amb la política de substitucions 
que té definida, només pot saltar a solucions millors.  
Per tant, aquest algoritme funcionarà particularment malament quan ens trobem amb un o 
una combinació dels següents elements: 
 Màxim local: La solució que trobarem és la millor de les solucions veïnes, però 
existeixen altres solucions veïnes més bones, però massa allunyades per a que 
l’algoritme salti a aquella solució 
 Una altiplà: Això passa quan l’algoritme arriba a un espai de solucions on totes les 
solucions veïnes tenen la mateixa o una qualitat similar. En aquests casos l’ 
algoritme no sap quina direcció prendre i es pot quedar atrapat en l’espai de 
solucions de l’altiplà. 
 Un cingle:  És un cas especial de màxim local molt pronunciat i amb una amplitud 
molt fina, que obliga a l’algoritme a pujar en passo molt petits, consumint un gran 
percentatge de les iteracions en una porció molt petita del espai de solucions.   
5.2.2.2 Simulated Annealing 
 
El simulated Annealing, te una política de substitució una mica més relaxada, de manera que 
és possible saltar a una solució pitjor, depenent d’una probabilitat que com hem comentat a la 
introducció, és defineix de la següent manera: 
 
          
                     
  
 
 On “t” és un número ≥  0, que per valors alts tendeix a acceptar solucions pitjors amb una alta 
probabilitat, i que en el cas extrem de que valgui cero, es comporta com l’ algoritme de Hill 
Climbing (acceptant el canvi de solució només per solucions correctes) [2].  
En el nostre cas, hem decidit actualitzar la temperatura segons el percentatge d’ iteracions 
completades, amb la següent instrucció: 
t                   i      
On i és la iteració actual i N és el nombre total d’iteracions.  




5.2.3 Punts forts i febleses abans de l’estudi comparatiu 
5.2.3.1 Hill Climbing 
 
Punts Forts Punts Febles 
Reduït temps d’execució. Per a solucions complexes sempre es queda 
en un màxim local. 
És l’algoritme amb menys cost computacional  
Per la majoria de problemes aleatoris 
generats troba solucions factibles 
 
 
5.2.3.2 Simulated Annealing 
 
Punts Forts Punts Febles 
Reduït temps d’execució. Per a solucions complexes sempre es queda 
en un màxim local, tot i que sol obtenir una 
solució millor que el Hill Climbing 
Més fiable que el Hill Climbing, els resultats 




5.3 Tabu Search 
5.3.1 Skelleton de la llibreria MALLBA 
 
A la següent figura adjuntem el diagrama de classes de la llibreria MALLBA per la resolució de l’ 
algoritme Tabu Search: 
 




5.3.1.1 Definició de les classes provided 
 
A continuació llistem les classes “provided”, així com una breu descripció de la seva 
funcionalitat dins l’algoritme. 
 Setup: La classe Setup, és la encarregada  de emmagatzemar tots els paràmetres de 
configuració de l’ algoritme, tal com el nombre d’iteracions per fase, el nombre 
execucions independents i altres paràmetres de configuració específics de 
l’algoritme Tabu Search, com soft_diversification_in_phase, ... 
 
 Solver: La classe Solver és la classe abstracta que conté tota la lògica de control de 
l’algoritme, agafant com a entrada un problema i una configuració. Aquesta aporta 
tots els paràmetres i funcions necessàries pel control i l’ anàlisi de l’algoritme. 
 
 Solver_Seq: La classe Solver_Seq és la encarregada d’ implementar tots els mètodes 
abstractes de la classe solver. 
5.3.1.2 Definició de les classes required 
 
 Problem: Aquesta classe conté tota la informació relacionada amb la modelització 
matemàtica del problema, en el nostre cas, contindrà totes les restriccions de la 
finestra de visibilitat i de temps de comunicació requerit per cada satèl·lit, així com 
el nombre de GS, SC i Dies que haurà de tenir la planificació. 
 
Novament, reaprofitarem la mateixa classe problema dels algoritmes genètics, atès 
que la definició del problema com el mètode d’obtenció dels paràmetres d’entrada 
és la mateixa. 
 
 Solution: La classe Solution conté tota la informació necessària per la modelització 
de la planificació. Com ja hem comentat anteriorment en el punt 5.1.1, la codificació 
de la solució és la mateixa que pels algoritmes genètics i que per la resta 
d’algoritmes de cerca local. Recordem però que els noms utilitzats per 
emmagatzemar la matriu de planificació de comunicacions i el vector d’assignació 
de tasques a recursos canvien respecte els algoritmes genètics: 
 
 Matriu de planificació de les comunicacions:  
matrix<unsigned int> schedule; 
 
 Vector d’assignació de tasques a recursos: 
vector<unsigned short> resources; 
 
Cal esmentar que per tal de fer la comparació de si una solució és semblant a una 
altra, utilitzarem la mateixa similarity key, que vam crear per la versió hash del StGA. 
No obstant però, hem anomenat aquest paràmetre _hashKey, en comptes de 
_similarityHashKey. A més, també hem afegit totes les funcions necessàries 
pel càlcul i la consulta d’aquesta. 




 Movement: La classe Movement és l’ encarregada d’ emmagatzemar els canvis 
necessaris per passar d’una solució a una altra de l’espai de solucions i 
opcionalment, tirar l’estat enrere.  
Podríem definir un moviment m de la manera següent: 
                      s s      
On s’ i s son solucions que pertanyen a l’espai de solucions S, i m és el moviment 
que cal aplicar a la solució s per transformar-la en s’.  
 
Per la codificació del moviment, utilitzarem dues estructures de C++ anomenades 
scheduleRow i resourceRow, que contindran la informació mínima de la 
modificació, que correspon a la posició i els valors modificats. La definició detallada 
d’aquestes estructures és la següent: 
 
struct scheduleRow { 
int pos; 
    unsigned int tStart; 
unsigned int tDur; 
};  
struct resourceRow { 
int pos; 
    unsigned short nGS; 
};  
 
Nota: La posició és un enter amb signe, atès que el valor inicial serà -1. D’aquesta 
manera es pot detectar ràpidament si el moviment s’ha inicialitzat, i tenim una 
manera de veure si s’ha realitzat la modificació de resourceRow, que es realitza sota 
només sota una certa probabilitat. 
 
Un cop definides les estructures auxiliars que utilitzarem, passem a llistar els 
paràmetres, separant-los en dos grups: paràmetres d’ aplicació, paràmetres de 
retorn a un estat anterior. 
 
 Paràmetres d’ aplicació del moviment (apply) 
 scheduleRow _ schedule_new: Desa les el nou valor del tStart i 
el tDur  de la matriu de planificació per la posició indexada per pos. 
 resourceRow _ resource_new: Desa la nova GS  associada al 
satèl·lit apuntat per pos, en el vector de recursos. 
 Paràmetres de retorn a un estat anterior (unapply) 
 scheduleRow _ schedule_old: Desa l’antic valor del tStart i el 
tDur  de la matriu de planificació per la posició indexada per pos. 
 resourceRow _ resource_old: Desa l’antiga GS  associada al 
satèl·lit apuntat per pos, en el vector de recursos. 
 bool   _feasible_old: Desa l’antic valor del flag  _feasible. 
 double _fitness_old: Desa l’antic valor del FitTOT.  
 double _fit_time_win_old: Desa l’antic valor del FitWin. 
 double _fit_time_req_old: Desa l’antic valor del FitREQ. 




 double _fit_less_clash_old: Desa l’antic valor del FitLessClash. 
 double _fit_gu_usage_old: Desa l’antic valor del FitGSU. 
 
 TabuStorage: La classe TabuStorage és l’ encarregada d’ emmagatzemar les 
solucions ja visitades, per evitar caure en cicles. Aquesta és una millora respecte els 
dos algoritmes anteriors de cerca local, on no es feia cap control d’aquest concepte.  
 
Tot i que la implementació per defecte ve amb un vector de solucions, tal i com 
podeu observar al diagrama de classes de la llibreria MALLBA, aquesta estructura és 
molt ineficient, perquè comporta comparar tota la llista de solucions una a una. A 
més, en el nostre cas l’ espai de solucions és molt gran, i si féssim el tabú a nivell de 
solució, acabaria sent una estructura inútil, atès que la probabilitat de que sigui 
exactament la mateixa solució és molt baixa. En comptes d’ això, hem definit dues 
estructures, la llista de tabú (_tlist) i el hash de tabú (_thash): 
 
 TabuList _tlist: La llista de tabú és la que mantindrà els elements 
que estan prohibits i que per tant, no es poden tornar a generar. 
Recordem que el que prohibirem, és exactament el moviment invers al 
que apliquem a la solució, per evitar tornar enrere. El tipus TabuList és 
un tipus definit per nosaltres que té la següent definició: 
 
typedef queue<TabuElement, list<TabuElement> > 
TabuList; 
 
Novament, el  tipus TabuElement, és una classe definida per nosaltres 
que conté la informació mínima del moviment, per calcular si aquest és un 
moviment tabú. La motivació d’aquesta classe és que no necessitem desar 
tota la informació per tirar l’estat enrere, sinó només de la informació 
estrictament modificada abans i després  d’aplicar el canvi. Posteriorment 
entrarem en més detall. 
 
 TabuHash _thash: El hash de tabú, és una estructura auxiliar que 
ens permet trobar el TabuElement (la abstracció dels paràmetres 
bàsics del Moviment) dins la llista de tabú, de manera ràpida i eficient. 
La  otivació d’aquesta estructura és una opti ització sobre el procés 
de cerca del moviment a la llista de tabú, per no haver de recórrer tota 
la llista a cada cerca. Novament el tipus TabuHash és un tipus definit 
per nosaltres que te la següent definició: 
 
typedef map<unsigned short, TabuElement*> TabuHash; 
 
On la clau es calcula codificant un identificador únic generat a partir 
dels elements del TabuElement  a b l’algorit e CRC  és bàsic  
Aquesta codificació per eficiència tant en espai co  a l’hora de cercar 
els elements.   
 




5.3.2 Classes definides per l’usuari 
5.3.2.1 TabuElement 
 
Tal i com hem introduït anteriorment, per a la gestió de la llista i el hash  de tabú, crearem una 
nova classe anomenada TabuElement. Aquesta classe és una abstracció de la classe 
Movement, que només conté la informació referent a la modificació, evitant la còpia de tota la 
informació dels fitness i demés informació per deixar l’estat tal i com estava a la funció d’ 
unapply. 
Concretament els únics elements que tindrà son els següents: 
 Movement::scheduleRow _schedule_new: Atès que desem el moviment 
invers, aquest serà realment el _schedule_old del moviment a prohibir. 
 Movement::resourceRow _resource_new: Atès que desem el moviment 
invers, aquest serà realment el _resource_old del moviment a prohibir. 
 Movement::scheduleRow _schedule_old: Atès que desem el moviment 
invers, aquest serà realment el _schedule_new del moviment a prohibir. 
 Movement::resourceRow _resource_old: Atès que desem el moviment 
invers, aquest serà realment el _resource_new del moviment a prohibir. 
 int _apply_method:  Aquesta variable és l’encarregada d’ emmagatzemar el 
mètode d’aplicació del moviment.  
 Unsigned int _hash: Aquest paràmetre correspon a la clau de hash que 
utilitzarem al TabuHash,  per referenciar el TabuElement que la conté.  
Aquesta clau de hash serà única per a cada TabuElement, i es construirà a partir 
dels seus elements, codificant posteriorment la cadena de caràcters generada 
mitjançant l’algoritme CRC, per tal de generar un enter positiu i així millorar la 
eficiència tant en termes d’accés com en termes d’espai. 
 
5.3.3 Punts forts i febleses abans de l’estudi comparatiu 
 
Punts Forts Punts Febles 
L’algoritme quasi sempre arriba a una bona 
solució. 
En aquest cas, el major punt feble d’aquest 
algoritme és el cost d’execució.  
Els resultats solen estar molt poc desviats 
entre execucions independents diferents.  
El cost no és constant, depèn molt de les 
rondes d’intensificació i/o diversificació que 
































6.1 Algoritmes genètics  
 
Prèviament i abans de començar l’estudi comparatiu, farem un estudi de la millor configuració 
de cadascun dels algoritmes, realitzant diverses gràfiques de rendiment per veure com es 
comporta cadascun en realitzar certs canvis de configuració. D’entre els elements de 
configuració que son modificables per l’usuari, hem tingut en compte els següents: La mida de 
la població i les taxes de mutació dels cromosomes A i B per separat.  
A més, en el cas de la mida de la població també realitzarem una gràfica de l’afectació en el 
temps d’execució per a 5 execucions independents. 
El problema d’entrada que hem escollit per realitzar aquest primer estudi del rendiment dels 
paràmetres de configuració, és la instància mitjana 9 (I_M_09.xml) del pla de proves. Aquesta 
ha resultat ser un bon cas de proves aleatori atès que no té solució, però no te una ràpida 
convergència dels algoritmes (amb això ens referim a que és més complex que altres cassos 
que han demostrat tenir una més ràpida convergència). 
Posteriorment i havent acabat l’estudi independent de la configuració, es definirà una 
configuració estàndard de l’algoritme sobre la que és realitzarà l’estudi per a cada tipus 
d’instància (petites, mitjanes i grans) per separat. 
6.1.1 Context de les proves 
En aquest punt definirem el context comú a totes les proves de la modificació dels paràmetres 
de configuració, de tots els algoritmes genètics tractats a l’estudi, per tal d’evitar la repetició 
d’aquest en cadascun dels punts. 
Noteu però que la instància de proves adjunta només aplica a l’estudi dels paràmetres de 
configuració, atès que els resultats de l’estudi comparatiu individual s’han obtingut mitjançant 
la execució de tot el pla de proves (les 15 instàncies petites, les 15 instàncies mitjanes i 
finalment, les 15 instàncies grans). 
6.1.1.1 Hardware i sistema operatiu 
 
Element Valor 
CPU Intel® Core™2 Duo CPU P8400 @ 2.26GHz × 2  
RAM 3,9 GiB SODIMM DDR2 800MHz  
SO 12.04 (precise) de 32-bit ( 3.2.0-24-generic-pae) 
 
6.1.1.2 Instància de proves 
Entrada Valor 
Número de GS 10 
Número de SC 15 
Número de dies 10 
Fitxer de la instància I_M_09.xml 
 




6.1.1.3 Observacions sobre les proves 
Tal i com esmentat, per la realització del pla de proves s’han realitzat 16 proves de cada tipus 
d’ instància. No obstant, la instància 16 sempre sortirà molt desviada de les altres, atès que es 
tracta d’una instància real i molt més complicada de solucionar que la resta. Aquesta instància 
és precisament la que ens pot permetre conèixer com es comporta l’algoritme davant  de 
problemes d’optimització. 
Noteu doncs que en càlcul de les mitjanes i de la desviació estàndard, aquesta instància no 
s’ha tingut en compte. 
 
6.1.2 GA Base 
Començarem doncs amb l’estudi comparatiu individual de l’ algoritme genètic base. Com hem 
comentat, començarem per un estudi de la millor configuració per aquest algoritme i 
posteriorment avaluarem els resultats de l’execució del pla de proves.  
 
6.1.2.1 Estudi dels paràmetres de configuració 
6.1.2.1.1 Modificació de la mida de la població 
El primer paràmetre a modificar, és la mida de la població inicial. A priori, les solucions molt 
petites no tenen la suficient diversitat com per trobar la solució òptima, de la mateixa manera 
que en les poblacions massa grans els controls de la diversitat no son tant efectius. Així mateix, 
en quant creix la població, també d’increment bastant el temps d’execució. 
Primerament però, haurem de definir la resta de paràmetres de configuració (almenys dels 
més rellevants per les proves): 
Paràmetre Configuració 
Número de passos evolutius 2500 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mutation rate A (TStart i TDur) 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
A la següent gràfica,  podem veure l’ efecte d’aplicar cadascuna de les diferents mides de la 
població al fitness total mitjà (FitTOTMean) de les 5 execucions independents.  





figura 6.1.1 – Evolució del fitness segons la població 
Com podem veure a la figura , quan més gran és la població, millor son els resultats. No 
obstant, si comparem això amb el temps d’ execució: 
 
figura 6. 1.2 – Evolució del temps d’ execució segons la mida de la població 
Podem observar que el creixement del temps d’execució en augmentar el nombre d’individus 
de la població, creix considerablement. Per això, a  les proves agafarem el valor 20 com a mida 
de  la població, atès que en relació a la qualitat de la solució per temps d’execució, és el millor 
valor. Posteriorment, en cas de voler millorar els resultats sacrificant el temps d’execució, es 
pot augmentar la població per realitzar l’ajustament. 
 
6.1.2.1.2 Modificació del percentatge de mutació  pel cromosoma A  
A continuació, mirarem la configuració del percentatge de mutació (mutation rate) del 
cromosoma A. Aquest valor ens indica la proporció de canvis a realitzar sobre el cromosoma A, 
en el procés de mutació. Aquest valor s’ha separat en dos valors diferents (un per les 
mutacions sobre el temps de començament de la comunicació (TStart) i l’altre per la duració 
de la comunicació (TDur).  A l’estudi els separarem per veure com modifica cadascun el 
rendiment de l’algoritme. 





A continuació ajuntem la taula amb el context i la gràfica amb els diversos percentatges de 
mutació i com afecten al FitTOT. 
Paràmetre Configuració 
Número de passos evolutius 2500 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TDur) 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
figura 6.1.3 – Evolució del fitness segons la mutació del cromosoma A (TS) 
Com podeu veure a la gràfica, en el cas de l’algoritme base els valors massa petits del 
percentatge de mutació no aporten diversitat a la població i els valors massa grans, eliminen 
una part de les característiques bones heretades del pares, de manera que per les mostres 




Seguidament, realitzarem el mateix procés pel percentatge de modificació del TDur. A 
continuació, ajuntem la taula amb el context i la gràfica amb els diversos percentatges de 
mutació i com afecten al FitTOT. 
 
Paràmetre Configuració 
Número de passos evolutius 2500 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 




Mida de la població 20 
Mutation rate A (TStart) 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
figura 6.1.4 – Evolució del fitness segons la mutació del cromosoma A (Tdur) 
Com podeu veure a la gràfica, novament en el cas dels valors massa petits del percentatge de 
mutació no aporten diversitat a la població, però al contrari que l’altre, el percentatge de 
modificació del 30% també ofereix bons resultats. No obstant, ens quedarem amb el 
percentatge de mutació del 10%, que ha demostrat aportar els millors valors.  
 
6.1.2.1.3 Modificació del percentatge de mutació  pel cromosoma B  
 
Un cop fixades les taxes de mutació pel cromosoma A, prosseguirem amb l’ estudi del 
percentatge de mutació del cromosoma B. Aquest valor ens indica la proporció de canvis a 
realitzar sobre el cromosoma B, en el procés de mutació.  
La taula amb la resta de paràmetres de configuració per la prova és la següent: 
Paràmetre Configuració 
Número de passos evolutius 2500 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 15% 
Mutation rate A (TDur) 10% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 





figura 6.1.5 – Evolució del fitness segons la mutació del cromosoma B 
Com podeu observar a la gràfica, els millors valors serien les mutacions del 15% i el 30%, sent 
la primera de les dues la millor opció i la que per tant, agafarem per les proves.  
 
6.1.2.2 Estudi de l’execució del pla de proves 
6.1.2.2.1 Instàncies petites 
 
Paràmetre Configuració 
Número de passos evolutius 2000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TSART) 15% 
Mutation rate A (TDur) 10% 
Mutation rate B 15% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 Sí 100,00 97,00 100,00 72,25 251,69 244,18 
I_S_02 Sí  100,00 99,00 100,00 69,36 251,68 243,80 
I_S_03 No 99,00 99,00 100,00 77,16 250,26 243,94 
I_S_04 Sí 100,00 98,00 100,00 74,48 251,72 243,33 
I_S_05 Sí 100,00 97,00 100,00 72,61 251,69 242,28 
I_S_06 Sí 100,00 97,00 100,00 73,45 251,71 244,18 
I_S_07 Sí 100,00 100,00 100,00 66,07 251,66 243,39 
I_S_08 Sí 100,00 99,00 100,00 73,52 251,72 244,64 
I_S_09 Sí 100,00 98,00 100,00 75,39 251,73 244,51 




I_S_10 Sí 100,00 97,00 100,00 75,01 251,72 244,23 
I_S_11 Sí 100,00 98,00 100,00 74,77 251,73 245,57 
I_S_12 Sí 100,00 97,00 100,00 71,69 251,69 245,54 
I_S_13 Sí 100,00 96,00 100,00 75,16 251,71 243,44 
I_S_14 Sí 100,00 96,00 100,00 77,02 251,73 246,33 
I_S_15 No 99,00 98,00 100,00 73,66 250,22 244,58 
I_S_16 No 88,00 100,00 100,00 70,19 233,70 236,53 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,87 97,73 100,00 73,44 251,51 244,26 
Desv.Est. (σ) 0,35 1,16 0,00 2,87 0,52 1,02 
 
6.1.2.2.2 Instàncies mitjanes 
 
Paràmetre Configuració 
Número de passos evolutius 2500 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TSART) 15% 
Mutation rate A (TDur) 10% 
Mutation rate B 15% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 No 95,33 62,00 97,73 48,16 247,41 232,32 
I_M_02 No 94,67 79,33 95,49 52,12 245,94 231,16 
I_M_03 No 94,00 68,67 99,26 51,70 247,64 232,25 
I_M_04 No 92,00 74,67 98,53 51,01 244,51 231,62 
I_M_05 No 92,00 79,30 97,14 52,43 243,60 231,77 
I_M_06 No 93,33 81,33 97,73 52,77 246,39 233,99 
I_M_07 No 92,67 80,00 98,55 51,13 246,06 233,02 
I_M_08 No 94,00 68,67 97,14 51,49 245,52 230,66 
I_M_09 No 91,33 77,33 99,25 55,77 244,54 232,49 
I_M_10 No 94,00 80,00 96,24 52,51 245,77 233,08 
I_M_11 No 93,33 72,00 97,74 52,60 245,47 232,36 
I_M_12 No 92,67 76,00 98,53 50,37 245,63 232,84 
I_M_13 No 92,67 77,33 98,47 52,69 245,73 231,59 
I_M_14 No 94,00 76,00 96,99 47,28 246,06 232,42 
I_M_15 No 93,33 81,33 97,06 44,67 245,64 231,90 
I_M_16 No 56,00 96,67 100,00 51,34 194,18 220,91 
 




 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 93,29 75,60 97,72 51,11 245,73 232,23 
Desv.Est. (σ) 1,08 5,56 1,07 2,67 1,03 0,83 
 
6.1.2.2.3 Instàncies grans 
 
Paràmetre Configuració 
Número de passos evolutius 3000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TSART) 15% 
Mutation rate A (TDur) 10% 
Mutation rate B 15% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 No 91,50 80,50 98,34 45,65 244,10 373,17 
I_L_02 No 92,50 81,50 97,67 48,01 245,05 374,01 
I_L_03 No 91,00 73,50 96,53 44,69 240,83 375,51 
I_L_04 No 90,00 76,00 98,87 46,91 241,94 375,58 
I_L_05 No 93,50 78,50 97,85 48,82 246,44 376,35 
I_L_06 No 91,50 86,50 97,25 45,97 243,61 373,70 
I_L_07 No 91,00 80,00 95,60 48,31 240,59 373,25 
I_L_08 No 90,50 80,00 97,78 47,10 241,99 376,85 
I_L_09 No 92,50 73,55 98,29 44,12 244,84 373,51 
I_L_10 No 94,00 75,00 95,08 45,17 244,03 373,35 
I_L_11 No 93,50 76,00 98,35 47,87 246,68 372,66 
I_L_12 No 91,00 78,50 99,42 45,38 244,23 373,98 
I_L_13 No 93,00 72,00 98,88 48,66 246,07 372,51 
I_L_14 No 91,50 76,00 97,30 44,52 242,59 374,18 
I_L_15 No 92,50 81,50 99,43 47,14 246,81 370,72 
I_L_16 No 54,50 91,00 100,00 52,11 191,37 356,16 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 91,97 77,94 97,78 46,55 243,99 373,96 
Desv.Est. (σ) 1,20 3,86 1,28 1,59 2,06 1,59 
 
  






Com podeu veure, aquest algoritme és molt bo per la resolució d’instàncies petites. No 
obstant, per les instàncies mitjanes i grans no arriba a trobar solucions correctes, on poc a poc 
va pujant la desviació de les solucions trobades. Amb un ajustament més acurat per a cada 
instància, establint el millor mutation rate, un major nombre d’individus a la població i un 
major nombre d’iteracions (a costa del temps d’execució), faria el salt qualitatiu dels 2 o tres 
gens que no acaben d’ ajustar-se a la solució de cada instància, atès que en aquest, la 
diversitat de la població no sembla un punt d’inflexió. 
 
6.1.3 GA Steady State 
6.1.3.1 Estudi dels paràmetres de configuració 
6.1.3.1.1 Modificació de la mida de la població 
Primerament definim la resta de paràmetres de configuració (almenys dels més rellevants per 
les proves): 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mutation rate A 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
A la següent gràfica,  podem veure l’ efecte d’aplicar cadascuna de les diferents mides de la 
població al fitness total mitjà (FitTOTMean) de les 5 execucions independents.  
 
figura 6.2.1 – Evolució del fitness segons la població 




Com podem veure a la figura, en aquest cas quan la població passa de certa mida, els resultats 
comencen a ser pitjor. Això és déu a que quan més gran és la població, més triguen en 
trametre els gens bons al fills, cosa que es veu accentuada pel fet de que només es reemplaça 
un sol individu a la vegada.  No obstant, si comparem això amb el temps d’ execució:  
 
figura 6.2.2 – Evolució del temps d’ execució segons la mida de la població 
Podem observar que tot i que en augmentar la mida de la població augmenta també del temps 
d’execució, aquest no és un factor crític com en el darrer algoritme. A  les proves agafarem el 
valor 25 com a mida de  la població, atès que en relació a la qualitat de la solució per temps 
d’execució, és el millor valor.  
 
6.1.3.1.2 Modificació del percentatge de mutació  pel cromosoma A 
A continuació, mirarem la configuració del percentatge de mutació (mutation rate) del 




Ajuntem la taula amb el context i la gràfica amb els diversos percentatges de mutació i com 
afecten al FitTOT. 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d'execucions indp. 5 
Mida de la població 25 
Crosspoint cromosoma A  10 
Crosspoint cromosoma B 3 
Mutation rate A (TDur) 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 





I posteriorment una gràfica de com afecta el mutation rate del cromosoma A (TStart) al FitTOT 
de SSGA.  
 
 
figura 6.2.3 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TS) – 5 – 30% 
Atesa la gran diferència entre els valors, encara podem ajustar una mica el percentatge de 
mutació, així que a continuació adjuntem la gràfica amb les mutacions del 1% al 5%. 
 
figura 6.2.4 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TS) – 1 – 5% 
 
Com es pot veure en aquesta segona gràfica, els millors valors son les taxes del 2%, 2% i 5%. 
No obstant ens quedarem amb el 3%, atès que té els mateixos resultats que el 5% i una millor 
evolució dels resultats.  
 
  






Continuarem amb el percentatge de modificació del Tdur del cromosoma A. Seguidament 
adjuntem la taula amb la configuració de la resta de paràmetres per la prova: 
  
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d’execucions indp. 5 
Mida de la població 25 
Crosspoint cromosoma A  10 
Crosspoint cromosoma B 3 
Mutation rate A (Tstart) 3% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
I posteriorment una gràfica de com afecta el mutation rate del cromosoma A (Tdur) al FitTOT de 
SSGA. 
 
figura 6.2.5– Evolució del fitness segons el percentatge de mutació del cromosoma A (Tdur) – 5 – 30% 
 
Novament, quan menor és el percentatge de mutació, millors son els resultats, de manera que 
mirarem les taxes de mutació del 1 – 5% per acabar d’ajustar el valor. 





figura 6.2.6 – Evolució del fitness segons el percentatge de mutació del cromosoma A (Tdur) – 1 – 5% 
 
Com es pot observar a la gràfica, la majoria de taxes de mutació del temps de duració del 
cromosoma A obtenen els mateixos resultats, a excepció del 2% que sembla obtenir millors 
resultats. Per la resta de proves agafarem aquest valor com a valor de mutació del temps de 
duració del cromosoma A.  
 
6.1.3.1.3 Modificació del percentatge de mutació  pel cromosoma B 
Un cop fixada el percentatge de mutació del cromosoma A, continuarem amb el percentatge 
de mutació del cromosoma B. En primer lloc definirem la taula amb la configuració de la resta 
de paràmetres per les proves: 
 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d’execucions indp. 5 
Mida de la població 25 
Crosspoint cromosoma A  10 
Crosspoint cromosoma B 3 
Mutation rate A (Tstart) 3% 
Mutation rate A (Tdur) 2% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
I un cop definits els paràmetres del context de la prova, procedim a cercar el millor valor de 
mutació pel cromosoma B: 
 
  





figura 6.2.7 – Evolució del fitness segons el percentatge de mutació del cromosoma B – 5 – 30% 
Com es pot observar a la gràfica, el millor percentatge amb diferència és el 30%. No obstant, 
com hem arribat al límit superior dels  valors tractats, a continuació mirarem el rang del 30% al 
50%. 
 
figura 6.2.8 – Evolució del fitness segons el percentatge de mutació del cromosoma B – 1 – 5% 
A la segona gràfica podem veure com per valors més grans del 30% obtenim pitjors resultats, 
de manera que escollirem el 30% com a valor de mutació del cromosoma B. 
 
6.1.3.2 Estudi de l’execució del pla de proves 
6.1.3.2.1 Instàncies petites 
 
  





Número de passos evolutius 20000 
Número d’execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 25 
Mutation rate A (Tstart) 3% 
Mutation rate A (Tdur) 2% 
Mutation rate B 30% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 No 98,00 77,00 96,81 61,35 595,12 77,06 
I_S_02 No 97,00 70,00 98,86 64,01 591,50 76,10 
I_S_03 No 98,00 61,00 95,60 64,23 592,35 77,20 
I_S_04 No 97,00 77,00 96,70 61,81 590,02 76,44 
I_S_05 No 100,00 77,00 98,85 60,58 607,16 76,31 
I_S_06 No 99,00 76,00 97,75 65,77 601,01 76,55 
I_S_07 No 99,00 72,00 97,78 62,29 600,60 75,92 
I_S_08 No 98,00 79,00 98,89 60,78 597,40 77,01 
I_S_09 No 98,00 81,00 97,73 60,29 596,43 76,62 
I_S_10 No 99,00 74,00 96,77 63,28 599,81 77,68 
I_S_11 No 100,00 76,00 96,70 59,04 604,89 77,30 
I_S_12 No 98,00 59,00 96,74 66,73 593,31 77,29 
I_S_13 No 97,00 72,00 96,84 66,65 589,71 77,14 
I_S_14 No 98,00 80,00 95,40 60,98 594,01 77,32 
I_S_15 No 98,00 73,00 94,44 62,13 592,37 77,00 
I_S_16 No 78,00 90,00 100,00 70,53 499,71 74,62 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 98,27 73,60 97,06 62,66 596,38 76,86 
Desv.Est. (σ) 0,96 6,33 1,30 2,38 5,33 0,51 
 
  




6.1.3.2.2 Instàncies mitjanes 
 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d’execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 25 
Mutation rate A (Tstart) 3% 
Mutation rate A (Tdur) 2% 
Mutation rate B 30% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 No 98,00 72,67 96,21 48,44 593,96 170,76 
I_M_02 No 96,67 79,33 97,74 48,24 589,49 170,27 
I_M_03 No 97,33 70,00 96,30 47,08 590,43 171,08 
I_M_04 No 96,67 72,67 94,85 45,27 585,91 171,53 
I_M_05 No 96,67 80,67 94,29 45,76 586,14 169,78 
I_M_06 No 97,33 77,33 96,21 46,49 591,08 170,18 
I_M_07 No 96,00 75,33 97,10 46,07 585,10 172,63 
I_M_08 No 95,33 69,33 97,86 50,22 581,96 170,53 
I_M_09 No 98,67 74,00 95,52 48,37 596,74 170,74 
I_M_10 No 98,00 76,00 95,49 42,96 593,52 170,64 
I_M_11 No 97,33 70,00 97,74 48,54 591,90 170,15 
I_M_12 No 96,67 80,00 96,32 46,16 588,12 171,63 
I_M_13 No 96,67 68,00 96,95 42,95 587,51 169,79 
I_M_14 No 96,67 78,00 97,74 49,54 589,37 170,97 
I_M_15 No 98,00 81,33 97,06 43,65 595,63 171,11 
I_M_16 No 63,33 83,33 100,00 60,48 425,61 163,56 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 97,07 74,98 96,49 46,65 589,79 170,79 
Desv.Est. (σ) 0,87 4,43 1,11 2,29 4,14 0,76 
 
  




6.1.3.2.3 Instàncies grans 
 
Paràmetre Configuració 
Número de passos evolutius 60000 
Número d’execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 25 
Mutation rate A (Tstart) 3% 
Mutation rate A (Tdur) 2% 
Mutation rate B 30% 
Probabilitat de crossover 80% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 No 95,00 74,50 94,48 38,86 577,31 450,87 
I_L_02 No 96,00 70,50 96,51 41,40 583,98 451,29 
I_L_03 No 96,00 74,50 96,53 39,46 584,38 452,17 
I_L_04 No 96,50 81,50 95,48 42,82 586,56 451,23 
I_L_05 No 96,50 70,00 96,24 39,90 586,14 449,45 
I_L_06 No 95,50 83,00 96,15 39,38 582,35 450,69 
I_L_07 No 95,50 74,00 95,60 42,02 580,93 447,38 
I_L_08 No 96,50 73,50 93,33 40,76 583,59 452,79 
I_L_09 No 96,50 70,50 94,89 40,91 584,85 450,74 
I_L_10 No 97,00 79,50 93,44 37,29 586,77 451,32 
I_L_11 No 96,00 77,50 95,05 42,58 583,23 456,30 
I_L_12 No 95,50 83,50 97,11 40,12 583,36 450,56 
I_L_13 No 95,50 72,00 96,65 37,95 581,73 448,18 
I_L_14 No 95,00 77,00 95,14 39,32 578,23 448,64 
I_L_15 No 96,00 76,50 97,18 40,22 585,23 451,25 
I_L_16 No 66,50 94,50 95,70 48,67 438,14 431,76 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 95,93 75,87 95,59 40,20 583,24 450,86 




Si ve és veritat que l’ algoritme  Steady State GA aporta els pitjor resultats de la comparativa, 
aquest també és el menys costos. L’elevat temps d’execució doncs, ve determinat pel nombre 
de passos evolutius, que s’han augmentat per arribar a instàncies lleugerament millors. Hi ha 
diversos factor que intervenen en aquesta decisió:  
 Necessita una gran quantitat de passos evolutius per arribar a millors solucions. 




 Retorna solucions infactibles, que en  el cas de les instàncies grans, estan bastant 
allunyades de les de l’algoritme base. 
 La mitjana de les solucions per a cada prova surt amb la desviació més alta.  
Interpretem que les causes d’aquest mal rendiment, és que no manté la diversitat de la 
població (malgrat escollir una política de substitució on acceptem solucions pitjors). 
Probablement s’hauria de cercar un altre mètode per inicialitzar la població inicial augmentant 
la diversitat de les solucions.  
 
6.1.4 GA Struggle  
6.1.4.1 Estudi dels paràmetres de configuració 
6.1.4.1.1 Modificació de la mida de la població 
Primerament definim la resta de paràmetres de configuració (almenys dels més rellevants per 
les proves): 
Paràmetre Configuració 
Número de passos evolutius 20000 
Número d’execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mutation rate A 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
A la següent gràfica,  podem veure l’ efecte d’aplicar cadascuna de les diferents mides de la 
població al fitness total mitjà (FitTOTMean) de les 5 execucions independents.  
 
figura 6.3.1 – Evolució del fitness segons la població 




Com podem veure a la figura, tot i que hi ha la tendència de que per valors baixos obtenim 
pitjor resultats i conforme creix la població, tenim millors son els resultats; el que veiem és que 
la mida de la població no es un factor crucial en la millora dels resultats. Aquesta deducció la 
hem determinat perquè els resultats no segueixen cap regla establerta. A continuació, 
mirarem els temps d’execució segons la mida de la població.  
 
figura 6.3.2 – Evolució del temps d’ execució segons la mida de la població 
En aquest cas, la mida de la població afecta directament al temps d’execució, atès que 
s’hauran de mirar més individus a l’hora de calcular la funció de similaritat. Per  a les proves 
agafarem una mida de 30 individus, que ha resultat ser el millor valor dels comparats, tot i 
sacrificar en part el temps d’execució. 
 
6.1.4.1.2 Modificació del percentatge de mutació  pel cromosoma A 
6.1.4.1.2.1 Tstart 
 
A continuació, mirarem la configuració del percentatge de mutació (mutation rate) del Tstart 
del cromosoma A. Ajuntem la taula amb el context i la gràfica amb els diversos percentatges 
de mutació i com afecten al FitTOT. 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d’execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (Tdur) 5% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
I posteriorment una gràfica de com afecta el mutation rate del cromosoma A al FitTOT de StGA.  





figura 6.3.3 – Evolució del Fitness segons el percentatge de mutació del cromosoma A (TS) 5 – 30% 
 
Com es pot veure a la gràfica, quan més petit és el percentatge de mutació, millor és el 
resultat, no obstant, abans d’ escollir el valor definitiu mirarem el rang de valors comprés entre 
1 – 5%.  
 
figura 6.3.4 – Evolució del Fitness segons el percentatge de mutació del cromosoma A (TS) 1 – 5% 
 
Tal i com es pot veure en aquesta segona gràfica, el 3% és el millor percentatge, actuant de 
punt d’inflexió a partir del qual es trenca la tendència de quan més petit el valor de mutació, 
millor és el resultat. Per tant, agafarem aquest valor com a percentatge de mutació del Tstart 




A continuació, mirarem la configuració del percentatge de mutació (mutation rate) del Tdur 
del cromosoma A. Adjuntem la taula amb la configuració de la resta de paràmetres de 
configuració de la prova: 





Número de passos evolutius 30000 
Número d’execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (Tstart) 3% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
figura 6.3.5 – Evolució del Fitness segons el percentatge de mutació del cromosoma A (Tdur) 5 – 30% 
A la gràfica novament s’observa la tendència de que quan menor és el valor de mutació, millor 
és el resultat. No obstant, s’hauran de comprovar els valors inferiors al 5% per acabar d’ajustar 
el mutation rate del Tdur del cromosoma A. 
 
 
figura 6.3.6 – Evolució del Fitness segons el percentatge de mutació del cromosoma A (Tdur) 1 – 5% 
 
En aquest cas, el valor que genera millors resultats torna a ser el 2% que és el que escollirem 
per la resta de proves.  





6.1.4.1.3 Modificació del percentatge de mutació  pel cromosoma B 
Continuarem l’estudi amb la obtenció del millor valor pel percentatge de mutació del 
cromosoma B.  A continuació s’adjunta la taula amb la resta dels paràmetres de configuració. 
 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d’execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (Tstart) 3% 
Mutation rate A (Tdur) 2% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
figura 6.3.7 – Evolució del Fitness segons el percentatge de mutació del cromosoma B 
Tal i com s’observa a la gràfica, el percentatge de mutació del cromosoma B que genera millors 
resultats, és el 15%. Aquest és el valor que escollirem per la resta de proves. 
 
6.1.4.2 Estudi de la funció de similaritat 
El següent pas serà escollir la funció de similaritat utilitzada. Tal i com hem esmentat a la 
introducció, a l’estudi compararem tres funcions diferents: 
 Distància de Hamming 
 Distància Euclidiana 
 Distància de Cosine 





A continuació s’adjunta la taula amb els valors de configuració utilitzats pel la confecció de la 
gràfica comparativa dels tres mètodes: 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (TStart) 3% 
Mutation rate A (TDur) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
I posteriorment, la gràfica comparativa de les tres funcions: 
 
 
figura 6.3.8 – Evolució del Fitness segons la funció de similaritat 
 
Tot i que a priori les distàncies de Cosine i Euclidiana haurien de ser millors que la distància de 
Hamming, aquesta darrera ha resultat ser la millor opció. He repetit la gràfica per diverses 
instàncies i per altres mides, obtenint el mateix resultat en totes elles. La distància Euclidiana 
és la que obté pitjors resultats amb una evolució molt més progressiva. No obstant, les 
distàncies de Cosine i de Hamming tenen una evolució molt més abrupta fins a estancar-se en 
un punt substancialment millor que la distància de Hamming. Segurament, amb una prova 
amb dues o tres vegades més iteracions, la similaritat per distància Euclidiana arribaria a 
solucions millors, atès que millora la solució progressivament. No obstant, agafarem la 
distància de Hamming, atès que arriba a resultats millors i és la de menor cost computacional: 
 





figura 6.3.9 – Temps d’execució segons la funció de similaritat 
 
6.1.4.3 Estudi de l’execució del pla de proves 
6.1.4.3.1 Instàncies petites 
 
Paràmetre Configuració 
Número de passos evolutius 20000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (TStart) 3% 
Mutation rate A (TDur) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 No 100,00 74,00 97,87 61,46 1105,89 46,83 
I_S_02 No 100,00 78,00 98,86 60,37 1107,27 46,65 
I_S_03 No 100,00 72,00 97,80 57,69 1105,58 46,88 
I_S_04 No 100,00 74,00 98,90 61,93 1106,92 46,55 
I_S_05 No 100,00 73,00 97,70 64,40 1105,65 46,78 
I_S_06 Sí 100,00 77,00 100,00 59,23 1108,29 47,01 
I_S_07 Sí 100,00 74,00 100,00 62,50 1108,02 46,85 
I_S_08 Sí 100,00 82,00 100,00 58,04 1108,78 46,88 
I_S_09 Sí 100,00 77,00 100,00 60,01 1108,30 46,76 
I_S_10 No 100,00 72,00 96,77 57,59 1104,55 46,82 
I_S_11 No 100,00 65,00 97,80 64,93 1104,95 47,44 




I_S_12 No 100,00 77,00 98,91 58,89 1107,20 47,27 
I_S_13 No 100,00 74,00 97,89 60,34 1105,90 46,73 
I_S_14 No 100,00 71,00 96,55 60,19 1104,25 47,20 
I_S_15 No 100,00 77,00 95,56 58,66 1103,84 46,86 
I_S_16 No 86,00 80,00 96,61 58,23 965,19 46,00 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 74,47 98,31 60,42 1106,36 46,90 
Desv.Est. (σ) 0,00 3,89 1,38 2,27 1,59 0,24 
 
6.1.4.3.2 Instàncies mitjanes 
 
Paràmetre Configuració 
Número de passos evolutius 30000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (TStart) 3% 
Mutation rate A (TDur) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 No 100,00 66,00 96,21 45,34 1103,27 104,31 
I_M_02 No 100,00 80,67 96,99 43,62 1105,50 104,16 
I_M_03 No 100,00 88,00 96,30 44,04 1105,54 104,71 
I_M_04 No 100,00 71,33 97,06 46,46 1104,66 103,90 
I_M_05 No 100,00 79,33 97,14 44,92 1105,53 103,07 
I_M_06 No 100,00 71,33 97,73 45,68 1105,32 104,71 
I_M_07 No 100,00 83,33 94,93 43,14 1103,69 104,11 
I_M_08 No 100,00 76,67 97,14 44,56 1105,26 104,52 
I_M_09 No 100,00 78,00 99,25 45,38 1107,51 103,72 
I_M_10 No 100,00 82,00 96,99 43,75 1105,63 104,10 
I_M_11 No 100,00 78,67 96,24 41,53 1104,52 103,36 
I_M_12 No 100,00 68,67 94,85 40,89 1102,13 103,85 
I_M_13 No 100,00 78,00 98,47 42,29 1106,70 104,55 
I_M_14 No 100,00 82,00 96,99 47,17 1105,66 104,53 
I_M_15 No 100,00 75,33 98,53 45,92 1106,52 104,33 
I_M_16 No 69,33 89,33 98,28 55,75 801,10 104,76 
 
 




 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 77,29 96,99 44,31 1105,16 104,13 
Desv.Est. (σ) 0,00 5,92 1,22 1,81 1,37 0,48 
 
6.1.4.3.3 Instàncies grans 
 
Paràmetre Configuració 
Número de passos evolutius 50000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 30 
Mutation rate A (TStart) 3% 
Mutation rate A (TDur) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 No 100,00 87,00 95,03 38,29 1104,11 230,79 
I_L_02 No 100,00 88,50 94,19 37,32 1103,41 232,89 
I_L_03 No 100,00 87,50 93,06 36,74 1102,18 231,00 
I_L_04 No 99,50 76,00 96,61 37,70 1099,59 228,59 
I_L_05 No 100,00 63,00 95,16 37,49 1101,84 228,37 
I_L_06 No 100,00 80,50 97,80 39,44 1106,25 227,40 
I_L_07 No 100,00 77,00 95,05 38,11 1103,14 227,60 
I_L_08 No 100,00 80,50 95,56 39,58 1104,00 228,36 
I_L_09 No 100,00 76,50 96,02 38,64 1104,06 228,62 
I_L_10 No 100,00 85,00 95,63 40,29 1104,53 228,63 
I_L_11 No 99,50 75,50 96,15 39,48 1099,10 228,82 
I_L_12 No 99,50 78,00 97,69 39,61 1100,88 228,51 
I_L_13 No 100,00 75,50 95,53 39,00 1103,47 229,00 
I_L_14 No 100,00 71,50 96,76 39,53 1104,30 226,42 
I_L_15 No 100,00 82,50 95,48 35,74 1104,09 226,40 
I_L_16 No 64,00 97,50 100,00 48,56 750,24 226,28 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,90 78,97 95,71 38,46 1103,00 228,76 
Desv.Est. (σ) 0,21 6,74 1,23 1,27 1,94 1,71 
 
 






Aquest algoritme tampoc és capaç de trobar solucions per algunes instàncies petites, però 
novament, es queda a les portes d’ obtenir solucions factibles a tots els tipus d’instàncies. Tot i 
que aquest algoritme aconsegueix millorar la diversitat de la població, només té en compte el 
TStart, de manera que fa aquesta comparació sense tenir en compte totes les variables com l’ 
assignació de SC a GS, o la duració de les comunicacions. No obstant, afegir aquests mètodes a 
cada comprovació per trobar la solució més similar, augmentaria el cost de l’algoritme i el 
temps d’execució en gran mesura.  
 
També s’ha procedit a buscar altres heurístics per donar més pes al FitREQ, però mantenint els 
bons resultats amb el FitWIN, però en totes les modificacions de l’heurístic actual, el FitWIN es 
deixa de complir, cosa que és més greu que no complir tots els temps requerits. Per quest 




6.1.5 GA Struggle Hash 
6.1.5.1 Estudi dels paràmetres de configuració 
6.1.5.1.1 Modificació de la mida de la població 
Primerament definim la resta de paràmetres de configuració (almenys dels més rellevants per 
les proves): 
Paràmetre Configuració 
Número de passos evolutius 35000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mutation rate A 15% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
A la següent gràfica,  podem veure l’ efecte d’aplicar cadascuna de les diferents mides de la 
població al fitness total mitjà (FitTOTMean) de les 5 execucions independents.  





figura 6.4.1 – Evolució del fitness segons la població 
Com podem veure a la figura, clarament la millor opció és utilitzar una població de 20 
individus. Interpretem que això es deu a que amb una població de 20 individus pot haver-hi la 
sufient diversitat com per retardar la convergència i arribar a una solució millor, i la població 
no es tant gran com per que els gens no es transmetin als fills en generacions posteriors. 
 
figura 6.4.2 – Evolució del temps d’ execució segons la mida de la població 
 
En aquest cas, la mida de la població no afecta directament al temps d’execució, atesa la 
optimització del càlcul utilitzant la funció de Hash i la substitució d’un individu per pas 
evolutiu.  
 
6.1.5.1.2 Modificació del percentatge de mutació  pel cromosoma A 
6.1.5.1.2.1 TStart 
 




A continuació, mirarem la configuració del percentatge de mutació del temps d’inici de 
comunicació (TStart) del cromosoma A. Ajuntem la taula amb el context i la gràfica amb els 
diversos percentatges de mutació i com afecten al FitTOT. 
 
Paràmetre Configuració 
Número de passos evolutius 35000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TDur) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 





figura 6.4.3 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TS) – 5 – 30% 
 
Com podeu veure a la gràfica, quan més petit és el mutation rate, millor és el resultat. No 
obstant, abans d’escollir el percentatge haurem de mirar que no existeixi un valor inferior que 
aporti millors resultats. 
 





figura 6.4.4 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TS) – 1 – 5% 
En aquesta segona gràfica es pot observar que els valors 2% i 5% obtenen els millors resultats, 
no obstant, els dos tenen una evolució diferent de la gràfica. Amb un valor de mutació del 5% 
obtenim bons resultats inicials però amb una baixa progressió de millora de les solucions. En 
canvi, amb la mutació del 2% comencem amb valors més baixos inicialment, però després t’he 
una ascendència més pronunciada cap a les solucions més òptimes. Per a les proves s’escollirà 
el percentatge de mutació de TStart del 2%, atès que la majoria de vegades obté millors 




A continuació s’adjunta la taula amb els valors dels paràmetres de configuració, per les proves 
de la comparativa del percentatge de mutació del temps de duració del cromosoma A.   
Paràmetre Configuració 
Número de passos evolutius 35000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
I posteriorment, la gràfica amb els diferents percentatges escollits per la compartiva: 





figura 6.4.5 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TDur) – 5 – 30% 
 
Com es pot observar, el millor valor amb diferència dels comparats és el 5%. No obstant, en 
tractar-se del límit inferior dels valors tractats, farem l’estudi pels valors del 1 – 5% per acabar 
d’ajustar el millor valor. 
 
 
figura 6.4.6 – Evolució del fitness segons el percentatge de mutació del cromosoma A (TDur) – 1 – 5% 
Tot i que la majoria de valors tenen els mateixos resultats, tant pel fet de que és el percentatge 
que ha obtingut els millors resultats de la sèrie, com per la evolució de la gràfica, s’ escollirà el 
com a valor del percentatge de mutació del temps de duració del cromosoma A, el 5%.   
 
6.1.5.1.3 Modificació del percentatge de mutació  pel cromosoma B 
Un cop escollits els valors dels percentatges de mutació del temps de començament (TStart) i 
el temps de comunicació (TDur) del cromosoma A, passarem a realitzar la comparativa per 
escollir el millor valor de modificació del cromosoma B. 
No obstant, primerament adjuntarem la taula amb el context dels valors de la resta de 
paràmetres sota els que s’han realitzat les proves: 
 
 





Número de passos evolutius 35000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate A (TDur) 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
I posteriorment, la gràfica comparativa amb els diferents valors tractats del 1 - 5%.  
  
 
figura 6.4.6 – Evolució del fitness segons el percentatge de mutació del cromosoma B  
 
En aquest cas hem passat directament al valors del rang del 1 – 5%, atès que novament el 5% 
estava molt per sobre dels valors del 10 – 30%. Com podeu observar a la gràfica, a excepció del 
3%, la resta de percentatges té un bon rendiment. No obstant escollirem el 5% per la forma de 
la gràfica, on té un creixement més ascendent que la resta d’opcions. 
6.1.5.2 Estudi de la funció de similaritat 
 
Tal i com hem comentat a l’ introducció, hem contemplat dues de les funcions de Hash 
contemplades a l’article de Xhafa et al. *4+, concretament: 
 Position-Base Key (B KEY) 
 Task-Resouce Allocation Key (C KEY) 
Per tant, haurem de discernir quina de les dues funcions es comporta millor per aquest tipus 
de solucions. A continuació adjuntem un requadre amb la configuració per les proves, i just a 
continuació, la gràfica amb la evolució del fitness segons aquestes dues claus. 
 





Número de passos evolutius 35000 
Número d'execucions indp. 5 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate A (TDur) 5% 
Mutation rate B 5% 
Probabilitat de crossover 80% 




Tal i com s’observa a la gràfica, la teoria obeeix a la pràctica, on la C KEY (que no només mira la 
posició de les tasques, sinó també els recursos a on estan assignades), és una millor opció que 
la B KEY (que calcula el seu valor segons la posició de les tasques).  
 
Tal i com hem comentat a la introducció, la opció d’ utilitzar la funció de Hash en base al 
fitness (A KEY) la hem descartat directament, atesos els seus mals resultats.  
 
6.1.5.3 Estudi de l’execució del pla de proves 
6.1.5.3.1 Instàncies petites 
Paràmetre Configuració 
Número de passos evolutius 20000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate A (Tdur) 5% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 




Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 No 99,00 70,00 98,94 66,86 1096,60 39,84 
I_S_02 No 99,00 70,00 94,32 65,14 1091,97 40,02 
I_S_03 No 99,00 57,00 98,90 69,11 1095,29 39,86 
I_S_04 No 99,00 78,00 100,00 61,50 1098,42 39,66 
I_S_05 No 100,00 52,00 97,70 61,10 1103,51 39,83 
I_S_06 No 99,00 66,00 96,63 59,01 1093,82 40,91 
I_S_07 No 99,00 71,00 94,44 60,79 1092,15 39,71 
I_S_08 No 99,00 74,00 100,00 61,81 1098,02 40,17 
I_S_09 No 99,00 64,00 96,59 62,53 1093,62 40,08 
I_S_10 No 100,00 69,00 97,85 66,06 1105,41 39,98 
I_S_11 No 99,00 66,00 96,70 52,94 1093,83 41,07 
I_S_12 No 98,00 74,00 96,74 57,08 1084,71 40,22 
I_S_13 No 99,00 76,00 93,68 66,19 1091,95 40,05 
I_S_14 No 100,00 65,00 91,95 49,36 1098,95 41,73 
I_S_15 No 98,00 72,00 97,78 67,69 1085,65 40,14 
I_S_16 No 81,00 80,00 98,31 69,38 917,00 39,78 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,07 68,27 96,82 61,81 1094,93 40,22 
Desv.Est. (σ) 0,59 6,96 2,35 5,53 5,63 0,57 
 
6.1.5.3.2 Instàncies mitjanes 
 
Paràmetre Configuració 
Número de passos evolutius 35000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate A (Tdur) 5% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 No 96,67 74,00 96,21 44,21 1070,72 104,12 
I_M_02 No 98,67 78,00 98,50 44,06 1093,40 108,45 
I_M_03 No 98,00 84,00 92,59 44,41 1081,44 105,07 
I_M_04 No 98,00 76,00 98,53 51,73 1086,65 106,78 
I_M_05 No 99,33 80,00 96,43 46,71 1098,23 104,15 
I_M_06 No 97,33 88,00 93,18 45,74 1075,77 104,15 
I_M_07 No 98,00 68,67 91,30 44,78 1078,62 104,34 




I_M_08 No 99,33 61,33 97,14 51,38 1097,12 104,30 
I_M_09 No 97,33 68,00 97,76 42,96 1078,32 104,42 
I_M_10 No 99,33 71,33 96,24 40,27 1097,11 107,06 
I_M_11 No 98,00 80,00 96,99 49,09 1085,48 104,23 
I_M_12 No 98,00 75,33 97,79 50,10 1085,83 105,52 
I_M_13 No 98,67 76,00 97,71 51,36 1092,49 104,77 
I_M_14 No 98,67 57,33 94,74 45,77 1087,59 105,89 
I_M_15 No 99,33 85,33 97,79 49,22 1100,15 105,07 
I_M_16 No 64,00 92,67 96,55 50,76 746,33 101,53 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 98,31 74,89 96,19 46,79 1087,26 105,22 
Desv.Est. (σ) 0,83 8,54 2,24 3,50 9,05 1,31 
 
6.1.5.3.3 Instàncies grans 
 
Paràmetre Configuració 
Número de passos evolutius 50000 
Número d'execucions indp. 10 
Crosspoint cromosoma A 10 
Crosspoint cromosoma B 3 
Mida de la població 20 
Mutation rate A (TStart) 2% 
Mutation rate A (Tdur) 5% 
Mutation rate B 5% 
Probabilitat de crossover 80% 
Probabilitat de mutation 20% 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 No 97,00 76,50 95,03 42,80 1073,11 198,53 
I_L_02 No 99,00 84,50 94,77 39,21 1093,61 202,21 
I_L_03 No 99,00 87,50 93,64 39,45 1092,79 200,21 
I_L_04 No 98,00 80,00 97,18 47,94 1085,65 198,36 
I_L_05 No 98,50 73,50 93,01 39,10 1085,75 199,68 
I_L_06 No 97,00 76,50 95,05 38,01 1073,09 198,24 
I_L_07 No 97,50 74,50 94,51 35,35 1077,31 198,46 
I_L_08 No 96,00 76,00 95,56 36,48 1063,52 200,92 
I_L_09 No 96,00 80,50 93,18 38,85 1061,62 200,05 
I_L_10 No 98,00 80,00 94,54 37,33 1082,91 201,25 
I_L_11 No 96,00 71,00 95,05 44,17 1062,60 200,43 
I_L_12 No 99,00 68,50 98,27 41,31 1095,53 201,72 
I_L_13 No 96,50 76,50 94,41 38,49 1067,45 198,78 
I_L_14 No 98,50 72,00 97,30 40,21 1089,90 202,92 




I_L_15 No 96,00 79,00 96,05 37,18 1064,32 198,28 
I_L_16 No 64,00 88,50 94,62 53,22 744,01 194,46 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 97,47 77,10 95,17 39,73 1077,94 200,00 




Aquest algoritme tampoc és capaç de trobar solucions per cap de les instàncies petites, grans 
ni mitjanes, tot i que en els tres tipus d’instàncies troba bones solucions (quasi arribant al 
100% del  Fitwin i del FitTimeReq). Probablement el punt que el fa més fort (el fet de mantenir la 
diversitat de la població en tota la execució), és precisament el que el fa que no trobi les 
solucions factibles (atès que només substitueix els més similars). A part, el fet de que en els 
problemes de Ground Station Scheduling l’espai de solucions sigui tan gran, la funció de hash 
no te el rendiment que te en altres tipus d’ scheduling com podrien ser el de planificació de 
tasques (on la mida de les tasques no és variable).  
Cal remarcar però que en quant a la qualitat / cost de les solucions, aquest algoritme és una 
bona opció, atès que obté solucions millors que l’ SSGA sacrificant una mica el cost de la 
solució, però sense arribar a utilitzar els recursos del GA Struggle.  
 
  




6.2 Algoritmes de cerca local  
 
En el cas dels algoritmes de cerca local, l’ únic paràmetre de configuració sobre el que podríem 
realitzar l’estudi previ de la configuració, seria el metaheurístic utilitzat pel càlcul de la funció 
de qualitat. No obstant, la funció escollida pel càlcul de la qualitat d’una solució, és el mateix 
que pel càlcul del fitness dels GA de l’estudi. Per tant, en el cas dels algoritmes genètics 
directament realitzarem l’anàlisi dels resultats.  
 
6.2.1 Hill Climbing 
 
6.2.1.1 Estudi de l’execució del pla de proves 
6.2.1.1.1 Instàncies petites 
Paràmetre Configuració 
Número de passos evolutius 10000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 Sí 100,00 77,00 100,00 77,71 258,48 7,05 
I_S_02 Sí 100,00 72,00 100,00 86,48 258,07 7,10 
I_S_03 Sí 100,00 78,00 100,00 77,57 258,58 7,28 
I_S_04 Sí 100,00 70,00 100,00 83,14 257,83 7,12 
I_S_05 Sí 100,00 81,00 100,00 74,41 258,84 7,25 
I_S_06 Sí 100,00 77,00 100,00 78,93 258,49 7,26 
I_S_07 Sí 100,00 74,00 100,00 82,26 258,22 7,22 
I_S_08 Sí 100,00 70,00 100,00 82,94 257,83 7,20 
I_S_09 Sí 100,00 67,00 100,00 77,73 257,48 7,13 
I_S_10 Sí 100,00 77,00 100,00 80,71 258,51 7,30 
I_S_11 Sí 100,00 79,00 100,00 76,81 258,67 7,22 
I_S_12 No 99,00 76,00 100,00 78,71 256,89 7,31 
I_S_13 Sí 100,00 77,00 100,00 78,23 258,48 7,30 
I_S_14 Sí 100,00 76,00 100,00 79,76 258,40 7,29 
I_S_15 No 100,00 79,00 98,89 76,42 257,55 7,28 
I_S_16 No 79 83 100 96,69 227,77 6,93 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,93 75,33 99,93 79,45 258,15 7,22 
Desv.Est. (σ) 0,26 3,94 0,29 3,14 0,54 0,08 
 
 




6.2.1.1.2 Instàncies mitjanes 
Paràmetre Configuració 
Número de passos evolutius 15000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 Sí 100,00 78,67 100,00 63,23 258,50 15,88 
I_M_02 No 99,33 73,33 100,00 62,76 256,96 15,81 
I_M_03 Sí 100,00 79,33 100,00 56,50 258,50 15,77 
I_M_04 No 98,67 82,67 100,00 61,40 256,88 15,80 
I_M_05 No 99,33 75,33 100,00 63,28 257,17 15,84 
I_M_06 Sí 100,00 76,00 100,00 65,52 258,26 15,81 
I_M_07 No 99,33 78,00 100,00 64,04 257,44 15,93 
I_M_08 Sí 100,00 84,67 100,00 62,68 259,09 15,81 
I_M_09 Sí 100,00 79,33 100,00 66,52 258,60 15,85 
I_M_10 No 99,33 82,00 100,00 63,95 257,84 15,88 
I_M_11 No 99,33 80,00 100,00 65,87 257,66 15,82 
I_M_12 No 99,33 84,00 100,00 64,95 258,05 16,09 
I_M_13 Sí 100,00 80,00 100,00 58,95 258,59 15,96 
I_M_14 No 99,33 86,67 100,00 64,70 258,31 15,92 
I_M_15 Sí 100,00 83,33 100,00 61,44 258,95 16,01 
I_M_16 No 62 94 100 89,1 203,29 15,9 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,60 80,22 100,00 63,05 258,05 15,88 
Desv.Est. (σ) 0,42 3,71 0,00 2,67 0,70 0,09 
 
6.2.1.1.3 Instàncies grans 
Paràmetre Configuració 
Número de passos evolutius 25000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 Sí 100,00 78,00 100,00 56,36 258,36 34,42 
I_L_02 No 99,00 83,00 100,00 55,28 257,35 34,67 
I_L_03 No 99,50 84,00 100,00 58,77 258,24 34,64 
I_L_04 No 99,50 79,00 100,00 58,89 257,74 34,31 
I_L_05 No 99,00 85,00 100,00 55,96 257,56 34,19 
I_L_06 Sí 100,00 77,00 100,00 56,41 258,26 34,32 
I_L_07 No 99,50 82,50 100,00 55,98 258,06 34,43 
I_L_08 Sí 100,00 82,00 100,00 55,19 258,75 34,49 




I_L_09 No 99,00 86,00 100,00 58,19 257,68 34,61 
I_L_10 No 99,50 78,50 100,00 59,20 257,69 34,43 
I_L_11 No 99,00 74,50 100,00 55,78 256,51 34,45 
I_L_12 No 99,00 83,00 100,00 59,63 257,40 34,44 
I_L_13 No 99,50 79,50 100,00 57,99 257,78 34,4 
I_L_14 No 99,50 85,00 100,00 60,08 258,35 34,4 
I_L_15 No 99,50 84,00 100,00 56,26 258,21 34,32 
I_L_16 No 61,50 96,00 100,00 80,10 202,65 34,25 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,43 81,40 100,00 57,33 257,86 34,42 




Respecte el Hill Climbing, aquest algoritme es força bo per instàncies petites on l’espai de 
solucions és més limitat. No obstant, sovint es queda en màxims locals, cosa que s’accentua en 
les instàncies mitjanes i posteriorment a les instàncies grans, on sempre es queda en màxims 
locals.  
Per contrapartida, aquest algoritme és el menys costos dels tres. 
 
6.2.2 Simulated Annealing 
 
6.2.2.1 Estudi de l’execució del pla de proves 
6.2.2.1.1 Instàncies petites 
Paràmetre Configuració 
Número de passos evolutius 10000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 Sí 100,00 83,00 100,00 73,14 259,03 7,01 
I_S_02 Sí 100,00 66,00 100,00 78,60 257,39 7,08 
I_S_03 Sí 100,00 71,00 100,00 81,88 257,92 7,11 
I_S_04 Sí 100,00 82,00 100,00 75,48 258,96 7,02 
I_S_05 Sí 100,00 75,00 100,00 81,55 258,32 7,07 
I_S_06 Sí 100,00 70,00 100,00 87,88 257,88 7,13 
I_S_07 Sí 100,00 81,00 100,00 74,41 258,84 7,16 
I_S_08 Sí 100,00 76,00 100,00 67,86 258,28 7,18 
I_S_09 Sí 100,00 72,00 100,00 81,33 258,01 7,14 
I_S_10 Sí 100,00 76,00 100,00 80,07 258,40 7,05 




I_S_11 Sí 100,00 76,00 100,00 78,75 258,39 7,00 
I_S_12 Sí 100,00 72,00 100,00 84,62 258,05 7,12 
I_S_13 Sí 100,00 72,00 100,00 81,91 258,02 7,10 
I_S_14 Sí 100,00 78,00 100,00 79,60 258,60 7,07 
I_S_15 Sí 100,00 80,00 100,00 77,76 258,78 7,08 
I_S_16 No 74,00 85,00 100,00 100,60 220,51 7,08 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 75,33 100,00 78,99 258,32 7,09 
Desv.Est. (σ) 0,00 4,88 0,00 4,89 0,46 0,05 
 
6.2.2.1.2 Instàncies mitjanes 
Paràmetre Configuració 
Número de passos evolutius 15000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 No 99,33 82,67 100,00 61,98 257,89 15,69 
I_M_02 No 99,33 76,00 100,00 66,37 257,26 15,55 
I_M_03 Sí 100,00 78,67 100,00 61,26 258,48 15,60 
I_M_04 Sí 100,00 70,00 100,00 66,88 257,67 15,66 
I_M_05 No 99,33 81,33 100,00 60,30 257,74 15,71 
I_M_06 No 99,33 80,00 100,00 62,68 257,63 15,81 
I_M_07 No 99,33 84,00 100,00 59,10 257,99 15,78 
I_M_08 No 99,33 82,67 100,00 61,74 257,88 15,67 
I_M_09 No 99,33 76,67 100,00 62,81 257,30 15,76 
I_M_10 No 98,00 88,00 100,00 64,25 256,44 15,70 
I_M_11 Sí 100,00 80,00 100,00 63,86 258,64 15,71 
I_M_12 No 99,33 74,67 100,00 68,69 257,15 15,91 
I_M_13 No 99,33 80,00 100,00 63,53 257,64 15,62 
I_M_14 No 99,33 88,00 100,00 63,53 258,44 15,67 
I_M_15 No 98,67 80,67 100,00 59,95 256,67 15,62 
I_M_16 No 59,33 95,33 100,00 93,22 199,47 15,56 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,33 80,22 100,00 63,13 257,65 15,70 
Desv.Est. (σ) 0,50 4,76 0,00 2,66 0,62 0,09 
 
 




6.2.2.1.3 Instàncies grans 
Paràmetre Configuració 
Número de passos evolutius 25000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 No 99,00 81,00 99,45 56,50 256,61 27,64 
I_L_02 No 99,50 87,50 99,42 54,09 257,96 27,65 
I_L_03 No 99,50 77,50 100,00 59,35 257,59 27,86 
I_L_04 Sí 100,00 81,50 100,00 55,48 258,71 27,65 
I_L_05 No 99,50 81,00 100,00 57,65 257,93 27,44 
I_L_06 No 98,50 83,50 100,00 58,56 256,69 27,38 
I_L_07 No 99,50 82,50 100,00 58,41 258,08 27,35 
I_L_08 No 98,50 85,00 100,00 60,90 256,86 27,64 
I_L_09 Sí 100,00 69,50 100,00 56,69 257,52 27,71 
I_L_10 No 99,00 84,50 100,00 58,38 257,53 27,69 
I_L_11 No 99,50 76,00 100,00 56,62 257,42 27,76 
I_L_12 No 98,50 86,00 100,00 60,35 256,95 27,65 
I_L_13 No 99,00 79,50 100,00 57,80 257,03 27,73 
I_L_14 No 98,50 87,50 100,00 58,84 257,09 27,75 
I_L_15 No 99,00 78,00 100,00 60,09 256,90 27,40 
I_L_16 No 61,50 94,00 100,00 87,56 202,53 27,88 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,17 81,37 99,92 57,98 257,39 27,62 




En general, aquest algoritme troba millors solucions que el Hill Climbing, tot i que no existeix 
una gran diferència entre el rendiments de ambdós. Aquest fet es deu a que el Hill Climbing 
sempre es queda en màxims locals, els quals si tenim sort, seran bones solucions. El fet 
d’acceptar solucions amb un fitness menor amb una certa probabilitat, fa que al començament 
aquest algoritme obtingui pitjors solucions que el Hill Climbing, però per contrapartida realitza 
una cerca més explorativa, que acaba marcant la diferència en problemes amb petits riscos o 
petites valls. No obstant, aquest algoritme continua trobant porques solucions factibles per a 
les instàncies mitjanes i grans. 
 
  




6.2.3 Tabu Search 
 
6.2.3.1 Estudi de l’execució del pla de proves 
6.2.3.1.1 Instàncies petites 
Paràmetre Configuració 
Número de passos evolutius 400 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_S_01 Sí 100,00 86,00 100,00 75,37 609,35 15,55 
I_S_02 Sí 100,00 97,00 100,00 66,30 610,36 15,70 
I_S_03 Sí 100,00 83,00 100,00 78,45 609,09 15,65 
I_S_04 Sí 100,00 87,00 100,00 70,69 609,41 15,59 
I_S_05 Sí 100,00 87,00 100,00 74,12 609,44 15,78 
I_S_06 Sí 100,00 84,00 100,00 77,89 609,18 15,71 
I_S_07 Sí 100,00 88,00 100,00 73,36 609,53 15,66 
I_S_08 Sí 100,00 79,00 100,00 72,90 608,63 15,80 
I_S_09 Sí 100,00 95,00 100,00 69,50 610,20 15,89 
I_S_10 Sí 100,00 91,00 100,00 71,41 609,81 15,79 
I_S_11 Sí 100,00 82,00 100,00 77,63 608,98 15,72 
I_S_12 Sí 100,00 86,00 100,00 72,73 609,33 15,89 
I_S_13 Sí 100,00 83,00 100,00 77,77 609,08 15,78 
I_S_14 Sí 100,00 85,00 100,00 75,21 609,25 15,97 
I_S_15 Sí 100,00 85,00 100,00 68,66 609,19 15,83 
I_S_16 No 89,00 93,00 100,00 79,60 555,10 14,93 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 86,57 100,00 73,33 609,39 15,77 
Desv.Est. (σ) 0,00 4,76 0,00 3,69 0,45 0,12 
 
6.2.3.1.2 Instàncies mitjanes 
Paràmetre Configuració 
Número de passos evolutius 600 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_M_01 Sí 100,00 86,00 100,00 62,17 609,22 53,10 
I_M_02 Sí 100,00 89,33 100,00 64,98 609,58 52,58 
I_M_03 Sí 100,00 93,33 100,00 62,32 609,96 52,31 
I_M_04 Sí 100,00 92,67 100,00 63,66 609,90 52,52 




I_M_05 Sí 100,00 85,33 100,00 57,67 609,11 52,79 
I_M_06 Sí 100,00 87,33 100,00 62,53 609,36 52,58 
I_M_07 Sí 100,00 93,33 100,00 63,38 609,97 52,37 
I_M_08 Sí 100,00 90,00 100,00 56,76 609,57 52,90 
I_M_09 Sí 100,00 90,67 100,00 65,69 609,72 52,78 
I_M_10 Sí 100,00 88,67 100,00 56,67 609,43 53,38 
I_M_11 Sí 100,00 90,00 100,00 63,51 609,64 52,90 
I_M_12 Sí 100,00 90,67 100,00 64,95 609,72 53,07 
I_M_13 Sí 100,00 94,67 100,00 61,87 610,09 52,87 
I_M_14 Sí 100,00 94,67 100,00 61,45 610,08 52,53 
I_M_15 Sí 100,00 93,33 100,00 63,77 609,97 52,57 
I_M_16 No 72,00 96,00 100,00 80,36 470,40 50,14 
 
 
 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 90,67 100,00 62,09 609,69 52,75 
Desv.Est. (σ) 0,00 2,99 0,00 2,88 0,31 0,29 
 
6.2.3.1.3 Instàncies grans 
Paràmetre Configuració 
Número de passos evolutius 1000 
Número d'execucions indp. 10 
 
Prova Correcta Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
I_L_01 Sí 100,00 91,50 100,00 50,45 609,65 248,63 
I_L_02 Sí 100,00 95,50 100,00 53,05 610,08 248,10 
I_L_03 Sí 100,00 95,50 100,00 50,88 610,06 249,33 
I_L_04 Sí 100,00 94,00 100,00 53,58 609,94 247,96 
I_L_05 Sí 100,00 92,50 100,00 52,60 609,78 248,41 
I_L_06 Sí 100,00 96,50 100,00 51,86 610,17 249,39 
I_L_07 Sí 100,00 96,00 100,00 53,01 610,13 247,91 
I_L_08 Sí 100,00 93,50 100,00 52,90 609,88 249,58 
I_L_09 Sí 100,00 95,50 100,00 52,03 610,07 247,69 
I_L_10 Sí 100,00 96,00 100,00 52,87 610,13 248,73 
I_L_11 Sí 100,00 94,50 100,00 51,44 609,96 247,07 
I_L_12 Sí 100,00 94,00 100,00 46,48 609,87 248,57 
I_L_13 Sí 100,00 97,00 100,00 54,65 610,25 248,50 
I_L_14 Sí 100,00 96,50 100,00 59,85 610,25 250,35 
I_L_15 Sí 100,00 94,50 100,00 51,34 609,96 246,22 
I_L_16 No 78,00 99,50 100,00 74,28 500,69 236,25 
 




 Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 94,87 100,00 52,47 610,01 248,43 




Finalment, el Tabu Search es postula no només com el millor algoritme de cerca local, sinó 
també el millor algoritme de la comparativa. Tal i com podem observar a les taules, exceptuant 
la instància 16 de cada mida de joc de proves, sempre troba la solució factible.  
El gran problema d’aquest algoritme és el temps d’execució, no només perquè creix en gran 
mesura segons la mida de la població, sinó perquè és variable depenent del tipus de problema.  
 
6.3 Estudi comparatiu global 
6.3.1 Estudi per tipus d’instància 
6.3.1.1 Instàncies petites 
 
GABase Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,87 97,73 100,00 73,44 251,51 244,26 
Desv.Est. (σ) 0,35 1,16 0,00 2,87 0,52 1,02 
 
SSGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 98,27 73,60 97,06 62,66 596,38 76,86 
Desv.Est. (σ) 0,96 6,33 1,30 2,38 5,33 0,51 
 
StGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 74,47 98,31 60,42 1106,36 46,90 
Desv.Est. (σ) 0,00 3,89 1,38 2,27 1,59 0,24 
 
StGA Hash Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,07 68,27 96,82 61,81 1094,93 40,22 
Desv.Est. (σ) 0,59 6,96 2,35 5,53 5,63 0,57 
 
HC Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,93 75,33 99,93 79,45 258,15 7,22 
Desv.Est. (σ) 0,26 3,94 0,29 3,14 0,54 0,08 
 




SA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 75,33 100,00 78,99 258,32 7,09 
Desv.Est. (σ) 0,00 4,88 0,00 4,89 0,46 0,05 
 
TS Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 86,57 100,00 73,33 609,39 15,77 
Desv.Est. (σ) 0,00 4,76 0,00 3,69 0,45 0,12 
 
 
Respecte les instàncies petites, els algoritmes amb una millor optimització del FitWIN son el 
Simulated Annealing, el Tabu Search i el GA Struggle, que per a totes les proves a excepció de 
la instància 16, troben la millor solució amb una desviació del 0%.  
El segueixen de ben a prop el Hill Climbing  i el GA Base respectivament, amb una petita 
desviació.  
Finalment, el GA Struggle Hash i el SSGA tenen un pitjor comportament que la resta, quedant-
se a les portes d’obtenir la millor solució.  
 
En quant al FitLessClash, l’ algoritme que millor optimitza aquest fitness és amb diferència el GA 
Base, amb els millors valors i una menor desviació. S’ha sacrificat la optimització d’aquest 
















































































































Respecte el FitREQ, els algoritmes que millors resultats obtenen son el Tabu Search, el Simulated 
Annealing i el GA Base, seguits per el Hill Climbing de ben a prop, per el problema dels màxims 
locals.  La resta d’algoritmes obté valors per sobre del 95%, sent el StGA Hash la pitjor opció en 
quant a resultats i desviació. 
 
En quant al fitness d’ocupació de la GS, els algoritmes de cerca local son els que obtenen els 
majors resultats, però també son els que tenen una major desviació, exceptuant el StGA Hash 
que torna a ser la pitjor opció amb diferència, sobretot per l’alta desviació dels resultats. 
 
Finalment, en quant al temps d’execució la millor opció tornen a ser els algoritmes de carca 
local. Noteu que els bons temps del Tabu Search es deuen a les poques iteracions necessàries 





































































































































































6.3.1.2 Instàncies mitjanes 
 
GABase Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 93,29 75,60 97,72 51,11 245,73 232,23 
Desv.Est. (σ) 1,08 5,56 1,07 2,67 1,03 0,83 
 
SSGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 97,07 74,98 96,49 46,65 589,79 170,79 
Desv.Est. (σ) 0,87 4,43 1,11 2,29 4,14 0,76 
 
StGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 77,29 96,99 44,31 1105,16 104,13 
Desv.Est. (σ) 0,00 5,92 1,22 1,81 1,37 0,48 
 
StGA Hash Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 98,31 74,89 96,19 46,79 1087,26 105,22 
Desv.Est. (σ) 0,83 8,54 2,24 3,50 9,05 1,31 
 
HC Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,60 80,22 100,00 63,05 258,05 15,88 
Desv.Est. (σ) 0,42 3,71 0,00 2,67 0,70 0,09 
 
SA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,33 80,22 100,00 63,13 257,65 15,70 
Desv.Est. (σ) 0,50 4,76 0,00 2,66 0,62 0,09 
 
TS Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 90,67 100,00 62,09 609,69 52,75 

























































Per les instàncies mitjanes, els algoritmes amb una millor optimització del FitWIN son: el Tabu 
Search i el GA Struggle, que per a totes les proves a excepció de la instància 16, troben la millor 
solució amb una desviació del 0%. Noteu que respecte les instàncies mitjanes, tant el Hill 
Climbing com el Simulated Annealing comencen a tenir una desviació més important, deixant 
de formar part de les millors opcions. Noteu també la baixada de rendiment del GA base per 




En quant al FitLessClash, l’ algoritme que millor optimitza aquest fitness per les instàncies mitjanes 
és el Tabu Search, amb els millors valors i una menor desviació. La resta d’algoritmes obté més 




Respecte el FitREQ, els algoritmes que millors resultats obtenen son els tres algoritmes de cerca 
local, que obtenen el màxim valor i amb una desviació del 0%. Noteu que la versió base de 

















































































































Per acabar amb les funcions de fitness de les instàncies de proves mitjanes, adjuntem les 
gràfiques de la evolució del FitGSU. En aquest cas, els algoritmes que millor optimitzen la 




Finalment, en quant a temps d’execució més o menys es manté el que hem comentat per les 
instàncies petites. No obstant, cal esmentar l’increment  del temps d’execució del Tabu 
Search., que s’ha incrementat més del doble.  
 
6.3.1.3 Instàncies grans 
 
GABase Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 91,97 77,94 97,78 46,55 243,99 373,96 
Desv.Est. (σ) 1,20 3,86 1,28 1,59 2,06 1,59 
 
SSGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 95,93 75,87 95,59 40,20 583,24 450,86 














































































































StGA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,90 78,97 95,71 38,46 1103,00 228,76 
Desv.Est. (σ) 0,21 6,74 1,23 1,27 1,94 1,71 
 
StGA Hash Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 97,47 77,10 95,17 39,73 1077,94 200,00 
Desv.Est. (σ) 1,19 5,03 1,50 3,24 12,29 1,55 
 
HC Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,43 81,40 100,00 57,33 257,86 34,42 
Desv.Est. (σ) 0,37 3,42 0,00 1,69 0,55 0,13 
 
SA Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 99,17 81,37 99,92 57,98 257,39 27,62 
Desv.Est. (σ) 0,52 4,82 0,20 1,87 0,59 0,15 
 
TS Fitwin FitLessClash FitTimeReq FitGSU FitTOT Ex. Time(s) 
Mitjana 100,00 94,87 100,00 52,47 610,01 248,43 
Desv.Est. (σ) 0,00 1,56 0,00 2,76 0,17 1,03 
 
 
Finalment, realitzarem la comparativa per les instàncies grans (large). Per a aquestes 
instàncies, els algoritmes que obtenen millors valors del FitWIN son respectivament: el Tabu 
Search i el GA Struggle. El primer algoritme troba el millor valor per a totes les instàncies 
exceptuant la número 16. Respecte el segon algoritme, tot i que generalment retorna valors 
molt ajustats, te una petita desviació que fa que no sempre retorni la opció factible o més 

























































En quant al FitLessClash, l’ algoritme que millor optimitza aquest fitness per les instàncies grans és 
el Tabu Search, amb els millors valors i una menor desviació. La resta d’algoritmes obté més o 
menys els mateixos valors, però aquesta vegada el GA Struggle té la pitjor desviació, seguit del 
GA Struggle Hash i el Simulated Annealing.  
 
Respecte el FitREQ, els algoritmes que millors resultats obtenen son novament els tres 
algoritmes de cerca local, que obtenen el màxim valor i amb una desviació del 0% o propera al 
0 en el cas del Simulated Annealing, a causa de l’acceptació de solucions pitjors segons la 
funció delta. La resta d’algoritmes segueix la mateixa tendència que a les instàncies mitjanes. 
 
Per acabar amb les funcions de fitness de les instàncies de proves grans, a les gràfiques amb la 
evolució del FitGSU podem observar que els millors valors son els obtinguts per el Simulated 
Annealing i el Hill Climbing respectivament, tot i que el Tabu Search també és una bona opció 




































































































































































 Tanquem la comparativa dels algoritmes amb la evolució del temps d’execució. Tal i com 
podem observar a les gràfiques, els algoritmes menys costosos en temps tornen a ser el Hill 
Climbing i el Simulated Annealing.  
Cal remarcar que la pujada del temps d’execució del SSGA, és deu a la gran quantitat 
d’iteracions necessàries per obtenir bons resultats per a instàncies grans, així com l’increment 
en el temps d’execució del Tabu Search i de l’ algoritme GA Base, acusada per la mida de les 























































































En el capítol anterior hem posat a prova els diferents metaheurístics abordats a l’ estudi 
comparatiu d’aquest projecte, partint d’un mateix context en quan a la màquina i les 
instàncies de proves.  
També hem comprovat que cadascun dels metaheurístics té les seves pròpies característiques 
que el defineixen, i que segons quin sigui el resultat que vulguem obtenir, ens pot ser més útil 
que un altre metaheurístic a priori més bo, però que no es comporta tant bé en aquell 
aspectes.  
Així doncs hem comprovat que per a les instàncies petites, el Hill Climbing i el Simulated 
Annealing son bones opcions, atès que son una alternativa força bona al GA Base que també 
compleix els objectius, però amb una càrrega molt més gran de temps. No obstant, aquest dos 
algoritmes tendeixen a quedar-se en màxims locals o en cicles (en el cas del Simulated 
Annealing), de manera que per instàncies grans comencen a tenir una desviació no desitjada.  
També hem detectat que la versió amb codis Hash del algoritme GA Struggle, no és una bona 
opció per aquest tipus de problemes, atès que tot i arribar a bones solucions, quasi mai obté 
solucions factibles i a més, aquestes estan molt desviades. Tal i com hem comentat, el punt 
dèbil d’aquesta solució potser es deu al manteniment excessiu de la diversitat, que fa que 
trigui molt més en convergir, quedant-se en solucions pitjors. Això mateix ho hem vist amb la 
versió GA Struggle simple, on la distància de Hamming (que a priori hauria de ser una pitjor 
implementació que la distància Euclidiana), dona millors resultats inicials i en canvi l’altre triga 
massa a convergir en una solució millor (segons la tendència de la gràfica).  
Segons els resultats obtinguts, podem declarar el Tabu Search com el millor algoritme per 
aquest tipus de problemes, atès que per a totes les instàncies a excepció de la prova 16 (que és 
un problema d’optimització d’una instància real), arriba a obtenir una solució factible. No 
obstant, s’ha de tenir en compte el ràpid increment del temps d’execució, de manera que si 
estenguéssim el problema a un número més elevat de GS i SC, el temps d’ execució seria un 
punt crític. 
Per solucionar el problema dels temps d’execució de TS, per les instàncies realment grans 
s’hauria d’ aprofitar la capacitat explorativa dels algoritmes genètics (com per exemple la 
versió Struggle simple, que ha demostrat ser una bona opció), ajuntant-la amb la capacitat 
explotativa dels algoritmes de cerca local (per exemple amb unes rondes de Hill Climbing per 
trobar el màxim local de l’espai de solucions explorat per el GA escollit). Tot i que aquest 
algoritme queda fora de l’abast de l’ estudi, tot apunta a que seria la millor opció de resolució 
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9.1 Punts pendents 
 
Tant a la solució mitjançant algoritmes genètics, com a la solució mitjançant algoritmes de 
cerca local, heretem dues de les debilitats que restaven pendents a la solució de partida [1]: 
1. No es permet uns selecció flexible de les GS per assignades als satèl·lits. Un cop 
s’assigna una GS a un satèl·lit, la planificació s’ha de realitzat sota aquesta selecció 
estàtica. Una possible solució seria que el cromosoma B assignes una GS a un satèl·lit 
per un dia concret, o a nivell de la comunicació, però de cara a la comparació dels 
algoritmes, no hem volgut modificar la estructura de codificació de la solució. 
2. S’ha de definir un nombre màxim de comunicacions per dia, de manera que per 
comunicacions puntuals o no periòdiques, l’algoritme no te un bon rendiment. 
A part , s’hauria de buscar la manera de donar més diversitat a la població, per millorar el 
rendiment de les versions SSGA i StGA, atès que actualment no arriben a solucions factibles 
per la majoria de les instàncies (tot i realitzar planificacions quasi factibles) en el cas d’aquests 
últims. 
Respecte els algoritmes de cerca local, han demostrat comportar-se força bé per les instàncies 
de proves, però el seu rendiment és molt baix per instàncies complicades, on per trobar una 
solució mitjanament òptima, s’han de pujar el nombre d’iteracions de manera quasi 
exponencial.  
El cas particular del Tabu Search ha demostrat ser un bon algoritme per trobar solucions a 
instàncies petites o normals, però a la que s’augmenta el nombre d’elements d’entrada, el 
temps d’execució augmenta molt ràpidament. S’hauria de mirar d’optimitzar la exploració del 
veïnatge amb algun greedy, per no haver d’explorar un nombre tant elevat de solucions veïnes 
o buscar altres mètodes d’optimització. 
Finalment, s’haurien de realitzar proves en entorns de computació paral·lela. Les proves i els 
resultats adjunts en aquesta memòria, son resultat de les execucions en un PC local, que no 
està preparat per realitzar proves amb instàncies realment grans, on es podria acabar de veure 
el rendiment dels algoritmes proposats. Aquest fet s’havia plantejat a l’inici de la pràctica, com 
a un punt opcional que finalment no hem pogut assolir. 
 
La direcció dels treballs futurs hauria d’anar enfocada cap a la millora d’aquests punts, a part 
de la combinació d’algoritmes genètics i algoritmes de cerca local. Una bona opció seria 
utilitzar l’ algoritme genètic StGA per la exploració òptima i mantenint la diversitat de la 
població de l’espai de solucions, i posteriorment realitzar unes rondes prefixades amb el Hill 
climbing, per buscar el màxim local d’aquell espai de solucions. D’aquesta manera tindríem la 
potència d’exploració del StGA i acabaríem d’ajustar els resultats amb el Hill Climbing.  
 
 




9.2 Objectius assolits i avaluació final 
Tal i com es pot observar a l’informe previ, hem pogut assolir tots els objectius finals que ens 
havíem marcat. Entre els punts assolits  destaquem: 
 La construcció d’un algoritme eficient basat en l’algoritme de partida implementat en 
Matlab [1], que ha estat no només millorat sinó adaptat al cas Multi GS per a totes les 
funcions de fitness.  
 La construcció de 6 algoritmes complementaris, repartits en tres versions d’ algoritmes 
genètics i 3 algoritmes de cerca local, que milloren els resultats i el rendiment del 
algoritme de partida per instàncies bastant més grans que sobre les que es va realitzar 
l’estudi. 
 L’estudi comparatiu a nivell individual dels algoritmes genètics, amb una posada a punt 
de cadascun dels modificadors, indicant com afecten tant al rendiment com a les 
solucions generades. 
 L’estudi comparatiu entre els algoritmes de cerca local i els algoritmes genètics, 
apuntant els primers com a la millor opció per instàncies petites i postulant el Tabu 
Search com a una bona implementació per el problema de “Ground Station 
Scheduling”.  
No obstant això, ens han mancat alguns punts pendents que ens havíem marcat com a fites 
opcionals i que aportaven força valor afegit a la proposta (com per exemple la prova dels 
algoritmes en una màquina de computació paral·lela) o d’altres menys ambicioses com la 
realització d’una interfície gràfica). 
Tot aquest retràs es deu a que en la realització del joc de proves, vam detectar que per les 
instàncies mitjanes i grans els algoritmes genètics tenien molt mal rendiment. Després de 
diversos dies de buscar el possible error, vam detectar que el major problema es trobava a la 
generació de la població inicial, que en ser completament aleatòria, generava conjunts 
d’individus massa semblants, de manera que els GA quasi no treballaven. A més, quan es va 
corregir aquest fet,  es va realitzar un greedy força complex que aportava solucions inicials 
força bones, però que consumia molts recursos, de manera que finalment en passar el pla de 
proves complet acabava fallant la alocatació de memòria.   
Aquest greedy consistia en els següents passos: 
 Primerament obtenir una matriu GS x SC on per a cada Ground Station, buscar la llista 
ordenada de satèl·lits de major a menor temps de visibilitat. 
 Posteriorment, s’anaven s’assignava el cromosoma B de manera balancejada, fent una 
ronda amb prohibició de no repetició de la GS i una segona permetent la repetició 
però novament balancejada. 
 Posteriorment, un cop assignat el cromosoma B, per a cada entrada es generava: 
o Com a TStart el mínim entre el tBegin dels requeriments de la comunicació  i 
el tAos dels requeriments en la finestra d’accés. 
o Com a TDur, el màxim entre el tReq i la diferència de tAos i tLos.  
En altres estudis es podria considerar utilitzar aquest greedy com a punt de partida.  




Finalment, vull reservar aquestes darreres línies per parlar de l’avaluació final del projecte.   
 
Des de sempre m’ha interessat molt el camp de la intel·ligència artificial, atès a que és 
necessària per al desenvolupament de jocs, cosa a la que soc aficionat (tot i que força 
amateur). Aquest projecte m’ha aportat una visió molt més amplia dels metaheurístics que ja 
havia estudiat durant la carrera,  motivant-me especialment l’aprofundiment en els algoritmes 
genètics, els quals vam realitzar bastant de passada  a l’ assignatura IA.  
També m’ha sorprès gratament el bon rendiment del Tabu Search, algoritme que no coneixia 
abans de la pràctica i que finalment, ha resultat ser la millor implementació del problema.  
Una de les coses que també m’ha aportat aquest projecte, és el aprendre a treballar amb un 
skelleton algorítmic, on les funcions a implementar son com un trencaclosques en el que per al 
bon funcionament i coherència del codi, has de trobar no només el lloc on afegir-la, sinó 
també la peça exacte. Si bé es cert que en el treball també m’he d’adaptar i revisar 
constantment el codi realitzat pels altres, els skelletons del projecte MALLBA m’han suposat un 
repte. 
Potser la cosa que més aprofitaré d’aquest projecte és el mètode comparatiu,i amb això em 
refereixo als passos que s’han de seguir per determinar quines solucions son millors i quines 
solucions son potencialment millors en altres situacions, realitzant gràfiques, utilitzant els 
resultats parcials per modificar els paràmetres de configuració per obtenir solucions millors, ... 
Que han suposat una bona iniciació o un baptisme en el mon de la investigació. Aquest fet 
també em servirà al meu lloc de feina, en la preparació dels jocs de proves. 
Per tant i per concloure, espero que el treball realitzat serveixi per treballs futurs o perquè no, 
per realitzar una solució que permeti realitzar l’autoplanificació eficient de les Ground Stations, 
evitant la sobreutilització dels seus recursos i maximitzant les comunicacions. 
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