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1. INTRODUCTION 
Label I den t i f i ca t i on  from S ta t i  s t l c a l  Tabulation (LIST) i s  a stmi automated 
1 abel i ng  technology developed dur ing the  Large Area Crop Inventory Experiment 
(LACIE) conducted a t  the National Aeronautjcs and Space Administration (NASA) 
Lyndon B. Johnson Space Center (JSC) i n  Houston, Texas. A complete descrip- 
t i o n  o f  t h i s  procedure can be found i n  reference 1. Basical ly,  t h i s  procedure 
transfonas analyst responses t o  a set of questions about a p i c t u re  element 
( p i xe l )  and the raw spectral data ( fou r  4-by-1 vectors f o r  each p i x e l )  i n t o  a 
set  o f  features and then applies a l i nea r  discriminant t o  these features t o  
obtain a label  o f  small grains o r  nonsmall grains. To develop the features 
used i n  LIST, the analyst responses t o  the p ixe l - leve l  questions were assigned 
qumerical values i n  such a way tha t  smaller, assigned values were more char- 
a c t e r i s t i c  of small grains. The automated features, derived from the  spectral  
data, were also designed t o  be corre la ted wi th  the p robab i l i t y  o f  the presence 
of small grains. I n  t h i s  transformed feature space, the t heo re t i ca l l y  idea l  
discriminant boundary would be obtained wi th  a discriminant vector, ce r t a i n  
components of which were a l l  nonnegative. However, i n  the LIST appl {cat ion,  
the discriminant vector d i d  not have t h i s  desired property. 
A l i t e r a t u r e  search yjelded a suggestion tha t  the a rb i t r a r y  assignment o f  
values t o  each response be replaced by an assignment based on the d i s t r i b u t i o n  
o f  a l l  observed responses. (See Levine e t  al., ref. 2.) The transformation, 
ca l led  a RIOIT transformation, w i l l  be discussed i n  section 2. The name RIDIT 
was chosen by Bross (ref .  3) for  t h i s  transformation. The f i r s t  three l e t t e r s  
are an acronym for " r e l a t i ve  t o  an i den t i f i ed  d is t r ibu t ion , "  whi le the l a s t  
two l e t t e r s  were chosen t o  form an analogy wi th  "Probi ts"  and "Logits." I n  
addi t ion t o  the RIDIT transformation, a discr iminant i s  introduced i n  r e fe r -  
ence 2 t o  be used i n  conjunction wi th  the transformation. This discr iminant 
and others w i l l  be discussed i n  sect ion 3. I n  sect ion 4, the resu l t s  o f  
several d i  scrimi nant analyses are shown, and concl usion and recommendations 
are given i n  section 5. 
2. THE RIDIT TRANSFORMATION 
The use o f  RIDIT's was Introduced by Bross ( re f .  3) and has appeared i n  many 
appl lca t lons i n  the f i e l d  o f  epidemiology (refs. 4 t o  6). I n  reference 2, 
Levine.et  a l e  propose the use o f  RIDIT's I n  analyzing questlonnaires. The use 
o f  RIDIT's appl l e s  when the d i f ference i n  responses t o  a questionnaire i s  
re la ted  t o  two classes w i th in  the data. The responses t o  each questlon must 
be ordered monotonically so tha t  an increase i n  the response i s  re la ted  t o  the 
p robab i l i t y  o f  membership I n  one o f  the two classes. The RIDIT transformat ion 
then replaces the a rb i t r a r y  assignment of a value t o  a given response w i th  an 
assignment o f  values based on the d i s t r l b u t l o n  of a l l  responses t o  the ques- 
t ion.  To formulate the transformation, l e t  X denote a response t o  the K~~ 
questjon of  the questionnaire. Let Pk (Z < X) danote the p robab i l l t y  tha t  a 
response t o  questlon K ,s less than X '  and l ikewise l e t  Pk (Z > X) denote the  
p robab i l i t y  tha t  a response t o  questlon K i s  greater than X. The transformed 
value of the response X t o  question K i s  then given by the f o m l  a 
f k (X)  = Pk(Z < X) - Pk(Z > X) 
where Fk i s  the cumulative d i s t r i b u t i o n  for  the responses t o  question K. I n  
practice, empirical estimates of these d i s t r i bu t i ons  are used t o  obtain the 
RIDIT transformati on. 
Data which are transformed by t h i s  method have the fol lowin? propert ies. 
a. The expected value o f  the transformed responses t o  each question, 
E[Tk(X)], i s  zero, and hence, i f  a l l  responses t o  a given question are 
ident ica l ,  the transformed value I s  zero and cannot cont r ibute  t o  a d ls -  
crfminant score. Another consequence o f  t h i s  property i s  the fact  t ha t  
zero l i e s  between the means o f  the two transformed classes. To prove t h i s  
assert ion for  the d iscrete  case, suppose X takes on the n d isc re te  values 
Zl < Z2 < - *  < Zn w i th  frequency W1, W2, * * *  , Wn, respectively. Then 
Tk(X) takes on the values 
wi th  frequency W j  f o r  j = 1, 2, * * *  , n. Thus, the expected value o f  TkX I s  
b. If two o r i g i na l  sets o f  data wi th  a rb i t r a r y  value assignments are equiva- 
l en t  i n  the sense tha t  there i s  an order-preserving funct ion from one onto 
the other, then the transformed values o f  the two sets of responses w i l l  
be ident ica l .  For example, if n data set contained responses of 0, 1, 2 
f o r  a par t i c i r l a r  question, and the value 1 was reassigned as 3, and the 
value 2 was reassigned as 7, then, a f t e r  applying the RIDIT transforma- 
t ion,  the two data sets (one coded 0, 1, 2 and the other coded 0, 3, 7)  
would y i e l d  the same RIDiT coding. 
c. If a l l  o r i g i na l  responses, X, i n  a given in te rva l  A < X < B are reassigned 
the single response A + B (or  any number between A and B), then the trans- 
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formed values of responses outside the in te rva l  A < X < B are not changed. 
d. The RIDIT transformation i s  i t s e l f  order-preservi ng. 
Other propert ies of t h i s  transformation are given by Brockett and 
Levine (ref .  4). 
Two methods are avai lable f o r  the appl icat ion o f  a RIDIT transformation t o  the 
LIST data set depending on how the d is t r ibu t ions ,  F ~ ( X ) ,  are derived. One 
method i s  t o  pool a co l l ec t i on  of t r a l n f ng  segments t o  obtafn a t ransformat ion 
t o  be applied universal ly.  The other method i s  t o  t r ea t  each segment 
independently and derive a separate RIDIT transformation t o  be applied t o  tha t  
segment. Tests *re conducted t o  determine the discrirnf nabi 1 i t y  a f t e r  
3 
applylng each o f  these methods, and comparisons were made t o  r e s u l t s  obtained 
w l th  the o r i g i n a l  data. These r e s u l t s  are presented i n  sect lon 4. 
3. APPLICATION OF DISCRIMINANTS 
I n  reference 2, Levlne e t  al. describe a method fo r  computing a d lscr iminant  
t o  be used on the transformed data, B r i e f l y ,  t he  method i s  the following: 
a. Let  A denote the mat r ix  o f  transformed data; l.e., Alj i s  the RIDIT value 
of the response t o  quest ion j f o r  the ith respondent ( p i x e l  i ) .  
b. Let Zo be the vector  w i t h  the same dimension as the number o f  questfons 
and w l t h  each component equal t o  the  number 1. 
c. Define a sequence o f  vectors, Zj, r ecu rs i ve ly  by the formul a 
T A  A Z ,  
where 1 1 . 1 1  i s  the usual eucl idean norm. It i s  wel l  known t h a t  the sequence 
Z. w i  11 converge t o  the eigenvector corresponding t o  the la rges t  eigenvalue of f A A when the m u l t i p l i c i t y  of tha t  eigenvalue i s  1. Since the RIDIT t rans fo r -  
mation has the property t h a t  each column has a mean o f  zero, A ~ A  i s  merely the 
covariance mat r ix  of the transformed data. Thus, the d iscr iminant  plane 
determlned by t h i s  method i s  orthogonal t o  the d i r e c t i o n  of greatest variance 
i n  the data. 
When no information i s  ava i l ab le  concerning the under ly ing classes i n  t h e  data 
and wi th  the knowledge t h a t  the variance i n  the data i s  re la ted  t o  c lass  
membership, t h i s  d iscr iminant seems reasonable. I n  appl i c a t i o n s  invo lv ing  the  
LIST data, however, ground t r u t h  observations were avai 1 abl e. Thus, conven- 
t i o n a l  d iscr iminat ions were t ra ined  on the transformed data, and t h e i r  per- 
formance was compared t o  the performance o f  the above converging rou t ine  and 
t o  the d i r e c t  use of the major eigenvector. With the data sets ava i l ab le  i n  
t h i s  study, no example of the covariance mat r ix  having a p r i n c l p a l  eigenvalue 
w i t h  n u l t i p l  i c l t y  greater  than 1 has been found. 
4, RESULTS 
To determine the appl l c a b i l l t y  of RIDIT'S t o  LIST data, two tests were 
conducted. The f i r s t  tes t  was to cunpart tes t  and t ra in ing discrlmlnant 
accuracies obtainable with the nonnal dr ta and with data trrnsfonnad by the 
two RIDIT transformations discussed earl  far. The d l  scriminant used i n  t h i  s 
tes t  was t %  quadratic dlscrlrnirlant (weighted by pr iors)  which i s  available I n  
the Sta t is t i ca l  Analysis System (SAS, ref. 7 ) .  The trans1 t i o n  yerir LIST data 
used i n  the tes t  are comprised of 24 b l  fnd s i tes from North Dakota, South 
Dakota, and Minnesota. (See table 1,) In  each discriminant run, the f f r s t  16 
segments were used for t ra in f  ng and the remaining 8 for testing. The resul t -  
ing  tes t  and t rafn ing accuracies are presented i n  a b l e  2. 
The second tes t  was conducted to  compare the accuracy obtained using the $AS 
discriminant on the two sets o f  transformed data obtained i n  the f i r s t  t es t  
with the accuracy obtained using Levine' s converging rout ine and the accuracy 
o f  using the major eigenvector d l rect ly .  F i r s t ,  the data obtal;lred by applying 
a separate R I D I T  transformation to each segment were considered. For each 
segment, a separate covariance matrix was obtained from the transformed data. 
The major eigenvectors were extracted from SAS routines, and Levine's algo- 
r l  thm was appl led to approximate the major efgenvector. The data were then 
projected onto each o f  these vectors and the resulting one-dimensional data 
sets were submitted to the U S  discriminant procedure to determine an optimal 
decision boundary for each segment. The accuracies obtained fo r  each segment 
are presented i n  table 3, along with the means and standard deviations o f  the 
accuracies of each method. 
Next, the separately transformed segments were grouped in to  t ra in lng  and tes t  
sets using the f i r s t  16 segments from table 1 as a t ra ln ing  set and the 
remaining 8 as a tes t  set, A covariance matrix was obtained from the t ra in ing  
data. The major eigenvector and Levine's approximation were computed as 
before, and the t ra in ing and test  data were projected onto these vectors. The 
SAS discriminant procedure was appl led to  the projected t ra in ing  set to  obtain 
the approprl ate decl s i  on boundaries. The deci sf on boundaries were then 
TABLE 1 - LANDSAT DATA SEGMENTS, COUNT I ES , AND ACQU I S I T I  ONS 
WHICH COMPRISE THE TRANSITION YEAR LIST DATA 
segment I County and State I Acquisitions 
Tra in ing set  
I 
1380 Eijc~wood, Minnesota 78115, 78169, 78204, 78222 
1394 Burke, North Dakota 78120, 78174, 78228, 78264 
1457 Ward, North Dakota 78174, 78228, 78246, 78264 
1461 Plerce, North Dakota 78137, 78190, 78217, 78236 
1472 Barnes, North Dakota 78117, 78135, 78216, 78243 
1473 Cass, North Dakota 78116, 78197, 78207, 78251 
1518 Roseau, M i  nnesota 78135, 78188, 78224, 78243 
1566 Grant, Minnesota 78133, 78169, 75196, 78232 
1584 Pembina, North Dakota 78117, 78198, 78216, 78243 
1602 Montrai 1 , North Dakota 78174, 78211, 78228, 78264 
1612 kHeni"y, North Dakota 78137, 78155, 78199, 78236 
1619 Grandforks, North Dakota 78135, 78207, 78243, 78252 
1636 Stutsman, North Dakota 136, 78154, 78217, 78243 
1650 Hett  i nger, North Dakota 78156, 78209, 78218, 78246 
1658 Dickey, North Dakota 78117, 78135, 78207, 78252 
1668 ( Perk1 ns, South Dakota 78155, 78174, 78228, 78264 
Test set 
1076 Brule, South Oakota 78135, 75207, 78224, 7?2!4 
1755 Jerauld, South Dakota 78117, 72152, 75197, 7e225 
1909 Kidder, North Dakota 78126, 18154, 78208, 78217 
1918 Grant, Vorth Dakota 78137, 78209, 78236, 78263 
1656 Mormon, North Dakota 78137, 78155, 78209, 78263 
1825 Noman, M I  nnesota 78133, 78169, 78196, 78232 
1842 Ye1 1 ow Medicine, Minnesota 78133, 78205, 78223, 78241 
1784 Minnt haha, South Dakota '8134, 78169, 78196, 78223 
?ABLE 2.- A COMPARISON OF TEST AND TRAINING ACCURACIES OBTAINED 
MI TH CONVENTIONAL AND TRANSFORMED DATA 
Probabi 1 i t y  o f  correct  1 a b t l  i ng 
Type o f  data set used 
Tra ln lng samples Test samples 
N o m l  L I S T  t rans i t ion  year data 72.32 66.64 
L I S T  t rans l t ion  year data wlth the  e n t i r e  77.44 67.85 
t ra in ing  set used t o  develop the R I D I T  
transformat f on 
L I S T  t r a n s i t i o n  year data with the R I D I T  75.75 77.10 
transformation der lv td  and appl fed 
1 ndependently on each segment 
TABLE 3. - ACCURACY OF USING THE MAJOR EIGEKVECTOR FOR 
GISCR IMINATI ON ON INDEPENDENTLY TRANSFQRMED DATA ;E?S 
[Computed Independent 1 y on each r e p e n t  ) 
Segment 
1380 
1394 
1457 
1461 
1472 
1473 
1518 
1566 
1584 
1602 
1612 
1619 
1636 
1656 
1658 69.67 70.49 
1668 90.38 90.38 
Probabl 1 1 t y  of co r rec t  I ahe l l  ng (PCL ) 
10.40 Standard 
Devi a t  i on 
r 
Major elgenvector 
91.34 
66.46 
72.28 
75.00 
73.37 
64.14 
89.66 
86.62 
70.37 
53.28 
88.52 
74.03 
58.99 
86.67 
9.83 
Levine's method 
91.34 
65.85 
72.28 
75.00 
71.20 
64.14 
89.66 
80.62 
69.84 
68.82 
88.52 
74.03 
54.68 
86.67 
applied t o  the projected t ra in1  ng and t e s t  sets t o  obtain t r a i n i ng  and t e s t  
accuracies. These accuracies are presented I n  tab le  4. Also presented i n  
tab le  4 are the accuracies obtained by repeating t h i s  above procedure s ta r t i ng  
with the data f o r  which one RIDIT transformation was computed f ran  the 16 
t r a i  n i  ng segments and appl i ed to each segment. These resul t s  w i  1 1 be 
discussed i n  more de ta i l  i n  the next section. 
5. CONC LUS IONS AND RECOMMENDAT IONS 
The ident ica l  t es t  and t r a i n i ng  accuracies i n  tab le  4 occurred because o f  poor 
separation o f  the data along the d i rec t ion  o f  the discr iminant vector. The 
separation was so poor, i n  fact ,  t ha t  the 'best discr iminant decision boundary 
was placed so t ha t  a l l  t r a i n i ng  samples (and t e s t  samples) would be c i a s s i f i e d  
i n t o  the predominant c l  ass, nonsmal 1 grains . 
This phenomena a1 so occurred i n  the appl icat ion t o  ind iv idual  segments pre- 
sented i n  table 3. There was a1 so a great deal o f  variance noted i n  the 
i ndiv i  dual eigenvectors generated f o r  each segment, and the ma1 1 -grains c l  ass 
was not projected i n  a way t ha t  would lead t o  a un i f i ed  decisicn ru le .  
Table 5 1 i sts the major eigenvectors generated' f o r  f i v e  segments, and f igu re  1 
gives two extreme examples o f  the d i s t r i b u t i o n  o f  the data along the major 
eigenvectors. Because o f  t h i s  poor separation, the use o f  the major eigen- 
vector as a discriminant vector i s  not recomnended. 
The RIDIT transformation computed independently f o r  each segment does, 
however, appear t o  hold promise f o r  use as a data normalization technique. 
Note i n  tab le  2 t ha t  the t es t  accuracy i s  s i gn i f i can t l y  improved using the 
data where a separate RIDIT transformation was appl led  t o  each segment. There 
are examples i n  the LIST data o f  segments i n  which one o f  the LIST responses 
i s  constant across the segment. When no RID I T  transformation i s  performed, 
each of these responses i s  then weighted i n  comparison to the en t i r e  data set, 
and same must contr ibute t o  erroneous discr iminant scores. The same p r i nc i p l e  
holds when the response i s  compared t o  the en t i r e  set  o f  responses t o  obtafn a 
uni f l e d  R I D I T  transformation. However, I f  a separate RIDIT transformation i s  
TABLE 4.- ACCURACY OF USING THE MAJOR EIGENVECTJR FOR DISCRIMINATION 
ON UNIVERSALLY TRANSFORMED DATA SETS 
[Computed from pooled data sets] 
Method o f  obtaining 
RIDIT transformation 
Each segment t rans- 
formed independently 
One RIDIT t rans fo r -  
mat i on computed from 
t r a i n i n g  segments 
Probabi 1  i t y  of correct  1  abel i ng 
I 
Major e i  genvector Levi ne ' s  method 
I I 1 
Training data Test data Training data Test data 
TABLE 5.- LISTING OF MAJOR EIGENVECTORS 
GENERATED FOR FIVE SEGMENTS 
Major e i  genvectors by segment 
1612 1619 1636 1650 1658 
-0.02211 -0.0607 -0- 15535 -0.0497 0.236357 
-.03654 -.I967 -. 30945 -. 10001 .I96131 
-. 14804 -. 20283 -071697 - ,0322 .I35674 
-. 05088 -. 17429 .087242 .025475 .040506 
- e  27146 .019571 -a29896 -. 24965 ,263358 
-.27039 -.24168 -.3547 -. 24342 .292772 
-.26766 -a27172 -106559 -. 25154 .I91614 
-. 25388 -. 24932 -. 08914 -.31063 .217026 
.I81374 .218742 .091025 .I76134 .097652 
.315556 .30019 .341235 374018 -.34074 
.I78593 
.322089 
el60846 
.I60148 
.I51644 
144349 
e073459 
.092598 
.I92346 
.070835 
.254892 
e265028 
.267663 
-253922 
.230127 
,303404 
- .03046 
.208172 
.I99183 
-163862 
.lo7764 
.02344 
.I6167 
,192986 
.I74262 
-. 03243 
.243377 
e262672 
.249733 
.071158 
.351265 
.264795 
.088044 
,011309 
-074912 
-. 14005 
.067957 
.093618 
.I11979 
,294942 
.33591 
.I94668 
el13267 
.I92524 
-361622 
.lo0246 
e099044 
.080798 
-.0635 
-a01276 
.I47505 
.008633 
-062737 
-174891 
a249916 
-235427 
-251545 
.312498 
.I25144 
-a32461 
.I9588 
-. 09507 
.I33114 
.I48612 
.21?0?8 
.217098 
.I73433 
-a03686 
-. 26336 
-.27712 
-. 17985 
-.21703 
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Figure 1 .- Examples of d i s t r i b u t i o n s  of c lasses 
(0  = small gra ins  and 1 = nonsmall g r a i n s )  
pro jected  ontc thi x j a r  eigenvector .  
computed f o r  t h a t  segment, then the transformed value o f  the channel i n  ques- 
t i o n  i s  zero f o r  each p i x e l  i n  t h a t  segment. Thus, t h a t  p a r t i c u l a r  channel 
does no t  con t r i bu te  t o  the d iscr iminant  score f o r  the p i x e l s  i n  t h a t  segment 
b u t  may f ndeed be appl i cable t o  p i x e l s  i n  other segments. The use o f  the 
RIDIT t ransformat ion i n  conjunct ion w i  t h  conventional d i sc r im ina t ion  tech- 
n i  ques seems t o  be j u s t i f i e d  under these circumstances. 
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