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Abstract
In the paper, we establish the dynamical spectral rigidity for piecewise analytic
Bunimovich stadia and squash-type stadia. In addition, for smooth Bunimovich
stadia and squash-type stadia we compute the Lyapunov eigenvalues along the
maximal period two orbit, as well as value of the Peierls’ Barrier function from the
marked length spectrum associated to the rotation number n/(2n+ 1).
1 Introduction
1.1 Background and Notations
A natural question is to understand what information on the geometry of the billiard
table is encoded in the set of lengths of periodic orbits, usually called the length spec-
trum. More difficult problem is to determine if the knowledge of this set allows one to
reconstruct the shape of the billiard table and hence the whole dynamics. In this paper,
we investigate two classes of billiards tables:
• A Bunimovich stadium Ω is a domain whose boundary ∂Ω is made of two C3 strictly
convex arcs Γ1 and Γ2, as well as two flat parallel boundaries Γ3 and Γ4, which are
two opposite sides of a rectangle (see Fig. 1, left).
• A Bunimovich squash-type stadium Ω is a domain whose boundary ∂Ω is made of
two C3 strictly convex arcs Γ1 and Γ2, as well as two flat boundaries Γ3 and Γ4,
which may not be parallel (see Fig. 1, middle).
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In both cases we require that ∂Ω are C1 but not C2 smooth at each gluing point Γi∩Γj ,
where i = 1, 2 and j = 3, 4. Moreover, a Bunimovich stadium Ω satisfies the defocusing
mechanism,1 i.e., for any P1 ∈ Γ1 and P2 ∈ Γ2,∣∣∣P1P2∣∣∣ > max{∣∣∣P1Q1∣∣∣ , ∣∣∣P2Q2∣∣∣} , (1.1)
where Qi is the other intersection point between the line segment P1P2 and the osculat-
ing circle of Γi at Pi, i = 1, 2 (see Fig. 1, left). For a Bunimovich squash-type stadiam
Ω, let ‹Ω be the double cover table by attaching a symmetric copy to Ω along Γ3 or Γ4,
and let Γ˜1 and Γ˜2 be the two new arcs of ‹Ω. A slightly stronger condition is required
for a Bunimovich squash-type stadium Ω: it satisfies the doubly defocusing mechanism,
that is, (1.1) holds for any P1 ∈ Γ1∪ Γ˜1 and P2 ∈ Γ2∪ Γ˜2 (see Fig. 1, middle and right).
Figure 1: Bunimovich (squash-type) stadia and the (doubly) defocusing
Note that the class of the Bunimovich (squash-type) stadia is a generalization of
the standard Bunimovich (squash) stadium, which is formed by circular arcs Γ1 and
Γ2. We remark that the mechanism of (doubly) defocusing is robust for Bunimovich
(squash-type) stadia under C3 perturbations of Γ1 and Γ2.
To describe the billiard dynamics on the table Ω, we assume the billiard ball moves
at a unit speed, and the boundary ∂Ω is oriented in the counter-clockwise direction.
The phase space is
M := {(r, ϕ) : 0 ≤ r ≤ |∂Ω| , ϕ ∈ [−pi/2, pi/2]} ,
1 In fact, for all the results in this paper, we only need (1) the uniqueness of maximal period two
orbit and the shadowing orbits; (2) these orbits are hyperbolic. The defocusing mechanism is just a
sufficient condition, which is quite strong but somehow easy to check using elementary geometry.
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where r is an arclength parameter of ∂Ω and ϕ is the angle formed by the collision
vector and the inward normal vector of the boundary. Denote by τ(z, z1) the length of
the free path of a billiard trajectory connecting z = (r, ϕ) and z1 = (r1, ϕ1) in M and
by
F : M →M, F : (r, ϕ)→ (r1, ϕ1)
the associated billiard map.
Given any q-periodic billiard orbit γ = z1z2 . . . zq, i.e., Fzi = zi+1 for 1 ≤ i ≤ q − 1
and Fzq = z1, we set zk = zi if k ≡ i (mod q). The total length for the periodic orbit
γ is given by
L(γ) :=
q∑
i=1
τ(zi, zi+1). (1.2)
The winding number p of a q-periodic orbit γ measures how many times the orbit γ
goes around ∂Ω along the counter-clockwise direction until it comes back to the starting
point. The rotation number of a q-periodic orbit γ is given by ρ(γ) := p/q, where p ≥ 1
is the winding number of γ. Due to time reversibility, we study only p/q ∈ Q∩ (0, 1/2].
We denote the set of periodic orbits of rotation number p/q, by Γp/q.
We introduce the length spectrum of a billiard table Ω as the set of lengths of all
periodic orbits, counted with multiplicity:
L(Ω) := N · {L(γ) | γ is a periodic billiard orbit }
⋃
N · {|∂Ω|}.
One difficulty working with the length spectrum L(Ω) is that its (length) elements have
no labels, e.g. rotation numbers of the associate periodic orbits. One possibility is to
consider so-called marked length spectrum as in [7] (see also [15] and [14]), by associating
to each length the corresponding rotation number. More precisely, we consider a map
MLΩ : Q ∩ (0, 1/2]→ R+,
such that for any p/q ∈ Q ∩ (0, 1/2] in lowest terms,
MLmaxΩ (p/q) = max{L(γ)| γ ∈ Γp/q}. (1.3)
We say that a periodic orbit γ is maximal of rotation number p/q if ρ(γ) = p/q and
L(γ) =MLmaxΩ (p/q).
1.2 Motivation and the Main Results
A natural question is
If two Bunimovich (squash-type) stadia have the same (marked) length spectra, are
these two tables isometric?
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In the case of geodesic flows on hyperbolic surfaces (Riemannian surfaces of negative
curvature) the affirmative answer was obtained independently by Otal [12] and Croke
[4]. It is well-known that geodesic flows on hyperbolic curvature is uniformly hyperbolic
and, as the result, has strong chaotic properties, e.g. the number of periodic orbits of
period up to T growth exponentially with T . Bunimovich squash-type stadia also
represent billiards with strongly chaotic properties and is an analog of geodesic flows
on hyperbolic surfaces. In this paper we obtain some information about the underlying
stadium from its (Marked) Length Spectrum.
1.2.1 Dynamical spectral rigidity for piecewise analytic domains
Our first main result concerns the dynamical length spectrum rigidity for the Buni-
movich (squash-type) stadia.
Recall that we fix the two line segments Γ3 and Γ4 in the plane R2. Let Mωss (resp.
Mmss with m ≥ 3) be the space of Bunimovich squash-type stadia Ω such that the flat
boundaries are Γ3 and Γ4, and the arcs Γ1 and Γ2 are analytic (resp. Cm smooth)
curves. Similarly, in the case when Γ3 and Γ4 are the opposite sides of a rectangle, we
denote by Mωs (resp. Mms with r ≥ 3) the space of Bunimovich stadia.
In the analytic space Mωss and Mωs it is somewhat unconventional to have all four
parts Γj , j = 1, 2, 3, 4, analytic and at the same time have the condition that at the
gluing points the boundary is C1, but not C2.
Let M be a space of domains and {Ωµ}|µ|≤1 be a C1 one-parameter family in M.
The family {Ωµ}|µ|≤1 is called dynamically isospectral if the length spectra are identical
for each µ, i.e., L(Ω0) = L(Ωµ) for any µ ∈ [−1, 1]. A domain Ω ∈ M is dynamically
spectrally rigid in M if for any C1 one-parameter family {Ωµ}|µ|≤1 in M with Ω0 = Ω
we have
{Ωµ}|µ|≤1 is dynamically isospectral =⇒ Ωµ = Ω for any µ ∈ [−1, 1].
Our first main result is the following.
Squash Rigidity Theorem. A Bunimovich squash-type stadium Ω ∈Mωss is dynami-
cally spectrally rigid in Mωss.
Important progresses have been recently made for spectral rigidity of convex billiard
tables. Our result is similar to [2], in which De Simoi, Kaloshin and Wei established the
dynamical spectral rigidity for a class of finitely smooth strictly convex Z2 symmetric
domains sufficiently close to the circle. On the other hand, the Laplacian spectral rigid-
ity was proved by Hezari and Zelditch [10] proved that for a one-parameter C∞ domains
that preserve the Z2 × Z2 symmetry group of ellipse. For the same class of domains in
4
[2], Hezari [9] showed the Laplacian spectral rigidity under the Robin boundary con-
dition. In [5] a three disk model with Z2 × Z2-symmetry and analytic boundary. It is
shown that Marked Length Spectrum uniquely determined the boundary. This result
is analogous to well-known results of Zeldich [19], [20].
Note that for any Bunimovich squash-type stadium Ω, there is a unique maximal
periodic two orbit γ∗ = AB (see Section 3). In the proof of Squash Rigidity Theorem,
we actually show the flatness of the deformation function n (see (5.1) for the defini-
tion) at the periodic two orbit γ∗, which holds not only in Mωss but also in M∞ss (see
Proposition 6.2).
Theorem 1′. For any Ω ∈ M∞ss and any C1 one-parameter family of dynamically
isospectral domains {Ωµ}|µ|≤1 in M∞ss with Ω0 = Ω, we have
n(d)(A) = n(d)(B) = 0, for any d ≥ 0.
We remark that our Theorem 1′ is similar to the Corollary 1 in [10]. We note that
a similar problem of analyzing periodic orbits approximating a period two orbit was
studied in [17].
Note that Squash Rigidity Theorem is then a direct consequence of Theorem 1′, due
to the analyticity of boundary of Bunimovich squash-type stadia in Mωss.
The result in Squash Rigidity Theorem directly applies to the class of Bunimovich
stadia which satisfy the doubling defocusing mechanism. Nevertheless, we shall use the
unfolding trick and provide a simpler proof for Bunimovich stadia, even without doubly
defocusing. Namely,
Stadium Rigidity Theorem. A Bunimovich stadium Ω ∈ Mωs is dynamically spec-
trally rigid in Mωs .
The core in the proof of Stadium Rigidity Theorem is again flatness of the defor-
mation function, but at the four gluing points (see Proposition 7.3).
Theorem 2′. For any Ω ∈ M∞s and any C1 one-parameter family of dynamically
isospectral domains {Ωµ}|µ|≤1 in M∞s with Ω0 = Ω, we have
n(d)(P ) = 0, for any d ≥ 0 and any gluing point P of Ω.
1.2.2 Marked length spectrum MLmaxΩ
Ä
n
2n+1
ä
Recall that γ∗ = AB is the maximal period two orbit, which bounces between Γ1 and
Γ2. It is clear that the rotation number of γ∗ is 12 . Denote the free path τ
∗ := τ(A,B),
and note that τ∗ = diam(Ω).
Our second main result demonstrates the marked length spectrum provides infor-
mation about Lyapunov exponents of the maximal period two orbit γ∗.
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Theorem 1. Let Ω be a Bunimovich squash-type stadium in Mrss for r ≥ 3. Then with
notations (1.3) the following limits exist:
−Bi1/2 := limq→∞
ï
MLmaxΩ
Å
q − 1
2q
ã
− 2qτ∗
ò
, (1.4)
− log λ1/2 := limq→∞
1
q
log
∣∣∣∣MLmaxΩ Åq − 12q ã− 2qτ∗ +Bi1/2∣∣∣∣ , (1.5)
Ci1/2 := limq→∞
Ä
λ1/2
äq ∣∣∣∣MLmaxΩ Åq − 12q ã− 2qτ∗ +Bi1/2∣∣∣∣ , (1.6)
where q is taken to be an odd integer, and the index i ≡ (q − 1)/2 (mod 2).
The above theorem for Bunimovich squash-type stadia is similar to results for strictly
convex billiards in [11]. A somewhat similar computations are done for dispersing
billiards in [1]. The computations there allows to recover a curvature at period two
orbit. In the Aubry-Mather theory, Bi1/2 is usually referred to the Peierls’ Barrier
function evaluated on a certain homoclinic orbit of γ∗, and λ1/2 is the eigenvalue of the
linearization of the billiard map along γ∗. In Theorem 1, we show that the quantity
Bi1/2 is finite, and the convergence of (1.4) is exponentially fast.
Given a standard Bunimovich squash stadium, i.e. a Bunimovich stadium consisting
of flat parts and two circles. It clearly satisfies Assumption A, we are able to recover
its diameter τ∗ and further capture the curvatures Ki of Γi, i = 1, 2, for the maximal
marked length spectrum associated to the rotation numbers (q− 1)/2q. More precisely,
we have
Theorem 2. A standard Bunimovich squash Ω is totally determined byß
MLmaxΩ
Å
qk − 1
2qk
ã
: where the sequence qk →∞
™
.
where qk are odd integers. More precisely, we obtain
τ∗ = lim
n→∞
1
2q
MLmaxΩ
Å
q − 1
2q
ã
, (1.7)
and compute K1 and K2 from the following equations:
λ 1
2
+ λ−11
2
= 4 (τ∗K1 − 1) (τ∗K2 − 1)− 2, (1.8)Å
C11
2
− C21
2
ã (
λ 1
2
+ 1
)2Å
C11
2
+ C21
2
ã (
λ 1
2
− 1
)2 =
Å
1− 1
τ∗K1
ã2
−
Å
1− 1
τ∗K2
ã2Å
1− 1
τ∗K1
− 1
τ∗K2
ã2
+ 3
. (1.9)
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Plan of the paper: The rest of the paper is organized as follows. In Section 2 we
present auxiliary facts about the billiard map and properties of the billiard dynamics
near the unique period two orbit. In Section 3 we study the billiard dynamics in a
neighborhood of the maximal period two orbit γ∗. In Section 4 we analyze palindromic
periodic orbits approximating the period two orbit γ∗. In Section 5 we define a Lin-
earized Isospectral Operator, whose properties are closely related to dynamical spectral
rigidity. In Section 6 utilizing properties of approximating palindromic periodic orbits
we prove Squash Rigidity Theorem. In Section 7 using a different approach we prove
Stadium Rigidity Theorem. The proof relies of analysis of essential period two orbits.
Finally, in Section 8 we prove Theorem 1 about Lyapunov exponents of the maximal
period two orbit .
2 The Billiard Dynamics
2.1 The Billiard Map and Its Differential
Let Ω be a Bunimovich squash-type stadium. We recall that the phase space M has
the form
M = {x = (r, ϕ) : 0 ≤ r ≤ |∂Ω| , ϕ ∈ [−pi/2, pi/2]} .
and the billiard map F : M → M sends z = (r, ϕ) to z1 = (r1, ϕ1). The free path
between z and z1 is given by τ = τ(z, z1) =
∣∣∣PP1∣∣∣, where P and P1 be the collision
points at ∂Ω corresponding to z and z1 respectively. The derivative DzF is given byÇ
dr1
dϕ1
å
=
−1
cosϕ1
Ç
τK+ cosϕ τ
τKK1 +K cosϕ1 +K1 cosϕ τK1 + cosϕ1
åÇ
dr
dϕ
å
, (2.1)
where K = K(z) and K1 = K(z1) are the signed curvature of ∂Ω at P and P1 respec-
tively. In particular, K(z) is negative if P belongs to the convex arcs Γ1 ∪ Γ2.
2.2 Wave Fronts and Unstable Curves
We recall some basic notions and formulae in [3]. Given a tangent vector dz = (dr, dϕ) ∈
TzM , we denote by ‖dz‖ =
√
dr2 + dϕ2 the Euclidean norm and by ‖dz‖p = cosϕ|dr|
the p-norm. The tangent vector dz corresponds to a tangent line with slope V = dϕ/dr
in TzM , as well as a pre-collisional wave front with slope B− and post-collisional wave
front with slope B+ in the phase space of the billiard flow. The relation between these
slopes are given by
V = B− cosϕ+K = B+ cosϕ−K.
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For any z = (r, ϕ) ∈M lying on the circular arcs Γ1∪Γ2, the DF -invariant unstable
cones is given by
Cu(z) = {K ≤ V ≤ 0} =
¶
0 ≤ B− ≤ 1/d
©
=
¶
−2/d ≤ B+ ≤ −1/d
©
.
where K = K(z) < 0 and d = − cosϕ/K. By the defocusing mechanism and the
compactness of Γ1 ∪ Γ2, there exists ρ0 > 1 such that
(I) τ = τ(z, z1) ≥ 2ρ0d if z lies on Γ1 and z1 = F (z) lies on Γ2, or vice versa;
(II) if further the doubly defocusing mechanism holds, and z lies on Γ1 (resp. on Γ2),
z′ = F (z) lies on Γ3 but z1 = F 2(z) lies on Γ2 (resp. on Γ1), then
τ = τ˜(z, z˜1) ≥ 2ρ0d,
where τ˜(·, ·) is the free path for the double cover table ‹Ω (see Fig. 1, right), and
z˜1 is symmetric to z1 with respect to Γ3.
In either case, if dz ∈ Cu(z), then dz1 ∈ Cu(z1) and
‖dz1‖p
‖dz‖p =
|B+|∣∣∣B−1 ∣∣∣ =
∣∣∣1 + τB+∣∣∣ = −1− τB+ ≥ 2ρ0 − 1 =: Λ > 1. (2.2)
Given a smooth curve W in M , we denote its Euclidean length and p-length by
|W | =
∫
W
‖dz‖, and |W |p =
∫
W
‖dz‖p.
If it is an unstable curve, i.e., dϕ/dr ∈ Cu(z) for any z = (r, ϕ) ∈W , then F (W ) (resp.
F 2(W )) is an unstable curve in the above case (I) (resp. case (II)), as long as it does
not hit the gluing points. Moreover, we have
|F (W )|p ≥ Λ|W |p in case (I), or |F 2(W )|p ≥ Λ|W |p in case (II). (2.3)
2.3 Variation of a Free Path
In the above notations the billiard map F sends z = (r, ϕ) to z1 = (r1, ϕ1). Note
that if r and r1 are given, then ϕ and ϕ1 are uniquely determined. As the free path
τ = τ(z, z1) is only determined by r and r1, we also write τ = τ(r, r1). Elementary
geometry shows that
∂τ
∂r
= − sinϕ and ∂τ
∂r1
= sinϕ1. (2.4)
The following lemma provides a variational formula of a free path.
8
Lemma 2.1. The variation, from τ(r, r1) to τ(r + ∆r, r1 + ∆r1), has the form:
∆τ = τ(r + ∆r, r1 + ∆r1)− τ(r, r1)
= − sinϕ ∆r + sinϕ1 ∆r1
+
1
2
î
α(z)∆r2 + β(z, z1)∆r∆r1 + α(z1)∆r
2
1
ó
+O
ÅÄ
∆r2 + ∆r21
ä 3
2
ã
, (2.5)
with α(z) = K cosϕ+
cos2 ϕ
τ
and β(z, z1) =
2 cosϕ cosϕ1
τ
,
where K and K1 are the signed curvatures of ∂Ω at r and r1 respectively.
Proof. Taking dr1 = 0 in (2.1), we obtain that
∂ϕ
∂r
= −K− cosϕ
τ
, and
∂ϕ1
∂r
=
cosϕ
τ
.
By time-reversibility, i.e., (r1,−ϕ1) 7→ (r,−ϕ), we also have
∂ϕ1
∂r1
= K1 +
cosϕ1
τ
, and
∂ϕ
∂r1
= −cosϕ1
τ
.
By (2.4), we further obtain
∂2τ
∂r2
= − cosϕ∂ϕ
∂r
= K cosϕ+
cos2 ϕ
τ
,
∂2τ
∂r∂r1
= − cosϕ ∂ϕ
∂r1
=
cosϕ cosϕ1
τ
, (2.6)
∂2τ
∂r21
= cosϕ1
∂ϕ1
∂r1
= K1 cosϕ1 +
cos2 ϕ1
τ
.
Therefore, (2.5) follows from (2.4) and (2.6), and the Taylor expansion of τ(r, r1) up to
the second order.
3 Analysis of the Period Two Orbit
3.1 Existence and Uniqueness of the Period Two Orbit
Let Ω be a Bunimovich squash-type stadium. The existence and uniqueness of the
period two orbit, which bounces between Γ1 and Γ2, is due to the following lemma.
Lemma 3.1. There exists a unique pair of points (A,B) ∈ Γ1 × Γ2 such that AB is
perpendicular to both Γ1 and Γ2.
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Proof. Consider the free path τ = τ(r, r1) for (r, r1) ∈ Γ1 × Γ2, and let P and P1 be
the collision points corresponding to r and r1 respectively. Let ϕ (resp. ϕ1) be the
angle formed by the vector rr1 and the inward (resp. outward) inner normal vector at
r (resp. at r1). By (2.4), PP1 is perpendicular to both Γ1 and Γ2 if and only if (r, r1)
is a critical point of τ . Moreover, by (2.6), the Hessian matrix of τ is given byÜ
K cosϕ+
cos2 ϕ
τ
cosϕ cosϕ1
τ
cosϕ cosϕ1
τ
K1 cosϕ1 +
cos2 ϕ1
τ
ê
.
By the defocusing mechanism (1.1), we have Kτ < −2 cosϕ and K1τ < −2 cosϕ1, and
thus the Hessian matrix of τ is negative definite since
K cosϕ+
cos2 ϕ
τ
< −cos
2 ϕ
τ
< 0,
and the determinant of Hessian isÇ
K cosϕ+
cos2 ϕ
τ
åÇ
K1 cosϕ1 +
cos2 ϕ1
τ
å
− cos
2 ϕ cos2 ϕ1
τ2
> 0.
In other words, τ is a strictly concave function on Γ1 × Γ2, and thus there can be at
most one critical point for τ .
On the compact domain Γ1 × Γ2, τ has a global maximum point, say (A,B). We
claim that (A,B) must be an interior point of Γ1 × Γ2. Otherwise, let (r, r1) be the
arclength representation of (A,B), and assume that r ∈ ∂Γ1. Since Γ1 is C1 tangent
to flat boundaries at the gluing point, when r+ ∆r ∈ Γ1 for small ∆r, we must have ϕ
and ∆r are of opposite signs. By (2.4),
τ(r + ∆r, r1) = − sinϕ∆r + O(|∆r|2) > 0,
which implies that (A,B) is not even a local maximum - Contradiction. Therefore, the
global maximum point (A,B) is an interior point and thus the only critical point of τ
on Γ1 × Γ2.
From the proof, we actually get τ∗ = τ(A,B) = |AB| = diam(Ω). In the rest of
this section, we consider the maximal period two billiard orbit γ∗ = AB that collides
alternatively at A ∈ Γ1 and B ∈ Γ2.
3.2 Hyperbolicity of the Maximal Period Two Orbit γ∗
Since γ∗ = AB is perpendicular to both Γ1 and Γ2, we denote x = (r1, 0) and y = (r2, 0)
the collision vectors at A and B respectively, for some 0 < r1 < r2 < |∂Ω|. We shall
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also use the notation γ∗ = xy for γ∗ = AB, and use the notation τ∗ = τ(x, y) for
τ∗ = τ(A,B).
For convenience, we choose s as an arclength parameter on Γ1 oriented in the
counter-clockwise direction, with s = 0 corresponding to the position of A. Similarly,
we denote t as a counter-clockwise arclength parameter on Γ2 , with t = 0 corresponding
to the position of B.
Using the coordinate (s, ϕ) on Γ1 and (t, ϕ) on Γ2, the differential of the billiard
map F along γ∗ = xy can be represented by the following matrices:
DxF = −
Ö
1−Kx τ∗ τ∗
τ∗KxKy −Kx −Ky 1− τ∗Ky
è
=: −
Ç
a1 τ
∗
b a2
å
DyF = −
Ç
a2 τ
∗
b a1
å
,
(3.1)
where Kx and Ky are the absolute curvature of ∂Ω at A and B respectively. By
the defocusing mechanism (1.1), we have τ∗ > max{2/Kx, 2/Ky}, which means that
a1 < −1 and a2 < −1. Note that a1a2 − bτ∗ = 1. Hence
DxF
2 =
Ç
2a1a2 − 1 2a2τ∗
2a1b 2a1a2 − 1
å
,
DyF
2 =
Ç
2a2a1 − 1 2a1τ∗
2a2b 2a1a2 − 1
å (3.2)
are hyperbolic matrices since they have determinant one and the same trace
λ+ λ−1 = 2(2a1a2 − 1) > 2, (3.3)
where λ denotes the leading eigenvalues of DxF 2 (which is the same for DyF 2). There-
fore, γ∗ is a hyperbolic orbit.
The variation of the free path near γ∗ = xy can be simplified as follows: if collision
points move from (s, t) = (0, 0) to (s, t) = (∆s,∆t), then (2.5) reads
∆τ =
1
2τ∗
î
a1∆s
2 + 2∆s∆t+ a2∆t
2
ó
+ O
ÅÄ
∆s2 + ∆t2
ä 3
2
ã
, (3.4)
where a1 and a2 are given by (3.1).
3.3 The Linearization near γ∗
We denote by θs1 (resp. θu1 ) the angle formed by the unit stable (resp. unstable) vector
V sx (resp. V ux ) of DxF 2 with the positive r-axis, then
V sx = (cos θ
s
1, sin θ
s
1) and V
u
x = (cos θ
u
1 , sin θ
u
1 ).
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Using (3.2) and the eigenvector equations:
(2a1a2 − 1− λ−1) cos θs1 + 2a1τ∗ sin θs1 = 0,
(2a1a2 − 1− λ) cos θu1 + 2a2τ∗ sin θu1 = 0,
we obtain
tan θs1 =
λ−1 − λ
4a2τ∗
= − tan θu1 . (3.5)
We then simply denote θ1 = θs1, and, thus, θu1 = −θ1. Also, we rewrite
V sx = (cos θ1, sin θ1) and V
u
x = (cos θ1, − sin θ1).
Similarly, we denote the unit stable vector V sy = (cos θ2, sin θ2) and the unit unstable
vector V uy = (cos θ2,− sin θ2) for the matrix DyF 2, where the angle θ2 satisfies that
tan θ2 =
λ−1 − λ
4a1τ∗
. (3.6)
In addition, using the fact that
DxF (V
u
x ) = λ1V
u
y and DyF (V
u
y ) = λ2V
u
x ,
we obtain
λ1 = −cos θ1
cos θ2
· λ
−1 + 1
2a2
and λ2 = −cos θ2
cos θ1
· λ
−1 + 1
2a1
. (3.7)
To study the billiard map near γ∗ = xy, we first recall a well known result about
the linearization near a saddle in dimension two (see e.g. [18, 21]).
Lemma 3.2. For any ε > 0, there are C1,
1
2 diffeomorphisms Ψ1 : U1 → Ψ1(U1) ⊂ W1
and Ψ2 : U2 → Ψ2(U2) ⊂ W2, where U1, W1 are neighborhoods of x and U2, W2 are
neighborhoods of y, such that
Ψ−12 ◦ F ◦Ψ1 = DxF, and Ψ−11 ◦ F ◦Ψ2 = DyF.
Moreover, Ψ1(x) = x, Ψ2(y) = y,
∥∥∥Ψ±11 − Id∥∥∥C1 ≤ ε, ∥∥∥Ψ±12 − Id∥∥∥C1 ≤ ε, and
Ψ±11 (x1)−Ψ±11 (x2) = x1 − x2 +O
Ä
|x1 − x2| ·max
¶
|x1|0.5, |x2|0.5
©ä
,
Ψ±12 (y1)−Ψ±12 (y2) = y1 − y2 +O
Ä
|y1 − y2| ·max
¶
|y1|0.5, |y2|0.5
©ä
.
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For i = 1, 2, we further choose the following invertible matrices
Θi =
Ç
cos θi cos θi
− sin θi sin θi
å
, (3.8)
and introduce a local coordinate system inside U1 ∪ U2 such thatÇ
s
ϕ
å
= Ψ1 ◦Θ1
Ç
ξ
η
å
, and
Ç
t
ψ
å
= Ψ2 ◦Θ2
Ç
ζ
ι
å
. (3.9)
By Lemma 3.2, if z = (ξ, η) ∈ U1 and F (z) = (ζ, ι) ∈ U2, then
ζ = λ1ξ, and ι = λ−11 η. (3.10)
Also, if there are 0 ≤ m ≤ m′ such that F 2k(z) = (ξk, ηk) ∈ U1 and F 2k(w) = (ζk, ιk) ∈
U2 for any k ∈ [m,m′], then
ξk = λ
k−mξm, ηk = λ−k+mηm;
ζk = λ
k−mζm, ιk = λ−k+mιm.
(3.11)
4 Analysis of Palindromic Periodic Orbits
4.1 The Palindromic Periodic Orbits γn
Let Ω be a Bunimovich squash-type stadium. We shall study palindromic periodic
orbits, namely, periodic orbits such that the associated trajectory hits the billiard ta-
ble perpendicularly at two ‘turniing’ points For any integer n ≥ 1, we consider the
palindromic periodic orbits γn associated with the following symbolic codes:
(323 12 · · · 121︸ ︷︷ ︸
2n+1
). (4.1)
The period of γn is equal to 2n + 4. Furthermore, γn is palindromic as we track the
motion of a billiard ball along this orbit (see Fig. 2 in the unfolded table):
• The ‘initial’ stage: from an initial position on Γ3, a billiard ball hits perpendicu-
larly at Γ2 and then returns to the initial position;
• The ‘successive collision’ stage: the billiard ball moves from Γ3 towards Γ1, and
collides successively between Γ1 and Γ2 for (2n+ 1) times, and then gets back to
the initial position on Γ3. Note that it hits Γi perpendicularly at the (n + 1)-th
collision, where i = 1 is n is even, and i = 2 if n is odd.
We first need to show that the existence and uniqueness of such orbits.
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Figure 2: The palindromic orbit γn with n = 1, 2, 3
Lemma 4.1. For any n ≥ 1, there exists a unique palindromic periodic orbit γn asso-
ciated with (4.1).
Proof. Let ‹Ω be the double cover table of Ω (see Fig. 1, right), and let Γ˜i be the new
boundaries of ‹Ω, which corresponds to the code i˜ for i = 1, 2, 4. Then (r−0 r0r+0 r1 . . . r2n+1)
forms a periodic orbit in Ω associated with (4.1), if and only if (r0r1 . . . r2n+1) forms a
periodic orbit in ‹Ω associated with
(2˜ 12 · · · 121︸ ︷︷ ︸
2n+1
), (4.2)
where r0 is the symmetric point of r0 with respect to Γ3. To this end, we recall that
τ˜(·, ·) is the free path in ‹Ω, and consider the length function
L(r0, r1, . . . , r2n+1) =
2n+1∑
k=0
τ˜(rk, rk+1),
for (r0, r1, . . . , r2n+1) ∈ Γ˜2 × (Γ1 × Γ2)n × Γ1, where we set r2n+2 = r0. Let ϕ(rk, rk+1)
(resp. ϕ1(rk, rk+1)) be the angle formed by the vector rkrk+1 and the inward (resp.
outward) inner normal vector at rk (resp. at rk+1). By (2.4),
∂L
∂rk
=
∂τ˜
∂rk
(rk−1, rk) +
∂τ˜
∂rk
(rk, rk+1) = sinϕ1(rk−1, rk)− sinϕ(rk, rk+1).
It follows that (r0, r1, . . . , r2n+1) forms a periodic orbit, if and only if it is a critical
point of L. Similar to the proof of Lemma 3.1, the Hessian matrix of L is negative
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definite due to the doubly focusing mechanism. Thus, L is a strictly concave function
on the compact domain Γ˜2 × (Γ1 × Γ2)n × Γ1, and there can be at most one critical
point for L.
On the other hand, L has a global maximum point γ˜n = (r0, r1, . . . , r2n+1) which
must be an interior point. Therefore, γ˜n is the only critical point of L, which forms a
periodic orbit in ‹Ω associated with (4.2). Noticing that
L(r0, r1, r2, . . . , rn+1, . . . , r2n, r2n+1) = L(r0, r2n+1, r2n, . . . , rn+1, . . . , r2, r1),
we further get rn+2−k = rk for 1 ≤ k ≤ n, that is, the orbit γ˜n is palindromic. Finally,
we obtain the unique periodic orbit γn := (r−0 r0r
+
0 r1 . . . r2n+1) in Ω associated with
(4.1), where r0 is the symmetric point of r0 with respect to Γ3, and r±0 is obtained by
the intersection between r0r1 and Γ3.
Switching the roles of Γ1 and Γ2, we obtain another class of palindromic periodic
orbits γ̂n associated with the following symbolic codes:
(313 212 · · · 12︸ ︷︷ ︸
2n+1
). (4.3)
The dynamical behavior and delicate estimates for γ̂n would be very similar to those
for γn. For the rest of this section, we shall concentrate on the orbits γn.
4.2 The Homoclinic Orbit γ∞
For convenience, we denote the collision points of γn by
yn(0
−) 7→ xn(0) 7→ yn(0) 7→ xn(1) 7→ yn(1) 7→ · · · 7→ xn(n) 7→ yn(n) 7→ xn(n+ 1),
where at the initial stage, we denote by xn(0) = (sn(0), 0) the collision point on Γ2, and
denote by yn(0) = (tn(0), ψn(0)) and yn(0−) = (tn(0),−ψn(0)) the two collision points
on Γ3;2 at the stage of successive collisions between Γ1 and Γ2, we denote
on Γ1 : xn(k) = (sn(k), ϕn(k)), k = 1, 2, . . . , n+ 1;
on Γ2 : yn(k) = (tn(k), ψn(k)), k = 1, 2, . . . , n.
By time reversibility, we have
sn(k) = sn(n+ 2− k), ϕn(k) = −ϕn(n+ 2− k), k = 1, 2, . . . , n+ 1,
tn(k) = tn(n+ 1− k), ψn(k) = −ψn(n+ 1− k), k = 1, 2, . . . , n.
(4.4)
In particular, ϕn(n+22 ) = 0 if n is even, and ψn(
n+1
2 ) = 0 is n is odd.
We first provide some rough estimates.
2 For notational convenience, we extend the (s, ϕ)- and (t, ψ)-coordinates on the full boundary ∂Ω.
Also, even though xn(0) lies on Γ2, we still use (s, ϕ)-coordinate to maintain the bouncing ordering.
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Lemma 4.2. There exists C > 0 such that for any n ≥ 1 and m ≥ 0,
‖xn+m(k)− xn(k)‖ ≤ CΛ2k−2n, k = 0, 1, . . . , n+ 1,
‖yn+m(k)− yn(k)‖ ≤ CΛ2k−2n, k = 0−, 0, 1, . . . , n.
where Λ > 1 is given by (2.2), and ‖ · ‖ denotes the Euclidean norm in the phase space
M .
Proof. Recall that the billiard ball hits Γ2 perpendicularly in the initial stage of γn and
γn+m, that is, xn(0) = (sn(0), 0) and xn+m(0) = (sn+m(0), 0). Let W be the wave
front between s = sn(0) and s = sn+m(0), associated with zero angles. Then W is an
unstable curve, so is its forward iterate F k(W ) for any k ≥ 0, unless F k(W ) is cut by
singularities, i.e., F k(W ) hits the gluing points.
Following the trajectories of γn and γn+m, it is not hard to see that F k(W ) stays
away from the singularities for 0 ≤ k ≤ 2n + 1. Furthermore, the transition from
F k(W ) to F k+1(W ) is between Γ1 and Γ2, for 2 ≤ k ≤ 2n+ 1, then by (2.3), we have
the following estimates for the p-length of F k(W ):
|F k+i(W )|p ≥ Λi|F k(W )|p, 2 ≤ k ≤ k + i ≤ 2n+ 1.
At Step k = 0, W goes from Γ2 and hits the flat wall Γ3, and then at Step k = 1, it
collides on Γ1. Thus, |F 2(W )|p ≥ Λ|W |p.
Note that there is ϕ0 ∈ (0, pi/2) such that |ϕ| ≤ ϕ0 for any point z = (r, ϕ) lying on
Γ1 (resp. on Γ2) satisfying the following properties:
• F−1(z) lies on Γ2 (resp. on Γ1), or F−1(z) lies on Γ3 but F−2(z) lies on Γ2 (resp.
on Γ1);
• F (z) lies on Γ2 (resp. on Γ1), or F (z) lies on Γ3 but F 2(z) lies on Γ2 (resp. on
Γ1).
Therefore, all the angles on all angles F k(W ) have absolute value bounded by ϕ0. Hence
there is C0 > 0 such that for any k ≥ 0,
|F k(W )|/C0 ≤ |F k(W )|p ≤ C0|F k(W )|.
Set C = C20diam(M). Note that sn(0) and sn+m(0) are endpoints of W , then
‖xn+m(0)− xn(0)‖ = |sn+m(0)− sn(0)| ≤ |W | ≤ C0|W |p ≤ C0Λ−2n|F 2n+1(W )|p
≤ C20Λ−2n|F 2n+1(W )|
≤ CΛ−2n.
The rest estimates in this lemma can be shown in a similar fashion, by noticing that
xn(k) and xn+m(k) are endpoints of F 2k(W ) for 1 ≤ k ≤ n+ 1; yn(k) and yn+m(k) are
endpoints of F 2k+1(W ) for 0 ≤ k ≤ n.
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By Lemma 4.2, we define
x∞(k) = lim
n→∞xn(k), k = 0, 1, 2, . . . ;
y∞(k) = lim
n→∞ yn(k), k = 0
−, 0, 1, 2, . . . .
Then we obtain a semi-orbit
γ∞ := (y∞(0−) x∞(0) y∞(0) x∞(1) y∞(1) . . . x∞(k) y∞(k) . . . ),
which corresponds to the symbolic code (323121212 · · · ). The following lemma shows
that γ∞ is a homoclinic semi-orbit of the period two orbit γ∗ = xy.
Lemma 4.3. limk→∞ x∞(k) = x, and limk→∞ y∞(k) = y.
Proof. For any k ≥ 1, by Lemma 4.2, we take n = 2k − 1 and let m→∞, then
‖x∞(k)− x2k−1(k)‖ ≤ CΛ−2k+2.
On the other hand, the trajectory γ2k−1 hits perpendicularly at Γ1 at the k-th step,
i.e., x2k−1(k) = (s2k−1(k), 0). Also, we note that the period two point on Γ1 is given
by x = (0, 0). Let W be the wave front between s = s2k−1(k) and s = 0, associated
with zero angles. Then W is an unstable curve, and so is F `(W ) for any 0 ≤ ` ≤ 2k−2
since F `(W ) does not hit the gluing points. Moreover, |F `(W )|p ≥ Λ2k−2|W |p. Similar
to the proof of Lemma 4.2, we obtain
‖x2k−1(k)− x‖ = |s2k−1(k)− 0| ≤ CΛ−2k+2,
and thus, ‖x∞(k)−x‖ ≤ 2CΛ−2k+2, which implies that limk→∞ x∞(k) = x. The other
limiting result limk→∞ y∞(k) = y can be proven in a similar way.
We denote the coordinates of γ∞ as
x∞(k) = (s∞(k), ϕ∞(k)), k = 0, 1, 2, . . . ;
y∞(k) = (t∞(k), ψ∞(k)), k = 0, 1, 2, . . . .
and y∞(0−) = (t∞(0),−ψ∞(0)).
4.3 The Convergence of γ∞ to γ∗ and the Shadowing of γn along γ∞
Recall that λ > 1 is the leading eigenvalue of DF 2 along the period two orbit γ∗ =
xy. The next lemma provides finer estimates of the asymptotic convergence of the
homoclinic orbit γ∞ to the period two orbit γ∗, as well as the shadowing estimates of
γn along γ∞.
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Lemma 4.4. There are constants Cs, Cϕ, Ct and Cψ such that the following estimates
hold for the homoclinic orbit γ∞:
x∞(k) = λ−k(Cs, Cϕ) + O(λ−1.5k), k = 0, 1, 2, . . . ,
y∞(k) = λ−k(Ct, Cψ) + O(λ−1.5k), k = 0, 1, 2, . . . .
Note that we have the following relation for the above constants:
Cϕ
Cs
=
λ−1 − λ
4a2τ∗
,
Cψ
Ct
=
λ−1 − λ
4a1τ∗
, and
Ct
Cs
= −1 + λ
−1
2a2
= − 2a1
1 + λ
. (4.5)
Moreover, the following estimates hold for the palindromic orbit γn:
xn(k)− x∞(k) = λk−n(Cs,k, Cϕ,k) + O(λ1.25(k−n)), k = 0, . . . , n+ 1,
yn(k)− y∞(k) = λk−n(Ct,k, Cψ,k) + O(λ1.25(k−n)), k = 0, . . . , n.
where the above constants are uniformly bounded in k, and they are given by
Cs,k = Csλ
−2(λ−2k + 1), Cϕ,k = Cϕλ−2(λ−2k − 1),
Ct,k = Ctλ
−1(λ−2k + 1), Cψ,k = Cψλ−1(λ−2k − 1).
Proof. Let U1 and U2 be the neighborhood of x and y respectively, which are given by
Lemma 3.2. Choose an integer k0 > 0 such that xn(k) ∈ U1 for all k ∈ [k0, n+ 2− k0]
and yn(k) for all k ∈ [k0, n+1−k0]. We apply the coordinate change given by (3.9), that
is, xn(k) and yn(k) are represented by (ξn(k), ηn(k)) and (ζn(k), ιn(k)) respectively, for
k ≥ k0. Set
ξn = λ
−k0ξn(k0), ηn = λk0ηn(k0), ζn = λ−k0ζn(k0), ιn = λk0ιn(k0).
Then (3.11) implies that
(ξn(k), ηn(k)) = (λ
kξn, λ
−kηn), and (ζn(k), ιn(k)) = (λkζn, λ−kιn).
These formulas also holds for xn(k) with k ∈ [0, k0) ∪ (n + 2 − k0, n + 1] and yn(k) ∈
[0, k0) ∪ (n+ 1− k0, n], by suitably extending Ψ1 and Ψ2 along a neighborhood of the
separatrices of γ∗. In particular,
ξn(0) = ξn, ηn(0) = ηn, ζn(0) = ζn, ιn(0) = ιn.
For the homoclinic orbit γ∞, limk→∞ x∞(k) = x implies that x∞(k) lies on the local
stable manifold W s(x) = {(ξ, η) : ξ = 0}, and thus, ξ∞ = 0. Hence
x∞(k) =
Ç
s∞(k)
ϕ∞(k)
å
= Ψ1 ◦Θ1
Ç
ξn(k)
ηn(k)
å
= Ψ1 ◦
Ç
cos θ1 cos θ1
− sin θ1 sin θ1
åÇ
0
λ−kη∞
å
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= Ψ1
Ç
λ−kη∞
Ç
cos θ1
sin θ1
åå
−Ψ1(0, 0)
= λ−k
Ç
Cs
Cϕ
å
+ O(λ−1.5k),
where we set Cs := η∞ cos θ1 and Cϕ := η∞ sin θ1. Similarly, since y∞(k) lies on the
local stable manifold W s(x) = {(ζ, η) : ζ = 0}, we obtain ζ∞ = 0 and
y∞(k) =
Ç
t∞(k)
ψ∞(k)
å
= λ−k
Ç
Ct
Cψ
å
+ O(λ−1.5k),
where we set Ct := ι∞ cos θ2 and Cψ := ι∞ sin θ2.
The first two relations in (4.5), that is, Cϕ/Cs = tan θ1 and Cψ/Ct = tan θ2, directly
follows from (3.5) and (3.6). Moreover, by (3.10), we have ι∞ = λ−11 η∞. Then the third
relation in (4.5), that is, Ct/Cs = λ−11 cos θ2/ cos θ1, directly follows from (3.7) and (3.3).
We now show the estimates for the palindromic orbits γn. Denote the involutions I1 :
(s, ϕ) 7→ (s,−ϕ) and I2 : (t, ψ) 7→ (t,−ψ). Let J1(ξ, η) := Θ−11 ◦Ψ−11 ◦ I1 ◦Ψ1 ◦Θ1(ξ, η),
then J1(0, 0) = (0, 0), and
J1
Ç
ξ
η
å
=
Ç
cos θ1 cos θ1
− sin θ1 sin θ1
å−1Ç
1 0
0 −1
åÇ
cos θ1 cos θ1
− sin θ1 sin θ1
åÇ
ξ
η
å
+ O
(
(|ξ|2 + |η|2) 32
)
=
Ç
η
ξ
å
+ O
(
max{|ξ|, |η|} 32
)
,
and J1
Ç
ξ
η
å
− J1
Ç
ξ′
η′
å
=
Ç
η − η′
ξ − ξ′
å
+ O
(
max{|ξ − ξ′|, |η − η′|} 32
)
.
We have similar properties for J2(ζ, ι) := Θ−12 ◦Ψ−12 ◦ I2 ◦Ψ2 ◦Θ2(ζ, ι).
By time reversibility (4.4), (sn(n+ 2− k), ϕn(n+ 2− k) = I1(sn(k), ϕn(k)) for any
1 ≤ k ≤ n+ 1, and hence correspondingly,
(λn+2−kξn, λk−n−2ηn) = (ξn(n+ 2− k), ηn(n+ 2− k))
= J1(ξn(k), ηn(k))
= J1(λ
kξn, λ
−kηn)
= (λ−kηn, λkξn) + O
Ä
max{λ1.5k|ξn|1.5, λ−1.5k|ηn|1.5}
ä
.
It follows that ξn = O(λ−n) by taking k = 1, and further, ξn = λ−n−2ηn + O
(
λ−1.25n
)
by taking k = b(n+ 2)/2c.
On the other hand, recall that xn(0) = (sn(0), 0) and x∞(0) = (s∞(0), 0), which
are unchanged under the involution I1. Correspondingly, J1(ξn, ηn) = (ξn, ηn) and
J1(0, η∞) = (0, η∞). Then
(ξn, ηn − η∞) = J1(ξn, ηn)− J1(0, η∞) = (ηn − η∞, ξn) + O
(
max {|ξn|, |ηn − η∞|}
3
2
)
,
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which implies that ηn−η∞ = ξn+O(λ−1.5n) = λ−n−2ηn+O(λ−1.25n). Thus, ηn−η∞ =
η∞λ−n−2 +O(λ−1.25n), and ξn = η∞λ−n−2 +O(λ−1.25n). Hence for any 0 ≤ k ≤ n+ 1,
xn(k)− x∞(k) =
Ç
sn(k)
ϕn(k)
å
−
Ç
s∞(k)
ϕ∞(k)
å
= Ψ1 ◦Θ1
Ç
ξn(k)
ηn(k)
å
−Ψ1 ◦Θ1
Ç
ξ∞(k)
η∞(k)
å
=
Ç
cos θ1 cos θ1
− sin θ1 sin θ1
åÇ
λkξn
λ−k(ηn − η∞)
å
+ O(λ−1.5(n−k))
= λk−n−2
Ç
η∞ cos θ1(λ−2k + 1)
η∞ sin θ1(λ−2k − 1)
å
+ O
Ä
λk−1.25n
ä
= λk−n
Ç
Csλ
−2(λ−2k + 1)
Cϕλ
−2(λ−2k − 1)
å
+ O
Ä
λ1.25(k−n)
ä
.
The estimates of yn(k)− y∞(k) can be shown in a similar fashion.
5 The Isospectral Operator
To prove Squash Rigidity Theorem, we introduce the isospectral operator corresponding
to periodic orbits of the Bunimovich squash-type stadia.
5.1 Normalization, Parametrization and Deformation
Let Ω be a Bunimovich squash-type stadium, and denote the flat boundaries of Ω by
Γ3 ∪ Γ4. By Lemma 3.1, there is a unique maximal period two orbit γ∗ = AB for Ω.
Without loss of generality, we may assume that A is the origin of R2, and B lies on the
positive horizontal axis of R2.
Let
¶“Ωµ©|µ|≤1 be a C1 one-parameter family inMmss, wherem ≥ 3, such that “Ω0 = Ω.
That is, the flat boundaries of each “Ωµ are Γ3 and Γ4, and the convex arcs Γ̂1(µ) and
Γ̂2(µ) are Cm smooth. We would like to normalize the position of this family as follows.
Lemma 3.1 shows that “Ωµ has a unique maximal period two orbit
γ̂∗(µ) = “A(µ)“B(µ)
for any µ ∈ [−1, 1]. Then there is a unique orientation-preserving planar isometry Tµ
such that Tµ
Ä“A(µ)ä = A, and B(µ) := Tµ Ä“B(µ)ä lies on the positive horizontal axis of
R2. We denote
Ωµ = Tµ“Ωµ, for µ ∈ [−1, 1],
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and call {Ωµ}|µ|≤1 the normalized family of the original family
¶“Ωµ©|µ|≤1. Note that
Ω0 = Ω since T0 = IdR2 . Also, the unique maximal period two orbit of Ωµ is given by
γ∗(µ) = AB(µ).
It is easy to see from the proof of Lemma 3.1 that the dependence µ 7→
Ä“A(µ), “B(µ)ä
are C1 smooth, and so is the mapping µ 7→ Tµ. Therefore, the normalized family
{Ωµ}|µ|≤1 is C1 smooth with respect to the parameter µ.
Let us now parametrize the C1 one-parameter normalized family {Ωµ}|µ|≤1 of the
Bunimovich squash-type stadia such that Ω0 = Ω. We denote
∂Ωµ = Γ1(µ) ∪ Γ3(µ) ∪ Γ2(µ) ∪ Γ4(µ),
and denote write Γi = Γi(0) for brevity. Note that Γ3(µ) and Γ4(µ) are still line
segments, while they might not be the same as Γ3 and Γ4. The interval J := [0, |∂Ω|]
can be rewritten as a union of four consecutive sub-intervals, i.e., J = J1 ∪ J3 ∪ J2 ∪ J4
such that |Ji| = |Γi| for i = 1, 2, 3, 4. With careful arrangements, we may choose a
parametrization Φ : [−1, 1]× J → R2 such that
(1) For any µ ∈ [−1, 1] and i = 1, 2, 3, 4, Φ(µ, Ji) = Γi(µ).
(2) The mapping µ 7→ Φ(µ, ·) is C1 smooth.
(3) Set Φi = Φ|Ji for i = 1, 2. For any fixed µ ∈ [−1, 1], the map r 7→ Φi(µ, r) is Cm
smooth.
We now define the deformation function n : [−1, 1]×J → R of the normalized family
{Ωµ}|µ|≤1 by
n(µ, r) = 〈∂µΦ(µ, r), N(µ, r)〉, (5.1)
where 〈·, ·〉 is the standard scalar product in R2 and N(µ, r) is the out-going unit
normal vector to ∂Ωµ at the point Φ(µ, r). It is obvious that n(µ, r) is continuous in µ.
Moreover, for any µ ∈ [−1, 1], the function r 7→ n(µ, r) is Cm smooth on J1 ∪ J2.
Lemma 5.1. If n(µ, ·) ≡ 0 on J1 ∪ J2 for any µ ∈ [−1, 1], then the normalized family
{Ωµ}|µ|≤1 and the original family
¶“Ωµ©|µ|≤1 are both constant.
Proof. It directly follows that Γ1(µ) = Γ1(0) and Γ2(µ) = Γ2(0) for all µ ∈ [−1, 1]. Since
Γ3(µ) and Γ4(µ) are line segments joining corresponding endpoints of Γ1(µ) and Γ2(µ),
we must have Γ3(µ) = Γ3(0) and Γ4(µ) = Γ4(0) as well. Hence the family {Ωµ}|µ|≤1 is
a constant family, that is, Ωµ = Ω0. Therefore, “Ωµ = T−1µ Ωµ = T−1µ Ω0, which implies
that the isometry Tµ has to fix the four gluing points of Ω0. Thus, Tµ = IdR2 for every
µ ∈ [−1, 1], which makes
¶“Ωµ©|µ|≤1 a constant family.
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Let us recall the statement of Squash Rigidity Theorem : If a family
¶“Ωµ©|µ|≤1 of
Bunimovich squash-type stadia in Mωss is dynamically isospectral, then it is a constant
family. By Lemma 5.1, it is sufficient to show that the normalized family {Ωµ}|µ|≤1
is a constant family, or equivalently, n ≡ 0 on J1 ∪ J2. Note that if the original
family
¶“Ωµ©|µ|≤1 is dynamically isospectral, so is the normalized family {Ωµ}|µ|≤1 since
isometries do not change length spectra. For the rest of this section and Section 6, we
shall focus on the normalized family {Ωµ}|µ|≤1.
5.2 Functionals related to Length Spectra
We first show the following basic fact for the length spectrum of a Bunimovich squash-
type stadium.
Lemma 5.2. For any Bunimovich squash-type stadium Ω, its length spectrum L(Ω)
has zero Lebesgue measure.
Proof. The proof is almost the same as that of Lemma 4.1 in [2], with the only difference
that the parametrization Φ of the boundary ∂Ω is not C2 at the four gluing points.
Nevertheless, there are at most countably many periodic orbits through those points,
and thus L(Ω) has zero Lebesgue measure.
By lemma 5.2 and the intermediate value theorem, we immediately get
Lemma 5.3. For any continuous function ∆ : [−1, 1]→ R, if Range(∆) ⊂ L(Ω), then
∆ ≡constant.
Now for any Bunimovich squash-type stadium Ω with boundary ∂Ω = Γ1 ∪ Γ3 ∪
Γ2 ∪ Γ4, we would like to construct functionals corresponding to symbolic codes. For
any q ≥ 2, we introduce the length function associated with a symbolic code i =
(i1, i2, . . . , iq) ∈ {1, 2, 3, 4}q, that is,
Li(γ) =
q∑
k=1
τ(rk, rk+1)
for γ = (r1, r2, . . . , rq) such that rk ∈ Γik for 1 ≤ k ≤ q, where we set rq+1 = r1. Similar
to Lemma 3.1 and 4.1, we can show that the maximal points of Li shall either give
the maximal periodic orbits corresponding to i, or a singular set containing some gluing
points.
Let us now consider a C1 one-parameter normalized family {Ωµ}|µ|≤1 of the Buni-
movich squash-type stadia. We say that a symbolic code i is good for the family
{Ωµ}|µ|≤1 if
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• there exists a unique maximal periodic orbit γi(µ) corresponding to i;
• the dependence µ 7→ γi(µ) is C1 smooth.
Then we can define a C1 function by
∆(µ; i) = Lµi (γi(µ)), for any µ ∈ [−1, 1].
Moreover, let us define the function
G(µ; z) = G(µ; r, ϕ) = n(µ, r) cosϕ (5.2)
for a collision point z = (r, ϕ), where n is the deformation function given by (5.1). By
Proposition 4.6 in [2], we obtain
1
2
∆′(µ; i) =
1
2
∂µL
µ
i (γi(µ)) =
∑
z∈γi(µ)
G(µ; z). (5.3)
If the family {Ωµ}|µ|≤1 is dynamically isospectral, that is, L(Ωµ) = L(Ω) for any
µ ∈ [−1, 1], then ∆i is constant by Lemma 5.3. Therefore, by (5.3),∑
z∈γi(µ)
G(µ; z) = 0, for any µ ∈ [−1, 1]. (5.4)
We now investigate the unique maximal periodic orbits corresponding to special
good codes that we have studied in earlier sections:
(1) Functionals related to the maximal period two orbit γ∗(µ): note that the corre-
sponding symbolic code is 12. Since ∆(µ; 12) is constant in µ, and the angles for
γ∗(µ) are of zero degree, we have for any µ ∈ [−1, 1],
1
2
∆′(µ; 12) =
∑
z∈γ∗(µ)
G(µ; z) = n1(µ, 0) + n2(µ, 0). (5.5)
(2) Functionals related to the palindromic periodic orbits γn(µ), which are studied in
Section 4 for the table Ωµ. The symbolic codes in for γn(µ) are given by (4.1), and
the corresponding functional is given by
1
2
∆′(µ; in) =
∑
z∈γn(µ)
G(µ; z).
We shall also consider the other class of palindromic periodic orbits γ̂n(µ), whose
symbolic codes în are given by (4.3), and
1
2
∆′(µ; în) =
∑
z∈γ̂n(µ)
G(µ; z).
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For notational simplicity, we shall omit µ and just write Γi, n(r), γ∗, γn, γ̂n, G(z),
instead of Γi(µ), n(µ, r), γ∗(µ), γn(µ), γ̂n(µ), G(µ; z) respectively. Also, we briefly
write the summation
∑
z∈γ G(z) by
∑
γ G.
5.3 Arclength Parameterization
Note that the deformation function n would have different formulas under different
pararmetrizations. Nevertheless, Lemma 3.3 in [2] shows that the vanishing property
of n does not depend on the parameterizations at all.
For convenience, given a fixed µ ∈ [−1, 1], we introduce the arclength parameteri-
zations s 7→ Φ1(µ, s) on Γ1(µ) and t 7→ Φ2(µ, t) on Γ2(µ). Moreover, we may assume
that (s, t) = (0, 0) corresponds to the period two orbit γ∗(Ωµ) = AB(µ), where A is
the origin of R2, and B(µ) lies on the horizontal axis of R2. Under the new arclength
parameters, we denote the deformation function on Γ1(µ) and Γ2(µ) by n1(µ, s) and
n2(µ, t) respectively. Below is an immediate consequence of using arclength parameters.
Lemma 5.4. n1(µ, 0) = n′1(µ, 0) = 0 for any µ ∈ [−1, 1].
Proof. Φ1(µ, 0) = A implies that ∂µΦ1(µ, 0) = 0, and hence
n1(µ, 0) = 〈∂µΦ1(µ, 0), N1(µ, 0)〉 = 0.
Furthermore, for any µ ∈ [−1, 1], the unit tangent vector of Γ1(µ) at A, denoted by
∂sΦ1(µ, 0), is exactly the unit downward vertical vector in R2. Here we take downward
direction is because ∂Ωµ is parametrized along counter-clockwise direction. Therefore,
∂µ∂sΦ1(µ, 0) = 0 and hence
n′1(µ, 0) = 〈∂µ∂sΦ1(µ, 0), N1(µ, 0)〉+ 〈∂µΦ1(µ, 0), ∂sN1(µ, 0)〉 = 0.
The proof of this lemma is completed.
For simplicity, we shall omit µ and simply write n1(s) and n2(t). Note that n1 and
n2 are both Cm smooth.
6 Proof of Squash Rigidity Theorem
6.1 Reduction of Squash Rigidity Theorem
Let
¶“Ωµ©|µ|≤1 be a C1 one-parameter family in Mωss, and {Ωµ}|µ|≤1 be its normalized
family. As introduced in the previous section, the deformation function is denoted as
by n1(s) on Γ1, and by n2(t) on Γ2. Note that both n1(s) and n2(t) are analytic. By
Lemma 5.1, Squash Rigidity Theorem is reduced to the following.
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Proposition 6.1. If the family {Ωµ}|µ|≤1 is dynamically isospectral, then n1 ≡ 0 and
n2 ≡ 0.
Note that the dynamically isospectral property implies (5.4), that is, the sum of G
vanishes over the unique maximal periodic orbit γi which corresponds to a good symbolic
code i. In the analytic class Mωss of Bunimovich squash-type stadia, it turns out that
the condition (5.4) over the period two orbit γ∗, as well as the palindromic orbits γn
and γ̂n, are sufficient to establish the dynamical spectral rigidity. More precisely, we
have
Proposition 6.2. If
∑
γ∗ G =
∑
γn G =
∑
γ̂n
G = 0 for any n ≥ 1, then
n
(d)
1 (0) = n
(d)
2 (0) = 0, for any d ≥ 0.
We remark that Proposition 6.2 also holds in the class M∞ss . In the analytic class
Mωss, it immediately follows that n1 and n2 both vanish since they are analytic, which
proves Proposition 6.1 and, thus, Squash Rigidity Theorem . In the rest of this section,
we prove Proposition 6.2.
6.2 Cancellations by Interpolations
6.2.1 Sums of G over γn
Recall that γn is the palindromic periodic orbits that we introduce in Section 4.1, with
collision points
yn(0
−) 7→ xn(0) 7→ yn(0) 7→ xn(1) 7→ yn(1) 7→ · · · 7→ xn(n) 7→ yn(n) 7→ xn(n+ 1).
Note that we have yn(0) = (tn(0), ψn(0)) and yn(0−) = (tn(0),−ψn(0)). ThenG(yn(0−)) =
G(yn(0)), due to the special formula of G, i.e., cosine function for the angle variable.
Moreover, the time-reversibility (4.4) implies that
G(xn(n+ 2− k)) = G(xn(k)), k = 1, . . . , n+ 1,
G(yn(n+ 1− k)) = G(yn(k)), k = 1, . . . , n.
(6.1)
Given a sufficiently large integer ` > 0, we define
Sn(`) = −G(xn(0))− 2G(yn(0))− 2
∑`
k=1
[G(xn(k)) +G(yn(k))] (6.2)
for any n ≥ 2`. By (6.1) and the assumption that ∑γn G = 0 in Proposition 6.2, we
obtain alternative formulas for Sn(`), that is,
Sn(`) =
n−`+1∑
k=`+1
G(xn(k)) +
n−∑`
k=`+1
G(yn(k)). (6.3)
In convention, the above second sum is set to be zero if n = 2`.
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6.2.2 Cancellations by Lagrange Interpolations
In this subsection, we first recall the well known Lagrange polynomial interpolation for
functions of one variable (see e.g. [16], §6.2). More precisely, for any integer m ≥ 2 and
real numbers 0 ≤ um < · · · < u1 ≤ 1, the fundamental Lagrange polynomials over the
set {u1, . . . , um} are defined by
pj(u) = pj(u;u1, . . . , um) :=
∏
1≤i≤m
i 6=j
u− ui
uj − ui (6.4)
for u ∈ R and j = 1, . . . ,m. Note that pj(uj) = 1 and pj(ui) = 0 if i 6= j.
Lemma 6.3. Given any function g ∈ Cm[0, 1] and for any u ∈ [0, 1],
g(u) =
m∑
j=1
g(uj)pj(u) +
g(m)(u)
m!
m∏
j=1
(u− uj),
for some u in the smallest interval that contains u1, . . . , um and u.
We now apply the Lagrange interpolation to show the following cancellations for
a linear combination of {S2`+j(`)}0≤j≤m. The key observation is from Lemma 4.4,
which suggests that for each 0 ≤ k ≤ `, the points {x2`+j(k)}0≤j≤m (resp. the points
{y2`+j(k)}0≤j≤m) are asymptotically lying on a line.
Lemma 6.4. For any integer m ≥ 2 and sufficiently large ` ≥ 1,
m∑
j=0
Am,jS2`+j(`) = O
Ä
λ−m`
ä
, (6.5)
where Am,0 = −1, and the other coefficients are given by
Am,j =
∏
1≤i≤m
i 6=j
λi − 1
λi−j − 1 , for j = 1, . . . ,m. (6.6)
Furthermore, we have
m∑
j=0
λjAm,jS2`+j(`)− S∞(`)
m∑
j=0
λjAm,j = O
Ä
λ−(m+1)`
ä
. (6.7)
Proof. For any ` ≥ 1 and 0 ≤ k ≤ `, we set uj = uj(k, `) := λk−2`−j for j = 0, 1, . . . ,m.
By Lemma 4.4, we have
x2`+j(k)− x∞(k) = (Cs,kuj (1 + εs,j) , Cϕ,kuj (1 + εϕ,j)) ,
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where ε∗,j = O
Ä
u0.25j
ä
= O
Ä
λ−0.25`
ä
for ∗ = s, ϕ. Then for sufficiently large ` ≥ 1, we
can assume that ε∗,j ≤ 0.5. We also note that |Cs,k| ≤ 2|Cs| and |Cϕ,k| ≤ 2|Cϕ|, both of
which are uniformly bounded and independent of k. We then define a piecewise linear
curve σ0 : [0, u0]→M by setting
σ0(0) = x∞(k), and σ0(uj) = x2`+j(k), for j = 0, 1, . . . ,m,
and connect two consecutive points by line segments. Then
|σ′0(u)| ≤ 2.5 max{|Cs|, |Cϕ|}, and |σ(i)0 (u)| = 0 for i ≥ 2,
for all u ∈ [0, u0] except at possibly corner points uj for j = 1, . . . ,m. Moreover, for
sufficiently large ` ≥ 1, the angle at each corner point can be made very obtuse and
close to 180 degree.
For any ε > 0, we can obtain a C∞ smooth curve σε : [0, u0]→M by smoothening
the curve σ0 near these corner points, such that
• σε uniformly converges to σ0 in the C0 topology. In particular, σε(0) = x∞(k),
σε(u0) = x2`(k), and σε(uj)→ x2`+j(k) as ε→ 0 for 1 ≤ j ≤ m.
• there is a constant Dm > 0, which only depends on m, such that the derivatives of
σε are uniformly bounded by Dm up to order m.
Let {pj(u)}1≤j≤m be the fundamental Lagrange polynomials over the set {u1, . . . , um}.
It is straightforward to verify that pj(u0) = Am,j , which are given by (6.6).
We now consider the smooth function gε : [0, u0] → R given by gε(u) = G ◦ σε(u).
Applying Lemma 6.3 to this function with evaluation at u = u0, there exists u ∈ [0, u0]
such that
gε(u0) =
m∑
j=1
Am,jgε(uj) +
g
(m)
ε (u)
m!
m∏
j=1
(u0 − uj)
=
m∑
j=1
Am,jgε(uj) + O
Ä
λm(k−2`)
ä
,
since
‖g(m)ε ‖∞ ≤ ‖G‖Cm ·mm max{1, ‖σε‖Cm}m ≤ mmDmm‖G‖Cm ,
and |u0 − uj | ≤ u0 = λk−2`. Letting ε→ 0, we get
−G(x2`(k)) +
m∑
j=1
Am,jG(x2`+j(k)) = O
Ä
λm(k−2`)
ä
.
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In a similar fashion, we also have
−G(y2`(k)) +
m∑
j=1
Am,jG(y2`+j(k)) + O
Ä
λm(k−2`)
ä
.
Therefore, by the definition of S2`+j(`) given in (6.2), we obtain (6.5) by noticing that
the error term is 2
∑`
k=0 O
Ä
λm(k−2`)
ä
= O
Ä
λ−m`
ä
.
Now we show (6.7). Under the condition that n1(0) = 0, we define the smooth
function hε : [0, u0]→ R given by
hε(u) =
{
gε(u)
u , u 6= 0,
limu→0+
gε(u)
u u = 0.
6.2.3 Remarks on Interpolation Coefficients
We remark that the coefficients {Am,j}0≤j≤m in (6.6) satisfy the following properties:
for any 0 ≤ k ≤ m− 1,
m∑
j=0
Am,jλ
−kj = 0. (6.8)
To see this, let {ej(u)}1≤j≤m be the fundamental Lagrange polynomials over the set
{λ−1, . . . , λ−m}. Then Am,j = ej(1), and the relations in (6.8) are obtained by applying
(6.3) for functions g(u) = uk for any 0 ≤ k ≤ m − 1, whose m-th derivative vanishes.
Similarly, applying (6.3) for functions g(u) = uk log u for any k ≥ 0, we obtain
m+1∑
j=0
jAm,jλ
−kj 6= 0. (6.9)
6.3 Proof of Proposition 6.2
We now prove Proposition 6.2 by induction.
6.3.1 The Base of the Induction
We first show that
n1(0) = n2(0) = n
′
1(0) = n
′
2(0) = 0.
With the arclength parameterization for the normalized family {Ωµ}|µ|≤1, we already
get n1(0) = n′1(0) = 0 by Lemma 5.4. The assumption that
∑
γ∗ G = 0 yields that
n1(0)+n2(0) = 0, and thus n2(0) = 0. Moreover, it also implies that the length function
∆(µ; 12) given by (5.5) is constant, which means that B(µ) = B for any µ ∈ [−1, 1].
Then applying the arguments in the proof of Lemma 5.4, we get n′2(0) = 0.
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6.3.2 The Inductive Steps
Suppose now d ≥ 2 is an integer such that
n
(k)
1 (0) = 0 and n
(k)
2 (0) = 0, for any k = 0, 1, . . . , d− 1.
We would like to show that n(d)1 (0) = 0 and n
(d)
2 (0) = 0.
Recall that the maximal period two orbit is denoted as γ∗ = xy. Also, x = (0, 0)
in the (s, ϕ)-coordinate and y = (0, 0) in the (t, ψ)-coordinate. For z = (s, ϕ) near
x = (0, 0), we write the Taylor expansion of n1(s) up to d-th order, as well as that of
cosϕ up to the 1st order as
n1(s) =
1
d!
n
(d)
1 (0)s
d + O
Ä
sd+1
ä
, cosϕ = 1 + O(ϕ2). (6.10)
Similarly, for z = (t, ψ) near y = (0, 0),
n2(t) =
1
d!
n
(d)
2 (0)t
d + O
Ä
td+1
ä
, cosψ = 1 + O(ψ2). (6.11)
By Lemma 4.4, for any ` ≥ 1, any j ≥ 0 and any i = 1, . . . , j + 1,
x2`+j(`+ i) = λ
−`−i(Cs, Cϕ) + λ−`+i−j(Cs,`+i, Cϕ,`+i)
+ O
Ä
max
¶
λ−1.5(`+i), λ1.25(−`+i−j)
©ä
= λ−`
Ä
Cs
Ä
λ−i + λi−j−2
ä
, Cϕ(λ
−i − λi−j−2)
ä
+ O(λ−1.25`).
Note that the first term is of leading order λ−`. Then by (6.10),
G(x2`+j(`+ i)) = n1(s2`+j(`+ i)) cos (ϕ2`+j(`+ i))
=
1
d!
n
(d)
1 (0)λ
−d`Cds
Ä
λ−i + λi−j−2
äd
+ O
Ä
λ−`(d+0.25)
ä
.
(6.12)
Similarly, for any i = 1, . . . , j,
G(y2`+j(`+ i)) =
1
d!
n
(d)
2 (0)λ
−d`Cdt
Ä
λ−i + λi−j−1
äd
+ O
Ä
λ−`(d+0.25)
ä
. (6.13)
We now consider two different cases.
• When d is even: applying (6.5) in Lemma 6.4 for m = d+ 1 and sufficiently ` ≥ 1,
we obtain
d+1∑
j=0
Ad+1,jS2`+j(`) = O(λ
−`(d+1)), (6.14)
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where Ad+1,j are given by (6.6). Under the assumption that
∑
γn G = 0, we have an
alternative formula for S2`+j(`) given by (6.3), that is,
S2`+j(`) =
j+1∑
i=1
G(x2`+j(`+ i)) +
j∑
i=1
G(y2`+j(`+ i)).
By (6.12) and (6.13), we rewrite the LHS of (6.14) as
d+1∑
j=0
Ad+1,jS2`+j(`) =
λ−d`
d!
[
A1C
d
sn
(d)
1 (0) +A2C
d
t n
(d)
2 (0)
]
+ O
Ä
λ−`(d+0.25)
ä
,
where the coefficients Aσ = Aσ(d, λ), σ = 1, 2, are given by
Aσ =
d+1∑
j=0
Ad+1,j
j+2−σ∑
i=1
Ä
λ−i + λi−j−3+σ
äd
.
Therefore, multiplying both sides of (6.14) by λd` and letting `→∞, we immediately
get
A1C
d
sn
(d)
1 (0) +A2C
d
t n
(d)
2 (0) = 0. (6.15)
By (6.8) and (6.9),
Aσ =
d+1∑
j=0
Ad+1,j
j+2−σ∑
i=1
d∑
ν=0
Ç
d
ν
å
λ−i(d−ν)+ν(i−j−3+σ)
=
d∑
ν=0
Ç
d
ν
å d+1∑
j=0
Ad+1,j
j+2−σ∑
i=1
λ−i(d−2ν)−ν(j+3−σ)
=
d∑
ν=0
Ç
d
ν
å d+1∑
j=0
Ad+1,j ·

λ−(d−2ν)−ν(j+3−σ) − λ−(d−ν)(j+3−σ)
1− λ−(d−2ν) , if ν 6= d/2,
(j + 2− σ)λ−ν(j+3−σ), if ν = d/2,
=
d∑
ν=0
Ç
d
ν
å
·

0, if ν 6= d/2,
∑d+1
j=0 jAd+1,jλ
−ν(j+3−σ), if ν = d/2,
= λ−d(3−σ)/2
Ç
d
d/2
å d+1∑
j=0
jAd+1,jλ
−dj/2 6= 0.
Therefore, A2 = λd/2A1 6= 0 and thus (6.15) becomes
Cdsn
(d)
1 (0) + λ
d/2Cdt n
(d)
2 (0) = 0. (6.16)
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Note that there is another assumption that
∑
γ̂n
G = 0. Recall that the orbits γ̂n
are given by (4.3), which switches the roles of Γ1 and Γ2 as in γn. Applying similar
arguments as above, we shall obtain
λd/2Cdsn
(d)
1 (0) + C
d
t n
(d)
2 (0) = 0. (6.17)
Regarding n(d)1 (0) and n
(d)
2 (0) as unknown variables, the system of linear equations
given by (6.16) and (6.17) has determinant
Cds · Cdt − λd/2Cdt · λd/2Cds = Cds · Cdt (1− λd) 6= 0,
which implies that n(d)1 (0) = n
(d)
2 (0) = 0.
• When d is odd: applying (6.7) in Lemma 6.4 for m = d and sufficiently ` ≥ 1,
7 Proof of Stadium Rigidity Theorem
Let {Ωµ}|µ|≤1 be a C1 family of Bunimovich stadia inMωs , such that the flat boundaries
Γ3 and Γ4 are two opposite sides of a fixed rectangle. We also denote the arcs by
Γi = Γi(µ), i = 1, 2, and denote the gluing points by
Pij := Γi ∩ Γj , i = 1, 2, j = 3, 4.
The absolute curvature of Γi at the gluing point Pij is denoted by Kij . Note that
P14P13P23P24 is a rectangle, and we denote
Q :=
|P13P23|
|P14P13|
. (7.1)
Stadium Rigidity Theoremconcerns the dynamical spectral rigidity in the classMωs .
With careful arrangement, we choose a parametrization Φ : [−1, 1] × J → R2 for the
family of stadia {Ωµ}|µ|≤1 along the counter-clockwise direction, where
J = [0, |∂Ω0|] := J1 ∪ J3 ∪ J2 ∪ J4,
such that Φ(µ, Ji) = Γi(µ), i = 1, 2, and Φ(µ, Jj) = Γj , j = 3, 4. In particular,
Φ(µ, 0) = P14 and Φ(µ, |J1|+ |J3|) = P23. Since the flat boundaries Γ3 and Γ4 are fixed,
we could also assume that
Φ(µ, r) = Φ(0, r), for any µ ∈ [−1, 1] and r ∈ J3 ∪ J4. (7.2)
We then define the deformation function n : [−1, 1] × J → R as in (5.1). It is
obvious that n ≡ 0 on [−1, 1] × (J3 ∪ J4). Moreover, for any µ ∈ [−1, 1], the function
r → n(µ, r) is analytic on J1 ∪ J2.
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For brevity, when the parameter µ is clear, we shall just write n(r) instead of n(µ, r).
From Section 5.2, we know that if the family of domains {Ωµ}|µ|≤1 is dynamically
isospectral, then ∑
z∈γ
G(z) =
∑
(r,ϕ)∈γ
n(r) cosϕ = 0, (7.3)
for any periodic billiard orbit γ. Since n ≡ 0 on J3 ∪ J4, the equation (7.3) holds for
any periodic trajectories of the induced billiard map on Γ1 ∪ Γ2.
In order to study the local behavior near the gluing point P14, we shall introduce
the arclength parameter s on Γ1 such that P14 corresponds to s = 0. Similarly, we
introduce the arclength parameter t on Γ2 such that P23 corresponds to t = 0. In this
way, we rewrite n on Γ1 and Γ2 by n1(s) and n2(t) respectively. As mentioned earlier in
Section 5.1, the vanishing property of n would not change under those reparametriza-
tions.
7.1 Induced Periodic Trajectories
Unfolding a stadium Ω ∈ Mωs , we obtain a channel of consecutive cells isometric to Ω.
We denote the k-th cell by Ωk, whose below curve is Γk1 with left endpoint P k14, and
above curve is Γk2 with right endpoint P k23. Using this unfolding technique, we first
construct periodic billiard trajectories of essential period 2.
Lemma 7.1. For any sufficiently large n ≥ 1, there exists a period two palindromic
trajectory (see Fig. 3)
γn = AnBn = (sn, 0)(tn, 0)
for the induced billiard map on Γ1 ∪ Γ2, such that An ∈ Γ01 and Bn ∈ Γn2 . Moreover, as
n→∞,
sn =
Q
nK14
+ O
Å
1
n2
ã
, and tn =
Q
nK23
+ O
Å
1
n2
ã
, (7.4)
where Q is the quotient given by (7.1), K14 is the absolute curvature of Γ1 at P14, and
K23 is the absolute curvature of Γ2 at P23.
Proof. By strict concavity of Γ01 and Γn2 , there is a unique pair of points An ∈ Γ01 and
Bn ∈ Γn2 , which achieve the maximum of{∥∥∥AB∥∥∥ : A ∈ Γ01, B ∈ Γn2} .
As a consequence, AnBn is perpendicular to Γ01 at An, as well as to Γn2 at Bn. Denote
the coordinate of An in Γ01 by sn, and the coordinate of Bn in Γn2 by tn, then γn =
AnBn = (sn, 0)(tn, 0) is a period two orbit for the induced billiard map on Γ1 ∪ Γ2.
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Figure 3: The period two orbit γn for the induced billiard map
Recall that Q is the quotient given by (7.1). Let θn be the angle formed by horizontal
axis and AnBn, then as n→∞,
θn = tan θn + O
Å
1
n2
ã
=
Q
n
+ O
Å
1
n2
ã
. (7.5)
On the other hand, as n → ∞ and thus θn → 0, the point An is more and more
close to P 014, and the point Bn is more and more close to Pn23. We approximate Γ01
by the osculating circle at P 014 with absolute curvature K14, and approximate Γn2 by
the osculating circle at Pn23 with absolute curvature K23. Then there exist constants
c1, c2 ∈ R such that as n→∞,
θn = K14sn + c1s
2
n = K23tn + c2t
2
n. (7.6)
Then the estimates in (7.4) directly follows from (7.5) and (7.6).
We also consider periodic billiard trajectories of essential period 4.
Lemma 7.2. For any fixed ρ > 1 and any sufficiently large number n ≥ 1, there exists
a period four palindromic trajectory (see Fig. 4)
γn,ρ = B
′
n,ρAn,ρB
′′
n,ρAn,ρ = (t
′
n,ρ, 0)(sn,ρ, ϕn,ρ)(t
′′
n,ρ, 0)(sn,ρ,−ϕn,ρ),
for the induced billiard map on Γ1∪Γ2, such that An,ρ ∈ Γ01, B′n,ρ ∈ Γn2 and B′′n,ρ ∈ Γbnρc2 .
Moreover, as n→∞,
t
′
n,ρ =
Q
nK23
+ O
Å
1
n2
ã
, t
′′
n,ρ =
Qρ−1
nK23
+ O
Å
1
n2
ã
,
sn,ρ =
Q(1 + ρ−1)
2nK14
+ O
Å
1
n2
ã
, ϕn,ρ =
Q(1− ρ−1)
2n
+ O
Å
1
n2
ã
.
(7.7)
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Figure 4: The period four palindromic orbit γn,ρ for the induced billiard map
Proof. Similar to the proof of Lemma 4.1, there exist An,ρ ∈ Γ01, B′n,ρ ∈ Γn2 and B′′n,ρ ∈
Γ
bnρc
2 , which achieve the maximum of{∥∥∥AB′∥∥∥+ ∥∥∥AB′′∥∥∥ : A ∈ Γ01, B′ ∈ Γn2 , B′′ ∈ Γbnρc2 } .
Thus, An,ρB′n,ρ is perpendicular to Γn2 at B′n,ρ, and An,ρB′′n,ρ is perpendicular to Γ
bnρc
2 at
B′′n,ρ. Moreover, the angle ∠(An,ρB′n,ρ,N) is equal to the angle ∠(An,ρB′′n,ρ, ,N), where
N is the inner normal direction of Γ01 at An,ρ. We denote this angle by ϕn,ρ. We further
denote the coordinate of An,ρ in Γ01 by sn,ρ, the coordinate of B′n,ρ in Γn2 by t
′
n,ρ, and
the coordinate of B′′n,ρ in Γ
bnρc
2 by tn,ρ. Then it is clear that
γn,ρ = B
′
n,ρAn,ρB
′′
n,ρAn,ρ = (t
′
n,ρ, 0)(sn,ρ, ϕn,ρ)(t
′′
n,ρ, 0)(sn,ρ,−ϕn,ρ),
is a period four orbit for the induced billiard map on Γ1 ∪ Γ2.
Let θ′n,ρ, θ′′n,ρ and θn,ρ be the angles formed by horizontal axis with An,ρB′n,ρ,
An,ρB′n,ρ and N respectively. Then we have
ϕn,ρ = θ
′
n,ρ − θn,ρ = θn,ρ − θ′′n,ρ.
As n→∞,
θ′n,ρ = tan θ
′
n,ρ + O
Å
1
n2
ã
=
Q
n
+ O
Å
1
n2
ã
,
θ′′n,ρ = tan θ
′′
n,ρ + O
Å
1
n2
ã
=
Qρ−1
n
+ O
Å
1
n2
ã
,
(7.8)
34
which implies that
θn,ρ =
θ′n,ρ + θ′′n,ρ
2
=
Q(1 + ρ−1)
2n
+ O
Å
1
n2
ã
,
ϕn,ρ =
θ′n,ρ − θ′′n,ρ
2
=
Q(1− ρ−1)
2n
+ O
Å
1
n2
ã
.
(7.9)
We again approximate Γ01 by the osculating circle at P 014, approximate Γn2 by the oscu-
lating circle at Pn23, and approximate Γ
bnρc
2 by the osculating circle at P
bnρc
23 , then there
exist constants c1, c2 ∈ R such that
θn,ρ = K14sn,ρ + c1s
2
n,ρ, and θ
∗
n,ρ = K23t
∗
n,ρ + c2
Ä
t
∗
n,ρ
ä2
for ∗ = ′, ′′. (7.10)
Then the estimate (7.7) directly follows from (7.8), (7.9) and (7.10).
7.2 Flatness of n at P14 and P23
Recall that n ≡ 0 on J3 ∪ J4. We introduce arclength parameter s on Γ1 such that P14
corresponds to s = 0, and arclength parameter t on Γ2 such that P23 corresponds to t =
0. Then we rewrite n as n1(s) on Γ1 and by n2(t) on Γ2. Note that n1(0) = n2(0) = 0.
Under the assumption that (7.3) holds for the special orbits γn and γn,ρ, we shall
prove the flatness of the deformation function n at the two gluing points P14 and P23,
that is,
Proposition 7.3. If
∑
γn
G =
∑
γn,ρ
G = 0 for any n ≥ 1 and ρ > 1, then
n
(d)
1 (0) = n
(d)
2 (0) = 0, for any d ≥ 1. (7.11)
Stadium Rigidity Theoremimmediately follows from Proposition 7.3, since n1 and
n2 are constantly zero as they are both analytic. In the rest of this section, we prove
Proposition 7.3.
Proof of Proposition 7.3. If (7.11) does not hold, we can find a minimal integer di ≥ 1
such that ci := n
(di)
i (0) 6= 0, i = 1, 2. Recall that n1(0) = n2(0) = 0.
We then further find u > 0 such that the Taylor expansion is valid for n1(s) on
s ∈ [0, u] up to order d1, and for n2(t) on t ∈ [0, u] up to order d2. In this way, for any
s, t ∈ [0, u], we write
n1(s) = c1s
d1 + O(sd1+1), and n2(t) = c2td2 + O(td2+1). (7.12)
By Lemma 7.1, for sufficiently large n ≥ 1, there is a period two trajectory γn =
(sn, 0)(tn, 0) for the induced billiard map, such that sn, tn ∈ [0, u]. Then by the as-
sumption
∑
γn
G = 0, we immediately get
n1(sn) + n2(tn) = 0.
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By (7.4) and (7.12), we obtain
c1
Å
Q
nK14
ãd1
+ c2
Å
Q
nK23
ãd2
+ O
Å
1
nmax{d1,d2}+1
ã
= 0. (7.13)
We claim that d1 = d2. Otherwise, without loss of generality, we may suppose that
d1 < d2 = max{d1, d2}. Multiplying
Ä
Q
nK14
ä−d1 on both sides of (7.13), and then letting
n→∞, we immediately get c1 = 0, which contradicts to our choice of d1.
Now we set d1 = d2 = d. We use the same trick again, that is, multiplying
Ä
Q
n
ä−d
on both sides of (7.13), and then letting n→∞, we get
c1K
−d
14 + c2K
−d
23 = 0. (7.14)
By Lemma 7.2, for any fixed ρ > 1 and any sufficiently large number n ≥ 1, there
is a period four trajectory
γn,ρ = (t
′
n,ρ, 0)(sn,ρ, ϕn,ρ)(t
′′
n,ρ, 0)(sn,ρ,−ϕn,ρ),
for the induced billiard map, such that sn,ρ, t
′
n,ρ, t
′′
n,ρ ∈ [0, u] and the angle ϕn,ρ is very
close to zero. By the assumption
∑
γn,ρ
G = 0, we have
2n1(sn,ρ) cosϕn,ρ + n2(t
′
n,ρ) + n2(t
′′
n,ρ) = 0.
By (7.7) and (7.12), as well as the fact that cosϕn,ρ = 1 + O(ϕ2n,ρ) = 1 + O(n−2) as
n→∞, we obtain
2c1
Ç
Q(1 + ρ−1)
2nK14
åd
+ c2
Å
Q
nK23
ãd
+ c2
Ç
Qρ−1
nK23
åd
+ O
Å
1
nd+1
ã
= 0.
Multiplying
Ä
Q
n
ä−d
on both sides of the above, and letting n→∞, we get
c1 · 21−dK−d14
Ä
1 + ρ−1
äd
+ c2K
−d
23 (1 + ρ
−d) = 0. (7.15)
Combining (7.14) and (7.15), we obtain a homogeneous system of linear equations with
two variables c1 and c2, whose coefficient matrix has determinant
det
Ç
K−d14 K
−d
23
21−dK−d14
(
1 + ρ−1
)d
K−d23 (1 + ρ
−d)
å
=
1 + ρ−d − 21−d(1 + ρ−1)d
Kd14K
d
23
.
For any d ≥ 1, it is easy to pick ρ > 1 such that the above determinant is non-
zero, and hence c1 = c2 = 0, which is a contradiction. Therefore, we must have
n
(d)
1 (0) = n
(d)
2 (0) = 0 for any d ≥ 1.
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8 Proof of Theorem 1
8.1 Periodic Orbits with Rotation Number n
2n+1
For any integer n ≥ 1, we introduce periodic (2n+ 1) orbits whose rotation number is
n
2n+1 . More precisely, we consider the periodic orbit γ
i
n associated with the symbolic
code
(i 12 · · · 12︸ ︷︷ ︸
2n
),
for i = 1, 2, 3, 4. Along this orbit, a billiard ball moves from an initial position on Γi,
collides successively between Γ1 and Γ2 for 2n times, and then gets back to the initial
position on Γi. The existence and uniqueness of the orbit γin can be proven in a similar
fashion as in Lemma 4.1.
Switching the roles of Γ1 and Γ2, we could also consider the periodic orbit γ̂in asso-
ciated with
(i 21 · · · 21︸ ︷︷ ︸
2n
).
Moreover, there are essentially two types: an orbit is said to be symmetric if the number
of times that the billiard ball lies on Γ1 is the same as that on Γ2 in one period; otherwise,
it is asymmetric. It is not hard to see that γin and γ̂in are symmetric for i = 3, 4, and
asymmetric for i = 1, 2. Therefore, up to symbolic permutations, it is enough to study
the following two typical orbits:
γ2n = (2 12 · · · 12︸ ︷︷ ︸
2n
), and γ3n = (3 12 · · · 12︸ ︷︷ ︸
2n
).
Recall that the period two orbit is γ∗ = AB. Along the asymmetric orbit γ(2)n (see
Fig. 5, upper), a billiard ball lies on either A or B at the n-th collision; along the
symmetric orbit γ3n (see Fig. 5, lower), every free path crosses AB except the middle
path from the n-th collision to the (n+ 1)-th collsion.
Note that q = 4n+ 3, and the rotation number for γ32n is
2n+1
4n+3 =
q−1
2q . For γ
3
2n+1, its
period is q = 4n+ 5, and the rotation number for γ32n+1 is
2n+2
4n+5 =
q−1
2q . Note that γ
1
2n
and γ32n have exactly the same rotation number; while γ12n+1 and γ32n+1 have exactly
the same rotation number. Indeed one can check that the length |γ12n| > |γ32n| and
|γ12n+1| > |γ32n+1|. See Section 8.7 for the detailed proof.
Therefore,
MLmaxΩ
Å
q − 1
2q
ã
= L
Å
γ
(1)
q−3
4
ã
, for
q − 3
4
∈ N
MLmaxΩ
Å
q − 1
2q
ã
= L
Å
γ
(1)
q−5
4
ã
, for
q − 5
4
∈ N
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Figure 5: Upper: γ(2)n with n = 1, 2, 3; Lower: γ
(3)
n with n = 1, 2, 3.
It is enough to consider γi2n, for i = 1, 2, 3. Now we summarize some features for all
of the above periodic orbits γi2n, for i = 1, 2, 3, with n large:
(1) For simplicity, we assume z = (0, 0), and the first collision xn(1) starts from Γ1,
and xn(1) is the first collision entering a long consecutive sequences on Γ1 and Γ2,
alternatively. There are exactly 2 sequences of consecutive collisions on Γ1 and 2
sequences of consecutive collisions on Γ2. We denote {xn(k) = (rn(k), ϕn(k)), k =
±1, · · · ,±n} as the largest sequence of consecutive collisions of γn along Γ1 and Γ2
alternatively, with xn(±k) = F±1xn(±(k− 1)). For simplicity, for |k| = 1, · · · , n,
we denote xn(2k − 1) = (snk , ϕnk) as collisions on Γ1, with snk = rn(2k − 1), ϕnk =
ϕn(2k − 1); and xn(2k) = (tnk , ψnk ) are collisions on Γ2, with tnk = rn(2k)− r(w),
ψnk = ϕn(2k).
(2) Let xn(2n + 1) = F 2n+1(xn(1)) = (snn+1, ϕnn+1) be the last collision on Γ1 along
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Figure 6: Asymmetric approximating periodic orbits
the stable direction, and xn(−2n − 1) = (tn−n−1, ψn−n−1) be the last backward
collision on Γ2 along the unstable direction in this long sequence. Note that for
γ
(1)
2n , xn(−2n − 1) = (tn−n−1, ψn−n−1) is the last backward collision on Γ2 along
the unstable direction in this long sequence, with snn+1 = −tn−n−1. While for
γ
(2)
n , since xn(2n + 1) is perpendicular to Γ1, so xn(−2n − 1) = xn(2n + 1) and
ϕnn+1 = 0. And for γ32n, since xn(2n+ 1) is a collision at the base point of x∗, so
xn(−2n− 1) = xn(2n+ 1) and snn+1 = 0.
(3) Let us denote the period of γ(i)2n by q(n, i), then q(n, i) = 4n + 2 + ni for some
ni ≥ 0. More precisely, one can check that n1 = 1, n2 = 2 and n3 = 1. We
denote A = A0(i) as the special index for xn(α), such that |A0(i)| = ni, and for
α ∈ A0, xn(α) does not belong to the 4 sequences defined above. For instance,
for the orbit γ(1)2n , the index set A0 = {4}, and we assign the points on this orbit
as follows:
2 . . . 1 2 4 1 2 . . . 1
↓ . . . ↓ ↓ ↓ ↓ ↓ . . . ↓
xn(−2n− 1) . . . xn(−2) xn(−1) xn(α) xn(1) xn(2) . . . xn(2n+ 1)
8.2 Homoclinic orbit associated to γ(i)n , for i = 1, 2, 3.
For any i = 1, 2, 3, we consider the sequence of periodic trajectories γn := γ
(i)
n , with
period q = q(n), for n→∞. Next we show that the coordinates of xn(2k) and xn(2k−1)
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are made of Cauchy sequences.
Lemma 8.1. Let Λ be given by (2.2). There exists C1 > 0 such that for any n ≥ 1,
|snk | ≤ C1Λ−|k|, |ϕnk | ≤ C1Λ−|k|, |tnk | ≤ C1Λ−|k|, |ψnk | ≤ C1Λ−|k|, (8.1)
for any |k| = 1, · · · , n. Moreover, there exists C2 > 0 such that for any m ≥ n ≥ 1,
|snk − smk | ≤ C2Λ−2n+|k|, |ϕnk − ϕmk | ≤ C2Λ−2n+|k| for any |k| = 1, · · · , n. (8.2)
|tnk − tmk | ≤ C2Λ−2n+|k|, |ψnk − ψmk | ≤ C2Λ−2n+|k| for any |k| = 1, · · · , n. (8.3)
The proof of this lemma can be found in Appendix I. According to the above Lemma,
we define
x∞(k) = lim
n→∞xn(k)
for any k ∈ Z \ {0}. Similarly, we define the orbit along the index set A0, by pushing
forward (or backward) of x∞(k) under F . Indeed since A0 is a finite set, by compactness
and the continuity property of the billiard flow, one can show that for any index α ∈ A,
the sequence {xn(α), n ≥ 1} is also a Cauchy sequence, and we have limn→∞ xn(α) =
x∞(α).
We claim that γ∞ is a homoclinic orbit. Indeed note that
lim
k→∞
x∞(2k − 1) = z, and lim
k→∞
x∞(2k) = w,
and
lim
k→−∞
x∞(2k − 1) = w, and lim
k→−∞
x∞(2k) = z.
This implies that the backward iterations of x∞−n moving along the unstable manifold
W u(z) ∪ W u(w) of the 2-periodic orbit and forward iterations of x∞n moving along
the stable manifold W s(z) ∩W s(w). It follows from the above analysis that for each
sequence γ(i)n , there exists a homoclinic orbit γ
(i)
∞ .
In (r, ϕ) coordinate, we denote V u/sz as the unit unstable/stable tangent vector of
z, and V s/uw as the unit unstable/stable tangent vector of w. Then
DzF (V
u
z ) = λzV
u
w , DzF (V
s
z ) = λ
−1
z V
s
w,
DwF (V
s
w) = λ
−1
w V
s
z , DwF (V
u
w ) = λwV
u
z .
The vectors V nk := xn(2k−1)− z can be identified as vectors in the tangent space TzM
of z. Thus, there exist two sequences of real numbers ank and b
n
k , such that
V nk = a
n
kV
s
z + b
n
kV
u
z .
Next, we give estimations on coordinates along the sequences xn(2k−1) = (snk , ϕnk) and
xn(2k) = (t
n
k , ψ
n
k ), for k = 1, · · · , n.
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Proposition 8.2. We assume there exists Θz, such that bnn+1 = Θzann+1 + O(λ−2n).
Then for θz, defined in (3.3), and some s∞1 and ϕ∞1 we have A(1) :=
1
2 (s
∞
1 / cos θz + ϕ
∞
1 / sin θz)
such that for n ≥ k ≥ 1,
(1)
snk+1 = A(1)λ
−k cos θz (1−Θzλ2k−2n) + O(λ−2k),
ϕnk+1 = A(1)λ
−k sin θz (1 + Θzλ2k−2n) + O(λ−2k);
(2) Moreover,
s∞k+1 = A(1)λ
−k cos θz(1 + O(λ−k)),
ϕ∞k+1 = A(1)λ
−k sin θz(1 + O(λ−k));
(3) |snk − s∞k | = A(1)λkΘz cos θzλ−1−2n + O(λ−2n).
The proof can be found in Appendix II.
Next we consider estimations of coordinates of x∞(2k− 1) = (t∞k , ψ∞k ) and xn(2k−
1) = (tnk , ψ
n
k ) for k > 0.
Proposition 8.3. For any n ≥ 1, any 1 ≤ k < n, the following holds:
(1)
tnk+1 = A(1)λ
−k cos θw(λ−1z −Θzλ2k−2nλz) + O(λ−2k),
ψnk+1 = A(1)λ
−k sin θw(λ−1z + Θzλ
2k−2nλz) + O(λ−2k).
(2) Moreover,
t∞k = A(1) cos θwλ
−1
z λ
1−k(1 + O(λ1−k)),
ψ∞k+1 = A(1) sin θwλ
−1
z λ
−k(1 + O(λ−k)).
(3) |tnk − t∞k | = A(1)λzΘzλk−1−2n cos θw + O(λ−2n).
Proof. Note that using the Proposition 8.2, we have for any n ≥ 1.
(s∞n , ϕ
∞
n ) = a0λ
−nV sz + O(λ
−2n)U0
where U0 is a unit tangent vector. Using the Taylor expansion, we get
(t∞n+1, ψ
∞
n+1) = F (s
∞
n+1, ϕ
∞
n+1) = DzF (s
∞
n+1, ϕ
∞
n+1) + O(λ
−2n)U1
= A(1)λ−nDzF (V sz ) + O(λ
−2n)U1
= A(1)λ−1z λ
−nV sw + O(λ
−2n)U1
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where U1 is a unit vector in TwM . This leads to item (2). We also get
(tn(k + 1), ψn(k + 1)) = F (sk(k + 1), ϕn(k + 1))
= DzF (sn(k + 1), ϕn(k + 1)) + O(λ
−2(k))U1
= an1λ
−kDzFV sz + b
n
1λ
kDzFV
u
x + O(λ
−2k)U1
= an1λ
−kλ−11 V
s
w + b
n
1λ
kλzV
u
y + O(λ
−2k)U1
= A(1)λ−1z λ
−k(V sw + Θzλ
2k−2nλ2zV
u
y ) + O(λ
−2k)U ′1,
where U ′1 is a unit vector in TwM . This leads to item (1).
Let (t∞−n, ψ∞−n) be the backward trajectory of x∞(0) along the unstable manifold
W s(w). Similarly, we obtain estimations for coordinates of x∞(−2k) = (t∞−k, ψ∞−k) and
xn(−2k) = (tn−k, ψn−k), for k = 1, · · · , n. The vector “V nk := xn(2k)−w can be identified
as a vector in the tangent space TwM of w. Thus, there exist two sequences of real
numbers ânk and b̂
n
k , such that “V nk = ânkV sw + b̂nkV uw .
Proposition 8.4. We assume there exists Θw, such that b̂nn+1 = Θwânn+1 + O(λ−2n).
Let A(−1) = 12
(
t∞−1/ cos θw + ϕ∞−1/ sin θw
)
. Then for k = 0, · · · , n+ 1,
(1)
tn−k = A(−1) cos θw(1−Θwλ2k−2−2n)λ1−k + O(λ−2k),
ψn−k−1 = A(−1) sin θw(1 + Θwλ2k−2−2n)λ1−k + O(λ−2k);
(2) Moreover,
t∞−k = A(−1)λ1−k cos θw + O(λ−2k),
ψ∞−k = A(−1)λ1−k sin θw + O(λ−2k);
(3)
|tn−k − t∞−k| = A(−1) cos θwΘwλk−1−2n + O(λ−2n).
The proof of Proposition 8.4 follows exactly the lines of that of Proposition 8.2, by
replacing analysis near z to w, using time reversibility. Thus we will omit the proof
here.
Let (s∞−n, ϕ∞−n) be the backward trajectory of x∞(0) along the unstable manifold
W u(z). Similarly, we obtain estimations for coordinates of
x∞(−2k) = (s∞−k, ϕ∞−k)
and
xn(−2k) = (sn−k, ϕn−k), for k > 0.
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Proposition 8.5. Then for k = 0, · · · , n+ 1,
(1)
sn−k−1 = A(−1)(λ−1w − λwΘwλ2k−2n)λ−k cos θz + O(λ−2k),
ϕn−k−1 = A(−1)(λ−1w + λwΘwλ2k−2n)λ−k sin θz + O(λ−2k).
(2) Moreover,
s∞−k−1 = A(−1)λz cos θzλ−k(1 + O(λ−k)),
ϕ∞−k−1 = A(−1)λw sin θzλ−k(1 + O(λ−k));
(3)
|sn−k − s∞−k| = A(−1)λw cos θzΘwλk−1−2n + O(λ−2n).
The proof of Proposition 8.5 follows exactly the lines of that of Proposition 8.3, by
replacing analysis near w to z, using time reversibility. Thus we will omit the proof
here.
According to (3.5), (3.6) and (3.7), we know that
λz
cos θz
cos θw
= λw, λw
cos θw
cos θz
= λz.
Now we denote
Ct := A(1)λ
−1
w cos θz = A(1)λ
−1
z cos θw, Cϕ := A(1) sin θz,
Cs := A(−1)λ−1w cos θz = A(−1)λ−1z cos θw, Cψ := A(−1) sin θw,
then we can summarize the above propositions to get:
Lemma 8.6. Using the above notations, we have for k = 0, · · · , n+ 1,
(1) s∞k = Ctλwλ
1−k + O(λ−2k), s∞k+1 = Ctλ
−1
z λ
1−k + O(λ−2k), t∞k = Ctλ
1−k +
O(λ−2k);
(2) |snk − s∞k | = Ctλ−1z Θzλk−2n + O(λ−2n), |tnk − t∞k | = CtλΘzλk−1−2n + O(λ−2n);
(3) t∞−k = Csλzλ
1−k + O(λ−2k), t∞−(k+1) = Csλ
−1
w λ
1−k + O(λ−2k), s∞−k = Csλ
1−k +
O(λ−2k);
(4) |tn−k − t∞−k| = Csλ−1w Θwλk−1−2n + O(λ−2n), |sn−k − t∞−k| = CsλΘwλk−1−2n +
O(λ−2n).
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8.3 The length growth of γ(i)∞
In this subsection, we show that for i = 1, 2, 3, the length growth of the homoclinic
orbit γ∞ := γ
(i)
∞ is asymptotically the same as that of the 2-periodic orbit γ∗, using
approximation by the periodic trajectories γn = γ
(i)
n . We denote
l∞k = τ(s
∞
k , t
∞
k ) + τ(s
∞
k+1, t
∞
k ) (8.4)
Lemma 8.7. We have for k = 1, · · · , n,
l∞k − 2τ∗ = −
C2t
2τ∗
C∗λwλ−2(k−1) + O
Ä
λ−3k
ä
,
l∞−k − 2τ∗ = −
C2s
2τ∗
C∗λzλ−2(k−1) + O
Ä
λ−3k
ä
,
(8.5)
where
C∗ =
(1 + λ)(λ− 1)2
2λ2
and the following series absolutely converges:
L∞(i) :=
∞∑
k=−∞
(2τ∗ − l∞k ) . (8.6)
Moreover, ∑
|k|>n
(l∞k − 2τ∗) = −
λ− 1
4τ∗
Ä
C2t λw + C
2
sλz
ä
λ−2n + O(λ−3n). (8.7)
Proof. We prove the case for k > 0, as the case k < 0 follows similarly.
Note that τ(s∞k+1, t
∞
k ) − τ∗ is the difference of the free path travelled by moving
from (r∗1, r∗2) to (r∗1 + s∞k+1), r
∗
2 + t
∞
k ) By (3.4) and Lemma 8.9,
τ(s∞k+1, t
∞
k )− τ∗
=
1
2τ∗
î
as
(
s∞k+1
)2 + 2s∞k+1t∞k + at (t∞k )2ó+ OÅÄ(s∞k )2 + (s∞k )2ä 32ã
=
λ−2(k−1)C2t
2τ∗
î
asλ
−2
z + 2λ
−1
z + at
ó
+ O
Ä
λ−3k
ä
.
Similarly,
τ∞k (sk, tk)− τ∗
=
1
2τ∗
î
as (s
∞
k )
2 + 2s∞k t
∞
k + at (t
∞
k )
2
ó
+ O
ÅÄ
(s∞k )
2 + (s∞k )
2
ä 3
2
ã
=
λ−2(k−1)C2t
2τ∗
î
asλ
2
w + 2λw + at
ó
+ O
Ä
λ−3k
ä
.
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Using Lemma 8.6, which implies that
1
λw
= −1 + λ
2at
= − 2as
1 + λ−1
.
We define l∞k = τ
∞(sk−1, tk) + τ∞(sk, tk), then combining the above estimations,
we get
l∞k − 2τ∗ = −
C2t
2τ∗
C∗λwλ−2(k−1) + O
Ä
λ−3k
ä
, (8.8)
where
C∗λw = −as(λ2w − λ−2z )− 2(λw + λ−1z )− at =
(1 + λ)(λ− 1)2λw
2λ2
.
It follows that the series in (8.6) converges. Thus, we have the following estimate:
∑
k>n
(l∞k − 2τ∗) = −
C2t (λ− 1)λw
4τ∗
λ−2n + O(λ−3n) (8.9)
Similarly, one can show that
l∞−k − 2τ∗ = −
C2s
2τ∗
C∗λzλ−2(k−1) + O
Ä
λ−3n
ä
(8.10)
and ∑
k>n
(
l∞−k − 2τ∗
)
= −C
2
s (λ− 1)λz
4τ∗
λ−2n + O(λ−3n) (8.11)
This implies that∑
|k|>n
(
l∞−k − 2τ∗
)
= −λ− 1
4τ∗
Ä
C2t λw + C
2
sλz
ä
λ−2n + O(λ−3n) (8.12)
8.4 The length difference between γ(i)∞ and γ(i)n
Let L∞(i) be given by (8.6). We assume γin has period q = q(n). Note that
L
Ä
γ(i)n
ä
− 2q(n)τ∗ − L∞(i) =
n∑
k=−n
(lnk − l∞k ) +
∑
|k|>n
(l∞k − τ∗) , (8.13)
then we shall estimate the above first term, which measures the length difference be-
tween γn and the first q(n) strings of γ∞. Again, we denote l∞k = τ(s
∞
k+1, t
∞
k )+τ(s
∞
k , t
∞
k )
and lnk = τ(s
n
k−1, t
n
k) + τ(s
n
k , t
n
k).
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Note that by Lemma 2.1, we can write
τ(snk , t
n
k)− τ(s∞k , t∞k ) = − sinϕ∞k (snk − s∞k ) + sinϕ∞k+1 (tnk − t∞k )
+
1
2
ñ
α(s∞k )(s
n
k − s∞k )2 +
2 cosϕ∞k cosψ
∞
k
τ∞k
(snk − s∞k )(tnk − t∞k )
+ α(t∞k )(t
n
k − t∞k )2
ó
+ O
ÅÄ
((snk − s∞k ))2 + (tnk − t∞k )2
ä 3
2
ã
=: Ik + Jk + O
Ä
λ−3n
ä
.
As
n∑
k=−n
Ik = − sinϕ∞n
(
s∞n − s∞−n−1
)
= O(λ−3n),
we only need to compute the second term
∑n
k=−n Jk =
∑
n
2
<|k|≤n Jk + O(λ−3n). Note
that
cosϕ∞k = 1 + O(λ
−2|k|),
1
τ∞k
=
1
τ∗
Å
1− D
τ∗
λ−2|k|
ã
,
snk − s∞k = s∞k + O(λ−2n+|k|).
This implies that
α(s∞k ) =
as
τ∗
+ O(λ−2|k|),
α(t∞k ) =
at
τ∗
+ O(λ−2|k|),
2 cosϕ∞k cosψ
∞
k
τ∞k
=
2
τ∗
+ O(λ−2|k|).
Then we obtain that
τ(snk , t
n
k) − τ(s∞k , t∞k ) =
as
2τ∗
(snk − s∞k )2 +
1
τ∗
(snk − s∞k )(tnk − t∞k )
+
at
2τ∗
(tnk − t∞k )2 + O
ÅÄ
(snk − s∞k )2 + (tnk − t∞k )2
ä 3
2
ã
.
By Lemma 8.6, we know that
|snk − s∞k | = Ctλ−1z Θzλk−2n + O(λ−2n),
|tnk − t∞k | = CtΘzλk−2n + O(λ−2n),
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and
|snk+1 − s∞k+1| = CtλwΘzλk−2n + O(λ−2n).
This implies that
lnk − l∞k =
as
2τ∗
((snk − s∞k )2 + (snk+1 − s∞k+1)2)
+
1
τ∗
((snk − s∞k ) + (snk+1 − s∞k+1))(tnk − t∞k )
+
at
2τ∗
(tnk − t∞k )2 + O
ÅÄ
((snk − s∞k ))2 + (tnk − t∞k )2
ä 3
2
ã
=
C2t Θ
2
zλ
2(k−2n)
2τ∗
Ä
as(λ
2
w + λ
−2
z ) + 2(λ
−1
z + λw) + 2at
ä
+ O
Ä
λ−3n
ä
= − 1
2τ∗
C2t Θ
2
zC∗λwλ
2(k−2n) + O
Ä
λ−3n
ä
.
Thus, we get
n∑
k=1
(lnk − l∞k ) = −
1
2τ∗
C2t Θ
2
z
C∗λw
λ2 − 1λ
−2n = − 1
4τ∗
C2t Θ
2
z(λ− 1)λwλ−2n + O
Ä
λ−3n
ä
.
Similarly, one can check that
n∑
k=1
(ln−k − l∞−k) = −
1
2τ∗
C2sΘ
2
w
C∗λz
λ2 − 1λ
−2n = − 1
4τ∗
C2sΘ
2
w(λ− 1)λzλ−2n + O
Ä
λ−3n
ä
.
Next we claim that for α ∈ A0, |lnα− l∞α | = O(λ−2nΛ−n). Indeed, since there are at most
3 index in A0, thus there exists C2 > C1 > 0, such that for any α ∈ A0,
C1|ln1 − l∞1 | ≤ |lnα − l∞α | ≤ C2|ln1 − l∞1 |,
i.e.
|lnα − l∞α | ∼ |ln1 − l∞1 | ∼ λ−4n.
This implies that
∑
k∈[−n,n]∪A0
(lnk − l∞k ) = −
(λ− 1)
4τ∗
Ä
C2sΘ
2
wλz + C
2
t Θ
2
zλw
ä
λ−2n + O
Ä
λ−3n
ä
.
Combine the above facts, and not that γ(i)n has period q(n), we obtain
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L
Ä
γ(i)n
ä
− 2q(n)τ∗ − L∞(i)
=
∑
k∈[−n,n]∪A0
(lnk − l∞k ) +
∑
|k|>n
(l∞k − τ∗)
= −Diλ−2n + O
Ä
λ−3n
ä
,
where
Di =
(λ− 1)
4τ∗
Ä
C2s (i)λz(1 + Θ
2
w(i)) + C
2
t (i)λw(1 + Θ
2
z(i))
ä
. (8.14)
Combining the above facts, we denote Ln(i) := L
(
γ
(i)
n
)
− 2q(n)τ∗, then we have prove
the following lemma.
Lemma 8.8. Assume
∑
α∈A0(i) |lnα − l∞α | = O(λ−3n). Then Ln(i) converges to L∞(i)
exponentially fast, as n→∞:
L∞(i) = lim
n→∞L
n(i) = lim
n→∞L
Ä
γ(i)n
ä
− 2q(n)τ∗.
Moreover, the Lyapunov exponent of the hyperbolic periodic point z is determined by the
marked length spectrum according to the following formula:
log λ = lim
n→∞
1
q(n)
log |Ln(i)− L∞(i)| ,
−Di = lim
n→∞λ
2n(Ln(i)− L∞(i)).
In next section, we only concentrate for i = 1, 1′ as they carry the maximum length
spectrum information.
8.5 Periodic approximation of the homoclinic orbit γ(1)∞
We first consider γ(1)2n and assume x∞(0) is a collision on Γ4, with backward on the
boundary Γ2. We denote
x∞(2k − 1) := (s∞k , ϕ∞k ) and x∞(2k) = (t∞k , ψ∞k ),
for k = 1, · · · , n + 1. We also define x∞(0) = (s∞0 , ϕ∞0 ) as the collision on Γ4. Note
that for k = 1, · · · , n + 1, x∞(2k − 1) = (s∞k , ϕ∞k ) is the forward iteration of x∞(0)
along the stable manifold W s(z); while for k = 1, · · · , n, x∞(2k) = (t∞k , ψ∞k ) is the
forward trajectory of x∞(0) along the stable manifold W s(w); for k = 1, · · · , n + 1,
x∞(−2k) = (t∞−k, ψ∞−k) is the backward trajectory of x∞(0) along the unstable manifold
W u(w); for k = 1, · · · , n, x∞(1− 2k) = (s∞−k, ϕ∞−k) is the backward trajectory of x∞(0)
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along the unstable manifoldW u(z). Also note that F (x∞(2n+1) = x∞(−1−2n) is the
collision that is parallel to the 2-periodic trajectory ¯x∗y∗. Without loss of generality,
we assume z = (0, 0). We first give estimations of coordinates of x∞(2k−1) = (s∞k , ϕnk)
and xn(2k) = (tnk , ψ
n
k ), for k > 0.
Lemma 8.9. For the periodic orbits γ(1)2n , the constant Θz in Proposition 8.2 is give by
Θz =
1+λ−1w
1+λ ; and the constant Θw in Proposition 8.4 is given by Θw =
1+λ−1z
1+λ .
Proof. By the property of trajectory γ(1)2n , we know that the orbit of xn(2n+1) is parallel
to the 2-periodic trajectory γ∗, so by the smoothness of Γ1, we get
ϕnn+1 = K1s
n
n+1 + O(sn(n+ 1)
2)
Also note that for any 1 ≤ k ≤ n+ 1,
sn+1k = (a
n+1
k − bn+1k ) cos θz, ϕn+1k = (an+1k + bn+1k ) sin θz
which implies that
bnn+1 = Θza
n
n+1 + O(λ
−2n),
with
Θz =
Ks − tan θz
Ks + tan θz
=
2at − 1− λ−1
2at − 1− λ =
f+1
f−1
=
1 + λ−1w
1 + λ
,
where we used (3.5) in the above estimations.
The formula of Θw follows by time reversibility.
As a corollary of the above lemma, one can show that the Lyapunov exponent of
the trajectory of x∞(0) is the same at that of the 2-periodic trajectory of z under F 2.
Lemma 8.10. The Lyapunov exponent along the homoclinic orbit is the same as that
of the 2-periodic orbit z.
Proof. For any k ≥ 1, note that x∞(k) lies on the stable manifold W s(z) of z. by
definition, the Lyapunov exponent of x∞(0) satisfies:
lim
n→∞
1
2n
log |W (n)|−1 + 1
2n
log |W (n+ 1)|−1 =
− lim
n→∞
1
2n
log s∞n + limn→∞
1
2n
log t∞n
= − lim
n→∞
1
2n
log(s∞1 + t
∞
1 )λ
−n) =
1
2
log λ.
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Combine the above facts, and not that γ(1)2n has period 4n+ 3, we obtain
L
(
γ
(1)
2n
)
− 2(4n+ 3)τ∗ − L∞(1)
=
n∑
k=−n
(lnk − l∞k ) +
∑
|k|>n
(l∞k − τ∗)
= −D1λ−2n + O
Ä
λ−3n
ä
,
where
D1 =
(λ− 1)
4τ∗
Ä
C2sλz(1 + Θ
2
w) + C
2
t λw(1 + Θ
2
z)
ä
. (8.15)
Combining the above facts, we denote Ln(1) := L
(
γ
(1)
2n
)
− 2(4n + 3)τ∗, then we have
prove the following lemma.
Lemma 8.11. Ln(1) converges to L∞(1) exponentially fast, as n→∞:
−D1 = lim
n→∞λ
2n(Ln(1)− L∞(1)).
Moreover, the Lyapunov exponent of the hyperbolic periodic point z is determined by the
marked length spectrum according to the following formula:
log λ = lim
n→∞
1
4n+ 3
log |Ln(1)− L∞(1)| .
8.6 Length spectrum for γ(2)n .
Although γ(2)n does not have the maximum length for rotation number 1/2, since we
will use the estimations for coordinates along the trajectory in Section 8.3, we will give
estimations here.
We assume x∞(0) is a collision on Γ3, with backward collision on the boundary
Γ2. We denote x∞(2k + 1) = (s∞k , ϕ
∞
k ) for k = 1, · · · , n + 1 and x∞(2k) = (t∞k , ψ∞k )
for k = 1, · · · , n. Note that x∞(−2k) = (t∞−k, ψ∞−k) = t∞k ,−ψ∞k ) and x∞(1 − 2k) =
(s∞−k, ϕ
∞
−k) = (s
∞
k ,−ϕ∞k ). Now x∞(2(n+ 1)− 1) = (snn+1, ϕnn+1) = (snn+1, 0) is the
collision that is perpendicular to Γ1. Thus similar to (8.5), we obtain
snn+1 = (a
n
n+1 − bnn+1) cos θz, ϕnn+1 = (ann+1 + bnn+1) sin θz = 0
which implies that bnn+1 = Θzann+1, with Θz = −1, and snn+1 = 2ann+1 cos θz. Similarly,
one can show that Θw = −1. Thus we can directly apply the proof of Proposition 8.9
to the sequence xn(2k − 1) = (snk , ϕnk), for k = 1, · · · , n+ 1.
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Proposition 8.12. There exists A(1) = 12 (s
∞
1 / cos θz + ϕ
∞
1 / sin θz) such that for n ≥
k ≥ 1,
(1)
snk+1 = A(1) cos θz(1 + λ
2k−2n)λ−k + O(λ−2k),
ϕnk+1 = A(1) sin θz(1− λ2k−2n)λ−k + O(λ−2k);
(2) Moreover,
s∞k+1 = A(1) cos θzλ
−k(1 + O(λ−k)), ϕ∞k+1 = A(1) sin θzλ
−k(1 + O(λ−k));
(3) |snk − s∞k | = A(1) cos θzλk−1−2n + O(λ−2n).
Similarly, one can show the following:
Proposition 8.13. The following holds:
(1)
tnk+1 = A(1)(λ
−1
z + λ
2k−2nλz)λ−k cos θw + O(λ−2k)
ψnk+1 = A(1)(λ
−1
z − λ2k−2nλz)λ−k sin θw + O(λ−2k)
(2) Moreover,
t∞k = A(1) cos θwλ
−1
z λ
1−k(1 + O(λ1−k)), ψ∞k+1 = A(1) sin θwλ
−1
z λ
−k(1 + O(λ−k))
(3) |tnk − t∞k | = A(1)λzλk−1−2n cos θw + O(λ−2n)
Now we denote
Ct(2) = A(1)λ
−1
2 cos θz = A(1)λ
−1
1 cos θw, Cs(2) = A(−1)λ−1w cos θz = A(−1)λ−1z cos θw,
then similar to Lemma 8.6, we get:
Lemma 8.14. Using the above notations, we have
(1) s∞k = Ct(2)λwλ
1−k+O(λ−2k), s∞k+1 = Ct(2)λ
−1
z λ
1−k+O(λ−2k), t∞k = Ct(2)λ
1−k+
O(λ−2k);
(2) |snk − s∞k | = Ct(2)λ−1z λk−2n + O(λ−2n), |tnk − t∞k | = Ct(2)λλk−1−2n + O(λ−2n);
(3) t∞−k = −t∞k , s∞−k = −s∞k .
We denote
l∞k = τ(s
∞
k , t
∞
k ) + τ(s
∞
k+1, t
∞
k ) (8.16)
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Then Lemma 8.7 holds word by word. In particular,
∑
|k|>n
(l∞k − 2τ∗) = −
λ− 1
4τ∗
Ä
C2t λw + C
2
sλz
ä
λ−2n + O(λ−3n) = −D1
2
λ−2n + O(λ−3n)
where D1 =
(λ−1)
2τ∗
(
C2sλz + C
2
t λw
)
as defined in (8.15). Moreover, since Θ2z = 1, so
n∑
k=−n
(lnk − l∞k ) = −
D1
2
λ−2n + O
Ä
λ−3n
ä
.
We define Ln(2) := L
(
γ
(3)
2n
)
− 2(4n+ 6)τ∗. Then
Ln(2)− L∞(2) =
n∑
k=−n
(lnk − l∞k ) +
∑
|k|>n
(l∞k − τ∗) = −D1λ−2n + O
Ä
λ−3n
ä
This implies that
Ln(2)− L∞(2) ∼ 2
∑
|k|>n
(l∞k − 2τ∗) ∼ 2
n∑
k=−n
(lnk − l∞k ) .
8.7 Comparing the length of γ(3)2n and γ
(1)
2n .
In this section, we would like to give a proof that γ(1)2n has the maximal length in M q−1
2q
.
It is enough to compare the length of γ(3)2n with γ
(1)
2n , as they both have period 4n+ 3.
To make comparison, one could compute using the same arguments as in Lemma
8.11, to get
L
(
γ
(3)
2n
)
− 2(4n+ 3)τ∗ − L∞(3)
=
n∑
k=−n
(lnk (3)− l∞k (3)) +
∑
|k|>n
(l∞k (3)− τ∗)
= −D3λ−2n + O
Ä
λ−3n
ä
where D3 =
(λ−1)
4τ∗
(
(Cs(3))
2λz(1 + Θ
2
w(3)) + (Ct(3))
2λw(1 + Θ
2
z(3))
)
, with
Cs(3) = A(1)λ
−1
w cos θz = (s
∞
1 (3) + ϕ
∞
1 (3) tan θz)λ
−1
w /2
Ct(3) = A(−1)λ−1z cos θw = (t∞−1(3) + ψ∞−1 tan θw)λ−1z /2
Then it is enough to prove that D3 > D1.
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By the property of trajectory γ(3)2n , we know that xn(2n + 1) = (s
n
n+1, ϕ
n
n+1) is a
collisions at the center point of Γ1, i.e. snn+1 = 0 since we assume z = (0, 0). trajectory
γ∗, so by the smoothness of Γ1, we get
ϕnn+1 = K1s
n
n+1 + O(sn(n+ 1)
2)
Also note that
snn+1 = (a
n
n+1 − bnn+1) cos θz, ϕnn+1 = (ann+1 + bnn+1) sin θz (8.17)
which implies that bnn+1 = Θzann+1, with Θz = 1. Similarly, Θw = 1.
Using the geometric feature of the billiard map, see Figure 5, we know (s∞1 (3), ϕ∞1 (3))
lies far away from z comparing to (s∞1 (1), ϕ∞1 (1)) along the stable manifold W s(z).
Similarly, (t∞−1(3), ψ∞−1(3)) lies far away from w comparing to (t∞−1(1), ψ∞−1(1)) along the
stable manifold W s(w). Thus Cs(3) > Cs(1) and Ct(3) > Ct(1). Combining the above
facts, as well as the formula for Di, we have shown that D3 > D1. Thus γ
(1)
2n have the
maximum length.
Similarly, one could show that γ(1)2n+1 have larger length than γ
(3)
2n+1, both with period
q = 4n+ 5.
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