Product Rule and Chain Rule Estimates for Fractional Derivatives on Spaces that Satisfy the Doubling Condition  by Gatto, A.Eduardo
27
⁄ 0022-1236/02 $35.00© 2002 Elsevier Science (USA)All rights reserved.
Journal of Functional Analysis 188, 27–37 (2002)
doi:10.1006/jfan.2001.3836, available online at http://www.idealibrary.com on
Product Rule and Chain Rule Estimates for
Fractional Derivatives on Spaces that
Satisfy the Doubling Condition
A. Eduardo Gatto1
1 Supported in part by a sabbatical leave from DePaul University.
Department of Mathematics, DePaul University, Chicago, Illinois 60614
Communicated by Len Gross
Received May 1, 2000; revised May 29, 2001; accepted May 29, 2001
The purpose of this paper is to prove some classical estimates for fractional deri-
vatives of functions defined on a Coifman–Weiss space of homogeneous type, in
particular the product rule and chain rule estimates in (T. Kato and G. Ponce,
1988, Comm. Pure Appl. Math. 41, 891–907) and (F. M. Christ and M. I. Weinstein,
1991, J. Funct. Anal. 100, 87–109). The fractional calculus of M. Riesz was
extended to these spaces in (A. E. Gatto, C. Segovia, and S. Va´gi, 1996, Rev. Mat.
Iberoamericana 12). Our main tools are fractional difference quotients and the
square fractional derivative of R. Strichartz in (1967, J. Math. Mech. 16, 9)
extended to this context. For the particular case of Rn, our approach unifies the
proofs of these estimates and clarifies the role of Caldero´n’s formula for these
results. Since the square fractional derivative can be easily discretized, we also show
that the discrete and continuous Triebel–Lizorkin norms for fractional Sobolev
spaces on spaces of homogeneous type are equivalent. © 2002 Elsevier Science (USA)
1. INTRODUCTION AND DEFINITIONS
Let (X, r, m) be a space of homogeneous type, which means that r is
a quasidistance and m is a doubling measure such that m({x})=0 and
m({X})=.. Let dm(x, y)=infB{m(B); y, x ¥ B, B ball} be the measure
quasidistance. Macias and Segovia have shown in [MS] that there is a
quasidistance d equivalent to dm and a constant A such that
|d(x, y1)−d(x, y2)| [ A dc(y1, y2){d(x, y1)+d(x, y2)}1− c
for some c, 0 < c [ 1 and all x, y1, y2. The exponent c is called the order of
the space. A consequence of this result is that the Lipschitz classes Lip(a)
={f: supx ] y |f(x)−f(y)|/da(x, y) < .} are not trivial for 0 < a [ c.
R. R. Coifman has constructed approximations to the identity s(x, y, t)
on (X, d, m) that satisfy the following properties:
(i) s(x, y, t)=s(y, x, t) for all x, y in X and t > 0.
(ii) |s(x, y, t)| [ c1/t for all x, y in X and t > 0, s(x, y, t)=0 if
d(x, y) > b1t, and c2/t < s(x, y, t) if d(x, y) < b2t.
(iii) |s(x, y, t)−s(xŒ, y, t)| < c3dc(x, xŒ)/t1+c for all x, xŒ, y in X and
t > 0.
(iv) > s(x, y, t) dm(y)=1 for all x in X and t > 0.
(v) s(x, y, t) is continuously differentiable with respect to t.
We will also consider q(x, y, t)=t ““t s(x, y, t), which satisfy the following
properties
(iŒ) q(x, y, t)=q(y, x, t) for all x, y in X and t > 0.
(iiŒ) q(x, y, t)=0 if d(x, y,) > b1t
(iiiŒ) |q(x, y, t)| [ c4/t for all x, y in X and t > 0
(ivŒ) |q(x, y, t)−q(xŒ, y, t)| [ c5dc(x, xŒ)/t1+c for all x, xŒ, y in X,
t > 0
(vŒ) > q(x, y, t) dm(y)=0 for all x in X and t > 0.
We will denote by Qt the operator
Qtf(x)=−F
X
q(x, y, t) f(y) dm(y).
In [GSV] it is shown that for each a > 0 the function
d−a(x, y)=1F.
0
t−as(x, y, t)
dt
t
2 1−a−1 for x ] y
and d−a(x, y)=0 for x=y is a quasidistance equivalent to d and of the
same order.
The fractional derivative of order a, 0 < a < c, of a function in Lip(b),
a < b < c and bounded support was defined in [GSV] in terms of the
hypersingular integral
Daf(x)=F
X
f(y)−f(x)
d1+a−a (x, y)
dm(y).
This definition was extended to Lp, 1 < p < . in [GV1] in the following
way: Let f ¥ L1loc such that >X (f(x)/([1+d(x0, x)]1+a)) dm(x) < .. We
say that Daf exists in Lp if there is a g in Lp such that Og, jP=Of, DajP
for all j ¥ Lip(b), a < b < c and bounded support.
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In that paper it is shown that for f ¥ L˙pa , ||Daf||p is equivalent to the
Triebel–Lizorkin norm
||f||F˙ a, 2p =
>1F.
0
t−2a |Qtf|2
dt
t
21/2>
p
.
Triebel–Lizorkin spaces on spaces of homogeneous type were introduced
by Han and Sawyer in [HS]. It can also be seen that for f ¥ F˙a, 2p , 1 <
p < . and a small, Daf=limaQ 0, bQ.− 1a >ba t−aQtf dtt in Lp, see [GSV2],
but this result will not be needed in this paper.
We will use in this paper another expression for ||Daf||p based on frac-
tional difference quotients. This expression will be the square fractional
derivative of Strichartz in Rn, see [S], extended to the spaces of homoge-
neous type. See also [H] and [M] for the one dimensional case.
Definition 1. Let f ¥ L1loc(X), 0 < a < c, Bt(x)={y: dm(x, y) < t}
where dm(x, y) is the measure quasidistance; we define
Saf(x)=1F.
0
5 1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| dm(y)62 dt
t
21/2.
Sa(f) will be called the square fractional derivative of order a of f. Note
that if dŒ(x, y) is equivalent to dm(x, y), the square fractional derivative
defined in terms of dŒ-balls is equivalent to Sa. We will denote by M the
Hardy–Littlewood maximal function
M(h)(x)=sup
t
1
m(Bt(x))
F
Bt(x)
|h(y)| dm(y).
The letters c, C, C1, C2, ..., will denote positive constants not always the
same; 0 < a¯ < c will denote a fixed constant that depends on the space.
2. STATEMENT OF THE RESULTS
Theorem 1. Let f(x) ¥ F˙a, 2p , 1 < p < ., 0 < a < a¯, h ¥ Lq, 1 < q [.,
1 < r < ., and 1r=1p+1q ; then there is a constant C independent of f and h
such that
>1F.
0
5 1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| |h(y)| dm(y)62 dt
t
21/2>
r
[ C ||h||q ||f||F˙ a, 2p (2.1)
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Theorem 2. Let 1 < p < ., 0 < a < a¯ ; then there are constants C1 and
C2 such that
C1 ||f||F˙ a, 2p [ ||Sa(f)||p [ C2 ||f||F˙ a, 2p (2.2)
Theorem 3 (Product rule). Let 0 < a < a¯, 1 < p1, p2 < ., 1 < q1, q2 [.,
1 < r < ., and 1r= 1p1+
1
q1
= 1p2+
1
q2
; then there is a constant C independent
of f and g such that
||Da(fg)||r [ C ||Daf||p1 ||g||q1+C ||D
ag||p2 ||f||q2 . (2.3)
Theorem 4. Let 1 < p < ., 0 < a < a¯ ; then Lpa 5 L. is closed under
pointwise multiplication.
Theorem 5 (Chain rule). (a) Let F ¥ C1(C), ||FŒ||. [K, and g ¥ Fa, 2p ,
0 < a < a¯, 1 < p < .; then there is a constant C independent of F and g such
that
||Da(F(g))||p [ CK ||Dag||p. (2.4)
(b) Let F ¥ C1(C), andH(z) \ 0, such that >10 |FŒ(sz1+(1−s)) z2 | ds [
c[H(z1)+H(z2)] for all z1, z2. If 1 < r, p, q < . and 1r=1p+1q , and 0 <
a < a¯, then there is a constant C independent of F, H, and g such that
||Da(F(g))||r [ C ||H(g)||q ||Dag||p. (2.5)
Corollary of Theorem 5 (Power rule). Let f in F˙a, 2p and f
k−1 ¥ Lq,
k \ 2, 0 < a < a¯, 1 < p < ., 1 < q [., 1 < r < ., and 1r=1p+1q ; then
||Dafk||r [ C ||kfk−1||q ||Daf||p. (2.6)
Theorem 6. Let 1 < p < ., 0 < a < a¯, and
||f||F˙ a, 2p, d=
>1 C.
k=−.
22ka |Q2 −kf|221/2>
p
; (2.7)
then f ¥ F˙a, 2p, d if and only if f ¥ F˙a, 2p and the corresponding norms are
equivalent.
3. PROOFS
Proof of Theorem 1. Estimates like (2.1), though not exactly in this
form, are known in Rn. It can be thought of as Caldero´n’s commutator
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estimate for the square fractional derivative of order a (see [C,
Theorem 2]). The argument that is needed to prove it is essentially con-
tained in the proof of Christ and Weinstein of the chain rule in R in [CW];
see also [T]. We will redo their argument in its continuous form and with
the modifications needed in our case, in particular the use of Caldero´n’s
formula proved by Han and Sawyer in [HS]. Let Q˜Nt =>N1/N Qts dss ; Han
and Sawyer have shown in [HS] (their proof is also valid for the
continuous version) that for N sufficiently large and 0 < a < a¯, the operator
TN=F
.
0
Q˜Nt Qt
dt
t
is invertible in F˙a, 2p ; therefore for N large and fixed, Q˜t=Q˜
N
t , and f in F˙
a, 2
p
we have
f=F.
0
Q˜tQt(T
−1
N f)
dt
t
(3.1)
in F˙a, 2p , and for f ¥Mb, e the class of test functions introduced in [HS], the
representation is pointwise. Since Mb, e is dense in F˙a, 2p we shall assume
without loss of generality that f ¥Mb, e ; the general case follows by
approximation. Note that Q˜t also satisfies (iŒ), (iiŒ ), (iiiŒ), (ivŒ), and (vŒ)
with constants that depend only on N.
We will first obtain an estimate for
1
m(Bt(x))
F
Bt(x)
|f(y)−f(x)| |h(y)| dm(y), (3.2)
where Bt(x)={y: d(x, y) < t}. Let q be the characteristic function of the
interval [0, 1], and rewriting f using (3.1) we can majorize (3.2) by
1
m(Bt(x))
F
X
F.
0
|Q˜sQs(T
−1
N f)(y)−Q˜sQs(T
−1
N f)(x)|
×
ds
s
|h(y)| q 1d(x, y)
t
2 dm(y).
Changing the order of integration, the last expression is equal to
F.
0
1
m(Bt(x))
F
X
|Q˜sQs(T
−1
N f)(y)−Q˜sQs(T
−1
N f)(x)| |h(y)|
×q 1d(x, y)
t
2 dm(y) ds
s
=F t
0
[]
ds
s
+F.
t
[]
ds
s
=I1+I2.
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To estimate I1 we use properties (iiŒ ) and (iiiŒ ) of Q˜s to get
I1 [ F
t
0
1
m(Bt(x))
F
Bt(x)
{M(Qs(T
−1
N f))(y)+M(Qs(T
−1
N f))(x)}
× |h(y)| dm(y)
ds
s
[ F t
0
2M[M(Qs(T
−1
N f)) ·M(h)](x)
ds
s
.
To estimate I2, observe first that using properties (iiŒ), (viŒ) of Q˜s and the
fact that d(x, y) < t < s, we have
|Q˜s(Qs(T
−1
N f))(y)−Q˜s(Qs(T
−1
N f)(x))| [ c
dc(x, y)
sc
M(Qs(T
−1
N f))(x);
therefore
I2 [ F
.
t
1
m(Bt(x))
F
Bt(x)
c
dc(x, y)
sc
M(Qs(T
−1
N f))(x) |h(y)| dm(y)
ds
s
[ F.
t
1 t
s
2c M(Qs(T−1N f))(x) ·M(h)(x) dss
[ F.
t
1 t
s
2c M[M(Qs(T−1N f)) ·M(h)](x) dss .
Let us write now g(s)=M[M(Qs(T
−1
N f)) ·M(h)](x); observe that from the
estimates above we have
(3.2) [ F t
0
g(s)
ds
s
+F.
t
1 t
s
2c g(s) ds
s
. (3.3)
We now want to estimate
J=1F.
0
t−2a 5F t
0
g(s)
ds
s
+F.
t
1 t
s
2c g(s) ds
s
62 dt
t
21/2.
We perform the change of variables s=tv in the integrals with respect to s,
and let z(v)=1 for 0 < v [ 1 and z(v)=v−c for 1 < v ; we then have
J [ 1F.
0
5F.
0
t−az(v) g(tv)
dv
v
62 dt
t
21/2.
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We next apply Minkowsky’s inequality to majorize the last expression by
F.
0
z(v) 1F.
0
t−2ag2(tv)
dt
t
21/2 dv
v
=F.
0
z(v) va 1F.
0
(tv)−2a g2(tv)
dt
t
21/2 dv
v
[ C 1F.
0
l−2ag2(l)
dl
l
21/2
because 0 < a < c.
From (3.3), the estimate above for J, and the fact that ct [ m(Bt(x)) we
then have
1F.
0
5 1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| |h(y)| dm(y)62 dt
t
21/2
[ C 1F.
0
l−2a[M[M(Ql(T
−1
N f)) ·M(h)](x)]
2 dl
l
21/2.
To conclude the proof of the theorem we have to estimate the L r-norm of
the last expression. We use the Fefferman–Stein theorem to obtain first
that the L r-norm of this expression is less than or equal to
>1F.
0
l−2a [M(Ql(T
−1
N f)) ·M(h)]
2 dl
l
21/2>
r
,
and since M(h) is independent of l we apply Ho¨lder’s inequality with
1
r=
1
p+
1
q to majorize the last expression by
||M(h)||q >1F.
0
l−2a[M(Ql(T
−1
N f))]
2 dl
l
21/2>
p
.
We use the Fefferman–Stein theorem again and the Hardy–Littlewood
theorem to obtain that the former expression is less than or equal to
C ||h||q ||T
−1
N f||F˙ a, 2p .
Finally, the fact that T−1N is bounded in F˙
a, 2
p concludes the proof of the
theorem.
Proof of Theorem 2. In the particular case of Rn, this result is due to
Strichartz in [S].
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We prove first the left hand side inequality. Let f ¥ L1loc; using the
properties of q(x, y, t), and the fact that m(Bt(x)) [ ct, we have
:F
X
f(y) q(x, y, t) dm(y) :=:F
X
[f(y)−f(x)] q(x, y, t) dm(y) :
[
c4
t
F
Bb1t(x)
|f(y)−f(x)| dm(y)
[ C
1
m(Bb1t(x))
F
Bb1t(x)
|f(y)−f(x)| dm(y).
Since m(Bt(x)) [ ct we then have
1F.
0
t−2a |Qtf(x)|2
dt
t
21/2 [C1 1F.
0
5 1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| dy62 dt
t
21/2
which implies the desired inequality.
To prove the right hand side, we can assume that ||f||F˙ a, 2p is finite and use
Theorem 1 with h(y) — 1 and q=.. This concludes the proof of Theorem 2.
Proof of Theorem 3. We will show first that
||Sa(fg)||r [ C ||f||F˙ a, 2p1 ||g||q1+C ||Sa g||p2 ||f||q2 . (3.4)
Observe that we have the following inequality for the fractional difference
quotients;
1
m(Bt(x))1+a
F
Bt(x)
|(fg)(y)−(fg)(x)| dm(y)
[
1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| |g(y)| dm(y)
+|f(x)|
1
m(Bt(x))1+a
F
Bt(x)
|g(y)−g(x)| dm(y).
Computing first the L2-norms with respect to dtt and then applying
Theorem 1 to the first term and Ho¨lder’s inequality to the second term we
get (3.4). Finally (2.3) follows from (3.4) using Theorem 2 and the fact that
||Dah|| % ||h||F˙ a, 2p .
Proof of Theorem 4. Clearly fg is in Lp 5 L.. The fact that Da(fg) is
in Lp follows from Theorem 3 with q1=q2=., p1=p2=p.
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Proof of Theorem 5.
(a) We will estimate Sa(F(g)). Note that
1
m(Bt(x))1+a
F
Bt(x)
|F(g(y))−F(g(x))| dm(y)
[
1
m(Bt(x))1+a
F
Bt(x)
||FŒ||. |g(y)−g(x)| dm(y)
[
K
m(Bt(x))1+a
F
Bt(x)
|g(y)−g(x)| dm(y).
Therefore
Sa(F(g))(x) [KSa(g)(x)
which implies (2.4).
(b) We will estimate Sa(F(g)) in the following way:
1
m(Bt(x))1+a
F
Bt(x)
|F(g(y))−F(g(x))| dm(y)
[
1
m(Bt(x))1+a
F
Bt(x)
:F 1
0
FŒ(sg(y)+(1−s) g(x))(g(y)−g(x)) ds : dm(y)
[
1
m(Bt(x))1+a
F
Bt(x)
c[H(g(y))+H(g(x))] |g(y)−g(x)| dm(y)
[
c
m(Bt(x))1+a
F
Bt(x)
H(g(y)) |g(y)−g(x)| dm(y)
+H(g(x))
c
m(Bt(x))1+a
F
Bt(x)
|g(y)−g(x)| dm(y).
We now compute the L2-norms with respect to dtt and apply Theorem 1 to
the first term and Hölder’s inequality to the second term to obtain (2.5).
Proof of the Corollary of Theorem 5. Observe that if F(z)=zk, k \ 2,
and H(z)=k |z|k−1, then
F 1
0
|FŒ(sz1+(1−s) z2)| ds [ F
1
0
5Ck−1
j=0
1k−1
k
2 |sz1 |k−1−j |(1−s) z2 | j6 ds
[ c[H(z1)+H(z2)].
Therefore (2.6) follows from (2.5).
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Proof of Theorem 6. Let us see first that Sa(f) can be discretized. We
define
Sa, d(f)(x)=1 C.
k=−.
5 1
m(B2 −k(x))1+a
F
B2−k(x)
|f(y)−f(x)| dm(y)6221/2.
Consider now t such that 2−k < t [ 2−k+1; we have
1
m(B2 −k(x))1+a
F
B2−k(x)
|f(y)−f(x)| dm(y)
[ 1 m(Bt(x))
m(B2 −k(x))
21+a 1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| dm(y)
[ c
1
m(Bt(x))1+a
F
Bt(x)
|f(y)−f(x)| dm(y)
[ c 1m(B2 −k+1(x))
m(Bt(x))
21+a 1 1
B2 −k+1(x)
21+a F
B2−k+1
|f(y)−f(x)| dm(y)
[ cŒ 1
m(B2 −k+1(x))1+a
F
B2−k+1(x)
|f(y)−f(x)| dm(y).
In addition >2 −k+12 −k dtt=ln 2; therefore there are C1 and C2 such that
C1Sa, d(f)(x) [ Sa(f)(x) [ C2Sa, d(f)(x).
The proof of the left hand side inequality of (2.2) also proves that
>1 C.
k=−.
22ka |Q2 −kf|221/2>
p
[ C3 ||Sa, d(f)||p.
On the other hand the discrete version of the inequality (2.1) with h(y) — 1,
q=., shows that ||Sa, d(f)||p [ C3 ||f||F˙ a, 2p, d . This concludes the proof of
Theorem 6.
ACKNOWLEDGMENTS
This paper was completed while I was on sabbatical leave from DePaul University visiting
the Department of Mathematics of the University of Chicago. I am in particular indebted to
Professor Carlos Kenig for several encouraging and useful suggestions on these results.
36 A. EDUARDO GATTO
REFERENCES
[C] A. P. Caldero´n, Commutators of singular integral operators, Proc. Nat. Acad. Sci.
53 (1965), 1092–1095.
[CW] F. M. Christ and M. I. Weinstein, Dispersion of small amplitude solutions of the
generalized Korteweg–deVries equation, J. Funct. Anal. 100 (1991), 87–109.
[GSV] A. E. Gatto, C. Segovia, and S. Va´gi, On fractional differentiation and integration
on spaces of homogeneous type, Rev. Mat. Iberoamericana 12 (1996).
[GSV2] A. E. Gatto, C. Segovia, and S. Va´gi, On fractional differentiation and integration
on spaces of homogeneous type: Lp-theory, to appear.
[GV1] A. E. Gatto and S. Va´gi, On Sobolev spaces of fractional order and e-families of
operators on spaces of homogeneous type, Studia Math. 133 (1999).
[H] I. I. Hirschman, Jr., Fractional integration, Amer. J. Math. 75 (1953), 531–546.
[HS] Y. S. Han and E. T. Sawyer, Littlewood–Paley theory on spaces of homogeneous
type and the classical function spaces, Mem. Amer. Math. Soc. 16, 9 (1994).
[KP] T. Kato and G. Ponce, Commutator estimates and the Euler and Navier–Stokes
equations, Comm. Pure Appl. Math. 41 (1988), 891–907.
[M] J. Marcinkiewicz, Sur quelques integrales du type de Dini, Ann. Soc. Polonaise
Math. 17 (1938), 42–50.
[MS] R. A. Macias and C. Segovia, Lipschitz functions on spaces of homogeneous type,
Adv. Math. 33, 3 (1979).
[S] R. S. Strichartz, Multipliers on fractional Sobolev spaces, J. Math. Mech. 16, 9
(1967).
[T] M. E. Taylor, ‘‘Tools for PDE: Pseudodifferential Operators, Paradifferential
Operators, and Layer Potentials,’’ Mathematical Surveys and Monographs, Vol. 81,
Amer. Math. Soc., Providence, RI, 2000.
FRACTIONAL DERIVATIVES 37
