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Abstract
The problem of characterizing situations, in which a linear combination C = c1A + c2B
of an idempotent matrix A and a tripotent matrix B is an idempotent matrix, is thoroughly
studied. In two particular cases of this problem, when either B or −B is an idempotent matrix,
a complete solution follows from the main result in [Linear Algebra Appl. 321 (2000) 3]. In
the present paper, a complete solution is established in all the remaining cases, when B is an
essentially tripotent matrix in the sense that both idempotent matrices B1 and B2 constituting
its unique decomposition B = B1 − B2 are nonzero. The problem is considered also under the
additional assumption that the differences A − B1 and A − B2 are Hermitian matrices. This
obviously covers the case when A, B1, and B2 are Hermitian themselves, when the problem
can be interpreted from a statistical point of view.
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1. Introduction
The symbols C and Cn,n are used to denote the sets of complex numbers and n×
n complex matrices, respectively. It is assumed throughout this paper that c1, c2 ∈
C are both nonzero and that A ∈ Cn,n is idempotent while B ∈ Cn,n is tripotent,
i.e., A = A2 and B = B3. A very useful property of a tripotent matrix is that it
can uniquely be represented as a difference of two idempotent matrices B1 and
B2 which are disjoint in the sense that B1B2 = 0 and B2B1 = 0; cf. Lemma 5.6.6
in [7].
The purpose of this paper is to establish a complete solution to the problem of
characterizing situations, in which the operation of linearly combining A with B
leads to an idempotent matrix. There are two specific versions of the tripotency of B.
In the first of them B is an idempotent matrix, which in terms of the matrices B1 and
B2 constituting the decomposition B = B1 − B2 means that B2 = 0. Then Theorem
in [1] asserts that there are exactly four cases where the matrix C = c1A + c2B (now
equal to c1A + c2B1) satisfies C = C2:
(i) c1 = 1, c2 = 1, AB1 = 0 = B1A,
(ii) c1 = 1, c2 = −1, AB1 = B1 = B1A,
(iii) c1 = −1, c2 = 1, AB1 = A = B1A,
(iv) c1, c2 = 0, c1 + c2 = 1, AB1 = B1A, (A − B1)2 = 0.
The second specific version is when −B is an idempotent matrix, which means that
B1 = 0. Then, in view of the same theorem, there are other four cases where the
matrix C = c1A + c2B (now equal to c1A + (−c2)B2) is idempotent:
(i) c1 = 1, c2 = −1, AB2 = 0 = B2A,
(ii) c1 = 1, c2 = 1, AB2 = B2 = B2A,
(iii) c1 = −1, c2 = −1, AB2 = A = B2A,
(iv) c1, c2 = 0, c1 − c2 = 1, AB2 = B2A, (A − B2)2 = 0.
In view of the above, the considerations in the present paper are concerned with
all remaining cases, when both B1 and B2 are nonzero idempotent matrices. Then
B = B1 − B2 will be called an essentially tripotent matrix. A general solution to
the problem is given in Section 2, while Section 3 contains some comments and
two additional results. The first of them reveals how the idempotency of a linear
combination C = c1A + c2(B1 − B2) is related to the idempotency of two possi-
ble products of idempotent matrices A and B1 + B2. The second additional result
shows how the set of solutions reduces when the differences A − B1 and A − B2
are Hermitian. These assumptions are obviously fulfilled when A, B1, and B2 are
Hermitian themselves, in which case the problem considered in this paper can be
interpreted from a statistical point of view. A possibility of such an interpretation
follows from the fact that if A and B are n× n real symmetric matrices and x is an
n× 1 real random vector having the multivariate normal distribution Nn(0, I), where
I stands for the identity matrix of order n, then necessary and sufficient conditions
for the quadratic forms x′Ax and x′Bx to be distributed as a χ2 variable and as
a difference of two independent χ2 variables are the idempotency property A = A2
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and the tripotency property B = B3, respectively; cf. Theorem 5.1.1 in [6] or Lemma
9.1.2 in [7] for the former case, and Theorem 1 in [2] for the latter one.
2. Main result
As already pointed out, the main result of this paper provides a complete solu-
tion to the problem of characterizing situations, in which a linear combination of an
idempotent matrix and a tripotent matrix is idempotent.
Theorem 1. Let A ∈ Cn,n be a nonzero idempotent matrix and let B ∈ Cn,n be an
essentially tripotent matrix uniquely decomposed as
B = B1 − B2, (2.1)
where B1 ∈ Cn,n and B2 ∈ Cn,n, both nonzero, are such that
B1 = B21, B2 = B22, B1B2 = 0 = B2B1. (2.2)
Let C be a linear combination of A and B of the form C = c1A + c2B, i.e.,
C = c1A + c2B1 − c2B2, (2.3)
with nonzero c1, c2 ∈ C. Then the following list comprises characterizations of all
cases where C is an idempotent matrix:
(a) six cases, denoted by (a1)–(a6), in which
AB1 = B1A, AB2 = B2A, (2.4)
and any one of the following sets of additional conditions holds:
(a1) c1 = 1, c2 = 1,AB1 = 0, AB2 = B2,
(a2) c1 = 2, c2 = 1, A = B2,
(a3) c1 = 1, c2 = −1, AB1 = B1, AB2 = 0,
(a4) c1 = 2, c2 = −1, A = B1,
(a5) c1 = 12 , c2 = 12 , A = B1 + B2,
(a6) c1 = 12 , c2 = − 12 , A = B1 + B2,(b) two cases, denoted by (b1) and (b2), in which
AB1 = B1A, AB2 /= B2A, (2.5)
and either one of the following sets of additional conditions holds:
(b1) c1 = 2, c2 = 1, (A − B2)2 = 0,
(b2) c1 = 12 , c2 = − 12 , (A − B2)2 = B1,(c) two cases, denoted by (c1) and (c2), in which
AB1 /= B1A, AB2 = B2A, (2.6)
and either one of the following sets of additional conditions holds:
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(c1) c1 = 2, c2 = −1, (A − B1)2 = 0,
(c2) c1 = 12 , c2 = 12 , (A − B1)2 = B2,(d) all cases, in which
AB1 /= B1A, AB2 /= B2A, (2.7)
and c1 = 1, while c2 is a solution to the equation
(A − B1)2 − (A − B2)2 = c2(B1 + B2). (2.8)
Proof. Direct calculations show that, in view of A = A2 and the conditions (2.2), a
matrix C of the form (2.3) is idempotent if and only if
c1(1 − c1)A − c1c2(AB1 + B1A)+ c1c2(AB2 + B2A)
+c2(1 − c2)B1 − c2(1 + c2)B2 = 0. (2.9)
The proof is split into four parts, which according to the specifications in (2.4)–(2.7)
are disjoint.
Under conditions (2.4), the equality (2.9) simplifies to the form
c1(1 − c1)A − 2c1c2(AB1 − AB2)+ c2(1 − c2)B1
−c2(1 + c2)B2 = 0. (2.10)
On account of (2.2), postmultiplying (2.10) by B1 and B2 leads, respectively, to:
c1(1 − c1 − 2c2)AB1 + c2(1 − c2)B1 = 0, (2.11)
c1(1 − c1 + 2c2)AB2 − c2(1 + c2)B2 = 0. (2.12)
Hence, in view of B1 /= 0,B2 /= 0, and c2 /= 0, it follows that:
AB1 = 0 ⇒ c2 = 1, (2.13)
AB2 = 0 ⇒ c2 = −1. (2.14)
Other consequences of the equalities (2.11) and (2.12), obtained by premultiplying
each of them by A, are:
(c1 + c2)(1 − c1 − c2)AB1 = 0, (2.15)
(c1 − c2)(1 − c1 + c2)AB2 = 0. (2.16)
From the equalities (2.15) and (2.16) it is seen that
AB1 = 0 ⇒ c1 + c2 = 0 or c1 + c2 = 1, (2.17)
AB2 = 0 ⇒ c1 − c2 = 0 or c1 − c2 = 1. (2.18)
The implications (2.13) and (2.14) show that AB1 = 0 cannot hold simultaneously
with AB2 = 0. The second possibility is to combine AB1 = 0 with AB2 = 0. Then
from (2.13) and (2.18) it follows that we must have c2 = 1 and, in addition, either
c1 = 1 or c1 = 2. In both cases condition (2.12) yields the equality AB2 = B2, but in
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the latter one (2.10) entails its stronger version A=B2. This establishes the necessity
of the conditions in (a1) and (a2). The conditions in (a3) and (a4) are obtained in a
similar way. In view of (2.14) and (2.17), combining AB1 /= 0 with AB2 = 0 implies
that in addition to c2 = −1 we must again have either c1 = 1 or c1 = 2. In both cases
condition (2.11) yields the equality AB1 = B1, but in the latter one (2.10) entails its
stronger version A = B1. Finally, we combine AB1 = 0 with AB2 = 0. Since c1 = 0
and c2 = 0, it follows from (2.17) and (2.18) that either c1 = 12 , c2 = 12 or c1 = 12 ,
c2 = − 12 . In both cases conditions (2.11) and (2.12) yield the equalities AB1 = B1
and AB2 = B2, which in view of (2.10) lead to A = B1 + B2. This establishes the
necessity of the conditions in (a5) and (a6). The sufficiency of the conditions in (a1)–
(a6) follows by straightforward verification of (2.10) with the use of the facts that
the equality A = B2 in (a2) entails AB1 = 0, that the equality A = B1 in (a4) entails
AB2 = 0, and that the equality A = B1 + B2 in (a5) and (a6) entails both AB1 = B1
and AB2 = B2. Thus the proof in the situation specified by (2.4) is complete.
In the remaining parts of the proof we will utilize the equalities:
c1(1 − c1)AB1 − c1c2(AB1 + B1AB1)+ c1c2B2AB1 + c2(1 − c2)B1 = 0,
(2.19)
c1(1 − c1)B1A − c1c2(B1A + B1AB1)+ c1c2B1AB2 + c2(1 − c2)B1 = 0,
(2.20)
c1(1 − c1)AB2 − c1c2B1AB2 + c1c2(AB2 + B2AB2)− c2(1 + c2)B2 = 0,
(2.21)
c1(1 − c1)B2A − c1c2B2AB1 + c1c2(B2A + B2AB2)− c2(1 + c2)B2 = 0,
(2.22)
which follow from (2.9) by postmultiplying by B1, premultiplying by B1, postmul-
tiplying by B2, and premultiplying by B2, respectively. Combining first (2.19) with
(2.20) and then (2.21) with (2.22) yields
c1(1 − c1 − c2)(AB1 − B1A)− c1c2(B1AB2 − B2AB1) = 0 (2.23)
and
c1(1 − c1 + c2)(AB2 − B2A)− c1c2(B1AB2 − B2AB1) = 0. (2.24)
In view of c1 = 0 and the disjointness of the matrices B1 and B2 constituting the
decomposition of B in (2.1), an immediate consequence of (2.24) in the situation
specified in (2.5) is that
c1 − c2 = 1. (2.25)
Substituting B1AB1 = AB1 and B2AB1 = 0 to (2.19) shows that
c1(1 − c1 − 2c2)AB1 + c2(1 − c2)B1 = 0, (2.26)
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and hence, premultiplying by A and utilizing (2.25),
(1 − c1)(1 − 2c1)AB1 = 0. (2.27)
Since combining (2.25) with 1 − c1 = 0 results in c2 = 0, the equality (2.27) implies
that either AB1 = 0 or AB1 = 0, c1 = 12 , c2 = − 12 . In view of c2 = 0, it follows
from (2.26) that if AB1 = 0, then c2 = 1 and, on account of (2.25), c1 = 2. The
necessary and sufficient condition (2.9) takes then the form
A − AB2 − B2A + B2 = 0,
which on the one hand implies AB1 = 0 while on the other hand can obviously be
written as (A − B2)2 = 0, thus concluding the proof of the necessity in case (b1).
Further, when AB1 = 0 and c1 = 12 , c2 = − 12 , an immediate consequence of (2.26)
is AB1 = B1. Condition (2.9) takes then the form
A − AB2 − B2A + B2 = B1,
which clearly can be written in the form (A − B2)2 = B1, and in view of (2.2)
and the first part of (2.5) implies that AB1 = B1. This observation concludes the
proof of the necessity of (b2). The sufficiency of (b1) and (b2) follows by direct
verification.
It is clear that since C specified in (2.3) can alternatively be written in the form
C = c1A + (−c2)(B2 − B1),
the part (c) is an analogue of (b) obtained by replacing c2 by −c2 and interchanging
the roles of B1 and B2.
For the proof in situation (d) we first notice that postmultiplying (2.23) by B2 or
premultiplying (2.24) by B1 results in
c1(1 − c1)B1AB2 = 0, (2.28)
and that premultiplying (2.23) by B2 or postmultiplying (2.24) by B1 results in
c1(1 − c1)B2AB1 = 0. (2.29)
Moreover, from (2.23) and (2.24) it is clear that in situation (d) it is impossible that
B1AB2 = B2AB1. Consequently, it follows from (2.28) and (2.29) that c1 must nec-
essarily be equal to 1. In view of c2 = 0, it follows from (2.9) that the problem
reduces to characterizing the cases where, in addition to (2.7), the matrices A, B1,
and B2 satisfy both B1AB2 = B2AB1 and
AB1 + B1A − AB2 − B2A − (1 − c2)B1 + (1 + c2)B2 = 0. (2.30)
Now the necessity of the conditions in (d) can be seen by an appropriate rearrange-
ment of (2.30), and the sufficiency follows by direct verification. This completes the
last part of the proof. 
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Theorem 1 is now supplemented by showing that in each of the 11 cases listed
in it there exist matrices satisfying the required conditions. Constructing such ex-




α 0 00 α 0
0 0 β

 , B1 =

1 0 00 1 0
0 0 0

 , B2 =






which are idempotent whenever α, β ∈ {0, 1} and obviously satisfy B1B2 = 0 =
B2B1, AB1 = B1A, and AB2 = B2A, the conditions in (a1) and (a2) hold when
α = 0, β = 1, the conditions in (a3) and (a4) hold when α = 1, β = 0, and the
conditions in (a5) and (a6) hold when α = 1, β = 1.
Illustrations for situation (b) are provided by the triplets
A =

 1 0 0−1 0 0
0 0 0

 , B1 =

0 0 00 0 0
0 0 1

 , B2 =








1 0 00 1 0
0 0 0

 , B1 =

1 0 00 0 0
0 0 0

 , B2 =






which consist of idempotent matrices satisfying B1B2 = 0 = B2B1, AB1 = B1A,
AB2 = B2A and yield (A − B2)2 = 0 in the case (2.32) and (A − B2)2 = B1 in the
case (2.33).
Since the conditions characterizing (c1) and (c2) are dual to those characterizing
(b1) and (b2), with B1 interchanged with B2, it remains to comment on situation (d).
It is different from the earlier ones, where the values of both c1 and c2 are uniquely
determined. In (d) only c1 is known (as being equal to 1), whereas the value of c2
should actually be considered as a scalar solution (if it exists) of the matrix relation-
ship (2.8). Equations which are solvable in the above sense really exist, which can

















Since B1B2 = 0 = B2B1, AB1 = B1A, and AB2 = B2A, assumptions (2.7) are ful-





















thus having c2 = −1 as the unique solution.
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3. Comments and additional results
Corollary 1 in [1] asserts that a necessary condition for a linear combination of
two idempotent matrices to be also an idempotent matrix is that each of their two
possible products is an idempotent matrix as well. Investigations regarding the prob-
lem considered in the present paper lead to a conclusion of the same type, with the
roles of idempotent matrices played by A and B2 = B1 + B2.
Theorem 2. Under the assumptions of Theorem 1, a necessary condition for the
matrix C of the form (2.3) to be idempotent is that each of the products A(B1 + B2)
and (B1 + B2)A is an idempotent matrix.
Proof. In the situation marked in Theorem 1 as (a), conditions (2.4) directly imply
that A and B1 + B2 commute, which is sufficient for each of the products A(B1 +
B2) and (B1 + B2)A to be an idempotent matrix; cf. Theorem in [4, §42] and The-
orem 5.1.4 in [7]. In situation (b), a consequence of AB1 = B1A and B1B2 = 0 =
B2B1 is that the expression
(B1 + B2)A(B1 + B2) = B1AB1 + B1AB2 + B2AB1 + B2AB2 (3.1)
simplifies to
(B1 + B2)A(B1 + B2) = B1AB1 + B2AB2. (3.2)
Moreover, since each of the conditions
A − AB2 − B2A + B2 = 0 and A − AB2 − B2A + B2 = B1
occurring in (b1) and (b2), respectively, yields B2AB2 = B2, the expression (3.2)
further transforms to the form
(B1 + B2)A(B1 + B2) = B1A + B2 = AB1 + B2,
whence the assertion of the theorem is easily seen. The proof in situation (c) is
analogous with that above, and therefore is omitted. Finally, premultiplying and post-
multiplying the equality (2.8), which is a part of the characterization of situation (d),
first by B1 and then by B2 shows that
B1AB1 = 12 (1 − c2)B1 and B2AB2 = 12 (1 + c2)B2. (3.3)
Substituting the relationships (3.3) to the equality (2.30) gives
AB1 + B1A − AB2 − B2A − 2B1AB1 + 2B2AB2 = 0. (3.4)
Premultiplying (3.4) by A and postmultiplying it by Bi leads to
ABi = (AB1 + AB2)ABi , i = 1, 2, (3.5)
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and substituting (3.5) to (3.1) shows the idempotency of A(B1 + B2). Similarly,
premultiplying (3.4) by Bi and postmultiplying it by A results in
BiA = BiA(B1A + B2A), i = 1, 2, (3.6)
and substituting (3.6) to (3.1) shows the idempotency of (B1 + B2)A. 
The second result of this section, given in Theorem 3, refers to the special case
where A,B1, and B2 are such that the differences A − B1 and A − B2 are Hermitian
matrices, i.e.,
A − B1 = (A − B1)∗ and A − B2 = (A − B2)∗. (3.7)
This assumption obviously covers the situation where A, B1, and B2 are all Hermi-
tian matrices themselves. An essential role in establishing Theorem 3 is played by
the lemma below, which reveals how nonzero eigenvalues of the product P1P2 of
idempotent matrices P1, P2 are related to eigenvalues of (P1 − P2)2 and vice versa.
This lemma generalizes Theorem 4 of Groß [3] by relaxing the requirement that, in
addition to being idempotent, P1 and P2 are also Hermitian.
Lemma. Let P1,P2 ∈ Cn,n be idempotent, i.e., Pi = P2i , i = 1, 2. If λ /= 0 is an
eigenvalue of (P1 − P2)2, then 1 − λ is an eigenvalue of P1P2, and conversely, if
µ /= 0 is an eigenvalue of P1P2, then 1 − µ is an eigenvalue of (P1 − P2)2.
Proof. Suppose that λ is an eigenvalue of (P1 − P2)2 and that u /= 0 is a corre-
sponding eigenvector, i.e.,
(P1 − P2)2u = λu. (3.8)
Premultiplying this equality by P1 yields
P1P2P1u = (1 − λ)P1u. (3.9)
If P1u = 0, then from (3.9) it is immediately seen that 1 − λ is an eigenvalue of
P1P2. On the other hand, if P1u = 0, then (3.8) takes the form
(P2 − P1P2)u = λu. (3.10)
The vector P2u must be nonzero, for otherwise (3.10) would be in a contradiction
with the assumption λ = 0. Consequently, premultiplying (3.10) by P2 yields
P2P1P2u = (1 − λ)P2u,
thus showing that 1 − λ is an eigenvalue of P2P1, and hence an eigenvalue of P1P2
as well.
The second part of the proof is analogous with that of Groß [3, Theorem 4]. Sup-
pose that µ is an eigenvalue of P1P2 and that v = 0 is a corresponding eigenvector,
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i.e., P1P2v = µv. Premultiplying this equality by P1 and using the assumptionµ = 0
shows that v = P1v. Then P1P2P1v = µP1v, or, equivalently,
(P1 − P1P2P1)v = (1 − µ)P1v. (3.11)
But P1 − P1P2P1 = (P1 − P2)2P1, and therefore (3.11) can be reexpressed as
(P1 − P2)2P1v = (1 − µ)P1v.
Since P1v = v = 0, it follows that 1 − µ is an eigenvalue of (P1 − P2)2. 
Theorem 3. Let a nonzero idempotent matrix A ∈ Cn,n and two nonzero matrices
B1,B2 ∈ Cn,n satisfying conditions (2.2) be such that the differences A − B1 and
A − B2 are Hermitian, and let C be a linear combination of A,B1, and B2 of the
form (2.3) with nonzero c1, c2 ∈ C. Then there are exactly six cases where C is
idempotent, viz. when
(i) C = A + (B1 − B2) and AB1 = 0 = B1A, AB2 = B2 = B2A,
(ii) C = 2A + (B1 − B2) and A = B2,
(iii) C = A − (B1 − B2) and AB1 = B1 = B1A, AB2 = 0 = B2A,
(iv) C = 2A − (B1 − B2) and A = B1,
(v) C = 12 A + 12 (B1 − B2) and A = B1 + B2,
(vi) C = 12 A − 12 (B1 − B2) and A = B1 + B2.
Proof. First notice that matrices satisfying the conditions in (i)–(vi) really exist.
This follows straightforwardly from the fact that the cases (i)–(vi) coincide with the
cases (a1)–(a6) in Theorem 1 and the matrices in (2.31) are all Hermitian. Conse-
quently, we have to prove that if A,B1, and B2 satisfy (3.7), then each of the cases
(b1), (b2), (c1), (c2), and (d) is void.
Under the second condition in (3.7), the equality (A − B2)2 = 0 in (b1) can be
replaced by
(A − B2)(A − B2)∗ = 0. (3.12)
Applying to (3.12) the fact that any complex matrix K satisfies KK∗ = 0 ⇔ K = 0
leads to A − B2 = 0. But then AB2 = B2 = B2A, thus contradicting the assumption
AB2 = B2A. Similarly, the equality (A − B2)2 = B1 in (b2) can be replaced by
(A − B2)(A − B2)∗ = B1. (3.13)
Since the column space (range) of any complex matrix K, denoted by C(K), has the
property
C(K) = C(KK∗), (3.14)
a consequence of (3.13) and (3.14) is that C(A − B2) = C(B1). In view of the as-
sumption that B1 is an idempotent matrix (i.e., a projector onto C(B1)), this implies
that
B1(A − B2) = A − B2. (3.15)
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But from the conditions (A − B2)2 = B1 and AB1 = B1A it follows that B1A = B1
and therefore, in view of B1B2 = 0, the equality (3.15) simplifies to A = B1 + B2.
Then
AB2 = (B1 + B2)B2 = B2 = B2(B1 + B2) = B2A,
thus again contradicting the assumption that AB2 = B2A.
The proof in situation (c) is symmetric to that concerning situation (b). Conse-
quently, it remains to examine the equality
(A − B1)(A − B1)∗ − (A − B2)(A − B2)∗ = c2(B1 + B2), (3.16)
which is a version of condition (2.8) under the additional assumptions (3.7). An
obvious consequence of (3.16) is the equality
c2(B1 + B2) = c2(B1 + B2)∗. (3.17)
Since the matrix B1 + B2 is idempotent, its rank is equal to its trace. Moreover, the
idempotency of B1 + B2 is equivalent to the idempotency of (B1 + B2)∗. Conse-
quently, it follows that
tr(B1 + B2) = r(B1 + B2) = r[(B1 + B2)∗] = tr[(B1 + B2)∗],
and thus taking the traces on both sides of (3.17) yields c2 = c2. This obviously
means that c2 is a (nonzero) real number, thus implying that
B1 + B2 = (B1 + B2)∗. (3.18)
In the particular case specified by (3.7), condition (2.8) in part (d) of Theorem 1 can
therefore be written as the equality
(A − B1)(A − B1)∗ = (A − B2)(A − B2)∗ + c2(B1 + B2)(B1 + B2)∗ (3.19)
involving three nonnegative definite matrices.
There are two particular cases which are to be considered separately, viz. when
c2 in (3.19) is 1 or −1. In the former case, the first equality in (3.3) simplifies to
B1AB1 = 0. Hence it follows that, under the first condition in (3.7),
B1(A − B1)(A − B1)∗ = B1 = (A − B1)(A − B1)∗B1,
and, on account of (3.18) and assumptions (2.2),
B1(B1 + B2)(B1 + B2)∗ = B1 = (B1 + B2)(B1 + B2)∗B1.
Consequently, premultiplying and postmultiplying (3.19) (with c2 = 1) by B1 shows
that
B1(A − B2)(A − B2)∗ = 0 = (A − B2)(A − B2)∗B1,
and hence
B1(A − B2) = 0 = (A − B2)B1.
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Therefore, in view of (2.2), it follows that B1A = 0 = AB1, which is in a contradic-
tion with the first condition in (2.7). In the case when c2 = −1, the equality (3.19)
takes the form
(A − B2)(A − B2)∗ = (A − B1)(A − B1)∗ + (B1 + B2)(B1 + B2)∗,
and since the second equality in (3.3) reduces to B2AB2 = 0, arguments analogous
with those above lead to B2A = 0 = AB2, thus contradicting the second condition
in (2.7).
Now suppose that c2 > 0 (but c2 = 1) and let the symbols (. : .) and (. : . : .) de-
note partitioned matrices with two and three submatrices, respectively. Since (3.19)
can then be expressed in the form
(A − B1)(A − B1)∗ = (A − B2 : √c2(B1 + B2))(A − B2 : √c2(B1 + B2))∗,
it follows by (3.14) that
C(A − B1) = C[(A − B2 : B1 + B2)]. (3.20)
The properties of B1 and B2 in (2.2) ensure that C(B1 + B2) = C(B1)⊕ C(B2).
Consequently, (3.20) is equivalent to
C(A − B1) = C[(A : B1 : B2)], (3.21)
and in view of the obvious inclusion C(A − B1) ⊆ C[(A : B1)], the column space
equality (3.21) can be replaced by the rank equality
r(A − B1) = r[(A : B1 : B2)]. (3.22)
Let r(Bi ) = ri, i = 1, 2. It is known that, being idempotent, B1 has r1 eigenvalues
equal to 1. Then the first equality in (3.3) implies that B1AB1 has r1 eigenvalues
equal to 12 (1 − c2). But AB21 = AB1 has the same eigenvalues as B1AB1, and there-
fore, under the condition c2 = 1, it follows from the lemma that (A − B1)2 has
r1 eigenvalues equal to 1 − 12 (1 − c2) = 12 (1 + c2). Since the first of assumptions
(3.7) ensures that (A − B1)2 is a nonnegative definite matrix of rank r[(A − B1)2] =
r(A − B1) and since, in view of (3.22) and (2.2),
r(A − B1)  r[(B1 : B2)] = r1 + r2,
the matrix (A − B1)2 must have in addition some m (say) positive eigenvalues, and
hence
r(A − B1) = r1 +m, (3.23)
where r2  m  n− r1. If such an additional eigenvalue is λ (say), then on account
of the lemma it is known that AB1 has the eigenvalue 1 − λ. This contradicts the fact
that (A − B1)2 has exactly r1 nonzero eigenvalues unless λ = 1. Hence it follows
that (A − B1)2 has r1 eigenvalues equal to 12 (1 + c2) and m eigenvalues equal to 1,
and therefore
tr[(A − B1)2] = 12 r1(1 + c2)+m. (3.24)
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On the other hand, since tr(AB1) = tr(AB21) = tr(B1AB1) and tr(B1) = r(B1) = r1,
a consequence of the first part of (3.3) is that
tr(AB1) = 12 (1 − c2)tr(B1) = 12 r1(1 − c2).
Hence, in view of tr(A) = r(A) and tr(AB1) = tr(B1A),
tr[(A − B1)2] = r(A)− r1(1 − c2)+ r1 = r(A)+ r1c2, (3.25)
and comparing (3.24) with (3.25) shows that
r(A) = 12 r1(1 − c2)+m (3.26)
(which is of course possible only when r1(1 − c2) is an even number). It can be
verified that if the first equality in (3.3) holds with c2 = −1, then 2(1 + c2)−1(B1 −
AB1) is an idempotent matrix and therefore, in view of (3.3),
r(B1 − AB1)= tr[2(1 + c2)−1(B1 − AB1)]
= 2(1 + c2)−1[tr(B1)− tr(B1AB1)]
= 2(1 + c2)−1[r1 − 12 r1(1 − c2)] = r1. (3.27)
Since an idempotent matrix is a generalized inverse of itself, it follows from Theorem
5 in [5] that
r[(A : B1)] = r(A)+ r[(I − A)B1] = r(A)+ r(B1 − AB1). (3.28)
Substituting (3.26) and (3.27) to (3.28) yields
r[(A : B1)] = 32 r1 − 12 r1c2 +m. (3.29)
A consequence of (3.22) is that r(A − B1) = r[(A : B1)], which in view of (3.23)
and (3.29) leads to c2 = 1, contrary to the assumption c2 = 1 adopted in this part of
the proof.
If c2 < 0 (but c2 = −1), then analogous arguments as above, applied to the equal-
ity (3.19) and the relationships (3.3) reexpressed as
(A − B2)(A − B2)∗ = (A − B1)(A − B1)∗ + (−c2)(B1 + B2)(B1 + B2)∗
and
B2AB2 = 12 [1 − (−c2)]B2 and B1AB1 = 12 [1 + (−c2)]B1,
respectively, lead to c2 = −1, which is another contradiction. 
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