The 3D-CSC is a general segmentation method for voxel images. One of its possible applications is the segmentation of MR images of the human head. We here propose a self-contained method consisting of preprocessing steps which remove common artifacts from the input image, a 3D-CSC segmentation which partitions the input image into gray value similar, spatially connected regions and a final classification of CSC segments into white matter, gray matter and non-brain. We evaluate our method using the brainweb dataset for which a ground truth is available.
INTRODUCTION
In order to analyze anatomical structures in 3d volume data, physicians need reliable segmentation methods. One of the most frequently addressed problems is the segmentation of MR images of the human brain into gray matter and white matter.
In recent years several methods for this have been made available to the public, e.g. Freesurfer [ 1 ], Slicer [ 2 ] and SPM [ 3 ] . All of those methods rely on a registration of the analyzed image with a pre-computed anatomical atlas providing a priori information about the spatial distribution of tissue types. The anatomical knowledge incorporated into the atlas allows high quality segmentation, even when structures are hard to distinguish visually. However, registration with an atlas is time consuming and might not find a globally optimal solution or even fail completely in the case of strong anatomical anomalies. In those cases physicians have to fall back to manual segmentation on a slice by slice basis which is extremely time consuming and prone to inter-rater discrepancies.
Recently a new, atlas free brain segmentation method was shown to be able to deliver results of similar quality to those produced by the established atlas based SPM method even in the case of images without anatomical anomalies [ 4 ] . The method builds upon the 3D-CSC, a general segmentation method for voxel images which partitions a 3d image into gray value similar, spatially connected regions.
In this paper we introduce several improvements to 3D-CSC based segmentation of T1 weighted MR images into white matter, gray matter and non-brain which further enhance both reliability and quality while pertaining the low computational complexity of the method. As no time consuming registration step is needed, the method is not only reliable, but also very fast. Because of the complete abdication of application specific a priori knowledge, the methods developed for brain segmentation can be easily adapted to other segmentation tasks in medical imaging. We have already developed a method for segmentation of CT data into soft tissue, bones and enclosed air and are currently investigating segmentation of aortic aneurysms in CT images using similar methods.
• During 3D-CSC segmentation, the image is transformed into a set of gray value similar, spatially connected 3d regions.
• During classification of 3D-CSC segments, the brain is extracted from the input image and all 3D-CSC segments are classified into the classes white matter, gray matter and non-brain tissue. Classification of CSC segments Figure 1 : Processing pipeline Figure 1 shows graphically the relation between those three stages as well as the main building blocks of each stage which will be described in the next sections in detail.
Preprocessing
The first step of our processing pipeline consists of filters which reduce artifacts degrading the quality of MR images. The most typical artifacts are noise and inhomogeneity.
We reduce noise in the image with a single iteration of a 3d variant of the non-linear Kuwahara-Nagao Filter [ 5 ] . The Kuwahara-Filter not only reduces noise but also sharpens edges. It can be implemented very efficiently. The 3D-CSC is not sensitive to small noise, therefore we intentionally do not use more sophisticated noise reduction algorithms like nonlinear diffusion. Typically, those algorithms have a much higher run-time, often degrade small anatomical structures and introduce parameters which have to be adapted to images from different sources.
The second common artifact in MR images is spatially inhomogeneous brightness in the image, an effect often referred to as bias field. We reduce the bias field effect in the image by a variant [ 6 ] of the filter proposed by Vovk [ 7 ] .
3D-CSC segmentation

Overview
The 3D-CSC is a general segmentation method for voxel images which partitions the input image into gray value similar, spatially connected regions. It is based on the 2D-CSC (Color Structure Code), a fast and robust inherently parallel region growing segmentation method for 2d color or gray value images. 2d and 3d CSC have been introduced in several papers, see e.g.
[ 17 ] and [ 9 ] . We present a short overview of its functioning in appendix A.
Both 2D-and 3D-CSC are very general segmentation techniques as they can be applied to images with arbitrary pixel (respectively voxel) type. Such types could be e.g. RGB color, HSV color, 16 bit gray values or dual channel gray values from T1 T2 registered MR images. The only requirement to the pixel type is a measure of similarity between two values and the ability to calculate the mean between two values. In this paper, we assume single channel gray values as the pixel type. In this context similarity between two values is defined by a simple threshold t. Similarity between two segments S 1 , S 2 is thus given if |µ S1 − µ S2 | < t holds, where µ Si is the mean grey value of S i .
For images acquired from the same source, e.g. the same MR scanner with unchanged acquisition parameters, it is often possible to manually define a suitable threshold t which gives good segmentation results in all images. However, to provide a fully automatic system which can process images from a wide range of sources, we developed algorithms for automatic deduction of a suitable threshold from image characteristics.
The value of the threshold t depends on the gray value range in the image and the remaining intra-tissue intensity inhomogeneity after bias correction. Those characteristics are calculated by analysis of the image's histogram.
Histogram Analysis for CSC threshold calculation
Analysis of the image histogram is split into a three stage process. In the first step, an initial clustering of the histogram into the five tissue classes background, CSF, gray matter, white matter and fat normally found in MR images of the human head is calculated. For this task the k-harmonic means (KHM) algorithm [ 10 ] is used instead of a scalespace analysis as proposed in earlier papers. The advantage of KHM is, that it gives stable results even in cases where scalespace analysis fails because the modes are extremely hard to distinguish. The start centers of KHM are equidistantly distributed over the histogram. More sophisticated calculation of starting centers shows no better results as KHM is insensitive to bad initialisations.
In the next step, the clustering is refined using the expectation maximization (EM) algorithm [ 11 ] . EM gives slightly better clustering than KHM in the case of histograms of T1 weighted MR images, however it is rather sensitive to bad initialisation. Our scheme combines the two methods and therefor profits from the best properties of both.
After EM clustering, gray value thresholds separating the five tissue classes can be directly obtained. Further on, mean gray value and standard deviation for each of the five Gaussian distributions representing the classes are known. The similarity threshold t for the CSC is calculated by multiplying a static, experimentally determined factor (2.25) with the standard deviation of the Gaussian distribution representing background.
3D-CSC segmentation
After calculation of the similarity threshold, the 3D-CSC segmentation is applied on the preprocessed image.
Classification of 3D-CSC segments
After the CSC segmentation of MR images of the whole human head usually two problems occur:
• some of the generated regions include both brain and non-brain tissue, as the brain is connected via narrow gray value bridges to non-brain tissue with similar gray value.
• gray and white matter are not represented each by only one region, instead there are several large and many small CSC regions for each tissue class.
In the following subsections, we will first discuss older approaches to this problems and motivate the need for a new algorithm. We then propose a new workflow consisting of the following steps:
• Analyzing the histogram of all brain voxels
• Classifying all CSC segments located inside the brain into gray and white matter
Existing approaches
In previous approaches to CSC based MR brain image analysis, the two problems have been solved in three steps: First the histogram of the whole image was analysed in order to detect gray value thresholds separating the tissue classes background, CSF, gray matter, white matter and fat. Then all CSC segments have been classified into the three logical classes white matter, gray matter and non-brain according to their mean gray value, accepting the fact that some non-brain tissue would be classified as gray matter. Those regions wrongly classified as brain were cut from the brain in the last step using binary morphology.
However, this elder approach has several disadvantages. One of the most important is, that we are only interested in thresholds separating white matter, gray matter and non-brain. In the approach depicted above, thresholds are calculated on the histogram of the whole MR image where the modes of white and gray matter are overlaid with data from non-brain voxels. This seriously complicates calculation of robust thresholds. Further on, binary morphology introduces artifacts into the image and may wrongly remove narrow structures inside the brain. On the other hand, if the size of the structuring element is chosen to small, not all non-brain tissue which has been wrongly classified as brain is removed. Lastly, binary morphology not only introduces errors and the size of the structuring element as a system parameter, it is also a rather slow operation if structuring elements are used which cannot be separated from 3d to 1d.
New approach
Due to the reasons discussed above, we present in the following subsections a different approach where the brain is extracted from the input image early and without binary morphology. Only after this, the histogram is analyzed and CSC segments are classified.
Skull Stripping
The first step in our new scheme for classification of CSC segments separates the brain from the skull, a process commonly referred as skull stripping. We here use a modification of the algorithm proposed by Hahn and Peitgen[ 12 ].
Hahn's algorithm is based on a 3d watershed segmentation on the inverted image. It cleverly avoids the problem of over-segmentation common to conventional watershed segmentation by not relying on gradient information but pursuing a noise insensitive region based approach. In Hahn's algorithm, the brightest voxels in the image form the base of spreading regions, so called basins. Those basins slowly grow into darker regions while new basins develop at local brightness maxima where no basins exist. The depth of a basin is defined as the gray value difference between the brightest voxel and the darkest voxel already part of the basin. Two basins which touch for the first time during their growth are merged if the less deep basin is not deeper than a global threshold which Hahn refers to as preflooding height. Otherwise a border (a watershed) forms between them.
If the preflooding height is chosen too small, the brain decomposes into several watershed regions. If it is chosen too large, non-brain regions merge with the brain. Hahn states that a rather broad range of values gives good results which conforms with our observations. This allows the selection of a fixed preflooding height which works well for most images. However the rare case of failure has to be detected and corrected. In [ 13 ] an approach is presented where the result of the watershed transform is verified and potentially corrected by registering the generated brain mask with a brain atlas. As we explicitly want to develop an atlas-free method, we implemented a different and computationally much cheaper approach.
The new approach is motivated by two observations:
• If the preflooding height in Hahn's watershed method is chosen too small, usually not only small but large parts of the brain are missing. Correspondingly, if it is chosen too big, large areas of non-brain tissue are added to the brain mask
• Our previous morphology based algorithm gives very robust (but not very accurate) results. I.e. as long as the structuring element for the binary morphology is chosen big enough, the calculated brain mask never differs massively from the true brain. It only contains small errors, mainly where small structures of the brain are wrongly deleted from the brain mask
Our enhanced algorithm therefore tries to combine the accuracy of Hahn's approach with the robustness of our previous morphology based approach as follows:
1. Classify all CSC segments into the two classes "possible brain" and "definite non-brain" according to thresholds generated from the histogram analysis of the whole image which was done for calculation of the CSC threshold.
2. Remove non-brain tissue from the preliminary brain mask using binary morphology as follows:
• Apply an erosion with a cubic structuring element of edge length 6.5 mm * .
• Erase all foreground voxels but the biggest connected component.
• Reconstructed the mask by a dilation using the same structuring element as for erosion.
This algorithm is basically the same approach as presented in earlier work except that a cubic structuring element instead of a ball is used. Morphologic erosion and dilation with cubic structuring elements introduces stronger artifacts, however it can be calculated several orders of magnitude faster. The result of this step is a brain mask M morph which usually will contain several smaller errors and artifacts, however, it can be relied upon that it matches the approximate run of the border between brain and non-brain. 14 ) If the mean of this distance is above 55 mm restart Hahn's algorithm with a preflooding threshold increased by 2. This process is iterated at maximum five times.
Second Histogram Analysis
After skull stripping a new histogram is calculated containing only voxels inside the brain mask M wshed . Here only voxels which are inside a gray value homogeneous window of size 3x3x3 voxels are taken into account, as only those can be assumed to be free of partial volume effect. Voxels at the border between tissue classes normally do not consist of pure tissue and adulterate the histogram.
The resulting histogram should show four peaks: Background, CSF, gray matter and white matter. We therefore cluster the histogram into four classes using the same methods as in 2.3.2.
In some images strong inhomogeneities or noise make it impossible to separate the four classes in the histogram. Most commonly this means that there is no mode for CSF detectable between background and gray * We define the size of the structuring element in real world units because this allows us to apply the algorithm to isotropic and non-isotropic data of different resolutions without a change. matter and some spurious class is generated in histogram analysis between gray and white matter. We detect this case by calculating the number of all voxels either clustered into background or CSF s nonbrain , the number of voxels clustered into gray matter s gray and the number of voxels clustered into white matter s white . We assume that histogram analysis with four classes failed if at least one of the following criteria does not hold:
• 3.5 · s nonbrain < S gray (The volume of gray matter is much bigger than the volume of CSF and background)
• 0.5 · s white < S gray (The volume of white matter is less than twice the volume of gray matter)
• 0.5 · s gray < S white (The volume of gray matter is less than twice the volume of white matter)
If one of the criteria does not hold, we restart with only three classes (nonbrain, gray matter, white matter).
Final classification
In the last step of the algorithm, all regions generated by the 3D-CSC are assigned into one of the classes nonbrain, gray matter and white matter. For this, we first split apart CSC segments which, according to the brain mask M whsed generated in skull stripping, contain both brain and non-brain tissue and recalculate their mean gray value. Then all segments are classified according to their mean gray value and the gray value thresholds calculated in histogram analysis.
After this classification we analyse the generated result in order to correct some common problems. This is the only step where explicit knowledge about the anatomy of the human brain is employed.
The first check tries to automatically detect the case that the sinus sagittalis superior is classified as gray matter. This sometimes happens, as sinus sagittalis superior and gray matter are closely connected and have very similar gray values. The detection is done by looking for a compact region classified as gray matter and starting superior to white matter.
A second automatic check tries to eliminate errors where small regions inside white matter without connection to real gray matter are wrongly classified as gray matter, e.g. due to heavy noise in the image. For this, a connected component analysis is applied and all gray matter regions completely encapsulated by white matter with a volume of less then 28 mm 3 are reclassified as white matter.
RESULTS
We have tested our algorithm on MR images from a wide range of sources and found our algorithm to perform well in almost all tested images. We present an evaluation on the commonly used Brainweb phantom database [ 15 ] to prove the quality of our method and also present example segmentations on real MR images. Our algorithm works with both S 15 -CSC and C 19 -CSC, the former giving increased speed and the latter somewhat improved quality. The evaluations and example images below have all been generated using C 19 -CSC.
Evaluation on the brainweb database
The Brainweb database is a collection of different phantom images generated for evaluation of brain segmentation algorithms. Even so the images from the Brainweb database are only phantoms and not strictly comparable to real MR images, they are commonly used in validation of brain segmentation methods, allowing an comparison with established methods.
For our evaluation, we have chosen the classic brainweb dataset using T1 modality, slice thickness 1 mm, noise ranging from 0 to 9% and intensity inhomogeneity ranging from 0 to 40%. For each of the 18 possible combinations of noise and intensity inhomogeneity we applied all steps of our algorithm and compared the final result to the known ground truth, e.g. the optimal segmentation.
We measure the quality of the generated segmentation separately for gray matter and white matter, each time calculating two measures: The coverability rate (CR) measures how much of the true segment is covered by the generated segment, the error rate (ER) measures how much of the generated segment is not part of the true segment. Mathematically both measures analyse the quality of a computed segment S with respect to a ground truth segment GT as follows: Figure 2 shows CR and ER of the segmentation obtained by the method presented in this paper separately for white matter (2a), gray matter (2b) and the union of both (2c). Each horizontal bar represents the result on one image, the parameters of the image are depicted on the left of the bar, there the string "pnX rfY" means that noise level X and inhomogeneity Y have been added to the image. Figure 3 shows a slice from an unmodified MR image of a healthy subject. Figure 4 shows the segmentation result on the image. The image was acquired with 1.5 Tesla and is of resolution (height*width*depth) 512*384*192. It consists of 12 bit gray values. It is an example from a set of eight images acquired at the military central hospital Koblenz (BWZK) which have been successfully segmented with our method. Also we tested our method on the 18 images from the IBSR 2 dataset (see http://www.cma.mgh.harvard.edu/ibsr/). We were able to successfully segment all of the images in the dataset as well with our method.
Real world examples
CONCLUSION
We presented a complete processing pipeline which starts with an unmodified MR image of the human head, removes common artifacts, segments the image, separates skull and brain, analyses the histogram of the image and finally classifies the CSC segments into non-brain, white matter and gray matter.
In comparison with older approaches, the new algorithm incorporates new, more robust methods for histogram analysis and separation of brain and non-brain tissue.
We don't deny that atlas based methods have advantages in the case of images with normal anatomy especially when anatomical structures are visually hard to distinguish due to image artifacts. However, we believe that atlas free methods are still useful, especially for images with strong anatomical anomalies.
The developed methods can be easily adapted to different tasks in medical image processing where atlas based methods are not applicable due to a larger degree of variability between subjects like segmentation of aortic aneurysms.
In the future, we intend to research such applications, both in medicine and industry. In analysis of brain images, we think major improvements to the presented method require fundamentally different approaches. The only obvious possible improvement to the presented approach is an examination of the calculated border between tissue classes in order to ensure correct behaviour in the case of voxels affected by the partial volume effect. 
A.1 The 2d island hierarchy
The 2D-CSC is based upon a hierarchical structure of overlapping islands defined upon a hexagonal grid which was developed by Hartmann [ 16 ] .
Building the island hierarchy starts by defining every second pixel of every second row as a center pixel. Every center pixel together with its six direct neighbors forms an island of level 0. Assume islands of level n are already defined. Islands of level n + 1 are formed by choosing every second island of level n on every second macro row of islands as a center island and adding its 6 neighbor islands {I 1 , ..., I 6 } of level n. Figure 5 visualizes the concept.
The island hierarchy described above has several important properties which make it extremely suitable for steering a segmentation process. The three most import of those are:
• simplicity, meaning that if two islands of level n + 1 overlap, they overlap in exactly one island of level n
• saturation, meaning that every island of level n is either a center of an island of level n + 1 or a sub island of exactly two islands of level n + 1.
• density, meaning that two island of level n which are neighbors always possess a common father island of level n + 1 The algorithm starts with an initialisation stage where in each island of level 0, initial segments of level 0 consisting of connected and color similar pixels are detected. Assume that segments of level n are already generated within islands of level n. All overlapping and similar segments of level n within an island of level n + 1 are merged to a new segment of level n + 1. In the case that overlapping segments of level n + 1 are not color similar the common region is split between the involved overlapping segments. This algorithm is very fast and inherently parallel as segmentation within one island is completely independent from segmentation in all other islands of the same level.
A.2 The 2d CSC
The hierarchy of overlapping islands not only allows efficient implementation but also results in a much more robust segmentation as the fact that two segments are color similar and overlap in a common sub-area is a much stronger clue than the fact that two segments are color similar and posses a common border. However, if two overlapping segments S 1 , S 2 in island I are, despite a common sub-segment S 1,2 of a lower level, not similar enough to be merged the common sub-segment S 1,2 is split between S 1 and S 2 . This can be done more efficiently than in a pure bottom-up design as now information on the global homogeneity properties in I is available.
The algorithm assumes a hexagonal pixel layout, however standard 2d images have an orthogonal pixel layout. Thus, the hexagonal structure is only used as a logical concept that leads to a transformation of islands into a sub-set of orthogonal pixels.
A.3 The 3d CSC
Recently, the CSC has been generalized in a common project of the Research Center Jülich and the University Koblenz-Landau [ 20 ] [ 8 ] to segmentation of volumetric data (voxel images).
Developing a 3d variant of the CSC algorithm requires finding a 3d equivalent to the 2d island hierarchy. We call islands in 3d cells to emphasize their volumetric character. If a cell structure resulting in a hierarchy of overlapping cells can be found which offers the same nice properties as the 2d island hierarchy, a segmentation in 3d can be achieved with exactly the same algorithm as described for segmentation in 2d above. One simply has to replace "island" by "cell" and "pixel" by "voxel".
Unfortunately, no 3d cell could be found generating a 3d structure with all the nice properties of the 2d island hierarchy, see [ 21 ] for a discussion. The first cell structure called S 15 (for sphere 15 ) was proposed by Vogelbruch [ 22 ] . Unfortunately the S 15 cell hierarchy violates the density property as two neighbored cells C 1 , C 2 of the same level may not belong to a common father cell C. This leads to a principal over-segmentation, see [ 21 ] . Sturm suggested a C 19 cell (cube 19 ). The hierarchical C 19 cell structure fulfills density but violates simplicity and saturation which heavily complicates an implementation of the algorithm and slightly increases runtime and memory consumption. However, the quality of the resulting segmentation is not impaired. S 15 -CSC and C 19 -CSC are the CSC segmentation techniques based on the S 15 and C 19 structures. The S 15 and C 19 cell structures are shown in figure 6a and 6b respectively.
