PERTS is a prototyping environment for real-time systems. It is being built incrementally and will contain schedulers and resource access protocols for time-critical applications, together with tools and a simulation environment for the analysis, validation, and evaluation of real-time systems built on the scheduling paradigms supported by these building blocks. Specifically, PERTS is designed to support the evaluation of new design approaches, experimentation with alternative scheduling and resource management strategies, and the analysis and performance profiling of the resultant prototype real-time systems. This paper first describes the underlying models of real-time systems supported by PERTS together with its intended use and capabilities. A key component is the schedulability analyzer. The basic version of this system supports the analysis and validation of real-time systems built on the framework of the periodic-task model. This system of tools is now available. Future enhancements of the schedulability analyzer for real-time systems that cannot be characterized by the periodic-task model will make use of several new schedulability conditions and performance bounds.
INTRODUCTION
Recent advances in software engineering technology have made available design and prototyping tools that support the entire software development life cycle. Unfortunately, these tools are often ineffective for real-time applications, because they do not effectively deal with the problems of meeting timing constraints. By real-time system, we mean one in which a significant portion of all jobs have hard timing constraints. The term job refers to a basic unit of work to be scheduled and allocated resources. A job may be a granule of computation, a unit of data transmission, a file access, or an I/O operation, etc.
The simplest timing constraint which can be imposed on a job is a deadline, the point in time by which the job is required to complete. The validation of a real-time system involves ensuring not only that the jobs in it produce functionally correct results, but also that all time-critical jobs produce their results by their deadlines.
Traditionally, real-time systems are built by first developing the application software, and then validating timing constraints using ad-hoc techniques and extensive simulation. This approach is time consuming and the resultant system is difficult to maintain and extend; small changes in the application software or the underlying hardware and system software can produce unpredictable timing effects that can be detected and corrected only through exhaustive testing and performance tuning. The lack of tools to support more systematic and rigorous approaches to building and validating real-time systems is a consequence of the lack of rigorous methods for predicting the timing behavior of systems built in the traditional manner. This situation has improved in recent years thanks to research efforts on the foundations of real-time computing [1, 2] . The next step is to make use of the recent theoretical advances by building tools to support rigorous and systematic methods for the design, synthesis and validation of real-time systems. The interconnection parameters of a job, together with the parameters of the edges adjacent to it, tell us how the job depends on other jobs. For example, the in-type of a job tells us whether the job is an AND node, which becomes ready for execution only when all of its immediate predecessors are complete, or an OR node, which becomes ready when some of its immediate predecessors are complete [16] . The out-type of a job specifies how many of its immediate successors must execute and whether the result of the job's execution has any bearing on which immediate successors execute [17] . On the other hand, the volume of communication data and the temporal distances [18] between jobs are parameters of the edges connecting them.
Similarly, each resource (type) is defined by a set of parameters. Some parameters of a resource specify the constraints governing its usage, such as whether it is preemptable, whether it is reusable, etc.
Other parameters give timing properties, such as its processing rate, context-switch time, acquisition time, deacquisition time, etc.
The user describes a system of resources by means of a resource graph. In this graph, each node represents a resource type whose attributes include the number of units and the resource parameters. The example resource graph in Figure 2 contains four rooted trees with nodes shown as boxes. There are two types of edges. Is-a-part-of edges give us information on the localities of the resources. They are shown as solid lines; a child node in a tree represents a component resource that is a part of the resource represented by the parent node. This graph represents four computers, for example. A directed dashed edge represents an accessible-from relationship. Accessible-from edges indicate which resources can be accessed remotely and by whom.
We note that some attributes of a job are specified by both its own parameters and the parameters of the resource(s) it requires. An example is execution time, the actual amount of time that the job executes before it completes. This time is a function of both the processing time of the job and the processing rate(s) of the processor(s) it requires. The former is a job parameter and is the execution time of the job when the processing rate of the processor on which it executes is 1. Hence the execution time is reduced by the factor 1 / x when the processing rate is increased from 1 to x . The user may wish to investigate how the processing rate(s) of some resource(s) used by jobs affect their timing behavior. It will be easy to change the system description for this purpose.
Another example is preemptability. We view a "nonpreemptable" value of the preemptability parameter of a job as an external constraint that the user wants imposed on the way the job is scheduled.
Often, there is no intrinsic reason for a job to be nonpreemptable, but preemption may be costly. For instance, the transmission of each frame on a token-passing network is in fact preemptable, but because of the high acquisition time of the network, data frames are often sent nonpreemptively. In this case, the user may say that the data transmission jobs are preemptable and rely on PERTS tools to determine when preemptive scheduling strategies are too costly and should not be used. On the other hand, whether a resource is preemptable is typically a functional property of the resource. For example, write locks and valid sequence numbers in a sliding window are resources that must be used serially and, hence, are not preemptable. When a job requires a nonpreemptable resource, it is nonpreemptable on that resource.
Scheduling Hierarchy
As shown in Figure 2 , the third element of the PERTS reference model is the set of algorithms and protocols used to map the task graph onto the resource graph. PERTS contains the C++ source code of a large variety of algorithms and protocols, including the well-known algorithms for scheduling periodic tasks, servers for handling aperiodic jobs in midst of periodic tasks, on-line and off-line algorithms for scheduling imprecise computations [3, 20] and many other recently developed algorithms.
Some resources, such as memory, are physical entities. Other resources, such as database locks and system calls, are logical entities. Logical resources are implemented by system software and, therefore, must be scheduled to execute on physical resources. The scheduling and resource access control algorithms for this purpose are typically different from the ones used for the application system. Also, the user may decide to divide a job into subjobs and schedule the subjobs on the resources that are allocated to the job by the operating system. Figure 2 shows such a scheduling hierarchy. The PERTS simulation environment and tools are based on this view of the overall system. Using them to study the interaction between scheduling and resource management strategies used in the different levels of the scheduling hierarchy will be convenient.
III. CAPABILITIES AND KEY COMPONENTS
Again, PERTS is designed to support the evaluation of new designs, experimentation with alternative scheduling and resource management strategies, and the analysis and performance profiling of the resultant prototype real-time systems. Figure 3 illustrates one way it may be used. The boxes in this figure represent one or more PERTS tools whose purposes are stated by the labels of the boxes. capabilities and limitations to determine feasibility and to validate timing constraints to select algorithms and protocols descriptions and constraints as inputs to PERTS feedback provided by PERTS Figure 3 . Usage of PERTS Tools in Prototyping distributed modules, and alternative dependency relationships. In other words, the tool provides the feedback needed for the user to select a feasible configuration that can meet all timing constraints.
The schedulability analyzer will support the hierarchical approach to building large and complex real-time software on distributed and parallel hardware platforms. Examples of algorithms and tools for this purpose include modules for end-to-end scheduling of jobs to meet their overall deadlines, for scheduling parallelizable jobs with deadlines on massively parallel systems, for static assignment of jobs to processors, and for dynamic adjustment of load conditions. For example, the job assignment module can help the designer find a feasible partition and assignment such that the jobs assigned to each processor can meet their individual deadlines and the overall task system can meet its end-to-end deadlines. When the task system does not have a feasible assignment, the schedulability analyzer can suggest possible changes to job and resource parameters that can help the user make the task system feasible. If a dynamic task assignment approach is chosen, the performance prediction tool can be used to determine whether the worst-case performance of the assignment is acceptable.
PERTS will provide similar support in the later phases of software prototyping. For example, PERTS can be used to identify and choose a set of scheduling algorithms and resource access protocols.
For this purpose, the system description needs to be more detailed; a more detailed task graph gives more accurate information about the timing and resource requirements of jobs and other relevant characteristics. Similarly, a more detailed resource graph gives more accurate information about the resources. PERTS will produce sample task assignments, schedules, memory layouts, etc. to provide the feedback needed in the iterative prototyping process. PERTS will also include program execution time analysis and measurement tools. In the later stages of development, when some of the source code of the target task system becomes available, these tools can be used to extract job parameters and dependencies from the code.
PERTS also provides a simulation environment which will allow a thorough evaluation of the target system. The most concrete description is the instrumented object code. This code can run, under the scheduling directives produced by the schedulability analyzer, in a simulated target environment provided by the testbed. The testbed will contain a workload generator capable of generating synthetic and tracedriven workloads to support the simulation of the embedded environment.
The capabilities that PERTS provides can also be used to ease the process of upgrading and reengineering existing real-time systems. In such a mode of use, the designer directly provides PERTS with detailed task and resource graphs generated from analysis and measurements of the existing system and/or extracted automatically from existing annotated code. The PERTS analysis and performance prediction tools can be used to identify where changes in software or hardware are likely to cause timing constraints to be violated, and to predict system performance under the variations of the tasks and resources that the designer proposes. Thus, systems that once required significant re-engineering costs to evaluate the timing impact of modifications can be reconfigured more easily. Figure 1 shows the key components of PERTS. Its user interface contains graphical editors with which the user can draw task and resource graphs. From a graph drawn by the user, such an editor first produces a textual description of the graph in the PERTS task/resource graph description language.
User Interface
Alternatively, a user may choose to describe a task or resource graph textually in this simple language.
The textual description, either generated by the graphical editor or written by the user, is compiled into an instance of the C++ class (the internal representation) of the graph; this C++ object is the input to other PERTS tools. During the iterative design and development process, PERTS schedulability analysis tools may suggest chances in job and resource parameters. If the user accepts the suggested changes (and whenever the user independently changes some parameters), the C++ object(s), as well as the corresponding textual description(s) and graph(s), are changed accordingly.
There is also a preprocessor that automatically extracts task graphs from annotated C++ programs.
The preprocessor is based on the one for the RTM (Real-Time Mentat) language [21] . This language is an extended C++; the extensions are interpretated in PERTS as annotations. Some of the annotations allow the user to identify the granules of computation that are to be handled by the operating system as jobs. Other annotations express timing constraints and facilitate the automatic detection of data flow and generation of task graphs. Currently, it is necessary for the user for provide estimations of time and resource requirements of jobs by annotating the corresponding program segments. This type of annotation will not be necessary once timing analysis and measurement tools become available.
Schedulability Analysis
The PERTS schedulability analyzer uses, as much as possible, analytical techniques that are based firmly on scheduling theory. According to an analytical approach, a real-time system is characterized by a model, which provides a framework for analytically determining the schedulability of the system. The validity of the model determines the applicability of the analytical results. When the analytical results are applicable, this approach has an advantage over simulation and testing in terms of reliability and cost. Figure 4 illustrates the difficulty and complexity we are likely to encounter when trying to validate timing constraints by means of simulation. The simple task system in this example contains 4 independent jobs, and the underlying system contains 2 identical processors. The ready times and deadlines are as listed in the table. The execution times of all the jobs are fixed except for job J 2 . Its execution time can be any value in the range (2, 6). The scheduling algorithm used is preemptive and priority-driven. A scheduling algorithm is priority-driven if it does not leave any resource idle intentionally. Such an algorithm can be implemented by assigning priorities to jobs and placing all jobs ready for execution in a queue ordered by their priorities. Whenever a resource is free, it is allocated to the job with the highest priority among all ready jobs. Almost all commonly used event-driven scheduling algorithms, such as FIFO, LIFO, shortest-processing-time-first, earliest-deadline-first, and rate-monotonic algorithms are priority-driven. In this example, the priority order is J 1 , J 2 , J 3 , J 4 with J 1 having the highest priority. A constraint is that jobs are not migratable. In other words, once a job begins execution on a processor, it is constrained to execute on that processor until completion. We want to validate that all deadlines can be met by simulating the system. A naive way is to simulate the system twice: when the execution time of J 2 has the maximum value 6 and when it has the minimum value 2. Recent advances in scheduling theory have made the validation and certification of real-time systems that use certain priority-driven algorithms tractable. In particular, there are now rigorous analytical methods for bounding the worst-case completion times of jobs in systems that are characterized by the periodic-task model [7] [8] [9] [10] [11] [12] [13] [14] [15] . Such systems include most traditional real-time applications. A system designed in the framework of this model contains periodic tasks, each of which is a periodic sequence of identical jobs, and aperiodic tasks, each of which is a stream of randomly arriving jobs whose temporal parameters are identically distributed random variables. Jobs in periodic tasks have hard deadlines; that all their deadlines are met must be validated. Jobs in aperiodic tasks usually have soft deadlines. It is not essential to make sure that every soft deadline is met. However, a short response time is usually a design goal.
In a system built in the framework of the periodic-task model, tasks are statically bound to processors. When the tasks on each processor are scheduled according to a priority-driven algorithm that assigns fixed priorities to tasks (such as the rate-monotonic algorithm [7] ), and are synchronized according to a resource access control protocol that controls priority inversion and prevents deadlocks (such as the priority-ceiling protocol [10] [11] [12] [13] ), there is a set of necessary and sufficient conditions which allows us to determine whether a set of tasks is schedulable. Similarly, a reasonably tight sufficient condition exists based on which we can conclude whether the given set of tasks are schedulable according to the earliest-deadline-first algorithm and the stack-based protocol [14] . These conditions, called schedulability conditions, are summarized in [23] . They constitute the theoretical basis for the basic schedulability analyzer described in Section 4.
We call a test to determine whether all jobs meet their deadlines when scheduled according to a given scheduling algorithm a schedulability test. It is known that the periodic-task model and the schedulability tests based on the model are robust. Even when some of the assumptions of the model are not valid, the conclusions of schedulability tests in the framework of the model often remain correct. For example, if tasks are scheduled according to a fixed-priority-driven algorithm, it is not necessary for jobs in periodic tasks to be released periodically. A schedulability test based on known schedulability conditions assumes that the job being analyzed is released at a worst-case instant (known as a critical instant [7] ). Consequently, jitters that delay the release times of jobs but do not increase the incremental demand for processor time will not invalidate the conclusion that all periodic tasks are schedulable. It is also not necessary for the jobs to execute for exactly their worst-case execution times. Unlike the example in Figure 4 , a schedulable conclusion obtained by using the worst-case execution times of all jobs remains true even when the execution times of some jobs are in fact shorter. There are several reasonably tight schedulability conditions for systems in which jobs are placed in a common queue and scheduled in a priority-driven manner on multiple processors. Future extensions of the schedulability analyzer to handle systems characterized by the complex-job model will be based on these conditions. These conditions will be discribed briefly in Section 5.
Simulation and Timing Tools
Schedulability analysis and simulation are complementary methods for evaluating the timing behavior of a real-time system. There is a trade-off between the two techniques. The PERTS schedulability analyzer provides rigorously derived results on whether timing constraints are met, but requires an analyzable model of the system being studied. On the other hand, the simulator provides conclusions with no guarantees. Rather it relies on the user to find the worst-case configuration of the system; then the simulator can determine whether or not timing constraints are violated. However, the simulator can often deal with a higher fidelity model of the system than the schedulability analyzer. In Deterministic schedulability analysis and simulation both depend on knowing the worst-case and the best-case execution times of each job. Unfortunately, the seemingly basic problem of finding execution times of jobs remains an open research problem. In fact, rather than being mitigated by current research efforts, such as those described in [24] [25] [26] , this problem is becoming more acute. The difficulty is due to the greater emphasis today on incorporating off-the-shelf (OTS) components (such as microprocessors) into systems designs. This practice provides many substantial benefits, but also creates difficulty since virtually all OTS components are designed to provide fast average execution time, at a cost of less determinism in program execution time.
We will port some of the existing timing analysis and measurement tools and use them as a starting point. Determining execution time has traditionally been attacked in two ways: through analyzing the code of a job (e.g., [25, 26] ) and by measuring the actual execution time of a job (e.g. [24] ). The benefit of analyzing the code is that it is possible to determine the path through the job that leads to the longest execution time. The problem still remains to compute the execution time of straight-line code, which is difficult if not impossible to do on complex modern processors. Even under the best circumstances, the need for conservatism in the estimation may cause the worst-case estimate to be unreasonably large. In contrast, measuring a job's execution time accounts for the bottom-line effect of the speedup features of modern processors, but the results are only valid for the particular input given to the job and the particular system configuration under which the job was executed. The PERTS timing analysis tools will combine the two approaches for determing execution time. The execution time of straight-line code will be measured and used as input for the source code analyzer. In addition to determing best-case and worstcase paths, the analyzer will aggressively (but conservatively) try to eliminate paths which could not be part of any execution. The measurement tool will contain a synthetic workload generator that can model different program behaviors and simulate the job mix that will run together with the measured code.
BASIC SCHEDULABILITY ANALYZER
This section describes the functionality of the basic schedulability analyzer and its window-based user interface. This system of tools is implemented in C++ and runs under X-window. (A detailed description of its features can be found in [23] .) Currently, the rate-monotonic (RM) algorithm [7] , deadline-monotonic (DM) algorithm [8] and earlist-deadline-first algorithm [7] are supported. The supported resource access control protocols include the non-preemptive critical section approach (NPC) [9] , the basic priority-inheritance protocol (PI), priority-ceiling protocol (PCP) [10, 13] and the stackbased protocol (SBP) [14] . The priority-ceiling protocol has been extended to handle multiple units of resources. Aperiodic tasks can be scheduled according to a variety of approaches, including pure or persistant polling (PP), deferrable server (DS) and sporadic server (SS).
Again, the overall function of the analyzer is to determine the schedulability of the target task system. This analysis process can be thought of as consisting of two steps: (1) setting up a schedulability-analysis scenario and (2) performing the schedulability analysis and studying the result.
By scenario, we mean a set of elements to be considered in the schedulability analysis. The user sets up the scenario by selecting (and modifying) a task graph and a resource graph and by identifying the algorithm(s) and protocol to be considered. The user may repeat steps (1) and (2) until the task system with the desired timing characteristics is found.
Each part of the interaction between the user and the analyzer is called a dialogue. The three dialogues described below are System Analysis, Node Analysis, and End-to-End Analysis. System
Analysis is the main dialogue. Schedulability analysis of a multiprocessor system begins here. Its objectives are (1) to help the user to assign tasks to nodes and to partition resources among nodes and (2) to show the schedulability results of the complete system. The term node refers to a computer; it is represented by a rooted is-a-part-of tree in the resource graph. During Node Analysis, the analyzer proposes a server for each aperiodic task on the node, displays a short summary of schedulability results on all tasks that are bound to the node, and allows the user to initiate new dialogues. During these dialogues, the user can obtain detailed information about resource contentions and average response times, for example. If the task system is not schedulable, the user can ask the analyzer to propose changes to the job and resource parameters in order to make it schedulable. The End-to-End analysis dialogue provides results on the schedulability of jobs that execute in turn on one or more processors and have end-to-end deadlines.
Node Analysis
The Node Analysis dialogue is a basic part of the other dialogues, and so we describe it first. To simplify our presentation, we describe this dialogue as if there were only one node. We will return in the section on System Analysis to describe the features regarding global resources and remote tasks that are needed for multiprocessor and distributed systems. Figure 5 shows the window used for this dialogue. The upper part of the window displays a short summary of the schedulability results, which includes a pie chart showing the processor utilization of all the periodic and aperiodic tasks whose parameters are listed in the lower part of the window. Also shown is a simple statement: Schedulable or Non-Schedulable, regarding whether the task system is schedulable.
The lower part of the window shows the schedulability of every task by displaying a YES/NO report, in addition to the relevant parameters of the tasks. In the example in Figure 5 , task PT 3 is not schedulable.
The schedulability results are automatically updated whenever the scenario is modified.
More specifically, the lower part of the window displays a detailed description of the current scenario, containing all the information that is taken into account by the analyzer when it analyzes the schedulability of the tasks assigned to the node. In particular, the first of the three lower panels shows the name of the processor, its processing rate, and context-switching overhead. The Resources menu includes an option that initiates a dialogue to describe the resources in terms of their parameters and allows the user to change these parameters, as well as options to view the use relationship between tasks and resources. We will return later in the section on System Analysis to describe these options.
Servers For Aperiodic Tasks
The Aperiodic menu starts a new dialogue which has three options. One option allows the user to modify the mapping of aperiodic tasks to periodic servers. We note that periodic servers are not application tasks; they are not given in the initial task graph. The user must decide which servers handle which aperiodic tasks and what the parameters of the servers are. To help the user in this decision, the analyzer initially creates a sporadic server for each aperiodic task. If the deadline of the aperiodic task is soft, the execution time of the server is set to the average execution time of the aperiodic task. The period of the server is chosen so that the average response time is equal to the mean response time given by the M/M/1 queuing model. Some aperiodic tasks may have hard deadlines. Their deadlines can be guaranteed only when their worst-case execution times and minimum interarrival times are known. The analyzer creates a sporadic server for each aperiodic task with a hard deadline based on these worst-case values, following the rules described in [23] .
This initial mapping is summarized by the window shown in Figure 6 . The window has three panels. The first panel contains a description of the periodic servers. This panel is the same as the one displayed in the window shown in Figure 5 identifying the aperiodic tasks served by the server, specifying the server parameters, and specifying the experiment parameters. In the example of Figure 7 (a), the user wants to determine the average response time of jobs of the keyboard and display tasks. These two aperiodic tasks are mapped to the server PS 2 whose size is 30% (that is, its utilization is 0.3). In particular, the user wants to vary the period from 5 to 10 in steps of length 0.1 while holding the size fixed at 30. Alternatively, the period of the server can be kept fixed while its execution time varies.
In addition, the user can choose one of three levels of simulation complexity. In the example of Figure 7 (a), the simplest simulation experiment (simple) is selected. This means that the server will be simulated by itself; the effect of other tasks in the system will be ignored. Another choice is the intermediate level. In this case, the server will be simulated together with higher-priority tasks, lowerpriority tasks will be ignored. If the complex level is selected, the complete system will be simulated, taking into account the effects of resource contention, synchronization, and other overhead. Different levels of complexity can be effective at different stages in the design of the system. A less accurate estimation based on a simple simulation is more appropriate at an early stage when many parameters are not yet firmly set. A more accurate estimation, based on a complex simulation, will serve as a final verification of the appropriateness of the chosen parameters.
The analyzer provides the capability to visualize the results of simulation experiments in both tabular and graphical forms. Figure 7(b) shows an example window that displays graphically the average response time for different values of the server's period (or execution time). After viewing the results, the user may wish to set the server's parameters to those used in the experiment. The Set button is for this purpose. In this example, the period (or execution time) can take any value in a range; the user must specify which value should be used when the Set button is selected. In order to provide this functionality, the graph panel has a cursor that the user can move along the x-axis. The current value is pointed to by the cursor and shown at the top right corner of the panel. In Figure 7(b) , the cursor indicates a value of 10 for the period. If the user selects the Set button, the server's period will be set to the new value of 10, and the server's new execution time will be 3.
Detailed Schedulability Analysis
The Node menus offer options that start new dialogues to further analyze the summary schedulability results exemplified by Figure 5 . Specifically, the three dialogues for this purpose are Time Demand, Blocking and Schedule. Again, we will postpone the description of Blocking and describe it together with the System Analysis dialogue.
In the Time Demand dialogue, the analyzer presents the schedulability results graphically to help the user gain insight about why the task system is schedulable or not schedulable, how much slack time the tasks have, etc. One graph is shown by the Processor Utilization Bound option. In this case, schedulability information for each individual task is displayed using a bar diagram as shown in Figure   8 (a). In this example, the diagram graphically shows the well-known sufficient condition given by the worst-case schedulability bound
Here, we index the tasks so that p 1 ≤ p 2 . . . ≤ p n . τ j + denotes the worst-case execution time c j + of the task T j plus either 4 or 2 times the context-switching time depending on whether PCP or SBP is used. β i is the worst-case blocking time potentially suffered by any job in the displayed task T i due to resource contention or non-preemptive execution of lower-priority tasks. If a task T i satisfies this condition, it is surely schedulable by the rate-monotonic algorithm and PCP or SBP [7, [12] [13] [14] 23] . The height of the bar represents the value of the lefthand side of the inequality. The value of the righthand side is represented by the dashed horizontal line; the displayed value is for i equals to 3. (If the earliest-deadline-first algorithm were used together with SBP [14] , the righthand side of the inequality would be 1.) If the bar does not exceed this line, the task T i is surely schedulable. The bar itself is divided into three parts which correspond to the three factors that affect the schedulability of T i : the total utilization of tasks with equal or higher priorities than T i , the utilization of T i , and the worst-case blocking time of T i . This division gives the user a better understanding of the potential reasons why T i is schedulable or unschedulable. In the example of Figure 8 (a), the displayed task is PT 3, and the contributions of the three parts are 63%, 10% and 15%, respectively.
When a fixed-priority scheduling algorithm is used with a resource access control protocol that effectively controls priority-inversion, there is a more accurate test based on known necessary and sufficient conditions for tasks to be schedulable [12] [13] 23] . Generally speaking, we can state such a condition in term of the worst-case cumulative demand W i (t ) for processor time in the interval between the release time of a job in the displayed task T i and the time t units after its release. The demand function W i (t ) is given by
Again, this demand has three parts: the processor time demanded by all tasks with priorities equal or higher than T i , the time demand of T i itself, and the worst-case blocking time suffered by each job in T i .
The job released at time 0 completes at time t when W i (t ) = t . Consequently, whenever W i (t ) ≤ t for some t smaller than the task's relative deadline, all jobs in T i are schedulable. In the Processor Time Demand dialogue, this condition is displayed graphically. A way to determine the schedulability of a task system is by simulation. A direct analysis of the schedules produced by a scheduling algorithm is an alternative to the analytical approaches to assessing a system's schedulability. As discussed in Section 3, the prediction based on a direct analysis of schedules generated by simulation may be incorrect. Even with this serious drawback, schedules produced by simulation can play an important role by complementing the information provided by analytical methods.
For this reason, the PERTS schedulability analyzer also supports the Schedules dialogue. In this dialogue, the worst-case execution-time schedule of the scenario is generated, displayed and analyzed.
The schedule displayed by default is the one where all the tasks are in phase. However, the tool also allows the generation and display of schedules based on the actual phases of the tasks and different values of execution times between the worst-case and best-case values. This option helps the user to understand the timing behavior of the system. Figure 8(d) shows the layout of the window used for this dialogue.
The complete schedule, which is the timeline at the bottom of the window, is typically too crowded. To overcome this problem, the analyzer provides the user with the capability of selecting tasks and/or resources to be displayed on separate timelines. Figure 8(d) shows an example where the timeline of a task PT 1 and two resources R 1 and R 2 have been selected. The timeline of a task shows the time intervals during which the task is executing and highlights the interval in which the task is using some resource(s). The timeline of a resource shows the time intervals in which the resource is being used and by which task. The toggle buttons labeled with the identifiers of tasks and resources, displayed in two separate panels at the right of the window, are used to select the timelines of the tasks and resources.
Action Menus
The options in the Action menus of different dialogues act on the currently selected element of the current scenario. By using the button labeled with the name of the element, the user may select either the processor, or any of the periodic tasks or periodic servers, or any of the resources. The available options depend on the type of element selected. For all types of elements, Edit initiates an editing dialogue.
During an editing dialogue, the user may modify any parameter of the selected element. An editing dialogue is ended by selecting the Done or Cancel button. The former updates the parameters using the values provided in the dialogue, while the Cancel button retains the previous values.
When the selected element is a periodic or aperiodic task, the Action menu provides the options to initiate one or more of the detailed schedulability analysis dialogues that were described earlier. If the selected element is a periodic task, De-assign is an option with which the user can break the binding of the task to the current node. The task is then removed from the periodic task panel.
The Enable/Disable dialogue allows the user to selectively enable or disable each task and resource in order to change the configuration of the system being analyzed. The enabled tasks will be included in the current schedulability scenario, and disabled tasks will not. The tasks not included are simply ignored by the analyzer for schedulability analysis purposes. Similarly, a disabled resource will not be considered in the schedulability analysis. When performing the analysis the analyzer will simply assume that there is a sufficient number of units of this resource and every task uses its own dedicate unit(s). On the other hand, the resource being enabled means that the effect of resource conflicts over it should be considered.
For example, this capability is provided in the window shown in Figure 5 
Analysis of Multiprocessor Systems
The PERTS schedulability analyzer supports two different and complementary models of multiprocessor systems: the multiprocessor model described in [10] and the end-to-end scheduling model described in [27] . In the multiprocessor model, the node on which a resource resides is called its manager. A resource is global if it is required and accessed by tasks assigned to nodes different from its manager; it is local if it is only required by tasks assigned to its manager. There is a server associated with each global resource. When a job is allocated a global resource, the associated server executes on the job's behalf on the manager of the resource, and the job waits until the server completes before continuing execution on its local node. While it waits, the processor may be used by lower-priority tasks.
When the priority-ceiling protocol is used to control access to local and global resources, the single-node schedulability conditions generalize in a natural way to the multiprocessor case. These generalized schedulability conditions are the theoretical basis of the System Analysis dialogue.
In the end-to-end scheduling model, a job that requires a global resource is logically divided into subjobs. A server executing on behalf of the job when the job is allocated the associated global resource is viewed as a subjob of the job; this subjob requires the processor on the manager of the resource. A time-critical job has an end-to-end release time and deadline. The release time of the first subjob of a job is the job's release time, and the deadline of the last subjob in the job is the job's deadline. The release times and deadlines of the intermediate subjobs are often not given. A periodic or aperiodic task containing such jobs is logically divided into subtasks containing subjobs that execute in turn. No distinction is made between local and global resources. PCP and SBP can also be generalized and used to control access to resources in a tightly-coupled environment where global priority and resource usage information is available. The End-To-End Analysis dialogue is used to determine whether the end-to-end deadlines can be met. Figure 9 shows the window used for the System Analysis dialogue. Again, this is the main dialogue and hence this window is also the session window of the analyzer. The window shows a description of the system configuration by displaying an icon for every node that is part of the system. Each icon provides the following information: identifier of the node it represents, schedulability status of the node and the total utilization of all tasks assigned to the node. The window also displays a Schedulable or Non-Schedulable statement regarding whether the complete system is schedulable. The system is schedulable if all the nodes are schedulable, and it is unschedulable otherwise. In this way, the dialogue provides the user with a short summary of the schedulability status of the system.
System Analysis
The analyzer also provides information about the tasks and resources not assigned to any node.
This information is displayed on the right side of the window. In the example of Figure 9 , tasks PT 5, PT 6 and the resource R 5 are not assigned to any node. The interface uses a drag and drop technique to allow the user to assign tasks and resources to nodes. The user can drag any task (resource) from the list displayed on the right, and drop it on any of the icons representing nodes. The task (resource) is removed from the panel and assigned to the node. The dialogue also supports automatic task assignment. The
Bind option provided in the System menu allows the user to select one of the available strategies, which currently include the heuristic and enumerative algorithms described in [28] . The cost/benefit criteria used by these algorithms, as well as most other existing algorithms, are appropriate for the end-to-end scheduling model but are not ideal for the multiprocessor model. We are developing more realistic performance criteria and algorithms that attempt to find good assignments according to the new criteria.
The buttons at the top left of the System Analysis window activate pull-down menus when selected.
For example, the Dialogue menu includes the options to save the session status, to update the system description with any new modifications since the last save, and to end the session with or without updating the system description. The options in the Node menu act on a previously selected node. The user may select a node by selecting its corresponding icon. An option in this menu called Assigned opens a display window showing a list of tasks and resources assigned to the node. The user can select any of the elements in this list, and by using the drag and drop technique described earlier, assign the element to a different node, or de-assign it by dropping it in the area where the tasks and resources not assigned to any node are displayed. The user may also initiate a Node Analysis dialogue as described earlier by choosing the Expand option.
When the system contains more than one processor, the Resource menu provided in the Node Analysis window provides options with which the user can initiate dialogues to view and modify the use relationship between tasks executing on any node and local resources, or global resources, or both local and global resources. Figure 10 shows the window used to display the information on resources. The Blocking [10] . The selection of one of the factors initiates a dialogue that helps the user to understand how much time this factor contributes to the total worst-case blocking time of the selected task.
For example, Figure 11 (a) shows the window used to display the global blocking set of the task whose worst-case blocking time is being analyzed; in this example it is PT 3. The upper panel uses a table format to display the blocking set of this task. For every element in the blocking set, the table displays the name and location of the task causing the potential blocking, the blocking time, and the name For every task in the remote blocking set, the table provides the task name, how many jobs of the task become ready in one period of task PT 3, the total duration of all global critical sections of the task, and the total amount it contributes to the remote blocking of PT 3.
End-to-End Analysis
Both Node-Analysis and System-Analysis dialogues offer a node-oriented view of the system under consideration. The user looks primarily at nodes and sees the tasks that are assigned to them. In contrast, a task-oriented view provides the user with a picture of the tasks in the system, together with the information about the node to which each task is assigned. In some cases a task-oriented view of the system is required. This is especially true in the analysis of multiprocessor and distributed systems in which tasks execute in turn on different nodes. In PERTS the task-oriented view of the system is provided in the End-to-End Analysis dialogue. In this dialogue the user is shown the task graph of the system, where each task is tagged with the name of the node to which it is assigned. In the periodic-task model, each connected component in the task graph is interpreted as a periodic or aperiodic task with the tasks in the component being its subtasks.
Figure 12(a) shows the window used in the End-to-End Analysis dialogue. For example, the connected component containing PT 11, PT 12, and PT 13 represents a periodic task PT 1, each of whose jobs executes first on processor P 1, then on P 2, then on P 3. Similarly, the component containing PT 21, PT 22, and PT 23 represents a task PT 2 that executes on processor P 1, then accesses a remote resource on P 2, then continues executing on P 1. On the left side of the window is a list of nodes in the system.
The user can view and edit node-specific information by selecting a node and then a Node menu item.
Selecting a subtask in the task graph on the right side of the window allows the user to either view or edit the task containing the selected subtask or the node to which the selected subtask is assigned. Figure 12(b) shows the window used in this dialogue. In this example, the selected task is PT 1 with subtasks PT 11, PT 12, and PT 13. This window displays a compound time demand graph which is a concatenation of the time demand graphs for subtasks PT 11, PT 12, and PT 13, on nodes P 1, P 2, and P 3, respectively. In this example, the given relative end-to-end deadline of the task is 35. We see that this task is schedulable. Furthermore, we can choose the relative deadlines of the PT 11, PT 12, and PT 13 to be 7, 19 and 6, respectively, allowing each job in the task to complete 32 units of time after it is released.
FUTURE WORK
We are implementing the components of PERTS incrementally in the C++ programming language.
Again, the editors needed to enter task and resource graphs and the basic schedulability analyzer have been implemented and run under the X-window system using Motif widgets, as are many software modules for scheduling and resource management purposes. We are now designing the PERTS simulation environment. The PERTS simulation tool will rely on the reference model described in Section 2 to provide a structural framework in which simulators of specific systems can be assembled from building blocks.
We also have been evaluating different approaches and methods for automatic extraction of information on processing time and resource usage of software modules written in annotated C++.
Generation of synthetic workloads for simulation and measurement purposes will need program locality and footprint models. We want to begin our effort to build a suitable workload generator by collecting existing synthetic and trace-driven models, studying them, and developing additional ones if needed. Our effort will be focused on developing an interference model, based on existing ones, to account for the effect of the environment in which a program is run on its execution time.
We are developing additional rigorous conditions needed to predict the schedulability of systems that do not conveniently fit in the framework of the periodic-task model. Future enhancement of the schedulability analyzer to predict the timing properties of general systems will be built on these conditions. Some usable theoretical results do exist. For example, a well-known result is the worst-case bound of 2 − 1/m on the response time of a set of jobs with identical release times when the jobs are dynamically scheduled on m processors [22] . This bound can be used as a sufficient schedulability condition in a way analogous to the worst-case schedulable bounds based on the periodic-task model.
Unfortunately, when the processors in the system are heterogeneous and when there are many resources, the general worst-case bounds found in literature, such as the ones given in [29, 30] , are too poor to be of practical use for bounding worst-case and best-case response times in systems with specific configurations and scheduling algorithms.
One way to obtain more accurate predictions of the response times of dynamically scheduled jobs is to use the linear-programming method proposed in [30] . Given a system configuration and a prioritydriven algorithm, bounds on the worst-case response time of each job can be obtained by solving a linear programming problem. This method is often powerful enough to yield tight bounds for complex systems, but is difficulty to automate. We plan to support this method by building a tool that will help the user to formulate of the linear programming problem, for example by suggesting linear constraints and cost functions. Recently, we have made progress in finding the conditions under which the execution of a job is predictable in the following sense. Let S (J ) (or F (J )) be the start time (or finishing time) of the job J in any schedule generated by the algorithm to be analyzed. Let S + (J ) (or F + (J )) and S − (J ) (or F − (J )) be the start times (or finishing times) of J when the execution times of J and all jobs with equal or higherpriorities have their longest and shortest values, respectively. The start (or finishing) time of the job J is predictable for the given scheduling algorithm if
. We say that the execution of J is predictable if both its start time and finishing time are predictable. An obvious example of when the executions of all jobs are predictable is when the jobs are independent, preemptable and migratable. When independent jobs are preemptable but not migratable, the execution of a job is predictable if it and all jobs with equal and higher-priorities are scheduled in the FIFO order. There are many less obvious examples. These results, as well as algorithms for more tightly bounding the worstcase response times, are described in a paper currently in preparation.
APPENDIX
This appendix describes three workload models that are supported by PERTS. They are the periodic-task model, the complex-job model and the imprecise-computation model
Periodic-Task Model
Many real-time applications, such as control-law computations and sensor data transmissions, can be characterized by the periodic-task model [7] . In this model, such computations and data transmissions are periodic tasks, and the task system T contains n periodic tasks. Each task T i is a periodic sequence of identical jobs. A job is released at the beginning of every period and its deadline is some time instant at or before the end of the period. We use p i to denote the period of the task T i . The execution time c i + of T i is the maximum amount of processor time required to complete any job in T i . The phase of the task is the release time of the first job in it. The utilization, u i , of T i is equal to the ratio c i + /p i ; it is the fraction of processor time the jobs in T i require. The total utilization U is the sum of u i over all tasks.
In addition to periodic tasks, there may also be tasks that are aperiodic. An aperiodic task is a stream of aperiodic jobs that are released and ready for execution sporadically. The jobs are considered to be a part of a single task because they have the same statistical parameters: the same interarrival-time and execution-time distributions and the same response-time requirements. Aperiodic jobs model computations and communications that must be carried out in response to unexpected events, such as fault recovery, mode changes, and operator commands. Aperiodic jobs often have soft deadlines; it is not necessary to meet these deadlines at all time. When jobs in an aperiodic task have hard deadlines, their minimum interarrival time and worst-case execution time are assumed to be known a priori.
Complex-Job Model
Another commonly used workload model is the classical deterministic model. In this model, jobs may be dependent; data and control dependencies between jobs impose constraints on the order in which jobs are executed. A precedence relation < over T specifies the constraints on execution order. J i is a We note that the periodic-task model is a special case of this classical model. Some periodic tasks can be modeled as infinite chains of jobs. Such a chain is shown at the top of Figure A , which represents a periodic task whose phase is 2 and whose period is 3. Below the chain is another periodic task with the same phase and period. However, there is no precedence constraint between jobs in this task. Therefore, in a valid (although not feasible ) schedule, a later job in this periodic task may execute before an earlier job completes. [16] , conditional blocks [17] , and temporal-distance constraints [18] .
In the classical model, a job with more than one immediate predecessor must wait until all its immediate predecessors have completed before its execution can begin. We call such jobs AND jobs.
They are represented by unfilled circles in Figure A . In some applications, a job may begin execution after one (or more) of its immediate predecessors has been completed. Such a job is called an OR job.
Examples of OR jobs are the two square nodes in the bottom graph of Figure A . The one labeled 2/3 can begin execution as soon as 2 of its 3 immediate predecessors complete. In a triple-redundant module, the voter can be modeled as a 2/3 OR job; it and its successors can proceed as soon as two out of its three replicated immediate predecessors complete. Similarly, we can model a two-version computation as the two immediate predecessors of a 1/2 OR job; only one version needs to be completed before the OR job can begin execution.
In the classical model, all the immediate successors of a job must be executed; an outgoing edge from every node expresses an AND constraint. This model cannot conveniently characterize conditional executions of jobs. In the complex-job model, some outgoing edges express OR constraints. Only one of the immediate successors of a job whose outgoing edges express OR constraints is to be executed. Such a job is represented in the task graph by a branch node. In a meaningful task graph, there is a join node associated with each branch node. The subgraph that begins from a branch node and ends at the associated join node is called a conditional block. A subgraph whose source node is an immediate successor of a branch node and whose sink node is an immediate predecessor of the corresponding join node is called a conditional branch. Here, by a source (or sink) node of a subgraph, we mean a node that has no predecessor (or successor) in the subgraph. Only one conditional branch in each conditional block is to be executed. An example is shown in Figure A where the conditional block has two conditional branches. Either the upper conditional branch, containing a chain of jobs, or the lower conditional branch, containing only one job, is to be executed.
Jobs may have temporal distance constraints instead of or in addition to deadlines. As an example, let f denote the finishing time of the immediate predecessor of a job J i . If the temporal distance between J i and this predecessor is (δ i − , δ i + ), then J i is required to complete no earlier than f + δ i − and no later than f + δ i − in the schedule. δ i − and δ i + are its minimum and maximum distance constraints,
respectively. An example of jobs with such temporal distance constraints can be found in scheduling acknowledgement transmissions; an acknowledgement of a message must be delivered within a given timeout period after the transmission of the message. In this case, the acknowledgement transmission job does not have a deadline, but has a maximum temporal distance.
Imprecise-Computation Model
A system that supports imprecise computations [3, 4] attempts to produce usable approximate results when an overload or failure prevents an exact result from being produced in time. 
