I. INTRODUCTION
All published DNS studies of turbulent flows laden with particles adopt the Lagrangian-Eulerian approach. In this approach the carrier flow velocity field is obtained by solving the Navier-Stokes and continuity equations at fixed mesh points, whereas the trajectories of the dispersed particles are computed by solving the Lagrangian equation of particle motion. 1, 2 Employing this method to simulate turbulent flows with two-way coupling between the particles and the carrier flow is limited at present and in the foreseeable future by the memory and speed of available supercomputers ͑including the latest parallel supercomputers͒. For example, for spherical particles with 50 diameter and occupying a volume fraction ϭ10 Ϫ3 , we need about 10 5 particles per cm 3 , or millions of particles in a typical volume for a practical application. This fact together with computer limitations forces all DNS of particle-laden turbulent flows ͑with two-way coupling͒ to compute the trajectories of only a fraction of the actual number of particles. The accuracy of DNS results is directly proportional to the magnitude of this fraction, being highest when the fraction equals unity. 2 The alternative approach for predicting particle-laden flows is known as the ''two-fluid,'' or ''Eulerian-Eulerian,'' approach, 3 and has been employed only with the Reynoldsaveraged equations of motion, not with DNS. In this approach, the governing equations are obtained by volume averaging the equations of motion of both phases ͑the carrier flow and particles͒ based on the assumption that the dispersed particles behave as a ''continuum'' under certain conditions. In predicting practical dispersed two-phase flows using the two-fluid approach, time averaging is performed on the volume-averaged equations of motion, thus resulting in the closure problem, where second-and higher-order correlations of both phases need to be modeled.
The objective of this paper is to describe how DNS can be performed using the two-fluid approach for bubble-laden homogeneous isotropic turbulence without forcing ͑i.e., decaying turbulence͒.
It is important to point out that in employing the twofluid approach a difficulty may arise due to the phenomenon of preferential accumulation of the dispersed particles. It is well known 4 that solid particles, due to their inertia, tend to accumulate in the low-enstrophy regions of the flow, whereas gaseous bubbles in a liquid flow tend to accumulate in high-enstrophy regions, generally associated with the centers of vortices. Preferential accumulation in homogeneous turbulence is most pronounced for particles with response times of the order of the Kolmogorov time scale k . 5 This segregation creates regions devoid of particles neighboring regions of high particle concentration. Therefore, performing DNS using the two-fluid approach may generate large concentration gradients causing numerical resolution and stability problems, thus restricting the implementation of that approach.
In this paper we show that the two-fluid approach is applicable to bubbles with diameter smaller than the Kolmogorov length scale, and accordingly their response time is much smaller than the Kolmogorov time scale. Thus, the effects of preferential accumulation of bubbles in the highenstrophy regions of the carrier flow become less pronounced, so that DNS with the two-fluid approach can be successfully used.
Turbulent liquid flows laden with gaseous bubbles whose diameter is smaller than the Kolmogorov length scale exist in nature ͑bubbles in the wakes of ships in the ocean͒ and in chemical processing industries. A recent laboratory experiment by Rightley ͑1995͒ 6,7 provides an example of such flows. In that experiment, a turbulent bubble-laden mixing layer was created, with momentum thickness 5 mmр␦р40 mm and fluid rms velocity 0.03 m/sрu rms р0.05 m/s. Microbubbles were generated with free-stream volume fraction ␣ϭ1.5ϫ10
Ϫ5 and diameters in the range 20 m рd b р100 m, which are smaller than the Kolmogorov length scale, , estimated as Ӎ400 m ͑for liquid water viscosity ϭ10 Ϫ6 m 2 /s͒. The paper is organized as follows. In Sec. II the governing equations of motion of the bubble-laden flow and the numerical method are described. The results for the bubbleladen Taylor-Green vortex and isotropic decaying turbulence with one-way coupling are presented in Sec. III. The effects of the two-way coupling on isotropic turbulence are discussed in Sec. IV. Concluding remarks are presented in Sec. V.
II. GOVERNING EQUATIONS AND NUMERICAL METHOD

A. Equations of motion for the bubble-laden flow
We consider spherical bubbles with diameter d much smaller than the characteristic length scale of the flow, L f , and average the equations of motion of the fluid and bubble over a length scale scale that is much smaller than L f but much larger than the bubble diameter, dӶӶL f . Thus the bubble phase can be treated as a continuum characterized by the velocity V i ͑r,t͒ and concentration ͑or volume fraction͒ C(r,t)ϭd 3 n(r,t)/6, where n(r,t) is the bubble number density.
We assume that the density of the gas and, consequently, the mass of the bubble are negligible compared to those of the surrounding fluid, f ӷ b ϭ0. Taking into account the effect of the bubbles on the fluid flow in a unit volume of the mixture and neglecting the interactions between the bubbles, we write the following equations for the bubble-laden flow: 8, 9 ͑a͒ the fluid momentum equation,
͑b͒ the fluid continuity equation,
͑c͒ the bubble-phase momentum equation,
͑d͒ the bubble-phase continuity equation,
In the above equations, U i is the fluid velocity, V i is the velocity of the bubble phase, i j is the viscous stress tensor, i j ϭ(‫ץ‬ j U i ϩ‫ץ‬ i U j ), the Lagrangian derivatives D/Dtϭ‫ץ/ץ‬tϩU j ‫ץ‬ j and d/dtϭ‫ץ/ץ‬tϩV j ‫ץ‬ j are taken along the trajectories of the fluid point and bubble, respectively, and g is the projection of the gravity acceleration on the z axis, g i ϭϪg␦ iz . Here F i d denotes the force acting on the bubble due to the pressure and viscous stresses caused by the disturbance flow U d , owing to the boundary conditions at the bubble surface. The details of the derivation of Eqs. ͑3͒-͑4͒ are given in the Appendix.
Since we assume that the bubble mass is negligible, the sum of the forces acting on the bubble must vanish, and thus the equation of the bubble motion becomes
where F i 0 , the force exerted on the bubble by the undisturbed fluid flow U 0 , is obtained by integrating both the pressure and viscous stresses of the undisturbed flow over the bubble surface. For small spherical bubbles with diameter much smaller than the flow length scale,
and with Weber number less than unity, F i 0 is given by
where P 0 and i j 0 are the undisturbed pressure and viscous stresses fields, respectively ͑cf. the Appendix͒.
The prescription of the boundary conditions at the surface of a spherical bubble depends mainly on the properties of the surrounding liquid and the bubble Reynolds number. Available experimental data [10] [11] [12] [13] for a bubble rising in a stagnant nonpurified liquid water with Reynolds number less than unity show that the drag force on the bubble, D, is described by the Stokes law, Dϭ3d b f W ͑where W is the bubble terminal velocity͒, rather than by the HadamardRybczynski formula, Dϭ2d b f W. The reason is that in a nonpurified water, the gas-liquid interface is ''solidified,'' owing to the presence of impurities. Thus, the boundary condition at the bubble surface is effectively equivalent to that for a solid sphere rather than the free-stress condition needed for the Hadamard-Rybczynski formula. 11 Thus, for bubbles with Reynolds number less than unity,
the force due to the disturbance flow, F d , can be calculated from the solution of the corresponding unsteady Stokes problem in the form
͑9͒
The first and second terms in ͑9͒ correspond to the Stokes drag and added-mass forces, respectively. In the considered case of a small bubble, the Basset and lift forces can be neglected. The recent theoretical studies 14, 15 show that the influence of the Basset force is negligible due to the enhanced temporal decay of the integral kernel. Also, the experimental measurements by Sridhar and Katz 16 for bubbles with diameters 500 mϽd b Ͻ800 m show that the effect of the Basset force is negligible compared to that of the drag and lift forces. In addition, Maxey and Riley 17 show analytically that the lift force on a microparticle is negligible. Therefore, we neglected the Basset and lift forces in the case of microbubbles.
We obtain from Eq. ͑5͒ an equivalent expression for the disturbance force:
where F i 0 is given by ͑7͒. Therefore, the equation of the bubble motion ͑5͒ can be rewritten in the form
where the bubble response time b and terminal velocity W are defined as
and
Wϭ2 b g. ͑13͒
In Eqs. ͑1͒-͑4͒, ͑11͒, and the following discussion we omit the superscript ''0'' in the notation for the undisturbed flow U 0 .
We assume that the bubble concentration, C, is small enough ͑i.e., Cр10 Ϫ3 ), and thus neglect its contribution to the fluid inertia and continuity, i.e., we retain C only in the buoyancy term in the momentum equation of the carrier flow ͑1͒. This is analogous to the Boussinesq approximation in a stratified fluid with effective density (1ϪC) f .
Substituting the expression for the disturbance force obtained from Eqs. ͑10͒ and ͑7͒ into the equation for the fluid momentum ͑1͒, and using ͑11͒, we write equations of the conservation of the fluid and bubble phase momentum and mass in the form 18 
DU
Using the analogy between the bubbly flow and a stratified flow with density (1ϪC) f , we remove the modified hydrostatic part in the pressure field in Eq. ͑14͒,
where ͗C͘ is the ensemble-averaged bubble concentration.
In the following discussion, we evaluate ͗C͘ as an average over a horizontal ͑z͒ plane.
B. Numerical method
The momentum conservation and continuity equations ͑14͒-͑17͒ for both phases are solved in a cubical domain with periodic boundary conditions. The equations are discretized in an Eulerian framework using a second-order finite-difference technique on a staggered grid containing 96 3 points equispaced within unit length in each of three coordinate directions (x,y,z). The Adams-Bashforth scheme is used to integrate the equations in time. Pressure is obtained by solving the Poisson equation using Fast Fourier Transform. More details about the numerical method and its accuracy are discussed by Elghobashi and Truesdell, 19 Gerz et al., 20 and Schumann. 21 We perform the DNS for two different flows: the Taylor-Green ͑TG͒ vortex and the decaying isotropic turbulence. The TG flow field is discussed in detail in Sec. III. In the case of decaying turbulence, we use an initialization algorithm to generate a divergence-free random fluid velocity field with a prescribed energy spectrum E(k) and spectral cross-correlations matrix R i j (k) of the velocity and scalar concentration, satisfying the realizability constraints. 21 The initial energy spectrum is prescribed by
where u 0 is the dimensionless rms velocity, kϭ1, . . . ,N g /2 is the wave number for the given grid resolution (N g ϭ96), and k p is the wave number of peak energy. The wave number is normalized by the lowest nonzero wave number k min ϭ2.
The dimensionless kinematic viscosity is calculated from the prescribed initial microscale Reynolds number Re 0 and the computed initial dissipation ⑀(0).
III. RESULTS
In this section we present the DNS results for bubble dispersion in a TG vortex with one-way coupling and isotropic decaying turbulence with both one-way and two-way coupling.
A. Dispersion of bubbles in a Taylor-Green vortex
Here we study the dispersion of small spherical bubbles in a Taylor-Green vortex flow with one-way coupling. The main objective of this test case is to examine the effects of the preferential accumulation of bubbles in this flow on the performance of the numerical method with the two-fluid approach.
This flow represents an exact two-dimensional timedependent solution of the Navier-Stokes equations 22 with velocity components (U x ,U y , 0). The corresponding instantaneous, local streamfunction can be written as
where 0 is the initial vorticity maximum, k x and k y are the wave numbers in x and y directions, and k 2 ϭk x 2 ϩk y 2 . The flow vorticity, , and pressure, P, are
͑22͒
The fluid velocity components are
We assume that the gravitational acceleration is normal to the flow plane ͑x,y͒, so that it does not affect the bubble dynamics on that plane. The computations are performed for a flow Reynolds number Reϭ1/ϭ5000 and an initially uniform concentration ͑volume fraction͒ of bubbles with response time b ϭ0.25. We set the parameters k x ϭk y ϭ2 and 0 ϭ1. The initial fluid velocity and pressure are prescribed by Eqs. ͑22͒, ͑23͒, and ͑24͒ at tϭ0. The initial horizontal velocity components V x and V y of the bubble are set equal to zero,
The initial bubble concentration is a uniform constant, C 0 ϭ␣ 0 , where the reference bubble volume fraction ␣ 0 is assumed to be sufficiently small to neglect the influence of the bubble on the carrier flow ͑i.e., only one-way coupling is considered͒.
The direct simulation is performed with a mesh of (96) 3 points and continued for dimensionless time 0рtр14. Although the TG-vortex flow studied here is essentially two dimensional, the numerical method uses a three-dimensional ͑3D͒ algorithm, and the flow is homogeneous in the z direction. Figure 1 shows the contours of the enstrophy, 2 , and bubble concentration, C ͑in the gray scale͒ in the ͑x,y͒ plane at zϭ0.5 and time tϭ12. The figure shows that the bubbles accumulate, and sharp peaks of the concentration are formed at the vortex centers located at points ͑xϭ0, yϭ0͒ and ͑xϭ0.5, yϭ0.5͒, corresponding to the local maxima of the enstrophy.
In order to quantify the accumulation effects and the correlation between the flow enstrophy and bubble concentration, we calculate the average concentration and its variance conditioned on the magnitude of enstrophy, ͗C͘ and ͗CЈ 2 ͘ , defined as
where N( 2 ) is the number of grid points where the enstrophy value lies within the range ͓ 2 , 2 ϩ⌬ 2 ͔, where ⌬ 2 ϭ0.025. Figure 2 shows the dependence of ͗C͘ and ͗CЈ 2 ͘ on the enstrophy of the flow displayed in Fig. 1 
where D/Dtϭ‫ץ‬ t ϩU x ‫ץ‬ x ϩU y ‫ץ‬ y and 0 2 b 2 ϭ1/16Ӷ1. The dynamics of the bubble concentration is then described by the equation
In the vicinity of the vortex center (x e ϭ0, y e ϭ0), corresponding to the elliptic stagnation point, the fluid velocity field corresponds to that of a decaying ''solid'' vortex, and the velocity components in the x and y directions are
for ͉x͉Ӷ1, ͉y͉Ӷ1. Thus, the solution ͑28͒ for the bubble velocity can be recast as
The first terms in Eqs. ͑32͒ are the fluid velocity components, U x,y e , associated with the solid vortex rotation and thus contribute to the corresponding rotation of the bubble. The second terms represent the first-order correction caused by the inertia of the bubble, owing to the added mass, and describe the radial drift of the bubble toward the vortex center. This drift is caused by the pressure gradient force, directed toward the vortex center, which, for a bubble, is not balanced by the centrifugal force. Now, the solution for the maximum bubble concentration, i.e., at the vortex center, C m , for an initially uniform C 0 is obtained using ͑29͒ and ͑32͒ in the form Figure 3 compares the time evolution of the maximum bubble concentration, i.e., at the vortex center, normalized by the initial concentration C 0 , obtained from the analytical solution ͑33͒ ͑dotted line͒ with that of DNS ͑solid line͒ at ͑xϭ0.5, yϭ0.5͒. The agreement is excellent up to tϭ8, after which a small difference occurs due to the continuous growth of the concentration gradient.
The figure also shows the time dependence of the maximum modulus of the concentration gradient ͑a dashed curve͒. The computations are performed until time tϭ14, when ٌ͉C͉ m /C 0 Ӎ200. It should be noted that this time is equivalent to nearly 14 times the eddy turnover time of the flow considered. Continuation of the simulation beyond this time results in numerical instabilities due to the development of large concentration gradients.
In order to estimate a critical value of the local concentration gradient we consider the following condition for the smoothness of the bubble concentration field:
where ⌬x is the grid cell size (⌬xϭ1/N g ) and C is a local concentration. Then the critical gradient ٌ͉C͉ cr is given by In our DNS at tϭ14 we find the critical value of the concentration gradient ٌ͉C͉ num /C 0 ϳO(10 2 ) ͑cf. Fig. 3͒ which is of the order of ⌬x Ϫ1 for the given grid resolution (N g ϭ96). Note that in spite of the large value of the concentration gradient for times 5ϽtϽ14, there is a good agreement between the analytical solution for the maximum concentration ͑33͒ and the numerical results ͑Fig. 3͒, indicating that numerical diffusion effects remain negligible.
Therefore, the results of this test case show that it is possible to use the two-fluid approach for the flow conditions, where the effects of preferential accumulation are resolved appropriately.
Note that in the considered test case, the bubble response time ( b ϭ0.25) is of the order of the flow time scale ( f ϭ1), and the effects of bubble accumulation are pronounced. In the next section we study the dispersion of bubbles in a decaying isotropic turbulence, assuming that the bubble diameter is much smaller than the Kolmogorov length scale. In this case, the bubble response time is much smaller than the Kolmogorov time scale, and the effects of the preferential accumulation are not pronounced. The initial bubble velocity and concentration are prescribed as
B. Dispersion of bubbles in isotropic decaying
where the bubble terminal velocity W is given by ͑13͒.
The ability of the simulation to resolve the motion at the smallest turbulence scales is assured by the criterion k max Ͼ1, where k max ϭN g is the highest resolved wave number for the given number of grid points in each coordinate direction N g ͑ϭ96 in the present case͒. Our simulations show that 1рk max р2.65 for 0.75ϽtϽ10.
The choice of the bubble response time is restricted by the conditions ͑6͒ and ͑8͒, which can be rewritten in the form
The first condition ensures that the bubble size is smaller than the characteristic flow scale, i.e., the Kolmogorov length scale ϭ( 24 performed DNS of isotropic turbulence laden with bubbles with b ϭ k using the EulerianLagrangian approach and Eq. ͑11͒, i.e., violating the condition ͑39͒.
Note also that in the case of solid particles, the condition d p Ͻ ͑which is also required for the derivation of the particle motion equation͒ is equivalent to ( p / k )Ͻ( p /18 f ), which allows ( p / k ) to be у1 for p Ͼ18 f .
In our DNS of bubble-laden decaying turbulence we prescribe b ϭ0.04 k0 , where the initial dimensionless Kolmogorov time scale is k0 ϭ0.15. The bubbles are added to the flow at time tϭ1, when the magnitude of the skewness of the fluid velocity derivative reaches about 0.47, indicating an established rate of energy transfer across the energy spectrum. At that time, k increases to 0.22, so that ratio b / k ϭ0.027 and the time * ϭ0.0073 ͓see Eq. ͑40͔͒. Since k increases monotonically in decaying turbulence, the condition ͑39͒ is satisfied throughout the simulation. Thus, both conditions ͑39͒ and ͑40͒ are met for the prescribed value of b . The corresponding bubble Reynolds number ͑38͒ equals 0.74 ͑i.e., of the order of unity͒ and the dimensional bubble diameter is d b Ӎ350m ͑for the bubble to remain spherical in liquid water, i.e., d b is less than 1 mm͒. Therefore, the prescribed value of b is close to the maximum limit for the validity of the equation set ͑14͒-͑17͒. Figure 4 shows the time development of the turbulence kinetic energy E(t) and its dissipation rate ⑀(t) and the concentration variance ͗CЈ 2 ͘ϭ͗(CϪ͗C͘) 2 ͘ calculated from the corresponding spectra E(k,t) and E C (k,t) as
and normalized by the respective initial values E(0), ⑀(0), and C 0 2 . Both E(t) and ⑀(t) decay in time due to the viscous dissipation. On the other hand, the bubbles concentration variance first increases from zero to ͗CЈ 2 ͘Ӎ5.1ϫ10
͑for time 1ϽtϽ5, where tϭ1 is the time of injecting the bubbles into the flow͒, and then decays. The growth of the concentration variance is caused by the preferential accumulation of bubbles in the high-enstrophy regions of the flow. The effects of the bubble accumulation, as well as the decay of the concentration variance for tϾ5, are discussed below. Figure 5 shows the spectra of the fluid kinetic energy, E(k), the dissipation, ⑀(k)ϭ2k
2 E(k), and the bubble concentration fluctuations, E C (k) at time tϭ3 ͓here and below, for convenience, we omit the explicit reference to the time dependence of E(k,t),⑀(k,t), and E C (k,t)]. At this time, the energy spectrum peaks at kϭ3. Note that since the transport equation of bubble concentration is of the advection ͑La-grangian͒ type, there is no molecular dissipation of the bubble concentration fluctuations. Thus, there is no decay in the spectrum E C (k) at high wave numbers, rather, the fluctuation intensity piles up at larger wave numbers ͑cf. Fig. 5͒ . Note, however, that the concentration variance ͑43͒ remains finite and small, relative to the average concentration C 0 2 , throughout the computations ͑cf. Fig. 4͒ . Figure 6 shows the DNS results obtained at tϭ3 for the bubble concentration ͑gray scale͒ and flow enstrophy field ͑contour lines͒ in the (x,y) plane at zϭ0.5. Although the bubble response time is much smaller than the Kolmogorov time scale, we still observe the accumulation of bubbles in the zones of maximum enstrophy ͑corresponding to the centers of intense vortices͒. This means that even for such small b the bubble inertia, owing to the added mass, influences the bubble motion, and causes the preferential accumulation of bubbles in the high-enstrophy regions of the flow and the initial growth of the concentration variance. Note that the time interval ⌬tϭ2 corresponds approximately to six characteristic vortex time scales, ͗ 2 ͘
Ϫ1/2
, estimated as an average Kolmogorov time k for 1ϽtϽ3, ͗ 2 ͘ Ϫ1/2 ϳ k Ӎ0.3. In order to quantify the accumulation effects we calculated the enstrophy-conditioned average bubble concentration, ͗C͘ , and its variance, ͗CЈ 2 ͘ , using the data shown in Fig. 6 and Eqs. ͑26͒ and ͑27͒ with the enstrophy increment ⌬ 2 ϭ0.5. Figure 7 shows the dependence of ͗C͘ and ͗CЈ 2 ͘ on tion ͑33͒ for the bubbles concentration in the TG vortex as
͑44͒
Thus the difference in bubble concentration between the inside and outside of the vortex,
and the corresponding concentration gradient is
The smoothness condition ͑34͒ is then rewritten in the form
The relations ͑44͒ and ͑46͒ show that both the accumulation rate and the local concentration gradient are directly proportional to the ratio
Note that according to ͑45͒, the variance of the concentration fluctuations is proportional to the ratio ( b / k ) 2 that decreases with time in decaying turbulence, since the Kolmogorov time scale increases monotonically. This prediction agrees with our DNS results for ͗CЈ 2 ͘ in Fig. 4, which shows that the concentration variance decays with time after the initial transient ͑1ϽtϽ5͒.
It should be noted that both the accumulation of bubbles and the absence of the diffusivity in the transport equation for the bubble concentration ͑17͒ may lead to instabilities in the numerical solution due to the development of steep gradients in the concentration field. The occurrence of this numerical instability depends on the initial distribution of the bubble concentration, the flow Reynolds number, and the bubble response time. In our DNS we chose the initial microscale Reynolds number Re 0 ϭ25, so that at time of the injection of bubbles ͑tϭ1͒ the small-scale motions are resolved, i.e., k max у1, where k max ϭN g is the maximum wave number for the given grid resolution N g ϭ96. The numerical instability may occur for higher-inertia bubbles, i.e., for b of the order of the Kolmogorov time scale k . However, prescribing b Ӎ k would violate the condition d b Ͻ, which is necessary for deriving Eq. ͑16͒ of bubble motion.
In our DNS we prescribe b ϭ0.04 k0 ϭ0.006 for which the bubble diameter (d b Ӎ3.47ϫ10 Ϫ3 ) is smaller than the Kolmogorov length scale at the time of the bubble injection (Ӎ3.5ϫ10 Ϫ3 at tϭ1͒ ͑both d b and are dimensionless here͒, to remain within the validity limit of Eq. ͑16͒. No instability occurs in our DNS under these conditions for both cases of the initially uniform and the initially linear bubble concentration fields. This is evident in Fig. 8 , which shows the instantaneous concentration variance spectra, obtained from our DNS for the initially uniform bubble distribution, at four different times. The time evolution of the concentration spectrum in Fig. 8 and the corresponding concentration variance, ͗CЈ 2 ͘ ͑the dash-dotted curve in Fig. 4͒ show that no numerical instability occurs. The spectrum E C (k) at high wave numbers approaches an asymptotic form at tϭ10 ͑Fig. 8͒. The high wave number range in the spectrum ͑i.e., kу40) would detect any numerical instability if it existed. Furthermore, Fig. 4 shows that the concentration variance, ͗CЈ 2 ͘, decays with time for tϾ5.
The reason for the absence of the instability is that the fluctuations of the bubble concentration, caused by the preferential accumulation, are proportional to the ratio b / k that decreases with time ͑approximately as ϳ1/t) in decaying turbulence, as discussed above.
C. Two-way coupling effects on decaying turbulence
Here we examine the effects of the dispersed bubbles on the temporal development of decaying isotropic turbulence. We consider three cases with different initial bubble concen- tration profiles in the z direction, but with the same bubble response time as in the one-way coupling case.
The first case is for a uniform initial bubble concentration,
where ␣ 0 is a reference concentration set equal to 0.005 to allow neglecting bubble-bubble interactions. The second case is for stable linear stratification, with a constant concentration gradient in the vertical ͑z͒ coordinate,
while the third case is for unstable linear stratification,
In the cases of stable and unstable stratification, periodic boundary conditions in the z direction are imposed on the instantaneous concentration fluctuation CЈϭCϪ͗C͘.
We first consider the modification of the turbulence energy spectrum. We define a band-averaged kinetic energy spectrum E(k) as
Performing the Fourier transform of the fluid momentum equation ͑14͒ and using the incompressibility condition for the fluid velocity ͓k ␤ U ␤ (k)ϭ0͔ we obtain
where dissipation ⑀(k) is ⑀͑k͒ϭ2k 2 E͑k͒, ͑53͒
and the band-averaged spectral energy transfer function T(k) is
The source of the modification of the energy spectrum and spectral transfer process is ⌿ b (k), which can be regarded as a spectral buoyancy flux, analogous to that in a stratified fluid with density CЈ, and is defined as
͑57͒ Figure 9 shows the difference between the energy spectra in two-way and one-way coupling cases computed at time tϭ3. As expected, the turbulence energy increases in the case of unstable stratification and is reduced in the case of stable stratification. In the nonstratified two-way coupling case, the spectrum remains practically unchanged compared to the one-way coupling case. Figure 10 shows the corresponding modification of the dissipation function ⑀(k). Figure 11 shows the effect of bubbles on the turbulence energy transfer function T(k) in the three test cases. In the case of stable stratification, the transfer of energy from lower to higher wave numbers is reduced ͑since the difference T 2w ϪT 1w is positive͒ compared to the one-way coupling case, owing to the bubble-induced buoyancy. On the other hand, in the case of unstable stratification, the transfer of energy from low to high k is enhanced ͑i.e., the difference T 2w ϪT 1w is negative͒. In the nonstratified case, the two-way coupling does not affect T(k).
The source terms ⌿ b (k), or spectral buoyancy fluxes, in the three cases are shown in Fig. 12 . Comparing it with Fig.  11 for the modification of the energy transfer function, we find that spectral peaks of both ⌿ b (k) and (T 2w ϪT 1w ) ͓of the order O(10 Ϫ7 )] are located in the wave number range 0ϽkϽ10. Consequently, the peaks of the energy spectra differences (E 2w ϪE 1w ) are of the order O (10 Ϫ7 ) and are located in the same wave number range ͑cf. Fig. 9 and Figs. 11 and 12͒. Figure 13 shows the difference between the kinetic energy spectra of the bubble phase and the fluid ͓E b (k)ϪE(k)͔. In all cases the bubble kinetic energy E b (k) is reduced in the small-k region of the spectrum compared to E(k) due to the bubble inertia ͑i.e., owing to the added-mass inertia͒. However, since the bubble response time is much smaller than the Kolmogorov scale, the observed difference is only of the order of 1% of the energy peak E max (k)Ӎ10 Ϫ4 ͑cf. Fig. 5͒ .
The transport equation for the turbulence kinetic energy, E(t)ϭ 1 2 ͉U(r,t)͉ 2 , can be obtained either from Eq. ͑52͒ by integrating over k, or directly from Eq. ͑14͒ for the fluid momentum by ensemble averaging, in the form
shows that the modification of E(t) is caused by the buoyancy flux term, g͗CЈU z ͘. We evaluate this term from our DNS results as an average over a horizontal plane ͑x,y͒ for each z. Figure 14 shows the dependence of ͗CЈU z ͘/C 0 on the z coordinate. We find that the buoyancy flux is nearly constant of value zero in the nonstratified case, and nearly uniform negative and positive in the cases of stable and unstable stratification, respectively. These results suggest a closure model for the correlation ͗CЈU z ͘ in the
with a uniform diffusivity coefficient D z . Figure 15 shows the time development of the turbulence kinetic energy relative difference (E 2w ϪE 1w )/E 1w due to the two-way coupling. As expected, E 2w (t) is reduced compared to E 1w (t) in the case of stable stratification, and increased for unstable stratification. In the nonstratified case, the modification of E(t) compared to the one-way coupling case is negligible.
Therefore, two-way coupling enhances or reduces the turbulence decay rate depending on whether the stratification ͑due to the bubbles͒ is stable or unstable, while in the nonstratified case there is no influence of the bubbles on the turbulence dynamics. 
IV. CONCLUDING REMARKS
We have performed direct numerical simulations ͑DNS͒ of bubble-laden isotropic decaying turbulence using the twofluid approach ͑TF͒ instead of the Eulerian-Lagrangian approach ͑EL͒. The motivation for this study is that EL requires considerable computational resources, especially for the case of two-way coupling, where the instantaneous trajectories of a large number of individual bubbles need to be computed.
We developed the TF formulation by spatially averaging the instantaneous equations of the carrier flow and bubble phase over a scale of the order of the Kolmogorov length scale, which, in our case, is much larger than the bubble diameter. On that scale, the bubbles are treated as a continuum ͑without molecular diffusivity͒ characterized by the bubble phase velocity field and concentration ͑volume fraction͒. The bubble concentration, C, is assumed small enough (Cр10 Ϫ3 ) to neglect the bubble-bubble interactions. As a test case, we performed direct simulation of a bubble-laden Taylor-Green vortex with one-way coupling and a bubble response time of the order of the flow time scale ͑the inverse of the mean vorticity͒. This simple flow allows a direct examination of the effects of the preferential accumulation of bubbles in the high-enstrophy regions of the flow on the accuracy of the two-fluid formulation. The temporal development of the maximum bubble concentration obtained from DNS agrees well with the analytical solution.
DNS of the bubble-laden decaying turbulence were also performed for both cases of one-way and two-way coupling. Here, the bubble diameter and response time are much smaller than the Kolmogorov length and time scales, respectively. In this case, as expected, the effects of the preferential accumulation of the bubbles are not pronounced. The results show that the bubble-laden flow is analogous to a stratified flow with an effective density ϭ (1ϪC) f . Thus, due to the two-way interaction, the turbulence decay is enhanced with stable stratification, and reduced with unstable stratification.
The results show that the TF approach can be successfully implemented in the DNS of turbulent flows laden with microbubbles. It should be noted that the results discussed above are obtained for comparatively low Reynolds numbers and smooth initial bubble distribution to ensure a sufficient resolution of the fluid and bubble velocity and concentration fields. In a recently completed study 29 we examined a decaying isotropic turbulence laden with solid heavy particles with a response time much smaller than the Kolmogorov time scale of the turbulence. In this case, the TF formulation is analogous to the ''dusty gas'' formulation. 27, 28 
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APPENDIX: EQUATION OF MOTION OF A SINGLE BUBBLE IN A NONUNIFORM FLOW
Consider a spherical bubble of radius aϭd/2 and density b located at x b (t) and moving with velocity,
in a nonuniform fluid flow U i (r,t). The equation for the bubble velocity is
where m b ϭ4/3a 3 b is the mass of the bubble, d/dt is the material derivative along the bubble trajectory, g i is the acceleration due to gravity, and the integral is taken over the bubble surface S b , where ͉rϪx b ͉ϭa. The viscous stresses tensor i j is defined as
where is the dynamic viscosity of the fluid. The pressure field P and the fluid velocity field U in ͑A2͒ and ͑A3͒ are generally obtained from the boundary problem, formulated for a given flow at infinity ͑i.e., the undisturbed flow͒ and proper boundary conditions at the bubble surface. For a small bubble in liquid water, the boundary conditions generally are well approximated by the no-slip conditions for the fluid velocity. [10] [11] [12] Thus, the corresponding equations are formulated as
‫ץ‬ j U j ϭ0, ͑A5͒
where ‫ץ‬ j ϵ‫ץ/ץ‬x j . The boundary conditions are
where U i 0 (r,t) is the undisturbed fluid velocity sufficiently far from the bubble surface.
It is convenient to represent the fluid velocity U i as a sum of the undisturbed velocity, U i 0 , and a disturbance velocity, U i d , brought about by the bubble, U i ͑ r,t ͒ϭU i 0 ͑ r,t ͒ϩU i d ͑ r,t ͒. ͑A7͒ Figure 16 shows the decomposition of the flow ͑A7͒ in the vicinity of the bubble surface for a case of rectilinear motion ͑i.e., where the bubble and undisturbed fluid velocities, V and U 0 , are parallel͒. Note that the gravity term is included only in Eq. ͑A8͒ for the undisturbed flow since it does not depend on the velocity field. The second and third terms on the lhs of Eq. ͑A11͒ are due to the fact that the material derivative D/Dt is defined in ͑A10͒ with respect to the undisturbed flow U i 0 . Adding the lhs of both ͑A8͒ and ͑A11͒ produces the lhs of ͑A4͒.
Now we can rewrite the integral on the rhs of ͑A2͒ as a sum of two parts: The first integral term on the rhs of ͑A14͒ is the contribution from the undisturbed flow, U 0 , and the second term is the contribution of the disturbance field, U d . The contribution from the undisturbed flow can be calculated explicitly for the case of the bubble with a radius much smaller than the characteristic length scale of the flow. Accordingly, the variations of U 0 and P 0 inside the bubble volume can be neglected and the integral on the rhs of ͑A14͒ can be rewritten with the use of Gauss theorem as
where the bubble volume Vol b ϭ4/3a 3 and the force F i 0 is ͓cf. Eq. ͑A8͔͒
͑A16͒
The contribution of the disturbance field can be redefined as
Assuming that the density of the bubble gas negligible compared to that of the surrounding fluid, the equation for the bubble motion ͑A2͒ reduces to 26, 6, 7 0ϭF i 0 ϩF i d . ͑A18͒
The force F i d , caused by the disturbance, is defined by Eq. ͑A17͒ for the velocity and pressure fields U d and P d obtained from the solution of the equations ͑A11͒-͑A13͒ for the disturbance flow. It is clear that the bubble motion ͓͑A1͒ or ͑A2͔͒ is coupled with the dynamics of the undisturbed flow, U 0 , P 0 , defined by Eqs. ͑A8͒ and ͑A9͒. Once the problem ͑A11͒-͑A13͒ for the disturbance field is solved, the equation of the bubble motion is fully defined in terms of the flow U 0 . In general, the disturbance flow represented by ͑A11͒-͑A13͒ has no analytical solution and can be obtained only via a numerical solution of the 3-D time-dependent equations. However, in the case of a sufficiently small bubble, for which the inertia terms on the lhs of ͑A11͒ are negligible, the problem is reduced to the unsteady Stokes problem: 
