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Abstrat
This paper deals with the haraterization of multipliation operators,
espeially with its behaviour in the ill-posed ase. We want to lassify
the dierent types and degrees of ill-posedness. We give some onnetions
between this lassiation and regularization methods.
1 Introdution
Multipliation operators our in various elds of mathematis. The most typi-
al appliation is usually the ase of oeient operators in ordinary and partial
dierential equations. Here it is often neessary to solve multipliation equa-
tions to reonstrut or identify parameters multiplied with ertain other fun-
tions. Another topi where we an nd multipliation operators are onvolution
equations of the rst kind. If we apply the Fourier transform to suh an equation
we obtain a multipliation equation.
Why do we not simply divide the equation by the fator and solve the
equation this way? This is true, whenever the fator is bounded away from zero.
However, in the other ase, this an not be done without leaving the funtion
spae. Why do we not want to leave the funtion spae? At rst, every hange
of the funtion spae omes together with a loss of smoothness of the solution.
This an not always be aepted, above all if the lower smoothness an not
be measured. Seondly, the equation is ill-posed, whenever the multipliation
funtion has zeros and the operator maps a funtion spae into itself. In a
omparable ase, some (ompat) integral equations of the rst kind an be
made well-posed, when the funtion spaes are hanged. Nevertheless, these
operators has to be onsidered as ill-posed operators. So it makes sense for
multipliation operators, too.
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2 Preliminaries
In the beginning we want to give some denitions and summarize some well-
known fats. At rst we dene the objet multipliation operator.
Denition 1 Let X, Y and Φ three linear normed funtion spaes over the
same set Ω. Then for every ϕ ∈ Φ the operator
M : X → Y (2.1)
with
[Mx](t) := ϕ(t) · x(t), t ∈ Ω (2.2)
is alled a multipliation operator for all x ∈ X, for whih the produt is dened.
It depends on the situation and the type of the funtion spaes, whether the
produt has to be taken pointwise, almost everywhere or in a generalized sense.
In typial ases the spaes X, Y and Φ are Banah spaes, X and Y are often
Hilbert spaes.
It is well-known that the spetrum σ(A) of a linear operator A is dened as
the set of all points λ of the omplex plain, where the operator A − λI is not
ontinuously invertible. The most important point of the spetrum onerning
the ill-posedness of the operator is the point 0.
Now we onentrate on self-adjoint linear operators M between Hilbert
spaes X =: H1 and Y =: H2. For suh operators the following holds:
The spetrum is a subset of the real axis and the values
m := inf
‖x‖
H1
(Ax, x) (2.3)
and
M := sup
‖x‖
H1
(Ax, x) (2.4)
belong to the spetrum whenever they are nite. Further, σ(A) is a losed
subset of the interval [m,M ] and the operator is bounded whenever m and M
are nite.
If the operator is not self-adjoint but bounded, we may substitute it by
its Gauss-transformed operator A∗A or the operator (A∗A)
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. Here A∗ is the
adjoint of the operator A. The ill-posedness properties of the operator are not
inuened by this transformation. Therefore we may assume, that the bounded
operator A is self-adjoint and non-negative in general.
For suh operators we divide the spetrum into two parts, the point and the
ontinuous spetrum. Unfortunately, these denitions are not uniformly hosen
in the literature. We will use the following denition.
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Denition 2 Obviously it holds
R(A− λI) ⊆ R(A− λI) ⊆ H2 ∀λ ∈ C. (2.5)
Then we say, that λ is an element of the ontinuous spetrum σc(A), if
R(A− λI) 6= R(A− λI), (2.6)
that means the range is not losed. Furthermore, λ belongs to the point spetrum
σp(A), if
R(A− λI) 6= H2, (2.7)
that means the range is not dense in the Hilbert spae H2.
Another expression we need is the denition of the generalized inverse. For
this we onsider the set of all solutions x of the minimum problem
‖Ax− y‖H2 = inf{‖Au− y‖H2 : u ∈ H1}. (2.8)
Every solution of this problem we all least-squares-solution. As it is known, the
inmum is a minimum, whenever y ∈ R(A)+R(A)⊥ with R(A) being the range
of the operator A. The manifold of the least-squares-solutions an be expressed
by x0 + N(A), where x0 is any element from this manifold and N(A) is the
null spae of A. Then we denote by x† the element with the least norm in this
manifold (minimum norm least squares solution).
Denition 3 We all the operator
A† : R(A) +R(A)⊥ ⊂ H2 → H1, (2.9)
dened by
A†y := x†, y ∈ R(A) +R(A)⊥ (2.10)
the generalized inverse of the operator A.
3 Properties of one-dimensional multipliation
operators
In the following we want to onsider the ase that Ω is a bounded subset of IR1.
Additionally, we assume that H1 = H2 = L
2(0, 1) is the Hilbert spae of all
quadratially integrable funtions over the interval (0, 1). Then the operator
M : L2(0, 1)→ L2(0, 1) (3.1)
of the multipliation with the measurable funtion ϕ ∈ Φ is dened by
[Mx](t) := ϕ(t) · x(t) (3.2)
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for almost every t ∈ (0, 1).
To guarantee the boundedness of the operator M it is suient and ne-
essary, that ϕ is essentially bounded, that means ϕ ∈ L∞(0, 1). As already
mentioned in the preliminaries we may assume, that ϕ is a real-valued funtion
and ϕ(t) ≥ 0 almost everywhere in (0, 1). Otherwise the operator
[M∗Mx](t) = [MM∗x](t) = |ϕ(t)|2x(t) (3.3)
or the operator
[(M∗M) 12x](t) = |ϕ(t)|x(t) (3.4)
an be used.
Now we want to haraterize the spetrum of the multipliation operator.
To do this we need the following denition rst.
Denition 4 Let Gϕ the union of all open sets G ⊂ IR with meas(ϕ−1(G)) = 0.
Then we dene by
Re(ϕ) := CGϕ (set-theoretial omplement with respet to IR) (3.5)
the essential range of ϕ (f. [8℄).
Now the following lemma an be shown (For the lemma without a proof ompare
[8℄ again.):
Lemma 5 The spetrum σ(M) of the multipliation operator M an be ex-
pressed by
σ(M) = Re(ϕ). (3.6)
Proof: We have the set Gϕ = ∪G : meas(ϕ−1(G)) = 0. Now let {Di} a ount-
able base of the topology of IR. Then obviously Gϕ = ∪Di : (meas(ϕ−1(Di)) =
0) and therefore meas(ϕ−1(Gϕ)) = 0 is fullled.
Hene we have
Gϕ is the largest open (with respet to IR) set G fullling meas(ϕ(G)) = 0.
Analogously, for the omplement (the essential range) holds
Fϕ := CGϕ = Re(ϕ) is the smallest losed set ontaining the value ϕ(t) for
almost every t ∈ (0, 1).
(a) Let λ ∈ Gϕ. Sine Gϕ is a open set, it exists a open ball (=interval)
U = Bε(λ) in Gϕ with λ ∈ U . For this set we have meas(ϕ−1(U)) = 0 or
meas{t : ϕ(t) ∈ U} = 0. Translating U in the zero, we obtain meas{t : ϕ(t)−λ ∈
U0} = 0, with U0 := Bε(0). Following the denition of the essential inmum,
we see that
inf ess
t∈(0,1)
{|ϕ(t) − λ|} ≥ ε (3.7)
holds inluding
1
|ϕ(t) − λ| ∈ L
∞(0, 1) (3.8)
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and
1
ϕ(t)− λ ∈ L
∞(0, 1). (3.9)
That means, for any y ∈ L2(0, 1) the funtion y
ϕ−λ is in L
2(0, 1), too. Hene,
(M − λI)−1 exists and is ontinuous. Consequently, λ is an element of the
resolvent set ̺(M).
(b) Now let λ ∈ ̺(M). Then 1
ϕ(t)−λ has to be in L
∞(0, 1). By denition,
this is valid, if and only if an ε > 0 exists suh that inf ess |ϕ(t) − λ| ≥ ε. In
analogy to (a) it follows
∃U0 := Bε(0) : meas{t : ϕ(t)− λ ∈ U0} = 0, (3.10)
∃U = Bε(λ) : meas{t : ϕ(t) ∈ U} = 0 (3.11)
and from this the existene of a open set ontaining λ with
meas(ϕ−1(U)) = 0, (3.12)
and nally λ ∈ Gϕ.
Remark 6 It is in general not useful to restrit the onsiderations to real values
of λ, sine the spetrum is always a subset of the omplex plain. (Real operators
may have omplex spetral values, of ourse.) Nevertheless, in our ase it makes
sense, beause we have a real spetrum and the funtion ϕ is only dened for
real values. The omplex ase works analogously, but we an not extend our
funtion to a set in the omplex plain by zero, sine then the funtion is only
dened on a null set.
In the following we want to lassify the ontinuous and the point spetrum
of the multipliation operator. If λ belongs to the point spetrum, that means
it is an eigenvalue, the equation
(M− λI)x = (ϕ(t)− λ)x(t) = 0 a.e. in L2(0, 1) (3.13)
has to be true for any x ∈ L2(0, 1). Obviously λ an only be an eigenvalue, if
the set
Kλ := ϕ
−1({λ}) (3.14)
has a positive measure. Kλ is uniquely dened exept on a null set. All eigenval-
ues have an innite multipliity and eah losed orthogonal system of funtions
in L2(0, 1) with support in Kλ is a losed system of eigenfuntions. For all
λ ∈ σ(M) with meas(Kλ) = 0 we nd λ ∈ σc(M). Now we have to answer the
question, whih eigenvalues are also in the ontinuous spetrum. For this we
dene the set Ωλ by
Ωλ := supp(ϕ(t)− λ). (3.15)
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Here supp denotes the support in the sense of distributions (i.e. in our ase
the loal non-vanishing by measure). Now we onsider the operator Mλ as the
restrition of M to L2(Ωλ). Obviously, λ is not an eigenvalue of Mλ. Now, if
λ is in the spetrum of Mλ, then it is an element of the ontinuous spetrum.
This inludes, that the range R(M− λI) is not losed. We see, that the range
R(M− λI) is also not losed, sine it onsists of all funtions ontinued by
zero in [0, 1] \ Ωλ. Therefore, these elements of the point spetrum are in the
ontinuous spetrum, too.
To illustrate our onsiderations we give a short example.
Example 7
(a) Let ϕ(t) = t. Then σ(M) = Re(ϕ) = [0, 1]. The point spetrum σp(M) is
empty, hene σc(M) = [0, 1].
(b) Let ϕ(t) =
{
0, t≤ 1
2
1, t> 1
2
. Then σ(M) = Re(ϕ) = {0, 1}, σp(M) = {0, 1} and
σc(M) is empty.
() Let ϕ(t) =
{
2t, t≤ 1
2
1, t> 1
2
.Then σ(M) = Re(ϕ) = [0, 1], σp(M) = {0} and
σc(M) = [0, 1].
Similar to the ompat operators it is possible to make a spetral deom-
position. In general every self-adjoint operator A in a Hilbert spae H an be
expressed by the Stieltjes integral
Ax =
∫ M
m−0
λdEλx. (3.16)
Here {Eλ} is alled the spetral family of the operator. This is (f. [9℄) a family of
self-adjoint projetors Eλ : H → H with EµEλ = Eminµ,λ (this is equivalent to
Eµ ≥ Eλ for µ ≥ λ), Eλ is right-ontinuous with respet to λ and Em−0 = O as
well as EM = I. Note that the right-ontinuity is substituted by many authors
by the left-ontinuity. Then the other onditions has to be adapted.
At rst we want to onsider the operator of the multipliation with the
independent variable, i.e.
[M˜x](t) := tx(t), t ∈ (0, 1). (3.17)
For this operator the spetral family E˜λ is delared by
[E˜λ] =
{
x(t), t ≤ λ
0, t > λ
. (3.18)
Namely, for x, y ∈ H we have due to m = 0 and M = 1
M˜x =
∫ 1
0
λdE˜λx =
∫ 1
0
λd(x(t)H(λ−t)) =
∫ 1
0
λx(t) dH(λ−t) = tx(t) (3.19)
with the Heaviside funtion H.
Note that m = inf ess
(0,1)
ϕ(t) and M = sup ess
(0,1)
ϕ(t).
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Now we want to onsider the operator of the multipliation with any funtion
from L∞(0, 1). There are two possible ways:
At rst, we determine the spetral family of the operator [Mx](t) = ϕ(t)x(t).
Aording to [9℄ we obtain here
[Eλ] =
{
x(t), ϕ(t) ≤ λ
0, ϕ(t) > λ
. (3.20)
On the other hand, a representation of the operator M as a funtion of
the operator M˜ is possible. Namely, for any self-adjoint operator A with the
spetral family {Eλ} the operator u(A) with a funtion u an be dened as
[u(A)]x :=
∫ M
m−0
u(λ) dEλx ∀x ∈ H. (3.21)
In the ase, that u is summable with respet to all the funtions of nite variation
(Eλx, y), x, y ∈ H (the funtions (Eλx, x) = ‖Eλx‖2 sue), that means the
integral on the right-hand side exists, the funtion u(A) is uniquely dened.
For the multipliation operator we obtain analogously to the M˜ ase
[ϕ(M)]x =
∫ M
m−0
ϕ(λ) dEλx = ϕ(t)x(t). (3.22)
The integrals exist, sine we have ϕ ∈ L∞(0, 1), and we obtain M = ϕ(M˜).
Now we want to onsider the solvability of a multipliation equation. For
this we want to determine the generalized inverse of the operator. First, we
onsider the resolvent Rλ0 of the operator M in the point λ0. It is known
(f. [9℄), that the resolvent of any linear operator A an be expressed by
Rλ0x = (A− λ0I)−1x =
∫ M
m
1
λ− λ0 dEλx. (3.23)
This resolvent an be derived for all elements λ0 from the resolvent set ̺(A).
Now the domain of the generalized inverse is given by R(M) + R(M)⊥.
The solution x of the equation Mx = y is uniquely determined whenever the
null spae of M ontains only the zero element. Else it an written as x =
x0+N(M), where x0 is any least squares solution of the equation. The element
with the least norm from this manifold is the minimum norm least squares
solution x†, whih denes the generalized inverse M† by
M†y := x† (3.24)
for every y ∈ R(M) +R(M)⊥. We obtain due to R(M)⊥ = N(M∗) = N(M)
for all these y = y1 + y2 a least squares solution, if y1 ∈ R(M) and y2 ∈ N(M).
How we an nd an expression for R(M) and N(M)? For the null spae we
have already seen, that λ is an eigenvalue if and only if meas([0, 1]\suppϕ) = 0.
The null spae is the subspae of all eigenfuntions belonging to the eigenvalue
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0. As we have already mentioned, this is the set of all funtions y2 with y2(t) = 0
almost everywhere on the support of ϕ:
N(M) = {x ∈ L2(0, 1) : x(t) = 0 for a.e. t ∈ suppϕ}. (3.25)
For any y1 ∈ R(M) any funtion x with
x =
{ y1(t)
ϕ(t) , t ∈ suppϕ
ambiguous, t /∈ suppϕ (3.26)
solves the equation ϕ(t)x(t) = y1(t). From this it follows immediately, that the
generalized inverse M† for y ∈ R(M) an be expressed by
M†y =
{ y1(t)
ϕ(t) , t ∈ suppϕ
0, t /∈ suppϕ . (3.27)
Sine for y ∈ R(M)⊥ the generalized inverse is given by A†y = 0, (3.27) holds
for all y ∈ R(M)+R(M)⊥. Now the range R(M) of the multipliation operator
an easily be haraterized. Namely, we have
R(M) = {y ∈ L2(0, 1) : y
ϕ
∈ L2(suppϕ), y = 0 a.e. in [0, 1] \ suppϕ}. (3.28)
The range is losed if and only if the ontinuous spetrum is empty.
Now we want to haraterize the generalized inverse a bit more. It is known
(f. [9℄), that the generalized inverse an be expressed by the resolvent (3.23)
for λ0 = 0. This also works in the ase, where 0 belongs to the spetrum, but
the integral exists. Therefore, we have for any linear self-adjoint operator A
A† =
∫ M
m+0
1
λ
dEλx. (3.29)
From this identity we an derive a ondition aording to Piard's ondition for
ompat operators. Namely, we nd:
An element y belongs to the range of an operator A in a Hilbert spae H
whenever the formally dened generalized inverse from (3.29) is bounded. This
inludes
‖A†y‖2H =
∫ M
m
1
λ2
d ‖Eλy‖2H <∞. (3.30)
This ondition an be seen as a generalization of Piard's ondition. For ompat
operators this oinides with the lassial ondition. For the multipliation
operator M (in the injetive ase, i.e. λ = 0 is not an eigenvalue) this means,
that ∫ 1
0
(y(t))2
(ϕ(t))2
<∞. (3.31)
This is equivalent with the range haraterization (3.28) in the injetive ase.
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4 Multipliation operators and ill-posedness
In this setion we onsider one-dimensional multipliation operators again. How
it it possible to haraterize suh operators in a similar way as ompat opera-
tors? For suh operators the degree of ill-posedness is introdued by the deay
rate of the singular values of the operators. In the ase of non-negative self-
adjoint operators these orrespond to the eigenvalues. Therefore, a ompat
linear self-adjoint operator, given by
Ax =
∞∑
i=1
λi(x, xi)xi (4.1)
with the eigenvalues λi and the eigenfuntions xi has the degree of ill-posedness
ν, if
λi ∼ 1
iν
(4.2)
an be found. Obviously, the operator Aα, α > 0 has due to
Aαx =
∞∑
i=1
λαi (x, xi)xi (4.3)
the degree of ill-posedness α · ν.
Hene, it seems pratially to introdue the degree of ill-posedness for mul-
tipliation operators in suh a way, that any operator
Mx =
∫ M
0
λdEλx (4.4)
with degree of ill-posedness ν auses a degree αν for the operator
Mαx =
∫ M
0
λα dEλx. (4.5)
Without loss of generality we may set the value ν = 1 for the operator M˜x =
tx. Then for all potential funtion ϕ(t) = tα, α > 0 we onlude a degree
ν = α, of ourse. How we an generalize this to all L∞(0, 1)-funtions? At
rst, we have to assume, that the operator is injetive. This is equivalent to
meas{[0, 1] \ suppϕ} = 0. In the other ase, the solution is not identiable
from the data (ompare the expression (3.26)), so we an restrit the interval
to suppϕ. Now in the injetive ase the set, where ϕ vanishes, has measure 0.
For suh funtions ϕ we introdue the following.
Denition 8 Let ϕ ∈ L∞(0, 1). We introdue the distribution funtion p(λ) by
p(λ) := meas(ϕ−1([0, λ]). (4.6)
Then we dene the inreasing rearrangement of ϕ as the funtion
ϕ˜(s) := sup{λ : p(λ) ≤ s}. (4.7)
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Here the expression ϕ−1 is the omplete pre-image of the funtion ϕ.
Now we want to give some properties of the rearranged funtion ϕ˜. This
funtion is in general the inverse funtion of p, whenever p is not onstant in an
interval. Else ϕ˜ has jumps. Furthermore, it is a monotonous inreasing funtion.
It is ontinuous from the right and is bounded, sine ϕ is bounded. Due to the
rearrangement, ϕ˜ has at most one zero, namely for t = 0, whenever the set,
where ϕ vanishes, has measure zero. In this ase of an injetive multipliation
operator we are able to give the following denition.
Denition 9 Let M be the operator of the multipliation with a funtion ϕ,
ϕ ∈ L∞(0, 1). Then we dene the number ν = ν(M) to be the degree of ill-
posedness of this multipliation operator if we have
ϕ˜(t) ∼ tν (4.8)
in a suiently small environment of t = 0.
Remark 10 The proportionalilty in (4.8) is given in the following form:
There exist two positive onstants c and c suh that
ctν ≤ ϕ˜(t) ≤ ctν . (4.9)
It is possible to generalize this denition of the degree of ill-posedness in a
similar way as in onnetion with ompat operators. At rst, we may dene
the degree ν of ill-posedness to be the value with
0 < lim
t→0
ϕ˜(t)
tν
<∞. (4.10)
It is lear that suh a ν is uniquely dened if it exists. Furthermore, this
denition ontains the original denition. Seondly, we may generalize this
again. Now we dene ν by
ν := sup{µ : lim
t→0
ϕ˜(t)
tµ
= 0}. (4.11)
Note that this value need also not exist. This oinides with the appropriate
ase for ompat operators (f. [5℄).
We will show now, that the degree of ill-posedness is onneted with the
order of the zeros of the funtion ϕ. First we have to dene the expression
zero of a L∞(0, 1)-funtion.
Denition 11 If for a funtion ϕ(t) ∈ L∞(0, 1) the value
α0 := sup{α : inf ess
Bε(t0)
∣∣∣∣ ϕ(t)(t− t0)α
∣∣∣∣ = 0}. (4.12)
exists and is positive for a point t0 ∈ (0, 1), then we all t0 a zero of ϕ with the
order α0.
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The essential inmum has to be taken over all balls Bε(t0) with suiently small
radius ε. Using the previous denition we an give the following lemma.
Lemma 12 If ϕ ∈ L∞(0, 1) has only a nite number of zeros, then the degree
of ill-posedness of the assoiated multipliation operator is not greater than the
maximum of all the orders of the zeros of ϕ.
For a proof we refer to [2℄. There it an also be found a ounterexample, that
the onverse assertion of the lemma is not true. That means, the degree of
ill-posedness may be smaller than the maximal order of the zeros.
In the following we demonstrate that our degree ν really haraterizes the
ill-posedness, i.e. it grows with inreasing ill-posedness. First we want to give
a lassiation of the multipliation operators, namely a semi-ordering.
Denition 13 We say, that two multipliation operator A1 and A2 are related
with respet to the semi-ordering ≺ (A1 is smaller than A2), i.e.
A1 ≺ A2, (4.13)
if a onstant c > 0 exists, suh that
‖A1h‖L2(0,1) ≤ c‖A2h‖L2(0,1) ∀h ∈ L2(0, 1). (4.14)
Note, that there may be operators A1 and A2 with A1 6= A2 fullling A1 ≺ A2
and A2 ≺ A1. This rather ontradits the denition of a semi-ordering, but in
this ase the operators are spetral equivalent and we want to identify these
operators.
It is possible to give a onnetion between this semi-ordering and the degree
of ill-posedness.
Lemma 14 If the multipliation operators A1 and A2 are ordered with respet
to the semi-ordering (4.14), i.e. A1 ≺ A2, then for the orresponding degrees of
ill-posedness we obtain ν1 ≥ ν2.
Proof: Let Ai the operators of multipliation with the funtion ϕi, i = 1, 2.
From A1 ≺ A2 it follows
‖ϕ1h‖L2(0,1) ≤ c‖ϕ2h‖L2(0,1) ∀h ∈ L2(0, 1) (4.15)
with a positive onstant c. From this we get ϕ1(t) ≤ cϕ2(t) out of a set of zero
measure. Namely, if there would exist suh a set Ω with meas(Ω) > 0 with
ϕ1(t) > cϕ2(t) in Ω, then the funtion h˜ with
h˜(t) :=
{
1 in Ω
0 elsewhere
(4.16)
gives
‖ϕ1h˜‖L2(0,1) > c‖ϕ2h˜‖L2(0,1), (4.17)
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whih ontradits to the assumption. Now we have for the distribution funtion
p1(λ)
p1(λ) = meas{t : ϕ1(t) ∈ [0, λ]} ∼ λ
1
ν1
(4.18)
aording to the assumption. Then it follows for the distribution funtion p2(λ)
p2(λ) = meas{t : ϕ2(t) ∈ [0, λ]} ≤ meas{t : c−1ϕ1(t) ∈ [0, λ]}
= meas{t : ϕ1(t) ∈ [0, cλ]} ∼ (cλ)
1
ν1 ∼ λ
1
ν1 .
(4.19)
Due to p2(λ) ∼ λ
1
ν2 ≤ λ
1
ν1
it follows
1
ν2
≥ 1
ν1
or ν2 ≤ ν1. This ends the proof.
Now we want to give a proposition, that haraterizes some equivalent state-
ments onerned in the ill-posedness.
Proposition 15 Let M be an injetive multipliation operator, i.e. it holds
meas{ϕ−1(0)} = 0. Then the following onditions are equivalent:
1. ϕ has at least one zero,
2. ϕ˜(0) = 0,
3.
1
ϕ
∈ L∞(0, 1),
4. R(M) 6= R(M).
Proof: At rst, we should mention, that the zeros are onsidered as essential
zeros. That means, the existene of at least one zero is equivalent to a essential
inmum inf essϕ(t) = 0.
1.⇒2. With respet to the denition of the essential inmum it follows from
inf ess
t∈(0,1)
ϕ(t) = 0, (4.20)
that
sup{λ : meas{t ∈ (0, 1) : ϕ(t) ≤ λ} = 0} = 0. (4.21)
Hene we have
meas{t ∈ (0, 1) : ϕ(t) ≤ λ} > 0 ∀λ > 0. (4.22)
From the denition of the distribution funtion p (p(λ) := meas{ϕ−1[0, λ]}) it
follows p(λ) > 0 for all λ > 0. Sine p is monotonous inreasing it follows for
the inreasing rearrangement ϕ˜
ϕ˜(ε) = sup{λ : p(λ) ≤ ε} (4.23)
ϕ˜(ε) → 0 whenever ε → 0. Due to the right ontinuity of ϕ˜ then we have
ϕ˜(0) = 0.
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2.⇒1. It an be shown that the onlusions above an be inverted. Let ϕ˜(0) = 0,
then the right ontinuity of ϕ˜ gives the existene of a ε, suh that
ϕ˜(t) ≤ δ ∀t ∈ [0, ε] (4.24)
for any δ > 0. Consequently,
meas{t ∈ (0, 1) : ϕ(t) ≤ δ} ≥ ε > 0, (4.25)
with ε = ε(δ) for suiently small δ > 0. Then we have again
sup{δ : meas{t ∈ (0, 1) : ϕ(t) ≤ δ} = 0} = 0. (4.26)
Finally, it follows
inf ess
t∈(0,1)
ϕ(t) = 0 (4.27)
and therefore the existene of zeros.
1.⇐⇒3. This equivalene we get from the identity of 1inf essϕ(t) and sup ess 1ϕ(t) .
Namely, it is
inf ess
t∈(0,1)
ϕ(t) = 0 (4.28)
equivalent to
meas{t ∈ (0, 1) : ϕ(t) ≤ δ} > 0 ∀δ > 0 (4.29)
and further to
meas{t ∈ (0, 1) : 1
ϕ(t)
≥M} > 0 ∀M <∞. (4.30)
This is the same as
inf{M : meas{t ∈ (0, 1) : 1
ϕ(t)
≥M} = 0} =∞ (4.31)
or
sup ess
t∈(0,1)
1
ϕ(t)
=∞, (4.32)
hene
1
ϕ
/∈ L∞(0, 1). (4.33)
3.⇐⇒4. This statement is only a problem of linear operators in general. We used
it already in previous onsiderations. We give the proof for ompleteness. Here
1
ϕ
/∈ L∞(0, 1) means, that there exists no ontinuous inverse of the operator.
By denition, we have
0 ∈ σ(M). (4.34)
Sine we assumed injetivity, it follows 0 ∈ σc(M), hene
R(M) 6= R(M). (4.35)
This ompletes the proof.
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Remark 16 The proposition is ompletely proved. Nevertheless, we will show,
how lemma 5 is involved in this proposition. We will derive 4. from 1. using
this lemma. Now 1. implies
inf ess
t∈(0,1)
ϕ(t) = 0 (4.36)
again. Now we suppose 0 ∈ Gϕ. Then it exists an open set G ⊂ Gϕ ⊂ IR, suh
that meas{ϕ−1(G)) = 0. Now let g be the supremum of all real numbers in the
onnetion omponent of G ontaining 0. That means,
g := sup{g′ ∈ G : [0, g′) ⊂ G}. (4.37)
The value g is positive, sine G is open. Therefore it is
inf ess
t∈(0,1)
ϕ(t) ≥ g, (4.38)
beause we assumed ϕ(t) ≥ 0. But this is a ontradition to the assumption.
Consequently, 0 ∈ CGϕ = Re(ϕ). Applying lemma 5 gives 0 ∈ σ(M) and due
to the injetivity R(M) 6= R(M).
5 Regularization of multipliation equations
At rst we onsider any linear operator A in a Hilbert spae. Then it is known,
that the generalized solution an be expressed by the solution of the normal
equation
A∗Ax = A∗y (5.1)
in R(A∗) = N(A)⊥. Using Tikhonov regularization we onsider instead of this
equation the regularized equation
(A∗Ax+ αI) = A∗y (5.2)
with the regularization parameter α.
Now we ome bak to the multipliation operators. Here we need not the
assumption, that ϕ is real and non-negative. Then the equation (5.2) an be
written as
(|ϕ(t)|2 + α)x(t) = ϕ(t)y(t) a.e. t ∈ (0, 1). (5.3)
The solution xα of this an be simply derived by
xα(t) =
ϕ(t)
|ϕ(t)|2 + αy(t) a.e. in(0, 1). (5.4)
The division is always possible and gives xα ∈ L2(0, 1) whenever y ∈ L2(0, 1).
The regularized solutions vanishes outside of the support of ϕ. Therefore, it
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oinides there with the generalized solution x†. However, for any t ∈ suppϕ
we have
xα − x† =
(
ϕ
|ϕ|2 + α −
1
ϕ
)
y = −α 1
ϕ
1
|ϕ|2 + αy = −α
1
|ϕ|2 + αx
†. (5.5)
To obtain rates for the onvergene we need a soure ondition for the general-
ized solution. Namely, we demand that
x† ∈ R((A∗A)γ), 0 ≤ γ ≤ 1 (5.6)
is fullled. That means the existene of a onstant γ ∈ [0, 1] and a funtion
w ∈ L2(0, 1), suh that
x† = (A∗A)γw. (5.7)
In our ase we need the existene of γ and w with
x† = |ϕ|2γw. (5.8)
Due to equation (5.5) we may estimate the regularization error by
‖xα − x†‖L2(0,1) =
∥∥∥∥α 1|ϕ|2 + αx
†
∥∥∥∥
L2(0,1)
=
∥∥∥∥∥
α|ϕ|2γ
|ϕ|2 + αw
∥∥∥∥∥
L2(0,1)
. (5.9)
Using a speial ase of Young's inequality
aεb1−ε ≤ εa+ (1− ε)b ≤ a+ b, a, b ≥ 0, 0 ≤ ε ≤ 1 (5.10)
by setting ε := γ, a := |ϕ|2 and b := α, we obtain
‖xα − x†‖L2(0,1) =
∥∥∥∥∥αγ
α1−γ |ϕ|2γ
|ϕ|2 + α w
∥∥∥∥∥
L2(0,1)
≤ αγ‖w‖L2(0,1). (5.11)
This gives the onvergene rate
‖xα − x†‖L2(0,1) = O(αγ). (5.12)
This oinides with the theorem given by Neubauer for all linear bounded
operators in Hilbert spaes in [6℄. There we an nd the statement, that for any
linear bounded operator with generalized solution x† ∈ R((A∗A)γ), 0 < γ ≤ 1,
the error of the regularized solution an be expressed by
‖xα − x†‖ = O(αγ). (5.13)
However, in [7℄ it is shown that the onverse is only true for γ = 1. Nevertheless,
there is given a ondition, whih is suient and neessary for the onvergene
rate αγ . The ondition is
‖xα − x†‖ = O(αγ)⇐⇒
∫ µ
0
d‖Eλx‖2 = O(µ2ν). (5.14)
Here A is any linear bounded operator and Eλ the spetral family of A
∗A.
Now we want to give a onnetion between the degree of ill-posedness and
the onvergene rate of the Tikhonov regularized solutions. For this we ite a
proposition in [2℄.
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Proposition 17 If ν = ν(M) ≥ 14 is the degree of ill-posedness of a multipli-
ation operator M, then the Tikhonov regularized solutions xα onverge to the
exat solution x† ∈ L∞(0, 1), where x† ≥ 0 a.e., at least with the order 14ν(M) .
The proof is an immediate result of the onvergene rate estimation (5.14), we
refer to [2℄.
Remark 18 We only onsidered the injetive ase, in the non-injetive ase the
regularized solution as well as the generalized solution vanish in the omplement
of suppϕ and we may restrit the problem to suppϕ.
For ν < 14 we have saturation, that means we have only the onvergene rate as
for ν = 14 , namely O(α1), not O(α
1
4ν ).
6 Compositions with multipliation operators
As we saw for example in [2℄, the multipliation operators often our in om-
position with other operators. This may be other linear operators, e.g. ompat
operators as embedding operators or nonlinear operators, too. A typial ase
are the so-alled deomposition ases of nonlinear operators given in [4℄. There
the omposition ME with a linear embedding operator E is onsidered. We
want to investigate its ill-posedness properties.
We have the embedding operator E : H1(0, 1) → L2(0, 1) and the multi-
pliation operator M : L2(0, 1) → L2(0, 1). Then the omposition ME is a
ompat operator, sine E is ompat and M is bounded. For suh an operator
the degree of ill-posedness is dened by the deay rate of the singular values
of the operator. For this we need the adjoint operator E∗ of the embedding
operator E . We dene a operator B on a dense set in H1(0, 1) and show the
identity E∗ = B−1. Let
B : D(B) ⊂ H1(0, 1)→ L2(0, 1) (6.1)
with
D(B) = {u ∈ H2(0, 1) : u′(0) = u′(1) = 0}. (6.2)
Indeed, it holds for every x ∈ H1(0, 1) and y ∈ L2(0, 1)
(x, E∗y)H1(0,1) = (Ex, y)L2(0,1) = (x, y)L2(0,1)
= (x,BB−1y)L2(0,1) = (x,B−1y − (B−1y)′′)L2(0,1)
= (x,B−1y)L2(0,1) + (x′, (B−1y)′)L2(0,1) = (x,B−1y)H1(0,1).
(6.3)
This gives the assertion above.
Remark 19 We an also onsider the operator B as a mapping from L2(0, 1)
to L2(0, 1) or from H1(0, 1) to H1(0, 1). We still have to take into aount the
appropriate embeddings. In the rst ase we obtain B−1 = EE∗, in the seond
ase B−1 = E∗E .
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To ompute the singular values of ME : H1(0, 1) → L2(0, 1), we need the
operator (ME)∗ME . For it holds
(ME)∗ME : H1(0, 1)→ H1(0, 1). (6.4)
If we assume self-adjointness of M, we obtain
(ME)∗ME = E∗M2E . (6.5)
The ill-posedness properties of the problem are not hanged, if we hange the
spaes and additionally ts the embedding operators. So we an the operator
(6.5) onsider as a mapping from L2(0, 1) into H1(0, 1). Then of ourse the
inner embedding from H1(0, 1) to L2(0, 1) has to be omitted. Therefore, we
have
E∗M2E : H1(0, 1)→ H1(0, 1) ∼= E∗M2 : L2(0, 1)→ H1(0, 1). (6.6)
Both operators are atually the same. Analogously the spae H1(0, 1) an be
embedded into L2(0, 1) again. Then
E∗M2E : H1(0, 1)→ H1(0, 1) ∼= EE∗M2 : L2(0, 1) → L2(0, 1). (6.7)
With respet to B−1 = EE∗ : L2(0, 1) → L2(0, 1) we may onsider now the
operator
B−1ML2(0,1) → L2(0, 1). (6.8)
Summarized, the ill-posedness properties of the operators
E∗M2E : H1(0, 1) → H1(0, 1) (6.9)
and
B−1[L2(0,1)→L2(0,1)]M2 : L2(0, 1)→ L2(0, 1) (6.10)
oinide, sine both operators are idential.
In the following, we want to illustrate our onsideration by treating some
examples.
Example 20 At rst we onsider the well-posed ase ϕ ≡ 1, i.e. M = I.
Then the ill-posedness only depends on the embedding operator E. During the
omputation of the eigenvalues λ we obtain for any x ∈ D(B)
B−1x = λx
x = λBx
x = λ(−x′′ + x), x′(0) = x′(1) = 0
λx′′ = (λ− 1)x
x′′ = (1− µ)x,
(6.11)
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where we set µ := 1
λ
. The general solution of this dierential equation is
x(t) = c1 sin(
√
µ− 1t) + c2 cos(
√
µ− 1t) (6.12)
with ertain onstants c1 and c2, whih has to be adapted to the boundary on-
ditions. Obviously we have c1 = 0 and from
x(t) = c2 cos(
√
µ− 1t), x′(1) = 0, (6.13)
it follows
x′(1) = −c2
√
µ− 1 sin(√µ− 1t)∣∣∣
t=0
= 0 (6.14)
or √
µ− 1t = jπ, j = 1, 2, . . . (6.15)
This inludes
µj = 1 + j
2π2 (6.16)
or
λj =
1
1 + j2π2
∼ 1
j2
, (6.17)
respetively. Therefore, for the singular values of E we have a behaviour of
σj(E) =
√
λj(E) ∼ 1
j
, (6.18)
That means a degree of ill-posedness 1. This result is well-known, we nd it for
example in [3℄.
We want to onsider another example, whih is onneted with inreasing
rearrangements. We saw, that in many ases the rearranged funtion an be
estimated from below and from above by a potential funtion of the same power,
namely the degree of ill-posedness. So it might be useful to onsider multipli-
ation operators with potential funtions.
Example 21 We have the funtion ϕ(t) = tα with the real onstant α > 0. Let
M the orresponding multipliation operator, i.e.
Mx := tαx. (6.19)
Analogously as in the previous example we have to solve
tαx = λBx, (6.20)
that means
x′′ + (µt2α − 1)x = 0 w.r.t. boundary onditions. (6.21)
The −1 an be omitted for suiently large µ. Then we have the equation
x′′ + µt2αx = 0 w.r.t. boundary onditions. (6.22)
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Its solution is given as
x(t) = c1
√
t J 1
2(1+α)
( √
µ
1+α t
1+α
)
+ c2
√
t J− 1
2(1+α)
( √
µ
1+αt
1+α
)
. (6.23)
Here Jν is Bessel's funtion of the order ν and c1, c2 are onstants. Aord-
ing to the boundary ondition x′(0) = 0 and the fat that the derivative of√
t J− 1
2(1+α)
( √
µ
1+α t
1+α
)
vanishes for t = 0 we nd c1 = 0. Due to the seond
boundary ondition x′(1) = 0 we obtain
J− 1
2(1+α)
( √
µ
1+α
)
= 0. (6.24)
However, the funtion J− 1
2(1+α)
(t) behaves for large t asymptotially as
J− 1
2(1+α)
(t) ∼
√
2
πt
cos
(
t− πα
4(1 + α)
)
, (6.25)
therefore its zeros tj are distributed by tj ∼ −pi(2+α)4(1+α) + jπ, j = 1, 2, . . .. There-
fore, here is
√
µj ∼
√
2
(
−π(2 + α)
4(1 + α)
)
∼ j (6.26)
and nally
µj ∼ j2 (6.27)
as well as
λj ∼ 1
j2
. (6.28)
This means for the sequene of the singular values
σ(ME) ∼ 1
j
, (6.29)
whih inludes a degree of il-posedness of 1 again. The degree of ill-posedness
did not hange, although we had to solve an additional ill-posed problem (the
multipliation equation). This shows up to a ertain degree the fat, that the
multipliation operators (as well as other non-ompat operators) are less ill-
posed than ompat operators. At least the degree of ill-posedness, dened by the
deay rate of the singular values is not ne enough to show an alteration.
Now we have to prove this statement for a general lass of funtions ϕ, not
only potential funtions. At rst, we need
Assumption 22
ϕ ∈ C[0, 1], ϕ has only a nite number of zeros. (6.30)
Then we have the following
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Proposition 23 Let ϕ a funtion fullling assumption 22 and M the appro-
priate multipliation operator as well as E the embedding operator from H1(0, 1)
into L2(0, 1). Then the operator equation with the operator omposition ME is
ill-posed with a degree of ill-posedness 1.
Proof: We have to determine the eigenvalues of a Sturm-Liouville boundary-
eigenvalue problem. This we obtain from the following equations:
B−1M2x = λx
⇐⇒ ϕ2x = λBx
⇐⇒ ϕ2x = λ(−x′′ + x), x′(0) = x′(1),
⇐⇒ λx′′ = (λ− ϕ2)x, x′(0) = x′(1),
⇐⇒ x′′ = (1− µϕ2)x, x′(0) = x′(1),
(6.31)
if we set µ := 1
λ
again. In the next setion we will show, that also in this general
ase
√
µj ∼ j is true, that means for the singular values
σj(ME) ∼ 1
j
. (6.32)
This inludes a degree of ill-posedness of 1. Therefore we an generalize the
assertion, that the degree of ill-posedness does not hange by omposition of
the embedding operator with a multipliation operator.
7 The eigenvalue problem
In this setion we want to deal with the solution of the boundary-eigenvalue
problem needed in the proof of proposition 23. In our ase there is to solve the
dierential equation
u′′(t) + (λϕ2(t)− 1)u(t) = 0, t ∈ [0, 1] (7.1)
with the boundary onditions
u′(0) = u′(1) = 0. (7.2)
Here λ is a (real) parameter suh that for ertain values (the eigenvalues) the
dierential equation has a non-trivial solution. To generalize the problem we
onsider the following self-adjoint Sturm-Liouville problem
(p(t)u′(t))′ + (q(t) + λr(t))u(t) = 0, t ∈ [0, 1] (7.3)
with the boundary onditions
R1u = R2u = 0, (7.4)
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where the boundary operators R1 and R2 are dened by
R1u := α1u(0) + α2p(0)u
′(0) (7.5)
and
R2u := β1u(1) + β2p(1)u
′(1), (7.6)
respetively. Then we are searhing a solution u ∈ C2[0, 1].
At rst, we assume the following
Assumption 24 We assume p ∈ C1[0, 1] and q, r ∈ C[0, 1]. Furthermore, we
demand p(t) > 0 in [0, 1] and r(t) ≥ 0 in [0, 1]. Additionally we suppose that r
vanishes at most on a set of a nite number of isolated points.
Remark 25 In the ase r(t) > 0 in [0, 1], the whole theory was already done in
[10℄. However, in [1℄ it is mentioned, that the proof is also true for funtions r
with isolated zeros, but the proof is not given. This we will do here. We follow
the books mentioned above.
At rst we want to sale the boundary onditions to obtain a anonial form.
This is always possible, sine a multipliation with a onstant does not hange
the boundary onditions. Hene we have
u(0) cosα− p(0)u′(0) sinα = 0 (7.7)
and
u(1) cos β − p(1)u′(1) sin β = 0. (7.8)
We may assume without loss of generality: 0 ≤ α < π and 0 < β ≤ π. Now
we want to apply the Prüfer transformation. Sine the dierential equation of
seond order is equivalent to the system
y1 = u,
y2 = pu
′,
(7.9)
we introdue the following new oordinates:
ξ(t) := p(t)u′(t) and η(t) := u(t). (7.10)
These we an express in polar oordinates,
ξ(t) := ̺(t) cosϕ(t) and η(t) := ̺(t) sinϕ(t). (7.11)
Exept the non-eigenfuntion ase u ≡ 0 the solution urve does not ontain
the origin, sine due to p(t) > 0 the onditions u(t0) = u
′(t0) = 0 for any t0 ∈
[0, 1] imply with respet to the well-known uniqueness theorems for solutions of
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ordinary dierential equations, that u(t) = 0 everywhere in [0, 1]. Now we nd
̺(t) > 0. Furthermore, ̺, ϕ ∈ C1[0, 1] with
̺(t) =
√
ξ2(t) + η2(t) (7.12)
and
ϕ(t) = arctan
η(t)
ξ(t)
. (7.13)
The phase of arctan has to be hosen in suh a way, that ϕ is a ontinuous
funtion of t. By dierentiation we obtain
ξ′ = ̺′ cosϕ− ̺ϕ′ sinϕ (7.14)
and
η′ = ̺′ sinϕ+ ̺ϕ′ cosϕ (7.15)
and from these equations
η′ cosϕ− ξ′ sinϕ = ̺ϕ′ (7.16)
and
η′ sinϕ+ ξ′ cosϕ = ̺′. (7.17)
Now we may insert the following expressions
ξ′ = (pu′)′ = −(q + λr)̺ sinϕ (7.18)
and
η′ =
ξ
p
=
̺
p
cosϕ (7.19)
to get the identities
ϕ′ =
1
p
cos2 ϕ+ (q + λr) sin2 ϕ (7.20)
and
̺′ =
(
1
p
− (q + λr)
)
̺ cosϕ sinϕ. (7.21)
We found a ordinary dierential equation of rst order for ϕ and with the
solution of this equation a ordinary dierential equation of rst order for ̺.
Due to the boundary ondition (7.7) it makes sense to searh a solution
u(t, λ) of the dierential equation (7.3) with the initial onditions
u(0) = sinα and p(0)u′(0) = cosα. (7.22)
Thus the rst boundary ondition is fullled automatially. Now we have to
nd all values λ fullling also the seond boundary ondition. Obviously, (7.22)
is equivalent to
ϕ(0, λ) = α, (7.23)
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if we assume α ∈ [0, π) again. Therefore we found an initial ondition for the
dierential equation (7.20).
From (7.20) we get the following: If for any pair (t0, λ0) holds ϕ(t0, λ0) = kπ,
k a whole number, then due to p > 0 we have ϕ′(t0, λ0) > 0. That means, that
the urve y = ϕ(t, λ0) intersets the straight line y = kπ at most one, and that
from below to above. From this it follows due to α ≥ 0 also ϕ(t, λ) > 0 for t > 0
and all real λ.
Now we need a omparison theorem, whih we will ite from [1℄. For the
proof we refer to the same book.
Theorem 26 Let two dierential equations given by
(piu
′
i)
′ + giui = 0, i = 1, 2. (7.24)
Furthermore, let
0 < p2(t) ≤ p1(t) and g2(t) ≥ g1(t). (7.25)
Now let ϕ1 and ϕ2 the appropriate funtions obtained by Prüfer transformation.
Let
ϕ2(0) ≥ ϕ1(0). (7.26)
Then it holds
ϕ2(t) ≥ ϕ1(t) for t ∈ [0, 1]. (7.27)
Moreover, if g2(t) > g1(t), then follows
ϕ2(t) > ϕ1(t) for t ∈ [0, 1]. (7.28)
If we set in the theorem p1 = p2 = p and g1 = q + λ1r as well as g2 = q + λ2r
with λ1 < λ2, so it follows ϕ(t, λ1) < ϕ(t, λ2). That means, ϕ(t, λ) is stritly
monotonously inreasing for t ∈ [0, 1].
Remark 27 In the zeros of r it holds g1 = g2. However, in the proof of the
theorem we see, that only integrals of these funtions are relevant. So a nite
set of zeros plays no role.
Now we show the following lemma aording to [1℄:
Lemma 28 Let c any value in (0, 1]. Then it holds
ϕ(c, λ)→∞ if λ→∞ (7.29)
and
ϕ(c, λ) → 0 if λ→ −∞. (7.30)
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Proof: At rst we onsider (7.29). We have to show for any t0 ∈ (0, c), that
ϕ(c, λ) − ϕ(t0, λ) tends to ∞ whenever λ → ∞. Now let c hosen suh that
r(c) > 0 is valid, we demand r(c) ≥ 2R with a onstant R > 0. Due to ontinuity
it exists a environment around c with r(t) ≥ R. Let t0 in this environment with
t0 < c. Further, we have p(t) ≤ P and |q(t)| ≤ Q in (t0, c) with ertain positive
onstants P and Q. We onsider the following omparison dierential equation
Pu˜′′ + (λR+Q)u˜ = 0 (7.31)
with the initial onditions
u˜(t0, λ) = u(t0, λ) and Pu˜
′(t0, λ) = p(t0)u′(t0, λ). (7.32)
Here u is again the solution of our dierential equation (7.3) with the initial
onditions (7.22). For the omparison dierential equation we may apply the
Prüfer transformation. There we obtain ϕ˜. Due to
ϕ = arctan
(
u
pu′
)
and ϕ˜ = arctan
(
u˜
P u˜′
)
(7.33)
we see ϕ(t0, λ) = ϕ˜(t0, λ). Beause of theorem 26 it follows
ϕ(c, λ) − ϕ(t0, λ) ≥ ϕ˜(c, λ) − ϕ˜(t0, λ). (7.34)
Now it an simply be shown, that the zeros of u˜ have the distane π
√
P
(λR+Q) .
Therefore, the zeros go to the left for inreasing λ and their distane tends to
zero. Therefore we have ϕ˜ ≡ 0 (mod π) in innite many points and due to
ϕ˜ > 0 we have ϕ˜ → ∞. Hene, the right-hand side of (7.34) tends to innity
and therefore the left-hand side, too. We will express the last sentenes as some
formulae. Sine the zeros of u˜ are equidistant, we have c = γk√
λ
+ δ with ertain
onstants γ and δ dependent on P , Q and R, but independent of k and λ, if c
is the k-th zero of ϕ˜ (mod π). That means, we have
ϕ˜
(
γk√
λ
+ δ, λ
)
= kπ. (7.35)
From this it follows immediately
ϕ˜(c, λ) =
√
λ
c− δ
γ
π (7.36)
and nally
ϕ(c, λ) > c¯
√
λ (7.37)
with a onstant c¯. This inludes ϕ(c, λ)→∞ whenever λ→∞.
For the values of c with r(c) = 0 we obtain nevertheless the statement, sine
ϕ(t, λ) is ontinuous both with respet to t and to λ and R an be hosen
arbitrarily small. This proves the rst part of the lemma.
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Now we have to show (7.30). We again assume for c that r(c) > 0 and dene
the onstants P , Q and R, if t is situated in a environment U of c. Additionally,
we hoose a δ > 0 suiently small suh that α < π − δ. Assumed, we had
δ ≤ ϕ(t, λ) ≤ π − δ for t ∈ U with t < c and λ → −∞. Then we have due to
(7.20)
ϕ′(t, λ) <
1
P
+Q− |λ|R sin2 δ. (7.38)
Now it holds ϕ′(t, λ)→ −∞ if λ→ −∞. Therefore we have ϕ(c, λ) ≤ δ for −λ
suiently large. Sine δ an be hosen arbitrarily, the assertion follows. With
respet to the ontinuity the statement is also true for c with r(c) = 0.
With this lemma we are able to haraterize the properties of the Sturm-
Liouville problem. If we set in the previous lemma c = 1, we have ϕ(1, λ) → 0
for λ → −∞. Sine β > 0 and ϕ(1, λ) is monotonous inreasing with respet
to λ, it must exist a value λ0 with ϕ(1, λ0) = β. Due to 0 ≤ α < π and β ≤ π
it follows 0 < ϕ(t, λ0) < π in the open interval (0, 1). Therefore, u(t, λ0) fullls
the seond boundary ondition and has no zeros in (0, 1). Due to ϕ(1, λ)→∞
for λ → ∞ it must exist an unique λ1 with ϕ(1, λ1) = β + π. In this ase, all
boundary onditions for u are also fullled. Now we are able to nd an innite
number of eigenvalues λn with
ϕ(1, λn) = β + nπ. (7.39)
Note, that all these aomplishments are aording to [1℄.
During the proof of the previous lemma we found, that there exists a positive
onstant c¯ with
ϕ(1, λ) > c¯
√
λ, (7.40)
if λ is suiently large. Now we show the existane of a onstant C¯ suh that
ϕ(1, λ) < C¯
√
λ. (7.41)
We know from (7.20) that
ϕ′ =
1
p
cos2 ϕ+ (q + λr) sin2 ϕ (7.42)
is valid. Due to the positivity of p and r and the boundedness of p, q and r
there exist positive onstants A and B suh that
ϕ′ ≤ A+ λB sin2 ϕ (7.43)
holds. Now we to proeed analogously to [10℄. For this we integrate the estima-
tion
ϕ′
A+ λB sin2 ϕ
≤ 1 (7.44)
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from 0 to 1 and obtain (if we substitute ϕ(t) =: s)
∫ ϕ(1)
α
ds
A+ λB sin2 s
≤ 1. (7.45)
Now let kπ ≤ ϕ(1) < (k + 1)π for a xed value k ∈ IN. If we take the integral
only from π to kπ, so it follows
1 ≥ (k − 1) ∫ pi0 dsA+λB sin2 s ≥ (k − 1)
∫ pi
0
ds
A+λBs2
= k−1√
λ
∫√λpi
0
dτ
A+Bτ2 ≥ C˜(k−1)√λ ,
(7.46)
where τ :=
√
λs and C˜ > 0. This inludes the assertion. For further details we
refer to [10℄.
Now we have the following estimation for the funtion ϕ:
c¯
√
λ < ϕ(1, λ) < C¯
√
λ. (7.47)
From
ϕ(1, λn) = β + nπ (7.48)
it follows
c¯
√
λn < β + nπ < C¯
√
λn. (7.49)
This immediately yields the existene of two onstants d and D with
dn2 ≤ λn ≤ Dn2. (7.50)
This is true for all Sturm-Liouville problems of the type (7.3). If we set p ≡ 1,
q ≡ −1 and r = ϕ2 as well as α1 = β1 = 0 and α2 = β2 = 1 in (7.5) and (7.6),
then due to assumption 22 the assumption 24 is fullled. Therefore (7.50) an
be found.
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