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Abstract
We propose a simple and fast algorithm called PatchLift for computing distances between patches
(contiguous block of samples) extracted from a given one-dimensional signal. PatchLift is based on the
observation that the patch distances can be efficiently computed from a matrix that is derived from the
one-dimensional signal using lifting; importantly, the number of operations required to compute the patch
distances using this approach does not scale with the patch length. We next demonstrate how PatchLift
can be used for patch-based denoising of images corrupted with Gaussian noise. In particular, we propose
a separable formulation of the classical Non-Local Means (NLM) algorithm that can be implemented
using PatchLift. We demonstrate that the PatchLift-based implementation of separable NLM is few orders
faster than standard NLM, and is competitive with existing fast implementations of NLM. Moreover, its
denoising performance is shown to be consistently superior to that of NLM and some of its variants, both
in terms of PSNR/SSIM and visual quality.
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I. INTRODUCTION
The Non-Local Means (NLM) algorithm was introduced by Buades, Coll, and Morel [1] for denoising
natural images corrupted with additive Gaussian noise. Two key innovations of NLM are the effective use
of non-local correlations in natural images, and the use of patches (instead of single pixels) to robustly
measure photometric similarity. The conceptual simplicity of NLM, coupled with its excellent denoising
performance, triggered a series of work on the use of patch-based models for image denoising [2], [3],
[4], [5], [6]. Some of these methods currently provide state-of-the-art results for a wide class of natural
images. We refer the readers to [6], [7] for an exhaustive account of such patch-based algorithms. While
NLM is no longer the top algorithm for image denoising, it nevertheless continues to be of interest
due to its simplicity, decent denoising performance, and the availability of several fast implementations
[16]-[22].
The non-local means of an image f = {f(i) : i ∈ Ω}, where Ω = {i = (i1, i2) : 1 ≤ i1, i2 ≤ N}, is
given by [1]
NLM[f ](i) =
∑
j∈S(i) wijf(j)∑
j∈S(i) wij
(i ∈ Ω). (1)
To exploit long-distance correlations in natural images, the original proposal in [1] was to set the
neighborhood S(i) to be the whole image. In practice, one restricts S(i) to a sufficiently large window
of size (2S + 1)× (2S + 1) centred at i. The weights {wij : i ∈ Ω, j ∈ S(i)} are given by
wij = exp
(
− 1
h2
∑
k∈P
Gα(k)
(
f(i+ k)− f(j + k))2). (2)
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1Here, h is a smoothing parameter, P = [−K,K]2 is a patch of size (2K + 1)× (2K + 1) centered at the
origin, and Gα is a two-dimensional Gaussian kernel:
Gα(k1, k2) = exp
(
− 1
2α2
(k21 + k
2
2)
)
.
We note that in several recent papers on non-local means, such as [8], [9], [10] and [11], the authors
have used a box kernel instead of a Gaussian kernel. That is, Gα(k) are set to unity for k ∈ P in (2)
in this case. We will consider both Gaussian and box kernels in this paper. Along with the non-local
averaging in (1), it is the use of patches that makes NLM more robust than pixel-based neighborhood
filters [12], [13], [14].
A. Fast Non-Local Means
The direct implementation of NLM is computationally demanding and slow in practice [1]. In particular,
the computation of (1) requires O(N2S2K2) operations for an N ×N image. Several computational
tricks and tradeoffs have been proposed to speedup NLM. These can broadly be classified into the
following classes:
• Fast Weight Computation: In this class of algorithms, the patch distances are computed rapidly using
convolutions and FFTs, possibly at the cost of added storage. For instance, a fast method using integral
images [15] and FFT computations was proposed in [16]. This method is tailored to work with the box
profile and cannot be used for the Gaussian kernel. The authors, however, remark in the paper that
the PSNR obtained using the box profile is generally less than that obtained using the Gaussian profile.
The authors in [17] use integral images along with a multi-resolution image pyramid to speed up the
weight computation. A fast algorithm for computing the patch weights in constant time (independent of
the patch size) was proposed in [8]. More recently, an exact and simple implementation of NLM using
convolutions was described in [18]. A probabilistic weighting scheme was proposed in [11] which is
faster than original NLM and provides higher PSNRs.
• Neighborhood Selection: A leading factor in the computational load of NLM is the size of the search
window. Naturally, a means of speeding up (and possibly improving) NLM is to use image priors to
perform neighbourhood selection, that is, to preselect similar neighborhoods based on some criteria.
For instance, the authors in [19] used local gray values and gradients to eliminate neighborhoods with
small correlations. A parallelized blockwise implementation was proposed in [20], which includes a
technique to automatically tune the smoothing parameter h based on the mean and variance of the
pixel intensities. In a different direction, a fast and accurate means of preselecting similar patches by
arranging the noisy image in a cluster tree was proposed in [21]. This method was shown to perform
well on images with regular, textured patterns. The statistical nature of the additive noise has also been
explored to improve neighborhood selection. For example, the first three statistical moments of the
noisy image have been used in [22] to derive a threshold for rejecting dissimilar patches which leads to
a reduction in the overall runtime. A related approach was proposed in [23], where dissimilar patches
are dropped if the distortion between patches exceed an expected threshold, which is calculated from
the additive noise strength.
2TABLE I
COMPLEXITY OF DIFFERENT ALGORITHMS FOR NLM AND ITS VARIANTS. S AND K DENOTE THE HALF-WIDTH OF THE SEARCH WINDOW
AND THE HALF-WIDTH OF THE PATCH RESPECTIVELY, AND N ×N IS THE IMAGE SIZE. ALSO INDICATED IN THE TABLE IS WHETHER A
PARTICULAR ALGORITHM WORKS WITH BOTH BOX AND GAUSSIAN KERNELS.
Method Complexity Gaussian Box
Buades [1] O(N2S2K2) X X
Vignesh [23] O(N2S2K2) X X
Mahmoudi [19] O(N2S2K2) X X
Brox [21] O(N2K2logN) X X
Wang [16] O(N2S2logS) × X
Darbon [8] O(N2S2) × X
Condat [18] O(N2S2) × X
Proposed O(N2S) X X
• Dimensionality Reduction: In a different direction, it was shown in [9], [10], [24] that the run
time and the denoising performance of NLM can be improved by first projecting the patches into a
lower dimensional subspace and then computing the patches distances in this subspace. Singular value
decomposition and principal component analysis were respectively used in these papers to reduce the
dimension.
• Efficient Data Structure: In [25], [26], the NLM computation was posed as a multi-dimensional
filtering and efficient data-structures were used to speedup the computation. In particular, a kd-tree-based
sampling for accelerating a broad class of non-linear filters was proposed in [25] that included NLM as
a special case. Later, another high dimensional data structure was presented in [26] that resulted in the
fastest known implementation of non-local means for dimensionality ranging between 5 and 20.
In addition to the above mentioned work, researchers have proposed to replace the usual square
patches in classical NLM with various shapes (disk, band, etc.) so as to exploit the local geometry of the
image. For example, a fast algorithm was proposed in [27] which can work with such patch shapes. This
algorithm also used FFT-based computations to improve the runtime. Recently a learning-based NLM
variant was proposed in [28], where patch dictionaries are used to speed up the distance computation.
B. Present Contribution
The present work is based on the idea of separable filtering which is common in the image processing
literature. For example, separable formulations of bilateral and median filtering have been reported
in [29], [30]. A separable formulation of NLM was recently proposed in [31]. We note that the above
non-linear filters are not separable as such; that is, one cannot perform the filtering by first processing
the rows and then the columns (as can be done for linear filters with separable kernels). In fact, the
result of row-filtering followed by column-filtering is generally different from that obtained by reversing
the operations. In this work, we propose to take both these possibilities into account and express the
final denoised image as an optimal combination of these primitives. The optimality is in the sense of
a certain surrogate of the mean-squared error that is popularly referred to as Stein’s unbiased risk
3estimator [32], [33]. The resulting optimization problem reduces to solving a 2× 2 linear system. The
present approach for separable NLM is different from that in [31] and provides much better denoising
results.
The main novelty of the paper, however, is the proposal of an algorithm that can reduce the complexity
of one-dimensional NLM from O(NSK) to O(NS), where N is the length of the signal. This is based
on the observation that the patch distances involved in the NLM of a one-dimensional signal can be
computed from O(NS) entries of a specially designed matrix. This matrix is obtained by applying a (box
or Gaussian) filter along the subdiagonals of a matrix which is derived via lifting, namely, through the
tensor product of the signal with itself. As is well-known, box and Gaussian filtering can be performed
using O(1) operations with respect to the filter length (e.g., see [34], [35]). The proposed algorithm
as a result requires O(NS) operations to compute the full set of patch distances in NLM. To the best
of our knowledge, the observation that lifting can be used for efficiently computing patch distances
is novel. We next use this lifting-based algorithm to develop a fast separable formulation of NLM for
grayscale images (as described in the above paragraph). The complexity of the proposed separable
formulation of NLM is 2N ×O(NS) = O(N2S) for an N ×N image, which is substantially smaller than
the O(N2S2K2) complexity of standard NLM. In practice, the proposed method is at least 300 times
faster than original NLM when S = 20 and K = 5. Moreover, as will be shown in the sequel, the PSNR
obtained using separable NLM is consistently larger than that obtained using original NLM and some of
its variants. A comparison of the complexity of various algorithms for NLM (and its variants) is provided
in Table I for reference.
C. Organization
The rest of the paper is organized as follows. We present the fast algorithm for one-dimensional
NLM in Section II. The main component of this section is a constant-time algorithm for computing
patch distances that has a particularly simple implementation. In Section III, we introduce a separable
formulation of the standard NLM algorithm. In particular, we demonstrate how the results of row-column
and column-row filtering (which are generally different) can be combined in an optimal fashion (at a
marginal overhead). We implement this separable formulation of NLM using the fast algorithm from
Section II. We provide several simulation results in Section IV and compare the proposed method with
existing fast implementations of NLM. We end the paper with some concluding remarks in Section V.
II. FAST ONE-DIMENSIONAL NLM
Consider a one-dimensional signal f = {f(1), . . . , f(N)} of length N (corresponding to a row or a
column of an image). The one-dimensional counterpart of a patch is simply the collection of samples
{f(i+k), k ∈ [−K,K]}, where i is the centre of the patch and 2K+1 is its length. Consider two patches
centred at i and j. We define the weighted Euclidean distance between these patches to be
d2ij =
K∑
k=−K
gβ(k)
(
f(i+ k)− f(j + k))2, (3)
4where gβ is a one-dimensional Gaussian kernel:
gβ(k) = exp
(
− k
2
2β2
)
.
As in the two-dimensional setting, we also consider the possibility of gβ being a box kernel. The
one-dimensional analogue of (1) is given by
fˆ(i) =
∑i+S
j=i−S wijf(j)∑i+S
j=i−S wij
, (4)
where wij = exp(−d2ij/h2). For any given i, note that a total of 2S + 1 distance computations are
required. Since each distance computation involves O(K) operations, the total cost of computing the
weights {wij : 1 ≤ i ≤ N, i− S ≤ j ≤ i+ S} in (4) is O(NSK).
A. PatchLift
We now explain how the redundancy involved in computing the patch distances (and hence the
weights) can be exploited in a principled fashion. Notice that if we expand the terms in (3), we get
a sum involving the product of signal samples. This makes it difficult to exploit the overlap between
the adjacent patches. However, this non-linear dependence (on the samples) can be transformed into
a linear one by using an appropriate data structure. In particular, we consider the N × N matrix F
obtained by taking tensor product of the signal with itself, namely,
F(i, j) = f(i)f(j), 1 ≤ i, j ≤ N. (5)
We then smooth F by filtering its subdiagonals using gβ:
F(i, j) =
K∑
k=−K
gβ(k)F(i+ k, j + k). (6)
Using (5) and (6), we can then write (3) as
d2ij = F(i, i) + F(j, j)− 2F(i, j). (7)
Notice that we have effectively transferred the non-linearity in (3) onto F. In particular, the patch
distances can now be computed using just three samples of F, one multiplication, and two additions.
Note that we only require a portion of F around the diagonal for computing the distances using (7).
Moreover, due to the symmetry in (5), it suffices to consider the samples F(i, j) for which i ≥ j. In
particular, we require the samples F(i, j) where (i, j) takes values in the band
B =
{
(i, j) : 1 ≤ i, j ≤ N, i ≥ j, |i− j| ≤ S
}
. (8)
It is not difficult to see from (6) that we do not need the entire F for computing {F(i, j) : (i, j) ∈ B};
we only require the samples {F(i, j) : (i, j) ∈ B}. In other words, we need O(NS) samples of F for
computing the patch distances, which in turn can be obtained from O(NS) samples of F using (6).
5Fig. 1. The square shown above is the domain of F, and (i, j) are its indices. The one-dimensional sequence V is formed
by stacking the subdiagonals of F in order; µ is used to index the subdiagonals, while ν indexes the position within a given
subdiagonal. The correspondence (i, j) ↔ (µ, ν) is given by (9). The start and the end of V are respectively marked with a
green square and a triangle; the domain of V is the band B given by (8). The red arrows indicate the direction along which the
samples of V are collected from F.
B. Implementation
We can implement PatchLift efficiently by packing the subdiagonals of F into a sequence and convolving
the resulting sequence with gβ . A small detail in doing so is that we need to pack K zeros between
successive subdiagonals to avoid interference between the successive filtering (recall that the support
of gβ is [−K,K]). The samples of F can then be read off directly from the filtered sequence. More
specifically, suppose we denote the indices of the subdiagonals using µ, where µ takes values from 1 to
S+1. In particular, µ = S+1 corresponds to the diagonal, and µ = 1 corresponds to the subdiagonal that
is farthest from the diagonal (see Figure 1). We linearly index the elements within a given subdiagonal
using ν. For a subdiagonal with index 1 ≤ µ ≤ S + 1, ν varies from 1 to N − S − 1 + µ, that is, the
length of the subdiagonal is N − S − 1 + µ. It can be verified that the correspondence between the
indices (i, j) ∈ B and the indices (µ, ν) is given by
j = ν, i = S + 1− µ+ ν ⇔ ν = j, µ = S + 1− i+ j. (9)
We now form a one-dimensional sequence V by stacking the subdiagonals of F in order, and packing K
zeros between successive subdiagonals. The linear position of a point (i, j) ∈ B with respect to V is
then given by
lij = (µ− 1)K +
µ−1∑
t=1
(N − S − 1 + t) + ν,
where µ and ν are given by (9). The first term accounts for the zero-packings, the second term counts
the number of elements in subdiagonals 1, . . . , µ− 1, and the third term gives the position within the
µ-th subdiagonal. After simplification and using (9), we get
lij =
1
2
(S − i+ j)(2N + 2K − S − 1− i+ j) + j. (10)
6In other words, we have
F(i, j) = V (lij) = f(S + 1− µ+ ν)f(ν).
It is not difficult to see that we can now express (6) using the one-dimensional convolution
V = V ∗ gβ . (11)
Notice that we can get the total length of V simply by setting i = N and j = N in (10). In particular,
the length of V is L = (S + 1)(N − S/2) +KS. The above process of setting up V and computing V is
summarized in Algorithm 1. Notice that the zero-paddings of length K are introduced in step.
Data: Signal f(1), . . . , f(N), kernel gβ , and K,S.
Result: Sequence V of length (S + 1)(N − S/2) +KS.
1 Initialize: Null sequence V of length L, and l = 0;
2 for µ = 1, 2, . . . , S + 1 do
3 for ν = 1, 2, . . . , N − S − 1 + µ do
4 l = l + 1;
5 V (l) = f(S + 1− µ+ ν)f(ν);
6 end
7 l = l +K;
8 end
9 V = V ∗ gβ .
Algorithm 1: Computation of V .
Data: Signal f(1), . . . , f(N), and parameters K,S, h.
Result: NLM of f given by (4).
1 Compute V from f,K, and S using Algorithm 1;
2 for i = 1, . . . , N do
3 P = 0;
4 Q = 0;
5 for j = i− S, . . . , i+ S do
6 Compute d2ij using (13);
7 w = exp(−d2ij/h2);
8 P = P + wf(j);
9 Q = Q+ w;
10 end
11 fˆ(i) = P/Q;
12 end
Algorithm 2: PatchLift-NLM.
7It is clear that V has L = O(NS) elements. Therefore, if the convolution in step 9 can be computed
in O(1) operations, then the complexity of setting up V and computing V would be O(NS). As is
well-known, this is indeed the case when gβ is a box or a Gaussian kernel. We have thus established
the following fact.
Proposition 2.1: The distances {dij : 1 ≤ i ≤ N, i − S ≤ j ≤ i + S} given by (3) can be computed
using O(NS) operations for any arbitrary K for box and Gaussian kernels.
In particular, we have the following recursion for the box kernel:
V (l) = V (l − 1) + [V (l +K)− V (l −K − 1)] . (12)
Thus, given V (l), we can compute V (l + 1) using just two additions for any arbitrary K. The recursive
implementation of the Gaussian filter is somewhat more involved and the details can be found in [34],
[35]. We will henceforth refer to the proposed approach of computing patch distances using lifting as
PatchLift.
C. PatchLift-NLM
Having computed V using Algorithm 1, we can use it to determine the patch distances. Note that, by
construction, F(i, j) = V (lij) for (i, j) ∈ B. We can therefore write (7) as
d2ij =
V (lii) + V (ljj)− 2V (lij) i ≥ j,V (lii) + V (ljj)− 2V (lji) j > i. (13)
By using the patch distances obtained using (13), we can compute (4) using another O(NS) operations.
We thus have the following result as a consequence of Proposition (2.1).
Corollary 2.2: The NLM filtering in (4) can be computed using O(NS) operations for any arbitrary K
for box and Gaussian kernels.
We will refer to the proposed implementation of NLM using PatchLift as PatchLift-NLM. This is summarized
in Algorithm 2. For completeness, we present the results of denoising a synthetic signal using NLM and
PatchLift-NLM in Figure 2. The two outputs are visually indistinguishable as expected, while a speedup
by a factor of 30 is obtained using PatchLift-NLM when K = 5.
III. FAST SEPARABLE NON-LOCAL MEANS
In the previous section, we considered the NLM of one-dimensional signals and presented a low-
complexity algorithm called PatchLift-NLM for computing the same. We can, in principle, extend PatchLift
to handle higher-dimensional patches. In particular, we could use the idea of lifting to compute the
distance between patches drawn from an image. This would give us an algorithm for computing the
NLM of images. However, we will not pursue this direction in this paper, and instead we will take a
different route by which we can achieve better denoising and a smaller run time.
In particular, we propose a separable formulation of (1) in which we process the rows and the columns
of the input image using (4). We remark that we are not suggesting that (1) can be computed by
applying (4) along rows and columns. Indeed, the kernel in (1) is not separable and hence the NLM of
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Fig. 2. Denoising of a one-dimensional signal using NLM and PatchLift-NLM. Row 1: Clean signal; Row 2: Clean signal corrupted
with additive white Gaussian noise (σ = 0.2); Row 3: Output of NLM computed using (4); Row 4: Output of PatchLift-NLM
computed using Algorithm 2. The parameters used are S = 10,K = 5, and h = 1. PatchLift-NLM is about 30 times faster in this
case, and the mean-squared-error between the output of NLM and PatchLift-NLM is of the order 10−17.
an image cannot be computed by applying row and column operations. By a separable formulation,
we mean that we simply choose to process the rows using (4) and then process the columns of the
intermediate image using (4). The problem, however, is that the row and column operations do not
commute, that is, different results are obtained depending on whether the row are processed first or
the columns. There are two distinct possibilities:
• RC: we first filter the rows and then the columns of the intermediate image,
• CR: we first filter the columns and then the rows of the intermediate image.
We have generally noticed that by the final output obtained by averaging the images obtained using
(RC) and (CR) operations exhibits a better visual appearance and a higher PSNR. More generally, we
could linearly combine the two outputs and take it to be the final denoised image. A schematic of the
proposal is provided in Figure 3. Along one pipeline, we first filter the rows of the noisy image f using
(4) to get fr, and then we filter the columns of fr using (4) to get frc. In the other pipeline, we first
filter the rows of f using (4) to get fc, and then we filter the rows of fc using (4) to get fcr. We then
linearly combine frc and fcr to get the final denoised image:
f˜(i) = θ1frc(i) + θ2fcr(i) (i ∈ Ω), (14)
where we recall that Ω =
{
i = (i1, i2) : 1 ≤ i1, i2 ≤ N}.
9Fig. 3. Schematic of the proposed separable formulation of NLM.
A. Optimal Combination
The important question that we must address is how do we fix θ1 and θ2 in (14)? Moreover, it is
important that the process of computing these parameters should be efficient; else, it will undermine
the objective of having a fast algorithm.
In this regard, we suppose that the noisy image f is derived from a clean image f0 as follows:
f(i) = f0(i) + σ · w(i), (15)
where σ is the additive noise level, and {w(i) : i ∈ Ω} are independently drawn from N (0, 1) [1], [3],
[4]. In keeping with (15), the parameters θ1 and θ2 should ideally be tuned to make f˜ “similar” to f0.
In particular, we can consider the mean-squared-error (MSE) given by
MSE =
1
N2
∑
i∈Ω
(
f˜(i)− f0(i)
)2
, (16)
and select θ1 and θ2 that minimizes (16). This appears to be an interesting proposition since it can be
seen from (14) and (16) that MSE is quadratic in the parameter vector θ = (θ1, θ2). Thus, the optimal
θ can be obtained simply by setting the gradient of MSE to zero, and solving the resulting 2× 2 linear
system. Of course, the problem is that we do not have access to the clean image f0 and hence we
cannot compute (16).
The remarkable fact is that we circumvent the above problem of not having the clean image using
Stein’s Unbiased Risk Estimator (SURE) [32]. SURE was originally proposed in [32] for estimating the
mean of an isotropic Gaussian distribution from its iid samples. The fact that this is precisely the data
model in (15), and that one can use SURE (as a surrogate of MSE) for transform-based image denoising,
have been used in a series of papers; see, e.g., [33], [36]. We next explain how SURE can be used for
optimizing the parameters in (14).
The first observation is that the transformation that takes the f(i) into f˜(i) is differentiable. This is
simply because (14) is obtained through rowwise and columnwise applications of (4), which is clearly
differentiable. In particular, the SURE of (4) is given by
φ =
1
N2
∑
i∈Ω
(
f˜(i)− f(i))2 − σ2 + 2σ2
N2
∑
i∈Ω
∂f˜(i)
∂f(i)
. (17)
The random variable φ is an unbiased estimator of MSE in the sense that its mathematical expectation
(with respect to the underlying Gaussian noise distribution) is identical to the expectation of the MSE
10
in (16). The proof of this fact comes as a direct consequence of the observations in the original paper
[32]. In other words, we can use instances of φ as a surrogate of MSE. In fact, due to the large size of
images and the law of large numbers, Stein’s estimator turns out to be a very stable surrogate of the
mean-squared-error in practice [33], [36].
Notice that (17) depends on the noisy image and the divergence of the input-output mapping depicted
in Figure 3. In particular, similar to the observation made earlier for MSE, the first term in (17) is
quadratic in θ. On the other hand, it follows from (14) that
∂f˜(i)
∂f(i)
= θ1
∂frc(i)
∂f(i)
+ θ2
∂fcr(i)
∂f(i)
. (18)
Thus, the last term in (17) is linear in θ. Therefore, by substituting (14) and (18) in (17), we get a
quadratic function in θ. The optimum θ that minimizes φ be obtained by setting the gradient (of φ with
respect to θ) to zero. In particular, one can verify that the optimal assignment θ∗ satisfies
Aθ∗ = b,
where
A =

∑
i∈Ω
frc(i)
2
∑
i∈Ω
frc(i)fcr(i)∑
i∈Ω
frc(i)fcr(i)
∑
i∈Ω
fcr(i)
2
 , (19)
and
b =

∑
i∈Ω
f(i)frc(i)− σ2
∑
i∈Ω
∂frc(i)
∂f(i)∑
i∈Ω
f(i)fcr(i)− σ2
∑
i∈Ω
∂fcr(i)
∂f(i)
 . (20)
In other words, we can minimize (17) with the same computational ease with which we could
(hypothetically) minimize (16), namely, by solving a 2× 2 linear system.
We now address the computation of the partial derivatives in (18), which appear in b. It turns out
that the separable formulation simplifies this computation. Indeed, since frc is obtained from fr using
column filtering and fr is obtained from f using row filtering, we can use the chain rule to write
∂frc(i)
∂f(i)
=
∂frc(i)
∂fr(i)
· ∂fr(i)
∂f(i)
. (21)
Similarly, we can write
∂fcr(i)
∂f(i)
=
∂fcr(i)
∂fc(i)
· ∂fc(i)
∂f(i)
. (22)
However, notice that the partial derivatives on the right in (21) and (22) are simply the partial derivatives
of the transformation in (4), namely,
∂fˆ(i)
∂f(i)
(1 ≤ i ≤ N). (23)
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In fact, the partial derivatives of the original two-dimensional NLM (with box kernel) was first derived
in [36]. This formula is structurally identical to that for the one-dimensional NLM. In particular, for
1 ≤ i ≤ N ,
∂fˆ(i)
∂f(i)
=
2
h2Wi
i+S∑
j=i−S
wijf(j)
2 +
1
Wi
− 2
h2
fˆ(i)2 (24)
+
2
Wih2
i+K∑
k=i−K
wikgβ(i− k)
(
f(k)− fˆ(i))(f(2i− k)− f(i)),
where Wi =
∑i+S
j=i−S wij . For completeness, the main steps leading to (24) are provided in the Appendix.
In summary, we have to perform additional O(K) computations to determine the partial derivatives
in (23). We note that the computation of the terms in (24) can be integrated into PatchLift-NLM. This
is summarized in Algorithm 3. The input to Algorithm 3 is a one-dimensional signal, and we output its
NLM and the partial derivatives in (23). The NLM is computed using Algorithm 2.
The complete algorithm for computing (14) along with the optimal θ∗ is summarized in Algorithm 4.
We use Algorithm 3 as a black-box (referred to as Alg3 during the call) in Algorithm 4. Notice that
we input a sequence δin of length N in Algorithm 3, which is used for performing the chaining in (21)
and (22) in Algorithm 4. We use the notations f(i, :) and f(:, j) to respectively denote the i-th row and
the j-th column of an image f . The outputs δ1 and δ2 in steps 6 and 12 are respectively the partial
derivatives in (21) and (22). That is,
b =

∑
i∈Ω
f(i)frc(i)− σ2
∑
i∈Ω
δ1(i)∑
i∈Ω
f(i)fcr(i)− σ2
∑
i∈Ω
δ2(i)
 . (25)
It follows from Corollary 2.2 and the above discussion that the overall complexity of Algorithm 4 is
O(N2S).
(a) Clean. (b) PSNR = 24.61 dB. (c) PSNR = 28.27 dB. (d) PSNR = 31.52 dB.
Fig. 4. Denoising of Peppers using Algorithm 4, followed by bilateral filtering. (b) Noisy image (σ = 15). (c) Output of Algorithm
3 obtained using a box kernel, where h = 2.1σ,K = 3, and S = 10. (d) Bilateral filtering of (c) using σs = 0.71 and σr = 77.
Notice that the grains appearing in (c) are diffused out after the bilateral filtering.
B. Post-Processing
We have noticed that the separable processing introduces stripes into the final processed image.
However, these stripes are of small amplitude, and extensive experiments reveal that these stripes can be
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Data: Signal f(1), . . . , f(N), parameters K,S, h, and a sequence δin(1), . . . , δin(N).
Result: NLM fˆ given by (4), and δout given by (24).
Compute V from f,K, and S using Algorithm 1;
for i = 1, . . . , N do
Set T1, T2, T3, T4, P1, P2, and Q to zero;
for j = i− S, . . . , i−K − 1 do
Compute d2ij using (13);
w = exp(−d2ij/h2);
P1 = P1 + wf(j);
P2 = P2 + wf(j)
2;
Q = Q+ w;
end
for j = i−K, . . . , i+K do
Compute d2ij using (13);
w = exp(−d2ij/h2);
P1 = P1 + wf(j);
P2 = P2 + wf(j)
2;
Q = Q+ w;
T1 = T1 + wgβ(i− j);
T2 = T2 + wgβ(i− j)f(j);
T3 = T3 + wgβ(i− j)f(2i− j);
T4 = T4 + wgβ(i− j)f(2i− j)f(j);
end
for j = i+K + 1, . . . , i+ S do
Compute d2ij using (13);
w = exp(−d2ij/h2);
P1 = P1 + wf(j);
P2 = P2 + wf(j)
2;
Q = Q+ w;
end
fˆ(i) = P1/Q;
T = T1fˆ(i)f(i)− T2f(i)− T3fˆ(i) + T4;
δout(i) = δin(i)(h
2 + 2T + 2(P2 −Qfˆ(i)2)/Qh2;
end
Algorithm 3: Computation of (4) and (24).
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Data: Image f of size N ×N , and parameters K,S, h.
Result: Separable NLM output f˜ .
1 Initialize: δ1 and δ2 of size N ×N with entries set to 1;
2 for i1 = 1, . . . , N do
3 (fr(i1, :), δ1(i1, :)) = Alg3(f(i1, :), δ1(i1, :),K, S, h)
4 end
5 for i2 = 1, . . . , N do
6 (frc(:, i2), δ1(:, i2)) = Alg3(fr(:, i2), δ1(:, i2),K, S, h)
7 end
8 for i2 = 1, . . . , N do
9 (fc(:, i2), δ2(:, i2)) = Alg3(f(:, i2), δ2(:, i2),K, S, h)
10 end
11 for i1 = 1, . . . , N do
12 (fcr(i1, :), δ2(i1, :)) = Alg3(fc(i1, :), δ2(i1, :),K, S, h)
13 end
14 Compute A and b using (19) and (25);
15 Solve Aθ? = b;
16 Set f˜(i) = θ∗1frc(i) + θ
∗
2fcr(i).
Algorithm 4: SNLM.
(a) Clean. (b) PSNR = 22.11 dB. (c) PSNR = 27.21 dB. (d) PSNR = 27.95 dB.
Fig. 5. Denoising of Barbara using Algorithm 4, followed by bilateral filtering. The difference with Figure 4 is that we use a
Gaussian kernel in this case. (b) Noisy image (σ = 20). (c) Output of Algorithm 3 obtained using a Gaussian kernel, where
h = 2.1σ,K = 3, and S = 10. (d) Bilateral filtering of (c) using σs = 0.76 and σr = 103.
suppressed by post-processing the output of Algorithm 4 using a smoothing filter. In particular, we have
used the non-linear bilateral filter [14] to post-process the output of Algorithm 4. The final denoised
image SNLM[f ] is thus set to be
SNLM[f ](i) =
∑
j∈Ω w(j)gσr (f˜(i− j)− f˜(i))f˜(i− j)∑
j∈Ω w(j) gσr (f˜(i− j)− f˜(i))
(26)
where
w(i) = exp
(
−‖i‖
2
2σ2s
)
, gσr (t) = exp
(
− t
2
2σ2r
)
,
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and Ω = [−3σs, 3σs]2 is the support of the spatial Gaussian filter w. We will refer to the whole
transformation that takes the input image f into SNLM[f ] as Separable Non-Local Means.
The edge-preserving action of the bilateral filter diffuses out the stripes (and small grains), without
compromising the structural information in the image. We have implemented (26) using the fast
algorithm in [37], whose complexity is O(N2) for an N×N image. We note that the cost of this bilateral
filter variant does not scale with the parameters of non-local means. Moreover, it does not scale with
the σs and σr parameters of the bilateral filter. Thus, the overall complexity of computing SNLM[f ] is
O(N2S) +O(N2) = O(N2S). In practice, the overhead run time for the bilateral filtering is about 30%
of the run time of Algorithm 4. A visual comparison of the results before and after the application of the
bilateral filter is provided in Figures 4 and 5. Notice that the visual appearance and the denoising quality
(as measured using PSNR = 10 log10(255
2/MSE)) improves significantly after the post-processing.
IV. EXPERIMENTAL RESULTS
A. Parameters
The parameters involved in SNLM are those required for the one-dimensional NLM (β and h), and
those required for the bilateral filtering (σs and σr). In order to understand the sensitivity of various
parameters and to learn the optimal rule for setting these parameters as a function of the noise level,
we performed an exhaustive study using various natural images obtained from the repositories at [38],
[39], [40]. For a fixed image and noise level, we jointly optimized the parameters to get the maximum
PSNR (for a fixed K and S). The study revealed that the critical parameters are h, σs, and σr. For
example, when S = 10 and K = 3, the optimal h was found to be in the interval [2.1σ, 2.6σ] for the box
kernel, and in the interval [1.8σ, 2.3σ] for the Gaussian kernel. The optimal rule for the bilateral filter
was found to be
σs =2.5× 10−6σ3 − 3.4× 10−4σ2 + 0.021σ + 0.46, and
σr =2.8× 10−4σ3 − 0.088σ2 + 8σ − 24.
For example, σs ≈ 1 and σr ≈ 145 when σ = 30. The implementation of the bilateral filter in [37] is
known to be fast for such large σr. The denoising performance is apparently not very sensitive to β, and
β = 2 was near-optimal for most images and noise levels. Similarly, we found α = 2 to be near-optimal
for NLM. We note that we can alternatively use SURE to optimize the parameters, which was the original
proposal in [36] for NLM. This would, of course, require us to run the algorithm multiple times (which
is reasonable for a fast algorithm).
B. Run-Time
We now present simulation results concerning the run-time of the proposed algorithm. The computa-
tions were performed using a 3.40 GHz Intel 8-core machine with 32 GB memory. We also compared
the proposed algorithm with the fast algorithms listed in Table I. All algorithms were implemented
using Matlab 8.4. For SNLM, we used the learnt parameter settings as described above. As for the rest
of the algorithms, we use the settings suggested in the respective papers.
15
K
2 3 4 5 6 7
ru
n
-ti
m
e 
(se
co
nd
s)
0
0.5
1
1.5
2
2.5
SNLM Darbon Condat
(a) N = 256, S = 20.
K
2 3 4 5 6 7
ru
n
 ti
m
e 
(se
co
nd
s)
0
2
4
6
8
10
12
SNLM Darbon Condat
(b) N = 512, S = 20.
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(c) N = 256, K = 3.
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(d) N = 1024, K = 3.
Fig. 6. Comparison of the run-time of the proposed SNLM with the fast algorithms from [8] and [18] for various image sizes
(using a box kernel). Plots (a) and (b) are for a fixed S = 20 and K ∈ {2, 3, . . . , 7}, while plots (c) and (d) correspond to K = 3
and S ∈ {10, 15, . . . , 30}.
TABLE II
COMPARISON OF THE RUN-TIME OF ALGORITHM 4 WITH NLM AND ITS VARIANTS FOR VARIOUS IMAGE SIZES USING A BOX KERNEL. THE
PARAMETERS ARE S = 20 AND K = 5. THE COMPUTATIONS WERE PERFORMED USING MATLAB ON A 3.40 GHZ INTEL 8-CORE MACHINE
WITH 32 GB MEMORY.
N NLM [1] PCA [10] Wang [16] Darbon [8] Condat [18] SNLM
256 497s 9.70s 25.24s 2.35s 2.47s 1.50s
512 34m 43.4s 104.3s 11.78s 7.67s 6.32s
1024 136m 165.8s 430s 53.31s 89.18s 28.77s
TABLE III
THE SETTING IN THIS CASE IS IDENTICAL TO THAT USED IN TABLE II, EXCEPT THAT WE HAVE USED A GAUSSIAN KERNEL INSTEAD OF A
BOX.
N NLM [1] Mahmoudi [19] Brox [21] Vignesh [23] SNLM
256 512s 245s 184s 92s 1.7s
512 38m 15.2m 13.0m 6.46m 6.8s
1024 145m 52.2m 46.4m 20.3m 30.4s
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It is clear from the complexity estimates in Table I that the scaling with respect to S is minimal for
SNLM (and there is no scaling with K). This is evident from the results reported in Tables II and III, and
Figure 6. In Figure 6, we have compared SNLM with the fast algorithms in [8] and [18]. The reason
is that we found these to be the leading algorithms in terms of run-time. We notice from the plots in
Figure 6 that SNLM runs much faster for large S and K. Since S and K typically scale with the image
size, this means that SNLM outperforms [8] and [18] for megapixel images.
We have separately compared SNLM with NLM and other competing algorithms for box and Gaussian
kernels in Tables II and III (recall from Table I that not all algorithms work with the Gaussian kernel).
We notice that the PatchLift-based implementation of SNLM is significantly faster than the rest of the
algorithms. In particular, as claimed in the Introduction, SNLM is at least 300 times faster than NLM
when S = 20 and K = 5.
C. Denoising Results
Finally, we present some results concerning the denoising performance of SNLM, and compare it
with NLM and its variants. In this regards, we note that while some of the fast algorithms mentioned
above can be used for implementing the original NLM from [1], the authors of these algorithms have
proposed various modifications that can lead to a better denoising performance. We have incorporated
these improvements in the implementation; as a result, the PSNR obtained using these algorithms are
generally different from that obtained using NLM. We have also used the structural-similarity index
(SSIM) for evaluating the denoising performance [41].
The denoising results on some standard natural images (using Gaussian and box kernels) are provided
in Tables IV and V. We notice that the PSNR obtained using SNLM is consistently higher than that
obtained using NLM; the gap is as large as 2 dB at large noise levels. In fact, we are able to get better
denoising by optimizing the parameters of our algorithm. As is well-known, the h = 10σ rule for NLM
is usually suboptimal. One can obtain better results using NLM (comparable to that obtained using our
method) by adjusting h in NLM. A visual comparison of the denoising quality is provided in Figures
7 and 8 for the Gaussian and box kernels. We notice that the output of SNLM is much more sharp
compared to NLM and [18]. Indeed, notice that in Figure 8, the PSNR of the SNLM output is about 3
dB higher than that of the NLM counterpart. Moreover, for both images, the method noise (difference
of the noisy and the denoised image) [7] obtained using SNLM exhibits less images structures than that
obtained using NLM.
V. CONCLUSION
We proposed a separable formulation of non-local means and a fast algorithm for the same. The
algorithm admits a simple implementation for both box and Gaussian kernels. The overall complexity of
the algorithm is smaller than that of existing fast implementations of NLM. In fact, the actual run-time of
the Matlab implementation of the algorithm is competitive with the run-time of existing implementations,
particularly when the patch size and the search window are large. The speedup over NLM was observed
to be at least 300 times. We also demonstrated that the denoising performance of the proposed algorithm
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(a) Clean. (b) Noisy (22.12, 67.95).
(c) NLM [1] (30.46, 89.17). (d) SNLM (31.44, 91.38).
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(f) Method Noise for SNLM.
Fig. 7. Denoising of Lena (512 × 512) at σ = 20 using a Gaussian kernel for NLM (α = 2) and SNLM (β = 2). Parameters:
S = 10 and K = 3. The (PSNR, SSIM) indices are provided in the caption.
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(a) Clean. (b) Noisy (22.1, 74.1).
(c) NLM [1] (26.8, 77.3). (d) SNLM (29.6, 89.0).
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(g) Darbon [8] (25.4, 83.2). (h) Condat [18] (27.1, 79.1).
Fig. 8. Denoising of Man (size 512× 512) at σ = 20 using a box kernel. Parameters: S = 10 and K = 3. The (PSNR, SSIM)
indices are provided in the caption.
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Image Method σ = 10 σ = 20 σ = 30 σ = 40 σ = 50
NLM 32.02/93.45 27.48/82.42 25.41/74.12 24.21/68.74 23.41/63.71
C2
SNLM 32.74/96.18 29.14/90.49 27.25/84.79 25.96/79.33 25.05/75.54
NLM 34.15/94.82 30.48/89.37 28.45/85.69 26.98/81.33 25.87/77.56
L1
SNLM 34.64/96.11 31.48/91.42 29.59/87.92 28.23/84.21 27.16/80.91
NLM 32.03/93.45 28.22/84.34 26.11/77.96 24.76/72.82 23.86/68.09
B3
SNLM 32.88/96.19 29.47/90.07 27.62/84.37 26.35/80.15 25.39/75.40
NLM 31.78/91.25 28.19/81.89 26.43/73.94 25.35/68.71 24.63/64.85
H2
SNLM 32.88/95.31 29.71/89.57 28.01/82.11 26.87/77.54 26.04/73.49
TABLE IV
COMPARISON OF THE DENOISING PERFORMANCE IN TERMS OF PSNR AND SSIM AT VARIOUS NOISE LEVELS USING THE GAUSSIAN
KERNEL WITH PARAMETERS S = 10 AND K = 3. THE IMAGES USED ARE C2: Couple, L1: Lena, B3: Boat, AND H2: Hill. THE SIZE OF
EACH IMAGE IS 512× 512.
is consistently better than NLM and some of its variants in terms of PSNR/SSIM and the visual quality. It
is clear that the SNLM has a straightforward extension to video and volume data, where the acceleration
would be even more significant. As a final remark, we note that the rapidly computed SNLM can be
used to seed various sophisticated methods for image denoising that require some kind of initialization
(such as dictionary-based denoising schemes [3]). It can also be used to seed the Wiener filter used in
second stage of the BM3D algorithm [4] that yields state-of-the-art results.
VI. APPENDIX
In this section, we describe the main steps in the derivation of (24). The steps are similar to that in
[36]. In particular, by applying the quotient rule for derivatives to (4), we have
∂fˆ(i)
∂f(i)
=
1
Wi
(
wii +
i+S∑
j=i−S
f(j)
∂wij
∂f(i)
− fˆ(i)
i+S∑
j=i−S
∂wij
∂f(i)
)
=
1
Wi
(
wii +
i+S∑
j=i−S
(f(j)− fˆ(i)) ∂wij
∂f(i)
)
, (27)
where Wi =
∑i+S
j=i−S wij . Using the chain rule for derivatives, we note that for |j − i| > K,
∂wij
∂f(i)
=
2
h2
wijgβ(0)
(
f(j)− f(i)).
On the other hand, for |j − i| ≤ K,
∂wij
∂f(i)
=
2wij
h2
(
gβ(0)(f(j)− f(i)) + gβ(i− j)(f(2i− j)− f(i))
)
.
On plugging the above in (27), and noting that wii = 1 and gβ(0) = 1, we get (24).
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Image σ NLM PCA Wang Darbon Condat SNLM
10 30.72/88.36 32.34/94.88 30.72/88.36 30.37/93.80 30.19/88.34 33.16/95.56
20 26.87/77.30 28.91/88.78 26.87/77.30 25.46/83.18 27.16/79.13 29.62/89.11
30 25.25/70.48 27.07/82.54 25.25/70.48 22.43/72.25 25.71/73.35 27.79/83.41
M1 40 24.32/65.79 26.04/78.08 24.32/65.79 20.22/62.37 24.84/69.34 26.55/78.40
50 23.68/62.31 25.11/75.14 23.68/62.31 18.47/54.06 24.21/66.40 25.66/74.37
80 22.58/55.86 22.80/60.30 22.58/55.86 14.70/36.40 22.88/60.20 23.89/64.93
10 32.37/94.64 31.95/94.45 32.37/94.64 30.37/94.66 31.99/94.75 32.53/95.78
20 27.38/86.58 28.30/87.22 27.38/86.58 25.29/85.18 27.71/87.84 27.95/88.96
30 24.93/79.39 25.02/81.76 24.93/79.39 22.21/75.13 25.36/81.48 25.15/83.08
B1 40 23.53/73.54 24.20/82.84 23.53/73.54 19.99/65.80 23.99/76.31 24.09/78.15
50 22.64/68.88 23.21/71.09 22.64/68.88 18.26/57.69 23.13/72.35 23.35/74.00
80 21.32/60.28 21.71/64.76 21.32/60.28 14.56/40.17 21.73/64.73 22.03/65.44
10 34.22/86.89 34.52/89.16 34.22/86.89 31.39/75.30 34.11/86.79 34.83/88.98
20 29.75/81.80 30.80/83.07 29.75/81.80 26.09/50.70 30.17/82.03 31.67/84.12
30 26.89/77.04 28.62/76.06 26.89/77.04 22.81/35.68 27.65/77.67 29.70/80.17
H1 40 25.19/72.98 26.97/68.32 25.19/72.98 20.45/26.63 26.06/73.82 28.17/76.58
50 24.12/69.67 25.76/62.05 24.12/69.67 18.61/20.71 24.98/70.51 26.95/71.83
80 22.33/62.12 22.77/44.28 22.33/62.12 14.73/11.32 22.76/62.25 24.37/66.20
10 28.07/82.34 29.06/89.99 28.07/82.34 27.57/87.83 24.16/65.78 28.88/88.83
20 22.17/50.50 24.60/76.33 22.17/50.50 23.69/73.35 21.87/47.80 24.64/72.56
30 20.54/39.40 22.77/60.58 20.54/39.40 21.11/60.28 20.81/40.06 22.92/61.23
B2 40 19.76/34.07 21.65/48.06 19.76/34.07 19.17/49.56 20.16/35.63 21.94/53.59
50 19.28/30.88 20.89/42.60 19.28/30.88 17.64/41.11 19.72/32.86 21.24/47.89
80 18.53/26.13 19.37/31.05 18.53/26.13 14.25/24.85 18.86/28.57 19.88/37.46
10 31.31/86.51 32.38/90.90 31.31/86.51 30.35/76.99 29.79/85.32 33.15/91.85
20 27.88/80.37 28.27/82.71 27.88/80.37 25.57/54.03 27.28/80.02 28.79/84.32
30 24.78/74.97 26.03/75.07 24.78/74.97 22.46/40.03 24.90/75.26 26.68/79.08
C1 40 22.94/70.34 24.61/68.30 22.94/70.34 20.17/31.34 23.34/70.96 25.36/73.94
50 21.86/66.54 23.48/61.00 21.86/66.54 18.38/25.49 22.30/67.05 24.30/69.89
80 20.16/58.03 21.14/43.19 20.16/58.03 14.55/15.42 20.36/57.21 21.97/60.82
TABLE V
COMPARISON OF THE DENOISING PERFORMANCE IN TERMS OF PSNR AND SSIM AT VARIOUS NOISE LEVELS USING THE BOX KERNEL
WITH PARAMETERS S = 10 AND K = 3. THE IMAGES USED HERE ARE: M1: Man, B1: Barbara, H1: House, B2: Bridge, AND C1:
Cameraman. THE IMAGES M1 AND B1 ARE OF SIZE 512× 512, WHILE THE REST OF THE IMAGES ARE OF SIZE 256× 256.
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