The perturbation theory based on the Riemann-Hilbert problem is constructed for the nonlinear Schrödinger equation. The second-order equations for the spectral data describing the soliton-wave interaction are obtained. The theory is applied to the parametrically driven, damped nonlinear Schrödinger equation. The parametrically driven NLS soliton is shown to become unstable, when the driving strength is greater then the critical value, due to the resonant interaction with the linear waves.
I. INTRODUCTION
Many nonlinear phenomena in one-dimensional systems can be approximated by the perturbed nonlinear Schrödinger (NLS) equation iq t + q xx + 2|q| 2 q = r(t, x, q, q, q x , q x , ...).
(1.1) a system of ordinary differential equations describing the soliton-wave interaction in the parametrically driven damped NLS equation. In Sec VI, the long-wave approximation to the soliton-wave interaction in the parametrically driven, damped NLS equation is considered.
There it is shown that the soliton instability occurs when (in the undamped case) the frequency of the soliton oscillations falls in resonance with the carrier frequency of the waves. The critical driving strenght h and the resonance frequency are shown to be in good agreement with the numerical results presented in [19, 34] . The last section contains some concluding remarks.
II. RIEMANN-HILBERT PROBLEM FOR NLS EQUATION
The NLS equation is the compatibility condition for the following system of linear equations (the Lax pair) [20] 
(2.1a)
where Λ(k) = −ikσ 3 and Ω(k) = 2ik 2 σ 3 represent the dispersion laws and
2)
The potential Q is obtained from the asymptotic decomposition Φ(k) = 1 1 + Φ (1) k −1 + . . ., k → ∞, Q = [Φ (1) , σ 3 ]. The RH problem associated with the NLS equation can be constructed in the following way [22] . Consider the Jost-type solutions J ± to Eqs. (2.1), J ± → 1 1, as x → ±∞. Then the following matrix function ((J ± ) ·l means the l-th column of J ± )
is a solution to Eqs. (2.1) and holomorphic in the upper half of the complex k-plane (Imk ≥ 0). The lax pair (2.1) admits the reduction Φ † (k) = Φ −1 (k), which allows us to define the matrix function conjugated to Φ + (k) and holomorphic in the lower half plane
where (J ± −1 ) l· denotes the l-th row of the matrix J ± −1 and the superscript τ stands for transposition. These functions can be expressed through the factorization of the scattering matrix,
whose matrix elements are given without division through the elements of the scattering matrix:
S + = SS − , S + = We have
where we have used the identity E † (k) = E −1 (k) following directly from the definition of E(k). This representation leads to the following RH problem for the NLS equation
posed on the real line. The t-dependence of G reads G t = [G, Ω], due to the same equations for the factorization matrices, (
We will use the following notation b(k) for the scattering matrix element S 12 (k), which enters G(k).
In general, det Φ + (k) has zeros in its analyticity domain and the RH problem is said to be nonregular (or with zeros). Zeros of det Φ −1 − (k) are complex conjugate to those of det Φ + (k). The solution to the RH problem with zeros can be factorized in the usual way [22, 38] 
Here, the rational matrix function Γ(k) accounts for the contribution of zeros. In the case of N-simple zeros k j , j = 1, . . . , N, i. e., det Φ + (k) = O(k − k j ) at k → k j , this function can be written in the following form
where
The vector-columns | p j and vector-rows p j | are given by
From the reduction Φ †
The matrix functions Φ o± (k) are the solution of the following regular RH problem
The uniqueness of the solution to the regular RH problem is guaranteed by the canonical normalization condition (2.12b). Eqs. (2.11) ensure that Φ o± (k) have no poles in their analiticity domains, i. e., for Imk ≥ 0 and Imk ≤ 0, respectively. The RH data are comprised of the two parts: the discrete data {k j , | p j , j = 1, . . . , N} and the continuous datum b(k) = G 12 (k). The soliton solutions correspond to the RH problem with zeros provided b(k) = 0, i. e., Φ o± (k) = 1 1. The coordinate dependence of | p j obtains from Eqs. (2.11) via differentiation. It should be noted that the vectors can be determined only up to arbitrary norms. In a particular case, we obtain
Integration of these equations gives 14) where
, where a j and ϕ j are real constants. For the one-soliton solution from Eqs. (2.10) and (2.14) we get 15) where k 1 = iη + ξ and (a 1 ≡ a and ϕ 1 ≡ ϕ)
The one-soliton solution to the NLS equation parametrized by the RH data reads
The general N-soliton solution can be obtained by the similar way. We have chosen the vector parametrization (in Eq. (2.10)) of the soliton solutions because, as it is shown in the next section, one can easily obtain the perturbation-induced evolution equations for the vectors | p j by using Eqs. (2.11).
III. PERTURBATION-INDUCED EVOLUTION OF THE RH DATA
Consider the spectral problem (2.1a). If a perturbation is added to the NLS equation, it changes U. Introduce the following perturbation matrix
where the variational derivative accounts for the perturbation-induced evolution of the potential, i. e., iδq/δt = r in terms of Eq. (1.1). Introducing the following matrix functional
we can write the variational derivative of Φ + in the following form (see [35] [36] [37] for details)
where Π(k) is meromorphic for k ∈ {k : Imk ≥ 0} and has simple poles at the zeros of det Φ + (k) (which are considered to be simple 
where we have used the reduction Φ
The fundamental matrix functional Π(k) satisfies two important identities:
where Res{Π(k), k j } denotes the residue of Π(k) at k j . Using these identities, Eqs. (2.8a), and (2.11), we obtain from Eqs. (3.3) and (3.4) the perturbation-induced evolution equations for the complete set of the RH data {k j ,
The l.h.s.'s of Eqs. (3.6) are x-independent, therefore, we can put x → ±∞ in the r.h.s.'s to simplify considerably these equations. Introducing the following quantities
where F (k) = exp − t dt Ω(k) , and putting x → ∞ we obtain from Eqs. (3.6)
, which follows directly from the definition (3.2), ensures that the diagonal part of G(k) is indeed t-independent. Eqs. (3.8) account for the perturbation exactly, but precisely this makes it difficult to use them directly. Indeed, Eqs. (3.8) are highly nonlinear because the RH data are involved in the r.h.s.'s through the function Φ + (k), which, in its turn, is constructed via the RH problem. However, if we restrict ourselves to small perturbations, we can decompose the r.h.s.'s into the asymptotic series with respect to the perturbation to obtain reduced sets of equations for the RH data amenable to the analytic consideration. In the next sections, we consider such reduced equations in first and the second order of the perturbation theory and apply them to the parametrically driven, damped NLS equation.
IV. FIRST-ORDER EQUATIONS
The first-order perturbation theory is comprised of the adiabatic equations for the soliton parameters (discrete spectrum) and an linear equation for the Fourier-type image, i. e., b(k), of the linear waves (continuous spectrum). In view of the application to the parametrically driven, damped NLS equation, we will consider the simplest case of the initial condition to the perturbed NLS (1.1), namely, we imply that the initial condition is close to the soliton shape. First, let us derive the equations of the adiabatic approximation, i. e., when the soliton shape is considered to be unchanged instantaneously under the action of the perturbation, while the soliton parameters acquire slow t-dependence. Introduce the following useful notation r o = exp(−iθ)R 12 ≡ exp(−iθ)iδq/δt, where θ is the soliton phase (see Eq. (2.16b). The two non-zero elements of the fundamental matrix functional Π(x → ∞) can be easily expressed through r o . Using Eq. (2.15), we get
where z and θ are given by Eqs. (2.16) with account for possible t-dependence of the soliton parameters, i. e., by
Insertion of Eq. (4.1) into Eq. (3.8a) (j = 1) gives
From Eq. (2.14) we obtain (p 1 )
2 = exp(a + iϕ). Then, Eqs. (3.8b), (4.1), and (4.2) give
where we have used the identity −2ik
. Eqs. (4.4) and (4.5) constitute the set of the adiabatic equations for the soliton parameters. Consider the case of the parametrically driven, damped NLS equation, i. e., in terms of Eq. (1.1) r = h exp(iωt)q − iγq, where h and γ are small positive parameters. We obtain
where q s denotes the one-soliton solution given by Eq. (2.17). Further calculations are straightforward. We obtain
where ∆ is defined as ∆ = θ + (ξ/η)z (see Eqs. (4.3)). Taking real and imaginary part of this equation we get
In the undamped case γ = 0, Eqs. (4.7) possess the conservation law d(ξη)/dt = 0, which is nothing but the conservation of momentum. For the rest two soliton parameters we obtain form Eq. (4.5) the following equation
To simplify the consideration we restrict ourselves to the simplest solution ξ = 0 and a = 0, where the former condition corresponds to zero momentum. Taking advantage of the following identity
we obtain
The stationary soliton solutions can be easily found. Below, for definiteness, we consider the case ω > 0 and h > γ, the latter inequality means that the parametrical drive is stronger than the damping (we could fix the driving frequency ω, as it can be arranged by simple rescaling). We have
where ϕ o + = (π − arcsin(γ/h))/2 and ϕ o − = arcsin(γ/h)/2. The corresponding stationary solitons are
It is straightforward to verify that these solitons are exact solutions of the parametrically driven, damped NLS equation, i. e., Eq. (1.1) with r = h exp(iωt)q − iγq [1, 13] . Standard analysis of Eqs. (4.9) shows that the (+)-soliton is adiabatically stable, while the (−)-one is unstable (see also [11, 13] ). Indeed, Eqs. (4.9) give the following equation for
Linearize this equation at the (±)-soliton solution, i. e., put
, and h cos Z ≈ ∓(h 2 − γ 2 ) 1/2 + γẐ. Leaving the first-order terms only, we obtain from Eq. (4.12) the following equation
from which it is evident that the (+)-soliton is stable and oscillates with the frequency
ω, while the (−)-soliton is unstable. Below, we restrict ourselves to the case of the adiabatically stable (+)-soliton solution.
Consider now the continuous part of the RH data, i. e., b(k). It describes evolution of the soliton shape and the radiation emitted by the soliton (for brevity, both these effects are termed by (linear) waves). In the first-order approximation, it is sufficient to solve the linearized regular RH problem to obtain the wave part of the solution. The said problem reads 14) where b(k) = exp(−4ik 2 t)b (0) (k) and b (0) (k) satisfies Eq. (3.8c) taken in the first-order approximation
To obtain Υ 12 (k) one should substitute the perturbation from Eq. (4.6) into Eq. (4.2). The general expression is quite cumbersome, but in the case of a = 0 and ξ = 0 we arrive at the following simple formula
Eq. (4.14) can be easily solved for Φ o+ (k). We obtain
Taking into account the continuous spectrum (waves), the general solution to Eq. (1.1) reads
Using Eqs. (2.15), (4.6), and (4.17), we easily obtain the following Fourier-type representation for the waves 19) where, in view of ξ = 0 and a = 0, z = −2ηx and ∆ = θ = 4 t dtη 2 + ϕ (see Eqs. (4.3) ). Eq. (4.19) can be transformed to the following equivalent form
from which we can conclude that the wave part of the solution is even function with respect to z (or x, equivalently) as the soliton itself (a = 0 and ξ = 0). Indeed, as it is seen from Eqs. (4.15) and (4.16), b(k) is even function, then changing the integration variable in Eq. (4.19 ′ ) by k → −k and adding the result to this equation we prove the statement. Therefore, the solution (4.18) has zero momentum P = i ∞ −∞ dx(qq x −x ). On the other hand, the dynamics of the momentum can be deduced from the full driven, damped NLS equation. We obtain P = P o e −2γt . Therefore, our restriction to the zero momentum solution is well justified.
In conclusion, we note that the first-order perturbation theory gives the adiabatic evolution equations for the soliton parameters, Eqs. 
V. SECOND-ORDER EQUATIONS
In the first-order approximation we have obtained a Fourier-type expression for the linear waves, Eq. (4.19), and the perturbation-induced evolution equation for their spectral image, Eq. (4.15). The second-order perturbation theory allows us to consider the interaction between the soliton and waves. It will be more appropriate to use in the calculations the spectral image of the waves instead their explicit form. Consider the second-order part of Υ(k) = Υ(−∞, ∞) (see Eq. (3.2)). We have
where Φ o+ (k) is given by Eq. (4.17) and the subscripts s and w indicate which part of the general solution (4.18) we should substitute into the perturbation matrix. It should be noted that R s is of the first-order and R w is of the second-order with respect to perturbation (R w contains not only the small parameter(s) but also the linear waves, which are considered to be small). If the perturbation is a given function of (x, t), then it will not contribute to the second term in Eq.(5.1), i. e., to Υ II , while in the first term R s will be that given R. First, consider the contribution of Υ I to the evolution for the soliton parameters. We have
We need only two matrix elements Υ 
where ∆ is defined as in the previous section, i. e., ∆ = θ + (ξ/η)z. Eq. (5.4) describes the second-order perturbation-induced evolution (I-part) of the soliton amplitude η (the imaginary part of k 1 ) and velocity ξ (the real part of k 1 ). The I-part of the perturbation-induced evolution of the rest two soliton parameters, i. e., a and ϕ, which represent the soliton initial position and phase, obtains by substitution of Eqs. (5.2) and (5.3) into Eq. (3.8b)
2iη(λ − k 1 ) .
Consider now the contribution from Υ II to the evolution of the soliton parameters. It is evident that the structure of Υ II (k) is exactly the same as Υ(k) of the first-order approximation, the difference lies in the definition of R: in Υ II R = R w , i. e., we should substitute into r(x, t, q, q, q x , q x , ...) (see Eq. (1.1)) the linear waves q w from Eq. (4.19). Therefore, Υ II gives the equations for the soliton parameters the same as Eqs. (4.4) and (4.5) of the first-order approximation, but now the linear waves enter the perturbation r o : r o = exp(−iθ)R w 12 .
Let us sum up the general results. We have obtained the evolution equations for the soliton parameters up to the second-order approximation of the perturbation theory, i. e., Eqs. (4.4), (4.5), (5.4), and (5.5). In Eqs. (4.4) and (4.5) the perturbation r o reads r o = exp(−iθ)(R s12 + R w12 ), where the first term corresponds to the adiabatic equations. The continuous spectrum of the RH data, i. e., b(k), which gives rise to the waves, is considered in the first-order approximation, Eqs. (4.15) and (4.19), (linear waves). The restriction to the first-order approximation for the waves is justified by considering of the small deviation of the initial condition to the perturbed NLS equation (1.1) from the soliton shape. The second-order terms in the equations for the soliton parameters describe the soliton-wave interaction in the perturbed NLS equation.
Let us obtain the second-order equations for the soliton amplitude and velocity for the parametrically driven, damped NLS equation. We will do this for the simplified case, when ξ = 0 and a = 0 in the first-order approximation (see the previous section). First, consider the I-part of the perturbation-induced evolution of the RH zero k 1 = iη+ξ given by Eq. (5.4) . Taking into account Eq. (4.6), we obtain (dξ/dt) I = 0, because b(k) is even function, and
where Z = ωt − 8 t dtη 2 − 2ϕ and ∆ = θ = 4 t dtη 2 + ϕ (in view of ξ = 0 and a = 0) as in the previous section. The II-part of the evolution obtains from Eq. (4.4) with r o = h exp(−iθ + iωt)q w , where we neglect the damping term (we will introduce the effective damping in Eq. (4.15) instead). After simple calculations we obtain (dξ/dt) II = 0 and
Gathering together Eqs. (4.9), (4.15), (4.16), (5.6), and (5.7) we obtain the following closed system of equations describing the evolution of the soliton parameters and the Fourier-type image of the linear waves with account for the soliton-wave intraction
where Z = ωt − 2∆ and ∆ = 4 t dtη 2 + ϕ. We are satisfied with the first-order equation for ϕ becuase we need ϕ only to substitute it into the r.h.s.'s of the equations for the soliton amplitude and waves. As we consider the small linear waves, we restrict ourselves to the first-order equation for their Fourier-type image b(k), the effective damping term introduced into Eq. (5.8c) is obtained by substitution into the parametrically driven, damped NLS equation. The system of equations (5.8) describes the perturbation-induced interaction of the soliton with the whole spectrum of linear waves. Note that, due to the term i∆ in the exponents at the integrals in Eq. (5.8a), the frequencies of the linear waves lie in the interval (d∆/dt, ∞) = (4η 2 + h cos Z, ∞).
VI. SOLITON-LONG WAVE INTERACTION
The system (5.8) of the previous section is infinite dimensional because it describes the interaction of the soliton with the whole spectrum of the waves. But we can effectively reduce Eqs. (5.8) to a finite-dimensional system by taking into account the long waves only, i. e. by putting b (0) (k) ∼ δ(k). This reduction is justified by the first term in Eq. (5.8c), which tells that the distribution of the radiation emitted by the soliton is given by sech(πk/2η), i. e., the soliton radiates mainly in k ≪ η. The long-wave approximation was also successfully applied to a similar problem in [33] . We proceed with the notion that the r.h.s. of Eq. (5.8a) suggests to introduce the following new variables: λ = k/η and
. First, let us obtain the evolution equation for σ. Eq. (5.8c) gives
where we have used that d∆/dt = 1/2(ω − dZ/dt) and thrown away the terms of the second order in g. Then, the integration with respect to λ as in Eq. (6.1) gives the equation for σ
It is evident that the last two integrals in Eq. (6.3) account for the medium and short waves. In other words, we can obtain the above discussed long-wave approximation in a more accurate way by neglecting the last two terms in Eq. (6.3). Writing σ = α + iβ, we obtain in the long-wave approximation
Consider now Eqs. (5.8a) and (5.8b). In the new notations the first equation reads
As the r.h.s. contains η as the common multiplier, Eqs. (5.8b) and (6.5) can be easily reduced to one second-order equation for Z. Indeed, we have dZ/dt = ω − 8η 2 − 2h cos Z. Using this identity we obtain from Eq. (6.5) the following equation for Z
The four-dimensional system of ordinary differential equations comprised of Eqs. (6.4) and (6.6) describes the interaction of the soliton with the long wave radiation in the parametrically driven, damped NLS equation. Let us linearize Eqs. (6.4) and (6.6) at the (+)-soliton solution defined in Sec. IV. This can help to understand how the soliton-wave coupling makes the soliton solution unstable. We put Z = Z + +Ẑ, where |Ẑ| ≈ 2|δϕ o + | ≪ 1 and |dẐ/dt| ≈ 16η + |δη| ≪ 1. Also, it is implied that |α| ≪ 1 and |β| ≪ 1. We have then h sin(Z + +Ẑ) ≈ −γ −hẐ and h cos(Z + + Z) ≈ −h + γẐ, where we have used the notationh = (h 2 − γ 2 ) 1/2 . Leaving the first-order terms in (Ẑ, α, β) only we obtain from Eqs. (6.4)
These equations give the following second-order equation for α
Linearizing Eq. (6.6) we obtain
where we have used Eq. (6.7a) to eliminate β. Looking for solutionsẐ =Ẑ o e µt and α = α o e µt to Eqs. (6.8) and (6.9), we obtain the following characteristic quation for κ ≡ µ + γ (below the driving frequency is fixed ω = 2)
where we have neglected the terms of the third order in (h, γ). First, let us consider the undamped case, i. e., γ = 0. In this case, the characteristic equation reduces to a quadratic equation for κ 2 having two negative roots, which coalesce if (1/2 + 4h(1 + h)) 2 = 8h + 24h 2 , or h = ( The computed critical values are in good agreement with the numerical results represented in [34] . Now, we can proceed with analysis of the general Eq. (6.10). It is easy to show that Eq. (6.10) has two pairs of complex conjugated roots for all values of h and γ (h > γ). Therefore, we can write κ 1 = a 1 + ib 1 , κ 2 = a 2 + ib 2 , with the other two roots being complex conjugate to κ 1 and κ 2 . The characteristic equation gives a 2 = −a 1 and the following system of equations for a ≡ a 1 (a ≥ 0), b 1 , and b 2 :
We are interested in the expansions of a, b 1 , and b 2 into the power series with respect to (h, γ) up to the second-order terms only. Solving these equations approximately we find (Note that the expansion coefficients of h c (γ) into the power series with respect to γ 2 are growing fast in order. Thus, we cannot take the first term of the expansion as the valid second-order approximation.) Let us compare the results of the long-wave approximation with the attractor chart obtained in [19] via numerical simulations of the parametrically driven, damped NLS equation. Namely, consider the region of small h and γ. Direct calculations show good agreement of the approximation h c (γ) in Eq. (6.14) to the boundary of the soliton stability domain for all γ ≤ 0.3.
VII. CONCLUSION
In this paper we have derived the general second-order evolution equations for the RH data describing the soliton-wave interaction in the perturbed NLS equation. Application of the general second-order equations to the parametrically driven, damped NLS equation have allowed us to obtain, in the long-wave approximation, the four-dimensional system, which reveals the oscillatory nature of the soliton instability due to the soliton-wave coupling.
Thus, we have confirmed the main result of [34] that the the soliton instability is due to the coalescence of two eigenvalues. Namely, as the driving strength h increases the frequency of the soliton amplitude oscillations and the carrier frequensy of the long wave (the lower boundary of the frequensies of the linear waves) coalesce resulting in the instabilty of the soliton solution. The computed critical values of the driving strength and frequency are in good agreement with the numerical results represented in [19, 34] . This also confirms that the obtained four-dimensional system for the soliton-wave interaction describes the supercritical dynamics of the soliton. This can be the direction for the future reseach.
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