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Abstract—This paper investigates efficient deep learning based
methods for interference mitigation in independent wireless
subnetworks via dynamic allocation of radio resources. Resource
allocation is cast as a mapping from interference power mea-
surements at each subnetwork to a class of shared frequency
channels. A deep neural network (DNN) is then trained to
approximate this mapping using data obtained via application of
centralized graph coloring (CGC). The trained network is then
deployed at each subnetwork for distributed channel selection.
Simulation results in an environment with mobile subnetworks
have shown that relatively small-sized DNNs can be trained
offline to perform distributed channel allocation. The results also
show that regardless of the choice of initialization, a DNN for
distributed channel selection can achieve similar performance
as CGC up to a probability of loop failure (PLF) of 6 × 10−5
in diverse environments with only aggregate interference power
measurements as input.
Index Terms—6G, resource allocation, machine learning, 5G,
industrial automation, intra-vehicular communication, in-X sub-
networks
I. INTRODUCTION
Wireless systems are continuously faced with the demand
to support higher reliability, lower latency, increased data rate
and improved coverage. Consequently, beyond 5th Generation
(5G) systems may need to support up to 10x lower latency and
higher reliability than the 1 ms and 99.9999% limits in 5G. For
example, industrial closed-loop control at the sensor-actuator
level may require sub-milliseconds communication latencies
[1] with extremely high reliability in order to preserve stability
of the control loop. Similar extreme connectivity requirements
may also be demanded in other evolving life-critical wireless-
applications such as brake and ignition control in intra-vehicle
communication, wireless heart pace-maker in intra-body net-
works and intra-avionics communication [2].
Although use-cases and applications that may feature such
extreme requirements are still evolving, recent visions on 6th
Generation (6G) networks [3], [4] have identified indepen-
dent and uncoordinated subnetworks (i.e., short range cells
comprising of a controller acting as the access point for
multiple devices) as potential solutions for supporting extreme
connectivity. In [2], visions and design concepts for such 6G
in-X subnetworks are presented. The term in-X for inside-
everything was introduced in [5] to highlight the emerging
scenarios such as in-robots, in-vehicles, in-aircrafts, and in-
human bodies where these subnetworks are expected to be
installed. These use cases can lead to situations with fast-
moving subnetworks and hence highly dynamic interference
conditions. Also, the lack of coordination may lead in some
cases to high interference power translating to higher failure
rates than tolerated. Thus, efficient and robust algorithms that
are capable of adapting utilization of the available multi-
dimensional radio resources (such as frequency bands, time
slots and transmit power) to dynamic interference conditions
under super-tight latency constraints are crucial for these sys-
tems. Since 6G subnetworks are expected to operate with very
low power (e.g., -10dBm per channel in [5]), optimizing power
usage may not yield any significant gains. We therefore focus
on methods for dynamically managing the time-frequency
resources.
Conventionally, resource allocation is formulated as math-
ematical optimization problems which can be solved online
based on instantaneous measurements of selected wireless
environment variables, see e.g., [6]–[8]. However, the non-
convex nature of most resource allocation problems often
leads to cumbersome and sometimes intractable procedure for
obtaining optimal solutions. To overcome these limitations,
existing research works often rely on heuristic algorithms
for solving resource allocation problems which in most cases
yield sub-optimal solutions. In general, existing solutions can
be broadly classified into coordinated or uncoordinated algo-
rithms. Coordinated algorithms are based on explicit inter-cell
interference coordination and typically assume the existence of
a communication link to a central resource manager or among
different cells. On the other hand, uncoordinated methods
are purely distributed and require no centralized management
or exchange of information among cells. Clearly coordinated
schemes are not realizable in wireless networks with in-
dependent subnetworks necessitating the need for efficient
distributed algorithms for resource allocation.
The work in [9] presented three heuristic algorithms viz: ε-
greedy selection, minimum signal to interference plus noise ra-
tio (SINR) guaranteed and Nearest Neighbour Conflict Avoid-
ance (NNCA) for distributed Dynamic Channel Allocation
(DCA) in mobile independent subnetworks based on aggregate
interference sensing measurements. The NNCA additionally
requires accurate identification of the channels occupied by
the nearest neighboring subnetworks. The results indicated
that distributed NNCA algorithm can provide more than two-
fold reduction in required bandwidth relative to static allo-
cations for achieving a low target failure rate. Nonetheless,
this comes at the expense of accurate identification of the
neighbour subnetworks; obtaining such identity information
will require additional system overhead and complex receiver
processing, making this algorithm unattractive for practical
implementation.
Motivated by recent advances in machine learning and its
applications to different wireless communication problems, see
e.g., [10]–[13], we investigate supervised learning methods
for efficient DCA with limited sensing information in this
paper. The goal is to develop a fully distributed learning based
algorithm with similar or better performance than existing
distributed algorithms but using only measurements of the
aggregate interference power at each subnetwork for channel
selection decisions and hence, eliminating the need for the
costly subnetwork identification procedure.
We propose a novel Deep Neural Network (DNN) based
distributed DCA method for mobile independent subnetworks.
The proposed method involve offline training data generation
using a centralized graph coloring (CGC) algorithm, DNN
architecture design and training and a distributed execution
for interference power - channel selection mapping. It should
be noted that a centralized algorithm is not realizable for the
considered scenarios with independent subnetworks thereby
making usage of CGC for channel allocation in such scenarios
impossible. We however, assume that such centralized scheme
provide a reasonable benchmark for distributed DCA perfor-
mance and hence a suitable choice for offline training data
generation. The main contributions of this paper include:
• We design a DNN that is capable of learning to map
aggregate interference power measurements at each mo-
bile subnetwork to channel selection in a distributed
version based on simulated training examples obtained
via application of CGC.
• We show via simulations that a DNN can be trained to
perfom channel allocations in a distributed version based
on aggregate interference power measurements generated
using CGC with up to 80% accuracy and a mean absolute
power difference of about 0.7 dB.
• The DNN based algorithm is applied to a network of
6G in-X subnetworks and its performance compared
to that of existing methods under different propagation
conditions and initialization procedures.
We remark that although the DCA method is presented in the
context of 6G in-X subnetworks, it can be applied to other
wireless systems with uncoordinated deployments.
II. SYSTEM MODEL
We consider a network comprising of a set of N inde-
pendent and asynchronous mobile subnetworks each having
M sensor-actuator pairs and a single controller as illustrated
Fig 1. Each subnetwork (i.e, controller and devices) moves
at a specified speed in a random direction. This can for
example represent subnetworks installed in mobile robots or
inside moving vehicles [2]. The controller periodically receive
measurements from the sensors and then generate appropriate
Fig. 1. Illustration of a deployment with 5 mobile subnetworks.
command to the actuators. We will refer to the sensor-to-
controller and controller-to-actuator transmission as uplink
(UL) and downlink (DL), respectively. A combination of UL
and its associated DL is referred to as a loop. Each subnetwork
is expected to guarantee extreme connectivity with outage
probability below 10−6 for all communication loops at every
spatio-temporal instance.
We assume that each packet is mapped into a fixed payload
and that transmissions are performed periodically using the
Medium Access Control (MAC) design with a symmetric Time
Division Duplexing (TDD) frame structure proposed in [5]. In
the frame structure, the total bandwidth, B is partitioned into
Nch equal channels. Each UL and DL subframe is divided into
Ntu time units (TUs). Each TU corresponds to the continuous
transmission time by a device over a given channel. We
further consider blind repetitions of each packet by hopping
over multiple frequency channels in order to improve com-
munication reliability and harvest frequency diversity gain.
It is also assumed that transmissions within a subnetwork
are orthogonal and hence there exist no intra-subnetwork
interference.
Given the lack of synchronization among subnetworks,
there is a high probability of mutual interference between
UL and DL transmissions besides same-link interference as
in time-aligned networks. Thus, the SINR on each UL (DL)
is calculated as the ratio of the desired power to the sum
of the the noise power and the aggregate UL-UL (DL-UL)
and DL-DL (UL-DL) interference power. We are interested in
dynamic allocation of frequency channels such that an outage
probability below a specified target, Pout,T is achieved for all
loops with cycle time below 0.1 ms. Similar to [9], we consider
a block fading channel model with capacity achieving codes
and chase combining of the multiple repetitions. Assuming re-
ception over Nrx uncorrelated antennas, the outage probability
























where L is the number of fading blocks, R is the transmission
rate, sinrp is the average SINR on the pth channel and γ`,z =
|h`,z|2 is the small scale power for the zth receive antenna on
the `th fading block with h`,z denoting the small scale fading
(a)
(b)
Fig. 2. The data generation procedure (a) and an illustration (b) of the
proposed DNN mapping of sensing measurements of aggregate interference
power at the nth subnetwork to channel selection.
gain.
The task, therefore, is to ensure that Pout ≤ Pout,T. To
support repetitions over different frequency channels, each
subnetwork needs to select Nrep out of the Nch available
channels for transmission resulting in high channel decision
signalling overhead. Moreover, such combinatorial problem
may easily become intractable. To eliminate this problem,
we instead partition the Nch channels into K = Nch/Nrep
groups each with Nrep channels. Each subnetwork can then
operate over a single channel group at any given time and
only switches to another group when the radio conditions are
estimated not to be sufficiently good to guarantee the outage
probability target. We refer to our previous works [5], [9] for
further details on the system model.
III. DYNAMIC CHANNEL ALLOCATION
In this section, we introduce the CGC algorithm for gen-
erating training data and present the proposed DNN based
distributed DCA procedure.
A. Centralized Graph Coloring Algorithm
The CGC method utilizes a graph coloring algorithm for
color assignment such that nearest neighbours do not share
a common channel group. Recall that as a result of the
uncoordinated deployments for 6G subnetworks, a centralized
algorithm is not realizable in practice. The CGC involves the
following steps:
1) Interference Graph Creation: We assume that at each
time instant, t, measurements of the pair-wise interference
between subnetworks can be collected into an N ×N matrix,
X(t). Using X(t), a conflict graph, Gt with subnetworks as
vertices and edges defined by connecting each vertex, v to
Algorithm 1 Improper Graph Coloring Procedure
1: Input: Interference matrix, X(t), number of channel
groups, K
2: Create conflict graph, Gt
3: Apply greedy coloring, C ← GreedyColor(Gt,K)
4: while max(C) > K do
5: Remove edge with lowest interference power in Gt
6: Re-apply greedy coloring, C ← GreedyColor(Gt,K)
7: end while
8: Output: Assigned colors , C
K − 1 other vertices generating the strongest interference to
v is created.
2) Vertex coloring: Coloring of Gt is performed at every
update instant using a greedy algorithm [14]. The goal is
to obtain a centralized assignment which guarantees that
the number of colors is upper bounded by the number of
available channels. This is therefore an improper coloring
problem which is known to be NP-complete [15]. Our initial
experiments also indicated that instances where K-coloring is
not achievable may arise albeit with very small probability.
To guarantee K-coloring of the conflict graph, we propose
a sparsity inducing procedure involving successive removal
of edges with minimum interference power until K-coloring
is achieved. The vertex coloring procedure is summarized in
Algorithm 1. The assigned colors, C by the algorithm cor-
respond to the channel group assignment for all subnetworks,
i.e., a(t) = [a1(t), a2(t), · · · , aN (t)]T , where (·)T denotes the
transpose operator.
B. DNN for Distributed Dynamic Channel Allocation
Relying on the observations in [11]–[13], we assume that
a functional relationship g (·) exists between the cumulative
interference power measurements at each subnetwork and the
assigned color by the CGC algorithm. Thus, for the nth
subnetwork, channel selection at transmission instant t can
be expressed as an(t + δt) = g(sn(t)), where δt denotes
the time interval between channel selection and actual us-
age. Based on the universal approximation theorem [16], we
conjecture that a DNN can be trained to approximate this
relationship. We adopt a classification approach in which the
available channel groups are the classes. The input to the
DNN is the cumulative interference power vector sn(t) =
[sn1(t), sn2(t), · · · , snK(t)]T , with n denoting the index of
a generic subnetwork, and its output is the assigned channel
group for the next transmission, an(t + δt) (where δt is the
time interval between channel selection decision and the next
transmission) as shown in Fig. 2(b). Observe that, though the
centralized training required information of the conflict graph
X(t) of the entire network, the mapping in the execution phase
is performed individually at each subnetwork as it requires
only information of its own measured aggregated interference
power. The channel selection for subnetwork n at time instant
t can be expressed using a DNN architecture with L hidden
layers as
ân(t+ δt) = argmax
a
(ωs(WohL + bo)), (2)
where Wo and bo are the weights and biases of the output
layer, respectively. ωs and the output layer’s softmax activation
function and hL denote the output of the Lth hidden layer. The
output of the lth hidden layer can be written as
hl = ωh(Wlhl−1 + bl); l = 1, 2, · · · , L, (3)
with h0 = sn(t). Wl and bl are the weights and biases of the
lth hidden layer. Due to its non-vanishing gradient property,
the Rectified Linear Unit (ReLU) is used at the hidden layers,
i.e., ωh(x) = max(x, 0); where x denotes the input to a
neuron’s activation function. As shown in (2) and (3), a major
part of the DNN based channel allocation is the estimation
of {Wo,bo, {Wl,bl}Ll=1} via training. The data generation,
network training and deployment procedures are described in
the sequel.
C. Data Generation
The proposed data generation procedure at time instant, t,
is illustrated in Fig. 2(a). At each time instant, the coloring
procedure in Algorithm 1 is applied on the conflict graph,
Gt obtained from the interference power matrix, X(t) to
obtain channel assignments for all subnetworks, {an(t)}Nn=1.
The aggregate interference power on all channels at each
subnetwork, {sn(t)}Nn=1 is then calculated. This process is
repeated over a simulation time with Mt transmission instants.
The aggregate interference power obtained at all subnetworks
and the corresponding channel assignments are then collected
into a training data matrix and label matrices, S ∈ RK×MtN
and A ∈ R1×MtN , respectively. These matrices contain MtN
training examples. A training example is a pair of interference
power vector, s(t) ∈ RK×1 at each subnetwork (correspond-
ing to a column of S and the assigned channel group, a by
the CGC (corresponding to an element in A).
D. DNN Parameters Optimization
The DNN parameters are optimized using MtN training
examples in {S,A}. We adopt a mini-batch gradient descent
procedure in which the training data is divided into batches.
The DNN parameters are then optimized by minimizing the
cross-entropy loss between the predicted channel group by
DNN, ân(t) and the CGC’s assigned group, an(t) using a
suitable gradient descent algorithm. The DNN’s prediction
is evaluated using classification accuracy and mean absolute
power difference (MAPD) as metrics. The MAPD is intro-
duced to access the communication theoretic performance and
is defined as the absolute difference between the interference
power on the channel assigned by CGC and that predicted by
the DNN averaged over the data set.
TABLE I
SIMULATION PARAMETERS.
Deployment and system parameters
Parameter Value
Deployment area [m2] 30 × 30
Number of controllers/subnetworks, N 16
Number of devices per subnetwork, M 18
Cell radius [m] 2.5
Velocity, v [m/s] 2.0
Minimum inter-subnetwork distance [m] 1.5
Number of channels, Nch 12
Number of groups, Ngr 6
Number of receive antenna 2
Propagation and radio parameters
Pathloss exponent, ε [2.2, 2.5, 2.7]
Shadowing standard deviation, σs [dB] [3, 5, 5.7]
De-correlation distance, dc [m] [4, 10]
Lowest frequency [GHz] 6
Transmit power per channel [dBm] -10
Noise figure [dB] 10
Subcarrier spacing [kHz] 480
Payload size [bytes] 50
Per channel bandwidth [MHz] 40 - 200
DNN and simulation settings
Number of hidden layers 2




Training duration [s] 600
Simulation time [s] 4000
Snapshot duration [s] 20
Measurement update interval [ms] 5
E. Distributed Channel Allocation
Once trained, the DNN is deployed at each subnetwork for
distributed channel selection. The controller at each subnet-
work continuously estimates the SINR on its occupied channel
group and performs sensing to acquire measurements of the
aggregate interference power level on all groups. If a new
channel group is selected, the controller signals its decision to
all devices to enable transmission on the new channel group.
We remark here that the DNN based scheme is particularly
feasible if the environment where the subnetworks are to
operate can be simulated with a reasonable degree of accuracy,
in order to generate sufficiently accurate training data. This can
be the case, for example, of an indoor factory scenario where




We now evaluate the performance of the DNN based scheme
and compare with the algorithms in [9] using a snapshot based
procedure. We consider a network with 16 subnetworks each
with 18 sensor-actuator pairs in a 30 m × 30 m rectangular
deployment area. We consider the symmetric TDD frame
structure in [5] with 90 µs total duration and 12 frequency
channels over a total bandwidth , B. Thus, each loop, i.e.,









































Fig. 3. Channel selection accuracy and MAPD between DNN prediction and
the assigned channels by the CGC baseline.
ensemble of UL (sensor-to-controller) and DL (controller-to-
actuator) transmission is completed within the 90 µs duration.
Each subframe is partitioned into 18 TUs each with 2.5 µs
duration and the bandwidth is divided into 6 groups each with
two channels translating to a maximum of 18 devices with
2 repetitions per device. For each transmission, we mapped
a fixed payload onto a single OFDM symbol with 480 kHz
subcarrier spacing. Other simulation parameters are shown in
Table I.
We used the reference distance path-loss model with param-
eters set based on a recent channel measurements in typical
industrial environments [17]. Temporal and spatial correlated
shadow fading are generated using the Gaussian random fields
based model in [18]. Small scale fading is assumed to be
Rayleigh distributed. A random mobility which begins with
uniform distribution of the subnetworks within a rectangular
deployment area at each snapshot is used in the simulations.
Each subnetwork then moves with a fixed speed, v = 2 m/s, in a
random direction. The direction is changed when a subnetwork
reaches a boundary or it’s within ≤ 1.5 m distance from any
other subnetwork. The latter eliminate unrealistic collision of
subnetworks in the simulation. We consider 8 configurations
with evenly spaced bandwidth per channel between 40 MHz
and 320 MHz.
B. Training data generation and performance
To generate training data, we set pathloss exponent, ε = 2.7,
shadow fading standard deviation, σs = 3 dB and decorrelation
distance, dc = 4 m. We then perform simulation for a total
duration of 600 s with the CGC. The interference graph and
color assignment are updated every 5 ms. At each update
instance, the aggregate interference power on all channel at
each subnetwork is calculated translating to a total of 1920000
interference power - channel pairs over the entire duration.
This data is then used to train a DNN classification network
using Adam [16] with learning rate and batch size of 0.01
and 64, respectively, for optimizing the network weights. The
DNN architecture and training parameters were selected via
a procedure which involves comparison of learning curves
with different network architectures and a range of values of
learning rate and batch size. Details of this initial network
architecture and parameter selection are not shown here due
to space constraints. The analysis indicated that there is no
noticeable improvement from having more than two hidden
layers. We therefore, use a 2-hidden layers architecture for
the performance evaluations.
In Fig. 3, we show the accuracy and the corresponding
MAPD on both the training and test data sets. The figure shows
accuracy and MAPD of approximately 80% and 0.6 dB. The
small power difference indicates that the selected channels by
DNN are always good even in the 20% instants where the
prediction is not same as the CGC assignment.
C. Performance results
We now apply the trained DNN for distributed channel
allocation and compare obtained communication performance
with the CGC as well as the heuristic algorithms in [9] viz:
• Random: select a new channel randomly,
• Greedy: select the channel with the least aggregate inter-
ference power,
• Nearest Neighbour Conflict Avoidance (NNCA): select a
channel that is not occupied by K − 1 nearest subnet-
works.
As mentioned in the introduction, while the random and
greedy algorithms are based solely on aggregate interference
power measurements at each controller, the NNCA addition-
ally require identification of the channels occupied by nearest
neighbours.
Performance is evaluated using the probability of loop
failure (PLF) defined as the ratio of the number of loops
with outage probability on both UL and DL greater than or
equal to Pout,T = 10−6 to the total number over the entire
simulation time, with Pout,T calculated as in (1). The DCA
algorithms require additional resources for accommodating
switching delay and signalling switching decisions. In order
to achieve reasonable resource utilization efficiency, it is
therefore necessary to minimize this overhead. As a measure of
the resource overhead for enabling DCA using the algorithms,
we compare the averaged time between channel switching.
A low time between channel switching corresponds to high
switching frequency and hence, high overhead. Thus, the target
is to obtain an algorithm with good performance and high time
between channel switching.
At the beginning of the simulation, the distributed schemes
are initialized with either randomly selected actions. During
the simulation, SINR and interference power measurements
at each subnetwork are updated at an interval of 5 ms.
Each subnetwork then perform channel switching using the
algorithms if the minimum SINR on all its transmissions is
below a specified decision threshold which is set for each
bandwidth configuration as the minimum SINR at which
Pout ≤ 10−6 plus a margin of 3 dB. The thresholds are
calculated beforehand based on (1), for the different bandwidth
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Fig. 4. Probability of loop failure versus bandwidth/channel with random
initialization.
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Fig. 5. Distribution of number of consecutive failure at 160 MHz per channel
bandwidth.
configurations and assuming the parameters in Table I. We
introduce a random switching delay in order to minimize po-
tential ping-pong effects resulting from multiple subnetworks
switching to the same channel group simultaneously. This
delay is generated for each snapshot as a random integer factor
(between 1 and 8) of the update interval.
Fig. 4 shows the PLF versus per channel bandwidth config-
urations for the DNN and other algorithms with all distributed
schemes. The figure shows significant reduction in PLF with
DCA algorithms relative to the the fully random scheme trans-
lating to reduction in the bandwidth required for supporting the
below 10−6 outage probability target up to a desired PLF. Of
all distributed algorithms, the DNN based method and greedy
algorithm shows the best performance - slightly better than
the CGC with PLF above 6 × 10−5. Considering the low
power difference between the DNN predictions and colors
assigned by CGC in Fig 3, it is expected that the DNN has
similar performance to the CGC. It is worth to recall that, for
NNCA, each subnetwork additionally requires identification
of channels occupied by nearest neighbours leading to high
































































Fig. 6. PLF performance in environment with varying propagation parameters.
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Fig. 7. Averaged time between channel switching for the distributed algo-
rithms at 40 MHz – 200 MHz per channel bandwidth.
DNN approach which is based solely on aggregate interference
measurements. Despite this additional overhead, the NNCA
still yield relatively worse PLF. We remark that the gap
between the CGC and all distributed schemes at low PLF -
below 6 × 10−5 may indeed represent a limit on the perfor-
mance of distributed heuristic channel selection methods. A
potential approach for improving the tail PLF of the DNN
is to incorporate memory via, for example, utilization of
Recurrent Neural Network (RNN) such that selection decisions
are based on both current and past measurements. In Fig. 5,
we compare the instantaneous performance of the channel
selection schemes using the CCDF of ratio of number of failed
loops to the total number of loops and that of the number of
sampling instants between consecutive failures. Compared to
the Fig. 4, the figure further reveals that the NNCA has some
advantages relative to the DNN and greedy algorithms both
in terms of the probability that a loop fails at a given instant
and the time between failures. For instance, the probability
that the number of failed loops at a given instant is above
1% of the total number of loops is about 0.1 and 0.4 for
NNCA and DNN (and greedy), respectively. The figure also
shows a higher probability of loop failure per instant for the
NNCA than the greedy and DNN. This shows that while loop
failures occur more often with NNCA than greedy (and DNN),
relatively fewer number of loops fail per time instant.
The results presented in Fig. 4 have shown that the DNN
based method for distributed DCA provides similar perfor-
mance to the CGC baseline up to a PLF of 6× 10−5 but with
only limited sensing information - the aggregate interference
power vector at each subnetwork. The analysis relied on
the assumption that it is possible to synthetically generate
sufficiently large amount of data which is representative of the
environment where the subnetworks are expected to operate.
However, as a result of the dynamic nature of wireless prop-
agation environments, it is nearly impossible to collect such
representative dataset. Thus, the obtained performance in real
deployment scenarios may be degraded due to discrepancies
between the simulated environment used for training data
generation and real propagation scenarios. It is therefore useful
to evaluate sensitivity of the DNN based method to changes
in propagation parameters.
In Fig. 6, we illustrate the robustness of the DNN based
algorithm to varying wireless environment conditions by ap-
plying the algorithms to scenarios with path-loss exponent,
shadow fading standard deviation and/or the correlation dis-
tance different from the training settings. The figure indicates
that increasing the correlation distance results in improved per-
formance relative to Fig. 4. In contrast, increased shadowing
and decreased path-loss exponent result in degradation of the
PLF performance. The figure also shows that all algorithms are
almost equally affected by changes in the environment. This
is an indication that the DNN generalizes well to propagation
conditions which are different than the ones experienced in
the training phase.
Finally, we compare the time between channel switching av-
eraged over all subnetworks for the different schemes in Fig. 7.
The figure shows that the greedy and DNN schemes have the
highest inter-channel switching time with value between 1 ms
and 1.6 ms depending on the per channel bandwidth. The
NNCA has much lower time between switching translating to
higher overhead. This relatively high overhead coupled with
the additional subnetwork identification requirement makes the
NNCA less-attractive for practical implementation. We remark
that the constant time between switching for the CGC is a
consequence of its application at every sampling interval.
V. CONCLUSION
The application of deep learning for distributed dynamic
channel allocation in 6G in-X subnetworks is investigated in
this paper. We propose a method involving training of a DNN
classification network to perform distributed allocation using
data from centralized graph coloring algorithm. Results show
that a suitably trained DNN can achieve similar performance
(up to a PLF of 6 × 10−5) as the centralized baseline even
in environments with propagation conditions different from
the ones used for generating the training data while requiring
only local measurements at each subnetwork of the aggregated
interference power over the channels. Although the DNN has
shown no gain relative to other heuristic algorithms, it offers
the potential for significant improvement via for example,
network optimization, incorporation of other information and
learning of temporal dependencies in both the sensing mea-
surements and channel selection decisions. Ongoing research
is investigating more proactive mechanisms for improving
performance of distributed schemes at low PLF.
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