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The purpose of the research problems ection is the presentation of unsolved 
problems in discrete mathematics. Older problems are acceptable if they are not as 
widely known as they deserve. Problems hould be submitted using the format as they 
appear in the journal and sent to 
Professor Brian Alspach 
Department of Mathematics and Statistics 
Simon Fraser University 
Burnaby, B.C. 
Canada WA lS6. 
Readers wishing to make comments dealing with technical matters about a prob- 
lem that has appeared should write to the correspondent for that particular problem. 
Comments of a general nature about previous problems hould be sent to Professor 
Alspach. 
Problem 243. Positive power series. Posed by Franqois Bergeron. 
Correspondent: Franc;ois Bergeron 
Departement de Mathematiques 
Universite du Quebec a Montreal 
C.P. 8888, Succ. Centre Ville 
Montreal, Que. 
Canada H3C 3P8. 
Characterize s ries c(t) = Cc, t”, with co = 1, such that for all partitions IIt-m > 1, 
the power series 
has nonnegative integer coefficients. Here sa is a Schur function and [c(t)] denotes 
R-ring substitution, i.e., pk[c(t)] = c(t’) and f[c(t)] is additive and multiplicative, 
where pk is a power sum symmetric function. A nontrivial series which satisfies the 
condition is c(t) = l/Ji-Z. 
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Problem 244. Generalizations of the Greene-Kleitman theorem. Posed by Sergey 
Fomin. 
Correspondent: Sergey Fomin 
Department of Mathematics 
MIT 
Cambridge, MA 02139 
USA. 
Let G = (V, E) be a finite non-oriented graph. Let Rk, k = 0, 1,2, . . . be the 
maximal number of vertices in a union of k cliques in G. Dually, let Qk be the maximal 
number of VtXtiCeS in a UniOiI of k independent subsets of G. Denote xk = Rk - Rk_ r 
and yk = Qk - Qk_ i. The following result was first proved by Greene and Kleitman 
[5,6] (see also [2,4,7,8]). 
Theorem. Suppose that either G or its complement is a comparability graph of some 
partially ordered set. Then (x1, x2, . . . ) and (yI, y2, . . . ) are conjugate partitions. 
Problem. Find other classes of graphs for which this result is true. Generalize the 
theorem to a natural class of graphs that includes both comparability and incompara- 
bility graphs. 
The second question was proposed in [3], Section 6, and seems to be very hard. 
We give below some examples borrowed from [3]. A graph G defined by 
I’ = {a, b, c, d, e, J g), E = (a& k cd, de, ef, fg, w, ad, M 4 dg) 
is neither a comparability nor an incomparability graph though the statement of the 
theorem holds. On the other hand, the graph G given by 
V = {a, b, e, d, e, f 1, E = (ab, bc, ac, ad, be, cf) 
is perfect but the xi do not even form a partition. 
A general survey of the area was given in [9]. For generalizations to acyclic directed 
graphs, see Cl] and the references therein. 
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Problem 245. An extremal problem. Posed by Laurent Habsieger. 
Correspondent: Laurent Habsieger 
Laboratoire ~Algo~thmique A~thm~tique, CNRS 
Universite Bordeaux I 
351 tours de la Lib&ration 
F-33405 Talence Cedex 
France. 
UMR 9936 
Let V be a finite vector space and S an s-element multiset of elements of V. Let 
m E N, and define 
4t,= 
1 
f:i/-,NjCf(xfy)>,mforallx~I/ , 
YES 1 
g(m) = min 
( ) 
C f(x) . 
feP_ XEV 
When is it true that 
g(m + s) = I VI + g(m)? 
One can easily prove that g(m + s) < 1 V I+- g(m). The equality holds when dim I/ = 1 
or V = 5:. One can expect to find a smallest value of m from which the equality is 
satisfied. If this smallest value happens to be 0, numerous applications could be found. 
This problem deals with linear-programming in integer points and arises in the 
theory of covering codes (e.g. the football pool problem). 
Problem 246. A generalized Cauchy identity. Posed by David M. Jackson 
Correspondent: David M. Jackson 
Department of Combinatorics and Optimization 
University of Waterloo 
Waterloo, Ont. 
Canada N2L 3Gl. 
Find a bijective proof of the identity 
c c (@i, + k - l)(e,, + k - 2) **a (0,_, + 1). 
19 lGii,< ... <i,_,<n 
(@iit_,+, + *I- + @")dYl, .-.> Y")%(Wl, . . . . w,) 
R m 
IX-I 1 = cfi Yh wi, 
i=l j=l ’ -Yiwj jl< .., <j* $X1 1 -YjiWir' 
i, # ..‘ #Sk 
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Here, 0 is a partition (0,, &, . . . ), and se is a Schur function. See Trans. Amer. Math. 
Sot. 310 (1988) 805-820. The identity appears on p. 809. 
It suggests that the Robinson-&hens&d algorithm can be extended by marking 
boxes in the first row in a special way. 
Problem 247. An identity for maps on orientable surfaces. *Posed by David 
M. Jackson. 
Correspondent: David M. Jackson 
Department of Combinatorics and Optimization 
University of Waterloo 
Waterloo, Ont. 
Canada N2L 3Gl. 
Let 1w(u, X, y, z) be the generating series for rooted maps on orientable surfaces, 
where u marks genus, x marks number of vertices, y marks number of faces, and 
z marks number of edges. Let Q(u, x, y, z) be the generating function for rooted 
quadrangulations (face 4-regular maps) on orientable surfaces. Prove combinatorially 
that 
Q(U2, x, y, z) = 4 (M(4u2, x + u, x, yz2) f M(4u2, x - u, x, yz”)). 
See Trans. Amer. Math. Sot. 322 (1990) 343-363. 
The result is stated on p. 358 as Corollary 5.2, and a small example is given on 
p, 361. In my talk I referred to A4 and Q as genus series. 
The present proof is a hard character theoretic one. It may be that this result can be 
proved by surgical operations of pasting, cutting and glueing on the surface, and that 
the algorithm will be of wider application. 
Problem 248. An identity for permutations. Posed by David M. Jackson. 
Correspondent: David M. Jackson 
Department of Combinatorics and Optimization 
University of Waterloo 
Waterloo, Ont. 
Canada N2L 3Gl. 
A permutation is dotted if each element in the cycles of the permutation has 
associated with it at most one dot. A permutation is strictly dotted if none of its cycles 
has all of its elements bearing a dot, and a dotted permutation has weight m if it has 
a total of m dots. An ordered partition permutation of weight m is a partitioning of the 
cycles of a permutation into m nonempty ordered blocks. Let ‘&‘? denote the conjugacy 
class of the symmetric group on N letters associated with the partition y of N. Let 
tiN denote the full cycle (1,2, . . . , N). 
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Prove combinatorially that the number of ordered partition permutationsof weight 
no associated with the permutations ina@, is equal to the number of strictly dotted 
permutations ofweight m - 1 in WY for m 2 1. See Trans. Amer. Math. Sot. 299 (1987) 
785-801. The result is stated on p. 799. 
It may be that a combinatorial proof may lead to information that helps with the 
bijection associated with quadrangulations (see my previous problem), since a mono- 
pole is a special class of maps. 
This problem is equivalent to finding a combinatorial proof of the 3-term recur- 
rence quation of Harer and Zagier (Invent. Math. 85 (1986) 457-485) for monopoles. 
This recurrence is stated on p. 796 (Lemma 6.1) of the above TAMS paper. 
Problem 249. algorithms concerning dass-algebra of symmetric 
groap. by Jacob 
Correspondent: Jacob 
Department of 
Technion-Israel Institute Technology 
Haifa 
Israel. 
The of the group has considerable attention 
of its applications in as well in physics chemistry. 
The of a of class-sums a linear of class-sums 
non-negative integral A conjecture the evaluation the 
product a single-cycle an arbitrary is reviewed Section 1. 
class-sums of symmetric group a basis the center the corres- 
group-algebra. Their which are as the characters, 
are related to characters of ordinary irreps. conjecture allowing 
evaluation of central characters single-cycle class-sums presented in 
2. 
It hoped that presentation of conjectures will lead to 
proof (or 
1. A concerning the of the of B 
with an class-sam 
To the conjecture the product a class-sum cycle- 
structure [*I,, = [(2)‘z+--(n)‘*]n (one-cycles 
’ E-mail: chrO9kt@te.chnion,technion.ac.i1. 
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suppressed) we require the following definitions: Let xk 3 (pi, pz, . . . , pt) be a parti- 
tion of p into k non-vanishing parts, and Pk the set of such partitions. 
/? = (rr, r2, . . . , rp) is a p-tuple of indices that will eventually be assigned values 
p within the set R, of p-tuples of positive integers atisfying rl f r2 + -.- + r, < n. 6’ 
stands for a permutation of a, and p’ for the corresponding permutation of p. 
Pi 
h 
~~~(~~*denotes a partition of fi into k subsets, #,(b) = trl + r2 -t 4.’ -t- rp,f 
Pt 
r 
A 
\ 
@p*+l ...) ..* (Q). The ith subset, i = 1,2, . . . , k, specifies a cycle whose 
length is given by the sum of the Pi integers that it consists of; pi will be referred to as 
the index-length of that cycle. If zk # rrt then for a given set of integers p the reduced 
class-sum (4,(p); $,,(p’)*) stands for a linear combination of two class-sums. One of 
them is obtained by eliminating from the class * the cycles specified by #,(p’) and 
inserting the cycles specified by &,@); the other is obtained by reversing the roles of 
&@l) and r.&(p). Each one of the two class-sums generated is multiplied by 
fir ( i”f* Ji! li + li - fii >I Ai ’ 
where Izi is the number of cycles of actual length i inserted, uf the number of cycles of 
that length eliminated, and li the number of cycles of the same length that were present 
in the original class *. If either 4,(p) or #,,(p’) is not contained in the original class *, 
the term involving the elimination of that set of cycles vanishes. For self-associated 
terms, in which zk = xl, the reduced class-sum corresponds to a single class-sum, for 
each allowed set of values of p. In the latter case we choose the convention that the 
cycles in #,@‘) are replaced by those in &(p). Two pairs of partitions of 
fi, $,(fi) &l@‘) and &(@&&3’), that are related by a permutation CF E: S,; are 
equivalent. A pair of partitions #~*~)~*,(~‘) is connected iff for any partitioning of 
fi into two subsets there is at least one pair of indices - one from each subset - that 
appears in some common cycle, at least in one of the partitions &(p^) and &,(a’). 
Q! y,x, is the set of non-equivalent connected pairs #,@) #=,($). 
In terms of these definitions, it is conjectured that 
where CC4&k 4&‘)1 is the reduced class-coeficient (RCC), which is a non- 
negative rational constant. The RCCs do not depend on n Thus, using appropriately 
chosen (low n) special cases, the set of RCCs corresponding to a given p can be 
determined by equating the result of the present procedure with standard representa- 
tion-theoretic results [2]. For RCCs in which (at least) one of the two sets consists of 
a single cycle (of index-length p), a closed form expression was derived in Ref. [S], 
using a result due to Boccara [l]. 
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Recurrence relations have been conjectured for certain types of RCCs [6]. So far, 
the available relations do not provide a complete set of RCCs, in general. 
Using the conjecture presented above we obtain the following expressions for the 
products of the class of transpositions and of the three-cycle, with arbitrary class- 
sums: 
[(3%*C*ln = Jr, (:((rl+rz+r3);(rl+r2+r3)*) 
7 9 
(rl + r2 + rs < n) 
+ 3 <@+I + r2 + r3); (5 Nr2)@3) * > 
+ Grl + r2Kr3MlMr2 + r3>*>>. (2) 
Combinatorial proofs of Eqs. (1) and (2) were given in Refs. [9,4], respectively. 
To illustrate the use of Eq. (1) consider n = 5 and [*Is = C(2)(3)],. The pairs of 
indices (rl, r2) yielding non-vanishing contributions are (1, 11, (1,2), (2, l), (2,3) and 
(3,2). The first pair affects the splitting of the two-cycle in * , the second and third split 
the three-cycle, and the last two merge the two- and the three-cycle. Taking into 
consideration the appropriate coefficients we obtain 
cm s mf3)i5 = c(3)i5 + 4wn + 5 t(5)]. 
Eq. (2) will be illustrated by considering n = 6 and [*I6 = [(2)(3)16. Here the 
relevant triplets (rl, r-2, rs) are: for the first term (1, 1, 1); for the second term (1, 1, l), 
f&2,3) and all permutations of the latter; for the third term, respecting the convention 
made above concerning self-associated terms, the relevant riplets are (1, 1, l), (1, 1,2), 
(1,2, l), (3, 1, l), (2, 1,2) and (2,2, 1). Hence, 
[t3)i6 ’ [(2)(31i6 = 12 c(m3)is + 8 cm + um6 + w4)1, + 24~2% 
Both this and the former product agree with the corresponding entries in Appendix I. 
B of James and Kerber [2]. 
The use of the closed form expression for the single cycle RCCs [S], and of the 
simplest type of RCC recurrence relation [6], enables the evaluation of the product 
C(P)]. * CWln for arbitrary P and q. 
2. A conjecture eomzeming the evaluation of central characters for 
singbeycle class-sums 
The symmetric power-sums over the ‘contents’ of the Young diagram r are 
crk = CcijlEr (j - i)*. The central characters corresponding to the single-cycle class- 
sum IWIn, denoted &,,,R, have been shown to be expressible as polynomials in 
crl, crz, . . . , rp- 1, with coefficients that are polynomials in n [7]. 
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Let [nZ,nB,...],whereCi>zi.nl = r, denote a partition of an integer ,t into parts 
none of which is less than 2. The set of such partitions of r will be denoted by 
yll (r - 1). A conjectured algorithm for the evaluation of the central characters can be 
formulated as follows [S]: 
write 4-m as a polynomial in cl, cr2, . . . 
where fCWb..*~np+~ l(n) is a polynomial of degree n2 in n, whose coefficients depend 
on Cb~3,...,ng+J. 
Set j-C”+ 1= 11 (n), the coefficient of aP_ 1 in the expression written above for It;,,, 
equal to 1. 
To determine the remaining coefficients, write a system of linear equations, corres- 
ponding to symmetric power sums over the contents of Young diagrams with less 
than p boxes, using the Lemma [8]: For p > n, ALcPlr vanishes. 
This conjecture was verified by evaluating the central characters up to p = 20 and 
making extensive comparisons with the values derived from standard character tables. 
The central characters of the first four single-cycle class-sums, obtained using the 
algorithm presented above, are 
$,2,,” = 01, &3)L, = @2 - 4 0 - 0, a;(4)& = Q3 - m - 3h 
&,” = Q4 - (3n - 10) 02 - 24 + &(n - 1) (5n - 19). 
The first two had been derived by Jucys [3] and by Suzuki [lo]. 
Acknowledgements 
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Problem 250. Correlationa in random domino tilings. Posed by Jim Propp, 
Correspondent: Jim Propp 
Department of Mathematics 
MIT 
Cambridge, MA 02139 
USA. 
Fix 1 f k < n. Define O-l random variables Xi, X2, . . . , X,, such that for all 
n-tuples (xi, x2, . . . . xn) E (0, i>“, Prob [Xi = xi for all i] = 0 unless C:= r xf = k, in 
which case 
where(a~,u~,...,a~)=(I:~i=1)and(bi,bZ,...,bn_k)=(i:~I=O}(u~~az~ ---
<s,b, <b2< --. < bn_& This is the dist~bution on zig-zag patterns in the kth 
diagonal of the Aztec diamond, induced by a domino tiling chosen uniformly at 
random. 
Question: Are the XI)s (nonstrictly) negatively correlated? 
Problem 251. Spanning trees of Aztec diamonds. Posed by Richard P. Stanley. 
Correspondent: Richard P. Stanley 
Department of Mathematics 
MIT 
Cambridge, MA 02139 
USA. 
The Aztec diamond graph AD,, of order n may be defined as follows: The vertices 
consist of all integer vectors (i, j) such that i and] are both odd and 1 il + 1 j 1 < 2n, with 
two vertices connected by an edge if their ordinary Euclidean distance is two. 
A beautiful result of Elkies et al. [2] asserts that the number of matchings in AD, is 
2”(“+ ‘jf2, and much additional work has been done on the structure of matchings in 
AD,,. Here we wish to point out that the number of spanning trees of AD, also appears 
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to be interesting. For this purpose we also introduce the odd Aztec diamond graphs 
OD,, defined as follows: The vertices consist of all integer vectors (i,j) satisfying 
1 iI + Ijl < n, with two vertices connected by an edge if their Euclidean distance is one. 
The graphs OD, are not so interesting regarding their numbers of matchings (since 
this number is zero), but their number of spanning trees seems closely related to that of 
AD,. Let X(G) denote the number of spanning trees of the graph G. 
Conjecture. tc(AD,) = 4*rc(OD,). 
The numbers IC(AD,) and rc(OD,) themselves eem to have a lot of factors. For 
instance: 
rc(ADr) = 22, 
rc(AD,) = 28 * 3, 
K (AD,) = 210-3*5*7-132, 
rc(AD,) = 226*3-72-173, 
ic(AD,) = 2’8-32~53~112~29*41~1012*181z, 
Certain other enumerative invariants of Aztec diamond graphs were also checked, 
such as the characteristic polynomial, the matchings polynomial, the characteristic 
polynomial of the Laplacian matrix, and the chromatic polynomial. The characteristic 
polynomial was computed by Chow [l] and has some nice properties, but no 
interesting patterns that didn’t have simple explanations were seen for the other 
invariants. 
A number of graphs related to AD, and OD, also appear to have an interesting 
number of spanning trees. We would not give a complete discussion here, but instead 
will just give one example. Let 7’” be the graph whose vertices consist of all integer 
vectors (i, j) with i 2 0, j 2 0, and i + j -C n, with two vertices connected by an edge if 
their distance is one. Thus 7’, may be regarded as ‘one-quarter’ of an Aztec diamond 
graph. We have 
N-r) = 1, 
V2) = 1, 
q-3) = 22, 
rc(Tq) = 23 * 7, 
rc(T5) = 24=3+5*11, 
K(T6) = 26’32’5*11*13, 
QT,) = 26~7~13~292~43. 
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Update, After this problem was presented at the Problem Session, a solution to the 
conjecture and an explanation of the factorization of rc(AD,) was found by Donald 
Knuth. He showed that 
K(AD,) = P(OD,- i, 4), 
rc(OD,) = P(AD,-1,413 
where P(G, x) is the characteristic polynomial of the adjacency matrix of the graph G. 
He also showed that 
P(OD,, X) = xP(AD,, x) 
kx 
x-4cosJ7ccos- 
2n + 2 2n + 2 
a result obtained independently by Tim Chow. It is easy to deduce the conjecture from 
these formulas, as well as to understand why ?c(AD,) has many factors (though it does 
not seem to explain completely the large powers of 2 that are factors of K(AD,)). 
Presumably there is a similar explanation of the factorzing of rc(T,), though this has 
not been checked. Knuth’s results will appear in the paper ‘Aztec diamonds, checker- 
board graphs, and spanning trees’ in J. Algebraic Combinatorics. 
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Problem 252. Chssifyiog Ebrhart ~l~o~als of lattice simplices. Posed by Einar 
Steing~sson2. 
Correspondent: Einar Steingrimsson 
Matematiska institutionen CTH & GU 
412 96 Goteborg 
Sweden. 
The problem is to classify Ehrhart polynomials of lattice simplices or, more exactly, 
their Ehrhart &vectors (also called delta-vectors). For definitions and some proper- 
ties of these, see the next section. 
The crucial part in our approach to the,problem is to replace each lattice simplex by 
a matrix in Hermite normd form. For technical details, see the last section. This 
z E-mail: e.inar@math.chalmezs.se. 
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approach was devised by Richard Stanley (and used by him to find a counterexample 
to the conjecture that the h*-vector of a d-dimensional attice simplex satisfied 
hi > hd+ 1 +, when i < d/2). This reduces the problem to a simply stated problem 
involving just a little elementary number theory, which we now describe by means of 
an example. 
Pick a dimension d, say d = 4, and a number p, say p = 17 (making p a prime 
simplifies the situation substantially, but, with some luck, solving that case will be the 
key to solving the whole problem). Pick a partition of p, say 17 = 1 -t 3 + 3 + 10. 
Regard this as the element z = (1,3,3,10) in the group Z1, x Z1, x Z1, x Z1,. Write 
all the multiples of this element in the group (i.e. the elements of the subgroup 
generated by z), one on each line, and write the sum of each line, divided by 17, on the 
right (call this number the weight). 
Now, count the number of O’s appearing on the right-hand column (always just 
one), the number of l’s and so on. This is the h*-vector of a certain simplex. That is, the 
ith coordinate of the delta-vector is the number of lines with weight i. 
The goal is to classify all vectors that arise in this way. 
Solving this would amount to chtssifying the delta-vectors of d-dimensional lattice 
simplices whose associated group (see the last section) is cyclic of order p (and whose 
volume, therefore, is p/d !). The next step would be to remove the restriction p a prime but 
demand that the associated group be cyclic, and finally to remove all restrictions on the 
group (which, however, is always abelian). When the group is not required to be cyclic, 
computing the delta-vector will be more complicated than in the following example. 
In the example described above, we get the following elements, generated by 
(1,3,3, 10). 
weight weight 
(1,3,3,10) 1 (10,13,13, 15) 3 
(2,6,6,3) 1 (11, 16, 16,8) 3 
(39% 9,131 2 (12,2,2, 1) 1 
(4,129 1296) 2 (13,5,5,11) 2 
(5,15,15,16) 3 (14,8,8,4) 2 
(6,1,&g) 1 (15, 11, 11, 14) 3 
(7,4,4,2) 1 (16,14, 14,7) 3 
(8,7,7,12) 2 (0, 0, 0, 0) 0 
(9, 10, 14 5) 2 
The F-vector for this example is thus (1, 5,6,5,0). 
A few things are immediately obvious: The 0th coordinate of the h*-vector is always 
1 and the last coordinate is always 0. Since p is a prime, the weight in the kth row is 
d minus (weight in the (p - k)th row) and hence the h*-vector is symmetric (disregard- 
ing the 0th and the last coordinates). 
It would be interesting, and might be a way of solving the problem, to be able to 
explain when two generators give rise to the same delta-vector. This happens, of 
course, when the two generators are equivalent in the sense that they generate the 
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same cyclic subgroup, i.e. each is a multiple of the other. But there are also Cases where 
two non-equivalent generators give the same delta-vector. 
For example, there are exactly five generators which give delta-vector (1,5,6,5,0), 
namely (1, 1, 1, 14), (1, 1,6,9), (1,2,2, 12), (1,3,3, 10) and (1, ll,ll, 11). Of these, 
(1, 1, 1, 14) and (1, 11, 11, 11) are equivalent, and the remaining three, i.e. (1, 1,6,9), 
(1,2,2, 12) and (1,3,3, lo), are equivalent. 
Ehrhart polynomials. Let 9a be a d-dimensional polytope or a (d - l~~m~sional 
simplicial Complex in R” with integral (lattice) vertices, i.e., Vi E Z” for all vertices tri of 
8. For k E N let kP = (kx Ix E gb), i.e. k9’ is the (lattice) polytope (or complex) 
obtained by dilating 4p by a factor of k. 
For k e N define the function i(4P, k) = # {x E R” I x E W n Z’>. Thus, i(P, k) is the 
number of lattice points contained in kg. By Corollary 4.6.28 in [3], i(g, k) is 
a polynomial in k of degree d, Called the Ehrhart polynomial of 8. Now define the 
generating function E(P, t) = Ck a $(P, k)tk. 
We Can then write E(@, t} = [h*(P, t)]/[(l - tjd+l] where h*(@, t) is a polynomial of 
degree at most d with non-negative integer coef&zients, Called the Ehrhart ~*-~~~~~~ of 
B. Its coefficients are the coordinates of the Ehrhart k*-vector h*(g) of 9. For more 
information about Ehrhart polynomials related to the present context, see [2]. 
The matrix approach. Let A be a d-dimensional lattice simplex embedded in Rd. We 
may assume, without loss of generality, that one of its vertices is the origin in Rd and 
we represent he other vertices of A as the rows of a d x d matrix S. Abusing notation, 
we now identify a lattice simplex which contains the origin as a vertex with its 
corresponding matrix. If A is any matrix in the special linear group SL(d, Z) then 
h*(S) = h* ($4). In particular, there is a (unique) matrix T such that T = SA for some 
A E SL(d, Z) and such that T is in Hermite normal form, i.e.T is upper triangular with 
diagonal entries ai 1, u22, . . . , &d, such that Uij < Uii for j > i. One Can nOW Compute 
h*(T) as follows: 
Let Ui be the ith row vector of T, let v. = (0, 0, . . . , 0) and let of = (vi, 1) E Rd+ ‘. Let 
G = Zd+'/H, where H is the subgroup of Zd+’ generated by the vi. Then G is 
isomorphic to Z,,, x Z,,, x ~1. x Z,,, and its elements, which are coset representatives 
of H in Zdfl, correspond to integer points in the half-open parallelotope 
P = {C ai vf IO < Oli < l> (see, e.g. [ 11). We can now compute h*(T) by computing the 
distribution of weights of all vectors k = (k,, kl, . . . , kd) in [0, IId+’ such that 
2 kiui E Zdf l, where weight is defined by w(ko, kl, . . . , kd) = C ki. 
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388 Research Problems 
Problem 253. A recognition problem for a class of partially ordered sets. Posed by 
David Wagner. 
Correspondent: David Wagner 
Combinatorics and Optimization Department 
University of Waterloo 
Waterloo, Ont, Canada. 
Given a finite connected poset P, a split of P is an ordered pair S:= (P’, P”) of 
disjoint nonempty subsets of P whose union is P, and which is such that P’ is 
a connected ownset of P and P” is a connected upset of P. Let fs denote the function 
on P which takes the value 1 on P’ and the value 0 on P”. Let lp denote the constant 
function on P which takes the value 1. Let (,) be the inner product on the Q-vector 
space QP which makes the (indicator functions of the) vertices into an o~honormal 
basis (Q = rationals). 
A valuation of P is a function cp: P --) Q such that: (cp, lp) = 0, and (rp, fs) = 1, for all 
splits S of P. If P has a valuation then P is “valuable”. 
For example, ifP has a unique minimal element 6and a unique maximal element 1 then 
the function 40 such that ~(6) = 1, &I) = - 1, and q(x) = 0 otherwise is a valuation for 
P. Hence, bounded posets are valuable. One also easily sees that Al + A2 + A2 is not 
valuable, where Ak is an antichain of k elements and -t is ordinal sum. 
The problem is: does the class of valuable posets have a good ~haracte~zation? 
That is, can membership of a poset in this class be determined with certainty in 
polynomial time? 
Known things: 
l If P has a valuation cp, then rp is unique and integer-valued. 
e The class of valuable posets is co-NP. 
l Let C be a subset of P which has a 6 and a 1. Suppose that, the connected 
components of P\ C are Ti , . . . , T,,andletP,:= T,uCforeachi= l,...,m.Then 
P is valuable if and only if Pi is valuable for each i = 1, . . . , m. 
l Various other (simpler) observations. 
My gut feeling is that testing valuability of a poset is a co-NP-complete problem, 
but I have not produced a reduction to prove this yet. On the other hand, if the 
problem is restricted to posets of rank 1 then I think that a polytime recognition 
algorithm is at least plausible. 
Where did this problem come from, you ask? It cropped up in an investigation of 
the locus of singularities of certain toric projective varieties defined by finite distribu- 
tive lattices (or by posets, if you prefer, thanks to Birkhoff). The distinction between 
valuable/non-valuable posets allows one to give a combinatorial characterization of 
when the normal link of an orbit closure is irreducible. (Interestingly, ifit is irreducible 
then it turns out to be toric, too!) Thus, a structural characterization of valuability 
would be nice to have. However, the problem of determining whether a variety is 
irreducible (or whether a ring is a domain) is generally co-NP-hard, which explains my 
gut feeling above. 
