The linear intersection (LI) estimator, a closed-form method for the localization of source positions given sensor array time-delay estimate information, is presented. The LI estimator is shown to be robust and accurate, to closely model the ML estimator, and to outperform a benchmark algorithm. The computational complexity of the LI estimator is suitable for use in real-time microphone-array applications where search-based location algorithms may be unfeasible.
Introduction
Microphone-array systems can be used to determine the positions of active talkers and can be electronically steered to provide spatially-selective speech acquisition. Since it is steered electronically, a microphone-array's directivity pattern can be updated rapidly to follow a moving talker or to switch between several alternating or simultaneous talkers. These features make microphone-arrays a desirable alternative to single-microphone systems for hands-free speech acquisition, especially those involving multiple or moving sources. Furthermore, the ability of microphone-array systems to determine talker location makes them attractive for use in multimedia teleconferencing systems where the location of the talker can be used not only for steering the directivity of the microphonearray, but also for pointing cameras or determining binaural cues for stereo imaging.
In microphone-array systems, a directly observable signal characteristic is the time di erence of arrival (TDOA) of a source signal relative to a pair of microphones. Extensive literature exists on the general topic of inter-sensor delay estimation and subsequent source localization 1] and there are several works devoted to the speci c problem of delay estimation of speech signals 2]-4]. As presented in Section 2, given a set of TDOA estimates, the Maximum Likelihood (ML) estimate of the source location involves the minimization of an error measure that is a nonlinear function of the potential source location. As a result, the estimator normally requires a numerical search of a potential location space (a subset of R 3 ). While the utility of these objective spaces for minimization by e cient search algorithms that rapidly converge to the desired location estimate has been demonstrated 5], there are applications where a full-search is not feasible due to limited computational resources. This is particularly true for real-time situations requiring a high update rate and/or many sensors. These circumstances necessitate the development of closed-form location estimators that, while providing sub-optimal localization data, are computationally inexpensive.
For those circumstances where the optimal estimate is required, the closed-form solution may be used as an intermediate solution, providing the initial starting point for a less burdensome, partial search.
A closed-form solution to the source localization problem, termed the linear intersection (LI) method, is detailed in Section 3. For the closed-form location estimator presented here and the many others found in the literature 6]-18], the requirement of a closed-form solution necessitates the development of alternative error criteria. These alternative error criteria take several forms and vary in the degree to which they approximate the ML error criterion and perform in comparison to the search-based estimators. A discussion of several of these algorithms as well as a relative performance evaluation is presented in 7]. Smith and Abel found their proposed estimation procedure, an approach which linearizes the TDOA di erences and obtains an estimate through a linear leastsquares matrix solution, to exhibit an RMS error below that of the estimators presented in 12]
and 6]. Their estimation procedure is termed the spherical interpolation (SI) method and will be employed in Section 4 as a benchmark for evaluating the proposed algorithm. These applications di er from the speech-source localization problem addressed here in several respects. Primarily, the TDOA estimates for these other scenarios are evaluated relative to an absolute time-scale or a single reference sensor. The localization technique detailed in this work requires only that TDOA estimates be found between isolated pairs of sensors. This generalization has been imposed out of necessity. Given a general placement of sensors within an environment, and realistic speech sources possessing non-ideal radiation patterns, there is no assurance that the received signal coherence across the span of the sensors will be appropriate to allow precise TDOA estimation relative to a single reference sensor. In practice these conditions restrict the intrapair separation distance. The closed-form location estimator presented in the following section is derived speci cally from the context of an autonomous sensor-pair geometry and is designed to closely approximate the ML estimator.
Source Localization Problem
The localization problem addressed here may be stated as follows. There are N pairs of sensors m i1 and m i2 for i 2 1; N]. The ordered triplet (x,y,z) of spatial coordinates for the sensors will be denoted by m i1 and m i2 , respectively. For each sensor pair, a time di erence of arrival (TDOA) estimate, i , for a signal source located at s is available. The true TDOA associated with a source, s, and the i th sensor-pair is given by:
T(fm i1 ; m i2 g; s) = js ? m i1 j ? js ? m i2 j c (1) where c is the speed of propagation in the medium. In practice, i is corrupted by noise and in general, i 6 = T(fm i1 ; m i2 g; s). In addition to the i , a variance estimate, 2 i , associated with each TDOA is also assumed to be available as a byproduct of the time-delay estimation procedure. Each of the potential source locations is weighted based upon its probability conditioned on the observed set of N sensor-pair, TDOA-estimate combinations. The TDOA estimates are assumed to be independent, normal distributions with mean given by the estimate itself. (8) Evaluated in this manner,ŝ LI represents the expected value of a partially known random variable. The points of closest intersection,ŝ jk , are assumed to be points of high probability clustered about the peak of a symmetrical probability distribution. In this sense, the LI algorithm attempts to model the ML estimate which searches for the maximum in the joint probability distribution of the TDOA estimate set. By associating each potential source location with a probabilistic value, the weighting terms, W jk serve as a means for excluding outlier locations related to radically errant TDOA estimates and their subsequently incorrect bearing lines. Essentially, the weighting term, as calculated from Equation (7) for an aberrantŝ jk , is su ciently small so that the potential location plays little to no role in the nal location estimation. . The experimental set-up, a nine-sensor orthogonal array with half-meter spacings and a source located at a range of 5m with equal direction angles, is depicted in Figure 4 . The true TDOA values (1) were corrupted by additive white Gaussian noise. 100 trials were performed at each of 11 noise levels ranging from a standard deviation the equivalent of 10 ?3 m to 10 ?1 m when scaled by the propagation speed of sound in air (c). The LI method partitioned the array into 4 square sensor quadruples and required the evaluation of 8 TDOA estimates, one for each diagonal sensor-pair. The SI method required that all the TDOA values be relative to a reference sensor. The sensor at the origin was chosen for this purpose and the TDOA for each of the remaining 8 sensors relative to the reference were calculated. In addition to calculating the LI and SI estimates, the ML estimate was computed via a search method with the initial guess set equal to the true location.
Figures 5 -7 summarize the results of these simulations. Figure 5 presents the sample bias for the estimated source bearing and range for each of the estimation methods as a function of the level of noise added to the true TDOA values. While each of the methods exhibits some degree of bias in the noisier trials, the situation is most extreme for the SI method. This tendency for the SI method to consistently bias its estimates towards the origin was noted by the authors of 7]. The LI method performs comparably to the ML estimate for all but the most extreme noise conditions. Figure 6 shows the sample standard deviations. For the standard deviation of the bearing estimates, a trend similar to the bearing bias is observed. The SI method's performance degrades rapidly for noise levels above 10 ?2 m. However, in terms of the range, each of the closed form estimators displays a smaller variance than the ML estimator at the higher noise conditions. This is a consequence of the estimator biases observed previously. Finally, In Figure 7 the root-mean-square errors (RMSE) are illustrated, which combine the bias and standard deviation. Once again, the LI method closely tracks the ML estimator in all but the most extreme condition while the SI method exhibits a marked performance decrease in both bearing and range for moderate and large noise levels.
Simulations performed over a broad range of source positions exhibit trends similar to those in Figures 5 -7 The LI estimator is consistently less sensitive to noise conditions and possesses a signi cantly smaller bias in both its range and bearing estimates when compared to the SI estimator.
Discussion
A closed-form method for the localization of source positions given only TDOA information has been presented. It was shown to be a robust and accurate estimator, closely modeling the ML estimator, and clearly outperforming a representative algorithm.
From an implementation standpoint, the constraint that the array be composed of rectangular 4-element sub-arrays is not problematic for typical room-oriented microphone-array applications. It is an advantage of the LI method that localization in 3-space can be performed with a 2-dimensional array. The SI method as well as many similar approaches requires that the matrix of sensor locations be full-rank. This necessitates the use of a 3-dimensional sensor placement for localization in 3-space. Also, since the LI method does not require the estimation of delays between sensors other than those in the local sub-array, the sub-arrays can be placed far apart and delay-estimation processing can be performed locally. The SI algorithm evaluates all TDOA estimates relative to a single reference sensor.
In 5] the linear intersection method was used in conjunction with several real microphone-array systems and was shown to be an e ective source localization procedure when used alone or as a means of providing initial search conditions to the more computationally demanding search-based algorithms. 
