A computer program has been developed to model chest radiography. It incorporates a voxel phantom of an adult and includes antiscatter grid, radiographic screen, and film. Image quality is quantified by calculating the contrast ͑⌬OD͒ and the ideal observer signal-to-noise ratio (SNR I ) for a number of relevant anatomical details at various positions in the anatomy. Detector noise and system unsharpness are modeled and their influence on image quality is considered. A measure of useful dynamic range is computed and defined as the fraction of the image that is reproduced at an optical density such that the film gradient exceeds a preset value. The effective dose is used as a measure of the radiation risk for the patient. A novel approach to patient dose and image quality optimization has been developed and implemented. It is based on a reference system acknowledged to yield acceptable image quality in a clinical trial. Two optimizations schemes have been studied, the first including the contrast of vessels as measure of image quality and the second scheme using also the signal-to-noise ratio of calcifications. Both schemes make use of our measure of useful dynamic range as a key quantity. A large variety of imaging conditions was simulated by varying the tube voltage, antiscatter device, screen-film system, and maximum optical density in the computed image. It was found that the optical density is crucial in screen-film chest radiography. Significant dose savings ͑30%-50%͒ can be accomplished without sacrificing image quality by using low-atomic-number grids with a low grid ratio or an air gap and more sensitive screen-film system. Dose-efficient configurations proposed by the model agree well with the example of good radiographic technique suggested by the European Commission.
I. INTRODUCTION
The ability to predict clinical image quality from known physical and technical parameters is important for the prospect of making successful optimization of radiographic procedures. True optimization requires, first, an estimation of the image quality needed to make a diagnosis and, second, methods to investigate all possible means of achieving this image quality and to decide which gives the lowest dose. Since optimization is a multi-factorial task, it is generally difficult to predict the outcome of a change to the imaging system on patient dose and particularly on image quality.
The European Commission ͑EC͒ has published image criteria 1 for common diagnostic radiographic projections. The criteria are expressed as the visibility of imaged structures of the normal anatomy. The display of these expected structures is reassuring to the radiologist and of diagnostic importance. Also, if normal structures are well visualized, pathological structures may also be well visualized.
It is important to establish the link between clinical and physical measures of image quality. A realistic Monte-Carlobased model of the complete imaging chain has shown potential to create such a link. 2, 3 The versatility of such a model allows it to test a large range of system configurations and to point towards promising imaging systems suitable for more time-consuming, receiver-operating characteristic ͑ROC͒ analysis which includes the observer ͑radiologist͒ in the evaluation. The search for positive correlation between clinical and physical measures of image quality is complicated by comparably large intra-and interobserver variance and the difficulty of selecting the appropriate physical image quality measure.
Clinical patient chest radiographs have been evaluated by Lanhede et al. 4 and Manninen et al. 5 Lanhede et al. used EC quality criteria 1 whereas Manninen et al. used their own criteria which, however, show some resemblance to the EC criteria. Both studies show that the air gap technique provides good clinical image quality and that a faster screenfilm system may produce images of equal quality to a system with half its speed.
Leitz et al. 6 studied 24 chest radiography systems using anthropomorphic test phantoms and found no correlation between image quality assessed in a visual grading analysis study and system parameters such as the relative amount of scattered radiation in the image plane, the beam quality ͑tube voltage͒, sensitivity of the image receptor ͑speed class͒, and focal spot size. They did not evaluate the optical density or the dynamic range of the image and considered only single parameters at a time and not the combined effect of the parameters on the overall contrast and signal-to-noise ratio ͑SNR͒ of details.
Asai et al. 7 studied the optimal choice of tube voltage for films with different gradients in chest imaging. Tingberg et al. 8 showed that increasing the film average gradient resulted in a statistically increased score by the radiologists. In this work, however, the type of film was kept constant and identical to that used by Lanhede et al. 4 The aim of this work was to use the above-mentioned realistic Monte Carlo model to explore for chest radiography the effects of varying the imaging parameters on contrast, signal-to-noise ratio, dynamic range, and patient dose and to use this information for optimization. A novel approach to chest screen-film optimization was developed that includes, as a key feature, the use of a reference system, which is recognized to yield acceptable image quality. This system was selected from the results of a clinical trial of chest radiography 4 where ranges of imaging systems were evaluated using the EC image criteria. 1 The optimization strategy was designed to explore how much the patient dose could be reduced while maintaining the image quality close to or at the level of the reference system. Two schemes for assessing image quality have been developed and their utility for the optimization assessed.
II. MATERIALS AND METHOD
A. Monte Carlo model and selection of important anatomical details
Model description
The Monte Carlo program used in this work is based on programs used in the past by our group. 9, 10 The main modification from this earlier work is the use of a voxel phantom to simulate the patient. The particular phantom used is that of Zubal et al., 11 which has segmented male anatomy derived from 3-D CT data. The dimensions of the voxels were adjusted to match the length of an average European male ͑x-direction͒ and to match calculations of incident air kerma for PA ͑posterior-anterior͒ and lateral projections to measurements on a patient sample ͑y-and z-directions͒. 12, 13 The voxel phantom is 236 voxels long ͑89.9 cm, from head to below the pelvis͒, 128 voxels wide ͑35.6 cm͒, and 77 voxels thick ͑21. 4 ͒. The tissue densities and compositions are taken from ICRU, 14 except for bone which is obtained from Kramer. 15 One extra layer of voxels was added to the voxel phantom to model the chest stand.
The use of a voxel phantom facilitates the study of the contrast and noise in the image corresponding to different positions in the anatomy. The effects of the limited dynamic range of the image receptor can thus be calculated. To aid the efficient calculation of the energy imparted per unit area to the image receptor at any point in the image plane ͑and thus estimations of contrast and noise at various positions͒, the Monte Carlo code employs a collision density estimator. 16 The whole imaging system ͑Fig. 1͒ is simulated including the patient ͑voxel phantom͒, x-ray tube ͑focal spot size, anode material and angle, peak tube voltage and ripple, added filtration͒, anti-scatter grid ͑strip frequency, lead strip width, grid ratio, and material in interspaces and covers͒ or air gap, chest stand, and the image receptor ͑cassette front, fluorescent screen, and film characteristic curve͒. The number of photons histories was chosen so that the statistical precision ͑1 s.d.͒ in the estimated image quality quantities ͑contrast and signal-to-noise ratio͒ is 3% or better. X-ray spectra were obtained from Birch et al., 17 photon interaction cross sections from Berger and Hubbell, 18 and atomic form factors and scattering functions from Hubbell and Ö verbö 19 and Hubbell et al., 20 respectively. Data on grid design was obtained from Sandborg et al. 21 and scatter generated in the grid was considered in the simulation. 21 
Anatomical details
Anatomical details were imposed on the voxel phantom and used for image quality analysis. They were selected based on the diagnostic requirements in the EC quality criteria document for chest radiography. 1 The European guidelines 1 specify the size of round and linear image details which should be visualized at different positions in the normal anatomy. Important low-contrast details in the whole lung including the retrocardiac area and out to the lung periphery are 2 mm in size. Important high-contrast details in the same regions are 0.7 mm ͑round details͒ and 0.3 mm ͑linear details͒. The guidelines do not specify the nature of these details. We therefore consulted expert radiologists in Linköping and London to assist in the selection of the details to include in our model. Blood vessels and nodules in the lung were identified as low-contrast details. As these have similar linear attenuation coefficients, we selected blood vessels to be representative of both types of low contrast details in our model. Calcifications and the line across the lung in the PA view, due to the lung lobes, were identified as highcontrast details. As it was not possible to simulate the line across the lung, calcifications were selected as high contrast details in our model. Table I describes the locations and sizes of the modeled details. The sizes of blood vessels in the central right lung, the retro-cardiac area, and the costophrenic angle area were based on our measurements on digitized patient images. 13 The size of the high-contrast calcification was chosen as 0.5 mm, being the average size of the small high-contrast details in the European guidelines. Although calcifications have been included by others 5 in the comparison of the performance of chest imaging systems, we were concerned that they might have a controlling influence on our optimization. We have therefore developed two optimization schemes ͑Sec. II D͒, one of which omits the calcifications.
Model calibration and validation
We have followed a two-stage process in order to ensure that the values of our calculated doses and image quality descriptors correspond to those obtained clinically. In the first stage, uniform slab phantoms were exposed and measurements and calculations of optical density for a given entrance air kerma compared. In the second stage, comparisons were made of measurements on patients and digitized patient images with calculations using the voxel phantom Monte Carlo model. The good agreement for both the slab and voxel phantom comparisons shows that the Monte Carlo program is well validated 12, 13 and the voxel phantom gives realistic values for entrance dose, contrast of important details, and dynamic range. Measurements of signal-to-noise ratios were not possible due to the high inherent noise of the digitizer used.
B. Image quality and patient dose descriptors
Three measures of image quality were used: the contrast ͑optical density difference, ⌬OD͒ of blood vessels and the ideal observer signal-to-noise ratio (SNR I ) of calcifications ͑Table I͒. In addition, a measure of the useful dynamic range, the properly exposed fraction ͑PEF͒, was included. A description of how these image quality measures were computed is given next.
Contrast
In calculating the ⌬OD ͑the difference in optical density behind and beside a given detail͒, the effects of film gradient and imaging system unsharpness were considered. The film gradient ͑␥͒ was obtained from measurements of the film characteristic curve. 22 The reduction in contrast due to the total system unsharpness (MTF tot ) was expressed by the ratio of the peak amplitudes of the signal distribution behind the detail without ͑P͒ and including ( P mod ) the effect of the MTF tot . With an unsharp system (MTF tot Ͻ1) and small details, the signal is spread out over a larger area, hence reducing the signal magnitude in the center of the detail and yielding P mod Ͻ P. In deriving the MTF tot , receptor ͑screen͒, geometric ͑focal spot size and magnification͒, and motion unsharpness were considered. ͑The MTFs of the screens were obtained from Dr. F. Verdun, Lausanne, Switzerland.͒ The contrast degradation factor due to the MTF tot , cdf MTF , was defined as
The cdf MTF is close to unity (cdf MTF ϭ0.997) for larger details ͑blood vessels͒ but significantly reduced for the smaller calcifications ͑cdf MTF ϭ0.77: Lanex 160/TML and cdf MTF ϭ0.73: Lanex 320/TML; see Sec. II C͒. The ⌬OD of the detail was calculated using
where C is the contrast in terms of energy imparted ͑͒ per unit area to the fluorescent screen and ␥(OD det ) the film gradient, at the optical density, OD det , beside the detail. The object contrast ͑including the effect of scatter͒, C , was obtained from the Monte Carlo simulation and is given by
where p1 , p2 and s are the energy imparted per unit area to the screen phosphor layers from primary photons beside and behind the detail and from scattered photons, respectively, and E denotes expectation value. It was assumed that the anatomical detail does not influence the distribution of scattered radiation in the image plane. For simplicity, focal spot size, exposure time, and motion speed were kept constant in the calculations taking values of 0.9 mm, 3 ms, and 20 mm/s, respectively. For these conditions, motion unsharpness is not the limiting source of unsharpness.
Signal-to-noise ratio
The signal-to-noise ratio of the ideal observer, 24 SNR I , of a small contrasting detail situated at an optical density OD det was calculated using
͑4͒
Here, SNR MC 2 ( det ) is the signal-to-noise ratio squared from the Monte Carlo simulation and was derived from the difference in the energy imparted to an area element A MC of the detector with and without the detail present. The ratio A/A MC was used to correct for the dependence of the SNR 2 on the actual area A of the detail ͑assuming a perfectly sharp system͒. The SNRDF is defined in the next paragraph. SNR MC 2 was calculated using
where the signal in the numerator is given by the expectation value of the difference in the energy imparted to the area element A MC ϭ0.25 mm 2 of the image detector in the shadow area of the detail
and with (iϭ2) the detail present; index s indicates corresponding values for the scattered photons ͑assumed to be independent of the presence of the detail͒. E(n) is the mean ͑expectation value͒ of the number of photons incident on A MC and is the energy imparted to the detector by an incident photon and its associated secondary particles. The expectation values E() and E ( 2 ) are the first and second moments, respectively, of the energy imparted to the detector per incident photon. The signal-to-noise ratio SNR MC has been shown to be in good agreement with experiments for details of sufficiently large area (diameterϾ3 mm). 25, 26 A correction was calculated to take into account additional non-quantum-noise and the non-white-noise power spectrum due to system unsharpness. The correction was calculated in terms of a signal-to-noise degradation factor SNRDF following the analysis of Nishikawa and Yaffe 27 and was obtained as
Here ⌬S() is the spatial-frequency spectrum of the detail at the input stage determined by its size and shape. The factor R C is a measure of the different efficiencies with which the signal and the quantum noise are transferred through the screen caused by the emission of light from different depths in the screen, the so-called ''Lubberts effect.'' 28 The factor R N is the quotient of the quantum noise, NPS Q , and the total system noise, NPS T , being the sum of quantum and film noise ͑screen structure noise is assumed to be small͒. ͑The NPS of the screens were obtained from Dr. F. Verdun, Lausanne, Switzerland.͒ This factor depends on the optical density ͑OD͒ whereas R C does not. The weighting of R C and R N with ⌬S() indicates that the degradation factor (SNRDF 2 ) is calculated separately for each imaging task, i.e., type of anatomical detail. The statistical variations in the transport of light from the screen to the film add another factor, the statistical ͑Swank͒ factor 29 I L to SNRDF 2 . This was set to 0.80 for the Gd 2 O 2 S screens used in this work. 30 The SNRDF 2 varies with optical density and takes values between 0.6 and 0.8 at ODϭ1.0, the lower values for the smaller details ͑wider signal-spectrum͒ since R C R N is reduced with increasing spatial frequency. When the optical densities take low or high values, R N reduces the SNRDF 2 to values below 0.5. Although the voxel phantom allows us to study the effect of a varying distribution of primary and secondary ͑scat-tered͒ photons on SNR I , the phantom is not detailed enough to allow inclusion of the interference effect of the background anatomy with the detection of the detail. Hence the effect of so-called anatomical ''noise'' is not included in the model.
Patient dose
Two risk-related quantities were calculated: the effective dose 31 ͑E͒ and the entrance air kerma ͑K͒ without backscatter. The program calculates the air kerma at the entrance surface of the voxel phantom, the air kerma behind the phantom, and the energy imparted per unit area to the image detector ͑screen͒. 13 Knowledge of these three quantities, combined with the H&D curve, allows the calculation of entrance air kerma for a fixed optical density on the film. This was implemented in three stages. 13 In the first stage, H&D curves measured under standard conditions and the geometry used in the measurements were modeled. The ratio (r 1 ) of the energy imparted per unit area to the image detector and the air kerma in front of the cassette front was calculated. This ratio and the measured H&D curve enabled us to derive a new H&D curve (H&D ) which relates the optical density to the energy imparted per unit area to the image detector. Fixing the optical density thus fixes the energy imparted per unit area to the image detector. In the second stage and using the voxel phantom ͑patient͒, a ratio (r 2 ) between the energy imparted per unit area to the image detector and the patient entrance air kerma without backscatter was computed. In practice this r 2 ratio was calculated for a large number ͑350͒ of points in the image plane behind the voxel phantom in regions including the lungs, the mediastinum, and the heart. For the chest PA examination, r 2 ratios for points situated in the image of the central right lung were used to estimate the entrance air kerma since this region is the darkest region on the film. The maximum optical density in the central right lung was set to OD max ϭ1.8 ͑Secs. III A 1-3 and III B 1͒ and varied between 0.3 and 2.5 ͑Secs. III A 2 and III B 2͒. In the third stage, the calculated value of the entrance air kerma K is obtained by multiplying the energy imparted per unit area to the image detector in the central right lung ͑the region corresponding to the maximum optical density͒ with the inverse of the r 2 ratio.
Organ or tissue equivalent doses used in the derivation of effective dose were calculated by summing the energy imparted to all voxels in that organ and dividing by the mass of the organ.
Dynamic range
The difference in optical density, ⌬OD, for imaging a detail is proportional to the film gradient ͓Eq. ͑2͔͒, and thus will vary over the image as the optical density itself varies. For high and low optical density, the gradient will be low and in these regions the image cannot be considered as properly exposed. If, on the other hand, the optical density has intermediate values, the gradient will be higher and such regions of the image can be considered to be properly exposed. This concept forms the basis of our measure of dynamic range, the properly exposed fraction, PEF.
3 This is defined as the fraction of the image area that has an optical density such that the film gradient ␥ exceeds a preset value. The PEF was computed by evaluation of the film gradient at 350 points in the image. With knowledge of the H&D curve and film gradient, the preset value (␥Ͼ1.25) was chosen as to make PEF sensitive to changes in the imaging conditions.
C. Choice of reference system
Recently Lanhede et al. 4 performed a clinical trial in which different imaging system configurations for the chest PA examination were compared. In this trial patient images were evaluated by a group of expert radiologists using the EC image criteria. 1 The evaluations used either an image criteria score ͑ICS͒ or visual grading analysis score ͑VGAS͒. In the first case, the radiologists were asked if the image criteria were fulfilled or not. In the second case, the radiologists viewed two images, one being a reference image, and were asked if the visibility of a given structure was clearly inferior, slightly inferior, equal to, slightly better, or clearly better than the same structure in the reference image. The observer and image averages of the ICS and VGAS for each imaging system were calculated and the systems ranked in descending order according to the score.
Sixteen different imaging conditions were formed by varying four imaging parameters, namely tube voltage ͑102 and 141 kV͒, screen-film system speed ͑160-and 320-speed class͒, grid or air gap for scatter rejection, and maximum optical density ͑1.3 or 1.8͒. The imaging systems with the highest ICS and VGAS employed 141 kV, Lanex 160 screen, OD max ϭ1.8 and used either a grid or an air gap for scatterrejection. The air-gap system yielded a lower patient dose and was therefore selected as the best system from the clinical trial. This system ͑cf. Table II͒ was used as the reference system in our optimization strategy, which is described next.
D. Optimization strategy
As a preliminary to the optimization, the parameters that have the largest influence on the image quality descriptors and patient dose, and the trade-off between the two, were identified. The SNR I or ⌬OD of the five anatomical details ͑Table I͒, dynamic range ͑PEF͒, air kerma, and effective dose were therefore calculated and plotted as a function of the various system parameters ͑Table II͒. The ⌬OD ͑for blood vessels͒, SNR I ͑for calcifications͒, and PEF for the whole image were used in the analysis since they show different variations with tube voltage, screen-film speed, and film gradient. The film type ͑Kodak TML͒ was kept constant throughout the study.
For the optimization the following strategy was used. First, a requirement on image quality was decided by establishing a reference system, which is known to have adequate image quality ͑Sec. II C͒. Further, it was assumed that it was not necessary to exactly match the image quality of the reference system, but that, for each detail and PEF, a 10% reduction in the corresponding quality measure would be acceptable. This requirement defines the so-called image quality factor, IQF, hence here IQFϭ0.90.
The calculations previously identified show that the image quality measures for the details ͑SNR I and ⌬OD͒ decrease with increasing tube voltage, while the PEF increases with increasing tube voltage ͓cf. Figs. 2͑c͒-2͑e͔͒. For each of the details and PEF, the tube voltage required to achieve 90% of the corresponding quality measure with the reference system was separately determined. With respect to the details, the lowest of the tube voltages so obtained is the highest tube voltage consistent with the requirement IQFϭ0.90 and is here called U 0.90,lim . The corresponding detail will be referred to as the limiting detail. The tube voltage obtained for PEF is called U 0.90,PEF . Since U 0.90,lim will generally differ from U 0.90,PEF , tube potentials U in the interval U 0.90,PEF рUрU 0.90,lim will result in IQFу0.90. For practical reasons, the tube voltage must be lower than or equal to 150 kV since typical x-ray generators do not operate above 150 kV. If U 0.90,lim Ͼ150 kV, 150 kV has been taken as the upper practical limit of the interval. For situations where U 0.90,PEF ϾU 0.90,lim the requirement on image quality could not be fulfilled. Assuming that patient dose decreases with increasing tube voltage ͓cf. Figs. 2͑a͒ and 2͑b͔͒ , the optimal tube voltage should be chosen as high as possible without compromising the requirement on image quality, and is thus equal to U 0.90,lim or 150 kV.
Sandborg et al. 3 have investigated correlations between the image quality descriptors defined here and the outcome of the clinical trials used in selecting the reference system ͑Sec. II C͒. The physical image quality measures that showed the most significant correlations with the clinical image quality ͑ICS and VGAS͒ were the PEF and the ⌬OD of the blood vessels. The correlation with SNR I of the high contrast details ͑calcifications͒ was less significant. Therefore, two optimization schemes were evaluated. First ͑scheme 1͒, ⌬OD and PEF were employed in the optimization. Second ͑scheme 2͒, the SNR I was included as well as ⌬OD and PEF. It is likely that the SNR I will be of greater importance in digital chest imaging, which is not considered in this work. However, optimization including SNR I may give some hint as to the parameters of importance in digital systems.
III. RESULTS AND DISCUSSION
A. Effect of varying imaging parameters
Effect of tube voltage
Figures 2͑a͒ and 2͑b͒ show the variations of the effective dose and entrance air kerma, respectively, with tube voltage between 90 and 150 kV. The reference system results in an effective dose of 24 Sv and an air kerma of 81 Gy. At the lowest tube voltage evaluated ͑90 kV͒, the effective dose is the same but the air kerma is 1.37 times higher than at 141 kV. Hence, contrary to the air kerma, the lowest value of the effective dose is not found at the highest tube voltage but at a lower setting, approximately 100-110 kV. However, the minimum is shallow and the difference between the highest and lowest effective dose is less than 10% between 90 and 150 kV. Optimization will depend on the dose quantity selected. Here, effective dose was chosen as the cost function since it is a quantity defined to be proportional to the stochastic risk of inducing cancer or hereditary effects. The consequence for the optimization is that dose savings from selecting the best tube voltage will be 10% or less. Figure 2͑c͒ shows the variations of SNR I for a 0.5 mm calcification in the left and right lung apices with tube voltage between 90 and 150 kV. The reference system gives values of SNR I of 3.7 ͑left͒ and 1.9 ͑right͒ for the two apices. The reduction in SNR I is significant in changing the tube voltage from 90 to 150 kV. This means that a reduction in tube voltage can, to some extent, recover losses in SNR I due to increased screen-film system speed and inefficient antiscatter device. At 90 kV the SNR I is 1.44 and 1.30 times larger than at 141 kV for the details in the left and right lung apices, respectively. The difference in absolute SNR I between the details in the left and right lung apices is due to the different optical densities at which the details are recorded. Figure 2͑d͒ shows the variations of the ⌬OD of blood vessels in the retro-cardiac and costo-phrenic-angle areas with tube voltage between 90 and 150 kV. There is typically only a small ͑Ͻ12%͒ reduction in ⌬OD with increasing tube voltage. Changes in tube voltage can only compensate for relatively small changes in contrast. Other system parameters such as optical density and choice of antiscatter device will have a larger influence on the contrast of these details. Figure 2͑e͒ shows the variation of PEF with tube voltage using the air gap technique and a typical grid, respectively. PEF increases slowly in both cases with increasing tube voltage from 82% and 74% at 90 kV and 92% and 85% at 150 kV, for the air gap and grid techniques, respectively. A higher tube voltage thus increases the fraction of the image that is produced with a reasonable film contrast. This is an important finding for the optimization. An increased tube voltage can recover modest losses in PEF arising from other changes in systems parameters such as, e.g., another choice of scatter rejection technique. Figure 2͑e͒ shows that replacing the air gap with a typical grid, PEF will be reduced with about 10% at a given tube voltage which might be possible ͑within limits͒ to recover by increasing the tube voltage. However, since contrast and SNR I of details decrease with increasing tube voltage ͓Figs. 2͑c͒ and 2͑d͔͒, there is an inherent conflict between achieving high local contrast and SNR I , in a particular area in the image and at the same time a high PEF.
Effect of grid design
The effect of grid design on the image quality descriptors and on the patient dose were investigated at 141 kV with 5.7 mm Al total filtration. Grids with either aluminum ͑Al grid͒ or carbon fiber materials ͑CF grid͒ in covers and interspaces , 40 m lead strip width and grid ratios 8 -16 were considered and results presented in Fig. 3 . In addition, CF grids with higher strip frequency ͑73 cm Ϫ1 ͒ but with thinner lead strips ͑20 m͒ were also investigated because of their potential dose-saving effect. 32 Figure 3͑a͒ shows that the effective dose increases as the grid ratio increases from 8 to 16 by factors of 1.24 to 1.57 ͑Al grid͒ and 1.14 to 1.33 ͑CF grid͒ compared to the reference system ͑air gap͒. The corresponding increases in air kerma are factors of 1.39 to 1.75 and 1.27 to 1.51 for the Al and CF grids. Thus, effective dose and air kerma are between 8% and 18% higher (rϭ8 -16) using the Al grids compared to the CF grids. The lowest effective dose is achieved with the 73 cm Ϫ1 grid with 20 m lead strips. One may expect the increase in air kerma and effective dose to be the same with increasing grid ratio. However, the reference system uses the air-gap technique and the conversion factor between air kerma and effective dose (E/K) differs by 12% for the grid and air-gap geometries due to the slightly different positions of the x-ray beam on the voxel phantom. The consequence of these results for optimization is that the use of grids for scatter removal ͑particularly Al grids with high grid ratio͒ increases the patient dose significantly ͑approximately 50%͒ compared to using the air-gap technique.
The increase of the SNR I of the detail in the left lung apex with increasing grid ratio is shown in Fig. 3͑b͒ for the two CF grids ͑40 and 73 cm Ϫ1 ͒. The SNR I relative to the reference system increases by a factor of 0.90 to 1.03 as the grid ratio increases from 8 to 16 ͑strip frequency 40 cm The ⌬OD increases with increasing grid ratio ͓Fig. 3͑c͔͒. In the central right lung, the ⌬OD normalized to that of the reference system takes values between 0.92 and 1.00 ͑Al grid, not shown in figure͒ and between 0.93 and 1.05 ͑CF grid, 40 cm Ϫ1 ͒ for grid ratios between 8 to 16. Thus, this CF grid slightly ͑2%-5%͒ improves the ⌬OD of blood vessels compared to the corresponding Al grid, whereas the CF grid with 73 cm Ϫ1 is slightly inferior to both of these grid designs. The contrast of vessels in the central right lung using these grids is thus comparable to the contrast using the airgap technique.
The PEF decreases with increasing grid ratio but increases with increasing strip frequency ͓Fig. 3͑d͔͒. A larger fraction of the image is hence ''properly exposed'' with high-stripfrequency grids with a low grid ratio. The use of thinner lead strips with high strip frequency thus seems useful since the dose advantage is significant ͑20%͒ with little effect ͑Ͻ10%͒ on all the ⌬OD and SNR I . Compared to the air gap technique, the PEF is reduced using the grids ͓cf. Fig. 2͑e͔͒ . The air gap is less efficient than the grid in removing scatter behind the heart. The optical density behind the heart becomes relatively higher, resulting in increased film gradient and improved contrast. 
Effect of screen-film speed
When the nominal speed of the screen-film system was increased from 160 to 320, the effective dose and air kerma decreased to 42% of their values for the reference system ͑160 speed͒. The SNR I with the 320-speed system was reduced to 0.68 of the SNR I using the 160-speed system. The ⌬OD of blood vessels was not affected by the change in screen-film system speed, nor was PEF. Increasing screenfilm speed thus reduces SNR I and patient dose for the same optical density. Of importance for the optimization according to scheme 2 is whether a reduction in tube voltage will be able to recover SNR I ͓see Fig. 2͑c͔͒ and still result in a reduced effective dose and tolerable reduction in PEF. Figure 4͑a͒ shows the effective dose as function of the maximum optical density, OD max , in the image using the Kodak Lanex 160/TML screen-film system. The effective dose increases linearly with increasing OD max up to OD max ϭ1.5. At Ó D max Ͼ1.5, the increase is more rapid due to the shape of the film characteristic curve. Figure 4͑b͒ shows the variation of the SNR I of the detail in the left lung apex with increasing OD max . The SNR I increases with increasing OD up to an OD max of about 2.2 where the film noise starts to be a significant part of the total noise and the SNR I reduced. Figure 4͑c͒ shows the variation of the ⌬OD with increasing OD max for the vessels in two regions of the lung; the central right lung and retro-cardiac area. For the vessels in the central right lung, the absolute value of the ⌬OD is only little affected by the change in the exposure conditions when OD max varies between 1.3 and 1.8. In the retro-cardiac area, however, the ⌬OD increases linearly with increasing OD max . At OD max ϭ1.3 the ⌬OD is only 0.69 of that at OD max ϭ1.8. There is thus a significant improvement in the contrast of blood vessels in certain regions of the image with proper exposure of the film. This is in accordance with the results of a clinical trial. [2] [3] [4] The maximum optical density is thus an important parameter in the optimization. The results show that it is important to include anatomical details in different parts of the voxel phantom chest anatomy to encompass the entire range of optical densities present in the image. Figure 4͑d͒ shows that the PEF increases rapidly with increasing OD max . At OD max ϭ1.8, PEFϭ91%; the corresponding value at OD max ϭ1.3 is only 63%. Underexposing the chest image will significantly reduce the PEF. Table III shows the tube voltages at which the image quality descriptors ͑SNR I and ⌬OD͒ for the five anatomical details in Table I and properly exposed fraction PEF take values which are 0.90 of their values with the reference system. The relative effective dose and relative air kerma at these tube voltages are also given. If scheme 1 is applied, i.e., ⌬OD and PEF are the image quality measures employed in the optimization, it can be seen that the highest tube voltage U 0.90,lim , consistent with sufficient image quality for all details, is 160 kV. The requirement on PEF is fulfilled for tube voltages 112 kV and above. Tube voltages between 112 and 150 kV can thus be used. The limiting detail that determined the highest tube voltage, U 0.90,lim , is in this case the ⌬OD of a blood vessel in the central right lung, CRL. If, on the other hand, scheme 2 is applied ͑⌬OD, PEF and SNR I ͒, the highest tube voltage consistent with sufficient image quality is 144 kV and the limiting detail is the SNR I of a calcification in the right lung apex, RLA. The useful range of tube voltages is thus 112-144 kV. The relative effective dose is 1.23 and 1.19 for schemes 1 and 2, respectively, and are thus very similar. Results using the 160-speed class screen-film system are shown in Table IV . For each grid or air gap the procedure illustrated in Table III was carried through and the useful range of tube voltages determined. The average value of the relative effective dose in the useful tube voltage range is given in the last column. Table IV shows that the useful range of tube voltages, consistent with the image quality requirement IQFϭ0.90, depends on the scatter-rejection technique and that the tube voltages U 0.90,lim and U 0.90,PEF both increase with increasing grid ratio. In spite of this increase in tube voltage, the effective dose increases with increasing grid ratio due to the increased absorption of scattered and primary photons in the grid. For the grid with ratio 16 ͑40 cm Ϫ1 ͒ PEF is reduced ͓see also Fig. 3͑d͔͒ and U 0.90,PEF ϾU 0.90,lim , and consequently no useful kV range is found. Because of the limited dynamic range of the screen-film system it is not possible to use a high-performance grid, which will producé too large optical density variations in the film due to effective scatter removal, in particular, behind the heart, cf. the discussion in Sec. III A 2.
Effect of film optical density

B. Optimization
Optimization of antiscatter technique, screenfilm system speed, and tube voltage
Using scheme 1, the two low-ratio grids ͑rϭ8, Nϭ40 and 73 cm Ϫ1 ͒ give the lowest effective dose. The same result is obtained when using scheme 2. However, for both schemes, the air-gap technique results in an even lower effective dose than any of the grids. Table V shows corresponding results for the 320-speed screen-film system. Using scheme 1, the same optimal grids are found as with the 160-speed system. The dose reduction achieved is significant since the relative effective dose with the optimal grid is 0.62, i.e., lower than our reference system. However, the lowest effective dose is obtained with the air-gap technique, resulting an almost 50% dose reduction compared to the reference system. The ⌬OD is not greatly affected by changing to a faster screen as can be seen by comparing U 0.90,lim for scheme 1 in column 5 of Tables IV and V. On the contrary, SNR I is significantly reduced with the more sensitive ͑faster͒ screenfilm system and calls for a decrease in tube voltage to restore SNR I . Following scheme 2, it is seen in Table V that for all grids investigated U 0.90,PEF ϾU 0.90,lim so that the requirement on image quality cannot be fulfilled with any of the grids. Only with the air gap is there a narrow range of useful tube voltages ͑97-109 kV͒ with a dose saving close to 50%.
It can be seen that, contrary to Table IV , where the system speed is the same as that of the reference system, Table V shows that schemes 1 and 2 give different results for the faster screen-film system. This is because of the difference in noise properties of the 160-and 320-speed class screen-film systems. If, on the other hand, we had chosen the 320-speed class system as our reference system, similar tube voltages and scatter-rejection techniques would have been found for both schemes and both screen-film systems. It is not possible within the model to decide which reference system or optimization scheme should be used. Our results therefore can be considered indicative of suitable ranges of imaging parameters and the trade-offs that are possible when they are used. However, we note that as discussed in the last paragraph of Sec. II D, scheme 1 may be preferable for the optimization of screen-film imaging and scheme 2 may be of value for digital imaging, where the dynamic range requirements may be easily achieved.
Our results for scheme 1 are in agreement with Manninen et al., 5 who found the air-gap technique superior to the grid technique and no significant deterioration in image quality when the screen speed was doubled using the same screen phosphor material and 120 kV. A speed class of 400 is recommended in the European Quality Criteria for chest radiography 1 in consistency with our findings and those of Manninen et al. Figure 5 shows the results of optimizing the maximum optical density, OD max , using scheme 1. The maximum optical density was varied between 1.26 and 2.34. The air-gap technique and Lanex 160/TML screen-film system were used. Figure 5͑a͒ shows the highest tube voltage for which the image quality criterion is fulfilled (U 0.90,lim ) as a function of OD max . At low OD max , image quality is limited by reduced PEF and ⌬OD in the retro-cardiac area. This is due to the gradient of the film characteristic curve at the particular OD beside the detail. At a low OD max , the overall film contrast is lower, particularly in underexposed regions of the film such as the region behind the heart. In fact, at OD max ϭ1.62, PEFϽ0.90 for tube voltages between 90 and 150 kV and hence the PEF requirement is not fulfilled even though the relative ⌬OD and SNR I of the details can be larger than 0.90. At OD max ϭ1.53, the contrast is so low that in order to regain ⌬OD the tube voltage needs to be reduced below 90 kV, which we did not investigate. At OD max ϭ1.8 the OD in the central right lung is so high that the film gradient starts to be reduced and at higher OD, ⌬OD can only be regained by a reduction in tube voltage. Figures 5͑b͒ and 5͑c͒ show the effective dose and air kerma normalized to their values with the reference system as a function of OD max . These figures show that OD max ϭ1.8 approximately minimizes the effective dose in chest radiography and that there is no dose advantage in increasing the OD max much beyond 1.8. The more rapid increase of incident air kerma with increasing OD max than with effective dose is due to the larger variation of the air kerma with tube voltage than of the effective dose ͓cf. Figs. 2͑a͒ and 2͑b͔͒.
Optimization of maximum optical density
IV. CONCLUSIONS
A novel optimization strategy based on the EC image criteria 1 has been developed and applied using a computational model of the x-ray imaging system. Image quality was assessed in terms of the contrast and signal-to-noise ratio of anatomical details in the normal anatomy and the properly exposed fraction, PEF, a measure of the dynamic range of the image. A large range of system configurations was evaluated by comparison with a reference system using two optimization schemes, the first using contrast of test details and PEF as a measure of image quality and the second using in addition the signal-to-noise ratio of selected details. The imaging systems identified under the two schemes are similar when the reference system and test system have the same speed but differences are found when the reference system is slower than the test system. It is not possible within the model to decide which of the two optimization schemes is better. But scheme 1 appears to give results that agree with those of other workers. 1, 4, 5 In addition the model provides suitable values of imaging parameters such as tube voltage, grid design, and optical density so that adequate image quality is obtained and is valuable for the detailed study of the tradeoffs that are possible when they are used.
Using scheme 1 and a 160-speed class reference system, we have found, for example, that a good chest imaging system is one operated at 130 kV with OD max ϭ1.8, using a medium speed screen ͑speed class 320͒, and either an air gap or a carbon fiber grid with grid ratio 8. This configuration offers a dose saving of 30%-50% without sacrificing image quality. It agrees well with the example of good radiographic technique suggested in Ref. 1 ͑125 kV, total filtration Ͼ3 mm Al, grid with rϭ10,Nϭ40 cm
Ϫ1
, screen-film speed 400͒. This result is encouraging and indicates that our model's predictions of good imaging conditions agrees with what is clinically recognized as good radiographic technique.
It was found that the maximum optical density is one of the most important parameters in screen-film chest radiography. Using a realistic model of the patient for theoretical studies of this aspect was important. Homogeneous phantoms do not allow derivation of the dynamic range and cannot be used to investigate problems associated with limited film contrast.
Use of optimizations according to scheme 2 has shown that a system with higher speed can provide the same SNR I as a slower system provided the tube voltage is reduced and a dose reduction can still be obtained. However, at low tube voltages, image quality may be limited by a low PEF. This will set an upper limit of the speed that can be used. This restriction will not apply for digital chest radiography where the energy imparted to the image detector can be varied over a much larger range than in screen-film radiography and where the contrast can be modified at the image display stage.
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