Cet article utilise des données provinciales pour examiner l'impact du salaire minimum et de différentes dépenses d'éducation sur la fréquentation des écoles secondaires. On montre que l'augmentation du salaire minimum a un effet négatif significatif sur l'inscription des garçons agés de 16 et 17 ans et des filles agées de 17 ans. Les résultats des estimations indiquent qu'une augmentation de 50% du salaire minimum a pour conséquence une baisse de 0.7 de 16 et 17 ans (cette chute équivaudrait à une baisse de 1700 étudiants en Ontario). Nos résultats montrent aussi qu'un ratio étudiant-enseignant plus faible, des professeurs mieux payés, des dépenses administratives et de fournitures scolaires plus importantes ainsi que des augmentations des dépenses d'autres commissions scolaires n'ont pas d'éffets symmétriques sur les taux de fréquentation.
INTRODUCTION
O n average, 10 percent of 16-year-olds in Canada were not enrolled in school from 1975 through 1989. For part of this period, this percentage reached almost 20 percent in several provinces. The percentage of 17-year-olds not in school averaged almost 30 percent over the same period, and approached 50 percent in some provinces. 1 In , the high school drop-out rate varied from slightly under 21 percent in New Brunswick to over 37 percent in Quebec (Lafleur 1992) . A national drop-out rate of 30 percent would mean that approximately 120,000 students were leaving high school each year without having graduated. 2 Early school leaving may impose important costs on the individuals involved and society as a whole. A large literature has found that drop-outs earn lower salaries and experience higher rates of unemployment than individuals who graduate from high school. In addition, higher drop-out rates have been shown to lead to more income inequality, increased criminal activity and a greater need for, and reliance on, social and other public services. 3 If a higher drop-out rate results in a larger proportion of lowincome earners, there could also be a reduction in the tax revenues available to finance these services as well as other public goods. Lafleur (1992) estimates the present value of the total cost to society of a high school drop-out to be approximately $30,000 (of which almost $20,000 is made up of the private cost to the drop-out). Vaillancourt (1995) calculates the private and social rates of return to completing high school, rather than dropping out, to be 33.4 and 11.9 percent, respectively. These rates of return would suggest that high school completion is a relatively good investment from both a private and social perspective. 4 Given the predominant view that early school leaving is associated with large social (and private) costs, the determinants of school enrollment have received considerable attention in the education literature. Much of this literature focuses on individual, family, and school characteristics with little or no attention given to the role of economic factors in the drop-out decision. 5 Surveys of drop-outs have, however, identified a close relationship between work and the decision to drop out of school. For example, almost 80 percent of the drop-outs in the Karp (1988) sample indicated that their primary reason for leaving school was work related. Furthermore, in the surveys of both Karp (1988) and Statistics Canada (1991) , the principal reason given by drop-outs for leaving school was that they preferred work to school.
The current paper investigates the impact on school enrollment in Canada of minimum wages and spending on different types of education inputs. Both these factors could, at least to some extent, affect the observed preference of drop-outs for work over school. This might occur if the level of the minimum wage had an impact on the employment opportunities of teenagers or if spending on different types of education inputs altered the school experiences of potential drop-outs. Unlike many of the individual and family characteristics associated with the decision to drop out that have been identified in the literature, education spending and the minimum wage are under the direct control of governments. As a result, if there exists a significant relationship between either or both of these factors and the drop-out rate, governments may be able to change their minimum wage or education-spending policies in order to alter the extent of early school leaving.
The balance of the paper is organized as follows. Section two provides a discussion of the relationship between school enrollment and both education spending and minimum wages. The empirical dropout literature is reviewed in the third section and, in section four, the empirical methodology and data are discussed. The parameter estimates are described in the next section and the magnitude of the impact of the minimum wage on school enrollment is illustrated in the section following. Concluding comments follow.
SCHOOL ENROLLMENT, EDUCATION SPENDING AND MINIMUM WAGES
The rationale for the existence of a relationship between education spending and school enrollment is fairly straightforward. Higher spending on education inputs, lower student-teacher ratios or the provision of a larger variety of programs, for example, may improve the educational experience of students by providing them with more choice or greater attention. By enriching the educational environment, more education spending could also improve the human capital development and earnings potential of students. These factors could alter the relative preference of students for work and school and, consequently, reduce the drop-out rate.
Several different reasons, with contradictory predictions, have been proposed in the literature to explain why minimum wages may affect school enrollment rates. For example, if a higher minimum wage reduces the number of jobs available, more teenagers may remain in school simply because they cannot find jobs. 6 A minimum wage increase may also raise the minimum level of productivity required for employment and so necessitate greater human capital investment and, thus, a higher level of school participation. 7 Both these rationales for a positive relationship between school attendance and minimum wages rely on the assumption that minimum wages constrain the employment opportunities of teenagers. 8 An alternative view of the impact of minimum wages on enrollment is that higher minimum wages encourage early school leaving by raising the opportunity cost of education (the income foregone while in school). 9 Furthermore, by increasing the incomes of drop-outs relative to graduates, higher minimum wages may reduce the relative return to higher levels of education. The view that higher minimum wages may induce students to leave school by improving the income prospects of drop-outs is consistent with evidence presented in Baker, Benjamin and Stanger (1995) which indicates that increases in the minimum wage have had a significant positive impact on the wages of employed teens in Canada.
Several other rationales have also been put forward in the literature to explain why minimum wages may reduce school enrollment. For example, Cunningham (1981) suggests that a minimum wage increase encourages firms to shift from part-time to full-time (higher productivity) workers. This shift in demand raises the relative wage of full-time work and causes students, some of whom may be working part-time, to leave school in order to take fulltime jobs. Taking a slightly different approach, Ehrenberg and Marcus (1980, 1982) maintain that only the poor will leave school following a rise in the minimum wage. They contend that poor students are dependent on part-time jobs, the supply of which is reduced by an increase in the minimum wage, and thus are forced to seek full-time employment when minimum wages rise.
THE EMPIRICAL DROP-OUT LITERATURE
Much of the literature on early school leaving has focused on surveys of the characteristics and attitudes of drop-outs with some emphasis, as well, on individual school and teacher characteristics. 10 Often cited determinants of the decision to drop out are race, family structure, family income, the dropout's scholastic ability and attitude toward school, part-time work experience, and pregnancy. School characteristics that are thought to have an impact on the drop-out decision are the attitudes of teachers and administrators, school size, program flexibility, class scheduling, curriculum, academic emphasis, and school-community relations. An important factor linking these studies is that they generally concentrate on individual and school factors while ignoring the wider economic context within which the school exists. 11
While the primary focus of the minimum wage literature has been on the analysis of the impact of minimum wages on employment, there does exist a small literature that examines the relationship between the school enrollment decisions of teenagers and minimum wages using US data. The papers that make up this literature employ widely differing data sets and reach often contradictory conclusions. Several studies use US census data or National Longitudinal Survey data for single years (Cunningham 1981; and Ehrenberg and Marcus 1980, 1982) , others employ time series data (Mattila 1981) , data for a cross section of states (Card 1992) , or a pooled time series-cross section of aggregate state-level data (Neumark and Wascher 1994b) . Recently, Neumark and Wascher (1995a, b) have analyzed the enrollment effect of minimum wages using a combination of time series data from 1979 to 1992 and individual data from the US Current Population Survey.
Given the wide variety of data sets used, it follows that these studies have considered quite different sets of explanatory variables as possible determinants of school enrollment. For example, several papers include a large number of individual characteristics (Ehrenberg and Marcus 1980, 1982, for example), while Card (1992) chooses a particularly parsimonious specification with the change in enrollment linked only to the overall employment rate in each state and the fraction of teenagers affected by the minimum wage change. Except for Cunningham (1981) and Neumark and Wascher (1994b) , which each include a single measure of education spending as an explanatory variable, none of the studies cited above incorporate educationspending variables in their estimating equations.
Since the existing literature uses very different data sets and specifications to study the impact of minimum wage changes on school enrollment, it is not surprising that the conclusions of the different studies vary significantly. Some find that the minimum wage has no effect on enrollment (Card 1992) , others find a positive effect (Mattila 1981) , others a negative effect (Neumark and Wascher 1994b, 1995a and b) , and some report results that depend on race (Cunningham 1981) or gender (Ehrenberg and Marcus 1980, 1982) . Sander and Krautmann (1991) and Sander and Schaeffer (1991) analyze the impact of education spending on school participation (without allowing for a minimum wage effect on enrollment). Using county-level data for Illinois from 1986-87, Sander and Krautmann (1991) find school size to be the only school characteristic that has a significant (positive) effect on the drop-out rate. Total school expenditures, teachers' salaries, teachers' experience, teachers' schooling, and the pupil-teacher ratio are all found to have no explanatory power. In contrast, Sander and Schaeffer (1991), using US county-level data for 1980, find that per pupil school expenditures have a significant positive effect on the enrollment of 16-and 17-year-olds. Similarly, Neumark and Wascher (1994b) , although primarily interested in the effect of minimum wages on enrollment rates, find a positive relationship between average salaries of teachers and school enrollment. 12
Principal Differences Between the Current Study and the Existing Literature
The current study differs from the existing literature in three ways. First, a time series-cross section of Canadian provincial data is employed. This provides an alternative to the US data used in previous studies and is likely to be of more interest to Canadian policymakers.
Second, rather than using one measure of education spending (or none at all) as in the previous literature, the current paper includes five variables that represent the disaggregated components of education spending as well as three additional explanatory variables which reflect potentially important characteristics of the school system. If education spending is an important determinant of enrollment, the exclusion of education expenditures from the estimating equation may cause the estimate of the minimum wage effect to be biased. In addition, the disaggregated approach employed here allows specific types of school spending (or aggregate school characteristics) that alter drop-out behaviour to be identified.
Finally, the analysis below examines the enrollment rates of 16-year-old and 17-year-old males and females separately. Except for Ehrenberg and Marcus (1980) , the existing literature employs data that has been aggregated into broad age categories (16-to 19-year-olds or 14-to 17-year-olds, for example) . It is generally possible to graduate from high school when 18 and to leave school legally by age 16. Disaggregation by age and sex avoids the necessity of assuming similar behaviour for different gender and age groups that may face very different opportunity sets.
THE EMPIRICAL METHODOLOGY

Modelling the Enrollment Decision
At each point in time until they graduate, individual students must decide whether to stay in school or
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drop out. They will remain in school only if they expect to be better off than if they drop out. The relationship between an individual's welfare from staying in school and their welfare if they drop out will depend on the relative costs and benefits of leaving versus staying in school. Some of these costs and benefits will be earnings related (their wage if they drop out, their wage if they finish school, the probability of finding a job) while others will be school-related (teacher experience, facilities available, program variety) or depend on personal factors (family structure, ethnic or social background, family income). The return to education, in terms of future earnings potential, may depend on both education spending as well as the personal characteristics of individual students.
To model the drop-out choice empirically, the proportion of individuals of type k in province i enrolled in school (P ki ) at time t is described by the linear function:
where X i is a vector of variables that determine the costs and benefits of enrollment, u ki is a random error and k identifies individuals of a particular age and gender. Ehrenberg and Marcus (1980, 1982) , Card (1992) and Neumark and Wascher (1994b) use a similar specification. Modelling the enrollment decision using provincial-level proportions data, as in equation (1), is required in order to provide a time series of sufficient length to ensure adequate variation in the minimum wage and education spending data which, in any one year, vary only by province. 13
The Data 14
The data set consists of a pooled cross section-time series of annual provincial-level data from 1975 through 1989 for six provinces of Canada (90 observations, 15 for each province). The sample was terminated in 1989 because more recent school board spending data were not available and begins in 1975 in order to ensure that the enrollment series are consistent across provinces.
Data for only six provinces -Nova Scotia, New Brunswick, Ontario, Manitoba, Saskatchewan, and Alberta -are used because the minimum schoolleaving age was 16 from 1975 through 1989 in only these provinces. 15 In the other four provinces the school-leaving age was 15 (or the end of the year in which a student turned 15) and, in three of these four provinces, the school-leaving age was raised to 16 during the last few years of the sample period. The use of data for only those provinces with a minimum school-leaving age of 16 for the entire sample period ensured that all students of the same age in the sample were faced with the same enrollment choice. 16 If the data set had incorporated data from the four excluded provinces, it would have included both students who had just turned 16 and were legally able to quit school for the first time as well as students who were 16, but who could have (or may have) quit school when they were 15. 17 The enrollment rates -the proportion of 16-and 17-year-olds enrolled in school -for each of the six provinces included in the data set are plotted in Figure 1 . These vary from just over 0.65 to just under 0.9. While the enrollment rates generally rose from 1975 to 1989, there are significant differences in the level of these rates, as well as in the direction and magnitude of their changes, across the six provinces.
The enrollment equation, equation (1) above, was estimated for four different enrollment proportions -those for 16-year-old males (PE16M), 16-yearold females (PE16F), 17-year-old males (PE17M) and 17-year-old females (PE17F). Since the minimum school-leaving age is 16 for the provinces included in the sample, and it is usual to graduate from high school in most of these provinces by age 18, it is students in the 16-and 17-year-old age groups that are most likely to leave school without graduating. 18 Disaggregation of the enrollment proportions by age and gender allows the estimates to reflect differences in enrollment behaviour by sex and age. The enrollment rates of both 16-year-old males and females, averaged across provinces, exceeded those of the 17-year-olds of both sexes (although this difference fell over the sample). While the male and female enrollment rates for each age group were not that different, the enrollment rate for males increased for both age categories relative to the female rate over the sample and, for the last half of the sample, the rate for 17-year-old males exceeded that of 17-year-old females.
The Explanatory Variables
The explanatory variables included in the enrollment rate equation (the elements of X i in equation (1)) can be divided into four groups -the minimum wage; education spending and education structure variables; other economic variables; and variables which reflect the social structure of the province. The minimum wage variable (MINWAGE) is the real level of the provincial minimum wage for nonstudents under the age of 18 as of 30 September of each year. 19 Following the existing literature, MINWAGE is divided by the average hourly wage (HOURLYWAGE).
The minimum wage, relative to the average hourly wage, for each of the six provinces included in the sample is plotted in Figure 2 . Although this ratio generally declined in all six provinces over the sample period, in none of the provinces was this decline monotonic, and the relative minimum wage often moved in different directions in the different provinces.
In order to determine the impact of education expenditures on enrollment, the estimating equation includes five variables that represent the disaggregated components of education spending on public elementary and secondary schools. 20 These are the student-teacher ratio (S/T), the average teacher wage relative to the average wage (TWAGE/ WAGE), real per student spending by school boards on instructional supplies (INSTSUP), real per student spending on administration (ADMIN) and real per student spending by school boards on all other operating costs (OPEREXP). Three additional variables which may represent potentially important Enrollment Rates by characteristics of the school system are also included in the estimating equation. These are the average number of students per school (S/S), the average age of teachers (TAGE), which may proxy teacher experience, and the proportion of teachers who work part-time (PARTTIME).
The estimating equations also include two additional economic variables which may affect the enrollment decision -the unemployment rate and real per capita income. The unemployment rate (UR) may act as a signal to potential drop-outs of the likelihood of finding employment. A higher unemployment rate would imply a lower probability of finding a job and, thus, may increase enrollment. 21 Real per capita income (INCOME) is included in the estimating equation to allow for the possibility of an income effect on education demand. 22 In an attempt to at least partly control for differences in the social structures of the provinces, three additional variables are included in the estimating equation -the divorce rate (DIVORCE), the proportion of the provincial population made up of recent immigrants from abroad (IMMIGRANT), and the proportion of provincial GDP from agriculture and related industries (AGRICULTURE). 23 The estimating equation also includes provincial dummy variables in order to control for province-specific differences in tastes and behaviour.
THE PARAMETER ESTIMATES
The estimated parameters of the enrollment proportions equations for the four age-gender groups -16-year-old females (PE16F), 16-year-old males (PE16M), 17-year-old females (PE17F) and 17-yearold males (PE17M) -are given in Table 1 . All estimates were calculated using a pooled cross section-time series estimation procedure which corrects for non-constant variances across provinces as well as for province-specific serial correlation. 24 The robustness of the parameter estimates presented in Table 1 was examined by adding grouped time-period dummy variables (Y7577, Y7880, Y8183, Y8486, Y8788) to the enrollment equations (see Table 2 ). A comparison of the results presented in Tables 1 and 2 indicates that, although several of the time dummy variables are significant, their addition has almost no effect on the estimated coefficients associated with the minimum wage variable (although the estimated t-statistic falls from 1.99 to 1.91 in the PE16M equation) and only a minimal effect on the estimated coefficients of the education spending and other variables. Those variables that are significant in Table 1 generally remain significant in Table 2 . 25
The Impact of the Minimum Wage on School Enrollment
The minimum wage has a significant negative effect on the enrollment rates of 17-year-old males and females and 16-year-old males. The coefficient associated with the minimum wage variable in the equation describing the enrollment rate of 16-yearold females is positive, but small and insignificant. The estimated coefficients associated with the minimum wage in the two male enrollment rate equations are both larger than those in the female equations. This implies that a greater number of males than females are likely to leave school in response to a minimum wage increase.
The Impact on Enrollment of the Education Variables
The coefficient estimates associated with the five education spending variables -the student-teacher ratio (S/T), the average teacher wage (TWAGE/ WAGE), spending on instructional supplies (INSTSUP), administrative spending (ADMIN), and other operating expenditures (OPEREXP) -are all generally insignificant. 26 This result implies that none of these broad categories of education spending have an important impact on school drop-out rates. 27 The three variables that represent different characteristics of the school system have a much more systematic effect on enrollment rates than does education spending. The number of students per school (S/S) has a positive and significant effect on the enrollment of both males and females in both age groups. The effect of this variable on the enrollment rate of 17-year-olds is larger than that on the enrollment rate of 16-year-olds , and the effect on males is larger than the effect on females. One possible explanation for the positive impact of school size on enrollment is that larger schools may be able to offer a wider variety of educational and extracurricular programs, and these may encourage students to remain in school.
The estimates in Table 1 imply that the higher the average age of teachers in a jurisdiction (TAGE), the higher the enrollment rate, particularly of 17-year-olds. One explanation for this is that TAGE is acting as a proxy for teacher experience. 28 After examining the evidence in the empirical literature, Hanushek (1986) concluded that teacher experience is more likely to have a significantly positive impact on educational outcomes than any other education variable.
The percentage of teachers that are part-time (PARTTIME) has a positive and significant effect on the enrollment rate of 17-year-olds. Without information on the exact role played by part-time teachers in schools, it is not clear which underlying factors may be causing this result. One possible explanation is that part-time teachers may help provide a greater variety of course offerings or special help for at-risk students.
The Impact on Enrollment of the Other Economic Variables
The four estimating equations also include two additional economic variables that may affect the enrollment decision -UR and INCOME. The results in Table 1 indicate that higher rates of unemployment have a significant and positive effect on the enrollment rate (except for that of 17-year-old females) . 29 On the other hand, higher real per capita income has an insignificant effect on the enrollment decisions of both 16-and 17-year-old males and females.
The Social Structure Variables and the Enrollment Rate 30
The three variables added to the estimating equation to represent differences in the social structures of the provinces generally have little explanatory power. The divorce rate (DIVORCE) has only a significant negative effect on the proportion of 16-yearold females enrolled. The proportion of immigrants (IMMIGRANT) is not significant at 90 percent in any of the four enrollment equations while the percentage of GDP from agriculture (AGRICULTURE) has no effect on 16-year-old enrollment. It does, however, have a significant negative effect on the enrollment rates of 17-year-old males and females (with the effect on males being almost twice as large, and much more significant, than that on females).
THE MAGNITUDE OF THE MINIMUM WAGE EFFECTS
It is possible to ascertain the quantitative importance of the impact of minimum wages on enrollment by calculating the elasticity of enrollment with respect
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CANADIAN PUBLIC POLICY -ANALYSE DE POLITIQUES, VOL. XXIII, NO. 2 1997 to the minimum wage as well as by simulating the effect of minimum wage changes on enrollment. The elasticities of enrollment for each of the four age/ sex groups with respect to the minimum wage (evaluated at the sample mean) are reported at the bottom of Table 1 . The three elasticities which correspond to significant minimum wage effects indicate that a 10-percent increase in the mean minimum wage would cause a decline of 0.8, 1.4, and 1.7 percent in the number of 16-year-old males, 17-year-old females and 17-year-old males enrolled, respectively.
The estimated coefficients in Table 1 , in conjunction with population data, can also be used to calculate the model's prediction of the number of students who would leave school for a given change in the minimum wage. The predicted change in enrollment in response to the last minimum wage increase that took place in each of the six provinces included in the data set is reported in Table 3 . These minimum wage changes, which ranged from 3.3 percent in Manitoba to over 23 percent in Alberta, led to changes in enrollment in the six provinces of from 0.2 percent to 1.2 percent of the 16-and 17-year-old age group. In Ontario, for example, the results in Table 3 indicate that the 4.4-percent increase in the minimum wage in 1988 induced over seven hundred 16-and 17-year-olds to leave school. Table 4 presents the prediction of the number of 16-and 17-year-old students that would have left school in each province following a $0.50 increase in the hourly minimum wage in the final year of the sample -an average increase of 11 percent. The results in this table indicate that in Ontario, for example, a $0.50 increase in the minimum wage would have caused enrollment to decline by 1,761 students. For all six provinces, the predicted reductions in enrollment given in Table 4 are equivalent to approximately 0.7 percent of the population of 16-and 17-year-olds .
CONCLUSION
This paper examines the impact of minimum wages and education spending on the school enrollment rates of 16-and 17-year-old males and females using a cross section-time series of Canadian provincial-level data. Increases in provincial minimum wages are found to have a significant negative effect on the enrollment rates of 16-and 17-year-old males and 17-year-old females. A 50-cent increase in the hourly minimum wage causes a fall in the number of 16-and 17-year-olds in school equal to just under 1 percent of the total population of these two age groups.
At least two explanations are consistent with the negative effect of minimum wages on enrollment found here. The first of these suggests that higher minimum wages reduce the number of part-time jobs and induce individuals who were working part-time and attending school to quit school in order to work full-time. The second explanation suggests that by increasing the relative wage of low-skilled workers, and, thus, by both increasing the opportunity cost of education and decreasing its relative benefit, a higher minimum wage encourages early school leaving.
The potential impact of the minimum wage on school enrollment has not generally been considered in discussions of the appropriate level of the minimum wage. However, given the significant relationship between minimum wages and the enrollment rate found above, it may be important to take this effect into account when evaluating minimum wage changes. This would be particularly important if the social cost of a greater number of dropouts is large.
In general, the empirical results indicate that lower student-teacher ratios, better paid teachers (holding experience constant), more administrative spending, as well as spending on instructional supplies and other inputs do not have a systematic impact on enrollment rates. These results suggest that the return to increased education spending in terms of drop-out prevention is likely to be small and, thus, that the need to reduce the drop-out rate cannot be In contrast to the insignificant role played by the education spending variables, more students per school, older (more experienced) teachers, and more part-time teachers all have a positive effect on enrollment. The estimated positive relationship between enrollment and both school size and the percentage of teachers who are part-time may be reflecting the impact of other factors on enrollment such as program variety or more support for exceptional students. More research is required to determine the underlying factors which are actually causing these results.
NOTES
I thank Mel McMillan, Constance E. Smith, the editor and four anonymous referees for useful comments. Worawan Chandoevwit provided efficient research assistance. 8 There is a large literature that examines the impact of minimum wages on employment. See Card (1992) for one study that finds no impact of minimum wage changes on teenage employment and Neumark and Wascher (1992) for a study that finds a significant negative relationship between minimum wages and teenage employment. Other recent examples of the debate in the literature on the employment effects of minimum wages are Card, Katz and Krueger (1994); and Neumark and Wascher (1994a) . Recent evidence for Canada provided by Baker, Benjamin and Stanger (1995) indicates that there are significant long-run negative effects of minimum wage increases on teenage employment. On the other hand, Dickens, Machin and Manning (1994) provide evidence from the United Kingdom that suggests that minimum wages have a positive effect on employment.
9 See Neumark and Wascher (1995b) , for example. 10 Examples of this literature can be found in Karp (1988) ; Lawton et al. (1988) ; Morris, Pawlovich and McCall (1991) ; Evans, Oates and Schwab (1992) ; Evans and Schwab (1995); and Sander and Krautmann (1995) . 11 In their analysis of the determinants of early school leaving using individual data from a small set of metropolitan areas, Olsen and Farkas (1989) do not include minimum wage effects or education spending variables, but do control for local labour market conditions. 12 Although he includes school spending per student in his enrollment rate estimating equation, Cunnigham (1981) does not report the parameter estimates associated with this variable. 13 The disadvantage with using provincial-level data is that it obscures individual effects and makes it almost impossible to control for individual characteristics which may be important determinants of behaviour at the aggregate level. Maddala (1983) discusses the use of grouped proportions data.
14 Variable definitions and data sources are given in Appendix I. Appendix II provides descriptive statistics for all the dependent and explanatory variables. 15 Manitoba was included in the sample even though students cannot leave upon turning 16, but must complete the term in which they are enrolled. Since enrollment is measured for each age group at the end of September, this restriction is unlikely to be very important. 16 In addition to differences in the minimum schoolleaving age, the data for Prince Edward Island, Quebec, and Newfoundland were characterized by other problems which limited their usefulness. Population numbers are rounded to the nearest hundred by Statistics Canada and, thus, in Prince Edward Island, where there are only in the neighbourhood of 1,000 individuals in each age-sex group, this rounding caused wide fluctuations in the enrollment rate. Enrollment data for Quebec by age were only available from 1982. This severely limited the number of observations available to adjust the parameter estimates for cross-sectional heterogeneity. In addition, because of the existence of the CEGEP system in Quebec, many students leave school after grade eleven (the enrollment rate of 17-year-olds in Quebec is approximately one-third of the average level in the other provinces). This difference in the institutional structure of the education system implies that Quebec students are unlikely to be faced with the same choices at both 16 and 17 as students in the other provinces. Finally, the enrollment data for 17-year-old students in Newfoundland jumps inexplicitly by a magnitude of more than two approximately half-way through the sample period, a shift that casts doubt on the accuracy of the whole series. 17 Evidence in Angrist and Krueger (1991) that a higher compulsory schooling age prevents dropping out implies that different minimum school-leaving ages will affect the composition of the enrolled and not-enrolled cohorts. 18 In a survey of Ontario drop-outs, Sullivan (1989) found the median drop out age to be 16.6. 19 Most of the explanatory variables are only available on an annual basis, but the minimum wage can change at any time during the year. The level of the minimum wage on 30 September of each year was used because the enrollment data for four of the six provinces included in the sample were collected as of this date. Enrollment in Alberta was measured on 1 September while, in New Brunswick, it was measured on 30 September for 1979 through 1989 and on 30 June for 1975 through 1978.
The youth minimum wage (where there is one), rather than the adult minimum wage, is employed because it is the appropriate minimum wage for are sufficiently forward looking, unaware that the minimum wage generally referred to does not apply to them, or if employers pay the adult minimum irrespective of age, it would be more appropriate to use the adult minimum wage. The empirical results are basically unchanged if the youth minimum wage is replaced by the adult minimum. The results are also generally unaltered if the minimum wage variable is not divided by the average hourly wage.
22 Mattila (1981) also employs an income variable to control for income effects on education demand. 23 The number of these variables is principally restricted by data availability. 24 The estimates of the parameters and standard errors were calculated using the POOL command of the SHAZAM econometric program with cross-sectional independence imposed (see White 1993) . Ordinary least squares (OLS) estimates are very similar to the adjusted estimates presented in Table 1 . When OLS is used rather than the pooled technique, the estimated minimum wage effects are slightly larger and the estimated standard errors are slightly smaller. A pooled methodology with correction for heteroscedasticity and serial correlation is also used by Neumark and Wascher (1994b) . 25 Since theory provides no indication of the appropriate functional form for the enrollment rate estimating equation, a simple linear form was chosen. The appropriateness of this form was tested using RESET tests and non-nested hypothesis tests. While the RESET test is generally considered to be a test of functional form, it also has power as a test for omitted variables. This test involves adding the square of the predicted value of the dependent variable to the estimating equation and testing whether this additional explanatory variable is significant. If it is not, then the hypothesis that the model is not misspecified cannot be rejected. As can be seen from the test statistics reported in Table 1 , for all four enrollment equations, the RESET test does not reject the specification used.
The functional form of the estimating equation was also tested using the non-nested P E test of MacKinnon, White and Davidson (1983) . This tests the form of the estimating equation against specifications which incorporate different transformations of the dependent variable. Table 1 provides the test statistics for P E tests of the linear specification against the logarithmic, exponential and logit specifications. The logit specification of the dependent variable for the 16-year-old female equation, for example, would be log(PE16F/ (1-PE16F) ). These test statistics imply that none of these alternative specifications can reject the linear specification. In contrast, the logit specification is rejected by the RESET test in two of the four cases and rejected by the P E test with the linear specification as the alternative model in two cases, one of which differs from the cases rejected by the RESET test. (These logit estimates are not reported in Table 1 , but are available from the author.)
In order to determine whether the estimation method used actually adjusted for serial correlation, the transformed residuals were tested for first order serial correlation using a t-test suggested by Davidson and MacKinnon (1993, p. 359) . In none of the four cases in Table 1 could this test reject the hypothesis that the transformed residuals were not serially correlated. 26 Several of the papers cited above use total education spending per student as an explanatory variable in the enrollment equation. If aggregate real operating expenditures per student are entered in the estimating equation (and TWAGE, INSTSUP, OPEREXP and ADMIN are deleted) , this aggregate spending variable is insignificant in all four cases and the other estimated parameters are generally unaffected. 27 In his review of the empirical literature, Hanushek (1986) concludes that spending per pupil has no systematic effect on educational outcomes. 28 If TAGE is excluded from the estimating equation, the estimated coefficient on TWAGE/WAGE becomes positive in all four cases and is significant at 95 percent in three of these (in the fourth it is significant at 90 percent). This suggests that if the estimating equation does not include an experience proxy, the teacher wage takes on this role. This could account for the positive effect on enrollment of average teacher wages found by Neumark and Wascher (1994b) . Note further that, if TAGE is excluded from the estimating equation, the estimated coefficients (and the t-statistics) associated with the minimum wage variable are larger. 29 A similar result is found in Olsen and Farkas (1989) using US individual data and an estimating equation which does not include minimum wages, but Ehrenberg and Marcus (1980) find the unemployment rate has no effect on the drop-out rate. 30 Two additional variables -the percentage of lowincome families (as defined by Statistics Canada) and the percentage of provincial GDP accounted for by fishing and trapping -were insignificant when added to all four equations and had t-statistics that were less than one (in absolute value) in every case. 
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