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Abstract
The transition temperature (Tc) of QCD is determined by Symanzik improved gauge and stout-link improved staggered fermionic lattice
simulations. We use physical masses both for the light quarks (mud ) and for the strange quark (ms ). Four sets of lattice spacings (Nt = 4, 6, 8
and 10) were used to carry out a continuum extrapolation. It turned out that only Nt = 6, 8 and 10 can be used for a controlled extrapolation,
Nt = 4 is out of the scaling region. Since the QCD transition is a non-singular cross-over there is no unique Tc. Thus, different observables lead
to different numerical Tc values even in the continuum and thermodynamic limit. The peak of the renormalized chiral susceptibility predicts
Tc = 151(3)(3) MeV, wheres Tc-s based on the strange quark number susceptibility and Polyakov loops result in 24(4) MeV and 25(4) MeV
larger values, respectively. Another consequence of the cross-over is the non-vanishing width of the peaks even in the thermodynamic limit, which
we also determine. These numbers are attempted to be the full result for the T = 0 transition, though other lattice fermion formulations (e.g.
Wilson) are needed to cross-check them.
© 2006 Elsevier B.V. Open access under CC BY license.1. Introduction
The T = 0 QCD transition plays an important role in the
physics of the early Universe and of heavy ion collisions (most
recently at RHIC at BNL; future plans exist for the LHC at
CERN and FAIR at GSI). In this Letter we study the absolute
scales of the transition at vanishing chemical potential (μ = 0),
which is of direct relevance for the early universe (μ is neg-
ligible there) and for present heavy ion collisions (at RHIC
μ 40 MeV, which is far less than the typical hadronic scale).
The transition is known to be a cross-over [1] (at least using
staggered fermions, for a discussion about the fourth-root trick,
which is usually applied see e.g. [2] and references therein).
There are several results in the literature for Tc using both
staggered and Wilson fermions [3–8]. Note however, that these
results have typically four serious limitations. (a) The first one
is related to the unphysical spectrum. (b) Another question is
* Corresponding author.
E-mail address: fodor@bodri.elte.hu (Z. Fodor).0370-2693 © 2006 Elsevier B.V.
doi:10.1016/j.physletb.2006.10.021
Open access under CC BY license.how to extrapolate to vanishing lattice spacing (a → 0), ap-
proaching the continuum limit. (c) The third problem is how
to set the absolute scale for a question, which needs an answer
of a few percent accuracy. (d) Finally the fourth problem is re-
lated to some implicit assumptions about a real singularity, thus
ignoring the analytic cross-over feature of the finite temperature
QCD transition.
Our goal is to eliminate all these limitations and give the full
answer.
ad a. All previous calculations were carried out with unphys-
ical spectra. On the one hand, results with Wilson fermions
were obtained with pion masses mπ  560 MeV when ap-
proaching the thermodynamical limit (since lattice QCD can
give only dimensionless combinations, it is more precise to say
that mπ/mρ  0.7, where mρ is the mass of the rho meson).
The transition is related to the spontaneous breaking of the chi-
ral symmetry (which is driven by the pion sector) and the three
physical pions have masses smaller than the transition temper-
ature, thus the numerical value of Tc could be sensitive to the
unphysical spectrum. Though at T = 0 chiral perturbation the-
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controllable method exists around Tc. On the other hand, re-
sults with staggered fermions suffer from taste violation. There
is one lightest pion state and a large (usually several 100 MeV)
unphysical mass splitting between this lightest state and the
higher lying other pion states. This mass splitting results in
an unphysical spectrum. The artificial pion mass splitting dis-
appears only in the continuum limit. For some choices of the
actions the restoration of the proper spectrum happenes only at
very small lattice spacings, whereas for other actions somewhat
larger lattice spacings are already satisfactory.
Our solution for problem (a) is threefold. First of all, we use
physical quark masses in our staggered analysis (or equivalently
we fix mK/fK and mK/mπ to their experimental values, here
mK and fK are the mass and decay constant of the kaon). Sec-
ondly, our choice of action (stout link improved fermions) leads
to smaller pion mass splittings than other choices (see Fig. 1 of
Ref. [9]). The third ingredient is the continuum limit extrapola-
tion which removes the pion mass splitting completely.
ad b. Lattice QCD uses a discretized version of the La-
grangian and approaches the continuum limit by taking smaller
and smaller lattice spacings. For lattice spacings which are
smaller than some approximate limiting value the dimension-
less ratio of different physical quantities have a specific depen-
dence on the lattice spacing (for staggered QCD the continuum
value is approached in this region by corrections proportional to
the square of the lattice spacing). For these lattice spacings we
use the expression: a2 scaling region. Clearly, results at least
three different lattice spacings are needed to decide, whether
one is already in this scaling region or not (two points can al-
ways be fitted by c0 + c2a2, independently of possible large
higher order terms). Only using the a2 dependencies in the scal-
ing region, is it possible to unambiguously define the absolute
scale of the system. Outside the scaling region1 different quan-
tities lead to different overall scales, which lead to ambiguous
values for e.g. Tc.
Our solution for problem (b) is straightforward. We ap-
proach the scaling region by using four different sets of lattice
spacing, which are defined as the transition region on Nt = 4,
6, 8 and 10 lattices. The results show (not surprisingly) that
the coarsest lattice with Nt = 4 is not in the a2 scaling region,
whereas for the other three a reliable continuum limit extrapo-
lation can be carried out.
ad c. An additional problem appears if we want to give di-
mensionful predictions with a few percent accuracy. As we
already emphasized lattice QCD predicts dimensionless com-
binations of physical observables. For dimensionful predictions
one calculates an experimentally known dimensionful quantity,
which is used then to set the overall scale. In many analyses the
overall scale is related to some quantities which strictly speak-
1 Note, that outside the scaling region even a seemingly small lattice spacing
dependence can lead to an incorrect result. An infamous example is the Naik
action [10] in the Stefan–Boltzmann limit: Nt = 4 and 6 are consistent with
each other with a few % accuracy, but since they are not in the scaling region
they are 20% off the continuum value.ing do not even exist in full QCD (e.g. the mass of the rho
eigenstate and the string tension are not well defined due to
decay or string breaking). A better, though still not satisfactory
possibility is to use quantities, which are well defined, but can-
not be measured directly in experiments. Such a quantity is the
heavy quark–antiquark potential (V ), or its characteristic dis-
tances: the r0 or r1 parameters of V [11] (r2d2V/dr2 = 1.65 or
1, for r0 or r1, respectively). For these quantities intermediate
lattice calculations and/or approximations are needed to con-
nect them to measurements. These calculations are based on Υ
spectroscopy. This procedure leads to further, unnecessary sys-
tematic uncertainties.
The ultimate solution is to use quantities, which can be mea-
sured directly in experiments and on the lattice. We use the
decay constant of the kaon fK = 159.8 MeV, which has about
1% measurement error. Detailed additional analyses were done
by using the mass of the K∗(892) meson mK∗ , the pion decay
constant fπ and the value of r0, which all show that we are in
the a2 scaling regime and our choice of overall scale is unam-
biguous.
ad d. The QCD transition at non-vanishing temperatures is
an analytic cross-over [1]. Since there is no singular temper-
ature dependence different definitions of the transition point
lead to different values. The most famous example for this phe-
nomenon is the water-vapor transition, for which the transition
temperature can be defined by the peaks of dρ/dT (temperature
derivative of the density) and cp (heat capacity at fixed pres-
sure). For pressures (p) somewhat less than pc = 22.064 MPa
the transition is of first order, whereas at p = pc the transition is
second order. In both cases the singularity guarantees that both
definitions of the transition temperature lead to the same result.
For p > pc the transition is a rapid cross-over, for which e.g.
both dρ/dT and cp show pronounced peaks as a function of
the temperature, however these peaks are at different tempera-
ture values. Fig. 1 shows the phase diagram based on [12].
Fig. 1. The phase diagram of water around its critical point (CP). For pressures
below the critical value (pc) the transition is first order, for p > pc values there
is a rapid crossover. In the crossover region the critical temperatures defined
from different quantities are not necessarily equal. This can be seen for the
temperature derivative of the density (dρ/dT ) and the specific heat (cp). The
bands show the experimental uncertainties (see [12]).
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QCD. Therefore, we determine Tc using the sharp changes of
the temperature (T ) dependence of renormalized dimensionless
quantities obtained from the chiral condensate (〈ψ¯ψ〉), quark
number susceptibility (nq ) and Polyakov loop (P ).
The Letter is organized as follows. In Section 2 we define our
action, discuss the simulation techniques and list our simulation
points at T = 0, which will be used to carry out our continuum
extrapolation procedure unambiguously. Section 3 deals with
the different definitions of observables, which are used to locate
the transition point at T = 0. Having located the transition in the
lattice parameter space we make a connection to dimensionful
physical quantities, thus determine the overall scale and carry
out the continuum extrapolation. In Section 4 we conclude.
2. Lattice action, simulations at T = 0 and setting the scale
In this Letter we use a tree-level Symanzik improved gauge,
and a stout-improved staggered fermionic action (for the de-
tailed form of our action see Eqs. (2.1)–(2.3) of Ref. [9]). The
stout-smearing [13] reduces the taste violation, a lattice arte-
fact of the staggered type of fermions. In a previous study we
showed that this sort of smearing has the smallest taste violation
among the ones used in the literature for large scale thermody-
namical simulations.
We have not improved the high temperature behavior of
the fermion action, however due to the order of magnitude
smaller costs (compared to e.g. the p4fat3 action) we could
afford to take smaller lattice spacings (Nt = 4, 6, 8 and 10).
This turned out to be extremely beneficial, when converting
the transition temperature into physical units. In particular the
T = 0 simulations—which are used to do this conversion—
have very large lattice artefacts at Nt = 4 and 6 lattice spacings
and cannot be used for controlled continuum extrapolations.
The high-temperature improvement is not designed to reduce
these artefacts.
Since we want to determine the transition temperature with
high precision, it is important that the quark masses are tuned
precisely to their physical values. We have to tune the lattice
quark masses along the Line of Constant Physics (LCP) as we
are approaching the continuum limit. Using three flavor simula-
tions we already determined a first approximation of the LCP in
Ref. [9]. 2+1 flavor simulations with these parameters showed,
however, that the hadron mass ratios slightly differ from their
physical values. In order to eliminate all uncertainties related
to an unphysical spectrum, we determined a new line of con-
stant physics. The new LCP was defined by fixing mK/fK and
mK/mπ to their experimental values (cf. Fig. 1 of [1]).
In order to perform the necessary renormalizations of the
measured quantities and to fix the scale in physical units we car-
ried out T = 0 simulations on our new LCP (cf. Table 1). Six
different β values were used. Simulations at T = 0 with physi-
cal pion masses are quite expensive and in our case unnecessary
(chiral perturbation theory provides a controlled approximation
at vanishing temperature). Thus, for each β value we used four
different light quark masses, which resulted in pion massesTable 1
Lattice parameters and sizes of our zero temperature simulations. The strange
quark mass is varied along the LCP as β is changed. The light quark masses,
listed at each (β,ms ) values, correspond approximately to mπ values of
250 MeV, 320 MeV, 380 MeV and 430 MeV
β ms mud Lattice size
3.330 0.23847 0.02621 123 · 24
0.04368 123 · 24
0.06115 123 · 24
0.07862 123 · 24
3.450 0.15730 0.01729 163 · 32
0.02881 123 · 28
0.04033 123 · 28
0.05186 123 · 28
3.550 0.10234 0.01312 163 · 32
0.01874 163 · 32
0.02624 123 · 28
0.03374 123 · 28
3.670 0.06331 0.00928 243 · 32
0.01391 163 · 32
0.01739 163 · 32
0.02203 143 · 32
3.750 0.05025 0.00736 243 · 32
0.01104 243 · 32
0.01473 163 · 32
0.01841 163 · 32
somewhat larger than the physical one (the mπ values were
approximately 250 MeV, 320 MeV, 380 MeV and 430 MeV),
whereas the strange quark mass was fixed by the LCP at each
β . The lattice sizes were chosen to satisfy the mπNs  4 con-
dition. However, when calculating the systematic uncertainties
of meson masses and decay constants, we have taken finite size
corrections into account using continuum finite volume chiral
perturbation theory [14] (these corrections were around or less
than 1%). We have simulated between 700 and 3000 RHMC
trajectories for each point in Table 1.
Chiral extrapolation to the physical pion mass led to mK/fK
and mK/mπ values, which agree with the experimental num-
bers on the 2% level. (Differences resulting from various fitting
forms and finite volume corrections were included in the sys-
tematics.) This is the accuracy of our LCP.
In order to be sure that our results are safe from ambigu-
ous determination of the overall scale, and to prove that we
are really in the a2 scaling region, we carried out a contin-
uum extrapolation for three additional quantities which could
be similarly good to set the scale (we normalized them by fK ,
for fK determination in staggered QCD see [15]). Fig. 2 shows
the measured values of mK∗/fK , fπ/fK and r0fK , at different
lattice spacings and their continuum extrapolation. Our three
continuum predictions are in complete agreement with the ex-
perimental results (note, that r0 cannot be measured directly in
experiments; in this case the original experimental input is the
spectrum of the Υ resonance, which was used by the MILC,
HPQCD and UKQCD Collaborations to calculate r0 on the lat-
tice [15,16]).
It is important to emphasize that at lattice spacings given by
Nt = 4 and 6 the overall scales determined by fK and r0 are dif-
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r0 towards the continuum limit. As a continuum value (filled boxes) we took the
average of the continuum extrapolations obtained using our 2 and our 3 finest
lattice spacings. The difference was taken as a systematic uncertainty, which
is included in the shown errors. The quantities are plotted in units of the kaon
decay constant. In case of the upper two panels the bands indicate the physical
values of the ratios and their experimental uncertainties. For r0 (lowest panel)
in the absence of direct experimental results we compare our value with the
r0fK obtained by the MILC, HPQCD and UKQCD Collaborations [15,16].
fering by ∼ 20–30%, which is most probably true for any other
staggered formulation used for thermodynamical calculations.
Since the determination of the overall scale has a ∼ 20–30%
ambiguity, the value of Tc cannot be determined with the re-
quired accuracy.
For the simulations we were using the RHMC algorithm
with multiple time scales [17]. The time consuming parts of
the computations were carried out in single precision, however
the exact reversibility of the algorithm was achieved. On one
of our largest lattices we have cross-checked the results with a
fully double precision calculation.
3. T = 0 simulations, transition points for different
observables
The T = 0 simulations (cf. Table 2) were carried out along
our LCP (that is at physical strange and light quark masses,
which correspond to mK = 498 MeV and mπ = 135 MeV)
at four different sets of lattice spacings (Nt = 4, 6, 8 and 10)
and on three different volumes (Ns/Nt was ranging between 3
and 6). We have observed moderate finite volume effects on the
smallest volumes for quantities which are supposed to depend
strongly on light quark masses (e.g. chiral susceptibility). To
determine the transition point we used Ns/Nt  4, for which
we did not observe any finite volume effect. The number ofTable 2
Summary of the T = 0 simulation points
Temporal size (Nt ) β range Spatial sizes (Ns )
4 3.20–3.50 12, 16, 24
6 3.45–3.75 18, 24, 32
8 3.57–3.76 24, 32, 40
10 3.63–3.86 28, 40, 48
RHMC trajectories were between 1500 and 8000 for each pa-
rameter set (the integrated autocorrelation time was smaller or
around 10 for all our runs).
We considered three quantities to locate the transition point:
the chiral susceptibility, the strange quark number susceptibility
and the Polyakov-loop. Since the transition at vanishing chem-
ical potential is a cross-over, we expect that all three quantities
result in different transition points (similarly to the case of the
water, cf. Fig. 1).
Chiral susceptibility
The chiral susceptibility of the light quarks (χ ) is defined as
(1)χψ¯ψ =
T
V
∂2
∂m2ud
logZ = − ∂
2
∂m2ud
f,
where f is the free energy density. Since both the bare quark
mass and the free energy density contain divergences, χψ¯ψ has
to be renormalized [1].
The renormalized quark mass can be written as mR,ud =
Zm ·mud . If we apply a mass independent renormalization then
we have
(2)m2ud
∂2
∂m2ud
= m2R,ud
∂2
∂m2R,ud
.
The free energy has additive, quadratic divergencies. They can
be removed by subtracting the free energy at T = 0 (this is the
usual renormalization procedure for the free energy or pres-
sure), which leads to fR . Therefore, we have the following
identity:
(3)m2ud
∂2
∂m2ud
(
f (T ) − f (T = 0))= m2R,ud
∂2
∂m2R,ud
fR(T ),
the right-hand side contains only renormalized quantities,
which can be determined by measuring the susceptibilities of
the left-hand side (for the above expression we use the short-
hand notation m2ud · 	χψ¯ψ ). In order to obtain a dimensionless
quantity it is natural to normalize the above quantity by T 4
(which minimizes the final errors). Alternatively, one can use
combinations of T and/or mπ to construct dimensionless quan-
tities (though these conventions lead to larger errors). Since the
transition is a cross-over (cf. discussion d of our Introduction)
the maxima of m2ud/m
2
π · 	χψ¯ψ/T 2 or m2ud/m4π · 	χψ¯ψ give
somewhat different values for Tc.
The upper panel of Fig. 3 shows the temperature dependence
of the renormalized chiral susceptibility for different tempo-
ral extensions (Nt = 4, 6, 8 and 10). For small enough lattice
spacings, thus close to the continuum limit, these curves should
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(m2	χψ¯ψ/T 4), the strange quark number susceptibility (χs/T 2) and the
renormalized Polyakov-loop (PR ) in the transition region. The different sym-
bols show the results for Nt = 4, 6, 8 and 10 lattice spacings (filled and empty
boxes for Nt = 4 and 6, filled and open circles for Nt = 8 and 10). The verti-
cal bands indicate the corresponding critical temperatures and its uncertainties
coming from the T = 0 analyses. This error is given by the number in the first
parenthesis, whereas the error of the overall scale determination is indicated
by the number in the second parenthesis. The orange bands show our contin-
uum limit estimates for the three renormalized quantities as a function of the
temperature with their uncertainties.
coincide. As it can be seen, the Nt = 4 result has consider-
able lattice artefacts, however the two smallest lattice spacings
(Nt = 8 and 10) are already consistent with each other, sug-gesting that they are also consistent with the continuum limit
extrapolation (indicated by the orange band). The curves ex-
hibit pronounced peaks. We define the transition temperatures
by the position of these peaks. We fitted a second order expres-
sion to the peak to obtain its position. The slight change due
to the variation of the fitting range is taken as a systematic er-
ror. The left panel of Fig. 4 shows the transition temperatures
in physical units for different lattice spacings obtained from the
chiral susceptibility. As it can be seen Nt = 6, 8 and 10 are al-
ready in the scaling region, thus a safe continuum extrapolation
can be carried out. The extrapolations based on Nt = 6, 8, 10
fit and Nt = 8, 10 fit are consistent with each other. For our
final result we use the average of these two fit results (the dif-
ference between them are added to our systematic uncertainty).
Our T = 0 simulations resulted in a 2% error on the overall
scale. Our final result for the transition temperature based on
the chiral susceptibility reads:
(4)Tc(χψ¯ψ) = 151(3)(3) MeV,
where the first error comes from the T = 0, the second from the
T = 0 analyses.
We use the second derivative of the chiral susceptibility
(χ ′′) at the peak position to estimate the width of the peak
((	Tc)2 = −χ(Tc)/χ ′′(Tc)). For the continuum extrapolated
width we obtained:
(5)	Tc(χψ¯ψ) = 28(5)(1) MeV.
Note, that for a real phase transition (first or second order),
the peak would have a vanishing width (in the thermodynamic
limit), yielding a unique value for the critical temperature. Due
to the crossover nature of the transition there is no such value,
there is a range (151 ± 28 MeV) where the transition phenom-
ena takes place. Other quantities than the chiral susceptibility
could result in transition temperatures within this range.
The MILC Collaboration also reported a continuum result
on the transition temperature based on the chiral susceptibil-
ity [7]. Their result is 169(12)(4) MeV. Note, that their lattice
spacings were not as small as ours (they used Nt = 4, 6 and
8), their aspect ratio was quite small (Ns/Nt = 2), they used
non-physical quark masses (their smallest pion mass at T = 0
was ≈ 220 MeV), the non-exact R-algorithm was applied for
the simulations and they did not use the renormalized suscepti-
bility, but they looked for the peak in the bare χψ¯ψ/T 2. Using
T 4 as a normalization prescription (as we did) the transition
temperature would decrease their Tc values by approximately
9 MeV. Note, that their continuum extrapolation resulted in a
quite large error. Taking into account their uncertainties our re-
sult and their result agree on the 1-sigma level.
Quark number susceptibility
For heavy-ion experiments the quark number susceptibilities
are quite useful, since they could be related to event-by-event
fluctuations. Our second transition temperature is obtained from
Y. Aoki et al. / Physics Letters B 643 (2006) 46–54 51Fig. 4. Continuum limit of the transition temperatures obtained from the renormalized chiral susceptibility (m2	χψ¯ψ/T 4), strange quark number susceptibility
(χs/T 2) and renormalized Polyakov-loop (PR ).the strange quark number susceptibility, which is defined via [7]
(6)χs
T 2
= 1
T V
∂2 logZ
∂μ2s
∣∣∣∣
μs=0
,
where μs is the strange quark chemical potential (in lattice
units). Quark number susceptibilities have the convenient prop-
erty, that they automatically have a proper continuum limit,
there is no need for renormalization.
The middle panel of Fig. 3 shows the temperature depen-
dence of the strange quark number susceptibility for different
temporal extensions (Nt = 4, 6, 8 and 10). For small enough
lattice spacings, thus close to the continuum limit, these curves
should coincide again (our continuum limit estimate is indi-
cated by the orange band).
As it can be seen, the Nt = 4 results are quite off, however
the two smallest lattice spacings (Nt = 8 and 10) are already
consistent with each other, suggesting that they are also con-
sistent with the continuum limit extrapolation. This feature in-
dicates, that they are closer to the continuum result than our
statistical uncertainty.
We defined the transition temperature as the peak in the tem-
perature derivative of the strange quark number susceptibility,
that is the inflection point of the susceptibility curve. The posi-
tion was determined by two independent ways, which yielded
the same result. In the first case we fitted a cubic polynomial
on the susceptibility curve, while in the second case we deter-
mined the temperature derivative numerically from neighboring
points and fitted a quadratic expression to the peak. The slight
change due to the variation of the fitting range is taken as a sys-
tematic error. The middle panel of Fig. 4 shows the transition
temperatures in physical units for different lattice spacings ob-
tained from the strange quark number susceptibility. As it can
be seen Nt = 6, 8 and 10 are already in the a2 scaling region,
thus a safe continuum extrapolation can be carried out. The ex-
trapolations based on Nt = 6, 8, 10 fit and Nt = 8, 10 fit are
consistent with each other. For our final result we use the av-
erage of these two fit results (the difference between them is
added to our systematic uncertainty). The continuum extrapo-
lated value for the transition temperature based on the strange
quark number susceptibility is significantly higher than the one
from the chiral susceptibility. The difference is 24(4) MeV. For
the transition temperature in the continuum limit one gets:
(7)Tc(χs) = 175(2)(4) MeV,where the first (second) error is from the T = 0 (T = 0) tem-
perature analysis (note, that due to the uncertainty of the overall
scale, the difference is more precisely determined than the un-
certainties of Tc(χψ¯ψ) and Tc(χs) would suggest).2 Similarly
to the chiral susceptibility analysis, the curvature at the peak
can be used to define a width for the transition.
(8)	Tc(χs) = 42(4)(1) MeV.
Polyakov loop
In pure gauge theory the order parameter of the confinement
transition is the Polyakov-loop:
(9)P = 1
N3s
∑
x
tr
[
U4(x,0)U4(x,1) · · ·U4(x,Nt − 1)
]
.
P acquires a non-vanishing expectation value in the deconfined
phase, signaling the spontaneous breakdown of the Z(3) sym-
metry. When fermions are present in the system, the physical
interpretation of the Polyakov-loop expectation value is more
complicated (see e.g. [19]). However, its absolute value can be
related to the quark–antiquark free energy at infinite separation:
(10)∣∣〈P 〉∣∣2 = exp(−	Fqq¯(r → ∞)/T
)
.
	Fqq¯ is the difference of the free energies of the quark–gluon
plasma with and without the quark–antiquark pair.
The absolute value of the Polyakov-loop vanishes in the con-
tinuum limit. It needs renormalization. This can be done by
renormalizing the free energy of the quark–antiquark pair [20].
Note, that QCD at T = 0 has only the ultraviolet divergencies
which are already present at T = 0. In order to remove these
divergencies at a given lattice spacing we used a simple renor-
malization condition [21]:
(11)VR(r0) = 0,
where the potential is measured at T = 0 from Wilson-loops.
The above condition fixes the additive term in the potential at
a given lattice spacing. This additive term can be used at the
same lattice spacings for the potential obtained from Polyakov
loops, or equivalently it can be built in into the definition of the
2 A continuum extrapolation using only the two coarsest lattices (Nt = 4 and
6) yielded Tc ∼ 190 MeV [18], where an approximate LCP was used, if the
lattice spacing is set by r0.
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(12)∣∣〈PR〉
∣∣= ∣∣〈P 〉∣∣ exp(V (r0)/(2T )
)
,
where V (r0) is the unrenormalized potential obtained from
Wilson-loops.
The lower panel of Fig. 3 shows the temperature dependence
of the renormalized Polyakov-loops for different temporal ex-
tensions (Nt = 4, 6, 8 and 10). The two smallest lattice spacings
(Nt = 8 and 10) are approximately in 1-sigma agreement (our
continuum limit estimate is indicated by the orange band).
Similarly to the strange quark susceptibility case we defined
the transition temperature as the peak in the temperature deriv-
ative of the Polyakov-loop, that is the inflection point of the
Polyakov-loop curve. To locate this point and determine its un-
certainties we used the same two methods, which were used to
determine Tc(χs). The right panel of Fig. 4 shows the transi-
tion temperatures in physical units for different lattice spacings
obtained from the Polyakov-loop. As it can be seen Nt = 6,
8 and 10 are already in the scaling region, thus a safe contin-
uum extrapolation can be carried out. The extrapolation and the
determination of the systematic error were done as for Tc(χs).
The continuum extrapolated value for the transition tempera-
ture based on the renormalized Polyakov-loop is significantly
higher than the one from the chiral susceptibility. The difference
is 25(4) MeV. For the transition temperature in the continuum
limit one gets:
(13)Tc(P ) = 176(3)(4) MeV,
where the first (second) error is from the T = 0 (T = 0) tem-
perature analysis (again, due to the uncertainties of the overall
scale, the difference is more precisely determined than the un-
certainties of Tc(χ) and Tc(P ) suggest). Similarly to the chiral
susceptibility analysis, the curvature at the peak can be used to
define a width for the transition.
(14)	Tc(P ) = 38(5)(1) MeV.
4. Conclusions
We determined the transition temperature of QCD by Sy-
manzik improved gauge and stout-link improved staggered
fermionic lattice simulations. We used an exact simulation al-
gorithm and physical masses both for the light quarks and for
the strange quark. The parameters were tuned with a quite high
precision, thus at all lattice spacings the mK/fk and mk/mπ
ratios were set to their experimental values with an accuracy
better than 2%. Four sets of lattice spacings (Nt = 4, 6, 8 and
10) were used to carry out a continuum extrapolation. It turned
out that only Nt = 6, 8 and 10 can be used for a controlled ex-
trapolation, Nt = 4 is out of the scaling region. Lattice spacings
obtained at the Nt = 6, 8 and 10 transition points still result in
different values for different physical inputs, but they are al-
ready in the scaling region, and an a2 type extrapolation can be
used. Any extrapolation merely based on Nt = 4 and 6 would
contain an unknown systematic error. We demonstrated, that
our result is independent of the choice of the physical quan-
tity, which is used to set the overall scale. We calculated threeadditional quantities, which would give the same dimensionful
result for Tc , since we reproduced their experimental values in
the continuum limit. (These ambiguities, related to setting the
scale, are serious drawbacks of the analyses which can be found
in the literature.)
Since the QCD transition is a non-singular cross-over [1]
there is no unique Tc. We illustrated this well-known phenom-
enon on the water–vapor phase diagram. Different observables
lead to different numerical Tc values even in the continuum
and thermodynamic limit also in QCD. We used three observ-
ables to determine the corresponding transition temperatures.
The peak of the renormalized chiral susceptibility predicts Tc =
151(3)(3) MeV, whereas Tc-s based on the strange quark num-
ber susceptibility resulted in 24(4) MeV larger value. Another
quantity, which is related to the confining phase transition in the
large quark mass limit is the Polyakov loop. Its behavior pre-
dicted a 25(4) MeV larger transition temperature, than that of
the chiral susceptibility. Another consequence of the cross-over
is the non-vanishing widths of the peaks even in the thermo-
dynamic limit, which we also determined. For the chiral sus-
ceptibility, strange quark number susceptibility and Polyakov-
loop we obtained widths of 28(5)(1) MeV, 42(4)(1) MeV and
38(5)(1) MeV, respectively. These numbers are attempted to
be the full result for the T = 0 transition, though other lattice
fermion formulations (e.g. Wilson) are needed to cross-check
them.
Note
After finishing the simulations of the present Letter and
preparing our manuscript an independent study on Tc based on
large scale simulations of the Bielefeld–Brookhaven–Colum-
bia–Riken group appeared on the archive [8]. The p4fat3 action
was used, which is designed to give very good results in the
(T → ∞) Stefan–Boltzmann limit (their action is not optimized
at T = 0, which is needed e.g. to set the scale). The overall scale
was set by r0. The Tc analysis based on the chiral susceptibil-
ity peak gave in the continuum limit Tc(χ) = 192(7)(4) MeV.
(The second error, 4 MeV, estimates the uncertainty of the con-
tinuum limit extrapolation, which we do not use in the follow-
ing, since we attempt to give a more reliable estimate on that.)
This result is in obvious contradiction with our continuum result
from the same observable, which is Tc(χ) = 151(3)(3) MeV.
For the same quantity (position of chiral susceptibility peak
with physical quark masses in the continuum limit) one should
obtain the same numerical result independently of the lattice
action. Since the chance probability that we are faced with a
statistical fluctuation and both of the results are correct is small,
we attempted to understand the origin of the discrepancy. We
repeated some of their simulations and analyses. In these cases
a complete agreement was found. In addition to their T = 0
analyses we carried out an fK determination, too. This fK was
used to extend their work, to use an LCP based on fK and to
determine Tc in physical units.
We summarize the origin of the contradiction between our
findings and theirs. The major part of the difference can be ex-
plained by the fact, that the lattice spacings of [8] are too large
Y. Aoki et al. / Physics Letters B 643 (2006) 46–54 53Fig. 5. Resolving the discrepancy between the critical temperature of Ref. [8] and that of the present work (see text). The major part of the difference can be traced
back to the unreliable continuum extrapolation of [8]. Left panel: In Ref. [8] r0 was used for scale setting (filled boxes), however using the kaon decay constant
(empty boxes) leads to different critical temperatures even after performing the continuum extrapolation. Right panel: In our work the extrapolations based on the
finer lattices are safe, using the two different scale setting methods one obtains consistent results (the errors contain uncertainties from the determination of the
transition point, r and f ).0 K( 0.20 fm), thus they are not in the a2 scaling regime, in which
a justified continuum extrapolation could have been done. Set-
ting the scale by different dimensionful quantities should lead
to the same result. However at their lattice spacings the overall
scales obtained by r0 or by fK can differ by  20%, and even
the continuum extrapolated r0fK value of these scales is about
4–5σ away from the value given by the literature [15,16]. This
scale ambiguity appears in Tc, too (though other uncertainties
of [8], e.g. coming from the determination of the peak-position,
somewhat hide its high statistical significance). We used their
Tc values fixed by their r0 scale, and in addition we converted
their peak position of the chiral susceptibility to Tc setting the
scale by fK . (In order to ensure the possibility of a consistent
continuum limit—independently of the actual physical value of
r0—we used for both r0 and fK the results of [15,16] as Ref. [8]
did it for r0.) Setting the overall scale by fK predicts a much
smaller Tc at their lattice spacings than doing it by r0 (see left
panel of Fig. 5). Even after carrying out the continuum extrapo-
lation the difference does not vanish (∼ 30 MeV), which means
that the lattice spacings  0.20 fm used by [8] are not in the
scaling regime. Thus, results obtained with their lattice spac-
ings cannot give a consistent continuum limit for Tc.
In our case not only Nt = 4 and 6 temporal extensions were
used, but more realistic Nt = 8 and 10 simulations were carried
out, which led to smaller lattice spacings. These calculations
are already in the a2 scaling regime and a safe continuum ex-
trapolation can be done. For our lattice spacing different scale
setting methods give consistent results. This is shown on the
right panel of Fig. 5 (independently of the scale setting one
obtains the same Tc) and also justified with high accuracy by
Fig. 2, where r0fK converges to the physical value on our finer
lattices. As it can be seen on the plot, using only our Nt = 4
and 6 results would also give an inconsistent continuum limit.
This emphasizes our conclusion that lattice spacings  0.20 fm
cannot be used for consistent continuum extrapolations.
The second, minor part of the difference comes from the
different definitions of the critical temperatures related to the
chiral susceptibility. We use the renormalized chiral suscepti-bility with T 4 normalization to obtain the peak position, which
yields ∼ 9 MeV smaller critical temperature than the bare sus-
ceptibility normalized by T 2 of Ref. [8].
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