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INVARIANT THEORY AND THE HEISENBERG VERTEX ALGEBRA
ANDREW R. LINSHAW
ABSTRACT. The invariant subalgebra H+ of the Heisenberg vertex algebra H under its
automorphism group Z/2Z was shown by Dong-Nagatomo to be a W-algebra of type
W(2, 4). Similarly, the rank n Heisenberg vertex algebra H(n) has the orthogonal group
O(n) as its automorphism group, and we conjecture that H(n)O(n) is aW-algebra of type
W(2, 4, 6, . . . , n2 + 3n). We prove our conjecture for n = 2 and n = 3, and we show that
this conjecture implies that H(n)G is strongly finitely generated for any reductive group
G ⊂ O(n).
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1. INTRODUCTION
We call a vertex algebra V strongly finitely generated if there exists a finite set of genera-
tors such that the collection of iterated Wick products of the generators and their deriva-
tives spans V . This property has several important consequences, and in particular im-
plies that both Zhu’s associative algebra A(V), and Zhu’s commutative algebra V/C2(V),
are finitely generated. By an invariant vertex algebra, we mean a subalgebra VG ⊂ V , where
G is a group of automorphisms of V . It is our belief that if V is a simple, strongly finitely
generated vertex algebra, and G is reductive, VG will be strongly finitely generated under
fairly general circumstances. Isolated examples of this phenomenon have been known
for some years (see for example [BFH][FKRW][EFH][DNI][KWY]), although the first gen-
eral results of this kind were obtained in [LII], in the case where V is the βγ-system S(V ),
bc-system E(V ), or bcβγ-system E(V ) ⊗ S(V ), associated to V = Cn. The strong finite
generation property is a subtle and essentially “quantum” phenomenon, and is gener-
ally destroyed by passing to the classical limit before taking invariants. Often, V admits
Key words and phrases. invariant theory; vertex algebra; reductive group action; orbifold construction;
strong finite generation;W-algebra.
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a G-invariant filtration for which gr(V) is a commutative algebra with a derivation (i.e.,
an abelian vertex algebra), and the classical limit gr(VG) is isomorphic to (gr(V))G as a
commutative algebra. Unlike VG, gr(VG) is generally not finitely generated as a vertex
algebra, and a presentation will require both infinitely many generators and infinitely
many relations.
One of the most basic examples of an invariant vertex algebra was studied by Dong-
Nagatomo in [DNI]. Let H denote the Heisenberg vertex algebra, which is generated by
a field α satisfying the operator product expansion (OPE) relation α(z)α(w) ∼ (z − w)−2.
Clearly the automorphism group Aut(H) is isomorphic to Z/2Z, and is generated by the
involution θ sending α 7→ −α. In [DNI] it was shown that the invariant subalgebra H+
under θ is aW-algebra of typeW(2, 4), and in particular is strongly generated by the Vira-
soro element L and an element J of weight four. Using this result, the authors described
the Zhu algebra ofH+, which is a commutative algebra on two generators, and they classi-
fied the irreducible modules ofH+. In [DNII], Dong-Nagatomo considered a higher-rank
analogue H(n)+ of H+. In this notation, H(n) is the rank n Heisenberg algebra, which
is just the tensor product of n copies of H, and H(n)+ is the invariant subalgebra under
the −1 involution. Unlike the rank 1 case, the Zhu algebra of H(n)+ is nonabelian, and
it is difficult to describe it completely by generators and relations. However, the authors
obtained enough information about it to classify the irreducible modules of H(n)+. This
result is important for understanding the structure and representation theory of vertex
algebras of the form V +L . Here VL is the lattice vertex algebra attached to some lattice L of
rank n, and V +L is the invariant subalgebra under the −1 involution.
In this paper, we study general invariant vertex algebrasH(n)G, whereG is an arbitrary
reductive group of automorphisms of H(n). In the case where the action of G extends to
VL, an understanding ofH(n)
G is a necessary first step in studying V GL . The full automor-
phism group of H(n) preserving a natural conformal structure is the orthogonal group
O(n). We begin by studying H(n)O(n), which coincides with H+ in the case n = 1. For
an arbitrary reductive group G ⊂ O(n), H(n)G is completely reducible as a module over
H(n)O(n), and this module structure is an essential ingredient in our description. Our ap-
proach in this paper is quite parallel to our earlier study of invariant subalgebras of the
βγ-system S(V ). The automorphism group of S(V ) preserving its conformal structure
is GLn, and S(V )
GLn is isomorphic to W1+∞,−n by a theorem of Kac-Radul [KR]. In [LI],
we studied W1+∞,−n via classical invariant theory, and we use a similar method in Sec-
tion 4 of this paper to studyH(n)O(n). There are many parallels between these two vertex
algebras; for example, they both have abelian Zhu algebras, which implies that their irre-
ducible, admissible modules are all highest-weight modules. This observation is crucial
in our description in Section 6 ofH(n)G as a module overH(n)O(n), which uses essentially
the same ideas as [LII].
First of all, there is an O(n)-invariant filtration onH(n) such that the associated graded
object gr(H(n)) is isomorphic to S = Sym
⊕
j≥0 Vj as a commutative ring, where Vj
∼= Cn
as O(n)-modules. In fact, H(n) ∼= S as vector spaces, and we view H(n), equipped with
the Wick product, as a deformation of S. Using Weyl’s first and second fundamental
theorems of invariant theory for the standard representation of O(n), we obtain a natural
(infinite) strong generating set {ωa,b| 0 ≤ a ≤ b} for H(n)
O(n), as well as an infinite set
of relations among these generators. A linear change of variables produces a slightly
more economical set of strong generators {j2m| m ≥ 0}, where j2m has weight 2m + 2.
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In fact, H(n)O(n) is generated as a vertex algebra by {j0, j2} for all n ≥ 1, although this
is only a strong generating set in the case n = 1. The relation of minimal weight among
{j2m|m ≥ 0} and their derivatives occurs at weight n2 + 3n+ 2, and we conjecture that it
gives rise to a decoupling relation
jn
2+3n = P (j0, j2, . . . , jn
2+3n−2).
Here P is a normally ordered polynomial in j0, j2, . . . , jn
2+3n−2, and their derivatives.
An easy consequence of our conjecture is that higher decoupling relations of the form
j2r = Q2r(j
0, j2, . . . , jn
2+3n−2) exist for all r ≥ 1
2
(n2 + 3n). Hence H(n)O(n) has a mini-
mal strong generating set {j0, j2, . . . , jn
2+3n−2}, and in particular is a W-algebra of type
W(2, 4, 6, . . . , n2 + 3n). By computer calculation, we prove our conjecture for n = 2 and
n = 3, but we are unable to prove it in general.
By a fundamental result of Dong-Li-Mason [DLM], H(n) has a decomposition of the
form
H(n) ∼=
⊕
ν∈H
L(ν)⊗Mν ,
whereH indexes the irreducible, finite-dimensional representations L(ν) of O(n), and the
Mν ’s are inequivalent, irreducible, admissible H(n)O(n)-modules. Since the Zhu algebra
of H(n)O(n) is abelian, each Mν above is a highest-weight module. For any reductive
group G ⊂ O(n), H(n)G is also a direct sum of irreducible, highest-weight H(n)O(n)-
modules. Using a classical theorem ofWeyl, we show that there is a finite set of irreducible
H(n)O(n)-submodules ofH(n)G whose direct sum contains an (infinite) strong generating
for H(n)G. Since H(n)O(n) is finitely generated, this shows that H(n)G is finitely gener-
ated as a vertex algebra. Finally, assuming our conjecture thatH(n)O(n) is strongly finitely
generated, we show thatH(n)G is strongly finitely generated as well. Since our conjecture
holds for n = 2 and n = 3, the strong finite generation ofH(2)G andH(3)G for an arbitrary
reductive G is an immediate consequence.
There is an application of these results to invariant subalgebras of affine vertex algebras
which we develop in a separate paper [LIII]. Let g be a simple, finite-dimensional Lie
algebra, and let Vk(g) denote the universal affine vertex algebra at level k associated to g.
It is freely generated by vertex operatorsXξ, which are linear in ξ ∈ g and satisfy the OPE
relations
Xξ(z)Xη(w) ∼ k〈ξ, η〉(z − w)−2 +X [ξ,η](w)(z − w)−1,
where 〈, 〉 denotes the normalized Killing form 1
2h∨
〈, 〉K . Let G be a reductive group of
automorphisms of Vk(g) for all k ∈ C. In particular, G acts on the weight-one subspace
Vk(g)[1] ∼= g, andG preserves both the bracket and the bilinear form on g. Therefore G lies
in the orthogonal group O(n) for n = dim(g), so G also acts on the Heisenberg algebra
H(n). As vector spaces, we have Vk(g)
G ∼= (Sym⊕j≥0 Vj)
G ∼= H(n)G, where Vj ∼= C
n for all
j ≥ 0, and we regard H(n)G as a “partial abelianization” of Vk(g)
G. Invariant subalgebras
of Vk(g) are much more complicated and difficult to study than invariant subalgebras of
H(n), but for generic values of k, a strong generating set for H(n)G gives rise to a strong
generating set for Vk(g)
G. Therefore the conjectured strong finite generation of H(n)O(n)
has a far-reaching consequence; it implies that Vk(g)
G is strongly finitely generated for
generic values of k. Finally, since our conjecture holds for n = 3, this statement is true in
the case g = sl2.
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2. VERTEX ALGEBRAS
In this section, we define vertex algebras, which have been discussed from various
different points of view in the literature [B][FBZ][FHL][FLM][K][LiI][LZ]. We will follow
the formalism developed in [LZ] and partly in [LiI]. Let V = V0 ⊕ V1 be a super vector
space over C, and let z, w be formal variables. By QO(V ), we mean the space of all linear
maps
V → V ((z)) := {
∑
n∈Z
v(n)z−n−1|v(n) ∈ V, v(n) = 0 for n >> 0}.
Each element a ∈ QO(V ) can be uniquely represented as a power series
a = a(z) :=
∑
n∈Z
a(n)z−n−1 ∈ End(V )[[z, z−1]].
We refer to a(n) as the nth Fourier mode of a(z). Each a ∈ QO(V ) is of the shape a = a0+a1
where ai : Vj → Vi+j((z)) for i, j ∈ Z/2Z, and we write |ai| = i.
On QO(V ) there is a set of nonassociative bilinear operations ◦n, indexed by n ∈ Z,
which we call the nth circle products. For homogeneous a, b ∈ QO(V ), they are defined
by
a(w) ◦n b(w) = Resza(z)b(w) ι|z|>|w|(z − w)
n − (−1)|a||b|Reszb(w)a(z) ι|w|>|z|(z − w)
n.
Here ι|z|>|w|f(z, w) ∈ C[[z, z
−1, w, w−1]] denotes the power series expansion of a rational
function f in the region |z| > |w|. We usually omit the symbol ι|z|>|w| and just write
(z−w)−1 to mean the expansion in the region |z| > |w|, and write −(w− z)−1 to mean the
expansion in |w| > |z|. It is easy to check that a(w)◦n b(w) above is a well-defined element
of QO(V ).
The nonnegative circle products are connected through the operator product expansion
(OPE) formula. For a, b ∈ QO(V ), we have
(1) a(z)b(w) =
∑
n≥0
a(w) ◦n b(w) (z − w)
−n−1+ : a(z)b(w) : ,
which is often written as a(z)b(w) ∼
∑
n≥0 a(w) ◦n b(w) (z−w)
−n−1, where ∼means equal
modulo the term
: a(z)b(w) : = a(z)−b(w) + (−1)
|a||b|b(w)a(z)+.
Here a(z)− =
∑
n<0 a(n)z
−n−1 and a(z)+ =
∑
n≥0 a(n)z
−n−1. Note that : a(w)b(w) : is a
well-defined element of QO(V ). It is called the Wick product of a and b, and it coincides
with a ◦−1 b. The other negative circle products are related to this by
n! a(z) ◦−n−1 b(z) = : (∂
na(z))b(z) : ,
where ∂ denotes the formal differentiation operator d
dz
. For a1(z), . . . , ak(z) ∈ QO(V ), the
k-fold iterated Wick product is defined to be
(2) : a1(z)a2(z) · · · ak(z) : = : a1(z)b(z) : ,
where b(z) = : a2(z) · · · ak(z) : . We often omit the formal variable z when no confusion
can arise.
The set QO(V ) is a nonassociative algebra with the operations ◦n, which satisfy 1 ◦n
a = δn,−1a for all n, and a ◦n 1 = δn,−1a for n ≥ −1. In particular, 1 behaves as a unit
with respect to ◦−1. A linear subspace A ⊂ QO(V ) containing 1 which is closed under
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the circle products will be called a quantum operator algebra (QOA). Note that A is closed
under ∂ since ∂a = a ◦−2 1. Many formal algebraic notions are immediately clear: a
homomorphism is just a linear map that sends 1 to 1 and preserves all circle products;
a module over A is a vector space M equipped with a homomorphism A → QO(M),
etc. A subset S = {ai| i ∈ I} of A is said to generate A if every element a ∈ A can be
written as a linear combination of nonassociative words in the letters ai, ◦n, for i ∈ I
and n ∈ Z. We say that S strongly generates A if every a ∈ A can be written as a linear
combination of words in the letters ai, ◦n for n < 0. Equivalently, A is spanned by the
collection {: ∂k1ai1(z) · · ·∂
kmaim(z) : | i1, . . . , im ∈ I, k1, . . . , km ≥ 0}.
We say that a, b ∈ QO(V ) quantum commute if (z − w)N [a(z), b(w)] = 0 for some N ≥ 0.
Here [, ] denotes the super bracket. This condition implies that a ◦n b = 0 for n ≥ N , so (1)
becomes a finite sum. A commutative quantum operator algebra (CQOA) is a QOA whose
elements pairwise quantum commute. Finally, the notion of a CQOA is equivalent to the
notion of a vertex algebra. Every CQOA A is itself a faithful A-module, called the left
regular module. Define
ρ : A → QO(A), a 7→ aˆ, aˆ(ζ)b =
∑
n∈Z
(a ◦n b) ζ
−n−1.
Then ρ is an injective QOA homomorphism, and the quadruple of structures (A, ρ, 1, ∂)
is a vertex algebra in the sense of [FLM]. Conversely, if (V, Y, 1, D) is a vertex algebra, the
collection Y (V ) ⊂ QO(V ) is a CQOA. We will refer to a CQOA simply as a vertex algebra
throughout the rest of this paper.
The following are useful identities that measure the nonassociativity and noncommuta-
tivity of the Wick product, and the failure of the positive circle products to be derivations
of theWick product. Let a, b, c be vertex operators in some vertex algebraA, and let n > 0.
Then
(3) : (: ab :)c : − : abc :=
∑
k≥0
1
(k + 1)!
(
: (∂k+1a)(b ◦k c) : +(−1)
|a||b| : (∂k+1b)(a ◦k c) :
)
,
(4) : ab : −(−1)|a||b| : ba :=
∑
k≥0
(−1)k
(k + 1)!
∂k+1(a ◦k b),
(5) a ◦n (: bc :)− : (a ◦n b)c : −(−1)
|a||b| : b(a ◦n c) :=
n∑
k=1
(
n
k
)
(a ◦n−k b) ◦k−1 c,
(6) (: ab :) ◦n c =
∑
k≥0
1
k!
: (∂ka)(b ◦n+k c) : +(−1)
|a||b|
∑
k≥0
b ◦n−k−1 (a ◦k c).
3. CATEGORY R
In [LL] we considered a certain category R of vertex algebras, together with a functor
from R to the category of supercommutative rings.
Definition 3.1. LetR be the category of vertex algebras A equipped with a Z≥0-filtration
(7) A(0) ⊂ A(1) ⊂ A(2) ⊂ · · · , A =
⋃
k≥0
A(k)
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such that A(0) = C, and for all a ∈ A(k), b ∈ A(l), we have
(8) a ◦n b ∈ A(k+l), for n < 0,
(9) a ◦n b ∈ A(k+l−1), for n ≥ 0.
Elements a(z) ∈ A(d) \ A(d−1) are said to have degree d, and morphisms in R are vertex algebra
homomorphisms that preserve the filtration.
Filtrations on vertex algebras satisfying (8)-(9) were introduced in [LiII] and are known
as good increasing filtrations. Setting A(−1) = {0}, the associated graded object gr(A) =⊕
k≥0A(k)/A(k−1) is a Z≥0-graded associative, supercommutative algebra with a unit 1
under a product induced by the Wick product on A. In general, there is no natural linear
map A → gr(A), but for each r ≥ 1we have the projection
(10) φr : A(r) → A(r)/A(r−1) ⊂ gr(A).
Moreover, gr(A) has a derivation ∂ of degree zero (induced by the operator ∂ = d
dz
on A),
and for each a ∈ A(d) and n ≥ 0, the operator a◦n on A induces a derivation of degree
d− k on gr(A), which we also denote by a◦n. Here
k = sup{j ≥ 1| A(r) ◦n A(s) ⊂ A(r+s−j) ∀r, s, n ≥ 0},
as in [LL]. Finally, these derivations give gr(A) the structure of a vertex Poisson algebra.
The assignment A 7→ gr(A) is a functor from R to the category of Z≥0-graded su-
percommutative rings with a differential ∂ of degree 0, which we will call ∂-rings. A
∂-ring is the same thing as an abelian vertex algebra, that is, a vertex algebra V in which
[a(z), b(w)] = 0 for all a, b ∈ V . A ∂-ring A is said to be generated by a subset {ai| i ∈ I}
if {∂kai| i ∈ I, k ≥ 0} generates A as a graded ring. The key feature of R is the following
reconstruction property [LL]:
Lemma 3.2. Let A be a vertex algebra in R and let {ai| i ∈ I} be a set of generators for gr(A)
as a ∂-ring, where ai is homogeneous of degree di. If ai(z) ∈ A(di) are vertex operators such that
φdi(ai(z)) = ai, then A is strongly generated as a vertex algebra by {ai(z)| i ∈ I}.
As shown in [LI], there is a similar reconstruction property for kernels of surjective
morphisms in R. Let f : A → B be a morphism in R with kernel J , such that f maps
A(k) onto B(k) for all k ≥ 0. The kernel J of the induced map gr(f) : gr(A) → gr(B) is
a homogeneous ∂-ideal (i.e., ∂J ⊂ J). A set {ai| i ∈ I} such that ai is homogeneous of
degree di is said to generate J as a ∂-ideal if {∂
kai| i ∈ I, k ≥ 0} generates J as an ideal.
Lemma 3.3. Let {ai|i ∈ I} be a generating set for J as a ∂-ideal, where ai is homogeneous
of degree di. Then there exist vertex operators ai(z) ∈ A(di) with φdi(ai(z)) = ai, such that
{ai(z)| i ∈ I} generates J as a vertex algebra ideal.
4. THE STRUCTURE OF H(n)O(n)
The ring of Laurent polynomials C[t, t−1] may be regarded as an abelian Lie algebra.
It has a central extension h = C[t, t−1] ⊕ Cκ with bracket [tn, tm] = nδn+m,0κ, and Z-
gradation deg(tn) = n, deg(κ) = 0. Let h≥0 = ⊕n≥0hn, and let C be the one-dimensional
h≥0-module on which t
n acts trivially for n ≥ 0, and κ acts by the identity. Define V =
6
U(h)⊗U(h≥0) C, and let α(n) ∈ End(V ) be the linear operator representing t
n on V . Define
α(z) =
∑
n∈Z α(n)z
−n−1, which is easily seen to lie in QO(V ) and satisfy the OPE relation
α(z)α(w) ∼ (z − w)−2.
The vertex algebra H generated by α is known as the Heisenberg vertex algebra. The rank
n Heisenberg algebra H(n) is just the tensor product of n copies of H, with generators
α1, . . . , αn. There is a natural conformal structure of central charge n on H(n), with Vira-
soro element
(11) L(z) =
1
2
n∑
i=1
: αi(z)αi(z) :,
under which each αi is primary of weight one. The full automorphism group of H(n)
preserving L(z) is easily seen to be the orthogonal group O(n), which acts linearly on the
vector space U spanned by {α1, . . . , αn}. First, any conformal automorphism φ of H(n)
must lie inGL(U) byweight considerations. Moreover, since αi◦1α
j = φ(αi)◦1φ(α
j) = δi,j ,
φmust preserve the pairing 〈, 〉 on U defined by 〈αi, αj〉 = δi,j .
We define a good increasing filtration onH(n) as follows: H(n)(r) is spanned by the set
(12) {: ∂k1αi1 · · ·∂ksαis : | kj ≥ 0, s ≤ r}.
ThenH(n) ∼= gr(H(n)) as linear spaces, and as commutative algebras we have
(13) gr(H(n)) ∼= Sym
⊕
k≥0
Vk.
In this notation, Vk is the linear span of {α
i
k| i = 1, . . . , n}, where α
i
k is the image of ∂
kαi(z)
in gr(H(n)) under the projection φ1 : H(n)(1) → H(n)(1)/H(n)(0) ⊂ gr(H(n)). The action
of O(n) on H(n) preserves this filtration, and induces an action of O(n) on gr(H(n)) by
algebra automorphisms. For all k ≥ 0 we have isomorphisms of O(n)-modules Vk ∼= C
n.
Finally, for any reductive subgroup G ⊂ O(n),H(n)G ∼= gr(H(n)G) as linear spaces, and
(14) gr(H(n)G) ∼= (gr(H(n))G ∼= (Sym
⊕
k≥0
Vk)
G
as commutative algebras. In the case G = O(n), the following classical theorem of Weyl
[W] describes the generators and relations of the ring (Sym
⊕
k≥0 Vk)
O(n):
Theorem 4.1. (Weyl) For k ≥ 0, let Vk be the copy of the standard O(n)-module C
n with or-
thonormal basis {xi,k| i = 1, . . . , n}. The invariant ring (Sym
⊕
k≥0 Vk)
O(n) is generated by the
quadratics
(15) qa,b =
n∑
i=1
xi,axi,b, 0 ≤ a ≤ b.
For a > b, define qa,b = qb,a, and let {Qa,b| a, b ≥ 0} be commuting indeterminates satisfying
Qa,b = Qb,a and no other algebraic relations. The kernel In of the homomorphism C[Qa,b] →
(Sym
⊕
k≥0 Vk)
O(n) sending Qa,b 7→ qa,b is generated by the (n+ 1)× (n + 1) determinants
(16) dI,J = det


Qi0,j0 · · · Qi0,jn
...
...
Qin,j0 · · · Qin,jn

 .
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In this notation, I = (i0, . . . , in) and J = (j0, . . . , jn) are lists of integers satisfying
(17) 0 ≤ i0 < · · · < in, 0 ≤ j0 < · · · < jn.
Since Qa,b = Qb,a, it is clear that dI,J = dJ,I .
Under the projection
φ2 : (H(n)
O(n))(2) → (H(n)
O(n))(2)/(H(n)
O(n))(1) ⊂ gr(H(n)
O(n)) ∼= (Sym
⊕
k≥0
Vk)
O(n),
the generators qa,b of (Sym
⊕
k≥0 Vk)
O(n) correspond to vertex operators ωa,b given by
(18) ωa,b =
n∑
i=1
: ∂aαi∂bαi :, 0 ≤ a ≤ b.
By Lemma 3.2, the set {ωa,b| 0 ≤ a ≤ b} is a strong generating set for H(n)
O(n). Note
that ω0,0 = 2L, where L is the Virasoro element (11). The subspace (H(n)
O(n))(2) of degree
at most 2 has a basis {1} ∪ {ωa,b}, and for all n ≥ 0, the operators ωa,b◦n preserve this
vector space. It follows that every term in the OPE formula for ωa,b(z)ωc,d(w) is a linear
combination of these generators, so they form a Lie conformal algebra. We calculate that
for a, b, c ≥ 0 and 0 ≤ m ≤ a+ b+ c+ 1,
(19) ωa,b ◦m ∂
cαi = λa,b,c,m∂
a+b+c+1−mαi
where
λa,b,c,m = (−1)
b (b+ c+ 1)!
(b+ c+ 1−m)!
+ (−1)a
(a+ c + 1)!
(a+ c+ 1−m)!
.
It follows that for m ≤ a+ b+ c+ 1 we have
(20) ωa,b ◦m ωc,d = λa,b,c,mωa+b+c+1−m,d + λa,b,d,mωc,a+b+d+1−m.
In fact, there is a somewhat more economical set of strong generators for H(n)O(n). For
each m ≥ 0, let Am denote the vector space spanned by {ωa,b| a + b = m}, which is
homogeneous of weight m + 2. Clearly dim(A2m) = m + 1 = dim(A2m+1) for m ≥ 0.
Moreover, ∂(Am) ⊂ Am+1, and we have
(21) dim
(
A2m/∂(A2m−1)
)
= 1, dim
(
A2m+1/∂(A2m)
)
= 0.
For m ≥ 0, define
(22) j2m = ω0,2m,
which is clearly not a total derivative. Hence A2m has a decomposition
(23) A2m = ∂(A2m−1)⊕ 〈j
2m〉 = ∂2(A2m−2)⊕ 〈j
2m〉,
where 〈j2m〉 is the linear span of j2m. Similarly, A2m+1 has a decomposition
(24) A2m+1 = ∂
2(A2m−1)⊕ 〈∂j
2m〉 = ∂3(A2m−2)⊕ 〈∂j
2m〉.
It is easy to see that {∂2ij2m−2i| 0 ≤ i ≤ m} and {∂2i+1j2m−2i| 0 ≤ i ≤ m} are bases of
A2m and A2m+1, respectively. Hence each ωa,b ∈ A2m and ωc,d ∈ A2m+1 can be expressed
uniquely in the form
(25) ωa,b =
m∑
i=0
λi∂
2ij2m−2i, ωc,d =
m∑
i=0
µi∂
2i+1j2m−2i
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for constants λi, µi, i = 0, . . . , m. Hence {j
2m| m ≥ 0} is an alternative strong generat-
ing set for H(n)O(n), and it will be convenient to pass back and forth between the sets
{j2m|m ≥ 0} and {ωa,b| 0 ≤ a ≤ b}.
Lemma 4.2. H(n)O(n) is generated as a vertex algebra by j0 and j2.
Proof. Let J denote the vertex subalgebra ofH(n)O(n) generated by j0 and j2. We need to
show that j2m ∈ J for allm ≥ 2. Specializing (20) shows that
(26) j2 ◦1 j
2k = 4ω2,2k + (4 + 4k)j
2k+2.
Moreover, it is easy to check that ω2,2k ≡ −j
2k+2 modulo second derivatives. It follows that
j2 ◦1 j
2k ≡ (3 + 4k)j2k+2 modulo a linear combination of elements of the form ∂2ij2k+2−2i
for 1 ≤ i ≤ k + 1. The claim then follows by induction on k. 
Consider the category of all vertex algebras with generators {J2m|m ≥ 0}, which satisfy
the same OPE relations as the generators {j2m|m ≥ 0} ofH(n)O(n). Since the vector space
with basis {1}∪{∂lj2m| l, m ≥ 0} is closed under all nonnegative circle products, it forms a
Lie conformal algebra. By Theorem 7.12 of [BK], this category possesses a universal object
Vn, which is freely generated by {J
2m| m ≥ 0}. In other words, there are no nontrivial
normally ordered polynomial relations among the generators and their derivatives in Vn.
Then H(n)O(n) is a quotient of Vn by an ideal In, and since H(n)
O(n) is a simple vertex
algebra, In is a maximal ideal. Let πn : Vn → H(n)
O(n) denote the quotient map, which
sends J2m 7→ j2m. Using the formula (25), which holds inH(n)O(n) for all n, we can define
an alternative strong generating set {Ωa,b| 0 ≤ a ≤ b} for Vn by the same formula: for
a+ b = 2m and c+ d = 2m+ 1,
Ωa,b =
m∑
i=0
λi∂
2iJ2m−2i, Ωc,d =
m∑
i=0
µi∂
2i+1J2m−2i.
Clearly πn(Ωa,b) = ωa,b. We will use the same notation Am to denote the linear span of
{Ωa,b| a+ b = m}, when no confusion can arise. Finally, Vn has a good increasing filtration
in which (Vn)(2k) is spanned by iterated Wick products of the generators J
2m and their
derivatives, of length at most k, and (Vn)(2k+1) = (Vn)(2k). Equipped with this filtration,
Vn lies in the category R, and πn is a morphism inR.
Remark 4.3. Since the vertex operators J2m satisfy the same OPE relations as the j2m, Vn is also
generated as a vertex algebra by J0 and J2.
Recall the variables Qa,b and qa,b appearing in Theorem 4.1. Since Vn is freely generated
by {J2m| m ≥ 0}, and {Ωa,b| 0 ≤ a ≤ b} and {∂
kJ2m| k,m ≥ 0} form bases for the same
space, we may identify gr(Vn) with C[Qa,b], and we identify gr(H(n)
O(n)) with C[qa,b]/In.
Under this identification, gr(πn) : gr(Vn)→ gr(H(n)
O(n)) is just the quotient map sending
Qa,b 7→ qa,b. Clearly the projection πn : Vn → H(n)
O(n) maps each filtered piece (Vn)(k)
onto (H(n)O(n))(k), so the hypotheses of Lemma 3.3 are satisfied. Since In = Ker(gr(πn))
is generated by the determinants dI,J , we can apply Lemma 3.3 to find vertex operators
DI,J ∈ (Vn)(2n+2) satisfying φ2n+2(DI,J) = dI,J , such that {DI,J} generates In. Since Ωa,b
has weight a + b+ 2,
(27) wt(DI,J) = |I|+ |J |+ 2n+ 2, |I| =
n∑
a=0
ia, |J | =
n∑
a=0
ja.
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In general, the vertex operators ai(z) furnished by Lemma 3.3 satisfying φdi(ai(z)) = ai
which generate I are not unique. However, in our case, DI,J is uniquely determined by
the conditions
(28) φ2n+2(DI,J) = dI,J , πn(DI,J) = 0.
IfD′I,J is another vertex operator satisfying (28),DI,J −D
′
I,J lies in (Vn)(2n) ∩In, and since
there are no relations in H(n)O(n) of degree less than 2n + 2, we have DI,J − D
′
I,J = 0.
There is a distinguished element D0 = D(0,...,n),(0,...,n) which is the unique element of In of
minimal weight n2+3n+2. It is annihilated by all operators J2m(k) for k > 2m+1, which
lower the weight by k − 2m− 1.
Given a homogeneous polynomial p ∈ gr(Vn) ∼= C[Qa,b| 0 ≤ a ≤ b] of degree k in
the variables Qa,b, a normal ordering of p will be a choice of normally ordered polynomial
P ∈ (Vn)(2k), obtained by replacing Qa,b by Ωa,b, and replacing ordinary products with
iterated Wick products of the form (2). Of course P is not unique, but for any choice
of P we have φ2k(P ) = p, where φ2k : (Vn)(2k) → (Vn)(2k)/(Vn)(2k−1) ⊂ gr(Vn) is the
usual projection. For the rest of this section, D2k, E2k, F 2k, etc., will denote elements of
(Vn)(2k) which are homogeneous, normally ordered polynomials of degree k in the vertex
operators Ωa,b.
Let D2n+2I,J ∈ (Vn)(2n+2) be some normal ordering of dI,J . Then
πn(D
2n+2
I,J ) ∈ (H(n)
O(n))(2n),
and φ2n(πn(D
2n+2
I,J )) ∈ gr(H(n)
O(n)) can be expressed uniquely as a polynomial of degree
n in the variables qa,b. Choose some normal ordering of the corresponding polynomial in
the variables Ωa,b, and call this vertex operator −D
2n
I,J . ThenD
2n+2
I,J +D
2n
I,J has the property
that πn(D
2n+2
I,J + D
2n
I,J) ∈ (H(n)
O(n))(2n−2). Continuing this process, we arrive at a vertex
operator
∑n+1
k=1 D
2k
I,J in the kernel of πn. We must have
(29) DI,J =
n+1∑
k=1
D2kI,J ,
since DI,J is uniquely characterized by (28).
In this decomposition, the term D2I,J lies in the space Am spanned by {Ωa,b| a+ b = m},
for m = |I|+ |J |+ 2n. Recall that for m even, Am = ∂
2Am−2 ⊕ 〈J
m〉, and for m odd, Am =
∂3Am−3 ⊕ 〈∂J
m−1〉. For m even (respectively odd), define prm : Am → 〈J
m〉 (respectively
prm : Am → 〈∂J
m−1〉) to be the projection onto the second term. Define the remainder
(30) RI,J = prm(D
2
I,J).
Lemma 4.4. Given DI,J ∈ In as above, suppose that DI,J =
∑n+1
k=1 D
2k
I,J and DI,J =
∑n+1
k=1 D˜
2k
I,J
are two different decompositions of DI,J of the form (29). Then
D2I,J − D˜
2
I,J ∈ ∂
2(Am−2),
where m = |I| + |J | + 2n. In particular, RI,J is independent of the choice of decomposition of
DI,J .
Proof. This is analogous to Corollary 4.8 of [LI], and the proof is almost the same. First, we
claim that for all j, k, l,m ≥ 0,Ωj,k◦0Ωl,m is a total derivative. In view of the decomposition
(21) which holds in Vn as well as H(n)
O(n), it suffices to show that J2k ◦0 J
2l is a total
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derivative for all k, l. This is clear because J2k ◦0 J
2l lies in Am for m = 2k + 2l + 1, and
Am = ∂(Am−1).
Next, let µ = : a1 · · · am : be a normally ordered monomial in (Vn)(2m), where each ai
is one of the generators Ωa,b. Let µ˜ =: ai1 · · · aim :, where (i1, . . . , im) is some permutation
of (1, . . . , m). We claim that for any decomposition µ − µ˜ =
∑m−1
k=1 E
2k of the difference
µ−µ˜ ∈ (Vn)(2m−2), the term E
2 is a second derivative. To prove this statement, we proceed
by induction on m. For m = 1, there is nothing to prove since µ − µ˜ = 0. For m = 2, and
µ = : Ωa,bΩc,d :, we have
(31) µ− µ˜ = : Ωa,bΩc,d : − : Ωc,dΩa,b : =
∑
i≥0
(−1)i
(i+ 1)!
∂i+1(Ωa,b ◦i Ωc,d),
by (4). Since Ωa,b ◦0 Ωc,d is already a total derivative, it follows that µ − µ˜ is a second
derivative, as claimed. Next, we assume the result for r ≤ m − 1. Since the permutation
group onm letters is generated by the transpositions (i, i+1) for i = 1, . . . , m−1, we may
assume without loss of generality that
µ˜ = : a1 · · · ai−1ai+1aiai+2 · · · am : .
If i > 1, we have µ− µ˜ = : a1 · · · ai−1f :, where f = : ai · · · am : − : ai+1aiai+2 · · ·am, which
lies in (M−n)(2m−2i+2). Since each term of f has degree at least 2, it follows that µ− µ˜ can
be expressed in the form
∑m−1
k=i E
2k. Since i > 1, there is no term of degree 2. Given any
rearrangement µ− µ˜ =
∑m−1
k=1 F
2k, it follows from our inductive hypothesis that the term
F 2 is a second derivative.
Suppose next that i = 1, so that µ˜ = : a2a1a3 · · · am :. Define
ν = : (: a1a2 :)a3 · · · am :, ν˜ = : (: a2a1 :)a3 · · · am :,
and note that ν − ν˜ = : (: a1a2 : − : a2a1 :)f :, where f = : a3 · · · am :. By (31), : a1a2 :
− : a2a1 : is homogeneous of degree 2, so ν − ν˜ is a linear combination of monomials of
degree 2m − 2. By inductive assumption, any rearrangement ν − ν˜ =
∑m−1
k=1 F
2k has the
property that F 2 is a second derivative.
Next, by (3), we have
(32) µ− ν = −
∑
k≥0
1
(k + 1)!
(
: (∂k+1a1)(a2 ◦k f) : + : (∂
k+1a2)(a1 ◦k f) :
)
.
Since the operators ◦k for k ≥ 0 are homogeneous of degree −2, each term appearing in
(32) has degree at most 2m− 2. Moreover,
deg
(
: (∂k+1a1)(a2 ◦k f) :
)
= 2+deg(a2 ◦k f), deg
(
: (∂k+1a2)(a1 ◦k f) :
)
= 2+deg(a1 ◦k f),
so the only way to obtain terms of degree 2 is for a2 ◦k f or a1 ◦k f to be a scalar. This
can only happen if k > 0, in which case we obtain either ∂k+1a1 or ∂
k+1a2, which are
second derivatives. By inductive assumption, any rearrangement of µ − ν can contain
only second derivatives in degree 2. Similarly, µ˜ − ν˜ has degree at most 2m − 2, and any
rearrangement of µ˜ − ν˜ can only contain second derivatives in degree 2. Since µ − µ˜ =
(µ− ν) + (ν − ν˜) + (ν˜ − µ˜), the claim follows.
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An immediate consequence is the following statement. Let E ∈ (Vn)(2m) be a vertex
operator of degree 2m, and choose a decomposition
(33) E =
m∑
k=1
E2k,
where E2k is a homogeneous, normally ordered polynomial of degree k in the variables
Ωa,b. If E =
∑m
k=1 F
2k is any rearrangement of (33), i.e., another decomposition of E of
the same form, then E2 − F 2 is a second derivative. Finally, specializing this to the case
E = DI,J proves the lemma. 
Lemma 4.5. Let R0 denote the remainder of the element D0. The condition R0 6= 0 is equivalent
to the existence of a decoupling relation of the form jn
2+3n = P (j0, j2, . . . , jn
2+3n−2) inH(n)O(n).
Proof. Let D0 =
∑n+1
k=1 D
2k
0 be a decomposition of D0 of the form (29). If R0 6= 0, we have
D20 = λJ
n2+3n + ∂2ω for some λ 6= 0 and some ω ∈ An2+3n−2. Applying the projection
πn : Vn → H(n)
O(n), since πn(D0) = 0 we obtain
jn
2+3n = −
1
λ
(
∂2πn(ω) +
n+1∑
k=2
πn(D
2k
0 )
)
,
which is a decoupling relation of the desired form. The converse follows from the fact that
D0 is the unique element of the ideal In of weight n
2 + 3n+ 2, up to scalar multiples. 
Conjecture 4.6. For all n ≥ 1, the remainder R0 is nonzero.
For n = 1, it is easy to check that R0 = −
5
4
J4, and in the Appendix, we write down
computer calculations that prove this conjecture in the cases n = 2 and n = 3. For n = 2,
we have R0 =
149
600
J10, and for n = 3 we have R0 = −
2419
705600
J18. However, for n > 3 it is
difficult to calculate R0 directly. Unlike the case of W1+∞,−n where a similar remainder
was shown to be nonzero in [LI], there seems to be no nice recursive structure that allows
us to proceed by induction on n. Even in the caseW1+∞,−n, we still lack a conceptual ex-
planation for this phenomenon, and we expect that such an explanation will be necessary
to prove our conjecture for H(n)O(n).
The next theorem shows that the strong finite generation of H(n)O(n) is an easy conse-
quence of our conjecture.
Theorem 4.7. Suppose that Conjecture 4.6 holds. Then for all r ≥ 1
2
(n2 + 3n), there exists a
decoupling relation
(34) j2r = Q2r(j
0, j2, . . . , jn
2+3n−2),
where Q2r is some normally ordered polynomial in j
0, j2, . . . , jn
2+3n−2, and their derivatives. It
follows that {j0, j2, . . . , jn
2+3n−2} is a minimal strong generating set for H(n)O(n).
Proof. The decoupling relation jn
2+3n = P (j0, j2, . . . , jn
2+3n−2) given by Conjecture 4.6
corresponds to an element Jn
2+3n − P (J0, J2, . . . , Jn
2+3n−2) ∈ In. We need to show that
for all r ≥ 1
2
(n2 + 3n), there exists an element J2r − Q2r(J
0, J2, . . . , Jn
2+3n−2) ∈ In, so we
assume inductively that Q2r−2 exists. Choose a decomposition
Q2r−2 =
d∑
k=1
Q2k2r−2,
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where Q2k2r−2 is a homogeneous normally ordered polynomial of degree k in the vertex
operators J0, . . . , Jn
2+3n−2 and their derivatives. In particular,
Q22r−2 =
1
2
(n2+3n−2)∑
i=0
ci∂
2r−2i−2J2i,
for constants ci. We apply the operator J
2◦1, which raises the weight by two. By (26),
we have J2 ◦1 J
2r−2 ≡ (4r − 1)J2r modulo second derivatives. Moreover, using (5) and
(26), we see that J2 ◦1
(∑d
k=1Q
2k
2r−2
)
can be expressed in the form
∑d
k=1E
2k where each
E2k is a normally ordered polynomial in J0, . . . , Jn
2+3n and their derivatives. If Jn
2+3n
or its derivatives appear in E2k, we can use the element Jn
2+3n − P (J0, . . . , Jn
2+3n−2) in
In to eliminate the variable J
n2+3n and any of its derivatives, modulo In. Hence J
2 ◦1(∑d
k=1Q
2k
2r−2
)
can be expressed modulo In in the form
∑d′
k=1 F
2k, where d′ ≥ d, and F 2k is
a normally ordered polynomial in J0, . . . , Jn
2+3n−2 and their derivatives. It follows that
1
4r − 1
J2 ◦1
(
J2r−2 −Q2r−2(J
0, . . . , Jn
2+3n−2)
)
can be expressed as an element of In of the desired form. 
5. REPRESENTATION THEORY OF H(n)O(n)
The basic tool in studying the representation theory of vertex algebras is the Zhu functor,
which was introduced by Zhu in [Z]. Given a vertex algebra W with weight grading
W =
⊕
n∈ZWn, this functor attaches to W an associative algebra A(W), together with a
surjective linear map πZh :W → A(W). For a ∈ Wm and b ∈ W , define
(35) a ∗ b = Resz
(
a(z)
(z + 1)m
z
b
)
,
and extend ∗ by linearity to a bilinear operation W ⊗ W → W . Let O(W) denote the
subspace ofW spanned by elements of the form
(36) a ◦ b = Resz
(
a(z)
(z + 1)m
z2
b
)
where a ∈ Wm, and let A(W) be the quotientW/O(W), with projection πZh :W → A(W).
Then O(W) is a two-sided ideal in W under the product ∗, and (A(W), ∗) is a unital,
associative algebra. The assignmentW 7→ A(W) is functorial, and if I is a vertex algebra
ideal of W , we have A(W/I) ∼= A(W)/I , where I = πZh(I). A well-known formula
asserts that for all a ∈ Wm and b ∈ W ,
(37) a ∗ b− b ∗ a ≡ Resz(1 + z)
m−1a(z)b mod O(W).
A Z≥0-graded module M =
⊕
n≥0Mn over W is called admissible if for every a ∈ Wm,
a(n)Mk ⊂Mm+k−n−1, for all n ∈ Z. Given a ∈ Wm, the Fourier mode a(m−1) acts on each
Mk. The subspaceM0 is then a module over A(W)with action [a] 7→ a(m−1) ∈ End(M0).
In fact, M 7→ M0 provides a one-to-one correspondence between irreducible, admissible
W-modules and irreducible A(W)-modules. IfA(W) is a commutative algebra, all its irre-
ducible modules are one-dimensional, and the correspondingW-modulesM =
⊕
n≥0Mn
are cyclic and generated by any nonzero v ∈ M0. Accordingly, we call such a module a
highest-weight module forW , and we call v a highest-weight vector.
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LetW be a vertex algebra which is strongly generated by a set of weight-homogeneous
elements αi of weights wi, for i in some index set I . Then A(W) is generated by {ai =
πZh(αi(z))| i ∈ I}. Moreover, A(W) inherits a filtration (but not a grading) by weight.
Theorem 5.1. For all n ≥ 1, A(H(n)O(n)) is a commutative algebra.
Proof. In the case n = 1, the Zhu algebra A(H+) is clearly abelian since it has two gener-
ators, one of which is central since it corresponds to the Virasoro element [DNI]. For all
n ≥ 1, the circle products j2l ◦k j
2m among the generators of H(n)O(n) are independent of
n for 0 ≤ k < 2l + 2m + 3. For k = 2l + 2m + 3, j2l ◦k j
2m is a constant (which depends
on n), and j2l ◦k j
2m = 0 for k > 2l + 2m+ 3. Let a2m = πZh(j
2m). It is clear from (37) that
the commutator [a2l, a2m] depends only on j2l ◦k j
2m for 0 ≤ k ≤ 2l + 2, and therefore is
not affected by the value of this constant. So this commutator is the same for all n, and in
particular must vanish since it vanishes for n = 1. Note that this argument is independent
of Conjecture 4.6. 
Corollary 5.2. All irreducible, admissibleH(n)O(n)-modules are highest-weight modules.
Since Vn has the same generators and OPE relations as H(n)
O(n), the same argument
shows that the Zhu algebra of Vn is abelian. Since Vn is freely generated by J
0, J2, . . . , it
follows that A(Vn) is the polynomial algebra C[A
0, A2, · · · ], where A2m = πZh(J
2m). More-
over, A(H(n)O(n)) ∼= C[a0, a2, . . . ]/In, where In = πZh(In), and we have a commutative
diagram
(38)
Vn
pin→ H(n)O(n)
↓piZh ↓piZh
A(Vn)
A(pin)
→ A(H(n)O(n))
.
For n = 1, it was shown by Dong-Nagatomo [DNI] that A(H+) ∼= C[x, y]/I , where I is
the ideal generated by the polynomials
P = (y + x− 4x2)(70y + 908x2 − 515x+ 27), Q = (x− 1)(x−
1
16
)(x−
9
16
)(y + x− 4x2).
It follows that the irreducible, admissible H+-modules are parametrized by the points
on the variety V (I) ⊂ C2. Suppose now that Conjecture 4.6 holds. Then A(H(n)O(n)) is
generated by {a0, a2, . . . , an
2+3n−2}, and it follows that
A(H(n)O(n)) ∼= C[a0, a2, . . . , an
2+3n−2]/In,
where In is now regarded as an ideal inside C[a
0, a2 . . . , an
2+3n−2]. The corresponding
variety V (In) ⊂ C
1
2
(n2+3n) then parametrizes the irreducible, admissible modules over
H(n)O(n). The problem of classifying these modules is equivalent to giving a description
of the ideal In.
6. INVARIANT SUBALGEBRAS OF H(n) UNDER ARBITRARY REDUCTIVE GROUPS
In this section, we study H(n)G for a general reductive group G ⊂ O(n). Our approach
is similar to our study of invariant subalgebras of ghost systems in [LII]. By a fundamental
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result of Dong-Li-Mason [DLM],H(n) has a decomposition of the form
(39) H(n) ∼=
⊕
ν∈H
L(ν)⊗Mν ,
whereH indexes the irreducible, finite-dimensional representations L(ν) of O(n), and the
Mν ’s are inequivalent, irreducible, highest-weight H(n)O(n)-modules. The modules Mν
appearing in (39) have an integrality property; the eigenvalues of {j2m(2m + 1)| m ≥ 0}
on the highest-weight vectors fν are all integers. These modules therefore correspond to
certain rational points on the variety V (In), if it exists.
Using the decomposition (39), together with a classical theorem of Weyl, we show that
H(n)G is finitely generated as a vertex algebra. This statement is analogous to Lemma 2 of
[LII], and is independent of Conjecture 4.6. We then prove some combinatorial properties
of the modulesMν appearing in (39), which are also independent of Conjecture 4.6. Next,
we show that Conjecture 4.6 implies that each module Mν appearing in (39) possesses a
certain finiteness property. Together with the finite generation ofH(n)G, this is enough to
prove that H(n)G is strongly finitely generated. Since Conjecture 4.6 holds for n = 2 and
n = 3, the strong finite generation of H(2)G and H(3)G is an immediate consequence.
Theorem 6.1. For any reductive G ⊂ O(n),H(n)G is finitely generated as a vertex algebra.
Proof. Recall thatH(n) ∼= gr(H(n)) as linear spaces, and
gr(H(n)G) ∼= (gr(H(n))G ∼= (Sym
⊕
k≥0
Vk)
G = R
as commutative algebras, where Vk ∼= C
n as O(n)-modules. For all p ≥ 0, there is an
action of GLp on
⊕p−1
k=0 Vk which commutes with the action of G. The natural inclusions
GLp →֒ GLq for p < q sending
M →
[
M 0
0 Iq−p
]
induce an action of GL∞ = limp→∞GLp on
⊕
k≥0 Vk. We obtain an action of GL∞ on
Sym
⊕
k≥0 Vk by algebra automorphisms, which commutes with the action of G. Hence
GL∞ acts on R as well. By a basic theorem of Weyl, R is generated by the set of trans-
lates under GL∞ of any set of generators for (Sym
⊕n−1
k=0 Vk)
G [W]. Since G is reductive,
(Sym
⊕n−1
k=0 Vk)
G is finitely generated. Hence there exists a finite set of homogeneous el-
ements {f1, . . . , fk} ⊂ R such that {σfi| i = 1, . . . , k, σ ∈ GL∞} generates R. It follows
from Lemma 3.2 that the set of vertex operators
{(σfi)(z) ∈ H(n)
G| i = 1, . . . , k, σ ∈ GL∞}
which correspond to σfi under the linear isomorphism H(n)
G ∼= gr(H(n)G) ∼= R, is a set
of strong generators for H(n)G.
In the decomposition (39) of H(n) as a bimodule over O(n) and H(n)O(n), the O(n)-
isotypic component ofH(n) of typeL(ν) is isomorphic toL(ν)⊗Mν . EachL(ν) is amodule
overG ⊂ O(n), and sinceG is reductive, it has a decomposition L(ν) = ⊕µ∈HνL(ν)µ. Here
µ runs over a finite set Hν of irreducible, finite-dimensional representations L(ν)µ of G,
possibly with multiplicity. We thus obtain a refinement of (39):
(40) H(n) ∼=
⊕
ν∈H
⊕
µ∈Hν
L(ν)µ ⊗M
ν .
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Let f1(z), . . . , fk(z) ∈ H(n)
G be the vertex operators corresponding to the polynomials
f1, . . . , fk under the linear isomorphism H(n)
G ∼= gr(H(n)G) ∼= R. Clearly f1(z), . . . , fk(z)
must live in a finite direct sum
(41)
r⊕
j=1
L(νj)⊗M
νj
of the modules appearing in (39). By enlarging the collection f1(z), . . . , fk(z) if necessary,
wemay assumewithout loss of generality that each fi(z) lives in a single representation of
the form L(νj)⊗M
νj . Moreover, we may assume that fi(z) lives in a trivial G-submodule
L(νj)µ0 ⊗ M
νj , where µ0 denotes the trivial, one-dimensional G-module. (In particular,
L(νj)µ0 is one-dimensional). Since the actions of GL∞ and O(n) on H(n) commute, we
may assume that (σfi)(z) ∈ L(νj)µ0 ⊗ M
νj for all σ ∈ GL∞. Since H(n)
G is strongly
generated by the set {(σfi)(z)| i = 1, . . . , k, σ ∈ GL∞}, and each M
νj is an irreducible
H(n)O(n)-module, H(n)G is generated as an algebra over H(n)O(n) by f1(z), . . . , fk(z). Fi-
nally, since H(n)O(n) is itself a finitely generated vertex algebra by Lemma 4.2, we con-
clude thatH(n)G is finitely generated. 
Next, we need a fact about representations of associative algebras which can be found
in [LII]. Let A be an associative C-algebra (not necessarily unital), and let W be a lin-
ear representation of A, via an algebra homomorphism ρ : A → End(W ). Regarding A
as a Lie algebra with commutator as bracket, let ρLie : A → End(W ) denote the map
ρ, regarded now as a Lie algebra homomorphism. There is an induced algebra homo-
morphism U(A) → End(W ), where U(A) denotes the universal enveloping algebra of A.
Given elements a, b ∈ A, we denote the product in U(A) by a ∗ b to distinguish it from
ab ∈ A. Given a monomial µ = a1 ∗ · · · ∗ ar ∈ U(A), let µ˜ = a1 · · · ar be the corresponding
element of A. Let U(A)+ denote the augmentation ideal (i. e., the ideal generated by A),
regarded as an associative algebra with no unit. The map U(A)+ → A sending µ 7→ µ˜ is
then an algebra homomorphism which makes the diagram
(42)
U(A)+
↓ ց
A → End(W )
commute. Let Sym(W )denote the symmetric algebra ofW , whose dth graded component
is denoted by Symd(W ). Clearly ρLie (but not ρ) can be extended to a Lie algebra homo-
morphism ρˆLie : A→ End(Sym(W )), where ρˆLie(a) acts by derivation on each Sym
d(W ):
ρˆLie(a)(w1 · · ·wd) =
d∑
i=1
w1 · · · ρˆLie(a)(wi) · · ·wd.
This extends to an algebra homomorphism U(A)→ End(Sym(W ))which we also denote
by ρˆLie, but there is no commutative diagram like (42) because themapA→ End(Sym(W ))
is not a map of associative algebras. In particular, the restrictions of ρˆLie(µ) and ρˆLie(µ˜) to
Symd(W ) are generally not the same for d > 1. The following result appears in [LII].
Lemma 6.2. Given µ ∈ U(A) and d ≥ 1, define a linear map Φdµ ∈ End(Sym
d(W )) by
(43) Φdµ = ρˆLie(µ)
∣∣
Symd(W )
.
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Let E denote the subspace of End(Symd(W )) spanned by {Φdµ| µ ∈ U(A)}. Note that E has a
filtration
E1 ⊂ E2 ⊂ · · · , E =
⋃
r≥1
Er,
where Er is spanned by {Φ
d
µ| µ ∈ U(A), deg(µ) ≤ r}. Then E = Ed.
Proof. Given a monomial µ = a1 ∗ · · · ∗ ar ∈ U(A) of arbitrary degree r > d, we need to
show that Φdµ can be expressed as a linear combination of elements of the form Φ
d
ν where
ν ∈ U(A) and deg(ν) ≤ d. Fix p ≤ d, and let Partrp denote the set of partitions φ of
{1, . . . , r} into p disjoint, non-empty subsets Sφ1 , . . . , S
φ
p whose union is {1, . . . , r}. Each
subset Sφi is of the form
Sφi = {i1, . . . , iki}, i1 < · · · < iki.
For i = 1, . . . , p, letmi ∈ U(A) be the corresponding monomialmi = ai1 ∗ · · · ∗aiki . Let J =
(j1, . . . , jp) be an (ordered) subset of {1, . . . , d}. Define a linear map gφ ∈ End(Sym
d(W ))
by
(44) gφ(w1 · · ·wd) =
∑
J
g1φ(w1) · · · g
d
φ(wd), g
k
φ(wk) =
{ρˆLie(mi)(wji) k = ji
wk k 6= ji
,
where the sum runs over all (ordered) p-element subsets J as above. Note that we could
replacemi ∈ U(A) with m˜i ∈ A in (44), since ρˆLie(mi)(wji) = ρˆLie(m˜i)(wji).
We claim that for each φ ∈ Partrp, gφ ∈ Ed. We proceed by induction on p. The case
p = 1 is trivial because gφ = ρˆLie(a) as derivations on Sym
d(W ), where a = a1 · · · ar. Next,
assume the result for all partitions ψ ∈ Partsq, for q < p and s ≤ r. Letm1, . . . , mp ∈ U(A)
be the monomials corresponding to φ as above, and define mφ = m˜1 ∗ · · · ∗ m˜p ∈ U(A).
By definition, Φdmφ ∈ Ep ⊂ Ed, and the leading term of Φ
d
mφ
is gφ. The lower order terms
are of the form gψ, where ψ ∈ Part
p
q is a partition of {1, . . . , p} into q subsets, which each
corresponds to a monomial in the variables m˜1, . . . , m˜p. By induction, each of these terms
lies in Eq, and since gφ ≡ Φ
d
mφ
modulo Eq, the claim is proved.
Finally, using the derivation property of A acting on Symd(W ), one checks easily that
(45) Φdµ =
d∑
p=1
∑
φ∈Partrp
gφ.
Since each gφ lies in Ed by the above claim, this completes the proof of the lemma. 
Corollary 6.3. Let f ∈ Symd(W ), and letM ⊂ Symd(W ) be the cyclic U(A)-module generated
by f . Then {ρˆLie(µ)(f)| µ ∈ U(A), deg(µ) ≤ d} spansM .
Let L denote the Lie algebra generated by the Fourier modes {j2m(k)| k ∈ Z, m ≥ 0} of
the generators ofH(n)O(n), and let P ⊂ L be the subalgebra generated by the annihilation
modes {j2m(k)| k ≥ 0}. Note that P has a decomposition
P = P− ⊕P0 ⊕ P+,
whereP−, P0, andP+ are the Lie algebras spanned by {j
2m(k)| 0 ≤ k < 2m+1}, {j2m(2m+
1)}, and {j2m(k)| k > 2m+ 1}, respectively. Clearly P preserves the filtration on H(n), so
each element of P acts by a derivation of degree zero on gr(H(n)).
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Let M be an irreducible, highest-weight H(n)O(n)-submodule of H(n) with generator
f(z), and letM′ denote theP-submodule ofM generated by f(z). Since f(z) hasminimal
weight among elements ofM andP+ lowers weight, f(z) is annihilated byP+. Moreover,
P0 acts diagonalizably on f(z), so f(z) generates a one-dimensional P0 ⊕ P+-module. By
the Poincare-Birkhoff-Witt theorem,M′ is a quotient of
U(P)⊗U(P0⊕P+) Cf(z),
and in particular is a cyclic P−-module with generator f(z). Suppose that f(z) has degree
d, that is, f(z) ∈ H(n)(d) \ H(n)(d−1). Since each element of P preserves the filtration
on H(n), and M is irreducible, it is easy to see that the nonzero elements of M′ lie in
H(n)(d) \ H(n)(d−1). Therefore, the projection H(n)(d) → H(n)(d)/H(n)(d−1) ⊂ gr(H(n))
restricts to an isomorphism of P-modules
(46) M′ ∼= gr(M′) ⊂ gr(S(V )).
By Lemma 6.3, we conclude thatM′ is spanned by elements of the form
{j2l1(k1) · · · j
2lr(kr)f(z)| j
2li(ki) ∈ P−, r ≤ d}.
Next, we need a basic fact from linear algebra. Let A = (Ai,j), i, j = 1, . . . , n be an
n × n-matrix, whose entries Ai,j are all positive real numbers. We call A totally increasing
if Ai,j ≤ Ai,j+1 and Ai,j ≤ Ai+1,j for all i, j, and for each i, j = 1, . . . , n− 1, the 2× 2matrix[
Ai,j Ai,j+1
Ai+1,j Ai+1,j+1
]
has positive determinant.
Lemma 6.4. Any totally increasing matrix is nonsingular.
Proof. Let A be such a matrix. First, for i = 1, . . . , n we rescale the ith row by a factor of
1/Ai,1. Next, for j = 2, . . . , n, we rescale the jth column by a factor of A1,1/A1,j to obtain

1 1 1 · · · 1
1
A1,1A2,2
A2,1A1,2
A1,1A2,3
A2,1A1,3
· · ·
A1,1A2,n
A2,1A1,n
...
...
...
...
1 A1,1An,2
An,1A1,2
A1,1An,3
An,1A1,3
· · · A1,1An,n
An,1A1,n

 ,
which is easily seen to be totally increasing. Finally, we subtract the first row from the ith
row, for i = 2, · · · , n, obtaining

1 1 1 · · · 1
0
A1,1A2,2
A2,1A1,2
− 1
A1,1A2,3
A2,1A1,3
− 1 · · ·
A1,1A2,n
A2,1A1,n
− 1
...
...
...
...
0
A1,1An,2
An,1A1,2
− 1
A1,1An,3
An,1A1,3
− 1 · · ·
A1,1An,n
An,1A1,n
− 1

 .
It is easy to check that the (n− 1)× (n− 1)matrix

A1,1A2,2
A2,1A1,2
− 1
A1,1A2,3
A2,1A1,3
− 1 · · ·
A1,1A2,n
A2,1A1,n
− 1
...
...
...
A1,1An,2
An,1A1,2
− 1
A1,1An,3
An,1A1,3
− 1 · · ·
A1,1An,n
An,1A1,n
− 1


is totally increasing, so the claim follows by induction on n. 
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This lemma allows us to prove a certain useful property of H(n) as a module over P .
For simplicity of notation, we take n = 1, but the result we are going to prove holds for
any n. In this case, H = H(1) is generated by α(z). Recall from (13) that αj denotes the
image of ∂jα in gr(H). LetW ⊂ gr(H) be the vector space with basis {αj| j ≥ 0}, and for
each m ≥ 0, let Wm be the subspace with basis {αj| 0 ≤ j ≤ m}. Let φ : W → W be a
linear map of weight w ≥ 1, such that
(47) φ(αj) = cjαj+w,
for constants cj ∈ C. For example, the restriction j
2k(2k−w+1)
∣∣
W
of any j2k(2k−w+1) ∈
P , is such a map.
Lemma 6.5. Fix w ≥ 1 andm ≥ 0, and let φ be a linear map satisfying (47). Then the restriction
φ
∣∣
Wm
can be expressed uniquely as a linear combination of the operators j2k(2k − w + 1)
∣∣
Wm
for
0 ≤ 2k + 1− w ≤ 2m+ 1.
Proof. Suppose first that w is odd, and let kj = j +
1
2
(w − 1), for j = 0, . . . , m. In this
notation, we need to show that φ
∣∣
Wm
can be expressed uniquely as a linear combination
of the operators j2kj (2j)
∣∣
Wm
for j = 0, . . . , m. Using (19), we calculate
(48) j2kj (2j)(αi) = λ0,2kj ,i,2j(αi+w) =
(
(2kj + i+ 1)!
(2kj + i+ 1− 2j)!
+
(i+ 1)!
(i+ 1− 2j)!
)
αi+w.
LetMw be the (m+ 1)× (m+ 1)matrix with entriesMwi,j = λ0,2kj ,i,2j , for i, j = 0, . . . , m.
Let c be the column vector in Cm+1 whose transpose is given by (c0, . . . , cm). Given an
arbitrary linear combination
ψ = t0j
2k0(0) + t1j
2k1(2) + · · ·+ tmj
2km(2m)
of the operators j2kj(2j) for 0 ≤ j ≤ m, let t be the column vector whose transpose is
(t0, . . . , tm). Note that φ
∣∣
Wm
= ψ
∣∣
Wm
precisely when Mwt = c, so in order to prove the
claim, it suffices to show that Mw is invertible. It is easy to check using (48) that Mw is
totally increasing, so this is immediate from Lemma 6.4. Finally, if w is even, the same
argument shows that for kj = j +
w
2
, j = 0, . . . , m, φ can be expressed uniquely as a linear
combination of the operators j2kj (2j + 1) for j = 0, . . . , m. 
Since (19) holds for any n ≥ 1, it follows that the statement of Lemma 6.5 holds for any
n. More precisely, letW ⊂ gr(H(n)) be the vector space with basis {αij| i = 1, . . . , n, j ≥
0}, and let Wm ⊂ W be the subspace with basis {α
i
j | i = 1, . . . , n, 0 ≤ j ≤ m}. Let
φ : W → W be a linear map of weight w ≥ 1 taking
(49) αij 7→ cjα
i
j+w, i = 1, . . . , n,
where the constants cj are independent of i. For example, each φ = j
2k(2k − w + 1)
∣∣
W
satisfies (49). Then φ
∣∣
Wm
can be expressed uniquely as a linear combination of j2k(2k −
w + 1)
∣∣
Wm
for 0 ≤ 2k + 1− w ≤ 2m+ 1.
The next result is analogous to Lemma 7 of [LII], and the proof is almost identical.
Lemma 6.6. LetM be an irreducible, highest-weightH(n)O(n)-submodule ofH(n) with highest-
weight vector f(z) of degree d. LetM′ be the corresponding P-module generated by f(z), and let
19
f be the image of f(z) in gr(H(n)), which generatesM = gr(M′) as a P-module. Fix m so that
f ∈ Symd(Wm). ThenM
′ is spanned by
{j2l1(k1) · · · j
2lr(kr)f(z)| j
2li(ki) ∈ P−, r ≤ d, 0 ≤ ki ≤ 2m+ 1}.
Proof. We may work with M = gr(M′) rather thanM′, and for notational convenience,
we do not distinguish between elements of U(P−) and their images in End(Sym
d(W )).
As in the proof of Lemma 6.2, let E denote the subspace of End(Symd(W )) spanned by
U(P−), and let Er be the subspace spanned by elements of U(P−) of degree at most r. Let
E˜r be the subspace of Er spanned by elements of U(P−) which only depend on j
2l(k) for
k ≤ 2m+ 1.
It is not true that Ed = E˜d as subspaces of End(Sym
d(W )), but it suffices to show that
these spaces of endomorphisms coincide when restricted to Symd(Wm). Since E = Ed,
and hence is spanned by monomials µ = a1 ∗ · · · ∗ ar ∈ U(P−) of degree r ≤ d, we have
(50) µ =
r∑
p=1
∑
φ∈Partrp
gφ,
where each partition φ ∈ Partrp corresponds to a set of monomials m1, . . . , mp, and gφ is
given by (44). For p = r, there is only one partition φ0 of {1, . . . , r} into disjoint, non-empty
subsets, and gφ0 is defined on monomials w1 · · ·wd ∈ Sym
d(W ) by
(51) gφ0(w1 · · ·wd) =
∑
J
g1φ0(w1) · · · g
d
φ0
(wd), g
k
φ0
(wk) =
{ai(wji) k = ji
wk k 6= ji
,
where the sum runs over all (ordered) r-element subsets J ⊂ {1, . . . , d}. By Lemma 6.5,
the restriction of ai toWm coincides with a linear combination Si of the elements j
2l(k)
∣∣
Wm
for k ≤ 2m + 1. Replace each of the factors ai(wji) appearing in (51) with Si(wji), and let
Q =
∏r
i=1 Si, which lies in U(P−), and depends only on j
2l(k) for k ≤ 2m+ 1. Clearly the
restriction ofQ to Symd(Wm) agrees with the restriction of µ to Sym
d(Wm), modulo terms
lying in Er−1. The lemma then follows by induction on r. 
As in [LII], we may order the elements j2l(k) ∈ P− as follows: j
2l1(k1) > j
2l2(k2) if
l1 > l2, or l1 = l2 and k1 < k2. Then Lemma 6.6 can be strengthened as follows: M
′ is
spanned by elements of the form j2l1(k1) · · · j
2lr(kr)f(z) with
(52) j2li(ki) ∈ P−, r ≤ d, 0 ≤ ki ≤ 2m+ 1, j
2l1(k1) ≥ · · · ≥ j
2lr(kr).
Up to this point, everythingwe have proven in this section is independent of Conjecture
4.6. Then next lemma is where this assumptionwill enter. We use the notationH(n)O(n)[k],
M[k], and M′[k] to denote the homogeneous components of these spaces of conformal
weight k. As in [LII], we define theWick idealMWick ⊂M to be the subspace spanned by
elements of the form
: a(z)b(z) :, a(z) ∈
⊕
k>0
H(n)O(n)[k], b(z) ∈M.
Despite the choice of terminology, MWick is not a vertex algebra ideal. It is properly
contained in the space C1(M) defined in [LiIII], and in particular it does not contain all
elements of the form L ◦0 b = ∂b for b ∈M.
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Lemma 6.7. LetM be an irreducible, highest-weightH(n)O(n)-submodule ofH(n) with highest-
weight vector f(z). If Conjecture 4.6 holds, any homogeneous element of M of sufficiently high
weight lies in the Wick ideal. In particular,M/MWick is finite-dimensional.
Proof. It suffices to show that M′[k] lies in the Wick ideal for k >> 0, where M′ is the
P-module generated by f(z). As usual, let d be the degree of f(z), and fix m so that
f ∈ Symd(Wm). Recall thatM
′ is spanned by elements of the form j2l1(k1) · · · j
2lr(kr)f(z)
satisfying (52). Fix an element α(z) of this form of weight K >> 0. Since each operator
j2li(ki) has weight 2li + 1 − ki, ki ≤ 2m + 1, and K >> 0, we may assume that l1 >>
1
2
(n2 + 3n). Then the decoupling relation (34) allows us to express j2l1(z) as a normally
ordered polynomial Ql1(z) in the generators
(53) ∂tj2l(z), 0 ≤ l ≤
1
2
(n2 + 3n− 2), t ≥ 0.
We claim that for any weight-homogeneous, normally ordered polynomial Q(z) in the
generators (53) of sufficiently high weight, any element c(z) ∈ M, and any k satisfying
0 ≤ k ≤ 2m + 1, Q(z) ◦k c(z) lies in MWick. Specializing this to the case Q(z) = Ql1(z),
c(z) = j2l2(k2) · · · j
2lr(kr)f(z), and k = k1, proves the lemma.
We may assume without loss of generality that Q(z) =: a(z)b(z) : where a(z) = ∂tj2l(z)
for some 0 ≤ l ≤ 1
2
(n2 + 3n − 2). Then using (6), and suppressing the formal variable z,
we have
(54) Q ◦k c =
(
: ab :
)
◦k c =
∑
r≥0
1
r!
: (∂ra)(b ◦k+r c) : +
∑
r≥0
b ◦k−r−1 (a ◦r c).
Suppose first that b = λ1 for some constant λ. Then Q = λ∂tj2l, and since wt(Q) >> 0,
we have t >> 0. Hence Q◦k = λ(∂
tj2l)◦k = 0 as an operator (since this operator vanishes
whenever t > k). So we may assume without loss of generality that b is not a constant.
We proceed by induction on k. For k = 0, each term appearing in (54) lies in MWick,
so there is nothing to prove. For k > 0, the only terms appearing in (54) that need not
lie inMWick a priori, are those of the form
∑k−1
r=0 b ◦k−r−1 (a ◦r c). However, each of these
terms is weight-homogeneous, and the weight of a ◦r c = ∂
tj2l ◦r c is bounded above by
wt(c) + n2 + 3n+ 1, since ∂tj2l ◦r c = 0 for t > r. So we may still assume that wt(b) >> 0.
By our inductive assumption, all these terms then lie inMWick. 
Corollary 6.8. LetM be an irreducible, highest-weight H(n)O(n)-submodule of H(n). Given a
subset S ⊂M, letMS ⊂M denote the subspace spanned by elements of the form
: ω1(z) · · ·ωt(z)α(z) :, ωj(z) ∈ H(n)
O(n), α(z) ∈ S.
If Conjecture 4.6 holds, there exists a finite set S ⊂M such thatM =MS.
Now we are ready to prove our main result.
Theorem 6.9. Suppose that Conjecture 4.6 holds. Then for any reductive group G of automor-
phisms of H(n) preserving the conformal structure (11),H(n)G is strongly finitely generated.
Proof. By Theorem 6.1, we can find vertex operators f1(z), . . . , fk(z) such that the corre-
sponding polynomials f1, . . . , fk ∈ gr(H(n))
G, together with allGL∞ translates of f1, . . . , fk,
generate the invariant ring gr(H(n))G. As in the proof of Lemma 6.1, we may assume
that each fi(z) lies in an irreducible, highest-weight H(n)
O(n)-module Mi of the form
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L(ν)µ0 ⊗M
ν , where L(ν)µ0 is a trivial, one-dimensional G-module. Furthermore, we may
assume without loss of generality that f1(z), . . . , fk(z) are highest-weight vectors for the
action ofH(n)O(n). Otherwise, we can replace these with the highest-weight vectors in the
corresponding modules.
For eachMi, choose a finite set Si ⊂ Mi such thatMi = (Mi)Si , using Corollary 6.8.
Define
S = {j0(z), j2(z), . . . , jn
2+3n−2(z)} ∪
( k⋃
i=1
Si
)
.
Since {j0(z), j2(z), . . . , jn
2+3n−2(z)} strongly generatesH(n)O(n) (assuming Conjecture 4.6),
and the set
⋃k
i=1Mi strongly generatesH(n)
G, it is immediate that S is a strong, finite gen-
erating set for H(n)G. 
We include one more secondary result in this section, which is independent of Con-
jecture 4.6. Recall that H(n)O(n) is the quotient of Vn by the ideal In, which is generated
by the set {DI,J}, where I, J satisfy (17). We will show that In is finitely generated as a
vertex algebra ideal. Define
Un = (Vn)(2n+2) ∩ In,
which is just the vector space spanned by {DI,J}, where I, J satisfy (17). We have DI,J =
DJ,I , but there are no other linear relations among these elements. It is easy to see that
Un is a module over the Lie algebra P generated by {j
2m(k) = j2m ◦k | k,m ≥ 0}, since
the action P preserves both the filtration degree and the ideal In. Note that P has an
alternative generating set {Ωa,b ◦a+b+1−w | 0 ≤ a ≤ b, a+ b+1−w ≥ 0}, where Ωa,b◦a+b+1−w
is homogeneous of weight w. Recall that gr(Vn) is the polynomial algebra generated by
αik for i = 1, . . . , n and k ≥ 0. The action of P by derivations of degree zero on gr(Vn)
coming from the vertex Poisson algebra structure is independent of n, and is specified
by (19). Using this formula, it is easy to see that the action of P on Un is by “weighted
derivation” in the following sense. Fix I = (i0, . . . , in) and J = (j0, . . . , jn), and letDI,J be
the corresponding element of Un. Given p = Ωa,b◦a+b+1−w ∈ P , we have
(55) p(DI,J) =
n∑
r=0
crDIr,J +
n∑
r=0
drDI,Jr ,
for lists Ir = (i0, . . . , ir−1, ir+w, ir+1, . . . , in) and J
r = (j0, . . . , jr−1, jr+w, jr+1, . . . , jn), and
constants cr, dr. If ir + w appears elsewhere on the list I
r, cr = 0, and if jr + w appears
elsewhere on the list Jr, dr = 0. Otherwise,
(56) cr = ±λa,b,ir ,t, dr = ±λa,b,jr ,t,
where t = a + b + 1 − w, and the signs ± are the signs of the permutations transforming
Ir and Jr into lists in increasing order, as in (17).
Theorem 6.10. In is generated as a vertex algebra ideal by the set of elements DI,J ∈ Un for
which |I|+ |J | ≤ 2n2 + 3n.
Proof. Let I ′n denote the ideal in Vn generated by {DI,J | |I| + |J | ≤ 2n
2 + 3n}. Since Un
generates In, I
′
n is properly contained in In if and only if there exists someDI,J ∈ In \ I
′
n.
Suppose that In \ I
′
n is nonempty, and let DI,J be an element of this form of minimal
weight d, lying in In \ I
′
n.
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Note that elements DI,J satisfying |I| + |J | ≤ 2n
2 + 3n have weight at most 2n2 +
5n + 2. This choice guarantees that all elements DI,J for which the union of I and J is
{0, 1, . . . , n, n + 1, n + 2, . . . , 2n + 1}, must lie in I ′n. We say that DI,J has a hole at some
integer k ≥ 0 if k does not appear in either I or J . Since d = wt(DI,J) > 2n
2 + 5n + 2, it
follows that DI,J has a hole for some k satisfying 0 ≤ k ≤ 2n + 1, and also that there is
some l > 2n + 1 such DI,J does not have a hole at l. Without loss of generality, we may
assume that l appears in I . Let w = l − k, and fix an integer m greater than all entries of
both I and J .
By Lemma 6.5, we can choose an element p ∈ P which is a linear combination of the
operators Ωa,b◦a+b+1−w, for which p(α
i
k) = α
i
l and p(α
i
r) = 0 for all i = 1, . . . , n and all
r 6= k satisfying 0 ≤ r ≤ m. Let I ′ be the list obtained from I by replacing l by k, and
let DI′,J be the corresponding element of Un. Since DI′,J has weight d − w, it lies in I
′
n by
inductive assumption, and we clearly have p(DI′,J) = DI,J . This shows that DI,J lies in
I ′n as well. 
7. APPENDIX
In this Appendix, we present the results of computer calculations that prove Conjecture
4.6 in the cases n = 2 and n = 3. These calculations were done using Kris Thielemann’s
OPE package for Mathematica [T]. For n = 2, define
D60 =: Ω0,0Ω1,1Ω2,2 : − : Ω0,2Ω0,2Ω1,1 : +2 : Ω0,1Ω0,2Ω1,2 : − : Ω0,0Ω1,2Ω1,2 : − : Ω0,1Ω0,1Ω2,2 :,
D40 = −1/30 : Ω0,0Ω1,7 : +3/4 : Ω0,0Ω2,6 : −5/6 : Ω0,1Ω1,6 : −13/15 : Ω0,1Ω2,5 :
+61/30 : Ω0,2Ω1,5 : −1/6 : Ω0,2Ω2,4 : +5/12 : Ω1,1Ω0,6 : −1/4 : Ω1,1Ω2,4 :
−1/10 : Ω1,2Ω0,5 : + : Ω1,2Ω1,4 : + : Ω1,2Ω2,3 : +1/12 : Ω0,4Ω2,2 : −7/6 : Ω1,3Ω2,2 :,
D20 =
149
600
Ω0,10 + ∂
2
(
−
1697
10800
Ω0,8 +
1637
18900
Ω1,7 −
33241
37800
Ω2,6 +
16117
9450
Ω3,5 −
4223
3780
Ω4,4
)
.
A computer calculation shows that the corresponding normally ordered polynomial in
the variables ωa,b is identically zero, so D
6
0 + D
4
0 + D
2
0 lies in Ker(π2), and hence must
coincide with D0. It follows that R0 =
149
600
J10, and in particular is nonzero.
Similarly, in the case n = 3, define
D80 =: Ω0,3Ω0,3Ω1,2Ω1,2 : −2 : Ω0,2Ω0,3Ω1,2Ω1,3 : + : Ω0,2Ω0,2Ω1,3Ω1,3 :
− : Ω0,3Ω0,3Ω1,1Ω2,2 : +2 : Ω0,1Ω0,3Ω1,3Ω2,2 : − : Ω0,0Ω1,3Ω1,3Ω2,2 :
+2 : Ω0,2Ω0,3Ω1,1Ω2,3 : −2 : Ω0,1Ω0,3Ω1,2Ω2,3 : −2 : Ω0,1Ω0,2Ω1,3Ω2,3 :
+2 : Ω0,0Ω1,2Ω1,3Ω2,3 : + : Ω0,1Ω0,1Ω2,3Ω2,3 : − : Ω0,0Ω1,1Ω2,3Ω2,3 :
− : Ω0,2Ω0,2Ω1,1Ω3,3 : +2 : Ω0,1Ω0,2Ω1,2Ω3,3 : − : Ω0,0Ω1,2Ω1,2Ω3,3 :
− : Ω0,1Ω0,1Ω2,2Ω3,3 : + : Ω0,0Ω1,1Ω2,2Ω3,3 :,
D60 = 1/56 : Ω2,10Ω1,1Ω0,0 : −23/42 : Ω3,9Ω1,1Ω0,0 : −1/56 : Ω2,10Ω0,1Ω0,1 : +23/42 : Ω3,9Ω0,1Ω0,1 :
+7/12 : Ω2,9Ω1,2Ω0,0 : +62/105 : Ω3,8Ω1,2Ω0,0 : −7/12 : Ω2,9Ω0,2Ω0,1 : −62/105 : Ω3,8Ω0,2Ω0,1 :
−139/105 : Ω2,8Ω1,3Ω0,0 : +1/15 : Ω37Ω13Ω00 : −7/24 : Ω1,9Ω2,2Ω0,0 : +1/4 : Ω3,7Ω2,2Ω0,0 :
23
+139/105 : Ω2,8Ω0,3Ω0,1 : −1/15 : Ω3,7Ω0,3Ω0,1 : +3/20 : Ω2,8Ω1,2Ω0,1 : −81/70 : Ω3,7Ω1,2Ω0,1 :
+7/24 : Ω1,9Ω0,2Ω0,2 : −1/4 : Ω3,7Ω0,2Ω0,2 : −3/20 : Ω2,8Ω0,2Ω1,1 : +81/70 : Ω3,7Ω0,2Ω1,1 :
+1/21 : Ω1,8Ω2,3Ω0,0 : −2/3 : Ω2,7Ω2,3Ω0,0 : −7/10 : Ω3,6Ω2,3Ω0,0 : +9/35 : Ω2,7Ω1,3Ω0,1 :
+5/6 : Ω3,6Ω1,3Ω0,1 : −3/20 : Ω1,8Ω2,2Ω0,1 : −1/5 : Ω3,6Ω2,2Ω0,1 : −1/21 : Ω1,8Ω0,3Ω0,2 :
+2/3 : Ω2,7Ω0,3Ω0,2 : +7/10 : Ω3,6Ω0,3Ω0,2 : +3/20 : Ω1,8Ω1,2Ω0,2 : +1/5 : Ω3,6Ω1,2Ω0,2 :
−9/35 : Ω2,7Ω0,3Ω1,1 : −5/6 : Ω3,6Ω0,3Ω1,1 : −1/30 : Ω1,7Ω3,3Ω0,0 : +3/4 : Ω2,6Ω3,3Ω0,0 :
+9/10 : Ω1,7Ω2,3Ω0,1 : +1/5 : Ω2,6Ω2,3Ω0,1 : +13/15 : Ω3,5Ω2,3Ω0,1 : −81/70 : Ω1,7Ω1,3Ω0,2 :
+2/5 : Ω2,6Ω1,3Ω0,2 : −61/30 : Ω3,5Ω1,3Ω0,2 : +3/40 : Ω0,8Ω2,2Ω1,1 : −1/2 : Ω3,5Ω2,2Ω1,1 :
+1/30 : Ω1,7Ω0,3Ω0,3 : −3/4 : Ω2,6Ω0,3Ω0,3 : +9/35 : Ω1,7Ω1,2Ω0,3 : −3/5 : Ω2,6Ω1,2Ω0,3 :
+7/6 : Ω3,5Ω1,2Ω0,3 : −3/40 : Ω0,8Ω1,2Ω1,2 : +1/2 : Ω3,5Ω1,2Ω1,2 : −5/6 : Ω1,6Ω3,3Ω0,1 :
−13/15 : Ω2,5Ω3,3Ω0,1 : −3/5 : Ω1,6Ω2,3Ω0,2 : +1/6 : Ω3,4Ω2,3Ω0,2 : −24/35 : Ω0,7Ω2,3Ω1,1 :
+4/5 : Ω2,5Ω2,3Ω1,1 : −1/2 : Ω3,4Ω2,3Ω1,1 : +5/6 : Ω1,6Ω1,3Ω0,3 : +13/15 : Ω2,5Ω1,3Ω0,3 :
+3/5 : Ω1,6Ω2,2Ω0,3 : −1/6 : Ω3,4Ω2,2Ω0,3 : +24/35 : Ω0,7Ω1,3Ω1,2 : −4/5 : Ω2,5Ω1,3Ω1,2 :
+1/2 : Ω3,4Ω1,3Ω1,2 : +61/30 : Ω1,5Ω3,3Ω0,2 : −1/6 : Ω2,4Ω3,3Ω0,2 : +5/12 : Ω3,3Ω0,6Ω1,1 :
−1/4 : Ω2,4Ω3,3Ω1,1 : −61/30 : Ω1,5Ω2,3Ω0,3 : +1/6 : Ω2,4Ω2,3Ω0,3 : −1/10 : Ω3,3Ω0,5Ω1,2 :
+ : Ω3,3Ω1,4Ω1,2 : +1/15 : Ω0,6Ω2,3Ω1,2 : −4/5 : Ω1,5Ω2,3Ω1,2 : +1/12 : Ω3,3Ω2,2Ω0,4 :
−5/12 : Ω0,6Ω1,3Ω1,3 : +1/4 : Ω2,4Ω1,3Ω1,3 : −1/15 : Ω0,6Ω2,2Ω1,3 : +4/5 : Ω1,5Ω2,2Ω1,3 :
−1/6 : Ω3,3Ω2,2Ω1,3 : −1/12 : Ω2,3Ω2,3Ω0,4 : +1/10 : Ω2,3Ω0,5Ω1,3 : − : Ω1,4Ω2,3Ω1,3 :
+1/6 : Ω2,3Ω2,3Ω1,3 :,
D40 =
451
114660
: Ω0,0Ω1,15 : +
6251
102960
: Ω0,0Ω2,14 : +
10261
69300
: Ω0,0Ω3,13 : −
1
140
: Ω0,0Ω6,10 :
+
137
840
: Ω0,0Ω7,9 : +
4849
22050
: Ω0,0Ω8,8 : −
451
114660
: Ω0,1Ω0,15 : +
96
2695
: Ω0,1Ω1,14 :
−
1857
28600
: Ω0,1Ω2,13 : −
467
2475
: Ω0,1Ω3,12 : −
1
560
: Ω0,1Ω5,10 : −
347
1680
: Ω0,1Ω6,9 :
−
643
9800
: Ω0,1Ω7,8 : +
719
15015
: Ω0,2Ω0,14 : +
24929
1201200
: Ω0,2Ω1,13 : +
155
1584
: Ω0,2Ω2,12 :
−
1427
9900
: Ω0,2Ω3,11 : +
203
720
: Ω0,2Ω5,9 : +
209
8400
: Ω0,2Ω6,8 : −
1
10
: Ω0,2Ω7,7 :
+
59
1470
: Ω1,1Ω0,14 : +
811
6300
: Ω1,1Ω2,12 : +
191
1260
: Ω1,1Ω3,11 : +
1
112
: Ω1,1Ω4,10 :
−
23
105
: Ω1,1Ω5,9 : +
5
48
: Ω1,1Ω6,8 : +
1809
9800
: Ω1,1Ω7,7 : −
4271
69300
: Ω0,3Ω0,13 : +
118
4725
: Ω0,3Ω1,12 : +
22669
118800
: Ω0,3Ω2,11 : +
1279
10800
: Ω0,3Ω3,10 : +
257
6300
: Ω0,3Ω5,8 :
+
1537
4200
: Ω0,3Ω6,7 : +
2467
46200
: Ω1,2Ω0,13 : +
2431
25200
: Ω1,2Ω1,12 : +
591
2200
: Ω1,2Ω2,11 :
+
3523
6300
: Ω1,2Ω3,10 : +
5
8
: Ω1,2Ω4,9 : +
2383
8400
: Ω1,2Ω5,8 : +
3
700
: Ω1,2Ω6,7 :
+
7
96
: Ω0,4Ω2,10 : −
367
504
: Ω0,4Ω3,9 : +
1019
18900
: Ω1,3Ω0,12 : −
11
1260
: Ω1,3Ω1,11 :
−
4399
3600
: Ω1,3Ω2,10 : −
5851
7560
: Ω1,3Ω3,9 : −
139
210
: Ω1,3Ω4,8 : −
2447
4200
: Ω1,3Ω5,7 :
24
+
1
6
: Ω1,3Ω6,6 : −
155
2376
: Ω2,2Ω0,12 : −
283
1100
: Ω2,2Ω1,11 : +
271
1080
: Ω2,2Ω3,9 :
+
1
48
: Ω2,2Ω4,8 : +
1
10
: Ω2,2Ω5,7 : +
7
150
: Ω2,2Ω6,6 : −
17
560
: Ω0,5Ω1,10 :
+
83
240
: Ω0,5Ω2,9 : +
799
2100
: Ω0,5Ω3,8 : +
17
56
: Ω1,4Ω1,10 : +
17
16
: Ω1,4Ω2,9 :
+
27
35
: Ω1,4Ω3,8 : −
169
5400
: Ω2,3Ω0,11 : +
1021
3150
: Ω2,3Ω1,10 : −
163
540
: Ω2,3Ω2,9 :
−
2539
2520
: Ω2,3Ω3,8 : −
1
4
: Ω2,3Ω4,7 : −
59
100
: Ω2,3Ω5,6 : +
4691
10080
: Ω0,6Ω1,9 :
−
39899
25200
: Ω0,6Ω2,8 : −
1889
5040
: Ω0,6Ω3,7 : +
1037
1680
: Ω1,5Ω0,10 : −
22
105
: Ω1,5Ω1,9 :
−
1
15
: Ω1,5Ω2,8 : −
1369
4200
: Ω1,5Ω3,7 : −
17
336
: Ω2,4Ω0,10 : −
37
96
: Ω2,4Ω1,9 :
−
13
240
: Ω2,4Ω2,8 : +
419
1680
: Ω2,4Ω3,7 : +
7
400
: Ω3,3Ω0,10 : +
137
1260
: Ω3,3Ω1,9 :
+
3397
5040
: Ω3,3Ω2,8 : +
7
90
: Ω3,3Ω3,7 : +
19
72
: Ω3,3Ω4,6 : +
937
1800
: Ω3,3Ω5,5 :
+
9697
29400
: Ω0,7Ω1,8 : +
37
60
: Ω0,7Ω2,7 : +
301
450
: Ω0,7Ω3,6 : −
967
5040
: Ω1,6Ω0,9 :
−
47
240
: Ω1,6Ω1,8 : +
123
700
: Ω1,6Ω2,7 : +
4
5
: Ω1,6Ω3,6 : −
13
360
: Ω2,5Ω0,9 :
−
4733
8400
: Ω2,5Ω1,8 : −
4
5
: Ω2,5Ω2,7 : +
17
225
: Ω2,5Ω3,6 : +
11
252
: Ω3,4Ω0,9 :
+
27
140
: Ω3,4Ω1,8 : +
163
420
: Ω3,4Ω2,7 : +
59
180
: Ω3,4Ω3,6 : −
1199
2352
: Ω0,8Ω1,7 :
+
11969
16800
: Ω0,8Ω2,6 : −
4399
6300
: Ω0,8Ω3,5 : −
45
196
: Ω1,7Ω1,7 : −
97
175
: Ω1,7Ω2,6 :
−
857
4200
: Ω1,7Ω3,5 : +
1
6
: Ω2,6Ω2,6 : −
103
360
: Ω2,6Ω3,5 : −
127
300
: Ω3,5Ω3,5 :,
D20 = −
2419
705600
Ω0,18 +
2356854113
13722508800
∂2Ω0,16 −
3876250811
34306272000
∂2Ω1,15 +
710040893
4678128000
∂2Ω2,14
−
3598850419
44108064000
∂2Ω3,13 +
50867963
212058000
∂2Ω4,12 +
5617559
75398400
∂2Ω5,11 −
47629609
62832000
∂2Ω6,10
+
12154709537
7916832000
∂2Ω7,9 −
13317559687
15833664000
∂2Ω8,8.
A computer calculation shows thatD80+D
6
0+D
4
0+D
2
0 lies inKer(π3), so it must coincide
with D0. In particular, R0 = −
2419
705600
J18.
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