But this method may break down if the system fails to be definite, as it might be if constraints are added to the least-squares problem or standard conditions on the lover order terms in the elliptic PDE are relaxed. In such a case, Richardson iteration offers a possibly attractive alternative. This iteration method requires knowledge of some set S certain to contain the spectrum of the coefficient matrix of the linear system and this can often be supplied. In addition, it requires knowledge of the polynomial of smallest size on S which has a given degree and takes the value 1 at 0 . If S lies to one side of 0 , then this polynomial is just the Chebyshev polynomial for S (normalized to have value 1 at 0) . But, in the indefinite case, the Chebyshev polynomial will not do.
V
The present report presents a novel characterization of the needed polynomial, an efficient algorithm for its construction and, for the case that S consists of two intervals, a Fortran program based on it for the A'
.~d etermination of the iteration parameters for Richardson iteration.
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Ilia, where Qn is the polynomial of degree n which vanishes at 1/a, ...
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/a and is
I at 0 . This is Richardson's (first order) iteration, with iteration parameters a.. If the spectrum of A is known to lie in some compact set S , then a standard analysis suggests that one should choose the parameters a. so as to minimize 3
Qmax IQ(s)I
n S nss n The resulting polynomial Pn is then the error in the best Chebyshev approximation on S to 1 from {jn , 1t 3 } . If S is an interval not containing the origin (hence A is 3=1 known to be definite), then it is well known that a renormalization of Pn to make the coefficient of tn equal to I gives Tn , the Chebyshev polynomial for the interval S For this case, the three-term recurrence relation for the Chehyshev polynomials may he employed to build up xn without the use of the zeros of Pn . This has the advantaqe that the iterates x i so generated along the way are themselves using Pi " This method is known as the Chebyshev semi-iterative method . This variation requires some more memory (3 vectors rather than 2 are used) and more computation per step (since more vectors are combined per step). The conjugate gradient method is a further variation which, with some Sponsored by the United States Army under Contract No. DAAG29-80-C-0041. The second author was also partially supported by National Science Foundation rrant MCS 77-01408.
'I more work per iteration, removes the dependence on the interval S the mere knowledge that such an interval exists suffices to show that the error produced at the n-th step is of the form Pn e 0 with P. the error in a best approximation to 1 on the spectrum of A itself. 
If th,,re are integers m and k so that I(b) = ks/m , then Q is a polynomial of ieqree m proportional to the Chebyshev polynomial for S . Atlestam further shows that, for any interval pair q, the Chebyshev polynomial is of this form but for a slightly difforent pair of intervals, and this difference goes to zero as the degree goes to infinity. er arguments can be usPed to show that in the same way, for any interval pair backetinq the origin, the best polynomial Pn is of the above form, but for a slightly ]iff, reot irit, rval pair. Thes.' results can he used to obtain sharp asymptotic results on the degree of convergence of the iteration method, but it is not clear how useful the representation is for obtaining the necessary iteration parameters.
In the present paper, we give what we feel is a more useful formulation of the mathematical problem underlying the determination of the parameters; well known results then establish existence and uniqueness of the solution of this problem and characterize it. In particular, we are led to a Remes type algorithm for the determination of Pn whose zeros can then be determined efficiently by the Modified Regula Falsi. For the particular case that S is an interval pair, we present some numerical results to illustrate the nature of the parameters and the convergence rate of the corresponding iteration. In an appendix, we list a Fortran program (written by Frederick Sauer) which produces the iteration parameters when supplied with the two intervals and the desired polynomial degree.
The extremal polynomial
The papers mentioned above all use Chebyshev polynomials in some essential way, so we first note that, in general, the required polynomial Pn is unrelated to the Chebyshev polynomial T n for S . This is seen in the analysis of Atlestam [19771 or, more directly, from the fact shown below that Pn alternates one less time on S than does T n To recall, the Chebyshev polynomial T n for the compact set S is the polynomial of the form t n + n-1 8 tj which is as small as possible on S . In other words, Tn is the 5j=O 3 error in the best approximation on S to tn from {,n-1 tj} . By contrast, we are interested in the polynomial Pn which is the error in the best approximation on S to
we now reformulate this problem as follows. Let X be the linear functional on Sn (:= the polynomials of degree n or less) whose value at p is p(O) . In symbols, 
so equality must hold throughout this relationship. In particular,
This pins down p* uniquely once we know all the tj's Explicitly,
Thus, for n > I p is not just a constant, therefore Theorem 2.15 of Rivlin [1974! shows that the points t I , ..., tn+ I are uniquely determined.
If now 0 lies to one side of [t1'tn+1] , then it follows that p* alternates on tl ... , tn+1 , hence p is necessarily a multiple of the Chebyshev polynomial for
Further, Tp*(t)I > 1 for t not in (t 1 ,tn+ 1 ] . We conclude that in tne case of particular interest to us, namely when 0 is in the convex hull of S , there must be some k for which
This shows our assertion at the beginning of this section that, in general, Pn need on,' alternate on n points in S . Further, for tk < t < tk+ ,
We gather these various facts in the following theorem, for the record.
Theorem I Assume that S is compact and does not contain 0 , and n 1 1. Then (a) X has a unique canonical representation, and aj = l isj t /(t -t ' -5-(b) Correspondingly, X has a unique extremal, and this is given by n+1 t -t. p Z sign(i(0)) 1 £ with
If, in addition, 0 is in the convex hull of S , then
and P*(t) > 1 for tk < t < tk+ 1 , hence tk = max Snl[-,0I and tk+l = min Sr[0,-)
We pointed out earlier that Pn = p*/p*(0) could also be obtained as the error in the Chebyshev approximation to 1 from the subspace {Zn 8 tj} . This subspace forms a Haar 
3
.Ti usaefrsaHa set on S as long as S does not contain 0 . We could therefore have obtained the above characterization from general criteria such as Kolmogorov's criterion, but the derivation would not have been any simpler. We note that, while Pn is in general not (a multiple of) the Chebyshev polynomial for S , it is always a multiple of a Zolotarev polynomial since its alternations over n points characterize it as the error in a best approximation to n n-1 8n t + n t from 72 n n-i n-2
3.
Remes algorithm for the extremal polynomial We begin with a statement of the algorithm. In it, we use the abbreviations
Remes algorithm for the extremal polynomial
S , strictly increasing, and with tk = b, tk+1 = c for some 3 j=1 k t1 c k. tn+2 , and this is not possible for a polynomial of degree n or less
As to the convergence, denote by p the polynomial obtained from p after one iteration, i.e., the polynomial constructed from the sequence Z obtained at step 4 . We claim that 1 < p(t) 1 p(t) for any t in (b,c) and that strict inequality holds here unless t t . The first inequality we already observed earlier (for Pn). As to the second, we have
:3 :3
by construction. This implies that, for h < t < c n+1 it being is straightforward to show that T is continuous. But this says that p is the desired extremal.
4. Efficient computation of the parameters We were led to study this problem by the work of Roloff [1979] where estimates of the parameters are provided. A result of Roloff's states that the zeros of Pn are approximately distributed in S in a proportion which is independent of n . One might hope that this proportion is determined by measure, i.e., a subinterval of S containing 1/10 the length of S contains about 1/10 of the zeros of Pn " We use this to obtain the initial guess (in step 1) for the Remes algorithm but we also note that this approximate distribution of zeros of Pn is not especially good.
Rather, there is also a tendency for the zeros to be distributed equally among the intervals which make up S and the actual distribution resulting from these conflicting tendencies is not easily predicted.
The Lagrange basis for n is especially suited for the efficient and stable n implementation of the Remes algorithm because one can obtain the polynomial p associated with the current point sequence t without any computation, because the basis is well conditioned near the optimal t , and because, in the end, the zeros of Pn= p*/P0
are particularly easily obtained from this form.
For efficiency in evaluating p away from t one should express p as The interior local extrema of p are estimated by paraholc interr,,latistep, the unique extremum x* , say, of the parabola matchina p at t 2 , t' , r .
found, with x -tj or tj+ I depending on the sion of n' . The%,.i ., r , the parabola matching p at tj, tj, and x is ther, takern as the suitable a: ,yr-,.
to the desired local extremum of p . This is a version of the s-:andar tch21oe-, locating local extrema for use in the Remes algorithm; it is sufficientlv ac.ra-fsr quadratic convergence of the algorithm. Note that in our particular situati(::.
need to make a global search for extrema a5 we know exactly where all the extre-r.a r .70i
*I
Once the extremal polynomial p* is found sufficiently accurately, ther :7-fcund by the Modified Regula Falsi. The zeros are already bracketed bv t!-., 7 >, one which is outside the interval [t,,t,+,1 . This one may be to the left >ir-J [tj,tn+1] and may actually be at infinity. We make the transforlr.at on x apply the same method to [xlxnl1l .
Maehly's second method (see Maehly [1963 ) is an alternative methor -.
P n . Its attraction is that it operates directly on the representation -j= (1 -zt) and thus does not need the second phase, the computari' judge this approach to be less efficient overall because of the a le '-w f r the parameters zj of the new polynomial each time t is rerlace Iv t.
involves the solution of n+1 simultaneous equations with a full z,>o e.
have not tried this approach; see Dunham [19661 for some remarks concer !-, -convergence of this method.
Properties of the parameters and convergence rate of the iteration
of particular examples of the extremal polynomials shows that t i, not, io-,.
belono to orthouonal polynomial families anI that to-c art, . it would be quite difficult to obtain accurate and simple approximation formulae for the parameter distribution.
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APPENDIX
We list here a Fortran program, written by Frederick Sauer, which realizes the Reme algorithm, given in Section 3, for the extremal polynomial, for the special case that 8 consists of two (nontrivial) intervals. A more general version which allows for S to consist of finitely many intervals, some or all of which may even be trivial, has also been written by Frederick Sauer who will submit it for publication separately. 
