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ABSTRACT
D2-D8 model admits a numerical solution that corresponds to a cdw and an sdw.
Considering that as the background, we numerically solve the Dirac equation for
probe fermions. From the solution, we obtain the Green’s function and study the
behaviour of the spectral density. In particular, we have studied the formation of
the Fermi surface and where it develops a gap. In addition, we have incorporated
an ionic lattice and study its effect on the Fermi surface.
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1 Introduction
There are certain strongly correlated electron systems, such as, strange metals in high Tc
superconductors and heavy fermion systems [1–3], which admit Fermi surfaces but the
excitations are not long-lived and thus live outside the regime of the Fermi liquid theory.
Techniques of holography [4–7] have been proved to be quite successful in unravelling
various features of such non-Fermi liquids. Especially measurements of Angle Resolved
Photoemission Spectroscopy (ARPES) or Scanning Tunneling Microscopy (STM) can be
compared with holographic spectral functions leading to a test of holographic applica-
tions. Substantial studies of holographic Fermi surfaces have been conducted both in
bottom-up [8–15] and top-down [16–29] approaches (see [30] for a review) over the re-
cent past. These works mostly deal with the homogeneous states respecting translational
invariance, while on the other hand, there exist real materials, whose ground states are
characterised by spontaneously broken translational symmetry and in particular, there are
spatially modulated states featured by charge and spin density waves, such as pseudogap
regime of cuprate superconductors that break translational symmetry and some or all the
symmetries of the underlying lattice [31], which calls for similar studies for such kinds of
systems.
Studies of holographic models, simulating the effect of breaking of translational sym-
metry in homogeneous models appear in a number of works. Gravitational solution with
homogeneity are often inflicted with instabilities leading to spatially inhomogeneous so-
lutions as demonstrated in various models in bottom-up [32–49] as well as in top-down
approach [50–53]. In particular, [41] considered a bottom-up model with two U(1) gauge
fields that leads to a pair density wave with coexistence of a superconducting phase and
a charge density wave. Similar inhomogeneous solutions are also obtained for Einstein-
Maxwell-dilaton model [43], axionic system [44], higher derivative gravity model with
complex scalar and gauge field [47] and a checkerboard solution, which breaks transla-
tion symmetry spontaneously in two directions [45]. In the top-down approach, a D3-D7
model has been found to develop instabilities [52] leading to a charge density and a spin
density waves [53]. Instabilities of a similar D2-D8 model have been analysed in [50, 51]
and found to lead to a combination of spin and charge density waves.
The Fermi surfaces of such spatially modulated solutions obtained from a holographic
perspective, have been analysed and several works have appeared on this score. Periodic
lattices were introduced by considering perturbatively small periodic modulation of the
chemical potential in [54], which was further extended by incorporating the back reaction
on the gravity [55]. These lead to anisotropic Fermi surface as well as a band gap at
the boundary of the Brillouin zone, though the lattice periodicity is introduced manually
and is irrelevant in the infrared. Fermi surfaces have been studied for striped solution
obtained in a bottom-up approach with co-existing charge density wave and supercon-
ducting phases [56]. In addition, they introduced a lattice by periodic modulation of the
chemical potential and studied the Fermi surface. They find when the Fermi surface is
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large enough and cross the Brillouin zone boundary, it develops a gap, which increases as
the strength of the lattice increases.
The aim of the present work is to study the Fermi surface of the spatially modulated
solution obtained in a top-down approach in a D2-D8 model. As mentioned above, in-
stability in a D2-D8 model [50, 51] leads to a combination of charge density and spin
density wave, which was obtained numerically in [57]. As has been shown there that
this solution is thermodynamically stable with respect to the homogeneous solutions and
other instabilities within a domain of the parameter space. We consider the Dirac equa-
tion for a generic probe fermion in this background coupled to the gauge field and using
holographic techniques study the spectral function of the fermionic operator that couples
to the fermion in the gravity theory. In addition to this spontaneous breaking of the
translational symmetry, we have also considered effect of an ionic lattice simulated by
choosing a periodically varying chemical potential. We find that the dual theory admits
Fermi surface once the charge is sufficiently large and as the fermioic charge increases, the
Fermi surface crosses the boundary of the Brillouin zone. At the point where two Fermi
surfaces intersect, a gap develops. In the presence of an ionic lattice, the gap between
the outer and inner parts of the Fermi surface widens. A study of the spectral density
function at the inner part indicates that for sufficiently large value of the strength of the
ionic lattice, the Fermi surface will reduce to a Fermi arc.
We have organised the paper in the following manner. Section 2 consists of a brief
review of the charge and spin density wave solution obtained from the D2-D8 model
in [57]. The third section comprises of a discussion of the Dirac equation and the numerical
techniques employed. In the fourth section we present the results and we will conclude in
the fifth section.
2 D2-D8 model
The model consists of a configuration of a probe D8 brane along with N D2 branes in the
background, which due to instability [51, 52] leads to a spatially modulated solution. In
[57] a numerical solution ensuing from this instability was obtained, which is characterised
by a charge density and a spin density wave and in this section we will review it. If we
consider N to be large and the ‘t Hooft coupling also to be large, gsN >> 1, this gravity
theory is holographically dual to a super Yang-Mills (SYM) theory in (2 + 1) dimensions.
In addition, the dual theory also involves charged fermions that follows from the low
energy degrees of freedom of bi-fundamental strings. In addition, we will also introduce
effect of an underlying lattice by choosing a chemical potential, which is periodic in the
x direction, in which the translational symmetry is explicitly broken.
The ten-dimensional metric and other fields representing the solution associated with
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the N D2 branes are given by [51,52] as follows:
ds2 = L20[r
5/2(−f(r)dt2 + dx2 + dy2) + r−5/2( dr
2
f(r)
+ r2dS26)],
dS26 = dψ
2 + sin2 ψ(dθ21 + sin
2 θ1dφ
2
1) + cos
2 ψ(dξ2 + sin2 ξdθ22 + sin
2 ξ sin2 θ2dφ
2
2).
f(r) = 1− (rT
r
)5, dilaton: eφ = gs(
r
L0
)−5/4,
five-form potential C(5) = c(ψ)L50 dΣ2 ∧ dΣ3
(2.1)
where dΣ2 and dΣ3 are the volume forms on the S
2 and S3 respectively, ψ takes values
from 0 to pi/2, ξ, θ1 and θ2 take values from 0 to pi and φ1 , φ2 take values from 0 to 2pi.
c(ψ) is given by,
c(ψ) =
5
8
(sinψ − 1
6
sin(3ψ)− 1
10
sin 5ψ), (2.2)
L0 is given by L
5
0 = 6pi
2gsNl
5
s and in the following we set L0 = 1.
In this background, there is a probe D8 brane along the directions t, x, y, r, θ1, φ1,
ξ, θ2, φ2. Its position along ψ direction varies over r and x and the function ψ(r, x)
represents the embedding. A magnetic field on S2 given by 2piα′Fθ1φ1 = L
2
0b sin θ1 makes
this configuration stable. There is a gauge field aµ, with µ = (t, x, y, r), which depends
on the radial direction and x and with a choice of a radial gauge one sets ar = 0. One
can consider a constant magnetic field h along the xy direction, 2piα′Fxy = h which we
choose to be zero for present discussion.
The action is given in the following expression,
S = S1 + S2,
= −T8
∫
d9x e−φ
√
−det(gµν + 2piα′Fµν)− T8
2
(2piα′)2
∫
C(5) ∧ F ∧ F, (2.3)
where the first term represents DBI action, while the second one is a Chern-Simons term.
For convenience, we trade u for r where u = rT
r
. We also scale the worldvolume
coordinates xµ = x̂µr
−3/2
T , the gauge field aµ = rT âµ and the parameter b, b̂ = b
√
rT . In
terms of u and the rescaled coordinates, the action reduces to
S = −Nr2T
∫
du dx̂
1
u2
√
D(D1 +D2 +D3)−Nr2T
∫
du dx̂ c(ψ)(â0uâŷx̂ − â0x̂âŷu),
= −Nr2T
∫
dudx̂
1
u2
[
√
D(D1 +D2 +D3) + u
2c(ψ)(â0uâŷx̂ − â0x̂âŷu)],
(2.4)
where in the first and second lines the two terms refer to the DBI action and the Chern-
Simons term respectively and N = 8pi3T8V1,1, V1,1 is the volume of spacetime in t and y
3
direction. D, D1,D2 and D3 are defined as follows:
D = cos6 ψ
(
sin4 ψ +
b̂2
u
)
,
D1 =
1
u5
[1 + u2fψ2u − u4â20u + u4fâ2ŷu + fu4â2x̂u]
D2 =
ψ2x̂
u2
− â
2
0x̂
f
+ â2ŷx̂
D3 = −u2â20uψ2x̂ − u2â20x̂ψ2u + u2fâ2ŷuψ2x̂ − u4â20x̂â2ŷu + u2fâ2ŷx̂ψ2u − u4â20uâ2ŷx̂
+ 2u2â0uâ0x̂ψuψx̂ + 2u
4â0uâ0x̂âŷuâŷx̂ − 2u2fâŷuâŷx̂ψuψx̂,
(2.5)
where ψu =
∂ψ
∂u
, â0x̂ =
∂â0
∂x̂
, etc. Since âx̂ decouples from the rest of the system we have
dropped it.
The equations of motion ensuing from the above action are nonlinear. Nevertheless,
these partial differential equations in x̂ and u can be solved using numerical techniques.
These equations have the following symmetries: x̂ → −x̂, x̂ → L
2
− x̂ and a reflection
symmetry for h = 0.
With a chemical potential µ(x̂), the boundary conditions at the ultraviolet limit, u = 0
are,
ψ(x̂, 0) = ψ∞, ∂uψ(x̂, 0) = mψ,
â0(x̂, 0) = µ(x̂), ây(x, 0) = 0,
(2.6)
mψ represents mass of the fermion, which we have chosen to be non-zero to avoid insta-
bilities arising from tachyons. ψ∞ is the asymptotic value of the field ψ at u→ 0, which
we have chosen to be constant. In order to simulate the effect of a periodic lattice in the x̂
direction, following [56], we have introduced a periodic variation of the chemical potential
µ(x̂) = µ(1 + ai cos px̂), (2.7)
where ai represents the relative strength of the one-dimensional lattice and p represents the
wavevector associated with the lattice. In the present case, we also have an instrinsic wave
vector K = 2pi
L
. In general, they may be different, but once their values are sufficiently
close there will be a commensurate lock-in, which may lead to greater stability. In the
present discussion we have chosen them to equal.
A periodic boundary condition is imposed along x̂ direction, so that ψ, a0 and ay are
periodic along x̂ with periodicity L.
At the asymptotic boundary the zeroeth component of the gauge field can be expanded
as,
a0(x̂, u) = µ(x̂) + d(x̂)u
2 + ..., (2.8)
where d(x̂) represents the charge density function in the boundary field theory [51, 52].
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The average of the charge density over the period is given by
< d >=
1
L
L∫
0
d(x̂) dx̂. (2.9)
while the amplitude is Max(d(x̂)− < d >).
Similarly, ψ has the following expansion
ψ(x̂, u) = ψ∞ +mψu− cψ(x̂)u3 + .... (2.10)
with cψ(x̂) representing the fermion bilinear in the dual field theory [51, 52]. < cψ > and
Max(cψ(x̂)− < cψ >) represents the average and the amplitude of the spin density wave
in the boundary field theory.
As one may observe, the term (∂x̂â0)
2
f
term in D2 diverges at the horizon, since f
vanishes there. so we set
â0(x̂, 1) = 0. (2.11)
to have â a well-defined one-form at the horizon.
In order to numerically solve the partial differential equations following from the action
one can use pseudospectral method [58]. One consider expansion of ψ, a0 and ay along
u and x̂ direction in terms of suitable functions. Along u and x̂ one chooses Chebyshev
polynomial and Fourier series respectively.
ψ =
N1−1∑
m=0
N2−1∑
n=0
ψ[m,n]Tm(2u− 1) cos 2pinx̂
L
,
â0 =
N1−1∑
m=0
N2−1∑
n=0
a0[m,n]Tm(2u− 1) cos 2pinx̂
L
,
ây =
N1−1∑
m=0
N2−1∑
n=0
ay[m,n]Tm(2u− 1) sin 2pinx̂
L
.
(2.12)
The collocation points along x̂ direction are distributed uniformly and the points from
u = 0 to u = 1 form the Gauss-Lobatto grid. The ultraviolet boundary conditions (2.6)
reduces the number of the coefficients. Substitution of these expansions in the equations
of motion and evaluating them at collocation points leads to a set of algebraic equations,
which can be solved using using Newton-Rhapson method. The choice in [57] is N2 = 9
and N1 = 11.
The values for the various parameters are determined as follows. As shown in [51,52],
the asymptotic value of ψ at the boundary u = 0 should be ψ∞ = 0. If at a finite value of
u, ψ(u) vanishes with finite ψ′, self-intersection of D8 brane leads to a conical singularity
leading to tachyonic mode, which can be avoided by choosing non-zero mψ [51]. In [57],
mψ and b are chosen as mψ = 0.5 b = 1.
5
As explained in [57], with this choice of parameters, one can numerically solve the
equations and evaluate the free energy for different values of the chemical potential and
periodicity. For a given value of the chemical potential, the periodicity corresponds to
the minimum of the free energy. Examining the charge density and the spin density these
solutions are found to be characterised by charge density wave and spin density wave.
There is a domain in the parameter space over which these spatially modulated charge
density wave solutions are thermodynamically stable in comparison to a homogeneous
solution.
In what follows, we have set the magnetic field h to be zero and the chemical potential
µ deep inside the region of stability. The periodicity L follows from the minimum of
the free energy. With this solution as the background, we will introduce fermions in the
gravity theory and consider the Dirac equation in the following section. Solving the Dirac
equation numerically we will obtain the spectral density function and study its behaviour.
3 The Dirac Equation
In order to study the spectral functions associated with the fermionic operators in the
dual theory we will begin with the Dirac equation for the fermions in the gravity theory.
The Dirac equation is given by
[Γµ(∇µ − iqaµ)−m]χ = 0, (3.1)
where the gamma matrices are Γµ = e µa Γ
a, the covariant derivatives are given by ∇µχ =
[∂µ +
1
4
(ωµ)abΓ
ab]χ, q is the charge of the fermions, aµ is the background gauge field and
m is the mass of the Dirac fermions. We will drop the hats in what follows to avoid the
cluttering.
The expressions for the vielbeins e µa follows from the background metric and for our
purpose are given by
et¯ =
r
1/4
T u
5/4
√
f
∂t, ex¯ =
r
1/4
T u
5/4√
1 + u3ψ2x
∂x, ey¯ = r
1/4
T u
5/4∂y,
eu¯ = r
1/4
T u
3/4
√
f
√
1 + u3ψ2x
1 + u3ψ2x + u
2fψ2u
[
∂u − u
3ψxψu
1 + u3ψ2x
∂x
]
,
(3.2)
where we have used t¯, x¯, y¯, u¯ for the tangent space coordinates, ψu =
∂ψ
∂u
, ψx =
∂ψ
∂x
.
The gamma matrices are chosen following [54], and are written in terms of the Pauli
spin matrices as, Γt¯ =
(
iσ1 0
0 iσ1
)
, Γx¯ =
( −σ2 0
0 σ2
)
, Γy¯ =
(
0 −iσ2
iσ2 0
)
, Γu¯ =( −σ3 0
0 −σ3
)
.
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The spin connection (ωµ)ab can be absorbed by making the following redefinition of
the spinors
χ =
r
3/8
T u
5/8
(1 + u3ψ2x)
1/4
(
Ψ1
Ψ2
)
, (3.3)
where Ψα, α = 1, 2 is a two-component spinor. Since the background is spatially modu-
lated in the x direction with a period fixed by Umklapp wavevector K = 2pi
L
, the momen-
tum modes that differ by a lattice vector are not independent. In accordance with the
Bloch Theorem, we consider the following expansion,
Ψα =
∫
dωdkxdky
2pi
∑
l∈Z
F (l)α (u, ω, kx, ky)e−iωt+i(kx+lK)x+ikyy, α = 1, 2. (3.4)
Here l refers to the different momentum level and kx is restricted to the first Brillouin
zone. We write
Fα(u, x, ω, ky) =
∑
l∈Z
F (l)α (u, ω, kx, ky)eilKx, (3.5)
where Fα satisfy
Fα(u, x, ω, ky) = Fα(u, x+ 2pi
K
, ω, ky) (3.6)
Since Ψα is a two component spinor, we further split Fα(u, x) as
Fα(u, x) =
( Aα(u, x)
Bα(u, x)
)
, α = 1, 2. (3.7)
With these splitting, the Dirac equation can be written as,
∂u
( A1
B1
)
−
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(ω + qa0)
( B1
−A1
)
− u
3ψxψu
1 + u3ψ2x
(∂x + ikx)
( A1
B1
)
−i
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(∂x + ikx)
( B1
A1
)
+
m˜
u3/4
√
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
( A1
−B1
)
+i
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(ky − qay)
( B2
A2
)
= 0,
∂u
( A2
B2
)
−
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(ω + qat)
( B2
−A2
)
− u
3ψxψu
1 + u3ψ2x
(∂x + ikx)
( A2
B2
)
+i
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(∂x + ikx)
( B2
A2
)
+
m˜
u3/4
√
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
( A2
−B2
)
−i
√
u
f
√
1 + u3ψ2x + u
2fψ2u
1 + u3ψ2x
(ky − qay)
( B1
A1
)
= 0.
(3.8)
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The momentum mode expansion of the different functions Aα and Bα are given by
Aα =
∑
l∈Z
A(l)α eilKx, Bα =
∑
l∈Z
B(l)α eilKx, (3.9)
The boundary condition for solving these first order linear differential equations can
be obtained from the near horizon limit u→ 1. After substituting the expressions for the
background metric and gauge fields and choosing the near horizon limit one finds that the
different momentum modes are satisfying the following conditions in the leading order,
A(l)α ∼ (1− u)±
iω
5 a
(l)
α0, B(l)α ∼ (1− u)±
iω
5 b
(l)
α0. (3.10)
We have chosen the minus sign and impose the in-falling boundary conditions [59] as that
is the correct choice for holographic computation of retarded Green’s function of the dual
theory living at the boundary. Furthermore, the equations at the near horizon limit also
implies
b
(l)
α0 = −ia(l)α0. (3.11)
In the asymptotic limit near the boundary of the AdS space u→ 0 the Dirac equations
(3.8) reduces to up to the leading order,
∂u
( Aα
Bα
)
+ m˜u−3/4
( Aα
−Bα
)
= 0, (3.12)
which implies the asymptotic behaviour of the fermions are given by
Fα =
( Aα
Bα
)
∼ aαe4m˜u1/4
(
1
0
)
+ bαe
−4m˜u1/4
(
0
1
)
. (3.13)
This asymptotic behaviour in terms of the momentum level function becomes
F (l)α =
(
A(l)α
B(l)α
)
∼ a(l)α e4m˜u
1/4
(
1
0
)
+ b(l)α e
−4m˜u1/4
(
0
1
)
. (3.14)
The retarded Green’s function can be obtained from the relation between a
(l)
α and b
(l)
α as
a(l)α (ω, kx, ky) =
∑
α′,l′
GRα,l;α′,l′(ω, kx, ky)b
(l′)
α′ (ω, kx, ky), (3.15)
The Green’s function is considered in the momentum basis as in the experiments such as
ARPES, the photoelectrons are in the definite states of momentum. Following [56] we
assume that the dominant response will be in the diagonal momentum channel, though
there will be a mixing with other momentum modes. With this assumption the spectral
density function can be written as
A(ω, kx, ky) =
∑
l∈Z
Im(Tr(GRα,l;α′,l(ω, kx, ky))), (3.16)
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where −K
2
≤ kx ≤ K2 is chosen to be within the first Brillouin zone and l denotes the
momentum level or Brillouin zone.
In order to compute the Green’s function, we will follow the method explained in [54].
We denote the boundary conditions to be (α, l) by imposing in-falling boundary condition
on the spinor component Ψ
(l)
α and setting all other spinor components to be zero. We will
write the solution for a
(l)
α with (β, k) boundary condition as a(α, l; β, k) and in this notation
the expression for Green’s function (3.15) can be written as
a(α, l; β, k) =
∑
α′,l′
GR(α, l;α′, l′)b(α′, l′; β, k). (3.17)
Writing a(α, l; β, k) and b(α′, l′; β, k) as matrices a and b, the relation becomes
a = GR.b, GR = a.b−1 (3.18)
Then the spectral weight follows from the Green’s function GR.
We would like to study the spectral function for the background obtained for D2-D8
intersecting brane system, discussed in the last section. In particular, we are interested in
the fermionic response of the charge density and spin density wave background, which was
derived in [57]. Since we do not have an analytic solution for that we will employ a nu-
merical procedure to solve the Dirac equations for different in-falling boundary conditions
and from that we will get the spectral density function in the next section.
Ideally one should go for the fermions in the gravity theory, that describes the D2-D8
brane system. In the present work, however we will consider the generic fermions in this
background as that we will give us more flexibility. In order to keep the analysis simple
we will further restrict ourselves, to the case of massless fermions. We will consider the
fermions in the probe limit and will not consider the back reaction on the gravity.
4 Results
In this section we will consider the spectral function obtained for various parameters in
order to study the Fermi surface. At zero temperature, the Fermi surface appears as a
pole of spectral density function. In the present case, we will assume that the Fermi
surface will reveal itself through peaks of the spectral density function [27].
Following [27] we assume the plot of the spectral density function vs. momentum at
ω → 0 will show a peak at around that value of the momentum k0, which corresponds
to a Fermi surface. The width of the peak should be of the order of the temperature or
less. And finally, at that value of the momentum k = k0, plotting spectral density vs.
frequency ω will show a peak near ω = 0.
With the above criteria, we study the existence and the features of the Fermi surface in
the charge and spin density wave solution that we obtained in the present case of D2-D8
brane. We will begin with the solution in absence of any lattice. Due to spontaneous
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breakdown of the translational symmetry the solutions are characterised with a natural
length scale associated with the periodicity of the charge density wave. Given a chemical
potential, the free energy of the solution varies with the periodicity and the latter is
determined by the minimum of the free energy. In the present case, we have chosen the
value of the chemical potential to be µ = 1.6445, which is deep inside the region of stability
of the charge density wave [57]. The value of the period, at that chemical potential for
ai = 0, it turns out to be L = 0.3725, implying the Bloch wave vector is given by
K = 16.8676. So the first Brilluoin zone lies between ±8.331. We have also considered
non-zero values of the strength of the lattice and keeping the chemical potential same the
periodicity turns out to be L = 0.3155 for ai = 0.2.
To begin with we consider how the Fermi surface depends on the charges of the
fermions. We choose a specific value of kx to be kx = 0, a small value of the frequency
ω to be ω = .001 and plotted the spectral function A vs. ky for five different values of
charges. The plots are given in the Figure.1(a) in absence of the ionic lattice (ai = 0) and
in the Figure.1(b) in presence of the ionic lattice (ai = 0.2).
As one can see from the figures, with the increase of the fermionic charge the peaks are
getting higher and sharper. This is a general feature of the holographic fermions which
holds here as well. With charge q sufficiently less, the peak will become quite shallow and
broad indicating absence of the Fermi surface. As the charge increases, position of the
peak in ky moves to the right, in the positive direction. Since kx = 0 it can be associated
with the fact that the size of the Fermi circle gets bigger with the increasing charges.
8 9 10 11
ky
5000
10000
15000
20000
25000
30000
A
(a)
7 8 9 10
ky
5000
10000
15000
20000
25000
30000
A
(b)
Figure 1: Plot of spectral function A vs. ky with kx = 0. The peak shifts from right to
left with decreasing charges. We have plotted for q=9 (blue), 8.5 (red), 8 (magenta), 7.5
(brown), 7 (green). (a) ai = 0 (b) ai=0.2. The height of the plot for q = 9 is truncated
so as to get all the peaks visible in the figure.
One important topic of interest of the present work is to examine the existence and
behaviour of the Fermi surface. We will begin with the model in absence of the ionic
lattice. As mentioned earlier, in the present case, we have chosen the value of the chemical
potential so as to have the solution deep inside the stability zone. That, in turn determine
the periodicity from the minima of the free energy, which determines the size of the
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Brillouin zone. For the given periodicity we have chosen the fermionic charge to be q = 9
so that the Fermi surface occurs near the boundary of the Brillouin zone. We have given
a density plot in the Figure.2, where we have plotted the spectral function vs. kx and
ky. Since the height of the peaks varies considerably over the region we have given a
logarithmic plot of the spectral function. We have numerically computed the values for
the first Brillouin zone − pi
K
≤ kx ≤ piK and extended it periodically over kx.
As one can observe that the Fermi surface consists of intersecting circles with a small
eccentricity. At the edge of the Brillouin zone, due to eigenvalue repulsion of degenerate
eigenvalues, it opens up a gap in the spectral density. A careful observation would reveal
small gaps at the points where the circles intersect as a consequence of the broken trans-
lational invariance. The density plot also shows a circle around the origin deep inside
the Brillouin zone. With the charge q = 9, the height and sharpness of the associated
peaks do not qualify to be a Fermi surface. However, with increasing charge it will lead
to another Fermi surface. Such nested Fermi surface has been shown in [25].
Since the gaps are not very pronounced in the density plot given in the Figure.2, we
have plotted the spectral function vs. ky at the boundary of the Brillouin zone at kx =
pi
L
in the Figure.3. In order to see the variation of the gap we have computed them for several
values of charges as shown in the Figure.3. For higher values of the fermionic charges at
the boundary, it shows two adjacent peaks in the value of A with a small valley in between
them. As the charge decreases, the heights of the two adjacent peaks decreases and the
depth of the intermediate region becoming swallow and thus blurring the gap.
Next we have turned on the ionic lattice and numerically computed the spectral func-
tion, which has been given in a density plot in the Figure.4. We have chosen q = 9
once again, and set the strength of the ionic lattice to be ai = 0.2. Once again we have
obtained intersecting circular Fermi surfaces, which intersects near the boundary of the
Brillouin zone. But this time the gaps are wider and It shows small elliptical shapes near
the boundary of the Brillouin zone, which we may call inner Fermi surface, separated
from the outer boundary of the Fermi surface. The gap increases with increasing strength
of the ionic lattice, making the inner Fermi surface smaller. We have further plotted the
spectral function A vs. kx at ky = 0 in the Figure.5 for increasing values of the strength
of the ionic lattice from 0 to 0.2. We have chosen ky = 0 as it corresponds to substantial
peak associated with the inner Fermi surface. One can observe, the height of the spectral
function is decreasing with the increasing strength of ionic lattice. This indicates, for a
sufficiently large value of ai, the strength of the ionic lattice, the inner Fermi surface will
disappear leading to a Fermi arc. Such feature has also been found in the context of a
bottom-up model, as reported in [60].
In order to study the behaviour of the spectral function with variation of the frequency,
we have plotted A vs. ω in the Figure.6. The Figure.6(a) and 6(b) correspond to the
plots of spectral function outside and inside the Fermi surface near the boundary. As one
can see the peak in A lies at ω ≥ 0 and ω ≤ 0, respectively, while exactly at the Fermi
surface position of the peak coincides with ω = 0, as expected from the criterion of the
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Figure 2: Density Plot of spectral function A over (kx, ky)-plane in absence of ionic lattice.
Fermi surface. Figure.6(c) describes the behaviour of the spectral function deep inside
the Brillouin zone and far from the Fermi surface. Figure.6(d) is plotted at the boundary
of the Brillouin zone on the Fermi surface.
The structure of the plots in all the cases are quite similar qualitatively. It involves two
high peaks, whose position depends on the momentum components, (kx, ky). The peak
coincides with ω = 0 at the Fermi momentum. These pairs of peaks are accompanied
by a velley and a hump like structure on its right hand side. As the Fermi momentum
moves away from the Fermi surface, the valley gets flatter and almost vanishes for zero
momentum. The gap between the pair of the peaks also varies with the variation of the
momentum.
5 Discussion
In this work we have considered fermionic response of a spatially modulated solution
obtained in a top-down approach. Intersecting D2-D8 brane system develops instability
and for a particular region of the parameter space leads to a solution which consists of
a cdw and an sdw. We set the chemical potential to be inside the region of stability
and consider that gravitational solution as the background. On top of this solution where
translational symmetry is spontaneous broken we have also considered simulating an ionic
lattice by introducing periodicity in the chemical potential by hand, which leads to an ex-
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Figure 3: Plot of spectral function A vs. ky with kx =
pi
L
at the boundary of the Brillouin
zone in absence of ionic lattice with different fermionic charges. q = 8.7 (blue), 8.5 (red),
8.2 (magenta), 8 (brown), 7.7 (Green). The height of some of the plots are truncated so
as to get all the peaks visible in the figure.
plicit breaking of translation symmetry. In this background we introduce generic fermions
and numerical solve the Dirac equations. From the asymptotic behaviour of the solutions,
we obtain the spectral density associated with the fermionic operators in the dual theory
living in the boundary.
In order to study the Fermi surfaces we look for appropriate peak of spectral density
function. Due to spontaneous breaking of the translational symmetry, the background
solutions are characterised with a periodicity determined by the minimum of the free
energy, which in turn depsends on the chemical potential. We find as the fermionic charge
increases, the height of the peak increases. It shows once the fermionic charge is large
enough the Fermi surface materializes. In the present model, plotting the spectral density
over momentum plane we obtain the Fermi surface to be a series of circles distributed
over the Brillouin zones. As the charge increases further, the circular surfaces get bigger,
crosses the boundary of the Brillouin zone and intersects. We find at the points of the
intersections, they develop a gap and the Fermi surface gets separated into an inner Fermi
surface and a outer Fermi surface. In presence of the ionic lattice, the gap becomes more
pronounced leading to a wider separation. The height of the spectral density plot is also
keep on diminishing with the increasing strength of the ionic lattice. This indicates that
for a larger value of the strength of the ionic lattice, the inner Fermi surface will disappear
reducing the Fermi surface to Fermi arcs. We have also studied the dependence of the
spectral density on the frequency, which are in general characterised by a pair of peaks
with a hump like structure separated by a valley-like region.
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Figure 4: Density Plot of spectral function A over (kx, ky)-plane in presence of the ionic
lattice with ai = 0.2.
Similar study of Fermi surfaces for a charge density model has appeared in the bottom-
up approach [42]. They also obtained similar behaviour of Fermi surfaces suggesting these
are generic rather than model dependent features of the charge density wave solutions. In
particular, the Fermi arc has been obtained for a larger value of the strength of the ionic
lattice in a bottom-up approach [60]. Their study [42] has also reported a peak-dip-hump
structure for the plot of the spectral density against the frequency for some region of the
momentum space. Such plots in the present model, though similar, show a shallow valley
like region rather than a sharp dip.
A natural extension of the present work is to consider the fermionic part of the D2-D8
intersecting brane model and examine the behaviours of the fermions that follows from
there. Being a top-down approach it is possible to explicitly consider the exact field theory
model dual to it living on the boundary. It will be quite interesting to understand these
features in a field theory set-up in the dual model. It will shed light on the formation
of the Fermi surfaces and how it reduces to a Fermi arc from the perspective of a field
theoretic understanding. The behaviour of the spectral density function with the variation
of the frequency also merits a field theoretic study. In fact, a similar study of the spectral
functions of the CDW phonons in the case of a CDW superconductor [61] shows quite a
similar structure.
We can also extend the analysis for the Majorana fermions. Supergravity models
14
6 8 10 12
kx
200
400
600
800
A
Figure 5: Plot of spectral function A vs. kx with ky = 0 with different strengths of ionic
lattices ai = 0 (blue), 0.1 (red), 0.2 (brown).
often introduce Pauli coupling, which in holographic models introduces gaps in the Fermi
surface. It may be interesting to study the implications of the Pauli couplings in the
present model and how it modifies the Fermi surface. Lastly, it may be mentioned that
the spatially modulated solution that we have considered here is obtained in a probe
approximation. One can obtain the full solution by considering the gravitational back
reaction, which may provide a more complete picture of the Fermi surface in the present
context.
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