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DETECCIÓN AUTOMÁTICA DE ANOMALÍAS EN PATRULLAJE ROBOTIZADO 
RESUMEN 
Introducción 
El objetivo de este proyecto es la utilización de sistemas robóticos de vigilancia para la 
detección de anomalías en patrullaje.  La utilización de robots autónomos constituye un paso 
más en los sistemas de seguridad. Una correcta programación del recorrido permite su 
realización en tiempo óptimo a la vez que se reducen al máximo los puntos sin explorar.  
En concreto, de entre todas las anomalías posibles, este proyecto busca detectar anomalías 
sonoras durante la patrulla de vigilancia de un robot en nodos concretos del recorrido. 
 
Figura 1: Nodos de vigilancia en una instalación. 
 
El robot deberá recorrer los distintos nodos en busca de anomalías características de cada 
localización. 
La detección de anomalías se realiza habitualmente en sistemas de vigilancia visuales, de 
tipo infrarrojas o del espectro visible; mediante observación continua o detección de 
movimiento. La utilización de sonidos es menos frecuente y de aplicación limitada a lugares 
donde habitualmente hay un silencio total. La  relevancia  del  proyecto realizado reside en 
la búsqueda de la detección de anomalías sonoras mediante un estudio de diferencias en el 
sonido relevantes, yendo más allá del análisis de incrementos en la potencia sonora. 
La detección de sonidos con una evaluación inteligente permite decidir a cada momento qué 
sonidos son esperables en un entorno y cuáles presentan anomalías. El interés de este 
método es doble pues no sólo hay anomalías no detectables por métodos visuales sino que 
además estos métodos generan una gran cantidad de información que suele ser filtrada de 
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forma natural por humanos. Por esta razón se hace necesario un método de identificación 
autónomo. 
Un caso representativo son las posibles fugas de aceites o gases peligrosos. El uso de 
detectores de fuga ultrasónicos está cada vez más extendido ya que presenta numerosas 
ventajas frente a las limitaciones de sensores infrarrojos que pueden perder eficacia ante 
agentes externos [1]. Estos sistemas ultrasónicos no son exactamente lo mismo, pero ilustra 
la importancia de los avances en la detección de anomalías mediante diversas técnicas. 
El objetivo por tanto del proyecto reside en el tratamiento de información sonora, mediante 
extracción de las características y uso de herramientas de clasificación. Asimismo, se busca 
la integración de la herramienta en una flota de robots de vigilancia, por lo que ha sido 
imperativo integrar la herramienta en la arquitectura de los robots utilizando ROS (Robot 
Operating System) que es la arquitectura usada por éstos. 
Conceptos teóricos involucrados en el proyecto 
El campo de la detección de sonidos está muy ligado al de reconocimiento de la voz de 
quien se nutre principalmente a la hora de elegir los principales métodos de extracción de 
las características del sonido; sin embargo, presentan diferencias a la hora del análisis tanto 
en la duración de los fragmentos como en el resultado de la clasificación. 
En este proyecto se extraen un total de 25 características sonoras con la intención de 
obtener características sonoras como lo haría un oído humano. Son en su mayoría los 
Coeficientes Cepstrales en las Frecuencias Mel (MFCC) o sus derivadas, las energías del 
banco de filtros de la escala Mel. Los MFCC constituyen una representación de la potencia 
del espectro del sonido.  Otras características extraídas son el Zero Crossing Rate (ZCR) 
que mide el cambio de signo de una señal y es muy eficiente en la distinción de sonidos 
ambientes donde es mucho más cambiante que ante presencia de voz; así como la energía 
de corto periodo que evalúa la variación de energía en periodos menores a la duración total 
del sonido. 
Para llevar a cabo la detección de anomalías se utilizan clasificadores de tipo evolutivo y 
organizativo. En total se utilizan 3 árboles de decisión, 5 máquinas de soporte vectorial, 4 
algoritmos de clustering de los k-vecinos más próximos y 2 clasificadores de conjunto: 
subespacios KNN y árboles de decisión con técnicas bagging; además de 6 redes 
neuronales 3 de tipo ajuste, 2 de tipo series de tiempo y 1 de reconocimiento de patrones. El 
conjunto de los primeros clasificadores se denominará a partir de ahora clasificadores 
genéricos para distinguirlos de los clasificadores tipo red neuronal. Esta distinción es a 
veces necesaria debido a las diferencias en la ejecución de algoritmos y la variabilidad de 
los resultados. 
La detección de una anomalía se realiza mediante el uso de clasificadores que han sido 
previamente entrenados. El proceso de entrenamiento se describe en el apartado de 
metodología. Una vez entrenados los clasificadores, el sistema recoge muestras sonoras en 
los puntos de vigilancia, extrae las 25 características y las introduce en el clasificador. La 
respuesta del clasificador indica si se trata de una situación normal o de una anomalía. En 
caso de detectar la anomalía envía el sonido al operario, quien confirma tal hecho. De este 
modo, el algoritmo de clasificación puede aprender de la nueva muestra, introduciéndola en 
su banco de datos para realizar un nuevo ajuste o aprendizaje. 
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Herramientas de desarrollo 
La fase de grabación sonora, extracción de características y entrenamiento o aprendizaje de 
los clasificadores de ha realizado en Matlab, ya que permite un rápido prototipado. 
También se ha desarrollado una interfaz de usuario para permitir la confirmación de las 
posibles detecciones correspondientes a falsos positivos. 
Esta herramienta ha sido encapsulada en un nodo de ROS (Robot Operating System) que 
permite la comunicación con el resto de elementos del robot de vigilancia. 
El robot realiza el envío de su posición codificada en forma de localizadores al entorno de 
Matlab. La herramienta, de acuerdo con la localización recibida, realiza las labores de 
aprendizaje o vigilancia con los clasificadores correspondientes al lugar vigilado en ese 
momento. 
Metodología 
Toda la herramienta de clasificación se fundamenta en dos funciones complementarias.  
 
Figura 2: Resumen herramienta de detección de anomalías. 
En un primer recorrido, el robot debe realizar el aprendizaje de los niveles sonoros 
habituales en cada localización o nodo señalado en su ruta. Una vez ha tomado las 
muestras sonoras y ha extraído las características asumiendo el sonido grabado como 
normal comienza el proceso de aprendizaje del clasificador. Para considerar ruidos 
anómalos se ha mezclado artificialmente el sonido ambiente con varias fuentes de ruido 
previamente almacenadas como el sonido de una explosión, una señal de alarma o armas 
de fuego. 
Una vez realizado el aprendizaje con los 20 clasificadores se selecciona el de mayor 
rendimiento para el ruido ambiente de cada localización. 
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Durante la fase de vigilancia, se procede a la grabación del sonido ambiente en la 
localización a evaluar. Se extraen las características sonoras y se ejecuta el clasificador 
aprendido para determinar si el sonido corresponde a un caso normal o a una anomalía. 
Finalmente, si al detectar una anomalía el operario así lo solicita, se aprende con la nueva 
muestra; generando un nuevo clasificador para esa localización. 
Es destacable el uso de métodos de validación del entrenamiento ya que la elección de un 
clasificador se basa en que posea el máximo grado de eficiencia posible. Los grados de 
eficiencia pueden ser comparados con el objeto de relacionar los ambientes con los 
clasificadores que resultan más adecuados, eliminando los de peor rendimiento. 
Para la comunicación con el robot que implementa el detector de anomalías se ha creado un 
nodo en ROS. La comunicación se lleva a cabo enviando el nombre del localizador donde se 
encuentra el robot así como la distancia a su núcleo, mediante un mensaje enviado a través 
de un tópico. 
Se necesita conocer en todo momento la posición del robot respecto a los puntos de control 
para aplicar la herramienta de detección cuando sea necesario, por lo que el nodo debe ser 
ejecutado en Matlab. 
Con objeto de verificar de una forma más cómoda la integración de la herramienta en el 
robot se ha hecho uso de un simulador, que permite verificar la correcta comunicación y  los 
diagramas de flujo que definen el funcionamiento deseado del sistema. 
 
Figura 3: Resumen comunicación ROS – Matlab. 
Resultados 
Para la evaluación de la calidad de sistemas de detección de anomalías se han 
seleccionado tres escenarios o entornos diferentes, en los que predominan diversos niveles 
y tipos de sonido ambiente. En concreto los casos evaluados han sido: silencio, música y 
conversación. La evaluación de anomalías se ha realizado con estos tres sonidos más una 
palmada, una señal de alarma, una explosión y dos armas de fuego. 
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Las pruebas con sonido ambiente son extremadamente satisfactorias, con un 100% de tasa 
de acierto. Las pruebas con música de fondo también detectan el 100% de anomalías 
entrenadas; sin embargo este caso es más estricto y en el caso de probar con distintas 
conversaciones o al alejar sustancialmente la fuente de sonido de las armas de fuego pierde 
efectividad, ya que al igual que ocurre en la realidad, las anomalías tipo arma de fuego 
deben tener una intensidad sustancialmente mayor al sonido ambiente. Las pruebas con 
sonido ambiente de conversación obtienen la misma tasa de acierto del 100%.  
Es destacable la detección de música como anomalía en los casos pertinentes, entorno 
silencioso y de conversación, sin necesidad de entrenar el clasificador ante este suceso. Se 
subraya el hecho de que cuantos más casos de anomalía se utilicen para entrenar los 
clasificadores en la fase de aprendizaje, más robusta será la herramienta. 
Durante la realización de las pruebas no se ha dado el caso de falsos positivos; aunque el 
sistema está preparado para el reaprendizaje en el momento que ocurra. 
Por otro lado, un problema encontrado durante la realización de los experimentos ha sido la 
duración de los fragmentos en la fase de vigilancia. Un análisis de 5 fragmentos de 1s no 
permitió detectar gran parte de las anomalías de corta duración como el disparo, por la 
dificultad de realizar la grabación en el momento preciso. La solución elegida realiza un 
análisis de 5s cumpliendo un compromiso entre duración y probabilidad de detección. 
Finalmente, se analizan los clasificadores seleccionados en cada localización, con objeto de 
tener información de cuales son más útiles y cuáles menos para cada tipo de entorno. 
Los clasificadores generales tienen un gasto computacional considerablemente menor y la 
precisión no difiere mucho del uso de redes neuronales. Si bien es cierto que estas son 
siempre las que valores más altos de rendimiento presentan. 
El análisis del uso de los clasificadores ha permitido reducir el número de éstos de 14 
clasificadores generales a 6 y de 6 redes neuronales a 3. Disminuyendo de un total de 20 
clasificadores a 9. 
Conclusiones y futuros desarrollos 
La herramienta busca la detección de anomalías en diversos entornos, adaptándose a cada 
medio con la única acción de aprender el sonido normal del lugar y sus principales casos de 
anomalías. 
Se ha logrado una tasa de detección de anomalías muy satisfactoria aunque el sistema 
requiere de ciertas mejoras. La velocidad del módulo de identificación de anomalías será 
mayor cuando se implemente directamente en el propio robot y no a través de Matlab, que 
ha servido para el prototipado rápido. Asimismo, sería de interés la integración de la interfaz 
realizada en Matlab con la interfaz de supervisión del robot; simplificando la comunicación 
con el operario.  
El siguiente paso de la herramienta sería su ampliación al uso de varios micrófonos para 
determinar el foco del sonido permitiendo al operario al que se le informa de la anomalía una 
actuación más eficaz y precisa. Además sería interesante ampliar el sistema a una escucha 
continua durante el movimiento, aunque esto requiere de hardware específico. 
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1. INTRODUCCIÓN 
 
1.1. Marco y motivación 
 
La vigilancia consiste en la observación sistemática sobre un medio para actuar ante 
comportamientos no deseados. Las tareas de vigilancia comenzaron con supervisores 
humanos que realizaban un recorrido reuniendo información del entorno. A medida que se 
fue implantando la telefonía, fue aumentando la eficiencia permitiendo la comunicación a 
tiempo real entre varios vigilantes o entre el vigilante y la base de control. Sin embargo, la 
verdadera revolución llegó con el desarrollo de las videocámaras. 
La detección de anomalías se  realiza habitualmente en sistemas de vigilancia visuales, de 
tipo infrarrojas o del espectro visible; mediante observación continua o detección de 
movimiento.  
Estos sistemas no sólo permiten a una sola persona observar distintos emplazamientos en 
paralelo desde un punto de control formado por distintas pantallas; además almacenan toda 
la información generada de forma que permiten su posterior evaluación en caso de ser 
necesario. No obstante, el principal problema del uso de cámaras de seguridad reside 
precisamente en el análisis y evaluación de todos los datos almacenados para seleccionar 
exclusivamente la información relevante. Además, se debe tener en cuenta que toda la 
información será únicamente referente al campo de visión de cada cámara. 
La utilización de robots autónomos es un paso más en la evolución de los sistemas de 
vigilancia. Una correcta programación del recorrido permite realizarlo en un tiempo óptimo a 
la vez que se reducen al máximo los puntos sin explorar. El método de detección 
implementado sobre un robot autónomo permite la utilización de cámaras así como 
micrófonos con configuraciones particulares para cada localización explorada. 
En este caso se ha decidido utilizar la detección de sonidos como herramienta de vigilancia. 
La utilización de sonidos como característica observada en el campo de la seguridad es muy 
escasa y de aplicación limitada a lugares donde habitualmente hay un silencio total. La  
relevancia  del  proyecto realizado reside en la búsqueda de la detección de anomalías 
sonoras mediante un estudio de diferencias en el sonido relevantes, yendo más allá del 
análisis de incrementos en la potencia sonora. 
La intención de este proyecto es la detección de anomalías sonoras durante el patrullaje, 
implementando un sistema de clasificación y análisis que permita reducir considerablemente 
el número de datos a analizar por seres humanos. Esta herramienta integrada con 
algoritmos de comunicación con flotas de robots constituye un sistema de seguridad 
alternativo que pretende resolver las necesidades de seguridad desde un nuevo enfoque a 
la vez que permite paliar las principales carencias de los sistemas habituales. 
La detección de sonidos con una evaluación inteligente permite decidir en el momento qué 
sonidos son esperables de un entorno determinado correspondiendo a la normalidad y 
cuáles merecen una especial atención, siendo en este caso responsabilidad del operario en 
última instancia verificar si en efecto se trata de una anomalía o el sistema debe reconocerlo 
como esperable desde ese momento. Mediante estas técnicas de clasificación se reduce 
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considerablemente la información a analizar por el usuario responsable; permitiendo, si 
fuera necesario, almacenar los datos anómalos. 
La razón por la que se ha elegido el uso de sonidos como elemento discriminante en un 
patrullaje de seguridad es debido a que un numeroso caso de emergencias industriales 
puede no ser percibido mediante imagen pero sí mediante sonido. En este caso, las 
características sonoras de la anomalía no sólo permiten la detección, sino que incluso 
pueden orientar acerca del tipo de emergencia.  
Un caso representativo son las posibles fugas de aceites o gases peligrosos. El uso de 
detectores de fuga ultrasónicos está cada vez más extendido ya que incluye numerosas 
ventajas frente a las limitaciones de sensores infrarrojos que pueden perder eficacia ante 
agentes externos como el viento que reduce la concentración del fluido; además, dado que 
son instrumentos de medida no intrusivos, tienen una vida útil considerablemente mayor [1]. 
Una vez seleccionado el método de representación del entorno es necesario determinar el 
mecanismo necesario para el procesamiento de datos. En este caso, dado que un sonido 
puede ser identificado como habitual en una localización concreta pero anomalía en otra, se 
hacen necesarias las labores de clasificación. Estas han sido desarrolladas mediante la 
técnica conocida como Supervised Machine Learning, es decir, el aprendizaje automático 
basado en un conocimiento anterior. 
El aprendizaje automático es un campo de la Inteligencia Artificial que utiliza patrones 
naturales aplicados a los datos de entrada para generar como salida predicciones y tomas 
de decisión mediante algoritmos que buscan imitar el comportamiento del cerebro humano. 
El término Inteligencia Artificial fue acuñado por John McCarthy en 1956 basado en dos 
puntos de vista: la idea de que un ordenador es una máquina creada para resolver 
problemas de dificultad intelectual para el ser humano y el manejo de mecanismos 
intelectuales para la resolución de distintos problemas mediante un ordenador [2]. 
En los últimos años, debido al manejo de grandes volúmenes de datos y al avance en la 
capacidad de procesamiento se ha desarrollado la utilización de IA de forma cada vez más 
eficiente. Su campo de aplicación es muy variado ya que resuelve problemas de diversos 
tipos: clasificación, predicción de comportamientos, reconocimiento de patrones, etc. Es 
utilizada en aplicaciones tan diversas como páginas de compra para realizar sugerencias 
adaptadas a los gustos del consumidor, diagnóstico médico, vehículos de conducción 
autónoma o reconocimiento de imagen y voz. Sin embargo, es un sistema que continua en 
desarrollo tanto desde el enfoque a partir del que se desarrolla el mecanismo como del 
campo en el que finalmente será puesto en práctica. 
Dado el carácter identificativo de este proyecto, los algoritmos utilizados son de tipo 
supervisado dentro de un modelo de clasificación que permite predecir una respuesta 
categórica: anomalía o normalidad; frente a los de tipo regresivo para respuestas continuas, 
utilizado por ejemplo para predecir fluctuaciones en la demanda de energía. Por otro lado, el 
aprendizaje sin supervisar busca patrones entre los datos de entrada principalmente 
mediante técnicas de clustering o agrupación, muy utilizado en investigaciones de mercado 
y análisis de secuencias. 
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Figura 4: Tipos de algoritmos en Machine Learning 
 
El reto que se plantea en el uso de los sistemas de IA es la codificación del entorno del que 
se extrae información y sobre el que se pronosticarán comportamientos. Una vez 
seleccionado el tipo de problema a resolver se debe crear un modelo que represente el caso 
con un compromiso entre tamaño y fiabilidad, parametrizar las entradas y organizar de 
manera eficiente las salidas. Es importante además cuantificar el nivel de acierto en cada 
avance para asegurar una correcta evolución del algoritmo, así como la fiabilidad del 
resultado obtenido. Por consiguiente, el desarrollo de la herramienta requiere un estudio y 
análisis previo exhaustivo. 
El fundamento del algoritmo codificado en este proyecto es aprender qué es lo habitual para 
un punto de control determinado, siendo entrenado con algunos ejemplos de lo que no lo es. 
Posteriormente, ante nuevos sonidos, será capaz de clasificar el sonido del punto controlado 
como normal o anomalía y en este caso, preguntar al responsable de seguridad para 
reentrenar el sistema en caso de falsa alarma o actuar en caso de emergencia. 
La motivación de este proyecto comprende dos ramas. Por un lado, aportar nuevas 
soluciones a los problemas de seguridad y por otro, el manejo de mecanismos de 
aprendizaje automático supervisado. 
El reto consiste en lograr que el sistema final reúna varias características básicas para hacer 
el proyecto viable. Tales como la flexibilidad al ser adaptable a distintos entornos y la 
escalabilidad ante la posibilidad de utilización de una flota de robots de distintas 
dimensiones, mediante un sistema de comunicación usuario – robot que incluya el manejo 
del programa principal en sus dos facetas: aprendizaje y vigilancia. Además, el algoritmo de 
detección debe ser cada vez más robusto, para lo que se elige que sea de tipo evolutivo y 
entrenado con nuevos datos en el caso de fallo, es decir, falso positivo. Una vez entrenado 
lo suficiente, el sistema busca obtener una mayor autonomía frente a los ya existentes, 
siendo prácticamente independiente del responsable humano en caso de normalidad.  
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1.2. Objetivos y aportaciones significativas 
 
El objetivo principal del proyecto reside en la detección de anomalías sonoras para la 
vigilancia con robots.  En una patrulla de vigilancia a cada robot se le asigna un número de 
puntos de control. Estos son identificables por el usuario y por el programa de clasificación 
mediante un localizador. Una vez determinado el mapa de ruta, se procede al aprendizaje 
de cada zona para la posterior supervisión. 
En un primer recorrido, el robot debe realizar el aprendizaje de los niveles sonoros 
habituales en cada localización o nodo señalado en su ruta. Una vez ha tomado las 
muestras sonoras y ha extraído las características asumiendo el sonido grabado como 
normal comienza el proceso de aprendizaje del clasificador. Para considerar ruidos 
anómalos se ha mezclado artificialmente el sonido ambiente con varias fuentes de ruido 
previamente almacenadas como el sonido de una explosión, una señal de alarma o armas 
de fuego. 
Durante la fase de vigilancia, se procede a la grabación del sonido ambiente en la 
localización a evaluar. Se extraen las características sonoras y se ejecuta el clasificador 
aprendido para determinar si el sonido corresponde a un caso normal o a una anomalía. 
Finalmente, si al detectar una anomalía el operario así lo solicita, se aprende con la nueva 
muestra; generando un nuevo clasificador para esa localización. 
Se deben preparar los datos de entrada al algoritmo de clasificación. Se extraen las 
características del sonido grabado en cada momento y se introduce un valor resultado que 
identifica esas características como anomalías o no. 
Para realizar la clasificación se deben seleccionar los métodos que mejor resuelven el 
problema de la identificación sonora. Se realiza un análisis entre las distintas posibilidades 
de algoritmos desde árboles de clasificación a redes neuronales, siempre dentro de la 
técnica del machine learning. El procesamiento de señal se busca que sea simultáneo a la 
toma de datos lo que reduce considerablemente el tiempo de evaluación en cada punto de 
control. 
El resultado obtenido será un valor que representa el grado de anomalía en base a sus 
características de entrada. Todos los datos de salida deben ir acompañados de la 
probabilidad de acierto del método. Se emplean numerosos clasificadores y cada 
localización es representada por el tipo de clasificador más preciso para ese caso, que 
depende de las características propias del lugar. 
Asimismo es necesario realizar una validación del sistema en caso de detección de 
anomalías. El clasificador ha de tener opción de ser reentrenado si el usuario así lo requiere, 
procediendo a un nuevo conjunto de datos normales para esa localización. 
Otro objetivo es la integración de la herramienta en una flota de robots para lo que se realiza 
una comunicación del programa principal con el robot. 
Finalmente, debe contar con el desarrollo de pruebas reales y evaluación de la solución 
propuesta; en base a la cual se plantearán posibles mejoras. 
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Una vez identificados los distintos puntos a tener en cuenta se enumeran de forma 
sintetizada a continuación: 
 
1. Extracción de las características del sonido. 
2. Uso de clasificadores como método de procesamiento de información. 
3. Validación de resultados. 
4. Integración de la herramienta con la flota de robots. 
5. Pruebas reales y análisis de la respuesta. 
a. Detección de anomalías 
b. Rendimiento de clasificadores. 
6. Mejoras del sistema. 
Este proyecto es la continuación de un trabajo anterior por lo que las principales 
aportaciones han sido: la mejora y aumento del número de clasificadores, la implementación 
de un sistema de preguntas con el usuario a modo de interfaz y la ejecución del reentreno. 
Asimismo, se ha realizado la integración de la herramienta en la flota de robots junto con la 
realización de pruebas reales. 
 
1.3. Estructura del documento 
 
En el primer capítulo se ha hecho una introducción al tema a tratar, buscando mostrar las 
causas por las que se ha elegido el tema del proyecto y los principales objetivos y alcance 
de este. 
Sigue un segundo capítulo donde se presenta el estado del arte que expone el problema de 
la vigilancia con robots autónomos y los trabajos previos en vigilancia sonora. 
En el tercer capítulo se explica en mayor cómo se realiza el análisis del sonido centrándose 
en las características analizadas y los clasificadores utilizados. 
En el cuarto capítulo se presentan las herramientas de desarrollo, ROS y Gazebo para 
permitir la integración del programa en el robot y Matlab para procesar la información y 
comunicarse con el usuario.  
El capítulo quinto desarrolla la metodología empleada para lo que primero expone cómo es 
la comunicación con el robot, seguido de la extracción de las características seleccionadas 
para representar el sonido y el tipo de clasificadores utilizados. Por último se explica el 
resultado que señaliza una anomalía y se describe la estructuración del código del programa 
principal. 
El sexto y séptimo capítulo corresponden a la realización de pruebas y sus resultados; se 
detalla su análisis y discusión. Se tratan asuntos como por qué se eligen determinadas 
pruebas y sus condiciones de entorno. Se explica cada prueba detallando los clasificadores 
que representan cada caso, la capacidad de distinción de anomalías y el número de 
reentrenos si fueran necesarios. Además se comparan los clasificadores a fin de descartar 
los más improbables a fin de simplificar el programa. 
 
 
16      ESCUELA TÉCNICA SUPERIOR DE INGENIERIOS INDUSTRIALES (UPM) 
INTRODUCCIÓN 
Se sigue con un octavo capítulo que corresponde a una síntesis de las aportaciones y 
limitaciones, planteando futuras líneas de desarrollo. Para terminar con un noveno capítulo 
de conclusiones. 
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2. ESTADO DEL ARTE 
 
Tal y como se ha enunciado en el primer capítulo, el uso de sonidos como elemento de 
estudio en patrullaje de seguridad presenta gran interés. Numerosas emergencias no son 
detectables mediante imagen pero sí mediante sonido [1]. La detección de anomalías es el 
objetivo final de toda labor de vigilancia pero la diferencia radica en el método de análisis. 
En cuanto a sistemas de detección de amenazas, la integración con sistemas robóticos 
comienza con el sistema ROBART II desarrollado en la década de los 80 por la armada de 
los Estados Unidos de Norte América. El proyecto estaba destinado a detectar amenazas 
mediante sensores de detección acústica, vibraciones de suelo, infrarrojos, efecto Doppler, 
sensores ópticos y ultrasonidos [3]. 
La utilización de diversos sensores combinados se utiliza en otros casos más recientes. 
Como [4] que utiliza un sistema que analiza imágenes del espectro visible e infrarrojo así 
como sonido para la detección de amenazas. Otros casos emplean la combinación de audio 
y vídeo para detectar intrusos en el ámbito doméstico. 
Los sistemas de detección de fuga o presencia de gases mediante sistemas robotizados 
presentan también un alto grado de estudio. En [5] se presenta un sistema de detección de 
fugas de fluidos tóxicos, inflamables o radiactivos y en [6] se propone el uso de Termografía 
infrarroja para detectar fugas de gases a distancia. 
De forma complementaria, se consulta bibliografía sobre el tratamiento del sonido y su 
identificación. El análisis del sonido se aborda desde distintos puntos de vista para 
desarrollar un método que no se limite a evaluar la intensidad sonora. 
En 1996 Pfeiffer asentó un marco teórico para el análisis automático del audio [7]. En el 
Movie Content Analysis, se presentó una competición para obtener avances en el 
reconocimiento de género y texto en vídeos así como el análisis de su audio. Se procedió al 
análisis de la melodía identificativa de un anuncio para determinar cuántas veces se repite 
dicho anuncio en un periodo.  
El procedimiento se basó en el análisis físico de la onda mediante la amplitud, frecuencia y 
fase. Se buscaba que el enfoque se asemejara al máximo al oído humano. La amplitud se 
percibe como cambio de volumen, la frecuencia como cambio de tono y la fase contribuye a 
la localización del sonido mediante los dos oídos. El estudio se centró en el conjunto de las 
ondas sinusoidales que forman la onda principal, prestando especial atención a la amplitud y 
frecuencia. Para computar esta información se utilizó la Transformada de Fourier y escalas 
como la de decibelios para la amplitud, la escala fon para medir el volumen a distinta 
frecuencia y misma amplitud y la escala Son para volumen en distintos sonidos.  
Los resultados obtenidos fueron satisfactorios pero el campo de aplicación era muy 
restrictivo, sólo era válido para frecuencias de 8000 Hz, utilizaba un total de 30 indicadores y 
se mantenían las frecuencias fundamentales. 
Posteriormente, en el mismo año, Saunders [8] realizó tareas de clasificación de voz y 
música en la radio mediante clasificadores como el Zero-crossing rate, la tasa de cambio de 
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signo en una señal o el Short Term Energy, relacionada con la variación de energía de un 
sonido. 
Poco a poco se fueron utilizando métodos más avanzados, introduciendo el aprendizaje 
automático supervisado como Scheirer [9] quien utiliza los modelos de clasificación de 
mezcla gaussiana (GMM), K-Nearest Neighbor (KNN) y otros algoritmos evolutivos que se 
utilizan en este proyecto. 
Estos últimos experimentos estaban más focalizados en la identificación del habla, tratando 
el entorno como mero medio de sustento que permitía discriminar el sonido como merecedor 
del análisis o no en caso de tratarse de un silencio. 
Sin embargo, el objeto de análisis en este caso no es el reconocimiento de voz sino la 
detección de anomalías. Es interesante una comparación de ambas problemáticas. 
 
 Detección anomalías Reconocimiento de voz 
 
Duración del fragmento a 
evaluar 
 
Permite mayor duración 
 
Corto y preciso 
  
 
Parámetros a analizar 
 
Análisis de las mismas características sonoras 
Resultado del análisis Binario: anomalía o no 
 
Especificación de la letra o 
palabra escuchada 
 
Tabla 1: Comparativa detección de anomalías con reconocimiento de voz. 
  
Ambos comparten especialmente los datos de entrada. Las características de las 
grabaciones extraídas coinciden en su mayoría con las analizadas en el caso de análisis del 
discurso. Se incluyen características perceptuales como el volumen o la frecuencia de 
repetición en un periodo; así como características espectrales y energéticas. 
Es importante un compromiso entre duración del fragmento e información obtenida. En el 
caso de reconocimiento de voz se requieren periodos de análisis cortos ya que pequeñas 
variaciones suponen grandes cambio en una letra o palabra. En el caso del entorno, se 
permiten duraciones mayores comprimidas en los parámetros descritos anteriormente, 
reduciendo considerablemente el gasto computacional. 
Finalmente, el objeto del análisis es completamente diferente; en el caso del reconocimiento 
de voz se deben obtener palabras o letras que correspondan a la base de datos del propio 
idioma analizado mientras que en seguridad únicamente se desea obtener una confirmación 
de un hecho. Este caso puede parecer más simple en un primer momento, pero dado el 
carácter impredecible del resultado y la ausencia de datos finales con los que comparar, la 
fiabilidad del método puede llegar a ser menor. Por este motivo, en el algoritmo desarrollado 
se ratifica el resultado con un vigilante humano, eliminando con toda certeza esa 
incertidumbre. 
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Una vez el análisis sonoro presenta un marco teórico y se han analizado similitudes y 
diferencias con otros ámbitos se procede a evaluar los antecedentes en el objeto de estudio 
de este proyecto. 
En la bibliografía consultada [10] se encuentra un estudio que analiza cuatro características 
del sonido para detectar actividades humanas como el llanto, grito, habla o realización de 
acciones como llamar a una puerta, caminar o correr. Las características evaluadas de 
nuevo coinciden con las utilizadas en la identificación del discurso y son el cambio de signo 
de la onda sonora, la predicción de linealidad y la medida de la potencia del espectro sonoro 
mediante una predicción lineal como la del logaritmo de la frecuencia. 
Continuando con investigaciones genéricas en el campo de la detección de eventos 
sonoros, se consulta un estudio del uso de nuevas características para detectar sonido 
ambiente [11]. En este estudio se comparan cuatro eventos anómalos: rotura de cristal, 
ladrido de perro, grito y disparo con sonidos ambiente como lluvia, ruido en un restaurante o 
motor en funcionamiento. Como elemento de clasificación se utilizan algoritmos evolutivos 
de tipo red neuronal. Los resultados muestran que la precisión aumenta con el uso de las 
características de entrada de tipo coeficientes cepstrales en las frecuencias Mel (MFCC); de 
nuevo, parámetros sonoros previamente utilizados en la detección de voz. 
Un paso más allá es la detección y localización de eventos sonoros. Se consulta el estudio 
[12] que identifica gritos y disparos en una plaza pública. Este proyecto evalúa nuevas 
características del sonido y medios de clasificación que se han tenido en cuenta para este 
trabajo. Además incluye el uso de micrófonos en forma de T, con cuatro sensores para 
identificar la procedencia del sonido mediante retrasos temporales. La utilización de la 
predicción se emplea como complemento a una videocámara que haría zoom sobre la zona 
donde se encuentra el foco sonoro. Esta característica presenta gran interés y podría 
incluirse como futura línea de investigación complementaria a este proyecto. 
Éstos estudios y otros [13], [14] permiten ahondar más en este campo, presentando 
características sonoras de interés para la detección de anomalías. Asimismo, emplean 
diversos algoritmos de clasificación eficientes en el campo de aplicación de este proyecto. 
De acuerdo con los precedentes expuestos, la estructura general de evaluación del sonido 
seguirá un proceso secuencial que se presenta a continuación: 
 
 
Figura 5: Estructura de procesamiento de la información sonora. 
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Una vez detectado el sonido ambiente se procede a su grabación. Inmediatamente se 
procede a la extracción de las características sonoras para proceder a la clasificación que 
permita predecir el resultado, realizando una comparación con los clasificadores 
previamente entrenados. El resultado final es un aviso de la existencia o no de anomalías. 
El programa a implementar será de una complejidad ligeramente mayor, dado que deberá 
realizar un aprendizaje y una posterior evaluación de cada localización de acuerdo con los 
datos almacenados. En el apartado de metodología se profundizará en el programa de 
detección pero tendrá una estructura similar a la siguiente: 
 
 
Figura 6: Diagrama simplificado de la herramienta de detección de anomalías. 
 
En la fase de aprendizaje, para cada localización concreta se ejecuta el algoritmo de 
aprendizaje que incluye el procesamiento de información representado previamente. El 
resultado de esta tarea es conocido, no se presentan anomalías, pero su función es la del 
entrenamiento de los clasificadores. Una vez terminado, el robot realiza otras tareas. Una 
vez llega a una localización a vigilar, de nuevo ejecuta las instrucciones de procesamiento 
de información. En este caso compara con los datos aprendidos y genera la respuesta 
detectada. En caso de no haber anomalía, continua con su labor; en caso de haberla, pide 
que el operario lo corrobore, reaprendiendo en caso de falso positivo.  
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3. CONCEPTOS TEÓRICOS 
 
En esta sección se revisan de forma básica los conceptos aplicables al desarrollo teórico del 
proyecto realizado. 
3.1. Características del sonido 
 
La grabación del sonido como tal proporciona una gran cantidad de información que haría 
inviable su tratamiento en clasificadores, por lo que de alguna forma se requiere reducir su 
dimensión mediante identificación del mismo utilizando sus características. 
Las características utilizadas en este proyecto [15],  se pueden organizar en tres categorías. 
Las características perceptuales incluyen el volumen, la agudeza y la periodicidad de una 
secuencia.  En cuanto a las características espectrales son de interés los momentos y la 
horizontalidad espectral; así como su densidad. El tercer grupo engloba todas las 
características energéticas. 
A continuación se detallan los elementos computacionales que permiten estudiar estas 
características. 
 
3.1.1. Audiograma 
 
Un audiograma es la representación de un sonido mediante su amplitud de onda en el eje y 
frente a la evolución temporal en el eje x. Este método permite apreciar cambios de volumen 
en el tiempo. El volumen es una percepción subjetiva, en la  que también influye la velocidad 
[7] y energía del sonido; no obstante, la amplitud es una buena aproximación. Además se 
aprecia la agudeza relacionada con la velocidad del sonido y la periodicidad en la medida 
que se repiten ciertas secuencias [15]. 
 
Figura 7: Representación ejemplo de un audiograma. 
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3.1.2. Densidad espectral 
 
La densidad espectral es una representación de la intensidad de un sonido a cierta 
frecuencia. Para representar el sonido se utiliza la Transformada Rápida de Fourier (FFT). 
La representación obtenida es una imagen de la potencia o energía, según el tipo, de la 
onda [15]. 
 
 
Figura 8: Representación ejemplo de la amplitud del espectro de un sonido. 
 
3.1.3. Espectrograma 
 
Como complemento a la densidad espectral, se utiliza la Transformada de Fourier a corto 
plazo (STFT). El audio se divide en fragmentos de la misma duración y se aplica la 
transformada de Fourier.  Este método permite la apreciación de los cambios de la onda en 
el tiempo. Se utiliza una escala de color para representar la intensidad del sonido, en un 
gráfico de tiempo frente a frecuencia normalizada. Estos gráficos son especialmente 
indicados para identificar patrones en una grabación [15]. 
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Figura 9: Espectrograma ejemplo de la intensidad de un sonido. 
 
Las tres figuras analizadas [7, 8 y 9] corresponden al mismo caso de entorno con lluvia y 
viento al que se le aplica un sonido de un disparo durante 5 segundos. Se puede apreciar en 
la fig. 7 y en la fig. 9 perfectamente el momento del disparo, al ser gráficos en base 
temporal. 
 
3.1.4. Escalograma  
 
El escalograma se diferencia del espectrograma en que utiliza la Transformación de onda 
discreta (DWT) en lugar de la Transformada de Fourier a corto plazo. Se representa el 
tiempo frente a la frecuencia normalizada con una escala de color equivalente a la 
intensidad [15]. 
 
3.1.5. Aplanamiento espectral 
 
Es la relación entre la media geométrica y la media aritmética del espectro de potencia de la 
onda. Representa la máxima ganancia que puede ser recuperada por una reducción 
redundante utilizando códigos predictivos o de transformación.  Es un coeficiente que varía 
de 0 a 1, siendo 1 un sonido blanco, es decir, con la misma cantidad de potencia en todas 
las bandas del espectro [16]. La fórmula de cálculo es: 
 
𝑆𝐹𝑀 =  
[∏ 𝑆𝑥𝑥(𝑘)𝑁−1𝑘=0 ]
1/𝑁
1
𝑁
 ∑ 𝑆𝑥𝑥(𝑘)𝑁−1𝑘=0
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Donde Sxx  son los coeficientes de la densidad espectral de potencia. 
 
3.1.6. Cepstrum 
 
Es el resultado de la transformada inversa de Fourier. Es un valor complejo cuyo interés 
reside en su relación con la potencia del espectro. 
 
𝐸𝑠𝑝𝑒𝑐𝑡𝑟𝑜 𝑑𝑒 𝑝𝑜𝑡𝑒𝑛𝑐𝑖𝑎 = |ℱ{log(|ℱ{𝑓(𝑡)}|2)}|2 
 
El cepstrum representa la tasa de cambio en diferentes bandas del espectro [15], es un 
“espectro del espectro”. El nombre cepstrum corresponde a un juego de palabras que 
invierte las cuatro primeras letras de la palabra espectro. 
El diagrama de bloques con el que se calcula el valor final es el siguiente: 
 
 
Figura 10 : Diagrama de cálculo de cepstrum. 
El sonido se procesa mediante una función ventana, posteriormente se le aplica la 
transformada de Fourier discreta y al logaritmo del resultado se le aplica la transformada 
discreta inversa de Fourier obteniendo los coeficientes cepstrum. 
Su desarrollo en origen fue para caracterizar ecos de terremotos y explosiones; además es 
de especial interés el uso para la caracterización de la voz humana. 
 
3.1.7. Coeficientes Cepstrales en las Frecuencias Mel (MFCC) 
 
El cepstrum en las frecuencias de Mel (MFC) es una representación de la potencia del 
espectro en corto periodo. De esta representación se extraen los coeficientes que forman los 
MFCC. 
La diferencia entre el cepstrum y el MFC es que en el último la banda de frecuencias está 
espaciada equidistantemente en la escala Mel. La razón de uso de este método es su alta 
aproximación al sistema auditivo humano, permitiendo una representación del sonido mucho 
más precisa. 
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Figura 11: Diagrama de cálculo de MFCC. 
 
Primero se divide la señal en pequeños tramos mediante la función ventana, se aplica la 
Transformada de Fourier discreta y se obtiene la potencia espectral de la señal. 
Posteriormente a este espectro se aplican el banco de filtros correspondientes a la escala 
Mel y se toman logaritmos de cada energía en cada frecuencia Mel. Finalmente se aplica la 
transformada del coseno discreta obteniéndose los MFCC.  
La aplicación del filtro multiplica la frecuencia por un conjunto de filtros de banda triangulares 
espaciados equidistantemente en las frecuencias Mel, asemejando el comportamiento de la 
cóclea humana. Este órgano detecta cambios de frecuencia de distintas regiones de forma 
no lineal, siendo más sensible a los sonidos graves que agudos. 
La relación entre la frecuencia Mel y la frecuencia habitual es: 
𝑚𝑒𝑙(𝑓) = 1127 ∙  ln (1 +  
𝑓
700
) 
A continuación se ilustra esta ecuación con un gráfico: 
 
Figura 12: Relación escala Hertz - escala Mel. 
 
 
 
26      ESCUELA TÉCNICA SUPERIOR DE INGENIERIOS INDUSTRIALES (UPM) 
CONCEPTOS TEÓRICOS 
Esta escala se basa en cambios de tono de ahí su nombre, Mel procede de melodía.  
En cuanto a los coeficientes, principalmente se utilizan los doce primeros. Esto es debido a 
que el banco de filtros provoca superposiciones y los coeficientes consiguen eliminar esa 
correlación. Los coeficientes más altos representan cambios rápidos en la energía de 
filtrado, reduciendo la precisión del método para la detección de anomalías por lo que en 
este proyecto sólo se trabaja con los doce primeros [15]. 
A continuación se presentan tres gráficos que muestran ciertos valores del sonido en las 
distintas fases del algoritmo: 
 
Figura 13: Representación de un sonido, su banco de filtros de energía y sus 12 MFCCs. 
 
El primer gráfico representa el audiograma de distintas alarmas en la calle. El segundo, 
corresponde a la energía del banco de filtros de la escala Mel. El tercer diagrama muestra la 
magnitud de cada uno de los 12 primeros MFCC. 
Como se puede apreciar, cuando no hay prácticamente sonido, la energía de los filtros es 
mínima y los MFCC son prácticamente 0; a medida que aumenta la amplitud, los filtros 
presentan distinta energía en un rango de 0 a 130 así como los MFCC que varían en un 
rango de – 40 a + 40. 
  
 
DETECCIÓN AUTOMÁTICA DE ANOMALÍAS EN PATRULLAJE ROBOTIZADO 
 
3.1.8. Zero Crossing Rate (ZCR) 
 
La tasa de cruce de cero mide el cambio de signo de una señal. Es otra característica básica 
en el reconocimiento de voz. En sonidos ambiente suele ser mayor que en sonidos de voz 
que tienen periodos fundamentales. Es de gran utilidad en detección del inicio y finalización 
de anomalías ambientales [17]. 
La figura siguiente [15] muestra en azul el audiograma de la palabra “so”, en rojo se 
representa el ZCR. Como se puede apreciar la “s” cambia mucho más de signo que la “o” 
que prácticamente no cambia; permitiendo una fácil distinción de las dos letras. Por otro 
lado, ligeras variaciones en la amplitud del entorno generan cambios significativos lo que 
favorece la identificación.  
 
 
Figura 14: Zero crossing rate y audiograma de la palabra “so”. 
 
3.1.9. Short – time energy  (Energía de corto periodo) 
 
Es una muestra de cómo varía la energía de un sonido en el tiempo. La energía total de un 
sistema es: 
𝐸𝑇 =  ∑ 𝑠
2
∞
𝑛=−∞
(𝑛)  
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Para la energía de corto periodo se considera un fragmento de longitud N quedando la 
fórmula:  
𝐸𝑇 =  ∑ 𝑠
2
𝑁−1
𝑛=0
(𝑛)  
Se obtiene así la energía total del fragmento. El fragmento se representa de forma precisa 
mediante la relación: 
𝑠𝜔(𝑛) =  𝑠(𝑚) ∙ 𝜔(𝑛 −  𝑚) 
Donde 𝜔(𝑛)  es la función ventana que procesa el sonido real de la duración deseada. 
Normalmente estas funciones son las de tipo rectangular, hanning o hamming. 
Finalmente la energía queda: 
𝑒(𝑛) = ∑ (𝑠(𝑚) ∙ 𝜔(𝑛 −  𝑚))2
∞
𝑚=−∞
  
 
Donde 𝑛 es el número de muestras en las que se desea conocer la energía de corto plazo. 
Puede variar entre una muestra y el tamaño del fragmento. La energía calculada para cada 
muestra puede no ser necesaria, por ejemplo en el habla donde la velocidad es 
relativamente lenta. Por lo general  𝑛 suele ser de la mitad del tamaño del fragmento [15]. 
Se presenta el mismo sonido de la palabra “so” que en el caso anterior: 
 
Figura 15: Energía de corto periodo y audiograma de la palabra "so". 
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En el audiograma se percibe que las zonas de ruido de entorno prácticamente no presentan 
energía pero sí la letra “o” frente a la letra “s”. Para la detección de disparos y explosiones 
este método es de gran interés. 
 
3.1.10. Patrones de sonidos específicos 
 
En entornos donde se espera un determinado patrón como el sonido de un tambor o una 
melodía se puede buscar la desviación de este patrón. Para ello se deben analizar 
fragmentos del sonido sucesivos que busquen la detección del patrón [15]. 
Este método se presenta como futura línea de investigación pero excede las características 
de este proyecto. 
 
3.2. Tecnología de clasificación 
 
Para este proyecto se han utilizado diversas técnicas de clasificación. Por un lado, se han 
mejorado los métodos desarrollados en un trabajo previo. Estos métodos corresponden a la 
utilización de los denominados clasificadores genéricos. Por otro lado, se han incluido 
nuevos métodos de clasificación de tipo red neuronal. 
 
3.2.1. Clasificadores genéricos 
 
La aplicación de Classification Learner App con la que se ha implementado estos 
clasificadores permite el uso de un total de 22 que se presentan a continuación. En este 
proyecto sólo se utilizan 14, resaltados en la siguiente tabla.  
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Árboles de decisión 
Complejo 
Medio 
Simple 
Análisis discriminante 
Lineal 
Cuadrático 
Máquinas de soporte vectorial 
SVM 
Lineal 
Cuadrático 
Cúbico 
SVM Gaussiano 
Fino 
Medio 
Grueso 
k – vecinos más próximos 
KNN 
Fino 
Medio 
Grueso 
KNN coseno 
KNN cúbico 
KNN ponderado 
Clasificadores de conjunto 
Árboles  
Regresión 
Regresión RUS 
Bagging 
Subespacio KNN 
Subespacio discriminante 
Tabla 2: Clasificadores de la Classification Learner App de Matlab. 
 
3.2.1.1. Árboles de decisión 
 
Los árboles de decisión son elementos de clasificación que predicen una respuesta. Su 
estructura se asemeja a la de un árbol dado que la información se estructura desde la raíz 
hasta las hojas, donde se encuentra la respuesta. Hay árboles de decisión de clasificación, 
con respuesta binaria: sí o no. Para resultados numéricos se emplean árboles de regresión, 
aunque este caso no presenta interés en la detección de anomalías tal y como se ha 
planteado en este proyecto [18]. 
 
Figura 16: Ejemplo de árbol de decisión. 
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La diferencia entre elegir el árbol complejo, medio o simple es el número de nodos de 
decisión que presenta la estructura. Se decide el uso de los tres casos para probar qué 
método es adecuado de acuerdo con los posibles casos de estudio en la detección de 
anomalías. 
 
3.2.1.2. Análisis discriminante 
 
El análisis discriminante es una técnica que permite detectar las variables que pertenecen a 
ciertos grupos. Su último fin es encontrar una combinación lineal de las variables que 
permiten distinguir un grupo del resto [19]. Es muy utilizado en sociología y economía. 
Debido a la similitud de casos en la detección de anomalías y a la complejidad del análisis 
se ha determinado que este método no es de utilidad en este caso.  
 
3.2.1.3. Máquinas de soporte vectorial 
 
Las máquinas de soporte vectorial se utilizan cuando los datos tienen dos clases 
separables. La clasificación se produce buscando el mejor hiperplano que  las divide, es 
decir, el que asegure el máximo margen entre las dos clases. En este caso, las dos clases a 
analizar son anomalía o no. La siguiente imagen ilustra cómo realiza la clasificación el 
algoritmo, separando dos clases en positivo y negativo [20]. 
 
Figura 17: Clasificación con máquinas de soporte vectorial. 
 
Las distinciones en lineal, cuadrático y cúbico hacen referencia a la forma de los márgenes 
que utiliza el algoritmo, es decir, el núcleo en torno al cual se dividen las clases. 
Dependiendo de la complejidad del problema de clasificación será necesario un tipo u otro. 
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Se decide que la herramienta desarrollada compare entre los tres debido a las diferentes 
problemáticas posibles en la detección de anomalías. 
Otro tipo de núcleo posible es el gaussiano que utiliza la siguiente ecuación para situar las 
clases [21]. 
K(𝑥, 𝑥′) =  𝑒
(−
‖𝑥−𝑥′‖2
2𝜎2
)
 
 
Además la aplicación permite distinguir entre el grado de complicación de la línea de margen 
mediante los tipos fino, medio y grueso; de mayor a menor complejidad. 
 
3.2.1.4. k – vecinos más próximos 
 
El método de los k - vecinos más próximos se fundamenta en que el nuevo caso a clasificar 
es la más frecuente entre los k-vecinos más cercanos [22]. 
 
 
Figura 18 : Funcuinamiento del algoritmo KNN 
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Para k = 3 el nuevo dato correspondería con la clase A ya que presenta dos vecinos de esta 
clase y uno de la B. Para k = 9 el resultado sería de tipo B por tener 5 vecinos de esta clase 
frente a 4 de la otra. 
El valor de k debe elegirse de forma que realice la clasificación de forma correcta, que 
dependerá del caso a evaluar. En la aplicación de Matlab los tipos fino, medio y grueso 
hacen referencia al valor de la k. En este caso, utilizamos para la evaluación los de tipo fino 
y medio. 
Por otro lado, los modos coseno, cúbico y ponderado utilizan funciones cosenoidales, 
cúbicas y ponderadas respectivamente para medir la distancia a sus vecinos, con un 
número de vecinos igual a 10 en todos los casos. Se prueba la efectividad de los tres casos 
en la herramienta de detección de anomalías. 
 
3.2.1.5. Clasificadores de conjunto 
 
En cuanto a los clasificadores de conjunto nos centraremos en los dos casos utilizados, ya 
que se ha elegido el bagging como método representativo de la clasificación mediante 
árboles de decisión y el subespacio KNN como representante de los subespacios. 
El uso de bagging en la clasificación mediante árboles de decisión pretende reducir el 
problema de la alta varianza de los árboles de decisión. El bagging toma muestras de los 
datos de entrada generando N grupos para entrenar con distintas muestras a la original. 
Finalmente se realiza la clasificación mediante N árboles y se obtiene como resultado la 
media entre los N resultados obtenidos para cada grupo de datos. 
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Muestra 1  
Muestra N
Árboles de decisión 
resultantes
Datos originales
 
Figura 19 : Algoritmo de clasificación mediante baggingy árboles de decisión. 
 
El método de clasificación mediante subespacios KNN se basa también en crear múltiples 
espacios de clasificación para reducir la correlación de resultados. De igual manera, los 
datos de entrada se dividen en N grupos para posteriormente entrenar un clasificador que 
en este caso será de tipo KNN. La respuesta de los N grupos se combina y se obtiene el 
resultado final. 
 
3.2.2. Clasificadores de la neural net app 
 
Las aplicaciones utilizadas han sido Neural Net Fitting, Neural Net Pattern Recognition y 
Neural Net Time Series. Se ha descartado el uso de redes neuronales de tipo clustering ya 
que se centran en la predicción de resultados de forma no supervisada, como el estado del 
mercado en el futuro; cuyos fundamentos no coinciden en el carácter supervisado de la 
problemática de detección de anomalías.  
A continuación se explica la idea de las redes neuronales en general para posteriormente 
explicar por qué se han elegido esos tipos. 
Las redes neuronales se inspiran en los modelos biológicos y su jerarquía para procesar la 
información. 
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Las principales ventajas de este tipo de algoritmos es el aprendizaje adaptativo basado en 
una experiencia inicial y un entrenamiento. Asimismo, son tolerante a los fallos; la red se 
destruye parcialmente a medida que van perdiendo influencia ciertas neuronas. El proceso 
se realiza en tiempo real, además permite el procesamiento de información en paralelo, 
acelerando el sistema [23]. 
Las redes neuronales se estructuran en capas. Hay una capa de entrada, varias capas 
ocultas cuyo número decide el programador  y una capa de salida. Las capas se componen 
de neuronas interconectadas entre sí. El carácter renovador de la red reside en que la 
conexión se realiza de forma ponderada. 
 
 
Figura 20: Estructura de una red neuronal. 
 
Las capas ocultas determinan el tipo de topología de la red, dependiendo del número de 
neuronas y su interconexión. 
La función de entrada asigna a cada dato del vector de entrada unos pesos para permitir 
que un valor muy grande pueda no dominar el resultado si su influencia es baja [23]. 
Las neuronas pueden estar activas o inactivas, el estado se cambia mediante la función de 
activación que utiliza el valor de entrada de la neurona menos cierto valor umbral. 
Finalmente la función de salida, presenta ciertas limitaciones, en función del tipo de 
respuesta esperada; en nuestro caso binario: anomalía o no.  
En este proyecto se centra en el aprendizaje supervisado, es decir, controlando la respuesta 
generada y cambiando ciertos parámetros en caso de error, en este caso reentrenando la 
red con nuevas entradas. 
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Uno de los tipos de red utilizados son de tipo fitting, especialmente indicados para ajuste de 
una función. Este método está especialmente indicado para por ejemplo clasificar a la 
población en distintos grupos de riesgo según ciertos parámetros médicos. Se ha decidido 
evaluar este método en la detección de anomalías dado el alto número de parámetros del 
sonido que se emplean. 
Las redes tipo clasificación de patrones se utilizan por ejemplo para clasificar el resultado de 
una prueba médica como un tumor en benigno o maligno. Para ello se analiza el tamaño de 
células, la mitosis, etc. De nuevo, este ejemplo parece similar a la búsqueda de patrones 
distintos al aprendido como normal en la detección de anomalías. 
Las redes de tipo series de tiempo son redes dinámicas que predicen el valor de una 
variable pasado cierto tiempo. Como el valor del pH de una solución en un tanque. El 
problema no es exactamente del mismo tipo que el aquí tratado pero se ha decidido medir 
su productividad en la detección de anomalías dado el carácter dinámico del sonido y las 
fuertes variaciones de frecuencias en ciertas anomalías. 
El tipo de red neuronal se distingue en última instancia en la función de salida que presenta 
la última capa, en torno a la cual se obtienen los resultados. Estos resultados pueden no ser 
binarios pero sí que presentan una frontera que permite distinguir los casos de anomalías. 
En el apartado de metodología se expone cómo se realiza esta distinción. 
Por último, para cada tipo de red se debe seleccionar el método de entrenamiento, puede 
ser de distintos tipos. La propagación trasera del gradiente conjugado escalado (SCG) está 
especialmente indicada para poca memoria de la herramienta. La propagación trasera 
bayesiana regulada (BR), indicada para situaciones de gran complejidad aunque requiere 
mucho tiempo. Y la propagación trasera de Levenberg-Marquardt (LM) que es la más rápida. 
 
  
  
 
DETECCIÓN AUTOMÁTICA DE ANOMALÍAS EN PATRULLAJE ROBOTIZADO 
4. HERRAMIENTAS DE DESARROLLO 
 
A continuación se exponen las distintas herramientas utilizadas para el desarrollo del 
proyecto, tanto para generar la herramienta de detección de anomalías como para su 
implementación en una flota de robots. 
 
4.1. Entorno de programación. Matlab 
 
Matlab, desarrollado por MathWorks®, es un programa que utiliza lenguaje de alto nivel 
interpretado, que permite la ejecución a tiempo real del código. Además de la programación 
de algoritmos permite el cálculo numérico, el análisis, la visualización de datos, etc. 
Asimismo, dado su carácter interpretado permite el uso del programa como interfaz con el 
usuario. En este proyecto también se utiliza como elemento de conexión entre el robot y la 
herramienta de detección de anomalías para conocer la localización de forma autónoma. 
Se ha elegido este programa no sólo por su carácter multidisciplinar. También por su 
comodidad y el alto desarrollo, además de documentación y plataformas de soporte. Sin 
embargo, la razón principal de su elección es por su facilidad para el prototipado. 
Como se ha comentado previamente, es destacable el uso de las aplicaciones de 
clasificadores y redes neuronales para facilitar la creación de las funciones de clasificación. 
Se procede a la explicación de su funcionamiento. 
4.1.1. Classification Learner App 
 
Al seleccionar la aplicación aparece una ventana con el historial de clasificadores utilizados 
y las características del modelo. Al seleccionar nueva sesión aparece la siguiente ventana: 
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Figura 21: Selección de datos del algoritmo de clasificación. 
Se debe seleccionar la variable de entrada presente en el workspace de Matlab, en este 
caso es una tabla con las características del sonido normal y ciertos sonidos mezclados con 
anomalías. El segundo paso es seleccionar qué datos son entradas y cuales salidas del 
entrenamiento. En este caso sólo es salida el último parámetro correspondiendo a un 0 el 
caso normal y a un 1 la anomalía. Finalmente, se selecciona el método de validación que 
permitirá medir la eficiencia de los distintos métodos empleados y su probabilidad de fallo en 
la predicción. 
Los métodos de validación pueden ser de tres tipos: 
o No validación: todos los datos se utilizan para entrenar el clasificador. La estimación 
del algoritmo no está comprobada y probablemente sea menor de la esperada. 
 
o Validación por retención (Holdout Validation): Una parte de los datos de entrada se 
utilizan para la validación y la otra para entrenar el modelo. Está especialmente 
indicado para gran cantidad de datos. Se ha probado su eficiencia en el caso de la 
detección de anomalías y es más rápido pero menos preciso. 
 
o Validación cruzada (k-fold validation): Este método divide los datos de entrada en K 
carpetas, el modelo se entrena K veces reservando una carpeta cada vez para la 
validación. Los K resultados se combinan y se utiliza la media como resultado final. 
Se ha elegido utilizar este método dada su alta precisión.  
A continuación se selecciona el método de clasificación y se entrena el sistema. La 
respuesta presenta diversos gráficos que permiten evaluar el resultado.  
o Scatter plot: Es un diagrama cartesiano donde se presentan los resultados correctos 
con círculos, diferenciando mediante el color el caso de clasificación.  
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Figura 22: Scatter plot de un árbol de decisión complejo. 
El naranja corresponde a anomalías y el azul a normalidad. Por otro lado, se representan en 
forma de aspa los errores cometidos que son, en este caso, en su mayoría anomalías no 
detectadas por lo que se representan en color naranja. Este caso corresponde a un sonido 
ambiente normal cuyas anomalías se han obtenido mezclando el sonido ambiente con un 
disparo, una alarma, una ametralladora y una bomba. El clasificador entrenado ha sido árbol 
de decisión complejo y su predicción del 98.6%. 
 
o Matriz de confusión: Es una herramienta que permite visualizar el desempeño del 
algoritmo, las columnas representan las predicciones y las filas el valor real. 
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Figura 23: Matriz de confusión con subespacio KNN. 
 
En este caso, utilizando la misma muestra anterior y el clasificador de subespacio KNN se 
obtiene un 100% de datos que no presentaban anomalías identificadas como normalidad, un 
0.3% de datos cuya respuesta ha sido un falso positivo, un 0.2% de datos cuya anomalía no 
se ha detectado y un 100% de casos de anomalías detectadas. El error total es del 0,3% y la 
precisión se redondea al 100%. 
 
o Curva ROC: Son gráficos de características operativas del receptor que representan 
los verdaderos positivos frente a los falsos positivos, permitiendo medir la precisión 
del método. 
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Figura 24: Curva ROC para árbol de decisión complejo. 
 
En el caso de árbol de decisión complejo, para las mismas entradas se obtiene una tasa de 
falsos positivos de 0.017 y una tasa de aciertos de 0.988, siendo el área bajo la curva 0.991 
correspondiente a una precisión del método de 98.6%. 
o Gráfico de coordenadas paralelas: Representa en horizontal las variables de entrada 
analizadas, es decir, las características que se evalúan. Cada línea describe una 
muestra de sonido que conecta los valores de las características. Permite decidir qué 
características presentan diferencias ante los dos posibles casos. 
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Figura 25: Gráfico de coordenadas paralelas para el caso de subespacio KNN. 
Estos datos corresponden a la normalidad de sonido ambiente en una habitación mezclado 
con un disparo, una señal de alarma, una ametralladora y una explosión clasificados 
mediante el subespacio KNN. 
En naranja se representan las líneas con anomalías y en azul la normalidad. En este caso 
completo las dos primeras variables crean falsos positivos y las variables de la 4 a la 15 no 
permiten una clara distinción entre anomalías o no; sin embargo, esto no las hace 
descartables ya que para otros sonidos ambiente son necesarias. 
Una vez seleccionado el modelo adecuado para el problema a estudiar se puede exportar 
para automatizar el proceso de entreno y clasificación. Para ello basta con pulsar el botón 
generar código. Se crea una función que devuelve el clasificador entrenado y su precisión.  
 
4.1.2. Neural Network App 
 
La herramienta de Matlab permite la creación de redes neuronales totalmente 
personalizadas pero se ha decidido el uso de las aplicaciones por simplicidad y comodidad. 
Las tres aplicaciones utilizadas Neural Net Fitting, Neural Net Pattern Recognition y Neural 
Net Time Series requieren de los mismos pasos, por lo que se utiliza la de reconocimiento 
de patrones como ejemplo explicativo. 
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Figura 26: Pantalla de entrada a la aplicación Neural Pattern Recognition. 
 
La primera pantalla muestra una breve explicación del uso de la herramienta así como un 
gráfico de la estructura de la red. Las entradas entran a una capa oculta donde se aplican 
pesos y comparadores para posteriormente analizar las salidas y encontrar un patrón. 
El siguiente paso es seleccionar los datos de entrada y el objetivo, para posteriormente 
decidir cómo se va a estructurar la información. Se elige un 70% de los datos para el 
entrenamiento, un 15% para la validación y un 15% para pruebas. Este paso equivale a 
seleccionar el método de validación en la aplicación de clasificadores. 
A continuación se selecciona el número de neuronas ocultas que proporciona un buen 
resultado y se procede al entrenamiento. Según el tipo de red neuronal hay distintos 
métodos de entreno. 
Una vez entrenado el método aparecen las siguientes pantallas: 
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Figura 27: Resultado red neuronal entrenada. 
En un primer vistazo podemos observar distintos indicadores de la eficiencia de la red de 
acuerdo con el método utilizado, para el caso de reconocimiento de patrones: 
o Entropía cruzada de minimización: Es una medida de los resultados muy imprecisos 
que influyen negativamente en la red. A menor valor, mejor clasificador. 
 
o Error: El porcentaje de error indica el número de errores en la clasificación. 
Para el caso de ajuste y el de series temporales se utiliza: 
o Error cuadrático medio (MSE): Es un estimador del resultado que mide el promedio 
de errores al cuadrado. 
 
o Regresión R: Es una medida de la correlación entre las salidas reales y las 
estimadas, cuanto más cercano a 1 más ajustado será. 
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Figura 28: Resultado del entrenamiento de una red neuronal. 
 
También aparece el progreso de entrenamiento donde se resumen los algoritmos y el 
progreso de la herramienta de gran utilidad para el análisis y ajuste de la red neuronal. 
La siguiente pantalla permite además la visualización de distintos gráficos para el análisis de 
datos. Presenta el número de iteraciones, el tiempo, el gradiente, el rendimiento, etc. 
Además permite visualizar el rendimiento, el estado de entrenamiento, un histograma de los 
errores y la regresión.  
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Figura 29: Progreso de entrenamiento de una red neuronal. 
 
Gráficos sobre el proceso de entrenamiento: 
  
Figura 30: Rendimiento de una red neuronal.     
Figura 31: Evolución de parámetros de una red neuronal.   
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Estos gráficos son sobre la evolución de la propia red y permiten su ajuste. El primer gráfico 
permite observar la relación entre el MSE y las distintas iteraciones; el segundo, la evolución 
de los parámetros de la red a medida que avanzan las iteraciones.        
 
    
Figura 32: Histograma de errores de una red neuronal.    
 Figura 33: Regresión de cada bloque de datos de la 
red neuronal. 
Estos gráficos se centran en el análisis de resultados, el primero comparando los datos de 
entrenamiento y prueba para medir el error cometido y el segundo representa el ajuste lineal 
de las salidas en el caso de entrenamiento, prueba y resultado. Este gráfico no tiene tanto 
interés dado el carácter no lineal del problema. 
Finalmente, una vez se ha ajustado el modelo para que cumpla las labores de clasificación 
con un compromiso recursos – resultado, se selecciona la opción Generar Script para crear 
la función de entrenamiento y predicción. 
 
4.1.3. Interfaz con el usuario 
 
Se utiliza el Command Window como interfaz con el usuario. Como aportaciones futuras, la 
información gestionada por esta interfaz debería ser integrada en la interfaz gráfica (GUI) del 
robot. Esta tarea si bien no resulta compleja, dada la estrucutra de comunicaciones que 
proporciona el uso de ROS debe ser particularizada para cada interfaz concreta. 
Al llamar a la función de comprobar que depende del parámetro localización se realiza la 
escucha, en caso de encontrar una anomalía simplemente pregunta al usuario mostrando 
por pantalla las preguntas y actúa de acuerdo con su respuesta introducida por teclado. 
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Figura 34: Comunicación con el usuario tras detectar anomalía. 
 
4.2. Entorno de simulación. Gazebo y ROS 
 
Para la integración del algoritmo en la flota de robots se utiliza ROS. Es un sistema 
operativo robótico que provee abstracción de hardware, controladores de dispositivos, 
librerías, herramientas de visualización, comunicación por mensajes, etc. [24] 
La información se estructura en paquetes funcionales que contienen ejecutables (nodos), 
librerías, datos, etc. ROS permite que cada nodo se diseñe de manera independiente. Éstos 
están interconectados entre sí realizando cada uno una tarea específica. Además hay un 
ROS Máster que da servicio al resto, provee de registro a los nodos, tiene información de las 
publicaciones y subscripciones a un tópico o servicio y localiza los nodos entre sí. 
 
 
Figura 35: Relación entre nodos con tópicos y servicios [18]. 
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Los mensajes son similares a las estructuras de datos y utilizados para la comunicación 
entre nodos. Los tópicos son el medio a través del cual se envían y reciben mensajes. Los 
servicios sirven para hacer comunicaciones basadas en un mensaje de solicitación y otro de 
respuesta. Con estos tres elementos es posible construir un nodo muy sencillo que es en el 
que se basa la comunicación en este caso. 
Se hace uso de Gazebo para simular la posición del robot en el entorno, generando los 
datos de posición. El uso de ROS se centra en dar la posición del robot a Matlab para que el 
algoritmo pueda ejecutarse en función de ese lugar.  
Gazebo es una herramienta de simulación muy potente que permite probar algoritmos, 
diseñar robots, desarrollar pruebas, etc. Utilizando escenarios realistas [25].  
 
Figura 36: Ejemplo mundo Gazebo. 
 
En este caso, el robot a simular es un TurtleBot aunque podría ser cualquier otro sin 
necesidad relevante de cambios siempre y cuando publique en su sistema de navegación 
información básica (posición, velocidad) a través de algún tópico. 
El mundo utilizado para las pruebas es muy simple, con cuatro cajas que señalizan cuatro 
localizaciones únicamente para probar la comunicación con el robot.  
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Un TurtleBot es un robot personal de bajo coste con gran desarrollo en la simulación por lo 
que se adaptaba perfectamente a las necesidades. 
 
Figura 37: Simulación en Gazebo de un TurtleBot. 
4.3. Conexión Matlab – ROS 
 
La conexión, como se describe en la sección 5.5, se realiza simplemente al introducir la 
dirección IP del robot y ejecutar el nodo máster. Sin embargo, el ordenador que ejecute el 
programa debe tener en su librería registro del tipo de mensaje que va a recibir. 
Como se detallará en la metodología, los mensajes utilizados son creados por el 
programador por lo que al no estar incluidos en la librería Robotics Toolbox de Matlab ha 
sido necesario incluirlos. 
Para realizar la instalación del tipo de mensaje se debe guardar el tipo del mensaje en la 
carpeta del programa y activarlo [26].  
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5. METODOLOGÍA 
 
En la búsqueda de una solución para la detección de las anomalías se tienen que abordar 
diversos conceptos como la extracción de las características de sonido y la clasificación. 
Además se requiere de una integración en una herramienta que permita el aprendizaje y la 
vigilancia del entorno. Esta integración con el robot necesita de la gestión de mensajes con 
Matlab. 
 
5.1. Características del sonido 
 
Como se han expuesto con anterioridad, las grabaciones de sonido están configuradas para 
durar 5s con una frecuencia de muestreo de 44100 Hz, 16 bits por resultar un valor de 
equilibrio que permite manejar la información generada a la vez que maximizar la eficiencia 
de la escucha. Estas características se han elegido por ser un estándar musical y funcionar 
adecuadamente. Además, el programa está diseñado para trabajar con un solo canal de 
escucha. 
Una vez realizada la grabación se procede a la extracción de características. 
Para esta labor se obtiene un total de 26 valores: 
[1] Short – Time Zero-Crossing Rate 
[2] Short – Time Energy 
[3 - 5] Primeros 12 MFCC 
[16 – 25] 10 energías de banco de filtro en forma de logaritmo para la comprobación 
en los clasificadores de la. Como dato de clasificación se ignora ya que derivan de 
los anteriores. 
[26] Resultado, 0 en caso de situación normal y 1 en caso de normalidad 
Se han utilizado estos clasificadores por estar ampliamente desarrollados en trabajos 
previos tanto de detección sonora como de detección de voz, tal y como se ha expuesto en 
el capítulo 3: Conceptos teóricos. 
 
5.2. Función de aprendizaje 
 
La función de aprendizaje toma tres muestras para la extracción de un total de 15s de 
sonido en las pruebas. Se aplica la función extractFeatures que depende del periodo de 
análisis, 50 ms; de si es una anomalía o no, en este caso se le aplica un 0 porque el 
aprendizaje es del estado normal; otro parámetro es la grabación y su periodo de muestreo. 
La función devuelve las 26 características. 
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De este modo se realiza una tabla con todas las características de las tres muestras, pero 
las tres muestras corresponden al caso de normalidad. Para obtener muestras de anomalías 
con las que entrenar los clasificadores es necesario mezclar el sonido normal con las 
anomalías esperables de cada entorno. Ampliar la gama de sonidos utilizados para 
"contaminar" las muestras resulta inmediato, simplemente es necesario añadir el audio en la 
carpeta correspondiente e indicarlo en el código con la función audioread  y mixAudio cuya 
función es incluir los nuevos sonidos anómalos y mezclar las anomalías con el sonido 
entorno habitual respectivamente. Para las pruebas se elige un disparo, una alarma, una 
ametralladora y una explosión como casos representativos. 
Una vez mezclados los sonidos se extraen las características y se señalan como anomalía y 
se procede al entrenamiento de los clasificadores. 
Los clasificadores se han generado con las aplicaciones de Matlab Classification Learner 
App y Neural Network App. Se han probado las condiciones más favorables y se han 
exportado al programa mediante funciones. 
Para los 14 clasificadores de la Classification Learner App se ha elegido la validación 
cruzada con 5 carpetas, es decir 5-fold validation. 
Todos los clasificadores utilizados tienen como dato de entrada la tabla de características y 
como dato de salida los clasificadores entrenados y la precisión obtenida. 
 
Una vez entrenados los 14 clasificadores se busca el de mayor precisión. 
A continuación se procede al entrenamiento de las redes neuronales. 
Las redes neuronales utilizan un 70% de los datos para entrenamiento, un 15% para 
validación y un 15% para pruebas. Todas tienen 15 capas ocultas excepto la de ajuste por 
BR que dada su lentitud se prefieren 7. 
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El método de validación elegido es el de MSE, es decir error cuadrático medio, para ser 
comparable con la validación k-fold que utilizan los otros clasificadores, además ambos 
sistemas practican la misma separación de información. 
Las redes neuronales utilizadas son reconocimiento de patrón con entreno SCG, de ajuste 
con entreno BR, LM y SCG y las de serie temporal con entreno LM y SCG.  
Las de serie temporal generan tres tipos de red cada una: de predicción futura, de ciclo 
cerrado y simple. De estas tres, sólo el caso de ciclo cerrado no produce errores de 
procesamiento en el código durante la ejecución por lo que las otras dos no son utilizables. 
Se analizan por lo tanto un total de 6 clasificadores tipo red neuronal. 
 
 
 
Los datos de entrada son la misma tabla que en el caso anterior, separadas en entrada y 
resultado objetivo y se devuelven las redes neuronales entrenadas y su precisión. 
Se selecciona la mejor red neuronal y se compara con el mejor clasificador. Finalmente el 
que presente mayor precisión se almacena en un archivo que guarda el clasificador, un 
segundo que guarda los datos de la situación normal de esa localización y un tercero que 
almacena si el tipo de clasificador era de red neuronal o de clasificador de la aplicación. 
Esta distinción es necesaria pues los métodos de comprobación son diferentes aunque 
lleguen a resultados equivalentes. 
Podría parecer que se almacenan muchos datos para cada localización pero la memoria 
ocupada por los tres archivos ronda los 60 kB.  
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Figura 38: Diagrama de flujo de la función aprendizaje. 
  
 
DETECCIÓN AUTOMÁTICA DE ANOMALÍAS EN PATRULLAJE ROBOTIZADO 
5.3. Función comprobación 
 
Una vez se tiene el mejor clasificador para cada localización se puede comenzar la ronda de 
vigilancia. 
La función check simplemente evalúa el tipo de clasificador aprendido para esa localización 
y llama a la función check_class o check_rn, dependiendo de si es de la aplicación de 
clasificadores o de tipo red neuronal. 
Si es de tipo aplicación de clasificador, comienza la ejecución seleccionando las 
características de la grabación, 5s con una frecuencia de muestreo de 44100 Hz a 16 bits y 
canal mono. 
Se cargan los archivos que con las características normales para esa localización y el 
clasificador entrenado y se procede a la grabación del sonido. 
Se analiza un bloque de 5s con dos repeticiones para comprobar la normalidad, si en uno de 
estos análisis se detecta alguna anomalía se procede a la consulta del operario. Es posible 
cambiar este sistema a la evaluación de n bloques durante m segundos con sólo cambiar las 
variables. Se ha decidido utilizar un único bloque para poder detectar anomalías tanto de 
corta como de larga duración. 
Una sola identificación como dato anómalo sirve como emergencia ya que en el caso de una 
bomba o una palmada solo se detecta en un bloque. Este sistema puede generar falsos 
positivos pero se solventa al reentrenar el clasificador en este caso. A más reentrenos más 
robusto es el método por lo que menos falsos positivos se producen. 
Al detectar la anomalía se pregunta al usuario si desea evaluar el sonido, si responde sí lo 
reproduce y tanto si es en efecto es anomalía como si no; se procede al reentreno del 
clasificador. Posteriormente se vuelven a extraer las características, se reentrenan los 
clasificadores y se almacena el mejor clasificador resultante para la próxima vigilancia. 
Si el lugar a vigilar tiene aprendido un clasificador de tipo red neuronal el proceso es 
exactamente el mismo pero con los datos tratados como entradas y salidas de red neuronal. 
El motivo de separación entre los dos casos es la diferencia de gestión de información a 
nivel de variables y el alto coste computacional de las redes neuronales. 
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Figura 39: Diagrama de flujo de la función  comprobación. 
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5.4. Implementación con el Robot 
 
Al abrir ROS por primera vez lo primero es configurar la IP del robot, este dato será además 
necesario para realizar la conexión con Matlab. 
Ejecutamos el nodo máster que va ligado a la aplicación Gazebo mediante el comando: 
𝑟𝑜𝑠𝑙𝑎𝑢𝑛𝑐ℎ 𝑡𝑢𝑟𝑡𝑙𝑒𝑏𝑜𝑡_𝑔𝑎𝑧𝑒𝑏𝑜 𝑡𝑢𝑟𝑡𝑙𝑒𝑏𝑜𝑡_𝑤𝑜𝑟𝑙𝑑. 𝑙𝑎𝑢𝑛𝑐ℎ 𝑤𝑜𝑟𝑙𝑑_𝑓𝑖𝑙𝑒:
= [𝑢𝑏𝑖𝑐𝑎𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑒𝑛𝑡𝑜𝑟𝑛𝑜 𝑎 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑟. 𝑤𝑜𝑟𝑙𝑑] 
Donde la ubicación del entorno a utilizar define el tipo de mundo, es decir, el entorno que se 
desea utilizar en la simulación. 
La simulación del entorno se ha decidido hacer lo más simple posible, representando sólo 
cuatro puntos de control a evaluar posteriormente por el algoritmo principal.  
 
 
Figura 40: Entorno simulado para probar comunicación. 
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A continuación se ejecuta el nodo de extracción de información mediante el comando: 
𝑟𝑜𝑠𝑟𝑢𝑛 𝑟𝑜𝑏𝑜𝑡 𝑔𝑒𝑡_𝑠𝑡𝑎𝑡𝑒 
Es este nodo en núcleo del sistema de comunicación. 
El nodo se encuentra en un paquete llamado robot, presenta un mensaje de tipo 
LandmarkDistance.msg y el nodo como tal desarrollado en el archivo get_state.cpp. 
El mensaje es muy simple, un string llamado name que es el nombre del punto de control en 
el que se encuentra el robot y una variable float64 que es la distancia al punto de control en 
metros. 
El nodo utiliza programación orientada a objetos, utiliza dos clases públicas: Landmark y 
LandmarkMonitor . 
Landmark contiene el nombre y la posición x e y. 
LandmarkMonitor utiliza una variable landmarks_ para la localización de los puntos de 
control y una lankdmark_pub para las publicaciones. Realiza en privado las labores de 
comprobación de la distancia entre el robot y los cuatro puntos de control. El resultado se 
almacena en la clase Landmark actualizando a tiempo real la distancia y el nombre de la 
localización más cercana y se publica. Para ello previamente de manera pública obtiene de 
la odometría del robot su posición real.  
El nodo por lo tanto está suscrito a la odometría del robot y publica la variable Landmark. 
Para visualizar en la terminal de ROS los tópicos publicados se puede utilizar el comando  
𝑟𝑜𝑠𝑡𝑜𝑝𝑖𝑐 𝑒𝑐ℎ𝑜 /𝑐𝑙𝑜𝑠𝑒𝑠𝑡_𝑙𝑎𝑛𝑑𝑚𝑎𝑟𝑘 
closest_landmark es el tópico a través del que se transmite la información. 
A continuación se presenta un diagrama de conexión de los distintos nodos entre sí. 
 
 
Figura 41: Esquema jerarquía ROS. 
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Por último, en el entorno de Matlab se realiza la suscripción al tópico de velocidad; lo que 
permite la ejecución del comando de velocidad y el cambio de posición del robot. Este 
proceso permite el manejo del robot simulando una ruta de vigilancia. Así se comprueba la 
correcta recepción de los datos del localizador y la distancia del robot a los puntos de 
control. 
La estructura final se resume en la comunicación entre cuatro bloques, la parte de ROS 
aloja el nodo de conexión y el máster con Gazebo, envía los datos y realiza el movimiento; 
mientras que la parte de Matlab recibe la localización más cercana y la distancia del robot al 
punto de control y envía velocidad al robot. 
 
 
Figura 42: Estructura de comunicación entre ROS y Matlab. 
 
Por último, la estructura real del sistema es algo más compleja ya que las distintas partes 
del robot se comunican entre sí como se ilustra a continuación; sin embargo, en este 
proyecto esta información no se utiliza. 
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Figura 43: Interconexión nodos del robot. 
5.5. Comunicación con Matlab 
 
Una vez se tiene en ROS el sistema corriendo, se llama a la función connection en Matlab 
cuyo argumento es la IP del robot, máquina virtual en este caso. 
Tras realizar la conexión se procede al movimiento mediante la función move. La función 
tiene como parámetros de entrada la velocidad en el eje X y la velocidad en el eje Y. 
Se crea un suscriptor al tópico /closest_landmark y un publicador en tópico 
/mobile_base/commands/velocity. A continuación se crea un mensaje que envía las 
velocidades deseadas y recibe la información a través del suscriptor. Después de enviar la 
velocidad y antes de recibir la información es necesario hacer una pausa de 2s para permitir 
la realización del movimiento. Esto es debido a que las pruebas simuladas requieren del uso 
simultáneo de Matlab y la máquina virtual lo que consume muchos recursos del ordenador y 
lo ralentiza. 
Los parámetros de salida de la función son el nombre y la distancia de la localización más 
cercana tal y como se programó en el nodo get_state. 
El método de envío de velocidades es poco preciso por lo que se ha preferido el uso de 
ROS para realizar el movimiento; sin embargo permite el movimiento obteniendo los 
siguientes datos: 
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Figura 44: Resultado comunicación en Matlab. 
 
Para el movimiento en ROS se utiliza un nodo que permite el uso del teclado para mover el 
robot. Para ejecutar el nodo se utiliza el comando: 
𝑟𝑜𝑠𝑙𝑎𝑢𝑛𝑐ℎ 𝑡𝑢𝑟𝑡𝑙𝑒𝑏𝑜𝑡_𝑡𝑒𝑙𝑒𝑜𝑝 𝑘𝑒𝑦𝑏𝑜𝑎𝑟𝑑_𝑡𝑒𝑙𝑒𝑜𝑝. 𝑙𝑎𝑢𝑛𝑐ℎ 
 
Aparece el siguiente mensaje que permite mover al robot. Para obtener en Matlab el 
resultado, solo será necesario llamar a la función mover con velocidad 0. 
 
Figura 45: Pantalla del nodo para movimiento con teclado. 
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Figura 46: Resultado del movimiento ejecutado en ROS y enviado a Matlab. 
 
 
A continuación se muestra la situación del robot tras este movimiento y el nombre de las 
localizaciones: 
 
Figura 47: Posición del robot tras el movimiento y nombre de las localizaciones. 
 
Este sistema es totalmente operativo ya que la necesidad del algoritmo es conocer cuándo 
se encuentra en el punto de control. Se proporciona el nombre de la localización así como 
su distancia para poder decidir el radio de proximidad al punto de control que se desea 
evaluar. 
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6. REALIZACIÓN DE PRUEBAS 
 
Una vez desarrollado el algoritmo de clasificación y su implementación en un robot real se 
procede a la realización de pruebas de detección de distintas anomalías. 
Las pruebas desarrolladas han sido el caso de silencio, alarma, palmada, conversación, 
disparo, ametralladora, explosión y música en entornos de silencio, música y conversación. 
 
6.1. Entorno silencio 
 
Se aprende con el entorno en silencio, el resultado de los clasificadores es el siguiente: 
Clasificador Predicción 
Subespacio KNN 0,993647 
KNN ponderado 0,986023 
KNN coseno 0,989835 
KNN cúbico 0,984752 
SVM cúbico 0,996188 
KNN fino 0,988564 
SVM lineal 0,993647 
SVM Gauss medio 0,994917 
KNN medio 0,988564 
Árbol medio 0,994917 
SVM cuadrático 0,996188 
Árbol simple 0,994917 
Árbol Bagged 0,993647 
Árbol complejo 0,993647 
RN SCG patrón 0,997155 
RN BR ajuste 0,998240 
RN LM ajuste 0,995906 
RN SCG fitting 0,993910 
RN LM series de tiempo bucle cerrado 0,978196 
RN SCG series de tiempo bucle cerrado 0,895190 
Tabla 3: Entrenamiento caso silencio en el entorno. 
 
El clasificador elegido es por tanto el de BR por red neuronal de ajuste. 
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Para la comprobación de anomalías se obtienen los siguientes resultados: 
Anomalía Predicción 
Silencio Correcta 
Conversación Correcta 
Música Correcta 
Palmada Correcta 
Alarma Correcta 
Disparo Correcta 
Ametralladora Correcta 
Explosión Correcta 
Tabla 4: Resultado de la detección de anomalías en entornos de silencio. 
 
Todas las muestras se identifican de forma correcta, el silencio como normalidad y el resto 
como anomalía a la primera. 
 
6.2. Entorno música 
 
Se procede al entrenamiento del clasificador en con música de fondo. Los resultados son los 
siguientes. 
Clasificador Predicción 
Subespacio KNN 0,989835 
KNN ponderado 0,988564 
KNN coseno 0,992376 
KNN cúbico 0,991105 
SVM cúbico 0,993647 
KNN fino 0,987294 
SVM lineal 0,994917 
SVM Gauss medio 0,993647 
KNN medio 0,991105 
Árbol medio 0,979670 
SVM cuadrático 0,994917 
Árbol simple 0,965693 
Árbol Bagged 0,988564 
Árbol complejo 0,975858 
RN SCG patrón 0,995532 
RN BR ajuste 0,989841 
RN LM ajuste 0,997618 
RN SCG fitting 0,985369 
RN LM series de tiempo bucle cerrado 0,991083 
RN SCG series de tiempo bucle cerrado 0,930060 
Tabla 5: Entrenamiento caso música en el entorno. 
El clasificador elegido es por tanto el de LM por red neuronal de ajuste. 
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Para la comprobación de anomalías se obtienen los siguientes resultados: 
Anomalía Predicción 
Silencio Correcta 
Conversación Correcta 
Música Correcta 
Palmada Correcta 
Alarma Correcta 
Disparo Correcta 
Ametralladora Correcta 
Explosión Correcta 
Tabla 6: Resultado de la detección de anomalías en entornos de música. 
Todas las muestras se identifican de forma correcta, la música como normalidad y el resto 
como anomalía a la primera. 
 
6.3. Entorno conversación 
 
El entorno de conversación no difiere mucho del de música pero se decide realizar las 
mismas pruebas. 
 
Clasificador Predicción 
Subespacio KNN 0,988564 
KNN ponderado 0,991105 
KNN coseno 0,992376 
KNN cúbico 0,991105 
SVM cúbico 0,994917 
KNN fino 0,988564 
SVM lineal 0,992376 
SVM Gauss medio 0,991105 
KNN medio 0,989835 
Árbol medio 0,996188 
SVM cuadrático 0,993647 
Árbol simple 0,991105 
Árbol Bagged 0,992376 
Árbol complejo 0,989835 
RN SCG patrón 0,998353 
RN BR ajuste 0,997662 
RN LM ajuste 0,994200 
RN SCG fitting 0,995214 
RN LM series de tiempo bucle cerrado 0,989141 
RN SCG series de tiempo bucle cerrado 0,992311 
Tabla 7: Entrenamiento caso conversación en el entorno. 
Se utiliza como clasificador la red neuronal de tipo patrón SCG. 
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Anomalía Predicción 
Silencio Correcta 
Conversación Correcta 
Música Correcta 
Palmada Correcta 
Alarma Correcta 
Disparo Correcta 
Ametralladora Correcta 
Explosión Correcta 
Tabla 8: Resultado de la detección de anomalías en entornos de conversación. 
Todas las muestras se identifican de forma correcta, la conversación como normalidad y el 
resto como anomalía a la primera. 
6.4. Otras pruebas 
 
A continuación se entrenan los clasificadores que representarían los sonidos habituales de 
ciertas anomalías para poseer más datos que permitan observar los clasificadores más 
utilizados y descartar el resto. 
Para el sonido continuo de una alarma: 
 
Clasificador Predicción 
Subespacio KNN 0,991105 
KNN ponderado 0,993647 
KNN coseno 0,994917 
KNN cúbico 0,993647 
SVM cúbico 0,992376 
KNN fino 0,988564 
SVM lineal 0,993647 
SVM Gauss medio 0,994917 
KNN medio 0,993647 
Árbol medio 0,986023 
SVM cuadrático 0,992376 
Árbol simple 0,989835 
Árbol Bagged 0,992376 
Árbol complejo 0,987294 
RN SCG patrón 0,994960 
RN BR ajuste 0,995402 
RN LM ajuste 0,998070 
RN SCG fitting 0,992112 
RN LM series de tiempo bucle cerrado 0,879761 
RN SCG series de tiempo bucle cerrado 0,988699 
Tabla 9: Resultado aprendizaje sonido de alarma. 
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Para el sonido de un tren antiguo: 
 
Clasificador Predicción 
Subespacio KNN 0,994917 
KNN ponderado 0,989835 
KNN coseno 0,987294 
KNN cúbico 0,986023 
SVM cúbico 0,992376 
KNN fino 0,993647 
SVM lineal 0,979670 
SVM Gauss medio 0,983482 
KNN medio 0,988564 
Árbol medio 0,983482 
SVM cuadrático 0,988564 
Árbol simple 0,978399 
Árbol Bagged 0,991105 
Árbol complejo 0,984752 
RN SCG patrón 0,996782 
RN BR ajuste 0,998737 
RN LM ajuste 0,996051 
RN SCG fitting 0,985870 
RN LM series de tiempo bucle cerrado 0,881527 
RN SCG series de tiempo bucle cerrado 0,987168 
Tabla 10: Resultado aprendizaje sonido de un tren antiguo. 
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Para el sonido de un despegue de avión: 
 
Clasificador Predicción 
Subespacio KNN 0,993647 
KNN ponderado 0,984752 
KNN coseno 0,984752 
KNN cúbico 0,983482 
SVM cúbico 0,991105 
KNN fino 0,987294 
SVM lineal 0,980940 
SVM Gauss medio 0,989835 
KNN medio 0,983482 
Árbol medio 0,970775 
SVM cuadrático 0,991105 
Árbol simple 0,977128 
Árbol Bagged 0,982211 
Árbol complejo 0,978399 
RN SCG patrón 0,984799 
RN BR ajuste 0,994721 
RN LM ajuste 0,997082 
RN SCG fitting 0,990296 
RN LM series de tiempo bucle cerrado 0,994059 
RN SCG series de tiempo bucle cerrado 0,794632 
Tabla 11: Resultado aprendizaje sonido de un despegue de avión. 
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Para el zumbido de una avispa: 
 
Clasificador Predicción 
Subespacio KNN 0,994917 
KNN ponderado 0,994917 
KNN coseno 0,996188 
KNN cúbico 0,989835 
SVM cúbico 0,994917 
KNN fino 0,994917 
SVM lineal 0,993647 
SVM Gauss medio 0,994917 
KNN medio 0,997459 
Árbol medio 0,987294 
SVM cuadrático 0,996188 
Árbol simple 0,983482 
Árbol Bagged 0,996188 
Árbol complejo 0,991105 
RN SCG patrón 0,998134 
RN BR ajuste 0,993001 
RN LM ajuste 0,998552 
RN SCG fitting 0,995751 
RN LM series de tiempo bucle cerrado 0,994732 
RN SCG series de tiempo bucle cerrado 0,969602 
Tabla 12: Resultado aprendizaje sonido del zumbido de una avispa. 
 
En el siguiente capítulo se procederá al análisis de los resultados obtenidos. 
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7. RESULTADOS.  ANÁLISIS Y DISCUSIÓN 
 
Este capítulo se centra en analizar los datos de obtenidos en las pruebas del capítulo 
anterior. Las pruebas realizadas han sido en todos los casos silencio, conversación, música, 
palmada, señal de alarma, disparo, ametralladora y explosión. El entorno ha variado entre 
silencio, música y  conversación. 
En el entorno silencioso todas las pruebas obtienen resultado favorable. Esto es así 
porque todas las anomalías presentan un fuerte contraste al silencio. El único problema 
encontrado se solventó durante el desarrollo del sistema, la comprobación inicial iba a ser 
de fragmentos de 1s durante hasta 5 repeticiones en el caso de no encontrar anomalía. El 
problema es que el algoritmo dedicaba aproximadamente 1s a la grabación y 1s al 
procesamiento por lo que la probabilidad de escuchar una anomalía era del 50% en sonidos 
de corta duración como un disparo. Finalmente, se resolvió evaluando bloques de 5s. 
Por otro lado, se desea hacer más rápido el sistema por lo que se analiza la precisión de los 
clasificadores utilizados: 
 
Figura 48 : Gráfico sobre la precisión de los clasificadores en entorno silencioso. 
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Todas las precisiones son bastante similares excepto la de la red neuronal SCG de series 
de tiempo con una precisión de 0,89. El resto se sitúan todas por encima del 0.97. Por último 
destacar que si bien la red neuronal es más precisa que los clasificadores de la aplicación 
es sólo por 0,002052. Al final se comparan los clasificadores más precisos. 
Para el entorno música todos los casos se detectan de forma correcta. 
El caso de los sonidos atronadores como la bomba o el disparo dependen mucho de la 
distancia del foco al micrófono, pero con una intensidad adecuada el sistema lo evalúa sin 
errores. Esta intensidad adecuada corresponde a los casos reales donde una anomalía de 
este tipo produce un sonido ensordecedor. 
Por otro lado, en cuanto a los clasificadores evaluados, en este caso presentan mayor 
varianza siendo de nuevo el de tipo red neuronal de serie de tiempo SCG el menos preciso 
con un 0.930060. Las redes neuronales son más precisas que los clasificadores de la 
aplicación con unos valores máximos de 0.997618 la red neuronal por ajuste LM frente a la 
SVM lineal con 0.994917. 
 
Figura 49: Gráfico sobre la precisión de los clasificadores en entorno música. 
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Para el entorno conversación todas las pruebas son satisfactorias. Aunque igual que en el 
caso anterior ciertas anomalías como el disparo deben tener una intensidad 
considerablemente mayor al sonido del entono como ocurre en la realidad. 
En cuanto a los clasificadores, esta prueba tiene mínima varianza dada la gran variabilidad 
de sonido que presenta la grabación que permite una mejor clasificación. Ningún clasificador 
tiene una precisión destacablemente baja. 
Las redes neuronales vuelven a ser más precisas que los clasificadores de la aplicación con 
unos valores máximos de 0.998353 la red neuronal por patrón SCG frente al árbol medio 
con 0.996188 pero con escasas diferencias. 
 
Figura 50: Gráfico sobre la precisión de los clasificadores en entorno conversación. 
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Se ha preferido enfocar el estudio a entornos de peligrosidad donde estén personas como 
puede ser una fiesta con la música o un entorno de trabajo en la conversación. 
La tasa de acierto es del 100% en todos los casos. Asimismo conviene comentar que 
aunque no ha sido necesario hacer uso de la herramienta de reentreno de clasificadores, ya 
que durante las pruebas no se han dado falsos positivos, se han realizado pruebas para 
comprobar su correcto funcionamiento. 
Para ello, se ha realizado el aprendizaje de un sonido entorno y al detectar una anomalía 
como la música o una señal de alarma se ha reentrenado el clasificador para que desde ese 
momento considere estos últimos casos como normalidad.  
Por último, a fin de mejorar el algoritmo descartando clasificadores se realizan cuatro 
estudios adicionales de su precisión. 
Para el caso del sonido continuo de una señal de alarma las redes neuronales de series 
de tiempo SCG son especialmente poco precisas con un 0.879761 de precisión. Los 
mejores clasificadores son el SVM de Gauss medio con 0.944917 y la red neuronal de tipo 
ajuste de LM con 0.998070. 
 
Figura 51: Gráfico sobre la precisión de los clasificadores en entorno señal de alarma. 
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Para el caso de un tren antiguo las redes neuronales de series de tiempo LM son 
especialmente poco precisas con un 0.881527 de precisión. Los mejores clasificadores son 
el subespacio KNN con 0.994917 y la red neuronal de tipo ajuste de BR con 0,998737. 
 
Figura 52: Gráfico sobre la precisión de los clasificadores en entorno tren antiguo. 
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Para el caso del despegue de un avión las redes neuronales de series de tiempo SCG son 
especialmente poco precisas con un 0,794632 de precisión. Los mejores clasificadores son 
el subespacio KNN con 0,993647 y la red neuronal de tipo ajuste de LM con 0,997082. 
 
 
Figura 53: Gráfico sobre la precisión de los clasificadores en entorno despegue de avión. 
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Para el caso del zumbido de avispa todos los clasificadores tienen une precisión muy 
similar. Las redes neuronales de series de tiempo SCG son la menos precisas con un 
0,969602 de precisión. Los mejores clasificadores son el KNN medio con 0,997459 y la red 
neuronal de tipo ajuste de LM con 0,998552. 
 
Figura 54: Gráfico sobre la precisión de los clasificadores en entorno del zumbido de una avispa. 
 
Una vez se han analizado los clasificadores más precisos se tienen los siguientes datos: 
o El tipo de clasificador más preciso es la red neuronal. 
o Las diferencias entre precisión de redes neuronales y de clasificadores de la 
aplicación no son extremadamente grandes. 
El motivo de dividir el análisis entre clasificadores de la aplicación y de tipo red neuronal es 
debido por un lado a que la información se trata de manera ligeramente distinta; además, el 
gasto computacional de las redes neuronales es significativamente mayor. 
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Por este motivo se decide reducir el número de clasificadores. Para ello se realiza una 
media entre la precisión de todos los clasificadores en las 7 pruebas. Aquellos tres que 
hayan sido elegidos por el sistema como representantes del entorno alguna vez se sitúan a 
la cabeza de la lista. Estos tres clasificadores son de tipo red neuronal. Coincide que la 
selección del sistema oscila para los 7 casos estudiados en tres redes neuronales. Los 
clasificadores de la aplicación evaluados como valor máximo se ordenan también por valor 
de precisión en orden descendente. Los clasificadores que representan esta problemática 
son 6 por lo que se decide mantenerlos quedando al final:  
 
Clasificador Predicción media 
RN LM ajuste 0,996783 
RN BR ajuste 0,995372 
RN SCG patrón 0,995102 
SVM cúbico 0,993647 
Subespacio KNN 0,992376 
SVM Gauss medio 0,991831 
KNN medio 0,990379 
SVM lineal 0,989835 
Árbol medio 0,985478 
Tabla 13 : Reducción de clasificadores. 
 
Se pasa por tanto de 20 clasificadores a 9 que casi con toda seguridad servirán para 
discernir la mayoría de anomalías. 
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La herramienta busca la detección de anomalías en diversos entornos, adaptándose a cada 
medio con la única acción de aprender el sonido normal del lugar y sus principales casos de 
anomalías. 
 
8.1. Aplicaciones y Beneficios 
 
Este proyecto en concreto se fundamenta en las necesidades de vigilancia. La seguridad es 
una característica indispensable para el correcto desarrollo de la actividad personal. Además 
de su factor humano, la seguridad de los procesos industriales también genera altos 
beneficios. La prevención de riesgos laborales no sólo mejora la calidad de vida de los 
trabajadores sino que  asegura la reducción de pérdidas por parones y daño de material. 
En una planta, las posibles fugas de aceites o gases peligrosos constituyen un alto riesgo. 
La detección de estas fugas se puede realizar con sistemas como el presentado en este 
proyecto que permite la actuación y reparación en un espacio de tiempo considerablemente 
menor. 
Una fuga de gas produce un sonido agudo perfectamente identificable, con una herramienta 
de análisis del sonido como la aquí presentada se conducirá a una detección de la anomalía 
de una forma más eficaz y segura que con el uso de una videocámara. El uso de 
videocámaras en vigilancia si bien está considerablemente más extendido, pero puede no 
ser la mejor solución para ciertas problemáticas como la de la planta expuesta previamente. 
Las posibles aplicaciones de la herramienta desarrollada se han buscado que tengan la 
máxima versatilidad. Se han realizado pruebas en caso de silencio, que no es un silencio 
absoluto sino el sonido ambiente de una habitación; pruebas con música de fondo y  con 
una conversación ruidosa. 
Los tres casos pueden corresponder a diversos ámbitos de la vida cotidiana y laboral, ya 
que éstos son los sonidos ambiente a los que la mayoría de personas se enfrentan día a 
día. 
Por otro lado, las anomalías estudiadas, apartando la comparación con los tres sonidos 
ambiente han sido una palmada, una señal de alarma, un disparo, una ametralladora y una 
explosión. La palmada se ha utilizado como sonido de golpe fácilmente identificable. El resto 
representan verdaderos riesgos de seguridad que ponen en riesgo la vida de las personas 
por lo que es esencial su detección. 
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8.2. Futuras líneas de investigación 
 
El desarrollo de este proyecto se ha enfocado en la mejora y aumento de clasificadores para 
la detección de anomalías y la integración de la herramienta en una flota de robots. 
Se ha logrado una tasa de detección de anomalías muy satisfactoria aunque el sistema 
requiere de ciertas mejoras. La velocidad del módulo de identificación de anomalías será 
mayor cuando se implemente directamente en el propio robot y no a través de Matlab, que 
ha servido para el prototipado rápido.  
Asimismo, sería de interés la integración de la interfaz realizada en Matlab con la interfaz de 
supervisión del robot; simplificando la comunicación con el operario.  
El siguiente paso de la herramienta sería su ampliación al uso de varios micrófonos para 
determinar el foco del sonido permitiendo al operario al que se le informa de la anomalía una 
actuación más eficaz y precisa. Además sería interesante ampliar el sistema a una escucha 
continua durante el movimiento, aunque esto requiere de hardware específico. 
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El trabajo desarrollado para la detección automática de anomalías en patrullaje robotizado 
se ha centrado en la utilización de herramientas algorítmicas de identificación. Para ello ha 
requerido del uso de clasificadores evolutivos y de decisión. 
Por otro lado, para la implementación en la flota de robots ha requerido del uso del sistema 
operativo para el manejo de robots ROS y su sistema de simulación Gazebo. 
Una vez desarrollado el código necesario para la creación de la herramienta se procede a su 
evaluación mediante diversos entornos sonoros y anomalías. Las pruebas con son 
extremadamente satisfactorias, con un 100% de tasa de acierto. Aunque, reflejando la 
realidad, el foco de las anomalías tipo armas de fuego deben estar lo suficientemente cerca 
para presentar una intensidad mayor que la del sonido entorno. 
La herramienta de reaprendizaje de anomalías no ha sido necesaria en la realización de las 
pruebas si bien ha sido probada para asegurar su correcto funcionamiento. Al aprender por 
ejemplo, un sonido de entorno silencioso se comprobaba con música o una señal de alarma. 
Una vez detectada la anomalía esta se aprendía como normal. A partir de ese momento, se 
detectaba en cada caso la música y la señal de alarma normal y el resto anomalías. 
Es destacable la decisión de reducir el número de clasificadores debido al alto coste 
computacional. Los clasificadores de la aplicación tienen un gasto considerablemente menor 
y la precisión no difiere mucho del uso de redes neuronales. Si bien es cierto que estas son 
siempre las que valores más altos presentan. Basándonos en la eficacia de clasificación se 
pasa de 14 clasificadores de la aplicación a 6 y de 6 redes neuronales a 3. Disminuyendo de 
un total de 20 clasificadores a 9. 
Por último, se ha conseguido la comunicación de Matlab con el entorno de programación 
para obtener la localización del robot y poder probar la herramienta de detección de acuerdo 
con el punto de control. Para ello ha sido necesaria la simulación de un entorno de vigilancia 
muy simple que sirviera para ubicar los puntos de control.  
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Planificación temporal 
 
El estudio temporal se ha realizado en base a una estructura de descomposición de 
proyecto (EDP). 
En trabajo se divide en cuatro bloques que conforman el las tareas a realizar. 
1. Gestión del proyecto. En él se presenta la planificación temporal a llevar a cabo, se 
planea una serie de reuniones y controles con el profesor asignado, así como 
seminarios con otros compañeros que utilizarán las mismas herramientas de 
desarrollo. Finalmente, este bloque también incluye la redacción de la memoria. 
 
2. Estudios previos. Este bloque presenta la formación en diversas herramientas como 
Matlab, ROS y Gazebo incidiendo en el uso de clasificadores y el trabajo previo en el 
que se basa este proyecto.  
 
3. Desarrollo de software. Se han separado la implementación de los clasificadores y la 
integración del código. Además se realiza la interfaz con el usuario y la comunicación 
con el robot. 
 
4. Implementación y pruebas. En este caso se separan las labores de depuración y 
pruebas así como los ensayos finales. 
 
 
A partir de estas fases de elabora la gestión de tiempo mediante un diagrama de Gantt. 
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Figura 55: EDP del trabajo. 
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De acuerdo con el esquema de descomposición del proyecto se organizan las tareas de la 
siguiente forma. Con jornadas laborales de 3h/día, por lo que la dedicación total es de 387h. 
 
 
Figura 56 : Planificación tareas para diagrama Gantt. 
 
Así se obtiene el diagrama con la leyenda: 
 
Figura 57: Leyenda diagrama de Gantt. 
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Figura 58: Diagrama de Gantt 
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Estudio económico 
 
Para llevar a cabo la gestión de gastos se realiza un análisis del gasto de personal, del 
gasto de software y del gasto de hardware. 
 
Gastos de personal 
 
Se calcula, de acuerdo con lo estimado en el diagrama de Gantt, que se han invertido 129 
días en total durante tres horas al día por lo que el cómputo final es de 387 horas 
trabajadas. 
El precio anual de un ingeniero recién titulado en base a costes estimados por la UPM, 
sumando costes directos e indirectos, es 54000€/año.  
Este precio anual está estipulado para un año con 208 días laborables y 8h de trabajo diario 
por lo que el coste horario es de 32.5 €/hora, siendo el total 12577.5 € por el proyecto. 
No se tienen en cuenta costes de luz, agua e infraestructuras ya que están incluidos en los 
costes indirectos de la UPM. 
 
Gastos de Software y Hardware 
 
Se consideran los gastos por las licencias de los programas utilizados como Matlab y Visio. 
Asimismo, el sistema operativo Windows 8, Office y el ordenador portátil. 
Los programas utilizados en Linux como ROS y Gazebo son gratuitos así como los cursos 
de formación on-line de Matlab incluidos en la licencia. 
Los gastos de software y hardware se amortizan de diferentes formas: 
El precio del ordenador con licencia Office y Sistema Operativo asciende a unos 700€, se 
dividen 550€ para el ordenador, 80€ para Office y 70€ para el sistema operativo. Se estiman 
6 años de vida útil para el ordenador, con un uso diario de unas 5h/día, 300 días al año, es 
decir, vida útil de  9000 h. De éstas 9000h al proyecto se le dedican 387h, la totalidad.  
Al uso de herramientas ofimáticas se le pueden haber dedicado 3000h y de ellas, para la 
elaboración de la memoria de acuerdo con el diagrama de Gantt, 90h. 
Matlab y Visio se amortizan durante 4 años que la UPM ha prestado el servicio al alumno.  
El coste de la licencia de Matlab se estima 500€, teniendo en cuenta los convenios de la 
Universidad. El uso es de aproximadamente de 150h para las asignaturas cursadas y 
aproximadamente 105 días para este proyecto, de acuerdo con el diagrama de Gantt. En 
total el proyecto emplea 315h de 465h totales de uso. 
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El mismo precio se estima para Visio. Se utilizan aproximadamente 25h para las asignaturas 
cursadas y otras 25h para el diseño de imágenes para la elaboración de la memoria. Con 
todo el proyecto emplea 25h de 50h totales de uso. 
Con estos datos se genera la siguiente tabla de amortizaciones: 
Descripción 
Precio 
artículo (€) 
Vida útil (h) 
Horas 
proyecto 
(€) 
Coeficiente 
amortización 
Precio 
proyecto 
(€) 
Licencia Matlab 500 465 315 0.7 338.7 
Licencia Visio 500 50 25 0.5 250.0 
Licencia Office 80 3000 90 0.03 2.4 
Windows 8 70 9000 387 0.04 3.0 
Ordenador 550 9000 387 0.04 23.7 
    TOTAL 617.8 
Precio horario 1.6 
Tabla 14 : Cálculo de amortizaciones. 
 
El gasto en software y hardware asciende a 617.8 €; por comodidad, se trabaja con precio 
horario de 1.6 €.  
 
Se procede a la suma de todos los gastos del proyecto: 
Descripción Tiempo(h)  Precio horario (€) Total (€) 
Coste de personal (directo + indirecto) 387  32.5 12577.5 
Costes de software – hardware 387  1.6 617.8 
   Total 13195.3 
Tabla 15 : Cálculo del desembolso total. 
El desembolso total del proyecto es de 13195.3 €.  
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Por orden de aparición: 
Aprendizaje supervisado - Método de aprendizaje autónomo basado en datos de entrada 
cuya respuesta es conocida y permiten entrenar el algoritmo para futuras predicciones. 
IA – Inteligencia Artificial 
Machine Learning – Aprendizaje Automático 
ROS – Sistema operativo de robots 
MFCC - Coeficientes Cepstrales en las Frecuencias Mel  
Gazebo – Herramienta de simulación 
Audiograma - Representación de un sonido mediante su amplitud de onda en el eje y frente 
a la evolución temporal en el eje y 
FFT – Transformada Rápida de Fourier 
DWT – Transformación de Onda Discreta 
DFT – Transformada de Fourier Discreta  
IDFT – Transformada de Fourier Discreta Inversa 
ZCR – Zero Crossing Rate 
STE – Short time Energy 
SVM – Máquinas de Soporte Vectorial 
KNN – K – Vecinos Próximos 
SGG - Propagación trasera del gradiente conjugado escalado 
BR – Propagación trasera bayesiana 
LM – Propagación trasera de Levenberg-Marquardt 
MSE – Ajuste cuadrático medio 
TurtleBot – Robot personal de bajo coste 
RN – Red neuronal 
GUI – Interfaz gráfica de usuario 
EDP – Estructura de Descomposición del Proyecto 
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