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as the estimate of the integral over Gs of the function /.
In the simplest case the numbers n\, n2, ■ ■ • ,ns are all taken equal so that Gs is partitioned into V subcubes and N = Ks for some positive integer K. The present paper proposes a second modification of simple Monte-Carlo quadrature, which makes further use of this partition of Gs.
If V is large, so that each of the subcubes into which Gs is divided is quite small one would generally suppose that the integrand would be a monotonie function of each xl in most of the subcubes. Thinking along the lines of Hammersley and Morton's method of antithetic variâtes [1] , [2] , it would seem that if a; is a point chosen at random in a subcube and x' is the point symmetrically opposite it in that subcube, the quantity ifix)+fix'))/2 should have smaller variance than/(a:). We therefore define the following estimate for Jo/: Dividing Gs into N = Ks subcubes as above, call these subcubes, in some order, A i, A2, ■ ■ -,An-For 1 < r < N, let cr be the center of A r, and choose a single point-call it xr-at random in A r; and let x/ = 2cr -xr. Then our estimate is (2) J2 = J2if,N) = 1 g/(*-)+/(*/) .
(The quantity (1) we shall denote by J\, while "J0" will designate the simple MonteCarlo estimate (3) |g/W where the N points yr are chosen at random in Gs)
2. Error Analysis. The discussion of the error of these estimates is based on the usual assumption of Monte-Carlo theory, that the points yr and the points xr can be regarded as independent (or at least pairwise independent) random variables; in our case each yr is uniformly distributed over Gs, while xr is uniformly distributed over A r. Then Jo, Ji, and J2 are random variables, and it is easy to see that all three have the integral of / as mean value :
(4) m(Ji) = I = / /, ¿ = 0,1,2.
(For J2 we note that x/ is, like xr, uniformly distributed over A,; so that m(J2) = ^ g| imifixr)) + m(f(xr'))) = ^ g AT f f = /.)
Numerical evaluation of an integral by the formula (1), (2), or (3) then can be regarded as taking a sample value of one of the J's as an estimate of the mean 7; so that the standard deviation of that J may be taken as a measure of the error to be expected. On the usual assumption that J is approximately normally distributed, there would then be a probability of 1/2 that the error of the estimate is less than about (5/8) <r(J), while the chance that the error is greater than 2a(J) would be less than 1/20.
We set (5) cr.vG/o) = cr(Jo(/,V)) , aN(Ji) = o-(Ji(f,N)) , a2N(J2) = a(J2(f,N)) , so that the subscript of a is equal, in each case, to the number of evaluations of the integrand required for the estimate of I. For the simple Monte-Carlo estimator J0 we have the well-known result : (6) o~AJo) = cwv-1/2, dl= Í f-lf fY.
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In MMC I showed that aN(Ji) < aN(Jo) for any / e L2(GS); for continuous/,. o-n(Ji)/<tn(Jo) -> 0 as N-* <x> ; and if the gradient V/exists and is continuous on Gs, then
The first of these three results has no analogue for J2-it may happen that c2n(J2)> > o-2n(Jo). However, for smooth integrands we have the following: Theorem. If d^f/dx^x' is continuous on Gs for 1 < i,j < s, then 
'=i dx
For convenience I shall write "/" for/(cr), "/,-" for df(cr)/dx*, "/</' for d^c^/dx'dx'
and "5*" fora;4 -cr\ Then The last of these three terms is clearly o(A7~4/s) ; the same holds true for the second term, since ô" = OiN~lls) and so J2 = 0(Ar-2's), and therefore
It follows that
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Calculating the integral in (16) is facilitated by noting that jAr 5iô>ôKdL is zero unless i,j,K, and L are equal in pairs, and that
We finally obtain:
From (9), (10) and (17) we obtain
Each inner sum in (18) is a Riemann sum, which approaches the integral (over G,) of the function involved as N -> ». Therefore
¿oö i<i^<i •/gs ^dx dx ' iM *-i ^gs ^dx dx ! and the theorem follows. We see then that for smooth functions J2 converges to the integral somewhat faster than J0 or Jx. It is interesting to note, also, that J2 is exact for linear integrands-so that the quantity d2 is not a measure of the deviation of the integrand from constancy, as are do and di, but of its deviation from linearity.
For less smooth integrands J2 may not be superior to Ji; but for a large class of functions which may even be discontinuous, both «/i and J2 are asymptotically better than Jo, and in fact
To see this, let / be bounded in Gs, and piecewise smooth in the following sense : Gs may be broken up into a finite number of regions, with smooth boundaries, such that in the interior of each region all the second partial derivatives of/are continuous and bounded. Then for A^ large the number of subcubes Ar which do not lie wholly inside a single one of these regions will be 0(N^1U). For these subcubes rr will be bounded, since/is bounded on G>; for the remaining subcubes, rr = 0(N~ils) as in the proof of Theorem 1. Thus 2 ,,ï i_v -, BiNl~3 + B2N(N~4/S) and (20) follows for J2. In an exactly similar manner it follows for Jx, under the weaker assumption that the first partial derivatives of/are continuous and bounded in each region, using the proof of Theorem 3 of MMC.
3. Related Methods. Two modifications of the proposed quadrature method were considered, that seem worth some comment. The first is simply a generalization, in which G s is not necessarily partitioned into subcubes, but more generally into congruent subintervals in the manner described in the first paragraph of this paper. In MMC the estimate Ji (there called J") was treated in this more general manner, and it was seen that there might sometimes be a gain to partitioning the different coordinate axes differently. However, this does not seem to be the case for J2. If, in the general case, we impose the "regularity" condition of MMC on the partitions of Ge, and carry through the reasoning of the proof of the Theorem above, we obtain in place of (19) :
i<Jk<sn2n2jGS
WcV'
While, for given N = n\ -n2.ns, the total of the 2 sums in (19') might be made smaller by choosing the n¿ unequal than by choosing them equal, it is not likely that one would know in advance how to do this.
The second modification I considered was an attempt to halve the number of evaluations of the integrand needed for a given accuracy. For each A P, instead of evaluating both/(a;r) and fix/), I proposed to choose at random a number ar in between 0 and 1, set xr" = axr + (1 -a)xr', and calculate only f(xr"). However, the quantity does not have mean value / in general, since xr" is not uniformly distributed on A,. This can be compensated for by introducing a weight factor: For x = (xl, a,-2, ■ ■ ■ ,xs) suchthat -N-lls < xi < N-lh, let Then the estimator
does have mean value I. However, it turns out to have infinite variance (though its expected absolute deviation from the mean is finite). In some numerical experiments on simple integrands, convergence to the integral was not apparent as N was raised up to 65,536; so the method seems worthless. since J2 is just the average of 2 independent samples of J2. This implies that using J2 instead of J2 involves a slight loss of accuracy, since by Theorem 1,
if/is smooth. However, in my experience the importance of having a good estimate of the error is so great as to justify this loss of accuracy and the extra effort required to calculate D2. Usually, in approximately evaluating an integral by the present methods, one would calculate J2if, N) or J2'if, N) for a few values of N, in ascending sequence. When J2 is used, one could, for each value of AT, also calculate D2Nll2+2ls. If the asymptotic form of aw(Ji) given in the Theorem is, for the last two or three values of N used, a good approximation to the standard deviation, D2Nil2+2ls will be close to constant and its value (for the last value of N) may be taken as the value of 2~1/2 d2. Further calculations, with higher N, may thereafter be made using J2, and taking d2N~(xl2+2h) as the standard deviation.
(For Ji, automatic error estimation is achieved by using the estimator T Uf AH -1 TpfJXr) +/(2r) Jiif,N) -N2¿ -to approximate /, and using
as the estimate of the standard deviation of J\ . For convenience I shall also denote the above-mentioned estimate of the standard deviation of Jo, i.e., the quantity
by "Do".) 5. Experiments. In order to test the accuracy of the error estimates above for smooth functions, and to see the behavior of Ji and J2 when the integrand is discontinuous, three 4-dimensional integrals were calculated. Tables I and Ia present the  results for the calculation of II  (exp Ix1 • 
and Tables II and IIa give the corresponding results for / / / / sin 2ir(xx + a;2 + a;3 + a;4) dx1 dx2 dx3 dx* = 0 .
•'o ■'0 ^0 ^0
Here and below, E0, Ei, and E2 are the actual errors of Jo, J\ and J2 respectively; and in each case r< = \Ei\/D%-that is, the ratio of the actual error to the estimated standard deviation. Table I shows that DoN1"1, DiNll2+lls, and D2N/2+2/s were substantially constant for K > 3, indicating that the standard deviations were in close accordance with the predictions of the Theorem above and of Theorem 3 of MMC. The second integrand is more rapidly oscillating, with the result that in Table II Tables III and III0 present This function is discontinuous in Gi, and so in accordance with the discussion leading to (20), we should expect that Di and D2 would go to zero as N~lll2+1I2'K The approximate constancy of DiNll2+ll2s and D2Nll2+ll2s in Table III confirms this very  well for this simple integrand. The values of r in Tables Ia, Ha , and IIIa also conform to what is expected on the assumption that Jo, Ji' and J2 are approximately normally distributed. The r's are mostly < 1, and are only rarely as high as 2. In practical calculations, of course, only the D i are known and information about the actual errors is to be inferred from them ; 2D i is then a fairly safe ("5% confidence level") upper bound for |£\|.
The following integral arose in a physical problem [3] : it was to be evaluated to an accuracy of about 1 part in 100 for various values of the parameter T. As the region of integration is a rectangle, it was first attempted to do the calculation using the trapezoid rule in each dimension. In one dimension the trapezoid rule approximation converges as M~2 where M is the number of points used-if the integrand is sufficiently smooth. In two dimensions the approximations should then converge as Af-1. In this case however, they were found to converge only as M_1 /2. This is apparently due to the fact that the second derivative, with respect to k, of the integrand is infinite at the origin ; and so it could not be corrected by substituting any higher-order quadrature rule for the trapezoid rule. The calculation was then done by the simple and modified Monte-Carlo methods under discussion, and the results (for T = lO"6, A(T) = 10"4) are given in Table IV . In this case the integrand satisfied the hypotheses of Theorem 3 of MMC, but not those of the theorem of the present paper. Thus the approximate constancy of DiNll2+llt was expected, but that oîD2Nll2+2ls was surprising, and indicates a possibility of weakening the hypotheses of the theorem. Practically, the application of J2 was successful: J2' achieved the desired accuracy with M = 10,000, while with the trapezoid rule (improved by use of Richardson's "deferred approach to the limit"), it was necessary to go up to M = 160,000 and at that the results did not generate much confidence, as Richardson's extrapolation differed from the last trapezoidal value by about 7%.
I wish to thank Mr. Charles Mesztenyi of the University of Maryland's Computer Science Center for doing these calculations. 6. Comment. J2 offers the advantage, over J\, of faster convergence to the integral. The improvement, for values of N for which the asymptotic error for a given level of effort and expressions are fairly accurate, is given by the factor (^¡2d2/di) N~1U by which the standard deviation is multiplied. This may in some cases be no improvement at all; d2 might be sufficiently greater than di to make this factor greater than 1 for all reasonable values of V. Now in calculating, J2, Ji can be obtained simultaneously; and Di can also be gotten with very little extra effort. In doubtful situations, where it is not known how high an N will have to be used, it is advisable to do this for the first values of N tried, after which it can be seen whether J/ or J2 is the better estimator for the specific integral being studied. 
