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A number of methods are available to approximate the weight function for 
orthogonal polynomials on an interval of the real line. We present some methods 
to approximate weight functions for orthogonal polynomials on several intervals 
and give an upper bound for the error in the approximation. We introduce Turin 
determinants on several intervals and show that these have similar properties as in 
the one-interval case. These Turin determinants are useful if one deals with sieved 
orthogonal polynomials on one interval. The proofs depend on asymptotic proper- 
ties of orthogonal polynomials with asymptotically periodic recurrence coefficients, 
which are of independent interest. 0 1991 Academic Press, Inc. 
1. INTR~DUCTJON 
Suppose p is a positive Bore1 measure on a compact set of the real line. 
Then there is a unique sequence of polynomials (p,(x) : IZ = 0, 1, . ..} such 
that 
(1.1) 
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These orthonormal polynomials satisfy a simple three term recurrence 
formula 
Xpn(x)=an+~Pn+~(x)+bn~n(~)+an~n-I(x), n 2 0, 
(1.2) 
P~I(x)=o, PO(X) = 1, 
with a,, = yn _, /y,, > 0 and 6, E R. This can easily be verified by expanding 
xp,(x) in a Fourier series using the orthonormal functions {p,(x)}; 
because of (1.1) all but three Fourier coefficients vanish. If the support of 
p is compact then the recurrence coefficients a,, and b, are bounded. 
Conversely, if {p,(x)} are given by the recurrence formula (1.2) with a,, > 0 
and b, E R, then there exists a positive Bore1 measure ,U such that (1.1) 
holds and therefore these polynomials are orthonormal polynomials. This 
is known as Favard’s theorem. If a, and b, are bounded, then this measure 
is unique and the support of p is compact. In many cases the polynomials 
p,(x) are given by the recurrence formula (1.2) and then one wants to 
know the measure ,u. If these coefficients are known analytically and if they 
are well-behaved functions of n (say rational functions of n or rational 
functions of q” for some real number q) then one can use analytic techni- 
ques (generating functions, differential equations, etc.) to find explicit 
formulas for ,U in a number of cases. In practice, however, the recurrence 
coefficients may be given numerically and then one is interested in methods 
to approximate the orthogonality measure CL. 
A technique which is often used consists of approximating the Stieltjes 
transform 
@;P)= j--&dp(x) 
using Pad6 approximants. If one uses a denominator of degree y1 and a 
numerator of degree y1- 1 then the denominator polynomial is precisely the 
orthogonal polynomial p,(x) and the numerator is the associated polyno- 
mial py! ,(x). In general, the associated polynomials of order k (k > 0) are 
given by the shifted recurrence formula 
xp’“‘(x) = a ” n+~+lP~~l(x)+bn+kPI(()(x)+an+kp~~,(x), n>O, (1.3) 
with initial conditions p!!‘,(x) = 0 and pr)(x) = 1. By inverting the Stieltjes 
transform one easily sees that in this method one approximates the 
measure p by a purely discrete measure with jumps at the zeros of p,(x). 
This is a big disadvantage if it is known that the measure p is absolutely 
continuous, in which case there exists a weight function W(X) 2 0 such that 
dp(x) = W(X) dx. In such cases it is much more interesting to find an 
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approximation to p which is itself absolutely continuous or to approximate 
the weight function w(x). Such approximations are available. One such 
method uses Christoffel functions 
Ux) = {“CI P:(x)}- ‘>
k=O 
and a good survey that demonstrates their usefulness is given by Nevai 
[21]. Recently, it was shown that for orthogonal polynomials on [ - 1, 1 ] 
the Szego condition 
implies that 
Jilimm n&(x) = 7c $7 w(x) 
almost everywhere in [ - 1, l] (Mate, Nevai, and Totik [ 18, Theorem 41). 
Another method to approximate the weight function is given by 
Lebedev [ 133. 
In this paper we would like to emphasize approximations using Turan 
determinants or similar expressions. We define the Turhn determinant as 
follows: 
o,,(J)=Pi(x)-~P,~+,(x)P,,~,(x) 
n 
1 p,(x) a,+ l Pn+ 1(x) 
=a, Pn-lb) a, dx) 
(1.4) 
The name Turan determinant is used because Paul Turan [22] was the 
first to study such determinants: in particular he proved the inequality 
~~(x)-~,-,(x)~,+,(x)~O, -16x61 
for Legendre polynomials, with equality when x = f 1. We have introduced 
the factor a,, , /a, in our definition (1.4) because then the coefficient of xZn 
vanishes. If the recurrence coefficients converge, 
lim a, = l/2, lim h, =O, (1.5) 
n-m ,1 + 02 
then the following result is known (Mate and Nevai [14, p. 6121, Van 
Assche [25, Theorem 12, p. 4541): 
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THEOREM 1. Suppose that (1.5) holds and that the recurrence coefj’kients 
are of bounded variation, i.e., 
,zo (lbk-bk+ll + lak+l -ak+21)< a; (1.6) 
then u is absolutely continuous in (- 1, l), w(x) = u’(x) is strictly positive 
and continuous on (- 1, l), and 
lim D,(x) = - ~ 
n-rat 7-c w(x) 
(1.7) 
holds uniformly on every closed subset of ( - 1, 1). An upper bound for the 
error of approximation for x on a closed subset of ( - 1, 1) is given by 
2 Jr7 
D,(x) - - - 
?T w(x) 
<C f (lbk-bk-,l + Iak-ak-tl)9 Cl.81 
k=n+l 
where C is a constant depending on the closed subset. 
Turan determinants are harder to handle when x = + 1. One can use 
expressions similar to Turin determinants to get uniform approximations 
on the closed interval [ - 1, 11, still assuming the condition (1.5): for 
XE C-1, l] we set x=cosB and define 
$Jx) =p,(x) - 2aK”p,- 1(x); (1.9) 
then 
W&)1* =12(x) - %xp,(x)p,- 1(x) + 44pk ,(x) 
=P3X)-4anan+~pn+~ (X)Pn-I(x)-4a,b,p,(x)p,-,(x) 
and if (1.5) holds then lr,b,Jx)1* is close to the Turan determinant D,(x). 
The following result holds (Nevai [20, Theorem 40, p. 1431, Geronimo and 
Case [6, Appendix B, pp. 487-4891, Van Assche [25, Theorem 6, p. 4451): 
THEOREM 2. Suppose that (1.5) holds and moreover that 
k~~(i1-40:,,1+21b,l)<m. (1.10) 
Then ,u is absolutely continuous in (- 1, 1) and w(x) =u’(x) is strictly 
positive and continuous on ( - 1, 1). Furthermore 
2Jn 
lim I$.(x)~~=;w(I) (1.11) n-m 
holds untformly for x on a closed subset of ( - 1, 1). If the stronger condition 
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(1.12) 
holds, then (1.11) hoZds uniformly on [ - 1, 1 ] and one has an upper bound 
for the error of approximation, given by 
k=n+l 
cc 
<(2”a,a,...a,)-’ 1 
3(k+ 1) 
k=n1+(k+1)sin8 (k4a:+,I +2 lbkl) 
3(k+ 1) 
,=,l+(k+l)sin8 (11-4a:+,1 +2 lb/cl) . 
(1.13) 
Of course the absolute continuity of ,U and the continuity and strict 
positiveness of p’ already follow from Theorem 1 because the convergence 
in (1.10) implies the convergence in (1.6). The approximation suggested by 
Theorem 2 has already been applied succesfully to some weights arising in 
statistical physics (Van Assche, Turchetti, and Bessis [27]). 
In this paper we will generalize Theorem 1 and Theorem 2 for 
orthogonal polynomials on several intervals. Instead of the condition (1.5) 
we assume convergence modulo N, where N is a positive integer. This 
means that we will consider asymptotically periodic recurrence coefficients. 
Orthogonal polynomials with asymptotically periodic recurrence coef- 
ficients have been studied by Geronimus [9, lo], Aptekarev [2], 
Geronimo and Van Assche [7], Van Assche [23,24], and Grosjean [ll]. 
These polynomials have a measure p supported on at most N disjoint inter- 
vals and in addition p may have a denumerable number of jumps which 
can only accumulate on these intervals. The special case when the intervals 
touch each other leads to sieved orthogonal polynomials. 
2. ASYMPTOTICALLY PERIODIC RECURRENCE COEFFICIENTS 
Instead of assuming that (1.5) holds, we assume that we are given two 
periodic sequences ai + , > 0 and bz (n = 0, 1, . ..) such that 
af+,=ai n = 1, 2, . . . . 
bjl+,=b; n = 0, 1, 2, . . 
(2.1) 
(here NZ 1 is the period), and that the recurrence coefficients a,, i and 6, 
(n = 0, 1, . ..) satisfy 
lim la,--a:J =O, lim lb,-bjll =O. (2.2) n+m n+cc 
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We say that the orthogonal polynomials have asymptotically periodic 
recurrence coefficients. In the literature (see, e.g., Geronimus [9]) the ter- 
minology limit periodic is also in use, but this is confusing because a limit 
periodic sequence (in the theory of almost periodic functions) is the 
uniform limit of periodic sequences, which is not what we mean by (2.2). 
We denote the orthonormal polynomials with periodic recurrence 
coefficients u,” + , , bjl by q,(x). Define 
oN=coN(x)=p ; q&x)- 
U 
4v 
-g-y’2(“) 2 
1) 
(2.3) 
where 
p(x)=x+Jrn, (2.4) 
with the square root such that p(x) is analytic with [p(x)1 > 1 in 
C\[-1, 11. On [ -1, l] we define p(x)=p(x+iO+), which gives 
p(cos 8) = eie. In particular for XE [ - 1, 1] one has %[p(x)] =x and 
3[p(x)] = Jn, this square root being positive for every x E [ - 1, 11. 
Let 
and define E as the set where lo(x)1 = 1; then E consists of the N intervals 
where 
-l<T(x)<l, 
and between every two consecutive intervals of E there is exactly one zero 
of each of the polynomials T’(x) and q$L ,(x) (j > 0) (see [7, Lemma 2, 
pp. 255, 2561). On E we have !R[o”(x)] = T(x) and ~[w”(x)] = 
sign[ T’(x)] dm, where the latter square root is always positive on 
E. The set E corresponds to the essential spectrum of the orthogonal poly- 
nomials p,(x) and the measure p for these orthogonal polynomials has 
support E u E*, where E* is a denumerable set for which the accumulation 
points are on E. The set (w’“(x) = 1) consists of the endpoints of the inter- 
vals (it is possible that some of the intervals are touching at a point where 
w’“(x) = 1). The orthogonality of the polynomials qn(x) is given by 
m,n’ (2.5) 
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where xi are those zeros of qN- ,(x) for which qN(Xi) #w”‘(x~) [7, 
Theorem 5, p. 273; 10, Theorem 21. This means that E,* = {xi} has at most 
N- 1 points. The functions 
(2.6) 
are linearly independent solutions of the recurrence relation with periodic 
recurrence coefficients af + 1, bJI whenever x is not a zero of q,,-. 1(x) and 
Use # 1, and they have the property that qnfN+k(x) = w-““(x)q$(x) and 
4 n;+k(x)=afN(x)q;(x) [7, Theorem 1, p. 2591. This means that any 
solution of the recurrence relation with periodic recurrence coefficients can 
be written as a linear combination of q,+(x) and q;(x), except possibly for 
finitely many values of X. Note that [7, Eq. (II.31 ), p. 2613 
/q:(x)l’=-g qN- lm&z’b4. 
n+l 
(2.7) 
The following result generalizes a known result by Nevai [20, Theorem 
13, p. 451 (see also Mate, Nevai, and Totik [16, Theorem 11.1, p. 2701) 
about Toeplitz matrices associated with orthogonal polynomials with 
converging recurrence coefficients: 
LEMMA 1. Suppose that (2.2) holds; then for every continuous function f 
and for all integers k and j one has 
lim .f(x)~n~+i(x)~nN+k(x)d14x)=~~~~ ’ a0 [ s f(x) sknCT’(x)l “-CX
J+l k+l E 
0 
X 
ak+,qjj_::‘.~,(x)+a,O+,q:k_+,:),~l(X)dx 
(2.8) 
where a”, + k + , qim)(x) = - a~q(_mkt_k2+ ‘j(x) whenever k < 0. 
Proof. Denote by J the infinite Jacobi matrix 
b. aI 
J= al b, a2 
i r 
a2 b2 a3 ’ 
. . . . . . . . . 
and by Jo the infinite Jacobi matrix with the periodic recurrence coefficients 
a:+,, bz; then J: l2 + 1, and Jo: l2 --) I, are both bounded and selfadjoint 
linear operators on the Hilbert space 1, of square summable sequences 
(y,: n = 0, 1, 2, . ..). The condition (2.2) means that J-Jo is a compact 
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operator [12, p. 1571. Let Eu E* be the spectrum of J and E u E$ be the 
spectrum of JO; then (z-J)-’ is a bounded linear operator for z $ E w E* 
and (z-JO)-’ is a bounded linear operator for z +! E u E,*. Clearly 
(z-J)~l-(z-JO)~l=(z-J)~l(J-JO)(z-JO)~~’, and thus by [12, 
Theorem 4.8, p. 1581 it follows that (z-J)-’ - (z-J&’ is a compact 
operator for z q! E u E* u E$. If A: I, --, I, is compact, then one has 
A n,n + k -+ 0 as n + cc for every integer k. Moreoer, 
(z-J,,;+, = s 
P,(X) Pn+ k(x) dp(x) 
3 z-x 
where ,u,, is given by (2.5). Therefore the result for f(x) = (z - x)-l follows 
for all orthogonal polynomials p,(x) satisfying (2.2) if and only if it is true 
for the polynomials qn(x) with periodic recurrence coefficients. Assume that 
k 3 0; then by orthogonality 
s qn(xly,;k(x) d/f,(x) = q,(2) J” *dpo(x). 
The functions 
are known as functions of the second kind corresponding with the 
orthogonal polynomials qn(x) or the measure pLo. For z 4 E u E,* they are 
a minimal solution of the recurrence formula with periodic recurrence coef- 
ficients with initial conditions QO(z)= S(z; pO) (the Stieltjes transform of 
p,J and aEQ_,(z) = 1. This means that Q,,(z) is a linear combination of 
q,+(z) and q;(z), and because of the minimality and the initial conditions 
we have 
ah,- ,(x)Q,dz) = q,?(z). 
This together with the asymptotic formula [7, Theorem 8, p. 2801 
lim qnN+j(X)W--nN(X)= 4&l ?(x)qh I(X) 
n-m a,O+ 1 4,’ (z)(aN(x) - op”(x)) 
gives for z # E v E,* and k 3 j 
lim qnN+j(X)qnN+k(X) 
s d/G) = 
1 &f :‘m: (z) 
n4cc z-x 2JF@Z a,“+,qi+(z) ’ 
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By the Stieltjes inversion formula (e.g., [23, p. 1751) we have 
1 4!d’wd(4 
2 Jm a,“, I qf (2) 
and on E we have 
g 4:(x) ( 1 - = Iqjt(x)l -2 ~~q:(x)q,x41 4,: (x) 
= Iq;(x)l -2 C%c+N(x)qj+iv(X) + $c(Xk7j(X) 
- T(x)q!f(x)qj+N(x)- T(X)9k+N(X)qj(X)1* 
If we use the relation qn +2N (4 = 2Wq,+&) - 9&) C7, Lemma 1, 
p. 2531 then 
qcq: (xb?,~ @)I = h+ iv (x)qj+Aw - %c(X)qj+2N(X)l 
+ qc4 k+N(X)qj+N(X)-qj(x)qk+2N(X)1. 
One can show [7, p. 2601 that 
0 
+ c?N- lc4q~“_c,,‘I 1(x) = c4 a ,+N(X)q,(x)-4m(X)4n+N(X)1. Mfl 
If we combine the last four displays and if we use (2.7) then this all 
leads to 
1 4!df :vzbl; (z) 
2JFGj-F aJ?+,qi+(z) 
1 0 ak+lq~~~~N~,(x)+a,O+,q~k_::)N-,(x) 
=47caP,,a~+, E J’ J-j 
dx 
x sign[ T’(x)] - 
z-x’ (2.9) 
This proves the result when f(x) = (z-x)) I, with z $ E u E*. From 
Schwarz’ inequality and from the orthonormality it follows that the signed 
measures pL, given by 
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with f a continuous function, have a total variation which is bounded by 
1. Therefore, as a standard result for weak convergence of measures, the 
result holds for every continuous functionf: 1 
Our aim is to generalize Theorem 2 for the case under consideration. 
Define 
IClnGc N) =Pn+N(x)- (i;f, $) UN(X)Pn(X), (2.10) 
I 
where o(x) is given by (2.3). For the special case where T(x) = T,(x)-the 
Chebyshev polynomial of the first kind of degree N-this function $Jx; N) 
is essentially equal to the twisted difference A,,p, introduced by Mate, 
Nevai, and Totik [ 17, p. 3241; the only difference is the factor in front of 
~“(x)pJx). The following result holds: 
THEOREM 3. Suppose that (2.2) holds and that 
(2.11) 
Then ,u is absolutely continuous on E, w(x) = ,u’(x) is strictly positive and 
continuous on E\ {COAX = l}, and 
lim I* nN+i(X; q2,1 Is!d’?(x)l 
n a,O+,w(x) m n+m 
(2.12) 
holds uniformly on every closed subset of E\ (o*“(x) = 1 }. Zj” 
kzo @+I) Ibk-bkl+ { O II-(Z)‘lj<“. (2.13) 
then (2.12) holds uniformly on E. An upper boundfor the error of approxima- 
tion for n -j (mod N) is given by 
l,~(~;N,l-(~=.~~,,~)~~l 
k+N 
N+ I1 -co-‘“(x)1 (k+N) > 
xexp A f c 
k+N 
k=O k N+ 11 -Undo/ (k+N) ’ 
(2.14) 
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where 
Proof. The absolute continuity of p and the positivity of w(x) on E are 
shown in [7, Theorem 6, p. 2771. Introduce 
then, by the method of variation of constants, one has the comparison 
equation [7, Eq. (IIU), p. 2631 
Replace n by n + N in this equation and subtract (2.15) multiplied by 
mN(x) to find 
P, + IV(X) - w”(x) A(x) = qn + N(X) - ~NbMx) 
The sequence qLk++i L k_, (x) --d(~)q!,~-+~? 1(x) (n=k, k + 1, . ..) is also a 
solution of the periodic recurrence formula and has the same periodic 
behaviour as q,+(x). Therefore this sequence is equal to q,+(x) up to a mul- 
tiplicative factor (that may depend on k and X, but is independent of n). 
One has explicitly 
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Recall that 4: has no zeros in the interior of E (use (2.7) and the fact that 
q$L i has no zeros in the interior of E). If we use this formula, then 
On E we have the bound [7, Eq. (IILlO), p. 263 J
I A( G 
A(n + N) 
NS 11 -fc2”(x)l (at-N) 
n--l 
(k+N) 
X ‘2Xp A c ck 
k=O N+{f -LO-““(x)1 (k+N) 
(2.17) 
This bound, the property (2.7), and the periodicity of the coefficients a: + I) 
bi show that the series 
converges uniformly on closed subsets of E\ {co’~(x) = 1> whenever (2.11) 
holds, and uniformly on E when the stronger condition (2.13) is true. The 
bounds (2.17) and 
Iq~‘(-el f 
A(n+N) 
N+ I1 -o-*“(x)\ (n+N) 
(xEE) 
[7, Eq. (11.21), p. 2581, together with (2.16), then give 
IC~,+N(X)-~N(X)lin(X)1-4nC(X)~(X)I 
02 
6 c ck 
k+N 
k=n N+ I1 -o-~“(x)~ (k+N) 
k+N 
k N+ 11 -w-‘“(x)/ (k+ N) ’ 
(2.19) 
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This and (2.7) show that 
holds uniformly on closed subsets of E\{o’~(x) = 1 } when (2.11) holds 
and uniformly on E when (2.13) is true. Finally, (2.12) then follows from 
Lemma 1 and moreover 
where 
Indeed, from Lemma 1 we have for f~ C(E) (take f(x) = 0 when x $ E) 
1 1 =-- 
s nay+, E 
dx 
9 
and by using qff>&$(x) = 2T(x)qy:i’(x) -q:+“(x) [7, Lemma 1, p. 2531 
this gives 
1 1 
=--I f(x) lq;‘;)(x)j ,,/mdx. 
7( ai”+, E 
The relation (2.12) then holds because the last asymptotic formula is valid 
for every continuous function f on E. The upper bound (2.14) can be 
obtained from (2.19). 1 
3. RECURRENCE COEFFICIENTS OF BOUNDED VARIATION (MODULO N) 
Suppose that the recurrence coefficients are asymptotically periodic 
(period N), so that (2.2) holds. In addition to this, we also assume that the 
coefficients are of bounded variation (modulo N), meaning 
(3.1) 
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Various results for such orthogonal polynomials have been proved for the 
case when N= 1 (Mate and Nevai [ 141, Mate, Nevai, and Totik [ 151, 
Dombrowski and Nevai [4], Van Assche and Geronimo [26]). Our aim 
is to extend these results to the case when N > 1. The idea here is to use 
not the second order recurrence formula (1.2) but a higher order recurrence 
formula. A useful formula is 
pn+2N(4pjvn-t?(x)=P .+N(x)P!K%xk; Pn(x)P!Kfi+w 
(3.2) 
(see, e.g., [7, Lemma 11, p. 2781) but the polynomial pjv”Z:‘(x) multiplying 
P n + 2N(~) is somewhat annoying. A better formula is given by: 
LEMMA 2. Suppose that p,(x) (n = 0, 1, 2, ,,.) are orthogonal polynomials 
satisfying the recurrence formula (1.2); then 
in+ AX) = AAx; N) in + N(X) - &(x; N) P,(X) - C,(x; N) in-- I(X)> (3.3) 
where 
x4,(x; N)=P$+~‘(x)-zp:“‘Nt”(x), 
B,(x; N) = 2 (a 
an+N+l 
n+Np(Nn-t;?i+1)(x)plyn)l(x)-a,+2Np~f,N+1)(x)p(Nn)(x)), 
1 a 
C,(x; N) =---c (a n+2NPN-2 ‘“+“+“(x)p$~;‘(x) a n+N+I an+l 
-a,+Np~t-fi+“(x)pjClf:)(x)). 
ProoJ We start with the equation [7, Eq. (V.2), p. 2781 
P&J =p,(x) PyJ,(X) - -L.5- pm- ,(a$z” 1(x). 
am+l 
(3.4) 
Set k = n + 2N and m = n + N, then add and substract (a,+,,/a,+,+ ,) 
~jynfT+~)(x)p,+~(x) to find 
an+2N +- p~+N(~)p$+;+ ‘) (xl. a n+N-1 
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Now use (3.4) with k=n+N, m=n and k=n+N- 1, m=n to replace 
P~+~(x) andpn+N-l (x) by p,(x) and pn- r(x); then the lemma follows. 1 
It is clear that the asymptotic periodicity (2.2) implies that 
0 
lim A,(x; N) = qS’(x) --.A- 
n-m 
n = j (mod N) 
a;; I &:‘(x) = 27-(x), 
lim B,(x; N) = - 
n-cc 
f’ (4;: i’(x)q!’ ,(x) - qf+;‘(x)qy(x)) = 1, 
n 3 j (modN) J+l 
lim C,(x; N) = 0. 
n-m 
n-j(modA’) 
For the first of these limit relations we have used the fact that 
0 
2T(x) = qN(x) - uN ao + dx2(4 = 4W) - & qy’:‘(x) (3.5) 0 
[7, Corollary 1, p. 2541, and for the limit of B,(x; N) we have used the 
Wronskian of qFlj(x) and qj;‘TjY1(x). We need good bounds on the 
convergence of some of these expressions. These bounds are given by: 
LEMMA 3. Suppose K is a compact set in the complex plane; then there 
exists a constant C such that for XE K 
n+N-1 
Icntx)l bc c tIbk-bk+NI + lak+l-uk+N+ll)T 
k=n+l 
n+N-1 
~l-Bntx~N)~~C c ((bk-bk+N(+(ak+L-ak+N+II). 
k=n 
Proof. Consider the function 
R.(x)=p!“+“(x)-pl”+N+yX), I 
then for x E K 
(3.6) 
(3.7) 
(3.8) 
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where C, is a constant (depending on the set K). By using the recurrence 
formula (1.2) one also finds 
RJX) = 
( 
X-bn+i x-b ~- n+N+i pj”_:lyx)+ 
an+i+1 a n+N+r+l > 
x-b 
n+N+l R,&,(X) 
a n+N+r+l 
( 
a nti a n+N+i - ~- 
> 
pyy(x)+ OJzfNfi Rip2(X). 
an+i+ I h+N+i+l an+N+i+l 
From this one can easily show by induction that 
n+i 
IRi(X)I GC; 1 (Ibk-bk+NI f l”k+l-ak+N+II)? XEK, (3.9) 
k=n+l 
where Ci is independent of n and x. From this the bound (3.6) follows 
immediately. For (3.7) we note that 
B,(x; N) = an+ N ___ (pKy(x)plG”I ,(x) -p$‘;‘(x)pj;l’(x)) 
a n+N+l 
un+N +- [RN-~(X) - RN- I(X)] 
a n+N+l 
The first term on the right hand side is just the Wronskian of two solutions 
of the recurrence formula (1.2), and hence 
B,(x; N) =-&La + an+N [RN- 2(x) -RN- I(x)] 
a n+N+l %+N+l 
+p’,“z;“- l’(x) 
(0 -%+ZN. 1 
an+N+l 
n+N 
The bound (3.7) now follows immediately from the bounds (3.9). a 
Following ideas in [25, Sect. 3, p. 4501 and [26, Sect. III, p. 2261 we 
introduce the functions 
and p(x) is given by (2.4). We want to compare the orthogonal polyno- 
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mials {p,(x) : n = 0, 1,2, . ..} with these Green’s functions { G,i(k, m) : k < m, 
j=O, 1 3 ..., N- 1). One of the reasons for doing so is that these Green’s 
functions are explicitly defined in terms of the recurrence coefficents and 
that one can obtain nice bounds for them: 
LEMMA 4. Let K be a compact set either in C + \ { o*“(x) = 1 } or in 
C- \ {Use = 1 }, where C+(-) = (z E C : 3z > ( < ) 0); then there exist 
constants C and D (depending only on the set K and the period N) such that 
for XEK 
(m+l)N+~ 
Di=(k+,)N+jeI(‘bi-bi+N’+‘ai+l c 
(3.12) 
Proof: From (3.10) one easily finds that for k < m 
m 
t ,,+,G,(k,m)-Gj(k,m-I)= n ~/N+I. 
l=k+l 
(3.13) 
If we define 
^ Gj(k, ml 
Gj(kq m) = n;n2k: , flN + j’ 
then this becomes 
t(,+l)N+jtmN+jGj(k m)-6#, m-1)=1, (3.14) 
which means that the left hand side is independent of m. Equate the 
expressions for m and m - 1; then one finds that 
Gj(k,m)-Gj(k,m- I)= 
Gj(k,m-1)-Gj(k,m-2) 
t(rW+ l)N+jtmN+j 
+ 
t(m-l)N+j- t 
(m+‘)N+j,j(k, m- 1). 
t(m+l)N+j 
Since 1 t,l > 1 for every n, one obtains 
+ It(m-I)N+~-f(m+I)N+j I ldj(km-l)l. 
Iteration then gives 
Iej(km)-cj(k,m- l)l G 1+ c It(i+2)N+j-tlN+jI I~;(k 91, 
i=k+l 
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where we have used G,(k, k) = 0 and G,(k, k + 1) = 1. From (3.14) we have 
~j(k,m)-~j(k,m-l)=l+~.~(k,m)(l-t,N+jt(,+,)N+i), 
from which one deduces 
and this inequality thus gives 
m-l 
Since t, + mN as n -+ co--o”(x) is given by (2.3)-there is an integer 
M>O and a positive constant C, such that 11 - t,N+jt(m+1)N+j(-‘dC, 
for m > A4 and x E K, therefore 
m-1 
IGj(k, m)l <~CI + CI C It(i+Z)N+j- tiN+jI Iej(k i)I. 
i=/C+1 
Now use Gronwall’s inequality (see, e.g., [25, p. 4401) to find 
m-1 
IGj(k, m)l d2c1 eXP Cl c It(i+2)N+jwtrN+j 
i=k+l 
which holds for m > k > M. It is an easy exercise to show that 
[p(x) -p(y)] 6 C2 Ix -yJ for some constant Cz and for x, y E K. The bound 
(3.9) and the definition (3.11) then give 
n+N-I 
It,--t n+NI Gc3 c (lb’-b,+Nl + la,+,--al,N+IIh 
l=n 
from which the desired inequality follows. 1 
We have already mentioned the fact that 
lim t, = p( T(x)) = oN(,x) 
n-cc 
uniformly on compact sets of C\ { 02”(x) = 1 }, where w”(x) is given by 
(2.3). Note that there is no need here to let n tend to infinity along sub- 
sequences nrj (mod N). For the rate of convergence, we have 
LEMMA 5. Suppose K is a compact set either in Ct \(uZN(x) = l} or in 
c-\{02N(x)= l}, where C+(-‘={z~C:3z>(<)O}; then thereexistsa 
constant C such that for x E K 
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Proof. In order to prove (3.15) we first estimate the difference 
E (x)= 
n 
(3.16) 
The equation (3.4) with k = N, m = 1 but for the nth associated poly- 
nomials becomes 
p’“‘(n)=p’“l(x)p~~~‘(x)-a,, 
N 1 a p;‘;‘(x). n+2 
Use this to replace pjy”‘(x) in (3.16) and use the recurrence 
replace p)N” + l’(x); then 
formula to 
En(x) =x-b, x--b,+,v 
an+2 an+N+I 
Pw;)(x)+a~+ya.+l p’,“y(x) 
n+2 
a 
+ n+N ~- 
an+N+l an+l 
The result now follows because p’,“‘:)(x) and p’,“fi’(x) are uniformly 
bounded on Kand because Jp(x)-p(y)\ <C lx-y\ onK. 1 
The main reason that the Green’s functions (3.10) are so useful as a 
comparison system for the orthogonal polynomials is that they satisfy a 
recurrence relation which is very similar to (3.3). Indeed, a companion to 
formula (3.13) is given by 
Gj(k+l,m)- 
1 
G,(k,m)= - fi L, k-cm, (3.17) 
l(k+ I)N+j ,=k+ 1 [lN+j 
from which one easily obtains the three-term recurrence formula 
G,j(k+l,m)+Gi(k-l,m) 
( 1 = t kN+j+ k<m. [(k+l)N+j Gj(k, m) + dk,mr (3.18) 
The recurrence formula (3.3) for n = (k - l)N+j can be restated as 
P(k+l)N+jtx)=(fkN+j++) PkNtj(X)-B~k~l)N+.,(X;N)P~k-,l)N+j(X) 
kN+j 
-C~k-l)N+~(X;N)P~k-l)N+i-l(X). (3.19) 
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The similarity between (3.18) an (3.19) and the bounds given in Lemma 3 
can be used to obtain bounds and the asymptotic behaviour for the 
orthogonal polynomials: 
THEOREM 4. Suppose that (2.2) and (3.1) hold, and let K be a compact 
set either in C+\{oZN(x)=l) or in CP\{02N(~)=l}, where CT+(-)= 
(z E C : 3z 2 ( < ) O}; then there exist constants C and D such that for x E K 
mN+j- 1 
D i?O (Ibi-bi+NI f lai+l-ai+N+I I I}. (3.20) 
Moreover, there exist continuous functions qj(x) on K such that 
lirn tnN+jPnN+j (x)-P(n-l)N+j(x) = p,(x) 
n;=': tlN+j 
J ’ 
j=O, . . . . N- 1, (3.21) 
n-4 
uniformly on K. 
Proof: Multiply (3.18) by pkN+j(x) and (3.19) by Gj(k,m), then 
subtract the obtained equations to find 
PkN+j(X)Sk,m= Gj(k- 1, m)PkN+j(x) - Gj(k m)P(k+ Iw+j(X) 
+Gj(k+ 1, m)PkN+j(x) 
-B(k- l)N+j (Xi N)Gj(k, m) Pck- I)N+j(x) 
1 1 
+ -- t kN+j l(k+ I)N+j Gj(kv m)pkN+j(x) 
-C(k-l)N+j (xi N)Gj(k m)p(k - l)N+j- Ilx). 
Summing from k = 1 to k = m gives 
P mN+j(X)=PN+~(X)G~(O, m)-Pj(X)Gj(l, m)+ 1 
CtN+j > 
--f Pj(x)G,(O, m) 
J 
m-1 
+ C Cl-Bk~+j (Xi N)lGj(k+ 1, m)PkN+j(X) 
k=O 
m-1 
( 
1 
+c -- 
1 
k=O tkN+j f(k+l)N+j > 
Gj(k, m)PkN+jCx) 
m-1 
- k50 ‘kN+j (Xi N)Gj(k+ 1, m)pkN+J-l(x). 
(3.22) 
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Define 
BkN+jw = 
PkN+jtX) 
llf=Z=',' tlN+ j' 
then by Lemma 2, Lemma 3, and (t,l > 1, it follows that 
(m+ I)N+j- 1 
18 mN+j(X)I 6 C exp D 1 (Ibiybi+NI + lai+l-ai+N+lI) 
i=O 
(Ibiebi+NI + lai+l-ai+N+l 
I) lb kN+jcX)I 
(3.23) 
The inequality 
lN+j-1 
t iN+j 
Eq. (3.1), and Gronwall’s inequality (see, e.g., [25, p. 4401) then lead to the 
desired inequality (3.20). 
Next, multiply both sides of (3.22) by t,N+j and subtract (3.22) with m 
replaced by m - 1. The obtained equality contains expressions of the form 
t mN+jGj(k, m)-Gj(k, m- 1); hence by using (3.13) we find 
t,N+jPmN+j(X)--~m~l)N+j(X) 
Hi?= 1 tiN+j 
=P ,r+j(X)--'++(k-i) Pjtx) 
N+j J 
m-2 
+c 1-B kN +,jtx; N) 
k=O 
1 
+ -- t(k+;)N+j t(k+l)N+j] n”g::, 
tkN fJ 
m-2 
- kzo ‘kN+j tx; N)t(k+ l)N+.j (ij; e) f$;;;:l:), 
1 1 
+ 
> 
P(m- I)N+jb) -- 
c(m- l)N+j tmN+.j ntl tiN+j ’ 
(3.24) 
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It is clear from (3.20) that the series 
m-2 
- 1 CkN+j(X; N)t(k+l)N+j 
k=O 
(3.25) 
converges uniformly on K whenever (2.2) and (3.1) hold, and that 
lim t nN+jP,N+j(X)-P(n-l)N+i(X) = cp,(x) 
n-02 I-I:=‘: tiN+j I 3 
which proves the theorem. 1 
Let S be an infinite subset of the positive integers and let Q(S) be the 
closure of the set of zeros of p,(x) as n runs through S. Then (2.2) implies 
that 
uniformly on compact sets of C\Q(S), where We is given by (2.3) (see, 
e.g., [23, Theorem 2.22, p. 751). Hence (3.21) implies 
(3.26) 
uniformly for x on compact sets of C\Q(S) whenever both (2.2) and (3.1) 
hold. Following Mate, Nevai, and Van Assche [ 19, Section 31 we denote 
by s” the set of real numbers x such that for every neighborhood U of x 
there is an integer k such that for every n > k the polynomial p,(x) has a 
zero in U. Then 
where o(J) is the spectrum of the Jacobi operator J, i.e., o(J) = supp(p) = 
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E u {mass points of p}. Recall that the mass points of p are denumerable, 
outside E\ {02”(x) = 1 > and possibly accumulating at {cJ.J~~(x) = 1 }. For 
each point XE a(J)\E one knows that {p,(x) : n =O, 1,2, . ..} E 12. Poin- 
care’s theorem applied to (3.2) then implies that for such x 
P,(X) 
)J\ Pn + N(X) = WN(Xh 
where oN(x) is given by (2.3). The asymptotic behavior of P,,(X) for 
x E o(J)\ E cannot be obtained from (3.21) because as n tends to infinity, 
both sides of (3.21) tend to zero. If K is a compact set in E\ {02”(x) = 1 }, 
then there exists an integer nj such that )t,N+jJ = 1 for n > nj. By taking the 
imaginary part of both sides of (3.21) one finds 
lim sign[T’(x)] JZFfTjp,N+j(x) n-cc 
-IV’j(X)I (fi Iti,+j~)sin(~~largtjN+j+arg~j(X))I=O (3.27) 
i=l i= I 
uniformly on K 
THEOREM 5. Suppose that (2.2) and (3.1) hold; then the orthogonulity 
measure p is absolutely continuous in E. Zf dp(x) = w(x) dx on E and if K is 
a closed set in E\ {oaks = l}, then 
(j, ,tiN+j,2) ,qj(x),2=‘q”‘;;;;~ XEK. (3.28) 
Proof: A simple computation gives for x E K and for n large enough 
It nN+jPnN+j(X)-P~n-1)N+j(X)l2=P~N+j(X)+P:n--1)N+j(X) 
u’““‘N”p~~~‘+l’(X)) PnN+j(X)p(,-l)N+J(X); 
nN+J+ 1 
hence, by Lemma 1, we have for every continuous function f with support 
in K 
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We have used the fact that q&+?!(x) = 2T(x)q$$‘i)(x) in the previous 
calculation. On the other hand, by the previous theorem we also have 
Note that the product in the latter expression contains only a finite number 
of factors because when x E K one has ( t,,+jl = 1 for n > nj. Comparing 
both equations we find that 
(il ltiN+j12) l~j(x~12diL(X)=~ lq~+:‘(X)l J-d-x. (3.29) 
It follows that if X,E E\(o*“‘(x) = 1) is a mass point of ,u, then cp,(x,) = 0. 
It is possible to show from (3.24) and (3.20) that ‘pi cannot become zero at 
an interior point of E; the proof of this is along exactly the same lines as 
for the case N = 1 given in Mate and Nevai [ 143 and hence we do not give 
the details here. Therefore p is absolutely continuous in E\ {w2”(x) = 11, 
and (3.28) then follows from (3.29). 1 
4. SHIFTED TURAN DETERMINANTS 
Our next aim is to generalize Theorem 1 for several intervals. This means 
that we need a proper generalization of the Turan determinant (1.4). We 
define the shifted T&n determinant by 
1 P,(X) an+lPn+l(x) =- 
an--N+l h-dx) an-N+IPn-N+I(x). 
(4.1) 
In the definition of the ordinary Turin determinant (1.4) we see that the 
bottom line in the determinant is the same as the top line except that n has 
changed to n - 1. For the shifted Turan determinant given by (4.1) a 
similar thing is true but now n has changed to n -N. 
These shifted Turan determinants can be computed recursively and they 
are given in terms of the differences bk - bk _ N and ak - ak _ N very much as 
the ordinary Turan determinants (see, e.g., [4] and references there): 
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LEMMA 6. Shifted T&n determinants always satisfy 
X 
b,c-bk-N 
Pk--N(x)+ 
a:-a:-N 
ak-N+L 
a -N+,ak-NPk--N-I(X) 
k 
(4.2) 
Proof. Use the recurrence formula (1.2) for a,,+ 1 pn+ 1(x) in the 
definition (4.1); then 
1 
Drib; W=P,@)P,-N+,(x)-- ((X-b,)Pn(X)-anPn-~(X))pn-N(~) 
a, PIAX) 
=- D,_l(x; N)+--- 
an-N+l an-N+1 
’ an-N+~!b-N+l(r)+~ 
( 
P,-N~l(X)-(X-bb,)Pn~N(X) 
n N 
Now use the recurrence relation (1.2) for a,_ N + 1 p,, _ N+ l(x); then 
D,(x; N) = an ----n-,(x; NJ 
an-N+1 
[ 
bn-h-iv 
2 2 
+ P,-N(X)+ an-an-N Pn-N--,(X) p,tx). 
an-N+I an-N+lan-N 1 
The result now follows immediately by iteration. 1 
We are now ready to formulate and prove a generalization of 
Theorem 1: 
THEOREM 6. Suppose that (2.2) holds and that the recurrence coefficients 
are of bounded variation (mod N), i.e., 
kEo (Ibk-bk+NI + bk+I-ak+N+li)<mi (4.3) 
then p is absolutely continuous in E\(co~~(x) = l), w(x) = p’(x) is strictly 
positive and continuous on E\ (co2”(x) = 1 }, and 
lim D 1 m sign[T’(x)] nN+j(X;N)=z (4.4) n-m J+l w(x) 
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holds uniformly on every closed subset of E\ {w’“(x) = 
for the error of approximation for x on a closed subset 
is given by 
1 }. An upper bound 
of E\ {w*““(x) = 1) 
where C is a constant depending on the closed subset. 
ProoJ: We adapt the methods of [25, Sect. 33 to the present situation. 
The absolute continuity follows from Theorem 5. If K is a closed set in 
E\(o~~“‘(x) = l}, then for XE K there exists an integer nJ such that 
It ,&+jl = 1 for n > nj. Hence the infinite series 
+ 
ai-a:-N 
ak-N+,ak~NPk-N--I(X) PklX) 
I 
(4.6) 
converges uniformly for x E K and, by Lemma 5, 
holds uniformly for XEK. From Lemma 1 we find for every continuous 
function f with support in K 
1 1 
- f(x) =GcaJ?+, E I 
2 - SK+ "(x) + (a,", l$+J 4KW) signCT,(x), dx 
J-i-?(T) 
Use qrJZN(x) = 2T(x)q LkJ N(~) - qLk’(x) and (3.5) to obtain 
,“f”, S,f (x)D,,+j(x; NW(x) dx 
=~~j~f(x)~~sign[T(x)]dx. 
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On the other hand we have 
JiJmrn pfwnN+, s (x; )w(x) dx =fi “:) * 1 f(x)l)(x)w(x) d . i=l ai a.j+l E 
This means that for x E E\ {Oar = 1) 
a”,+(x) w(x) = A JTT+j sign[ T’(x)], 
from which (4.4) follows. The upper bound follows immediately from the 
upper bound (3.20) and Lemma 6. 1 
5. EXAMPLES 
In this section we compare two approximations to the sieved Legendre 
weight on [ - 1, 1 ] 
W&)=;lUN-1(X)I (-l<x<l), (5.1) 
where U,_,(x) is the Chebyshev polynomial of the second kind of degree 
N- 1. The orthogonal polynomials corresponding to this weight are a 
special case of sieved ultraspherical polynomials (Al-Salam, Allaway, and 
Askey [ 11). This weight is obtained from the Legendre weight w,(x) = 4 on 
[ - 1, 1 ] by a polynomial transformation (Badkov [ 31, Geronimo and Van 
Assche [S, Sect. VI, p. 5781) and therefore the recurrence coefficients can 
be obtained in terms of the recurrence coefficients of Legendre polynomials 
(in which case we have a, = n/,,/‘?m and b, = 0), giving 
b,=O anN+,= i (j = 2, . . . . N- 1) (n=O, 1, . ..) 
1 n 
aiN=-- 
22n+ t’ aiN+,=:&, 
(n=O, 1, . ..) (5.2) 
[S, Theorem 12, p. 5781. Note that a, -+ i which means q?‘(x) = U,(x) for 
every k > 0. 
In Fig. 1 we have plotted the approximation 
w‘+(x) z 2 
a, Ji7 
na,p~(x)-a,+,p,+,(x)p,~,(x) 
with n = 20, using the ordinary Turan determinant D,(x). Note that from 
(5.2) one easily finds 
ai,+ 1 
1 1 1 z 
--=-=--a 
4 En+4 4 nN 
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I 
2.0 - I 
: 
‘5 : 
1.0 - '\ 
: 8' 
-1.0 -0.5 0.0 0.5 1.0 
FIG. 1. Approximation with the ordinary Turin determinant. 
which means that (1.6) is false and hence that Theorem 1 cannot be 
applied. Nevertheless these Turan determinants converge weakly to the 
weight in the sense that 
lim I1 /(x)D,,(x)w,(x)dx=~~~,/(x)~~dx 
n-cc -1 
[25, Theorem 9, p. 4491 and one also has 
D,(x) w,Jx) - ; ,,/m dx = 0 
[16, Theorem 10.1, p. 2681. Observe how the approximation oscillates 
around the weight function. 
In Fig. 2 we have the approximation with the shifted Turan determinant 
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FIG. 2. Approximation with a shifted Turin determinant. 
with N= 4 and n = 20. Note that this approximation does not oscillate 
around the weight but imitates the shape of weight very well, except near 
the zeros of the weight. 
This is to be expected because from (5.2) we find 
a,-aa,+,=0 [n =j (mod N), j= 2, . . . . N- 11, 
2 - 2 1 a:,.,,,-a,,-a,,,,-a:,+,,,+,=- 
1 
2(2n+ 1)(2n+3) 
(n = 0, 1, . ..). 
(5.3) 
which means that Theorem 6 can be applied. But this only gives uniform 
convergence on closed sets of E\ {ozN(x) = 1 }, and in this case 
E=[-l,l]andtheset (w*~(x)=~} coincides with the zeros of U, _ r(x) 
and the points &- 1. The N intervals in this case are touching at the zeros 
of U,- r(x) and thus we have uniform convergence away from these zeros 
and away from ) 1. Actually the shifted Turan determinants will have 
zeros in the neighborhood of the zeros of UN- r(x) which causes the 
appearance of poles in the approximant. Note that from (1.8) and (5.3) we 
obtain an error of approximation of the order 0( l/n). 
The approximations using (shifted) Turan determinants are easy to com- 
pute if one knows the recurrence coefficients of the orthogonal polynomials 
under consideration. The computation of the polynomials can then be done 
recursively. This procedure is known to be quite robust to the effect of 
rounding errors (see, e.g., Gautschi [ 51) and allows us to compute Turan 
determinants up to very high order. 
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