For an inner function u we discuss the dual operator for the well-known compressed shift P u S| (uH 2 ) ⊥ . We establish conditions for two dual compressed shifts to be unitarily equivalent/similar and we describe the invariant subspace structure for the dual.
Introduction
In this paper we discuss a class of operators with many interesting properties and even more interesting complexities. This class of operators, parameterized by inner functions, will be the duals of the well-known compressed shift operators on a model space. As we will see, these dual operators connect to the operators of multiplication by the independent variable on L 2 of the unit circle as well as a direct sum of the classical shift on the Hardy space and its adjoint. Our focus will be on various equivalence classes of these operators as well as a description of their invariant subspaces.
For an inner function u on the open unit disk D := {|z| < 1}, consider the model space [10] K
where H 2 is the classical Hardy space [9] . By Beurling's well-known theorem, the subspaces uH 2 , where u is an inner function, completely describe the non-zero invariant subspaces of the shift operator (1.1) (Sf )(z) = zf (z) on H 2 and thus, via annihilators, the model spaces K u completely describe the non-trivial S * -invariant subspaces of H 2 . The operator S * can be realized as the backward shift (1.2) (S * f )(z) = f (z) − f (0) z and functions in the model spaces K u can also be described using the language of pseudocontinuations [10, p. 149] .
Thinking of H 2 as a closed subspace of the Lebesgue space L 2 of the circle T := {|z| = 1} in the standard way (see (2.1) below), one can define P u to be the orthogonal projection of L 2 onto K u . The operator
is called the compressed shift and plays an important role in operator theory. For example, it serves as a model operator for the completely non-unitary contractions T on a Hilbert space for which T * n → 0 as n → ∞ in the strong operator topology and for which the defect operators I − T T * and I − T * T have rank one. See [10, p. 195 ] for the details of the above discussion.
Closely related to the compressed shift are the truncated Toeplitz operators A u ϕ := P u M ϕ | Ku , where ϕ ∈ L ∞ and M ϕ f = ϕ · f is multiplication by ϕ on L 2 . Of course when ϕ(z) = z, we have A u z = S u . These truncated Toeplitz operators have many fascinating properties and have received a considerable amount of attention since their initial introduction in Sarason's paper [13] . Two good surveys of these operators are [3, 11] .
The recent papers [6, 7, 8] began a very interesting study of dual truncated Toeplitz operators. These are the operators D u ϕ , where ϕ ∈ L ∞ , defined on K ⊥ u by D u ϕ := (I − P u )M ϕ | K ⊥ u . Notice how I − P u serves as the orthogonal projection of L 2 onto K ⊥ u . If one decomposes L 2 as L 2 = K u ⊕ K ⊥ u , one can think of the truncated Toeplitz operator A u ϕ and its associated dual D u ϕ as parts of the multiplication operator
by means of its matrix decomposition
In this paper, we wish to continue the study of these dual truncated Toeplitz operators by focusing our attention on the dual of the compressed shift S u , which we denote by
As we have seen in (1.3), we can understand D u in terms of matrices as
where M := M z on L 2 and the matrix above is with respect to the orthogonal decomposition L 2 = K u ⊕ K ⊥ u . There are plenty of other contexts of dual operators defined for various Toeplitz operators and subnormal operators [1, 4, 5, 14] and thus the duals of operators have a tradition in operator theory.
Along with a discussion of some of the basic properties of D u , we will describe the D u invariant subspaces of K ⊥ u as well as the similarity/unitary equivalence properties of D u and D v for inner u and v. In Theorem 4.3 we will show that when u(0) = 0, the dual D u is unitarily equivalent to the operator S ⊕ S * on H 2 ⊕ H 2 (and thus D u and D v are unitarily equivalent for all inner u, v with u(0) = v(0) = 0). In Theorem 4.9 we will show that when u(0) = 0 the dual D u is similar to M on L 2 (and thus D u is similar to D v for any inner u, v with u(0) = 0, v(0) = 0). In addition, we will show in Theorem 4.12 that when u, v are inner and non-vanishing at the origin, then D u is unitarily equivalent to D v if and only if |u(0)| = |v(0)|. Thus the dual operators are all related to each other, depending on whether u(0) = 0 or u(0) = 0. These results play an important role in our description of the invariant subspaces of D u (sections 6 and 7).
Some basics
The Lebesgue space L 2 = L 2 (T, dm), where T is the unit circle and m denotes the standard normalized Lebesgue measure m = dθ/2π on T, is a Hilbert space with inner product f, g := T f g dm.
Moreover, the set {z j : j ∈ Z} is an orthonormal basis for L 2 and Parseval's theorem says that if f, g ∈ L 2 with Fourier series
are the Fourier coefficients of f , then
Considering the Hardy space H 2 as
One can define the orthogonal projection operators
For an inner function u, that is, u ∈ H 2 with |u| = 1 almost everywhere on T, define the model space
Via the language of pseudocontinuations, we can think of K u as a space of functions on T by K u = H 2 ∩ uH 2 0 . Elementary facts about annihilators and the fact that (H 2 ) ⊥ = H 2 0 will verify that K ⊥ u = H 2 0 ⊕ uH 2 . As K u is a closed subspace of L 2 , we have an orthogonal projection P u : L 2 → K u ⊆ L 2 which yields that I −P u is the orthogonal projection onto K ⊥ u . A standard technical result [10, p. 124] allows us to relate the projections P u , I − P u , P + , and P − as follows. Any f ∈ L 2 = H 2 ⊕ H 2 0 can be written uniquely as
We will also use the notation
Observe that ϕ + ∈ H 2 , and hence can be regarded as an analytic function on D, and so we can, as we will in a moment, utilize the quantity ϕ + (0). A Fourier series argument will show that
If f belongs to K ⊥ u = H 2 0 ⊕ uH 2 , then f can be written uniquely as
An argument with Fourier will verify the following identities.
It is well known [10, p. 111 ] that the model space K u can be regarded as a reproducing kernel Hilbert space of analytic functions on D with kernel
In this paper all of our functions we will be regarded as L 2 functions, even though some of them will have extensions to analytic functions on D. In this regard, we have the following technical result. Proof. It is a standard fact [10] that the conjugate-linear operator
called the conjugation operator, is an involutive isometry on L 2 with
Some basic facts about the dual
In this section we will develop some basic facts about D u which will not only be useful later but are interesting in their own right. Let us first derive a more useful formula for D u than the formal definition given in (1.4) . We make note of the function k u 0 (z) = 1 − u(0)u(z) from (2.8) which will appear many times throughout this paper. In the following result, recall the definition of ϕ + from (2.4).
Proposition 3.1. For an inner function u, we have
Proof.
Using (2.5) yields the second identity of the proposition.
This proves the first statement of the corollary. When u(0) = 0, then
Thus D u H 2 0 = H 2 0 , proving the second statement of the corollary.
An induction argument with Proposition 3.1 yields the following. 
If u(0) = 0, then
Using the definition of D u from (1.4) one can verify that
We can be more specific about this with the following. Define
to be the so-called conjugate kernel [10, p. 175] which gets its name from the fact that Ck u λ = k u λ . Proposition 3.6. If u is inner then
This proves the first part of the formula. Fourier series shows that
which proves the second part of the formula.
The analogue to Corollary 3.2 for D * u is the following. Corollary 3.7. For any inner function u,
Proof. Since
the first statement of the corollary follows from Proposition 3.6. For h ∈ H 2 we have
Thus D * u (uH 2 ) ⊆ uH 2 . To see equality, note that for any h ∈ H 2 , we have zuh ∈ uH 2 and D * u (zuh) = uh.
Here are some interesting facts from [2] and [6] about D u .
Proposition 3.8. For an inner function u we have the following:
The formula in (iv) will be especially important for what follows so, for the sake of completeness, let us take a moment to include a proof of it from [2] .
Proof. For f, g ∈ K ⊥ u we use the definition of D u from (1.4) and the formula for D * u from (3.4) to get
Now observe that
Combine this with (3.9) to get
Unitary equivalence and similarity
For two compressed shifts S u and S v we know that S u is unitarily equivalent to S v if and only if u is a constant unimodular multiple of v. For their duals, they are often unitarily equivalent and even more often similar. This will be an important part of our analysis of their invariant subspaces.
For an inner function u, the authors in [7] define the onto isometry
A computation in that paper yields the following lemma. For the sake of completeness, we include the proof of this from [7] . For any ϕ ∈ L ∞ recall the definition of the Hankel operator H ϕ : H 2 → H 2 0 , H ϕ f = P − (ϕf ) as well as the following formula for its adjoint
For an inner function u we have
where S is the shift on H 2 from (1.1) and
Proof. The paper [7] proves a more general result than what we prove here. For f ∈ H 2 Corollary 3.2 yields D u (uf ) = uzf.
If g ∈ zH 2 0 then, again applying Lemma 2.3, we get D u g = uP + (uzg) + P − (zg).
Thus
If u(0) = 0, then H * uz ≡ 0. Indeed, for g ∈ H 2 0 ,
since u/z ∈ H 2 and thus (u/z)g ∈ H 2 0 . We summarize the above with the following theorem. We can refine this a bit further. Recall the shift S and the backward shift S * on H 2 from (1.1) and (1.2). Proof. Via the unitary operator U from (4.1), we see from Theorem 4.3 that D u is unitarily equivalent to the operator S ⊕ Q on H 2 ⊕ H 2 0 , where Qg = P − (zg), g ∈ H 2 0 . One can quickly check that
z is unitary with S * W = W Q. Thus the unitary operator
When u(0) = 0 note that
One can see that this is the rank one operator
We will return to the discussion of unitary equivalence of D u and D v for inner u and v with u(0) = 0, v(0) = 0 in a moment after we develop a few more technical tools.
As it turns out, all of the operators D u , when u(0) = 0, are similar to the bilateral shift Mf = zf on L 2 . This is an important observation that will play a role in our discussion of the invariant subspaces for D u . To this end, assume that u(0) = 0 and define the operator
For a generic
7)
V −1 = P − + uu(0)P + .
We also point out that
Consequently, for any inner u and v with u(0) = 0 and v(0) = 0, D u is similar to D v .
By using inner products, one can check the following.
Proposition 4.10. For any inner u with u(0) = 0, the formula for V * : L 2 → K ⊥ u is given by
Equivalently,
Since D u is similar to M via V , we also see that D * u is similar to M * (which is just the operator f → zf on L 2 ) via V * . 
From here we obtain the operator identity
Apply both sides to the vector v ∈ vH 2 ⊆ K ⊥ v , and observe that v = 1, to get
The above identity says that Qu = cv for some constant c. But since u and v are inner functions, and hence unit vectors in L 2 , and Q is unitary, we see that |c| = 1. Thus the previous equation yields
and, after dividing out by v and using that |c| = 1, gives us |u(0)| = |v(0)|.
To show the converse, we use a calculation from the proof of Theorem 4.9, along with (4.8) to see that
. This means that W is an onto isometry and hence unitary and so D u is unitarily equivalent to D v .
Invariant subspaces
For the compressed shift S u , the invariant subspaces are known [10, p. 194 ]. To discuss this result we say that an inner function v divides and inner function u if u/v ∈ H ∞ (and consequently an inner function). We will also say that inner functions u and v are coprime if u and v have no common non-constant inner divisors.
Theorem 5.1. Let u be any inner function. For an inner function v which divides u, the space vH 2 ∩ K u is an invariant subspace for S u . Furthermore, any S u -invariant subspaces takes this form.
The invariant subspaces of S u are described by a single parameter v. As it will turn out, the invariant subspaces for D u are much richer.
Let us begin our discussion of the D u -invariant subspaces with a few general results. ⇐⇒ zP + (z(zX)) ⊆ X and X = H 2 0 . Using the identity
which is easy to verify using Fourier series, we see that zP + (z(zX)) ⊆ X ⇐⇒ P − (zX) ⊆ X and X = H 2 0 Lemma 5.4. Let u be any inner function and S ⊆ K ⊥ u be a D uinvariant subspace. If P − S = {0} then there is an f − ∈ P − S such that for ϕ + = zf − we have ϕ + (0) = 0.
Proof. Suppose that for every f − ∈ P − S \ {0}, with f − = P − f , f ∈ S ⊆ K ⊥ u , we have ϕ + (0) = 0. From Proposition 3.1 and (2.5) we have
and so zf − ∈ P − S . Thus, by assumption,
Continuing in this manner we see that
These next two results further examine P + S and P − S . Proposition 5.5. Let u be any inner function and S ⊆ K ⊥ u be a D uinvariant subspace. Then one of the following three possibilities occurs:
But since D u f ∈ S , it follows that P − (zf − ) ∈ P − S . Applying Lemma 5.3 with X = P − S , we obtain the desired conclusion.
Proposition 5.6. Let u be any inner function and S ⊆ K ⊥ u be a D u -invariant subspace. If u ∈ P + S , then P + S = uH 2 .
Proof. Let f ∈ S with f = f − + u. We have P + (D u f ) ∈ P + S and
and it follows that uz 2 ∈ P + S . Analogously we conclude that z j u ∈ P + S for all j 0 and so, since P + S ⊆ uH 2 , we have P + S = uH 2 . 6. Invariant subspaces when u(0) = 0
We know from Theorem 4.9 that when u(0) = 0, the operator D u is similar to M on L 2 . Results of Wiener and Helson [12] together describe the M-invariant subspaces of L 2 as follows: Let F be an Minvariant subspace of L 2 . If MF = F , then there is a measurable subset A ⊆ T such that F = χ A L 2 while if MF = F , then F = wH 2 for some w ∈ L ∞ with |w| = 1 almost everywhere on T. This yields the following.
When D u S = S , then S = (P − + uu(0)P + )wH 2 , for some w ∈ L ∞ with |w| = 1 almost everywhere on T.
Noting that P − + P + = I on L 2 one can see that any D u -invariant subspace S can be written as
In an analogous way, we can formulate a similar description of the D * u -invariant subspaces of K ⊥ u as
Let us compute a few examples of (6.2) (P − + uu(0)P + )(wH 2 ) for various choices of inner functions u with u(0) = 0 and w = αβ for inner α and β. Observe how this connects to Proposition 5.2.
Example 6.4. Let u be inner with u(0) = 0. If β ≡ 1 and α is any inner function, then
From Proposition 2.10 notice that for any k ∈ K α we have αk ∈ H 2 0 and so P − (αk) = αk, P + (αk) = 0.
Applying Proposition 2.10 one more time we get
Then for any f + ∈ H 2 , (P − + uu(0)P + )(αβf + ) (6.6)
We now have (6.8)
Since
we see from the previous line that
Moreover, from (6.8) we see that
Putting this all together, we see from (6.7) that
The above is a subspace of zK α ⊕ uH 2 but it is a proper subspace. To see this, note that the function z − λ belongs to zK α ⊕ uH 2 but there is no f + ∈ H 2 for which
Indeed, if there were such an f + then due to the uniqueness of orthogonal decomposition above then f + (λ) = 0. This would mean that
for which there is no such f + ∈ H 2 .
One can only go so far with these types of examples from (6.2) since there are examples of unimodular w which can not be written as the quotient of two inner functions.
Our main result has a few interesting corollaries.
we have, as in the previous computation, P − g = h − . Thus P − S ⊆ P − V S and equality follows.
for two coprime inner functions α and β.
Proof. By Proposition 5.5 we have P − S = zK α for some inner function α and by Corollary 6.9, P − V S = P − S = αK α . Thus
Thus αV S ⊆ K α ⊕ αP + V S ⊆ H 2 . By Theorem 4.9, αV S is an Sinvariant subspace of H 2 which means that αV S = βH 2 for some inner function β. Dividing out by any common inner factors between α and β we can assume that α and β are coprime. Thus S = V −1 (αβH 2 ) Using a contradiction argument with the previous corollary, one can also see the following. Corollary 6.11. Let F be an M-invariant subspace of L 2 that is not of the form αβH 2 for inner α and β. Then S = V −1 F is a D u -invariant subspace with P − S = H 2 0 . Remark 6.12.
(i) With the theorems in this section we can often identify P − S and P + S separately. We do find it fascinating though that S can be a proper subset of P − S ⊕ P + S which seems to create a rich invariant subspace structure in that the functions in the individual summands can depend of each other. Proof. Let f = zk + γuh, where k ∈ K α and h ∈ H 2 . Then from Proposition 3.1 we have
The first term in the above belongs to zK α (since S * K α ⊆ K α ) while the second belongs to γuH 2 . This shows that P + S (which is a subspace of uH 2 ) is a non-zero Sinvariant subspace and thus, by Beurling's Theorem, P + S = γuH 2 for some inner γ. Proposition 7.1 does not describe all of the D u -invariant subspaces of K ⊥ u . To get a better understanding where the complication lies, and since this is an interesting operator theory problem in its own right, let us cast this in an equivalent setting.
From Corollary 4.4 we see that a description of the D u -invariant subspaces of K ⊥ u will yield a description of the S ⊕S * -invariant subspaces of H 2 ⊕H 2 . One can also check that the unitary operator that makes these two operators equivalent takes the D u -invariant subspace γuH 2 ⊕ zK α
Orthogonal sums
One of the complicating factors in the structure of the D u -invariant subspaces is the fact that for a D u -invariant subspace S we may not have P ± S ⊆ S . Note that we always have S ⊆ P − S ⊕ P + S . Example 6.5 shows that this containment can be proper. Our main theorem in this regard is the following. where γ and α are inner.
(ii) If u(0) = 0, then S takes one of the following forms: H 2 0 , zK α , γuH 2 , H 2 0 ⊕ γuH 2 , or zK α ⊕ γuH 2 , where γ and α are inner functions.
Proof. For the proof of (i) we proceed as follows. By Proposition 5.2 we see that if X − = {0}, then Y + = γuH 2 . On the other hand, if X − = {0} then by Lemma 5.4 there is an f − ∈ X − ⊆ S such that for ϕ + = zf − we have ϕ + (0) = 0. Furthermore,
The above two equations imply that u ∈ S . Proposition 5.6 implies Y + = uH 2 . Proposition 5.5 now says that either X − = H 2 0 , which yields
(which is the trivial D u -invariant subspace) or X − = zK α , which implies S = zK α ⊕ uH 2 .
Now for the proof of (ii). Proposition 7.2 says that either Y + = {0} or Y + = γuH 2 for some inner γ. Thus S = X − or S = X − ⊕ γuH 2 . Proposition 5.5 now says that either X − = {0}, X − = H 2 0 , or X − = zK α .
