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Homogenization of pathwise Hamilton-Jacobi equations
Benjamin Seeger
Abstract
We present qualitative and quantitative homogenization results for pathwise Hamilton-Jacobi equations with
“rough” multiplicative driving signals. When there is only one such signal and the Hamiltonian is convex, we
show that the equation, as well as equations with smooth approximating paths, homogenize. In the multi-
signal setting, we demonstrate that blow-up or homogenization may take place. The paper also includes
a new well-posedness result, which gives explicit estimates for the continuity of the solution map and the
equicontinuity of solutions in the spatial variable.
1. Introduction
We study the asymptotic behavior, as ǫ → 0, of pathwise Hamilton-Jacobi equations driven by a “rough”
continuous signal W : [0,∞)→ RM ,
duǫ +
M∑
i=1
Hi(Duǫ, x/ǫ) · dW i = 0 in Rd × (0,∞), uǫ(·, 0) = u0 on Rd. (1.1)
The initial condition u0 belongs to BUC(R
d), the space of bounded, uniformly continuous functions on Rd.
We expect homogenization to occur if the dependence of Hi in the spatial variable y = x/ǫ has some sort of
self-averaging property. In this paper, this will be periodicity or stationary ergodicity.
The interpretation of (1.1) is determined by the regularity of W . For example, if W is differentiable, then
dW and duǫ represent respectively the time derivatives of uǫ and W , which we denote by uǫt = u
ǫ
t(x, t) and
W˙ = W˙t = W˙ (t). In this case, u
ǫ is defined in the usual Crandall-Lions viscosity sense, the theory for which
is outlined in the User’s Guide by Crandall, Ishii, and Lions [8]. If W has bounded variation, then (1.1) falls
within the scope of equations with L1-time dependence considered by Lions and Perthame [17] and Ishii [13].
In either setting, the symbol · stands for multiplication.
Here, we allowW to be any continuous signal. The typical examples are sample paths of continuous stochastic
processes, such as Brownian motion, in which caseW is nowhere differentiable and has unbounded variation
on every interval. For such W , the symbol · should be thought of as the Stratonovich differential.
The theory for (1.1) in this generality was developed by Lions and Souganidis in [19], [20], [21], and [22], and
is discussed in more detail in the forthcoming book [23]. Proving well-posedness is more challenging than in
the classical viscosity setting, especially for spatially dependent Hi. In general, strong regularity is required
for the Hamiltonians, and (1.1) is only well-posed for W in certain Ho¨lder spaces.
In the single path case M = 1, if the Hamiltonian is uniformly convex, one can weaken the regularity
assumptions and prove well-posedness for any continuousW . This is discussed by Lions and Souganidis in a
forthcoming work [18], and a specific example is considered by Friz, Gassiat, Lions, and Souganidis in [11].
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We briefly outline the results proved in this paper, giving the precise statements later. The various assump-
tions, including the homogenization rate assumption (3.8) that we reference below, are listed in Section
3.
We first study the single path setting,
duǫ +H(Duǫ, x/ǫ) · dW = 0 in Rd × (0,∞), uǫ(·, 0) = u0 on Rd. (1.2)
Following [18], we prove the following new well-posedness result.
Theorem 1.1. Assume that H is smooth, uniformly convex, and, for some q′ > 1, positively homogenous
of degree q′. Then, for all ǫ > 0, u0 ∈ BUC(Rd), and W ∈ C([0,∞),R), (1.2) admits a unique pathwise
viscosity solution in the sense of Lions and Souganidis. Moreover, the solution operator for (1.2) is uniformly
continuous in W , and the modulus of continuity for uǫ(·, t) depends only on the growth of H.
Using Theorem 1.1, we prove that, as ǫ→ 0, uǫ converges to the unique solution of a homogenized equation
of the form
du+H(Du) · dW = 0 in Rd × (0,∞), u(·, 0) = u0 on Rd. (1.3)
Theorem 1.2. In addition to the hypotheses of Theorem 1.1, assume (3.8). Then there exists H : Rd → R
such that, for all u0 ∈ BUC(Rd) and W ∈ C([0,∞),R), the solution uǫ of (1.2) converges locally uniformly,
as ǫ→ 0, to the solution u of (1.3). Moreover, the convergence is uniform over all u0 with uniformly bounded
Lipschitz constant.
For more general Hamiltonians, we replace W with a smooth signal W ǫ that converges locally uniformly, as
ǫ→ 0, to W , and study the initial value problem
uǫt +H(Du
ǫ, x/ǫ)W˙ ǫt = 0 in R
d × (0,∞), uǫ(·, 0) = u0 on Rd. (1.4)
By imposing quantitative control on the increasing roughness of W ǫ for small ǫ, we are able to prove the
following:
Theorem 1.3. Assume (3.8) and that H is coercive, Lipschitz, and convex. Then there exists H : Rd → R
such that, for all u0 ∈ BUC(Rd) and W ∈ C([0,∞),R), and for a smooth approximating family {W ǫ}ǫ>0 of
W , the solution uǫ of (1.4) converges locally uniformly, as ǫ→ 0, to the solution u of (1.3).
We then consider the multidimensional case M > 1, again using a smooth approximation W ǫ of W . We
assume that all but one of the Hamiltonians are independent of Duǫ, so that, after relabeling, (1.1) becomes,
for H : Rd × Rd → R and f = (f1, f2, . . . , fM−1) : Rd → RM−1,
uǫt +H(Du
ǫ, x/ǫ)W˙M,ǫt +
M−1∑
i=1
f i(x/ǫ)W˙ i,ǫt = 0 in R
d × (0,∞), uǫ(·, 0) = u0 on Rd. (1.5)
Theorem 1.4. If W˙M,ǫ ≡ 1, H grows at least linearly in Duǫ, and (W 1,W 2, . . . ,WM−1) has unbounded
variation, then, as ǫ→ 0, limǫ→0 uǫ = −∞. On the other hand, if u0 = 0, M = 2, and
∫ t
0 sgn(W˙
2,ǫ
s )
∣∣∣W˙ 1s ∣∣∣ ds
converges in law as ǫ→ 0, then so does uǫ(x, ·) for all x ∈ Rd.
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These contrasting examples indicate that the analysis of the more general problem (1.1) is sensitive to the
different levels of coercivity of the Hamiltonians, as well as the correlation between the various components
of the driving signal.
The paper is organized as follows. In Section 2, we discuss the difficulties that arise in applying the classical
homogenization theory to (1.1) and the strategies we use to overcome them. In Sections 3 and 4, we list the
assumptions and some preliminary results that are used throughout the paper. In Sections 5 and 6, we study
the behavior of respectively equations (1.2) and (1.4), and in Sections 7 and 8, we investigate the multiple
path case (1.5). Finally, in the Appendix, we state and prove the well-posedness results.
Notation. For open O ⊂ RN , UC(O) (BUC(O)) denotes the set of (bounded) uniformly continuous
functions on O. We write ωf for the modulus of continuity of f ∈ UC(O) and ‖f‖O := supx∈O |f(x)| for
bounded f . We sometimes use ‖f‖∞ = ‖f‖O when there is no ambiguity for O. If W : [0,∞) → R is a
continuous path, ωW,T = ωW is the modulus of continuity of W on the interval [0, T ], and the dependence
on T is suppressed where it does not cause confusion.
We denote by C0,1(O) the space of bounded, Lipschitz continuous functions on O, and for f ∈ C0,1(O),
‖Df‖∞ is the Lipschitz constant of f . For 0 < α < 1 and 0 < T ≤ ∞, Cα([0, T ]) is the space of α-Ho¨lder
continuous functions on [0, T ], and [W ]α,T is the α-seminorm on [0, T ]. Set N0 := N∪{0}. For k ∈ N0, Ck(O)
(Ckb (O)) are the usual spaces of functions possessing (bounded) derivatives up to order k. If q ∈ [1,∞], q′
denotes the dual exponent given by 1q +
1
q′ = 1, andW
1,q andW 1,q0 are the usual Sobolev spaces. Throughout
the paper, we omit the domain or range of function spaces whenever it is clear from the context.
The Legendre transform G∗ of a convex G : Rd → R is given by G∗(p) := supz∈Rd (p · z −G(z)). For R ≥ 0,
BR :=
{
x ∈ Rd : |x| ≤ R} and ∆R := {(x, y) ∈ Rd × Rd : |x− y| ≤ R}. The signum of ξ ∈ R is denoted by
sgn(ξ). For r ∈ N, Ir is the r-by-r identity matrix.
For A,B,D ∈ R, A .D B means that there exists C = C(D) > 0 such that A ≤ CB. If A .D B and
A &D B, then we say A ≈D B. If the dependence of C on D is not important, we write A . B or A ≈ B.
2. The difficulties and general strategy
We first make the formal assumption that, for some u solving a homogenized equation of the form du +
H(Du, t) = 0, the solution uǫ of (1.1) has the expansion
uǫ(x, t) ≈ u(x, t) + ǫv(x/ǫ, t).
An asymptotic analysis yields that, for fixed p ∈ Rd and t > 0 (here, p = Du(x, t) and y = xǫ ), v should
solve
M∑
i=1
Hi(Dyv + p, y) · dW i(t) = H(p, t) in Rd. (2.1)
In the classical homogenization theory, this equation, known as the cell problem or the macroscopic equation,
admits appropriate solutions v, called correctors, for at most one value H(p, t). This uniquely determines
the effective Hamiltonian, while the correctors, or certain approximations, play a central role in the proof of
homogenization. See Lions, Papanicolaou, Varadhan [16] or Evans [9] for a more detailed discussion.
Due to the lack of regularity ofW , (2.1) has no meaning. We approximateW by a C1-pathW η and consider
the problem
uǫ,ηt +
M∑
i=1
Hi(Duǫ,η, x/ǫ)W˙ i,ηt = 0 in R
d × (0,∞), uǫ,η(·, 0) = u0 on Rd. (2.2)
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We are then led to study, for fixed p ∈ Rd and ξ ∈ RM , the well-defined equation
M∑
i=1
Hi(Dyv + p, y)ξ
i = H(p, ξ) in Rd. (2.3)
Formally, as ǫ→ 0 for fixed η, uǫ,η → uη, where uη solves
uηt +H(Du
η, W˙ ηt ) = 0 in R
d × (0,∞), uη(·, 0) = u0 on Rd. (2.4)
The next step is to identify the limiting behavior, as η → 0, of uη. This is impeded by the fact that the
equation (2.3) for v is nonlinear. In particular, we cannot expect that there exist H
1
, H
2
, . . . , H
M
: Rd → R
such that H takes the form
H(p, ξ) =
M∑
i=1
H
i
(p)ξi. (2.5)
To illustrate this difficulty, we fix p ∈ Rd and write S(W η) for the solution uη of (2.4) with initial condition
u0(x) = p · x. If H is continuous, then so is H , and, hence, the solution operator S : C1([0, T ],RM ) →
UC(Rd × [0, T ]) is continuous in view of the comparison principle.
Now, for ξ1, ξ2 ∈ RM , define the piecewise linear path W η by W η0 = 0 and, for k ∈ N0,
W˙ ηt :=
{
2ξ1 if t ∈ (2kη, (2k + 1)η) ,
2ξ2 if t ∈ ((2k + 1)η, (2k + 2)η) .
As η → 0, W η converges uniformly to Wt := (ξ1 + ξ2)t. Moreover, ξ 7→ H(p, ξ) is positively 1-homogenous,
as can be seen from multiplying (2.3) by a positive constant, and so
S(W η)(x, t) = p · x−
∫ t
0
H(p, W˙ ηs ) ds
η→0−−−→ p · x− (H(p, ξ1) +H(p, ξ2)) t.
On the other hand,
S(W )(x, t) = p · x−H(p, ξ1 + ξ2)t.
Therefore, S does not have a continuous extension to piecewise C1-paths unless ξ 7→ H(p, ξ) is additive. In
view of the positive homogeneity, this is equivalent to (2.5).
When M = 1, (2.5) holds if (−H) = −H for the macroscopic problems
H(Dyv+ + p, y) = H(p) and −H(Dyv− + p, y) = (−H)(p) in Rd. (2.6)
As we demonstrate in Lemma 4.1, this is satisfied whenever p 7→ H(p, y) is convex.
The inequality (−H) 6= −H creates an even more striking obstruction to the convergence of uη. Namely, for
any smooth W η,
S(W η)(x, t) = p · x− H(p)− (−H)(p)
2
W ηt −
H(p) + (−H)(p)
2
∫ t
0
∣∣∣W˙ ηs ∣∣∣ ds.
Therefore, ifW = limη→0W η has unbounded variation, then uη may blow up in general, unless (−H) = −H .
When this equality holds, (2.4) becomes
uηt +H(Du
η)W˙ ηt = 0 in R
d × (0,∞), uη(·, 0) = u0 on Rd. (2.7)
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Lemma 4.2, which is due to Lions and Souganidis [20], gives a necessary and sufficient condition for H (which
is satisfied for convex H) that ensures that, for any initial condition u0 and approximating family {W η}η>0
of W , uη has, as η → 0, a local uniform limit u as η → 0. Moreover, u is independent of the choice of
approximating paths, and so, following [20], u is defined to be the unique solution of (1.3).
In general, we are not able to estimate the homogenization error uǫ,η − uη uniformly in η, so it is necessary
to estimate uǫ − uǫ,η uniformly in ǫ. This can be accomplished if H satisfies (3.4). For more general
Hamiltonians, the same strategy is used to carry out a quantitative analysis of (1.4).
3. Assumptions
3.1. The Hamiltonian.
We assume that the Hamiltonians H are uniformly coercive and uniformly Lipschitz continuous for bounded
gradients, that is,
lim
|p|→+∞
inf
y∈Rd
H(p, y) = +∞, and, for all R > 0, H ∈ C0,1 (BR × Rd) . (3.1)
A stronger requirement is that, for some q ≥ 1 and 0 < c ≤ C,
c(|p|q − 1) ≤ H(p, y) ≤ C(|p|q + 1) and |DpH(p, y)| ≤ C(|p|q−1 + 1). (3.2)
As indicated in Section 2, we also use
H(·, y) is convex for all y ∈ Rd. (3.3)
The well-posedness results for (1.2) require
p 7→ H∗(p, ·) and p 7→ H(p, ·) are strictly convex on compact subsets of Rd\{0},
H∗ ∈ C2b (BR\B1/R × Rd) for all R > 1,
H∗(p, ·) > 0 for all p 6= 0, and
H∗(tp, y) = tqH∗(p, y) for some q > 1 and for all (p, y) ∈ Rd × Rd and t > 0.
(3.4)
3.2. The regularized paths.
For continuous W : [0,∞)→ RM and η > 0, we consider the piecewise linear interpolation of W η of W with
partition size η. That is, for k ∈ N0 and t ∈ [kη, (k + 1)η],
W ηt :=Wkη +
W(k+1)η −Wkη
η
(t− kη). (3.5)
Because W˙ η is not continuous, the classical viscosity theory does not immediately apply to the equation
ut +
∑M
i=1H
i(Du, x)W˙ i,ηt = 0. The solution is defined by solving Ut +
∑M
i=1H
i(DU, x)ξi = 0 forward in
time on each interval that W˙ η = ξ is constant.
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3.3. Periodic and random media.
A 1-periodic medium is modeled by a : Rd → R satisfying
a(y + z) = a(y) for all y ∈ Rd and z ∈ Zd. (3.6)
Periodic homogenization of Hamilton-Jacobi equations was first discussed by Lions, Papanicolaou, and
Varadhan in [16]. Their work was expanded by Evans [9], who developed the so-called perturbed test
function method.
The mathematical formulation for the stationary ergodic environment is more complicated. We consider the
measurable space (Ω,F) with Ω := C(Rd) and F the σ-algebra generated by the maps {a 7→ a(y)}y∈Rd . For
z ∈ Rd, we define the translation operators Tz : Ω → Ω by Tza(y) := a(y + z). The family {Tz}z∈Rd forms
a group, since, for all z1, z2 ∈ Rd, Tz1 ◦ Tz2 = Tz1+z2 .
We assume that there exists a probability measure P on (Ω,F) such that {Tz}z∈Rd is measure-preserving
and ergodic, that is,{
P = P ◦ Tz for all z ∈ Rd, and
if E ∈ F and TzE = E for all z ∈ Rd, then P[E] = 1 or P[E] = 0.
(3.7)
Whenever we study random media, the assumptions and results are understood to hold P-almost surely,
and, unless we specify otherwise, all constants are deterministic.
The first qualitative homogenization results for Hamilton-Jacobi equations in the random setting were ob-
tained independently by Souganidis in [28] and Rezakhanlou and Tarver in [26]. The degenerate elliptic
“viscous” case was later treated by Lions and Souganidis in [24]. Armstrong and Souganidis considered the
same problem in [3], introducing the so-called metric problem.
These results all used convexity, but recently, there has been some progress in the nonconvex case, for
instance by Armstrong, Tran, and Yu [4] and [5], and by Armstrong and Cardaliaguet [1]. Ziliotto [29],
and later Feldman and Souganidis [10], provided examples of Hamiltonians and random media that do not
homogenize.
3.4. Homogenization rates.
To keep the notation simple, it is convenient to introduce the solution operators Sǫ±(t) : BUC(R
d) →
BUC(Rd) and S±(t) : BUC(Rd)→ BUC(Rd) for respectively
U ǫ±,t ±H(DU ǫ±, x/ǫ) = 0 in Rd × (0,∞), U ǫ±(·, 0) = φ on Rd,
and, for H, (−H) : Rd → R,
U±,t + (±H)(DU±) = 0 in Rd × (0,∞), U±(·, 0) = φ on Rd,
that is, U ǫ±(x, t) = S
ǫ
±(t)φ(x) and U±(x, t) = S±(t)φ(x).
We assume that there exist H, (−H) : Rd → R and β > 0 such that, for all L > 0, φ ∈ C0,1(Rd) with
‖Du0‖∞ ≤ L, some ǫ0 = ǫ0(L) > 0, and all τ > 0 and 0 < ǫ < ǫ0,{∥∥Sǫ±(·)φ − S±(·)φ∥∥Rτ×[0,τ ] .L (1 + τ)ǫβ ,
where Rτ = R
d or Rτ = Bτ in respectively the periodic and random settings.
(3.8)
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For periodic homogenization, (3.1) is enough to conclude that (3.8) holds with β = 13 . This was proved by
Capuzzo-Dolcetta and Ishii in [7] for the time-independent equation uǫ +H(Duǫ, x, x/ǫ) = 0 on Rd, using
a quantitative version of the perturbed test function method. A standard adaptation of the argument leads
to the time dependent result.
The rate (3.8) was obtained in the random setting by Armstrong, Cardaliaguet, and Souganidis in [2] by
quantifying the methods in [3]. The precise value of the exponent β in this case depends on the various
properties of H . In addition to (3.1), it is necessary to have a stronger mixing assumption than ergodicity,
namely that the environment has a finite range of dependence. A full list of assumptions that give (3.8) in
the random setting can be found in [2].
The precise quantitative statement in [2] is that, almost surely,
lim sup
ǫ→0
∥∥Sǫ±(·)φ− S±(·)φ∥∥Bτ×[0,τ ] ǫ−β .L 1 + τ.
This is equivalent to (3.8), but we emphasize that, in general, ǫ0 is random.
4. Preliminary results
4.1. The condition (−H)(p) = −H(p)
As explained in Section 2, the homogenization of (1.2) and (1.4) relies on the equality
(−H) = −H. (4.1)
It is not known how to characterize the Hamiltonians H whose effective Hamiltonians satisfy (4.1). This is
an inverse problem similar to those studied by Luo, Tran, and Yu in [25].
Here, we give a sufficient criterion for (4.1). We use the fact that H and (−H) are given by
H(p) = inf
v∈G
sup
y∈Rd
H(p+Dyv, y) and (−H)(p) = sup
v∈G
inf
y∈Rd
(−H(p+Dyv, y)) , (4.2)
where the supremum and infimum over y ∈ Rd are interpreted in the viscosity sense, and G is the set of
v ∈ C(Rd) such that {
v is periodic in the periodic setting,
lim|y|→∞
v(y)
|y| = 0 almost surely in the random setting.
This is immediate for periodic H in view of the comparison principle and the definition of correctors (see
[16] or [9]). In the random setting, (4.2) holds for convex H , which was proved in [20].
Lemma 4.1. Assume (3.1) and (3.3). Then, in either the periodic or random setting, (4.1) holds.
Proof. Suppose that, for some continuous v : Rd → R and ν ∈ R, H(Dv, y) ≤ ν in Rd in the viscosity
sense. The coercivity of H implies that v is Lipschitz and, hence, satisfies the inequality almost everywhere.
Since H is convex, the converse also holds (see [3]).
It follows that the supremum and infimum over y ∈ Rd in (4.2) may be interpreted in the almost everywhere
sense, and, therefore,
(−H)(p) = sup
v∈G
ess inf
y∈Rd
(−H(p+Dyv, y)) = − inf
v∈G
ess sup
y∈Rd
H(p+Dyv, y) = −H(p).
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The argument above fails in the nonconvex case because viscosity inequalities are sensitive to multiplication
by −1. Indeed, we provide a counterexample to (4.1) in the periodic setting, based on an example from [25].
If v− is a corrector for (−H)(p) and v˜(y) := −v−(−y), then v˜ is a viscosity solution of
H(Dyv˜ + p,−y) = −(−H)(p).
Therefore, (4.1) is equivalent to the invariance of H under a reflection of the periodic medium, that is,
{(p, y) 7→ H(p, y)} and {(p, y) 7→ H(p,−y)} have the same effective Hamiltonian. It follows that (4.1) is
satisfied if H is even in y, although we will not use this here.
Following [25], let F : [0,∞)→ R be a continuous function such that
1. there exist 0 < θ3 < θ2 < θ1 with F (0) = 0, F (θ2) =
1
2 , F (θ3) = F (θ2) =
1
3 ,
2. F is strictly increasing on [0, θ2] and [θ1,+∞) and strictly decreasing on [θ2, θ1], and
3. limr→+∞ F (r) = +∞,
and, for s ∈ (0, 1), let Vs : R→ R be the 1-periodic extension of
Vs(y) :=
{
−xs for y ∈ [0, s],
x−1
1−s for y ∈ [s, 1].
For (p, y) ∈ R× R, set Hs(p, y) := F (|p|) + Vs(y). It is shown in [25] that Hs = Hs′ if and only if s = s′. In
particular, since Hs(p,−y) = H1−s(p, y), Hs fails to satisfy (4.1) whenever s 6= 12 .
4.2. Well-posedness for the homogenized equation
Since, in general, H is only continuous, (1.3) falls within the scope of the nonsmooth equations discussed in
[20] and [23]. Here, we summarize some of the results that appear there.
We write u = S(W,u0), where the solution operator S is a priori only defined for C
1-paths, S : C1([0,∞))×
BUC(Rd)→ BUC(Rd). The key assumption is that
H is the difference of two convex functions. (4.3)
Lemma 4.2. The solution operator S has a unique continuous extension to C([0,∞),R)×BUC(Rd) if and
only if (4.3) holds. Moreover, in this case, for all L > 0, u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L, W 1,W 2 ∈
C([0,∞),R), and T > 0, ∥∥S(W 1, u0)− S(W 2, u0)∥∥Rd×[0,T ] .L ∥∥W 1 −W 2∥∥[0,T ] .
Finding the most general condition on H that implies that H satisfies (4.3) is an open problem. On the other
hand, the next result is standard in the homogenization literature, and follows, for instance, from (4.2).
Lemma 4.3. Assume (3.1) and (3.3). Then H is convex.
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4.3. Finite speed of propagation
We use the classical fact that solutions of Hamilton-Jacobi equations have a cone of dependence. For a proof,
we refer to Lions [15].
Lemma 4.4. Let U1, U2 be respectively Lipschitz continuous sub- and super-solutions of vt +H(Dv, x) = 0
in Rd × (0,∞). Define M := max (∥∥DU1∥∥∞ , ∥∥DU2∥∥∞) and L := ‖DpH‖BM×Rd . Then, for any R > 0 and
0 ≤ t ≤ RL ,
sup
x∈BR−Lt
(
U1(x, t) − U2(x, t)) ≤ sup
x∈BR
(
U1(x, 0)− U2(x, 0)) .
It follows that the semigroups Sǫ± and S± satisfy a contraction property on balls decreasing with finite speed.
This is used to track how the oscillations of W affect the homogenization error in (3.8).
The analysis of the domain of dependence for (1.1) is still an open field of study. For spatially independent
Hi satisfying (4.3), it is shown in [20] that the equality of the solution to a constant propagates at a finite
speed. A counterexample to the finite speed of propagation for solutions of nonconvex, spatially independent
Hi was given by Gassiat in [12].
5. Homogenization with a single path
For continuous W : [0,∞)→ R and u0 ∈ BUC(Rd), we prove a quantitative homogenization result for
duǫ +H(Duǫ, x/ǫ) · dW = 0 in Rd × (0,∞), uǫ(·, 0) = u0 on Rd. (5.1)
We assume that H satisfies (3.4), so that, in view of the results in the Appendix, (5.1) admits a unique
solution for any continuous W and u0 ∈ BUC(Rd).
Since (3.4) implies (3.1) and (3.3), it follows from Lemmas 4.1 and 4.3 that the effective Hamiltonian H
satisfies (4.1) and (4.3). Therefore, Lemma 4.2 yields the well-posedness of
du+H(Du) · dW in Rd × (0,∞), u(·, 0) = u0 on Rd. (5.2)
To state the result, we introduce the following additional notation. Given continuous W and T > 0, let
χW,T : [0,∞) → [0,∞) be the inverse of s 7→ sωW,T (s), which is strictly monotone because the modulus
ωW,T is nondecreasing. In what follows, RT , β, and ǫ0 are as in (3.8).
Theorem 5.1. Assume (3.4), (3.8), and u0 ∈ BUC(Rd). If uǫ and u are respectively the solutions of (5.1)
and (5.2), then, for all T > 0,
lim
ǫ→0
‖uǫ − u‖BT×[0,T ] = 0.
Moreover, for all L > 0, u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L, and T ≥ 1,
lim sup
ǫ→0
‖uǫ − u‖RT×[0,T ]
ψT (ǫβ)
.L 1, where ψT (s) =
{
ωW,T (χW,T (Ts)) in the periodic case,
ωW,T
(
Ts1/2
)
in the random case.
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For example, if W is α-Ho¨lder continuous, then the error estimate is of the form Cǫγ for some C =
C(‖Du0‖∞ , T ) > 0 and γ = αβα+1 or γ = αβ2 in respectively the periodic and random cases. We do not
claim that these rates are sharp, especially since the existing quantitative homogenization results are not
known to be sharp.
For fixed η > 0, let W η be the piecewise linear interpolation of W with step-size η, as in (3.5), and let uǫ,η
and uη be the solutions of{
uǫ,ηt +H(Du
ǫ,η, x/ǫ)W˙ ηt = 0 and u
η
t +H(Du
η)W˙ ηt = 0 in R
d × (0,∞),
uǫ,η(·, 0) = uη(·, 0) = u0 on Rd.
In view of the estimates from Theorem A.1 and Lemma 4.2 for respectively (5.1) and (5.2), we then have
the following.
Lemma 5.1. Assume (3.4). Then, for all L > 0, u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L, and ǫ, η > 0,
‖uǫ,η − uǫ‖Rd×[0,T ] + ‖uη − u‖Rd×[0,T ] .L ‖W η −W‖[0,T ] ≤ ωW,T (η).
The next lemma provides an estimate for the homogenization error uǫ,η − uη.
Lemma 5.2. Assume (3.4) and (3.8). Then, for all L > 0, u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L, 0 < η < 1,
0 < ǫ < ǫ0, and T ≥ 1,
‖uǫ,η − uη‖RT×[0,T ] .L E(T, η)ǫβ , where E(T, η) =
{
T
η in the periodic setting,
T 2
η2 ωW,T (η) in the random setting.
The quantity E(T, η) arises because of the oscillations of W η. Since W η is monotone on at most N = [T/η]
disjoint intervals, the error estimate (3.8) is applied N times. It follows, in view of Lemma 4.4, that the
radius of the spatial domain of dependence is on the order NωW (η), which is roughly the variation norm of
W η. Therefore, in general, the total error estimate is N2ωW (η)ǫ
β . In the periodic case, the spatial domain
of dependence is essentially the unit cell [0, 1]d, so the error estimate is only increased by a factor of N .
Proof of Lemma 5.2. We first observe that, for all t > 0,
‖Duǫ,η(·, t)‖∞ , ‖Duη(·, t)‖∞ .L 1. (5.3)
The estimate for Duǫ,η follows from (A.5), while the one for Duη is immediate from the space homogeneity
and the contraction property of (5.2).
Assume without loss of generality that, for some positive integer N , T = Nη, and, for i = 0, 1, 2, . . . , N , let
ti := iη. Then, if W
η is increasing on the interval [ti, ti+1],
uǫ,η(·, ti+1)− uη(·, ti+1) = Sǫ+
(
Wti+1 −Wti
)
uǫ,η(·, ti)− S+
(
Wti+1 −Wti
)
uη(·, ti) = I + II,
where
I := Sǫ+
(
Wti+1 −Wti
)
uǫ,η(·, ti)− Sǫ+
(
Wti+1 −Wti
)
uη(·, ti)
and
II := Sǫ+
(
Wti+1 −Wti
)
uη(·, ti)− S+
(
Wti+1 −Wti
)
uη(·, ti).
10
If W η is decreasing on [ti, ti+1], then the arguments that follow are similar, since S
ǫ
+ and S+ are replaced
with Sǫ− and S−, and Wti+1 −Wti is replaced with
∣∣Wti+1 −Wti∣∣.
We first consider the periodic case. The contraction property for the semigroup Sǫ+ yields
|I| = ∣∣Sǫ+ (Wti+1 −Wti)uǫ,η(·, ti)− Sǫ+ (Wti+1 −Wti)uη(·, ti)∣∣ ≤ ‖uǫ,η(·, ti)− uη(·, ti)‖Rd ,
and (3.8) and (5.3) give
|II| =
∣∣Sǫ+ (Wti+1 −Wti)uη(·, ti)− S+ (Wti+1 −Wti)uη(·, ti)∣∣ .L (1 + ∣∣Wti+1 −Wti ∣∣) ǫβ.
Combining these estimates yields
‖uǫ,η(·, ti+1)− uη(·, ti+1)‖Rd − ‖uǫ,η(·, ti)− uη(·, ti)‖Rd .L
(
1 +
∣∣Wti+1 −Wti ∣∣) ǫβ ,
and, hence,
‖uǫ,η(·, tN )− uη(·, tN )‖Rd .L
N−1∑
i=0
(
1 +
∣∣Wti+1 −Wti ∣∣) ǫβ .L (N +NωW (η))ǫβ
.L
(
T
η
+
TωW (η)
η
)
ǫβ .L
T
η
ǫβ.
For any t ∈ [0, T ], an almost identical argument gives the same bound for ‖uǫ,η(·, t)− uη(·, t)‖Rd .
The one additional step in the random setting consists of controlling the propagation speed. Let M :=
max (‖Duǫ,η‖∞ , ‖Duη‖∞) and L := ‖DpH‖BM×Rd , and note that, in view of (5.3) and (A.2), L ≤L 1.
Lemma 4.4 yields
‖I‖BR ≤ ‖uǫ,η(·, ti)− uη(·, ti)‖BR+LωW (η) ,
while |II| .L (1 +R)ǫβ as before. Therefore,
‖uǫ,η(·, ti+1)− uη(·, ti+1)‖BR − ‖uǫ,η(·, ti)− uη(·, ti)‖BR+LωW (η) .L (1 +R) ǫ
β,
and we conclude that
‖uǫ,η(·, tN )− uη(·, tN )‖BT .L
N∑
i=1
(1 + T + (i − 1)LωW (η))ǫβ .L T
2ωW (η)
η2
ǫβ.
Proof of Theorem 5.1. We first prove the desired estimates for u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L. The
homogenization for u0 ∈ BUC(Rd) then follows from a standard density argument and the contraction
property of the solution operators.
In the periodic setting, for all 0 < ǫ < ǫ0 and T, η > 0,
‖uǫ − u‖Rd×[0,T ] .L ωW (η) +
T
η
ǫβ .
To optimize the above estimate, we choose η such that ηωW (η) = T ǫ
β.
In the random setting,
‖uǫ − u‖BT×[0,T ] .L ωW (η)
(
1 +
T 2
η2
ǫβ
)
.
Setting η = T ǫβ/2 gives the optimal bound.
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6. Homogenization with a smooth approximating family
For some η(ǫ) > 0 satisfying limǫ→0 η(ǫ) = 0, we consider the piecewise linear regularization W η(ǫ) of W as
in (3.5), and study the behavior, as ǫ→ 0, of
uǫt +H(Du
ǫ, x/ǫ)W˙
η(ǫ)
t = 0 in R
d × (0,∞), uǫ(·, 0) = u0 on Rd. (6.1)
As we no longer study (5.1) directly, it is not necessary to assume (3.4). Instead, we consider the weaker
growth assumption (3.2) as well as the homogenization rates (3.8). In what follows, RT , β, and ǫ0 are as in
(3.8).
We continue to assume (3.3), although the result holds whenever H satisfies (4.1) and (4.3).
Theorem 6.1. Assume (3.2), (3.3), (3.8), u0 ∈ BUC(Rd), and
limǫ→0 η(ǫ) = 0,
limǫ→0 ǫ
β
η(ǫ) = 0 in the periodic case,
limǫ→0
|log ǫ|
η(ǫ) = 0 in the random case.
If uǫ and u are respectively the solutions of (6.1) and (5.2), then, for all T > 0,
lim
ǫ→0
‖uǫ − u‖RT×[0,T ] = 0.
Following the strategy outlined in Section 2, we first estimate uǫ−uη(ǫ), where uη solves (2.7). In the periodic
case, this follows exactly as in Section 5. The argument in the random setting must be adapted to account
for the fact that, since (A.5) no longer holds, ‖Duǫ‖∞ does not have a uniform bound in ǫ.
Lemma 6.1. Assume (3.2). Then there exists c0 ≥ 0 such that, for all u0 ∈ C0,1(Rd) and T, ǫ > 0,
‖Duǫ(·, T )‖∞ ≤ exp (c0T/η(ǫ)) (‖Du0‖∞ + 1).
Proof. The contraction property of the semigroups Sǫ±(t) and (3.2) imply that, for any φ ∈ C0,1(Rd),∥∥∥∥ ∂∂tSǫ±(·)φ
∥∥∥∥
∞
≤ C (‖Dφ‖q∞ + 1) .
Therefore, for all t > 0, (3.2) gives
c
(∥∥DSǫ±(t)φ∥∥q∞ − 1) ≤ C (‖Dφ‖q∞ + 1) ,
and, hence, for some c0 ≥ 0,
∥∥DSǫ±(t)φ∥∥∞ ≤ exp(c0) (‖Dφ‖∞ + 1).
For k ∈ N0 and t ∈ [kη, (k + 1)η),
uǫ,η(·, t) = Sǫ±
(∣∣∣W ηt −W ηkη∣∣∣) uǫ,η(·, kη),
depending on the monotonicity of W η on [kη, (k + 1)η). Inductively applying this formula gives the desired
estimate with a possibly larger value for c0.
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We then have the following.
Lemma 6.2. Assume (3.2) and (3.8). Then, for all L > 0, u0 ∈ C0,1(Rd) with ‖Du0‖∞ ≤ L, 0 < ǫ < ǫ0,
and T ≥ 1, ∥∥∥uǫ − uη(ǫ)∥∥∥
RT×[0,T ]
.L E
(
T
η(ǫ)
)
ǫβ,
where, for M > 0 and some universal constant c0 ≥ 0,
E(M) =
{
M in the periodic setting,
exp (c0M) in the random setting.
Proof. The proof in the periodic case is exactly as in Lemma 5.2, and therefore does not use Lemma 6.1.
Indeed, the growth assumption (3.2) may be replaced with (3.1).
We then turn to the random setting. Set M := max (‖Du0‖∞ , ‖Duǫ,η‖∞) and Lˆ := ‖DpH‖BM×Rd . In view
of (3.2) and Lemma 6.1, for some c0 ≥ 0, Lˆ ≤ exp(c0Tη−1)
(
‖Du0‖q−1∞ + 1
)
.
With the notation of Lemma 5.2, the same argument gives∥∥∥uǫ(·, ti+1)− uη(ǫ)(·, ti+1)∥∥∥
BR
−
∥∥∥uǫ(·, ti)− uη(ǫ)(·, ti)∥∥∥
BR+LˆωW,T (η)
.L (1 +R)ǫ
β
and so ∥∥∥uǫ(·, tN )− uη(ǫ)(·, tN )∥∥∥
BT
.L
N−1∑
k=0
(
1 + T + kLˆωW,T (η)
)
ǫβ.
We take N = [T/η] and increase the value of c0 as necessary to obtain the result.
Proof of Theorem 6.1. Let uδ0 be a standard mollification of u0, so that
∥∥u0 − uδ0∥∥∞ ≤ ωu0(δ). We
combine the bounds from Lemmas 4.2 and 6.2 for the initial condition uδ0, as well as the contraction property
for (6.1) and (5.2), to obtain
‖uǫ − u‖RT×[0,T ] − 2ωu0(δ) .δ
{
T
η(ǫ)ǫ
β + ωW,T (η(ǫ)) in the periodic setting,
exp(c0T/η(ǫ))ǫ
β + ωW,T (η(ǫ)) in the random setting.
In either case, the assumption on η(ǫ) guarantees that
lim sup
ǫ→0
‖uǫ − u‖RT×[0,T ] ≤ 2ωu0(δ)
δ→0−−−→ 0.
We conclude with some examples in the random setting to show that it is possible to improve η(ǫ).
First suppose that c = C in (3.2). This is satisfied, for instance, by H(p, y) = |p|q + f(y) with f ∈ C0,1(Rd).
Using this in the proof of Lemma 6.1, we find, for all 0 ≤ t ≤ T ,∥∥DSǫ±(t)φ∥∥∞ ≤ ‖Dφ‖∞ + 2 and ‖Duǫ,η‖∞ ≤ ‖Du0‖∞ + 2Tη ,
and, with the notation of Lemma 6.2, replacing E(M) = E(T/η) with E(T, η),
Lˆ . ‖Du0‖q−1∞ +
(
T
η
)q−1
and E(T, η) = max
(
T 2
η2
,
T q
ηq
ωW,T (η)
)
.
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If W is α-Ho¨lder continuous, for instance, it then suffices to have
lim
ǫ→0
ǫσ
η(ǫ)
= 0, where σ = min
(
β
2
,
β
q − α
)
.
In the second example, we assume q = 1, so that the propagation speed Lˆ is uniformly bounded. Then,
exactly as in Section 5, Lemma 6.2 yields
E(T, η) = T
2
η2
ωW,T (η).
Therefore, for α-Ho¨lder continuous W , it suffices to have limǫ→0 ǫ
β
2−α η(ǫ)−1 = 0.
7. Multiple paths: the blow-up example
We again take η(ǫ) satisfying limǫ→0 η(ǫ) = 0, and, for f : Rd → Rm, W ∈ C([0,∞),Rm), and u0 ∈
BUC(Rd), we study the behavior, as ǫ→ 0, of
uǫt + |Duǫ|+
m∑
i=1
f i(x/ǫ)W˙
i,η(ǫ)
t = 0 in R
d × (0,∞), uǫ(·, 0) = u0. (7.1)
This is a special case of (1.5) with M = m+ 1, H(p, y) = |p|, and W˙M ≡ 1.
The pathW is assumed to have unbounded variation on every interval and in every direction. More precisely,
we assume thatthere exist 0 < c < C and 0 < θ < 1 such that, for all T > 0, t ∈ [0, T ], ξ ∈ R
m,
and η > 0, c|ξ|η−θt ≤ ∫ t
0
∣∣∣W˙ ηs · ξ∣∣∣ ds and ∫ t0 ∣∣∣W˙ ηs ∣∣∣ ds ≤ Cη−θt. (7.2)
When m = 1, a Cantor-like construction can be used to build such a path. Brownian motion also satisfies
(7.2) almost surely for 0 < θ < 12 and for some subsequence ηn with limn→∞ ηn = 0.
We assume that f satisfies either (3.6) or (3.7), as well as
Df ∈ UC(Rd) and, for some 0 < c0 ≤ C0, c0 ≤ ‖Df‖∞ ≤ C0. (7.3)
In the random setting (3.7), we will also need to assume that the modulus of continuity for Df is uniform
over f ∈ Ω.
Theorem 7.1. In addition to (7.2), (7.3), and u0 ∈ BUC(Rd), assume that f satisfies one of (3.6) or
(3.7), and, for θ as in (7.2) and 0 < σ < 11−θ , set η(ǫ) = ǫ
σ. If uǫ solves (7.1), then, for all t > 0,
lim sup
ǫ→0
sup
x∈Rd
uǫ(x, t)ǫσθ−(σ−1)+ . −t.
The fact that uǫ diverges to −∞ is a consequence of the positive coercivity of p 7→ |p|. If |Duǫ| is replaced
with −|Duǫ| in (7.1), then uǫ diverges to +∞.
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Proof of Theorem 7.1. Without loss of generality, we take u0 ≡ 0, since, if u˜ǫ solves (7.1) with u˜ǫ(·, 0) ≡
0, then, in view of the comparison principle, ‖uǫ − u˜ǫ‖∞ ≤ ‖u0‖∞.
We first prove that, for all r, t > 0,
lim sup
ǫ→0
sup
x∈Brǫ
uǫ(x, t)ǫσθ−(σ−1)+ . −t. (7.4)
Taking r =
√
d gives the result in the periodic setting, since uǫ is ǫZd-periodic and B√dǫ ⊃ ǫ[0, 1]d. In the
random setting, the stationarity of uǫ and (7.4) imply that, almost surely and for all t > 0,
lim sup
ǫ→0
sup
x∈Qd
uǫ(x, t)ǫσθ−(σ−1)+ . −t.
The supremum may then be taken over x ∈ Rd because uǫ is continuous.
The proof of (7.4) relies on the variational formula
uǫ(x, t) = − sup
{∫ t
0
f
(γs
ǫ
)
· W˙ η(ǫ)s ds : γ ∈W 1,∞([0, t],Rd), ‖γ˙‖∞ ≤ 1, γt = x
}
. (7.5)
Let ω := ωDf be the modulus of continuity for Df . It follows from (7.3) that there exist y0, p ∈ Rd with
|p| = 1 and φ : Rd → Rm such that ξ := Df(y0)p satisfies c0 ≤ |ξ| ≤ C0, |φ(z)| ≤ ω(|z|) for all z ∈ Rd, and,
for all y ∈ Rd,
f(y) = f(y0) +Df(y0) · (y − y0) + |y − y0|φ(y − y0).
Set R := r+|y0|t and choose ǫ¯ ∈ (0, 12R ]. Note that, for all 0 < ǫ < ǫ¯, we have N :=
[
(1−Rǫ)t
η
]
∈ N and Nη & t.
Choose 0 < ν < 12 , set δ := νǫ
(σ−1)+ , and define α : [0, 1] → R by α(s) := 1 − 2|s− 1/2|. For x ∈ Brǫ and
k = 0, 1, 2, . . . , N − 1, we define γ : [0, t]→ Rd by
γs
ǫ
:=

y0 + δα
(
s−kη
η
)
p if s ∈ [kη, (k + 1)η] and ξ · W˙ ηs > 0,
y0 − δα
(
s−kη
η
)
p if s ∈ [kη, (k + 1)η] and ξ · W˙ ηs < 0,
y0 +
s−Nη
t−Nη
(
x
ǫ − y0
)
if x ∈ [Nη, t].
Then γ is admissible for (7.5), since γt = x and
‖γ˙‖∞ ≤ max
(
2
δǫ
η
,
|x− ǫy0|
t−Nη
)
≤ 1.
We now calculate ∫ Nη
0
f
(γs
ǫ
)
· W˙ ηs ds− f(y0) · (W ηt −W η0 )
=
∫ Nη
0
[
Df(y0) ·
(γs
ǫ
− y0
)
+
∣∣∣γs
ǫ
− y0
∣∣∣φ(γs
ǫ
− y0
)]
· W˙ ηs ds = δ
N−1∑
k=0
(Ik + IIk) ,
where
Ik :=
∫ (k+1)η
kη
α
(
s− kη
η
) ∣∣∣ξ · W˙ ηs ∣∣∣ ds and
IIk :=
∫ (k+1)η
kη
α
(
k − sη
η
)
φ
(
sgn
(
ξ · W˙ ηs
)
δα
(
s− kη
η
)
p
)
· W˙ ηs ds.
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For each k = 0, 1, 2, . . . , N − 1, the function ξk := ξ · W˙ η is constant on [kη, (k + 1)η]. Hence, (7.2) gives
N−1∑
k=0
Ik =
N−1∑
k=0
∫ (k+1)η
kη
α
(
s− kη
η
)∣∣∣ξ · W˙ ηs ∣∣∣ ds = N−1∑
k=0
|ξk|
∫ (k+1)η
kη
α
(
s− kη
η
)
ds
=
1
2
N−1∑
k=0
|ξk|η = 1
2
∫ Nη
0
|W˙ ηs · ξ| ds & η(ǫ)−θt,
and
N−1∑
k=0
IIk =
N−1∑
k=0
∫ (k+1)η
kη
α
(
s− kη
η
)
φ
(
sgn
(
ξ · W˙ ηs
)
δα
(
s− kη
η
)
p
)
· W˙ ηs ds
≥ −ω(δ)
N−1∑
k=0
∫ (k+1)η
kη
α
(
s− kη
η
) ∣∣∣W˙ ηs ∣∣∣ ds & −ω(δ)η(ǫ)−θt.
Choosing ν so that ω(δ) is sufficiently small, we find∫ Nη
0
f
(γs
ǫ
)
· W˙ ηs ds− f(y0) · (W ηt −W η0 ) & δη(ǫ)−θt & ǫ−σθ+(σ−1)+t.
Integrating by parts on [Nη, t] gives∫ t
Nη
f
(γs
ǫ
)
· W˙ ηs ds− f(y0) ·
(
W ηt −W ηNη
)
= f
(x
ǫ
)
W ηt −
1
ǫ
∫ t
Nη
Df
(γs
ǫ
)
γ˙s ·W ηs ds,
and so, because ‖γ˙‖∞ ≤ 1, ∣∣∣∣∫ t
Nη
f
(γs
ǫ
)
· W˙ ηs ds− f(y0) ·
(
W ηt −W ηNη
)∣∣∣∣ ≤M,
where M := (‖f‖∞ + (r + |y0|) ‖Df‖∞) ‖W‖[0,t]. Choosing ǫ¯ sufficiently small, we conclude that, for all
0 < ǫ < ǫ¯,
uǫ(x, t) ≤ −
∫ t
0
f
(γs
ǫ
)
· W˙ ηs ds . −ǫ−σθ+(σ−1)+t+M . −ǫ−σθ+(σ−1)+t.
Theorem 7.1 remains true if H(p) = |p| is replaced with a Hamiltonian that grows at least linearly in |p|,
since, in view of the comparison principle, we may reduce the problem to the study of (7.1).
The merit of directly studying the control formula (7.5) is that we may avoid a discussion of homogeniza-
tion error estimates. On the other hand, if, for each fixed ξ ∈ Rm, such an estimate is known for the
homogenization of
U ǫt + |DU ǫ|+ f(x/ǫ) · ξ = 0, (7.6)
then one may use the strategy of Section 2 to deduce, as ǫ → 0, that uǫ → −∞. This involves an analysis
of the effective Hamiltonian H(p, ξ) associated to (7.6).
Lemma 7.1. Assume f satisfies either (3.6) or (3.7) and is not constant. Then there exist µ > 0 and
b, ξ∗ ∈ Rm with |ξ∗| = 1 such that, for all (p, ξ) ∈ Rd × Rm, H(p, ξ) ≥ b · ξ + µ|ξ · ξ∗|.
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Lemma 7.1 yields that the solution uη of uηt +H
(
Duη, W˙
η(ǫ)
t
)
= 0 satisfies
uη(x, t)− u0(x) + b ·
(
W
η(ǫ)
t −W η(ǫ)0
)
+ µ
∫ t
0
∣∣∣W η(ǫ)s · ξ∗∣∣∣ ds ≤ 0.
Therefore, as ǫ → 0, uη(ǫ) → −∞. Choosing η(ǫ) so as to control the homogenization error estimate for
uǫ − uη, we find uǫ → −∞ as ǫ→ 0.
Proof of Lemma 7.1. Let y1, y2 ∈ Rd be such that f(y1) 6= f(y2), and set
b :=
f(y1) + f(y2)
2
, ξ∗ :=
f(y1)− f(y2)
|f(y1)− f(y2)| , and µ :=
|f(y1)− f(y2)|
2
.
Let vγ = vγ(y; p, ξ) be the unique solution of the approximate corrector equation
γvγ + |p+Dyvγ |+ f(y) · ξ = 0.
Arguments from the classical viscosity theory give, for all y ∈ Rd,
−γvγ(y; p, ξ) ≥ b · ξ + (f(y)− b) · ξ.
As γ → 0, −γvγ → H(p, ξ) locally uniformly in y, and so
H(p, ξ) ≥ b · ξ +max
y∈Rd
(f(y)− b) · ξ ≥ b · ξ + max
y=y1,y2
(f(y)− b) · ξ = b · ξ + µ|ξ · ξ∗|.
8. Multiple paths: the convergence example
For H : Rd×Rd → R, f : Rd → R, a probability space (Ω,F ,P), and W 1,ǫ,W 2,ǫ : [0,∞)×Ω→ R, we study
the behavior of the initial value problem
uǫt +H(Du
ǫ, x/ǫ)W˙ 1,ǫt + f(x/ǫ)W˙
2,ǫ
t = 0 in R
d × (0,∞), uǫ(·, 0) = 0 on Rd. (8.1)
The randomness generated by (Ω,F ,P) is not related to the random homogenization setting discussed in
Section 3. Indeed, here we consider only periodic H(p, ·) and f .
We consider the metric space X := C([0,∞),R) with the metric
d(f, g) :=
∞∑
n=1
2−nmax
(
1, ‖f − g‖[0,n]
)
. (8.2)
A measurable random variable u : Ω→ X gives rise to the Borel measure u∗P on X defined by (u∗P)(A) :=
P (u ∈ A) for all Borel sets A ⊂ X . The object of this section is to show that, for all x ∈ Rd, as ǫ → 0,
µǫx := u
ǫ(x, ·)∗P converges weakly to the Wiener measure µ, under certain assumptions on W 1,ǫ and W 2,ǫ.
More precisely, we show that, for all x ∈ Rd and bounded continuous φ : X → R,
lim
ǫ→0
∫
X
φ dµǫx =
∫
X
φ dµ.
Let {X1k , X2k}∞k=0 : Ω→ R be measurable, independent random variables such that, for all k ∈ N0,
P(X1k > 0) = P(X
1
k < 0),{
X2k
}∞
k=0
are identically distributed and E
∣∣X2k∣∣2 = 1, and
ess supΩ supk∈N0
∣∣∣X2kX1
k
∣∣∣ <∞. (8.3)
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We once again choose η = η(ǫ) > 0 satisfying limǫ→0 η(ǫ) = 0. For all i = 1, 2, k ∈ N0, and t ∈ [kη, (k+1)η],
we then set
W i,ǫ0 := 0 and W
i,ǫ
t :=W
i,ǫ
kη +
t− kη
η1/2
X ik. (8.4)
We also assume (3.1), and
H ≥ 0, H(0, ·) = 0, f ∈ BUC(Rd), and max
Rd
f = −min
Rd
f = 1. (8.5)
Observe that, in view of the comparison principle, uǫ : Ω → BUC(Rd × [0, T ]) is measurable, and, hence,
the measures µǫx are well-defined.
Theorem 8.1. Assume W 1,ǫ and W 2,ǫ are given by (8.4), H and f satisfy (3.1), (3.6) and (8.5), and
limǫ→0 ǫη(ǫ) = 0. Then, for all x ∈ Rd, as ǫ→ 0, µǫx converges weakly to µ.
The result depends on an explicit formula, for fixed ξ1, ξ2 ∈ R, for the effective constant λ = λ(ξ, ξ2) of
H(Dyv, y)ξ1 + f(y)ξ2 = λ. (8.6)
That is, we determine the unique constant λ for which (8.6) admits periodic solutions.
Lemma 8.1. Assume H and f satisfy (3.1), (3.6), and (8.5). Then, for any ξ1, ξ2 ∈ R with ξ1 6= 0, there
exists a periodic solution v = v(y; ξ1, ξ2) of (8.6) with λ = sgn(ξ1)|ξ2| satisfying ‖v‖∞ + ‖Dyv‖∞ .|ξ2/ξ1| 1.
Proof. The existence, for some unique λ, of a periodic v solving (8.6) and satisfying the desired bounds is
standard (see, for example, [16] or [9]). Here, we only prove that λ = sgn(ξ1)|ξ2|.
Assume first that ξ1 > 0 and note that, without loss of generality, we may take ξ1 = 1. It follows from (8.5)
that λ ≥ maxy∈Rd(f(y)ξ2) = |ξ2|. Since v is periodic, v attains a minimum at some y0 ∈ Rd. This gives
0 + f(y0)ξ2 ≥ λ, and, therefore, λ = |ξ2|. A similar argument yields λ = −|ξ2| if ξ1 < 0.
The bounds for the corrector v in Lemma 8.1 and an argument as in [16] result in a rate for the homoge-
nization, as ǫ→ 0, of
U ǫt +H(DU
ǫ, x/ǫ)ξ1 + f(x/ǫ)ξ2 = 0 in R
d × (0,∞), U ǫ(·, 0) = 0 on Rd. (8.7)
Lemma 8.2. Assume H and f satisfy (3.6) and (8.5). Then, for all ξ1, ξ2 ∈ R with ξ1 6= 0,
sup
(x,t)∈Rd×[0,∞)
|U ǫ(x, t) + sgn(ξ1)|ξ2| · t| .|ξ2/ξ1| ǫ.
In view of Lemmas 8.1 and 8.2, ifW 1,ǫ andW 2,ǫ are viewed as fixed paths independent of ǫ, then the solution
uǫ of (8.1) formally homogenizes to
W ǫt := −
∫ t
0
sgn
(
W˙ 1,ǫs
) ∣∣∣W˙ 2,ǫs ∣∣∣ ds.
Here, W ǫ takes the role of the solution uη of (2.4) in Section 2.
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Observe that W ǫ is piecewise linear with step size η(ǫ). Moreover, (8.3) yields that, for k ∈ N0, the random
variables
δW ǫk :=W
ǫ
(k+1)η −W ǫkη = −η(ǫ)1/2sgn(X1k)
∣∣X2k ∣∣
are independent, identically distributed, and satisfy
E [δW ǫk ] = 0 and E |δW ǫk |2 = η(ǫ).
Donsker’s invariance principle (see Billingsley [6]) implies that, as ǫ→ 0, W ǫ converges in law to a Brownian
motion, that is, (W ǫ)∗P converges weakly to the Wiener measure µ. In order to obtain the same conclusion
for µǫx and prove Theorem 8.1, it is necessary to connect the behavior of u
ǫ to W ǫ.
An iterative application of Lemma 8.2 yields the following estimates for uǫ −W ǫ. The proof is similar to
those for Lemmas 5.2 and 6.2.
Lemma 8.3. Assume W 1,ǫ and W 2,ǫ are given by (8.4), and H(p, ·) and f satisfy (3.6) and (8.5). Then,
almost surely, for all T ≥ 1 and ǫ > 0,
‖uǫ −W ǫ‖Rd×[0,T ] .
T
η(ǫ)
ǫ.
Proof. For ξ = (ξ1, ξ2) ∈ R2 and t > 0, let Sǫξ(t) : BUC(Rd) → BUC(Rd) be the solution operator for
(8.7), and for k ∈ N0, set ξ1 = η(ǫ)−1/2X1k and ξ2 = η(ǫ)−1/2X2k . Then, for all t ∈ [kη, (k + 1)η),
uǫ(·, t) = Sǫξ(t− kη)uǫ(·, kη) and W ǫt =W ǫkη − sgn(ξ1)|ξ2|(t− kη).
We then have uǫ(·, t)−W ǫt = I + II, where
I := Sǫξ(t− kη)uǫ(·, kη)− Sǫξ(t− kη)W ǫkη
and
II := Sǫξ(t− kη)(W ǫkη)−W ǫkη + sgn(ξ1)|ξ2|(t− kη).
The contraction property for Sǫξ gives |I| ≤
∥∥∥uǫ(·, kη)−W ǫkη∥∥∥
Rd
. Meanwhile, since Sǫξ commutes with
constants, Lemma 8.2 and the third line of (8.3) almost surely yield
|II| ≤ ∣∣Sǫξ(t− kη)(0)− sgn(ξ1)|ξ2|(t− kη)∣∣ .|ξ2/ξ1| ǫ . ǫ.
An iteration gives the result exactly as in the proof of Lemma 5.2.
Finally, we need the following.
Lemma 8.4. Let w1,ǫ, w2,ǫ : Ω→ X be measurable, where (Ω,F ,P) and (X, d) are respectively a probability
and metric space, and, for i = 1, 2, set µi,ǫ := (wi,ǫ)∗P. Assume that, for some deterministic c(ǫ) satisfying
limǫ→0 c(ǫ) = 0, P
[
d(w1,ǫ, w2,ǫ) ≤ c(ǫ)] = 1. Then, as ǫ → 0, either both µ1,ǫ and µ2,ǫ converge weakly to
the same Borel measure on X or neither converges.
Proof. A necessary and sufficient condition for a measure µǫ to converge weakly, as ǫ→ 0, to some measure
µ is that lim infǫ→0 µǫ(G) ≥ µ(G) for every open G ⊂ X (see [6]).
For δ > 0, define Gδ := {x ∈ X : Bδ(x) ⊂ G} and c(s) := sup0<r≤s c(r). Then, for every 0 < ǫ < ǫ′,
µ2,ǫ(G) ≥ µ1,ǫ(Gc(ǫ′)). Sending first ǫ → 0 and then ǫ′ → 0, and switching the roles of µ1,ǫ and µ2,ǫ, we
obtain lim infǫ→0 µ1,ǫ(G) = lim infǫ→0 µ2,ǫ(G), and the result follows.
19
Proof of Theorem 8.1. We apply Lemma 8.4 to X = C([0,∞),R), the metric d in (8.2), the paths
{t 7→ uǫ(x, t)}, {t 7→W ǫt } ∈ X , and, for some C > 0 determined by Lemma 8.3,
c(ǫ) := C
ǫ
η(ǫ)
.
We obtain the result in view of Lemmas 8.3 and 8.4, and from the fact that, as ǫ→ 0, W ǫ converges in law
to a Brownian motion.
Let W 1 and W 2 be as in (8.4) with η = 1. It is natural to ask whether Theorem 8.1 can be used to describe
the long-time behavior of
ut +H(Du, y)W˙
1
t + f(y)W˙
2
t = 0 in R
d × (0,∞), u(·, 0) = 0 on Rd. (8.8)
Indeed, the scaling uǫ(x, t) := ǫu
(
x
ǫ ,
t
ǫ2
)
recovers the solution of (8.1) with η(ǫ) = ǫ2. Unfortunately, this
does not satisfy limǫ→0 ǫη(ǫ)−1 = 0, and so we cannot directly apply Theorem 8.1. We hope to study the
long-time behavior of (8.8) and similar equations at a future time.
We conclude with the observation that Lemma 8.2 can be used to obtain uniform convergence results for
equations like (8.1) that are not covered by Theorem 6.1. For instance, if, for some µη > 0, W
1,ǫ
0 =W
2,ǫ
0 = 0
and, for k ∈ N0,
W˙ 1,ǫt :=
{
µη if t ∈ (4kη, (4k + 2)η),
−µη if t ∈ ((4k + 2)η, (4k + 4)η),
and W˙ 2,ǫt :=
{
µη if t ∈ (2kη, (2k + 1)η),
−µη if t ∈ ((2k + 1)η, (2k + 2)η),
then, for all T > 0, ∥∥uǫ +W 1,ǫ∥∥
Rd×[0,T ] .
T
η
ǫ.
Hence, if limη→0 µηη = limǫ→0 ǫη(ǫ) = 0, then, as ǫ→ 0, uǫ converges uniformly to 0.
Appendix A. Well-posedness
For W ∈ C([0,∞),R) and u0 ∈ BUC(Rd), we study the well-posedness of the initial value problem
du = H(Du, x) · dW in Rd × (0,∞), u(·, 0) = u0 on Rd. (A.1)
Throughout this section, we assume (3.4). It is straightforward to check that (3.4) yields, for some 0 < c0 ≤
C0 and C > 0 and for all (p, y) ∈ Rd × Rd,
c0|p|q ≤ H∗(p, y) ≤ C0|p|q, |DyH∗(p, y)| ≤ C|p|q,
c0|p|q−1 ≤ |DpH∗(p, y)| ≤ C0|p|q−1, |D2pyH∗(p, y)| ≤ C|p|q−1,
c0|p|q−2 Id ≤ D2pH∗(p, y) ≤ C0|p|q−2 Id, |D2yH∗(p, y)| ≤ C|p|q.
(A.2)
Standard convex analysis implies that (3.4) holds with H and H∗ interchanged, and with q′ = qq−1 replacing
q. Hence, H satisfies (A.2) with the exponent q′.
The definition of the Lions-Souganidis pathwise viscosity solutions, as it appears in [19], relies on the exis-
tence, for all t0 > 0, φ ∈ C2b (Rd), and sufficiently small h > 0, of smooth-in-x solutions of
dΦ = H(DΦ, x) · dW in Rd × (t0 − h, t0 + h), Φ(·, t0) = φ on Rd. (A.3)
These are used as test functions to account for the rough part of the equation. The solution Φ may be
obtained via a change of variables from a smooth solution of the classical equation Ut = H(DU, x), which
can be constructed using the method of characteristics.
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Definition A.1. The upper (resp. lower) semicontinuous function u : Rd × [0,∞) → R is a sub-solution
(resp. super-solution) of (A.1) whenever the following holds: for any ψ ∈ C1((0,∞),R), h > 0, and smooth-
in-x solution Φ of (A.3) in Rd × (t0 − h, t0 + h), if u(x, t) − Φ(x, t) − ψ(t) attains a local maximum (resp.
minimum) at (x0, t0), then ψ
′(t0) ≤ 0 (resp. ψ′(t0) ≥ 0). A solution of (A.1) is both a sub-solution and a
super-solution.
Before we state the well-posedness theorem, we introduce some additional notation. For any modulus of
continuity ω : [0,∞)→ [0,∞),
θ(ω, λ) := sup
r≥0
(
ω(r) − c0λq−1rq
)
and ω˜(s) := inf
λ≥0
(
C0λ
q−1sq + θ(ωu0 , λ)
)
.
Observe that limλ→∞ θ(ω, λ) = lims→0 ω˜(s) = 0.
A particular example used throughout the paper is the Lipschitz modulus ω(r) = Lr. For some C1, C2 > 0,
θ(ω, λ) = C1L
q′λ−1 and ω˜(s) = C2Ls.
Theorem A.1. Assume (3.4). Then, for every u0 ∈ BUC(Rd), there exists a unique pathwise viscosity
solution u of (A.1). Moreover, if u1 and u2 are the unique solutions of (A.1) with respectively initial
conditions u10, u
2
0 ∈ BUC(Rd) and paths W 1,W 2 ∈ C([0,∞),R) with W 10 =W 20 , then, for all t > 0,
∥∥u1(·, t)− u2(·, t)∥∥∞ ≤ ∥∥u10 − u20∥∥∞ + θ
(
max(ωu0 , ωv0),
1
‖W 1 −W 2‖[0,t]
)
(A.4)
and
sup
x,y∈Rd
∣∣u1(x, t)− u1(y, t)∣∣ ≤ ω˜u10(|x− y|). (A.5)
A standard density argument and (A.4) yield the existence, since Definition A.1 is consistent with the
classical notion of solution for (A.1) if W is smooth. Uniqueness, (A.4), and (A.5) follow from comparison
principle arguments.
If u and v are respectively a sub- and super-solution of (A.1), then z(x, y, t) := u(x, t)−v(y, t) is a sub-solution
of the doubled equation
dz = (H(Dxz, x)−H(−Dyz, y)) · dW in Rd × Rd × (0,∞). (A.6)
The proof of the comparison principle in the classical viscosity theory is based on finding an estimate, as
λ→∞, for
sup
(x,y)∈Rd×Rd
(
u(x, t)− v(y, t)− (λ/2)|x− y|2) . (A.7)
If H(p, x) = H(p) is independent of x, then Lλ(x, y) := (λ/2)|x− y|2 is a smooth solution of
H(DxLλ, x) = H(−DyLλ, y), (A.8)
so, in view of Definition A.1, (A.7) is nondecreasing in t. However, when H depends on x, we expect error
terms like |dW | to appear, which in general may be infinite. One strategy is to replace (λ/2)|x − y|2 with
a smooth solution of (A.6) that is equal to (λ/2)|x − y|2 for t near the maximum point of (A.7). Strong
regularity assumptions for both H and W are required to carry out this analysis, and the details may be
found in [23]. The idea of [11] and [18] is that a convex Hamiltonian H gives rise to a distance function,
that is, an exact solution Lλ of (A.8) that is comparable to |x− y|.
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A.1. The distance function
For x, y ∈ Rd, define
A(x, y) := {γ ∈ W 1,∞([0, 1],Rd) : γ0 = x, γ1 = y} and ℓ(x, y)s = ℓs := x+ s(y − x).
Note that ℓ(x, y) ∈ A(x, y) and A(x, y) =W 1,∞0 ([0, 1],Rd) + ℓ(x, y).
The distance function associated to H is
L(x, y) := inf
{∫ 1
0
H∗ (−γ˙s, γs) ds : γ ∈ A(x, y)
}
. (A.9)
We summarize its main properties in the next lemma.
Lemma A.1. Assume (3.4).
(a) L is a viscosity solution of
−(q − 1)L+H(DxL, x) = 0 and − (q − 1)L+H(−DyL, y) = 0 in Rd × Rd.
In particular, H(DxL(x, y), x) = H(−DyL(x, y), y) whenever L is differentiable at (x, y).
(b) For all x, y ∈ Rd, c0|x − y|q ≤ L(x, y) ≤ C0|x − y|q. Furthermore, there exists γ ∈ A(x, y) such that
L(x, y) =
∫ 1
0 H
∗(−γ˙s, γs) ds, and, for almost every s ∈ [0, 1], |γ˙s| ≈ |x− y|.
(c) For all R > 0, |DxL|+ |DyL| .R 1 on ∆R.
(d) There exists r0 > 0 such that L ∈ C1(∆r0).
(e) For all R > 1, D2L(x, y) .R I2d on ∆R if q ≥ 2 or on ∆R\∆1/R if q < 2.
If g is a smooth Riemannian metric on Rd and H∗(p, y) = 12 〈g(y)p, p〉, then the distance function L corre-
sponding to H(p, y) = 12 〈g−1(y)p, p〉 is the so-called Riemannian energy associated to g. In [11], it is shown
that L is C1 in a neighborhood of the diagonal ∆0, which is a specific case of Lemma A.1(d). The argument
for part (d) resembles that of the more general setting in [18].
For ǫ > 0, the distance function Lǫ associated to H(·, ·/ǫ) is
Lǫ(x, y) := inf
{∫ 1
0
H∗
(
−γ˙s, γs
ǫ
)
ds : γ ∈ A(x, y)
}
.
A rescaling and part (d) yield Lǫ ∈ C1(∆ǫr0). Therefore, the strip in which Lǫ is differentiable shrinks as
ǫ→ 0. This presents a obstacle for obtaining the scale invariant estimate (A.4).
We bypass this difficulty with the semiconcavity estimate for L. If φ(x, y) is smooth and L − φ attains a
minimum at (x0, y0), then, in view of Lemma A.1(d) and (e), L is differentiable at (x0, y0).
Proof of Lemma A.1. (a) This follows from well known variational formulae for solutions of Hamilton-
Jacobi equations. See, for instance, Lions [14].
(b) The bounds for L are immediate from (A.2) and (A.9). In view of the convexity and regularity of H∗, a
classical variational argument yields the existence of a minimizer γ. The bounds for γ˙ can then be inferred
from the Euler-Lagrange equation.
22
(c) Pick (x, y) ∈ ∆R and h ∈ Rd, and let γ ∈ A(x, y) be a minimizer for L(x, y). Then {s 7→ γs + sh : s ∈ [0, 1]} ∈
A(x, y + h). It follows from part (b) that
L(x, y + h)− L(x, y) ≤
∫ 1
0
(H∗ (−γ˙s − h, γs + sh)−H∗(−γ˙s, γs)) ds
.
∫ 1
0
[(|γ˙s|q−1 + |h|q−1) |h|+ (|γ˙s|q + |h|q) |sh|] ds . |h|(Rq +Rq−1) + o(|h|).
The opposite inequality is obtained by switching the roles of y and y+ h, and choosing h small enough that
(x, y + h) ∈ ∆R. This yields the bound for DyL, and the argument for DxL is similar.
(d) Define I :W 1,q0 ([0, 1],R
d)× Rd × Rd → R by
I(γ, x, y) :=
∫ 1
0
H∗(−γ˙s + x− y, γs + x+ s(y − x)) ds.
Henceforth, the arguments of H∗ and all of its derivatives are (−γ˙s + x− y, γs + x+ s(y − x)).
Observe that L(x, y) = minγ∈W 1,q0 I(γ, x, y), and, in view of part (b), the minimum is attained for some
γ ∈ W 1,∞0 satisfying |γ˙s + y − x| ≈ |x − y| for almost every s. As a result, we can assume that H∗ grows
at most quadratically by redefining H∗ outside of BR × Rd for some large R > 0. It follows that the map I
can be defined as before on W 1,20 × Rd × Rd, and that I has the same minimizers.
For x, y ∈ Rd, fix a minimizer γ. Then DγI(γ, x, y) = 0, and, for all ξ, η ∈ W 1,20 ,
D2γI(γ, x, y)[ξ, η] =
∫ 1
0
(
〈D2pH∗ξ˙s, η˙s〉 − 〈D2pxH∗ξ˙s, ηs〉 − 〈D2xpH∗ξs, η˙s〉+ 〈D2xH∗ξs, ηs〉
)
ds.
In view of (A.2), there exists C > 0 such that
D2γI(γ, x, y)[η, η] & |x− y|q−2
∫ 1
0
(|η˙s|2 − C|x− y||η˙s||ηs| − C|x − y|2|ηs|2) ds.
Young’s and Poincare´’s inequalities give, for a larger value of C,
D2γI(γ, x, y)[η, η] & |x− y|q−2
(
1− C|x − y|2) ∫ 1
0
|η˙s|2 ds.
Set r0 :=
1√
2C
. Then, if (x, y) ∈ ∆r0 ,
D2γI(γ, x, y)[η, η] & |x− y|q−2 ‖η‖2W 1,20 .
As a consequence, for (x, y) ∈ ∆r0 with x 6= y, I(·, x, y) has a unique minimizer γ = γ(x, y). Also, for any
η ∈ W 1,20 , ∥∥D2γI(γ(x, y), x, y)[·, η]∥∥(W 1,20 )∗ & |x− y|q−2 ‖η‖W 1,20 .
It follows from the implicit function theorem that (x, y) 7→ γ(x, y) is C1, and, therefore, L(x, y) = I(γ(x, y), x, y)
is C1 in ∆r0\∆0.
Part (b) implies that L is differentiable on ∆0 with DxL = DyL = 0. The proportionality constant C = C(R)
from part (c) satisfies limR→0 C(R) = 0, and we conclude that L is C1 in all of ∆r0 .
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(e) Fix a minimizer γ ∈ A(x, y), let h, k ∈ Rd, and set ηs := h + s(k − h). Then γ ± η ∈ A(x ± h, y ± k),
and, for all s ∈ [0, 1],
|ηs|+ |η˙s| . |h|+ |k|. (A.10)
It follows from (A.2) that∫ 1
0
H∗(−γ˙s − η˙s, γs + ηs) ds+
∫ t
0
H∗(−γ˙s + η˙s, γs − ηs) ds− 2
∫ 1
0
H∗(−γ˙s, γs) ds . I + II + III,
where
I :=
∫ 1
0
(|γ˙s + η˙s|q−2)|η˙s|2 ds, II :=
∫ 1
0
(|γ˙s|q−1 + |η˙s|q−1)|η˙s||ηs| ds,
and III :=
∫ 1
0
(|γ˙s|q + |η˙s|q)|ηs|2 ds.
Part (b) yields
II . Rq−1(|h|2 + |k|2) + o(|h|2 + |k|2) and III . Rq(|h|2 + |k|2) + o(|h|2 + |k|2).
When q ≥ 2,
I . Rq−2(|h|2 + |k|2) + o(|h|2 + |k|2),
while for q < 2, we use the lower bound on |γ˙|. For sufficiently small h and k, |γ˙s + η˙s| ≥ |γ˙s| − |η˙s| & 1R .
Therefore
I . R2−q(|h|2 + |k|2) + o(|h|2 + |k|2).
Combining the estimates for I, II and III in either case finishes the proof.
A.2. The comparison principle
Lemma A.1(d) is used to prove the following.
Proposition A.1. Let u and v be respectively a bounded sub- and super-solution of (A.1). Then, for all
t ≥ 0,
sup
x∈Rd
(u(x, t)− v(x, t)) ≤ sup
x∈Rd
(u(x, 0)− v(x, 0)) .
If q ≤ 2, then H is C2, and Perron’s method can be used in conjunction with the comparison principle to
construct the unique solution of (A.1), as shown by the author in [27].
The argument below is new even in the classical viscosity theory. We are able to avoid the usual strategy of
subtracting penalizations of the form |x|2 + |y|2 to handle the unboundedness of Rd.
Proof of Proposition A.1. We argue by contradiction and assume, as in the proof of the classical com-
parison principle, that there exist T > 0, t0 ∈ (0, T ], sufficiently small µ > 0, and sufficiently large λ > 0
such that the function
t 7→ sup
(x,y)∈Rd×Rd
(
u(x, t)− v(y, t)− λq−1L(x, y))− µt
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achieves it maximum on [0, T ] at t0.
For λ > 0, define
Φλ(x, y, s, t) :=
(
λ
1 + λ(Wt −Ws)
)q−1
L(x, y).
Then Lemma A.1(a) and (d) yield that, whenever (x, y) ∈ ∆r0 and ωW (|s− t|) < 12λ ,
(x, s) 7→ Φλ(x, y, s, t) and (y, t) 7→ −Φλ(x, y, s, t)
are C1 in respectively x and y, and solve (A.3).
Let M0 := max
(
‖u‖Rd×[0,T ] , ‖v‖Rd×[0,T ]
)
, choose
λ >
3
2
(
2M0
c0r
q
0
) 1
q−1
, (A.11)
and, for θ > 0, consider the auxiliary function
(s, t) 7→ sup
(x,y)∈Rd×Rd
(u(x, s)− v(y, t)− Φλ(x, y, s, t))− |s− t|
2
2θ
− µs+ t
2
, (A.12)
which attains a maximum at some (sθ, tθ) ∈ Sλ :=
{
(s, t) ∈ [0, T ]2 : ωW (|s− t|) ≤ (2λ)−1
}
. Then limθ→0
|sθ−tθ|2
2θ =
0 and
lim
θ→0
sup
(x,y)∈Rd×Rd
(u(x, sθ)− v(y, tθ)− Φλ(x, y, sθ, tθ))− |sθ − tθ|
2
2θ
− µsθ + tθ
2
= max
t∈[0,T ]
sup
(x,y)∈Rd×Rd
(
u(x, t)− v(y, t)− λq−1L(x, y))− µt
= sup
(x,y)∈Rd×Rd
(
u(x, t0)− v(y, t0)− λq−1L(x, y)
)− µt0.
Therefore, as θ → 0, (sθ, tθ) → (t0, t0), and so, for sufficiently small θ, we have sθ > 0, tθ > 0, and
ωW (|sθ − tθ|) < 12λ .
We show that, for each fixed y ∈ Rd,
s 7→ sup
x∈Rd
(u(x, s)− v(y, tθ)− Φλ(x, y, s, tθ))
is nonincreasing in the interval [a, b] :=
{
s ∈ [0, T ] : ωW (|s− tθ|) < (2λ)−1
}
, which yields the same for
s 7→ sup
(x,y)∈Rd×Rd
(u(x, s)− v(y, tθ)− Φλ(x, y, s, tθ)) . (A.13)
Arguing by contradiction, we assume that, for some yˆ ∈ Rd and sufficiently small α > 0, the map s 7→
supx∈Rd (u(x, s)− Φλ(x, yˆ, s, tθ)) − αs attains a maximum at some sˆ ∈ (a, b]. Since ωW (|sˆ − tθ|) < 12λ , we
have, for all x ∈ Rd,
c0
(
2
3
λ
)q−1
|x− yˆ|q ≤ Φλ(x, yˆ, sˆ, tθ).
Therefore, for some xˆ ∈ Rd, the map (x, s) 7→ u(x, s)− Φλ(x, yˆ, s, tθ)− αs attains a maximum at (xˆ, sˆ).
It follows from (A.11) and
c0
(
2
3
λ
)q−1
|xˆ− yˆ|q ≤ u(xˆ, sˆ)− u(yˆ, sˆ) ≤ 2M0
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that (xˆ, y) ∈ ∆r0 . In view of Lemma A.1(d), we can apply Definition A.1 to obtain the contradiction α ≤ 0.
A similar argument for the super-solution v yields that
t 7→ inf
(x,y)∈Rd
(v(y, t)− u(x, sθ) + Φλ(x, y, sθ, t)) (A.14)
is nondecreasing on [c, d] :=
{
t ∈ [0, T ] : ωW (|sθ − t|) < (2λ)−1
}
.
We now return to the maximum point (sθ, tθ) of (A.12). The map
s 7→ sup
(x,y)∈Rd
(u(x, s)− v(y, tθ)− Φλ(x, y, s, tθ))− |s− tθ|
2
2θ
− µs
2
attains a maximum at sθ, and, since ωW (|sθ − tθ|) < 12λ , we have sθ > a. Because (A.13) is nonincreasing,
we have µ2 +
sθ−tθ
θ ≤ 0. Similarly, the map
t 7→ inf
(x,y)∈Rd
(v(y, t)− u(x, sθ) + Φλ(x, y, sθ, t)) + |sθ − t|
2
2θ
+ µ
t
2
attains a minimum at tθ with tθ > c, so, because (A.14) is nondecreasing, we have −µ2 + sθ−tθθ ≥ 0. We
conclude that µ ≤ 0, a contradiction, and the result follows.
A.3. An estimate for the solutions, and the proofs of (A.4) and (A.5)
We now present an estimate for the solutions of (A.1) with smooth signals. Below, c0 and C0 are as in (A.2).
Proposition A.2. For u0, v0 ∈ BUC(Rd) and ξ, ζ ∈ C1([0,∞)) with ξ0 = ζ0, let u be a sub-solution of
ut = H(Du, x)ξ˙t in R
d × (0,∞), u(·, 0) = u0 on Rd,
and v a super-solution of
vt = H(Dv, x)ζ˙t in R
d × (0,∞), v(·, 0) = v0 on Rd.
Then, for all T > 0 and 0 < λ <
(
max0≤t≤T (ξt − ζt)+
)−1
,
sup
(x,y,t)∈Rd×Rd×[0,T ]
(
u(x, t)− v(y, t)− C0
(
λ
1− λ(ξt − ζt)
)q−1
|x− y|q
)
≤ sup
(x,y)∈Rd×Rd
(
u0(x) − v0(y)− c0λq−1|x− y|q
)
.
We first use Proposition A.2 to prove (A.4) and (A.5).
Proof of (A.4). Assume first that W 1,W 2 ∈ C1([0,∞),R). Proposition A.2 gives, for all 0 < λ <∥∥W 1 −W 2∥∥−1
[0,t]
and x ∈ Rd,
|u1(x, t)− u2(x, t)| ≤ ∥∥u10 − u20∥∥∞ + θ(ωu10,u20 , λ).
Letting λ → ∥∥W 1 −W 2∥∥−1
[0,t]
gives the result for smooth W 1 and W 2. A standard density argument yields
the existence for solutions of (A.1), and shows that (A.4) holds for all continuous W 1 and W 2.
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Proof of (A.5). In view of (A.4), we may assume W ∈ C1([0,∞),R). We apply Proposition A.2 with
u10 = u
2
0 = u0 and ξ = ζ =W , and find, for any λ > 0, x, y ∈ Rd, and t ≥ 0,
u(x, t)− u(y, t) ≤ C0λq−1|x− y|q + sup
(x,y)∈Rd×Rd
(
u0(x)− u0(y)− c0λq−1|x− y|q
)
≤ C0λq−1|x− y|q + sup
(x,y)∈Rd
(
ωu0(|x − y|)− c0λq−1|x− y|q
) ≤ C0λq−1|x− y|q + θ(ωu0 , λ).
Taking the infimum over λ finishes the proof.
Proof of Proposition A.2. Classical viscosity solution arguments show that z(x, y, t) := u(x, t)− v(y, t)
is a sub-solution of
zt = H(Dxz, x)ξ˙t −H(−Dyz, y)ζ˙t in Rd × Rd × (0,∞). (A.15)
For 0 < λ < (max0≤t≤T (ξt − ζt)+)−1, define
Φλ(x, y, t) :=
(
λ
1− λ(ξt − ζt)
)q−1
L(x, y).
It is immediate that Φλ(x, y, 0) = λ
q−1L(x, y), and, in view of Lemma A.1(a), Φ solves (A.15) whenever L
is differentiable at (x, y).
Next, for 0 < β < 1 and µ > 0, define
Ψ(x, y, t) := u(x, t)− v(y, t)− Φλ(x, y, t)− β
2
(|x|2 + |y|2)− µt.
The comparison principle yields that u and v are bounded, and, therefore, Ψ attains a maximum on Rd ×
R
d × [0, T ] at some (xˆ, yˆ, tˆ) that depends on β and µ. Assume for the sake of contradiction that tˆ > 0.
Rearranging terms in the inequality Ψ(0, 0, tˆ) ≤ Ψ(xˆ, yˆ, tˆ) gives
β
2
(|xˆ|2 + |yˆ|2) ≤ u(xˆ, tˆ)− v(yˆ, tˆ)− (u(0ˆ, tˆ)− v(0ˆ, tˆ)) ≤ 2(‖u‖Rd×[0,T ] + ‖v‖Rd×[0,T ]).
The inequality Ψ(yˆ, yˆ, tˆ) ≤ Ψ(xˆ, yˆ, tˆ) and Lemma A.1(b) yield
c0
(
λ
1− λ(ξtˆ − ζtˆ)
)q−1
|xˆ− yˆ|q ≤ u(xˆ, tˆ)− u(yˆ, tˆ) + β
2
(|yˆ|2 − |xˆ|2).
It follows that, for some R > 0 depending on λ, u, v, ξ, and ζ,
(|xˆ|2 + |yˆ|2)1/2 ≤ Rβ−1/2 and (xˆ, yˆ) ∈ ∆R.
The definition of Φλ requires λ(ξt − ζt) < 1. Therefore, since there is no restriction on the size of ξ − ζ, we
cannot expect λ to be large enough to force (xˆ, yˆ) ∈ ∆r0 . Instead, we double variables once more and take
advantage of the semiconcavity of L.
For 0 < δ < 1, set
Ψδ(x, y, z, w, t) := u(x, t)− v(y, t)− 1
2δ
(|x− z|2 + |y − w|2)
−Φλ(z, w, t)− β
2
(|z|2 + |w|2)− µt− 1
2
(|x− xˆ|2 + |y − yˆ|2 + |t− tˆ|2)
and ΩR,β := ∆R ∩ BRβ−1/2 ⊂ Rd × Rd, and assume that the maximum of Ψδ on ΩR,β × ΩR,β × [0, T ] is
attained at (xδ, yδ, zδ, wδ, tδ).
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Lemma A.1(c) gives |DzΦλ|+ |DwΦλ|+ β(|z|+ |w|) .R 1 on ΩR,β ×ΩR,β × [0, T ]. Rearranging terms in the
inequality Ψδ(xδ, yδ, xδ, yδ, tδ) ≤ Ψδ(xδ , yδ, zδ, wδ, tδ) yields
1
2δ
(|xδ − zδ|2 + |yδ − wδ|2) ≤ Φλ(xδ , yδ, tδ)− Φλ(zδ, wδ, tδ) + β
2
(|xδ|2 + |yδ|2 − |zδ|2 − |wδ|2)
.R (|xδ − zδ|+ |yδ − wδ|) ,
and, hence, |xδ − zδ|+ |yδ − wδ| .R δ.
Since (xˆ, yˆ, xˆ, yˆ, tˆ) ∈ ΩR,β × ΩR,β × [0, T ] and Ψδ(xˆ, yˆ, xˆ, yˆ, tˆ) = Ψ(xˆ, yˆ, tˆ),
Ψ(xˆ, yˆ, tˆ) = u(xˆ, tˆ)− v(yˆ, tˆ)− Φλ(xˆ, yˆ, tˆ)− β
2
(|xˆ|2 + |yˆ|2)− µtˆ
≤ u(xδ, tδ)− v(yδ, tδ)− 1
2
|xδ − xˆ|2 − 1
2
|yδ − yˆ|2 − 1
2δ
(|xδ − zδ|2 + |yδ − wδ|2)
− Φλ(zδ, wδ, tδ)− β
2
(|zδ|2 + |wδ|2)− µtδ − 1
2
|tδ − tˆ|2
≤ Ψ(xδ, yδ, tδ) + Φλ(xδ, yδ, tδ)− Φλ(zδ, wδ, tδ) + β
2
(|xδ |2 + |yδ|2 − |zδ|2 − |wδ|2)
− 1
2
(|xδ − xˆ|2 − |yδ − yˆ|2 − |tδ − tˆ|2) .
Rearranging terms and using Ψ(xδ, yδ, tδ) ≤ Ψ(xˆ, yˆ, tˆ), we see that
|xδ − xˆ|2 + |yδ − yˆ|2 + |tδ − tˆ|2 .R δ.
Therefore, for sufficiently small δ, (xδ, yδ, zδ, wδ, tδ) is a local interior maximum point of Ψδ in ΩR,β×ΩR,β×
(0, T ].
Since
(x, y, t) 7→ u(x, t)− v(y, t)− 1
2δ
(|x− zδ|2 + |y − wδ|2)
− Φλ(zδ, wδ, t)− µt− 1
2
(|x− xˆ|2 − |y − yˆ|2 − |t− tˆ|2)
attains an interior maximum at (xδ, yδ, tδ), the definition of viscosity solution for the doubled equation (A.15)
yields
µ+ tδ − tˆ+Φλ,t(zδ, wδ, tδ) ≤ H
(
xδ − zδ
δ
+ xδ − xˆ, xδ
)
ξ˙tδ −H
(
−yδ − wδ
δ
− (yδ − yˆ), yδ
)
ζ˙tδ .
Next, (zδ, wδ) is a minimum point of
(z, w) 7→ Φλ(z, w, tδ) + 1
2δ
(|xδ − z|2 + |yδ − w|2) + β
2
(|z|2 + |w|2).
In view of Lemma A.1(e), Φλ is differentiable at (zδ, wδ), and so
DxΦλ(zδ, wδ, tδ) =
xδ − zδ
δ
− βzδ, DyΦλ(zδ, wδ, tδ) = yδ − wδ
δ
− βwδ,
and
Φλ,t(zδ, wδ, tδ) = H(DxΦλ(zδ, wδ, tδ), zδ)ξ˙tδ −H(−DyΦλ(zδ, wδ, tδ), wδ)ζ˙tδ .
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It follows that
µ+ tδ − tˆ+Φλ,t(zδ, wδ, tδ) ≤ H (DxΦλ(zδ, wδ, tδ) + βzδ + xδ − xˆ, xδ) ξ˙tδ
−H (−DyΦλ(zδ, wδ, tδ)− βwδ − (yδ − yˆ), yδ) ζ˙tδ .
The bounds for (xˆ, yˆ, tˆ) and (xδ, yδ, zδ, wδ, tδ) and (A.2) yield
µ .R (β
1/2 + δ1/2 + δ)
(∥∥∥ξ˙∥∥∥
[0,T ]
+
∥∥∥ζ˙∥∥∥
[0,T ]
)
.
We obtain a contradiction for sufficiently small enough δ and β.
Therefore, for all µ > 0 and t ∈ [0, T ],
lim
β→0
sup
(x,y)∈Rd×Rd
(
u(x, t)− v(y, t)− Φλ(x, y, t)− β
2
(|x|2 + |y|2)
)
= sup
(x,y)∈Rd×Rd
(u(x, t)− v(y, t)− Φλ(x, y, t)) ≤ sup
(x,y)∈Rd×Rd
(
u0(x)− v0(y)− λq−1L(x, y)
)
+ µt.
Letting µ→ 0 and applying Lemma A.1(b) finishes the proof.
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