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OPTIMAL COVARIANCE ESTIMATION FOR
CONDITION NUMBER LOSS
IN THE SPIKED MODEL
By David L. Donoho∗ and Behrooz Ghorbani †
Stanford University
We study estimation of the covariance matrix under relative con-
dition number loss κ(Σ−1/2ΣˆΣ−1/2), where κ(∆) is the condition
number of matrix ∆, and Σˆ and Σ are the estimated and theoretical
covariance matrices. Optimality in κ-loss provides optimal guaran-
tees in two stylized applications: Multi-User Covariance Estimation
and Multi-Task Linear Discriminant Analysis.
We assume the so-called spiked covariance model for Σ, and ex-
ploit recent advances in understanding that model, to derive a non-
linear shrinker which is asymptotically optimal among orthogonally-
equivariant procedures. In our asymptotic study, the number of vari-
ables p is comparable to the number of observations n.
The form of the optimal nonlinearity depends on the aspect ratio
γ = p/n of the data matrix and on the top eigenvalue of Σ. For γ >
0.618033..., even dependence on the top eigenvalue can be avoided.
The optimal shrinker has two notable properties. First, when p/n→
γ ≫ 1 is large, it shrinks even very large eigenvalues substantially, by
a factor 1/(1 + γ). Second, even for moderate γ, certain highly sta-
tistically significant eigencomponents will be completely suppressed.
We show that when γ ≫ 1 is large, purely diagonal covariance ma-
trices can be optimal, despite the top eigenvalues being large and
the empirical eigenvalues being highly statistically significant. This
aligns with practitioner experience.
We identify intuitively reasonable procedures with small worst-
case relative regret - the simplest being generalized soft thresholding
having threshold at the bulk edge and slope (1+γ)−1 above the bulk.
For γ < 2 it has at most a few percent relative regret.
1. Introduction. Sixty years ago, Charles Stein [47] made the surpris-
ing observation that, when estimating the covariance matrix underlying a
dataset X = (Xi,j) with p variables and n observations, if p and n are
∗Supported by NSF DMS 1418362 and 1407813.
†Supported by Stanford’s Caroline and Fabian Pease Graduate Fellowship.
MSC 2010 subject classifications: Primary 62F12, 62H12; secondary 62H25, 62C15,
62C20
Keywords and phrases: Covariance matrix, factor models, spiked covariance model,
portfolio construction, discriminant analysis, Multi-User Covariance Estimation, Multi-
Task Linear Classification
1
2 D.L.DONOHO AND B.GHORBANI
both large, and comparable in size, one should shrink the eigenvalues of the
empirical covariance matrix away from their raw empirical values.
In the decades since, shrinkage estimates of covariance have been stud-
ied by many researchers, and Stein’s insight has emerged as pervasive and
profound. Dozens of citations relevant through 2013 are given in [13]; more
recent work includes [35, 49, 31, 7, 29]. Broadly speaking, the literature has
found that the appropriate way to shrink the eigenvalues depends both on
the use to be made of the estimated covariance matrix and on the properties
of the underlying covariance matrix; for procedures optimal under various
assumptions, see among others [36, 34, 13].
1.1. Our Focus. This paper studies eigenvalue shrinkage under five spe-
cific assumptions:
[κ-Loss] We consider relative condition number loss:
L(Σˆ,Σ) = κ(Σ−1/2ΣˆΣ−1/2),
where Σˆ denotes the estimated and Σ the true underlying theoretical
covariance, and κ(∆) denotes the condition number of matrix ∆.
[Equivariance] We consider orthogonally equivariant procedures, defined
as follows. Let S = 1nX
′X denote the empirical covariance, and Σˆ =
Σˆ(S) denote an estimator of interest. We say that Σˆ is orthogonally-
equivariant (OE) if Σˆ(U ′SU) = U ′Σˆ(S)U for all U ∈ O(p). Such pro-
cedures are in a certain sense coordinate-free.
[Spike] Spiked covariance models, where Σ is the identity outside an r-
dimensional subspace. Here r is fixed, and the r top eigenvalues of Σ,
ℓ1, ℓ2, . . . ℓr, say, exceed 1, with all later eigenvalues equalling 1.
[PGA] We focus on proportional growth asymptotics, where the data matrix
sizes grow proportionally large - p, n → ∞ with asymptotic aspect
ratio p/n→ γ ∈ (0,∞).
[Distribution] In this paper we assume the classical model, where the rows
of X are i.i.d N(0,Σ)1.
1.2. Optimality. Our assumptions allow us to evaluate the optimal asymp-
totic loss among orthogonally equivariant procedures.
1We conducted simulation studies of κ-loss performance of this paper’s shrinkers across
a broader collection of situations with the same bulk spectrum. Our observed performance
was consistent with our theorems for the Normal case when we used a linear generative
model X = Σ1/2Z with i.i.d. Z having variance 1 and finite fourth moments. Accordingly,
we believe that work of [2, 5, 10] can extend our results unchanged across a range of non-
normal assumptions. We are mainly interested here in the structure of optimal procedures
and the phenomena they exhibit.
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Theorem 1.2.1. (Optimal Asymptotic Loss) The following limit ex-
ists almost surely:
lim
n→∞ infΣˆ∈OE
L(Σˆ,Σ) =a.s. L
∗(ℓ1, . . . , ℓr; γ);
say. Here the infimum is over orthogonally equivariant procedures. Definition
3.2.2 in (3.3) below specifies a function κ∗1 depending only on the aspect ratio
γ and on the top spike eigenvalue ℓ1, for which:
L∗(ℓ1, . . . , ℓr; γ) = κ∗1(ℓ1; γ).
Let S = 1nX
′X be the usual empirical second-moment matrix and let
S = V ΛV ′ be its usual eigendecomposition, where V is orthogonal and Λ is
diagonal with the ordered eigenvalues λ1 ≥ λ2 · · · ≥ λp along the diagonal.
We derive in Section 4 below, in Theorem 4.2.1 et seq., a closed-form
expression for an asymptotically optimal nonlinearity η∗ : R+ 7→ R+. That
theorem defines a nonlinearity η∗(·) ≡ η∗m(·;λ1, γ) having two tuning pa-
rameters: γ = p/n, the aspect ratio; and λ1, the limiting value of the top
empirical eigenvalue under our asymptotic model. A fully data-driven non-
linearity ηe is obtained by using for the (unknown) limit eigenvalue λ1 tuning
parameter simply the top empirical eigenvalue λ1,n, which is observable. This
nonlinearity is applied separately to each of the empirical eigenvalues (λi,n),
producing the diagonal matrix ηe(Λ) ≡ diag(ηe(λi,n)) which sits at the core
of the orthogonally-equivariant covariance estimator Σˆe = V ηe(Λ)V ′ .
Theorem 1.2.2. (Asymptotically Optimal Nonlinearity) The es-
timator Σˆe is asymptotically optimal among orthogonally equivariant proce-
dures under relative condition number loss:
lim
n→∞L(Σˆ
e,Σ) =a.s. κ
∗
1(ℓ1; γ).
We also show – see Theorem 4.1.1 – that in case limn pn/n = γ > γ
∗
m ≡
(
√
5− 1)/2 = 0.618033..., there is even an asymptotically optimal nonlin-
earity that does not depend on the top eigenvalue λ1, but instead only on γ
(which of course is known); the nonlinearity is denoted η∗1 ≡ η∗1(·; γ) and de-
rived in Theorem 3.1.1. Moreover even for γ < γ∗m, η∗1(·; γ) is asymptotically
optimal in the single-spike situation, r = 1; and is within several percent of
optimal for the multi-spike case r > 1.
A different option also avoids tuning by the top eigenvalue, and offers
theoretical performance guarantees (of a weaker sort) even for γ < γ∗m. This
option intentionally mis-tunes the tuning parameter λ1 to infinity, producing
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Fig 1.1: Optimal shrinkage nonlinearities. Different panels present dif-
ferent aspect ratios γ = p/n. Each panel’s black curve gives the identity line
y = x. Each red curve depicts the optimal single-spike nonlinearity η∗1 . Each
aqua-shaded area depicts the range of the optimal multi-spike nonlinearity
η∗m(λ;λ1, γ) as λ1 varies from λ to ∞. The minimax nonlinearity ηmm is
shown in each panel as the blue curve. In each panel, all depicted shrinkers
lie significantly below the identity line y = x, in the case γ = 5, so much so
that the identity line is no longer visible.
a still well-defined nonlinearity ηmm(·) ≡ η∗m(·;∞, γ). Section 5 shows that
this tuning parameter-free nonlinearity minimaxes the κ-loss across all spike
models of all orders r and all configurations (ℓi).
1.3. Insights. Figure 1.1 depicts the optimal nonlinearity for various
choices of parameters. Several properties seem surprising:
1. Asymptotic slope 1/(1 + γ). A ‘natural’ psychological expectation for
optimal shrinkage is that it ‘ought to’ minimally displace any very
large empirical eigenvalues, producing ‘shrunken’ outputs that are still
relatively close to inputs η∗(λ) ≈ λ. Contrary to this belief, the optimal
shrinker has asymptotic slope 1/(1+ γ): η∗(λ) ∼ λ/(1+ γ) as λ→∞.
This entails very substantial displacement of very large eigenvalues - in
fact shrinkage by more than 50% when γ > 1: η∗(λ) < λ/2 as λ→∞.
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2. Dead-Zone 1. The nonlinearity η∗ has a dead zone, an interval through-
out which it collapses all empirical eigenvalues to output value η = 1.
The dead-zone threshold λ+1 (γ) gives the upper edge of this interval for
the largest spike:
η∗(λ1) = 1, λ1 < λ+1 (γ).
A ‘natural’ psychological expectation for the dead zone is that it ‘ought
to’ agree with the so called bulk edge λ+(γ) = (1+
√
γ)2. Indeed tradi-
tional statistical hypothesis tests for the number of eigencomponents
in a spiked model consider a null hypothesis where Σ = I (i.e. all eigen-
values are one), and spiked alternatives where ℓ1 > · · · > ℓr > 1. Such
tests declare λ1 to be statistically significant evidence against the null
whenever it noticeably exceeds the bulk edge [27, 28, 45, 41, 43]. This
leads to the ‘natural’ presumption that the ‘correct’ place to terminate
the dead zone is at the bulk edge.
Contradicting this, the dead-zone threshold λ+1 (γ) is noticeably larger
than λ+(γ); see Figure 1.2. This gap implies that we can have η
∗(λ1) =
1 even though λ1 is large enough to provide conclusive statistical evi-
dence for existence of a non-null spike. Optimal shrinkage does not at
all agree with statistical significance in such cases.
For an example, imagine that there are γ = 50 times more variables
than observations (not unusual in some genomics applications). Then
λ+(γ) = 65.14 while λ
+
1 (γ) = 103.887. Unless the top theoretical eigen-
value ℓ1 > 52.92 - i.e. more than 50 times larger than the average
eigenvalue - the eigenvalues all fall in the dead zone.
3. Dead-Zone 2. When the top eigenvalue escapes the dead zone, it can
happen that some noticeably large secondary eigenvalues will still be
collapsed to 1. For secondary eigenvalues, we denote by λ+m ≡ λ+m(λ1, γ)
the upper edge of the set where η∗ = 1:
∀i > 1, η∗(λi) = 1, λi < λ+m.
Figure 1.2 shows that for moderately large γ, λ+m can be substantially
larger than λ+1 (γ). It were as if the existence of at least one included
eigencomponent makes the optimal shrinker be even more demanding
of subsidiary eigenvalues. Any eigencomponents between λ+ and λ
+
m
are, for large n, overwhelmingly statistically significant according to
well-designed tests [27] - yet the optimal rule η∗(λi) = 1 effectively
views them as useless, and ignores them. Figure 1.2 shows that, for γ
fixed, λ+m varies with λ1.
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Fig 1.2: Thresholding behavior of optimal shrinkers; comparison to
bulk edge. The dead zone thresholds λ+1 (γ) (red), λ
+
m(∞, γ) (blue) and
(shaded aqua) the full range of λ+m(λ1, γ). All empirical eigenvalues smaller
than these thresholds are collapsed to 1, under the single-spike nonlinearity
η∗1 , the multi-spike nonlinearity η
∗
m, and under the minimax nonlinearity,
respectively. For comparison, the bulk edge λ+(γ) is also shown, in black.
Note the ordering λ+(γ) < λ
+
1 (γ) ≤ λ+m(λ1; γ) < λ+m(∞; γ).
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The severe shrinkage induced by η∗(·) has precedent: the asymptotic slope
1/(1 + γ) of this paper’s optimal shrinker η∗m occurred previously in the
eigenvalue shrinkage literature - most immediately, [13] showed2 that, under
the spiked model, the optimal nonlinearities also have asymptotic slopes
1/(1+γ) in three important cases: under Stein’s loss; under Frobenius norm
loss on the precision discrepancy Σˆ−1 −Σ−1; and under operator norm loss
on the relative discrepancy Σ−1/2ΣˆΣ−1/2 − I.
1.4. Other Performance Comparisons. In Section 6 we compare and con-
trast performance of the optimal shrinker with some popular and well-known
approaches. In the process, we learn surprising and revealing things about
the well-known approaches.
We first consider worst case analysis across all spike models. We identify
two explicit nonlinearities delivering the same worst-case guarantees as the
optimal nonlinear shrinker:
• Minimax soft thresholding: The generalized soft thresholding nonlin-
earity with slope b and soft threshold λ0 has the form
ηgst(λ; b, λ0) = 1 + b · (λ− λ0)+.
Tuning this rule with slope b = b∗(γ) = 11+γ , (i.e. the asymptotic slope
of the optimal shrinker), and threshold at the bulk edge λ0 = λ+(γ),
produces a minimax estimator3.
• Precision Nonlinearity: the nonlinearity ηpnl derived in [13] for asy.
optimal estimation of the so-called precision matrix Σ−1 under Frobe-
nius norm loss; see (6.2) below. ηpnl also turns out to be asy. minimax
for relative condition number loss.
We next consider the relative regret, i.e. the percentage extra loss suffered
by a given rule; and we show that both of these rules suffer minimally - from
a few to several percent additional loss, as compared to the optimal rule.
1.5. Motivation for Relative Condition Number Loss. Our interest in rel-
ative condition number loss estimation has been driven both by the mathe-
matical analysis and by the potential applications.
1.5.1. Mathematical Structure. Optimal shrinkers under the spiked model
were derived in [13] for 26 different loss functions, including Frobenius loss,
2See Lemma 7.1, Table 3 and Table 4 in [13]
3i.e. this rule minimaxes the asymptotic loss – min across rules and max across spike
configurations. For space reasons we do not prove the minimaxity property in this paper.
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Stein loss, and Operator loss and Nuclear norm loss. In that paper the dis-
crepancy between the estimated and underlying covariance was shown to
have a certain asymptotic block structure. This could be exploited when the
loss measure exhibited a certain separability property. For such separable
losses, the optimal shrinker could be obtained by a simple spike-by-spike
analysis.
In this paper, the block structure persists, as we explain in Section 2 be-
low; however separability is lost. Thus, the general perspective that was used
successfully 26 times in [13] is not applicable. Instead, the optimal shrinker
is no longer separable; as depicted in Figure 1.1 the shrinker’s output at a
given sub-principal eigenvalue λi, i > 2, changes according to the value of
the top eigenvalue λ1. Also, study of properties using spike-by-spike analysis
no longer works. Our proofs of optimality show that the non-separable opti-
mal rule η∗m manages a delicate cross-spike compromise - typically choosing
a shrinker to balance distortions at the top spike and the bottom spike.
So, while we build on the earlier ideas, several new ideas are needed and
developed in this paper.
1.5.2. Multi-User Covariance Estimation. Covariance matrices play an
essential role in modern portfolio allocation in empirical finance [24]. An
extensive statistical literature discusses the benefits of shrunken covariance
estimates in that setting; we mention work by Bai and co-authors [1], El
Karoui [15], Fan and co-authors [18, 19], Lai, Xing and Chen [30], Ledoit
and Wolf [35], McKay and co-authors: [50, 9] and Onatski [40].
From the shrinkage literature across 6 decades and also individual papers
like [13], we know that shrinkage is often beneficial, but optimal shrinkage
is very task-dependent. Multi-user Covariance Estimation (MUCE) posits
an interesting variation on the traditional portfolio allocation task, in which
optimal κ-loss shrinkage plays a key role.
Suppose a central authority supplies a covariance matrix Σˆ to many users,
who each privately use the supplied matrix Σˆ to performmean-variance port-
folio optimization. The u-th user is assumed to have a vector µu of forecasted
returns, and to allocate one unit of investor capital across a portfolio (vec-
tor) of holdings hu by solving the mean-variance portfolio allocation problem
[24]
(1.1)
(mv(µu, Σˆ)) Minimize over h : h
′Σˆh
subject to h′µu = 1.
The forecast µu is presumably private to user u, and is not known to the
suppliers of the covariance matrix (and presumably each user’s forecast is
OPTIMAL EIGENVALUE SHRINKAGE FOR κ−LOSS 9
kept private from other users)4.
MUCE models a common situation in empirical finance, where risk mea-
surement enterprises Axioma, MSCI-Barra, and RiskMetrics, do, in fact,
disseminate risk models (i.e covariance matrices) to their customers on a
periodic basis. Many of those customers then privately use the supplied co-
variance matrices in portfolio allocation.
MUCE is also rumored to arise in large trading organizations composed
of decentralized forecasting teams working independently across the orga-
nization to each develop their own mean forecasts, where the organization
has a central risk-measurement team that supplies a returns covariance ma-
trix for all forecasting teams to use in decentralized allocation. Namely, each
team in the organization mean-variance allocates its own individual capital
endowment separately from other teams, using the organization’s common
covariance matrix and that team’s private forecast.
In the MUCE setting, the producer of the covariance matrix estimate does
not know the forecasts that the matrix’ users are applying, and in particular
cannot make use of empirical cross-user compromises such as ‘produce the
matrix that historically works best on average across all existing users’.
Relative condition number loss optimality, explored in this paper, offers
instead mathematical guarantees that apply across all users.
Suppose that the returnsXi ∼iid N(µ,Σ), i = 1, . . . , n, and let sr(Σˆ;µ,Σ)
denote the expected out-of-sample risk-adjusted return, where the estimated
covariance matrix Σˆ and (true) forecast µ are supplied to (1.1); and where,
in computing the risk-adjusted return, we evaluate the risk of the portfolio
using the correct risk model Σ. Similarly, let sr(Σ;µ,Σ) denote the Sharpe
ratio when the true underlying covariance matrix is used both in Markowitz
allocation and in evaluation of the portfolio’s risk-adjusted return. We always
have
sr(Σˆ;µ,Σ) ≤ sr(Σ;µ,Σ);
but in the high-dimensional setting where p ∼ γ ·n, the shortfall is typically
substantial. In words, using Σˆ rather than Σ for portfolio allocation causes
a substantial shortfall of realized Sharpe ratio [15, 35, 30, 33].
Performance shortfalls are pervasive in real-world empirical finance and
one would like to limit them where possible. A Relative Sharpe Ratio Guar-
antee (RSRG) ρ for ρ > 1 is a statement of the form
sr(Σ;µ,Σ)/ρ ≤ sr(Σˆ;µ,Σ), ∀µ.
4Problem (1.1) suppresses the leverage and short sale constraints which often compli-
cate practical allocation; we prefer to focus on risk-return trade-offs in our discussion.
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It guarantees that the Sharpe ratio one experiences using Σˆ never suffers
more than the given factor ρ of deterioration, no matter which underlying
µ is in force. In this way the performance shortfall is curtailed.
Let rsrg(Σˆ,Σ) denote the smallest positive ρ which allows such a guar-
antee; this has an intimate connection with κ-loss.
Lemma 1.5.1. (RSRG in terms of Condition Number.) Define the
pivot ∆ = Σ−
1
2 ΣˆΣ−
1
2 .
(1.2) sup
µ
sr(Σ;µ,Σ)
sr(Σˆ;µ,Σ)
=
1
2
√
κ(∆) +
1
κ(∆)
+ 2
More specifically, let ∆(η) = Σ−
1
2 Σˆ(η)Σ−
1
2 ; then
rsrg(Σˆ(η)) =
1
2
√
κ(∆(η)) +
1
κ(∆(η))
+ 2.
The correspondence κ 7→ κ + 1/κ is one-to-one on {κ : κ ≥ 1}. So this
lemma sets up an isomorphism between questions concerning Sharpe ratio
guarantees and questions concerning condition numbers. Since κ 7→ κ+1/κ
is increasing in κ, minimizing relative condition-number loss is equivalent to
minimizing rsrg.
1.5.3. Multi-Task Discriminant Analysis. Ever since RA Fisher’s pio-
neering work in discriminant analysis [20], the covariance matrix has been
an essential component in designing linear classifiers. Fisher of course showed
how to use the underlying theoretical covariance in LDA, but that covari-
ance matrix would not truly be available to us in applications. The dominant
approach over the ensuing eight decades has certainly been to ‘plug-in’ the
naive empirical covariance as if it were the best available approximation to
the theoretical covariance. Relatively little attention has been paid to the
idea that in high-dimensional cases the covariance might need to be esti-
mated with application to LDA in mind.
Bickel and Levina [6] discuss some of the difficulties of traditional empir-
ical covariance matrices as plug-in inputs to Fisher’s discriminant analysis.
Methodological work aiming to surmount some of these difficulties includes
Jerome Friedman’s regularized discriminant analysis (RDA) [22] and sev-
eral methods developed by Jianqing Fan and co-authors [16, 17], including
ROAD. Theoretical work documenting the difficulties of plug in rules un-
der high-dimensional asymptotics includes pioneering work of Serdobolski
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[46]. Recent work on RDA by Dobriban and Wager [11] studied regularized
discriminant analysis under Serdobolski-flavored asymptotics.
This paper’s study of estimation under κ-loss is directly relevant to Multi-
Task discriminant analysis (MTDA), which envisions the use of LDA across
many different classification tasks, but always with the same underlying
features driving the classification and always the same covariance estimate
defined on those features.
The setting for MTDA is increasingly important: it applies to large shared
databases which many researchers can mine for different purposes. There are
conceptually two distinct databases: first, a database ‘X’ in which a sam-
ple of individuals has been measured on p ‘predictive’, or easy-to-measure,
feature values. Separately, other ’outcome’ or ‘hard-to-measure’ properties
about those same individuals are recorded in a database ‘Y’. Researchers are
interested in using the outcome ‘Y’ data to define interesting dichotomies
of individuals, and then in developing rules to predict class membership in
such dichotomies, based on the ‘X’ data.
In one stylized application of MTDA, ‘X’ would be gene expression data
and ‘Y’ phenotypic data. Dichotomies based on ‘Y’ split individuals into
classes with and without certain phenotypes. The goal of one individual
researcher is to identify an interesting phenotypic split and then use gene
expression data to predict those phenotypes.
Historically, researchers worked in an uncoordinated way on data of this
kind, each one developing a bespoke classifier. Such a practice - developing
a different workflow for every such project - is considered harmful by many
serious scientists [8], as the resulting analysis variability and method insta-
bility adds uncertainty to the interpretation of researcher claims. For this
reason, and also because it’s good research hygiene to have a good baseline
procedure, one might consider developing an LDA-based procedure appro-
priate for use across many different dichotomies.
A common situation in such large shared databases involves the number p
of ‘X’ features being comparable to or larger than the number n of individ-
uals in the database. In that setting, high-dimensional asymptotics become
relevant, and we should carefully pay attention to the inaccuracies in the
covariance matrix.
Recall that in traditional single-task linear discriminant analysis (LDA)
[21] the feature measurements X in the two classes of a dichotomy are as-
sumed to have distributions N(ξc,Σ), c = 0, 1 where the ξc denote the
class-conditional means. For simplicity, we assume that there are a priori
the same number of individuals in each class, and define the mean feature
value ξ = (ξ0 + ξ1)/2, and the mean interclass contrast µ = (ξ1 − ξ0)/2.
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Under traditional LDA, we attempt to classify a future observed X into one
of the two groups based on linear classifier scores:
w′(X − ξ) <> 0.
Fisher showed that, when Σ is known, the ideal weights w∗ are the solution
to
(1.3) (lda(µ,Σ)) Maximize over w :
w′µ√
w′Σw
so that w∗ ∝ Σ−1µ. The misclassification rate of this ideal classifier is
Φ(−sep), where Φ denotes the standard N(0, 1) CDF, and sep denotes
Fisher’s measure of interclass separation:
sep(Σ;µ,Σ) ≡
√
µ′Σ−1µ.
In practice, Σ is not available, and sep(Σ;µ,Σ) represents an ideal perfor-
mance achievable only with the aid of an oracle. Plugging Σˆ into (1.3) gives
the achievable interclass separation
sep(Σˆ;µ,Σ) ≡ µ
′Σˆ−1µ√
µ′Σˆ−1ΣΣˆ−1µ
.
When the number of individuals n in the database is comparable to the
number of ‘X’ feature measurements p per individual, the concerns of this
paper become relevant. We always have sep(Σˆ;µ,Σ) < sep(Σ;µ,Σ), but
when p/n→ γ > 0, the achievable classifier performance can fall well short
of ideal oracle performance. A relative separation guarantee is an inequality
of the form
sep(Σ;µ,Σ)/ρ < sep(Σˆ;µ,Σ), ∀µ.
Specifically, we are guaranteed that the asy. misclassification rate of any
dichotomy will not exceed Φ(−sep/ρ) where sep here denotes the ideal
separation sep(Σ;µ,Σ). The best performance guarantee relative to oracle
performance involves
rsepg ≡ sup
µ
sep(Σ;µ,Σ)
sep(Σˆ;µ,Σ)
.
There is a formal resemblance of Fisher separation sep and Sharpe Ratio
sr which implies a formal isomorphism between the MTDA and MUCE
settings. Indeed, Lemma 1.5.1 yields that
ρ =
1
2
√
κ(∆) +
1
κ(∆)
+ 2,
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where, as earlier, ∆ = Σ−
1
2 Σˆ(η)Σ−
1
2 . When applied in the MTDA setting,
the optimal shrinker of this paper offers a covariance estimate which opti-
mally limits the maximal cross-dichotomy performance shortfall relative to
an oracle.
1.5.4. Implications. In these stylized applications, the optimal shrinker
behaves quite differently than today’s common practices. Consider first the
treatment of large eigenvalues.
• Today, many practical applications of mean-variance optimization and
Fisher LDA undoubtedly involve no eigenvalue shrinkage whatever.
• Where shrinkage has been applied in practice - for example by Barra
[38]– the goal has been to ensure that the variance in top eigendirec-
tions is accurately estimated. Such debiasing rules shrink large eigen-
values relatively little. In contrast this paper’s shrinker discounts the
top eigenvalues quite severely, by a factor 1/(1 + γ).
• Shrinkage of the top eigenvalue by nonlinearity η∗ combats a marked
deficiency of the (mv(µ, Σˆ) and (lda(µ, Σˆ)) optimization problems.
Those optimization procedures are not aware of the types of inaccu-
racy suffered by the covariance estimate Σˆ in the high-dimensional
case. They ‘clamp down’ severely on exposures to the top empirical
eigenvector. However, when the top eigenvector is not perfectly accu-
rate, there is a limited risk benefit from such clamping down. η∗ is
aware of the inaccuracy of eigenvectors and guards against clamping
down too severely.
Consider next the treatment of small or moderate eigenvalues.
• It is common in applied statistics to decide the rank of a factor model
by null hypothesis significance testing. This leads to accepting eigen-
components as part of the covariance model whenever the correspond-
ing empirical eigenvalue exceeds the bulk edge noticeably. The optimal
shrinker derived here sets a noticeably higher standard for eigencompo-
nent inclusion, i.e a threshold well outside the bulk, thereby demanding
much more than mere ‘statistical significance’.
• In particular, there are spike configurations where the empirical eigen-
values are unquestionably non-null, yet the optimally shrunken covari-
ance model is simply the identity matrix. In such situations, no-one
would dispute the existence of correlations between variables, how-
ever, it could be understood that the corresponding eigencomponents
are too inaccurate to be of value.
For an empirical finance scenario, suppose that we have p = 3000
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stocks (as in the Russell 3000) and n = 252 observations (1 year of
daily returns). Then γ = 11.9, and λ+(11.9) ≈ 19.8 while λ+m(11.9) ≈
27.42. The threshold for inclusion in the model by the optimal shrinker
is asymptotically 38% larger than the usual threshold based on null
hypothesis significance testing.
Finally, consider the worst-case situation for MUCE and MTDA. Practition-
ers often suspect that theoretical guarantees are misleading, because they
may guard against unrealistically pessimistic situations. And yet:
• In Section 7 below, we show that the least-favorable forecasts (in
MUCE) / least-favorable dichotomies in (MTDA) involve µ a linear
combination of the top empirical eigenvector and the top theoretical
eigenvector.
In empirical finance, these two directions translate into the past market di-
rection and the future market direction, respectively. Undoubtedly, many
investors face heavy exposures of just this type. In genomic analysis, those
two directions concern the directions of strongest underlying genetic relat-
edness in the population and in the sample, respectively. Undoubtedly, some
of the most provocative dichotomies are well approximated using just these
two directions.
We briefly mention implications specific to Multi-Task Discriminant Anal-
ysis. Because of R.A. Fisher’s prestige, it might today be considered de
rigueur to use the standard empirical covariance matrix in developing an
empirical linear classifier (pace Bickel and Levina [6]). Nevertheless, practi-
tioners have long successfully used naive diagonal rules in linear classifica-
tion and they have sometimes taken pains to document the fact that such
naive rules outperform covariance-aware rules; see references in Hand and
Yu [25], the empirical studies of Zhao and co-authors on the very simple
Mas-O-Menos classifier [51], and of Donoho and Jin on the closely related
Higher-Criticism feature selector/classifier [12].
The theory developed here aligns with earlier research – both empirical
and theoretical – affirming the use of ‘naive’ diagonal covariance estimates
in LDA, but going much further in showing that such naive rules can actu-
ally be optimal - in the sense discussed here. For well-cited theoretical work
considering diagonal covariances in place of standard covariance estimates
when γ is large, see for example [6, 14, 16]. Under our spiked model assump-
tion, where γ = p/n is large and the top eigenvalue is not very large, the
optimal equivariant shrinker literally reduces to the naive identity rule. In
short, the identity covariance estimate offers optimal κ-loss guarantees in
a range of cases where there are relatively large and statistically significant
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eigencomponents.
An example given earlier considered γ = 50 as being very plausible for
genomic data analysis. In that setting, unless λ1 exceeds 100, the best achiev-
able performance guarantee comes by using the identity covariance matrix.
The theory developed here also provides an additional setting – to add
to the previously known ones - where singular values and eigenvalues can
sometimes profitably be ignored even when they are noticeably outside the
bulk; compare [23, 13].
2. Basic Tools.
2.1. Spiked Model Asymptotics. We remind the reader of two central
assumptions:
[PGA] Proportional-Growth Asymptotics. We consider a sequence of prob-
lem sizes n, p→∞ while pn → γ > 0.
[SPIKE] Spiked Covariance Model. We assume that the population covari-
ance Σ is spiked, with r fixed spikes and base variance 1. In other
words, the eigenvalues of Σ are l1 > l2 > ... > lr > 1 = lr+1 = ... = lp.
In this setting, the empirical eigenvalues λi,n of S =
1
nX
′X are random,
but have a very simple asymptotic description.
Inside the “bulk” All but at most r lie inside a bulk distribution extend-
ing through the interval [λ−(γ), λ+(γ)] where
λ±(γ) = (1±√γ)2.
Outside the “bulk” Each theoretical eigenvalue ℓi among the first r
which exceeds ℓ+(γ) = 1 +
√
γ, generates a corresponding empiri-
cal eigenvalue λi,n of S outside the bulk [λ−, λ+], and converges to a
limiting position λi > λ+ (see (2.1) below) as n→∞. Asymptotically,
at most r eigenvalues lie outside the vicinity of the bulk.
Moreover, in the spiked setting, the following fundamental result tells us
a great deal about the behavior of the eigenvalues outside the bulk and
their eigenvectors. Variants and extensions have been developed by Baik,
Ben Arous, and Pe´che´ [3], Baik and Silverstein [4], Paul [44], Nadler [39],
Benaych-Georges and Rao-Nadakuditi [5].
Theorem 2.1.1. (Spiked Covariance Asymptotics, [3, 4, 44, 39,
5]) In the spiked model [SPIKE] under the proportional growth asymptotic
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[PGA], we have eigenvalue displacement, such that for each spike eigen-
value ℓi > ℓ+(γ), a corresponding empirical eigenvalue obeys:
λi,n = λ(ℓi; γ) · (1 + oP (1)), n→∞,
where
(2.1) λ(ℓ; γ) ≡
{
ℓ · (1 + γℓ−1) ℓ > ℓ+(γ)
λ+(γ) ℓ ≤ ℓ+(γ) .
Suppose that the spike values are distinct. We also have eigenvector rota-
tion, such that the theoretical eigenvector Ui and the corresponding empirical
eigenvector Vi obey:
|〈Ui, Vi〉| a.s−−→ c(ℓi; γ), n→∞,
where
c(ℓ; γ) ≡


√
1− γ
(ℓ−1)2
1+ γ
ℓ−1
ℓ > ℓ+(γ)
0 ℓ ≤ ℓ+(γ)
.
In addition, for ℓi, ℓj > 1 +
√
γ, ℓi 6= ℓj we have
|〈Ui, Vj〉| a.s−−→ 0 as n→∞.
Earlier, we pointed out that at most the first r eigenvalues emerge from
the bulk. The following lemma formalizes this notion.
Lemma 2.1.2. [4, 44] Let λi,n be the (decreasingly arranged - λ1,n ≥
λ2,n ≥ · · · ≥ λpn) empirical eigenvalues of the empirical covariance matrix
Sn,pn. Under the assumptions [SPIKE] and [PGA], suppose there are 0 ≤
k ≤ r spikes ℓi exceeding ℓ+(γ). Then
λk+1,n
a.s−−→ λ+(γ), n→∞.
All results of this paper can be viewed as consequences of Theorem 2.1.1
and Lemma 2.1.2. We believe the conclusions of Theorem 2.1.1 and Lemma
2.1.2 extend to a wider range of assumptions, where the bulk distribution
of empirical eigenvalues still follows the Marcˇenko-Pastur law. See also the
footnote in Section 1.
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2.2. Two Parametrizations of Eigenvalues. Theorem 2.1.1 gives us two
ways to describe the top eigenvalues. We can equivalently describe either:
• Underlying theoretical eigenvalues ℓi associated to Σ; these are not
directly observable.
• Observable empirical eigenvalues λi,n associated to empirical covari-
ance matrices Sn,pn , with large-n limits λi. The (λi) correspond to,
but are displaced from, their theoretical counterparts (ℓi).
As long as we are speaking about a theoretical spike eigenvalue ℓ > ℓ+(γ) =
(1 +
√
γ), the formula for the limit empirical eigenvalue λ = λ(ℓ; γ) = ℓ ·
(1 + γℓ−1) applies and gives a one-one-correspondence between the spike ℓ
and limit empirical λ(ℓ). We can invert the relation ℓ 7→ λ(ℓ) to obtain:
(2.2) ℓ(λ; γ) =
λ+ 1− γ +
√
(λ+ 1− γ)2 − 4λ
2
,
provided λ lies above the bulk edge λ+(γ) = (1 +
√
γ)2.
The one-one correspondence establishes a kind of interchangeability be-
tween writing out key expressions in terms of spike parameters ℓ or in terms
of limiting empirical eigenvalues λ. It turns out to be very convenient to have
understood conventions whereby we can without comment write expressions
in terms of ℓ, in terms of λ, or even in terms of both. Accordingly, we adopt
three conventions.
Convention 1. Provided ℓ > ℓ+ - or equivalently λ(ℓ) > λ+ - we are
permitted to write expressions
F (λ) = G(ℓ)
and the meaning will be unambiguous. If we are in a pedantic mood, we can
rewrite such expressions entirely in terms of λ (hence as F (λ) = G(ℓ(λ))) or
entirely in terms of ℓ (hence as F (λ(ℓ)) = G(ℓ)). We adopt without comment
the habit of writing expressions in terms of a mixture of ℓ’s and λ’s when it
gives simpler or more memorable formulas.
Convention 2. Provided ℓ > ℓ+ - or equivalently λ(ℓ) > λ+ - there are
defined quantities c and s that may be written in terms either of ℓ or λ and
we may write expressions
F (ℓ, λ, c, s)
and the meaning will be unambiguous. In a pedantic mood we could write
everything out in terms of ℓ or in terms of λ.
Convention 3. In several cases below it will be convenient to consider
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some function F as in certain passages a function of ℓ and other passages
a function of λ. In such cases what we really mean is that we are assuming
ℓ > ℓ+ and that there is a function Fλ(·) and a function Fℓ(), linked by
Fλ(λ(ℓ)) = Fℓ(ℓ) and Fℓ(ℓ(λ)) = Fλ(λ) over the relevant ranges of both ℓ
and λ, and that when we write F (λ), we really mean Fλ(λ), while when
we write F (ℓ), we mean Fℓ(ℓ). We believe there is little risk of confusion in
these instances. 5
2.3. The Empirical Pivot and Asymptotic Pivot. Let the empirical co-
variance matrix S have spectral decomposition S = V · Λ · V ′. Let η ∈ Rp+
be some nonnegative sequence (ηi); then Σˆn(η) = V ·diag(η) ·V ′ is a matrix
where we retain the empirical eigenvectors but replace the eigenvalues (λi)
by (ηi).
We consider a matrix-valued discrepancy ∆ between such an estimator
Σˆn(η) and the underlying covariance Σ which we call the empirical pivot.
Specifically, ∆ ≡ ∆(Σ, Σˆn) ≡ Σ−1/2Σˆn(η)Σ−1/2.
We always represent the empirical pivot in the so-called W -basis:
∆n =W
′Σ−1/2Σˆn(η)Σ−1/2W.
As in [13], the columns of W are basis vectors obtained, for n, p > 2r, by ap-
plying Gram-Schmidt orthogonalization to the vectors {U1, V1,n, ..., Ur , Vr,n},
producing a sequence of orthonormal vectors (Wi)1,...,2r, which we then com-
plete out to an orthogonal basis of Rp. From now on, we always assume
that we have transformed coordinates to this W -basis and we simply write
∆n = Σ
−1/2Σˆn(η)Σ−1/2.
Lemma 2.3.1. [13] (Convergence to the Asymptotic Pivot). Sup-
pose that η ∈ Rp has the special form
(2.3) (ηi) = (η1, η2, . . . , ηr, 1, . . . , 1), ηi ≥ 1.
where η1,. . . ηr are fixed independently of n, p > r. Let ∆
a((ℓi), (ηi)) =
∆a((ℓi), (ηi); γ) denote the deterministic block-diagonal p× p matrix
∆a =


A(ℓ1, η1)
A(ℓ2, η2)
A(ℓ3, η3)
...
A(ℓr, ηr)

 Ip−2r,
5Note: similar conventions are followed in object-oriented programming languages; dif-
ferent formulas apply depending on the ‘type’ of the argument. Here the type is ‘empirical
eigenvalue (or its limit)’ or ‘spike value’.
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where the 2-by-2 matrices A(ℓ, η) ≡ A(ℓ, η; γ) are defined via:
A(ℓ, η) :=
[
ηc2+s2
ℓ
(η−1)cs√
ℓ
(η−1)cs√
ℓ
c2 + ηs2
]
,
with c = c(ℓ; γ) and s =
√
1− c2. We have almost surely and in probability
the convergence in Frobenius norm:
(2.4) ‖∆n −∆a((ℓi), (ηi))‖F → 0,
as n→∞.
Below, we will call ∆a the asymptotic pivot; it is actually a sequence of
pivots, one for each pair (n, pn) visited along the way to our proportional
growth limit. Convergence in Frobenius norm is not happening in one com-
mon space, but instead, the Frobenius norm of the pivot difference is tending
to zero along this sequence.
The following trivial but still useful corollary follows from the continuity
of η 7→ A(ℓ, η) and the triangle inequality for the Frobenius norm.
Corollary 2.3.2. Consider a sequence of vectors (ηi,n)
r
i=1 such that
ηi,n → ηi, n→∞, i = 1, . . . , r. Then for
∆n((ηi,n)) =W
′Σ−1/2Σˆn((ηi,n))Σ−1/2W,
we have both
(2.5) ‖∆n −∆a((ℓi), (ηi))‖F → 0,
and
(2.6) ‖∆n −∆a((ℓi), (ηi,n))‖F → 0,
2.4. Pivot Optimization. Consider a spike configuration (ℓi)
r
i=1 fixed in-
dependently of n, p, p > 2r. Let ηr,p denote the collection of vectors (ηi)
p
i=1
obeying Avei>rηi = 1. The condition η ∈ ηr,p is a normalization condition
which is also obeyed by the underlying theoretical eigenvalues (ℓi)
p
i=1 ∈ ηr,p.
Denote the empirical pivot by
∆e((ℓi); (ηi)
p
i=1;n, p) = Σ
−1/2Σˆ(η)Σ−1/2,
where Σˆ(η) = V diag(ηi)V
′. Consider the empirical pivot optimization
problem
(Ke((ℓi);n, p)) min
η∈ηr,p
κ(∆e((ℓi); (ηi);n, p)).
20 D.L.DONOHO AND B.GHORBANI
The value of this finite-n problem is random (because the (Vi) are random).
Lemma 2.3.1 suggests that this seemingly difficult problem can be re-
placed by the seemingly easier problem of determining r scalars (ηi)
r
i=1 that
optimize the asymptotic pivot matrix. This section justifies such replace-
ment.
Lemma 2.4.1. (Asymptotic Pivot Optimization). Consider a fixed
configuration (ℓi)
r
i=1 and a formal variable η = (ηi) with ηi free to vary in
(0,∞) for 1 = 1, . . . , r and padded by ones ηi = 1 for i > r as in (2.3).
Define
∆a((ℓi); (ηi);n, p, γ) = ⊕ri=1A(ℓi, ηi; γ)⊕ Ip−2r.
Consider the asymptotic pivot optimization problem
(2.7) (Ka((ℓi);n, pn, γ)) min
(ηi)ri=1
κ(∆a((ℓi); (ηi);n, pn, γ)).
1. Setting γ fixed independently of n, this problem has the same op-
timal value for every p > 2r. There exists a configuration (η∗i )
r
i=1
which, when padded by ones as in (2.3), can achieve this optimal
value, simultaneously for every p > 2r. Denote this configuration by
η∗ = (η∗i ((ℓi); γ)).
2. The configuration η∗ can be taken to satisfy the constraint η∗i ≥ 1,
i = 1, . . . , r. Thus we may equivalently write (2.7) as a constrained
optimization problem:
(2.8) (Ka((ℓi);n, pn, γ)) min
(ηi)ri=1
ηi≥1
κ(∆a((ℓi); (ηi);n, pn, γ)).
Theorem 2.4.2. (Asymptotics of empirical pivot optimization).
The value of the empirical pivot optimization problem tends both almost
surely and in probability to the same value as the asymptotic pivot optimiza-
tion problem:
val(Ke((ℓi);n, pn))→ val(Ka((ℓi);n, pn, γ)), n→∞.
Finally, let η∗ = (η∗i ((ℓi); γ))
r
i=1 denote an optimizing configuration of the
asymptotic pivot optimization problem Ka((ℓi);n, pn, γ). Padding this opti-
mum configuration with 1’s asymptotically almost surely achieves the opti-
mum of the empirical pivot
|κ(∆e((ℓi), (η∗1 , . . . η∗r , 1, 1, . . . , 1);n, pn))−val(Ke((ℓi);n, pn))| → 0, n→∞.
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Summarizing: solving the asymptotic pivot optimization problem gives us
a shrinker which approximately solves each associated large, finite-n empir-
ical pivot optimization problem.
Of course, asymptotically small perturbations of η∗ are also asymptoti-
cally optimal. Arguing as for Corollary 2.3.2 gives
Corollary 2.4.3. Consider a sequence of vectors (ηi,n)
r
i=1 such that
ηi,n → η∗i , n→∞, i = 1, . . . , r. Then as n→∞,
|κ(∆e((ℓi), (η1,n, . . . ηr,n, 1, 1, . . . , 1);n, pn))− val(Ke((ℓi);n, pn))| → 0.
2.5. Optimality over all Orthogonally Invariant Procedures. The pivot
optimization explicitly optimizes over diagonals in the spectral decomposi-
tion Σˆ = V diag((ηi))V
′ of the estimator. Actually this optimization covers
all orthogonally-equivariant procedures.
Lemma 2.5.1. Diagonal Representation of Orthogonal Equivari-
ance: Let SD(p) denote the collection of symmetric nonnegative semidefi-
nite matrices. Any OE procedure Σˆ(S) is of the form
(2.9) Σˆ(S) = V diag(η1, . . . , ηp)V
′
where S = V ΛV ′ is a spectral decomposition of S and
1. for i ≤ m = min(n, p), ηi : SD(p) 7→ R+ is a nonnegative function of
S.
2. for some η0 : SD(p) 7→ R+ and all i > m, ηi = η0.
The diagonal representation shows that if, for a given realization S =
V ΛV ′, we optimize across all possible diagonals in Σˆ(η) = V ·diag(η)·V ′ with
variable η, we have thereby optimized over the range of matrices possible
from orthogonally-equivariant estimators.
Empirical pivot optimization performs such optimization, however under
a normalization condition, which normalizes the estimated bulk eigenvalues
to have the same average as the bulk theoretical eigenvalues. The value of
the normalized optimization problem is actually the same as that of the
un-normalized problem. Indeed, the objective function is scale invariant;
namely, for b > 0
κ(∆e((ℓi), (ηi)
pn
i=1;n, p)) = κ(∆
e((ℓi), (b · ηi)pi=1;n, p)).
It follows that
κ(∆e((ℓi), (ηi))) = κ(∆
e((ℓi), (ηi/(Avei>rηi)))).
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The constrained optimization problem is thus effectively unconstrained. We
prefer the normalized problem because the asymptotic analysis identifying
its limit behavior is then more transparent and better connected to the
Asymptotic Pivot Optimization problem.
2.6. Condition Number of the Asymptotic Pivot. We turn our attention
to evaluating and optimizing the asymptotic pivot, which we henceforth
typically denote simply by ∆((ℓi); (ηi)) - the value of γ being suppressed in
notation.
Using the block diagonal representation of Lemma 2.3.1, the argument
for Lemma 2.4.1 shows that if ηi ≥ 1, the asymptotic pivot has condition
number
(2.10) κ(∆((ℓi), (ηi))) =
maxi ν+(A(ℓi, ηi))
mini ν−(A(ℓi, ηi))
,
where ν±(A) denote the maximum and minimum characteristic values of the
two-by-two matrix A, and the maximum and minimum range over 1 ≤ i ≤
r + 1, where we formally set ℓr+1 = 1 and ηr+1 = 1.
Lemma 2.6.1. [13] For the 2-by-2 matrix A(ℓ, η), we have
D ≡ D(ℓ, η) = det(A(ℓ, η)) = η
ℓ
,
T ≡ T (ℓ, η) = tr(A(ℓ, η)) = (1 + η˙c
2
ℓ
+ 1 + η˙s2),
where η˙ ≡ η − 1. Consequently:
ν±(A(ℓ, η)) = T/2 ±
√
T 2/4−D.
For later use, we note that D(ℓ, 1) = 1/ℓ and T (ℓ, 1) = 1ℓ + 1. Therefore,
ν+(A(ℓ, 1)) = 1 ν−(A(ℓ, 1)) = ℓ−1.
3. The Optimal Shrinker in the Single-Spike Case. We initially
consider single-spike configurations r = 1, and derive an optimal shrinkage
nonlinearity, λ 7→ η∗1(λ).
3.1. The Closed-Form Expression. The shrinker η∗1(λ) optimize the asymp-
totic pivot will equivalently optimize, for ℓ = ℓ(λ; γ) > ℓ+(γ), this special-
ization of (2.10):
(3.1) K1(η) ≡ min
η
max [1, ν+(A(ℓ, η))]
min [1, ν−(A(ℓ, η))]
.
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Theorem 3.1.1. In the single-spike case, r = 1, the K1-optimal shrinker
has the following form
(3.2) η∗1(λ) =
{
ℓ
1+γ+ 2γ
ℓ−1
ℓ > ℓ+1 (γ)
1 ℓ ≤ ℓ+1 (γ),
where ℓ+1 (γ) = 1 + (γ +
√
γ2 + 8γ)/2. In fact, ℓ+1 (γ) > ℓ+(γ), and so ℓ =
ℓ(λ; γ) is also expressible as a function of λ throughout the domain ℓ > ℓ+1 (γ).
3.2. Properties of η∗1. Let η+(ℓ) denote the formula occurring in the up-
per branch of the case statement defining η∗1 in (3.2). Then η
∗
1(λ(ℓ)) = η+(ℓ)
throughout the interval ℓ > ℓ+1 . Note that ℓ
+
1 (γ) is precisely the value of ℓ
at which η+(ℓ) = 1 and that ℓ > ℓ
+
1 (γ) gives the interval of those ℓ where
η+(ℓ) > 1. The branching by cases in (3.2) serves to keep η
∗
1 ≥ 1, which is
appropriate in the spiked model, as every model eigenvalue is at least 1, and
it therefore makes no sense to shrink to a value less 1.
Corresponding to ℓ+1 on the ℓ-scale, we have a threshold λ
+
η∗1
(γ) = λ(ℓ+1 (γ); γ)
on the λ-scale. This threshold exceeds the upper bulk edge λ+(γ). We have
η∗1(λ)ց 1 λց λ+η∗1 ,
while
η∗1(λ) = 1, λ ≤ λ+η∗1 (γ).
So the shrinker η∗1 behaves like a form of ‘soft’ thresholding for smaller
values of λ, with dead-zone {λ ≤ λ+η1(γ)}, throughout which all eigenvalues
are collapsed to 1. Such collapse is a feature we will see again below.
Definition 3.2.1. The scalar nonlinearity η() is said to collapse the
vicinity of the bulk to 1 provided that for some ǫ > 0 and i = 1, . . . ,min(n, pn),
λi,n < λ+(γ) + ǫ implies η(λi,n) = 1.
Using this terminology, we say that the optimal single-spike shrinker η∗1
collapses the vicinity of the bulk to 1.
Definition 3.2.2. Optimal κ-loss. κ∗1(ℓ) ≡ κ∗1(ℓ; γ) denotes the opti-
mal condition number achieved by η∗1(ℓ). In detail, for ℓ ≥ 1 set
κ∗1(ℓ) ≡ κ(A(ℓ, η∗1(ℓ))).
Formulas derived in Lemmas A.5.2 and A.5.3 lead to a closed-form ex-
pression for κ∗1:
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Corollary 3.2.3.
κ∗1(ℓ) =
1 +
√
δ∗(ℓ)
1−
√
δ∗(ℓ)
,(3.3)
where
δ∗(ℓ; γ) =
{
γ((ℓ−1)2−γ)
(ℓ−1)((1+γ)(ℓ−1)+2γ) ℓ > ℓ
+
1 (γ)
(1−1/ℓ)2
(1+1/ℓ)2
1 ≤ ℓ < ℓ+1 (γ)
.
For very large values λ≫ 1, η∗1(λ) resembles linear shrinkage, with asymp-
totic slope 11+γ . This resemblance yields the following:
Corollary 3.2.4. (Large-ℓ asymptotics.) As ℓ→∞,
η∗1(λ) ∼
ℓ
1 + γ
,
κ∗1(ℓ) →
1 +
√
γ
γ+1
1−
√
γ
γ+1
.
Corollary 3.2.4 documents the approximate linearity of the optimal shrinker
at large eigenvalues. For large underlying spike eigenvalues, the optimal loss
becomes a function only of the aspect ratio γ.
To prove Theorem 3.1.1 we use a formula equivalent to (3.2) that provides
different insights in later sections.
Lemma 3.2.5. Throughout the interval ℓ > ℓ+1 (γ),
(3.4) η∗1(λ) =
ℓc2 + s2
ℓs2 + c2
.
Of course, in (3.4) c2 = c2(ℓ(λ; γ); γ), s2 = 1 − c2, and ℓ can all be ex-
pressed in terms of λ via ℓ = ℓ(λ; γ). Lemma 3.2.5 is proven in the Appendix,
alongside the proof of Theorem 3.1.1.
3.3. Rigorous Optimality. The phrase ‘κ-loss-optimal’ in Theorem 3.1.1
refers to the asymptotic pivot optimization problem defined in equation
(2.7), in which we optimize over r variables (ηi)
r
i=1 (at the moment, with
r = 1). Our optimality result, means that the fixed function η∗1 , evaluated
at λ1 = λ(ℓ1) gives the optimum value. Lemma 2.4.1 yields
OPTIMAL EIGENVALUE SHRINKAGE FOR κ−LOSS 25
Lemma 3.3.1. For each ℓ1 ≥ 1 and for each (n, pn) pair where pn > 2,
(3.5) κ(∆a(ℓ1; η
∗
1(λ(ℓ1));n, pn, γ)) = min
(ηi)ri=1
κ(∆a(ℓ1; (ηi);n, pn, γ)).
Let κ∗1(ℓ) denote the value of [both sides of] equation (3.5). We can show
that the empirical performance tends to this theoretical value. Because η∗1
collapses the vicinity of the bulk to 1, the spiked model asymptotics cause,
with high probability for large n, the full sequence (η∗1(λi,n))
pn
i=1 to be identi-
cal to the simpler sequence (η∗1(λ1,n), 1, 1, . . . , 1). This in turn is an asymptot-
ically small perturbation of the deterministic sequence (η∗1(λ1), 1, 1, . . . , 1),
whereby λ1 replaces the stochastic λ1,n. Corollary 2.4.3 and Theorem 2.4.2
yield:
Corollary 3.3.2. Always assuming [PGA] and [SPIKE], we have the
following limit in probability and almost surely:
κ(∆e(ℓ1, (η
∗
1(λi,n));n, pn))→ κ∗1(ℓ1; γ), n→∞,
as well as optimality of that limit:
val(Ke(ℓ1;n, pn))→ κ∗1(ℓ1; γ), n→∞.
4. Multi-spike Case. We now turn to the multi-spiked case r > 1.
Suppose that a hypothetical optimal shrinker η() collapses the vicinity of
the bulk, so that η(λi,n) = 1 for eigenvalues inside the asymptotic support
of the bulk. If there are k limit eigenvalues λi = λ(ℓi; γ) > λ+(γ) emerging
from the bulk, we can restrict the range of the maximum and minimum
somewhat:
(4.1) κ(∆) =
max [1,max1≤i≤k ν+(A(ℓi, ηi))]
min [1/ℓk+1,min1≤i≤k ν−(A(ℓi, ηi))]
.
4.1. Using the single-spike nonlinearity in the multi-spike case. Previous
work in [13] may lead one to expect the optimal single-spike shrinker to be
applicable to the multi-spike case and to be also optimal in that case. Such
hopes founder in general, for the following reason. A performance analysis of
the single-spike-optimal nonlinearity in the multi-spike case shows that the
single-spike performance measures ν±(A(ℓ, η∗1)) evaluated at a sub-principal
eigenvalue ℓ ∈ (ℓ+, ℓ1] can ‘stick out’ beyond the eigenvalue range
[ν−(A(ℓ1, η∗1)), ν+(A(ℓ1, η
∗
1))]
which defines κ∗1. Consequently, the single-spike optimal nonlinearity - when
used in the multi-spike case - may exhibit worse κ-loss performance than it
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does in the single-spike case. As it turns out, this ’sticking-out’ phenomenon
can’t happen whenever γ is sufficiently large γ.
Theorem 4.1.1. Let γ∗m = (
√
5− 1)/2 ≈ 0.618033... denote the unique
solution for γ > 0 of the equation
γ −√γ
√
1 + γ =
−γ
1 + γ
.
For γ > γ∗m, the single-spike optimal nonlinearity, η∗1, if applied in the multi-
spike case, r > 1, is also optimal.
4.2. Optimal procedure in the multi-spike case. We now construct a multi-
spike optimal nonlinearity η∗m to exhibit, for a given top theoretical eigen-
value ℓ1, the same performance in the multi-spike case as does η
∗
1 in the
single-spike case. To achieve this, the construction guarantees inequalities
ν−(A(ℓ1, η∗1)) ≤ ν−(A(ℓ, η∗m)), 1 ≤ ℓ ≤ ℓ1.
ν+(A(ℓ1, η
∗
1)) ≥ ν+(A(ℓ, η∗m)), 1 ≤ ℓ ≤ ℓ1.
ensuring the following no-sticking-out condition for each ℓ ∈ [1, ℓ1] :
[ν−(A(ℓ, η∗m)), ν+(A(ℓ, η
∗
m))] ⊂ [ν−(A(ℓ1, η∗1)), ν+(A(ℓ1, η∗1))].
Theorem 4.2.1. Consider a multi-spike configuration (ℓi)
r
i=1 with 1 ≤
ℓr < ℓr−1 < · · · < ℓ1. We provide an explicit optimal nonlinear shrinker,
η∗m(λ;λ1, γ), in (4.3) below; this depends on γ and on the tuning constant
λ1 (i.e. the limiting top empirical eigenvalue λ(ℓ1)).
1. (Optimal Asymptotic Pivot). Here optimal means that the condi-
tion number of the asymptotic pivot is the smallest achievable by any
nonlinearity η(·) at the given spike configuration:
κ(∆(η∗m)) = minη κ(∆(η)).
More explicitly, as soon as p > r + 1:
κ(∆a((ℓi); (η
∗
m(λ(ℓi)));n, p, γ)) = min
(ηi)ri=1
κ(∆a((ℓi); (ηi);n, p, γ)).
2. (Optimal Asymptotic Loss). The optimal condition number obeys:
(4.2) κ(∆(η∗m)) = κ
∗
1(ℓ1).
That is, the optimal κ-loss is the same in the multispike model as in
that instance of the single-spike model having the same value ℓ1 for the
largest spike.
OPTIMAL EIGENVALUE SHRINKAGE FOR κ−LOSS 27
3. (Optimal Shrinkage Formula). Suppose ℓ1 > ℓ
+
1 (γ), and let ν
1,∗
− =
ν−(ℓ1; η∗1(λ(ℓ1), γ)). Define
ℓ+η∗m(ℓ1, γ) ≡
1
ν1,∗−
.
Also set
a ≡ c2/ℓ+ s2, b ≡ s2/ℓ+ c2.
Then ν1,∗− 6= 1/(aℓ) and the optimal multi-spike shrinker obeys
(4.3) η∗m(λ(ℓ)) =


(ν1,∗− −b)
a−1/(ℓ·ν1,∗− )
ℓ > ℓ+η∗m
1 ℓ ≤ ℓ+η∗m
.
4. (Collapse of the Bulk.) Define λ+η∗m = λ(ℓ
+
η∗m
(γ); γ). Then λ+η∗m >
λ+(γ), so η
∗
m(·;λ1) collapses the vicinity of the bulk to 1, for each
λ1 > λ+(γ).
Extension to clustered spikes. The theorem statement and proof specif-
ically exclude the case of clustered spike eigenvalues - i.e. ℓi = ℓi+1 for some
1 ≤ i < r. It is possible to show that the same conclusions hold in the
clustered case, meaning that the same nonlinearity is optimal and the same
formulas for the optimal κ-loss hold. However, in the clustered case, the
underlying asymptotic pivot and the underlying proofs are different.
At the top eigenvalue, we have
η∗m(λ1;λ1) = η
∗
1(λ1).
Consequently,
η∗m(λ1;λ1) ∼
1
1 + γ
λ1, λ1 →∞.
4.3. Rigorous Optimality. Theorem 4.2.1 offers a certain formal optimal-
ity result; it shows that applying η∗ = (η∗m(·;λ1)) to the limit eigenvalues λi
produces a sequence that minimizes the condition number of the asymptotic
pivot. This is two steps removed from a ‘full’ optimality result. We now take
those steps. Our first step shows that applying the oracle procedure η∗m(·;λ1)
to the empirical eigenvalues λi,n also gives the (asymptotically) optimal κ-
loss. Now the nonlinearity η∗m(·;λ1) collapses the bulk, and we have the
convergence η∗m(λi,n;λ1) → η∗m(λi;λ1) as n → ∞ for i = 1, . . . , r. Lemma
2.3.1 and Theorem 2.4.2 and the immediately following corollaries apply
here, and we obtain:
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Corollary 4.3.1. Always assuming [SPIKE] and [PGA], the asymp-
totic performance of the oracle procedure has the following limit:
κ(∆e((ℓi), (η
∗
m(λi,n;λ1));n, pn))→a.s. κ∗1(ℓ1; γ), n→∞,
which is asymptotically optimal:
val(Ke((ℓi);n, pn))→a.s. κ∗1(ℓ1; γ), n→∞.
Our second step is more delicate. The oracle procedure η∗m(·;λ1) is tuned
using the top limit eigenvalue λ1. However we only observe the empirical
eigenvalue λ1,n, not the limit λ1. In practice, we would tune using λ1,n,
giving the fully empirical procedure ηei,n ≡ η∗m(λi,n;λ1,n, pnn ). Lemma 4.3.2
shows that (ηe) is also asymptotically optimal.
Lemma 4.3.2. Always assuming the spike model [SPIKE] and the [PGA]
asymptotic pn/n→ γ, we have both almost surely and in probability
max
1≤i≤min(n,pn)
|ηei,n − η∗m(λi,n;λ1)| → 0, n→∞.
Consequently, the empirical shrinker is asymptotically optimal:
κ(∆e((ℓi), (η
e
i,n);n, pn))→a.s. κ∗1(ℓ1; γ), n→∞.
5. A Parameter-Free Minimax Nonlinearity. In general, achieving
optimal performance requires tuning the shape of the nonlinearity η(λ; (ℓi))
based on the underlying configuration of spike eigenvalues (ℓi).
6
This section presents the best available guarantees which can be offered by
a tuning-parameter-free nonlinearity to be applied eigenvalue by eigenvalue,
and where the nonlinearity is not tuned in any way using the configuration of
the eigenvalues - in particular the shape of the nonlinearity does not depend
on ℓ1 (as ηm(·; ℓ1) does).
5.1. Minimax κ-Loss. We focus on the class Lr of all r-spike models with
ℓ1 > ℓ2 > · · · > ℓr > 1, and study the minimax κ-loss
min
η
max
(ℓi)∈Lr
κ((ℓi), η).
6For γ > γ∗m = (
√
5− 1)/2, Theorem 4.1.1 observed that we can even achieve optimal
performance with a tuning-parameter-free nonlinearity, i.e. applying the single-spike non-
linearity η∗1 even in the multi-spike setting. For γ ≤ γ∗m Theorem 4.2.1 shows that tuning
can be reduced to one real parameter, the top spike value ℓ1, yielding optimal performance
by η∗m(λ; ℓ1).
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This provides the best possible guarantee for performance of a single non-
linearity used across a whole collection of spike configurations.
For some (possibly joint) nonlinearity η we measure the global worst-case
performance:
K∗r (η) = maxLr
κ(∆((ℓi); η(·))).
Minimizing this quantity across all shrinkage choices η yields the minimax
κ-loss across all spike models - i.e. we can obtain a globally minimax non-
linearity. By Theorem 4.1.1, for γ > γ∗m = 0.618033..., the single-spike non-
linearity is optimal at every spike configuration, and hence it is globally
minimax over that range of γ. A different approach intentionally ‘mis-tunes’
the optimal rule, setting the assumed ℓ1 to ∞ independently of the actual
situation; the result, η∗m(·;∞, γ), is a minimax procedure for each γ > 0.
This procedure is tuning-parameter-free, as γ = p/n is known and properly
not a tunable parameter.
Theorem 5.1.1. (Minimax Loss, and a Minimax Procedure)
• Minimax κ-loss. For each r ≥ 1, the optimum κ-loss which can be
guaranteed uniformly over the class Lr of all r-spike models ℓi ≥ 1,
i = 1, . . . , r is given by:
inf
η
max
(ℓi)∈Lr
κ(∆((ℓi); η(·))) = κ∗1(∞, γ) =
1 +
√
γ
γ+1
1−
√
γ
γ+1
.
• Minimax Shrinker ηmm. Define
ηmm(·; γ) ≡ η∗m(·;∞, γ) ≡ lim
ℓ1→∞
η∗m(·; ℓ1, γ).
The limit exists and can be characterised using functions a(ℓ) and
b(ℓ) from part 3 of Theorem 4.2.1, as follows. For νmm− ≡ νmm− (γ) =
1−
√
γ
γ+1 , note that a(ℓ)ℓ 6= 1/νmm− on ℓ > 1/νmm− and set
(5.1) ηmm(λ(ℓ)) =
{
(νmm− −b)
a−1/(ℓ·νmm− )
ℓ > 1/νmm−
1 ℓ ≤ 1/νmm−
.
The nonlinearity so defined obeys:
(5.2) ν−(A(ℓ, ηmm)) ≥ νmm− (γ), ∀ℓ > 1.
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Rule Notation Source Optimality Properties
Optimal 1-spike Nonlinearity η∗1 Theorem 3.1.1 Individually Optimal, single-spike case
Optimal Nonlinearity η∗m Theorem 4.2.1 Individually Optimal and Globally Minimax
Minimax Nonlinearity ηmm Theorem 5.1.1 Globally minimax
Generalized Soft Threshold ηmmst (6.1) Globally minimax
Precision Nonlinearity ηpnl (6.2) Optimal Frobenius loss for estimation of Σ
−1
• Minimaxity of ηmm The nonlinearity ηmm delivers the optimal guar-
antee:
K∗r (ηmm) = max
(ℓi)∈Lr
κ(∆((ℓi); ηmm(·))) =
1 +
√
γ
γ+1
1−
√
γ
γ+1
.
6. Performance Comparisons. We now consider scalar nonlineari-
ties that approximate the optimal joint nonlinearity, η∗m. We consider the
minimax nonlinearity ηmm(·; γ), just introduced in the last section, alongside
the following:
• Generalized Soft Thresholding ηmmst.Apply the (generalized) soft thresh-
olding nonlinearity specifically tuned with threshold at the bulk edge
λ0 = λ+(γ) and slope b = b(γ) =
1
1+γ .
(6.1) ηmmst(λ) ≡ 1 + 1
1 + γ
(λ− λ+(γ))+.
Like the optimal nonlinearity, ηmmst has slope 1/(1+γ) for large values
of λ, and a dead zone; in this case the dead zone ends at the bulk edge
λ+(γ). We use the label mmst, because tuning the nonlinearity in this
specific way makes it minimax.
• Optimal Nonlinearity for Precision Estimation. [13] found the optimal
nonlinearity for estimation of the so-called precision matrix Σ−1 with
respect to Frobenius norm loss, under the spiked model, and gave
explicit expressions; using the notations of this paper we can write:
(6.2) ηpnl(λ) =
{ ℓ
ℓs2+c2
ℓ > ℓ+(γ),
1 ℓ ≤ ℓ+(γ).
Compare this formula with the alternate formula (3.4) for the single-
spike-optimal shrinker in Lemma 3.2.5. One sees immediately that
ηNPL has the same asymptotic slope -
1
1+γ - and that there is again a
dead zone; this time extending out only to the bulk edge λ+(γ).
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The performance of these rules depends on the number of underlying
spikes, the spike amplitudes, and γ. There is an endless variety of possible
combinations we could study for performance evaluations.
For performance comparisons, we consider both κ-loss and RSRG. Our
results above yield a formula for the optimal RSRG.
Corollary 6.0.1. Optimal Relative Sharpe Ratio Guarantees.
Again assuming [SPIKE] and [PGA], define:
rsrg∗(ℓ1, . . . , ℓr) = lim
n→∞ infη rsrg(Σˆ(η),Σ).
This is the smallest RSRG achievable asymptotically by an orthogonally in-
variant procedure. Then,
rsrg∗(ℓ1, . . . , ℓr)→
√
1 + γ, as ℓ1 →∞,
where either r = 1, or where, in the limit process, we keep ℓ2, . . . , ℓr fixed.
The relative regret is the performance deficit relative to best achievable
performance, expressed in percentage terms:
κ-loss Reg[η, (ℓi)] = 100 ·
(
1− κ[η
∗, (ℓi)]
κ[η, (ℓi)]
)
.
rsrgReg[η, (ℓi)] = 100 ·
(
1− rsrg[η
∗, (ℓi)]
rsrg[η, (ℓi)]
)
.
(Dependence of both sides on γ is suppressed).
This measure depends – possibly sensitively – on the spike configuration
(ℓi), and its interaction with η. It varies from zero up to some maximum
value, which depends on γ only:
MaxReg(η, γ) ≡ max
r
max
(ℓi)∈Lr
Reg[η, (ℓi)].
Figure 6.1 shows maximal regret for three rules which are globally min-
imax, but not individually optimal. Perhaps surprisingly, these three rules,
though simpler than the optimal nonlinearity, never suffer much regret, at
least for γ ≤ 2. In particular,
• Minimax soft thresholding ηmmst is always within a few percent of
optimal over the range 0 ≤ γ ≤ 2;
• The single-spike optimal nonlinearity is within one percent of optimal
– across all γ; while of course we know it is optimal for γ > γ∗m =
0.618033....
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• The nonlinearity ηpnl, optimal for estimation of precision matrix Σ−1
in Frobenius loss under the spiked model, is always within several
percent of RSRG-regret optimal over the full range 0 ≤ γ ≤ 2.
• Finally, the minimax nonlinearity ηmm ≡ η∗m(·;∞) is always within a
few percent of optimal, over the same range; while over the important
range γ < 1/2, it has even lower maximal RSRG-regret than the single-
spike nonlinearity.
Figure 6.2 shows that the maximal regrets in κ-loss are slightly larger, yet
still in the range of several percent.
7. Least-Favorable µ. Recall the interpretation of κ-loss given in the
introduction for the tasks of MUCE and MTDA. In each task the covariance
matrix estimator Σˆ is used along with many possible vectors µ to solve a
range of individual allocation/discrimination problems. There is (at least
one) least-favorable µ vector underlying the RSRG approach, i.e. a forecast
vector µ at which the RSRG guarantees are still effective, but only just.
Theorem 7.0.1. In either the single-spike case r = 1 or the multiple-
spike case r > 1, let U1,n denote the top eigenvector of Σ, V1,n the top
eigenvector of S, and Wi,n the result of Gram-Schmidt orthogonalization of
(U1,n, V1,n). There exist constants αj = αj((ℓi), γ), j = 1, 2 such that
µn ∝ α1U1,n + α2W2,n
asymptotically attains the worst-RSRG.
This worst-case forecast lies entirely in the span of U1,n and V1,n. In
the empirical finance setting, these vectors are the ‘model market direction’
and the ‘recent market direction’ respectively. The theorem tells us that
portfolios which hold an appropriate compromise between recent and model
market directions are the ones that the covariance estimator is most ‘con-
cerned about’. Namely, their future Sharpe ratios are the ones yielding the
largest disappointment, relative to their recent Sharpe ratios. The optimal
shrinkage described here is designed to optimally limit such disappointment.
In modern trading, massive amounts of capital are being invested along
the recent market direction; such investments are made by momentum or
returns-chasing investors. Such behavior was shown here to expose investors
to future Sharpe ratio disappointments. The optimal shrinker proposed here
in effect anticipates the need to protect such investors.
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Fig 6.1: Worst-case RSRG regrets for MMST, Precision, Minimax and
Single-spike nonlinearities. These rules are within a few percent of optimal
for γ ≤ 2. The single-spike nonlinearity is within one percent of optimal for
all γ and is precisely optimal for γ > γ∗m = 0.618033.... The minimax non-
linearity has still better worst-case regret than the single-spike nonlinearity
over the important range 0 ≤ γ < 1/2.
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Fig 6.2: Worst-case κ−loss regrets for MMST, Precision, Minimax, and
single-spike nonlinearities. These rules are always within several percent of
optimal for γ ≤ 2.The single-spike nonlinearity is within five percent of
optimal for all γ and is precisely optimal for γ > γ∗m = 0.618033.... The
minimax nonlinearity has still better worst-case regret than the single-spike
nonlinearity over the important range 0 ≤ γ < 1/2.
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8. Conclusion. The optimal equivariant shrinker for relative condition
number loss has been derived under the standard spiked model. It signifi-
cantly shrinks even very substantial eigenvalues - by a factor of roughly 11+γ .
It also imposes a surprisingly large dead zone, where all eigenvalues are col-
lapsed to 1. It performs very much like generalized soft thresholding ηmmst
having deadzone extending to the bulk edge and slope 11+γ above it. It also
performs very much like the optimal rule ηpnl derived in [13] for estimating
the precision matrix Σ−1 under Frobenius loss: ‖Σ−1 − Σˆ−1‖F . Both ηpnl
and ηmmst have small regret compared to the optimal rule.
The shrinker is at odds with certain ‘sophisticated’ conventional practices
regarding eigenvalues. A vast literature discusses the choice of the number
of factors in a factor model; many practitioners propose to use any signifi-
cant factors, even weak - barely detectable - ones [28][43][42]. This paper’s
shrinker would in many cases not include factors in a model even when they
are highly statistically significant. Indeed, from the viewpoint of this paper,
eigenestimates of certain factors can be very noisy – too noisy to be helpful
– despite statistical significance.
The paper aligns well with other, ‘naive’ conventional practices. In high-
dimensional discriminant analysis the ‘naive Bayes’ practitioner tradition
would suggest that naive diagonal covariance estimates can be better than
more seemingly accurate empirical covariance estimates, even when there is
undeniable correlation [25],[6]. In mean-variance portfolio allocation, some
practitioners advocate for diagonal covariance matrices [48] even when cor-
relations exist. This paper’s conclusions lend additional theoretical support
to this common practice.
APPENDIX A: PROOFS DEFERRED FROM MAIN TEXT
A.1. Proofs for Section 1.
Proof of Theorem 1.2.1.
Proof. The trivial constant estimator Σˆ ≡ Σˆ(S) = Ip×p ∀S is orthog-
onally equivariant. It has loss κ(∆(Σ, Ip×p)) = κ(Σ). In the spiked model
Σ & I, so is always positive definite, so κ(Σ) < ∞. Hence there are OE
procedures with finite loss.
Consider some such OE procedure Σˆ. The condition number κ(∆(Σ, Σˆ)) =
∞ in cases where Σˆ has a null space. As Σˆ has finite loss, it must also be
positive definite.
OE estimators have a diagonal representation, exposed in Section 2.5,
Lemma 2.5.1. In this representation, a positive definite matrix will have
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strictly positive entries: ηi > 0, 1 ≤ i ≤ p. Hence Avei>rηi > 0, and the
rescaled procedure Σ˜(r) = (Avei>rηi)
−1 Σˆ is well-defined. Since κ−loss is
scale invariant, the loss of this rescaled estimator is the same as that of Σˆ.
Note that such a rescaled procedure Σ˜ is also orthogonally equivariant.
Let OEU
(r)
n,pn denote the collection of orthogonally-equivariant procedures
Σ˜(r) whose diagonal representations obey the constraint η˜ ∈ ηr,pn , i.e. obey
Avei>rη˜
(r)
i = 1. The rescaling argument of the last few paragraphs shows
that the range of losses achievable by procedures Σˆ ∈ OE is the same as
those achievable by procedures Σ˜ ∈ OEU . In particular:
(A.1) inf
OEn,pn
κ(∆(Σ, Σˆn,pn)) = inf
OEU
(r)
n,pn
κ(∆(Σ, Σ˜n,pn)).
Section 2.4 studies the optimization problem on the right-hand side of (A.1).
It defines val(Ke((ℓi);n, pn)) to be the value of this optimization problem
(which is a random quantity, as Σ˜n,pn depends on S). Theorem 2.4.2 shows
that val(Ke((ℓi);n, pn)) has an almost sure limit as pn/n→ γ. This almost
sure limit is equal to the value provided by Theorem 2.4.1, which is the
common value of the (deterministic) problem Ka((ℓi);n, pn, γ) for all large
enough n and pn > 2r. By Theorem 4.2.1, this value is equal to κ
∗(ℓ1; γ).
Combining the above yields this almost-sure and in-probability limit:
κ∗(ℓ1; γ) = lim inf
n→∞ infOEn,pn
κ(∆(Σ, Σˆ)).
Proof of Theorem 1.2.2.
Proof. The explicit form of the optimal nonlinearity is given in Theorem
4.2.1, initially tuned by the (unobservable) underlying true eigenvalue ℓ1. For
the specific empirical tuning mentioned in the statement of this Theorem,
Corollary 4.3.1 and Lemma 4.3.2 prove
lim
n→∞L(Σˆ(η
∗),Σ) =a.s κ∗1(ℓ1; γ).
A.2. Proofs for Section 2.
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Proof of Lemma 1.5.1.
Proof. Suppose Xt ∼ (µ,Σ) be the vector of returns at period t. Let
Σˆ be the estimated covariance of the returns. For a portfolio with holdings
h ∈ Rp, we define the Sharpe ratio sr(h) = sr(h;µ,Σ) by7
sr(h) =
Eh′Xt
SD(h′Xt)
=
h′µ√
h′Σh
.
Given µ and Σ, in problem (1.1) the maximum SR is achieved by any port-
folio proportional to
h∗ = Σ−1µ.
The Sharpe ratio achieved by an optimal portfolio is
sr∗(µ,Σ) ≡
√
µ′Σ−1µ,
A user with forecast µ who allocates a portfolio using the estimated covari-
ance matrix Σˆ as if it were the true covariance Σ will obtain the portfolio
hˆ =
1
µ′Σˆ−1µ
· Σˆ−1µ,
achieving the Sharpe ratio
sr(Σˆ;µ,Σ) =
µ′Σˆ−1µ√
µ′Σˆ−1ΣΣˆ−1µ
.
We have
sr(Σˆ;µ,Σ)
sr(Σ;µ,Σ)
=
µ′Σˆ−1µ√
µ′Σˆ−1ΣΣˆ−1µ
√
µ′Σ−1µ
=
‖x‖22√
x′Σˆ−
1
2ΣΣˆ−
1
2x
√
x′Σˆ
1
2Σ−1Σˆ
1
2x
,(A.2)
where x ≡ Σˆ− 12µ. WLOG, assume ‖x‖ = 1. We can use the matrix version
of Kantorovich’s inequality [37] to bound the denominator. For a positive
semi-definite matrix A, and a unit vector x, ‖x‖2 = 1,
(x′Ax)(x′A−1x) ≤ 1
4
(κ(A) +
1
κ(A)
+ 2),
7Traditionally the Sharpe ratio involved the notion of risk-free rate which was typically
positive. In recent times, the risk-free rate has often been close to zero, and here we simply
take the risk-free-rate as zero.
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where κ(A) denotes the condition number of A. In particular, if x is in the
span of the most dominant and the least dominant eigenvectors of A and
x′Ax = λ1(A)+λmin(A)2 , the expression holds with equality. Applying this to
our problem, and noting that for two full-rank conformable square matrices
A and B, κ(AB) = κ(BA) and κ(A) = κ(A−1), we get
sr(Σ;µ,Σ)
sr(Σˆ;µ,Σ)
≤ 1
2
√
κ(Σˆ−
1
2ΣΣˆ−
1
2 ) +
1
κ(Σˆ−
1
2ΣΣˆ−
1
2 )
+ 2
=
1
2
√
κ(Σ−
1
2 ΣˆΣ−
1
2 ) +
1
κ(Σ−
1
2 ΣˆΣ−
1
2 )
+ 2(A.3)
Since there is at least one x for which the denominator of (A.2) is exactly
equal to (A.3), the reciprocal of (A.3) gives the worst case relative Sharpe
Ratio, minµ
sr(Σˆ;µ,Σ)
sr(Σ;µ,Σ) .
Proof of Lemma 2.3.1.
Proof. By definition,
∆n = W
′Σ−
1
2 Σˆ(η)Σ−
1
2W
= W ′Σ−
1
2WW ′Σˆ(η)WW ′Σ−
1
2W.(A.4)
We organize the proof into two parts. First, we establish the asymptotic
block diagonal structure ofW ′Σ−
1
2W . Then, using the first part, we proceed
to show the asymptotic block-diagonal structure for ∆n.
Part I: Let’s define
Υ = diag(ℓ
− 1
2
1 , · · · , ℓ
− 1
2
r )− Ir×r
W1 = [W1, · · · ,W2r], W2 = [W2r+1, · · · ,Wpn ]
U1 = [U1, · · · , Ur] U2 = [Ur+1, · · · , Upn ]
L1 = diag(ℓ1, 1, ℓ2, 1, . . . , ℓr, 1).
By [SPIKE],
W ′Σ−
1
2W = W ′(U1ΥU1′ + Ipn×pn)W
= W ′U1ΥU1′W + Ipn×pn
= [W1,W2]
′U1ΥU1′[W1,W2] + Ipn×pn
=
[
W1
′U1
W2
′U1
]
Υ
[
U1
′W1 U1′W2
]
+ Ipn×pn .(A.5)
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By construction, W2
′U1 = 0(pn−2r)×r. Hence, (A.5) is equal to[
W1
′U1ΥU1′W1 0r×(pn−2r)
0(pn−2r)×r 0(pn−2r)×(pn−2r)
]
+ Ipn×pn .(A.6)
By Theorem (2.1.1),W1
′U1
a.s−−→ Γ (say) in Frobenius norm. Here, Γ ∈ R2r×r
and
Γi,j =
{
1 i = 2j − 1, 1 ≤ j ≤ r
0 otherwise
.
Therefore, (A.6) can be rewritten[
ΓΥΓ′ + ζn 0r×(pn−2r)
0(pn−2r)×r 0(pn−2r)×(pn−2r)
]
+ Ipn×pn .
where ζn is a symmetric 2r × 2r remainder term that goes to 02r×2r almost
surely as n→∞. Since
ΓΥΓ′ = L
− 1
2
1 − I2r×2r,
we conclude that
(A.7) W ′Σ−
1
2W =
[
L
− 1
2
1 + ζ 02r×(p−2r)
0(p−2r)×2r I(pn−2r)×(pn−2r)
]
.
Part II: In order to write ∆n in block-diagonal form, we define
V1 = [V1, · · · , Vr], V2 = [Vr+1, · · · , Vpn ]
E1 = diag(η1, · · · , ηr).(A.8)
Applying (A.7) and the definitions above, we can write
∆n =
[
(∆n)1,1 (∆n)1,2
(∆n)2,1 (∆n)2×2
]
,
where
(∆n)1,1 = L
− 1
2
1
(
W1
′V1E1V1′W1 +W1′V2V2′W1
)
L
− 1
2
1 + op(1)
(∆n)1,2 = (L
− 1
2
1 + ζ)
(
W1
′V1E1V1′W2 +W1′V2V2′W2
)
(∆n)2,1 = (∆n)
′
1,2
(∆n)2,2 = W2
′V1E1V1′W2 +W2′V2V2′W2.
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The terms ∆1,2, ∆2,1 and ∆2,2 are deterministic and simple.
(∆n)1,2 = (L
− 1
2
1 + ζ)
(
W2
′V1E1V1′W2 +W1′V2V2′W2
)
[since W2 are orthogonal to V1]
= (L
− 1
2
1 + ζ)
(
0 +W1
′V2V2′W2
)
[since W2 is in the span of V2]
= (L
− 1
2
1 + ζ)W1
′W2 = 0
Perforce (∆n)2,1 = 0 also. We also have
(∆n)2,2 = W2
′V1E1V1′W2 +W2′V2V2′W2
= 0 +W2
′V2V2′W2 [since W2 is in the span of V2]
= W2
′W2 = Ipn−2r
Since the comparable (2, 1), (1, 2) and (2, 2) blocks of the asymptotic pivot
are identical, we have an isometry between Frobenius errors of the full pn×pn
matrices and those in the upper left (1, 1) block:
(A.9) ‖∆n −⊕ri=1A(ℓi, ηi; γ)⊕ Ipn−2r‖F = ‖(∆n)1,1 −⊕ri=1A(ℓi, ηi; γ)‖F .
It remains to consider the upper left block (∆n)1,1. Because V V
′ =
V1V1 +V2V2 and E1 = diag(η1, . . . , ηr):
(∆n)1,1 = L
− 1
2
1
(
W1
′V1E1V1′W1 +W1′V2V2′W1
)
L
− 1
2
1 + op(1)
= L
− 1
2
1
(
W1
′V1(E1 − Ir)V1′W1 +W1′V V ′W1
)
L
− 1
2
1 + op(1)
= L
− 1
2
1
(
W1
′V1(E1 − Ir)V1′W1 + Ir
)
L
− 1
2
1 + op(1).(A.10)
By Theorem 2.1.1, we have
(A.11) W1
′V1 →a.s. Ω, n→∞,
say, with convergence along 2r × r matrices in Frobenius norm. Here Ω is a
block-diagonal matrix:
Ω = ⊕ri=1
[
c(ℓi)
s(ℓi)
]
.
Using this block structure, one can see that
W1
′V1(E1 − Ir)V1′W1 + Ir → ⊕2ri=1B(ℓi, ηi)(A.12)
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where B(ℓ, η) denotes the 2-by-2 matrix[
s2 + c2η c · s · (η − 1)
c · s · (η − 1) c2 + s2η
]
, c = c(ℓ), s = s(ℓ).
Therefore, the almost sure limit of (A.10) obeys:
(A.13) (∆n)1,1 → ⊕ri=1A(ℓi, ηi).
Applying (A.13) to (A.9) completes the argument.
The results just given showed that, in the special case ηi = 1, i > p, the
pivot ∆e((ℓi); (ηi), n, p) has an asymptotically block-diagonal representation:
(A.14) ‖∆a((ℓi); η;n, pn)−∆e((ℓi); η;n, pn)‖F → 0.
The following additional lemma strengthens this into a result uniform across
bounded η.
Definition A.2.1. By Wn,r we denote the 2r+1-dimensional subspace
spanned by the first r columns of U , the first r columns of V and by one
additional unit vector w2r+1, say, which is chosen uniformly at random from
the (p − 2r − 1) dimensional sphere situated in the orthocomplement of the
column span of the first r columns of U and and first r columns of V in Rp.
For a matrix M the symbol M |Wn,r denotes the matrix M restricted to
subspace Wn,r.
Note: In earlier arguments we focused attention on a 2r-dimensional sub-
space, while below, we will have need for a 2r+1-dimensional subspace. The
rationale is as follows. The additional dimension allows us in a sense to
‘compress’ all other dimensions beyond those in the first r columns of U
and V into one single dimension. This allows us to use 2r + 1-dimensional
arguments below which might otherwise involve growing dimensions. At the
same time, certain bounds we develop show that attention to this 2r +
1-dimensional subspace will be sufficient; while a 2r-dimensional subspace
might fail to represent the eigenvalue 1.
Lemma A.2.2. For an r-vector η, let η1,r denote the padding of (ηi)
r
i=1
with ones out to a p-vector. Fix ℓ0 > 1. Let Lr(ℓ0) denote the collection of
all spike configurations in [0, ℓ0]
r. Almost surely and in probability:
sup
η∈Lr(ℓ0)
‖∆a((ℓi); η1,r;n, pn)−∆e((ℓi); η1,r;n, pn)‖F → 0, n→∞.
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Similarly:
sup
η∈Lr(ℓ0)
‖∆a((ℓi); η1,r;n, pn)|Wn,r −∆e((ℓi); η1,r;n, pn)|Wn,r‖F → 0.
Proof. To clarify, the second display concerns the comparison of two
2r + 1 by 2r + 1 matrices, while the first display concerns the comparison
of two pn by pn matrices. We adopt a basis for R
pn and Rr, so that the
smaller matrices are simply the upper left block of the corresponding larger
matrices. Moreover, the larger matrices being compared are identical outside
the upper block (see the proof of Lemma 2.3.1). Therefore, the second claim
is sufficient to establish the first, since the matrices in question are identical
outside the upper left 2r + 1 by 2r + 1 block. Note that (ℓi) are fixed, and
only the (ηi)
r
i=1 are allowed to vary. Define the function
Fn(η) = ‖∆a((ℓi); η;n, pn)|Wn,r −∆e((ℓi); η;n, pn)|Wn,r‖F .
By Lemma 2.3.1, at each fixed η the sequence (Fn(η)) tends to zero almost
surely. We will demonstrate convergence uniform in η.
We saw above at (A.12) that the discrepancy
Gn(η) = ‖Σˆ(η)|Wn,r −
(⊕2ri=1B(ℓi, ηi) ⊕ w2r+1w′2r+1) ‖F
converges almost surely to zero, for appropriate 2×2 blocks B(ℓi, ηi) and ap-
propriate realization-dependent vectors w2r+1. Since all eigenvalues of Σ
− 1
2
are less than or equal to one, we have (using notation from the proof of
Lemma 2.3.1):
Fn(η) = ‖∆a((ℓi); η;n, pn)|Wn,r −∆e((ℓi); η;n, pn)|Wn,r‖F
= ‖(Σ− 12 |Wn,r)
(
Σˆ(η)|Wn,r −
(⊕2ri=1B(ℓi, ηi) ⊕w2r+1w′2r+1)
)
(Σ−
1
2 |Wn,r)‖F
≤ ‖Σˆ(η)|Wn,r −
(⊕2ri=1B(ℓi, ηi) ⊕ w2r+1w′2r+1) ‖F
= Gn(η).
Now letting Ω
(n)
i denote the i’th column of matrix Ω
(n) = W′1V1 and
Ω
(∞)
i denote the i’th column of its limit matrix Ω = limn→∞W
′
1V1 , we
write:
Gn = ‖Ω(n)E1(Ω(n))′ − ΩE1(Ω)′‖F
= ‖
r∑
i=1
ηi[Ω
(n)
i (Ω
(n)
i )
′ − Ω(∞)i (Ω(∞)i )′]‖F
≤
r∑
i=1
ηi‖[Ω(n)i (Ω(n)i )′ − Ω(∞)i (Ω(∞)i )′]‖F .
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where E1 = diag(η1, . . . , ηr) as earlier in (A.8). Since for unit vectors x, y,
‖xx′ − yy′‖2F = 2(1 − (x′y)2) = ‖x− y‖22,
Gn ≤
(
max
i
ηi
)
·
r∑
i=1
‖Ω(n)i − Ω(∞)i ‖2
≤ ℓ0 · r · ‖Ω(n) − Ω‖F .
This last expression used the hypothesis that η ∈ Lr(ℓ0), and gives us an
upper bound that does not depend on η. We know from (A.11) that ‖Ω(n)−
Ω‖F → 0 both almost surely and in probability, and so
sup
η∈Lr(ℓ0)
Gn(η)→ 0, n→∞,
both almost surely and in probability. This shows that Fn(η) uniformly
converges to zero almost surely and in probability.
Lemma A.2.3. For a p-vector η obeying Avei>rηi = 1, let η
1,r denote
the ones-mutilated vector
η1,r =
{
ηi 1 ≤ i ≤ r
1 r < i ≤ p .
Fix ℓ0 > 1. Let ηr,p(ℓ0) denote the collection of all η ∈ ηr,p∩ [(ℓ20+1)−1, ℓ20+
1]p. There is C = C(ǫ, ℓ0, γ) > 0 so that under [SPIKE] and [PGA]:
sup
η∈ηr,p(ℓ0)
P{‖∆e((ℓi); η)|Wn,r −∆e((ℓi); η1,r)|Wn,r‖F > ǫ} ≤ C · n−3.
Proof. We have:
Fn(η) = ‖∆e((ℓi); η)|Wn,r −∆e((ℓi); η1,r)|Wn,r‖F
= ‖(Σ− 12 |Wn,r)
(
Σˆ(η)|Wn,r − Σˆ(η1,r)|Wn,r
)
(Σ−
1
2 |Wn,r)‖F
≤ ‖Σˆ(η)|Wn,r − Σˆ(η1,r)|Wn,r‖F
≡ Gn(η), say .
Construct now a so-called X-basis [x1, . . . , x2r+1] for the subspace Wn,r by
applying Gram-Schmidt to [V1U1] (followed by w2r+1) (rather than to the
interlacing of U1 and V1 (followed by w2r+1) as would be done for the W -
basis). Partition the basis of 2r + 1 vectors into three blocks [x1, . . . , xr],
[xr+1, . . . , x2r] and x2r+1. Here again, by definition A.2.1, the x2r+1 vector
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is a direction chosen uniformly at random in the orthocomplement of the
column span of X. Each of Σˆ(η)|Wn,r and Σˆ(η1,r)|Wn,r can be represented
2r + 1 by 2r + 1 partitioned matrix
Σˆn =

 (Σˆn)1,1 (Σˆn)1,2 (Σˆn)1,3(Σˆn)2,1 (Σˆn)2,2 (Σˆn)2,3
(Σˆn)3,1 (Σˆn)3,2 (Σˆn)3,3

 ,
where the lower right block is 1×1 and involves the projection x′2r+1Σˆnx2r+1,
and the other entries in the third column or row are either column or row
vectors. Direct calculations show that, in either case, we have the invariance,
Σˆxi = ηi · xi, i = 1, . . . , r,
so that, in the X-basis
(Σˆn)1,1 = diag(η1, η2, . . . , ηr).
Also, by invariance and Gram-Schmidt,
x′iΣˆxj = ηi · x′ixj = 0, 1 ≤ i ≤ r, r < j ≤ 2r + 1,
so (Σˆn)1,2 = (Σˆn)2,1 = 0r×r in either case, while also (Σˆn)1,3 = (Σˆn)′3,1 =
0r×1 in both cases. Meanwhile, for blocks (Σˆn)2,2 and (Σˆn)3,3 the two cases
differ:
(Σˆn(η
1,r))2,2 = Ir×r, (Σˆn(η))2,2 = Ir×r + ζn,
where ζn is an r × r matrix-valued random variable, and
(Σˆn(η
1,r))3,3 = 1, (Σˆn(η))3,3 = 1 + ξn,
where ξn is a real-valued random variable. Finally, let ρn denote the r × 1
vector-valued random variable ρn = (Σˆn(η))2,3. (noting that (Σˆn(η
1,r))2,3 =
0).
We conclude that
Gn(η) = (‖ζn‖2F + 2‖ρn‖22 + ξ2n)1/2.
We give the argument in the case r = 1, such that ζn and ρn are real-valued.
Letting x2 denote the second column of the basis matrix X, and taking into
account that the first r entries of η are identical to those of η1,r, we have
ζn = x
′
2 · (Σˆ(η)|Wn,r − Σˆ(η1,r)|Wn,r) · x2
=
p∑
r+1
(ηi − 1)u2i ,
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where Avepi=r+1ηi = 1 and the ui give the coordinate representation of the
vector x2 in the eigenvector or V -basis. The random vector U = (0, u2, . . . , up)
has norm ‖U‖2 = 1, and is uniformly distributed on the spherical equator
u1 = 0. We invoke Lemma A.2.4; it gives us, for large n, this bound:
sup
η∈ηr,pn (ℓ0)
P{|ζn| > ǫ} ≤ C(ǫ, ℓ0) · p−3n .
Lemma A.2.4 also implies
sup
η∈ηr,pn (ℓ0)
P{|ξn| > ǫ} ≤ C(ǫ, ℓ0) · p−3n ,
with possibly a different C than in the previous display. Finally, the same
Lemma also implies:
sup
η∈ηr,pn (ℓ0)
P{|ρn| > ǫ} ≤ C(ǫ, ℓ0) · p−3n .
Combining the last three displays completes the proof for the case r = 1.
The proof for general r > 1 goes similarly, but involves an analog for
Lemma A.2.4 - involving matrices rather than scalars. We omit details.
Lemma A.2.4. Let U = (01×r, ur+1, . . . , up) be a random p-vector uni-
formly distributed on the p − r dimensional spherical equator Er,p = Sp−1 ∩
{u : u1 = · · · = ur = 0}. Then, for ǫ > 0 and for all sufficiently large n, pn,
sup
η∈ηr,pn (ℓ0)
P{|
p∑
i=r+1
(ηi − 1)u2i | > ǫ} ≤ C(ǫ, ℓ0) · p−3n .
Let V = (01×r, vr+1, . . . , vp) be a random p-vector uniformly distributed
on Er,p ∩ U⊥. Then, for ǫ > 0 and for all sufficiently large n, pn.
sup
η∈ηr,pn (ℓ0)
P{|
p∑
i=r+1
(ηi − 1)v2i | > ǫ} ≤ C(ǫ, ℓ0) · p−3n ,
and
sup
η∈ηr,pn (ℓ0)
P{|
p∑
i=r+1
ηi uivi| > ǫ} ≤ C(ǫ, ℓ0) · p−3n .
Proof. We give the argument for the first displayed inequality only;
similar arguments yield the other inequalities.
46 D.L.DONOHO AND B.GHORBANI
Note that Eu2i =
1
p−r , i = r+1, . . . , p; hence for η ∈ ηr,pn , E
∑p
i=r+1(ηi−
1)u2i = 0. The result in question is a uniform bound on the probability of
large fluctuations of a family of zero-mean random variables.
On an appropriate probability space, U =D Z/R where Z = (01×r, Zr+1, . . . , Zp)
and the Zi are iid N(0, 1), while R = ‖Z‖2. By Laurent and Massart, [32]
p. 1325, we have the exponential bounds on Y ≡ ‖Z‖22/m, where m = p− r:
P{Y > 1 + 2
√
t/m+ 2t/m} ≤ exp(−t),
P{Y < 1− 2
√
t/m} ≤ exp(−t).
Consequently, we have excellent control on P{|ui − Zi/
√
p− r| > ǫ} and
similar quantities. We therefore can work with Gaussian variables Zi/
√
p− r
rather than uniform spherical coordinates ui, and it will be sufficient to show:
(A.15) P{| 1
p− r
p∑
i=r+1
(ηi − 1)Z2i | > ǫ} ≤ C(ǫ, ℓ0)/(p − r)3.
Let Y =
∑m
j=1(ηj − 1)Z2j denote a random sum of the type referred to in
(A.15). We can obtain the moment bound:
E |Y |6 ≤ C · (ℓ0 + 1)6 ·m3.
Markov’s inequality ǫ6 ·P{| 1mY | > ǫ} ≤ E( Ym )6, combined with this moment
bound, gives (A.15).
This bound, and the constant C, are obtainable from Lemma A.2.5 below
by setting cj = (ηj − 1) and ζj = Z2j , and recalling that for η ∈ ηr,pn(ℓ0),
ηi ≤M = ℓ20 + 1.
No doubt very elegant proofs could be based on Paul Le´vy’s concentration
of measure for the sphere.
Lemma A.2.5. Suppose ξ =
∑m
j=1 cjζj , where ζj are iid, and with the
first six cumulants finite. Suppose also that Eξ = 0. The sixth moment of ξ
obeys
Eξ6 ≤ C · ‖(cj)‖6∞ ·m3,
for some C which can be made explicit in terms of the cumulants κℓ(ζ1),
ℓ = 1, . . . , 6.
Proof. The additivity of cumulants tells us that
kℓ(ξ) =
∑
j
cℓjkℓ(ζj).
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For ζj iid we have kℓ(ξ) = kℓ(ζ1)
∑
cℓj , and so |kℓ(ξ)| ≤ |kℓ(ζ1)| ·m · ‖(cj)‖ℓ∞.
When the random variable ξ is centered, Eξ = k1(ξ) = 0, its sixth moment
(A.16) Eξ6 = k6(ξ) + 15k4(ξ)k2(ξ) + 10k
2
3(ξ) + 15k
3
2(ξ).
Suppose that ‖(cj)‖∞ ≤ M . Of the four terms on the RHS on (A.16), the
strongest dependence on m is contributed by the term k32 = O(m
3), and the
other terms are O(m2) or smaller.
A.3. Proofs for Section 2.4.
Lemma A.3.1. Assume [SPIKE]. Let ∆(η) = Σ−
1
2 Σˆ(η)Σ−
1
2 , where η ∈
ηr,p. Consider the function K : ηr,p → R+ defined so:
(A.17) K(η) ≡ κ(∆(η)).
Consider the problem of minimizing K(·) over the domain ηr,p. There exists
a solution η∗ ≡ (η∗i )pi=1 for this minimization problem, with the following
properties:
1. Avei>rη
∗
i = 1,
2. maxi η
∗
i ≤ ℓ21 + 1,
3. mini η
∗
i ≥ (ℓ21 + 1)−1.
Proof. Let K∗ ≡ infη∈ηr,p K(η). Since K(1, . . . , 1) = ℓ1, K∗ ≤ ℓ1.
Let η(j) ≡ (η(j)i )pi=1 be a sequence in ηr,p asymptotically achieving the opti-
mal value: limj→∞K(η(j)) = K∗.
For an SPD matrix A, denote its smallest eigenvalue by λmin(A) and its
largest eigenvalue by λmax(A). For a pair A, B of conformable SPD matrices,
λmax(ABA) ≥ λmin(A)λmax(B)λmin(A), λmin(ABA) ≤ λmax(A)λmin(B)λmax(A).
Note that ∆(η) = A·B·A whereA = Σ−1/2 and B = Σˆ(η), and also note that
λmax(Σˆ(η)) = ‖η‖∞, while λ2max(Σ−1/2) = 1, while λmin(Σˆ(η)) = minpi=1 ηi
and λ2min(Σ
−1/2) = 1ℓ1 . We conclude that
λmin(∆(η)) ≤ λmax(Σ−
1
2 )λmin(Σˆ(η))λmax(Σ
− 1
2 )(A.18)
= 1 ·
p
min
i=1
ηi · 1
=
p
min
i=1
ηi.
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λmax(∆(η)) ≥ λmin(Σ−
1
2 )λmax(Σˆ(η))λmin(Σ
− 1
2 )(A.19)
=
1
ℓ
1/2
1
·max
i
ηi · 1
ℓ
1/2
1
=
maxi ηi
ℓ1
.
Hence
K(η) ≥ maxi ηi
ℓ1 · (minpi=1 ηi)
.
By the convergence limj→∞K(η(j)) = K∗ and the upper bound K∗ ≤ ℓ1,
∃N0 s.t. ∀j > N0, K(η(j)) < ℓ1 + 1ℓ1 . We conclude that eventually,
(A.20)
maxi η
(j)
i
minpi=1 η
(j)
i
≤ ℓ21 + 1, j > N0.
By the hypothesis, the points η(j) in our sequence obey Avei>rη
(j)
i = 1.
Hence minpi=1 η
(j)
i ≤ 1 ≤ maxpi=1 η(j)i for every j. Rewriting (A.20),
1
ℓ21 + 1
≤ maxi η
(j)
i
ℓ21 + 1
≤
p
min
i=1
η
(j)
i ≤ 1, j > N0.
This shows us that, eventually for all large j, both maxi η
(j)
i ≤ ℓ21 + 1 and
mini η
(j)
i ≥ (ℓ21 + 1)−1. Hence the subsequence (η(j) : j > N0) lies in the
compact hypercube [(ℓ21 + 1)
−1, ℓ21 + 1]
p.
Since K(·) is continuous on this domain, K(·) attains its infimum on the
compact ηr,p ∩ [(ℓ21 + 1)−1, ℓ21 + 1]p, by a p-vector η∗ with the two claimed
properties.
Proof of Lemma 2.4.1.
Proof. Consider the case p > 2r. Then, by the block diagonal structure
of the asymptotic pivot, the set of eigenvalues of ∆a((ℓi); (ηi);n, p, γ) is equal
to:
{1} ∪ (∪ri=1{ν−(ℓi, ηi, γ), ν+(ℓi, ηi, γ)}),
where ν−(ℓi, ηi, γ) and ν+(ℓi, ηi, γ) represent the smallest and largest eigen-
value of theA(ℓi, ηi; γ). Therefore, for each given set of ηi’s, κ(∆
a((ℓi); (ηi);n, p, γ))
is equal to
(A.21) Kr((ℓi)
r
i=1, (ηi)
r
i=1; γ) ≡
max(1,maxi ν+(ℓi, ηi, γ))
min(1,mini ν−(ℓi, ηi, γ))
,
which is only a function of γ, (ηi), and (ℓi) and not a function of p > 2r.
Therefore, for all p, (A.21) has the same optimal value. A compactness
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argument as in Lemma A.3.1 can be used to show that the infimum is
achieved and at least one η∗ exists. Point 1. follows.
Point 2 flows from sublemma A.3.2, showing we are entitled to optimize
over the constraint class ηi ≥ 1, i = 1, . . . , r, without any loss of generality.
Lemma A.3.2.
(A.22) min
ηi≥0
Kr((ℓi), (ηi)) = min
ηi≥1
Kr((ℓi), (ηi)).
Proof. To prove this, it will be convenient to define
K+,r(η) ≡ max(1, rmax
i=1
ν+(A(ℓi, ηi))),
and
K−,r(η) ≡ min(1,
r
min
i=1
ν−(A(ℓi, ηi))).
Thus, abbreviating Kr(η) ≡ Kr((ℓi), (ηi)),
Kr(η) =
K+,r(η)
K−,r(η)
.
For an r-vector η, define η1,+ = (max(1, ηi))
r
i=1.
The next two lemmas (A.3.3)-(A.3.4) show that
Kr(η) ≡ K+,r(η)
K−,r(η)
=
K+,r(η
1,+)
K−,r(η)
[Lemma A.3.4]
≥ K+,r(η
1,+)
K−,r(η1,+)
[Lemma A.3.3]
= Kr(η
1,+).
It follows that
min
ηi≥0
Kr((ℓi), (ηi)) ≥ min
ηi≥0
Kr((ℓi), (η
1,+
i ))
= min
ηi≥1
Kr((ℓi), (ηi)).
On the other hand because the condition minηi≥0 covers more cases than
minηi≥1, we also have
min
ηi≥0
Kr((ℓi), (ηi)) ≤ min
ηi≥1
Kr((ℓi), (ηi)).
Hence the two sides of (A.22) are equal.
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Lemma A.3.3. For all η ∈ Rr+,
K−,r(η) ≤ K−,r(η1,+).
Proof. The proof of Lemma A.5.1 below shows that, for each 0 ≤ η ≤ 1
A(ℓ, 1) = A(ℓ, η) + (1 − η) · B where B is nonnegative definite. Eigenvalues
of symmetric matrices are nondecreasing under the NND matrix ordering.
Hence,
ν−(A(ℓ, η)) ≤ ν−(A(ℓ, 1)), if 0 < η < 1.
Applying this specifically with choices (ℓi), (ηi), we see that
ν−(A(ℓi, ηi)) ≤ ν−(A(ℓi, η1,+i )), i = 1, . . . , r,
and so
K−,r(η) = min(1,
r
min
i=1
ν−(A(ℓi, ηi))) ≤ min(1,
r
min
i=1
ν−(A(ℓi, η
1,+
i ))) = K−,r(η
1,+).
Lemma A.3.4. For all η ∈ Rr+,
K+,r(η
1,+) = K+,r(η).
Proof. We first remark that for every ℓ ≥ 1, η = 1 marks the boundary
separating ν+(ℓ, ·) ≤ 1 from ν+(ℓ, ·) ≥ 1. To see this, we look ahead to
Lemma 2.6.1, which shows that
ν+(ℓ, η) = (T +
√
T 2 − 4D)/2,
where D = D(ℓ, η) and T = T (ℓ, η) as in Lemma 2.6.1. In the special case
η = 1, T = T (ℓ, 1) = 1 + 1/ℓ and D = D(ℓ, 1) = 1/ℓ. We get
ν+(ℓ, 1) = ((1 + 1/ℓ) +
√
(1 + 1/ℓ)2 − 4/ℓ)/2 = 1.
Again looking ahead to the proof of Lemma A.5.1 below, for each η ≥ 1
A(ℓ, η) = A(ℓ, 1) + (η − 1) · B where B is nonnegative definite. Eigenvalues
of symmetric matrices are nondecreasing under the NND matrix ordering.
Hence for η ≥ 1,
ν+(A(ℓ, η
1,+)) = ν+(A(ℓ, η
1,+)) ≥ ν+(A(ℓ, 1)) = 1.
Similarly, for 0 < η < 1, arguing as in the previous lemma, A(ℓ, η) =
A(ℓ, η) + (1− η) ·B where B is nonnegative definite, and so
ν+(A(ℓ, η)) ≤ ν+(A(ℓ, η1,+)) = ν+(A(ℓ, 1)) = 1.
