We provide a bound for the variation of the function that assigns to every competitive Markov decision process and every discount factor its discounted value. This bound implies that the undiscounted value of a competitive Markov decision process is continuous in the relative interior of the space of transition rules.
INTRODUCTION

A Markov Decision Process (MDP) is given by (i) a finite set of states S and an initial state s 1 ¥ S, (ii) a finite set of actions A, (iii) a cost function c: S × A Q R, and (iv) a transition rule p: S × A Q D(S), where D(S) is the space of probability distributions over S.
At every stage n ¥ N, where N is the set of positive integers, the process is in some state s n ¥ S. The decision maker chooses an action a n ¥ A, and a new state s n+1 ¥ S is chosen according to p( · | s n , a n ). It is assumed that the decision maker remembers the sequence of states the process visited and his past actions.
Denote by H=1 n ¥ N (S × A) n − 1 × S the set of all finite histories, where by convention, B history h ¥ H a probability distribution over A. Every plan s, together with the initial state s 1 and the transition rule p, induces a probability distribution P s 1 c(s n , a n ) 6 .
The l-discounted value (at the initial state s 1 , given the transition rule p and the cost function c) is
and the undiscounted value is V 0 (s 1 , p, c)=inf
Every plan s that achieves the infimum in (1) (resp. (2)) is l-discounted optimal (resp. optimal). The assumption that the set of available actions is independent of the state simplifies the notations, and is without loss of generality when one is interested in the value function. Indeed, if this is not the case, one can add an absorbing state in which all actions yield an extremely high cost, and, in every state which has ''too few'' actions, add actions that yield extremely high cost, and lead deterministically to the new absorbing state. This construction does not affect the discounted or the undiscounted value of the MDP.
A plan s is deterministic if for every finite history h ¥ H, s(h) gives unit weight to some action in A. It is stationary if s(h) depends only on the last state of h, for every h ¥ H. A stationary plan can be identified with a vector x=(x
Let P=(D(S)) S × A denote the space of all transition rules. Define an equivalence relation over P as follows. . Indeed, for every state s ¥ S and every n ¥ N, the function p W P s 1 , p, x (s n =s) is continuous over P, and moreover 
Since there is an optimal deterministic stationary plan, it follows that the function p W V 0 (s 1 , p, c) is continuous over every P ¥ D.
As the following example shows, the function p W V 0 (s 1 , p, c) is not continuous over all of P. (S, s 1 , A, B, p, c) , where (i) S is a finite set of states, and s 1 ¥ S is the initial state, (ii) A and B are two finite sets of actions for the two decision makers DM1 and DM2 respectively, (iii) p: S × A × B Q D(S) is a transition rule, and (iv) c: S × A × B Q R is a cost function.
The process proceeds as follows. At every stage n ¥ N, knowing the past history (s 1 , a 1 , b 1 , s 2 , a 2 , b 2 ,..., s n ), the two decision makers choose, independently and simultaneously, actions a n ¥ A and b n ¥ B respectively. DM1 pays DM2 the amount c(s n , a n , b n ), and a new state s n+1 is chosen according to the probability distribution p( · | s n , a n , b n ).
Competitive MDPs are useful to model situations when two (or more) strategic decision makers control the evolution of a system. They have been applied in various contexts, ranging from arms races (14) to optimal inspection models (5) and resource extraction models.
A plan of DM1 is a function s from the set of all finite histories
(A). Plans of DM2 are functions y: H Q D(B). A plan s (resp. y) is stationary if s(h) (resp. y(h)) depends only on the last state of h, for every h ¥ H. Stationary plans of the two decision makers are denoted by x ¥ (D(A)) S and y ¥ (D(B))
S respectively. Every pair of plans (s, y), together with an initial state s 1 ¥ S and a transition rule p, induces a probability measure P s 1 
, p, s, y over the space (S × A × B)
N of infinite histories. The corresponding expectation operator is
For every pair of plans (s, y), and every discount factor l ¥ (0, 1], we define the l-discounted cost (at the initial state s 1 , given the transition rule p and the cost function c) by
and the undiscounted cost by
If for a given initial state s 1 , transition rule p and cost function c the equality
holds, then the common value is the l-discounted value and it is denoted by 
holds, then the common value is the undiscounted value and it is denoted by v 0 (s 1 , p, c).
The assumption that the action sets are independent of the state is without loss of generality when one studies the value of competitive MDPs as well; one first adds an absorbing state that yields extremely high cost, and adds actions to DM1 that lead deterministically to this absorbing state, and then one adds another absorbing state that yields extremely low cost, and adds actions to DM2 that lead deterministically to the second absorbing state.
Shapley (12) proved that for every discount factor l ¥ (0, 1], the l-discounted value exists, and that moreover both decision makers have optimal stationary plans; that is, a stationary plan s (resp. y) that achieves the infimum in the left-hand side (resp. the supremum in the right-hand side) in (5) for every initial state s 1 .
The first step towards studying continuity properties of the discounted value was done by Bewley and Kohlberg.
(3) Their analysis implies that for every initial state
, where 
In particular, for every initial state
Continuity of the Value of Competitive Markov Decision Processes
Milman (10) further studied continuity properties of the value function.
where M is some positive integer that depends on |S|, |A|, and |B|, and f is some positive (but not necessarily bounded) function.
The carryover of such continuity results to the undiscounted case would seem promising, since Mertens and Neyman (9) proved that for every initial state s 1 , every transition rule p, and every cost function c, the undiscounted value exists, and that moreover
But since in (7) the discount factor appears in the denominator, (7) and (8) together do not imply that for a given initial state s 1 and a given cost function c the function
g is the partition of the space of transition rules which is analogous to D.
One application of (7) is in estimating the discounted value of a competitive MDP, for which the data are not precisely known, due to, e.g., rounding errors, since the model under consideration is a simplification of a more complex model, or since the data are estimated by various statistical methods. Equation (7) relates, in such a case, the precision of the data to the precision of the value. Unfortunately, for any fixed level of desired precision in the discounted value, the required precision in l and p according to (7) increases as the discount factor goes to 0. Furthermore, Eq. (7) cannot be used to estimate the undiscounted value when the data are not precisely known.
Define a function d: [ v l (s 1 , pOE, cOE) − v l (s 1 , p, c) [
where, for every x ¥ R, x + =max{x, 0}, +.+x=+., and +. × 0=1. The proof of (10) uses a graph-theoretic approach, initiated by Friedlin and Wentzell (7) for MDPs with rare transitions, rather than the matrix analysis approach, which is the standard approach to studying Markov chains.
The estimate given in (10) is uniform over l ¥ [0, 1]. We show below that this, together with (7) and (8)
, implies that the function (l, p, c) W v l (s 1 , p, c) is continuous over [0, 1] × P × R S × A × B
, for every P ¥ D g . As Milman (10) remarks, our analysis can be used to improve his results. Finally, observe that (10) is neither stronger nor weaker than (7). 4 Indeed, when c, cOE, p and pOE are fixed, the bound in (10) is independent of l, whereas, if p ] pOE, the bound in (7) goes to +. as l goes to 0. Hence (10) is not weaker than (7). On the other hand, one may find two transition rules p and pOE such that d(p, pOE) \ 1 (see the transition rules in Example 1). In such a case, when c ] 0, the upper bound in (10) is infinite, while the bound in (7) is finite, so that (10) is not stronger than (7).
ON MARKOV CHAINS
In the present section we recall a result due to Freidlin and Wentzell, (7) and we apply it to competitive MDPs.
A Result of Freidlin and Wentzell
Let (S, q) be a Markov chain; that is, S is a finite set of states, and q: S Q D(S) is a transition function. Let s 1 ¥ S be the initial state.
Let C be a proper subset of S. Denote by e C =min{n ¥ N | s n¨C } the first hitting time of the complement of C. 5 Recall that S C ={f: C Q S} is 5 By convention, the minimum of an empty set is +.. the set of all functions from C to S. Every f ¥ S C naturally defines a directed graph over S: the graph contains the edge (s Q sOE) if and only if sOE=f(s). We set a f =1 if this directed graph has no directed cycles, and a f =0 if it has at least one directed cycle. Since f is a function, there is exactly one directed path that leaves each s ¥ C. For every s ¥ C and every sOE ¥ S we set b f (s Q sOE)=1 if the directed path that leaves s in the directed graph induced by f reaches sOE, and b f (s Q sOE)=0 otherwise.
The following lemma is a special case of a result due to Freidlin and Wentzell (7) (see also Ref.
4).
Lemma 2 (Ref. 10, Lemma 6.3.3). Let (S, q) be a Markov chain, and let C be a proper subset of S such that P s, q (e C < +.) > 0 for every s ¥ C. Then for every initial state s 1 ¥ C, and every r¨C,
We now show that the hypothesis that P s, q (e C < +.) > 0 for every s ¥ C ensures that the denominator in (11) is positive. Since all terms in the summation of the denominator in (11) are non-negative, it suffices to exhibit an Since s is arbitrary, f g is a function from C to S, and by construction
=K s , it follows that the directed graph induced by f g has no cycles, that is, a f g =1.
The Mean Discounted Time
For every discount factor l ¥ (0, 1] and every state s ¥ S, the mean l-discounted time the process spends in state s, if the initial state is s 1 and the transition function is q, is given by: 3. The transition function from every state sOE ¥ SOE is as follows.
q(soe | sOE)=l, q(tOE | sOE)=(1 − l) q(t | s)
-t ¥ S, and
We first claim that
Indeed, one can verify that for every s ¥ S, both (t l (s 1 , q; s)) s 1 ¥ S and (P sOE 1 , q (s e SOE =soe)) s 1 ¥ S are solutions of the system of linear equations
Moreover, this system of linear equations has a unique solution. Indeed, let x=(x(r)) r ¥ S and y=(y(r)) r ¥ S be two solutions of this system. Choose
Since l > 0, (13) implies that d=0, so that the two solutions coincide. In particular (12) holds. We now claim that P sOE, q (e SOE < +.) > 0 for every sOE ¥ SOE. Indeed, since q(soe | sOE)=l, and since soe¨SOE,
By the last claim one can apply Lemma 2 with C=SOE, which implies the result. Indeed, the terms a f and b f (s 1 Q r) in (11) are independent of q, and the two products in (11) each contain |C|=|S| terms of the form q(t | ŝ) for ŝ, t ¥ Ŝ . The result follows by the definition of q. i
Corollary 4.
For every initial state s 1 ¥ S, every discount factor l ¥ (0, 1], and every collection of non-negative scalars (h s ) s ¥ S , the function q W ; s ¥ S h s t l (s 1 , q; s) is the ratio of two polynomials in the variables (q(t | r)) r, t ¥ S of degree at most |S| with non-negative coefficients.
Proof. By Proposition 3, for every s ¥ S the function q W t l (s 1 , q; s) is the ratio of two polynomials in (q(t | r)) r, t ¥ S . By Lemma 2 and the proof of Proposition 3, all these ratios have the same denominator; it has non-negative coefficients and degree at most |S|, as do each of the numerators. Since (h s ) s ¥ S are non-negative scalars the result follows. i
COMPETITIVE MARKOV DECISION PROCESSES
Throughout this section we fix the set of states S, the initial state s 1 ¥ S, and the sets of actions A and B.
Equations (3) and (4) Let (S, s 1 , A, B, p, c) v l (s 1 , pOE, cOE) − v l (s 1 , p, c) [
We are going to use the following observation.
.., x k with nonnegative coefficients and degree at most n, and let E \ 0. Let y, yOE ¥ R k be two non-negative vectors such that 
Since (a i ) I i=1 are non-negative, multiplying (15) by a i and summing over i=1,..., I yields the desired result.
i
Proof of Theorem 6. In view of Lemma 5, it is sufficient to prove that 
In particular, for every l and is the limit of the discounted value as the discount factor goes to 0, and (d) the cost function is bounded. The model in this case is similar to the one described in Section 1, except that the actions a n and b n of the two decision makers are chosen from Borel spaces A and B respectively. So that the cost of a pair of plans is well defined, a plan of DM1 is a measurable 
