Two-timescale Stochastic Approximation (SA) algorithms are widely used in Reinforcement Learning (RL). In such methods, the iterates consist of two parts that are updated using different stepsizes. We develop the first convergence rate result for these algorithms; in particular, we provide a general methodology for analyzing two-timescale linear SA. We apply our methodology to two-timescale RL algorithms such as GTD(0), GTD2, and TDC.
Introduction
Stochastic Approximation (SA) is the subject of an enormous literature, both theoretical and applied (Kushner & Yin, 1997) . It is used for finding optimal points, fixed points, or zeros of a function for which only noisy access is available. Consequently, SA lies at the core of many machine learning algorithms and in particular Reinforcement Learning (RL) algorithms, especially when function approximation is used.
The most powerful analysis tool for SA algorithms has been the Ordinary Differential Equation (ODE) method (Borkar & Meyn, 2000) . The underlying idea of the ODE method is that, under the right conditions, noise effects average out and the SA iterates closely track the solution of the so called limiting ODE. Classical results give a convenient recipe for showing convergence (Borkar & Meyn, 2000) . Hence, many RL analyses are given in that form, especially when the state-space is large and function approximation is used (Sutton et al., 2009a; b; 2015; Bhatnagar et al., 2009b) . Concentration bounds for SA are, however, scarce; in fact, they are nonexistent in the case of two-timescale SA. This gives the motivation for our work.
Related Work
Two-timescale SA methods are prominent in RL (Peters & Schaal, 2008; Bhatnagar et al., 2009b; Sutton et al., 2009b) . Nonetheless, as mentioned before, there are no concentration bounds for these types of algorithms. Below we briefly survey related finite sample analyses for single-timescale SA and asymptotic convergence results for two-timescale RL algorithms.
A broad rigorous study of SA is given in (Borkar, 2008) ; in particular, it contains concentration bounds for single-timescale methods.
A more recent work (Thoppe & Borkar, 2015) obtains tighter concentration bounds under weaker assumptions for single-timescale SA using a variational methodology called Alekseev's Formula.
In the context of RL, (Konda, 2002; Korda & Prashanth, 2015) discuss convergence rate for TD(0)when the stepsizes are set using knowledge about the system dynamics. We stress that our results are in similar flavor but for the two-timescale setup.
Next, we relate to the relevant RL literature on two time-scale methods. We partition them into two principal classes: actor-critic and gradient Temporal Difference (TD). In an actor-critic setting, a policy is being evaluated by the critic in the fast timescale, and improved by the actor in the slow timescale (Peters & Schaal, 2008; Bhatnagar et al., 2009b) . The second class, i.e., gradient TD methods, was introduced by (Sutton et al., 2009a) . This work presented the GTD(0)algorithm, which is gradient descent version of TD(0); being applicable to the so called off-policy setting, it has a clear advantage over TD(0). Later variants, GTD2 and TDC, were reported to be faster than GTD(0)while enjoying its benefits. They were also shown to converge in the case of linear and non-linear function approximation (Sutton et al., 2009b; Bhatnagar et al., 2009a) . In addition to convergence, there also exists a concentration result for the GTD family, though only for the single-timescale setting (Liu et al., 2015) . That work introduced altered versions of GTD(0)and GTD2, presented them as gradient methods to some saddle-point optimization problem, and obtained concentration bounds using results from convex optimization. These algorithms differ from the original versions in two aspects: a projection step is used to keep the iterates in a convex set, and the learning rates are chosen to be of fixed ratio. The latter makes the altered algorithms single-timescale variants of the original ones.
Our Contributions
Our main contributions are four-fold:
• We provide the first concentration bound for twotimescale SA algorithms; specifically, we analyze the linear SA case. The analysis is provided as a general methodology that can be used in various fields as a "hammer" in a plug-and-play fashion.
• Particularly, we show how to use our tool to obtain concentration bounds for the two-timescale RL algorithms in the gradient TD family: GTD(0), GTD2, and TDC. We are the first to obtain concentration bounds for the above algorithms in their original form.
• We do away with the usual square summability assumption on stepsizes (see A 2 A 2 A 2 ). Therefore, our tool is relevant for a broader family of stepsizes.
• Analysis of single-timescale follows automatically from our approach, and is applicable to all linear single-timescale SA.
Preliminaries
In the following we present the generic two-timescale SA algorithm, state our goal and list our assumptions.
A generic two-timescale linear SA is
where α n , β n ∈ R are stepsizes, M
n ∈ R d denotes noise, and each function h i :
Our aim is to obtain concentration bounds for (1) and (2) under the following assumptions.
2 Γ 2 are positive definite (not necessarily symmetric).
A 2 A 2 A 2 . {α n } and {β n } are positive real numbers satisfying
where η n := α n /β n .
n } are martingale difference sequences w.r.t. the increasing family of σ−fields {F n }, where
Also, there exist positive constants m 1 and m 2 so that, for all n ≥ 0,
Remark 1. As in (Thoppe & Borkar, 2015) , though unlike all previous works, n≥0 α 2 n or n≥0 β 2 n need not be finite. Thus our analysis is applicable for a wider class of stepsizes; e.g., 1/n κ with κ ∈ (0, 1/2].
We now briefly highlight relevant ideas used in (Borkar, 2008) to establish convergence for two-timescale SA in the context of (1) and (2), and describe how our approach builds upon it. Following terminology in pp. 64-65 (Borkar, 2008) , since η n → 0, {w n } is the fast transient and {θ n } is the slow component. Hence, we consider (2) as a noisy discretization of the ODĖ
for fixed θ, and view (1) as an approximation oḟ
where
and the function λ(·) are well defined. Moreover, λ(θ) and θ * := X −1 1 b 1 are unique globally asymptotically stable equilibrium points of (7) and (8), respectively. Lemma 1, p. 66, (Borkar, 2008) applied to (1) and (2) gives lim n→∞ w n − λ(θ n ) = 0 under suitable assumptions. Building upon this, for analysis, we choose to deal with {z n } instead of {w n } directly, where
Using (2), {z n } satisfies the iterative rule
As {θ n } is the slow component, we shall consider (10) as a noisy discretization of the ODĖ
Since W 2 is positive definite from A 1 A 1 A 1 , z * := 0 ∈ R d is the unique globally asymptotically stable equilibrium of (11).
Remark 2. We emphasize that working with {z n } instead of {w n } is the vital reason why our approach works. As θ n evolves, the limiting ODE in (7) changes with it; on the other hand, (11) remains unchanged. This makes comparing (10) with (11) easier than comparing (2) with (7).
Main Result
We begin with presenting the main result of this work. (12)), and q 1 , q 2 ≥ 0 are problem specific constants (see (34), (36)). ǫ2 )}) iterations from n 0 onwards, then with high probability θ n and z n will respectively reach the ǫ 1 and ǫ 2 − neighborhoods of θ * and z * , and remain in it thereafter. Furthermore, the probability increases to 1 as n 0 → ∞. E.g., for α k = 1 k and any β k asisfying A 2 A 2 A 2 , the rate will be exponential in n 0 .
Remark 4. Notice that the probability does not depend on n 1 , rather solely on ǫ 1 , ǫ 2 , and n 0 . Instead, the role of n 1 is that of a stopping time; i.e., waiting for n 1 iterations after n 0 guarantees that the iterates {θ n } and {z n } lie in their respective ǫ-balls with high probability.
We obtain a closed-form expression for the above bound in the case of specific stepsizes. We demonstrate our general result by choosing {β k } that is not square-summable, as usually was required by previous works.
. Then for n 0 = Ω max
, and
where C, c
Linear Two Timescale SA Analysis
As a first step, we define the linearly interpolated trajectories of the iterates in each timescale. Having a continuous version of the discrete SA algorithm enables our analysis.
All proofs for the results in this section are given in Appendix A.
Analysis Preliminaries
Let t 0 = s 0 = 0 and for all n ≥ 0,
Letθ(·) be the linear interpolation of {θ n } on {t n }; that is, letθ(t n ) = θ n and, for τ ∈ (t n , t n+1 ), let
Likewise, letz(·) be the linear interpolation of {z n }, but on the time steps {s n }.
The mapping ξ(·) linearly interpolates {s n } on {t n }.
With the 1st parameter being time, the 2nd being starting time, and the 3rd being initial point, let θ(t, t n0 , θ n0 ), t ≥ t n0 , be the solution to (8) satisfying θ(t n0 , t n0 , θ n0 ) = θ n0 . For brevity, we often refer to it by θ(t) when the 2nd and 3rd parameters in θ(t, ·, ·) are not important. From (8) and standard ODE results, for all t ≥ t n0 ,
Similarly define z(s, s n0 , z n0 ).
We begin with an outline of the proof.
The key ingredient in our analysis is the initial time t n0 , starting at which we compare the SA trajectoriesθ(t) and z(s) to their respective limiting ODE solutions θ(t), z(s).
The larger the value of n 0 , the smaller are the subsequent stepsizes; thus, making it harder for the noise to perturb the SA trajectoryθ(t) away from the limiting ODE behavior. Both the pathsθ(t) and θ(t) start at θ n0 at time t n0 . The same holds true forz(s) and z(s) at time s n0 = ξ(t n0 ).
Proving Theorem 1 is done in two steps. First, we use the Variation of Constants (VoC) formula (Lakshmikantham & Deo, 1998) to quantify the distance the perturbed trajectoriesθ(t) andz(s) from their unperturbed solutions θ(t) and z(s); this is done by spliting the perturbations into three parts per each trajectory, as described in Sections 4.3 and 4.4. Thus, we obtain upper bounds on θ (t) − θ(t) and z(s) − z(s) . Second, we use Azuma-Hoeffding Martingale concentration inequality to show that these upper bounds are small with very high probability for all t ≥ t n0 and s ≥ s n0 . In other words, we show that the noise effects average out so that when θ(t) and z(s) are sufficiently close to θ * and z * , respectively, the same is also true forθ(t) andz(s) with high probability.
A Smart Decomposition of The Event of Interest
For an event E, let E c be its complement. Fix sufficiently large n 0 , T > 0. We will say later on how large they ought to be. Pick n 1 ≡ n 1 (n 0 ) such that
This is possible as {α n } satisfies (4), (5). Our aim here is to construct a superset for the event G ′ n0 ∩ E c (n 0 , T ) which is easier for analysis. The superset additionally contains the information of what happens between times n 0 and n 1 .
By Remark 5, on G ′ n0 , θ(t, t n0 , θ n0 ) stays in the R in 1 −radius ball around θ * for all t ≥ t n0 , and z(s, s n0 , z n0 ) stays in the R in 2 −radius ball around z * for all s ≥ s n0 . However, the same cannot be said forθ(t) and z(s) due to the presence of noise. We will show instead that these lie with high probability in bigger but fixed radii balls R out 1 and R out 2 which we define below.
(19) We shall describe later how large R out 1 and R out 2 should be.
For n ≥ n 0 , let
and event
Additionally, define the events
On G n , for k ∈ {n 0 , . . . , n}, due to Remark 5,
Desired superset is given below.
Lemma 3 (Decomposition of Event of Interest).
The key advantage of this result is that the analysis can now be broken down into an incremental union of events. Each event has an inductive structure: good up to time n (G nthe iterates remain bounded) and bad in the subsequent interval (θ(t) andz(s) leave their respective bounded balls).
Perturbation Bounds for {z n }
Our aim here is to use the VoC formula to get a bound on z(s) − z(s, s n0 , z n0 ) ; then, use this to obtain bounds on ν n+1 and ν * n+1 on the event G ′ n0 ∩G n . This is a preparation step for applying Lemma 3.
For obtaining the bounds in this subsection, we first show worst-case bounds on the change of the iterates. For k ≥ n 0 , let
and
Lemma 4 (Bounded Differences). Fix n 0 ≥ 0 and n ≥ n 0 . Then on G n ,
Next, when applying the VoC formula, we compare a perturbed trajectory -z(s n ) -to its unperturbed counterpart -z(s). The perturbation is broken into three, namely discretization error, martingale difference noise, and slow drift in the equilibrium of (7):
To clarify on the role of χ sd (µ), the drift is due to the fact that θ n evolves and it is slow because {θ n } is updated on the slow time scale {t n } (recall η n → 0).
Simple manipulations on (10) show that for all s ≥ s n0 ,
Using the VoC formula, we havē
where 
The last lemma shows that for τ ∈ [s n , s n+1 ],z(τ ) cannot deviate much from the ODE solution z(τ ). In particular, it bounds the distance with decaying terms using Lemma 5. Lemma 6 (ODE-SA Distance Bound for z n ).
Perturbation Bounds for {θ n }
Now we reproduce the results of Subsection 4.3 -this time for {θ n } instead of {z n } -and obtain bounds on ρ n+1 and
Using simple manipulations on (1), for any t ≥ t n0 ,
where ζ(τ ) = ζ de (τ ) + ζ md (τ ) + ζ te (τ ). These are respectively perturbations due to discretization, martingale difference noise, and error in tracking the equilibrium of (7). Recall that as θ n evolves, the equilibria of (7) moves. Hence, tracking error at t n shows how far w n is from λ(θ n ), i.e., z n . By the VoC formula,
and similarly for E md 1 (t) and E te 1 (t). Similarly to Subsection 4.3, to obtain bounds on ρ n+1 and ρ * n+1 , it suffices to get bounds on E 
Fix q ∈ (0, q min ), where q min := min{q 1 , q 2 } and q 2 is from (34). The next lemma gives bounds on the three error terms of the interpolated trajectoryθ(t) at the extremes {t n , t n+1 }.
Lemma 7 (Perturbation Error Bounds for
Similarly to Subsection 4.3, the next lemma bounds ρ n+1 and ρ * n+1 with decaying terms using Lemma 7. Lemma 8 (ODE-SA Distance Bound for θ n ). Fix n 0 ≥ 0 and n ≥ n 0 . Then on
Concentration Bounds for Two Time Scale SA
Summarizing Subsections 4.3 and 4.4, on the good event G ′ n0 ∩ G n , each of ν n+1 , ρ n+1 , ν * n+1 and ρ * n+1 is bounded from above by three kinds of terms: i) sum of Martingale differences, ii) exponentially decaying and iii) stepsize based. For large enough n, type i) terms are small with high probability due to A 3 A 3 A 3 and the Azuma-Hoeffding martingale concentration inequality; type ii) terms are small for n sufficiently larger than n 0 ; type iii) terms can be made small by choosing large enough n 0 .
Based on this, we bring our main technical result in Theorem 10. Theorem 1 then follows trivially.
Let N a ≥ 1 be so that
Let n b ≡ n b (n 0 ) ≥ 1 be so that
Our main technical result directly follows from Lemma 9.
Applications to Two-timescale RL
In this section we show how our novel machinery implies concentration bounds on the standard two-timescale RL methods with linear function approximation, in a plug-andplay fashion. We consider the problem of policy evaluation for Markov Decision Processes (MDP). A MDP is defined by the 5-tuple (S, A, P, R, γ) (Sutton, 1988) , where S is the set of states, A is the set actions, P = P (s ′ |s, a) is the transition kernel, R(s, a, s ′ ) is the reward function, and γ ∈ (0, 1) is the discount factor. In each time-step, the process is in some state s n ∈ S, an action a n ∈ A is taken, the system transitions to a next state s ′ n ∈ S according to a transition kernel P (s n , a n , s ′ n ), and an immediate reward r n is received according to R(s n , a n , s ′ n ). Let policy π : S → A be a stationary mapping from states to actions and
γ n r n |s 0 = s] be the value function at state s w.r.t π. In our policy evaluation setting the goal is to estimate the MDP's value function V π (s) with respect to a given π using linear regression, i.e.,
where φ(s) ∈ R d is a feature vector at state s, and θ ∈ R d is a parameter vector. For brevity, we omit the notation π and denote φ(s n ), φ(s ′ n ) by φ n , φ ′ n . Finally, we introduce the notation δ n = r n + γθ
We also relate to the matrices
, and the vector b = E[rφ].
In this section, for brevity, we assume A 4 A 4 A 4 . All rewards r(s) and feature vectors φ(s) are bounded: |r(s)| ≤ 1, φ(s) ≤ 1 ∀s ∈ S. Also, it is assumed that A and C are of full rank.
These assumption are standard (see (Sutton et al., 2009a; b) ). Also note that C is obviously a positive semidefinite matrix, thus by the above assumption it is assumption in that it is non-singular makes it actually positive definite.
GTD(0)
The GTD(0)algorithm (Sutton et al., 2009a ) is designed to minimize the objective function
The update rule of the algorithm takes the form of Equations (1) and (2) with h 1 (θ, w) = A ⊤ w , h 2 (θ, w) = b − Aθ − w , and
That is, in case of GTD(0), the relevant matrices in the update rules take the form Γ 1 = 0,
A 4 , both W 2 and X 1 are symmetric positive definite matrices, and thus the real part of their eigenvalues are also positive. It is also clear that
Consequently, Assumption A 3 A 3 A 3 is satisfied with constants m 1 = (1 + γ + A ) and m 2 = 1 + max( b , γ + A ).
GTD2
The GTD2 algorithm (Sutton et al., 2009b ) minimizes the objective function
The update rule of the algorithm takes the form of Equations (1) and (2) with
That is, in case of GTD2 the relevant matrices in the update rules take the form Γ 1 = 0, W 1 = −A ⊤ , v 1 = 0, and
Consequently, Assumption A 3
A 3 A 3 is satisfied with constants m 1 = (1 + γ + A ) and m 2 = 1 + max( b , γ + A , C ).
TDC
The TDCalgorithm is designed to minimize (43), just like GTD2.
That is, in case of TDC, the relevant matrices in the update rules take the form
By assumption A 4 A 4 A 4 , both W 2 and X 1 are symmetric positive definite matrices, and thus the real part of their eigenvalues are also positive. It is also clear that
A 3 is satisfied with constants m 1 = (2+γ + A + C ) and m 2 = (2+γ + A + C ).
Discussion
In this work we obtained the first concentration bound for two-timescale SA algorithms. We provide it as a general methodolgy that applies to all linear two-timescale SA algorithms. A natural extension to our methodology is considering the non-linear function-approximation case, in a similar fashion to (Thoppe & Borkar, 2015) . Such a result can be of high intrest due to the recently growing atractiveness of neural networks in the RL community. Two additional directions for future research is removing the dependence of the result on waiting for t n0 time, and extending to actor-critic RL algorithms, in addition to the gradient TD methods explored here. 
A. Supplementary Material
This section contains all proofs of the lemmas and theorems presented in the paper, and provides additional technical results to support several of these proofs.
A.1. Proofs from Subsection 4.2
Proof of Lemma 3. By (18), as t n1+1 ≤ t n0 + T + 1, E c (n 0 , T ) ⊆ E after . For any two events E 1 and E 2 , as
for all n ≥ n 0 . Hence by simple manipulations, we have
Arguing similarly, one can see that
where the last inequality follows as ǫ 1 ≤ R out 1 and ǫ 2 ≤ R out 2 . The desired result is now easy to see.
A.2. Proofs from Subsection 4.3
Proof of Lemma 4. Fix k ∈ {n 0 , . . . , n}. On G n , using (1), A 3 A 3 A 3 , (25), (24), and (26), in that order,
Similarly, on G n , using (10), A 3 A 3 A 3 , (24), the fact that η k ≤ 1, (44), (25), and (26), in that order,
Since k was arbitrary the result follows.
Proof of Lemma 5. Fix ℓ ∈ {n, n+1}. By triangle inequality,
Combining this with (34), we have
where I z (k) is as in (28). Lemma 4, the above two relations and the fact that
This proves the first claim.
For the second claim, let k ∈ {n 0 , . . . , ℓ − 1} and µ ∈ [s k , s k+1 ). With I θ (k) as in (27),
Hence by Lemma 4, on G n ,
Arguing as for (45), the desired result follows easily.
For the third claim, by its definition and the triangle inequality,
Applying (34) on both terms, we get that
n+1 .
Using (11),
Combining the above three relations, we have
for all s ≥ s n0 . Using this with (33), the facts that K 2 ≥ 1 and β n ≤ [sup k≥n0 β k ], and Lemma 5, the first claim follows:
For the second claim observe that
z(µ, s n0 , z n0 ) .
On G ′ n0 , z n0 ≤ R in 2 , and hence using (17), z(µ, s n0 , z n0 ) ≤ K 2 R in 2 e −q2(µ−sn 0 ) .
Combining the above two relations with (46), the desired result is now easy to see.
A.3. Proofs from Subsection 4.4
We first provide the following technical result for later usage. Lemma 11 (Dominating Decay Rate Bound). Fix q ∈ (0, q min ) where q min := min{q 1 , q 2 }. Then for n ≥ n 0 , n−1 k=n0 t k+1
t k e −q1(tn−τ ) e −q2(ξ(τ )−sn 0 ) dτ ≤ 1 (q min − q)e e −q(tn−tn 0 ) .
Proof. From (5), β k ≥ α k ∀k ≥ 1. Using this and (14), ∀k ≥ 1 and τ ∈ [t k , t k+1 ], ξ(τ ) − s k ≥ τ − t k . Hence for any τ ∈ [t n0 , t n ], −q 1 (t n − τ ) − q 2 (ξ(τ ) − s n0 ) ≤ −q min (t n − t n0 ).
Now, since
1 αe is the maximum of xe −αx , (t n − t n0 )e −qmin(tn−tn 0 ) =(t n − t n0 )e −(qmin−q)(tn−tn 0 ) e −q(tn−tn 0 ) ≤ 1 (q min − q)e e −q(tn−tn 0 ) .
The desired result now follows.
Proof of Lemma 7.
For the first claim of the lemma fix ℓ ∈ {n, n + 1}. Let k ∈ {n 0 , . . . , ℓ − 1} and τ ∈ [t k , t k+1 ).
With I θ (k) as in (27),
So by Lemma 4, on G n , ζ de (τ ) ≤ α k X 1 J θ . The first claim now follows as in the proof of Lemma 5.
For proving the second claim of the lemma let ℓ = n. By triangle inequality, Using (36), it follows that
t k e −q1(tn−τ ) ζ te (τ ) dτ.
Fix k ∈ {n 0 , . . . , n − 1} and τ ∈ [t k , t k+1 ). Then
Using (14) and the triangle inequality, z k ≤ z(ξ(τ ), s n0 , z n0 ) + z(ξ(τ ), s n0 , z n0 ) − z(ξ(t k ), s n0 , z n0 ) A similar bound holds for ℓ = n+1. Since e −q(tn+1−tn 0 ) ≤ e −q(tn−tn 0 ) , the second claim of the lemma follows.
The third claim of the lemma, bounding E md 2 (s n+1 ) , follows in a similar way to the third claim of Lemma 5.
Proof of Lemma 8. Let τ ∈ [t n , t n+1 ]. Then arguing as in proof of Lemma 6 and using (8), there exists κ ∈ [0, 1] such that θ (τ ) − θ(τ, t n0 , θ n0 ) ≤ (1 − κ) θ (t n ) − θ(t n , t n0 , θ n0 ) +κ θ (t n+1 ) − θ(t n+1 , t n0 , θ n0 ) + tn+1 tn X 1 θ(τ 1 , t n0 , θ n0 ) − θ * dτ 1 .
