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Preface
The European Workshop on Probabilistic Graphical Models (PGM) is a biennial
workshop that brings together researchers interested in all aspects of graphical models for
probabilistic reasoning, decision making, and learning. PGM 2010 is the fifth edition of
the workshop, and took place in Helsinki, Filnland, in September 13–15, 2010. Previous
meetings in the series were held in Cuenca, Spain (PGM 2002), Leiden, Netherlands
(PGM 2004), Prague, Czech Republic (PGM 2006), and Hirtshals, Denmark (PGM
2008).
The aim of the workshop is to bring together people interested in probabilistic graph-
ical models and provide a forum for discussion of the latest research developments in
this field. The workshop is organized so as to facilitate discussions and collaboration
among the participants also outside the workshop sessions.
This year there were 57 papers submitted to the workshop. The papers went through
a rigorous reviewing process, where each submission was reviewed by at least three
members of the PGM2010 programme committee. We would like to thank the 47 pro-
gramme committee members for their outstanding job during the review process, which
is of course crucial for a successful workshop. In addition to the programme committee
members, there were also six additional reviewers to whom we are also most grateful.
Of the 57 submissions, 36 were accepted for presentation at the workshop, where
each accepted paper was given a slot both in a plenary and in a poster session taking
place on the same day as the talk. In addition to the presentation of technical papers,
we were very pleased to have three distinguished invited speakers this year: Adnan
Darwiche (UCLA), Chris Howe (University of Cambridge) and Thore Graepel (Microsoft
Research). The first of the invited talks was organized jointly with a co-located event,
the 12th European Conference on Logics in Artificial Intelligence (JELIA 2010).
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Abstract
Query-Based Diagnostics refers to the simultaneous building and use of Bayes network
diagnostic models, removing the distinction between elicitation and inference phases. In
this paper we describe a successful ﬁeld trial of such a system in manufacturing. The
detailed session logs that are collected during use of the system reveal how the model
evolved in use, and pose challenging questions on how the models can be adapted to
session outcomes.
1 Introduction
Diagnostic models for optimizing fault isolation
represented as Bayes networks is a mature ﬁeld
that has seen numerous practical applications.
These models have been shown to perform well
given one has a comprehension model of the
domain to which they apply. In many cases
the challenge is to come up with an adequate
model: This is the so-called knowledge elici-
tation bottleneck. As described in a previous
paper (Agosta et al., 2008) we proposed an ap-
proach to ease model creation, by combining the
elicitation and model-building phase with the
model use phase so that the model is improved
as it is used. This combination accords well with
the expert's view of the process: In the midst of
actual problem-solving is the time when the ex-
pert is most aware of her mental model, and is
best able to express it. We've called this ap-
proach query-based diagnostics, (QBD) to high-
light the dependence of the model on the user's
inquiries as they use the model. We report here
the ﬁeld trial results that we had proposed to
undertake then. The reader is referred to that
paper for the motivation and details of the web-
based application which is described therein.
A diagnostic troubleshooting QBD applica-
tion employing these ideas has been successfully
ﬁelded and evaluated by Intel Manufacturing to
validate its use in practice. We will refer to it
here as The QBD Application. This paper de-
scribes the design and scope of the evaluation
trial and the factors that led to its success.
At the start of our involvement with our
client, we attempted to implement knowledge-
based Bayes network diagnostics for corrective
maintenance of factory equipment. Our client
was critical of the need to pre-build models by
conventional elicitation methods, because engi-
neers and technicians could not be spared to
be taken out of their daily activities for model-
building, which in their opinion properly be-
longed under their control. Also repair knowl-
edge is dynamic and would quickly get out of
date. The alternative of learning models by sta-
tistical methods is not practical because fail-
ures are relatively rare by their nature, mak-
ing available data too sparse. Our response
to this quandary was to integrate model cre-
ation within the routine work-ﬂow by which
they were trained, by this aforementioned ap-
proach of mingling model creation and use.
Corrective maintenance refers to unantici-
pated failure of equipment that takes it out
of production. The transition from operating
to not operating is the breakdown; the transi-
tion back is the repair. When a factory opera-
tion is capacity limited, as opposed to demand
limited, equipment breakdowns that constrain
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capacity incur signiﬁcant revenue opportunity
losses. The purpose of the evaluation trial was
to validate that such losses could be substan-
tially avoided by adoption of the QBD Applica-
tion.
The QBD Application contributes to the Lean
Manufacturing philosophy of the ﬁrm, speciﬁ-
cally by standardizing problem-solving for di-
agnosis and repair. Lean refers to the meth-
ods made popular by Toyota for continuous eﬃ-
ciency improvement (Womack, 1990). The justi-
ﬁcation for the Application as a way to promote
knowledge-sharing and the criteria on which it
was evaluated both have their roots in Lean.
The trial was evaluated by the QBD Applica-
tion's estimated contribution to the overall prof-
itability of the factory. By virtue of running the
software in the ﬁeld we were also able to col-
lect detailed session logs capturing user actions
that revealed how the Application performed.
After a brief look at the relevant literature in
Section 2, we detail the analysis and ﬁndings of
the evaluation, and the case they make for QBD
in Section 3.
The success of the trial leads to several new
challenges. One raised in our previous work is
the adaptation of the model as sessions generate
veriﬁed cases. In the course of the trial it also
became apparent that user feedback, both active
and passive in the sense of expert users following
or not following the model's recommended steps
can be used to improve the model. We discuss
this in Section 4 of the paper.
2 Background
For the developments in Bayes networks for
building normative troubleshooting models and
the ﬂurry of research done in the 80's and 90's
on this topic we refer the reader to (Jensen,
2001), particularly in the bibliography included
in the Preface. In a conventional application the
model guides the user during a diagnostic ses-
sion with a ranking of causes and tests. Causes
are ranked by their marginal posteriors, condi-
tioned on the evidence oﬀered by the user, and
tests are ranked by diagnostic value, often ap-
proximated as mutual information, or decrease
in entropy of the causes' marginals. The model
is run repeatedly, creating a dialog with the user
of test suggestions alternating with test execu-
tion and the entering of new evidence into the
model.
As described in the previous paper, the QBD
application extends the concept of a diagnostic
session by with editing functionality for active
input of causal relations between variables, and
simple inferences of causal relations based on
passive observation of model building steps all
captured by detailed logging of diagnostic ses-
sions. Thus at any point in the session, the ac-
tions available to the user are
1. Enter a test result as evidence,
2. Create a new cause or new test node,
3. Add or remove a dependency arc between
a cause and test node,
4. Choose a cause on which to perform a re-
pair, ending the session.
In this way we were able to create models
without making the Bayes network explicit. The
goal is to have the software bootstrap the mod-
eling task, so that, in principle the software
could be ﬁelded before any model-building com-
menced. Not surprisingly the model complex-
ity is limited. The models are relatively sparse
bipartite graphs with probabilities set qualita-
tively; see Figure 2 for an example. Despite
their simplicity they suit the situation well, with
the right blend of dynamicism, ease of use and
comprehensive knowledge-capture.
There is a small but growing literature on
applications of diagnostics Bayes networks and
their evaluation in use (Pourret et al., 2008).
This literature is largely concerned with their
accuracy (Przytula et al., 2003). Published
cases where the net beneﬁt of an application in
use are unknown to the authors, especially of
the type we oﬀer here.
3 Evaluation Trial
This section describes the purpose of the trial,
the evaluation design, and what the results were.
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The trial ran for seven weeks in one factory, with
the team responsible for four types of equipment
used in semiconductor process fabrication. The
evaluation eﬀort was carried out by the team
that owns the Lean program.
3.1 Purpose of evaluation
An ROI study is required by the ﬁrm before it
will adopt new software. Although the factory
has implemented comprehensive data collection
and analysis in all aspects of process and equip-
ment monitoring, there is no system for the cap-
ture and use of soft user knowledge. In par-
ticular, support for maintenance activities ex-
tends only to on-line display of reference manu-
als. The QBD Application was the ﬁrst trial in
Manufacturing where the collection of soft data
has been justiﬁed by its eﬀect on improving key
measures of performance.
3.2 ROI analysis
With the caveat that conﬁdentiality considera-
tions prevent revealing in this paper actual ﬁ-
nancial cost numbers, we can say that the trial
showed substantial improvements in key mea-
sures of performance by which the success of
the factory is evaluated. Expressed in dollar
amounts, the net value of the trial would more
than justify the annual budget for the entire lab
where the Application was developed!
In the ROI analysis design, the value of the
Application was expressed solely by its eﬀect on
equipment utilization. Capital utilization and
resultant improvement in revenue dwarfed all
other cost and beneﬁt terms. Direct labor and
material cost and savings, for instance were im-
material in comparison.
3.2.1 Trial and Model Assumptions
Despite the use of the term ROI, the value
analysis consisted of computing change in rev-
enue net of cost, extrapolated to a year.
Assumptions: Three assumptions were
made: 1) The equipment to which the model is
applied constrains current production capacity.
2) The model would self-populate during the
trial. 3) Technicians of various abilities would
be involved, some contributing knowledge to
Improvement in Means over Baseline
MTBF 14%
MTTR 24%
Table 1: Mean values for performance improve-
ments for weeks 14-20 compared to weeks 1-13.
the Application, others beneﬁting from the
knowledge that had been entered.
Beneﬁt: Management systems in the factory
track Time To Repair (TTR) and Time Between
Failure (TBR) by recording the times each ma-
chine goes down and comes back up. The change
in equipment availability is a function of Mean
TTR and Mean TBR. Improvement in factory
throughput is estimated from availability of the
capacity-limiting equipment step in the produc-
tion process. Then, knowing weekly production
throughput and ﬁnancial contribution of each
unit of product, additional revenue can be es-
timated. In short, starting with uptime and
downtime statistics to estimate improvement in





Cost: The only direct cost was one additional
half day of the planned Lean Manufacturing
training. There were no additional R&D or
IT infrastructure costs. One might argue that
the time spent in sessions with the Application
should be counted: From the session logs, we
generously estimated that a total of less than
two weeks of labor over the entire trial.
3.2.2 Results
We present here quantitative results for one
of the four types of equipment involved. The
conclusions are similar for each. MTTR and
MTBR improved for the pilot period compared
to the baseline period. Boxplots for both peri-
ods are shown in Figure 1. The total repair
time decreased by 41% while Mean Time
to Repair decreased by 24%, as shown in
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Variance Weeks Decrease P value
1-13 14-20
Repair
Variance 1443. 148.8 0.103 0.0054
Availability
Variance 50.51 6.90 0.137 0.011
Table 2: Variance reduction for the trial period
compared to the previous period.
Table 1. More impressive is the improve-
ment due to the variance of availability,
which decreased by more than a factor
of 10, as shown in Table 2, a decrease that
passed a conventional test for statistical signiﬁ-
cance.
Since the QBD Application was an integral
part of a new Lean program, it is not possible
to tease apart the contribution of the Lean phi-
losophy and the introduction of the Application;
the software would not have been used had it not
been part of the program, and the Lean work-
ﬂow would not have been enforced without the
software.
Clearly the decrease in repair variance has
substantial value for manufacturing perfor-
mance, on a par with the value of improvements
in MTBF and MTTR. Ironically there were no
ﬁnancial analysis techniques available to value
this decrease, even though its contribution may
be more important than the value attributed to
the increase in availability.
3.3 Model-building During Sessions
A beneﬁt of the detailed session logging is the
record of when and how model building occurred
during diagnostic sessions. In this section we
consider the sessions for the three machines for
one type of equipment. The session logs cap-
tured the entire sequence of user actions: the
symptom indicating the breakdown, each cause
or test selected, what values tests were set to,
and most importantly when causes, tests or de-
pendencies were added to the models.
If we also had had detailed TTR and TBF
records for each machine we could have associ-













Figure 1: Compared to the previous period, the mean
repair hours per week decreased substantially, relieving
a production bottleneck and leading to an increase in
overall factory availability.
tailed analysis of the relationship between them,
and a session-level analysis of eﬀectiveness.
We validated our presumption in the previ-
ous paper, that within a few months mod-
els would mature in size, incorporating
a useful level of coverage. Model build-
ing occurred continually and extensively dur-
ing the trial, validating our supposition that in-
termingling model-building with diagnostic ses-
sions can replace conventional means of model
elicitation. During the trial's seven weeks, users
ran 157 sessions, 54 of which terminated with
a repair action. Also we counted the number of
diagnostic and model building actions in each
session; the cumulative counts over all sessions,
shown in Figure 3, show the rate of model-
building. Our surrogate for diagnostic steps
were the actions of setting the value of a test
variable. Model building steps (e.g. adding a
cause, test or dependency) out-paced diagnostic
steps, except for a few short intervals near the
end of the trial. We interpret this to imply that
the models had not yet reached saturation by
the trial's end. We would expect that we'd see
the rate of testing surpass the rate of additions
to the model as models continued to mature.
The arcs shown in the created network, Fig-
ure 2, were inferred from the sequence of user
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Figure 2: The bipartite network created in use during the pilot contains 115 test and 82 root cause variables,
connected by 188 dependencies. Causes appear in the top row, and tests in the bottom.
























Figure 3: Model building occurred consistently over
the course of the 157 sessions during the trial, with a
slight decline during the end, and out-pacing the rate of
diagnostic actions, except occasionally towards the end.
actions. The result is to generate a singly con-
nected, network of test and cause pairs with all
causes linked to one common symptom. All arcs
that were not generated in this automatic fash-
ion were added explicitly, using a cause-to-test
linking feature in the interface.
4 Adaptation
In this section we present a method where we
can make improvements to models by incorpo-
rating the results of explicit user feedback from
sessions. There are two types of feedback we
consider, ﬁrst the user's ranking of causes, sec-
ondly of tests. Both types are represented as
cases, serving as constraints to which the model
should conform, as explained in the previous pa-
per, where this consistency condition was pre-
sented:
Deﬁnition 1 (Case Cause-Consistency1). A
model M∗ is cause-consistent with a case j, to
level k, if the list of ordered fault marginals
given the evidence e(j) agrees with the case:
P
(
C(1) | e(j),M∗) ≥ . . . ≥ P (C(k) | e(j),M∗).
A case that raised cause consistency would
occur if, after completing the diagnosis test se-
quence, the diagnostician discovers in the course
of repair that C∗ is the cause of the breakdown,
not the C recommended by the model.
Extending the last paper, we consider an-
other consistency condition that follows from
the user's behavior in selecting tests in a diﬀer-
ent order than the diagnostic ranking provided
by the model.
Deﬁnition 2 (Case Test-Consistency). A
model M∗ is test-consistent with a case j,
to level k, if the list of ordered diagnos-
tic test values MI
(
T (i) | e(j)) for tests T (i)
given the evidence e(j) agrees with the case:
MI
(
T (1) | e(j),M∗) ≥ . . . ≥ MI(T (k) | e(j),M∗).
For example, if, after observing the vector
of evidence e, the diagnostician picks test T ∗
rather than a test T that is ranked with higher
diagnostic value, then the model is inconsistent
with the diagnostician's choice. In the QBD Ap-
plication, diagnosticians cannot indicate an in-
consistency in test selections directly, but incon-
sistencies appear when the highest ranked test
computed by the model with the evidence at
that point in the session sequence is not the one
chosen by the diagnostician. This is can be de-
termined by running the model and comparing
1This is the deﬁnition from (Agosta et al., 2008)
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its recommendations to test actions in the ses-
sion log.
4.1 Modifying the network
If we believe the cases oﬀered by experts that
are inconsistent with the model are correct (and
thus the model is giving the wrong recommenda-
tion), the model can be improved by modifying
it to be consistent with the cases.
Consider the simple case of a four node net-
work, as shown in Figure 4, but with the arc
from C1 to T2 missing, such that the network
is singly connected. The upper layer nodes la-
beled with Cx represent possible causes. The
lower layer nodes labeled Ty represent possible
diagnostic tests. Assume the case where the di-
agnostician ranks T1 higher than T2, in contrast
to the model's ranking, which is the reverse.
Consistency could be restored by either modi-
fying the CPT of T1, since it arbitrates between
the two causes, or, assuming T1 is a Noisy-OR,
symmetric in both causes, exploiting its Inde-
pendence of Causal Inﬂuences property using
T2 to change the balance between causes. The
ﬁrst approach is more direct, and seems most
natural given its role in relating the two causes.
In the opposite case where the diagnostician
ranks T2 higher than T1, in contrast to the
model's ranking, the same options apply, to
change the CPT of either T1 or T2 to restore
consistency. However it may be most natural to
add the arc from C1 to T2, so that T2 is infor-
mative of both causes.
Once the network is multiply connected, such
as the fully connected version in Figure 4, then
intuitions are not so simple about how to modify
the network to achieve consistency, and we pro-
pose a method that resorts to formulating the
problem as a constrained optimization problem.
We show in the next section how this might be
done, and why the constraints being non-convex
make this problem challenging.
4.2 Model Reﬁnement as Optimization
We consider how a test-consistency constraint
may be applied to an existing model by revising
the parameters of the model such that the model
becomes consistent with the case. To elabo-
Figure 4: A bipartite diagnostic Bayes network with
two causes and two tests.
rate our approach for model reﬁnement, we use
the simple diagnostic Bayesian network shown
in Figure 4.
Assume that both causes and tests are
binary variables. The variable c
(x)
i in-
dicates the value for P(Cx = i) whereas
the variable tym|c1c2 indicates the value for
P (Ty = m |C1 = c1, C2 = c2). The tables in
Figure 4 only show half of the CPTs for these
variables for the case where the value of the vari-
able is true.
If a model is inconsistent with a case, it means
that the parameters of this Bayesian network
i.e., the Conditional Probability Tables (CPTs)
are not accurate due to which the ranking of
tests is incorrect. Thus, our goal is to reﬁne
these parameters (or CPTs). If the model is
consistent with a case, we may not need to reﬁne
the parameters, however it is still necessary to
impose a constraint so that future reﬁnements
due to another case do not result in a model that
is inconsistent to a previous case.
Consider the case where an expert chooses
test T1 initially without any evidence. We
express the diagnostic value as mutual in-
formation. Thus the mutual information
MI(C1, C2 |T1) of the causes C1, C2 and test T1
will be higher than that of the causes C1, C2 and
test T2. We can express this information as the
following inequality constraint.
MI(C1, C2 |T1) ≥ MI(C1, C2 |T2) (2)
Writing out the mutual information:
MI(C1 . . . Cn |Ty) = H(C1 . . . Cn)−∑
m∈{T,F}
tymH(C1 . . . Cn|Ty = m), (3)
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where H(C1 . . . Cn) refers to the joint entropy
of the network's causes, computed as follows:
H(C1 . . . Cn) = −
∑
c1,c2∈{T,F}
P(c1, c2) log2 (c1, c2).
(4)
Using Equations 3 and 4, we can rewrite the








P(t2)P (c1, c2 | t2) log2 P (c1, c2 | t2)
(5)
The constraint shown in Equation 5 is non-
linear. This is evident if we use Bayes' theorem
and rewrite the constraint only using the param-


















m|i,j + log2 c
(1)
i + log2 c
(2)
j − log2 k(y)m
]
(6)
In the above equation, k
(y)
m are normalization











The CPTs for the causes are the priors over
those causes. This information can be learned
using historical data as it only relates to the
frequency with which a cause occurs. Thus, we
can exclude this from the set of the parameters
to be learned or reﬁned and restrict ourselves
to the CPTs of the tests, which are of the form
t
(y)
m|i,j in Equation 6.
The above constraint is the simplest possible
version of a network, where there are only two
causes, two nodes and no evidence available. For
more complex networks, the constraints will be
more complicated.
Most signiﬁcantly, this constraint is not con-
vex. It is well-known that entropy is concave,
while mutual information is neither concave nor
convex (Cover and Thomas, 1991). Since our
constraint is a diﬀerence of mutual information
it follows that it is a diﬀerence of two non-convex
functions. There has been previous work on us-
ing EM algorithm with constraints to learn the
parameters of a Bayes network (Niculescu et al.,
2006). However, the constraints considered in
those settings are linear, and thus convex.
This problem is also diﬀerent as unlike tradi-
tional parameter learning problems, we do not
have a lot of data to learn from. Thus, the
traditional objective function of maximizing the
data log likelihood may also not be useful as
it could lead to over-ﬁtting. Finally, we are al-
ready provided an existing model which needs to
be reﬁned rather than a new model learned from
scratch. An alternate approach is to minimize
distance from the original model using a mea-
sure such as an Lp-norm. However, this may not
lead to a robust approach since when the model
is not consistent, the distance measure will force
the reﬁned model to be at a corner point of the
new feasible region. Instead, we are interested in
an objective function that forces the parameters
of the reﬁned model to lie in the interior of the
new feasible region, as far as possible from all
the constraint surfaces. In this manner, the re-
ﬁned model is more likely to be consistent with
any future constraints. Currently we are inves-
tigating the use of KL-divergence as a possible
objective function that can help us achieve this
goal.
5 Conclusion
The results presented in this paper show over-
whelming beneﬁts from employing an implemen-
tation of a QBD Application; beneﬁts that out-
weighed costs by orders of magnitude, and made
a material diﬀerence in the factory's estimated
ﬁnancial performance. One may wonder what
this is attributable to, given the simplicity of the
models and their lack of maturity, being created
in the course of the trial. The answer is that the
success of the trial relied on success in all three
areas, ﬁnancial, organizational and human in-
terface. The lessons learned from this trial are
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several:
1. Diagnostic applications have a natural ap-
plication in improving equipment eﬃciency.
In capital-intensive companies, improving
capital eﬃciency justiﬁes such applications
since these savings dwarf those in other ar-
eas such as direct costs of labor and mate-
rials.
2. Lean manufacturing principles pave the
way for introducing technology to improve
eﬃciency, by making it clear to the organi-
zation where the technology ﬁts. Manage-
ment in the organization views the applica-
tion as a way to capture and share tribal
knowledge for Lean problem solving.
3. A new technology has to make the job eas-
ier for the person who uses it, or else it
will not be adopted. Here the users com-
ments were varied, ranging from no tool
(i.e. computer application) has as comfort-
able a user interface as QBD; to critical:
System design still needs improvement to
simplify usage and (It) Would be best if
system was integrated into existing tools.
It is well known that working in a domain
is facilitated by agreeing on a common, famil-
iar vocabulary with the domain expert. Analo-
gously, adopting a standard work-ﬂow from the
way that the client believes the diagnostic task
should be performed, as the application work-
ﬂow is also key to the application's acceptance.
Knowledge elicitation methods recognize the im-
portance of process and task analysis (Schreiber
et al., 2000). Ours is a stronger statement, that
the process steps incorporated in the application
adopt the normative model that the organiza-
tion uses.
In addition to the validation of the applica-
tion, the trial identiﬁed areas for future work.
The plan for the current software is to improve
the interface and integration into existing soft-
ware systems, and prove these changes in ad-
ditional trials. Also the trial revealed other
places where user actions may be used as in-
put for the automated learning methods we are
developing to improve the model, for instance
Test-Consistency. Furthermore we are also con-
sidering the applicability of QBD to other di-
agnostic problem solving tasks, and to extend
the method with test and repair costs and with
replacement and repair actions, in a dynamic
model.
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Abstract
Lifted belief propagation (LBP) can be extremely fast at computing approximate marginal
probability distributions over single variables and neighboring ones in the underlying
graphical model. It does, however, not prescribe a way to compute joint distributions
over pairs, triples or k-tuples of distant random variables. In this paper, we present an
algorithm, called conditioned LBP, for approximating these distributions. Essentially, we
select variables one at a time for conditioning, running lifted belief propagation after
each selection. This naive solution, however, recomputes the lifted network in each step
from scratch, therefore often canceling the benefits of lifted inference. We show how to
avoid this by efficiently computing the lifted network for each conditioning directly from
the one already known for the single node marginals. Our experimental results validate
that significant efficiency gains are possible and illustrate the potential for second-order
parameter estimation of Markov logic networks.
1 Introduction
There has been much recent interest in meth-
ods for performing lifted probabilistic inference,
handling whole sets of indistinguishable objects
together, see e.g. (Milch et al., 2008; Sen et
al., 2009) and references in there. Most of
these lifted inference approaches are extremely
complex, so far do not easily scale to realis-
tic domains and hence have only been applied
to rather small artificial problems. A remark-
able exception are lifted versions of belief prop-
agation (Singla and Domingos, 2008; Kersting
et al., 2009). They grouped together random
variables that have identical computation trees
but now run a modified belief propagation (BP)
on the resulting lifted, i.e., clustered network.
Being instances of BP, they can be extremely
fast at computing approximate marginal prob-
ability distributions over single variable nodes
and neighboring ones in the underlying graph-
ical model. Above all, they naturally scale to
realistic domain sizes. Despite their success,
however, lifted BP approaches do not provide a
prescription to compute joint probabilities over
pairs of non-neighboring variables in the graph.
When the underlying graphical model is a tree,
there is a single chain connecting any two nodes,
and dynamic programming techniques might be
developed for efficiently integrating out the in-
ternal variables. When cycles exist, however, it
is not clear what approximate procedure is ap-
propriate. The situation is even more frustrat-
ing when computing marginals over triples or
k-tuples of distant nodes. As for the non-lifted
case, sophisticated exact lifted inference algo-
rithms are only tractable on rather small mod-
els and do not scale to realistic domain sizes. It
is precisely this problem that we are addressing
in this paper, that is we are interested in ap-
proximate lifted inference algorithms based on
the conditioning idea that scale to realistic do-
main sizes. Specifically, we present conditioned
LBP (CLBP), a scalable lifted inference algo-
rithm for approximate inference based on con-
ditioning. Essentially, we select variables one
at a time for conditioning and run lifted be-
lief propagation after each selection. This naive
solution, however, recomputes the lifted net-
work in each step from scratch, therefore often
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canceling the benefits of lifted inference. We
show how to avoid this by efficiently comput-
ing the lifted network for each conditioning di-
rectly from the one already known for the sin-
gle node marginals. There has been some prior
work for related problems. Delcher et al. (1996)
propose a data structure that allows efficient
queries when new evidence is incorporated in
singly connected Bayesian networks and Acar
et al. (2008) present an algorithm to adapt the
model to structural changes using an extension
of Rake-and-Compress Trees. The only lifted
inference approach we are aware of is the work
by Nath and Domingos (2010) that was inde-
pendently developed in parallel. The authors
essentially simulate their lifting procedure for a
set of changed variables, obtaining the adapted
lifted network.
We also consider the problem of determining
the best variable to condition on in each itera-
tion to stay maximally lifted over all iterations
and propose a simple heuristic. Our experimen-
tal evaluation including experiments on second-
order parameter estimation for Markov logic
networks (Richardson and Domingos, 2006)
shows that significant efficiency gains are ob-
tainable compared to naively running (lifted)
BP in each iteration. CLBP may also have fu-
ture applications in more advanced relational
learning tasks such as active learning.
We proceed as follows. We start off by briefly
reviewing LBP. Then, we introduce CLBP,
prove its soundness, and touch upon the prob-
lem of determining the best variable to condi-
tion on at each level of recursion. Before con-
cluding, we present the results of our experi-
mental evaluation.
2 Lifted Belief Propagation
Let X = (X1, X2, . . . , Xn) be a set of n discrete-
valued random variables each having d states,
and let xi represent the possible realizations of
random variable Xi. Graphical models com-
pactly represent a joint distribution over X as
a product of factors (Pearl, 1991), i.e.,
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Figure 1: (Top) An example for a factor graph
— a chain graph model with n+1 nodes — with
associated potentials. Circles denote variables,
squares denote factors. (Bottom) Supernodes,
indicated by the shades of the original nodes,
produced by repeatedly clamping nodes, indi-
cated by ”c”,on a chain graph model with n+ 1
nodes. Factors have been omitted. The con-
ditioning order is pi = {2, 1, 3, 4, . . . , n − 2, n −
1, n + 1, n}. After clamping X2 all subsequent
LBP runs work on the fully grounded network.
Each factor fk is a non-negative function of a
subset of the variables xk, and Z is a normal-
ization constant. If P (X = x) > 0 for all
joint configurations x, the distribution can be
equivalently represented as a log-linear model:
P (X = x) = Z−1 exp [
∑
iwi · gi(x)], where the
features gi(x) are arbitrary functions of (a sub-
set of) the configuration x. Each graphical
model can be represented as a factor graph.
A factor graph, cf. Fig 1 (top), is a bipar-
tite graph that expresses the factorization struc-
ture of the joint distribution. It has a variable
node (denoted as a circle) for each variable Xi,
a factor node (denoted as a square) for each fk,
with an edge connecting variable node i to fac-
tor node k if and only if Xi is an argument of fk.
We assume one factor fi(x) = exp [wi · gi(x)]
per feature gi(x).
An important (#P-complete) inference task
is to compute the conditional probability of vari-
ables given the values of some others, the evi-
dence, by summing out the remaining variables.
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The belief propagation (BP) algorithm is an ef-
ficient way to solve this problem that is exact
when the factor graph is a tree, but only ap-
proximate when the factor graph has cycles. Al-
though this loopy BP has no guarantees of con-
vergence or of giving the correct result, in prac-
tice it often does, and can be much more effi-
cient than other methods. BP can be elegantly
described in terms of sending messages within
a factor graph. The message from a variable X




where nb(X) is the set of factors X appears in.








where nb(f) are the arguments of f , and the
sum is over all of these except X, denoted as
¬{X}. The messages are usually initialized to
1, and the unnormalized belief of each variable





Evidence is incorporated by setting f(x) = 0 for
states x that are incompatible with it. Different
schedules may be used for message-passing.
Although already quite efficient, many graph-
ical models produce factor graphs with a lot of
symmetries not reflected in the graphical struc-
ture. Consider the factor graph in Fig. 1(top).
The associated potentials are identical. Lifted
BP (LBP) can make use of this fact. It essen-
tially performs two steps: Given a factor graph
G, it first computes a compressed factor graph
G and then runs a modified BP on G. We use
fraktur letters such as G, X, and f to denote the
lifted, i.e., compressed graphs, nodes, and fac-
tors. For the present paper, only the first step
is important, which we will now briefly review.
Step 1 of LBP — Lifting by Color-
Passing (CP): Let G be a given factor graph
with variable and factor nodes. Initially, all
variable nodes fall into d + 1 groups (one or
more of these may be empty) — known states
s1, . . . , sd, and unknown — represented by col-
ors. All factor nodes with the same associated
potentials also fall into one group represented
by a shade. Now, each variable node sends a
message to its neighboring factor nodes saying
“I am of color C”. A factor node sorts the in-
coming colors into a vector according to the or-
der the variables appear in its arguments. The
last entry of the vector is the factor node’s own
color. This color signature is sent back to the
neighboring variables nodes, essentially saying
“You have communicated with these kinds of
nodes”. The variable nodes stack the incoming
signatures together and, hence, form unique sig-
natures of their one-step message history. Vari-
able nodes with the same stacked signatures are
grouped together, and a new color is assigned to
each group. The factors are grouped in a similar
fashion based on the incoming color signatures
of neighboring nodes. This CP process is iter-
ated until no new colors are created anymore.
As the effect of the evidence propagates through
the factor graph, more groups are created. The
final lifted graph G is constructed by grouping
nodes (factors) with the same color (signatures)
into supernodes (superfactors). Supernodes (su-
perfactors) are sets of nodes (factors) that send
and receive the same messages at each step of
carrying out BP on G and form a partition of
the nodes in G. On this lifted network, LBP
runs an efficient modified BP (MBP). We refer
to (Singla and Domingos, 2008; Kersting et al.,
2009) for details.
3 Lifted Conditioning
We are often faced with the problem of repeat-
edly answering slightly modified queries on the
same network. Consider e.g. computing a joint
distribution P (X1, X2, . . . , Xk) using LBP. A
simple method is the following conditioning pro-
cedure that we call conditioned LBP (CLBP).
Let pi define a conditioning order on the nodes,
i.e., a permutation on the set {1, 2, . . . , k} and
its i-th element be denoted as pi(i). The sim-
plest one is pi(i) = i. Now, we select variables
one at a time for conditioning, running LBP
after each selection, and combine the resulting
marginals. More precisely,
1. Run LBP to compute the prior distribution
P (Xpi(1)).
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2. Clamp Xpi(1) to a specific state xpi(1). Run
LBP to compute the conditional distribu-
tion P (Xpi(2)|xpi(1)).
3. Do this for all states of Xpi(1) to
obtain all conditional distributions
P (Xpi(2)|Xpi(1)). The joint distri-
bution is now P (Xpi(2), Xpi(1)) =
P (Xpi(2)|Xpi(1)) · P (Xpi(1)).
By iterating steps 2) and 3) and
employing the chain rule we have
P (X1, . . . , Xk) = P (Xpi(1), . . . , Xpi(k)) =∏k
i=1 P (Xpi(i)|Xpi(i−1), . . . , Xpi(1)) . CLBP is
simple and even exact for tree-structured
models. Indeed, it is common to apply (L)BP
to graphs with cycles as well. In this case
the beliefs will in general not equal the true
marginals, but often provide good approxi-
mations in practice. Moreover, Welling and
Teh (2003) report that conditioning performs
surprisingly well in terms of accuracy for
estimating the covariance1. In the lifted case,
however, the naive solution of repeatedly
calling LBP may perform poorly in terms of
running time. We are repeatedly answering
slightly modified queries on the same graph.
Because LBP generally lacks the opportunity
of adaptively changing the lifted graph and
using the updated lifted graph for efficient
inference, it is doomed to lift the original
model in each iteration again from scratch.
Each CP run scales O(n · m) where n is the
number of nodes and m is the length of the
longest path without loop. Hence, CLBP
essentially spends O(k · n · m) time just on
lifting. Moreover, in contrast to the proposi-
tional case, the conditioning order has an effect
on the sizes of the lifted networks produced
and, hence, the running time of MBP. It may
even cancel out the benefit of lifted inference.
Reconsider our chain example2 from Fig. 1.
Fig. 1(bottom) sketches the lifted networks
1The symmetrized estimate of the covariance matrix
is typically not positive semi-definite and marginals com-
puted from the joint distributions are often inconsistent
with each other.
2When the graph is a chain or a tree there is a sin-
gle chain connecting any two nodes and LBP together
with dynamic programming can be used to efficiently
produced over time when using the conditioning
order pi = {2, 1, 3, 4, . . . , n − 2, n − 1, n + 1, n}.
As one can see, clamping X2 dooms all sub-
sequent iterations to run MBP on the fully
grounded network, canceling the benefits
of lifted inference. In contrast, the order
pi = {1, n+ 1, 2, n, . . . , n/2− 1} produces lifted
and fully grounded networks alternatingly, the
best we can achieve for chain models. We now
address both issues.
Shortest-Paths Lifting: Consider the sit-
uation depicted in Fig. 2. Given the network
in (A) and the prior lifted network, i.e., the
lifted network when no evidence has been set
(B), we want to compute P (X|x3) as shown in
(C). To do so, it is useful to describe BP in
terms of its computation tree (CT), see e.g. (Ih-
ler et al., 2005). The CT is the unrolling of
the (loopy) graph structure where each level
i corresponds to the i-th iteration of message
passing. Similarly we can view CP, i.e., the
lifting procedure as a colored computation tree
(CCT). More precisely, one considers for every
node X the computation tree rooted in X but
now each node in the tree is colored according
to the nodes’ initial colors, cf. Fig. 2(bottom).
Each CCT encodes the root nodes’ local com-
munication patterns that show all the colored
paths along which node X communicates in the
network. Consequently, CP groups nodes with
respect to their CCTs: nodes having the same
set of rooted paths of colors (node and factor
names neglected) are clustered together. For
instance, Fig. 2(A) shows the CCTs for X3 and
X5. Because their set of paths are different, X3
and X5 are clustered into different supernodes
as shown in Fig. 2(B). The prior lifted network
can be encoded as the vector l = (0, 0, 1, 1, 0, 0)
of node colors. Now, when we clamp a node,
say X3, to a value x3, we change the communi-
cation pattern of every node having a path to
X. Specifically, we change X3’s (and only X3’s)
color in all CCTs X3 is involved. This is illus-
trated in Fig. 2(B). For the prior lifted network,
the dark and light nodes in Fig. 2(B) exhibit the
integrate out the internal variables. When cycles exist,
however, it is unclear what approximate procedure is ap-
propriate.


















(B) Lifted model - no evidence
Examples of colored computation trees
































(D) Shortest Path Distances
X1 X2 X3 X4 X6 X6
X1 0 2 1 2 3 3
X2 2 0 1 2 3 3
X3 1 1 0 1 2 2
X4 2 2 1 0 1 1
X5 3 3 2 1 0 1




Figure 2: (A): Original factor graph. (B): Prior lifted network, i.e., lifted factor graph with no
evidence. (C): Lifted factor graph when X3 is set to some evidence. Factor graphs are shown (top)
with corresponding colored computation trees (bottom). For the sake of simplicity, we assume
identical factors (omitted here). Ovals denote variables/nodes. The shades in (B) and (C) encode
the supernodes. (D): Shortest-path distances of the nodes. The i-th row will be denoted di.
same communication pattern in the network.
Consequently, X3 appears at the same positions
in all corresponding CCTs. When we now in-
corporate evidence on node X3, we change its
color in all CCTs as indicated by the ”c” in
Figs. 2(B) and (C). This effects nodes X1 and
X2 differently than X4 respectively X5 and X6
for two reasons: (1) they have different com-
munication patterns as they belong to different
supernodes in the prior network; more impor-
tantly, (2) they have different paths connecting
them to X3 in their CCTs. The shortest path is
the shortest sequence of factor colors connect-
ing two nodes. Since we are not interested in
the paths but whether the paths are identical
or not, these sets might as well be represented
as colors. Note that in Fig. 2 we assume iden-
tical factors for simplicity. Thus in this case
path colors reduce to distances. In the general
case, however, we compare the paths, i.e. the
sequence of factor colors.
We only have to consider the vector d3 of
shortest-paths distances to X3, cf. Fig. 2(D),
and refine the initial supernodes correspond-
ingly. Recall that the prior lifted network can
be encoded as the vector l = (0, 0, 1, 1, 0, 0)
of node colors. This is equivalent to (1)
l ⊕ d3, the element-wise concatenation of
two vectors, and (2) viewing each resulting
number as a new color. (0, 0, 1, 1, 0, 0) ⊕
(1, 1, 0, 1, 2, 2) =(1) (01, 01, 10, 11, 02, 02) =(2)
(0, 0, 1, 2, 3, 3), the lifted network for P (X|x3)
as shown in Fig. 2(C). Thus, we can directly
update the prior lifted network in linear time
without taking the detour through running CP
on the ground network. Now, let us compute
the lifted network for P (X|x4, x3). Essentially,
we proceed as before: compute l ⊕ (d3 ⊕ d4).
However, the resulting network might be sub-
optimal. It assumes x3 6= x4 and, hence, X3
and X4 cannot be in the same supernode. For
x4 = x3, they could be placed in the same
supernode, if they are in the same supernode
in the prior network. This can be checked by
d3d4, the element-wise sort of two vectors. In
our case, this yields l ⊕ (d3  d4) = l ⊕ l = l:
the prior lifted network. In general, we compute
l ⊕ (⊕s(⊕v ds,v)) where ds,v = ⊙i∈s:xi=v di , s
and v are the supernodes and the truth value re-
spectively. For an arbitrary network, however,
the shortest paths might be identical although
the nodes have to be split, i.e. they differ in
a longer path, or in other words, the shortest
paths of other nodes to the evidence node are
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different. Consequently we iteratively apply the
shortest paths lifting. Let SNS denote the su-
pernodes given the set S as evidence. By ap-
plying the shortest path procedure we compute
SN{X1} from SN∅. This step might cause ini-
tial supernodes to be split into newly formed
supernodes. To incorporate these changes in
the network structure the shortest paths lifting
procedure has to be iteratively applied. Thus
in the next step we compute SN{X1}∪ΓX1 from
SN{X1}, where ΓX1 denotes the changed su-
pernodes of the previous step. This procedure
is iteratively applied until no new supernodes
are created. This essentially sketches the proof
of the following theorem.
Theorem 1. If the shortest-path colors
among all nodes and the prior lifted network
are given, computing the lifted network for
P (X|Xi, . . . , X1), i > 0, takes O(i ·n · s), where
n is the number of nodes, s is the number of
supernodes. Running MBP produces the same
results as running BP on the original model.
Proof. For a Graph G = (V,E), when we set
new evidence for a node X ∈ V then for all
nodes within the network the color of node
X in the CCTs is changed. If two nodes
Y1, Y2 ∈ V were initially clustered together
(denoted as sn0(Y1) = sn0(Y2)), i.e. they be-
long to the same supernode, they have to be
split if the CCTs differ. Now we have to
consider two cases: If the difference in the
CCTs is in the shortest path connecting X
with Y1 and Y2, respectively, then shortest-
path lifting directly provides the new cluster-
ing. If the coloring along the shortest paths
is identical the nodes’ CCTs might change in
a longer path. Since sn0(Y1) = sn0(Y2) there
exists a mapping between the paths of the
respective CCTs. In particular ∃Z1, Z2, s.t.
sn0(Z1) = sn0(Z2) from a different supernode,
i.e. sn0(Zi) 6= sn0(Yi), and Y1, . . . , Z1, . . . , X︸ ︷︷ ︸
∆1
∈
CCT (Y1), Y1, . . . , Z2, . . . , X︸ ︷︷ ︸
∆2
∈ CCT (Y2) and
∆1 ∈ CCT (Z1) 6= ∆2 ∈ CCT (Z2) are the re-
spective shortest paths for Z1 and Z2. Thus, by
iteratively applying shortest-path lifting as ex-
plained above, the evidence propagates through
and we obtain the new clustering.
On Finding a Conditioning Order:
Clearly, CLBP will be most efficient for esti-
mating the probability of a joint state when it
produces the smallest lifted networks. This calls
for the task of finding the most efficient3 condi-
tioning order. Here, we provide a generically ap-
plicable strategy based on the nodes’ shortest-
path colors to all other nodes. That is, in each
conditioning iteration, we add that node having
the smallest number of unique paths to all other
nodes and, if possible, is a member of a supern-
ode of one of the already clamped nodes. Intu-
itively, we select nodes that are expected to cre-
ate the smallest number of splits of existing su-
pernodes in each iteration. Therefore, we call it
min-split. Although this increases the running
time — each conditioning iteration now has an
additional O(n2) step — our experiments show
that there are important cases such as comput-
ing pairwise joint marginals where the efficiency
gains achievable due to a better lifting can com-
pensate this overhead.
4 Experimental Evaluation
Our intention here is to illustrate the per-
formance of CLBP compared to naively run-
ning LBP and BP. We implemented CLBP and
its variants in Python and using libDAI li-
brary (Mooij, 2009) and evaluated the algo-
rithms on a number of Markov logic networks.
In our first experiment, we compared CLBP
to naively running LBP, i.e. lifting the net-
work each time from scratch, and BP for com-
puting pairwise probabilities. We generated
the ”Friends-and-Smokers” Markov logic net-
work (Singla and Domingos, 2008) with 2, 5,
10, 15, 20, and 25 people, resulting in networks
ranging from 8 to 675 nodes. The shortest-path
lifting clearly pays out in terms of the total mes-
sages sent (including CP and shortest-path mes-
3This question is different from the more common
question of finding highly accurate orders. The latter
question is an active research area already for the ground
case see e.g. (Eaton and Ghahramani, 2009), and is also
related to the difficult question of convergent BP vari-
ants, see e.g. (Mooij et al., 2007).
















































Figure 3: Pairwise Probability Estimates: (Left) Comparison of the total number of messages
sent for BP, Lifted BP and ”min-split” order CLBP for ”Friends-and-Smokers” MLNs (including
clustering messages for LBP and CLBP). (Right) The Standard Deviation of the error compared
to the exact solution computed using the Junction Tree Algorithm.
sages) as shown in Fig. 3 (left). Moreover, the
accuracy estimates are surprisingly good and
confirm Welling and Teh (2003); Fig. 3 (right)
shows the Standard Deviation of the difference
compared to the exact solution computed us-
ing the Junction Tree (JT). The maximal error
we got was below 10−4. Note, however, that
running JT with more than 20 persons was im-
possible due to memory and time restrictions.
In our second experiment we investigated
CLBP for computing joint marginals. For the
”Friends-and-Smokers” MLN with 20 people
we randomly chose 1, 2, . . ., 10 ”cancer” and
”friends” nodes as query nodes. The joint state
was randomly chosen. The results are averaged
over 10 runs. Fig. 4 shows the cumulative num-
ber of messages (including CP messages). ”Min-
split” is indeed better. By chosing the order
following our heuristic the cumulative number
of supernodes and in turn messages is reduced
compared to a random elimination order.
Finally, we learnt paramters for the ”Friends-
and-Smokers” MLN with 10 perople, maxi-
mizing the conditional marginal log-likelihood
(CMLL). Therefore we sampled 5 data cases
from the joint distribution. We compared con-
jugate gradient (CG) optimization using Polak-
Ribiere with Newton conjugate gradient (NCG)
optimization using the covariance matrix of
MLN clauses computed using CLBP. The gra-
dient was computed as described in (Richard-
son and Domingos, 2006) but normalized by
the number of groundings of each clause. The
results summarized in Fig. 5 confirm that in-
formation about dependencies among clauses is
indeed useful: the second order method exhibits
faster convergence.
5 Conclusion
We presented conditioned lifted BP, the first ap-
proach for computing arbitrary joint marginals
using lifted BP. It relates conditioning to com-
puting shortest-paths. Exploiting this link in
order to establish runtime bounds is an inter-
esting avenue for future work. By combining
lifted BP and variable conditioning, it can read-
ily be applied to models of realistic domain
size. As our results show significant efficiency
gains are obtainable, sometimes order of mag-
nitude, compared to naively running (lifted) BP
in each iteration. An interesting avenue for
future work is to apply CLBP within impor-
tant AI tasks such as finding the MAP assign-
ment, sequential forward sampling, and struc-
ture learning. Furthermore, our results suggest
to develop lifted cutset conditioning algorithms,
see e.g. (Bidyuk and Dechter, 2007), and to lift
Eaton and Ghahrmani’s (2009) fast heuristic
for selecting nodes to be clamped to improve
CLBP’s accuracy.
























Figure 4: Number messages sent for comput-
ing joint marginals of varying size for BP,
















Figure 5: Learning curves for ”Friends-and-
Smokers” MLN. Optimization using clause
covariances shows faster convergence.
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Abstract
The present work analyzes different randomized methods to learn Markov tree mixtures
for density estimation in very high-dimensional discrete spaces (very large number n of
discrete variables) when the sample size (N) is very small compared to n. Several sub-
quadratic relaxations of the Chow-Liu algorithm are proposed, weakening its search proce-
dure. We first study na¨ıve randomizations and then gradually increase the deterministic
behavior of the algorithms by trying to focus on the most interesting edges, either by
retaining the best edges between models, or by inferring promising relationships between
variables. We compare these methods to totally random tree generation and randomiza-
tion based on bootstrap-resampling (bagging), of respectively linear and quadratic com-
plexity. Our results show that randomization becomes increasingly more interesting for
smaller N/n ratios, and that methods based on simultaneously discovering and exploiting
the problem structure are promising in this context.
1 Introduction
Directed probabilistic graphical models encode
a joint distribution over a set of variables by
a product of conditional probability distribu-
tions, one for each variable conditionally to its
parents in the directed graph. These models
may be learned from data and used to perform
probabilistic inferences over the encoded distri-
bution (Pearl, 1986). However, exact inference
and learning with such models are both NP-
hard, unless the skeleton of the graph is con-
strained (Cooper, 1990). Existing learning al-
gorithms are not scalable to high dimensional
spaces because of their excessive computational
complexity (Auvray and Wehenkel, 2002).
Markov Trees are an interesting subclass of
directed graphical models, whose skeletons are
acyclic and for which each node of the graph
has (at most) one parent. With Markov trees,
the computational complexity of probabilistic
inference and parameter learning are linear in
the number of variables (Pearl, 1986). Fur-
ther, Markov tree structures may be learned
efficiently by the Chow-Liu algorithm (Section
3.1), quadratic in the number of variables.
While Markov trees impose strong modeling
restrictions, mixtures of Markov trees can rep-
resent a much wider (actually unlimited) class
of probability densities than single Markov trees
while retaining their interesting computational
properties in terms of inference (Meila and Jor-
dan, 2000), making these models attractive for
scaling graphical models to high-dimensional
problems. As a matter of fact, these simple
graphical models were used for these reasons,
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in order to build optimized mixtures of mod-
els for probability density estimation (Meila
and Jordan, 2000) by using an expectation-
minimization algorithm.
In supervised learning, a generic framework
which has led to many fruitful innovations is
called “Perturb and Combine”. Its main idea
is to on the one hand perturb in different ways
the optimization algorithm used to derive a pre-
dictor from a dataset and on the other hand to
combine in some appropriate fashion an ensem-
ble of predictors obtained by multiple iterations
of the so perturbed search algorithm. This ap-
proach may in particular lead to a strong re-
duction in variance (Breiman, 1996). It was
first explored for probability density estimation
in (Ammar et al., 2008) by comparing vari-
ous kinds of large ensembles of simple graphical
models in the form of Markov Trees.
The above mentioned algorithms for learn-
ing mixtures of Markov trees use the Chow-
Liu algorithm (Chow and Liu, 1968). However,
since this algorithm is quadratic in the num-
ber of variables, these methods do not scale
well to very high-dimensional problems, with
thousands or even millions of variables. Thus,
(Schnitzler et al., 2010; Ammar et al., 2010)
tried to investigate mixtures of models learned
by using various randomized versions of the
Chow-Liu algorithm, with the aim of reduc-
ing the computational complexity below the
quadratic level, and simultaneously improving
accuracy in small (i.e. realistic) sample size con-
ditions by variance reduction. The aim of the
present paper is to analyse these methods and
compare their results in the same framework.
The rest of the paper is organized as follows.
We describe tree models and models of mixtures
of trees more formally in section 2, and state in
section 3 the different tree mixture learning al-
gorithms that we want to analyse. We explain
and discuss our empirical evaluation of these al-
gorithms in section 4, before concluding.
2 Mixtures of Markov trees
Let X = {X1, . . . , Xn} be a finite set of dis-
crete random variables, and D = (x1, · · · , xN )
be a sample (we will use the term “dataset”
to denote it) of joint observations xi =
{xi1, · · · , xin} independently drawn from some
data-generating density PG(X1, . . . , Xn).
A mixture distribution PTˆ (X1, . . . , Xn) in-
duced by a multiset Tˆ = {T1, . . . , Tm} of m
Markov trees is defined as a convex combina-





where µi ∈ [0, 1],
∑m
i=1 µi = 1, and PTi(X) is
the probability density over X encoded by the
graphical model composed of the Markov tree
structure Si and its parameter set θ˜i :




where PaSi(Xp) is the parent variable of Xp in
the tree structure Si.
Several versions of Markov tree mixtures were
studied in (Ammar et al., 2009; Ammar et al.,
2008) as an alternative to classical methods
of density estimation in the context of high-
dimensional spaces and small datasets: mix-
tures of tree structures generated in a totally
randomized fashion with linear complexity in
the number of variables and ensembles of opti-
mal trees derived from bootstrap replicas of the
dataset by the Chow and Liu algorithm (Chow
and Liu, 1968) (i.e. bagging of Markov trees).
Other studies tried to relax the Chow-Liu al-
gorithm to reduce its computational complexity
while maintaining its accuracy (Schnitzler et al.,
2010; Ammar et al., 2010). In the present work
we analyze these methods in terms of computa-
tional complexity, accuracy, and running time,
within a same framework.
3 Panel of learning algorithms
Algorithm 1 describes our general methodology
to learn a mixture of m Markov trees from a
dataset D.
It may be declined by using different variants
of the three subroutines it uses, namely Build-
MarkovTreeStructure, LearnPars, and Comp-
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Weights. In this paper we focus on the ef-
fect of varying only the first one, used to in-
fer the structures Si of the mixture terms.
Next, we describe the different versions of Build-
MarkovTreeStructure that we have considered
in our study. We start by describing the origi-
nal Chow-Liu method.
Algorithm 1 (Learning a Markov tree mixture).
1. Repeat for i = 1, · · · ,m:
(a) Si = BuildMarkovTreeStructure(D)
(b) θ˜i = LearnPars(Si, D)









This algorithm learns a Markov tree structure
maximizing the likelihood of the training set
(Chow and Liu, 1968). Its principle is described
by Algorithm 2. It can be decomposed in two
steps : Step 1. computes from the dataset the
maximum likelihood estimates of the mutual in-
formations between each pair of variables to fill
an n × n symmetrical matrix (MI); Step 2.
searches for a maximum weight spanning tree
(MWST) in this matrix (e.g. Kruskal’s algo-
rithm (Cormen et al., 2001), used here).
Algorithm 2 (Chow-Liu algorithm).
1. MI = [0]n×n; Repeat for k = 1, · · · , n:
Repeat for j = k + 1, · · · , n:
i. MI[k, j] = CompMI(Xk, Xj , D);
ii. MI[j, k] =MI[k, j].
2. S = CompKruskal(MI); Return S.
The first step requires O(n2N) computations,
while the second has a complexity of E log(E)
with E the number of considered edges. In the
Chow-Liu algorithm E = n(n − 1)/2, so this
second complexity becomes O(n2 log(n2)).
3.2 Randomized edge sampling
To reduce the complexity of the Chow-Liu al-
gorithm, we propose to apply the Perturb and
Combine principle by learning each model from
an incomplete matrix MI.
The random edge sampling algorithm per-
forms this by randomly selecting a subset of a
priori fixed size K of different pairs of variables
according to a uniform distribution. These
terms are used to partially fill the matrix MI
used as input to the MWST algorithm. Algo-
rithm 3 describes this procedure.
Algorithm 3 (randomized edge sampling).
1. MI = [0]n×n ; Repeat for k = 1, · · · ,K:
(a) Draw new random pair (i1, i2) ∈ {1, . . . , n}2;
(b) MI[i1, i2] = CompMI(Xi1 , Xi2 , D);
(c) MI[i2, i1] =MI[i1, i2].
2. S = CompKruskal(MI); Return S.
The complexity of Algorithm 3 is loglinear
in the number K of edges drawn. Notice that
the tree structure that it infers may be discon-
nected, and that its dependence on the dataset
is increasing with the value of K. We will re-
port in this paper simulations and results for
two values of the parameter : K = n log(n)
considered in (Ammar et al., 2010), and K =
0.33n(n − 1)/2. The first value allows a to-
tal complexity of n log(n) log(n log(n)), which is
sub-quadratic and very close to the quasi-linear.
The second corresponds approximately to the
edges sampled by the method described in the
next section.
3.3 Randomized vertex clustering
Another idea to weaken the Chow and Liu pro-
cedure was proposed by (Schnitzler et al., 2010).
This method is a less na¨ıve approach to sam-
pling the matrix MI, which targets potentially
interesting (i.e. of large weight) edges. Algo-
rithm 4 details this two-step process, that first
builds a local structure of the problem, and then
focuses on pairs of variables located close to
each other in that structure.
The first step consists in an approximate on-
line clustering of the variables based on their
mutual information, inspired by leader cluster-
ing (a cluster Cp is represented by its leader
Lp). As illustrated in figure 1, a sequence C of
clusters is created until all variables belong to
one. The construction of a cluster Cp is based
on two thresholds on mutual information: one
cluster-threshold (MIC) and one neighborhood-
threshold (MIN ). The cluster is built by com-
paring the mutual information of each remain-
ing unclustered variable to the new leader (Lp,
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(a) First a leader (here X5)
is chosen at random and
compared to all 12 other
variables.
(b) Next, the 1st cluster
is built. Here it is made
of 5 members and has one
neighbor.
(c) The 2nd leader (X13,
the farthest from X5) is
compared only to 7 vari-
ables.
(d) Final result, after 4 it-
erations. All edges con-
sidered are kept for the
MWST inference.
Figure 1: Illustration of the vertex clustering algorithm.




unclustered variable X is identified as:
1. member of Cp, if MI(X,Lp) > MIC ,
2. neighbor of Cp, if
MIC >MI(X,Lp) > MIN ,
3. not related to Cp, otherwise.
Setting those thresholds can be seen as ex-
cluding potentially independent variables. This
exclusion rate can be controlled, since the maxi-
mum likelihood estimate of the mutual informa-
tion for two independent variables asymptoti-
cally follows a χ2 law. In this work, its per-
centile 0.5 (respectively 5) was used for MIC
(MIN ).
Algorithm 4 (Vertex Clustering).
1. V = X ; C = ∅; MI = [0]n×n; Repeat until V = ∅:
(a) L = GetNewLeader(V, C);
(b) C,MI +=MakeCluster(L,V,MIN ,MIC).
2. nbClusters = size(C);
Repeat for p = 1, · · · , nbClusters:
(a) Repeat for i1, i2 : Xi1 , Xi2 ∈ Cp:
i. MI[i1, i2] = CompMI(Xi1 , Xi2 , D);
ii. MI[i2, i1] =MI[i1, i2].
(b) Repeat ∀q < p : Cq ∈ Neibhors(Cp):
Repeat for i1, i2 : Xi1 ∈ Cp, Xi2 ∈ Cq:
A. MI[i1, i2] = CompMI(Xi1 , Xi2 , D);
B. MI[i2, i1] =MI[i1, i2].
3. S = CompKruskal(MI); Return S.
In the second step of the algorithm, the mu-
tual information of all potentially interesting
pairs (Xi, Xj) are computed and used as edge-
weights for the MWST algorithm. Interesting
pairs (a) are in the same cluster or (b) span
two neighboring clusters, i.e one variable of one
cluster is a neighbor of the other cluster. In ad-
dition, all edges evaluated during the clustering
process are used as candidate edges.
The complexity of this algorithm is between
linear and quadratic in the number of variables,
depending on the numerical values of MIC and
MIN and the problem structure.
3.4 Inertial search heuristic
This algorithm (Ammar et al., 2010) for com-
puting a sequence of sub-optimal MWST was
designed to improve the base method from sec-
tion 3.2. In this work we also apply it to the
vertex clustering algorithm (section 3.3).
The inertial method takes advantage of the
Markov tree structure Si−1 built in the previ-
ous iteration to partially fill the new MIi ma-
trix. The weights (recomputed in case boot-
strap copies of the dataset are used) of the edges
of the Markov tree built at the previous itera-
tion i− 1 are first written in the MIi matrix of
the current iteration i, and a new set of edges
generated by the base method (either at random
or by vertex clustering) is inserted afterwards.
This is described by Algorithm 5.
The complexity of this method is similar to
the base method.
Algorithm 5 (Inertial research procedure).
1. MIi = [0]n×n ;
Repeat for k = 1, · · · , nbEdges(Si−1):
(a) (i1, i2) = GetIndices(GetEdge(Si−1, k));
(b) MIi[i1, i2] = CompMI(Xi1 , Xi2 , D);
(c) MIi[i2, i1] =MIi[i1, i2].
2. Repeat for k = 1, · · · , nbEdges(BaseMethod):
(a) (i1, i2) = indices of edge k from BaseMethod;
(b) MIi[i1, i2] = CompMI(Xi1 , Xi2 , D);
(c) MIi[i2, i1] =MIi[i1, i2].
3. Si = CompKruskal(MIi); Return Si.
Ammar et al. 21
3.5 Other variants
Two other variants (baselines) were also consid-
ered, namely random trees and bagging.
The first one draws a tree structure totally at
random (i.e. independently from the dataset)
through the use of Pru¨fer lists. Complexity is
linear in n (Ammar et al., 2008).
Bagging can also be used to increase random-
ization in a given method, by supplying a boot-
strap replica of the original dataset to any tree-
structure learning algorithm. This may actually
be quite productive in order to randomize tree
structures (see the results below). However, as
far as accuracy is concerned, it turns out to be
preferable to use the full dataset for parame-
ter estimation of each Markov tree generated
by this method (Schnitzler et al., 2010).
4 Empirical simulations
We apply the algorithm variants described in
Section 3 to synthetic problems to assess their
performance. We carried out repetitive exper-
iments for different data-generating (or target)
densities as described in Section 4.1; our results
are reported in Section 4.2.
4.1 Experimental protocol
We present here results obtained on 10 differ-
ent target distributions over n = 1000 binary
variables, and we report them for mixtures and
datasets of various sizes.
Target density generation Target densities
are synthetic distribution factorizing according
to a general directed acyclic graph structure.
These models (structure and parameters) are
generated by the algorithm described in (Am-
mar et al., 2008).
Datasets We focus our analysis on rather
small datasets (N = 100, 250, 1000) with re-
spect to the number n = 1000 of variables.
This replicates the usual situation in high-
dimensional problems, which are the motivation
of this work. For each considered sample size
and for each target distribution, we generate 5
different datasets.
Mixture learning For a given dataset, and
for a given tree structure learning algorithm,
we apply the mixture learning algorithm (Algo
1) by generating ensemble models of growing
sizes (m = 1,m = 10, . . . ,m = 150) in order to
appraise the effect of the ensemble size on the
quality of the resulting model.
In all our simulations, the parameters of
the Markov tree models are learned from the
dataset by maximum a posteriori estimation us-
ing uniform Dirichlet priors.
In our empirical tests we have always
weighted the individual terms uniformly (i.e.
µ = 1/m in Algorithm 1).
Accuracy evaluation We assess the qual-
ity of each generated mixture by the Kullback-
Leibler divergence (Kullback and Leibler, 1951),
an asymmetric measure of similarity of a given
distribution PTˆ to a target distribution PG, de-
fined by









Since screening all 21000 configurations of X
is not possible, we estimate this quantity by
Monte Carlo using a random sample of config-
urations generated according to PG:









In this work, we generated for each data-
generating distribution and each learning algo-
rithm a fixed set of 50000 samples, which is then
used for the Monte Carlo estimation of DKL of
the models produced by the algorithm applied
to the datasets issued from this distribution and
with a growing number of mixture terms m.
4.2 Results and discussion
Table 1 describes the algorithm variants that
we have evaluated, recalls their computational
complexities, and also gives indications of their
relative computing times in our implementa-
tion. The performances of these algorithms in
terms of accuracy (DKL estimates) are reported
in Figures 2 and 3. As reference method we use
the Chow and Liu single tree method (denoted
by CL in the table and figures).
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Table 1: In the names of the algorithms we study, D means no alteration to the dataset and B
the use of bootstrap replica. m,n,K stand for the number of terms in the mixture, of variables
and of sampled pairs of variables. U emphasizes the fact that we are using uniform weights in the
mixture. (CPU times are given for n = 1000 variables)
Name Tree generation Dataset Complexity running time (one tree)
MTU random D mn 0.0017
ESBU rand. Edge Samp. B mK log(K) 0.02
ESDU rand. Edge Samp. D mK log(K) 0.02
IESBU Inertial Edge Samp. B mK log(K) 0.02
IESDU Inertial Edge Samp. D mK log(K) 0.02
IESDU% Inertial Edge Samp. D (K = 165000) 0.72
VCDU Vert. Clust D up to mn2 log(n) 0.92
IVCDU Inertial Vert. Clust D up to mn2 log(n) 0.92
CL Chow-Liu D n2 log(n) 1
CLBU Chow-Liu B mn2 log(n) 1










































































Figure 2: Average performance of the algorithms described in Table 1 on 5 target distributions of
1000 variables times 10 datasets, with sample sizes decreasing.
Figures 2(a) and 3 display the resulting DˆKL
values for growing mixture sizes m on datasets
of 1000 samples. From Fig. 2(a) we observe
that vertex clustering (VCDU) seems far better
than random edge sampling (ESDU).
The comparison is however not fair, because
VCDU samples approximately 33% of all edges
at each iteration, and ESDU only 1.4%. To pro-
vide a more accurate comparison, the latter was
modified (ESDU%, in Figure 3 and Table 1) to
use the same number of edges than VCDU. The
results exposed in Figure 3 with this setting con-
firm that VCDU is also superior to ESDU%.
The inertial heuristic can be used to enhance
both methods (IESDU, IVCDU) with nearly no
additional complexity cost (see Table 1), leading
to an increase in the improvement rate with the
size of the model. Figures 2(a) and 2(b) show
that IVCDU converges to a model slightly bet-
ter than the CL tree (the best edges have been
found, so the optimal tree is always learned),
while the inertial randomized methods (IRB
and IRS) with a complexity close to quasi-linear
tend to approach CL when the number of mix-
ture components grows and surpasses IVCDU
which complexity is higher.
The same convergence can be observed for
IESDU% (IESDU on 33% of edges instead of
1.4%) in Fig. 3, which also converges to the CL
tree, albeit slower than IVCDU.
ESDU is degraded by the use of bagging
(ESBU), and both methods yield performance
only slightly better than random structures
(MTU). We therefore conjecture that the low
quality (as opposed to the low number) of edges
used in ESDU introduces too much randomiza-
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Figure 3: A comparison between vertex cluster-
ing and random edge sampling methods, where
the latter are modified to use the same number
of edges than the first, shows that vertex clus-
tering is still clearly superior. (1000 samples)
tion to benefit from bagging. Indeed, when the
quality of the edges considered increases over
time (IESDU) bagging actually ameliorates the
method. This hints towards that considering
the use of bagging methods with CL trees or
with the inertial vertex clustering could proba-
bly be improved by computing the best edges
(i.e. significant on the original dataset) only
once instead of repeating it for every new tree.
Experiments performed on sample sets of size
250 and 100 are reported in Fig. 2(b) and 2(c).
Decreasing the number of samples from 1000 to
250 does not modify the results very much, as
illustrated in Fig. 2(b). The main difference lies
in the relative performance of all methods com-
pared to CL algorithm, which seem to improve
faster as m increases. This tends to indicate
that randomization is increasingly more benefi-
cial as the number of samples decreases.
The observation of the behavior of the bag-
ging methods in Figure 2 further confirms this
analysis. The gap between pairs of methods us-
ing the same algorithm on the original dataset
or on bootstrap replicas (CL - CLBU, ESDU
- ESBU, IESDU - IESBU) is widening when
the number of samples is decreasing. Bagging
of Chow-Liu trees (CLBU) is actually the best
method on all dataset sizes. However, using
bagging with inertial procedures and edge sam-
pling yields also impressive results: the curve
IESBU converges to CLBU in Fig. 2(c), while
the IESBU algorithm has a much lower com-
plexity than CLBU.
An alternative way to understand these re-
sults is in terms of over-fitting. From Fig. 2(c)
we can see that IVCDU first surpasses CL after
a few iterations, but the addition of subsequent
terms worsens the mixture, which converges to
the CL curve. Actually, at that point the model
has fully learned the optimal tree, and it is re-
peatedly added to the model. The rise of the
curve at that point signals the over-fitting. In
addition, we can notice that MTU, the method
using structures drawn independently from the
dataset behaves better than most other meth-
ods in this context.
Observing the first tree of each model in the
same figure, we can observe over-fitting again.
IESBU (and ESBU) is better than IESDU (and
ESDU). Likewise, the first term of CLBU is bet-
ter than CL. A tree structure learned on a per-
turbed dataset leads to a graphical model that
is more general.
This behavior is still present at 250 samples,
but is no longer noticeable at 1000 : IESBU
and IESDU start at the same point, and the
first bagged tree is worse than the optimal.
The application of BDeu weights (not re-
ported in this paper) to the methods presented
here leads to similar conclusions. But we found
out that many methods actually display worse
performances in terms of accuracy when com-
bined with such Bayesian weights. This is un-
derstandable, since weighting each structure by
its posterior probability makes sense for MTU
only, since asymptotically only in this con-
text the mixture will converge to a canonical
Bayesian method. The methods that benefit the
most from those ‘Bayesian’ weighting scheme
are IRSBU and IRSDU. The first terms (built
with few information) are gradually eliminated
in favor of those identified later on (where the
inertial procedure has iteratively improved the
quality of the edges).
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5 Conclusions and future works
In this paper, we have compared several ran-
domization methods aiming to approximate the
Chow-Liu algorithm, with the objective of re-
ducing its computational complexity in the con-
text of learning mixtures of trees, and moti-
vated by the variance reduction potential of ran-
domization in the context of learning in high-
dimensional problems.
Based on our results on synthetic experi-
ments, we claim that, in real conditions, i.e.
when the number of samples is much smaller
than the number of variables, randomization is
interesting for probability density estimation in
the form of mixtures of Markov Trees. That
interest actually increases when the number of
samples goes down, or when the dimensionality
of the space is increasing.
In addition, we have shown that exploiting
the structure of the problem by focussing on
strong edges leads to methods able to com-
pete in terms of performance with more time-
consuming procedures like bagging.
We therefore plan to keep investigating this
approach. In particular, a candidate area for
improvement is the transmission of knowledge
between terms. Increasing the number of reused
edges might speed up the convergence. Another
direction of research would be the consideration
of continuous variables, and the consideration
of a priori known dependency/independency
structures for the given problem.
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Bayesian Networks on Dirichlet Distributed Vectors
Wray Buntine and Lan Du






Exact Bayesian network inference exists for Gaussian and multinomial distributions. For
other kinds of distributions, approximations or restrictions on the kind of inference done
are needed. In this paper we present generalized networks of Dirichlet distributions, and
show how, using the two-parameter Poisson-Dirichlet distribution and Gibbs sampling,
one can do approximate inference over them. This involves integrating out the proba-
bility vectors but leaving auxiliary discrete count vectors in their place. We illustrate
the technique by extending standard topic models to “structured” documents, where the
document structure is given by a Bayesian network of Dirichlets.
1 Introduction
The Gaussian and the multinomial distributions
are the only ones allowing exact Bayesian infer-
ence over arbitrary Bayesian networks. Other
distributions can be included as long as they
stay at particular nodes and restrictions are
placed on the direction of inference. For in-
stance, mixing multinomial and Gaussian works
as long as in all cases of inference the multino-
mials are strictly non-descendents of the Gaus-
sian variables (Lauritzen, 1989). Extending in-
ference to Monte Carlo or Gibbs sampling, and
allowing general purpose samplers dramatically
broadens the range of distributions one can al-
low (Thomas et al., 1992).
In this paper we show how to perform ap-
proximate inference over networks of probabil-
ity vectors related via (approximate) Dirichlet
distributions. So for instance, one could have a
hidden Markov model where the hidden states
are probabilities vectors pi related in a chain
by:





Nested Dirichlet distributions like this would








Figure 1: Standard Latent Dirichlet Allocation (LDA)
Model. α and γ are Dirichlet priors, µ is a distribution
over topics, φ is a distribution over words, and z is a
topic associated with a word w. I indicates the number
of documents, and L denotes the number of words in
document i. K is the number of topics.
hierarchical clustering, for instance, where pre-
vious methods have hierarchically partitioned
the features (Hanson et al., 1991). They can
also have a significant role in various places in
extending standard topic models (Buntine and
Jakulin, 2006; Blei et al., 2003), for instance,
making documents, topics or components hier-
archical. The standard model is in Figure 1.
Both the links α → µ and γ → φ are Dirich-
let but α and γ are really unknown so should
be modelled by Dirichlets themselves, yielding
a nested Dirichlet.
While MAP solutions for nested Dirichlets do
exist, and an MCMC sampler on the real-valued
probability vectors could also be applied, the
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nested Dirichlets are often used as latent vari-
ables, so these solutions are inaccurate and inef-
ficient respectively. This paper develops a more
efficient and exact Gibbs sampler exists that in-
tegrates out the real-valued probability vectors
by introducing small-valued integer vectors in-
stead.
Bayesian hierarchical methods often use
the two-parameter Poisson-Dirichlet process
(PDP), also known as the Pitman-Yor process
(Ishwaran and James, 2001). In Section 2, we
discuss these models from our perspective and
how they can be used in nested Dirichlet mod-
elling. The basic theory comes from (Buntine
and Hutter, 2010), some borrowed from (Teh,
2006a). Using these tools, in Section 3 networks
of probability vectors distributed as Dirichlet
and using PDPs, first presented in (Wood and
Teh, 2009), are shown along with techniques for
their statistical analysis. Their analysis is the
main contribution of this paper. Some examples
of these networks are embedded in new versions
of topic models. These are presented, and some
empirical results given in Section 4.
2 The Two-parameter
Poisson-Dirichlet Process
The major tool used here is the two-parameter
Poisson-Dirichlet process (PDP), also known as
the Pitman-Yor process, which is an extension
of the Dirichlet process (DP). The PDP is de-
fined as: ν ∼ PDP (µ, a, b), where a is a dis-
count parameter, b is a strength parameter,
and µ is a base distribution for ν. These are
used as tools for non-parametric and hierarchi-
cal Bayesian modelling.
The general theory of PDPs applies them
to arbitrary measurable spaces (Ishwaran and
James, 2001), for instance real valued spaces,
but in many recent applications, such as lan-
guage and vision applications, the domain is
countable (e.g., “English words”) and standard
theory requires some modifications. In language
domains, PDPs and DPs are proving useful for
full probability modelling of various phenom-
ena including n-gram modelling and smoothing
(Teh, 2006b; Goldwater et al., 2006; Mochi-
hashi and Sumita, 2008), dependency models
for grammar (Johnson et al., 2007; Wallach et
al., 2008), and for data compression (Wood et
al., 2009). The PDP-based n-gram models cor-
respond well to versions of Kneser-Ney smooth-
ing (Teh, 2006b), the state of the art method
in applications. These models are intriguing
from the probability perspective, as well as
sometimes being competitive with performance
based approaches. More generally, PDPs have
been applied to clustering (Rasmussen, 2000)
and image segmentation (Sudderth and Jordan,
2009).
For our purposes, knowledge of the details of
the PDP and DP are not required. The two key
results needed, however, follow. The Dirichlet
Approximation Lemma is adapted from (Bun-
tine and Hutter, 2010):
Lemma 1 (Dirichlet Approximation Lemma).
Given a K-dimensional probability vector µ, the
following approximations on distributions hold
(as a→ 0)
PDP(0, b, discreteK(µ)) ≈ DirichletK(bµ) ,
PDP(a, 0, discreteK(µ)) ≈ DirichletK(aµ) .
The first approximation is justified because the
means and the first two central moments (orders
2 and 3) of the LHS and RHS distributions are
equal. The second approximation is justified be-
cause the mean and first two central moments
(orders 2 and 3) agree with error O(a2).
Using this, we can see that one can replace the
K-dimensional distribution DirichletK(bµ) by
its approximation PDP(0, b,discreteK(µ)), and
this greatly simplifies reasoning because PDPs
turn out to be conjugate to multinomials. This
result follows from the Marginalisation Lemma
adapted from (Buntine and Hutter, 2010) and
originally proven in a different format in a hier-
archical context by Teh (Teh, 2006a).
Lemma 2 (Marginalisation Lemma). Given a
probability vector µ of dimension K, and the
following set of priors and likelihoods for j =
1, ..., J
νj ∼ PDP(a, b, discreteK(µ))
nj ∼ multinomialK(νj , Nj)
Buntine et al. 35
where Nj =
∑
k nj,k. Introduce auxiliary latent
variables tj such that tj,k ≤ nj,k and tj,k = 0
if and only if nj,k = 0, then the following pos-
terior distribution holds which marginalises out
the ν1:J but introduces auxillary variables t1:J :



















The functions introduced in the lemma are
as follows: CNjnj is the multi-dimensional choose
function of a multinomial; (x)N is given by
(x|1)N , (x|y)N denotes the Pochhammer sym-
bol with increment y, it is defined as
(x|y)N = x(x+ y)... (x+ (N − 1)y)
=
{
xN if y = 0,
yN × Γ(x/y+N)Γ(x/y) if y > 0,
where Γ(·) denotes the standard gamma func-
tion; and SNM,a is a generalised Stirling number
given by the linear recursion (Buntine and Hut-




for M ≤ N . It is 0 otherwise and SN0,a = δN,0.
These rapidly become very large so computation
needs to be done in log space using a logarithmic
addition.
In summary, we replace the Dirichlet by an
approximation, a PDP, and then since thus
is conjugate to a multinomial (with introduc-
tion of suitable auxiliary variables), it allows
ready processing in nested contexts. The nest-
ing is proven in the next section. We can apply
Lemma 2 without having any clear interpreta-
tion of the auxiliary variables tj,k, which would
require a more extensive presentation of PDPs1.
3 Networks of Dirichlet Distributed
Vectors
Assume a directed graph G composed of nodes
indexed by integers 1, ..., J with probability vec-
tors νj for j = 1, ..., J and directed edges (i, j)
1In the Chinese Restaurant Process of the sampling
of νj , tj,k represents the number of tables that have the
same dish k. For non-atomic distributions tj,k would
almost surely be 1, so no sampling required.
for i ∈ Ej where Ej is the set of parents of the
node j. Parameters in the model are as follows:
νj: the vector of probabilities at the j-th node.
ρj: the vector of mixing probabilities at each
node, gives how parent probability vectors
are mixed. Only used when |Ej | > 1.
Hyperparameters in the model are:
a, b: parameters for the PDP.
αj: Dirichlet prior parameters for root node j
which has no parents.
γj: Dirichlet prior parameters for mixing prob-
abilities ρj when |Ej | > 1.
Denote this set of hyperparameters as H.
We consider models of the form:







for Ej 6= ∅ .
Note, when |Ej | = 1, then the single hyperpa-
rameter ρi,j for i ∈ Ej is equal to 1, so the sum
degenerates to νi. The mixing parameters ρj





needed when |Ej | > 1. Also, data is in the form
nj ∼ multinomialK(νj , Nj).
These models may be embedded in larger
networks, for instance they may be the “topic
structure” for a topic model.
3.1 Marginalising Parameters
Applying the Marginalisation Lemma at any
leaf node j marginalises out the parameter νj


















So expand the sum using the multinomial iden-
tity. This implies decomposing tj,k into parts
coming from each of its parents, and call this
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total now tpj,k, and introduce a complementary










and let sj,k = (si,j,k : i ∈ Ej). Then integrating


































and to this we must add the constraints for the
given j and all k
tpj,k ≤ nj,k , tpj,k = 0 if and only if nj,k = 0 .
Due to the terms νsi,j,ki,k occurring in this, the
counts si,j,k can be added to the data for the
node for νi, ni,k, and the procedure applied re-
cursively. One has therefore proven the nested
version of the Marginalisation Lemma,
Lemma 3 (Marginalising a Network of Dirich-
lets). Given the network of Dirichlets described
in this section, introduce counts si,j,k ≥ 0 for
i ∈ Ej and all k when Ej 6= ∅. These have par-
ent and child totals tpj,k and t
c
j,k as above. These
must satisfy constraints at each node j on the k-
th value of
tpj,k ≤ nj,k + tcj,k , (2)
tpj,k = 0 iff nj,k + t
c
j,k = 0 . (3)
Then marginalising out all parameters νj and
ρj yields the posterior (H is hyperparameters)


























































The key challenge in working with these
models is now handling the auxiliary variables
s1:J,1:K . When Gibbs sampling is done, for in-
stance, the constraints need to be maintained,
and in our experience this turns out to be the
major complexity.
3.2 Gibbs Sampling
We consider a single discrete item related
to the j-th node, so its distribution is over
{1, ...,K} and has the probability vector νj .
The previous theory dealt with multinomials, so
nj ∼ multinomialK(νj , Nj), however, in prac-
tice, we may also consider Nj discrete variables
with distribution discreteK(νj). Their sufficient
statistics are also nj , and the difference in the
posterior is that the choose term CNjnj is re-
moved.
In Gibbs sampling, suppose we are sampling
the probability of this item related the j-th
node. Then nj,k will be decreased by 1 for some
k, and increased by one for another. Given the
form of the posterior in Equation (4), it is easy
to consider the change in the posterior when one
nj,k is increased, lets denote this as
p(increment nj,k |n1:J , s1:J,1:K ,H) =
p(increment nj,k,n1:J , s1:J,1:K |H)
p(n1:J , s1:J,1:K |H)
Many of the terms simplify due to ratios of
Gamma functions. However, the problem arises
that either increasing or decreasing nj,k may vi-
olate the constraints for node j when Ej 6= ∅.
3.2.1 Increasing a count
If nj,k is increased by one, then Constraint (3)
may be violated for node j. To fix this, we need
to increase one of the si,j,k for i ∈ Ej . If |Ej | > 1
then we have a choice and sampling needs to
be done. Once the i is chosen, then si,j,k is in-
creased by one, and subsequently Constraint (3)
may now be violated for node i so the process it-
erates up the network. When considering this,
we need to consider the set of ancestors of j
reachable along paths where every element j′
has equality for the Constraint (3) on the k-th
value.
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Suppose one is incrementing nj,k and one’s
choice is to increment the set of counts
si2,i1,k, ..., siu,iu−1,k where for convenience i1 =
j. Along this path, the equality of Con-
straint (3) must hold for i1 = j, i2, ..., iu−1.
Then the probability of incrementing nj,k us-
ing this path to balance equality constraints,
denoted
p(incr ni1,k, si2,i1,k, ..., siu,iu−1,k |n1:J , s1:J,1:K ,H)
is given by(



















































We need to sum this over all possible paths
i1, i2, ..., iu−1 starting at i1 = j in order to com-
pute p(incr nj,k |n1:J , s1:J,1:K ,H). The follow-
ing recursive computation does this summation
for a given j, k. Z+i is evaluated recursively
when Ei 6= ∅ and Constraint (3) for node i at

























































when Ei = ∅ .
We evaluate p(incr nj,k |n1:J , s1:J,1:K ,H) =
Z+j , and this gives the proportionality for sam-
pling which k to choose when incrementing a
count in nj . Once k is sampled, then a path
i1, i2, ..., iu−1 in the constraint set should be
sampled. This can be done using a similar func-
tion to the one just covered.
3.2.2 Decreasing a count
If nj,k is decreased by one, then Constraint (2)
may be violated if the equality holds initially.
This process is similar to the previous, except
that now the si,j,k are decreased and one needs
to consider the set of ancestors of j reachable
along paths where every element j′ has equality
for the Constraint (2) on the k-th value. Using a
similar argument to previous, one gets a related
recursive computation.
Z−i is evaluated recursively when Ei 6= ∅ and
Constraint (2) for node i at value k has equality.



































































i,k−1 when Ei = ∅ .
As before, p(decr nj,k |n1:J , s1:J,1:K ,H) = Z−j .
and this gives the proportionality for sampling
which k to choose when wanting to decrement
a count in nj . The path to choose when decre-
menting is chosen similarly.
3.2.3 Sampling Auxiliary Counts
The auxiliary counts s1:J,1:K also need to be
sampled. For correct Gibbs sampling, the space
of moves must allow complete access to the state
space of values s1:J,1:K legal for a given n1:J . We
introduce two move operators for sampling.
The first operator changes a single si,j,k and
possibly its ancestor counts. If Constraint (3)
for node j at value k has equality, then si,j,k
must be zero and will not change. Allow sam-
pling at node j for value k only when nj,k+tcj,k >
0. By Constraint (2) for node j at value k, si,j,k
will be sampled keeping si,j,k ≤ nj,k + tcj,k −∑
l∈Ej−{i} sl,j,k and keeping t
p
j,k > 0. Decreas-
ing si,j,k according to these constraints becomes
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the same task as given in Section 3.2.2. Increas-
ing si,j,k within the constraints has no flow on
affects so is the same as the standard increment-
ing formula in Section 3.2.1 where u = 1.
The second operator moves a count from one
si,j,k to another si′,j,k. This can be put to-
gether by first doing a decrease as per Sec-
tion 3.2.2 followed by an increase as per Sec-
tion 3.2.1. The constraints at node j at value
k will be unaffected by the combined move so
no descendent auxiliary counts will change. A
recursive argument shows these two operators
make Gibbs sampling correct for the space of
auxiliary counts s1:J,1:K .
3.3 Sampling the Variance Parameter b
In using these models for topic modelling,
we have found performance is quite sensi-
tive to the parameter b which controls the
variance. For instance, for the distribution
PDP (a, b,discreteK(µ)) the hyperparameter b
can thus roughly be thought of as the prior data
count since variance is O(1/(b+ 1)).
We perform Gibbs sampling over b using aux-
iliary variables. First, consider the case where
a = 0, discussed in (Teh et al., 2006). Consider




















auxiliary variables. Then the joint posterior dis-























For the case when a > 0 things become a bit

















Introducing the same auxiliary variables as be-
fore yields a joint posterior distribution for qj
and b that is easily shown to be log concave,
so the second step in the previous case (a = 0)
is now replaced by an adaptive regression sam-
pling step in b (Gilks and Wild, 1992).
4 Experiments
We extended standard LDA, shown in Fig-
ure 1 in two directions, which have been more
fully developed and experimented with else-
where (Du et al., 2010a; Du et al., 2010b). Here
we cover basic results to demonstrate the ef-
fectiveness of the theory developed. The first
model, the Segmented Topic Model (STM) (Du
et al., 2010a) is shown in Figure 2, and al-
lows a document to be broken into J segments.
Each segment has its own topic proportions
νi,j which are related by our scheme using a
PDP to the general proportions for the whole
documents proportions µi. The second model,
called the Sequential LDA (SeqLDA) (Du et al.,
2010b), models the progressive topical depen-
dencies among segments with a hidden Markov










Figure 2: Segmented Topic Model.
A patent dataset was randomly selected from
5000 U.S. patents2 granted between Jan. and
2All patents are from Cambia, http://www.cambia.
org/daisy/cambia/home.html

























Figure 3: Sequential LDA.
Table 1: Perplexity on datasets.
K STM LDA D LDA S
G06-
1000
100 1270 1712 1508
150 1178 1595 1393
NIPS
100 1632 1991 2182
150 1516 1881 2186
Mar. 2009 under the class “computing; cal-
culating; counting” with international patent
classification (IPC) code G06. Patents in this
dataset called G06-1000 are split into para-
graphs according to the original structure. All
stop-words, extremely common words (e.g. top
40), and less common words (i.e. words ap-
pear less than 5 documents) have been removed.
This leads to a vocabulary size of 10385 unique
words segmented as 60,564 paragraphs, and
2,513,087 words. We also processed the NIPS
dataset3 removing bibliography material (every-
thing after “References”) and header material
(everything before “Abstract”) yielding 1,629
documents segmented as 174,474 sentences with
1,773,365 words total.
To evaluate the generalization capability of
these models to unseen data, we compute per-
plexity, a standard measure in language mod-
elling. The perplexity of a collection D of I







where wi indicates all words in document i, and
Ni indicates the total number of words in i. A
lower perplexity over unseen documents means
better generalization capability. In our exper-
iments, it is computed based on the held-out
method introduced in (Rosen-Zvi et al., 2004)
with 80% for training and 20% for testing.
3It is available at http://nips.djvuzone.org/txt.
html
Perplexity results appear in the table where
LDA has been run twice, once on the full doc-
uments (LDA D) and once on the segments
within documents (LDA S). Clearly, the STM
model works well. The SeqLDA model was also
run and not only gives better results than the
LDA, but also reveals a strong sequential struc-
ture from segment to segment. To illustrate
the sequential bahaviour of topics for SeqLDA,
Figures 4 and 5 compare topic proportions for
aligned topics for each segment (i.e. chapter) of
the book The Prince by Machiavelli. SeqLDA is
clearly seen to have topics flow better from one
chapter to another than LDA. Refer to (Du et
al., 2010a; Du et al., 2010b) for more detailed
experimental results.
Figure 4: LDA topics in The Prince.
Figure 5: SeqLDA topics in The Prince.
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5 Conclusion
We have shown how to perform inference on
Bayesian networks of Dirichlet distributed prob-
ability vectors using Gibbs sampling over dis-
crete auxiliary variables. Experiments demon-
strate the general approach.
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Abstract
Variable elimination (VE), a central component of Bayesian network inference, starts
and ends with clear structure and semantics, yet all intermediate distributions, whether
normalized or unnormalized, are denoted as potentials. In this paper, a condition is given
stating when intermediate distributions are defined with respect to the joint distribution.
Theoretical and practical advantages of these new semantics are given.
1 Introduction
A Bayesian network (BN) (Pearl, 1988; Cowell
et al., 1999; Jensen and Nielsen, 2007; Kjaerulff
and Madsen, 2008) consists of a directed acyclic
graph (DAG) and a corresponding set of condi-
tional probability tables (CPTs). The indepen-
dencies encoded in a DAG on variable set U in-
dicate that the product of CPTs is a joint prob-
ability distribution p(U). BN reasoning centres
around eliminating variables. Variable elimina-
tion (VE) (Zhang and Poole, 1996), an inference
algorithm for answering a query p(X|E = e),
repeatedly calls the sum-out (SO) algorithm to
remove variables. SO removes a variable v as
a two-step process. First, the product of all
distributions involving v is taken. Second, v is
marginalized out from the obtained product.
Koller and Friedman (2009) state that it is
interesting to consider the semantics of the dis-
tribution output by SO when evidence is not
considered. They mention that SO outputs
a CPT φ(X|Y ), but not necessarily with re-
spect to p(U). Butz et al. (2010) have shown a
stronger result, namely, that every multiplica-
tion and every addition operation during VE’s
execution yields a CPT, albeit perhaps not with
respect to p(U).
In this paper, we address the semantics of
VE’s intermediate CPTs by providing a con-
dition stipulating when they are defined with
respect to p(U). Roughly speaking, φ(X|Y ) is
p(X|Y ) provided there exists a topological or-
dering of all variables in the BN in which those
variables used to build φ(X|Y ) appear consec-
utively. In such cases, we say an intermedi-
ate CPT φ(X|Y ) has a “p-label” and denote
φ(X|Y ) as p(X|Y ). It is important to observe
that φ(X|Y ) can be normalized or unnormal-
ized, as well as involve evidence variables or not.
It is noted that there are two kinds of paths
that violate our condition, which, respectively,
have temporary and permanent influences on
SO. This work helps reveal structure and se-
mantics in probabilistic reasoning with BNs,
a worthy goal according to Pearl (1988) and
Shafer (1996). We will also mention a practical
advantage of this new semantic knowledge us-
ing the latest optimization techniques that are
being applied in join tree propagation.
This paper is organized as follows. Section
2 contains background knowledge. The CPT
structure of SO is discussed in Section 3. In
Section 4, we establish semantics of VE’s CPT
structure. We extend the semantics to involve
evidence in Section 5. Section 6 contains the-
oretical and practical advantages. Conclusions
are given in Section 7.
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2 Background Knowledge
The following discussion draws mainly from
Shafer (1996) and Olmsted (1983). Let U =
{v1, v2, . . . , vn} be a finite set of variables. Each
vi has a finite domain, denoted dom(vi). For
a subset X = {vi, . . . , vj} of U , dom(X) de-
notes the Cartesian product of the domains of
the individual variables in X. Each element
x ∈ dom(X) is called a configuration of X.
A potential on dom(X) is a function ψ such
that ψ(x) ≥ 0 for each x ∈ dom(X), and at least
one ψ(x) is positive. A joint probability distri-
bution on dom(U) is a potential p on dom(U)
that sums to 1. A potential that sums to 1 is
normalized ; otherwise, it is unnormalized. We
may write a set {v1, v2, . . . , vk} as v1v2 · · · vk and
use XY to denote X ∪ Y . A conditional prob-
ability table (CPT) for X given disjoint Y , de-
noted φ(X|Y ), is a potential on XY , satisfying
the following condition: for each configuration
y ∈ dom(Y ), ∑x∈dom(X) φ(X = x | Y = y) = 1.
In writing φ(X|Y ) with X and Y not disjoint,
we always means φ(X|Y −X), and only config-
urations with non-zero probability are stored.
A discrete Bayesian network (BN) (Pearl,
1988) on U = {v1, v2, . . . , vn} is a pair (B,C).
B is a DAG with vertex set U . C is a set of
CPTs {p(vi|Pi) | i = 1, 2, . . . , n}, where Pi de-
notes the parents (see below) of variable vi ∈ B.
A path from v1 to vn is a sequence
v1, v2, . . . , vn with arcs (vi, vi+1), i = 1, . . . , n−1
in B. With respect to a variable vi, we define
four sets: (i) the ancestors of vi, denoted A(vi),
are those variables having a path to vi; (ii) the
parents of vi are those variables vj such that
arc (vj , vi) is in B; (iii) the descendants of vi,
denoted D(vi), are those variables to which vi
has a path; and, (iv) the children of vi are those
variables vj such that arc (vi, vj) is in B. The
ancestors of a set X of variables are defined as
A(X) = (∪vi∈XA(vi)) − X. D(X) is similarly
defined. A topological ordering is an ordering
≺ of the variables in a BN B so that for every
arc (vi, vj) in B, vi ≺ vj . Initial segments of
the ordering produce marginals of p(U). A set
W of variables in a DAG is an initial segment
if the parents of each vi in W are also in W .
Algorithm 1, called sum-out (SO), eliminates
a single variable v from a set Φ of potentials,
and returns the resulting set of potentials. The
algorithm collect-relevant simply returns those








Return (Φ−Ψ) ∪ {τ}
end
Algorithm 2, called variable elimination
(VE), computes p(X | E = e) from a BN on
U . VE calls SO to eliminate variables one by
one. More specifically, in Algorithm 2, Φ is
the set of CPTs in a BN, X is a list of query
variables, E is a list of observed variables, e is
the corresponding list of observed values, and σ
is an elimination ordering for variables U−XE.
Algorithm 2 VE(Φ, X, E, e, σ)
begin
Set E = e in all appropriate CPTs of Φ
While σ is not empty
Remove the first variable v from σ
Φ = sum-out(v,Φ)
p(X,E = e) = the product of all φ ∈ Φ
p(E = e) =
∑
X p(X,E = e)
Return p(X,E = e)/p(E = e)
end
3 The CPT Structure of sum-out
Observe that VE starts and ends with clear
structure and semantics, yet all intermediate
distributions, whether normalized or unnormal-
ized, are denoted as potentials. In their very
comprehensive discussion, Koller and Fried-
man (2009) state that it is interesting to con-
sider the semantics of the distribution con-
structed by summing out a variable from a BN
not involving observed evidence. They point
out that SO’s marginalization step produces a
CPT, but not necessarily with respect to the
joint probability distribution p(U).
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Example 1. SO eliminates variable b from the
BN in Figure 1 as:
φ(c, e|a, d) =
∑
b
p(b|a) · p(c|b) · p(e|b, d). (1)












Figure 1: A Bayesian network.
Butz et al. (2010) have shown a stronger re-
sult, namely, every multiplication and every ad-
dition operation during VE’s execution yields a
CPT, albeit perhaps not with respect to p(U).
Example 2. Each operation of (1) gives a CPT:∑
b








φ(b, c, e|a, d) (3)
= φ(c, e|a, d).
Note that Shafer (1996) gives a condition un-
der which each successive product of a sequence
of CPTs always yields another CPT. In particu-
lar, for the case when multiplying just two CPTs
φ(X1|Y1) and φ(X2|Y2), it is stated that
φ(X1X2|Y1Y2) = φ(X1|Y1) · φ(X2|Y2), (4)
provided that X2 is disjoint from X1Y1. The
next example demonstrates, however, that (4)
does not cover all possible cases encountered
when applying SO on a BN.
Example 3. Consider eliminating variable c
from the following BN:
p(a) · p(b) · p(c) · p(d|a, b, c) · p(e|c, d).
By Algorithm 1, we obtain∑
c
p(c) · p(d|a, b, c) · p(e|c, d).
The optimal multiplication ordering, assuming
binary variables and positive probabilities, is∑
c
(p(c) · p(e|c, d)) · p(d|a, b, c).
By (4), p(c) · p(e|c, d) is φ(c, e|d), giving∑
c
φ(c, e|d) · p(d|a, b, c). (5)
As (4) no longer applies, the product of the two
CPTs in (5) must be denoted as a potential:∑
c
ψ(a, b, c, d, e).
While (Butz et al., 2010) reveals the CPT
structure of ψ(a, b, c, d, e) as φ(c, d, e|a, b), the
remaining unanswered question is semantic. Is
φ(c, d, e|a, b) equal to p(c, d, e|a, b)?
4 Semantics Without Evidence
We first consider eliminating variables without
observed evidence. It can easily be shown that
SO’s marginalization operation will always yield
a CPT with the same kind of label as the CPT
being marginalized. Thus, we focus on the se-
mantics of multiplication.






if there is a topological ordering ≺ of B in which
the variables in X appear consecutively, where
Y = (∪vi∈XPi)−X.
Proof. Suppose there exists a topological order-
ing≺ of the variables in B in which the variables
in X appear consecutively. Let W be the set of
all variables appearing in ≺ before any variable
in X. By (Shafer, 1996), the variables in W and














By substitution of (6) into (7),




By (Butz et al., 2010),
p(WX) = p(W ) · φ(X|Y ). (8)
According to ≺, the variables Y must be con-
tained in W , by (Shafer, 1996). Let V = W−Y ,
so W = V Y . Then (8) can be rewritten as
p(V Y X) = p(V Y ) · φ(X|Y ).
Marginalizing away V yields
p(Y X) = p(Y ) · φ(X|Y ).
By rearrangement, we obtain our desired result
p(X|Y ) = φ(X|Y ).
Example 4. By Theorem 1, φ(b, c|a) in (2) is
p(b, c|a), since b and c can appear consecutively
in a topological order ≺ of B in Figure 1. How-
ever, φ(b, c, e|a, d) in (3) is not guaranteed to
be p(b, c, e|a, d), since every topological order ≺
has d between c and e, i.e., c ≺ d ≺ e.
Our topological condition is sufficient but not
necessary to ensure CPTs with p-labels.
Example 5. Consider eliminating b from the
BN in Figure 1. Suppose the CPTs for a, . . . , e
are defined such that their marginal has only
one configuration with a non-zero probability,
say, p(a = 0, b = 0, c = 0, d = 0, e = 0) is 1. In
this extreme case, it can be verified that
p(b, c, e|a, d) = p(b|a) · p(c|b) · p(e|b, d).
To ensure p-label CPTs for any BN instance
B, we extend SO as sum-out-as-p (SOP), which
calls collect-topological (CT) to collect any CPT






p(X|Y ) is the product of all CPTs in Ψ and Θ
p(X − v|Y ) =∑v p(X|Y )




X is the union of all Xi where p(Xi|Yi) ∈ Ψ
Let Z be A(X) ∩D(X)
Let Ω be those p(Xi|Yi) in Φ with Xi ∩ Z 6= ∅
Return Ω
end
Example 6. Consider how SOP eliminates h,
b and f from Figure 1. For h, Ψ = {p(h|d, g),
p(i|h), p(j|h)}. CT returns Ω = ∅, as X = hij,
Z = A(hij) ∩D(hij) = ∅. In SOP, Θ = ∅, so
p(i, j|d, g) =
∑
h
p(h|d, g) · p(i|h) · p(j|h).
For b, Ψ = {p(b|a), p(c|b), p(e|b, d)} and, as
Z = A(bce) ∩D(bce) = d, Θ = {p(d|c)}. Thus,
p(c, d, e|a) =
∑
b
p(b|a) · p(c|b) · p(d|c) · p(e|b, d).
For f , Ψ = {p(f), p(g|e, f), p(l|f, k, i, j)} and,
since Z = A(fgl) ∩ D(fgl) = hijk, we have
Θ = {p(i, j|d, g), p(k|g)}. Therefore,∑
f
p(f) p(g|e, f) p(i, j|d, g) p(k|g) p(l|f, k, i, j)
= p(g, i, j, k, l |d, e).
Observe that every elimination in Example 6
yielded a p-label CPT. Also note that Z in the
collect-topological algorithm can be quickly ob-
tained from the transitive closure of a DAG,
which can be found in O(n3) time (Cormen et
al., 2009). It must be made clear that we are
not advocating that SOP be considered as a new
approach to inference. Instead, SOP can shed
insight into the semantics of SO’s intermediate
CPTs. SO is ensured to yield a CPT with a p-
label, if it collects the same CPTs as SOP does.
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Example 7. Recall Example 6. When elimi-
nating variable h, SO will yield a p-label, since
SO and SOP collect the same CPTs. On the
contrary, to eliminate variable b, SO can com-
pute the following φ-label:
φ(b, c, e|a, d) = p(b|a) · p(c|b) · p(e|b, d).
A p-label is not necessarily obtained here due to
the fact that SOP also collects Θ = {p(d|c)}.
More generally, every product taken in SO
of two CPTs φ(X1|Y1) and φ(X2|Y2) will be
p(X1X2|Y1Y2), provided the topological require-
ment is met. Let us focus on eliminating a sin-
gle variable from a BN. There are two kinds of
paths warranting attention. The first only in-
volves children of the variable being eliminated.
When eliminating a variable v from a BN, the
CPTs of v’s children must be multiplied in an
order consistent with some topological order-
ing of the DAG. The following example illus-
trates how this condition has a temporary in-
fluence within SO, meaning that intermediate
CPTs can alternate between φ- and p-labels.
Example 8. Consider the elimination of vari-
able b from the BN in Figure 2:∑
b
























φ(b, d, e, f, g, i, j|a, c, h) (15)
= φ(d, e, f, g, i, j|a, c, h). (16)
Example 8 demonstrates how the intermedi-
ate CPTs can alternate between having and not
having p-labels. A φ-label can be obtained when
multiplying the CPTs for b and e in (10), since
a b c
d e f g
h
i j
Figure 2: Illustrating the alternating pattern of
intermediate CPTs with p-labels in Example 8.
there is a path from b to e going through d (so
b ≺ d ≺ e). Since the CPT p(d|a, b) for d has
been collected by SO, a p-label can be subse-
quently re-obtained, as shown in (11). Similar
remarks hold for multiplying this product with
the CPT for g before that for f , as shown in
(12) - (13).
The second kind of path, however, has a per-
manent influence on the semantics of SO’s in-
termediate CPTs; it involves variables that are
not children of the variable being eliminated.
Recall Example 8 where variable b is being elim-
inated and consider (13) - (14). Once the CPT
p(i|b, g, h) is multiplied, all CPTs subsequently
constructed by SO during the elimination of b
can have a φ-label as in (14) - (16). The reason
is that there is a path from b to i going through
h (so b ≺ g ≺ h ≺ i). However, the CPT p(h|g)
is not collected by SO as p(h|g) does not involve
b. Hence, the only way to ensure a subsequent
p-label is to wait for p(h|g) to be multiplied dur-
ing a different call to SO, say to eliminate h.
Theorem 2. Given a BN B on U , let φ(X|Y )
be any CPT that VE computes by multiplica-
tion. Then φ(X|Y ) is p(X|Y ), if there is a
topological ordering ≺ of B in which the vari-
ables in DX appear consecutively, where D are
those variables that were eliminated by SO in
building φ(X|Y ).
The proof of Theorem 2 is similar to that
of Theorem 1 and will be shown in a separate
manuscript.
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Example 9. Continuing from Example 8, con-
sider the elimination of variable h.∑
h




p(d, e, f, g, h, i, j|a, c) (17)
= p(d, e, f, g, i, j|a, c).
In Example 9, a p-label is obtained in (17)
as there exists a topological ordering ≺ of
the BN in Figure 2 where the variables in
b, d, e, f, g, h, i, j appear consecutively.
5 Semantics With Evidence
Suppose we observe the values e of a set E of
variables contained in U . Before a disjoint set D
also contained in U is eliminated from the BN,
those CPTs containing evidence variables are
modified by multiplying them with evidence po-
tentials. An evidence potential, denoted 1(E),
assigns probability 1 to the single configuration
e of E and probability 0 to all other configu-
rations of E. If a BN CPT p(vi|Pi) contains at
least one evidence variable, then 1i denotes 1(E)
restricted to those evidence variables appearing
in p(vi|Pi). Hence, the product p(vi|Pi)·1i keeps
the configurations agreeing with E = e while
deleting the rest. By 1(∅), we denote 1.
Intermediate potentials, constructed during
inference by VE, can always have their condi-
tional probabilities (Theorem 3) and semantics
(Corollary 1) identified.
Theorem 3. Given a BN B and evidence E =
e, every VE distribution constructed by multi-
plication can be expressed as the product of a
CPT and an evidence potential.
Proof. Let the constructed distribution be φ1 ·
φ2. We can always equivalently rewrite φ1 as
the marginalization of the product of the CPTs










where D1 is the set of variables marginalized
away by SO from the product of k CPTs in
B, and where j evidence potentials were used.






































































By SO, D2 and D1 have no common variables
with the CPTs p(vi|Pi), i = 1, . . . , k and i =





































As D1D2 ⊆ X (Butz et al., 2010), let W =
X −D1D2. Thus, the multiplication φ1 · φ2 is
1(E ∩WZ) · φ(W |Z),
where the product of the evidence potentials is
1(E ∩WZ).
Corollary 1. In the proof of Theorem 3,
φ(W |Z) is p(W |Z), provided there is a topo-
logical ordering ≺ of B in which the variables
in DW appear consecutively, where D are those
variables that were eliminated to build φ(W |Z).
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6 Advantages
We stress the improvement in clarity and sug-
gest a direction of practical investigation.
Kjaerulff and Madsen (2008) suggest that in
working with probabilistic networks it is conve-
nient to denote distributions as potentials. Sim-
ilarly, Koller and Friedman (2009) would denote
the start of Example 8 as∑
b
ψ2(b) · ψ5(e, b, d) · ψ4(d, a, b) · · · .
Observe that both the p-labels and the CPT
structure have been destroyed even before the
distributions in memory have been modified. It
is then more meaningful to keep the CPT struc-
ture and semantics highlighted in (9) - (16).
Consider evidence i = 1 and h = 0 in the BN
in Figure 3, which Koller and Friedman (2009)
call non-trivial. All intermediate distributions
are denoted as potentials in the computation of
p(j | i = 1, h = 0). However, it follows from
Theorem 3 and Corollary 1 that structure and








Figure 3: The DAG of a non-trivial BN.
Example 10. Computing p(j | i = 1, h = 0) in
the BN of Figure 3 involves, in part,∑
c,d,g,s,l
p(c) · p(d|c) · p(i) · p(s|i) · p(g|d, i) · p(l|g)
·p(j|l, s) · p(h|g, j) · 1(i = 1) · 1(h = 0).
Eliminating variables c and d requires∑
d
p(g|d, i) · 1(i = 1) ·
∑
c















p(d, g|i = 1)
= p(g|i = 1).
Variable g can be eliminated as:∑
g
p(g|i = 1) · p(l|g) · p(h|g, j) · 1(h = 0)
∑
g








φ(g, l, h = 0|i = 1, j) (22)
= φ(l, h = 0|i = 1, j). (23)
The remainder of the example is omitted.
Example 10 shows that all intermediate dis-
tributions have structure and semantics, regard-
less of: the involvement of evidence potentials
(18); the side or sides of the bar on which evi-
dence appears (21), (22); marginalization oper-
ations (19); and p-labels (20) or φ-labels (23).
Now let us turn to efficiency issues.
All previous join tree propagation algo-
rithms either exclusively apply VE or arc re-
versal (AR) (Olmsted, 1983) at all join tree
nodes (Madsen, 2010), or pick whether to apply
VE or AR at each node (Butz et al., 2009a).
A practical advantage of our new semantics is
the ability to construct messages using both VE
and AR at the same join tree node.
Example 11. Consider a join tree with
three nodes abcdefgh, fgij and fik.
The CPTs assigned to abcdefgh are p(a),
p(b|a), p(c|b), p(d|c), p(e|b, d), p(f |e), p(g|e),
p(h|a, b, c, d, e, f, g), while fgij is provided
p(i|g) and p(j|f, g, i), and fik is given p(k|f, i).
Butz et al.’s (2009b) message identification
process indicates that abcdefgh will pass p(f)
and p(g|f) to node fgij, which, in turn, will
pass p(f) and p(i|f) to fik. Madsen (2010) and
Butz et al. (2009a) would apply AR at node
abcdefgh, i.e., with some abuse of notation:
p(f) · p(g|f) =
AR∑
a,b,c,d,e
p(a) · · · p(f |e) · p(g|e),
48 Butz & Yan
where h is removed as a barren variable. AR
must be applied to remove the last variable e.
However, by examining the semantics of VE, it
can be verified that the elimination of variables
a, b, c and d gives p(e). Thus, apply VE to
eliminate variables a, b, c and d, and then apply



























p(e) · p(f |e) · p(g|e).
It can be verified that applying AR at abcdefgh
requires more computation than applying the
combination of VE and AR as shown above.
Empirical results will be reported separately.
7 Conclusions
Pearl (1988) emphasizes that probabilistic rea-
soning is not about numbers and is instead
about the structure of reasoning. Our work here
ascribes semantics to the intermediate CPTs of
VE. This is the primary contribution of this
paper. A practical advantage of these seman-
tics was illustrated using the latest optimiza-
tion techniques employed in join tree propaga-
tion and requires further study.
Intermediate CPTs constructed by VE could
be labeled solely with p-labels, provided the la-
bel of each distribution is an expression rather
than a single term. That is, label each CPT out-
put by SO as a fraction, where the numerator is
the p-label CPT output by SOP and the denom-
inator is the factorization of “missing” CPTs in
Θ. Thus, whereas SO can eliminate variable b
in Example 7 as φ(c, e|a, d), it may be semanti-
cally more meaningful to take another step and
label it p(c, d, e|a)/p(d|c).
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Abstract
A recursive probability tree (RPT) is an incipient data structure for representing the dis-
tributions in a probabilistic graphical model. RPTs capture most of the types of indepen-
dencies found in a probability distribution. The explicit representation of these features
using RPTs simplifies computations during inference. This paper describes a learning
algorithm that builds a RPT from a probability distribution. Experiments prove that
this algorithm generates a good approximation of the original distribution, thus making
available all the advantages provided by RPTs.
1 Introduction
The required size for representing probability
distributions in a probabilistic graphical model
(like a Bayesian network) is exponential in the
number of variables. A Bayesian network is
an efficient representation of a joint probabil-
ity distribution, since it exploits independencies
among the variables, but it cannot directly rep-
resent context-specific independencies (Boutilier
et al., 1996) within the distributions. Probabil-
ity trees have been previously used to represent
this kind of independencies within probability
potentials (Cano et al., 2000). Moreover, some-
times a probability distribution can be obtained
through the multiplication (factorization) of a
list of smaller distributions by detecting pro-
portionalities within it (Mart´ınez et al., 2002;
Mart´ınez et al., 2005; Mart´ınez et al., 2006).
Recently, a new data structure for representing
potentials was introduced (Cano et al., 2009):
Recursive Probability Trees (RPTs). This kind
of tree is a generalization of a probability tree.
It allows to represent context-specific indepen-
dencies within distributions, while keeping po-
tentials factorized.
Like probabilistic decision graphs (Jaeger,
2004) and chain event graphs (Smith and An-
derson, 2008), RPTs can be used as a stand-
alone representation of joint probability dis-
tributions, and probabilistic inference can be
fully carried out using this single structure,
as the necessary operations, namely product,
marginalization and restriction, are well defined
over this data structure (Cano et al., 2009).
This paper presents a learning algorithm
able to decompose a probability distribution
into smaller pieces, by detecting context-specific
independencies and multiplicative decomposi-
tions. This decomposition will be represented
as a RPT. The rest of the paper is organized as
follows: Section 2 defines RPTs and describes
their features; Section 3 presents the algorithm
used for constructing a RPT from a probabilis-
tic potential; Section 4 shows the experiments
performed for testing the performance of the al-
gorithm; and finally Section 5 presents conclu-
sions as well as future research directions.
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2 Recursive Probability Trees
A Recursive Probability Tree (Cano et al., 2009)
(hereafter referred to as RPT ) is a directed tree
with two different kinds of inner nodes (Split
nodes and List nodes), and two types of leaf
nodes (Value nodes and Potential nodes). A
Split node represents a discrete variable. A List
node represents a multiplicative factorization by
listing all the factors to which a potential is de-
composed. It contains one outgoing arc for ev-
ery factor in the decomposition. A Value node
represents a non-negative real number. Finally,
a Potential node stores a full potential inter-
nally using an arbitrary representation. Fig. 1
shows a RPT (left part) and the Bayesian net-
work whose joint probability distribution is en-
coded in the tree (right part). Note how the
potentials are enclosed in Potential nodes, and
how the List node represents a multiplicative
factorization. Using this structure, it is possi-
ble to represent context-specific independencies
within a probability distribution, as shown in
Fig. 2, as well as factorizations (involving the
whole potential or parts of it). Proportionali-
ties within the probability distribution are also
easily represented using this structure (see Fig.
2).
In (Cano et al., 2009) we give a formal def-
inition of a RPT and a method to obtain the
value of the potential for each configuration of
its variables.
Figure 1: RPT (left) encoding of a Bayesian
network distribution (right)
3 Constructing a RPT from a
probabilistic potential
In this section we shall describe our proposal
for transforming any given probabilistic poten-
Figure 2: Distribution with context specific in-
dependencies and proportional values (right),
and the corresponding RPT (left)
tial (for instance, a probability table) into a
RPT. Our proposal is aimed at detecting con-
text specific independencies and multiplicative
factorizations present in a probabilistic poten-
tial. In order to detect context specific inde-
pendencies, we follow an approach similar to
the procedure used for constructing probabil-
ity trees (Salmero´n et al., 2000), which is based
on selecting variables for Split nodes according
to their information gain, in a similar way as
variables are selected when constructing deci-
sion trees (Quinlan, 1986). Regarding the mul-
tiplicative decomposition, the basic idea is to
make groups of variables using their mutual in-
formation as a selection criterion. The groups
are later used to obtain the potentials that make
up the multiplicative decomposition.
The starting point is a potential f defined
over a set of variables X, and the aim of the
algorithm is therefore to find a representation of
f as a RPT. We denote S =
∑
x f(x) as the sum
of all the values in f and S(Y = y) =
∑
z f(z, y)
(sum of values consistent with Y = y). The
procedure we propose operates over an auxiliary
graph structure Gf with vertex setX where two
variables Y, Z ∈ X will be linked if there is a
probabilistic dependence between them. More
precisely, a link Y − Z is present in Gf if the
dependence between Y and Z exceeds a given
threshold ε > 0. We use the mutual information
as a measure of dependence, and hence, a link








where p(y, z) = f
↓Y Z(y,z)
S and f
↓Y Z is the
marginal of f over variables Y and Z. Each
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link Y −Z is weighted with I(Y, Z). After con-
structing graph Gf , a first factorization of f is
readily obtained if Gf is disconnected in n con-
nected components X1 ∪ · · · ∪ Xn = X. The
factorization is given by
f(x) = f1(x1) · · · fn(xn)Sn, (2)
where fi = f↓Xi , i = 1, . . . , n, and Sn is a
normalization factor required to keep the sum




x (f1(x1) · · · fn(xn))
. (3)
Hence, potential f can be represented as a
RPT where the root node would be a List node
containing the factors in Eq. (2). On the con-
trary, if graph Gf remains as a single connected
component, it means that the potential is not
decomposable as a list of factors with disjoint
variables. However, conditional decompositions
are possible. In order to seek for such context
specific factorizations we must compute for each
variable Y ∈ X the following value
V (Y ) =
∑
Z neighbour of Y
I(Y,Z). (4)
Next, we choose Y0 such that Y0 =
argmaxY ∈X V (Y ). This heuristic removes the
variable more dependent on the remaining vari-
ables in the graph. This way we can split the
graph into several connected components repre-
senting independent parts within the potential
analyzed.
The procedure described above is repeated,
but restricted to variable Y0. That is, we con-
struct a graph GY0f by removing Y0 and its links
from Gf and re-weighting each remaining link












and the conditional distributions p(z, u|y0),
p(z|y0) and p(u|y0) are computed from
p(z, u, y0). If the value of the marginal for
some configuration of the conditioning variable
is equal to zero, then the conditional mutual
information reduces to a summation of terms
of the form 0log0, and assumed to be zero.
Again, we consider a threshold ε > 0 so that
only those links Z − U where I(Z,U | Y0) > ε
will be added to the graph, and weighted as
I(Z,U | Y0).
As a previous step to the creation of GYif ,
we must sort Yi into set Y1 if the variable was
connected to all the other variables in the con-
nected component before being removed; other-
wise, the variable will be appended to set Y2.
These two sets will help us to discern between
scenarios with context-specific independencies
and factorizations.
In general, if Y0, . . . , Ym have been cho-
sen, everything must be turned conditional on
Y1, . . . , Ym before selecting Ym+1. The process
stops when a division of the graph is found or
when there is no variable left to choose, i.e. the
graph has two variables and both are connected.
In the second case (the graph has only two
connected variables) there is no further possible
decomposition. In the first case, suppose that
after choosing Y = {Y0, ..., Ym} the graph is
decomposed into n connected components Z =
Z1 ∪ · · · ∪ Zn, with Z = X \Y.
Next, a RPT is built with the variables in Y1
(containing Split nodes). For each leaf h of this
tree, suppose that Y1 = y1 is the assignment
compatible with h, then potential fh is stored
in leaf h, where fh is defined as fh = fR(Y1=y1),
and fR(Y1=y1) denotes the potential f restricted
to assignment (Y1 = y1). Potential fh is de-
composed as
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with z = (z1, . . . , zn). This scenario is explained
in Fig. 3. Once a decomposition is performed,
the algorithm is recursively applied to each and
every potential obtained successively, until no
further decomposition can be computed.
Y1={ X }1
Y ={ X }
32
Z1={ X , X }5 6
Z2={ X , X , X }2 4 7
X1
R(X =0)1
f (X , X , X )5 6 3
R(X =0)1
f (X , X , X , X )2 4 7 3
R(X =1)1
f (X , X , X )5 6 3
R(X =1)1





Figure 3: Example where a division of the graph
has been found.
3.1 Computing the threshold ε
The value of ε should not be kept constant
throughout the entire algorithm, as the range
of possible values of the mutual information
varies depending on the variables over which
it is computed, and also on the computation
of the mutual information conditioned to other
variables. Thus, we propose assigning a rate δ,
with 0 ≤ δ ≤ 1, and then compute ε as the frac-
tion of the maximum mutual information deter-
mined by δ. In the case of unconditional mu-
tual information between two variables X and
Y , notice that
I(X,Y ) = H(X)−H(X|Y )
= H(X)− (H(X,Y )−H(Y ))
= H(X) +H(Y )−H(X,Y ) (6)
where H(·) denotes Shannon’s entropy. There-
fore, as H(X) ≤ log |X|, where |X| is the num-
ber of possible values of X, it follows that
I(X,Y ) ≤ log |X|+ log |Y |,
and thus, we compute ε as
ε := δ × (log |X|+ log |Y |). (7)
In the case of conditional mutual informa-
tion, if we have X,Y and Z, it follows that
I(X,Y |Z) = H(X|Z) − H(X,Y,Z). Since
H(X|Z) = H(X,Z) − H(Z) and H(X|Y,Z) =
H(X,Y,Z)−H(Y,Z), it holds that
I(X,Y |Z) = H(X,Z)−H(Z)−H(X,Y,Z)+
H(Y,Z) ≤ log |X ∪ Z|+ log |Y ∪ Z| (8)
So, ε can be computed as:
ε := δ × (log |X ∪ Z|+ log |Y ∪ Z|). (9)
3.2 Detecting context specific
independencies
Besides factorizations, RPTs can efficiently rep-
resent context specific independencies, in a sim-
ilar way as they are represented by probability
trees (Boutilier et al., 1996). A possible im-
provement of the described algorithm would be
to widen the search by choosing at some point
a variable Yj connected to the rest of the vari-
ables and splitting the tree by it. In this case,
the tree would grow with a Split node for such
variable, and the process would continue for ev-
ery branch, but now with the distributions re-
stricted to the branch configuration. This way,
the algorithm may follow different paths dur-
ing factorization for each branch. In (Salmero´n
et al., 2000), a methodology of variable selec-
tion for labeling the internal nodes of proba-
bility trees is proposed. This methodology in-
volves the calculation of the information gain of
a given variable Yj according to Eq. 9. Here we
propose a similar approach to discern if split-
ting by a certain variable increases the quality
of the learned model.
Let’s assume that we are working with a po-
tential f defined for a set of variables X =
{X1, . . . , Xn}. Let’s consider any variable Y ∈
X and define Z = X \ {Y }. The information
gain resulting of splitting potential f by vari-
able Y is computed as
I(Y, f) = S · (log |Y | − logS)+∑
y
S(Y = y) logS(Y = y). (10)
The maximum possible value for I(Y, f) can
be obtained using the properties of Shannon’s
entropy. We define NY =
∑






S(Y = y) logS(Y = y) ≥ 0,





S(Y = y) logS(Y = y) ≥ 0⇒
∑
y∈ΩY
S(Y = y) logS(Y = y) ≤ 0. (11)
Hence, replacing (11) in (10), we obtain
I(Y, f) ≤ S · (log |Y | − logS). Using this re-
sult, the criterion for choosing a variable to split
from a parameter 0 ≤ δ ≤ 1 would be to select
a variable Y if I(Y, f) ≥ δ · S · (log |Y | − logS).
3.3 The algorithm
This section describes the pseudocode of the
algorithm outlined above. The algorithm has
been decomposed into different modules for the
sake of readability. Algorithm 1 is the main
body of the procedure, and the others are di-
vided according to the different scenarios that
can appear during the learning process. Algo-
rithm 2 describes the required steps if the graph
representing a potential is disconnected. In ad-
dition, Algorithm 3, gives the details of the pro-
cess followed by a connected graph. Algorithm 3
is divided into several parts: Algorithm 4 shows
what to do in case an Information Gain is de-
tected for a variable. Algorithms 5 and 6 cover
the case in which the resulting graph is discon-
nected within Algorithm 3.
Input: A potential f
Output: An RPT , recTree
begin
Let Gf be the graph built for f
if Gf is connected then
if there are more than two variables in Gf then
recTree = dealWithConnectedGraph()
else






Algorithm 1: Body of potential factoriza-
tion algorithm
Example 1. We shall illustrate the algorithm
with a simple example consisting of decompos-
ing a potential f defined over four binary vari-
ables X,Y, Z, andW with values f(x, y, z, w) =
{0.03, 0.04, 0.07, 0.06, 0.18, 0.24, 0.42, 0.36,
0.27, 0.36, 0.63, 0.54, 0.12, 0.16, 0.27, 0.24}. It
can be seen that potential f is decomposable as
f(x, y, z, w) = f1(x, y)f2(z, w) with f(x, y) =
{0.1, 0.6, 0.9, 0.4} and f2(z, w) = {0.3, 0.4,
0.7, 0.6}. Alg. 1 is called with potential f
as argument. The first step is the construc-
tion of graph Gf . This is achieved by com-
puting the entropy between each pair of vari-
ables and inserting the links for which the mu-
tual information is greater than a given thresh-
old. Let’s assume we consider a threshold ε =
1E − 6, that is, approximately equal to 0. We
do this because independent variables can have
a slightly positive mutual information due to
rounding errors. The mutual information be-
tween each pair of variables, computed accord-
ing to Eq. (1) is I(X,Y ) = 0.1484, I(X,Z) =
5.607E-17, I(X,W ) = 3.886E-17, I(Y, Z) =
7.772E-17, I(Y,W ) = 0, and I(W,Z) = 0.0055.
Therefore, graph Gf has only two arcs, X − Y
and W − Z. Since the graph is disconnected,
Alg.2 is called. As the two connected com-
ponents of Gf only have two variables each,
a list node is returned, in which the first fac-
tor is the marginal of f over (X,Y ), the sec-
ond is the marginal of f over (Z,W ), and the
third is a normalizing constant. More pre-
cisely, the three factors are: g1(x, y) = {0.2,
1.2, 1.8, 0.8}, g2(z, w) = {0.6, 0.8, 1.4, 1.2},
and g3(x, y, z, w) = 0.25. It can be proved that
f(x, y, z, w) = g1(x, y)g2(z, w)g3(x, y, z, w).
Input: A list C, which is the list of connected components
of Gf , the potential f
Output: A List Tree Node, L
begin
Let L be a List Tree Node;
for each Ci in C do
Let XC be the variables in Ci;
if Ci contains only 1 or 2 variables then








Add recTree to L;
Let factor be a ValueTreeNode, computed as in
Eq. (3);




Example 2. Now consider a potential f de-
fined for three binary variables X,Y , and Z,
with values f(x, y, z) = {0.3, 0.3, 0.3, 0.3, 0.1,
0.2, 0.75, 0.25}. Let’s assume we consider a
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threshold ε = 0.001. Then, Alg. 1 generates
a complete graph Gf , as the mutual informa-
tion values are I(X,Y ) = 0.0398, I(X,Z) =
0.0122, and I(Y, Z) = 0.0212. Next, Alg. 3 is
called with Gf as an argument. This algorithm
selects a variable according to the connectiv-
ity values defined in Eq.(4). These values are
V (X) = 0.052, V (Y ) = 0.061, and V (Z) =
0.0334. Therefore, the chosen variable is Y .
Since Y is connected to the rest of the vari-
ables, it is inserted into Y1 and GYf , consist-
ing of a graph with variables X and Z, and a
link between them, is generated. In the next
step, the information gain is computed accord-
ing to Eq.(10) and, since it is equal to 0.0993,
Alg.4 is called. This last procedure constructs a
split node with variable Y and two children, one
for each possible value of Y . The two children
are g1(x, z) = fR(Y=0) and g2(x, z) = fR(Y=1).
Their values are g1(x, z) = {0.3, 0.3, 0.1, 0.2}
and g2(x, z) = {0.3, 0.3, 0.75, 0.25}.
Input: The potential f , graph G
Output: A Tree Node, recTree
begin
Let Y1 and Y2 be empty vectors of variables;
while G remains connected and f has more than 2
variables and there is no information gain do
Choose variable to remove, Y (Eq.4);
if Y was connected to all other variables in Gf
then
Add Y to Y1;
else
Add Y to Y2;
end
Build GYf ;
if GYf is connected then















4.1 Learning from a probability table
The first experiment consisted of 30 runs of the
algorithm over randomly generated probability
tables, defined over 6 binary variables. For each
Input: The potential f , Vector Y1
Output: A Split Tree Node, recTree
begin
Let recTree be a Split Chain of variables from Y1;
for each possible value y1 of Y1 do
treeNode = potentialFactorization(fR(Y1=y1));





Input: A list C which is the list of connected components
of Gf , the potential f
Output: A Tree Node, recTree
begin
if C has more than one element then
Let recTree be a List Tree Node;
for each Ci of C do
Set f1 = potentialFactorization(f
↓XCi );
Add f1 as children of recTree;
end
Let factor be a ValueTreeNode, computed as in
Eq. (3);
Add factor to recTree;
else




Input: The potential f , Vector Y1, Vector Y2, A list C
which is the list of connected components of Gf
Output: A Tree Node, recTree
begin
Let recTree be a Split Chain of variables from Y1;
for each possible value y1 of Y1 do
Let f1 be f
R(Y1=y1);
if C has more than one element then
Let recTree be a List Tree Node;
for each element Ci of C do
Set fR = f
↓XCi∪Y2 ;
Set f1 = potentialFactorization(f
R);
Add f1 as children of recTree;
end
Let factor be a ValueTreeNode, computed
as in Eq. (3);
else
Set treeNode = potentialFactorization(f1)
end




run, ² was set between 0 and 0.01 at intervals of
0.001, and the root mean squared error (MSE)
between the original probability table and the
learned RPT was computed. The results are
shown in Fig. 4, where it can be seen that for
higher values of ², the approximations obtained
are worse. But there is a point where the er-
ror suddenly increases, fact that can be used as
a stopping criterion when searching for a solu-
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tion. It was also observed that for higher values
of ², the decompositions obtained are more fac-
torized and we get close to a model with a list
node containing one factor per variable, which
is not accurate and gives high error rates.























Figure 4: Results for the first experiment
4.2 Capturing repeated values
The second experiment consisted of 30 runs of
the algorithm over probability tables for 6 bi-
nary variables generated from pruned probabil-
ity trees, in the first case with a prune value
(Salmero´n et al., 2000) of 0.001 (light pruning)
and in the second case, of 0.01 (severe prun-
ing). Pruning the tree consists of replacing sub-
trees with the average value in the leaves, which
means that the value for every configuration of
variables in the pruned sub-tree becomes con-
stant. Therefore, if we construct a table from
such a tree, as a result all the cells in the ta-
ble corresponding to the configurations in the
pruned sub-tree will contain the same value.
Thus, a severe pruning will generate more re-
peated values in the equivalent probability table
than a light pruning. For each probability table
generated, the algorithm is applied ten times,
corresponding to ² values ranging from 0.0 to
0.01 at intervals of 0.001. Fig. 5 shows the MSE
variation for each case. The upper panel of Fig.
5, which corresponds to light prune, shows that
higher error values are reached in this case. So,
it seems likely that the algorithm is able to de-
tect this kind of regularity within a potential.











































Figure 5: MSE variation learning from the same
tree with light and severe prune
Other experiments have been performed to
check the relation between accuracy and size
of the learned model. The results show that
the less accurate representations are those with
smaller size. This reflects mainly the fact that
smaller representations are expected to be a list
of small factors (most likely, one per variable in
the distribution), which is a not very accurate
representation.
4.3 Learning from the same model
Due to the nature of the algorithm and the
RPTs themselves, it is possible to obtain differ-
ent RPTs representing the same distribution.
The aim of this experiment was to check if
those representations, while different, were ac-
curate. A probability table was generated from
a pruned probability tree. The algorithm was
applied to it, with an ² value of 0.002, in order
to get a slightly different distribution. The re-
sulting RPT was called RPT1. The algorithm
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used the probability table represented by RPT1
as an argument, this time with an ² value of 0,
and returned a new RPT called RPT2. This
procedure was repeated 30 times, and then we
calculated the mean and the standard deviation
of both the difference in sizes of the resultant
trees, and the Kullback-Leibler divergence rel-
ative to the original distribution. For the tree
size differences, we got a mean of 0.73333, and a
standard deviation of 1.311312. For the KL di-
vergence, the mean downs to 0.021955 and the
standard deviation to 0.040008. These results
seem to confirm that under these circumstances,
RPT1 and RPT2 are similar representations of
the same distribution. In other words, this ex-
periment illustrates the ability of the algorithm
to find a RPT representation of a probability
distribution, close to the original distribution.
5 Conclusions
In this paper we have proposed an algorithm
for transforming a probabilistic potential into
a RPT. The experiments performed suggest
that the proposed algorithm is able to capture
most of the details of the original distribution.
This proposal can be used as the basis for de-
signing approximate algorithms for inference in
Bayesian networks, using RPT-based represen-
tations of the potentials involved in the infer-
ence process. The applicability of this method
is limited, in practice, by the size of the po-
tential that is going to be transformed into a
RPT. It can be seen in Eq. (1), where the dis-
tributions used are obtained by marginalizing
the original potential f . Therefore, the avail-
ability of a representation of f that allows an
efficient computation of marginals would bene-
fit the performance of the algorithm.
We are currently considering the possibility
of extending the algorithm in order to learn di-
rectly from a database. Also, we are studying
a way to detect a different kind of regularity,
namely, the proportionality between different
parts of the potential.
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Abstract
A method for calculating some profile likelihood inferences in probabilistic graphical mod-
els is presented and applied to the problem of classification. It can also be interpreted as
a method for obtaining inferences from hierarchical networks, a kind of imprecise proba-
bilistic graphical models.
1 Introduction
The main result of the present paper is a
method for calculating profile likelihood func-
tions for an important class of probabilistic in-
ferences, when the probabilities of a Bayesian
network are learned from data. This result can
also be interpreted as a method for obtaining
inferences from hierarchical networks, which are
networks with imprecisely known probabilities.
Likelihood-based inference is briefly outlined
in the next section, while Section 3 contains the
main result, stated in Theorem 1 (whose proof
will be given in an extended version of the pa-
per). Section 4 presents an application of this
result to the problem of classification.
2 Likelihood
Let Pθ be a parametric probabilistic model for
some discrete random variables X,Y, . . ., where
θ P Θ is the parameter (vector) and Θ is the
parameter space. The observation of a realiza-
tion X  x induces the (normalized) likelihood
function lik on Θ defined by
likpθq 
PθpX  xq
supθ1PΘ Pθ1pX  xq
for all θ P Θ. Moreover, when X  x is ob-
served, the model Pθ is updated into the condi-
tional model Pθp  |X  xq.
The inference about the value gpθq of a func-
tion g : Θ Ñ G (where G can be any set) can
be based on the (normalized) profile likelihood




for all γ P G, where sup∅ is interpreted as 0.
In particular, if there is a unique γ P G such
that likgpγq  1, then γ is the maximum like-
lihood estimate of gpθq. More generally, the
likelihood-based confidence region for gpθq with
cutoff point β P r0, 1r is the set
tγ P G : likgpγq ¡ βu ,
whose confidence level can often be approxi-
mated thanks to the result of (Wilks, 1938).
These are the usual likelihood-based point es-
timates and set estimates; more general ways of
basing inferences and decisions directly on the
likelihood function are discussed in (Cattaneo,
2007).
Example 1. Let X1, . . . , X10 be 10 categorical
variables taking values in the set ta, b, cu. The
assumption that X1, . . . , X10 are independent
and identically distributed leads to a parametric
probabilistic model Pθ with PθpXi  ωq  θω,
where the parameter θ  pθa, θb, θcq is an ele-
ment of the standard 2-dimensional simplex
Θ 
 
pθa, θb, θcq P r0, 1s3 : θa   θb   θc  1q
(
.
Assume that the realizations of X1, . . . , X9 are
observed, and the values a, b, and c appear 2,
4, and 3 times, respectively. This observation
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induces the (normalized) multinomial likelihood
function lik on Θ defined by







for all θ P Θ. The inference about the probabil-
ity that the realization of X10 will be either a or
b can be based on the profile likelihood function
likg on r0, 1s, with g : ΘÑ r0, 1s defined by
gpθq  Pθ pX10 P ta, buq  θa   θb
for all θ P Θ (note that conditioning Pθ on the
observed realizations of X1, . . . , X9 has no in-
fluence on the probability distribution of X10).
Since the (normalized) profile likelihood func-





for all γ P r0, 1s, the maximum likelihood esti-
mate of Pθ pX10 P ta, buq is pγ  23 , while for in-
stance r0.35, 0.90s is an approximate 95% confi-
dence interval for Pθ pX10 P ta, buq, since it cor-
responds approximately to the likelihood-based
confidence region with cutoff point β  0.15.
2.1 Hierarchical model
The parametric probabilistic model and the
likelihood function can be considered as the two
levels of a hierarchical model, in which the likeli-
hood function describes the relative plausibility
of the parameter values. As noted above, when
X  x is observed, the set tPθ : θ P Θu is up-
dated by conditioning each element Pθ on the
observed event: this corresponds to the updat-
ing of the imprecise Bayesian model studied in
(Walley, 1991). Hence, the hierarchical model
generalizes the imprecise Bayesian model, in the
sense that the second level (that is, the likeli-
hood function) describes additional information
about the relative plausibility of the elements of
tPθ : θ P Θu.
This additional information allows fundamen-
tal advantages of the hierarchical model over the
imprecise Bayesian model, such as the possibil-
ity of starting without prior information and the
increased robustness of the conclusions: see for
example (Cattaneo, 2009). Moreover, since the
membership functions of fuzzy sets are often in-
terpreted as likelihood functions (the extension
principle of possibility theory corresponds then
to the use of profile likelihood functions), the
hierarchical model can handle fuzzy data and
possibilistic information or variables in a unified
and well-founded way: see for instance (Catta-
neo, 2008).
3 Networks
When X is a categorical variable, let ΩX de-
note the set of all possible realizations of X.
Moreover, let FX denote the set of all possible
real functions on ΩX , and let SX denote the
set of all possible probability distributions on
ΩX . Hence, SX  FX , and SX can be iden-
tified with the standard simplex of dimension
|ΩX |  1, where |ΩX | denotes the cardinality of
ΩX . Moreover, let 0X denote the function on
ΩX with constant value 0 (therefore, 0X P FX ,
but 0X R SX). Finally, if f P FX with fpxq ¥ 0
for all x P ΩX , then let xfy denote the probabil-
ity distribution on ΩX proportional to f when
f  0X , and the uniform probability distribu-
tion on ΩX when f  0X . That is, xfy P SX ,















LetX1, . . . , Xk be k categorical variables such
that |ΩXi | ¥ 2 for all i P t1, . . . , ku. Assump-
tions about conditional independencies among
the variables X1, . . . , Xk can be encoded in a di-
rected acyclic graph G with nodes X1, . . . , Xk:
see for example (Jensen and Nielsen, 2007). Let
Πi denote the joint variable composed of all
parents of Xi according to G, where Πi is as-
sumed to be constant when Xi has no parents.
The other component of a Bayesian network,
besides the graph G, are the probability distri-
butions of Xi conditional on Πi  πi, for each
i P t1, . . . , ku and each πi P ΩΠi . Altogether,
these conditional probability distributions can








is a Cartesian product of the simplexes SXi . For
each θ P ΘG, let θXi|πi denote the correspond-
ing probability distribution of Xi conditional on
Πi  πi (hence, θXi|πi P SXi). The Bayesian
network described by the graph G and the pa-
rameter θ P ΘG determines the joint probability
distribution Pθ on ΩX1      ΩXk defined by




for all px1, . . . , xkq P ΩX1      ΩXk , where πi
are the corresponding realizations of the joint
variables Πi.
To allow uncertainty about the involved prob-
ability values, Bayesian networks have been gen-
eralized to credal networks, which can be de-
scribed by a directed acyclic graph G and a
set Θ  ΘG of parameters: see for instance
(Antonucci and Zaffalon, 2008). A credal net-
work determines an imprecise Bayesian model
tPθ : θ P Θu, instead of a single probability
distribution Pθ. That is, a credal network cor-
responds mathematically to a set of Bayesian
networks with the same graph G. A credal net-







is the Cartesian product of the sets ΘXi|πi , with
ΘXi|πi  SXi for all i P t1, . . . , ku and all
πi P ΩΠi . That is, a separately specified credal
network consists of all Bayesian networks with
graph G and probability distributions ofXi con-
ditional on Πi  πi freely selected from the sets
ΘXi|πi (note that only the so-called strong ex-
tension of a separately specified credal network
is considered in the present paper).
To allow additional information about the rel-
ative plausibility of the involved probability val-
ues, credal networks have been generalized to
hierarchical networks, which can be described
by a directed acyclic graph G, a set Θ  ΘG
of parameters, and a (normalized) likelihood
function lik on Θ: see for example (Cattaneo,
2009). A hierarchical network determines a hi-
erarchical model with as first level the impre-
cise Bayesian model tPθ : θ P Θu, and as second
level the likelihood function lik on Θ, describ-
ing the relative plausibility of the elements of
tPθ : θ P Θu. That is, a hierarchical network
corresponds mathematically to a set of Bayesian
networks with the same graph G but in general
with different degrees of plausibility. A hierar-
chical network is said to be separately specified
if Θ satisfies (1), and lik is the product of the








for all θ P Θ, with ΘXi|πi  SXi and likXi|πi :
ΘXi|πi Ñ r0, 1s for all i P t1, . . . , ku and all
πi P ΩΠi . That is, the separately specified
hierarchical networks generalize the separately
specified credal networks by adding information
about the relative plausibility of the elements of
the sets ΘXi|πi .
3.1 Learning probabilities from data
Learning networks from data is a fundamental
problem. In the present paper, only the simplest
case is considered: the directed acyclic graph G
is assumed known, and the dataset is complete.
That is, the dataset consists of n realizations
of the joint variable X  pX1, . . . , Xkq. For
each i P t1, . . . , ku and each πi P ΩΠi , let nXi|πi
denote the function on ΩXi assigning to each
xi P ΩXi the number of realizations of the joint
variable X such that Xi  xi and Πi  πi.




nXi|πipxiq  n. (2)
When the n realizations of the joint variable
X are considered independent and identically
distributed according to the joint probability
distribution Pθ with θ P ΘG, they induce the















for all θ P ΘG, where 00 is interpreted as
1. The denominators of the fractions normal-
ize the likelihood function, since lik is max-
imized by the parameter pθ P ΘG such thatpθXi|πi  xnXi|πiy for all i P t1, . . . , ku and all
πi P ΩΠi . However, pθ is the unique parame-
ter maximizing lik only if nXi|πi  0Xi for all
i P t1, . . . , ku and all πi P ΩΠi (that is, only if
all possible realizations Πi  πi appear at least
once in the dataset).
Hence, the likelihood function lik on ΘG fac-
torizes in the local likelihood functions likXi|πi









for all θXi|πi P SXi . Estimates of the conditional
probability distributions θXi|πi can easily be
based on the multinomial likelihood functions
likXi|πi : if nXi|πi  0, then pθXi|πi  xnXi|πiy is
the maximum likelihood estimate; alternatively,
likXi|πi can be combined with a prior proba-
bility distribution on SXi (usually a Dirichlet
distribution) to obtain a Bayesian estimate of
θXi|πi . However, the Bayesian network corre-
sponding to the estimated conditional probabil-
ity distributions does not contain any informa-
tion about the uncertainty of those estimates,
and consequently it does not contain any infor-
mation about the uncertainty of the resulting
probabilistic inferences.
To include some information about the un-
certainty of the conditional probability distri-
butions and of the resulting probabilistic infer-
ences, set estimates ΘXi|πi  SXi of the con-
ditional probability distributions θXi|πi can be
based on the local likelihood functions likXi|πi
(instead of point estimates θXi|πi P SXi). The
set estimates ΘXi|πi determine a separately
specified credal network, and inferences can
then be based on the corresponding imprecise
Bayesian model. The usual way of obtaining an
imprecise probability distribution ΘXi|πi from
a multinomial likelihood function likXi|πi is by
combining it with a set of prior Dirichlet distri-
butions, called imprecise Dirichlet model: see
for example (Walley, 1996). But the confidence
level of the set estimates ΘXi|πi obtained from
the imprecise Dirichlet model can be arbitrar-
ily low (for sufficiently large n: compare with
Example 2): see for instance Wilson’s comment
in the discussion of (Walley, 1996). To avoid
this problem, the sets ΘXi|πi  SXi could be es-
timated as likelihood-based confidence regions
for θXi|πi , according to the multinomial likeli-
hood functions likXi|πi , but in general the clo-
sure of the resulting set estimates ΘXi|πi would
be convex with infinitely many extreme points
when |ΩXi | ¥ 3, and this would lead to compu-
tational difficulties.
Instead of reducing them to likelihood-based
confidence regions ΘXi|πi , it is better to main-
tain the whole likelihood functions likXi|πi as
descriptions of the uncertainty about the con-
ditional probability distributions θXi|πi . The
likelihood function lik on ΘG describes then
the uncertainty about the whole Bayesian net-
work (given the graph G), and corresponds to
a separately specified hierarchical network with
Θ  ΘG. Learning hierarchical networks from
data is straightforward (when the graph G is
assumed known), and no estimates or prior dis-
tributions are necessary, but in general the cal-
culation of profile likelihood functions (on which
inferences and decisions are based) is not so
simple. However, the following theorem shows
that for particular classes of functions g on Θ,
obtaining the profile likelihood function likg is
straightforward too.
Theorem 1. For each i P t1, . . . , ku and
each πi P ΩΠi, let dXi|πi , qXi|πi P FXi with
dXi|πipxiq ¥ 0 for all xi P ΩXi. Moreover, let

























respectively, for all θ P ΘG, where 00 is inter-
preted as 1, and 0x is interpreted as  8 for all
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negative x (but gpθq is undefined when both 0
and  8 appear in the same product). Finally,
let α and α be the infimum and the supremum,
respectively, of the set 
α P R : pdXi|πi   α qXi|πiqpxiq ¥ 0 @ i, πi, xi
(
(linear combinations of functions are to be in-
terpreted pointwise).
• If α  α  0, then likgpγq  1 for all
γ P r0, 8s.




xdXi|πi   α qXi|πiy if α  8
and dXi|πi   α qXi|πi  0Xi,
xqXi|πiy if α  8
and dXi|πi   α qXi|πi  0Xi,
xqXi|πiy if α  8
and qXi|πi  0Xi,
xdXi|πiy if α  8
and qXi|πi  0Xi,
θrαsXi|πi  xdXi|πi   α qXi|πiy,
θXi|πi 
$''''''''''''''&''''''''''''''%
xdXi|πi   α qXi|πiy if α   8
and dXi|πi   α qXi|πi  0Xi,
xqXi|πiy if α   8
and dXi|πi   α qXi|πi  0Xi,
xqXi|πiy if α   8
and qXi|πi  0Xi,
xdXi|πiy if α   8
and qXi|πi  0Xi,
respectively, for all α P sα, αr , all i P
t1, . . . , ku, and all πi P ΩΠi.
Then likgpgpθqq  likpθq and likgpgpθqq 
likpθq.






likpθq if α  8,
0 if α  8.
If gpθq   gpθq, then the graph of the restric-
tion of likg to sgpθq, gpθqr is the set
tpgpθrαsq, likpθrαsqq : α P sα, αr u ,
and gpθrαsq is a continuous, strictly in-
creasing function of α P sα, αr .






likpθq if α   8,
0 if α   8.
The likelihood function lik of Theorem 1 gen-
eralizes the likelihood function on ΘG induced
by a complete dataset, for which the functions
dXi|πi  nXi|πi can take only integer values
and must satisfy conditions such as (2). The
function g of Theorem 1 can for example de-
scribe the probability of a particular realization
px1, . . . , xkq P ΩX1     ΩXk of the joint vari-
able X  pX1, . . . , Xkq; that is,
gpθq  PθpX1  x1, . . . , Xk  xkq
for all θ P ΘG. In this case, qXi|πi  nXi|πi
for the particular dataset consisting of the sin-
gle realization px1, . . . , xkq of the joint vari-
able X. If the functions n1Xi|πi describe a sec-
ond dataset consisting of the single realization
px11, x2, . . . , xkq of the joint variable X, then the





PθpX1  x1 |X2  x2, . . . , Xk  xkq
PθpX1  x
1
1 |X2  x2, . . . , Xk  xkq
for all θ P ΘG such that the right-hand side
is well-defined. That is, g describes the proba-
bility ratio of the possible realizations x1 and
x11 of X1 conditional on the realizations of
X2, . . . , Xk. In the next section, Theorem 1
with this kind of function g is used in the prob-
lem of classification: the goal is to determine
the realization of X1 given the realizations of
X2, . . . , Xk.
The formulation of Theorem 1 is rather com-
plex, because several special cases must be con-
sidered, but the central part of the theorem is
pretty simple: it is the parametric expression
for the graph of the profile likelihood function
likg restricted to the interval sgpθq, gpθqr . For
example, in the problem of classification stud-
ied in the next section, it suffices to consider
this central part, since sgpθq, gpθqr s0, 8r .
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The idea behind the parametric expression of
the graph of likg is the following: if θrαs maxi-
mizes pgpθqqα likpθq over all θ P ΘG for some
α P R, then θrαs maximizes likpθq over all
θ P ΘG such that gpθq  gpθrαsq, and there-
fore likgpgpθrαsqq  likpθrαsq. For the partic-
ular classes of functions lik and g considered
in Theorem 1, finding the parameter θrαs max-
imizing pgpθqqα likpθq over all θ P ΘG is ex-
tremely simple. For more general classes of
functions lik and g, the above idea can be com-
bined with approximation algorithms for maxi-
mizing pgpθqqα likpθq, such as the EM algorithm
of (Dempster et al., 1977), but this goes beyond
the scope of the present paper.
4 Naive classifiers
Let C,F1, . . . , Fk1 be k categorical variables.
The variables F1, . . . , Fk1 describe k  1 fea-
tures of an object, while C is the variable of
interest: it describes the object’s class. Hav-
ing observed m features of an object, say F1 
f1, . . . , Fm  fm, with m P t0, . . . , k  1u, the
goal is to classify it; that is, to predict the real-
ization of C. The problem is particularly sim-
ple if the features F1, . . . , Fk1 are assumed to
be conditionally independent given the class C.
This assumption can be encoded in the directed
acyclic graph GN with nodes C,F1, . . . , Fk1
such that C has no parents and is the only par-
ent of F1, . . . , Fk1.
The Bayesian network described by the graph
GN and a parameter θ P ΘGN is called naive
Bayes classifier (NBC): such classifiers were pro-
posed in (Duda and Hart, 1973). For each pair
of different classes a, b P ΩC , let ga,b : ΘGN Ñ
r0, 8s be defined by
ga,bpθq 
PθpC  a, F1  f1, . . . , Fm  fmq
PθpC  b, F1  f1, . . . , Fm  fmq
for all θ P ΘG, where x0 is interpreted as  8 for
all positive x, and as 1 when x  0. A strict
partial preference order ¡ on ΩC is obtained by
considering the values ga,bpθq, for the parameter
θ of the Bayesian network and all pairs of differ-
ent classes a, b P ΩC : if ga,bpθq ¡ 1, then a ¡ b
(that is, a is preferred to b), while if ga,bpθq   1,
then b ¡ a; finally, if ga,bpθq  1, then there is
no preference between a and b. The NBC re-
turns as prediction of C the maximal elements
of ΩC according to ¡ (that is, the c P ΩC such
that there is no c1 P ΩC with c1 ¡ c). Usu-
ally the prediction consists of a single class, but
sometimes it can consist of several classes (with
no preference among them). The parameter θ
of the Bayesian network can be estimated from
training data (for example by maximum like-
lihood estimation: see Subsection 3.1), but the
resulting NBC does not contain any information
about the uncertainty of the estimate θ and of
the inferred values ga,bpθq.
The credal network described by the graph
GN and a set Θ  ΘGN of parameters is called
naive credal classifier (NCC): such classifiers
were proposed in (Zaffalon, 2002). A strict par-
tial preference order ¡ on ΩC (called credal
dominance) is obtained by considering the val-
ues ga,bpθq, for all parameters θ P Θ and all pairs
of different classes a, b P ΩC : there is a prefer-
ence between a and b only if either ga,bpθq ¡ 1
for all θ P Θ (in which case a ¡ b), or ga,bpθq   1
for all θ P Θ (in which case b ¡ a). The NCC
returns as prediction of C the maximal elements
of ΩC according to ¡; hence, the prediction of-
ten consists of more than one class. The set Θ
of parameters can be estimated from training
data (for example on the basis of the imprecise
Dirichlet model: see Subsection 3.1): the result-
ing NCC contains some information about the
uncertainty of the inferred values ga,bpθq, and
the number of classes returned as prediction of
C depends on the amount of uncertainty (the
more uncertainty, the more classes).
The hierarchical network described by the
graph GN and a (normalized) likelihood func-
tion lik on ΘGN can be called naive hierarchical
classifier (NHC). For each β P r0, 1r , a strict
partial preference order ¡β on ΩC is obtained
by considering the profile likelihood functions
likga,b on r0, 8s, for all pairs of different classes
a, b P ΩC : there is a preference between a and
b only if either likga,bpγq ¤ β for all γ P r0, 1s
(in which case a ¡β b), or likga,bpγq ¤ β for all
γ P r1, 8s (in which case b ¡β a). The NHC
returns as prediction of C with cutoff point β
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the maximal elements of ΩC according to ¡β.
Hence, the prediction can consist of one or more
classes, and the number of classes increases as
β decreases, in the sense that additional classes
can be included in the prediction as β decreases.
The likelihood function lik on ΘGN can be in-
duced by training data, and when lik satisfies
the condition of Theorem 1, the profile likeli-
hood functions likga,b are easily obtained. In
order to satisfy that condition, it is not neces-
sary for the training dataset to be complete (the
features of the objects in the dataset need not be
observed), but when it is complete, Theorem 1
implies the following simple result.
Corollary 1. Let a, b P ΩC be two differ-
ent classes, and for both c P ta, bu and each
i P t1, . . . ,mu, let nc and nc,i be the numbers
of objects in the complete training dataset with
C  c, and with C  c and Fi  fi, respectively.
Moreover, define
α  mintna, na,1, . . . , na,mu
and
α  mintnb, nb,1, . . . , nb,mu.
• If α  α  0, then likga,bpγq  1 for all
γ P r0, 8s.
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,
respectively, for all α P rα, αs, where 00 is
interpreted as 1, and x0 is interpreted as
 8 for all positive x, and as 1 when x  0.
Then xa,b is an increasing bijection, and
the graph of likga,b is the set
tpxa,bpαq, yapαq ybpαqq : α P rα, αsu .
If the NHC is learned from training data, then
for sufficiently large β P r0, 1r , the predictions
with cutoff point β correspond to the ones re-
turned by the NBC based on maximum likeli-
hood estimation (if this is well-defined). But as
β decreases, more and more classes are included
in the predictions with cutoff point β; and for
sufficiently small β, the predictions are vacu-
ous, in the sense that they consist of all possi-
ble classes. Hence, the NHC learned from train-
ing data can be interpreted as a description of
the uncertainty about the NBC based on max-
imum likelihood estimation: when the cutoff
point β P s0, 1r is fixed, the numbers of classes in
the predictions depend on the amount of uncer-
tainty (the more uncertainty, the more classes).
In particular, if c is the prediction of C returned
by the NBC, then βc  maxc1PCztcu likgc,c1 p1q is
the minimum value of β P s0, 1r such that the
prediction of C with cutoff point β returned by
the NHC is c as well. Therefore, βc is an in-
dex of the uncertainty about the prediction c:
the larger βc, the more uncertainty; in fact, βc
is the likelihood ratio test statistic for the set
of all parameters θ P ΘGN such that the corre-
sponding NBC does not return c as prediction
of C: see for instance (Wilks, 1938).
The strict partial preference order ¡β for the
NHC with likelihood function lik on ΘGN cor-
responds to credal dominance for the NCC with
as set Θ of parameters the likelihood-based con-
fidence region tθ P ΘGN : likpθq ¡ βu. When
the NCC is learned from training data, the set Θ
of parameters is usually estimated on the basis
of the imprecise Dirichlet model: this model de-
pends on a hyperparameter s P s0, 8r , and the
behavior of the resulting predictions as s varies
from 0 to  8 is similar to the behavior as β
varies from 1 to 0 of the predictions with cut-
off point β returned by the NHC learned from
the same training data. Besides the theoreti-
cal advantages of not needing prior distributions
and of having the whole information encoded in
the model (whereas to each s P s0, 8r corre-
sponds a different NCC), the main practical ad-
vantage of the NHC over the NCC when they
are learned from training data is that, unlike
the hyperparameter s, the cutoff point β has a
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frequentist interpretation in terms of (approxi-
mate) confidence levels, thanks to the result of
(Wilks, 1938), as shown in the next example. A
much more thorough comparison of these naive
classifiers will be presented in (Antonucci et al.,
2011).
Example 2. The simplest nontrivial classifica-
tion problem corresponds to the case with ΩC 
ta, bu and m  0. Assume that P pC  aq  12 ;
in this case, the vacuous prediction of C can be
considered as the theoretically correct classifica-
tion, since there is no reason for preferring either
of the two possible classes to the other. Con-
sider the NHC learned from a complete training
dataset consisting of n objects, and consider the
NCC learned from the same training data on the
basis of the imprecise Dirichlet model with the
standard choice s  2 for the hyperparameter.
The probability that the prediction of C with
cutoff point β  0.15 returned by the NHC is
vacuous is approximately 94.3% when n  100
and 94.6% when n  1000, while the proba-
bility that the prediction of C returned by the
NCC is vacuous is approximately 23.6% when
n  100 and 7.6% when n  1000. Hence, in
this perfectly symmetric situation the probabil-
ity that the NCC returns the vacuous prediction
(that is, the theoretically correct classification)
decreases as the number of objects in the train-
ing dataset increases.
5 Conclusion
When the likelihood function for the probabil-
ities of a Bayesian network factorizes in multi-
nomial likelihood functions, Theorem 1 gives a
method for calculating profile likelihood func-
tions for a particular class of probabilistic in-
ferences. In the future, this method will be
generalized to non-factorizing likelihood func-
tions and more general classes of probabilistic
inferences, by combining it with approximation
algorithms (such as the EM algorithm) and ex-
ploiting the algebraic structure of the likelihood
functions. Another interesting research topic
is the combination of these methods with the
learning of the graph of the Bayesian network.
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Abstract
The Dirichlet distribution is a statistical model that is deeply entrenched in the theory
and practice of learning and reasoning in Bayesian networks. While it is mathematically
convenient in certain situations, it imposes computational challenges in others, such as
in Bayesian parameter learning under incomplete data. We consider in this paper a
discretized variant of the continuous Dirichlet distribution. We show first how one can
model such a distribution compactly as a Bayesian network, which can be used as a sub-
model in other Bayesian networks. We analyze some of its theoretical properties, relating
the discrete variant to the original continous density. We further show how to represent
and perform exact inference efficiently in this model. We finally discuss some implications
that a discrete Dirichlet model may have in enabling the design of more sophisticated
models, and in enabling new ways to reason about them.
1 Introduction
Bayesian networks are prevalent in the artificial
intelligence and computer science communities,
and in these domains, the natural model is of-
ten the one over discrete variables. Driven by
the need to reason in these models, a significant
body of research has developed, giving rise to ef-
fective and powerful algorithms for both exact
and approximate inference in discrete Bayesian
networks (Darwiche, 2009).
In contrast, for the task of learning Bayesian
networks, one typically requires continuous vari-
ables representing, for example, possible net-
work parametrizations. The Dirichlet is a pop-
ular model for such distributions, and has cer-
tainly been the most influential distribution in
Bayesian learning (DeGroot, 1970; Heckerman,
1998). While they can be mathematically con-
venient in certain cases, the use of the Dirichlet
distributions can pose a computational barrier
in other situations. In particular, the Dirich-
let distribution is the conjugate prior for the
parameters of a multinomial distribution, and
in the task of Bayesian parameter learning, a
Dirichlet prior leads to a Dirichlet posterior,
given complete data. However, in the case of in-
complete data, the posteriors are in general no
longer Dirichlet. To compute these posteriors,
we must marginalize over the hidden variables,
leading to a mixture of Dirichlets, which is both
analytically and computationally prohibitive.1
In such cases, we may appeal to variational ap-
proximations or Gibbs sampling, or otherwise
settle for maximum a Posteriori (MAP) param-
eter estimates (Heckerman, 1998).
Considering the vast body of research on rea-
soning in discrete models, and considering fur-
ther the increasing availability of computational
resources (in the form of many-core and mas-
sively parallel architectures, distributed com-
puting, cloud computing, etc.), posing such
problems in fully-discrete approximations may
become a compelling alternative. Towards this
end, we consider in this paper a discretized vari-
ant of the Dirichlet distribution. A naive dis-
cretization of this domain would enumerate a
set of candidate distributions, which may be
coming from a high-dimensional space. In con-
1Drawing samples from a Dirichlet distribution is an-
other difficulty, where in practice, approaches based on
rejection sampling are often used. This is another case
where a discrete Dirichlet has been considered as an al-
ternative to the continuous one (Matsui et al., 2010).
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trast, we propose a natural but compact repre-
sentation of this domain that can be encoded
directly as a Bayesian network, allowing it to
be embedded naturally in other Bayesian net-
work models. We further show that this dis-
crete Dirichlet sub-model is further amenable
to exact inference, via a specialized belief prop-
agation procedure which we describe.
We also analyze the theoretical properties of
this discrete Dirichlet model, relating it to the
original continuous distribution. We conclude
by discussing some of the advantages, in terms
of both modeling and reasoning, that present
themselves by assuming a discrete representa-
tion of Dirichlet priors.
2 Preliminaries
Let X be a random variable taking on k pos-
sible values xi. Let the distribution over X be
parametrized by a vector θX = (θx1 , . . . , θxk),
where each θxi is a probability and
∑
i θxi = 1.
We shall refer to θX as a parameter set and
each θxi as a parameter. Given a specific pa-
rameter set θX we thus have the probability
Pr(X=xi | θX =(θx1 , . . . , θxk)) = θxi . Note
that when the symbol θxi appears in the con-
text of θX , it refers to the i-th component of
the parameter set θX .
The Dirichlet distribution is the one typically
used to specify a prior probability density over
parameter sets θX :





where the exponents ψxi are hyper-parameters










where Γ is the gamma function.
We next present a discrete approximation of
the Dirichlet distribution and discuss some of
its properties and advantages in later sections.
3 A Discretized Dirichlet
Suppose we discretize the space of a parameter
set θX = (θx1 , . . . , θxk) so that each parameter
X X ∈ {x1, x2, x3, x4,⊥}
θx1 θx2 θx3 θx4 θxi ∈ {0.1, . . . , .1.0}
S S = >
Figure 1: A Bayesian network model for a dis-
crete Dirichlet distribution.
θxi takes a value from a finite set Ωxi of proba-
bilities. Let ΩX be the values of parameter set
θX = (θx1 , . . . , θxk) such that each θxi ∈ Ωxi
and θx1 + . . . + θxk = 1. We can now define a
discrete analogue of the Dirichlet distribution:





for θX ∈ ΩX where β is a normalizing constant.
The exponents ψxi are the hyper-parameters of
the now discrete Dirichlet distribution.2
3.1 A Bayesian Network Micro-Model
We present now a Bayesian network micro-
model of the discrete analogue of the Dirichlet
we just described. This network fragment can
be embedded in any other discrete Bayesian net-
work model, and may be augmented further as
dictated by any prior knowledge available.
Let X be a variable with k values x1, . . . , xk,
and that we want to specify a prior over its dis-
tribution. Figure 1 illustrates an example of our
model. We model each parameter θxi of the pa-
rameter set θX = (θx1 , . . . , θxk) as marginally
independent root variables. These parameter
variables serve as the prior for the CPT parame-
ters of variable X. We include another observed
variable S that enforces a constraint that the
parameter set θX normalizes to sum to one.
2Note that others have also investigated discretiza-
tions of the Dirichlet for other purposes, such as (Mat-
sui et al., 2010), who were interested in drawing samples
from a discrete Dirichlet. In contrast, we propose next
an explicit Bayesian network representation, and in Sec-
tion 5 we provide an exact inference algorithm for it.
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First, each root variable θxi has values in Ωxi ,
having the following CPT:
Pr(θxi) = αxi [θxi ]
ψxi−1,






Next, variable X has values in {x1, . . . , xk,⊥},
where ⊥ is a new distinguished state capturing
invalid distributions that do not sum to one. Its
CPT is as follows:
• If θx1 + . . .+ θxk = 1, then
Pr(X=xi | θx1 , . . . , θxk) = θxi for all xi
Pr(X=⊥ | θx1 , . . . , θxk) = 0
• If otherwise θx1 + . . .+ θxk 6= 1, then
Pr(X=xi | θx1 , . . . , θxk) = 0 for all xi
Pr(X=⊥ | θx1 , . . . , θxk) = 1
Finally, variable S has two values: > represent-
ing valid parameter sets, and ⊥ representing in-
valid parameter sets. Its CPT is as follows:
Pr(S=> | X=xi) = 1
Pr(S=⊥ | X=xi) = 0
for all xi, and
Pr(S=> | X=⊥) = 0
Pr(S=⊥ | X=⊥) = 1
The observation S=> represents a constraint
that parameter sets θX must be valid, forcing
invalid parameter sets to have probability zero.
In the extended paper, we prove the following
key property of our proposed micro-model:





which is precisely the distribution given in
Equation 2. This basically shows that once
we condition our micro-model on the observa-
tion S=>, the model induces a discrete Dirich-
let distribution on parameter sets. We exam-
ine the properties of this distribution further in
Section 4, where we show how it resembles the
continuous Dirichlet distribution in key aspects.
Before we proceed, we make some observa-
tions. First, observe that a naive discretiza-
tion would enumerate a finite set of parameter
sets θX = {θx1 , . . . , θxk}, which require an in-
tractably large selection to achieve a reasonable
coverage of the domain ΩX . Although our vari-
able X has k parents, one for each parameter
θxi , and the CPT has a number of entries that
is exponential in k, our representation remains
compact as we may leave the CPT of X defined
implicitly. Moreover, as our micro-model has a
polytree structure, we can in fact perform infer-
ence efficiently in this implicit representation,
as we show in Section 5.
3.2 An Example
Consider again our example from Figure 1. We
have assumed a random variable X with four
states x1, . . . , x4, and a distribution over X has
four parameters in its parameter set: θX =
(θx1 , . . . , θx4). Suppose then that each param-
eter can take on one of the n = 10 values in
θxi = {0.1, 0.2, . . . , 1.0}. Indeed, we can think
of 1n as a discretization granularity, and define
parameter domains such as Ωxi = { an | a ∈
{1, 2, . . . , n}}. Using an exponent ψxi = 1, we
have the prior distribution over parameter val-
ues Pr(θxi =p) = 0.1 for all p ∈ Ωxi . Using an
exponent ψxi = 2, we have the prior distribution





4 Properties of the Discrete
Dirichlet
In this section, we examine the properties of
the discrete Dirichlet distribution of Equation 3,
comparing it to the original continuous distri-
bution of Equation 1. In particular, one of our
goals here is to confirm that the discrete Dirich-
let distribution behaves in a natural way, as
compared to the continuous version that it is
based on. When we make use of the original
continuous Dirichlet, we refer to a density ρ,
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and when we make use of the discrete version,
we refer to a distribution Pr .
Expected Value. The first property of our
micro-model is its ability to explicitly represent
the expected value of each parameter θxj , which
is known as the Bayesian estimate (Heckerman,
1998). In particular, we prove the following in
the extended paper:




θxj · Pr(θX | S=>)
which shows that we can recover the Bayesian
estimates of our parameter set θX directly from
the distribution of variable X conditioned on
observation S=>.
Expected Value: An Exact Case. In gen-
eral, the expected value of a parameter θxj from
the discrete Dirichlet is only an approximation
for that of the continuous Dirichlet. However,
in the special case that the Dirichlet exponents
are all the same exponent ψ, the expected value






k · ψ =
1
k
which yields a parameter set θX that is uni-
form.3 Note that this holds even in the case the
discretization does not admit a uniform param-
eter set (i.e., 1k /∈ Ωxj ); we will see an example
of this in Section 5.1.
Observed Data. Suppose now that we have
a data set D where we have observed N cases,
with Ni cases observed for each value xi of vari-
able X. In the continuous case, we have the
posterior Dirichlet:





which is a Dirichlet with exponents Ni+ψxi . In
the discretized case, assume that we have repli-
cated instances of the X variable, each shar-
ing the same parents in parent set θX . In the
3To sketch the proof, we note that if ψxi = ψxj , then
θxi and θxj are not otherwise distinguishable, so it must
be that the distribution Pr(θxi | S=>) is equivalent
to the distribution Pr(θxj | S=>). By Equation 7, it
follows that Ex[θxi ] = Ex[θxj ] for all xi, xj .
extended paper, we show the following for the
discrete case





which is a discrete Dirichlet with exponents
Ni + ψxi , therefore, resembling the continuous
distribution in this case.
Remember at this point that if we were us-
ing the Dirichlet for Bayesian parameter learn-
ing under incomplete data, the posterior is in
general not Dirichlet. Analogously, if we had
used a discrete Dirichlet. On the other hand,
the posterior in this latter case is still a discrete
distribution, which leaves us with more options
in terms of performing exact and approximate
inference, as we shall discuss in the next section.
5 Inference in a Discrete Dirichlet
In Section 3, we proposed an efficient represen-
tation for a discrete Dirichlet distribution, as-
suming that the CPT of variable X is implic-
itly defined. Taking advantage of the fact that
the network fragment is a polytree, and that we
can leave the CPT of X implicit, we propose
a belief propagation (BP) algorithm for exact
inference in our sub-model. The corresponding
message update equations can then be used in
a general belief propagation procedure for per-
forming (possibly approximate) inference in a
Bayesian network with discrete Dirichlet sub-
models. The inference procedure we describe
may also be used in other inference frameworks,
which we will discuss later in this section.
Our presentation will be similar in spirit to
inference using noisy-or CPTs. The noisy-or
model also has a compact representation that
is linear in the number of parents, and has an
efficient belief propagation procedure for per-
forming inference (Pearl, 1988, Section 4.3.2).
First, consider the following forms for the
message updates required for performing belief
propagation (BP) (Pearl, 1988):
piX(θxj ) = Pr(θxj ) (4)
λX(θxj ) =
∑
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Here, piX(θxj ) is the message passed from pa-
rameter node θxj to its child X, and λX(θxj )
is the message that X passes to its parent θxj .
Using these messages, we can compute the pos-
terior marginals:





The key computational component in this pro-
cedure is for the message λX(θxj ), which re-










Here, I is an index set I ⊆ {1, . . . , k} that se-
lects a subset of the states xi of variable X.
Moreover, parameter set θXI contains the se-
lection of parameters θxi for each index i ∈ I.
Finally, ΩpXI denotes the domain of parame-
ter sets θXI that sum to p, i.e., θXI ∈ ΩpXI
iff
∑
i∈I θxi = p. For the case of Equation 5,
I = {1, . . . , k} \ j and p = 1− θxj .
We sketch in Appendix A how to compute
these summations efficiently. More specifically,
suppose that we have k parameters θxk , and we
have n possible parameter values, i.e., |Ωxi | = n.
We sketch in the Appendix how all messages
λX(θxj ) can be computed in time O(k · n2),
which is polynomial and avoids the exponential
(in k) computation required by standard belief
propagation. In an extended version of the pa-
per, we show how one can compute BP mes-
sages when this model is embedded in a network
where X has parents and children. The compu-
tation of these messages are similar in spirit,
and also rely primarily on Equation 8.
To conclude this section, we remark that the
inference equations we have identified in this
section (together with more general ones in an
extended version) can be used to perform in-
ference in a general Bayesian network that has
discrete Dirichlet sub-models embedded in it.
If this Bayesian network is also a polytree, the
equations can be used to perform exact infer-
ence using belief propagation, where we apply
updates according to Equations 4 and 5 for mes-
sages passed along edges in our discrete Dirich-
let sub-model. Analogously, we can perform
approximate inference in a network that is not
a polytree, by using loopy belief propagation
(Yedidia et al., 2003). These exact computa-
tions may also be used in approximate inference
frameworks based on performing exact inference
in approximate networks, such as variational
approximations (Jaakkola, 2001), and general-
izations of belief propagation based on struc-
tural relaxations (Choi and Darwiche, 2006;
Choi and Darwiche, 2009). The latter approach,
in particular, could assume a structural relax-
ation where discrete Dirichlet sub-models are
independent (where the relaxation is later com-
pensated for). In such an approach, one needs
only to perform exact inference independently
in each discrete Dirichlet sub-model.
5.1 Examples
Consider again our example from Figure 1 and
Section 3.2, where we are now interested in
the distribution Pr(θX | S=>) over parameter
sets, and the expected parameter values Ex[θX ]
implied by it. Assuming we have Dirichlet ex-
ponents ψxi = 1 for all four xi, we have the
following distribution over parameter values:












for all four xi. Note that since each parameter
θxi must be at least 0.1, and there are four pa-
rameters θxi , it is not possible for a parameter
to have a value of 0.8, 0.9 or 1.0. The expected




θxi · Pr(θX | S=>) = 0.25
for all xi, which is the uniform distribution, and
also the expected parameter values given by the
original continuous Dirichlet.
As another example, if we have Dirichlet ex-
ponents ψxi = 2, we have the following distri-
bution over parameter values:
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and again we have the parameter estimates
Ex[θX ] = (25%, 25%, 25%, 25%), as would be
given by the continuous Dirichlet. Since this
is a small example, we can also compute the
MAP estimates argmaxθX Pr(θX | S=>), us-
ing a generic MAP algorithm, such as (Park and
Darwiche, 2004). For the continuous Dirich-
let, the expected value Ex[θX ] with respect to
density ρ(θX) is equivalent to the MAP esti-
mates argmaxθX ρ(θX), in this case. The dis-






= 6 MAP estimates for the
discrete Dirichlet, each having two parameters
θxi = 20.0% and two parameters θxj = 30.0%.
This is due, however, to the particular dis-
cretization we used which cannot represent a
uniform distribution. If we use, e.g., 20 discrete
states, the discrete Dirichlet has a unique and
uniform MAP estimate.
Suppose now we have exponents (1, 2, 3, 4).
The continuous Dirichlet yields expected pa-
rameter values Ex[θX ] = (10%, 20%, 30%, 40%).
Varying the number of discrete states n used
in our discretization, we arrive at the following,
increasingly accurate parameter estimates from
the discrete Dirichlet (compared to the contin-
uous ones):
n=10 (15.05%, 20.11%, 27.86%, 36.98%)
n=20 (12.38%, 19.77%, 29.08%, 38.77%)
n=50 (10.92%, 19.84%, 29.67%, 39.56%)
n=100 (10.46%, 19.91%, 29.84%, 39.79%)
n=1000 (10.05%, 19.99%, 29.98%, 39.98%)
Note that by n = 47 (not shown), the maximum
absolute error is less than 1%.
Consider now a network θX → X → Z where
θX is a continuous Dirichlet, and where we have
observed Z=z. Note that if X is unobserved,
the posterior ρ(θX | Z=z) is in general only a
mixture of Dirichlet’s, which are generally un-
wieldy, both analytically and computationally
(Heckerman, 1998). In contrast, if we represent






































Figure 2: The error introduced by discretiza-
tion. On the x-axis, we vary the number of dis-
crete states (in powers of 2), and on the y-axis
we vary the strength of the link X → Z.
this network using our discrete Dirichlet, each
variable θxi in our parameter set is just another
discrete variable in a discrete Bayesian network,
which we can approach using many of the tools
and algorithms available to us, such as belief
propagation, as we described earlier. In this
sense, the discrete Dirichlet yields an approxi-
mation to the above mixture of Dirichlet’s.
We evaluate the quality of this approxima-
tion in Figure 2, which depicts the absolute
maximum error seen in the discrete Dirichlet’s
parameter estimates as compared to those ob-
tained from the mixture of continuous Dirich-
lets. We assume here that variable X has two
states and that we have observed only Z=z.
We vary: (1) on the horizontal axis, the num-
ber of discrete states n used for the parameter
domains Ωxi = { an | a ∈ {1, 2, . . . , n}}; and (2)




which is the log Bayes factor for the event
X=x1 and observation Z=z. Note that for the
continuous Dirichlet, we have only one hidden
variable X, so it is still tractable to enumerate
over all cases X=xi to compute ρ(θX | Z=z).
In Figure 2, we plot the contours where the
number of discrete states n and the log Bayes
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factor yield a maximum absolute error of E, for
different errors E. We used Dirichlet exponents
ψx1 = 1 and ψx2 = 1. We observe a few gen-
eral trends. First, as we increase the number of
discrete states n, we find the error decreases, as
expected. Second, as we increase the strength of
the link X → Z, we find that the error tends to
increase. Third, if the link X → Z is vacuous,
the discrete Dirichlet’s parameter estimates are
exact (they recover the uniform distribution).
We note also that using only 25 = 32 discrete
states, the errors E for the range of y considered
are below 1%.
6 Discussion
Continuous distributions (such as Dirichlet and
logistic normal distributions) have been an in-
tegral part of learning Bayesian networks. The
use of continuous distributions, however, can
limit both the scalability and representational
power of these models. On scalability, these
distributions constrain the class of algorithms
one can use to perform learning and inference
with the models. On the representational side,
they provide restrictions on what can be mod-
eled as the result must fit into one of the known
distributions (such as Dirichlet).
A sound and principled procedure for design-
ing purely, or more, discrete models could po-
tentially broaden the use and scope of learn-
ing. Topics models are a particularly relevant
example (Blei and Lafferty, 2009), where there
is significant interest in augmenting and design-
ing new models, to enable new analysis and
queries. One of the challenges, however, is that
one generally needs to design new algorithms
for learning and inference when one is dealing
with a new or augmented model. In contrast,
consider two points: (1) practitioners are al-
ready in general well-versed in discrete model-
ing, and would more easily be able to incor-
porate prior knowledge for their particular ap-
plications (Niculescu, 2005), and (2) there is a
great body of research devoted to reasoning in
discrete Bayesian networks that we can imme-
diately take advantage of.
In this paper, we have laid some of the
sx1 sx2 sx3 sx4
θx1 θx2 θx3 θx4 θxi ∈ {0.1, . . . , 1.0}
sxi ∈ {0.1, . . . , 1.0,⊥}
Figure 3: Another micro-model, enforcing the
constraint that parameters θxi sum to one. We
maintain the cumulative sum of the parameters
θxi in the variables sxi . We clamp the end of
the chain sxk to 1 as evidence. The state ⊥ now
indicates a sum that has surpassed the value 1.
groundwork for a discrete model of the Dirich-
let distribution, targeting the longer-term goals
of developing compelling alternatives for learn-
ing and modeling Bayesian networks. Given the
Bayesian network micro-model for the Bayesian
network, and the exact and efficient algorithm
for reasoning in it, we are now in a position to
start developing new learning algorithms, for-
mulated in terms of performing (approximate)
inference in a meta-network for Bayesian pa-
rameter learning (Darwiche, 2009), as we dis-
cussed in Section 5.
A Inference: Proof Sketch
We sketch here how to efficiently compute the
messages λX(θxj ) of Equation 5, which is the
central computational component for perform-
ing exact inference in the discrete Dirichlet sub-
model. Our approach is based on message pass-
ing in an augmented network where every node
has at most two parents. Consider first a net-
work where we marginalize out variable X:
Pr(S=> | θX) =
∑
X





since Pr(S=> | X=⊥) = 0, and 1 otherwise
for all X=xi. If θX ∈ ΩX (it sums to one), then
k∑
i=1
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and zero otherwise (when θX /∈ ΩX). Variable
S now has parameter nodes θxi as direct par-
ents. We now augment the variable S, which
enforces the sum-to-one constraint, into a chain
that enforces this constraint by accumulating
the sum of the parameters θxi ; see Figure 3.
Here, Pr(sxi | sxi−1 , θxi) = 1 iff sxi = sxi−1+θxi ,
and Pr(sx1 | θx1) = 1 iff sx1 = θx1 .
Consider now a message passed from sxi to











pisxi (sxi−1)pisxi (θxi) (9)
since Pr(sxi | sxi−1 , θxi) = 0 if sxi−1 + θxi 6=
sxi . By recursively substituting this equation







which is a summation of the form in Equation 8.
We can then compute Equation 8 for a given I
and p by permuting the variables in our net-
work so that indices I appear at the head of the
chain. To compute all of the messages of Equa-
tion 5, however, we need only perform message-
passing once in the network of Figure 3, since
one can show that the messages λsxi (θxi) will
be the messages λX(θxi) that we desire.
Computing a message takes (at most) O(n)
time for each of its O(n) entries (as in Equa-
tion 9). There are 2k − 1 edges in this model,
so to compute all messages of Equation 8, we
require only O(k · n2) time.
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Abstract
In this paper, we address the problem of finding good quality elimination orders for trian-
gulating dynamic Bayesian networks. In Bilmes and Bartels (2003), the authors proposed
a model and an algorithm to compute such orders, but in exponential time. We show that
this can be done in polynomial time by casting the problem to the problem of finding a
minimum s–t cut in a graph. In this approach, we propose a formal definition of an inter-
face (a set of nodes which makes the past independent from the future), we link the notion
of an interface with the notion of a graph cut-set. We also propose an algorithm which
computes the minimum interface of a dBN in polynomial time. Given this interface, we
show how to get an elimination order which guarantees, theoretically and experimentally,
the triangulation quality.
1 Introduction
Many domains deal with monitoring the evolu-
tion of complex system over time: localization
of a robot in a dynamic environment (Fox et al.,
1999), fault diagnostics analysis (Weber, 2002),
monitoring physicochemical reactions (Baudrit
et al., 2009). Many formal tools have been de-
veloped for describing such systems, including
hidden Markov models, Kalman filters, and dy-
namic Bayesian networks (dBNs) (Dean and
Kanazawa, 1990). All of these models share the
same idea of representing the state of a system
and its changes over time according to a prob-
abilistic transition model and a prior distribu-
tion. Moreover, they assume the system to be
first-order Markovian (the state at time t only
depends on the state at time t−1) and homoge-
neous (the parameters do not vary with time).
DBNs are graphical models that generalize hid-
den Markov models and Kalman filters by fac-
toring the state as a Bayesian network (Pearl,
1988), hence providing an easy way to model
and specify the parameters of a complex sys-
tem. A dBN is then used to answer some query
we may ask by making an inference (i.e. com-
pute the probability of a state given some ob-
servations). Numerous types of queries lead to
numerous types of inference. In this paper, we
study the oﬄine inference problem: computing
the probability of a state at time t ∈ [0, T ] given
the evidences we have during the simulation.
Exact inference in Bayesian networks is com-
putationally hard (Cooper, 1990). This is even
more difficult in the case of a dBN because it
monitors variables over time and thus can be
arbitrarily large, depending of the duration of
the process. Among all the methods that per-
form inference in dBNs (Murphy, 2002), some
are based on triangulation such as the junction
tree inference (Jensen et al., 1990). Finding a
good triangulation, i.e. finding an elimination
order such that the resulting triangulated graph
has the smallest maximum clique, is crucial for
tractable inference but is a NP-complete prob-
lem (Arnborg et al., 1987). Hence, we must
resort on heuristic approach to find good elimi-
nation orders.
In the case of dBNs the most promising work
of finding good quality elimination orders uses a
constrained elimination scheme (Kjærulff, 1994;
Murphy, 2002; Darwiche, 2001; Bilmes and Bar-
tels, 2003). In this approach, the use of con-
straints reduce the amount of elimination orders
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to consider. Furthermore, these constraints do
not reduce the triangulation quality (Darwiche,
2001). In this paper, we propose a method that
follows the same idea by computing such elimi-
nation orders in an efficient1 way. We also give
some theoretical and experimental results.
Section 2 gives the basic background and de-
fines the notion of interface. In section 3, we
present the state of the art inference methods
in a dBN and their complexity. In section 4, we
present our method. Experimental results are
given in section 5 and we conclude in section
6. Throughout this paper, we assume that the
reader has some knowledge in graphical models
(Pearl, 1988).
2 Dynamic Bayesian networks
We begin by defining some notations. Discrete
random variables will be denoted by X1, X2,...
and Xit will denote the i-th variable at time t.
We will use the notation Xa:b as a shortcut for
Xa, ...,Xb. In a Bayesian network, we will de-
note by pa(X) the parents of a node X in the
graph, i.e. the set of nodes with an arc to X.
A set of random variables will be denoted by
X; its size, denoted size(X), corresponds to the
cardinal product of each variable in X and its
dimension, denoted |X|, is the number of vari-
able in X. Finally, we will use Xt to denote the
set of variables at time t.
Dynamic Bayesian networks (dBNs) can be
viewed as an extension of Bayesian networks for
modeling dynamic systems. Since we assume
that the process is first-order Markovian and
homogeneous, we can write the transition model
as follows:
P (Xt|X0:t−1) = P (Xt|Xt−1) = P (X1|X0)
In addition, a dBN exploits independences
into X1 and X0 to factorize P (X1|X0) and
P (X0). This leads us to the following defini-
tion:
Definition 1. A 2-Time-slice Bayesian Net-
work (2-TBN) is a Bayesian network defined as
follows: the nodes are partitioned into two sets
X0 and X1 called slices. The 2-TBN represents





































Figure 1: A 2-TBN unrolled three times to get
a dBN of length T = 3. Here I→t = {X0t ,X2t }
and I←t = {X0t ,X1t ,X2t }.











where pa(Xi0) ⊂ X0.
We can then define a dBN (see Figure 1):
Definition 2. A dynamic Bayesian network of
length T (denoted as GT = (X = X0 ∪ ... ∪
XT ,E)) is a Bayesian network resulting by ”un-
rolling” a 2-TBN in T time steps. Each state
Xt of the dBN is called the slice t. We denote
by GmT the moralization of the dBN GT .
In the next section, we define the notion of
interface that plays a crucial role in our trian-
gulation method.
2.1 The notion of interface
An interface is a subset of nodes such that if
they were removed, the past would be indepen-
dent from the future2. This notion admits sev-
eral definitions (Kjærulff, 1994; Murphy, 2002;
Darwiche, 2001; Bilmes and Bartels, 2003), we
propose one that allows us to encompass several
definitions found in the literature and makes ex-
plicit the link between an interface and a cut-set
in a graph.
2Note that we use the term interface to be consis-
tent with the literature. Heggernes (2006) uses the term
separator.
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Definition 3. Let GmT = (X,E) a moralized
dBN of length T , a subset I ⊂ X is called inter-
face if every path from a node of X0 to a node
of XT in GmT contains at least one node in I. A




is not an interface.
Now we prove that forward and backward in-
terfaces defined in Darwiche (2001) are also in-
terfaces. First, we recall what are backward and
forward interfaces:
Definition 4. Let GT = (X,E) a dBN of length
T , the forward interface I→t is the set of nodes
in slice t < T that have at least one child in slice
t + 1. The backward interface I←t is the set of
all nodes X in slice t > 0 such that X, or one
of its children, has a parent in slice t− 1.
Proposition 1. Let GT = (X,E) a dBN of
length T , then I→t for all t < T and I←t′ for
all t
′
> 0 are interfaces.
Proof. Let t < T , we will prove the result for
I→t . The proof for the backward interfaces is
similar. Let N→t = Xt − I→t . Suppose there
is a path from a node of X0 to a node of XT
that does not contain any node in I→t in the
moralized dBN. Thus, there must be an edge
(u, v) such that u ∈ N→t and v ∈ Xt+1. If (u, v)
was an arc in the non-moralized version, then u
should be in I→t by definition, but this leads to a
contradiction. If (u, v) is an edge added during
the moralization, then u and v have a common
child in the non-moralized version. This child
is either in Xt or in Xt+1. If it belongs to Xt+1
then u has a child in slice t+1 and should be in
I→t which leads to a contradiction. If it belongs
to Xt then there exists an arc from the future
to the past which is forbidden into a dBN. Thus
the edge (u, v) can not exist and we deduce the
result.
Note that an interface is not necessarily in-
cluded entirely in the same slice, but can span
across several slices. Since the topology of a
slice does not vary over time, the size of the
backward interface, forward interface and a slice
remain constant, so we can write size(I→t ) =
















Figure 2: Triangulation of a dBN using a
forward slice-by-slice elimination order where
I←t = {X0t ,X1t }. The subgraph surrounded
in dashed line can be repeated to avoid re-
triangulated the dBN if its length changes.
3 Exact inference and complexity
In this work, we have studied the fixed interval
smoothing inference (or the oﬄine inference),
since all other inferences are particular cases.
To perform this task, one can use two different
approaches. By considering the dBN either as
a stochastic process or as a Bayesian network
and applying inference algorithms that are de-
voted for the former or the latter. In this paper,
we consider the second approach and methods
based on triangulation. As stated previously,
the NP-hardness of finding optimal triangula-
tion implies the use of heuristic methods. In
the case of dBNs, a particular type of elimina-
tion order, called constrained elimination order,
is distinctively interesting. A constrained elim-
ination order is an elimination order such that
we impose the elimination of a set of nodes be-
fore an other. For example, a forward (resp.
backward) slice-by-slice elimination, denoted f-
ss (resp. b-ss), is a constrained elimination or-
der such that we eliminate a slice after an other
from the past to the future (resp. from the
future to the past) (see Figure 2). This kind
of elimination orders gives a theoretical upper
bound of the maximum clique size which is in-
dependent of the length of the dBN. Besides,
they give good experimental results and pro-
vide a way to avoid re-triangulating the dBN
for different length (Kjærulff, 1994; Bilmes and
Bartels, 2003; Murphy, 2002).
In Figure 2 the backward interfaces belongs
to a clique, this is a direct consequence of the
following theorem:
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Lemma 1 (Rose et al. (1976)). Let X1, ...,Xn
be an elimination order triangulating an undi-
rected graph G, and let Xi and Xj two non-
neighbors nodes. Then the elimination order
add an edge (Xi,Xj) if and only if there exists a
path with endpoints Xi and Xj such that every
nodes on the path are eliminated before Xi and
Xj.
If we use a slice-by-slice elimination order
then we eliminate each node in slice t−1 before
the nodes in slice t. By definition, a backward
interface is the set of nodes that have neigh-
bors in slice t− 1 and if there is one connected
component per slice then for each pair of nodes
(u, v) in the backward interface there exists a
path with endpoints (u, v) where all nodes in
the path are in the previous slice. Hence, by
Lemma 1, (u, v) will be connected.
One can note that lemma 1 also implies that
the size of the maximum clique is at least as
large as the size of the backward interface. This
is the main drawback of using constrained elim-
ination order. For example, in Figure 2, the
treewidth is 2 whereas the constrained triangu-
lation gives a maximum clique of size 3. How-
ever, in practice, constrained elimination gives
good results and may be superior to uncon-
strained elimination (Darwiche, 2001). More-
over, we have the following upper bound guar-
antee on the maximum clique size:
Theorem 1 (Darwiche (2001)). Let a dBN of
length T , then m(f-ss) ≤ i←.sslice, m(b-ss) ≤
i→.sslice where m(σ) is the size of the maximum
clique obtained using the elimination order σ.
Thus an idea to improve this result is to find a
smaller interface and deduce a constrained elim-
ination order. To illustrate this, consider Fig-
ure 3: since I0 is an interface we can split the
dBN into two parts L0 and R0 that are respec-
tively the nodes in the left of I0 and the nodes
in its right. At each step, we eliminate nodes in
Li and slide Ii one time step further to get an
other interface Ii+1 and we repeat the process.
The final step consists in eliminating nodes in
I2 ∪ R2. This elimination order denoted min-
elim is then L0,L1 −L0,L2 −L1, I2 ∪R2. The







Figure 3: Finding a constrained elimination or-
der given an interface I0.
better in comparison to the one in Figure 2.
This approach was followed by (Bilmes and
Bartels, 2003), where the authors proposed an
algorithm to find a smaller interface and an
other one to build an elimination order relying
on a more general model than the dBN called
”GMTK-template”. They show that the trian-
gulation quality can be dramatically better than
other constrained elimination.
Unfortunately, the algorithm that finds this
elimination order runs in exponential time and
needs to be parameterized. In the next sections,
we show that finding and building such elimina-
tion order can be done in polynomial time and
does not need any parameterization.
4 Minimum interface triangulation
In this section, we first prove that finding the
smallest possible interface can be done in poly-
nomial time. We then show how to build a
constrained elimination order with a theoretical
guarantee on the upper bound of the maximum
clique size.
4.1 Finding the minimum interface
The problem of finding a minimum interface in
a dBN of length T can be formally stated as:
• Minimum T -Interface
Instance : Moralized dBN GmT = (X0 ∪ ... ∪
XT , E) of length T .
Solution : An interface I ⊆ X0 ∪ ... ∪XT .
Measure : size(I)
We recall the both problemsMinimum s-t Cut
and Minimum s-t Vertex Cut that are used
in our reduction:
• Minimum s-t Cut
Instance : Directed graph G = ({s, t}∪V,E),
a weight function w : E → R.
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Solution : A subset E
′ ⊆ E such that every






• Minimum s-t Vertex Cut
Instance : Graph G = ({s, t}∪V,E), a weight
function w : V → N .
Solution : A subset V
′ ⊆ V −{s, t} such that






We state and prove the following theorem:
Theorem 2. Minimum T -Interface polyno-
mially reduces to Minimum s-t Cut and can be
then solved in polynomial time.
Proof. To prove this theorem, we use a composi-
tion of two polynomial transformations that are
stated and proved in the two following lemma.
We give for both lemma a sketch of proof since
the proof is trivial. We refer to Figure 4 for a
detailed transformation.
Lemma 2. Minimum T -Interface polynomi-
ally reduces to Minimum s-t Vertex Cut.
Proof. It is quite easy to see that an instance
I of Minimum T -Interface can be cast into
an instance I
′
of Minimum s-t Vertex Cut.
Indeed, it consists essentially of adding a source
and a sink to the dBN. Note that solutions of I
and I
′
are of equal size.
Lemma 3. Minimum s-t Vertex Cut poly-
nomially reduce to Minimum s-t Cut.
Proof. The transformation essentially consists
of splitting each node v ∈ V into two nodes
vi (in-node), vo (out-node) with an arc (vi, vo)
(arc-node) and a weight on this arc equal to the
weight of v. An edge (u, v) is replaced by two
arcs (uo, vi) and (vo, ui) with weights equal to
+∞. By construction, a solution of the former
problem is a solution of equal size to the sec-
ond problem by considering the corresponding
arc-node and vice versa.
By Lemma 2 and 3 the result follows.
In Figure 2, when the value of T increases
up to T = 2 the size of the minimum interface


































Figure 4: An example of a polynomial transfor-
mation from Minimum T -Interface to Mini-
mum s-t Cut. Variables are all binaries.
for which value of T we find the smallest inter-
face by resolving Minimum T -Interface. We
claim that this value is less or equal to the num-
ber of nodes in a slice. Let I(t) an optimal solu-
tion of Minimum T -Interface with T = t, we
first prove the following lemma:
Lemma 4. For all a, b ≥ 0 such that a ≥ b,
size(I(a)) ≤ size(I(b))
Proof. For a dBN of length a, every path from a
node of X0 to a node of Xb contains, by defini-
tion, a node in I(b). Moreover, every path from
a node of X0 to a node of Xa contains a node
in Xb and then a node in I(b). Hence, I(b) is
also an interface for the dBN of length a which
implies size(I(a)) ≤ size(I(b)).
The following proposition give a first charac-
terization of the optimal value for T :
Proposition 2. Let t∗ be the time such that:
t∗ = min
t
{t ∈ N : size(I(t)) = size(I(t+1))}
Then for all t ≥ 0, we have that:
size(I(t
∗)) ≤ size(I(t))
Proof. By theorem 2, finding the minimum in-
terface in a moralized dBN of length T GmT
can be viewed as maximizing a flow in the
directed graph Gm′T obtained from GmT by ap-
plying the polynomial transformation given in
the proof. Let αt the value of the maximum
flow in the graph Gm′t , by the max-flow min-
cut theorem and since optimal solution of the
two problems are of the same size, we can write
size(I(t)) = size(I(t+1)) = αt = αt+1. Hence, in
78 Chopin & Wuillemin
the slice t of Gm′t+1 the value of the flow is main-
tained to the slice t + 1. Since the topology
of a dBN does not vary over time, if we could
preserve a flow of value αt from slice t to slice
t+1, then we could preserve the flow from slice
t + 1 to slice t + 2. Moreover, the value of the
flow can not increase to a value αt+2 > αt by
lemma 4. By inductively applying these argu-
ments, we have αt ≤ αt′ for all t
′
> 0 and thus
size(I(t)) ≤ size(I(t′ )) for all t′ > 0.
We can now give an upper bound of the op-
timal value of T :
Proposition 3. Let a dBN with h nodes per
slices, then for all t ≥ 0, size(I(2h−1)) ≤ I(t).
Proof. By lemma 4, if t ≤ 2h − 1 then
size(I(2h−1)) ≤ size(I(t)). Assume t > 2h − 1
and size(I(2h−1)) > I(t). By proposition 2, we
must have size(X0) = size(I(0)) > size(I(1)) >
... > size(I(2h−1)) > size(I(t)). Hence, let
i ∈ {0, ..., 2h − 1}, either we reduce the size of
I(i) to get I(i+1) by removing a node or by re-
placing a node with another one of lower size.
We can remove at most h nodes, and replac-
ing at most h− 1 nodes, thus size(I(2h−1)) = 0
and size(I(t)) = 0 which leads to a contradic-
tion.
Using propositions 3 and 2, and the theorem
2, we deduce the Min-Interface algorithm (see
Figure 5) that finds the smallest interface in
polynomial time.
4.2 Building the elimination order
Once we have the interface I0 found by
Min-Interface, the next step is to build the
constrained elimination order. To do this, con-
sider the sets Ii = {Xkt+i : Xkt ∈ I0} for
i = 1, ..., n of a dBN of length T . Each Ii is
obtained by sliding I0 by i time step. As previ-
ously discussed in section 3, since Ii is straight-
forwardly an interface, we can split the dBN
into two parts Li and Ri where Li is the set of
nodes in the left of Ii and Ri the set of nodes
in its right. We then define the following elimi-
nation order:
min-elim = L0,L1 −L0, ...,Ln −Ln−1, In ∪Rn
Require: A 2-TBN.




while T < 2h− 1 do
prevSize ← size(I)
GT ← Unroll the 2-TBN T time steps
GmT ← moralize(GT )
Solve Min T -Interface with GmT to get I
if size(I) = prevSize then
return I
end if
T ← T + 1
end while
return I.
Figure 5: Pseudo-code of the Min-Interface
algorithm. Its polynomial time complexity is
ensure by the O(h) iterations and by the theo-
rem 2.
Note that we do not impose any constraints in
the elimination order of nodes in each Li−Li−1,
L0 and In∪Rn. In our experiments, we used the
min-fill heuristic but other approaches can be
considered. We now give an upper bound of the
maximum clique size if we apply the elimination
sequence min-elim.
Proposition 4. For all i > 0, when elimi-
nating nodes in Li − Li−1, we create a clique
of size at most size(Ii).sslice where size(Ii) ≤
min(i→, i←).
Proof. To get Li from Li−1 it suffices to add
nodes Xkt such that X
k
t−1 ∈ Li−1 or t = 0.
Then we have Li − Li−1 = {X0t1 , ...,Xntn} and
thus size(Li − Li−1) = size({X0t1 , ...,Xntn}) =
sslice. When eliminating nodes in Li − Li−1,
the set of involved nodes are (Li − Li−1) ∪ Ii
(since Ii is an interface) then the size of the
created clique is less or equal to size(Li −
Li−1).size(Ii) = size(Ii).sslice. Finally, by
proposition 1 and the optimality of Ii, we have
size(Ii) ≤ min(i→, i←).
Remark. The previous proposition is a ”local”
improvement of theorem 1. It is ”local” be-
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cause when we eliminate nodes in L0 or in
In ∪Rn the created clique could be larger than
size(Ii).sslice, but (1) this concerns a fix frac-
tion of the dBN and thus the average size of
the cliques in the triangulated dBN converge to
size(Ii).sslice when T → +∞ (2) we could use
the b-ss (or the f-ss) elimination order to have
a guarantee on the size of the maximum clique
when eliminating nodes in these sets.
5 Experiments
In this section we present triangulation re-
sults on classical dBNs and random dBNs using
methods based on (Ide and Cozman, 2002). To
perform these tests, we used the C++ aGrUM
library (http://agrum.lip6.fr).
b-ss f-ss Min-Elim
Fig. 3.3 of Mean 3.16 3.03 3.03
Murphy (2002) Bounds 0.69–3.46 0.69–3.46 0.69–3.46
Fig. 3.2 of Mean 5.54 5.54 5.54
Murphy (2002) Bounds 5.54–5.54 5.54–5.54 5.54–5.54
Fig. 3-D of Mean 1.38 3.00 1.38
Bilmes (2003) Bounds 1.39–1.39 1.39–3.46 1.39–1.39
Fig. 2 of Mean 2.07 3.45 2.07
Darwiche (2001) Bounds 1.39–2.08 1.39–3.46 1.39–2.08
Fig. 6 of Mean 3.46 3.23 3.00
Bilmes (2003) Bounds 2.08–4.16 2.08–3.46 2.08–3.46
Figure 6: Results on real dBNs.
Figure 6 shows results for classical dBNs.
Each row represents a dBN and each column
corresponds to an elimination order used for tri-
angulation. Each dBN is unrolled up to T = 500
time steps. We report the mean size of the
cliques in the triangulated dBN and the min-
imum and the maximum clique. We see that
our method always gives triangulated dBN that
have the minimum mean size of cliques and for
the last dBN it is the only one that gives the
best mean size.
Figure 7 shows results for randomly gener-
ated dBN. Each dBN contains 5 ((a) and (b)),
10 ((c) and (d)) or 15 ((e) and (f)) variables per
slices with random variable cardinalities chosen
uniformly between 2 and 8. All dBNs are un-
rolled up to T = 500 time steps. In figure 7 (a),
(c) and (e), for each generated dBN we compute
the mean size of the cliques x, y1 and y2 in the
triangulated dBN using respectively min-elim,
f-ss and b-ss, then we plot the point (x, y1) as





























































































































































Figure 7: Results on random generated dBNs.
figure 7 (b), (d) and (f) the size of the back-
ward, forward and minimum interface in the
same way. Every points above the first diagonal
shows an improvement thanks to our algorithm.
As we can see, our constrained elimination or-















Width of the Interface
0 1 2 3 4 5 6 7 8
Figure 8: Minimum interfaces often span across
many slices.
Figure 8 shows the percent of dBNs given the
width of the minimum interface, i.e. the number
of slices the interface spans across. This shows
that allowing the interface to span across many
slices is a useful approach.
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6 Conclusion
In this paper, we studied the problem of find-
ing good quality constrained elimination order
for triangulating a dBN. We propose a polyno-
mial algorithm to compute such order using the
concept of interface in a dBN. We first show
that an interface is equivalent to a cut-set in a
graph, which allows us to find the minimum in-
terface in polynomial time and then to construct
a constrained elimination that have a theoreti-
cal guarantee on the maximum clique size in the
triangulated graph. Experimental results show
that our approach of using a polynomial time
pre-treatment allows to increase the quality of
the triangulation.
In future work, we plan to use this ap-
proach with approximate inference algorithms,
e.g. loopy belief propagation, factored frontier
algorithm (Murphy and Weiss, 2001), in which
we could take advantage of using a small inter-
face.
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We tackle the problem of how to use information from multiple (in)dependence models,
representing results from different experiments, including background knowledge, in causal
discovery. We introduce the framework of a causal system in an external context to
derive a connection between strict conditional independencies and causal relations between
variables. Constraint-based causal discovery is shown to be decomposable into a candidate
pair identification and a subsequent elimination step that can be applied separately from
different models. The result is the first principled, provably sound method that is able
to infer valid causal relations from different experiments in the large sample limit. We
present a possible implementation that shows what results can be achieved and how it
might be extended to other application areas.
1 Introduction
Discovering causal relations from observational
data is an important, ubiquitous problem in sci-
ence. In many application areas there is data
available from many different but related exper-
iments. Results obtained from one data set are
often used to either corroborate or challenge re-
sults from another. Yet how to reconcile appar-
ently contradictory information from multiple
sources, including background knowledge, into a
single, more informative model remains a long-
standing open problem.
Constraint-based methods like the FCI-
algorithm (Spirtes et al., 2000) are provably
correct in the large sample limit, even in the
presence of latent variables; the same holds for
Bayesian methods like the greedy search al-
gorithm GES (Chickering, 2002) (with addi-
tional post-processing steps to handle hidden
confounders). Both are defined in terms of mod-
eling a single data set and have no principled
means to relate to results from other sources in
the process. Recent developments, like the ION-
algorithm by Tillman et al. (2008), show that it
is possible to integrate multiple, partially over-
lapping data sets, provided they originate from
identical experiments. These are still essentially
single model learners as they assume there is
one underlying structure that can account for
all observed dependencies in the different mod-
els. In practice there are often inconsistencies
between data sets, precisely because the exper-
imental circumstances were not identical. The
way out is to distinguish between causal depen-
dencies internal to the system under investiga-
tion and merely contextual dependencies.
In section 4 we show that causal discovery
can be decomposed into two separate steps: a
conditional independency to identify a pair of
possible causal relations (one of which is true),
and then a conditional dependency to eliminate
one of the candidates, leaving the other. The
two steps are independent and rely only on the
observed (in)dependencies between a subset of
variables. As a result conclusions remain valid,
even when taken from different models.
2 Graphical model preliminaries
First a few familiar notions from graphical
model theory used throughout the article.
A directed graph G is a pair 〈V,E〉, where V is
a set of vertices or nodes and E is a set of edges
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between pairs of nodes. Edges are represented
by arrows X → Y , where node X is the parent
of Y and Y is a child of X. Two vertices are
adjacent in G if there is an edge between them.
A path pi = 〈V0, . . . , Vn〉 between V0 and Vn in
G is a sequence of distinct vertices such that for
0 ≤ i ≤ n− 1, Vi and Vi+1 are adjacent in G. A
directed path is a path that is traversed entirely
in the direction of the arrows. A directed acyclic
graph (DAG) is a directed graph that does not
contain a directed path from any node to itself.
A vertex X is an ancestor of Y (and Y is a
descendant of X) if there is a directed path from
X to Y in G or if X = Y . A vertex Z is a
collider on a path pi = 〈. . . , X, Z, Y, . . .〉 if it
contains the subpath X → Z ← Y , otherwise it
is a noncollider. A trek is a path that does not
contain any collider.
For disjoint sets of vertices X, Y and Z in a
DAG G, X is d-connected to Y conditional on Z
(possibly empty), iff there exists an unblocked
path pi = 〈X, . . . , Y 〉 between some X ∈ X and
some Y ∈ Y, i.e. such that every collider on pi is
an ancestor of some Z ∈ Z and every noncollider
on pi is not in Z. If not, then all such paths are
blocked, and X is said to be d-separated from Y
given Z. Note that in a DAG G, an unblocked
path pi between two vertices X and Y cannot be
blocked by conditioning on a node Z that is not
on the path, and that a blocked path can only
be unblocked by conditioning on (descendants
of) all colliders on the path; see (Pearl, 2000;
Spirtes et al., 2000) for more details.
Let p be a probability distribution over a set
of variables V, and let X, Y and Z denote three
disjoint subsets of V, then an (in)dependence
model is a set of (in)dependence statements
that hold in p of the form ‘X is independent of
Y given Z’, denoted X⊥⊥Y |Z, and/or ‘X is de-
pendent of Y given Z’, denoted X⊥⊥Y |Z, with
set Z possible empty. (In)dependence models
are often compactly and intuitively represented
in the form of a graphical model (directed, undi-
rected or other), in combination with a criterion
to link the structure of the graph to the implied
(in)dependencies, similar to the d -separation for
DAGs. We will pose no restrictions on shape or
type of the (in)dependence models considered in
this article, other than that they are internally
consistent.
3 Modeling the system
This section introduces the framework of a
causal system in an external context to model
experiments, as well as a number of assumptions
adopted throughout the rest of this article.
3.1 Causal DAG
A causal DAG is a graphical model in the
form of a DAG where the arrows represent
direct causal interactions between variables in
a system. A prime characteristic of a causal
structure is the so-called Manipulation Princi-
ple (Spirtes et al., 2000), which boils down to
the fact that changing/manipulating a variable
will affect all and only its descendants in the
causal DAG. In this article we will not con-
cern ourselves with the interpretation of causal-
ity any further; for that the reader is referred
to (Cartwright, 2004; Williamson, 2005). In-
stead, we simply assume that the systems we
consider can be represented by some underlying
causal DAG over a great many observed and
unobserved nodes. In a causal DAG GC there
is a causal relation from variable X to variable
Y iff there is a directed path pi from X to Y
in GC , otherwise it is a noncausal relation. A
direct link X ⇒ Y in the graph GC means that
there is a causal path from X to Y that is not
mediated by any other node in GC .
The ubiquitous causal Markov condition
links the structure of a causal graph to its prob-
abilistic concomitant, (Pearl, 2000): two vari-
ables X and Y in a causal DAG GC are de-
pendent given a set of nodes Z, iff they are con-
nected by a path pi in GC that is unblocked given
Z. An immediate consequence is that there is a
dependence X ⊥⊥ Y iff there is a trek between
X and Y in the causal DAG.
Another common assumption which we will
adopt throughout the article is the causal
faithfulness condition which implies that all
and only the conditional independence relations
entailed by the causal Markov condition applied
to the true causal DAG will hold in the joint
probability distribution over the variables in GC .
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For an in-depth discussion of the justification of
and connection between these assumptions in
causal inference, see (Pearl, 2000; Spirtes et al.,
2000; Zhang and Spirtes, 2008).
3.2 Experimental context
Random variation in a system (a.k.a. ‘error
terms’ in a structural equation model (SEM)),
corresponds to the impact of unknown external
variables (Pearl, 2000). Some external factors
may be actively controlled, as for example in
clinical trials, or passively observed as the nat-
ural embedding of a system in its environment.
We refer to both observational and controlled
studies as experiments. If there are external
factors that affect two or more variables in a
system simultaneously, then this can lead to an
observed dependency that is not part of the sys-
tem (a.k.a. ‘correlated errors’ in SEMs). Both
can be represented by modeling this external
environment explicitly as a set of unknown, hy-
pothetical context nodes that causally affect the
system under scrutiny. We introduce:
Definition 1. The external context of a causal
DAG GC , denoted GE , is an additional set of
mutually independent nodes U in combination
with links from every U ∈ U to one or more
nodes in GC .
The total causal structure of an experiment
on a causal system GC in external context GE is
then denoted by GT = {GE + GC}. The context
only introduces arrows from nodes in GE to GC
which can never result in a cycle if there was
not one in GC already (there are no links be-
tween nodes in GE). Therefore, the structure of
an experiment GT is also a causal DAG. In this
paradigm different experiments become varia-
tions in context of an invariant causal system.
Figure 1 depicts a causal system in two differ-
ent contexts (double lined arrows indicate direct
causal relations; dashed circles represent unob-
served variables). The experiment on the right
hand side will result in an observed dependency
between variables A and B, whereas the one on
the left will not.
Here we only focus on the (in)dependence re-
lations I(V ⊂ GC) that exist in the joint proba-
Figure 1: A causal system GC in different experiments
bility distribution P (V) over the observed sub-
set of variables for a given causal experiment
{GE + GC}. With this we can state the goal
of causal discovery from multiple models as:
“Given experiments with unknown total causal
structures GT = {GE + GC}, G′T = {G′E + GC},
etc., and corresponding (in)dependence models
I(V ⊂ GC), I ′(V′ ⊂ GC), etc., which variables
are connected by a directed path in GC?”. We
assume that in each experiment the large sam-
ple limit distributions are known and have been
used to obtain categorical statements about
probabilistic (in)dependencies between sets of
nodes. As stated, we will also always assume
that the causal Markov and causal faithfulness
condition are satisfied.
4 Conditional (in)dependence in
causal systems
Given the problem statement above, we need
a way to combine (in)dependence statements
from different models in order to identify causal
relations in the underlying causal structure GC
that is assumed to be at the heart of all of them.
Methods like FCI and GES tackle this recon-
struction problem in terms of properties that
are optimal or minimal w.r.t. a model for a given
experiment, but this gives no means to relate re-
sults from different models. Another approach,
taken in the ION algorithm, is to use ancestral
graph theory (Richardson and Spirtes, 2002)
to establish what probabilistic (in)dependencies
will be observed in a causal experiment for dif-
ferent subsets of observed variables, and then
use this to find relations that must be shared
by all. But this still does not allow to combine
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results from different experiments, like in fig. 1.
A way out of this predicament comes courtesy
of a remarkable fact that so far (to the best of
our knowledge) has escaped detection in causal
research: there is a fundamental connection be-
tween causality and a certain type of conditional
independence, that applies regardless of the en-
compassing model. This connection will enable
us to bring together results from arbitrary ex-
periments in a method for causal discovery from
multiple (in)dependence models (section 6). To
exclude irrelevant independencies we first intro-
duce the following notion:
Definition 2. Two nodes X and Y are strictly
conditionally (in)dependent given a set of nodes
Z, iff X is conditionally (in)dependent of Y
given a minimal set of nodes Z.
We denote a strict (in)dependence statement
by placing it in square brackets. The minimal
in the definition implies that the relation does
not hold for any proper subset of the (possibly
empty) set Z, e.g. a strict conditional indepen-
dence [X⊥⊥Y |Z] implies both X⊥⊥Y |Z and
∀Z′ ( Z : X⊥⊥Y |Z′. It aims to capture the no-
tion that it is really the entire set Z that makes
X and Y independent. The relevance of this
notion lies in the fact that, in a causal system,
certain causal relations between three variables
X, Y and Z can never result in an observed
strict conditional independence [X⊥⊥Y |Z], no
matter what the context is.
Example 1. For the causal system GC in fig.2a
(two variables X ⇒ Z with no causal links to
or from a variable Y ), there is no context GE
that can result in [X⊥⊥Y |Z]: if there are no di-
rected paths from Z to X and Y then X ⊥⊥ Y
implies that X and Y are d -connected by di-
rected paths 〈U, . . . ,X〉 and 〈U, . . . , Y 〉 that do
not contain Z. But then conditioning on Z can-
not block these paths, ergo not X⊥⊥Y |Z. This
does not apply to causal system in fig.2b: for the
indicated context GE the strict conditional inde-
pendence relation [X⊥⊥Y |Z] will be observed.
A quick survey shows that all causal struc-
tures over three nodes that can lead to an ob-
served [X⊥⊥Y |Z] have a direct causal link from
Z to X and/or Y .
Figure 2: Causal systems GC that: (a) cannot, and (b)
depending on the context GE can lead to an observed
strict conditional independence relation [X⊥⊥Y |Z].
We can generalize this result to sets of nodes:
Theorem 1. In an experiment with causal
structure GT = {GE + GC}, a strict conditional
independence [X⊥⊥Y |Z] implies causal links
Z ⇒ X and/or Z ⇒ Y from every Z ∈ Z to
X and/or Y in GC .
Proof. We construct a directed path for an ar-
bitrary Z1 ∈ Z to either X or Y . Z1 must be a
noncollider on some path pi1 connecting X and
Y given all the other nodes Z\Z1 . Follow pi1 in
the direction of the arrows (choose either branch
if Z1 has two outgoing arrows along pi1) until ei-
ther X or Y or a collider that is an ancestor of
one of the remaining nodes in Z\Z1 is encoun-
tered. If X or Y is found first then a directed
path has been found and we are done. If not
then we can go on from the collider along pi1 to
its descendant node Z2 ∈ Z\Z1 . This node in
turn must be a noncollider on some other path
pi2 that d-connects X and Y given all nodes
Z\Z2 . Again this path can be followed in the
direction of the arrows until either X or Y or a
collider that is ancestor of one of the nodes in
Z\{Z1,Z2} is encountered. (This cannot be one of
the previous nodes since that would imply the
existence of a directed path.) We can continue,
and as long as neither X nor Y is reached we
will find new nodes from Z until all have been
encountered. At that point the final node will
lie on a trek connecting X and Y that can no
longer be blocked by any other node in Z, and
therefore will have a directed path to X or Y .
By construction that means there is also a di-
rected path from Z1 to either X or Y in GC ,
which implies a causal relation Z1 ⇒ X and/or
Z1 ⇒ Y .
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This theorem recognizes conditional indepen-
dence as the ‘local signature’ of causality. It is
not difficult to see that for a single Z the causal
link to X or Y is also unconfounded (no hidden
common parent). This plays an important role
in calculating the magnitude of causal effects,
e.g. via the front-door criterion (Pearl, 2000).
A similar result exists for conditional depen-
dence and noncausal relations, something we al-
ready knew for v -structures (unshielded collid-
ers X → Z ← Y ) from (Spirtes et al., 2000),
although not in the general form given here:
Theorem 2. Let X, Y , Z and W be disjoint
(sets of) nodes in an experiment with causal
structure GT = {GE + GC}. If there is a condi-
tional independence X⊥⊥Y |W and a minimal
set Z such that X⊥⊥Y | {W ∪ Z}, then there
are no causal links Z ⇒ X, Z ⇒ Y , and/or
Z ⇒ W from any Z ∈ Z to any X, Y and/or
W ∈W in GC .
Proof. We show it holds for arbitrary Z ∈ Z.
In short: Z must be a (descendant of a) col-
lider on a path connecting X and Y (otherwise
it would not be needed to unblock the path);
any directed path from Z to a W implies that
conditioning on Z is not needed when already
conditioning onW . No directed paths from Z to
W implies that if there existed a directed path
from Z to X or Y then it cannot be blocked
by any W ; neither can it be blocked by any
Z\Z (otherwise Z is not minimal). But then
such a path would make Z a noncollider on an
unblocked path between X and Y given Z\Z ,
contradicting minimality.
With the addition of W the theorem also ap-
plies to unshielded colliders where X and Y are
not independent. We need one more result that
is particularly useful to eliminate direct links
between variables in a causal model:
Theorem 3. In an experiment with causal
structure GT = {GE + GC}, every conditional
independence X⊥⊥Y |Z implies the absence of
causal paths X ⇒ Y or X ⇐ Y in GC between
X and Y that are not mediated by nodes in Z.
Proof. If there did exist causal paths between X
and Y not mediated by Z then conditioning on
Z would not block all directed paths (let alone
treks) between X and Y , so then X⊥⊥Y |Z.
5 Identifying causal relations
Theorem 1 and 2 together show that causal dis-
covery can be decomposed into two separate
steps: having a means of identifying a pair of
links that harbors a causal relation as well as a
means of eliminating a causal relation as the ori-
gin of an observed link, the obvious consequence
is that this allows the positive identification of
a definite causal relation.
Corollary 1. In an experiment GT = {GE +
GC}, if there exists a strict conditional inde-
pendence [X⊥⊥Y |Z], then if there also exists a
conditional independence X⊥⊥V |W and Z is
a minimal set such that X⊥⊥V | {W ∪ Z}, then
there are causal links Z ⇒ Y from every Z ∈ Z
to Y in GC .
Proof. By theorem 1 [X⊥⊥Y |Z] implies causal
links from every Z ∈ Z to X and/or Y . The
second condition, X⊥⊥V |W with Z minimal
such that X⊥⊥V | {W ∪ Z}, applies to theorem
2 and implies that there are no causal links from
any Z ∈ Z to X. With all links from Z to X
eliminated, the only remaining option is causal
links Z ⇒ Y from every Z ∈ Z to Y .
To illustrate how these rules can be applied
to infer causal links directly from observed
(in)dependence relations, we look at two in-
dependence models (represented in figure 3 as
CPAGs, see Appendix A), that are known, e.g.
from the FCI-algorithm (Spirtes et al., 2000), to
contain a definite causal link, and show how this
also follows as a straightforward application of
theorems 1 and 2.
Example 2. The aptly named Y-structure in
the l.h.s. of fig. 3 plays an important role in
causal discovery: every such substructure in
a minimal independence model derived by the
FCI-algorithm allows the identification of causal
link Z ⇒ Y , i.e. a directed path from Z to
Y is present in all possible causal DAGs cor-
responding to the observed distribution over
the variables. Mani et al. (2006) investigated
marginal Y-structures embedded in data sets. It
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Figure 3: Two independence models in the form of a
CPAG: the ‘Y-structure’ (left) and a discriminating path
(right), both with a detectable causal link Z ⇒ Y (arrow
in CPAG); see examples for detailed description.
was shown that for any DAG, in the large sam-
ple limit, a consistent Bayesian scoring function
(Heckerman et al., 1999) will assign a higher
score to a structure with a direct link Z → Y ,
when marginalizing over the variables, than to
any structure without. These results are eas-
ily understood in terms of our theorems: any
(embedded) Y-structure satisfies the relations
[X⊥⊥Y |Z] and [X⊥⊥W |Z]. By theorem 1, the
first implies Z ⇒ X or Z ⇒ Y , the second elim-
inates Z ⇒ X by theorem 2, leaving Z ⇒ Y .
As another example, we look at the following
important, but somewhat awkward, construct
in causal inference: in a graph G, a path pi =
〈X, . . . ,W,Z, Y 〉 is a discriminating path for Z
if X is not adjacent to Y and all nodes between
X and Z are colliders on pi and parents of Y .
Example 3. The path pi = 〈X,V,W,Z, Y 〉 in
the r.h.s. of figure 3 is a discriminating path for
Z. The relevance of such a path for causal dis-
covery lies in the fact that if Z → Y is present
in the graph G, then it is present in all members
of the equivalence class of G, and hence it cor-
responds to a definite causal link (Spirtes et al.,
2000; Zhang, 2008). The causal implication of
this discriminating path can also be understood
in terms of the previous rules: by definition of
pi it follows that X and Y are strict condition-
ally independent given some set Z (otherwise
they would be adjacent in G). If there is a link
Z → Y , then Z (and all other nodes between X
and Z on pi) is necessarily part of any Z that will
d -separate X and Y . Therefore, figure 3 implies
[X⊥⊥Y |Z ∪ {V,W}] and X⊥⊥Z |∅, which by
theorems 1 and 3 implies Z ⇒ Y .
6 Causal relations from multiple
models
As all three theorems (rules) in section 4 hold
separately for experiments GT irrespective of the
context GE , it means that (non)causal results
obtained in one experiment should also apply
to another, provided the causal system GC re-
mains invariant. In that case, an algorithm im-
plementing these rules should be able to con-
struct a single, overall model of the causal rela-
tions that is more informative than any of the
(in)dependence models separately.
For that we note that all noncausal infor-
mation (‘X does not cause Y’) from rules (2)
and (3) derives from single models in isolation,
and so can be processed first and collected in
a matrix of (non)causal relations found. Subse-
quent causal relations identified via rule (1) also
imply reverse noncausal information, which in
turn can lead to new causal relations. This sug-
gests a repeated loop until no new information
can be found. As input for the algorithm we
use CPAGs (see Appendix A) as a concise and
intuitive graphical representation of all invari-
ant (in)dependence features in an observed dis-
tribution, e.g. as learned by the extended FCI-
algorithm (Zhang, 2008). To convey all uncov-
ered information about the underlying causal
structure GC we choose a causal PAG G as the
output model: similar in form and interpre-
tation to a CPAG, where a missing edge be-
tween variables corresponds to the absence of a
direct causal path, every detected direct non-
causal link X ⇒ Y has an arrowhead at X in
G, every detected direct causal link X ⇒ Z has
a tail mark at X in G, and circle marks rep-
resent unknown, possibly causal relations. A
straightforward implementation is provided in
algorithm 1.
To illustrate the algorithm, consider the
CPAG models corresponding to two experi-
ments on the l.h.s. of figure 4. Despite the dif-
ferent, even apparently contradictory, observed
(in)dependence relations, the combined causal
model on the r.h.s. is readily derived.
Starting from the fully connected graph, in
the first loop over the models, rule (3) in line
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Input : set of CPAGs Pi ∈ P
Output : causal graph G
1: G ← fully connected graph with circle marks
2: MC ← 0 . empty set of (non-)causal relations
3: for all Pi ∈ P do
4: for all (X,Y, Z) ∈ Pi, with no edge X − Y do
5: MC ← X ⇒ Y , Y ⇒ X if X⊥⊥Y |∅ . Rule (3)
6: for all W ∈ {Pi \X,Y, Z} do
7: if X⊥⊥Y |W then
8: G ← eliminate edge X −− Y . Rule (3)
9: if X⊥⊥Y | {W ∪ Z} then






16: G ← noncausal info in MC . circles to arrowheads
17: repeat
18: for all Pi ∈ P do
19: for all (X,Y ) ∈ Pi, with no edge X − Y do
20: for all Z ∈ {Pi \X,Y } do
21: if [X⊥⊥Y |Z] and X ⇒ Z ∈MC then





27: G ← (non)causal info in MC . tails/arrowheads
28: until no more new noncausal information found
Algorithm 1: Causal structure inference algorithm
8 eliminates all links except A − C, B − C,
B − F , C − D, C − E and E − F (missing
edges in input model). In the same loop, model
1 has [A⊥⊥B | {C/D/E/F}] which by rule (3)
in line 5 implies A⇒ B and B ⇒ A, and from
which rule (2) in line 10 derives noncausal links
{C/D/E/F} ⇒ {A,B} (for empty W in the-
orem 2) . In the subsequent repeated loop,
lines 17-28, model 1 has [A⊥⊥F | {B,C}] which
by rule (1) in line 22 with the earlier B ⇒ A,
implies B ⇒ F . Similarly, [C⊥⊥F | {B,E}] al-
lows the conclusion E ⇒ F . Next, model 2
has [A⊥⊥D |C] which, together with C ⇒ A im-
plies C ⇒ D. Finally, from [A⊥⊥E |C] follows
C ⇒ E. After that the algorithm terminates at
line 28 with the causal CPAG on the r.h.s. as
the final output. (Figure 1 shows two contexts
that can account for the observed dependencies
in figure 4).
To the best of our knowledge, this is the
first algorithm ever to perform such a deriva-
tion. The input in the form of CPAGs is con-
venient, but not essential: any (in)dependence
Figure 4: Independence models (in CPAG form) for
two experiments, one resulting causal model (cf. fig.1).
model can be used with only minor alterations
to the implementation. We could even directly
incorporate (non)causal information from back-
ground knowledge in the first loop. In the cur-
rent form the example derivation is almost in-
stantaneous, but soon becomes unfeasible for
larger networks. Also the set of observed vari-
ables can differ between input models, but with
little overlap causal information may be lost if
it cannot be transferred to the output graph
when other information has eliminated that par-
ticular direct link. Nevertheless, all identified
(non)causal relations remain valid. These prob-
lems can be addressed and significant improve-
ments can be made, but that requires additional
results and explication and will be postponed to
another article.
7 Discussion
We have shown the first principled method to
use information from different (in)dependence
models in causal discovery. It is based on the
discovery of a fundamental property that identi-
fies (strict) conditional independence as the lo-
cal signature of causality. All (non)causal re-
lations uncovered this way are sound, provided
the input models are valid. The number and
individual size and origin of the input models
are irrelevant and could include different exper-
iments, specific background knowledge or hypo-
thetical information. An exciting possibility is
to use this approach in combination with recent
developments that employ other properties of
the distribution, e.g. non-Gaussianity (Shimizu
et al., 2006) or nonlinear features (Hoyer et al.,
2009), to detect causal relations.
The proposed algorithm is sound and works
well on small models (. 10 nodes) with a rea-
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sonable degree of overlap. In order to apply
the method to larger, more realistic models with
less overlap, further research should concentrate
on the computational complexity of the search
for (new) strict conditional independencies and
ways to handle indirect causal information. If
the input models become less reliable, for ex-
ample when derived from real data sets where
the large sample limit no longer applies, incor-
rect or inconsistent causal conclusions may oc-
cur. In that case, results might be generalized
to quantities like ‘the probability of a causal re-
lation’ based on the strength and reliability of
the required conditional (in)dependencies in the
available data.
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Appendix A. CPAGs
For a causal DAG the distribution over a sub-
set of observed variables may not be faithfully
representable by a DAG. A complete partial an-
cestral graph (CPAG) P represents the Markov
equivalence class [G] of a DAG G when latent
variables may be present (Zhang, 2008). It
is a graph with either a tail ‘−’ (signifying
ancestorship), arrowhead ‘I’ (signifying non-
ancestorship) or circle mark ‘◦’ at each end of
an edge. There is a tail or arrowhead on an edge
in P iff it is invariant in [G], otherwise it has a
circle mark. Bi-directed edges J−I in a CPAG
indicate the presence of a latent common cause;
arcs −−I indicate a causal relation. The CPAG
is unique and maximally informative for [G]. An
intuitive property of CPAGs is that two nodes
X and Y are not connected by an edge iff there
is some set Z such that X⊥⊥Y |Z; see (Richard-
son and Spirtes, 2002; Zhang, 2008) for more
information on how to read (in)dependencies
directly from a CPAG using the m-separation
criterion.
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A hybrid inﬂuence diagram is a compact graphical and numerical representation of a
decision problem under uncertainty that includes both discrete and continuous chance
variables. These models can be used by businesses to detect online credit card transactions
that may be fraudulent. By creating decision rules based on merchandise value and
additional address and product characteristics, the inﬂuence diagram model can be used
to develop policies that help businesses decide when to investigate an order’s legitimacy.
The inﬂuence diagram establishes guidelines that minimize the sum of the costs of lost
merchandise and order investigation.
1 Introduction
A major credit card issuer—Visa—encourages
businesses to prevent “card-not-present fraud”
by developing “...in-house fraud detection pro-
grams, such as guidelines for staﬀ on how to
spot and report suspected fraudulent transac-
tions” (“Credit card fraud,” 2008) and lists
the following common characteristics of falsiﬁed
credit card orders: 1) ﬁrst-time orders, 2) larger
than normal orders, 3) orders consisting of sev-
eral of the same item, 4) orders shipped rush
or overnight, and 5) orders shipped to a foreign
address.
Fraud detection methods have been imple-
mented using a number of quantitative tech-
niques in the ﬁelds of data mining, statistics,
and artiﬁcial intelligence. Cobb (2010) provides
a survey of several of these methods. A large
portion of the previous research that adapts
quantitative techniques to credit card fraud de-
tection has focused on these problems from
the perspective of banks and ﬁrms that issue
credit cards. However, businesses that accept
credit cards for purchases—particularly in on-
line transactions—can also beneﬁt from the ap-
plication of such models.
Some credit card fraud can be prevented prior
to the customer completing a purchase. For
instance, when a credit card approval for the
purchase amount is requested, an order being
submitted on a card that has been reported
as stolen is denied. To further prevent fraud,
a business can collect additional information,
such as the three-digit card veriﬁcation value
on the back of the card. This prevents some-
one who has obtained a stolen credit card num-
ber, but not the actual card, from completing a
fraudulent transaction. However, if a card has
not been discovered as stolen, the fraud will not
be detected at this point.
This paper proposes an inﬂuence diagram
(ID) framework that can be employed to de-
velop processes by which businesses can select
transactions for further investigation as poten-
tially falsiﬁed. The goal of the model is to ap-
propriately balance the cost of shipping mer-
chandise that will ultimately not be paid for
because of a fraud-related chargeback, versus
the cost of utilizing employee time and sys-
tem resources to conﬁrm and investigate poten-
tially fraudulent orders. An ID is a probabilistic
model that is a simultaneous graphical and nu-
merical representation of a decision problem un-
der uncertainty (Howard and Matheson, 1984).
Recent innovations in IDs permit models with
non-Gaussian continuous chance variables and
discrete decision variables (Cobb and Shenoy,
2008). In this paper, a model that allows a
business to develop an optimal decision rule for
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whether or not to investigate a transaction for
fraud based on the observation of both discrete
and continuous variables is suggested.
The remainder of this paper is organized as
follows. Section 2 provides notation and deﬁni-
tions. Section 3 describes the ID model. Sec-
tion 4 illustrates the solution of the ID model
for an example fraud detection problem. Sec-
tion 5 summarizes the paper. This paper is de-
rived from a longer working paper on this topic
(Cobb, 2010).
2 Notation and Definitions
This section introduces notation and deﬁnitions
used throughout the paper.
2.1 Notation
Variables are denoted by capital letters in plain
text, e.g., A, B, C. Sets of variables are denoted
by capital letters in boldface, e.g.,X, Y, Z. If A
andX are one- and multi-dimensional variables,
respectively, then a and x represent speciﬁc val-
ues of those variables. The state space of X is
denoted by ΩX.
A probability potential, φ, forX is a function
φ : ΩX → [0, 1]. If A is discrete, the more intu-
itive notation P (A) may be used to represent a
discrete probability distribution. A utility po-
tential, u, for a set of variables X is a function
u : ΩX →R.
2.2 Mixtures of Truncated
Exponentials
One diﬃculty associated with including contin-
uous chance variables in IDs is that mathemat-
ical operations, such as integration, on proba-
bility density functions are diﬃcult to perform
in closed form. For the case where all chance
variables are normally distributed and discrete
variables do not have continuous parents, the
technique of Madsen and Jensen (2005) can be
applied to solve the ID.
For problems with continuous variables that
are not normally distributed, the state spaces
must be discretized to permit an ID solution or
a mixture-of-Gaussians ID model (Poland and
Shachter, 1993) can be used. Another approach
is to approximate probability density functions
in the ID with mixtures of truncated exponen-
tials (MTE) potentials, which are deﬁned as fol-
lows.
Definition 1. (MTE Potential (Moral et
al., 2001)). Let S be a continuous chance vari-
able. Given a partition Ω1, . . . ,Ωn that divides
ΩS into hypercubes, an n-piece MTE potential
φ : ΩS 7→ R+ has components
φh(s) = a0 +
m∑
i=1
ai exp {bi · s}
for h = 1, . . . , n, where ai, i = 0, . . . , m and bi,
i = 1, . . . , m are real numbers.
MTE potentials can be used to approximate
both probability distributions and utility func-
tions. The optimization procedure outlined by
Cobb et al. (2006) is used to determine the
parameters (the values ai and bi) required to
approximate probability density functions with
MTE potentials.
2.3 Operations on MTE Potentials
In this paper, the operations of combination
and marginalization are used to solve IDs where
MTE potentials are used to represent probabil-
ity density functions.
Definition 2. (Combination.) Combination
of MTE potentials is pointwise multiplication.
Let φ1 and φ2 be MTE potentials for X1 and
X2. The combination of φ1 and φ2 is a new
MTE potential for X = X1 ∪X2 deﬁned as fol-
lows
φ(x) = (φ1 ⊗ φ2) (x) = φ1(x↓ΩX1 ) · φ2(x↓ΩX2)
for all x ∈ ΩX.
Combination of two MTE probability den-
sities results in an MTE probability density.
Combination of an MTE probability density
and an MTE utility potential results in an MTE
utility potential, as does the combination of two
MTE utility potentials. Note that since a dis-
crete probability distribution is a special case
of an MTE potential where a1, . . . , am in each
component are equal to zero, this deﬁnition of
combination applies to discrete probability dis-
tributions.
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Definition 3. (Marginalization of Chance
Variables.) Marginalization of a chance vari-
able is summation over its state space. Let φ be
an MTE potential for X = X′ ∪X . The state
space of X is ΩX = {x1, . . . , xn}. The marginal




(x′) = φ−X(x′) =
n∑
i=1
φ(X = xi, x′) (1)
for all x′ ∈ ΩX′ . If the variable X is a continu-
ous chance variable, the summation in Eq. (1) is
replaced with integration as follows (assuming








for all x′ ∈ ΩX′ where x = (x, x′).
Definition 4. (Marginalization of Decision
Variables.) In this paper, all decision variables
are discrete and binary. Assume I is a discrete
decision variable with possible values I = 0 and
I = 1 that has a continuous parent S with ΩS
= {s : smin ≤ s ≤ smax}. Without loss of
generality, arbitrarily assign I = 0 to the binary
state of I that maximizes the value of u at smin.
To remove I from the ID, a threshold, Ψ, is
determined as follows:
INPUT: u, smin, smax, 
OUTPUT: Ψ
INITIALIZATION: Ψ = smin
DO WHILE (u(I = 0,Ψ+ ) ≥
u(I = 1,Ψ+ )) ∩ (Ψ ≤ smax)
Ψ = Ψ + 
END DO
Ψ = Ψ+ /2
The parameter  is an increment in S that can
be assigned an appropriate value based on the
application being addressed. The decision vari-
able I is removed from the model by construct-
ing the following MTE potential using the util-
ity function u and the threshold value Ψ:
u↓S(s) =
{
u(I = 0, s) if smin ≤ s < Ψ
u(I = 1, s) if Ψ ≤ s ≤ smax .
This deﬁnition applies when u(I = 0, s) =
u(I = 1, s) at one point and is a simpler version
of the line search technique deﬁned by Cobb and
Shenoy (2008).
2.4 Fusion Algorithm
The ID is solved by applying the fusion algo-
rithm (Shenoy, 1993). This algorithm involves
deleting the variables in an elimination sequence
that respects the information constraints in the
problem. The sequence is chosen so that deci-
sion variables are eliminated before chance or
decision variables that are immediate predeces-
sors. When a variable is to be deleted from the
model, all probability and/or utility potentials
containing this variable in their domains are
combined (according to Deﬁnition 2), then the
variable is marginalized from the result. The
appropriate marginalization operation depends
on whether the variable being marginalized is a
chance variable (see Deﬁnition 3) or a decision
variable (see Deﬁnition 4).
3 ID Model
This section describes the ID model.
3.1 Graphical Representation
The ID model for the credit card detection prob-
lem is shown in Figure 1. The single-border
ovals represent discrete chance variables. Fraud
(F ) indicates whether or not an order is fraudu-
lent. The variables A0 and P0 reveal the number
of suspicious characteristics in the address and
product information on an order, respectively.
The double-border oval for order Size (S) de-
ﬁnes a continuous chance variable for the value
(or cost) of the merchandise contained on an
order. The arrows (or arcs) pointing from F
to A0, F to P0, and F to S specify that the
probability distributions for those variables are
conditioned on F .
The rectangle in Figure 1 represents the ﬁrm’s
decision on whether or not to investigate an or-
der. The arcs pointing from the variables A0 to
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Figure 1: ID Model.
I , P0 to I , and S to I show that the ﬁrm will ob-
serve the values of these chance variables prior
to making its decision on whether or not to in-
vestigate the order. The value I = 0 means that
the ﬁrms does not investigate, while the value
I = 1 means the ﬁrm investigates.
The diamond in the ID represents the joint
utility function. The arcs pointing from F , S,
and I to this node indicate that these variables
are in the domain of the joint utility function. In
this context, the ﬁrm’s utility will be the cost to
the ﬁrm of either investigating potential fraud
or shipping unpaid merchandise.
3.2 Numerical Representation
This section describes the potentials in the ID.
3.2.1 Fraud (F)
The variable F has state space ΩF = {0, 1},
where F = 0 stands for legitimate and F =
1 signiﬁes fraudulent. Thus, the probability of
fraud is denoted by P (F = 1) = η.
3.2.2 Address Characteristics (A0)
The variable A0 has state space ΩA0 = {0, . . .,
m}. The distribution P (A0|F ) is constructed
by using m variables representing the presence
of speciﬁc address characteristics for credit card
orders. For illustrative purposes, the remainder
of the description of the potentials in the model
will assume m = 3. Extension to the more gen-
eral case is straightforward.
The variable A0 “aggregates” the factors rep-
resented by the variables {A1, A2, A3}; thus, the
value of A0 is determined by the number of
variables in the set {A1, A2, A3} whose values
equal one. The distribution P (A0|(A1, A2, A3))
is shown in Table 1. Combining the informa-
tion in the variables {A1, . . . , Am} into one vari-
Table 1: P (A0|(A1, A2, A3)).
A0
A1 A2 A3 0 1 2 3
0 0 0 1 0 0 0
1 0 0 0 1 0 0
0 1 0 0 1 0 0
0 0 1 0 1 0 0
1 1 0 0 0 1 0
0 1 1 0 0 1 0
1 0 1 0 0 1 0
1 1 1 0 0 0 1
able (A0) reduces the number of decision rules
determined when solving the ID from 2m+n to
(m + 1)(n + 1), which signiﬁcantly reduces the
computational complexity of the solution. The
resulting policies are also easier to implement.
The probability potential for the factor Ai
given F is deﬁned according to two parame-
ters. The probabilities of the presence of the
address inconsistency given the two states of
F are αi,0 = P (Ai = 1|F = 0) and αi,1 =
P (Ai = 1|F = 1), αi,0 < αi,1, for i = 1, 2, 3.
Given P (A0|(A1, A2, A3)) and P (Ai|F ) for
i = 1, 2, 3, the probabilities P (A0 = i|F = f)
are determined as
P (A0|F ) = (P (A0|(A1, A2, A3))⊗ P (A1|F )
⊗P (A2|F )⊗ P (A3|F ))−{A1,A2,A3}
according to Deﬁnitions 2 and 3. The result is
shown in Table 2 and follows directly from the
chain rule for Bayesian networks (Pearl, 1988).
3.2.3 Product Characteristics (P0)
The variable P0 has state space ΩP0 = {0, . . .,
n}. The distribution P (P0|F ) is constructed by
using n variables representing the presence of
speciﬁc product characteristics for credit card
orders. The variables P1, . . . , Pn are factors re-
lated to an order’s product information that
may be useful for distinguishing a legitimate
order from a fraudulent order. For example,
fraudulent orders are more likely than accept-
able orders to have multiples of the same item.
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Table 2: Probability Distribution for A0 given F (P (A0 = i|F = f)).
F = 0 F = 1
A0 = 0 (1− α10)(α20 − 1)(α30 − 1) (1− α11)(α21 − 1)(α31 − 1)
A0 = 1 α20 + α30 − 2α20α30 α21 + α31 − 2α21α31
+α10(1− 2α30 + α20(3α30 − 2)) +α11(1− 2α31 + α21(3α31 − 2))
A0 = 2 α20α30 + α10(α20 + α30 − 3α20α30) α21α31 + α11(α21 + α31 − 3α21α31)
A0 = 3 α10α20α30 α11α21α31
The probabilities of the presence of the product
characteristics given the two states of F are ρj,0
= P (Pj = 1|F = 0) and ρj,1 = P (Pj = 1|F =
1), ρj,0 < ρj,1, j = 1, . . . , n. The variable P0
summarizes the information in {P1, . . . , Pn} in
much the same way as A0 summarizes the in-
formation in the address characteristics for an
order.
Calculation of P (P0|F ) is accomplished in the
same way as the determination of P (A0|F ), so
the details are omitted. More information is
provided in (Cobb, 2010).
3.2.4 Order Size (S)
The chance variable S has ΩS = {s : smin ≤
s ≤ smax}. The probability potential φ for
{F, S} represents the conditional probability
density functions for S given F = 0 and F = 1.
The parameters used in the example of the
next section will be used to describe the po-
tential φ. Suppose the natural log of S is
normally distributed with mean μ = 2.5 and
variance σ2 = 0.5 given that F = 0, i.e.
S|F = 0 ∼ LN (2.5, 0.5). Also, assume the
natural log of S given F = 1 is normally dis-
tributed with μ = 3.5 and σ2 = 0.75, i.e.
S|F = 1 ∼ LN (3.5, 0.75). The MTE potential
fragment representing the conditional distribu-
tion for S given F = 0 is deﬁned as









Figure 2: MTE Lognormal Approximations.
φ(F = 0, s) = fˆF=0(s) =⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
39.78+ 5.71 exp{0.0326(s− 7.39)}
−45.34 exp{0.0032(s− 7.39)}
if 1.46 ≤ s < 2.72
21.72− 1.49 exp{ − 0.0468(s− 7.39)}
−20.17 exp{0.0035(s− 7.39)}
if 2.72 ≤ s < 7.39
...
The full description of the function can be
found in (Cobb, 2010). The MTE potential
fragment φ(F = 1, s) representing the condi-
tional distribution for S given F = 1 is de-
ﬁned similarly, and both MTE potentials are
displayed in Figure 2, overlaid on the actual
lognormal distributions. The prior distribution
for order size is skewed farther to the right for
fraudulent orders.
3.2.5 Utility Function (u0)
The joint utility function u0 has domain
{F, S, I}. Assume that the cost of investigating
an order for fraudulent activity is c (a constant).
The values for u0 are u0(F = 0, I = 0, s) = 0,
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u0(F = 0, I = 1, s) = −c, u0(F = 1, I = 0, s) =
−s, and u0(F = 1, I = 1, s) = −c.
If the ﬁrm investigates, it incurs the cost of
the investigation, but avoids forfeiting the value
of the merchandise when a fraudulent order is
thwarted. If the ﬁrm fails to investigate a fraud-
ulent order, it incurs a cost equal to the value
of the merchandise shipped to fulﬁll the order.
The joint utility function u0 is approxi-
mated by the MTE potential u1, which is
identical to u0 with the exception of one
term, which is deﬁned (Cobb and Shenoy,








For the case where F = 1 and I = 0, the func-
tion u1 is an MTE approximation to the linear
function g(s) = −s. In the ID solution process,
the MTE utility function will be combined via
multiplication with the MTE density potential
for S given F . Since the class of MTE poten-
tials is closed under addition and multiplication,
the result remains an MTE potential. This al-
lows the resulting function to be integrated in
closed form to determine the ﬁrm’s maximum
expected utility.
4 Example
This section describes an example where opti-
mal decision rules are developed that allow the
ﬁrm to decide when to investigate potentially
fraudulent orders.
4.1 Problem Description
Assume m = n = 3, meaning that there are
three address factors and three product factors
used to determine the conditional distributions
for A0 given F and P0 given F , respectively.
These factors are:
Shipping and billing addresses match (A1)
Untraceable e-mail (A2) — the order origi-
nated from a free, web-based address.
Foreign address (A3)
Leave at home (P1) — the customer requests
that the shipment be left at the door if no
one is home.
Table 3: Parameters for the Example.
Variable F = 0 F = 1
Fraud (F ) 1− η = .99 η = .01
Match (A1) α10 = .25 α11 = .40
Email (A2) α20 = .01 α21 = .05
Inter. (A3) α30 = .05 α31 = .25
Leave (P1) ρ10 = .20 ρ11 = .30
Rush (P2) ρ20 = .10 ρ21 = .20
Mult. (P3) ρ30 = .05 ρ31 = .075
Size (S) LN (2.5, .5) LN (3.5, .75)
Rush shipping (P2)
Multiple units of the same item (P3)
The presence of these factors is denoted by ei-
ther Ai = 1 or Pj = 1 and corresponds to a
higher incidence of fraud.
The potential representing the prior prob-
ability distribution for F has values P (F =
0) = 1 − η = 0.99 and P (F = 1) = η =
0.01. The conditional probability density func-
tions for order Size (S) are those approxi-
mated by the MTE potential φ in Figure 2.
The cost of investigating an order is c = 10,
and the MTE potential fragment approximat-
ing u0(F = 1, I = 0, s) in the joint utility func-
tion u0 is u1(F = 1, I = 0, s) = 5989.45 −
5993.51 exp{0.000161(s− 1.46)}.
The probability distribution P (A0|F ) is de-
termined using the result in Table 2, and
P (P0|F ) is calculated similarly. A summary of
the parameters in the example problem is given
in Table 3.
4.2 Solution
This section brieﬂy describes the solution to the
example using the fusion algorithm. In this
problem, a possible deletion sequence is F , I ,
S, A0, P0.
The potentials in the model at the outset are
P (F ), P (A0|F ), P (P0|F ), φ for {S, F}, and u1
for {F, S, I}. The ﬁrst variable in the deletion
sequence is F , and since all potentials contain
F in their domain, all must be combined prior
to the marginalization of F . The combination
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Figure 3: u2 where A0 = 2 and P0 = 2.
results in an MTE utility potential determined
as
u′2 = P (F )⊗ P (A0|F )⊗ P (P0|F )⊗ φ⊗ u1 .
The variable F is marginalized as
u2(A0 = i, P0 = j, I = k, s) =
u′2(F = 0, A0 = i, P0 = j, I = k, s)
+u′2(F = 1, A0 = i, P0 = j, I = k, s)
for all (i, j, k, s) ∈ Ω{A0,P0,I,S}. The function
u2 is shown graphically in Figure 3 for the case
where the number of observed address incon-
sistencies and suspicious product characteristics
are both two (A0 = 2 and P0 = 2). The ex-
pected utility that results from investigating the
potential fraud (I = 1) is less than the expected
utility associated with not investigating (I = 0)
for smaller orders.
The objective of the ﬁrm is to decide op-
timally whether to investigate potential fraud
after it observes the values of A0, P0, and S.
Thus, for each conﬁguration of states of the dis-
crete variables A0 = i and P0 = j, the ﬁrm
must choose a threshold Ψi,j for order size us-
ing the procedure in Deﬁnition 4. As an exam-
ple, Ψ2,2 = 31.96 and is determined by ﬁnding
the point where the two functions in Figure 3
are approximately equal. For values of S below
this threshold, the ﬁrm will be better oﬀ in the
long run not investigating the order for poten-
tial fraud. For values of S above this threshold,
due to the potential loss of merchandise, the
ﬁrm should investigate potential fraud on an
order. Methods of investigating fraud include
Table 4: Decision Thresholds Ψi,j.
Ψ P0 = 0 P0 = 1 P0 = 2 P0 = 3
A0 = 0 95.56 89.86 76.96 61.96
A0 = 1 83.46 67.16 52.56 44.06
A0 = 2 47.16 38.96 31.96 26.86
A0 = 3 28.16 23.16 19.06 16.16
validating the billing address, shipping address,
e-mail address, and phone number, and contact-
ing the customer to conﬁrm the order. This in-
vestigation is carried out at an average cost of
c = 10 per order.
The decision variable I is removed from the
model by constructing the following MTE po-
tential using the utility function u2 and the
threshold values Ψi,j:
u3(A0 = i, P0 = j, s) =⎧⎪⎪⎨⎪⎪⎩
u2(A0 = i, P0 = j, I = 0, s)
if smin ≤ s < Ψi,j
u2(A0 = i, P0 = j, I = 1, s)
if Ψi,j ≤ s ≤ smax .
for i = 0, 1, 2, 3 and j = 0, 1, 2, 3.
4.3 Results
The decision thresholds Ψi,j for the example
problem are shown in Table 4. At higher num-
bers of address inconsistencies and suspicious
product characteristics, the order size thresh-
olds are lower, since the ﬁrm has more reason
to believe that such orders are not legal.
The maximum expected utility from following









u3(A0 = i, Po = j, s) ds
))
.
For the example problem, the maximum ex-
pected utility is u4 = −0.31173, which repre-
sents the fraud investigation and loss expense
stated on a per order basis.
Additional results and sensitivity analysis for
this example are provided in (Cobb, 2010).
5 Conclusions
An ID model that can be used to detect poten-
tially fraudulent online credit card transactions
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was introduced. A business can employ such a
model to establish decision policies that guide
employees to investigate orders that are most
likely to be suspect. By following such policies,
a business can minimize its total fraud-related
expenses, which include both the costs of lost
merchandise and the expense of following up on
suspicious orders.
In addition to considering order size as a cri-
teria for identifying potentially fraudulent or-
ders, the ID model allows a business to consider
other characteristics of the address and product
information on an order. When more of these
factors indicate that fraud may be present, the
order size threshold used to decide whether or
not to investigate an order is lowered, because
an illegal order becomes more likely. Using the
ID to establish such rules allows a business to
investigate the orders that are most likely to be
fraudulent and save the cost of such inquiries on
orders—even large ones—that are most likely
legitimate.
Future research can incorporate additional
complexities to make the model more realistic.
For instance, an implicit assumption is that the
investigation always concludes with certainty
that an order is fraudulent. A node represent-
ing the result of the investigation can be added
to the ID to relax this assumption. In cases
where a good order is mistakenly canceled, the
cost of the customer’s dissatisfaction should be
considered in the utility function. Also, the in-
vestigation cost, c, may not be a constant and
can be modeled as a random variable, perhaps
conditional on the number of suspicious address
and product characteristics observed.
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This paper introduces an inﬂuence diagram (ID) model that permits continuous decision
variables with multiple continuous parents. The marginalization operation for a continu-
ous decision variable ﬁrst develops a piecewise linear decision rule as a continuous function
of the next continuous parent in the deletion sequence. Least squares regression is used
to convert this rule to a piecewise linear function of all the decision variable’s continuous
parents. This procedure is incorporated into an iterative solution algorithm that allows
more reﬁned decision rules to be constructed once the non-optimal regions of the state
spaces of decision variables are identiﬁed. Additional examples serve to compare relative
advantages of this technique to other ID models proposed in the literature.
1 Introduction
The influence diagram (ID) is a graphical and
numerical representation for a decision prob-
lem under uncertainty (Howard and Matheson,
1984). The ID model is composed of a di-
rected acyclic graph that shows the relation-
ships among chance and decision variables in
the problem, as well as a set of conditional prob-
ability distributions for chance variables and a
joint utility function. An example of a decision
problem under uncertainty is given in the fol-
lowing section.
1.1 Example
A ﬁrm facing uncertain demand must choose
production capacity and set product prices
(Go¨x, 2002). Product demand is determined
as Q(p, z) = 12 − p + z, where P is the prod-
uct price and Z is a random demand “shock.”





(p− 1) · (12− p + z)− k if Q(p, z) ≤ k
(p− 1) · k − k if Q(p, z) > k .
(1)
Notice that the ﬁrm’s sales are limited to the





Figure 1: Inﬂuence Diagram Model.
capacity (K). Figure 1 shows an ID model for
the example. The chance and decision variables
in the ID are depicted as ovals and rectangles,
respecitively. The joint utility function appears
as a diamond. Since there is an arrow pointing
from Z to K and P , Z is a parent of K and P .
The set of all parents of P is Pa(P ) = {K,Z}.
An arrow pointing to a chance node indicates
the distribution for this node is conditioned on
the variable at the head of the arrow. An arrow
pointing to a decision node means that the value
of the variable will be known when the decision
is made.
1.2 Background
Although most ID models proposed in the
literature assume that all decision variables
take values in discrete (countable) state spaces,
there are some exceptions. Shachter and Ken-
ley (1989) introduce Gaussian IDs, where all
continuous chance variables are normally dis-
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tributed, all decision variables are continuous,
and utility functions are quadratic.
The mixture-of-Gaussians ID (Poland and
Shachter, 1993) requires continuous chance vari-
ables to be modeled as mixtures of normal
distributions and allows continuous decision
variables. Madsen and Jensen (2005) outline
an improved solution procedure for IDs con-
strained under the same conditions as mixture-
of-Gaussians IDs that is able to take advantage
of an additive factorization of the joint utility
function.
Cobb (2007) introduces an ID model which
allows continuous decision variables with one
continuous parent and continuous chance vari-
ables having any probability density function
(pdf). Using this approach, pdfs and utility
functions are approximated by mixtures of trun-
cated exponentials (MTE) potentials (Moral et
al., 2001), which allows the marginalization
operation for continuous chance variables to
be performed in closed form. This technique
develops a piecewise linear decision rule for
continuous decision variables and subsequently
marginalizes them from the model as determin-
istic chance variables.
This paper builds upon the model in (Cobb,
2007) by allowing continuous decision variables
to have multiple continuous parents. The
marginalization operation for continuous deci-
sion variables and the iterative solution algo-
rithm are introduced using examples. A longer
working paper (Cobb, 2010) contains more for-
mal deﬁnitions.
The remainder of this paper is organized as
follows. In §2, notation and deﬁnitions are in-
troduced. In §3, a procedure for marginalizing a
continuous decision variable is presented using
the example in §1.1. In §4, the results from the
example problem are compared to an analytical
solution. §5 describes solutions to additional
examples before §6 concludes the paper.
2 Notation and Definitions
2.1 Notation
In this paper, we assume all decision and chance
variables take values in ﬁnite-bounded, continu-
ous (non-countable) state spaces. All variables
are denoted by capital letters in plain text, e.g.,
A, B, C. Sets of variables are denoted by capital
letters in boldface, with Z representing chance
variables,D representing decision variables, and
X indicating a set of variables whose compo-
nents are a combination of chance and deci-
sion variables. If A and X are one- and multi-
dimensional variables, respectively, then a and
x represent speciﬁc values of those variables.
The ﬁnite-bounded, continuous state space of
X is denoted by ΩX.
Example 1. In the ID shown in Figure 1, the
state spaces of the variables are ΩK = {k : 0 ≤
k ≤ 14}, ΩP = {p : 1 ≤ p ≤ 9}, and ΩZ = {z :
−3 ≤ z ≤ 3}. This assumes the distribution for
Z is normalized over the interval [−3, 3] to solve
the ID.
MTE probability potentials are denoted by
lower-case Greek letters, e.g., φ, ψ, ϕ, whereas
MTE utility potentials are denoted by ui, where
the subscript i is normally zero for the joint
utility function in the problem, and one for the
initial MTE approximation to the joint utility
function. The subscript can be increased to in-
dex additional MTE utility potentials in the ini-
tial representation or solution.
2.2 Mixtures of Truncated
Exponentials (MTE) Potentials
(Moral et al., 2001)
Let X be a mixed variable and let Z =
(Z1, . . . , Zc) and D = (D1, . . . , Df) be the
chance and decision variable parts of X, respec-
tively. Given a partition Ω1, . . . ,Ωn that divides
ΩX into hypercubes, an n-piece MTE potential


















for h = 1, . . . , n, where ai, i = 0, . . . , m and b
(j)
i ,
i = 1, . . . , m, j = 1, . . . , (c+f) are real numbers.
We assume all MTE potentials are equal to
zero in unspeciﬁed regions. In this paper, all
probability distributions and utility functions
are approximated by MTE potentials.
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Figure 2: N (0, 1) pdf and MTE Potential φ1.
Example 2. The function f1(p) = p over the
interval [1, 9] can be approximated by the MTE
potential
uP (p) =⎧⎪⎪⎨⎪⎪⎪⎩
−53.028072+ 54.05148 exp{0.017847(p− 1)}
if 1 ≤ p < 5
−49.028072+ 54.05148 exp{0.017847(p− 5)}
if 5 ≤ p ≤ 9 ,
using the method described in (Cobb and
Shenoy, 2008). Similar MTE potentials, uK(k)
and uZ(z), are used to approximate the func-
tions f2(k) = k on [0, 14] and f3(z) = z on
[−3, 3]. These approximations are are substi-
tuted into (1) to form the MTE utility function
u1 for the example problem.
The resulting function will contain values of
variables in the limits of the domain. In other
words, to create a true MTE potential where
the limits are hypercubes, values for two of the
variables must be substituted. MTE potentials
deﬁned in this way require replacement of linear
terms when integration is used to marginalize
variables in the ID solution. This is discussed
in (Cobb and Shenoy, 2006).
Example 3. The MTE approximation φ1 to
the N (0, 1) pdf (see Cobb et al., (2006) for nu-
merical details) that approximates the distribu-
tion for the variable Z in the example from §1.1
is shown in Figure 2, overlaid on the actual
N (0, 1) distribution. The MTE function is nor-
malized on the interval [−3, 3].
2.3 Fusion Algorithm
IDs are solved in this paper by applying the fu-
sion algorithm of Shenoy (1993), which is rele-
vant for the case where the joint utility function
factors multiplicatively. This algorithm involves
deleting the variables in an elimination sequence
that respects the information constraints in the
problem. The sequence is chosen so that deci-
sion variables are eliminated before chance or
decision variables that are immediate predeces-
sors.
When a variable is to be deleted from the
model, all probability and/or utility potentials
containing this variable in their domains are
combined via pointwise multiplication, then the
variable is marginalized from the result. The
appropriate marginalization operation depends
on whether the variable being marginalized is a
chance variable (in which case marginalization
is accomplished by integrating over the domain
of the chance variable being removed) or a deci-
sion variable. Formal deﬁnitions of combination
and marginalization of chance variables can be
found in (Cobb, 2010).
3 Marginalizing Decision Variables
Assume we want to eliminate a decision variable
D with parents X = {X1, X2 . . . , Xn} from the
ID. The variables in X may be either chance or
decision variables, and the subscripts on vari-
ables inX serve to number the variables as they
appear in the deletion sequence for the problem.
The set of parents excluding X1 is denoted by
X′ = X \X1. Eliminating the decision variable
is a four-step process:
(1) Combine all potentials containing D in
their domain, create discrete approxima-
tions to ΩD and ΩX′ , and ﬁnd the discrete
value of D that maximizes utility for each
region of a hypercube of ΩX1 for each (dis-
crete) x′ ∈ ΩX′ .
(2) For each (discrete) x′ ∈ ΩX′ , create a de-
cision rule for D as a piecewise linear func-
tion of X1.
(3) Use least squares regression to create a
piecewise linear decision rule for D as a
function of X.
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(4) Convert D to a deterministic chance vari-
able, and marginalize D using the proce-
dure in §3.4.
This process has similarities to the procedure
for marginalizing a continuous decision variable
proposed by Cobb (2007); however, employ-
ing regression in Step 3 enables this new op-
eration to permit continuous decision variables
with multiple continuous parents. The steps are
introduced by illustrating the removal of P from
the ID of §1.1 using the deletion sequence P , K,
Z.
In this solution, we utilize v = 8 discrete val-
ues and regions at each step in the process when
we are required to discretize or sub-divide the
state space of a continuous variable.
3.1 Step 1–Discrete Approximation
The purpose of this step in the marginalization
process is to ﬁnd a relationship—given a value
of Z—between the optimal price (P ) and pro-
duction capacity (K) by examining the utility
function for various values of P .
In this step, discrete values pu, u = 1, . . . , 8,
for P are assigned as {1.5, 2.5, . . . , 8.5}. As-
sign discrete values zt, t = 1, . . . , 8, to the
chance variable Z, the most distant parent
of P in the deletion sequence. Based on
the state space ΩZ , these discrete values are
{−2.625,−1.875,−1.125, . . . , 2.625}. For each
discrete value zt, create an MTE utility func-
tion u1(k, p, zt) by substituting Z = zt in u1.
For each value zt, determine the (discrete)
value in ΩP that maximizes the utility function
u1(k, p, zt) for each region of a hypercube of ΩK .
For example, when Z = z3 = −1.125, the utility
functions u1(k, pu, z3) appear as shown in Fig-
ure 3. From the diagram, it is apparent that
u1(k, 8.5, z3) ≈ u1(k, 7.5, z3) when K = 2.75,
u1(k, 7.5, z3) ≈ u1(k, 6.5, z3) when K = 4.05,
and u1(k, 6.5, z3) ≈ u1(k, 5.5, z3) when K =
5.35.
The results of this step of the operation are
the sets of points, Φ1,t, and decision variable
values, Ψ1,t, for t = 1, . . . , 8. For instance,
Φ1,3 = {0, 2.75, 4.05, 5.35, 14} and Ψ1,3 =
{8.5, 7.5, 6.5, 5.5}, where the three in the sub-
























Figure 3: The Utility Functions u1(k, pu, z3).
scripts is an index on the related value z3 =
−1.125. The set Φ1,3 can be used to deter-
mine intervals where the optimal discrete value
of price is invariant, and the set Ψ1,3 contains
the optimal values for P corresponding to these
intervals.
This procedure is derived from the operation
for marginalizing a discrete decision variable in
a hybrid ID (Cobb and Shenoy, 2008).
3.2 Step 2–Piecewise Linear Decision
Rule
The purpose of this step is to express the rela-
tionship between optimal price (P ) and produc-
tion capacity (K) by estimating a continuous
function P = f(K), given a value for Z.
Continuing from §3.1, when −1.5 ≤ z ≤











= (1.375, 3.4, 4.7,
9.675), with a corresponding set of points, p
= (8.5, 7.5, 6.5, 5.5) deﬁned as in Ψ1,3. The
equation for the line connecting the coordinates
{(k = 1.375, p = 8.5), (k = 3.4, p = 7.5)} is p(k)
= 9.17901 − 0.49383k. Similar equations are
determined using other sets of adjacent coordi-
nates and these form a piecewise linear decision




9 0 ≤ k < 0.3625
9.17901− 0.49383k 0.3625 ≤ k < 3.4
10.11540− 0.76923k 3.4 ≤ k < 4.7
7.44472− 0.20101k 4.7 ≤ k ≤ 14 .
The equation for the ﬁrst (last) line segment is
extrapolated until the result of the function is
greater (less) than the endpoint of ΩP , in which
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case the function is deﬁned as the maximum
(minimum) value in ΩP . A similar decision rule
is developed for the regions with midpoints zt,
t = 1, . . . , 8. A function Ψˆ1 is comprised of the
resulting piecewise functions as
Ψˆ1(k, z) =
⎧⎪⎨⎪⎩
Ψˆ1,1(k) −3 ≤ z < −2.25
...
...
Ψˆ1,8(k) 2.25 ≤ z ≤ 3 .
3.3 Step 3–Least Squares Regression
This step further reﬁnes the decision rule to be
a compact piecewise linear function for optimal
price given values of K and Z.
Continuing from §3.2, the state space of K—
the next parent of P in the deletion sequence—
is divided into 8 regions, [0, 1.75], . . ., [12.25, 14],
with the m-th region denoted by [kdm−1, kdm]
where kdm = kmin + m · (kmax − kmin)/v for
m = 0, . . . , v. Deﬁne ε = 0.1, nK = b(kmax −
kmin)/εc + 1, and nZ = b(zmax − zmin)/εc+ 1.
The function Ψˆ1 is used to output a series of
ordered data points {Ψˆ1(ki, zj), ki, zj} for each
ki = kmin + (i − 1) · ε, i = 1, . . . , nK and
zj = zmin + (j − 1) · ε, j = 1, . . . , nZ . These
ordered data points are sorted into ascending
order according to the values ki and grouped
into v = 8 tables, where the m-th table contains
points such that all ki ∈ [kdm−1, kdm] for each
m = 1, . . . , v. In other words, for each value ki
that appears in the m-th table, each pair (ki,
zj) appears exactly once, along with the corre-
sponding values Ψˆ1(ki, zj). Each table is used
to create the matrices required to estimate a lin-
ear equation pˆ(k, z) = b2m + b3m · k+ b4m · z via
least squares regression.
For example, with ε = 0.1, nK = 141, and
nZ = 61, so 61 values for Z are matched with
each of the 18 values of K in the second interval,
[1.75, 3.5], deﬁned using ΩK . Thus, 18 × 61 =
1098 data points are used to deﬁne the (1098×
1) matrix Υ2 and the (1098 × 3) matrix Λ2 as
follows:









Figure 4: The Decision Rule Θ1(4.375, z) for P .
























The least squares regression estimators are
determined as b2 = [ b22 b32 b42 ]> =(
Λ>2 Λ2
)−1
Λ>2 Υ2. Following this process in each
region of the state space of K creates the follow-




9.0194− 0.3631k+ 0.0986z 0 ≤ k < 1.75
9.0265− 0.3808k+ 0.3246z 1.75 ≤ k < 3.5
...
...
8.1670− 0.1731k+ 0.5340z 12.25 ≤ k ≤ 14 .






1(k, z) < pmin
Θ
′
1(k, z) pmin ≤ Θ
′
1(k, z) ≤ pmax
pmax Θ
′
1(k, z) > pmax .
Using this revised formulation of the decision
rule ensures that the assigned values are con-
tained in ΩP . A graphical view of the deci-
sion rule for P as a function of Z given that
K = 4.375 is shown in Figure 4. The decision
rule Θ1 is a reﬁnement of the decision rule Ψˆ1.
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3.4 Step 4–Removing the Decision
Variable
Continuing from §3.3, since a value for P will
be completely determined by observed values of
K and Z, P can be replaced in the joint utility
function as u2(k, z) = u1 (Θ1(k, z), k, z). The
substitution of Θ1 for P in u1 is accomplished
on a piecewise basis. For instance, when 5.25 ≤
k ≤ 7, Θ1 is deﬁned as f1(k, z) = 8.16701 −
0.17307k + 0.47450z for all z ∈ ΩZ . When k ≥
12 − p + z, 0 ≤ z ≤ 3, and 1 ≤ p ≤ 5, u1 is
deﬁned as
f2(p, k, z) = −1067.4336− 94.5901 exp{0.0102k}
+ · · ·+ 2311.6851 exp{0.0179p+ 0.02380z}+ · · ·
The calculation of u2(k, z) =
u1 (Θ1(k, z), k, z) includes the result of the
substitution f2(f1(k, z), k, z), with the ensuant
expression included in u2 where the domains of
the two functions overlap, or
f2(f1(k, z), k, z) =
−1067.4336− 94.5901 exp{0.0102k}+ · · ·
+2311.6851 exp{0.0179 · f1(k, z) + 0.02380z}+ · · ·
for 5.25 ≤ k ≤ 7 and 0.8269k − 0.5255z ≥
3.8330. A similar substitution of each piece of
Θ1 is made into each piece of u1 to create the
MTE utility function u2.
3.5 Results
To complete the example problem, the decision
variable K is marginalized using the process in
§3.1 through 3.4, except that since K has only
one parent (Z), Step 3 (least squares regression)
is not performed. The decision rule for K as a
function of Z is determined as Θ2(z) = 5.2646+
0.5833z for all z ∈ ΩZ . To marginalize K, a
new utility function u3 is determined as u3(z) =




φ1(z) · u3(z) dz = 24.6394.
The ID method presented in this paper is sen-
sitive to the state spaces assigned to the decision
variables. In other words, if the continuous in-
terval of possible optimal values for the decision
variables can be narrowed, the accuracy of the
decision rules can be improved.
In this example, the ID decision rule Θ2(z)
only selects values for K in the interval
[3.5146, 7.0146]. Similarly, the decision rule
Θ1(k, z) only allows for values of P in the in-
terval [4.142, 9]. In a second iteration of the ID
solution procedure, we can replace the original
state spaces of the decision variables P and K
with these intervals and obtain a better approx-
imation to the true optimal decision rules and
proﬁt function.
To complete the second iteration for the ex-
ample, the same marginalization procedure is
used to develop decision rules for P as a func-
tion of {K,Z} and K as a function of Z.
Cobb (2009) explains additional details of the
iterative algorithm.
4 Comparison
In the example problem, the ﬁrm knows the
true value, Z = z, at the time it chooses ca-
pacity. Go¨x (2002) uses this fact to ﬁnd an
analytical solution for the optimal capacity of
k∗(z) = 10+z2 . This result hinges on several re-
strictive assumptions, including the linearity of
the demand function and the symmetric form
of the distribution for Z. By choosing an exam-
ple with an analytical solution, we can compare
the results from the ID solution as a means of
determining its accuracy. The ID method can
then be extended to cases where an analytical
solution is not available (see §5).
The decision rule Θ2 for K determined using
two iterations of the ID solution procedure is
shown in Figure 5 with the analytical capacity
decision rule. This decision rule has seven linear
pieces. The mean squared error (MSE) (Win-
kler and Hays, 1970) can be used as a measure
of the diﬀerence between the analytical and es-
timated decision rules. The MSE is calculated
as∫
ΩZ
φ1(z) · (Θ2(z)− k∗(z))2 dz = 0.01469 .
The MSE after the ﬁrst iteration is 0.07682, so
revising the state space and performing the sec-
ond iteration improves the accuracy of the de-
cision rule. The decision rule Θ1 for P is used
in the determination of Θ2, so this MSE mea-
surement is a measure of the accuracy of the
decision rules developed the ID solution. The
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Figure 5: Decision Rules for K = f(Z).
expected proﬁt is 25.0792, as compared to the
ﬁrst iteration and analytical values of 24.6394
and 25.25, respectively.
5 Additional Examples
This section brieﬂy describes two additional ex-
amples derived from the problem in §1.1 (for
additional details, see (Cobb, 2010)).
5.1 Non-Gaussian Chance Variable
One advantage of using the ID model described
in this paper is that it can accommodate non-
Gaussian chance variables directly without us-
ing a mixture-of-Gaussians representation.
Suppose that the ﬁrm has established produc-
tion capacity at a minimum of 3.5 units and a
maximum of 6.5 units. The random variable K
represents the percentage of additional capac-
ity (above minimum) available (which ﬂuctuates
with changes in labor and machine utilization)
and is modeled with a Beta(3, 3) distribution.
The distribution for K is approximated by the
MTE potential φ2 determined using the method
discussed by Cobb et al. (2006). The MTE ap-
proximationφ1 to the distribution for Z remains
the same.
Although P now has two parents (K and Z)
that are chance variables (one of which is non-
Gaussian), the procedure for marginalizing P
from the ID proceeds in exactly the same way
as in the previous example.
5.2 Nonmonotonic Decision Rule
Suppose P and K are decision variables as in
§1.1, but that the unit variable cost of $1 is
replaced in the joint utility function by z2, i.e.
unit variable costs are now higher for values of















Figure 6: The Utility Functions u2(kt, z) in the
Example with Revised Unit Variable Cost.










Figure 7: The Decision Rule Θ2 for K.
the demand shock Z farther from zero. This
utility function is approximated with an MTE
utility function as in Example 2.
Figure 6 shows the utility function (for eight
discrete values of K) after marginalizaton of
P and illustrates that the optimal value for K
must be determined as a nonmonotonic function
of Z. For instance, when −2.25 ≤ z ≤ −1.15
or 2.65 ≤ z ≤ 2.75, a capacity of K = 2.625
is optimal, whereas if −1.15 ≤ z ≤ 0.45 or
2.55 ≤ z ≤ 2.65, the best value of K is 4.375.
Ultimately, these points are used to create the
decision rule Θ2 for K as a function of Z (see
Figure 7).
6 Conclusions
This paper has introduced improvements to the
model of Cobb (2007) that allow continuous de-
cision variables in IDs to have multiple contin-
uous parents. The framework proposed in this
paper has some potential advantages over other
ID models. To use the model in (Cobb, 2007) to
solve the example in §1.1, we would have to im-
pose one of the following restrictions: (1) model
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K as a discrete decision variable or Z as a dis-
crete chance variable, as the continuous decision
variable P would be allowed to have only one
continuous parent; or (2) discretize any pair of
chance and/or decision variables. A comparison
of the model in this paper to related models is
provided in (Cobb, 2010).
The method in this paper permits non-
Gaussian pdfs to be modeled without using
mixtures of Gaussian distributions. This is
in constrast to Gaussian IDs (Shachter and
Kenley 1989) and mixtures-of-Gaussians IDs
(Poland and Shachter, 1993; Madsen and
Jensen, 2005). Additionally, those models de-
termine only linear—as opposed to piecewise
linear—decision rules, and thus cannot accomo-
date a case where the optimal decision rule is a
nonmonotonic function of a decision rule’s con-
tinuous parent(s), as in the example of §5.2.
Additional research is needed to demonstrate
potential applications of the ID model and ex-
plain the compromise between computational
cost and decision rule accuracy when parame-
ters in the solution technique are altered. The
model presented here is that the methodology
has been designed to extend the ID model from
(Cobb, 2007). There are other methods that
could be employed to determine decision rules
for continuous variables with multiple contin-
uous parents, such as a straightforward grid
search or a sampling technique. Future research
will be aimed at exploring these methods and
comparing them with those in this paper.
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Abstract
We present an extension to Continuous Time Bayesian Networks (CTBN) called Generalized CTBN
(GCTBN). The formalism allows one to model continuous time delayed variables (with exponentially
distributed transition rates), as well as non delayed or “immediate” variables, which act as standard
chance nodes in a Bayesian Network. The usefulness of this kind of model is discussed through an example
concerning the reliability of a simple component-based system. The interpretation of GCTBN is proposed
in terms of Generalized Stochastic Petri Nets (GSPN); the purpose is twofold: to provide a well-defined
semantics for GCTBNin terms of the underlying stochastic process, and to provide an actual mean to
perform inference (both prediction and smoothing) on GCTBN.
1 Introduction
The goal of this paper is to propose a general-
ization of Continuous Time Bayesian Networks
(CTBN) (Nodelman et al., 2005) by allowing
the presence of nodes with no explicit temporal
evolution, called “immediate nodes”. The re-
sulting framework is called Generalized CTBN
(GCTBN) and allows the modeling of processes
having both a continuous-time temporal com-
ponent and an immediate component captur-
ing the logical/probabilistic interactions among
modeled variables.
The possibilities offered by this generaliza-
tion, can be exploited in several applications.
For example, in system reliability analysis, it
is very practical to distinguish between system
components (having a temporal evolution) and
specific modules or subsystems, whose behavior
has to be modeled for the analysis. For instance,
in Fault Tree Analysis (Dugan et al., 1992), ba-
sic events represent the system components with
their failure rates, while non-basic events are
logical gates identifying modules of the system
under examination. In Dynamic Fault Trees
(Dugan et al., 1992), logical gates identifying
sub-modules, can be combined with dynamic
gates, modeling time-dependent dependencies
(usually assuming continuous time) among com-
ponents or sub-modules. Also in this case, it is
very important to distinguish, at the modeling
level, between delayed and immediate entities.
Of course, similar considerations apply in other
tasks as well, as in medical diagnosis, financial
forecasting, biological process modeling, etc.
The paper is organized as follows: Sec. 2 pro-
vides basic notions about the formalisms in-
volved in the GCTBN definition and analysis;
in Sec. 3, the GCTBN formalism is defined; in
Sec. 4, a reliability case study is introduced, to-
gether with the corresponding GCTBN model-
ing; in Sec. 5, a semantic model, based on the
formalism of Generalized Stochastic Petri Nets
(GSPN) (Ajmone et al., 1995) is defined, and
the corresponding model for the case study is
discussed; in Sec. 6, we provide the algorithms
to perform inference on a GCTBN, by means of
analysis on the corresponding GSPN.
2 Preliminary notions
CTBN. Probabilistic graphical models for
reasoning about processes that evolve over
time, allow for a factorization (Lauritzen and
Richardson, 2002) of the state space of the pro-
cess, resulting in better modeling and inference
features. Such models are usually based on
graph structures, grounded on the theory of
Bayesian Networks (BN). When time is taken
into account, the main choice concerns whether
to consider it as a discrete or a continuous di-
mension. In the second case, Continuous Time
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Bayesian Networks (CTBN) have been firstly
proposed in (Nodelman et al., 2002; Nodelman
et al., 2005) and then refined in (Saria et al.,
2007).
Standard inference tasks in temporal prob-
abilistic models are prediction and smoothing.
Prediction consists in computing the probability
of a future state, given past evidence (a special
case occurs when the last evidence time point
and the query time are the same and is called
Filtering or Monitoring). Smoothing is the task
of estimating a past state, given all the evi-
dence (observations) up to now. Such tasks can
be accomplished by inference procedures usu-
ally based on specific adaptation of standard
BN algorithms. In case of a CTBN, exact in-
ference may often be impractical, so approxi-
mations through message-passing algorithms on
cluster graphs (Nodelman et al., 2005; Saria et
al., 2007), or through sampling (El-Hay et al.,
2008; Fan and Shelton, 2008), have been pro-
posed.
CTMC. A Continuous Time Markov Chain
(Ajmone et al., 1995) enumerates the possi-
ble system states (nodes) and state transitions
(arcs). A transition is not immediate, but may
occur after a random period of time ruled by
the negative exponential distribution according
to the transition rate. Besides transition rates,
a CTMC is characterized by the initial proba-
bility distribution of its states. There are two
main analyses that can be performed with a
CTMC: steady state and transient analysis. In
the first case, the equilibrium distribution (at
infinite time) of the states is computed, while
in the second case, such a distribution is com-
puted at a given time point.
GSPN are a particular form of Petri Nets, so
they are composed by places, transitions and
arcs (Fig. 2). A place can contain a discrete
number of tokens (place marking), and the cur-
rent state of the system is represented by the
net marking given by the number of tokens in
each place of the net. Transitions are used to
model the system state transitions; a transition
is enabled to fire when a certain net marking
holds, and when the transition fires, a certain
amount of tokens is moved from a set of places
to another one, changing the net marking, so
the system state.
Directed arcs are used to connect places to
transitions and vice-versa, with the aim of mov-
ing tokens when transitions fire. In GSPN, in-
hibitor arcs are also present and connect a place
to a transition with the aim of disabling the
transition if the place is not empty. A cardi-
nality can be associated with an arc in order to
specify the number of tokens to be moved, in
case of directed arcs, or the number of tokens
necessary to disable the transition, in case of
inhibitor arcs.
In GSPN, transitions can be immediate or
timed. Immediate transitions fire as soon as
they are enabled. In case of concurrent imme-
diate transitions, their firing can be ruled by
means of weights or priorities (pi). Timed tran-
sitions fire if enabled, after a random period of
time ruled by the negative exponential distri-
bution according to the firing rate. Vanishing
markings are those enabling immediate tran-
sitions; tangible markings are those enabling
timed transitions.
The stochastic process associated with a
GSPN is a homogeneous continuous time semi-
Markov process (Ajmone et al., 1995) that can
be analyzed by removing from the set of pos-
sible markings (states), the vanishing markings
(since the system does not spend time in such
states), and by analyzing the resulting CTMC.
In this way, the analysis of a GSPN can provide
several measures, and in particular the transient
or steady state probability distribution of the
number of tokens in each place.
A GSPN model can be edited and analyzed
(or simulated) by means of GreatSPN (Chiola
et al., 1995); in particular, this tool allows to
set marking dependent firing rates. This means
that the value of the firing rate of a timed tran-
sition, can change according to a set of con-
ditions concerning the current marking of spe-
cific places. This possibility is exploited to sim-
plify the generation of the GSPN model from
the GCTBN (Portinale and Codetta, 2009).
However, a timed transition characterized by a
marking dependent firing rate, is equivalent to a
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set of timed transitions, each characterized by a
certain constant firing rate and enabled by the
corresponding condition about the marking of
places. The two solutions determine the same
underlying CTMC.
3 Generalized CTBN
Following (Nodelman et al., 2002), a CTBN is
defined as follows:
Let X = X1, . . . Xn be a set of discrete vari-
ables, a CTBN over X consists of two compo-
nents. The first one is an initial distribution P 0X
overX (possibly specified as a standard BN over
X). The second component is a continuous-
time transition model specified as (1) a directed
graph G whose nodes are X1, . . . Xn (and with
Pa(Xi) denoting the parents of Xi in G); (2) a
conditional intensity matrix (CIM) QXi|Pa(Xi)
for every Xi ∈ X.
A GCTBN is defined as follows:
Given a set of discrete variables X =
{X1, . . . Xn} partitioned into the sets D (de-
layed variables) and I (immediate variables)
(i.e. X = D ∪ I and D ∩ I = ∅), a GCTBN
is a pair N = 〈P 0D, G〉 where
-P 0D is an initial probability distribution over D;
-G is a directed graph whose nodes are
X1, . . . Xn (and with Pa(Xi) denoting the par-
ents of Xi in G) such that
1. there is no directed cycle in G composed only
by nodes in the set I;
2. for each node Ij ∈ I a conditional probabil-
ity table (CPT) P [Ij |Pa(Ij)] is defined (as in
standard BN);
3. for each node Dk ∈ D a CIM QDk|Pa(Dk) is
defined (as in standard CTBN).
Delayed nodes are, as in case of a CTBN,
nodes representing discrete variables with a con-
tinuous time evolution: the transition from a
value to another one, is ruled by exponential
transition rates defined in the CIM associated
with the node. A delayed node is characterized
also by the initial probability distribution of its
possible values. So, a delayed node implicitly in-
corporates a CTMC (Sec. 2). If a delayed node
is a root node (has no parent nodes) the transi-
tion rates are constant, otherwise the rates are
conditioned by the values of the parent nodes.
Such nodes, in the case of GCTBN, may be ei-
ther delayed or immediate.
Immediate nodes are introduced in order to
capture variables whose evolution is not ruled
by transition rates associated with their val-
ues, but is conditionally and immediately deter-
mined, at a given time point, by the values of
other variables in the model. Immediate nodes
are then treated as usual chance nodes in a BN
and have a standard CPT associated with them.
In case of an immediate root node, its CPT ac-
tually specifies a prior probability distribution.
In a GCTBN, an immediate node Ij directly
depends on its parent nodes (Pa(Ij)). However,
if the set Pa(Ij) contains immediate nodes, then
the change of such nodes is ruled in turns by
the change of their parents, eventually being
delayed variables. So, what really determines
a change in Ij is not Pa(Ij), but instead the
set of the “Closest” Delayed Ancestors of Ij
(CDA(Ij)). Such set contains any delayed vari-
able Dk such that a path from Dk to Ij exists
and contains no intermediate delayed nodes.
The initial distribution P 0D is specified only
on delayed variables, since this is sufficient to
obtain the joint initial distribution over the set
X of all the variables of the GCTBN as follows:




Ij∈I P [Ij |Pa(Ij)].
A few words are worth to be spent for the
structure of the graph modeling the GCTBN.
While it is in general possible to have cycles in
the graph (as in CTBN) due to the temporal na-
ture of some nodes, such cycles cannot be com-
posed only by immediate nodes. Indeed, if this
would be the case, we would introduce static
circular dependencies among model variables.
The evolution of a system modeled through
a GCTBN occurs as follows: the initial state
is given by the assignment of the initial values
of the variables, according to P 0X (immediate
root nodes, if any, keep their initial value dur-
ing the model evolution). Given the current sys-
tem state (represented by the joint assignment
of the model variables, both delayed and imme-
diate), a value transition of a delayed variable
Dk will occur, after an exponentially distributed
delay, by producing a new state called a “van-
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Figure 1: GCTBN model of the case study.
ishing state”; given the new vanishing state, a
new assignment is determined to any immediate
variable Ij such that Dk belongs to CDA(Ij).
The assignment to Ij is consistent with the CPT
of Ij . The resulting state, called a “tangible
state”, is the new actual state of the system,
from which the evolution can proceed, with a
new transition of value, by a delayed variable.
As we noticed in Sec. 2, the same state classifi-
cation can be recognized in GSPN.
4 A motivating case study
To highlight usefulness and features of a
GCTBN model, we now consider a simple case
study in the field of reliability analysis. It con-
sists of a small system composed by the main
component A and its spare component B. Ini-
tially A is active while B is dormant; in case of
failure of A, B is activated in order to replace
A. However, the activation of B may fail with
probability 0.01. If B fails before A, B can not
replace A. The system is considered as failed if
A is failed and B is dormant or failed. We sup-
pose that only while the system is failed, the
components A and B undergo repair. As soon
as the repair of one of the components is com-
pleted, the component re-starts in working state
and consequently the system becomes operative
again; this implies that the repair of the other
component is suspended.
The time to failure of the components is a
random variable ruled by the negative exponen-
tial distribution: in the case of A, the failure
rate is λA =1.0E-06 h−1. The failure rate of B,
λB, changes according to its current state: if B
is dormant, λB is equal to 5.0E-07 h−1; if in-
stead B is active, λB is equal to 1.0E-06 h−1.
The time to repair a component is still ruled by
the negative exponential distribution: A and B
have the same repair rate µA = µB = 0.01 h−1.
a)
1→ 2 2→ 1
SY S λA SY S µA
1 1.0E-06 h−1 1 0 h−1
2 1.0E-06 h−1 2 0.01 h−1
b)
1→ 2 2→ 1
A SY S λB A SY S µB
1 1 5.0E-07 h−1 1 1 0 h−1
1 2 − 1 2 −
2 1 1.0E-06 h−1 2 1 0 h−1
2 2 5.0E-07 h−1 2 2 0.01 h−1
c)
A B SY S Prob. A B SY S Prob.
1 1 1 1 2 1 1 0.99
1 1 2 0 2 1 2 0.01
1 2 1 1 2 2 1 0
1 2 2 0 2 2 2 1
Table 1: a) CIM of A. b) CIM of B. c) CPT of
SY S.
The GCTBN model. The case study de-
scribed above is represented by the GCTBN
model in Fig. 1 where the variables A, B, SY S
represent the state of the components and of the
whole system respectively. All the variables are
binary because each entity can be in the work-
ing state (1) or in the failed state (2); for the
component B, the working state comprises both
the dormancy and the activation.
The variable A influences the variable B be-
cause the failure rate of the component B de-
pends on the state of A. Both the variables A
and B influence SY S because the state of the
whole system depends on the state of the com-
ponents A and B. The arcs connecting the vari-
able SY S to A and B respectively, concern the
repair of the components A and B only while
the system is failed.
A and B are delayed variables (Sec. 3) and
implicitly incorporate a CTMC composed by
two states: 1 and 2. Since both components
are initially supposed to work, the initial prob-
ability distribution is set equal to 1 for states
A = 1 and B = 1. In the CIM of A (Tab. 1.a),
we can notice that the rate µA is not null only
if the value of SY S is 2. The rate λA instead,
is constant. In the CIM of B (Tab. 1.b), λB is
increased only when A is equal to 2 and SY S
is equal to 1 (this implies that B is active). As
in the case of the variable A, the rate µB is not
null only if the value of SY S is 2. The com-
bination A = 1, SY S = 2 is impossible, so the
corresponding entries are not significant.
The variable SY S is immediate (Sec. 3) and is
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characterized by the CPT appearing in Tab. 1.c.
In particular, SY S is surely equal to 1 if A is
equal to 1, and surely equal to 2 if both A and
B are equal to 2. In the case of A equal to
2 and B equal to 1, SY S assumes the value 1
with probability 0.99 (this implies the activa-
tion of the spare component B), or the value 2
with probability 0.01 (this implies that B fails
to activate).
The introduction of the immediate variable
SY S is actually an important modeling fea-
ture, since it allows one to directly capture the
static (or immediate) interactions between A
and B, resulting in a probabilistic choice about
the whole system status. Without the use of an
immediate variable, it is hard to factorize the
model using variables A and B (see (Portinale
and Codetta, 2009) for an example, where an
ordinary CTBN may fail in modeling all possi-
ble state transitions).
5 A Petri Net semantics for GCTBN
Combining in a single model entities explicitly
evolving over time with entities whose determi-
nation is “immediate”, has been already pro-
posed in frameworks other than CTBN. In case
of continuous time, a model having such fea-
tures can be found in the framework of Petri
Nets, namely GSPN (Sec. 2). A GCTBN model
can be expressed in terms of a GSPN, by means
of a set of translation rules (see (Portinale and
Codetta, 2009) for details). This translation is
twofold: (1) it provides a well-defined semantics
for a GCTBN model, in terms of the underly-
ing stochastic process it represents; (2) it pro-
vides an actual mean to perform inference on
the GCTBN model, by exploiting well-studied
analysis techniques for GSPN.
In fact, solution techniques for GSPN have re-
ceived a lot of attention, especially with respect
to the possibility of representing in a compact
way the underlying CTMC and in solving it effi-
ciently (Miner, 2007). Once a GCTBN has been
compiled into a GSPN, such techniques can be
employed to compute inference measures on the
original GCTBN model (Sec. 6).
Case study. According to the conversion
rules described in (Portinale and Codetta,
2009), the GCTBN of the case study in Fig. 1
can be converted into the GSPN model shown
in Fig. 2 where the places A, B and SY S rep-
resent the variables of the GCTBN model. The
value of a GCTBN variable is mapped into the
marking (number of tokens) of the correspond-
ing place in the GSPN. Let us consider the place
B in the GSPN: the marking of the place B can
be equal to 1 or 2, the same values that the
variable B in the GCTBN can assume. B is
a delayed variable and its initialization is mod-
eled in the GSPN by the immediate transitions
B init 1 and B init 2. Their effect is to set the
initial marking of the place B to 1 or 2 respec-
tively. Their weights correspond to the initial
probability distribution of the variable B.
The change of the marking of the place B is
determined by the timed transitions B 1 2 and
B 2 1. The transition B 1 2 is enabled to fire
when the place B contains one token; the firing
sets the marking of B to 2. The transition B 2 1
instead, can fire when the marking of the place
B is equal to 2, and turns it to 1.
The dependency of the transition rate of a
variable on the values of the other variables
in the GCTBN model, becomes in the GSPN
model, the dependency of the firing rate of a
timed transition on the markings of the other
places. For instance, in the GCTBN model, the
variableB depends onA and SY S; in theGSPN
model, λB becomes the firing rate of the timed
transition B 1 2, its value depends on the mark-
ing of the places A and SY S, and assumes the
same values reported in Tab. 1.b. The firing
rate of the timed transition B 2 1 instead, is
µB reported in Tab. 1.b, still depending on the
marking of the places A and SY S.
In the GCTBN, the variable SY S is imme-
diate and depends on A and B. Therefore in
the GSPN, each time the marking of the place
A or B is modified, the marking of SY S has to
be immediately updated: each time the tran-
sition A 1 2, A 2 1, B 1 2 or B 2 1 fires, one
token appears in the place emptySY S; this
determines the firing of the immediate tran-
sition reset SY S 1 or reset SY S 2 removing
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Figure 2: GSPN model obtained from the GCTBN in Fig. 1.
any token in SY S. Then, the marking of such
place is set by one of the immediate transitions
set SY S 1, set SY S 2, set SY S 3, set SY S 4,
set SY S 5. Each of them corresponds to one
entry having not null probability in the CPT of
Tab. 1.c.
Infinite rates. Another advantage of the
GSPN semantics for GCTBN is that we can
also model immediate changes on delayed vari-
ables; since delayed variables are characterized
by changing rates (conditioned on their par-
ents’ values), this can be theoretically modeled
by “infinite” rate values, but this is unmanage-
able with standard stochastic analysis. On the
other hand, modeling the changes of delayed
variables through transitions of a GSPN allows
one to use immediate transitions to represent
the above situation. A practical example can
again be found in reliability applications, when
the failure of a system component triggers the
instantaneous failure of a dependent component
(this is usually called a functional dependency
(Dugan et al., 1992)). Fig. 3 is an example of
a functional dependency between a component
F (the trigger) and a component A: the failure
of F immediately induces a failure of A. Fig. 3
shows the GCTBN model and the correspond-
ing GSPN.
Figure 3: a) GCTBN modeling a functional de-
pendency. b) The corresponding GSPN model.
6 Inference algorithms
In the present work, we take advantage of the
correspondence between GCTBN and GSPN, in
order to propose inference algorithms based on
GSPN solution algorithms. For instance, com-
puting the probability of a given GCTBN vari-
able assignment X = xi at time t, will corre-
spond to compute the probability of having i
tokens at time t in the place modeling X in the
GSPN.
Standard inference tasks are prediction and
smoothing. The prediction task consists in com-
puting P (Qt|et1 , . . . , etk) which is the posterior
probability at time t of a set of queried variables
Q ⊆ (D∪I), given a stream of observations (ev-
idence) et1 , . . . , etk from time t1 to time tk with
t1 < . . . tk < t. Every evidence etj consists of a
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Procedure Prediction
INPUT: a set of queried variables Q, a query time t, a
set of temporally labeled evidences et1 , . . . etk with
t1 < . . . tk < t
OUTPUT: P (Qt|et1 , . . . etk )
- let t0 = 0;
for i = 1 to k {
- solve the GSPN transient at time (ti − ti−1);
- compute from transient, pi(j) = Pr{Xj |eti} for Xj ∈ D ∪
R;
- update the weights of the immediate init transitions of
Xj according to pi(j); }
- solve the GSPN transient at time (t− tk);
- compute from transient, r = Pr{Q};
- output r;
Figure 4: The prediction inference procedure.
(possibly different) set of instantiated variables.
Prediction can then be implemented by repeat-
edly solving the transient (Sec. 2) of the cor-
responding GSPN at the observation and query
times. Of course, any observation will condition
the evolution of the model, so the suitable con-
ditioning operations must be performed before
a new GSPN resolution.
The smoothing task consists in computing
P (Qt|et1 , . . . , etk) which is the probability at
time t of a set of queried variables Q ⊆ (D ∪
I), given a stream of observations (evidence)
et1 , . . . , etk from time t1 to time tk with t < t1 <
. . . tk. The issue is how to condition on variables
observed at a time instant that follows the cur-
rent one. The idea is then to try to reformulate
the problem in such a way that it can be re-
duced to a prediction-like task. The approach
is then based on the application of the Bayes
rule as follows:
P (Qt|et1 , . . . etk) = αP (Qt)P (et1 , . . . etk |Qt) =
= αP (Qt)P (et1 |Qt) . . . P (etk |et1 , . . . etk−1 , Qt)
In this way, every factor in the above formula is
conditioned on the past and can be implemented
as in prediction. However, this solution requires
the computation of a normalization factor (α).
The pseudo-code for the prediction and
smoothing procedure is shown in Fig. 4 and
Fig. 5 respectively, and explained in details in
(Portinale and Codetta, 2009).
Case study. Consider again the case study of
Fig. 1. We can easily compute the unreliability
of the whole system, by asking for the proba-
bility P(SY S = 2) over time. This reduces to
compute the probability of having 2 tokens into
Procedure Smoothing
INPUT: a set of queried variables Q, a query time t, a
set of temporally labeled evidences et1 , . . . etk
with t < t1 < . . . tk
OUTPUT: P (Qt|et1 , . . . etk );
{ - Let N be the cardinality of possible assignments qi(1 ≤
i ≤ N) of Q;
- A: array[N];
for i = 1 to N A[i]=Smooth(qi); //possibly in parallel
- output normalize(A); }
Procedure Smooth(q) {
- t0 = t;
- solve the GSPN transient at time t;
- compute from transient, r = Pr{Q = q};
- ev = q;
for i = 1 to k {
- compute from transient, pi−1(j) = Pr{Xj |ev} for Xj ∈ D ∪
R;
- update the weights of the immediate init transitions of
Xj according to pi−1(j);
- solve the GSPN transient at time (ti − ti−1);
- compute from transient, pi(e) = Pr{eti}
- r = r · pi(e);
- ev = eti; }
- output r; }
Figure 5: The smoothing inference procedure.
place SY S, on the corresponding GSPN. This
is done, by solving the transient (Sec. 2) at the
required time instants. Results for our exam-
ple are reported in Tab. 2. Since the modeled
system is repairable, it makes sense to ask for
the steady state distribution, in order to un-
derstand whether the system is reliable in the
long run. By solving the GSPN for steady state
(Sec. 2), we can indeed compute that the prob-
abilities of component A and B being faulty in
the long run are 0.496681 and 0.500026 respec-
tively, while the probability of the whole system
being faulty (P (SY S = 2)) is 0.000051, mean-
ing that a good reliability is assured.
Concerning prediction, let us consider to ob-
serve the system working (SY S = 1) at time
t1 = 105h and the system failed (SY S = 2) at
time t2 = 2 · 105h. As described in details in
(Portinale and Codetta, 2009), by applying the
procedure outlined in Fig. 4, we can compute
the probability of component A being working
at time t = 5 · 105h, conditioned by the obser-
vation stream. The result is 0.521855.
Concerning smoothing inference, let us sup-
pose to have observed the system working at
time t1 = 3·105h and failed at time t2 = 5·105h.
We ask for the probability of component A be-
ing failed at time t = 2·102h, conditioned by the
above evidence. By applying the procedure out-
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Time (h) Unreliability Time (h) Unreliability
200000 1.4E − 05 400000 2.3E − 05
300000 1.9E − 05 500000 2.7E − 05
Table 2: Unreliability results.
lined in Fig. 5, as described in details in (Porti-
nale and Codetta, 2009), we obtain that the re-
quired probability is equal to 0.308548.
7 Conclusions and future works
The presented formalism of GCTBN allows one
to mix in the same model continuous time
delayed variables with standard “immediate”
chance variables, as well as to model immediate
changes on delayed variables. The usefulness of
this kind of model has been discussed through
some examples from reliability analysis.
The semantics of the proposed GCTBN for-
malism has been provided in terms of GSPN,
a well-known formalism with well established
analysis techniques. In particular, adopting
GSPN solution algorithms as the basis for
GCTBN inference, allows one to take advantage
of specialized methodologies for solving the un-
derlying stochastic process, that are currently
able to deal with extremely large models; in
particular, such techniques (based on symbolic
data structures) allow for one order of magni-
tude of increase in the size of the models to be
solved exactly, with respect to standard meth-
ods, meaning that models with an order of 1010
tangible states can actually be solved (Miner,
2007).
However, the analysis of a GCTBN by means
of the underlying GSPN is only one possibil-
ity that does not take explicit advantage of the
structure of the graph as in CTBN algorithms
(Nodelman et al., 2005; Saria et al., 2007). Our
future works will concentrate on the possibility
of adopting cluster-based or stochastic simula-
tion approximations, even on GCTBN models,
and in comparing their performance and qual-
ity with respect to GSPN-based solution tech-
niques. Finally, since symbolic representations
have been proved very useful for the analysis
of GSPN models, it would also be of signifi-
cant interest to study the relationships between
such representations and the inference proce-
dures on probabilistic graphical models in gen-
eral, since this could in principle open the possi-
bility of new classes of algorithms for BN-based
formalisms.
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Abstract
We consider in this paper the robustness of decisions based on probabilistic thresholds
under noisy sensor readings. In particular, we consider the stability of these decisions
under different assumptions about the causal mechanisms that govern the output of a
sensor. To this effect, we propose the same-decision probability as a query that can be used
as a confidence measure for threshold-based decisions, and study some of its properties.
1 Introduction
There has been an increased interest recently
in providing assurances on the results of prob-
abilistic reasoning systems. One clear exam-
ple are the many results on sensitivity anal-
ysis, which is concerned with providing guar-
antees on the relationship between probabilis-
tic queries and model parameters; see, e.g.,
(Chan, 2009; Kwisthout and van der Gaag,
2008). These results include specific bounds on
the changes in probabilistic queries that could
result from perturbing model parameters.
We consider another class of assurances in
this paper, which is concerned with quantify-
ing the robustness of threshold-based decisions
against noisy observations, where we propose a
specific notion, called the same-decision proba-
bility. Our proposed notion is cast in the con-
text of Bayesian networks where the goal is to
make a decision based on whether some prob-
ability Pr(d | s) passes a given threshold T ,
where s represents the readings of noisy sen-
sors. The same-decision probability is based
on the following key observation. If one were
to know the specific causal mechanisms h that
govern the behavior of each noisy sensor (and
hence, allow us to precisely interpret each sen-
sor reading), then one should clearly make the
decision based on the probability Pr(d | s,h)
instead of the probability Pr(d | s). In fact,
the probability Pr(d | s) can be seen as sim-
ply the expectation of Pr(d | s,h) with respect
to the distribution Pr(h | s) over causal mech-
anisms. The same-decision probability is then
the probability that we would have made the
same threshold-based decision had we known
the specific causal mechanism h. More pre-
cisely, it is the expected decision based on Pr(d |
s,h), with respect to the distribution Pr(h | s)
over sensor causal mechanisms.
We show a number of results about this pro-
posed quantity. First, we show that a stan-
dard Bayesian network does not contain all of
the information necessary to pinpoint the dis-
tribution Pr(h | s) which is needed for com-
pletely defining the same decision probability.
We formulate, however, two assumptions, each
of which is sufficient to induce this distribu-
tion. Second, we propose a bound on the same-
decision probability using the one-sided Cheby-
shev inequality, which requires only the variance
of Pr(d | s,h) with respect to the distribution
Pr(h | s). Third, we propose a variable elimi-
nation algorithm that computes this variance in
time and space that are exponential only in the
constrained treewidth of the given network. We
conclude with a number of concrete examples
that illustrate the utility of our proposed confi-
dence measure in quantifying the robustness of
threshold-based decisions.
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Figure 1: A simple Bayesian network, under
sensor readings {S1=+, S2=+}. Variables S1
and S2 represent noisy sensor readings, and they
have the same CPT Pr(Si|Xi). Variables X1
and X2 also have the same CPTs (only the one
for variable X1 is shown).
Table 1: Causal mechanisms for sensor readings
s = {S1=+, S2=+} for the network in Fig. 1.
Cases above threshold T = 0.6 are in bold.
h H1 H2 Pr(h|s1, s2) Pr(d|s1, s2,h)
1 t t 0.781071 0.90
2 p t 0.096429 0.82
3 l t 0.001071 0.10
4 t p 0.096429 0.90
5 p p 0.021429 0.50
6 l p 0.001190 0.10
7 t l 0.001071 0.90
8 p l 0.001190 0.18
9 l l 0.000119 0.10
2 An Introductory Example
Consider the Bayesian network in Figure 1,
which models a scenario involving a hypothesis
D of interest and two noisy sensors S1 and S2
that bear on this hypothesis. The network cap-
tures the false positive and false negative rates
of these sensors, where each sensor Si is meant
to measure the state of variable Xi. A typi-
cal usage of this and similar networks involves
the computation of our belief in the hypothesis
given some sensor readings, Pr(d | s1, s2). This
belief can then be the basis of a decision that
depends on whether this probability exceeds a
certain threshold, Pr(d | s1, s2) ≥ T . Scenarios
such as this are typical in applications such as
diagnosis (Hamscher et al., 1992), troubleshoot-
ing (Heckerman et al., 1995a), and probabilistic
planning (Littman et al., 1998).
Figure 1 shows a particular reading of two
sensors and the resulting belief Pr(D=+ |
S1=+, S2=+). If our threshold is T = 0.6,
then our computed belief confirms the decision
under consideration. This decision, however,
is based on the readings of two noisy sensors.
Suppose now that our model had explicated the
causal mechanisms that led to the sensor read-
ings we observed, as depicted in Table 1 (we
discuss how to obtain such a model in the next
section). This table depicts a distribution over
causal mechanisms Pr(h | s1, s2). Assuming a
particular causal mechanism h is the active one,
we also have a refined belief Pr(d | s1, s2,h)
on the hypothesis d. In fact, the original belief
Pr(d | s1, s2) can now be seen as the expecta-
tion of the refined beliefs with respect to the





We show that this is the case in general, later.
Suppose now that we knew the specific causal
mechanism h that governs our sensor readings.
We would then be able to (and would pre-
fer to) make a decision based on the probabil-
ity Pr(d | s1, s2,h) instead of the probability
Pr(d | s1, s2), which again, is only an average
over possible mechanisms h. Consider for ex-
ample Table 1 which enumerates all nine causal
mechanisms. In only four of these cases does
the probability of the hypothesis pass the given
threshold (in bold), leading to the same deci-
sion. In the other five scenarios, a different deci-
sion would have been made. Clearly, the extent
to which this should be of concern will depend
on the likelihood of these last five scenarios. As
such, we propose to quantify the confidence in
our decision using the same-decision probability:
the probability that we would have made the
same decision had we known the causal mech-
anisms governing a sensor’s readings. For this
example, this probability is 0.975, indicating a
relatively robust decision.
3 Noisy Sensors
In this section, we show how we can augment a
sensor so that its causal mechanisms are mod-
eled explicitly. The ultimate goal is to construct
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models like the one in Table 1, which are needed
for defining the same-decision probability.
Consider a Bayesian network fragment X →
S, where S represents a sensor that bears on
variable X and suppose that both S and X take
values in {+,−}.1 Suppose further that we are
given the false positive fp and false negative fn
rates of the sensor:
Pr(S=+|X=−) = fp, Pr(S=−|X=+) = fn.
Our augmented sensor model is based on a func-
tional interpretation of the causal relationship
between a sensor S and the event X that it
bears on. This causal perspective in turn is
based on Laplace’s conception of natural phe-
nomena (Pearl, 2009, Section 1.4). In partic-
ular, we assume that the output of a sensor S
is a deterministic function that depends on the
state of X, and that the stochastic nature of
the sensor arises from the uncertainty in which
functional relationship manifests itself.
We propose to expand the above sensor model
into X → S ← H, where variable H is viewed
as a selector for one of the four possible Boolean
functions mapping X to S, which we ascribe the
labels {t, l, p, n}:
H X S Pr(S|H,X)
t + + 1
t − + 0
l + + 0
l − + 1
H X S Pr(S|H,X)
p + + 1
p − + 1
n + + 0
n − + 0
We observe that these Boolean function have
commonly used diagnostic interpretations, de-
scribing the behavior of a sensor. The state
H= t indicates the sensor is truthful, H= l in-
dicates it is lying, H=p indicates it is stuck
positive and H=n indicates it is stuck nega-
tive. Note that any stochastic model can be
emulated by a functional one, with stochastic
inputs (Pearl, 2009; Druzdzel and Simon, 1993).
To reason about our augmented sensor model
X → S ← H, we need to specify a prior distri-
bution Pr(H) over causal mechanisms. More-
over, we need to specify one that yields a model
1Our discussion focuses on sensors over binary vari-
ables, but generalizing to multi-valued variables is not
difficult; see also (Druzdzel and Simon, 1993).
equivalent to the original model X → S, when








H Pr(S=−|H,X=+)Pr(H) = fn (2)
There is not enough information in the given
Bayesian network to identify a unique prior
Pr(H). However, if we make some assumptions
about this prior, we may be able to pin down a
unique one. We make two such proposals here.
For our first proposal, assume that the proba-
bility Pr(H= l) that a sensor lies is zero, which
is a common assumption made in the diagnostic
community. This assumption, along with Equa-
tions 1 and 2, immediately commits us to the
following distribution over causal mechanisms:
H t p n l
Pr(H) 1− fp − fn fp fn 0
For our second proposal, consider the event
αp = {H=p∨H= l} which denotes the materi-
alization of a causal mechanism that produces a
false positive behavior by the sensor. That is, if
αp holds, the sensor will report a positive read-
ing when variable X is negative. Moreover, the
event αn = {H=n ∨H= l} denotes the materi-
alization of a causal mechanism that produces
a false negative behavior by the sensor. Now,
if we further assume that the false positive and
negative mechanisms of the sensor are indepen-
dent, we get Pr(αp, αn) = Pr(αp)Pr(αn). Since
αp, αn is equivalent to H= l, we now get
Pr(H= l) = fpfn. (3)
This assumption, with Equations 1 and 2, com-
mits us to the following CPT:
H Pr(H)




The assumption is similar to parameter inde-
pendence used in learning Bayesian networks
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Table 2: Causal mechanisms for sensor readings
s = {S1=+, S2=−} for the network in Fig. 1.
Cases above threshold T = 0.6 are in bold.
h H1 H2 Pr(h|s1, s2) Pr(d|s1, s2,h)
1 t t 0.268893 0.90
2 p t 0.298770 0.18
3 l t 0.029877 0.10
4 t n 0.298770 0.90
5 p n 0.066393 0.50
6 l n 0.003689 0.10
7 t l 0.029877 0.90
8 p l 0.003689 0.82
9 l l 0.000041 0.10
(Heckerman et al., 1995b).2 Interestingly, un-
der this assumption (and fp + fn < 1), as the
probabilities of H=p and H=n go to zero (i.e.,
the sensor does not get stuck), the probability
of H= l also goes to zero, therefore, implying
that the sensor must be truthful.
Note that the two assumptions discussed
above become equivalent as the false positive
and negative rates of a sensor approach zero.
In fact, as we shall illustrate later, the same-
decision probability is almost the same when
these rates are small, which is the more inter-
esting case. We stress here, however, that the
same decision-probability, as a notion, is inde-
pendent of the specific assumption adopted —
and so are the corresponding computational re-
sults we shall present later on computing and
bounding this probability.
4 Beliefs Based On Noisy Sensors
Suppose now that we have observed the values
of n sensors. For a sensor with a positive read-
ing, the three possible states are {t, l, p}, since
the probability Pr(H=n) that a sensor is stuck-
negative is zero when we have a positive reading.
Similarly, for a sensor with a negative reading,
the three possible states are {t, l, n}. Hence, we
have (at most) 3n sensor states that have non-
zero probability. Each one of these 3n states
2Namely, using a Dirichlet prior on the CPT of S
in the original model X → S would basically assume
independent false positive and false negative rates.
are causal mechanisms, and each refers to a hy-
pothesis about which sensors are truthful, which
are lying and which are irrelevant. Table 1 de-
picts the nine causal mechanisms corresponding
to two positive sensor readings in the network
of Figure 1. The table also depicts the posterior
distribution over these mechanisms, suggesting
that the overwhelming leading scenario is the
one in which the two sensors are truthful (h1).
Table 2 depicts the nine causal mechanisms as-
suming two conflicting sensor readings.
Given a reading s of sensors S, and letting h
range over the causal mechanisms, we now have:
Pr(d | s) =
∑
h





We thus view the probability Pr(d | s) as an ex-
pectation E[Q(H) ] with respect to the distribu-
tion Pr(H | s) over causal mechanisms, where
Q(h) = Pr(d | h, s).
Table 1 depicts the posterior over causal
mechanisms given two positive sensor readings
in the network of Figure 1. We have Pr(D=+ |
S1=+, S2=+) = 0.880952 in this case, which
one can easily verify as also being the expec-
tation of Pr(D=+ | S1=+, S2=+,h) with re-
spect to the distribution Pr(h | S1=+, S2=+).
Table 2 depicts another posterior over causal
mechanisms given two conflicting sensor read-
ings. We have Pr(D=+ | S1=+, S2=−) =
0.631147 in this case.
5 Same-Decision Probability
As mentioned in the introduction, one is usu-
ally interested in making a decision depending
on whether the probability of some hypothesis
d is no less than some threshold T . Assum-
ing that we know the correct causal mechanism
h governing the sensors readings s, we clearly
want to make this decision based on whether
the probability Q(h) = Pr(d | s,h) is no less
than threshold T . However, as we usually do
not know the correct causal mechanism, we end
up averaging over all such hypotheses, leading
to the expectation Pr(d | s), and then making
a decision depending on whether Pr(d | s) ≥ T .
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Our interest now is in quantifying our con-
fidence in such a decision given that we do
not know the correct causal mechanism. Since
Q(H) is a random variable, we propose to quan-
tify such a confidence using the following, which
we call the same-decision probability:
P(Q(H) ≥ T ) =
∑
h
[Q(h) ≥ T ]Pr(h | s), (5)
where [Q(h) ≥ T ] is an indicator function that
is 1 if Q(h) ≥ T and 0 otherwise. This is the
probability that we would have made the same
decision had we known the correct causal mech-
anisms governing the sensor readings.
Consider now Equation 5 in relation to Equa-
tion 4. Both equations define expectations with
respect to the same distribution Pr(h | s). In
Equation 4, the resulting expectation is the
probability Pr(d | s). In Equation 5, the ex-
pectation is the same-decision probability. One
key difference between the two expectations is
that the one in Equation 4 is invariant to the
specific distributions used for variables H, as
long as these distributions satisfy Equations 1
and 2. However, the expectation in Equation 5
— that is, the same-decision probability — is
indeed dependent on the specific distributions
used for variables H.
Consider now Table 1, which corresponds to
two positive sensor readings in Figure 1. As-
suming a threshold of T = 0.60, a decision
is confirmed given that we have Pr(D=+ |
S1=+, S2=+) = 0.880952 ≥ T . We make the
same decision, however, in only four of the nine
causal mechanisms. These probabilities add up
to 0.975; hence, the same-decision probability
is 0.975. Consider now Table 2, which corre-
sponds to two conflicting sensor readings. The
decision is also confirmed here since Pr(D=+ |
S1=+, S2=−) = 0.631147 ≥ T . Again, we
make the same decision in four causal mech-
anisms, although they are now less likely sce-
narios. The same-decision probability is only
0.601229, suggesting a smaller confidence in the
decision in this case.
Although computing the same-decision prob-
ability may be computationally difficult, the
one-sided Chebyshev inequality can be used to
bound it. According to this inequality, if V is
a random variable with expectation E[V ] = µ
and variance Var[V ] = σ2, then for any a > 0:
P(V ≥ µ− a) ≥ 1− σ
2
σ2 + a2
Recall now that the probability Pr(d | s) is an
expectation E[Q(H) ] with respect to the distri-
bution Pr(H | s), where Q(h) = Pr(d | h, s).
Suppose that E[Q(H) ] ≥ T and a decision
has been confirmed accordingly. The same-
decision probability is simply the probability of
Q(H) ≥ T , where Q(H) is a random variable.
Using the Chebyshev inequality, we get the fol-
lowing bound on the same-decision probability:
P(Q(H) ≥ T ) ≥ 1− Var[Q(H) ]
Var[Q(H) ]+[Pr(d|s)−T ]2
Suppose now that E[Q(H) ] ≤ T and a deci-
sion has been confirmed accordingly. The same-
decision probability in this case is the probabil-
ity of Q(H) ≤ T . Using the Chebyshev inequal-
ity now to bound P(V ≤ µ + a), we get the
same bound for the same-decision probability
P(Q(H) ≤ T ). To compute these bounds, we
need the variance Var[Q(H) ]. We provide an
algorithm for this purpose in the next section.
6 Computing the Variance
Let S and H be any two disjoint sets of variables
in a Bayesian network, with neither set contain-
ing variable D. The probability Pr(d | s) can be
interpreted as an expectation of Q(h) = Pr(d |
s,h) with respect to a distribution Pr(h | s).
We propose in this section a general algorithm
for computing the variance of such expectations.
Consider now the variance:




Pr(d | h, s)2Pr(h | s)]− Pr(d | s)2
We need two quantities to compute this vari-
ance. First, we need the quantity Pr(d | s),
which can be computed using standard algo-
rithms for Bayesian network inference, such as
variable elimination (Zhang and Poole, 1996;
Dechter, 1996; Darwiche, 2009). The other
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Algorithm 1 Variance by Variable Elimination
input:
N : a Bayes net with distribution Pr
D, d: decision variable and decision state
S, s: set of sensor variables and readings
H: set of health variables for sensors S






1: S1 ← factors of N under observations d, s
2: S2 ← factors of N under observations s
3: Y ← all variables in N but variables H
4: pi ← an ordering of variables Y
5: S1 ← ve(S1,Y, pi)
6: S2 ← ve(S2,Y, pi)




for φa ∈ S1, ψa ∈ S2}
8: pi ← an ordering of variables H




quantity involves a summation over instantia-
tions h. Naively, we could compute this sum
by simply enumerating over all instantiations h,
using again the variable elimination algorithm
to compute the relevant quantities for each in-
stantiation h. However, the number of instan-
tiations h is exponential in the number of vari-
ables in H and will thus be impractical when
the number of such variables is large enough.
However, with a suitably augmented vari-
Algorithm 2 Variable Elimination [ve]
input:
S: set of factors
Y: variables to eliminate in factor set S
pi: ordering of variable Y
output: factor set where variables Y are elim-
inated
main:
1: for i = 1 to length of order pi do






4: S ← S − Si ∪ {ψi}
5: return S
able elimination algorithm, we can compute this
summation more efficiently, and thus the vari-
ance. First, consider the following alternative
form for the summation:∑





Note that the term Pr(s) is readily available
using variable elimination and can be computed





Pr(h,s) , which, as we show next,
can be computed using an augmented version of
variable elimination.3
Let Y denote all variables in the Bayesian
network excluding variables H. If we set evi-
dence s and use variable elimination to sum out
variables Y, we get a set of factors that rep-
resents the following distribution: Pr(H, s) =∏
a ψa(Xa). Here, ψa are the factors remain-
ing from variable elimination after having elim-
inated variables Y.
We can similarly run the variable elimina-
tion algorithm with evidence s, d to obtain a
set of factors whose product represents the fol-
lowing distribution: Pr(H, d, s) =
∏
a φa(Xa).
Using the same variable ordering when elimi-
nating variables Y, we can ensure a one-to-one
correspondence between factors in both factor-
izations: each pair of factors ψa and φa will be
over the same set of variables Xa for a given









where xa is an instantiation of variables Xa con-
sistent with instantiation h, d, s. We now com-




run the variable elimination algorithm a third
time to eliminate variables H from the factors
χa(Xa). The result will be a trivial factor that
contains the quantity of interest.4
3Formally, our summation should be over instantia-
tions h where Pr(h, s) > 0. Note that if Pr(h, s) = 0
then Pr(d,h, s) = 0. Hence, if we define x/0 = 0, then
our summation is simply over all instantiations h. In
Algorithm 1, we thus define factor division such that
φa(xa)
2/ψa(xa) = 0 when ψa(xa) = 0.
4According to the formulation of variable elimination
in (Darwiche, 2009), a trivial factor is a factor over the
empty set of variables and contains one entry. It results
from eliminating all variables from a set of factors.































Figure 2: All sensors have fp = fn = .05. Vari-
ables Xi all have the same CPTs.
Algorithm 1 provides pseudo-code that im-
plements this procedure. Note that on Line 7,
there is a one-to-one correspondence between
the factors of S1 and S2 as we have a one-to-
one correspondence between the factors passed
to ve(S1,Y, pi) and ve(S2,Y, pi), and since each
call eliminates the same set of variables using
the same variable order. Algorithm 1 must
eliminate variables H last, so the complexity of
the algorithm is exponential in the constrained
treewidth (Darwiche, 2009). This is analogous
to the complexity of variable elimination for
computing MAP, where variables H are MAP
variables (Park and Darwiche, 2004).
7 Examples
Consider the Bayesian network in Figure 2,
which depicts a chain D,X1, X2, X3 with two
sensors Sai and S
b
i attached to each node Xi.
Our goal here is to make a decision depend-
ing on whether Pr(D=+ | s) ≥ T for some
sensor reading s and threshold T = 0.5. We
will next consider a number of sensor readings,
each leading to the same decision but a differ-
ent same-decision probability. Our purpose is
to provide concrete examples of this probabil-
ity, and to show that it can discriminate among
sensor readings that not only lead to the same
decision, but also under very similar probabili-
ties for the hypothesis of interest. The examples
will also shed more light on the tightness of the
one-sided Chebyshev bound proposed earlier.
Our computations in this section assume
the independence between the mechanisms gov-
erning false positives and negatives, which is
needed to induce a distribution over causal
mechanisms (as in Section 3). We also pro-
vide the results under the second assumption
proposed where the lying causal mechanism has
zero probability (in brackets). As we discussed
earlier, we expect the two results to be very
close since the false positive and negative rates
are small, which is confirmed empirically here.
We start by observing that Pr(D=+) =
25%. Suppose now that we have a positive read-
ing for sensor Sa2 . We now have the hypothesis
probability Pr(D=+ | Sa2 =+) = 55.34% and
the decision is confirmed given our threshold.
The same-decision probability is 86.19%. From
now on, we will say that our decision confidence
is 86.19% in this case.
The following table depicts what happens
when we obtain another positive sensor reading.
Scenario 1 Scenario 2





hyp. prob. 55.34% 60.01%
dec. conf. 86.19%[85.96%] 99.22%[99.19%]
Note how the decision confidence has increased
significantly even though the change in the hy-
pothesis probability is relatively modest. The
following table depicts a scenario when we have
two more sensor readings that are conflicting.












hyp. prob. 60.01% 60.01%
dec. conf. 99.22%[99.19%] 79.97%[80.07%]
Note how the new readings keep the hypothesis
probability the same, but reduce the decision
confidence significantly. This is mostly due to
raising the probability of some causal mecha-
nism under which we would make a different
decision. The following table depicts a conflict
between a different pair of sensors.















hyp. prob. 60.01% 60.01%
dec. conf. 79.97%[80.07%] 99.48%[99.48%]
In this case, the sensor conflict increases the
same-decision probability slightly (from 99.22%
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in Scenario 2 to 99.48%).5 The next example
shows what happens when we get two negative
readings but at different sensor locations.
Scenario 5 Scenario 6
readings








Sa3 =−, Sb3 =−
hyp. prob. 4.31% 57.88%
dec. conf. 98.73%[98.70%] 95.25%[95.23%]
When the negative sensors are close to the hy-
pothesis, they reduce the hypothesis probabil-
ity significantly below the threshold, leading to
a high confidence decision. When the readings
are further away from the hypothesis (and domi-
nated by the two positive readings), they reduce
the hypothesis probability, yet keep it above
the threshold. The decision confidence is also
reduced, but remains relatively high. Finally,
consider the table below which compares the de-
cision confidence, the bound on the confidence,
and the variance used to compute the bound.
Scenario confidence bound variance
1 86.19% ≥ 15.53% 1.54 · 10−2
2 99.22% ≥ 90.50% 1.05 · 10−3
3 79.97% ≥ 11.05% 8.06 · 10−2
4 99.48% ≥ 88.30% 1.32 · 10−3
5 98.73% ≥ 98.02% 4.22 · 10−3
6 95.25% ≥ 34.73% 1.16 · 10−2
Note that our decision confidence is high when
our bound on the same-decision probability is
high. Moreover, the one-sided Chebyshev in-
equality may provide only weak bounds, which
may call for exact computation of the same-
decision probability. We computed this quan-
tity through exhaustive enumeration here, yet
an algorithm that is exponential only in the con-
strained treewidth could open new possibilities
for reasoning about threshold-based decisions.
8 Conclusion
We considered in this paper the robustness of
decisions based on probabilistic thresholds un-
der noisy sensor readings. In particular, we sug-
gested a confidence measure for threshold-based
decisions which corresponds to the probability
5Knowing that sensor Sb3 is lying, or that S
a
3 is telling
the truth, is enough to confirm our decision given our
threshold. The conflicting sensor readings thus introduce
new scenarios under which the decision is confirmed, al-
though these scenarios are very unlikely.
that one would have made the same decision
if one had knowledge about a sensor’s causal
mechanisms. We used the one-sided Chebyshev
inequality to bound this probability, which re-
quires computing the variance of a conditional
probability with respect to the marginal distri-
bution over a subset of network variables. We
also proposed a variable elimination algorithm
for computing this variance, whose complexity
is exponential only in the constrained treewidth
of the given network. We finally provided a
number of concrete examples showing the utility
of our proposed confidence measure in quantify-
ing the robustness of threshold-based decisions.
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Abstract
We adapt the Fast Causal Inference (FCI) algorithm of Spirtes et al. (2000) to the problem of
inferring causal relationships from time series data and evaluate our adaptation and the original
FCI algorithm, comparing them to other methods including Granger causality. One advantage of
FCI based approaches is the possibility of taking latent confounding variables into account, as
opposed to methods based on Granger causality. From simulations we see, however, that while
the FCI based approaches are in principle quite powerful for finding causal relationships in time
series data, such methods are not very reliable for most practical sample sizes. We further apply the
framework to microeconomic data on the dynamics of firm growth. By releasing the full computer
code for the method we hope to facilitate the application of the procedure to other domains.
1 Introduction
One of the fundamental goals in empirical science is
to discover causal relationships. The most reliable
approach towards this goal is performing controlled
experiments; regrettably, such experiments are not
always possible, for technical or ethical reasons, or
high cost. Thus, scientists often seek (preliminary)
causal inferences from non-experimental data.
Such data often come in the form of multivariate
time series. For instance, economists study the evo-
lution of variables such as GDP, unemployment, and
interest rates, while biologists may look at the pop-
ulation dynamics of a set of species. In these cases,
a number of variables have been measured repeat-
edly over time, and the goal is often to understand
the myriad ways in which the variables interact.
In time series analysis, most approaches to causal
inference are based on Granger causality (Granger,
1969). The basic idea is to, for each variable, iden-
tify the set of other variables whose past values are
necessary and sufficient for optimal prediction. Un-
fortunately, if unmeasured variables directly affect
two or more of the observed variables, one cannot
directly interpret the results of such an analysis.
There exist, however, inference procedures which
are asymptotically correct even in the presence of
hidden variables. We adapt and evaluate the Fast
Causal Inference (FCI) method of Spirtes et al.
(2000), originally developed for the analysis of non-
temporal variables, to time series data. We demon-
strate the statistical behavior of the adapted proce-
dure using numerical simulations, and compare it to
other recently developed causal inference methods.
In addition, we apply it to a real-world dataset on the
dynamics of firm growth. We hope, by releasing the
full implementation of the method, to facilitate the
further development and adoption of this procedure
by researchers in a variety of fields.
2 ‘FCI’ in a nutshell
2.1 Problem definition
A directed graph G is a pair (V ,E) where V =
{1, . . . ,M} is a finite set of vertices andE ⊆ V ×V
is the set of directed edges between the vertices. If
(i, j) ∈ E then we write i→ j and say that i and j are
adjacent, j is a child of i, i is a parent of j, and write
i ∈ pi( j), the parent set of j. A directed path from i
to j is a sequence of one or more edges i→ . . .→ j
where all edges along the path point towards j. In a
directed acyclic graph (DAG) there are no directed
paths from any vertex to itself. If there exists a di-
rected path from vertex i to j, or if i = j, we say that
i is an ancestor of j, and j is a descendant of i.
DAG structures are often used to model data-
generating processes, whereby each vertex i of G
represents one random variable Xi. Furthermore,
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we associate with each vertex i a conditional distri-
bution P(Xi | Xpi(i)) representing the mechanism by
which Xi is generated conditional on the values of
its parents in the graph. Such a model is causal if,
when a given variable Xi is intervened on and set to
a specific value, the post-interventional distribution
is represented by the same model but with all edges
into node i removed (Pearl, 2000).
If the data is generated as described above, with
DAG G, the joint distribution P(X) (where X =
(X1, . . . , XM)) contains independencies related to
the structure of G. This is embodied in the graph-
ical criterion of d-separation (Pearl, 1988); if ver-
tices i and j are d-separated given some subset K ⊆
V \ {i, j} then in the distribution P(X) we necessar-
ily have that Xi is independent of X j given the vari-
ables {Xk : k ∈ K}, which we write Xi y X j | XK .
This is known as the Markov condition. If, further-
more, all independencies in P(X) are entailed by
d-separation in G, then we say that the distribution
P(X) is faithful to the graph G.
If the data-generating process results in a distri-
bution faithful to the underlying G, constraint-based
search algorithms can be used to infer various as-
pects of G. In general, causally different graphs
can result in the same set of independencies in the
data, a phenomenon known as Markov equivalence.
However, in many cases the set of all graphs which
are consistent with the observed pattern of indepen-
dencies in the data have some features in common,
and such features can then be inferred. For causally
sufficient systems, where all the Xi, i = 1, . . . ,M,
have been observed, the Markov equivalence classes
are particularly simple (Spirtes et al., 2000).
2.2 MAGs, PAGs, and FCI
For the more involved task of finding equivalence
classes in causally insufficient systems Spirtes et al.
(2000) developed the FCI algorithm. Its output
graph contains partial information about ancestral
relationships among the observed variables and is
thus termed a partial ancestral graph (PAG).
Towards this end, we need the following defi-
nitions (Richardson and Spirtes, 2002). A mixed
graph is a graph that contains three types of edges:
undirected (−−), directed (→) and bi-directed (←→).
(As we exclude selection bias we will not be dealing
with undirected edges so all our subsequent defini-
tions are conditional on this.) There can be at most
one such edge between any given pair of vertices,
and no edge can connect a vertex to itself. The terms
parent, child, directed path, ancestor and descendant
are defined as for DAGs. Additionally, if i←→ j then
i is a spouse of j. An ancestral graph is a mixed
graph for which there is no vertex i which is an an-
cestor of any of its parents nor any of its spouses.
Ancestral graphs can represent systems derived
from DAGs but in which a subset of the variables
have been hidden. A graphical separation prop-
erty termed m-separation can be defined, mirror-
ing d-separation for DAGs, such that m-separation
in an ancestral graph corresponds to independen-
cies between the observed variables in the distribu-
tion. A maximal ancestral graph (MAG) is an an-
cestral graph such that for every pair of variables
{Xi, X j} there is an edge between i and j if and only
if there does not exist a set K ⊆ V \ {i, j} such that
Xi y X j | XK . See (Richardson and Spirtes, 2002).
If two MAGs entail the same set of conditional
independencies they are said to be Markov equiv-
alent. Thus, a PAG describes an equivalence class
of MAGs, and is a graph with edges having three
kinds of edge marks: arrowtails, arrowheads, and
circles, in any combination. A PAG P of an equiv-
alence class fulfills that P has the same adjacen-
cies as any member of the equivalence class and
every non-circle mark is present in all members of
the equivalence class. As we exclude selection bias
(and hence undirected edges), in our case a PAG can
contain the following types of edges: →, ←→, ◦→,
and ◦−◦. An edge Xi→X j is interpreted as Xi being
an ancestor of X j (in the underlying DAG), and X j
not being an ancestor of Xi. If Xi←→X j then neither
variable is an ancestor of the other. The circle mark
represents cases where, in different members of the
equivalence class, both arrowtails and arrowheads
are present at this end; hence, based on independen-
cies alone, it is undecided whether that variable is
an ancestor or non-ancestor of the other variable.
Finally, the FCI algorithm (Spirtes et al., 2000)
uses independence tests on the observed data to in-
fer the appropriate PAG and thus (partial) informa-
tion on ancestral relationships between the observed
variables. We describe the relevant details of the al-
gorithm, along with the necessary adaptations to the
time series case in Section 4. For the moment, it suf-
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fices to say that the algorithm starts from the com-
plete graph over all variables, and performs a se-
ries of independence tests according to which it re-
moves edges between those pairs of variables which
are (conditionally) independent. Subsequent ‘orien-
tation rules’ are employed to derive causal conclu-
sions which, under the stated assumptions and in the
limit of correctly identified dependencies and inde-
pendencies, are guaranteed to be valid. The full al-
gorithm, including a proof that the method not only
is sound but that it also is complete, is described in
(Zhang, 2008).
3 Time series model
Let X(t) = (X1(t), . . . , XM(t)) be a multivariate
time series with M variables defined at discrete time
points t ∈ Z, with X(t) either continuous (∈ RM)
or discrete-valued (∈ ZM). We assume that the
time series data is generated by the following pro-
cess (essentially a ‘dynamic bayes network’ with
hidden variables, or more precisely a discrete-time
first-order time-invariant multivariate Markov pro-
cess with sparse connections and hidden variables):
1. The causal structure of the time series is de-
fined by a bipartite graphGwith directed edges
E ⊆ V ×V where V = {1, . . . ,M} is the vari-
able set. An edge (i, j) ∈ E if and only if vari-
able i has a direct causal effect on variable j.
2. For all j and t, the value of X j(t) is drawn from
a distribution P(X j(t) |Xpi( j)(t − 1)) > 0 where
pi( j) is the set of parents of variable j.1
3. Assume that the process has a strictly positive
invariant distribution (or density). For discrete
variables with a finite state space, this is guar-
anteed by the positivity of the conditional dis-
tribution, whereas for linear-Gaussian systems
the absolute values of all eigenvalues of the co-
efficient matrix need to be smaller than unity.
4. The observed data is a subset of size N ≤ M
of the generating variables. Without loss of
generality, let these be the first N variables,
i.e. X1(t), . . . , XN(t). The data is observed for
time indices t = {1, . . . ,T }, and the process is
1Note that for continuous variables, the conditional distri-









Figure 1: Data generating process over variables
X(t) = (X1(t), X2(t), X3(t)). The squared nodes rep-
resent observed variables, the oval ones hidden.
assumed already to be at equilibrium at time
t = 1 (i.e. we are sampling from equilibrium).
An example model is shown in Figure 1. In
the linear-Gaussian case this model would be rep-
resented by X(t) = AX(t − 1) + ε(t), where A
is the coefficient matrix and εi ∼ N(0, σ2i ) repre-
sents Gaussian noise. Note that A only has non-
zero entries where the corresponding variables are
connected by an edge. In the discrete case the pa-
rameters would be conditional probabilities; for bi-
nary variables there is one parameter for each vari-
able Xi(t) and each (joint) state of the parents of that
variable Xpi(i)(t − 1).
The model is quite general: For example, higher-
order Markov processes can be represented by
transforming them to first-order with additional hid-
den variables, and in terms of linear systems the
model can represent any finite-order ARMA model.
Note that in this model the equilibrium distribu-
tion of the time series data over any finite-length
time window of length τ, i.e. P(X(t − τ), . . . ,X(t))
is well-defined, and we can obtain (correlated) sam-
ples from it by taking windowed samples of the time
series data. Furthermore, the nodes correspond-
ing to variable-timepoint pairs satisfy the Markov
assumption with regard to the complete unrolled
graph (although note that dependencies due to nodes
‘outside the window’ need to be taken into account).
Finally, to be able to utilize the constraint-based
causal inference framework, we need to require that
the distribution P(X(t − τ), . . . ,X(t)) is faithful to
the unrolled graph; that is, it cannot contain inde-
pendencies that are not represented in the structure
of the unrolled graph.
4 FCI for time series
Given a single long sequence X(t), t = 1, . . . ,T
of multivariate time series data from a causal time
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series model with potentially hidden variables, as
defined in Section 3, we can obtain correct (but typ-
ically only partial) knowledge about causal relation-
ships in the large sample limit as follows:
First, using the ‘sliding window’ approach, we
transform the original time series data into a set
of samples of the random vector X which col-
lects the values of all observed variables within a
time-window of finite length τ, i.e. X = (X1(t −
τ), . . . , XN(t − τ), . . . , X1(t), . . . , XN(t))T . Note that
this random vector is of length (τ + 1)N, and we
obtain a total of T − τ samples of it from the data.
Since by assumption the observed data come from
the time series at equilibrium, each sample is drawn
from the equilibrium distribution P(X). (Of course,
samples coming from close-by timepoints will be
correlated, as in any Markov chain, but as T →
∞ the number of effectively independent samples
grows without bound.)
Next, considering each component of X as a
separate random variable, the FCI algorithm, de-
signed for non-temporal data, is directly applica-
ble. Given successful independence tests (achiev-
able in the large sample limit) we obtain partial but
correct causal inferences concerning the elements
of the random vector X , and hence concerning the
original time series.
However, the amount of information returned by
standard FCI, even in the large sample limit, can
be quite restricted (for an example see Section 5).
Fortunately, because we know the data came from a
time series process, we have much prior information
that we can leverage. In particular, we know that (a)
causal effects must go forward in time, and (b) be-
cause of time-invariance, if Xi(t − t1) is an ancestor
of X j(t−t2), then Xi(t−t3) must also be an ancestor of
X j(t− t4) whenever t1− t2 = t3− t4. By adapting FCI
to explicitly incorporate such background knowl-
edge, we not only are able to make more inferences
about the existence or non-existence of causal con-
nections, but those inferences we do make are also
more often correct, as the prior knowledge regular-
izes the problem.
Towards this end, we define an edge between
Xi(t− t1) and X j(t− t2) to be homologous to an edge
between Xk(t − t3) and Xl(t − t4) if i = k, j = l,
and t1 − t2 = t3 − t4. Because of the time-invariant
structure of the data-generating model we obtain the
following two Lemmas.
Lemma 1. On a finite window of length τ including
the variables X(t − τ), . . . ,X(t), if in P(X) we
have Xi(t−t1) y X j(t−t2) | {Xk(t−t3), . . . , Xl(t−tK)}
with 0 ≤ ti ≤ τ, then we also have Xi(t − t1 + t′) y
X j(t − t2 + t′) | {Xk(t − t3 + t′), . . . , Xl(t − tK + t′)} for
all t′ such that (max(ti) − τ) ≤ t′ ≤ min ti.
Proof. Since the distribution is time invariant, on an
infinitely long window the claim is true. When only
including τ lags, the independencies are guaranteed
to hold if all involved nodes (in particular including
those in the conditioning set) lie inside the window.
This is ensured by the restrictions on t′. 
Lemma 2. Taking into account the time-invariant
underlying structure, in the PAG corresponding to
X = (X1(t − τ), . . . , XN(t)) any two homologous
edges must contain the same edge marks.
Proof. This follows directly from the underlying
time-invariant structure, because Xi(t − t1) is an an-
cestor of X j(t − t2) if and only if Xi(t − t3) is an
ancestor of X j(t − t4) when t1 − t2 = t3 − t4. 
The tsFCI (for ‘time series FCI’) algorithm is
thus obtained by adapting the FCI algorithm using
the prior knowledge, as shown in Algorithm 1. The
changes to FCI, highlighted in dark-blue italic, fol-
low from Lemmas 1 and 2. In addition, as suggested
in Spirtes et al. (2000), we can in all independence
tests restrict ourselves to conditioning sets contain-
ing no nodes from the present or the future and ori-
ent all arrows forward in time. We emphasize that
this prior knowledge needs to be applied at all stages
of the algorithm; simply post-processing the output
of standard FCI would be suboptimal.
Note that Lemma 1 implies that if a (conditional)
independence is found between two nodes Xi(t − t1)
and X j(t− t2), this not only allows us to remove that
edge from the PAG, but it additionally implies that
also some homologous edges can be removed (in-
cluding all such later edges). The directionality is
crucial here: earlier edges cannot necessarily be re-
moved, because at the early end of the window we
may not be able to condition on the necessary condi-
tioning set. This means that in the PAG, there may
be extra edges showing up in the early part of the
time window. If the time window is short these will
allow us to make fewer inferences but, in the limit,
will not cause us to make incorrect inferences.
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Algorithm 1 tsFCI (sketch).
Note: Adaptation of FCI algorithm, see (Spirtes et al., 2000;
Zhang, 2008) for details of the original algorithm.
Input: A multivariate time series dataset with N variables, an
integer τ defining the window length.
1. Adjacency Phase
(a) Get the fully connected graph G over all (τ + 1)N nodes.
(b) Let AdjX be the adjacent nodes of a node X in the graph
G. Note that G will be modified in the following loop.
Repeat for n = 0, 1, 2, . . . (size of conditioning set)
Repeat for every ordered pair (X,Y) of adjacent vari-
ables with AdjX,past := |AdjX − {Y}− {Z : Z occurs after
or in same time slice as X} | ≥ n
Repeat for every set Z ⊆ AdjX,past with n elements:
If X y Y | Z:
Remove the edge between X and Y in G, define
SepSetX,Y = Z
Remove every homologous edge between X˜ and
Y˜ if the corresponding conditioning set Z˜ is fully
contained in the graph (by Lemma 1), and define
SepSetX˜,Y˜ = Z˜
Continue with the next pair.
(c) Try to remove more edges as in FCI by an additional
procedure and use Lemma 1 as in the previous step.
2. Orientation Phase
(a) For every edge orient the endpoint in the later time as
an arrowhead and for every instantaneous edge orient
both ends as arrowheads, by background knowledge.
(b) Use the complete orientation rule set from Zhang (2008)
to orient edge endpoints. Whenever an edge endpoint is
oriented, also orient the same endpoint for every homol-
ogous edge (by Lemma 2). (Note that in this step the
“SepSet” from 1(b) are needed.)
Output: A PAG over (τ+ 1)N nodes with repeating structure.
5 Simulations
We provide a complete implementation of our algo-
rithm, including code for all of our experiments, at:
http://cs.helsinki.fi/u/entner/tsfci/
First, to illustrate the theoretical potential (infi-
nite sample size limit) of tsFCI as compared to both
Granger causality and standard FCI, consider the
example introduced in Figure 1 with window length
τ = 2. A Granger-causality approach would cor-
rectly infer that the only cause of X1(t) is X1(t − 1),
as this is necessary and sufficient for optimal predic-
tion. However, it would also suggest that there are
direct causal connections from both variables and
all lags to X2(t), due to the hidden variableX3. FCI
and tsFCI yield the PAGs of Figure 2(a) and (b), re-
spectively. Both find that X2(t − 1) and X2(t − 2)
are not ancestors of (i.e. do not have a causal effect
on) X2(t), and X2(t − 1) is not an ancestor of X1(t).
From tsFCI (only), we additionally see that X1(t−1)
is a cause of X1(t) and of X2(t) (FCI could here not
rule out a hidden common cause as an explanation
for the correlation). One might think that a simple
‘post-processing’ of the output of FCI would be suf-
ficient but, in practice with finite sample data, this is
not the case as the output of FCI may not respect the
regular time series structure (see Figure 2(c)).
For a comprehensive analysis, we generate data
from randomly constructed time series models, and
apply FCI, tsFCI, Granger, Group Lasso (GL) for
time series (Haufe et al., 2010), and the ‘Phase
Slope Index’ (PSI) method of Nolte et al. (2008)
to the data. Both binary and linear-Gaussian data
was used; however we did not have implementa-
tions of Granger or GL for binary data, and PSI is
only applicable to continuous data. We can deduce
the behavior of FCI, tsFCI, and Granger in the in-
finite sample limit by using an independence oracle
based on d-separation in the generating model.
The methods are evaluated based on three scores,
each measuring the percentages of correct vs in-
correct vs “don’t know” answers to a set of sim-
ple causal queries. The ‘direct-cause’ score asks if
a given node (variable-timepoint pair) has a direct
effect on another given node, the ‘ancestor’ score
asks if a given node has any effect (potentially indi-
rect) on another node, and the ‘pairwise’ score asks
if a given variable has an effect on another given
variable (with any lag). Note that GL and PSI are
specifically constructed to answer the last question.
For reasons of space we cannot give all details
of the data generation here, but they are thoroughly
described in our online code package. Briefly, we
used models with up to 6 observed and 3 hidden
time series variables, with edge probabilities q =
0.25 and q = 0.5 between any pair of nodes, and
generated data of three different sample sizes (100,
1,000, 10,000). The window length is fixed at τ = 3
and we set the significance level to 0.01.2 Results
are shown in Figure 3. We state a few main points:
First, in the infinite sample size limit (“T → ∞”),
2Simulations showed that the significance level seems not to
have a crucial effect on the results. For smaller window lengths
τ less decisions are made than for longer ones.
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(a) original FCI with oracle (b) tsFCI with oracle (c) original FCI on data
Figure 2: Output PAG of FCI and tsFCI when applying the algorithms to the generative model in Figure 1,
in (a) and (b) with an oracle (infinite sample size limit), and in (c) for a small sample size.
the main difference between the FCI-based methods
and Granger causality is that with the former some
decisions are not made but all made decisions are
correct, whereas in the latter all decisions are made
but some of them are wrong (because of the latents).
In this sense FCI/tsFCI is (in theory) more conserva-
tive than Granger. As expected, tsFCI makes some-
what more predictions than FCI.
Second, tsFCI consistently outperforms FCI on
finite-length data as well, particularly for continu-
ous variables and the ancestor score (structural mis-
takes of FCI may be reflected in this case).
Third, on all scores and for all methods, the accu-
racy increases with sample size, as expected. How-
ever, for realistic sample sizes, FCI and tsFCI are
quite far from the infinite sample limit. In particu-
lar, we found that as the unrolled graphs were rel-
atively dense (even for q = 0.25), these methods
need to rely on independence tests with large con-
ditioning sets, leading to inevitable errors that accu-
mulate. Only for the sparse, binary case does the
performance approach the theoretical limit. For the
continuous data, with our test settings, the standard
Granger procedure is superior to both FCI-based
methods both in terms of number of decisions made
and in terms of the correctness of those decisions.
Fourth, for binary data, the number of decisions
decrease for larger samples. This counterintuitive
result is due to weak causal effects (over long paths)
detected only for these sample sizes, which yields to
more edges and hence fewer orientation rules might
be applied. This is not particular to our case, but
can occur in other applications of FCI (to DAG in-
ference) as well.
Finally, in our experiments neither PSI nor Group
Lasso outperformed a basic Granger analysis. Since
we tried to choose the parameters close to optimal
for these methods, the explanation for our results is
that the particularities of the data generating setup
favored Granger. For instance, PSI was at a clear
disadvantage here because it seeks driver-receiver-
relationships among the variables, and so does not
allow both variables in an interacting pair being
drivers of the other. Such relationships were how-
ever common in our data.
6 Firm growth data
We also applied the tsFCI algorithm to microeco-
nomic data of growth rates of US manufacturing
firms in terms of employment, sales, research &
development (R&D) expenditure, and operating in-
come, for the years 1973–2004. Here, we estimated
the model including instantaneous effects,3 using a
significance level of 0.001 and τ = 3. The first two
lags of the PAG are shown in Figure 4.
The graph suggests that there are direct causal ef-
fects over time from employment to sales growth
and from sales to employment growth. Further-
more, there is no causal effect from operating in-
come to R&D growth (instantaneously or lagged),
whereas both employment and sales growth have
(direct or indirect) lagged effects on R&D growth.
Interestingly, these features essentially duplicate the
main findings of Moneta et al. (2010), in which a
Structural Vector Autoregression model was used to
infer causal relationships among the variables. One
difference, however, is that their analysis suggested
significant contemporaneous causal effects among
the variables, while our present approach attributes
most of the correlations to latents.
7 Related work
Most standard approaches to causal inference from
non-experimental time series data are rooted in the
concept of Granger causality (Granger, 1969). In
3In Algorithm 1 this means to not exclude nodes from the
present in the conditioning sets in step 1(b) and to not orient
instantaneous edges as double-headed arrows in step 2(a).
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Figure 3: Results of simulations. From top to bottom row: direct-cause score, ancestor score, pairwise score.
In each row, the two left blocks of bars show the result for binary data for sparse (q=0.25) and less sparse
(q=0.5) graphs for different sample sizes and algorithms. The two right blocks of bars represent the same
results for continuous-valued data. The total height of each bar shows the percentage of made decisions.
Within each bar the green filled area marks the correct decisions, the red striped area the incorrect decisions.
essence, the assumption is that all relevant variables
have been measured, and there are no contempora-
neous effects, in which case the problem of deter-
mining causality turns into a well-defined statisti-
cal estimation problem. Naturally, it is important to
note that the chosen algorithms and representations
(such as whether to use a time-domain or frequency-
domain representation) are important in determin-
ing the overall performance of the algorithm from a
finite-length time series; see, for instance, the work
of Nolte et al. (2008) and Haufe et al. (2010).
One departure from the standard assumptions is
to include contemporaneous causation. For linear
models, this amounts to using Structural Vector Au-
toregression (SVAR) models rather than the Vector
Autoregression (VAR) model. The extra causal in-
formation inherent in SVAR models can be inferred
using conditional independence tests (Swanson and
Granger, 1997; Demiralp and Hoover, 2003) or
utilizing non-Gaussianity (Hyva¨rinen et al., 2008).
Nonlinear additive models, with latents which are
uncorrelated over time (Chu and Glymour, 2008),
constitute an interesting extension of this line of
work. However, these models are not guaranteed
in the limit to give correct results when temporally
dependent hidden variables may be present.
Another interesting recent development is given
by the difference-based causal models of Voortman
et al. (2010), specifically designed to model systems
that can be well represented by difference equations.
For such systems, their framework is likely to be su-
perior to more general models in terms of inferring
the causal structure.
Finally, the strongest connection to other recent
work is to the theoretical work of Eichler (2009),
for which, unfortunately, at the time of writing no
detailed algorithm was published to compare our
method against. In his approach, the starting point
is the estimation of Granger-causal vs Granger-non-
causal relationships, and any remaining contempo-
raneous dependencies. From such a path diagram,
certain causal vs non-causal inferences can be made













Figure 4: Partial ancestral graph inferred from the
firm growth data (see Section 6 for discussion).
which are robust with respect to the presence of hid-
den variables. His method is also, though much
less directly than ours, derived from the theory de-
veloped for DAG structures. The main difference
between the two approaches is that tsFCI explicitly
models the temporal dynamics. This has the advan-
tage of more often being able to detect the absence
of direct effects between variable pairs. This comes
at a cost, however: For short time series it may be
difficult to reliably infer all temporal dependencies,
in which case the predictions may be less reliable.
8 Conclusions
While the assumptions underlying FCI seem in
many respects more likely to hold than those needed
to obtain valid causal conclusions from a Granger-
causality approach, our study suggests that caution
is in order. Even for processes with relatively few
interacting components, the practical problem of de-
tecting which independencies hold (and which do
not), from time series of reasonable length, can be
a significant obstacle to reliable causal inference.
Nevertheless, we suggest that, when the results are
interpreted with due caution, tsFCI may help shed
light on causal interactions in time series data.
Finally, while the models we consider are very
general, there is one respect in which they are quite
restricted: We cannot model cyclic contemporane-
ous causation. In many real world scenarios one
may not have a high enough sampling rate to ensure
that such causation within a measurement period
does not exist, including feedback loops. Unfortu-
nately, such loops are a violation of a basic assump-
tion underlying FCI. Furthermore, many time series
are aggregates in the sense that each data point is a
sum or average of a number of time slices in an orig-
inal time series with much faster dynamics. In such
cases the independencies present in the measured
data do not necessarily reflect the causal structure
in the original data. A challenge is how to extend
present methods to handle this type of data.
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Variable elimination by factor indexing
Sander Evers, Peter J.F. Lucas




It is known that solving an exact inference problem on a Bayesian network with many de-
terministic nodes can be far cheaper than what would be expected based on its treewidth.
In this article, we introduce a novel technique for this, which stores a deterministic node
as an array of function values rather than one of probabilities. We propose a variable
elimination algorithm, including a new elimination heuristic, that maximally exploits this
encoding using factor indexing. A preliminary empirical evaluation gives promising results.
1 Introduction
In general, exact inference on a Bayesian net-
work is known to take O(dw) time, where d
is the number of states per variable (assumed
that these are the same for each variable) and
w is the treewidth of the network’s moral graph
(Dechter, 1999). In the canonical technique
for exact inference, variable elimination (Zhang
and Poole, 1996), this constraint manifests itself
as the minimal size of the largest factor that is
created during the execution of the algorithm;
implemented as a multidimensional array, it has
w dimensions and d entries for each dimension.
When a network contains deterministic
nodes, inference can be much faster. One ex-
ample where this can be seen is the approach
of Chavira and Darwiche (2008), in which a
Bayesian network is transformed into a logical
theory, and inference is performed by counting
the models of this theory. These models should
be consistent with the constraints imposed by
the deterministic nodes. A good model count-
ing algorithm can use these constraints effec-
tively to prune the model search space.
A different approach (Larkin and Dechter,
2003) stays closer to variable elimination. Here,
a factor is implemented not as an array (with an
entry for each possible variable assignment), but
as a list of variable assignments that are nonzero






Figure 1: Fragment of a Bayesian network. Variables A
and M are deterministic (indicated by a double border):
their values follow directly from their parents’ values.
This is reflected in A’s conditional probability distribu-
tion: P(a|x, y) equals 1 if a = dA(x, y), and 0 otherwise.
of this list can be much smaller than the size
of the array, but the overhead for multiplying
and marginalizing factors is larger, because the
list has to be searched for values (possibly using
a hash table). With this alternative implemen-
tation of factors, ordinary variable elimination
can be performed.
The approach we present in this article is also
based on a cheaper implementation, but only
of the deterministic factors. For example, con-
sider deterministic variable A in Fig. 1. Conven-
tionally, the corresponding factor is stored as a
three-dimensional array of conditional probabil-
ities P(a|x, y), which can take two values: 1 if
a = dA(x, y), 0 if a 6= dA(x, y). Here, dA is
the function that determines A given X and Y .
In our approach, we store this function directly,
as a two-dimensional array. If A has n possi-
ble states, this array contains n times as few
elements as the original array of probabilities.
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The true merit of our approach, however, lies
not in the efficient space use of the arrays that
make up the definition of the Bayesian network;
it lies in the ability to propagate this efficiency
to the intermediate arrays used in variable elim-
ination. For example, consider the elimination
of variable A from Fig. 1. In conventional vari-
able elimination, this requires the calculation of∑
a P(a|x, y)P(z |a)P(m|a, y) for each combina-
tion x, y, z,m; a four-dimensional array of which
each element is the result of summing n prob-
abilities. On the other hand, our approach ex-
ploits the fact that
∑
a P(a|x, y)P(z |a)P(m|a, y)
= P(z |A=dA(x, y))P(m|A=dA(x, y), y), (1)
i.e. we construct two low-dimensional arrays
(over variables XY Z and MXY , resp.) and
perform no summation at all. Moreover, we do
not even need to multiply these arrays at this
point yet; we could perhaps first eliminate Z
from the former.
We integrate this operation into variable
elimination by expressing it in factor algebra,
a convenient language to describe the ‘bulk op-
erations’ on multidimensional arrays that occur
in most inference procedures. To the multipli-
cation and summation operations usually en-
countered, we add an indexing operation writ-
ten cpdZ [A=dA] (for the first of the two arrays
above). This partially indexes the array cpdZ ,
which we will define as to contain the probabili-
ties P(z |a), using another array, namely dA. Its
implementation does not require the overhead of
sparse arrays, as no additional data structures
are used.
The remainder of the article has the follow-
ing outline. Sect. 2 summarizes the formal pre-
liminaries for inference on Bayesian networks.
In Sect. 3, we review variable elimination, with
an emphasis on the use of factor algebra. Our
main contribution, factor indexing, is presented
in Sect. 4, followed by an empirical evaluation
in Sect. 5. In Sect. 6, we conclude and propose
future work.
2 Formal preliminaries
A Bayesian network is a triple (V, par, cpd).
The set V = {V1, . . . , Vn} consists of n discrete
variables; each Vi has a finite domain dom(Vi).
The function par maps each variable Vj to a set
of parents Vpar(j) ⊂ V in such a way that there
are no cycles. The set cpd = {cpd1, . . . , cpdn}
contains, for each variable Vj , the family of con-
ditional probability distributions P(vj |vpar(j));
in Sect. 3, we will define this family as a factor
that we designate cpd j . A Bayesian network




An inference query is a usually defined as the
conditional probability distribution P(q|e) over
some query variables Q ⊆ V given an instanti-
ation e of evidence variables E ⊆ V. However,
for simplicity we define an inference query as
the distribution P(q, e) in this article. This dis-
tribution can be derived from the joint distri-
bution by summing out the remaining variables










From this, the conditional distribution can eas-
ily be derived: P(q|e) = P(q, e)/∑q∈Q P(q, e).
3 Factor algebra for variable
elimination
In this section, we review the theory of fac-
tor algebra and variable elimination (Zhang and
Poole, 1996), into which we will integrate our
new factor indexing operation in Sect. 4. Many
inference algorithms, including variable elimi-
nation and junction tree propagation (Lauritzen
and Spiegelhalter, 1988), are implemented using
multidimensional arrays; a factor is a mathe-
matical description of such an array, and factor
algebra is a convenient language to describe ar-
ray operations.
Formally, a factor f over variables V is
a function that maps every instantiation v
of V to a number f(v); an instantiation v =
{V1=v1, . . . , Vn=vn} is a function mapping each
Vj to a value vj ∈ dom(Vj). We refer to the
set dim(f) = V as f ’s dimensionality. Thus,
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each cpd j in a Bayesian network is a factor with
dim(cpd j) = Vj ∪Vpar(j) and values
cpd j(Vj=vj ,vpar(j)) = P(vj |vpar(j))
The weight of a factor f is defined as the number
of different instantiations it can be applied to,
and equals the size of the array needed to store





It is also possible to apply a factor to an instan-
tiation e of a subset of its dimensions (E ⊂ V):
then the result f(e) is not real number, but a
factor over V \ E. We also find it convenient
to use instantiations containing more variables
than are in the factor’s domain; in this case,
the superfluous variables are just ignored. So,
for example, f(v, Vn+1=y) = f(v).
An inference query can then be defined as the
factor infQ,E:
infQ,E(q, e)





cpd j(q, e, r)
where we apply each cpd j to a lot of superflu-
ous variables. In fact, infQ,E is a factor over
Q∪E and contains results for all instantiations
of E; however, one is usually interested in the
result for specific evidence e. Then, the infer-
ence goal is to calculate the partial instantiation
infQ,E(e), a factor over Q.
The basic factor algebra we use contains an
operator  for multiplying two factors, a unit
element 1 for , and a summation operator ΣW
that sums out the W dimensions of a factor:







where we define dim(f  g) = dim(f)∪ dim(g),
dim(1) = ∅, and dim(ΣWf) = dim(f) \W.
Note that we use w∈W to let variable w range
over all possible instantiations of W. In Sect. 4,
we extend this basic factor algebra.
Algorithm 1: Variable elimination. Initial-
ize the set of factors fj to the conditional
probability distributions. In each iteration,
heuristically choose a variable Vi. From the
current set of factors, replace all that have
Vi in their domain by their product, with Vi
summed out. For the definition of the cost
heuristic, see the running text.
Input:
• Bayesian network
(V, par, {cpd1, . . . , cpdn})
• evidence e (instantiation of E ⊂ V)
• query variables Q ⊂ V
Output: infQ,E(e) (a factor over Q)
W := V \ (Q ∪E)
foreach cpd j do fj := cpd j(e)
while W is not empty do
choose Vi ∈W for which the cost of
eliminate(Vi) is smallest
eliminate(Vi)





foreach fj s.t. Vi ∈ dim(fj) do
p := p fj
delete fj
fi := ΣVip
Variable elimination is now formulated as
a procedure (Alg. 1) that stepwise constructs
the factor infQ,E(e) out of the set of factors
cpd1, . . . , cpdn, using above operators. In each
step, all the factors in the current set that con-
tain a certain variable Vi are joined together us-
ing , after which ΣVi is applied to the result.
As for which Vi to choose next, Alg. 1 uses a
greedy heuristic: it always takes the one with
minimal cost. We define this cost to be the
size of the largest array constructed in this
step, i.e. weight(p) for the final value of p in
eliminate(Vi). This heuristic is known as the
minweight heuristic; other heuristics are also
possible, but minweight is known in practice to
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Table 1: Laws of factor algebra.
f  1 = f (2)
f  g = g  f (3)
f  (g  h) = (f  g) h =
⊙
{f, g, h} (4)
ΣV ΣW f = ΣWΣV f = ΣV,W f (5)
ΣV (f  g) = ΣV f  g if V ∈ dim(f),
V /∈ dim(g)
(6)




f  g)(e) = f(e) g(e) (8)(
ΣV f
)
(e) = ΣV f(e) if e does not
instantiate V
(9)
perform best when variables have different do-
main sizes (Kjærulff, 1990). Note that the algo-
rithm can calculate the cost of eliminate(Vi) be-
fore actually executing it, as it is not necessary
to construct the array p to determine weight(p).
As a matter of fact, although Alg. 1 can cer-
tainly be read to perform array operations at
factor assignments such as p := p  fj and
fi := ΣVip, it does not have to perform any
array operations at all. Instead, it can perform
a symbolic construction of a new factor algebra
expression at these points. In that case, the re-
sult of the algorithm is not an array, but a large
symbolic expression which can be evaluated at a
later stage to produce said array. Thus, the in-
ference procedure is divided into a search phase
and an evaluation phase.
Correctness
Factor algebra is not only a tool for expressing
variable elimination concisely, but also for ana-
lyzing its correctness. Using some general laws
of factor algebra (see Table 1), we can prove
that the factor constructed by Alg. 1 indeed cor-
responds to the factor infQ,E(e) specified in the
text above. Making use of the definitions of 





Using laws (8) and (9), the instantiation of evi-





Now, we will prove that the following invariant




For the first iteration, this is trivial, as W was
set to R and each fj to cpd j(e). Next, elimi-





















in which the product is restructured using (3,4)
into a group that does not contain Vi and one
that does; next, distributive law (7) is used to
push the summation over Vi into the expression.
The bottom expression corresponds to the in-
variant for the next iteration, where W is set to
W \ {Vi}, and the fj factors with Vi ∈ dim(fj)









which is what we wanted to prove.
4 Factor indexing
This section presents the main contribution of
this article: factor indexing, and its integration
in variable elimination. We propose a new fac-
tor algebra operator and laws, and extend Alg. 1
into Alg. 2, which uses them to eliminate deter-
ministic variables.
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A variable Y ∈ V is called deterministic if its
value is functionally determined by the value of
its parents (here X ⊂ V). This means that
its conditional probability distribution has the
following form:
cpdY (Y =y,x) =
{
1 if y = dY (x)
0 if y 6= dY (x)
where dY is a factor over X with values in
dom(Y ), which we call Y ’s deterministic factor.
To account for deterministic variables, we ex-
tend the definition of a Bayesian network as fol-
lows: next to the set cpd of conditional prob-
ability distributions for non-deterministic vari-
ables V1, . . . , Vm, we include a set d of factors
for deterministic variables Vm+1, . . . , Vn. Factor
dj is then a factor over par(Vj) with values in
dom(Vj). So, unlike a cpd j factor, Vj /∈ dim(dj).
Like dY and cpdY above, every deterministic
factor d has a ‘probabilistic representation’. Al-
though we want to keep a factor deterministic
whenever possible during variable elimination,
sometimes it is unavoidable to translate it to its
probabilistic representation. For this, we define




1 if v = d(u)
0 if v 6= d(u)
where dim(d) = U, and dim(1V=d) = {V }∪U.1
So, translating a network with deterministic
variables into a conventional one can now be
defined as cpd j = 1Vj=dj for all m < j ≤ n.
Consider the nodes A and M in Fig. 1 with
the following deterministic factors:
dA(X=x, Y =y) = x + y
dM (A=a, Y =y) = a · y
Conventionally, the probabilistic representa-
tions of dA and dM are used for variable elimina-
tion. For example, when eliminating variable A,
the following expression would be constructed:
ΣA(1A=dA  1M=dM  cpdZ)
1From these dimensionalities, it immediately follows
that weight(1V=d) = |dom(V )| · weight(d), so an array
storing the probabilistic representation has |dom(V )| as
many elements as one storing the deterministic factor.
Let us focus on the values of sub-expression
1A=dA  1M=dM , a factor over XY AM :
(1A=dA  1M=dM )(X=x, Y =y,A=a,M=m)
=
{
1 if a=x+y ∧m=a·y
0 otherwise
Note that we can rewrite the condition into
a=x+y ∧ m=(x+y)·y, so m depends on x in-
stead of a. This suggests that we can rewrite
the factor into 1A=dA  1M=d′M , with
d′M (X=x, Y =y) = (x+y)·y
Similarly, cpdZ can be transformed into
cpd ′Z(X=x, Y =y, Z=z) = P(Z=z |A=x+y)
Neither d′M nor cpd
′
Z contain variable A any-
more. Therefore, after rewriting the variable
elimination expression using these new factors,
the summation over A can be pushed inwards:
ΣA(1A=dA  1M=dM  cpdZ)
= ΣA(1A=dA  1M=d′M  cpd
′
Z)
= ΣA1A=dA  1M=d′M  cpd
′
Z





(1 iff a=x+y) = 1
because for each combination x, y there is only
one a s.t. a=x+y. Thus, we conclude that
ΣA(1A=dA  1M=dM  cpdZ) = 1M=d′M  cpd
′
Z
where the right hand side represents a much
cheaper way to eliminate A than the left hand
side. Note that this is the factor algebra equiv-
alent of Eq. 1 (see Introduction).
In order to integrate this rewrite rule into
variable elimination, we will now formalize the
transformations dM ⇒ d′M and cpdZ ⇒ cpd ′Z in
factor algebra.
We do this by introducing a new operation of
the form f [V =d], where factor f is indexed by
factor d in dimension V :
f [V =d](u) def= f(u, V =d(u))
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where the dimensionality of resulting factor
f [V =d] is (dim(f) \ {V }) ∪ dim(d)— so u is
an instantiation over these variables.
With this operation, we can define the above
transformations as follows:
d′M = dM [A=dA]
cpd ′Z = cpdZ [A=dA]
Note that, contrary to conventional indexing,
the dimensionality of f [V =d] can be larger than
that of f . For example, dim(cpd ′Z) = XY Z,
while dim(cpdZ) = AZ.
To the laws of factor algebra (Table 1), we
add the following:
f [V =d] = ΣV (f  1V=d) (10)
(f  g)[V =d] = f [V =d] g[V =d] (11)
1W=f [V=d] = 1W=f [V =d] if V 6= W (12)
Using these, we can generalize the rewrite rule
above. The elimination of deterministic variable
Vi from a product of factors fj and deterministic
















We apply this in a variable elimination algo-
rithm with factor indexing (Alg. 2). It has the
same structure as Alg. 1, but is extended as fol-
lows:
• For a deterministic variable Vi, we store di
instead of 1Vi=di .
• To eliminate a deterministic variable Vi, we
use Eq. 13: we index all currently exist-
ing fj and dj factors over Vi by Vi=di, and
delete di itself.
• Not all deterministic variables are elimi-
nated like this: during the elimination of a
non-deterministic variable Vi, all determin-
istic factors over Vi have to be expanded to
their probabilistic representation. Also, for
a deterministic evidence variable, its factor
is expanded during initialization.
Algorithm 2: Variable elimination with
factor indexing. Next to the set of factors
fj , maintain a set of deterministic factors dj .
When eliminating a deterministic variable Vi
(for which di still exists), do not replace fac-
tors by their product but index them by di.
Note: in the absence of deterministic nodes,
the algorithm ‘degenerates’ to Alg. 1.
Input:
• Bayesian network w/deterministic nodes
(V, par, {cpd1, . . . , cpdm}, {dm+1, . . . , dn})
• evidence e (instantiation of E ⊂ V)
• query variables Q ⊂ V
Output: infQ,E(e) (a factor over Q)
W := V \ (Q ∪E)
foreach cpd j do fj := cpd j(e)
foreach dj do
if Vj ∈ E then
fj := 1Vj=dj (e)
else
dj := dj(e)
while W is not empty do
choose Vi ∈W for which the cost of
eliminate(Vi) is smallest
eliminate(Vi)
W := W \ {Vi}
infQ,E(e) := (
⊙{all remaining fj})⊙{
1Vj=dj all remaining dj
}
procedure eliminate(Vi)
if di exists then
foreach dj s.t. Vi ∈ dim(dj) do
dj := dj [Vi = di]
foreach fj s.t. Vi ∈ dim(fj) do




foreach dj s.t. Vi ∈ dim(dj) do
p := p 1Vj=dj
delete dj
foreach fj s.t. Vi ∈ dim(fj) do
p := p fj
delete fj
fi := ΣVip
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The used elimination heuristic is still the cost
of the next elimination step. However, the defi-
nition of this cost is also extended. If Vi has no
deterministic factor dj associated with it, the






Although space does not permit it here, a cor-








1Vj=dj all remaining dj
})
5 Empirical evaluation
We have implemented the factor algebra de-
scribed above in Python, using the package
NumPy which provides an n-dimensional ar-
ray and executes array operations using fast C
loops (not unlike MATLAB). The  operator
directly translates to NumPy’s array multipli-
cation, which can handle the situation where
the operands have different dimensions. Index-
ing an array with another array is supported in
NumPy as well.
We perform inference on 4 networks with de-
terministic nodes known from the Bayesian net-
work literature (the students network is from
the UAI’08 evaluation track). We also in-
vestigated 6 generated networks of 100 nodes,
with 30 root nodes and 70 nodes with 2 par-
ents (randomly chosen from earlier generated
nodes). Each node has randomly generated
probabilities; each of the 70 non-root nodes has
a chance of being deterministic, in which case
we randomly generate a deterministic function.
Each variable has the same domain; between
networks, we vary the domain size (2 or 4).
Also, we vary the fraction of deterministic nodes
(30%, 60%, 90% of the non-root nodes).
For each network, we take medians over 10
runs; in each run, we instantiate 10 randomly
chosen2 evidence variables e and choose one
2However, for students, we took the 9 easiest evidence
files from the UAI’08 evaluation.
random query variable Q. Then we use algo-
rithms Alg. 1 and Alg. 2 to generate a sym-
bolic expression (a plan) for infQ,E(e), i.e. we
execute them as a search phase as discussed
in Sect. 3. As it is completely implemented in
Python (without regard for speed), we do not
time this phase; its performance would severely
distort the overall timing results.
We record the cost of the generated plans, i.e.
the summed weight of all the intermediate fac-
tors. In the second phase, we evaluate the plans
and record the (wall clock) duration. The ex-
periments were performed on a machine with a
3GHz Intel Core2Duo processor and 2GB RAM.
Results are shown in Table 2: the factor in-
dexing technique provides speedups ranging up
to 16×. Expectations are confirmed that it
works best with a high fraction of determinis-
tic nodes and/or larger domain sizes. However,
we noticed that the variance in performance be-
tween runs can be high: we suspect that the cur-
rent heuristic can easily guide the algorithm in
the wrong way, and will investigate more robust
heuristics in the future.
6 Conclusions and future work
We propose a new variable elimination tech-
nique for exact inference on Bayesian networks,
in which deterministic variables are eliminated
not by summation but by a factor indexing op-
eration. We emphasize the role of factor alge-
bra, which enables (a) a concise definition of
the algorithm, (b) a straightforward correctness
proof, and (c) a model for defining an elimina-
tion order heuristic in terms of the cost of array
operations. Indeed, our updated heuristic has
little to do with the network’s graph structure
anymore; this is in line with common knowledge
that treewidth is not so important for highly de-
terministic networks.
A preliminary empirical evaluation shows
that the technique performs decently on real-
world networks (small speedups) and good on
randomly generated networks (speedups of 1–
16). We expect much room for improvement
here: first, by developing heuristics that take
into account the actual cost of performing
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Table 2: Experimental results. Numbers are median values over 10 random queries.
network # vars plan cost cost impr. eval. time (s) speedup
(det.) Alg. 1 Alg. 2 Alg. 1/Alg. 2 Alg. 1 Alg. 2 Alg. 1/Alg. 2
munin-1 189 (65) 278M 260M 1.00 6.94 7.91 0.935
munin-4 1041 (411) 23.3M 19.2M 1.22 0.481 0.382 1.25
diabetes 413 (24) 13.2M 13.1M 1.00 0.148 0.151 0.994
students 376 (304) 4.32M 14.7K 293 0.205 0.053 4.13
random-2-30 100 (±21) 16.3K 3.85K 2.91 0.0120 0.0106 1.15
random-2-60 100 (±42) 19.6K 2.47K 5.82 0.0121 0.0088 1.35
random-2-90 100 (±63) 14.6K 0.711K 15.0 0.0117 0.0064 1.90
random-4-30 100 (±21) 6.28M 2.38M 9.23 0.122 0.0536 5.38
random-4-60 100 (±42) 2.27M 49.0K 55.1 0.0504 0.0098 5.39
random-4-90 100 (±63) 4.41M 14.7K 257 0.0908 0.0065 16.3
the different array operations instead of the
size of the resulting array; second, by exploit-
ing low-level machine knowledge to decrease
these actual costs. For example, current CPUs
and GPUs often feature vectorized processing
modes, which we expect can be exploited for the
bulk array operations of probabilistic inference.
When used properly, this might outperform in-
ference techniques for determinism that cannot
be expressed as array operations, e.g. (Chavira
and Darwiche, 2008; Larkin and Dechter, 2003).
Furthermore, we argue that our technique has
much potential for combination with other in-
ference algorithms, e.g. with junction tree prop-
agation (Lauritzen and Spiegelhalter, 1988), re-
cursive conditioning (Darwiche, 2001) and fac-
tor decomposition techniques (Heckerman and
Breese, 1996; Vomlel, 2002; Dı´ez and Gala´n,
2003).
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Abstract
Bayesian networks with mixtures of truncated exponentials (MTEs) are gaining popularity
as a flexible modelling framework for hybrid domains. MTEs support efficient and exact
inference algorithms, but estimating an MTE from data has turned out to be a difficult
task. Current methods suffer from a considerable computational burden as well as the
inability to handle missing values in the training data. In this paper we describe an EM-
based algorithm for learning the maximum likelihood parameters of an MTE network when
confronted with incomplete data. In order to overcome the computational difficulties we
make certain distributional assumptions about the domain being modeled, thus focusing
on a subclass of the general class of MTE networks. Preliminary empirical results indicate
that the proposed method offers results that are inline with intuition.
1 Introduction
One of the major challenges when using prob-
abilistic graphical models for modeling hybrid
domains (domains containing both discrete and
continuous variables), is to find a representa-
tion of the joint distribution that support 1)
efficient algorithms for exact inference based on
local computations and 2) algorithms for learn-
ing the representation from data. In this paper
we will consider mixtures of truncated exponen-
tials (MTEs) (Moral et al., 2001) as a candi-
date framework. MTE distributions allow dis-
crete and continuous variables to be treated in
a uniform fashion, and it is well known that the
Shenoy-Shafer architecture (Shenoy and Shafer,
1990) can be used for exact inference in MTE
networks (Moral et al., 2001). Also, the expres-
sive power of MTEs was demonstrated in (Cobb
et al., 2006), where the most commonly used
marginal distributions were accurately approx-
imated by MTEs.
Algorithms for learning marginal and condi-
tional MTE distributions from complete data
have previously been proposed (Rumı´ et al.,
2006; Romero et al., 2006; Langseth et al., 2010;
Langseth et al., 2009). When faced with in-
complete data, (Ferna´ndez et al., 2010b) consid-
ered a data augmentation technique for learning
(tree augmented) naive MTE networks for re-
gression, but so far no attempt has been made
at learning the parameters of a general MTE
network.
In this paper we propose an EM-based algo-
rithm (Dempster et al., 1977) for learning MTE
networks from incomplete data. The general
problem of learning MTE networks (also with
complete data) is computationally very hard
(Langseth et al., 2009): Firstly, the sufficient
statistics of a dataset is the dataset itself, and
secondly, there are no known closed-form equa-
tions for finding the maximum likelihood (ML)
parameters. In order to circumvent these prob-
lems, we focus on domains, where the proba-
bility distributions mirror standard parametric
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families for which ML parameter estimators are
known to exist. This implies that instead of try-
ing to directly learn ML estimates for the MTE
distributions, we may consider the ML estima-
tors for the corresponding parametric families.
Hence, we define a generalized EM algorithm
that incorporates the following two observations
(corresponding to the M-step and the E-step,
respectively): i) Using the results of (Cobb et
al., 2006; Langseth et al., 2010) the domain-
assumed parametric distributions can be trans-
formed into MTE distributions. ii) Using the
MTE representation of the domain we can eval-
uate the expected sufficient statistics needed for
the ML estimators. For ease of presentation we
shall in this paper only consider domains with
multinomial, Gaussian, and logistic functions,
but, in principle, the proposed learning proce-
dure is not limited to these distribution fami-
lies. Note that for these types of domains exact
inference is not possible using the assumed dis-
tribution families.
The remainder of the paper is organized as
follows. In Section 2 we give a brief introduc-
tion to MTE distributions as well as rules for
transforming selected parametric distributions
to MTEs. In Section 3 we describe the pro-
posed algorithm, and in Section 4 we present
some preliminary experimental results. Finally,




Throughout this paper, random variables will
be denoted by capital letters, and their values
by lowercase letters. In the multi-dimensional
case, boldfaced characters will be used. The
domain of the variables X is denoted by ΩX .
The MTE model is defined by its corresponding
potential and density as follows (Moral et al.,
2001):
Definition 1. (MTE potential) Let W be a
mixed n-dimensional random vector. Let Z =
(Z1, . . . , Zd)T and Y = (Y1, . . . , Yc)T be the dis-
crete and continuous parts of W , respectively,
with c + d = n. We say that a function f :
ΩW 7→ R+0 is aMixture of Truncated Exponen-
tials potential if for each fixed value Z ∈ ΩZ of
the discrete variables Z, the potential over the
continuous variables Y is defined as:
f(y) = a0 +
m∑
i=1
ai exp {bTi y} , (1)
for all y ∈ ΩY, where ai ∈ R and bi ∈ Rc,
i = 1, . . . ,m. We also say that f is an MTE
potential if there is a partition D1, . . . ,Dk of ΩY
into hypercubes and in each Dℓ, f is defined as
in Eq. 1. An MTE potential is an MTE density
if it integrates to 1.
A conditional MTE density can be specified
by dividing the domain of the conditioning vari-
ables and specifying an MTE density for the
conditioned variable for each configuration of
splits of the conditioning variables. The follow-




if 0.4 ≤ x < 5, 0 ≤ y < 13 ,
1.18 − 1.16e0.0002y
if 0.4 ≤ x < 5, 13 ≤ y < 43 ,
0.07 − 0.03e−0.4y + 0.0001e0.0004y
if 5 ≤ x < 19, 0 ≤ y < 5 ,
−0.99 + 1.03e0.001y
if 5 ≤ x < 19, 5 ≤ y < 43 .
2.2 Translating standard distributions
to MTEs
In this section we will consider transformations
from selected parametric distributions to MTE
distributions.
2.2.1 The Multinomial Distribution
The conversion from a multinomial distribu-
tion into an MTE distribution is straightfor-
ward, since a multinomial distribution can be
seen as a special case of an MTE (Moral et al.,
2001).
2.2.2 The Conditional Linear Gaussian
Distribution
In (Cobb et al., 2006; Langseth et al., 2010)
methods are described for obtaining an MTE
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approximation of a (marginal) Gaussian distri-
bution. Common for both approaches is that
the split points used in the approximations de-
pend on the mean value of the distribution being
modeled. Consider now a variable X with con-
tinuous parents Y and assume that X follows a
conditional linear Gaussian distribution:1
X|Y = y ∼ N (µ = b+wTy, σ2).
In the conditional linear Gaussian distribu-
tion, the mean value is a weighted linear com-
bination of the continuous parents. This im-
plies that we cannot directly obtain an MTE
representation of the distribution by following
the procedures of (Cobb et al., 2006; Langseth
et al., 2010); each part of an MTE potential
has to be defined on a hypercube (see Defini-
tion 1), and the split points can therefore not
depend on any of the variables in the potential.
Instead we define an MTE approximation by
splitting ΩY into hypercubes D1, . . . ,Dk, and
specifying an MTE density for X for each of
the hypercubes. For hypercube Dl the mean of
the distribution is assumed to be constant, i.e.,
µl = b + w1midl1 + · · · + wjmidlj , where midli
denotes the midpoint of Yi in Dl (by defining
fixed upper and lower bounds on the ranges of
the continuous variables, the midpoints are al-
ways well-defined). Thus, finding an MTE rep-
resentation of the conditional linear Gaussian
distribution has been reduced to defining a par-
titioning D1, . . . ,Dk of ΩY and specifying an
MTE representation for a (marginal) Gaussian
distribution (with mean µl and variance σ2) for
each of the hypercubes Dl in the partitioning.
In the current implementation we define the
partitioning of ΩY based on equal-frequency
binning, and we use BIC-score (Schwarz, 1978)
to chose the number of bins. To obtain an MTE
representation of the (marginal) Gaussian dis-
tribution for each partition in ΩY we follow the
procedure of (Langseth et al., 2010); four MTE
candidates for the domain [−2.5, 2.5] are shown
in Figure 1 (no split points are being used, ex-
cept to define the boundary).
1For ease of exposition we will disregard any discrete
parent variables in the subsequent discussion, since they
will only serve to index the parameters of the function.








































Figure 1: MTE approximations with 5, 7, 9 and
11 exponential terms, respectively, for the trun-
cated standard Gaussian distribution with sup-
port [−2.5, 2.5]. It is difficult to visually distin-
guish the MTE and the Gaussian for the three
latter models.
Notice that the MTE density is only positive
within the interval [µ − 2.5σ, µ + 2.5σ] (con-
fer Figure 1), and it actually integrates up to
0.9876 in that region, which means that there is
a probability of 0.0124 of finding points outside
this interval. In order to avoid problems with 0
probabilities, we add tails covering the remain-
ing probability mass of 0.0124. More precisely,





1− ∫ 2.5σ0 exp{−x}dx) ,
and include the tail
φ(x) = c · exp {−(x− µ)} .
for the interval above x = µ+2.5σ in the MTE
specification. Similarly, a tail is also included
for the interval below x = µ− 2.5σ. The trans-















if µ− 2.5σ ≤ x ≤ µ+ 2.5σ,
c · exp {−(x− µ)} if x > µ− 2.5σ.
(2)
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2.2.3 The Logistic Function
The sigmoid function for a discrete variable
X with a single continuous parent Y is given by
P (X = 1 | Y ) = 1
1 + exp{b+ wy} .
(Cobb and Shenoy, 2006) propose an 4-piece
1-term MTE representation for this function:
P (X = 1 | Y = y)
=

0 if y < 5−bw ,
a10 + a
1
1(b, w) exp{b1w(y − b(w + 1))}





1(b, w) exp{b2w(y − b(w + 1))}
if b
′
w < y ≤ −5−bw , 1 if y > −5−bw ,
(3)
where ak0 and b
1, b2 are constants and a11(b, w)
and a21(b, w) are derived from b and w. Note
that the MTE representation is 0 or 1 if y <
(5 − b)/w or y > (−5 − b)/w, respectively.
The representation can therefore be inconsistent
with the data (i.e., we may have data cases with
probability 0), and we therefore replace the 0
and 1 with ǫ and 1−ǫ, where ǫ is a small positive
number. (ǫ = 0.01 was used in the experiments
reported in Section 4.)
In the general case, where X has continuous
parents Y = {Y1, . . . , Yj} and discrete parents
Z = {Z1, . . . , Zk}, then for each configuration
z of Z, the conditional distribution of X given
Y is given by
P (X = 1 | Y = y,Z = z) =
1




With more than one continuous variable as
argument, the logistic function cannot easily be
represented by an MTE having the same struc-
ture as in Equation 3. The problem is that the
split points would then be (linear) functions of
at least one of the continuous variables, which
is not consistent with the MTE framework (see
Definition 1). Instead we follow the same proce-
dure as for the conditional linear Gaussian dis-
tribution: for each of the continuous variables
in Y ′ = {Y2, . . . Yj}, split the variable Yi into a
finite set of intervals and use the midpoint of the
lth interval to represent Yi in that interval. The
intervals for the variables in Y ′ define a parti-
tioning D1, . . . ,Dk of ΩY ′ into hypercubes, and
for each of these partitions we apply Equation 3.
That is, for partition Dl we get
P (X = 1 | y,z) = 1
1 + exp{b′ +w1y1} ,






l . In the current im-
plementation Y1 is chosen arbitrarily from Y ,
and the partitioning of the state space of the
parent variables is performed as for the condi-
tional linear Gaussian distribution.
3 The General Algorithm
As previously mentioned, deriving an EM al-
gorithm for general MTE networks is compu-
tationally hard because the sufficient statistics
of the dataset is the dataset itself and there is
no closed-form solution for estimating the maxi-
mum likelihood parameters. To overcome these
computational difficulties we will instead focus
on a subclass of MTE networks, where the con-
ditional probability distributions in the network
mirror selected distributional families. By con-
sidering this subclass of MTE networks we can
derive a generalized EM algorithm, where the
updating rules can be specified in closed form.
To be more specific, assume that we have
an MTE network for a certain domain, where
the conditional probability distributions in the
domain mirror traditional parametric families
with known ML-based updating rules. Based on
the MTE network we can calculate the expected
sufficient statistics required by these rules (the
E-step) and by using the transformations de-
scribed in Section 2.2 we can in turn update
the distributions in the MTE network.
The overall learning algorithm is detailed in
Algorithm 1, where the domain in question is
represented by the model B. Note that in or-
der to exemplify the procedure we only consider
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the multinomial distribution, the Gaussian dis-
tribution, and the logistic distribution. The al-
gorithm is, however, easily extended to other
distribution classes.
Algorithm 1: An EM algorithm for learn-
ing MTE networks from incomplete data.
Input: A parameterized model B over
X1, . . . ,Xn, and an incomplete
database D of cases over
X1, . . . ,Xn.
Output: An MTE network B′.
Initialize the parameter estimates θˆB1
randomly.
repeat2
Using the current parameter estimates3
θˆB, represent B as an MTE network B′
(see Section 2.2).
(E-step) Calculate the expected4
sufficient statistics required by the
M-step using B′.
(M-step) Use the result of the E-step5
to calculate new ML parameter




3.1 The EM algorithm
The transformation rules for the conditional lin-
ear Gaussian distribution, the multinomial dis-
tribution, and the logistic distribution are given
in Section 2.2. In order to complete the specifi-
cation of the algorithm, we therefore only need
to define the E-step and the M-step for the three
types of distributions being considered.
3.1.1 The M-step
Given a database of cases D = {d1, . . . ,dN}
we derive the updating rules based on the ex-










E[log f(Xj | pa(Xj)) | di] .
The updating rules for the parameters for the
multinomial distribution and the Gaussian dis-
tribution are well-known and can be found in
Appendix A (see (Ferna´ndez et al., 2010a) for a
derivation).
A closed form solution does not exist for the
weight vector for the logistic function, and in-
stead one typically resorts to numerical opti-
mization such as gradient ascent for maximiz-
ing Q. To ease notation, we shall consider the
variable Xj with discrete parents Zj and con-
tinuous parents Y j (we drop indexes for the
parents whenever those are clear from the con-
text). Also, we use w¯z,j = [wTz,j, bz,j]
T and
y¯ = [yT, 1]T, in which case the gradient ascent
updating rule can be expressed as










P (z | di)
[ ∫
y
P (xj = 1, y¯ | di,z)
gz,xj=1(y¯)y¯dy−∫
y
P (xj = 0, y¯ | di,z)gz,xj=0(y¯)y¯dy
]
.
In order to find the partial derivative we need
to evaluate two integrals. However, the com-
bination of the MTE potential P (xj , y¯ | di,z)
and the logistic function gz,xj(y¯) makes these
integrals difficult to evaluate. In order to avoid
this problem we use the MTE representation of
the logistic function specified in Section 2.2.3,
which allows the integrals to be calculated in
closed form.
3.1.2 The E-step
In order to perform the updating in the M-
step we need to calculate the following expecta-
tions (see Appendix A):
• E(Xj | di,z)
• E(XjY¯ | di,z)
• E(Y¯ Y¯ T | di,z)
• E
[
(Xj − l¯Tz,jY¯ )2 | di,z
]
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All the expectations can be calculated ana-
lytically (see Appendix B). The main point to
notice in the calculations is that rather than cal-
culating e.g. E(Y¯ Y¯ T | di,z) directly we instead
consider each of the components E(YjYk | di,z)
in the matrix individually.
4 Experimental results
In order to evaluate the proposed learning
method we have generated data from the Crops
network (Murphy, 1999). We sampled six com-
plete datasets containing 50, 100, 500, 1000,
5000, and 10000 cases, respectively, and for
each of the datasets we generated three other
datasets with 5%, 10%, and 15% missing data
(the data is missing completely at random (Lit-
tle and Rubin, 1987)), giving a total of 24 train-
ing datasets. The actual data generation was




Figure 2: The Crops network.
For comparison, we have also learned baseline
models using WinBUGS. However, since Win-
BUGS does not support learning of multinomial
distributions from incomplete data we have re-
moved all cases where Subsidize is missing from
the datasets.
The learning results are shown in Table 1,
which lists the average (per observation) log-
likelihood of the model wrt. a test-dataset con-
sisting of 15000 cases (and defined separately
from the training datasets). From the table we
see the expected behaviour: As the size of the
training data increases, the models tend to get
better; as the fraction of the data that is missing
increases, the learned models tend to get worse.
The results also show how WinBUGS in gen-
eral outperforms the algorithm we propose in
this paper. We believe that one of the rea-
sons is the way we approximate the tails of the
Gaussian distribution in Eq. 2. As the tails are
thicker than the actual Gaussian tails, the like-
lihood is lower in the central parts of the distri-
bution, where most of the samples potentially
concentrate. Another possible reason is the way
in which we approximate the CLG distribution.
Recall that when splitting the domain of the
parent variable, we take the average data point
in each split to represent the parent, instead
of using the actual value. This approximation
tends to give an increase in the estimate of the
conditional variance, as the approximated dis-
tribution needs to cover all the training samples.
Obviously, this will later harm the average pre-
dictive log likelihood. Two possible solution to
this problem are i) to increase the number of
splits, or ii) to use dynamic discretization to
determine the optimal way to split the parent’s
domain. However, both solutions come with a
cost in terms of increased computational com-
plexity, and we consider the tradeoff between
accuracy and computational cost as an inter-
esting topic for future research.
The algorithm has been implemented in
Elvira (Elvira Consortium, 2002) and the soft-
ware, the datasets used in the experiments, and
the WinBUGS specifications are all available
from http://elvira.ual.es/MTE-EM.html.
5 Conclusion
In this paper we have proposed an EM-based
algorithm for learning MTE networks from in-
complete data. In order to overcome the com-
putational difficulties of learning MTE distribu-
tions, we focus on a subclass of the MTE net-
works, where the distributions are assumed to
mirror known parametric families. This sub-
class supports a computationally efficient EM
algorithm. Preliminary empirical results indi-
cate that the method learns as expected, al-
though not as well as WinBUGS. In particular,
our method seems to struggle when the por-
tion of the the data that is missing increases.
We have proposed some remedial actions to this
problem that we will investigate further.
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ELVIRA WINBUGS
No. Cases Percentage of missing data Percentage of missing data
0% 5 % 10% 15% 0% 5 % 10% 15%
50 -3.8112 -3.7723 -3.8982 -3.8553 -3.7800 -3.7982 -3.7431 -3.6861
100 -3.7569 -3.7228 -3.9502 -3.9180 -3.7048 -3.7091 -3.7485 -3.7529
500 -3.6452 -3.6987 -3.7972 -3.8719 -3.6272 -3.6258 -3.6380 -3.6295
1 000 -3.6325 -3.7271 -3.8146 -3.8491 -3.6174 -3.6181 -3.6169 -3.6179
5 000 -3.6240 -3.6414 -3.8056 -3.9254 -3.6136 -3.6141 -3.6132 -3.6144
10 000 -3.6316 -3.6541 -3.7910 -3.8841 -3.6130 -3.6131 -3.6131 -3.6135
Table 1: The average log-likelihood for the learned models, calculated per observation on a separate
test set.
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A Updating rules
The updating rules for the parameters for the
multinomial distribution (i.e., θj,k,z = P (Xj =
k|Z = z)) and the conditional linear Gaus-
sian distribution (i.e., Xj |Z = z,Y = y ∼






























P (Xj = k,Z = z | di)
B Expected sufficient statistics
To illustrate the calculation of the expected suf-
ficient statistics we consider the calculation of
E
[





(Xj−l¯Tz,jY¯ )2 | di
]
= E[X2j | di]−
2¯lTz,jE[XjY¯ | di] + E[(¯lTz,jY¯ )2 | di]
For the second component in the summation
we need to calculate a vector of expectations,
where the kth element is E[XjYk | di]. By let-
ting the ranges of Xj and Yk be [xa, xb] and
[ya, yb] (dropping the j and k indices for sim-
plicity), respectively, it is easy to show that the
expectation can be calculated on closed form:
E [XjYi | di] = a04 (y
2











cjxaexp{cjxa}+ exp{cjxb} − cjxbexp{cjxb}
)
.
For E[X2j | di] and E
[
(¯lTz,jY¯ )2 | di
]
the cal-
culations are similar; for the latter it im-
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         







         


       
        
    





















           
         
       





















        
        
 
     



















        
      
     
      
     











      




    


         
     


    

 
       
      
      
      
  
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      
 
        
  
   

      
      
      
      
      
      
      

          
 
    
   
 

      
      
      
      
      
      
      


       
        
       
         
       
        

       
      
    
   
       
       
        
         
        
        
         
        
       
   
       
     
           
              
     
       
       
       
      
         
        
    
   
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    
        
 















       














      
       
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        
     
     
       
      
 

       
      
     
       
  

      
      
   
    
       
     
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     
    
       
      
      
    
  
       
  
       
   
        
     
     
      


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Abstract
We consider the problem of identifying the causal relationships among a set of variables in the
presence of both feedback loops and unmeasured confounders. This is a challenging task which,
for full identification, typically requires the use of randomized experiments. For linear systems,
Eberhardt et al (2010) recently provided a procedure for integrating data from several experiments,
and gave a corresponding, but demanding, identifiability condition. In this paper we (i) charac-
terize the underdetermination of the model when the identifiability condition is not fully satisfied,
(ii) show that their algorithm is complete with regard to the search space and the assumptions, and
(iii) extend the procedure to incorporate the common assumption of faithfulness, and any prior
knowledge. The resulting method typically resolves much additional structure and often yields
full identification with many fewer experiments. We demonstrate our procedure using simulated
data, and apply it to the protein signaling dataset of Sachs et al (2005).
1 Introduction
Researchers are frequently interested in discovering
the causal relationships among some given set of
variables under study. Such relationships are often
represented as directed graphs, in which the vari-
ables constitute the nodes of the graph, and a di-
rected edge from one variable xi to another vari-
able x j indicates that xi is a direct cause of x j rel-
ative to that set of variables. Since causal rela-
tions are not directly observable they must be in-
ferred from available experimental or passive obser-
vational data. Several algorithms have been devel-
oped that discover as much as possible about such
causal relations from passive observational data.
One of the diﬃculties these algorithms confront is
the almost inevitable underdetermination of the true
causal structure. This problem is exacerbated when
there are unmeasured (latent) common causes of
the set of variables under consideration, or when
there are feedback loops. Consequently, constraints
are typically placed on the search space the algo-
rithms consider: The ‘FCI’ algorithm (Spirtes et
al., 2000) only considers acyclic causal structures
but allows latent variables, while the ‘CCD’ algo-
rithm of Richardson (1996) can handle cyclic causal
systems but does not allow for latents. Even with
these restrictions, both algorithms can at best return
equivalence classes of causal graphs.
Thus, it is common to turn to experimental data.
While randomized experiments break confounding
and feedback loops, they pose diﬀerent challenges.
Given that experiments are often costly, how can
we identify the causal structure from as few ex-
periments as possible? How can we integrate the
data from several existing experiments to yield as
much information as possible about the causal re-
lationships among the variables? In this paper, we
show how to eﬃciently perform such causal discov-
ery in linear models from a combination of obser-
vational and experimental data, while allowing both
feedback loops and confounding hidden variables.
We consider a standard class of models known as
linear non-recursive structural equation models with
correlated disturbances (Bollen, 1989). Specifically,
let V = {x1, . . . , xN} denote the set of observed vari-
ables. Arranging these variables into the vector x,
the linear model is given by
x := Bx + e, (1)
where each element b ji of B gives the direct ef-
fect from xi to x j, also denoted b(xi → x j), and
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(a) (b)
Figure 1: (a) Example model. (b) Manipulated
model, corresponding to an experiment (Jm,Um)
where Jm = {x1, x3} and Um = {x2, x4}. Disturbance
variables are not shown.
the random vector e contains zero-mean disturbance
(error) variables with a covariance matrix Σe =
E{eeT }. An example model is given in Figure 1a.
An experiment Em = (Jm,Um) divides V into two
mutually exclusive and exhaustive sets Jm and Um.
Jm contains the variables subject to an intervention
in Em and Um contains the variables that are pas-
sively observed in that experiment. In such an ex-
periment, all variables xi ∈ Jm are independently
and simultaneously randomized. In terms of the di-
rected graph, this is represented by cutting all edges
into any such variable (Pearl, 2000). In terms of
the parameters, we thus have a manipulated model
(Bm,Σme ), where Bm is equal to B except that all
rows corresponding to such randomized variables
are set to zero, and Σme equals Σe but with all rows
and columns corresponding to randomized variables
set to zero, except for the corresponding diagonal
element which is set to equal one due to the fixed
variance of the randomization. See Figure 1b.
If the variables cannot be ordered such that the
corresponding B is lower-triangular we have a truly
non-recursive system that cannot be represented as
a directed acyclic graph (DAG). If Σe has non-zero
oﬀ-diagonal entries the system is said to exhibit
confounding due to latent variables. In each ex-
periment Em the data are generated such that a ran-
dom sample of disturbance vectors e are drawn with
(manipulated) covariance Σme , and we observe the
vectors x (and hence their covariance Σmx ) generated
(at equilibrium) from the model with (manipulated)
coeﬃcient matrix Bm. For the feedback system to
reach equilibrium, the absolute values of all eigen-
values of Bm must be smaller than one.1 A passive
observational dataset is obtained in an ‘experiment’
in which Jm = ∅ and Um = V.
In an experiment in which xi ∈ Jm and x j ∈
Um, the experimental eﬀect of xi on x j, denoted
t(xi￿x j || Jm), is defined as the covariance of xi and
x j in this experiment, i.e. Σmx [i, j]. This is equal to
the sum of the strenghts of all uncut directed paths
from xi to x j, where the strength of a path is simply
the product of the edge coeﬃcients (direct eﬀects)
on that path.2
Our task is to devise a sequence of experiments
(E1, . . . ,EM), and corresponding estimation proce-
dure, that fully identifies the parameter matrices B
and Σe, in the sense that the estimates are consistent
(converge to the true values in the infinite sample
limit). Alternatively or in addition, for a fixed set of
experiments one would like to recover as many as
possible of these parameters. Note that if all but
one variable is randomized in an experiment (i.e.
Jm = V \ {x j}) one can consistently estimate all
direct eﬀects b(xi → x j), ∀i ￿ j, since in this
experiment the direct eﬀects equal the experimen-
tal eﬀects. Thus one solution to identify B con-
sists of M = N such experiments each interven-
ing on N − 1 variables. If in addition a passive
observational dataset were available, one can ob-
tain a consistent estimate of Σe from the identity
Σx = (I − B)−1Σe(I − B)−T , where Σx is the co-
variance of x in a passive observational dataset.
Can we get by with fewer experiments? Recently,
Eberhardt et al (2010) provided a procedure that
identifies the full matrix B if and only if the follow-
ing pair condition holds for each ordered variable
pair (xi, x j) ∈ V × V, with i ￿ j: there is an ex-
periment Em = (Jm,Um) in the sequence in which
xi ∈ Jm and x j ∈ Um.
1As in (Eberhardt et al., 2010) we assume that this condition
is satisfied for all possible manipulations of the B-matrix.
2Note that this sum has an infinite number of terms when
the model is cyclic.
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However, several questions were left unanswered
in their study. First, if the pair condition is not sat-
isfied for all ordered pairs, which direct eﬀects are
identified and which are not? Second, is it possible
that some alternative procedure might identify the
full model even when for some pairs the condition
is not satisfied? Finally, satisfying the pair condition
for all ordered pairs is a very high bar for the identi-
fiability of the underlying causal structure, as it re-
quires that each variable must be subject to at least
one intervention at some point in the sequence of
experiments. For any observed variable that is not
subject to an intervention their algorithm can only
discover the causal structure marginalized over that
variable. Thus, can we make use of prior knowl-
edge when available, or strengthen some of the as-
sumptions, to avoid requiring the pair condition for
all pairs? We answer these three questions in Sec-
tions 2–4, respectively. Then, in Section 5, we de-
scribe a simple adaptive procedure for selecting the
sequence of experiments, while providing simula-
tions in Section 6 and an application to the protein
signaling dataset of Sachs et al (2005) in Section 7.
Conclusions are given in Section 8.
2 Characterization of underdetermination
Eberhardt et al (2010) showed that if the pair con-
dition (see Section 1) is not satisfied for all or-
dered pairs then their estimation procedure leaves
some total eﬀects undetermined, and hence some
elements of the direct eﬀects matrix B are unde-
termined as well. They then suggested a numerical
heuristic to identify the set of edges that are not yet
determined. Here we show how, using an alterna-
tive formulation of the procedure, we obtain a char-
acterization of the remaining underdetermination in
the direct eﬀects.
From an experiment Em = (Jm,Um), with xi ∈ Jm
and x j ∈ Um, Eberhardt et at (2010) showed that one
can derive linear constraints on the total eﬀects en-
tailed by the model. For the purposes of the present
paper, it is much more useful to work with the direct
eﬀects. We can similarly derive the following linear
constraints expressing the experimental eﬀects as a
linear sum of direct eﬀects:
t(xi￿x j || Jm) =
￿
xk∈Um\x j
t(xi￿xk || Jm) b(xk → x j)
+ b(xi → x j) (2)
For instance, for the experiment of Figure 1b, with
i = 3 and j = 4, we get t(x3￿x4 || Jm) =
t(x3￿x2 || Jm)b(x2 → x4) + b(x3 → x4), which is
easily verified. This equation holds for cyclic as
well as acyclic systems, and derives from the def-
inition of the experimental eﬀect from xi to x j (see
Section 1). When grouping all directed paths from
xi to x j according to the final edge into x j, each
such group represents another experimental eﬀect
obtainable from Em. Note that the experimental ef-
fects t(xi￿x j || Jm) and t(xi￿xk || Jm) are numerical
quantities estimated from the experiments, and the
unknowns are the direct eﬀects b(xk → x j), ∀xk ∈
Um \ x j, and b(xi → x j).
This alternative representation immediately lends
itself to the identification of the underdetermination
in the direct eﬀects. All linear equations of the form
of equation 2 can be written into a matrix equation
Kb = k, where the unknown vector b groups the
elements of the unknown matrix B. A given element
of b (and hence of B) is undetermined if and only
if that element is involved in the nullspace of the
constraint matrix K.
The above characterization does not provide
much of an understanding of the underdetermina-
tion in terms of the graph structure. Nevertheless,
consider the following. Any direct eﬀects b( • →
x j) into x j are only constrained by experiments in
which x j ∈ Um. That is, the direct eﬀects occur only
in constraints of this type and there is only one (lin-
early independent) such constraint for each ordered
pair (•, x j) that the pair condition is satisfied for.
Thus, in the general case, when the pair condition
is not satisfied for a particular pair (xi, x j) then the
entire j:th row of B is undetermined. Conversely,
since the direct eﬀects into x j are the only direct
eﬀects that enter into these types of constraints, it
follows that if the pair condition is satisfied for all
pairs (•, x j), then n−1 constraints can be determined
and the row in B specifying the direct eﬀects into x j
is fully identified. Hence, to guarantee the identifi-
ability of a given direct eﬀect b(xi → x j), it is nec-
essary to satisfy the pair condition for all ordered
pairs (xk, x j) with k ￿ j. Note that in particular
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graphs it may be possible to identify a direct eﬀect
b(xi → x j) even when the above condition is not
true. In all cases, our code package provides the
user with an explicit characterization of which co-
eﬃcients are determined and which are not, given
the results of any provided set of experiments.
3 Completeness of the procedure
An important question concerns whether the pro-
cedure introduced by Eberhardt et al (2010) fully
exploits all the available data. Each experiment
Em = (Jm,Um) supplies a data covariance matrix
Σmx , in which each entry Σ
m
x [i, j] specifies the co-
variance between xi and x j in the experiment Em.
The procedure as described (and the related pair
condition theorem the authors gave) is based ex-
clusively on constraints due to the experimental ef-
fects t(xi￿x j || Jm) = Σmx [i, j] where xi ∈ Jm and
x j ∈ Um. These covariances only constitute part
of the information contained in a data convariance
matrix Σmx . In particular, the covariances between
non-intervened variables, Σmx [ j, k] with x j, xk ∈ Um,
were not utilized at all.3 It is tempting to think
that this additional source of information could pro-
vide further leverage to identify the causal structure,
and thereby reduce the demands for identifiability.
However, we have the following negative result:
Lemma 1. Let the true model generating the data
be (B,Σe). For each of the experiments (Em)m=1,...,M
the obtained data covariance matrix is Σmx . If there
is a direct eﬀects matrix ￿B ￿ B such that for all
(Em)m=1,...,M and all xi ∈ Jm and x j ∈ Um it produces
the same experimental eﬀects t(xi￿x j || Jm), then
the model (￿B,￿Σe) with ￿Σe = (I − ￿B)(I − B)−1Σe(I −
B)−T (I−￿B)T has data covariance matrices￿Σmx = Σmx
for all m = 1, ..., M.
Proof. The proofs for all results given in this paper
are provided in online supplementary material at:
http://cs.helsinki.fi/u/ajhyttin/exp/
When B is underdetermined Lemma 1 constitutes
a constructive proof that any measure of the co-
variance between two non-intervened variables pro-
vides no additional help with the identifiability of
3Obviously, when two variables are both in Jm, then the co-
variance between them in that experiment is zero by assump-
tion, since simultaneous interventions are assumed to make the
intervened variables independent.
B in the model space considered in (Eberhardt et
al., 2010). Intuitively, this result is a consequence
of the dependence of the covariances between non-
intervened variables on the model’s disturbance co-
variance matrix Σe. The additional (n2 + n)/2 un-
known parameters of Σe swamp the gains these co-
variance measures provide. Lemma 1 implies that
the pair condition theorem can be strengthened to
state that the method of Eberhardt et al. (2010) is
complete with regard to the information contained
in the data covariance matrices for the search space
they consider.
Theorem 1 (Completeness Theorem). Given the
data covariance matrices from a sequence of exper-
iments (Em)m=1,...,M over the variables in V, all di-
rect eﬀects b(xi → x j) are identified if and only if
the pair condition is satisfied for all ordered pairs
of variables w.r.t. these experiments.4
However, measures of the covariances between
non-intervened variables are necessary to identify
the disturbance covariance matrixΣe (specifying the
latent variables). In the original procedure Σe was
determined using measurements from an additional
passive observational dataset (with Jm = ∅). It can
be shown that a much weaker condition, similar to
the pair condition for experimental eﬀects, is neces-
sary and suﬃcient for the identification of Σe, if B is
already determined. We can thus state the following
general theorem of model identifiability:
Theorem 2 (Model Identifiability Theorem). Given
a sequence of experiments (Em)m=1,...,M over the
variables in V the model (B,Σe) is fully identified if
and only if for each ordered pair of variables (xi, x j)
there is an experiment Eb = (Jb,Ub) with xi ∈ Jb
and x j ∈ Ub and another experiment Ee = (Je,Ue)
with xi, x j ∈ Ue.
Thus, the good news is that the algorithm given
by (Eberhardt et al., 2010) does as well as it possibly
could with regard to identifiability. The bad news is
that the generality of its search space implies that
the conditions for identifiability are very demand-
ing. Hence, in the following section we consider
how the use of background knowledge or an addi-
tional assumption of faithfulness can help.
4Note the inevitable limitation of identifiability with regard
to self-loops discussed in (Eberhardt et al., 2010).
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4 The faithfulness assumption
When two variables are independent one commonly
assumes that they are not causally connected. How-
ever, this assumption is non-trivial, since it pre-
cludes, for example, cases where two variables are
connected by two separate pathways that exactly
cancel each other out. The two variables are then
probabilistically independent, while they are still
causally connected by a directed path.
For instance, in the model of Figure 2a, in an
experiment where x1 is randomized, and x2 and x3
are (passively) observed, x1 and x3 would be found
marginally independent, but dependent conditional
on x2. Such an observation could have many possi-
ble alternative explanations, two of which are shown
in Figures 2b and 2c. In such cases scientists do of-
ten make the assumption that an absence of a cor-
relation is an indication of the absence of a causal
connection, and hence favor explanations (b) and (c)
over (a). In this section we introduce inference rules
that take advantage of this intuition.
The structure of a model entails certain marginal
and conditional independencies in the resulting dis-
tribution; these are characterized by the Markov
condition, and Spirtes (1995) has shown that the fa-
miliar concept of d-separation specifies all and only
the independencies entailed in all linear structural
equation models, including cyclic (non-recursive)
models. The intuition given above is then formal-
ized in the faithfulness assumption, which states that
all independencies in the population distribution are
derived from the structure of the graph, rather than
specific parameter values (Spirtes et al., 2000; Pearl,
2000).
For maximum generality, the algorithm in (Eber-
hardt et al., 2010) did not use the assumption of
faithfulness. However, given the demanding iden-
tifiability conditions (see Section 1), it is worth in-
vestigating whether faithfulness might add substan-
tial benefit when the pair condition is not satisfied
for all ordered pairs of variables.
In general, causal discovery based on faithfulness
proceeds in two steps. First, independence tests are
used to detect the absence of edges between pairs of
variables. Subsequently, the detected absences are
used to ‘orient’ as many as possible of the remaining
edges. We here employ an analogous approach.
(a) ￿￿￿￿x1 a ￿￿
−ab
￿￿￿￿￿x2 b ￿￿ ￿￿￿x3









￿￿￿￿x1 ￿￿ ￿￿￿x2 ￿￿￿￿x3
Figure 2: Example graphs. In (c) u is unmeasured.
First, we rely on the fact that if, in any experi-
ment Em = (Jm,Um), two non-intervened variables
xi, x j ∈ Um are marginally or conditionally indepen-
dent (with any conditioning set not including xi and
x j), then by faithfulness b(xi → x j) = b(x j → xi) =
Σe[i, j] = 0. Similarly, if xi ∈ Jm and x j ∈ Um
are found marginally or conditionally independent,
faithfulness requires that b(xi → x j) = 0. (Note that
while independencies imply the absence of edges,
dependencies do not necessarily imply the presence
of any edge between a given pair of edges.) In our
implementation we run the statistically and compu-
tationally eﬃcient schedule of independence tests
suggested by the PC-algorithm (Spirtes et al., 2000)
on the data from each experiment separately. Al-
thought PC is designed for a diﬀerent search space,
any indepencies found are usable in our procedure
as well. Any obtained constraints are termed skele-
ton constraints.
The orientation rules of the second step of the in-
ference are more intricate. We cannot simply adopt
the orientation rules from existing constraint-based
algorithms since they only provide orientation rules
for search spaces where the true causal structure
either contains latent variables but no cycles (FCI,
(Spirtes et al., 2000)) or contains cycles but no la-
tent variables (CCD, (Richardson, 1996)). Since our
model space contains both latent variables and cy-
cles, and we have the advantage of experiments, dif-
ferent orientation rules are required. We employ the
following two rules that take advantage of the ori-
entation supplied by interventions. Any constraints
thus obtained are termed orientation constraints:
(1) If in a given experiment we have xi ∈ Jm
and x j, xk ∈ Um, and t(xi￿x j || Jm) ￿ 0 but
t(xi￿xk || Jm) = 0, then b(x j → xk) = 0 by faithful-
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ness. For instance, in the model of Figure 1a, in an
experiment with Jm = {x3}, we see an experimental
eﬀect from x3 to x2, but no experimental eﬀect from
x3 to x1. We would thus infer that b(x2 → x1) = 0.
Similarly we would infer that b(x4 → x1) = 0. This
rule is sound because by the antecedent there is a
directed path from xi to x j so that, were there a non-
zero direct eﬀect b(x j → xk) it would follow that
there would be a directed path from xi to xk, which
for a faithful model would imply a non-zero experi-
mental eﬀect of xi on xk.
(2) Again, if we have xi ∈ Jm and x j, xk ∈ Um,
and observe t(xi￿x j || Jm) ￿ 0, and in addition xi
is conditionally independent of xk given x j, then we
infer that b(xk → x j) = 0 and Σe[ j, k] = 0. The rule
is correct under faithfulness because we must have
a directed path from xi to x j, so if there existed a
direct eﬀect from xk to x j (or a confounder between
the two) by faithfulness this would cause a depen-
dence between xi and xk when conditioned on the
collider x j.
Since all the new constraints are (trivially) linear
in the direct eﬀects, they can be directly added to
the set of constraints on the direct eﬀects given by
the experimental eﬀects described in Section 2. The
combined system can then be solved and the under-
determination characterized as before.
We note that the above rules clearly do not
exhaust the inferences that could (potentially) be
drawn by faithfulness. It is an open (and intrigu-
ing!) problem to devise a set of complete rules for
causally insuﬃcient, cyclic discovery.
Finally, if by domain knowledge we are guaran-
teed that xi does not have a direct eﬀect on x j (with
respect to V), then we may naturally add the con-
straint b(xi → x j) = 0. Such prior knowledge may
be particularly useful for dense graphs or models
which are close to unfaithful, when the faithfulness
rules would not apply or would be unreliable.
5 Adaptive selection of experiments
While the form of the constraints obtained from the
experimental eﬀects (given in Section 2) can be pre-
dicted ahead of performing the experiments, con-
straints due to faithfulness come as an unexpected
‘bonus’: We cannot know ahead of time which inde-
pendencies will be uncovered. Hence, to minimize
the total number of experiments, one must react and
adapt the sequence to newly discovered constraints.
We have found that a simple greedy selection pro-
cedure works well. As in the original procedure of
Eberhardt et al (2010), we keep a list of which or-
dered pairs have the pair condition satisfied. How-
ever, in addition to pairs satisfied purely on the ba-
sis of the choice of previous experiments Em, we
also treat any pair (xi, x j) as if it is satisfied when-
ever, using the characterization of underdetermina-
tion in Section 2, the coeﬃcient b(xi → x j) is de-
termined. This includes both coeﬃcients directly
determined by background knowledge or our faith-
fulness rules, as well as coeﬃcients indirectly deter-
mined by the collection of all existing constraints.
The next experiment is selected such that we maxi-
mize the number of ordered pairs for which the pair
condition is guaranteed to be satisfied after the ex-
periment, arbitrarily breaking ties. In the following
simulations, we demonstrate that, for sparse graphs,
this is an eﬀective selection protocol.
6 Simulations
In this section, we describe a set of simulations on
random graphs that we used to investigate the power
provided by the faithfulness assumption.5
We generated a large number of random graphs
over 10 variables, with sparsity ranging from zero
edges up to 60 edges (out of 135 possible, count-
ing both direct and confounding edges). The coef-
ficients were drawn uniformly from [0.3, 0.8] with
random sign, and stability was examined by check-
ing the eigenvalues of the resulting B.
First, we study the theoretical limit behavior (in-
finite sample limit) of our procedure. In Figure 3a,
we plot the average number of experiments needed
to completely identify the model, as a function of
the underlying model sparsity and the number of in-
terventions per experiment. For one intervention per
experiment (left panel), in the absence of faithful-
ness rules the full 10 experiments are needed regard-
less of sparsity, while for relatively sparse graphs on
average a few experiments can be saved by utiliz-
ing faithfulness. When intervening on three vari-
ables per experiment (right panel), 7 experiments
5We encourage the interested reader to try out the method.
A complete implementation (reproducing all the simulations) is
available at: http://cs.helsinki.fi/u/ajhyttin/exp/
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are needed in the basic case to satisfy the pair con-
dition for all pairs, and significant savings can be
obtained when using the faithfulness assumption.
Meanwhile, Figure 3b shows the number of ordered
pairs (a lower bound of the rank of the constraint
matrix) satisfied after only three experiments, as a
function of sparsity. It can be seen that for sparse
graphs, most of the structure of the graph has al-
ready been discovered at this stage of the sequence
of experiments.
Second, we look at finite sample behavior. Fig-
ure 4 shows the number of experiments used, as well
as the resulting accuracy (linear correlation between
estimated and true coeﬃcients). In each experiment,
10,000 samples were used. We note the following:
To guarantee high accuracy in dense graphs, the pair
condition must be satisfied for all pairs based on
the experimental setup alone (as in the ‘no faithful-
ness’ procedure). However, when the true model is
sparse, significant savings in terms of the number
of experiments are possible. Especially when inter-
vening on several variables in each experiment, the
full model is typically identified with high accuracy
in just 4 experiments. Accuracy drops markedly for
dense graphs, as the number and size of possible
conditioning sets is so large that inevitably some de-
pendent variables are mistakenly inferred to be in-
dependent, yielding large errors. These erroneous
inferences cause the number of experiments to stay
roughly constant as a function of the number of
edges in the graph, in marked contrast to the infi-
nite sample limit of Figure 3a.
7 Application to flow cytometry data
Finally, we applied the algorithm (with the faithful-
ness rules) to the flow cytometry data of Sachs et al
(2005). In this data set only 4 of the 11 measured
variables were manipulated with no changes made
to the background conditions, see (Eberhardt et al,
2010) for details. This meant that the pair condition
was satisfied for only 40 ordered pairs out of the
total of 110. Together with the faithfulness rules,
however, these experiments were enough to deter-
mine a majority of the direct eﬀects in the model.
We ran the inference procedure with a variety of
parameter settings (significance threshold for statis-
tical dependence, using the full faithfulness rules or
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Figure 3: Performance of the procedure in the
infinite-sample limit. (a) Number of experiments
needed to identify the full model, and (b) amount
of structure discovered after three experiments, as a
function of the number of edges in the graph.
only the skeleton rules, threshold for detecting de-
termined vs undetermined coeﬃcients, etc). A typ-
ical result is shown in Figure 5. We emphasize that
our method assumes linearity, while the true model
is likely to be at least somewhat non-linear. Thus
the main interest lies in the resulting structure, and
possibly the signs of the direct eﬀects. While there
were diﬀerences in the inferred graphs, many fea-
tures were common to all of our results.
In particular, we always find (a) the well known
Raf→Mek→Erk pathway (and invariably, in addi-
tion, Mek seems to have a direct eﬀect on Raf),
(b) PKC influences (directly or indirectly) a num-
ber of targets, including Raf, PKA, and Jnk, and (c)
a strong association between PIP2 and PIP3 (and
these are sometimes though not always connected
with Plcg). These features are quite compatible with
the ‘ground truth’ (from the literature) model given
by Sachs et al (2005). However, our procedure also
suggests that many of the variables have eﬀects into
PKA, something not supported by their model. Fi-
nally, we note that our method quite often detects
bidirectional relationships; at this point, we do not
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Figure 4: Results on simulated (sample) data.
(a) Number of experiments needed to identify the
model, and (b) accuracy (correlation between the
estimates and the true values), as a function of the
number of edges in the graph.
know whether this is due to the nature of our proce-
dure or whether this is a true feature of the data.
8 Conclusions
The discovery procedure is relatively unique in the
generality of the model space considered. While
there exists a large body of work on learning acyclic
causal structures with or without hidden variables,
there is comparatively little on learning models in-
volving feedback loops. Richardson (1996) gave
a constraint-based discovery procedure for passive
observational data, but did not allow for latent
variables. More recently, both Schmidt and Mur-
phy (2009) and Itani et al (2010) have introduced
probabilistic models for cyclic structures involving
discrete-valued variables, and given related discov-
ery procedures. While all of these methods use
somewhat diﬀerent models and assumptions, ulti-
mately they nevertheless all share the goal of elu-
cidating causal structure among variables that are
recurrently connected. A thorough empirical study,
comparing the various methods both on simulations

























































Figure 5: Protein interaction graph inferred from the
dataset of Sachs et al (2005), with ‘NA’ denoting
non-identified edge strengths (which could poten-
tially be zero, hence these edges are plotted with
dotted lines). Settings: significance threshold 0.05,
only skeleton rules.
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Abstract
The main source of complexity problems for large inuence diagrams is that the last
decisions have intractably large spaces of past information. Usually, it is not a problem
when you reach the last decisions; but when calculating optimal policies for the rst
decisions, you have to consider all possible future information scenarios. This is the curse
of knowing that you shall not forget. The usual approach for addressing this problem
is to reduce the information through assuming that you do forget something (LIMID,
(Nilsson and Lauritzen, 2001)), or to abstract the information through introducing new
nodes (Jensen, 2008). This paper takes the opposite approach, namely to assume that
you know more in the future than you actually will. We call the approach information
enhancement. We reduce the future information scenarios by adding information links.
We present a systematic way of determining information links to add.
1 Introduction
As opposed to decision trees, inuence diagrams
are easy to enter to a computer. Hence, the hard
job is to establish a solution: a set of optimal
policies {δi}, one for each decision Di. There
are several algorithms for solving IDs (Olmsted,
1983) (Shachter, 1986),(Shenoy, 1992), (Jensen
et al., 1994), but the principle behind them all
is dynamic programming starting with the last
decision. That is, rst an optimal policy for the
last decision is determined. Next, this policy
is represented somehow, and the optimal pol-
icy for the second last decision is determined by
using the policy for the last decision with the
aim of forecasting the expected utility. The way
it is performed is through variable elimination:
all variables are successively removed from the
graph, and when a variable A is removed, the re-
sulting graph will hold a link between any pair
of A's neighbors. For IDs the elimination order
has to respect the reverse (partial) temporal or-
dering induced by the structure of the ID. We
assume the reader to be familiar with standard
concepts and methods for probabilistic graph-
ical models (d-separation, triangulation, junc-
tion trees).
The solution phase may be very demanding
with respect to time and space, but it is an o-
line activity where you are not bound by tough
resource constraints. The complexity problem
arises when you eliminate a variable A, and you
have to work with a joint table over an almost
too large set of neighbors of A.
The next task is to represent the solution.
The policies in the solution may have very large
domains. Take for example the last decision in
a sequence of ten. Then the policy δ10 is a func-
tion whose domain may include all previous ob-
servations and decisions.
For illustration, look at Figure 1. The domain
for δ4 contains 11 variables. This means that
variable elimination will have to deal with tables
with 1011 entries. It is an o-line activity, and


















Figure 1: An inuence diagram over variables
with ten states.
you may succeed by spending much time, space
and exploit sophisticated machines and/or cloud
computing. Although it may seem intractable
to represent δ4 for fast online access, it is not a
problem: the ID itself is a very compact repre-
sentation of a policy for the last decision. When
you have to take the decision D4, you know the
state of the information variables, and it is an
easy computational task to nd an optimal de-
cision.
The problem concerns the rst decision.
When taking the rst decision you must antici-
pate what you will do when taking the last deci-
sion. However, you do not know the information
available at that time, and therefore you in prin-
ciple have to work with the joint probability of
all the unknown information variables (includ-
ing future decisions). This is what we call the
curse of knowing that you shall not forget.
We consider a solution of an inuence diagram
as a representation of a set of policies. The pol-
icy for the rst decisions may be represented as
a look-up table and the policies for the last deci-
sions may be represented as inuence diagrams.
Usually, the domain of the rst decision is not
extremely large, so you may o-line compute an
optimal policy, which can be stored for fast ac-
cess. We shall address the decisions in between,
and we construct inuence diagram representa-
tions, where policies of future decisions are ap-
proximated through reduction of their domain
(see Figure 2 for an illustration).
If the ID in Figure 2 is used to represent the
policy δ7, then the nodes P1 to P6 are known.
That is, the state of these nodes are entered be-
fore the solution algorithm is started, and they
do not contribute to the space complexity of the
solution algorithm. The problem for the situa-
tion in Figure 2 is twofold; the space of the past
for D7 is too large such that δ7 cannot be repre-
sented as a look-up table, and the space of future
information relevant for D10 is so large that an
on-line solution of the ID is not tractable.
The problem has previously been addressed
by an approach, which can be characterized as
information abstraction: you aim at determin-
ing a small set of variables which serve as an
abstraction of the actual information. This may
done with the LIMID approach (Nilsson and
Lauritzen, 2001), where it is assumed that some
information will be forgot in the future, or it
may be done through introduction of new nodes
(like history nodes) through which the informa-
tion is passed (Jensen, 2008).
In this paper we take the opposite approach,
which we call information enhancement : we as-
sume the decision maker to be more informed
than actually will be the case.
2 Information enhancement
Our information enhancement approach consists
of determining a small set of variables, which if
known would overwrite the actual information.
We shall use the terms disclosed and closed for
variables with known state and unknown state,
respectively.
The idea behind information enhancement is
to nd a cut set S which d-separates the rest
of the information from the relevant utilities.
When S has been determined, we assume it to
be disclosed when taking the future decision.
We shall say that the new information nodes
are enhanced
To illustrate the approach, consider a nite
horizon partially observable Markov decision
process (POMDP) (Drake, 1962) (see Figure 3).
As the nodes C1 to C7 may be a compound of
several variables, and the observed nodes may
also be a set of variables, we may assume that
all the chance variables have 50 states. Now,
consider the decision D3. The past is too large
for a direct representation of δ3, and the inu-
ence diagram with the past of D3 instantiated
is also too complex. We can approximate δ3




























Figure 2: The general situation. You are in the middle of a series of decisions (D7); you have
collected much information (P1 to P6), and in order to determine an optimal decision for D7, you







Figure 3: A POMDP.
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by approximating δ6 through enhancing C6 (see
Figure 4), and the largest policy domain when
solving the ID will contain four variables (δ5 has







Figure 4: C6 is enhanced for D6. With the past
of D3 instantiated, the largest policy domain
contains four variables.
You may also choose to approximate δ5
through enhancing C5 (Figure 5), and the
largest policy domain when solving the ID con-







Figure 5: C5 is enhanced for D5. Now, the
largest domain contains three variables.
As a small test of the approach we tried the
three structures above (with only binary vari-
ables) with three dierent arbitrary parameter
settings, and with utilities after each move as
well as with utility after the last move, only. We
looked at the policy δ3, and for all cases, the op-
timal policy was the same as the approximated
one.
2.1 Maximize uncertainty
Consider the general situation as described in
Figure 2. If we wish to approximate D10 by
information enhancement, we can enhance the
pair (11, 13) as well as (11, 14) - blocking for
everything but 10. (See Figure 6). When dis-
cussing IDs we shall use the terms 'variable' and
'node' interchangeably.
The node 14 is further away from the util-
ity node than 13, and therefore, disclosing 13
will give you more certainty of the expected
utility than would disclosing 14. This means
that adding the information 14's state brings
you closer to the actual knowledge at the time
of deciding D10 than would adding the informa-
tion of 13's state, and enhancing (11, 14) is a
better approximation than enhancing (11, 13).
We have performed a small experiment with
the ID in Figure 2 and approximated δ7 with the
optimal policy from Figure 6. All nodes were
binary. Out of the 64 congurations of the do-
main, the policies coincided on 61 cases. For one
case the approximated policy has a tie between
the correct decision and another one, in the two
other cases, the dierence in EU between the
correct and the approximated decision was 0.001
on a value around 50 (on a scale from 0 to 100).
3 Border and Frontier
In general, we have two decision nodes Di and
Dj (i < j) in an inuence diagram. The set
of disclosed variables at the time of deciding Di
is denoted P. We should index the set with i,
but for notational convenience we will skip the
indices i and j. The set of nodes becoming dis-
closed between deciding Di and Dj (including
Di) is denoted Inf . P and Inf are the dis-
closed nodes. With i = 7 and j = 10 in Fig-
ure 2 we have that P is the nodes P1 to P6 and
Inf= {D7, D8, D9, 8, 10, 16, 21, 22, 23}. The set
of descendants of Dj is denoted D. Only the
utility nodes in D are relevant for Dj . They are
denoted U . In Figure 2, D= {12, 24, U} and U
= {U}.
The scene is now that the utility nodes of in-
terest are U , and we look for closed nodes, which
if disclosed would turn some nodes in Inf irrel-
evant. That is, we search for cut sets C such
that U is d-separated from Inf given C (we de-
ne d-separation such that nodes from Inf are
allowed in S). The chance nodes in D can not
be used in such cut sets as this would create a
directed cycle.
The basic idea is to establish two cut sets,
the border and the frontier. The border is the
smallest cut set of non-D chance nodes closest
to U .




























Figure 6: The ID in Figure 2 with the nodes 11 and 14 enhanced.
Denition 1. A nodeX /∈D belongs to the bor-
der if
• X is a parent of an element of D
• There is an active path from Inf to X
The set of border nodes is denoted by B.
In Figure 2 the border consists of the nodes
{10, 11, 13}.
As none of the descendants of B are disclosed
before deciding Dj we have:
Proposition 1. Inf is d-separated from U
given B
Knowing that B is a cut set, you may go back-
wards from B in the network to create new cut
sets. Actually, all chance nodes on active paths
from Inf to B may be part of a cut set. The
task is to identify the relevant part of the net-
work and for this relevant part to identify good
cut sets for information enhancement.
Denition 2. A network is regular if there is
no active path from Inf to U involving a con-
verging connection over a node in P or with a
descendant in P.
The network in Figure 2 is regular, and in
the following sections we assume the network in
consideration to be regular.
Denition 3. The set of information holders,
I, consists of all closed nodes with a directed
path of closed nodes to Inf .
For the network in Figure 2 we have I=
Inf∪{7, 8, 9, 15, 18, 19}.
Denition 4. A node in I that has a directed
path of closed nodes to U and with no interme-
diate nodes in I is said to belong to the frontier
of Dj . The set of frontier nodes is denoted by
F .
In Figure 2 the frontier of D10 consists of the
nodes {10, 15, 16, 22, 23, D9}.
Theorem 1. I is d-separated from U given F .
Proof. Let V0 ∈ I, U ∈ U , and let
⟨V0, . . . , Vk, U⟩ be an active path given F .
Assume that ⟨V0, . . . , Vk, U⟩ contains a con-
verging connection, and let
Vs−1 → Vs ← Vs+1 be the last converging con-
nection on the path from V0 to U . As Vs /∈ P nor
has a descendant in P, Vs or one of its descen-
dants is disclosed, and hence Vs ∈ I. Therefore,
also Vs+1 ∈ I. When you follow the path to-
wards U you will meet a diverging connection
Vt−1 ← Vt → Vt+1. Then Vt ∈ F , and the
path is not active. Note that you will meet a di-
verging connection at the latest when you reach
Vk → U . We conclude that there is no converg-
ing connections on the path.
Assume that the rst link is V0 ← V1. Then,
follow the path until you reach a diverging con-
nection. As there are no converging connections
on the path, there must be exactly one diverg-
ing connection Vs−1 ← Vs → X. Then Vs ∈ F
and the path is not active.
To conclude: the active path is directed from
V0 to U , and it cannot contain intermediate
nodes from F . Therefore V0 ∈ F .
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From the proof above we can conclude that in-
formation from Inf ows to U through a path
against the direction of the links followed by a
path along the links. The node, where the di-
rection of the ow turns, is a frontier node.
3.1 Finding the border and the frontier
There are two obvious candidate sets for en-
hancement, namely B and F . They are deter-
mined through a sequence of graph searches (for
example breath-rst search). First you deter-
mine D and U , by starting a breath rst search
from the decision Dj . All chance nodes reached
are labeled D. They are the elements of D, and
the utility nodes are the elements of U . The
nodes in D cannot be enhanced as this will in-
troduce a directed cycle. The non-D parents
of the nodes in D∪U are the candidate border
nodes, and they are labeled CB.
Next, start a backwards breath-rst search
from each of the decision nodes Di+1, . . . , Dj .
That is, you follow the edges opposite to their
direction. You stop when you meet a previous
decision node or a node in P. Each node you
meet is labeled with an I. Perform a backwards
breath-rst search from the nodes of D. When
you meet a node X with label I you give it the
label F , and break the search behindX. Finally,
perform a breath-rst search from F . When you
meet a node X with label CB, change the label
to B and stop searching behind X. The vari-
ous labels for the ID in Figure 2 are given in
Figure 7.
4 Cut sets between frontier and
border
There may be other candidate sets for enhance-
ment than B and F . Actually, any set of nodes
which d-separates the frontier from the border
can be used for enhancement.
Proposition 2. Let ⟨V0, . . . , Vk⟩ be an active
path with V0 ∈ F and Vk ∈ B. Then the inter-
mediate nodes cannot be in D nor in I, and the
path is directed from V0 to Vk.
Proof. The proof of Theorem 1.
Denition 5 (Free graph). The subgraph G
consisting of F , B and all nodes on a directed
path from a node in F to a node in B is called









16 F 23 F
Figure 8: The free graph for the ID in Figure 2.
The proposition yields that we can use any
set in G which d-separates F from B. Unfor-
tunately, nding all possible cut sets may for a
large G be intractable. If that is the case, the
following heuristics can in polynomial time pro-
vide a set of very good candidates for informa-
tion enhancement.
Note that you cannot just perform a ow anal-
ysis on the directed graph G. In Figure 8, for
example, the set {10, 11, 15, 22} does not block
for the information coming from 16 or 23.
4.1 Cut set heuristics
To indicate that the information is owing to B,
you extend the free graph with dummy children













Figure 9: The extended free graph for the ID in
Figure 2.
Next, triangulate the extended free graph and
form a junction tree.




























Figure 7: The ID marked after the search algorithms. "D" indicates that the node cannot be





















Figure 10: A junction tree for the extended free graph in Figure 8.
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The junction tree will provide separators,
which can be used to determine cut sets. You
look for sets of separators blocking the ow from
frontier nodes to border nodes. You start in the
leafs with U -nodes and move backwards.
Consider the junction tree in Figure 10. The
separators 10, 11, and 13 d-separate the U -nodes
from the rest. They form B. As 10 is a frontier
node, you cannot block it with nodes further
back in the junction tree. Going backwards from
the clique (10, 13, 14) you meet the separator
(10, 14), and you nd the cut set (10, 11, 14).
Going backwards from the separator (10, 14),
you meet a clique with the frontier node D9,
and therefore you hereafter have to include D9
in the cut sets. The same happens when you go
backwards from the separator 11. The the new
cut sets {10, 11, 14}, and {10, 14, 17, 23, D9}.
4.2 Irregular networks
If the network is irregular, the search for fron-
tier nodes is more involved. An active path
from Inf to U ∈ U ends with a directed se-
ries Vk → . . .→ U . The rst node in this series
is a frontier node. For regular networks, the
frontier consists of common ancestors of B and
Inf . For irregular networks we need to dene
I dierently: for X → Y ← Z with Y ∈ I and
with Z ∈ P or with a descendant in P we also
include X in I.
4.3 An iterative procedure
You may choose the nodes in the cut set itera-
tively, and whenever a node has been selected,
you may renew the analysis. In the example for
this paper it is certain that node 10 always will
be part of the domain for δ10. Hence, we need
not look for ways of blocking information com-
ing from 10, and the ancestors of 10 are only
relevant if they are ancestors of other informa-
tion nodes. Actually, for the ID in Figure 2,
inclusion of 10 does not change the analysis be-
cause the only parent of 10 is D9, and it is an
information node.
5 Conclusions and future work
We have established methods for nding approx-
imate representations of future decisions policies
through information enhancement. The meth-
ods do not determine all possible candidates for
information enhancement. First of all, a good
cut set does not necessarily contain only nodes
between the border and the frontier. That is,
you may go behind the frontier.
Furthermore,we have only treated approxima-
tion of the last decision. Usually, the decision in
question has several future decisions to consider,
and you may look for a combined approximation
of several future decisions.
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Abstract
This paper presents an extension to the Conservative PC algorithm which is able to detect violations of
adjacency faithfulness under causal sufficiency and triangle faithfulness. Violations can be characterized by
pseudo-independent relations and equivalent edges, both generating a pattern of conditional independencies
that cannot be modeled faithfully. Both cases lead to uncertainty about specific parts of the skeleton of the
causal graph. This is modeled by an f-pattern. We proved that our Very Conservative PC algorithm is able
to correctly learn the f-pattern. We argue that the solution also applies for the finite sample case if we accept
that only strong edges can be identified. Experiments based on simulations show that the rate of false edge
removals is significantly reduced, at the expense of uncertainty on the skeleton and a higher sensitivity for
accidental correlations.
1 Introduction
Independence-based algorithms for learning the causal
structure from data rely on the Conditional Independen-
cies (CIs) entailed by the system’s causal structure. The
causal Markov condition gives the CIs that follow from a
causal structure that is represented by a Directed Acyclic
Graph (DAG): every variable is independent of its non-
effects conditional on its direct causes. All algorithms
rely on a form of faithfulness. Causal faithfulness says
that no other CIs appear in the system’s probability dis-
tribution than those entailed by the causal Markov con-
dition. Faithfulness is therefore a very convenient pro-
perty: all CIs tell us something about the causal struc-
ture. Violation of faithfulness means that there are non-
Markovian CIs.
The validity of causal faithfulness is supported by
the ‘Lebesgue measure zero argument’ (Meek, 1995b),
which says that the chance of randomly picking a pa-
rameterization of a Bayesian network resulting in non-
Markovian CIs has measure zero. But in near-to-
unfaithful situations probability distributions come in-
finitely close to unfaithful distributions, such that a test
for independence which has to rely on a finite sample
will not be able to identify the dependencies correctly.
The Lebesgue measure zero argument does not hold here,
since the -regions around unfaithful situations do not
have Lebesgue measure zero.
(Zhang and Spirtes, 2007) showed that only in cases of
triangle unfaithfulness violations of faithfulness are un-
detectable. This happens when the true probability dis-
tribution is not faithful to the true causal DAG, but is
nonetheless faithful to some other DAG. In those cases,
the CIs do not give enough evidence to learn the correct
DAG. This will be discussed in more detail in the next
section. We will therefore have to assume triangle faith-
fulness. Then, violations of faithfulness are detectable in
the sense the true probability distribution is not faithful
to any DAG. It means that there exist several DAGs that
each explain a subset of the CIs.
(Ramsey et al., 2006) showed that we only need ad-
jacency faithfulness and orientation faithfulness to learn
the correct equivalence class. Adjacency Faithfulness
states that any two adjacent variables do not become
independent when conditioned on some other (possible
empty) set of variables. It is necessary to recover the
correct skeleton of the true DAG. Orientation faithful-
ness (check reference for definition) is necessary for fin-
ding the correct orientations. (Ramsey et al., 2006) ex-
tended the well-known PC algorithm to detect violations
of orientation faithfulness. Violations lead to specific
ambiguous parts of the DAG, in which no decision on
the orientation can be taken. The Conservative PC al-
gorithm is given in the next section. In this paper we
apply the same idea for handling violations of adjacency
faithfulness. They can be identified, under triangle faith-
fulness, by two patterns: pseudo-independent relations
and equivalent edges. These patterns will lead to parts
of the model in which no decision can be taken on the
correct skeleton.
The following section recalls the important aspects of
independence-based causal structure learning. In section
3 we analyze violations of adjacency faithfulness. Based
on the identified CI patterns, the VCPC algorithm is pre-
sented and proven to be correct in section 4. Section 5
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analyzes the finite sample case. Finally, the experimen-
tal results are presented in section 6.
2 Independence-Based Causal Inference
We recall the Conservative PC algorithm (CPC), see
Alg. 1. Adj(G,X) denotes the set of nodes adjacent
to X in graph G. Single stochastic variables are de-
noted by capital letters, sets of variables by boldface ca-
pital letters. Step 3 consists of extensions to the original
PC algorithm (Spirtes et al., 1993) in which Orientation-
Faithfulness is tested (Ramsey et al., 2006). Edges of an
unshielded triple, i.e. a triple < X,Y, Z > for which
X and Z are both adjacent to Y , but X and Z are not
adjacent, are not oriented if a failure is detected, but are
indicated as unfaithful, as shown in Fig. 1(a). An e-
pattern is a partially-oriented DAG in which some triples
are denoted as unfaithful.
Undetectable violations of faithfulness only happen by
violations of the triangle faithfulness (Zhang and Spirtes,
2007) condition. It states that given a set of variables V
whose true causal DAG is G, let X , Y , Z be any three
variables that form a triangle in G
1. If Y is a non-collider on the path < X,Y, Z >,
then X , Z are dependent conditional on any subset
of V \{X,Z} that does not include Y .
2. If Y is a collider on the path < X,Y, Z >, then
X , Z are dependent conditional on any subset of
V \{X,Z} that includes Y
To illustrate triangle unfaithfulness, consider the DAG
shown in Figure 2(b). There are 3 ways to violate triangle
faithfulness for this DAG:
(TRUFF1) X⊥ Y gives faithful model X → Z ← Y
(TRUFF2) Y⊥ Z gives faithful model Y → X ← Z
(TRUFF3) X⊥ Z|Y gives faithful modelX → Y → Z
Besides faithfulness, minimality (MIN) is also a basic
condition: elimination of an edge leads to a Bayesian
network which violates the Markov condition. Formally:
∀X,Y ∈ Vwhich are adjacent in Bayesian network :
X 2Y | OthPa(X−Y ) (1)
where OthPa(X−Y ) of edge X−Y is defined as
Parents(Y ) \ X if X is parent of Y , otherwise it is
Parents(X) \ Y . OthPa is short for ‘other parents’.
3 Violation of Adjacency Faithfulness
Here we analyze unfaithfulness in the case of a perfect
test for (conditional) independence. Later we will con-
sider imperfect tests due to finite sample sizes. In all
Algorithm 1 The CPC algorithm
S1 Start with the complete undirected graph U on
the set of variables V.
Part I Adjacency search.
S2 n = 0;
repeat
For each pair of variables A and B that are
adjacent in (the current) U, check through the
subsets of Adj(U,A) \ {B} and the subsets
of Adj(U,B) \ {A} that have exactly n varia-
bles. For all such subsets S check indepen-
dency A⊥B | S. If independent, remove the
edge between A and B in U , and record S as
Sepset(A,B);
n = n+ 1;
until for each ordered pair of adjacent variables
A and B, ADJ(U,A) \ {B} has less than n ele-
ments.
Part II Orientation.
S3 LetG be the undirected graph resulting from step
S2. For each unshielded triple 〈A,B,C〉 in G,
check all subsets of A’s potential parents (nodes
that are adjacent to A but are not A’s children)
and of C’s potential partners:
(a) If B is NOT in any such set conditional on
which A and C are independent, orient the
triple as a collider: A→ B ← C;
(b) If B is in all such sets conditional on which
A and C are independent, leave A−B −C
as it is , i.e., a non-collider;
(c) Otherwise, mark the triple as “unfaithful” by
underlining the triple, A−B− C.
S4 Execute the orientation rules given in (Meek,
1995a), but not on unfaithful triples.
other cases than triangle unfaithfulness, there are Condi-
tional Independencies (CIs) that make violation of faith-
fulness detectable. Violations of adjacency faithfulness
can be identified by two patterns: pseudo-independent
relations and information equivalences. Consider X →
Y . There are 2 kinds of violations: one in which X and
Y are marginally independent and one in which they be-
come independent when conditioned on some Z.











Figure 1: The three cases of uncertainty: (a) an un-
faithful triple by violation of orientation faithfulness for
unshielded triple 〈A,B,C〉, (b) PPIRs when X⊥ Y in
model X → Y ← Z and (c) equivalent edges when




















Figure 2: Marginal independency X⊥ Y leads to viola-
tion of triangle faithfulness for (b) and (c). For (a) this
gives a PIR, denoted in (d). This model is equivalent to
(e). Both equivalent structures are denoted by PPIRs in
(f).
3.1 Violation by Marginal Independence
Whenever X⊥ Y for some adjacent variables X and Y ,
we call X − Y a Pseudo-Independent Relation (PIR).
Then, by Eq. 1, there exists at least one subset of V,
namely OthPa(X − Y ), which turns the independency
into a dependency after conditioning. We call any such
subset a dependency set, or depset for short, of X and
Y , written as depsetXY . A special case in which PIRs
occur is identified as pseudo-independent models (Xiang
et al., 1996), in which three variables are pairwise inde-
pendent but become dependent when conditioned on the
third variable.
For not overloading the rest of the discussion we as-
sume that for each PIR there exists a depset with one
element. PIRs with larger depsets can be identified simi-
larly, but such cases are very rare.
Assumption 1 If X and Y are adjacent, and X⊥ Y ,
there exists a Z ∈ OthPa(X−Y ) such that X 2Y |Z.
Take Z ∈ OthPa(X − Y ) which forms a depset of
X−Y . Z is adjacent to Y . IfZ would also be adjacent to
X , X⊥ Y is a result of triangle unfaithfulness (TRUFF1
or TRUFF2), as shown in Fig. 2 by (b) and (c). By ex-
cluding the triangle case, X → Y ← Z is an unshielded
collider for which there is a U such that X⊥ Z|U and
in general X 2Z|Y,U. Fig. 2(a) shows such a model for
which U is empty. To denote a PIR, we annotate the edge
with the depset, as shown in Fig. 2(d).
A PIR implies a marginal independence and a condi-
tional dependence. This pattern is the same as that of a
v-structure. Hence, a PIR leads to two equivalent struc-
tures that can explain all CIs. Fig. 2(e) gives the same CIs
as (d). We describe this pattern by connecting variables
which are marginally independent but have a depset by a
special edge: a Potential PIR (PPIR). A PPIR is written
as X−(Z)−Y and graphically denoted by a dashed edge
annotated with the depset, as shown in Fig. 2(f). A PPIR
can thus be a PIR or be part of a v-structure. In Sec. 4
we will see that in certain cases, a PIR can be identified
from a structure with 2 PPIRs.
3.2 Violation by a non-Markovian Conditional
Independence
A second violation of adjacency faithfulness happens
when for adjacent variables X and Y : X 2Y |depsetXY
and there is a set Z for which [X⊥ Y | Z ∪ depsetXY ].
The latter denotes a strict CI: a CI that turns into a condi-
tional dependency for each proper subset of the conditio-
ning set. Based on this independence, the PC algorithm
would wrongly remove the edge between X and Y . We
will prove that under triangle faithfulness (1) there are
CIs that let us detect such false separations, and (2) the
ambiguities can be represented by equivalent edges. We
first define equivalent edges and present an example. For
clarity, we omit the depset depsetXY in the discussion.
3.2.1 Equivalent edges
The result of a false separation given by the above
strict CI are 2 or more equivalent structures in which one
edge can be replaced by another. We call them equiva-
lent edges. Equivalent edges are linked with an arc with
a bullet at each end, as shown in Fig. 1(c).
Definition 2 Take distribution P and G a DAG not con-
taining directed edges X−Y and Z−Y . Two edges X−Y
and Z−Y are called equivalent edges if and only if G is
not Markovian for P and
G ∪X−Y is Markovian for P
⇔ G ∪ Z−Y is Markovian for P (2)
Note that with X−Y we denote that the edge can have
both orientations. A DAG is called Markovian for a dis-
tribution if all CIs of the DAG given by the Markov con-
dition are present in the distribution.
3.2.2 Example of Information Equivalence.
Consider the structure Z → X → Y and the determi-
nistic relation X = f(Z). Two conditional independen-
cies follow:
Z⊥ Y | X & X⊥ Y | Z. (3)
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We call Y and Z information equivalent with respect to
X (Lemeire, 2007). Since X 2Y , this a violation of the
intersection condition (Pearl, 1988). The first equation
comes from the Markov condition, the second is implied
by the functional relation. X is completely determined
by Z, so Z has all information about X . Knowing Z
therefore renders X irrelevant for Y . Information equi-
valences happen when there are deterministic relations,
but also under weaker conditions (Lemeire, 2007).
In the example, we have [X⊥ Y | Z] which falsely
suggests that Z separates X from Y and edge X → Y
can be removed. But Z⊥ Y | X suggests that Y − Z
can be removed. Removal of both edges results in a non-
Markovian DAG. An ambiguity on the correct structure
is a result. X or Z should be connected to Y to explain
the dependencies. Structures Z → X → Y and X ←
Z → Y are equivalent given the CIs. X − Y and Z − Y
are equivalent edges.
Concluding, CI Z⊥ Y | X made it possible to identify
a strict CI that would lead to a false separation. In the
following section we present the general conditions and
prove that they lead to equivalent edges.
3.2.3 Conditions for equivalent edges
When strict CI [X⊥ Y |Z] is observed, removal ofX−
Y is only valid when Z is a minimal cut set1 in the true
graph. The following theorem gives the conditions to
recognize a ‘false minimal cut set’. A strict d-separation,
denoted as [X⊥Y |Z], is a d-separation which gives a d-
connection for any proper subset of Z.
Theorem 3 Z is not a minimal cut set for X and Y in
G if for one of the elements U of Z one of the following
d-separations hold in G: (Z’ = Z \ U and T ⊂ V \ Z \
{X,Y })
1. U⊥Y |Z’ or U⊥X|Z’;
2. U⊥Y |Z’,T and U⊥X|Z’,T;
3. [U⊥Y |X,Z”] or [U⊥X|Y,Z”] for some Z” ⊂ Z’;
4. [U⊥Y |X,Z’,T] or [U⊥X|Y,Z’,T].
If none of the d-separations hold, either Z is a subset of a
minimal cut set, or there is a U ∈ Z that forms a triangle
or a v-structure with X and Y .
Proof:
To be a minimal cut set, all elements of Z must lie on a
separate path between X and Y , and all paths between
X and Y must be blocked by Z. With path we mean an
active path in terms of a d-connection. The conditions
happen when Z is not a minimal cut set. Condition (1)
1A cutset is a set of variables which blocks all active paths
between X and Y . A cutset is minimal if no proper subset is a
cutset.
or (2) hold when U is not connected to X or Y with a
separate path. Condition (3) or (4) happen when U is
d-connected to Y via X (by the strictness).
The last part is about what happens when none of the
conditions are met. Conditions (1) or (2) guarantee that
all elements of Z are connected with X and Y via sepa-
rate paths. Next for a cut set, all paths between X and Y
must be cut. If there would be an uncut path via another
node, this node should be added to Z to form a cut set.
The remaining case is whenX and Y are adjacent. Then,
unless U forms a triangle with X and Y , there exists a
subset T which separates U from Y (or X). U can then
be d-separated from Y given X , T and Z’ (condition
(4)) unless they form a v-structure (U → X ← Y ).
The CIs corresponding to the d-separations of the the-
orem can be used to detect false separations. Condition
(1) will be used in the finite sample case discussed in
Section 5. The CIs corresponding to conditions (3) and
(4) result in the presence of equivalent edges, as shown
by the following theorem.
Theorem 4 If G containing edges X−Y and U−Y is a
Markovian DAG for P , [X⊥ Y |Z’ ∪ U ] and one of the
CIs corresponding to conditions (3) and (4) holds for U ,
then X−Y and U−Y are equivalent edges.
Proof:
First we prove that G \ X−Y is a Markovian DAG. To
prove this, assume A 0B|S which holds in G but would
not be represented in G \X−Y . For this, the only active
path fromA toB must go viaX−Y and no path may exist
via U−Y . It follows thatA⊥B|S∪X (a). A is related to
X but cannot be related to U since otherwise there would
be a path to Y via U−Y . This could only happen if U is a
collider on the path betweenA and Y . We prove that this
results in a contradiction. From Y → U follows that the
path from U goes towards X to have an active path from
Y to X through U (to represent the dependencies given
by the strict CI). Acyclicity gives then Y → X . The
active path from X to A must then be pointing towards
A for having an active path between A and B. This,
however, creates a path from Y to A via U and X , which
was excluded. HenceA⊥U |S (b). From the given CI and
the CIs following from (a) and (b) follows that A⊥B|S
which results in a contradiction.
Next, by conditions (3) or (4), U could be d-separated
from Y by X . But if we would also remove U−Y , the
dependency X 2Y |Z’ is not present anymore, since the
path from X to Y via U is removed. The graph without
both edges is thus not Markovian. The graph G \U−Y is
also Markovian by swappingX and U in the proof.
The simplest case of Condition (3), with an empty Z”,
was discussed in Section 3.2.2. Fig. 3 gives an exam-
















Figure 3: Example of two equivalent structures. If
X⊥ Y |U holds for (a) and U⊥ Y |X,T for (b), than both
represent the same CIs. X−Y and U−Y are equivalent
edges, which is denoted in (c).
ple of Condition (4) with a non-empty T. Assume that
the non-Markovian CI [X⊥ Y |U ] holds. In that case, the
CPC algorithm will delete edge X − Y . Since at that
point of the algorithm Y is still connected to U , all ob-
served dependencies are explained. But with Markovian
independency U⊥ Y |X ∪ T , deletion of edge Y −U re-
sults in a model which cannot explain the dependencies.
We end up with two equivalent structures: one with edge
X−Y , the other with edge Y −U . Both models explain
all dependencies. But the first cannot explainX⊥ Y | Z,
the second cannot explain Z⊥ Y |X ∪ U .
To simplify the rest of the discussion we will exclude
the equivalences following from a condition with a non-
empty Z” in condition (3) of the theorem. They can be
treated in a similar way, but are much rarer.
Assumption 5 For all strict independencies of the form
[X⊥ Y |U ∪ Z ∪ depsetXY ] (with Z’ ⊂ Z):
Y⊥ U |X ∪ Z’ ∪ depsetXY ⇒ Y⊥ U |X ∪ depsetXY .
3.2.4 Relation to NPC
The necessary path condition (NPC) algorithm (Steck
and Tresp, 1999) was introduced as a robust extension
for the PC algorithm. It states that for each strict con-
ditional independence [X⊥ Y |Z] there must exist a path
between X (Y ) and each U ∈ Z not crossing Y (X).
This is similar to the notion described above that the mi-
nimal cutset of two variables needs to be connected to
both variables. The NPC introduces the concept of am-
biguous edges, which is defined as an edge whose pres-
ence depends on the absence of another. In NPC, these
ambiguous regions are resolved by including a minimal
number of ambiguous edges in order to satisfy a maximal
number of independence relations. In our case, ambigu-
ous regions correspond to the equivalences we find be-
tween edges. Instead of forcing them into a DAG struc-
ture, we model the ambiguity explicitly by an f-pattern.
An f-pattern is an e-pattern augmented by edges that are
denoted as PPIRs and subsets of edges denoted as equi-
valent. An oriented PPIR in the pattern is identified as a
PIR.
3.3 Augmented Knowledge Graph
We will use an augmented knowledge graph to model the
causal information. We define an augmented knowledge
graph (AKG) (Eberhardt, 2008) as a graph containing the
following relations between any two variables X and Y :
X Y , X → Y , X−Y , X− (S)−Y andX− (S)→ Y ,
with S a set of sets of variables. Furthermore, edges can
be also related with one another either by a straight line
or a curved line with round endpoints • •.
An f-pattern can be represented using an augmented
knowledge graph by using the following interpretations
for the different relations between variables
X Y Neither X nor Y are direct causes of one another.
X → Y X is a direct cause of Y .
X − Y Either X is a direct cause of Y or reverse.
X − (S)→ Y There is a pseudo-independent causal re-
lationship between X and Y with ∀D ∈ S, D is a
depset for the PIR.
X − (S)− Y There is either a pseudo-independent, di-
rect causal or no relation between X and Y
and the following interpretations for the relation between
edges:
X −Y− Z The triple < X,Y, Z > is unfaithful.
X −Y−
• •
Z The edgesX−Y and Z−Y are equivalent.
4 The Very Conservative PC Algorithm
The Very Conservative PC algorithm (VCPC) adds to
CPC the rules of S2’ to S2 (Alg. 2) and replaces Part
II with Part II’ (Alg. 3). Besides recording the sepsets
for pairs of variables, it will also record depsets. The
algorithm returns an f-pattern. When we speak about ad-
jacencies, these special edges are also considered. Non-
equivalent and non-PPIR edges are called normal edges.
Theorem 6 (Correctness of VCPC) Consider a graph
G, a JPD P generated by G and I(P ), the set of CIs of
P : if minimality, triangle-faithfulness and assumptions 1
and 5 hold for P , the algorithm will, based on I(P ), re-
turn an f-pattern describing a set of DAGs that includes
G. The algorithm is not trivial; it does not always return
the set of all DAGs.
Proof:
1) Assume adjacency faithfulness:
Given adjacency faithfulness, the only difference with
CPC during the adjacency search is that in step S2’[II]a
for each true v-structureX → Z ← Y , such that X⊥ Y ,
a PPIRX−(Z)−Y is added. During the first part of the
orientation phase these PPIRS are temporarily removed
174 Lemeire et al.
Algorithm 2 VCPC algorithm S2’
[I] Before testing whether X⊥ Y |S holds, check the
following:
a When X − Y is a PPIR, add depsetXY to S.
b IfX−Y has an equivalent edgeX−Z or Y −Z
and Z is a member of S, skip the test.
[II] If the independence test returns X⊥ Y |S, do the
following before removing the edge:
a If S is empty, look for a T in Adj(X) ∪ Adj(Y )
for which X 2Y | T . If such a T exists, do not
remove the edge, denote it as a PPIR with depset
T .
b If S is not empty, test for all Z ∈ S whether
X⊥ Z|Y ∪depsetXY and Z⊥ Y |X∪depsetXY .
If for a Z, one of both independencies hold, do
not remove edge X − Y and do the following.
Assume the first independency is found (if the
second independency holds, just swaps X and Y
in the following.). (1) If X − Z has been re-
moved due to d-separation by respectively Y or
X , use this edge for constructing all sets S in
S2 and add the edge back to the graph and go
to (3). (2) If X − Z has been removed due to
some other d-separation, leave edge X − Y in
the graph, but do not qualify it as equivalent. (3)
If Y 2Z|depsetXY , denote X − Y as equivalent
to X − Z in the graph.
to discover the v-structures. As a result in step S5a, the
PPIR is removed and the correct structure is found. The
correctness as well as the non-triviality follows then
from the correctness and non-triviality of CPC, proven
by (Ramsey et al., 2006).
2) No adjacency faithfulness:
We have to prove that no edge is deleted based on
non-Markovian CIs, and that no mistakes are made
during orientation.
2.1) No missing edges
A) Assume X − Y in correct graph and X⊥ Y :
In step S2’[II]a, the algorithm looks for a variable T
such that X 2Y |T . The existence of T follows from
Minimality. Therefore the edge X − Y will be replaced
by a PPIR. Now, we show that this PPIR is not removed
from the graph, which can only happen when there is a
v-structure. If a PPIR would be removed based on the
existence of a v-structureX → Z ← Y for some Z, then
this indicates that the triangle faithfulness assumption
is not satisfied. The removal of a PPIR in this case is
Algorithm 3 VCPC algorithm Part II’
Part II’ Orientation.
• Perform all of the following steps until no more
edges can be oriented:
Remove the PPIRs from G;
Perform S3’ as explained in (Ramsey et al.,
2006), except that unshielded triples containing
an equivalent edge are not considered;
Perform S4 from the original algorithm on non-
equivalent edges;
Add the PPIR edges back G;
S5 Go through all PPIRs. Look for triangles con-
sisting of normal edges and PPIRs in which for
each PPIR the opposite variable in the triangle is
a depset.
a If the triangle contains two normal edges
which form a v-structure, remove the PPIR.
b If the triangle only contains one normal edge
which is directed, direct the PPIR that con-
tains the node to which the arrow of the nor-
mal edge is pointing, label the PPIR as a PIR
and remove the other PPIR from the graph.
c For all oriented edges D → A in G for
which only A belongs to the triangle, check
whetherA andD form a faithful triple and a
v-structure with one of the two other nodes
of the triangle (as in S3 of CPC). When tes-
ting the triple A, B and D, add depsetAB
to the conditioning set of the independence
tests. If a v-structure is found, orient the two
triangle edges containing A towards A and
delete the third triangle edge if it is a PPIR.
an immediate consequence of the triangle faithfulness
assumption which dictates that the direction of one of
the arcs in the triangle imposes a v-structure. We do not
orient v-structures containing equivalent edges, since a
v-structure based on an equivalent edge which is not in
the true graph could lead to erroneous deletion of a PIR
when the equivalent edge appears in a triangle with the
PIR.
B) Assume X−Y in correct graph and X⊥ Y |S, S 6= ∅:
Take Z ∈ S. Because of triangle faithfulness, Z cannot
be adjacent to both X and Y , say it is not adjacent to
X . Z can then be d-separated from X which gives
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X⊥ Z|Y ∪ U. If U is not empty, from Assumption 5 it
follows that X⊥ Z|Y . Edge X − Y is not removed. If
U is empty and X 2Z|Y , edge X − Y will be removed
temporarily. It will be added back when X⊥ Z|Y ∪U is
discovered at a later stage.
C) Non-triviality is a direct consequence of the deletion
of an edge X −Y if for ∀S ⊆ {X,Y } the independency
X⊥ Y |S holds.
2.2) Correct conservative orientation:
a) Orientation in the first step of the VCPC orientation
phase (II’) is only based on non-equivalent edges and
non-PPIRs. So the correctness of CPC proves the
correctness of these orientation steps in our algorithm.
b) We do not orient any edges based on equivalent edges.
c) Both S5b and S5c trigger when there is a known
orientation of a normal edge inside a triangle with (a)
PPIR(s) (S5b) or when the orientation of an edge in such
a triangle can be inferred (S5c). A direct consequence
of triangle faithfulness is that there is a v-structure at
the node of the triple which has an incoming arrow.
So the correctness of orientation follows from triangle
faithfulness.
5 Finite Sample Case
In this section we consider the finite sample case in
which the independence oracle can make errors. Let’s
assume that the oracle for measuring CI is based on esti-
mating the Dependency Strength (DS) and using a thres-
hold for deciding independency. The smaller the sample,
the more the estimated DS can deviate from the true va-
lue. A higher threshold is used for smaller sample sizes
so that true independencies are not misclassified as de-
pendencies. But this implies that the weaker a (condi-
tional) dependency is, the more likely it gets misclassi-
fied as an independency. This is especially true as the DS
becomes lower than the threshold. The oracle will only
detect dependencies that are sufficiently strong. The fol-
lowing three cases should be considered.
5.1 Weak edges.
An edge X−Y with a small DS(X;Y ) can still have
a high DS(X;Y |Z) when conditioned on one of the
other parents, as is shown by the PIRs. A PIR still con-
tains a lot of information, despite the marginal indepen-
dence. Our extensions overcome missing PIRs or quasi-
PIRs (edges that look like PIRs due to the finite sam-
ple size). On the other hand, if both DS(X;Y ) and
DS(X;Y |OthPa(X−Y )) are small, we cannot over-
come overlooking such edges, which we call weak edges.
Limited data gives limited precision.
5.2 Near-to-unfaithfulness.
In general, dependencies with a low DS lead to near-to-
unfaithful situations. Faithful distributions can come in-
finitely close to the unfaithful cases. This leads to the
same CI patterns as in the unfaithful cases.
5.3 Weakening by conditioning.
A third way in which limited samples disrupt the learning
is that an increased cardinality of the conditioning set re-
duces the robustness of most independence tests (Spirtes
et al., 1993, p.116). We call this effect ‘weakening by
conditioning’, which results in strict CIs not correspond-
ing to minimal cut sets. They can be detected by the CIs
corresponding to the conditions of Theorem 3.
6 Experimental results
To illustrate the adequacy of our extensions, simulations
were performed on linear Gaussian and binary models.
Experiments were performed on 100 randomly selected
DAGs with d nodes and d edges, where d is randomly
chosen between 5 and 25. For each such graph, a ran-
dom structural equation model was constructed by selec-
ting edge coefficients randomly uniformly from [0.1, 1]∪
[−1,−0.1] and the variance of the disturbance terms was
chosen randomly from [0.01, 1]. A random data set of
1000 cases was simulated for each of the models, to
which the PC, CPC and VCPC algorithms were applied
with depth 2 and significance level α = 0.05 for each
independence test based on Fisher’s Z transformation of
partial correlation. The output graph was compared to
the Markov equivalence class (MEC) of the true DAG.
Similar experiments were performed with Bayesian net-
works defined over a set of binary variables and ran-
domly chosen conditional probabilities. The Chi-Square
test was used as independence test.
The table on the next page shows the outcomes ave-
raged over all experiments and relative to the number of
nodes (percentages). Correct edges are the edges of the
MEC of the true graph that appear as normal edges in the
f-pattern. PPIRs and equivalent edges in the f-pattern are
counted as ambiguous edges. False negative edges are
edges in the MEC that do not appear in the f-pattern, not
as a normal edge and not as an ambiguous edge. Weak
edges are false negatives whose nodes are marginally in-
dependent and independent conditional on the other pa-
rents. False positive edges appear as normal edges in the
f-pattern, but not in the MEC. If the nodes of a false po-
sitive are not d-connected in the MEC, they are classified
as ‘not connected’.
The learning performance of the orientation is evalu-
ated by looking at edges appearing in both the MEC and
the f-pattern. Edges having the same orientations in both
are counted as correct orientations, when not oriented in
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PC CPC VCPC
Edges
Correct 76.7 76.2 77.9
Ambiguous 0.0 0.0 74.4
False negatives 23.2 23.8 8.1
Weak 3.7 4.5 3.6
False positives 4.1 4.3 11.8
Not connected 2.9 3.1 9.3
Orientations
Correct 25.3 29.8 36.6
Ambiguous 3.6 16.5 47.6
Wrong 19.9 2.1 3.7
False positives 15.1 2.9 3.9
both or only in f-pattern as ambiguous. Wrong orienta-
tions appear as oriented in both, but in the opposite di-
rection. False positives are arrowheads appearing in the
f-pattern but not in the MEC.
The results show that the difference between the PC
and CPC lies clearly in the reduction of the false positive
arrowheads, although we notice an increase in false neg-
atives. The VCPC algorithm clearly reduces the number
of false negative edges. If we consider that weak edges
cannot be identified, the performance gain is even more
drastic. By subtracting the number weak edges from the
false negatives, the number of false negatives drops from
19.5%/19.3% for PC/CPC to 4.5% for VCPC. This drop
is at the expense of ambiguous edges and more false pos-
itives. The latter can be explained by accidental correla-
tions.
Accidental correlations lead to false negative inde-
pendence tests - the oracle qualifies a Markovian CI as
dependent due to accidentally-correlated data. VCPC
is conservative about dependencies, it will not remove
edges if there is no alternative path to explain a de-
pendency. Take nodes that are not d-connected in the
true graph (‘not connected’ in the table), but are acci-
dently correlated. If this accidental correlation is above
the threshold, the oracle will qualify it as a depen-
dency. In the following steps, when conditioning hap-
pens on other variables, the weakening-by-conditioning
effect will bring the measured dependency strength be-
low the threshold and remove the ‘accidental’ edge. This
happens with PC and CPC.
Finally, the experiments showed that the standard de-
viation for the false positive and negative edges is almost
as high as the average, which points to a high perfor-
mance fluctuation from one experiment to another.
7 Conclusions
We cannot rely on adjacency faithfulness when con-
structing robust learning algorithms. We showed that
under triangle faithfulness, violations can be detected
by two patterns: potential pseudo-independent relations
(PPIRs) and equivalent edges. Based on both patterns,
a set of DAGs can be identified that are indistinguish-
able from the perspective of the CIs. Just like the
Conservative PC algorithm detects and treats failures of
orientation-faithfulness, our Very Conservative PC algo-
rithm detects violations of adjacency-faithfulness.
In the finite sample case, weak conditional dependen-
cies can be wrongly classified as CIs by the oracle. This
leads to near-to-unfaithful cases, weakening by condi-
tioning and weak edges. The two first are treated, mis-
sing weak edges should be accepted. Since weak edges
and triangle unfaithfulness cannot be detected, we be-
lieve that this analysis shows the natural bounds of what
can reliably be learned under causal sufficiency.
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Abstract
State-of-the-art exact algorithms for solving the MAP problem in Bayesian networks use depth-
first branch-and-bound search with bounds computed by evaluating a join tree. Although this
approach is effective, it can fail if the join tree is too large to fit in RAM. We describe an external-
memory MAP search algorithm that stores much of the join tree on disk, keeping the parts of
the join tree in RAM that are needed to compute bounds for the current search nodes, and using
heuristics to decide which parts of the join tree to write to disk when RAM is full. Preliminary
results show that this approach improves the scalability of exact MAP search algorithms.
1 Introduction
State-of-the-art exact MAP algorithms for Bayesian
networks use depth-first branch and bound (DF-
BnB) search, and prune the search tree using bounds
that are computed by evaluating a join tree (Park
and Darwiche, 2003; Yuan and Hansen, 2009) or an
arithmetic circuit (Huang et al., 2006). For large and
complex Bayesian networks, however, the join tree
or arithmetic circuit can be too large to fit in RAM,
limiting scalability. In this paper, we focus on the
approach that uses a join tree to compute bounds.
The memory required to store the join tree is expo-
nential in the treewidth of the Bayesian network.
We describe how to improve the scalability of a
MAP search algorithm that evaluates a join tree to
compute bounds by using external memory to store
the join tree when it is too large to fit in RAM. The
efficiency of this approach depends on the heuris-
tics used to decide which parts of the join tree to
write to disk when RAM is full. Our study shows
that commonly used heuristics for external-memory
algorithms, such as least recently used (LRU) and
least frequently used (LFU), do not always perform
well in MAP search. We introduce new heuristics
that take into account the unique characteristics of
the search algorithm. Preliminary results show that
the approach can solve MAP problems that could
not previously be solved due to memory limitations.
2 Background
We begin with a brief review of the MAP problem
and algorithms for solving the MAP problem using
branch-and-bound search.
2.1 The MAP problem
The Maximum a Posteriori assignment problem
(MAP) is defined as follows. Let M be a set of
explanatory variables in a Bayesian network; from
now on, we call these the MAP variables. Let E be
a set of evidence variables whose states have been
observed. The remaining variables, denoted S, are
variables for which the states are unknown and not
of interest. Given an assignment e for the variables
E, the MAP problem is to find an assignmentm for
the variablesM that maximizes the joint probability
P (m, e) (or, equivalently, the conditional probabil-





P (M,S,E = e) , (1)
where P (M,S,E = e) is the joint probability dis-
tribution of the network given the assignment e.
2.2 Join tree upper bound
In Equation (1), the maximization and summation
operators are applied to different sets of variables.
The MAP variables inM can be maximized in dif-
ferent orders, and the variables in S can be summed
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out in different orders, without affecting the re-
sult. But the summations and maximizations are
not commutable. As a result, variable elimination-
based methods for solving MAP have a complexity
that depends on the constrained treewidth of the net-
work, and they are typically infeasible because they
require too much memory.
If the ordering among the summations and maxi-
mizations is relaxed, however, an upper bound on
the probability of a MAP solution is computed.
The following theorem is due to Park and Dar-
wiche (2003).
Theorem 1. Let ϕ(M,S,Z) be a potential over the
disjoint variable setsM, S, and Z. For any instan-








ϕ(M,S,Z = z) .
Based on this result, Park and Darwiche (2003)
compute upper bounds for the MAP problem using
the join tree algorithm, but with redefined messages.
Each message is computed such that variables in S
are summed over before MAP variables are maxi-
mized.
2.3 Solving MAP using DFBnB
Park and Darwiche (2003) use the join tree upper
bound in a depth-first branch-and-bound (DFBnB)
search algorithm to solve the MAP problem. Since
a full evaluation of the join tree computes simulta-
neous upper bounds for all MAP variables, Park and
Darwiche use dynamic variable ordering to speed
up their search algorithm. Yuan and Hansen (2009)
observe that, when a static variable ordering is used,
it is only necessary to compute bounds for the next
MAP variable to be instantiated at each step, and
this only requires evaluating a small part of the join
tree. They use a static ordering of MAP variables
that is created from a post-order traversal of the
MAP variables in the join tree. With this static or-
dering, the upper bounds needed for the next instan-
tiating variable(s) in MAP search can be computed
incrementally by message passing along a limited
and fixed path in the join tree. During forward
traversal of a branch of a search tree, it is only nec-
essary to perform message passing once along this






























Figure 1: Example of a join tree for upper bound
computation. The shaded nodes are nodes of the
join tree that contain MAP variables.
for each instantiating variable. To allow efficient
backtracking, the clique and separator potentials of
the join tree that are changed during bounds compu-
tation are cached in the order that they are changed.
During backtracking, the cached potentials can be
used to efficiently restore the join tree to its previ-
ous state before one or more MAP variables were
instantiated. The readers are referred to (Yuan and
Hansen, 2009) for more details of the algorithm.
We illustrate the idea with an example. Figure 1
shows the join tree of a Bayesian network based on
the Hugin architecture (Jensen et al., 1990). The
numbers are the indices of distinct variables in the
network, and the numbers in bold-face italics rep-
resent the MAP variables, which are 0, 1, 2, 5, and
6. Let the static search ordering of the MAP vari-
ables be: 1,2,0,5,6. After MAP variables 1 and 2
are instantiated, their values are entered as evidence
to clique {1, 2, 3}. Messages can then be sent to the
other parts of the join tree to get upper bounds for
the remaining MAP variables. However, since the
next variable in the static ordering is 0, it is only
necessary to send messages along the shaded path
from clique {1, 2, 3} to clique {0, 4, 7}. None of
the other parts of the join tree need to be involved
in the propagation. The path has a new set of clique
and separator potentials as a result of the message
propagation. The old potentials are cached before
they are overwritten with the new potentials. If all
the search nodes after instantiating variable 0 can
be pruned using upper bounds, the search algorithm
backtracks to the parent search node and retracts the
join tree to the previous state. This can be achieved
by simply restoring the cached potentials in reverse
order and rolling back the changes.
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3 External-memory MAP Search
The MAP search algorithms of Park and Dar-
wiche (2003) and Yuan and Hansen (2009) use
join tree evaluation to compute bounds for a depth-
first branch-and-bound search. We use the Yuan
and Hansen algorithm as the basis for our external-
memory algorithm, in part because it has been
shown to be more efficient than the Park and Dar-
wiche algorithm when their internal-memory ver-
sions are compared, and in part because its incre-
mental approach is easier to convert to an efficient
external-memory algorithm. Each time the Park and
Darwiche algorithm computes bounds for a node of
the search tree, it must perform a full join tree evalu-
ation; this could require copying the entire join tree
into RAM for each search node, incurring a large
amount of disk I/O. By contrast, each time the Yuan
and Hansen algorithm computes bounds for a node
of the search tree, it only needs to keep a small part
of the join tree in RAM. As we will see, the locality
that it exploits for incremental message propagation
is also exploited by an external-memory version of
the algorithm to minimize disk I/O.
3.1 Memory architecture
Figure 2 illustrates how our algorithm uses RAM
and disk. We call the jointree without potentials the
skeleton. The skeleton is typically small and always
resides in RAM, as shown in Figure 2. Each clique
of the skeleton has one main pointer that points to
the clique’s potential, which we call themain poten-
tial. The clique may also have one or more cache
pointers that point to cached copies of the poten-
tial. The basic idea of the algorithm is to store some
of the potentials in RAM and some on disk. When a
potential is stored on disk, it is stored in a file named
by a unique tag assigned to the potential. In Fig-
ure 2, arc 1 shows an example of a main pointer,
and arc 2 shows an example of a cache pointer.
All computation on the jointree is based on the
main potentials. The other potentials are only for
caching purposes. A potential needed for compu-
tation should reside in RAM. When necessary, we
can write a potential in RAM to a disk file named
after the potential’s tag, in order to free up space in
RAM; we can also use a tag to find the appropriate


























Figure 2: Memory architecture of the algorithm.
3.2 Initialize an upper-bound join tree
In (Yuan and Hansen, 2009), we initialize an upper-
bound jointree for a Bayesian network completely
in RAM. We first create its skeleton. We then ini-
tialize all the clique potentials with appropriate con-
ditional probability tables of the Bayesian network.
After entering evidence to the jointree, a full join
tree propagation is performed to finish initializing
the upper-bound join tree. A full join tree propaga-
tion involves two phases: collect and distribute. In
the collect phase, all cliques send messages to their
parents by combining messages sent from children
cliques. After the root receives all messages from
its children, the distribute phase starts, in which all
cliques send messages to their children by combin-
ing messages from parents.
Several preprocessing methods can be used to re-
duce the size of an upper-bound jointree in order to
delay the use of external memory. First, we use rel-
evance reasoning (Lin and Druzdzel, 1997) to pre-
process a Bayesian network based on the evidence
and target variables of a MAP problem. This step
reduces the size of the network by removing irrel-
evant variables such as barren variables. Second,
we create an upper-bound join tree that is as small
as possible without considering the quality of the
bounds. Third, we can release clique potentials that
are only needed during join tree initialization, and
not during MAP search. By releasing, we mean that
the potentials are deleted and their pointers are set
to NULL. With incremental join tree bounds, only
part of the join tree is involved in message propa-
gation during MAP search. In Figure 1, the sec-
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ond left-most branch has no MAP variables. Once a
clique on this branch has sent a message to its par-
ent, the clique can be released frommemory. In fact,
all non-shaded parts of the join tree in Figure 1 can
be released before MAP search. Doing so not only
postpones the use of external memory, it improves
the efficiency of the algorithm, because there is no
need to send messages to these parts of the join tree
during the distribute phase.
Nevertheless, the final upper-bound join tree may
still be too large to fit in RAM. In that case, we must
construct the join tree incrementally and store parts
of it on disk. We do so as follows. After construct-
ing the skeleton, we initialize the jointree by inter-
leaving potential initialization and message propa-
gation via a left-to-right, leaf-to-root traversal of the
jointree. For Figure 1, we would start by initializ-
ing the potential of clique {1, 2, 3} in the left-most
branch. We then initialize the potential for separa-
tor {3} by calculating the message to be sent from
{1, 2, 3} to {3, 7, 8}. After that, we initialize the po-
tential of clique {3, 7, 8} and combine the message
stored in separator {3}. To avoid exhausting RAM,
we estimate the amount of additional RAM needed
for each step of the algorithm and check if the in-
crease is larger than the amount of available RAM.
If there is not sufficient RAM available, we have to
write to disk some cliques or separators that are al-
ready constructed and reside in RAM. In a later sec-
tion of the paper, we introduce several heuristics for
selecting which cliques and separators to write to
disk. For now, it suffices to say that enough RAM
will be freed so that the current step can be exe-
cuted. We can use the above incremental scheme to
complete the collect phase.
The collect phase traverses a join tree from left
to right. After the collection phase finishes, the
cliques stored on disk most likely come from the
leftmost branches. Since the distribute phase may
need to restore some clique potentials from disk
to RAM, the distribute phase uses a right-to-left,
root-to-leaf traversal of the join tree so as to use
clique potentials that currently reside in RAM first.
The leftmost branches are not read from disk until
they are needed. After the distribute phase finishes,
cliques from the rightmost branches are swapped
out to disk. This improves the performance of MAP
search because the search starts from the leftmost
branches as well.
We may still be able to release part of the join tree
during the distribute phase. When all of the MAP
variables are in one branch of the join tree, we can
release the root and its immediate successor cliques
if they do not contain MAP variables.
Finally, calculating a message requires the poten-
tials of at least one clique and one separator to be in
RAM at the same time. For example, we need both
clique {1, 2, 3} and separator {3} to be able to com-
pute the message to be sent to {3, 7, 8}. Therefore,
our method has a minimalmemory requirement that
is equal to the largest total size of any neighboring
pair of clique and separator.
3.3 MAP search using external memory
Once the upper-bound join tree is initialized, we
start the MAP search. At each search step, we
need to use the join tree to compute the search
bounds, which requires message propagation on the
jointree. For each message propagation step, we
check whether or not the potentials we need reside
in RAM. If not, we check whether there is enough
RAM available for reading them back in RAM from
disk. If necessary, we use the heuristics described in
Section 3.4 to select potentials to write from RAM
to disk in order to free up enough RAM to continue.
The strategy of using external memory is similar to
the strategy used in the join tree initialization phase.
There are, however, some important differences that
warrant discussion.
For efficient backtracking, the Yuan and Hansen
algorithm caches and restores potentials during the
MAP search. The need for caching makes using
external memory slightly more complicated. New
strategies are needed, both during forward search
and backtracking.
During forward search, we need to cache a po-
tential before we set the state of a newly instantiated
MAP variable as evidence to a clique potential, and
before we update a clique or separator potential us-
ing incoming messages. There are two possibilities.
One is that the potential to be cached is in RAM.
If enough additional RAM is available, we make a
copy in RAM immediately. If not, we free up space
by writing some cliques from RAM to disk before
making the copy in RAM. The second possibility is
that the potential is on disk. Since we need the po-
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tential in the next operation, we read a copy of the
potential from disk to RAM and swap the main and
cache pointers so that the main pointer points to the
copy in RAM.
When backtracking, we need to restore the join
tree to a previous state by restoring some cached
potentials. A potential and its cached copy can be
in RAM and/or disk. No matter where they are, we
simply delete the current main potential and redirect
the main pointer to point to the cached copy. There-
fore, no disk I/O is needed during backtracking. We
only read potentials from disk to RAM when they
are needed during forward search.
The strategies described above allow a potential
that is once written to disk to remain on disk and to
be repeatedly used until it is not needed anymore.
This helps to limit the number of times the same
potential is written to disk or read from disk.
3.4 Heuristics
It is critical for our MAP algorithm to have a good
heuristic for selecting which cliques and separators
to write to disk when RAM is full, in order to keep
the amount of disk I/O as low as possible.
Commonly-used heuristics include storing the
least recently used (LRU) or the least frequently
used (LFU) data in external memory. We imple-
mented both and found that the LRU heuristic out-
performs the LFU heuristic because message prop-
agation follows a fixed post-traversal order of the
join tree. We also tested two other heuristics. One
heuristic that we call largest first (LF) selects the
largest cliques to store in external memory. The
other heuristic that we call largest but least fre-
quently used (LLF) integrates the LF and LFU
heuristics. LLF selects the largest cliques, but de-
creases the priority of a clique if it is selected too
often. More formally, we use the following formula





where size is the size of a clique and #I/O is the
number of times the clique is written to disk or read
from disk. The clique that has the largest priority
value is selected as the next clique to write to disk.
4 Empirical evaluation
We tested our external-memory algorithm
(DFBnB+EM) by comparing it to the original
internal-memory MAP algorithm (DFBnB) devel-
oped by Yuan and Hansen (2009). Experiments
were performed on a 2.1GHz processor with 4GB
of RAM running a 32-bit version of Windows
Vista. The user is only allowed to use 2GB of
the memory address in a 32-bit environment. The
magnetic disk used for external memory operates
at 5400RPM and its interface is SATA2 (Serial
Advanced Technology Attachment).
4.1 Benchmarks and experimental design
Algorithm performance was tested on a set of
benchmark Bayesian networks. Two of the net-
works, BN-43 and BN-44, are from the UAI-06 in-
ference competition. For these two networks, the
MAP problem cannot be solved without using disk.
This shows that the new algorithm increases the
range of problems for which the MAP problem can
be solved exactly.
The other networks have been previously used to
test the internal-memory version of the MAP search
algorithm. They allow us to compare the perfor-
mance of the internal-memory MAP-search algo-
rithm to the external-memory algorithm under ar-
tificial memory limits. For each Bayesian network,
we set the low memory limit based on the minimal
memory requirement for the join tree of the net-
work. We set the high memory limit by averaging
the low memory limit and the total memory used
by the internal-memory MAP search algorithm. For
the BN-43 and BN-44 networks, we set the low
memory limit in the same way but set the high mem-
ory limit to be all available RAM.
Since the artificial memory limits are set based
on the join tree size, they do not consider other
memory requirements of the MAP algorithm, such
as memory incurred during search. Even when the
initial join tree fits in physical memory, caching
potentials during MAP search can significantly in-
crease the amount of memory needed. Yuan and
Hansen (2009) found that the increase ranges from
slightly larger to several times larger. Therefore,
MAP search may still fail if external memory is not
used. Finally, the Windows OS typically allocates
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Network DFBnB#Nodes #Backtracks Build(ms) Search(ms) Largest clique Jointree Avg memory Max memory
Hailfinder 9,902 61,721 15 457 26K 98K 231K 231K
Water 5 14 1,683 372 41M 70M 126M 140M
Munin4 195 104 57,332 567 8M 155M 180M 408M
Barley 282 2,524 8,949 62,858 100M 230M 345M 475M
Mildew 1,135 6,102 5,490 13,684 43M 104M 166M 167M
Andes 124,971 975,861 743 80,522 2M 5M 14M 14M
Pigs 75,627 660,986 2,313 150,206 4M 11M 32M 33M
Diabetes 11,783 161,262 7,629 204,837 2M 89M 144M 150M
BN-43 5,520 54,700 - - 512M 1,008M - -
BN-44 1,292 16,276 - - 258M 890M - -
Table 1: Results for the DFBnB algorithm of Yuan and Hansen (2009). ‘#Nodes’ is the number of search
nodes. ‘#Backtracks’ is the number of backtracking steps. ‘Largest clique’ is the largest clique size, and
‘Jointree’ is the jointree size. ‘Avg memory’ is the average total memory of the test cases, while ‘Max
memory’ is the maximum total memory. ‘K’ means kilobytes, and ‘M’ megabytes. Since the internal-
memory algorithm could not solve the MAP problem for networks BN-43 and BN-44, the partial results in
the table are from the external-memory algorithm.
a significant portion of memory to service applica-
tions. Therefore, not all RAM is available for use
by the MAP algorithm.
For each of the benchmark Bayesian networks,
we generated 10 random test cases with as many
root nodes as MAP variables and with all leaf
nodes as evidence variables so that they are solv-
able within reasonable time. Tables 1 and 2 report
the average results for these test cases.
4.2 Analysis of results
Table 1 shows the results for the DFBnB algorithm
and Table 2 shows the results for the DFBnB+EM
algorithm. However, note that the numbers of
search nodes (#Nodes) and backtracks (#Back-
tracks) shown in Table 1, as well as the size of the
largest clique and the size of the join tree, are the
same for both algorithms.
Unsurprisingly, there is more disk I/O (both reads
and writes) when there is more backtracking. But
interestingly, the amount of data read from disk to
RAM is often larger than the amount of data writ-
ten from RAM to disk. During backtracking, we
need to restore some cached potentials. If they are
in external memory, we do not need to immediately
read them from disk to RAM; we just pass their tags
to the potential pointers. When forward search re-
sumes, copies are then read from disk to RAM for
message propagation, and main and cache point-

















































Figure 3: Number of times chosen for I/O (in thou-
sands) versus clique size for different heuristics on
the Hailfinder network.
the external-memory copy. No write is necessary
during this process, unless memory is running low.
This is desirable because, for the same amount of
data, writing to disk takes more time than reading
from disk. This can be explained as follows. When
there is not much backtracking, however, as for the
Munin network, it is possible for more data to be
written to disk than read from disk.
Table 2 compares the performance of the three
heuristics described in Section 3.4: LRU, LF, and
LLF. The results indicate that LRU typically incurs
the least amount of I/O. A join tree typically has
smaller leaf cliques and larger inner cliques, and in-
ner cliques are accessed more often during back-
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Network
DFBnB+EM
Memory limit Heuristics Jointree building MAP searchTime Write Read Time Write Read
Hailfinder
40K
LF 836 303K 227K 147,730 58M 97M
LLF 881 303K 227K 91,539 33M 73M
LRU 1,218 302K 209K 156,263 9M 62M
135K
LF 16 0K 0K 900 507K 8M
LLF 19 0K 0K 1,915 298K 20M
LRU 19 0K 0K 3,293 267K 27M
Water
55M
LF 2,951 180M 164M 1,767 223M 234M
LLF 2,972 180M 164M 2,199 223M 234M
LRU 3,187 186M 168M 2,034 237M 240M
90M
LF 1,758 0M 0M 957 93M 93M
LLF 1,766 0M 0M 1,108 62M 132M
LRU 1,778 0M 0M 1,296 91M 151M
Munin4
10M
LF 67,879 697M 534M 2,940 334M 333M
LLF 69,180 697M 534M 8,311 333M 332M
LRU 81,317 570M 410M 20,562 239M 234M
95M
LF 59,037 186M 123M 2,305 102M 93M
LLF 59,870 248M 180M 2,138 114M 98M
LRU 74,017 281M 206M 10,581 84M 66M
Barley
150M
LF 11,906 363M 293M 266,415 24G 30G
LLF 11,605 363M 293M 259,678 22G 30G
LRU 11,522 313M 275M 291,873 24G 31G
250M
LF 8,859 0M 0M 229,783 21G 27G
LLF 8,923 0M 0M 113,009 6G 17G
LRU 8,869 0M 0M 88,168 249M 15G
Mildew
50M
LF 8,065 335M 272M 46,589 5G 7G
LLF 7,859 335M 272M 47,537 5G 7G
LRU 8,331 344M 280M 40,764 2G 4G
110M
LF 5,643 0M 0M 16,395 55M 2G
LLF 5,588 0M 0M 16,373 55M 2G
LRU 5,680 0M 0M 18,595 66M 606M
Andes
5M
LF 782 2M 1M 139,772 3G 12G
LLF 775 1M 1M 120,408 977M 9G
LRU 818 0M 0M 362,868 1G 8G
10M
LF 772 0M 0M 84,679 319M 1G
LLF 757 0M 0M 87,456 13M 5G
LRU 765 0M 0M 175,501 51M 7G
Pigs
10M
LF 2,528 10M 8M 877,444 77G 86G
LLF 2,558 15M 12M 399,216 23G 47G
LRU 6,251 9M 6M 1,866,499 8G 42G
20M
LF 2,384 0M 0M 184,497 523M 29G
LLF 2,363 0M 0M 197,263 368M 27G
LRU 2,443 0M 0M 1,163,290 3G 23G
Diabetes
5M
LF 10,821 155M 115M 3,445,326 115G 124G
LLF 11,213 159M 119M 2,275,228 62G 77G
LRU 11,475 146M 106M 2,661,619 44G 62G
75M
LF 7,694 0M 0M 238,486 147M 26G
LLF 7,680 0M 0M 238,031 51M 30G
LRU 7,682 0M 0M 227,471 34M 20G
BN-43
600M
LF 81,276 4G 4G 1,760,086 41G 46G
LLF 82,602 4G 4G 1,804,655 41G 46G
LRU 71,151 3G 3G 1,114,261 24G 29G
Available
LF 13,962 0M 0M 514,972 10G 20G
LLF 13,775 0M 0M 481,041 5G 16G
LRU 13,962 0M 0M 451,230 5G 15G
BN-44
350M
LF 70,731 4G 3G 3,513,469 251G 254G
LLF 69,006 4G 3G 3,472,347 239G 245G
LRU 77,144 3G 3G 3,219,000 208G 214G
Available
LF 18,426 0M 0M 537,318 16G 64G
LLF 17,984 0M 0M 407,260 1G 50G
LRU 18,225 0M 0M 510,685 12G 56G
Table 2: Results of external-memory MAP search. Running time is measured in milliseconds. ‘K’ means
kilobytes, ‘M’ means megabytes, and ‘G’ means gigabytes.
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tracking search. Therefore, LRU tends to select
smaller cliques to write to disk. By contrast, LF and
LLF select larger cliques to write to disk. This re-
sult is clearer in Figure 3, which plots the number of
disk I/O operations versus clique size in solving the
MAP problem for the Hailfinder network. The two
largest cliques are not selected often by LF and LLF
because they are stored in external memory early in
the search, and they remain there most of the time.
They are only occasionally copied from disk back
to RAM during backtracking.
However, the amount of disk I/O is not directly
proportional to running time. Although LRU has
the least amount of I/O and is faster than LF and
LLF on some networks, it can be much slower on
some other networks, such asMunin4 and Pigs. One
reason for this is the small cliques chosen by LRU
may not completely fill the I/O buffers, leading to
more I/O operations. If all cliques are large, as they
are for BN-43 and BN-44, LRUmay perform better.
The LF heuristic may repeatedly select the same
large cliques to write to disk because it only con-
siders clique size. The LLF heuristic decreases the
frequency with which the same large cliques are
selected by prioritizing cliques based on dividing
clique size by the number of times the clique has
been written to or read from disk. Results show that
when there is a lot of backtracking and not much
RAM available, LLF can be significantly faster than
LF. This is illustrated by the results for Hailfinder
and Barley. Otherwise, LF and LLF demonstrate
similar behavior in most cases.
We can use the ratio of the size of the join tree
to the size of the largest clique to estimate the im-
provement in scalability from using our external-
memory algorithm. For the benchmark networks,
the ratio ranges from several times to around 45
times. The ratio is even higher if we take into ac-
count all memory used by the original MAP algo-
rithm, since caching potentials can increase the size
of a join tree.
5 Conclusion
We have introduced an external-memory approach
to scaling up a depth-first branch-and-bound algo-
rithm for solving the MAP problem that uses incre-
mental join tree bounds (Yuan and Hansen, 2009).
Our results show that the external-memory ap-
proach improves scalability and allows MAP prob-
lems to be solved exactly that could not be solved
before due to memory limitations.
The minimum memory requirement of our algo-
rithm is the amount of memory needed to store any
neighboring pair of clique and separator. We plan
to address this limitation by allowing just part of a
clique to be stored in RAM while the rest is stored
on disk (Kask et al., 2010). We will try to develop
better heuristics for selecting potentials to write to
external memory. Although we already use rele-
vance reasoning to exploit evidence-based indepen-
dence, we will consider whether the lazy propaga-
tion architecture proposed in (Madsen and Jensen,
1999) can improve the efficiency of our algorithm.
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Abstract
The theory of causal independence is frequently used to facilitate the assessment of the proba-
bilistic parameters of discrete probability distributions of complex Bayesian networks. Although
it is possible to include continuous parameters in Bayesian networks as well, such parameters
could not, so far, be modelled by means of causal independence theory, as a theory of continuous
causal independence was not available. In this paper, such a theory is developed and generalised
such that it allows merging continuous with discrete parameters based on the characteristics of
the problem at hand. This new theory is based on the discovered relationship between the theory
of causal independence and convolution in probability theory, discussed for the first time in this
paper. It is also illustrated how this new theory can be used in connection with special probability
distributions.
1 Introduction
One of the major challenges in building Bayesian
networks is to estimate the associated probabilistic
parameters. As these parameters of a Bayesian net-
work have the form of conditional probability dis-
tributions P (E | C1, . . . , Cn), it has been beneficial
to look upon the interaction between the associated
random variables E, C1, . . . , Cn as the interactions
between causes Ck and an effect E. This insight has
driven much of the early work (Pearl, 1988), and
is still one of the main principles used to construct
Bayesian networks for actual problems.
Causal principles have also been exploited in situ-
ations where the number of causes n becomes large,
as the number of parameters needed to assess a fam-
ily of conditional probability distributions for a vari-
able E grows exponentially with the number of its
causes. The theory of causal independence is fre-
quently used in such situations, basically to decom-
pose a probability table in terms of a small number
of causal factors (Henrion, 1989; Pearl, 1988; Heck-
erman and Breese, 1996). However, so far this the-
ory was restricted to the modelling of discrete prob-
ability distributions, where in particular three types
of interaction are in frequent use: the noisy-OR
and the noisy-MAX—in both cases, the interaction
among variables is being modelled as disjunctive
(Dı´ez, 1993; Henrion, 1989; Pearl, 1988)—and the
noisy-AND. Interactions among continuous cause
variables are usually modelled by statistical tech-
niques such as logistic regression and probit regres-
sion, typically by using iterative numerical methods
that estimate the weight parameters by maximising
the likelihood of the data given the model (Bishop,
2006). Clearly, these regression models resist man-
ual construction based on a solid understanding of
a problem domain; the fact that Bayesian networks
can be constructed using a mixture of background
knowledge and data, depending on the availability
of knowledge and data of the problem at hand, is
seen as one of the key benefits of the technique.
Moreover, it is not possible to combine regression
models with discrete causal independence models.
In this paper, a new framework of causal inde-
pendence modelling is proposed. It builds upon the
link we discovered between the theory of causal in-
dependence and the convolution theorem of proba-
bility theory. The framework is developed by gener-
alising this theorem into an algebra that supports the
modelling of interactions, whether discrete, contin-
uous, or both, in a meaningful way.

























Figure 1: Causal factors that affect fat loss in hu-
mans.
2 Motivating Example
In biomedical modelling one often has to deal with a
mixture of discrete and continuous causes that give
rise to an effect. For example, the amount of fat
storage in the human body is determined by the en-
ergy balance, i.e., the balance between energy in-
take and expenditure. A decrease in fat storage usu-
ally occurs whenever the energy intake is smaller
than the energy expenditure. The energy expendi-
ture is determined by the internal heat produced,
which is mainly the basal metabolic rate (BMR),
plus external work estimated by physical activity.
Besides altering the energy balance, the storage can
be decreased by means of liposuction. The en-
ergy variables are naturally represented as contin-
uous variables, whereas ‘Liposuction’ is discrete.
The causal model is presented in Figure 1 and
the conditional probability distributions of fat loss
are represented by: P (L | C,B, Y, S). Somehow
this distribution must be determined by the interac-
tion between the intermediate causal variables con-
cerned, expressed by A ≡ (I ≤ (H +W )) (energy
intake is less than or equal to heat production plus
external work), with A standing for an appropriate
energy balance. Furthermore, the binary (Boolean)
effect variable fat loss L is defined as L ≡ (A ∨R)
(fat loss L is due to a change in the energy balance
A or fat removal R). The techniques developed in
this paper will allow one to exploit such information
in building a Bayesian network.
3 Preliminaries
This section provides a review of the basics under-
lying the research of this paper.
3.1 Probability theory and Bayesian networks
In this paper we are concerned with both discrete
and continuous probability distributions P , defined
in terms functions f , called the probability mass
function for the discrete case and density function
for the continuous case. Associated with a mass and
density function, respectively, are distribution func-
tions, denoted by F . Random variables are denoted
by upper case, e.g., X, I etc. Instead of X = x
we will frequently write simply x. This is also the
notation used to vary over values in summation and
integration and to indicate that a binary variable X
has the value ‘true’. The value ‘false’ of a binary
variable X is denoted by x¯. Finally, free variables
are denoted by uppercase, e.g., X.
A Bayesian network is a concise representation
of a joint probability distribution on a set of random
variables (Pearl, 1988). It consists of an acyclic di-
rected graph G = (V,A), where each node V ∈ V
corresponds to a random variable and A ⊆ V × V
is a set of arcs. The absence of arcs in the graph
G models independences between the represented
variables. In this paper, we give an arc V → V ′ a
causal reading: the arc’s direction marks V ′ as the
effect of the cause V . In the following, causes will
often be denoted by Ci and their associated effect
variable by E.
Associated with the qualitative part of a Bayesian
network are numerical parameters from the encoded
probability distribution. With each variable V in the
graph is associated a set of conditional probability
distributions P (V | pi(V )), describing the joint in-
fluence of values for the parents pi(V ) of V on the
probabilities of the variable V ’s values. These sets
of probabilities constitute the quantitative part of
the network. A Bayesian network represents a joint
probability distribution of its variables and thus pro-
vides for computing any probability of interest.
3.2 Causal modelling
One popular way to specify interactions among sta-
tistical variables in a compact fashion is offered by
the notion of causal independence (Heckerman and
Breese, 1996). The global structure of a causal-
independence model is shown in Figure 2; it ex-
presses the idea that causes C = (C1, . . . , Cn) in-
fluence a given common effect E through interme-
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C1 C2 . . . Cn
I1 I2 . . . In
E b
Figure 2: Causal independence model.
diate variables I = (I1, . . . , In) and a Boolean,
or Boolean-valued, function b, called the interac-
tion function. The influence of each cause Ck on
the common effect E is independent of each other
cause Cj , j 6= k. The function b represents in which
way the intermediate effects Ik, and indirectly also
the causes Ck, interact to yield the final effect E.
Hence, this function b is defined in such way that
when a relationship, as modelled by the function b,
between Ik, k = 1, . . . , n, and E = 1 (true) is sat-
isfied, then it holds that b(I1, . . . , In) = 1, denoted
by b(I1, . . . , In) = e.
The conditional probability of the occurrence of
the effect E given the causes C1, . . . , Cn, can be
obtained from the conditional probabilities P (Ik |
Ck) as follows:





P (ik | Ck) (1)
Formula (1) is practically speaking not very use-
ful, because the size of the specification of the func-
tion b is exponential in the number of its arguments.
The resulting probability distribution is therefore in
general computationally intractable, both in terms
of space and time requirements. An important sub-
class of causal independence models, however, is
formed by models in which the deterministic func-
tion b can be defined in terms of separate binary
functions gk, also denoted by gk(Ik, Ik+1). Such
causal independence models have been called de-
composable causal independence models (Hecker-
man and Breese, 1996); these models are of sig-
nificant practical importance. Often, all functions
gk(Ik, Ik+1) are identical for each k; a function
gk(Ik, Ik+1) may therefore be simply denoted by
g(I, I ′). Typical examples of decomposable causal
independence models are the noisy-OR (Dı´ez, 1993;
Henrion, 1989; Pearl, 1988; Srinivas, 1993) and
noisy-MAX (Dı´ez, 1993; Heckerman and Breese,
1996; Srinivas, 1993) models, where the function
g represents a logical OR and a MAX function, re-
spectively.
In the case of continuous causal factors with a
discrete effect variable, there are two main propos-
als for the conditional distribution of the discrete
node (Bishop, 2006). Suppose we have a binary ef-
fect variable E and continuous parents C1, . . . , Cn.
If E is modelled using a logistic function, then
P (e | C1, . . . , Cn) = exp(b+ w
Tϕ(C))
1 + exp(b+ wTϕ(C))
(2)
where wT = (w1, . . . , wn) is a weight vector and
ϕ(C) a, possibly nonlinear, basis function applied
to the causes C . The other option is to use the probit
regression model, with
P (e | C1, . . . , Cn) = P (Θ ≤ (b+ wTϕ(C))) (3)
where Θ ∼ N(0, 1). Although both types of model
are flexible, it is very hard to come up with sensible
weight vectors w and basis functions ϕ based only
on available domain knowledge of the relations be-
tween causes.
3.3 The convolution theorem
A classical result from probability theory that is use-
ful when studying sums of variables is the convo-
lution theorem. The following well-known theorem
(cf. (Grimmett and Stirzaker, 2001)) is central to the
research reported in this paper.
Theorem 1. Let f be a joint probability mass func-
tion of the random variables X and Y , such that
X + Y = z. Then it holds that P (X + Y = z) =
fX+Y (z) =
∑
x f(x, z − x).
Proof. The (X,Y ) space determined by X + Y =
z can be described as the union of disjoint sets
(for each x): ⋃x ({X = x} ∩ {Y = z − x}), from
which the result follows.
If X and Y are independent, then, in addition, the
following corollary holds.
Corollary 1. Let X and Y be two independent ran-
dom variables, then it holds that




fX(x)fY (z − x) (4)
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The probability mass function fX+Y is in that
case called the convolution of fX and fY , and it is
commonly denoted as fX+Y = fX ∗ fY . The con-
volution theorem is very useful, as sums of random
variables occur very frequently in probability theory
and statistics. The convolution theorem can also be
applied recursively, i.e.,
fX1+···+Xn = fX1 ∗ · · · ∗ fXn
as follows from the recursive application of Equa-
tion (4):









fX1(x1)fX2(y1 − x1) · · ·
fXn−1(yn−2 − yn−3)fXn(z − yn−2) (5)
where we use the following equalities:
Y1 = X1 +X2
Yi = Yi−1 +Xi+1, ∀i: 2 ≤ i ≤ n− 2
Thus, Yn−2 = X1 + · · · + Xn−1, and Xn = z −
Yn−2. As addition is commutative and associative,
any order in which the Yi’s are determined is valid.
The convolution theorem does not only hold for
the addition of two random variables, but also for
Boolean functions of random variables. However,
in contrast to the field of real numbers where a value
of a random variable Xn is uniquely determined by
a real number z and yn−2 through Xn = z − yn−2,
in Boolean algebra values of Boolean variables only
constrain the values of other Boolean variables.
These constraints may yield a set of values, rather
than a single value, which is still compatible with
the convolution theorem. In the following, we use
the notation b(X, y) = z for such constraints, where
the Boolean values y and z constrain X to particular
values. For example, for (X ∨ y) = z, where y, z
stand for Y = 1 (Y has the value ‘true’) and Z = 1
(Z has the value ‘true’), it holds that X ∈ {0, 1}.
Theorem 2. Let f be a joint probability mass func-
tion of independent random, Boolean variables I
and J and let b be a Boolean function defined on
I and J , then it holds that
P (b(I, J) = e) =
∑
i
fI(i)P (b(i, J) = e)
Proof. The (I, J) space defined by b(I, J) = e can
be decomposed as follows:
⋃
i{I = i} ∩ {J =
j | b(i, j) = e}, where the expression b(i, j) = e
should be interpreted as a logical constraint on the
Boolean values of the variable J . As in Theorem 1,
the individual sets {I = i} ∩ {J = j | b(i, j) = e}
are mutually exclusive.
This theorem is illustrated by the following ex-
ample.
Example 1. Consider the example given in Figure
1 as discussed in Section 2, and the Boolean rela-
tion A ∨ R ≡ L, which expresses that fat loss L
is due to changes in the energy balance A or fat
removal R. By applying Theorem 2 the follow-
ing results: P (A ∨ R = l) = ∑a fA(a)P (a ∨
R = l) = fA(a) (fR(r) + fR(r¯)) + fA(a¯)fR(r) =
fA(a)fR(r)+fA(a)fR(r¯)+fA(a¯)fR(r), where the
term (fR(r) + fR(r¯)) results from the logical con-
straint that a ∨ R = l, i.e., R ∈ {0, 1}. Note that
this is exactly the same result as for the noisy-OR




fA(a)fR(r) = P (A ∨R = l)
4 Convolution-based Causal
Independence
In this section, we start to systematically explore
the relationship between the convolution theorem of
probability theory and the theory of causal indepen-
dence.
4.1 General idea
The idea now is that we can use any Boolean-valued
function, as long as the function is decomposable, to
model causal interaction using the convolution the-
orem. A discrete causal independence model can
also be written as follows:
Pb(e | C) = P (b(I1, . . . , In) = e | C)
where the right hand side can be determined as fol-
lows:










·PI2(b1(i1, I2) = j1 | C2) · · ·
PIn(bn−1(jn−1, In) = e | Cn) (6)
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and the Boolean random variables Jk are defined in
terms of Il’s dependent on the constraints imposed
by the Boolean operators bk. This can be proven
by an inductive argument over all the cause vari-
ables. If we use a single operator ⊙ that is com-
mutative and associative, then the order of evalua-
tion does not matter, and we can ignore parentheses:
b(I1, . . . , In) = I1 ⊙ · · · ⊙ In (Zhang and Poole,
1996; Lucas, 2005). However, if the single oper-
ator used to define the Boolean function b is nei-
ther commutative nor associative, then the order in
which the Boolean expression is evaluated matters,
and one should use parentheses.
The principles discussed above carry over to the
continuous case. The convolution theorem for con-
tinuous variables X, Y , and Z , with Z = X + Y ,




fX(x)fY (z − x) dx
where fX+Y , fX , and fY are probability density
functions, and the variables X and Y are assumed
to be independent. In the context of the theory of
causal independence, we use convolution to com-
pute the conditional probability density function
fb(e | C), in a way very similar to the discrete case,
where b is the causal interaction function.
4.2 A language for modelling interactions
To carry over the ideas of causal independence from
the discrete case, we consider various operators for
continuous variables. This will build up a rich lan-
guage for modelling causal independence.
4.2.1 Boolean-valued continuous operators
Moving to the continuous case, first let I be a
set of independent continuous causal random vari-
ables with associated probability density f(I | C).
Consider the Boolean-valued decomposable func-
tions b, i.e., functions b : I → {0, 1}, such that
constraints on some variables I ′ ⊂ I imposed by b
are measurable sets of values for I ′. We now wish
to use the theory of causal independence in order
to decompose the probability mass fb(e | C). If
I = {J,K} are continuous intermediate variables
and C = {CJ , CK} the relevant causal variables,
then:















fJ(j |CJ)P (b(j,K) = e |CK)dj (8)
The constraint b(j,K) = e determines a subspace
of the real numbers for variable K over which the
density function fK is integrated.
For a general n-ary Boolean-valued function b of
continuous variables, we can apply this equation re-
cursively, which gives:









fIn(in | Cn) din · · · di1 (9)
If b is defined on both discrete and continuous vari-
ables, then this yields a mix of sums and integrals
by repeated application of Theorem 2 and Eq. (8).
Analogously to the convolution notation, we de-
fine an operator b for denoting this decomposition
for any Boolean function such that:
b (fC1I1 , . . . , f
Cn
In
)(e) = fCb(I1,...,In)(e) = fb(e | C)
where the superscripts C1 and C2 represent condi-
tioning on the corresponding variables. This allows
us to deal with complex combinations of such oper-
ators in a compact fashion.
If b is binary, we use an infix notation; e.g., ∨
denotes the decomposition of two densities fJ and
fK using a logical OR. Returning to the fat loss
problem (denoted by the variable L with l standing
for L = 1) of Example 1, we have:
(fA ∨ fR)(l) =
∑
a
fA(a)P ((a ∨R) = l)
which is again the noisy-OR operator.
In the following section, a language that supports
Boolean combinations of relations is developed.
4.2.2 Relational operators
The relational operators are treated similarly to
convolutions and Boolean operators by viewing a
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relation and a value of a random variable as a con-
straint on the other variables. First, basic operators
to build up our language are basic relational opera-
tors, such as =,≤, >. Consider ≤:
P≤(e | C) = P ((I1 ≤ I2) = e | C) =∫∫
(i1≤i2)=e
f(i1, i2 | C) di1 di2 (10)
If I1 and I2 independent, then the following equality
results:












fI2(i2 | C2) di2 di1
A similar expression can be derived for >, while
P ((I1 = I2) = e | C) = 0 as P ((I2 = i1 | C2) =
0 for continuous variables I1 and I2. This expres-
sion implies that, in case I1 and I2 are independent,
the relation can be decomposed. As a result, we can





)(e) = fR(e | C)
= P (R(I1, I2) = e | C)
where R is one of the basic relational operators.
Subsequently, we look at the extension of this
language with convolutions of the interaction be-
tween variables and constants. A constant k can be




1/δ if j ∈ (k − δ/2, k + δ/2]
0 otherwise
for δ ∈ R+ very small, then




fI(i) di = P (I ≤ k)
as one would expect. For convenience, we have
written fk for this density function fJ and will do
so in the following.
For modelling the interaction between convolu-
tions of variables, let I a set of continuous random
variables and K a set of constants. Then, a sum-








where V ⊆ I∪K, W ⊆ I∪K, and R is a relational
operator.
If V and W do not overlap in variables except for
the constants, the sums of V and W are indepen-
dent. In that case, the relation can be decomposed
by Eq. (9). So we have the following proposition.














= (fV1+···+Vn R fW1+···+Wm)(e)
if V ∩W ∩ I = ∅.
Example 2. Recall the example in Figure 1 as
discussed in Section 2. The causal independence
model of the energy balance A can be written as:
P ((I ≤ H +W ) = a | C,B, Y )
= (fCI ≤ f
{B,Y }
H+W )(a) = (f
C
I
≤ (fBH ∗ fYW ))(a)
where ∗ is the convolution operator.
This approach could be extended easily to other
operators, such as subtraction, but we refrain from
this because of space limitations.
4.2.3 Boolean combinations of relations
Sum-relations can now be combined using
Boolean functions in a uniform manner. Let Ic be
a set of continuous causal random variables, Id a
set of discrete causal random variables, and I =
Ic ∪ Id. A Boolean combination bc is a Boolean-
valued function defined on I as follows:
bc(I) = b(R1(V1), . . . , Rn(Vn), Id)
where b is a Boolean function and R1, . . . , Rn a set
of sum-relations.
If the continuous variables in the Boolean com-
binations of relations are partitioned, Eq. (6) can be
applied to obtain the following proposition.
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Proposition 2. The causal independence model
of a Boolean combination of sum-relations
b(R1(V1), . . . , R2(Vn)), can be written as:
P (b(R1(V1), R2(V2)) = e | C)
= (fC1R1(V1)
b fC2R2(V2))(e)
if V1 ∩ V1 = ∅.
Example 3. Again, consider the example in Fig-
ure 1 as discussed in Section 2. We are now in the
position to decompose the full causal independence
function representing fat loss L.
P ((I ≤ H +W ) ∨R) = l | C,B, Y, S)
= P ((R ∨ (I ≤ H +W )) = l | C,B, Y, S)
= f{C,B,Y,S}R∨(I≤H+W )(l)
= (fSR ∨ fL≤H+W)(l)
= (fSR ∨ (f
C
I
≤ (fBH ∗ fYW )))(l)
5 Special Probability Distributions
In this section, the theory developed in the previous
sections is illustrated by actually choosing special
probability distributions to model problems.
5.1 Bernoulli distribution
As an example of discrete distributions, we take the
simplest one: the Bernoulli distribution. This distri-
bution has a probability mass function f such that
f(0) = 1 − p and f(1) = p. Let P (Ik | ck)
be Bernoulli distributions with parameters pk where
k = {1, 2}. Suppose the interaction between C1
and C2 is modelled by ≤, then the effect variable E
also follows a Bernoulli distribution with parameter:







fI1(i1 | c1)P ((i1 ≤ I2) = e | c2)
= p1 − p1p2 + 1
By the same reasoning, we obtain the parameters of
the resulting distribution when c¯1 or c¯2.
5.2 Exponential distribution
In order to model the time it takes for the effect
to take place due to the associated cause, we use
the exponential probability distribution with distri-
bution function F (t) = 1 − e−λt, where t ∈ R+0
is the time it takes before the effect occurs. The
associated probability density function is f(t) =
F ′(t) = λe−λt. Now, let I1 and I2 stand for two of
such temporal random variables such that I1 ≤ I2,
meaning that intermediate effect I1 does not occur
later than I2. The probability mass of E to occur is:



















where we use a delay δ ≥ 0. If λ1 = λ2, then
PI1≤I2(e | C) = 1/2.
5.3 Conditional Gaussian distribution
The most common hybrid distribution for Bayesian
networks is the conditional Gaussian distribution
(Lauritzen and Wermuth, 1989). We illustrate the
theory for the case when a continuous interaction
variable I has a continuous cause variable C . The
distribution of I is given in this model by f(i | C) =
N(α+ βC, σ2). Let I1 and I2 be two such random
variables with causal variables C1 andC2. It is well-
known that variable E with fI1−I2(e | C) is dis-
tributed Gaussian with mean α1+β1C1−α2−β2C2
and variance σ21 + σ22 . Similarly, the convolution of
two Gaussian variables is a Gaussian variable with
the sums of means and variances. Because of space
limitations, the derivations are omitted.
Here we illustrate the relational operator ≤. The
probability P≤(e | C) can be obtained by
P≤(e | C) = fC1I1 ≤ fC2I2
= (fC1I1
− fC2I2 )










= P (Θ ≤ b+ w1c1 + w2c2)













and Θ ∼ N(0, 1), which is a probit regression
model (cf. Section 3.2).
Example 4. Consider the energy balance A as de-
composed in Example 2. Suppose all causal and in-
teraction variables are conditionally Gaussian. Sup-
pose the balance is negative, i.e., a is true, then,
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Figure 3: Example distributions, where, from left to right, the first figure shows the density of C ∼
N(2800, 700); the second figure shows the density of B + Y ∼ N(2300, 200); the third figure shows
the probability distributions P (A | C,B + Y ) with A ≡ I ≤ (H +W ) where I ∼ N(0.9 · C, 200) and
H +W ∼ N(1.1 · (B + Y ), 300); finally, the figure on the right shows the joint density of {A,C,B + Y }.
(fBH ∗ fYW )(a) represents a distribution N(αH +
αW + βHCB + βWCY , σ2H + σ
2
W ), i.e., the sum of
the mean and variance. Using the above, it follows
that the probability of a is:
P (a) = (fCI ≤ (f
B
H ∗ fYW ))(a)
which is a probit regression model with b = (αI −
αH − αW )/σ′, wC = βI/σ′, wB = −βH/σ′, and







In Figure 3 a number of plots are given to illus-
trate this model for some realistic parameters. Note
that the energy balance distributions depicted in the
third figure are split up into 0 (too much intake),
1 (too much energy expenditure), and an uncertain
band in the middle.
6 Conclusions
We presented a new algebraic framework for causal
independence modelling of Bayesian networks that
goes beyond what has been available so far. In con-
trast to other approaches, the framework supports
the modelling of discrete as well as of continuous
variables, either separately or mixed.
The design of the framework was inspired by
the convolution theorem of probability theory, and
it was shown that this theorem easily generalises
to convolution with Boolean-valued functions. We
also studied a number of important modelling oper-
ators. Contrary to regression models, we were thus
able to model interactions between variables using
knowledge at hand. Furthermore, the theory was
illustrated by a number of typical probability distri-
butions which one needs to use when actually build-
ing Bayesian network models for problems. Finally,
although some of the results suggest that standard
tools for solving the inference problem can be used,
such as the probit model for the conditional Gaus-
sian distribution, more research is required and such
we intend to undertake in the near future.
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Abstract
Belief networks (BNs) extracted from statistical relational learning formalisms often in-
clude variables with conditional probability distributions (CPDs) that exhibit a local struc-
ture (e.g, decision trees and noisy-or). In such cases, naively representing CPDs as tables
and using a general purpose inference algorithm such as variable elimination (VE) results
in redundant computation. Contextual variable elimination (CVE) partly addresses this
problem by representing the BN in terms of smaller units called confactors. This leads to a
more compact representation and faster inference. CVE requires that a variable’s confac-
tors are mutually-exclusive and exhaustive. We propose CVE-OC (CVE with overlapping
contexts), which lifts these restrictions. This seemingly simple step shows to be powerful
and allows for a more efficient encoding of confactors and a reduction of the computational
cost. Experiments show that CVE-OC outperforms CVE on multiple problems.
1 Introduction
Belief networks (BNs) (Pearl, 1988) are a well-
known formalism to represent probabilistic re-
lations between variables. Their main advan-
tage is that they allow one to graphically repre-
sent which variables are (in)dependent of which
other variables. A BN takes the form of a di-
rected acyclic graph in which the variables are
nodes and the dependence information is en-
coded by means of the edges. The BN de-
fines the variables’ joint probability distribu-
tion, which is compactly represented as a prod-
uct of factors. This product includes for each
variable one factor, which is typically encoded
as a table that represents the conditional prob-
ability distribution (CPD) of the variable given
its parents in the BN. BN inference (computing
the conditional probability of a query variable
given certain evidence) can be performed by
summing out all non-query non-evidence vari-
ables from the factorization. This is essentially
what the variable elimination (VE) algorithm
(Zhang and Poole, 1996) does.
A field where BNs are applied is statistical
relational learning (SRL) (Getoor and Taskar,
2007). This is a research area that combines the
elegant handling of uncertainty from probability
theory with the capability of representing com-
plex relational domains of first-order logic. A
large number of the formalisms used in SRL can
be converted into BNs (e.g., CP-logic, ProbLog,
ICL, PRISM, BLP). For these formalisms, only
exploiting the notion of independence does not
yield the most efficient representation possible.
The CPDs resulting from the conversion exhibit
a particular internal structure, which we will
call local structure. For example, a CPD may
be given as a decision tree (Ramon et al., 2008),
may express that the different conditions in-
fluence the variable independently (noisy-or or
noisy-max), or may impose constraints on the
range of a variable in a certain context (Meert
et al., 2008). In these cases, a table based repre-
sentation contains redundancies; an alternative
representation that avoids these redundancies
may yield more efficient inference.
Several methods have been proposed to ex-
ploit local structure. For instance, contextual
variable elimination (CVE) (Poole and Zhang,
2003) uses a more compact representation for
decision trees and more complex local structures
that exhibit contextual independence. This re-
duces the tree-width of the network, thus al-
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lowing for more efficient inference. CVE is a
generalization of probability trees and a com-
parison is made in (Poole and Zhang, 2003).
Another example is multiplicative factorization
(MF) (Dı´ez and Gala´n, 2003) that can exploit
local structures like independent causation (e.g.
noisy-or/and). CVE and MF each exploit one
particular type of structure, but cannot han-
dle the other. CVE relies on contexts being
mutually-exclusive and exhaustive (we will call
this the MEE-restriction), which makes it un-
suitable to combine it with MF.
There are also methods that utilize a pre-
processing phase to compile the belief network
into a different structure, which is optimized
for answering multiple queries and allows ef-
ficient inference with particular types of local
structure. Some known methods are the Arith-
metic Circuits (AC) of (Chavira and Darwiche,
2007) and the AND/OR-trees of (Mateescu and
Dechter, 2008). In SRL, for each query a new
network is built (every time requiring a compi-
lation), therefore, in this paper, we focus on the
compilation-free methods.
The main contribution of this paper is that
we show how in CVE the MEE-restriction can
be lifted. This leads to a new method, CVE-
OC : CVE with overlapping constraints. Lift-
ing the MEE-restriction has two important con-
sequences: (a) contexts can be encoded more
compactly, with increased efficiency as a result,
and (b) factorizations like MF can also be han-
dled, which means that CVE-OC can exploit all
structures that CVE and MF can exploit. An
additional contribution, is that CVE-OC han-
dles constraints on the range of multi-valued
variables. This is an extension of CVE for which
no concrete solution has been presented up till
now.
This paper is organized as follows. We start
by providing background on CVE and MF. Af-
ter this we presents CVE-OC, the paper’s main
contribution. Next, we discuss its usefulness in
the context of statistical relational learning. We
present an experimental evaluation in that con-
text, and finally present our conclusions.
2 Preliminaries
2.1 Contextual variable elimination
(CVE)
CVE makes use of a more specific form of con-
ditional independence known as contextual in-
dependence (Boutilier et al., 1996; Poole and
Zhang, 2003).
Definition 1 (Contextual Independence). As-
sume that X Y, Z and C are sets of variables.
X and Y are contextually independent given Z
and context C = c, with c ∈ dom(C), iff
Pr(X|Y = y ∧ Z = z ∧C = c) =
Pr(X|Z = z ∧C = c)
for all y ∈ dom(Y) and z ∈ dom(Z) such that
Pr(Y = y ∧ Z = z ∧C = c) > 0. We also say
that X is contextually independent of Y given Z
and context C = c (if we drop C = c, we say X
is conditionally independent from Y given Z).
VE (Zhang and Poole, 1996) represents the
joint distribution as a product of factors, in
which each factor is a conditional probability
table. CVE (Poole and Zhang, 2003) factorizes
the joint distribution further by replacing each
factor by a set of contextual factors or confac-
tors. A confactor ri consists of two parts: a
context and a table:
〈V1 = v1,i ∧ . . . ∧ Vk−1 = vk−1,i︸ ︷︷ ︸
context
,
factor i(Vk, . . . , Vm)︸ ︷︷ ︸
table
〉
The context is a conjunction of variable-value
tests (Vj = vj,i), which indicates the condition
under which the table is applicable (if the con-
text is “true” the table is always applicable).
The context is used to split up factors into con-
factors based on Def. 1. The table stores proba-
bilities for all value assignments of a set of zero
or more variables (Vk, . . . , Vm).
The set of confactors that together represent
the CPD of a variable V (the confactors for
V ) is mutually-exclusive and exhaustive (MEE).
This means that for each possible value assign-
ment for a variable V and its parents pa(V ),
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b. VE-factor for D (decision tree) c. CVE-confactors for D d. CVE-OC confactors for D
￿D= t ∧O￿ = f , 1−β1 ￿








e. VE-factor for O (noisy-or) f. VE-factors after MF for O g. CVE-OC confactors for O








dom(A1) = dom(A3) = { f , t}
dom(D) = dom(O) = { f , t}
Figure 1: (a) Belief network with local structure; on top the graphical model, then the decision
tree for node D and the definition of noisy-or for node O, and at the bottom the domains for the
variables; (b) CPD for D represented as a table like in VE; (c) CPD for D represented by confactors
for use in CVE; (d) CPD for D represented by confactors for CVE-OC; (e) CPD for O; (f) CPD for
O factorized with MF for use in VE; (g) CPD for noisy-or represented by confactors for CVE-OC
after MF.
there is precisely one confactor of which the ta-
ble includes the parameter Pr(V = v |pa(V ) =
vpa). These conditions ensure that confactors
for the same variable do not overlap, therefore,
the set of all confactors for a variable is identical
to the original factor.
Fig. 1.c shows a confactor representation of a
BN for which the CPD for D can be represented
by a decision tree. This CPD can be compactly
represented as a set of confactors of which each
context is the conjunction of variable-value tests
on a path from the decision tree root to one of
its leaves. (As a note, the converse is not true; a
decision tree cannot always represent confactors
equally compactly.)
We describe CVE at a high level (the com-
plete algorithm can be found in (Poole and
Zhang, 2003)). Similar to VE, CVE eliminates
the non-query, non-evidence variables one by
one from the joint distribution. To eliminate
a variable E, it relies on four basic operations:
1. 〈c, t1〉⊗〈c, t2〉 ≡ 〈c, t1⊗t2〉, multiplying two
confactors with identical contexts c.
2.
∑
E〈c, t〉 ≡ 〈c,
∑
E t〉, summing out a vari-




E (〈c ∧ E = e1, t1〉, . . . , 〈c ∧ E = ek, tk〉) ≡
〈c,∑ ti〉, summing out a variable E, with
domain e1, . . . , ek, that appears in the
contexts.
4. 〈c, t〉 ≡ 〈c ∧ X = x1, t(X = x1)〉, . . . , 〈c ∧
X = xk, t(X = xk)〉, splitting a factor;
t(X = xi) is table t but elements for which
X 6= xi are removed.
The first three operations are only possible if
the contexts are identical (indicated with c) ex-
cept for the variable to eliminate (E). To make
the contexts identical, CVE uses the fourth op-
erator (splitting). Given two confactors, re-
peated splitting can be used to create two con-
factors with identical contexts. The order in
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which these operators are applied is chosen by
the so-called absorption algorithm for CVE.
Splitting creates extra confactors, and therefore
heuristics are used to avoid this operation as
much as possible.
Confactors can represent CPDs more com-
pactly than tables, but, as the previous discus-
sion illustrates, at the cost of more complicated
basic operations.
2.2 Multiplicative factorization of
noisy-max
Fig. 1.e shows how noisy-or can be represented
in terms of a table that is used by VE. This rep-
resentation has the disadvantage that, while the
inputs independently cause the output, this in-
dependence is not reflected in the factorization.
Confactors do not offer a solution for this type
of local structure, so another technique should
be used.
(Dı´ez and Gala´n, 2003) propose a state-of-
the-art multiplicative1 factorization (MF) for a
factor representing noisy-or (and its generaliza-
tion noisy-max). In this new set of factors, each
factor only involves one of the inputs. In gen-
eral, this leads to faster inference with VE. It
is not necessary for this paper to fully under-
stand the method or the example in Fig. 1.f,
but important to note is that this method uses
multiple factors to represent the CPD for a vari-
able (in this case O′). Because of the MEE-
restriction, these two factors cannot be repre-
sented by confactors.
3 CVE with overlapping contexts
Our main contribution is the CVE-OC algo-
rithm. The CVE-OC algorithm removes the
restrictions on the confactors imposed by the
CVE algorithm:
First, CVE expects that the confactors for
a variable V are MEE. This condition ensures
that the parameters in the confactors are iden-
tical to those in V ’s original conditional prob-
ability table. It is also a pre-condition for
1The term ‘multiplicative’ is used because the sum-
mation that is typical for noisy-or is transformed into a
multiplication causing further factorization.
the algorithm CVE uses to combine confac-
tors while eliminating a variable (the absorp-
tion algorithm). As mentioned in the introduc-
tion, this pre-condition has certain disadvan-
tages (e.g., it is incompatible with MF (Dı´ez
and Gala´n, 2003), and it may make expressing
logical constraints more complicated). There-
fore, we choose to remove this pre-condition.
As a result, a parameter in the original table
is not guaranteed to be equal to a parame-
ter in a single confactor (like in CVE) but is
equal to the multiplication of different param-
eters found in different confactors with non-
mutually-exclusive contexts. As a consequence
the absorption algorithm can no longer be used
and we need a new technique to decide which
confactors to combine when.
Second, the equality tests in the contexts can
be replaced with set membership tests. This
allows for a more compact representation in do-
mains with multi-valued variables. This repre-
sentation was already proposed by Poole and
Zhang (Poole and Zhang, 2003), but not sup-
ported in their algorithm and implementation
as it requires one to extend the splitting opera-
tion.
A confactor ri now has the following form:
〈V1 ∈ v1,i ∧ . . . ∧ Vk ∈ vk,i ∧ . . . ∧ Vn ∈ vn,i ,
factor i(Vk, . . . , Vn, . . . , Vm)〉
The context is a conjunction of set membership
tests (Vj ∈ vj,i, vj,i ⊆ dom(Vj), with 1 ≤ j ≤ n),
which indicates the condition under which the
table is applicable. The table stores probabili-
ties for given value assignments for a set of zero
or more variables (Vk . . . Vm). Note that a vari-
able can now appear both in the context and in
the table.
The interpretation of a set of confactors with
overlapping contexts for a variable V can be
given in terms of the multiplication of their pa-
rameters. Given a value assignment for a vari-
able and its parents, it is now possible that mul-
tiple confactors for V have contexts that are a
applicable and each of these confactors has a pa-
rameter in its table that is consistent with the
value assignment. The product of these param-
eters is equal to the parameter in the original
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table representing the CPD. If the set is not ex-
haustive, we assume that the value assignments
not covered by a context correspond to param-
eters that are equal to 1.0, which are irrelevant
in a multiplication.
Based on the above modifications, we can
convert the CPDs in Fig. 1.c and 1.f into the
more compact representation in Fig. 1.d and
1.g, which is the input to CVE-OC. This shows
three new uses of confactors: (a) it is possible to
use set membership to express value ranges of a
variable (e.g., the conditions on A2); (b) noisy-
or can be represented more efficiently by using
MF (Dı´ez and Gala´n, 2003) (possibly combined
with set membership in case of multi-valued
variables); (c) logical constraints can be more
compactly expressed and will be exploited dur-
ing variable elimination.
3.1 The CVE-OC algorithm
Recall from the explanation of CVE that its core
operations are not only multiplication and sum-
out, but also compatibility checking and split-
ting. As explained in (Poole and Zhang, 2003),
compatibility checking and splitting must be
performed very often and may therefore be com-
putationally expensive.
Since CVE-OC allows overlapping contexts,
it cannot use absorption to reduce the number
of compatibility checks. Moreover, the use of
set membership tests requires even more types
of splitting. To improve the efficiency of com-
patibility checking and splitting we propose a
temporary tree-based index structure to repre-
sent the set RE of all confactors that contain
the variable E that is being eliminated.
Fig. 2 shows an example of this index struc-
ture. Each internal node contains a variable
that appears in a context of a confactor in RE
and the outgoing edges of the node are labeled
with subsets of the variable’s domain. The leaf
nodes contain the tables.
Before explaining the index construction pro-
cedure, we define the rank of a variable. Each
variable is given a different rank. rank(E) = 0,
and the ranks of the other variables are posi-
tive and increase monotonically with the num-
ber of confactors they appear in (ties are broken
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Figure 2: (a) Tree index structure used by CVE-
OC to eliminate A2, after adding the confac-
tors from Fig. 1.d. (b) The tree structure after
adding the confactors shown in (c) to (a).
at random). The index will have the property
that variables with a higher rank occur higher
up in the tree.
To construct the index, CVE-OC starts with
a tree that consists of a single leaf that contains
a table t = 1.0. Then it absorbs all confactors
from RE one by one into the tree. In the end,
the tree will contain for any context a correct
CPD. To absorb a confactor r = 〈c, t〉, it moves
the confactor down the tree. When it encoun-
ters an internal node containing variable N , one
of the following five cases may occur (CVE-OC
acts according to the first case that applies).
1. c’s top-ranked variable V has a higher rank
than rank(N), i.e., V should appear above
N in the tree. V occurs as V ∈ v in c.
CVE-OC then replaces node N by a new
node labeled V with two outgoing edges:
one labeled v, and one labeled with its com-
plement (dom(V ) − v). The original sub-
tree rooted at N is duplicated and becomes
both the left and right subtree of the new
node V . CVE-OC removes variable V from
r’s context c and sorts the resulting confac-
tor down both subtrees.
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2. N appears in r’s context, i.e., (N ∈ n) ∈ c.
If one of the outgoing edges from N is la-
beled n, then CVE-OC sorts r down that
branch. If not, then it must perform the
splitting operation. To this end, it pro-
cesses all N ’s outgoing edges in turn. For
a given edge i, if its label ni is disjoint
from n, the corresponding subtree is in-
compatible with r and no further compu-
tation is required. Otherwise, ni must be
split. CVE-OC removes the edge labeled
ni from N and replaces it with two new
edges, one labeled n+i = ni ∩ n and one
labeled n−i = ni − n. The original sub-
tree rooted at ni is duplicated below these
two new edges. Next, CVE-OC removes N
from r’s context and projects its table on
the condition N ∈ n+i . Then it sorts the
resulting confactor down edge n+i .
3. N appears in r’s table. Let n1, . . . , nk be
the labels of N ’s outgoing edges. CVE-OC
sorts r down the tree via each ni after pro-
jecting r’s table on the condition N ∈ ni.
4. r represents a logical constraint (t = 0) and
c = ∅. In this case, CVE-OC replaces node
N by a new leaf and initializes the table in
that leaf to zero. We call this step pruning
the tree based on a constraint.
5. CVE-OC sorts r down to all subtrees of N .
If r reaches a leaf, which stores a table tl, then
the following happens. If tl = 0, then this leaf
represents a constraint and no further compu-
tation is required. If tl 6= 0, then there are two
cases: either c = ∅ or c 6= ∅. In the former case,
CVE-OC replaces the table in the leaf by the
product of tl and t. In the latter case, it must
introduce a new node for the top ranked vari-
able in c into the tree. This is done in precisely
the same way as in step one above.
After all confactors in RE are absorbed into
the index, CVE-OC can sum-out the variable
E. This is done in two steps. In the first step,
E is summed out from all the tables in the
leaves of the index. The next step applies to
all internal nodes that are labeled with E. Be-
cause rank(E) = 0, all children of such nodes
are leaves. To sum-out E, a node that contains
E is simply replaced by a leaf with a table equal
to the sum of the tables in E’s children.
After E is eliminated, the tree is converted
back into a set of confactors, by creating one
confactor for every leaf. Together with the con-
factors not in RE , these form the set of con-
factors for the following elimination step. Note
that we cannot reuse the same index for elim-
inating a different variable because the index
is specific to the variable that is being elimi-
nated. Also, converting all confactors into one
single tree is to be avoided as a tree is in general
not the most compact representation for a set
of confactors. Therefore, we include as few as
possible confactors in the tree (by means of the
variable ordering), and we only use the tree to
make compatibility checking and splitting more
straightforward.
4 Experiments
We evaluate the inference methods on the task
of inferring the marginal distribution of one des-
ignated variable in four types of BNs of varying
complexity. We always select the variable with
the highest inference cost and do not include
any evidence (i.e., we consider the most diffi-
cult case). The software and BNs are available
online (dtai.cs.kuleuven.be/corporal). We com-
pare five algorithm/input combinations: VE,
VE with multiplicative factorization (VE+MF),
CVE∈, CVE-OC, and CVE-OC with multi-
plicative factorization (CVE-OC+MF). CVE∈
is our own C++ implementation of CVE; it is
the second algorithm described in (Poole and
Zhang, 2003) (which uses absorption), extended
with set membership tests (so we can accurately
assess the contribution of the overlapping con-
factors). CVE-OC uses exactly the same input
(confactors) as CVE∈; CVE-OC+MF has ad-
ditional confactors for noisy-or/and structures.
We use the minimum deficiency elimination or-
dering (Bertele and Brioschi, 1972), which is a
simple greedy heuristic that performs well for
VE. Fig. 3 presents the results. Additionally,
we have added in the graphs results obtained
using the ACE system (Chavira and Darwiche,
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2007), which is a representative and state-of-
the-art compilation-based approach. Version
2.0 is used, with default settings. The input
consists of conditional probability tables except
for noisy-or/and nodes which are encoded using
the noisy-max syntax.
The BNs in (a) and (b) are constructed from
artificial CP-logic theories (Vennekens et al.,
2009). The BNs in (a) only include intercon-
nected noisy-or (white) and and (black) nodes
with a linearly increasing number of parents.
VE runs out of memory when the the number
of noisy-or nodes is larger than 8, while CVE
can handle larger BNs because of its compact
confactor representation. VE+MF and CVE-
OC+MF are much faster than the other meth-
ods because they efficiently factorize the noisy-
or nodes. For experimental comparison of MF
with other methods for noisy-or networks we
refer to (Dı´ez and Gala´n, 2003; Savicky and
Vomlel, 2007). The ACE system also exploits
the presence of noisy-or/and nodes but is a fac-
tor 100 slower because of the compilation where
it optimizes for all variables. After crossing
the curves for non-MF methods, the ACE-curve
stops because the tables used as input become
too large to generate. The network in (b) con-
tains many CPDs structured as decision trees
(black) with a linearly increasing number of par-
ents. CVE and CVE-OC are well suited to
handle such a representation and are therefore
faster than VE (MF has no influence). The
ACE system seems to be unable to fully ex-
ploit the interconnected decision tree structures
in the CPDs and is also slower because it tries
to optimize the structure for all variables.
The BNs in (c) are constructed from a CP-
theory that was learned from the UW-CSE
dataset (Richardson and Domingos, 2006). The
UW-CSE BNs include all structures also in-
cluded in (a) and (b). For such networks CVE-
OC+MF excels as it can efficiently represent all
these structures. The other methods run out
of memory because they cannot represent one
of the local structures efficiently. The noisy-
or/and nodes are no problem for the ACE sys-
tem and when the decision tree structures do
not interact too heavily it can handle them effi-
ciently. The curve for CVE-OC+MF fluctuates
because the heuristic used for the elimination
ordering is too agnostic about local structure
when combining different structures. A better
heuristic is an interesting future research topic.
The networks in (d) are the randomized net-
works used in Fig. 11 of (Poole and Zhang, 2003)
and created with the original Java code avail-
able from the author. This experiment com-
pares CVE∈ with the new CVE-OC algorithm
on the same data as Poole and Zhang used.
This shows that CVE-OC, although more gen-
erally applicable, is about as fast as CVE∈ even
when there are no additional structures to be
exploited.
5 Conclusions and future work
We presented the algorithm CVE-OC (CVE
with overlapping contexts), which extends con-
textual variable elimination (CVE). The intro-
duction of overlapping contexts is a simple but
powerful step. From the representation point of
view, it offers an elegant combination of deter-
ministic and probabilistic knowledge. From the
computational point of view, the need for equal-
ity testing is reduced, invalid combinations of
values are pruned, and the loosened restrictions
allow for better optimizations. CVE-OC gen-
eralizes over both CVE and MF, and provide
optimization opportunities beyond the union of
what those methods offer.
The experiments show that CVE-OC, while
more generally applicable, can handle input for
CVE without any loss in efficiency. Because
of its generality, the input for CVE-OC can be
more compact than for CVE and other known
optimization methods for VE can be integrated.
For example, the integration of MF is shown to
be faster and more compact than only VE, CVE
or MF.
In future work, we intend to perform more ex-
periments on the propagation of constraints in
CVE-OC and would like to investigate more the
influence of heuristics for elimination orderings.
With respect to SRL, we would like to investi-
gate further the relationship between CVE-OC
and other SRL inference algorithms and see how
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Figure 3: Inference times for networks originating from CP-theories and random networks. The
horizontal axis of (a)-(c) indicates BN complexity.
we can integrate this into learning methods for
SRL.
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Abstract
Whenever objects and their interaction is modelled via undirected graphs, it is often of
great interest to know the cliques of the graph. For several problems the graph changes
frequently over time, and we therefore seek methods for updating the information about
the cliques in a dynamic fashion to avoid expensive recomputations. This dynamic problem
was investigated by Stix, and in this paper we derive a new simple method based on the
Bron-Kerbosch algorithm that compares favourably to Stix’ approach. The new approach
is generic in the sense that it can be used with other algorithms than just Bron-Kerbosch.
The applications include fuzzy clustering and optimal triangulation of Bayesian networks.
1 Introduction
We consider the problem of maintaining the set
of cliques of a dynamic undirected graph. The
graph is dynamic in the sense that edges can
be removed and added, but the set of vertices
is invariant. When we add a new set of edges,
we call the problem incremental, and when we
remove a set of edges, we call the problem decre-
mental. Finding all the cliques of a static graph
is a hard problem: the clique decision problem
is NP-complete (Karp, 1972) and listing all the
cliques may require exponential time as there
exists graphs with exponentially many cliques
(Moon and Moser, 1965)—albeit it is solvable
in polynomial time for many classes of graphs.
However, in this work we shall consider the ini-
tial set of cliques for given (several well-known
algorithms exists for this purpose).
Previous research has been motivated by
fuzzy clustering (Stix, 2004), but we have an-
other application in mind. Specifically, our
motivation is to find optimal triangulations of
Bayesian networks with respect to the total
table size by using a best-first or depth-first
search. This requires a lower bound on the total
table size for which we may use the total table
size of the current partially triangulated graph.
In turn, this requires that we know the cliques of
the current graph. A detailed description of the
new best-first and depth-first approach to trian-
gulation can be found in (Ottosen and Vomlel,
2010).
We shall use the following notation and defi-
nitions. G = (V,E) is an undirected graph with
vertices V = V(G) and edges E = E(G). For
a set of edges F, V(F) is the set of vertices
{u, v : {u, v} ∈ F}. For W ⊆ V, G[W] is the
subgraph induced by W. Two vertices u and v
are connected in G if there is an edge between
them. A graph G is complete if all pairs of ver-
tices {u, v} (u 6= v) are connected in G. A set
of vertices W ⊆ V is complete in G if G[W] is a
complete graph. If W is complete and no com-
plete set U exists such that W ⊂ U, then W
is a clique. (Remark: note that any complete
set is sometimes called a clique; then what we
defined as a clique is called a maximal clique.)
The set of all cliques of a graph is denoted
C(G) and the set of all cliques that intersects
with a set of vertices W is denoted C(W,G).
For a single vertex v we also allow the notation







Figure 1: Left: The initial graph G = (V,E).
Right: The updated graph G′. We have C(G) =
E and C(G′) = {{1, 2, 3, 4}, {3, 5, 6}, {3, 4, 6}}.
So in this example we have RC(G,G′) = C(G)
and NC(G,G′) = C(G′).
C(v,G). The neighbours of a set of vertices W
are those vertices from V\W that are connected
to at least one vertex v ∈W and we write this
as nb(W,G). Similarly, fa(W,G) is the family
of W in G, that is, the set nb(W,G) ∪ {W}.
As usual we allow the notation nb(v,G) and
fa(v,G). A vertex v is simplicial if nb(v,G) is
complete. If G′ = (V,E ∪ F) is the graph re-
sulting from adding a set of new edges F to G,
then RC(G,G′) = C(G) \ C(G′) is the set of re-
moved cliques, and NC(G,G′) = C(G′)\C(G) is
the set of new cliques. Figure 1 illustrates these
concepts. Finally, a complete set of vertices C
in G′ is called a clique candidate for G′.
2 Stix’ Approach To Clique
Maintenance
Stix observed that it was somewhat expensive
to recompute all cliques of a graph given that
the graph had only changed slightly. Therefore
Stix derived the approach explained below and
showed that it did indeed out-perform a full re-
computation scheme (Stix, 2004).
Stix’ approach works by adding (removing)
one edge at a time. To add (remove) a set of
edges, the technique is simply applied once for
each edge. The technique (both for incremental
and decremental problems) may be summarized
as follows: (1) Let G = (V,E) be an undirected
graph, and let G′ = (V,E ∪ {{v,w}}). (2) Ini-
tially let C = C(G). (3) Generate a set of clique
candidates K for the updated graph G′. (4)
Add/remove a candidate C ∈ K to/from C de-
pending on whether it is a clique in G′. (5) In
the end, C equals C(G′)
The check in step 4 is shown in Algorithm
1 where we have improved Stix’ approach by
only considering the neighbours nb(C,G′) of a
clique candidate C (notice that this algorithm
should be called with the updated graph G′ as
its second argument).
Stix’ algorithm is based on the following the-
orem:
Theorem 1. (Stix, 2004) Let G = (V,E) be an
undirected graph, and let G′ = (V,E∪{{v,w}})
be the graph after adding the edge {v,w}. Then
1. All cliques of C(G) that do not contain v
or w are in C(G′).
2. For all A ∈ C(v,G) and for all B ∈ C(w,G)
we have
(a) L = A∩B∪{v,w} is a clique candidate
for G′.
(b) |A \B| = 1 =⇒ A 6∈ C(G′); otherwise
A is a clique candidate for G′.
(c) |B \A| = 1 =⇒ B 6∈ C(G′); otherwise
B is a clique candidate for G′.
3. The set C(G′) is fully determined by state-
ment (1) and by inspecting all the clique
candidates of statement (2).
Stix’ algorithm with several improvements is
presented as Algorithm 2. Notice that the first
part of condition 2(b) and 2(c) is not checked in
Algorithm 2. We conducted experiments with
these conditions being checked, but found it to
be about 40% slower. Furthermore, we accu-
mulate clique candidates in a set to reduce the
number of calls to IsClique(·).
Next we illustrate how Stix’ algorithm work
in a small example.
Example 1. Consider the graph in Figure 2 on
the left which we want to update with the set
of edges {{3, 4}, {3, 5}}. When adding the edge
{3, 4}, line 7-13 in Stix’ algorithm combines the
two sets of cliques C(3,G) = {{1, 3}, {3, 6}}
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Algorithm 1 Verifying a complete set C is a
clique (improved version)
1: function IsClique(C,G)
2: Input: A non-empty, complete set of
3: vertices C, and a graph G.
4: for all v ∈ nb(C,G) do






and C(4,G) = {{2, 4, 5}, {4, 5, 6}}. The re-
sulting set of clique candidates is then K =
{{3, 4}, {3, 4}, {3, 4}, {3, 4, 6}}. Then follows a
series of calls to IsClique(·) which determines
that the clique {3, 6}must be removed from and
the clique {3, 4, 6} must be added to C .
In the second iteration we add the edge
{3, 5} and get the set of candidates K =
{{3, 5}, {3, 5}, {3, 4, 5}, {3, 4, 5, 6}} and deter-
mine that the cliques {3, 4, 6} and {4, 5, 6} must
be removed and the clique {3, 4, 5, 6} must be
added.
The above example shows that there are two
potential performance problems with Stix’ ap-
proach when adding multiple edges:
1. Many duplicate clique candidates are gen-
erated and existing cliques are combined
multiple times, and
2. A great number of calls to IsClique(·) is
needed to prune candidates and remove old
cliques.
To overcome these problems, one might try to
generalize Stix’ theoretical results to account for
a larger set of edges being added at one time.
However, it turns out that such an approach
suffers even more from the problems above. In
the following we shall therefore present a rad-
ically different approach that overcomes both
problems.
3 Clique Maintenance by Local
Search
The general idea behind this method is sim-
ple: instead of running the Bron-Kerbosch al-
Algorithm 2 Incremental clique maintenance
by single-edge updates (improved version)
1: function EdgeBasedUpdate(C ,G,F)
2: Input: A graph G = (V,E),
3: the set of cliques C of G, and
4: the set of new edges F.
5: for all {u, v} ∈ F do
6: Let G′ = (V, E(G) ∪ {{u, v}})
7: Set K = ∅
8: for all A ∈ C(u,G) do
9: for all B ∈ C(v,G) do
10: Let C = A ∩ B ∪ {u, v}
11: Set K = K ∪ {C}
12: end for
13: end for
14: for all K ∈ C(u,G) ∪ C(v,G) do
15: if !IsClique(K,G′) then
16: Set C = C \ {K}
17: end if
18: end for
19: for all K ∈ K do
20: if IsClique(K,G′) then
21: Set C = C ∪ {K}
22: end if
23: end for




gorithm (or a similar algorithm) on the whole
graph, run it on a smaller subgraph where all
the new cliques appear and existing cliques dis-
appear. Then simply update the set of cliques
based on the vertices of the subgraph and the
newly found cliques. Algorithm 3 is the mod-
ified Bron-Kerbosch algorithm which by using
a pivot can reduce the search space (to get the
original algorithm simply exchange the iteration
in line 7 with ”for all v ∈ P do”). In our imple-
mentation we pick the pivot deterministically as
the first vertex in P because this is very easy (for
alternative pivot selection strategies see (Cazals
and Karande, 2008) and (Koch, 2001)).
To find all cliques of a graph G, the algo-
rithm should be called with the argument tu-
ple (G, ∅,V(G), ∅). However, an important ob-










Figure 2: The sequence of graphs considered by Stix’ algorithm (Algorithm 2) when adding the set
of edges {{3, 4}, {3.5}}. Left: The initial graph—a dotted edge indicates it is about to be added to
the graph. Middle: the graph after the first edge has been added. Right: The final graph.
Algorithm 3 The Bron-Kerbosch algorithm
with pivot
1: function BKWithPivot(G,R,P,X)
2: if P = ∅ and X = ∅ then
3: return {R}
4: else
5: Let C = ∅
6: Let u = SelectPivot(P,X,G)
7: for all v ∈ P \ nb(u,G) do
8: Set P = P \ {v}
9: Let Rnew = R ∪ {v}
10: Let Pnew = P ∩ nb(v,G)
11: Let Xnew = X ∩ nb(v,G)
12: Let K =
13: BKWithPivot(G,Rnew,Pnew,Xnew)
14: Set X = X ∪ {v}





servation is that the algorithm can also search
a subgraph G[W] for cliques by simply pass-
ing the arguments (G, ∅,W, ∅). It is this abil-
ity that our new clique maintenance algorithm
takes advantage of. Our new algorithm for dy-
namic clique maintenance is presented in Algo-
rithm 4, and explained in the next example.
Example 2. Consider again Figure 2. We im-
mediately update the graph G = (V,E) with
the set of new edges {{3, 4}, {3, 5}} (line 6).
The set U becomes {3, 4, 5} and fa(U,G′) actu-
ally equals V and so we will run Bron-Kerbosch
on the whole graph (of course, for larger graphs
this is rarely the case). Then we iterate through
the existing cliques and remove those that inter-
sect with U (line 9-13)—this step only leaves the
clique {1, 2} in C . Then we add all the cliques
found in the subgraph G′[fa(U,G′)] (line 14-18)
if and only if they intersect with U—in this case
only {1, 2} is not added. We can observe that
the clique {2, 4, 5} is both removed and added
again by the algorithm.
As the above example explains, our algorithm
sometimes removes and adds the same clique.
This is usually not a problem in practice, as
comparison of cliques is much faster than calling
IsClique(·). The correctness of the algorithm
follows from the results below.
Lemma 1. Let G = (V,E) be an undirected
graph, and let G′ = (V,E ∪ F) be the graph
resulting from adding a set of new edges F to
G. Let U = V(F). If C ∈ NC(G,G′), then
C ⊆ fa(U,G′).
Proof. Since C is a new clique, it must contain
at least two vertices from U. Since C is complete
all vertices v ∈ C\U must be connected to some
vertex in U. Hence v is a neighbour of U.
Lemma 2. Let G and G′ be given as in Lemma
1. Then C ∈ RC(G,G′) if and only if there
exists K ∈ NC(G,G′) such that C ⊂ K.
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Algorithm 4 Incremental clique maintenance
by local search
1: function SetBasedUpdate(C ,G,F)
2: Input: A graph G = (V,E),
3: the set of cliques C of G, and
4: the set of new edges F.
5: Let U = V(F)
6: Let G′ = (V,E ∪ F)
7: Let Cnew =
8: BKWithPivot(G′, ∅, fa(U,G′), ∅)
9: for all C ∈ C do . Remove old cliques
10: if C ∩U 6= ∅ then
11: Set C = C \ {C}
12: end if
13: end for
14: for all C ∈ Cnew do . Add new cliques
15: if C ∩U 6= ∅ then





Proof. By Lemma 1, all new cliques K ⊆
fa(U,G′). Since a newly formed clique K is the
only way to remove an existing clique C from
C(G′), the result follows.
Theorem 2. Let G,G′,F and U be given as in
Lemma 1. The cliques of C(G′) can be found by
removing the cliques from C(G) that intersect
with U and adding cliques of G′[fa(U,G′)] that
intersect with U.
Proof. We first show we add all new cliques by
considering just G′[fa(U,G′)]. By Lemma 1,
this subgraph contains all the new cliques. Fur-
thermore, any new clique C must intersect with
U; otherwise it could not contain a new edge.
Therefore all the new cliques are added.
We remove all relevant cliques if C ∈
RC(G,G′) implies C ∩ U 6= ∅. So let C ∈
RC(G,G′). Assume C ∩ U = ∅; then for each
v ∈ nb(C,G) ∩ U, C 6⊆ nb(v,G) (otherwise C
could not be a clique in G). But then no new
clique can cover C which is a contradiction to
Lemma 2. Hence C ∩ U 6= ∅, and therefore we
remove all relevant cliques.
Last we consider that we might also remove a
clique C ∈ C(G)∩C(G′). Since C ∩U 6= ∅, then
C ⊆ fa(U,G′), and C will be added again when
we add cliques from G′[fa(U,G′)] that intersect
with U.
Remark. Theorem 2 also implies that we can
apply further pruning based on the set U in Al-
gorithm 3. In particular, the for-loop in line 7
can be skipped if (R ∪P)∩U = ∅. We have not
implemented this pruning, however.
Remark. Stix derives a second approach to deal
with the decremental problem. A nice property
of our approach is that it works almost unal-
tered for this case (simply remove the set F of
edges from the graph instead of adding them).
4 Triangulation by Clique
Maintenance
An undirected graph is triangulated (or chordal)
if every cycle of length greater than 3 has a
chord. For example, the graphs in Figure 1
(left) and Figure 2 (right) are not triangulated,
whereas the graph in Figure 1 (right) is triangu-
lated. Triangulated graphs appears in remark-
ably diverse set of applications, ranging from ef-
ficient Gaussian elimination and compression in
databases to compilation of Bayesian networks
and decision graphs. It is the latter topic we
have in mind in the following discussion. First
we need some additional definitions.
The elimination of a vertex v ∈ V of G =
(V,E) is the process of removing v from G and
making nb(v,G) a complete set. This process
induces a new graph H = (V \ {v},E ∪ F)
where F is a set of fill-in edges. An elimina-
tion order of G = (V,E) is a bijection f : V →
{1, 2, . . . , |V|} prescribing an order for eliminat-
ing all vertices of G. The table size of a clique
C is given by ts(C) =
∏
v∈C |sp(v)| where sp(v)
denotes the state space of the variable corre-
sponding to v in the Bayesian network. Finally,




Triangulation algorithms aim at minimizing
different criteria. Two common criteria are the
treewidth and the total table size criteria. The
treewidth of a graph is the size of the largest
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clique minus one, and the treewidth criterion
requires the triangulated graph to have mini-
mum treewidth. The total table size criteria
requires the triangulated graph to have the min-
imum total table size. Of the two, the total ta-
ble size criterion yields the most exact bound on
the time and memory requirement of the sub-
sequent inference in Bayesian networks (in par-
ticular when the domains of the variables have
different size). In this section we shall therefore
discuss how one may exploit knowledge of the
cliques of a graph to perform a triangulation
with minimum total table size. (This is an NP-
hard problem (Wen, 1990), but for probabilistic
inference we are in the fortunate situation that
the task can often be performed off-line).
It is well-known that if all vertices are elim-
inated in G according to an elimination order
f , the union of all the fill-in edges produced in-
duces a triangulation of G. In this way each
triangulation T of G corresponds to at least
one elimination order, and we may explore the
space of all possible triangulations T (G) by in-
vestigating all possible elimination orders. Even
though the search space is of size O(|V|!), coa-
lescing applies and reduces the search space to
O(2|V|) size which turns out to be tractable for
medium-sized models (say |V| ≤ 64) (Ottosen
and Vomlel, 2010).
To perform this exploration, we may gener-
ate the search graph dynamically (on-demand)
where each node corresponds to a subset of V
being eliminated from G, and where each edge
corresponds to a particular vertex being elim-
inated. (We use the term ”node” exclusively
for vertices in the search graph, and the term
”vertices” exclusively for vertices in the graph
being triangulated.) In the start node s no ver-
tices have been eliminated, and in a goal node t
all vertices have been eliminated and the graph
G has been triangulated. To compute a cost for
each path in the search graph, we associate the
following with each node n:
1. H = (V,E ∪F): the original graph with all
fill-in edges F accumulated along the path
to n from the start node s.
2. The set of cliques for H, C(H).
3. The total table size for the graph H.
To maintain tts(H) efficiently we need C(H)
which in turn requires H (as described in Sec-
tion 3). The following example shows how one
particular path in the search space is generated.
Example 3. Consider the graphs in Figure 3
where fill-in edges are indicated with dotted
lines. We follow an elimination order starting
with 〈6, 4〉. The cliques of the initial graph
may be computed using the Bron-Kerbosch al-
gorithm (Algorithm 3), and the total table size
is (assuming binary variables) 3 ·22 + 2 ·23 = 28
which is an lower estimate of the total table size
of the triangulated graph. This information is
then associated with the start node s.
Then we can make vertex 6 simplicial and
run the clique update algorithm such the set of
cliques is up-to-date. Again we can recompute
the total table size. This information is then
associated with a successor node n of s and the
edge between them is labelled with vertex 6.
When we generate a successor node m of n
(corresponding to the elimination of vertex 4),
we must not add fill-ins to already eliminated
vertices. Therefore the relevant graph corre-
sponds to Figure 3 (right) including the fill-in
edge (in particular, {2, 6} should not be a fill-in
edge). In this manner one may continue until
the graph is triangulated. In this case, this hap-
pens after we eliminate vertex 4. Finally, we
see that the cliques of the triangulated graph
are {3, 4, 5, 6}, {2, 3, 4, 5}, and {1, 2, 3}, thus its
true total table size equals 2 · 24 + 23 = 40.
5 Results
In this section we shall compare the two ap-
proaches for dynamic clique maintenance. For
that purpose we have used a set of public
Bayesian networks1. This gave us 7 real-world
undirected graphs, and for each graph we gen-
erated 10 more by successively adding 5% of the
missing (undirected) edges at random (in total











Figure 3: Left: The initial graph G = (V,E):
when we eliminate vertex 6, we need to add the
fill-ins {3, 4} and {3, 5}. Right: The graph af-
ter adding fill-in edges induced by eliminating
vertex 6: when we eliminate vertex 4, the fill-in
{2, 3} is added and the graph is now triangu-
lated.
1. For each graph in the dataset, add all
the missing edges in isolation. The set of
cliques is updated after an edge is added.
Then the edge is removed, and the next
edge is added etc.
2. For each graph in the dataset, triangulate
the graph by making all vertices simplicial
in some random order. The set of cliques
is updated after each vertex is made sim-
plicial. Already simplicial vertices are re-
moved before an update. (Note that we did
not moralize the initial directed network
even though this might lead to a slightly
more accurate test.)
These two test scenarios were chosen because
we believe that they show the worst-case perfor-
mance (scenario 1), and the expected speedup
for our triangulation problem (scenario 2). For
each graph we then ran the tests 1000 times
(with different random order each time for Test
2) and saved the mean time. We have then plot-
ted the mean time of Stix’ approach divided by
the mean time of the new approach (we call this
the ”saving ratio”).
In Figure 4 and 5 we have collected the results
of the two tests. The total time saving ratio for
various graph densities are summarized in Ta-

































Figure 4: Results for Test 1: updating the set of
cliques after adding a single edge. Points above
y = 1 indicate that the new approach is faster.
method often performs better. However, over-
all Stix’ method works better for more dense
graphs. There seems to be no clear connection
between the size of the graph and saving ratio.
For Test 2 the new method is significantly
better, especially for more dense graphs. There
also seems to be a connection between the size
of the graph and performance, with the saving
ratio increasing as the size increases. This might
be because larger graphs allow for more cliques
and larger neighbour sets.
6 Conclusion
We have described a new method for main-
taining the cliques of a dynamic graph. The
new method works by employing a local search
for cliques—the local search can in principle





























Figure 5: Results for Test 2: updating the set of
cliques after adding fill-in edges. Points above
y = 1 indicate that the new approach is faster.
be done by any existing clique search algo-
rithm. The new method is both simpler and
more generic than previous methods, and ex-
periments show that the new method performs
significantly faster when adding a set of fill-in
edges.
We also described how dynamic clique main-
tenance algorithms may found the basis for new
total table size triangulations methods. These
methods may be optimal off-line triangulations,
or they may be any-time triangulation heuris-
tics. Since the off-line triangulations methods
can explore the whole space of possible triangu-
lations, they can also be used to give a precise
evaluation of the quality of the triangulations
returned by heuristics.
Table 1: Total time saving ratio for different
graph densities. A value above 1 indicates that
the new method was faster in terms of total run-
ning time for all graphs of the specified density.
Density δ Test 1 Test 2
δ ∈ [0, 0.1) 1.74 4.77
δ ∈ [0.1, 0.2) 1.32 9.09
δ ∈ [0.2, 0.3) 1.12 19.35
δ ∈ [0.3, 0.4) 0.88 40.95
δ ∈ [0.4, 0.5) 0.76 86.68
δ ∈ [0.5, 0.6) 0.80 153.04
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Abstract
To perform efficient inference in Bayesian networks, the network graph needs to be triangu-
lated. The quality of this triangulation largely determines the efficiency of the subsequent
inference, but the triangulation problem is unfortunately NP-hard. It is common for ex-
isting methods to use the treewidth criterion for optimality of a triangulation. However,
this criterion may lead to a somewhat harder inference problem than the total table size
criterion. We therefore investigate new methods for depth-first search and best-first search
for finding optimal total table size triangulations. The search methods are made faster by
efficient dynamic maintenance of the cliques of a graph. The algorithms are mainly sup-
posed to be off-line methods, but they may form the basis for efficient any-time heuristics.
Furthermore, the methods make it possible to evaluate the quality of heuristics precisely.
1 Introduction
We consider the problem of finding optimal cost
triangulations of Bayesian networks. We solve
this problem by searching the space of all possi-
ble triangulations. This search is carried out by
trying all possible elimination orders and choos-
ing one of those that have a minimal total ta-
ble size. Of all commonly-used optimality cri-
teria, the total table size yields the most ex-
act bound of the memory and time requirement
of the probabilistic inference. However, finding
optimal triangulations is difficult: computing
a minimum fill-in is NP-complete (Yannakakis,
1981) and finding a triangulation with minimal
total table size is NP-hard (Wen, 1990).
There are several issues that motivates an in-
vestigation of this problem. Since the prob-
lem is NP-hard, we cannot expect the prob-
lem to be solvable in a reasonable amount of
time for large networks. However, triangulation
can always be performed off-line on specialized
servers and saved for use by the inference al-
gorithms. This is important as intractability
or simply poor performance is a major obsta-
cle to more wide-spread adoption of Bayesian
networks and decision graphs in statistics, en-
gineering and other sciences. Furthermore, effi-
cient off-line algorithms allow us to evaluate the
quality of on-line methods which can otherwise
only be compared to other on-line methods. An
off-line method, on the other hand, can effec-
tively answer whether the subsequent inference
is tractable. Finally, off-line methods can often
be turned into good any-time heuristics.
Previous research on triangulation has also
used best-first search (Dow and Korf, 2007) and
depth-first search (Gogate and Dechter, 2004),
however, the optimality criteria is the treewidth
of the graph and so the found triangulation is
(in the best case) only guaranteed to be within
a factor of n (n being the number of vertices
of the graph) from the optimal total table size
triangulation—this factor could mean the dif-
ference between an intractable and a tractable
inference. With the treewidth optimality cri-
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terion, one can continuously apply the prepro-
cessing rules of (Bodlaender et al., 2005), but
for the total table size criterion we can (so far)
only remove simplicial vertices which makes this
problem considerably harder. The seminal idea
of divide-and-conquer triangulating using de-
composable subgraphs dates back to (Tarjan,
1985). Leimer refines this approach such that
the generated subgraphs are not themselves de-
composable (i.e., they are maximal prime sub-
graphs and this unique decomposition is de-
noted a maximal prime subgraph decomposi-
tion) (Leimer, 1993). Basically, this means
that the problem of triangulating a graph G is
no more difficult than triangulating the largest
maximal prime subgraph of G. This decompo-
sition is exploited in (Flores and Ga´mez, 2003).
In (Shoikhet and Geiger, 1997) a dynamic
programming algorithm is given based on de-
compositions by minimal separators, and again
the optimality criterion is treewidth. As noted
by its authors, the method may be adopted to
yield an optimal total table size triangulation as
well. Finally, an overview of triangulation ap-
proaches is given in (Flores and Ga´mez, 2007).
2 Preliminaries
We shall use the following notation and defini-
tions. G = (V,E) is an undirected graph with
vertices V = V(G) and edges E = E(G). For
a set of edges F, V(F) is the set of vertices
{u, v : {u, v} ∈ F}. An undirected graph is
triangulated (or chordal) if every cycle of length
greater than 3 has a chord. For example, in Fig-
ure 1 the graph on the left is not triangulated
whereas the graph on the right is triangulated.
For W ⊆ V, G[W] is the subgraph induced by
W. A triangulation of G is a set of edges T such
that T ∩ E = ∅ and the graph H = (V,E ∪ T)
is triangulated. We denote the set of all trian-
gulations of a graph G for T (G).
Two vertices u and v are connected in G if
there is an edge between them. A graph G is
complete if all pairs of vertices {u, v} (u 6= v)
are connected in G. A set of vertices W ⊆ V
is complete in G if G[W] is a complete graph.
The neighbours nb(v,G) of a vertex v ∈ V is
the set W ⊆ V such that each u ∈ W is con-
nected to v. The family fa(v,G) of a vertex v
is the set nb(v,G) ∪ {v}, and the neighbours
and family of a set of vertices is defined sim-
ilarly. The elimination of a vertex v ∈ V of
G = (V,E) is the process of removing v from G
and making nb(v,G) a complete set. This pro-
cess induces a new graph H = (V \ {v},E ∪ F)
where F is the set of fill-in edges. For exam-
ple, in Figure 1 (left), eliminating the vertex 6
induces the two fill-in edges shown with dotted
edges in the adjacent graph. If F = ∅, then v
is a simplicial vertex. An elimination order of
G = (V,E) is a bijection f : V → {1, 2, . . . , |V|}
prescribing an order for eliminating all vertices
of G. If all vertices are eliminated in G accord-
ing to an elimination order f , the union of all the
fill-in edges produced induces a triangulation of
G. In this way each triangulation T of G corre-
sponds to at least one elimination order, and we
may explore the space T (G) by investigating all
possible elimination orders.
Given G = (V,E), a set of vertices C ⊆ V
is a clique if it is a maximal complete set and
C(G) is the set of all cliques in G. The table size
of a clique C is given by ts(C) =
∏
v∈C |sp(v)|
where sp(v) denotes the state space of the vari-
able corresponding to v in the Bayesian net-
work. Finally, the total table size of a graph H
is given by tts(H) =
∑
C∈C(H) ts(C).
Triangulation algorithms aim at minimizing
different criteria. The most common are the
fill-in, the treewidth and the total table size cri-
teria. The fill-in criterion requires the trian-
gulated graph to have the minimum total num-
ber of fill-in edges. The treewidth of a graph
is the size of the largest clique minus one, and
the treewidth criterion requires the triangulated
graph to have minimum treewidth. The total ta-
ble size criteria requires the triangulated graph
to have the minimum total table size. Com-
monly seen triangulation heuristics include min-
fill and min-width which both greedily pick the
next vertex to eliminate based on a local score.
In min-fill a vertex is chosen if its elimination
leads to the fewest fill-in edges; in min-width a
vertex is chosen if it has the fewest number of
neighbours.













Figure 1: Example of the fill-in edges and partially triangulated graphs induced by an elimination
order that starts with the sequence 〈6, 4〉: the dotted edges are fill-in edges. Left: the initial graph.
Middle left: the fill-in edges induced by eliminating vertex 6. Middle right: the fill-in edges induced
by eliminating vertex 4. Right: the final triangulated graph.
3 The Search Space for
Triangulation Algorithms
Our goal is to explore the space T (G) encoding
all possible ways to triangulate a graph G in.
To do this, we generate a search graph dynami-
cally (on-demand) where each node corresponds
to a subset of V being eliminated from G, and
where each edge is labelled with the particular
vertex that has been eliminated. (Note that we
exclusively use the term ”node” for vertices in
the search graph whereas the term ”vertex” is
used exclusively for vertices in the undirected
graph being triangulated.) In the start node s
no vertices have been eliminated, and in a goal
node t all vertices have been eliminated and the
graph G has been triangulated.
Since we are seeking optimal total table size
triangulations we also need to associate this
quantity with each node. By definition, the to-
tal table size is easy to compute if we know the
cliques of the partially triangulated graph, and
therefore we also need to associate this graph
with each node. Below we give a small example
of a path in the search space—in Section 5 we
shall explain the algorithms in detail.
Example 1. Consider the graphs in Figure 1
and assume that all variables (in the original
Bayesian network) are binary. The graph asso-
ciated with the start node s would be the graph
on the left and this graph has a total table size
of 22 + 22 + 22 + 23 + 23 = 28.
The graph associated with a successor nodem
of s (corresponding to the elimination of vertex
6) would correspond to the graph in the middle
(left) (including dotted edges) with total table
size 22 + 22 + 23 + 24 = 32.
And the successor node of m (corresponding
to the elimination of vertex 4) would be asso-
ciated with graph on the right, which is also a
goal node, with total table size 23+24+24 = 40.
Note that when introducing fill-in edges, we
must not add edges to vertices that has already
been eliminated—this is why this step does not
add the edge {2, 6} even though the vertices are
both neighbours of vertex 4.
Observe that the total table size of a node
is never higher than the total table size of its
successor node(s). This implies that the total
table size associated with any non-goal node n
is a lower-bound on the total table size of any
goal node that may be discovered from n. This
property guarantees that the algorithms in Sec-
tion 5 are admissible.
4 Dynamic Clique Maintenance
To compute the cliques of a graph associated
with a node in the search graph, we may use
a standard algorithm for this task, for exam-
ple, the well-known Bron-Kerbosch algorithm
(Cazals and Karande, 2008). However, as we
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can see from the above example, each path in
the search graph corresponds to a sequence of
graphs where the difference between adjacent
graphs is quite small. Therefore we may exploit
this similarity among adjacent graphs to avoid
the quite expensive recomputation of the cliques
and total table size of the graphs.
(Stix, 2004) investigated this problem, how-
ever, his method leads to many redundant com-
putations when the added edges appear close
together (as is the case for fill-in edges). There-
fore we give a new algorithm that performs sig-
nificantly faster for this type of update.
The general idea behind this method is sim-
ple: instead of searching for cliques in the whole
graph, simply run a clique enumeration algo-
rithm on a smaller subgraph where all the new
cliques appear and existing cliques disappear.
This algorithm for dynamic clique maintenance
is presented as Algorithm 1, and as a side-effect
it also updates the total table size and the cur-
rent graph. This implies that the total table
size does not need to be computed from scratch
either. In our case we employ Bron-Kerbosch
for the local search in FindCliques(·). Its cor-
rectness follows from the following result.
Theorem 1. (Ottosen and Vomlel, 2010). Let
G = (V,E) be an undirected graph, and let G′ =
(V,E ∪ F) be the graph resulting from adding
a set of new edges F to G. Let U = V(F).
The cliques of C(G′) can be found by remov-
ing the cliques from C(G) that intersect with U
and adding cliques of G′[fa(U,G′)] that intersect
with U.
(Xiang and Lee, 2006) describes a set of vertices
called a cruz which is central to their method
for learning. The method described above may
also be used to efficiently determine the cruz.
5 Optimal Total Table Size
Triangulation Algorithms
We have now shown how we may efficiently com-
pute the total table size for each successor m of
a node n in the search space T (G), and we have
furthermore established that the total table size
for a node n is a lower-bound of any possi-
ble triangulation associated with the set of goal
Algorithm 1 Incremental maintenance of
cliques and total table size by local search
1: procedure IncrUpdate(&G,&C ,&tts,F)
2: Input: A graph G = (V,E),
3: the set of cliques C of G,
4: the total table size tts of G, and
5: the set of new edges F.
6: Set G = (V,E ∪ F)
7: Let U = V(F)
8: Let Cnew = FindCliques(G, fa(U,G))
9: for all C ∈ C do . Remove old cliques
10: if C ∩U 6= ∅ then
11: Set tts = tts - ts(C)
12: Set C = C \ {C}
13: end if
14: end for
15: for all C ∈ Cnew do . Add new cliques
16: if C ∩U 6= ∅ then
17: Set tts = tts + ts(C)




node reachable from n. Given this, we may use
standard algorithms like best-first search and
depth-first search to explore the search space
and at the same time be guaranteed that the
algorithms terminate with an optimal solution.
Best-first search is an algorithm that succes-
sively expands nodes with the shortest distance
to the start node until a goal node has a shorter
path than all non-goal nodes. The benefit of
the best-first strategy is that we may avoid
exploring paths that are far from the optimal
path. The disadvantage of a best-first strategy
is that the algorithm must keep track of a fron-
tier (or fringe) or nodes that still needs to be
explored. Depth-first search, on the other hand,
explores all paths in a depth-first manner and
therefore uses only Θ(|V|) memory for a graph
G = (V,E). However, depth-first search is typ-
ically forced to explore more paths than best-
first search.
To compute a cost for each path in the search
graph, we associate the following with each node
n:
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1. H = (V,E ∪F): the original graph with all
fill-in edges F accumulated along the path
to n from the start node s.
2. R: the remaining graph H[V \W] where W
are the vertices of G eliminated along the
path from s to n.
3. C : the set of cliques for H, C(H).
4. tts: the total table size for the graph H.
5. L: a list of vertices describing the elimina-
tion order.
To maintain tts(H) efficiently we need C(H)
which in turn requires H, and we saw how this
can be done in Section 4 . The graph R makes
it easy to determine if the graph H is trian-
gulated and may be computed on demand to
reduce memory requirements.
In the worst case, the complexity of any best-
first search method isO(β(|V|)·|V|!) (where β(·)
is a function that describes the per-node over-
head) because we must try each possible elim-
ination order. However, it is well known that
the remaining graph H[V \W] is the same no
matter what order the vertices in W have been
eliminated in, so we can use coalescing of nodes
and thus reduce the worst case complexity to
O(β(|V|) · 2|V|) (Darwiche, 2009).
For depth-first search the complexity is often
thought to remain at Θ(γ(|V|) · |V|!), however,
at the expense of memory we may also apply
coalescing for pruning purposes. Hence, depth-
first search can be made to run in O(γ(|V|)·|V|!)
time using O(2|V|) memory, but the hidden con-
stants will be much smaller in this case com-
pared to best-first search.
Both γ(|V|) and β(|V|) take at least O(|V|3)
time as they are dominated by the removal of
simplicial vertices (the lookup into the coalesc-
ing map takes O(|V|) time due to the compu-
tation of the hash-key, and the priority queue
look-up for best-first search may take O(|V|)
time since the queue may become exponentially
large). Getting a more precise bound on the two
functions is difficult as the complexity of main-
taining the cliques and total table size depends
very much on the graph being triangulated.
In Algorithm 2 we describe the basic best-
first search with coalescing, and depth-first
Algorithm 2 Best-first search with coalescing
function TriangulationByBFS(G)
Let s = (G,G, C(G), tts(G), 〈〉)
EliminateSimplicial(s)
if |V(s.R)| = 0 then
return s
end if
Let map = ∅ . Coalescing map
Let O = {s} . The open set
while O 6= ∅ do
Let n = arg min
x∈O
x.tts
if |V(n.R)| = 0 then
return n
end if
Set O = O \ {n}
for all v ∈ V(n.R) do
Let m = Copy(n)
EliminateVertex(m, v)
EliminateSimplicial(m)
if map[m.R].tts ≤ m.tts) then
continue
end if
Set O = O \ {map[m.R]}
Set map[m.R] = m




search with coalescing and pruning based on the
currently best path is described in Algorithm
3. The procedure EliminateVertex(·) simply
eliminates a vertex from the remaining graph R
and updates the cliques and total table size of
the partially triangulated graph H (see Section
4). The procedure EliminateSimplicial(·)
removes all simplicial vertices from the remain-
ing graph.
6 Results
In this section we describe experiments with the
optimal methods as well as several heuristics de-
rived from these. For that purpose we have gen-
erated 50 random graphs with varying size and
density. In this paper we have only performed
experiments on bipartite graphs—these graphs
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Algorithm 3 Depth-first search with
coalescing and upper-bound pruning
function TriangulationByDFS(G)
Let s = (G,G, C(G), tts(G), 〈〉)
EliminateSimplicial(s)
if |V(s.R)| = 0 then
return s
end if
Let best = MinFill(s) . Best path





for all v ∈ V(n.R) do
Let m = Copy(n)
EliminateVertex(m, v)
EliminateSimplicial(m)
if |V(m.R)| = 0 then
if m.tts < best.tts then
Set best = m
end if
else
if m.tts ≥ best.tts then
continue
end if
if map[m.R].tts ≤ m.tts) then
continue
end if





result from the application of rank-one decom-
position to BN2O networks—see (Savicky and
Vomlel, 2009) for details. The main reason for
using these graphs is that they are among the
most difficult to triangulate. This is because (1)
moralization should not be applied after using
rank-one decomposition, and (2) bottom and
top layers are not connected. Thereby the ini-
tial graph is sparser than usual which gives tri-
angulation algorithms more freedom (in terms















Figure 2: Comparison of the running time of
best-first search and depth-first search. Both
algorithms terminate with an optimal triangu-
lation (values above the line indicate depth-first
search was faster).
We have performed two different tests on this
dataset: (1) a comparison of depth-first search
and best-first search, and (2) a comparison be-
tween heuristic methods. For Test 2 we have
implemented the following heuristic methods:
(a) Limited-branching depth-first search. This
means that we only expand the n succes-
sors of a node which have the lowest total
table size. For example, ”limited-branch-5”
expands at most five successors per node.
(b) Limited memory best-first search. Here we
limit the size of the open set O to some
fixed value n by removing the worst nodes
when the set is considered full. For exam-
ple, ”limited-mem-10k” has at most 10.000
nodes in its open set.
(c) The min-width and min-fill heuristics im-
plemented so that a successor node is gen-
erated for all ties instead of breaking ties
randomly. We refer to these algorithms as
min-width* and min-fill*, respectively.
The results from Test 1 are given in Figure 2.
It appears that best-first search performs better
when the computational time is large.
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Table 1: Summary statistics for exhaustive
search algorithms. Each row summarizes the
mean time for graphs with n vertices. The value
in parenthesis in the first column indicates the
number of graphs of that size.
Vertices DFS BFS
20 (10) 0.3s 0.3s
30 (20) 9.1s 17.5s
40 (10) 30.6s 31.8s
50 (5) 30.4s 33.0s
60 (5) 591.7s 607.0s
% Fastest 71 37
Table 2: Results for heuristic algorithms. The
first column describes the percentage of graphs
that were triangulated optimally, and the sec-
ond column contains the maximum percent-wise
deviation from the total table size of an optimal
triangulation. The third column indicates total
time for triangulating all 50 graphs.
% op. % dev. time
min-width* 82 23,916 1s
min-fill* 84 1,322 1s
lim.-br.-2 DFS 94 53 83s
lim.-br.-3 DFS 98 27 270s
lim.-br.-4 DFS 100 0 512s
lim.-mem-100 BFS 96 2 2234s
lim.-mem-1k BFS 100 0 6447s
In Table 1 we give summary statistics for this
test. We have computed the p-value of the two-
sided Wilcoxon two-sample test of the null hy-
pothesis that the distribution of depth-first time
minus best-first time is symmetric about 0. The
p-value is 0.001069, which means that the null
hypothesis is rejected, that is, differences are
significant (in favor of depth-first search).
The results from Test 2 are given in the Table
2. Here we have run the heuristics on the 50
graphs from Test 1. From this we can conclude
that min-fill and min-width are quite often good
heuristics, but that their induced search spaces
are too small to avoid triangulations that are
far from optimal. The new heuristics seem to
avoid this pitfall.
Notice that the BN2O networks only have bi-
nary variables. Therefore min-width actually
corresponds to the commonly used min-weight
heuristic. The graph where min-width* found
an exceedingly poor triangulation has 40 ver-
tices and a density around 0.36. The total ta-
ble size for min-width* was 595, 634, 176, and
this means that no stochastic (breaking ties ran-
domly) min-width heuristic can yield a triangu-
lation that requires below some 2.4 GB of mem-
ory (assuming 4 bytes for a float). Contrast
this with the optimal triangulation which leads
to a memory requirement of only 10 MB.
7 Discussion
The fact that depth-first search came out as
the fastest algorithm must be considered a sur-
prise. We believe that the main reason for this
is that the pruning via the coalescing map turns
out to work quite well—this pruning is the di-
rect cause of the change in complexity from
Θ(γ(|V|) · |V|!) to O(γ(|V|) · |V|!). The exper-
iments indicate that best-first search actually
runs in O(γ(|V|) · 2|V|) time. Secondly, it is
worth mentioning that depth-first search only
needs very few (otherwise expensive) free-store
allocations. To further improve the pruning by
the coalescing map, then we should consider
a hybrid best-first-depth-first scheme where we
explore the most promising paths earlier. In
light of this discussion we believe depth-first
search should be reconsidered also for the min-
imum treewidth criterion.
8 Conclusion
The contributions of this paper are three-fold.
First, we have described new methods for find-
ing optimal total table size triangulations of
undirected graphs. The methods rely heavily on
efficient dynamic maintenance of the cliques and
total table size of a graph. These methods are
mainly supposed to be used off-line, but they
may also be transformed into any-time heuris-
tics.
Secondly, experiments show that depth-first
search is faster than best-first search—this was
quite unexpected. The main reason is that we
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use pruning based on a coalescing map which
lowers the time complexity from Θ(γ(n) · n!)
to O(γ(n) · n!) (n being the number of ver-
tices in the graph and γ(n) being the per-node
overhead). From the experiments we can infer
that this pruning is so effective that depth-first
search actually runs in O(γ(n)·2n) time. There-
fore we believe it will be beneficial to recon-
sider depth-first search for triangulation with
the minimum treewidth criterion.
Third, we have examined the quality of com-
mon heuristic algorithms on a set of graphs
that are quite difficult to triangulate. The ex-
periments show that these heuristics will never
be able to guarantee good triangulations on all
types of graphs, for example, on one model the
min-width (and min-weight) heuristic would re-
turn a triangulation that requires at least 2.4
GB of memory whereas the optimal solution re-
quires only 10 MB. This shows that off-line tri-
angulation methods could be required in some
cases.
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An Aggregation and Disaggregation Procedure for the








We study the maintenance of a dynamic system consisting of several components each of
which age with a constant transition probability of failure. The state of the components
are hidden. However, partial observations exist in each time period. The decision of
whether to replace a component or to do nothing is to be made in each decision epoch. A
hierarchical solution procedure is proposed to solve the problem. An aggregate model is
developed by aggregating states and actions so that it can be solved with exact partially
observable Markov decision process (POMDP) techniques. Then disaggregation is per-
formed by simulating the process using a dynamic Bayesian network (DBN) and applying
troubleshooting approaches in the decision epoch where replacement is planned in the
aggregate policy.
1 Introduction
We consider the maintenance planning problem
of a dynamic system whose status is not ob-
servable but is estimated through indirect sig-
nals. Such problems are common in space sys-
tems and hazardous material detection systems
where the system is far away and cannot be
directly observed. However, such systems can
still be controlled remotely to perform diagnos-
tic tests and repair actions.
The major difference of the problem we con-
sider from other maintenance problems in the
literature is the complex structure of the sys-
tem due to several (possibly interacting) com-
ponents which results in a huge state space.
Our approach to maintenance is akin to
the decision-theoretic troubleshooting problems
(DTTP) (Kalagnam and Henrion, 1988) in han-
dling complex system structures. Complex sys-
tem structure in DTTP is usually represented
with Bayesian Networks (BNs) (Heckerman et
al., 1995; Jensen et al., 2001) which encode the
conditional probabilistic dependence relations
of the components. We use the same kind of BN
representation at each discrete decision epoch.
In DTTP the task is to find a minimum-cost
action plan. DTTP has always been studied as
a static problem under the assumption that a
system has an observable malfunction and then
troubleshooting process starts. However, we
study a dynamic problem, hence the objective is
to minimize the total expected costs, comprised
of replacement and observation costs for a finite
planning horizon.
BNs have been used in reliability problems
to represent the (complex) relations in the sys-
tem (Torres-Toledano and Sucar, 1998; Bobbio
et al., 2001; Langseth and Portinale, 2006). Re-
cently there have also been studies using DBNs
in reliability analysis (Welch and Thelen, 2000;
Weber and Jouffe, 2003; Muller et al., 2004). A
DBN is an extended BN which includes a tem-
poral dimension. However all reliability stud-
ies with DBNs are descriptive (i.e.,the dynamic
problem is represented with DBNs and the out-
come of the analysis is how system reliability
behaves in time). The impact of performing
a repair at a specific time on this behavior is
also reported in some of them. However opti-
mization of maintenance activities (i.e., finding
a minimum cost plan) is not considered which
is one of the main motivations of this paper.
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Therefore our approach is prescriptive as op-
posed to being descriptive.
The maintenance problem we consider can be
modeled as a POMDP (Hauskrecht, 2000) in
which the decision maker makes sequential de-
cisions under partial information. POMDPs fall
prey to the “curse of dimensionality” as their
state space grows exponentially with the num-
ber of components in the system. The type of
a POMDP model having several hidden vari-
ables is rarely studied due to its computational
complexity. There are algorithms for comput-
ing optimal solutions to POMDPs. However
these algorithms are applicable in practice only
to relatively simple problems. Also some struc-
tural results have been presented in some spe-
cific machine maintenance applications (Ross,
1971; Rosenfield, 1976), but such results are not
common for general POMDPs.
The rest of the paper is organized as follows:
In Section 2, we define and represent the main-
tenance planning problem. In Section 3, we
present the proposed solution. In Section 4, we
give the experimental design and the results of
computational study. In Section 5, we conclude
and point to further research directions.
2 Problem Definition and
Representation
2.1 Problem Definition
There is a system consisting of several compo-
nents each of which age with a constant transi-
tion probability of failure. It is not possible to
observe the system components, they are hid-
den. However the system gives signals at each
decision epoch which may indicate some partial
information about the state of the components.
This is the only information one can get from
the process. System components age with a con-
stant rate constituting the dynamic behavior of
the problem. It is possible to replace compo-
nents in any period and when a component is
replaced, a replacement cost is charged. On the
other side, since observing a signal indicating
faulty components in the next decision epoch
is undesirable, it incurs another type of cost,
which is called observation cost in this study.
There is a trade off between replacing the com-
ponents and observing undesirable signals. In
each decision epoch, the decision maker can ei-
ther prefer doing nothing or replacing only one
of the components. The aim is to find a pol-
icy that minimizes expected total replacement
and observation cost in a given horizon. The
following assumptions are made:
(i) Every component has a constant transition
probability of failure. (ii) All other conditional
probability distributions are discrete. (iii) All
components have two states (“w”: working
state, “nw”: failure state). (iv) Components
can only fail at the beginning of a time period.
Once they fail they will be in state “nw” unless
they are repaired. (v) Once a component is re-
placed in a period, its working state probability
becomes 1 in the next period. (vi) Only one
replacement can be done in a given epoch.
The first three assumptions are required for
computational purposes as DBN tools usually
work with discrete probabilities and states. The
fourth and fifth assumptions are standard in
reliability. The sixth assumption implies that
there is a limit to replacements at each epoch
(possibly due to a time or a budget constraint).
2.2 Problem Representation
The maintenance problem can be expressed as
a POMDP with the following parameters:
I : number of components in the process
i : index for component
Ci : set of states of component i, i = 1, · · · , I
A : set of actions
Θ : set of observations
T ′i : set of transition probabilities of component i.
T ′i :Ci ×A× Ci → [0, 1]
O′: set of observation probabilities among
component states and observations.
O′: C1 × · · · × CI ×Θ→ [0, 1]
R : reward function that assigns rewards to
observations and actions. R : A×Θ→ R
Part (only two epochs) of the influence dia-
gram describing the problem is given in Figure 1
where cit, at, ot and rt denote component state,
action, observation and reward at time t.












Figure 1: Part of the influence diagram describ-
ing the maintenance problem
The system gives two types of signals: g and
r which stand for green and red respectively,
Θ = {g, r}. A green signal is preferred to a
red signal since it implies a better condition
of components. In each epoch, the decision
maker can either prefer doing nothing or re-
placing one of the components. Hence A =
{dn, rc1, rc2, · · · , rcI}, where dn denotes doing
nothing and rci denotes replacing component i
for i = 1, 2, · · · , I. Table 1 shows the transi-











tion probabilities, T ′i , for component i having
two states, Ci = {w, nw}, given at ∈ A\{rci}
and at = rci respectively. Here, at ∈ A\{rci}
means the decision maker takes an action other
than replacing component i in decision epoch
t. In this case, P (ci,t+1 = w|cit = w) = pi
where 0 < pi < 1 and 1 − pi is the constant
transition probability of failure for a working
component i. When at ∈ A\{rci} and compo-
nent i is non-working in period t, it will still be
non-working in the subsequent period t+ 1. So
P (ci,t+1 = nw|cit = nw) = 1. When at = rci,
component i will be in its working state with
probability one in the next period no matter
whether it is working or not in the current pe-
riod.
3 Proposed Solution
The system under maintenance can be arbi-
trarily complex. There may be non-component
nodes in the system which are not temporal and
only transmits information from its parents to
its children. After eliminating these nodes from
the graph, we propose POMDPs as a solution to
the maintenance problem with the reduced joint
state space as the hidden process state space.
This space grows exponentially with the number
of component nodes in the graph. To overcome
this difficulty we propose a hierarchical solution
procedure where in the higher level we solve an
aggregate model of the problem with an exact
POMDP solver and in the lower level we disag-
gregate the aggregate solution using DBNs.
3.1 POMDP Formulation
The maintenance problem has a POMDP struc-
ture with the following exception: In a POMDP,
there is usually a single variable defining the
hidden process. However, in our problem the
hidden process is more complex since it consists
of several component nodes (Figure 1). One so-
lution to this drawback is to merge all compo-
nent nodes into a single mega node as in Fig-
ure 2. Here, the component nodes c1t,..cit,..,cIt
are merged into the process node st. After the
merge, the bold black arcs are added to the
model, the grey arcs are deleted from the model
and the rest of arcs are maintained as they are
before the merge. Let S be the new process
state space of st, T be the new set of transition
probabilities of the process node, and O be the
new set of observation probabilities. The follow-
ing conversions should be done to formulate the
problem as a POMDP. The new process state
space S is the Cartesian product of the com-
ponent state spaces and can be represented as
S = C1 × C2 × ...× CI , where |S| =
∏I
i=1 |Ci|.
The new observation probabilities O can be
constructed as follows:
P (ot|st) = P (ot|c1t, c2t, .., cIt), (1)


















Figure 2: Part of the influence diagram after
conversion to POMDP
which are in fact equal to the observation proba-
bilities O′ before merge. When components are
independent as in Figure 2, the new transition
probabilities T can be constructed from T ′i as in
(2). For more general models where there are
also dependencies among components, T can be
constructed with (3), where pa(ci,t+1) consists
of all parents of ci,t+1 including cit and at.
P (st+1|st, at) =
I∏
i=1
P (ci,t+1|cit, at), (2)





We have formulated the maintenance problem
as a POMDP with a hidden state space whose
cardinality is |S| = ∏Ii=1 |Ci|. As i increases
|S| increases exponentially making the problem
harder to solve. To overcome this difficulty, we
can aggregate some states and form new ag-
gregate states Sp. Let Sa be the new state
space, built after aggregation, whose elements
are Sp which are mutually exclusive and totally
exhaustive sets (i.e., ∪Pp=1Sp = S, Sp ∩ Sq =
∅, p 6= q p, q = 1..P ). Let P be the new cardi-
nality of Sa, |Sa| = P . Let T a and Oa be the
new transition and observation probabilities of
this aggregate model which are obtained from
T and O respectively as follows:
P (st+1 ∈ Sq|st ∈ Sp, at) =∑
st+1∈Sq
∑
st∈Sp P (st+1|st, at)
|Sp| , (4)




where the cardinality |Sp| is a normalizing fac-
tor. When process states are aggregated, it is
more meaningful to aggregate the related ac-
tions. Let Aa denote the new action space, built
after aggregation, whose elements are Aj which
are mutually exclusive and totally exhaustive
sets (i.e., ∪Jj=1Aj = A, Aj ∩ Al = ∅, j 6=
l j, l = 1..J). Let J be the new cardinality of
Aa, |Aa| = J .
When actions are aggregated, it affects the
transition probabilities and the reward func-
tion since they depend on actions performed in
each decision epoch. Let T aa and Ra be the
new transition probabilities and the new reward
function of this aggregate model where actions
are also aggregated in addition to states. T aa
and Ra are obtained from the original data, T
and R, respectively as follows:





st∈Sp P (st+1|st, at)
|Aj ||Sp| , (6)
R(Aj , o) =
∑
a∈Aj R(a, o)
|Aj | , (7)
where |Aj ||Sp| and |Aj | are normalizing factors.
In (6–7), actions are given equal probabilities
to be performed during aggregation. However,
when one prefers to replace some components
more or less frequently than the others, giving
weights to actions according to the desired fre-
quency is more appropriate. Let Wa be the
weight of action a. Let T aaw and R
a
w be the
new transition probabilities and the new reward
function of this weighted aggregate model where
actions are also aggregated with respect to their
weights in addition to the aggregation of states.
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T aaw and R
a
w are obtained from the original data,
T and R, respectively as follows:














Although some detailed information is lost af-
ter aggregation, the aggregate model has fewer
process states and action states than the origi-
nal model, which makes it easier to solve.
3.3 Disaggregation
The aggregate solution given by an exact
POMDP solver is disaggregated to obtain an
expected maintenance cost of the original prob-
lem. Disaggregation is performed by simulat-
ing the process with a DBN tool (Bayesian
Network Toolbox) and applying troubleshoot-
ing approaches in the decision epoch, where re-
placement is planned in the aggregate policy, to
obtain which component to replace.
3.3.1 DBN Formulation
The original problem is simulated with a
DBN given in Figure 3, where action at is repre-
sented as a probabilistic node such that at ∈ A,






























Figure 3: DBN representation of the disaggre-
gate problem
the causal relations between the components
and the observation node. They constitute the
conditional probabilities P (ot|c1t..cIt) for all t.
The dashed arcs represent temporal relations of
the components and actions between two con-
secutive time periods. They constitute the con-
ditional probabilities P (ci,t+1|cit, at). Temporal
relations are the transition probabilities of com-
ponents due to aging and replacement which are
given in Table 1.
3.3.2 Disaggregation Procedure
The disaggregation procedure takes the op-
timal policy of the aggregate POMDP model
as input. This policy is an aggregate policy in
terms of aggregate actions. It does not specify
which component to replace when it decides to
do a replacement. This is done by the disaggre-
gation procedure. It is performed by simulating
the original problem (before merge) with a DBN
represented in Figure 3. Let ε be the evidence
set containing the total evidence gathered so far.
It is accumulated by two means in every period:
one is the selected disaggregated action of the
current period and the other is the sampled ob-
servation of the next period. In each period,
if a replacement is required by the aggregate
policy, the component which has the highest ef-
ficiency is selected. This constitutes the current
disaggregated action. The efficiency measure is
defined as follows:
efit =
P (ci,t+1 = nw| ε ∪ {ot+1 = r})
pii
, (10)
where the numerator is the probability of com-
ponent i being nonworking given the up-to-date
evidence and also the condition that a red sig-
nal is observed in the next period although this
may not be the case. Appending the latter one
to the evidence indicates the component which
explains observing a red signal in the next pe-
riod. The denominator, pii, is the replacement
cost of component i and it makes the efficiency
measure to trade off component’s nonworking
probability to its replacement cost. The com-
ponent with the highest efficiency is selected to
be replaced.
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4 Computational Study
The design structure given in Table 2 is used in
the computational study. Four factors are de-
termined in the experimental design. Two of
them are related with costs and the other two
are related with probabilities in the problem.
The values of each factor are seen in the related
column of the table. When observation prob-
abilities are different, probability of observing
green differs as number of faults differs for in
between states (other than the all working and
all nonworking states). As an alternative case,
invariant observation probabilities mean proba-
bility of observing a green signal is same for all
intermediate states and it is the average of the
observation probabilities of the different case.
Each combination of factor values leads to a to-
Table 2: Experimental design
Transition Working Replacement Red Observation
Probability Cost Cost Probability
Increasing Increasing High Different
Constant-low Constant Low Indifferent
Constant-high
Decreasing
tal of 32 data sets. After elimination of four
symmetric data, we have a total of 28 data sets.
For a four component dynamic system, when
components are merged into a single process
node, we have a total of 24 = 16 states and
5 actions. We try to solve the problem with an
exact POMDP solver, but it cannot be solved
exactly. Then states are aggregated into three
states such that S1 is the all working state, S3
is the all nonworking state, and S2 is the in be-
tween state (at least one working and one non-
working component exist). Actions are aggre-
gated into two actions such that A1 is doing
nothing and A2 is replacing one of the compo-
nents. Initially no weights are given to the ac-
tions in A2 while aggregating. Observation and
transition probabilities, and reward function are
aggregated accordingly as in Equations 5, 6 and
7 respectively.
After aggregating the problem into three
compound states and two compound actions,
it can be solved with an exact POMDP solver
(pomdp-solve) implementing the Witness algo-
rithm (Cassandra et al., 1994) for a finite hori-
zon of 100 periods. All data sets are also solved
with an approximate POMDP solver, ZMDP
software package (Smith, 2007), for a finite hori-
zon of 100 periods which finds upper bounds for
the cost function and gives POMDP policies as
an output. The ZMDP policy file is also sim-
ulated with the DBN in Figure 3 to achieve a
complete solution as in the case of the disaggre-
gate solution. Both disaggregation and ZMDP
simulation are replicated 50 times and the aver-
age cost of these is reported with their standard
deviations in Table 3.
We observe that, in data sets d01-d04, d08,
d10, d11, d15-d18, d22, d24 and d25, only the
first component is replaced in all replacement
times and replications. So, a better aggregation
can be possible by giving more weights to the
replacement actions of components which are
replaced more frequently and giving no weights
to the replacement actions whose components
are not even replaced. So we re-aggregate the
data sets having unequal transition probabili-
ties or unequal replacement costs by giving the
average number of replacements of each compo-
nent as its weight to the corresponding replace-
ment action. Data sets d06, d07, d13, d14, d20,
d21, d27 and d28 have equal transition prob-
abilities and replacement costs, so giving un-
equal weights do not lead to different aggrega-
tions other than the ones already constituted.
The computational results of the weighted ag-
gregation are also tabulated in Table 3.
The results show that average cost of most
of the re-aggregated data sets improve (d01-
d04, d08-d11, d15, d16, d22-d25) or remain the
same (d05, d12, d19 and d26) except data sets
d17 and d18 which have performed already well
with the equal weighted aggregation. One can
make new aggregations of replacement actions
with the new average number of replacements
of components. This goes on until a cycle of
aggregate policies is determined, which means
no new solutions will be available to the deci-
sion maker. However, there is no guarantee that
disaggregation results will improve every time a
new aggregation is performed as in the case of
data sets d17 and d18.
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Table 3: Computational results
Equal Weighted ZMDP t-test
Set Disagg (std) Disagg (std) Sim.Avg (std) p-value
d01 1497.3 (131.9) 1220.8 (103.6) 854.7 (129.2) .0000 *
d02 1500.8 (72.27) 1308 (104.3) 1295.2 (85.96 .5046
d03 1068.4 (163.8) 717.5 (127) 605.52 (112.16) .0000 *
d04 1218.8 (84.19) 904.2 (104.4) 915.86 (110.26) .5871
d05 1308.1 (123.4) 1308.1 (123.4) 908.6 (96.46) .0000 *
d06 1479.4 (85.93) - - 1495.2 (96.77) .3901
d07 955.4 (130.8) - - 562.30 (81.95) .0000 *
d08 414.6 (41.79) 375.1 (30.73) 348.74 (42.23) .0006 *
d09 496.2 (4.11) 398.4 (22.22) 396.6 (24.65) .7021
d10 296.6 (36.54) 269.7 (44.09) 232.6 (40.46) .0000 *
d11 324.9 (25.54) 299.4 (30.49) 292.38 (33.35) .2747
d12 400.8 (43.16) 400.8 (43.16) 476.2 (.57) .0000 +
d13 554.4 (23.12) - - 495.6 (4.70) .0000 *
d14 280.3 (31.87) - - 227.7 (40.17) .0000 *
d15 1336.2 (126.1) 886.8 (95.33) 851.3 (102.4) .0761
d16 1259.7 (87.37) 878.4 (90.25) 898.8 (125.3) .3525
d17 853.26 (105.8) 924.76 (125.9) 764.66 (115.60) .0001 *
d18 873.32 (86.54) 1150.2 (105.87) 892.7 (97.9) .2958
d19 1059.8 (123.2) 1059.8 (123.2) 1120.6 (102.2) .0085 +
d20 1298.6 (103.4) - - 1306.4 (91.65) .6906
d21 853.9 (119.4) - - 690.7 (105.09) .0000 *
d22 381.38 (44.52) 315.28 (26.8) 377.1 (36.5) .0000 +
d23 496.2 (4.58) 295.7 (21.75) 303.7 (21.3) .0661
d24 238.32 (31.17) 221.3 (25.24) 242.12 (29.18) .0002 +
d25 245.16 (25.35) 236.8 (23.82) 234.94 (20.85) .6788
d26 341 (47.78) 341 (47.78) 274.4 (36.6) .0000 *
d27 501.1 (23.28) - - 494.9 (5.1) .0689
d28 242.3 (33.06) - - 236.7 (25.88) .3479
It is of interest to analyze the performance
of the two procedures in each data set in order
to understand what type of data sets our pro-
cedure is successful at. So, for each data set,
we perform hypothesis test for two samples and
use two-sided t-test to test whether the means
of simulated ZMDP cost and the best disaggre-
gation cost (with bold number) are equal or not
in each data set. The resulting p-value is given
in the table for each data set. When significance
level is taken as 0.05, data sets with p-value less
than 0.05 are marked in the table with * or + in-
dicating that the simulated ZMDP cost is signif-
icantly less than the disaggregation cost or vice
versa, respectively. There are 15 data sets out of
28 where the two methods significantly differ in
terms of cost values. 11 of these data sets belong
to the case where simulated ZMDP cost is sig-
nificantly lower than disaggregate cost whereas
4 of them belong to the case where disaggre-
gate cost is significantly lower. If we look at the
distribution of 11 data sets where ZMDP cost
is significantly lower than disaggregate cost, we
will see that 8 of them lie within the data sets
with different observation probabilities for the
in between states (d01-d14). Alternatively only
1 out of 4 data sets where disaggregate cost is
significantly lower than simulated ZMDP cost,
lies in d01-d14. These results give insight that
our solution procedure is more successful at the
data sets whose observation probabilities of the
aggregated states are invariant.
One may be interested in obtaining the over-
all performance of the proposed procedure by
using one-sided paired t-test. Experimental re-
sults already show that there are plenty of in-
stances where our procedure is outperformed
by the simulated ZMDP. However simulated
ZMDP has two drawbacks: First, in order to
run ZMDP in a finite horizon, time information
is added explicitly into the state information.
So, when the number of components increase,
state space and hence size of the ZMDP input
file grows exponentially. Second, when ZMDP
is run, it gives an upper bound for the cost
function. However to obtain full solutions as
in the case of our procedure, we also simulate
the ZMDP output file. This requires more com-
putational time than simulating the aggregate
model of our procedure.
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5 Conclusion
We tackle the maintenance problem of a com-
plex system where system components are
partially observable via indirect signals, and
present a hierarchical solution procedure to
solve it. The complex POMDP problem is ag-
gregated in terms of states and actions such that
it can be solved exactly and the optimal pol-
icy is implemented on the system by simulat-
ing it with DBNs. Our solutions are compared
with the solutions of the approximate POMDP
solver, which uses full information state space,
on 28 data sets. The results show that when
observation probabilities are invariant among
the states aggregated into the same compound
state, our procedure performs better.
In the aggregation, we prefer to aggregate
the states into three compound states which
are all working, all nonworking and in between
states; and the actions into two compound ac-
tions which are doing nothing and doing a re-
placement. A POMDP with three states and
two actions can always be solved exactly. How-
ever, significant probabilistic information can
be lost. The disaggregation result can be at
most as good as the quality of the aggregate
policy. The action aggregation can be improved
by giving weights to replacement actions while
the state aggregation is harder to improve. The
average number of replacements of components
obtained from the disaggregation solution can
be used as weights, however determining the
appropriate weights for action aggregation from
the parameters of the problem will be a better
way since this will reduce the number of ag-
gregations and hence the effort. This can be a
future study.
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Abstract
We present a graphical criterion for reading dependencies from the minimal directed in-
dependence map G of a graphoid p, under the assumption that G is a polytree and p
satisfies weak transitivity. We prove that the criterion is sound and complete. We argue
that assuming weak transitivity is not too restrictive.
1 Introduction
A minimal directed independence map G of an
independence model p is typically used to read
independencies holding in p. However, G can
also be used to read dependencies holding in p.
For instance, if p is a graphoid that is faithful to
G, then lack of vertex separation is a sound and
complete graphical criterion for reading depen-
dencies from G. If p is simply a graphoid, then
there also exists a sound and complete graph-
ical criterion for reading dependencies from G
(Bouckaert, 1995). In (Pen˜a, 2007), we present
a further sound and complete graphical crite-
rion for reading dependencies from G under
the assumption that G is a polytree and p is
a graphoid that satisfies composition and weak
transitivity. In this paper, we revisit the latter
work and drop the assumption that p satisfies
composition. In general, the more assumptions
a criterion makes about G and p the more pow-
erful it is (i.e. the more dependencies it can
read from G) but the less applicable it is (i.e.
the smaller the set of independence models it
can be applied to). Then, our new criterion
may be seen as being in between the criteria in
(Bouckaert, 1995) and (Pen˜a, 2007): It is more
(resp. less) powerful but less (resp. more) ap-
plicable than the former (resp. latter) criterion.
See Section 5 for an example.
The rest of the paper is organized as follows.
Section 2 is devoted to the preliminaries, Sec-
tion 3 to our assumptions, Section 4 to our con-
tribution, and Section 5 to the discussion.
2 Preliminaries
Let U denote a set of random variables. The
elements of U are not distinguished from single-
tons, and the union of the sets U1, . . . , Un ⊆ U
is written as the juxtaposition U1 . . . Un. When
evaluating an expression, the union of sets pre-
cedes the set difference. Let X, Y , Z and W
denote four mutually disjoint subsets of U . An
independence model p is a set of independen-
cies of the form X is independent of Y given
Z. We denote that an independence is in p by
X⊥pY |Z and that an independence is not in p
by X 6⊥pY |Z. In the latter case, we say that the
dependence X 6⊥pY |Z is in p. An independence
model is a graphoid if it satisfies the following
properties: Symmetry X ⊥ pY |Z ⇒ Y ⊥ pX|Z,
decomposition X⊥ pYW |Z ⇒ X⊥ pY |Z, weak
union X⊥ pYW |Z ⇒ X⊥ pY |ZW , contraction
X ⊥ pY |ZW ∧ X ⊥ pW |Z ⇒ X ⊥ pYW |Z, and
intersection X⊥ pY |ZW ∧X⊥ pW |ZY ⇒ X⊥
pYW |Z.
We say that a node C is a collider in a
route in a directed and acyclic graph (DAG)
if A→ C ← B is a subroute of the route. Note
that A and B may coincide since we are dealing
with a route and not with a path. A route in a
DAG is said to be superactive wrt Z when (i)
every collider node in the route is in Z, and (ii)
every non-collider node in the route is outside
Z. When there is no route in a DAG G between
a node in X and a node in Y that is superac-
tive wrt Z, we say that X is separated from
Y given Z in G and denote it as X ⊥ GY |Z.
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This definition of separation in DAGs is equiv-
alent to other more common definitions (Stu-
deny´, 1998). Given an undirected graph (UG)
G, we say that X is separated from Y given
Z in G and denote it as X ⊥ GY |Z when ev-
ery path in G between a node in X and a node
in Y contains a node in Z. An independence
model p is faithful to an UG or DAG G when
X⊥pY |Z iff X⊥GY |Z. A DAG G is a directed
independence map of an independence model p
when X⊥ pY |Z if X⊥GY |Z. Moreover, G is a
minimal directed independence (MDI) map of p
when removing any edge from G makes it cease
to be an independence map of p. If G is a MDI
map of p, then the parents of a node A in G,
Pa(A), are the smallest subset of the nodes pre-
ceding A in a given total ordering of U , Pre(A),
such that A⊥ pPre(A) \ Pa(A)|Pa(A). We de-
note the children of A in G by Ch(A). Finally,
recall that a polytree is a directed graph with-
out undirected cycles.
3 WT Graphoids
Let X, Y and Z denote three mutually disjoint
subsets of U . Let V ∈ U \ XY Z. We call
WT graphoid to any graphoid p that satisfies
weak transitivity X ⊥ pY |Z ∧ X ⊥ pY |ZV ⇒
X ⊥ pV |Z ∨ V ⊥ pY |Z. This paper stud-
ies WT graphoids. We regard WT graphoids
as worth studying because important families
of probability distributions are WT graphoids.
For instance, any probability distribution that
is Gaussian or faithful to some UG or DAG is a
WT graphoid (Pearl, 1988). The following theo-
rem implies that there also exist probability dis-
tributions that are WT graphoids although they
are neither Gaussian nor faithful to any UG or
DAG. See (Pen˜a et al., 2009) for the proof and
examples.
Theorem 1. Let p be a probability distribution
that is a WT graphoid and let W ⊆ U . Then,
p(U \W ) is a WT graphoid. If p(U \W |W = w)
has the same independencies for all value w of
W , then p(U \W |W = w) for any w is a WT
graphoid.
The following theorem introduces a new prop-
erty that every WT graphoid satisfies.
Theorem 2. Let p be a WT graphoid. Then,
p satisfies the following property: Intersectional
weak transitivity X⊥pY |Z∧X⊥pY |ZV ⇒ X⊥
pV |ZY ∨ V ⊥pY |ZX.
Proof. Assume to the contrary that X 6⊥pV |ZY
and V 6⊥pY |ZX. Then,
1. X 6⊥ pV Y |Z and V X 6⊥ pY |Z by the con-
trapositive form of weak union on X 6⊥ pV |ZY
and V 6⊥pY |ZX
2. X 6⊥pV |Z and V 6⊥pY |Z by the contrapos-
itive form of contraction on (1) and X⊥pY |ZV
3. X 6⊥ pY |ZV by the contrapositive form of
weak transitivity on (2) and X⊥pY |Z.
However, (3) contradicts the antecedent of
the property.
4 Reading Dependencies
If G is a MDI map of a WT graphoid p then we
know, by construction of G, that A(Pre(B) \
Pa(B)) 6⊥pB|Pa(B)\A for all the edges A→ B
in G. We call these dependencies the depen-
dence base of p for G. Further dependencies
in p can be derived from the dependence base
via the WT graphoid properties. For this pur-
pose, we rephrase the WT graphoid properties
in their contrapositive form as follows. Sym-
metry Y 6⊥ pX|Z ⇒ X 6⊥ pY |Z. Decomposi-
tion X 6⊥ pY |Z ⇒ X 6⊥ pYW |Z. Weak union
X 6⊥ pY |ZW ⇒ X 6⊥ pYW |Z. Contraction X 6⊥
pYW |Z ⇒ X 6⊥ pY |ZW ∨ X 6⊥ pW |Z is prob-
lematic for deriving new dependencies because
it contains a disjunction in the consequent and,
thus, we split it into two properties: Contrac-
tion1 X 6⊥ pYW |Z ∧X⊥ pY |ZW ⇒ X 6⊥ pW |Z,
and contraction2 X 6⊥ pYW |Z ∧ X ⊥ pW |Z ⇒
X 6⊥pY |ZW . Likewise, intersection gives rise to
intersection1 X 6⊥pYW |Z ∧X⊥pY |ZW ⇒ X 6⊥
pW |ZY , and intersection2 X 6⊥ pYW |Z ∧ X ⊥
pW |ZY ⇒ X 6⊥ pY |ZW . Note that intersec-
tion1 and intersection2 are equivalent and, thus,
we refer to them simply as intersection. Simi-
larly, weak transitivity gives rise to weak transi-
tivity1 X 6⊥pV |Z∧V 6⊥pY |Z∧X⊥pY |Z ⇒ X 6⊥
pY |ZV , and weak transitivity2 X 6⊥pV |Z ∧V 6⊥
pY |Z ∧ X ⊥ pY |ZV ⇒ X 6⊥ pY |Z. Finally, in-
tersectional weak transitivity gives rise to inter-
sectional weak transitivity1 X 6⊥ pV |ZY ∧ V 6⊥
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pY |ZX ∧ X ⊥ pY |Z ⇒ X 6⊥ pY |ZV , and inter-
sectional weak transitivity2 X 6⊥ pV |ZY ∧ V 6⊥
pY |ZX ∧ X ⊥ pY |ZV ⇒ X 6⊥ pY |Z. The inde-
pendence in the antecedent of any of the proper-
ties above holds if the corresponding separation
statement holds in G. This is the best solution
we can hope for because separation is sound and
complete. Separation is sound in the sense that
it only identifies independencies in p. More-
over, separation is complete in the sense that
it identifies all the independencies in p that can
be identified by studying G alone (Pen˜a, 2007).
We call the WT (resp. IWT) graphoid closure
of the dependence base of p for G to the set of
dependencies that are in the dependence base
of p for G plus those that can be derived from
it by applying the first eight (resp. all the ten)
properties above. The following example shows
that the WT and IWT graphoid closures of a
dependence base do not coincide in general.
Example 1. Let p be a probability distribu-
tion over U = {A,B,C} where A, B and C are
binary random variables. Let p(A,B) be uni-
form and C = XOR(A,B). Note that A⊥ pB,
A⊥pC and B⊥pC are the only independencies
in p. Then, p is a WT graphoid. Let G denote
the DAG A → C ← B. Note that G is a MDI
map of p. Now, note that A 6⊥ pB|C is in the
IWT graphoid closure of the dependence base
of p for G: The dependence base of p for G is
{A 6⊥ pC|B,B 6⊥ pC|A}, which implies A 6⊥ pB|C
by intersectional weak transitivity1 andA⊥GB.
However, the WT graphoid closure of the de-
pendence base of p for G is {A 6⊥ pC|B,B 6⊥
pC|A,A 6⊥ pBC,AB 6⊥ pC,B 6⊥ pAC,C 6⊥
pA|B,C 6⊥ pB|A,BC 6⊥ pA,C 6⊥ pAB,AC 6⊥ pB}
which does not contain A 6⊥pB|C.
Hereinafter, we use A : B to denote a route
between two nodes A and B in a DAG G. We
also use A : B to denote the nodes in the route.
It should be clear from the context which of
the two meanings is being used. We define the
parents of a route A : B as Pa(A : B) =
[∪C→D∈A:BPa(D)] \ (A : B). We say that a
route A : B is minimally superactive wrt X, Y
and Z in G if (i) A ∈ X and B ∈ Y , (ii) A : B
is superactive wrt Z, and (iii) no proper sub-
route of A : B is minimally superactive wrt X,
Y and Z in G. Finally, we introduce our graph-
ical criterion for reading dependencies from a
polytree-like MDI map of a WT graphoid.
Definition 1. Let G be a polytree. Let X, Y
and Z denote three mutually disjoint subsets of
U . We say that X∼GY |Z holds if
• there exist two nodes A ∈ X and B ∈ Y
and a single route A : B between them that is
minimally superactive wrt X, Y and Z in G,
and
• for all A′ ∈ Pa(A : B), A′ ∈ XY Z \ AB or
A′∼G\A′XY Z \AB where G\A′ is the DAG re-
sulting from removing from G the edge between
A′ and its child in A : B.
Note the recursive flavor of the definition
above: A base case (A′ ∈ XY Z \ AB) and a
recursive call (A′∼G\A′XY Z \ AB). The next
theorem proves that the criterion in Definition 1
is sound. We prove first some auxiliary lemmas.
Lemma 1. Let G be a polytree-like MDI map
of a WT graphoid p. Let A and B be two nodes
such that A∼GB|Z holds due to a route A : B
with no collider node. Let Pa(A : B) ⊆ Z.
Then, A 6⊥pB|Z.
Proof. We prove the lemma by induction over
the length of A : B. We first prove the lemma
for length one, i.e. A : B is A → B or A ← B.
Assume without loss of generality that A : B
is A → B. Let ZA denote the nodes in Z that
are in Pa(A) or connected to A by an undi-
rected path that passes through Pa(A). Let ZA
denote the nodes in Z that are in Ch(A) \ B
or connected to A by an undirected path that
passes through Ch(A) \ B. Let ZB denote the
nodes in Z that are in Pa(B) \ A or connected
to B by an undirected path that passes through
Pa(B) \A. Note that Pa(B) \A ⊆ ZB because
we have assumed that Pa(A : B) ⊆ Z. Then,
1. A(Pre(B) \ Pa(B)) 6⊥ pB|Pa(B) \ A from
the dependence base of p for G
2. A 6⊥ pB|Pa(B) \ A by contraction1 on (1)
and Pre(B) \ Pa(B)⊥GB|(Pa(B) \A)A
3. AZAZA 6⊥pB|Pa(B) \A by decomposition
on (2)
4. A 6⊥ pB|(Pa(B) \ A)ZAZA by intersection
on (3) and ZAZA⊥GB|(Pa(B) \A)A
228 Pen˜a
5. A 6⊥ pB(ZB \ (Pa(B) \ A))|(Pa(B) \
A)ZAZA by decomposition on (4)
6. A 6⊥ pB|ZAZAZB by contraction2 on (5)
and A⊥GZB \ (Pa(B) \A)|(Pa(B) \A)ZAZA
7. A 6⊥pB(Z \ZAZAZB)|ZAZAZB by decom-
position on (6)
8. A 6⊥ pB|Z by intersection on (7) and A⊥
GZ \ ZAZAZB|ZAZAZBB.
Assume as induction hypothesis that the
lemma holds when the length of A : B is smaller
than l. We now prove the lemma for length l.
Let C be any node in A : B except A and B.
Recall that A : B has no collider node. Thus,
C /∈ Z because A : B is minimally superactive
wrt A, B and Z in G. Moreover, C /∈ Z im-
plies A ⊥ GB|ZC, A ∼ GC|Z, and B ∼ GC|Z.
The latter two statements imply A 6⊥ pC|Z and
B 6⊥ pC|Z by the induction hypothesis, which
together with A⊥ GB|ZC imply A 6⊥ pB|Z by
weak transitivity2.
Lemma 2. Let G be a polytree-like MDI map
of a WT graphoid p. Let A and B be two nodes
such that A∼GB|Z holds due to a route A : B of
the form A → C → . . . → D ← . . . ← C ← B
with possibly C = D. Let Pa(A : B) ⊆ Z.
Then, A 6⊥pB|Z.
Proof. Let ZD be the descendants of D that are
in Z. Note that A⊥GB|Z \ZDD as A : B is the
only route between A and B that is minimally
superactive wrt A, B and Z in G. Then,
1. A 6⊥pD|(Z \ ZDD)B by Lemma 1
2. B 6⊥pD|(Z \ ZDD)A by Lemma 1
3. A 6⊥pB|(Z \ZDD)D by intersectional weak
transitivity1 on (1), (2), and A⊥GB|Z \ ZDD
4. A 6⊥ pBZD|(Z \ ZDD)D by decomposition
on (3)
5. A 6⊥ pB|Z by contraction2 on (4) and A⊥
GZD|(Z \ ZDD)D.
Lemma 3. Let G be a polytree-like MDI map
of a WT graphoid p. Let X ∼ GY |Z hold due
to a route A : B with A ∈ X and B ∈ Y . Let
Pa(A : B) ⊆ XY Z \AB. Then, X 6⊥pY |Z.
Proof. Let W = XY Z \AB. Let D1, . . . , Dn be
the collider nodes in A : B. Then, for all i, A : B
has a subroute of the form Ai → Ci → . . . →
Di ← . . .← Ci ← Bi with Ai 6= Bi but possibly
Ci = Di. LetWDi denote the descendants of Di
that are in W . Let WCi denote the descendants
of Ci that are in W \WDiDi. Let W ′ = ∪iWCi .
We first prove A 6⊥pB|W \W ′. Note that Pa(A :
B) ⊆ W \W ′ and, thus, that A∼ GB|W \W ′
holds due to A : B. Then, we can divide A : B
into subroutes such that each of them is of the
form of the route in Lemma 1 or 2. We prove
A 6⊥ pB|W \W ′ by induction over the number
of such subroutes. If the number of subroutes is
one, then the result is immediate by Lemma 1
or 2. Assume as induction hypothesis that the
result holds when the number of subroutes is
smaller than l. We now prove the result when
this number is l. Let E be any node in A : B
where two of the subroutes meet. Note that
E is a non-collider node in A : B and, thus,
E /∈ W \W ′. Moreover, E /∈ W \W ′ implies
A⊥GB|(W \W ′)E, A∼GE|W \W ′, and E∼
GB|W \W ′. Then,
1. A 6⊥pE|W \W ′ and E 6⊥pB|W \W ′ by A∼
GE|W \W ′, E∼GB|W \W ′ and the induction
hypothesis
2. A 6⊥ pB|W \W ′ by weak transitivity2 on
(1) and A⊥GB|(W \W ′)E.
Finally, let X ′ ⊆ X \ A and Y ′ ⊆ Y \ B
contain the nodes inW ′ that are not descendant
of another node in X ′ or Y ′. Note that X ′ and
Y ′ must exist for A : B to be the only route
between A and B that is minimally superactive
wrt X, Y and Z in G. Let WX′ (resp. WY ′)
contain the descendants of X ′ (resp. Y ′) that
are in W ′. Then,
3. AX ′WX′ 6⊥ pB|W \W ′ by decomposition
on (2)
4. AX ′ 6⊥pB|(W \W ′)WX′ by intersection on
(3) and WX′⊥GB|(W \W ′)AX ′
5. AX ′ 6⊥ pBY ′WY ′ |(W \W ′)WX′ by decom-
position on (4)
6. AX ′ 6⊥pBY ′|(W \W ′)WX′WY ′ by intersec-
tion on (5) and AX ′⊥GWY ′ |(W \W ′)WX′BY ′
7. X 6⊥ pY |Z by decomposition and weak
union on (6).
If a route A : B in a DAG has a subroute of
the form C → D → . . . → E ← . . . ← D ← F
with C 6= F but possibly D = E, the subroute
D → . . .→ E ← . . .← D is called a rope.
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Theorem 3. Let G be a polytree-like MDI map
of a WT graphoid p. If X ∼ GY |Z, then
X 6⊥ pY |Z is in the IWT graphoid closure of
the dependence base of p for G.
Proof. Let X∼GY |Z hold due to a route A : B
with A ∈ X and B ∈ Y . Let W = XY Z \ AB.
We prove the theorem by induction over the to-
tal number of recursive calls performed by X∼
GY |Z. If this number is zero, then the theorem
is immediate by Lemma 3. Assume as induction
hypothesis that the theorem holds when the to-
tal number of recursive calls is smaller than l.
We now prove the theorem when this number is
l. Let A′ ∼ G\A′W with A′ ∈ Pa(E) for some
E ∈ A : B be any recursive call performed by
X∼GY |Z. Let A′∼G\A′W hold due to a route
A′ : B′ with B′ ∈ W . We consider two sce-
narios. The first scenario is when E is outside
every rope in A : B. Then, A : B must have
a subroute of the form C → E or E ← D for
the recursive call A′∼G\A′W to be performed.
Assume without loss of generality that the sub-
route is of the form C → E. Let WE denote
the descendants of E that are in W . Note that
X ∼GY |Z implies that A∼GA′|(W \WEB′)E
holds. To see it, note that the subroute of A : B
between A and E followed by E ← A′, here
denoted A : A′, is the only route between A
and A′ that is minimally superactive wrt A, A′
and (W \WEB′)E in G. Moreover, every recur-
sive call that A∼ GA′|(W \WEB′)E performs
is of the form A′′ ∼ G\A′′ (W \ WEB′)E with
A′′ ∈ Pa(A : A′). This recursive call holds be-
cause A′′ ∈ Pa(A : B) and, thus, X∼GY |Z per-
forms the recursive call A′′ ∼ G\A′′W and WE ,
B′ and E are not used in it. By a similar rea-
soning, one can prove that A′∼ G\A′W implies
that A′∼GB′|(W \WEB′)E holds. Then,
1. A 6⊥ pA′|(W \WEB′)E by A ∼ GA′|(W \
WEB
′)E and the induction hypothesis
2. A′ 6⊥ pB′|(W \WEB′)E by A′∼GB′|(W \
WEB
′)E and the induction hypothesis
3. A 6⊥ pB′|(W \WEB′)E by weak transitiv-
ity2 on (1), (2), and A⊥GB′|(W \WEB′)EA′
4. A 6⊥pB′E|W \WEB′ by weak union on (3)
5. A 6⊥pE|W \WE by contraction2 on (4) and
A⊥GB′|W \WEB′
6. A 6⊥ pEWE |W \WE by decomposition on
(5)
7. A 6⊥ pE|W by intersection on (6) and A⊥
pWE |(W \WE)E
8. E 6⊥pB|W by E∼GB|W and the induction
hypothesis
9. A 6⊥ pB|W by weak transitivity2 on (7),
(8), and A⊥GB|WE
10. X 6⊥pY |Z by weak union and decomposi-
tion on (9).
The second scenario that we consider in the
proof is when E is in a rope in A : B. In this
case, A : B has a subroute of the form C →
D → . . . → E → . . . → F ← . . . ← E ←
. . .← D ← H with C 6= H but possibly D = E
and/or E = F . Let WF denote the descendants
of F that are in W . Let W ′ be as in the proof
of Lemma 3. Note that C ⊥ GH|W \W ′WFF
because A : B is the only route between A and
B that is minimally superactive wrt X, Y and
Z in G. Then,
11. C 6⊥ pF |(W \W ′WFF )H by considering
the first scenario for C∼GF |(W \W ′WFF )H
12. H 6⊥ pF |(W \W ′WFF )C by considering
the first scenario for H∼GF |(W \W ′WFF )C
13. C 6⊥ pH|(W \ W ′WFF )F by intersec-
tional weak transitivity1 on (11), (12), and
C⊥GH|W \W ′WFF
14. C 6⊥pHWF |(W \W ′WFF )F by decompo-
sition on (13)
15. C 6⊥ pH|W \W ′ by contraction2 on (14)
and C⊥GWF |(W \W ′WFF )F
16. A 6⊥ pC|W \W ′ by A∼ GC|W \W ′ and
the induction hypothesis
17. A 6⊥ pH|W \W ′ by weak transitivity2 on
(15), (16), and A⊥GH|(W \W ′)C
18. H 6⊥ pB|W \W ′ by H ∼GB|W \W ′ and
the induction hypothesis
19. A 6⊥ pB|W \W ′ by weak transitivity2 on
(17), (18), and A⊥GB|(W \W ′)H
20. X 6⊥ pY |Z follows from (19) by repeating
the steps (3)-(7) in the proof of Lemma 3.
Finally, note that we have derived (20) from
the dependence base of p for G by using only
the ten properties introduced at the beginning
of Section 4. Thus, X 6⊥ pY |Z is in the IWT
graphoid closure of the dependence base of p
for G.
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The theorem below proves that the criterion
in Definition 1 is complete in certain sense.
Theorem 4. Let G be a polytree-like MDI map
of a WT graphoid p. If X 6⊥pY |Z is in the IWT
graphoid closure of the dependence base of p for
G, then X∼GY |Z.
Proof. Clearly, all the dependencies in the de-
pendence base of p for G are identified by the
criterion in Definition 1. It only remains to
prove that the criterion satisfies the ten proper-
ties introduced at the beginning of Section 4.
• Symmetry Y ∼GX|Z ⇒ X∼GY |Z.
Trivial.
• Weak union X∼GY |ZW ⇒ X∼GYW |Z.
We prove a simplified version of the property:
We assume that W contains a single node. Re-
peated application of this simplified property
proves the original property. Let X ∼ GY |ZW
hold due to a route A : B with A ∈ X and
B ∈ Y . We prove the simplified property by
induction over the number of collider nodes in
A : B. If this number is zero, then the proof is
immediate because W cannot be in A : B for
A : B to be minimally superactive wrt X, Y
and ZW in G. Assume as induction hypothe-
sis that the simplified property holds when the
number of collider nodes in A : B is smaller
than l. We now prove the simplified property
when this number is l. The proof is immedi-
ate unless W is in A : B. If the latter occurs,
then X ∼GYW |Z holds due to A : W , i.e. the
subroute of A : B between A and W . To see
it, note that A : W is the only route between
A and W that is minimally superactive wrt X,
YW and Z in G. Note also that W must be a
collider node in A : B for A : B to be minimally
superactive wrt X, Y and ZW in G. Thus,
A : B has a subroute of the form C → D →
. . .→W ← . . .← D ← E with C 6= E but pos-
sibly D = W . Then, every recursive call that
X ∼ GYW |Z performs belongs to one of the
following two groups. The first group consists
of the recursive calls A′ ∼ G\A′XY ZW \ AW
with A′ ∈ Pa(A : W ) \ E. These recur-
sive calls hold because A′ ∈ Pa(A : B) and,
thus, X ∼ GY |ZW performs the recursive calls
A′ ∼ G\A′XY ZW \ AB and B and W are not
used in them. The second group consists of
the recursive call E ∼ G\EXY ZW \ AW . We
prove that E ∼ G\EY |XZW \ A holds, which
implies that E ∼ G\EXY ZW \ A holds by re-
peated application of the induction hypothesis
and, since W is not used in the recursive call,
E∼G\EXY ZW \AW holds too. To see it, note
that the subroute of A : B between E and B,
here denoted E : B, is the only route between E
and B that is minimally superactive wrt E, Y
and XZW \ A in G\E . Moreover, every recur-
sive call that E∼G\EY |XZW \A performs is of
the form A′ ∼ (G\E)\A′XY ZW \ AB with A′ ∈
Pa(E : B). This recursive call holds because
A′ ∈ Pa(A : B) and, thus, X ∼ GY |ZW per-
forms the recursive call A′∼G\A′XY ZW \AB.
• Decomposition X∼GY |Z ⇒ X∼GYW |Z.
We prove a simplified version of the property:
We assume that W contains a single node. Re-
peated application of this simplified property
proves the original property. Let X ∼ GY |Z
hold due to a route A : B with A ∈ X and
B ∈ Y . The proof is immediate unless W is in
A : B. If the latter occurs, then, X ∼ GYW |Z
holds due to A : W , i.e. the subroute of A : B
between A and W . To see it, note that A : W
is the only route between A and W that is min-
imally superactive wrt X, YW and Z in G.
Now, consider the following two scenarios. The
first scenario is when W is outside every rope
in A : B. In this case, every recursive call
that X ∼GYW |Z performs is of the form A′∼
G\A′XY ZW \ AW with A′ ∈ Pa(A : W ). This
recursive call holds because A′ ∈ Pa(A : B)
and, thus, X∼GY |Z performs the recursive call
A′∼G\A′XY Z \AB and B and W are not used
in it. The second scenario is when W is in some
rope in A : B. In this case, A : B has a sub-
route of the form C → D → . . .→ W → . . .→
E ← . . . ← W ← . . . ← D ← F with C 6= F
but possibly D = W and/or W = E. How-
ever, in this case, X∼GY |ZW holds due to the
route (A : B) \ (W → . . . → E ← . . . ← W ),
here denoted ρ. To see it, note that ρ is the
only route between A and B that is minimally
superactive wrt X, Y and ZW in G. More-
over, every recursive call that X∼GY |ZW per-
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forms is of the form A′∼G\A′XY ZW \AB with
A′ ∈ Pa(ρ). This recursive call holds because
A′ ∈ Pa(A : B) and, thus, X∼GY |Z performs
the recursive call A′∼G\A′XY Z \AB and W is
not used in it. Finally, note that if X∼GY |ZW
holds, then X∼GYW |Z holds by weak union.
• Contraction1X∼GYW |Z∧X⊥GY |ZW ⇒
X∼GW |Z.
In the proof of this property, we make use
of the fact that separation in DAGs is a WT
graphoid (Pearl, 1988) and, thus, it satisfies
the ten properties introduced at the beginning
of Section 4. Let X ∼ GYW |Z hold due to
a route A : B with A ∈ X and B ∈ YW .
Then, A 6⊥ GB|XY ZW \ AB and, thus, X 6⊥
GB(Y \ B)|WZ \ B by weak union. This im-
plies that B /∈ Y because, otherwise, it would
contradict X ⊥GY |ZW . Likewise, for all A′ ∈
Pa(A : B), A 6⊥ GA′|XY ZW \ AA′ and, thus,
X \ A′ 6⊥ GA′(Y \ A′)|WZ \ A′ by weak union.
This implies that A′ /∈ Y because, otherwise,
it would contradict X⊥GY |ZW . Furthermore,
note that every recursive call that X∼GYW |Z
performs is of the form A′∼G\A′XY ZW \ AB
with A′ ∈ Pa(A : B) and A′ /∈ XY ZW . As-
sume that this recursive call holds due to a route
A′ : B′ with B′ ∈ XY ZW \AB. By reasoning as
above, we can conclude that A′ 6⊥GB′|XY ZW \
ABB′ and A′ 6⊥ GA′′|XY ZW \ ABA′′ with
A′′ ∈ Pa(A′ : B′). Then,
1. A 6⊥ GA′|XY ZW \ AB′ by A 6⊥
GA
′|XY ZW \ AA′, A′ /∈ XY ZW , and B′ is
not involved
2. A′ 6⊥ GB′|XY ZW \ AB′ by A′ 6⊥
GB
′|XY ZW \ABB′ and B is not involved
3. A 6⊥GB′|XY ZW \AB′ by weak transitivity
on (1), (2), and A 6⊥GB′|(XY ZW \AB′)A′
4. X \ B′ 6⊥ GB′(Y \ B′)|WZ \ B′ by weak
union on (3).
Note that (4) implies that B′ /∈ Y because,
otherwise, it would contradict X ⊥ GY |ZW .
Moreover,
5. A 6⊥ GA′|XY ZW \ AA′′ by A 6⊥
GA
′|XY ZW \ AA′, A′ /∈ XY ZW , and A′′ is
not involved
6. A′ 6⊥ GA′′|XY ZW \ AA′′ by A′ 6⊥
GA
′′|XY ZW \ABA′′ and B is not involved
7. A 6⊥GA′′|XY ZW \AA′′ by weak transitiv-
ity on (5), (6), and A 6⊥GA′′|(XY ZW \AA′′)A′
8. X \ A′′ 6⊥ GB′(Y \ A′′)|WZ \ A′′ by weak
union on (7).
Note that (8) implies that A′′ /∈ Y because,
otherwise, it would contradict X ⊥ GY |ZW .
Therefore, we have proven that X ∼ GW |Z
holds if the recursive calls performed by X ∼
GYW |Z do not perform other recursive calls be-
cause, in this case, none of the key nodes is in
Y and, thus, Y can be dropped. When a recur-
sive call performed by X ∼ GYW |Z performs
another recursive call and this possibly another
and so on, one just needs to repeat the reason-
ing above for each of these recursive calls.
• Contraction2 X∼GYW |Z ∧X⊥GW |Z ⇒
X∼GY |ZW .
Let X∼GYW |Z hold due to the route A : B
with A ∈ X and B ∈ YW . We prove that
X ∼ GY |ZW holds due to A : B. Since A : B
is minimally superactive wrt X, YW and Z in
G, no node in XYW \ AB can be in A : B.
Then, B ∈ Y by X⊥GW |Z and, thus, A : B is
minimally superactive wrt X, Y and ZW in G.
Moreover, A : B is the only such route between
A and B. To see it, assume to the contrary that
there is a second such route between A and B.
Note that this second route must have some col-
lider node in C ∈ W for A : B to be the only
route between A and B that is minimally su-
peractive wrt X, YW and Z in G. Then, this
second route must also have some collider node
D ∈ Y between A and C by X⊥GW |Z. How-
ever, this is a contradiction. Finally, note that
every recursive call that X∼GY |ZW performs
holds because X ∼ GYW |Z also performs that
recursive call because, as shown, B ∈ Y .
• Intersection X∼GYW |Z ∧X⊥GY |ZW ⇒
X∼GW |ZY .
Let X∼GYW |Z hold due to the route A : B
with A ∈ X and B ∈ YW . We prove that
X∼GW |ZY holds due to A : B. Since A : B is
minimally superactive wrt X, YW and Z in G,
no node in XYW \AB can be in A : B. Then,
B ∈ W by X ⊥ GY |ZW and, thus, A : B is
minimally superactive wrt X, W and ZY in G.
Moreover, A : B is the only such route between
A and B. To see it, assume to the contrary that
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there is a second such route between A and B.
Note that this second route must have some col-
lider node in C ∈ Y for A : B to be the only
route between A and B that is minimally su-
peractive wrt X, YW and Z in G. Then, this
second route must also have some non-collider
node D ∈W between A and C by X⊥GY |ZW .
However, this is a contradiction. Finally, note
that every recursive call that X∼GW |ZY per-
forms holds because X∼GYW |Z also performs
that recursive call because, as shown, B ∈W .
• Intersectional weak transitivity1 X ∼
GV |ZY ∧ V ∼ GY |ZX ∧ X ⊥ GY |Z ⇒ X ∼
GY |ZV .
Let X ∼ GV |ZY and V ∼ GY |ZX hold
due to the routes A : V with A ∈ X and
V : B with B ∈ Y , respectively. We prove
that A ∼ GB|XY ZV \ AB holds, which im-
plies X ∼ GY |ZV by weak union and decom-
position. Note first that X ⊥ GY |Z implies
that A : V followed by V : B, here denoted
A : B, is the only route between A and B
that is minimally superactive wrt A, B and
XY ZV \ AB in G. Note also that every re-
cursive call that A ∼ GB|XY ZV \ AB per-
forms is of the form A′∼G\A′XY ZV \AB with
A′ ∈ Pa(A : B). Note also that A′ ∈ Pa(A : V )
or A′ ∈ Pa(V : B). In the former case, we
know that X ∼ GV |ZY performs the recursive
call A′∼G\A′XY Z \A which does not use B or
V and, thus, A′∼G\A′XY ZV \AB holds. In the
latter case, we know that V ∼GY |ZX performs
the recursive call A′∼G\A′XY Z \B which does
not use A or V and, thus, A′∼G\A′XY ZV \AB
holds.
• Intersectional weak transitivity2 X ∼
GV |ZY ∧ V ∼ GY |ZX ∧ X ⊥ GY |ZV ⇒ X ∼
GY |Z.
Let X ∼ GV |ZY and V ∼ GY |ZX hold due
to the routes A : V with A ∈ X and V : B
with B ∈ Y , respectively. We prove that A∼
GB|XY Z \ AB holds, which implies X∼GY |Z
by weak union and decomposition. Note first
that X ⊥ GY |ZV implies that A : V followed
by V : B, here denoted A : B, is the only route
between A and B that is minimally superactive
wrt A, B and XY Z \ AB in G. Note also that
every recursive call that A ∼ GB|XY Z \ AB
performs is of the form A′∼G\A′XY Z\AB with
A′ ∈ Pa(A : B). Note also that A′ ∈ Pa(A : V )
or A′ ∈ Pa(V : B). In the former case, we
know that X ∼ GV |ZY performs the recursive
call A′ ∼ G\A′XY Z \ A which does not use B
and, thus, A′ ∼ G\A′XY Z \ AB holds. In the
latter case, we know that V ∼GY |ZX performs
the recursive call A′∼G\A′XY Z \B which does
not use A and, thus, A′∼G\A′XY Z \AB holds.
•Weak transitivity1 X∼GV |Z ∧V ∼GY |Z ∧
X⊥GY |Z ⇒ X∼GY |ZV .
1. X∼GV Y |Z and V X∼GY |Z by decompo-
sition on X∼GV |Z and V ∼GY |Z
2. X ∼GV |ZY and V ∼GY |ZX by contrac-
tion2 on (1) and X⊥GY |Z
3. X∼GY |ZV by intersectional weak transi-
tivity1 on (1), (2), and X⊥GY |Z.
•Weak transitivity2 X∼GV |Z ∧V ∼GY |Z ∧
X⊥GY |ZV ⇒ X∼GY |Z.
Just replace (3) in the proof of weak transi-
tivity1 by
3. X ∼ GY |Z by intersectional weak transi-
tivity2 on (1), (2), and X⊥GY |ZV .
5 Discussion
As discussed in Section 1, the new criterion
introduced in this paper is more (resp. less)
powerful but less (resp. more) applicable than
the criterion in (Bouckaert, 1995) (resp. (Pen˜a,
2007)). To see it, consider Example 1. The new
criterion and the criterion in (Bouckaert, 1995)
can be applied but the criterion in (Pen˜a, 2007)
cannot, because p does not satisfy composition
X ⊥ pY |Z ∧ X ⊥ pW |Z ⇒ X ⊥ pYW |Z. How-
ever, the new criterion reads A 6⊥ pB|C from G
but the criterion in (Bouckaert, 1995) does not,
because A and B are not adjacent in G and this
is necessary for that criterion to be conclusive.
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Abstract
Arc-removal is usually employed as part of an approximate inference scheme for Bayesian net-
works, whenever exact inference is intractable. We consider the removal of arcs in a different
setting, as a means of simplifying a network under construction. We show how sensitivity func-
tions, capturing the effects of parameter variation on an output of interest, can be employed to
describe detailed effects of removing an arc. In addition, we provide new insights related to the
choice of parameter settings upon arc removal, and the effect of this choice on the quality of the
simplified model as an approximation of the original one.
1 Introduction
Arc removal is a model simplification technique
most often employed as part of an approximate in-
ference scheme for Bayesian networks. Whenever
exact inference is intractable, a set of “weak” links
is selected and removed to arrive at an approx-
imate network in which exact inference is feasi-
ble (Kjærulff, 1994; Engelen, 1997; Choi, Chan &
Darwiche, 2005).
In this paper, we consider the removal of arcs in a
different setting, where we are interested in simpli-
fying a model that is being constructed with the help
of domain experts. A sparser model has the compu-
tational benefits of having fewer arcs and, hence, a
smaller number of probability parameters. Further-
more, a sparser model may be easier to understand
for the domain experts. Our focus is now on gaining
detailed insight into the possible impact of remov-
ing a single, pre-selected arc on the behaviour of the
network, both with and without evidence.
We will demonstrate that by interpreting arc re-
moval as a constrained form of varying multiple pa-
rameters in the original network, we can study the
effects of such a removal by means of so-called sen-
sitivity functions. More specifically, a sensitivity-
to-arc-removal function will describe the effects of
any choice of setting the new parameters after arc
removal, on some output probability of interest. For
establishing these functions, we assume that infer-
ence in the original network is possible.
The quality of the new network can be assessed
by evaluating its behaviour. Alternatively, when the
quality of the new network as an approximation of
the original one is of concern, the sensitivity-to-arc-
removal functions can be plugged into some quality
measure. In the context of arc removal, the quality
of the approximation is usually measured in terms
of the KL-divergence between the prior joint dis-
tributions of the original network and the approxi-
mate network (Kjærulff, 1994; Engelen, 1997). The
KL-divergence has the convenient property that the
change in prior joint distribution occasioned by the
removal of an arc A → B can be computed lo-
cally from the probabilities for variable B and its
parents (Kjærulff, 1994). This property does not
necessarily hold, however, if we consider the KL-
divergence between marginal distributions, or be-
tween posterior distributions. We will show that in
this setting, such KL-divergences can be computed
with our sensitivity functions.
The paper is structured as follows. Section 2
briefly reviews Bayesian networks and sensitivity
functions. In Section 3 we derive the sensitivity-
to-arc-removal functions. Section 4 demonstrates
the use of these functions for computing KL-
divergence; in doing so, some novel insights into the
effect on KL-divergence of different choices of new
parameters are given. The paper ends with conclu-
sions and directions for future research in Section 5.
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2 Preliminaries
A Bayesian network compactly represents a joint
probability distribution Pr over a set of stochastic
variables W (Jensen & Nielsen, 2007). It com-
bines an acyclic directed graph G, that captures
the variables and their dependencies as nodes and
arcs respectively, with conditional probability dis-
tributions ΘWi|pi(Wi) for each variable Wi and its
parents pi(Wi) in the graph, such that Pr(W) =∏
iΘWi|pi(Wi).
We will refer to ΘWi|pi(Wi) as the conditional
probability table (CPT) of Wi; entries θ of Θ are
called parameter probabilities, or parameters for
short. In the remainder of this paper we will as-
sume all variables to be binary-valued. Variables
are denoted by capital letters and their values or in-
stantiations by lower case; bold face is used for sets.
Probabilities computed from a Bayesian network
are affected by the inaccuracies in the network’s pa-
rameters. To investigate the extent of these effects, a
sensitivity analysis can be performed in which n ≥
1 network parameters are varied simultaneously and
the effect on an output probability of interest is stud-
ied. The effects of so-called n-way parameter vari-
ation are described by a sensitivity function. This
is a multilinear function in the varied parameters
in case of a prior probability of interest, and a ra-
tional function in the posterior case (Coupe´ & Van
der Gaag, 2002). For example, the 2-way sensitiv-
ity function fPr(a|e)(x, y) describing the posterior
probability Pr(a | e) as a function of two parame-




c11xy + c01x+ c10y + c00
d11xy + d01x+ d10y + d00
where the constants cij , dij , i, j ∈ {0, 1}, are built
from the non-varied parameters1 in the network
under study; feasible algorithms are available for
their computation (Kjærulff & Van der Gaag, 2000;
Coupe´ & Van der Gaag, 2002). Parameters from the
same CPT ΘWi|pi(Wi), but for different condition-
ing contexts, are independent; this results in zero
interaction terms (Chan & Darwiche, 2004). In the
above example this entails that c11 = d11 = 0.
1When a parameter θ varies as x, its complement θ = 1 −
θ from the same distribution varies as 1 − x. If θ concerns
an k-valued variable, k > 2, then the k − 1 complementing
parameters are co-varied proportionally.
3 Sensitivity Functions for Arc Removal
Sensitivity analysis typically refers to the study of
effects of changes in network parameters on some
outcome of interest. We can, however, also exploit
it to study the effects of structural changes to the
network’s digraph, such as the removal of arcs.
Arc removal is most often employed as part of an
approximate inference scheme, where arcs are re-
moved until an approximate network is obtained in
which exact inference is feasible (Kjærulff, 1994;
Engelen, 1997; Choi, Chan & Darwiche, 2005). In
this paper, we consider the removal of arcs in a dif-
ferent setting. We assume that we are constructing a
Bayesian network with the help of domain experts,
who are known to have the tendency of adding too
many arcs into the model (Van der Gaag & Helsper,
2002). Our focus now is on studying the effects of
removing a single arc, which we suspect may be su-
perfluous, for the purpose of arriving at a simpler
model that still suffices for the domain of applica-
tion. We assume that inference in the original net-
work is possible and, since we are still in a construc-
tion phase, that we have ample time to spend on it.
In this section, we propose the first approach for
exactly studying the possible effects of arc removal
on a probability of interest; the approach exploits
the sensitivity function describing this probability
in relation to the new parameters.
3.1 Implementing Arc Removal
Throughout this paper we consider the removal of
an arc A → B from a Bayesian network B, where
pi(B) = {A} ∪ Z. Removing an arc can be imple-
mented in various ways (Choi, Chan & Darwiche,
2005). The approach we adopt in this paper is to
simulate the removal by changes in the CPT ΘB|AZ.
More specifically, for each combination of values b
and z the parameters θb|az are set to be equal for all
values a; we will refer to these new parameters as
θ′b|.z, since the value of A is irrelevant.
The more or less standard approach to setting the
new parameter values is by marginalising out vari-
able A, or by approximating this process if it is in-
feasible to perform the exact computations (Enge-
len, 1997; Choi, Chan & Darwiche, 2005). More
recent approaches focus on the addition of auxil-
iary nodes and parameters that compensate for the
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lost dependency, together with iterative or varia-
tional methods that optimise these parameters as
part of the arc-removal procedure (Choi & Dar-
wiche, 2010; Choi & Darwiche, 2006). Rather than
choosing a new parameter setting in advance, how-
ever, we can study the effects of all possible settings.
3.2 Sensitivity to Arc Removal
We study the effects of arc removal using a sen-
sitivity analysis in which we vary all parameters
θb|az until, for each b and context z, the parame-
ters are equivalent for all a. Let m be the num-
ber of different instantiations z for Z, then arc re-
moval requires the simultaneous variation of 2m pa-
rameters2. Generally, determining a 2m-way sensi-
tivity function is computationally demanding. The
following proposition shows, however, that in the
context of arc removal an m-way function suffices.
Moreover, this function can be obtained from 2m 1-
way sensitivity functions, which can be established
efficiently (Kjærulff & Van der Gaag, 2000).
Proposition 1. Let i index the values of variable A
and j the instantiations of Z. Let xij = θb1|aizj
and 1 − xij = θb2|aizj denote the 2 ·2m parame-
ters in ΘB|AZ, and let Θ′B|.Z be the result of setting
x1j = x2j for all j. Let x′j and 1−x′j denote the pa-
rameters in Θ′. Then, them-way sensitivity function
which captures the effects of any possible choice for
























where c0ij and c1ij equal the constants from the 1-way
sensitivity function describing Pr(v) as a function
of parameter xij , fPr(v)(xij) = c1ij ·xij + c0ij .
Proof: First we will detail the probabilistic se-
mantics of the constants of a sensitivity function for







2Another 2m parameters, for the other value of B, are co-
varied.
depends only on parameters θB|aizj with a corre-
sponding conditioning context, and is constant with
respect to other parameters in the CPT of B. More






Pr(v | bkaizj)·Pr(bk | aizj) · Pr(aizj)
= Pr(v | b1aizj)·θb1|aizj ·Pr(aizj)
+Pr(v | b2aizj)·(1− θb1|aizj )·Pr(aizj)












Pr(v | b1aizj)−Pr(v | b2aizj)
)
·Pr(aizj)
and rij = Pr(v | b2aizj) ·Pr(aizj). For Pr(v)
in relation to xij = θb1|aizj we therefore have a 1-
way sensitivity function of the form fPr(v)(xij) =
c1ij ·xij + c0ij with
c0ij = rij + Pr(v)− Pr(vaizj)
Consequently, upon varying all 2m parameters













































θa1 = 0.8 θd1|b1c1 = 0.1
θd1|b1c2 = 0.3
θb1|a1 = 0.8 θd1|b2c1 = 0.9
θb1|a2 = 0.4 θd1|b2c2 = 0.8
θc1|a1 = 0.5
θc1|a2 = 1.0
Figure 1: The example Bayesian network, taken









The above 2m-way sensitivity function describes
all possible effects of varying the 2m parameters on
Pr(v). To study the effects of arc removal, how-
ever, variation of these parameters is constrained
in the sense that x1j = x2j should hold for each
j = 1, . . . ,m. That is, rather than a 2m dimen-
sional parameter space, we are actually dealing with
an m dimensional space and an m-way sensitivity
function. Using x′j to denote the parameters θ′b1|.zj
resulting from setting x1j = x2j , we conclude
fPr(v)(x
′













Note that in the above proposition we have not as-
sumed Pr(v) to be a marginal over a single variable.
The proposition is therefore more generally appli-
cable, but most algorithms for computing the con-
stants of sensitivity functions assume that we are in-
terested in a single-variable marginal (prior or pos-
terior). Generalisation of the proposition to a pos-
terior probability of interest, such as Pr(v | e) =
Pr(ve)
Pr(e) , is also straightforward, as we demonstrate
in the following example.
Example 1. Consider the Bayesian network in
Figure 1, which will serve as a running example
throughout the paper. We assume that variable A
can take on two values, represented by a1 and a2,
respectively. A similar assumption holds for the
other variables in the network. We are interested
in studying the effects of removing arc A→ B, and
therefore consider the parameters x1 = θb1|a1 and








































Figure 2: Pr(c1 | d1) as a function of the new pa-
rameters θ′b1|. and θ
′
b2|. = 1− θ′b1|..
Suppose Pr(c1 | d1) is our probability of interest,
with original value Pr(c1d1)/Pr(d1) = 0.22/0.38.







Following Proposition 1, simultaneous variation of
x1 and x2 results in: fPr(c1|d1)(x1, x2) =
=
−0.32·x1 − 0.16·x2 + 0.48 + 0.28− 0.22
−0.52·x1 − 0.16·x2 + 0.80 + 0.44− 0.38
=⇒ −0.48·x
′ + 0.54
−0.68·x′ + 0.86 = fPr(c1|d1)(x
′)
where x′ results from setting x1 = x2. This func-
tion, shown in Figure 2, now describes the possible
effects of removing arc A → B on the probability
Pr(c1 | d1). From the function we can, for example,
compute which new parameter setting will result in





⇐⇒ x′ = 0.49 2
Although we assumed all variables to be binary,
Proposition 1 trivially extends to non-binary vari-
ables A and Z. If variable B can take on n > 2
values, however, the sensitivity function describing
the effects of arc removal can no longer be obtained
from 1-way sensitivity functions. In that case, vary-
ing the parameters θb1|aiz until they become equal
for all ai, no longer ensures that all proportionally
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co-varying parameters θb2|aiz . . . θbn|aiz, n > 2, be-
come equal for all ai. To enforce such equalities,
(n−1)-way analyses are necessary.
By studying the sensitivity functions that describe
the effects of arc removal on an output of interest
for various outputs and for various combinations of
observations, we can determine whether there ex-
ists a parameter setting that results in acceptable be-
haviour of the simplified model. From the sensi-
tivity functions we can, for example, immediately
determine if a specific case entered into the network
would result in the same most likely value of our
output variable in both the original and the simpli-
fied network. Another way to compare the models,
is by comparing the distributions they define.
4 Arc Removal and KL-divergence
Empirical evidence shows that arc removal can lead
to quite a speedup in inference, at the cost of only
little deterioration in quality (Choi, Chan & Dar-
wiche, 2005; Santana & Provan, 2008; Choi & Dar-
wiche, 2010). In this context, quality is measured
in terms of the Kullback-Leibler (KL) divergence
between the original distribution Pr and the distri-
bution Pr′ for the approximate network (Cover &






The KL-divergence has the convenient property that
the change in prior joint distribution occasioned by
the removal of an arc A → B can be computed lo-
cally from the probabilities for variable B and its
parents (Kjærulff, 1994). This property does not
necessarily hold, however, if we consider the KL-
divergence between marginal distributions, or be-
tween posterior distributions, which are typically of
interest for practical applications. Recently, it was
argued that arc-removal methods should take avail-
able evidence into account, in order to tailor the ap-
proximation to the evidence at hand (Choi, Chan &
Darwiche, 2005; Choi & Darwiche, 2010). In this
section we will consider KL-divergence as a func-
tion of the new parameter settings, and demonstrate
that we can plug in our sensitivity-to-arc-removal
functions in order to compute this divergence, both
between joint and marginal distributions, with and
without evidence.
4.1 Joint Prior and Joint Posterior Divergence
If, upon arc removal, we wish to choose the new
parameter settings such that they minimise the KL-
divergence between the original and the simplified
network, then under some conditions this choice is
evident. The clear-cut cases concern joint (prior or
posterior) distributions and are given by the propo-
sition below.
In the remainder of this section we let network
B′ be the result of removing arc A → B from the
original network B. The distribution defined by B′
is denoted Pr′.
Proposition 2. Consider the two joint prior distri-
butions Pr(V) and Pr′(V), and two joint posterior
distributions Pr(V | e) and Pr′(V | e) conditioned
on evidence e. Then
• KL(Pr(V),Pr′(V)) is minimised by setting,
for all b and z combinations, θ′b|.z = Pr(b | z);
• KL(Pr(V | e),Pr′(V | e)) is minimised by
setting, for all b and z combinations,
θ′b|.z = Pr(b | ze), if Pr(e) = Pr′(e).
Proof: The factorisation of the joint distribu-
tion is exploited to reduce the KL-divergence
to terms involving the CPT of variable B
(see Kjærulff (1994) or Engelen (1997) for the prior
situation and Choi, Chan & Darwiche (2005) for
the posterior case):
















abz Pr(abz | e)·log θb|az is determined
by the original network only. The remaining terms




















Pr(b | ze)·log θ′b|.z
)
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The bracketed summation equals the cross-entropy
between the two distributions over B and is known
to be minimal if the distributions are the same, i.e.
θ′b|.z = Pr(b | ze).
In the prior situation, we get the same formula
but without the log(Pr′(e)/Pr(e)) term, and with
the e’s removed from the conditioning contexts.
In that case, minimising cross-entropy, i.e. set-
ting θ′b|.z = Pr(b | z), serves to minimise the
KL-divergence. In the posterior case, however,
minimising cross-entropy is only guaranteed to
minimise the KL-divergence if Pr′(e) = Pr(e),
i.e. if the probability of evidence is insensitive to
changes in the parameters for B. 2
The first property in the above proposition, although
to the best of our knowledge never explicitly proven,
must be well-known: the optimal parameter setting
stated amounts exactly to marginalising out variable
A, which is a standard approach to implementing
arc removal.
For the two cases stated in Proposition 2, we
have an expression defining the KL-divergence in
relation to the new parameter settings. In case
Pr(e) 6= Pr′(e), we can now plug in the sensi-
tivity function fPr′(e)(θ′b|.z) and again get the KL-
divergence as a function of the new parameters. For
low-dimensional functions it is then easy to com-
pute the parameter settings that minimise the diver-
gence.
Example 2. Reconsider the example Bayesian
network in Figure 1. We will use the terms prior
KL-divergence and posterior KL-divergence to
refer to the divergence between (joint) prior and
posterior distributions, respectively. The prior







Pr(aibj)·log θbj |ai +
− Pr(b1)·log x′ − Pr(b2)·log(1− x′)
= −0.77− 0.72·log x′ − 0.28·log(1− x′)
and is shown in Figure 3 (dashed). We can indeed
verify from the figure that the values of the new pa-
rameters that correspond with the marginal proba-
bilities for B, i.e. θ′b1|. = 0.80·0.8+ 0.4·0.2 = 0.72




















Figure 3: The prior KL-divergence (dashed), and
the posterior divergence, given evidence d1, as a
function of the new parameters θ′b1|. and θ
′
b2|. =
1− θ′b1|. (zero and one excluded).
of 0.08. Figure 3 also shows the joint posterior KL-
divergence in the context of evidence d1 (solid); this
can be written in terms of x′ by using the sensitivity
function fPr′(d1)(x
′):





− 0.28·log x′ − 0.24·log(1− x′)
Taking the first derivative, we find that this function
is minimised for x′ = 0.73. This same value for
Pr(b1) follows from the auxiliary parameters estab-
lished, for this same example network, by the iter-
ative procedure in Choi & Darwiche (2010). Note
that this optimal value is found for a much higher
value of x′ than would be found through marginali-
sation, i.e. θ′b|.z =
∑
a Pr(b | aze)·Pr(a | ze):
θ′b1|. = 0.48·0.69 + 0.07·0.31 = 0.36
This is caused by the fact that Pr(d1) is sensitive
to the parameter changes. The parameter setting
used in (Choi, Chan & Darwiche, 2005), θ′b|.z =∑
a θb|az ·Pr(a | e), results in:
θ′b1|. = 0.8·0.69 + 0.4·0.31 = 0.68
Remarkably, these settings are closer to the opti-
mum, despite their use of the invalid independence
assumption that B is independent of D given A. 2
4.2 Marginal Prior and Posterior Divergence
Suppose we wish to choose the new parameter set-
tings such that they minimise the KL-divergence be-


















Figure 4: Prior marginal KL-divergences, per vari-
able, as a function of the new parameters θ′b1|. and
θ′b2|. = 1 − θ′b1|.. For variables A and C the diver-
gence is zero.
KL-divergence between marginal distributions is
hardly ever considered, since in that case we cannot
exploit the factorisation of the joint distribution to
reduce the divergence to local terms. Using the sen-
sitivity functions for arc removal introduced in the
previous section, however, we can define the KL-
divergence as a function of the new parameters un-
der consideration.
Corollary 1. Let Pr, Pr′ and x′1, . . . x′m be as
before, then




Pr(v | e)·log Pr(v | e)
fPr′(v|e)(x′1, . . . x′m)
Note that the above corollary applies to both joint
and marginal distributions; in the prior situation, the
above holds with all occurrences of e removed. Its
formula in fact was used to create the graphs of Fig-
ures 3, 4 and 5.
The following example illustrates, for each vari-
able V in our example network, the KL-divergence
between the original marginal distribution Pr(V )
and the new marginal distribution Pr′(V ), for dif-
ferent choices of the new parameters for variable B.
We will refer to these divergences as marginal KL-
divergences.
Example 3. Reconsider the example Bayesian net-
work in Figure 1, from which we remove arc
A → B. Figure 4 now shows the prior marginal
KL-divergences for each variable and all possible





















Figure 5: Posterior marginal KL-divergences per
variable, given evidence d1, as a function of the new
parameters θ′b1|. and θ
′
b2|. = 1− θ′b1|. .
excluded). Since the values in the CPT for variable
B affect only the marginal distributions of B and D,
the KL-divergences for A and C are zero. In addi-
tion, we see that the parameter settings that optimise
the marginal KL-divergence forB, also optimise the
divergence for its descendant D.
Figure 5 similarly shows the various marginal
KL-divergences in the context of evidence d1. We
see that the parameter setting for which the KL-
divergence is optimal, now varies per variable: this
is due to the fact that the marginal KL-divergence
for a certain variable is optimal, if the new parame-
ters are chosen such that the new marginal probabil-
ities equal the original ones.
As an illustration, suppose we are interested in
variable C, in the context of evidence d1. Recall





The original value for Pr(c1 | d1) equals 0.220.38 ,
which we can obtain in our new network by setting
x′ = θ′b1|. = 0.49. Figure 5 indeed suggests that
this choice is optimal in terms of KL-divergence. 2
From the previous examples we have that the op-
timal choice for the new parameter settings, in terms
of minimising the KL-divergence, differs between
prior and posterior distributions, both for joint and
marginal distributions. In the example network,
however, setting the new parameter θ′b1|. to a value
somewhere in the range [0.6, 0.8] seems to result in
a small KL-divergence in all situations considered.
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5 Conclusion
In this paper we introduced sensitivity functions as a
means of studying the exact impact of removing an
arc from a Bayesian network on some output of in-
terest. These functions provide insight into whether
or not removing the arc can result in an acceptable
simplified model, and they can support our choice
for setting the new parameters upon removal. If
the simplified network should be a good quality ap-
proximation of the original one, then the sensitivity
functions can also be used to find new parameters
that minimise the KL-divergence between various
distributions of interest.
In addition, we provided some insights concern-
ing arc removal and KL-divergence. More specif-
ically, we showed that arc removal by means of
marginalisation is in fact optimal in terms of min-
imising the KL-divergence between prior joint dis-
tributions. Secondly, we provided a condition un-
der which marginalisation results in an optimal KL-
divergence between posterior joint distributions.
We assumed that all variables are binary-valued.
As mentioned, extension to non-binary variables is
trivial, except for variable B. For non-binary B,
proportional co-variation of its values no longer en-
sures that all parameters that should be equated for
arc removal in fact are. As a result, multi-way func-
tions with non-zero interaction terms are necessary.
Further research is required to establish the exact
implications of this increased complexity.
Although our interest in arc removal is not in ap-
proximating networks to make inference feasible,
our results can be put to use in situations where the
complexity of a network is such that exact infer-
ence is possible, but too time-consuming for prac-
tical purposes. In such a case, detailed insights con-
cerning the effects of arc removal can be obtained
prior to deploying the network, and then exploited
to construct efficient approximations for certain sets
of observable variables, or for varying output vari-
ables of interest.
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Abstract
Sensitivity analysis in a Hidden Markov model (HMM) usually amounts to applying a change to
its parameters and re-computing its output of interest. Recently it was shown that, as in Bayesian
networks, a simple mathematical function describes the relation between a model parameter and
a probability of interest in an HMM. Up till now, however, no special purpose algorithms existed
for determining this function. In this paper we present a new and efficient algorithm for doing so,
which exploits the recursive properties of an HMM.
1 Introduction
Hidden Markov models (HMMs) are frequently ap-
plied statistical models for capturing processes that
evolve over time. An HMM can be represented
by the simplest type of Dynamic Bayesian network
(see for details Smyth, Heckerman & Jordan, 1997;
Murphy (2002)), which entails that all sorts of algo-
rithms available for (Dynamic) Bayesian networks
can be straightforwardly applied to HMMs.
HMMs specify a number of parameter probabil-
ities, which are bound to be inaccurate to at least
some degree. Sensitivity analysis is a standard tech-
nique for studying the effects of parameter inac-
curacies on the output of a model. An analysis
in which a single parameter is varied, is called a
one-way sensitivity analysis; in an n-way analysis
n > 1 parameters are varied simultaneously. For
Bayesian networks, a simple mathematical function
exists that describes the relation between one or
more network parameters and an output probabil-
ity of interest. Various algorithms are available for
computing the constants of this so-called sensitivity
function (see Coupe´ et al. (2000) for an overview
and comparison of existing algorithms). Recently,
it was shown that similar functions describe the re-
lation between model parameters and output proba-
bilities in HMMs (Charitos & Van der Gaag, 2004).
For computing the constants of these functions, it
was suggested to represent the HMM as a Bayesian
network, unrolled for a fixed number of time slices,
and to use the above mentioned algorithms for com-
puting the constants of the sensitivity function. The
drawback of this approach is that the repetitive char-
acter of the HMM, with the same parameters occur-
ring for each time step, is not exploited in the com-
putation of the constants. As such, using standard
Bayesian network algorithms may not be the most
efficient approach to determining sensitivity func-
tions for HMMs.
In this paper we present a new and efficient al-
gorithm for computing the constants of the sensitiv-
ity function in HMMs, which exploits the recursive
properties of an HMM. After presenting some pre-
liminaries concerning HMMs and sensitivity func-
tions in Section 2, we review the known recursive
expressions for different probabilities of interest in
Sections 3 and 4; more specifically, we focus on so-
called filter and prediction probabilities in Section 3
and on smoothing in Section 4. In these sections,
we subsequently translate the recursive expressions
into functions of model parameters and present al-
gorithms for computing the constants of the associ-
ated sensitivity functions. We discuss relevant re-
lated work in Section 5 and conclude the paper with
directions for future research in Section 6.
2 Preliminaries
For each time t, an HMM consists of a single hid-
den variable whose state can be observed by some
test or sensor. The uncertainty in the test or sensor
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X1 X2 X3
Y 1 Y 2 Y 3
Γ A A
O O O
Figure 1: A Bayesian network representation of an
HMM unrolled for three time slices.
output is captured by a set of observation probabil-
ities; the transitions among the states in subsequent
time steps, or time slices, are captured by a set of
transition probabilities. In this paper we concentrate
on HMMs with discrete observable variables. We
further assume that the model is time-invariant, i.e.
the probability parameters do not depend on time.
More formally, an HMM now is a statistical model
H = (X,Y,A,O,Γ), where for each time t ≥ 1:
• Xt is the hidden variable; its states are denoted
by xti, i = 1, . . . , n, n ≥ 2;
• Y t is the observable variable, with states de-
noted by ytj , j = 1, . . . ,m, m ≥ 2; the nota-
tion yte is used to indicate actual evidence;
• A is the transition matrix with entries ai,j =
p(xt+1j | xti), i, j = 1, . . . , n;
• O is the observation matrix with entries oi,j =
p(ytj | xti), i = 1, . . . , n, j = 1, . . . ,m;
• Γ is the initial vector for X1 with entries γi =
p(x1i ), i = 1, . . . , n.
Figure 1 shows a Bayesian network representation
of an HMM unrolled for three time slices.
Inference in temporal models typically amounts
to computing the marginal distribution over X at
time t, given the evidence up to and including time
T , that is p(Xt | y1:Te ), where y1:Te is short for the
sequence of observations y1e , . . . , yTe . If T = t,
this inference task is known as filtering, T < t
concerns prediction of a future state, and smooth-
ing is the task of inferring the past, that is T >
t. For exact inference in an HMM, the efficient
Forward-Backward algorithm is available (see for
details Russel & Norvig (2003, chapter 15)). This
algorithm computes for all hidden states i at time t,
the following two probabilities:
• forward probability F (i, t) = p(xti, y1:te ), and
• backward probability B(i, t) = p(yt+1:Te | xti)
resulting in






F (i, t)·B(i, t)∑n
i=1 F (i, t)·B(i, t)
Alternatively, the HMM can be represented as
a Bayesian network unrolled for max{t, T} time
slices, upon which standard Bayesian network in-
ference algorithms can be used.
The outcome p(xti | y1:Te ) depends on the proba-
bility parameters specified for the model. To study
the effects of possible inaccuracies in these param-
eters on the computed output, a sensitivity analysis
can be done. To this end, we establish the sensitiv-
ity function p(xti | y1:Te )(θ) that describes our output
of interest in terms of parameter θ, where θ can be
any model parameter, i.e. an initial probability, an
observation probability or a transition probability.1
In the context of Bayesian networks,
sensitivity analysis has been studied ex-
tensively by various researchers (see
Van der Gaag, Renooij & Coupe´ (2007) for an
overview and references). In the context of HMMs,
sensitivity analysis is usually performed by means
of a perturbation analysis where a small change is
applied to the parameters, upon which the output of
interest is re-computed (Mitrophanov, Lomsadze &
Borodovsky, 2005). The main difference between
sensitivity analysis in Bayesian networks and in
Hidden Markov models in essence is that a single
parameter in an HMM may occur multiple times. A
one-way sensitivity analysis in an HMM, therefore,
amounts to an n-way analysis in its Bayesian
network representation, where n equals the number
of time slices under consideration. It is therefore
no surprise that for HMMs sensitivity functions are
similar to those for Bayesian networks (Charitos
& Van der Gaag, 2004). The difference with the
general n-way function for Bayesian networks is,
however, that the n parameters are constrained to
1If a parameter θ = p(vj | pi) for a variable V is varied,
we must ensure that still
P
i p(vi | pi) = 1. To this end, all
probabilities p(vi | pi), i 6= j, are co-varied proportionally:
p(vi | pi)(θ) = p(vi | pi)· 1−θ1−p(vj |pi) . For binary-valued V this
simplifies to p(vi | pi)(θ) = 1− θ.
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all be equal, which reduces the number of required
constants. We now summarise the known results for
sensitivity functions in HMMs (Charitos & Van der
Gaag, 2004; Charitos, 2007). For the probability of
evidence as a function of a model parameter θ, we
have the following polynomial function:
p(y1:Te )(θ) = d
T
N ·θN + . . .+ dT1 ·θ + dT0
where N = T if θ = or,s, N = T − 1 if θ = ar,s,
N = 1 for θ = γr, and coefficients dTN , . . . , dT0
are constants with respect to the various parame-
ters. For the joint probability of a hidden state and
evidence, as a function of a model parameter θ, we
have the following polynomial function:
p(xtv, y
1:T
e )(θ) = c
t




t− 1 if θ = ar,s and t ≥ T ;
T θ = or,s and v = r;
T − 1 θ = or,s and v 6= r, or
θ = ar,s, t < T and v = r;
T − 2 θ = ar,s, t < T and v 6= r;
1 θ = γr;
and coefficients ctv,N , . . . , ctv,0 are constants with re-
spect to the various parameters. The same general
forms apply to prior marginals over X , by taking
T = 0. Note that prior probabilities are not affected
by variation in observation parameters or,s.
Up till now, no special purpose algorithms for
establishing the coefficients of the sensitivity func-
tions in an HMM were available, which means that
Bayesian network algorithms need to be used to this
end. In the next sections, we present a new and ef-
ficient algorithm for computing the coefficients for
sensitivity functions in HMMs. To this end, we ex-
ploit the repetitive character of the model parame-
ters and knowledge about the polynomial form of
the sensitivity functions presented above. We will
discuss the inference tasks filtering/prediction and
smoothing separately.
3 Filter and Prediction Coefficients
In this section we establish the coefficients of the
sensitivity function p(xtv | y1:Te )(θ), t ≥ T , for var-
ious model parameters θ. Note that the sensitivity
function for a probability p(xtv | y1:Te ) is a quo-
tient of the sensitivity functions for p(xtv, y1:Te ) and







Therefore, given the polynomial form of the func-
tions, the coefficients for the sensitivity functions
for p(xtv, y1:Te ) provide enough information to es-
tablish all required coefficients. The remainder of
this section is therefore devoted to obtaining the co-
efficients for p(xtv, y1:Te ) as a function of θ.
3.1 Filter and Prediction Recursions
We will now review the recursive expres-
sion for filter probabilities (see for de-
tails Russel & Norvig (2003, chapter 15)) and
make explicit the relation between filter and pre-
diction probabilities. Starting with the latter, we
find by conditioning on XT and exploiting the






p(xtv | xTz )·p(xTz , y1:Te ) (1)
The second factor in this summation is a filter prob-
ability; the first can be computed from similar prob-
abilities in time slice t− 1 for t > T + 1:
p(xtv | xTz ) =
n∑
w=1
aw,v ·p(xt−1w | xTz ) (2)
and equals for t = T + 1:
p(xtv | xTz ) = az,v (3)
Now consider the filter probability, i.e. the case
where T = t. Exploiting the conditional indepen-
dences Y t ⊥ Y 1:t−1 | Xt andXt ⊥ Y 1:t−1 | Xt−1,
and conditioning on Xt−1, we have the follow-
ing relation between probabilities p(xtv, y1:te ) and
p(xt−1v , y1:t−1e ) for two subsequent time slices t−1
and t, t > 1:
p(xtv, y
1:t
e ) = ov,et ·
n∑
z=1
az,v ·p(xt−1z , y1:t−1e ) (4)
where et corresponds to the value of Y observed at





e | x1v)·p(x1v) = ov,e1 ·γv (5)
Note that for a prior marginal p(xti)we find the same
expressions with ov,et omitted.
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Finally, consider the case where T < t. Equa-
tions 1 and 2 show that we now basically need to
prolong the recursion in Equation 4 from time T to
time t, except that for the time slices T+1 up to and
including t no evidence is available. The absence of
evidence can be implemented by multiplying with 1
rather than ov,et . In the remainder of this section,
we will therefore assume, without lack of general-
ity, that T = t.
We will now translate the above relations into
functions of the three types of model parameter. We
already know that those functions are polynomial in
the parameter under consideration, and we know the
degree of the functions. However, we have yet to
establish what the coefficients are and how to com-
pute them. For ease of exposition concerning the co-
variation of parameters, we assume in the remainder
of this section that all variables are binary-valued,
i.e. n = m = 2.
3.2 Initial Parameters
We consider the sensitivity function p(xtv, y1:te )(θγ)
for model parameter θγ = γr. Note that γv, the pa-
rameter associated with the state of interest for Xt,
corresponds either to θγ (v = r) or its complement
1−θγ (v 6= r). From Equation 4 it now follows that





ov,e1 ·θγ + 0 if v = r
−ov,e1 ·θγ + ov,e1 if v 6= r







ov,et ·az,v ·p(xt−1z , y1:t−1)(θγ)
The polynomial p(xtv, y1:te )(θγ) requires two
coefficients: ctv,1 and ctv,0. Since each initial
parameter is used only in time step 1, as the above
expressions demonstrate, the coefficients for t > 1
can be established through a simple recursion for





with c1v,0 = 0 if v = r, and ov,e1 otherwise; in addi-
tion c1v,1 = ov,e1 if v = r, and −ov,e1 otherwise.
3.3 Transition Parameters
We consider the sensitivity function p(xtv, y1:te )(θa)
for model parameter θa = ar,s. From Equations 4
and 5 it follows that for t = 1 we find a constant,
p(x1v, y1e)(θa) = ov,e1 ·γv, and for t > 1,
p(xtv, y
1:t




az,v(θa)·p(xt−1z , y1:t−1e )(θa)
= ov,et ·ar,v(θa)·p(xt−1r , y1:t−1e )(θa) +
+ ov,et ·ar,v(θa)·p(xt−1r , y1:t−1e )(θa)
where r denotes the state of X other than r. In the
above formula, ar,v(θa) equals θa for v = s and
1− θa for v 6= s; ar,v is independent of θa.
The polynomial p(xtv, y1:te )(θa) requires t coeffi-
cients: ctv,N , N = 0, . . . , t − 1. To compute these
coefficients, building upon Equation 6 above, we
designed a procedure which constructs a set of ma-
trices containing the coefficients of the polynomial
sensitivity functions for each hidden state and each
time slice. We call this procedure the Coefficient-
Matrix-Fill procedure.
3.3.1 The Coefficient-Matrix-Fill Procedure
The Coefficient-Matrix-Fill procedure constructs
a matrix for each time slice under consideration, and
fills this matrix with the coefficients of the polyno-
mial functions relevant for that time slice. In this
section, we will detail the procedure for computing
the coefficients of p(xtv, y1:te )(θa). In the sections
following, we demonstrate how a similar procedure
can be used to compute the coefficients given an ob-
servation parameter, and in case T 6= t.
The basic idea For each time slice k = 1, . . . , t
we construct an n × k matrix F k. A row i in
F k contains exactly the coefficients for the function
p(xki , y
1:k
e )(θa), so the procedure in fact computes
the coefficients for the sensitivity functions for all n
hidden states and all time slices up to and including
t. A column j in F k contains all coefficients of the
(j − 1)th-order terms of the n polynomials. More
specifically, entry fki,j equals the coefficient cki,j−1
of the sensitivity function p(xki , y1:ke )(θa). The en-
tries of matrix F 1 are set to their correct values in
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the initialisation phase of the procedure. Matrices
F k for k > 1 are built solely from the entries in
F k−1, the transition matrix A and the observation
matrix O.
Fill operations The recursive steps in the vari-
ous formulas are implemented by transitioning from
matrix F k to F k+1 for k ≥ 1. To illustrate this tran-
sition, consider an arbitrary (k − 1)th-degree poly-
nomial in θ, p(θ) = ck−1·θk−1+ . . .+c1·θ+c0, and
let this polynomial be represented in row i of ma-
trix F k, i.e. fki,. = (c0, . . . , ck−1). In transitioning
from matrix F k to F k+1, three types of operation
(or combinations thereof) can be applied to p(θ):
• summation with another polynomial (−)p∗(θ)
of the same degree: this just requires summing
the coefficients of the same order, i.e. summing
entries with the same column number;
• multiplication with a constant d: the result-
ing polynomial is represented in row i of ma-
trix F k+1 by fk+1i,. = (d · c0, . . . , d · ck−1, 0).
Note that F k+1 has an additional column k+1,
which is unaffected by this operation.
• multiplication with θ: the resulting kth-degree
polynomial is represented in row i of matrix
F k+1 by fk+1i,. = (0, c0, . . . , ck−1). This oper-
ation basically amounts to shifting entries from
F k one column to the right.
Fill contents: initialisation Matrix F 1 is ini-
tialised by setting f1i,1 = oi,e1 ·γi for i = 1, 2. Ma-
trices F 2, . . . , F t are initialised by filling them with
zeroes.
Fill contents: k = 2, . . . , t We will now provide
the details for filling matrix F k, k > 1. Following
Equation 6, position j in row i of matrix F k, fki,j ,
k > 1, is filled with:
if i = s then for 1 < j < k:
oi,ek ·(fk−1r,j−1 + ar,i ·fk−1r,j )
if i 6= s then for 1 < j < k:
oi,ek ·(−fk−1r,j−1+fk−1r,j +ar,i ·fk−1r,j )
For j = 1, the general cases above are simplified by
setting fk−1r,j−1 = 0. This boundary condition cap-
tures that entries in the first column correspond to
coefficients of the zero-order terms of the polyno-
mials and can therefore never result from a multi-
plication with θa. Similarly, since the coefficients
for column j = k, k > 1, can only result from mul-
tiplication by θa, we set fk−1. ,j = 0 in that case.
Complexity In each of the k steps, an n×k matrix
is filled. This matrix contains the coefficients for
the functions p(xki , y1:ke )(θa) for all i, so the pro-
cedure computes the coefficients for the sensitivity
functions for all hidden states and all time slices up
to and including t. If we are interested in only one
specific time slice t, then we can save space by stor-
ing only two matrices at all times. The runtime com-
plexity for a straightforward implementation of the
algorithm is O(n2 · t2), which is t times that of the
forward-backward algorithm. This is due to the fact
that per hidden state we need to compute k numbers
per time step rather than one.
Example 1. Consider an HMM with binary-valued
hidden state X and binary-valued evidence variable
Y . Let Γ = [0.20, 0.80] be the initial vector for X1,
and let transition matrix A and observation matrix











Suppose we are interested in the sensitivity func-
tions for the two states of X3 as a function of pa-
rameter θa = a2,1 = p(xt1 | xt−12 ) = 0.15, for all
t > 1. Suppose the following sequence of observa-
tions is obtained: y12 , y21 and y31 . To compute the co-
efficients for the sensitivity functions, the following



















o1,1 ·a1,1 ·f11,1 o1,1 ·f12,1



















o2,1 ·(f22,1 + a1,2 ·f21,1)
o1,1 ·(f22,1 + a1,1 ·f21,2)










0.09381 − 0.03049 0.0108
From which we can conclude, for example:
p(x31 | y1:3e )(θa) =
−0.054·θ2a + 0.098·θa + 0.025
0.011·θ2a − 0.030·θa + 0.094
and also,
p(x22 | y1:2e )(θa) =
−0.072·θa + 0.074
−0.012·θa + 0.110
Note that the coefficients for the probability of evi-
dence function follow from summing the entries in
each column of F t (see e.g. F 2 and F 3 above). 
3.4 Observation Parameters
We consider the sensitivity function p(xtv, y1:te )(θa)
for model parameter θo = or,s. From Equation 4 it






ov,e1 ·γv if v 6= r;
θo ·γr if v = r and e1 = s;
(1− θo)·γr if v = r and e1 6= s;







az,v ·p(xt−1z , y1:t−1)(θo) (8)
where ov,et(θo) equals ov,et for v 6= r, θo for v = r
and et = s, and 1− θo for v = r and et 6= s.
The polynomial function p(xtv, y1:te )(θo) requires
t+ 1 coefficients: ctv,N , N = 0, . . . , t. We compute
these coefficients, building upon the Equations 7
and 8, again using our Coefficient-Matrix-Fill pro-
cedure. The contents and size of the matrices dif-
fer from the case with transition parameters and are
specified below.
Fill contents: initialisation F 1 is an n × 2 ma-
trix, initialised in accordance with Equation 7. All
F k, k = 2, . . . , t, are n × (k + 1) matrices and are
initialised by filling them with zeroes.
Fill contents: k = 2, . . . , t Following Equa-
tion 8, position j in row i of matrix F k, fki,j , k > 1,
is filled with the following for j = 2, . . . , k:
∑2
z=1 az,i ·fk−1z,j−1 if i = r, et = s;∑2
z=1 az,i ·(fk−1z,j − fk−1z,j−1) if i = r, et 6= s;
or,ek ·
∑2
z=1 az,r ·fk−1z,j if i 6= r;
For j = 1 and j = k + 1 we again simplify the
above formulas where necessary, to take into ac-
count boundary conditions.
4 Smoothing Coefficients
In this section we consider establishing the coeffi-
cients of the sensitivity function p(xtv | y1:Te )(θ) for
various model parameters θ, in the situation where
t < T . We again focus only on p(xtv, y1:Te )(θ).
4.1 Recursion for Smoothing
Recall from Section 2 that p(xtv, y1:Te ) = B(i, t) ·
F (i, t), or
p(xtv, y
1:T
e ) = p(y
t+1:T
e | xtv)·p(xtv, y1:te ) (9)
The second term in this product is again a filter
probability, so we now further focus on the first
term. By conditioning on Xt+1 and exploiting
independences (see for details (Russel & Norvig,
2003, chapter 15)), we have the following re-
lation between probabilities p(yt+1:Te | xtv) and
p(yt+2:Te | xt+1v ) for t+ 1 < T :




oz,et+1 ·av,z ·p(yt+2:Te | xt+1z ) (10)
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For t+ 1 = T , this reduces to
p(yT :Te | xT−1v ) =
n∑
z=1
oz,eT ·av,z ·1 (11)
Again we translate the above relations into func-
tions of the various model parameters. From
Equations 10 and 11 it follows that the func-
tion p(yt+1:Te | xtv)(θ) is polynomial in each
model parameter.2 Moreover, from Equation 9
we have that the degree of p(xtv, y1:Te )(θ) equals
the sum of the degrees of p(yt+1:Te | xtv)(θ)
and p(xtv, y1:te )(θ). Since the degrees of both
p(xtv, y
1:T
e )(θ) and p(xtv, y1:te )(θ) are known (see
Section 2), the degree of p(yt+1:Te | xtv)(θ) can be
established as their difference. We thus have that




T − t if θ = or,s or θ = ar,s;
0 if θ = γr
and coefficients dtv,N , . . . , dtv,0 are constants with re-
spect to the various parameters. The coefficients of
the polynomial function p(xtv, y1:Te )(θ), T > t, can
thus be established by standard polynomial multi-
plication of p(xtv, y1:te )(θ) and p(yt+1:Te | xtv)(θ).
In the following we will establish exactly what
the coefficients of p(yt+1:Te | xtv)(θ) are and how
to compute them. For ease of exposition, we again
take n = m = 2.
4.2 Initial Parameters
We consider the function p(yt+1:Te | xtv)(θγ), t < T ,
for model parameter θγ = γr. The degree of this
polynomial is 0. Indeed, from Equations 10 and 11
it follows that this function is constant with respect
to an initial parameter. This constant is simply a
probability which can be computed using standard
inference.
4.3 Transition Parameters
The function p(yt+1:Te | xtv)(θa), t < T , with
parameter θa = ar,s requires T − t + 1 coeffi-
cients. We again compute these coefficients using
2Note that this may seem counter-intuitive as it concerns the
function for a conditional probability; since Xt is an ancestor
of Y t+1 . . . Y T , however, the factorisation of p(yt+1:Te , xtv)
includes p(xtv).
our Coefficient-Matrix-Fill procedure, where con-
tents is now determined by Equations 10 and 11,
and depends on the relation between av,z and θa: if
v = r then av,z equals θa for z = s, and 1− θa for
z = s¯; otherwise av,z is constant.
To distinguish between computations that move
forward in time, and the current ones which move
backward in time, we will use matrices Bk, t ≤ k ≤
T , where k = T is used purely as initialisation.
Fill contents: initialisation BT is an n × 1 ma-
trix, initialised with 1’s. All Bk, k = t, . . . , T − 1,
are n × (T − k + 1) matrices which are initialised
with zeroes.
Fill contents: k = T − 1 down to t Following
Equations 10 and 11, position j in row i of matrix
Bk, bki,j , k < T , is filled with the following for j =
2, . . . , T − k:





if i 6= r: ∑2z=1 oz,ek+1 ·ai,z ·bk+1z,j
For j = 1 and j = T − k+ 1 we again have to take
into account boundary conditions.
4.4 Observation Parameters
The function p(yt+1:Te | xtv)(θo), t < T , with
parameter θo = or,s requires T − t + 1 coeffi-
cients. We again compute these coefficients using
our Coefficient-Matrix-Fill procedure in a similar
way as for the transition parameters above. The only
difference is in the fill contents determined by Equa-
tions 10 and 11. This now depends on the relation
between oz,et+1 and θo: for z = r, oz,et+1 equals θo
if et+1 = s, and 1 − θa if et+1 6= s; for z = r¯,
oz,et+1 is constant.
Fill contents: k = T − 1 down to t Following
Equations 10 and 11, position j in row i of matrix
Bk, bki,j , k < T , is filled with the following for j =
2, . . . , T − k:
if ek+1 = s: ai,r ·bk+1r,j−1 + or,ek+1 ·ai,r ·bk+1r,j
if ek+1 6= s: −ai,r ·bk+1r,j−1 + ai,r ·bk+1r,j +
+or,ek+1 ·ai,r ·bk+1r,j
For j = 1 and j = T − k + 1 we again take into
account the boundary conditions.
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5 Related Work
Varying a transition or observation parameter in an
HMM corresponds to varying multiple parameters
in its Bayesian network representation, one for each
time slice under consideration. Sensitivity analy-
sis in HMMs is therefore a constrained form of n-
way analysis in Bayesian networks, with all var-
ied parameters having the same value at all times.
As a result, a sensitivity function in an HMM re-
quires a number of coefficients linear in the num-
ber of parameters varied, whereas in Bayesian net-
works in general an n-way sensitivity function re-
quires an exponential number of coefficients, one
for each possible subset of the n varied parame-
ters. For Bayesian networks, n-way sensitivity anal-
ysis, with parameters from different CPTs, has been
studied by only few (see Coupe´ et al. (2000) for an
overview and comparison of research). For com-
puting the coefficients of n-way sensitivity func-
tions roughly three approaches, or combinations
thereof, are known: symbolic propagation, solv-
ing systems of linear equations, and propagation
of tables with coefficients. The approach taken
by Coupe´ et al. (2000) resembles our Coefficient-
Matrix-Fill procedure in the sense that a table or
matrix of coefficients is constructed; their approach
extends the junction-tree architecture to propagate
vector tables rather than potential functions and de-
fines operations on vectors to this end. Each vector
table contains the coefficients of the corresponding
potential function is terms of the parameters under
study. Our approach, on the contrary, does not de-
pend on a specific computational architecture nor
does it necessarily require a Bayesian network rep-
resentation of the HMM. In addition, the operations
we use are quite different, since we can exploit the
fact that we have a polynomial function in a single
parameter.
6 Conclusions and Further Research
In this paper we introduced a new and efficient al-
gorithm for computing the coefficients of sensitivity
functions in Hidden Markov Models, for all three
types of model parameter. Earlier work on this
topic suggested to use the Bayesian network repre-
sentation of HMMs and associated algorithms for
sensitivity analysis. In this paper we have shown
that exploiting the repetitive character of HMMs re-
sults in a simple algorithm that computes the co-
efficients of the sensitivity functions for all hidden
states and all time steps. Our procedure basically
mimics the forward-backward inference algorithm,
but computes coefficients rather than probabilities.
Various improvements of the forward-backward al-
gorithm for HMMs exist that exploit the matrix for-
mulation (Russel & Norvig, 2003, Section 15.3);
further research is required to investigate if our pro-
cedure can be improved in similar or different ways.
The presented work can be extended quite
straightforwardly to sensitivity functions which
concern the prediction of future observations, i.e
p(yte | y1:Te )(θ), T < t. More challenging will be
to extend current research to sensitivity analysis in
which different types of model parameter are varied
simultaneously, and to extensions of HMMs.
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Abstract
Learning graphical models from multiple datasets constitutes an appealing approach to learn
transcriptional regulatory interactions from microarray data in the field of molecular biology. This
has been approached both in a model based statistical approach and in an unsupervised machine
learning approach where, in the latter, it is common practice to pool datasets produced under dif-
ferent experimental conditions. In this paper, we introduce a quantity called the generalized non-
rejection rate which extends the non-rejection rate, introduced by Castelo and Roverato (2006), so
as to explicitly keep into account the different graphical models representing distinct experimen-
tal conditions involved in the structure of the dataset produced in multiple experimental batches.
We show that the generalized non-rejection rate allows one to learn the common edges occurring
throughout all graphical models, making it specially suited to identify robust transcriptional inter-
actions which are common to all the considered experiments. The generalized non-rejection rate
is then applied to both synthetic and real data and shown to provide competitive performance with
respect to other widely used methods.
1 Introduction
In the field of molecular biology, an important pro-
cess that takes place within the cell is gene expres-
sion, where the DNA sequence of a gene is tran-
scribed into a functional RNA molecule which, in
the case of protein-coding genes, is translated into a
protein. When, where and how often a gene is ex-
pressed is determined by the requirements imposed
by the cell in order to fulfill the corresponding cellu-
lar functions. The control exerted on the expression
of every gene is known as gene regulation and takes
place through a wide range of mechanisms acting at
different levels of the gene expression pathway in a
coordinated manner. One such mechanisms is the
initiation of the synthesis of the RNA molecule, or
transcription initiation, which, among other things,
requires the presence of a specific combination of
proteins that belong to a class of genes called tran-
scription factors. Transcription factor proteins play
their role in the initiation of transcription by bind-
ing to the upstream genomic region of the regulated
gene and then promoting the initiation of transcrip-
tion (up-regulation) or repressing that step (down-
regulation).
The interactions between transcription factors
and the genes they target under specific cell environ-
mental conditions, constitute one of the key pieces
of information in the cellular program that governs
gene expression. Therefore, identifying transcrip-
tional regulatory interactions is a fundamental step
towards reverse-engineering this cellular program
which potentially contains clues to understanding
biological processes like cell division, cell fate or
disease.
Microarray technology in molecular biology en-
ables measuring gene expression simultaneously for
thousands of genes across a moderate number of
samples corresponding to technical or biological
replicates of one or more distinct experimental con-
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ditions. The resulting gene expression data ma-
trix conveys a snapshot of the expression level of
genes under the essayed experimental conditions
and efforts have been made in the last years in or-
der to develop computational and statistical pro-
cedures that aid to infer, from these data, tran-
scriptional regulatory interactions suitable of being
followed-up by further functional experimental val-
idation. Among those procedures, we shall distin-
guish in this paper between model based statistical
learning methods and unsupervised machine learn-
ing methods. In unsupervised machine learning it
is common practice to apply the learning algorithm
to pooled datasets constructed by merging samples
from smaller datasets generated under different ex-
perimental conditions (Wang et al., 2006; Steele
and Tucker, 2008). The performance of different
learning algorithms is then assessed with respect to
benchmark problems for which the set of regulatory
interactions between genes is (partially) known and
available from the biological literature.
Castelo and Roverato (2006) introduced a quan-
tity that they called the non-rejection rate and used
it in the model based learning of transcriptional net-
works. Furthermore, Castelo and Roverato (2009)
showed that the non-rejection rate provides satisfy-
ing results also in an unsupervised machine learn-
ing approach. In this paper, we introduce a gener-
alized version of the non-rejection rate that can be
naturally used as a meta-analysis approach when the
available data are a compendium of microarray ex-
periments. We show that it is suited for the unsu-
pervised machine learning of robust transcriptional
interactions, that is transcriptional interactions that
are common to all the experimental conditions con-
sidered. We apply the proposed method to synthetic
and experimental data from one of the best charac-
terized organisms in terms of its transcriptional reg-
ulatory relationships, the bacterium Escherichia coli
(E. coli), and compare it with some widely used un-
supervised learning procedures.
The paper is organized as follows. In Section 2
we review the theory related to structural learning
of biological networks. Section 3 addresses the is-
sue of meta-analysis and introduces the generalized
non-rejection rate. In Section 4 an analysis based on
simulated data is carried out whereas in Section 5
the generalized non-rejection rate is compared with
other unsupervised learning procedures on a mi-
croarray dataset from the E. coli system. Finally,
Section 6 contains a brief discussion.
2 Background
2.1 Unsupervised machine learning of
biological networks
There is a substantial amount of recent work
on high-dimensional and computationally tractable
procedures for learning of biological networks.
These can be grouped into two main families: model
based and unsupervised machine learning proce-
dures.
Model based procedures mainly rely on graphical
models (see, for instance, Friedman, 2004). Graph-
ical models are well-defined statistical models and
the associated network has a precise probabilistic
interpretation in terms of conditional independen-
cies. Several procedures are available for learning
an independence graph from data (Edwards, 2000),
however, structural learning in this context poses
new challenges because in microarray data the sam-
ple size n is smaller than the number of variables
p. This has led to the development of specific struc-
tural learning procedures which try to overcome the
small n and large p problem by exploiting specific
biological background knowledge on the structure
of the network. From this viewpoint, the most rel-
evant feature of biological networks is that they are
sparse, that is the direct regulatory interactions be-
tween genes represent a small proportion of all pos-
sible interactions in the network (see Junker, 2008).
With the term unsupervised machine learning ap-
proach, shortly unsupervised learning, we mean
a set of methods that distinguish themselves from
the model based statistical learning procedures both
for the assumptions underlying the analysis and for
the interpretation of the results (see d’Alche´-Buc,
2006). More specifically, unsupervised learning
procedures aim at identifying some “direct”, to be
read as “non-spurious”, associations with high con-
fidence (see, for instance, Faith et al., 2007) and,
usually, no underlying statistical model is assumed.
In this framework, the most popular procedures be-
long to the family of relevance networks. One of
the first applications of relevance networks was by
Butte and Kohane (2003) who proposed to consider
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some pairwise measure of association between two
expression profiles (e.g., Pearson correlation coeffi-
cient or mutual information), compute it for every
pair of genes of interest (e.g., transcription-factor
gene vs. target gene) and output those gene pairs
with an association strength above a given thresh-
old. Widely used enhancements to this pairwise
approach aimed at reducing the number of identi-
fied spurious associations are the ARACNE proce-
dure (Margolin et al., 2006) and the CLR procedure
(Faith et al., 2007).
In order to validate and compare different un-
supervised learning procedures it may be useful to
make use of a benchmark set of transcriptional in-
teractions, hereafter benchmark set for short, that
can be obtained by mining existing literature on
functional experiments that essay the actual activa-
tion or inhibition of a gene by a transcription fac-
tor. The benchmark set can be used to construct sev-
eral measures of performance of the procedure. In
particular, specificity and sensitivity can be used to
produce ROC curves; however, because of the spar-
sity of biological networks, and of the consequent
large skew in the class distribution, ROC curves
present an overly optimistic view of an algorithm’s
performance (see Fawcett, 2006). In this case, ROC
analyses are usually replaced by a precision-recall
curve where the fraction of the interactions in the
benchmark set that the procedure successfully iden-
tifies (recall) is plotted against the fraction of iden-
tified interactions that are true positives (precision).
We also provide a summary value associated to
a precision-recall curve obtained by computing its
Area Under the Curve (AUC).
The connection between the model based and the
unsupervised learning approaches comes from the
fact that model based learning procedures which
provide a measure of association of the edges of the
complete graph can also be applied in unsupervised
learning; see, for instance, Soranzo et al. (2007).
This is the case, for instance, of the shrinkage es-
timator (Scha¨fer and Strimmer, 2005) implemented
in the R package GeneNet. Furthermore, Castelo
and Roverato (2006) introduced a quantity that they
called the non-rejection rate to be applied in a model
based approach but they then showed (Castelo and
Roverato, 2009) that it provides satisfying results
also in an unsupervised learning approach.
2.2 The non-rejection rate
For a finite set V = {1, . . . , p} let G = (V,E) be
an undirected graph with vertex set V and edge set
E. Furthermore, let XV be a multivariate normal
random vector, indexed by V , with mean vector µ
and covariance matrix Σ. The probability distribu-
tion ofXV is said to belong to a Gaussian graphical
model with graph G if every missing edge in the
graph, (i, j) 6∈ E, implies that Xi is conditionally
independent of Xj given the remaining variables
XV \{i,j}. We refer to Lauritzen (1996) for a com-
prehensive account on Gaussian graphical models,
but it is worth recalling here that such conditional
independence relationship holds if and only if the
partial correlation coefficient ρij.V \{i,j} is equal to
zero.
Led D be a random sample of n observations
i.i.d. from XV . The non-rejection rate is a quantity,
introduced by Castelo and Roverato (2006), that can
be used in structural learning of Gaussian graph-
ical models when p > n and the network has a
sparse structure. It is based on q-order partial cor-
relations, that is on partial correlations ρij.Q where
Q ⊂ V \{i, j} is such that |Q| = q.
In the rest of this section we review the theory of
the non-rejection rate required for this paper and re-
fer to Castelo and Roverato (2006) for a more com-
plete discussion. The non-rejection rate is a measure
associated with every pair of vertices i, j ∈ V and
depends on the particular value of q < (n − 2) be-
ing used. It can be described as follows: let Qij be
the set made up of all subsets Q ∈ V \{i, j} such
that |Q| = q. Let Tij be a binary random variable
associated to the pair of vertices i and j that takes
values from the following two-stage experiment:
1. An element Q is sampled from Qij according
to a (discrete) uniform distribution;
2. using the available data D the null hypothesis
H0 : ρij.Q = 0 is verified on the basis of a
statistical test of level α. If H0 is rejected then
Tij takes value 0, otherwise it takes value 1.
Thus Tij is a Bernoulli random variable and the non-
rejection rate is defined as its expectancy; formally
NRR(i, j |q,D) := E[Tij ] = Pr(Tij = 1).
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It is shown in Castelo and Roverato (2006) that the
non-rejection rate can be written as
NRR(i, j |q,D) = βij(1− piij) + (1− α)piij
= βij + (1− α− βij)piij (1)
where α is the probability of the first type error of
the used statistical test, piij is the proportion of sub-
sets Q in Qij that separate i and j in G and βij is
the mean value of the second type errors βij.Q for
all the subsets Q ∈ Qij such that Q does not sep-
arate i and j in G; see Lauritzen (1996, p. 6) for
a formal definition of separator. It follows that the
non-rejection rate is a probability that takes a value
between 0 and (1 − α). If a pair of vertices i and j
are adjacent, that is (i, j) ∈ G, (in our context this is
as much as saying that a transcription factor directly
binds to the promoter region of a target gene) then
piij = 0 and equation (1) makes clear that the theo-
retical non-rejection rate equals exactly βij . Hence,
since the statistical power of the tests for zero par-
tial correlation with null hypothesis H0 : ρij.Q = 0
equals 1 − βij.Q, then the non-rejection rate of an
edge (i, j) ∈ G corresponds to the one minus the
average statistical power to detect that association.
It follows that for (i, j) ∈ G the non-rejection rate
NRR(i, j |q,D) converges to 0 as n− q goes to in-
finity whereas for finite sample size it is a summary
measure of the strength of the linear association rep-
resented by the edge (i, j) over all the marginal dis-
tributions of size q + 2, with 0 representing maxi-
mum strength.
3 Meta-analysis
In unsupervised learning it is common practice to
overcome the difficulties related to the small sample
size by applying the procedures in a meta-analysis
approach. More specifically, a pooled dataset is ob-
tained by merging smaller datasets generated un-
der different experimental conditions. We remark
that this practice would make little sense in a model
based approach, whereas in a unsupervised learn-
ing approach it is justified whenever it leads to an
improvement of the precision-recall performance of
the procedure.
In this section we formally approach this is-
sue and assume that the data involve a common
set of genes V but are obtained from m batches
of microarray experiments, possibly under differ-
ent experimental conditions. Formally, set M =
{1, . . . ,m} and for every microarray experiment
s ∈ M let X(s)V be a random vector, indexed by
V , corresponding to the expression level of genes in
the experimental condition s ∈M . Furthermore, let
D(s) be a random sample of n(s) i.i.d. observations
from X(s)V so that D
∗ = {D(1), . . . , D(m)} is the




dent, but not identically distributed, observations.
Our standpoint is that biological networks are dy-
namic objects which modify their interaction struc-
ture to allow the cell to respond effectively to
changes of its internal and external environments.
This is formalized by assuming that a different
graph is associated with every experimental con-
dition and, specifically, by assuming that for ev-
ery s ∈ M the probability distribution of X(s)V be-
longs to an undirected Gaussian graphical model
with graph G(s) = (V,E(s)).
In the following section we introduce the gener-
alized non-rejection rate which keeps into explicit
account the pooled structure of the dataset.
3.1 The generalized non-rejection rate
The non-rejection rate is defined in Section 2.2 with
respect to a set D of i.i.d. observations as the ex-
pected value of a Bernoulli random variable gen-
erated by means of a two stage experiment. Sim-
ilarly, the generalized non-rejection rate between
two variables, Xi and Xj is defined with respect to
the dataset D∗ as the expected value of a Bernoulli
random variable T ∗ij ,
gNRR(i, j |q,D∗) := E[T ∗ij ] = Pr(T ∗ij = 1),
where T ∗ij is defined by adding a third step to the
two stage experiment as follows:
1. A random value s is generated from S, where
S is a discrete random variable that takes val-
ues in M with probability Pr(S = s) =
n(s)/n;
2. an element Q is sampled from Qij according
to a (discrete) uniform distribution;
3. using the datasetD(s) the null hypothesisH0 :
ρij.Q = 0 is verified on the basis of a statistical
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test of level α. If H0 is rejected then T ∗ij takes
value 0, otherwise it takes value 1.
The value q is chosen so that q < min{(n(s) −
2); s ∈M}.
We use the generalized non-rejection rate values
to produce a ranking of all possible pair of genes,
i.e., of all possible edges of the graph, and its useful-
ness will be assessed by means of a precision-recall
analysis; nevertheless, in the following we shortly
discuss the interpretation of this quantity.
As well as the non-rejection rate, also the gen-
eralized non-rejection rate is a probability. Fur-
thermore, it can be written as weighted average of
the non-rejection rates for the single datasets with











It follows that if (i, j) ∈ G(s) for every s ∈
M , then the generalized non-rejection rate is the
weighted average of the mean second type er-
rors β(s)ij for all the datasets D
(s) ∈ D∗, for-
mally gNRR(i, j |q,D∗) = β¯ij where β¯ij :=∑m
s=1 β
(s)
ij P (S = s). Since for all s ∈ M the
quantity β(s)ij converges to zero as n
(s) increases,
it follows that the generalized non-rejection rate is
specially useful to identify edges that belong to all
graphs. These are robust transcriptional interactions
that are common to all the experiments considered.
4 Assessment with simulated data
In order to empirically show the behavior of the gen-
eralized non-rejection rate we considered m = 2
and two different graphs G(1) and G(2) and repeat
the following simulation 100 times.
1. Generate randomly G(1) and G(2) with p = 50
vertices each of them with an average number
of adjacent vertices equal to 3.
For each of these two graphs build a random
precision matrix whose zero structure reflects
the conditional independencies encoded in the
graph (i.e., the pattern of missing edges) and
sample n = 30 observations from the Gaussian
distribution with that precision matrix and zero
mean vector. This step provides us with two
datasets, D(1) and D(2), with p = 50 and n =
30 belonging to two different joint multivariate
Gaussian distributions.
2. Estimate the non-rejection rate with q = 4 and
the Pearson correlation coefficient for each pair
of variables, separately from D(1) and D(2).
Apply methods GeneNet, ARACNE and CLR
separately to D(1) and D(2).
3. Build the collection of datasets D∗ =
{D(1), D(2)}. By using D∗ estimate the gen-
eralized non-rejection rate, the non-rejection
rate and the Pearson correlation for each pair of
variables. Apply methods GeneNet, ARACNE
and CLR to D∗.
4. For each method and dataset, calculate a
precision-recall curve with respect to the union
graph G∗ = (V,E(1) ∪ E(2)). For each
precision-recall curve calculate the area under
this curve (AUC).
5. In order to have a baseline comparison method
we have generated three sets of random corre-
lations sampling values uniformly from (-1,+1)
for each pair of the p = 50 variables. This will
be referred to as the Random method.
In Figure 1 we show the AUC values across the
100 simulations for each of the methodologies fol-
lowed where the larger the value, the better the per-
formance. The two panels on top correspond to us-
ing D(1) and D(2) separately in order to try to infer
all the edges in the union of the two graphs. The
panel at the bottom shows the performance when
using a meta-analysis approach in which all datasets
in D∗ are used together. We can observe that only
the generalized non-rejection rate provides a clear
improvement over the use of any of the methods on
one single dataset. GeneNet also achieves a small
increase in its median AUC value.
We have previously pointed out that the general-
ized non-rejection rate is specially useful to identify
edges that belong to all graphs. In the previous sim-
ulations those correspond to edges in both G(1) and
G(2) in each simulation. We have used the previous
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Figure 1: AUC value comparison (the larger the
value the better the performance).
results to empirically verify this fact by grouping
together the generalized non-rejection rate values in
the following four subsets: edges in G(1) and G(2),
edges in G(1) but not in G(2), edges in G(2) but not
in G(1) and missing edges in both G(1) and G(2).
Then, we have examined the distribution of general-
ized non-rejection rates separately for each of these
subsets and we may see those values from the 100
simulations in Figure 2. Clearly, generalized non-
rejection rates are most of the time smaller for edges
that belong to the two graphs than for edges that be-
long to one of the two graphs only or edges that are
missing in both graphs.
5 Assessment with microarray data
In order to assess with real microarray experimen-
tal data whether the generalized non-rejection rate
increases our accuracy when trying to identify tran-
scriptional regulatory relationships through a meta-






















G1 and G2 but not in G2 but not in G1 edges
Edge subset
Figure 2: Behaviour of the generalized non-
rejection rate for different kind of edges in graphs
G(1) and G(2).
analysis approach, we have used experimental and
functional annotation data from the E. coli sys-
tem. These bacteria are the free-living organism
for which the largest part of its transcriptional reg-
ulatory network has undergone some sort of ex-
perimental validation. The database RegulonDB
(Gamma-Castro et al., 2008) contains a set of tran-
scription factor and target gene relationships cu-
rated from the literature, and we have used those
as benchmark set of regulatory interactions. The
E. coli microarray dataset that we have used to
assess our meta-analysis approach corresponds to
the oxygen deprivation data from Covert, et al.
(2004), available from the Gene Expression Om-
nibus (GEO) database (Barrett, 2007) with acces-
sion number GDS680, which monitors the response
of E. coli during the transition from aerobic to
anaerobic conditions which are essayed in two
groups of 21 and 22 experiments, respectively. In
order to obtain the necessary variability on the ex-
pression levels of genes that form part of the tran-
scriptional network relevant to these experiments,
Covert, et al. (2004) used six E. coli strains with
knockouts of key transcriptional regulators in the
oxygen response (∆arcA, ∆appY, ∆fnr, ∆oxyR,
∆soxS and the double knockout∆arcA∆fnr). Both,
the microarray oxygen deprivation data where we
are going to assess our approach and the Regu-
lonDB interactions which we are going to use as
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benchmark set, were pre-processed by Castelo and
Roverato (2009) and are available as part of the
qpgraph package from the Bioconductor project
website (http://www.bioconductor.org).
These pre-processed datasets consist, in one hand,
of 3283 transcriptional regulatory interactions in
RegulonDB involving 1428 genes and, on the other
hand, p = 4205 genes and n = 43 experiments in
the oxygen deprivation microarray expression data
matrix. From these latter dataset, we have dis-
carded one of the aerobic experiments (GSM18237)
which showed a very dissimilar profile to the rest of
the aerobic experiments. More concretely, we have
used only those genes involved in the regulatory
modules of the five transcription factors knocked-
out in the experiments of Covert, et al. (2004) ac-
cording to the RegulonDB database. This subnet-
work is formed by 378 genes out of which 22 are
transcription factors involved in 681 transcriptional
interactions. In the bottom panel of Figure 3 we
may see the resulting precision-recall curves where
we compare the generalized non-rejection rate with
q = 10 (gNRR) with other methods applied to
the union of the aerobic and anaerobic datasets in-
cluding the non-rejection rate with q = 15 (NRR),
the absolute Pearson correlation coefficient (PCC),
ARACNE, CLR, GeneNet and the assignment of a
uniformly random correlation between every tran-
scription factor and target gene (Random). The
gNRR improves the rest of the meta-analysis ap-
proaches up to a 40% larger AUC with respect to
the second best-performing approach (NRR).
An issue in the computation of the non-rejection
rate concerns the choice of the parameter q. In this
application, q may take any value between 1 and
18 and there is a trade-off between larger values of
q, which increase the probabilities piij , and smaller
values of q, which improve the power of statistical
tests. In the bottom panel of Figure 3 we set q = 10
for gNRRwhich is the median of the possible values
of q within a sensible range bounded by the number
of available samples but, in fact, our procedure is
not very sensitive to the choice of q as shown in
the top panel of Figure 3 where the precision-recall
curves of gNRR for different values of q are drawn.
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Figure 3: Comparison of precision-recall curves
through the first 30% fraction of the recall. The
top panel shows curves from the generalized non-
rejection rate for a wide range of possible q val-
ues. The bottom panel shows curves for different
unsupervised machine learning methods. The AUC
value is the number enclosed within brackets.
6 Discussion
The idea at the basis of the generalized non-
rejection rate is that of exploiting the information
provided by the different microarray experiments on
the common part of the underlying regulatory net-
works in a way that does not require pooling the
datasets. We believe that this is the crucial aspect
that makes the generalized non-rejection rate out-
perform other procedures, but it is worth pointing
out that it also has the drawback that the power and
efficiency of the applied statistical procedures de-
pend on the samples sizes of the single experiments,
n(s), rather than the overall sample size n.
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Abstract
First, we recall the basic idea of an algebraic and geometric approach to learning a Bayesian
network (BN) structure proposed in (Studeny´, Vomlel and Hemmecke, 2010): to represent
every BN structure by a certain uniquely determined vector. The original proposal was
to use a so-called standard imset which is a vector having integers as components, as an
algebraic representative of a BN structure. In this paper we propose an even simpler
algebraic representative called the characteristic imset. It is 0-1-vector obtained from the
standard imset by an affine transformation. This implies that every reasonable quality
criterion is an affine function of the characteristic imset. The characteristic imset is much
closer to the graphical description: we establish a simple relation to any chain graph
without flags that defines the BN structure. In particular, we are interested in the relation
to the essential graph, which is a classic graphical BN structure representative. In the end,
we discuss two special cases in which the use of characteristic imsets particularly simplifies
things: learning decomposable models and (undirected) forests.
1 Introduction
The score and search method for learning
Bayesian network (BN) structure from data
consists in maximizing a quality criterion Q,
also named a scoring criterion or simply a score
by other authors. It is a real function of the
(acyclic directed) graph G and the observed
database D. The value Q(G,D) measures how
well the BN structure defined by G fits the
database D.
Two important technical requirements on the
criterion Q emerged in the literature in con-
nection with computational methods dealing
with this maximization task: Q should be score
equivalent (Bouckaert, 1995) and (additively)
decomposable (Chickering, 2002).
Another important question is how to rep-
resent the BN structure in the memory of a
computer. It could be the case that differ-
ent acyclic directed graphs are Markov equiv-
alent, i.e., they define the same BN structure.
A classic graphical characterization of equiva-
lent graphs (Verma and Pearl, 1991) states that
they are equivalent iff they have the same adja-
cencies and immoralities, which are special in-
duced subgraphs. Representing a BN structure
by any of the acyclic directed graphs defining it
leads to a non-unique description causing later
identification problems. Thus, researchers call-
ing for methodological simplification proposed
to use a unique representative for each individ-
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ual BN structure. The classic unique graphical
representative is the essential graph (Andersson,
Madigan and Perlman, 1997).
The idea of an algebraic approach, introduced
in Section § 8.4 of (Studeny´, 2005), is to use an
algebraic representative, called the standard im-
set. It is a vector whose components are inte-
gers indexed by subsets of the set of variables (=
nodes) N . Moreover, it is a unique BN struc-
ture representative and the memory demands
for its computer representation are polynomial
in |N |. The most important point, however, is:
Every score equivalent and decomposable crite-
rion Q is an affine function (= linear function
plus a constant) of the standard imset. Specif-
ically, given an acyclic directed graph G (over
N) and a database D, we have
Q(G,D) = sQD − 〈tQD, uG〉 , (1)
where sQD is a constant depending on the
database and where 〈tQD, uG〉 is the scalar prod-
uct of a vector depending on the database,
called the data vector (relative to Q), and of
the standard imset uG (for G). Note that there
is a polynomial-time algorithm (in |N |) for the
reconstruction of the essential graph from the
standard imset (Studeny´ and Vomlel, 2009).
The geometric view was introduced in the pa-
per (Studeny´, Vomlel and Hemmecke, 2010),
where it was shown that the set of standard im-
set (over a fixed set of variables N) is the set
of vertices (= extreme points) of a certain poly-
tope. In particular, the maximization of Q over
acyclic directed graphs can be re-formulated as
a classic linear programming problem, that is,
optimizing a linear function over a polyhedron.1
In this paper, we propose an alternative al-
gebraic representative of a BN structure, called
the characteristic imset. It is a vector obtained
from the standard imset by a one-to-one affine
transformation that maps lattice points to lat-
tice points (in both directions). Thus, every
score equivalent and decomposable criterion is
an affine function of the characteristic imset and
the set of characteristic imsets is the set of ver-
tices of a polytope. The characteristic imset has
1Note that a polytope is simply a bounded polyhe-
dron.
only zeros and ones as its components. More-
over, it is very close to the graphical description:
some of its components with value one corre-
spond to adjacencies. Immoralities can also be
recognized in the graph(s) on the basis of the
characteristic imset. We establish a simple re-
lation of the characteristic imset to any chain
graph (without flags) defining the BN structure.
In particular, this makes it possible to get im-
mediately the characteristic imset on the basis
of the essential graph. We also consider the con-
verse task of reconstructing the essential graph
from the characteristic imset.
If we restrict ourselves to decomposable mod-
els (= BN structures defined by acyclic directed
graphs without immoralities), then the charac-
teristic imset has a quite simple form. The sit-
uation is particularly transparent in the case
of (undirected) forests: the edges of the for-
est are in one-to-one correspondence with 1’s in
the characteristic imset. The polytope spanned
by these special characteristic imsets has al-
ready been studied in matroid theory (Schrijver,
2003). Consequently, we can easily learn (undi-
rected) tree structures, which give an elegant
geometric interpretation to a classic heuristic
procedure proposed by Chow and Liu (1968).
The structure of this paper is as follows. In
Section 2 we recall some of the definitions and
relevant results. In Section 3 we introduce the
characteristic imset and derive the above men-
tioned observations on it. Section 4 is devoted
to the reconstruction of the essential graph
from the characteristic imset. Section 5 briefly
outlines our results about learning undirected
forests from (Hemmecke et al., 2010). In Con-
clusions we discuss further perspectives.
2 Basic concepts
2.1 Graphical concepts
Graphs considered in this paper have a finite
non-empty set of nodes N and two types of
edges: directed edges, called arrows, denoted
like i → j or j ← i, and undirected edges. No
multiple edges are allowed between two nodes.
If there is an edge between nodes i and j, we
say they are adjacent.
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Given a graph G over N and a non-empty
set of nodes A ⊆ N , the induced subgraph of
G for A has just those edges in G having both
end-nodes in A. An immorality in G is an in-
duced subgraph (of G) for three nodes {a, b, c}
in which a → c ← b and a and b are not ad-
jacent. A flag is another induced subgraph for
{a, b, c} in which a→ b, b and c are adjacent by
an undirected edge and a and c are not adjacent.
A set of nodes K ⊆ N is complete in G if
every pair of distinct nodes in K is adjacent by
an undirected edge. A maximal complete set is
called a clique. A set C ⊆ N is connected if
every pair of distinct nodes in C is connected
via an undirected path. Maximally connected
sets are called components.
A graph is directed if it has no undirected
edges. A directed graph G over N is called
acyclic if it has no directed cycle, that is,
a sequence of nodes a1, . . . , an, n ≥ 3 with
ai → ai+1 for i = 1, . . . n, under the conven-
tion an+1 ≡ a1. An equivalent definition is the
existence of an ordering b1, . . . , bm, m ≥ 1, of
all nodes in N which is consistent with the di-
rection of arrows, that is, bi → bj in G implies
i < j.
A graph is undirected if it has no arrow. An
undirected graph is called chordal, or decompos-
able, if every (undirected) cycle of length at least
4 has a chord, that is, an edge connecting two
non-consecutive nodes in the cycle. There is a
number of equivalent definitions for a decom-
posable graph (Lauritzen, 1996); one of them
says that it is an undirected graph which can
be acyclically directed without creating an im-
morality. A special case of a chordal graph is
a forest, which is an undirected graph without
undirected cycles. A forest over N in which N
is connected is called a (spanning) tree.
A chain graph is a graph G (allowing both di-
rected and undirected edges) whose components
can be ordered into a chain, which is a sequence
C1, . . . , Cm, m ≥ 1 such that if a→ b in G then
a ∈ Ci and b ∈ Cj with i < j. An equivalent
definition is: It is a graph without semi-directed
cycles. Of course, every acyclic directed graph
and every undirected graph is a special case of
a chain graph (without flags).
Given a connected set C in a chain graph G,
the set of parents of C is
paG(C) ≡ { a ∈ N ; a→ b in G for some b ∈ C }.
Clearly, in a chain graph, paG(C) is disjoint
with (a connected set) C.
2.2 Bayesian network structures
Let N be a finite set of variables; to avoid the
trivial case assume |N | ≥ 2. For each i ∈ N
consider a finite individual sample space Xi (of
possible values); to avoid technical problems as-
sume |Xi| ≥ 2, for each i ∈ N . A Bayesian net-
work can be introduced as a pair (G,P ), where
G is an acyclic directed graph having N as the
set of its nodes and P a probability distribution
on the joint sample space
∏
i∈N Xi that recur-
sively factorizes according to G. Note that a
factorization of P is equivalent to the condition
that P is Markovian with respect to G mean-
ing that it satisfies conditional independence re-
strictions determined by the respective separa-
tion criterion (Lauritzen, 1996).
BN structure (= Bayesian network structure)
defined by an acyclic directed graph G is for-
mally the class of probability distributions (on a
fixed joint sample space) being Markovian with
respect to G. Different graphs over N can be
Markov equivalent, which means they define the
same BN structure. The classic graphical char-
acterization of (Markov) equivalent graphs is
as follows (Verma and Pearl, 1991): they are
equivalent if the have the same underlying undi-
rected graph (= adjacencies) and the same im-
moralities. Of course, a BN structure can be
described by any acyclic directed graph defin-
ing it, but there are other representatives (see
below).
A complete database D of length ` ≥ 1 is a
sequence x1, . . . , x` of elements of the joint sam-
ple space. By learning BN structure (from data)
is meant to determine the BN structure based
on an observed database D. A quality crite-
rion is a real function Q of two variables: of
an acyclic directed graph G and of a database
D. The value Q(G,D) evaluates quantitatively
how good the BN structure defined by G is to
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explain the occurrence of the database D. How-
ever, we will not repeat the formal definition of
the relevant concept of statistical consistency of
Q; see (Neapolitan, 2004). Since the aim is to
learn a BN structure, a natural requirement is
Q to be score equivalent, i.e., for fixed D, we
have
Q(G,D) = Q(H,D),
for any pair of Markov equivalent acyclic di-
rected graphs G and H over N .
An additively decomposable criterion (Chick-






where DA for ∅ 6= A ⊆ N is the projection of
the database D to
∏
i∈A Xi and qi|B for i ∈ N ,
B ⊆ N \ {i} are real functions.
Statistical scoring methods are typically
based on the likelihood function. For example,
evaluating each BN structure by a maximized
log-likelihood (MLL) leads to a score equivalent
and additively decomposable criterion. How-
ever, this criterion is not statistically consistent
in the sense of (Neapolitan, 2004), because it
does not take the complexity of statistical mod-
els into consideration. Therefore, subtracting
a penalty term evaluating the dimension of the
statistical model and the length of the database
may solve the problem. A standard example of
such a criterion which is statistically consistent,
score equivalent and decomposable is Schwarz’s
Bayesian information criterion (BIC) (1978).
2.3 Essential graph
The essential graph G∗ of an equivalence class
G of acyclic directed graphs over N is defined
as follows:
• a→ b in G∗ if a→ b in every G from G,
• a and b are adjacent by an undirected edge
in G∗ if there are graphs G1 and G2 in G
such that a→ b in G1 and a← b in G2.
The first graphical characterization
of essential graphs was provided by
Andersson, Madigan and Perlman (1997).
It follows from this characterization that every
essential graph is a chain graph without flags.
Actually, chain graphs without flags can serve
as convenient graphical representatives of BN
structures. As explained in Section 2.3 of (Stu-
deny´, Roverato and Sˇteˇpa´nova´, 2009), every
chain graph defines a class of Markovian dis-
tributions, a statistical model, through the re-
spective (generalized) separation criterion. As
in case of acyclic directed graphs, they are called
Markov equivalent if they define the same statis-
tical model. Lemma 3 in (Studeny´, 2004) states
that a chain graph H without flags is equiva-
lent to an acyclic directed graph if the induced
subgraphs for its components are chordal (undi-
rected) graphs. Moreover, we can extend the
graphical characterization of equivalence: two
chain graphs without flags are Markov equiva-
lent iff they have the same adjacencies and im-
moralities; see Lemma 2 in (Studeny´, 2004).
In this paper, we exploit the following charac-
terization of essential graphs: Given an acyclic
directed graph G, let G be the equivalence class
of acyclic directed graphs containing G and H
the (wider) equivalence class of chain graphs
without flags containing G. The class H can
be naturally (partially) ordered: if H1, H2 ∈ H
and a → b in H1 implies a → b in H2 we call
H1 to be larger than H2. With this partial or-
dering, the essential graph G∗ (of G) is just the
largest graph in H; see Corollary 4 in (Studeny´,
2004).
Moreover, there is a graphical procedure for
getting G∗ on the basis of any G in G. It is
based on a special graphical operation. Let H
be a chain graph without flags. Consider two of
its components, U called the upper component
and L called the lower component. Provided the
following two conditions hold:
• paH(L) ∩ U 6= ∅ is a complete set in H,
• paH(L) \ U = paH(U),
we say that the components can be legally
merged. The result of merging is a graph ob-
tained from H by replacing the arrows directed
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from U to L into undirected edges. By Corol-
lary 26 in (Studeny´, Roverato and Sˇteˇpa´nova´,
2009), the resulting graph is also a chain graph
without flags equivalent to H. Moreover, Corol-
lary 28 in (2009) says: If G and H are equivalent
chain graphs without flags and H is larger than
G, then there exists a sequence of legal merging
operations which successively transforms G into
H. Of course, this is applicable to an acyclic
directed graph G and the essential graph G∗ in
place of H.
2.4 Algebraic approach
In this paper, we consider vectors whose compo-
nents are ascribed to (= indexed by) subsets of
the set of variablesN . Let P(N) ≡ {A; A ⊆ N}
denote the power set of N . Every element of
R|P(N )| can be written as a (real) combina-
tion of basic imsets vectors δA ∈ {0, 1}|P(N )|,
A ⊆ N , where δA(A) = 1 and δA(B) = 0 for
A 6= B ⊆ N .
Given an acyclic directed graph G over N ,
the standard imset for G in R|P(N )| is defined
by the formula







where the basic vectors can cancel each other.
An important fact is that two acyclic directed
graphs G and H over N are Markov equiva-
lent iff uG = uH ; see Corollary 7.1 in (Studeny´,
2005). The crucial fact, however, is: Every score
equivalent and decomposable criterion Q has
the form (1), where sQD ∈ R and tQD ∈ R|P(N )|
only depend on the data (and Q); see Lemmas
8.3 and 8.7 in (2005). Moreover, (the constant
sQD and) the data vector t
Q
D is uniquely deter-
mined under additional standardization condi-
tions tQD(A) = 0 for A ⊆ N with |A| ≤ 1.
For example, the standardized data vector for
the MLL criterion can be computed as follows;
see Proposition 8.4 in (2005). Let Pˆ denote the
empirical measure on
∏
i∈N Xi computed from
D and PˆA its marginal for A ⊆ N . The mul-
tiinformation of PˆA (for A 6= ∅) is its relative
entropy H(PˆA|
∏
i∈A Pˆ{i}) with respect to the
product of its own one-dimensional marginals.
Then tMLLD (A) = ` ·H(PˆA|
∏
i∈A Pˆ{i}), where ` is
the length of the database D. A formula for the
data vector relative to the BIC criterion can be
found in Section 8.4.2 of (Studeny´, 2005).
3 Characteristic imset
The characteristic imset is formally an element
of Z|P∗(N )|, where P∗(N) ≡ {A ⊆ N ; |A| ≥ 2}
is the class of sets of cardinality at least 2.
Definition 1. Given an acyclic directed graph






for A ⊆ N , |A| ≥ 2.
Clearly, the characteristic imset is obtained
from the standard one by an affine transforma-
tion of R|P(N )| to R|P∗(N )| (we only add and
subtract entries of uG). This mapping is invert-





(−1)|A\B| · (1− cG(A)) (4)
for B ⊆ N , |B| ≥ 2. The remaining values
of uG can then be determined by the formulas∑
S⊆N uG(S) = 0 and
∑
S,i∈S⊆N uG(S) = 0 for
i ∈ N . Since the transformation is one-to-one,
two acyclic directed graphs G and H are equiv-
alent iff cG = cH (cf. Section 2.4). Thus, the
characteristic imset is also a unique BN struc-
ture representative.
The basic observation is as follows; see also
Theorem 3.2 in (Hemmecke et al., 2010):
Theorem 1. For any acyclic directed graph G
over N we have cG(A) ∈ {0, 1} for any A ⊆ N ,
|A| ≥ 2. Moreover, cG(A) = 1 iff there exists
i ∈ A with A \ {i} ⊆ paG(i).
Proof. First, we substitute (2) into (3) and get
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Assume for a contradiction there exist distinct
i, j ∈ A with A \ {i} ⊆ paG(i) and A \ {j} ⊆
paG(j). Then, however, both j → i and i → j
are in G contradicting its acyclicity. In partic-
ular, cG(A) ∈ {0, 1}.
The consequence is the characterization of ad-
jacencies and immoralities in terms of the char-
acteristic imset.
Corollary 1. Let G be an acyclic directed graph
over N and a, b (and c) are distinct nodes. Then
(i) a and b are adjacent in G iff cG({a, b}) = 1.
(ii) a → c ← b is an immorality in G iff
cG({a, b, c}) = 1 and cG({a, b}) = 0. The
latter two conditions imply cG({a, c}) = 1
and cG({b, c}) = 1.
Proof. Part (i) directly follows from Theorem
1: cG({a, b}) = 1 iff either b ∈ paG(a) or
a ∈ paG(b). The necessity of the condition in
(ii) also follows from Theorem 1. Conversely,
if cG({a, b, c}) = 1, three options may occur:
{b, c} ⊆ paG(a), {a, c} ⊆ paG(b) and {a, b} ⊆
paG(c). But cG({a, b}) = 0 means by (i) that a
and b are not adjacent in G, which excludes the
first two options and implies that a→ c← b is
an immorality in G.
Now we show that any reasonable quality cri-
teria is an affine function of the characteristic
imset.
Definition 2. Given a score equivalent, addi-
tively decomposable criterion Q and a database
D, let tQD denote the standardized data vector
relative to Q. Introduce the revised data vector




(−1)|A\B| · tQD(B) (5)
for A ⊆ N , |A| ≥ 2.
Lemma 1. Every score equivalent and addi-
tively decomposable criterion Q has the form
Q(G,D) = Q(G∅, D) + 〈rQD, cG〉 , (6)
where G∅ is the graph over N without edges.







(−1)|A\B| · (1− cG(A)) .










Thus, we get by (5):
Q(G,D) = sQD −
∑
A⊆N,|A|≥2




cG(A) · rQD(A) .
The observation that the characteristic imset for
the empty graph G∅ is identically zero implies
that the constant above is simply Q(G∅, D).
Finally, we establish the relation of the char-
acteristic imset to any chain graph without flags
defining the BN structure.
Theorem 2. Let H be a chain graph without
flags equivalent to an acyclic directed graph G.
For any A ⊆ N , |A| ≥ 2 one has cG(A) = 1 iff
∃ ∅ 6= K ⊆ A complete in H, with A\K ⊆ paH(K). (7)
Proof. In an acyclic directed graph G, the only
non-empty complete sets are singletons. Thus,
by Theorem 1, cG(A) = 1 iff (7) holds with G
(in place of H).
The next step is to observe that if H˜ is ob-
tained from a chain graph H without flags by
legal merging of components (see Section 2.3),
then for any A ⊆ N , |A| ≥ 2, (7) holds with H
iff it holds with H˜. To verify this observe that
any set A satisfying (7) has a uniquely deter-
mined component C with K ⊆ C in H. More-
over, paH(K) = paH(C), since H has no flags.
The validity of (7) then depends on the induced
subgraph of H for C ∪ paH(C). However, if H˜
is obtained from H by legal component merg-
ing, then most of these induced subgraphs are
kept and the only change concerns the merged
components U and L. We leave the reader to
evidence that this change satisfies condition (7)
in both directions.
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Finally, we use the result mentioned in Sec-
tion 2.3 which implies the existence of sequences
of legal merging operations transforming G into
G∗ and H into G∗. In particular, for A ⊆ N ,
|A| ≥ 2, (7) with G is equivalent to (7) with G∗,
and this is equivalent to (7) with H.
Of course, Theorem 2 applied to the essential
graph G∗ in place of H gives a direct method
for obtaining the characteristic imset from the
essential graph.
4 Back to the essential graph
Corollary 1 allows us to reconstruct the essen-
tial graph from the characteristic imset. Indeed,
conditions (i) and (ii) determine both the ad-
jacencies and immoralities (in every acyclic di-
rected graph G defining the corresponding BN
structure). Thus, we can directly get the pattern
(of G) being the underlying undirected graph in
which only the edges belonging to an immoral-
ity are directed.
This graph neither has to be the essential
graph nor a chain graph. However, there is a
simple (polynomial-time) procedure for trans-
forming the pattern into the corresponding es-
sential graph G∗. It consists of an (repeated)
application of three orientation rules. Specif-
ically, Theorem 3 in (Meek, 1995) states that
the exhaustive application of rules from Figure
1 to the pattern of an acyclic directed graph G
results in the essential graph (of the equivalence
class containing G).
5 Learning undirected forests
Decomposable models (Lauritzen, 1996) can be
viewed as BN structures whose essential graphs
are (chordal) undirected graphs.
Corollary 2. Let H be a chordal undirected
graph over N . Then the corresponding char-
acteristic imset cH is specified as follows:
cH(A) = 1 iff A is a complete set in H.
Proof. Consider the equivalence class G of
acyclic directed graphs equivalent to H and ap-
ply Theorem 2. Since H has no arrow, (7) is
equivalent to the above requirement.
A special case of a chordal graph is an undi-
rected forest. The only complete sets of cardi-
nality at least 2 in it are its edges:
Corollary 3. Let H be an undirected forest.
Then the corresponding characteristic imset cH
vanishes for sets of cardinality 3 and more, and
for distinct a, b ∈ N we have cH({a, b}) = 1 iff
a and b are adjacent in H.
In particular, the characteristic imset for a





, which simplifies many things.
For example, if maximizing a quality criterionQ
over (undirected) forests is of interest, then, by
Lemma 1, the function H 7→ cH ∈ Z|P∗(N )| 7→
〈rQD, cH〉 =
∑
A edge in H r
Q
D(A) should be maxi-
mized, that is, H 7→∑A edge in H tQD(A) by (5).
In particular, in case of the MLL cri-
terion this means maximizing the sum of
weights
∑
{a,b} edgew{a,b}, where w{a,b} =
H(Pˆ{a,b}|Pˆ{a} × Pˆ{b}) is the (empirical) mutual
information between a and b; see Section 2.4.
The polytope spanned by (restricted) charac-
teristic imsets for forests has already been stud-
ied in matroid theory (Schrijver, 2003). It ap-
pears to be quite nice from an algorithmic point
of view – for details see (Hemmecke et al., 2010).
One important observation is the existence of a
simple polynomial-time procedure based on the
greedy algorithm for finding maximum-weight
forest, where forests are weighted by the sums
of weights of their edges.
This gives an elegant geometric interpretation
to a classic (heuristic) procedure for approxi-
mating probability distributions with trees pro-
posed by Chow and Liu (1968). Taking into
account what was said above, it can be inter-
preted as the maximization of the MLL crite-
rion over trees (= connected forests) using the
greedy technique.
Conclusions
Our geometric interpretation of the classic
learning procedure (for trees) may lead to use-
ful generalizations. First, the application of the
greedy algorithm is not limited to the MLL cri-
terion and can be applied to maximize other





























Figure 1: Orientation rules for getting the essential graph.
reasonable criteria like the BIC criterion. Sec-
ond, we are not limited to trees and can ap-
ply the method to learning undirected forests,
actually, to learning sub-forests of a prescribed
undirected graph. Future research topics could
be whether characteristic imsets can be applied
to learning decomposable models, for example,
with limited cardinality of cliques.
There are some related open questions. It
follows from Section 4 that the components of
the characteristic imset for sets of cardinalities
2 and 3 determine the remaining components.
However, is there any direct method for de-
termining them? Another question is whether
Meek’s (1995) orientation rules can be avoided
in the reconstruction of the essential graph on
the basis of the characteristic imset. We hope
that a modification of the procedure from (Stu-
deny´ and Vomlel, 2009) leads to such an algo-
rithm.
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Abstract
We present a multilabel learning approach for molecular classification, an important task
in drug discovery. We use a conditional random field to model the dependencies between
drug targets and discriminative training to separate correct multilabels from incorrect ones
with a large margin. Efficient training of the model is ensured by conditional gradient
optimization on the marginal dual polytope, using loopy belief propagation to find the
steepest feasible ascent directions. In our experiments, the MMCRF method outperformed
the support vector machine with state-of-the-art graph kernels on a dataset comprising of
cancer inhibition potential of drug-like molecules against a large number cancer cell lines.
1 Introduction
Machine learning has become increasingly im-
portant in drug discovery, where viable molecu-
lar structures are searched or designed for ther-
apeutic efficacy. In particular, the costly pre-
clinical in vitro and in vivo testing of drug can-
didates can be focused to the most promising
molecules, if accurate in silico models are avail-
able (Trotter et al., 2001).
Molecular classification has been tackled with
a variety of methods, including inductive logic
programming (King et al., 1996) and artificial
neural networks (Bernazzani et al., 2006). Dur-
ing the last decade kernel methods (Ralaivola
et al., 2005; Swamidass et al., 2005; Trotter et
al., 2001; Ceroni et al., 2007) have emerged as
a computationally effective way to handle the
non-linear properties of chemicals. In numer-
ous studies, SVM-based methods have obtained
promising results (Byvatov et al., 2003; Trot-
ter et al., 2001; Zernov et al., 2003). However,
classification methods focusing on a single tar-
get variable are probably not optimally suited
to drug screening applications where large num-
ber of target cell lines are to be handled.
Multilabel classification, where the objects
can be classified into more than one category
at a time, have received a significant atten-
tion in recent years both in hierarchical (Silla
and Freitas, 2010) and Bayesian network set-
tings (de Waal and van der Gaag, 2007; Ro-
driguez and Lozano, 2008). In this paper we
propose, to our knowledge, the first applica-
tion of multilabel learning to molecular classi-
fication. Our learning method belongs to the
structured output prediction family (Taskar et
al., 2003; Tsochantaridis et al., 2004; Rousu et
al., 2006; Rousu et al., 2007); the drug targets
(cancer cell lines) are organized in a Markov net-
work, drug molecules are represented by kernels
and max-margin training is used to learn the
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parameters. Loopy belief propagation over the
Markov network is used both in learning the
model and in extracting the predicted multil-
abel.
2 Multilabel learning with MMCRF
The model used in this paper is an instantiation
of the Max-Margin Conditional Random Field
(MMCRF) framework (Rousu et al., 2007) for
associative Markov networks and can also seen
as a sibling method to HM3 (Rousu et al., 2006),
which is designed for hierarchies. Here we give
an overview of the method for transparency, the
interested reader may check the details from the
above references.
We consider data from a domain X ×Y where
X is a set and Y = Y1 × · · · × Yk is a Cartesian
product of the sets Yj = {+1,−1}, j = 1, . . . , k.
A vector y = (y1, . . . , yk) ∈ Y is called the mul-
tilabel and the components yj are called the mi-
crolabels.
We assume that a training set {(xi,yi)}mi=1 ⊂
X ×Y has been given. In addition, a pair (xi,y)
where xi is a training pattern and y ∈ Y is ar-
bitrary, is called a pseudo-example, to denote
the fact that the pair may or may not be gener-
ated by the distribution generating the training









defined on the edges of a Markov network G =
(V,E), where node j ∈ V corresponds to the
j’th component of the multilabel and the edges
e = (j, j′) ∈ E correspond to a microlabel de-
pendency structure given as input. By ye =
(yj , yj′) we denote the pair of microlabels of the
edge e = (j, j′) and ϕ(x,y) = (ϕe(x,ye))e∈E
is a joint feature map for inputs and outputs.
The joint feature map is given by the tensor
product ϕ(x,y) = φ(x)⊗ψ(y) of input features
φ(x) computed from the molecules (see Section
3) and output features ψ(y) = (ψeu(y)) corre-
sponding to possible labelings u ∈ {+1,−1}2 of
the edges e ∈ E: ψeu(y) = Jye = uK. The ten-
sor product then contains all pairs φr(x)·ψeu(y)
of input and output features. The benefit of the
tensor product representation is that context
(edge-labeling) sensitive weights can be learned
for input features and no prior alignment of in-
put and output features need to be assumed.
2.1 Max margin learning
To learn the parameters of the model we ap-
ply margin-based structured output prediction
(c.f. (Taskar et al., 2003; Tsochantaridis et al.,










s.t. wT∆ϕ(xi,y) ≥ `(yi,y)− ξi,
for all i and y,
where ∆ϕ(xi,y) = ϕ(xi,yi) − ϕ(xi,y), `(yi,y)
is the loss of the pseudo-example, ξi is the slack
and the parameter C controls the amount of
regularization in the model. The corresponding















kernel matrix for pseudo-examples (xi,y) and
` = (`(yi,y))i,y encodes the loss for each (xi,y).
2.2 Marginal dual problem
The above optimization problems are challeng-
ing due to the exponential number of con-
straints or dual variables. A more manageable
sized problem is obtained by considering the
edge-marginals of dual variables




where e ∈ E is an edge in the output network
and u ∈ {+1,−1}2 is a possible labeling for the
edge. Using the marginal dual representation,
we can state the dual problem (2) in equivalent
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where M denotes the marginal polytope1 (c.f.
(Wainwright et al., 2005)), the set of all com-
binations of marginal variables (3) of an exam-
ple that have a counterpart in the dual feasi-
ble set in (2), KE = diag(Ke)e∈E contains the
joint kernel values pertaining to the edges, µ =
(µ(i, e, v)) is the vector of marginal dual vari-
ables and ` = (`(i, e, v)) is the vector of losses
between edge-labelings, `(i, e, v) = `(yie, v).
This problem is a quadratic programme with
a number of variables linear in both the size of
the output network and the number of training
examples. Thus, there is an exponential reduc-
tion in the number of dual variables from the
original dual (2).
2.3 Conditional gradient optimization
The marginal dual problem is solved by an itera-
tive optimization algorithm where the marginal
dual variables of each example in turn are op-
timized using conditional gradient algorithm
whilst keeping the other training examples
fixed. The conditional gradient step (Algorithm
1) iteratively finds the best feasible direction





and uses exact line search to locate the optimal
point in that direction.
The feasible ascent directions in (5) corre-
spond to vertices2 of the marginal dual polytope
M which via (3) are images of the vertices of the
original dual set and thus have one to one cor-
respondence to the set of possible multilabels.
Consequently, for each solution µ∗i of (5) there
is a corresponding multilabel y∗ which, compar-
ing equations (5) and (1), can be seen as the
pseudo-example (xi,y) that violates its margin
maximally. Instead of (5) we can thus solve the
1We use the same probabilistic interpretation of dual
variables as (Taskar et al., 2003).
2In the presence of ties, there is a set of vertices with
optimum score; ties can be broken arbitrarily.










g(i, e,ye)µ(i, e,ye) (6)
and return the corresponding vertex µ∗ = µ(y∗)
of the marginal dual polytope. The problem (6)
is readily seen as an inference problem on the
Markov network G: one must find the configu-
ration y∗ that maximizes the sum of the ‘edge
potentials’ g(i, e,ye)µ(i, e,ye).
Inference on a general graph is known to be
hard. However, for our purposes, an approxi-
mate solution suffices: within an iterative algo-
rithm it does not pay to spend a lot of time look-
ing for optimal ascent direction when a reason-
able ascent direction can be found fast. Here we
opt to use loopy belief propagation with early
stopping: we only compute a few iterations
(given by the user parameter maxLBPiter) of
the inference before returning (row 3 in Algo-
rithm 1).
In addition to being the workhorse for op-
timizing the classification model, loopy belief
propagation is also used in the prediction phase
to extract the model’s prediction given the
learned parameters.
Algorithm 1 Conditional gradient inference
for single example.
Input: Initial dual variable vector µi, gradient
gi, a joint kernel block Kii for the subspace
Output: New values for dual variables µi.
1: iter = 0;
2: while iter < maxcgiter do
3: µ∗i = feasibleDir(gi, E,maxLBPiter);
4: τ = lineSearch(µ∗i , µi,Kii);
5: if τ ≤ 0 then
6: break; % no progress, stop
7: else
8: µi = µi + τ(µ∗ − µi); % new solution
9: gi = gi−τKii(µ∗−µi); % new gradient
10: end if
11: iter = iter + 1;
12: end while
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3 Kernels for drug-like molecules
Prediction of bioactivity is typically based on
the physico-chemical and geometric properties
of the molecules. Kernels computed from the
structured representation of molecules extend
the scope of the traditional approaches by al-
lowing complex derived features to be used
while avoiding excessive computational cost
(Ralaivola et al., 2005). In this section, we
will review the main approaches to construct
a graph kernel for classification of drug-like
molecules.
3.1 Walk Kernel
The classic way to represent the structure of a
molecule is to use an undirected labeled graph
G = (V,E), where vertices V = {v1, v2, . . . , vn}
corresponds to the atoms and edges E =
{e1, e2, . . . , em} to the covalent bonds. Vertex
labels correspond to atom types (e.g. “oxy-
gen”, “carbon”, etc.), and edge labels corre-
spond to bond types (e.g. “single”, “double”,
“aromatic”, etc.). The n × n adjacency matrix
E of graph G is defined such that its (i, j)’th
entry Eij equals to one if and only if there is an
edge between vertices vi and vj .
Walk kernels (Kashima et al., 2003; Ga¨rtner,
2003) compute the sum of matching walks in a
pair of graphs. The contribution of each match-
ing walk is downscaled exponentially according
to its length. A walk of length m in a graph G
is denoted by w = {v1, v2, ..., vm} such that for
i = 1, 2, ...,m− 1 there exists an edge for each
pair of vertices (vi, vi+1).
A direct product graph between two undi-
rected graphs G1 = (V1, E1) and G2 = (V2, E2)
is denoted by G×(G1, G2). Vertices of a product
graph G×(G1, G2) are defined as
V×(G1, G2) ={(v1, v2) ∈ V1 × V2,
label(v1) = label(v2)},
and edges are defined as
E×(G1, G2) ={((v1, v2), (u1, u2)) ∈ V× × V×,
(v1, u1) ∈ E1 ∧ (v2, u2) ∈ E2}.










where v× is the vertex in product graph, λn is
the positive downscaling factor that is strictly
less than one and n is the length of walk.
Since longer walks are downscaled by λn, the
contribution of longer walks are ofter negligible.
Therefore, we consider finite-length walk kernel













3.2 Weighted decomposition kernel
The weighted decomposition kernel is an ex-
tension of the substructure kernel by weighting
identical parts in a pair of graphs based on con-
textual information (Ceroni et al., 2007).
A weighted decomposition kernel on a labeled
graph G is based on a decomposition Dr(G) =
{(s, z) : s ∈ V, z = Nr(s)}, where Nr(s) is the
neighborhood subgraph of radius r of vertex s.
The s is called selector, and z is the subgraph
around it called contextor. A kernel function





Jv = v′KKs(z, z′),
where Ks(z, z′) is the kernel function between a
pair of contextors. The function Ks(z, z′) uses
the subgraph histogram intersection kernel dis-
carding subgraph structure information defined
as









where L is total number of attributes labeled
on each vertex, ml is the number of possible val-
ues of the l’th property, and pl(j), p′l(j) are the
observed frequencies of value j for l’th attribute
for subgraphs z and z′, respectively.
3.3 Molecular fingerprints and the
Tanimoto kernel
Molecular fingerprints are designed to encode a
molecular structure into a fixed width binary bit
vector that represents the presence or absence
of substructures or fragments in the molecule.
Molecular fingerprints are extensively used in
chemical informatics.
There are two main types of fingerprints.
Hash fingerprints enumerate all linear frag-
ments of length n in a molecule. Parame-
ter n is usually bounded from three to seven.
A hash function assigns each fragment a hash
value, which determines its position in descrip-
tor space.
Another major fingerprint type is substruc-
ture keys, which is based on a pattern matching
of a molecular structure to a set of pre-defined
substructures. Each substructure becomes a
key and has a fixed position in descriptor space.
These substructures are considered to be inde-
pendent functional units identified by domain
experts as prior knowledge.
Once the molecules have been represented as
fingerprints, the Tanimoto kernel (Ralaivola et
al., 2005) is usually employed to measure the
similarity between a pair of molecules. Given
two molecular fingerprints fp1 and fp2, the





where Nfp1 is the number of 1-bits in finger-
print fp1, Nfp2 is the number of 1-bits in finger-
print fp2, and Nfp1,fp2 is the number of 1-bits
in both of the fingerprints.
4 Experiments
4.1 NCI-Cancer dataset
In this paper we use the NCI-Cancer dataset
obtained through PubChem Bioassay3 (Wang
et al., 2009) data repository. The dataset ini-
tiated by National Cancer Institute and Na-
tional Institutes of Health (NCI/NIH) con-
tains bioactivity information of large num-
ber of molecules against several human cancer
cell lines in 9 different tissue types, including
leukemia, melanoma and cancers of the lung,
colon, brain, ovary, breast, prostate, and kid-
ney. For each molecule tested against a cer-
tain cell line, the dataset provides the bioactiv-
ity outcome that we use as the classes (active,
inactive).
However, molecular activity data are highly
biased over the cell lines. Figure 1 shows the
molecular activity distribution over all 59 cell
lines. Most of the molecules are inactive in all
cell lines, while a relatively large proportion of
molecules are active against almost all cell lines,
which can be taken as toxics. These molecules
are less likely to be potential drug candidates
than the ones in the middle part of the his-
togram.
In order to circumvent the skewness and to
concentrate on the most interesting molecules,
we adopted the preprocessing suggested in
(Shivakumar and Krauthammer, 2009), and se-
lected molecules that are active in more than 10
cell lines and inactive in more than 10 cell lines.
As a result, 544 molecules remained and were
employed in our experiments.
4.2 Experiment setup and measures of
success
To circumvent the skewness of the multilabel
distribution, we use the following stratified
cross-validation scheme to compare the meth-
ods: we divide examples into pools by the num-
ber of cell lines each molecule is active in (c.f.
Figure 1). Then, we divide each pool into five
3http://pubchem.ncbi.nlm.nih.gov
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Figure 1: Skewness of the multilabel distribu-
tion.
folds and finally merge the corresponding pool-
specific folds into five global folds.
To compare the performace of SVM and MM-
CRF in the multilabel prediction tasks we use
microlabel accuracy and microlabel F1 score:
we pool together individual microlabel predic-
tions over all examples and all cell lines, and
count accuracy and F1 from the pool.
4.3 Markov network generation for
cancer cell lines
There are many ways one can build the Markov
network in between the cell lines to be used
as input to the MMCRF algorithm. For the
dataset used in this paper, a large set of aux-
iliary data is available on the cancer cell lines
from the NCI database4. Based on prelimi-
nary tests we opted to use RNA Radiation Ar-
ray data. The basic approach is to construct
from this data a correlation matrix between the
pairs of cell lines and extract the Markov net-
work from the matrix by favoring high-valued
pairs. The following methods of network ex-
traction were considered:
SPT.Maximum weight spanning tree. Take
the minimum number of edges that make a
4http://discover.nci.nih.gov/cellminer/home.do
Table 1: MMCRF Accuracy and F1 score with
different Markov network extraction methods
RNA Rad. array
SPT CTh Rnd
Accuracy 67.6% 65.1% 66.3%
F1 Score 56.2% 52.8% 53.5%
Table 2: Accuracies and microlabel F1 scores
from different kernels in MMCRF and SVM.
Methods Accuracy F1 score
SVM + WK 64.6% 49.0%
SVM + WDK 63.9% 51.6%




connected network whilst maximizing the
edge weights.
CTh.Correlation thresholding. Take all edges
that exceed fixed threshold. This ap-
proach typically generates a general non-
tree graph.
Rnd.Random graph. Draw edges uniformly at
random.
In our experiments, the spanning tree ap-
proach on RNA radiation array data turned
out to be best approach on average (Table
1). Suprisingly, correlation thresholding fails
to meet the accuracy of random graph. How-
ever, the predictive performance of MMCRF
surpasses SVM (c.f. Table 2) regardless of the
network generation method.
4.4 Effect of molecule kernels
We conducted experiments to compare the ef-
fect of various kernels, as well as the perfor-
mances of support vector machine (SVM) and
MMCRF. We used the SVM implementation of
the LibSVM software package written in C++5.
We tested SVM with different margin C param-
eters, relative hard margin (C = 100) emerging
5http://www.csie.ntu.edu.tw/ cjlin/libsvm/






































































p−value from sign test is 0.018
Figure 2: Microlabel F1 score of MMCRF
against SVM classifier in each cell line.
as the value used in subsequent experiments.
The same value was used for MMCRF classifier
as well.
For the three kernel methods, walk kernel
(WK) was constructed using parameters λ =
0.1 and p = 6 as recommended in (Ga¨rtner,
2003). The Weighted decomposition kernel
(WDK) used context radius r = 3 as in (Ceroni
et al., 2007), and a single attribute (atom type)
was sufficient to give the best performance. We
also used hash fragments as molecular finger-
prints generated by OpenBabel6 (using default
value n = 6 for linear structure length), which is
a chemical toolbox available in public domain.
All kernels were normalized.
In Table 2, we report overall accuracies and
microlabel F1 scores using SVM with different
kernel methods. The kernels achieve almost
the same accuracy within SVM, while Tanimoto
kernel is slightly better than others in microla-
bel F1 score. We further compared MMCRF
and SVM classifiers with Tanimoto kernel. MM-
CRF turned out to outperform SVM in both
overall accuracy and microlabel F1 score.
Figure 2 gives the F1 score in each cell line
from MMCRF classifier against SVM classifier
in the same experiment. Points above the di-
6http://openbabel.org





























Figure 3: Effect of loopy belief propagation it-
eration.
agonal line correspond to improvements in F1
scores by MMCRF classifier. MMCRF im-
proves microlabel F1 scores of 39 out of 59 cell
lines with sign test giving the p-value of 0.018.
The statistics for accuracy were similar (data
not shown).
4.5 Effect of loopy belief propagation
Finally, we tested different loopy belief propaga-
tion iteration parameters to see the their effects
on convergence (Figure 3). The best loopy be-
lief propagation iteration limit turned out to be
maxLBPiter = 11, Smaller values were not suf-
ficient for MMCRF to reach a global optimum,
while larger values caused the convergence to
need more time. The optimal value turned out
to be close to the diameter of the Markov net-
work (10 in this case), indicating that propaga-
tion of messages through the whole network is
required for best performance.
5 Conclusions
We presented a multilabel classification ap-
proach to drug activity classification using the
Max-Margin Conditional Random Field algo-
rithm. In experiments against a large set of can-
cer lines the method significantly outperformed
SVM.
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Abstract
Representing uncertainty in knowledge is a common issue in Artificial Intelligence. Bayesian
Networks have been one of the main models used in this field of research. The simplicity of their
specification is one of the reason for their success, both in industrial and in theoretical domains.
The widespread use of Bayesian Networks brings new challenges in the design and use of large-
scale systems, where this very simplicity causes a lack of expressiveness and scalability. To fill
this gap, an increasing number of languages emerged as extensions of Bayesian Networks with
many approaches: first-order logic, object-oriented, entity-relation, and so on. In this paper we
focus on Probabilistic Relational Models, an object-oriented extension. However, Probabilistic
Relational Models do not fully exploit the object-oriented paradigm, in particular they lack class
inheritance. Using Object-Oriented Bayesian Networks as a basis, we propose to lightly extend
PRMs framework resulting in stronger object-oriented aspects in probabilistic models.
Probabilistic graphical models (Koller and Fried-
man, 2009) are a general purpose framework for
dealing with uncertainty. Their applications to
many different domains has stimulated an uninter-
rupted process of creation of new frameworks based
on probability theory. Bayesian Networks (Pearl,
1988) are among the most popular framework for
uncertainty in AI.
In recent years, the Statistical Learning commu-
nity has actively proposed new probabilistic frame-
works, closing the gap between first-order logic
and probability theory (Getoor and Taskar, 2007).
New models such as Object-Oriented Bayesian
Networks (Koller and Pfeffer, 1997; Bangsø and
Wuillemin, 2000a), Multiply-Sectioned Bayesian
Networks (Yang, 2002), Probabilistic Relational
Models (Getoor et al., 2007) and Multi-Entity
Bayesian Networks (Laskey, 2008) have extended
Bayesian Networks and widen their range of appli-
cation.
In many situations, these new first-order logic-
based networks can be efficiently learned from
databases and used for answering probabilistic
queries. However, there are situations like nuclear
plant safety problems where the scarcity of data
available prevents such learning. For such prob-
lems, oriented graphical models such as Probabilis-
tic Relational Models (PRMs) are often more suit-
able than the aforementioned first-order models be-
cause they can often be modeled by interactions
with experts of the domain.
PRMs have an object-oriented basis, but they
lack fundamental mechanisms related to class in-
heritance. In software engineering, such object-
oriented designs has proved very useful for creating
complex software. In this paper, we illustrate why
these mechanisms are necessary for practical de-
sign of large-scale systems and we show how light
extensions can enforce strong object-oriented fea-
tures into the PRMs framework. In addition, we
propose a representation of PRMs with such mech-
anisms using parfactors, the state-of-the-art frame-
work for first-order probabilistic inference (Poole,
2003). All the concepts we present here are imple-
mented in our open source C++ framework called
aGrUM and can be represented in the SKOOL lan-
guage (http://agrum.lip6.fr).
Throughout this paper, we will use an analogy
with oriented-object programming in order to ease
the presentation of our framework. It is organized as
follows: after briefly introducing the classical PRM
framework, we define the notions of attribute typ-
ing and type inheritance. Then we extend the no-
tion of class inheritance with interfaces, to conclude











(a) A Bayesian network. The gray areas do not




















(c) The system declaration and the in-
stance diagram corresponding to the BN
of figure 1(a).
Figure 1: Representation of a BN as a PRM: analysis of the BN (a) reveals the use of two recurrent patterns,
which are confined in two classes (b). Hence, a system equivalent to the BN may be built (c).
our contribution with the mechanisms for attribute
and reference overloading. Finally we describe how
PRMs with strong object-orientedness can be de-
scribed using parfactors.
1 Description of PRMs
Fig. 1(a) shows a Bayesian Network (BN) encod-
ing relations between two different kinds of patterns
(variables Xi, Yi on one hand and Uj , Vj ,Wj on the
other hand). We assume that the conditional prob-
ability tables (CPT) associated with variables with
the same capital names are identical. When using
PRMs, the main idea is to abstract each pattern as a
generic entity, called a class, which encapsulates all
the relations between the variables of the pattern.
So, in Fig.1(b), E encapsulates precisely variables
Xi and Yi as well as their probabilistic relations (arc
(Xi, Yi)) and conditional probability distributions.
The pattern of variables Uj , Vj ,Wj cannot be di-
rectly encapsulated in a class since the CPTs of vari-
ables Uj are conditional to some variables Yk (e.g.,
the CPT of U3 is P (U3|Y2) according to Fig.1(a)).
Hence classes must have a mechanism allowing to
refer to variables outside the class. In PRMs, this
mechanism is called a reference slot. Basically, the
idea is to create some function ρ connecting two
classes and allowing both classes to access the vari-
ables of the other class. Now, as shown in Fig.1(c),
the original BN can be built up from the PRM: it
is sufficient to create two instances, say e1 and e2,
of class E as well as three instances f1, f2, f3 of F
and connect them using one edge per reference slot.
Note that there is no limit to the number of times an
instance can be referenced (see e1 in Fig.1(c)).
1.1 PRM-related definitions
In this section, we present the minimal set of defi-
nitions needed for the rest of the paper. The reader
may refer to (Pfeffer, 2000) and (Getoor et al., 2007)
for a more detailed presentation.
Definition 1 (Class). A class C is defined by a
Directed Acyclic Graph (DAG) over a set of at-
tributes, i.e. random variables, A(C), a set of ref-
erences (slots) R(C), and a probability distribution
over A(C). To refer to a given random variable X
(resp. reference ρ) of class C, we use the standard
Object Oriented notation C.X (resp. C.ρ).
Definition 2 (Instance). An instance c is the use (the
instantiation) of a given class C in a BN. There are
usually numerous instances of a given class C in a
BN. Notation c.X (resp. c.ρ) refers to the instantia-
tion of C.X ∈ A(C) (resp. C.ρ ∈ R(C)) in c. By
abuse of notation, we denote the sets of such instan-
tiations asA(c) andR(c) respectively.
Fig. 1(b) shows two classes, E and F , with at-
tributesA(E) = {X, Y } andA(F) = {U, V, W}.
There is also one reference in class F denoted by ρ
which is used to define the dependencies between
E .Y and F .U . Such dependency is defined using a
path, called a reference chain, from one attribute to
another. In Fig. 1(b), the path representing the de-
pendency between E .Y and F .U is F .ρ.Y . More














Figure 2: The printer example.
simply, ρ.Y is said to be a parent of U in class F .
Definition 3 (System, grounded net). A system S
is the representation of a BN as a set of class in-
stances in which each reference has been linked to
another instance. Conversely, the grounded network
of a system S is the BN represented by S .
As a consequence, in a system, each random vari-
able c.X is a copy of a random variable C.X ∈
A(C) and is assigned a copy of the CPT assigned
to C.X in C. The difference between a system
and a grounded net is that all structural informa-
tion (classes, instances, references, . . . ) are lost
when reasoning with a grounded net. Finally,
PRMs are considered as an object-oriented formal-
ism due to the encapsulation of attributes inside
their classes. This feature is inherited from Object-
Oriented Bayes Nets. Exploiting this encapsulation
is the core of structured inference (Pfeffer, 2000).
1.2 Real Object-Oriented PRMs
The following discussion provides insight about
how PRMs lack fundamental concepts of the object-
oriented paradigm and how such concepts can
greatly improve the representative power of PRMs.
We will illustrate our point with a simple exam-
ple of a printer breakdown diagnosis illustrated in
Fig. 2. We consider a network with a power supply,
black & white printers, color printers and comput-
ers. Printer’s types, brands and ages vary from one
printer to another. Printers and computers are placed
in rooms and each computer is connected to every
printer in the same room. All printers and comput-
ers are connected to the same power supply. Our
main objective is to answer the following query: us-
ing a given computer, can I print? We can also think
of other queries, not asked by a user but rather by
an intervening technician: is a paper jam respon-
sible for the printer’s breakdown? Is the magenta
cartridge of a color printer empty? Etc.
From the computer point of view, our system
needs to take into account: (i) the fact that a printer
prints in color is irrelevant for black & white print-
ings; (ii) breakdowns can have different causes, but
we only need to know whether printing is possible
or not. From the technician perspective, we shall
consider that: (i) different printers have different
types of breakdowns, which can sometimes be par-
tial, e.g. a color printer with no more cyan ink can
still print in black & white; (ii) different types or
brands imply different probabilities of breakdowns;
(iii) the printer’s features shall be taken into account
since specific queries can be asked for each printer,
e.g., can I print in color? Is the A3-tray empty? Etc.
These points of views force our system to be
both generic (the computer’s perspective) and spe-
cific (the technician’s perspective). This is precisely
why a strong object-oriented framework is needed.
Let us do an analogy with computer programming.
A class defines general concepts common to a fam-
ily of objects. It is possible to define new concepts
using inheritance: if class B inherits from class A,
it inherits A’s properties but can also specialize the
concepts represented by A. Either by overloading
A’s attributes and methods (behavior specialization)
or by adding new attributes and methods (function-
ality specialization). The next section proposes an
extension of PRMs which will serve as a basis to
strengthen class inheritance and we will show that
this can be done with small and intuitive changes.
2 Attribute typing and type inheritance
Attribute typing arises naturally when using PRMs
as a modeling framework: similarly to classes that
represent repeated patterns in a system, an attribute
type describes a family of random variables sharing
the same domain. For instance, types Boolean and
state would be the types of all the random variables
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=DBoolean { false, true }
=Dstate { OK, NOK }
=Dmalfunction { OK, broken, malfunctioning }
Figure 3: An illustration of type inheritance with
attribute types Boolean, state and malfunction.
with domains {false, true} and {OK,NOK}, re-
spectively.
Definition 4 (Attribute typing). An attribute type τ
describes a family of distinct discrete random vari-
ables sharing the same domain Dτ = {l1, . . . , ln},
where n is the domain size of τ .
Types such as Boolean and state are frequently
encountered when dealing with experts. For in-
stance, they can be used to describe the states of
equipments subject to breakdowns. In this case,
type state enables a finer description of the possi-
ble failures than just the OK/NOK state. This can
prove critical for some industrial applications: con-
sider an air conditioner in a computer server room
working improperly; then, assigning it state mal-
function may help diagnose the servers malfunc-
tions. Type state can be viewed as a specializa-
tion of type Boolean. Specializing general concepts
into more specific ones is the goal of inheritance.
Type inheritance is the process of decomposing la-
bels into a partition of more specific and precise de-
scriptions of a domain. To properly define this con-
cept, we will need an additional notion, that of Do-
main Generalization Function (DGF):
Definition 5 (Domain Generalization Function). A
Domain Generalization Function (DGF) is a surjec-
tive function Φ : Dτ → Dλ where τ and λ are two
distinct attribute types.
Obviously, given two distinct attribute types τ
and λ, there exists a DGF Φ : Dτ → Dλ if and
only if |Dτ | ≥ |Dλ|. DGFs will be used to define
type inheritance in PRMs:
Definition 6 (Type inheritance). An attribute type τ
inherits from another attribute type λ if it is defined
using a DGF Φ : Dτ → Dλ.
Fig.3 illustrates type inheritance: in this figure,














(b) Dependencies of the ColorPrinter class, which is a sub-
class of Printer.
Figure 4: Example of class inheritance. Dashed
arcs represent dependencies with attributes in an-
other class.
instance, attribute type malfunction has two labels,
broken and malfunction, which are specializations
of label NOK of attribute type state. As is, attribute
inheritance is only a semantic relation: state’s label
OK is a sort of true, broken is a sort of false, etc.
We will show how to exploit such concepts proba-
bilistically in the following sections.
3 Classes and interfaces
As in oriented-object programing, class inheritance
in PRMs starts by a copy of the super class into
its subclass. This implies that all attributes, refer-
ences, dependencies, i.e. arcs, and CPTs are copied
into the subclass. However, the content of the su-
per class is only a basis for the subclass, as new at-
tributes, references and dependencies can be added
to the inherited structure. The first definitions of
class inheritance for probabilistic models can be
found in (Koller and Pfeffer, 1997) and (Bangsø and
Wuillemin, 2000b). Note that these definitions dif-
fer greatly. In this paper, we propose some exten-
sions of the work by Bangsø and Wuillemin.
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3.1 Class inheritance
Fig. 4 illustrates class inheritance on the printer ex-
ample of Fig. 2. Here, we introduced a new class,
namely ColorPrinter, which is a subclass of Printer.
Fig. 4(b) is a representation of the ColorPrinter
class dependencies. This example suggests several
remarks: (i) all the attributes and references belong-
ing to class Printer also belong to ColorPrinter; (ii)
new attributes have been added; (iii) attribute Col-
orPrinter.hasInk has additional parents (and thus a
new CPT).
The first remark is similar with oriented-object
programming languages: a subclass inherits the at-
tributes and references of its super class. This im-
plies that when an element is not overloaded, it is
not necessary to redeclare it. The second remark
is the functionality specialization of class inheri-
tance: by adding new attributes, a subclass becomes
more specific and offers new possibilities for enter-
ing evidence and submitting queries. In Fig. 4(b),
attributes black, magenta, cyan and yellow represent
the different kinds of inks used in a color printer, a
feature that is not necessarily present in all print-
ers. The third and fourth remarks are examples of
attribute overloading, which consist of: (i) enabling
changes in the values of the attribute’s CPTs; (ii)
adding or removing parents; (iii) overloading an at-
tribute’s type (this point is explained below).
3.2 Interface implementation
In modern programming languages, interfaces are
used to handle multiple inheritance and to manip-
ulate objects at a high abstract level. They define
a set of methods which are guaranteed to exist in
any class implementing them. Note that interfaces
do not provide the bodies (the execution codes) of
these methods but only their signatures. An inter-
face in a PRM follows the same principle: it is a set
of attributes and references; it defines neither proba-
bilistic dependencies nor CPTs. As in programming
languages, a PRM interface cannot be instantiated.
A PRM interface can be used to define dependen-
cies between classes using abstraction: given two
classes X and Y , if Y has an attribute depending on
an attribute of X , then the only information needed
is the type of X’s attribute. As a consequence, the





















Figure 5: Two implementations of an interface.
bilistic dependencies is composed of references and
attribute’s types.
Fig. 5 shows an example of an interface imple-
mentation, where the two classes BWPrinter and
ColorPrinter implement interface Printer (which is
no longer a class for this example). The Printer in-
terface defines the minimal set of attributes and ref-
erences any printer must declare: a reference to its
room, whether it has ink, paper and whether it is
working.
Fig. 5 is an alternative representation of classes
using a UML syntax. Such syntax is necessary to
point out attribute’s and reference’s types. It is more
concise than the traditional representation of PRMs,
i.e., the class dependency graph, see (Getoor et al.,
2007). As already said, when creating a class, there
is no need to know the dependency structure of the
other classes to which it is related: only attribute
and reference types are necessary for this task.
3.3 Multiple inheritance
Multiple inheritance is one of the major issues when
defining an object-oriented formalism. The problem
arises when diamond-shaped inheritance appears, as
illustrated in Fig. 6. An ambiguity results from how
the properties of class A are inherited by class D
since two distinct paths exist from A to D (through
B or C). Furthermore, if some properties of A are
overloaded in B and C, which one should be inher-
ited by D? Such issue can be dealt by using inter-




Figure 6: A diamond-shaped inheritance graph.
<state>works OK Broken malfunction
OK 1 0 0
NOK 0 1 1
Table 1: The CPT of BWPrinter.works cast descen-
dant which is of type state.
faces: since an interface only declares the existence
of properties, each class implementing a given inter-
face must declare and define itself those properties.
The major drawback of this approach is that there is
no reuse of properties definitions, i.e. there is code
duplication. Another solution consists of explicitly
declaring from which superclass a given property is
inherited. But this proves to be cumbersome and
bug prone. For this reason, we chose to use the
interface-based solution. In addition, the notion of
an interface is well suited for the PRM framework.
Note that a class can implement as many interfaces
as it designer wants to.
4 Attribute and reference overloading
In object-oriented programming languages, over-
loading is used to modify inherited properties. This
is exactly what PRM attribute overloading and ref-
erence overloading do. In section 3.1, we showed
how attribute overloading could be performed using
inheritance. Now, by adding attribute typing, it be-
comes possible to also overload attribute’s types.
4.1 Type overloading
People familiar with PRMs will remark that,
in Fig. 5, if a class has a dependency over
Printer.works it expects an attribute of type state
and defines its conditional probability tables accord-
ingly. However, connecting such a class to an in-
stance of BWPrinter results in an incoherent prob-
ability distribution since the attribute referenced is
of type malfunction. To fix this kind of problem we
need the concept of cast descendants.
Cast Descendants are automatically generated at-
tributes which are used to cast beliefs of an attribute
into one of its super type. By exploiting Domain
Generalization Functions (DGFs), it is possible to
use deterministic tables to obtain beliefs with the
correct domain size. Tab. 1 shows the conditional
probability table of BWPrinter.works cast descen-
dant, which casts type malfunction into type state.
Algorithm 1 illustrates more formally how cast de-
scendants are generated. The goal variable is the
overloaded type and a the attribute whose type is a
subtype of goal. The algorithm simply adds chil-
dren to a until the goal type is reached. Procedure
generateCastCPT() uses DGFs to generate deter-
ministic tables as shown in Table 1.
Data: Type goal, Attribute a
Type t = a.type;
Attribute current = a;
while t 6= goalType do
Attribute child = new Attribute();
child.type = t.super;





Algorithm 1: Cast descendant generation.
4.2 Reference overloading and instantiation
As seen previously, it is possible to define refer-
ences in classes as well as in interfaces. We have
shown how interfaces can be used to define proba-
bilistic dependencies and since we introduced class
inheritance and interface implementation, we can
obviously use reference overloading. Given two
classesX and Y , if Y is a subclass ofX and if there
exists a reference ρ in X referencing a class Z (or
an interface I), then Y can overload ρ with a refer-
ence referencing any subclass of Z (or referencing
any implementation of I).
Instantiating a reference amounts to linking it to
an instance of the correct class in a given system.
Given an instance x of class X and a reference x.ρ
referencing a class Z (or an interface I) x.ρ can
be instantiated in any instance of a subclass of Z
(or any instance of a class implementing I). Class
inheritance, interface implementation and cast de-
scendants guarantee the existence of attributes de-
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fined in a class (or interface) in any of its subclass
(or implementation), which is sufficient to ensure a
coherent probabilistic distribution.
5 Parfactor representation of PRMs
A large part of the statistical relational learn-
ing community has chosen first-order probabilis-
tic models as their main framework. Actually, the
only exact inference algorithm for first-order proba-
bilistic models is lifted probabilistic inference (de
Salvo Braz et al., 2005) and (Brian et al., 2008).
Parfactors are the common formalization used in
these approaches. It is important to note that, like
most first-order probabilistic models, parfactors are
more generic than PRMs: they can be used to repre-
sent complex systems impossible to represent using
PRMs. However, they are less suited for modeling
large-scale systems. Hence it is useful to be able to
express PRMs in such a formalism. We will give a
short definition of parfactors, or parametric factors,
as they are given in (Poole, 2003).
Definition 7 (Parfactor). A parfactor is a triple
〈C, V, t〉 where C is a set of constraints on param-
eters, V is a set of parametrized random variables
and t is a table representing a factor from random
variables of V to <+.
Algorithm 2 details formally how an attribute can
be converted into a set of parfactors. We will detail
Input: Class c, Attribute attr
Output: Parfactor fctr
Parfactor fctr;
Add a isA() constraint over c’s type;
Add a parametrized variable named by attr and prefixed
by attr’s type;
foreach parent prt of attr do
if prt not inA(c) then
Add a isA() constraint over prt’s class type;
foreach reference ρ in the slot chain from attr to
prt do
Add a relational constraints in fctr
matching ρ;
Add a isA() constraint over ρ range type;
end
end
Add a parametrized variable named by prt and
prefixed by prt’s type;
end
Copy in fctr’s table attr’s CPT;
return fctr
Algorithm 2: Parfactor generation of an at-
tribute.
this algorithm using attribute ColorPrinter.works of
Fig. 4(b). Since we represent PRMs, a parfactor’s
table will always be the conditional probability ta-
ble of an attribute. Classes and instances are rep-
resented as parameters of parametric random vari-
ables, which are the equivalent of attributes in the
PRM formalism. To ensure the exact representation
of the structure encoded by the classes of a PRM, it
is necessary to use two different types of constraints.
To represent classes, class inheritance and in-
terface implementation we will use isA()-like con-
straints (e.g. isAPrinter(X)). Relations can be ex-
pressed as binary constraints in which each param-
eter has a isA() constraint (e.g. room(X,R) ∧
isAPrinter(X) ∧ isARoom(R)). The Color-
Printer.works attribute in Fig. 4 can be represented
by the following parfactor:
〈 {isAColorPrinter(X) ∧ isARoom(Y )∧
isAPowerSupply(Z) ∧ room(X,Y ) ∧ power(Y,Z)},
{malfunction works(X), paperType hasPaper(X),
Boolean hasInk(X), state works(Z)}, t 〉
The first part of this parfactor is composed of type
constraints (isAColorPrinter(), isARoom() and is-
APowerSupply()) and relational constraints (room()
and power()). The second part contains the depen-
dencies of the parfactor, which are the parametrized
random variables malfunction works(X), pa-
perType hasPaper(X), Boolean hasInk(X) and
state works(Z). The Cartesian product of their
values is mapped to the values in t, which represent
the CPT of ColorPrinter.works.
The isA() constraints encode the inheritance
scheme of a PRM if, for each instance i of a sys-
tem, a grounded variable is declared for each type
of i, i.e. for all of its super classes and imple-
mented interfaces. For example, an instance colo-
ria of the ColorPrinter class will be represented
with the following grounded variables: isAColor-
Printer(coloria) and isAPrinter(coloria).
Finally, cast descendants can be represented by
including types names in the parametric variables
declarations. For example malfunction works(X)
stands for the attribute ColorPrinter.works of type
malfunction. Then, by generating parfactors for
each cast descendant, the constraints names will en-
sure the correct structure. For example, the cast de-
scendant ColorPrinter.works will be declared as:
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〈 {isAColorPrinter(X)}
{state works(X), malfunction works(X)}, t 〉
At first sight, such a representation seems cum-
bersome but it illustrates the expressive power of
parfactors and of first-order probabilistic models.
First-order logic can be used to express very com-
plex relations: only two types of constraints are nec-
essary to represent all the notions presented in this
paper. However such expressive power has a ma-
jor flaw as semantics and relations are hidden in
the mass of constraints declarations. When deal-
ing with large-scale systems, creating and maintain-
ing such knowledge base can be extremely diffi-
cult. PRMs with the strengthened object-oriented
aspect we proposed here are a proposition to man-
age such knowledge with a formalism less expres-
sive but much more scalable.
6 Conclusion
We proposed a strong object-oriented representation
of PRMs by introducing interfaces, attribute typing,
type inheritance, attribute and reference overload-
ing. Such notions strengthen the expressive power
of PRMs when dealing with structured and known
systems. In addition, we have shown how PRMs
with these features can easily be represented as par-
factors, closing a gap between PRMs and more re-
cent first-order probabilistic models. Strengthening
the object-oriented features of PRMs enables a bet-
ter representation of complex systems as well as
the creation of new models in fields such as trou-
bleshooting, reliability and risk management, where
such models were often difficult to represent until
now. Parfactors are used in the state-of-the-art lifted
probabilistic inferences. Enabling the expression of
PRM models into such formalisms will help com-
paring different first-order probabilistic implemen-
tations. However there is still room for improve-
ments, especially for the graphical representation of
PRMs and the implementation of user-friendly tools
for model design and maintenance. Finally, the per-
spective of exploiting hierarchical knowledge can
lead to new inference algorithms in PRMs.
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Acquisition and Computation Issues with NIN-AND Tree Models
Yang Xiang
University of Guelph, Canada
Abstract
Most techniques to improve efficiency of conditional probability table (CPT) acquisition
for Bayesian network (BN) can only represent reinforcing causal interactions. The non-
impeding noisy-AND (NIN-AND) tree is the first causal model that explicitly expresses
reinforcement, undermining, and their mixture, while its acquisition is of linear complexity.
We address three issues on acquisition and computation with these models. In particular,
we propose methods to improve computation of conditional probability from a model, to
improve the efficiency of CPT computation from these models, and to address NIN-AND
tree acquisition by elicitation of pairwise causal interactions.
1 Introduction
To acquire a BN, for each non-root node, a CPT
needs to be specified. When the BN is con-
structed along the causal direction, a CPT is
the distribution of an effect conditioned on its
n causes. In general, the complexity of CPT
assessment is exponential on n. A number of
techniques have been proposed to make the as-
sessment more efficient. Noisy-OR (Pearl, 1988)
is the most well known that reduces this com-
plexity to linear. A number of extensions have
also been proposed such as (Heckerman and
Breese, 1996; Galan and Diez, 2000; Lemmer
and Gossink, 2004). However, noisy-OR, noisy-
AND (Galan and Diez, 2000), as well as related
techniques, can only represent causal interac-
tions that are reinforcing (Xiang and Jia, 2007).
The NIN-AND tree (Xiang and Jia, 2007)
is a recently proposed technique for efficiently
modeling and acquiring CPT.1 It inherits the
reinforcing behavior of noisy-OR (Pearl, 1988).
It inherits some features of noisy-AND (Galan
and Diez, 2000) while moves away from its im-
peding behavior (see (Xiang and Jia, 2007)) to
allow modeling of undermining. It also inher-
its the flexibility of recursive noisy-OR (Lem-
mer and Gossink, 2004) to allow probabilities
1Being unaware of this work and its precursor (Xiang
and Jia, 2006), (Maaskant and Druzdzel, 2008) indepen-
dently presented special cases of NIN-AND tree models.
of multi-causal events as input. As the result,
NIN-AND tree provides the first causal model
that explicitly expresses reinforcing and under-
mining causal interactions, as well as their mix-
ture. Its acquisition involves elicitation of prob-
ability parameters whose number is linear on n,
and a tree topology whose size is linear on n.
This paper addresses three technical issues
regarding acquisition of NIN-AND tree models
and computations performed on them. First,
given an NIN-AND tree model for an effect
and some of its present causes, the probability
of the effect can be computed, conditioned on
that these causes are present and the remain-
ing causes are absent . We propose a new algo-
rithm to compute this probability from an NIN-
AND tree model, that improves upon the alter-
native in (Xiang and Jia, 2007). The new al-
gorithm takes advantage of minimal NIN-AND
tree models and enables more efficient CPT
computation.
Second, according to a method in (Xiang and
Jia, 2007), the exponential number of probabil-
ity parameters in a CPT can each be computed
from a suitable NIN-AND tree model. Although
all such models can be obtained by modifying a
common base model, an exponential number of
alternative NIN-AND tree models must be cre-
ated in the process. We propose a new method
that can directly compute all probability pa-
rameters of a CPT from the base model, sav-
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ing the computation of creating the exponential
number of NIN-AND trees.
Third, acquisition of the tree topology is a
critical step in specifying an NIN-AND tree
model. Three methods have been proposed: di-
rect specification (Xiang and Jia, 2007), two-
step menu selection (Xiang et al., 2009b), and
identification by pairwise causal interaction (Xi-
ang et al., 2009a). An expert-specified pairwise
causal interaction function may have no corre-
sponding NIN-AND tree model. We propose a
technique to address this issue.
In this paper, we focus on binary effect and
causes. For generalization of NIN-AND tree
models to multi-valued effect and cause vari-
ables, see (Xiang, 2010).
The remainder of the paper is organized as
follows: The background on NIN-AND tree
models is introduced in Section 2. Computa-
tion of conditional probability from an NIN-
AND tree model is addressed in Section 3. The
method for computing CPT without exponen-
tial generation of NIN-AND trees is presented in
Section 4. How to facilitate expert in NIN-AND
tree acquisition by pairwise causal interaction is
described in Section 5.
2 Background
This section is mostly based on (Xiang and Jia,
2007). An uncertain cause is a cause that can
produce an effect but does not always do so.
Denote a binary effect variable by e and a set of
binary cause variables of e by X = {c1, ..., cn}.
Denote e = true by e+ and e = false by e−.
Similarly, for each cause ci, denote ci = true by
c+i and ci = false by c
−
i . Denote the set of all
causes (including a leaky cause) of e by C.
A singular causal event refers to an event that
a cause ci caused its effect e to occur successfully
when all other causes of e are absent. Denote
this causal event by e+ ← c+i and its probability
by P (e+ ← c+i ). The singular causal failure
event, where e is false when ci is true and all
other causes of e are false, is denoted by e+ 6←
c+i . Denote the multi-causal event that a set
X = {c1, ..., cn} (n > 1) of causes caused e by
e+ ← c+1 , ..., c+n or e+ ← x+.
Causes reinforce each other if collectively they
are at least as effective in causing the effect
as some acting by themselves. If collectively
they are less effective, then they undermine each
other. For C = {c1, c2}, if c1 and c2 undermine
each other, all the following hold:
P (e+|c−1 , c−2 ) = 0, P (e+|c+1 , c−2 ) > 0, P (e+|c−1 , c+2 ) > 0,
P (e+|c+1 , c+2 ) < min(P (e+|c+1 , c−2 ), P (e+|c−1 , c+2 )).
Reinforcement and undermining occur between
individual as well as sets of variables. Variables
within each set can be reinforcing, while the sets
can undermine each other. Hence, Wi in Def. 1
is not necessarily a singleton.
Definition 1. Let R = {W1,W2, ...} be a parti-
tion of a set X of causes, R′ ⊂ R be any proper
subset of R, and Y = ∪Wi∈R′Wi. Sets of causes
in R reinforce each other, iff ∀R′ P (e+ ←
y+) ≤ P (e+ ← x+). Sets of causes in R un-
dermine each other, iff ∀R′ P (e+ ← y+) >
P (e+ ← x+).
Disjoint sets of causes W1, ...,Wm satisfy
failure conjunction iff e+ 6← w+1 , ..., w+m =
∧mi=1(e+ 6← w+i ). That is, collective failure is
attributed to individual failures. They also




+ 6← w+i ). Disjoint sets of
causesW1, ...,Wm satisfy success conjunction iff
e+ ← w+1 , ..., w+m = ∧mi=1(e+ ← w+i ). That is,
collective success requires individual effective-
ness. They also satisfy success independence iff
P (∧mi=1(e+ ← w+i )) =
∏m
i=1 P (e
+ ← w+i ).
Causes are reinforcing whenever they satisfy
failure conjunction and independence, and they
are undermining whenever they satisfy success
conjunction and independence. Hence, under-
+        ++        +
+        +           +e     c  ,...,c1           n
1 n
...
e     ce     c +        ++        +
+        +           +e     c  ,...,c1           n
1 n
...
e     ce     c
Figure 1: Direct (left) and dual (right) NIN-
AND gates
mining can be modeled by a direct NIN-AND
gate (Fig. 1, left), and reinforcement by a dual
NIN-AND gate (right). Complex mixture of re-
inforcement and undermining can be modeled
by an NIN-AND tree defined below.
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Definition 2. An NIN-AND tree T is a directed
tree for effect e and a set X = {c1, ..., cn} of
occurring causes.
1. There are two types of nodes, event nodes
(a black oval of in-degree ≤ 1 and out-
degree ≤ 1) and gate nodes (a NIN-AND
gate) of in-degree ≥ 2 and out-degree 1.
2. There are two types of links, each connect-
ing an event and a gate along input-to-
output direction of gates, forward links (a
line) and negation links (with a white oval
at gate end).
3. Each terminal node is an event labelled by a
causal event e+ ← y+ or e+ 6← y+. There
is a single leaf (no child) with y+ = x+,
connecting to the leaf gate. For each







= ∅ for j 6= k, and ⋃i y+i = x+.
4. For inputs to a direct gate g, each is either
connected by a forward link to a node la-
belled e+ ← y+, or by a negation link to a
node labelled e+ 6← y+. Gate g outputs by a
forward link to a node labelled e+ ← ∪iy+i .
5. For inputs to a dual gate g, each is either
connected by a forward link to a node la-
belled e+ 6← y+, or by a negation link to a
node labelled e+ ← y+. Gate g outputs by a
forward link to a node labelled e+ 6← ∪iy+i .
Fig. 2 shows an NIN-AND tree, where X =
{c1, ..., c5}. The leaf gate g1 is dual, and so is g3.
The remaining gates are direct. Causes c2 and
c5 are undermining each other, but they rein-
force c3 (and vice versa). Collectively, the three
undermines c4. The four of them reinforces c1.
A root node may be labelled by a singular or
multi-causal event. In this paper, we assume
that it is singular. When we refer to a node in
T by v, we overload the symbol v to refer also
to the causal event that labels the node.
Definition 3. An NIN-AND tree model M is a
quadruple (X, e, T, B). X is a set of uncertain
causes of effect e. T is an NIN-AND tree for e
and X. B is a set of parameters, one for each
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Figure 2: An NIN-AND tree
For a root v in T , when parameter B(v) < 1,
it represents probability P (v). When B(v) = 1,
it plays a special role to be described below. T
is a full NIN-AND tree if X = C, otherwise T is
partial. ModelM is defined to be full or partial
similarly.
Model M = (X, e, T,B) can be obtained by
eliciting tree T plus |X | singular causal proba-
bilities. Probability P (e+|x+, y−), where C =
X ∪ Y and X ∩ Y = ∅, can then be derived as
P (e+ ← x+).
Definition 4. An NIN-AND tree T is minimal
if, whenever a gate g feeds directly into another
gate g′, the types (direct or dual) of g and g′
differ.
The NIN-AND tree in Fig. 2 is minimal.
Model M = (X, e, T,B) is minimal if T is min-
imal.
3 Probability of Leaf Causal Event
Algorithm 1 below computes probability of the
leaf event of a minimal NIN-AND tree model
M . All nodes mentioned are event nodes. We
refer to the number of gate nodes from an event
node v to the leaf as the level of v. If event node
w feeds into a gate that connects to event node
v, we simply refer to w as the parent of v.
Algorithm 1. GetLeafEventProb(M)
Input: A minimal NIN-AND tree model M ;
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1 for each non-root node v, set B(v) = 1;
2 L = max level of any root in T ;
3 for lev = L− 1 to 0, do
4 for each non-root node v at level lev, do
5 for each parent w of v, do
6 if w is a root, B(v) = B(v) ∗B(w);
7 else if B(w) < 1,
8 B(v) = B(v) ∗ (1−B(w));
9 return B(x) where x is the leaf;
Consider model M = (X, e, T,B), where T is
shown in Fig. 2 and B is defined as follows:
P (e+ 6← c+1 ) = 0.2, P (e+ ← c+2 ) = 0.85,
P (e+ 6← c+3 ) = 0.3, P (e+ ← c+4 ) = 0.65,
P (e+ ← c+5 ) = 0.75
GetLeafEventProb(M) returns P (e+ 6←
c+1 , ..., c
+
5 ) = 0.0841375, that is, P (e
+ ←
c+1 , ..., c
+
5 ) = 0.9158625.
The following proposition shows that if all
parameters in M are root event probabilities,
GetLeafEventProb(M) computes the leaf event
probability exactly.
Proposition 1. Let M be a minimal NIN-
AND tree model with the leaf node x and with
B(v) = P (v) < 1 for each root v. Then B(x)
returned from GetLeafEventProb(M) is equal
to P (x) as determined by root event probabili-
ties and causal interactions encoded in the tree
topology of M .
Proof: We prove by induction on the maximal
level L of any root. If L = 1, all parents of the
leaf x are roots. The loop beginning at line 3
iterates exactly once and so does the loop at line
4 (relative to x). Each parent w of leaf x has
B(w) = P (w) from specification of M . Hence,
we have B(x) =
∏
w P (w) from line 6. Since
each P (w) < 1, we have B(x) < 1.
If the leaf gate g is direct, by Def. 2 (4), each
w is a causal success and so is x. T implies that
causes satisfy success conjunction and indepen-
dence. Hence, B(x) correctly models their un-
dermining relation, and B(x) = P (x). If g is
dual, by Def. 2 (5), each w is a causal failure
and so is x. T implies that causes satisfy fail-
ure conjunction and independence. Hence, B(x)
correctly models their reinforcing relation, and
B(x) = P (x).
Assuming that the proposition holds with
L ≤ k for k ≥ 1, consider the case L = k + 1.
Let y be a node at level 1. If y is a root, we
have B(y) = P (y) from specification of M .
If y is a non-root, it defines a subtree T ′
of T with the leaf being y, and a correspond-
ing submodel M ′. The loop at line 3 iter-
ates k+1 times duringGetLeafEventProb(M).
The computation in the first k iterations that
involves nodes in T ′ is exactly the same compu-
tation performed by GetLeafEventProb(M ′).
Since for M ′, L′ ≤ k, by inductive hypothe-
sis, B(y) returned by GetLeafEventProb(M ′)
is exactly P (y). Hence, at the end of k’th iter-
ation during GetLeafEventProb(M), we have
B(y) = P (y) < 1.
The above argument holds for each node y at
level 1. At the k+1’th iteration (loop at line 3)
of GetLeafEventProb(M), node v is the leaf
x. If y is a root, B(y) affects B(x) through line
6. This is correct since y and x are either both
causal successes or both causal failures. If y is
a non-root, since B(y) < 1, test in line 7 will
succeed, and B(y) affects B(x) through line 8.
This is correct sinceM is minimal. Either y is a
causal failure and x is a causal success, or y is a
causal success and x is a causal failure. Hence,
B(x) is computed by the correct product ac-
cording to the type of leaf gate (and its implied
causal interaction), and we have B(x) = P (x).
2
Computation of leaf event probability is an
essential component of NIN-AND tree model-
ing. The algorithm above improves upon that
in (Xiang and Jia, 2007). It takes advantage of
a minimal model, while the latter does not. It
is iterative while the latter is recursive. Hence,
when the number of input events of a gate is
upper bounded, its complexity is O(n), while
that of the latter is O(n2). This saving is am-
plified during CPT computation, as it needs to
be preformed O(2n) times, as shown below.
4 CPT Computation without
Model Regeneration
NIN-AND tree models can be used to acquire a
CPT P (e|C) efficiently. As proposed in (Xiang
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and Jia, 2007), the model M = (C, e, T, B) is
elicited first, from which P (e+|c+) can be com-
puted as P (e+ ← c+). For each P (e+|x+, y−),
where X ⊂ C and Y = C \ X , a model
M ′ = (X, e, T ′, B′) is created by modifying T
into T ′. The modification involves removing
roots corresponding to absent causes as well
as downstream event and gate nodes, and ar-
rives at a significantly different tree structure.
P (e+|x+, y−) is then computed from M ′ as
P (e+ ← x+). Hence, this method requires gen-
eration of O(2|C|) NIN-AND tree models M ′.
For instance, suppose C = {c1, ..., c5}
and T is as shown in Fig. 2. To com-







5 ), T is modified by deleting event
node e+ ← c+4 and gate g2 to create T ′ as shown
in Fig. 3 (a). T ′ is not minimal. To use the
equivalent minimal NIN-AND tree, the model





e     c+        +1
(a)
+        +     +     +     +e     c , c , c  , c1     2     3      5
5
+        +e     c
+        +     +
2     5   e     c , c 
(b)
e     c , c 2     5   
+        +     +
e     c+        +5
e     c+        +3
+        +     +     + 
2     3     5e     c , c , c 
+        +     +     +     +e     c , c , c  , c1     2     3      5
g1
2e     c
+        +
2e     c
+        +
e     c+        +1
e     c+        +3
Figure 3: NIN-AND trees modified from Fig. 2
when c4 is absent
We propose an alternative method below for
CPT computation which does not require gen-
eration of an exponential number of models.
Algorithm 2. GetCPTByNinAndTree(M)
Input: A minimal, full NIN-AND tree modelM ;
1 M’ = M;
2 P (e+|c+) = GetLeafEventProb(M ′);
3 P (e+|c−) = 0;
4 for each non-empty X ⊂ C, do
5 Y = C \X;
6 for each root v in T , do
7 if causal event at v involves z ∈ X,
8 set B′(v) = B(v);
9 else set B′(v) = 1;
10 P (e+|x+, y−) = GetLeafEventProb(M ′);
11 return P (e+|C);
GetCPTByNinAndTree(M) uses a dupli-
cated model M ′ of M for computing all proba-
bilities in P (e+|C). P (e+|c+), where all causes
are present, is derived from unmodified M ′.
P (e+|c−), where all causes are absent, is triv-
ially set, as C is the entire set of causes of e.
All other probabilities in P (e+|C) are in the
form P (e+|x+, y−), and are computed by the
loop started in line 4, one per iteration. In the
iteration relative to a given P (e+|x+, y−), the
potential for each root inM ′ is reset by the loop
started in line 6. For each root whose causal
event concerns the cause z, if x+ includes z,
the potential associated with the root is set to
the potential in the corresponding root in M .
Otherwise, y− must include z, and the potential
of the root is set to 1. We consider the effect of
this assignment below.
According to Algorithm 1, root potentials are
not modified. From line 6 of Algorithm 1, if the
potential of a root v is 1, it has no impact to
the potential of its child node, and hence has no
impact to the value of P (e+|x+, y−). When a
cause z is included in y−, it is absent. Hence,
this is exactly the effect expected.
Furthermore, consider the child node u of the
root v. If all its parents of u are roots like v,
B(u) will remain at the value 1 due to line 1 of
Algorithm 1. Hence, B(u) will have no impact
to the value of P (e+|x+, y−). This is exactly
the effect expected when causes appearing up-
stream to u are all absent.
On the other hand, if any root parent w of
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u involves a cause z that is included in x+, it
must be the case B(w) < 1 (Algorithm 2, line
8). By line 6 of Algorithm 1, B(w) affects B(u)
correctly as a factor.
By an inductive argument, any non-root w
with ancestors that involve causes in x+, it must
be the case B(w) < 1. By lines 7 and 8 of
Algorithm 1, B(w) will affect B(u) correctly as
a factor, where u is the child of w. This leads
to the following theorem whose proof can be
phrased based on the above analysis.
Theorem 1. Let M be a minimal, full NIN-
AND tree model with B(v) = P (v) < 1 for each
root v. Then P (e+|C) returned by GetCPT-
ByNinAndTree(M) is exact relative to root event
probabilities and causal interactions encoded in
the tree topology of M .
Note that GetCPTByNinAndTree(M)
needs only modify the root potentials of M ′ for
the computation of each P (e+|x+, y−). Hence,
the computation to generate an exponential
number of NIN-AND tree models is saved
without affecting exactness.
5 Tree Structure Acquisition by
Pairwise Causal Interaction
To acquire a minimal NIN-AND tree model
M = (C, e, T, B), the tree structure T must
be obtained. It has been shown (Xiang et al.,
2009a) that T defines a pairwise causal inter-
action function pci from pairs of distinct causes
{ci, cj} ⊂ C, where i 6= j, to the set {rif, udm},
where rif stands for reinforcing and udm stands
for undermining. Table 1 shows an example.
Table 1: The pci function defined by NIN-AND
tree in Fig. 2
ci cj pci(ci, cj) ci cj pci(ci, cj)
c1 c2 rif c2 c4 udm
c1 c3 rif c2 c5 udm
c1 c4 rif c3 c4 udm
c1 c5 rif c3 c5 rif
c2 c3 rif c4 c5 udm
Furthermore, for |C| ≤ 10, it has been com-
putationally verified (Xiang et al., 2009a) that,
the pci function of T is unique among pci func-
tions of alternative minimal NIN-AND trees
over C and e. Therefore, given the pci func-
tion of T , the tree structure can be identified
uniquely. For instance, given Table 1, Fig. 2
is the unique full minimal NIN-AND tree. This
fact suggests that, instead of eliciting T directly
from expert, it can be obtained alternatively by
eliciting the corresponding pci function. Denote
n = |C|, the number of pairwise causal interac-
tions to be elicited is n(n−1)/2. We investigate
this approach below.
First of all, does every pci function corre-
spond to a NIN-AND tree? Since given n = |C|,
the number of pairwise causal interactions is
n(n− 1)/2, the number of alternative pci func-
tion for n causes is 2n(n−1)/2.
On the other hand, every NIN-AND tree de-
fines the same pci function as its minimal NIN-
AND tree. Hence, it is sufficient to count the
number of minimal NIN-AND trees. Unfortu-
nately, no closed formula is known for the num-
ber of minimal NIN-AND trees over n causes.
Instead, the number can be obtained by enu-
meration of minimal NIN-AND trees given n
(Xiang et al., 2009b; Xiang et al., 2009a).
Table 2 compares the number of alternative
pci functions and that of minimal NIN-AND
trees given n. The rows are indexed by n. The
second column lists the number of pci functions.
The third column lists the number of minimal
NIN-AND trees. The last column is the ratio of
the number in the second column over that in
the third column.
Table 2: Comparison of the number of pci func-
tions and that of minimal NIN-AND trees
n No. pci func No. trees Ratio
3 8 8 1
4 64 52 1.2
5 1024 472 2.2
6 32768 5504 6
7 2097152 78416 26.7
8 268435456 1320064 203
9 68719476736 25637824 2680
We refer to a pci function that can be imple-
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mented by an NIN-AND tree as feasible. Oth-
erwise, it is infeasible. Hence, Table 2 shows
that other than n = 3, there are more infea-
sible pci functions than feasible ones. It fol-
lows that in acquisition of an NIN-AND tree by
elicitation of the corresponding pci function, an
expert could specify an infeasible pci function.
This could happen for at least two reasons. The
expert could misspecify some pairwise interac-
tion (human error), or the specified function is
not expressible by an NIN-AND tree model.
From the human error perspective, having
more infeasible pci functions is desirable, be-
cause a misspecified pci function can thus be
detected rather than being regarded as feasible
and causing an unintended NIN-AND tree to be
returned unnoticed.
Furthermore, as n grows, the ratio between
number of pci functions and number of minimal
NIN-AND trees grows very rapidly. This is also
desirable because, as n grows, a misspecified pci
function is even more likely to be detected. This
counter-balances the increased chance of human
error due to the increased number of pairwise
causal interactions to be elicited as n grows.
Next, we consider what an NIN-AND tree ac-
quisition software should do when expert spec-
ifies an infeasible pci function. Rejecting the
function is a simple measure. However, it would
be more helpful to assist expert in correcting
the mistake in the case of human error, and in
providing an approximation in the case of inex-
pressibility. We propose such a method below.
Definition 5. Let C be a set of causes and Pci
be a pci function over C. Let ρ be an ordering of
pairs of causes in C. Let Pciρ be the sequence
of Pci values ordered according to ρ. Let BPciρ
be the binary string obtained from Pciρ by re-
placing each rif value with 1 and each udm value
with 0. Then BPciρ is the binary string expres-
sion of Pci relative to ordering ρ.
Definition 6. Let C be a set of causes, and Pci
and Pci′ be two pci functions over C. Let BPciρ
and BPci′ρ be the binary string expressions of
Pci and Pci′, relative to ordering ρ of causes
in C. Then the following sum is the distance





where BPciρ[i] refers to the ith bit of BPciρ.
Definition 7. Let Pci be a pci function over
C. The minimum distance of Pci from feasible




where PciT is the pci function defined by an
NIN-AND tree T .
Note MinDist(Pci) = 0 if Pci is feasible.
Otherwise, we have MinDist(Pci) > 0, and
there exists a set of minimal NIN-AND trees
whose pci functions differ from Pci by distance
MinDist(Pci). When an expert-specified Pci
is detected as infeasible, we propose to return
in response either this set of minimal NIN-AND
trees or the pairwise interactions implied by
them with those interactions that differ from
Pci highlighted. This response should be useful
for interactive error correction by expert and for
choosing the best approximate NIN-AND tree.
For example, suppose that expert speci-
fied the pci function in Table 1 with an er-
ror pci(c2, c4) = rif . The resultant func-
tion Pci is infeasible. It can be shown that
MinDist(Pci) = 1 and there are six minimal
NIN-AND trees whose pci functions differ from
Pci by distance 1. One of them is Fig. 2.
We exhaustively tested all pci functions for
4 ≤ n ≤ 7 (Test for n = 7 took about 50 hours
on a 8-core workstation). For each n value, we
define the followingmaximal minimum distance
between individual pci function and feasible pci




where Pci is a pci function over n causes. Ta-
ble 3 shows this distance for 4 ≤ n ≤ 7.
This result shows that for n = 7, if a func-
tion Pci is infeasible, a minimal NIN-AND tree
exists whose pci function differs from Pci by
no more than four pairwise causal interactions.
288 Xiang
Table 3: Maximal minimum distance between
individual pci function and feasible ones
n 4 5 6 7
MaxMinDist(n) 1 2 2 4
Our experiments also show that for many in-
feasible pci functions, a minimal NIN-AND tree
exists whose pci function differs from the infea-
sible pci function by one pairwise interaction.
For an infeasible pci function Pci, there ex-
ist generally multiple minimal NIN-AND trees
whose pci functions differ from Pci by distance
MinDist(Pci). We define the maximum num-
ber of minimum distance trees for pci functions




where Pci is a pci function over n causes, and
MinDistTree(Pci) is the set of minimal NIN-
AND trees whose pci functions differ from Pci
by distance MinDist(Pci). Table 3 shows this
number for 4 ≤ n ≤ 7.
Table 4: Maximum number of minimum dis-
tance trees for pci functions over n causes
n 4 5 6 7
MaxNumMinDistTree(n) 6 10 15 49
Our experiments also show that for many in-
feasible pci functions, |MinDistTree(Pci)| is a
small number (less than 10).
These results suggest that acquisition of min-
imal NIN-AND trees through elicitation of pci
function is feasible.
6 Conclusion
We presented an algorithm that improves the
efficiency for computing conditional probability
from an NIN-AND tree model. We proposed an-
other algorithm that computes CPT from a full
minimal NIN-AND tree model without having
to generate an exponential number of models.
Finally, we presented a technique that allows
interactive acquisition of NIN-AND trees from
pairwise causal interactions.
Future work includes suitability of NIN-AND
trees as approximations of arbitrary CPTs,
their exploitation in inference, human acquisi-
tion testing, and acquisition from learning.
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