We study pregroup grammars with letter promotions p (m) ⇒ q (n) . We show that the Letter Promotion Problem for pregroups is solvable in polynomial time, if the size of p (n) is counted as |n| + 1. In Mater and Fix (2005) [13], the problem is shown to be NP-hard, but their proof assumes the binary (or decimal, etc.) representation of n in p (n) , which seems less natural for applications. We reduce the problem to a graph-theoretic problem, which is subsequently reduced to the emptiness problem for context-free languages. As a consequence, the following problems are in P: the word problem for pregroups with letter promotions and the membership problem for pregroup grammars with letter promotions. We also prove that pregroup grammars with letter promotions are equivalent to contextfree grammars. At the end, we obtain similar results for letter promotions with unit.
Pregroups, introduced in Lambek [10] , are ordered algebras (M, , ·, l, r, 1) such that (M, , ·, 1) is a partially ordered monoid (hence · is monotone in both arguments), and l, r are unary operations on M, fulfilling the following conditions: This terminology is borrowed from category theory; adjoint functors display a similar behavior.
The following laws are valid in pregroups:
(ab) 
We prove the first equation in (4) . By (1) 
holds in all commutative pregroups, so they are commutative partially ordered groups. So pregroups are a generalization of partially ordered groups. Pregroups are more suitable for linguistic purposes than groups for several reasons. For instance, modifiers, e.g. adverbs, prepositional phrases, are assigned types of the form X X l and X r X in pregroups, which correspond to X X −1 and X −1 X in groups. Since X X −1 = X −1 X = 1 in groups, then a phrase of the latter type(s) could always be inserted (removed) in (from) any place in the sentence -a linguistic nonsense. Lambek [10] (also see [11, 12] ) proposes (free) pregroups as a computational machinery for lexical grammars, alternative to the Lambek calculus. The latter is widely recognized as a basic logic of categorial grammars [2, 3] ; linguists usually employ the system L of the Lambek calculus, which is complete with respect to residuated semigroups (it is weaker than L*).
The logic of pregroups is called Compact Bilinear Logic (CBL). It arises from Bilinear Logic (Noncommutative MLL)
by collapsing 'times' and 'par'. CBL is stronger than L*; (p/((q/q)/p))/p p is valid in pregroups but not in residuated monoids [4] , whence it is provable in CBL, but not in L*. By the same example, CBL is stronger than Bilinear Logic, since the latter is a conservative extension of L*.
Let M be a pregroup. For a ∈ M, one defines a (n) as follows: a (0) = a; if n < 0, then a (n) = a l...l (l is iterated |n| times); if n > 0, then a (n) = a r...r (r is iterated n times). The following laws can easily be proved:
a (m) (n) = a (m+n) , for all m, n ∈ Z,
a b iff a (n) b (n) , for all even n ∈ Z,
where Z denotes the set of integers. CBL can be formalized as follows (after [10] , we admit a finite number of non-lexical assumptions p ⇒ q, which express some subtyping relations). Let (P , ) be a nonempty finite poset. Elements of P are called atoms. Terms are expressions of the form p (n) such that p ∈ P and n is an integer. One writes p for p (0) . Types are finite strings of terms. Terms are denoted by t, u and types by X, Y , Z . The relation ⇒ on the set of types is defined by the following rules:
X, p (n) , Y ⇒ X, q (n) , Y , if p q, for even n, and q p, for odd n, called Contraction, Expansion, and Poset rules, respectively (the latter are called Induced Steps in Lambek [10] ). To be precise, ⇒ is the reflexive and transitive closure of the relation defined by these rules. The pure CBL is based on a trivial poset (P , =).
An assignment in a pregroup M is a mapping μ :
Clearly any assignment μ is uniquely extendable to a homomorphism of the set of types into M; one sets μ( )
The following completeness theorem is true: X ⇒ Y holds in CBL if and only if, for any pregroup M and any assignment μ of P in M, μ(X) μ(Y ) [4] . Our Theorem 1 yields a stronger completeness result.
A pregroup grammar assigns a finite set of types to each word from a finite lexicon Σ . Then, a nonempty string v 1 
These examples come from [10] . The book [12] offers much more examples and references to other works on pregroup grammars. Let us consider a sentence 'Alice likes everybody'. Assume n is a type of name. Then we can add an assumption n π 3 . 'Alice likes everybody' can be parsed as:
Let us assume p i is a type of a participle. Then 'He was seen' can be parsed as:
A pregroup grammar is formally defined as a quintuple G = (Σ, P , I, s, R) such that Σ is a finite alphabet (lexicon), P is a finite set (of atoms), s is a designated atom (the principal type), I is a finite relation between elements of Σ and types on P , and R is a partial ordering on P . One writes p q for pRq, if R is fixed. The language of G, denoted L(G), consists of all strings x ∈ Σ + such that G assigns type s to x (see the above paragraph). Pregroup grammars are weakly equivalent to -free context-free grammars [4] ; hence, the former provide a lexicalization of the latter.
As shown in [1] , every pregroup grammar can be fully lexicalized; there exists a polynomial time transformation which transforms any pregroup grammar to an equivalent pregroup grammar on a trivial poset (P , =). Actually, an exponential time procedure is quite obvious: it suffices to apply all possible (POS)-transitions to the lexical types in I [6] . Lambek [10] proves a normalization theorem for CBL (also called: Lambek Switching Lemma). One introduces new rules:
if either n is even and p q, or n is odd and q p. These rules are called Generalized Contraction and Generalized Expansion, respectively. Clearly they are derivable in CBL: (GCON) amounts to (POS) followed by (CON), and (GEXP) amounts to (EXP) followed by (POS). Lambek's normalization theorem states: if X ⇒ Y in CBL, then there exist types Z , U such that X ⇒ Z , by a finite number of instances of (GCON), Z ⇒ U , by a finite number of instances of (POS), and U ⇒ Y , by a finite number of instances of (GEXP). Consequently, if Y is a term or Y = , then X ⇒ Y in CBL if and only if X can be reduced to Y without (GEXP) (hence, by (CON) and (POS) only). The normalization theorem is equivalent to the cut-elimination theorem for a sequent system of CBL [5] . Below we prove Theorem 2 which strengthens Lambek's result.
We show that this yields the polynomial time complexity of the provability problem for CBL [4, 5] . For any type X , define X l and X r as follows:
for α ∈ {l, r}, where t α is defined according to (7):
. In CBL the following equivalences hold: be reduced to by a finite number of instances of (GCON). An easy modification of the CYK-algorithm for context-free grammars yields a polynomial time algorithm, solving this problem (also see [14] ). Furthermore, every pregroup grammar can be transformed into an equivalent context-free grammar in polynomial time [4, 6] .
Francez and Kaminski [7] show that pregroup grammars augmented with partial commutation can generate some noncontext-free languages; this also holds for tupled pregroup grammars of Stabler [22] and product pregroup grammars [9] .
We have formalized CBL with special assumptions. Assumptions p q in nontrivial posets express different forms of subtyping, as shown in the above examples.
It is interesting to consider CBL enriched with more general assumptions. Mater and Fix [13] show that CBL enriched with finitely many assumptions of the general form X ⇒ Y can be undecidable (the word problem for groups is reducible to systems of that kind). For assumptions of the form t ⇒ u (called letter promotions) they prove a weaker form of Lambek's normalization theorem for the resulting calculus (for sequents X ⇒ only).
A complete system of CBL with letter promotions is obtained by modifying (POS) to the following Promotion Rules:
The Letter Promotion Problem for pregroups (LPPP) is the following: given a finite set R of letter promotions and terms t, u, verify whether t ⇒ u in CBL enriched with all promotions from R as assumptions.
To formulate the problem quite precisely, we need some formal notions. Let R denote a finite set of letter promotions.
We write R CBL X ⇒ Y , if X can be transformed into Y , using finitely many instances of (CON), (EXP) and (PRO), restricted to the assumptions from R. Now, the problem under consideration amounts to verifying whether R CBL t ⇒ u, given R, t, u.
Since the formalism is not based on any fixed poset, we have to explain what are atoms (atomic types). We fix a denumerable set P of atoms. Terms and types are defined as above. P (R) denotes the set of atoms appearing in assumptions from R. By an assignment in M we now mean a mapping μ : P → M. We prove a standard completeness theorem. 
Mater and Fix [13] claim that LPPP is NP-complete. Actually, their paper only provides a proof of NP-hardness; even the decidability of LPPP does not follow from their results.
The NP-hardness is proved by a reduction of the following Subset Sum Problem to LPPP: given a nonempty finite set In linguistic applications, it is more likely that R contains many promotions p (m) ⇒ q (n) , but all integers in them are relatively small. In Lambek's original setting, these integers are equal to 0. It is known that in pregroups: a a ll iff a is surjective (i.e. ax = b has a solution, for any b), and a ll a iff a is injective (i.e. ax = ay implies x = y) [4] . One can postulate these properties by promotions:
Let n be the atomic type of negation 'not', then nn ⇒ expresses the double negation law on the syntactic level, and this promotion is equivalent to n ⇒ n (−1) . All linguistic examples in [10, 12] use at most three (usually, one or two) iterated left or right adjoints. Accordingly, binary encoding does not seem very useful for such applications.
It seems more natural to look at p (n) as an abbreviated notation for p l...l or p r...r , where adjoints are iterated |n| times, and take |n| + 1 as the proper complexity measure of this term. Under this proviso, we prove below that LPPP is polynomial time decidable. As a consequence, the provability problem for CBL with letter promotions has the same complexity. Accordingly, we prove the decidability of both problems, and the polynomial time complexity of them (under the proviso). It confirms a final remark from [13] : "Though allowing general letter promotions make the word problem for pregroups NP-hard, there may be algorithms that work well in practice. " We also prove that pregroup grammars with letter promotions are weakly equivalent to ( -free) context-free grammars, which strengthens a result of [4] for pregroup grammars. At the end, we obtain analogous results for more general letter promotions, admitting promotions p (n) ⇒ and ⇒ p (n) ; they come from the PhD thesis [15] , and all other results are due to the first two authors.
Oehrle [17] and Moroz [16] provide some cubic parsing algorithms for pregroup grammars (the former uses some graphtheoretic ideas; the latter modifies Savateev's algorithm for the unidirectional Lambek grammars [20] ). These algorithms can be adjusted for pregroup grammars with letter promotions [15] , but we skip this matter here.
Although assumptions of a more general form can be useful in NLP (they can express restricted commutativity or contraction for certain special types), it is not easy to find linguistic applications of letter promotions (different from Lambek's poset arrows p ⇒ q), which postulate some natural subtyping properties. One of the reasons is that single adjoint types p (n) , with n = 0, are never assigned to expressions of main syntactic categories, at least in the works of Lambek and his collaborators. Letter promotions may, however, be justified from a more theoretical perspective, involving cancellation grammars.
By a cancellation grammar we mean a tuple G = (Σ, V , X, R, I) such that Σ is a finite (terminal) alphabet, V is a finite (auxiliary) alphabet, disjoint with Σ , X ∈ V * , R is a finite set of cancellation rules of the form A, B ⇒ , A ⇒ B, where A, B ∈ V , and I is a mapping which assigns a finite set of strings on V to any element of Σ . We say that G assigns a string Y ∈ V * to a string a 1 . . . a n on Σ (a i ∈ Σ ), if there exist strings Y i ∈ I(a i ), 1 i n, such that the string Y 1 · · · Y n reduces to Y by a finite number of applications of rules from R. The language of G, denoted L(G), is the set of all strings Z ∈ Σ + which are assigned X by G (thus X plays the part of the principal type).
Clearly the pregroup grammars of Lambek [10] are a special kind of cancellation grammars.
is the set of all terms appearing in I , and R consists of all generalized contractions tu ⇒ and induced steps t ⇒ u, for t, u ∈ T (G). Also pregroup grammars with letter promotions can be represented in this form; see Section 4. On the other hand, an arbitrary cancellation grammar can be naturally simulated by a pregroup grammar with letter promotions p ⇒ q (−1) , for any cancellation rule p, q ⇒ , and letter promotions p ⇒ q, identical to the corresponding rules from R.
For instance, the simple cancellation grammar with Σ = {a, b}, V = {A, B}, X = (recall that X is the principal type), R = {A, B ⇒ }, I(a) = {A}, I(b) = {B} generates the Dyck language on {a, b}. The corresponding pregroup grammar admits one letter promotion A ⇒ B (−1) . Lambek [12] . More generally, if one wants to contract an atom p with an atom q on the right (resp. on the left), then one may stipulate p, q ⇒ (resp. q, p ⇒ ) as a new promotion, equivalent to a letter promotion; a single atom p can be contracted with several q i . It seems that the framework of cancellation grammars, corresponding to pregroup grammars with letter promotions, may be more flexible in NLP than the original framework of pregroup grammars.
The normalization theorem
We provide a full proof of the Lambek-style normalization theorem for CBL with letter promotions, which yields a simpler formulation of LPPP.
We write t ⇒ R u, if t ⇒ u is an instance of (PRO), restricted to the assumptions from R ( X, Y are empty). We write
R is the reflexive and transitive closure of ⇒ R .
We introduce derivable rules of Generalized Contraction and Generalized Expansion for CBL with letter promotions.
These rules are derivable in CBL with assumptions from R, and (CON), (EXP) are special instances of them. We also treat any iteration of (PRO)-steps as a single step:
The following normalization theorem has been proved in [13] , for the particular case Y = : if X ⇒ is provable, then X reduces to by (GCON-R) only. This easily follows from Theorem 2 and does not directly imply the forthcoming Lemma 1. Here we prove the full version (this result is essential for further considerations).
Theorem 2. If R CBL X ⇒ Y , then there exist Z , U such that X ⇒ Z by a finite number of instances of (GCON-R), Z ⇒ U by a finite number of instances of (PRO-R), and U ⇒ Y by a finite number of instances of (GEXP-R).
Proof. By a derivation of X ⇒ Y in CBL from the set of assumptions R, we mean a sequence X 0 , . . . , X k such that X = X 0 , Y = X k and, for any i = 1, . . . ,k, X i−1 ⇒ X i is an instance of (GCON-R), (GEXP-R) or (PRO-R); k is the length of this derivation. We show that every derivation X 0 , . . . , X k of X ⇒ Y in CBL from R can be transformed into a derivation of the required form (a normal derivation) whose length is at most k. We proceed by induction on k.
For k = 0 and k = 1 the initial derivation is normal; for k = 0, one takes X = Z = U = Y , and for k = 1, if X ⇒ Y is an instance of (GCON-R), one takes Z = U = Y , if X ⇒ Y is an instance of (GEXP-R), one takes X = Z = U , and if X ⇒ Y is an instance of (PRO-R), one takes X = Z and U = Y .
Assume k > 1. The derivation X 1 , . . . , X k is shorter, whence it can be transformed into a normal derivation
. . , Y l is a derivation of X ⇒ Y of length less than k, whence it can be transformed into a normal derivation, by the induction hypothesis. So assume l = k. We proceed with case analysis.
. We consider two subcases. Case 3. X 0 ⇒ X 1 is an instance of (PRO-R), say X 0 = Ut V , X 1 = U uV and t ⇒ * R u. We consider two subcases. Proof. The 'if' part is obvious. The 'only if' part employs Theorem 2. Assume R CBL t ⇒ u. There exists a normal derivation of t ⇒ u from R. The first step of this derivation cannot be (GCON-R), whence (GCON-R) is not applied at all; the last step cannot be (GEXP-R), whence (GEXP-R) cannot be applied at all. Consequently, each step of the derivation is a (PRO-R)-step (with X, Y empty). Whence the derivation reduces to a single (PRO-R)-step. This yields t ⇒ * R u. 2
. . , Y l can be transformed into a shorter derivation: drop the first application of (PRO-R), derive Y 1 , . . . , Y i−1 in which the designated occurrences of u are replaced by t, derive Y i by a (GCON-R)-step of the form T , t, q (n+1) , W ⇒ T , W , and continue Y i+1 , . . . , Y l . We apply the induction hypothesis. (II)
Accordingly, LPPP amounts to verifying whether t ⇒ * R u, for any given R, t, u.
LPPP and weighted graphs
We reduce LPPP to a graph-theoretic problem. In the next section, the second problem is reduced to the emptiness problem for context-free languages. Both reductions are polynomial, and the third problem is solvable in polynomial time. This yields the polynomial time complexity of LPPP.
We define a finite weighted directed graph G(R). Let P (R) denote the set of atoms occurring in promotions from R.
The vertices of G(R) are exactly the elements p 0 , p 1 , for all p ∈ P (R). For any integer n, we set π(n) = 0, if n is even, and π(n) = 1, if n is odd. We also set π * (n) = 1 − π(n). For any promotion p (m) ⇒ q (n) from R, G(R) contains an arc from p π (m) to q π (n) with weight n − m and an arc from q π * (n) to p π * (m) with weight m − n. Thus, each promotion from R gives rise to two weighted arcs in G(R) (see Fig. 1 for an example).
An arc from v to w of weight k is represented as the triple (v, k, w). As usual, a route from a vertex v to a vertex w in G(R) is defined as a sequence of arcs (v 0 , k 1 , v 1 ), . . . , (v r−1 , k r , v r ) such that v 0 = v, v r = w, and the target of each but the last arc equals the source of the next arc. The length of this route is r, and its weight is k 1 + · · · + k r . We admit a trivial route from v to v of length 0 and weight 0.
Fig. 1. G(R) for
R = {p ⇒ q (1) , p (1) ⇒ q, p ⇒ q (2) }. Lemma 2. If p (m) ⇒ R q (n) , then (p π (m) , n − m, q π (n) ) is an arc in G(R).
Proof. Assume p (m) ⇒ R q (n)
. We consider two cases.
(
and n − m = n − m , which yields the thesis.
and n − m = n − m , which yields the thesis. 2
Lemma 3. Let (v, r, q π (n) ) be an arc in G(R). Then, there is some p ∈ P (R) such that v = p π (n−r) and p (n−r) ⇒ R q (n) .
Proof. We consider two cases.
(I) (v, r, q π (n) ) equals the arc (p π (m ) , n − m , q π (n ) ), and p (m ) ⇒ q (n ) belongs to R. Then r = n − m and π(n) = π(n ). We have n = n + k, for an even integer k, whence n − r = m + k. This yields π(n − r) = π(m ) and
, and q (n ) ⇒ p (m ) belongs to R. Then r = n − m and π(n) = π * (n ). We have n = n + k, for an odd integer k, whence n − r = m + k. This yields π(n − r) = π * (m ) and p (n−r) ⇒ R q (n) . 2
Theorem 3. Let p, q ∈ P (R). Then, p (m) ⇒ * R q (n) if and only if there exists a route from p π (m) to q π (n) of weight n − m in G(R).
Proof. The 'only if' part easily follows from Lemma 2. The 'if' part is proved by induction on the length of a route from p π (m) to q π (n) in G(R), using Lemma 3. For the trivial route, we have p = q and n − m = 0, whence n = m; so, the trivial derivation
) is a route of length k + 1 and weight n − m in G(R). By Lemma 3, there exists s ∈ P (R) such that v k = s π (n−r k+1 ) and s (n−r k+1 ) ⇒ R q (n) . The weight of the initial subroute of length k is n − m − r k+1 , which equals n − r k+1 − m. By the induction hypothesis p (m) ⇒ * R s (n−r k+1 ) , which yields
We return to LPPP. To verify whether R p (m) ⇒ q (n) we consider two cases. If p, q ∈ P (R), then, by Lemma 1 and Theorem 3, the answer is YES iff there exists a route in G(R), as in Theorem 3. Otherwise, R p (m) ⇒ q (n) iff p = q and m = n.
Polynomial complexity
We have reduced LPPP to the following problem: given a finite weighted directed graph G with integer weights, two vertices v, w and an integer k, verify whether there exists a route from v to w of weight k in G. Recall that integers are represented in unary notation, e.g. 5 is the string of five digits.
We present a polynomial time reduction of this problem to the emptiness problem for context-free languages. If (v , n, w ) is an arc in G, 
for any rule A → BC of the former grammar, (2) (q 1 , A, q 2 ) → a, whenever A → a is a rule of the former grammar, and M(G) admits the transition from q 1 to q 2 , labeled by a ∈ {+, −}.
The size of a graph G is defined as the sum of the following numbers: the number of vertices, the number of arcs, and the sum of absolute values of weights of arcs. The time of the construction of
, where n is the size of M(G), defined as the number of transitions. The emptiness problem for a context-free language can be solved in time O (n 2 ), where n is the size of the given CFG for the language, defined as the sum of the number of variables and the number of rules. Since the construction of G(R) can be performed in linear time, we have proved the following theorem.
Theorem 4. LPPP is solvable in polynomial time.
As a consequence, the provability problem for CBL enriched with letter promotions (the word problem for pregroups with letter promotions) is solvable in polynomial time. First, X ⇒ Y is derivable iff X, Y (1) ⇒ is derivable. By Theorem 2, X ⇒ is derivable iff X can be reduced to by generalized contractions Y , t, u, Z ⇒ Y , Z such that t, u appear in X and t, u ⇒ is derivable. The latter is equivalent to t ⇒ * R u (−1) . By Theorem 4, the required instances of generalized contractions can be determined in polynomial time on the basis of R and X .
Corollary 1. The word problem for pregroups with letter promotions is solvable in polynomial time.
A pregroup grammar with letter promotions can be defined as a pregroup grammar in Section 1 except that R is a finite set of letter promotions such that P (R) ⊆ P . T + (G) denotes the set of types appearing in I (of G) and T (G) the set of terms occurring in the types from T + (G). One can compute all generalized contractions t, u ⇒ , derivable from R in CBL, for arbitrary terms t, u ∈ T (G). As shown in the paragraph above, this procedure is polynomial.
Theorem 5. Pregroup grammars with letter promotions are equivalent to -free context-free grammars.
Proof. It was shown in [4] that any -free context-free language can be generated by a pregroup grammar on a trivial poset (P , =). This yields one half of the theorem.
For a pregroup grammar G = (Σ, P , I, s, R), one constructs a CFG G (in an extended sense: the terminal alphabet need not be disjoint with the nonterminal one) in which the terminals are the terms from T (G) and the nonterminals are the terminals and 1, the start symbol equals the principal type of G and the production rules are: a partial mapping, defined by g((v, X) ) = X whenever (v, X) ∈ I , and f : Σ × T + (G) → Σ is a mapping, defined by f ((v, X)) = v (we extend f , g to homomorphisms of free monoids). Consequently, L(G) is contextfree, since the context-free languages are closed under homomorphisms and inverse homomorphisms. 2
Pregroup grammars with letter promotions can be transformed into equivalent context-free grammars in polynomial time (as in [6] for pregroup grammars), and the membership problem for the former is solvable in polynomial time. A parsing algorithm of complexity O (n 3 ) can be designed, following the ideas of Oehrle [17] or Moroz [16] ; see [15] .
Letter promotions with unit
The above results can be extended to letter promotions with unit p (n) ⇒ and ⇒ p (n) . Since in pregroups a (n) 1 is equivalent to a 1, if n is even, and to 1 a, if n is odd, and similarly for 1 a (n) , it suffices to consider promotions of the form p ⇒ and ⇒ p. In this section, the set R can contain letter promotions p (m) ⇒ q (n) and promotions p ⇒ , ⇒ q such that m, n are integers and p, q are atoms. The set P (R) is defined as above.
The complete logic contains two new rewriting rules:
either m is even and p ⇒ is an assumption, or m is odd and ⇒ p is an assumption, (PRO-E) X, Y ⇒ X, q (n) , Y , if either n is even and ⇒ q is an assumption, or n is odd and q ⇒ is an assumption.
Perhaps it would be more natural to write 1 instead of , but it would require new rules for the constant 1. In this paper we do not include 1 in the language of CBL. The extended system of CBL with rules (CON), (EXP), (PRO), (PRO-C) and (PRO-E) is denoted by CBL*. R CBL * X ⇒ Y means that X ⇒ Y is derivable in CBL* from the set of assumptions R.
Theorem 1 can easily be generalized for CBL*. Theorem 2 needs additional notions. We assume that is also a term (other terms are of the form p (n) ). We write t ⇒ R u, if t ⇒ u is a single instance of (PRO), (PRO-C) or (PRO-E) (with X, Y empty). ⇒ * R denotes the reflexive and transitive closure of the relation ⇒ R .
We introduce some derivable rules of CBL*.
Theorem 6. If R CBL * X ⇒ Y , then there exist Z , U such that X ⇒ Z is provable by a finite number of instances of (GCON*-R) and (PRO*-C-R), Z ⇒ U is provable by a finite number of instances of (PRO*-R), and U ⇒ Y is provable by a finite number of instances of (GEXP*-R) and (PRO*-E-R).
We omit the proof, which can be found in [15] . Its construction is similar to the proof of Theorem 2; the only difference is that one must consider more cases and use new generalized contractions (PRO*-C-R) and new generalized expansions (PRO*-E-R). Proof. The 'if' part is obvious. We prove the 'only if' part. Assume R CBL * t ⇒ u. There exists a derivation of t ⇒ u of the form from Corollary 2. Since (GCON*-C-R) cannot be applied to a single term, then it is not applied at all. Consequently, this derivation applies at most (PRO), (PRO-C) and (PRO-E) (with the empty context), which yields t ⇒ * R u. 2
We will prove that LPPP, admitting promotions with unit, is solvable in polynomial time.
For a finite set R of letter promotions, which possibly contains promotions with unit, by R we denote the set of all letter promotions (without unit) from R. If the derivation has only one step, then p (m) ⇒ R is an instance of (PRO-C). Either m is even and (p ⇒ ) ∈ R, or m is odd and ( ⇒ p) ∈ R. The first case yields (i) with p = q and the trivial route from p 0 to p 0 , and the second case yields (ii) with p = q and the trivial route from p 1 to p 1 . Assume now that the derivation has at least two steps. Then, it consists of some (PRO)-steps (based on promotions from R ) and one (PRO-C)-step at the end. Consequently, there exists a term q (n) such that p (m) ⇒ * R q (n) and q (n) ⇒ R . By Theorem 3 (modified), there exists a route in G(R) from p π (m) to q π (n) of weight n − m in G(R). If n is even, then (q ⇒ ) ∈ R, and n − m is even if, and only if, m is even; this yields (i). If n is odd, then ( ⇒ q) ∈ R, and n − m is even if, and only if, m is odd; this yields (ii). It remains to show that each of the above conditions can be checked in time polynomial in size of R, t, u (remind that p (m) is of size |m| + 1). For (i) it is obvious, and (v) can be handled as in Section 4. For (ii), (iii), (iv), it suffices to show that conditions (i), (ii) from Lemmas 5 and 6 can be checked in polynomial time.
For the graph G = G(R), we construct a nondeterministic FSA N(G) which is similar to M(G) from Section 4 except that we neither introduce auxiliary states i 1 , . . . , i k , nor fix initial and final states (so we only construct the transition graph of an FSA). A simple automaton E with alphabet {0, 1} and two states e, o (e being the initial state) reaches state e on any input of even length and state o on any input of odd length. We consider the product automaton N(G) × E; note that in this case states are pairs (s, i) such that s is a state of N(G) and i ∈ {e, o}.
The Obviously, the latter conditions can be checked in polynomial time. Conditions (i) and (ii) of Lemma 6 can be handled similarly; we omit details. This yields the following result.
Theorem 8. LPPP admitting promotions with unit is solvable in polynomial time.
As in Section 4 we show that the word problem for pregroups with letter promotions with unit is solvable in polynomial time. Also, given a pregroup grammar G = (Σ, P , I, s, R) such that R is a finite set of letter promotions possibly with unit, and the underlying logic is CBL*, one can compute in polynomial time all generalized contractions R CBL * t, u ⇒ as well as all instances of t ⇒ * R u, t ⇒ * R and ⇒ * R u, for t, u ∈ T (G). This yields a polynomial construction of a CFG G such that L(G ) = {X ∈ (T (G)) + : R CBL * X ⇒ s}. The production rules of G are (P1)-(P3) with CBL* instead of CBL and:
Consequently, L(G) is context-free, since context-free languages are closed under homomorphisms and inverse homomorphisms (see Section 4). This yields the equivalence of pregroup grammars with letter promotions (possibly with unit) and -free CFGs.
