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The study of data strings and its application to the processing, analysis and indexing of
DNA data is an increasingly valuable area of research. This particular piece of research
looks into multiple structures within data strings, and explores a related problem with
the aim of reducing the time and space complexity required to obtain a solution. These
problems often take the form of searching for a specific data structure, indexing a list of
its occurrences or identifying the maximal cases.
Each chapter may be read as dealing with an individual algorithmic problem, though
some overlap does occur within the presented problems. The focus of this research is
in the algorithmic solution, and for each presented problem this is often complemented
with an implementation that may be tested on real data, with the results judged by
their performance.
The specific string structures that are topics of research within this thesis include: circu-
lar strings, abelian palindromes, maximal palindromes, inverted repeats, closed strings
and previous factors.
Though the presented work is applicable to data strings in general, it is often the case
that DNA processing provides the most direct application for such algorithmic solu-
tions, owing to the simplicity of the alphabet and the huge scale of DNA data presently
available, which lends itself well to more efficient processing methods.
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This thesis represents a body of work encompassing a variety of research projects un-
dertaken within the field of stringology. As such, each chapter has been linked with a
specific data structure (either pre-existing or novel), and the associated body of research
presented therein.
This chapter introduces the more general background and motivation of the research
undertaken as part of this thesis. The general themes and motivation are outlined
in Section 1.1, with the structure of this thesis outlined in Section 1.2. Additionally,
each later chapter includes a brief introduction and background for the research project
undertaken which pertains to that specific chapter.
We therefore intend that the background material presented here, serves as an overview
of the common ideas prevalent across all the research projects that were undertaken.
1.1 Background
Moore’s Law, a product of Intel founder Gordon Moore, has been renowned for its
predictive power over the past decades [1]. This law makes the assertion that the number
of transistors that can fit on an integrated circuit will double every year, and along with
this, an increase in computer processing power [2]. The law originally stood the test of
time, though the doubling period began to quickly increase beyond the original 1 year
estimate [3].
However, as with any exponential growth, the practical limitations are beginning to
make themselves shown, and with this comes a gradual reduction in the rate at which
computer processing power advances. Even the fundamental laws of physics themselves
1
Introduction 2
will eventually impede on the law, with some estimates predicting the end of these
exponential gains in the 2020s, failing some unforeseen breakthrough [4, 5].
However, this pattern of exponential growth has not slowed for one particular aspect
of technological development, namely the volume of data that is being produced [6].
Within big data terminology, there are 4 particular aspects that are typically focused
on: volume, variety, veracity and velocity [7].
The volume of data refers quite naturally to the numerical quantity of data, typically
measured as bytes [8]. The variety refers to the increase in data formats and types
of data structures for storing our data [9]. Veracity refers to security issues, and is
concerned with the degree to which such large quantities of data may be trusted [10].
Finally, velocity refers to the speed at which data is transacted and exchanged, which
has itself increase exponentially over recent years [11].
Within the field of bioinformatics, it is the volume of data that has increased most
dramatically [12]. This has been a direct result of innovations in DNA sequencing [13].
The first human genome required more than a decade to sequence, whereas today the
same feat can be accomplished in a matter of days, at a fraction of the price [14, 15].
These innovations do not necessarily correlate directly with Moore’s law, and therefore
we may soon find that the exponential increase in acquisition of genomic data will
eventually no longer be matched by the increased ability to process that data expediently.
There exists several solutions to this problem, including a paradigm by which computed
results are approximated, to permit more time efficient algorithms [16].
Thus it becomes increasingly necessary to focus on optimising the algorithms with which
that data is processed, rather than relying on hardware innovations that would otherwise
allow researchers to develop algorithmically inefficient software. The need for algorithmic
optimisation has always been present, though the motivations for this have historically
varied. In the earlier days of computing, hardware limitations meant that the time and
space complexity of software needed to be kept low, in order to fit within the constraints
of the limited hardware. However, we now find that it is the sheer volume of data itself
that might impede results, despite the rapid acceleration of both processing power and
storage space.
The applications of bioinformatics to human development and quality of life are signifi-
cant, and the speed at which these developments may unfold is heavily tied to the rate at
which these large volumes of data may be processed and understood. These future appli-
cations include a rise in personal genomics, faster development of drugs and medicines,
better understanding of disease and mutation, simulation of biological structures and
numerous others [17–19].
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Therefore with such goals in mind, and stemming from a grounding in theoretical com-
puter science, this thesis covers a range of topics within the study of string searching
algorithms, covering a variety of data structures. Particularly those string types which
might be applied to DNA analysis, and seeks to develop algorithmic solutions with an
emphasis on keeping time and space complexity low. We may find that as the increase
of technical limitations of computers begins to decelerate, the need for optimisation be-
comes ever more valuable, less of a theoretical pursuit, and with real world practical
gains to be made within the study of bioinformatics.
1.2 Thesis Structure
We have structured this thesis, such that each chapter is devoted to a self-contained
problem within stringology research, with a small amount of overlap between chapters.
Thus the structure represents the methodology that was undertaken during the research
period, namely working on various interconnected problems as opposed to a single uni-
fying problem, though still within the scope of a single string searching theme. The
chronology of chapters has been chosen such that concepts relating to multiple chapters
are introduced steadily, with those chapters requiring a larger body of prior knowledge
appearing later in the thesis. With the exception of the final Chapter 8, each represents
a completed body of work, with a clearly stated research goal and conclusion.
Each chapter presents an overview of an individual research goal, a background into the
problem, an introduction to any necessary terminology, followed by additional theoretical
tools. We then formally state the algorithmic problem, followed by either a presentation
of an efficient algorithmic solution or a practical implementation. Where relevant, this
is concluded with an analysis of the algorithmic efficiency and any further concluding
remarks.
The title of each chapter has been chosen to reflect a specific structure or concept to
which the algebraic problem relates. In this way, a clear distinction is made as to
the application of each individual chapter. However it should be made clear that the
ultimate application of each chapter often pertains to DNA data processing, thus all
presented examples and diagrams are presented with this in mind, and thus the title of
this thesis: “Improved Algorithmic Efficiency Within Pattern Analysis and Text Mining
of DNA Sequences”. The contents of each chapter are summarised below:
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Chapter 3: Circular Strings
We present an implementation of a new web tool used to solve a string searching
problem described as Approximate Circular Pattern Matching (ACPM). A web
tool is presented which is capable of running the proposed algorithm on a client
machine, reducing the need for data transfer when handling large quantities of
data. We analyse the speed of the web tool, for the purposes of comparison to
other methods.
The algorithms used make use of a filtering process to reduce the initial search
space. The result is a tool that successfully solves the ACPM problem with low
algorithmic complexity, and removes the necessity for significant data transfers
over a network. The source code of the implementation is made publicly available.
Chapter 4: Abelian Palindromes
We define a new data structure, namely the abelian palindrome. The combinatorial
problem of identifying abelian palindromes as factors is then solved, through the
use of an algorithm which makes use of an additional novel data structure, the
prefix parity integer array.
We create a further algorithm to generate a data structure defined as the abelian
palindromic array, which summarises the properties of a string as they relate to
abelian palindromic factors. The pseudocode is presented for both algorithms.
Chapter 5: Maximal Palindromes
We describe research working on degenerate strings, and the creation of an al-
gorithm that is capable of producing a sequence of maximal palindromic factors
corresponding to a given degenerate string. In addition, we describe an algorithm
generating a list of all maximal palindromes, along with the pseudocode of an im-
plementation. The algorithms assume a known or approximated limit of non-solid
symbols within a given degenerate string.
We additionally describe an algorithm, which has the ability to determine a max-
imal palindromic factorisation of a degenerate string. These algorithms are imple-
mented, and their efficacy explored through a series of tests. This chapter serves
as a precursor to Chapter 6, which goes into greater depth on the study of palin-
dromes in degenerate strings and provides further applications.
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Chapter 6: Inverted Repeats
We present a command-line software implementation capable of identifying in-
verted repeats in DNA sequences. The implementation assumes the use of IUPAC
encoded characters, and allows for possible gaps and mismatches in characters.
We perform an analysis, demonstrating that our implementation IUPACpal per-
forms favourably when compared to a popular alternative EMBOSS [20, 21].
The software is additionally shown to have the capability of identifying previ-
ously unidentified inverted repeats when compared with EMBOSS, and performs
this task with a far reduced run-time.
We detail the data pipeline and workflow, and the source code is made publicly
available for use.
Chapter 7: Closed Strings
We address an extension of the problem of identifying closed strings, by introduc-
ing the concept of k-closed strings, in which a specified level of approximation is
permitted, in the form of mismatching characters.
We present an algorithm, which identifies whether or not a given string is k-closed
and additionally specifies the associated border. This algorithm makes use of
newly introduced data structures. We present the pseudocode of the algorithm
which achieves this, along with some proof-of-concept experimental results.
Chapter 8: Previous Factors
We present initial findings of an attempt to create an algorithm that may generate
the Longest Previous Factor array for degenerate strings efficiently. As a work in
progress, the format of this chapter deviates from previous chapters.
We present initial attempts to improve algorithmic efficiency beyond the trivial
solution, along with an outline of suggested improvements, which provide poten-
tial starting points for further research to be undertaken.
Chapter 2
Background Theory
The field of stringology is a scientific domain that sits neatly at the intersection between
mathematics and computer science. There is a great accumulation of work within this
field, with various algorithmic solutions to problems that all ultimately relate to the
processing or analysis of text [22–24].
With this great body of preexisting work, comes a set of common conventions and ter-
minology which must first be clarified before proceeding to the novel research presented
in later chapters. This chapter covers the most common string related structures, in-
cluding a firm definition of the data string itself. Since the goal of each later chapter is
the reduction of space and time complexity, there is additional clarification provided to
the standard definitions which clarify how this complexity is measured and compared.
2.1 Algorithmic Complexity
Throughout the various problems addressed in this thesis, we will frequently encounter
the concepts of time and space complexity. These two related concepts, allow us to
consider the physical limitation of computational power, when judging the efficiency of
any theoretical algorithm.
Space complexity relates to the physical hardware of the computational machine, and
considers the physical storage space required to store any data structures or intermedi-
ate calculations during the execution of an algorithm. Time complexity relates to the
running time of a machine when executing an algorithm and is additionally dependant
on the computational power of the machine.
When we consider space complexity and time complexity, there are 4 popular notations
used to describe bounds of algorithmic complexity, in terms of the size of input data
6
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[25–27]. By popular convention we use n to refer to this input size. We present these
various notations in Def. 2.1.
Definition 2.1. Given a function T (n), which describes the space or time consumption
of an algorithm as a function of input size n, we can characterise T as being a member
of one of the following sets defined in terms of a function f(n):
T (n) ∈ O(f(n)) ⇐⇒ ∃ c, n0 : T (n) ≤ cf(n) ∀n ≥ n0 (2.1a)
T (n) ∈ Ω(f(n)) ⇐⇒ ∃ c, n0 : T (n) ≥ cf(n) ∀n ≥ n0 (2.1b)
T (n) ∈ Θ(f(n)) ⇐⇒ T (n) ∈ O(f(n)) ∧ T (n) ∈ Ω(f(n)) (2.1c)
T (n) ∈ o(f(n)) ⇐⇒ T (n) ∈ O(f(n)) ∧ T (n) /∈ Θ(f(n)) (2.1d)
All 4 notations in Def. 2.1 relate to the asymptotic behaviour of T (n), describing be-
haviour that occurs for large values of n. This corresponds to the practical application
of algorithms, in which performance on increasingly larger quantities of data must be
considered. The intuition behind each notation in Def. 2.1 may be expressed as follows:
T (n) ∈ O(f(n)) : f(n) describes the upper bound of T (n)
T (n) ∈ Ω(f(n)) : f(n) describes the lower bound of T (n)
T (n) ∈ Θ(f(n)) : f(n) describes the exact bound of T (n)
T (n) ∈ o(f(n)) : f(n) describes the upper bound of T (n) but never equals T (n)
Within this thesis, we will focus solely on the most commonly used notation, namely
Def. 2.1a, dubbed “big O” notation. This derives from a desire to formally define the
“worst-case scenario” for an algorithmic solution, and provides a practical guideline to
the efficiency of an algorithmic solution. Although f(n) as used in Def. 2.1 may be
defined as any real function, we typically use one of several commonly used functions,
which we present in Fig. 2.2.
Depending on the complexity of an algorithmic problem, we set our sights on a solution
which corresponds to a slowly growing function f(n) accordingly. The seldom encoun-
tered best case is an O(1) complexity, though for any solution to a significant problem
this will rarely be encountered and often requires a degree of approximation [28]. More
realistically, for any algorithmic problem expected to operate on large data sets, a com-
plexity of O(n) or less is a significant achievement. However some problems may require
O(n log(n)) space or time, and yet others more complexity still.
In some cases, it may be difficult to determine the complexity of a particular solution.
Sometimes the number of resources used by each individual operation may vary [29, 30],

























Figure 2.2: Comparison of commonly used complexity functions.
rather than a simple summing of resource usage of individual operations. Complexity
of a solution may be determined by experimenting with an real-world implementation,
particularly for solutions with some practical application. However, we strive to provide
a theoretical complexity to all solutions presented in this thesis. Only a theoretical
analysis can provide a definitive mathematical proof of the efficiency of a solution. It is
important to note however, that implementations may differ from theory, particularly
when the hidden constant c in Def. 2.1a is large [31].
2.2 Strings
We begin with basic definitions and notation from [32]. Let x = x[0]x[1] . . . x[n− 1] be
a string of length |x| = n over some alphabet Σ. We use x[i] to refer to the ith character
of x using 0-based indexing. Two strings x and y are considered equal if they are of the
same length and represent the same sequence of characters:
x = y ⇐⇒ |x| = |y| ∧ x[i] = y[i] ∀i ∈ [0, |x| − 1]
For two positions i and j of x, we denote by x[i . . j] = x[i]x[i + 1] . . . x[j − 1]x[j] the
factor (sometimes called substring) of x that starts at position i and ends at position j
inclusively. The length of such a factor |x[i . . j]| is therefore of length j − i+ 1, and we
use the symbol ε to refer to an empty string of length 0.
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The Hamming distance between two strings x and y both of length n, is the number of
positions i such that x[i] 6= y[i] where 0 ≤ i ≤ n − 1 [33]. Given an integer k ≥ 0, we
write x ≡k y or equivalently say that x k-matches y, if the Hamming distance between
x and y is at most k. In biology, the Hamming distance is popularly referred to as the
mutation distance.
We define a prefix of a string x as any factor that starts at position 0, i.e. x[0 . . j] for
some j. We define a suffix of a string x as a factor that ends at position n − 1, i.e.
x[i . . n − 1] for some i. We use the term proper prefix and proper suffix to refer to a
prefix and suffix respectively that are not equal to the full string x, i.e. with a size
smaller than |x| = n. An example of a prefix and suffix is shown in Fig. 2.3.
G A A C G T A T G C C G T A
length 2 prefix length 4 suffix
x
Figure 2.3: Example of prefix and suffix.
Let y be a string of length m with 0 < m ≤ n. We say that there exists an occurrence
of y in x, or more simply, that y occurs in x, when y is a factor of x. Every occurrence
of y can be characterised by a starting position in x. Thus we say that y occurs at the



























y occurs at 1 y occurs at 6
x
Figure 2.4: Example of string occurrence.
Occasionally we may find it useful to substitute characters of an alphabet with numerical
values. We call an alphabet Σ an ordered alphabet when the characters of the alphabet
may by placed in a unique lexicographical ordering [34, 35]. Additionally, we call a finite
ordered alphabet Σ of size n an integer alphabet when every character may be replaced
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by its lexicographical 0-based rank in such a way that the resulting alphabet consists of
the integers in the range {0, . . . , n− 1}.
For an integer alphabet, we use ord(σ) to refer to the lexicographical rank of the
character σ. We use Σ[i] to refer to the ith character of Σ, i.e. Σ[ord(σ)] = σ. For
example, given the alphabet Σ = {A, C, G, T} we have ord(G) = 2 and Σ[2] = G.
Finally, we define the function longest common prefix of two strings x and y, denoted
lcp(x, y) [36]. This allows us to compare the commonality of the prefixes of two strings
or potentially two substrings of the same string. Specifically, the function returns the
longest prefix of x which also appears as a prefix of y, formally defined in Def. 2.5.
Definition 2.5. For two given strings x and y, we define the longest common prefix
lcp(x, y) as follows:
lcp(x, y) = max({l : x[0 . . l − 1] = y[0 . . l − 1]} ∪ {0})
Note that when no common prefix occurs between two strings, the lcp function returns
a value of 0. An example of a longest common prefix is shown in Fig. 2.6.
A C A G T A T C
lcp(x, y) = 4
x
A C A G G A T
lcp(x, y) = 4
y
Figure 2.6: Example of the longest common prefix of two strings x and y.
A closely related function is the longest common extension, which we will denote lce
[37]. This takes two prefixes of the same string and finds their longest common prefix.
Whereas the lcp function accepts two strings as arguments, the lce function accepts a
single string, and two index locations within the string representing two prefixes. We
define the lce function formally in Def. 2.7.
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Definition 2.7. For a given string x of length n and two indexes, we define the longest
common extension lce(x, i, j) as follows:
lce(x, i, j) = max({l : x[i . . i+ l − 1] = x[j . . j + l − 1]} ∪ {0})
The function in Def. 2.7 provides the length of the longest common prefix of two specified
suffixes of a string x located at positions i and j within the string x. Note that when
there is no common prefix of any length between the ith and jth suffix of a string, the


























lce(x, 4, 8) = 2 lce(x, 4, 8) = 2
x
Figure 2.8: Example of the longest common extension of a string x at i = 4, j = 8.
The lce function may be generalised, by allowing up to a fixed number of mismatches
when considering the extension, which we will denote by the function lcek where k is
the maximum number of mismatches. The lcek function accepts a single string, and two
index locations within the string representing two prefixes and an integer k. We define
the lcek function formally in Def. 2.9.
Definition 2.9. For a given string x of length n and two indexes, and an integer k, we
define the longest common extension with k mismatches lcek(x, i, j) as follows:
lcek(x, i, j) = max({l : x[i . . i+ l − 1] ≡k x[j . . j + l − 1]} ∪ {0})
Note that when k mismatches are permitted, the minimum length of the longest common







































lce2(x, 1, 10) = 7 lce2(x, 1, 10) = 7
x
Figure 2.10: Example of the longest common extension of a string x at i = 1, j = 10
with permitted mismatches k = 2.
In later chapters, Def. 2.7 may be extended further to consider alternate matching
conditions and approximations. In particular, Chapter 5 will make use of an additional
parameter known as a matching table to further generalise the conditions by which two
characters match, when considering the longest common extension.
2.3 Suffix Trees
The most important data structure that will be encountered throughout this thesis is
the suffix tree [38]. A suffix tree is constructed with respect to a specific string x, and
allows for efficient searching of substrings within the string x. As a direct result, there
are several other operations that may be performed efficiently on the string x, once its
suffix tree is constructed.
To understand the structure of a suffix tree, we first define a related structure, namely
the trie [39]. A trie is a tree data structure, which stores a set of string keys over some
alphabet Σ, such that each leaf in the tree corresponds to a key. Every edge in the tree
is labelled with some character from the alphabet Σ, and every path from root to leaf
within the tree corresponds to a key. The key corresponding to a path, is determined
by concatenating the characters associated with the edges in the path, in the order in
which they are encountered. For a given internal node, within the set of connecting
edges to lower tree levels, there may never be multiple instances of the same character
labelling an edge, i.e. a given string may never correspond to more than one valid path
in the trie. An example of a trie is shown in Fig. 2.11.
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Figure 2.11: Example of a trie for the set of keys {car, cat, cut, on, oval, over} over
the alphabet Σ = {a, c, e, l, n, o, r, t, u, v}.
Stated succinctly, a suffix tree of a string x is the trie of the set of all suffixes of x,
with some additional implementation details that improve storage efficiency and prevent
duplicate keys.
For example, consider the string x = CAACAACC of length 8. In this case, a suffix tree on
x is a trie over the keys {C, CC, ACC, AACC, CAACC, ACAACC, AACAACC, CAACAACC}, the set of
all non-zero length suffixes of x.
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Figure 2.12: Example of a suffix tree for the string x = CAACAACC.
Some additional implementation details are worthy of note; The tree edges in a suffix
tree are compressed, such that when a series of connected edges in the original trie define
a single path, the edges are compressed into a single edge, with a label that corresponds
to the concatenation of the original edge labels. For instance in Fig. 2.12, we see an edge
label CA, which results from the compression of two sequential edges originally labelled
A and C.
To ensure every suffix of x corresponds to a unique path and a unique leaf node, the
string x is appended with the character $ before using the suffixes to construct the suffix
tree. This character $ is defined to not occur within the alphabet Σ over which x is
defined, and matches no characters in Σ other than itself. In this way, every suffix is
terminated with the character $, and in conjunction with the fact that no two suffixes
are of the same length, this guarantees a unique leaf node to precisely one suffix of x.
Additionally, the implementation of the edge labels may be optimised, by using the
original string x as a reference point to determine edge labels rather than storing the
full text of each label [40, 41]. This is done by using an appropriate pair of positive
integers (i, l) to reference any required factor of x, where i is the starting index of the
factor in x and l is the length of the factor. Therefore a pair (i, l) refers to the factor
x[i . . . i + l − 1]. For instance in Fig. 2.12, we see an edge label AAC, which an efficient
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implementation may represent as the pair of indexes (1, 3), referring to the substring
x[1 . . 3] starting at index 1 and with length 3. By storing the string x of length n
alongside the suffix tree, we may represent all edge labels using a pair of integers from
the set {0, . . . , n}. Note that within this efficient storage model, the otherwise undefined
index position n of the string x, is defined to hold the character $.
The details provided thus far present only a high-level overview, however further details
on how a suffix tree may be efficiently implemented are well documented [42]. The key
result of note, is that a single instance of a suffix tree over a string x of length n, may be
constructed in O(n) time and requires O(n) storage space. Once a suffix tree of a string
x is constructed, we may perform various operations on the tree, which may answer
queries about the nature of x. We detail examples of such queries in Table 2.1 [43].
The suffix tree is a fundamental data structure within the field of stringology, and the





Check if a substring of size m occurs within
a string x of size n. O(n) O(n) O(m)
Determine up to z occurrences of a substring
of size m within a string x of size n. O(n) O(n) O(m+ z)
Determine the longest repeated substring
within a string x of size n. O(n) O(n) O(n)
Build the suffix array (see Section 2.4) of a string
x of size n. O(n) O(n) O(n)
Determine the longest common substring of
two strings x, y of size n, m respectively. O(n+m) O(n+m) O(n+m)
Table 2.1: Common string operations making use of suffix trees in preprocessing, with
associated time and space complexity.
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2.4 Suffix Arrays and LCP Arrays
Having discussed suffix trees, we now consider suffix arrays (SA) and longest common
prefix (LCP) arrays. These arrays are a pair of related data structures that in addition
to other applications, may be used as an alternative to suffix trees [44].
Given a string x of length n, the associated suffix array SAx is an array of length
n, where each entry SAx[i] contains the starting index of the ith smallest suffix in x,
where we define the ordering from smallest to largest of the suffixes in terms of their
lexicographical order. Thus the suffix array SAx represents a permutation of the set
{0, . . . , n− 1}. An example of such a lexicographical ordering is shown in Table 2.2. We
formally define the suffix array in Def. 2.13.
Definition 2.13. Given a string x of length n, we define the suffix array SAx of x as
the unique integer array permutation of the set {0, . . . , n− 1} such that:
x[SAx[i− 1] . . n− 1] < x[SAx[i] . . n− 1] ∀i ∈ {1, . . . , n− 1}
We additionally define the inverse suffix array (iSA) as the inverse of the suffix array
SA, i.e. iSAx[i] = j ⇐⇒ SAx[j] = i.
















Table 2.2: Example of SAx for the string x = AATGAATCGATGATC.
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Because no two suffixes of the same string can have the same length, no two suffixes of
the same string can be equal. Thus Def. 2.13 correctly asserts that the suffix array of a
string is unique, corresponding to a unique ordering of suffixes.
We now define the LCP array which is defined with reference to the SA array. The
LCP array of a string stores the longest common prefix between each pair of consecutive
suffixes of the suffix array. We state this formally in Def. 2.14.
Definition 2.14. Given a string x of length n, we define LCPx of x accordingly:
LCPx[0] = 0


















7 5 3 1 6 4 0 2SAx
0 1 1 1 0 0 2 0LCPx
Figure 2.15: Example of SAx and LCPx for the string x = GATAGACA.
2.5 Range Minimum Queries
A data structure which is frequently used in conjunction with suffix trees is the RMQ
structure used to answer range minimum queries (RMQs) [45]. This is a data structure
derived from an array of integer values A, that is able to determine the index of the
minimal value in A that occurs between any two given indexes i and j within A. This
structure may be used for several applications, including the determination of the lowest
common ancestor of two leaf nodes in a suffix tree. We formally define the behaviour of
the RMQ data structure in Def. 2.16.
Definition 2.16. Given an array of integers A of length n, RMQA is any data structure
of size O(n) which may answer in O(1) time, any query of the form:
RMQA(i, j) = min{k : A[k] = min{A[i], . . . , A[j]}, i ≤ k ≤ j} 0 ≤ i ≤ j ≤ n− 1
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Here we have defined RMQ in terms of its application and performance rather than its
specific implementation. There exist several implementations of data structures that
answer RMQs with various space and time complexities. Within Def. 2.16 we refer to
a data structure defined to have constant time queries and linear space consumption
in terms of the size of the original array A. Because RMQs are so applicable and well
studied, there exist such efficient implementations which primarily make use of Cartesian
trees [46].
For example, if we create an RMQ structure over the lcp array of a string x, we may
use this to efficiently determine the longest common extension lce(x, i, j) for any pair of
suffixes of x at positions i and j. We provide an example of a range minimum query as

























Figure 2.17: Example of a range minimum query on A for i = 2, j = 8.
The minimal value within the range is found at index 4 with value 1.
Note that in the scenario where more than one minimal value exists within the bounded
range, there are varying conventions on how to handle the tie-break [47]. We will use the
convention that the leftmost index satisfying the condition of having a minimal value
will be used, when multiple satisfying indexes exist.
Chapter 3
Circular Strings
We now focus on the first problem of interest within this thesis, specifically concerning
circular strings and their application. Details will be provided concerning the imple-
mentation and performance of a new web tool used to determine solutions to Approxi-
mate Circular Pattern Matching (ACPM) problems, which directly make use of circular
strings.
The circular pattern matching problem consists of finding all occurrences of all rotations
of a given pattern p of length m within a given text t of length n [48]. Exact matches
will be those that match on all locations, whereas approximate matches are those that
match on all but k positions, where k is a specified approximation parameter.
The algorithms used are based on a variation of previously developed methods [49, 50]
and are implemented as a JavaScript based client-side web tool to facilitate the handling
of big data sets. When compared to methods that rely on transmission of big data over
a network, the web tool shows a significant improvement.
3.1 Background
Simple pattern matching is a fundamental problem in computer science with various
applications in branches of engineering, informatics, genetics and biology [51]. The basic
statement of the problem considers a pattern p of length m and a pattern t of length
n. Both pattern and text are comprised of characters taken from a mutual alphabet of
finite characters Σ, for example the DNA alphabet.
The goal of pattern matching is to determine the locations within the text t at which
the pattern p occurs as a substring. A location corresponds to the index of t at which an
19
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occurrence of p begins. Most practical approaches to this problem demand an additional
element of approximation, in order to handle various types of noise or other errors
that may occur within the data [52]. The basic pattern matching problem has been
well studied, with many variants to the problem being developed to deal with different
models of approximation [53]. We will make use of the Hamming distance method of
approximation.
In addition to allowing for approximate matches, the problem can be further altered to
treat search patterns as circular strings, to give us the Approximate Circular Pattern
Matching problem. In this version of the problem, the pattern P is a circular string.
Such circular strings can be visualised as a series of characters which loop back around
on themselves, such that there is no clearly defined start or end of the string. The formal
definition of circular strings is given in Def. 3.1.
With this definition, we can address the problem of locating circular patterns in a
text. This version of the problem requires an algorithm that reports all locations of
all rotations of pattern p in a text t. Note that extending the problem to allow for
approximate matches results in a more complex algorithm to determine match locations,
but will result in a more practically useful solution.
Finding circular patterns is a difficult combinatorial problem that requires a well de-
veloped algorithm to solve efficiently. The problem is interesting from a theoretical
standpoint, and relevant to work in mathematics, geometry and biological computation
[54–56]. There is an additional practical consequence, aided by the fact that circu-
lar patterns are one of many patterns that may occur in the DNA of various genetic
structures. These include viruses [57, 58], bacteria [59], cells of eukaryotes [60] and
archaea [61]. Organisms with such circular structures may be more readily identified
and studied through algorithms catering specifically to circular string problems. Cir-
cular strings have also been considered when developing algorithms for both pairwise
and multiple sequence alignment. Algorithms have been presented which apply these
techniques specifically to circular strings [62, 63]. There has additionally been work to
create efficient algorithms for determining optimal alignments and consensus sequences
for multiple circular sequences [64].
Consider for example a biologist who wishes to determine whether or not a circular
genetic pattern associated with a virus occurs within an individual genome. Addition-
ally the biologist wishes to know the locations within the genome at which this virus
appears. A circular string can represent an arbitrary rotation of the virus pattern and
the biologist wishes to locate any possible rotations of this pattern in the genome text.
However in this practical case, the biologist is aware that both the pattern and text
data may exhibit errors. This may be due to erroneous sampling methods, incomplete
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data, sensor noise and various other possible defects [65]. Therefore it is necessary to
consider Approximate Circular Pattern Matching (ACPM) which allows for practical
searching methods that are capable of ignoring a specified threshold of errors caused




Small mutations and errors should be expected when searching for occurrences of a
particular circular virus in a DNA sequence. The Hamming distance is a commonly
used measure of such mutations. If we set k = 0 then we need only use an algorithm
which reports exact matches. Alternatively if k > 0 we must use an ACPM algorithm
to return a larger number of reported locations, in which the reported matches may
mismatch the pattern at up to k positions. This would prevent the failed reporting of a
virus present in a DNA sequence due to small discrepancies.
Given a fixed pattern p of length m, we may form a circular pattern denoted C(p).
Within the field of stringology, this may also be referred to as a conjugacy class. This
can be considered as a set of m strings corresponding to the set of m possible rotations
of p. A rotation of p is a shift of the characters of p to the left with characters wrapping
around. We use pr where r ∈ {0, . . . ,m − 1} to denote the rth rotation in which
characters are shifted r places to the left. It follows from the definition that p0 = p and
there are m possible rotations for a pattern p of length m. We formally define this in
Def. 3.1.
Definition 3.1. Given a string x of length n, we use xi to refer to the string of length
m known as the ith rotation of x, where xi = xi mod m as defined below:
x0 = x[0] x[1] x[2] . . . x[n− 3] x[n− 2] x[n− 1]
x1 = x[1] x[2] x[3] . . . x[n− 2] x[n− 1] x[0]
x2 = x[2] x[3] x[4] . . . x[n− 1] x[0] x[1]
...
xn−1 = x[n− 1] x[0] x[1] . . . x[n− 4] x[n− 3] x[n− 2]
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Consider the simple genetic pattern p = AGTTAGCA. In this case the length of p is m = 8,
therefore p will have 8 unique rotations. The corresponding circular pattern of p can be
represented as the set C(p). Each member of this set is a rotation of p. An example of
the rotations for this particular string is shown in Fig. 3.2 and 3.3.
A G T T A G C Ap0
G T T A G C A Ap1
T T A G C A A Gp2
T A G C A A G Tp3
A G C A A G T Tp4
G C A A G T T Ap5
C A A G T T A Gp6
A A G T T A G Cp7
Figure 3.2: Rotations of the string p = AGTTAGCA.
Figure 3.3: Graphical representation of the circular string in Fig. 3.2.
Because the primary applications of this work are within the field of genetics, we focus
on developing a tool that operates over the DNA alphabet. Specifically the alphabet
Σ = {A, C, G, T}. In this approach, each character of the alphabet is associated with a
numeric value.
Characters are assigned a unique number from the range [1, |Σ|]. This numbering may be
arbitrary, simply assigning a unique integer to each of the characters in Σ in accordance
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with their ranking in lexicographical order. We use num(σ) where σ ∈ Σ to denote the
numeric value of the character σ. Therefore for the DNA alphabet we have the following
numeric associations:
num(A) = 1 num(C) = 2 num(G) = 3 num(T) = 4
For a string x, we use the notation xN to denote the numeric representation of the string
x and xN [i] denotes the numeric value of the character x[i]. For example if x[i] = G then
xN [i] = num(G) = 3. The definition of circular strings and their rotations also applies
naturally to their numeric representations.
Suppose we have a pattern p = ATCGATG. In this case the numeric representation of p is
pN = 1423143. And this numeric representation has the rotations as shown in Fig 3.4.
1 4 2 3 1 4 3p0
4 2 3 1 4 3 1p1
2 3 1 4 3 1 4p2
3 1 4 3 1 4 2p3
1 4 3 1 4 2 3p4
4 3 1 4 2 3 1p5
3 1 4 2 3 1 4p6
Figure 3.4: Numeric rotations of the string p = ATCGATG.
It will prove useful to keep in mind the maximum numerical difference over our alphabet.
This represents the maximum possible difference in value between any two characters,
and is defined within this chapter as M such that:
M = max{num(a)− num(b) : a, b ∈ Σ}
In the case of our numbering for the DNA alphabet, M = |4− 1| = 3.
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3.2.2 Problem Statement
We now formally define the problem addressed within this chapter, namely Approximate
Circular Pattern Matching (ACPM):
Approximate Circular Pattern Matching
Input:
A pattern p of length m, a text t of length n > m, and an integer error threshold
k < m.
Output:
The set of index locations within t such that some rotation of the pattern p occurs
within Hamming distance k of the substring at that location. This corresponds to
the set {0 ≤ i < n−m+ 1 : ∃r s.t. pr ≡k t[i . . i+m− 1]}.
Note that the full problem as stated will be solved, however the focus will be on providing
an efficient practical implementation that may reduce the initial search space required
to determine the correct output to the above problem.
3.3 Solution
3.3.1 Tools
The proposed implementation initially makes use of filtering techniques, to reduce the
search space. A filter represents a function mapping from a string to some value or set
of values. There are 2 properties which must be satisfied by a filter function F for it to
have practical use in reducing the search space quickly:
Invariance:
The filter F maps to the same value for all rotations of a string. Formally we
say that a function F is invariant for strings of length m if F (x) = F (xi) for all
0 ≤ i < m for all possible strings x of length m. A function F is invariant in
general if it is invariant for strings of length m for all m ≥ 0.
O(1) Rolling Calculation:
We construct the filter F in such a way that it can calculate the mapping of a
text window in constant time based on the mapping of the previous text window.
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Formally we say that a function F is capable of O(1) rolling calculation if given
any m-sized text window t[i . . i+m− 1] and the value of its mapping F (t[i . . i+
m − 1]), it is possible to calculate the mapping of the subsequent text window
F (t[i+ 1 . . i+m]) in O(1) time, and this holds for any given string t.
Given a filter F that satisfies these properties, it can be used to remove possible windows
of the text from being considered as matches. This is because the mapping of a matching
text window must necessarily be equal to the mapping of the pattern. If this condition
is violated, we may definitively rule out that window. This makes it possible to rule out
many text windows in a total of O(n) time for a text t of length n.
In the case of approximate matching, the condition that the mapping of p and a text
window t must be equal, may be relaxed appropriately. The approximation threshold k
will determine how this condition is relaxed. There are 3 specific filters that have been
identified and implemented.
Definition 3.5 (Value Sum Filter). Using the num notation as defined in Section 3.2.1,




xN [i] F1 : Σ
∗ 7→ N
This filter takes the numerical summation of the string once characters have been con-
verted into their corresponding numerical values. With respect to the problem defined
in Section 3.2.2, we can rule out a match with a window starting at position i of the
text t where the following does not hold:
|F1(t[i . . i+m− 1])− F1(x)| ≤ kM
The constant M represents the maximum possible absolute change in the value of F1(x)
induced by changing a single character of x. By considering the worst case, it is clear
that such a change would be limited to kM for k character changes. In the case of the
DNA alphabet this value of kM reduces to 3k.
Definition 3.6 (Absolute Character Difference Sum Filter). Using the num notation
as defined in Section 3.2.1, we can define the absolute character difference sum filter F2




|xN [i]− xN [i+ 1]|
)
+ |xN [m− 1]− xN [0]| F2 : Σ∗ 7→ N
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This filter takes all pairs of consecutive characters of the string including the final and
first characters. The filter then calculates the absolute difference of each pair and finds
the final total of all the absolute differences. With respect to the problem defined in
Section 3.2.2, we can rule out a match with a window starting at position i of the text
t where the following does not hold:
|F2(t[i . . i+m− 1])− F2(x)| ≤ 2kM
The constant 2M represents double the maximum possible absolute change in the value
of F2(S) induced by changing a single character of x. By considering the worst case,
it is clear that such a change would be limited to 2kM for k character changes. In the
case of the DNA alphabet this value of 2kM reduces to 6k.
Definition 3.7 (Individual Character Count Filter). For this filter we map to an integer
vector of length |Σ|, the size of the alphabet under consideration. Each entry in the
vector is associated with a specific character from the alphabet:
F3(x) =

|{x[i] = Σ[0] : 0 ≤ i ≤ m− 1}|
|{x[i] = Σ[1] : 0 ≤ i ≤ m− 1}|
|{x[i] = Σ[2] : 0 ≤ i ≤ m− 1}|
...
|{x[i] = Σ[|Σ| − 1] : 0 ≤ i ≤ m− 1}|

Recall that in Section 2.2 we defined the notation Σ[i] for some i. The filter enumerates
the number of occurrences of each character in the pattern and stores the result as a
vector. This structure is known in the literature as a Parikh Vector and will be further
utilised under the same definition in Chapter 4 [66]. In the case of the DNA alphabet
this will be a vector of size 4 corresponding to number of occurrences of A, C, G, T.
With respect to the problem defined in Section 3.2.2, we can rule out a match with a
window starting at position i of the text t where the following does not hold:
F3(t[i . . i+m− 1])[j]− F3(x)[j] ≤ k ∀j ∈ {0, . . . , |Σ| − 1}
Each of these filters can be run on the full text t of length n in linear time as an initial
preprocessing stage. With each filter, the search space may be significantly reduced.
Once the search space is reduced, a final verification step occurs on the remaining text
windows to determine the final set of match positions.
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3.3.2 Algorithm
The algorithm we use is implemented in 2 stages, these being the filtering stage and the
verification stage. In the filtering stage, the text search space is massively reduced in
total time O(m+n) where m is the length of the pattern and n is the length of the text.
In the verification stage, the text windows in the reduced search space are individually
tested for match against the pattern. This stage is an involved process, taking advantage
of partitioning techniques and the Knuth Morris Pratt (KMP) search algorithm [67].
The pseudo-code shown takes only a single filter as input, though in practice we use our
3 previously defined filters, and the algorithm may also be extended appropriately to
accommodate any number of filters. We introduce several subroutines, which must be
implemented accordingly for each individual filter. These are as follows:
Flower(p, k)
For a given filter F , calculates the lowest value that any text window could map to
without being disqualified as a potential k-match against a given pattern p. This
will depend on the filter F , the pattern p and the approximation k.
Fupper(p, k)
For a given filter F , calculates the highest value that any text window could map
to without being disqualified as a potential k-match against a given pattern p.
This will depend on the filter F , the pattern p and the approximation k.
Fnext(t, i, f)
For a given filter F , returns the filter map of the window at position i + 1 of a
text t, namely F (t[i+ 1, . . . , i+m]). The required inputs are the text t, the index
immediately preceding the desired text window, namely i, and the filter map of
the immediately preceding text window, namely f = F (t[i, . . . , i + m − 1]). This
function performs more efficiently than applying the filter F (t[i + 1, . . . , i + m])
directly, by using rolling calculation.
minError(p, t)
This subroutine is independent of any filters used and performs the primary logic
of the verification step. Given a pattern p of length m and a text window t, this
subroutine calculates the minimum error difference (Hamming distance) across all
rotations of the pattern p against the text window t.
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3.4 Pseudo-code
Function circularStringSearch(t, n, p, m, k, F)
input :
t = Text to be searched.
n = Length of the text t.
p = Circular pattern to be found.
m = Length of the circular pattern p.
k = Maximum error permissible in reported matches.
F = Filter function.
output:
A set of all pairs (i, e) such that some rotation of the pattern p
matches the text t at index i with an error of e ≤ k.
candidateWindows ← LinkedList()
verifiedWindows ← LinkedList()
f ← F (t[0, . . . ,m− 1])
lowerBound ← Flower(p, k)
upperBound ← Fupper(p, k)
for i← 0 to n−m do
if lowerBound ≤ f ≤ upperBound then
candidateWindows.push(i)
if i < n−m then
f = Fnext(t, i, f)
foreach i in candidateWindows do
e = minError(p, t[i, . . . , i+m− 1])




The pseudo-code demonstrates an overview of the circular string search logic. In prac-
tice this algorithm was implemented in JavaScript with 3 stages of filtering and includes
additionally intricacy beneath the high-level view. Details of the underlying code in sub-
routines is omitted. The precise methods can be understood by consulting the original




A GUI was developed to enable interaction with the algorithm. This provides a basic
interface for submitting pattern and text queries for the non-technical user. Parameters
can be set by various components of the interface, and the results exported. Note that
the only data transmitted via the network when interacting with this interface is the
HTML and JavaScript code itself and optionally the output data.
This method of running the executable code on the host’s machine is an often used
technique, when requiring a large amount of data to be processed, but with a small
amount of resulting data [68]. The traditional method of web-based data processing,
involves a transfer of the input data to the web server, where processing takes place
remotely, and results are transferred back to the user. With this implementation, we
instead take the approach of transferring the code describing the algorithm to the host,
where it processes the data and displays the results in the browser. The potentially large
input data never moves across the network.




When we carried out performance testing, both the client-side and server-side compo-
nents of the system were tested within the same computing environment, disconnected
from any networks in order to prevent interference. The machine used was running
Ubuntu 16.04 64-Bit with an Intel Core i5-6600K CPU and 2 x 8GB DDR3 RAM.
Initial tests intended to determine average run-time and average search space reductions
when applying the filtering process and were performed on randomly generated data.
Random numbers used during testing were obtained from http://random.org, provid-
ing a source of true random numbers, accessible via an API [69]. For a given string
length, we randomly generated data by producing a random sequence over the 4-letter
DNA alphabet, following a uniform distribution, using true random numbers. Through-
out testing, whenever multiple tests were performed with the same configuration of
input parameters, a new pair of random pattern and text sequences was automatically
generated for each test.
We performed testing across multiple text sizes, pattern sizes and approximation levels
k. Within the performance testing data, string sizes are measured by the number of
bytes required for storage, with a single DNA character being equivalent to 1 byte with
an 8-bit ASCII encoding [70]. The number of seconds taken for the filtering algorithm
to execute, is referred to as the execution time. The execution time includes only the
time taken to perform the filtering stage of the algorithm, and excludes the time taken
to verify potential match locations. This is to ensure the potential utility of the filtering
method is studied in isolation. Note that when testing this implementation, the transfer
time of query data across the network is taken to be effectively zero. These initial results
are shown in Fig. 3.8 and Fig. 3.9.
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Figure 3.8: Average run-time in seconds to complete the filtering process for var-
ious input configurations. n is number of tests, µ is average run-time, σ is standard
deviation. Both pattern and text are randomly generated.
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Figure 3.9: Average search space reduction of the original text as a percentage
of original size, for various input configurations. n is number of tests, µ is average
search space reduction, σ is standard deviation. Both pattern and text are randomly
generated.
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From the data collected, the main influence on the run-time of the algorithm was the size
of the text to be searched, appearing to have a linear relationship within this sample,
as should be expected. However the run-time increases sub-linearly with an increase in
pattern size. Varying the permitted error k appears to have a minor influence on the
run-time.
Due to the relatively large size of the patterns tested, the search space may be reduced
by almost 100% in each instance. However, within these tests it appears that this is
primarily influenced by the permitted error k. The influence that input parameters
have on search space reduction may be more easily seen within the data produced in
Fig. 3.10, where relatively smaller pattern sizes were used in testing.
Fig. 3.10 was produced by performing an additional series of tests, comparing the re-
sults for two identically sized text patterns, sourced from real and random data sources
respectively. Specifically, the random data sample was produced in the same manner as
described for the tests on randomly generated texts within Fig. 3.8 and Fig. 3.9. The real
data sample was taken as a random substring of DNA from an HIV source [71]. The spe-
cific sample of real data used may be found at https://raw.githubusercontent.com/
steven31415/approximate-circular-pattern-matching/master/HIV_sample.txt.
This comparison between random and real data was performed in order to explore the
possibility that the structure of biological data varies from randomly distributed data
in such a way as to significantly alter the performance of the algorithm.
Some minor performance differences were observed between real and random text,
though the order of complexity appeared to remain unchanged.
Circular Strings 34
Figure 3.10: Comparison of average run-time and average search space reduction
for both real text and randomly generated text, for various input configurations. n
is number of tests, µ is average search space reduction, σ is standard deviation. The




After both theoretical and experimental analysis of the web tool, it would appear it
has succeeded in satisfying the initial target of performing Approximate Circular Pat-
tern Matching within reasonable execution time and without need for significant data
transfer.
As the pattern size approaches the text size, the algorithm performs linearly. However
for smaller patterns execution time is still within reasonable bounds. The analysis shows
that the conclusions made with regard to performance on random data will also apply
to real world data and provide a practical solution to real matching problems. This
practical approach is bolstered by the fact that no data transfer is required, removing
the need to satisfy data caps that may be required by other online tools. Additionally no
significant technical expertise is required to apply the implementation, with a publicly
accessible and simple interface available to end users.
Further work in this area could see further string processing tools being implemented
on the server-side in a similar fashion. This would be particularly useful for the many
algorithms which would ordinarily struggle to handle large volumes of data in their
current implementations. Our methods currently serve as a proof of concept, and could
benefit from further improvement, particularly with regard to accepting data that may
be encountered in practice. This may include expanding on the DNA characters that may
be accepted as input, and further allowing for the various standardised DNA streams
such as FASTA, FASTQ, EMBL or others.
The implementation and associated source code is made publicly available via the links
provided in Section 3.5.1, in the hope that it may prove beneficial to those seeking to
create further improvements within the domain of circular string search.
Chapter 4
Abelian Palindromes
A string is called a palindrome if it reads the same from left to right. In this chapter
we define the new concept of an abelian palindrome which satisfies the property of
being abelian equivalent to some palindrome of the same length. The identification of
abelian palindromes presents a novel combinatorial problem, with potential applications
in filtering strings for palindromic factors. This may be seen as similar to the concept
of filtering as used in Chapter 3. This chapter presents an algorithm to efficiently
identify abelian palindromes, and additionally generate an abelian palindromic array,
indicating the longest abelian palindrome at each location. Specifically, for an alphabet
of size |Σ| ≤ log2(n) and after O(n) time preprocessing using O(n + |Σ|) space, we
may determine if any factor is abelian palindromic in O(1) time. Additionally, we may
determine the abelian palindromic array in O(|Σ|n) time. A further specification may be
made on the algorithmic complexity when this condition on alphabet size |Σ| is relaxed.
4.1 Background
The identification of palindromic factors in strings, has been a much studied area of
stringology, due to the interesting combinatorial aspects and the strong ties with genetic
analysis, where palindromes often correspond to significant structures in DNA [72].
Variations of the palindrome identification problem have been frequently introduced, for
example Karhumäki et al. presented results on k-abelian palindromes on rich and poor
words [73]. Holub et al. considered the problem as applied to binary words, investigating
the properties of palindromic factors of binary strings [74].
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We introduce our own simple modification to the problem, yet to be explored, namely
abelian palindromes. Though an interesting combinatorial problem in it itself, an effi-
cient method of detecting abelian palindromes can potentially provide a filter by which
ordinary palindromic factors may be deduced. This follows from the fact that an or-
dinary palindrome must necessarily also be an abelian palindrome, and therefore the
search space may be reduced if non abelian palindromes can be efficiently dismissed.
Likewise, the abelian palindromic array may potentially be used to assist in the calcu-
lation of the ordinary palindromic array, for the purpose of performing a greedy factori-
sation of a string into ordinary palindromes. This follows from the fact that the abelian




We denote the reverse string of x by xR as the string obtained when reading x from
right to left, i.e. xR = x[n − 1]x[n − 2] . . . x[1]x[0]. We say a string x is a palindrome
when x = xR.
We make use of the bit-wise exclusive or (XOR) operation between two binary strings x
and y of the same length |x| = |y|, denoted x⊕y. This adheres to the standard definition
of XOR on two binary strings, i.e. z[i] = (x[i] + y[i]) (mod 2) where z = x ⊕ y. We
may similarly apply the XOR operation to integers, x, y ∈ Z by converting x and y to
their respective binary equivalents, performing the XOR operation, and converting the
binary result into an integer. For example, given x = 5, y = 11 we have x⊕y = 5⊕11 =
0101⊕ 1011 = 1110 = 14.
The concept of abelian strings relates to the idea of disregarding the order of appearance
of characters in a string, and concerning ourselves only with the number of occurrences
of each character within the string. With this in mind, we wish to define the concept of
an abelian palindrome. To facilitate this, we must first refer to the definition of a Parikh
Vector [66].
Definition 4.1. The Parikh vector P(t) of a string t over the alphabet Σ, is a vector of
size |Σ| which enumerates the number of occurrences of each character of the alphabet
in t. If the character σ ∈ Σ has ordinality i = ord(σ) in the lexicographical ordering of
the alphabet Σ, then P(t)[i] stores the number of occurrences of σ in t.
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We say that two strings t1 and t2 are abelian equivalent denoted t1 ≈a t2 if and only if
they have the same Parikh vector, i.e. are permutations of each other.
For example, the string t1 = accgta has the Parikh vector P(t1) = (2, 2, 1, 1). The
string t2 = gactca has the same Parikh vector and thus t1 ≈a t2. We may now define
the concept of an abelian palindrome.
Definition 4.2. A string t is an abelian palindrome if and only if there exists some
palindrome p such that p ≈a t.
Note that in general, a string t will more easily satisfy the abelian palindromic property
over the palindromic property. This comes as a direct result of Lem. 4.3, which follows
clearly from Def. 4.2.
Lemma 4.3.
t palindromic =⇒ t abelian palindromic (4.1)
t not abelian palindromic =⇒ t not palindromic (4.2)
Proof. Assume t is palindromic, choose p = t. Therefore we have p = t ≈a t. Thus
t is abelian palindromic and Statement 4.1 is proven. Statement 4.2 follows as the
contrapositive of Statement 4.1.
4.2.2 Problem Statements
We now formally define the two related problems addressed within this chapter, namely
Abelian Palindromic Factor Recognition and the Abelian Palindromic Array:
Abelian Palindromic Factor Recognition
Input:
A string t of length n.
Output:
A function F : {0 . . n− 1}×{0 . . n− 1} → {true, false} where F (i, j) returns true





A string t of length n.
Output:
An array A of size n such that A[i] stores the length of the longest abelian factor of
t occurring at position i, i.e. as a prefix of t[i . . n− 1].
Note that recognising a palindromic factor is naturally easier than generating the abelian
palindromic array, by virtue of the fact that the former is a verification problem whereas
the latter is not.
4.3 Solution
4.3.1 Tools
We wish to efficiently identify abelian palindromic factors within a string. To enable
this, we define some further concepts and auxiliary data structures.
From Def. 4.2, it is clear that whether a string t is an abelian palindrome is dependant
on the values in its Parikh vector P(t), specifically the number of values that are odd
or even. We use |P(t)| to refer to the total number of values in P(t), and further
use |(P(t))|odd and |(P(t))|even to refer to the number of odd and even values in P(t)
respectively. This notation allows us to succinctly describe the defining quality of an
abelian palindrome in Lem. 4.4.
Lemma 4.4. t abelian palindromic ⇐⇒ 0 ≤ |(P(t))|odd ≤ 1.
Proof. We refer to the length of t as n. We call tl = t[0 . . bn−12 − 1c] the left half of t
and tr = t[dn−12 + 1e . . n − 1] the right half of t. Note that if n is even, t = tl tr. If n
is odd, t = tl c tr where c = t[
n−1
2 ]. For an ordinary palindrome p, it is clear that if a
character occurs m times in pl it must correspondingly occur m times in pr, to preserve
the palindromic property of p.
We first show that if t is an abelian palindrome, the number of odd values in the Parikh
vector |(P(t))|odd can not exceed 1 by contradiction. Let us assume that |(P(t))|odd > 1.
In this case, we have at least 2 different characters σ1, σ2 ∈ Σ with an odd number of
occurrences in t. For any permutation of the characters in t, at least one of these two
characters must have all its occurrences contained entirely within tl and tr, and we call
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this character σ. The character σ therefore occurs 2m times in t where m is the number
of occurrences of σ in tl. Therefore σ has an even number of occurrences, which leads
us to a contradiction. Therefore we conclude that 0 ≤ |(P(t))|odd ≤ 1.
We now show that we can always form a palindrome from a permutation of t when
0 ≤ |(P(t))|odd ≤ 1. In the notation below we use pRl to represent the reversal of pl.
Let us assume |(P(t))|odd = 0. In this case, P(t) contains only even values. We distribute
the characters evenly to form an even length palindrome p such that p ≈a t as follows













p = pl p
R
l
Now let us assume |(P(t))|odd = 1. In this case, P(t) contains a single odd entry
corresponding to some character c = Σ[i]. We distribute the characters evenly, placing


















p = pl Σ[i] p
R
l
Thus we have shown that 0 ≤ |(P(t))|odd ≤ 1 is both a necessary and sufficient condition
for t to be an abelian palindrome. Therefore Lem. 4.4 follows.
Abelian Palindromes 41
To illustrate the application of Lem. 4.4, we present examples for even length, odd length
and non abelian palindromes respectively:
t1 = GTAGAGCGCATA
=⇒ P(t1) = (4, 2, 4, 2)
=⇒ |(P(t))|odd = 0
=⇒ t1 ≈a AACGGTTGGCAA
t2 = GGTTAGCTATG
=⇒ P(t2) = (2, 1, 4, 4)
=⇒ |(P(t))|odd = 1
=⇒ t2 ≈a AGGTTCTTGGA
t3 = AGCGATATGACT
=⇒ P(t3) = (4, 2, 3, 3)
=⇒ |(P(t))|odd = 2
=⇒ t3 not abelian palindromic
The next aim is to describe a new data structure that will prove useful in recognising
palindromic factors, beginning with some new definitions.
Lem. 4.4 provides us with a useful criterion by which we can seek longest abelian palin-
dromes. We first provide some additional definitions which will prove useful:
Definition 4.5. A prefix Parikh vector Pi(t) of a string t is the Parikh vector of the ith
prefix of t:
Pi(t) = P(t[0 . . i]) for 0 ≤ i ≤ n− 1
Definition 4.6. A parity vector P(t) of a string t over the alphabet Σ is a bit vector of
length Σ which indicates the parity (even or odd) of the number of occurrences of each
character of Σ in t (0 indicates even, 1 indicates odd):
P(t)[i] = P(t)[i] (mod 2)
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Definition 4.7. A prefix parity vector Pi(t) of a string t is the parity vector of the ith
prefix of t:
Pi(t) = P(t[0 . . i]) for 0 ≤ i ≤ n− 1
Definition 4.8. A parity integer P̂(t) of a string t over the alphabet Σ is a decimal
integer representing the value of the parity vector P(t) when interpreted as a binary
number, with the order of magnitude of each bit determined by the lexicographical





Definition 4.9. A prefix parity integer P̂i(t) of a string t is the parity integer of the ith
prefix of t:
P̂i(t) = P̂(t[0 . . i]) for 0 ≤ i ≤ n− 1
Definition 4.10. The prefix parity integer array P̂A(t) of a string t of length n is an
integer array of length n, which contains the value of P̂i(t) at each position i:
P̂A(t)[i] = P̂i(t)
The prefix parity integer array P̂A(t) (example: see bottom of Fig. 4.11) is the key to
identifying longest abelian palindromes in a string t. To observe this, we note that the
Parikh vector of a factor of t can be determined by evaluating the difference between the
two prefix Parikh vectors at the start and end indexes of the factor. The parity vector
and parity integer of a factor can also be determined in a similar way, by employing the
bit-wise exclusive or (XOR) operation. We summarise these observations in Lem. 4.12.
Lemma 4.12. Given a string t:
P(t[i . . j]) = Pj(t)− Pi−1(t) (4.1)
P(t[i . . j]) = Pj(t)⊕ Pi−1(t) (4.2)
P̂(t[i . . j]) = P̂j(t)⊕ P̂i−1(t) (4.3)
Proof. Given a factor f = t[i . . j] we have t[0 . . j] = t[0 . . i − 1] f . Therefore it follows
that P(t[0 . . j]) = P(t[0 . . i− 1]) +P(f) =⇒ P(f) = P(t[0 . . j])−P(t[0 . . i− 1]). Thus









































P̂i(t) 2 3 2 10 14 6 7 15 7 15 11 9 1 0 2 0 1 9
P̂A(T )
0 1 2 2 2 2 3 3 3 3 3 3 3 4 4 4 5 5
1 1 1 1 1 1 1 1 1 1 1 2 2 2 3 4 4 4
0 0 0 0 1 1 1 1 1 1 2 2 2 2 2 2 2 2
0 0 0 1 1 2 2 3 4 5 5 5 6 6 6 6 6 7
0 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 1 1
1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1 1 0 0 0 0 1 0 0 0
0 0 0 1 1 0 0 1 0 1 1 1 0 0 0 0 0 1
Figure 4.11: Example of prefix Parikh vectors, prefix parity vectors and prefix parity
integers for the string t = caatgtatttgctaccat.
Statement 4.2 follows from Statement 4.1 by observing that the truth table for the XOR
operator is analogous to the parity table for the subtraction operator (when we interpret
0 as even, 1 as odd). Note that subtraction (mod 2) and XOR are both commutative
operations, and therefore the order of inputs is unimportant for both.
Statement 4.3 is simply an alternative formulation of Statement 4.2 in the form of parity
integers instead of parity vectors.
Given P̂A(t), it now becomes simple to verify whether a factor t[i . . j] is an abelian
palindrome, i.e. 0 ≤ |P(t[i . . j])|odd ≤ 1.
Lemma 4.13. Given a text t over the alphabet Σ, the following holds:
t[i . . j] abelian palindromic ⇐⇒ P̂j(t)⊕ P̂i−1(t) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}
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Proof. The lemma follows from the application of previously defined lemmas. We use
brackets under runs of characters to indicate the length of that run of characters:
t[i . . j] is abelian palindromic
⇐⇒
Lem. 4.4
0 ≤ |P(t[i . . j])|odd ≤ 1
⇐⇒ |P(t[i . . j])|odd = 0 ∨ |P(t[i . . j])|odd = 1
⇐⇒
Def. 4.6
P(t[i . . j]) = 0 . . . 0︸ ︷︷ ︸
|Σ|
∨ P(t) ∈ {0 . . . 0︸ ︷︷ ︸
|Σ|−1
1 , 0 . . . 0︸ ︷︷ ︸
|Σ|−2





P(t[i . . j]) = 0 ∨ P̂(t) ∈ {20, 21, 22, . . . , 2|Σ|−1}
⇐⇒
Lem. 4.12
P̂j(t)⊕ P̂i−1(t) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}
Lem. 4.13 immediately leads us to Lem. 4.14, which allows us to identify the longest
factor of a string t starting at i which is abelian palindromic.
Lemma 4.14. Given a text t over the alphabet Σ, the longest abelian palindromic factor
of t occurring at position i is t[i . . j] where j satisfies the following:
j = max{j′ : P̂j′(t) ∈M(t, i)}
M(t, i) = {P̂i−1(t)⊕ k : k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}}
For a given string t and position i, we call M(t, i) the match set.
Proof. For a fixed i, the longest t[i . . j] which is abelian palindromic is found by de-
termining the largest j, such that i and j satisfy the condition in Lem. 4.13. We may
derive the match set M(t, i) from this condition by employing the fact that XOR is
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commutative:
P̂j′(t)⊕ P̂i−1(t) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}
⇐⇒ ∃k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1} such that P̂j′(t)⊕ P̂i−1(t) = k
⇐⇒ ∃k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1} such that P̂j′(t) = P̂i−1(t)⊕ k
⇐⇒ Pj′(t) ∈ {P̂i−1(t)⊕ k : k ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}} = M(t, i)
Thus for a given i, the largest j′ satisfying the above condition gives us the j corre-
sponding to the largest abelian palindromic factor t[i . . j].
At this stage it now becomes useful to define a simple data structure that will prove
useful for identifying longest abelian palindromes.
Definition 4.15. The rightmost array R(A) of an integer array A of length n over the
alphabet {0, . . . , n− 1} stores at position i the index of the rightmost occurrence of the
integer i in A. If there is no occurrence of i in A then A[i] = −1. Formally stated:
R(A)[i] = k ⇐⇒ A[k] = i ∧ A[k′] 6= i ∀ k′ > k






































R(A) 15 16 14 1 -1 -1 5 8 -1 17 3 10 -1 -1 4 9 -1 -1
Figure 4.16: Example of rightmost array.
We now have defined all the necessary tools which will make it possible to define our
algorithmic solution to the problems stated in Section 4.2.2.
4.3.2 Algorithms
Our algorithm to generate a function recognising abelian palindromic factors, relies on
the construction of the prefix parity integer array P̂A(t). As shown in Lem. 4.13, we are
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able to determine if t[i . . j] is abelian palindromic by evaluating the truthfulness of the
expression P̂j(t)⊕ P̂i−1(t) ∈ {0} ∪ {20, 21, . . . , 2|Σ|−1}.
Given P̂A(t), this expression may be evaluated in O(1) time for a given i and j. This
follows from the fact that XOR is a constant time operation. Additionally, we may
check if a positive integer is a power of 2 in constant time by employing a common bit
manipulation tactic [75]. Namely, for a positive integer x, the expression x & (x − 1)
will evaluate to 0 if and only if x represents some integer power of 2, where & represents
the bit-wise AND operation.
It is important to note, that these operations are constant time under the assumption
that their arguments do not exceed the maximum word size w of the computer imple-
mentation used. If we assume that the alphabet size is bounded by the logarithm of
n, then this assumption holds [76], i.e. |Σ| ≤ log2(n). Alternatively, the limitation on
|Σ| need not depend on n, and may instead be expressed in terms of the word size w of
a machine. If the word size is w, we may assume these operations are constant for an
alphabet size |Σ| ≤ w. For a larger |Σ|, the expression in Lem. 4.13 may be evaluated
in O( |Σ|w ) time.
We now consider the construction of P̂A(t). It is possible to construct the array directly
while maintaining a single instance of P̂i(t), by Lem. 4.17.
Lemma 4.17.
P̂A(t)[0] = 2ord(t[0])
P̂A(t)[i] = P̂A(t)[i− 1] + (2Pi(t)[ord(t[i])]− 1)× 2ord(t[i]) 0 < i ≤ n− 1
Proof. The case for P̂A(t)[0] is trivially true. We note that P̂A(t)[i] = P̂i(t) is an integer
representation of Pi(t) interpreted as a binary string. Pi(t) and Pi−1(t) differ by a single
bit flip, corresponding to the character encountered at t[i]. Therefore by Def. 4.8 and
4.9, P̂i(t) and P̂i−1(t) will accordingly differ by a single power of 2, specifically 2ord(t[i]).
Whether 2ord(t[i]) should be added or subtracted is dependant on the current parity
of the character t[i]. This is determined by Pi(t)[ord(t[i])], with 1 corresponding to
addition (+1) and 0 corresponding to subtraction (−1).
Thus the mapping 2b−1 where b ∈ {0, 1} is the most recently flipped bit b = Pi(t)[ord(t[i])],
indicates the appropriate addition (+1) or subtraction (−1).
With this iterative equation for P̂A(t), we now have all the tools necessary to efficiently
determine abelian palindromic factors and solve the problem as stated. We formalise
the result in Theorem 4.18, addressing the first problem from Section 4.2.2.
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Theorem 4.18. Given a string t of length n over the alphabet Σ, after O(n) time
preprocessing and O(n + |Σ|) space, we may perform queries to determine if t[i . . j] is
abelian palindromic in O(1) time when |Σ| ≤ log2(n).
Additionally with no constraint on the size of Σ, with O( |Σ|w n) time preprocessing we
may perform such queries in O( |Σ|w ) time, where w is the computer word size.
Proof. By using Lem. 4.17 we may iteratively construct P̂A(t)[i] from P̂A(t)[i − 1] in
O(1) time at each step, while maintaining the Σ-sized data structure Pi(t), resulting in
a total time complexity O(n) and space complexity O(n+ |Σ|) to construct P̂A(t).
By evaluating the expression on P̂A(t) in Lem. 4.13, we may then determine if t[i . . j] is
abelian palindromic. Evaluating this expression may be performed in O(1) time when
the number of bits required to store P̂i(t) is no larger than a single computer word w,
i.e. when |Σ| ≤ log2(n) ≤ w. In general, P̂i(t) may be stored in |Σ| bits, requiring d
|Σ|
w e
words to store, and thus a multiplying factor of O( |Σ|w ) time is required for all operations
involving P̂i(t), both when constructing P̂A(t) and when evaluating the expression in
Lem. 4.13, corresponding to a single query.
To address the second problem from Section 4.2.2, we consider an algorithm to generate
the abelian palindromic array which makes use of Theorem 4.18 and the rightmost array
described in Def. 4.15. We also make use of Lem. 4.19.
Lemma 4.19. The abelian palindromic array A of a string t satisfies:
A[i] = max{R(j) : j ∈M(t, P̂A(t)[i])}
Where M is the match set as described in Lem. 4.14.
Proof. Lem. 4.14 indicates that the longest abelian palindromic factor occurring at i is
t[i . . j] where j is the index of the rightmost prefix parity integer with a value contained
in the match set M(t, i).
By Def. 4.15, this rightmost j can be found by taking the largest value obtained when
querying the rightmost array with every member of the match set.
Theorem 4.20. Given a string t of length n over the alphabet Σ, we may determine the
abelian palindromic array of t in O(|Σ|n) time and O(n+|Σ|) space, when |Σ| ≤ log2(n).
Proof. Via the proof in Theorem 4.18 we are able to calculate the prefix parity integer
array P̂A(t) in O(n) time and with O(n+ |Σ|) space.
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Since |Σ| ≤ log2(n), we know all values of R(A)[i] ∈ {−1, 0, . . . , n − 1}. Therefore
the rightmost array R(P̂A(t)) may be calculated in O(n) time, by parsing P̂A(t) from
right to left and storing any new values encountered. Full details are available in the
pseudo-code in Section 4.4.
We now apply Lem. 4.19, which enables us to determine the longest abelian palindromic
factor occurring at i by performing |Σ| constant time queries. Thus a total of O(|Σ|n)
constant time queries are required, and the total time complexity to generate the abelian
palindromic array is O(|Σ|n).
4.4 Pseudo-code
The pseudo-code for both of the problems presented in Section 4.2.2 are shown here.
The first problem of Abelian Palindromic Factor Recognition may be addressed using
Theorem 4.18, through the use of the single function getPrefixParityIntegerAr-
ray.
The second problem of generating the Abelian Palindromic Array is addressed using the
Theorem 4.20, through the use of the function getAbelianPalindromicArray, which
requires an additional two subroutines getRightMostArray and getMatchSet,




t = Text to be processed.
Σ = Alphabet over which text t is defined.
output:
The prefix parity integer array of the text t.
n← |t|
σ ← |Σ|
A ← integer array of length n filled with 0
B ← integer array of length n filled with 0
B[0] = 1
for i← 1 to σ − 1 do
B[i] = 2×B[i− 1]
P← boolean array of length σ filled with 0
prev← 0
for i← 0 to n− 1 do
if P[ord(t[i])] == 1 then
A[i] = prev−B[ord(t[i])]
else
A[i] = prev +B[ord(t[i])]






A = Array of integers.
output:
The rightmost array of the array A.
n← |A|
R ← integer array of length n filled with -1
for i← n− 1 to 0 do





x = Integer for which match set is calculated.
n = Size of final match set.
output:
The match set of x.
M ← integer array of length n+ 1 filled with 0
for i← 0 to n− 1 do
M [i] = x⊕ 2i





t = Text to be processed.
Σ = Alphabet over which text t is defined.
output:





P ← integer array of length n filled with 0
for i← 0 to n− 1 do
M ← getMatchSet(A[i− 1], σ)
rightmost← −1
for each match in M do
if R[match] > rightmost then
rightmost = R[match]
if rightmost > i− 1 then
P [i] = rightmost− i+ 1
else




We have presented a novel problem, first by defining abelian palindromes as a new type
of data structure, and then by considering methods of recognising such strings. In order
to carry out this task, we made use of the Parikh vector, in addition to defining several
new yet related vector structures, along with a suggested set of notations.
This work presents an initial exploration of the mathematical properties of such strings,
and a theoretically efficient method of identifying them. Specifically, two algorithms have
been presented, the first for recognising whether or not a factor is abelian palindromic,
and the second for generating an array which provides the length of the longest abelian
palindromic factor at each position in a string.
The proposed algorithms are both dependant on a new data structure called the prefix
parity integer array, requiring O(n) time to compute for a string with an alphabet
size |Σ| ≤ log2(n). Additional complexity is required to determine the longest abelian
palindromic factor for each position, namely O(|Σ|n) time.
Though the pseudocode has been presented for both algorithms, in depth performance
testing has not been carried out, and may represent an opportunity for further research.
However, a basic implementation was created in order to verify the correctness of the
algorithm, in addition to the stated proof in 4.18.
The potential applications for abelian palindromes are as yet unknown, though we hope
this work acts as a springboard for potentially related problems in the future. Addition-
ally, it may prove useful to consider this work in conjunction with the study of other
data structures with abelian properties.
The main improvement in this work, would be to remove the need for the current
requirement that |Σ| ≤ log2(n), in order to obtain our current best complexity time,
which appears to be a reasonable goal. Some additional performance testing on relevant
data might also serve to determine the practical use of such algorithms. Finally, it would
certainly prove interesting to consider an alternative solution in light of the development
of quantum computing algorithms. Both algorithms presented here are dependant on
the properties of bit manipulation within the classical computing model. It remains




A maximal palindromic factor is a factor (or substring) which reads the same left to
right and can be extended no further in either direction [79]. In this chapter, the focus
will be on creating an algorithm that is capable of producing a sequence of maximal
palindromic factors that corresponds to a given degenerate string, i.e. a string which
may have some positions with multiple possible characters. An attempt is additionally
made to minimise the number of these factors. As part of this process, a complete list of
all maximal palindromes in the string may also be generated. Specifically, this chapter
presents an O(k|Σ|(k + log |Σ|) + kn) time and O(k(k + |Σ|) + n) space algorithm to
achieve this, along with the pseudocode of an implementation.
5.1 Background
Finding string regularities is essential in many applications such as detecting text errors,
musical analysis and molecular biology [80]. As a result, there are many scientific fields
devoted to the study of changes in pattern sequences and their effect. For example, com-
putational biology depends on analytical methods and developing algorithms to study
regularities in DNA sequences like repeats and covers, particularly within degenerate
strings, which assist in the discovery of genetic characteristics [81, 82].
Within the literature, the term degenerate string or indeterminate string is used to refer
to a generalised string in which individual characters may have multiple values [83–85].
We may consider such strings as a general model for strings in which multiple nucleotides
are represented with a single ambiguity character.
Many studies over the last decade have drawn attention to the importance of finding
efficient algorithms that deal with degenerate strings. Notably, there is a need to use
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degenerate strings for various applications such as search engines, cryptoanalysis [83]
and particularly genetic science.
From a biological perspective, the study of palindromes has become a necessary devel-
opment, for instance where palindromes act as an indicator of the probability of cancer
existence [72]. Additionally, genetic palindromes may correspond to the occurrence of
endonuclease restriction sites, caused by restriction enzymes. For example, we see a
statistical analysis of the complete genome of Escherichia coli, in which palindromic
sequences occur frequently within regions of interest [86].
Furthermore, Kolpakov and Kucherov in [87] proposed two algorithms for computing
two types of gapped palindromes which are called long-armed palindromes and length
constrained palindromes. These algorithms are important in the analysis of DNA and
RNA sequences that have palindromic sequences of nucleotides and a gap between the
left and right copies of palindromes.
Alatabbi et. al in [79] presented an algorithm for finding the maximal palindromic fac-
torisation of a finite string in linear time. The contribution of this chapter is to present




As eluded to in the preamble, we may make use of degenerate strings to model strings
with variable possible characters at some positions. A degenerate symbol σ̃ over an
alphabet Σ is a non-empty subset of Σ, i.e. σ̃ ⊆ Σ and σ̃ 6= ∅. |σ̃| denotes the size of
the set and we have 1 ≤ |σ̃| ≤ |Σ|. A finite sequence x̃ = x̃0x̃1 . . . x̃n−1 is said to be a
degenerate string (also known as an indeterminate string) if x̃i is a degenerate symbol
for each 0 ≤ i ≤ n−1. A degenerate string is built over the potential 2|Σ|−1 non-empty
subsets of characters belonging to Σ. The length of a degenerate string x̃ is the number
of degenerate symbols n.
For example, x̃ = [A, C] [A] [G] [C, C] [A] [A, C, G] is a degenerate string of length 6 over the
alphabet Σ = {A, C, G} (or {A, C, G, T} with no occurrences of T). If |x̃i| = 1, that is
x̃ represents a single character of Σ, we say that x̃i is a solid symbol and i is a solid
position. Otherwise x̃i and i are said to be a non-solid symbol and non-solid position
respectively. For convenience we often write x̃i = σ (σ ∈ Σ), instead of x̃i = [σ], in
the case of solid symbols. Consequently, the previous example x̃ may be written as
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x̃ = [A, C] A G [C, C] A [A, C, G]. A degenerate string containing only solid symbols is a solid
string and behaves the same as a classical string of characters, and for such strings we
may omit the ∼ notation. In addition, a solid symbol [σ] and its corresponding character
σ ∈ Σ may be treated as interchangeable for our purposes.
A degenerate string x̃ is called conservative if the number of non-solid symbols in x̃ is
known to be no more than some natural number k. The concatenation of degenerate
strings x̃ and ỹ is x̃ỹ. A degenerate string ṽ is a substring of a degenerate string x̃
if x̃ = ũṽw̃ for some degenerate strings ũ and w̃. By x̃[i . . j] we represent a substring
x̃ix̃i+1 . . . x̃j of x̃.
For degenerate strings, the notion of character equality is extended to symbol equality
between two degenerate symbols. Two degenerate symbols x̃ and ỹ are said to match
(denoted x̃ ≈ ỹ) if x̃ ∩ ỹ 6= ∅. Extending this notion to degenerate strings, we say that
two degenerate strings x̃ and ỹ match (denoted x̃ ≈ ỹ) if |x̃| = |ỹ| and all corresponding
symbols in x̃ and ỹ match. Note that the relation ≈ is not transitive. A degenerate
string x̃ is said to occur at position i in another degenerate string ỹ if x̃ ≈ ỹ[i . . i+|x̃|−1].
We demonstrate an example of degenerate string notation in Fig. 5.1, where a vector of
characters is used to indicate the possible values of a non-solid symbol.








Figure 5.1: Degenerate string of length n = 6 over {A, C, G, T} with k = 3.
A palindromic factor of a degenerate string x̃ is some solid string p ≈ x̃[i . . j] such that p
is equal to its reversal (p = pR). Equivalently we can define an even length palindromic
factor p as a factor that can be expressed in the form wwR for some string w, and an
odd length palindromic factor p as a factor that can be expressed in the form wcwR for
some string w and a single character c. The centre of a palindromic factor p ≈ X̃[i . . j]
is defined as i+j2 , and its radius is defined as
|p|
2 .
A maximal palindromic factor of a degenerate string x̃ is the longest palindromic factor
at a given centre, which can be extended no further. In other words p ≈ x̃[i . . j] is
maximal for its centre i+j2 if x̃[i − 1] 6≈ x̃[j + 1] or if either i − 1 or j + 1 are invalid
indexes of x̃.
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Figure 5.2: Maximal palindrome for centre 11.
For example in Fig. 5.2 we show a palindromic factor at centre 11 corresponding to
x̃[9 . . 13]. In fact this is a maximal palindromic factor, as it can not be extended further
within x̃ while still containing a palindrome, i.e. x̃[8] = C 6≈ G = x̃[14].
We denote by MP(x̃) the set of all maximal palindromes of x̃, i.e. the set containing all
pairs (i, j) such that x̃[i . . j] is a maximal palindrome in x̃. By considering the number
of valid centres, it is clear that the number of unique maximal palindromic factors must
be no more than 2n− 1, i.e. |MP(x̃)| ≤ 2n− 1.
Palindromic factorisation is the process of splitting a string into adjacent factors such
that all factors are palindromes and the minimal number of factors possible is used. We
may add the further requirement that all palindromes in the factorisation are maximal
palindromes [88]. This problem can be extended to degenerate strings, as in Def. 5.3.
Definition 5.3. Given a degenerate string x̃, we define a maximal palindromic factori-
sation as a sequence of m factors f1, f2, . . . , fm of x̃ such that:
1. x̃ = f1 f2 . . . fm
2. fi ∈ MP(x̃) ∀i ∈ {1 . .m}
3. m is minimised
Note that for Def. 5.3, there is a possibility of multiple valid factorisations of a string
x̃ with the same minimal m. Alternatively there may be no valid maximal palindromic
factorisation of x̃, which differs to ordinary palindromic factorisation. This is a result
of the fact that a single character is guaranteed to be an ordinary palindrome, but not
necessarily a maximal palindrome.
We show an example of a maximal palindromic decomposition in Fig. 5.4. Here the
minimal possible number of palindromic factors (6) is obtained.
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Figure 5.4: Maximal palindromic decomposition.
5.2.2 Problem Statement
We now formally define the problem addressed within this chapter, namely Degenerate
Maximal Palindromic Factorisation:
Degenerate Maximal Palindromic Factorisation
Input:
Degenerate string x̃ of length n and a natural number k representing an upper bound
on the number of non-solid symbols in x̃.
Output:
Array of indexes p0, p1, . . . , pm describing a maximal palindromic factorisation
f1, f2, . . . , fm where fi = x̃[pi−1 . . pi − 1] is a maximal palindrome for all i ∈ [1,m]
and the number of factors m is minimised.
As an example of a factorisation f1, f2, . . . , fm, for the factorisation of the degenerate
string described in Fig. 5.4, the corresponding output is the array [0, 2, 3, 14, 19, 23, 24].
5.3 Solution
5.3.1 Tools
We first preprocess the string x̃, to obtain a string we call the solid equivalent of x̃,
denoted x$. To obtain x$ we transform x̃ into a solid string by replacing each of its k
non-solid symbols with a unique character $d, where 0 ≤ d < k. These new characters
$0, ..., $k−1 are defined to not match each other and not match any characters of the
original alphabet Σ of x̃. The location in x$ of a given $d is denoted by loc($d).
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x$[i] =
x̃[i] for x̃[i] solid$d for x̃[i] non-solid, where d non-solid symbols occur left of x̃[i]
Where $0, ..., $k−1 are defined such that $i = $j =⇒ i = j and $d /∈ Σ ∀d.
loc($d) is defined such that x$[loc($d)] = $d
Next we create a new string s = x$ #1 x$
R #2, where #1 and #2 are new characters that
match no others in Σ ∪ {$0, ..., $k−1} and #1 6= #2. We then preprocess s and construct
its suffix tree, so that we may perform lce queries on pairs of substrings of s, also known
as longest common extensions, as defined by Def. 2.7.
We define the lexicographical ordering of the alphabet to be #1, #2, $0, . . . , $k−1, σ0, . . . , σ|Σ|−1,
where σi refers to the ith character in the lexicographical ordering of the alphabet Σ
(0-indexed).
In the process of constructing x$ and s, we also build a matching table M over the
alphabet Σ ∪ {$0, ..., $k−1} ∪ {#1, #2}. We define the matching table as follows:
M : Σ ∪ {$0, ..., $k−1} ∪ {#1, #2} × Σ ∪ {$0, ..., $k−1} ∪ {#1, #2} → {true, false}
M(s1, s2) =

s1 = s2 for s1, s2 ∈ Σ
loc(s1) = loc(s2) for s1, s2 ∈ {$0, ..., $k−1}
x̃[loc(s1)] ≈ s2 for s1 ∈ {$0, ..., $k−1}, s2 ∈ Σ
x̃[loc(s2)] ≈ s1 for s1 ∈ Σ, s2 ∈ {$0, ..., $k−1}
s1 = s2 for s1 ∈ {#1, #2} ∨ s2 ∈ {#1, #2}
Note that it trivially follows from the commutativity of operations in the definition, that
M(s1, s2) = M(s2, s1) for any pair of characters s1, s2 ∈ Σ ∪ {$0, ..., $k−1} ∪ {#1, #2}.
We say that two strings x and y match over the matching table M denoted x =M y if
they match at all positions over M.
This matching tableM will be used to extend the definition of lce as defined in Def. 2.7,
by incorporating M as an optional additional parameter of the lce function, such that
the matching condition of two prefixes within the string s generated from x̃ is determined
by M.
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Definition 5.5. For a given degenerate string x̃ of length n and two indexes and some
matching table M over the alphabet of x, we define the longest common extension
lce(s, i, j,M) as follows:
lce(s, i, j,M) = max({l : s[i . . i+ l − 1] =M s[j . . j + l − 1]} ∪ {0})
s = x$ #1 x$
R #2
5.3.2 Algorithm
Following from Section 5.3.1, we now have x$, s, M and the ability to perform lce
operations on s in constant time using the matching table. This gives us the necessary
information to systematically find the maximal palindrome at each centre of x̃. This is
done via repeated lce queries on s. If we choose our lce queries strategically, we may
determine the radius of maximal palindromes of x̃ at each centre.
Lemma 5.6. Given a degenerate string x̃ of length n with k non-solid symbols, the
maximal palindrome p at the centre c ∈ {0, 12 , 1,
3
2 . . . , n− 1} of x̃ is p = x̃[i . . j] if i ≤ j
or p = ε if i > j where i and j satisfy the following:
i = dce − e
j = bcc+ e
e = lce(s, dce, 2n− bcc,M)
s = x$ #1 x
R
$ #2
Proof. We split the problem into two separate cases for even length and odd length
palindromes.
For an even length palindrome, the centre c = c′ + 12 for some c
′ ∈ {0, . . , n − 2}. We
calculate e, the length of the longest pair of matching factors within x starting from index
c+ 12 reading to the right and from index c−
1
2 reading to the left. Since s = x$ #1 x
R
$ #2
is of length 2n + 2, we express this as e = lce(s, c + 12 , 2n − c +
1
2 ,M). The maximal
palindrome at centre c then corresponds to p = x̃[c+ 12 − e . . c−
1
2 + e] if e > 0 or p = ε
if e = 0.
For an odd length palindrome, the centre c ∈ {0, . . , n−1}. We calculate e, the length of
the longest pair of matching factors within x starting from index c reading to the right
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and from index c reading to the left. Since s = x$ #1 x
R
$ #2 is of length 2n+2, we express
this as e = lce(s, c, 2n − c,M). The maximal palindrome at centre c then corresponds
to p = x̃[c− e . . c+ e].
We may combine both the results for even and odd length palindromes into the statement
of the lemma, through use of ceiling and floor notation.
Thus we have a systematic way to determine the 2n − 1 maximal palindromes MP(x̃)
of any degenerate string x̃ of length n. An example of the maximal palindromes of a
degenerate string may be seen in Fig. 5.8.
Having computed all maximal palindromes MP(X̃), we now construct a graph, where
indexes of the string x̃ correspond to vertices and maximal palindromes correspond to
edges. Specifically we build a graphG with vertices V and edges E, where V = {0, . . . , n}
and E = {(i, j + 1) : (i, j) ∈ MP(x̃)}.
Once the graph G is constructed, a breath first search is performed to find the shortest
path from the source vertex 0 to the sink vertex n [79]. The list of vertices encountered on
the shortest path in order of occurrence, are labelled P0, P1, . . . , Pm. These correspond
to a list of m factors f1, f2, . . . , fm constituting the maximal palindromic factorisation
where fi = x̃[Pi−1 . . Pi − 1].
Note that if there are multiple possible factorisations with the same minimal number of
factors m, the specific factorisation returned will depend on the implementation of the
breadth first search. The algorithm may potentially be modified to return all possible
factorisations with the minimal number of factors. Additionally, if no valid path exists
between vertices 0 and n due to the graph being disconnected, then no valid factorisation
exists.
Theorem 5.7. Given a degenerate string x̃ of length n over the alphabet Σ and a
natural number k representing an upper bound on the number of non-solid symbols in x̃,
the maximal palindromic factorisation of x̃ may be found in O(k|Σ|(k + log |Σ|) + kn)
time and O(k(k + |Σ|) + n) space.
Proof. We analyse the various steps of the algorithm as set out in Section 5.3.2. To
obtain the solid equivalent x$ of x̃, construct the string s = x$ #1 x
R
$ #2 and construct
the suffix tree of x, each require O(n) time and space.
It is reasonable to assume that non-solid symbols store their characters in lexicographical
order. Under this assumption, determining a match between any two non-solid symbols
is an O(|Σ|) operation, and between a non-solid and solid symbol is an O(log(|Σ|))
operation. It therefore follows that the preprocessing time to generate the portion of
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the matching table M comparing 2 symbols where at least 1 is a non-solid symbol
is O(k|Σ|(k + log |Σ|)). Since the portion of the matching table comparing characters
s1, s2 ∈ Σ is already known, no further preprocessing is required. Indeed, the required
additional storage space to implicitly store the matching tableM is thus O(k(k+ |Σ|)),
since we require O(k2) space for storing all match results for pairs of non-solid symbols
and O(k|Σ|) to store all match results for pairs of symbols consisting of a solid and a
non-solid symbol.
Determining maximal palindromes requires us to consider each of the 2n − 1 possible
centres of x̃. For each of these centres, we perform a single appropriate lce(s, i, j,M)
query on the string s = x$ #1 x$
R #2. This is done by calculating lcek′(s, i, j) for k
′ ∈
[0, k], and observing the following:
lce(s, i, j,M) = max({lk′ :M(i+ lk′−1 + 1, j + lk′−1 + 1) = true, k′ ∈ [1, k]} ∪ {l0})
lk′ = lcek′(s, i, j)
Thus a single lce(s, i, j,M) query requires O(k) time. Therefore we may determine
the list of maximal palindromes MP(x̃) in O(kn) time and O(n) space, after initial
preprocessing.
The construction of the graph G requires O(n) time and O(n) space. Performing a
single breadth first search on G is a standard O(n) time operation since the number of
edges |E| and number of vertices |V | are bounded by O(n).
Thus by considering the total complexity of these individual steps, the final complexity
of the algorithm follows.
5.4 Pseudo-code
The entry point of the pseudocode is the function getFactorisation. This accepts
an array x̃ of length n where every element in the array is a string representing the
possible characters of a degenerate symbol. A string of length 1 is thus a solid symbol.
The input parameter k specifies an upper bound on the number of non-solid symbols in
x̃. An array of integers defining the optimal factorisation is returned. Note that if the
string x̃ does not have any possible factorisation into only maximal palindromes, the
function returns null. We make use of some functions for which the pseudocode is not
given. We detail those functions here:
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LCE(x, i, j)
Function to calculate longest common extension. Given a solid string x returns
the length of the longest common prefix between the ith and jth suffix of x. Open
source implementations are available using suffix trees or suffix arrays.
getMatchTable(x̃, n, k)
Given a degenerate string x̃ of length n over the alphabet Σ and an upper bound
on non-solid symbols k, returns the matching table M over the alphabet Σ ∪
{$0, ..., $k−1} ∪ {#1, #2}. The specific implementation of this function and the re-
turned matching table data structure is dependent on the data structures used
to implement degenerate strings. Given any two symbols s1 and s2 from the set
Σ ∪ {$0, ..., $k−1} ∪ {#1, #2}, M(s1, s2) gives a true or false value indicating
whether or not s1 matches s2.
getShortestPath(G, source, target)
Given a directed graph G of vertices and edges, returns an array of integers con-
taining the sequence of vertex labels encountered on the shortest path from the
source vertex to the target vertex. If no possible path exists it returns null. If
multiple shortest paths exist, the chosen path will depend on the specifics of the
implementation. For example the array [0, 2, 7, 10] is returned if the shortest path
from source vertex 0 to target vertex 10 is via vertices 2 and 7. The shortest path
can be found by performing a breadth first search on G starting at source and
choosing the path that first encounters the target during the search. Open source
implementations of breath first search are available.
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Function getFactorisation(x̃, n, k)
input :
x̃ = Degenerate string to be searched.
n = Length of the degenerate string x̃.
k = Upper bound on non-solid symbols.
output:
An array of integers representing the maximal palindromic
factorisation of x̃.
x$ ← empty string
j ← 0
for i← 0 to n− 1 do
char ← x̃[i]
if length(char) == 1 then
x$ = x$ + char
else
x$ = x$ + $j
j = j + 1
M ← getMatchTable(x̃, n, k)
s ← x$ + #1 + reverse(x$) + #2
even palindromes ← getPalindromes(s, n, k, 0,M)
odd palindromes ← getPalindromes(s, n, k, 1,M)
G← directed graph with vertices 0 to n
foreach p in even palindromes ∪ odd palindromes do
if p is not null then
add edge (p.left, p.right+ 1) to G
return getShortestPath(G, 0, n)
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Function getPalindromes(s, n, k, isOdd, M)
input :
s = Text generated from a degenerate string.
n = Length of the original degenerate string.
k = Upper bound on non-solid symbols.
isOdd = Boolean value specifying request for odd or even palindromes.
M = Matching table.
output:
A set of pairs (i, j) representing the list of maximal palindromes
found, where i and j are the start and end index of the palindrome.
palindromes ← array of length (n− 1 + isOdd) of pairs (0, 0)
for i← 1 to n− 1 + isOdd do
j ← 2n− i+ 1 + isOdd
e← realLCE(s, 2n+ 2, k, i, j,M)
left ← i− e− isOdd
right ← i+ e− 1
if left ≤ right then
palindromes[i− 1] = (left, right)
else
palindromes[i− 1] = null
return palindromes
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Function realLCE(s, n, k, i, j, M)
input :
s = Text generated from a degenerate string.
n = Length of the original degenerate string.
k = Upper bound on non-solid symbols.
i = Index within the original degenerate string.
j = Index within the original degenerate string.
M = Matching table.
output:




while mismatch count < k + 1 do
real lce ← real lce + LCE(s, i+ real lce, j + real lce)
if i+ real lce ≥ n or j + real lce ≥ n then
break
s1 ← s[i+ real lce] s2 ← s[j + real lce]
if M(s1, s2) then
real lce = real lce +1
else
break
mismatch count = mismatch count + 1
return real lce
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Centre Maximal Palindrome Edge
0.0 A 0 −→ 1
0.5 AA 0 −→ 2
1.0 A 1 −→ 2
1.5 ε −
2.0 C 2 −→ 3
2.5 ε −
3.0 CGC 2 −→ 5
3.5 ε −
4.0 GAG 3 −→ 6
4.5 GCCG 3 −→ 7
5.0 C 5 −→ 6
5.5 AGGA 4 −→ 8
6.0 G 6 −→ 7
6.5 ε −
7.0 A 7 −→ 8
7.5 ε −
8.0 GCCGACAGCCG 3 −→ 14
8.5 ε −
9.0 A 9 −→ 10
9.5 CAAC 8 −→ 12
10.0 A 10 −→ 11
10.5 ε −
11.0 GGCGG 9 −→ 14
11.5 ACGGCCGGCA 7 −→ 17
12.0 C 12 −→ 13
12.5 GG 12 −→ 14
13.0 ACGGGCA 10 −→ 17
13.5 CGGC 12 −→ 16
14.0 G 14 −→ 15
14.5 ε −
15.0 A 15 −→ 16
15.5 AA 15 −→ 17
16.0 GCACG 14 −→ 19
16.5 ε −
17.0 C 17 −→ 18
17.5 ε −
18.0 AACGCAA 15 −→ 22
18.5 ε −
19.0 C 19 −→ 20
19.5 ε −
20.0 CAC 19 −→ 22
20.5 CAAC 19 −→ 23
21.0 A 21 −→ 22
21.5 ACCA 20 −→ 24
22.0 ACA 21 −→ 24
22.5 ε −
23.0 A 23 −→ 24
Figure 5.8: Table of maximal palindromes and associated graph edges for the example



























Figure 5.9: Graph of maximal palindromes for string from Fig. 5.2 and the shortest
path, providing the maximal palindromic factorisation.
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5.5 Performance Analysis
We created a basic implementation in order to build some intuition for the performance
of the proposed algorithm. The aim of the testing was to determine how the percentage
of non-solid symbols in a text influenced the run-time of the algorithm, and the likelihood
that a valid palindromic factorisation could be found. The number of non-solid symbols
is an important factor to consider when determining efficiency, as such symbols are the
primary source of additional algorithmic complexity [89].
Much like the initial tests within Chapter 3, the testing was performed using random
data, produced with random numbers generated from http://random.org and the as-
sociated API [69]. The methodology for creating test data for both tests within Fig.
5.10 and Fig. 5.11 was identical.
For each test iteration, a random text T of length n was generated, with a specific
number p of characters representing non-solid symbols and the remaining n−p characters
representing solid symbols. Given the desired text length n and the number of non-
solid symbols p, the text T of length n was generated by initially forming a string
T = d0 d1 . . . dp−1 s0 s1 . . . sn−p−1, where di and si represent randomly chosen non-solid
and solid symbols respectively.
Solid symbols si were a randomly chosen character from the alphabet Σ = {A, C, G, T}
with equal probability. Non-solid symbols were a randomly chosen subset of the power
set of Σ with size greater than 1, i.e. a randomly chosen element of {x̃ ∈ P(Σ) : |x̃| > 1}
with equal probability.
The order of the characters in the text T was then randomly shuffled, to produce on
average a uniform distribution of non-solid and solid symbols throughout the string.
A single test iteration was then performed on this text T , with a new random text T
generated with each subsequent iteration of the test for a given set of parameters. The
results of the tests are presented in Fig. 5.10 and Fig. 5.11.
Note that due to the particulars of the data structures used within the implementation,
the run-time as shown in Fig. 5.10, could potentially be improved by incorporating
more efficient data structures. However, the analysis of the success rate of finding a
factorisation as shown in Fig. 5.11, is independent of the particular implementation
used, and accurately reflects the capabilities of the algorithm.
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For each set of test parameters in Fig. 5.10, 10,000 iterations were performed, with
each iteration using a new randomly generated text. The average run-time across all
iterations was taken as the representative for that particular test configuration.
Figure 5.10: Average algorithmic run-time to attempt to find a palindromic factori-
sation in a random text of various lengths and with various ratios of non-solid to solid
symbols. n is the length of the text.
As would be expected, the run-time of the algorithm may be increased by either increas-
ing the number of non-solid symbols or by increasing the length n of the text. Based
on this sample of testing over the DNA alphabet, a text with 50% non-solid symbols
requires approximately twice the run-time to analyse as a purely solid text, regardless
of the text length.
The run-time appears to increase super-linearly with an increase in non-solid symbols,
though this effect is less visible for shorter texts.
Due to limitations in the initial testing implementation, the length n of the text was
limited to 50 characters. It would prove interesting to create an alternative implemen-
tation of the proposed algorithm, capable of processing larger text lengths, to determine
if the run-time patterns seen in Fig. 5.10 are representative of the algorithm for a wider
range of input parameters.
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For each set of test parameters in Fig. 5.11, 10,000 iterations were performed, with
each iteration using a new randomly generated text. The total number of texts with
factorisations found out of the total 10,000 attempted, was then converted to a success
percentage.
Figure 5.11: Estimated probability of finding a palindromic factorisation in a random
text of various lengths and with various ratios of non-solid to solid symbols. n is the
length of the text.
Although we assumed that increasing the number of non-solid symbols should increase
the possibility of a successful factorisation being found, the data shows this is not the
case. For each text length n, it appears that a minimum likelihood of successful factorisa-
tion occurs with approximately 20-30% non-solid symbols, with an increased probability
below and above this figure.
This pattern becomes more pronounced for longer texts, and seems to indicate that a
text with 50% non-solid symbols has the same probability of the algorithm finding a
factorisation as a purely solid text, regardless of the text length.
It was not determined why this particular pattern of successes was found within initial
testing, and it might represent either limitations in the range of testing, deficiencies
in the algorithm or deficiencies in the libraries used for the data structures within the




An algorithm has been presented for finding all maximal palindromes of a degenerate
string, modelled as a degenerate string x̃ of length n with no more than k non-solid
symbols. Additionally, we demonstrate how to determine a maximal palindromic fac-
torisation. The proposed algorithm makes use of a suffix tree data structure, in addition
to a matching table for the purpose of comparing non-solid symbols. The algorithm
requires O(k|Σ|(k+log |Σ|)+kn) time and O(k(k+ |Σ|)+n) space. Additionally, under
some reasonable assumptions on k and Σ we may further reduce the theoretical com-
plexity bound. For instance, if we know that k ≤ log(n) and treat |Σ| as a small constant
(e.g. the DNA alphabet), then the required time and space becomes O(n log(n)) and
O(n) respectively.
A possible improvement would be to remove the restriction that all palindromes in the
factorisation are maximal. If ordinary palindromes were permitted, this would neces-
sarily change the approach currently being used, and likely require a higher algorithmic
complexity to determine a valid factorisation. Additionally, permitting small gaps be-
tween consecutive factors would also improve the practicality of the algorithm with
regards to the analysis of genetic data. Either of these improvements would prove sig-
nificant and non-trivial.
We implemented these algorithms and subsequently tested their efficacy, however they
were later generalised to determine inverted repeats in degenerate strings, an even more
general case of maximal palindromes. The details of this work are further explored in
Chapter 6, where we apply the searching of maximal palindromes to the problem of
identifying inverted repeats within real IUPAC-encoded DNA data. This chapter serves
as a precursory study of palindromes in degenerate strings, in preparation for more
general algorithms, their implementations and associated results, as described in the
following chapter on the topic of inverted repeats.
Chapter 6
Inverted Repeats
The International Union of Pure and Applied Chemistry (IUPAC) encoding, provides a
systematic way to describe DNA sequences that allow for multiple possible nucleotides
to occur at a single location within the sequence [90]. An inverted repeat is a sequence
of nucleotides followed downstream by its reverse complement, potentially with a gap in
the centre [91]. In this chapter, we present a software implementation that is capable of
identifying inverted repeats with gaps and possible mismatches, according to the IUPAC
matching scheme, and show that our application compares favourably to a similar appli-
cation packaged with EMBOSS [20, 21]. We demonstrate that our software IUPACpal
identifies previously unidentified inverted repeats when compared with EMBOSS, and
may perform this task with orders of magnitude improved speed.
6.1 Background
Finding regularities in DNA sequences is an essential component of numerous applica-
tions of molecular biology [92, 93]. As previously stated in Chapter 5, computational
biology relies heavily on developing algorithmic methods to study regularities such as
repeats, covers and indeed palindromes [94, 95]. However DNA data is often not ex-
pressed in certain terms, using the primary 4 characters. Data is often expressed as
IUPAC-encoded sequences, as specified by the The International Union of Pure and
Applied Chemistry (IUPAC) [96–98].
As defined in Section 5.2.1, the term degenerate string or indeterminate string refers to
a generalised string in which individual characters may have multiple values. IUPAC
strings may be considered as a more precise variant of degenerate strings, limited to
characters representing subsets of the primary DNA alphabet.
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One particular set of genetic structures of interest are inverted repeats. These structures
are closely connected to palindromes, and are in fact equivalent when no gap within
the structure is present [99]. Inverted repeats describe a formation that serves various
biological functions. For example, in delineating boundaries of transposons and high-
lighting regions capable of self-complementary base pairing [100]. Such properties often
play a role in the study of mutation and disease [101].
Software has already been developed, for the purposes of identifying inverted repeats
within IUPAC-encoded sequences [102–104]. Throughout this chapter we make refer-
ence to one such example, namely the widely used palindrome application within The
European Molecular Biology Open Software Suite (EMBOSS) [20, 21]. The contri-
bution of this work is to present a method of identifying additional potential inverted




As stated previously, for a given string x, we use the notation xR to refer to the reversal
of x. A palindrome is a string p which is equal to its reversal i.e. p = pR.
We further use the notation x̄ to refer to the complement of a string x, where the
complement is defined by some bijective function f : Σ → Σ. In the case of a DNA
alphabet, the natural choice of a complement function over the alphabet Σ = {A, C, G, T}
is the function with the bijective mappings A ←→ T and C ←→ G [105]. For a given
bijective function f , the complement string x̄ of a string x is such that x̄[i] = f(X[i])
for all i.
Closely related to palindromes, we define an inverted repeat as a string that can be
expressed in the form ww̄R for some string w. We may generalise inverted repeats by
allowing a central gap, which we call a gapped inverted repeat. A gapped inverted repeat
is therefore a string that can be expressed in the form wgw̄R for some pair of strings w
and g.
Finally, we may introduce mismatches by permitting the two occurrences of w within
wgw̄R to differ by some number of characters, i.e. some Hamming distance. We refer
to a string as a gapped inverted repeat within k mismatches when it can be expressed in
the form wgw̄R with δH(w, w̄
R) ≤ k. In the remainder of this chapter, we use the term
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inverted repeat irrespective of whether it contains a gap, unless making the distinction
is necessary.
An example of an inverted repeat, which makes use of a gap and mismatches is shown














































Figure 6.1: Example of an inverted repeat with a gap of 7 and 1 mismatch.
The degenerate string representation of an inverted repeat shown in Fig. 6.1 may be
represented as a IUPAC-encoded string, which is demonstrated in Fig. 6.2.
CGMSTACRCAG
H
TCMCCGRAGMGY . . .
Figure 6.2: Example of a IUPAC-encoded string.
Using the IUPAC encoding we may consider uncertain DNA strings as solid strings,
rather than degenerate, despite the fact that a IUPAC-encoded string fundamentally
represents a degenerate string over the alphabet {A,C,G,T}.
6.2.2 Problem Statement
We now formally define the problem addressed within this chapter, namely Identification
of Inverted Repeats with Gaps and Mismatches:
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Identification of Inverted Repeats with Gaps and Mismatches
Input:
IUPAC-encoded string x of length n, a natural number k representing the maximum
number of permitted mismatches, a pair of natural numbers m and M representing
the minimum and maximum length respectively of the identified inverted repeats,
and a natural number g specifying the maximum permitted gap size.
Output:
Array of inverted repeats each represented by 4 indexes (a, b, c, d) such that for some
string w ≡k x[c . . d] it is that case that x[a . . b] is a complement of w. Additionally,
the gap c − b − 1 ≤ g and the length of the inverted repeat is within the stated
bounds i.e. m ≤ b− a+ 1 ≤M and m ≤ d− c+ 1 ≤M .
6.3 Solution
6.3.1 Tools
The International Union of Pure and Applied Chemistry (IUPAC) encoding is an ex-
tended alphabet Σ+ of symbols [90], which provides a single symbol representation for
every one of the 15 possible non empty subsets of the standard 4 character alphabet
Σ = {A, C, G, T}. For example, the symbol B represents the set {C,G,T}. This encoding
provides a natural way to represent degenerate symbols using single characters. The
standard set of IUPAC symbols is Σ+ = {A, C, G, T, R, Y, S, W, K, M, B, D, H, V, N}. The sym-
bol U is also sometimes used instead of T, and the symbol * instead of N [106]. We
therefore treat these two pairs interchangeably.
This raises the question of how to determine complements of such IUPAC symbols,
extending the current matching scheme A ←→ T, C ←→ G over Σ to the full IUPAC
alphabet Σ+.
The current palindrome application within the EMBOSS package uses a method by
which every IUPAC symbol is assigned a single unique complement, by first taking
complements of the underlying characters of the represented subset of Σ. For example,
the complement of B = {C, G, T} is V = {G, C, A}, and therefore B ←→ V. We dub this
method simple complement matching.
However, if we choose to interpret IUPAC symbols as representing a set of possibilities
for which there is a single real value, then this type of matching does not take into
account all possible match scenarios. Consider for example the symbol R = {A, G} when
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compared with the symbol C = {C}. Under simple complement matching, the symbols
R and C do not match, despite the fact that R contains G, the complement of C.
Because of this potential shortcoming, we define degenerate complement matching over
the IUPAC alphabet. Under this matching scheme, two IUPAC symbols I1 and I2 match
if and only if there exists a pair of characters σ1 ∈ I1 and σ2 ∈ I2 such that σ1 ←→ σ2.
We present a visualisation of both the simple and degenerate complement matching
schemes in Fig. 6.3 and Fig. 6.4 respectively, where white blocks indicate mismatch
and filled blocks indicate match. Note that when considering sequences exclusively over
the alphabet Σ = {A, C, G, T}, there is no distinction between simple and degenerate
complement matching.
















Figure 6.3: Simple complement matching. Filled box indicates a match.
Simple complement matching limits the possible number of matches significantly. IUPAC
characters which represent a large number of possibilities do not have an increased
likelihood of matching other characters. Under this matching scheme, every IUPAC
character matches uniquely with precisely one other IUPAC character, and so may be
treated as a bijective function.
Inverted Repeats 77
















Figure 6.4: Degenerate complement matching. Filled box indicates a match.
Degenerate complement matching considers a match to occur whenever two IUPAC
characters have any possibility of matching between any of their respective associated
subsets of characters. The variety of possible matches is much larger, though note
that the primary characters {A,C,G,T} still match identically in comparison to simple
complement matching. IUPAC characters which represent a large number of possibilities
have an increased likelihood of matching other characters. Under this matching scheme,
there is not a unique complement for each IUPAC character, and therefore an associated
bijective function may not be defined. Therefore, a string w may have a set of associated
complements w̄, and an inverted repeat wgw̄R may take several acceptable forms for the
same string w.
6.3.2 Algorithm
For the problem addressed in this particular chapter, the focus was on the software
implementation above the underlying algorithm. The algorithm used was extended
from the maximal palindrome identifying algorithm from Chapter 5. Effort was made
to ensure space and time efficiency within the specific components of the implementation,
and additional steps were included to address gaps and mismatches through the use of
the kangaroo method of common extensions [107, 108]
Within these additional steps, the algorithm exhaustively identifies all inverted repeats
by examining each position within a sequence and determining every valid inverted
repeat with its centre at that position which adheres to the given input parameters.
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For a given centre, the possible inverted repeats are determined by first identifying
symbols which are equidistant from the centre and are considered to mismatch. As was
done in Chapter 5, this is performed by the kangaroo method, which therefore requires
preprocessing the sequence to obtain both its suffix tree and the suffix tree of the reverse
of the sequence.
Given that these mismatches can be identified, the procedure for finding inverted repeats
considers a minimal initial gap which is subsequently increased in order to reduce the
number of mismatches inside the inverted repeat being considered, and thus permits a
longer extension (inspect Fig. 6.5).
Figure 6.5: Inverted repeats in a sequence for a given centre with 1 permitted mis-
match. The centre is marked in red. The size of the gap is given by G. Mismatching
symbols are marked with the symbol ×. The inverted repeat is indicated by the shaded
cells.
This demonstrates the principle of finding several unique inverted repeats with the same
centre by extending the gap to effectively swallow an additional mismatch, such that the
inverted repeat may be extended to the position directly adjacent to the next mismatch.
This extending procedure is performed repeatedly to obtain all inverted repeats for a
given centre, while taking into account the parameters specifying the maximum gap
and the size range for the inverted repeat itself. The algorithm maintains efficiency by
calculating only the necessary mismatch locations needed for a given set of parameters,
and no more.
For full details on the implementation and underlying algorithm, the original source





The software IUPACpal was implemented to mimic the workflow, parameters and
output format of the competitor EMBOSS, to better enable direct comparisons in
performance [20]. By making the key features similar and output format identical, this
also minimises the learning curve of using the software for those familiar with using








IUPACpal is run via a command-line interface with the following command:
$ ./IUPACpal -f <0> -s <1> -o <2> -m <3> -M <4> -g <5> -x <6>
Note that the parameters m, M, g and x are optional. By default there are no limits on the
inverted repeat size, and no gap or mismatches permitted. The options are provided to
improve running time, when specific features of the desired inverted repeats are known.
The resulting output file is given in an identical format to that of EMBOSS, in which all
the discovered inverted repeats are identified by their index locations (1-based indexing)
alongside their character representation. An example of this output representation as




The inverted repeats found by both tools are maximal, i.e. can be extended no fur-
ther (unless further mismatches are utilised). Additionally, the leftmost and rightmost
symbol in any reported inverted repeat must necessarily match.
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6.4.2 Performance Analysis
Several performance tests were run, providing the palindrome tool from EMBOSS
and IUPACpal the same input data, and considered both their respective run-times
and numbers of inverted repeats found. We performed all tests on contiguous sub-
sequences of the human X chromosome with IUPAC characters, taken from reference
genome GRChg37. For consistency with EMBOSS, inverted repeats are interchangeably
referred to as palindromes within the figures below.
The first test was used to determine and compare the number of inverted repeats found.
A script was written to determine whether or not IUPACpal and EMBOSS found the
same palindromes, and it was determined that IUPACpal could find all the same palin-
dromes as EMBOSS in addition to further palindromes or more maximal extensions of
palindromes found by EMBOSS. On further analysis this appeared to be not only a
result of the alternate complement matching system, but also a result of the difference
in implementation between the two pieces of software.
A comparison of the number of inverted repeats for different mismatches is shown in
Fig. 6.6. It was determined that changing the number of mismatches had the greatest































Numbers of Palindromes Reported by IUPACpal vs EMBOSS
IUPACpal
EMBOSS
Figure 6.6: Comparison of palindromes found over 1,000,000 DNA characters.
minimum length: 10. maximum length: 100. maximum gap: 100.
Inverted Repeats 81
The results displayed in Fig. 6.6 show that IUPACpal consistently found more inverted
repeats than EMBOSS. For a low number of mismatches, there is an extreme differ-
ence, though the ratio between the two reduces as the number of permitted mismatches
increases.
The next consideration was the run-time of both systems. Initially only the number of

















Runtime of IUPACpal vs EMBOSS 
IUPACpal
EMBOSS
Figure 6.7: Comparison of run-time over 1,000,000 DNA characters.
minimum length: 10. maximum length: 100. maximum gap: 100.
Note that the run-time is plotted on a logarithmic scale, due to the extreme differences
in speed. It appeared that for a small number of mismatches, specifically 3 or less, the
competitor EMBOSS performed faster. However with a greater number of mismatches,
the speed of EMBOSS rapidly increases in a non-linear fashion, whereas IUPACpal
retains a speed on the order of 1000 seconds. Naturally IUPACpal also requires more
time to execute for a greater number of mismatches, but the vast difference in orders
of magnitude when compared to the competitor, make this gradual increase relatively
imperceptible.
Finally, a further run-time test was performed, in which both the number of mismatches
and the size of the gap within the inverted repeat were varied. The results are plotted
on a pair of heat-maps in Fig. 6.8 and 6.9, in which darker colours represent a faster
execution time, using a logarithmic colour scale.
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Runtime of EMBOSS c
"data/EMBOSS_log10.dat" using 1:2:3

































Figure 6.8: Comparison of run-time over 1,000,000 DNA characters.
minimum length: 10. maximum length: 100. maximum gap: 100.
Runtime of IUPACpal c
"data/IUPAC_log10.dat" using 1:2:3

































Figure 6.9: Comparison of run-time over 1,000,000 DNA characters.
minimum length: 10. maximum length: 100. maximum gap: 100.
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6.5 Conclusion
During the research process, the initial aim was to implement a variation of the pop-
ular EMBOSS tool, that could find inverted repeats using an alternative complement
matching system, in order to identify a larger number of potential inverted repeats within
IUPAC-encoded sequences.
However in carrying out this research, there was a surprising realisation that the imple-
mentation of EMBOSS was far from efficient, with the IUPACpal tool being orders of
magnitude faster. Though the initial goal of the tool is still achieved, the most exciting
revelation is the far more favourable execution time of the IUPACpal tool.
Because the data pipeline and workflow were intentionally created to mimic that of
EMBOSS, it would appear that this new tool may provide a valuable new resource
for computational biologists. The source code is publicly available for use, as noted in
Section 6.3.2, and may be freely modified accordingly.
Future work could involve further developing the tool to incorporate additional function-
ality which is already native to the EMBOSS tool, such as the ability to handle multiple
DNA data file formats [109, 110]. With some additional development towards usability,
the IUPACpal tool would represent a significant improvement over the EMBOSS tool
in both theory and practice.
Chapter 7
Closed Strings
A closed string contains a proper factor occurring as both a prefix and a suffix but not
elsewhere in the string. Closed strings were initially introduced as objects of combina-
torial interest. This chapter addresses a new problem by extending the closed string
problem to the k-closed string problem, for which a level of approximation is permitted
up to a number of Hamming distance errors, set by the parameter k.
This chapter addresses the problem of deciding whether or not a given string of length
n over an integer alphabet is k-closed and additionally specifying the border resulting
in the string being k-closed. Specifically, an O(kn)-time and O(n)-space algorithm
to achieve this along with the pseudocode of an implementation and proof-of-concept
experimental results.
7.1 Background
A bordered string x is such that there exists a prefix of x which is also a suffix of x. A
closed string (or a closed word) is a bordered string that satisfies an additional property:
the border does not occur elsewhere in the string. There are a number of earlier studies
dealing with closed strings. Fici et al [111] introduced the notion of closed strings in
addition to characterisations of this class.
The more practical relevance of closed strings was established via their relationship with
palindromic strings. The number of closed factors in a string is minimised if these factors
are also palindromic [112]. Additionally it has been shown that the upper bound on the
number of palindromic factors of a string coincides with the lower bound on the number
of closed factors [113]. Thus the study of closed strings shows potential applications in
connection with applications of palindromes [86]. On the algorithmic side, Badkobeh
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et al presented (among others) an algorithm for the factorisation of a given string of
length n into a sequence of longest closed factors in time and space O(n) and another
algorithm for computing the longest closed factor starting at every position in the string
in O(n lognlog logn) time and O(n) space [112].
Here we extend the definition of closed strings to k-closed strings, for which a level of
approximation is permitted up to a number of Hamming distance errors, set by the
parameter k. The main contribution of this chapter is an O(kn)-time and O(n)-space
algorithm for deciding whether or not a given string of length n over an integer alphabet
is k-closed. The border that results in the string being k-closed is also specified.
This chapter makes use of the kangaroo method for longest common extensions with
mismatches [107, 108] and presents the possible methods of generalising the closed string
problem to the k-closed string problem. This includes a detailed implementation of the
algorithmic solution in addition to proof-of-concept experimental results.
7.2 Problem Outline
7.2.1 Terminology
If a string b is both a proper prefix and a proper suffix of a non-empty string x, then b
is called a border of x. A string x is said to be closed if and only if it is empty or if there
exists a border b of x that occurs exactly twice in x (i.e. only as a prefix and suffix). In
other words, b satisfies the following 2 conditions:
(1) b = x[0 . . |b| − 1] = x[|x| − |b| . . |x| − 1]
(2) b 6= x[i . . i+ |b| − 1], for all 1 ≤ i ≤ |x| − |b| − 1
If x is closed, we call such a b the closed border of x. We additionally define the special
case of a single letter a ∈ Σ to be closed, with the empty string ε as the border of a.
For instance, the string ACA is closed, since the factor A occurs only as a prefix and as a
suffix. The string ACAA, on the contrary, is not closed: A has an internal occurrence.
The definition of closed strings can be generalised to k-closed strings, where k expresses
a Hamming distance error bound. This is useful for dealing with strings where errors or
approximations in the data may occur.
In order to define k-closed strings, it proves useful to initially introduce a simpler defi-
nition which we dub k-pseudo-closed strings in Def 7.1.
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Definition 7.1. A string x of length n is called k-pseudo-closed if and only if n ≤ 1 or
the following properties are satisfied:
1. There exists some proper prefix u of x and some proper suffix v of x of length
|u| = |v|, such that δH(u, v) ≤ k.
2. Except for u and v, there exists no factor w of x of length |w| = |u| = |v| such
that δH(u,w) ≤ k or δH(v, w) ≤ k.
We call such a pair u and v the k-pseudo-closed border of x. In the case where n ≤ 1,
we assign ε as the k-pseudo-closed border.










C GT AA C
Figure 7.3: Example of non-k-pseudo-closed string for k = 1.
With k-pseudo-closed strings defined, we may now define the more general case of k-
closed strings.
Definition 7.4. A string x of length n is called k-closed if and only if n ≤ 1 or the
following properties are satisfied for some k′ where 0 ≤ k′ ≤ k:
1. There exists some proper prefix u of x and some proper suffix v of x of length
|u| = |v|, such that δH(u, v) ≤ k′.
2. Except for u and v, there exists no factor w of x of length |w| = |u| = |v| such
that δH(u,w) ≤ k′ or δH(v, w) ≤ k′.
For the above definition, the pair u and v for the smallest k′ is called the k-closed border
of x. In the case where n ≤ 1 we assign ε as the k-closed border.
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This definition of k-closed strings permits us to trivially conclude the following crucial
lemmas:
Lemma 7.5. x is k-closed ⇐⇒ ∃k′ where 0 ≤ k′ ≤ k, such that x is k′-pseudo-closed.
Lemma 7.6. A string x that is k-closed is also r-closed for all r > k.
This demonstrates that a smaller value of k corresponds to the designation of k-closed
being a stronger statement on the properties of x.
It additionally follows from Def. 7.4 that the k-closed border of a string x is unique by
Lem. 7.7.
Lemma 7.7. A length-n k-closed string x, n > 1, has exactly one k-closed border, i.e
there exists exactly one prefix u and one suffix v satisfying the conditions in Def. 7.4 for
the smallest k′ ≤ k.
Proof. Since x is k-closed, it has at least one k-closed border and an associated smallest
k′ ≤ k for which the conditions are satisfied. Let us consider the longest of these k-closed
borders, and call u and v the prefix and suffix respectively, comprising the longest k-
closed border with length |u| = |v|. Let us assume a second k-closed border exists,
comprised of the prefix and suffix, u′ and v′ respectively. We know that |u′| = |v′| <
|u| = |v| and u′ = u[0 . . |u′| − 1]. Since u ≡k′ v it is trivially true that u[0 . . |u′| − 1] ≡k′
v[0 . . |u′| − 1] and therefore u′ ≡k′ v[0 . . |u′| − 1]. Thus we see that u′ k′-matches the
prefix of v of the same length, and this corresponds to an occurrence of u′ within x,
i.e. u′ ≡k′ x[n− |v| . . n− |v|+ |u′| − 1], where n is the length of x, which is an internal
occurrence of u′ in x. We arrive at a contradiction due to Condition 2 of Def. 7.4 being
violated, therefore no second k-closed border can exist.
Let x be a non-empty k-closed string of length n. The following properties follow easily
from Def. 7.4 and Lem. 7.7:
1. x has exactly one k-closed border.
2. If n > 1, there exists a string w with |w| < n and a natural number k′, with
0 ≤ k′ ≤ k, such that w ≡k′ x[i . . i + |w| − 1] for exactly two values of i and no
others; specifically i = 0 and i = n− |w|.
3. There exists a natural number k′, with 0 ≤ k′ ≤ k, such that the longest repeated
prefix (resp. suffix) of x within k′ errors, is equal to u (resp. v), where u and v
are the prefix and suffix, respectively, comprising the k-closed border.
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4. There exists a natural number k′, with 0 ≤ k′ ≤ k, such that any repeated prefix
(resp. suffix) of x within k′ errors is necessarily a prefix (resp. suffix) of u (resp.
v), where u and v are the prefix and suffix, respectively, comprising the k-closed
border.
Note that k-closed strings are a generalisation of the standard closed string definition,
which may now alternatively be referred to as 0-closed strings in this context.
We display both an example and counterexample of a 1-closed string in Fig. 7.8 and
Fig. 7.9. Note that for the string GTGAGTGGTA we illustrate only that a border length
of 3 with error 1 is not a possible 1-closed border. To fully verify it is non 1-closed,
all combinations of border lengths and error levels 0 ≤ k′ ≤ 1 must be considered. It
is in fact possible to show that no borders of any length exist that satisfy the 1-closed
criteria, therefore the string is indeed non 1-closed (and by Lem. 7.6 also non 0-closed).
A C G A G T A A T G
u v
Figure 7.8: Example of k-closed string for k = 1.




Figure 7.9: Example of non-k-closed string for k = 1.
7.2.2 Problem Statement
We now formally define the problem addressed within this chapter, namely Identification
of k-Closed Borders:
Identification of k-Closed Borders
Input:
A string x of length n and a natural number k, 0 < k < n.
Output:
The k-closed border or -1 if x is not k-closed.
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As a novel definition, we begin with the basic task of identifying the borders of this new
structure as a starting point.
7.3 Solution
7.3.1 Tools
In addition to the definition of k-closed strings, we further document some alternative
definitions of Def. 7.4 which proved useful in obtaining the main result.
Definition 7.10. A string x of length n is called k-weakly-closed if and only if n ≤ 1 or
the following properties are satisfied:
1. There exists some proper prefix u of x and some proper suffix v of x of length
|u| = |v|, such that δH(u, v) ≤ k.
2. Both factors u and v occur only as a prefix and suffix respectively within x, i.e.
no internal occurrences of u or v exist in x.
We call such a pair u and v a k-weakly-closed border of x. In the case where n ≤ 1, we
assign ε as the k-weakly-closed border.
Def. 7.10 is satisfied in situations where the border may have errors, but internal occur-
rences are considered to not have errors.
For example, ACTGTAATTAGT is 1-weakly-closed with a 1-weakly-closed border (ACT, AGT)












T AG AT T TT
Figure 7.12: Example of non-k-weakly-closed string for k = 1.
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Note that under this definition there may be multiple k-weakly-closed borders.
For example, TATAGAACATAT is 2-weakly-closed with two 2-weakly-closed borders (TAT,
TAT) of length 3 and (TATAG, CATAT) of length 5.
Definition 7.13. A string x of length n is called k-strongly-closed if and only if n ≤ 1
or the following properties are satisfied:
1. There exists some non-empty border b of x.
2. There exists no factor w of x of length |w| = |b| such that δH(b, w) ≤ k, except
the prefix and suffix of x.
We call b the k-strongly-closed border of x. In the case where n ≤ 1, we assign ε as the
k-strongly-closed border.
Def. 7.13 is satisfied in situations where the border does not have errors, but internal
occurrences may have errors. For example, ACTGTATCAACT is 1-strongly-closed with a
1-strongly-closed border ACT of length 3, whereas ACTGTATTAACT is not 1-strongly-closed.





T A TA C
Figure 7.14: Example of k-strongly-closed string for k = 1.
TC
b
TA T A CATG T A
b
Figure 7.15: Example of non-k-strongly-closed string for k = 1.
Note that under this definition there is only one k-strongly-closed border.
Condition 1 and Condition 2 of Def. 7.1 may be regarded as a merge of Def. 7.10 and
Def. 7.13. Both the border and internal occurrences may have errors. In fact this
merging of definitions justifies how Def. 7.1 was chosen as the generalisation of closed
strings.
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For example, ATTCTACCGCAGT is 1-pseudo-closed with a 1-pseudo-closed border (ATT,
AGT) of length 3, whereas ATTCTACAGCAGT is not 1-pseudo-closed. This is shown in
Fig. 7.2 and Fig. 7.3.
Note that within Def. 7.1, Condition 1 is less selective and Condition 2 is more selective.
Therefore the requirement to satisfy both conditions implies that a 0-closed string is
not necessarily k-pseudo-closed and a k-pseudo-closed string is not necessarily 0-closed
(hence the pseudo term). For instance, ABAC is 1-pseudo-closed with a border (AB, AC),
but not 0-closed. In a contrary example, ABBA is 0-closed with a border (A, A) but not
1-pseudo-closed.
7.3.2 Algorithm
We initially begin by constructing the suffix tree of x. As has been discussed in previous
chapters, this may be constructed in O(n) time and space. Recall that once the suffix
tree of x is constructed it can be pre-processed within the same complexity to answer
any lcek(x, i, j) query by applying the kangaroo method in O(k) time [107, 108].
For the purpose of this algorithm, we draw attention to a specific subset of the possible
lcek queries and store their values in two related data structures. These structures are
the longest prefix k-match array and longest suffix k-match array of string x, denoted
by LPMk(x) and LSMk(x) respectively.
LPMk(x)[j] (respectively LSMk(x)[j]) is defined as the length of the longest factor of x
starting (ending) at index j, which matches the prefix (suffix) of x of the same length
within k errors, with the exception of the index j corresponding to the prefix (suffix)
itself, for which we set a value of −1. Note that within the literature, the LPM array is
similar to the k-prefix table [114] with the exception of using the −1 flag.
LPMk(x)[j] =
max{l : δH(x[0 . . l − 1], x[j . . j + l − 1]) ≤ k} j ∈ [1, n− 1]−1 j = 0
LSMk(x)[j] =
max{l : δH(x[n− l . . n− 1], x[j − l + 1 . . j]) ≤ k} j ∈ [0, n− 2]−1 j = n− 1
Note that it follows from the definition that the LSM array for a string x is equal to the







Using these identities, we may express the LPM and LSM in terms of the familiar LCE
queries, making it possible to apply the kangaroo method to construct them:
LPMk(x)[j] = lcek(x, 0, j) j ∈ [1, n− 1]
LSMk(x)[j] = lcek(x
R, 0, n− 1− j) j ∈ [0, n− 2].
Using the method for answering lcek queries, we can calculate a single value of LPM
or LSM in O(k) time, implying a total time of O(kn) required to fully calculate both
arrays. In fact the complexity of the full algorithm is bounded by this procedure.
A further set of identities allows us to compute the LPMk+1 and LSMk+1 arrays from the
LPMk and LSMk arrays in O(1) time per entry, such that the arrays are progressively
constructed, with each intermediate step yielding valuable information:
LPMk+1(x)[j] = p+ 1 + lce(x, p+ 1, j + p+ 1)
LSMk+1(x)[j] = s+ 1 + lce(x
R, s+ 1, n− j + s)
where p = LPMk(x)[j] and s = LSMk(x)[n− 1− j].
After computing LPMk′ and LSMk′ , for 0 ≤ k′ ≤ k, we may determine if a given string
x of length n ≥ 2 is a k-closed string by checking against three conditions for each k′, as
shown by Lem. 7.16. Recall that in the case when n = 0 or n = 1, x is trivially k-closed
by definition.
Lemma 7.16. Given a string x of length n ≥ 2 and a natural number k, 0 ≤ k < n, x
is k-closed if and only if there exists some j ∈ {1, . . . , n − 1} and some k′ ∈ {0, . . . , k}
such that all the following conditions hold:
(1) j + LPMk′(x)[j] = n
(2) ∀i < j, LPMk′(x)[i] < LPMk′(x)[j]
(3) ∀i > n− 1− j, LSMk′(x)[i] < LSMk′(x)[n− 1− j].
Proof. Recall that n ≥ 2. The three conditions can be seen to be necessary and sufficient
for a string to be k-closed by considering the cases individually.
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( =⇒ ) Suppose Conditions 1-3 hold. We need to show that x is k-closed. We first
prove that the conditions imply x is k′-pseudo-closed. In other words, we need to
find a prefix u of x and a suffix v of x such that:
(I) u ≡k′ v
(II) Except for u and v, there exists no length-|u| factor w of x such that w ≡k′ u
or w ≡k′ v.
First, Condition 1 implies that the longest prefix match within k′ errors starting
at j terminates at position n− 1 in x. This implies that u = x[0 . . n− 1− j] ≡k′
x[j . . n− 1] = v. Hence, (I) is true.
By contrary of (II), we have either (1) a factor w starting at position i < j such
that w ≡k′ u or (2) a factor w ending at position i > n− 1− j such that w ≡k′ v.
For (1), this means that LPMk′(x)[i] ≥ LPMk′(x)[j]. However, this contradicts
Condition 2.
For (2), this means that LSMk′(x)[i] ≥ LSMk′(x)[n− 1− j]. However, this contra-
dicts Condition 3.
Hence, both (I) and (II) are true. This implies that x is k′-pseudo-closed. Since
0 ≤ k′ ≤ k, we may further imply by Lem. 7.5 that x is k-closed.
(⇐= ) If x is k-closed, there must exist some k′, where 0 ≤ k′ ≤ k, such that x is
k′-pseudo-closed, by Lem. 7.5. For such a k′, there is an associated k′-pseudo-
closed-border consisting of some proper prefix u and some proper suffix v with
equal length, such that δH(u, v) ≤ k′. We denote j where v = x[j . . n − 1] and
consequently u = x[0 . . n− 1− j]. The longest prefix match LPMk′(x)[j] starting
at j must be greater than or equal to |u| as u ≡k′ v, yet it may not exceed the
bounds of x and is therefore less than or equal to |v|. Therefore LPMk′(x)[j] =
|u| = |v| = n− j =⇒ LPMk′(x)[j] + j = n which implies Condition 1. From the
definition of k-closed strings we also conclude that there exists no factor w of x
with length |w| = |u| = |v| such that δH(u,w) ≤ k′ or δH(v, w) ≤ k′. Therefore
if we choose i < j it must be the case that LPMk′(x)[i] < LPMk′(x)[j], since
otherwise we would have a w ≡k′ v starting at i which cannot be the case, and
therefore we conclude Condition 2. Similarly if we choose i > n− 1− j it must be
the case that LSMk′(x)[i] < LSMk′(x)[n− 1− j], since otherwise we would have a
w ≡k′ v ending at i which cannot be the case, and therefore we conclude Condition
3. Thus all three conditions are satisfied.
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j 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
x[j] A T T A T A A T A T A A T A T
LPM2[j] -1 3 4 7 2 10 4 4 7 2 5 4 3 2 1
LSM2[j] 1 2 3 4 5 2 7 6 2 10 2 5 7 2 -1
Cond. 1 F F F F F T F F T F T T T T T
Cond. 2 T T T T F T F F F F F F F F F
Cond. 3 T T T F F T F F F F F F F F F
F F F F F T F F F F F F F F F
N
Cond. 1 j + LPM2[j] = n
Cond. 2 LPM2 peaks[j]
Cond. 3 LSM2 peaks[n− 1− j]
Figure 7.17: 2-closed border of length n− j = 10 found at j = 5 for string x of length
n = 15. This corresponds to the border strings ATTATAATAT and AATATAATAT which are
at Hamming distance 1 from each other.
7.3.3 Main result
Theorem 7.1. Given a string x of length n over an integer alphabet and a natural
number k, 0 < k < n, the k-closed border of x, if it exists, can be determined in O(kn)
time and O(n) space.
Proof. By Lem. 7.16, the time taken to determine whether a string x of length n is k-
closed (and determine the k-closed border itself) is bounded by the computation of the
LPMk′(x) and LSMk′(x) arrays, for all 0 ≤ k′ ≤ k. For a single k′, Condition 1 trivially
requires O(n) time to check across all possible j. Condition 2 and Condition 3 can be
answered for each j in O(1) time by first preprocessing the LPMk′(x) and LSMk′(x)
arrays in O(n) time to determine where the appropriate peaks lie (inspect Fig. 7.17 for
an example). Therefore a total of O(kn) time is required to check across all possible k′
and j as shown in Lem. 7.16. The LPMk′(x) and LSMk′(x) arrays can be updated for
one k′ value to the next one and so the space required is therefore only O(n).
7.4 Pseudo-code
A full implementation of the algorithm was produced and the resulting pseudocode is
presented here. The entry point of the algorithm is GetBorder. This accepts a string
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x of length n in addition to a parameter k specifying the maximum number of errors.
The length that determines the k-closed border is returned. Note that if the string x is
not k-closed, the function returns -1. We also make use of these additional functions:
reverse(x)
Standard library function. Accepts a string or array x of length n and returns the
reversed string or array, respectively.
LCE(x, i, j)
Function to calculate longest common extension. Given a solid string x returns
the length of the longest common prefix between the ith and jth suffix of x. Open
source implementations are available using suffix trees or suffix arrays [115].
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Function getBorder(x, n, k)
input :
x = Text string.
n = Length of text string x.
k = Specifies a k-closed query.
output:
Length of the k-closed border of x if it exists, or −1 otherwise.
if n == 0 or n == 1 then
return 0
lpm← integer array of length n filled with −1
lsm← integer array of length n filled with −1
for i← 0 to k do
lpm = getNextLPM(lpm, x, n)
lsm = reverse(getNextLPM(reverse(lpm),reverse(x), n))
lpm peaks← getPeaks(lpm)
lsm peaks← getPeaks(lsm)
for j ← 1 to n− 1 do




Function getNextLPM(lpm, x, n)
input :
lpm = Integer array specifying current lpm value.
x = Text string.
n = Length of text string x.
output:
Integer array specifying the subsequent lpm value.
for i← 1 to n− 1 do
if lpm[i] == n− 1 then
continue




A = Array of integer values.
output:
Array of booleans identifying peaks within A.
peaks← boolean array with same length as A
max val← −1
for i← 0 to n− 1 do
if values[i] > max val then
peaks[i] = True






We implemented the algorithm as a script, which would decide whether a given string
is indeed a closed string within k Hamming distance errors. The implementation was
then tested over numerous input sequences taken from real DNA data.
For proof-of-concept experimentation, we made use of the python programming language
under a GNU/Linux operating system [116]. All experiments were conducted on a
Desktop PC using one core of Intel Core CPU i5-6600K at 3.50GHz.
Within the experiments, the task was to establish whether the elapsed time of the
implemented algorithm does indeed grow linearly with n and linearly with k. Input data
for the experiments was taken from extracts of Chromosome 1 of the human reference
genome GRCh37 [117]. The value of k and n was varied exponentially, and the total
time taken recorded. The standard convention of 1 DNA letter occupying 1 byte of
space is used [118].
In addition, it was found during experimentation that although an O(n)-sized data
structure for RMQs (see Section 2.5) was being used to answer lce queries, it was slow
in practice. Therefore, further experimentation was carried out using an O(n log n)-sized
data structure for RMQs [119], which was indeed faster in practice (see also [120] in this
regard). In Table 7.1, we see a guide for the conducted experiments. The result of the
experiments presented in Fig. 7.2, Fig. 7.3 and Fig. 7.4 confirm fully the theoretical
findings: the elapsed time of the implemented algorithm grows linearly with n and
linearly with k.
n vs. run-time k vs. run-time
O(n) RMQs 7.2
7.4
O(n log n) RMQs 7.3
Table 7.1: Guide for experimental figures.
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Figure 7.2: n vs. run-time with O(n)-sized RMQs data structure.
In Fig. 7.2 we clearly see that the run-time increases linearly as the value of n increases.
Additionally, we see the influence of k on the slope of the relationship, which indicates
a linear correspondence between k and the run-time.
Figure 7.3: n vs. run-time with O(n log n)-sized RMQs data structure.
In Fig. 7.3 we see a formation of plots almost identical to those in Fig. 7.2, with the
primary difference being the final run-time in all instances. The version of the algorithm
using O(n log n)-sized RMQs appears to reduce the run-time without affecting the linear
relationship, at least for the particular range of n and k values that were tested.
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Figure 7.4: k vs. run-time with O(n)- and O(n log n)-sized RMQs data structures
In Fig. 7.4 we may more accurately view the run-time comparison of the algorithm
implemented with either O(n)-sized or O(n log n)-sized RMQs. This illustrates the fact
that the theoretical run-time may differ in practice, and a theoretically less efficient
solution may be more practical for input values at lower orders of magnitude.
7.6 Conclusion
An algorithm has been presented in addition to proof-of-concept experiments for finding
the k-closed border of a given string x of length n over an integer alphabet within
Hamming distance k. The proposed algorithm was dependent on building two simple
data structures, namely, LPMk(x) and LSMk(x). Given these data structures, it takes
a further O(n) time to determine the k-closed border. The required space is O(n).
The main improvement could therefore be in the construction of these two tables, cur-
rently requiringO(kn) time. Decreasing this time complexity appears to be a reasonable,
however non-trivial, goal for any future work on this problem, as any faster computa-
tion of LPMk(x) and LSMk(x) would imply a major breakthrough in approximate string
matching under the Hamming distance model.
Chapter 8
Previous Factors
The longest previous factor of a string at a given position, provides the length of the
longest factor or substring occurring at that location, which has previously occurred to
the left of that position [121]. This chapter addresses the problem of creating a longest
previous factor (LPF) array for degenerate strings, which is analogous to the well studied
LPF array for solid strings.
Specifically, this chapter attempts to formalise an algorithm that may generate the LPF
array for degenerate strings efficiently. This work is presented as the final research
chapter of this thesis as it represents a work in progress, and therefore the format of
this chapter differs slightly from prior chapters. Though a robust solution was not yet
obtained for this particular problem, some improvements are noted here, which certainly
show potential for further study.
8.1 Background
The most commonly cited application of identifying longest previous factors or the asso-
ciated array, relates to the implementation of the Lempel-Ziv factorisation (also known
as LZ77) [122, 123]. The LZ77 algorithm is one of a popular set of lossless data com-
pression algorithms, that may be used for reducing the storage space of large datasets
[124–126]. The algorithm compresses a given string by identifying repeated occurrences
of factors and inserting a common placeholder which references a previous occurrence
of such a repeated factor.
In this way, the identification of longest previous factors satisfies the condition that such
factors are repeated and that they additionally represent a large quantity of data, by
selecting for the longest such repeat.
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The LZ77 factorisation permits more powerful compression than the alternative LZ78
factorisation, however the LZ77 is far more difficult to calculate. Fortunately, by know-
ing the longest previous factor array of a string, we may directly calculate the LZ77
factorisation [127].
Thus the ability to generate the longest previous factor array for degenerate strings,
may permit the same efficiency in compression of degenerate strings. In the case of
DNA alphabets, it remains to be seen if this would represent an improvement over
simply substituting degenerate symbols with solid characters prior to compression, such
as through the use of the IUPAC-encoding described in Section 6.
8.2 Problem Outline
8.2.1 Terminology
Much of the necessary terminology relating to degenerate strings has been covered in
previous chapters. The definition of a degenerate string is outlined in Section 5.2.1. The
definition of the solid equivalent of a degenerate string and associated matching table is
also outlined in Section 5.3.1. Following from these definitions, some further terminology
is introduced.
Definition 8.1. Given a degenerate string x̃, its solid equivalent x$ and extended
matching table M, consider a mismatch between two characters x$[i] and x$[j] where
x$[i] 6= x$[j]. The mismatch is considered real (denoted x$[i] 6=real x$[j]) or fake (denoted
x$[i] 6=fake x$[j]) accordingly:
x$[i] 6=real x$[j] ⇐⇒ x$[i] 6= x$[j] and M(x$[i], x$[j]) = false
x$[i] 6=fake x$[j] ⇐⇒ x$[i] 6= x$[j] and M(x$[i], x$[j]) = true
We may now define an lce query on x̃ in terms of a series of lcek queries on x$.
Lemma 8.2. Given a degenerate string x̃ of length n with k non-solid symbols, we may
efficiently perform a single lce query on x̃ as follows:
lce(x̃, i, j) = min{l ∈ S : x$[i+ l] 6=real x$[j + l]}
where S = {lcek′(x$, i, j) : lce
This query requires at most O(k) time, after O(n) preprocessing of x̃.
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Proof. Since x̃ and x$ are at Hamming distance k (differing at most k locations), it must
be the case that lce(x̃, i, j) = lcek′(x$, i, j) for some k
′ ∈ [0, k]. Furthermore, since the lce
is always terminated by a real mismatch, we have that lce(x̃, i, j) = l =⇒ x$[i+ l] 6=real
x$[j+ l], providing an additional necessary condition. Let us assume that lce(x$, i, j) = l
which implies x̃[i . . i+ l− 1] ≈ x̃[j . . j+ l− 1], where l is not minimised. Therefore there
exists an l′ < l where x$[i + l
′] 6=real x$[j + l′]. However this is a contradiction, as
lce(x̃, i, j) = l =⇒ x̃[i + l′] ≈ x̃[j + l′]. Therefore we must chose the minimum l
satisfying the necessary conditions.
To determine the complexity of an lce(x̃, i, j) query, we note that the query time is
bounded by the calculation of the k + 1 possible values lcek′(x$, i, j) for 0 ≤ k′ ≤ k. By
calculating these in a recursive manner (kangaroo method [107, 108]), we may calculate
all such values in O(k) time. Checking the extended matching table requires O(1) time
for each k′. During the recursive calculation, the minimum k′ satisfying the conditions
is simply the first such satisfying k′ encountered when calculating from k′ = 0 up to
k′ = k. Therefore the time taken to process a single lce(x̃, i, j) query is bounded by
O(k).
The main problem of this chapter relates to an extension of the longest previous factor
problem, which is ordinarily applied to solid strings. Therefore, the extension of this
definition as it relates to degenerate strings is shown in Def. 8.3.
Definition 8.3. The longest previous factor array (LPF) of a degenerate string x̃ of
length n is an array storing the length of the longest factor at each position i in x̃ which
matches a factor occurring to the left of i. Formally stated:
LPFx̃ = max{l : x̃[i . . i+ l − 1] ≈ x̃[j . . j + l − 1], 0 ≤ j < i}
8.2.2 Problem Statement
We now formally define the problem addressed within this chapter, namely calculating
the Longest Previous Factor Array of a Degenerate String:
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Longest Previous Factor Array of a Degenerate String
Input:
A degenerate string x̃ of length n.
Output:
The longest previous factor array LPFx̃ of length n where LPFx̃[i] stores the length
of the longest factor occurring at i within x̃ which matches some factor occurring to
the left of i within x̃.
8.3 Naive Solution
As an initial baseline, the naive solution which utilises a brute-force approach is briefly
covered here. This method arrives at a solution, with no particular regard for the space
and time efficiency.
Given a degenerate string x̃ of length n with k non-solid symbols, we wish to determine
the longest previous factor array of x̃, namely LPFx̃. By Def. 8.3 we know that LPFx̃[i] =
max{l : x̃[i . . i + l − 1] ≈ x̃[j . . j + l − 1], 0 ≤ j < i} = max{lce(x̃, i, j) : 0 ≤ j < i}.
Therefore, by an exhaustive checking of all possibilities, a single instance of i requires
at most n lcek(x$, i, j) queries, giving a time bound of O(kn). Therefore to determine
the full LPFx̃ array for 0 ≤ i < n requires at most O(kn2) time. Thus we arrive at a
strict upper bound on execution time for the optimal solution.
8.4 Improved Solution
The aim is now to improve on the naive solution as described in Section 8.3. These
improvements are detailed in 2 sections, namely Section 8.4.1 and Section 8.4.2. Each
successive improvement from the naive solution is achieved by utilising an increasing
number of data structures in the interest of reducing total algorithmic time complexity,
at the expense of increasing space complexity. It should be noted here again, that neither
of these improvements represents what could be deemed a final efficient solution, rather
they are an initial attempt to solve the stated problem in Section 8.2, with the aim of
further work in this area potentially providing a more robust solution.
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8.4.1 Primary Improvement
To initially improve on the naive solution in Section 8.3, we perform some basic prepro-
cessing. As an initial preprocessing step, the conservative degenerate text x̃ is trans-
formed into its solid equivalent x$ by replacing each of the k non-solid symbols with
unique symbols $d, where 0 ≤ d < k ≤ n, as set out in Section 5.3.1.
We then calculate the longest previous factor array LPFx$ of the solid string x$ in O(n)
time, via standard methods on solid strings. This will allow us to make inferences on
the values of LPFx̃. Before proceeding, it is necessary to define some intervals of x$ that
will prove useful.
We consider the string x$ to be divided into k + 1 intervals, with consecutive intervals
separated by a single character, with each such character at the location of one of the
k formerly non-solid symbols. We describe these intervals as seeds, and refer to them
with the notation S0, S1, . . . , Sk. Any given pair of consecutive seeds Si and Si+1 will













Figure 8.4: Example of x$ separated into seeds.
We use the function pre(d, l) to refer to the length l interval immediately preceding the
unique character $d within x$, with an additional constraint that the interval may not
extend to the left in such a way that it includes any other symbol $d′ 6= $d. The union
of all k such intervals is denoted by pre(l). We present an example of these in Fig. 8.6
Definition 8.5. For a given solid equivalent x$ of a degenerate string x̃ of length n with
k non-solid symbols, we define the following intervals:





Note that although there is no such character $−1 in the alphabet of x$, we assign














Figure 8.6: Example of pre(d, l) intervals of x$ for some l.
It naturally follows from Def. 8.5, that pre(d, l) ≤ l for all d, and the factor of x$
described by the interval pre(d, l) will never contain any symbol $d.
We now define an additional set of indexes within x$ that will prove useful. Given an
index i within x$, we use the notation Lx$(i) to refer to the set of indexes to the left of
i at which the longest previous factor at i occurs.
Definition 8.7. For a given solid equivalent x$ of a degenerate string x̃ we define the
set of indexes Lx$(i) as follows:
Lx$(i) = {j < i : x$[j . . j + LPFx$ [i]− 1] = x$[i . . i+ LPFx$ [i]− 1]}
We now introduce the first crucial lemma within this section, that provides the basis of
the various shortcuts taken by the algorithm to determine longest previous factors in
degenerate strings, namely Lem. 8.8.
Lemma 8.8. Given a degenerate string x̃ and its solid equivalent x$, we have that at
every index i:
LPFx$ [i] = l =⇒ LPFx̃[i] ≥ l
Lem. 8.8 gives us some indication of the value of LPFx̃[i] based on LPFx$ [i]. We now
consider the character which follows the matched characters within a given LPFx$ [i],
namely x$[i+ l] where l = LPFx$ [i]. Based on the value of this character, we determine
Def. 8.9, which describes results that follow from two mutually exclusive and exhaustive
cases, dubbed Type I and Type II for a given i, where i is not the location of any
character $d.
Definition 8.9. Given a degenerate string x̃ with k non-solid symbols and its solid
equivalent x$ of length n, consider a position i in x$ (where x$[i] 6= $d ∀d) and its
longest previous factor LPFx$ [i] = l. Based on the value of the character x$[i + l], we
characterise the index i as falling into one of the 2 following Types:
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Type I x$[i+ l] 6= $d, ∀d
=⇒ LPFx̃[i] = max({lce(x̃, i, j) : j ∈
⋃
d∈A
pre(d, l)} ∪ {l})
Type II ∃d, x$[i+ l] = $d or i+ l = n
=⇒ LPFx̃[i] = max({lce(x̃, i, j) : j ∈ Lx$(i) ∪
⋃
d∈A
pre(d, l)} ∪ {l})
A = {d : locx$($d) < i}
We use the notation Ix$ and IIx$ to refer to two mutually exclusive sets of all indexes i
in x$ (where x$[i] 6= $d ∀d) which are characterised as Type I and Type II respectively.
When considering the indexes within a single seed from left to right, the Type I and
Type II indexes comprise two distinct sets of consecutive indexes, effectively partitioning
every seed into a left-hand Type I interval and a right-hand Type II interval. We state
this formally in Lem. 8.10 and illustrate an example in Fig. 8.11.
Lemma 8.10. Given a degenerate string x̃ and its solid equivalent x$, the following
holds true for any given seed S = x$[i . . j]:













Figure 8.11: Example of Type I and Type II partitioning of seeds.
Def. 8.9 effectively provides a list of candidates at which the desired LPFx̃[i] can be found,
based on the information given by LPFx$ [i]. Each candidate location j is considered,
and the longest common extension between i and j is determined. The maximum longest
common extension across all j values in the candidate set (as determined by the Type)
provides the value of LPFx̃[i].
Considering the time complexity required to determine the full LPFx̃ array for 0 ≤ i < n
following this primary improvement, we see that in the worst case, we still have a bound
of O(kn2) time. Though this is the theoretical worst case, in practice it appears that
the improvements would tend to lead to a reduced complexity time, which can be seen
when we consider the complexity in further detail.
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The initial preprocessing required to build the required data structures takes O(n) time.
Let us now consider the case for a single index i within x̃. If this index i is Type I, we have
O(kl) candidates to be checked where l = LPFx$ [i]. Checking each of these candidates
requires k time by the kangaroo method [107, 108], giving a total time complexity for
this particular index i of O(k2l). Alternatively, if this index i is Type II, we have O(kl+
|Lx$(i)|) candidates to be checked, giving a total time complexity for this particular
index i of O(k2l+ k|Lx$(i)|). Finally, in the case where i marks the location of some $d
in x$, we use the standard naive method of comparing i to all possible earlier indexes,
requiring O(kn).
Thus the final time complexity across all i in practice is an amalgamation of various time
complexities which are highly dependent on the structure of the underlying text, and
may or may not approach O(kn2) time, though it can be guaranteed to be theoretically
no worse than this.
8.4.2 Secondary Improvement
Further improvements may be made by building on the solution as described in 8.4.1.
This will require several additional data structures which will be further outlined here.
The first of these is the alphabet occurrence list of a text, which stores the locations of
each character in the alphabet of the text. We define this formally in Def. 8.12.
Definition 8.12. Given a text x of length n over the alphabet Σ we define the alphabet
occurrence list Ax as a function mapping every character σ ∈ Σ to a subset of the set
of integers {0, . . . , n− 1} corresponding to the index locations of σ in x:
Ax : Σ→ {0, . . . , n− 1}
Ax(σ) = {i : x[i] = σ}
It is clear that the alphabet occurrence list may be constructed in O(n) time and space,
with a single pass of the text x of length n.
Next we define the tail matrix of a degenerate string x̃, which stores a subset of all the
possible lce queries within x̃ (taking into account degenerate matches), choosing only
those queries that include a $d character. We define this formally in Def. 8.13.
Definition 8.13. Given a degenerate string x̃ of length n over the alphabet Σ with k
non-solid symbols and its solid equivalent x$, we define the k×n tail matrix B as follows:
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B[i][j] = lce(x̃, locx$($i), j) 0 ≤ i < k 0 ≤ j < n
The tail matrix requires significant space O(kn), however this in turn provides a sig-
nificant time saving for the algorithm after preprocessing. The time taken to generate
the tail matrix naively is O(k2n), though this can be reduced to O(kn) time by reusing
previously calculated values in the matrix.
Finally, in addition to these data structures, we will make use of the reverse of x$ which
we refer to as xR$ . We preprocess x
R
$ in O(n) time by standard methods, to enable
constant time lce queries on xR$ .
For each index i in the text that does not correspond to some $d, we define the values
cI(i) and cII(i) which serve as candidates for the value of LPFx̃[i], in addition to the
candidate l = LPFx$ [i]. The definitions of cI(i) and cII(i) follow naturally from Def. 8.9
and form the foundation of Lem. 8.15, which enables us to consider the calculation of
the cI and cII values independently.
Definition 8.14. Given a degenerate string x̃ and its solid equivalent x$ we define the
values cI(i) and cII(i) as follows:




cII(i) = max{lce(x̃, i, j) : j ∈ Lx$(i)}
A = {d : locx$($d) < i}
Lemma 8.15. Given a degenerate string x̃ and its solid equivalent x$ we may determine
the value LPFx̃[i] from l = LPFx$ [i] and values cI(i), cII(i) as follows:
LPFx̃[i] = max{l, cI(i)} i ∈ Ix$
LPFx̃[i] = max{l, cI(i), cII(i)} i ∈ IIx$
Note that in Lem. 8.15 we only make use of cII(i) in the Type II scenario, whereas in
the Type I scenario it need not be calculated. In the case of i where x$[i] = $d for some
d, we use the usual naive method for determining LPFx̃[i].
The algorithm proceeds by considering each i in the text and applying Lem. 8.15 ac-
cordingly. In the case of cI(i), the method of calculation remains unchanged, whereas
the calculation of cII(i) is where a significant improvement may be found, which may
now be described.
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Given a degenerate string x̃ and its solid equivalent x$ and an index i ∈ IIx$ , we wish
to calculate cII(i). The method for a given seed S of x$ will be explained, which may
then be applied to all other seeds of x$ in the same way. This seed S will have some
unique index s which marks the boundary between Type I and Type II indexes, namely
s ∈ S and s ∈ IIx$ whereas s − 1 /∈ IIx$ . Let us calculate L = LPFx$ [s] and create an
array C of size L with all values initially set to 0.
Additionally, we know that the character at index i+ L immediately precedes some $d.
Let us call this character α = x$[i + L] and its occurring index p = i + L. Let us also
consider the set Ax$(α) providing all occurrences of the character α, and define a subset
D = {i < p : i ∈ Ax$(α)} containing only those indexes corresponding to locations
preceding p.
Having determined the index p and set D we now proceed to take the reverse lce on x$
at p and every occurrence of α, i.e. we calculate lj = lce(x
R
$ , n− 1− p, n− 1− j) where
j ∈ D. For each such lj we append the appropriate tail according to the B tail matrix.
Specifically, for each lj we obtain l
′
j = lj + B[d][j + 1] where d is such that the current
seed S = Sd.
Whenever the value of a calculated l′j is larger than C[lj ], we set C[lj ] = l
′
j . At the
conclusion of this process, this enables C to provide us with the maximum possible l′j
for a given lj across all occurrences of α to the left of p. Finally, we parse C from left
to right, and set C[i] = max{C[i], C[i− 1]− 1} for 0 < i < L.
The array C now provides us with the desired cII(i) values within this seed S. Specifi-
cally, for an index i within seed S, we have that cII(i) = C[i− s].
8.5 Conclusion
We conclude that the above improvements represent an initial look into solving the
problem stated in Section 8.2.2. Unlike previous chapters, there is currently no formal
outline of the final proposed algorithm or proof of concept. Instead this chapter provides
an outline of a series of suggested improvements, which may act as a starting point for
further research.
Thus the purpose of this chapter is not only a presentation of research carried out, but
a motivator for any reader seeking to delve further into this particular problem. The
topic of longest previous factors on degenerate strings is ripe for further research [128–
130], and the ideas presented here should be seen as a springboard for those with the
motivation to further pursue this problem.
Chapter 9
Conclusion
Throughout this thesis, multiple string structures have been explored: circular strings,
abelian palindromes, maximal palindromes, inverted repeats, closed strings and previous
factors. For each such structure, a problem or set of problems was formally defined, and
an algorithmic solution presented, often alongside an analysis and implementation.
In each instance, varying degrees of improvement have been made in the space and time
efficiency of solutions to each problem. Contrastingly, some of the presented problems
have been more novel, with no pre-existing solution from which they were built upon.
The main contributions of each research chapter along with suggestions for further work,
are summarised below:
Chapter 3: Circular Strings
Contributions
• Developed a set of filters to reduce the search space required when performing
circular string searches.
• Produced a web interface for solving the Approximate Circular Pattern Match-
ing (ACPM) problem.
• Created a client-side implementation reducing the need for the upload of large
data sets.
• Analysed the run-time of the implementation and confirmed correctness of
the output.
• Estimated the average reduction of search space enabled by the filters.




• Improve the implementation to permit input of common DNA data files e.g.
FASTA, FASTQ, EMBL.
• Develop additional filters with linear complexity, to supplement the current
set of filters.
• Perform further analysis of the influence of the approximation level k on the
algorithmic run-time.
Chapter 4: Abelian Palindromes
Contributions
• Defined the concept of an abelian palindrome which satisfies the property of
being abelian equivalent to some palindrome of the same length.
• Defined a new data structure known as an abelian palindromic array, which
can be used to determine if any factor of a string is abelian palindromic in
O(1) time.
• Defined a new data structure known as a prefix parity integer array.
• Developed an algorithm identifying whether or not a string is abelian palin-
dromic, requiring O(n) time for a string of length n with an alphabet size
|Σ| ≤ log2(n).
• Developed an algorithm to build an abelian palindromic array for a string of
length n, with an alphabet of size |Σ| ≤ log2(n) requiring O(n) preprocessing
time and O(n+ |Σ|) space.
Further Work
• Determine possible applications of identifying abelian palindromes efficiently.
• Modify the algorithm to remove the requirement that the alphabet |Σ| ≤
log2(n) for a string of length n.
• Consider alternative theoretical solutions making use of the bit manipulation
paradigms within quantum computing.
Chapter 5: Maximal Palindromes
Contributions
• Developed an algorithm that is capable of producing a sequence of maximal
palindromic factors corresponding to a given degenerate string of length n over
an alphabet Σ with no more than k non-solid symbols, requiring O(k|Σ|(k+
log |Σ|) + kn) time and O(k(k + |Σ|) + n) space, along with the pseudocode
of an implementation.
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• Developed a technique to reduce the time and space complexity toO(n log(n))
andO(n) respectively, under the assumption that k ≤ log(n) and |Σ| is a small
constant.
• Tested the efficacy of the algorithm, identifying average run-times and the
probability of successfully identifying a factorisation for a random string.
Further Work
• Determine a method to remove the restriction that all palindromes in the
factorisation are maximal.
• Extend the algorithm to permit small gaps between consecutive factors to
improve the practical applications of the algorithm.
Chapter 6: Inverted Repeats
Contributions
• Defined an alternative complement matching system for IUPAC characters.
• Created a software implementation IUPACpal that is capable of identify-
ing inverted repeats with gaps and possible mismatches, according to the
complement matching scheme.
• Performed run-time analysis to determine that IUPACpal compares favourably
to a similar application packaged with EMBOSS.
• Demonstrated that IUPACpal identifies previously unidentified inverted re-
peats when compared with EMBOSS.
• Created a command-line interface for IUPACpal that mimics the interface
of EMBOSS.
• Made all source code of our implementation publicly available online.
Further Work
• Add additional functionality to IUPACpal which is already native to the
EMBOSS tool, such as the ability to handle multiple DNA data file formats.
• Carry out further performance tests to compare IUPACpal to other com-
monly used software alternatives.
Chapter 7: Closed Strings
Contributions
• Defined an extension of k-closed strings in addition to 3 other related defini-
tions.
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• Defined two new data structures created from a given string x, namely LPMk(x)
and LSMk(x).
• Developed an algorithm to determine if a given string of length n is k-closed,
requiring O(kn) time and O(n) space.
• Carried out proof-of-concept experiments to confirm the correctness of the
algorithm and determine average run-times.
Further Work
• Improve the algorithmic efficiency required to generate LPMk(x) and LSMk(x)
for a given string x.
• Generalise other previously solved closed string problems as k-closed string
problems using the newly provided definition.
Chapter 8: Previous Factors
Contributions
• Performed an initial exploration of a solution to the problem of finding the
longest previous factors in a degenerate string.
• Described several data structures and tools that may be relevant to solving
the problem.
Further Work
• As an newly defined problem, this area is ripe for more research and the
specific problem as stated remains unsolved.
During the research period that preceded the writing of this thesis, there were additional
side problems worked on and explored to varying degrees of success. From the outcomes
that were obtained, the previous chapters represent the most fruitful. In the case where
further avenues of research are open, we have attempted to highlight this within the
listings of further work above.
In summary, this thesis presents an amalgamation of those projects which offered the
most value as a body of research, and we believe this thesis provides a genuine contri-
bution to the current body of knowledge in this field. We certainly invite the interested
reader to further contribute to the work presented here, with the outlined further work
above provided as a guide.
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