We consider the Boson satr equation with long-range perturbation given by
Introduction and Main Results
It is well known that under the mean field limit [2, 3, 9, 11] , the dynamics of boson stars can be described by following equation
where −△ + m 2 denotes the kinetic energy operator of a relativistic particle with mass m > 0, the convolution kernel 1 |x| represents the Newtonian gravitational potential in appropriate physical units, and the speed of light and Plancks constant are equal to unity.
Let us recall some important work devoted to equation (1.1). Lenzmann [7] proved local and global well-posedness for equation (1.1) with initial date ψ(0, x) = ψ 0 (x) in H s (R 3 ), s ≥ 1 2 . More precisely, the following criterion implies global well-posedness
|Q(x)| 2 dx, (1.2) where N c is regraded as "Chandrasekhar limiting mass" [3] , Q is a positive solution for nonlinear equation
which gives rise to solitary wave solutions, ψ(t, x) = e it Q(x), for (1.1) with m = 0. In fact, it can be shown that criterion (1.2) guaranteeing global-in-time solutions is optimal in the sense that if the initial date ψ 0 2 2 > Q 2 2 = N c , there exist solutions which blow up in finite time; see [8] . Physically, this blow-up phenomenon indicates "gravitational collapse" of a boson star whose mass exceeds a critical value. On the other hand, solitary waves given by ψ(t, x) = e itµ ϕ(x) were considered in [6, 21, [23] [24] [25] . The other corresponding problems we refer to [8, 10, 12, 13, 22, 36] and the references therein.
In this paper, we consider an additional L 2 -subcritical perturbation and study the following equation
where 1 |x| α denotes long-range potential for 0 < α < 1, thus we call this perturbation as long-range perturbation.
Consider solitary waves of the form ψ(t, x) = e itµ ϕ(x) (1.5) with some µ ∈ R. Putting (1.5) into (1.4) leads to the following equation
) * |ϕ| 2 ϕ = µ ϕ, (1.6) which is also an Euler-Lagrange equation for the following minimization problem
where E β (ϕ) := 1 2 ϕ, −△ + m 2 ϕ + I(ϕ), (1.8) with I(ϕ) :
)|ϕ(x)| 2 |ϕ(y)| 2 dxdy, (1.9) and N denotes the mass of system, or may denote the number of particles, I(ϕ) denotes interaction energy. We refer to such minimizers ϕ ∈ H 1/2 (R) as ground states throughout this paper. Our goal is to study the existence, the "orbital stability" of ground state solitary waves and the blow-up behaviours of ground states.
We mention that such combined interactions I(ϕ) can also be found in [27] , in which the authors use the concentration compactness principle to study the existence of minimizers This energy appears in the study of many phenomena, including biological swarm, granular media, molecular dynamics simulations of matter, one can see the Introduction of [27] .
On the other hand, notice that I(ϕ) describes combined nonlocal interactions. For combined local interactions, like power-type nonlinearities we refer to [28] [29] [30] [31] ; other problems where the energy functionals contain the combined nonlocal and local nonlinearities, one can see [32] [33] [34] [35] and the reference therein.
Before stating our results, we recall from [6] and [10] the following Gagliardo-Nirenberg type inequality
where ·, · denotes L 2 product, 2 Nc is the best constant given by
Moreover, any optimizer Q(x) of above inequality satisfies equation (1.3) above, such that the following identity holds (see Appendix A of [10] ) 12) where N c is defined in (1.11) .
First, we study the existence and nonexistence of ground states for problem (1.7) when 0 < N < N c and N > N c .
.
(i) If 0 < N < N c , β ≤ 0, then there exists at least one minimizer for E(β, N ).
(ii) If 0 < N < N c and β > 0, then there exists at least one minimizer for E(β, N ) when β small enough and N closes to N c enough.
The case N = N c is special, we have Theorem 1.2 Assume that N = N c , m > 0, β ∈ R and 0 < α < 1. We have (i) If N = N c and β ≤ 0, there is no minimizer for E(β, N c ) such that E(0, N c ) = 0, and E(β, N c ) = −∞ for all β < 0.
(ii) If N = N c and β > 0, there exists at least one minimizer for E(β, N c ) with β small enough.
Remark A:
i) Since there is still no minimizer for E(β, N c ) with β > 0 and N > N c (see Theroem 1.1 (iii)), We may call the minimizers in case (ii) of this theorem as maximal ground states. Then the corresponding solitary waves given in (1.5) can be called as maximal ground state solitary waves.
ii) We have no idea when N = N c and β > 0 whether there exist minimizers for β big enough or not.
iii) We should mention that the condition m > 0 plays an important role in the case (ii), since when m = 0 with β > 0, E(β, N c ) has no minimizer, one can see Theorem 5.4 in the Appendix below.
The existence of minizers for E(β, N ) is based on the concentration compactness lemma obtained in [6] . Compare to the case (i) and (ii) of Theorem 1.1, the case (ii) of theorem (1.2) is harder to come by, since when N = N c , for any ϕ ∈ H 1/2 (R 3 ) with ϕ 2 2 = N c , the H 1/2 norm ϕ H 1/2 can not be controlled derectly by the energy E β (ϕ) due to the inequality (1.10). To overcome this, we need to prove by contradiction for case (ii) in Theorem 1.2.
Next we will investigate an "orbital stability" for maximal ground state solitary waves.
Before doing it, we need to get the global well-posedness of Cauchy problem for eqution (1.4) . We have Theorem 1.3 Suppose that m > 0, β ∈ R and 0 < α < 1. Then the unique solution of (1.4) is global in time (i.e., T = ∞), provided that one of the following conditions for initial value ψ 0 holds:
Remark B:
i) To our knowledge, there is no other result consdering the well-posedness of ψ(t) when ψ 0 2 2 = N c . Even the non-perturbation case, where β = 0 and m > 0, has not been settled, one may hope that there exists blow-up solution.
ii) We may conject that, if β > 0, for any ǫ > 0, there exists initial value ψ 0 ∈ H 1/2 (R 3 ) with ψ 0 2 2 = N c + ǫ, such that the solution ψ(t) blow up in finite time. In this case, the case (ii) in above theorem gives an example of nonexistence of minimal blow-up solution like [37] . Now we address "orbital stability" of maximal ground state solitary waves
Theorem 1.4 Suppose that m > 0, β > 0 and N = N c . Let
Then the solitary waves given in (1.5) with ϕ ∈ S Nc are stable for β small enough in the following sense. Let ψ(t) denotes the solution of (1.1) with initial condition ψ 0 ∈
Remark C: The condition ψ 0 2 2 ≤ N c is necessary to guarantee the solution ψ(t) is global, one can see Theorem 1.3. 
in the distribution sense, where δ(x) denotes Dirac delta function.
ii): We have mentioned above that the ground state ϕ β k satisfies (1.6), then ψ β k (t) = e itµ k ϕ β k (x) satisfies (1.4) uniquely with initial date ψ β k (0) = ϕ β k (by Theorem (1.3) (ii) ), this means that |ψ β k (t)| 2 ⇀ N c δ(y − y 0 ) in the distribution sense for all t ≥ 0. On the other hand, we have µ k ∼ −β k − 1 1+α as β k → 0 + (just by (4.14), (4.1) and (4.20) ). This theorem shows that, when the action of long-range potential is small, then the mass of ground state at N = N c will concentrate. Such similar blow-up results appeared in studying Bose-Einstein condensations with attractive interaction described by Gross-Pitaevskii functional, one can see [14] [15] [16] [17] . There are some blow-up results for Boson stars, Guo and Zeng [18] studied the asymptotic behaviour as N ր N c for different selfinteracting potentials, Nguyen [19] and Yang [20] studied it for different external potentials.
In this paper we forcus on the asymptotic behaviour of ground states at N = N c when β → 0 + . This blow-up analysis is more difficult in contrast to the works of [18] [19] [20] , we need some technical arguments, due to the lack of compactness and H 1/2 norm of ground state can not controlled derectly by energy E(β, N c ). The first key point to this theorem is to obtain an optimal estimate for E(β, N c ), to do this we need to employ the concentrationcompactness arguments to obtain the lower bound of E(β, N c ). The second key point is to obtain an optimal estimate of ϕ β , √ −△ ϕ β , the upper bound is harder to come by, we should employ scaling arguments and prove by contradiction, this is quite different from the mentioned papers.
This paper is organized as follows: in Section 2, we study the existence and nonexistence of minimizers for E(β, N ). In Section 3, we consider the Cauchy problem of equation (1.5) and study the well-posedness and orbital stability; in Section 4, we prove asymptotic behaviour of ground states for E(β, N c ) as β → 0 + .
Notation:
-·, · denotes L 2 product.
-· p denotes the L p (R 3 ) norm for p ≥ 1.
-⇀ denotes weakly converge, * stands for convolution on R 3 .
β → 0 + denotes β → 0 + with β > 0.
a b denotes a ≤ Cb for some appropriate constant C > 0.
-For symbol −△ + m 2 and H 1/2 (R 3 ), one can see [6] . Proof. Note that, by (2.24) of [6] we know that [6] by taking v = 0. On the other hand, it is easy to see that E(β, N ) ≤ E(0, N ) for β < 0 and 0 < N < N c . Following the same arguments as Lemma 2.3 of [6] , one can easy to check that E(β, N ) is strictly decreasing.
Thus we obtain the case (i) of this lemma.
To prove the case (ii), now let Q λ = λ 3/2 Q(λx) with λ > 0, where Q is an optimizer of (1.10). One can check that Q λ also satisfies (1.12). We have
Since N c − N > 0 and β > 0, now we take
It follows that there exist C 1 > 0 and C 2 > 0 independent of N and β such that
Then, when N close N c and β small enough, we have E(β, N ) < 1 2 mN . This completes the proof of case (ii).
To prove the case (iii) and (iv), the same as (2.1) and let N = N c in (2.1), we have
Since β ≤ 0 in case (iii), just let λ → ∞ in (2.3), we can obtain case (iii).
To prove case (iv), since β > 0, take the infimum over λ in (2.3), then
It follows that for β small enough, Cβ 1 1+α < 1 2 mN c , i.e., E(λ, N c ) < 1 2 mN c . Thus we complete the proof of case (iv).
To prove the case (III), the same as (2.1) and let N > N c in (2.1). Note that λ(Nc−N )
The following strictly binding inequality
holds for any 0 < λ < N , when N and β satisfy one of the three conditions.
(i) 0 < N < N c and β ≤ 0;
(ii) 0 < N < N c and β > 0, β small enough such that N closes to N c enough;
(iii) N = N c , β > 0 such that small enough.
Remark: The condition (i), (ii), (iii) here correspond to the assumptions of (i), (ii), (iv) in Lemma 2.1, which guarantee the energy E(β, N ) < 1 2 mN . We mention that in [6, Lemma 2.3], the authors showed that such binding inequality holds for 0 < N < N c , in what follows, we prove that such inequlity also holds at the threshold N = N c .
Proof. In what follows we only prove for condition (iii), for (i) and (ii) one can just follow the same arguments.
for any 0 < λ < N . Next we will prove (2.6) for case (iii).
Note that, for any ǫ > 0, there
First we claim that for any 0 < λ < N c
. If E(β, λ) < 0, choose θ = Nc λ and N = λ in inequality (2.7), and let ǫ < (θ −1 − 1) E(β, N ), it follows that (2.8) holds. Thus, the claim holds.
In the same way we have
Combing (2.8) with (2.9), then (2.6) holds for condition (iii).
The proof of Theorem 1.1 and 1.2
First, we claim that (2) Under the assumptions of case (ii) in Theorem 1.2, i.e. N = N c and β > 0. Then
Proof. Notice that by Hardy-Littlewood-Sobolev inequality, interpolation inequality and Sobolev inequality, we have
For case (i) in Theorem 1.1, since β ≤ 0, by (1.10) and (2.10)
For any minimizing sequence {ψ n }, since 0 < N < N c and 0 < α < 1, then 1 − N Nc > 0, and sup n ψ n , √ −△ ψ n ≤ C < ∞ thanks to (2.11) and (2.12). Thus we obtian the case (1).
Next we prove the case (2) . Let {ψ n (x)} be a minimizing sequence of E(β, N c ), such that
On the contrary, we now suppose that {ψ n (x)} is unbounded in 
and also
Then ǫ n → 0 as n → ∞. Definew
By (2.17) and (2.16), we have
Therefore, we can conclude that
for some constant M > 0, independent of n.
We claim that, there exist a sequence {y ǫn } and positive constants R 0 and η such that
Otherwise, by Lemma A.1 in [6] , we have
Then it follows from (2.21) that
23)
Claim: There exists η 0 > 0 such that
Indeed, let R 0 be given in (2.23),
Thus the claim holds.
On the other hand, note that by (2.22) and (2.15) we have 
Since −△ + m 2 − m ≥ 0, it follows that
which contradicts lemma 2.1. Therefore, vanishing does not occur.
(2)Dichotomy does not occur:
If the dichotomy occurs, by Lemma 5.1(iii) below, then there exists λ ∈ (0, N c ) such that, for every ǫ > 0, there exists two bounded dichotomy subsequences in
for k sufficiently large. Moreover, (5.6) and (5.8) allow us to deduce that, there exists
where r 1 (k) → 0 as k → ∞, and r 2 (ǫ) → 0 as ǫ → 0. Passing to limits k → ∞ and ǫ → 0, and by continuity of E(β, N ) in N , we deduce that
This contradicts (2.5).
Therefore, compactness happens. The same arguments as the proof of part i) of Theorem 2.1 in [6] , then up to a translation, the sequence {ψ n k } are relatively compact in 
The Cauchy problem
In this section, we consider the following Cauchy problem  
we will prove the local well posedness and global well-posedness and finally obtain an orbital stability.
Local Well-posedness
In this part we apply the arguments from [7] with some modifications.
We put
From [7] , we know that to prove the local well posedness, we only need to show the nonlinearity F (u) is locally Lipschitz continuous from H 1/2 (R 3 ) into itself. Notice that, Lemma 1 of [7] has shown that ( 1 |x| * |u| 2 )u is locally Lipschitz continuous, it is sufficiently to prove for ( 1 |x| α * |u| 2 )u. First we show following key estimates.
5)
and
Proof.
Using the Sobolev inequality u 3 u H 1/2 , then it follows that (3.4) holds.
To prove (3.5), notice that
By weak Young inequality (see [4] )
We notice that by the definition of Riesz potential (see [5] ) Cα |x| α * f can be expressed as D α−3 f = (−△) − 3−α 2 f (here f ∈ S(R) 3 is innitially assumed, but our arguments follow by density). Thus, we have
Proof. With the estimates given in Lemma 3.1, we can prove this lemma by following the similar argument as Lemma 1 in [7] . Now we sketch the proof.
The same arguments as [7] , we know that
it is sufficient to estimate the quantities
The same argument as (15) in [7] , by Hölder inequality
Then by (3.4), (3.6) and together with Sobolev inequality u q u H 1/2 (for all 2 ≤ q ≤
3) then
On the other hand, as (18) in [7] , using Leibniz rule we also have
By (3.5) and (3.7), then
Thus we complete the proof.
Therefore, the nonlinearity F (u) is local Lipschitz continuous, by standard methods for evolution equations with locally Lipschitz nonlinearities, we have following local wellposedness theorem. Proof. Let F (u) given in (3.2) take the place of F (u) in the proof of Lemma 2 in [7] , and combine Lemma 3.2, then following the same arguments as [7] one can easy to check this lemma.
Global Well-posedness
The end proof of Theorem 1.3:
Proof. By the blow-up alternative of Theorem 3.3, global-in-time existence follows from an priori bound the form
Notice that by Lemma 3.4, we have
Thus, it is sufficient to prove that ψ(t), √ −△ ψ(t) is uniformly bounded.
For condition (i) in Theorem 1.3, if β > 0, the same as (2.11)
if β ≤ 0, the same as (2.12)
Since ψ 0 2 2 < N c and 0 < α < 1, the above two inequality show that ψ(t), √ −△ ψ(t) is uniformly bounded. Thus we complete the global well-poseness for condition (i).
Now we go to prove for condition (ii). In this case, note that ψ(t), √ −△ ψ(t) can not be controlled by E β (ψ 0 ) like (3.11) and (3.12) due to ψ 0 2 2 = N c . To overcome it, we use the blow-up analysis and prove by contradiction. On the contrary, we now suppose that ψ(t), √ −△ ψ(t) is unbounded. Then there exists a subsequence ψ n := ψ(t n ) with t n → T (as n → ∞), such that ψ n , −△ψ n → +∞, (n → ∞) (3.13)
Since −△ + m 2 ≥ √ −△, by (1.10) and conservation laws we have (3.14) and also 
for a suitable sequence of times {t n }. Note that (3.16) implies that N (ψ n (0)) → N c as n → ∞. Next consider the sequence, {u n }, in H 1/2 (R 3 ) that is given by u n := ψ n (t n ). Therefore, { u n } is a minimizing sequence for problem (1.7). By Theorem 1.2, for β small enough, this sequence has to contain a subsequence, { u n k }, that strongly converges in 
Proof. 
On the other hand, note that by the upper bound of (4.1) we know that for β small enough, we have
Thus, we obtain a contradiction. Therefore, vanishing does not occur.
for k sufficiently large. Moreover, (5.6) and (5.8) allow us to deduce that, there exists r 1 (k) and r 2 (ǫ) such that
where r 1 (k) → 0 as k → ∞, and r 2 (ǫ) → 0 as ǫ → 0. Then
the last inequality comes from (4.2) and the fact that E(0, N ) is decreasing in N , see Lemma 2.1 (i) above. Passing to the limit ǫ → 0 and by continuity of E(β, N ) in N , we deduce that
holds for some 0 < λ < N c . This contradicts the strict subadditivity condition (2.5) with β = 0.
Therefore, compactness happens. The same arguments as [6] , then up to a translation, the sequence {ϕ β k } are relatively compact in H 1/2 (R 3 ). Thus there exists {y k } with
This implies that lim k→∞ E β k ( ϕ β k ) = E 0 (ϕ 0 ). It follows that
This implies that ϕ is a minimizer of E(0, N c ), contradicting that E(0, N c ) has no minimizer (see Theorem 1.2 (i) above). Thus we conclude that ϕ β , √ −△ϕ β → +∞ as
then ǫ → 0 as β → 0. Note that by (1.10) with the fact −△ + m 2 ≥ √ −△, and the upper bound of (4.1), we have
this implie that as β → 0
The same arguments as (2.17)-(2.23), there exist y ǫ ∈ R 3 and R 0 > 0, η > 0, and define
for some M > 0, such that
Claim 2: there exists a subsequence {β k } with β k → 0 such that w β k → w 0 strongly in
for some y 0 ∈ R 3 , γ > 0, and Q satisfies (1.3), we also have w 0 2 2 = N c . Since ϕ β is a minimizer of (1.7), it satisfies the Euler-Lagrange equation (1.6), that is
for µ β ∈ R, which is a suitable Lagrange multiplier. In fact,
Then w β (x) defined in (4.9) satisfies
Note that By (1.10) and the upper bound of (4.1) we have
Then combining (4.14) and (4.10) we know that ǫµ β is uniformly bounded and strictly negative for β close to 0. Passing to a subsequence {β k }, we have lim
Passing to weak limit in (4.15), then w 0 satisfies 
Then by (1.11 )
Note that since w β k ⇀ w 0 in H 1/2 (R 3 ), by Fauto lemma, then
Combining (4.17) we have w 0 2 2 = N c , this implies that w β k converges to w 0 strongly in
for q ∈ [2, 3). Thus we complete the proof of Claim 2.
Note that
By Claim 2 we know that w β k → w 0 strongly in L q (R 3 ) where w 0 is given in (4.12), then there exist constants M 1 > 0 and M 2 > 0, independent of β k such that for β k small enough w β k ,
Therefore, we get the lower bound. Then there exist positive constants K 1 , K 2 , independent of β, such that as β → 0 +
Proof. The upper bound follows from (4.1).
To prove the lower bound, we choose a β 1 satisfying that β 1 = θβ with θ > 1. We have
Taking θ large enough we can get the lower bound.
The following lemma is to obtain the optimal estimates for first term and last term of E β,a * (u λ,a * ). The upper bound is harder to come by, we should employ scaling arguments and prove by contradiction, this is quite different from the mentioned papers. Then there exist positive constants L 1 , L 2 , L 3 and L 4 , independent of β, such that for all
Proof. Note that by Gagliardo-Nirenberg inequality (1.10) and (4.1) we have
Therefore, it suffices to prove one of (4. 19) and (4.20) . Next we prove (4.19) .
First we prove the lower bound of (4.19). Since ϕ β 2 2 = N c , by Hardy-Littlewood Sobolev inequality, interpolation inequality and Sobolev inequality, we have
Combing with (4.18) it follows that
Thus, the lower bound of (4.19) holds. Now we prove the upper bound. Define
To prove the upper bound, it suffices to prove the following fact.
On the contrary, up to a subsequence we may assume that as β → 0 + w β , −△w β → ∞. Since ψ β is a minimizer of E(β, N c ), by Gagliardo-Nirenberg inequality (1.10), (4.1) we
Then we conclude that there exists a constant K > 0 independent of β
The same arguments as (2.17)-(2.24), there exist a sequence y β ∈ R 3 and positive constant η 0 such that
On the other hand, notice that ǫ 1 = β 1 1+α , by (4.26) and the upper bound of (4.18) we
Since 0 < α < 1 it follows that as ǫ 2 → 0
which contradicts (4.27). Therefore, the upper bound of (4.19) holds. (4.28)
Then ǫ → 0 + as β → 0 + , and w β (x) satisfies
Note that by (4.19) and (4.20) where y 0 ∈ R 3 , γ > 0 (will be given below), and Q satisfies (1.3), and we also have
(by (4.31))
( 1 |x| α * |Q| 2 )|Q| 2 dx iii)Dichotomy: There exists λ ∈ (0, N ) such that, for every ǫ > 0, there exists two bounded sequences, {ψ 1 n k } and {ψ 2 n k }, in H 1/2 (R 3 ) and k 0 ≥ 0 such that, for all k ≥ k 0 , the following properties holds: ψ n k − (ψ 1 n k − ψ 2 n k ) p ≤ δ p (ǫ), for 2 ≤ p < 3 (5.3)
with δ p (ǫ) → 0 as ǫ → 0, and ( 1 |x| θ * |ψ n | 2 )|ψ n | 2 dx = 0;
(5.7)
Proof. The same arguments as Lemma A.1 of [6] , we can prove this lemma, we omit the detail here. {ψ n k } be a subsequence that satisfies part iii) with sequences {ψ 1 n k } and {ψ 2 n k }. Then for any 0 < θ < 2 ,
( 1 |x| θ * |ψ 2 n k | 2 )|ψ 2 n k | 2 dx ≤ r θ 1 (k) + r θ 2 (ǫ), (5.8) for k sufficiently large, where r θ 1 (k) → 0 as k → ∞ and r θ 2 (ǫ) → 0 as ǫ → 0.
Proof. Note that by Hardy-Littlewood-Sobolev inequality, interpolation inequality and Sobolev inequality, we have
Notice that 2 < 12 6−θ < 3 including in the range of p in (5.3). Then the same arguments as Lemma A.2 of [6] , the lemma holds. We omit the detail arguments here. Proof. Let Q λ = λ 3/2 Q(λx) with λ > 0, where Q is the optimizer of (1.10), by (1.10) and (1.12) 0 ≤ E(β, N c ) ≤ E β (Q λ )
( 1 |x| α * |Q| 2 )|Q| 2 dx → 0, as λ → 0.
which means that E(β, N c ) = 0 with m = 0 and β > 0, this implies that no minimizer exists. In fact, if there exists a minimizer v ∈ H 1/2 (R 3 ) with v 2 2 = N c , then we have
which is a contradiction. Thus we complete this theorem.
