It has been recently proved that the arc-analytic type of a singular Brieskorn polynomial determines its exponents. This last result may be seen as a real analogue of a theorem by E. Yoshinaga and M. Suzuki concerning the topological type of complex Brieskorn polynomials. In the real setting it is natural to investigate further by asking how the signs of the coefficients of a Brieskorn polynomial change its arc-analytic type.
Introduction
In order to obtain a classification of real singularities with no continuous moduli, T.-C. Kuo [16] introduced the blow-analytic equivalence. He proved that it is an equivalence relation for real analytic function germs with no continuous moduli for isolated singularities.
S. Koike and A. Parusiński [15] introduced invariants of the blow-analytic equivalence constructed similarly to Denef-Loeser motivic zeta functions [6] but realized through the homogeneous polynomials. It is currently known that the arc-analytic type of a weighted homogeneous polynomial which is also Newton non-degenerate and convenient determines its weights [3] , but nothing is known about the coefficients.
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Recollection
We refer the reader to [4, §7] for a survey concerning the material covered in this section.
The arc-analytic equivalence
Definition 2.1 ([5, Definition 7.5]). Two Nash ⋆ function germs , ∶ (ℝ , 0) → (ℝ, 0) are said to be arc-analytically equivalent if there exists a semialgebraic homeomorphism ℎ ∶ (ℝ , 0) → (ℝ , 0) such that (i) = •ℎ (ii) ℎ is arc-analytic † , i.e. it maps real analytic arcs to real analytic arcs by composition.
(iii) There exists > 0 such that | det dℎ| > where dℎ is defined ‡ .
Remark 2.2.
We recall the following properties of the arc-analytic equivalence.
• It is an equivalence relation [5, Proposition 7.7] : indeed, under the assumptions of the definition, ℎ −1 is arc-analytic and there exists ′ > 0 such that | det dℎ −1 | > ′ , see [11] and [2, Corollary 3.6 ].
• It coincides with the blow-Nash equivalence of Fichou [5, Proposition 7.9 ].
• It has no continuous moduli by [21] , see [4, Theorem 7.5 ].
The following result will be useful. It is a weak version of an arc-analytic analog of a theorem by T. Fukui and L. Păunescu for the blow-analytic equivalence [12, Theorem (0.2)].
Theorem 2.3 ([7, Corollary 4.5]). Let
∶ (ℝ × , {0} × ) → (ℝ, 0) be Nash where is a compact interval. For ∈ , set = (⋅, ) ∶ (ℝ , 0) → (ℝ, 0). Assume that for all ∈ , admits an isolated singularity at the origin, it is weighted homogenous and that the weight system doesn't depend on . Then for all , ′ ∈ , and ′ are arc-analytically equivalent.
A motivic invariant of the arc-analytic equivalence
Definition 2.4 ([20, §4.2] ). An AS-set is a semialgebraic subset ⊂ ℙ ℝ such that given a real analytic arc ∶ (−1, 1) → ℙ ℝ satisfying (−1, 0) ⊂ there exists > 0 such that (0, ) ⊂ .
Remark 2.5 ([20, §4.2])
. The AS-subsets of ℙ ℝ form the boolean algebra spanned by semialgebraic arc-symmetric § subsets of ℙ ℝ . Particularly, AS is closed under ∪, ∩, ⧵.
The following remark will be useful for the computations in Section 4.3. ⋆ A Nash function is a smooth function with semialgebraic graph. Such a function is necessarily real analytic. † This is a notion due to K. Kurdyka [17] . ‡ Indeed, K. Kurdyka proved that a semialgebraic arc-analytic map is real analytic outside a set of codimension at least 2. § A subset of a real analytic manifold is arc-symmetric if given a real analytic arc on , either this arc is entirely included in or it meets at isolated points only. This is a a notion due to K. Kurdyka [17] .
( Remark 2.11. Using the cell decomposition property of semialgebraic sets, one may prove that every additive invariant of the semialgebraic sets up to semialgebraic homeomorphisms factorizes through the Euler characteristic with compact support, see [22] . It is then not possible to recover the dimension since, for example, ( 1 ) = 0. Hence, working with ASsets allows us to use the virtual Poincaré polynomial which is an additive invariant encoding more information. Notice also that
The following Grothendieck group is a real analogue of the one defined by GuibertLoeser-Merle [13] that fits our context. , where ∈ AS, the graph Γ ∈ AS, the graph of the action Γ ℝ * × → ∈ AS and ( ⋅ ) = ( ), modulo the relations:
(iii) Fix ∶ ℝ * ↻ → ℝ * satisfying the required conditions to be a symbol. Set = pr ∶ × ℝ → ℝ * . If and ′ are two actions of ℝ * on × ℝ which are liftings of then ∶ ℝ * ↻ ( × ℝ ) → ℝ * and ∶ ℝ * ↻ ′ ( × ℝ ) → ℝ * satisfy the conditions to be symbols and we add the relation
The fiber product over ℝ * induces a structure of ring by adding the following relation:
where the action of ℝ * on × ℝ * is the diagonal action. The cartesian product induces a structure of 0 ( )-algebra by adding the following relation:
where the direct system is defined as follows. For = with ∈ ℕ >0 , we set
Notation 2.13. We denote by 0 = [∅] the class of the empty set which is the unit of the addition, by = [id ∶ ℝ * ↻ ℝ * → ℝ * ] the class of the identity which is the unit of the product and by
the class of the affine line. We set M = 0 (AS mon )[ −1 ]. Notice that M has a natural structure of M AS -algebra.
Proposition 2.14 (The forgetful morphism [5, §3]). There exists a unique morphism of
M AS - modules ⋅ ∶ M → M AS such that ∶ ℝ * ↻ → ℝ * = [ ].
Proposition 2.15 ([5, Proposition 4.16])
. For ∈ {+, −}, there exists a unique morphism of
Remark 2.16. The forgetful morphism is not compatible with the ring structures since the one on M is induced by the fiber product whereas the one on M AS is induced by cartesian product. Particularly = + 1 ≠ 1 = (1). However, the morphisms are compatible with the ring structures since the fiber product over one point coincides with the cartesian product. 
Remark 2.22. This induces a convolution product * ∶ M × M → M which is M AS -bilinear, commutative, associative and whose unit is .
Theorem 2.23 (The convolution formula [5, Theorem 6.15]). Let
where ⊛ consists in applying * coefficientwise. Since we are only interested in the arc-analytic classification of Brieskorn polynomials, we can perform the following easy simplifications:
• Without modifying the arc-analytic type, we may replace by its sign sgn( ) using a linear change of variables ⋆ .
• Without modifying the arc-analytic type, we may reorder the variables and assume that the exponents are ordered:
• Still by reordering the variables, we may assume that if some exponents are equal, we put the positive coefficients first:
• A Brieskorn polynomial is non-singular if and only if there exists such that = 1 if and only if̃ ( ) = 0 if and only if ( ) = ∑ − . Indeed, assume that 1 = 1 then by applying the Nash inverse mapping theorem to
we get that is arc-analytically equivalent to 1 . In this case, we have that̃ ( ) = 0 and we already know, by [5, Proposition 8.3] , that if ∀ , ≥ 2 theñ ( ) is non-zero. We have just proved the following result. Assume that two Brieskorn polynomials and are arc-analytically equivalent. If is non-singular then is also non-singular. From now on, we elude the non-singular case by assuming that 1 ≥ 2.
Theorem 3.3 (Main theorem). Consider two Brieskorn polynomials
satisfying the following conditions:
(1) and are arc-analytically equivalent 
Let = lcm( ) and define by = . For ∈ [−1, 1], ℎ is weighted homogeneous with weights ( , 1 , … , ) and has an isolated singularity at the origin. Indeed,
is a sum of squares since − 1 is even. Then, by Theorem 2.3, ℎ −1 and ℎ 1 are arc-analytically equivalent. Let
Then, again by Theorem 2.3, = 0 and ℎ −1 = 1 are arc-analytically equivalent.
In the same way, we show that ℎ 1 and are arc-analytically equivalent. Hence we have ∼ ℎ 1 , ℎ 1 ∼ ℎ −1 and ℎ −1 ∼ , thus and are arc-analytically equivalent. ■
Hence it remains to prove that 3.3.(2)⇒3.3.(3).(ii).

Essence of the proof Lemma ([5, Example 6.10])
. Let ∈ {±1} and ∈ ℕ >0 . Theñ
where the action is given by ⋅ = .
Remark 4.3. Notice that if is odd then
where the action on the right side is given by ⋅ = .
The rest of this section is devoted to the proof of 3.3. (2)⇒3.3. (3).(ii). For this purpose, we are going to prove that if is a singular Brieskorn polynomial, then for each monomial appearing in the expansion of with an even degree not multiple of an odd exponent, we are able to recover the sign of its coefficient from ( ).
We first fix some notation. Let
be a Brieskorn polynomial as in the statement of Theorem 3.3.
We denote by the coefficients of̃ ( ) so that
Notice that by [5, Proposition 8 .3], we already know how to express ( 1 , … , ) in terms of the coefficients of̃ ( ).
We denote by the set of even exponents which are not multiple of an odd exponent, i.e. = , ∀ ∈ 1, ,
For ∈ and ∈ {+, −}, we set = # , = , = 1 , i.e. + (resp. − ) is the number of positive (resp. negative) coefficients of degree . Our goal is to deduce these from ( ), or equivalently from̃ ( ).
and, for = +, −,
where, for ⊂ {1, … , }, we set
Proof. From Theorem 2.23 and Lemma 4.2, we get
where is possibly empty. Notice it is also possible to deduce this formula from [3, Proposition 4.8].
Hence, by additivity of the virtual Poincaré polynomial,
Similarly, we get
So that,
Proof of 3.3.(2)⇒3.3.(3).(ii).
We are going to compute inductively ± for = 1, … , in terms of the coefficients of̃ ( ), which is enough to conclude. Assume that
are already known. We are going to compute ± . Notice that the following argument allows one to compute directly
By Lemma 4.4, we may express
in terms of the coefficients of ( ). For an exponent dividing , we write = 2 with odd. Notice that by definition of , ∈ and > 0. Then, using the AS-change of variables̃ = , we get 
Proof. Assume that = 2 where is odd, then the map
Now, notice that is a bijection. Indeed, it is surjective as a polynomial of odd degree and it is one-to-one since it is strictly increasing as one can be convinced by noticing that its derivative which also defines a bijection with AS-graph.
Hence
, is a bijection with AS-graph from ℝ * × ℝ to
with , ≥ 0, , ∈ {±1} and < . Then
is a bijection with AS-graph. Indeed, since < , the function ↦ ∑ =1 2 2 − is arcanalytic at the origin and at the infinity.
Until Lemma 4.10, we are going to use the following notations:
, we will simply write ( = ) for ∈ ℝ , ( ) = . Proof. We first rewrite:
The following formulae generalize the ones obtained by G. 
