Connected health platform delivers continuous monitoring, reporting and storing of patient data in ER, hospital care, long-term care and remote settings thus providing a way of managing health and chronic diseases. In this paper, we present a mobile connected health platform infrastructure that provides anytime, anywhere connectivity solution where the user's health data is recorded, transmitted, extracted and deposited on a central repository. This capability assists in monitoring progression of chronic diseases and also provides decision assistance to the caregiver.
Introduction
Aging population has become a serious concern in developed countries due to the increase in chronic age related diseases and the associated costs in their treatment. It has been estimated that 20% of the total population in the USA will be over 65 by 2030 and approximately 38% of them will be hospital in-patients. In 2005 the costs for treating chronic age related diseases were $510B and have risen to $1.07T in 2010. Continuous patient monitoring outside the hospital environment is seen as one of the major reasons in reducing healthcare costs which has become an economic priority for the healthcare providers in the US and other developed countries. Studies conducted by [1] has shown that continuous patient monitoring has led to 50% drop in hospitalizations, 73% reduction in emergency room visits, 51% reduction in patient costs.
Following the growing importance of continuous patient monitoring, Connected Health, a healthcare model to monitor patients remotely has seen tremendous growth primarily due to advancements in wireless technology, sensor designs, and availability of high performance and low cost embedded mobile platforms with small form factor. Connected Health is gaining popularity as it allows patients to regularly and systematically monitor their biovital data. Medical history of patients allows both patients and their physicians to analyze the available data which helps in early diagnosis of their health condition resulting in improved quality of life.
Recent years have witnessed tremendous research efforts directed towards remote health care monitoring. A detailed discussion about applications and requirements of healthcare, available solutions for wireless networking, and other important research issues is presented in [2] , [3] and [4] . Authors in [5] presented a system called MEDeTIC, that helps in early detection of health abnormalities by periodically analyzing patients physiological data collected using the combination of medical and home automation sensors, and is an good solution for home based monitoring with limited mobility. Authors in [6] discussed the design and development of a wireless remote point-of-care (POC) patient monitoring system that features data acquisition from up to eight Bluetooth enabled wireless sensor-devices. These sensordevices communicate with home based receiver unit, which further relays data to the remote healthcare facility using internet connectivity. Majority of remote monitoring systems proposed so far restricts patients' mobility to some extent. In most of the systems patients or users are restricted to their room or home or to an area within the range of installed wireless body sensor network. If the users go outside this range, monitoring device fails to relay recorded information to the gateway device and as a result information is lost. Also, many old systems use PC or some other hardware as a gateway platform, which again limits the mobility since the gateway platform is not mobile. Now even if monitoring devices support mobility, users need to be in range of gateway device whenever they need to synchronize the information on monitoring devices. Another useful feature that is less discussed in most of the related work is the users or patients' ability to view their medical data trends anywhere and anytime with minimum additional hardware requirements. Regularly analyzing one's data makes an individual be self-aware of his/her medical conditions and thus aid to implement the precautionary measures as suggested by the physician.
In this paper, we have presented a complete unified and mobile platform based connectivity solution for unobtrusive health monitoring. Health and Activity monitoring system (HAMS) discussed here provides a mobile connected health platform infrastructure featuring anytime, anywhere connectivity solution. HAMS is capable of supporting multiple patients simultaneously with multiple sensors connected to each patient. HAMS is designed to target application in both hospital and home environment. The main objective of the work discussed in this paper is to establish reliable communication between different modules of HAMS (i.e. sensor devices, mobile hub and health server) and to develop an application on mobile hub that serves the above requirement. In addition to pushing the data on to remote server system, the mobile hub also provides a user-friendly graphical user interface (GUI) to facilitate the users to regularly access and monitor their health trends anytime, anywhere.
System Architecture for Health and Activity Monitoring System
The system architecture for Health and Activity Monitoring System (HAMS) is shown in Figure 1 . There are three components that make up HAMS thus providing end-to-end connectivity. They are the bio-vital sign and contextual sensors with wireless capability, the mobile hub platform, and the medical health server. The following sections provide a detailed description of the above.
Enabling Technology to network the monitoring devices
The bio-vital sign sensors include the blood pressure monitor [7] , the weighing scale [8] , the blood oxygen saturation [9] , and an interface to connect any necessary sensor using standardized protocols. A pedometer sensor [10] has also been built and interfaced to provide the step count and the distance traveled by the patient, thus profiling the ambulatory activity of the patient.
To equip the monitoring devices with wireless capability, we have built a wireless node termed "BioTE" with a considerably small form factor [11] [12] . The driving force behind small form factor is to make it wearable so as to facilitate easy integration with the subject and to seamlessly collect and transmit subjects' bio-vital data to mobile hub. The features of the node architecture are explained in the next section.
BioTE Architecture
The BioTE node has a dimension of about 4.7 cm x 3.3 cm and weighs about 2 ounces. The BioTE node houses a microcontroller, an RF communication transceiver and the bio-potential sensors' interface. The various subsystems in the BioTE node are explained below. The wireless sensor node architecture of HAMS is shown in Figure 2 . A prototype hardware platform is depicted in Figure 3. 
Processing Subsystem
The main processing unit is a TI MSP430F2619 microcontroller [13] . This device hosts a 16-bit RISC CPU, a wide range of integrated intelligent peripherals which enables a reliable sensor interface, 120 KB ISP Flash and 4KB RAM space to serve as an intermediate buffer for processing or transmission.
Communication Subsystem
The communication module has a TI Chipcon CC2420 RF transceiver [14] which is an IEEE 802.15.4 and ZigBee-2006 compliant RF transceiver specifically designed for low power applications. Operating on the 2.4 GHz unlicensed industrial, scientific and medical (ISM) bands, the CC2420 provides extensive hardware support for packet handling, clear channel assessment, link quality information and packet timing information thereby offloading the work-load from the microcontroller. The radio transceiver is interfaced to the MSP430 microcontroller using the serial peripheral interface.
Sensing Subsystem
The sensing subsystem includes the various bio-potential sensors that are interfaced to the BioTE node through the Universal Asynchronous Receiver and Transmitter (UART) interface of the MSP430 microcontroller. 
Operating System and Communication Protocol Stack
Texas Instruments' Z-Stack is used as the communication protocol stack. It is fully compatible with th 2006 specifications [15] . The reason behind selecting TI's Z-Stack is that it enables low cost, low power, reliable device monitoring and control, ensures efficient usage of the available bandwidth in devices, provides a platform and implementation for wirelessly networked devices and enables "out of the box" interoperable devices. The TI Z stack utilizes a light weight operating system abstracted as a layer in the Z-stack device architecture.
Mobile Hub Platform
The second important block of HAMS is the mobile hub or the gateway. Mobile hub has two parts, the embedded mobile platform i.e. BeagleBoard [16] and the coordinator BioTE interfaced through the serial port.
Coordinator BioTE
Architecture for coordinator BioTE is the same as the sensor node discussed earlier. ]. The reason behind selecting TI's Stack is that it enables low cost, low power, reliable device monitoring and control, ensures efficient usage of bandwidth in devices, provides a platform and implementation for wirelessly networked devices and enables "out of the box" interoperable devices. The TI Zstack utilizes a light weight operating system abstracted as second important block of HAMS is the mobile hub or the gateway. Mobile hub has two parts, the embedded ] and the coordinator Figure 4 and Figure 5 shows the This fan-less single board computer was selected as a mobile hub because of its low-cost, energy high performance. BeagleBoard i Instruments OMAP3 (Open Multimedia App Platform) processor [17] and with all of the peripherals available in today's desktop or laptop computer. [17] processor, which contains 600MHz ARM cortex-A8 core, NEON SIMD coprocessor paired with 430MHz TMS320C64X+ core and SXG 2D/3D graphics processor.
Linux (Ubuntu) is selected as preferred operating system for HAMS as it's the most widely used operating system for embedded application. Since there is no hard disk or additional memory available on BB, it boots from SD/MMC card which acts as a hard drive for BB. All files related to boot process i.e. kernel image, u-boot and xloader along with Ubuntu file-system are installed directly on SD card, which is initially partitioned in two parts.
Mobile hub is used as main processing unit in HAMS. HAMS software application runs on BB which performs range of function and help coordinating between different modules in HAMS. Entire HAMS application is written using embedded C. To make it more efficient and easily scalable in future it, entire software is divided into small modules, where each module performs set of tasks independent of other modules controlled by main module. Main purpose of the HAMS mobile hub software is 1. To efficiently manage information coming from different sources. 2. Rearrange and present all the information at same time in user readable format. 3. Preserve the information to help experts (i.e.
doctors and physicians) properly analyze the data over the period of time.
Health Server
The remote web server is the third component to this system. Located on the remote web server are a MySQL database, a C# maintenance application and a web application. All information obtained by the system is stored in the MySQL database. The C# maintenance application provides the interface between hub device and the data stored in the MySQL database. The web application provides the interface between the end user and the data stored in the MySQL database. A health server acts as a repository to store health related information. The health server can later be queried to retrieve the captured biological information for further presentation, processing and analysis.
HAMS Software Architecture
HAMS allows for remote monitoring and analyzing the patients' bio-vital signs through the wireless sensor network. In HAMS, the network node BioTE can be classified as either a sensor node or a coordinator node based upon its functionality.
The BioTE programmed as the coordinator is responsible for starting a ZigBee network and allowing the sensor nodes to join the network. It also performs binding with sensor nodes. It also routes the patients' data from sensor nodes to the mobile hub through the UART interface. The serial interface on the coordinator requires 3.3V and the serial interface on the mobile hub is 1.8V. To resolve this issue a level converter has been used.
The BioTE programmed as a sensor node has one or more sensors interfaced to the BioTE through the serial communication interface. The sensors can be active or passive. In an active sensor the patients need to manually initiate the reading. Active sensors used in our system are blood pressure monitor and weighing scale. Passive sensors do not require any user intervention and periodically transmit the information to the coordinator. This method is used for recording oxygen saturation, heart rate, and acceleration data. Figure 6 shows one of the sensor nodes, where a BioTE is interfaced to the pulse oximeter sensor.
Sensor nodes or end devices always initiate the communication with the mobile hub. Once the process of binding is complete and the sensor node joins the network with the mobile hub, the first message sent to the mobile hub is always a subscription request message. The primary function of the subscription request message is to provide information on characteristics and type of the sensor node to the mobile hub. After successfully decoding the subscription message, the mobile hub gets information on the type of data messages to expect from the same sensor node, sensor node's device id, and time information indicating when the sensor node was powered on. After sending the subscription request message, the end device waits for the subscription reply message from the mobile hub. If the mobile hub does not respond with the subscription reply message, the end device attempts to resend the subscription request message every 10 seconds until it receives the subscription reply message from the mobile hub. Also as soon as the sensor nodes are powered on, they start to take measurements from the sensors they are connected to. These sensor readings are locally stored in the sensor nodes. Whenever the sensor nodes come in the vicinity of the coordinator, they join the ZigBee network, bind to the coordinator and send the subscription request message. Upon successful binding and receipt of the subscription reply message from the mobile hub, the sensor nodes transmit the locally stored readings to the mobile hub via the coordinator and wait for 8 seconds for acknowledgment (ACK) from the mobile hub. In the event no ACK or NACK (Negative Acknowledgment) is received, the sensor nodes retransmit the data. In case of successful ACK the corresponding data is unmapped from the sensor nodes' local memory and the above process is repeated for the next reading. If the sensor nodes lose connectivity to the coordinator in the middle of transferring locally stored data to the mobile hub, all the readings after the last successfully transmitted reading remain on the sensor nodes and the sensor nodes will send them to the mobile hub whenever they connect to the coordinator. This gives complete mobility to the sensor nodes leading to "plug and play" capability for the HAMS without any loss of information.
As discussed previously all the sensors in HAMS send data to coordinator. The coordinator is connected to mobile hub via UART and thus forwards all the received data on to the mobile hub. Figure 7 illustrates the data flow diagram for the HAMS.
An embedded C application with GUI is installed on the mobile hub and it accepts data packets from the coordinator. The user needs to input his/her information and MAC address of all the sensor nodes used. Application generates a unique patient ID and conveys the same to all the sensor nodes whose MAC addresses are mapped to a subject. This gives HAMS the capability to accept data from multiple users at the same time. The front-end application processes the data received from sensor nodes and displays bio-vital signs along with time stamp information (the time-stamping algorithm is discussed below) and status messages on the GUI. In case if multiple patients are mapped to the mobile hub, the user have the option to select which patient's data needs to be displayed. Currently only a single user's information can be displayed at any given time. Figure 8 shows the frontend GUI of the C application running on the mobile hub. GUI was designed using GTK+ programming using Glade IDE which generated an XML file for GUI. This XML file is launched from C program when the application is executed.
Time Stamping Algotrithm
Mapping each data with the actual time when it was measured is an important requirement for any application dealing with patients' bio-vital signs. There are two ways to deal with this issue. The first solution is to transfer the data to the mobile hub as soon as it is measured. This method assumes continuous wireless connectivity between the sensor nodes and the mobile hub. As soon as data is transferred to the mobile hub it is time stamped using mobile hub's clock with the assumption of very small transmission delay. The major drawback with this method is that it restricts the patient's mobility as sensor nodes always need to be connected to the network with the mobile hub. If the data is not transferred immediately there is no way it can be time-stamped correctly latter on. The second method is a more practical method for systems with total mobility requirement and achieves accurate time-stamping. This algorithm is partly implemented on the sensor nodes and the final time calculations and stamping is done on the mobile hub after it receives data from the sensor nodes with the assumption that the mobile hub is synchronized to the current time. Operating system on each sensor node has a local timer with accuracy in milliseconds. This timer starts counting as soon as the sensor nodes are powered on. The value of this timer is attached as four bytes of time-stamp data to all the messages (i.e. both subscription and data messages) sent to the mobile hub from the sensor nodes. Whenever sensor nodes join the network and bind with the coordinator, they send the subscription message to the mobile hub with the current timer value on the sensor nodes. The time stamping algorithm on the mobile hub converts this value in seconds. This timer value (i.e. number of seconds) when subtracted from the current time on the mobile hub gives the time when sensor nodes were powered on. This time is called the reference time for sensor nodes. Mobile hub calculates and maintains reference time for all the sensor nodes when they join the network and bind with the coordinator. Only after successfully subscribing with the mobile hub, the sensor nodes can transmit locally stored bio-vital data along with the local timer value when that measurement was actually recorded. At the mobile hub adding the time field for every data with the reference time associated with that sensor node gives the time when the measurement was actually taken on the subject. This method of accurately time-stamping all the data coming from the sensor nodes makes the sensor nodes completely mobile. Complete flow of time stamping algorithm is illustrated in Figure 9 and is summarized by an example below.
• A sensor node is powered on and after 10 seconds it joins the mobile hub network. As soon as the sensor node joins the network it sends subscribe message with four bytes of timestamping equivalent to10,000 milliseconds.
• Assume current time on mobile hub is: 14:00:00 hrs • Reference time is calculated on mobile hub for Figure 9 . Time Stamping Algorithm the sensor node. This gives the actual time when the sensor node was powered on.
• The sensor node takes the reading 1 minute after it starts. Thus the timer value equal to 60,000 milliseconds is attached to this measurement. When this data message is transferred to the mobile hub, its actual time is calculated at the mobile hub. i.e. Actual Time = Reference Time + 60,000 = 13:59:50 hrs + 60,000 = 14:00:50 hrs
Mobile hub maintains a temporary database to store all bio-vital data for the patient until the data is forwarded on to the web server as discussed below. Mobile hub has a capability to get internet connectivity either by a LAN or with a USB Wi-Fi adapter attached to it. A backend process is running on the mobile hub which periodically checks for network availability and as soon as it finds network it forwards the data stored in temporary database to remote server. Backend process achieves above functionality using Linux TCP/IP sockets on mobile hub. A C# based application running on the remote server accepts data sent from mobile hub and pushes the data into MySQL database which also resides on the remote server. Remote sever also has capability to push the data on Microsoft HealthVault. A web application with access to the server's database can display the information to any remote user who is authorized by the patient to view his information.
Patients can also view their bio-vital trends by extracting the required information from the remote server. Once the patients input the time range for which they want to view their trends (i.e. start time and end time fields in GUI), the remote server is queried and all the required information is collected for the required time range. After acquiring all the data, a perl script is called to plot the graphical and tabular trends for the patients.
Results
The following exercise was conducted to check accuracy of the time stamping algorithm that is running on the mobile hub (as described in section 3.1). Pulse oximeter sensor node is used to send series of pulse oximeter messages to the mobile hub. Each of these messages is separated by a fixed time T, not know in advance to the mobile hub. This is equivalent to a random pulse oximeter data received at mobile hub with some value for four bytes of time stamp. Whenever the mobile hub receives these values, it calculates the actual time associated with these values and displays the result on the GUI Readings t 1 (10-13-2010: 0h-17m-03sec) and t 2 (10-13-2010: 04h-56m-43sec) are two consecutive readings at the mobile hub. Time difference T diff between t 1 and t 2 is T diff = t 2 
. (2)
Now, from (1) and (2) T diff -T diff −sensor = 216 ms Thus T diff is almost equal to T diff −sensor with very small difference of 216 ms. Thus Health and Activity Monitoring System can accurately time-stamp the reading with accuracy up to seconds. The correlation between the actual time when reading was taken on the sensor node and the time displayed at the mobile hub depends on the correctness of the clock running on the mobile hub.
Thus time-stamping algorithm running on the mobile hub is accurate and it consistently derives the actual time associated with the data reading, using the 4-bytes of time-stamp embedded in the data message sent form the sensor node. Same algorithm works on all the sensornodes interfaced with the mobile hub.
After the time stamping algorithm, the next agenda is to check the plotting of graphical trends for vital signs (multiple trends can be plotted simultaneously) on the mobile hub. Before viewing any graphical trends, the user/patient must input two parameters required by the plot API. The first parameter is the type of data to be viewed (i.e. SpO 2 , Pulse, Weight and Step). Any number of options can be selected in any order. The second parameter is the viewing range in terms of time duration by filling appropriate sections on the GUI. Now, selecting 'Plot' option will execute plot API and the resulting trends with the user requested data is shown in Figure 10 .
Conclusion
Continuous monitoring of health and cost effective disease management is the only way to ensure economic viability of the healthcare system. There has been a growing interest in the development of technology driven low power, wireless and cost efficient mobile health monitoring system with the aim to achieve better quality of life and to efficiently address various issues related to disease management. This paper presents the health monitoring system for connected healthcare. Health and Activity Monitoring System gives end-to-end connectivity through the use of wireless sensor network, mobile HUB (BeagleBoard) and Health Server. We also proposed the Time Stamping algorithm that accurately time stamps all the data to the actual time when they were measured. HAMS provides complete mobility to its users by allowing the sensor nodes to take bio-vital measurements even if they are not in the network with the mobile hub. Through this system we have presented an integrated health care platform that provides anytime, anywhere connectivity solution where the users' health data is recorded, transmitted, extracted and deposited on a central repository.
