In learning graphical models we often face the problem that a good fit to the data may call for a complex model, while real time requirements for later inferences force us to strive for a simpler one. In this paper we suggest a learning algorithm that tries to achieve a compromise between the goodness of fit of the learned graphical model and the complexity of inferences in it. It is based on the idea to extend an optimal spanning tree in order to improve the fit to the data, while restricting the extension in such a way that the resulting graph has hypertree structure with maximal cliques of at most size 3.
Introduction
In recent years graphical models [Whittaker 1990 , Lauritzen 1996 ]-especially Bayesian networks [Pearl 1988 , Jensen 1996 and Markov networks [Lauritzen and Spiegelhalter 1988] , but also the more general valuation-based networks [Shafer and Shenoy 1988] and, though to a lesser degree, the newer possibilistic networks [Gebhardt 1997, Borgelt and Kruse 2002 ]-gained considerable popularity as powerful tools to model dependences in complex domains and thus to make inferences under uncertainty in these domains feasible. Graphical models are based on the idea that under certain conditions a multidimensional (probability or possibility) distribution can be decomposed into (conditional or marginal) distributions on lower dimensional subspaces. This decomposition is represented by a graph, in which each node stands for an attribute and each edge for a direct dependence between two attributes.
The graph representation also supports drawing inferences, because the edges indicate the paths along which evidence has to be transmitted [Jensen 1996 , Castillo et al 1997 . However, in order to derive correct and efficient evidence propagation methods, the graphs have to satisfy certain conditions. In general, cycles can pose unpleasant problems, because they make it possible that the same information can travel on different routes to other attributes. In order to avoid erroneous results in this case, the graphs are often transformed into singly connected structures, namely so-called join or junction trees [Lauritzen and Spiegelhalter 1988 , Jensen 1996 , Castillo et al 1997 .
Since constructing graphical models manually can be tedious and time consuming, a large part of recent research has been devoted to learning them from a dataset of sample cases [Cooper and Herskovits 1992 , Heckerman et al 1995 , Gebhardt and Kruse 1995 , Gebhardt 1997 , Borgelt and Kruse 2002 . However, many known learning algorithms do not take into account that the learned graphical model may later be used to draw timecritical inferences and that in this case the time complexity of evidence propagation may have to be restricted, even if this can only be achieved by accepting approximations. The main problem is that during join tree construction edges may have to be added, which can make the graph more complex than is acceptable. In such situations it is desirable that the complexity of the join tree can be controlled at learning time, even at the cost of a less exact representation of the domain under consideration.
To achieve this we suggest an algorithm that constructs a graphical model by extending an optimal spanning tree in such a way that the resulting graph has hypertree structure with maximal cliques of at most size 3.
Optimal Spanning Trees
Constructing an optimum weight spanning tree is a special case of methods that learn a graphical model by measuring the strength of marginal dependences between attributes. The idea underlying these heuristic, but often highly successful approaches is the frequently valid assumption that in a graphical model correctly representing the probability or possibility distribution on the domain of interest an attribute is more strongly dependent on adjacent attributes than on attributes that are not directly connected to it. Consequently, it should be possible to find a proper graphical model by selecting edges that connect strongly dependent attributes. Among the methods based on this idea constructing an optimum weight spanning tree is the simplest and best known learning algorithm. It is at the same time the oldest approach, as it was suggested in [Chow and Liu 1968] .
In general, the algorithm consists of two components: an evaluation measure, which is used to assess the strength of dependence of two attributes, and a method to construct an optimum weight spanning tree from given edge weights (which are, of course, provided by the evaluation measure). The latter component may be, for example, the well-known Kruskal algorithm [Kruskal 1956] or the Prim algorithm [Prim 1957] . For the former component, i.e., the evaluation measure, there is a variety of measures to choose from. In [Chow and Liu 1968] , in which learning probabilistic graphical models was considered, mutual information (also called information gain or cross entropy) was used. It is defined as (A and B are attributes):
where H(A) is the Shannon entropy of the probability distribution on A, i.e.,
(Here P (a) is an abbreviation of P (A = a) and denotes the probability that A assumesas a random variable-the value a. We will adopt such abbreviations throughout this paper.) H(B) and H(AB) are defined analogously. Alternatively, one may use the χ
where N is the number of cases in the dataset to learn from (which is often dropped from this measure in applications). Furthermore one may use the symmetric Gini index (see, for example, [Zhou and Dillon 1991, Borgelt and Kruse 2002] for a definition), or one of several other symmetric evaluation measures (see [Borgelt and Kruse 2002] ), where symmetric means that the measure does not change its value if its arguments A and B are exchanged. While the above measures are designed for learning probabilistic networks, it is clear that the same approach may also be used to learn possibilistic networks: We only have to choose a measure for the possibilistic dependence of two attributes (while the method to construct an optimal spanning tree can be kept). Best known among such measures is the specificity gain
where nsp(A) denotes the U -uncertainty measure of nonspecificity [Klir and Mariano 1987] of the (marginal) possibility distribution π A on attribute A:
([π A ] α denotes the α-cut of the possibility distribution, i.e., the set of values that have a degree of possibility of at least α.) nsp(B) and nsp(AB) are defined analogously. It should be noted that the formula of specificity gain is very similar to the formula of information gain/mutual information due to the fact that in possibility theory the measure of nonspecificity plays roughly the same role Shannon entropy plays in probability theory. Alternatively, one may use possibilistic mutual information [Borgelt and Kruse 2002] :
which is based on a transfer of a different way of writing mutual information to the possibilistic setting. The idea is that by writing mutual information as
it can be interpreted as measuring the difference between the actual joint distribution P (a, b) and a hypothetical independent distribution P (a)P (b). The transfer to the possibilistic case is achieved by simply inserting the corresponding notion of independence (i.e., that the joint distribution can be constructed as the minimum of the marginal distributions).
Furthermore, a possibilistic version of the χ 2 measure [Borgelt and Kruse 2002] can be employed, which is based on basically the same idea:
It is worth noting that the optimum weight spanning tree approach has an interesting property in the probabilistic setting: Provided that there is a perfect tree-structured graphical model of the domain of interest and the evaluation measure m that is used satisfies
with equality obtaining only if the attributes A and C are conditionally independent given B and ∀A, C :
with equality obtaining only if the attributes A and C are (marginally) independent (at least mutual information and the χ 2 measure satisfy these conditions), then the perfect model (directed or undirected) can be found by constructing an optimum weight spanning tree (see [Borgelt and Kruse 2002] for the proof and further details). For mutual information even more can be shown: Constructing an optimum weight spanning tree with this measure yields the best tree-structured approximation of the probability distribution on the domain of interest w.r.t. Kullback-Leibler information divergence [Chow and Liu 1968, Pearl 1988] .
Unfortunately, these properties do not carry over to the possibilistic setting. Even if there is a perfect graphical model with tree structure, constructing an optimum weight spanning tree with any of the possibilistic measures mentioned above is not guaranteed to find this tree (see [Borgelt and Kruse 2002 ] for a counterexample). As a consequence there is no analog of the stronger approximation statement either. Nevertheless, the optimum weight spanning tree approach usually leads to good results when constructing possibilistic graphical models, so that the sometimes suboptimal results can be accepted.
Extending Spanning Trees
Even if there is no perfect tree-structured graphical model of the domain of interest, constructing an optimum weight spanning tree can be a good starting point for learning a graphical model. The algorithm suggested in [Rebane and Pearl 1987] , for example, starts by constructing a(n undirected) spanning tree and then turns it into a (directed) polytree by directing the edges based on the outcomes of conditional independence tests. The advantage of this approach is that it keeps the single-connectedness of the graph and thus allows for a simple derivation of evidence propagation methods. However, by doing so, it does not really restrict the complexity of later inferences, as this complexity depends on the number of parents an attribute has in the polytree. This can be seen by considering the construction of a join tree for the polytree [Castillo et al 1997] . The first step consists in forming a so-called moral graph by "marrying" the parents of an attribute (i.e., connecting them with an edge). In this way the set of parents of an attribute together with the attribute itself become a clique in the resulting graph and thus a node in the final join tree. As the size of the nodes in the join tree is a decisive factor of the complexity of inferences, A B C D Figure 1 : The dotted edges cannot both be the result of "marrying" parents in a directed graph, but may be generated in our algorithm.
the number of parents directly determines this complexity. Unfortunately, there is no way to restrict the number of parents in this algorithm. On the other hand, the restriction to singly connected graphs may be too strong for some learning tasks, as such graphs cannot capture certain rather simple dependence structures.
To amend these drawbacks, we suggest a simple learning algorithm, which also starts from an initial optimum weight spanning tree, but may yield more complex structures than polytrees, while at the same time restricting the size of the nodes in the join tree (which, of course, means that in some respect the structures may also be simpler than a polytree). The basic idea of this algorithm is as follows: First an (undirected) optimum weight spanning tree is constructed. Then this tree is enhanced by edges where a conditional independence statement implied by the tree does not hold. However, we do not check arbitrary conditional independence statements, but only those that refer to edges that connect nodes having a common neighbor in the optimum weight spanning tree. It should be noted that this restriction is similar to directing the edges of the spanning tree, because adding an edge between two nodes having a common neighbor is similar to directing the edges of the spanning tree towards the common neighbor (since the construction of a moral graph would add exactly this edge). However, our approach is more general, since it allows for structures like those shown in figure 1, which cannot result from directing edges alone.
A further restriction of which edges may be added is achieved by the following requirement: If all edges of the optimum weight spanning tree are removed, the remaining graph must be acyclic. This condition is interesting, because it guarantees that the resulting graph has hypertree structure (a precondition for the construction of a join tree, see [Lauritzen and Spiegelhalter 1988, Castillo et al 1997] for details) and that its maximal cliques comprise at most three nodes. Consequently, with this condition we can restrict the size of the join tree nodes and thus the complexity of inferences.
Theorem:
If an undirected tree is extended by adding edges only between nodes with a common neighbor in the tree and if the added edges do not form a cycle, then the resulting graph has hypertree structure and its maximal cliques contain at most three nodes.
Proof: Consider first the size of the maximal cliques. Figure 2 shows, with solid edges, the two possible structurally different spanning trees with four nodes. In order to turn these into cliques the dotted edges have to be added. However, in the graph on the left the edge (B, D) connects two nodes not having a common neighbor in the original tree and in the graph on the right the additional edges form a cycle. Therefore it is impossible to get a clique with a size greater than three without breaking the rules for adding edges. In order to show that the resulting graph has hypertree structure, it is sufficient to show that all cycles with a length greater than three have a chord (i.e., an edge connecting two nodes of the cycle that are not adjacent in the considered cycle). This is easily verified with the following argument. Neither the original tree nor the graph without the edges of this tree contain a cycle. Therefore in all cycles there must be a node A at which an edge from the original tree meets an added edge. Let the former edge connect the nodes B and A and the latter connect the nodes C and A. Since edges may only be added between nodes that have a common neighbor in the tree, there must be a node D that is adjacent to A as well as to C in the original tree. This node may or may not be identical to B. If it is identical to B and the cycle has a length greater than three, then the edge (B, C) clearly is a chord. Otherwise the edge (A, D) is a chord, because D must also be in the cycle. To see this, consider Figure 3 , which depicts the situation referred to. To close the cycle we are studying there must be a path connecting B and C that does not contain A. However, from the figure it is immediately clear that any such path must contain D, because A can only be bypassed via an edge that has been added between D and a neighbor of A (note that this neighbor may or may not be B).
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In order to test for conditional (in)dependence, we simply use the conditional forms of the marginal dependence measures mentioned above. That is, in the probabilistic case we compute for a measure m
where m(A, B | c) is defined as m(A, B) with all marginal probabilities P (a) and P (b) replaced by their conditional counterparts P (a | c) and P (b | c). The possibilistic case is analogous. We only have to take into account that the possibility degrees may not add up be 1, so that a normalization is necessary, i.e.,
Based on these measures we select the additional edges greedily (similar to the selection of edges in the Kruskal algorithm).
As a final remark we would like to point out that this approach is not guaranteed to find the best possible graph with the stated properties, neither in the probabilistic nor in the possibilistic setting. That is, if there is a perfect graphical model of the domain under consideration, which has hypertree structure and the maximal cliques of which have at most size 3, then this approach may not find it. An example of such a case can be found in [Borgelt and Kruse 2002] .
Experimental Results
We implemented our algorithm in a prototypical fashion as part of the INES program (Induction of NEtwork Structures) [Borgelt and Kruse 2002] and tested it on the wellknown Danish Jersey cattle blood group determination problem [Rasmussen 1992 ].
For our probabilistic tests, we used databases randomly generated from a human expert designed Bayesian network for the Danish Jersey cattle domain. We generated 20 datasets, which where organized into 10 pairs. One dataset of each pair was used for training the network, the other for testing. All networks were evaluated by computing the log-likelihood of the training and the test dataset. Table 1 shows the results, which are averages over the ten trials executed. The first section contains the results for a network without any edges and the original network, followed by results obtained with a pure optimal spanning tree approach. The third section lists the results of the algorithm suggested in this paper and the final section shows the result of greedy parent selection w.r.t. a topological order (the so-called K2-algorithm [Cooper and Herskovits 1992] Table 2 : Possibilistic network learning.
For our possibilistic tests we used a database of 500 real world sample cases, which contains a large number of missing values and is thus well suited for a possibilistic approach. The results are shown in table 2. The meaning of the sections is the same as for table 1, although the evaluation is done differently (details about how we assess the quality of a possibilistic network can be found in [Borgelt and Kruse 2002] ).
As was to be expected, in both cases, probabilistic as well as possibilistic, the results are in between those of the pure optimum weight spanning tree algorithm and the greedy parent selection algorithm. However, in comparisons with the latter it should be noted that the greedy parent selection needs a topological order to work on and is thus provided with important additional information, while our algorithm relies on the data alone.
Conclusions and Future Work
In this paper we suggested a learning algorithm for graphical models, which extends an optimal spanning tree by adding edges. Due to specific restrictions, which edges may be added, the result is guaranteed to have hypertree structure and maximal cliques of limited size, thus providing for efficient inferences. The experimental results are promising, especially for possibilistic networks.
A drawback of the suggested algorithm is that the size of the maximal cliques is restricted to a fixed value, namely 3. Obviously, it would be more desirable if the size restriction were a parameter. Therefore in our future research we plan to search for conditions that enable us to extend optimal spanning trees in more complex ways, while restricting the model to hypertrees with maximal cliques of at most size 4, 5 etc. Unfortunately, such conditions seem to be much more complex and thus difficult to find.
