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Abstract
For an arbitrary finite monoid M and subgroup K of the unit group of M, we prove that there
is a bijection between irreducible representations of M with nontrivial K-fixed space and irreducible
representations of HK, the convolution algebra of K × K-invariant functions from M to F, where F is
a field of characteristic not dividing |K|. When M is reductive and K = B is a Borel subgroup of the
group of units, this indirectly provides a connection between irreducible representations of M and those
of F[R], where R is the Renner monoid of M. We conclude with a quick proof of Frobenius Reciprocity
for monoids for reference in future papers.
1 Introduction
1.1 Motivation
Let M be a reductive monoid over a finite field. Let G(M) be the unit group of M, a connected reductive
group, with maximal torus T contained in Borel subgroup B. Recall that M has the Renner decomposition
M =
⊔
r∈R BrB, where R, the Renner monoid ofM, plays the role of the Weyl group of a connected reductive
group. It is well-known that H(M,B), the B × B-invariant convolution algebra of functions from M to
C, is isomorphic to the monoid algebra C[R] of R, just as the equivalent convolution algebra H(G,B) of a
connected reductive group is isomorphic to the group algebra of the Weyl group.
In the group case, the Borel-Matsumoto theorem implies a bijection between the irreducible represen-
tations (π, V) of G with nonzero Borel-fixed space VB = {v ∈ V : π(b)v = v ∀b ∈ B} and irreducible
representations of H(G,B). Since the representation theory of H(G,B) reflects the representation theory of
the Weyl group of G, the Borel-Matsumoto Theorem classifies many irreducible representations of G.
In this paper, we prove an analogous result to the Borel-Matsumoto theorem for finite monoids. We
prove that, for K a subgroup of G(M), there is a bijection between irreducible representations of M with
nonzero K-fixed subspaces and representations of the convolution algebra of K× K-invariant functions from
M to F, where F is of characteristic not dividing |K|. When M is reductive, K = B, and F = C, we get the
desired connection between representation theory of M and that of its Renner monoid via H(M,B).
We hope to extend the result to the case of p-adic reductive monoids. For p-adic reductive groups, a
nearly identical proof replacing summation with integration with respect to a Haar measure works. However,
subtleties related to the nature of smooth representations of monoids prevented a direct extension of the
proof from that of finite monoids. In a future paper, we hope to find an alternative proof.
2 A Borel-Matsumoto Theorem for Finite Monoids
LetM be a finite monoid, G(M) the group of units ofM, K a subgroup of G(M), and F a field of characteristic
not dividing |K|.
For φ,ψ : M→ F, Godelle [4] defines the convolution product φ ∗ψ by
(φ ∗ψ)(m) =
∑
yz=m
φ(y)ψ(z)
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Similarly, for (π, V) a representation of M and φ as above define π(φ) by
π(φ)v =
∑
x∈M
φ(x)π(x)v
Proposition 1. For φ,ψ ∈ H, π(φ ∗ψ) = π(φ) ◦ π(ψ).
Proof. Consider π(φ) ◦ π(ψ). We have the following:
(π(φ) ◦ φ(ψ))v =
∑
x∈M
φ(x)π(x)
∑
y∈M
ψ(y)π(y)v)
=
∑
x,y∈M
φ(x)ψ(y)π(x)π(y)v
=
∑
x,y∈M
φ(x)ψ(y)π(xy)v
=
∑
z∈M
∑
xy=z
φ(x)ψ(y)π(z)v
=
∑
z∈M
(φ ∗ψ)(z)π(z)v
= π(φ ∗ψ)v
Thus π(φ) ◦ π(ψ) = π(φ ∗ψ).
Let H be the F-algebra of functions from M to F under addition and convolution. Define, for v ∈ V ,
Hv = {π(φ)v : φ ∈ H}.
Define an action of M on Hv by m · (π(φ)v) = π(m)π(φ)v. Define fm : M→ F by fm(m) = 1, fm(x) = 0
for x 6= m. Since π(fm)v = π(m)v, then Hv is closed under action by M. Thus, it is a subrepresentation.
Similarly, let HK be the F-algebra of functions from M to F under convolution that are constant on
double-cosets of K; i.e. φ : M → F such that φ(m) = φ(k1mk2) for all k1, k2 ∈ K. Furthermore, let
VK = {v ∈ V | π(k)v = v ∀k ∈ K}.
Theorem 2.1. Let (π, V) be an irreducible representation of M with VK 6= {0}. Then VK is irreducible as
an HK-module.
Proof. We follow Bump’s proof of the group case closely [1]. We claim that, for all nonzero u ∈ VK, that
HKu:= {π(φ)u : φ ∈ HK} equals V
K. In other words, we wish to show that, for all v ∈ VK there exists
φ ∈ HK such that π(φ)u = v.
Since (π, V) is an irreducible representation of M, there are no proper non-trivial subrepresentations in
V. Because there is an M-action on Hu 6= {0}, then Hu = V . Thus there exists ψ ∈ H such that π(ψ)u = v.
Define φ ∈ H by, for x ∈M
φ(x) =
1
|K|2
∑
k1,k2∈K
ψ(k1xk2)
Since φ must be invariant over left and right cosets of K, φ lies in HK. Now consider the following:
π(φ)u =
1
|K|2
∑
k1,k2∈K
∑
x∈M
ψ(k1xk1)π(x)u
Notice that x 7→ k−11 xk−12 is a bijection from M to M, as it has an inverse x 7→ k1xk2. Thus we can make
the following change of variables:
2
π(φ)u =
1
|K|2
∑
k1,k2∈K
∑
x∈M
ψ(x)π(k−11 xk
−1
2 )u
=
1
|K|2
∑
k1,k2∈K
∑
x∈M
ψ(x)π(k1)
−1π(x)π(k2)
−1u.
Since u ∈ VK, we have that π(k2)
−1u = u. Thus,
π(φ)u =
1
|K|
∑
k1∈K
∑
x∈M
ψ(x)π(k1)
−1π(x)u
=
1
|K|
∑
k1∈K
π(k1)
−1
∑
x∈M
ψ(x)π(x)u
=
1
|K|
∑
k1∈K
π(k1)
−1π(ψ)u.
Since π(ψ)u = v and v ∈ VK,
π(φ)u =
1
|K|
∑
k1∈K
π(k1)
−1v = v.
Thus, for all v ∈ VK there exists φ ∈ HK such that π(φ)u = v. Thus, V
K is irreducible as an HK-
module.
Denote, for (π, V) a representation of M, let (π|G, V) be the restricted representation of G(M) defined by
π|G(g) = π(g) for g ∈ G(M). Define the contragredient representation of G(M) (π^|G, V^) by 〈π|G(g)v, v^〉 =
〈v, π^|G(g
−1)v^〉 for all g ∈ G(M).
Lemma 1. Let l: VK → F be a linear functional. Then there exists v^ ∈ V^K such that for all v ∈ VK, l(v) =
〈v, v^〉. [1]
Proof. Let v^0 be a linear functional on V that restricts to l on V
K.
Define v^ = 1
|K|
∑
k∈K π^|G(k)v^0. For v ∈ V
K, then, we have the following equalities:
〈v, v^〉 =
1
|K|
∑
k∈K
〈v, π^|G(k)v^0〉
=
1
|K|
∑
k∈K
〈π|G(k)
−1v, v^0〉
=
1
|K|
∑
k∈K
〈π(k)−1v, v^0〉
=
1
|K|
∑
k∈K
〈v, v^0〉
= l(v)
Lemma 2. If VK 6= 0 then V^K 6= 0. [1]
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Lemma 3. Let R be an algebra over F, and N1, N2 simple R-modules that are finite-dimensional as vector
spaces over F. If there exist linear functionals Li : Ni → F and ni ∈ Ni such that Li(ni) 6= 0 and L1(rn1) =
L2(rn2) for all r ∈ R, then N1 ∼= N2 as R-modules. [1]
We particularly care about the case when two representations (πi, Vi) share matrix coefficients 〈πi(m)v, v^0〉
for all m ∈ M.
Lemma 4. Let (π, V) and (σ,W) be two irreducible representations of M with nonzero matrix coefficients
〈π(m)v, v^0〉 = 〈σ(m)w, w^0〉 for some v, v0, w, w0, and all m ∈ M. Then (π, V) ∼= (σ,W).
Proof. Define actions of F[M] on V and W by letting mv = π(m)v and mw = σ(m)w for all v ∈ V,w ∈ W,
and m ∈ M respectively and then extending by linearity. Thus V and W become F[M]-modules. Because
the representations are each irreducible, V and W are simple as F[M]-modules. Since 〈mv, v^0〉 = 〈mw, w^0〉
for all m ∈ M are two equal linear functionals on V and W, then V ∼= W as F[M]-modules by Lemma 4.
Equivalently, (π, V) ∼= (σ,W).
Now we prove the second half of the Borel-Matsumoto Theorem.
Theorem 2.2. If (π, V) and (σ,W) are two irreducible representations of M with VK and WK nonzero and
isomorphic as HK-modules, then (π, V) ∼= (σ,W).
Proof. Let λ : VK → WK be an isomorphism of HK-modules and l : WK → F be a linear functional not
equal to zero. Then there exist v^ ∈ V^K and w^ ∈ W^K such that (l ◦ λ)(v) = 〈v, v^〉 and l(w) = 〈w, w^〉 for all
v ∈ V^K, w ∈ W^K. Furthermore, there exist w0 ∈ W
K, v0 ∈ V
K such that 〈w0, w〉 6= 0 since l is nontrivial
and v0 = λ
−1(w0) since λ is an isomorphism.
Then for φ ∈ HK, we have that
〈σ(φ)w0, w^〉 = 〈σ(φ)λ(v0), w^〉 = 〈λ(π(φ)v0), w^〉 = (l ◦ λ)(π(φ)v0) = 〈π(φ)v0, v^〉. (1)
We show that equation 1 holds for all φ ∈ H as well as HK. For φ ∈ H, define φK ∈ HK by
φK(x) =
1
|K|2
∑
k1,k2∈K
φ(k1xk2)
for all x ∈ M. By equation 1, then 〈π(φK)v0, v^〉 = 〈σ(φK)w0, w^〉. Furthermore, we have that
〈π(φK)v0, v^〉 = 〈
1
|K|2
∑
k1,k2∈K
∑
x∈M
φ(k1xk2)π(x)v0, v^〉
=
1
|K|2
〈
∑
k1,k2∈K
∑
x∈M
φ(x)π(k1)
−1π(x)π(k2)
−1v0, v^〉
=
1
|K|2
〈
∑
k1,k2∈K
π(k1)
−1 ◦ (
∑
x∈M
φ(x)π(x)) ◦ π(k2)
−1v0, v^〉
=
1
|K|2
〈
∑
k1,k2∈K
π(k1)
−1π(φ)π(k2)
−1v0, v^〉
=
1
|K|2
∑
k1,k2∈K
〈π(k1)
−1π(φ)π(k2)
−1v0, v^〉
=
1
|K|2
∑
k1,k2∈K
〈π|G(k1)
−1π(φ)π|G(k2)
−1v0, v^〉
=
1
|K|2
∑
k1,k2∈K
〈π(φ)π|G(k2)
−1v0, π^|G(k1)v^〉.
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=
1
|K|2
∑
k1,k2∈K
〈π(φ)v0, v^〉
= 〈π(φ)v0, v^〉.
since v0 ∈ V
K and v^ ∈ V^K.
Thus 〈π(φK)v0, v^〉 = 〈π(φ)v0, v^〉 for all φ ∈ H. Similarly, 〈σ(φK)w0, w^〉 = 〈σ(φ)w0, w^〉. With this
information, then, we have that 〈π(φK)v0, v^〉 = 〈σ(φK)w0, w^〉 implies that 〈π(φ)v0, v^〉 = 〈σ(φ)w0, w^〉.
Let φm ∈ H for all m ∈ M be the function that sends all x in M with x 6= m to 0 and m to 1. Then
π(φm)v = π(m)v and σ(φm)w = σ(m)w.
Thus, we have that 〈π(m)v0, v^〉 = 〈σ(m)w0, w^〉 for all m ∈ M. By Lemma 5, then, (π, V) and (σ,W)
are equivalent.
3 Frobenius Reciprocity
Although Doty alluded to the fact that Frobenius Reciprocity holds for monoids [3], he left it without proof.
For completeness, we give an explicit proof.
Let M be a finite monoid, G(M) its group of units, N a submonoid of M, G(N) its group of units, and
(π, V) a representation of M. Define the vector space IndMN V as follows:
IndMN V = {f : M→ V | f(nm) = π(n)f(m) ∀n ∈ N, m ∈ M}
Define (πM, IndMN V) by π
M(m)f(x) = f(xm) for all m.
Lemma 5. The pair (πM, IndMN V) is a representation of M.
Proof. First, we check that IndMN V is closed under the action of π
M(m). Trivially, if f(nx) = π(n)f(x) then
πM(m)f(nx) = f(nxm) = π(n)f(xm) for all m ∈ M,n ∈ N.
We check that πM(m) is linear for all m.
∀z ∈ F, ∀f, g ∈ IndMN zπ
M(m)f(x) = zf(xm) = πM(m)(zf)(x)
πM(m)(f + g)(x) = (f+ g)(xm) = πM(m)(f)(x) + πM(m)(g)(x)
Now, we check that πM is a homomorphism of monoids. Letm,x, y ∈M. Then πM(mx)f(y) = f(ymx) =
πM(x)f(ym) = πM(m)πM(x)f(y). Finally, πM(1)f(x) = f(x), implying that πM maps the identity to the
identity. Clearly, then, πM(mx) = πM(m)πM(x), and (πM, IndMN ) is a representation of M.
Thus we can call (πM, IndMN V) the induced representation of M. We have that
Theorem 3.1. If (π, V) is a representation of N, a submonoid of M, and (σ,W) a representation of M,
then HomM(W, Ind
M
N V)
∼= HomN(W,V) as vector spaces.
Proof. For φ ∈ HomM(W, Ind
M
N V), define F : HomM(W, Ind
M
N V) → HomN(W,V) by F(φ), such that
F(φ)(w) = φ(w)(1), 1 being the identity element of M. We first show that F(φ) is linear. Because φ is
linear,
F(φ)(w +w0) = φ(w+w0)(1) = φ(w)(1) + φ(w0)(1) = F(φ)(w) + F(φ)(w0)
and for z ∈ F,
F(φ)(zw) = φ(zw)(1) = zφ(w)(1) = zF(φ)(w)
We now claim that F(φ) is a morphism of N-modules For n ∈ N,
F(φ)(σ(n)w) = φ(σ(n)w)(1) = πM(n)φ(σ(1)w)(1)
= φ(w)(n) = π(n)φ(w)(1) = π(n)F(φ)(w)
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Thus F(φ) is an N-module homomorphism from W to V . Since
F(φ +ψ)(w) = (φ+ψ)(w)(1) = φ(w)(1) +ψ(w)(1) = F(φ)(w) + F(ψ)(w)
and F(z · φ)(w) = (zφ)(w)(1) = zF(φ)(w), then F is a vector space homomorphism. For τ ∈ HomN(W,V),
let G : HomN(W,V)→ HomM(W, IndMN V) such that
(G(τ)(w))(m) = G(τ)(w)(m) = τ(σ(m)w)
then, τ(σ(nm)w) = τ(σ(n)σ(m)w) = π(n)τ(σ(m)w), so G(τ)(w) is in IndMN . We check that G(τ)(−)(m)
is linear. This follows from the definition:
G(τ)(w+w0)(m) = τ(σ(m)(w+w0)) = τ(σ(m)w + σ(m)w0)
= τ(σ(m)w) + τ(σ(m)w0) = G(τ)(w)(m) +G(τ)(w0)(m)
and for z ∈ F, we have
G(τ)(zw)(m) = τ(σ(m)(zw)) = zτ(σ(m)(w))
Next, we check that G(τ) respects M. We have that for x ∈ M,
G(τ)(σ(x)w)(m) = τ(σ(m)σ(x)w) = τ(σ(mx)w)
= (πM(x) ◦ τ)(σ(m)w) = πM(x)(G(τ)(w)(m))
Thus G(τ) ∈ HomM(W, Ind
M
N V). Finally, we check that G itself is linear:
G(τ+ η)(w)(m) = (τ + η)(σ(m)w)
= τ(σ(m)w) + η(σ(m)w) = G(τ)(w)(m) +G(η)(w)(m)
and for k ∈ K, G(kτ)(w)(m) = k(τ(σ(w)m)) = k · G(τ)(w)(m). Thus G is a homomorphism of vector
spaces.
Now, we show that F and G are inverses. First, we check the mapping G ◦ F : HomM(W, Ind
M
N ) →
HomM(W, Ind
M
N ). Let φ ∈ HomM(W, Ind
M
N ). Then G ◦ F(φ) works as follows. Since F(φ) is the map
sending w to φ(w)(1),
(G ◦ F)(φ)(w)(m) = G(F(φ))(w)(m) = F(φ)(σ(m)w)
= F(φ)(σ(1 ∗m)w) = πM(m)F(φ)(w)
= πM(m)φ(w)(1) = φ(w)(m)
by definition of the induced representation. Since (G ◦ F)(φ)(w)(m) = φ(w)(m), G ◦ F is the identity
morphism on HomM(W, Ind
W
N ).
Next, we check F ◦G : HomN(V,W)→ HomN(V,W). Let τ ∈ HomN(V,W). Then
(F ◦G)(τ)(w)(n) = F(G(τ))(w)(n)
= G(τ)(w)(1 · n) = τ(π(n)w) = σ(n)τ(w) = τ(w)(n)
Thus F ◦ G is the identity morphism on HomN(V,W). Since we have that both G ◦ F and F ◦ G are
identity morphisms on their respective domains, they are inverses. Thus, we have that HomM(W, Ind
M
N )
∼=
HomN(W,V) as vector spaces over F.
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4 Further directions
In a possible sequel, we would like to study smooth representations of p-adic reductive monoids. In the
group case, the Borel-Matsumoto theorem extends easily to smooth representations of p-adic reductive
groups [1]. The proof is virtually identical, with summation replaced by integration over a Haar measure. A
similar result may hold for p-adic reductive monoids; however, the authors ran into some difficulty defining
a suitable measure. Several subtle differences between the properties of smooth representations of p-adic
reductive monoids and those of p-adic reductive groups prevented an immediate extension of the proof for
the group case. A better description of smooth representations of p-adic reductive monoids may enable an
alternative proof.
Also, for a finite reductive monoid M with Borel subgroup B, we would like to explore reconstructing the
irreducible representations of M with nonzero B-fixed space from those of H(M,B). The Borel-Matsumoto
theorem guarantees the existence of a bijection between irreducible representations ofM with nonzero B-fixed
space and irreducible representations of H(M,B); however, it does not explicitly construct the bijection. In
the finite reductive group case, Deligne and Lusztig used ℓ-adic cohomology of certain varieties associated
with G to construct irreducible representations of G [2]. We believe that a similar technique could work in
the monoid case.
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