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Abstract
For each nonempty binary word w = c1c2 · · · cq, where ci ∈{0; 1}, the nonnegative integer∑q
i=1 (q + 1 − i)ci is called the moment of w and is denoted by M (w). Let [w] denote the
conjugacy class of w. De7ne M ([w]) = {M (u): u∈ [w]}; N (w) = {M (u)−M (w): u∈ [w]} and
	(w) = max{M (u)−M (v): u; v∈ [w]}. Using these objects, we obtain equivalent conditions for
a binary word to be an -word (respectively, a power of an -word). For instance, we prove
that the following statements are equivalent for any binary word w with |w|¿ 2: (a) w is an
-word, (b) 	(w) = |w| − 1, (c) w is a cyclic balanced primitive word, (d) M ([w]) is a set of
|w| consecutive positive integers, (e) N (w) is a set of |w| consecutive integers and 0∈N (w),
(f) w is primitive and [w] ⊂ St.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let A∗ denote the monoid of all words over the alphabet A. Let  denote the
empty word and let A+ =A∗\{}. For w= c1c2 · · · cn, where ci∈A; 16i6n, let
T (w) = c2 · · · cnc1; w˜ = cn · · · c2c1:
Let T 0(w)=w and T i(w)=T (T i−1(w)), where i¿1. The words T i(w), i¿0, are called
conjugates of w. The conjugacy class of w is the set of all conjugates of w and is
denoted by [w]. The word w˜ is called the reversal of w. The positive integer n is
called the length of w and is denoted by |w|. Let ||=0. The number of occurrences
of a letter b in w is denoted by |w|b. Let ||b=0.
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Let w∈A+. A word x∈A+ is called a pre5x (resp, su7x) of w, denoted by x¡p w
(resp., x¡s w), if there is a word y∈A∗ such that w= xy (resp., w= yx); a word
u∈A+ is said to be a factor of w if |u|¡|w| and there are words x and y∈A∗ such
that w= xuy; u is a cyclic factor of w if u is a factor of w2 and |u|¡|w|. We write
x6pw if x¡p w or x=w. A word w∈A+ is said to be primitive if it is not a power
of another word. Each w∈A+ is a power of a unique primitive word (see [16]). Let
f be an in7nite word over A. A word u∈A+ is called a factor of f if there is a
word x and an in7nite word y over A such that f= xuy.
Let A= {a; b} be a two-letter alphabet. An in7nite word f over A is called a
Sturmian word if for each integer n¿1; f has exactly n + 1 factors of length n.
For any irrational number  between 0 and 1, the characteristic word f() of  is
de7ned to be an in7nite word whose nth letter is a if [(n + 1)] − [n] = 0 and is b
if [(n + 1)] − [n] = 1; n¿1. Characteristic words are examples of Sturmian words
(see [12,19]). A word w∈A+ is called a 5nite Sturmian word if it is a factor of
some in7nite Sturmian word. Let St denote the set of 7nite Sturmian words. The set
St is closed under ∼, and it coincides with the set of factors of characteristic words
(see [18]).
A word w∈A+ is said to be balanced if ||x|c−|y|c|61 whenever x and y are factors
of w with |x|= |y| and c∈A. A word w∈A+ is balanced if and only if w∈St (see
[15]). A word w∈A+ is said to be a cyclic balanced word if ||x|c−|y|c|61 whenever
x and y are cyclic factors of w with |x|= |y| and c∈A. For instance, the word abbba
is balanced but not a cyclic balanced word; the word abbabababbab and babbababba
are both cyclic balanced words. Plainly, a cyclic balanced word is balanced.
Throughout the rest of the paper, we shall consider only binary words, that is,
nonempty words over the alphabet {0; 1}. All results obtained here can easily be re-
formulated as results for words over any two-letter alphabets.
For w= c1c2 · · · cn, where ci∈{0; 1}; 16i6n, de7ne
M (w) =
n∑
i=1
(n+ 1− i)ci;
M ([w]) = {M (u): u ∈ [w]};
N (w) = {M (u)−M (w): u ∈ [w]};
	(w) =max{M (u)−M (v): u; v ∈ [w]}
=max{a− b: a; b ∈ N (w)}
=maxM ([w])−minM ([w]):
The nonnegative integer M (w) is called the moment of w.
Let  be an irrational number between 0 and 1 and n¿1. Since f() is a Sturmian
word, it has exactly n+1 factors of length n. In [11], the present author showed that the
n + 1 factors x(n)0 ; x
(n)
1 ; : : : ; x
(n)
n of f() of length n can be constructed by the method
of location of letters. The idea is to use the continued fraction of  to determine
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the positions where each letter occurs in each x(n)i . The factors x
(n)
0 ; x
(n)
1 ; : : : ; x
(n)
n so
constructed have some fascinating properties.
Theorem 1.1. (a) Let M0 =M (x
(n)
0 ). Then M (x
(n)
i )=M0 + i; 06i6n. In other words,
the moments M (x(n)0 ), M (x
(n)
1 ); : : : ; M (x
(n)
n ) is an increasing sequence of n+ 1 consec-
utive nonnegative integers.
(b) In the lexicographic order, we have x(n)0 ¡x
(n)
1 ¡ · · ·¡x(n)n .
Though no detail of the proof of Theorem 1.1 will be given here, it is worth noting
that the proof given in [11] is bsed on a powerful lemma on -words (part (a) of
Lemma 3.2 below). Other applications of this lemma can be found in [10].
The notion of -word was introduced by the present author in [6]. Let w be a binary
word. We say that w is an -word if w∈{0; 1} or there are integers m¿1; a1; a2; : : : ; am,
r1; r2; : : : ; rm and binary words w0; w1; : : : ; wm such that
ai¿ 1 (16 i6m); 06 r16 a1 − 1; 06 ri6 ai (26 i6m);
w0 = 0; w1 = 0a1−1−r110r1 ; wm=w;
and wi =w
ai−ri
i−1 wi−2w
ri
i−1 (26 i6m):
In the latter case, we denote w by w( a1r1
a2
r2
···
···
am
rm
).
Interesting subclasses of -words are the Fibonacci words w( 1r1
1
r2
···
···
1
rn
) (see [3]), stan-
dard Sturmian words w( a10
a2
0
···
···
am
0 ) (see [14]), ChristoFel primitive words or
Lyndon -words w( a1r1
a2
r2
···
···
am
rm
) and their conjugates where ri =0 if i is odd, and ri = ai
if i is even (see [5,14]), and the words of the form w( a10
a2
1
···
···
am
1 ) (see [17,20]). Each
-word belongs to St. More precisely, an -word w( a1r1
a2
r2
···
···
am
rm
) is a factor of the
characteristic word f() whenever the continued fraction of  is [0; b1; b2; : : :] with
bi = ai; 16i6m (see [6]).
-Words have many interesting combinatorial properties [5,6,8,9]. Their powers are
building blocks of the characteristic words and their suHxes [6,7,13,15]. They generate
the factors of any characteristic word [5]. They are precisely the images of 0 under
Sturmian morphisms [9].
Since -words and their powers are so important, one expects to 7nd some simple
ways to recognize them among binary words. Moment plays an important role in this
respect. In [10], it was proved that a binary word w is an -word if and only if
M ([w]) consists of |w| consecutive positive integers (or equivalently, 	(w)= |w| − 1)
(see Corollary 3.9 below). The proof of the “only if” part of this result 7rst appeared
in [4]. Motivated by this interesting result, we study the moments of conjugacy classes
of binary words and obtain several equivalent conditions for a binary word w to be
an -word (see Corollary 3.9 and the remark after Lemma 2.3 below) (resp., a power
of an -word (see Lemma 2.3 and Theorem 3.7 below)). Some of these conditions
are structural and some are related to moments (e.g. M ([w]), N (w) and 	(w)). The
ones involving moments give simple ways to recognize -words (powers of -words)
among binary words.
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2. Powers of -words
Some of the basic properties of -words are listed in the following lemma. The proof
of most of these results can be found in the literature.
Lemma 2.1. (a) ([6]) The set of -words is a subset of St which is closed under T
and taking reversals.
(b) ([6]) If w is an -word and |w|¿2, then |w|1 and |w| are relatively prime and
all its conjugates are distinct. Moreover, if
w = w
(
a1 a2 · · · am
r1 r2 · · · rm
)
;
then |w|1=|w|= [0; a1; a2; : : : ; am].
(c) ([1,2]) Let p and n be two relatively prime positive integers with p¡n. Let
[0; a1; a2; : : : ; am] be the continued fraction expansions of p=n. Let si =0 if i is odd
and si = ai if i is even, 16i6m. De5ne
w
(p
n
)
= w
(
a1 · · · am−1 am
s1 · · · sm−1 sm
)
:
Then w(p=n) depends only on p=n, but not the continued fraction of p=n.
(d) If w is an -word with |w|1 =p and |w|= n, then w is a conjugate of w(p=n).
If u; v are -words with |u|= |v| and |u|1 = |v|1, then u and v are conjugates.
(e) (See [8]) Let  be an irrational number between 0 and 1 and let [0; a1; a2; : : :] be
the continued fraction expansion of . Let w be a binary word. Then w is a primitive
word such that all its conjugates are factors of f() if and only if w∈{0; 1} or there
are integers m¿1, j¿1 and r1; r2; : : : ; rm with 06r16a1− 1; 06ri6ai; 26i6m− 1
and 06rm6j6am such that
w = w
(
a1 a2 · · · am−1 j
r1 r2 · · · rm−1 rm
)
:
Proof. Part (d) follows immediately from parts (b) and (c).
Lemma 2.2. If w= ud, where the integer d¿1 and u is an -word, then [w]⊂ St.
Proof. By part (a) of Lemma 2.1, we have
0d ¡p 0d1 = w
(
d+ 1
0
)
∈ St
and
1d ¡p 1d0 = w
(
1 d
0 0
)
∈ St:
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It follows that [w]⊂ St if u∈{0; 1}. Now if
u = w
(
a1 a2 · · · am
r1 r2 · · · rm
)
;
where m; a1; : : : ; am; r1 : : : ; rm are integers, m¿1; ai¿1 (16i6m); 06r16a1 − 1 and
06ri6ai (26i6m), and
v =


w
(
a1 a2 · · · am−1
r1 r2 · · · rm−1
)
if m¿ 1;
0 if m = 1;
then
w2 = u2d ¡p u2dv = w
(
a1 a2 · · · am 2d
r1 r2 · · · rm 0
)
∈ St
and so [w]⊂ St.
Lemma 2.3. Let w be a binary word. The following statements are equivalent.
(a) w is a power of an -word.
(b) [w]⊂ St.
(c) w is a cyclic balanced word.
(d) w2∈St.
(e) wr∈St for some integer r¿2.
Proof. Implication (a)⇒ (b) follows from Lemma 2.2.
(b)⇒ (c): Suppose that w is not a cyclic balanced word. We prove that there is an
integer k such that Tk(w) =∈ St (hence [w] ⊂ St). Let u and v be cyclic factors of w
with |u|= |v| and |u|1 − |v|1¿1. Then there is an integer k¿0 and a binary word x
with |x|¡|w| such that u and xv are pre7xes of (Tk(w))2.
(i) If |xv|6|w|, then both u and v are factors of Tk(w) and so Tk(w) =∈ St.
(ii) If |xv|¿|w|, then there is a word y¡p Tk(w) such that xv=Tk(w)y¡p (Tk(w))2.
Since |y|¡|v|, there exists Mv¡p v and Mu¡s u such that v= Mvy and u=y Mu. Therefore
Mv and Mu are factors of Tk(w) with
| Mv| = | Mu| = |u| − |y|;
| Mu|1 − | Mv|1 = |u|1 − |v|1¿1:
Thus Tk(w) =∈ St.
(c)⇒ (d): Suppose that w2 =∈ St. Then there are factors u and v of w2 such that
|u|= |v| and ||u|1 − |v|1|¿1. Clearly |u| = |w|. If |u|= |v|¡|w|, then w is not a cyclic
balanced word and we are done. It remains to consider the case |u|= |v|¿|w|. Let Mu; Mv
be words such that Mu = Mv; Muu6pw2, and Mvv6pw2. Without loss of generality, we may
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assume that | Mu|¡| Mv|. Let x be a binary word such that Mv= Mux. Then u¡p xv. Let y
be a binary word such that uy= xv. Since |u|= |v|¿|w| and xv is a factor of w2, we
have |x|= |y|¡|w|. Therefore x and y are cyclic factors of w and ||x|1−|y|1|= ||u|1−
|v|1|¿1, proving that w is not a cyclic balanced word.
(d)⇒ (e) is clear.
(e)⇒ (a): Let wr∈St for some integer r¿2. Then wr is a factor of a characteris-
tic word f. Write w= ud, where the integer d¿1 and u is a primitive word. Since
u26p u2d=w26pwr , all conjugates of u are factors of f. By part (e) of Lemma 2.1,
u is an -word.
We remark that all conditions (b)–(e) in Lemma 2.3 are actually equivalent condi-
tions for a primitive word w to be an -word. The proof is left to the readers.
3. Moments of powers of -words
Some basic properties of moments are given in the following lemma.
Lemma 3.1. Let w be a binary word and Mj =M (T j(w)); 06j6|w|.
(a) M (w) +M (w˜)= (|w|+ 1)|w|1.
(b) If w= xuz, where u is nonempty and one of x and z may be empty, then
Mj −M|x|= |u||w|1 − |u|1|w|,
where j= |xu|.
(c) Mj −M0 = |u||w|1 − |u|1|w|, where u6pw and j= |u|.
(d) N (w)= {|u||w|1 − |u|1|w|: u6pw}.
(e) 	(w)= max{|u||w|1 − |u|1|w|: u6pw} −min{|u||w|1 − |u|1|w| : u6p w}.
(f) M (wd)=dM (w) + 12 d(d− 1)|w||w|1 for all positive integer d.
Proof. (a) Let w= c1c2 · · · cn and w˜= cn · · · c2c1, where ci∈{0; 1}. Clearly,
M (w˜)=
∑n
i=1 ici, and hence the result follows.
(b) Since
M|x| = M (uzx) = M (u) + |u|1|zx|+M (z) + |z|1|x|+M (x);
Mj = M (zxu) = M (z) + |z|1|xu|+M (x) + |x|1|u|+M (u);
we have
Mj −M|x| = (|z|1 + |x|1)|u| − |u|1(|x|+ |z|)
= (|w|1 − |u|1)|u| − |u|1(|w| − |u|)
= |u||w|1 − |u|1|w|:
Finally, part (c) is obtained by taking x=  in part (b). Parts (d) and (e) follow
from parts (c) and (d), respectively. Part (f) is proved by induction on d.
W.-F. Chuan / Theoretical Computer Science 310 (2004) 273–285 279
Throughout the rest of the paper, let w(p=n) be the -word de7ned in part (c) of
Lemma 2.1 if p and n are two relatively prime positive integers with p¡n. De7ne
w(0=1)=0 and w(1=1)=1.
The following lemma locates the letter 1 in each -word. Its proof can be found in
[4,10]. It was used to prove Theorem 1.1 (see [11]) and several interesting results (see
[10]). It can be used to generate -words and can be reformulated as a characterization
of -words. Here we shall use it to prove Corollary 3.3 and Proposition 3.4.
Lemma 3.2. Let n and p be relatively prime positive integers with p¡n. Let t be
such that 16t¡n and pt≡ 1 (mod n). Let w=w(p=n).
(a) For 06j6n− 1 and 16i6n,
the ith letter of T jt(w) is 1
⇔ i ≡ (n− j + k)t (mod n) for some k; 06 k 6 p− 1:
(b) w˜=T (n−1)t(w).
(c) [w] = {T jt(w): 06j6n− 1}.
Corollary 3.3. Let n; p; t; w be as in Lemma 3.2 and let 06j6n− 1.
(a) M (T (j+1)t(w))=M (T jt(w)) + 1; 06j6n− 2.
(b) M (w)= minM ([w])= (p− 1)(n+ 1)=2 + 1,
M (w˜)= maxM ([w])= (p+ 1)(n+ 1)=2− 1.
(c) N (w)= {0; 1; : : : ; n− 1}; M ([w])= {(p− 1)(n+ 1)=2 + j: 16j6n}.
(d) 	(w)= n− 1.
Proof. For 06j6n − 1, let rj be the integer such that 16rj6n and rj ≡ jt (mod n).
By part (a) of Lemma 3.2, we have T (j+1)t(w)= u10v and T jt(w)= u01v, where u; v
are words with |u|= rn−j−1 − 1. Thus part (a) follows.
From part (a) we have M (T jt(w))=M (w)+ j; 06j6n− 1. By part (b) of Lemma
3.2 and part (a) of Lemma 3.1, we have w˜=T (n−1)t(w) and M (w)+M (w˜)= (n+1)p,
and so the formulas for M (w) and M (w˜) in part (b) hold. Finally parts (c) and (d)
now follow immediately.
For each given -word w, we are now able to describle explicitly the sets M ([w])
and N (w) and the quantities M (w) and 	(w).
Proposition 3.4. Let w be an -word with |w|= n¿2 and |w|1 =p.
(a) M (w(p=n))= minM ([w])= (p− 1)(n+ 1)=2 + 1,
M (w(p=n))= maxM ([w])= (p+ 1)(n+ 1)=2− 1.
(b) M ([w])= {(p− 1)(n+ 1)=2 + j: 16j6n}. In other words, M ([w]) consists of n
consecutive positive integers.
(c) N (w) consists of n consecutive integers and 0∈N (w).
(d) If w=T r(w(p=n)), then M (w)= (p− 1)(n+1)=2+ k +1 and N (w)= {−k;−k +
1; : : : ;−k + n− 1}, where 06k6n− 1 and pr≡ k (mod n).
(e) 	(w)= n− 1.
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Proof. Let u=w(p=n). By part (d) of Lemma 2.1, we have [w]=[u] and so (a), (b)
and (e) follow from Corollary 3.3. Let 16t¡n and pt≡1 (mod n). Then r=kt (mod n).
Therefore, according to part (a) of Corollary 3.3,
M (w) = M (T r(u)) = M (Tkt(u)) = M (u) + k =
(p− 1)(n+ 1)
2
+ k + 1:
Hence
M (T jt(u))−M (w) = M (T jt(u))−M (Tkt(u)) = j − k;
06j6n− 1, and thus (c) and (d) hold.
We remark that parts (a) and (b) of Proposition 3.4 were proved in [4,10].
Proposition 3.5. Let w= ud, where the integer d¿1 and u is an -word with |u|¿2.
Let |w|= n and |w|1 =p. Let w0 = (w(p0=n0))d, where n0 = n=d and p0 =p=d.
(a) M (w0)= minM ([w])= (p− 1)(n+ 1)=2 + (d+ 1)=2,
M (w˜0)= maxM ([w])= (p+ 1)(n+ 1)=2− (d+ 1)=2.
(b) M ([w])= {M (w0) + dj: 06j6n0 − 1}.
(c) If w=Tkt(w0), where 06k6n0 − 1; 16t¡n0, and p0t≡ 1 (mod n0), then
M (w)=M (w0) + dk and N (w)= {di: −k6i6n0 − k − 1}.
(d) 0¡	(w)= n− d.
Proof. The case d=1 has been proved in Proposition 3.4. We now look at the case
d¿2. Let u0 =w(p0=n0). If 06j6n0 − 1; 16t6n0 − 1 and p0t≡ 1 (mod n0), then
parts (a) and (b) of Corollary 3.3 and part (f) of Lemma 3.1 imply that
M (T jt(w0)) =M ((T jt(u0))d)
= dM (T jt(u0)) + 12 d(d− 1)n0p0
= d(M (u0) + j) + 12 d(d− 1)n0p0
=
(p− 1)(n+ 1)
2
+
d+ 1
2
+ dj:
Also w˜0 = (u˜0)d=(T (n0−1)t(u0))d=T (n0−1)t(ud0 )=T
(n0−1)t(w0). Now the results follow
easily.
For powers of -words, it remains to consider words of the form 0n and 1n.
Proposition 3.6. Let w be a binary word with |w|= n¿1 and |w|1 =p¿0. The fol-
lowing conditions are equivalent:
(a) 	(w)= 0.
(b) M (T (w))=M (w).
(c) p=0 or n.
(d) w=0n or 1n.
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(e) T (w)=w.
(f) M ([w]) is a singleton.
(g) N (w)= {0}.
Proof. Clearly (c)⇒ (d)⇒ (e)⇒ (f )⇒ (g)⇒ (a)⇒ (b). It remains to prove that
(b)⇒ (c). Suppose that M (T (w))=M (w). By part (c) of Lemma 3.1, 0=M (T (w))−
M (w)=p− cn, where c∈{0; 1} is the 7rst letter of w. Hence p= cn=0 or n.
From Propositions 3.5 and 3.6, we conclude that for a binary word to be a power
of an -word, it is necessary that 	(w)6n− 1 and each of the sets M ([w]) and N (w)
consists of integers forming an arithmetic progression. In the following theorem, we
shall prove that all these necessary conditions lead to equivalent conditions for w to be
a power of an -word. Recall that we have already obtained several other equivalent
conditions in Lemma 2.3.
Theorem 3.7. Let w be a binary word and |w|= n. The following conditions are
equivalent:
(a) w is a power of an -word.
(b) There is a positive divisor d of n and a nonnegative integer A such that
M ([w])= {A+ dj: 06j6n=d− 1}.
(c) There is a positive divisor d of n and a nonnegative integer k6n=d−1 such that
N (w)= {di: −k6i6n=d− k − 1}.
(d) 06	(w)6n− 1.
Proof. Clearly (b)⇒ (c)⇒ (d). The implication “(a)⇒ (b)” follows immediately from
part (b) of Proposition 3.5 and part (f) of Proposition 3.6.
(d)⇒ (a): Suppose that w is not a power of any -word. We show that 	(w)¿n−1.
According to Lemma 2.3, [w] is not a subset of St. By replacing w by one of its
conjugates, we may assume that w =∈ St. Let u and v be factors of w having lengths
|u|= |v|¡n and |u|1 − |v|1¿1. Let x; y be words such that |x| = |y|, xu6pw, and
yv6pw. Let Mj =M (T j(w)); 06j6|w|. By Lemma 3.1, we have
Mi −M|x| = |u||w|1 − |u|1|w|;
Mj −M|y| = |v||w|1 − |v|1|w|;
where i= |xu| and j= |yv|. Now
(Mj −Mi) + (M|x| −M|y|) = (|u|1 − |v|1)|w|¿ 2n:
Therefore either Mj −Mi¿n or M|x| −M|y|¿n; hence 	(w)¿n− 1.
Lemma 3.8. Let w be a binary word with |w|¿2. If 	(w)= |w| − 1, then |w|1 and
|w| are relatively prime and w is primitive.
Proof. By replacing w by one of its conjugates, we may assume that M (w)= min
M ([w]). Let u; v be binary words such that w= uv and M (vu)= maxM ([w]). It then
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follows from Lemma 3.1 that |w| − 1=M (vu)−M (uv)= |u||w|1 − |u|1|w|, and so the
result follows.
Corollary 3.9. Let w be a binary word with |w|= n. The following conditions are
equivalent:
(a) w is an -word.
(b) M ([w]) is a set of n consecutive nonnegative integers.
(c) N (w) is a set of n consecutive integers and 0∈N (w).
(d) 	(w)= n− 1.
Proof. Clearly (b)⇒ (c)⇒ (d). The implication “(a)⇒ (b)” follows from part (b) of
Propositions 3.4 and 3.6; the implication “(d)⇒ (a)” follows from Theorem 3.7 and
Lemma 3.8.
We remark that Corollary 3.9 7rst appeared in [10]. For other equivalent conditions
for a binary word to be an -word, see the remark right after the proof of Lemma 2.3.
Combining Theorem 3.7 and Corollary 3.9, we have the following corollary.
Corollary 3.10. Let w be a binary word with |w|= n¿2. The following conditions
are equivalent:
(a) w= ud for some -word u and integer d¿2.
(b) There is a divisor d of n with d¿2 and a nonnegative integer A such that
M ([w])= {A+ dj: 06j6n=d− 1}.
(c) There is a divisor d of n with d¿2 and an integer k with 06k6n=d − 1 such
that N (w)= {di: −k6i6n=d− k − 1}.
(d) 	(w)¡n− 1.
Plainly, necessary and suHcient conditions for a binary word w to satisfy the con-
dition 	(w)¿n − 1 can be obtained by negating each condition in Theorem 3.7 and
Lemma 2.3.
4. Computing N (w); 	(w) and M ([w])
Given a binary word w= c1c2 · · · cn, where ci∈{0; 1}; 16i6n. Let p= |w|1. If p=0
(resp., n), then 	(w)= 0; M ([w])= {0} (resp:; {n(n + 1)=2}; and N (w) = {0}. Now
assume that 16p¡n. For 16i6n, let ui = c1c2 · · · ci and ni = |ui||w|1 − |ui|1|w|. By
part (d) of Lemma 3.1, N (w)= {ni: 16i6n}.
Note that
n1 = p− c1n;
ni = ni−1 + p− cin; 26 i6 n:
This recursive formula can be used to compute N (w). Clearly,
	(w) = maxN (w)−minN (w);
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and letting M0 =M (w),
M ([w]) = M0 + N (w) = {M0 + ni: 16 i6 n}:
In case 	(w)6n− 1, we have
N (w) =
{(
min
16i6n
ni
)
+ dj: 06 j 6
n
d
− 1
}
;
M ([w]) =
{
A+ dj: 06 j 6
n
d
− 1
}
;
where d= n− 	(w) and A= 12((p− 1)(n+1)+ (d+1)), according to Proposition 3.5.
We have seen, in Theorem 3.7, that each of the three objects 	(w); M ([w]) and N (w)
which are associated with a given binary word w can be used to determine whether w
is a power of an -word or not.
Let n= |w| and p= |w|1.
(i) If 	(w)6n−1, take d= n−	(w); q=p=d, and m= n=d; if M ([w]) (resp., N (w))
satis7es condition (b) (resp., (c)) of Theorem 3.7, take q=p=d and m= n=d. Then
w=(T r(w(q=m)))d, for some integer r. Clearly r can be taken to be 0 if 	(w)= 0 (i.e.
M ([w]) and N (w) are singletons). To compute one such integer r for the case 	(w) =0,
we have to make use of N (w) (or M ([w])). For instance, take k =−(1=d)(minN (w))
or k =(1=d)(M (w)−minM ([w])), and take r to be the integer satisfying
06 r 6 m− 1 and qr ≡ k (modm):
In particular, w is an -word when d=1.
(ii) If 	(w)¿|w|−1 (i.e., M ([w]) (resp., N (w)) does not satisfy condition (b) (resp.,
(c)) of Theorem 3.7), then w is not a power of any -word.
Example. (a) Let w=011010101101. Then n= |w|=12 and p= |w|1 = 7. From the
recursive formula
n1 =p− c1n = 7;
ni = ni−1 + p− cin = ni−1 + 7− 12ci;
where ci is the ith letter of w, the sequence {ni} is
7; 2;−3; 4;−1; 6; 1; 8; 3;−2; 5; 0:
Since max(N (w))= max ni =8 and min(N (w))= min ni =−3, we have 	(w)= 8 −
(−3)=11= n−1. Therefore w is an -word conjugate to w(7=12). Let d= n−	(w)= 1,
k =−(1=d)(minN (w))= 3. Since the integer r=9 satis7es pr≡ k (mod n), it follows
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that w=T 9(w(7=12)). Also,
N (w) = {(min nj) + j: 06 j 6 n− 1} = {j: −36 j 6 8};
A = 12(p− 1)(n+ 1) + 1 = 40;
M ([w]) = {A+ j: 06 j 6 n− 1} = {j: 406 j 6 51}:
(b) Let w=1011010110. Then n=10 and p=6. The sequence {ni} is found to be
−4; 2;−2;−6; 0;−4; 2;−2;−6; 0
and max(N (w))= max ni =2; min(N (w))= min ni =−6. Thus
	(w) = 2− (−6) = 8 ¡ n− 1:
Let d= n−	(w)= 2. Therefore w is a conjugate of (w(q=m))2, where q=p=d=3 and
m= n=d=5.
To identify w, let k =−(1=d)(min ni)= 3. Since the integer r=1 satis7es 3r≡ 3
(mod 5), it follows that w=(T (w(3=5)))2.
Also,
N (w) = {(min ni) + dj: 06 j 6 m− 1}
= {−6 + 2j: 06 j 6 4};
A = 12((p− 1)(n+ 1) + (d+ 1)) = 29;
M ([w]) = {A+ dj: 06 j 6 m− 1} = {29 + 2j: 06 j 6 4}:
(c) Let w=01110. Then n= |w|=5; p= |w|1 = 3. The sequence {ni} is found
to be
3; 1;−1;−3; 0
with max(N (w))= max ni =3 and min(N (w))= min ni =−3. Thus 	(w)= 3 −
(−3)=6¿n− 1. Therefore w is not a power of any -word.
N (w) = {3; 1;−1;−3; 0};
M0 = M (w) = 9;
M ([w]) = M0 + N (w) = {12; 10; 8; 6; 9}:
(d) Let w be a binary word having M ([w])= {19; 20; : : : ; 26}. Then w is an -word
that is conjugate to w(p=n), where n=26−19+1=8 and p=2(19−1)=(n+1)+1=5.
Note that w cannot be identi7ed without further information.
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