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Milan Kundera - The unbearable lightness of being 
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Abstract 
The adsorption of Ni, Cu, Zn, Cd and Pb by b-Mn02and its inclusion in an equilibrium 
model of metal partitioning in soils. 
PJ Pretorius, Department of Chemistry, University of Cape Town, Ronde bosch, 7700, South 
Africa. 
Chemical equilibrium modelling provides a mechanistic tool for the prediction of metal 
partitioning in soils, which is important in predicting the fate and effects of metals in soil 
systems. In order to set up an equilibrium model of metal partitioning in soil systems, 
thermodynamic data for all processes influencing metal fate in soil systems are needed. 
In this work, the adsorption of the metals nickel, copper, zinc, cadmium and lead by b-Mn02 
is investigated. This was done in order to provide thermodynamic data for an important 
adsorption phase in soils systems. Before this work, consistent adsorption data for only one 
adsorption phase, hydrous ferric oxide, were available. This precluded the inclusion of 
manganese dioxide in equilibrium models of metal fate in soil systems. 
Surface complexation properties of a synthetic manganese dioxide were investigated using 
glass electrode potentiometry. Experimental data were interpreted accor~ing to the surface 
complexation model in conjunction with the diffuse double layer model of the solid/solution 
interface. Adsorption constants were derived using the non-linear optimization program 
FITEQL. The surface complexation parameters determined in this fashion were validated 
against results obtained from the open literature. Following this, the surface complexation 
parameters were included in a chemical equilibrium model of soil systems. This model was 
used to predict the partitioning of nickel, copper, zinc, lead and cadmium in a number of soil 
v 
samples collected in The Netherlands. 
Contrary to results presented by other workers, it was found that a non-homogeneous surface 
site model was needed to explain the potentiometric data obtained for proton and metal 
adsorption by manganese dioxide. Best fits of alkalimetric titration data were obtained with 
a two-site, three surface-species model of the o-Mn02 surface. Site concentrations of 
2.231x10"3 mot.g·1 and 7.656x10-4 mot.g·1 were obtained. Corresponding equilibrium constants 
for the formation of the postulated surface species are -1.27 ( =XO"), -5.99 (=YO") and 3.52 
( = YOH2 "). This model was successful in a qualitative manner in describing adsorption results 
obtained from the open literature. 
The prediction of metal partitioning in soil systems showed that although the inclusion of 
manganese dioxide in the modelled to some improvement in the agreement between observed 
and predicted results, other factors are present which influence metal partitioning in soils. 
The discrepancy between observed and predicted results furthermore showed that the 
processes accounted for in the equilibrium model are incomplete. 
vi 
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Chapter 1 Introduction 
One of the possible methods to assess the potential risk associated with the presence of toxic 
compounds in the environment is to derive quality criteria for individual compounds and 
compare actual environmental concentrations with these standards (van der Kooij et al., 1991). 
However, for these standards to be realistic, they should take into account the complex inter-
relationship between chemical behaviour and biological effects of pollutants. Allen (1996) 
states that environmental quality criteria should, amongst others, be predictive of (biological) 
effects and they should be scientifically valid. It thus follows that, in order to provide 
environmental quality criteria which adequately protects biota and environmental quality in 
the different environmental compartments (soil, sediment, water and air), cognisance should 
be taken of pollutant behaviour and the way it is affected by surrounding conditions. 
In this thesis, the focus is on the behaviour of the metals nickel, copper, zinc, lead and 
cadmium in soils. In particular, the partitioning of these metals over the solid-solution phase 
in soils will be addressed. It is well known that the distribution, mobility and biological 
availability (i.e. the fate and effect) of metals in natural systems depend not simply on their 
total concentrations, but critically, on the chemical and physical associations they undergo in 
these systems (Ure and Davidson, 1995). There is a growing body of evidence which 
indicates that the biological effects of pollutants, including metals, in soil and sedimentary 
systems are better related to their concentration in the pore - or interstitial water phase, rather 
than to the total concentration in the solid phase (Adams et al., 1992; van Stralen and 
Bergema, 1995). The concept of equilibrium partitioning (Shea, 1988) is commonly used to 
predict solution phase concentrations from total soil concentrations. 
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In the equilibrium partitioning approach, pollutant concentration in the soil solid phase is 
related to solution phase concentration via expression 1.1: 
K = [MetalJsolidphase ................... (1.1) 
P [Metal] . solutwnphase 
Quality criteria for the protection of soils and sediments may now be derived from existing 
water quality criteria simply by multiplying ~with the relevant water quality criterion. This 
will yield a maximum concentration for the soil or sediment solid phase which will not 
exceed the selected water quality criteria. There are several advantages to this approach: (i) 
it harmonizes quality criteria for different environmental compartments, (ii) the analytical 
determination of solid phase metal concentrations is routinely carried out and is less time 
consuming than extracting pore water for analysis and (iii) water quality criteria are in many 
cases well established and it is therefore sensible to link soil and sediment quality criteria to 
these water quality criteria. 
There is, however, a problem with the application of the equilibrium partitioning approach: 
the partition coefficient, ~. is a function of both pollutant and soil properties. In other 
words, the application of the equilibrium partitioning approach to metal partitioning in soils, 
as described in equation 1.1, is complicated by the partition coefficient's dependency on metal 
speciation and the factors controlling rrietal speciation (van der Kooij, 1991). 
Basically, there are two approaches to account for the dependency of~ on metal speciation: 
the first approach is a statistical one, which aims at describing the dependency of ~ on the · 
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soil solid phase composition. Typically, a large number of soils spanning a range of 
compositions and conditions are investigated. Soil solid and solution phases are separated 
using some mechanical technique, such as centrifugation. Metal concentrations in the solid 
and solution phases are determined using standard analytical techniques. From these data, 
partitioning coefficients are calculated. At the same time, the soil solid phase is also fully 
characterized in terms of important adsorption phases and pH. A statistical relationship 
between observed ~'s and soil parameters are then sought using multi-variate statistical 
techniques. Partition coefficients are then expressed in terms of regression equations 
consisting of soil parameters and a weighting factor to account for the importance of the 
specific soil parameter in describing the observed ~- Examples of this approach may be 
found in van den Hoop (1995), Janssen eta!., 1996 and Lee eta!., (1996). 
The second approach is a mechanistic one. Here, the interactions in the complex 
heterogeneous system is represented as a combination of elementary interactions, which are 
represented by simple chemical and electrostatic models (Westall, 1993). This approach, 
based on thermodynamic principles, allows the equilibrium speciation of a system to be 
calculated once total component concentrations are known. It includes the effect of solution 
speciation on the partitioning of metals over the solid/solution interface since the adsorbing 
phase is viewed as a ligand which competes with solution phase ligands for the metal. 
The thermodynamic approach is preferable over the first, empirical approach since it has the 
ability to be used for predictive purposes. This is not the case of empirical methods, which 
are generally applicable only over their range of calibration. 
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In this work, an attempt is made at constructing an equilibrium model of soil solutions with 
the aim of predicting the partitioning of metals over the solid/solution interface in soil 
systems. 
1.1 Factors affecting metal speciation in soils. 
The factors affecting the fate (and therefore the partitioning) of metals in s()il systems are 
represented in Figure 1.1. If biotic factors are disregarded, we are left with (a) adsorption of 
metals by the soil solid phase, which includes chemi-sorption of metals by the (hydr)oxides 
of iron, aluminium and manganese and reactive particulate organic carbon (RPOC) and physi-
sorption by clay minerals, (b) formation and dissolution of precipitates and minerals and (c) 
complexation with solution phase ligands, such as inorganic anions and natural organic 
materials, such as humic and fulvic acids (see for eg. Jones and Jarvis, 1981; Bolt and van 
Riemsdijk, 1987; Evans, 1989; McBride, 1989, 1994; Sposito, 1989; Ritchie and Sposito, 
1995). The distribution of a metal amongst the different forms is controlled by the relative 
concentrations of the reacting components as well as the parameters pH, redox potential pe, 
ionic strength I and temperature. 
It thus follows that any model which aims at describing the fate of metals in soils should take 
the processes depicted in Figure 1.1, as well as their dependence on the system state 
parameters, into account. The inclusion of these processes in the general chemical 
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Figure 1.1 A diagrammatic representation of proceses affecting metal fate in soil systems. 
1.2 The general chemical equilibrium modelling framework 
The mathematical foundation of the equilibrium problem rests on the laws of mass action and 
mass-balance. The law of mass balance states that the total concentration of a component X;, 
T x;, is equal to the sum of the concentrations of species Ci which contains component X;. 
Mathematically, this may be written as 
= [X.] + "~ r .. [C.] · · · · .............. (1.2) 
I L,=l ,. J 
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where J = number of complexes formed which contains component Xi, rii = stoichiometric 
The law of mass-action relates the activity of species Ci, {Ci}, to the activities of the 
components, {XJ, from which species Ci is formed through a thermodynamic formation 
constant f3iT· Thus, the law of mass-action may be written as 
{C.} ~ R! ITN {X Yi• . . . . . . . . . . . . . . . . . . . (1.3) 
1 t-'1 ~.L.=t n 
13/ may be expressed in terms of concentrations and activity coefficients, 
r Yc [C.] 
f3j : I } • • • • • • • • • • • • • • • • • • (1.4) 
rr:=t ( Yx. [Xn] )'1• 
The concentration of each species Ci may now be written in terms of the concentrations of 
components~ constituting the species, activity coefficients and thermodynamic equilibrium 
constants 
with 
[C.] = [;f3!fiN rx ]'I• ............ , . . . . . (1.5) 




n=t Yx. J• • • • • • • • • • • • • • • • • • • • • • (1.6) 
Yc. 
J 
By substituting (1.4) in (1.2), we obtain 
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Tx,. = [X.] + ~ r . .f.A:TTN [X ]'i• .............. (1.7) 
I Lj=l )I ) l-'j ~ ln=l n 
Equation 1.7 is general. That is, component Xi may refer to a component in the solution 
phase, including the binding sites of humic substances or, to adsorption sites on the surface 
of a solid. 
1.3 From conceptual soil model to chemical equilibrium model 
Translating the conceptual soil model presented in Figure 1.1 into the general equilibrium 
framework is, in principle easy. However, due to the complexity of the soil system, the 
number of components as well as the number of reactions each component participate in is 
large. This leads to a large number of complex mass balance equations describing the soil 
system. This may be illustrated considering a hypothetical soil system consisting of: 
(i) adsorption phases ADS1, ADS2, ADS3, .... , ADSx, 
A mass balance equation for a metal M may be written as follows: 
T soil _ T aqueous T solid T gaseous ( 1 8 ) M -M +M +M ··••••••••••••••••••••••••••••••••• .a 
Say M is not volatile. Thus, we may set T Mgaseous = 0. Thus, 
TMsoil = TMaqueous + TMsolid ........ , . , .... , , ... , ..................... (1.8b) 
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In the soil system (soil solid phase and pore-water), the metal may participate in numerous 
chemical reactions. The metal may form complexes with dissolved organic matter (DOM), 
inorganic ligands such as PO/, CO/, SO/-, Cl- etc., the metal may be oxidized or reduced, 
the metal may form insoluble precipitates with anions and the metal may sorb onto the 
adsorption surfaces present in the soil solid phase. 
For each component present in the soil system (i.e. metal, ligand and adsorption phase), a 
Mass Balance Equation (MBE), which includes all of the processes a given component 
participates in, may be written. Thus, for metal M under consideration, we may write: 
TMson = [M complexed] + [M adsorbed] + [M precipitated] 
This may be rewritten as: 
TMsoil = [Mn+] + [ML(l)] + [ML2(1)] + ... + [MLn(l)] + [ML(2)] + [ML2(2)] + ••• + [MLP(2)] + ••• + 
[MUv] + [ML2<v] + ... + [MLr<v] + [MOH] + [M(OH)2] + ... + [M(OH)k] + [M-ADSl] + [M-
ADS2] + [M-ADS3] + ... + [M-ADSz] + [MU1>-ADS1] + [ML2<
1>-ADS1] + ... + [MLP)-
ADSl] + ... + [MLrcv_ADSz] ....................................... (1.9a) 
Through the expression for the equilibrium constant (3 (equation 1.4), the MBE may be 
written in terms of B's, [Mn+], [Ui)], [ADSx]: 









Thus, it is in principle possible to solve MBE's and determine system speciation if T Msoil, 
T L soil, T ADS• [H+] and B' s are known. 
In reality, however, several confounding factors are present which necessitates several 
assumptions and simplifications to enable setting up an equilibrium model of soil systems. 
Assumptions and simplifications are necessary on two levels: first, soil chemical processes 
accounted for in the chemical model must be trimmed down or simplified. Second, due to 
experimental difficulties in characterizing soil systems, certain assumptions and operational 
definitions have to be employed. 
The major problems encountered in modelling metal fate in soil systems are the inclusion of 
(i) adsorption of metals by the soil solid phase and (ii) the complexation of metals by 
dissolved organic matter (DOM) present in the soil matrix. These problems are a direct result 
of the nature of the adsorption surfaces and DOM. Both soil adsorption phases and DOM are 
structurally poorly characterized. The nett result of this is that very little is known about the 
functional group arrangements responsible for metal binding. This forces the use of 
secondary - or meta models to incorporate these very important aspects in a soil equilibrium 
model. 
1.4 Models for the inclusion of metal • dissolved organic matter and metal • soil solid 
phase interactions. 
In the previous section, the conceptual model was translated into the general equilibrium 
framework. In this section, we focus on filling in the terms of the mass balance equations · 
1-10 
describing the soil system in chemical equilibrium terms. The sub-models employed to 
facilitate the inclusion of dissolved organic matter and adsorption processes in the equilibrium 
model is discussed. 
1.4.1 Complexation with Dissolved Organic Matter 
Several approaches have been developed to describe the metal complexation properties of 
Dissolved Organic Matter. In general, these may be grouped as (a) discrete ligand approaches 
and (b) continuous distribution approaches. Discrete ligand models describe the complexation 
characteristics of humic substances through a set of discrete ligands and associated 
equilibrium constants. Ligand concentrations and equilibrium constants are determined 
through the application of least squares optimization techniques on a specific data set (Evans, 
1989). Continuous distribution models assumes a continuum of binding sites, with some 
statistical distribution in log K space. Again, model parameters are determined from a 
specific data set. According to Evans (1989), a problem with these approaches are that they 
lack generality, i.e. the model parameters a describing the complexation properties of the 
humic substance are generally only applicable to the conditions under which they were 
derived and to the specific sample for which they were derived. 
Recently, Benedetti et al. (1995) developed a non-ideal competitive adsorption model which 
was able to describe the binding of H, Ca, Cu and Cd over a wide range of conditions. This 
model belongs to the continuous distribution family. Although the results from this approach 
is promising, it suffers from two draw backs. First, the model requires to be coded into a 
chemical equilibrium programme. Thus, the binding parameters obtained from the model is · 
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not generally usable. Second, at present data for a number of metals are not available. 
Tipping (1994) developed the WHAM model. This is a discrete ligand model which also 
includes the polyelectrolyte properties of humic substances. However, this model is also part 
of a specific modelling package which does not allow the inclusion of adsorption processes. 
Seen in the light of the importance of adsorption processes, this is a major shortcoming. 
Furthermore, this model is also not freely available. 
Other examples of models for the complexation behaviour of metals are available (Marinsky 
et al., 1995; Westall et al., 1995). Although all of these approaches have merit, they suffer 
from the same problems as those mentioned above viz. data availability and generality. For 
a DOM - metal complexation model to be included in the equilibrium framework, binding site 
concentrations and equilibrium constants describing the acid-base and metal complexation 
properties of these binding sites are needed. Because of this, none of the approaches 
discussed above can at this stage be included in a general equilibrium model. 
MINTEQA2 v. 3.11 (Allison, 1991) is released with its own cation- DOM interaction model. 
The model is in essence a continuous distribution model which assumes a large number of 
monoprotic binding sites which are normally distributed with respect to their equilibrium 
constants. The model uses ideas developed by Perdue et al. (1984) and Dobbs eta/. (1989). 
The equilibrium constants included in the data base were measured by Susetyo eta/. (1991), 
using Suwannee River fulvic acid. In order to use this model, the user is required to enter 
an estimate of total binding site concentration. However, the available database for metal 
interactions is limited. 
1-12 
A discrete ligand approach which allows for the modelling of metal complexation by DOM 
in a general way was developed by Murray and Linder (1983, 1984). The basis of this 
approach is the assumption that the differences observed in the binding properties of different 
humic materials are caused by different functional group arrangements on the underlying 
carbon backbone. To take this into account, a method was developed which generates a large 
number of molecules, each with a random arrangement of functional groups. Certain 
predetermined binding site configurations are identified and linked to simple organic ligands 
with similar binding site configurations. These simple organic acids are then used as models 
for humic substance binding sites. The major advantages of this approach are (a) it's 
generality and (b) thermodynamic data describing the protonation and metal complexation 
behaviour of the model binding sites are readily available. This method has been used by 
Mountney and Williams (1992) to model metal complexation by soil derived humic 
substances. Because of it's generality, this model was used to account for the influence of 
dissolved organic matter on metal speciation in soil systems. 
This model, RANDOM, requires information about the elemental composition, degree of 
aromaticity and functional group content of humates. From this information, subject to 
certain chemical rules, carbon backbones are generated and functional groups are assigned to 
the backbones. The atomic environment of each functional group is compared to a number 
of simple, well defined ligands, which are used as model binding sites. For each set of 
elemental composition and functional group content data, a large number of molecules is 
generated and average binding site concentrations are calculated. 





backbone and (b) the assignment of functional groups to the carbon backbone. The 
generation of the carbon backbone is controlled by the following assumptions: 
(i) Only single aromatic rings are allowed i.e. fused ring systems are not permitted. 
(ii) Two aliphatic side chains are assumed per aromatic ring, ortho, meta or para to each 
other. 
(iii) Each aromatic ring is joined to two other rings via the aliphatic chains. This results 
in an overall cyclic structure. 
(iv) Branching of aliphatic chains is limited to methyl groups. 
(v) Double and triple bonds in the aliphatic chains are neglected. 
(vi) Carbonyl groups are positioned randomly on the aliphatic chains as ketones. 
However, a-diketone arrangements are avoided. 
The positioning of functional groups on the carbon backbone is controlled by the following 
rules: 
(i) Quinone oxygens occur only in pairs, either ortho or para to each other. 
(ii) Phenolic OH, methoxyl and aromatic carboxyls are randomly assigned to aromatic 
carbons not occupied by aliphatic chains or quinone oxygens. 
(iii) Alcoholic OH and the remaining carboxyls are assigned to random positions on 
aliphatic side chains. Two restrictions are, however, observed: (a) Not more than two 
groups may be assigned to a methyl carbon and (b) f3-keto acid arrangements are 
avoided. 
Output from the model is average binding site concentrations, expressed as mol.g-1 organic 
matter. Site concentrations in mol.dm-3 for input into a chemical equilibrium model is · 
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determined from the average binding site concentrations and organic matter content, in g.dm·3• 
This approach allows metal complexation by DOM to be easily incorporated into the chemical 
equilibrium modelling framework. The incorporation of this approach into the chemical 
equilibrium modelling framework is a two-step process. First, RANDOM is executed to 
provide concentration estimates for the selected binding sites. Second, these discrete binding 
sites are included as input for the speciation programme. The database employed contains 
thermodynamic data (log K's) for reactions between the binding sites and cations. Thus, the 
amount of cation complexed to all the ligands used as model compounds for binding sites on 
humic material estimates the amount of cations complexed by humic materials. 
1.4.2 Accounting for adsorption processes at the solid-solution interface 
The Surface Complexation Model (SCM), pioneered by the Stumm and Schindler school (for 
recent reviews, see Schindler and Stumm, 1987; Schindler, 1991) provides a useful framework 
for the discussion of adsorption processes. In this approach, adsorption of cations is viewed 
as taking place at specific sites and the coordinating surface functional groups are viewed as 
complexant ligands. The advantage of this approach is that adsorption reactions may be 
easily incorporated into the thermodynamic framework, discussed in paragraph 1.3, for 
aqueous phase complexation. 





=SOH2+.., =SOH+ H+ ................................. (1.10) 
=SOH.., sso- + H+ ................................... (1.11) 
Complexation 
=SOH+ Mn+.., sSOM<n-t)+ + H+ .......................... (1.12) 
2sSOH + Mn+ .., (=S0)2M<n-Z)+ + 2H+ ....................... (1.13) 
Ligand exchange 
=SOH + L.., =SL + OR ............................... (1.14) 
2=SOH + L ..,(=S)2L + 20R ............................ (1.15) 
Ternary complexes 
Type A (metal sandwiched between surface and ligand) 
=SOH+ Mn+ + jL.., =SOMLi + H+ ........................ (1.16) 
Type B (Ligand exchange at surface takes place first, metal binds to adsorbed ligand) 
=SOH+ L + Mn+.., =SOLM +OR ........................ (1.17) 
In principle, equilibrium or adsorption constants for each of the above reactions can be 
obtained experimentally. These constants are conditional constants which, apart from 
dependence on temperature, pressure and ionic strength, also exhibits a dependence on the 
degree of surface coverage. Factors that could contribute to the observed dependence include 
(a) the existence of a surface potential, (b) lateral interactions between adsorbed species and 
(c) surface heterogeneity. Most efforts to account for the surface coverage dependency of 
adsorption constants focuses on the effect of the surface potential. 
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The overall change in Gibbs free energy during an adsorption reaction, ~Gads• is the sum of 
the change in Gibbs free energy due to specific chemical interactions and that due to 
electrostatic interactions. The change in free energy arising from specific chemical 
interactions, ~Ginv is independent of surface charge. The free energy change arising from 
electrostatic effects, ~Gcoul• is dependent on surface charge. The overall change in Gibbs free 
energy in the system is given by 
~Gads = ~Gint + ~Gcoul • • • • • • • • • • · • · • • • · • • (1.18) 
It should be noted that this separation of ~Gads into its constituent parts is not experimentally 
possible (Westall, 1987). It is, however, theoretically convenient to perform this separation, 
as will be seen below. 
~Gcoul is related to the surface potential. By considering the work performed when 
transporting charges through a potential field, an expression for ~Gcoul may be derived. We 
have 
where 
~Gcoul = ~ZF'fl • • • • • • • • • • • • • • • • • • • • • • (1.19) 
F = Faraday's constant (96485 C.mol"1) 
~ = change in charge of surface species due to the sorption reaction 
'¥0 = surface potential 
Thus, the expression for ~Gads becomes 
~G.ds = ~Gint + ~ZF'¥ ................... (1.20) 
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Now, from 
~G = -RT Ln K 
where R = Gas constant, T = temperature in K, an expression for the intrinsic equilibrium 
constant K;nt is obtained: 
t.ZFl:J!0 
K. =K e~ 
Ullr app 
................... (1.21) 
From the last equation it is clear that '¥0, the surface potential, is required. However, it is a 
general result that '¥0 is not experimentally accessible (Hiemenz, 1986). Therefore, '¥0 is 
calculated by employing a model which gives the relationship between surface charge and 
potential. This aspect is discussed in the next paragraph. 
1.4.3 Models of the solid/solution interface 
Several models relating surface charge to surface potential are available. Although these 
models differ from each other in terms of the surface species postulated or the exact location 
where adsorption occurs, they are all related to the Gouy-Chapman-Stern theory of the 
electrical double layer (see Westall and Hohl, 1980; Stumm and Schindler, 1987; Westall, 
1987). A thorough discussion on the underlying Gouy-Chapman theory of the double layer 
can be found in Hiemenz (1986). 
Models commonly used for relating surface charge to surface potential are (i) the Constant 
Capacitance (CC) model, (ii) the Diffuse Double Layer (DDL) model and (iii) the Triple 
Layer (TL) model. The way in which the models view the structure of the double layer is · 
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illustrated in Figures 1.2 and 1.3. 
For the CC model, surface charge is related to surface potential through 
cr = C'P . . . . . . . . . . . . . . . . . . . . . . (1.22) 
0 0 
Surface charge cr0 results because of specifically adsorbed ions. These ions experience a 
potential 'P0• All non-specifically adsorbed counter ions are excluded from the "0" layer. 
In the application of the CC model, the capacitance tenn, C, is treated as an adjustable 
parameter. 
The DDL model relates surface charge to surface potential through 
1 Z'P F 
cr0 = (8RTee0 c103) 2 sinh( 0 ) • • • • • • • • • • • • • (1.23) 2RT 
This equation simplifies to 
1 Z'P F 
cr = (8RTee c10 3) '! ( 0 ) • • • • • • • • • • • • • • • (1.24) 
o o 2RT 
for 'P0 < 25mV because the hyperbolic sine function may be approximated by (F'P/2RT) at 
such low values of 'P0• Here the assumption is also made that surface charge cr0 results from 
ions specifically adsorbed on the surface. These ions are subjected to a potential 'P0• 
The TL model (Davis et al., 1978) differs from the CC and DDL models in that it assumes 
regions of different dielectric constants and capacitances in close proximity to the surface, as 
shown in Figure 1.3. 
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Figure 1.2 Schematic representation of the surface charge/potential relationships used in the 


















Figure 1.3 Schematic representation of surface species and charge/potential relationships in 
the triple layer model (Allison eta!., 1991). 
1-21 
The surface is denoted as the "0" plane, the inner layer or Inner Helmholz Plane (IHP) by "W' 
and the outer layer or Outer Helmholz Plane (OHP) by "d". The region between the surface 
and the IHP is characterized by a capacitance C1 while the region between the IHP and OHP 
is characterized by a capacitance C2• The boundaries of each of these regions or planes have 
a different charge distribution, a, and potential '¥. The surface is characterized by charge a0 
and '¥0, the inner layer by a 11 and '¥11 and the outer layer by ad and 'Pd. Furthermore, the 
model assumes that only H+ and oH- ions enters the innermost layer and contribute to a0 and 
experiences '¥0• All other interactions between solute and surface is confined to the fl- plane. 
Charge - potential relationships for the TL model are given by 
a = C ('¥ - '¥ ) ................... (1.25) o 1 o II 
(1.27) 
These models of the solid/solution interface have been reviewed by Westall and Hohl (1980). 
They showed that each of the available models of the solid/solution interface is capable of 
describing material balance data well. A major difference amongst the models are the number 
of adjustable parameters required by each model to describe experimental data. Of the 
models discussed, the DDL model has the smallest number of adjustable parameters. The TL 
model uses capacitances for the regions between the surface and the IHP and the IHP and 
OHP, together with adsorption constants for electrolyte adsorption as adjustable parameters. 
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In the present work, the DDL model of the solid/solution interface is used in all instances 
where '110 is needed. That is, the adsorption data obtained for b-Mn02, which are reported 
in Chapters 2, 3 and 4, are interpreted using the surface complexation and diffuse double 
layer models. 
The major criticism levelled against the DDL model is that it fails to describe electrokinetic 
data. More specifically, surface potentials calculated with the DDL model are typically higher 
than zeta potentials obtained from electrophoretic studies (Dzombak and Morel, 1990). 
However, Dzombak and Morel illustrates that the DDL model may be used to fit zeta 
potential data by specifying the location of the shear plane as a function of solution 
conditions. 
The purpose of the model should also be kept in mind. In the present work, the purpose of 
the model is to describe material balance data in order to obtain parameters useful in the 
modelling of adsorption processes. There are many uncertainties involved in this. To 
minimize uncertainty, the simplest possible model which describes experimental data 
adequately should be used. In the present case, it is the DDL model. Furthermore, by 
employing the DDL model for the interpretation of Mn02 adsorption data, a significant step 
forward in the modelling of adsorption processes can be made since the Mn02 data set can 
be used in conjunction with the HFO data set of Dzombak and Morel, thereby enabling the 
incorporation of more than one solid phase in our models. 
The preceding may be summarized as follows: 
(i) A surface complexation model is used to model adsorption reactions. 
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(ii) Adsorption constants exhibit a surface coverage dependency. 
(iii) The surface coverage dependency is ascribed solely to electrostatic effects. 
(iv) Electrostatic effects are taken into account by calculating the change in Gibbs free 
energy due to moving charges through a potential field arising from the charged 
surface. 
(v) Surface potential is calculated using the Diffuse Double Layer model. 
(vi) By combining equations 1.23 and 1.21 an . expression for adsorption constant 
incorporating the dependence on surface potential/charge is obtained. 
(vii) the expression for the adsorption constant and the reactions depicted in equations 1.10 
to 1.17 thus allows the inclusion of adsorption processes in the general equilibrium 
framework of equation 1.6. 
1.5 Chemical equilibrium modelling data requirements 
From the preceding discussion it is clear that in order to set up a chemical equilibrium model 
of a system, the following information is required: 
(a) the total concentrations of the components constituting the system to be modelled 
(b) chemical reactions that take place in the system under investigation (a chemical 
reaction is known once we know the identities and amounts of components 
participating in the reaction), 
(c) parameters defining the state of the system, such as pH, temperature, ionic strength 
and redox potential. 
(d) the equilibrium constants for each of these chemical reactions, 
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Data required under points (a), (b) and (c) are problem and site specific, i.e. the reactions 
included in the model will depend on the analytical data available (i.e. components for which 
total concentrations are available) and parameters such as pH and redox potential will vary 
from site to site. These must be determined for the specific soil sample that is to be 
modelled. 
Data required under point (d) warrants further discussion. In the case of aqueous phase 
reactions, data are available from compilations of thermodynamic data, such as NIST (1989), 
JESS (May and Murray, 1991a,b) and MINTEQA2 (Allison et a!., 1991). These data are 
universally applicable, i.e. once a thermodynamic database has been established, it may be 
used for several different applications (this is not strictly true since procedures to correct 
constants to different sets of conditions may only be applicable over limited ranges). 
In the case of adsorption processes, adsorption constants describing the sorption of metals by 
the phases are needed. This is problematic because, contrary to the situation for solution 
phase equilibria, extensive compilations of sorption data for metal sorption by important soil 
solid phases are not available. To compound the problem further, sorption constants are also 
expressed using the different models of the surface discussed in the previous paragraph. 
These models are based on the same concepts but they assume different physical-chemical 
configurations for ions sorbed at the mineral/water interface. As a result, the various models 
employ somewhat different parameters and the parameters that are common among the 
models are not directly comparable (Dzombak and Hayes, 1992). Thus, sorption constants 
expressed in terms of different models are not interconvertible. The net result of this is that 
the consideration of surface complexation in chemical equi-librium modelling of natural · 
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systems has been impeded by the lack of sorption data. In an attempt to overcome some of 
these problems, Dzombak and Morel (1990) published a consistent set of Diffuse Double 
Layer adsorption constants for sorption by Hydrous Ferric Oxides. This compilation of data 
has been included in the MINTEQA2 (Allison eta!., 1991) speciation programme. However, 
for other important phases, such as Mn02, no consistent set of adsorption constants are 
available. 
The importance of manganese dioxide, in particular 6-Mn02, in the scavenging of metals in 
natural systems has been postulated by a number of workers (Morgan and Stumm, 1964; 
McKenzie, 1989; Onuki, 1990). However, to date, few studies aimed at measuring surface 
complexation constants for this solid have been reported. Catts and Langmuir (1986) 
measured Triple Layer constants for Cu, Pb and Zn by 6-Mn02 while Fu et al. (1991) 
measured Triple Layer constants for Cd and Cu by 6-Mn02• Smith and Jenne (1991) 
reworked some published adsorption data and published a set of Triple Layer adsorption 
constants for the adsorption of a number of metals by manganese and iron oxides. However, 
no Diffuse Double Layer adsorption constants for metal sorption by manganese dioxide have 
been published to date. Because of this, it is not possible to include sorption by both 
Hydrous Ferric Oxide and 6-Mn02 in an equilibrium model to predict metal partitioning in 
soils. 
1.6 Aims and objectives 
The aims of this work is thus the expansion of the available adsorption constant data base so 
that chemical equilibrium models of soil systems can be developed which are more complete · 
1-26 
in terms of important soil sorption phases included. 
The objectives of this work may be stated as: 
(i) measurement of adsorption constants for Ni, Cu, Zn, Cd and Pb sorption by o-Mn02, 
(ii) elucidation of the surface chemistry of o-Mn02, 
(iii) assessment of the applicability of the surface complexation approach to describe 
sorption data 
(iv) predicting the partitioning of Ni, Cu, Zn, Cd and Pb over the solid/solution interface 
in a number of soils collected in the Netherlands. 
In the chapters that follow, the approach followed in this endeavour is outlined. Chapters 2, 
3 and 4 describe the potentiometric determination of surface complexation parameters for o-
Mn02. Chapter 5 discusses the construction of a chemical equilibrium model to predict metal 
partitioning on a number of field soils. The modelling results are presented in chapter 6 while 




A surface protonation model for 6-Mn02 
This chapter describes the protonation study carried out to determine surface acid/base 
parameters for o-Mn02• The preparation, characterization and potentiometric procedure is 
discussed. Experimental results are shown and the reproducibility obtained is discussed. 
Consideration is then given to the determination of surface protonation constants. 
2.1 Materials and methods 
All reagents were used from the container without further purification. KOH (0.1 M) and 
HN03 (0.1M) were prepared from Merck Titrisol ampoules with boiled-out glass distilled 
water. The 0.1 M KOH and 0.5 M KN03 (Merck GR) background electrolyte solution were 
prepared using boiled-out glass distilled water in a glove box under N2 atmosphere. KOH 
solutions were stored in N2 flushed polyethylene bot~les fitted with Metrohm glass transfer 
units and self-indicating 11 Carbosorb11 C02 traps. Reagent storage bottles were attached to 
Metrohm Dosimat exchange units. At no point were these reagents exposed to air. 
KOH and HN03 was standardized against potassium hydrogenphthalate and sodium 
tetraborate respectively (Vogel, 1981). 
2.1.1 Preparation of Mn02 
Manganese dioxide was .prepared according to the 11 redox 11 method suggested by Stroes-
Gascoyne et aL (1987). Manganese dioxide forms .according to the reaction 
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3Mn2 ... + 2Mn04: + 2H20 ,..5Mn02 + 4H .... 
b-Mn02 was prepared by dissolving 5.2 g Mn(N03) 2.4H20 (SAARCHEM, AR) in 900 cm
3 
deionized, glass-distilled water. To this, a 100 cm3 premixed solution of 2.2 g KMn04 (May 
and Baker) and 1.6 g KOH (SAARCHEM, AR) was added from a fast dripping burette. A 
dark brown to black precipitate formed immediately. The solution was stirred continuously 
during the addition. Stirring of the covered solution was continued for one hour. Stirring 
was discontinued and the suspension was allowed to settle out (ca. 30 minutes). Excess 
supernatant was removed by suction. 
The concentrated suspension was transferred to glass centrifuge tubes and centrifuged for 20 
minutes. The supernatant was decanted, distilled water was added to the tube and the solid 
was resuspended by shaking the tube. After each decantation the conductivity of the 
supernatant was measured and compared with that of a lxl04 M KN03 solution. After four 
cycles of washing and centrifuging a conductivity of twice the lx104 M KN03 solution was 
obtained. However, at this stage the background electrolyte level was so low that the 
suspension stayed in a dispersed state even after prolonged centrifuging. The washed 
suspension was transferred to a round bottom flask and the volume was made up to 1000 dm3 
with distilled water. The conductivity of the suspension was approximately a factor of four 
lower than that measured for the lxl04 M KN03 solution. The suspension was stored in a 
stoppered round bottom flask with constant stirring, using a Teflon coated magnetic stirrer 
bar. 
The concentration of b-Mn02 solid was determined by transferring six 20.0 cm3 aliquots of 
suspension into six pre-weighed glass vials. Supernatant was removed by drying in a vacuum 
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oven at 90°C for 48 hours. The vials were removed and transferred into a desiccator 
containing silica gel as desiccant. The vials containing the dried solid were weighed again 
and the difference in mass yielded the amount of solid present in a 20.0 cm3 aliquot of 
suspension. A solids concentration of 1.75 ± 0.0082 g.dm-3 was obtained. 
2.1.2 Characterization of Mn02 
Brunauer-Emmet-Teller (BET) analysis of N2 sorption data and X-Ray Diffraction analysis 
were employed to characterize the Mn02 sample_ The results obtained from each technique 
are summarized below. 
2.1.2(a) Brunauer-Emmet-Teller (BET) surface area determination 
BET surface area determinations were carried by the Department of Chemical Engineering 
of the University of Cape Town. Samples submitted for BET analysis were dried beforehand 
in a vacuum oven at 90°C for 48 hours and homogenized using an agate mortar and pestle. 
Prior to BET analysis, samples were outgassed at l20°C for 12 hours. BET analysis of N2 
adsorption data yielded a surface area of 331 m2.g-1• This corresponds well with values 
reported by other workers (Fu et al., 1991; Catts and Langmuir, 1986). It is also in the range 
found by Stroes-Gascoyne using copper adsorption maxima data (Stroes-Gascoyne et al., 
1987). 
The gas adsorption isotherms (c.f. Figure 2.1) obtained showed marked hysteresis and 
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Figure 2.1 Example of a typical N2(g) adsorption isotherm obtained for b-Mn02• 
(Sing, 1985). This type of isotherm is associated with. capillary condensation taking place in 
mesopores, that is, pores ranging from 2 nm to 50 nm in width (Sing, 1985). The idea that 
b-Mn02 is a porous solid has been put forward by a number of workers (Manceau, 1992a,b). 
2.1.2(b) X-Ray Diffraction (XRD) analysis 
Manganese dioxide suspension was dried for 48 hours at 90°C in a vacuum oven. The dried 
solid was ground to a powder using an agate mortar and pestle. XRD analysis was carried 
out using CuKa radiation (A. = 1.542 A) on a Philips diffractometer. The resulting XRD 
pattern is shown in Figure 2.2. The pattern is indicative of an amorphous solid. The peaks 
at d=2.44 A and d=l.44 A are indicative of b-Mn02 (McKenzie, 1989). 
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Figure 2.2 X-Ray diffraction pattern for the manganese dioxide used in this study. 
2.1.3 Measuring [H+] 
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Hydrogen ion concentration was measured using a glass electrode and a calomel reference 
electrode (Metrohm). A common deficiency in reported equilibrium constant determination 
studies is. the improper calibration of the pH meter (May et al., 1982; Martell et al., 1988). 
This stems from a failure to appreciate that pH (or _hydrogen ion activity) cannot be measured 
explicitly. In studies aimed at measuring equilibrium constants, the variable of interest is 
hydrogen ion concentration, [H+], instead of hydrogen ion activity. 
Hydrogen ion concentration is calculated from EMF readings using the Nernst equation: 
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E = E const - sLog[H+] · · · · · · · · · · · · · · · · · · (2.1) 
• 
I 
where Econst and s are the electrode intercept and slope respectively. The parameter Econst 
incorporates electrode potentials, liquid junction potential effects and activity coefficients. 
In order to measure [H+] accurately, a thorough electrode calihraticin regime should be 
followed to obtain values for Econst and electrode slope s. Three approaches are possible. 
First, the EMF values measured in two or three standard buffer solutions may be plotted 
against buffer pH. From this curve the slope s may be calculated and Econst may be obtained 
by extrapolating the curve to pH of zero. However, this procedure is inappropriate because 
of the difference in buffer and test solution ionic strengths. 
Second, a strong acid - strong base titration may be carried out at the ionic strength of the 
test solution. Log[H+] can be calculated from the proton mass-balance and the slope s can 
be taken as the Nernstian value of 59.16. Extrapolation of the resulting straight line to 
-Log[H+] zero then yields the value for Econst. This method suffers from the following 
limitations (Linder et a!., 1984): 
(i) small errors in poorly buffered solutions become very significant, 
(ii) glass electrodes do not behave well in alkaline regions because they are 
somewhat sensitive to alkaline metal ions, and 
(iii) at low pH acid effects upon liquid junction potentials becomes significant. 
Limitations (ii) and (iii) are usually included in the value of Econst by making the assumption 
that these effects stay constant. Limitation (i) is illustrated in Figure 2.3, which shows a plot 
of measured and calculated EMF values, in millivolt, against -Log[H+], which was obtained 
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by sol~ing the proton mass-balance at each titration point of a strong acid - strong base 
titration. The points denoted by 0 represent EMF values which were calculated by the Nemst 
equation with the value for E""nst determined by extrapolating to -Log[H+] = 0 and the 
Nernstian slope of 59.16. The points denoted by +show EMF values measured during the 
course of the titration. It is obvious that Nernstian behaviour is observed only in very limited 
ranges of [H+] ( -Log[H+] = 2 to 3 and -Log[H+] > 11). A more appropriate calibration 
procedure would be one which provides usable titration points in the Log[H+] region of 3 to 
11 in which most titrations are performed. 
• 
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Figure 2.3 Theoretical (D) and measured ( +) EMF values for a strong acid - strong base 
titration as a function of -Log[H+], calculated from the proton mass-balance. 
This may be accomplished by titrating a known concentration of a weak acid or base at the 
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ionic strength of the test system. This method overcomes liquid junction effects arising from 
differences in ionic strength between the calibration and test solutions and it provides a wider 
buffered region and thus usable titration points in the -Log[H+] range 3 to 11. 
The calibration procedure followed in this work consisted of 2 steps. First, the Nernstian 
behaviour of the glass electrode was checked using three buffer solutions (Radiometer buffers 
4.01, 7.00 and 9.18). EMF was plotted against buffer pH. A deviation of less than 5% from 
the theoretical Nernstian value was deemed to be acceptable. Second, a known amount of 
glycine was weighed out into a titration vessel and dissolved in 20.0 cm3 0.1 M KN03• The 
solution was titrated with a standardized 0.1 M KOH solution containing 0.1 M KN03• 
Titration data, which consisted of volume of titrant ( cm3) and EMF readings (millivolt) were 
used as input into ESTA (May et a/. 1985; 1988), a programme which allows the 
simultaneous determination of equilibrium constants and electrode parameters. From the 
titration data collected, glycine protonation constants and electrode intercept, Econst, were 
determined. The theoretical Nernstian slope of 59.16 mV/pH was used. The agreement 
between glycine protonation constants determined here and those published in the literature 
(NIST, 1989) were taken as a measure to assess the quality of the electrode parameters. For 
all calibration titrations, differences in the order of 0.05 log units for Log f3's were obtained. 
Titrations were carried out in duplicate or until the difference in Econst calculated from the 
different titrations were less than 0.2 mV. 
Due to the fact that this calibration procedure is time consuming, a single point calibration 
was also performed at the time of electrode calibration. This consisted of measuring the EMF 
of a 0.1 M HN03 solution at 25°C containing 0.1 M KN03• This single point calibration 
-
• • • 
• • 
2-9 
point is denoted as Eacidca1• This exercise was repeated before each subsequent titration to 
obtain Eacidexp which was then used to adjust Eca1ronst to yield Eexpronst. Implicitly the assumption 
is made here that the electrode response to change in [H+] (i.e. the slope) remains constant. 
2.1.4 Assessing the influence of the suspension effect 
The suspension effect refers to the difference in pH observed between a suspension and its 
supernatant (Jenny, 1950; Bates, 1964). This effect implies that accurate (H+] determination 
is not possible in a suspension. The presence of this effect was assessed using the method 
used by Jenny to illustrate it. EMF was measured with the electrodes in the suspension under 
constant stirring. Stirring was discontinued and the suspension allowed to settle out. The 
electrodes were lifted so that they were in contact only with the supernatant. A drop in EMF 
of approximately 0.4 m V was observed. However, this drop corresponds well with the 0.6 
m V drop observed in an 0.1 M HN03 solution upon discontinuation of stirring. The same 
result was obtained after the addition of 1 cm3 0.1 M KOH to the suspension, indicating that 
the effect is also not observable at high pH. It may thus be concluded that no evidence of 
the suspension effect was found. 
2.1.5 Alkalimetric titration of b-Mn02 
20.0 cm3 aliquots of the b-Mn02 suspension was transferred from the stock solution to a 
jacketed Pyrex titration vessel using a calibrated pipette. Using a Metrohm Dosimat 665 auto 
burette, 5.00 cm3 0.5 M KN03 background electrolyte was added to ensure a background 
electrolyte concentration of 0.1 M. This resulted in an initial solids concentration of 
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1.40 g.dm-3• The system was allowed to reach thermal equilibrium at 25°C while being 
continually stirred with a magnetic stirrer and Teflon coated stirrer bar. An inert atmosphere 
in the titration vessel was ensured by a constant flow of pre-wetted, high purity nitrogen gas. 
The gas was bubbled through a 50% KOH solution to remove C02 and Fiesser's solution 
(Vogel, 1989) to remove 0 2• 
Once thermal equilibrium had been achieved, the suspension was titrated with standardized 
potassium hydroxide (approximately 0.1 M) containing 0.1 M KN03• KOH was added in 
0.02 cm3 increments using a computer controlled Metrohm Dosimat 665 Automatic burette. 
An increment of base was added once EMF drift was less than 0.2 m V per 600 seconds or 
after 1200 seconds (20 minutes), whichever condition was satisfied first. This condition is 
similar to that employed by other workers (Fu et aL, 1991) but slower than that employed by 
Catts and Langmuir (1986), who employed an equilibration criterium of .!\pH s 0.01/minute 
or 2 minutes. Ronngren et al. (1994), in their studies of the surface reactions of sulphide 
systems accepted an EMF drift of 0.6 mV/hour. EMF was monitored with a Radiometer 
pHM 64 pH meter. 
A titration of 20.0 cm3 supernatant, collected over a 0.22 fl membrane filter (Millipore) was 
also performed under exactly the same conditions as for the suspension titrations. 
2.2 Data Treatment 
Experimental data consist of EMF readings (mV) and volume titrant (cm3) added to the 
titration vessel. EMF readings were converted to pH through the Nernst equation (eq. 2.1), 
• -• 
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which rearranges to 
E - E cons/ 
s 
= -Log [H +] • . . . . . . . . . . . . . . . • . (2.2) 
Total hydrogen ion concentration, T H• at each titration point was calculated using equation 
2.3: 
where 
Cacid = molar concentration of acid 
Cbase = molar concentration of base 
Vacid = volume of excess acid added at start of titration 
V0 = volume of suspension at start of titration 
vi = volume acid added at each titration point 
A dilution factor Di, which takes into account concentration changes at each titration point 
due to the volume change resulting from titrant addition was calculated according to 
...................... (2.4) 
Serial data for T Hi• log[H+] and Di, obtained from equations 2.2, 2.3 and 2.4 were used as 
input data in the programme FITEQL version 3.1 (Herbelin and Westall, 1994). A detailed 
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description of the application of FITEQL to the experimental data is given in paragraph 2.4. 
2.3 Potentiometric results and discussion 
A typical alkalimetric titration curve obtained for the b-Mn02 suspension is shown in Figure 
2.4. On the same graph, an actual supernatant titration curve is compared with a theoretical 
































Figure 2.4 Acid-base titration curves of b-Mn02 suspensions and an actual supernatant 
titration (0) compared with a theoretical blank titration (-). 
Titrations usually took in the order of 16 hours to go to completion. The equilibrium criterion 
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of ~MFs1.2 m V /hour was not satisfied at all points. The points concerned occurred mostly 
in the region 6 < pH < 8. It was generally observed that the EMF reading drifted slowly 
towards the more acidic region. This immediately ruled out a leaking burette tip since 
titrations were carried out with alkali. 
A number of possible reasons may be forwarded for the observed drift. First, it may be that 
the proton exchange reaction is very slow and therefore not complete within 20 minutes. This 
has been postulated by other workers (Murray, 1974). Onada and de Bruyn (1966) and 
Berube et al. (1967) provides evidence for a two-step process. According to these workers, 
adsorption of protons consists of a fast, nearly instantaneous adsorption reaction followed by 
a slow reaction. From their studies on proton and tritium exchange kinetics on a-Fe20 3 
(goethite) precipitates, they found that the slow step could take as long as ten days to reach 
equilibrium. They ascribe the slow step to diffusion of the proton into or out of the solid 
through an ordered (or goethite like) hydrated layer which exists between the aqueous phase 
and the bulk goethite phase. However, in a similar study using Ti02, tritium exchange studies 
did not support the diffusion mechanism postulated for goethite (Berube and de Bruyn, 1968). 
Second, an interaction between the manganese dioxide suspension and the glass and/or 
reference electrode(s) may be occurring. It is known that adsorption at the electrode glass 
membrane or at the reference electrode liquid junction will cause sluggish electrode response 
(METROHM Monographs). This was examined by adding an aliquot of base to the 
suspension at ionic strength of O.lM without the electrodes present. Electrodes were kept in 
a thermostatted vessel from which they were transferred to the titration vessel containing the 
suspension. EMF was monitored for 3 minutes and electrodes were removed and inserted in 
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the background electrolyte solution. The process was repeated after a few minutes and EMF 
' was monitored for 3 minutes. This was repeated a number of times. It was observed that the 
EMF reading after each 3 minute monitoring event showed a drift towards the more acidic 
region. Thus, it may be concluded that the drift is a result of processes occurring in the 
system and not simply electrode effects. 
Third, the observed drift may be caused by the dissolution of the b-Mn02 solid phase as pH 
is increased. This, however, may be discounted based on results reported by Murray (1974), 
who did not observe any Mn2+ release in samples with pH above 3.5. In a solution with pH 
2.45, Mn2+ release was observed only after approximately 200 hours. In the present titrations, 
the starting pH was in the region of 3. However, the system remained at this low pH for a 
short time compared with the 200 hours needed for significant dissolution to occur and it is 
therefore highly unlikely that any dissolution of the solid occurred. 
The effect of the observed drift would manifest ·itself as a systematic error in the values of 
calculated adsorption constants (Martell and Motekaitis, 1988). Since the drift here is towards 
the more acidic region, it may be expected that calculated surface aCidity constants will 
underestimate the true values. The magnitude of this underestimation is, however, unknown. 
The reproducibility achieved between the different titrations should also be discussed. Figure 
2.5 shows the variability observed between the different titrations. The figure should be 
interpreted as follows: 
theY-axis represents ApH, which is defined as pHntrationi- pHntrationi• with i < j, while the X-
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axis represents T8 in mol.dm·
3
• A value of ApH < 0 indicates that titration i, at a 
corresponding T8 , had a lower pH than titration j (or put differently, consumed more base 
than titration j to reach a given pH). A value of ApH > 0 indicates that titration i had a 
higher pH than titration j at a corresponding T8 (i.e titration i consumed less base than 
titration j to reach a given pH). 
From Figure 2.5 it is evident that (i) ApH increases with amount of base added, (ii) all 
titrations, with the exception of titration 6, lie within 0.2 pH units of each other, (iii) titrations 
5 and 6 required more base to reach a given pH than titration 4 and titration 8 required less 
base than the other titrations to reach a given pH. There is no apparent pattern in the 
observed variability. Murray (1974) noted that alkalimetric titrations of an aged sample of 
6-Mn02 needed approximately 10 - 15% less base to reach a given pH. The observation that 
ApH involving titration 8 is negative indicates that for a given T8 , titration 8 had a higher pH 
than any of the other titrations. This observation may be indicative of a certain degree of 
aging. However, the fact that ApH between titration 6 and titration 8 is more negative than 
·. ApH between titration 8 and titration 4 does not support this. Titration T8 was recorded 45 
days after titration 6 and 60 days after titration 4. Thus, one would've expected the 
difference between titration 4 and titration 8 ·to be larger than the difference between titration 
8 and titration 6. It may thus be concluded that the surface characteristics of the solid did 
not change over the period covered by this study. This result is similar to findings by Stroes-
Gascoyne et al. (1987) who found that a 6-Mn02 sample prepared according to the redox 
method did not change its surface characteristics, even after storage of four years. 
Other possible reasons for the observed variability may be put forward. These include (a) non-
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Figure 2.5 Variability observed for base titrations of b-Mn02• 
uniform intervals between addition of successive titrant increments and (b) variability in the 
amount of suspension transferred to the titration vessel titration. Reason (a) may be 
discounted since all titrations followed the same time profile. Reason (b) is a strong 
candidate, although the determination of solids concentration showed that, for 6 
determinations, a coefficient of variation of less than 1% was obtained. 
With the data available here, it is not possible to determine the cause(s) of the observed 
variability amongst the alkalimetric titrations. It is also difficult to assess whether or not the 
observed variability is similar to that observed by other workers since it is not usually 
mentioned or discussed in papers. However, an estimate of reproducibility may be obtained 









be explained as follows. PZC determinations using potentiometry consists of a series of 
alkalimetric or acidimetric titrations being performed at different background electrolyte 
concentrations. Under ideal conditions, such as a fully indifferent electrolyte, no hysteresis 
and constant surface composition etc., a sharp common intersection point should be observed 
which is then identified as the PZC (Lyklema, 1991). However, workers who have used this 
technique to determine the PZC for manganese dioxide reported values with a 0.2 to 0.3 log 
unit error estimate. Morgan and Stumm (1964) found a PZC of 2.8 ± 0.3; Catts and 
Langmuir (1986) obtained a value of 2.3 ± 0.2 and Balistriery and Murray (1982) found the 
PZC to be 1.5 ± 0.2. If the reported PZC's are interpreted as being average values ± one 
standard deviation, they may serve as an indication that variability in the order of 0.2 to 0.3 
pH units was observed. 
These results are similar to results obtained by Berube and de Bruyn (1968), in their 
investigation of adsorption at the rutile/solution interface. They observed a variability of 
approximately 10% in measurements made under identical conditions but on different samples 
of rutile precipitate. Furthermore, they found a variability in the PZC determined for this 
solid in the order of 0.1 pH units. All these facts taken together suggest that the variability 
observed in the current work is similar to that which had been observed by other workers. 
Surface charge density was determined by calculating the difference in [H+] between the 
supernatant and suspension titration curves for a given T w The true and theoretical blank 
titrations correspond closely (c. f. Figure 2.4). The discrepancies that do exist between the 
curves may be a result of the non-ideal behaviour of glass electrodes in poorly buffered 
solutions, as shown in Figure 2.3 or the presence of carbonate in the supernatant. However, 
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in the light of the variability observed for the suspension titrations, it was decided that the 
agreement between the theoretical blank and actual blank titrations was close enough to 
approximate the supernatant titration curve by the theoretical expression 
K 
TH, = [H+]supn,i - w •••• • • • • • • • ••• • • • (2.5) 
[H +]supn,i 
For the suspension, we can write 
Equations (2.5) and (2.6) may now be combined to yield equation (2.7) and {[=SOH2+] -
[ eso-n may be calculated. 
At high pH, it may be assumed that [=SOH/]= 0. Thus, at high pH equation (2.8) may be 
used to estimate the total concentration of titratable surface sites. The maximum titratable 
surface site concentration as determined from equation (2.7) is 4.1x10-3 mol.dm-3 at pH 11 
(see Figure 2.6). 
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Figure 2.6 Maximum binding site concentration as calculated with equation 2. 7 using data 
from titration 4. 
commonly reported for hydroxides (Schindler and Stumm, 1987). The value is slightly lower 
than the 8.1 reported by Fu et al. (1991) and substantially lower than the values of 18 to 21 
obtained from tritium exchange studies (Balistriery and Murray, 1982; 'Catts and Langmuir, 
1986). This may be an indication that there are hydroxyl groups present which are accessible 
in tritium exchange experiments but which are not titratable under the conditions (i.e. pH 
range and equilibration times) employed in. the titration experiments. 
At pH = 8, a value of -66.uC.cm·2 was obtained for surface charge density (see Figure 2.7). 
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Figure 2. 7 Charge density (uC.cm-~ vs pH from the three most reproducible alkalimetric 
titrations. 
1=0.1M. Other values available in the literature are: -35,uC.cm·2 (pH 8, 1=0.01.M) reported 
by Fu et al. (1991) and -40,uC.cm·2 (pH 8, 1=0.01M) by Catts and Langmuir (1986). 
2.4 Surface protonation constant determination 
Protonation constants were determined using the non-linear optimization programme FITEQL 
version 3.1 (Herbelin and Westall, 1994). FITEQL is an iterative optimization programme 
which allows the optimization of a number of specified parameters. The Goodness of Fit of 
a given model is given by, WSOS/DF, which is the weighted sum of squares divided by the 
degrees of freedom of the problem. WSOS/DF values between 0.1 and 20 is indicative of 
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good agreement between model and experiment. Input data consisted of (a) Total hydrogen 
ion concentration (T~ in mol.dm-3, (b) the logarithm of free hydrogen ion concentration, 
log[H+], (c) dilution factors and (d) mass of solid in g.dm -3• Parameters to be optimized were 
adsorption constants and surface site concentration. In order to select the best model, 
constants and binding site concentrations were determined on a titration by titration basis. 
Once the best model was selected, best estimates for adsorption constants and binding site 
concentrations were determined by lumping all titrations in one input file. 
An important input parameter for FITEQL is the error estimates assumed for Log[H+] and T" 
since the value of the Goodness of Fit parameter and standard deviations of adsorption 
constants depend on these estimates (Dzombak and Morel, 1990). In this study, it was 
decided to use FITEQL's default error estimates for TH and Log[H+]. For TH, FITEQL 
assumes a relative error of 0.01 (i.e. 1 %). and an absolute error of 10-6 M. For Log[H+], a 
relative error of 0.023, which is equivalent to 0.01 pH unit, is assumed. The relative error 
· assumed for Log[H+] may be criticised as being too small, especially seen in the light of the 
variability observed between replicate titrations. However, it should be kept in mind that the 
variability between replicate titrations does not reflect the accuracy of EMF readings (and 
therefore [H+]), but the precision. A better estimate or reflection of the accuracy may be 
obtained from the electrode calibration procedure followed. As was shown in paragraph 2.1.3, 
the excellent agreement (±0.05 log units) between glycine protonation constants determined 
during the calibration procedure with published constants indicates that electrode parameters 
are accurately known. There is thus little reason to doubt the accuracy of Log[H+]. 
Two reaction schemes were postulated in an attempt to explain experimental data. The first 
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scheme assumed an ideal surface covered with chemically equivalent surface hydroxyl groups 
(denoted by =XOH) and allowing the existence of three surface species, viz. =XOH, =Xo-
and =XOH2 +. This is the classical single site 2 pK approach which has been applied to 
sorption data by a number of workers (see e.g. Dzombak and Morel, 1990). The second 
scheme evaluated took surface heterogeneity into account. It consisted of two types of 
surface sites (denoted as =XOH and =YOH) and allowing six surface species viz. =XOH, 
=XO-, =XOH/, =YOH, =YO- and =YOH/ to form. 
Model selection was based on (i) the value of the goodness of fit parameter WSOS/DF, (ii) 
the standard deviations of calculated Log K's, (iii) Ockham's razor and (iv) visual comparison 
of plotted modelling results with experimental data. Thus, the best model was one which 
described experimental data best on (i) a statistical basis (as expressed by WSOS/DF) and (ii) 
a visual basis (based on comparison of experimental and calculated titration curves), using 
the smallest number of adjustable parameters to achieve the best fit. 
2.5 Modelling results and discussion 
2.5.1 Homogeneous surface assumption: 
' The first reaction scheme evaluated was 
FITEQL failed to solve the mass balance equations for this model. Surface site concentration 
[=XOH] and Log K for reaction =XOH -.. exo- + H+ converged but Log K for the 
diprotonated surface species failed to converge. This failure to converge may be caused by 
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the concentration of eXOH2 + being too small. 
According to previous studies (Stumm and Morgan, 1964; Murray, 1974; Balistriery and 
Murray, 1982; Catts and Langmuir, 1986; Stroes-Gascoyne eta/., 1987; Zasoski and Burau, 
1988; Fu eta/., 1991), b-Mn02 has a PZC in the region of pH 1.5 to pH 3. This is supported 
by Figure 2.6, which shows that the b-Mn02 used in this study is negatively charged at pH 
values of approximately 3. This points to a PZC below 3. It may thus be deduced that 
positively charged sites will be present at significant levels only at pH values close to or 
below the PZC. No data points were collected below pH 3.2. Therefore, the present data set 
cannot be used to calculate Log K for the species =XOH2 + since this species is not expected 
to be present at significant levels in the pH range investigated. 
Optimization was successful with the reaction =XOH + H+ ,.. eXOH2 + discarded. 
Optimization results are listed in Table 2.1. Figure 2.8 shows a comparison of experimental 
and model results. The Goodness of Fit indicator, WSOS/DF and the visual comparison in 
Figure 2.8 shows that this model is not successful in describing experimental data. The 
binding site concentration of approximately 4.5 sites.nm·2 determined by this model is also 
lower than the 6 sites.nm·2 obtained from Figure 2.6. 
A direct comparison of results listed in Table 2.1 with literature values is not possible since 
only two studies in which constants were determined could be identified from the open 
literature. In these studies (Catts and Langmuir, 1986;. Fu et a/., 1991), the Triple Layer 
Model was used to derive adsorption constants. However, Pretorius eta/. (1996) recomputed 
diffuse double layer constants from these publications. For the work published by Catts and 
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Langmuir, Log K for the reaction =XOH ,.. =XO· + H+ was found to be -2.65 with a binding 
site concentration of 3 site.nm·2 (used BET surface area of 290m2.g-1). Similarly, for Fu et 
al., values of -2.61 and 3 site.nm·2 (used BET surface area of 296m2.g"1) was obtained. 
Goodness of Fit parameters were 100 and 91 respectively, using default FITEQL error 
estimates. These results indicate that the Log K's and fits. obtained are quite similar to that 
obtained in this work. The discrepancy in binding site concentrations stems from the different 
pH ranges employed by the different workers. The results obtained for the data of Catts and 
Langmuir and Fu et al. also indicate that the homogeneous surface model is not appropriate 
for the description of b-Mn02 alkalimetric titration data. Thus, modelling experimental data 
with a heterogeneous surface model was attempted. 
Table 2.1 Proton sorption parameters as determined with the 1 site sorption model. 
Parameter Titration 4 Titration 5 Titration 6 Titration 8 
Log K 1 (=XO") -2.37 -2.38 -2.36 -2.47 
OLogK 0.013 0.013 0.013 0.013 
[XOH](mol.g"1) 2.465x10"3 2.460x10"3 2.452x10"3 2.414x10"3 
O(XOH) 5.695x10-6 5.729x10-6 6.016x10-6 5.767x10-6 
Sites.nm·2 4.5 4.5 4.5 4.4 
WSOS/DF 62.8 68.0 65.3 62.9 
Data points 69 61 51 59 
pH range 3.19-11.48 3.19-10.47 3.20-10.08 3.20-10.43 
2.5.2 Heterogeneous surface assumption: 
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Figure 2.8 Comparison between calculated (D) and experimental ( +) protonation results, 
using the 1 site surface model. 
However, this model failed to converge. As in the case of the single site model· with 
diprotonated surface species, Log K for =XOH2 + failed to converge. Log K's for the other 
species stabilized as did the concentrations for =XOH and = YOH. The explanation for the 
observed failure to converge is the same as that given in the homogeneous surface model. 
The most successful reaction scheme was obtained by discarding the =XOH2 + species from 
the two site model. Optimization results for this model are summarized in Table 2.2. Figure 
2.9 shows a comparison of model results with a typical experimental titration curve. The 
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success of the multi-site model in describing experimental results is reflected in the low 
WSOS/DF values obtained for all titrations. The visual comparison shown in Figure 2.9 
endorses the low WSOS/DF values. This model calculates binding site densities as being 
between 5.3 and 5.7 sites.nm-2• These values correspond closely to the site density 6 sites.nm-2 
calculated from alkalimetric titrations. 
Application of the heterogeneous model to the data of Catts and Langmuir and of Fu et al. 
was met with mixed success. The model did not converge on the data set of Fu et a! .. 
However, with the constants fixed at the average values listed in Table 2.2 and optimizing 
site concentrations, convergence was obtained. Total binding site concentration of 4 sites.nm-2 
was obtained with WSOS/DF = 6. Applied to the data of Catts and Langmuir, the model 
converged with Log K1 = -1.36, Log K2 = -5.10 and Log K3 = 3.04, total binding site 
concentration of 4 sites.nm-2 and WSOS/DF = 0.4. These results indicate that the 
heterogeneous surface model is a significant improvement over the homogeneous surface 
model case. 
The concept of different classes of surface hydroxyl groups has been proposed and illustrated 
by a number of workers for a variety of solids (see for example: Contescu et al., 1993, 1994; 
Schindler and Stumm, 1987; Barrow, 1993; Hiemstra et al., 1989; Rustad et al., 1996). The 
explanations given are all based on the coordinative environments of metal ions and surface 
hydroxyl groups in hydrated surfaces. Surface hydroxyls may be present as bridging and 
terminal groups and metal centres may be coordinated with two or more hydroxyls. Since 
none of the studies mentioned were carried out on manganese dioxide, the results cannot be 
presented as proof for the validity of the heterogeneous surface model proposed here. They 
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do, however, indicate that the assumption of surface heterogeneity is justified. 
Table 2.2 Proton sorption parameters as determined with the 2 site sorption model. 
Two site model Titration 4 Titration 5 Titration 6 Titration 8 Best 
estimates 
Log K1 ( sXO") -1.23 -1.20 -1.28 -1.34 -1.27 
aLosK 0.031 0.035 0.037 0.035 0.017 
Log K2 (=YO") -6.42 -5.90 -5.75 -5.89 -5.99 
OLogK 0.070 0.066 0.082 0.069 0.035 
Log K3 ( = YOH/) 3.67 3.45 3.46 3.51 3.52 
aLo8 K 0.055 0.065 0.075 0.071 0.033 
[XOH](mol.g"1) 2.338x10"3 2.231xto·3 2.259x10"3 2.186x10"3 2.23lx10"3 
O[XOHJ 1.637xl0·
5 1.751x1o-s 2.142xlo-s 1.866xlo-s 9.067x10-6 
[YOH](mol.g"1) 7.82lx104 7.735x104 7.386xl04 7.464x104 7.656x104 
O(YOHJ 1.937xlo-s 1.709xl0·
5 2.000xlo-s 1.797x10·5 9.102x10-6 
Sites.nm·2 5.7 5.5 5.5 5.3 5.5 
WSOS/DF 1.1 0.7 0.6 0.7 1.8 
Data points 69 61 51 59 240 
pH range 3.19-11.48 3.19-10.47 3.20-10.08 3.20-10.43 3.19-11.48 
Binding sites belonging to different chemical classes may also be rationalized in terms of 
what little information on the structure of b-Mn02 is available. Man~eau et al. (1992a,b), 
based on XANES and EXAFS studies, express the opinion that b-Mn02 should be pictured 
as a "3-D (O,OH) framework where cubic and hexagonal close-packing arrangements alternate 
at random and where octahedral sites are randomly filled, but where two adjacent Mn(O,OH)6 
octahedra cannot share faces". According to these workers, the b-Mn02 structure "probably 
consists of a mosaic of single and multiple octahedral chains having variable length and 
width". They provide evidence which links the b-Mn02 structure with the Todorokite tunnel 
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Figure 2.9 Comparison. between calculated (D) and experimental ( +) protonation results, 
using the 2-site surface model. 
reactivity may be expected on the basis of cavities or tunnels, close packing of atoms and 
surface defects. 
A point which should be discussed is the validity of optimizing site concentrations as well 
as adsorption constants simultaneously. From a mathematical point of view, no objection to 
this point can be made. However, to illustrate that the simultaneous optimization of 
parameters does in fact provide the correct answer, the following procedure was followed. 
A hypothetical surface consisting of two classes of binding sites was assumed. Surface 
protonation constants and site concentrations were entered in MINTEQA2 and a alkalimetric 
titration curve was synthesized. The alkalimetric curve was used as input in FITEQL and 
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adsorption constants and binding site concentrations were simultaneously determined. Results 
are listed in Table 2.3. 
The results indicate that the optimization procedure was successful in determining the 
parameters which were used to synthesize the data set. A discrepancy does exist between the 
"known" constants and the optimized values. However, seen in the light of factors such as 
numerical inaccuracy and loss of significance figures in the two calculation steps which were 
involved, the result is satisfactory. 
Table 2.3 Agreement between known and optimized values. Optimized values were obtained 
by applying FITEQL to a data set synthesized by MINTEQA2 using the known parameter set. 
Parameter Known values Optimized values 
Log K1 -1.90 -1.79 
Log K2 -4.30 -4.19 
Log K3 2.50 2.41 
[XOH] (gil) 2.231x10-3 2.236x10-3 
[YOH] (gil) 7.656xl0-4 7.574xl04 
Further evidence which supports the approach followed here is provided by results obtained 
for the protonation properties of Hydrous Ferric Oxide (HFO). Results listed in Appendix E 
are in excellent agreement with the surface protonation constants determined by Dzombak and 
Morel (1990). HFO surface site concentration is similar to values found by other workers, 
as summarized by Dzombak and Morel. 
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2.5.3 Binding site speciation 
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Figure 2.10 Surface speciation as a function of pH as predicted by the 2-site 3-surface 
species protonation model. 
All species are present at levels of 25% or higher of total site concentration. This provides 
further confidence in the proposed model. The dominant site over the pH range investigated 
is =:xo·. ==YOH and ==YOH/ are the dominant second site species in the lower pH range. 
==Yo· becomes significant from pH 6 onwards. The relative abundance of site 1 over site 2 
has probably led previous workers to postulate the existence of only one type of surface site. 
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2.6 Conclusion 
The acid/base behaviour of b-Mn02 was investigated using potentiometric· titrations. The 
reproducibility achieved in these titrations is comparable to that achieved by others, based on 
reported errors in PZC determinations. The assumption of a surface consisting of sites of 
equivalent chemical reactivity (classical homogeneous surface approach) failed to reproduce 
the potentiometric data. Only by assuming a surface consisting of variable chemical reactivity 
could the potentiometric results be explained. The existence of non-equivalent surface sites 
is supported by data available for other solids as well as by (albeit limited) structural data for 
b-Mn02• The possibility that the heterogeneous surface model is an artefact of experimental 
error can be discounted since it was shown, by using a synthetic data set, that the modelling 
procedure is capable of reproducing the parameters used to create the synthetic data set. The 
successful determination of surface protonation parameters for Hydrous Ferric Oxide provides 
further support for the experimental and modelling procedure employed in this work. 
A test of the applicability of the proposed heterogeneous surface model will be its ability to 
provide an interpretation of metal adsorption data consistent with the alkalimetric model. This 
is described in the next section. 

Chapter 3 Adsorption of Ni, Co, Zn, Cd and Pb by 
6-Mn02 
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In this chapter, potentiometric results obtained from alkalimetric titrations of systems 
consisting of b-Mn02 suspensions and metal ion are presented and discussed. Following this, 
the determination of adsorption constants from the potentiometric results is presented and 
discussed. 
3.1 Experimental 
Metal stock solutions were prepared using boiled out distilled water containing 0.5 mol.dm-3 
KN03 (Merck GR) background electrolyte, using the nitrate salts of nickel, copper, zinc, 
cadmium and lead (all Merck Pro Analysi). Stock solutions were standardized titrimetrically 
against EDTA (Vogel, 1981). Stock solution concentrations are listed in Appendix C. 
Solutions were transferred to polyethylene bottles connected to Dosimat exchange units fitted 
with self indicating Carbosorb soda lime C02 traps. The titration procedure followed 
consisted of adding 20.0cm3 suspension to the titration vessel. This was followed by the 
addition of 5.0cm3 of the metal stock solution. The mixture was allowed to reach 25°C under 
N2 atmosphere and constant stirring. Addition of base was started as soon as the suspension 
reached 25°C. 
3.2 Potentiometric results and discussion 
To illustrate that adsorption did indeed take place, typical titration curves obtained in the 
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Figure 3.5 Typical titration curves obtained in the absence (D) and presence ( +) of lead. 
In the presence of metal, titration curves were displaced towards the more acidic region, in 
other words the system consumed more base to reach a corresponding pH on the base titration 
curve than in the absence of metal. The observed shift may be explained in terms of 
competition between metal ions and protons for binding sites as well as the hydrolysis of 
metal ions. The number of protons displaced per mole of metal added to the system, at pH 
4 and pH 6, is shown in Table 3.1. The values shown are averages which were calculated 
using all alkalimetric titration data collected in the presence and absence of metal ions. 
Protons liberated by the adsorption reaction are not only a result of the stoichiometry of the 
adsorption reaction. Rather, it results from competition between metals and protons for 
binding sites. The extent of this competition is influenced by the magnitude of the 
equilibrium constant, or in other words, the magnitude of ~G for the adsorption reaction, 
compared with ~G for protonation. 
Table 3.1. Displacement in titration curve with metal present from titration curve without 
metal present. 
Metal ~THffM@ pH 4 ~THffM@ pH 6 
Ni 1.28 ± 0.13 1.34 ± 0.14 
Cu 1.43 ± 0.12 1.64 ± 0.12 
Zn 1.10 ± 0.10 1.2 ± 0.1 
Cd 0.85 ± 0.11 0.72 ± 0.09 
Pb 1.31 ± 0.14 1.04 ± 0.14 
This in tum is influenced (or determined) by reaction enthalpy MI and the entropy term -T~S. 
Therefore, to use protons liberated per metal ion added, or protons liberated per metal ion 
adsorbed as an absolute measure of the stoichiometry of the adsorption process, is not strictly 
valid. 
The shift in titration curves do have a limiting value, which is equivalent to quantitative 
complex formation. In this case, the number of protons released corresponds to the 
composition of the complexes formed in the whole range of the titration curve (Beck and 
Nagypal, 1990). The number of protons released upon adsorption may be used as an 
indication of the stoichiometry of the dominant species at a given pH, but it should be 
interpreted with care. 
All titrations were carried out in triplicate. Figures 3.6 to 3.10 illustrate the degree of 
reproducibility obtained for each metal. In these figures, ~pH, defined as pHntm i-PHntm i• 












0 0.2 0.4 0.6 
miKOH 
0.8 
o T1-T2 + T1-T4 * T2-T4 
• 
1 1.2 
Figure 3.6 Variability observed for titrations of the Ni - o-Mn02 system as a function of 
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Figure 3.7 Variability observed for titrations of the Cu - o-Mn02 system as a function of 
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Figure 3.8 Variability observed for titrations of the Zn - 6-Mn02 system as a function of 
base added. 
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Figure 3.10 Variability observed for titrations of the Pb - o-Mn02 system as a function of 
base added. 
The observed variability ranges from 0.1 to 0.2 pH units. An exception to this is zinc (Figure 
3.8), where variability of up to 0.4 pH units is observed between titration 1 and the other two 
zinc titrations. However, ignoring titration 1, variability drops to approximately 0.1 pH units. 
Thus, the variability is of the same order as that observed in the protonation studies (Figure 
2.5). 
As was observed for titrations in Chapter 2, no underlying pattern in the variability is 
apparent. In the case of cadmium (Figure 3.9), the sign of ~pH is related to the time elapsed 
between the start and end of the titrations. Although the same equilibrium criterion was used 
for all titrations, titrations did not all proceed according to the same time profile (i.e. time 
elapsed between the start of the titration and point i). This is due to the fact that EMF drift 
was not consistent in the different titrations. 
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Titration 2 was faster than titration 1 by twenty minutes and titration 1 was faster than 
titration 3 by ten minutes. The difference pHTI-PHn is positive, which indicates that titration 
3 consumed more base than titration 2. This is also observed for pHn-PHn· The difference 
pHr1-pHT2 is negative, which indicates that titration 1 consumed more base that titration 2. 
This suggests a trend of slower titrations consuming more base. However, this trend was not 
observed for all metals. 
For nickel (Figure 3.6), titration times could explain the sign of ~pH in two instances (pHTc 
pHTI and pHT2-pHT4), but not pHn-PHT4 • For copper (Figure 3.7), titration 3 was the slowest. 
This could explain the sign of ~pH involving titration 3. However, titrations 1 and 2 took 
exactly the same time to complete and followed the same time intervals throughout, but ~pH 
for these titrations is significant. ~pH for titrations 1 and 3 is the smallest, which shows that 
completion time (and therefore equilibration time) does not play a role. A similar result is 
obtained for lead (Figure 3.10). The situation for zinc was not investigated since the titration 
time profile was not monitored for this metal. 
It may thus be stated that time to completion cannot be used to explain variability between 
titrations. As before, it is not possible to make any statement regarding possible causes of 
the variability observed between titrations. The results do, however, suggest that the observed 
variability does not result from a systematic process but that a random or poorly reproducible 
process is responsible. 
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3.3 Adsorption constant determination 
Metal adsorption constants were determined from the potentiometric titration data using 
FITEQL (Herbelin and Westall, 1994). Adsorption constants were the only parameters which 
were optimized. Total binding site concentration and protonation constants were fixed at the 
values which were determined in the protonation study (Chapter 2). As with the protonation 
study, model selection was performed on a "titration by titration" approach. Best estimates 
for adsorption constants were obtained by using the final model together with all titration 
data. Error estimates used in the FITEQL optimizations are listed in Table 3.2. 
Table 3.2 Error estimates used in metal adsorption model selection. 
Parameter Relative Absolute (M) 
TxoH 0.0245 1x10-
6 
TYOH 0.0238 1x10-6 
T~ 0.01 1x10·6 
TH 0.01 1x10·7 
[H+] 0.023 -
Estimates for errors in binding site concentrations T xoH and T YOH were obtained from the 
standard deviations calculated by FITEQL in the protonation study (Table 2.2). FITEQL 
defaults were used for TH and [H+]. This choice has been discussed in the paragraph on 
protonation constant determination (Chapter 2, paragraph 2.4). Error estimates for TM were 
based on the standard deviations obtained for the standardization of metal stock solutions 
(Appendix C). 
The possible surface species which were considered are (a) ::XOM+, (b) =YOM+, 
(c) =XOMOH and (d) =YOMOH. These species are fundamental to the surface complexation 
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model (Schindler and ·Stumm, 1987). The existence of these species has not been proven 
although evidence has been presented which 'suggests the formation of complexes similar to 
those postulated here (Manceau et al., 1992c; Chisholm-Brause et al., 1990a and 1990b). 
These surface species may thus be viewed as modelling constructs whose only function is to 
describe experimental data. Surface precipitation processes were not considered. Equilibrium 
simulations of the experimental systems, excluding Mn02, indicated that, at the starting pH 
of each titration, no positive saturation indices, which would be indicative of supersaturation, 
were observed. 
Surface species were then used in FITEQL to reproduce experimental data. The strategy 
followed was a 11 bottom up11 strategy, i.e. models were built from the most simple to more 
complicated. Based on results obtained from the simple models, additional surface species 
were postulated to improve the agreement between model and experiment. 
Each model also included solution phase reactions. - These reactions consisted of metal 
hydrolysis reactions as well as reactions between background electrolyte ions and metals. The 
constants employed in the model were corrected to an ionic stren~h of 0.1 M, using 
MINTEQA2 (Allison eta/., 1991). Aqueous phase formation constants used are listed in 
Table 3.3. 
Model selection was based on (i) the Goodness if Fit parameter WSOS/DF, (ii) Ockham's 
razor and (iii) visual comparison between plot of model and experimental data. The 
procedure for model selection may be described as follows: in cases where exactly the same 
number of surface species yielded different Goodness of Fit parameters, the model with the 
lowest Goodness of Fit parameter was selected. 
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Table 3.3. Solution phase species included in FITEQL calculations. All data are listed 1=0.1M. Data source: 
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In cases where the addition of an extra adjustable parameter resulted in a small decrease in 
the value of the Goodness of Fit parameter, a statistical test was used to evaluate whether the 
decrease in fitting parameter was significant or not. The Goodness of Fit parameter 
WSOS/DF calculated by FITEQL is a measure of the overall variance in the model or the 
residuals. According to Hamilton (1965), the F-test (or variance ratio test) may be employed 
to test whether the difference in Goodness of Fit observed between two models is significant 
or not. The F-test is defined as 
s 2 




where sA and s8 are standard deviations for samples A and B. The value ofF calculated from 
equation 3.1 is now compared against values listed in F-tables (see for example CRC 
Handbook of Chemistry and Physics). If Fexp < FTables• the two models do not differ 
significantly from each other at the probability level which FTables refers to. If the situation 
is reversed, there is a significant difference between the models. 
Other workers (Fu et al., 1991; Catts and Langmuir, 1986) who have studied metal 
adsorption by o-Mn02 do not report on their model selection procedure. Herbelin and Westall 
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(1994) state that values of the Goodness of Fit parameter WSOS/DF between 0.1 and 20 
indicate good agreement between model and experiment, whereas WSOS/DF = 0 indicates 
a model consisting of too many adjustable parameters. 
3.3.1 Results 
Modelling results are discussed separately for each metal. The basic approach followed is 
discussed fully for copper. For the other metals, a summary of results and some pertinent 
remarks are presented. 
3.3.l(a) Copper 
The simplest model postulated is one in which all copper is adsorbed at the most acidic 
surface site, site =XOH. This model (Model 1) consists of the following reaction scheme: 
Modell: 
=XOH ,.. =Xo· + H+ 
=YOH,.. =YO·+ H+ 
=YOH + H+,.. =YOH2+ 
=XOH + Cu2+ ,.. eXOCu+ + H+ 
Log K1 = -1.26 
Log K2 = -5.99 
Log K3 = 3.52 
Log K4: determine 
Results for Modell are listed in Table 3.4 and the agreement between model and e·xperiment 
is shown in Figure 3.11. This model is not successful in describing experimental data. The 
Goodness of Fit parameter is not acceptable and the visual fit indicates that the model is not 
capable of explaining experimental results above pH 3.2. 
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Table 3.4 Copper adsorption constant as determined by Model 1 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log K4 ± aL.os K -0.52 ± 0.077 -0.84 ± 0.056 -0.74 ± 0.063 
WSOS/DF 34.3 28.3 37.7 
Data points 61 61 61 
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Figure 3.11 Comparison of an experimental (0) titration curve, obtained in the presence of 
copper, with a calculated (-) titration curve generated with Model 1. 
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The model underpredicts the amount of base required to attain a given pH value. In other 
words, the model predicts a smaller base consumption than that observed experimentally. It 
would therefore appear that account should be taken of other sources of protons, eg. (i) 
adsorption of cu+2 at site =YOH or (ii) adsorption of CuOH+ at =XOH. From the speciation 
diagram in Figure 2.10, =YOH and =YOH/ are the major protonated species in the pH region 
where the discrepancy between Model 1 and potentiometric data occurs. Thus, the second 
model assessed consisted of the following reactions: 
Model 2: 
=XOH ~ =XO- + H+ 
=YOH ~=YO-+ H+ 
=YOH + H+ ~ =YOH2+ 
=XOH + Cu2+ ,...=XOCu+ + H+ 
=YOH + Co2+ .,... ::YOCu+ + H+ 
Log K1 = -1.26 
Log K2 = -5.99 
Log K3 = 3.52 
Log K4: determine 
Log Ks: determine 
Results are listed in Table 3.5 and the agreement between model and experiment is shown in 
Figure 3.12. 
The Goodness of Fit parameter calculated for Model 2 indicates a significant improvement 
over Modell. Figure 3.12, which shows a comparison between this model and experiment, 
supports this. Agreement between model and experiment extends over a wider pH range than 
for model 1. The model explains experimental data up to a pH of approximately 4.5. In the 
region 4.5 < pH < 5.8, the modelled curve drops below the experimental curve, 
overestimating the amount of base needed to reach a given pH. 
Table 3.5 Copper adsorption constants as determined by Model 2 for three titrations. 
Parameter 
Log ~ ± crL.os K 











-0.85 ± 0.067 




Titradon 2 Titration 3 
-0.93 ± 0.057 -1.16 ± 0.058 
0.082 ± 0.059 0.34 ± 0.045 
5.4 6.8 
61 61 
2.97- 9.85 2.98- 9.72 
-0.005+-~-----~-----~~-----r-~--r--r-----~~-----~~-----~~ 
3 4 5 6 7 8 9 10 
pH 
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Figure 3.12 Comparison of an experimental (D) titration curve, obtained in the presence of 
copper, with a calculated (-) titration curve generated with Model 2. 
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Above pH 5.8, the model crosses over the experimental curve and from approximately pH 6 
to 6.5 underestimates the amount of base needed to reach a given pH. 
The fit between model and experiment suggests, as before, that an additional proton 
contributing surface species should be included. Species which qualify for consideration are 
= YOCuOH and sXOCuOH. Species = YOCuOH was selected since the discrepancy between 
model and experiment is above pH 6, a region where site =XOH may be expected to be fully . 
deprotonated (see Figure 2.10) and therefore adsorption at this site will not liberate any 
further protons. From Figure 2.10 it is clear that =YOH and =YOH2+ are the dominant 
protonated species at pH ~ 6. Thus, the following model was postulated: 
Model 3: 
=XOH .,... sxo· + H+ 
=YOH .,... =Yo·+ H+ 
=YOH + H+.,... =YOH2+ 
=XOH + Cu2+ .,... =XOCu+ + H+ 
=YOH + Cu2+ .,...=YOCu+ + H+ 
= YOH + Cu2+ + H 20 .,... = YOCuOH + 2H+ 
Log K1 = -1.26 
Log K2 = -5.99 
Log K3 = 3.52 
Log K4: determine 
Log Ks: determine 
Log ~: determine 
Results are summarized in Table 3.6 and Figure 3.13 compares the agreement between model 
and experiment. 
The results indicate that Model 3 is an improvement over Model 2. The Goodness of Fit 
parameter's value has decreased significantly. 
Table 3.6 Copper adsorption constants as determined by Model 3 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log ~ ± crr.os K -0.84 ± 0.067 -0.93 ± 0.057 -1.16 ± 0.058 
Log Ks ± crLos K 0.46 ± 0.056 0.076 ± 0.059 0.33 ± 0.045 
Log ~ ± crr.os K -3.84 ± 0.15 -4.47 ± 0.16 -3.85 ± 0.15 
WSOS/DF 0.8 0.6 0.8 
Data points 61 61 61 
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Figure 3.13 Comparison of an experimental (D) titration curve, obtained in the presence of 
copper, with a calculated (-) titration curve generated with Model 3. 
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The improved agreement between model and experiment is also evident in Figure 3.13. 
Model 3 approximates experimental results well over the full pH range investigated. The fit 
is not perfect, however. The model overpredicts the amount of base needed to reach pH 
values of about 5. Some discrepancy also exists at the high pH end of the titration. In an 
attempt to improve the agreement between model and experiment further, the species 
eXOCuOH was included in the model. This yielded Model 4. 
Model4 
eXOH .,.. exo- + H+ 
eYOH .,.eyo- + H+ 
eYOH + H+ .,.. eYOH/ 
eXOH + Cu2• .,.. eXOCu• + H+ 
eYOH + Cu2•.,.. eYOCu• + u• 
eYOH + Cu2+ + H20 .,.. eYOCuOH + 20• 
eXOH + Cu2• + H20 .,.. eXOCuOH + 2H+ 
Log K1 = -1.26 
Log Kz = -5.99 
Log K3 = 3.52 
Log K4: determine 
Log Ks: determine 
Log ~: determine 
Log K,: determine 
Results for this model are shown in Table 3.7. Model and experiment are compared visually 
in Figure 3.14. This model fits experimental results well over the whole pH range studied. 
The discrepancy between model 3 and experiment in the pH range 4.75 to 6.3 has been 
removed. Model 4 deviates from experimental results at pH> 9, where the model curve lies 
above the experimental data. 
A question which should be answered is whether the decrease brought about in the Goodness 
of Fit parameter by the inclusion of eXOCuOH is significant or not. 
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Table 3.7 Copper adsorption constants as determined by Model 4 for three titrations. 
/ - Parameter Titration 1 Titration 2 Titration 3 Best estimates 
Log~± aLosK -1.24 ± 0.12 -1.22 ± 0.090 -1.50 ± 0.12 -1.31 ± 0.062 
Log Ks ± crr.os K -0.087 ± 0.13 -0.42 ± 0.13 -0.096 ± 0.12 -0.20 ± 0.074 
Log Kt; ± crr.o8 K -4.20 ± 0.15 -4.80 ± 0.16 -4.13 ± 0.15 -4.37 ± 0.090 
Log K7 ± crr.o8 K -2.86 ± 0.066 -3.10 ± 0.074 -3.07 ± 0.078 -3.01 ± 0.041 
WSOS/DF 0.3 0.1 0.4 0.5 
Data points 61 61 61 183 
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Figure 3.14 Comparison of an experimental (D) titration curve, obtained in the presence of 
copper, with a calculated (-) titration curve generated with Model 4. 
3-22 
Using the F-test (eq. 3.1), values ofF for each titration are: 
F1itrationl = 0.8/0.3 = 2.667; 
Fr.tration 2 = 0.6/0.1 = 4.286 and 
F1itration 3 = 0.8/0.4 = 2.000. 
The models have 58 and 57 degrees of freedom respectively. At the 5% probability level, 
F0.05(60,60) = 1.53 is the value which corresponds closest to the number of degrees of 
freedom of the models. Thus, F0.05 < Fr.tration 1,z,3 and it may be concluded that, at the 5% 
probability level, the two models differ significantly from each other. Taken further, a 
significant difference between the models exists up to the 0.5% probability level. It may thus 
be concluded that the four surface species model provides a significantly better explanation 
of the experimental data. Based on this result, the four surface species model, Model 4, was 
selected as the best model. 
The best estimate adsorption constants for the surface species postulated in model 4 are also 
shown in Table 3. 7. These results provide further support for Model 4. The standard 
deviations of all constants are within the crLogK s 0.15 criterion used by others (Dzombak and 
Morel, 1990; Baes and Mesmer, 1976) to decide whether a species is real or not. 
Examination of a speciation plot of the 4 surface species model (Figure 3.15) indicates that 
all surface species are present at significant levels. The species =XOCuOH represents 65% 
of total copper at pH 4.5. 




8 9 10 
Figure 3.15 Surface complex distribution, as predicted by Model 4, expressed as a 
percentage of total copper vs pH. 
3.3.l(b) Zinc: 
Models which were assessed for their ability to explain zinc adsorption data are listed in 
Table 3.8. 
Table 3.8 Models assessed to explain zinc adsorption data. 
Species (Log K;) Model 1 Model 2 Model 3 Model 4 
=XO· (Log KJ -1.26 -1.26 -1.26 -1.26 
=yo· (Log Kz) -5.99 -5.99 -5.99 -5.99 
= YOH2 + (Log K3) 3.52 3.52 3.52 3.52 
aXOZn+ (Log K4) Determine Determine Determine Determine 
=YOZn+ (Log K5) - Determine Determine Determine 
= YOZnOH (Log ~) - - Determine Determine 
aXOZnOH (Log K7) - - - Determine 
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The first column of Table 3.8 shows the surface species and the Log ~ referring to that 
species, i.e. in the text Log~ refers to species =XOZn+ etc. It should be noted that only two 
titrations were used to determine zinc adsorption constants since titration 1 was discarded, 
based on the results shown in Figure 3.8. 
Results are summarized in Tables 3.9 to 3.12 and model and experiment are compared 
visually in Figure 3.16 to 3.19. The results obtained are similar to those obtained for copper. 
The four species model led to a significant improvement over the three species model, both 
on a statistical and a visual basis. According to the F-test, the models were significantly 
different on both the 5% and 1% significance levels. 
Best estimates for zinc adsorption constants together with their standard deviations are also 
listed in Table 3.12. 
Figure 3.20 shows the relative abundance of the surface species as a function of pH. It shows 
that zinc speciation is dominated by species =XOZn+, =XOZnOH and =YOZnOH. The 
speciation pattern is similar to that observed for copper except that species =YOZn+ does not 
become a dominant species at any pH value in the range covered by the experiments. 
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Table 3.9 Zinc adsorption constant as determined by Model 1 for two titrations. 
Parameter Titration 2 Titration 3 
Log~± aLosK -1.37 ± 0.044 -1.53 ± 0.042 
WSOS/DF 16.8 16.4 
Data points 60 60 
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Figure 3.16 Comparison of an experimental (D) titration curve, obtained in the presence of 
zinc, with a calculated (-) titration curve generated with Model 1. 
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Table 3.10 Zinc adsorption constants as determined by Model 2 for two titrations. 
Parameter Titration 2 Titration 3 
Log~± aLogK -1.39 ± 0.043 -1.54 ± 0.042 
Log Ks ± O'Log K -1.22 ± 0.079 -1.83 ± 0.086 
WSOS/DF 4.3 3.9 
Data points 60 60 
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Figure 3.17 Comparison of an experimental (D) titration curve, obtained in the presence of 
zinc, with a calculated (-) titration curve generated with Model 2. 
Table 3.11 Zinc adsorption constants as determined by Model 3 for two titrations. 
Parameter Titration 2 Titration 3 
Log~± crLosK -1.39 ± 0.043 -1.54 ± 0.042 
Log Ks ± crLos K -1.23 ± 0.079 -1.84 ± 0.086 
Log~± crLosK -6.55 ± 0.16 -7.03 ± 0.16 
WSOS/DF 1.2 0.6 
Data points 60 60 
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Figure 3.18 Comparison of an experimental (0) titration cmve, obtained in the presence of 
zinc, with a calculated (-) titration cutve generated with Model 3. 
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Table 3.12 Zinc adsorption constants as determined by Model 4 for two titrations. 
Parameter Titration 2 Titration 3 Best estimates 
Log~::±: OLogK -1.67 ::±: 0.064 -1.63 ::±: 0.048 -1.62 ::±: 0.037 
Log Ks ::±: OLog K -2.42 ::±: 0.52 -2.38 ::±: 0.23 -2.39 ::±: 0.23 
Log l<t; ::±: OLog K -7.06 ::±: 0.21 -7.24 ::±: 0.18 -7.16 ::±: 0.13 
Log K7 ::±: OLog K -3.67 ::±: 0.061 -4.24 ::±: 0.11 -3.95 ::±: 0.059 
WSOS/DF 0.1 0.3 0.5 
Data points 60 60 120 
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Figure 3.19 Comparison of an experimental (D) titration curve, obtained in the presence of 
zinc, with a calculated (-) titration curve generated with Model 4. 
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Figure 3.20 Surface complex distribution, as predicted by Model 4, expressed as a 
percentage of total zinc vs pH. 
3.3.1(c) Nickel: 
The models which were assessed for their capability to explain nickel adsorption data are 
listed in Table 3.13. Results for the different models are presented in Tables 3.14 to 3.17 and 
Figure 3.21 to 3.24. 
The best explanation of nickel adsorption results is provided by the four surface species 
model. According to the F-test, the decrease in the Goodness of Fit parameter observed 
between Models 3 and 4, which was brought about by the introduction of =XONiOH, is 
significant at both the 5% and 1% significance levels. 
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Table 3.13 Models assessed to explain nickel adsorption data. 
Species (Log KJ Model 1 Model 2 Model 3 Model 4 
=XO- (Log K1) -1.26 -1.26 -1.26 -1.26 
=YO- (Log Kz) -5.99 -5.99 -5.99 -5.99 
=YOH2+ (Log K3) 3.52 3.52 3.52 3.52 
=XONi + (Log K4) Determine Determine Determine Determine 
= YONi + (Log Ks) - Determine Determine Determine 
=YONiOH (Log~) - - Determine Determine 
=XONiOH (Log K7) - - - Detet:mine 
The speciation plot obtained for this model is shown in Figure 3.25. The observed speciation 
pattern is similar to that observed for Zn. It also differs from the copper speciation pattern 
in that = YONi + is never a dominant species. The dominating species in the pH range 3 to 
3.5 is =XONi+. Species =XONiOH dominates in the region 3.5 to 6.8. In the pH range of 
ca. 6.8 - 7.5, species =YONi+ and =XONiOH are present in equal concentrations. Above pH 
7.5, =YONiOH is the dominant species. 
Table 3.14 Nickel adsorption constant as determined by Model 1 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log ~ ± <JLog K -1.33 ± 0.04 7 -1.26 ± 0.047 -1.39 ± 0.044 
WSOS/DF 21.5 25.2 20.1 
Data points 60 58 60 
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Figure 3.21 Comparison of an experimental (D) titration curve, obtained in the presence of 
nickel, with a calculated (-) titration curve generated with Model 1. 
Table 3.15 Nickel adsorption constants as determined by Model 2 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log K4 :±: Or.os K -1.39 :±: 0.044 -1.43 :±: 0.044 -1.44 :±: 0.043 
Log Ks :±: Or.os K -1.15 :±: 0.077 -0.55 :±: 0.058 -1.27 :±: 0.078 
WSOS/DF 4.9 4.6 4.5 
Data points 60 58 60 
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Figure 3.22 Comparison of an experimental (D) titration curve, obtained in the presence of 
nickel, with a calculated (-) titration curve, generated with Model 2. 
Table 3.16 Nickel adsorption constants as determined by Model 3 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log~± aLosK -1.38 ± 0.044 -1.43 ± 0.044 -1.44 ± 0.043 
Log Ks ± aLos K -1.16 ± 0.077 -0.55 ± 0.058 -1.29 ± 0.079 
Log~± aLosK -5.96 ± 0.16 -5.22 ± 0.16 -6.16 ± 0.16 
WSOS/DF 0.8 1.2 0.8 
Data points 60 58 60 
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Figure 3.23 Comparison of an experimental (0) titration curve, obtained in the presence of 
nickel, with a calculated (-) titration curve generated with Model 3. 
Table 3.17 Nickel adsorption constants as determined by Model 4 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 Best estimates 
Log K4 ± a Los K -1.57 ± 0.059 -1.84 ± 0.095 -1.63 ± 0.058 -1.65 ± 0.038 
Log Ks ± aLos K -1.71 ± 0.18 -1.28 ± 0.17 -1.90 ± 0.21 -1.63 ± 0.11 
Log~± aLosK -6.21 ± 0.17 -5.63 ± 0.16 -6.40 ± 0.17 -6.08 ± 0.098 
Log K7 ± aLos K -3.81 ± 0.085 -3.49 ± 0.054 -3.85 ± 0.081 -3.70 ± 0.041 
WSOS/DF 0.3 0.2 0.2 0.5 
Data points 60 58 60 178 
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Figure 3.24 Comparison of an experimental (D) titration curve, obtained in the presence of 












<1> a. 30 (/) 
20 
10 
4 5 6 7 8 9 10 
pH 
Figure 3.25 Surface complex distribution, as predicted by Model 4, expressed as a 
percentage of total nickel vs pH. 
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3.3.1(d) Cadmium: 
The models assessed for their ability to describe cadmium adsorption data are listed in Table 
3.18. Only two of the models listed in Table 3.18 converged for the cadmium data set. 
Models incorporating cadmium hydroxy species did not converge. Cadmium data were 
explained well up to pH 4.5 by the species =XOCd+ (Table 3.19 & Figure 3.26). Above this 
pH, the model underpredicted the amount of base needed to reach a given pH. Inclusion of 
= YOCd+ (Table 3.20 & Figure 3.27) improved the agreement between model and experiment. 
Application of the F-test shows that the improvement in the Goodness of Fit parameter 
observed between Model 1 and Model 2 is significant at the 1% probability level. 
Table 3.18 Models assessed to explain cadmium adsorption data. 
Species (Log KJ Model 1 Model 2 Model 3 Model 4 
=XO- (Log K1) -1.26 -1.26 -1.26 -1.26 
=YO- (Log K~ -5.99 -5.99 -5.99 -5.99 
=YOH2+ (Log K3) 3.52 3.52 3.52 3.52 
=XOCd+ (Log K4) Determine Determine Determine Determine 
= YOCd+ (Log K5) - Determine Determine Determine 
=YOCdOH (Log~) - - Determine Determine 
=XOCdOH (Log K7) - - - Determine 
Cadmium surface speciation is shown in Figure 3.28. The species =XOCd+ dominates over 
a wide pH range. = YOCd+ becomes dominant at pH values greater than 7.5. The fact that 
=XOCdOH and =YOCdOH were not required to fit experimental data may be explained by 
noting that cadmium is less prone to form hydroxy species than the other elements 
investigated. 
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Table 3.19 Cadmium adsorption constant as determined by Model 1 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 
Log .K. ± (J'Log K -1.56 ± 0.037 -1.65 ± 0.036 -1.59 ± 0.036 
WSOS/DF 1.8 1.7 3.0 
Data points 56 56 56 
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Figure 3.26 Comparison of an experimental (D) titration curve, obtained in the presence of 
cadmium, with a calculated (-) titration curve, generated with Model 1. 
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Table 3.20 Cadmium adsorption constants as determined by Model 2 for three titrations. 
Parameter Titration 1 Titration 2 Titration 3 Best estimates 
Log~± crLogK -1.56 ± 0.037 -1.65 ± 0.036 -1.59 ± 0.036 -1.60 ± 0.021 
Log Ks ± crLos K -4.41 ± 0.14 -4.66 ± 0.14 -3.90 ± 0.11 -4.32 ± 0.073 
WSOS/DF 0.7 0.7 1.0 0.9 
Data points 56 56 56 168 
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Figure 3.27 Comparison of an experimental (D) titration curve, obtained in the presence of 
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Figure 3.28 Surface complex distribution, as predicted by Model 2, expressed as a 
percentage of total cadmium vs pH. 
3.3.1(e) Lead: 
Manceau et al. (1992c) and Chisholm-Brause et al. (1990a) performed in situ investigations 
into lead adsorption by Birnessite and y-Al20 3 respectively, using X-ray absorption 
spectroscopy. The results presented by Manceau et al. suggest that, under their experimental 
conditions, lead adsorbed as multi-nuclear surface complexes with a Pb oxy/hydroxy-like local 
structure and that these poly-nuclear clusters coordinate with Birnessite edges. Chisholm-
Brause et al. conclude that in their study, at least some of the adsorbed lead was present as 
small multinuclear complexes. Based on this information, the first attempt at explaining lead 
adsorption data included a multinuclear lead hydroxide species, Pb20H+
3
• The model · 
consisted of the following species: 
=XOH ... ::Xo- + H+ 
::YOH ... =YO-+ H"'" 
=YOH + H+ .. =YOH2+ 
::XOH + Pb2+ ... =XOPb+ + n+ 
=XOH + 2Pb2+ + H 20 ... ::X0Pb20H+
2 + 2H+ 
Log K1 = -1.26 
Log K2 = -5.99 
Log K3 = 3.52 
Log K4 : determine 
Log Ks : determine 
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This model did not converge. In each case, the value for Log ~ decreased systematically, 
indicating a redundant species, or a species present at too low concentration to be meaningful. 
Discarding =XOPb+ resulted in convergence. Results for this model are shown in Table 3.21. 
The agreement between this model and potentiometric results are shown in Figure 3.29. 
Other models including this species were also evaluated but none of them provided a better 
fit. Convergence problems were a common occurrence. 
Although this model is quite successful in describing the adsorption data, both from a 
statistical and a visual point of view, the fit obtained is not perfect. Therefore, adsorption 
data were also modelled using mononuclear surface complexes. 
Results obtained using mononuclear surface complexes only are listed in Tables 3.22 to 3.26. 
Figures 3.30 to 3.34 compare modelling and experimental results. A model consisting of four 
surface species, similar to those proposed for copper, nickel and zinc failed to converge. The 
constant for the species =YOPbOH decreased systematically, which is indicative of a species 
being either redundant or present at insignificant concentration levels. 
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Table 3.21 Lead adsorption constants for the formation of a multinuclear surface complex. 
Species Titration 1 Titration 2 Titration 3 Best estimate 
=X0Pb20H+
2 -1.57 ± 0.056 -1.31 ± 0.065 -1.59 ± 0.056 -1.49 ± 0.034 
WSOS/DF 0.5 1.4 1.3 1.1 
Data points 55 55 55 165 
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Figure 3.29 Comparison of an experimental (0) titration curve, obtained in the presence of 
lead, with a calculated (-) titration curve, assuming ;;X0Pb20H+
2 to form. 
3-41 
The model consisting of only one surface species, =XOPb+, gave, a fair representation of 
experimental results (Table 3.22 and Figure 3.30). It did, however, underestimate the base 
consumption of the system. Addition of a second species, =YOPb"'" improv~d the observed 
fit (Table 3.23 and Figure 3.31). However, quite a large discrepancy between model and 
experiment is observed in the region pH 6 to 7. Inclusion of =XOPbOH improved the fit 
slightly in the lower pH range (pH < 5) but the fit in the higher pH range did not improve 
(Table 3.24 & Figure 3.32). However, the Goodness of Fit parameter did show a decrease, 
indicating an overall improvement in fit. 
Discarding =YOPb"'" did not have any effect on the Goodness of Fit parameter or the visual 
fit between model and experiment ( cf. Tables 3.24 and 3.25; Figures 3.32 and 3.33). Thus, 
it may be deduced that = YOPb"'" is redundant for the explanation of adsorption data. 
A model consisting of only =XOPbOH"'" was also evaluated. Results for this model are shown 
in Table 3.26 and Figure 3.34 plots the comparison between model and experiment. Based 
on the F-test, it may be stated that the ability of =XOPbOH to explain experimental results 
is not significantly different from the model consisting of =XOPb"'" and =XOPbOH. Thus, 
Ockham's razor dictates that =XOPbOH should be selected as the best explanation of 
experimental data using mononuclear surface species. 
Comparison of the mononuclear model with the multinuclear surface complex model ( cf. 
Tables 3.21 and 3.26; Figure 3.29 and 3.34) shows that the multinuclear model is more 
successful in describing adsorption data. 
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Table 3.22 Lead adsorption constants for the formation of =XOPb ... as determined for three 
titrations. 
Species Titration 1 Titration 2 Titration 3 Best estimate 
=XOPb ... -0.61 ± 0.056 -0.43 ± 0.065 -0.62 ± 0.056 -0.55 ± 0.034 
WSOS/DF 5.4 8.1 8.3 7.2 
Data points 55 55 55 165 
pH range 3.00- 9.85 3.00- 9.83 3.01 - 9.81 3.00- 9.85 
0.0005-r------------------------, 
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Figure 3.30 Comparison of an experimental (D) titration curve, obtained in the presence of 
lead, with a calculated (-) titration curve, assuming =XOPb ... to form. 
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Table 3.23 Lead adsorption constants for the formation of =XOPb+ and =YOPb+ as 
determined for three titrations. 
Species Titration 1 Titration 2 Titration 3 Best estimates 
=XOPb+ -0.62 ± 0.056 -0.49 ± 0.061 -0.66 :±: 0.053 -0.59 :±: 0.073 
=YOPb+ -1.16 ± 0.10 -0.13 ± 0.089 -0.42 ± 0.085 -0.57 ± 0.43 
WSOS/DF 2.5 3.6 3.3 3.2 
Data points 55 55 55 165 
pH range 3.00- 9.85 3.00 - 9.83 3.01 - 9.81 3.00- 9.85 
0.~5~-----------------------------------------------------------------------------------------------~ 
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Figure 3.31 Comparison of an experimental (D) titration curve, obtained in the presence of 
lead, with a calculated(-) curve, assuming =XOPb+ and =YOPb+ to form. 
' .. ,:" ·~ 
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Table 3.24 Lead adsorption constants for the formation of =XOPb+, =YOPb+ and =XOPbOH 
as determined for three titrations. 
Species Titration 1 Titration 2 Titration 3 Best estimates 
=XOPb+ -0.87 ± 0.065 -1.10 ± 0.097 -1.22 ± 0.092 -1.04± 0.047 
=YOPb+ -1.34 ± 0.21 -0.98 ± 0.22 -1.31 ± 0.27 -1.21 ± 0.14 
=XOPbOH -3.09 ± 0.075 -2.71 ± 0.047 -2.86 ±0.047 -2.87 ± 0.032 
WSOS/DF 1.9 1.8 1.4 1.8 
Data points 55 55 55 165 
pH range 3.00 - 9.85 3.00- 9.83 3.01 - 9.81 3.00- 9.85 
0.0005...,.-----------------------, 
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Figure 3.32 Comparison of an experimental (0) titration curve, obtained in the presence of 






Table 3.25 Lead adsorption constants for the formation of =XOPb+ and =XOPbOH as 
determined for three titrations. 
Species Titration 1 Titration 2 Titration 3 Best estimates 
=XOPb+ -0.93 ± 0.067 -1.16 ± 0.10 -1.28 ± 0.097 -1.09 ± 0.049 
=XOPbOH -3.01 ± 0.063 -2.68 ± 0.044 -2.84 ± 0.044 -2.38 ± 0.028 
WSOS/DF. 2.0 1.9 1.4 1.9 
Data points 55 55 55 165 
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Figure 3.33 Comparison of an experimental (0) titration curve, obtained in the presence of 
lead, with a calculated (-) curve, assuming =XOPb+ and =XOPbOH to form. 
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Table 3.26 Lead adsorption constant for the formation of sXOPbOH as determined for three 
titrations. 
Species Titration 1 Titration 2 Titration 3 Best estimates 
=XOPbOH -2.72 :t 0.028 -2.60 :t 0.030 -2.72 :t 0.028 -2.68 :t 0.017 
WSOS/DF 3.8 2.3 2.0 2.7 
Data points 55 55 55 165 













3 4 5 6 7 8 9 10 
pH 
Figure 3.34 Comparison of an experimental (D) titration curve, obtained in the presence of 
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Figure 3.35 Surface complex distribution expressed as a percentage of total lead vs pH. 
Based on the F-test, the difference in the Goodness of Fit parameter observed between the 
two models is significant at the 5% probability level for all titrations, as well as for the 
combined data set. Thus, it was decided to select =X0Pb20H+
2 as the model for lead 
adsorption. The surface speciation of this model is sh_own by Figure 3.35. 
3.4 Discussion 
Some of the surface species presented as models in the preceding paragraphs may be 
criticised on the grounds of a very low abundance in the solution phase at pH values where 
these are postulated to adsorb significantly. This is the case for all the =XOMOH species. 
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However, Le Chatelier's principle (Atkins, 1983) should be kept in mind when these results 
are interpreted. These hydroxy species are present in solution, albeit at quite low 
concentrations especially in the lower pH ranges. The solid surface acts as a sink for these 
species by adsorbing ·them and thereby removing them from solution. The system will 
respond to this disturbance of equilibrium by shifting the equilibrium in a direction which 
favours the species being consumed. 
The EXAFS results obtained by Manceau et al. (1992c), which indicated the existence of 
polynuclear lead surface complexes, were obtained at pH 3. This provides proof for the 
existence of hydroxy surface complexes even at low pH values. 
Other criticisms which may be levelled against the proposed surface species relate to their 
actual existence. This issue has two aspects to it: first, from a structural point of view, it 
may be asked whether surface complexes of the type proposed in this work do exist. The 
data collected in the present study do not give an answer to this question. However, as was 
discussed in the paragraph on modelling procedure (paragraph 3.3), the species postulated 
here are fundamental to the surface complexation approach. Also, the agreement between 
spectroscopic results and modelling results obtained for lead is encouraging and does provide 
a certain degree of support for the postulated species. 
The second aspect of this issue relates to the non-linear optimization procedure used to 
interpret alkalimetric titration data. It may be asked whether the proposed species are real 
or simply artifacts of experimental error present in the data. From an optimization point of 
view, certain criteria exist which may be used as tests to decide whether a species is real or 
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simply an artifact arising from error in the experimental data set. These criteria are mainly 
applied by workers active in the field of solution chemistry. Baes and Mesmer (1976) require 
that an equilibrium constant be larger than or equal to three times it's standard deviation, crK, 
before accepting a species as real. In logarithmic terms, this is equal to 
crLogK ~ 0.15. This criterion was also employed by Dzombak and Morel (1990). Sillen (as 
referenced by Baes and Mesmer), requires a less strict criterion of an equilibrium constant 
being larger than ot equal to 1.5crK, which is equal to a1..o
8 
K ~ 0.29. Most of the species 
postulated in this work satisfy the criterion of Baes and Mesmer, with the exception of 
eYOZn+, which satisfies the criterion of Sillen. 
Other workers (e.g. Kramer, 1988) require species to be present at a certain fraction oftotal 
metal and ligand concentrations employed. Kramer required all species to be present at levels 
of at least 5% of total metal and total ligand. Here, all species postulated are present at levels 
of more than 5% of the total metal concentration employed. This criterion is not always 
satisfied when species abundance is expressed in terms of total binding site concentration. 
This is a direct result of the fact that a metal to total binding site ratio of approximately 1:10 
was employed in this work. 
As far as the adsorption literature is concerned, this is not an aspect which enjoys a lot of 
attention. Neither Catts and Langmuir (1986) nor Fu et al. (1991) discuss this aspect in their 
work. It is also not discussed in the FITEQL manual (Herbelin and Westall, 1994). It is 
therefore not possible to compare the criteria used here with others which have previously 
been used in adsorption studies. 
3-50 
The accuracy of the constants is difficult to assess. According to Martell and Motekaitis 
(1988), "absolute accuracy, even though it is difficult to obtain, always requires a carefully 
calibrated pH meter-electrode system, a low ~i" the assurance that the stoichiometric 
variables are accurate, and the presence of a substantial proportion of each species in the 
equilibrium expression under the conditions of the experiment". In the present work, most 
of these criteria are satisfied. However, due to the fact that so little structural information 
regarding the surface is available (and therefore little information about binding site 
characteristics), the accuracy of stoichiometric variables is difficult to assess. Furthermore, 
the fact that equilibration problems were to some extent experienced also affects the accuracy 
of the calculated constants. Also, binding site concentrations were arrived at by fitting of 
protonation data and no independent technique was used to assess these concentrations. 
However, as was shown in paragraph 3.5.2, the optimization procedure was able to reproduce 
constants and binding site concentrations from a titration curve generated using a known set 
of constants and site concentrations. 
It may be concluded that the results presented in paragraphs 3.3.1(a) to 3.3.l(e) are sound 
from a procedural point of view. A statement as to whether the proposed surface complexes 
really exist or not cannot be made on the baSis of the current work. However, that was never 
the intention of the current study. In the next chapter, the proposed models are applied to 
data sets which have been published in the open literature. This will assess the ability of the 
proposed models to predict metal adsorption by manganese dioxide. 
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Chapter 4 Adsorption model validation 
A test of the validity (or applicability) of any model is its ability to reproduce experimental 
observations. In the preceding chapter, it was shown that the postulated adsorption models 
for each of the metals studied were able to reproduce potentiometric results. In this chapter, 
the model is used to reproduce adsorption data published in the open literature. Validation 
will be viewed from two angles: (i) in a qualitative manner and (ii) in a quantitative manner. 
If the model is capable of predicting trends observed by other workers in experimental 
studies, or general observations in the field of surface chemistry, the model will be taken as 
valid in a qualitative manner. If, however, the model is also able to reproduce adsorption 
results obtained by independent workers quantitatively, the model will be taken as 
quantitatively validated. In this chapter, the validation procedure followed as well as results 
obtained, are discussed. 
4.1 Validation procedure 
The following model validation approach was followed. From the literature, several studies 
in metal adsorption by manganese dioxide were identified. These studies are described in 
section 4.2. An attempt was then made to reproduce these results using the adsorption model 
determined in the previous chapter. All simulations were carried out using MINTEQA2 
(Allison et a/., 1991). Adsorption constants were corrected to the ionic strengths (or 
background electrolyte concentrations) listed in the respective publications. Activity 
coefficients were obtained from Dzombak and Morel (1990), who employed the Davies 
equation to calculate activity coefficients. Manual correction of adsorption constants was 
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necessary since MINTEQA2 does not correct adsorption constants for ionic strength. 
Appendix A contains a listing of adsorption constants at four ionic strengths. 
MINTEQA2 also requires an estimate for the solid's surface area as input. Although some 
workers state a surface area value for the particular solid they worked with, surface area was 
fixed at 331m2.g·t, which was used in the adsorption constant determination exercise described 
in chapters 2 and 3. Simulation conditions were kept as close to experimental conditions as 
possible. In all cases, however, it was ensured that the aqueous phase concentration of the 
adsorbing metal at equilibrium spanned the range reported in the specific study being 
simulated. 
Simulated and literature data sets were compared (i) on a visual basis (i.e. adsorption 
isotherms or pH dependent pH edges were compared) and (ii) in terms of adsorption 
capacities. Adsorption capacities were calculated by plotting both simulated and literature 
data according to the linearized Langmuir equation, equation 4.1, as given by Loganathan and 
Burau (1973), 
c(x/m)·1 = (ab)"1 + ca·1 •••••••••••••••••••• (4.1) 
where c =metal concentration in solution at equilibrium (mmol.dm-3), (x/m) =metal adsorbed 
(mmol.g.1), a = maximum adsorption capacity (mmol.g.1) and b = parameter related to the 
energy of sorption. Linear regression of c(x/m)"1 vs c yielded a·1, from which adsorption 
capacity was calculated. 
Certain workers listed adsorption capacities obtained from non-linear regressions of the · 
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Langmuir equation on their data. In such cases, their adsorption data were plotted according 
to equation 4.1 and adsorption capacity was obtained from the linear regression exercise. 
The reader should please note that this exercise is by no means an attempt to prove or 
validate the linearized La-ngmuir equation, or . for that matter, any other data 
manipulation approach applied in the literature. The aim is simply to show that the 
proposed adsorption model with it's adsorption constants is able to reproduce 
experimental adsorption studies published in the literature. 
4.2 Description of adsorption studies available. 
Loganathan and Burau (1973) studied the adsorption of cobalt, calcium, sodium and zinc by 
0.1 g.dm·3 o-Mn02 at pH 4, temperature of 24°C and an ionic strength of O.OOlM NaN03• 
Metal sorption experiments were carried out in batch reactors. After the addition of metal, 
pH was adjusted to 4. Flasks were mechanically agitated for 24 hours. After this period, pH 
was again adjusted to 4 and agitated for a further 24 hours. Final pH is given as 4 ± 0.1. 
Aliquots of the suspension was removed and solid-solution separation was affected by 
centrifuging at 33 OOOg for 20 minutes. The temperature at which centrifuging took place is 
not given. Metal concentration in the supernatant was determined by Flame Atomic 
Absorption Spectrophotometry (FAAS), using an air-acetylene flame. In Figure 4 of their 
paper, they present eight experimental points obtained from duplicate experiments. Results 
are presented as (i) zinc adsorbed per unit mass solid (mmol.g·I, denoted by x/m) vs 
equilibrium zinc concentration in the solution phase (mmol.dm·3, denoted by c) and (ii) in 
Figure 6 of the paper, a linearized Langmuir plot, which plots c/(x/m) (units: g.dm-3) vs c · 
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(units: mmol.dm-3). Only their results obtained for zinc is of interest here. It was observed 
that (i) below 10·4 mol.dm·3 zinc at equilibrium in the aqueous phase, the data, plotted in the 
linearized Langmuir form, deviated from linearity and (ii) 6-Mn02 has a Langmuir adsorption 
capacity of 1.02 mmol.g·1 for zinc at pH 4. 
Gadde and Laitinen (1974) studied the adsorption of lead, zinc and cadmium by hydrous 
manganese oxide. Conditions under which experiments were carried out are not clearly 
stated. All studies were performed at pH 6. Results of interest in their paper are (i) sorption 
capacities for the metals investigated and (ii) shapes of adsorption isotherms obtained. 
Adsorption isotherms and adsorption capacities are expressed in terms of mol metal adsorbed 
per mol Mn02• It is, however, not clear what molar mass for Mn02 these workers used. In 
reworking their data, a molar mass of 87g.mol"1 was used. 
Gray and Malati (1979b) studied, amongst others, the sorption of nickel, zinc and cadmium 
by 0.17 g.dm"3 6-Mn02, at pH 6 and an ionic strength of 0.01M KCl, using batch reactors. 
Zinc and cadmium adsorption were studied at temperatures of 279K, 293K, 308K and 311K 
while nickel adsorption was studied at 282K, 298K and 310K. Solid-solution separation was 
affected by filtering over a 0.45,um membrane filter. Supernatant metal concentration was 
measured using FAAS (Gray a·nd Malati, 1979a). They fitted their results to the linear form 
of the Langmuir equation, from which adsorption capacities were determined. Adsorption 
capacities of 0.58 mmol.g·t, 1.41 mmol.g·1 and 1.38 mmol.g·1 for nickel, cadmium and zinc 
at pH 6 were obtained. 
Catts and Langmuir (1986) studied the adsorption of copper, zinc and lead by 6-Mn02• • 
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Experiments were carried out in batch reactors at 25°C and I = 0.01M NaN03• Solids 
concentration of 6.25mg.dm·3 and total metal concentrations of l.Oxl0·5 mol.dm·3 were 
employed. Equilibration times of three days were allowed. Solid-solution separation was 
effected by centrifuging. Metal concentration in solution was determined using FAAS or 
Graphite Furnace-Atomic Absorption Spectroscopy (GF-AAS). Experimental· results are 
presented as plots of [M]soin vs pH. All experiments were performed under atmospheric 
conditions. This indicates that simulations of their work should be equilibrated with 
atmospheric C02• 
Stroes-Gascoyne (1983) and Stroes-Gascoyne et al. (1987) provide a wealth of information. 
The most interesting result (in the present context) deals with the adsorption of copper by b-
Mn02 samples prepared according to the same preparation strategy used in this work. This 
provides information regarding the reproducibility of metal adsorption and therefore, some 
idea of what may be expected from the model postulated in this work. Experiments were 
carried out in batch reactors at 25°C, pH 6 and 0.01 M KN03 background electrolyte. The 
effect of aging on the adsorption capacity was also investigated. · Of further interest is the 
adsorption capacities determined for solid phases prepared according to various preparation 
strategies. These values are reported as ,umol Cu/,umol Mn02• The values were converted 
to mmol Cu.g·1 Mn02 by assuming a molar mass of ca. 87g.mol·
1 for Mn02• 
Balikungeri and Haerdi (1988) applied differential pulse polarography (DPP) to study the 
adsorption of lead, copper, zinc and cadmium at pH 5.5, 6.0 and 6.5. The result of interest 
in this paper is the adsorption capacities measured at the three pH's. There are, however, a 
few problems with this paper. First, no information regarding the solid used in the study is · 
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given, i.e. no _characterization data or any preparation,tnethod. Second, it is not clear what 
the units of the given binding capacities for the respective metals are. If one assumes that 
it is mol.dm·3, it is not evident what the quantities in mol.g·1 should be since the solids 
concentrations used are not stated explicitly for all metals. In the case of Pb, a concentration 
of ca. 0.1g.dm·3 was listed. Since they compare results obtained for the metals directly, it was 
assumed that the solids concentrations were similar in all experiments. 
Zasoski and Burau (1988) studied the adsorption of zinc and cadmium by 0.1 g.dm"3 6-Mn02 
at pH 4, 6 and 8. They also investigated the effects of competition between zinc and 
cadmium on adsorption. Adsorption experiments were carried out in batch reactors at a 
background electrolyte concentration of 0.001 mol.dm·3 NaN03 and a temperature of 25°C. 
Suspensions were mechanically agitated for three days. Experiments performed at pH 6 and 
8 were performed under N2 atmosphere to exclude C02• Solid-solution separation was 
affected by filtration over a 0.45,um cellulose acetate membrane filter. Metal concentration 
in the supernatant was determined using atomic absorption spectrophotometry (flame or 
graphite furnace). They present their results in tabular form. Results of interest are: (i) 
adsorption capacities calculated at pH 4 and 6 and (ii) competitive effects. The data listed 
at pH 8 are very limited (2 points for Cd, 3 points for Zn), so it was decided ignore these 
points. 
Fu et al. (1991) studied adsorption of copper and cadmium by 6-Mn02 at 25°C, I = 0.01M 
NaN03 using ion selective electrode potentiometry. Adsorption was studied at pH 5.5 (Cu 
and Cd), 7 and 8 (Cd). Data are presented as (i) % Metal adsorbed vs pH and (ii) metal 
adsorbed (mmol.g-1) vs [M2+]eq (.umol.dm"3). Adsorption capacities for cadmium at pH 5.5, · 
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7.0 and 8.0 were determined to be 0.434, 1.08 and 1.92 mmot.g·1 respectively. For copper, 
adsorption capacity at pH 5.5 was found to be 1.54 mmol.g-1• 
Data sets available for model validation are summarized in Table 4.1. The results of interest 
in each data set are listed under the 11 Remarks 11 heading. 
Table 4.1 Metal adsorption data sets available for the validation of the adsorption models 
proposed in this work. 
Metal Data set Remarks 
Ni Gray & Malati, 1979b • pH 6 isotherm and adsorption capacity. 
Cu Catts & Langmuir, 1986 • pH dependent sorption. 
Stroes-Gascoyne et al., 1987 • pH 6 isotherm; binding capacity at this pH 
Stroes-Gascoyne, 1983 for different preparations. 
Balikungeri & Haerdi, 1988 • Binding capacities @pH 5.5, 6.0 & 6.5. 
Fu et al., 1991 • pH dependent sorption; pH 5.5 isotherm and 
binding capacity. 
Zn Loganathan & Burau, 1973 • sorption isotherm @ pH 4; Langmuir plot; 
adsorption capacity. 
Gadde & Laitinen, 1974 • pH 6 isotherm & adsorption capacity. 
Gray & Malati, 1979b • pH 6 isotherm & adsorption capacity. 
Catts & Langmuir, 1986 • pH dependent sorption. 
Zasoski & Burau, 1988 • adsorption data at pH 4, 6 & 8(limited); 
binding capacities at different pH's. 
Cd Gadde & Laitinen, 1974 • pH 6 isotherm and adsorption capacity. 
Gray & Malati, 1979b • pH 6 isotherm and adsorption capacity. 
Zasoski & Burau, 1988 • adsorption data at pH 4, 6 & 8(limited); 
binding capacities at different pH's. 
Balikungeri & Haerdi, 1988 • Binding capacities @ pH 5.5, 6.0 & 6.5. 
Fu et al., 1991. • pH dependent sorption; isotherms at pH 5.5, 
7.0 & 8; binding capacities. 
Pb Gadde & Laitinen, 1974 • pH 6 isotherm and adsorption capacity. 
Catts & Langmuir, 1986 • pH dependent sorption. 
Balikungeri & Haerdi, 1988 • Binding capacities @ pH 5.5, 6.0 & 6.5. 
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4.3 Model validation results 
Before results for each metal are discussed, general trends/observations obtained from the 
literature will be compared with that predicted by the model. 
The first general observation relates to adsorption orders of metals by o-Mn02• McKenzie 
(1989) states that in general, metal ions are adsorbed by manganese dioxide in the following 
order: Pb > Cu > Mn > Co > Zn > Ni. The adsorption order determined by Balikungeri and 
Haerdi (1988) is Pb > Cu > Cd > Zn. Zasoski and Burau (1988) found an adsorption order 
of Zn > Cd. Gray and Malati (1979b) found an adsorption order of Zn = Cd > Ni. Gadde 
and Laitinen (1974) observed an absorption order of Pb > Zn > Cd. Fu et al. (1991) 
determined an adsorption order of Cu > Cd. It is clear that different workers found different 
adsorption sequences, especially with respect to Cd and Zn. These results may be 
summarized by stating that Pb and Cu are adsorbed strongest, there is confusion about the 
preference of the solid for Cd and Zn but the solid has a lower preference for these metals 
than Pb and Cu. The one data set available for Ni suggest that this metal is adsorbed only 
weakly by the solid. 
Model results suggest that the adsorption sequence depends on pH and metal:binding site 
concentration ratio. Using a metal : binding site ratio of 1 : 30, the model predicts an 
adsorption sequence at pH 4 of Pb = Cu > Ni = Zn > Cd. At pH 6 and 8, 100% adsorption 
is observed and an adsorption sequence can not be determined. Simulating the situation with 
a ratio of 1 : 3, an adsorption sequence of Cu > Pb > Ni > Zn > Cd is predicted at pH 4. At 





















agree with the experimental observations that Pb and Cu are adsorbed preferentially over 
other metals. For Zn and Cd, the model results agree with those of Zasoski and Burau and 
Gadde and Laitinen. It does not agree with the sequence found by Balikungeri and Haerdi. 
The position of Ni, as predicted by the model, does not agree with the result of Gray and 
Malati for this metal. The result obtained by Gray and Malati is also contrary to what would 
be expected on the basis of the Irving-Williams stability series (Irving & Williams, 1948; 
1953). According to this series, Ni and Zn would exhibit similar positions in the adsorption 
sequence. Behaviour in accordance with the Irving-Williams stability sequence is observed 
for the adsorption constants determined for Ni, Cu and Zn in the present work (Figure 4.1). 
Adsorption constants for Ni, Cu and Zn by iron oxides also conform to this stability sequence 
(Stumm, 1992). 
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The- results discussed above may thus be summarized by stating that in broad terms, the 
modelling results correspond with observed trends. However, some of the observed 
adsorption sequences are doubtful if evaluated against well known chemical trends, such as 
the Irving-Williams stability sequence. The model further suggests that a statement such as 
that by McKenzie regarding a general adsorption order is not valid. 
4.3.1 Copper 
Figure 4.2 shows the ability of the model to predict pH dependent copper adsorption data 

















2 3 4 5 6 7 8 
pH 
Figure 4.2 Comparison between simulated(-) and experimental (*) copper adsorption data 
(Data set: Catts & Langmuir, 1986). 
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The model is reasonably successful in predicting the experimental results. The modelled 
curve exhibits a strongly sigmoidal shape suggesting a sharp increase in adsorption in the pH 
range 4 to 5, as shown by the sharp decrease in aqueous phase equilibrium copper 
concentration. The experimental curve exhibits a diffuse sigmoidal shape, suggesting that 
adsorption increases gradually over the pH range investigated. The model overestimates 
adsorption from pH 4 onwards. A similar result is obtained when the model is compared with 
the pH dependent adsorption data of Fu (Figure 4.3). 
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Figure 4.3 Comparison between simulated(-) and experimental (*) copper adsorption data. 
(Data set: Fu et al., 1991). 
A comparison between the model and a copper adsorption isotherm obtained at pH 5.5 by Fu 
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Figure 4.4 Comparison between simulated (-) and experimental (II) copper adsorption 
isotherm at pH 5.5 (Data set: Fu et al., 1991). 
equilibrium copper concentration investigated. A constant difference of approximately 
1mmol.g·1 is observed throughout. There is, however, good qualitative agreement between 
the experimental and simulated data sets. 
Figure 4.5 compares adsorption isotherms obtained by Stroes-Gascoyne (1983) at pH 6 with 
that predicted by the model. The experimental data were obtained using three o-Mn02 
samples which were prepared according to the same preparation scheme (denoted by 
MN02III, MN02VI and MN02XV in Figure 4.5). Furthermore, data obtained for copper 
adsorption by the same batch of solid (MN02VI) are also shown in Figure 4.5. It is quite 
interesting to observe the amount of variability present in the ·experimental adsorption data. · 
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The isotherm predicted by the model fits the experimental results rather well, and in all cases 
falls within the reported experimental values. 
The simulated data set does, however, increase at a faster rate than the experimental data sets. 
In other words, at equilibrium solution copper concentration less than S,umol.dm-3, the model 
predicts higher amounts of copper adsorbed than observed from experimental results. 
However, in general, the model provides an excellent description of experimental results. 
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Figure 4.5 Comparison between a simulated and experimental copper adsorption isotherm 
at pH 6 (Data set: Stroes-Gascoyne, 1983). 
This result is encouraging since the ~-Mn02 sample used in this study was prepared according 
to the procedure used by Stroes-Gascoyne. Also, the results· reported by Stroes-Gascoyne 
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show that even amongst samples prepared according to similar methods, a large amount of 
variability may be expected. 
An interesting aspect of the results is that the model predicts very little difference in the 
isotherms obtained at pH 5.5 and pH 6. Unfortunately Stroes-Gascoyne did not perform any 
pH dependent sorption experiments. However, by considering the pH dependent adsorption 
curve determined by Fu et al. (Figure 4.3), one sees that the solution concentration of copper 
at pH 6 is ca. 5,umol.dm·3• A solution concentration of 5,umol.dm"3 corresponds to ca. 2 to 
2.7 mmol copper adsorbed per gram solid on the Stroes-Gascoyne isotherm (Figure 5.3), 
whereas, for the Fu data, a value of 1.5mmol.g·1 is calculated. From this it may be deduced 
that at pH 6, the solid used by Fu et a!. sorbs significantly less copper than what was 
observed by Stroes-Gascoyne. 
Based on experimental methods reported by Fu et a!., possible reasons for this discrepancy 
seem to preclude solid preparation and storage procedures. Fu et a!. reports a solid 
preparation procedure similar to that employed by Stroes-Gascoyne (1983). They also report 
a solid storage procedure identical to that employed by Stroes-Gascoyne. 
The fact that the model overestimated copper sorption compared to the Catts and Langmuir 
data set may be explained by the fact that they stored their Mn02 sample dry. It is well 
known that drying of the solid may lead to surface dehydration and a concomitant change in 
surface properties (Parks, 1965). 
In Table 4.2 experimentally determined copper adsorption capacities are compared with · 
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adsorption capacities calculated from simulated results. Adsorption capacities were calculated 
from adsorption isotherms using equation 4.1, except in the case of Balikungeri and Haerdi, 
who's values were used directly. The experimental values listed for Stroes-Gascoyne were 
obtained from Stroes-Gascoyne (1983), where they were determined by linear regression on 
isotherms plotted according to the linear Langmuir equation. 
Table 4.2 Summary of copper adsorption capacity results obtained from literature and 
simulated data sets. 
pH I Adsorption capacity Source 
mmol.g"1 
Exp Model 
5.5 0.01 1.54 2.64 Fu et al., 1991 
0.1 2.40 2.39 Balikungeri & Haerdi, 1988 
6.0 0.01 2.2-3.0 2.77 Stroes-Gascoyne, 1979,1987 
0.1 3.20 2.65 Balikungeri & Haerdi, 1988 
6.5 0.1 3.00 2.80 Balikungeri & Haerdi, 1988 
To summarize, the model corresponds well with the data sets of Stroes-Gascoyne and 
Balikungeri and Haerdi. The data set of Stroes-Gascoyne (1983, 1987) is extensive, reporting 
sorption results obtained over a range of conditions. The method of solid preparation in the 
present study is similar to the method used by Stroes-Gascoyne. However, for the Catts and 
Langmuir and the Fu et al. data sets, poor agreement between model and experiment was 
found. This does not point to the model being invalid though, since it is thought that the data 
set of Fu et al. underestimates copper adsorption at pH 6 when compared with the Stroes-
Gascoyne data set. Furthermore, binding capacities calculated from the Fu data at pH 5.5 is 
significantly lower than that determined by Balikungeri and Haerdi at this pH. 
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As an aside, it is interesting to note that in both cases where good agreement between model 
and experiment was obtained, Differential Pulse Polarography had been used to determine 
equilibrium solution phase concentration of the metal. 
4.3.2 Nickel 
The only data set available for model validation is that of Gray and Malati (1979b). Figure 
4.6 shows a comparison between the literature data set and the model. It is immediately clear 
that the model overestimates the adsorption of nickel, as determined by Gray and Malati, 
significantly. It is not possible to draw any firm conclusions from this result since only one 
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Figure 4.6 Comparison between simulated(-) and experimental (II) nickel adsorption data 
(Data set: Gray and Malati, 1979b). 
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4.3.3 Zinc 
For zinc, data sets at pH 4, 6 and 8 are available. The pH 4 data sets originate from the 
laboratory of Burau. Conditions employed were similar, except that the Zasoski and Burau 
study employed lower metal concentrations than the Loganathan and Burau study. These data 
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Figure 4.7 Comparison between simulated(-) and experimental zinc adsorption data at pH 
4 (Data sets: Loganathan & Burau ( +); Zasoski & Burau (II)). 
Agreement between the model and the data set of Zasoski and Burau is good. In the case of 
the Loganathan & Burau data set, agreement is not good, with the model overestimating 
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adsorbed zinc. However, the agreement between the two experimental data sets is also not 
good. Although only a limited number of points overlap in terms of equilibrium zinc 
concentration, it is probably fair to say that the trend observed for the data of Zasoski and 
Burau suggests higher values for zinc adsorbed that observed by Loganathan and Burau. A 
possible explanation for the discrepancy observed between the two sets of experimental data 
may be found in the solid-solution separation techniques employed in the different studies. 
Loganathan and Burau centrifuged their sample at 33 OOOg for 20 minutes. Zasoski and 
Burau filtered their sample through a 0.45,um membrane filter. It is quite possible that the 
centrifuging technique of Loganathan and Burau was not sufficient to remove all colloidal 
particles from the solution phase. Zinc adsorbed to these colloidal particles would therefore 
inflate the solution phase concentration. Dzombak and Morel (1990), in their work on 
Hydrous Ferric Oxide sorption properties, discarded all studies in which a centrifuging time 
of less than 30 minutes was employed. These results may be summarized by stating that, at 
pH 4, good agreement is observed between modelled and experimental results. The 
discrepancy between the model and the Loganathan and Burau results is also observed 
between the Loganathan and Burau and Zasoski and Burau results. 
The situation at pH 6 is shown in Figure 4.8. This figure shows a comparison between the 
experimental data sets of Gray and Malati (1979b) and Zasoski and Burau {1988) and the 
simulated data set. It is clear that the model provides a better approximation of the Zasoski 
and Burau data set than the Gray and Malati data set. However, in both cases the model 
overestimates zinc adsorption. The discrepancy betWeen the model and the Zasoski and 
Burau data set is, however, less than the discrepancy between the two experimental data sets. 
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Figure 4.8 Comparison between simulated ( -) and experimental zinc adsorption data sets 
at pH 6. (Data sets: * = Zasoski and Burau; + = Gray and Malati (308K); • = Gray and 
Malati (293K)). 
Adsorption capacities calculated by eq. 4.1 from experimental and simulated adsorption results 
are compared in Table 4.3. At pH 4, using that· portion of the simulated points which 
corresponds with the solution phase equilibrium concentration data of Zasoski and Burau, an 
adsorption capacity of ca. 0.7mmot.g·1 is calculated. This compares favourably with the value 
of 0.65mmot.g·1 obtained from the experimental data set. Using simulated points 
corresponding to the solution phase equilibrium concentration data of Loganathan and Burau, 
an adsorption capacity of 1.3mmot.g·1 is calculated. This is in reasonable agreement with the 
value of ca. l.Ommol.g-1 obtained for the experimental data set. 
At pH 6, adsorption capacities of 1.96mmot.g·1 and l.Slmmol.g-1 were found by Zasoski and 
Burau and Gray and Malati respectively. From the simulated data sets, values of 
2.50mmot.g·1 and 2.70mmot.g·1 are calculated. The value predicted for the Zasoski and Burau 
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data set is lower than that predicted for the Gray and Malati data set, even though the model 
predicts more zinc to be adsorbed under the conditions employed by Zasoski and Burau. This 
follows from the fact that the slope of the linear Langmuir equation, which is used to estimate 
adsorption capacity, depends on the equilibrium concentration range employed in an 
adsorption experiment (or, in effect, on the metal:solid ratio). This results from the fact that 
the obtained Langmuir isotherms deviate from linearity. The range of adsorption capacities 
calculated from the simulated data sets at pH 6 correspond closely with that of ca. 2.8mmol/g 
found by Gadde and Laitinen (1974). 
Table 4.3 Summary of zinc adsorption capacity results obtained from literature and simulated 
data sets. 
pH I Adsorption capacity Source 
mmol.g"1 
Exp Model 
4.0 0.001 1.00 1.30 Loganathan & Burau, 1974 
0.001 0.70 0.70 Zasoski & Burau, 1988 
6.0 0.1 0.47 2.16 Balikungeri & Haerdi, 1988 
0.01 1.51 2.70 Gray & Malati, 1979b 
0.001 1.96 2.50 Zasoski & Burau, 1988 
? 2.80 2.2-2.7 Gadde & Laitinen, 1974 
6.5 0.1 1.15 2.48 Balikungeri & Haerdi, 1988 
Figure 4.9 compares the pH dependent adsorption experiment of Catts and Langmuir (1986) 
with a model simulation of their experiment. The model predicts experimental results well 
up to pH ca. 4. At higher pH, the model overestimates zinc adsorbed. 
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Figure 4.9 Comparison between simulated ( -) and· experimental (II) pH dependent zinc 
adsorption data set of Catts and Langmuir. 
that the model is more successful in predicting zinc sorption at low pH than at high pH. 
However, not enough data sets are available to assess the variability which may be expected 
in experimental studies aimed at determining zinc adsorption by b-Mn02• 
4.3.4 Cadmium 
A reasonably extensive data set for cadmium is available. In Figure 4.10, simulated 
adsorption results are compared with the data set obtained by Zasoski and Burau at pH 4. 
The model underestimates cadmium sorption. 
In Figure 4.11, the adsorption data of Fu eta/. obtained at pH 5.5 is compared with that 
predicted by the model for cadmium adsorption under similar conditions. Here, the model 
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overestimates cadmium sorption significantly. There is, however, an anomaly between the 
results reported by Fu at pH 5.5 and those of Zasoski and Burau at pH 4. If the amount of 
cadmium adsorbed per -gram of solid phase at a solution concentration of 0.015 -
0.020mmol.dm-3 is compared for the two data sets, it is found that Cdads (pH4) > Cdads(pH5.5) 
by approximately a factor of 2. The fact that the pH 4 study was carried out at an ionic 
strength of 0.001M while the pH 5.5 study was carried out at 0.01M may explain some of 
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Figure 4.10 Comparison between simulated(-) and experimental (D) cadmium adsorption 
data at pH 4 (Data set: Zasoski & Burau). 
At pH 6, two data sets are available. Figure 4.12 compares the data set of Gray and Malati 
(1979b) with a simulated data set while Figure 4.13 shows a comparison of the Zasoski & 
Burau data set with a simulated data set. The two experimental data sets cannot compared 
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.Figure 4.11 Comparison between simulated(-) and experimental cadmiuni adsorption data 
at pH 5.5 (Data set: Fu et al., 1991). 
The results shown in Figure 4.12 show excellent agreement between simulated and 
experimental data sets. Comparison of simulated adsorption data with that of Zasoski and 
Burau (Figure 4.13) indicates that the model underestimates cadmium adsorption. However, 
the discrepancy between model and experiment is quite small (ca. 0.2 mmol.g-1). 
The situation at pH 7 and 8 is illustrated in Figures 4.14 and 4.15. In Figure 4.14, the data 
set of Fu et al. at pH 7 is compared with a simulated data set. Good agreement is observed 
between the model and the experimental data set. The model overestimates the amount of 
cadmium adsorbed slightly. At pH 8, the situation is reversed, with the model 
underestimating adsorption results throughout the whole experiment. Adsorption capacities 
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Figure 4.12 Comparison between simulated(-) and experimental cadmium adsorption data 
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Figure 4.13 Comparison between simulated(-) and experimental (II) cadmium adsorption 
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Figure 4.14 Comparison between simulated(-) and experimental cadmium adsorption data 
at pH 7 (Data set: Fu et al., 1991). 
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Figure 4.15 Comparison between simulated ( -) and experimental (D) adsorption data for 
cadmium at pH 8 (Data set: Fu et al., 1991). 
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In general, good agreement between adsorption capacities obtained from experimental 
observations with those obtained from simulated adsorption data, is observed. Exceptions are 
the Fu et a/. data set at pH 5.5 and pH 8, where the model provides an over- and an 
underestimation of the respective adsorption capacities. The result obtained by Fu et al. at 
pH 5.5 seems low if it is compared with the result obtained by Zasoski and Burau at pH 4. 
Granted, the pH 4 value was obtained at an ionic strength of a factor of 10 lower than the 
ionic strength at which the pH 5.5 value was obtained, but it would be expected that the 1.5 
pH unit increase will compensate for any depressing influence of the higher ionic strength at 
pH 5.5. Furthermore, results presented by Hayes and Leckie (1987) indicates that cation 
adsorption is rather insensitive to ionic strength changes. 
In Figure 4.16, a pH dependent adsorption experiment reported by Fu et al. is compared with 
a simulated pH dependent data set. This is a poor result. The model has difficulty in 
predicting the shape of the adsorption curve in the low pH range. It does, however, predict 
the point of full adsorption quite well. This is surprising, seen against the background of the 
results obtained for the pH 8 isotherm of Fu et a/.. 
The results obtained for cadmium may be summarized by stating that the model appears more 
successful in simulating constant pH adsorption data than pH dependent data. This statement 
is, however, based on only one pH dependent data set. 
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Figure 4.16 Comparison between simulated(-) and experimental (*) cadmium adsorption 




A rather limited number of lead adsorption data sets are available for model validation 
purposes. In Figure 4.17, simulated pH dependent adsorption data are compared with the 
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Figure 4.17 Comparison between simulated ( -) and experimental (*) pH dependent lead 
adsorption data (Data set: Catts & Langmuir, 1986). 
Agreement between model and experiment is poor. The model underestimates lead adsorption 
(i.e. overestimates lead in solution) by approximately a factor of 2 to 3. Neither of the 
models which were evaluated for lead in Chapter 3 is successful in describing the pH 
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Figure 4.18 Comparison of simulated data obtained from three different models of lead 
adsorption with pH the dependent data of Catts and Langmuir (1986). 
Gadde and Laitinen (1974) report a lead adsorption isotherm obtained at pH 6. They found 
that lead adsorption did not exhibit a plateau. Instead, adsorption continued to increase. 
From this, they calculated a lead adsorption capacity of 6.4 mmol.g-1• This value, is however, 
thought to be unrealistic and most probably to include a lead precipitate. Equilibrium 
simulations of their experimental procedure do, however, not indicate the formation of a Pb 
precipitate. If the system is equilibrated with atmospheric C02, the suspension is found to 
be supersaturated with a number of lead carbonates. Gadde and Laitinen do not describe any 
precautionary steps to exclude C02 from their experiments. Thus, the possibility of 
precipitates contributing to their results cannot be excluded. 
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4.4 Discussion 
The model validation procedure was met with mixed success. In certain cases excellent 
agreement between model and experiment was obtained while in others agreement was poor. 
A problem is, however, that in some cases good agreement was obtained with one set of data 
from a specific laboratory but then poor agreement was obtained with a second data set from 
the same laboratory. No trend manifests itself. Few data sets are available in which 
experiments were performed under similar conditions. It is therefore not possible to gauge 
how reproducible results obtained from different laboratories are. The results presented by 
Stroes-Gascoyne suggest that reproducible results may be difficult to obtain. This may be a 
result of the amorphous nature of manganese dioxide phases which may result in different 
surface arrangements for compounds exhibiting similar XRD patterns. Charlet and Manceau 
(1993) state that EXAFS studies have shown that for solids with similar XRD patterns, 
several distinct local structures may be present owing to the way the gel has formed. It is 
therefore impossible to make any definite statements regarding reasons for the discrepancies 
between model and experiment. It can however be stated that both experimental results and 
model structure contribute to this, but in indeterminable proportions. 
The fact that the model is quite successful in describing adsorption isotherms in terms of 
trend suggests that the concept of multiple adsorption site classes is valid. It can probably 
be stated that the model, in a qualitative sense, provides an adequate description of 
independent adsorption data. The quantitative prowess of the model is somewhat less certain. 
However, the variability observed in experimental adsorption studies suggests that the model 
was in most cases within range of observed results. However, compared with the situation 
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before this study, a degree of progress has been made. This study has produced a consistent 
set of Diffuse Double Layer model adsorption constants for 5 metals viz. Ni, Cu, Zn, Cd and 
Pb. It is thus now possible, by using these data, together with the Dzombak and Morel data 
base for HFO, to include more than one adsorption phase in equilibrium models of systems 
in which adsorption processes feature prominently. 
In the next chapter, the constants determined for metal adsorption by b-Mn02 will be applied 
in an equilibrium model aimed at predicting the partitioning of metals in soil solutions. 
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Chapter 5 Modelling considerations 
In setting up an equilibrium model of any system, careful thought should be given regarding 
the questions which the modeller seeks to answer regarding the system. Usually, general 
models are set up to model a generic system, be it the ocean, fresh-water body or a soil 
system. From these models, certain generalizations may be made regarding the behaviour of 
constituents in the system. 
In this work, a different philosophy was followed. The specific question which was addressed 
referred to the partitioning of the metals Ni, Cu, Zn, Cd and Pb over the solid-solution 
interface in a number of specific soil samples. Thus, the soil model was constructed keeping 
(a) specific processes affecting metal partitioning in soil systems and (b) the analytical data 
available, in mind. 
5.1 Experimental data available 
The equilibrium model was validated against soil data collected in the Netherlands (van den 
Hoop, 1995; Janssen et a!., 1995). The data sets are listed in Appendix D. The van den 
Hoop data set refers to unpolluted soils, with metal levels similar to natural background levels 
observed in Dutch soils. The Janssen data set was obtained from polluted soils. The sampled 
soils span a wide range of pH values, metal concentrations and solid and solution phase 
compositions. Extracted pore water was analyzed for major cations, anions, Dissolved 
Organic Carbon (DOC) and metals. Pore water pH was also determined. 
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The solid phase was analyzed for total metal content (concentrated HN03) and poorly 
crystalline Fe oxides (acid ammonium oxalate). Total solid phase concentrations were 
reported as mass of component per unit mass of soil, e.g. g Cd.kg·1 oven dried soil. These 
values were converted to volume units (mass.dm·3) by dividing by the moisture content of the 
soil at field conditions. According to Lindsay (1979), this procedure gives the limiting 
concentration of components in the soil solution. 
5.2 &timation of unavailable and poorly determined data 
Data that were not available are solid phase anion concentrations, redox potential 
measurements and, for the van den Hoop data set, total carbonate concentration in the pore 
waters. Organic material from both the solution and solid phases were also not extracted and 
characterized separately. Therefore, a number of assumptions had to be made to estimate the 
unavailable quantities. 
5.2.1 Total anion concentrations 
Instead of specifying total anion (SO/", PO/, N03• and Cr) concentrations in the partitioning 
calculations, anion activities were fixed at values obtained from calculation performed with 
pore water data. In these calculations, the Fe(II)/Fe(III) and Mn(II)/Mn(III) redox couples 
were included. Calculations were performed so that the extremes of the redox conditions 
which may be expected in soils (Baas-Becking, 1960; Lindsay, 1979), were covered. It was 
found that the calculated equilibrium activities of these anions were insensitive to redox 
conditions. Dissolved organic matter was also excluded from these calculations. Therefore, · 
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it may be expected that the acitivties calculated for SO/-, POt, N03- and c1· are perhaps 
under-estimating the true levels. This follows from the fact that competition between DOM 
and these anions for cations is not accounted for, which will result in an over-estimation of 
complexes involving SO/", PO/, N03- and c1·. 
Carbonate concentration was obtained by equilibrating the soil solutions with COz(g) at a 




atmospheres, which is one order of magnitude higher than the atmospheric partial pressure 
of C02• Lindsay justifies the use of a higher partial pressure by arguing that biological 
activity in soils will lead to an increased C02 partial pressure. 
5.2.2 Soil pH 
The pH concept in soil systems is not as well defined as in systems consisting only of a 
solution phase. Soil pH values were estimated using several approaches: (i) pore water pH, 
(ii) pH of a soil suspension in contact with a 0.01 M CaCl2 solution, (iii) pH of a soil 
suspension in contact with 1 M KCI solution and (iv) pH of a soil suspension in contact with 
demineralized water. Each method yielded a different value for pH, as is illustrated in Tables 
5.1 and 5.2. The question now is which value for pH is the appropriate one to use in the 
equilibrium calculations. Janssen et al. (1996) showed that all the pH values are highly 
correlated with each other. Differences amongst the readings are most probably the result of 
ionic strength effects, except for the values listed in the first row of Table 5.1. The high 
value of 6 obtained for pH(H20) is most probably due to experimental error. 
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It was decided to use pore water pH in all simulations since it was felt that it probably gives 
a better approximation of the equilibrium state of the system than any of the other methods. 
Table 5.1 Soil pH as measured by van den Hoop (1995). 
Sample pH pH pH 
(pore water) (KO) (HP) 
E930423A 4.75 4.6 6.0 
E930423B 4.36 4.2 4.7 
E930611C 7.72 7.1 7.8 
E930624D 5.82 5.0 6.0 
E930707G 4.56 5.1 6.5 
E930715J 7.85 7.0 7.8 
E930715K 6.50 5.2 6.7 
E930715L 4.14 3.4 4.5 
E930720M 5.39 4.5 5.5 
E930720N 5.35 5.0 6.0 
5.3 Thermodynamic data quality for inorganic solution species 
The thermodynamic database used in this work is listed in Appendix B. It was not attempted 
to do a critical evaluation of the literature to assess the quality of the constants employed in 
the database. Several such compilations are available (NIST, 1989; JESS version 5.2 and 5.3, 
1996, 1997 {see May and Murray, 1991a and 1991b for references to JESS}; MINTEQA2 
version 3.1 {see Allison etal., 1991}; Woolard, 1995). What was done here was to compare 
the constants for all reactions included in the MINTEQA2 database with those listed in JESS, 
NIST and Woolard. This is shown in Appendix B. Certain general remarks regarding the 
thermodynamic data may be made. 
5-5 
Table 5.2 Soil pH as measured by Janssen et al. (1996). 
Sample pH pH pH pH 
(pore water) (HP) (KCI) (CaCI2) 
E941129S 7.91 7.8 7.0 7.0 
E941102G 7.57 7.6 7.0 6.8 
E941129T 7.5 7.9 7.0 7.0 
E941104L 7.45 7.6 6.7 6.8 
E941102D 7.43 7.4 6.8 7.2 
E941128R 7.41 7.7 6.9 6.9 
E941102E 7.2 7.2 6.5 6.5 
E941128Q 7.14 7.0 6.4 6.7 
E941128P 7.09 7.5 6.7 6.8 
E941102F 6.79 6.6 6.0 6.5 
E9411250 6.09 5.9 5.1 5.3 
E941103J 5.97 5.5 4.9 5.0 
E941027B 5.74 5.8 5.0 5.7 
E941027C 5.15 5.8 4.5 5.4 
E941104K 4.21 4.8 3.4 3.8 
E941122M 4.02 4.5 3.5 3.8 
E941122N 4.01 4.4 3.6 3.9 
E941103H 3.78 4.4 3.2 3.5 
E941018A 3.57 3.8 3.0 3.4 
E941103I 3.40 3.9 2.8 3.0 
5.3.1 Data for species including H, Na, K, Ca, Mg 
Good agreement amongst the databases is observed for (a) species formed and (b) 
thermodynamic data. The protonation constants for the inorganic ligands CO/·, So/· and 
POt are well determined. 
Data for magnesium species agree well amongst the different -databases, the only exception · 
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being MgCl+. For this constant, the MINTEQA2 and NIST constants (0.5 and 0.6 
respectively) correspond well, but JESS values (-0.46 to -1.1) differ significantly from the 
other values. It was decided to leave the MINTEQ value unchanged. 
Calcium species and constants correspond well amongst the databases consulted. An 
exception is the value listed by JESS for the formation of CaHP04 : it lists 2 values of 15.09, 
which correspond well with MINTEQ (15.09), NIST (15.04) and Woolard (15.01), and a 
value of 14.09. Both these values have equal weighting, so it is not possible to use this 
facility to decide which constant is the more reliable. The NIST constant was used. 
For Na, the constant for NaHP04' listed in the MINTEQ database differed significantly from 
those listed by Woolard, NIST and JESS (12.64 vs 13.20 to 13.50). This constant was 
replaced by the NIST value of 13.23. 
5.3.2 Iron, aluminium and manganese 
Because Fe(III) was excluded from the model (see paragraph 5.4), its data will not be 
discussed. For Fe(II), good agreement for equilibrium constants was observed. Fe(OH)3- is 
an exception, with a difference of 2 log units between the MINTEQ and NIST value of -28.99 
and the JESS and Woolard value of -31.00. The MINTEQA2 value was left unchanged 
because of its agreement with the NIST value. 
Of the aluminium species included in the MINTEQA2 database, formation constants for 
Al(OH)2+, Al(OH)3, Al(OH)4- and Al(S04t differ significantly amongst the databases. This · 
5-7 
means that for 5 out of the 6 inorganic aluminium species included in the database, data are 
quite uncertain. It was decided to use the constants as listed in MINTEQA2 since they were 
within the range of values reported in the other databases. 
The constant for Mn2(0Ht
3 is given as -10.56 (MINTEQ, Woolard), -10.60 to -10.10 (JESS) 
and -7.20 by NIST. Based on the good agreement between three of the databases, the 
MINTEQ value was left unchanged. This value also agrees well with that listed by Baes and 
Mesmer (1976). 
5.3.3 Nickel, copper, zinc, lead and cadmium 
Data for these metals may be summarized by noting that data for hydroxy and carbonate 
species have a high degree of uncertainty associated with them. As far as possible, constants 
from the NIST database were used. 
5.3.4 Solubility products for potential precipitates 
No general discussion on solubility data is presented. Data for solids which precipitated in 
specific simulations are discussed in Chapter 6. 
5.4 Construction of the soil model: assumptions and simplifications 
Assumptions and simplifications were made on two levels: first, processes accounted for in 
the chemical model of the soil system were trimmed down or simplified. Second, due to • 
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experimental difficulties in characterizing soil systems, certain assumptions and operational 
definitions had to be employed. In the construction of the current model, the following 
assumptions and simplifications were made. 
Certain chemical reactions were not included because consistent data for these reactions are 
not yet available. In particular, the adsorption of dissolved organic matter (DOM) by 
Hydrous Ferric Oxide and Mn02 were disregarded. Also, the formation of ternary complexes 
involving an adsorption phase, and dissolved organic matter and a metal, is disregarded. The 
effect of DOM adsorption on oxide surface properties has been discussed by a number of 
workers (Tipping, 1981a,b; Tipping and Cooke, 1982; Verm6hlen et al., 1996). Their results 
indicate that adsorption of DOM occurs mostly in the lower pH ranges and the nett effect of 
DOM adsorption is a reversal of particle surface charge. 
Organic ligands adsorbed to a surface may affect metal adsorption in two ways: first, if all 
the ligand's donor groups are utilized in ligand-surface binding, adsorption of the ligand will 
decrease metal adsorption. If, however, one or more of the ligand's functional groups remain 
free, these compounds can facilitate metal sorption by acting as a bridge between the surface 
site and the metal ion (Coughlin and Stone, 1995). The inclusion of this process in an 
equilibrium model is fraught with difficulty. The first problem is related to sorption constants 
describing the sorption of organics by mineral phases. A second problem is related to 
sorption constants describing sorption of metals by the organic material adsorbed to the 
mineral phase. Also, the extent to which the mineral surface is covered by organic material 
will affect metal sorption. Because of this large amount of uncertainty, it was decided to 
exclude these processes from the model. 
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Adsorption by clay minerals was disregarded. The reason for this is two-fold: first, clay 
minerals present in the soil samples considered were not characterized and second, 
MINTEQA2 does not allow the simultaneous use of different sorption models in the same 
equilibrium problem (Allison, 1991). Adsorption data for clays are usually reported as ion 
exchange constants (Evans, 1989). 
Redox processes were also excluded from the model since no redox potential measurements 
were available. This is not seen as a problematic assumption for the following reasons. 
Preliminary model runs on the pore water systems in which redox potential was varied over 
the range commonly found in soil systems (Baas-Seeking, 1960; Lindsay, 1979), indicated 
that the major effect of redox potential is the formation of metal ferrites. Metal ferrites are 
mixed oxides containing nickel, copper or zinc and Fe20 3, with the general fonnula of 
MFe20 3• The fonnation of these solids depends on Fe(III) concentration, which is again 
dependent on redox potential. These solids were predicted to be highly supersaturated at very 
low redox potentials in a number of samples. Since the soils were surface soils which were 
not water-logged, it is reasonable to assume an oxidizing soil environment. Thus, the 
formation of these solids can reasonably be expected to occur in the soils. However, the 
existence of CuFe20 4, NiFe20 4 and ZnFe20 4 is by no means free of controversy. 
· Evidence for their existence in soils is scarce. Sadiq and Enfield (1984a, 1984b) equilibrated 
soil suspensions for periods ranging from 1 to 50 days. Soil suspensions were analysed for 
Ni, Fe, AI, PO/, Si and CL Redox potential and pH were also detennined. Based on these 
data, they plotted Log {[Ni2+]3[Fe3+]2} vs suspension pH. This was compared with a similar 
plot predicted from NiFe20 4 solubility data. Their results show good agreement between • 
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obsetved and calculated cutves, which they use as evidence for the existence of NiFe20 4 in 
their soils. 
On the other hand, Bruemmer et a!. (1983) illustrated that for zinc, observed zinc 
concentrations in solution did not follow those predicted by ZnFe20 4• They concluded from 
their results that zinc concentration in the soil aqueous phase is not controlled by ZnFe20 4, 
but rather by an adsorption process. A major objection levelled against their existence in soil 
solutions is that conditions required for their formation are quite different from ambient soil 
conditions. According to McBride (1994), these structures violate the radius ratio rule, which 
suggests that extreme conditions are necessary for their formation. 
Examination of the more recent literature on the formation of CuFe20 4 supports these 
objections. Xu and Wang (1993) considered the interaction between CuO and Fe20 3 and CuO 
and Fe(N03) 3• Their results indicated that under ambient conditions and mechanical stirring 
no reaction took place. Only once the temperature was elevated to 1073 K for 2 hours did 
they detect the formation of CuFe20 3• Also, a patent registered by Li (1993) forms CuFe20 4 
by mixing a ferric compound with a metal sludge and then heating the mixture at 500 to 1400 
oc for 1 to 10 hours. 
Apart from the controversy about the existence of these solids in soils, the thermodynamic 
data describing their formation are quite uncertain. This is borne out by the fact that (a) the 
constant for CuFe20 4 varies from 5.9 (JESS, MINTEQA2) to 10.13 (Lindsay, 1979), (b) data 
for NiFe20 4 is only listed by Sadiq and Enfield (1984a) and (c) data for ZnFe20 4 is listed only 
by Lindsay (1979). 
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The evidence presented suggests that the formation of these solids in soil systems are highly 
unlikely. Therefore, they were disregarded in all subsequent simulations. 
Redox potential is also important for the formation and dissolution of ferric adsorption phases 
in soils. Here, however, the ammonium oxalate extractions provided experimental evidence 
for the existence of ferric solids in contact with the pore water phase. Also, MINTEQ does 
not allow the adsorption phase concentration to change during the course of a simulation. In 
other words, if adsorption processes are to be modelled, a situation of constant solid phase 
composition must be assumed. Thus, in the current application the formation/dissolution 
reactions can be disregarded. In all simulations, pore water iron was assumed to be present 
in the Fe(II) state. 
Manganese redox reactions were disregarded on the basis of (i) kinetic considerations 
(McBride, 1994) and (ii) the fact that Mn02 was assumed to be present in the solid phase in 
all simulations. Pore water manganese was assumed to be all in the Mn(II) form. The 
Cu(I)/Cu(II) redox couple was also excluded since Cu(I) is not stable in aqueous solution 
(Cotton and Wilkinson, 1980). 
The cation binding characteristics of Natural Organic Matter (NOM) was estimated using a 
modelling approach. The exact functional group arrangements on NOM responsible for cation 
binding, together with the abundance of these arrangements, are ill-defined. This necessitates 
an additional modelling step to obtain estimates of these. This is discussed in paragraph 5.5. 
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Soil adsorption phases were assumed to approximate, in behaviour and identity, well-defined 
solids prepared and studied under laboratory conditions. Soil solid phases are operationally 
defined in terms of an extraction procedure. Characteristics of pure solid phases measured 
under controlled laboratory conditions, such as jj's, surface areas and binding capacities are 
taken as approximations for these properties of the soil solid phase. Although this 
extrapolation may be criticized, recent work by Tessier et al. (1996) has shown that there is 
some merit in the use of laboratory determined parameters in the modelling of natural 
systems. Furthermore, the adsorption of anions and cations at the soil solid phase were 
assumed to occur according to the surface complexation model together with the Diffuse 
Double Layer model of the solid/solution interface. Determination of the relevant parameters 
describing the adsorption phases is described in paragraph 5.6. 
Apart from the assumptions regarding the soil chemical processes, we are forced to make 
certain assumption regarding the physical properties of the soil as well. Physical properties 
of soils are of major importance in controlling movement and composition of the soil solution 
(Greenland and Hayes, 1981). Implicitly, it is assumed that the soil is a homogeneous system 
of particles surrounded by the soil solution, or pore water. In reality however, the soil is a 
highly non-homogeneous system consisting of an unequal distribution of particles, particle 
sizes and pore sizes. 
5.5 Inclusion of Dissolved Organic Matter 
The experimental data available on dissolved organic compounds present in the pore waters 
were Dissolved Organic Carbon (DOC) concentrations. Van den Hoop (1995) and Janssen · 
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et al. (1995) did not perform any extraction and characterization studies, such as C, H and 
N analysis, IR, NMR and MS. Thus no information regarding the molecular structure and 
possible functional group arrangements of the Dissolved Organic Matter (DOM) in which the 
DOC is present, was available. The inclusion of these compounds therefore necessitated 
several assumptions. These are: 
(i) all DOC is present as humic and fulvic type materials 
(ii) only R-COOH, R-OH, 0-COOH, 0-0H are available to form binding sites 
(iii) average values for elemental composition and functional group content is 
representative of the DOM in the present samples. 
The major assumption was that average values for elemental composition and functional 
group content published in the literature was a good estimate for the DOM in the systems to 
be modelled in this work. Evidence from fractionation studies on a wide variety of humic 
substances supports this assumption. Therefore, values reported in the literature were used 
as estimates for the required input (Buffle, 1988; Krajnc et al., 1995; Cleven, 1984; de Wit, 
1988; Mountney and Williams, 1992; Alloway, 1995). These values are listed in Table 5.3. 
The set of values used throughout all simulations are listed in Table 5.5. The compounds 
chosen as models for binding sites are listed in Table 5.6. Although the RANDOM model 
allows for the inclusion of nitrogen containing binding sites, only sites containing oxygen as 
donor were included in the present study. RANDOM requires the user to specify a binding 
site counting order. This is needed to ensure that certain functional group arrangements are 
not counted twice. This was decided on by performing calculations at 3:s:pHs9 using all the 
oxygen donor ligands at equal concentrations with only one metal present. Ligands were 
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present in excess. All ligands binding less than 1% metal at each pH value were disregarded. 
The eight remaining ligands were then ranked in terms of their ability to bind metals. This 
procedure is similar to that employed by Mountney and Williams (1992). The following site 
counting order was established: 
MAL, ACAC, CAT, SUCC, 2HMP, PHTH, HBT, PROP 
In the soil simulations, concentrations for each of the binding sites listed in Table 5.5 were 
multiplied by the HM concentration for the particular sample, listed in Table 5.6. Humic 
material concentration was calculated by assuming that the soil humic material consists of 
45% carbon (see Table 5.3). 






































































Table 5.6 Humic material (HM) concentration calculated for pore water samples from DOC concentration by 
assuming 45% carbon content. 
Sample ID DOC HM (45% C) 
mg/1 mg/1 
E930423A 15.16 33.69 
E930423B 36.01 80.02 
E930611C 28.80 64.00 
E930624D 47.17 104.82 
E930707G 65.42 145.38 
E930715J 80.88 179.73 
E930715K· . 39.85 88.78 
E930715L 53.35 118.56 
E930720M 53.35 118.56 
E930720N 53.29 118.42 
E941018A 51.72 114.93 
E941027B 75.00 166.67 
E941027C 88.44 196.53 
E941102D 113.64 252.53 
E941102E 67.56 150.13 
E941102F 88.08 195.73 
E941102G 75.84 168.53 
E941103H 87.60 194.67 
E9411031 146.40 325.33 
E941103J 58.20 129.33 
E941104K 148.80 330.67 
E941104L 147.6 328.00 
E941122M 55.92 124.27 
E941122N 53.64 119.20 
E9411250 34.32 76.27 
E941128P 21.24 47.20 
E941128Q 54.00 120.00 
E941128R 20.40 45.33 
E941129S 26.40 58.67 
E941129T 34.68 77.07 
5.6 Inclusion of adsorption processes 
,.j\, i 
~ .~ .... ~r·. 
~ ~ ~ . , .. ' ';."" 
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The implementation of the surface complexation/diffuse double layer adsorption model 
requires certain data viz. (a) model adsorption reactions, (b) adsorption constants for the 
reactions in (a), (c) adsorption phase characteristics such as surface area, amounts of strong 
and weak binding sites and (d) the amount of adsorption phase present in the soil system. 
For HFO, the data required under points (a) -(c) were used as recommended by Dzombak 
and Morel (1990). These are listed in Tables 5.7 and 5.9 for the respective data sets. The 
amount of poorly crystalline ferric oxides in the soil solid phase was estimated from acid 
ammonium oxalate extractions of the soils. Schwertmann and Taylor (1989) disctJSS the 
determination of iron oxides in soils. Extraction with acid ammonium oxalate provides an 
estimate of the poorly crystalline iron oxides. 
The more crystalline phases such as Goethite, Hematite and Lepidocrocite are not solubilized 
unless some source of Fe2+ is present. The acid ammonium oxalate extraction may thus 
provide an overestimation of the amount of poorly crystalline, highly reactive iron oxides. 
However, numerous factors, such as surface structure and species sorbed onto the surface, 
may inhibit or enhance the dissolution of ferric oxides (Biber et al., 1994). Equating the 
ammonium oxalate extractable iron to HFO is, however, purely operational. The effect of this 
may be that (i) the pH range in which the soil solid phase actively adsorbs cations is not 
reflected in the model (i.e. the soil solid phase may also be quite active at low pH whereas 
the model solid is only active at pH~6), (ii) binding site density estimations are wrong and 
(iii) adsorption constants which relate to amorphous hydrous ferric oxide are not applicable. 
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Table 5.7 HFO data used in modelling the van de Hoop data set. HFO content estimated by ammonium oxalate 
extractions of soils. 
Sample "Moisture Fe ·Fe Fe 1[Type 1) 2[Type 2] 
content g!kg air giL mol/L (mol/1) (mol/1) 
%wght dried soil soil solution soil solution 
E930423A 32 24.301 75.939 1.360 6.80e-03 2.72e-01 
E930423B 74 11.964 16.167 0.289 1.45e-03 5.79e-02 
E930611C 19 6.543 34.435 0.617 3.08e-03 1.23e-01 
E930624D 49 15.712 32.065 0.574 2.87e-03 1.15e-01 
E930707G 19 8.327 43.825 0.785 3.92e-03 1.57e-01 
E930715J 14 2.441 17.433 0.312 1.56e-03 6.24e-02 
E930715K 22 10.582 48.100 0.861 4.31e-03 1.72e-01 
E930715L 33 6.022 18.249 0.327 1.63e-03 6.54e-02 
E930720M 9 1.524 16.936 0.303 1.52e-03 6.07e-02 
E930720N 7 4.240 60.565 1.084 5.42e-03 2.17e-01 
# field conditions 
* calculated through: (g Fe!kg air dried soil)/(field soil moisture content) 
1 0.005 mol sites per mol Fe 
2 0.2 mol sites per mol Fe 
Surface area: 600 m2.g·1 
Table 5.8 Mn02 data used in modelling the van den Hoop data set. Mn02 content equated to total manganese 
content of solid phase estimated from concentrated HN03 destruction of solid phase. 
Sample "Moisture Mn ·Mn Mn 1[Type 1] 2[Type 2] 
content g/kg air giL moi/L (mol/1) (mol/1) 
(wght %) dried soil soil solution soil solution 
E930423A 32 0.714 2.23 4.059e-02 7.71e-03 2.72e-03 
E930423B 74 0.131 0.177 5.260e-03 9.99e-04 3.52e-04 
E930611C 19 0.648 3.41 6.206e-02 1.18e-02 4.16e-03 
E930624D 49 0.145 0.296 5.388e-03 1.02e-03 3.61e-04 
E930707G 19 0.775 4.08 7.426e-02 1.41e-02 4.98e-03 
E930715J 14 0.315 2.25 4.095e-02 7.78e-03 2.74e-03 
E930715K 22 2.837 12.90 2.34..~-01 4.46e-02 1.57e-02 
E930715L 33 0.539 1.63 2.967e-02 5.64e-03 1.99e-03 
E930720M 9 0.167 1.86 3.386e-02 6.43e-03 2.27e-03 
E930720N 7 0.662 9.46 1.722e-01 3.27e-02 1.15e-02 
# field conditions 
* calculated through: (g Mn!kg air dried soil)/(field soil moisture content) 
1 0.19 mol sites per mol Mn 
2 0.067 mol sites per mol Mn 
Surface area: 331 m2.g·1 
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Table 5.9 HFO data used in modelling the Janssen data set. HFO content estimated by ammonium oxalate 
extractions of soils. 
Sample ~oisture Fe "Fe Fe 1[Type 1] 2[Type 2] 
content g!kg air giL mol/L mol/L moi/L 
(wght %) dried soil soil soln soil soln 
E941018A 12.3 1.48 12.03 0.216 1.08e-03 4.31e-02 
E941027B 73.5 8.85 12.04 0.216 1.08e-03 4.32e-02 
E941027C 55.3 11.09 20.05 0.359 1.80e-03 7.19e-02 
E941102D 29 3.58 12.35 0.221 l.lle-03 4.43e-02 
E941102E 25.7 4.73 18.38 0.330 1.65e-03 6.59e-02 . 
E941102F 32.5 3.86 11.86 0.213 1.06e-03 4.25e-02 
E941102G 37.1 16.04 43.23 0.775 3.87e-03 1.55e-01 
E941103H 10.4 0.20 1.884 0.034 1.69e-04 6.75e-03 
E9411031 12.9 0.36 2.759 0.049 2.47e-04 9.89e-03 
E941103J 43 15.02 34.93 0.626 3.13e-03 1.25e-01 
E941104K 8.2 0.27 3.243 0.058 2.91e-04 1.16e-02 
E941104L 29.6 3.50 11.82 0.212 1.06e-03 4.24e-02 
E941122M 11.9 1.65 13.84 0.248 1.24e-03 4.96e-02 
E941122N 5.8 1.18 20.41 0.366 1.83e-03 7.32e-02 
E9411250 31.5 15.44 49.00 0.878 4.39e-03 1.76e-01 
E941128P 66.3 12.95 19.53 0.350 1.75e-03 7.00e-02 
E941128Q 55.8 7.71 13.81 0.247 1.24e-03 4.95e-02 
E941128R 57.6 9.39 16.30 0.292 1.46e-03 5.84e-02 
E941129S 32.9 6.26 19.03 0.341 1.70e-03 6.82e-02 
E941129T 39.7 4.99 12.55 0.225 1.13e-03 4.50e-02 
# field conditions 
* calculated through: (g Fe!kg air dried soil)/(field soil moisture content) 
1 0.005 mol sites per mol Fe 
2 0.2 mol sites per mol Fe 
Surface area: 600 m2.g·1 
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Table 5.10 Mn02 data used in modelling the Janssen data set. Mn02 content equated to total manganese 
content of solid phase estimated from concentrated HN03 destruction of solid phase. 
Sample 'Moisture Mn 'Mn Mn '[Type 1] 2[Type 2] 
content g/kg air g/1 mol!L mol!L moi!L 
(wght %) dried soil soil soln soil soln 
E941018A 12.3 0.07444 0.605 1.10e-02 2.09e-03 7.39e-04 
E941027B 73.5 0.2259 0.307 5.60e-03 1.06e-03 3.75e-04 
E941027C 55.3 0.4434 0.802 1.46e-02 2.78e-03 9.79e-04 
E941102D 29 0.3270 . 1.128 2.05e-02 3.90e-03 1.38e-03 
E941102E 25.7 0.4861 1.892 3.45e-02 6.55e-03 2.31e-03 
E941102F 32.5 0.5946 1.830 3.33e-02 6.33e-03 2.23e-03 
E941102G 37.1 0.9445 2.546 4.64e-02 8.81e-03 3.1le-03 
E941103H 10.4 0.006149 0.059 1.08e-03 2.05e-04 7.22e-05 
E9411031 12.9 0.009113 0.071 1.29e-03 2.44e-04 8.62e-05 
E941103J 43 0.1291 0.300 5.47e-03 1.04e-03 3.66e-04 
E941104K 8.2 0.0223 0.273 4.98e-03 9.45e-04 3.33e-04 
E941104L 29.6 0.4024 1.360 2.48e-02 4.71e-03 1.66e-03 
E941122M 11.9 0.0772 0.650 1.18e-02 2.25e-03 7.93e-04 
E941122N 5.8 0.04172 0.719 1.31e-02 2.49e-03 8.78e-04 
E9411250 31.5 0.4146 1.316 2.40e-02 4.56e-03 1.61e-03 
E941128P 66.3 0.7324 1.105 2.01e-02 3.82e-03 1.35e-03 
E941128Q 55.8 0.2351 0.421 7.68e-03 1.46e-03 5.14e-04 
E941128R 57.6 0.3737 0.649 1.18e-02 2.25e-03 7.92e-04 
E941129S 32.9 0.5479 1.665 3.03e-02 5.76e-03 2.03e-03 
E941129T 39.7 0.6894 1.737 3.16e-02 6.01e-03 2.12e-03 
# field conditions 
* calculated through: (g Mn/kg air dried soil)/(field soil moisture content) 
1 0.19 mol sites per mol Mn 
2 0.067 mol sites per mol Mn 
Surface area: 331 m2.g'1 
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For Mn02, the parameters determined in Chapters 2 and 3 in this work were used to fulfil the 
data requirements listed under points (a)- (c). The Mn02 content of the soil solid phase was 
not measured. The only data available were total manganese, as determined from a 
concentrated nitric acid extraction of the solid phase. Thus, the potential effect of Mn02 on 
metal partitioning was modelled by assuming that all manganese in the solid phase is present 
as Mn02 (McBride, 1994). This scenario will represent the maximum effect that may be 
expected due to metal adsorption by Mn02• Tables 5.8 and 5.10 contain a summary of 
binding site concentrations used to represent Mn02 in the models for the various soil samples. . . . 
5. 7 Summary of soil model 
The processes included in the equilibrium model, together with thermodynamic data sources, 
are summarized in Table 5.11. 
Table 5.11 Summary of the soil chemical equilibrium model. 
Process Participating components Equilibrium data source 
Complexation Major cations, anions, Fe(II), Mn(II), Cu, Zn, Cd, Pb, Woollard, 1995. 
Ni, Dissolved Organic Matter (DOM) JESS 
NIST,.1993. 
.. Allison et al., 1991. 
Redox Excluded 
Precipitation As for complexation, excluding DOM Allison et al., 1991. 
Adsorption As for complexation, excluding Fe(II), Mn(II), Al, Dzombak and Morel, 1990. 
Col·, Cl-, N03-, DOM. Hydrous Ferric Oxide (HFO) This work, Chapters 2 & 3. 
and Manganese dioxide _as adsorption phases. 
In the next chapter, the equilibrium model described in the preceding sections will be used 
to predict pore water concentrations in a number of Dutch soils. 
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Chapter 6 Metal partitioniilg in soils 
The main objective of this work was the measurement of adsorption data which would allow 
the inclusion of more than one adsorption phase in equilibrium models of soil and 
sedimentary systems. The focus was, in particular, on manganese dioxide. Therefore, the 
modelling results presented here are those which illustrate the influence of Mn02 on predicted 
metal partitioning. 
The first set of simulation results relate to the situation before the work described in Chapters 
2, 3 and 4 was carried out. In these simulations, adsorption of metals by HFO, using the 
Dzombak and Morel (1990) data, and precipitate formation were the· only mechanisms 
specified which allowed the incorporation of metals into the soil solid phase. These 
simulations are referred to as HFO-PPT in the subsequent text. The second modelling 
scenario includes Mn02 as an additional sorption phase. This is referred to as HFO-MN02-
PPT. 
Agreement between predicted and observed metal partitioning were assessed (a) visually and 
(b) by calculating the mean deviation for each model over all samples. In the visual 
comparisons, observed and calculated pore water concentrations of each metal were plotted 
as a function of soil sample pH. The mean deviation was calculated according to 
:E JObserved-calculatedJ 
n 
where n is the number of soil samples considered. It was also used to assess whether a 
specific model provided a better description of experimental results compared to another. 
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6.1 The HFO-PPT model. 
Results obtained with this model are presented in Figures 6.1 to 6.5. Mean deviations for 
each metal are presented in Table 6.1. The results may be summarized by noting that in 
general, agreement between model and experiment improves with increasing pH. The model 
thus exhibits a pH dependency. This is not observed for the observed pore water 
concentrations, which are reasonably constant over the complete pH range covered by the soil 
samples. The pH dependence of model results are confirmed by the mean deviations listed 
in Table 6.1. 
Table 6.1 Mean deviations calculated for the HFO-PPT model. 
pH range Ni Cu Zn Cd Pb 
3.4-4.4 3.22 2.42 2.44 2.81 1.54 
4.4-6.1 3.19 0.88 2.69 3.02 1.02 
>6.1 2.11 0.87 0.76 1.33 0.32 
Overall 2.74 1.28 1.82 2.26 0.85 
As far as specific metals are concerned, the model is most successful in predicting pore water 
concentrations for lead and copper. For lead (Figure 6.5), the maximum discrepancy between 
model and experiment is 3.5 log units for samples with pH less than 4.4. Above this pH, the 
agreement was always to within 1.5 log units. The overall mean deviation between observed 
and calculated pore water concentrations is 0.85 log units. 
In the case of copper (Figure 6.2), predicted pore water concentrations are up to 3 orders of 
magnitude higher than observed concentrations in samples with pH less than 4.3. For samples 
falling in the range pH 4.3 to pH 5.5, predicted concentrations are higher than observed 
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concentrations by 1 to 2 orders of magnitude. For samples with pH greater than 5.5, 
predicted pore water concentrations were consistently lower than observed concentrations. 
The difference between observed and calculated ranged from approximately 0.1 to 1.5 log 
units. The overall mean deviation between observed and calculated pore water concentrations 
is 1.28 log units. 
For nickel (Figure 6.1), pore water concentrations are over-estimated for all samples by more 
than 1 log unit. The overall mean deviation between calculated and observed concentrations 
is 2.74 log units. Cadmium (Figure 6.4) and zinc (Figure 6.3) pore water concentrations are 
overestimated in most of the samples. Some agreement between model and experiment is 
observed in samples with pH higher than 6, with the best agreement being observed above 
pH 7. Even so, the model overestimates cadmium pore water concentrations in this pH range 
by 0.5 to 2.5 log units. An overall mean deviation of 2.26 log units was obtained. 
For zinc, the situation is slightly better, with the model overestimating pore water 
concentrations by 0.5 to 1 log units. A mean deviation of 1.82 log units is observed for zinc. 
Thus, it may be stated that the agreement between observed and calculated pore water 
concentrations is not good, especially for samples with pH values less than 6. In these 
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Figure 6.1 Nickel partitioning predicted by model including HFO and precipitation. 
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Figure 6.2 Copper partitioning predicted by model including HFO and precipitation. 
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Figure 6.3 Zinc partitioning predicted by model including HFO and precipitation. 
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Figure 6.4 Cadmium partitioning predicted by model including HFO and precipitation. 
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Figure 6.5 Lead partitioning predicted by model including HFO and precipitation. 
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6.2 The HFO-Mn02-PPT model. 
Results for this model are presented in Figures 6.6 to 6.10. The mean deviations observed 
for each metal are summarized in Table 6.2. 
Table 6.2 Mean deviations calculated for the HFO-Mn02-PPT model. 
pH range Ni Cu Zn Cd Pb 
3.4-4.4 3.11 1.95 2.37 2.78 1.19 
4.4-6.1 2.69 0.77 2.48 2.89 1.03 
>6.1 1.36 1.03 0.75 1.30 0.99 
Overall 2.23 1.20 1.74 2.16 1.05 
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It is immediately obvious that the inclusion of Mn02 as a second adsorption phase did not 
result in a sudden exact agreement between observed and predicted pore water concentrations. 
However, in general an improvement in the predictions was observed. 
As for the previous model, lead pore water concentrations are predicted best by the model ( cf 
Figure 6.10). A mean deviation of 1.05 log units is observed for this metal. Thus, inclusion 
of Mn02 led to a decrease in the agreement between model and experiment. If, however, the 
pH range 3.4 to 4.4 is considered, inclusion of Mn02 improved the mean deviation from 1.54 
for HFO-PPT to 1.19 for HFO-Mn02-PPT. For samples with pH greater than 6.5, however, 
inclusion of Mn02 led to a decrease in the agreement between observed and calculated pore 
water concentrations. In this pH range, the mean deviation changed from 0.32 for HFO-PPT 
to 0.99 for HFO-Mn02-PPT. 
Considering copper (Figure 6. 7), the inclusion of Mn02 led to an overall drop in the mean 
deviation of 0.08 log units. In the pH range 3.4 to 4.4, the improvement between calculated 
and observed is greatest, with a change in the mean deviation from 2.42 to 1.95 log units. 
However, in samples with pH greater than 6, the inclusion of Mn02 led to a decrease in the 
agreement between observed and predicted pore water concentrations. A similar trend as 
before is observed, with the model overestimating pore water concentrations for samples in 
the pH range 3.4 to 5.5 and underestimating pore water concentration for samples with pH 
greater than 5.5. 
The ability of the model to predict pore water concentrations for cadmium is presented in 
Figure 6.9. An overall mean deviation of 2.16 log units is obtained. This is, however, a 
slight improvement over the HFO-PPT model, which had a mean deviation of 2.26 log units. 
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Results for zinc are presented in Figure 6.9. The overall picture is similar to that observed 
for the HFO-PPT model. However, the inclusion of Mn02 did result in a slight improvement 
in the calculated pore water concentrations. A mean deviation of 1.74 log units, compared 
with the 1.82 log units for the HFO-PPT model, is observed. 
Calculated nickel pore water concentrations (Figure 6.6) was impacted most by the inclusion 
of Mn02• The model predicted some partitioning into the solid phase to occur even in 
samples with low pH. This was not observed in the HFO-PPT model. Above pH 6, pore 
water concentrations are now predicted to range from approximately 3.2xlo-s mol.dm-3 to 
approximately 6x10-7 mol.dm-3• This represents approximately a 1 order of magnitude 
decrease in the calculated pore water concentrations in these samples. The improveinent is 
reflected in the mean deviation of 2.23 log units, compared with 2.74 log units for the 
previous model. 
6.3 Importance of precipitation 
In order to asses the role played by precipitation processes in the modelling results, 
simulations were carried out including only adsorption processes. In these simulations, both 
HFO and Mn02 were included as adsorption phases. The mean deviations for each metal 
calculated with this model are compared with those of the other models in Table 6.3. The 
exclusion of precipitation processes led to an increase in the mean deviation for all metals, 
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Figilre 6.10 Lead partitioning predicted by model including HFO, Mn02 and precipitation, <•- [Pbhott ."'-
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The improvement in the mean deviation observed for all the metals with precipitation · 
processes included does not, however, arise directly from the formation of precipitates. 
Table 6.3 Comparison of the mean deviations obtained for the three models used to predict 
metal partitioning. 
Metal ADS HFO-Mn02-PPT HFO-PPT 
Ni 2.48 2.23 2.74 
Cu 1.32 1.20 1.28 
Zn 2.10 1.74 1.82 
Cd 2.60 2.16 2.26 
Pb 1.85 1.05 0.85 
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Precipitates (carbonates and phosphates) were only formed for zinc, lead and cadmium. The 
effect of this is to decrease competition for adsorption sites from these metals with copper and 
nickel, resulting in larger quantities of nickel and copper to be adsorbed. The relative 
distribution of these metals over the solution, adsorbed and precipitated phases are presented 
in Figures 6.11 to 6.13. In these figures, samples are indicated using the last alphabetical 
character present in sample codes, listed in Appendix D. 
A number of general observations can be made. First, a difference in trends exhibited by the 
data sets is immediately obvious. The Janssen data set, depicted by upper case, has a 
significant number of soils in which precipitation is a contributing factor in controlling metal 
partitioning. This is not observed in the van den Hoop results, depicted by lower case, with 
the exception of lead. The van den Hoop data set corresponds to unpolluted soils, whereas 
the Janssen data set corresponds to polluted soils. This suggests that in unpolluted soils, where 
metals are present at background levels, adsorption processes dominate metal fate, whereas 
precipitation plays a significant role in polluted soils. A similar observation was made by Ma 
and Rao (1997). Using sequential extraction procedures, they found that cadmium distribution 
over the various' soil fractions in their extractions was a function of total cadmium 
concentration. 
6.4 Discussion~ 
The inclusion of Mn02 as an additional adsorption phase active in the lowet pH ranges led 
to an improvement in the correspondence between calculated and observed pore water 
concentrations for samples with low pH. The improvement was most notable for nickel, 
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Figure 6.11 Distribution of zinc as dissolved, adsorbed and precipitated species predicted by 
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Figure 6.13 Distribution of lead as dissolved, adsorbed and precipitated species predicted by 
the model including HFO, o-Mn02 and precipitation. 
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The improvement noted for nickel should, however, immediately be seen against the 
uncertainty in the adsorption parameters for this metal by Mn02• In the validation exercise 
reported in Chapter 4, it was found that the current set of adsorption parameters led to an 
overestimation of nickel adsorbed by Mn02• 
For lead, inclusion of Mn02 led to a decrease in the agreement between predicted and 
observed pore water concentrations compared to the HFO-PPT model. This is mainly due to 
the fact that lead adsorption is overestimated in samples with pH greater than 7. This is 
interesting since in validating the Mn02 adsorption parameters for lead, it was found that lead 
adsorbed was underestimated. It should, however, be kept in mind that the Mn02 
concentration in the soil simulations was set equal to total manganese in the solid phase, 
which may therefore have resulted in a high estimate of manganese adsorption sites. This, 
off-course, will impact results for all other metals as well. 
Reasons for the discrepancy between calculated and observed pore water concentrations are 
manifold. The fact that the model overestimates pore water concentrations in. the lower pH 
ranges may be a result of the exclusion of organic matter and clay minerals. In these low pH 
ranges, organic matter may sorb metal more strongly or they may be sorbed onto the surfaces 
of soil minerals, causing a change in the sorption properties of the solid phase. At high pH, 
the organics may desorb (Tipping, 1981; Schlautman and Morgan, 1994; Spark et al., 1997) 
from the soil minerals so the phases included in the model provide a better approximation of 
the soil solid phase. Tessier et al. (1996) report results which are consistent with this view. 
The under-estimation of pore water concentrations at high pH observed for copper and lead 
may be the result of either or both of the following factors: (i) the assumption that the 
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adsorption properties of the soil solid phase is the sum of the adsorption properties of HFO 
and Mn02 and (ii) the role of solution phase ligands at high pH in solubilizing copper and 
lead is underestimated. 
Anderson and Benjamin (1990a, 1990b) investigated the surface and bulk characteristics of 
binary aluminium - and iron oxide suspensions. Their results indicated that the properties of 
binary oxide suspensions can be different from their component parts, even in a physical 
mixture. It was found that the adsorption of zinc by the binary oxide system was similar to 
that observed for the component solids. However, in the case of cadmium, it was found that, 
compared to the pure iron oxide, cadmium adsorption was inhibited in the binary oxide 
system. Compared with the aluminium oxide system, cadmium adsorption was enhanced. 
Meng and Letterman (1993) concluded from their investigation of cadmium and calcium 
adsorption by two mixed oxide systems [Al(OH)JSi02] and Fe(OH)JSi02] that the adsorption 
properties of mixed oxide systems are determined by interactions between components and 
the relative amounts of the components present in the system. They found .that in cases where 
a sufficient amount of either Fe(OH)3 or Al(OH)3 was present to cover the Si02 surface 
completely, calcium and cadmium adsorption were similar to that observed for the pure 
Fe(OH)3 and Al(OH)3 phases. These results may be summarized by stating that the 
adsorption behaviour of a multi-component solid phase is not always well approximated by 
the adsorption behaviour of its constituents. 
The role played by solution phase ligands is to compete with the solid phase for metal ions 
and in doing so, lead to desorption and a concomitant increase in solution phase 
concentration. It may be that the current model is underestimating the role of DOM at high 
pH. Woolard (1995) and Pretorius (1990) found that for the complexation of copper by 
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Suwannee River fulvic acid, RANDOM over-estimated free copper (and therefore 
underestimated complexed copper) over a wide range of copper concentrations. However, in 
this work, nothing can be stated with certainty regarding the appropriateness of the set of 
RANDOM ligands and concentrations used as an approximation of DOM complexation 
properties. This is a direct result of the fact that no information regarding DOM 
characteristics was available. 
Another aspect which may be responsible for the discrepancy between predicted and observed 
pore water concentrations is the pore water separation technique employed. Bufflap and Allen 
(1995) investigated centrifugation, squeezing, vacuum filtration and dialysis as means for 
collecting pore water. Their results indicate that centrifugation and dialysis provided the best 
estimates of expected pore water cadmium concentration in an artificial sediment. Both 
methods, however, underestimated pore water cadmium concentrations. For centrifugation, 
the difference between expected and observed pore water concentrations was 0.21 log units 
(expected Log (Cd]: ..;6.87; observed Log (Cd]: -7.08). The pore water data in the current 
work were obtained for pore waters extracted with centrifugation. If this degree of 
underestimation is taken as being typical of the method of pore water collection, the 
agreement between model and experiment may be taken as being within experimental error 
for a number of samples in the high pH region. In the low pH region, however, it does not 
influence the observed agreement. Their is, however, not enough evidence to state 
unequivocally that the discrepancy observed by Bufflap and Allen is typical for the 
centrifugation method. 
The role of precipitation suggested by the model is an interesting result since this is generally 
disregarded in the calculation of partitioning coefficients of metals in soils (Bruemmer et al., 
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1983; Shea, 1988; van den Hoop, 1995; Janssen et aL, 1996; Lee et al., 1996). It will, 
however, immediately be conceded that the model employed is not complete with respect to 
adsorption phases included since natural organics and clay minerals are not included. This 
has been shown by a number of workers to be an important sorption phase (Lee et al., 1996; 
Tiller and Bruemmer, 1984). Inclusion of these adsorption phases in the model ·may be 
sufficient to suppress the formation of precipitates. Apart from this, there are also a number 
of uncertainties regarding to the formation of precipitates which should be discussed. 
Marani et al. (1995) came to the conclusion that equilibrium modelling is not able to predict 
lead solids formed in their study on the precipitation of lead in the presence of carbonate and 
sulphate. They found that satisfactory agreement between solubility predictions and filterable 
lead concentrations were only obtained with a critical selection of the solid phases considered 
in the equilibrium model. They used XRD analysis to identify solid phases which formed in 
their experimental system and allowed only these phases to precipitate in the equilibrium 
simulations. According to Marani et al. (1995), discrepancies between experimental and 
modelling results may be attributed to (i) non-equilibrium conditions, (ii) soluble and solid 
species considered and (iii) equilibrium constants used. 
Non-equilibrium conditions refer to the fact that the thermodynamically most stable solid 
phase is not always the phase observed in experiments. This observation may be explained 
by invoking Ostwald's Step Rule (Morse and Casey, 1988): 
If a reaction can result in several products, it is not the stablest state with the least amount 
of free energy that is initially obtained, but the least stable one, lying nearest to the original 
state in free energy. 
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The implication of this observation is that, even though the formation of a solid is 
thermodynamically favoured, the formation of the solid might be kinetically inhibited (Morse 
and Casey, 1988). The effect of this is that it may be very difficult, if not impossible, to 
anticipate beforehand which solid will form under actual system conditions. 
Points (ii) and (iii) mentioned by Marani et al. deals with the quality of the database 
employed in the equilibrium calculations as well as the assumption that solid phases formed 
in soil solutions has the same solubility characteristics as the pure phases to which the 
thermodynamic data refers. The quality of the data will be discussed in the next paragraph. 
The second aspect, viz. the similarity between soil solid phases and pure solid phases has 
been discussed by McBride (1994) and has to do with the formation of solid solutions. The 
theory of solid solutions predicts that the solubility of an ion can be lowered in a mixed ionic 
compound relative to the solubility of the pure compound. Thus, the solid phases being 
formed in soils may have different solubility characteristics from the pure laboratory solids 
being used as models. 
Lead precipitated as chloropyromorphite, [Pbs(P04) 3Cl], cadmium as otavite, CdC03(s) while 
zinc precipitated as ZnC03.H20 and Zn3(P04) 2.4H20. Thermodynamic data for [Pbs(P04) 3Cl] 
agrees well amongst the different databases consulted (Log K = 84.43). Thermodynamic data 
for ZnC03.H20 range from Log K = 10.3 (MINTEQA2) to 10.7 (JESS). Lindsay (1979) and 
NIST (1989) do not list equilibrium data for ZnC03.H20. For ZniP04) 2.4H20, values range 
from 32.0 (MINTEQA2) to 35.4 (NIST). JESS lists a value of 35.3. In the soil simulations, 
the NIST value was used. The equilibrium constant for the formation of otavite according 
to 
Cd+2 + CO/- -.. CdC03(s) . . . . . . . . . . . . . . . . . . . (A) 
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varies from 11.20 to 13.81, with a value of 13.7 selected in the MINTEQA2 database (Allison 
et aL, 1991). The value contained in the JESS database is 11.7 while the NIST database lists 
a value of 12.00, which corresponds closely to the value of 11.98 obtained from Lindsay 
(1979). Rocket al. (1994) measured AGr for the reaction CdC03(s) + 2H+ ~ Cd+
2 + C02(g) 
+ H20 as -671.1 kJ.mol-
1
, which translates to a value of 11.48 for reaction (A). Based on the 
reported error of 1.01kJ.mol"1 in AGr, values ranging from 11.3 to 11.7 is calculated for the 
Log K of reaction (A). On the basis of this uncertainty, it was decided to use the NIST value 
(Log K = 12.0) for the formation of otavite according to reaction (A). From the preceding 
it may be concluded that the thermodynamic data used in the simulations are well determined. 
Independent evidence which supports the formation of the precipitates predicted by the model, 
exists. Davis et al. (1993) used Electron Microprobe Analysis to investigate lead phases in 
soils and waste rock in Butte, Montana. Their results indicated that lead is most frequently 
present as lead phosphates, such as chloropyromorphite [Pbs(P04) 3Cl], corkite 
[PbFe3(PO 4)SO i0H)6], drugmannite [Pb2Fe(PO 4) 2(0H).H20], hinsdallite [PbAllPO 4)SO i0H)6 
and plumbogummite [Pb~3(P04)2(0H)5.H20]. However, these phosphates were found not 
to be end members because substitution of Ca and Mn in the crystal lattice gave rise to 
complex solid-solution systems. Ma et al. (1993) studied the in situ immobilization of Pb in 
contaminated soils using hydroxyapatite, [Ca10(P04) 6(0H)2]. Their results indicate that Pb is 
immobilized as hydroxypyromorphite, [Pb10(P04) 6(0H)2]. 
Berti and Cunningham (1997) investigated several soil amendments to inactivate lead in 
contaminated soils. The amendments employed were portland cement, iron rich materials, 
KH2P04, humate and natural humus. Of these, addition of KH2P04 proved to be the most 
successful in immobilizing lead, suggesting the formation of lead phosphate solids. 
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Kabata-Pendias and Pendias (1985) and Alloway (1995), in their reviews on the behaviour 
of metals in soils, cite evidence for the occurrence of CdC03(s) in soils of pH greater than 
7.5. Hickey and Kittrick (1984) and Ma and Rao (1997) used sequential extraction to study 
the partitioning of cadmium in polluted soils. Their results indicate that a significant amount 
of total cadmium was associated with the so-called exchangeable fraction, followed by the 
carbonate fraction. Hickey and Kittrick also found that the amount of cadmium associated 
with the carbonate fraction increased as soil pH increased. Harrison eta/. (1981) also used 
sequential extractions to study the distribution of lead, cadmium, copper and zinc in street 
dusts and soils. The soils investigated had pH values in the range 6.9 to 8.4. They found 
that for lead, cadmium and zinc, the carbonate phase was important. 
6.5 Conclusion 
The results from the modelling exercise may be summarized as follows: using only HFO as 
a model for the soil solid phase, partitioning of copper and lead was predicted well for 
samples with pH greater than 4 while for zinc good agreement was observed for samples with 
pH greater than 6. Poor agreement was observed throughout for cadmium and nickel. 
Inclusion of Mn02 as an additional adsorption phase led to an improvement in the agreement 
between observed and calculated pore water concentrations for four out of the five metals 
investigated. The improvement was most marked in samples with pH values below 6. Apart 
from adsorption processes, the formation of precipitates may also be an important mechanism 
for the partitioning of lead, cadmium and zinc, particularly in polluted soils. There are, 
however, a number of uncertainties associated with the actual solid phases which will form 
because of kinetic factors. Therefore, the thermodynamically predicted phase may not always 
be the phase to form in reality. Furthermore, the model employed is not complete in that the 
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sorption properties of organic matter associated with the solid phase and those of clay 
_minerals, were not included. Inclusion of these phases may be sufficient to suppress the 
formation of precipitates. 
It is not possible, with the experimental data at our disposal, to isolate unequivocally any 
specific cause for the . discrepancy between observed and predicted · pore water metal 
concentrations. Based on literature evidence, the exclusion of adsorption of natural organic 
material onto metal (hydr)oxide surfaces, and the adsorption of metals by these organically 
coated particles, may be largely responsible for the discrepancy observed for low pH samples. 
For samples of pH greater than 6.5, the underestimation of copper and lead levels in pore 
waters may. be caused by underestimating the complexation capacity of dissolved organic 




Chapter 7 Conclusion 
The main objectives of this work were the determination of constants for the adsorption of 
protons, nickel, copper, zinc, lead and cadmium by b-Mn02 and the inclusion of this 
adsorption phase in an equilibrium model with the aim of predicting the partitioning of the 
metals of interest over the solid/solution interface in a number of field soils. 
Good reproducibility was achieved for replicate potentiometric titrations. The variability 
observed in the respective titrations is comparable to that reported by other workers who have 
investigated the surface properties of manganese dioxide. Titrations performed in the 
presence of metal ion exhibited similar reproducibility to that observed in the protonation 
study. Examination of titration time profiles indicated that the. variability observed in titration 
data does not result from a systematic, reproducible process since no underlying pattern was 
evident. No evidence of surface changes due to aging, which would result in variability in 
titration results, was found. This points to a random or poorly reproducible process being 
operative. 
A new insight provided by the current study is the necessity of a heterogeneous surface model 
to describe alkalimetric titration data. This is contrary to results reported by other workers 
investigating manganese dioxide protonation. It was found that the homogeneous surface 
assumption did not provide a satisfactory description of experimental data. The relative 
abundance of the more acidic site over the less acidic site has probably led previous workers 
to overlook the existence of the latter. The existence of surface sites of different chemical 
reactivities is supported by data available for other solids as well as some structural 
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information on manganese dioxide. Support for the approach adopted to obtain adsorption 
constants and binding site concentrations were provided by the successful determination of 
surface complexation parameters for (i) HFO and (ii) a synthetic data set, generated using a 
set of hypothetical, known parameters. 
The adsorption data obtained for nickel, copper and zinc were described successfully by the 
heterogeneous surface model assuming the adsorption of M2+ and the monohydroxy species, 
MOH+. Adsorption constants for these species obey the Irving-Williams stability sequence. 
Cadmium adsorption data could be explained without the adsorption of the hydroxy species 
being invoked. This may be explained by noting that cadmium does not hydrolyse to the 
same extent as nickel, copper or zinc. Lead adsorption data were best described by invoking 
the adsorption of a polynuclear lead species, Pb20H
3+, to form the surface species 
=X0Pb20H
2
+. The formation of this species is supported by EXAFS results. 
The surface complexation model was validated against adsorption studies reported in the open 
literature. The validation of the model was met with mixed success. In general, the surface 
parameters were able to reproduce literature results in terms of trends observed (i.e. 
qualitatively), but not always in a quantitative manner. However, comparison of experimental 
results from different laboratories, or results from the same laboratory but using different 
batches of the solid, suggests that a large degree of variability in adsorption results are to be 
expected. 
The results obtained from the validation exercise, together with the observation that constants 
determined for nickel, copper and zinc follow the Irving-Williams series, show that the · 
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objective of measuring constants for the adsorption of nickel, copper, zinc, cadmium and lead 
by o-Mn02 has been fulfilled. The model parameters were not able to reprpduce experimental 
results obtained by independent workers exactly, but then, experimental results suggest that 
it may be difficult to obtain reproducible results in the first instance. It is thus not possible 
to decide whether observed discrepancies are a result of model deficiencies or a result of 
differences in surface properties between the manganese solid employed in this study and 
those employed by other workers. 
In the construction of the soil model, it became clear that several assumptions were necessary, 
due to (a) incomplete analytical data, (b) the operational nature of the soil solid phase 
characterization and (c) lack of thermodynamic data for certain important processes, such as 
the adsorption of organic material by the oxide fraction of the soil solid phase. Also, the 
inclusion of metal complexation by dissolved organic matter is problematic, necessitating 
further assumptions. Thermodynamic data for important solution phase reactions were found 
to be, in general, of variable quality. 
Results obtained for the prediction of metal partitioning in soils indicate that, compared to 
results obtained with HFO as the only sorption phase, the inclusion of manganese dioxide did 
lead to a slight improvement in the agreement between calculated and observed pore water 
concentrations. The improvement was most marked in the lower pH ranges. The model also 
suggested that precipitation is an important process for the partitioning of zinc, cadmium and 
lead, especially in polluted soils. This, however, should be seen against the background of 
the numerous uncertainties present in the precipitation process. 
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The modelling results suggest that there are other processes responsible for the partitioning 
of metals, particularly in soils of low pH, not accounted for in the model. An immediate 
candidate for this is metal sorption by particulate organic matter. 
In summary, it may be stated that the objectives ofthe research have been fulfilled in that an 
equilibrium model of soil systems which includes adsorption parameters for two soil solid 
phases, has been constructed. There are, however, a number of uncertainties present which 
warrant further research. These are (i) the uniqueness of the surface parameters determined 
for manganese dioxide, (ii) the existence of the surface species postulated in these chapters, 
(iii) the processes which were excluded from the soil equilibrium model, in particular the 
effects of organic material and (iv) the role played by the formation of precipitates suggested 
by the model. The uniqueness of adsorption constants should be investigated by studies using 
different batches of solid under a variety of conditions, such as solid:metal ratios. The 
existence of the surface species postulatedshould be pursued using sophisticated spectroscopic 
techniques, such as EXAFS. The role played by precipitation in metal partitioning should be 























o-Mn02 adsorption constants at different ionic 
strengths. 
I= 0.1 I = 0.01 I = 0.001 I= 0.00 
-1.27 -1.33 -1.36 -1.38 
-5.99 -6.05 -6.08 -6.10 
3.52 3.58 3.61 3.63 
-1.65 -1.45 -1.36 -1.32 
-1.63 -1.43 -1.34 -1.30 
-3.70 -3.56 -3.50 -3.48 
-6.08 -5.94 -5.88 -5.86 
-1.31 -1.11 -1.02 -0.98 
-0.20 0.00 0.09 0.13 
-3.01 -2.87 -2.81 -2.79 
-4.37 -4.23 -4.17 -4.15 
-1.62 -1.42 -1.33 -1.29 
-2.39 -2.19 -2.10 -2.06 
-3.95 -3.81 -3.75 -3.73 
-7.16 -7.02 -6.96 -6.94 
-1.60 -1.40 -1.31 -1.27 . 
-4.32 -4.12 -4.03 -3.99 
-1.49 -1.09 -0.91 -0.83 
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Appendix B Thennodynamic data used in this work compared with 
other compilations available. Constants are listed at I = 
0.0, T = 25°C. 
MINTEQ ID Species This work Woolard NIST JESS 
3300020 OH- -14.00 -14.00 -14.00 -14.00 
3301400 HC03- 10.33 10.33 10.33 10.30 
3301401 H2C03 AQ 16.68 16.68 16.68 (16.68;16.70) 
3307320 HS04- 1.99 1.99 1.99 **** 
3305800 HP04 -2 12.35 12.35 12.38 12.35 
3305801 H2P04- 19.55 19.55 19.58 19.55 
3305802 H3P04 21.70 21.70 21.73 21.84 
4603300 MgOH+ -11.20 -11.79 -11.20 -11.40 
4601400 MgC03 AQ 2.92 2.92 2.92 2.92 
4601401 MgHC03 + 11.34 11.41 11.34 (11.20;11.34) 
4601403 Mg2C03 +2 3.68 3.68 ***** ***** 
4607320 MgS04AQ 2.25 2.23 2.23 2.23 
4605800 MgP04- 6.59 5.86 ***** 4.83 
4605801 MgH2P04 + 21.07 20.68 21.23 20.69 
4605802 MgHP04 AQ 15.22 15.16 15.15 (15.10;15.26) 
4603304 Mg4(0H)4+4 -39.71 -39.71 ***** -39.66 
4601801 MgCl+ 0.60 ***** 0.60 (-0.46;-0.10) 
1503300 CaOH + -12.70 -12.70 -12.70 -12.80 
1501400 CaHC03 + 11.60 11.58 11.60 (11.43;11.60) 
1501401 CaC03 AQ 3.20 3.15 3.20 3.15 
1507320 CaS04 AQ 2.30 2.30 2.30 (2.30;2.43) 
1505800 CaHP04 AQ 15.04 15.01 15.04 (14.09;15.09) 
1505801 CaP04- 6.46 6.46 ***** 6.46 
1505802 CaH2P04 + 20.96 20.55 21.10 (20.60;20.95) 
1504921 CaN03+ 0.50 0.70 0.50 0.60 
1504920 Ca(N03)2 0.60 0.60 ***** 0.50 
1501403 CaMgC03+2 4.18 ***** ***** ***** 
5001400 NaC03- 1.27 1.27 1.27 (0.45;1.27) 
5001401 NaHC03 AQ 10.08 10.08 10.08 (10.08;10.51) 
5007320 NaS04- 0.70 1.03 0.72 (0.65;0.82) 
5005801 NaP04-2 1.83 1.83 1.83 1.83 
5005800 NaHP04- 13.23 13.20 13.23 (13.00;13.50) 
5005802 NaH2P04 21.64 21.48 ***** 21.48 
5004920 NaN03 -0.55 -0.55 -0.55 -0.55 
5003300 NaOH -14.10 -14.18 -14.10 -14.18 
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MINTEQ ID Species This work Woolard NIST JESS 
4107320 KS04 - 0.85 0.85 0.85 0.80 
4105801 KP04-2 1.73 1.73 ***** 1.73 
4105800 KHP04- 12.64 13.00 ***** ( 12.64; 13.40) 
4105801 KH2P04 19.50 ***** ***** ***** 
4101400 KC03- 1.27 1.27 ***** 1.27 
4101401 KHC03 10.08 10.08 ***** 10.08 
4104920 KN03 -0.19 -0.19 -0.19 -0.20 
4103300 KOH -14.46 -14.46 ***** -14.46 
4101801 KCI -0.50 ***** -0.50 ( -0.70;0.001) 
303300 AIOH +2 -4.99 -4.99 ·4.99 ·4.99 
303301 Al(OH)2 + -10.10 -10.10 -10.20 -9.30 
303302 Al(OH)4- -23.00 -23.00 -22.70 -22.90 
307320 AIS04 + 3.02 3.90 3.89 (3.01;3.89) 
307321 Al(S04)2- 4.92 ***** ****** 4.90 
303303 Al(OH)3 AQ -16.00 -16.30 -16.50 (-15.90;-15.00) 
2803300 FeOH+ -9.40 -9.50 -9.40 -9.50 
2803302 Fe(OH)2 AQ -20.49 -20.60 -20.50 -20.60 
2803301 Fe(OH)3 -1 -28.99 -31.00 -28.99 -31.00 
2803301 Fe(OH)4 -1 -45.99 -46.00 -45.99 -46.00 
2801401 FeHC03 + 11.43 11.43 11.43 11.43 
2807320 FeS04 AQ 2.25 2.20 2.39 2.20 
2805800 FeH2P04 + 22.25 22.25 22.28 22.25 
2805801 FeHP04 AQ 15.95 15.95 15.98 15.95 
4701800 MnCI + 0.61 0.35 ***** 0.61 
4701801 MnCI2 AQ 0.04 ***** ***** 0.04 
4701802 MnCI3- 0.30 ***** ***** 0.31 
4704921 MnN03+ 0.20 0.20 0.20 0.16 
4704920 Mn(N03)2AQ 0.60 0.60 0.60 0.50 
4703300 MnOH + -10.59 -10.59 -10.60 ( -10.59;-10.20) 
4703302 Mn(OH)2 -22.20 -22.20 ***** ***** 
4703301 Mn(OH)3 -1 -34.80 -34.80 ***** ( ·34.80;-34.18) 
4703303 Mn(OH)4 -2 -48.30 ***** -48.30 -48.30 
4703304 Mn2(0H)+3 -10.56 -10.56 -7.20 ( -10.60;-10.10) 
4703305 Mn2(0H)3 + -23.90 -23.90 -23.90 ( -24.90;-23.90) 
4707320 MnS04AQ 2.26 2.26 2.26 2.26 
4701401 MnC03 4.32 4.32 ***** 6.50 
4701400 MnHC03 + 11.60 11.60 11.63 (11.20;11.60) 
4705800 MnP04- 7.20 ***** '***** ***** 
4705801 MnHP04 15.29 15.29 ***** (16.09;16.30) 
4705802 MnH2P04 20.90 ***** ***** ***** 
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MINTEQ ID Species This work Woolard NIST JESS 
2311402 CuHC03 + 12.13 12.13 12.13 12.13 
2311400 CuC03 AQ 6.73 . 6.80 6.77 6.80 
2311401 Cu(C03)2-2 10.20 10.80 10.20 10.20 
2311403 CuOHC03- -2.41 -2.41 ***** ***** 
2311800 CuCl + 0.20 0.35 0.20 0.02 
2311801 CuCl2 AQ 0.16 0.48 ***** -0.7 
2311802 CuCl3- -2.29 ***** ***** -2 
2311803 CuCl4 -2 -4.59 ***** ***** -5 
2313300 CuOH + -7.50 -7.50 -7.50 ***** 
2313301 Cu(OH)2 AQ -16.20 -16.22 -16.19 ***** 
2313302 Cu(OH)3- -26.90 -28.00 ***** ***** 
2313303 Cu(OH)4 -2 -39.60 -39.60 ***** ***** 
2313304 Cu2(0H)2+2 -10.36 -10.75 -10.59 -10.75 
2314920 CuN03+ 0.50 0.50 0.50 0.50 
2314921 Cu(N03)2 -0.43 -0.43 -0.40 -0.40 
2315800 CuP04• 9.80 ***** ***** ***** 
2315801 CuHP04 16.39 16.39 ***** 16.39 
2315802 Cu(H2P04)+ 21.25 21.25 ***** 21.25 
2317320 CuS04 AQ 2.31 2.34 2.34 2.40 
9501800 ZnCl + 0.43 0.05 0.46 0.40 
9501801 ZnCl2 AQ 0.60 0.60 0.60 0.60 
9501802 ZnCl3- 0.50 0.50 ***** 0.50 
9501803 ZnCI4 -2 0.20 0.20 ***** 0.88 
9503300 ZnOH + -9.00 -9.00 -9.00 -9.00 
9503301 Zn(OH)2 AQ -17.79 -18.90 -17.79 -18.90 
9503302 Zn(OH)3- -28.10 -28.40 -28.10 ***** 
9503303 Zn(OH)4 -2 -40.50 -38.02 -40.49 ***** 
9503304 Zn2(0H) +3 -9.00 -9.00 ***** -9.00 
9501804 ZnOHCl AQ -7.48 ***** ***** ***** 
9507320 ZnS04 AQ 2.34 2.34 2.34 (2.11;2.40) 
9507321 Zn(S04)2-2 3.28 3.60 ***** 3.60 
9501400 ZnHC03 + 11.74 11.97 11.74 11.97 
9501401 ZnC03 AQ 5.10 4.75 5.10 5.00 
9501402 Zn(C03)2-2 9.63 ***** ***** ***** 
9504920 ZnN03 + 0.40 0.40 ***** ***** 
9504921 Zn(N03)2 -0.30 0.65 -0.30 -0.30 
9505801 Zn(HP04) 15.59 15.59 ***** 15.59 
9505802 Zn(H2P04)+ 21.15 21.15 ***** 21.15 
1601800 CdCl + 1.98 1.98 1.97 1.97 
1601801 CdCl2 AQ 2.60 2.59 2.60 2.60 
1601802 CdCl3- 2.40 2.40 2.40 2.40 
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MINTEQ ID Species This work Woolard NIST JESS 
1601803 CdC14 2- 1.70 1.70 ***** 1.70 
1603300 CdOH + -10.08 -10.08 -10.10 -10.08 
1603301 Cd(OH)2 AQ -20.35 -20.35 -20.29 ***** 
1603302 Cd(OH)3- -33.30 -32.06 ***** ***** 
1603303 Cd(OH)4 -2 -47.35 -47.35 -47.29 ***** 
1603304 Cd20H +3 -9.39 -9.39 -9.40 -9.39 
1603305 Cd4(0H)4+4 -32.85 -32.85 -32.79 ***** 
1601804 CdOHCl AQ . -7.40 ***** ***** ***** 
1604920 CdN03 + 0.50 0.50 0.50 0.50 
1604921 Cd(N03)2 0.20 0.20 0.20 0.20 
1607320 CdS04 AQ 2.46 2.46 2.46 2.50 
1607321 Cd(S04)2-2 3.50 3.65 ***** 3.50 
1605801 CdP04• 6.50 ***** ***** ***** 
1605802 Cd(HP04) 16.73 16.73 ***** ***** 
1605803 Cd(H2P04)+ 20.93 20.93 ****** ***** 
1601400 CdHC03 + 12.40 ***** ***** 12.40 
1601401 CdC03 AQ 5.40 4.33 ***** 4.30 
1601402 Cd(C03)2-2 4.60 ***** ***** 4.60 
1601403 Cd(C03)3-4 6.22 ***** ***** 6.22 
6001800 PbCl + 1.60 1.51 1.55 0.84 
6001801 PbCl2 AQ 2.20 2.16 2.20 1.10 
6001802 PbCl3 - 1.80 2.00 1.80 1.22 
6001803 PbC14 -2 1.38 1.10 ***** 1.10 
6003300 PbOH + -7.60 -7.65 -7.60 -7.65 
6003301 Pb(OH)2 AQ -17.10 -17.10 -17.09 -17.10 
6003302 Pb(OH)3- -28.10 -28.10 -28.09 ***** 
6003305 Pb(OH)4 -2 -39.70 ***** ***** ***** 
6003303 Pb20H +3 -6.36 -6.36 -6.40 ***** 
6003304 Pb3(0H)4+2 -23.88 -23.40 -23.89 ***** 
6003305 Pb4(0H)4+4 -20.00 -20.84 -19.99 ***** 
6003306 Pb6(0H)8+4 -43.60 -43.43 -43.43 -43.58 
6004920 PbN03 + 1.17 1.17 1.17 1.10 
6004921 Pb(N03)2 1.40 1.40 1.40 1.40 
6007320 PbS04 AQ 2.69 2.70 2.69 2.75 
6007321 Pb(S04)2-2 3.47 4.74 ***** 3.47 
6001401 PbC03 AQ 7.24 7.00 ***** 7.00 
6001400 Pb(C03)2-2 10.64 10.50 ***** 10.40 
6001402 PbHC03 + 13.20 ***** ***** ***** 
6001403 PbOHC03- -3.30 -3.30 ***** -3.30 
6005801 PbP04- 9.10 ***** ***** ***** 
6005802 PbHP04 15.48 15.45 15.48 15.45 
6005803 Pb(H2P04)+ 21.05 21.05 21.08 21.05 
B-5 
MINTEQ ID Species This work Woolard NIST JESS 
5401800 NiCl + 0.40 0.55 ***** 0.55 
5401801 NiCl2 AQ 0.96 ***** ***** 0.96 
5403300 NiOH + -9.90 -9.86 -9.90 -9.86 
5403301 Ni(OH)2 AQ -19.00 -19.00 -19.00 ***** 
5403302 Ni(OH)3- -30.00 -30.00 -29.99 ***** 
5403303 Ni(OH)4-2 -44.00 ***** ***** ***** 
5403304 Ni2(0H)+3 -10.70 -10.70 ***** ***** 
5403305 Ni4(0H)4+4 -27.74 -27.74 -27.69 -27.74 
5404920 NiN03+ 0.40 0.50 0.40 0.40 
5404921 Ni(N03)2 0.00 0.00 ***** 0.00 
5405801 NiHP04 AQ 15.29 15.29 ***** 15.29 
5405800 NiH2P04+ 20.43 20.43 ***** 20.43 
5401401 NiC03 AQ 6.87 4.91 ***** 4.91 
5401402 Ni(C03)2-2 10.11 ***** ***** ***** 
5401400 NiHC03 + 12.47 12.29 ***** 12.83 
5407320 NiS04 AQ 2.29 2.34 2.34 2.30 
5407321 Ni(S04)2-2 1.02 3.47 ***** 3.47 
5405802 NiP04. 8.40 ***** ***** ***** 
* * * * data for species not listed in this data base 

App~ndix C Metal st.ock solution concentrations 
All reagents used were Merck pro analysi 
. ·.·· 
2.549 X 10-3 mol.dm-3 Cd(N03) 2.4H20 





Appendix D Analytical results for soil samples simulated. 
Table D.l Anion concentrations and pH measured in pore waters by van den Hoop (1995). 
Sample pH DOC P043· cr N03· SO/ 
mol /I mol /I mol /I mol /I mol /I 
E930423A 4.75 1.26e-03 2.60e-07 l.lle-03 4.58e-03 3.20e-04 
E930423B 4.36 3.00e-03 7.60e-07 7.58e-04 7.51e-04 l.lle-02 
E930611C 7.72 2.40e-03 1.90e-07 6.17e-04 2.14e-03 1.62e-03 
E930624D 5.82 3.93e-03 4.30e-07 1.62e-03 2.0Se-04 1.18e-03 
E930707G 4.56 5.4Se-03 ·1.20e-06 1.52e-03 2.33e-04 7.46e-04 
E93071SJ 7.85 6.73e-03 1.17e-05 . 3.84e-03 4.61e-04 1.50e-03 
E93071SK 6.50 3.33e-03 1.50e-07 3.73e-04 3.33e-04 6.51e-04 
E930715L 4.14 4.44e-03 8.47e-06 5.44e-04 6.57e-03 4.46e-04 
E930720M 5.39 4.44e-03 2.40e-07 2.39e-03 4.83e-03 2.61e-03 
E930720N 5.35 4.44e-03 1.24e-04 9.52e-04 2.08e-04 3.56e-04 
Table D.2 Cation concentrations in pore waters collected by van den Hoop (1995). 
Sample K Na Ca Mg 
mol /I mol /I mol /I mol /I 
E930423A 2.305e-05 1.266e-03 2.124e-03 5.711e-04 
E930423B 7.121e-05 8.243e-04 9.687e-03 1.853e-03 
E930611C 1.983e-04 4.724e-04 3.570e-03 3.098e-04 
E930624D l.lOle-05 1.445e-03 1.511e-03 2.370e-04 
E930707G 2.997e-05 1.288e-03 1.018e-03 2.728e-04 
E930715J 3.099e-05 1.368e-03 4.156e-03 7.019e-04 
E930715K 9.990e-06 4.132e-04 8.890e-04 1.588e-04 
E930715L 5.428e-04 7.956e-04 2.671e-03 8.077e-04 
E930720M 6.301e-05 2.050e-03 4.238e-03 1.308e-03 
E930720N 1.281e-04 6.211e-04 8.281e-04 1.921e-04 
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Table D.J Metal concentrations in pore waters collected by van den Hoop (1995). 
Sample Fe Mn Cd Cu Ni Pb Zn 
mol /I mol/1 mol /I mol /I mol /I mol /I mol /I 
E930423A 1.16e-05 6.65e-07 3.74e-09 1.67e-06 7.63e-07 5.99e-09 1.30e-06 
E930423B 4.66e-06 4.72e-05 5.34e-09 2.83e-06 2.31e-07 3.50e-08 2.30e-06 
E930611C 3.04e-06 1.49e-08 1.87e-09 2.65e-07 2.09e-07 8.01e-09 S.OOe-07 
E930624D l.lOe-04 1.56e-06 1.96e-09 8.75e-07 2.52e-07 3.60e-08 7.00e-07 
E930707G 4.48e-06 1.14e-06 2.85e-09 8.35e-07 3.25e-07 1.80e-08 6.00e-07 
E930715J 5.37e-06 1.24e-07 3.47e-09 2.34e-06 2.04e-07 8.01e-09 7.00e-07 
E930715K 3.76e-06 S.OSe-07 3.38e-09 1.02e-06 2.17e-07 5.99e-09 l.OOe-06 
E930715L 9.49e-06 8.67e-05 6.18e-08 1.63e-06 1.91e-06 1.27e-06 S.lOe-06 
E930720M 1.24e-05 7.59e-06 1.91e-08 1.96e-06 5.15e-07 1.60e-08 3.60e-06 
E930720N 6.27e-06 3.75e-07 3.03e-09 1.03e-06 3.82e-07 8.98e-09 l.lOe-06 
Table D.4 Solid phase metal concentrations determined by concentrated HN03 destruction of soil samples 
(van den Hoop, 1995). 
Sample Cd Cu Ni Pb Zn 
mol /I mol /I mol /I mol/1 mol/1 
E930423A 9.45e-06 1.53e-03 3.52e-03 5.81e-04 6.24e-03 
E930423B 4.21e-06 2.12e-04 4.42e-04 1.48e-04 8.59e-04 
E930611C 6.09e-06 1.26e-03 2.89e-03 7.15e-04 7.20e-03 
E930624D 1.14e-05 4.08e-04 8.38e-04 1.66e-04 2.34e-03 
E930707G 1.08e-05 2.88e-03 S.OOe-03 1.12e-03 1.17e-02 
E930715J 2.16e-05 9.32e-04 1.67e-03 9.12e-03 6.42e-03 
E930715K 1.86e-05 1.70e-03 4.13e-03 7.04e-04 8.45e-03 
E930715L 1.56e-05 1.06e-03 2.02e-03 6.49e-03 6.32e-03 
E930720M 1.48e-05 1.14e-03 3.28e-03 8.84e-04 4.86e-03 
E930720N 5.59e-05 4.52e-03 4.01e-03 2.85e-03 2.49e-02 
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Table D.5 Anion concentrations in pore waters collected by Janssen et al. (1996). 
pH DOC CO/"-TOT cr No3· PO/ so4·2 
mol /I mol /I mol /I mol /I mol /I mol /I 
E941018A 3.57 4.31e-03 5.45e-04 2.87e-04 8.79e-04 1.24e-05 8.15e-05 
E941027B 5.74 6.25e-03 3.66e-04 9.04e-04 1.26e-03 l.SOe-06 1.24e-03 
E941027C 5.15 7.37e-03 4.48e-04 8.69e-04 l.OOe-06 4.53e-05 4.36e-04 
E941102D 7.43 9.47e-03 5.07e-03 7.73e-04 2.95e-05 3.10e-06 1.45e-02 
E941102E 7.2 5.63e-03 1.57e-03 6.85e-05 7.17e-05 1.41e-05 2.88e-04 
E941102F 6.79 7.34e-03 7.16e-04 1.56e-04 3.89e-04 2.97e-06 3.89e-04 
E941102G · 7.57 6.32e-03 6.35e-03 1.12e-03 4.02e-05 3.39e-06 4.34e-03 
E941103H 3.78 7.30e-03 6.70e-05 1.85e-04 2.26e-05 3.12e-06 1.22e-04 
E9411031 3.4 1.22e-02 1.06e-04 2.31e-04 6.76e-05 7.30e-06 2.64e-04 
E941103J 5.97 4.85e-03 3.70e-04 5.39e-04 1.55e-04 1.38e-05 1.44e-03 
E941104K 4.21 1.24e-02 3.08e-04 0.00 0.00 2.13e-05 0.00 
E941104L 7.45 1.23e-02 7.01e-03 3.18e-03 2.14e-04 1.30e-05 1.01e-03 
E941122M 4.02 4.66e-03 2.40e-05 2.08e-04 9.30e-04 1.97e-05 8.53e-05 
E941122N 4.01 4.47e-03 1.90e-05 5.67e-04 9.80e-04 S.SOe-07 9.82e-05 
E9411250 6.09 2.86e-03 6.65e-04 1.97e-03 2.09e-04 8.90e-07 2.43e-03 
E941128P 7.09 1.77e-03 5.64e-03 4.71e-03 4.30e-06 6.83e-06 1.15e-03 
E941128Q 7.14 4.50e-03 1.29e-03 7.99e-04 7.03e-04 1.52e-05 l.lle-03 
E941128R 7.41 1.70e-03 4.46e-03 3.90e-03 l.OOe-05 8.00e-07 1.81e-03 
E941129S 7.91 2.20e-03 4.36e-03 1.62e-03 2.12e-04 4.78e-06 9.87e-04 
E941129T 7.5 2.89e-03 3.97e-03 2.22e-03 7.48e-04 7.81e-06 1.17e-03 
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Table D.6 Cation concentrations in pore waters collected by Janssen et a/. (1996). 
Sample K Na Ca Mg 
mol/1 mol/1 mol/1 mol/1 
E941129S 6.07e-04 1.33e-03 2.91e-03 4.10e-04 
E941102G 1.54e-04 1.09e-03 6.92e-03 7.04e-04 
E941129T 1.07e-03 1.78e-03 2.81e-03 5.61e-04 
E941104L 1.34e-03 3.63e-03 2.95e-03 1.08e-03 
E941102D 8.71e-04 3.59e-03 1.31e-02 2.56e-03 
E941128R 8.20e-05 3.90e-03 3.53e-03 5.83e-04 
E941102E 7.70e-05 2.29e-04 8.54e-04 1.58e-04 
E941128Q 9.82e-04 5.04e-04 1.52e-03 2.81e-04 
E941128P 9.90e-05 4.61e-03 3.29e-03 4.96e-04 
E941102F 3.90e-05 2.41e-04 9.18e-04 1.62e-04 
E9411250 5.95e-04 1.79e-03 1.95e-03 5.98e-04 
E941103J 1.57e-04 9.95e-04 9.80e-04 2.08e-04 
E941027B 3.70e-04 7.21e-04 1.79e-03 2.92e-04 
E941027C 2.01e-04 4.10e-04 6.90e-04 2.80e-04 
E941104K 2.46e-04 8.31e-04 1.87e-04 2.03e-04 
E941122M 2.18e-04 2.49e-04 2.93e-04 l.lle-04 
E941122N 9.58e-04 3.81e-04 2.45e-04 1.59e-04 
E941103H 6.10e-05 1.43e-04 3.60e-05 1.20e-05 
E941018A 1.48e-04 1.68e-04 1.39e-04 5.80e-05 
E9411031 5.80e-05 2.81e-04 5.93e-05 2.40e-05 
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Table D. 7 Metal concentrations measured in pore waters collected by Janssen et al. (1996). 
Sample Mn Fe AI Cd Cu Ni Pb Zn 
mol !I mol !I mol/1 mol !I mol/1 mol/1 mol !I mol !I 
E941129S 4.20e-07 1.68e-05 2.76e-05 l.Ole-08 7.00e-07 1.19e-07 5.17e-08 1.40e-06 
E941102G 2.20e-07 3.70e-06 6.00e-06 2.68e-08 1.60e-06 2.56e-07 2.12e-08 2.90e-06 
E941129T 6.00e-07 1.05e-05 1.76e-05 7.92e-09 7.00e-07 1.59e-07 2.92e-08 1.20e-06 
E941104L 3.90e-07 4.40e-06 5.80e-06 1.36e-08 1.30e-06 1.19e-07 4.6le-08 1.60e-06 
E941102D 8.00e-06 1.80e-06 3.40e-06 4.00e-09 6.00e-07 7.24e-07 1.59e-08 4.80e-06 
E941128R 3.18e-06 7.90e-06 1.54e-05 7.12e-09 4.00e-07 1.32e-07 2.98e-08 1.40e-06 
E941102E 8.60e-07 4.33e-05 3.55e-05 4.73e-08 6.00e-07 2.32e-07 7.7le-07 1.95e-05 
E941128Q 3.80e-07 2.84e-05 5.72e-05 8.63e-09 7.00e-07 2.07e-07 3.31e-08 9.00e-07 
E941128P 1.27e-05 1.06e-05 4.90e-06 1.17e-08 S.OOe-07 2.19e-07 3.62e-08 2.50e-06 
E941102F 5.80e-07 1.90e-05 3.lle-05 2.87e-08 1.60e-06 3.05e-07 6.60e-08 1.54e-05 
E9411250 5.15e-06 8.70e-06 5.20e-06 1.28e-07 5.00e-07 1.75e-07 1.95e-08 6.50e-06 
E941103J 6.50e-07 5.48e-05 1.68e-05 8.23e-07 1.30e-06 l.OSe-06 1.78e-07 1.17e-04 
E941027B 8.00e-07 5.83e-OS 3.33e-05 3.02e-09 4.00e-06 3.64e-07 2.66e-07 2.00e-06 
E941027C 1.13e-06 4.32e-OS 1.47e-04 4.27e-09 2.40e-06 S.26e-07 4.44e-08 1.30e-06 
E941104K 3.46e-06 2.2Se-05 4.47e-05 1.06e-08 4.00e-07 l.OOe-07 1.89e-06 2.40e-06 
E941122M 1.28e-05 2.47e-OS 7.0le-05 1.75e-08 S.OOe-07 1.79e-07 l.OOe-07 7.40e-06 
E941122N 1.56e-05 9.18e-05 2.04e-04 0.00 5.00e-07 0.00 0.00 7.69e-05 
E941103H l.SOe-07 1.02e-OS 4.8Se-05 9.31e-08 7.00e-07 7.58e-08 2.53e-07 1.6le-05 
E941018A l.OSe-05 7.30e-06 S.05e-05 1.46e-08 l.OOe-06 2.37e-07 1.7le-07 3.30e-06 
E9411031 S.OOe-07 2.29e-05 7.48e-05 5.86e-08 6.00e-07 8.98e-08 2.98e-07 S.40e-06 
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Table D.8 Soil solid phase metal concentrations determined by concentrated HN03 destruction of soil samples 
(Janssen et al., 1996). 
Sample Cd Cu Ni Pb Zn 
mol/1 mol/1 mol/1 mol/1 mol/1 
E941018A N.D 2.78e-04 5.57e-04 4.71e-03 1.95e-03 
E941027B 4.12e-06 4.63e-04 7.62e-04 8.86e-04 1.52e-03 
E941027C 5.47e-06 2.86e-03 1.12e-03 2.62e-03 4.95e-03 
E941102D 7.92e-05 6.55e-04 5.97e-04 2.28e-03 4.56e-02 
E941102E 2.49e-04 1.21e-03 1.63e-03 1.56e-02 1.82e-01 
E941102F 4.33e-04 2.15e-03 1.17e-03 2.46e-03 5.96e-02 
E941102G 2.48e-04 4.31e-03 2.10e-03 3.34e-03 4.71e-02 
E941103H 1.27e-04 1.62e-04 8.19e-05 3.16e-03 3.46e-03 
E9411031 7.17e-05 1.77e-04 8.98e-05 2.66e-03 1.7le-03 
E941103J 9.67e-04 2.51e-03 5.62e-04 2.33e-03 3.98e-02 
E941104K 1.30e-05 3.24e-04 2.24e-04 2.09e-02 9.76e-04 
E941104L 2.71e-05 4.68e-04 4.28e-04 3.49e-03 6.82e-03 
E941122M 2.99e-06 8.95e-04 5.61e-04 2.97e-03 2.35e-03 
E941122N 6.14e-06 7.52e-04 2.03e-03 8.10e-03 7.59e-03 
E9411250 3.88e-04 2.03e-03 4.04e-04 2.24e-03 8.51e-03 
E941128P 8.05e-05 9.95e-04 6.03e-04 2.01e-03 1.37e-02 
E941128Q 1.40e-05 1.18e-03 7.69e-04 1.57e-03 1.97e-03 
E941128R 7.57e-05 2.92e-03 1.28e-03 2.29e-03 1.21e-02 
E941129S 1.93e-04 2.61e-03 1.46e-03 2.61e-03 2.82e-02 
E941129T 3.57e-04 l.Sle-03 9.07e-04 4.89e-03 1.62e-02 
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Appendix E Determination of surface protonation constants for 
Hydrous Ferric Oxide (HFO). 
In this section, results obtained from addimetric titrations. of hydrous ferric oxide are 
discussed. The surface protonation properties of HFO were studied in order to familiarize 
myself with the potentiometric and modelling procedures used in surface complexation 
constant determination studies. 
E-1 Preparation of HFO 
Preparation of HFO took place in a titration vessel under purified N2 atmosphere (see 
paragraph 2.1.5 for N2 purification steps). The gas was pre-wetted by bubling through a 0.3 
M NaN03 solution. 40.4 g Fe(N03) 3.9H20 (Merck pro analysi) was weighed into a 1000cm
3 
volumetric flask. To this, 7.65 g NaN03 (Merck GR) was added. Using boiled out deionized 
glass distilled water, the solution was made up to the mark. This resulted in a 0.1 M Fe(N03) 
solution with an ionic strength of 0.69 M. 20.00 cm3 of this solution was added to a N2 
flushed, thermostatted glass titration vessel using a Metrohm Dosimat 665 automatic burette. 
After the attainment of temperature equilibration (25°C), 6.00 cm3 1 M NaOH was slowly 
added to the solution using a Metrohm dosimat 665 burette. The solution was constantly 
stirred using a Teflon coated stirrer bar and a magnetic stirrer. HFO started precipitating 
immediately upon addition of NaOH. The precipitate was aged for 4 hours under constant 
stirring and inert atmosphere. 
E-2 
E-2 Acidimetric titrations 
After 4 hours, an additional amount of 0.20 cm3 NaOH was added to the suspension. The 
suspension was titrated with 0.1004 M HN03 with an ionic strength of 0.3 M NaN03• 
Titrations were carried out using a computer controlled Metrohm ABU 80 automatic burette. 
EMF was monitored using a glass electrode and calomel reference electrode (both Metrohm). 
The electrode assembly was calibrated following the procedure described in paragraph 2.1.3. 
Acid additions were made once EMF drift was less than 0.2 mV/300 seconds. 
E-3 Experimental results 
Figure E.1 shows pH vs TH results for three titrations. pH values were calculated from EMF 
readings using the Nernst equation and electrode parameters (Eeeu• s) determined during 
electrode calibration (see paragraph 2.1.3 for procedure). Good reproducibility was obtained. 
The curves are quite featureless, with a slight levelling off at high and low pH. 
E-4 Adsorption constant determination 
Surface protonation constants were determined using FITEQL (Westall & Herbelin, 1994). 
Default FITEQL error estimates were used throughout (see also paragraph 2.4). 
Following Dzombak and Morel (1991), titration data were modelled assuming a homogeneous 
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Figure E-1 pH vs Total H (mol.r1) data for three HFO titrations recorded at T = 25°C and 
I = 0.3. 
The parameters which were optimized are Log K1, Log K2 and total site concentration 
[ =XOH]. The HFO surface area was assumed to be 600 m2.g·t, which is equivalent to the 
value used by Dzombak and Morel. Actual N2-BET surface area was determined to be 327 
m2.g·1• This corresponds well with values listed in Table 5.1 of Dzombak and Morel. 
Figure E-2 compares experimental and calculated TH values over a pH range of 3 to 10.7. 
A total of 53 data points were used in this calculation. A summary of the results obtained 
from this calculation is given in Table E.l. The goodness of fit is given by the value 
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WSOS/DF, which is the sum of squares divided by the degrees of freedom. A value for this 
parameter between 0.1 and 20 indicates a reasonably good fit, whereas a value greatly in 
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Figure E-2 Experimental and calculated (FITEQL) Total H vs pH curves using data recorded 
at T = 25°C, I = 0.3 and pH 3 to 10.7. 
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Table E.l Summary of hydrous ferric oxide protonation results obtained using 53 data 
points. 
Titration 1 Titration 2 Titration 3 
Parameter Ionic strength Ionic strength Ionic strength 
(M) (M) (M.) 
0.3 0.0 0.3 0.0 0.3 0.0 
Log K1 6.95 7.08 6.92 7.05 6.97 7.10 
Log~ -8.87 -9.00 -8.88 -9.01 -8.87 -9.00 
Site concentration (M) l.05x10-2 l.08x10-2 1.08x10"2 
SOS/DF 25.0 24.9 23.6 
pH range 3.02-10.7 3.03-10.7 3.03-10.7 
Goodness of Fit parameters determined for the respective titrations are just outside the range 
regarded as indicating an acceptable fit. Inspection of Figure E.2 shows that the fit at low 
pH is not very good. A possible reason may be that, at low pH, dissolution of HFO takes 
place. Because of this, aqueous phase Fe(III) concentration may become significant, leading 
to reactions not accounted for in the FITEQL model used to obtain the calculated values 
shown in Figure E-2. 
In order to investigate this, the experimental system was simulated, using MINTEQA2 
(Allison, 1991). Simulations were carried out over a pH range of 2 to 7 and a different iron 
solid was allowed to precipitate in each simulation. Equilibrium constants used in these 
simulations were those supplied in the MINTEQA2 database. The constants were compared 
with those listed in NIST and JESS. Good agreement amongst the various databases were 
found. 
Simulation results are shown in Figure E-3. The iron solids which were allowed to precipitate 
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are Ferrihydrite (curve a), Lepidocrocite (curve b), Maghemite (curve c), Goethite (curve d) 
and Hematite (curve c). 
It is clear from Figure E.3 that Fe3+ concentrations ranging from 10-2 M to 10-10 M may be 
expected at pH 3, depending on the iron solid allowed to precipitate. Figure E-3 thus 
suggests that data collected below pH 4 should be disregarded because of possible dissolution 
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Figure E-3 Log[Fe3+] as a function of pH and mineral allowed to form as calculated using 
MINTEQA2. 
A typical result obtained using a smaller data set is shown in Figure E.4. Figure E.4 
compares experimental and calculated TH vs pH curves over a pH range of approximately · 
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4.5 to 10.7. A summary of the optimized parameters obtained from using smaller data sets 
is shown in Table E.2. 
Rewriting the adsorption reactions as acid dissociation constants, we obtain best estimates by 
calculating average Log K's: 
=XOH2 + ,... =XOH + H+ 
sXOH ,... sxo- + H+ 
Log K1 = -7.33 ± 0.02 
Log Kz = -8.80 ± 0.004 
This compares well with the values of -7.29 and -8.93 obtained by Dzombak and Morel for 
the corresponding reactions. From the relationship 
PZC = 0.5(pKin\ + pKint:J 
we obtain PZC = 8.07, which is in close agreement with values listed by Dzombak and 
Morel. 
Average binding site concentration calculated from the data in Tabel E.2 is 8.75xl0"3mol.dm"3• 
This is equivalent to 0.108 mol sites/mol HFO, assuming 89g HFO per mol Fe. This value 
is lower than the 0.2 mol sites/mol HFO used by Dzombak and Morel, but it is within the 
range observed by others (Table 5.3 in Dzombak and Morel). 
It may thus be concluded that the agreement between protonation constants determined in this 
work and those determined by Dzombak and Morel is good. This provides support for the 
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Figure E-4 Experimental and calculated (FITEQL) TH vs pH curves using data recorded at 
T = 25°C, I = 0.3 over a pH range of 4.47 to 10.7. 
Table E.2 Summary of hydrous ferric oxide protonation results obtained using 42 data 
points. 
Titration 1 Titration 2 Titration 3 
Parameter Ionic strength Ionic strength Ionic strength (M) 
(M) (M) 
0.3 0.0 0.3 0.0 0.3 0.0 
Log K1 7.20 7.33 7.18 7.31 7.22 7.35 
Log K2 -8.67 -8.80 -8.67 -8.80 -8.66 -8.79 
Site concentration (.M) 8.74x10'3 8.73x10'3 8.79x10'3 
SOS/DF 4.4 4.2 3.5 
pH range 4.47-10.7 4.47-10.7 4.50-10.7 
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