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U ovome radu obradit c´emo dva veoma poznata problema podrucˇja diskretne matematike.
U poglavlju 3 bavit c´emo se trazˇenjem puta najmanjeg trosˇka (najkrac´eg puta) izmedu dva
vrha na (usmjerenom ili neusmjerenom) grafu. Obradit c´emo 3 algoritma za rjesˇavanje ovog
problema: Dijkstrin, Moore - Bellman - Ford te Floyd - Warshall algoritam.
U poglavlju 4 bavit c´emo se trazˇenjem toka maksimalne vrijednosti unutar zadane mrezˇe.
Obradit c´emo 4 algoritma za rjesˇavanje ovog problema: Ford - Fulkerson, Edmonds - Karp,
Dinic te Goldberg - Tarjan algoritam.
Navedeni problemi zanimljivi su za proucˇavanje iz razloga sˇto ih primijenjujemo na una-
prijed zadane grafove stoga ih je veoma jednostavno vizualizirati. Dodatna motivacija za
proucˇavanje ovih problema jest ta sˇto su veoma primijenjivi u stvarnome zˇivotu. Jednu od
primjena problema najmanjeg trosˇka prikazat c´emo u Primjeru 1., a za problem toka maksi-
malne vrijednosti dat c´emo dva primjera, Primjer 3. i Primjer 4.




Neusmjereni graf G je uredena trojka G := (V,E, ϕ), gdje je ∅ 6= V = V (G) skup vr-
hova, E = E(G) skup bridova disjunktan sa V (G), a ϕ funkcija incidencije koja svakom
bridu e ∈ E(G) pridruzˇuje skup {u, v}, gdje su u, v ∈ V (G), ne nuzˇno razlicˇiti. Us-
mjereni graf G je uredena trojka G := (V,E, ϕ), gdje funkcija incidecije ϕ svakom bridu
e ∈ E pridruzˇuje ureden par (u, v) vrhova iz V (G). Tada kazˇemo da su u i v krajevi od
e i pisˇemo e = {u, v} (e = (u, v)). Kazˇemo da su vrhovi u i v susjedni ako postoji brid
t.d. su mu u i v krajevi. Dva brida ili visˇe njih s istim (uredenim) parom krajeva zovu se
visˇestruki ili paralelni bridovi. Brid cˇiji su krajevi isti zove se petlja. Kazˇemo da je graf
G je prazan ako je E(G) = ∅. Graf G je jednostavan ako nema petlji ni visˇestrukih bri-
dova. Odsada nadalje, radi jednostavnosti, kroz cijeli rad koristiti c´emo oznaku e = (u, v)
neovisno o tome je li graf usmjeren ili neusmjeren, imajuc´i pritom na umu navedene de-
finicije. Kazˇemo da je H podgraf grafa G i pisˇemo H ⊆ G ako je V (H) ⊆ V (G) i
E(H) ⊆ E(G), a ϕH = ϕG |E(H)
(
tj. ϕH je restrikcija od ϕG na E(H)
)
. Kazˇemo josˇ da
G sadrzˇi H . Ponekad, radi jednostavnosti, pisˇemo H = (V (H), E(H)), podrazumijevajuc´i
pritom navedenu prirodnu restrikciju funkcije ϕ. Neka je V ′ ⊆ V . Graf G−V′ definiramo
sa G − V ′ := (V \ V ′, {e = (u,w) ∈ E(G) | u, v ∈ V \ V ′}). Ako je V ′ = {v}, za neki
v ∈ V (G), umjesto G − {v} pisˇemo i G − v. Slicˇno, za E ′ ⊆ E, graf G− E′ definiramo
sa G − E ′ := (V (G), {e = (u,w) ∈ E ′}). Ako je E ′ = {e}, za neki e ∈ E(G), umjesto
G− {e} pisˇemo i G− e. Neka je H ⊆ G i neka je v ∈ V (G)\V (H). Graf H + v definiramo
sa H + v := (V (H)∪ {v}, {e = (u, v) ∈ E(G) | u, v ∈ V (H)∪ {v}). Neka je H ⊆ G i neka
je v ∈ V (H). Graf H− v definiramo sa H − v := (V (H)\{v}, {e = (u, v) ∈ E(G) | u, v ∈
V (H)\{v}).
Tezˇinski graf je uredeni par (G, u), gdje je G = (V,E) graf, a u : E(G) → R+ funkcija
koju zovemo tezˇinskom funkcijom grafa G. Ukoliko na grafu G nije zadana tezˇinska funk-
cija, uzimamo u(e) = 1, za sve e ∈ E(G). Za H ⊆ G definiramo c(E(H)) := ∑e∈E(H) c(v).
Sˇetnja W u grafu G je niz W = v0e1v1e2 . . . ekvk gdje su vi ∈ V (G), za 0 ≤ i ≤ k te
ei = (vi−1, vi) ∈ E(G), za 1 ≤ i ≤ k. Vrijedi W ⊆ G. Sˇetnju W zovemo (v0, vk) - sˇetnja.
Kazˇemo da vrh vi−1 prethodi vrhu vi u W , za 1 ≤ i ≤ k. Vrhove v ∈ V (W )\{v0, vk}
nazivamo unutarnjim vrhovima sˇetnje W , a vrhove v0 i vk vanjskim vrhovima. Duljina
(tezˇina) sˇetnje W definirana je sa
∑
e∈E(W ) u(e). Sˇetnja W je zatvorena ako je vo = vk. Za
vi, vj ∈ V (W ) definiramo W[vi,vj ] ⊆ W sa W[vi,vj ] := viei+1vi+1...ejvj . Ako su svi bridovi
sˇetnjeW medusobno razlicˇiti, ondaW zovemo staza, a ako su na stazi i svi vrhovi medusobno
razlicˇiti, zovemo ju put. Zatvoreni put zove se ciklus. Kazˇemo da je graf G ciklicˇan ako pos-
toji ciklus C t.d. C ⊆ G. U suprotnom kazˇemo da je aciklicˇan. Hamiltonov put na grafu
G je razapinjuc´i put grafa G, tj. put koji sadrzˇi sve vrhove grafa, a Hamiltonov ciklus je
razapinjuc´i ciklus grafa. Kazˇemo da je graf Hamiltonov ako sadrzˇi Hamiltonov ciklus.
Kazˇemo da je graf G planaran ako se mozˇe nacrtati u ravnini tako da mu se bridovi sijeku
samo u vrhovima. Kazˇemo da su vrhovi u, v ∈ V (G) povezani ako postoji (u, v) ili (v, u)
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- put. Graf je povezan ako su svaka dva njegova vrha povezana nekim putom. Kazˇemo da
je vrh v dostizˇan iz vrha u ako postoji (u, v) - put. Udaljenost vrha v od vrha u u grafu
G je tezˇina najkrac´eg (u, v) - puta u G i oznacˇavamo ju sa distG(u, v). Ponekad umjesto
distG(u, v) pisˇemo samo dist(u, v). Po definiciji uzimamo distG(v, v) = 0,∀v ∈ V (G).
Ako vrhovi u, v ∈ V (G) nisu povezani u grafu G onda kazˇemo da je udaljenost izmedu njih
beskonacˇna, i pisˇemo distG(u, v) = distG(v, u) = ∞. Udaljenost vrha u od skupa V1,
u ∈ V (G), V1 ⊆ V (G), definiramo sa:
distG(u, V1) = min
v∈V1
.distG(u, v).
Neka su X, Y ⊆ V (G). Skup E(X,Y ) definiramo sa E(X, Y ) := {(x, y) ∈ E(G) |
x ∈ X\Y, y ∈ Y \X}. Skup susjeda skupa X definiramo sa Γ(X) := {v ∈ V (G)\X |
E(X, {v}) 6= ∅}. Skupove δ+(X) i δ−(X) definiramo sa δ+(X) := E(X, V (G)\X) te
δ−(X) := δ+(V (G)\X). Ako je X = {v}, za neki v ∈ V (G), umjesto δ+({v}) odn. δ−({v})
pisˇemo i δ+(v) odn. δ−(v).
Neka je A algoritam s ulaznim skupom podataka X i neka je f : N → R+ funkcija.
Kazˇemo da je slozˇenost algoritma A O(f) ako postoji α > 0 t.d. A zavrsˇava nakon najvisˇe
α · f(x) izvrsˇenih operacija, za svaki x ∈ X . Kazˇemo josˇ da je A rjesˇiv u O(f) vremenu.
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3 Put najmanjeg trosˇka (najkrac´i put)
Jedan od najpoznatijih problema u diskretnoj matematici jest kako pronac´i put najmanjeg
trosˇka izmedu dva vrha na usmjerenome grafu. Problem je sljedec´i:
· neka je G usmjereni graf, c : E(G)→ R tezˇinska funkcija te neka su s, t ∈ V (G),
· treba pronac´i (s−t) - put Pst, koji c´e imati minimalnu tezˇinu c(E(Pst)) =
∑
e∈E(Pst) c(e).
Vrh koji prethodi vrhu t u Pst oznacˇavamo sa pst. Ako put Pst ne postoji, odnosno ako
t nije dostizˇan iz s, problem je trivijalno rjesˇen te pisˇemo lst = ∞, a za pst kazˇemo da je
nedefiniran. Kroz cijeli rad koristit c´e se jednakosti n = |V (G)| i m = |E(G)|. Ovaj problem
veoma je primjenjiv u stvarnosti.
Primjer 1. Ivan zˇivi u Zagrebu. Dobio je novi posao te sutra krec´e raditi po prvi puta. Ivan
na posao ide automobilom. Kako bi postrosˇio sˇto manje goriva, zˇeli pronac´i najkrac´i put od
svog doma (Home) do posla (Office). Da bi ga pronasˇao, Ivan je istrazˇio sve ulice koje vode
do zˇeljene destinacije, te ih nacrtao na grafu (Slika 2). Neke ulice su jednosmjerne, a neke
dvosmjerne. Jednosmjernim je ulicama Ivan dodao strelicu na grafu.
Slika 2: Primjer 1.
.
.
Intuitivno, tezˇina ulice u ovome primjeru njena je duljina. Kako je duljina ulice uvijek
pozitivna, problem se rjesˇava primjenom Dijkstrinog1 algoritma kojeg c´emo u poglavlju 3.1.1
detaljno obraditi.
1Edsger Wybe Dijkstra, nizozemski racˇunalni znanstvenik.
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Primjer 2. Neka su tezˇine svih bridova u grafu jednake −1. Trazˇimo sve (s, t) - puteve
minimalne duljine, s, t ∈ V (G). Jasno je kako je rjesˇenje ovoga zadatka najduzˇi (s, t) - put
koji postoji na grafu. Ako postoji Hamiltonov (s, t) - put, on c´e biti rjesˇenje nasˇega problema.
Svaki takav put biti c´e tezˇine 1− |V (G)|.
Medutim, trazˇenje Hamiltonovih puteva u usmjerenome grafu mozˇe biti veoma tezˇak pro-
blem. Opc´enito, problem mozˇe biti veoma tesˇko rjesˇiv dopustimo li da tezˇine bridova budu
proizvoljni brojevi u R. Problem postaje mnogo jednostavniji ako ogranicˇimo nasˇ problem na
nenegativne tezˇine bridova, ili barem iskljucˇimo cikluse negativnih tezˇina.
Definicija 1. Neka je G (usmjereni ili neusmjereni) graf sa funkcijom tezˇine c : E(G) → R.
Kazˇemo da je c konzervativna ako G ne sadrzˇi ciklus negativne tezˇine. Kazˇemo da je ciklus
negativne tezˇine ako je suma tezˇina njegovih bridova negativni realni broj.
U poglavlju 3.1 razradit c´emo dva algoritma za rjesˇavanje problema puta najmanjeg trosˇka.
Prvi c´e dozvoljavati iskljucˇivo nenegativne funkcije tezˇine, dok c´e drugi razmatrati grafove sa
konzervativnom funckijom tezˇine (dopusˇtene su negativne tezˇine pojedinih bridova). Za za-
dani s ∈ V (G), algoritmi racˇunaju sve (s, v) - najkrac´e puteve, za svaki v ∈ V (G). U
poglavlju 3.2 razmatrat c´emo kako pronac´i najkrac´e puteve izmedu svaka dva vrha na grafu.
Trazˇenje najkrac´eg puta na neusmjerenim grafovima tezˇi je problem, osim u slucˇaju ako je
funkcija tezˇine nenegativna. Svaki neusmjereni graf mozˇe se poistovjetiti sa usmjerenim. Ne-
usmjereni brid nenegativne tezˇine mozˇe se zamijeniti dvama usmjerenim bridovima jednake
tezˇine i suprotne orijentacije, cˇime smo problem prenijeli na usmjerene grafove. Medutim, ako
tezˇine na neusmjerenom grafu nisu nenegativne, opisani postupak dovodi do nastanka ciklusa
(duljine 2) negativne duljine. Kako na netom opisani nacˇin svaki neusmjereni graf mozˇemo
svesti na usmjereni, u ovome radu razmatrati c´emo samo usmjerene grafove.
Odsada nadalje, bez smanjenja opc´enitosti mozˇemo pretpostaviti kako su grafovi koje
c´emo razmatrati povezani i jednostavni. U suprotnome, izmedu paralelnih bridova uvijek
bi koristili onaj s najmanjom tezˇinom, sˇto nebi promijenilo problem kojim se ovdje bavimo.
Povezanost intuitivno takoder ne utjecˇe na nasˇ problem: u slucˇaju da je graf nepovezan te
trazˇimo najkrac´e puteve iz vrha v, za svaki vrh w na grafu koji ne pripada istoj komponenti
povezanosti kao i vrh v logicˇno zakljucˇujemo da najkrac´i (v, w) - put ne postoji.
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3.1 Najkrac´i putevi iz jednog izvora (vrha)
Napomena 1. Svi algoritmi najkrac´ih puteva koje c´emo razraditi bazirani su na Bellmanovom2
nacˇelu optimalnosti, koje je zapravo srzˇ dinamicˇkog programiranja.
Propozicija 1. Neka je G usmjereni graf sa konzervativnom funkcijom tezˇine c : E(G)→ R,
neka je k ∈ N i neka su s, v, w ∈ V (G). Neka je P najkrac´i (s, w) - put s najvisˇe k bridova
te neka je e = (v, w) posljednji brid u P . Tada je P[s,v] najkrac´i (s, v) - put s najvisˇe (k − 1)
bridova.
Dokaz. Dokaz se izvodi obratom po kontrapoziciji. Dakle, pretpostavimo suprotno. Neka je
Q(s, v) - put krac´i od P[s,v] te neka je |E(Q)| ≤ k−1. Tada vrijedi: c(E(Q))+c(e) < c(E(P )).
Rastavimo nastavak dokaza razmatrajuc´i sljedec´a dva slucˇaja odvojeno:
1) .Q ne sadrzˇi vrh w.
Tada je Q+ e .(s, w) - put krac´i od P , sˇto je u kontradikciji sa pretpostavkom zadatka.
2) .Q sadrzˇi vrh w. Sada imamo:
c(E(Q[s,w])) = c(E(Q)) + c(e)− c(E(Q[w,v] ∪ e))
< c(E(P ))− c(E(Q[w,v] ∪ e)) ≤ c(E(P )).
Zadnja nejednakost slijedi iz zbog toga sˇto je Q[w,v] + e ciklus, pa kako je c konzervativna,
vrijedi: c(E(Q[w,v] + e)) ≥ 0. Dakle, dobili smo da je Q[s,w] .(s, w) - put krac´i od P , sˇto je u
kontradikciji sa pretpostavkom zadatka.

Propozicija 1. vrijedi i za sve neusmjerene grafove sa nenegativnim funkcijama tezˇine,
kao i za sve aciklicˇne usmjerene grafove sa proizvoljnim tezˇinama, rezultirajuc´i sljedec´om
rekurzivnom formulom:
distG((s, s)) = 0, . ∀s ∈ V (G);
distG((s, w)) = min{distG((s, v)) + c((v, w)) | (v, w) ∈ E(G)}, . ∀w ∈ V (G)\{s}.
Dobivena formula predstavlja rjesˇenje problema najkrac´eg puta za aciklicˇne grafove. Kada
bi postojao algoritam koji bi za proizvoljne s, t ∈ V (G) mogao pronac´i najkrac´i (s, t) - put
P , koristec´i Propoziciju 1., iz toga rezultata lako bismo isˇcˇitali najkrac´e (s, v) - puteve, za sve
v ∈ P . Medutim, kako je nemoguc´e unaprijed znati koji vrhovi pripadaju putu P , prirodno je
racˇunati najkrac´e (s, v) - puteve za sve v ∈ V (G).
Kao sˇto smo ranije napomenuli, prvo c´emo razmatrati grafove sa nenegativnim tezˇinama
bridova, tj. tezˇinskim funkcijama oblika c : E(G) → (R+ ∪ {0}). Ovaj problem rjesˇavamo
Dijkstrinim algoritmom.
2Richard Ernest Bellman. 1953. godine postavio je temelje dinamicˇkog programiranja.
7
3.1.1 Dijkstrin algoritam
Za zadani s ∈ V (G), Dijkstrin algoritam daje najkrac´e (s, v) - puteve, kao i njihove tezˇine, za
sve v ∈ V (G). Graf G koji promatramo jest usmjeren, a njegova tezˇinska funkcija nenega-
tivna. Sa l(v) oznacˇavat c´emo duljinu najkrac´ega (s, v) - puta, a sa p(v) vrh koji prethodi vrhu
v u tome putu. Ako v nije dostizˇan iz s, pisˇemo l(v) =∞, a za p(v) kazˇemo da je nedefiniran.
Mozˇe se pokazati da je Dijksrin algoritam rjesˇiv u O(m + n · logn) vremenu. Algoritam se




0, za..v = s,
c((s, v)), za...v ∈ V (G)...t.d....(s, v) ∈ E(G),
∞, inacˇe.
.......................• p(v) := s, za ...v ∈ V (G) ...t.d. ...(s, v) ∈ E(G),
.......................• R := {s}.




3© ..Stavljamo R := R ∪ {v}.
4© ..Za svakiw ∈ V (G)\R .t.d. (v, w) ∈ E(G) i za kojega vrijedi .l(w) > l(v)+c((v, w)),
stavljamo:
• l(w) := l(v) + c((v, w)),
• p(w) := v.
5© ..Ako je R 6= V (G), vrac´amo se na 2©





Dijkstrin algoritam daje ispravne rezultate, tj. nakon sprovede-
nog algoritma vrijedi ..l(v) = dist(G,c)(s, v), za svaki v ∈ V (G).
Dokaz. Neka je v ∈ V (G)\{s} vrh koji je u koraku 3© dodan u R. Iz koraka 4© vidimo da se
za taj vrh duljina l(v) do kraja algoritma ne mijenja. Dokaz c´emo dakle sprovesti indukcijom
po vrhovima koji u koraku 3© ulaze u skup R (algoritam traje dok se ne ispuni jednakost
R = V (G) pa znamo da c´emo tvrdnju provesti kroz sve vrhove grafa).
Za v = s, tvrdnja trivijalno slijedi:.l(s) = 0 = dist(G,c)(s, s). Neka je sada v ∈ V (G)\{s}
vrh koji je u koraku 3© dodan u R, i neka je pretpostavka indukcije ispunjena za sve vrhove
koji su prije v uvrsˇteni u R.
8
Pretpostavimo suprotno, tj. da postoji (s, v) - put P u G koji je krac´i od l(v). Neka je
y ∈ V (G) prvi vrh na P koji pripada skupu (V (G)\R)∪{v} i neka je x ∈ R vrh koji prethodi
vrhu y u P (kako je s ∈ R prvi vrh puta P , znamo da takav x postoji). Sada imamo:
l(y) ≤ l(x) + c((x, y))
= dist(G,c)(s, x) + c((x, y)) ≤ c(E(P[s, y])) ≤ c(E(P ))
< l(v).
Prva nejednakost slijedi iz x ∈ R, y ∈ [(V (G)\R)∪{v}], te koraka 4©. Jednakost slijedi iz
x ∈ R, a posljednja nejednakost slijedi iz pretpostavke da je P krac´i od l(v). Dakle, dobili smo
l(y) < l(v). Ako je put P bio takav da smo imali y = v, jasno je da je tvrdnja kontradiktorna.
U suprotnom, ako smo imali y 6= v, dobivamo kontradikciju sa izborom vrha v u koraku 2©,
jer zbog dobivene nejednakosti u koraku 2© sigurno nebi izabrali vrh v.
Dakle, obratom po kontrapoziciji zakljucˇujemo da ne postoji (s, v) - put P uG koji je krac´i
od l(v). Indukcija je gotova.

Primjer Dijkstrinog algoritma
Neka je zadan Graf G sa slike 3. ..
Slika 3: Graf G. [2]
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Slika 4: Dijkstrin algoritam, 1. nacˇin. [2]
.
Promotrimo sliku 4.
Broj napisan pokraj svakog v ∈ V (G) oznacˇava vrijednost l(v) u gledanom trenutku. Na
pocˇetku stavljamo l(s) = 0. Kako su y i t vrhovi t.d. (s, y), (s, t) ∈ E(G), u (b) stavljamo
l(y) = 5, l(t) = 10, sukladno tezˇinama pripadajuc´ih bridova. Stavljamo R = {s}.
Kako je 5 = l(y) = minw∈V (G)\Rl(w), stavljamoR = {s, y}. Sva tri vrha skupa V (G)\R,
t, x i z su takva da vrijedi (y, t), (y, x), (y, z) ∈ E(G). Kako je 10 = l(t) > l(y) + c((y, t)) =
5 + 3 = 8, u (c) stavljamo l(t) = 8. Kako je∞ = l(x) > l(y) + c((y, x)) = 5 + 9 = 14, u
(c) stavljamo l(x) = 14. Kako je∞ = l(z) > l(y) + c((y, z)) = 5 + 2 = 7, u (c) stavljamo
l(z) = 7. Kako vrijedi R & V (G), vrac´amo se na korak 2©.
Kako je 7 = l(z) = minw∈V (G)\Rl(w), stavljamo R = {s, y, z}. Vrh x zadovoljava
(z, x) ∈ E(G), pa zbog 14 = l(x) > l(z) + c((z, x)) = 7 + 6 = 13, u (d) stavljamo l(x) = 13.
Kako vrijedi R & V (G), vrac´amo se na korak 2©.
Kako je 8 = l(t) = minw∈V (G)\Rl(w), stavljamo R = {s, y, z, t}. Vrh x zadovoljava
(t, x) ∈ E(G), pa zbog 13 = l(x) > l(t) + c((t, x)) = 8 + 1 = 9, u (e) stavljamo l(x) = 9.
Kako vrijedi R & V (G), vrac´amo se na korak 2©.
Kako je vrh x jedini preostali vrh u skupu V (G)\R, u koraku 2© biramo njega, te stavljamo
R = {s, y, z, t, x}. Kako je sada R = V (G), korak 4© visˇe ne dolazi u obzir, a iz istog razloga
visˇe se ne vrac´amo na korak 2©. Algoritam je gotov.
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Rijesˇimo sada isti primjer na drugi nacˇin, pomoc´u tablice. Osim sˇto se iz tablice za dani
v ∈ V (G) direktno iscˇitava duljina najkrac´eg (s, v) - puta Pv, iz nje se takoder lako iscˇitava i
sam Pv, zbog cˇega je ovaj nacˇin najvisˇe korisˇten u praksi.
Slika 5: Dijkstrin algoritam, 2. nacˇin.
Promotrimo sliku 5.
Tablicu popunjavamo po redovima. U prvi red tablice najprije upisujemo slovo v, a nakon
njega sve vrhove grafa G. U prvi stupac upisujemo redom vrhove v ∈ V (G) koji su, zadovo-
ljivsˇi korak 2©, usˇli u skup R.
Posljednja vrijednost ispisana u stupcu ’v’ oznacˇava vrijednost l(v) u trenutnoj fazi algo-
ritma. Indeks te vrijednosti (ako ona nije∞) oznacˇava trenutni p(v). Nakon sˇto v ∈ V (G) ude
u skup R, u istome redu podcrtavamo (i visˇe ne mijenjamo) trenutnu vrijednost l(v) i trenutni
p(v), jer iz samog algoritma jasno vidimo da se te vrijednosti visˇe nec´e mijenjati.
Prvi po algoritmu u skupu R nasˇao se izvorni vrh s. Nakon sˇto smo ga upisali u tablicu,
popunjavamo ostatak drugoga reda. U stupac ’s’ upisujemo 0s. Ako je v ∈ V (G)\{s} t.d. je
(s, v) ∈ E(G), u stupac ’v’ u drugome redu stavljamo c((s, v))s. U suprotnome, pisˇemo∞.
Primijetimo kako smo na ovaj nacˇin napravili korak 1©.
Kako vrijedi R & V (G), krec´emo popunjavati trec´i red tablice. Prema koraku 2©, odabi-
remo vrh v ∈ V (G) koji ima minimalni l(v) medu svim vrijednostima iz drugoga reda koje
nisu podcrtane. Iz drugoga reda iscˇitavamo da je l(y) = 5 minimum tog skupa.
Na pocˇetku trec´ega reda upisujemo y te popunjavamo ostatak reda. Gdjegod je to moguc´e,
smanjujemo trenutne vrijednosti l(v) provodec´i korak 4©. Nakon sˇto smo ispunili red, kako
josˇ uvijek vrijedi R & V (G), ponavljamo postupak i odabiremo vrh v ∈ V (G) koji ima mini-
malni l(v). Iz trec´ega reda iscˇitavamo da je l(z) = 7 trazˇeni minimum.
Na pocˇetku cˇetvrtoga reda upisujemo z te popunjavamo ostatak reda. Gdjegod je to
moguc´e, smanjujemo trenutne vrijednosti l(v) provodec´i korak 4©. Nakon sˇto smo ispunili
red, kako josˇ uvijek vrijedi R & V (G), ponavljamo postupak i odabiremo vrh v ∈ V (G) koji
ima minimalni l(v). Iz cˇetvrtoga reda iscˇitavamo da je l(t) = 8 trazˇeni minimum. Postupak
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ponavljamo dok se u prvome stupcu ne pojave svi vrhovi grafa. Nakon sˇto smo popunili zadnji
red, tablica je gotova. Jedino sˇto nam preostaje jest pokazati na koji nacˇin iz tablice za pro-
izvoljni v ∈ V (G) iscˇitavamo najkrac´i put Pv i njegovu tezˇinu.
Uzmimo za primjer neka je v = x. Trazˇimo red u kojem smo vrh x uvrstili u skup R.
To je sˇesti red tablice. Sada iz sˇestoga reda i stupca ’x’ direktno iscˇitavamo tezˇinu puta Px.
Dakle, c(Px) = 9. Iz sˇestoga reda iscˇitavamo p(x) = t, pa se vrac´amo na peti red gdje je t bio
uvrsˇten u skup R. Iz petoga reda iscˇitavamo p(t) = y, pa se vrac´amo na drugi red gdje je y
bio uvrsˇten u skup R. Iz drugoga reda iscˇitavamo p(y) = s, cˇime smo dosˇli do izvornog vrha.
Dakle trazˇeni Px iscˇitavamo unatrag: Px = sytx.
Razmotrimo sada grafove cˇiji bridovi nemaju nuzˇno nenegativne tezˇine, ali kojima je
tezˇinska funkcija konzervativna. Algoritam trazˇenja najkrac´ih puteva u takvim grafovima zove
se Moore-Bellman-Fordov (MBF)3 algoritam.
3.1.2 Moore - Bellman - Fordov (MBF) algoritam
Za zadani s ∈ V (G), MBF algoritam daje najkrac´e (s, v) - puteve, kao i njihove tezˇine, za sve
v ∈ V (G). Graf G koji promatramo jest usmjeren, a njegova tezˇinska funkcija konzervativna.
Neka je |(V (G)| = n ∈ N. Sa l(v) oznacˇavat c´emo duljinu najkrac´ega (s, v) - puta, a sa p(v)
vrh koji prethodi vrhu v u tome putu. Ako v nije dostizˇan iz s, pisˇemo l(v) = ∞, a za p(v)




0, za..v = s,
∞, inacˇe.
2© ..Za i = 1, 2, ..., n− 1 :
{ za svaki (v, w) ∈ E(G) :
{ ako je l(w) > l(v) + c((v, w)), stavljamo:
{l(w) := l(v) + c((v, w)),
p(w) := v. }}}.
Napomena 2. Za svaki i ∈ {1, 2, ..., n−1} koji izvrtimo u algoritmu kazˇemo da smo napravili
jednu iteraciju. Kasnije c´emo vidjeti da algoritam ponekad mozˇemo ubrzati na nacˇin da ga
jednostavno zaustavimo nakon iteracije u kojoj ne dolazi do nikakve promjene u vrijednostima
l(v). Dakle, ukupno radimo najvisˇe n− 1 iteracija.
Teorem 2.
(
Moore [1959], Bellman [1958], Ford [1956]
)
MBF algoritam daje ispravne re-
zultate, tj. nakon sprovedenog algoritma vrijedi ..l(v) = dist(G,c)(s, v), za svaki v ∈ V (G).
3Edward Forrest Moore i Lester Randolph Ford Jr, americˇki matematicˇari.
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Dokaz. Neka je w ∈ V (G) proizvoljan. Dokazˇimo najprije sljedec´u tvrdnju: nakon k ∈
{1, 2, ..., n−1} iteracija algoritma, duljina najkrac´eg (s, w) - puta s najvisˇe k bridova jest vec´a
ili jednaka od vrijednosti l(w) u toj fazi algoritma. Dokaz tvrdnje radimo indukcijom po k.
Neka je k = 1. Ovdje razlikujemo dva slucˇaja. U prvom slucˇaju razmatramo w ∈ V (G)
za koje vrijedi (s, w) /∈ E(G). Tokom izvodenja prve iteracije, zbog koraka 1© znamo da c´e
za svaki (v, w) ∈ E(G) uvjet l(w) > l(v) + c((v, w)) biti ispunjen ako i samo ako jest v = s
(u protivnom, desna strana nejednakosti iznosila bi∞). Kako imamo (s, w) /∈ E(G), lako je
zakljucˇiti da c´e nakon prve iteracije vrijednost l(w) ostati∞. Dakle, kako (s, w) - put duljine
1 ne postoji, njegovu udaljenost uzimamo kao∞, sˇto je jednako vrijednosti l(w) = ∞ u toj
fazi algoritma.
U drugome slucˇaju razmatramo w ∈ V (G) za koje vrijedi (s, w) ∈ E(G). Zbog koraka 1©
algoritma, lako je vidjeti da c´e uvjet l(w) > l(s)+c((s, w)) biti ispunjen, iz cˇega zakljucˇujemo
da c´emo nakon prve iteracije imati l(w) = l(s) + c((s, w)) = 0 + c((s, w)) = c((s, w)). Kako
je P = sw jedini moguc´i (s, w) - put duljine 1, te kako je c(E(P )) = c((s, w)) = l(w), slucˇaj
je dokazan.
Pretpostavimo sada da tvrdnja vrijedi nakon k − 1 napravljenih iteracija. Preostaje nam
dokazati korak indukcije. Neka je P najkrac´i (s, w) - put s najvisˇe k bridova i neka je (x,w)
posljednji brid u P . Tada je, prema Propoziciji 1., P[s, x] najkrac´i (s, x) - put s najvisˇe k − 1
bridova pa iz pretpostavke indukcije zakljucˇujemo da nakon k − 1 iteracija vrijedi l(x) ≤
c(E(P[s, x])).
Nadalje, kako je (x,w) ∈ E(G), te kako su u k - toj iteraciji ponovno obradeni svi bridovi,
dobivamo l(w) ≤ l(x) + c((x,w)) ≤ c(E(P[s, x])) + c((x,w)) = c(E(P )), cˇime je korak
indukcije dokazan. Kako u grafu s n vrhova ne postoji put s visˇe od n−1 bridova, zakljucˇujemo
da je dovoljno napraviti n− 1 iteracija.

Iz samog algoritma jasno je vidljivo kako ne postoji nikakv uvjet na redoslijed obradivanja
bridova. Dakle, sam redoslijed mozˇe se razlikovati medu pojedinim iteracijama. Medutim,
moramo pripaziti da se u svakoj iteraciji obradi svaki brid grafa. Da bi sprijecˇili eventualan
propust, obicˇno se prije izvodenja prve iteracije ispisˇu svi bridovi grafa u proizvoljnom slijedu,
te se posljedicˇno, u svakoj iteraciji, oni obraduju po istome slijedu.
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Primjer MBF algoritma
Neka je zadan graf G sa slike 6. Prije no sˇto krenemo izvoditi algoritam, provjeravamo postoji
li u grafu ciklus negativne tezˇine. Za dani G, iz slike iscˇitavamo kako takav ciklus ne postoji,
stoga mozˇemo krenuti u sprovedbu algoritma.
Slika 6: Graf G. [2]
Promotrimo sliku 7.
Broj napisan pokraj svakog v ∈ V (G) oznacˇava vrijednost l(v) u gledanom trenutku. Na
pocˇetku (slika (a)) stavljamo l(s) = 0, l(v) =∞, za sve v ∈ V (G)\{s}. Ispisˇimo sve bridove
grafa u proizvoljnom ali fiksnom poretku:
(t, x), .(t, y), .(t, z), .(x, t), .(y, x), .(y, z), .(z, x), .(z, s), .(s, t), .(s, y).
Stavljamo i = 1 i obradujemo vrijednosti l(v), za sve v ∈ V (G):
• l(x) =∞ ≯.∞+ 5 = l(t) + c((t, x));
• l(y) =∞ ≯.∞+ 8 = l(t) + c((t, y));
• l(z) =∞ ≯.∞− 4 = l(t) + c((t, z));
• l(t) =∞ ≯.∞− 2 = l(x) + c((x, t));
• l(x) =∞ ≯.∞− 3 = l(y) + c((y, x));
• l(z) =∞ ≯.∞+ 9 = l(y) + c((y, z));
• l(x) =∞ ≯.∞+ 7 = l(z) + c((z, x));
• l(s) = .0 ≯.∞+ 2 = l(z) + c((z, s));
• l(t) =∞ >..0 + 6 = l(s) + c((s, t)), ⇒ l(t) := 6, ..p(t) := s;
• l(y) =∞ >..0 + 7 = l(s) + c((s, y)), ⇒ l(y) := 7, ..p(y) := s.
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Slika 7: MBF algoritam. [2]
.
.
Dakle, na slici (b) stavljamo nove vrijednosti u vrhovima t i y. Stavljamo i = 2 i
obradujemo vrijednosti l(v), za sve v ∈ V (G):
• l(x) =∞ >..6 + 5 = l(t) + c((t, x)), ⇒ l(x) := 11, ..p(x) := t.
• l(y) = .7 ≯..6 + 8 = l(t) + c((t, y));
• l(z) =∞ >..6 − 4 = l(t) + c((t, z)), ⇒ l(z) := 2, .. p(z) := t.
• l(t) = .6 ≯.11− 2 = l(x) + c((x, t));
• l(x) = 11 >..7 − 3 = l(y) + c((y, x)), ⇒ l(x) := 4, .. p(x) := y.
• l(z) = .2 ≯..7 + 9 = l(y) + c((y, z));
• l(x) = .4 ≯..2 + 7 = l(z) + c((z, x));
• l(s) = .0 ≯..2 + 2 = l(z) + c((z, s));
• l(t) = .6 ≯..0 + 6 = l(s) + c((s, t));
• l(y) = .7 ≯..0 + 7 = l(s) + c((s, y)).
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Dakle, na slici (c) stavljamo nove vrijednosti u vrhovima x i z. Postupak ponavljamo dok
ne izvrtimo svih |V (G)| − 1 = 4 iteracija.
Sjetimo se kako smo u napomeni 2. rekli kako algoritam ponekad mozˇemo ubrzati na nacˇin
da ga jednostavno zaustavimo nakon iteracije u kojoj ne dolazi da promjene u vrijednostima
l(v). Razlog je i visˇe nego ocˇit. Zasˇto bi u sljedec´im iteracijama ponavljali postupak za koji
smo u danoj iteraciji vidjeli da nec´e donijeti nikakve promjene? S pravom smijemo stati te
ocˇitati rjesˇenje problema.
Razmislimo li malo bolje, pocˇetni poredak bridova uvelike pridonosi brzini izvodenja al-
goritma. Dakle, uspijemo li poredati bridove na pozˇeljan nacˇin, uvelike c´emo si olaksˇati posao.
Razmotrimo sada na koji nacˇin bi ’pametno’ poredali slijed bridova. Pokazˇimo to na istome
primjeru grafa G sa slike 6.
Kako bismo algoritam krenuli efikasno (odmah mijenjajuc´i vrijednosti l(v)), logicˇno je
da c´emo slijed zapocˇeti bridovima za koje je izraz l(w) > l(v) + c((v, w)) na pocˇetku al-
goritma ispunjen, a to su bridovi kojima je pocˇetni vrh s. Dakle, slijed pocˇinjemo bridovima
(s, t), (s, y). Slijedec´i razmisˇljanje kako su vrijednosti l(t) i l(y) sada konacˇne, iz istog razloga
nastavljamo bridovima kojima su pocˇetni vrhovi t ili y, pa imamo slijed: (s, t), (s, y), (t, y),
(t, z), (t, x), (y, z), (y, x).
Zastanimo ovdje na trenutak. Prirodno bi bilo zapitati se je li redoslijed izmedu bridova
kojima su pocˇetni vrhovi t ili y bitan? Odgovor je potvrdan. Naime, kako u G postoji brid
(t, y), mudro je njega staviti na prvo mjesto. Razlog je jednostavan. Tokom obrade tog brida,
postoji moguc´nost da se vrijednost l(y) smanji, pa c´e se povec´ati i vjerojatnosti da se tokom
obrade bridova (y, z) i (y, x) smanje vrijednosti l(z) i l(x). Postupak nastavljamo istom logi-
kom razmisˇljanja te dobivamo slijed:
(s, t), .(s, y), .(t, y), .(t, z), .(t, x), .(y, z), .(y, x), .(z, x), .(x, t), .(z, s).
Stavljamo i = 1 i obradujemo vrijednosti l(v), za sve v ∈ V (G):
• l(t) =∞ >..0 + 6 = l(s) + c((s, t)), ⇒ l(t) := 6, .. p(t) := s;
• l(y) =∞ >..0 + 7 = l(s) + c((s, y)), ⇒ l(y) := 7, .. p(y) := s;
• l(y) = .7 ≯..6 + 8 = l(t) + c((t, y));
• l(z) =∞ >..6− 4 = l(t) + c((t, z)), ⇒ l(z) := 2, .. p(z) := t;
• l(x) =∞ >..6 + 5 = l(t) + c((t, x)), ⇒ l(x) := 11, ..p(x) := t;
• l(z) = .2 ≯..7 + 9 = l(y) + c((y, z));
• l(x) = 11 >..7− 3 = l(y) + c((y, x)), ⇒ l(x) := 4, .. p(x) := y;
• l(x) = .4 ≯..2 + 7 = l(z) + c((z, x));
• l(t) = .6 >..4− 2 = l(x) + c((x, t)), ⇒ l(t) := 2, .. p(t) := x;
• l(s) = .0 ≯..2 + 2 = l(z) + c((z, s)).
16
Pamtimo dobivene vrijednosti l(v) i nastavljamo dalje. Stavljamo i = 2 i obradujemo
vrijednosti l(v), za sve v ∈ V (G):
• l(t) = ..2 ≯....0 + 6 = l(s) + c((s, t));
• l(y) = ..7 ≯....0 + 7 = l(s) + c((s, y));
• l(y) = ..7 ≯....2 + 8 = l(t) + c((t, y));
• l(z) = ..2 >....2 − 4 = l(t) + c((t, z)), ⇒ l(z) := −2, ..p(z) := t;
• l(x) = ..4 ≯....6 + 5 = l(t) + c((t, x));
• l(z) = −2 ≯....7 + 9 = l(y) + c((y, z));
• l(x) = ..4 ≯....7 − 3 = l(y) + c((y, x));
• l(x) = ..4 ≯....2 + 7 = l(z) + c((z, x));
• l(t) = ..2 ≯....4 − 2 = l(x) + c((x, t));
• l(s) = ..0 ≯− 2 + 2 = l(z) + c((z, s)).
Postupak nastavljamo te vec´ u sljedec´oj iteraciji, i = 3, ne dobivamo promjene. Dakle,
bilo je potrebno izvrtiti algoritam samo 3 puta i dobiti rjesˇenje. Opc´enito, pametnim biranjem
redoslijeda bridova cˇesto se dogodi da vec´ druga iteracija ne izbaci nikakvu promjenu. U
nasˇem slucˇaju, radi velikom broja bridova u grafu, trebali smo napraviti i trec´u iteraciju.
Primijetimo kako je graf G u ovome primjeru bio relativno jednostavan te se iz same slike
lako iscˇitava kako ciklus negativne tezˇine ne postoji. Medutim, problem nastaje kako se broj
vrhova i bridova grafa povec´ava. Kao zakljucˇak poglavlja 2.1 biti c´e obraden Moore-Bellman-
Fordov (MBF) algoritam za trazˇenje ciklusa negativne tezˇine.
Prikazani algoritam mozˇe se dodatno popratiti popunjavanjem tablice. Tablica je ovdje
pogodna iz istog razloga kao i kod Dijkstrinog algoritma; osim sˇto iz nje za dani v ∈ V (G)
direktno iscˇitavamo duljinu najkrac´eg (s, v) - puta Pv, takoder lako iscˇitavamo i sam Pv, zbog
cˇega se tablica veoma cˇesto koristi u praksi. Napraviti c´emo dvije tablice, prva c´e odgovarati
prvome slijedu bridova kojeg smo imali, a druga drugome - onome u kojem smo bridove po-
redali na ”pametan” nacˇin.
Promotrimo sliku 8.
Tablicu popunjavamo po redovima. U prvi red tablice najprije upisujemo slovo i, a nakon
njega sve vrhove grafa G. U prvi stupac upisujemo redom brojeve 0, 1, 2, ... koji oznacˇuju
redni broj iteracije algoritma u kojoj se trenutno nalazimo. Posljednja vrijednost ispisana u
stupcu ’v’, v ∈ V (G), oznacˇava vrijednost l(v) u trenutnoj fazi algoritma. Indeks te vrijed-
nosti (ako ona nije∞) oznacˇava trenutni p(v).
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Slika 8: Pomoc´na tablica za MBF algoritam rjesˇen korisˇtenjem prvog slijeda bridova.
Na pocˇetku drugoga reda upisujemo broj 0 koji oznacˇava korak 1© (dakle, to nije prva
iteracija). Nakon sˇto smo ga upisali u tablicu, popunjavamo ostatak drugoga reda. U stupac
’s’ upisujemo 0s, a kako iz samog algoritma znamo da se vrijednosti l(s) i p(s) visˇe nec´e
mijenjati, taj stupac u sljedec´im iteracijama visˇe ne trebamo razmatrati.
Na pocˇetku trec´ega reda upisujemo broj 1 koji oznacˇava prvu iteraciju algoritma, te zatim
popunjavamo ostatak trec´ega reda. Ako je v ∈ V (G)\{s} t.d. se vrijednost l(v) u obradi prve
iteracije promijenila, u stupac ’v’ u trec´emu redu upisujemo novedobivene vrijednosti l(v) i
p(v). U suprotnome, prepisujemo prethodne vrijednosti.
Postupak ponavljamo dok se ne pojavi iteracija ’i∗’ u kojoj nec´e biti promjene u odnosu
na prethodnu iteraciju ’i∗ − 1’. Preostaje josˇ pokazati na koji nacˇin iz tablice za proizvoljni
v ∈ V (G) iscˇitavamo najkrac´i put Pv i njegovu tezˇinu.
Uzmimo za primjer neka je v = z. Posluzˇimo se slikom 8. Iz stupca ’z’ te iz posljednjeg
reda tablice iscˇitavamo p(z) = t. Sada iz stupca ’t’ te iz posljednjeg reda tablice iscˇitavamo
p(t) = x. Iz stupca ’x’ te iz posljednjeg reda tablice iscˇitavamo p(x) = y. Iz stupca ’y’ te iz
posljednjeg reda tablice iscˇitavamo p(y) = s, cˇime smo dosˇli do izvornog vrha. Dakle trazˇeni
Pz iscˇitavamo unatrag: Pz = syxtz. Njegovu tezˇinu iscˇitavamo iz zadnjeg retka stupca ’z’,
c(E(Pz)) = −2.
Slika 9: Pomoc´na tablica za MBF algoritam rjesˇen korisˇtenjem ”pametnog” slijeda bridova.
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Promotrimo sliku 9.
Slika prikazuje opisani postupak sproveden na ”pametno” odabranome slijedu bridova
grafa G. Kao i iz samog algoritma, iz tablice cˇitamo da su ovdje potrebne bile samo 3 ite-
racije algoritma.
Iz samoga algoritma jasno je vidljivo kako je njegova slozˇenost O(nm), gdje su n =
|V (G)|, m = |E(G)|. MBF algoritam najbrzˇi je poznati algoritam za trazˇenje puta najmanjeg
trosˇka na grafovima sa konzervativnim funkcijama tezˇine. U slucˇajevima kada je graf G pla-
naran, postoji algoritam slozˇenosti O(nlog3n).
Za grafove koji sadrzˇe ciklus negativne tezˇine, josˇ uvijek nije pronaden algoritam poli-
nomne slozˇenosti. Problem se krije u tome sˇto Propozicija 1. opc´enito ne vrijedi za grafove
cˇije tezˇinske funkcije nisu konzervativne.
Trazˇenje ciklusa negativne tezˇine
Definicija 2. Neka je G usmjeren graf, neka je c : E(G) → R njegova tezˇinska funkcija i
neka je pi : V (G) → R funkcija. Tada za svaki (x, y) ∈ E(G) definiramo smanjeni trosˇak
brida (x, y) obzirom na pi na sljedec´i nacˇin: cpi((x, y)) := c((x, y)) + pi(x)− pi(y). Ako je
cpi(e) ≥ 0 za sve e ∈ E(G), funkciju pi zovemo ostvarljiv potencijal.
Lema 1. Neka je G usmjeren graf i neka je c : E(G) → R njegova tezˇinska funkcija. U
proizvoljnoj fazi MBF algoritma definiramo F := {(x, y) ∈ E(G) | x = p(y)}. Tada za sve
(v, w) ∈ F vrijedi l(w) ≥ l(v) + c(v, w).
Dokaz. Pri uvrsˇtavanju brida (v, w) u skup F , vrijednosti l(w) i p(w) bile su redefinirane sa
l(w) := l(v) + c(v, w), p(w) := v. U kasnijem sprovodenju MBF algoritma, vrh v mogao je
promijeniti svog prethodnika, p(v), cˇime bi dosˇlo do smanjenja vrijednosti l(v), a posljedicˇno
i do nejednakosti l(w) > l(v) + c(v, w), koja je ukljucˇena u tvrdnju leme. Medutim, ono
sˇto mi zapravo trebamo razmotriti jest smanjenje vrijednosti l(w), cˇime tvrdnja leme visˇe
nebi vrijedila. Kako znamo da smanjenje spomenute vrijednosti kao nuzˇnu posljedicu ima
promjenu prethodnika p(w), tada brid (v, w) visˇe nec´e biti element skupa F , cˇime je lema
dokazana.

Lema 2. Neka je G usmjeren graf i neka je c : E(G) → R njegova tezˇinska funkcija. U
proizvoljnoj fazi MBF algoritma definiramo F := {(x, y) ∈ E(G) | x = p(y)}. Ako F sadrzˇi
ciklus C, tada je c(C) ≤ 0.
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Dokaz. Neka je C ciklus s bridovima iz F , te pretpostavimo kako je C bio zavrsˇen (zatvoren)
dodavanjem brida e = (x, y). Prema definiciji skupa F , tada imamo l(y) = l(x) + c((x, y)).
Medutim, iz Leme 1. znamo kako za svaki (v, w) ∈ E(C)\{(x, y)} vrijedi l(w) ≥ l(v) +












(l(z2)− l(z1)) + c((x, y))
= l(x)− l(y) + c((x, y))
= 0.

Teorem 3. Neka je G usmjeren graf i neka je c : E(G) → R njegova tezˇinska funkcija. Tada
postoji ostvarljiv potencijal pi na (G, c) ako i samo ako je funkcija c konzervativna.











Dokazˇimo sada suptrotni smjer. Neka je funkcija c konzervativna. Sprovedbom MBF
algoritma na grafuG, za svaki v ∈ V (G) dobivamo broj l(v). Znamo da tada za svaki (v, w) ∈
E(G) vrijedi l(w) ≤ l(v) + c((v, w)) (u suprotnom, MBF algoritam nebi radio ispravno), iz
cˇega direktno slijedi kako je l ostvarljiv potencijal.

Korolar 1. Neka je G usmjeren graf i neka je c : E(G)→ R njegova tezˇinska funkcija. Tada
u vremenu O(nm) mozˇemo pronac´i ostvarljiv pontencijal ili ciklus negativne tezˇine.
Dokaz. Slozˇenost algoritma je ocˇita. Za dani graf G sprovodimo MBF algoritam te dobivamo
vrijednosti l(v), ze sve v ∈ V (G). Ako je dobivena funkcija l : V (G) → R ostvarljiv po-
tencijal, dokaz je gotov. U suprotnome, neka je (v, w) ∈ E(G) takav da nakon sprovednog
algoritma vrijedi l(w) > l(v) + c((v, w)). Tvrdimo da niz w, v, p(v), p(p(v)), ... sadrzˇi ciklus
negativne tezˇine.
Iz samog algoritma vidimo kako je vrijednost l(v) bila promijenjena u posljednoj itera-
ciji algoritma (u suprotnom, radi obrade brida (v, w) u zadnjoj iteraciji, nejednakost l(w) >
l(v) + c((v, w)) nebi vrijedila). Nadalje, zakljucˇujemo da je prije promjene vrijednosti l(v)
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vrijedilo l(v) > l(p(v)) + c((p(v), v)), iz cˇega zakljucˇujemo kako je vrijednost l(p(v)) bila
promijenjena u jednoj od dvaju posljednjih iteracija (ovisno o tome je li brid (p(v), v) u sli-
jedu bridova bio obradivan prije ili poslije brida (v, w)). Iz istih razloga zakljucˇujemo kako je
vrijednost p(p(p(v))) bila promijenjena u jednoj od zadnjih triju iteracija, itd.
Kako znamo da se vrijednost l(s) ne mijenja tokom algoritma, zakljucˇujemo da se vrh s ne
nalazi medu prvih n = |V (G)| elemenata niza w, v, p(v), p(p(v)), ... (algoritam ponavlja ite-
raciju n−1 puta). Dakle, jedan od vrhova u danome nizu sigurno se pojavljuje dvaput, iz cˇega
zakljucˇujemo da iz danog niza mozˇemo formirati ciklus. Tada iz Leme 2. te iz nejednakosti
l(w) > l(v) + c((v, w)) direktno zakljucˇujemo kako on ima negativnu tezˇinu, cˇime je dokaz
korolara gotov.

Rezimirajmo dakle nacˇin na koji nalazimo ciklus negativne tezˇine ukoliko nakon spreve-
denog MBF algoritma dobivena funkcija .l : V (G) → R nije ostvarljiv potencijal. Kako smo
netom ranije nad grafom izvodili MBF algoritam, mozˇemo uzeti isti slijed bridova kojeg smo
koristili i u samome algoritmu. Uzimamo, dakle, bridove iz danoga slijeda redom sve dok ne
pronademo brid e = (v, w) za kojeg vrijedi li l(w) > l(v) + c((v, w)). Tada ispisujemo niz
vrhova w, v, p(v), p(p(v)), ..., a zaustavljamo se kada se jedan od vrhova pojavi po drugi put.
Taj c´e slijed vrhova biti trazˇeni ciklus negativne tezˇine.
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3.2 Najkrac´i putevi izmedu svaka dva vrha na grafu
Neka je G usmjeren graf i neka je njegova tezˇinska funkcija c : E(G)→ R konzervativna. Za
svaki ureden par (s, t), s, t ∈ V (G), s 6= t, zˇelimo pronac´i broj lst i pst ∈ V (G) takve da je
lst duljina najkrac´eg (s, t) - puta Pst, a (pst, t) posljednji brid u Pst. Ako za neki ureden par
(s, t) put Pst ne postoji, odnosno ako t nije dostizˇan iz s, problem je trivijalno rjesˇen i pisˇemo
lst =∞, a za pst kazˇemo da je nedefiniran.
Intuitivno, jedna od opcija jest izvrsˇiti MBF algoritam n puta (po jednom za svaki novi
izbor vrha s). Time dobivamo algoritam slozˇenosti O(n2m). Mozˇe se pokazati da je problem
najkrac´eg puta izmedu svaka dva vrha na grafu rjesˇiv u O(mn+ n2logn) vremenu. Dobiveno
rjesˇenje ovoga problema omoguc´uje nam definirati zatvorenje grafa G.
Definicija 3. Neka je G (usmjeren ili neusmjeren) graf i neka je c : E(G) → R njegova
tezˇinska funkcija. Zatvorenje uredenog para (G,c) je ureden par (G, c), gdje je G jednos-
tavan graf sa skupom vrhova V (G) = V (G) takav da izmedu vrhova x, y ∈ V (G), x 6= y
postoji brid e = {x, y} (ili e = (x, y) ako je G usmjeren) tezˇine c(e) = dist(G,c)(x, y) ako i
samo ako je y dostizˇan iz x u G.
Zatvorenje danog grafa G rjesˇivo je u O(mn+ n2logn) vremenu (dovoljno je pronac´i naj-
krac´e puteve izmedu svaka dva vrha na grafu). Pritom, kako se svaki neusmjereni graf mozˇe
zamjeniti usmjerenim poistovjec´ivanjem svakog neusmjerenog brida dvama usmjerenima jed-
nake tezˇine i suprotne orijentacije, nije potrebno zahtijevati da graf G mora biti usmjeren.
.
Slika 10: Zatvorenje grafa (G, c).
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3.2.1 Floyd - Warshall (FW) algoritam
Za zadani usmjereni graf G sa skupom vrhova V (G) = {1, 2, ..., n} i konzervativnom funkci-
jom tezˇine c : E(G)→ R, FW algoritam daje matriceD = (lij)1≤i,j≤n i Π = (pij)1≤i,j≤n, gdje
je lij duljina najkrac´eg (i, j) - puta Pij , a (pij, j) posljednji brid puta Pij . Ako za neki ureden
par (s, t) put Pst ne postoji, odnosno ako t nije dostizˇan iz s, pisˇemo lst =∞, a za pst kazˇemo
da je nedefiniran. FW algoritam jest najpoznatiji algoritam za rjesˇavanje problema najkrac´eg




0, za..j = i,
c((i, j)), za..(i, j) ∈ E(G),
∞, inacˇe.
• pij := i, za sve(i, j) ∈ E(G).
2© ..Za j = 1, 2, ..., n :
{ za i = 1, 2, ..., n :
{ ako je i 6= j, tada:
{ za k = 1, 2, ..., n :
{ ako je k 6= j, tada:
{ ako je lik > lij + ljk, stavljamo:
{lik := lij + ljk,
pik := pjk. }}}}}}.
Napomena 3. Petlju ’j’ u FW algoritmu zovemo vanjskom petljom algoritma. Kao sˇto je
slucˇaj i kod MBF algoritma, FW algoritam mozˇe se koristiti pri ispitivanju egzistencije ciklusa
negativne tezˇine u grafu.
Teorem 4.
(
Floyd [1962], Warshall [1962]
)
FW algoritam daje ispravne rezultate, tj. nakon
sprovedenog algoritma vrijedi lij = dist(G,c)(i, j), za sve i, j ∈ V (G). Slozˇenost algoritma
jest O(n3).
Dokaz. Slozˇenost algoritma je ocˇita.
Tvrdnja: Nakon sˇto je algoritam zavrsˇio vanjsku petlju za j = 1, 2, ..., j0, vrijednost lik prika-
zuje duljinu najkrac´eg (i, k) - puta koji smije sadrzˇavati unutarnje vrhove iskljucˇivo iz skupa
{1, 2, ..., j0}. Tvrdnju dokazujemo indukcijom po j0 = 1, 2, ..., n. Primijetimo kako c´e tvrdnja
u slucˇaju j0 = n dokazivati ispravnost algoritma.
Neka je j0 = 1. Primijetimo za pocˇetak kako za svaki pij koji je definiran u koraku 1©
vrijedi pij = i. Nakon sˇto obradimo vanjsku petlju algoritma za j = 1, iz pik := pjk = j = 1
vidimo kako jedino vrh 1 ima priliku uc´i te skratiti duljinu trenutno najkrac´eg puta Pik, cˇime
smo dokazali bazu indukcije.
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Pretpostavimo kako tvrdnja vrijedi za j0 ∈ {1, 2, ..., j}. Tokom obrade vanjske petlje al-
goritma za j0 = j + 1, vrijednost lik biti c´e zamijenjena vrijednosˇc´u li,j+1 + lj+1,k ako vrijedi
lik > li,j+1 + lj+1,k. Kako su vrijednosti li,j+1 i lj+1,k dobivene u jednoj od prethodnih obrada
vanjske petlje algoritma, prema pretpostavci indukcije njihovi odgovarajuc´i putevi Pi,j+1 i
Pj+1,k sadrzˇe unutarnje vrhove iskljucˇivo iz skupa {1, 2, ..., j}. Dakle, novodobiveni put Pik
sadrzˇi unutarnje vrhove iskljucˇivo iz skupa {1, 2, ..., j + 1}. Jedino sˇto preostaje pokazati jest
da je Pik najkrac´i takav (i, k) - put.
Kako je pri samom formiranju novoga Pik puta tokom obrade j+1 vanjske petlje algoritma
prethodna vrijednost lik bila smanjena, jedini razlog zbog kojeg novodobiveni Pik - put R nebi
bio najkrac´i takav jest ako odgovarajuc´i (i, j + 1) - put P i odgovarajuc´i (j + 1, k) - put Q
sadrzˇe zajednicˇki unutarnji vrh. U tome slucˇaju, put R = P + Q mogli bi skratiti na nacˇin
da izbacimo odgovarajuc´i ciklus. Medutim, micanjem toga ciklusa izbacili bi i vrh j + 1, pa
bi zbog pocˇetne nejednakosti lik > li,j+1 + lj+1,k put R (koji sada sadrzˇi unutarnje vrhove iz
skupa {1, 2, ..., j}) bio krac´i (i, k) - put od onoga koji je kao takav bio definiran u j -toj obradi
vanjske petlje algoritma, sˇto je u kontradikciji sa pretpostavkom indukcije.

Primjer FW algoritma
Neka je zadan grafG sa slike 11. Prije no sˇto krenemo izvoditi algoritam, provjeravamo postoji
li u grafu ciklus negativne tezˇine. Sprovedbom MBF algoritma za trazˇenje ciklusa negativne
duljine lako se provjeri da isti ne postoji.
Slika 11: Graf G. [2]
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Promotrimo sliku 12.
Pocˇetne matrice D(0) i Π(0) dobili smo sprovedbom koraka 1©. Svaku sljedec´u matricu
D(i) i Π(i), i = 1, 2, 3, 4, 5 dobili smo obradom odgovarajuc´e vanjske petlje j = 1, 2, 3, 4, 5.
Stavljamo j = 1 te obradujemo unutarnje petlje i i k. Slucˇajeve u kojima je i = j ili k = j
netrebamo obradivati jer iz samog algoritma vidimo kako nec´e donijeti nikakve promjene.
Slucˇajeve k = i takoder nemoramo obradivati jer se vrijednost lik sigurno nec´e mijenjati
tokom obrade takvog slucˇaja. Ta tvrdnja slijedi iz pocˇetne jednakosti lii = 0, za svaki i, pa
kada bi postojao Pii - put tezˇine manje od 0, to bi bio ciklus negativne tezˇine.
j = 1, .i = 2 :
• l23 = ..∞ ≯....∞+ .8 = l21 + l13;
• l24 = ...1 ≯....∞+∞ = l21 + l14;
• l25 = ...7 ≯....∞− .4 = l21 + l15.
j = 1, .i = 3 :
• l32 = ...4 ≯....∞+ .3 = l31 + l12;
• l34 = ..∞ ≯....∞+∞ = l31 + l14;
• l35 = ..∞ ≯....∞− .4 = l31 + l15.
j = 1, .i = 4 :
• l42 = ....∞ >....2 + 3 = l41 + l12, ⇒ l42 := ..5, .. p42 := 1;
• l43 = ..− 5 ≯....2 + 8 = l41 + l13;
• l45 = ....∞ >....2− 4 = l41 + l15, ⇒ l45 := −2, ..p42 := 1.
j = 1, .i = 5 :
• l52 = ..∞ ≯....∞+ .8 = l51 + l12;
• l53 = ...1 ≯....∞+∞ = l51 + l13;
• l54 = ...7 ≯....∞− .4 = l51 + l14.
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Slika 12: FW algoritam. [2]
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Ispunjavamo matriceD(1) i Π(1) upravo dobivenim podatcima. Stavljamo j = 2 te obradujemo
unutarnje petlje i i k.
.
j = 2, .i = 1 :
• l13 = ....8 ≯....3 +∞ = l12 + l23;
• l14 = ...∞ ≯....3 + .1 = l12 + l24, ⇒ l14 := 4, ..p14 := 2;
• l15 = .− 4 ≯....3 + .7 = l12 + l25.
j = 2, .i = 3 :
• l31 = ..∞ ≯....4 +∞ = l32 + l21;
• l34 = ..∞ ≯....4 + .1 = l32 + l24, ⇒ l34 := 5, .. p34 := 2;
• l35 = ..∞ ≯....4 + .7 = l32 + l25, ⇒ l35 := 11, ..p35 := 2.
j = 2, .i = 4 :
• l41 = ....2 ≯....5 +∞ = l42 + l21;
• l43 = .− 5 ≯....5 +∞ = l42 + l23;
• l45 = .− 2 ≯....5 + .7 = l42 + l25.
j = 2, .i = 5 :
• l51 = ..∞ ≯....∞+∞ = l52 + l21;
• l53 = ..∞ ≯....∞+∞ = l52 + l23;
• l54 = ...6 ≯....∞+ .1 = l52 + l24.
.
Ispunjavamo matrice D(2) i Π(2) upravo dobivenim podatcima. Postupak nastavljamo sve
dok ne ispunimo matrice D(|V (G)|) = D(5) i Π(|V (G)|) = Π(5).
Preostaje josˇ pokazati na koji nacˇin za zadane i, j ∈ V (G) iscˇitamo najkrac´i (i, j) - put Pij
i njegovu tezˇinu. Uzmimo za primjer neka su i = 5, j = 3. Iz matriceD(5) direktno iscˇitavamo
c(E(P53)) = 1. Iz matrice Π(5) iscˇitavamo p53 = 4, pa zakljucˇujemo kako je (4, 3) posljednji
brid u P53. Sada trazˇimo posljednji brid puta P54, pa iz matrice Π(5) iscˇitavamo p53 = 5. Kako
je 5 pocˇetni vrh puta P53 ovdje se zaustavljamo. Trazˇeni P53 je tada: P53 = 543.
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4 Mrezˇni tokovi
Neka je G usmjeren graf i neka je u : E(G) → R+ njegova nenegativna tezˇinska funkcija.
Neka su s, t ∈ V (G) dva vrha grafaG, pri cˇemu vrh s nazivamo izvor, a vrh t ponor. Uredena
cˇetvorka (G, u, s, t) naziva se mrezˇa.
Definicija 4. Neka je G usmjeren graf i neka je u : E(G) → R+ njegova tezˇinska funkcija.
Tok je funkcija f : E(G)→ R+ takva da za svaki e ∈ E(G) vrijedi f(e) ≤ u(e). Kazˇemo da








Definicija 5. Tok koji cˇuva tecˇnost u svakom vrhu grafa naziva se cirkulacija. (s, t) - tok je
tok f za kojeg vrijedi exf (s) < 0 i exf (v) = 0, za sve v ∈ V (G)\{s, t}. Vrijednost (s, t) -
toka f definirana je sa |f | := −exf (s).
Primijetimo kako se pri trazˇenju (s, t) - toka maksimalne vrijednosti u mrezˇi (G, u, s, t) bez
smanjenja opc´enitosti mozˇemo ogranicˇiti na iskljucˇivo jednostavne grafove, jer se u suprotnom
tezˇine paralelnih bridova mogu zbrojiti ne mijenjajuc´i problem kojim se ovdje bavimo. Ovaj
problem veoma je primjenjiv u stvarnosti.
Primjer 3. Neka je zadano n ∈ N poslova koje trebamo obaviti. Neka su poslovi oznacˇeni
brojevima 1, 2, ..., n. Na raspolaganju imamo m ∈ N zaposlenika koje moramo rasporediti po
poslovima. Neka je M skup zaposlenika. Svaki posao i zahtijeva ti ∈ R+ ulozˇenog vremena
da bi bio zavrsˇen i za svaki posao i postoji neprazan skup Si ⊆ M zaposlenika sposobnih
za obavljanje i - tog posla. Zaposlenici su medusobno sposobni raditi isti posao istovremeno.
Neka je zadano vrijeme T ∈ R+ u kojem svi poslovi moraju biti obavljeni. Dakle, cilj je
pronac´i brojeve xij ∈ R+, i = 1, 2, ..., n, j = 1, 2, ...,m (gdje xij oznacˇava vrijeme koje je j -
ti zaposlenik ulozˇio u obavljanje i - tog posla) takve da vrijedi:∑
j∈Si




xij ≤ T, za sve j ∈ {1, 2, ...,m}.
Ovaj problem mozˇe se rijesˇiti linearnim programiranjem, no mi c´emo ga ovdje postaviti u
kontekstu mrezˇnog toka. Kreirajmo graf G crajuc´i n vrhova v1, v2, ..., vn, gdje vi predstavlja
posao i te m vrhova w1, w2, ..., wm, gdje wj predstavlja zaposlenika j. Dodajemo bridove
(vi, wj) kada je ispunjeno j ∈ Si. Na grafu josˇ dodajemo vrhove s i t te bridove (s, vi) za sve
i i (wj, t) za sve j. Definiramo funkciju tezˇine c : E(G)→ R+ sa u((s, vi)) := ti i u(e) = T
za sve ostale bridove. Tada je svaki (s, t) - tok vrijednosti
∑n
i=1 ti u (G, u) (ako takav postoji)
rjesˇenje nasˇega problema.
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4.1 Tok maksimalne vrijednosti
Neka je (G, u, s, t) mrezˇa. U ovome poglavlju bavit c´emo se trazˇenjem (s, t) - toka maksi-
malne vrijednosti. Neka je |E(G)| = m. Neka je trazˇeni tok oblika (x1, x2, ..., xm). Problem










xe (v ∈ V (G)\{s, t})
xe ≤ u(e) (e ∈ E(G))
xe ≥ 0 (e ∈ E(G))
Primjer 4. Grad Winnipeg krec´e u izgradnju novih stabmenih zgrada. Za izgradnju im je po-
treban pijesak. Vancouver je najblizˇi grad iz kojeg se pijesak izvozi, stoga Winnipeg narucˇuje
iz istoga. Pijesak se prevozi kamionima. U Winnipegu znaju da c´e im trebati visˇe pijeska
nego sˇto Vancouver mozˇe dovesti u jednoj ruti sa svim svojim rasolozˇivim kamionima, stoga
u prvoj rundi dovodenja pijeska narucˇuju maksimalnu kolicˇinu koju grad Vancouver mozˇe do-
vesti. Na slici 13 dana je shema problema. Grad Vancouver ima na raspolaganju |E(G)| = 10
raspolozˇivih kamiona (svaki kamion vozi drugu dionicu). Nijedan kamion ne vozi direktno
iz Vancouvera u Winnipeg, vec´ se pijesak prenosi iz kamiona u kamion dok ne stigne na
odredisˇte. Kamion koji vozi iz Vancouvera u Edmonton ima kapacitet od 16 tona pijeska, iz
Edmontona u Saskatoon 12 tona, itd. Sav pijesak koji krene iz Vancouvera mora stic´i u Winni-
peg. Vancouver, dakle, maksimizira svoj izvoz u Winnipeg. Ovaj primjer kasnije c´emo rijesˇiti
primjenom Ford - Fulkerson algoritma kojeg c´emo u poglavlju 4.1.1 detaljno obraditi.
Slika 13: primjer 4. [2]
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Definicija 6. (s, t) - rez u G je skup X ⊆ V (G) takav da vrijedi s ∈ X i t ∈ V (G)\X .
Velicˇina (s, t) - reza definirana je sa
∑
e∈δ+(X) u(e). Minimalni (s, t) - rez je (s, t) - rez
minimalne velicˇine (obzirom na u) u G.






































Tvrdnja (b) slijedi iz (a) korisˇtenjem 0 ≤ f(e) ≤ u(e) za sve e ∈ E(G).

Tvrdnja (b) govori kako maksimalna vrijednost (s, t) - toka nemozˇe biti vec´a od velicˇine
minimalnog (s, t) - reza. U razvoju poglavlja dokazat c´emo kako u toj tvrdnji vrijedi jednakost.
Definicija 7. Za usmjeren graf G definiramo
↔




e := (w, v) za e = (v, w) ∈ E(G). Brid ←e := (w, v) zovemo suprotni brid
od e. Primijetimo kako c´emo za e = (v, w) i e′ = (w, v) u
↔
G imati paralelne bridove
←
e i e′.
Neka je u : E(G) → R+ tezˇinska funkcija grafa G. Tada su tezˇine novodobivenih bridova u↔
G definirane sa u(
←
e ) := u(e).
Definicija 8. Neka je G usmjeren graf, neka je u : E(G) → R+ njegova tezˇinska funkcija
i neka je f tok u (G, u). Rezidualna tezˇina je funkcija uf (e) : E(
↔
G) → R+ definirana sa
uf (e) := u(e) − f(e) za sve e ∈ E(G) .i .uf (←e ) := f(e) inacˇe. Rezidualni graf Gf je graf
(V (G), {e ∈ E(
↔
G) | uf (e) > 0}). Tezˇinska funkcija rezidualnog grafa Gf jest rezidualna
tezˇina uf .
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Slika 14: Primjer rezidualnog grafa Gf .
Napomena 4. Izraz x/y na svakome bridu e ∈ E(G) oznacˇava vrijednost toka f(e) i tezˇinu
u(e). Izraz 0/y ponekad c´emo krac´e zapisivati sa y.
Definicija 9. Neka je f tok i neka je P put (ili ciklus) u Gf . Povec´ati f duzˇ P za γ znacˇi za
svaki e ∈ E(P ): ako je e ∈ E(G) staviti f(e) := f(e) + γ, ako je e = ←e0 za neki e0 ∈ E(G)
staviti f(e0) := f(e0) − γ. Za mrezˇu (G, u, s, t) i za (s, t) - tok f definiramo f - rastuc´i put
kao (s, t) - put rezidualnog grafa Gf .
4.1.1 Ford - Fulkerson4 (FF) algoritam
Za zadanu mrezˇu (G, u, s, t) gdje je tezˇinska funkcija oblika u : E(G) → Z+, FF algoritam
daje (s, t) - tok maksimalne vrijednosti. Algoritam se provodi kroz sljedec´a tri koraka:
1© ..Stvaljamo f(e) := 0, za sve e ∈ E(G),
2© ..Trazˇimo f - rastuc´i put P
{ako takav ne postoji, prekidamo algoritam},
3© ..Stavljamo γ := mine.∈.E(P ) uf (e). Povec´amo f duzˇ P za γ i vrac´amo se na 2©.
FF] algoritam uvijek ima trivijalno rjesˇenje f ≡ 0. Kako su tezˇine bridova brojevi is-
kljucˇivo u Z+, lako se vidi da pri svakoj iteraciji koraka 3© vrijedi γ ∈ Z+. Zakljucˇujemo
kako algoritam uvijek zavrsˇava nakon konacˇno mnogo iteracija. Algoritam opc´enito nije is-
pravan za tezˇinske funkcije s vrijednostima izvan tog skupa.
4Lester Randolph Ford Jr. i Delbert Ray Fulkerson, americˇki matematicˇari.
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Bridovi u kojima je u koraku 3© postignut minimum zovu se bridovi uskog prolaza. Nacˇin
na koji je γ izabran osigurava da f zadrzˇi svojstva toka (vrijednosti toka u bridovima ne mogu
nadmasˇiti tezˇine istih). Kako je P .(s, t) - put, lako se vidi da je tecˇnost ocˇuvana u svim vrho-
vima osim u s i t.
Trazˇenje rastuc´eg puta u koraku 2© nije uvjetovano nicˇime, stoga je potrebno pronac´i bilo
koji (s, t) - put u Gf . Primijetimo kako algoritam daje tocˇno jedan tok kao trazˇeno rjesˇenje.
U slucˇaju kada postoji visˇe (s, t) - tokova maksimalne vrijednosti, rjesˇenje c´e ovisiti o redos-
lijedu biranja rastuc´ih puteva. Iako sa izborom rastuc´eg puta ne mozˇemo pogrijesˇiti, ponekad
je korisno razmisliti koji put odabrati. Naravno, rijecˇ je o brzini izvodenja algoritma koju
mozˇemo uvelike ubrzati biramo li rastuc´e puteve na pametan nacˇin.
Promotrimo sliku 15.
Izbor rastuc´eg puta pri svakom izvodenju koraka 2© temelji se na odabiru izmedu rastuc´eg
puta duljine 3 (suvt ili svut) ili rastuc´eg puta duljine 2 (sut ili svt). Kada bismo naizmjenicˇno
svaki put izabrali put duljine 3, korak 2©morali bi ponoviti 2, 000, 000 puta. Medutim, lako se
vidi da je problem rjesˇiv u samo dvije iteracije algoritma birajuc´i rastuc´e puteve duljine 2.
Slika 15: Primjer losˇeg biranja rastuc´ih puteva. [2]
Teorem 5. FF algoritam daje ispravne rezultate, odnosno nakon sˇto algoritam stane, dobiveni
f ima maksimalnu vrijednost.
Dokaz. Sljedec´a tvrdnja implicira tvrdnju teorema stoga je dovoljno nju dokazati.
Tvrdnja: (s, t) - tok f ima maksimalnu vrijednost ako i samo ako ne postoji f - rastuc´i put.
Neka je f (s, t) - tok maksimalne vrijednosti. Pretpostavimo suptotno, da postoji f -
rastuc´i put P . Tada u koraku 3© dobivamo tok vec´e vrijednosti od f , sˇto je u kontradikciji sa
maksimalnocˇc´u toka f .
Pokazˇimo sada obrat. Kako ne postoji f - rastuc´i put, zakljucˇujemo da t nije dostizˇan iz
s u Gf . Neka je R ⊆ V (G) skup vrhova dostizˇnih iz s u Gf . Tada za sve e ∈ δ+G(R) vrijedi
f(e) = u(e), jer bi u suprotnom postojao v0 ∈ V (G)\R dostizˇan iz s. Istim razmisˇljanjem
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pa prema Lemi 3.b) zakljucˇujemo kako je f tok maksimalne vrijednosti.

Kako je mrezˇa (G, u, s, t) proizvoljna, zakljucˇujemo da za svaki (s, t) - tok P maksimalne
vrijednosti postoji (s, t) - rez cˇija je velicˇina jednaka vrijednosti od P (napravi se konstrukcija
(s, t) - reza R na isti nacˇin kao i u Teoremu 5.). Ova tvrdnja zajedno sa Lemom 3.b) daje
najvazˇniji teorem teorije mrezˇnih tokova, Max - tok - min - rez .teorem.
Teorem 6. Max - tok - min - rez .teorem
(
Ford i Fulkerson [1956]
)
U svakoj mrezˇi maksi-
malna vrijednost (s, t) - toka jednaka je minimalnoj velicˇini (s, t) - reza.

Primjer FF algoritma (Primjer 4.)
Neka je zadan grafG sa slike 16. Kako funkcija u poprima vrijednosti iskljucˇivo uZ+ smijemo
koristiti FF algoritam.
Slika 16: Graf G. [2]
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Promotrimo sliku 17.
Na slici imamo pet redova grafova: (a), (b), (c), (d) i (e). Grafovi koji se nalaze u lijevome
stupcu odgovarajuGf grafovima u trenutnoj fazi algoritma (s trenutnim vrijednostima toka f ).
Grafovi iz desnog stupca odgovaraju grafu G u trenutnoj fazi algoritma.
U redu (a) dan je graf Gf za pocˇetni tok dobiven nakon koraka 1©. Za takav f iz definicije
grafa Gf jasno je da vrijedi Gf = G. Na grafu Gf pronasˇli smo (s, t) - put P1 = sv1v3v2v4t.
Dobivamo γ := mine.∈.E(P1) uf (e) = uf ((v4, t)) = 4. Stavljamo f(e) := f(e) + 4 za sve
e. ∈ .E(P1) i dobivamo graf G u redu (a).
Iz dobivenog grafa G dobivamo graf Gf u redu (b). Na grafu Gf pronasˇli smo (s, t) -
put P2 = sv1v2v4v3t. Dobivamo γ := mine.∈.E(P2) uf (e) = uf ((v4, v3)) = 7. Stavljamo
f(e) := f(e) + 7 za sve e. ∈ .E(P2) i dobivamo graf G u redu (b).
Iz dobivenog grafaG dobivamo grafGf u redu (c). Primijetimo kako smo tezˇine paralelnih
bridova (v2, v1) na grafu Gf radi jednostavnosti zbrojili. Na grafu Gf pronasˇli smo (s, t)
- put P3 = sv2v1v3t. Dobivamo γ := mine.∈.E(P3) uf (e) = uf ((v1, v3)) = 8. Stavljamo
f(e) := f(e) + 8 za sve e. ∈ .E(P3) i dobivamo graf G u redu (c).
Iz dobivenog grafa G dobivamo graf Gf u redu (d). Na grafu Gf pronasˇli smo (s, t) - put
P4 = sv2v3t. Dobivamo γ := mine.∈.E(P4) uf (e) = uf ((v2, v3)) = 4. Stavljamo f(e) :=
f(e) + 4 za sve e. ∈ .E(P4)\{(v2, v3)}. Kako brid (v2, v3) /∈ E(G) vec´ je u Gf dobiven kao
suprotni brid od (v3, v2), stavljamo f((v3, v2)) = f((v3, v2))−4 i dobivamo graf G u redu (d).
Iz dobivenog grafa G dobivamo graf Gf u redu (e). Kako na grafu Gf ne postoji (s, t) -
put, zaustavljamo algoritam. Dobiveni tok f iz slike grafa G u redu (d) jest tok maksimalne







f(e) = (11 + 12)− 0 = 23.
Slijedec´i intuiciju nakon primjera na slici 15. u kojem je pametnije bilo birati rastuc´e pu-
teve s manjim brojem bridova, dolazimo do Edmonds - Karp (EK)5 algoritma za trazˇenje (s, t)
- toka maksimalne vrijednosti. EK algoritam zahtijeva poznavanje Breadth - first search (BFS)
algoritma, stoga prvo upoznajmo isti.
5Jack R. Edmonds i Richard Manning Karp, americˇki informaticˇari.
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Slika 17: FF algoritam. [2]
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Breadth - first search (BFS) algoritam
Za zadani (usmjereni ili neusmjereni) graf G i za vrh s ∈ V (G), BFS algoritam daje naj-





0, za..v = s,
∞, inacˇe.
• R := {s}..i..Q := {s}.
2© ..Ako je Q = ∅ prekidamo algoritam
{u suprotnom biramo v ∈ Q koji je u skup Q usˇao prije svih ostalih vrhova koji se
trenutno nalaze u Q},
3© ..Biramo w ∈ V (G)\R za koji vrijedi e = (v, w) ∈ E(G)
{ako takav w ne postoji stavljamo Q := Q\{v} i vrac´amo se na 2©},
4© ..Stavljamo R := R ∪ {w}, .Q := Q ∪ {w}, .l(w) := l(v) + 1 .i vrac´amo se na 2©.
Napomena 5. Kako na grafu nemamo definiranu tezˇinsku funkciju, broj distG(s, v) odgovara
broju bridova najkrac´eg (s, v) - puta u G.
Teorem 7. BFS algoritam daje ispravne rezultate, tj. nakon sprovedenog algoritma vrijedi
..l(v) = distG(s, v), .za sve v ∈ V (G).
Dokaz. Pretpostavimo suprotno, neka je w ∈ V (G) takav da nakon sprovedenog algoritma
vrijedi l(w) 6= distG(s, w). Iz algoritma je jasno kako slucˇaj l(w) < distG(s, w) nije moguc´.
Dakle, pretpostavimo l(w) > distG(s, w) i neka za vrh w vrijedi
distG(s, w) = min .{distG(s, x) | x ∈ V (G).t.d..l(x) > distG(s, x)}.
Neka je P najkrac´i (s, w) - put u G i neka je e = (v, w) posljednji brid u P . Tada vrijedi
l(v) = distG(s, v). Kako je l(w) > distG(s, w) = distG(s, v) + 1 = l(v) + 1, iz 3© i 4©




Neka je zadan neusmjereni graf G sa slike 18.
Slika 18: Graf G. [2]
.
Promotrimo sliku 19.
U podslici (a) izvrsˇen je korak 1©. Stavljamo R := {s} i Q := {s}. Biramo v ∈ Q koji
je u skup Q usˇao prije svih ostalih vrhova. Kako je Q = {s}, stavljamo v = s. Kako su w i r
susjedi od s, u (b) stavljamo R := {s, w, r}, Q := {w, r}, l(w) = l(r) := 1 i vrac´amo se na
2©. Biramo v ∈ Q koji je u skup Q usˇao prije svih ostalih vrhova, pa stavljamo v = w. Kako
su t i x susjedi od w, u (c) stavljamo R := {s, w, r, t, x}, Q := {r, t, x}, l(t) = l(x) := 2 i
vrac´amo se na 2©.
Stavljamo v = r. Kako je v susjed od r, u (d) stavljamo R := {s, w, r, t, x, v}, Q :=
{t, x, v}, l(v) := 2 i vrac´amo se na 2©. Stavljamo v = t. Kako je u jedini susjedi od t koji
josˇ uvjek nije u skupu R, u (e) stavljamo R := {s, w, r, t, x, v, u}, Q := {x, v, u}, l(u) := 3 i
vrac´amo se na 2©. Kako je y jedini susjed od x koji josˇ uvjek nije u skupu R, u (f) stavljamo
R := {s, w, r, t, x, v, u, y}, Q := {v, u, y}, l(y) := 3 i vrac´amo se na 2©. Kako vrh v nema ni-
jednog susjeda koji vec´ nije u skupu R, u (g) stavljamo Q := {u, y} i vrac´amo se na 2©. Kako
vrh u nema nijednog susjeda koji vec´ nije u skupu R, u (h) stavljamo Q := {y} i vrac´amo se
na 2©. Kako vrh y nema nijednog susjeda koji vec´ nije u skupu R, u (i) stavljamo Q := ∅ i
vrac´amo se na 2©. Kako je Q = ∅ prekidamo algoritam.
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Slika 19: BFS algoritam. [2]
.
.
4.1.2 Edmonds - Karp (EK) algoritam
Za zadanu mrezˇu (G, u, s, t) gdje je tezˇinska funkcija oblika u : E(G) → Z+, EK algoritam
daje (s, t) - tok maksimalne vrijednosti. Algoritam se provodi kroz sljedec´a tri koraka:
1© ..Stavljamo f(e) := 0, za sve e ∈ E(G),
2© ..Trazˇimo najkrac´i f - rastuc´i put P
{ako takav ne postoji, prekidamo algoritam},
3© ..Stavljamo γ := mine.∈.E(P ) uf (e). Povec´amo f duzˇ P za γ i vrac´amo se na 2©.
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Rijecˇ ’najkrac´i’ u koraku 2© odnosi se na trazˇenje (s, t) - puta u Gf s minimalnim brojem
bridova koristec´i BFS algoritam. Dakle, ako algoritmom dobijemo l(t) = m ∈ N, trazˇimo
postoji li (s, t) - put P s m bridova. Ako takav ne postoji, trazˇimo postoji li put s (m+ 1)-nim
bridom, itd.
Edmonds i Karp objavili su algoritam 1972. godine. EK algoritam prvi je pronadeni algo-
ritam polinomne slozˇenosti za pronalazak toka maksimalne vrijednosti. Njegova slozˇenost jest
O(m2n). U nastavku dajemo Propoziciju 2. koju c´emo koristiti u dokazu slozˇenosti algoritma.
Dokaz propozicije tehnicˇki je veoma zahtjevan stoga ju dajemo bez dokaza.
Propozicija 2. Neka je f1, f2, ... niz tokova takav da je fi+1 dobiven iz fi povec´anjem duzˇ Pi,
gdje je Pi najkrac´i fi - rastuc´i put. Tada je:
(a) ..|E(Pk)| ≤ |E(Pk+1)| za svaki k,
(b) ..|E(Pk)|+ 2 ≤ |E(Pl)| za sve k < l takve da Pk ∪ Pl sadrzˇi par suprotnih bridova.

Teorem 8. (Edmonds i Karp [1972]) EK algoritam zavrsˇava nakon najvisˇe mn
2
iteracija, gdje
su m = |E(G)|, n = |V (G)|.
Dokaz. Neka je P1, P2, ... niz rastuc´ih puteva iz koraka 2©. Znamo da u svakom rastuc´em
putu postoji barem jedan brid uskog prolaza. Neka je Pi1 , Pi2 , ... podniz niza rastuc´ih puteva
u kojima je e ∈ E(G) brid uskog prolaza. Prema svojstvu brida uskog prolaza znamo da
izmedu svakog para Pij i Pij+1 postoji rastuc´i put Pk .(ij < k < ij+1) koji sadrzˇi brid
←
e .
Prema Propoziciji 2.(b) imamo |E(Pij)| + 4 ≤ |E(Pk)| + 2 ≤ |E(Pij+1)|, .za svaki j. Iz
|E(Pij)| + 4 ≤ |E(Pij+1)| i |E(Pij+1)| ≤ n − 1 zakljucˇujemo da postoji najvisˇe n4 rastuc´ih
puteva u kojima je e brid uskog prolaza. Kako u svakom rastuc´em putu postoji barem jedan
brid uskog prolaza iz
↔








Korolar 2. Slozˇenost EK algoritma jest O(m2n).
Dokaz. U Teoremu 8. dokazali smo da tokom izvodenja EK algoritma postoji najvisˇe mn
2
iteracija. Izbor svakog rastuc´eg puta zahtijeva izvodenje BFS algoritma cˇija je slozˇenostO(m)






Neka je zadan graf G sa slike 20. Neka je vrh A izvor, te neka je vrh G ponor.
.
Slika 20: Graf G. [3]
.
Promotrimo sliku 21.
Primjenom BFS algoritma na rezidualnom grafu grafa (a) dobili smo da je najkrac´i (A,G)
- put duljine 3 brida. Na grafu pronademo (A,G) - put P1 = ADEG duljine 3. Dobivamo
γ := mine.∈.E(P1) uf (e) = uf ((E,G)) = 1. Na slici (b) povec´ali smo f duzˇ P1 za γ = 1.
Primjenom BFS algoritma na rezidualnom grafu grafa (b) dobili smo da je najkrac´i (A,G) -
put duljine 3 brida. Na grafu pronademo (A,G) - put P2 = ADFG duljine 3. Dobivamo
γ := mine.∈.E(P2) uf (e) = uf ((A,D)) = 2. Na slici (c) povec´ali smo f duzˇ P2 za γ = 2.
Primjenom BFS algoritma na rezidualnom grafu grafa (c) dobili smo da je najkrac´i (A,G)
- put duljine 5 brida. Na grafu pronademo (A,G) - put P3 = ABCDFG duljine 5. Dobivamo
γ := mine.∈.E(P3) uf (e) = uf ((C,D)) = 1. Na slici (d) povec´ali smo f duzˇ P3 za γ = 1. Pri-
mjenom BFS algoritma na rezidualnom grafu grafa (d) dobili smo da je najkrac´i (A,G) - put
duljine 6 brida. Na grafu pronademo (A,G) - put P4 = ABCEDFG duljine 6. Dobivamo
γ := mine.∈.E(P4) uf (e) = uf ((E,D)) = 1. Na slici (e) povec´ali smo f duzˇ P4 za γ = 1.
Kako na rezidualnom grafu grafa na slici (e) ne postoji (A,G) - put, prekidamo algoritam.
Tok prikazan na slici (f) trazˇeni je (A,G) - tok maksimalne vrijednosti.
Napomena 6. Primijetimo kako je niz duljina dobivenih rastuc´ih puteva nepadajuc´i.
.
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Slika 21: EK algoritam. [3]
.
4.1.3 Dinic6 (Dinitz) algoritam
Definicija 10. Neka je (G, u, s, t) mrezˇa i neka je f (s, t) - tok. Nivo graf GLf 7 grafa Gf
definiramo kao graf (V (G), {e = (x, y) ∈ E(Gf ) | distGf (s, x) + 1 = distGf (s, y)}).
Primijetimo kako je nivo graf uvijek aciklicˇan. Nivo graf mozˇe se konstruirati u O(m)
vremenu koristec´i BFS algoritam. Iz Propozicije 2.(a) vidimo da je niz duljina rastuc´ih puteva
dobivenih primjenom EK algotitma nepadajuc´i. Niz rastuc´ih puteva iste duljine zovemo fazom
algotitma.
6Yefim Dinitz, zˇidovski informaticˇar.
7Oznaka GLf dolazi iz engleskog naziva nivo grafa - ”level graph”.
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Slika 22: Primjer nivo grafa GLf .
.
Neka je f tok na pocˇetku proizvoljne faze algoritma. Tada iz Propozicije 2.(b) vidimo da
se svi rastuc´i putevi ove faze algoritma nuzˇno nalaze na nivo grafu GLf jer bi u suprotnom
duljine rastuc´ih puteva unutar promatrane faze algoritma bile razlicˇite.
Definicija 11. Neka je (G, u, s, t) mrezˇa. Za (s, t) - tok f kazˇemo da je blokirajuc´i ako u
grafu (V (G), {e ∈ E(G) | f(e) < u(e)}) ne postoji (s, t) - put.
Slika 23: Primjer blokirajuc´eg toka f .
..
Za zadanu mrezˇu (G, u, s, t) gdje je tezˇinska funkcija oblika u : E(G) → Z+, Dinic
algoritam daje (s, t) - tok maksimalne vrijednosti. Algoritam se provodi kroz sljedec´a tri
koraka:
1© ..Stavljamo f(e) := 0 za sve e ∈ E(G),
2© ..Trazˇimo blokirajuc´i (s, t) - tok f ′ u GLf
{ako je |f ′| = 0, prekidamo algoritam},





Neka je zadan graf G sa slike 24.
Slika 24: Graf G. [4]
Promotrimo sliku 25. i sliku 26.
Na grafu G(a) stavili smo f(e) := 0 za sve e ∈ E(G) cˇime je korak 1© gotov. Iz grafa
G(a) dobivamo redom grafove Gf (a) te GLf (a). Trazˇimo blokirajuc´i (s, t) - tok f
′ u GLf (a).
Na sliciGLf (a) vidimo rjesˇenje trazˇenog toka. Postupak trazˇenja blokirajuc´eg toka ponekad
je veoma tezˇak. Postoje algoritmi pomoc´u kojih se isti mozˇe pronac´i. Medutim, ti algoritmi
tehnicˇki su veoma zahtjevni stoga ih u ovome radu nec´emo obradivati. Ukoliko graf nije suvisˇe
kompleksan, postoji mnogo principa pomoc´u kojih se blokirajuc´i tok mozˇe trazˇiti te pronac´i.
Objasnimo sada princip koji smo u ovome radu primijenili te pronasˇli trazˇeni tok.
Iz definicije blokirajuc´eg toka vidimo kako u grafu G∗ = (V (G), {e ∈ E(G) | f(e) <
u(e)}) nestaju bridovi e ∈ E(G) za koje vrijedi f(e) = u(e). Kako zˇelimo da vrh t pres-
tane biti dostizˇan iz vrha s, stavljamo f((4, t)) = 10 cˇime smo brid (4, t) uklonili iz grafa
G∗. Vazˇno je primijetiti kako tezˇine u((1, 4)) = 8 i u((2, 4)) = 9 zbog nejednakosti 8 + 9 =
17 > 10 podrzˇavaju postupak kojim zˇelimo ukloniti brid (4, t). Analognim razmisˇljanjem brzo
uocˇavamo kako nejednakosti u((s, 1)) = 10 > 8 = u((1, 4)) i u((s, 2)) = 10 > 9 = u((2, 4))
takoder podrzˇavaju postupak koji izvrsˇavamo. Preostaje odlucˇiti na koji nacˇin raspodjeliti iz-
nos od 10 jedinica izmedu f((1, 4)) i f((2, 4)).
Kako je u((3, t)) = 10 i u((1, 3)) = 4, zakljucˇujemo kako brid (3, t) nije moguc´e iz-
brisati iz grafa G∗. Medutim, kako je u((1, 3)) = 4 i u((s, 1)) = 10, zakljucˇujemo kako
je brid (1, 3) moguc´e izbrisati iz grafa G∗. Vazˇno je primijetiti kako c´e vrh t prestati biti
dostizˇan iz vrha s ukoliko uspijemo izbrisati bridove (1, 3) i (4, t) iz grafa G∗. Dakle, stav-
ljamo f((s, 1)) = f((1, 3)) = f((3, t)) = 4. Kako je sada u((s, 1))− f((s, 1)) = 10− 4 = 6,
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stavljamo f((s, 1)) = 4 + 6 = 10 i f((1, 4)) = 6. Preostaje josˇ staviti f((s, 2)) = 10− 6 = 4
i f((2, 4)) = 10− 6 = 4, cˇime smo dobili trazˇeni blokirajuc´i tok f ′.
Kako je |f ′| = 14 > 0, stavljamo f(e) := f(e) + f ′(e) za sve e ∈ E(G) i dobivamo graf
G(b). Iz grafa G(b) dobivamo redom grafove Gf (b) te GLf (b). Trazˇimo blokirajuc´i (s, t) - tok
f ′ uGLf (b). Kako je sada vrh t dostizˇan iz vrha s preko jedinstvenog puta P = s243t, dovoljno
je pronac´i u∗ = mine.∈.P u(e) = u((2, 4)) = 5 te povec´ati f ′ duzˇ P za u∗ = 5.
Kako je |f ′| = 5 > 0, stavljamo f(e) := f(e) + f ′(e) za sve e ∈ E(G) i dobivamo graf
G(c). Iz grafaG(c) dobivamo redom grafoveGf (c) teGLf (c). Kako vrh t nije dostizˇan iz vrha s
uGLf (c), zakljucˇujemo kako je |f ′| = 0 i prekidamo algoritam. Trazˇeno rjesˇenje jest grafG(c).
Slika 25: Dinic algoritam (1/2). [4]
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Slika 26: Dinic algoritam (2/2). [4]
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4.1.4 Goldberg - Tarjan8 (GT) algoritam
Za zadanu mrezˇu (G, u, s, t) gdje je tezˇinska funkcija oblika u : E(G) → Z+, GT algori-
tam daje (s, t) - tok maksimalne vrijednosti. Algoritam koristi Push - Relabel operacije koje
c´emo takoder objasniti u ovome poglavlju. Prema tvrdnji dokazanoj u Teoremu 5., (s, t) - tok
f ima maksimalnu vrijednost ako i samo ako vrijede sljedec´a dva uvjeta:
1© ..exf (v) = 0 za sve v ∈ V (G)\{s, t},
2© ..Ne postoji f - rastuc´i put.
U prethodno obradenim FF i EK algoritmima, uvjet 1© bio je zadovoljen neprestance,
neovisno o fazi algoritma u kojoj smo se nalazili. Algoritmi su zavrsˇavali u trenutku kada bi
uvjet 2© bio zadovoljen. GT algoritam funkcionira na obrnutom principu. Uvjet 2© zadovo-
ljen je neprestance, a algoritam zavrsˇava u trenutku kada uvjet 1© postane zadovoljen. Kako
funkcija f tokom obrade algoritma nec´e zadovoljavati svojstvo toka, uvodimo najprije pojam
(s, t) - protoka.
Definicija 12. Neka je (G, u, s, t) mrezˇa. (s, t) - protok jest funkcija f : E(G) → R+ koja
zadovoljava f(e) ≤ u(e) za sve e ∈ E(G) i exf (v) ≥ 0 za sve v ∈ V (G)\{s}. Za vrh
v ∈ V (G)\{s, t} kazˇemo da je aktivan ako vrijedi exf (v) > 0.
Definicija 13. Neka je (G, u, s, t) mrezˇa i neka je f (s, t) - protok. Oznacˇavajuc´a udaljenost
jest funkcija ψ : V (G) → Z+ za koju vrijedi ψ(t) = 0, ψ(s) = n i ψ(v) ≤ ψ(w) + 1 za sve
(v, w) ∈ E(G), gdje je n = |V (G)|. Za brid e = (v, w) ∈ E(
↔
G) kazˇemo da je dopustiv ako
je e ∈ E(Gf ) i ako vrijedi ψ(v) = ψ(w) + 1.
Primijetimo kako je svaki (s, t) - protok ujedno i (s, t) - tok ako i samo ako ne postoji
nijedan aktivan vrh. Ako je ψ oznacˇavajuc´a udaljenost i ako je vrh t dostizˇan iz vrha v u Gf ,
lako se vidi da je vrijednost ψ(v) donja granica broja bridova najkrac´eg (v, t) - puta u Gf . GT









n, za..v = s,
0, inacˇe.
8Andrew Vladislav Goldberg i Robert Endre Tarjan, americˇki informaticˇari.
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3© ..Ako postoji aktivan vrh, tada:
{pronademo aktivan vrh v,
..ako ne postoji dopustiv brid e ∈ δ+Gf (v), tada Relabel(v),
inacˇe pronademo dupustiv brid e ∈ δ+Gf (v) i tada Push(e).},




1© ..Stavljamo γ := min{exf (v), uf (e)},
2© ..Povec´avamo f duzˇ e za γ.
.
Relabel(v):
1© Stavljamo ψ(v) := min{ψ(w) + 1 | e = (v, w) ∈ E(Gf )}.
Propozicija 3. Funkcije f i ψ zadrzˇavaju svojstva (s, t) - protoka i oznacˇavajuc´e udaljenosti
respektivno, tokom cijele obrade GT algoritma.
Dokaz. Lako se vidi da je funkcija f definirana korakom 1© (s, t) - protok te da operacija Push
cˇuva svojstva protoka. Kako operacija Relabel ne mijenja funkciju f , zakljucˇujemo istinitost
prve tvrdnje propozicije.
Takoder se lako vidi da je funkcija ψ definirana korakom 2© oznacˇavajuc´a udaljenost te
da operacija Relabel cˇuva svojstva oznacˇavajuc´e udaljenosti. Preostaje pokazati da operacija
Push cˇuva svojstva oznacˇavajuc´e udaljenosti obzirom na novodobiveni (s, t) - protok f . Dakle,
moramo provjeriti da za sve novodobivene bridove (a, b) ∈ Gf vrijedi ψ(a) ≤ ψ(b) + 1.
Medutim, primjenom operacije Push(e) za neki e = (v, w), jedini moguc´i novonastali brid jest
←
e = (w, v), pa kako znamo da je brid e dopustiv (u suprotnom operacija Push(e) nebi bila
moguc´a) zakljucˇujemo da vrijedi ψ(w) = ψ(v)− 1.

Lema 4. Neka je f (s, t) - protok i neka je ψ oznacˇavajuc´a udaljenost obzirom na f . Vrijedi:
(a) .Vrh s dostizˇan je iz svakog aktivnog vrha u Gf ,
(b) .Ako je vrh w dostizˇan iz vrha v u Gf , tada vrijedi ψ(v) ≤ ψ(w) + n− 1,
(c) .Vrh t nije dostizˇan iz vrha s u Gf .
Dokaz. .(a): Neka je v aktivan vrh i neka je R skup vrhova dostizˇnih iz v u Gf . Lako se vidi
da tada za svaki e ∈ δ−G(R) vrijedi f(e) = 0 (u suprotnom, postojao bi vrh izvan skupa R










Kako je v aktivan, iz exf (v) > 0 zakljucˇujemo kako mora postojati vrh w ∈ R t.d. vrijedi
exf (w) < 0. Kako je f (s, t) - protok taj vrh mora biti s. Dakle, s ∈ R.
Tvrdnja (b) slijedi direktno iz |V (G)| = n te iz svojstva funkcije oznacˇavajuc´e udaljenosti.
Tvrdnja (c) slijedi iz (b) te iz ψ(s) = n, ψ(t) = 0 (lako se vidi da navedene jednakosti vrijede
tokom cijele obrade algoritma).

Teorem 9. GT algoritam daje ispravne rezultate, tj. nakon sprovedenog algoritma dobiveni f
jest (s, t) - tok maksimalne vrijednosti.
Dokaz. Kako pri zavrsˇetku algoritma ne postoji aktivan vrh, iz definicija (s, t) - toka i (s, t) -
protoka te iz dokazane tvrdnje da je f (s, t) - protok tokom cijele obrade algoritma direktno
zakljucˇujemo da je f (s, t) - tok. Kako je svaki (s, t) - tok ujedno i (s, t) - protok, iz Leme




(a) .Vrijednost ψ(v) strogo raste primjenom operacije Relabel(v) te se tokom obrade algoritma
.ista nikad ne smanjuje, za svaki v ∈ V (G),
(b) .Nejednakost ψ(v) ≤ 2n− 1 vrijedi u svakoj fazi algoritma, za svaki v ∈ V (G),
(c) .2n − 1 jest maksimalan broj izvedene Relabel(v) operacije, za svaki fiksni v ∈ V (G).
.Ukupan broj izvedenih Relabel operacija tokom obrade algoritma jest najvisˇe 2n2 − n.
Dokaz. .(a): Operacija Relabel(v) strogo povec´ava vrijednost ψ(v) zbog toga sˇto je ψ oznacˇa-
vajuc´a udaljenost tokom cijele obrade algoritma te iz cˇinjenice da brid e ∈ δ+G(v) nije mo-
gao biti dopustiv prije same operacije Relabel(v) (u suprotnome bila bi pokrenuta operacija
Push(e)). Kako se oparacijom Push vrijednost ψ(v) ne mijenja, tvrdnja je dokazana.
(b): Primijetimo kako se vrijednost ψ(v) mozˇe promijeniti jedino u slucˇaju kada je vrh v
aktivan pa iz Leme 4.(a) i Leme 4.(b) imamo ψ(v) ≤ ψ(s) + n − 1 = 2n − 1. Tvrdnja (c)
slijedi iz (a) i (b) te iz |V (G)| = n.

Definicija 15. Za izvedenu operaciju Push(e) kazˇemo da je zasic´ena ako nakon njene izvedbe
vrijedi uf (e) = 0. U suprotnom kazˇemo da je operacija Push(e) nezasic´ena.
Lema 6. Ukupan broj zasic´enih Push operacija tokom obrade algoritma jest najvisˇe 2mn.
Dokaz. Nakon svake zasic´ene operacije Push((v, w)), ista se mozˇe dogoditi tek nakon sˇto se
vrijednost ψ(w) povec´a barem za 2, dogodi se operacija Push((w, v)) te se vrijednost ψ(v)
povec´a barem za 2. Dakle, izmedu svake dvije zasic´ene operacije Push((v, w)) nad fiksnim
bridom (v, w) vrijednosti ψ(v) i ψ(w) povec´aju se barem za 2 pa iz Leme 5.(a) i Leme 5.(b)
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Mozˇe se pokazati kako je ukupan broj nezasic´enih Push operacija tokom obrade algo-
ritma najvisˇe 8n2
√
m te kako je slozˇenost GT algoritma O(n2
√
m). Dokazi navedenih tvrdnji
tehnicˇki su zahtjevni stoga ih ovdje nec´emo obradivati.
Primjer GT algoritma .
.
Neka je zadan Graf G sa slike 27.
Slika 27: Graf G.
Promotrimo sliku 28.
Izraz x, y na svakome vrhu grafa oznacˇava vrijednosti ψ(v),exf (v) u trenutnoj fazi algo-
ritma. Na grafu (a) izvrsˇeni su koraci 1© i 2©. Na slici (a) iz exf (2) = 4 zakljucˇujemo da je vrh
2 aktivan, te ga izabiremo u koraku 3©. Kako u grafu Gf ne postoji dopustiv brid e ∈ δ+Gf (2),
pokrec´emo operaciju Relabel(2) i dobivamo ψ(2) := min{ψ(w)+1 | e = (2, w) ∈ E(Gf )} =
ψ(t) + 1 = 1 (kako je u vrijednosti ψ(t) postignut minimum, na slici (b) oznacˇili smo ju crve-
nom bojom). Brid e = (2, t) sada je dopustiv pa pokrec´emo operaciju Push((2, t)): stavljamo
γ := min{exf (2), uf ((2, t))} = 4 te povec´avamo f duzˇ (2, t) za γ = 4. Operacija je prikazana
na slici (b).
Na slici (b) iz exf (1) = 4 zakljucˇujemo da je vrh 1 aktivan, te ga izabiremo u koraku 3©.
Kako u grafu Gf ne postoji dopustiv brid e ∈ δ+Gf (1), pokrec´emo operaciju Relabel(1) i dobi-
vamo ψ(1) := min{ψ(w) + 1 | e = (1, w) ∈ E(Gf )} = ψ(3) + 1 = 1. Brid e = (1, 3) sada je
dopustiv pa pokrec´emo operaciju Push((1, 3)): stavljamo γ := min{exf (1), uf ((1, 3))} = 4
te povec´avamo f duzˇ (1, 3) za γ = 4. Operacija je prikazana na slici (c).
Na slici (c) iz exf (3) = 4 zakljucˇujemo da je vrh 3 aktivan, te ga izabiremo u koraku 3©.
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Kako u grafu Gf ne postoji dopustiv brid e ∈ δ+Gf (3), pokrec´emo operaciju Relabel(3) i dobi-
vamo ψ(3) := min{ψ(w) + 1 | e = (3, w) ∈ E(Gf )} = ψ(2) + 1 = 2. Brid e = (3, 2) sada je
dopustiv pa pokrec´emo operaciju Push((3, 2)): stavljamo γ := min{exf (3), uf ((3, 2))} = 4
te povec´avamo f duzˇ (3, 2) za γ = 4. Operacija je prikazana na slici (d).
Na slici (d) iz exf (2) = 4 zakljucˇujemo da je vrh 2 aktivan, te ga izabiremo u koraku 3©. U
grafuGf postoji dopustiv brid (2, t) ∈ δ+Gf (2), pa pokrec´emo operaciju Push((2, t)): stavljamo
γ := min{exf (2), uf ((2, t))} = 3 te povec´avamo f duzˇ (2, t) za γ = 3. Operacija je prikazana
na slici (e).
Na slici (e) iz exf (2) = 1 zakljucˇujemo da je vrh 2 aktivan, te ga izabiremo u koraku 3©.
Kako u grafu Gf ne postoji dopustiv brid e ∈ δ+Gf (2), pokrec´emo operaciju Relabel(2) i dobi-
vamo ψ(2) := min{ψ(w) + 1 | e = (2, w) ∈ E(Gf )} = ψ(3) + 1 = 3. Brid e = (2, 3) sada je
dopustiv pa pokrec´emo operaciju Push((2, 3)): stavljamo γ := min{exf (2), uf ((2, 3))} = 1
te povec´avamo f duzˇ (2, 3) za γ = 1. Operacija je prikazana na slici (f).
Na slici (f) iz exf (3) = 1 zakljucˇujemo da je vrh 3 aktivan, te ga izabiremo u koraku 3©.
U grafu Gf postoji dopustiv brid (3, 1) ∈ δ+Gf (3), pa pokrec´emo operaciju Push((3, 1)): stav-
ljamo γ := min{exf (3), uf ((3, 1))} = 1 te povec´avamo f duzˇ (3, 1) za γ = 1. Operacija je
prikazana na slici (g).
Na slici (g) iz exf (1) = 1 zakljucˇujemo da je vrh 1 aktivan, te ga izabiremo u koraku 3©.
Kako u grafu Gf ne postoji dopustiv brid e ∈ δ+Gf (1), pokrec´emo operaciju Relabel(1) i dobi-
vamo ψ(1) := min{ψ(w) + 1 | e = (1, w) ∈ E(Gf )} = ψ(3) + 1 = 3. Brid e = (1, 3) sada je
dopustiv pa pokrec´emo operaciju Push((1, 3)): stavljamo γ := min{exf (1), uf ((1, 3))} = 1
te povec´avamo f duzˇ (1, 3) za γ = 1. Operacija je prikazana na slici (h).
Promotrimo sliku 29.
Postupak nastavljamo te dolazimo do situacije prikazane na slici (f). Iz exf (2) = 1 za-
kljucˇujemo da je vrh 2 aktivan, te ga izabiremo u koraku 3©. U grafu Gf postoji dopustiv brid
(2, s) ∈ δ+Gf (2), pa pokrec´emo operaciju Push((2, s)): stavljamo γ := min{exf (2), uf ((2, s))} =
1 te povec´avamo f duzˇ (2, s) za γ = 1. Operacija je prikazana na slici (g). Kako nijedan vrh
v ∈ V (G)\{s, t} visˇe nije aktivan, prekidamo algoritam. Graf prikazan na slici (h) jest trazˇeno
rjesˇenje problema.
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Slika 28: GT algoritam (1/2).
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Slika 29: GT algoritam (2/2).
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4.2 Tokovi s visˇe ponora i izvora
Problem trazˇenja toka maksimalne vrijednosti mozˇe se prosˇiriti na visˇe izvora i ponora. Neka
je zadan k1 izvor i k2 ponora, k1, k1 ∈ N. Vrijednost toka f koju maksimiziramo dana je sa
|f | := −∑k1i=1 exf (si).
Ovaj problem na jednostavan nacˇin svodimo na razmatrani problem s jednim izvorom i po-
norom. Stvaramo novi vrh s koji zovemo superizvor i dodajemo bridove (s, si), i = 1, ..., k1
sa pripadnim tezˇinama c(s, si) := ∞, i = 1, ..., k1. Takoder stvaramo novi vrh t koji zovemo
superponor i dodajemo bridove (tj, t), j = 1, ..., k2 sa pripadnim tezˇinama c(tj, t) := ∞,
j = 1, ..., k2. Korespondencija dvaju problema je jasna.
..
..
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Nakon svih obradenih algoritama upoznali smo nekoliko nacˇina dolaska do rjesˇenja dvaju pro-
blema koje smo promatrali. Podrucˇje diskretne matematike s vremenom sve se visˇe razvija,
te sˇto visˇe ulazimo u dubinu, teorijsko poznavanje upravo ovih ”osnovnijih” algoritama daje
dobru podlogu za daljnji rad te uvelike pomazˇe. Upravo zbog svojstva matematicˇke teorije
koja se postupno nadograduje sama na sebe, veoma je zahvalno shvatiti ovu osnovnu pod-
logu, medu kojom spada i gradivo obradeno u ovome radu. Iz tog razloga, dobro je sˇto postoji
povec´i broj algoritama za rjesˇavanje osnovnijih problema diskretne matematike kako bi se
daljnja znanost mogla razvijati u sˇto visˇe smjerova. Obradeni algoritmi daju dobru bazu za





After all the algorithms we’ve processed, we’ve come up with a few ways to get to the solution
of the two problems we’ve been observing. The field of discrete maths is evolving over time,
and the more we enter into depth, the theoretical knowledge of these ”basic” algorithms provi-
des a good foundation for further work and greatly helps. Because of the mathematical theory
that gradually improves itself, it is very grateful to understand this basic foundation, among
which the material covered in this paper. For this reason, it is good that there is an increasing
number of algorithms for solving the most basic problems of discrete maths so that further
science can evolve into as many directions as possible. The processed algorithms provide a
good basis for entering complex mathematical problems and develop logical thinking.
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