Abstract. We consider the use of runtime measured workload characteristics in parallel processor scheduling. Although many researchers have considered the use of application characteristics in this domain, most of this work has assumed that such information is available a priori. In contrast, we propose and evaluate experimentally dynamic processor allocation policies that rely on determining job characteristics at runtime; in particular, we focus on measuring and using job efficiency and speedup. Our work is intended to be a first step towards the eventual development of production schedulers that use runtime measured workload characteristics in making their decisions. The experimental results we present validate the following observations:
Introduction
We consider the use of runtime measured workload characteristics in parallel processor scheduling. Although many researchers have considered the use of application characteristics in this domain, most of this work has assumed that such information is available a priori. While it is useful to understand how to best schedule a set of jobs given a priori information on their behaviors, in practice, it can be difficult to obtain and accurately specify such information because of factors such as the sensitivity of job performance to the input data set and to the relative locations of allocated processors on the machine's interconnection network 1 .
As an example, consider the speedup of MP3D, an application from the SPLASH [24] benchmark suite, when run on the KSR-2 multiprocessor. The KSR-2 has an interconnection network that is a hierarchy of rings. The basic communication time between two rings is roughly four times that for communication within any one [11] . Because of this, MP3D, which has poor locality, achieves optimal speedup at a number of processors that depends strongly on the location of allocated processors. In particular, if all allocated processors are located on the same ring, MP3D's speedup peaks at 12 processors. If allocated processors are split across two rings, speedup peaks at 24 processors. In both the cases where the user requests 12 processors, but the ones allocated are spread across two rings, and where the user requests 24 processors, but allocated processors are all on one ring, the achieved speedup is roughly 2/3 that of the actual optimum.
In this paper, we focus on gathering information about the current workload at runtime and using this information to make scheduling decisions; in particular, we measure and use job efficiency and speedup. While at first glance, it would appear that runtime measurements of job behaviors are clearly useful, the actual situation is considerably more complicated, especially in parallel systems. The value of runtime measurements to parallel processor allocation policies depends critically on the answers to the following questions:
-How can speedup and efficiency be measured at runtime with acceptably high accuracy and low overhead? -Do parallel applications have sufficiently stable characteristics that their recent past is a good indicator of the near future?
-How can the measures taken when an application is run on p processors be used to estimate its performance when run on q?
-Do the costs of the potentially many reallocations (which are inherent in this approach) required in the search to find appropriate final allocations outweigh the benefits?
Our goal is to help answer these questions. Taken in this context, this paper describes work intended to address the way in which future realizable schedulers might make use of information gathered at runtime, focusing particularly on job efficiency and speedup.
We begin by presenting a scheme that allows the runtime measurement of efficiency and speedup at low overhead. We then examine two distinct scheduling scenarios: interactive systems, where minimizing response time is the goal, and batch systems, where maximizing the rate at which useful work is completed is the goal. Both kinds of computing already have significant roles on existing large scale parallel platforms [7] .
For the interactive environment, we propose a scheduler that uses measured speedups to adjust the processor allocation of each running job, attempting to maximize job speedup. For batch environments, we propose a scheduler that uses measured efficiencies to allocate processors in such a way as to maximize system efficiency.
We have implemented prototypes of both schedulers on a 50 node KSR-2. We evaluate the effectiveness of these prototypes using a number of workloads comprised of benchmarks from the SPLASH [24] and PERFECT Club [2] benchmark suites, the best applications available to us for this work. Our central result is that the use of runtime measurements can improve scheduler performance substantially, despite the inevitable noise in the gathered data and the overheads involved in its use, and that such schedulers can approach the performance attainable when accurate efficiency and speedup information is available a priori.
The remainder of the paper is organized as follows. In the next section, we discuss related work. Section 3 describes our technique for measuring job efficiency and speedup at runtime. Section 4 describes and evaluates a response-time oriented scheduler that makes use of these measurements. In Section 5, we turn to the problem of maximizing the completion rate of batch work, again proposing a policy that employs runtime measurements and evaluating its performance experimentally. Section 6 concludes our work.
Related Work
As previously mentioned, many researchers have studied the use of application characteristics by processor schedulers of multiprogrammed multiprocessor systems. Majumdar et. al. [13] , Chiang et. al [3] , Leutenegger and Vernon [12] , Sevcik [22, 23] , Ghosal et. al. [9] , Rosti et. al. [21] and others have proposed using application characteristics such as speedup, average parallelism, and processor working set to improve the performance of static processor schedulers. More recently, Guha [10] has proposed that application characteristics such as efficiency and execution time can also be used profitably by dynamic processor schedulers. All of these studies, however, assume that accurate historical performance data is provided to the scheduler at job submission time. In contrast, we concentrate on using recently measured characteristics of running jobs to optimize performance for the specific workload in execution.
McCann et. al. [15] have proposed a dynamic scheduler that uses applicationprovided runtime idleness information to dynamically adjust processor allocations to improve processor utilization. This work differs from ours in two respects: (1) we consider all sources of inefficiency as opposed to just idleness, and (2) McCann et. al.'s scheduler attempts to reallocate processors at a much finer grain than does ours. Thus, the effectiveness of their scheduler is dependent on the existence of application idle periods that are long relative to processor reallocation overheads.
Feitelson and Rudolph [8] take a similar approach to ours, proposing to dynamically gather information about communicating sets of processes in an attempt to relax the constraints of co-scheduling. Sobalvarro and Weihl [25] also propose several ways to use runtime identification of sets of communicating processes to relax the constraints of co-scheduling.
Measuring Job Efficiency and Speedup at Runtime

Measuring Efficiency and Speedup
The basic parallel job characteristics we wish to exploit are efficiency and speedup. While these measures are normally applied to the complete execution of an application (for example, speedup on P processors is the job completion time when run on P processors divided by the job completion time when run on a single processor), we take a more short-term view in our work. In particular, we wish to measure efficiency and speedup over the fairly short-term past, with the intention of relying on it as a predictor of the near-term future. We therefore use the terms efficiency and speedup in this (more instantaneous) sense.
While efficiency and speedup are intimately related, in practice, efficiency is rather easily measured, whereas speedup is not. Thus, we only measure efficiency, or more precisely, we measure the inefficiencies due to overheads and subtract them from 1.0. Then, when necessary, we calculate speedup using:
It is well known that loss of efficiency in shared memory systems arises from a combination of idleness (e.g, load imbalances, synchronization constraints, and sequential portions of execution), communication, system overhead (e.g., system events such as page faults and clock interrupts), and parallelization overhead (e.g., per-processor initialization, work partitioning, and synchronization). Of these four sources of loss of efficiency, it is particularly difficult to measure parallelization overhead for hand-coded applications because initialization, work partitioning, and synchronization code are typically embedded directly in normal application code. Fortunately, our experience with a wide variety of benchmark programs shows that parallelization overhead is typically small [18] . Thus, we require only estimates of the first three components (idleness, communication, and system overhead) to accurately assess efficiency.
On the KSR-2, we rely on a combination of hardware and software support to measure inefficiencies. Each node in the KSR-2 has a hardware monitoring unit that maintains three critical user-readable hardware counters: elapsed wall-clock time, elapsed user-mode execution time, and accumulated processor stall 2 . Measuring communication and system overhead involves little more than periodically reading these counters. Measuring idleness is slightly more involved; we instrument all synchronization code in our runtime systems (KSR PRESTO [11] and CThreads [4] ) to keep elapsed idle time using the wall-clock hardware counter. This idleness measurement scheme is relatively overhead free because idleness accounting is performed when the processor would otherwise not be doing any useful work. Of course, this approach assumes that all application synchronization takes place through calls to the PRESTO and CThreads libraries rather than through direct manipulation of shared variables. We did not, however, have to modify our applications to meet this assumption; none of our hand-coded programs violated this assumption while all synchronization in compiler-parallelized applications by definition takes place in the PRESTO runtime system.
Measurement Interval
As will be seen below, in order for our runtime measurements to be useful, it is essential that comparisons of efficiency and speedup measurements made at different processor allocations be meaningful. Since instantaneous speedup reflects the characteristic of only a small section of the full application code, performing such comparisons can be problematic. This difficulty could be resolved by measuring efficiencies and speedups over relatively long intervals of time. Unfortunately, this approach has two disadvantages: (1) it would be difficult to determine what constitutes a sufficiently long period for an arbitrary application; and (2) long measurement intervals increase the latency of the scheduler in responding to changes.
Thus, we instead exploit a characteristic shared by a large variety of scientific parallel applications. In particular, we currently consider only iterative parallel applications. An iterative application is one in which the majority of the execution is driven by a sequential loop (whose bodies may be entirely general, involving the execution of many parallel phases, subroutine calls, etc.) 3 . Empirical evidence shows that successive iterations tend to behave similarly, so that measurements taken for a particular iteration are good predictors of near future behavior [18] . Thus, for such applications, we equate a measurement interval to an application iteration, providing a basis by which to reasonably compare a job's performance as its processor allocation is varied. Note, however, that in general, our approach does not require applications to be iterative. At a minimum, what we do require is that there be some identifiable point in the application's execution where it can indicate that a unit of work has been completed. For example, in a fairly coarse grained application employing user-level threads as the basis of parallel execution, a work unit might be defined to be the work between the kernel thread's dequeuing and subsequent enqueuing (or termination) of a user-level thread.
Interactive Environments: Improving Response Time
In this section, we describe and evaluate a scheduling policy designed to improve response time in interactive environments through the use of runtime gathered job characteristics.
Policies
To evaluate whether runtime measurements can be used beneficially by a scheduler, we compare the multiprogramming performance of the following three policies:
EQUI: The basic scheduling policy on which we build is dynamic equipartition [26] . Under EQUI, each currently executing job is allocated an equal number of processors. Processor reallocations take place at job arrival and departure times. EQUI is representative of the space sharing approach to processor allocation that has been found to perform well for multiprogrammed shared-memory multiprocessors [26, 15] .
ST-EQUI: At the highest level, the specific policy we propose to take advantage of runtime estimated speedup allocates an equal number of processors to each executing job, just as with EQUI. However, each time a reallocation takes place, each affected job engages in a self-tuning procedure [17] to estimate how many of its allocated processors should actually be used to maximize its current speedup. (We briefly describe self-tuning in Section 4.2.) It is well-known that many applications do not speed up monotonically with the number of allocated processors; instead, they slow down when executed on more processors than they can use efficiently. Thus, it is reasonable to expect such jobs to release excess processors because they have no incentive to keep them. Additionally, in any system that charges for resource use, there is a positive incentive to release excess resources. When one or more jobs release processors back to the system, the scheduler reallocates these processors as equally as possible among those jobs that can profitably make use of more than their fair share. A job that gives up processors can later ask for them back if its speedup changes.
AP-EQUI: AP-EQUI is similar to ST-EQUI, except that it uses a priori information on job speedup rather than runtime estimates. Given this information, AP-EQUI needs to reallocate processors only at job arrival and departure times. When reallocating processors, it gives each job no more processors than the number that maximizes job speedup.
It is intuitively clear that AP-EQUI should outperform ST-EQUI. Distinctions in performance between AP-EQUI and ST-EQUI serve to illustrate the impact of errors in our runtime measurements, as well as the overhead of more frequent reallocations and dynamic self-tuning.
The case is less clear for EQUI and ST-EQUI. ST-EQUI can outperform EQUI when one or more jobs determine that they are better off using fewer than their fair share of processors and release excess processors back to the system. On the other hand, EQUI can outperform ST-EQUI because ST-EQUI can be expected to reallocate processors much more frequently than EQUI, thereby incurring much greater reallocation overhead. Furthermore, under ST-EQUI, all jobs incur the cost of self-tuning, even when all jobs want their fair share of processors. To better understand this new source of overhead, we next present the self-tuning procedure in somewhat more detail.
Self-Tuning
In this section, we present a brief overview of self-tuning. Comprehensive details can be found in [17] , which examines the use of this technique in a static (essentially uniprogramming) environment.
Self-tuning is an online search technique that allows a parallel job to: (a) dynamically measure its efficiencies at different allocations, (b) use these measurements to estimate speedups, and (c) automatically adjust its allocation to maximize its speedup. Our current implementation of self-tuning employs a heuristic-based optimization technique that is an adaptation of the method of golden sections (MGS) [16] to find the best allocation. MGS is a simple optimization procedure that finds the maximum of a unimodal function over a finite interval by iteratively computing and comparing function values and narrowing the interval in which the maximum may occur 4 . In our case, the function to be maximized is job speedup. A job that is self-tuning computes the function value at p by running a single iteration using p processors, measuring the resulting efficiency, and calculating speedup using equation 1 (Section 3.1).
There are two basic problems we must address in using MGS for self-tuning. The first is that speedup functions are not, in general, unimodal. We address this using a simple, greedy heuristic. When the results of speedup evaluations in the current interval of interest demonstrate that speedup is not unimodal, we reduce the interval of interest to the largest subinterval that contains the currently known maximum speedup and for which the known speedup values are conformal with a unimodal function. While this heuristic does not guarantee that self-tuning will always find the global maximum, the experiments in [17] show that this procedure works remarkably well, nearly always converging to a near optimal value.
The second problem we face is one of efficiency. Given an initial allocation of P processors, MGS normally starts searching within the the interval [1; P ] . While MGS converges relatively quickly (O(log(P)) steps are required), the cost of individual probes can be quite large if the job has poor speedup at the probed number of processors. We address this by exploiting the fact that speedup cannot be super-linear 5 . In particular, we begin self-tuning by executing one application iteration using all P processors available to the application. This allows us to estimate S(P ), the job's speedup with P processors.
Since speedups can never be super-linear, we know that the globally best number of processors must fall in [S(P ); P ] . Our search therefore starts in this interval instead of [1; P ] . For applications with good speedup, the interval [S(P ); P ] will typically be small, allowing self-tuning to be performed with little overhead. For applications with poor speedup but only modest slowdown, speedup will be similar at all points between [1; P ] and so, again, self-tuning can be carried out with little overhead. Only in the case where an application initially achieves good speedup but then slows down significantly as its allocation grows does self-tuning incur significant overhead. In this case, for large P , S(P ) is likely to be small, resulting in a large initial search interval [S(P ); P ] . Furthermore, measuring speedup can be expensive at large (close to P ) and small (close to 1) allocations.
Workload
As explained in Section 1, we are interested in a diverse workload composed of both hand-coded parallel (SPLASH) and compiler-parallelized sequential (PERFECT Club) applications.
Our previous detailed study of these applications [18] suggests that they can be divided into three broad classes: Most of these applications exhibit significant slowdown beyond a certain number of allocated processors. -Erratic speedup. This class consists of applications whose speedup is irregular, e.g., it varies over time or exhibits multiple local maxima. Such behavior can be observed in both hand-coded and compiler-parallelized applications [18] .
Because it is infeasible to run experiments with all possible combinations from our benchmark suites, we instead use our taxonomy to reduce the number of jobs that must be considered, selecting a single representative application from each of the three classes. In particular, we chose the application exhibiting the best speedup from each class: Barnes from the SPLASH suite to exemplify good speedup, FLO52 from the PERFECT Club codes to exemplify poor speedup, and MP3D from the SPLASH suite to exemplify erratic speedup 6 . The measured speedup curves for these applications are given in Figure 1 .
Next, we chose to set a maximum multiprogramming level of four, reasoning that (a) given our 50-processor machine, higher multiprogramming levels would increase processor demand to an extent that would render allocation decisions trivial, and (b) such a limit is prevalent in practice since memory constraints dictate that only a relatively small number of jobs can be allowed to run concurrently. This decision is supported by the measurements in [7] , which indicate that multiprogramming levels of 2, 3, and 4 are the three most common during daytime hours in a production environment.
Note that in the work presented here, we do not address the question of which jobs should be activated when there are more jobs than the desired level of multiprogramming. Rather, we assume that some other mechanism, such as the feedback scheduling employed in sequential systems, is used for this purpose. (Parsons and Sevcik [19] present the design and evaluation of two such schemes, for example.) We consider the workload mixes we schedule to be the subset of a larger job mix chosen for current execution by such a mechanism.
Implementation
At the user-level, we implement process control to avoid loss of efficiency due to mismatches between threads and processors [26] . One limitation of our quick conversion of the benchmark programs, though, is that we have implemented application level dynamic scheduling only at iteration boundaries; the applications examine and adjust to the number of available processors each time they begin an iteration, but do not do so while executing any one iteration. It is clearly possible to do much more dynamic scheduling, e.g., [20, 1, 6 , 14]; we did not do so because of the very large incremental implementation cost relative to our more restrictive change, and because we expect that ST-EQUI would perform even better when jobs are more responsive in responding to allocation changes. (Of the three policies, ST-EQUI reallocates processors most frequently, and is therefore most sensitive to the latency with which applications can respond to changing allocations.)
We have implemented the code required to perform self-tuning in the CThreads library. Thus, the self-tuning procedure is independent of the specific application to be run. Additionally, there is little code development overhead involved in using it; we merely depend on the application to call into our library at the beginning of each iteration.
Performance
Given the three representative applications and a maximum multiprogramming level of four, we constructed and evaluated all 31 of the possible static workload mixes containing more than a single job type. Figures 2-4 depict the performance of 16 representative samples of the 31 workload mixes under the EQUI and ST-EQUI policies for multiprogramming levels 2, 3, and 4 respectively. Response times under these two policies are shown normalized to those under AP-EQUI (the horizontal line on each graph). These results lead us to the following observations: 
Fig. 2. Response Time Results at Multiprogramming Level = 2. (Grey bars are results for EQUI; black bars are results for ST-EQUI. Results are normalized with respect to AP-EQUI.) -The policy using runtime measurement (ST-EQUI) outperforms the similar policy that does not (EQUI).
This effect arises because all jobs can benefit by participating in cooperative processor allocation. In scenarios with high demand for processors (e.g., all jobs request their equipartition share), ST-EQUI behaves exactly as does EQUI, so its performance is no worse. However, in scenarios with more complex processor demands, ST-EQUI performs much better than does EQUI; jobs that start to slow down at allocations smaller than their EQUI-allocations run faster by shedding excess processors while jobs exhibiting good speedup gain these extra processors to run faster as well. 
-The policy using runtime measurements (ST-EQUI) performs nearly as well as the policy that uses a priori speedup information (AP-EQUI) in most cases.
Fig. 3. Response Time Results at Multiprogramming Level = 3. (Grey bars are results for EQUI; black bars are results for ST-EQUI. Results are normalized with respect to AP-EQUI.)
While there are some noticeable distinctions in the performance obtained by individual applications under ST-EQUI and AP-EQUI, in general, the two achieve performance that is roughly equivalent. This is especially true when one considers the workload mix as a whole: while the two policies discriminate among the individual jobs somewhat differently, frequently worse performance for one application is offset by better performance for another.
-The performance distinctions between the policy that uses runtime measurements (ST-EQUI) and the policy that uses a priori information (AP-EQUI) result from costs associated with transient allocations.
Detailed examination of the decisions made by the two policies shows that ST-EQUI converges to a set of allocations with no or insignificant performance distinctions from those under AP-EQUI. This shows that, at least for the applications we examined, neither inaccuracies in the runtime measurements nor the inability of the search procedure to find appropriate allocations is a serious problem. The primary cost of using runtime measurements in ST-EQUI relative to relying on perfect a priori information, as in AP-EQUI, is the penalty imposed by the sometimes poor allocations made during ST-EQUI's search. If the search procedure 
Fig. 4. Response Time Results at Multiprogramming Level = 4. (Grey bars are results for EQUI; black bars are results for ST-EQUI. Results are normalized with respect to AP-EQUI.)
allocates too many processors to an application that exhibits significant slowdown, that application is affected directly by the resulting long self-tuning time. Additionally, other applications may suffer an opportunity cost, since they do not have access to the excess processors until the application determines that it was allocated too many.
Summary
We have shown that ST-EQUI, a policy that gathers and uses runtime information on application performance, clearly outperforms EQUI, a similar policy that does not make use of runtime information. ST-EQUI is fair in the sense that it does not discriminate among job classes; it simply responds to jobs' requests to release/acquire processors, giving each job equal weight in its attempt to minimize response time. Because of this, ST-EQUI easily accommodates jobs that do not self-tune, since they receive allocations equivalent to those provided under EQUI.
In the next section, we explore schedulers that relax fairness in the interest of maximizing overall system efficiency for batch environments.
In batch environments, such as are common for overnight runs of large parallel applications, the critical performance measure is not response time, but rather the rate at which useful work can be completed; the higher this rate, the larger the workload that can be processed in a fixed amount of time. In these environments, the goal of the scheduler is to maximize system efficiency, the sum of the efficiencies of all processors. In this section, we describe and evaluate a scheduling policy, EQUAL-EFF, that relaxes fairness in the interest of maximizing throughput.
The EQUAL-EFF Policy
The scheme we present below is motivated by consideration of how a scheduler designed to maximize system efficiency could be built in practice. It seems clear that any such allocation policy must reward applications exhibiting good efficiencies by allocating them many processors, and penalize those with bad efficiencies by allocating them only a few. An appealing structure for accomplishing this is to run all jobs for some quantum, measure their efficiencies, transfer processors from low efficiency to high efficiency applications, and then repeat the process. One advantage of this approach is its simplicity: it relies on only the recent efficiency measurements, which are easily and reliably obtainable, and so does not require knowledge of the full efficiency curves. Furthermore, we expect such a scheme to stabilize quickly to a set of reasonable allocations, and then to perform only a very modest rate of reallocations in the steady state.
Our early experiments with schedulers of this sort presented us with a set of problems that did not seem fundamentally difficult in the abstract, but which frustrated our attempts to build such a scheduler in practice. In particular, we needed a reliable way to decide whether or not the transfer of one or more processors from a low efficiency application to a high efficiency one was merited, and we needed a way to deal with the local irregularities found in real efficiency curves. While both these problems could be addressed by performing a thorough search of allocation choices, the transient poor allocations involved in such searches can make them quite expensive.
Instead of performing thorough searches of the allocation space, we choose another approach, which we present as a first step in understanding how to solve these problems. First, to address the local irregularities in the efficiency curve, we use an artificial curve extrapolated from the most recently measured efficiency alone. In particular, having just measured the efficiency of an application on p processors, we use the function (1 + )=(p + ), which is taken from [5] , choosing so that the function interpolates the most recent efficiency measurement.
Next, we determine allocations by following an equal efficiency rule; that is, we allocate processors in a way that causes all applications to have about equal efficiencies according to our extrapolated curves 7 . In particular, we compute allocations in a simple, greedy way: we initially assign a single processor to each application, and then assign remaining processors one by one to the application with the currently highest (extrapolated) efficiency. The number of processors actually allocated to the jobs are then adjusted to match the newly computed allocation. We call this policy EQUAL-EFF.
In what follows, we present two sets of results. The first set is based on simulations, and is intended to show whether allocations based on equal-efficiency according to extrapolated efficiency curves come close to the goal of maximizing system efficiency. The second set of results is based on measurements of a prototype implementation, and so takes into account the inaccuracies inherent in the measurement process and the overheads involved in reallocating processors.
Evaluating the Inherent Effectiveness of EQUAL-EFF
Recall that our goal is to maximize system efficiency, but that we propose to do so by using extrapolated efficiency curves to determine allocations that result in nearly equal application efficiencies. In this subsection, we use simulations to determine whether such a procedure can come close to achieving our goal under the optimistic assumptions that measured efficiency information is perfectly reliable and that processor reallocation cost is negligible.
The inputs to the simulations are the measured application efficiency curves; the outputs are total system efficiencies. Given a set of jobs, our simulator begins by allocating available processors (nearly) equally. It then iteratively uses measured job efficiencies for the current allocation to derive extrapolated efficiency curves and follows EQUAL-EFF's allocation scheme to compute the next allocation. This process continues until successive allocations are identical. (It is not at all clear that this iterative process must always converge; however, in practice we did not encounter convergence problems.) This final allocation is used to compute system efficiency.
We compare the system efficiencies resulting from this process with the maximum possible system efficiencies. We compute the latter using a simple dynamic programming procedure that takes the full, measured speedup curves as its input. We call the policy that makes these allocations OPT-EFF. Figure 5 plots the system efficiencies obtained by these simulations against the total number of processors in the system for a representative set of workload combinations, as well as the optimal system efficiencies computed for OPT-EFF. In all cases, the greedy scheme employed by EQUAL-EFF comes very close to the optimum, with the largest differences occurring only for very small numbers of processors. Furthermore, much of this difference is caused by local irregularities in actual speedup curves. Results from simulations that use smooth theoretical speedup curves show even smaller performance differences.
Based on the results of this simple model, we were motivated to continue to the prototype implementation of EQUAL-EFF. The results obtained from experiments with that prototype are presented next.
Experimental Performance Results
We evaluate the use of runtime measured job characteristics in improving scheduling in a batch environment by considering four related policies: -ST-EQUI. The self-tuned equipartition algorithm, which was designed to reduce response times (Section 4.1). -ST-EQUAL-EFF. The EQUAL-EFF policy with the addition that each job also engages in self-tuning, releasing processors when it determines that it has been assigned more than it can profitably use.
The performance results under these policies are compared against those predicted by OPT-EFF. Because OPT-EFF is computed off-line, it does not capture any of the overheads that are inevitable in scheduling in practice, exaggerating its optimism.
We assessed performance with workloads composed of the same representative jobs as were used in Section 4. However, we used a single multiprogramming level of 3 in all experiments (a reduction from the maximum of 4 considered for the interactive environment) to reflect the likely larger size of jobs submitted for batch execution. (This change is supported by the measurements in [7] .) Additionally, we present here results only for those workloads that include a Barnes job, the representative from the class of jobs having good speedup. Workloads without Barnes are relatively uninteresting, as there are 50/3 processors available to each job under simple equipartition, and this number exceeds the number that can be used profitably by the other two representative jobs in our mixes. For this reason, as well as space limitations, we omit these results in what follows. Figure 6 presents the experimental results we obtained. From them, we draw conclusions similar to those in Section 4.5:
-Policies using runtime measurements can greatly outperform those without access to such information. This is supported by comparing the results for EQUAL-EFF, ST-EQUI, and ST-EQUAL-EFF scheduling to those for EQUI.
-Equal-efficiency-based policies outperform Equipartition-based policies.
This is supported by comparing the results for EQUAL-EFF and ST-EQUAL-EFF to those for ST-EQUI. -Policies using runtime measurements can approach the performance of policies with access to a priori speedup information. For all workloads, the performance of the equal efficiency policies is within 20% of those for the overly optimistic OPT-EFF. -The primary policy-induced loss of efficiency is the cost associated with the allocation search procedure.
In the cases where EQUAL-EFF and ST-EQUAL-EFF fail to approach closely the (theoretical) optimal performance of OPT-EFF, further examination revealed that it was because of the overhead associated with our search procedure, rather than because the search was settling on poor final allocation choices.
Because the EQUAL-EFF policy attempts to maximize throughput without regard to fairness, it is natural to wonder if jobs with poor speedup characteristics are starved under this discipline. Table 1 shows the job throughput rates (in jobs/minute) for each job class under our test workload mixes. If starvation were a problem in practice, we would expect to see sharp drops in throughput for FLO52 and MP3D when comparing an equal efficiency policy to an equipartition policy. The fact that this does not happen is a reflection of the equal efficiency policies' guarantee that every job be given at least one processor.
Conclusions
Our goal in this paper was to determine if parallel processor allocation policies could beneficially exploit runtime measurements of application performance. If so, such runtime characterization could replace a reliance on a priori specification of job characteristics, a time-consuming and possibly error-prone task, or could supplement the use of a priori information when available. For a number of reasons, it was not obvious whether runtime measurements would be useful to parallel schedulers: it was not clear how to obtain such measurements, whether they would be sufficiently accurate to make reliable decisions, whether recent measurements would be good indicators of future behavior, how to interpret measures taken for an application with an allocation of p processors when considering changing its allocation to q processors, and whether the benefit of using runtime measurement would outweigh the additional overhead of more frequent reallocations.
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We have formulated policies for both interactive and batch oriented environments that make use of information obtained by runtime measurement of application characteristics. Given the convenience of these policies for the users of the system, their resilience to changes in program behavior due to phase changes within a single run or to changes in datasets between runs, their good performance, and the evidence of our prototype that practical implementations are possible, we believe that the availability of runtime measurements is an important factor to be considered in parallel processor allocation policy design.
