We consider 1d random Hermitian N × N block band matrices consisting of W × W random Gaussian blocks (parametrized by j, k ∈ Λ = [1, n] ∩ Z, N = nW ) with a fixed entry's variance J jk = W −1 (δ j,k + β∆ j,k ) in each block. Considering the limit W, n → ∞, we prove that the behaviour of the second correlation function of such matrices in the bulk of the spectrum, as W ≫ √ N , is determined by the Wigner -Dyson statistics. The method of the proof is based on the rigorous application of supersymmetric transfer matrix approach developed in [20] .
Introduction
Random band matrices (RBM) provide a natural and important model to study eigenvalue statistic and quantum transport in disordered systems as they interpolate between classical Wigner matrices, i.e. Hermitian random matrices with all independent identically distributed elements, and random Schrödinger operators, where only a random on-site potential is present in addition to the deterministic Laplacian on a regular box in d-dimension lattice. Such matrices have various application in physics: the eigenvalue statistics of RBM is in relevance in quantum chaos, the quantum dynamics associated with RBM can be used to model conductance in thick wires, etc.
The density of states ρ of a general class of RBM with W ≫ 1 is given by the well-known Wigner semicircle law (see [2, 14] ):
(1.1)
The main feature of RBM is that they can be used to model the celebrated Anderson metalinsulator phase transition in d ≥ 3 (see the review ( [25] ) for the details). Moreover, the crossover for RBM can be investigated even in d = 1 by varying the bandwidth W . More precisely, the key physical parameter of RBM is the localization length, which describes the length scale of the eigenvector corresponding to the energy E ∈ (−2, 2). The system is called delocalized if for all E in the bulk of spectrum the localization length is comparable with the system size, and it is called localized otherwise. Physically, delocalized systems correspond to electric conductors, and localized systems are insulators.
The questions of the localization length are closely related to the universality conjecture of the bulk local regime of the random matrix theory. The bulk local regime deals with the behaviour of eigenvalues of N × N random matrices on the intervals whose length is of the order O(N −1 ). The main objects of the local regime are k-point correlation functions R k (k = 1, 2, . . .), which can be defined by the equalities:
where ϕ k : R k → C is bounded, continuous and symmetric in its arguments and the summation is over all k-tuples of distinct integers j 1 , . . . , j k ∈ {1, . . . , N }. According to the Wigner -Dyson universality conjecture, the local behaviour of the eigenvalues does not depend on the matrix probability law (ensemble) and is determined only by the symmetry type of matrices (real symmetric, Hermitian, or quaternion real in the case of real eigenvalues and orthogonal, unitary or symplectic in the case of eigenvalues on the unit circle). For example, the conjecture states that for Hermitian random matrices in the bulk of the spectrum and in the range of parameters for which the eigenvectors are delocalized
for any fixed k. This means that the limit coincides with that for GUE. One of the main long standing problem in the field is to prove a fundamental physical conjecture formulated in late 80th (see [6] , [11] ). The conjecture states that the eigenvectors of N × N RBM are completely delocalized and the local spectral statistics governed by the Wigner-Dyson statistics for large bandwidth W , and by Poisson statistics for a small W (with exponentially localized eigenvectors). The transition is conjectured to be sharp and for RBM in one spatial dimension occurs around the critical value W = √ N . This is an analogue of the celebrated Anderson metal-insulator transition for random Schrödinger operators.
The conjecture on the crossover in RBM with W ∼ √ N is supported by physical derivation due to Fyodorov and Mirlin (see [11] ) based on supersymmetric formalism, and also by the socalled Thouless scaling. However, so far there were only a few partial results on the mathematical level of rigour. Localization of eigenvectors in the bulk of the spectrum was first shown for W ≪ N 1/8 [17] , and then the bound was improved to N 1/7 [15] . On the other side, by a development of the Erdős-Schlein-Yau approach to Wigner matrices (see [10] ), there were obtained some results where the weaker form of delocalization was proved for W ≫ N 6/7 in [8] , W ≫ N 4/5 in [9] , W ≫ N 7/9 in [13] . The combination of this approach with the new ideas based on quantum unique ergodicity gave first GUE/GOE gap distributions for RBM with W ∼ N [4] , and then were developed in [5] to obtain bulk universality and complete delocalization in the range W ≫ N 3/4 (see review [3] for the details). We mention also that at the edge of the spectrum, the transition for 1d band matrices (with critical exponent N 5/6 ) was understood in [24] by the method of moments.
The main aim of this paper is to prove bulk universality in the range W ≫ √ N for the Gaussian Hermitian block RBM, which are RBM with some specific covariance profile. More precisely, we consider Hermitian matrices H N , N = nW with elements H jk,αβ , where j, k ∈ 1, . . . , n (they parametrize the lattice sites) and α, β = 1, . . . , W (they parametrize the orbitals on each site). The entries H jk,αβ are random Gaussian variables with mean zero such that H j 1 k 1 ,α 1 β 1 H j 2 k 2 ,α 2 β 2 = δ j 1 k 2 δ j 2 k 1 δ α 1 β 2 δ β 1 α 2 J j 1 k 1 .
(1.4)
Here J jk ≥ 0 are matrix elements of the positive-definite symmetric n × n matrix J, such that n j=1 J jk = 1/W. Such models were first introduced and studied by Wegner (see [16] , [27] ). We restricted ourself to the case J = 1/W + β∆/W, β < 1/4, (1.5) where W ≫ 1 and ∆ is the discrete Laplacian on [1, n] ∩ Z with Neumann boundary conditions. This model is one of the possible realizations of the Gaussian random band matrices with the band width 2W + 1 (note that the model can be defined similarly in any dimensions d > 1 taking j, k ∈ [1, n] d ∩ Z d in (1.4) ).
The main result of the paper is the following theorem Theorem 1.1. In the dimension d = 1 the behaviour of the second order correlation function (1. 2) of (1.4) - (1.5) , as W ≥ Cn log 5 n, in the bulk of the spectrum coincides with those for the GUE. More precisely, if Λ = [1, n] ∩ Z and H N , N = W n are matrices (1.4) with J of (1.5), then for any E ∈ (−2, 2)
in the limit n, W → ∞, W ≥ Cn log 5 n.
In order to prove Theorem 1.1, we applied a rigorous form of the supersymmetric (SUSY) transfer matrix approach. The approach based on the fact that the main spectral characteristics of RBM (such as density of states, second correlation functions, or the average of an elements of the resolvent) can be written as the averages of certain observables in some SUSY statistical mechanics models containing both complex and Grassmann variables (so-called dual representation in terms of SUSY). The rigorous analysis of such integral representation usually is very complicated and requires powerful analytic and statistical mechanics tools. In our case the specific form of the covariance (1.5) allows to combine the SUSY techniques with a transfer matrix approach. The supersymmetric transfer matrix formalism in this context was first suggested by Efetov (see [7] ) and on a heuristic level it was adapted specifically for RBM in [12] (see also references therein). However the rigorous application of the method to the main spectral characteristics of RBM is quite difficult due to the complicated structure and non self-adjointness of the corresponding transfer operator. During the last years, the techniques were developed step by step (see [21] for details). First we applied it in [18] to obtain the precise estimate for the density of state. Then the method was elaborated in [19] to study the localized regime of the second correlation function of characteristic polynomials, which together with the result of [22] finished the proof of the transition around W ∼ N 1/2 on the level of characteristic polynomials. The next crucial step was done in [20] , where we applied the techniques to the so-called sigma-model approximation, which is often used by physicists to study complicated statistical mechanics systems. In such approximation spins take values in some symmetric space (±1 for Ising model, S 1 for the rotator, S 2 for the classical Heisenberg model, etc.). It is expected that sigma-models have all the qualitative physics of more complicated models with the same symmetry (for more detailes see, e.g., [25] ). The sigma-model approximation for RBM was introduced by Efetov (see [7] ), and the spins there are 4 × 4 matrices with both complex and Grassmann entries. As it was shown in [20] , the mechanism of the crossover for the sigma-model is essentially the same as for the correlation functions of characteristic polynomials (see [19] ), but the structure of the transfer operator for the sigma-model is more complicated: it is a 6 × 6 matrix kernel whose entries are kernels depending on two unitary 2 × 2 matrices U, U ′ and two hyperbolic 2 × 2 matrices S, S ′ . As it will be shown below, in the case of the second correlation function of (1.4) -(1.5) which is the main point of interest in this paper, the transfer operator K becomes 70 × 70 matrix whose elements are kernels defined on L 2 (U (2)) ⊗ L 2 (H + 2 L), where U (2) is 2 × 2 unitary group, H + 2 is a space of 2 × 2 positive hermitian matrices, and L = diag{1, −1}, and so the spectral analysis of K provides serious structural problems. The key idea of this analysis is to prove that the main part of K is still 6 × 6 matrix kernel appeared in the transfer operator corresponding to the sigma-model approximation.
We would like to mention also that the model (1.4) -(1.5) in any dimension but with a finite number of blocks was analysed in [23] via SUSY techniques combined with a delicate steepest descent method. Combining the approach of [23] with the Green's function comparison strategy, the delocalization for W ≫ N 6/7 has been proved in [1] for the block band matrices (1.4) with a rather general non-Gaussian element's distribution.
Notice that according to the properties of the Stieljes transform, to prove Theorem 1.1, it suffices to show that
where
,
Now similarly to [20] , the main result of Theorem 1.1 follows from two theorems dealing with the behaviour of generalized correlation functions (1.11): (1.4) and (1.5) , with any fixed β, ε > 0, and (1.4) and (1.5) , with any fixed β, ε > 0, and ξ = ( 15) and c = πρ(E). In addition, 
and so Theorem 1.1 indeed follows from Theorems 1.2 -1.3. Here we used a + a − = −1, a + −a − = 2πρ(E).
2 Representation of R +− W n and R ++ W n in the operator form
We will use the integral representations for R +− W n (E, ε,ξ), R ++ W n (E, ε,ξ) obtained in [23] (see Sec. 2). First set
Operator expression for
where Λ ε = E · I 2 + iεL/N ,
X j is 2 × 2 unitary matrix, ρ j , τ j are 2 × 2 matrices whose entries are independent Grassmann variables, and Y j = T −1 jB j T j , T j ∈Ů (1, 1),
Here
dρ j,ls dτ j,ls , and dX j , dµ(T j ) are Haar measures over U (2) andŮ (1, 1) respectively.
Introduce compact integral operators K 1 and K 2 in L 2 [U (2)] and L 2 [H + 2 L] with the kernels
and let
Then Proposition 2.1 yield
Notice thatQ and the operator of multiplication by det −W (I + (
Hence, in the natural basis of monomials in Grassmann space, all our operators can be considered as 256 × 256 matrices whose entries are operators on L 2 (U (2)) ⊗ L 2 [H + 2 L]. Thus, introducing the resolvent G(z) = (K − z) −1 , one can write
since from the consideration below it follows that all eigenvalues of K are inside the circle ω A = {z : |z| = 1 + A/n} with sufficiently large A. Vectors e (0) and e (c) here are the vectors in the space of Grassmann variables Q 256 corresponding to 1 and to 2 l,s=1 ρ ls τ ls respectively, and det −W (I + (X) −1 ρ(Y ) −1 τ /W ) t is the transposed operator to the operator multiplication
Appearing of e (c) in the inner product in the r.h.s. reflect the fact that, by definition, the integral over the Grassmann variables of some polynomial from Q 256 gives the coefficient under 2 l,s=1 ρ ls τ ls . 
and introduce compact integral operators K + 1 and K + 2 in L 2 [U (2)] and L 2 [H + 2 ] with the kernels
Similarly to Section 2.1, introducing the resolvent G + (z) = (K + − z) −1 , one can write
since from the consideration below it follows that all eigenvalues of K + are inside the circle ω A = {z : |z| = 1 + A/n} with sufficiently large A.
3 Proof of Theorem 1.3
In this section we are going to prove Theorem 1.3 using (2.2).
Note that below we assume that α 1 , α 2 of (1.15) are real and α 1 > ε/2, α 2 > ε/2, since it suffices to prove Theorem 1.3 only for ξ such that
Since these functions are analytic in Ω cε , the standard complex analysis argument yields that (1.14) on the segment ℜξ 1 = ℜξ 2 implies (1.14) for any ξ 1 ∈ Ω cε , hence for any ξ 1 , ξ 2 ∈ Ω cε . Then, fixing any ξ 1 , ξ 2 , ξ ′ 2 , we can consider {R +− nβ (E, ε, ξ)} as a sequence of analytic functions on ξ ′ 1 . Since, by the above argument, (1.14) is valid on the segment ℜξ ′ 1 = ℜξ ′ 2 , the same argument yields that (1.14) is valid for any ξ ′ 1 , ξ ′ 2 . To check that {R +− W n (E, ε, ξ)} are uniformly bounded in n, W for ξ 1 , ξ 2 , ξ ′ 1 , ξ ′ 2 ∈ Ω cε , we apply the Cauchy-Schwartz inequality to R +− W n (E, ε, ξ) in the form (1.11). Then we get
. Since ξ 1 , ξ 2 satisfy (3.1), the uniform boundedness of the r.h.s. follows from the uniform convergence (in ξ satisfying (3.1)) of (1.14).
Preliminary transformation of K
where dā i = da i1 da i2 , a i1 , a i2 belong to the unit circle T = {z : |z| = 1}, db i = db i1 db i2 with b i1 ∈ L + , b i2 ∈ L − , and dU i , dS i are the Haar measures onŮ (2),Ů (1, 1) correspondingly. Consider also the change of Grasmann variables
and let C ′ (U i , S i ) be the matrix corresponding to the above change in the space Q 256 of all polynomials of Grassmann variables ρ ls , τ ls , l, s = 1, 2 with coefficients on L 2 [Ů (2)]⊗L 2 [Ů (1, 1)]. One can see that
Constant Cξ ,ε is a kind of "normalization constant" here, which appear because of our definition of F U (ā, U ) and F S (b, U ) (see (3.8) ).
We also defined
and put
where α 1,2 and σ 1,2 are defined in (1.15) .
Notice that Q of (2.5) and the operator multiplication by det −W (I + (X) −1 ρ(Y ) −1 τ /W ) keep the difference between numbers of ρ and τ . Thus for all Grassmann operators below we can consider the restriction of these operators to the subspace Q 70 ⊂ Q 256 corresponding to the vectors with equal numbers of ρ and τ (it is easy to see that there are 70 of such monomials). To simplify notation, all such restriction will be denoted by the same symbols.
Since K U S , A a,b do not contain Grassmann variables, we can move ( C ′ (U i , S i )) −1 in each multiplier of (3.4) to the left. Moreover, since C ′ (U, S) corresponds to the change of variables (3.3), we have
Hence (2.8) can be rewritten as
where the operator ( D(ā,b)) (t) being the transposed operator to D(ā,b) which corresponds to the multiplication in the Grassmann space by det
To study the entries of C, it is convenient to introduce "difference" operators.
Definition 3.1. Given function v defined on the space of 2 × 2 matrices, we denote by v(U ) U the integral operator with the kernel v(U (U ′ ) * )K U (U (U ′ ) * ) and by v(S) S the integral operator with the kernel v(S(S ′ ) −1 )K S (S(S ′ ) −1 ), where K U and K S were defined in (3.5) .
Recall that G(z) acts in the Grassmann space Q 70 and it can be considered as a 70 × 70 matrix whose entries are operators on L 2 (U (2))⊗L 2 [H + 2 L]. Our strategy of the proof of Theorem 1.3 is to replace the resolvent G(z) by some 6 × 6 block matrix whose entries are operators in L 2 (Ů 2 ) ⊗ L 2 (Ů (1, 1)). To this aim, we will use multiple times the following simple proposition Proposition 3.1. Let the matrix H(z) has the block form
Then
22
(3.13)
where f 0 and g 0 are the projection of f and g on the subspace, corresponding to H 11 , while f 1 and g 1 are the projection of f and g on the subspace, corresponding to H 22 .
Proof. Formula (3.13) is the well-known block matrix inversion formula. Now apply the formula (3.13) and write
For the second integral change the integration contour from ω A to |z| = 1−δ. Then the inequality
It is easy to check that points a ± (see (1.12)) are the stationary points of the function φ 0 of (3.6). We start the proof from the restriction of the integration with respect toā i ,b i by the neighbourhood of a ± . Set
and let 1 Ω ± , 1 Ω + 1 Ω − be indicator functions of the above domains.
Lemma 3.1. Let L ± be as defined in (2.1) . Then
The proof of the lemma is given in Section 7.2. Lemma 3.1 yields that
Then (3.17) yields
Therefore for any |z| > 1 2
Moreover, it will be proven below that
and so for G 11 of (3.13) we have
Thus we obtain by Proposition 3.1
In view of the block structure of H 11 , its resolvent also has a block structure, hence
and f ± , f + , f − , g ± , g + , g − are projections of f and g onto the subspaces corresponding to
Analysis of I ±
We start from the analysis of Q of (2.5). We shall call the product of Grassmann variables "good", if it is composed only from the multipliers of the form
We shall call "semi-good" the expressions
with a polynomial p. All the rest Grassmann expressions we call "non-good". By (2.5) (recall that now X ′ and Y ′ are diagonal matrices D a and D b of (3.2))
with Π corresponding to "good" vectors, Π ′ to "semi-good" ones, and Π to "non-good", i.e.
Matrices X , Y correspond to the multiplication by
Let us make a change of variables
where a ± is defined in (1.12), and θ ± will be chosen later (see (7.1)). Notice that this change of variables replaces the factor W 4 in front of the first integral in the r.h.s. of (3.19) to W 2 . Then we have
.
In addition, notice that for X 0 = X
we have
and λ + 0 := λ 0 (Q(c + )) and λ − 0 := λ 0 (Q(c − )) are the biggest eigenvalues of Q(c ± ). It is easy to see that eigenvalues of Q(c ± ) are solutions of the equations
Let us study the structure of Π 0 . One can see that the vectors {e ± 0 , e ± 1 }
are eigenvectors for Q ± , such that λ 0± = 1, λ 1± < 1. Evidently they make a basis in which
where P αβ means the projection corresponding to the vector e + α ⊗ e − β (α, β = 0, 1) and we set P 0 = P 00 . More precisely, if we consider any p(n 11 , n 22 ) then
34)
Other projectors of (3.33) can be defined similarly.
35)
and there are only two eigenvectors of Π ′ 0 which correspond to 1: η 1 e + 0 e − 0 and η 2 e + 0 e − 0 with η 1 and η 2 of (3.21).
Proof. Any "non-good" product can be represented as an "absolutely non-good" partη and a "good" part p(n 11 , n 22 , n 12 , n 21 ). Here "absolutely non-good" are the products which do not contain any n α,β . It is easy to see that the exponential part of Q (see (3.22) ) transforms η → β mη , where m ≥ 2 is the degreeη. Since a good part cannot be e + 0 e − 0 (we exclude these two vectors by the condition of the lemma), the corresponding eigenvalue is less than λ + 0 λ − 0 . Thus, after multiplication by β −2 C −1 * it becomes less than 1.
It will be shown below that ifā,b ∈ Ω ± , then the matrix C of (3.12) becomes diagonal in the main order (see Lemma 4.3). Moreover, it will be shown also (see Proposition 7.1) that the main part of A ab is the product of operators whose kernel can be obtained from A a and A b by leaving only quadratic terms in Λ(x, y) (see (3.6) ). Hence in the main order
where A ± * is defined in (7.2). By Proposition 7.1 λ 0 (A + * ) = λ 0 (A − * ) = 1, and all other eigenvalues are less than 1. Hence, it is naturally to expect that, as n → ∞, only the projection onto the corresponding eigenvector A ± * will give non-zero contribution. Similarly, by our preliminary analysis of Π 0 , the largest eigenvalue of its main part is 1 and the corresponding root subspace is
(see (3.21) , (3.32) and (3.34)), and the part of Π 0 , corresponding to this eigenvalue, is
). However, one cannot leave only the main part of K ± , because of the multiplier W 4 in front of the integral in I ± (see (3.19) ). As was mentioned above, this factor is reduced to W 2 after the change of variables (3.26) , which shows that we need to take into account not only the main part of K ± , but also the terms of order W −1 and W −2 . It is convenient to use the transformation B → T BT in the space of 6 × 6 matrices with a matrix T
Let P L be the projection onto the subspace (3.37) such that transforms all "non-good" vectors into 0 and for x ⊗ p(n 11 , n 22 ) with x ∈ L (0)
with P 0 of (3.34). We apply the transformation T to P L G(z)P L . Recall that e (0) and e (c) in the definition of f and g (see (2.8) ) are the vectors in the space of Grassmann variables Q 70 corresponding to 1 and to 2 l,s=1 ρ ls τ sl respectively. Since
the transformation via (3.38) will "kill" the multiplier W 2 in front of the integral in I ± , but it will multiply some entries by W and even W 2 . Our aim is to prove that entries of T P L G(z)P L T are bounded. We shall use also the following definition.
Definition 3.2. Let p(U ) (or p(S)) be products of matrix entries of U (or S). We say that the operator p U or p S (see (3.1) for the definition of p U ) is of the type m, if the number of non-diagonal entries of U (or S) in p is m. We say that the operator
where K i are of the type 0 and ϕ i are analytic functions in B 1+δ = {z : |z| ≤ 1 + δ}. We denote O * (r (m) ) the linear combinations of the operators of the joint type at least m.
Here and below
Notice also that by (3.3) and (3.12) we obtain that the non-diagonal entries of C are linear combinations of operators of non-zero type. (3.38) and P L of (3.39), we have
Here K F and F 0 are defined in (3.40 ) and K 1 , K 2 are any operators of the type 0. Operators F 1 and F 2 have the form (3.8) . Functions u and u 0 have the form
45)
and u 1 (ζ), u 2 (ζ), y 1 (ζ), y 2 (ζ) are analytic in B 1+δ = {ζ : |ζ| < 1 + δ, δ > 0}. Moreover,
46)
where µ, ν > 0, µ + ν ≥ 4. In addition,
We postpone the proof of Theorem 3.1 to Section 4. Now we prove Theorem 1.3 on the basis of Theorem 3.1. We need also two following lemmas, whose proofs can be found in Section 5.
Denote by M 0 an upper triangular matrix which is obtained from M of (3.42) by replacing all K i with zeros and K F with F 2 0 . Set
Introduce also
where P LU is an orthogonal projection of L 2 (Ů 2 ) onto the subspace ⊕ l<L L (lU ) and P LS is a similar orthogonal projection in L 2 (Ů (1, 1)) (see (7.8) ).
Lemma 3.4. Let M and M 0 be defined by (3.41 ) and of (3.49) , and E 0 be projection in 1) ) onto the subspace of function on |U 12 | 2 and |S 12 | 2 . Then
and
where f 0 , f are defined in (3.47) . Similar bounds hold for g 0 , g. 
Then, using that 
To analyse the r.h.s. we use the resolvent identity
Relations (3.51), (3.52), and the fact that
Hence, using Lemma 4.2 for (M ′ − z) −1 and the last bound of (3.52), we get
These bounds and (3.55) yield
Thus in view of (3.56), (3.58), and (3.49) we get
Using the representation (3.19) for R +− nW , the inverse matrix formula for G 0 (z) (see (5.5) below), the form of f 0 , g 0 (see (3.47)), and taking into account the bound (3.62) for I + and similar bound for I − we obtain
Taking the integral with respect to z and using (3.45) we get
and k 1 , k 2 , k 3 are some constants which we find using the fact that for α 1 = α 2 = α and σ 1 = σ 2 = σ the above expression is 1 (see the definition of R +− nW (E, ε, ξ) in (1.11)). It implies immediately that the coefficient at σ 2 is 0, hence
Performing the integration with respect to dU , dS we obtain
Now putting α 1 = α 2 = α and σ 1 = σ 2 = σ, we can conclude that k 1 y 2 c −2 = 1 and k 3 = −2. Hence
Taking the derivative with respect to ξ ′ 1 and then puttingξ =ξ ′ = 0, we get
But it follows from Theorem 1.2 that
Therefore we conclude that k 2 = 0 and (1.14) holds. As a corollary, we obtain (1.16).
Analysis of I + and I −
Analysis of I + is much simpler than that for I ± . This time it is more convenient to consider X just like unitary matrix which is close to the a + I 2 . So let us still diagonalize Y according to (3.2) , and use (3.26) for b 1 , b 2 , but let X be parametrized as (cf (3.26))
This change transforms the measure
and it reduces the factor W 4 in front of I + in (3.19) to W .
In addition let C ′′ (S i ) be the matrix corresponding to the change of Grassmann variables
in the space Q 70 . Set alsô
Tr X(εL +ξ/ρ(E)) .
In this parametrization the operator K + has the form
and (cf (7.1) and (7.2))
The main order of this operator has the form A + * ( x, x ′ ), hence the largest eigenvalue of this operator is 1 + O(W −1 ). It is easy to see that similarly to consideration below (see (3.22 ) -(3.29)) we haveQ
and so (1)).
Hence using that the maximum eigenvalues of A + * , A − * , Q 0 , Q + are 1, the largest eigenvalue of K SĈ ′′ is 1 + O(W −1 ), and |λ 0 (R)| < 1 (similarly to Lemma 3.2), we obtain
Here we used the definition of q ± (see (7.5) ). Thus, choosing the circle of radius 1 − c as the integration contour in (3.19) , we get that
The bound for I − can be obtained similarly.
Proof of Theorem 3.1
In what follows it will be convenient for us to consider decomposition of the Grassmann space Q 70 into "good", "semi-good" and "non-good" subspaces (see (3.22 )-(3.23)) and write Q and C (see (3.12)) as 3 × 3 block matrices corresponding to this decomposition.
Lemma 4.1. The matrix C (see (3.12) ) in the block representation (3.23) has the form
where C d is a diagonal matrix whose entries are K U S in the first block and some operators of the type zero (see Definition (3.2) ) for other blocks (their norm is not more than 1 + C/W by Lemma 4.2 below), and O * (r (1) ) is defined in (3.2) . The proof is based on the following lemma proven in Section 7.3.
Lemma 4.2.
Operators of the form v) U and v S are reduced by the l-th subspace of irreducible representation of the shift operator on U (2) and U (1, 1) respectively. If p(U ) is some product of matrix entries of U of non-zero type, then we have for the reduced operator p)
where a partial isometric operator E (l)U ij (see (7.12) for the definition), exponent s(p) ≥ 1, and polynomial q p do not depend on t, W and depend only on p(U ). If p is of zero type, then the corresponding E (l)U ii is an orthogonal projection and the corresponding q p (l) is quadratic
where p * (U ) = U 11 U 12 . The same is true for p(S). In particular, for any fixed s = 0, 1, 2, . . .
In addition, if r = B p U or r = B p S with p of the type at least 1 and with some bounded operator B, then for any K α corresponding to the product of the type 0
Proof of Lemma 4.1 The result of the application of C to the product of the Grassmann variables has the form
According to Lemma 4.2, the bound for the operator which is the product of matrix entries of U depends on the number of U 12 or U 21 in this product and the same for the product of matrix entries of S. In other words, the bound for the entry of C which correspond to transformation
j depends on the number of index changes (1 → 2 or 2 → 1) which we need to transform
For all non-diagonal entries of C we have at least one transformation of indexes which in view of Lemma 4.2 means at least O * (r (1) )operator in the corresponding entry. If we transform "good product" into another "good" one, then we need at least two transformations and the resulting product of the entries of U and S can be written as a functions of |U 12 | 2 and |S 12 | 2 . Thus Lemma 4.2 yields O(W −1 ) for the non-diagonal entries inside the block C (11) , and the diagonal entries from this block have the form 1 + O(W −1 ).
To obtain "semi-good" vectors from a "good" one, we need at least two transformations with at least 1 non-diagonal U αβ and at least 1 non-diagonal S αβ and corresponding operators will have the form at least O * (r (1) )O * (r (1) ).
Relations (4.2) are simple corollary from the equalities:
Here, to obtain the last equality, we take into account that
Now let us choose an appropriate basis for K. Denote
Then the block operator K becomes a semi-infinite block matrix whose blocks K kk′ are 70 × 70 matrices. The entries of each block are integral operators in
Lemma 4.3. We have
with λ ± k defined in (7.5) . We set here Proof. To obtain the assertion for the matrix F QA ab , observe that if we expand all integral kernels with respect toã,b, then for entries withk −k ′ = ±ℓ i zero order terms disappear after integration, and the first order terms give O(W −1/2 ). The entries withk −k ′ = ±3ℓ i are also O(W −1/2 ), since we haveã 3 i W −1/2 andb 3 i W −1/2 in A ± a and A ± b (see (7.2) ). The entries with even |k −k ′ | can obtain non-zero contribution only from the terms which are of even order (thus at least quadratic) with respect toã,b, hence they are at least O(W −1 ). And for all other entries, the non-zero contribution can be obtained only from the terms which are of the odd order 3 or more, and which cannot contain onlyã 3 i orb 3 i . The assertion of the lemma for the matrix C follows from Lemma 4.2. Indeed, according to the lemma, the eigenvectors (or generalized eigenvectors) of the entries of C do not depend on a, b, O(1) terms of eigenvalues also do not depend on a, b, and the first terms in the asymptotic expansion depends on a, b trough the coefficient (W t) −k only. Hence the expansion of t −1 a or t −1 b with respect to a and b will add additional W −1/2 in each order.
The lemma imply that at the same basis the operator K = F QA ab C F has the form
Consider now the decomposition of the Grassman space Q 70 into 3 subspaces
where L, is defined in (3.37) subspaces L 1 , L 2 , L 3 are defined similarly to (3.37) but with e + 0 e − 0 replaced by e + 0 e − 1 , e + 1 e − 0 , and e + 1 e − 1 respectively. and L ′ is a space of "non good" vectors. Then consider each 70×70 matrix K kk′ as a block matrix, corresponding to the decomposition (4.13) with blocks K (µν) kk ′ , (µ, ν = 1, 2, 3). Let K (11) kk ′ correspond to L and K is also a block matrix with blocks Bkk′ (they are quadratic 70 × 70 matrices fork = 0,k ′ = 0 or rectangular matrices ifk = 0,k ′ = 0 ork ′ = 0,k = 0) It follows from (4.12) that
with µ, ν = 2, 3), we have by (4.12)
It is easy to check that
Hence (4.12) implies (4.14) . Similarly, note that
for allk,k ′ exceptk =k ′ = ℓ i or 3ℓ i ,k =k ′ = 0, andk = 0,k ′ = ℓ i , 3ℓ i ork ′ = 0,k = ℓ i , 3ℓ i . Thus we obtain
where summations are with respect tok = ℓ i , 3ℓ i and µ, ν = 2, 3. But denoting Σ 1 and Σ 2 the last two sums above, we have (1) ). All together this gives (4.16) for Σ 1 . The estimate for Σ 2 can be obtained by the same argument. Now take T of (3.38) and set
(4.17)
By the above consideration give at most O * (r (1) ), and so the contribution of the second term of (4.18) to W M i1 and W M 4i (i = 2, 3) is at most W O * (r (2) ) which we include in K i (see (3.46) ). Now we are going to compute the contribution of the second term of (4.18) to W 2 M 41 . To this end we write (see (4.12))
and expand ( K 00 − z) −1 with respect to C 0 :
The entry M 41 is the result of the application of the matrix (H (11) − H) to the vector e + 0 e − 0 projected onto n 12 n 21 e + 0 e − 0 . But matrices Π 0 , F 0 and Π give O * (r (1) ). Thus contribution of the second term of (4.18) to W 2 M 41 can be included in K 5 (see (3.46) ). Now rewrite the contribution of the first sum of (4.18) to M as sum of the terms P 0 TkP 0 , Tk = P g K 0k Gkk K k0Pg = K 0k Gkk K k0) (11) ,
where P 0 is defined in (3.33), and P g is the projection on the "good" vectors in Q 70 (evidently P 0 P g = P 0 ) and the upper index (11) corresponds to the upper left block of the matrix in the decomposition (3.23). Since all matricesΠ,F , F 0 ,Ĉ d , Π 0 , Π (F ) 0 are block diagonal in decomposition (3.23), the expression for Tk may include non-diagonal blocks of matrices O * (C) only. But then we should have at least two of such blocks which gives at most O * (r (2) ). In addition, according to (4.12) K 0k and K k0 give O(W −1/2 ) each. Thus all such terms are of order W −1 O * (r (2) ), and we have to take only terms that does not contain any O * (C) (remark that diagonal block of O * (C) is W −1 so it can give the contribution only to the terms of order O(W −2 )). Hence to check that (T 0 ⊗ T 0 )M (T 0 ⊗ T 0 ) has the form (3.42), we need to study the structure of two matrices
where err means the error terms which we describe above, and P 0 is defined in (3.33). Let us check that up to err terms the matrix (T 0 ⊗T 0 )M 1 (T 0 ⊗T 0 ) has the same form as (3.42), but with functions u and y 1 , y 2 (see (3.44)), replaced by some constantsũ,ỹ 1 ,ỹ 2 . Notice that the block structure of Q (see (3.23) ) and the fact that only even degrees of a 1 , a 2 
give non-zero contribution yield
Indeed, using that Π in the decomposition (3.23) is block diagonal and X (12) = 0 (see (3.25)), we have
By (3.23) X (13) corresponds to the transformation of "non good" vectors into "good" ones. But by (3.28) there are only two "non good vectors" that after application of X become "good": ρ 11 τ 12 ρ 22 τ 21 and ρ 12 τ 22 ρ 21 τ 11 . To obtain these vectors from "good" ones, we need at least two "transformations", hence corresponding entries of C (31) should be at least O * (r (2) ), which gives W −1 O * (r (2) ) and so can be included to an error term. Let us now consider the contribution the second and the third matrices in the r.h.s. of (4.22). According to (3.28), X (11) 0 depends on n 21 − n 12 and does not contain terms with n 12 n 21 , and Π 0 and F 0 do not increase the total number of ρ 12 , ρ 21 , τ 12 , τ 21 in the Grassman vector to which they are applied. Thus the application of F 0 Π 0 X To study the first term of the r.h.s. of (4.22), notice that since only even degrees of
give non-zero contribution, we need to study only the contribution of order W −1 (the next order will be W −2 and may give contribution only to W 2 M 41 , thus will be included in u 0 (see (3.42))). Observe that to obtain the non-zero contribution of order W −1 we need to consider the term of this order from
(see (7.2) , (3.8) , (3.24) and (3.26) ). Notice first that by (4.4) the terms containing the derivatives of K U S with respect toã,b will give us O * (r (2) ) so after multiplication by W they contribute to K i . Thus we can change K U S to K 0 . Also it is easy to see that we need to take at least one
, since otherwise the respective term will contain Q 0 ⊗ Q 0 and will not contribute to the entries which are important for us. The second observation is that if we take, e.g., the term containing a ′ 1 from the first matrix, then we need to complete it by a ′ 1 or ( a ′ 1 ) 3 , or a 1 or ( a 1 ) 3 , otherwise the contribution will be 0. Hence, in this case the the second matrix should stay untouched. The next observation is that Q ′ (c) has the form:
hence Q ′′ (c) = 0, and if we take a ′ 1 from the first matrix, the respective term will be of the form
where Q and Q 1 are some 4 × 4 matrix, whose coefficients depend on
If we consider the contribution of the terms, containing b ′ 1 taken from the second matrix in (4.24), then it will have the form
with the same Q and Q 1 , since the coefficients at a ′ 1 differs from the respective coefficient at b ′ 1 by the multiple i, the same for the coefficients at a 1 and b 1 , ( a 1 ) 3 and ( b 1 ) 3 , and ( a ′ 1 ) 3 and ( b ′ 1 ) 3 . Repeating the same argument for the terms containing a 2 taken from Q(c 21 ) in (4.24) and b 2 taken from Q(c 12 ) we obtain the form (3.42) for T M 1 T . Now let us study the matrix M 2 of (4.21). Define
where P g is the projection on the "good" vectors in Q 70 , and K F = F 0 K 0 F 0 (see the formulation of Theorem 3.1). Here ℓ i are defined in (4.11) and r collects the terms of order W −1/2 which appear in (4.24) . It is easy to see that M 2 = P 0 M ′ 2 P 0 . Recall that we are interested in (M 2 ) 1i and (M 2 ) i4 (i = 2, 3). Fork = 3ℓ i the only terms in r which can give non-zero contribution are ones, containing a 3 j or b 3 j . But then in both terms P g r 0k and P g r k0 the first two matrices remain untouched and taking into account that
we conclude that the terms withk = 3ℓ i do not contribute in the entries of P 0 M ′ 2 P 0 , which are interesting for us. Fork = ℓ 1 , ℓ 3 , repeating the argument used above for M ′ 1 and taking into account thatQ depend on a ′ j , b ′ j , but does not depend on a j , b j , we obtain that up to the term which do not contribute to the "important" entries
where the coefficients ν The analysis of
is simpler than that for M , since we need only to show that the entries of M ′ and M ′′ are O * (r (1) )O * (r (1) ) or O(W −2 ). Introduce P sg -projection onto the subspace of "semi good" vectors in Q 70 . Similarly to (4.23), using the decomposition (3.23), we obtain
where we have used that by (4.1) C (12) = O * (r (1) )O * (r (1) ) and the argument given after (4.23). And for P 0 H(1 − P 0 ) we have similarly to (4.20)
P 0 H(1 − P 0 ) = P L P g HP sg P L , P g HP sg = K 0k Gkk K k0 (12) + err
Repeating the argument given after (4.20) we obtain, that the r.h.s. above either contains C (12) , or contains at least two non-diagonal blocks of C. In both cases the contribution of the corresponding terms into the r.h.s. above is W −1 O * (r (1) )O * (r (1) ). As for M ′′′ , since H = O(W −1 ), (3.43) follows from (4.12) and (4.1). Now let us find f (1) and g (1) from Proposition 3.1. Remark that since v of the (3.10) contains the odd degrees ofã,b only with the coefficients of order W −k/2 (k ≥ 1), we have (see (4.10)): Ψ0) . Then, similarly to (4.18)
Denoting Σ ′ 1 the first sum above, one can see similarly to (4.19)
Here we replaced P L by P L P g , since f 1k = P g f 1k andΠ and Π (F ) 0 have a block structure and use r defined in (4.26) .
Repeating the argument which we used for M , we get that all entries of K (1µ) 00
and G (µ1) 00
have an order O(W −1 ) or O * (r (1) ) Then denoting Σ ′ 2 the second sum in (4.27) we have
Since f 10 ∼ p(n 11 , n 22 ), where p is some polynomial, applying the argument given after (4.19) , we obtain for the forth component (f (1) ) 4 of f (1)
Moreover, repeating for the sum in the r.h.s. of (4.28) the argument given after (4.26), we obtain
with some φ(ζ) analytic in B 1+δ . Finally, since T e 1 = W −1 e 4 , T e 2 = e 3 , T e 3 = e 2 , T e 4 = W e 1 ,
we obtain that f = W T f (1) satisfies conditions of (3.47). The relations for g = W T * g (1) can be obtained similarly.
To finish the proof of Theorem 3.1, we are left to prove (3.45).
To this end consider the case when n ∼ log W . Since by (4.1) r ≤ CW −1/2 , we have K i ≤ CW −1/2 and using the formula (5.5) for M 1 (z) (which is M(z) with K i = 0) we evidently get the trivial bound
Here we used that G(z) ≤ Cn for z ∈ ω A . Thus, if we define M 0 (z) as M 1 (z) with K F replaced by F 2 0 in the upper left block and G 0 (z) = (M 0 (z) − z) −1 , then, by (3.57),
Here we used the projection P L defined in (3.50), bound (1 − K F )P L ≤ L 2 /W which follows from (4.5), the bound (3.52) for the last term here, and n ∼ log W . Now, the above argument, bound (3.62) for I + , and a similar bound for I − , yield
and thus we can rewrite R +− nW (E, ε, ξ) according to (3.59) . Observe that by definition of P L (see (3.39)) one can see that the constants d 1 * and d 2 * of (3.47) are not zero. Indeed,
Hence taking the integral with respect to z (see (3.59) ) and using that for u(1) = 0
and the other terms of (3.59) are maximum O(n) (recall that F 1 and F 2 of (3.44) contain the multiplier n −1 ), we obtain
On the other hand, we know that R +− nW (E, ε, 0) = 1. Thus we conclude that u(1) = 0. But using this in (3.59), we obtain that all the terms in (3.59) are bounded except the one which contain u 0 . Repeating the above argument we obtain that u 0 (1) = 0.
Proof of Lemmas 3.3 and 3.4
Proof of Lemmas 3.3. To obtain the bound for G , we start from the analysis of
and prove that
or, equivalently,
Since by (3.46) K i = W F 0 r 1 Br 2 F 0 , where r 1 and r 2 are of the type at least 1, we have by (4.6) with K α = K 0
Let us check that the operators which comes from M ′ (M ′′′ − z) −1 M ′′ satisfy (5.2). Since
Assume that r 2 contains U 12 or U 21 . Then by (4.6)
Here we used that W ≫ n. Hence
This bound combined with a similar bound for
It is easy to see that that if some operator A has the form similar to (3.42), i.e. its diagonal entries are the same (equal to A) and other non-zero entries are only in the first line and the last column, then the resolvent G = ( A − z) −1 has the same form and and prove the bounds
wherex(ζ) andỹ(ζ) are some analytic in B 1+δ functions. Notice also that G and G * commute. It is easy to see that operators from (5.6) can be represented as a sum of G 1/2 G 1/2 , where is some product of the operators from (5.10) . The definition of the operator norm, (5.2), and the bound F ≤ 1 yield
Moreover, since G and G * commute we have
which gives the second inequality of (5.10).
To prove the inequalities of the second line of (5.10), observe that since G * andx(K F /z) commute, we have
using the last line of (5.11) and the bound
we obtain the third bound of (5.10). The last bound (5.10) one can prove similarly. Thus, we get (5.1). Now let us prove (3.48) for G 1 M ′ (M ′′′ − z) −1 . The structure of G 1 (see (5.5), (5.6)), the bounds (5.10) combined with the structure of M ′′ and M ′′′ (see (3.46) ) imply that it suffices find the bound for
with r 1 , r 2 of non-zero type (see (5.9 ) and (5.3) for the definition of G * and G * σ ). But in view of (3.46)
The same bound for r 2 F 0 G 1/2 α * 2 was obtained in (5.4) . Hence G 1 M ′ (M ′′′ − z) −1 satisfies (3.48).
The bounds for (M ′′′ −z) −1 M ′′ G 1 and (M ′′′ −z) −1 M ′′ G 1 M ′ (M ′′′ −z) −1 can be obtained similarly. Then, using Proposition 3.1 we obtain that the block matrix M satisfies the bound (3.48) Since by (3.41 
Proof of Lemma 3.4
We start from the proof of (3.51) with an operators of a bit more general form than (3.46), since these operators appear in (3.47). Consider
where p 1,2 are of the type 1 and q 1,2 are of the type 0, ϕ 1,2 (ζ) are analytic in B 1+δ function and Km is some operator of the type 0, which acts in Em(L 2 ). Here and below Em is an orthogonal projection on the space of the functions
and if some of the above exponents is negative, then we replace the respective matrix entry with its conjugate. Remark that the operators q 1 U p 1 S , Km, q 2 U p 2 S , K 0 should feet to each other (otherwise their product is zero) hence one could insert Em after ϕ 1 and E 0 after ϕ 2 . Notice also that the cases when p 1 and p 2 both depend on U (or one of them depends on U , and another one -on S), as well the cases when the joint type of K ′ is more than 2, are also possible, but their analysis is similar. For W 2 O * (r (4) ) the proof is similar also.
Assume that we proved the following relations
where ϕ is any analytic in B 1+δ function, p (s) is any product of the type s, Φ 1 is the operator of multiplication by Φ 1 (S) = cn −1 S 11S12 F 0 (c = α 2 (a + − a − ) see (3.8) ) and p * (S) =S 11 S 12 . Then, using the first inequality of (5.12), the first bound of (5.14) , and the first bound of (5.16) we get
where B 1 is a bounded operator to the left of p 1 (S) S in K ′ . Then (5.13) with ϕ 2 (ζ) = ζ 2 ϕ 2 (ζ 2 ) combined with the first bound of (5.16), (5.12) for q 2 U , and (5.16) yield
Using consequently the first bound of (5.15) for ϕ(ζ) = ϕ 2 (ζ) combined with the first bound of (5.16) and the fact that p 2 S q 2 U commute with P L , then the first relation of (5.12), then the first bound of (5.14) with ϕ(ζ) = ζ 2 ϕ 1 (ζ 2 ) ϕ 2 (ζ) and finally the second bound of (5.16), we obtain for the term in the r.h.s. of (5.17) which contains p 2 S :
Similarly for the first term of D S (see (5.15 )) we get
The second term of D S can be analysed similarly. Thus we are left to prove relations (5.12)- (5.16) . Remark that (5.16 ) and the first bound of (5.15) are direct corollaries of Lemma 4.2, where we need only to take into account that p 2 p * S is also reduced by L (l)S and it is of the second type, hence its norm is bounded by O(W −1 ).
To prove the first relation of (5.12), we use first the Cauchy formula and (3.57)
To estimate the above commutator, we are going to expand
Notice that for any p > 0 [K m , F p 0 ] is an integral operator with a kernel (F p 0 (S 1 ) − F p 0 (S 2 )) p( S)K 0S ( S)K 0U , where S = S 1 S −1 2 and K m ∼ ( p) S . Now use the formula
for x = c(2s + 1)n −1 |(S 1 ) 12 | 2 and y = c(2s + 1)n −1 |(S 2 ) 12 | 2 (recall that c = α 2 (a + − a − ) by (3.8) ). Then
Multiplying this relation by p( S)K 0 ( U , S)z −s−1 , summing with respect to s, and using the second bound of (5.16) for ( pp * ) S , we obtain the first relation of (5.12) . The second relation of (5.12), as well as (5.16) , are the direct corollaries of Lemma 4.2.
The proof of (5.13) is very similar. We expand ϕ(F 0 ) into the Taylor series ϕ s F s 0 . The commutator [ p 2 S , F s 0 ] is an integral operator with a kernel (F s 0 (S 1 ) − F s 0 (S 2 ))K 0 ( S, U )p 2 ( S). Hence, using (5.20) and (5.21) like before, we obtain after multiplication by K 0S ( S)p 2 ( S) that the remainder term will give us O(W −3/2 ) by (5.16) . Then multiplying the relation by ϕ s and summing with respect to s we get (5.13) . The proof of (5.14) is very similar (and even simpler).
For the proof of (5.15) we use again the Cauchi formula and write (5.19) and G 01 can be obtained from G 0 , if we replace F 2 0 by F 0 . The last relation here follows from the fist bound of (5.14) with s = 0 and bounds for G 1 and G 01 . The second bond of (5.15) can be obtained similarly.
To prove the bound for (1 − P L ) G 0 f with G 0 of (3.49), it suffices to prove similar bounds for (1 − P LS ) G 0 f and (1 − P LU ) G 0 f . From the structure of G 0 (see (5.5) ) we conclude that we need to prove corresponding bounds for
with some c 1,2 . By [26] we have for any ϕ(2|S 12 | 2 )
where P l 00 is the Legendre function (see the proof of Lemma 4.2 for the definition). Hence,
Proposition 5.1. For any smooth enough function ϕ
Expanding (e −c 1 x/n − z) −1 into the series with respect to e −jc 1 x/n and taking the derivative we get
Here we used the change of variablex = c 1 x/n and take |z| = 1 + A/n with sufficiently big A. Thus, 
Using the change of variables x = nx we get, e.g., for G 3 0 F α F β f :
The bounds (3.53) follow from the bound for KP L obtained above and (3.52), since
6 Proof of Theorem 1.2
Analysis of K + of (2.11) is much more simple then of K, and can be done by similar argument.
Define
and f + ± , f + + , f + − and g + ± , g + + , g + − are projections of f + and g + onto the subspaces corresponding to K + ± , K + + , K + − . We will prove below that this time the main contribution to (6.1) is given by I + + .
Analysis of I + +
Similarly to Section 3.3, in this case it is more convenient to consider X like unitary matrix which is close to the a + I 2 , and Y as a Hermitian matrix which is close to a + I 2 . Then X i and Y i will be parametrized as (cf (3.26))
This change transforms the measure dX i dY i /(−π 2 ) from (2.9) to
and it "kills" the factor W 4 in front of I + + in (6.1). Set alsô
Tr X(εI +ξ/ρ(E)) .
It is easy to see also that with this parametrization the operator K + + has the form
and A x is defined in (3.61). The main order of A + x has the form A + * (see (7. 2)), hence the largest eigenvalue of A + ab is 1 + O(W −1/2 ), and the next eigenvalue is smaller then 1 − δ.
Moreover, if we consider Q(ρ, τ ; ρ ′ , τ ′ ; X ′ , Y ′ ) in this parametrization, we get
with Q + of (3.29) corresponds to "good" vectors, and R + corresponds to all other vectors. Similarly to Lemma 3.2 one can prove Lemma 6.1. Given R 0,+ of (6.3), we have
Proof. Indeed, as was mentioned in the proof of Lemma 3.2, any "non-good" product can be represented as an "absolutely non-good" partη and a "good" part p(n 11 , n 22 , n 12 , n 21 ). Here "absolutely non-good" are the products which do not contain any n α,β . It is easy to see that the exponential part of Q (see (6.3) ) transformsη → β mη , where m ≥ 2 is the degreeη. But β/λ + 0 < 1 − δ, thus the eigenvalue is smaller than 1 − δ. Now Lemma 6.1 and the consideration above yield that first eigenvalue λ 0 (K + + ) of K + + is 1 + O(W −1/2 ), and the next eigenvalue is smaller than 1 − δ. Since K + + is a compact operator, according to the spectral theorem we can rewrite its resolvent G + + (z) as
where R(z) is analytic operator-functions in {z : 1 − δ/2 < |z| < 1 + δ}, and P µ is a rank one operator of the form P µ = µ ⊗ µ * with vectors µ, µ * such that
Thus if we change the contour ω A to L 1 ∪ L 0
we get
Since we will prove below that I + − and I + ± are of order O(e −cn ), we have from (6.1)
Notice that according to consideration above
In addition, due to the definition of R ++ W n (E, ε,ξ) (see (1.11)), we have
Thus C 1 = 0, c 1 = 1, and
which gives Theorem 1.2.
Analysis of I + −
In this case we will consider X like unitary matrix which is close to the a − I 2 , and Y as a Hermitian matrix which is close to a + I 2 . Then X i and Y i will be parametrized as (cf (6.2))
This change transforms the measure dX i dY i /(−π 2 ) from (2.9) to (2π) −4 dā i db i dx i dȳ i dp i dq i , and it "kills" the factor W 4 in front of I + − in (6.1). In this parametrization the operator K − + has the form
where A + p (x, x ′ ) is defined in (3.61), and
Similarly to Section 7.1 one can get that the largest eigenvalue of A − ab is 1 + O(W −1/2 ), and the next eigenvalue is smaller then 1 − δ. Considering Q(ρ, τ ; ρ ′ , τ ′ ; X ′ , Y ′ ) in this parametrization, we get
Here we used 1 + (a + a − ) −1 = 0. In the same way as in Lemma 6.1 it is easy to see that the largest eigenvalue of matrix in (6.8) is β 4 (1 + O(W −1/2 )), and thus 
It is easy to see that since φ ′′ (a + ) = c + , after this change of variables and normalization by (−λ + 0 ) 1/2 of (3.31), the kernel A b takes the form
where the coefficients c 3+ , c 4+ , . . . are expressed in terms of the derivatives of φ 0 at a + . Introduce the orthonormal basises
where {H k (x)} are Hermit polynomials which are orthonormal with the weight e −x 2 . Notice that if we make the change of variables for a, a ′ as a 1i in (3.26) with θ + of (7.1), then
with the same A + * and c 3+ , c 4+ as in (7.2).
Proposition 7.1. Let κ + , κ − be defined as in (7.1) . Then the matrices of the operators A + * and A − * are diagonal in the basis {ψ + k } and {ψ − k } and the corresponding eigenvalues have the form ( cf (3.31) ).
The matrices of operators A + and A − have the same (up to the error W −1 ) diagonals as A + * and A − * respectively, and
Proof. To simplify formulas, we consider the kernel M (x, y) = (2π) −1/2 e −(Ax,x)/2 ,x = (x, y), A = µ ν ν µ , λ ± = µ ± ν, ℜλ ± > 0.
Then, taking κ = µ 2 − ν 2 = λ + λ − , we obtain that
Since the operator with the kernel e −(Ax,x)/2 is compact, we have |q| < 1. Notice also that (−λ + 0 ) 1/2 (µ + κ) −1/2 = 1. If we change the variables x 1 = θx, y 1 = θy, θ = e −i(argλ + +argλ − )/4 = e −iargκ/2 , then for the new matrix A = θ 2 A has eigenvalues θ 2 λ + , θ 2 λ − , whose real parts are still positive, κ = |κ|, and q = q.
Proof of Lemma 3.1
To simplify formulas, set ℜΛ(te iϕ 0 , e iϕ 0 + se iψ ) ≤ Λ 1 (t, 1) + Λ 2 (0, s) and for |ϕ 0 | < π/4 (3.15) follows from the first inequality in (7.6), if it is valid for all t, s ≥ 0. The first inequality in (7.6) follows from the relations Λ 1 (1, 1) = 0, ∂Λ 1 (1, 1) ∂t = ∂Λ 1 (1, 1) ∂s = 0, DΛ 1 =
The relation for Λ 1 and its first derivatives follow from the fact that x = y = e iϕ 0 is the stationary point of Λ(x, y). To prove the last bound, due to the symmetry Λ 1 it suffices to check that max ∂ 2 Λ 1 (t, s) ∂t 2 , ∂ 2 Λ 1 (t, s) ∂s 2 ± ∂ 2 Λ 1 (t, s) ∂t∂s < −c (7.7)
The last inequality is valid since the absolute value of the first term above is less than 1 2 , while the second term is less than − 1 2 . Notice, that for |ϕ 0 | < π/4 the last inequality is valid also for all t, s > 0, which implies (3.15) in this case.
For |ϕ 0 | > π/4, to prove the second bound of (7.6), it suffices to use that s = t = 0 is the stationary point of Λ 2 (t, s) and the analogue of the first line of (7.7) is valid. Hence we need to check that cos 2ψ 2 (2β ± 2β − 1) − inf t>0 (t + cos φ) 2 − sin 2 φ 2((t + cos φ) 2 + sin 2 φ 2 ≤ −c
Since the function under inf (we call it d(t)) for t ≥ 0 has only one stationary point (maximum), d(t) can take its minimum either at t = 0 or at t → ∞. Since 0 < φ = ϕ 0 − ψ < π/4, we have d(0) = cos(2φ) ≥ 0, and d(t) → 0 as t → ∞, d(t) → 0, the above inequality takes the form cos 2ψ(2β ± 2β − 1)/2 < −c
Since cos 2ψ > 0 for π/2 > ϕ 0 > π/4 and 4β − 1 < 0, the last inequality is valid. The last bound in (7.6) follows from the relations ℜ(e iϕ 0 + se iψ − te iϕ 0 ) 2 = ℜe 2iϕ 0 (1 − t) 2 + ℜe 2iψ s 2 + 2(1 − t)s cos(ϕ 0 + ψ) ≤ ℜe 2iϕ 0 (1 − t) 2 + ℜe 2iψ s 2 , since ψ + ϕ 0 ≥ π/2 ⇒ cos(ϕ 0 + ψ) ≤ 0. For ϕ 0 = π/4 we have ℜΛ(te iπ/4 , se iπ/4 ) = (−t − s + log t + log s + 2)/2 which obviously yields (3.15). To prove (3.16), recall first that now the kernel of the operator has −Λ(e iϕ , e iϕ ′ ) in the exponent, and notice that −ℜΛ(e iϕ , e iϕ ′ ) = − β(cos ϕ − cos ϕ ′ ) 2 /2 + β(sin ϕ − sin ϕ ′ ) 2 /2 − (sin ϕ − sin ϕ 0 ) 2 /2 − (sin ϕ ′ − sin ϕ 0 ) 2 /2 ≤ β(sin ϕ − sin ϕ ′ ) 2 /2 − (sin ϕ − sin ϕ 0 ) 2 /2 − (sin ϕ ′ − sin ϕ 0 ) 2 /2 ≤ −(1 − 2β)(sin ϕ − sin ϕ 0 ) 2 /2 − (1 − 2β)(sin ϕ − sin ϕ 0 ) 2 /2.
Proof of Lemma 4.2
It is known that L 2 (U ) = ⊕ ∞ l=0 L (l)U , L (l)U = Lin {t According to [26] , Chapter III, t (l)U mk (U ) = e −i(mφ+kψ)/2 P (l) mk (cos θ), U = cos θ 2 e i(φ+ψ)/2 i sin θ 2 e i(φ−ψ)/2 i sin θ 2 e −i(φ−ψ)/2 cos θ 2 e −i(φ+ψ)/2 . It is easy to see that if we consider an integral operator v with the kernel v(U 1 U −1 2 ), then
Hence, we obtain that L (l)U reduces v and the reduced operator v (l)U is uniquely defined by the matrix v (l)U . Moreover, if v is some product of the matrix entries, then due to the integration with respect to φ, ψ in (7.11) there is only one k and only one m such that v then v (l)U = v (l)U km E km . Let us find the matrices, corresponding to |U 12 | 2p U in L (l)U . Using (7.10) it is easy to see that Using this asymptotic in the above integral representation of λ (l)U 00
we get the first relation in (4.5) Similarly for the product zero type U (K sqU := |U 11 | 2s U 2q 11 U , and here and below, if s < 0, then we replace U 11 with U 22 ), we get K sqU (l) = λ In particular, for s = q = 0 we obtain the second relation in (4.4) for K 0U . The norm of any operator (p) U of the type s is bounded because of the inequality (p) U ≤ W t |U 11 | m |U 12 | s e −W t|U 1,2 | 2 dU ≤ δ s,0 + C/W s/2 .
To analyse the products of the first type, consider p (1)
. Then (7.9) and (7.11) yield mk (θ) has the form (7.10) with cos(θ/2) replaced by cosh(θ/2), i sin(θ/2) replaced by sinh(θ/2) and c mk replaced by 1 (see [26] , Chapter VI) . Then the same argument yields the second line of (4.5) and the last line for K 0S . It is easy to see also that Q 2(l+1) (x) = (x 2 + 2x)Q 2l (x) + (2x 2 + 2x)Q ′ 2l (x) + x 2 Q ′′ 2l (x) (7.21)
Define Σ m = 2m k=1 |c mk |. Then considering both sides of (7.21) we obtain Σ l+1 ≤ (3 + 4 · (2l) + (2l)(2l − 1))Σ l ≤ 4(l + 1) 2 Σ l .
Thus, since Σ 1 = 3 < 4, Σ m ≤ 2 2m (m!) 2 , and so the same bound holds for each individual c km . Hence
x k |ϕ (k) (x)|. (7.22) Recall now that
Notice that
x(x + 1) ≤ (x + 1) 2 ; d dx
x(x + 1) = 2x + 1 < 2x + 2 = d dx (x + 1) 2 ;
Therefore Proposition 5.1 follows from (7.22) where we put x + 1 instead of x into the r.h.s.
