We give a Dirichlet form approach for the construction of a distorted Brownian motion in E := [0, ∞) n , n ∈ N, where the behavior on the boundary is determined by the competing effects of reflection from and pinning at the boundary. The problem is formulated in an L 2 -setting with underlying measure µ = ̺ m. Here ̺ is a positive density, integrable with respect to the measure m and fulfilling the Hamza condition. The measure m is such that the boundary ∂E of E is not of m-measure zero. A reference measure µ of this type is needed in order to give meaning to the so-called Wentzell boundary condition which is in literature typical for modeling such kind of boundary behavior. In providing a Skorokhod decomposition of the constructed process we are able to justify that the stochastic process is solving the underlying stochastic differential equation weakly in the sense of N. Ikeda and Sh. Watanabe for E-quasi every starting point. At the boundary the constructed process indeed is governed by the competing effects of reflection and pinning. In order to obtain the Skorokhod decomposition we need ̺ to be continuously differentiable on E, which is equivalent to continuity of the logarithmic derivative of ̺. Furthermore, we assume that the logarithmic derivative of ̺ is square integrable with respect to µ. We do not need that the logarithmic derivative of ̺ is Lipschitz continuous. In particular, our considerations enable us to construct a dynamical wetting model (also known as Ginzburg-Landau dynamics) on a bounded set D N ⊂ Z d under mild assumptions on the underlying pair interaction potentials in all dimensions d ∈ N. In dimension d = 2 this model describes the motion of an interface resulting from wetting of a solid surface by a fluid.
Introduction
In numerous physical situations it happens that different states of aggregation of a certain matter appear simultaneously. In particular, such phenomena occur at low temperature. Thereby, the 1 Introduction transitions to different states of aggregation are separated by fairly sharp interfaces. The so-called ∇φ interface model provides a fundamental mathematical model for the physical description of such interfaces from a microscopic or mesoscopic point of view. We are interested in the time development of such interfaces. In [FS97] the authors consider a scalar field φ t , t ≥ 0, where its motion is governed by a reversible stochastic dynamics. I.e., in a finite volume Λ ⊂ Z d , d ∈ N, under suitable boundary conditions, the scalar field φ t := φ t (x) x∈Λ , t ≥ 0, is described by the stochastic differential equations dφ t (x) = − y∈Λ |x−y|euc=1 V ′ (φ t (x) − φ t (y))dt + √ 2 dB t (x), x ∈ Λ, t ≥ 0.
Here | · | euc denotes the norm induced by the euclidean scalar product on R d , V ∈ C 2 (R) is a symmetric, strictly convex potential and (B t (x)) t≥0 | x ∈ Λ are independent Brownian motions. Such a dynamics is known as the Ginzburg-Landau ∇φ interface model in finite volume. Of particular interest in the framework of ∇φ interface models is the so-called entropic repulsion. Though one considers the ∇φ interface model with reflection on a hard wall. This phenomenon was investigated e.g. in [DG00] and [BDG01] for the static ∇φ interface model. Interface motion with entropic repulsion, i.e., the Ginzburg-Landau ∇φ interface model with entropic repulsion was studied recently in [DN07] for dimension d ≥ 2. Here the underlying potentials are again symmetric, strictly convex and nearest neighbor C 2 -pair potentials. The Ginzburg-Landau dynamics with repulsion was introduced by T. Funaki and S. Olla in [Fun03, FO01] . In [Zam04] this problem was tackled via Dirichlet form techniques in dimension d = 1.
In considering the ∇φ interface model with reflection on a hard wall and additionally putting a pinning effect on that wall, we are dealing with the so-called wetting model. In dimension d = 2 this model describes the wetting of a solid surface by a fluid. The static wetting model was studied recently in [DGZ05] , see also [CV00] . Considerations of the Ginzburg-Landau dynamics with reflection on a hard wall under the influence of an outer force, causing e.g. a mild pinning effect on the wall can be found in [Fun03] .
In [Fun05, Sect. 15 .1] J.-D. Deuschel and T. Funaki investigated the scalar field φ t := φ t (x) x∈Λ , t ≥ 0, described by the stochastic differential equations dφ t (x) = −½ (0,∞) φ t (x) y∈Λ |x−y|euc=1 t (x) denotes the local time of φ t (x) at 0 and the pair interaction potential V is again symmetric, strictly convex and C 2 .
For treating this system of stochastic differential equations the authors gave reference to classical solution techniques as developed e.g. in [IW89] . The methods provided therein require more restrictive assumptions on the drift part as in our situation (we only need that the drift part is continuous, not necessarily Lipschitz continuous), moreover, do not apply directly (the geometry differs). First steps in the direction of applying [IW89] are discussed in [Fun05] by J.-D. Deuschel and T. Funaki. First we use Dirichlet form techniques in order to construct solutions in the sense of the associated martingale problem for general Wentzell type boundary conditions. Then, by providing a Skorokhod decomposition for the constructed process, we can show that this process solves the stochastic differential equation
weakly in the sense of N. Ikeda and Sh. Watanabe, see e.g. [IW89] , for E-quasi every starting point. Here E := [0, ∞) n , n ∈ N, is the state space, j ∈ I := {1, . . . , n}, B I, E + (B) := x ∈ E | x i > 0 for all i ∈ B ⊂ ∂E, (B j t ) t≥0 are one dimensional Brownian motions with B j 0 = 0, j ∈ I, and ̺ is a positive, continuously differentiable density on E such that √ ̺ is in the Sobolev space of weakly differentiable functions onE, square integrable together with their derivative. ̺ continuously differentiable on E is equivalent to the drift part ∂ j ln(̺) j∈I being continuous. The stochastic differential equation (1.2) can be rewritten as
or equivalently
Hence we obtain a weak solution to (1.1) in the sense of N. Ikeda and Sh. Watanabe under rather mild assumption on the underlying pair interaction potentials. A Skorokhod decomposition for reflected diffusions on bounded Lipschitz domains with singular non-reflection part was provided by G. Trutnau in [Tru03] . Here we consider the case of Wentzell type boundary condition. As far as we know our considerations are the first with regard to construction and analysis of the dynamical wetting model in finite volume. Our approach is based on Dirichlet form techniques. Since we obtain a one to one correspondence to the functional analytic tool, as Dirichlet form and operator semigroup, we expect this method in future to be useful in view of studying scaling limits for the underlying system of stochastic differential equations as done in e.g. [Zam04] . Dirichlet form methods in the context of Wentzell boundary condition were introduced in e.g. [VV03] . Here, however, in view of our application we construct via the underlying bilinear form a dynamics even on the boundary. In [VV03] a static boundary behavior is realized. An overview of the state of the art in the framework of interface models is presented in e.g. [Gia02] , [Fun05] .
Our paper is organized as follows. In Section 2 we provide the functional analytical background to apply Dirichlet form methods in order to tackle the problem of the dynamical wetting model. We analyze the bilinear form (2.3) and prove in Theorem 2.13 that E, D(E) is a conservative, strongly local, regular, symmetric Dirichlet form on L 2 E; µ n,s,̺ . In Section 3 we present the probabilistic counterpart of Section 2. The main result of this section is obtained in Theorem 3.1, where we show that E, D(E) has an associated conservative diffusion process M, i.e., an associated strong Markov process with continuous sample paths and infinite life time. Since M solves the martingale problem, see Theorem 3.2, for the corresponding generator H, D(H) it can be considered as the solution of a stochastic differential equation. The diffusion process M is analyzed in Section 4. Here we provide in Corollary 4.16 a Skorokhod decomposition of M. Finally, we apply our results to the problem of the dynamical wetting model, see Theorem 5.4, Theorem 5.9, Theorem 5.10 and Corollary 5.11.
The following list of main results summarizes the progress achieved in this paper.
(i) We construct conservative diffusion processes in [0, ∞) n , n ∈ N, with the competing effects of reflection and pinning at the boundary under mild assumptions on the drift part, see Theorem 3.1 and Theorem 3.2.
(ii) We provide a Skorokhod decomposition of the constructed process and thereby justify that the process solves the underlying stochastic differential equations weakly in the sense of N. Ikeda and Sh. Watanabe for E-quasi every starting point. Moreover, we illustrate the behavior of the process at the boundary, see Corollary 4.16.
(iii) Our general considerations apply to the construction of the dynamical wetting model in finite volume and all dimensions d ∈ N for a large class of pair interaction potentials, see Theorem 5.9, Theorem 5.10 and Corollary 5.11.
The functional analytical background
Let n ∈ N, I := I n := 1, . . . , n and E := E n := [0, ∞) n . We have thatE = (0, ∞) n and we denote by ∂E the boundary of E. For each x ∈ E we set I 0 (x) := i ∈ I x i = 0 and I + (x) := i ∈ I x i > 0 , and define for A, B ⊂ I,
respectively.
Remark 2.1. We have the decomposition
In particular,
On E, B E with B E being the trace σ-algebra of the Borel σ-algebra B(R n ) on E we define for fixed s ∈ (0, ∞) the measures
where #S gives the number of elements in a set S, dx i with
where µ ̺,n,s
Proposition 2.6. Suppose that Condition 2.2 is satisfied. Then E, D is a symmetric, positive definite bilinear form which is densely defined on L 2 E; µ n,s,̺ .
Proof. That the bilinear form is densely defined we obtain by Proposition 2.5. The rest follows directly by definition.
To prove closability of the underlying bilinear form, we have to put an additional restriction on the density ̺. For ∅ = B ⊂ I we define
where B ε (x) := y ∈ E + (B) |x − y| euc ≤ ε and | · | euc denotes the norm induced by the euclidean scalar product on R n and for ∅ = B ⊂ I, E + (B) is the closure of E + (B) with respect to | · | euc .
Lemma 2.8. Let Condition 2.7 be satisfied.
) .
Here (ii) There exists C 2 (ϕ, B) ∈ (0, ∞) such that
2 Ω, µ n,s,̺ . By a multiple application of part (i) we obtain
Proposition 2.9. Suppose that Conditions 2.2 and 2.7 are satisfied. Then E, D is closable on L 2 E; µ n,s,̺ . Its closure we denote by E, D(E) .
. Using Lemma 2.8(i) we obtain that
This, together with an integration by parts, triangle inequality, Lemma 2.8(ii) and the fact that
and closability is shown.
Remark 2.10. Since E, D is closable on L 2 E; µ n,s,̺ by Proposition 2.9 we have that D(E) is complete with respect to the norm
. 
Hence E, D(E) is strongly local.
Next we prove conservativity. ½ E ∈ L 2 E; µ n,s,̺ by Condition 2.2. We show that ½ E ∈ D(E).
Using (2.4) and (2.5) we easily obtain by applying Cauchy-Schwarz inequality that (f k ) k∈N is
and conservativity is shown.
Finally, we end up with the following result.
Theorem 2.13. For fixed n ∈ N, s ∈ (0, ∞) and density function ̺ we have that under Conditions 2.2 and 2.7
B , is a densely defined, positive definite, symmetric bilinear form, which is closable on L 2 E; µ n,s,̺ . Its closure E, D(E) is a conservative, strongly local, regular, symmetric Dirichlet form on L 2 E; µ n,s,̺ .
Proof. See Propositions 2.6, 2.9, 2.11 and 2.12.
Generators
By Friedrichs representation theorem we have the existence of the self-adjoint generator
Proposition 2.14. Suppose that Conditions 2.2 and 2.7 are satisfied. There exists a unique, positive, self-adjoint, linear operator
Proof. Using Proposition 2.9 this is a direct application of [FŌT94, Coro. 1.3.1].
We need additional assumptions on the density function ̺ in order to give a characterization of the generator H on a certain subset of its domain D(H).
Condition 2.15.
, where H 1,2 (E) denotes the Sobolev space of weakly differentiable functions on E, square integrable together with their derivative.
(ii) ̺ ∈ C 1 (E), where C 1 (E) denotes the space of continuously differentiable functions on E. 
being continuous.
Proposition 2.17. Suppose Conditions 2.2, 2.7 and 2.15 are satisfied. For functions
we have the representation
.
Remark 2.18. Elements from D Wentzell are said to fulfill a Wentzell type boundary condition.
c (E). In order to show this representation we carry out an integration by parts. We start with B = I, i.e., #B = n:
Next we consider all B ⊂ I such that #B = n − 1, i.e.,
3
Combining all this yields
Now using Wentzell type boundary condition we obtain the desired result.
The associated Markov process
Since E, D(E) is a regular, symmetric Dirichlet form on L 2 E; µ n,s,̺ which is conservative and possesses the strong local property, we obtain the following theorem, where T t t>0 denotes the Theorem 3.1. Suppose that Conditions 2.2 and 2.7 are satisfied. Then there exists a conservative diffusion process (i.e. a strong Markov process with continuous sample paths and infinite life time)
; µ n,s,̺ and all t > 0 the function
is a E-quasi continuous version of T t f . M is up to µ n,s,̺ -equivalence unique. In particular, M is µ n,s,̺ -symmetric, i.e.,
and has µ n,s,̺ as invariant measure, i.e.,
In the above theorem M is canonical, i.e., Ω = C 0 [0, ∞), E , the space of continuous functions
Proof. See e.g. [MR92, Chap. V, Theo. 1.11].
Theorem 3.2. The diffusion process M from Theorem 3.1 is up to µ n,s,̺ -equivalence the unique diffusion process having µ n,s,̺ as symmetrizing measure and solving the martingale problem for H, D(H) , i.e., for all g ∈ D(H)
is an F t -martingale under P n,s,̺ x (hence starting in x) for E-quasi all x ∈ E. E-quasi all x ∈ E or E-quasi every x ∈ E (abbreviated by q.a. x ∈ E or q.e. x ∈ E, respectively) means all x ∈ E except those contained in a set of E-capacity zero. 
Analysis of the stochastic process by additive functionals
Throughout this section we assume that we are given the regular, symmetric Dirichlet form E, D(E) on L 2 E; µ n,s,̺ which is conservative and possesses the strong local property, see Section 2, and the associated diffusion process M from Section 3. Let g ∈ D(E) be essentially bounded. Due to [FŌT94, Sect. 3 .2] there exists a unique, finite, positive Radon measure ν g on E, B E satisfying
Remark 4.1. For an essentially bounded g ∈ D(E) the measure ν g is called the energy measure of g.
Proposition 4.2. Suppose that Conditions 2.2 and 2.7 are satisfied. Let g ∈ D ⊂ D(E). Then the energy measure ν g of g is given by
Proof. First let f, g ∈ D. Then we have
by Hölder inequality. Hence
Proposition 4.3. Suppose Conditions 2.2, 2.7 and 2.15 are satisfied. Let f, g ∈ D ⊂ D(E). Then
Proof. This representation is valid due to the integration by parts carried out in the proof of Proposition 2.17. (A1) A t is F t -measurable for each t ≥ 0.
(A2) There exists Λ ∈ F ∞ with P n,s,̺ x (Λ) = 1 for all x ∈ E, Θ t Λ ⊂ Λ for all t > 0 and for each ω ∈ Λ, t → A t (ω) is right continuous and has left limit on 0, ∞ satisfying (i) A 0 (ω) = 0, and
The set Λ in the above is called a defining set for A t t≥0 . An A t t≥0 is said to be finite if A t (ω) < ∞ for all t ∈ [0, ∞) and each ω in a defining set. An A t t≥0 is said to be continuous if [0, ∞) ∋ t → A t (ω) ∈ R is continuous for each ω in a defining set. A continuous AF A t t≥0 consisting of a family of [0, ∞]-valued functions A t : Ω → [0, ∞] is called a positive continuous AF (PCAF in abbreviation). The set of all PCAFs we denote by A + c . Moreover, we call an AF which is also a square integrable martingale with respect to F t t≥0 a martingale AF (MAF in abbreviation).
Lemma 4.5. Suppose that Conditions 2.2 and 2.7 are satisfied. Let 0 ≤ g ∈ C 0 E and M ∈ B E Then A := (A t ) t≥0 with
is a PCAF, i.e., A ∈ A + c . If g is bounded, A is even finite. Proof. Clearly, A t is F t -measurable for each t ≥ 0. Since M is a diffusion process of infinite life time we can choose as defining set Λ the set of all ω ∈ Ω such that X · (ω) is continuous. For all t 1 , t 2 ≥ 0 and ω ∈ Ω we have
and in particular, A 0 (ω) = 0. A is a continuous AF, since g is continuous. A is clearly positive and in case of bounded g finite.
Given M and a positive measure µ on E, B E we define a positive measure P µ on (Ω, F) by
Now we want to assign to the measures ν g from Proposition 4.2 and ν f from Proposition 4.3 the corresponding additive functionals (AFs). In order to do this we make use of [FŌT94, Theo. 5.1.3].
We consider the following classes of measures.
Definition 4.6 (smooth measure, measure of finite energy integral). We denote by S the family of smooth measures, i.e., all positive Borel measures µ on B E such that µ charges no set of E-capacity zero and there exists an increasing sequence F k k∈N of closed sets in E such that µ F k < ∞ for all k ∈ N and lim k→∞ cap E K \ F k = 0 for any compact set K ⊂ E. Here cap E S denotes the E-capacity of a set S ⊂ E. A positive Radon measure µ on B E is said to be of finite energy integral if
for some C 4 ∈ (0, ∞). We denote by S 0 the set of all positive Radon measures of finite energy integrals.
Remark 4.7. A positive Radon measure µ on B E is of finite energy integral if and only if there exists for each α > 0 a unique U α µ ∈ D E such that
where
Definition 4.8 (α-potential ). We call U α µ from Remark 4.7 an α-potential and denote by S 00 the set of all finite µ ∈ S 0 such that U 1 µ L ∞ (E;µn,s,̺) < ∞.
Lemma 4.9. Let µ ∈ S 00 be a finite measure and g : E → [0, ∞) measurable and bounded. Then µ g := gµ ∈ S 00 .
Proof. Since the finite measure µ is of finite energy integral and g is bounded, µ g is bounded and of finite energy integral. Let h ∈ D E ∩ C c (E) such that h ≥ 0. We have that g ≤ C 5 for some C 5 ∈ (0, ∞) and
where for τ ≥ 0, p τ h := T τ h denotes an E-quasi continuous version of T τ h. given by
Proof. Let B ⊂ I. In order to show that µ B ∈ S 00 we first prove that µ It is left to show that the corresponding 1-potential is essentially bounded. In the same way as in the proof of Proposition 2.12 we obtain that E 1 ½ E , g = E g µ n,s,̺ for all g ∈ D(E) ∩ C c (E), i.e., U 1 µ n,s,̺ = ½ E ∈ D(E). Moreover, we have that 
Proposition 4.12. Suppose Conditions 2.2 and 2.7. Let η ∈ C 0 (E) such that η ≥ 0. (ii) If, moreover, η has compact support, then µ η ∈ S 00 .
Proof. (i) Since µ ∈ S 00 ⊂ S, there exists a generalized compact nest
We have that
On the other hand,
Since ηf : E → [0, ∞) is measurable and µ is in Revuz correspondence with A t t≥0 we obtain that (4.3) equals (4.4) and the desired statement follows.
(ii) This follows by Lemma 4.9.
Remark 4.13. If µ 1 , µ 2 ∈ S 00 with Revuz corresponding AFs A 1 , A 2 , respectively. Then µ 1 +µ 2 ∈ S 00 with Revuz corresponding AF A given by A := A 1 + A 2 .
Theorem 4.14. Suppose Conditions 2.2, 2.7 and 2.15 are satisfied. Let f ∈ D. Then
− a.s. for q.e. x ∈ E, (4.5)
t is a MAF with quadratic variation
Remark 4.15. Note that the decomposition (4.5) is valid P n,s,̺ x −a.s. for q.e. x ∈ E. This is weaker then the statement in [FŌT94, Theo. 5.2.5] where the decomposition holds P n,s,̺ x −a.s. for each x ∈ E. This is caused by the fact that in our setting we do not know if the absolute continuity condition is fulfilled.
Proof. We have to check the assumptions of [FŌT94, Theo. 5.2.5]. f ∈ D ⊂ D E is clearly bounded and continuous. The measure ν f ∈ S 00 due to Proposition 4.2, Theorem 4.11, Proposition 4.12(ii) and Remark 4.13 applied inductively. In addition, these results yield that ν f is in Revuz correspondence with the PCAF
We can split the densities contained in ν f into positive and negative part. This yields two positive Radon measures ν 
and we obtain that
Corollary 4.16. Let j ∈ I. We denote by π j : R n → R, x → x j , the projection on the j-th coordinate. Then under the assumptions of Theorem 4.14 the process M is characterized via its coordinate processes X j t t≥0
where (B j t ) t≥0 is a one dimensional Brownian motion with B j 0 = 0. Proof. We consider
Furthermore, we define
(τ k ) k∈N is a sequence of stopping times with τ k ↑ ∞ as k → ∞. Now using the decomposition (4.5) we obtain for k ∈ N and j ∈ I the representation
Additionally we have that the quadratic variation I and j, k ∈ B we obtain that
= 2δ jk t, where δ jk denotes the Kronecker delta. Therefore, on the boundary parts E + (B) of ∂E the constructed process is a (#B)-dimensional Brownian motion scaled by √ 2 when it spends time there.
5 Application to the dynamical wetting model in 
N ∈ N we consider the space of interfaces 
where the pair interaction potential V fulfills Condition 5.1 below.
, is continuously differentiable and symmetric, i.e., V (−r) = V (r) for all r ∈ R. Moreover, the following integrability conditions are satisfied:
where A natural distribution on the space of interfaces Ω
is given by the probability measure µ . Next we define the probability density
Hence we can rewrite (5.2) as
For each φ ∈ Ω 
