Quantum algorithms have been developed for efficiently solving linear algebra tasks. However they generally require deep circuits and therefore universal fault-tolerant quantum computers. In this work, we propose variational algorithms for linear algebra tasks that are compatible with Noisy Intermediate Scaled Quantum devices. We show that the solutions of linear systems of equations and matrix-vector multiplications can be translated as the ground states of the constructed Hamiltonians. Based on recently proposed variational quantum algorithms, we introduce Hamiltonian morphing together with an adaptive ansatz for efficiently finding the ground state. As the ground state always has zero energy, it also enables us to verify the solution. Our algorithms have wide applications in machine learning and optimisation problems, and the algorithm for matrix multiplications can be also used for variational Hamiltonian simulation. Finally, we conduct numerical simulations of the algorithm for solving linear systems of equations.
Introduction.-Quantum computing has wide applications in various linear algebra tasks. A prominent example is the quantum algorithm for solving linear systems of equations by Harrow, Hassidim, and Lloyd (HHL) in Ref. [1] . Given an N by N sparse matrix M and a state vector |v 0 , the HHL quantum algorithm can prepare a state that is proportional to |v M = M −1 |v 0 , with a complexity polynomial in log 2 N and condition number c, which is the ratio of the largest eigenvalue to the smallest eigenvalue of a given matrix. As classical algorithms generally have polynomial complexity in N , the HHL algorithm suggests exponential speed-ups of quantum computers. Recent developments of quantum algorithms for linear systems of equations can be found in Ref. [2] [3] [4] [5] [6] [7] [8] . Another common linear algebra task is matrix-vector multiplication by applying a sparse matrix M to a vector |v 0 as |v M −1 = M |v 0 . The quantum algorithms for linear equations can be similarly applied for matrix-vector multiplications. Furthermore, they can be applied for quantum optimisation and machine learning [9] [10] [11] .
The conventional quantum algorithms generally require a long-depth circuit for a fault tolerant quantum computer. This is challenging for current technology. Recently, there has been great interest in quantum computing in the Noisy Intermediate Scaled Quantum (NISQ) regime, for finding energy spectra of a many-body Hamiltonian [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , simulating real and imaginary time dynamics of many-body systems [24] [25] [26] [27] [28] [29] , applications with machine learning [30] [31] [32] [33] [34] [35] [36] [37] , circuit learning [38] [39] [40] [41] [42] , and others [43, 44] . These algorithms are generally hybrid in a sense that they only solve the core problem with a shallow quantum circuit and leave the higher level calculation to be performed with a classical computer. Furthermore, even without error correction, noise in the shallow circuit implementation can be suppressed via error mitigation [24, [45] [46] [47] [48] [49] [50] [51] [52] , indicating the feasibility of quantum computing with NISQ hardware.
In this work, we propose variational algorithms for linear algebra problems, including linear systems of equations and matrix-vector multiplications, implemented with NISQ hardware. The main idea is to construct a many-body Hamiltonian so that its ground state corresponds to the solution of the linear algebra problem. Then we apply the recently proposed variational methods, such as variational quantum eigensolver (VQE) [12] or imaginary time evolution (ITE) [25, 26] , to find the ground state and hence the solution. We also introduce Hamiltonian morhping with an adaptive ansatz to address the barren plateau problem [53] . Different from the conventional scenario where the ground state energy is generally unknown, the ground state energy of the linear algebra Hamiltonians is designed to be zero in our algorithms, and this further enables us to verify the correctness of the solution. Meanwhile, we show that the variational matrix-vector multiplication algorithm can be applied for Hamiltonian simulation as an alternative to the one proposed by Li and Benjamin [24] . Finally, we present numerical simulation results for solving linear systems of equations with random matrices that have sizes up to 64*64.
Variational algorithms for linear algebra.-We first introduce our variational algorithms for matrix-vector multiplication. Given a sparse N by N matrix M and an initial state vector |v 0 , our task is to calculate the normalised state with energy 0. Using universal quantum computers, one may apply the conventional techniques [54, 55] , such as adiabatic state preparation and phase estimation to find the ground state of H M . With NISQ devices, we can instead consider the variational method with a parametrised state. The main idea is to first consider a state or ansatz,
.., θ L ). Suppose the ground state of H M can be represented by the ansatz with certain parameters, the ground state finding problem is then converted to the minimisation,
with the solution given by |v M = |φ( θ min ) . The minimisation can be accomplished with various methods, such as gradient based classical optimisation VQE [12] , global search algorithms [23] , ITE [25, 26] , etc. In the main text, we focus on the VQE method and leave the discussion of other method in Supplementary Materials. With VQE via gradient descent [12] , we start with a guess of the solution, θ 0 and update the parameters along the negative gradient of the energy
where a is the time step, and T is the total number of steps. As the energy E M monotonically decreases with sufficiently small a, the solution via VQE always at least corresponds to a local minimum. Starting from several random initial positions, one may find the true solution, i.e., the global minimum. In conventional VQE, it is generally hard to verify whether the true ground state is achieved. As we will discuss shortly, we show that we can verify the correctness of the final state found. Next, we consider the problem of solving linear equations. Given a sparse N by N matrix M and an initial state vector |v 0 , we want to calculate
where
When the matrix M is not Hermitian, it can always be converted into an equivalent problem with a Hermitian matrix by doubling the number of qubits [1] . We therefore focus on the case where M is Hermitian and invertible. It is not hard to see that the solution |v M −1 is the ground state of the Hamiltonian
with energy 0. Again, one can apply adiabatic algorithms to find the ground state with a universal quantum computer [8] . Here, we focus on the variational algorithm and consider the following optimisation problem
with |v M −1 = |φ( θ min ) . With VQE, we start with a guess θ 0 and update the parameters by
with energy
and total number of steps T . Implementation with quantum circuits-Now, we consider the implementation of our algorithms with quantum circuits. To realise the VQE optimisation, we need to obtain ∇E M −1 or ∇E M , which can be estimated either with the finite difference formulae or quantum gradient finding methods recently considered in Ref. [24, 56, 57] . For simplicity, we only focus on E = E M in the main text and leave the discussion of E = E M −1 in Supplementary Materials.
With the finite difference formulae, each component
with an arbitrary angle θ. Suppose M can be decomposed as M = j λ j σ j , we can then obtain E M ( θ) as
For each term, we denote φ( θ)| σ i |v 0 = 0|U |0 with U = U ( θ) † σ i U v0 and |v 0 = U v0 |0 . The real and imaginary part of φ( θ)| σ i |v 0 can be evaluated with the Hardamard test or swap test quantum circuits. Suppose M consists of a polynomial number (with respect to the number of qubits) of tensor products of local operators σ j , we can then measure each term and efficiently calculate E M ( θ). Meanwhile, even if M = j λ j σ j has exponential terms with respect to the number of qubits, the algorithm is still efficient if we can efficiently sample the probability distribution |λ i |/ i |λ i | with a polynomial dependence of i |λ i | on the number of qubits. This includes cases where the coefficients have analytical expressions, which enables efficient sampling, or the matrix is an oracle-based sparse matrix.
With the quantum gradient finding method, we first express the gradient as
The term v 0 | M † |φ( θ) can be efficiently measured with the aforementioned method. To measure
∂θi M |v 0 , we have to first decompose the derivative of the state as
Here |φ
, and the derivative of the unitary is decomposed as Solution verification.-After finding the solution, it is also practically important to verify whether it is the correct one. This is in general impossible for conventional VQE as neither the ground state nor the ground state energy is known. However, we can verify the solution of the linear algebra problems as the exact solution should always have zero energy. We first consider the matrixvector multiplication problem. With a solution |φ( θ min ) , we can estimate
Therefore, we can also have the fidelity of |φ( θ min ) to the exact solution |v from the energy E M ( θ min ) and the solution can be verified as correct whenever
Similarly, the solution of the linear equation can be verified by measuring the energy E M −1 ( θ min ) to be close to 0. Note that the fidelity
Alternatively, we can verify the solution by checking whether |v 0 ∝ M |φ( θ min ) is satisfied. Therefore, we can mea-
and the solution is verified as correct when the value is close to 1. This can be an alternative cost function for VQE and we leave the discussion to future works.
Optimisation via Hamiltonian morphing.-The VQE method tries to find the global minimum of a large multiparameter space. For each trial, one starts from a randomly initialised parameter set and obtains a local minimum after several optimisation steps. One can then verify whether the solution is correct by measuring the energy and restart from another random parameter set until the energy is close to 0. This may need to be repeated many times until a satisfactory solution can be found. There are several potential issues that can affect the practical performance. First, as the parameter space is large, it may require a large number of repetitions starting from different initial random parameters. This is a common issue in optimisation and machine learning, where a combination of different algorithms may help to speed up the search time. A more serious problem is that the gradient may vanish for randomly initialised parameters in some random quantum circuits of large systems [53] . In quantum computational chemistry, physically motivated ansatz and a good guess of initial parameters are considered to avoid vanishing gradient, see Refs. [58, 59] for recent reviews. However, this is not straightforward for the linear algebra tasks.
Here we propose a Hamiltonian morphing optimisation method to avoid these problems. Similar methods have been introduced in Refs. [60, 61] for variational quantum simulation. The morphing method is an analog to adiabatic state preparation, where one slowly varies the Hamiltonian from H i to H f , as to gradually evolve the corresponding ground state from |ψ i to |ψ f . For our morphing method, we consider the linear equation problem as an example and it works similarly for the matrixvector multiplication problem. Denote a time-dependent Hamiltonian H M −1 (t) = M (t)(I − |v 0 v 0 |)M (t) with M (t) satisfying M (t = 0) = I and M (t = T ) = M respectively. Our algorithm starts from the ground state |v 0 of H M −1 (0) and reaches the ground state of the target Hamiltonian H M −1 (T ) as follows. Consider discretised time step δt and M (t) = (1 − t/T )I + t/T · M . 1. At the n = 0 step with time t = 0, we denote the parameters that represent |v 0 as θ(0), i.e., |v 0 = |φ( θ(0)) . 2. At the n th ∈ [1, T /δt) step, we use parameters θ((n − 1)δt) found in the last step for H M −1 ((n − 1)δt) as the initial position to find parameters θ(nδt) that correspond to the ground state of H M −1 (nδt).
For any positive matrix M , when we use a sufficiently small δt and a powerful enough ansatz, our method is guaranteed to find the exact solution according to the adiabatic theorem [62] . For a general M , one can introduce an extra qubit so that the gap H M −1 (t) is nonvanishing. We refer to Ref. [8] for details. In practice, the initially specified ansatz may not be powerful enough to represent the states at all time t. Fortunately, when the ansatz is insufficient at any time t, one can detect it by measuring a high averaged energy. Then one can either simply choose a more powerful ansatz or adaptively vary the ansatz by changing its structure and adding more gates [40] . Note that this is in general not possible for conventional many-body ground state problems with VQE, owing to the unknown ground state energy.
Hamiltonian simulation.-Our algorithms can be useful for tasks in quantum machine learning and optimisation. The matrix-vector multiplication algorithm can also be applied for variational Hamiltonian simulation. Starting from |ψ 0 , the Hamiltonian simulation task is to prepare the state |ψ t = e −iHt |ψ 0 at time t with sparse Hamiltonian H. For instance, when the Hamiltonian can be decomposed as a linear sum of polynomial terms H = j λ j σ j , we can make use of the Trotterization method to have
with K Trotter steps. As the circuit depth increases with the evolution time, the circuit depth can be large for long evolution time. The variational quantum algorithm for simulating real-time dynamics with a constant circuit depth has been proposed by Li and Ben-jamin [24] . Here, we present an alternative algorithm based on matrix-vector that can be more robust to the one in Ref. [24] . The key idea of Ref. [24] is to prepare the state at any time t via a parametrised state |φ( θ(t)) and update the parameters from θ(t)) to θ(t + δt)) that effectively realise e −iHδt |φ( θ(t)) via a deterministic process θ(t + δt)) = θ(t) +˙ θ(t)δt witḣ
. Each term of A and C can be efficiently measured via a quantum circuit.
Instead of deterministically obtaining θ(t + δt)) viȧ θ(t), we make use of the algorithm introduced in this paper. That is, to realise e −iHδt |φ( θ(t)) , we can consider M = e −iHδt ≈ 1 − iHδt and update the parameters as |φ( θ(t + δt)) = M |φ( θ(t)) . Therefore, for each time step, we can update the parameters according to the matrix-vector algorithm.
Numerical simulation.-We numerically test the variational algorithm for solving linear systems of equations. The simulation is based on the Quantum Exact Simulation Toolkit (QuEST) package [63] , which is a high performance classical simulator of general quantum circuits. In our simulation, we consider 2 n by 2 n positive complex Hermitian matrices M with n qubits. Note that even though the matrix size is assumed to be an exponential of 2, an m by m matrix with 2 n−1 < m ≤ 2 n can be also handled with an n-qubit circuit. The matrix is randomly generated with a given condition number c and the input state is also randomly generated. As we use no prior information of the matrix, we consider the ansatz as shown in Fig. 1 , where each green blocks V i has a fixed structure. We also vary the number of blocks, called the circuit depth m, to endow the ansatz with different powers. In a more practical scenario, we can assume that we have a sparse decomposition of the matrix and the input state is simple to prepare or it is obtained from a previous calculation. We can also try different ansätze such as the Hamiltonian anstaz, defined based on the Pauli decomposition of the matrix. As this work only aims to verify the basic function of the algorithm, we leave the simulation of the practical cases to a future work.
We also implement the optimisation based on Hamiltonian morphing with an adaptive ansatz. We divide the total time T into 10 intervals with an equal duration, where T ranges from 20 to 100 depending on the matrix size. At t = 0, we set H M −1 = I − |v 0 v 0 | with the ground state being the input state |v 0 and start with all single-qubit gates parameterised with a small random rotation angle. In the i th variational cycle, the gradient descent method is used to search for the ground state energy of a time-dependent Hamiltonian H M −1 (t) = M (t)(I − |v 0 v 0 |)M (t) with M (t) = (1 − i/10)I + i/10 · M , and a step size δt = 0.1. We choose initial parameters to be the ones obtained from In total n qubits are required to solve a problem with a 2 n * 2 n matrix. Here, Ry and Rz represent single qubit rotations around the Y and Z axes, respectively. The rotation angle (parameter) for each singlequbit gate is initialised from a small random value, which is updated in each of the variational cycle. At the beginning two single-qubit gates are applied to each of the data qubit, followed with sets of CNOT gates, as depicted as the green block V . Within each set, a CNOT gate is followed with two single-qubit gates. The number of sets represents the depth of the circuit, which is gradually increased until a desired target state is found. In the end, a set of CNOT gates is applied, which is in the reversed order as in V . The aim for this set is to ensure that the eigenstate can be found at t = 0, when the Hamiltonian morphing technique is applied. the previous cycle. A small circuit depth m is tried at the beginning and is increased gradually until the fidelity of the qubit state to the target state is higher than 99%, which is regarded as a success.
We study the complexity of our algorithm with respect to the matrix size and the condition number of the matrix. We first fix the matrix size to be 2 6 * 2 6 with 6 qubits and consider random matrices with different condition numbers. For different condition numbers from 10 to 100, we test our algorithm with different circuit depth. For each case, we run 4940 random trials to calculate the averaged success probability with results shown in Fig. 2 . Not surprisingly, we found that a larger circuit depth ansatz generally leads to a higher success probability. We also obtain the minimum depth that is required to guarantee the success of finding |v M −1 , plotted as an insert. Overall, we find that the minimal required depth varies linearly with the condition number.
Next, we vary the size 2 n * 2 n of the matrix M , by changing the number of data qubits n in the circuit ansatz. For an n-qubit system, the condition number is Circuit depth FIG. 2. The probability to find the target state with increasing condition number and circuit depths. This experiment is based on a 6-qubit circuit, thus the matrix size is fixed to be 64 *64. For a given condition number, the success (having a solution with a fidelity higher than 99%) probability is shown for the circuit with increasing depths, until it reaches 100% (i.e., all the 4940 runs). The minimum depth required to find the target state with 100% success probability is plotted in the inserted graph.
adopted as c = 10n. As shown in Fig. 3 , the circuit depth leading to a non-zero success probability also increases with respect to the number of qubits. The inserted plot shows the minimum circuit depth for achieving a 100% success probability. Overall, we find a super-linear increase of the circuit depth with respect to the number of qubits. This is not surprising as we consider random matrices with random input states. Even though we consider fixed condition numbers, it only determines properties of eigenvalues of the matrix. For any matrix M , all other matrices U M U † with unitary U have the same eigenvalues and hence the same condition number. As the unitary U is an arbitrary unitary, it can lead to a general solution state, which may not be able to be prepared with shallow circuits. This explains the super-linear dependence of the circuit depth with respect to the number of qubits. One possible solution to this problem is to consider sparse matrices as in Ref. [1] . Meanwhile, a better ansatz whose design is informed by the matrix can be designed. For example, we note that the chosen ansatz is not optimal for the problem, and a much more compact one can be obtained from circuit compiling [40] as shown in the Supplementary Materials. As our algorithm has the capability of verifying the solution, it also enables us to dynamically varying the ansatz until the solution is found. In our simulation, we dynamically increase the circuit depth and we expect more profound circuit mor- 3 . The probability to find the target state with increasing number of qubits and circuit depths. For a given number of qubits, circuit depth is increased gradually until the probability reaches 1. The inserted graph shows the minimum depth found in the simulation when the target state is found with 100% probability.
phing techniques can be designed and exploited. Discussion.-In this work we present variational algorithms for solving linear algebra problems including linear system of equations and matrix-vector multiplications with NISQ devices. We design a Hamiltonian with the ground state as the solution of the target problem, and solve it with the recently-proposed variational algorithms. As the ground state has zero energy, it also enables us to verify the solution and adjust the ansatz. We also introduce the Hamiltonian morphing technique to avoid local minima and to accelerate the search progress, and numerically verify our algorithm for solving the linear systems of equations. Owing to computation limitations, we consider randomly chosen matrices with a small range of matrix size. Within this range and with the nonoptimal ansatz, the result suggests that the circuit depth based on our algorithm scales linearly with the condition number and super-linearly with the number of qubits. We expect further improvements of the performance of the algorithm for sparse matrices together with more sophisticated ansätze. We also expect that our results may shed light on quantum machine learning and quantum optimisations in the NISQ era.
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