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1
Introduction
“The whole of science is nothing more than
the refinement of everyday thinking.”
— Albert Einstein
2 Chapter 1. Introduction
1.1 State of the Art
The thesis is concerned with the old fashioned problem of studying the dynamics of
the Solar System, paying particular attention to the problem of the stability of the
planetary motions. Leaving for the technical part of the thesis the discussion about
the exact meaning of the word “stability” when applied to the planets, we may ask, in
rough terms: “Will the orbits of the planets remain essentially unchanged forever or,
at least, for a time comparable with the age of the Universe? May a collision between
two planets, or falling of a planet onto the Sun, or ejection of a planet occur?”.
The answer to such questions is still unknown. The present thesis is devoted to
a study of this problem in the light of two recent theorems, the first one is due to
Kolmogorov (1954), the second one to Nekhoroshev (1978).
Since antiquity, the Solar System has fascinated humanity, both due to the intrinsic
beauty of the sky and to the evident impact of astronomical phenomena on the common
life, in particular on agriculture and navigation. It was soon observed that among the
stars that appear to be fixed on a sphere surrounding the Earth, there were also a few
wandering stars then called planets (i.e., wandering bodies). Moreover, strange objects
like comets did appear from time to time, and solar and lunar eclipses were observed.
The first efforts made by astronomers in order to predict the celestial phenomena in-
troduced very clever geometrical methods. The underlying idea was that the planetary
motions exhibit some periods that can be experimentally determined by accumulat-
ing enough observations. This kind of motion is known today as a quasi-periodic one.
Among the beautiful geometric tools we may quote eccentrics, equates and epicycles,
the latter representing the classical version of the Fourier series. The ancient astronomy,
in particular the Greek one, has been remarkably successful in predicting the motions
of the planets and the eclipses. The methods based on epicycles expansion represented
the main tools of astronomy up to Copernicus and Kepler.
In 1609 Kepler, following Copernicus who had resurrected an old idea of Anassi-
mandros, placed the Sun at the center of the Universe and, trying to reconstruct the
orbit of Mars using the observations of Tycho Brahe, showed that the planets described
ellipses around the Sun and stated the first two laws — the elliptic form of the orbit
and the law of the areas. Ten years later, in 1618, he completed his work by adding
the third law, namely the proportionality between the cube of the semi-major axis of
the orbit and the periods of revolution of a planet — thus concluding his twenty years
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long research on the harmony of the Universe. In this model, after every revolution,
each planet returns at the starting point and so retraces the same ellipse. This idea
of a perfectly stable Solar System in which all orbits were periodic would not remain
unchanged for long. Actually, it was Kepler himself who realized that there are slow
deviations from the elliptic motion. By comparing his calculations with ancient reports
he remarked that the positions of the two biggest planets exhibit systematic deviations
that had become observable after one and half a century only: Jupiter appeared to
approach the Sun, while Saturn appeared to recede from it. Thus, he concluded that
secular motions — Kepler named them so — should be added to the elliptic one, in
some sense attempting at introducing new periods, but he was unable to identify the
actual corrections. By the way, the deviations observed by him are mainly due to what
is now called the great inequality of Jupiter and Saturn, which has a period of about
920 years. The first attempt to calculate the secular variations on an empirical basis is
due to Halley around 1700. He just made a linear interpolation, adding a linear term to
the mean motion. Such a solution is clearly unsatisfactory, because a straightforward
calculation based on his corrections leads to the conclusion that about two millions
of years ago Jupiter and Saturn were on the same orbit. However it was enough for
practical purposes.
In 1687 Newton announced the law of universal gravitation. Kepler results were
recovered by restricting this law to the interactions of planets with the Sun alone, but
Newton’s law includes all the interactions: Jupiter is attracted by the Sun, as Saturn,
but also Jupiter and Saturn attract each other, and the same for the other planets and
in general for all celestial bodies. There are no more reasons to assume that the orbits
of the planets are fixed invariant ellipses, and Kepler beautiful regularity is destroyed.
Newton was well aware of this fact, and indeed in his treatise on optics he claims that
the motion of the planets can continue for long time obeying the law of gravitation,
but it may happen that the orbits change considerably, and the action of God may be
necessary in order to restore the initial configuration of the Solar System.
The problem whether the Newton theory may be able to account for the observed
deviations from the elliptic motion has been more and more emphasized during the
first half of the XVIII century, in particular by Lalande: the considerable accumulation
of observations and the improvement of the precision had made evident not only that
the problem raised by Kepler was a real one, but also that the empirical determination
of the secular terms introduced by Halley was not sufficient. The Academy of France
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announced some prizes for solving this problem, and this marked the beginning of
perturbation theory with the works of Euler, Lagrange, and Laplace.
We do not enter the long development of the investigations concerned with the
stability of the planetary system. We just recall that the common idea that the motions
of the planets are an excellent example of perfect order has been questioned after the
understanding of the effect of the resonances and of the role of the so called small
divisors, and in particular by the discovery of the existence of chaotic orbits in the
problem of three bodies, due to Poincare´.
The stability problem for the planetary motions was in some sense resurrected by
the announcement by Kolmogorov, in 1954, of the theorem on persistence under small
perturbations of quasi-periodic motions on invariant tori. If this is the case for the Solar
System, then the motion of the planets can be described essentially with the method
of epicycles (in the modern form of Fourier series). The more relevant differences are:
(a) the number of frequencies was unknown to the Greek astronomers up to Copernicus,
and new frequencies had to be introduced in order to make the calculus to agree with
observations, while in Kolmogorov theory the number of basic frequencies for a system
with N planets is fixed to be 3N , and (b) the actual frequencies can be calculated
as integer combination of the 3N basic frequencies on the basis of Newton’s law of
gravitation (possibly including relativistic corrections).
The announcement of Kolmogorov was immediately considered as the solution of
the problem of stability for the planetary system, at least in probabilistic sense: the
motion is predicted to be quasi-periodic for the majority of the initial conditions, with
the exception of a set of small measure in phase space. However, the statement of the
theorem contains the condition that the perturbation should be small enough, and it
was soon realized that one should prove that this is the case for our Solar System, for
which the actual perturbation is roughly evaluated as the ratio between the masses of
Jupiter and the Sun, i.e., about 10−3. A rough estimate, made by He´non on the basis
of Moser and Arnold proofs of the theorem of Kolmogorov, lead to the conclusion that
Jupiter should be smaller than a proton! Thus, hard work must be done in order to
prove that the theorem applies at least to a model of the planetary system that includes
the biggest planets.
A different approach was suggested by Littlewood in 1959 for the case of the La-
grangian triangular equilibria of the restricted problem of three bodies, and stated in
a more general form by Nekhoroshev in 1979. In the latter work the concept of ex-
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ponential stability is introduced: one renounces to perpetual invariance of the orbits,
just trying to prove that the critical orbital elements of the planets (i.e., semi-major
axes, eccentricities and inclinations) remain close to the current ones for a time which
grows as the exponential of a power of the inverse of the perturbation, and so it may
be much larger than the lifetime of the Solar System itself, e.g., the estimated age of
the Universe.
Besides the analytical results connected with the theorems of Kolmogorov and
Nekhoroshev, the availability of fast computers has opened the possibility of investi-
gating the planetary dynamics by numerically simulating the evolution of the system.
The first long-time integrations are due to Carpino, Milani and Nobili [7][8], who could
integrate the Newton equations for an interval of 200 millions of years.
The considerable increase of the computational power allows now to reach integra-
tion times larger that the estimated age of the Universe. Long term calculations have
been worked out by some authors, e.g., by Sussman and Wisdom[85], by Laskar[44][47]
and more recently by Hayes[86][87]. Among the results given by such long term inte-
gration the actual existence of chaotic motions in the Solar System is the relevant one
for the purpose of the present thesis. According to the numerical indications, one may
hope to be able to apply the Kolmogorov and Nekhoroshev theorems to the problem of
three bodies including the Sun, Jupiter and Saturn.
Before proceeding, let me remark that the word “stability” has been used here
without giving it a precise meaning. I just mentioned that, in rough terms, it means
that the semi-major axes, the eccentricities and the inclinations of the planetary orbits
should not change too much. Actually, different definitions have been used in the past.
Later on I will introduce the concepts of stability time and escape time in a precise way,
to be used in formal statements.
1.2 Contributions
The present thesis is devoted to the study of three main problems, namely:
(i) the applicability of Kolmogorov and Nekhoroshev theories to the problem of three
bodies (see [25]);
(ii) the stability of the secular evolution of the planar Sun–Jupiter–Saturn–Uranus
system (see [79]);
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(iii) the explicit construction of the normal form for elliptic tori in planetary systems
(paper in preparation).
This work gives an original contribution on the methods for studying the stability
of planetary systems. It contains an analytical contribution, namely the proof of the
existence of lower dimensional elliptic tori for the planetary systems obtained via an
algorithmic constructive method, and the explicit calculation of the stability time for
the Sun–Jupiter–Saturn system and for the planar secular Sun–Jupiter–Saturn–Uranus
system. We emphasize that we obtain the first realistic estimates for these problems
based on a well established theoretical framework.
The thesis work has been initiated in the framework of a research project on the
stability of planetary systems, in collaboration with A. Giorgilli and U. Locatelli. I
include here the results that I have obtained in the last three years, during my PhD
work. We revisit the problem of the Solar System stability in the light of Kolmogorov
and Nekhoroshev theorems with the aim of proving that they apply at least to realistic
approximations of some part of our Solar System.
The celebrated theorem of Kolmogorov[37], announced in 1954, is concerned with
the dynamics of nearly integrable Hamiltonian systems. The claim is that if the per-
turbation is small enough, then there exists a set of invariant tori of large measure.
Let us recall that the smallness condition on the perturbation strongly depends on the
non-degenerate properties of the unperturbed Hamiltonian.
The relevance of that result for the problem of the Solar System stability was
pointed out by Kolmogorov himself, and later emphasized in the subsequent papers of
Moser[63] and Arnold[1]. The three papers mentioned above marked the beginning of
the so called KAM theory.
However the actual applicability of Kolmogorov’s theorem to a planetary system
encounters two major difficulties, namely: (i) the degeneracy of the Keplerian motion,
and (ii) the extremely restrictive assumptions on the smallness of the perturbation.
The former difficulty is related to the elliptic form of the Keplerian orbits. Indeed a
system including a central body (a star) and n > 1 planets, after the elimination of the
known first integrals, has 3n− 2 degrees of freedom, while only n actions appear in the
Keplerian part of the Hamiltonian. The way out proposed by Arnold, and inspired by
the approach of Lagrange and Laplace, was to introduce in the proof two separate time-
scales for the orbital motion and for the secular evolution of the perihelia and of the
nodes (see [2] and its recent extension in [15]). Such an approach has been successfully
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extended to the (n + 1)-body planetary systems thanks to the work done by Herman
and Fe´joz[20].
About the second difficulty, it was soon remarked by He´non that the application of
the Kolmogorov’s theorem to the planetary motions is not straightforward, due to the
condition that the masses of the planets should be small enough. Indeed, as mentioned
on the first section, very crude estimates based on the proofs of Arnold and Moser gave
exceedingly small values; e.g., the masses of the planets should not exceed that of a
proton.
The reason for such unrealistic results — and even ridiculous — lies in the analytical
methods. The classical perturbation methods are based on series expansions the aim of
which is to calculate the quasi-periodic corrections of the semi-major axes, eccentricities
and inclinations of the planets due to the mutual gravitational interaction. Essentially,
what one does is to approximate the true orbit of the planets by adding epicycles
to the orbital elements. Only a few of these terms have been calculated by hand by
astronomers, and have produced spectacular results such as calculating the secular
motions of the perihelia and the nodes of the planets and predicting the position of the
unknown planet Neptune. However, the question is whether the complete expansion,
which includes of course infinitely many terms, gives a convergent series or not. Such a
calculation can not be performed by hand, of course. The proof of, e.g., the theorem of
Kolmogorov is based on a sequence of quantitative estimates of the corrections produced
by perturbation expansions, followed by the proof that such a sequence converges to an
analytic function. However, the analytical estimates are certainly pessimistic, because
one must always consider the worst situation, without being able to profit of algebraic
cancellations that often occur. Attacking the second difficulty, concerned with the
unrealistic requirements on the smallness of masses, eccentricities and inclinations of
the planets, with purely analytical methods seems to be an hopeless task for such a
complicated model as the planetary system.
A way out is offered by computer algebra. Using the power of computers we
can explicitly perform some perturbation steps, thus calculating a huge number of
terms (e.g., several millions). This allows us to know explicitly the largest part of
the perturbation, without approximations — apart from round-off errors that may be
controlled by implementing interval arithmetic. Thus, still referring to the case of a
Kolmogorov torus, one gets an approximation which is good enough to allow us to
apply analytical methods to the remaining part, which is hopefully very small. Such
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an approach allowed some authors to rigorously prove the existence of KAM tori for
some interesting problems in celestial mechanics (see, e.g., [11], [13], [14], [56] and [22]).
However, all these works consider models having just two degrees of freedom. This
because increasing the number of independent variables makes the explicit calculation
of perturbation steps a big challenge, due to the dramatic increase of the number of
coefficients to be calculated, so that obtaining a sufficiently good initial approximation
of an invariant torus reveals to be a hard task. For what concerns problems with more
than two degrees of freedom, in a few cases only the availability of an algorithmic
version of Kolmogorov’s theorem (see [3], [29] and [30]) allowed us to obtain a good
approximation of the invariant tori, although this approach is not yet sufficient for a
fully rigorous application of the theory. For instance, the constructed solution on a
KAM torus has been successfully compared with the real motion of the Sun–Jupiter–
Saturn system, which can be represented by a model with 4 degrees of freedom (see [58]
for all the details). The first original contribution of this thesis (see [25]) focuses on the
long time stability in a neighborhood of such KAM torus.
On the other hand, as I have already mentioned, numerical integrations of the full
Solar System over a time span of billions of years have shown that the orbits of the inner
planets exhibit a chaotic evolution. These facts are incompatible with the existence of
Kolmogorov invariant tori.
A different and more physical approach was suggested by Moser and Littlewood,
and fully stated by Nekhoroshev[68][69], with his celebrated theorem on exponential
stability. According to this theorem the time evolution of the actions of the system
remains bounded for a time exponentially increasing with a power of the inverse of
the perturbation parameter. Thus, although the possibility of a chaotic motion is not
excluded, nevertheless a dramatic change of the orbits should not occur for a very long
time, and it may be conjectured that such a time exceeds the age of the Solar System
itself. But also in this case the problem of the applicability of the theorem still persists,
since the analytic estimates give again ridiculous values for the size of the masses of the
planets.
In the last years, also the estimates for the applicability of Nekhoroshev’s theorem
to realistic models of some part of the Solar System have been improved by some
authors; for example, concerning the stability of the Trojan asteroids in the vicinity of
the triangular Lagrangian points see, e.g., [24], [80], [10] and [27].
The papers above are concerned with the study of the stability in the neighborhood
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of an elliptic equilibrium. This may be considered as the simplest case to be handled
via algebraic manipulation, since one has to deal only with polynomials. The appli-
cation to the case of the planetary system is a major step, since it requires both an
analytical study and the implementation of algebraic manipulation for more complex
expressions, including, e.g., Fourier series. The analytic part consists in finding a good
first approximation of an invariant object, typically an invariant torus, which is suitable
for the study of stability in its neighborhood. The corresponding algorithms must be
justified by giving analytical proofs of convergence, and then translated into a computer
program which performs the expansions.
In the rest of this chapter I provide an informal discussion of the original methods
and results of the thesis.
1.2.1 Kolmogorov and Nekhoroshev Theories for the Problem of Three Bodies
Let us consider the general problem of three bodies paying particular attention to the
very interesting case of the Sun–Jupiter–Saturn system (hereafter, SJS for shortness),
with real values of the orbital parameters and of the initial data. The starting point
of my work is a previous paper by Locatelli and Giorgilli[58], where the existence of a
Kolmogorov invariant torus is established for the SJS system, close to the actual orbit
of the planets.
The result of Locatelli and Giorgilli gives a positive answer to the question whether
the theorem of Kolmogorov applies at least to the two biggest planets, but does not
solve the question of stability, because the unavoidable error in determining the initial
conditions does not allow to assure that the actual orbit lies on the torus. Thus we
exploit a previous result by Morbidelli and Giorgilli[60] on the Nekhoroshev stability
in the neighborhood of an invariant torus. Our goal is to prove that the orbits of the
bigger planets will not significantly change for a time as long as the estimated age of
the Universe, e.g., about 109 periods of Jupiter.
In order to establish the stability of the system we will perform three steps. (i) We
find a good approximation of the invariant torus for the SJS system, by explicitly
constructing the corresponding Kolmogorov normal form; this gives the invariant object
which should be proved to be stable in Nekhoroshev sense. (ii) We transform the
previous Hamiltonian so to lead it in Birkhoff normal form up to a finite order; in view
of Birkhoff theory on complete stability, the normal form furnishes an estimate of the
stability time. (iii) We optimize the estimated stability time with respect to the initial
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conditions and to the normalization order; this is the step inspired by Nekhoroshev
theory on exponential stability.
We use an explicit expansion of the normal forms of Kolmogorov, in order to
approximate the invariant torus, and of Birkhoff, in order to evaluate the stability
time. To this end we proceed in two steps: first, we produce a constructive algorithm
for normal forms; then we use algebraic manipulations on a computer in order to perform
the actual expansions. A significant part of the work has been devoted to implementing
the corresponding programs in the C programming language.
We give a few details about the procedure. Using the method of Locatelli and
Giorgilli (see, e.g., [58]) we calculate the expansion of the Kolmogorov normal form
up to a quite high order. Next, we proceed with the calculation of the stability in
Nekhoroshev sense of orbits with initial conditions in the neighborhood of the torus.
The computational complexity here is a major one; thus we must introduce some strong
truncations in the expansion of the Hamiltonian. This allows us to get an estimated
stability time comparable with the age of the Universe in a neighborhood of the torus
big enough to contain the actual initial data of the SJS system.
The natural question is whether such results will remain valid if we add more and
more terms in the Hamiltonian, thus making our approximation better. Answering
such a question is presently beyond our limits, but in our opinion deserves to be inves-
tigated. Some improvements may be obtained by using more computational power, e.g.,
by performing our calculations on a cluster of computers but, at the present time, our
algebraic manipulator does not include any parallelization capability. We plan to in-
clude a parallelization library using an MPI implementation and some GPU computing
techniques in a near future. However, substantial improvements also require a further
refinement of our analytical techniques in order to be able to evaluate the error induced
by our truncations, thus allowing us to introduce better computational schemes and to
evaluate the reliability of our approximations. An analytic result in this direction is
given in the third part of the thesis.
1.2.2 The Stability of the Secular Evolution of the Planar SJSU System
The second step would be to consider the system of the so called Jovian planets, i.e.
Jupiter, Saturn, Uranus and Neptune, hereafter referred to as the SJSUN problem.
However, there are additional difficulties. The first one has a technical character: the
computational power required exceeds our current limits. The second problem is that
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the applicability of Kolmogorov theory to the four major bodies of our Solar System is
doubtful. Indeed, the motion of such planetary subsystem has been shown by Sussman
and Wisdom[85] to be exhibit a chaotic behavior, although very small. Murray and
Holman[66] provided an enlightening explanation of this phenomenon. However, let us
also recall that no chaotic motions are detected in the planar system including the Sun,
Jupiter, Saturn and Uranus (hereafter, SJSU for shortness).
Moreover in two more recent works, Hayes[86][87] shows that the scenario is much
more complicated and challenging. Indeed, calculating the Lyapunov exponent, Hayes
numerically shows that the system of the Sun and the Jovian planets, integrated for
200 Myr as an isolated five body system using many sets of initial conditions all within
the uncertainty bounds of their currently known positions, can display both chaos and
near-integrability. The relative difference in the initial conditions is less than 10−8,
smaller than the observational error.
Let us remark that even if there are narrow regions with positive Lyapunov ex-
ponents, the diffusive effects could be very tiny due to the relationship between the
Lyapunov times and the macroscopic diffusion times of Hamiltonian systems (see, e.g.,
[61]).
Our aim is to investigate whether the SJSU system may remain close to its current
conditions for a time that exceeds the lifetime of the system itself; e.g., in our case the
age of the Universe, which is estimated to be approximately 1.4× 1010 years, could be
enough. In the SJSUN system, we expect that a combination of both the KAM and the
Nekhoroshev theories could prove that the motion remains close to an invariant torus
for a very long time (see [60] and [25]).
In our work, in order to avoid the huge computational difficulties connected with
the expansion of the Hamiltonian, we restrict our attention to the SJSU planar sys-
tem. Indeed, a rather long preliminary work is necessary in order to give the Hamilto-
nian a convenient form for starting more standard perturbation methods (see [56], [57]
and [58]). Furthermore, following the lines of Lagrange theory, we focus only on the
secular part of the Hamiltonian.
Our calculation does not yet allow us to prove the stability for a time comparable
to the age of our planetary system, even restricting ourselves to consider just the secular
part of a planar approximation including the Sun, Jupiter, Saturn and Uranus, we get
a stability time of about 108 years. Nevertheless, we think that our result is meaningful
in that it indicates that the phenomenon of exponential stability in Nekhoroshev sense
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may play an effective role for the Solar System stability, at least for the biggest planets.
Indeed, our result is not dramatically far from the goal of proving stability over the
age of the Solar System: we can ensure the stability for such a long time in a domain
of radius 0.7 times the radius containing the real initial conditions for the planets. By
the way, it may be worth to note that a similar result, with the same value of the
radius, has been found in [26] where the spatial problem for the Sun–Jupiter–Saturn
system is considered. We remark that such a restriction is not dramatic, especially in
comparison with similar works where substantial changes of the orbital parameters and
of the masses were introduced.
In the framework provided by the Nekhoroshev’s theorem, the present work de-
scribes the first attempt to study the stability of a realistic model with more than two
planets of our Solar System. Our results suggest that a better approximation of the true
orbit could help a lot. This can be obtained, e.g., by following the procedure described
in the previous paragraph for the SJS system, namely by first establishing the existence
of a KAM torus close to the initial conditions of the planets, and then proving the
stability in Nekhoroshev sense in a neighborhood of the torus that contains the initial
data. However, as we have already remarked, this requires a computational power not
yet available to us. A different method, which is a natural extension of Lagrange theory,
may be based on a better approximation of the averaged planetary problem (i.e., the
problem with zero inclinations and eccentricities), as we describe in the next subsection.
1.2.3 Algorithmic Construction of Elliptic Tori in Planetary Systems
In its original formulation the theorem of Kolmogorov applies to quasi-integrable non-
degenerate Hamiltonian systems. This is not the case for the planetary problem, due
to the degeneration of Kepler motions on elliptic obits with n frequencies (the mean
motions). The extension of the theory to the planetary case, or more generally to
properly degenerate systems, is due to Arnold, and is essentially based on a non linear
reformulation of Lagrange and Laplace theory on the secular motions of the perihelia
and the nodes of the planets, which introduces the 2n frequencies that are missing in
Kepler approximation.
However, it may be expected that in the limit case of small circular orbits also
n-dimensional invariant tori should exists. The proof of such a statement requires new
ideas and analytical tools. The case of the planetary system has been recently treated
by Biasco, Chierchia and Valdinoci for the spatial three-body planetary problem and
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for a planar system with a central star and n planets (see [4] and [5], respectively).
Their deep theoretical approach is related to a theorem due to Po¨schel[74] assuring the
existence of lower dimensional elliptic tori. However, their method is not suitable for
explicit applications, even if one is just interested in finding the location of the elliptic
invariant tori. In particular, the method is not constructive, which makes it unsuitable
for an explicit implementation.
Our remark is that the original proof scheme invented by Kolmogorov is in a
much better position both concerning the construction of full dimensional invariant
tori (see [37], [3] and [58]) and the formulation of a constructive algorithm for elliptic
tori, which is one of the subjects of the present thesis. Moreover, our algorithmic con-
struction allows us to explicitly calculate the dynamics on the invariant surfaces, by
using a procedure that we can characterize as semi-analytic.
Our work on this subject contains a pure theoretical part and an actual application
to the planetary problem. On the one hand we construct a suitable normal form for
lower dimensional elliptic tori through an explicit algorithm and give a formal proof
of the convergence of the normal form so produced, thus proving the existence of such
tori. On the other hand we check the effectiveness of our semi-analytic procedure for
the case of a planetary system. To this end we calculate a finite number of steps of the
algorithm via algebraic manipulation, thus checking that it can be effectively applied.
Let us remark that one of the main technical difficulties, that we do not discuss in
this thesis, is the development of an efficient algebraic manipulator. In fact, despite the
widespread availability of commercial general-purpose packages, scientists have often
preferred to develop and employ specialized ad-hoc software. The reason of this choice
lies mainly in the higher performance that can be obtained with them. The performance
increase concerns both the computing time, with a speedup factor that may be bigger
than thousand, and the amount of physical memory required, which is dramatically
decreased by implementing specialized methods of storing of the coefficient which make
the handling of the huge expansions needed in celestial mechanics possible.
We emphasize that all the calculations made in this thesis were done with the aid of
a self-made algebraic manipulator written in C language that is specifically designed for
the manipulation of power series expansions, i.e. polynomial type, and trigonometric
expansions, i.e. Fourier series, the functions commonly used in perturbation methods of
celestial mechanics. The implementation was started several years ago by A. Giorgilli,
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and has then been continued by U. Locatelli an by the author of the present thesis in
order to add more an more functionality.
2
Kolmogorov and Nekhoroshev
Theories for the Three–Body Problem
“Le uniche cose serie, sono le serie!”
— Antonio Giorgilli
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In this chapter we study the stability, in Nekhoroshev sense, of the neighborhood of
an invariant torus for the Sun–Jupiter–Saturn system. The aim is to give evidence,
with help of a computer-assisted calculation, that the size of the neighborhood of the
invariant torus, for which the exponential stability holds for a time interval as long as
the age of the Universe, is big enough to contain the actual initial data of Jupiter and
Saturn.
Achieving such an ambitious program requires on the one hand the development of
refined perturbation methods to be implemented with the help of algebraic manipulation
on a computer and, on the other hand, a significant amount of computational power
in order to deal with perturbation expansions containing several millions of terms.
We should say that while the algorithmic part is well developed and has proven to
be effective, the amount of computational power available to us revealed to be still
insufficient. For, we need both a huge amount of computer memory in order to store all
the intermediate expression of our expansions and a huge CPU time in order to perform
all the algebra. We lack in particular the second part.
As a matter of fact our algorithm proves to be effective in implementing the opti-
mization of the stability estimates in the spirit of Nekhoroshev theory, but a calculation
of some further perturbation order is necessary. This is mainly matter of computational
power, that will likely be available in some not far future. The possibility of a further
improvement of the analytical tools is not excluded, of course.
2.1 Overview
Our aim is to study the dynamics in the neighborhood of an invariant torus for the SJS
system. Thus, we first need to prove the existence and to construct a good approx-
imation of such an invariant object. This part has been performed by Locatelli and
Giorgilli[58] using a Kolmogorov normal form in a neighborhood of the actual orbits in
the phase space. Thus in this thesis we report only the key points of the procedure,
referring to the quoted article for all the details.
Having constructed the invariant torus, we start the original part of the present
work, namely the study of long time stability of orbits in the neighborhood of the
invariant torus. Starting from the Hamiltonian in Kolmogorov normal form, we perform
a Birkhoff normalization and then we investigate the long time stability in Nekhoroshev
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sense for the Sun–Jupiter–Saturn system.
All the explicit calculations described here have been done with the aid of a specially
devised algebraic manipulator. We emphasize that the existing commercial packages,
although excellent in many applications, are unsuitable for perturbation expansions up
to high orders. The implementation of our analytical algorithms through computer
algebra is an essential part of our work.
2.2 Theoretical Framework
The basis of our approach is the investigation of the stability of a neighborhood of a Kol-
mogorov invariant torus. To this end let us briefly recall the statement of Kolmogorov’s
theorem.
Theorem 2.1: Consider a canonical system with Hamiltonian
H(p, q) = h(p) + εf(p, q) . (2.1)
Let us assume that the unperturbed part of the Hamiltonian is non-degenerate, i.e.,
det
(
∂2h
∂pj∂pk
)
6= 0 , and that p∗ ∈ Rn is such that the corresponding frequencies ω =
∂h
∂p
(p∗) satisfy a Diophantine condition, i.e.,∣∣〈k, ω〉∣∣ ≥ γ|k|−τ ∀ 0 6= k ∈ Zn ,
with some constants γ ≥ 0 and τ ≥ n−1. Then for ε small enough the Hamiltonian (2.1)
possesses an invariant torus carrying quasi-periodic motions with frequencies ω. The
invariant torus lies in a ε-neighborhood of the unperturbed torus {(p, q) : p = p∗, q ∈
Tn}.
By the way, let us recall some information about the threshold value ε∗ such that for
ε < ε∗ the Kolmogorov’s theorem holds. The analytical estimates claim that ε∗ = O(γ2)
for γ → 0 (see, e.g., [73]), ε∗ = O(m), where m is a constant such that m‖v‖ ≤
‖ ∂2h
∂pj∂pk
v‖ for every v ∈ Rn (see, e.g., [30] formula (22)) and ε∗ = O(2−2τ ) for τ →∞
(see, e.g., [30] formula (22)).
The question is about the dynamics in the neighborhood of the invariant torus.
In order to discuss this point we need a few technical details about the Kolmogorov’s
proof method. The key points, clearly outlined in the original short note[37], are the
following. First, one picks an unperturbed invariant torus p∗ for the Hamiltonian (2.1)
characterized by Diophantine frequencies ω, and expands the Hamiltonian in power
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series of the actions p in the neighborhood of p∗. Thus (with a translation moving p∗
to the origin of the actions space) one gives the initial Hamiltonian the form
H(p, q) = 〈ω, p〉+ εA(q) + ε〈B(q), p〉+ 1
2
〈
Cp, p
〉
+O(p2) , (2.2)
where C =
[
∂2h
∂pj∂pk
(p∗)
]
is a symmetric matrix, and A(q) and
〈
B(q), p
〉
are the terms
independent of p and linear in p in the power expansion of the perturbation f(p, q) ,
respectively. The quadratic part in O(p2) is of order ε, too. The next step consists in
performing a near the identity canonical transformation which gives the Hamiltonian
the Kolmogorov normal form
H ′(p′, q′) = 〈ω, p′〉+O(p′2) . (2.3)
As Kolmogorov points out, the invariance of the torus p′ = 0 is evident, due to the
particular form of the normalized Hamiltonian. The whole process requires a com-
position of an infinite sequence of transformations, and the most difficult part is to
prove the convergence of such a sequence. The point which is of interest to us is that
the transformed Hamiltonian (2.3) is analytic in a neighborhood of the invariant torus
p′ = 0 .
Let us emphasize that the analytical form of the Hamiltonian (2.3) is quite similar
to that of a Hamiltonian in the neighborhood of an elliptic equilibrium, namely
H(x, y) =
1
2
n∑
j=1
ωj
(
x2j + y
2
j
)
+ . . . ,
where the dots stand for terms of degree larger than 2 in the Taylor expansion. For,
introducing the action-angle variables p, q through the usual canonical transforma-
tion xj =
√
2pj cos qj , yj =
√
2pj sin qj , the latter Hamiltonian takes essentially the
form (2.3). Thus the exponential stability of the invariant torus p′ = 0 may be proved
using the theoretical scheme that works fine in the case of an elliptic equilibrium, e.g.,
in the case the triangular Lagrangian points.
As a matter of fact, a much stronger result holds true, namely that the invariant
torus is superexponentially stable, as stated in [60] and [28]. However a computer-
assisted method for the theory of superexponential stability seems not be currently
available, so we limit our study to the exponential stability in Nekhoroshev sense. To
this end let us briefly recall the statement of Nekhoroshev’s theorem.
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Theorem 2.2: Consider a canonical system with Hamiltonian
H(p, q) = h(p) + εf(p, q) , (2.4)
that satisfy the hypotheses
(i) both h and f are assumed to be holomorphic bounded function on the complex
extension D%,2σ = G% ×Tn2σ of the real domain G ×Tn ;
(ii) for every p ∈ G% ,
‖C(p)v‖ ≤M‖v‖ , |〈C(p)v, v〉| ≥ m‖v‖2 for all v ∈ Rn ,
with positive constants m ≤M , where C is the Hessian matrix of the unperturbed
Hamiltonian h(p).
Then there exist positive constants µ∗ and T depending on %, σ, |f |, m, M and
the number n of degrees of freedom such that the following statement holds true: if
34µ∗ε < 1 ,
then for every orbit p(t), q(t) satisfying p(0) ∈ G one has the estimate
dist(p(t)− p(0)) ≤ (µ∗ε)1/4% ,
for all times t satisfying
|t| ≤ T
ε
exp
[(
1
µ∗ε
)1/2a]
,
where a = n2 + n.
Let us remark that the Nekhoroshev estimate are clearly pessimistic, due to analytic
estimates; but in our work we apply an optimization procedure that leads to exponential
stability in Nekhoroshev sense.
2.3 Technical Tools
Let us now come to the improvement of the estimates for the applicability of Kolmogorov
and Nekhoroshev theorems. The key point is to use an explicit construction of the
normal form up to a finite order with algebraic manipulation in order to reduce the size
of the perturbation, and then apply a suitable reformulation of the theorems.
Let us explain this point by making reference to the theorem of Kolmogorov. Start-
ing with the Hamiltonian (2.2) we perform a finite number, say r, of normalization steps
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in order to give the Hamiltonian the normal form up to order r
H(r)(p, q) = 〈ω, p〉+ 1
2
〈Cp, p〉+ εrA(r)(q) + εr〈B(r)(q), p〉+R(r)(p, q) , (2.5)
with R(r)(p, q) = O(|p|2), so that the perturbation is now of order εr.
To this end we implement the normalization algorithm for the normal form of
Kolmogorov step-by-step in powers of ε, as in the traditional expansions in celestial
mechanics. The full justification of such a procedure, including the convergence proof,
is given, e.g., in [29] and [30]. The resulting Hamiltonian has still the form (2.2),
with, however, ε replaced by εr. Thus, a straightforward application of the theorem
reads, in rough terms: if εr < ε∗, then an invariant torus exists. The power r may
considerably improve the estimate of the threshold for the applicability of the theorem.
This approach has been translated in a computer-assisted rigorous proof, which has
been successfully applied to a few simple models, see, e.g., [12], [56] and [22].
Let us now come to the part concerning the estimate of the stability time which is
the main contribution of the present chapter. To this end we remove from the Hamil-
tonian (2.5) all the contributions which are independent of or linear in the actions
p, namely the terms εrA(r)(q) + εr〈B(r)(q), p〉, which are small, thus obtaining a re-
duced Hamiltonian in Kolmogorov normal form. Moreover, we expand the perturbation
R(r)(p, q) in power series of p and Fourier series of q, thus getting a Hamiltonian in the
form
H(p, q) = 〈ω, p〉+H1(p, q) +H2(p, q) + . . . , (2.6)
where Hs(p, q) is a homogeneous polynomial of degree s + 1 in the actions p and a
trigonometric series in the angles q. Here, the upper index r of H has been removed
because it is now meaningless, since we use the latter Hamiltonian as an approximation
of the Kolmogorov normal form.
On this Hamiltonian we perform a Birkhoff normalization up to a finite order, that
we denote again by r although it has no relation with the order of the Kolmogorov
normalization used above. Thus we get a Birkhoff normalized Hamiltonian
H(r) = 〈ω, p〉+ Z1(p) + . . .+ Zr(p) + Fr(p, q) ,
with Fr(p, q) a power series in p starting with terms of degree r + 2. This part of the
calculation may be performed using one of the well known formal algorithms that do the
job. We actually used a method based on composition of Lie series. In short, assuming
that the Hamiltonian H(r−1) has a normal form up to order r − 1, we determine a
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generating function χr and the part Zr of the normal form by solving the homological
equation L〈ω,p〉χr + Zr = Fr, where L〈ω,p〉 denotes the Lie derivative with respect to
the Hamiltonian vector field of the unperturbed Hamiltonian 〈ω, p〉, and Fr is the part
of order r of the not yet normalized remainder Fr−1. Then we construct the new
Hamiltonian normalized up to order r by calculating
H(r) = exp
(
Lχr
)
H(r−1) .
We omit further details on the formal implementation of the calculation, because the
Lie series method is now well known and widely used in perturbation expansions. A
detailed exposition may be found, e.g., in [31]. We pay instead a particular attention
to the quantitative estimates.
Let us introduce a norm for a function f(p, q) =
∑
|l|=s,k∈Zn fl,k p
lei〈k,q〉 which is
a homogeneous polynomial of degree s in the actions p. Precisely define
‖f‖ =
∑
|l|=s , k∈Zn
|fl,k| . (2.7)
Moreover consider the domain
∆% = {p ∈ Rn , |pj | ≤ % , j = 1 , . . . , n} . (2.8)
Then we have
|f(p, q)| ≤ ‖f‖%s for p ∈ ∆% , q ∈ Tn .
Let now p(0) ∈ ∆%0 with %0 < %. Then we have p(t) ∈ ∆% for |t| < T , where T is the
escape time from the domain ∆%. This is the quantity that we want to evaluate. To
this end we use the elementary estimate
|p(t)− p(0)| ≤ |t| · sup
|p|<%
|p˙| < |t| · ∥∥{p,Fr}∥∥%r+2 . (2.9)
The latter formula allows us to find a lower bound for the escape time from the domain
∆%, namely
τ(%0, %, r) =
%− %0∥∥{p,Fr}∥∥%r+2 , (2.10)
which however depends on %0, % and r. We emphasize that in a practical application,
e.g., to the SJS system, %0 is fixed by the initial data, while % and r are left arbitrary.
Thus we try to find an estimate of the escape time T (%0) depending only on the physical
parameter %0. To this end we optimize τ(%0, %, r) with respect to % and r, proceeding as
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follows. First we keep r fixed, and remark that the function τ(%0, %, r) has a maximum
for
% =
r + 2
r + 1
%0 .
This gives an optimal value of % as a function of %0 and r, and so a new function
τ˜(%0, r) = sup
%≥%0
τ(%0, %, r) ,
which is actually computed by putting the optimal value % = %0(r + 2)/(r + 1) in the
expression above for τ(%0, %, r). Next we look for the optimal value ropt of r, which
maximizes τ˜(%0, r) when r is allowed to change. That is, we look for the quantity
T (%0) = max
r≥1
τ˜(%0, r) ,
which is our best estimate of the escape time, depending only on the initial data.
We define the latter quantity as the estimated stability time. We remark that the
maximum in the r.h.s. of the latter formula actually exists. This follows from the
asymptotic properties of the Birkhoff normal form. For, according to the available
analytical estimates based on Diophantine inequalities for the frequencies, the norm∥∥{p,Fr}∥∥ in the denominator of (2.10) is expected to grow as (r!)n, n being the number
of degrees of freedom. Thus, for %0 small enough the denominator
∥∥{p,Fr}∥∥%r0 reaches
a minimum for some rn ∼ 1/%0, which means that the wanted maximum actually
exists, thus providing the optimal value ropt . We also remark that although no proof
exists that the analytical estimates are optimal, accurate numerical investigations based
on explicit expansions show that the r! growth of the norms actually shows up (see,
e.g., [16] and [17]). Working out an analytical evaluation of the stability time on the
basis of these considerations leads to an exponential estimate of Nekhoroshev type
for T (%0) (see, e.g., [24]). Here we replace the analytical estimates with an explicit
numerical optimization of τ˜(%0, r) by just calculating it for increasing values of r until
the maximum is reached.
Our aim is to perform the procedure above by using computer algebra. Thus some
truncation of the functions must be introduced in order to implement the actual cal-
culations. The most straightforward approach is the following. First we truncate the
Hamiltonian (2.6) at a finite polynomial order in the actions. This is legitimate if the
radius % of the domain is small, due to the well known properties of Taylor series.
However, the Fourier expansion of every term Hs still contains infinitely many contri-
butions. Here we take advantage of the exponential decay of the Fourier coefficients of
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analytic functions and of some algebraic properties of the Poisson brackets. Precisely,
let f(q) =
∑
k fk e
i〈k,q〉 (the dependence of the coefficients fk on the actions is irrelevant
here), then the exponential decay of the coefficients means that |fk| ≤ Ce−|k|σ with
some positive constants C and σ. Thus, having fixed a positive integer K we truncate
the Fourier expansion as f(q) =
∑
|k|≤K fke
i〈k,q〉, i.e., we remove all Fourier modes
|k| > K. This is allowed because the exponential decay assures that the neglected part
is small. A more detailed discussion about this method of splitting the Hamiltonian
can be found in [31].
Coming back to our problem, we include in Hs(p, q) all Fourier coefficients with
|k| ≤ sK, so that Hs(p, q) is a homogeneous polynomial of degree s + 1 in the actions
p and a trigonometric polynomial of degree sK in the angles q. The algebraic property
mentioned above is that such a splitting of the Hamiltonian is preserved by the Lie series
algorithm that we apply through all our calculations. This in view of the elementary fact
that the Poisson bracket between two functions, fr and fs say, which are homogeneous
polynomial of degree r + 1 and s+ 1, respectively, in p and trigonometric polynomials
of degree rK and sK, respectively, in q produces a new function of degree r + s+ 1 in
p and (r + s)K in q.
A final remark concerns the estimate of the remainder Fr in (2.9), which is an
infinite series, too. Here we just calculate the first term of the remainder, namely the
term of degree r + 1, and multiply its norm by a factor 2. This factor is justified in
view of the fact that the analytical estimates of the same quantities involve a sum of a
geometric series which, for % small enough, decreases with a ratio less than 1/2. Here a
natural objection could be that for some strange reason the norm of the remainder at
some finite order could be smaller than predicted by the analytical estimates. However,
it is a common experience that after a few perturbation steps the norms of the functions
take a rather regular behavior consistent with the geometric decrease predicted by the
theory. Thus, our choice appears to be justified by experience.
As a final remark we note that our way of dealing with the truncation is the most
straightforward one, but it is not the sole possible. Other more refined criteria may
be invented, of course, which may take into account the most important contribution
while substantially reducing the number of coefficients to be calculated. In this sense
our direct approach should be considered as a first attempt to check if the concept of
Nekhoroshev stability may be expected to apply to our Solar System. Although being
unable to produce rigorous results in a strict mathematical sense, we believe that our
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method gives interesting results in the spirit of classical perturbation methods.
2.4 Application to the Planetary Problem of Three Bodies
As already said, applying the theories of Kolmogorov and Nekhoroshev to the planetary
problem is not straightforward, due to the degeneration of the Keplerian motion. In
order to remove such a degeneration, a lengthy procedure is needed; this essentially
requires a suitable adaptation of the canonical coordinates, paying a very particular
care to the secular ones (to appreciate some deep point of view about this problem, see,
e.g., [2] and [68]).
In our approach the difficulty shows up in the part concerning the application of
Kolmogorov theory. Once a Kolmogorov torus has been constructed, then there is no
extra difficulty in applying the method of sect. 2.3, due to the fact that the method is
local. In the present section we give a brief sketch of the procedure for the construction
of a Kolmogorov torus. The complete procedure is described in [29] and [30], to which
we refer for details.
Following a traditional approach, we first reduce the integrals of motion (i.e. the
linear and angular momenta); therefore, we separate the fast variables (essentially the
semi-major axes and the mean anomalies) from the slow ones (the eccentricities and
the inclinations with the conjugated longitudes of the perihelia and of the nodes). This
is usually done in Poincare´ variables by writing a reduced Hamiltonian of the form
HR(Λ, λ, ξ, η) = F (0)(Λ) + µF (1)(Λ, λ, ξ, η) , (2.11)
with
µ = max{m1 /m0 , m2 /m0 } ,
where m0 is the mass of the star, m1 and m2 are the masses of the planets, Λj , λj are
the fast variables and ξj , ηj are the slow (Cartesian-like) variables. Here, obviously,
the values of the index j = 1 , 2 correspond to the internal planet and to the external
one, respectively. A brief introduction to the method used for the explicit expansions
is contained in appendix A.
On this Hamiltonian we perform a procedure which is the natural extension of the
one devised by Lagrange and Laplace in order to calculate the secular motion of the
eccentricities and the inclinations and the conjugated angles.
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The first step is the identification of a good unperturbed invariant torus for the
fast angles λ, setting for a moment the slow variables ξ, η to zero. Here is a short
description.
(i) Having fixed a frequency vector n∗ ∈ R2, we determine the corresponding action
values Λ∗ corresponding to a torus which is invariant for an integrable approxima-
tion of the system, where the dependency on both the fast angles λ and on the
secular coordinates ξ, η is dropped. This can be done by solving the equation
∂ 〈HR〉λ
∂Λj
∣∣∣∣∣ Λ=Λ∗
ξ , η=0
= n∗j , j = 1, 2 .
Here 〈HR〉λ = 14pi2
∫
T2
HR dλ1 dλ2 is the average of the Hamiltonian H
R with
respect to the fast angles. The explicit value of n∗ is chosen so that it reflects
the true mean motion frequencies of the planets (see next section for our values).
Having solved the previous equation with respect to the unknown vector Λ∗, we
expand HR in power series of Λ − Λ∗. With a little abuse of notation we denote
again by Λ the new variables.
(ii) We perform two further canonical transformations which make the torus Λ = ξ =
η = 0 to be invariant up to order 2 in the masses. Indeed, these changes of coordi-
nates are borrowed from the Kolmogorov normalization algorithm, but we look for
a Kolmogorov normal form with respect to the fast variables only, considering the
slow ones essentially as parameters, although they are changed too. More precisely,
we determine generating functions of the form χj(Λ, λ, ξ, η) = Λ
j−1gj(λ, ξ, η) for
j = 1, 2 , where gj(λ, ξ, η) includes a finite order expansion both in Fourier modes
with respect to the fast angles λ and in polynomial terms of the slow variables
ξ, η . The aim of this step is to reduce the size of terms independent of or linear in
the fast actions so that it is of the same order as the rest of the perturbation. We
denote by HT the resulting Hamiltonian, which is still trigonometric in the fast
angles λ and polynomial in Λ, ξ, η.
The next goal is to determine a good invariant torus for the slow variables ξ, η . To
this end we combine the classical Lagrange calculation of the secular frequencies with
a Birkhoff procedure that takes into account the non-linearity.
(iii) We consider the secular system, namely the average 〈HT 〉 of the Hamiltonian HT
resulting from the step (ii) above. Acting only on the quadratic part of the Taylor
expansion of 〈HT 〉 in ξ, η we determine a first approximation of the secular fre-
26 Chapter 2. Kolmogorov and NekhoroshevTheories for the Three–Body Problem
quencies, and transform the Hamiltonian so that its quadratic part has a diagonal
form. This part of the calculation follows the lines of Lagrange theory, but the
calculation is worked out at the second order approximation in the masses. The
diagonalization of the quadratic part requires a linear canonical transformation,
which is a standard matter. Thus the quadratic part in ξ, η of the resulting Hamil-
tonian has the form 1
2
∑
j νj(ξ
2
j + η
2
j ), where ν are the secular frequencies and we
denote again by ξ, η the slow variables.
(iv) We perform a Birkhoff normalization up to order 6 in ξ, η. This gives a normalized
secular Hamiltonian HB which in action-angle variables ξj =
√
2Ij cosϕj , ηj =√
2Ij sinϕj takes the form
HB = ν · I + h(4)(I) + h(6)(I) + F (Λ, I, ϕ) ,
where h(4) and h(6) are polynomials of degree 2 and 3 in I, respectively. This
step removes the degeneration of the secular motion, thus allowing us to take into
account the non-linearity of the secular part of the problem.
(v) Having fixed the slow frequencies g∗ so that they reflect the true frequencies of
the system, we determine a secular torus I∗ corresponding to these frequencies,
by using the integrable approximation of HB. This is done by solving for I the
equation
∂ h(4)
∂Ij
(I) +
∂ h(6)
∂Ij
(I) = g∗j − ν∗j , j = 1, 2 .
The values Λ∗ and I∗ so determined provide the first approximation of the Kolmogorov
invariant torus. Reintroducing the fast angles and performing on the original Hamilto-
nian HR all the transformations that we have done throughout our procedure (i)–(v)
we get a Hamiltonian of the form (2.2) which is the starting point for Kolmogorov nor-
malization algorithm. After a number of Kolmogorov steps the Hamiltonian takes the
form (2.5), thus giving a good approximation of an invariant torus with frequencies n∗
and g∗. The latter form is precisely the output of the calculation illustrated in [30], and
by removing all terms which are independent of or linear in the actions p it provides
a Hamiltonian as that in (2.6). This is the starting point for our algorithm evaluating
the stability time in the neighborhood of the invariant torus.
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Table 2.1. Physical parameters for the Sun–Jupiter–Saturn system taken from
JPL at the Julian Date 2451220.5 .
Jupiter (j = 1) Saturn (j = 2)
mass mj (2pi)
2/1047.355 (2pi)2/3498.5
semi-major axis aj 5.20092253448245 9.55716977296997
mean anomaly Mj 6.14053316064644 5.37386251998842
eccentricity ej 0.04814707261917873 0.05381979488308911
perihelion argument ωj 1.18977636117073 5.65165124779163
inclination ij 0.006301433258242599 0.01552738031933247
longitude of the node Ωj 3.51164756250381 0.370054908914043
Table 2.2. The frequencies of the unperturbed torus in the SJS system corre-
sponding to the initial data and physical parameters in table 2.1. The values are
calculated via frequency analysis on the orbits obtained by direct integration of
the equations for the problem of three bodies.
Jupiter Saturn
fast frequencies n∗1 = 0.52989041594442 n
∗
2 = 0.21345444291052
secular frequencies g∗1 = −0.00014577520419 g∗2 = −0.00026201915143
2.5 Application to the Sun–Jupiter–Saturn System
We come now to the application of our procedure to the SJS system. Let us first
recall the model. We consider the general problem of three bodies with the Newtonian
potential. Thus, the contribution due to the other planets of the Solar System is
not taken into account in our approximation. Here too we simplify the exposition by
omitting many technical details. We report in appendix A all technicalities concerned
with the expansion of the Hamiltonian, just recalling once more that all the expansions
have been done via algebraic manipulation, using our package developed on purpose.
The choice of the model plays a crucial role in determining the frequencies of the
torus, that we calculate by integrating the Newton equations for the problem of three
bodies and applying the frequency analysis (see, e.g., [48]) to the computed orbit. As
initial data we take the orbital elements of Jupiter and Saturn as given by JPL∗ for
∗ The data about the planetary motions provided by the Jet Propulsion Laboratory are publicly
available starting from the web page http://www.jpl.nasa.gov/
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Table 2.3. Estimates of the uncertainties on the initial values of the canonical
coordinates (Λ, λ, ξ, η) . These evaluations are derived from the comparison of
different sets of JPL’s DE.
∆Λj ∆λj ∆ξj ∆ηj
Jupiter (j = 1) 1.8 × 10−6 6.6 × 10−5 1.1 × 10−5 2.8 × 10−6
Saturn (j = 2) 1.7 × 10−6 3.0 × 10−5 3.3 × 10−6 3.2 × 10−6
the Julian Date 2451220.5 . This is the point where the connection with the physical
parameters of our Solar System is made. The physical parameters and the orbital
elements are reported in table 2.1. The calculated frequencies are given in table 2.2 and
are calculated using the frequency analysis on the orbits obtained by direct integration of
the equations for the problem of three bodies. Such an integration has been performed
by using the symplectic integrator SBABC3 (see [51]) in quadruple precision with a
time-step of 0.08 years.
The choice of the Julian Date 2451220.5 in order to set the initial data is completely
arbitrary, of course, its sole justification being that such data are directly available from
JPL. Choosing different dates or different determinations of the planets’ elements could
lead to a slightly different determination of the frequencies, and so also of the invariant
torus. However, we emphasize that the aim of this study is precisely to give a long
time stability result which applies to a neighborhood of the invariant torus. The size
of such a neighborhood should be large enough to cover the unavoidable uncertainty in
determining the initial data for the SJS system. This is a delicate matter, of course,
because the JPL data reflect the dynamics of the full solar system, while our study is
concerned only with the model of three bodies. However, we may get some hint on the
size of the uncertainty precisely by looking at the JPL data.
As everybody knows, the initial positions and velocities of the planets are usually
taken from the Development Ephemeris of the Jet Propulsion Laboratory (for short,
JPL’s DE). There are several sets of these ephemerides, each version of them being
based on more and more observational data, which take benefit from the improvement
of the techniques. Thus, each new version of the JPL’s DE is expected to improve the
precision of the data with respect to the older ones and, then, one can approximately
evaluate the error of the older versions by comparison with the most recent one[83]. The
positions and velocities of the planets given by five different sets of JPL’s DE are listed
in table 15 of Standish’s paper[82] that we report here in table 2.4 for completeness.
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Table 2.4. This is the Table 15 of Standish’s paper[82]: the initial conditions
of the Ephemerides at JD 2440400.5 in [AU] and [AUd−1]. Given are heliocentric
coordinates for Q the planets, geocentric for the Moon and solar system barycentric
for the Sun.
DE 96
Mercury 0.3557922580285 -0.0955355879504 -0.0877134178162 0.0037087808508 0.0248497847800 0.0129268670834
Venus 0.6033503910337 -0.3559062740335 -0.1984879214940 0.0111569232028 0.0154889017564 0.0062751524204
E-Mbary 0.1036934360992 -0.9278340545910 -0.4023396941889 0.0168335341142 0.0015550298980 0.0006742293017
Mars -0.132477985l142 1.3269849183759 -0.6055541641333 0.0144822028777 0.0000753531675 -0.0003541207275
Jupiter -5.3941958936061 0.7709913063093 -0.1989103464060 0.0010056321327 -0.0065350248379 -0.0028281072475
Saturn 7.9482565922231 4.5071645178408 1.5199515065662 -0.0031591864994 0.0043662806909 0.0019419084081
Uranus -18.2827495322406 -0.9583802950893 -0.1615738451072 0.0001713682705 -0.0037698523267 -0.0016541983147
Neptune -16.3716953023856 23.7616428640022 9.3216250128726 0.0026228085969 -0.0015329315014 0.0006940632445
Pluto -30.4523499642980 -0.5324450661161 9.0594896804909 0.0002820486838 0.0031521332523 0.0010816447761
Moon -0.0008357023040 -0.0019854403334 0.0010832674180 0.0005987522064 -0.0001741533929 0.0000884772995
Sun 0.0045277782503 0.0007233492806 0.0002437317358 -0.0000002839374 0.0000051830225 0.0000022313609
DE 102
Mercury 0.3557925832924 -0.0955345485155 -0.0877132191455 0.0037087022239 0.0248497897092 0.0129268806051
Venus 0.603351526l042 -0.3559044873174 -0.1984876695292 0.0111568753206 0.0154889307388 0.0062751661931
E-Mbary 0.1036963194747 -0.9278335982481 -0.4023400078909 0.0168335292669 0.0015550772558 0.0006742408524
Mars -0.1324738219138 1.3269850541589 -0.6055547646852 0.0144822029825 0.0000753943351 0.0003541110573
Jupiter -5.3941932915539 -0.7710081200473 -0.1989150590738 0.0010056547485 -0.0065350206821 -0.0028281090999
Saturn 7.9482436367196 4.5071870232271 1.5199589946549 -0.0031592001390 0.0043662705224 0.0019419077867
Uranus -18.2827508557988 -0.9584340318843 -0.1615867736876 0.0001713802650 -0.0037698507754 -0.0016541994628
Neptune -16.3716335288293 -23.7617037839296 -9.3216533685651 0.0026228120284 -0.0015329244509 0.0006940623979
Pluto -30.4523559663809 -0.5325496136974 9.0594633601116 0.0002820600485 -0.0031521318753 0.0010816458256
Moon -0.0008356961442 -0.0019854419428 -0.0010832692002 0.0005987527434 -0.0001741517754 0.0000884768645
Sun 0.0045277754174 0.0007233658692 0.0002437367327 -0.0000002839606 0.0000051830181 0.0000022313623
DE 108
Mercury 0.3557922619520 -0.0955356148809 -0.0877133662244 0.0037087807034 0.0248497853751 0.0129268662331
Venus 0.6033503963396 -0.3559063243655 -0.1984878145912 0.0111569232817 0.0154889016095 0.0062751527033
E-Mbary 0.1036934336616 -0.9278340956795 -0.4023396051242 0.168335341028 0.0015550290754 0.0006742311449
Mars -0.1324779672058 -1.3269849745181 -0.6055540351789 0.0144822029859 0.0000753526453 -0.0003541193151
Jupiter -5.394l974664785 0.7709876266693 -0.1989094810490 0.0010056275852 -0.0065350242925 -0.0028281069334
Saturn 7.9482629546463 4.5071580092641 1.51994895l3674 -0.0031591823909 0.0043662826537 0.0019419085676
Uranus -18.2827542886466 -0.9583689678224 -0.1615693323556 0.0001713662494 -0.0037698516271 -0.0016541979767
Neptune 16.3717257216743 -23.7616519595999 -9.3216311374360 0.0026228066676 -0.0015329326646 -0.0006940637179
Pluto -30.4523499642980 -0.5324450661161 9.0594896804909 0.0002820486838 -0.0031521332523 -0.0010816447761
Moon -0.0008357023040 -0.0019854403334 -0.0010832674180 0.0005987522064 -0.0001741533929 -0.0000884772995
Sun 0.0045346842384 0.0007373522487 0.0002492669043 -0.0000002853662 0.0000051832214 0.0000022314609
DE 111
Mercury 0.3557922056845 -0.0955357755691 -0.0877134189685 0.0037087951557 0.0248497768577 0.0129268784786
Venus 0.6033501891138 -0.3559065723936 0.1984879999160 0.0111569322626 0.0154888921082 0.006275160l868
E-Mbary 0.1036928952888 -0.9278339564488 -0.4023400657643 0.0168335350008 0.0015550190939 0.0006742316402
Mars -0.1324787391533 -1.3269846026524 -0.6055546820455 0.0144822030225 0.0000753444863 -0.0003541194740
Jupiter -5.3941967321350 -0.7709883161678 -0.1989105167583 0.0010056287126 -0.0065350248876 0.0028281071512
Saturn 7.9482628711392 4.5071579954748 1.5199497085039 -0.0031591826199 0.0043662827477 0.0019419076667
Uranus -18.2827490039608 -0.9583689566581 -0.1615708365945 0.0001713683275 -0.0037698514721 -0.0016541989939
Neptune -16.3717137327784 23.7616447706433 -9.3216265451851 0.0026228074066 -0.0015329318513 0.0006940632309
Pluto -30.4523499642980 0.5324450661161 9.0594896804909 0.0002820486838 -0.0031521332523 -0.0010816447761
Moon -0.0008357035210 -0.0019854390373 -0.0010832688286 0.0005987521000 -0.0001741538297 -0.0000884771802
Sun 0.0045228034250 0.0007351654860 0.0002514542756 -0.0000002850583 0.0000051819763 0.0000022310117
DE 118
Mercury 0.3557922218183 -0.0955357051533 -0.0877134311222 0.0037087906743 0.0248497775730 0.0129268783558
Venus 0.6033502530459 -0.3559064530483 -0.1984880201035 0.0111569294057 0.0154888943192 0.0062751597958
E-Mbary 0.1036930656779 -0.9278339358058 -0.4023400695644 0.0168335347145 0.0015550224233 0.0006742310813
Mars -0.1324784979851 -1.3269846289449 -0.6055546775302 0.0144822029927 0.0000753473440 -0.0003541199691
Jupiter -5.3941968663323 -0.7709883235977 -0.1989109026640 0.0010056289515 -0.0065350237136 -0.0028281094121
Saturn 7.9482624411543 4.5071593899891 1.5199489343134 -0.0031591825559 0.0043662822334 0.0019419088581
Uranus -18.2827509982246 -0.9583685572263 -0.1615684949776 0.0001713668001 -0.0037698516627 0.0016541985199
Neptune -16.3717057706423 23.7616195537846 -9.3216332089547 0.0026228079709 -0.0015329285068 0.0006940626345
Pluto -30.4521946670408 -0.5325021780141 9.0594118976226 0.0002820612754 -0.0031521402749 -0.0010816544638
Moon -0.0008357031642 -0.0019854391577 -0.0010832687705 0.0005987521184 -0.0001741537135 -0.0000884771962
Sun 0.0045144118714 0.0007228284115 0.0002465910049 -0.0000002836945 0.0000051811944 0.0000022306588
For each kind of these data we can determine a narrow interval containing all of
them and we can calculate the Keplerian orbital elements corresponding to the extrema
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Table 2.5. Maximal discrepancies about the orbital elements of the SJS system
between a numerical integration and the semi-analytic one, that is based on the
construction of the invariant torus corresponding to the frequencies values given
in table 2.2. The maximal relative errors on the semi-major axis aj and on the
eccentricities ej are reported here for both Jupiter and Saturn; the same is made
also for the maximal absolute errors on the “fast angle” λj =Mj + ωj and on the
perihelion argument ωj . In the present case, the comparisons are made starting
from the initial conditions given in table 2.1 and for a time span of 100 Myr.
Maxt
{∣∣∣∆aj(t)aj(t) ∣∣∣} Maxt {|∆λj(t)|} Maxt {∣∣∣∆ej(t)ej(t) ∣∣∣} Maxt {|∆ωj(t)|}
Jupiter 1.5 × 10−6 5.0 × 10−4 1.3 × 10−3 1.3 × 10−3
Saturn 6.8 × 10−6 1.1 × 10−3 4.3 × 10−3 7.3 × 10−3
of such intervals. By applying all the necessary transformations we translate these data
into uncertainties for the Poincare´ canonical coordinates (Λ, λ, ξ, η) that have been used
in order to write the Hamiltonian (2.11). These uncertainties are reported in table 2.3.
This provides us with a first approximation of the neighborhood of our initial data
that contains all JPL’s DE reported in Standish’s paper. We should now apply all the
canonical transformations needed in order to construct an invariant torus close to the
SJS orbit. However we remark that all such transformations are very smooth, being
analytic, volume preserving, and most of them are close to identity, so that they add
just a small correction with respect to the data in table 2.3. Thus we may confidently
expect that at some time the phase space point representing the position of the SJS
system lies in a neighborhood of our approximated invariant torus the size of which is
evaluated to be O(10−6) for the fast actions and O(10−5) for the secular coordinates.
Let us now come back to the actual calculation. The Kolmogorov normal form has
been computed up to order 17, with the generating function exhibiting a good geometric
decay. Furthermore, we have compared the orbit on the approximate invariant torus
with that produced by a direct numerical integration of the equations of motion, thus
finding a quite good agreement between them, as shown in table 2.5. Here, we omit
the details about these lengthy calculations, since a complete report has been already
given in [30].
The calculation of Kolmogorov normal form produces a Hamiltonian which is ana-
lytic in the neighborhood of the approximated invariant torus. Our program performs
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the calculation of this Hamiltonian with the polynomial series in the actions truncated
at order 3 and the trigonometric series truncated at order 34 (see [30] for more details).
On this Hamiltonian we would like to apply the procedure of sect. 2.3. However, a
major obstacle is raised: the number of coefficients in the series that we have calculated
is more than 7 100 000. Such a huge number of coefficients can not be handled in a
Birkhoff normalization procedure. For, referring to the discussion at the end of sect 2.3
we should set the parameter K for the truncation of trigonometric series to 34, thus
getting a truncation at trigonometric degree 68, 102, . . . , 34r, . . . at successive order.
A rough estimate of the number of generated coefficients shows that we shall soon run
out of memory and of time on any available computer. Thus, we must introduce some
further approximations. By the way, this is a part of the calculation where a substantial
increase of the computational power combined with a clever selection of the coefficients
to be handled would help in order to improve our results.
In view of the considerations above we decided, as a first approach, to strictly follow
the truncation scheme illustrated at the end of sect. 2.3 by just lowering the value of
K. We report the results of this first attempt, which in our opinion appear already to
be interesting. Thus we expand the Hamiltonian in the form
H(p, q) = 〈ω, p〉+H1(p, q) +H2(p, q) ,
by keeping in H1 all terms of degree 2 in the actions p and K in the angles q, and
in H2 all terms of degree 3 in the actions p and 2K in the angles q. The Birkhoff
normalization produces a Hamiltonian of the form
H = 〈ω, p〉+ Z1(p) + . . .+ Zr(p) + Fr+1(p, q) ,
where Fr+1 denotes the term of degree r+2 in the actions p and (r+1)K in the angles,
i.e., the first term of the remainder. With a suitable choice of K, this considerably
reduces the number of coefficients in the expansions thus enabling us to perform the
calculation on a workstation. We emphasize however that the algorithm is a general one
so that in principle it can be applied to the full Hamiltonian or, better to a Hamiltonian
obtained by removing all coefficients which are very small and will likely not produce
big coefficients (due to the action of small denominators) during the calculation of
the Birkhoff normal form. The rest of the calculation closely follows the discussion in
section 2.3, so we come to illustrating the results. We performed the calculation with
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two different values of K, as given in the following table.
K r # of coefficients
4 5 2 494 000
6 4 3 380 000
This shows in particular the dramatic increase of the number of coefficient in the
remainder Fr+1 (third column), which imposes strong constraints on the choice of the
normalization order r.
A quite natural objection could be raised here. Since the most celebrated resonance
of the SJS system (i.e., the mean motion resonance 5 : 2) has trigonometrical degree 7 ,
it seems that some of the main resonant terms are neglected because of our choice of
K . This is actually not the case, due to a technical element that we have omitted in
the previous section in order to make the discussion simpler. Our sequence of transfor-
mations includes a uni-modular linear transformation on the angles, and so also on the
frequencies. The action on the frequencies changes the resonance 5 : 2 into a 3 : 1 one,
which is of order 4. Thus, setting K ≥ 4 as we did throughout all our calculations is
enough in order to include the main resonant terms. A detailed discussion of this point
can be found in sect. 3 of [30].
Let us now come to the results. In panel (a) of fig. 2.1 we report the results for
K = 4. The crosses give the estimated stability time for the Birkhoff normal form
at order 5; the dashed line gives the estimated time when the Birkhoff normal form
is truncated at order 4, thus showing how relevant is the improvement when a single
normalization order is added.
We can now come back to the estimate about the escape time T = T (%0) . Looking
at panel (a) of fig. 2.1, one can remark that we have an estimated stability time of
1010 years, that is approximately equal to the age of the Universe, for a neighborhood
of initial conditions of a radius that is about 10−5 in actions.
It may be noted that the stability curves exhibit a sharp change of slope around
%0 ∼ 10−4. This is because the optimal normalization order increases when the radius
is decreased. Actually, further changes of slope should be expected for smaller values of
%0, but due to computational limits such changes can not appear in our figure, because
the optimal order exceeds the actual order of our calculation. Thus, our estimate of the
stability time should be considered as a very pessimistic lower bound.
Moreover, the behavior of the plots in fig. 2.1, clearly shows that the estimate of
the escape time can be substantially improved if smaller values of the radius %0 can
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Figure 2.1. The estimated stability time, in years. (a) results for K = 4
and Birkhoff normalization order 5 (crosses) and 4 (dashed curve). (b) results for
K = 6 and Birkhoff normalization order 4.
be considered. Recalling that our estimate of the size of the neighborhood in action
variables is calculated from the discrepancy among different sets of JPL’s DE data, we
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may affirm that our neighborhood roughly covers such a width, which is tabulated in
Standish’s paper quoted above.
If we try a better approximation of the Hamiltonian, setting K = 6, then we are
forced to stop the Birkhoff normalization at order 4, thus making the results definitely
worse. The data for the estimated stability time are plotted in panel (b) of fig. 2.1.
One sees that the estimate becomes comparable with the age of the Universe only in
a neighborhood of initial conditions slightly larger than 10−6. However, if we compare
the curve in panel (b) with the dashed curve in panel (a) we see that we shall likely get
substantially better results if we could compute the normal form at order 5.
Thus, our rough approximation gives results which apply to a set of initial data for
the SJS system which is of the same order of magnitude as the uncertainty in JPL’s
data. We also emphasize that our evaluation of %0 is based on observational data which
are presently older than 25 years; we expect that this is quite pessimistic with respect
to the features of more recent JPL’s DE.
2.6 Comments
We have developed an effective method to compute the Kolmogorov normal form
for the problem of three bodies, and have successfully applied it to the SJS problem,
using the data of our Solar System. Next, we have shown that a calculation of the
stability in Nekhoroshev sense of orbits with initial point in the neighborhood of the
torus is possible, at least if one accepts to make some strong truncation in the expansion
of the Hamiltonian. A rather strong truncation allows us to get an estimated stability
time comparable with the age of the Universe in a neighborhood of the torus that will
likely contain the actual initial data of the SJS system.
The natural question is whether such results will remain valid if we add more and
more terms in the Hamiltonian, thus making our approximation better. Answering such
a question is presently beyond our limits, but in our opinion deserves to be investigated.
Some improvement may be obtained by using more computational power, e.g., by per-
forming our calculation on a cluster of computers. However, substantial improvements
require also a refinement of our analytical techniques in order to be able to evaluate the
error induced by our truncations, thus allowing us to introduce better computational
schemes and to evaluate the reliability of our approximations.
3
The Planar Sun Jupiter
Saturn Uranus System
“Perturbation theory is not
a sport for young ladies!”
— Ugo Locatelli
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In this chapter we continue our investigation on the long time stability of the Solar
System by considering the planar secular model for Sun, Jupiter, Saturn and Uranus
system. Some aspects are also related to the theory of Lagrange and Laplace on the sec-
ular motions of the perihelia and of the nodes of the planetary orbits. Indeed, concerning
the planetary orbital revolutions, we improve the classical circular approximation by
replacing it with a torus which is invariant up to order two in the masses; therefore, we
investigate the stability of the elliptic equilibrium point of the secular system for small
values of the eccentricities. In our work, for the initial data corresponding to a real set
of astronomical observations, we find an estimated stability time of 107 years, which
is not extremely smaller than the lifetime of the Solar System, which is approximately
5 Gyr.
3.1 Overview
One of our main aims is to point out the major dynamical and computational difficulties
that arise in the application of Kolmogorov’s theorem. In view of this, we attempt to
apply the Nekhoroshev theory by trying essentially an extension of Lagrange theory.
Although the final results appear to be interesting, our conclusion will be that further
and more refined investigations are needed. We consider indeed this work as the be-
ginning of a more comprehensive study of systems with more than two planets in the
framework of perturbation methods related to the theories above.
As we said in the previous chapter, the actual applicability of Kolmogorov’s theorem
to the planetary system encounters two major difficulties, namely: (i) the degeneracy of
the Keplerian motion, and (ii) the extremely restrictive assumptions on the smallness
of the perturbation.
Besides the technical difficulty, the results of the numerical explorations have raised
some doubts concerning the applicability of Kolmogorov theory to the major bodies of
our planetary system, namely the Sun and the so called Jovian planets, i.e. Jupiter,
Saturn, Uranus and Neptune, hereafter we will refer to this model as the SJSUN prob-
lem. Indeed, the motion of such planetary subsystem has been shown to be chaotic
by Sussman and Wisdom[85]). Murray and Holman provided such an enlightening ex-
planation of this phenomenon, that we think it is helpful to briefly summarize some of
their results as follows (see [67] for completeness).
3.1 Overview 37
(a) The chaoticity of the Jovian planets appears to be due to the overlap of some
resonances involving three or four bodies. An example is given by the resonances
3n1 − 5n2 − 7n3 + [(3− j)g1 + 6g2 + jg3] , with j = 0, 1, 2, 3 ,
where ni stands for the mean motion frequency of the i-th planet, gi means the (sec-
ular) frequency of its perihelion argument and the indexes 1, 2, 3 refer to Jupiter,
Saturn and Uranus, respectively. In fact, during the planetary motion each an-
gle corresponding to the resonances above moves from libration to rotation and
viceversa. Many other resonances analogous to the previous ones are located in
the vicinity of the real orbit of the SJSUN system, some of them involving also
Neptune and the frequencies related to the longitudes of the nodes.
(b) The time needed by these resonances to eject Uranus from the Solar System is
roughly evaluated to be about 1018 years.
(c) By moving the initial semi-major axis of Uranus in the range 19.18–19.35 AU
one observes some regions that look filled by quasi-periodic ordered motions and
other regions that are weakly chaotic, i.e., with a Lyapunov time ranging between
2 × 105 and 108 years. All the main resonances acting in this region involve the
linear combination 3n1−5n2−7n3 among the mean motion frequencies of Jupiter,
Saturn and Uranus.
(d) The result (c) qualitatively persists also for the planar SJSUN system or when the
influence of Neptune is neglected.
(e) Conversely, no chaotic motions are detected in the planar system including the Sun,
Jupiter, Saturn and Uranus (hereafter, SJSU for shortness) for the same initial
values of the semi-major axis of Uranus considered at point (c). This suggests that
the resonances described at point (a) affect observable regions only when combined
with some effects induced by Neptune or by the mutual inclinations.
By the way, we note that the resonances involving the linear combination 3n1−5n2−7n3
are clearly related to the approximate ratio 5 : 2 and 7 : 1 between the orbital motion
of Jupiter and Saturn and of Jupiter and Uranus, respectively. Similarly, the ratio
2 : 1 between Uranus and Neptune appears also to be relevant (historically, this helped
Le Verrier to predict the existence and the location of Neptune). The low order of
the latter resonance may explain why the influence of Neptune induces some chaotic
behavior, as pointed out in (d) and (e) above.
As we already mentioned in the Introduction, recently Hayes[86][87] shows that the
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scenario is also much more intricate. Hayes shows that the system of Sun and Jovian
planets, integrated for 200 Myr as an isolated five-body system using many sets of
initial conditions all within the uncertainty bounds of their currently known positions,
can display both chaos and near-integrability. The numerical results are based on
the calculation of the Lyapunov time, and are checked using four different integrators,
including several comparisons against integrations using quadruple precision.
In fact there were some discrepancies between different authors about the existence
of chaos in the orbits of the Jovian planets. Hayes shows that this apparent dilemma
has a simple solution: the boundary, in the phase space, between chaos and near-
integrability is finer than previously recognized. Actually, we find that some initial
condition lead to chaos while others do not. So, for example, drawing initial conditions
from the same ephemeris at different times, one finds some solutions that are chaotic,
and some that are near-integrable. Thus, different works taken initial conditions from
the same ephemeris at different times can find well different Lyapunov time-scales.
Let us remark that the Lyapunov time is the time needed by a dynamical system
to become chaotic and reflects the limits of the predictability of the system. A second
and maybe more important characteristic time scale is the escape time, which is the
time for a major change in the orbit, for example the mean value of the semi-axes.
By the way, even if there are narrow regions with positive Lyapunov exponents,
it could happen that the diffusive effects are very tiny. A work in this direction was
done by Morbidelli and Froeschle´[61] in 1995. They consider the relationship between
Lyapunov times and the macroscopic diffusion times of Hamiltonian systems, and they
find out that there are two regimes: the Nekhoroshev regime and the resonant overlap-
ping regime. In the first case the diffusion time is exponentially long with respect to
Lyapunov time, while in the second case, the relationship is polynomial although they
do not find any theoretical reason for the existence of a universal power law. They show
numerical evidences which confirm their theoretical considerations.
The (weak) chaos in the motion of the Jovian planets makes somehow hopeless the
task of describing their long-term evolution by a quasi-periodic approximation, as it
is provided by the KAM theory. Therefore it appears to be more natural to look for
exponential stability as assured by Nekhoroshev theory[68][69]. Indeed the theorem of
Nekhoroshev applies to an open set of initial conditions, and states that the stability
time increases exponentially with the inverse of the perturbation parameter. Our aim
is to investigate whether the SJSU system may remain close to its current conditions
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for a time that exceeds the lifetime of the system itself; e.g., in our case the age of the
Universe, which is estimated to be approximately 1.4 × 1010 years, could be enough.
We stress that the rather long time reported in (b) concerning the possible dissolution
of the SJSUN system seems to support our hope.
Here, we restrict our attention to the SJSU planar system, due to the huge compu-
tational difficulties one encounters during the expansion of the Hamiltonian. Indeed, a
rather long preliminary work is necessary in order to give the Hamiltonian a convenient
form for starting more standard perturbation methods (see [56], [57] and [58]). We
devote sects. 3.2 and 3.3 to this part of the problem.
Furthermore, in the line of Lagrange theory, we focus only on the secular part of the
Hamiltonian, which is derived in subsect. 3.3.2. Let us emphasize that all along both
sects. 3.2 and 3.3 we pay a special attention to include all the relevant terms related to
the three-body mean motion quasi-resonance 3n1 − 5n2 − 7n3 in view of the remarks
reported at points (a) and (c) above.
The secular system turns out to have the form of a perturbed system of harmonic
oscillators. It can be remarked that the reduction to the plane model makes it possible
to investigate the stability of the equilibrium using the theorem of Dirichlet. However,
this is enough if we restrict our attention to the planar secular model, but does not
apply neither to the spatial case, due to the opposite signs in the secular frequencies of
the perihelia and of the nodes, nor in the full non secular model. Thus, we think that it
is also useful to proceed by investigating the stability in Nekhoroshev sense, since this
may give indication about the possibility of extending our calculation to more refined
models. This part is worked out in sect. 3.4.
3.2 Classical Expansion of the Planar Planetary Hamiltonian
In appendix A we discussed the classical expansion of the planetary Hamiltonian, so let
us consider a Hamiltonian F , written in restricted canonical Poincare´ variables, that
reads
F (Λ, λ, ξ, η) = F (0)(Λ) + µF (1)(Λ, λ, ξ, η) , (3.1)
where F (0) is the unperturbed part, while µF (1) is the perturbation. Here, the small
dimensionless parameter µ = max{m1 /m0 , m2 /m0 , m3 /m0 } has been introduced
in order to highlight the different size of the terms appearing in the Hamiltonian. Let
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us remark that the time derivative of each coordinate is O(µ) except in the case of the
angles λ . Therefore, according to the common language in celestial mechanics, in the
following we will refer to λ and to their conjugate actions Λ as the fast variables, while
(ξ, η) will be called secular variables.
We proceed now by expanding the Hamiltonian (3.1) in order to construct the
first basic approximation of Kolmogorov normal form. We pick a value Λ∗ for the fast
actions and perform a translation TΛ∗ defined as
Lj = Λj − Λ∗j , for j = 1 , 2 , 3 . (3.2)
This is a canonical transformation that leaves the coordinates λ , ξ and η unchanged.
The transformed Hamiltonian H(T ) = F ◦ TΛ∗ can be expanded in power series of
L, ξ, η around the origin. Thus, forgetting an unessential constant we rearrange the
Hamiltonian of the system as
H(T )(L, λ, ξ, η) = n∗ · L+
∞∑
j1=2
h
(Kep)
j1,0
(L) + µ
∞∑
j1=0
∞∑
j2=0
h
(T )
j1,j2
(L, λ, ξ, η) , (3.3)
where the functions h
(T )
j1,j2
are homogeneous polynomials of degree j1 in the actions L
and of degree j2 in the secular variables (ξ, η) . The coefficients of such homogeneous
polynomials do depend analytically and periodically on the angles λ . The terms h
(Kep)
j1,0
of the Keplerian part are homogeneous polynomials of degree j1 in the actions L , the
explicit expression of which can be determined in a straightforward manner. In the
latter equation the term which is both linear in the actions and independent of all the
other canonical variables (i.e., n∗ · L) has been separated in view of its relevance in
perturbation theory, as it will be discussed in the next section. We also expand the
coefficients of the power series h
(TF )
j1,j2
in Fourier series of the angles λ . The expansion of
the Hamiltonian is a traditional procedure in celestial mechanics. We work out these
expansions for the case of the planar SJSU system slightly modifying the procedure
described in the appendix A.
The reduction to the planar case is performed as follows. We pick from Table IV
of [84] the initial conditions of the planets in terms of heliocentric positions and ve-
locities at the Julian Date 2440400.5 . Next, we calculate the corresponding orbital
elements with respect to the invariant plane (that is perpendicular to the total angular
momentum). Finally we include the longitudes of the nodes Ωj (which are meaningless
in the planar case) in the corresponding perihelion longitude ωj and we eliminate the
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Table 3.1. Masses mj and initial conditions for Jupiter, Saturn and Uranus in
our planar model. We adopt the AU as unit of length, the year as time unit and
set the gravitational constant G = 1 . With these units, the solar mass is equal
to (2pi)2. The initial conditions are expressed by the usual heliocentric planar
orbital elements: the semi-major axis aj , the mean anomaly Mj , the eccentricity
ej and the perihelion longitude ωj . The data are taken by JPL at the Julian Date
2440400.5 .
Jupiter (j = 1) Saturn (j = 2) Uranus (j = 3)
mj (2pi)
2/1047.355 (2pi)2/3498.5 (2pi)2/22902.98
aj 5.20463727204700266 9.54108529142232165 19.2231635458410572
Mj 3.04525729444853654 5.32199311882584869 0.19431922829271914
ej 0.04785365972484999 0.05460848595674678 0.04858667407651962
ωj 0.24927354029554571 1.61225062288036902 2.99374344439246487
inclinations by setting them equal to zero. The remaining initial values of the orbital
elements are reported in Table 3.1.
Having determined the initial conditions we come to determining the average val-
ues (a∗1 , a
∗
2 , a
∗
3) of the semi-major axes during the evolution. To this end we perform
a long-term numerical integration of Newton equations starting from the initial condi-
tions related to the data reported in Table 3.1. After having computed (a∗1 , a
∗
2 , a
∗
3) , we
determine the corresponding values Λ∗. This allows us to perform the expansion (3.3)
of the Hamiltonian as a function of the canonical coordinates (L, λ, ξ, η). In our calcu-
lations we truncate the expansion as follows. (a) The Keplerian part is expanded up to
the quadratic terms. The terms h
(T )
j1,j2
include: (b1) the linear terms in the actions L ,
(b2) all terms up to degree 18 in the secular variables (ξ, η) , (b3) all terms up to the
trigonometric degree 16 with respect to the angles λ . Our choice of the limits will be
motivated in the next section.
3.3 The Secular Model
We look now for a good description of the secular dynamics. A straightforward method
would be to include in the unperturbed Hamiltonian also the average of the perturbation
over the fast angles. However, it has been remarked by Robutel[78] that the frequencies
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of the quasi-periodic flow given by this secular Hamiltonian (often called of order one
in the masses) are quite different from the true ones. The reason lies in the effect of
the mean motion quasi-resonance 5 : 2 . Therefore we look for an approximation of
the secular Hamiltonian up to order two in the masses (see, e.g., [44], [46], [78], [56]
and [53]). To this end we follow the approach in [58], carrying out two “Kolmogorov-
like” normalization steps in order to eliminate the main perturbation terms depending
on the fast angles λ . We concentrate our attention on the resonant angles 2λ1 − 5λ2 ,
λ1 − 7λ3 and 3λ1 − 5λ2 − 7λ3, which are the most relevant ones for the dynamics. Our
aim is to replace the orbit with zero eccentricity with a quasi periodic one that takes
into account the effect of such resonances up to the second order in the masses. The
procedure is a little cumbersome, and requires two main steps that we describe in the
next two subsections.
3.3.1 Partial Reduction of the Perturbation
We emphasize that the Fourier expansion of the Hamiltonian (3.3) is generated just
by terms due to two-body interactions, and so harmonics including more than two
fast angles cannot appear. Thus, at first order in the masses only harmonics with the
resonant angles 2λ1−5λ2 and λ1−7λ3 do occur. Actually, harmonics with the resonant
angle 3λ1 − 5λ2 − 7λ3 are generated by the first Kolmogorov-like transformation, but
are of second order in the masses, and shall be removed by the second Kolmogorov-like
transformation described in the next section.
Let us go into details. We denote by
⌈
f
⌉
λ;KF
the Fourier expansion of a function f
truncated so as to include only its harmonics k·λ satisfying the restriction 0 < |k| ≤ KF .
We also denote by 〈·〉λ the average with respect to the angles λ1 , λ2 , λ3 . The canonical
transformations are using the Lie series algorithm (see, e.g., [32]).
We set KF = 8 and transform the translated Hamiltonian (3.3) as Hˆ(O2) =
exp
(
L
µχ
(O2)
1
)
H(T ) with the generating function µχ(O2)1 (λ, ξ, η) determined by solv-
ing the equation
3∑
j=1
n∗j
∂ χ
(O2)
1
∂λj
+
6∑
j2=0
⌈
h
(T )
0,j2
⌉
λ;8
(λ, ξ, η) = 0 . (3.4)
Notice that, by definition,
〈⌈
f
⌉
λ;KF
〉
λ
= 0 , which assures that equation (3.4) can
be solved provided the frequencies (n∗1 , n
∗
2 , n
∗
3) are not resonant up to order 8 , as it
actually occurs in our planar model of the SJSU system.
The Hamiltonian Hˆ(O2) has the same form of H(T ) in (3.3), with the functions
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h
(T )
j1,j2
replaced by new ones, that we denote by hˆ
(O2)
j1,j2
, generated by the expanding the
Lie series exp
(
L
µχ
(O2)
1
)
H(T ) and by gathering all the terms having the same degree
both in the fast actions and in the secular variables.
Now we perform a second canonical transformation H(O2) = exp
(
L
µχ
(O2)
2
)
Hˆ(O2),
where the generating function µχ
(O2)
2 (L, λ, ξ, η) (which is linear with respect to L) is
determined by solving the equation
3∑
j=1
n∗j
∂ χ
(O2)
2
∂λj
+
6∑
j2=0
⌈
hˆ
(O2)
1,j2
⌉
λ;8
(L, λ, ξ, η) = 0 . (3.5)
Again, the Hamiltonian H(O2) can be written in a form similar to (3.3), namely
H(O2)(L, λ, ξ, η) = n∗ · L+
∞∑
j1=2
h
(Kep)
j1,0
(L) + µ
∞∑
j1=0
∞∑
j2=0
h
(O2)
j1,j2
(L, λ, ξ, η;µ) . (3.6)
where the new functions h
(O2)
j1,j2
are calculated as previously explained for hˆ
(O2)
j1,j2
. More-
over, they still have the same dependence on their arguments as h
(T )
j1,j2
in (3.3).
If terms of second order in µ are neglected, then the Hamiltonian H(O2) possesses
the secular 3-dimensional invariant torus L = 0 and ξ = η = 0. Thus, in a small
neighborhood of the origin of the fast actions and for small eccentricities the solutions
of the system with Hamiltonian H(O2) differ from those of its average 〈H(O2)〉λ by a
quantity O(µ2). In this sense the average of the Hamiltonian (3.6) approximates the
real dynamics of the secular variables up to order two in the masses, and due to the
choice KF = 8 takes into account the resonances 5 : 2 between Jupiter and Saturn and
7 : 1 between Jupiter and Uranus.
In this part of the calculation we produce a truncated series which is represented
as a sum of monomials
cj,k,r,s L
j1
1 L
j2
2 L
j3
3 ξ
r1
1 ξ
r2
2 ξ
r3
3 η
s1
1 η
s2
2 η
s3
3
sin
cos(k1λ1 + k2λ2 + k3λ3) .
The truncated expansion of H(O2) contains 94 109 751 such monomials. We truncate
our expansion at degree 16 in the fast angles λ and at degree 18 in the slow variables
ξ, η (we shall justify this choice at the end of the next section).
3.3.2 Second Approximation and Reduction to the Secular Hamiltonian
The huge number of coefficients determined till now does not allow us to continue by
keeping all of them. Therefore, in view that we plan to consider the secular system,
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we perform a partial average by keeping only the main terms that contain the resonant
angle 3λ1 − 5λ2 − 7λ3. More precisely, we first consider the reduced Hamiltonian〈
H(O2)∣∣
L=0
〉
λ
= µ
∞∑
j2=0
〈
h
(O2)
0,j2
(ξ, η;µ)
〉
λ
, (3.7)
namely we set L = 0 , which results in replacing the orbit having zero eccentricity with
a close invariant torus of the unperturbed Hamiltonian, and average H(O2) by removing
all the Fourier harmonics depending on the angles. Next, we select in H(O2) the Fourier
harmonics that contain the wanted resonant angle 3λ1 − 5λ2 − 7λ3 and add them to
the Hamiltonian (3.7). Finally, we perform on the resulting Hamiltonian the second
Kolmogorov-like step. With more detail, this is the procedure, for (j1, j2) ∈ N2 we
select the resonant terms
µ2h
(res)
j1,j2
(L, λ, ξ, η) = µ
〈
h
(O2)
j1,j2
e−i(3λ1−5λ2−7λ3)
〉
λ
ei(3λ1−5λ2−7λ3)+
µ
〈
h
(O2)
j1,j2
ei(3λ1−5λ2−7λ3)
〉
λ
e−i(3λ1−5λ2−7λ3) .
(3.8)
Actually, this means that in our expression we just remove all monomials but the
ones containing the wanted resonant angle. Using the selected terms we determine a
generating function µ2χ
(res)
1 (λ, ξ, η) by solving the equation
3∑
j=1
n∗j
∂ χ
(res)
1
∂λj
+
9∑
j2=0
h
(res)
0,j2
(λ, ξ, η) = 0 . (3.9)
Here we make the calculation faster by keeping only terms up to degree 9 in (ξ, η) ,
this allows us to keep the more relevant resonant contributions. Then, still following
the procedure outlined in [56], we calculate only the interesting part of the transformed
Hamiltonian exp
(
L
µ2 χ
(res)
2
)
exp
(
L
µ2 χ
(res)
1
)
H(O2) , namely we keep in the transforma-
tion only the part which is independent of all the fast variables (L, λ) . This produces
the secular Hamiltonian H(sec), which satisfies the formal equation〈
exp
(
L
µ2 χ
(res)
2
)
exp
(
L
µ2 χ
(res)
1
)
H(O2)〉
λ
= H(sec) +O(‖L‖) + o(µ4) ,
where
H(sec)(ξ, η) = µ
∞∑
j2=0
〈
h
(O2)
0,j2
〉
λ
+ µ4
〈
1
2
{
χ
(res)
1 ,Lµ2 χ(res)1 h
(Kep)
2,0
}
L,λ
+χ(res)1 ,
∞∑
j2=0
h
(res)
1,j2

L,λ
+
1
2
χ(res)1 ,
∞∑
j2=0
h
(res)
0,j2

ξ,η
〉
λ
.
(3.10)
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Here, we denoted by {·, ·}L,λ and {·, ·}ξ,η the terms of the Poisson bracket involving
only the derivatives with respect the variables (L, λ) and (ξ, η), respectively.
The Hamiltonian so constructed is the secular one, describing the slow motion of
eccentricities and perihelia. In view of D’Alembert rules (see, e.g., [72]), it contains
only terms of even degree and so the lowest order significant term has degree 2. We
have determined the power series expansion of the Hamiltonian up to degree 18 in the
slow variables. In order to allow a comparison with other expansions, we reported our
results up to degree 4 in (ξ, η) in the appendix 3.A of the present chapter.
We close this section with a few remarks which justify our choice of the truncation
orders. The limits on the expansions in the fast actions L have been illustrated at
points (a) and (b1) at the end of section 3.3, and they are the smallest ones that
are required in order to make the Kolmogorov-like normalization procedure significant.
Since we want to keep the resonant angles 2λ1 − 5λ2 , λ1 − 7λ3 and 3λ1 − 5λ5 − 7λ3 ,
we set the truncation order for Fourier series to 16, which is enough. The choice to
truncate the expansion at degree 18 in the secular variables (ξ, η) is somehow subtler.
In view of D’Alembert rules the harmonics 2λ1 − 5λ2 and λ1 − 7λ3 have coefficients of
degree at least 3 and 6, respectively, in the secular variables. Furthermore, the resonant
angle 3λ1 − 5λ5 − 7λ3 does not appear initially in the Hamiltonian, but is generated
by Poisson bracket between the harmonics 2λ1 − 5λ2 and λ1 − 7λ3, which produces
monomials of degree 9 in (ξ, η). Therefore, we decided to calculate the generating
functions χ
(O2)
1 and χ
(O2)
2 up to degree 9 (recall equations (3.4) and (3.5)). Finally, in
the second Kolmogorov-like step we want to keep the secular terms generated by the
harmonic 3λ1 − 5λ5 − 7λ3, which are produced by Poisson bracket between monomials
containing precisely this harmonic, and then the result has maximum degree 18 in (ξ, η).
This explains the final truncation order for the slow variables.
3.4 Stability of the Secular Hamiltonian Model
The lowest order approximation of the secular HamiltonianH(sec), namely its quadratic
term, is essentially the one considered in the theory first developed by Lagrange[38]
and later improved by Laplace[41][42][43]) and by Lagrange himself[39][40]. In modern
language, we say that the origin of the reduced phase space (i.e., (ξ, η) = (0, 0) ) is
an elliptic equilibrium point (for a review using a modern formalism, see sect. 3 of [5],
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Table 3.2. Angular velocities ω and initial conditions (x(0), y(0)) for our planar
secular model about the motions of Jupiter, Saturn and Uranus. The frequency
vector ω refer to the harmonic oscillators approximation of the Hamiltonian H(0)
(written in (3.11)) and its values are given in rad/year .
j = 1 j = 2 j = 3
ωj −1.1212724892 × 10−4 −1.9688444678 × 10−5 −1.1134564418 × 10−5
xj(0) 1.5407573458 × 10−2 −3.0574059274 × 10−2 1.1186486403 × 10−2
yj(0) −2.5320810665 × 10−2 −5.2728862107 × 10−3 6.0669645406 × 10−3
where a planar model of our Solar System is considered).
It is well known that (under mild assumptions on the quadratic part of the Hamil-
tonian which are satisfied in our case) one can find a linear canonical transformation
(ξ, η) = D(x, y) which diagonalizes the quadratic part of the Hamiltonian, so that we
may write H(sec) in the new coordinates as
H(0)(x, y) =
3∑
j=0
ωj
2
(
x2j + y
2
j
)
+H
(0)
2 (x, y) +H
(0)
4 (x, y) +H
(0)
6 (x, y) + . . . , (3.11)
where ωj are the secular frequencies in the small oscillations limit and H
(0)
2s is a homo-
geneous polynomial of degree 2s+ 2 in (x, y) . The calculated values of (ω1, ω2, ω3) in
our case are reported in Table 3.2.
Thus, we are led to study the stability of the equilibrium for the Hamiltonian (3.11).
As remarked in the introduction, perpetual stability in a neighborhood of the equilib-
rium is assured in our case by Dirichlet’s theorem because all frequencies have the same
sign, that is negative in our case. Actually, a very rough evaluation of the size of the
stability neighborhood gives a value about 0.6 times the distance (from the origin) of
the actual initial data of the planets. Such an estimate should certainly be improved
by a more accurate calculation, i.e., by determining the stationary points of a function
in 6 variables. However, we emphasize that our model is just a planar approximation
of the true problem. If, for instance, one considers the spatial secular problem then the
secular frequencies of the nodes have a positive sign, so that Dirichlet theory does not
apply any more. Thus, we think it is more interesting to investigate the stability of the
equilibrium in the light of Nekhoroshev theory.
3.4.1 Birkhoff Normal Form
Following a quite standard procedure we proceed to construct the Birkhoff normal
3.4 Stability of the Secular Hamiltonian Model 47
form for the Hamiltonian (3.11) (see [6]; for an application of Nekhoroshev theory see,
e.g., [23]). This is a well known matter, thus we limit our exposition to a short sketch
adapted to the present context.
The aim is to give the Hamiltonian the normal form at order r
H(r)(x, y) = Z0(Φ) + . . .+ Zr(Φ) + F (r)r+1(x, y) + F (r)r+2(x, y) + . . . , (3.12)
where
Φj =
1
2
(
x2j + y
2
j
)
for j = 1, 2, 3 , (3.13)
are the actions of the system, and Zs for s = 0, . . . , r is a homogeneous polynomial of
degree s/2+1 in Φ and in particular it is zero for odd s. The un-normalized remainder
terms F (r)s , where s > r , are homogeneous polynomials of degree s+ 2 in (x, y) .
We proceed by induction. Assume that the Hamiltonian is in normal form up to
a given order r, which is trivially true for r = 0 , and determine a generating function
χ(r+1) and the normal form term Zr+1 , by solving the equation{
χ(r+1) , ω · Φ
}
+ F (r)r+1(x, y) = Zr+1(Φ) . (3.14)
Using the algorithm of Lie series transform, we can write the new Hamiltonian as
H(r+1) = expLχ(r+1) H(r). It is not difficult to show that H(r+1) has a form analogous
to that written in (3.12) with new functions F (r+1)s of degree s + 2 (where s > r + 1)
and the normal form part ending with Zr+1 , which is equal to zero if r is even (see,
e.g., [33]). As usual when using the Lie series methods, we denote by (x, y) the new
coordinates, so that the normal form H(r) possesses the approximate first integrals Φ
given by (3.13). By the way, the algorithm can be iterated up to the step r provided
that the non-resonance condition
k · ω 6= 0 ∀ k ∈ Z3 such that 0 < |k| ≤ r + 2 , (3.15)
is fulfilled.
3.4.2 Study of the Stability Time
It is well known that the composition of changes of variables to obtain the Birkhoff
normal form, at any finite order r, are analytic functions in some neighborhood of the
origin, but the analyticity radius shrinks to zero when r →∞ . Thus, the best we can
do is to look for stability for a finite but long time. We use the algorithm adopted
in [26], that we describe here.
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Let us pick three positive numbers R1, R2, R3 and consider a polydisk ∆%R with
center at the origin of R6 defined as
∆%R =
{
(x, y) ∈ R6 : x2j + y2j ≤ %2R2j , j = 1, 2, 3
}
,
% > 0 being a parameter. Let %0 = %/2 , and let (x0, y0) ∈ ∆%0R be the initial point of
an orbit, so that one has Φj(0) = (x
2
j + y
2
j )/2 ≤ %20R2j/2. Therefore, there is T (%0) > 0
such that for |t| ≤ T (%0) we have Φ(t) ≤ %2R2j/2 , and so also (x(t), y(t)) ∈ ∆%R. We
call T (%0) the estimated stability time, and our aim is to give a good estimate of it.
The key remark is that one has
Φ˙j =
{
Φj , H
(r)
}
=
∞∑
s=r+1
{
Φj , F (r)s
}
'
{
Φj , F (r)r+1
}
for j = 1, 2, 3 , (3.16)
which holds true for an arbitrary normalization order r. This means that the time
derivative of Φ(t) is small, being O(%r+3), so that the time T (%0) may grow very large.
The basis of Nekhoroshev theory is that one can choose an optimal value of r as a
function of %0 letting it to get larger and larger when %0 → 0, so that T (%0) grows
faster than any power of 1/%0 . Here we give this argument an algorithmic form, thus
producing an explicit estimate of T (%0) .
Let us write a homogeneous polynomial f(x, y) of degree s as
f(x, y) =
∑
|j|+|k|=s
fj,k x
jyk ,
where the multiindex notation xjyk = xj11 x
j2
2 x
j3
3 y
k1
1 y
k2
2 y
k3
3 has been used. We define the
quantity |f |R as
|f |R =
∑
|j|+|k|=s
|fj,k|Rj1+k11 Rj2+k22 Rj3+k33 Θj1,k1Θj2,k2Θj3,k3 , Θj,k =
√
jjkk
(j + k)j+k
.
(3.17)
We claim that for % > 0 one has
sup
(x,y)∈∆%R
∣∣f(x, y)∣∣ < %s|f |R . (3.18)
The estimate is checked as follows. In the plane xi, yi consider a disk with radius Ri.
Then inside the disk the inequality |xjii ykii | ≤ Rji+kii Θji,ki holds true. In fact, after
having set xi = Ri cosϑ , yi = Ri sinϑ , one can easily check that | cosji ϑ sinki ϑ| ≤
Θji,ki . It is then straightforward to verify that for a monomial x
jyk of degree s one
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has
sup
(x,y)∈∆%R
∣∣xjyk∣∣ ≤ %sRj1+k11 Rj2+k22 Rj3+k33 Θj1,k1Θj2,k2Θj3,k3 .
The wanted inequality is just the sum of the contributions of all monomials.
Using (3.18) and (3.16) we can estimate
sup
(x,y)∈∆%R
∣∣Φ˙j(x, y)∣∣ < C%r+3∣∣{Φj ,F (r)r+1}∣∣R , (3.19)
for j = 1, 2, 3 and with some C ≥ 1 . In fact, after having set % smaller than the
convergence radius of the remainder series F (r)s (where s > r), the above inequality is
true for some C . In our calculation we set C = 2 .
We come now to the calculation of the estimated stability time. Since Φj = %
2R2j/2 ,
we have Φ˙j = R
2
j%%˙ and, in view of inequality (3.19), also
%˙ ≤ Br,j
R2j
%r+2 , Br,j = C
∣∣{Φj ,F (r)r+1}∣∣R .
Thus a majorant of the function %(t) is given by the solution of the equation %˙ =
Br,j%
r+2/R2j . Setting %0 as the initial value we conclude that %(t) ≤ 2%0 for all |t| ≤
τ(%0, r), where
τ(%0, r) = min
j
R2j
Br,j
∫ 2%0
%0
dσ
σr+2
= min
j
(
1− 1
2r+1
)
R2j
(r + 1)Br,j %
r+1
0
. (3.20)
The latter estimate holds true for arbitrary normalization order r. Therefore we select
an optimal order ropt(%0) by looking for the maximum over r of τ(%0, r), thus getting
T (%0) = max
r
τ(%0, 2%0, r) . (3.21)
This is the best estimate of the stability time given by our algorithm.
3.4.3 Application to the SJSU System
We apply the algorithm of the previous section to the secular Hamiltonian H(sec) by
explicitly performing the construction of Birkhoff normal form up to order 30. Mean-
while also the first term of the remainder has been stored, so that the estimate for Φ˙ is
provided.
The calculation of the estimated stability time is performed by setting
R1 = 2.5558203988 × 10−2 , R2 = 3.0601862602 × 10−2 , R3 = 1.1223294461 × 10−2 .
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Figure 3.1. Optimal normalization order ropt and estimated stability time
T (%0) evaluated according to the algorithm of sect. 3.4.2. The time unit is the
year. See text for more details.
These values have been calculated as Rj =
√
x2j (0) + y
2
j (0) where xj(0), yj(0) are the
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initial data reported in table 3.2, so that the initial point is on the border of the polydisk
∆%R with % = 1 .
Finally we proceed to calculating the optimal normalization order ropt(%0) and the
estimated stability time T (%0) as functions of %0 in an interval such that the optimal
normalization order produced by our algorithm is less than 30. The results are reported
in fig. 3.1. The fast increase of the time when % decreases is evident from the graph.
We also remark that for %0 = 1, which corresponds to the initial data for the planets,
the normalization order is already ropt = 16. This shows that the mechanism of long
time stability is already active. The estimated time with our algorithm is about 107
years for %0 = 1. This seems to be quite short both with respect to the age of the Solar
System (which is estimated to be approximately 5× 109 years) and with respect to the
numerical indications (1018 years). We shall comment on this point in the next section.
3.5 Comments
In the framework provided by the Nekhoroshev’s theorem, the present work describes
the first attempt to study the stability of a realistic model with more than two planets
of our Solar System. As remarked at the end of the previous section we are not yet
able to prove the stability for a time comparable to the age of our planetary system,
even restricting ourselves to consider just the secular part of a planar approximation
including the Sun, Jupiter, Saturn and Uranus. Nevertheless, we think that our re-
sults is meaningful in that it indicates that the phenomenon of exponential stability
in Nekhoroshev sense may play an effective role for the Solar System, at least for the
biggest planets. On the other hand, we stress that our result is not dramatically far
from the goal of proving stability for the age of the Solar System: such a time is reached
for a domain with radius %0 about 0.7 times the one containing the initial data. By the
way, it may be worth to note that a similar result, with the same value of the radius,
has been found in [26] where the spatial problem for the Sun–Jupiter–Saturn system
is considered. Such a value of %0 appears to be not so small, especially if one recalls
the rough estimates based on the first purely analytical proofs of the KAM theorem: in
order to apply them to some model of our planetary system, the Jupiter mass should
be smaller than that of a proton. Improvements are surely possible, and the relatively
short history of the applications of the Nekhoroshev type estimates to celestial me-
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chanics has shown definitely more remarkable improvements than the one required here
(e.g., compare [24] with [27]).
Some drawbacks are immediately evident. The most relevant one is that the es-
timate in (3.20) actually assumes that the perturbation constantly forces the worst
possible evolution. This is clearly pessimistic, and justifies the striking difference with
respect to the indication given by the numerical integrations. On the other hand, gen-
eral perturbation method are essentially based on estimates that are often very crude.
The explicit calculation of normal forms and related quantities allows us to significantly
improve our results, but the price is either a bigger and bigger computer power or more
and more refined methods.
The natural question is whether there is a way to improve the present result. Our
approach suggests that a better approximation of the true orbit could help a lot. This
can be obtained, e.g., by first establishing the existence of a KAM torus close to the
initial conditions of the planets, and then proving the stability in Nekhoroshev sense
in a neighborhood of the torus that contains the initial data. Such an approach has
been attempted in [25] for the Sun–Jupiter–Saturn case considering the full system,
i.e., avoiding the approximation of the secular model. In that case the number of
coefficients to be handled is so huge that the calculation can actually be performed only
by introducing strong truncations on the expansions; this might artificially improve the
results. Thus, some new idea is necessary, and this will be work for the future.
3.A Expansion of the Secular Hamiltonian
of the Planar SJSU System
Our secular model is represented by the Hamiltonian H(sec), which is defined
in (3.10). Here, we limit ourselves to report the expansion of H(sec) up to degree 4
in (ξ, η) . Therefore, as a consequence of the D’Alembert rules, the terms related to the
quasi-resonance 3λ1 − 5λ2 − 7λ3 do not give any contribution to the coefficients listed
below. Thus, the following expansion of the rhs of (3.10) actually takes into account
just µ
〈
h
(O2)
0,2
〉
λ
+ µ
〈
h
(O2)
0,4
〉
λ
(recall that H(sec) contains just terms of even degree in its
variables (ξ, η) ). The calculation of the functions h
(O2)
0,2 and h
(O2)
0,4 is performed how it
has been explained in subsect. 3.3.1.
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H(sec)(ξ, η) =
−2.0438249530856989× 10−05 ξ21 +3.9042681895470743× 10−05 ξ11 ξ12
+4.5005164146422330× 10−07 ξ11 ξ13 −4.5352294644578622× 10−05 ξ22
+1.9490388069796070× 10−06 ξ12 ξ13 −5.6845848333331483× 10−06 ξ23
−2.0438249530856989× 10−05 η21 +3.9042681895470675× 10−05 η11 η12
+4.5005164146422409× 10−07 η11 η13 −4.5352294644578622× 10−05 η22
+1.9490388069796070× 10−06 η12 η13 −5.6845848333331441× 10−06 η23
−1.0838003720922759× 10−04 ξ41 +1.2014175808584642× 10−03 ξ31 ξ12
+6.2045352476790196× 10−07 ξ31 ξ13 −4.5563232782076350× 10−03 ξ21 ξ22
+8.8406443127175810× 10−07 ξ21 ξ12 ξ13 −9.7678628300067324× 10−06 ξ21 ξ23
−2.1676479523871672× 10−04 ξ21 η21 +1.2014125316196400× 10−03 ξ21 η11 η12
+6.2157409102827665× 10−07 ξ21 η11 η13 −1.5832006427474584× 10−03 ξ21 η22
+3.0033462029049336× 10−07 ξ21 η12 η13 −7.4173186653205456× 10−06 ξ21 η23
+7.6046689202847869× 10−03 ξ11 ξ32 −2.4429460187142667× 10−06 ξ11 ξ22 ξ13
+3.9912387029285291× 10−07 ξ11 ξ12 ξ23 +1.2014125316196422× 10−03 ξ11 ξ12 η21
−5.9464179266765730× 10−03 ξ11 ξ12 η11 η12 +5.8365071555190281× 10−07 ξ11 ξ12 η11 η13
+7.6047082339419673× 10−03 ξ11 ξ12 η22 −1.6360484568891480× 10−06 ξ11 ξ12 η12 η13
+2.2482538047243290× 10−07 ξ11 ξ12 η23 +2.6233130055605185× 10−05 ξ11 ξ33
+6.2157409102827644× 10−07 ξ11 ξ13 η21 +5.8365071555190228× 10−07 ξ11 ξ13 η11 η12
−4.6671904570366227× 10−06 ξ11 ξ13 η11 η13 −8.0739065076924997× 10−07 ξ11 ξ13 η22
+5.4429327654203341× 10−08 ξ11 ξ13 η12 η13 +2.6230652324380928× 10−05 ξ11 ξ13 η23
−4.8323841400859345× 10−03 ξ42 +2.9298658121783215× 10−05 ξ32 ξ13
−1.3020117317952433× 10−04 ξ22 ξ23 −1.5832006427474452× 10−03 ξ22 η21
+7.6047082339419534× 10−03 ξ22 η11 η12 −8.0739065076924796× 10−07 ξ22 η11 η13
−9.6647220999081795× 10−03 ξ22 η22 +2.9299286278904711× 10−05 ξ22 η12 η13
−7.7905487286026464× 10−05 ξ22 η23 +1.9476359726545943× 10−04 ξ12 ξ33
+3.0033462029049320× 10−07 ξ12 ξ13 η21 −1.6360484568891460× 10−06 ξ12 ξ13 η11 η12
+5.4429327654202779× 10−08 ξ12 ξ13 η11 η13 +2.9299286278906453× 10−05 ξ12 ξ13 η22
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−1.0427780546265602× 10−04 ξ12 ξ13 η12 η13 +1.9476665827159131× 10−04 ξ12 ξ13 η23
−2.0277494194124600× 10−04 ξ43 −7.4173186653203601× 10−06 ξ23 η21
+2.2482538047243565× 10−07 ξ23 η11 η12 +2.6230652324380681× 10−05 ξ23 η11 η13
−7.7905487286035477× 10−05 ξ23 η22 +1.9476665827159768× 10−04 ξ23 η12 η13
−4.0555535091919988× 10−04 ξ23 η23 −1.0838003720922736× 10−04 η41
+1.2014175808584629× 10−03 η31 η12 +6.2045352476790196× 10−07 η31 η13
−4.5563232782075760× 10−03 η21 η22 +8.8406443127175704× 10−07 η21 η12 η13
−9.7678628300066206× 10−06 η21 η23 +7.6046689202847939× 10−03 η11 η32
−2.4429460187142612× 10−06 η11 η22 η13 +3.9912387029285359× 10−07 η11 η12 η23
+2.6233130055604931× 10−05 η11 η33 −4.8323841400860802× 10−03 η42
+2.9298658121781443× 10−05 η32 η13 −1.3020117317952618× 10−04 η22 η23
+1.9476359726546422× 10−04 η12 η33 −2.0277494194122486× 10−04 η43
+o
(‖(ξ, η)‖4) .
4
Construction of the Normal Form
for Elliptic Tori in Planetary Systems
[ Semi-Analytical Part ]
“Be a man, make your own programs!”
— Carles Simo´
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In this chapter we improve Lagrange theory by looking for an unperturbed elliptic torus.
The theory developed in the previous chapters is based on the secular problem, namely,
the fast variables are removed by setting the corresponding actions to a constant value.
This corresponds to using circular orbits as an initial approximation, as was done in
Lagrange theory. However, we should remark that circular orbits are not solutions of
Newton equations.
A better approximation may be found by looking for orbits which are actual solu-
tions of Newton equations, and are close to elliptic ones. These orbits lie on invariant
elliptic tori. In fact, an elliptic torus can be represented as the Cartesian product of
the origin of the secular variables and of the origin of the fast actions, while the fast
angles perform a quasi-periodic motion.
We develop an explicit algorithm to construct the normal form of a planetary
Hamiltonian related to elliptic tori. In this chapter we focus our efforts on a direct
application to a planetary system that is an approximation of the planar Sun–Jupiter–
Saturn–Uranus system. Thus, we will check the effectiveness of our semi-analytic proce-
dure, by calculating a finite number of steps of the algorithm by algebraic manipulations
on a computer. The theoretical study of the convergence of our algorithm is deferred to
the next chapter, where we translate our semi-analytic approach into a rigorous proof
ensuring the existence of the elliptic tori.
4.1 Overview
Since the birth of the KAM theory (see [37], [63] and [1]), the invariant tori are expected
to be the key dynamical object which explains the (nearly perfect) quasi-periodicity of
the planetary motions of our Solar System.
Among the consequences of the KAM theory, which concern the tori of maximal
dimension, the following one looks natural. One expects that the persistence under small
perturbations should hold also for the n-dimensional invariant tori related to the limit
case of small circular orbits (in the integrable approximation, these surfaces are such
that p is constant, q ∈ Tn and (x, y) = (0, 0)). However, a separate proof is needed in
order to ensure the existence of these lower dimensional tori which are said to be elliptic,
because they correspond to stable equilibrium points of the secular motions. Such a
theorem has been recently proved by Biasco, Chierchia and Valdinoci in two different
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cases: for the spatial three-body planetary problem and for a planar system with a
central star and n planets (see [4] and [5], respectively). In our opinion, their approach
is deep from a theoretical point of view, but is not suitable for explicit applications, even
if one is interested just in finding the locations of the elliptic invariant tori. In order to
clarify this point, let us roughly summarize the scheme of their proofs as follows: first,
they carry out all the preliminary canonical transformations that are necessary to bring
the Hamiltonian in a particular form, to which they can subsequently apply a theorem
due to Po¨schel (see [74] and [75]), so to ensure the existence of elliptic lower dimensional
tori. Moreover, Po¨schel versions of this theorem are based on a careful adaptation of the
usual Arnold’s proof scheme for non-degenerate systems: the perturbation is removed
by a sequence of canonical transformations which are defined on a subset of the phase
space excluding the “resonant regions” (see [2]). Since resonances are everywhere dense
(but the width of the regions eliminated around them is suitably decreased, when the
order of the resonances increases), therefore the change of coordinates giving the shape
of the invariant elliptic tori is defined on a Cantor set which does not contain any open
subset. The efficiency of an eventual explicit application based of such an approach is
highly questionable and, as far as we know, it has never been used to calculate an orbit
of a celestial mechanics problem.
The original proof scheme of the KAM theorem, introduced by Kolmogorov himself,
is in a much better position for what concerns the translation into an explicit algorithm
constructing invariant tori (see [37], [3], [29] and [30]). In fact, this approach has
been successfully used to calculate the orbits for some interesting problems in celestial
mechanics (see [56], [57], [58] and [22]). The present work aims to adapt the Kolmogorov
algorithm, in order to construct a suitable normal form related to the elliptic tori.
Moreover, this will allow us to explicitly integrate the equations of motion on those
invariant surfaces, by using a so called semi-analytic procedure.
When one is interested in showing the long term stability of a planetary system,
the construction of a normal form related to some fixed elliptic torus could be a relevant
milestone. In fact, as we see in chapter 2, it is possible to ensure the effective stability
in the neighborhood of such an invariant surface by implementing a partial construction
of the Birkhoff normal form (see, e.g., [35] and [25], where this approach is used in order
to study the stability nearby an invariant KAM torus having maximal dimension). For
what concerns our Solar System, such an approach might be applied to some asteroids
with small orbital eccentricities and inclinations. However, as explained in the previous
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chapter, this same approach cannot yet succeed in proving the long-time stability of
the major planets of our Solar System.
The location of the elliptic tori can be useful also for practical purposes. In fact,
the regions close to them are exceptionally stable, being mainly filled by invariant tori
of maximal dimension. Therefore, they can be of interest for spatial missions aiming,
for instance, to observe asteroids not far from the elliptic tori. Moreover, our technique
should adapt quite easily also to the construction of hyperbolic tori that can be used
in the design of spacecraft missions with transfers requiring low energy. Also in view
of this kind of applications, lower dimensional tori of elliptic, hyperbolic and mixed
type have been studied in the vicinity of the Lagrangian points for both the restricted
three-body problem and the bicircular restricted four-body problem (see, e.g., [34], [36],
[9] and [21]).
The present chapter is organized as follows. The search for elliptic tori is applied
just to a model not far from the SJSU planar system (let us recall that the real orbits
of the planets of our Solar System are not lying on lower dimensional tori). Therefore,
sect. 4.2 is devoted to the introduction of our Hamiltonian model and to the description
of its expansion in canonical coordinates. This will allow us to write down the form of
the Hamiltonian to which our approach can be applied. By the way, we think that with
some minor modifications our procedure should adapt also to the more general spatial
case, after having performed the reduction of the angular momentum, which is not
considered here in order to shorten the description of all the preliminary expansions (for
an introduction to some methods performing both the partial and the total reduction,
see [18], [59] and [70]).
Our algorithm constructing a normal form for elliptic tori is presented in a purely
formal way in sect. 4.3. Let us recall that our procedure is mainly a reformulation of the
classical Kolmogorov normalization algorithm, that is modified in a suitable way for our
purposes. The theoretical background necessary to understand when our algorithm can
converge is informally discussed in subsect. 4.3.4 and fully stated in the next chapter.
Sect. 4.4 is devoted to explain an application which is also a test of our procedure.
First, in subsect. 4.4.2 we describe the way to implement our algorithm, by using an
algebraic manipulator on a computer so to produce both the normal form and the semi-
analytic integration of the motion on an invariant elliptic torus. The Fourier spectrum of
the motions on elliptic tori is strongly characteristic: just the mean-motion frequencies
and their linear combinations can show up. This simple remark allows us to check the
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accuracy of our results by using frequency analysis, as it will be described in sect. 4.4.3.
4.2 Classical Expansion of the Planar Planetary Hamiltonian
As claimed in the introduction, in order to fix the ideas, we think it is convenient to
focus on a concrete planetary model, to which we will apply our algorithm constructing
the elliptic tori in the next sections.
As in the previous chapter, we study an approximation of the SJSU planar system.
Let us stress that the four considered point bodies have the same masses as Sun, Jupiter,
Saturn and Uranus, but the orbits studied here are significantly different with respect
to the real ones.
We proceed now by expanding the Hamiltonian in order to construct the first basic
approximation of the normal form for elliptic tori. For completeness we report once
again only the key points of this scheme and the values of the parameters used, referring
to the previous chapter for all the details. After having chosen a center value Λ∗ for
the Taylor expansions with respect to the fast actions (in a way we will explain later),
we perform a translation TΛ∗ defined as
Lj = Λj − Λ∗j , for j = 1 , 2 , 3 .
This is a canonical transformation that leaves the coordinates λ , ξ and η unchanged.
The transformed Hamiltonian H(T ) = F ◦ TΛ∗ can be expanded in power series of
L, ξ, η around the origin. Thus, forgetting an unessential constant we rearrange the
Hamiltonian of the system as
H(T )(L, λ, ξ, η) = n∗ · L+
∞∑
j1=2
h
(Kep)
j1 , 0
(L) +
∞∑
j1=0
∞∑
j2=0
h
(T )
j1 , j2
(L, λ, ξ, η) , (4.1)
where again the functions h
(T )
j1 , j2
are homogeneous polynomials of degree j1 in the
actions L and of degree j2 in the secular variables (ξ, η) .
The expansion of the Hamiltonian (4.1) is performed in exactly the same way as
for (3.3), so we skip all the details and we focus only on the interesting part: the
new limits in the expansions. In our calculations we truncate this initial expansion as
follows. (a) The Keplerian part is expanded up to the quartic terms. The series where
the general summand h
(T )
j1 , j2
appears are truncated so to include: (b1) the terms having
degree j1 in the actions L with j1 ≤ 3 , (b2) all terms having degree j2 in the secular
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Table 4.1. Masses mj and initial conditions for Jupiter, Saturn and Uranus in
our planar model. We adopt the AU as unit of length, the year as time unit and
set the gravitational constant G = 1 . With these units, the solar mass is equal
to (2pi)2. The initial conditions are expressed by the usual heliocentric planar
orbital elements: the semi-major axis aj , the mean anomaly Mj , the eccentricity
ej and the perihelion longitude ωj . The data are taken by JPL at the Julian Date
2440400.5 .
Jupiter (j = 1) Saturn (j = 2) Uranus (j = 3)
mj (2pi)
2/1047.355 (2pi)2/3498.5 (2pi)2/22902.98
aj 5.20463727204700266 9.54108529142232165 19.2231635458410572
Mj 3.04525729444853654 5.32199311882584869 0.19431922829271914
ej 0.04785365972484999 0.05460848595674678 0.04858667407651962
ωj 0.24927354029554571 1.61225062288036902 2.99374344439246487
variables (ξ, η) , with j2 such that 2j1 + j2 ≤ 8 , (b3) all terms up to the trigonometric
degree 18 with respect to the angles λ . Let us remark that with respect to the analogous
initial expansion we performed in [79] that we describe in the previous chapter, here
we preferred to considerably reduce the maximal degree in the secular coordinates, in
order to increase those related to the fast ones. This choice is motivated by the fact
that the orbits on elliptic tori experience smaller values of the eccentricities (let us recall
that both ξj = O(ej) and ηj = O(ej) for j = 1 , 2 , 3 ) than those related to the real
motions; moreover, larger limits on the fast coordinates are needed, in order to give a
sharp enough numerical evidence of the convergence of the algorithm described in the
next section.
Let us now focus on the average with respect to the fast angles of the Hamiltonian,
i.e.
〈H(T )〉
λ
. The fast actions L are obviously invariant with respect to the flow of〈H(T )〉
λ
, thus, they can be disregarded. The remaining most significant term is given
by the lowest order approximation of the secular Hamiltonian, namely its quadratic
term
〈
h
(T )
0,2
〉
λ
, which is essentially the one considered in the theory first developed by
Lagrange (see [38]) and further improved by Laplace (see [41], [42] and [43]) and by
Lagrange himself (see [39], [40]). In modern language, we can say that the origin of the
secular coordinates phase space (i.e., (ξ, η) = (0, 0) ) is an elliptic equilibrium point.
In fact, under mild assumptions on the quadratic part of the Hamiltonian which are
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satisfied in our case (see sect. 3 of [5], where such hypotheses are shown to be generically
fulfilled for a planar model of our Solar System), it is well known that one can find
a canonical transformation (L, λ, ξ, η) = D(p, q, x, y) owning the following properties:
(i) L = p and λ = q , (ii) the map (ξ, η) =
(
ξ(x), η(y)
)
is linear, (iii) D diagonalizes the
quadratic part of the Hamiltonian, so that we can write
〈
h
(T )
0,2
〉
λ
in the new coordinates
as
∑3
j=1 ν
(0)
j (x
2
j + y
2
j )/2 , where all the entries of the vector ν
(0) have the same sign.
Our algorithm constructing a suitable normal form for elliptic tori can be started from
the Hamiltonian H(0) = H(T ) ◦ D , i.e.
H(0)(p, q, x, y) = H(T )(D(p, q, x, y)) . (4.2)
4.3 Formal Algorithm
In the present section, let us more generically assume that the number of degrees of free-
dom of our system is n1+n2 , where the canonical coordinates (p, q, x, y) can naturally
be split in two parts, that are (p, q) ∈ Rn1 ×Tn1 and (x, y) ∈ Rn2 ×Rn2 .
In order to better understand our whole procedure, we think it is convenient to
immediately state our final goal. We want to determine a canonical transformation
(p, q, x, y) = K(∞)(P,Q,X, Y ) such that the HamiltonianH(∞) = H(0)◦K(∞) is brought
to the following normal form1:
H(∞)(P,Q,X, Y ) = ω(∞) · P +
n2∑
j=1
Ω
(∞)
j
(
X2j + Y
2
j
)
2
+
O(‖P‖2)+O(‖P‖‖(X, Y )‖)+O(‖(X, Y )‖3) , (4.3)
where the notation means that we want to remove all terms which are linear in P and
independent of X , Y , or quadratic in X , Y and independent of P .
When initial conditions of the type (P,Q,X, Y ) = (0, Q0, 0, 0) (with Q0 ∈ Tn1)
are considered, the normal form (4.3) allows us to easily calculate the solution of the
Hamilton equations, i.e.(
P (t), Q(t), X(t), Y (t)
)
=
(
0, Q0 + ω
(∞)t, 0, 0
)
.
1 Let us here stress a little abuse of notation. Hereafter, the symbol ω will mean the frequencies
vector related to the motion on a torus (as it is usual in KAM theory), while in the previous
sections it was used to represent the perihelion longitudes (according to the classical notation in
celestial mechanics). Analogously, hereafter, Ω will denote the oscillation frequencies transverse
to an elliptic torus, while before it was used for the longitudes of the nodes.
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This clearly means that the n1-dimensional (elliptic) torus corresponding to P = X =
Y = 0 is invariant, and that the orbits are quasi periodic on it.
Let us start the description of the generic r-th step of our algorithm constructing
the normal form. We begin with a Hamiltonian of the following type:
H(r−1)(p, q, x, y) = ω(r−1) · p+ Ω(r−1) · J +
∞∑
s=0
∞∑
l=0
∑
2j1+j2=l
j1≥0 , j2≥0
f
(r−1,s)
j1 , j2
(p, q, x, y) , (4.4)
where Jj = (x
2
j + y
2
j )/2 is the action which is usually related to the j-th pair of secular
canonical coordinates (xj , yj) for j = 1 , . . . , n2 . Moreover, there is a fixed integer
value K > 0 such that the terms f
(r−1,s)
j1 , j2
satisfy the following hypotheses:
(A) f
(r−1,s)
j1 , j2
∈ P(sK)j1 , j2 , where P
(sK)
j1 , j2
is the class of functions such that (a1) they are
homogeneous polynomials of degree j1 in the actions p , (a2) they are homogeneous
polynomials of degree j2 in the secular variables (x, y) , (a3) their Fourier expansion
is finite with maximal trigonometric degree equal to sK ;
(B) the terms f
(r−1,s)
j1 , j2
are “well Fourier-ordered”; this nonstandard definition means
that ∀ j1 ≥ 0 , j2 ≥ 0 , s ≥ 1 every Fourier harmonic k appearing in the expansion
of f
(r−1,s)
j1 , j2
is such that its corresponding trigonometric degree is |k| = |k1| + . . .+
|kj1 | > (s− 1)K .
By using the properties (i)–(iii) of the canonical transformation D , one easily sees
that the Hamiltonian H(0) (that is defined in (4.2) can be expanded in the form written
in (4.4), after having suitably reordered its Fourier expansion so to satisfy the above
requirements (A) and (B). Therefore, our constructive algorithm can be concretely
applied to the Hamiltonian H(0) by starting with r = 1 .
The comparison of the expansion in (4.4) with the normal form in (4.3) clearly
shows that we have to eliminate all the terms f
(0,s)
j1 , j2
where the index l = 2j1 + j2 is
such that 0 ≤ l ≤ 2 . Thus, the r-th step of our algorithm can be naturally divided
in three stages, each of ones aims to reduce the perturbation terms with l = 0, 1, 2,
respectively.
4.3.1 First Stage of the r-th Normalization Step — Removing the Terms
Depending only on q
By making use of the classical Lie series algorithm to calculate canonical transformations
(see, e.g., [32] for an introduction), we first introduce the new Hamiltonian H(I;r) =
expL
χ
(r)
0
H(r−1), where the generating function χ
(r)
0 (q) ∈ P(rK)0,0 is determined as the
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solution of the equation{
χ
(r)
0 , ω
(r−1) · p
}
+
r∑
s=1
f
(r−1,s)
0,0 (q) = 0 , (4.5)
where we used the classical symbol {·, ·} to represent the Poisson brackets. The previous
equation (that is usually said to be of homological type) admits a solution provided the
frequency vector ω(r−1) is non-resonant up to order rK , i.e.
min
0<|k|≤rK
∣∣k · ω(r−1)∣∣ ≥ αr with αr > 0 , (4.6)
where, for the time being, {αr}r>0 is nothing but a sequence of real positive numbers
and |k| denotes the l1-norm of the integer vector k , i.e. k = |k1| + . . . + |kn1 | . The
solution of the homological equation (4.5) can be easily recovered by looking at the
little more complicate case of X
(r)
2 , which is discussed in the third stage of the r-th
normalization step (see formulas (4.14)–(4.16)).
In order to avoid the proliferation of too many symbols, let us make a common
abuse of notation so to still denote with (p, q, x, y) the new canonical coordinates
expL
χ
(r)
0
(p, q, x, y) . The expansion of the new Hamiltonian can be written as follows:
H(I;r)(p, q, x, y) = ω(r−1) · p+ Ω(r−1) · J +
∞∑
s=0
∞∑
l=0
∑
2j1+j2=l
j1≥0 , j2≥0
f
(I;r,s)
j1 , j2
(p, q, x, y) . (4.7)
The mathematical recursive definitions of the terms f
(I;r,s)
j1 , j2
are lengthy, but it is rather
easy to understand how to deal with them when they are translated in a programming
language, moreover we will describe all the details in the next chapter, see (5.11). The
main remark is concerned with the classes of functions, i.e.
1
i!
Li
χ
(r)
0
f
(r−1,s)
j1 , j2
∈ P((s+i)K)j1−i , j2 ∀ 0 ≤ i ≤ j1 , j2 ≥ 0 , s ≥ 0 .
Therefore, after having calculated all the Poisson brackets needed by 1i!Liχ(r)0 f
(r−1,s)
j1 , j2
, it
is enough to know that it contributes to the sum
∑s+i
j=0 f
(I;r,j)
j1−i , j2
. A suitable “reordering
of the Fourier series” will allow us to ensure that also the expansion (4.7) satisfies the
conditions (A) and (B), which have been stated at the beginning of the present section.
4.3.2 Second Stage of the r-th Normalization Step — Removing the Terms
Linear in x, y and Independent of p
Let us now introduce the new Hamiltonian H(II;r) = expL
χ
(r)
1
H(I;r), where the gener-
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ating function χ
(r)
1 (q, x, y) ∈ P(rK)0,1 is determined as the solution of the equationχ(r)1 , ω(r−1) · p+
n2∑
j=1
Ω
(r−1)
j
2
(
x2j + y
2
j
)+
r∑
s=0
f
(I;r,s)
0,1 (q, x, y) = 0 . (4.8)
In order to explicitly write down the solution of the previous equation, it is convenient
to temporarily introduce action-angle coordinates so to replace the secular pairs (x, y)
by putting xj =
√
2Jj cosϕj and yj =
√
2Jj sinϕj for j = 1, . . . , n2 ; therefore, let
us assume that the expansion of the known terms appearing in equation (4.8) is the
following one:
r∑
s=0
f
(I;r,s)
0,1 (q, J, ϕ) =
∑
0≤|k|≤rK
n2∑
j=1
√
2Jj
[
c
(±)
k , j cos
(
k · q ± ϕj
)
+ d
(±)
k , j sin
(
k · q ± ϕj
)]
,
(4.9)
with suitable real coefficients c
(±)
k , j and d
(±)
k , j . Thus, one can easily check that
χ
(r)
1 (q, J, ϕ) =
∑
0≤|k|≤rK
n2∑
j=1
√
2Jj
[
−c
(±)
k , j sin
(
k · q ± ϕj
)
k · ω(r−1) ± Ω(r−1)j
+
d
(±)
k , j cos
(
k · q ± ϕj
)
k · ω(r−1) ± Ω(r−1)j
]
,
(4.10)
is a solution of the homological equation (4.8) and it exists provided the frequency
vector ω(r−1) satisfies the so-called first Melnikov non-resonance condition up to order
rK , i.e.
min
0<|k|≤rK
j=1 , ... , n2
∣∣k · ω(r−1) ± Ω(r−1)j ∣∣ ≥ αr with αr > 0 , (4.11)
and all the entries of the frequency vector Ω(r−1) are far enough from the origin, i.e.
min
j=1 , ... , n2
∣∣Ω(r−1)j ∣∣ ≥ β with β > 0 . (4.12)
For what concerns planetary Hamiltonians where the D’Alembert rules hold true, let
us remark that all the coefficients c
(±)
k , j and d
(±)
k , j appearing in (4.9) and having even
values of |k| are equal to zero. In order to solve the equation (4.8), therefore, we do
not need the condition (4.12), which however is substantially included in another one
(i.e., (4.23)) that we will be forced to introduce later.
Starting from the expansion (4.10) of χ
(r)
1 (q, J, ϕ) , one can immediately recover the
expression of χ
(r)
1 (q, x, y) as a function of the original polynomial variables. We can
then explicitly calculate the expansion of the new Hamiltonian, which can be written
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as follows:
H(II;r)(p, q, x, y) = ω(r−1) · p+Ω(r−1) · J +
∞∑
s=0
∞∑
l=0
∑
2j1+j2=l
j1≥0 , j2≥0
f
(II;r,s)
j1 , j2
(p, q, x, y) . (4.13)
Also in this case, providing mathematical recursive definitions of the terms f
(II;r,s)
j1 , j2
is a
quite annoying task. Thus, we think it is better to just describe how to deal with them
when they are translated in a programming language, deferring all the details to the
next chapter, see (5.15). Let us remark that the following relations about the classes
of functions hold true:
1
i!
Li
χ
(r)
1
∑
2j1+j2=l
f
(I;r,s)
j1 , j2
∈
⋃
2j1+j2=l−i
P((s+i)K)j1 , j2 ∀ 0 ≤ i ≤ l , s ≥ 0 .
Therefore, after having calculated all the Poisson brackets appearing in the expression
of the term 1i!Liχ(r)1
∑
2j1+j2=l
f
(I;r,s)
j1 , j2
, it is enough to know that it contributes to the sum∑s+i
j=0
∑
2j1+j2=l−i
f
(II;r,j)
j1 , j2
. Again a suitable “reordering of the Taylor-Fourier series”
will allow us to ensure that also the expansion (4.13) satisfies the conditions (A) and (B),
which have been stated at the beginning of the present section.
4.3.3 Third Stage of the r-th Normalization Step — Removing the Linear Term
in p Independent of x, y, or Quadratic in x, y and Independent of p
The Hamiltonian produced at the end of the r-th normalization step is provided by
the composition of three canonical transformations which can be given in terms of
Lie series, i.e. H(r) = expL
D
(r)
2
◦ expL
Y
(r)
2
◦ expL
X
(r)
2
H(II;r), where the generating
functions belong to three different classes: X
(r)
2 (p, q) ∈ P(rK)1,0 , Y (r)2 (q, x, y) ∈ P(rK)0,2
and D(r)2 (x, y) ∈ P(0)0,2 . The explicit expressions of these generating functions are given
below, in formulas (4.14)), (4.17) and (4.21), respectively.
Let us anticipate that, when one focuses on the estimates needed to prove the
convergence of the algorithm, it is certainly simpler to introduce the generating func-
tion χ
(r)
2 (p, q, x, y) = X
(r)
2 (p, q) + Y
(r)
2 (q, x, y) and to consider the new Hamiltonian
expL
D
(r)
2
◦ expL
χ
(r)
2
H(II;r) which slightly differs from H(r), because X
(r)
2 , and Y
(r)
2 do
not commute with respect to the Poisson brackets. Since in the present section we
do not want to theoretically study the problem of the convergence of our algorithm,
we think here is better to distinguish the present third stage of the r-th normalization
step in other three parts, so to highlight their different roles. Moreover, this choice
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looks more natural to us, when one implements the constructive algorithm by algebraic
manipulations on a computer.
We start with X
(r)
2 (p, q) ∈ P(rK)1,0 , which is determined as the solution of the
equation {
X
(r)
2 , ω
(r−1) · p
}
+
r∑
s=1
f
(II;r,s)
1,0 (p, q) = 0 . (4.14)
This implies that
X
(r)
2 (p, q) =
∑
0<|k|≤rK
n1∑
j=1
pj
[
−ck , j sin
(
k · q)
k · ω(r−1) +
dk , j cos
(
k · q)
k · ω(r−1)
]
, (4.15)
where we preliminarily assumed that the expansion of the known terms appearing in
equation (4.14)) has the form
r∑
s=1
f
(II;r,s)
1,0 (p, q) =
∑
0<|k|≤rK
n1∑
j=1
pj
[
ck , j cos
(
k · q)+ dk , j sin (k · q)] , (4.16)
with suitable real coefficients ck , j and dk , j . Let us here recall that the solution (4.15)
for the equation (4.14) exists provided the frequency vector ω(r−1) satisfies the non-
resonance condition (4.6).
Let us now consider Y
(r)
2 (q, x, y) ∈ P(rK)0,2 , which is a solution of the equationY (r)2 , ω(r−1) · p+
n2∑
j=1
Ω
(r−1)
j
2
(
x2j + y
2
j
)+
r∑
s=1
f
(II;r,s)
0,2 (q, x, y) = 0 . (4.17)
In order to explicitly write down the expansion of Y
(r)
2 , it is convenient to temporarily
reintroduce the action-angle coordinates (J, ϕ) so to replace the secular pairs (x, y) ;
therefore, let us assume that the expansion of the known terms appearing in equa-
tion (4.17) has the form:
r∑
s=1
f
(II;r,s)
0,2 (q, J, ϕ) =
∑
0<|k|≤rK
n2∑
i , j=1
2
√
JiJj
[
c
(± ,±)
k , i , j cos
(
k · q ± ϕi ± ϕj
)
+
d
(± ,±)
k , i , j sin
(
k · q ± ϕi ± ϕj
)]
,
(4.18)
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with suitable real coefficients c
(± ,±)
k , i , j and d
(± ,±)
k , i , j . Thus, one can easily check that
Y
(r)
2 (q, J, ϕ) =
∑
0<|k|≤rK
n2∑
i , j=1
2
√
JiJj
[
− c
(± ,±)
k , i , j sin
(
k · q ± ϕi ± ϕj
)
k · ω(r−1) ± Ω(r−1)i ± Ω(r−1)j
+
d
(± ,±)
k , i , j cos
(
k · q ± ϕi ± ϕj
)
k · ω(r−1) ± Ω(r−1)i ± Ω(r−1)j
]
,
(4.19)
is a solution of equation (4.17) and it exists provided the frequency vector ω(r−1) satisfies
the so-called second Melnikov non-resonance condition up to order rK , i.e.
min
0<|k|≤rK
i , j=1 , ... , n2
∣∣k · ω(r−1) ± Ω(r−1)i ± Ω(r−1)j ∣∣ ≥ αr with αr > 0 . (4.20)
Let us here remark that the previous assumption includes also the non-resonance con-
dition (4.6) as a special case, i.e. when i = j and the signs appearing in the expression
±Ω(r−1)i ± Ω(r−1)j are opposite.
Also for what concerns the generating function D(r)2 , once again it is convenient to
replace the secular pairs (x, y) with the action-angle coordinates (J, ϕ) . Let us here
remark that Ω(r−1)·J and f (II;r,0)0 , 2 (x, y) are the only terms appearing in expansion (4.13),
quadratic in (x, y) (so they also are O(J) ) and not depending on p and q . The canonical
transformation induced by the Lie series expL
D
(r)
2
aims to eliminate the part of f
(II;r,0)
0 , 2
depending on the secular angles ϕ 1. Therefore, the generating function D(r)2 is defined
so to solve the following equation:{
D(r)2 , Ω(r−1) · J
}
+ f
(II;r,0)
0 , 2 (J, ϕ)−
〈
f
(II;r,0)
0 , 2
〉
ϕ
= 0 , (4.21)
where 〈·〉ϕ denotes the average with respect to the angles ϕ . This implies that
D(r)2 (J, ϕ) =
n2∑
i , j=1
∑
si , sj =±1
si·i+sj·j 6=0
2
√
JiJj
[
− ci , j , si , sj sin
(
siϕi + sjϕj
)
siΩ
(r−1)
i + sjΩ
(r−1)
j
+
di , j , si , sj cos
(
siϕi + sjϕj
)
siΩ
(r−1)
i + sjΩ
(r−1)
j
]
,
(4.22)
where we preliminarily assumed that the expansion of the known terms appearing in
1 This transformation, as we will see in the next chapter where the complex canonical variables are
adopted, corresponds to a diagonalization
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equation (4.21) is the following one:
f
(II;r,0)
0,2 (J, ϕ) =
n2∑
i , j=1
∑
si=±1
sj=±1
2
√
JiJj
[
ci , j , si , sj cos
(
siϕi + sjϕj
)
+
di , j , si , sj sin
(
siϕi + sjϕj
)]
,
with suitable real coefficients ci , j , si , sj and di , j , si , sj . Let us remark that the solu-
tion (4.15) for the equation (4.14) exists provided the frequency vector Ω(r−1) satisfies
the following finite non-resonance condition:
min
|l|=2
∣∣l · Ω(r−1)∣∣ ≥ β with β > 0 . (4.23)
At this point of the algorithm, it is convenient to slightly modify the frequencies
ωr−1 and Ωr−1, so to include the terms which are linear with respect to the actions and
that do not depend on the angles and, then, cannot be eliminated by our normalization
procedure. More precisely, we define ω(r) and Ω(r) , so that
ω(r) · p = ω(r−1) · p+ f (II;r,0)1,0 (p) , Ω(r) · J = Ω(r−1) · J +
〈
f
(II;r,0)
0 , 2
〉
ϕ
. (4.24)
Standard utilities provided by any computer algebra system should allow everyone
to get the expansions of Y
(r)
2 (q, x, y) and D(r)2 (x, y) , starting from those of Y (r)2 (q, J, ϕ)
and D(r)2 (J, ϕ) , which are written in (4.19)) and (4.22)), respectively. We are now able
to explicitly produce the expansion of the new Hamiltonian, which can be written as
follows:
H(r)(p, q, x, y) = ω(r) · p+Ω(r) · J +
∞∑
s=0
∞∑
l=0
∑
2j1+j2=l
j1≥0 , j2≥0
f
(r,s)
j1 , j2
(p, q, x, y) . (4.25)
Let us remark that this expansion of H(r) has exactly the same form of that written
for H(r−1) in (4.4), but we stress that the algorithm is arranged so to make smaller and
smaller the contribution of the terms f
(r,s)
j1 , j2
, when the value of r is increased, for s ≥ 0
and 2j1 + j2 = 0, 1, 2 .
In this case too, we avoid to write down the lengthy mathematical recursive def-
initions of the terms f
(r,s)
j1 , j2
. Instead, we provide some relations about the classes of
functions, which are useful to understand how to translate this third stage of the r-
th normalization step in a programming language. For what concerns the generating
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function X
(r)
2 , the following relations about the classes of the functions hold true:
1
i!
Li
X
(r)
2
f
(II;r,s)
j1 , j2
∈ P((s+i)K)j1 , j2 ∀ i ≥ 0 , j1 ≥ 0 , j2 ≥ 0 , s ≥ 0 . (4.26)
The relations involving the generating function Y
(r)
2 are a little more complicated:
1
i!
Li
Y
(r)
2
∑
2j1+j2=l
f
(II;r,s)
j1 , j2
∈
⋃
2j1+j2=l
P((s+i)K)j1 , j2 ∀ i ≥ 0 , l ≥ 0 , s ≥ 0 .
Finally, one can easily remark that each class of function is invariant with respect to a
Poisson bracket with the generating function D(r)2 , therefore:
1
i!
Li
D
(r)
2
f
(II;r,s)
j1 , j2
∈ P(sK)j1 , j2 ∀ i ≥ 0 , j1 ≥ 0 , j2 ≥ 0 , s ≥ 0 . (4.27)
By taking into account the relations (4.26)–(4.27) about the classes of functions, the
definition (4.24) of the new frequencies vectors and by suitably “reordering” the Taylor-
Fourier series, it is possible to ensure that also the expansion (4.25) satisfies the condi-
tions (A) and (B), which have been stated at the beginning of the present section about
the equation (4.4). Therefore, the whole normalization procedure, that has been here
described for the r-th step can be iteratively repeated.
4.3.4 Some Remarks on the Normalization Algorithm
We devote this section to an informal discussion of the relations between the normal-
ization procedure for an elliptic torus, which is the subject of the present chapter, and
the algorithm of Kolmogorov for a torus of full dimensions. Our aim is to bring into
evidence, on one hand, the differences that make the case of an elliptic low dimensional
torus definitely more difficult, and the impact that these differences have on the explicit
calculation. We hope that this informal discussion will also enlighten the main points
of the detailed proof of existence of elliptic tori that will be the subject of the next
chapter.
The main hypotheses of Kolmogorov’s theorem are (a) that the perturbation should
be small enough and (b) that a strong non-resonance condition must be satisfied by the
frequencies of the unperturbed torus. Both these conditions appear also in the proof
of existence of elliptic tori, but the condition of non resonance presents some critical
peculiarities.
Concerning the smallness of the perturbation, the main problem remains that the
analytical estimates are unrealistic: we could repeat here the remarks that we have
made for the theorem of Kolmogorov. Thus, also in this case we can obtain realistic
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results by using algebraic manipulation in order to implement a computer assisted proof.
In our case, by comparing the Hamiltonian normal form (4.3) with the expansion (4.25)
of H(r), one easily realizes that the initial expression of the perturbation (making part
of the Hamiltonian H(0), written in (4.2)) is given by
∞∑
s=0
2∑
l=0
∑
2j1+j2=l
j1≥0 , j2≥0
f
(0,s)
j1 , j2
. (4.28)
Looking at all the preliminary expansions described in the appendix A and recalled in
the previous chapters to get the Hamiltonian H(0), one immediately sees that all the
perturbing terms appearing in (4.28) are proportional to µ . Let us also recall that the
small parameter µ is equal to the mass ratio between the biggest planet and the central
star. In this respect, the explicit application of the algorithm is matter of programming
the method described in the previous sections.
The problem is concerned with the conditions on non resonance for the frequencies.
In the case of a full dimensional torus one must choose the n frequencies ω1, . . . , ωn so as
to satisfy a strong non-resonance condition. A typical request is that they obey a Dio-
phantine condition, i.e., that the sequence {αr}r≥1 appearing in the inequalities (4.6),
(4.11) and (4.20) must be such that αr ≥ γ/(rK)τ with suitable positive values of the
constant γ and τ . This choice must be made at the very beginning of the procedure,
and the perturbed invariant torus that is found at the end has the same frequencies as
the unperturbed one. The reason is that at every step a small translation is introduced
in order to keep the frequencies constant.
In the case of the elliptic low-dimensional torus one deals instead with two separate
set of frequencies, namely ω(0) ∈ Rn1 which characterize the orbits on the torus, and
the transverse frequencies Ω(0)R(n2) that characterize the oscillation of orbits close to
but not lying on the torus. By the way, this justifies the adjective “transverse” that is
commonly used. Now, the frequencies ω(0) on the torus can be chosen in an arbitrary
manner, but the transverse frequencies Ω(0) are functions of ω(0), being given by the
Hamiltonian. This is easily understood by considering the case of a periodic orbit, i.e.,
n1 = 1, since in that case the transverse frequencies are related to the eigenvalues of
the monodromy matrix.
The striking fact is that, due precisely to the dependence of the transverse fre-
quencies Ω(0) on ω(0), the algorithm forces us to change these frequencies at every step.
That is, one actually deals with infinite sequences ω(r) and Ω(r), all required to satisfy
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at every order a non-resonance condition of the form (4.20). Moreover, both sequences
should converge to a final set of frequencies ω(∞) = ω(∞)
(
ω(0)
)
and Ω(∞) = Ω(∞)
(
ω(0)
)
which must be non-resonant (e.g., Diophantine). Thus, we are forced to conclude that,
depending on the initial choice of ω(0), it may happen that the algorithm stops at some
step because the frequencies fail to satisfy the non resonance conditions (4.6), (4.11),
(4.12), (4.20) and (4.23). This is indeed one of the main difficulties in working out the
proof of existence of an elliptic torus.
Let us first consider the analytical aspect, anticipating the ideas that will be ex-
ploited in detail in the next chapter. One considers initially an open ball B ⊂ Rn1 such
that the Diophantine condition at finite order required for the first step is satisfied by
every ω(0) ∈ B ⊂ Rn1 and by the corresponding transverse frequencies Ω(0). This can
be done, because only a finite number of non resonance relations are considered. Then
one shows that at every step there exists a subset of frequencies in B which satisfies
the non resonance conditions (still at finite but increasing order) required in order to
perform the next step, together with the corresponding transverse frequencies. This is
obtained by a procedure which is reminiscent of Arnold scheme of proof of Kolmogorov’s
theorem: at every step one removes from B a finite number of intersections of B with
a small strip around a resonant plane in Rn1 , assuring that the width of the strip de-
creases fast enough so that an open set always remains. By the way, this is strongly
reminiscent of the process of construction of a Cantor set. The final goal is to prove
precisely that one is left with a Cantor set on non resonant frequencies which satisfy
the required resonance conditions and has positive Lebesgue measure. Moreover, the
relative measure with respect to B is close to 1. This is the idea underlying the proof
that will be expanded in the next chapter. We emphasize that the procedure outlined
here is strongly inspired by the scheme of proof of Kolmogorov’s theorem introduced
by Arnold[1], which is quite different form Kolmogorov one.
Let us now come to the numerical aspect. At first sight the formal algorithm
seems to require a cumbersome trial and error procedure in order to find the good
frequencies: when the non resonance conditions fail to be satisfied at a given step one
has to change the initial frequencies and restart the whole process. Moreover, since
the non resonance condition must be satisfied by the final frequencies, which obviously
can not be calculated, the whole process seem to be unsuitable for a computer-assisted
proof. We explain here in which sense the computer-assisted proofs can help to improve
the results also in this context. We make two remarks.
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The first remark is connected with the use of interval arithmetic while performing
the actual construction. Following the suggestion of the analytic scheme of proof, we
look for uniform estimates on a small open ball B , such that ∀ ω(0) ∈ B we explic-
itly perform R normalization steps, with R as large as possible. Essentially, we may
reproduce numerically the process of eliminating step by step the unwanted resonant
frequencies by suitably determining the intervals. Once R steps have been explicitly
performed we may apply to the partially normalized Hamiltonian H(R) a suitable for-
mulation of the KAM theorem for elliptic tori. This means that we recover the scheme
that we have already applied to the case of full-dimension tori. That is, we can take
advantage of the fact that the perturbing terms are much smaller than the correspond-
ing ones for the initial Hamiltonian H(0); thus, in principle we could ensure that for
realistic values of µ the relative measure of the invariant tori is so large that the set of
those ω(0) for which the algorithm can not work (i.e., B \ S) is so small that can be
neglected when we are dealing with a practical application.
Taking a more practical attitude, we may rely on the fact that the set of good
frequencies, according to the theory, has Lebesgue measure close to one, so that the case
of frequencies which are resonant at some finite order occurs with very low probability.
Thus, we just make a choice of the initial frequencies and proceed with the construction,
checking at every order that the non-resonance conditions that we need at that order are
fulfilled. We emphasize that the most extended resonant regions are those of low order,
so that it is not very difficult to check initially that the chosen frequencies will likely
be good enough. It may happen, of course, that the whole procedure must be restarted
with different frequencies, but we expect that this will rarely occur. However, since
the size of the perturbation is expected to decrease geometrically, we may confidently
expect that the probability of failure will decrease, too. This is confirmed by the actual
calculations.
When R steps have been made, we apply the theorem to a small neighborhood
of the calculated frequencies by choosing a suitable initial ball around the frequencies
approximated at that step.
4.4 Elliptic Tori for the SJSU System
We come now to the application of the formal algorithm for the construction of an
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Figure 4.1. Algorithm constructing the normal form related to an elliptic
torus for the planar SJSU system: plot of the norm of the generating functions as
a function of the normalization step r ; more precisely, the symbols × , , 4 , ◦
and + refer to the norm of the generating functions χ
(r)
0 , χ
(r)
1 , X
(r)
2 , Y
(r)
2 and D
(r)
2 ,
respectively, which are defined during the normalization algorithm, as described
in the present sect. 4.3. The norm is calculated by simply adding up the absolute
values of all the coefficients appearing in the expansion of each generating function.
elliptic torus to the planar SJSU system.
The initial Hamiltonian is (4.1), with a suitable rearrangement of terms so that it
is given the form (4.4) with r = 1. This requires also a diagonalization of the quadratic
part in the secular variables, which is performed as in the previous chapters.
We explicitly construct the normal form at a finite order checking that the norms of
the generating function decrease as predicted by the theory. Then we perform a numer-
ical check by comparing the orbit obtained via the normal form with the numerically
integrated one.
4.4.1 Constructing the Elliptic Torus by Using Computer Algebra
We applied the algorithm constructing elliptic tori (which has been widely described in
sect. 4.3) to the Hamiltonian H(0) (that is defined in (4.2) and has been obtained as
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described in sect. 4.2). The parameters have been fixed according to the specific values
of the planar SJSU system, which are reported in Table 4.1. Our software package for
computer algebra allowed us to explicitly calculate all the expansions (4.2) of H(r) with
index r ranging between 0 and 9 , so to include: (c1) the terms having degree j1 in the
actions p with j1 ≤ 3 , (c2) all terms having degree j2 in the variables (x, y) , with j2
such that 2j1 + j2 ≤ 8 , (c3) all terms up to the trigonometric degree 18 with respect
to the angles q . Let us recall that the truncation rules (c1)–(c3) are in agreement with
those prescribed about the expansion (4.1) in sect. 4.2 at points (b1)–(b3). Let us
remark that both the truncation rules (c1) and (c2) are preserved by all the canonical
transformations included in our algorithm. Since the maximal trigonometric degree of
the generating functions χ
(r)
0 , χ
(r)
1 , X
(r)
2 and Y
(r)
2 is equal to rK , the choice to set
K = 2 and the rule (c3) explain why we stopped the algorithm after having ended the
normalization step with r = 9 .
The behavior of the norms of the generating functions is reported in Fig. 4.1. Let
us make a few comments. The theoretical estimates assure the convergence of the
normal form provided the norms decrease geometrically with the order. The figure
shows that this is indeed the behavior in our case. The behavior of the D(r)2 functions
appears to be quite irregular, but we should recall that these functions do not play the
role of normalization function, since they represent the diagonalization of the quadratic
part related to the secular variables. We emphasize that the presence of a dangerous
resonance would be reflected in a sudden increase of the coefficients; thus, the plot may
be considered as a practical confirmation that the frequencies are well chosen.
Concerning the computational effort, performing the construction of the normal
form up to order r = 9 has taken about 10 hours of CPU time on an Intel Core i7,
using near 6 Gb of memory.
4.4.2 Explicit Calculation of the Orbits on the Elliptic Torus
We now perform a check on the approximation of the elliptic torus. To this end, we
calculate the orbit on the torus using the analytic expression and we compare it with
a numerical integration of Hamilton equations. In this section we explain how the
calculation of the orbit via normal form is performed.
According to the theory of Lie series, the canonical transformation (p, q, x, y) =
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K(r)(p(r), q(r), x(r), y(r)) inducing the normalization up to the order r is given by
K(r)(p(r), q(r), x(r), y(r)) = expL
D
(r)
2
◦ expL
Y
(r)
2
◦ expL
X
(r)
2
◦
expL
χ
(r)
1
◦ expL
χ
(r)
0
◦ . . . ◦ expL
D
(1)
2
◦ expL
Y
(1)
2
◦
expL
X
(1)
2
◦ expL
χ
(1)
1
◦ expL
χ
(1)
0
(
p(r), q(r), x(r), y(r)
)
,
where
(
p(r), q(r), x(r), y(r)
)
are meant to be the new coordinates. Thus, the canonical
transformation (p, q, x, y) = K(∞)(P,Q,X, Y ) brings H(0) in the normal form H(∞) =
H(0) ◦ K(∞), which is written in (4.3), with K(∞) = limr→∞K(r). Let us introduce a
new symbol to denote the composition of all the canonical change of coordinates defined
in sects. 4.2 and 4.3, i.e.
C(r) = E ◦ TΛ∗ ◦ D ◦ K(r) ,
where (r˜, r) = E(Λ, λ, ξ, η) is the canonical transformation giving the heliocentric po-
sitions r and their conjugated momenta r˜ as a function of the Poincare´ variables. If(
r˜(0), r(0)
)
is an initial condition on an invariant elliptic torus, in principle we might
use the following calculation scheme to integrate the equation of motion:
(
r˜(0), r(0)
) (C(∞))−1−→ (P (0) = 0, Q(0) , X(0) = 0, Y (0) = 0)y Φtω(∞)·P
(
r˜(t), r(t)
) C(∞)←− (P (t) = 0, Q(t) = Q(0) + ω(∞)t, X(t) = 0, Y (t) = 0)
(4.29)
where Φt
ω(∞)·P
induces the quasi-periodic flow related to the frequencies vector ω(∞).
Of course, the previous scheme requires an unlimited computing power; from a practical
point of view, we can just approximate it, by replacing C(∞) with C(R), where R is as
large as possible. Thus, the integration via normal form actually reduces to a transfor-
mation of the coordinates of the initial point to the coordinates of the normal form, the
calculation of the flow at time t in the latter coordinates, which is a trivial matter since
the flow is exactly quasi-periodic with known frequencies, followed y a transformation
back to the original coordinates.
Such an approximated semi-analytic calculation scheme can be directly compared
with the results provided by a numerical integrator. As it has been shown in [56], [57],
[58] and [22], this kind of comparisons provide a very stressing test for the accuracy of
the whole algorithm constructing the normal form.
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4.4.3 Validation of the Results by Using Frequency Analysis
The ideal calculation scheme (4.29) highlights that the Fourier spectrum of each com-
ponent of the motion law t 7→ (r˜(t), r(t)) is the very peculiar one
∞∑
j=0
cj exp
(
iζjt
)
, where, ∀ j ≥ 0 , cj ∈ C and ∃ kj ∈ Zn1 such that ζj = kj · ω(∞) .
(4.30)
In other words, the Fourier spectrum of the planetary motions on elliptic tori is so
characteristic, because all its frequencies are given by linear combinations of the fast
frequencies. From a strictly mathematical point of view, let us recall that the previous
formula for the Fourier spectrum can be deduced by the scheme (4.29), because of the
analyticity of the so called conjugacy function Q 7→ C(∞) (0, Q, 0, 0) and this will be
ensured as a byproduct of the theoretical study of the convergence of the constructive
algorithm that we present in the next chapter.
In the present section we aim to check the peculiar quasi-periodicity of the motions
on our approximation of an elliptic torus, by using the frequency map analysis (see,
e.g., [48] and [50] for an introduction). We focus on the following initial conditions:(
C(9)
)−1
(0, 0, 0, 0) ; (4.31)
according to the expansions described in the previous subsect. 4.4.2, this should be
an accurate approximation of a point on an elliptic torus. Therefore, we preliminarily
integrated the motion of the planar SJSU system over a time interval of 224 years, by
using the symplectic method SBAB3 (see [51]) with a time-step of 0.04 years.
Here we should add a remark concerning the precision. In order to have a signal
clean enough to be analyzed a particular care about the precision is mandatory. After
some trials tuning the parameters of the numerical integration we found that the 80
bits floating point numbers provided by the current AMD and INTEL fits our needs.
Technically this is obtained by using the long double types of the GNU C compiler
under Linux operating system.
The orbits have been sampled with a time interval of 1 year. The resulting signals
ξl(t) + iηl(t) , with l = 1, 2, 3 have been submitted to the frequency analysis method
using the so-called Hanning filter.
In Table 4.2 we report our numerical results about the first 25 summands of the
decomposition (4.30) for the Uranus secular signal ξ3(t)+ iη3(t) . Let us point out that
the values of the fast frequencies vector ω(∞) have been preliminarily calculated by
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Table 4.2. Decomposition of the Fourier spectrum of the signal ξ3(t) + iη3(t) ,
which is related to the Uranus secular motion. The following numerical values
have been obtained by applying the frequency analysis method. See the text for
more details.
j ζj kj |ζj − kj · ω(∞)| |cj |
0 −7.48019221455542005× 10−2 (0, 0,−1) 0.0× 10+00 2.9770× 10−4
1 3.80127210702886631× 10−1 (1, 0,−2) 5.6× 10−17 5.5428× 10−5
2 6.37064849761184715× 10−2 (0, 1,−2) 5.6× 10−17 1.8199× 10−5
3 2.02214892097791255× 10−1 (0, 2,−3) 0.0× 10+00 1.7410× 10−5
4 3.40723299219463982× 10−1 (0, 3,−4) 0.0× 10+00 6.1013× 10−6
5 8.35056343551327518× 10−1 (2, 0,−3) 5.6× 10−17 3.7452× 10−6
6 4.79231706341136876× 10−1 (0, 4,−5) 1.7× 10−16 2.4485× 10−6
7 −2.13310329267227178× 10−1 (0,−1, 0) 2.5× 10−16 1.4521× 10−6
8 −3.51818736388899878× 10−1 (0,−2, 1) 2.2× 10−16 1.0175× 10−6
9 6.17740113462809326× 10−1 (0, 5,−6) 1.1× 10−16 1.0447× 10−6
10 1.28998547639976824× 10+0 (3, 0,−4) 2.2× 10−16 7.8098× 10−7
11 −4.90327143510572494× 10−1 (0,−3, 2) 1.1× 10−16 7.1175× 10−7
12 7.56248520584482442× 10−1 (0, 6,−7) 2.2× 10−16 4.6141× 10−7
13 −9.84660187842435808× 10−1 (−2, 0, 1) 1.7× 10−16 4.1885× 10−7
14 −6.28835550632244611× 10−1 (0,−4, 3) 5.0× 10−16 3.8157× 10−7
15 −5.29731054993994532× 10−1 (−1, 0, 0) 5.6× 10−16 2.9840× 10−7
16 −1.11363990387936461× 10−5 (0, 0, 0) 1.1× 10−05 2.2654× 10−7
17 8.94756927706155003× 10−1 (0, 7,−8) 1.1× 10−16 2.0832× 10−7
18 −7.67343957753918837× 10−1 (0,−5, 4) 1.0× 10−15 1.9160× 10−7
19 1.74491460924820907× 10+0 (4, 0,−5) 2.8× 10−16 1.7777× 10−7
20 −1.43958932069087675× 10+0 (−3, 0, 2) 1.1× 10−16 1.3450× 10−7
21 2.43025734926846093× 10−2 (−1, 4,−4) 1.1× 10−14 1.1086× 10−7
22 −9.05852364875589622× 10−1 (0,−6, 5) 9.4× 10−16 9.3984× 10−8
23 1.03326533482782756× 10+0 (0, 8,−9) 0.0× 10+00 9.5496× 10−8
24 −1.96924221667578817× 10−5 (0, 0, 0) 2.0× 10−05 5.2900× 10−8
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Figure 4.2. Frequency analysis of the secular signal related to the secular
Jupiter motion: ξ1(t) + iη1(t) =
∑
∞
j=0
cj exp (iζjt) . Plot of the amplitudes |cj | as
a function of the frequencies ζj in Log-Log scale. The symbol × [+, resp.] refer to
the signal related to the motion starting from the initial conditions (4.31) [(4.32),
resp.], i.e. the approximation of a point on a elliptic torus after having performed 9
[0, resp.] steps of the algorithm constructing the corresponding normal form. In
both cases, the results for just the first 25 components have been reported in the
figure above.
looking at the main components of the Fourier spectrum of the signals Λl(t) exp
(
iλl(t)
)
,
with l = 1, 2, 3 . Moreover, we stress that the vectors kj ∈ Zn1 listed in the third column
are determined so to minimize the absolute difference |ζj − kj · ω(∞)| with |kj | ≤ 20 ;
indeed, one has to fix some limits on the absolute value of kj , in order to make consistent
its calculation, and our choice is motivated by the fact that the Fourier decay of the
analytic conjugacy function C(∞) (0, Q, 0, 0) is such that the main contributions to the
spectrum are related to low order harmonics.
If the initial conditions (4.31) were exactly on an elliptic torus, each value |ζj −
kj · ω(∞)| reported in the fourth column of Table 4.2 should be equal to zero. We see
that all of them, except for the cases corresponding to j = 16, 24 , are actually small
enough to be considered as generated by round-off errors. On the other hand, we can
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definitely say that ζ16 ' −1.1× 10−5 and ζ24 ' −1.9× 10−5 are “secular frequencies”,
because their values are O(µ) . Indeed, let us recall that µ ' 10−3, but the mass ratio
for Uranus, i.e. m3/m0 ' 4.4× 10−5, is even smaller.
Let us say that the occurrence of secular frequencies in the Fourier decomposition
of the signal should be expected. Indeed, they could be completely avoided only in
a very ideal situation, namely: (i) all the calculations described in sects. 4.2 and 4.3
should be carried out without performing any truncations on the expansions, (ii) the
initial conditions (4.31) should be replaced with
(C(∞))−1 (0, 0, 0, 0) , (iii) no numerical
errors should be there. In a practical calculation the orbit can not be exactly placed
on an elliptic torus, so the presence of secular frequencies just means that we are just
close to it. Nevertheless, it is very remarkable that the amplitude of the first found
secular frequency is three orders of magnitude smaller than the main component of the
spectrum. In our opinion, this is a first clear indication that our algorithm is properly
working.
Other components corresponding to secular frequencies are expected to be even
smaller than those found with j = 16, 24 . In fact, let us recall that the frequency
analysis method detects the summands cj exp
(
iζjt
)
appearing in (4.30) in a nearly
decreasing order with respect to the amplitude |cj | (for instance, one can easily see that
just two exchanges are needed in order to rewrite Table 4.2 in the correct decreasing
order); moreover, we calculated that the discrepancy
∣∣ξ3(t)+iη3(t)−∑24j=0 cj exp (iζjt)∣∣
is smaller than about ' 3.7× 10−7 for all the time values t for which we sampled the
signal. Let us emphasize that such an upper bound on the maximal discrepancy is just
a little larger than the amplitude |c16| .
A similar decomposition has been calculated for both the signals ξ1(t) + iη1(t)
and ξ2(t) + iη2(t) (which are related to the secular motions of Jupiter and Saturn.
The behavior is very similar to that of Table 4.2, so we omit the corresponding tables
because the results are more evident from the figures that we are going to present.
The most relevant information about such decompositions of the secular motions
of the three planets is summarized in the plots done with the × symbol appearing in
Figs. 4.2–4.4.
Those figures contain also a comparison with the results provided by a, say, trivial
approximation of an orbit on an elliptic torus. In fact, the dots marked with the +
symbol appearing in Figs. 4.2–4.4 refer to a frequency analysis which is performed
exactly in the same way as that corresponding to the × symbol, except the fact that
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Figure 4.3. Frequency analysis of the secular signal related to the secular
Saturn motion: ξ2(t) + iη2(t) =
∑
∞
j=0
cj exp (iζjt) . Plot of the amplitudes |cj | as
a function of the frequencies ζj in Log-Log scale. The meaning of the symbols ×
and + is the same as in Fig. 4.2.
the numerical integration of the equations of motion is started from the following initial
conditions (
C(0)
)−1
(0, 0, 0, 0) , (4.32)
instead of that reported in formula (4.31). Let us remark that
(C(0))−1 (0, 0, 0, 0) =
E ◦TΛ∗ ◦D (0, 0, 0, 0) is a sort of trivial approximation of a point on the elliptic torus as
it is provided by simply avoiding to apply the part of our algorithm constructing the
normal form, as it is described in sect. 4.3. In order to discuss in a more definite way,
we have already assumed that the secular frequencies are O(µ) , thus, let us separate
them from the fast ones, when they are smaller than 10−3. By looking at the right
side of Figs. 4.2–4.4, one can immediately remark that the parts of the spectra related
to the fast frequencies are nearly indistinguishable when the initial conditions (4.31)
or (4.32) are considered, because the dots marked with the symbols × and + superpose
each other in a nearly exact way for what concerns all the main components. On the
other hand, the secular parts of the spectra (that are in the left side of Figs. 4.2–4.4
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Figure 4.4. Frequency analysis of the secular signal related to the secular
Uranus motion: ξ3(t) + iη3(t) =
∑
∞
j=0
cj exp (iζjt) . Plot of the amplitudes |cj | as
a function of the frequencies ζj in Log-Log scale. The meaning of the symbols ×
and + is the same as in Fig. 4.2.
strongly differ. In fact, when the initial conditions (4.32) (that trivially approximate a
point on the elliptic torus) are considered, three secular frequencies are detected; while
at most two are found in the case of the more accurate initial data (4.31). Moreover,
by comparing the amplitudes, one can see that the secular components detected by
both the frequency analysis are decreased by at least two orders of magnitude when our
algorithm is applied. In our opinion, this comparison makes evident the effectiveness
of our procedure constructing the normal form for an elliptic torus.
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5
Construction of the Normal Form
for Elliptic Tori in Planetary Systems
[ Analytical Part ]
“Science is what we understand well enough to explain
to a computer. Art is everything else we do.”
— Donald Knuth
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5.1 Overview
In chapter 4 we described an algorithm for the explicit construction of the normal
form related to elliptic tori in planetary systems, focusing our attention on the direct
application to an approximation of the SJSU system.
Here we translate our algorithm into a rigorous proof and we ensure, under some
smallness conditions on the size of the perturbation, the existence of elliptic tori.
This chapter contains the complete proof of our theorem about the existence of
elliptic tori for planetary systems. It is basically divided in two parts: (i) the analytical
part, where we work out the recursive estimates, obtaining a geometrically increasing
bound on the growth of the norms; (ii) the measure theory part, where we define a set
of boxed domains in which we can perform the complete normalization procedure, this
completes the proof.
5.2 Technical Tools
In this section we introduce the technical background needed in the proof of the theorem.
In order to simplify the calculations, we slightly change the analytical setting introduced
in the previous chapter, using a set of complex conjugated variables.
5.2.1 Domains and Functions
Consider the complex domain D%,R,σ,
D%,R,σ = ∆%(0)×Tn1σ ×∆R(0) ,
where %, R and σ are positive parameters and
∆%(0) = {p ∈ Cn1 : |pj | < %} ,
Tn1σ = {q ∈ Cn1 : |Im(qj)| < σ} ,
∆R(0) =
{
z ∈ C2n2 : |zj | < R
}
.
We choose the fixed centers of the poly-discs equal to zero in order to simplify the
notation, but let us remark that it is not essential.
We basically consider analytic functions f : D%,R,σ → R of the form
f(p, q, z) =
∑
l
∑
m
∑
k
fl,m,kp
lzm exp(ik · q) , (5.1)
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with l ∈ Nn1 , m ∈ N2n2 and k ∈ Zn1 , and we define two classes of functions:
PL,M,sK = {f of the form (5.1) : |l| = L, |m| =M, |k| ≤ sK } ,
P`,sK =
⋃
2L+M=`
PL,M,sK . (5.2)
Considering again functions of the form (5.1), we introduce a norm depending on
the three positive parameters %, R and σ, as
‖f(p, q, z)‖%,R,σ =
∑
l
∑
m
∑
k
|fl,m,k|%|l|R|m| exp(|k|σ) ,
or, with a slightly different notation,
‖f(p, q, z)‖%,R,σ =
∑
k
|fk(p, z)|%,R exp(|k|σ) ,
where
|fk(p, z)|%,R =
∑
l
∑
m
|fl,m,k|%|l|R|m| .
In the following we use the shorter notation ‖·‖α instead of ‖·‖α%,αR,ασ, where α is any
real positive number. Incidentally, according to convenience, we also use the notation
z = (x, y), where x, y ∈ Cn2 are a pair of complex conjugated variables.
5.2.2 Estimates about Derivatives and Lie Series
Using the Cauchy estimates we can give an upper bound of the norms of the derivatives
(see [31]), but we have to pay with a restriction of the domain:∥∥∥∥ ∂f∂pj
∥∥∥∥
1−d
≤ 1
d%
‖f‖1 ,
∥∥∥∥ ∂f∂qj
∥∥∥∥
1−d
≤ 1
edσ
‖f‖1 ,
∥∥∥∥ ∂f∂zj
∥∥∥∥
1−d
≤ 1
dR
‖f‖1 .
In order to estimate the norm of the Poisson bracket between two functions, let
us remark that we can split the terms related to the derivatives of different pairs of
conjugate canonical variables, writing
{f, g} = {f, g}p,q + {f, g}x,y ,
and we can bound separately the two summands.
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Concerning the term related to the p and q variables, we have
‖{f, g}p,q‖1−d−δ ≤
∑
k,k′
∑
j
|kj | |fk|1−d−δ e|k|(1−d−δ)σ
1
(d+ δ)%
|gk′ |1 e|k
′|(1−d−δ)σ
+
1
δ%
|fk|1−d e|k|(1−d−δ)σ|k′j| |gk′ |1−d−δ e|k|(1−d−δ)σ
≤ 2
e%σ
1
(d+ δ)δ
‖f‖1−d ‖g‖1
(5.3)
The estimate of {f, g}x,y requires more work. The function f , generates a vector field
F (p, q, x, y) =
(
0, 0,−∂f
∂y
,
∂f
∂x
)
,
and with this field, we can define an auxiliary function
G(x,y)(t) = g
(
(0, 0, x, y) + tF (0, 0, x, y)
)
.
We want (0, 0, x, y)+tF (0, 0, x, y) ∈ D%,R,σ, if (x, y) ∈ ∆1−d−δ(0) which is true provided
|t||F (0, 0, x, y)| ≤ (d+ δ)R ,
so that G(x,y)(t) is analytic in a disk. It follows that∥∥∥∥ ddtG(x,y)(t) ∣∣∣t=0
∥∥∥∥
1−d−δ
≤ |F (0, 0, x, y)|
(d+ δ)R
‖g‖1 ≤ 1
R2
1
(d+ δ)δ
‖f‖1−d‖g‖1 . (5.4)
Using the inequalities (5.3) and (5.4), we get the estimate for the norm of the
Poisson bracket,
‖{f, g}‖1−d−δ ≤
(
2
e%σ
+
1
R2
)
1
(d+ δ)δ
‖f‖1−d‖g‖1 . (5.5)
Using this inequality, it’s an easy matter to give a bound for the Lie series (see [31]).
To this end consider the generic term Ljfg of the Lie series and fix the final restriction
of the domain, say d. Using a smaller step-size restriction, e.g. δ = d/j, we get∥∥∥Ljfg∥∥∥
1−d
=
∥∥∥Lf(Lj−1f g)∥∥∥
1−(j−1)δ−δ
≤
(
2
e%σ
+
1
R2
)
1
jδ2
‖f‖1
∥∥∥Lj−1f g∥∥∥
1−d−δ
≤ . . .
≤ j!
e2
(
2
e%σ
+
1
R2
)j
e2j
(d2)j
‖f‖j1‖g‖1 ,
(5.6)
where we used the trivial inequality jj ≤ j!ej−1.
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5.2.3 The Hamiltonian
We consider a Hamiltonian of the form
H(p, q, x, y) = ω · p+ i
∑
j
εΩjxjyj +
∑
l≥0
∑
s≥0
εsf
(s)
l (p, q, x, y) ,
where the functions f
(s)
l ∈ Pl,sK satisfy the parity condition1 and the following equa-
tions,
f
(0)
0 = f
(0)
1 = f
(0)
2 = 0, 〈f (1)0 〉q = 〈f (1)1 〉q = 〈f (1)2 〉q = 0 .
As noted in the previous chapter, in order to construct the normal form related
to the elliptic tori, we need to kill the terms f
(s)
0 , f
(s)
1 and f
(s)
2 , using a sequence of
canonical transformations. In order to develop a perturbative algorithm we add an
upper index to the functions, denoting the normalization order, so we start with a
Hamiltonian H(0) that reads,
H(0) = ω(0) · p+ i
∑
j
εΩ
(0)
j xjyj
+
∑
s≥1
εsf
(0,s)
0 +
∑
s≥1
εsf
(0,s)
1 +
∑
s≥1
εsf
(0,s)
2
+
∑
l>2
∑
s≥0
εsf
(0,s)
l ,
In the next section we explain the normalization procedure, assuming that the
Hamiltonian is already in normal form up to some finite order, say r − 1, we describe
the r-th normalization step.
5.3 Scheme of the Proof
In the spirit of Kolmogorov scheme, we construct an infinite sequence of Hamiltonians,{
H(r)
}
r≥0
, with the request that each H(r) is in normal form up to order r. To this
end, we perform an infinite sequence of normalization steps, each of which consists of
a canonical transformation close to identity, which transforms the Hamiltonian H(r−1)
to H(r). As explained in the previous chapter, the canonical transformation at order r
1 Here parity condition means that all the coefficients of the expansion of f
(s)
l
having even (odd)
trigonometrical degree in the q variables and odd (even) degree in p, are identically zero.
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is generated via a composition of four Lie series of the form
exp
(
L
D
(r)
2
)
◦ exp
(
L
χ
(r)
2
)
◦ exp
(
L
χ
(r)
1
)
◦ exp
(
L
χ
(r)
0
)
where χ
(r)
0 (q) ∈ P0,rK , χ(r)1 (q, x, y) ∈ P1,rK , χ(r)2 (p, q, x, y) ∈ P2,rK and D(r)2 (x, y) ∈
P2,rK .
As usual, the generating functions χ
(r)
0 , χ
(r)
1 , χ
(r)
2 and D(r)2 are unknowns to be
determined so that H(r) is in normal form up to order r.
In chapter 4, although we have considered a Hamiltonian written in real variables,
we gave all details about the solutions of the homological equations for the generating
functions. We refer to those formulas, referring to the semi-analytic part of our work.
Instead we describe in detail how the Hamiltonian is transformed during the four stages
of the r-th normalization step.
5.3.1 First Stage of the Normalization Step
The Hamiltonian H(r−1), which is in normal form up to order r − 1, can be written as
H(r−1) = ω(r−1) · p+ i
∑
j
εΩ
(r−1)
j xjyj
+
∑
s≥r
εsf
(r−1,s)
0 +
∑
s≥r
εsf
(r−1,s)
1 +
∑
s≥r
εsf
(r−1,s)
2
+
∑
l>2
∑
s≥0
εsf
(r−1,s)
l .
(5.7)
In order to eliminate the term f
(r−1,r)
0 , we have to solve the homological equation
Lχr0
(
ωr−1 · p)+ f (r−1,r)0 = 0 , (5.8)
as discussed in subsect. 4.3.1. We only stress that (5.8) admits a solution provided the
frequency vector ω(r−1) is non-resonant up to order rK, i.e.
min
0<|k|≤rK
|k · ω(r−1)| = αr,0 > 0 . (5.9)
We also remark that the generating function χ
(r)
0 (q) depends only on the angles q, and
by definition belongs to the family P0,rK .
Applying the Lie series algorithm, we get the transformed Hamiltonian,
H(I;r) = exp
(
εrL
χ
(r)
0
)
H(r−1) ,
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which can be written in a form similar to (5.7), with f (I;r,s) in place of f (r−1,s) and
without the term f
(r−1,r)
0 which has just been eliminated. Thus we have
H(I;r) = ω(r−1) · p+ i
∑
j
εΩ
(r−1)
j xjyj
+
∑
s>r
εsf
(I;r,s)
0 +
∑
s≥r
εsf
(I;r,s)
1 +
∑
s≥r
εsf
(I;r,s)
2
+
∑
l>2
∑
s≥0
εsf
(I;r,s)
l ,
(5.10)
where the functions f
(I;r,s)
l are recursively defined by the equations
f
(I;r,m)
l = 0 for 0 < m < r , l = 0, 1, 2 ,
f
(I;r,r)
0 = 0 ,
f
(I;r,r+m)
0 = f
(r−1,r+m)
0 for 0 < m < r ,
f
(I;r,s)
l =
bs/rc∑
j=0
1
j!
Ljχr0f
(r−1,s−jr)
l+2j elsewhere.
(5.11)
It is straightforward that, by construction, f
(I;r,s)
l ∈ Pl,sK , indeed taken two generic
functions f ∈ Pl,rK and g ∈ Pm,sK , we have {f, g} ∈ Pl+m−2,(r+s)K .
5.3.2 Second Stage of the Normalization Step
In order to eliminate the term f
(I;r,r)
1 , we have to solve the homological equation
L
χ
(r)
1
(
ω(r−1) · p+ i
∑
j
εΩ
(r−1)
j xjyj
)
+ f
(I;r,r)
1 = 0 . (5.12)
as discussed in subsect. 4.3.2. The solution of (5.12) exists if the so-called first Melnikov
non-resonant condition is satisfied up to order rK, i.e.
min
0<|k|<rK
|l|=1
|k · ω(r−1) + l · Ω(r−1)| = αr,1 > 0 . (5.13)
Let us stress that, due to the parity condition, 〈f (I;r,r)1 〉q is equal to zero, thus
we can consistently solve the homological equation. Moreover the generating function
χ
(r)
1 (q, x, y) depends on the angles q and on the (x, y) variables and, by definition,
belongs to the family P1,rK .
Applying the Lie series algorithm, we get the transformed Hamiltonian,
H(II;r) = exp(εrL
χ
(r)
1
)H(I;r) ,
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which can be written again in a form similar to (5.10), with f (II;r,s) in place of f (I;r,s)
and without the term f
(I;r,r)
1 just removed. Thus we have
H(II;r) = ω(r−1) · p+ i
∑
j
εΩ
(r−1)
j xjyj
+
∑
s>r
εsf
(II;r,s)
0 +
∑
s>r
εsf
(II;r,s)
1 +
∑
s≥r
εsf
(II;r,s)
2
+
∑
l>2
∑
s≥0
εsf
(II;r,s)
l ,
(5.14)
where the functions f
(II;r,s)
l are recursively defined by the equations
f
(II;r,m)
l = 0 for 0 < m < r , l = 0, 1, 2 ,
f
(II;r,r)
l = 0 for l = 0, 1 ,
f
(II;r,r+m)
l = f
(I;r,r+m)
l for 0 < m < r , l = 0, 1 ,
f
(II;r,2r)
0 = f
(I;r,2r)
0 +
1
2
L
χ
(r)
1
f
(I;r,r)
1 ,
f
(II;r,2r+m)
0 = f
(I;r,2r+m)
0 +
1
2
L
χ
(r)
1
f
(I;r,r+m)
1 , for 0 < m < r ,
f
(II;r,s)
l =
bs/rc∑
j=0
1
j!
Lj
χ
(r)
0
f
(I;r,s−jr)
l+j elsewhere.
(5.15)
As we remark in the previous subsection, also in this case, f
(II;r,s)
l ∈ Pl,sK .
5.3.3 Third Stage of the Normalization Step
In order to complete the normalization step, we need to eliminate f
(II;r,r)
2 and so to
solve the homological equations
L
X
(r)
2
(
ωr−1 · p)+ f (II;r,r)2 ∣∣z=0 −〈f (II;r,r)2 〉q ∣∣z=0= 0 ,
L
Y
(r)
2
(
ωr−1 · p+ i
∑
j
εΩr−1j xjyj
)
+ f
(II;r,r)
2
∣∣
p=0
−〈f II;r,r2 〉q
∣∣
p=0
= 0 ,
L
D
(r)
2
(
i
∑
j
εΩr−1j xjyj
)
+ 〈f (II;r,r)2 〉NDq
∣∣
p=0
= 0 .
(5.16)
In the last equation of (5.16), we use the notation 〈f (II;r,r)2 〉NDq to denote the terms
of f
(II;r,r)
2 that do not depend only on the product of the two corresponding complex
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conjugated variables x and y, i.e., that are not of the type1 c xjyj .
The solutions of these equations have already been discussed in subsect. 4.3.3. The
solutions of (5.16) exists provided again the non-resonance condition (5.9), the so-called
second Melnikov non-resonance condition is satisfied up to order rK, i.e.
min
0<|k|<rK
|l|=2
|k · ω(r−1) + l · Ω(r−1)| = αr,2 > 0 . (5.17)
and the condition
min
|l|=2
|l · Ω(r−1)| = βr,2 > 0 , (5.18)
are satisfied.
We collect the first two generating functions into a single one by adding them
together, χ
(r)
2 = X
(r)
2 +Y
(r)
2 , while we keep separate the D(r)2 function, that has the role
of a diagonalization. Let us remark that by hypothesis we have 〈f (0,1)0 〉q = 〈f (0,1)1 〉q =
〈f (0,1)2 〉q = 0 , and by construction we also know that f (II;1,1)2 contains no terms with
zero average on the angle q, so we do not have to consider the D(1)2 function, because
we do not have anything to remove.
Applying the Lie series with the generating function χ
(r)
2 , we get the Hamiltonian
H(III;r) = exp(εrL
χ
(r)
2
)H(II;r)
which can be written in a form similar to (5.14), with f (II;r,s) in place of f (I;r−1,s) and
with the new fast frequencies ω(r) instead of ω(r−1). Thus we have
H(III;r) = ω(r) · p+ i
∑
j
εΩ
(r−1)
j xjyj
+
∑
s>r
εsf
(III;r,s)
0 +
∑
s>r
εsf
(III;r,s)
1 +
∑
s≥r
εsf
(III;r,s)
2
+
∑
l>2
∑
s≥0
εsf
(III;r,s)
l ,
(5.19)
where the fast frequencies ω(r) change as
ω
(r)
j = ω
(r−1)
j + ε
r ∂〈f (II;r,r)2 〉q
∂pj
,
1 The corresponding term used in the previous chapter is 〈f
(II;r,0)
0 , 2 〉ϕ. As anticipated this notation
reflects that, with a little abuse of notation, we call diagonal the secular term i
∑
j
εΩr−1
j
xjyj ,
and with ND we indicate the non diagonal terms.
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and the functions f
(III;r,s)
l are recursively defined by the equations
f
(III;r,m)
l = 0 for 0 < m < r ,
l = 0, 1, 2 ,
f
(III;r,r)
l = 0 for l = 0, 1 ,
f
(III;r,r)
2 = 〈f (II;r,r)2 〉NDq
∣∣
p=0
,
f
(III;r,r+m)
l = f
(II;r,r+m)
l for 0 < m < r ,
l = 0, 1, 2 ,
f
(III;r,s)
l =
b(s−r−1)/rc∑
j=0
1
j!
Ljχr2f
(II;r,s−jr)
l for l = 0, 1 ,
s ≥ 2r ,
f
(III;r,kr)
2 =
k − 1
k!
Lk−1χr2 f
(II;r,r)
2 +
k−2∑
j=0
1
j!
Lj
χ
(r)
2
f
(II;r,kr−jr)
2 for k ≥ 2 ,
f
(III;r,kr+m)
2 =
k−1∑
j=0
1
j!
Lj
χ
(r)
2
f
(II;r,s−jr)
2 for 0 < m < r ,
k ≥ 2 ,
f
(III;r,s)
l =
bs/rc∑
j=0
1
j!
Lj
χ
(r)
2
f
(II;r,s−jr)
l elsewhere.
Again we remark that f
(II;r,s)
l ∈ Pl,sK .
Finally, applying the Lie series with D(r)2 , we get the Hamiltonian in normal form
up to order r and we complete the r-th normalization step, getting
H(r) = exp(εrL
D
(r)
2
)H(III;r) ,
which can be written in form similar to (5.19), with f (r,s) in place of f (III;r−1,s), without
the term f
(III;r,r)
2 and with the new fast frequencies Ω
(r) instead of Ω(r−1). Thus we
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have
H(r) = ω(r) · p+ i
∑
j
εΩ
(r)
j xjyj
+
∑
s>r
εsf
(r,s)
0 +
∑
s>r
εsf
(r,s)
1 +
∑
s>r
εsf
(r,s)
2
+
∑
l>2
∑
s≥0
εsf
(r,s)
l ,
(5.20)
where the slow frequencies Ω(r) change according to the following formula
i εΩ
(r)
j = i εΩ
(r−1)
j + ε
r ∂
2〈f (III;r,r)2 〉q
∂xj∂yj
,
and the functions f r,sl are recursively defined by the equations
f
(r,m)
l = 0 for 0 < m < r , l = 0, 1, 2 ,
f
(r,r)
l = 0 for l = 0, 1, 2 ,
f
(r,kr)
2 =
k − 1
k!
Lk−1
D
(r)
2
f
(III;r,r)
2 +
k−1∑
j≥0
1
j!
Lj
D
(r)
2
f
(III;r,kr−jr)
2 for k ≥ 2 ,
f
(r,s)
l =
∑
j≥0
1
j!
Lj
D
(r)
2
f
(III;r,s)
l elsewhere.
This concludes the r-th step of normalization. Let us finally remark that, at the end
of the normalization step, by construction, f
(r,s)
l ∈ Pl,sK and the parity condition is
satisfied again. Thus, ensuring the validity of the small divisors conditions, we can
apply recursively our algorithm step-by-step to get the normal form.
5.4 Estimates for the Normalization Algorithm
In this section, we translate our formal algorithm, as expressed in section 5.3, into a
recursive scheme of estimates on the norms of the functions involved in the normalization
algorithm.
Let us start with the estimates about the generating functions that we collect in
the following lemma.
Lemma 5.1: The generating functions, χ
(r)
0 , χ
(r)
1 , χ
(r)
2 and D(r)2 , defined by equa-
tions (5.8), (5.12), (5.16), are recursively bounded by:∥∥∥χ(r)0 ∥∥∥ ≤ ‖f (r−1,r)0 ‖αr,0 , (5.21)
94 Chapter 5. Construction of the Normal Form for Elliptic Tori in Planetary Systems
∥∥∥χ(r)1 ∥∥∥ ≤ ‖f (I;r,r)1 ‖αr,1 , (5.22)∥∥∥χ(r)2 ∥∥∥ ≤ ‖f (II;r,r)2 ‖min(αr,0, αr,2) , (5.23)∥∥∥D(r)2 ∥∥∥ ≤ ‖f (II;r,r)2 ‖βr,2 , (5.24)
where the denominator αr,0, αr,1, αr,2 and βr,2 are defined as
αr,0 = min
0<|k|≤rK
|k · ω(r−1)| ,
αr,1 = min
0<|k|<rK
|l|=1
|k · ω(r−1) + l · Ω(r−1)| ,
αr,2 = min
0<|k|<rK
|l|=2
|k · ω(r−1) + l · Ω(r−1)| ,
βr,2 = min
|l|=2
|l · Ω(r−1)| .
Proof. The estimates (5.21)–(5.24) follow from equations (5.8), (5.12) and (5.16),
respectively. We analyze only the χ
(r)
0 function, the others follow similarly. As is
evident from the form (5.8) of the solution, every coefficient of f
(r−1,r)
0 is divided by a
quantity k ·ω(r−1) (see (4.6)), which is bounded from below in view of the non resonance
condition. Thus the norm of the function is divided by the same quantity. Q.E.D.
The small divisors αr,0 have the same expression as that we find in the Kolmogorov’s
theorem, while αr,1 and αr,2 are related to the first and to the second Melnikov condi-
tions, respectively.
It is now useful to introduce a common single value instead of the three small
divisors, so we define the quantity αr as,
αr = min
0<|k|≤rK
0<|l|≤2
|k · ωr−1 + l · Ωr−1| .
Now we need to translate the formulas defining the functions f
(r,s)
l , f
(I;r,s)
l , f
(II;r,s)
l
and f
(III;r,s)
l into a recursive scheme of estimates.
5.4.1 The Sets of Indexes
Let us remark that, considering the function f
(I;r,s)
l , due to the estimate (5.6) about the
Lie series terms, each small divisor, αr, is multiplied by a factor, say δ
2
r , corresponding
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to the restriction of the domain. The one-to-one correspondence between these quan-
tities and the r index suggest to take care only of the indexes in order to check the
accumulation of these quantities. To be more precise, at each normalization step, we
(potentially) introduce a new small divisor factor. We call this process the accumulation
of the small divisors.
Definition 5.1: Let I be a set of positive indexes, without loss of generality we can
denote by i the i-th element of this set, we define the evaluation operator, E(I), as
E(I) =

#I∏
i=1
(d2iαi)
−1 if #I 6= 0 ,
1 elsewhere .
Definition 5.2: Consider n sets of indexes I1, . . . , In, we define the operator
MAX (I1, . . . , In), that selects the set that maximize the evaluation operator defined
above,
MAX (I1, . . . , In) = I¯ s.t. E(Ij) ≤ E(I¯) ∀ 1 ≤ j ≤ n ,
Definition 5.3: Let I be a set of positive indexes and h ∈ N, we define the operator
Nh, that estimate the number of indexes belonging to the interval [2h, 2h+1),
Nh(I) = #
{
j ∈ I : 2h ≤ j < 2h+1} .
The choice of such intervals allows us to introduce the Bruno condition in a very
natural way, as we will see at the end of the discussion.
In order to translate the transformations of the functions described in the normal-
ization procedure into operations on sets of indexes, we associate to every function a
set of indexes using the notation below,
χ
(r)
0 ↔ G(r)0 , χ(r)1 ↔ G(r)1 , χ(r)2 ↔ G(r)2 ,
f
(I;r,s)
l ↔ F (I;r,s)l , f (II;r,s)l ↔ F (II;r,s)l , f (r,s)l ↔ F (r,s)l .
Remember that the transformation due to D(r)2 , does not involve any small divisor, so
we do not introduce any set of indexes for this part of the transformation.
Now we define recursively these sets, taking into account how the functions are
transformed during the normalization procedure with special care on how the small
96 Chapter 5. Construction of the Normal Form for Elliptic Tori in Planetary Systems
divisors are propagated during the transformations.
F (0,s)l = ∅ for l, s ≥ 0 ,
G(r)0 = F (r−1,r)0 ∪ {r} for r ≥ 1 ,
F (I;r,m)l = ∅ for 0 < m < r , l = 0, 1, 2 ,
F (I;r,r)0 = ∅ ,
F (I;r,r+m)0 = F (r−1,r+m)0 for 0 < m < r ,
F (I;r,s)l = MAX
0≤j≤bs/rc
(
j⋃
i=1
G(r)0 ∪ F (r−1,s−jr)l+2j
)
for l > 2 or
or l = 1, 2 , s ≥ r
or l = 0 , s ≥ 2r .
G(r)1 = F (I;r,r)1 ∪ {r} for r ≥ 1 ,
F (II;r,m)l = ∅ for 0 < m < r , l = 0, 1, 2 ,
F (II;r,r)l = ∅ , for l = 0, 1 ,
F (II;r,r+m)l = F (I;r,r+m)l for 0 < m < r , l = 0, 1 ,
F (II;r,2r)0 =MAX
0≤j≤1
(
j⋃
i=1
G(r)1 ∪ F (I;r,2r−jr)j
)
,
F (II;r,s)l = MAX
0≤j≤bs/rc
(
j⋃
i=1
G(r)1 ∪ F (I;r−1,s−jr)l+j
)
for l > 2
or l = 2 , s ≥ r
or l = 1 , s ≥ 2r
or l = 0 , s > 2r .
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G(r)2 = F (II;r,r)2 ∪ {r} for r ≥ 1 ,
F (r,m)l = ∅ for 0 < m < r , l = 0, 1, 2 ,
F (r,r)l = ∅ , for l = 0, 1, 2 ,
F (r,r+m)l = F (II;r,r+m)l for 0 < m < r , l = 0, 1, 2 ,
F (r,s)l = MAX
0≤j≤b(s−r−1)/rc
(
j⋃
i=1
G(r)2 ∪ F (II;r,s−jr)l
)
, for l = 0, 1 , s ≥ 2r
F (r,s)2 = MAX
0≤j≤b(s−r)/rc
(
j⋃
i=1
G(r)2 ∪ F (II;r,s−jr)2
)
, for s ≥ 2r
F (r,s)l = MAX
0≤j≤bs/rc
(
j⋃
i=1
G(r)2 ∪ F (II;r,s−jr)l
)
for l > 2
For these sets of indexes, as stated in the following lemma, we are able to give an
upper bound to the operators Nh, hence we can control the accumulation of the small
divisors.
Lemma 5.2: From the definition 5.3, taken a set of indexes I, the operator Nh(I)
is defined as
Nh(I) = #
{
j ∈ I : 2h ≤ j < 2h+1} .
Consider the sets of indexes F (I;r,s)l , F (II;r,s)l , F (r,s)l , G(r)0 , G(r)1 and G(r)2 , defined
above, then the following estimates are true,
Nh
(
F (r,s)l
)
≤
{
3
⌊
s
2h
⌋
− (3− l)+ if h ≤ blog2 rc,
0 elsewhere,
where F (r,s)l can be replaced by F (I;r,s)l or F (II;r,s)l , and
Nh
(
G(r)l
)
≤
{
3
⌊
r
2h
⌋
− (2− l)+ if h ≤ blog2 rc,
0 elsewhere.
where in the last formula l ranges between 0 and 2.
Proof. The proof of this lemma requires only careful calculations and is done by
induction. We use the notation (a)+ meaning max(0, a).
For r = 0 is trivial, so assume that the relations are true up to r − 1.
Starting with the G(r)0 set, if r = 2h,
Nh
(
G(r)0
)
= 1 ≤ 3
⌊ r
2h
⌋
− 2 ,
98 Chapter 5. Construction of the Normal Form for Elliptic Tori in Planetary Systems
and if r > 2h,
Nh
(
G(r)0
)
≤ 3
⌊ r
2h
⌋
− 3 + 1 ≤ 3
⌊ r
2h
⌋
− 2 .
Considering the F (r,s)l set, if r = 2h, using the fact that Nh
(
G(r)0
)
= 1, we get
Nh
(
F (r,s)l
)
=
⌊ s
2h
⌋
≤ 3
⌊ r
2h
⌋
− (3− l)+ ,
we remark that the last inequality is clearly not true in general, but in our case we
have:
1. if l = 0, then s ≥ 2r ;
2. if l = 1, 2, then s ≥ r ;
3. if l ≥ 3, the inequality is true.
If r > 2h,
Nh
(
F (r,s)l
)
≤ 3j
⌊ r
2h
⌋
− 2j + 3
⌊s− jr
2h
⌋
− (3− l − 2j)+
≤ 3
⌊ s
2h
⌋
− (3− l)+ ,
where we use the trivial inequality
−b+ (a− b)+ ≥ (a)+ , for all b ≥ 0 .
The estimate for G(r)1 is trivial,
Nh
(
G(r)1
)
≤ 3
⌊ r
2h
⌋
− 2 + 1 ≤ 3
⌊ r
2h
⌋
− 1 ,
and for F (r,s)l we have
Nh
(
F (r,s)l
)
≤ 3j
⌊ r
2h
⌋
− j + 3
⌊s− jr
2h
⌋
− (3− l − j)+
≤ 3
⌊ s
2h
⌋
− (3− l)+ .
Finally for G(r)2 we have,
Nh
(
G(r)2
)
≤ 3
⌊ r
2h
⌋
− 1 + 1 ≤ 3
⌊ r
2h
⌋
,
and for F (r,s)l
Nh
(
F̂ (r,s)l
)
≤ 3j
⌊ r
2h
⌋
+ 3
⌊s− jr
2h
⌋
− (3− l)+
≤ 3
⌊ s
2h
⌋
− (3− l)+ .
Q.E.D.
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To complete the scheme of estimates of the norms of the functions involved in the
normalization procedure, we also have to control the number of terms in every summa-
tion. To this aim we define three sequences related to the normalization procedure.
Definition 5.4: The three sequences of integer numbers {νr,s}r,s≥0, {ν(I)r,s}r,s≥0 and
{ν(II)r,s }r,s≥0, are defined by
ν0,s = 1 ,
ν(I)r,s =
bs/rc∑
j=0
νjr−1,rνr−1,s−jr ,
ν(II)r,s =
bs/rc∑
j=0
(ν(I)r,r)
jν
(I)
r,s−jr ,
νr,s =
bs/rc∑
j=0
(ν(II)r,r )
jν
(II)
r,s−jr ,
With some calculation it’s easy to write the sequence {νr,s}s≥0 with the sole de-
pendence on the sequence {νr−1,s}s≥0, first can write
νr,s =
bs/rc∑
j=0
(
ν(I)r,r + ν
(I)
r,rν
(I)
r,0
)j bs/rc−j∑
i=0
(ν(I)r,r)
iν
(I)
r,s−jr−ir
=
bs/rc∑
j=0
2j(ν(I)r,r)
j
bs/rc∑
i=j
(ν(I)r,r)
i−jν
(I)
r,s−ir
=
bs/rc∑
j=0
(ν(I)r,r)
jν
(I)
r,s−jr
j∑
i=0
2i
=
bs/rc∑
j=0
(
2j+1 − 1) (ν(I)r,r)jν(I)r,s−jr .
In this way we eliminate the ν(II) dependency and, with the same procedure, we get
νr,s =
bs/rc∑
j=0
(
2j+1 − 1) (νr−1,r + νr−1,rνr−1,0)j bs/rc−j∑
i=0
νir−1,rνr−1,s−jr−ir
=
bs/rc∑
j=0
2j
(
2j+1 − 1) νjr−1,r bs/rc∑
i=j
νi−jr−1,rνr−1,s−ir
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=
bs/rc∑
j=0
νjr−1,rνr−1,s−jr
j∑
i=0
22i+1 − 2i
=
bs/rc∑
j=0
(
2
3
(
22(j+1) − 1
)
− 2j+1 + 1
)
νjr−,rνr−,s−jr .
Let us introduce the shorter notation
nj =
2
3
(
22(j+1) − 1
)
− 2j+1 + 1 ,
and remark that
n0 = 1 and n1 = 7 .
It’s easy to see that
1
3
22(j+1) ≤ nj ≤ 2
3
22(j+1) for j ≥ 1 ,
thus we can ensure the estimate
nj+1 ≤ 23nj for j ≥ 0 . (5.25)
Lemma 5.3: Consider the sequence {νr,s}r,s≥0 as in definition 5.4, the following
properties are satisfied:
(i) ν0,s < ν1,s < . . . < νs,s = νs+1,s = . . .
(ii) νr,r = 8νr−1,r
(iii) ν1,s ≤ νs−1,s−1
(iv) νr,s ≤ νr−1,s + νr,rνs−r,s−r
Proof. (i) is trivial; (ii) as remarked above, n0 = 1 and n1 = 7, so
νr,r = n0νr−1,r + n1νr−1,r = 8νr−1,r .
(iv) requires some calculations,
νr,s = νr−1,s +
bs/rc∑
j=1
njν
j
r−1,rνr−1,s−jr
= νr−1,s + νr−1,r
bs/rc−1∑
j=0
nj+1ν
j
r−1,rνr−1,s−r−jr
≤ νr−1,s + 23νr−1,r
bs/rc−1∑
j=0
njν
j
r−1,rνr−1,s−r−jr
≤ νr−1,s + 23νr−1,rνr−1,s−r ≤ νr−1,s + νr,rνs−r,s−r ,
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where we use the estimate (5.25) in the third line. Finally (iii) is very similar, being
estimated as
ν1,s = ν0,s + ν0,1
s−1∑
j=0
nj+1ν
j
0,1ν0,s−1−j
≤ ν0,s + n1ν0,s−1 + 23
s−1∑
j=1
njν
j
0,1ν0,s−1−j
≤ 23ν0,s−1 ≤ νs−1,s−1
Q.E.D.
Lemma 5.4: Consider the sequence {νr,s}r,s≥0 as in definition 5.4, the following
estimate is true,
νr,r ≤ 256
r
32
Proof. In view of lemma 5.3, we have
νr,r = 8νr−1,r
≤ 8νr−2,r + 8νr−1,r−1ν1,1
≤ . . .
≤ 8ν1,r + 8 (ν2,2νr−2,r−2 + . . .+ νr−1,r−1ν1,1)
≤ 8
r−1∑
j=1
νj,jνr−j,r−j
Assume that the terms νr,r satisfy the following relation,
νr,r ≤ B
r
8
λr
with a constant B to be determined and where the λr are defined recursively as
λ1 = 1 , λr =
r−1∑
j=1
λjλr−j .
This is the well known Catalan’s sequence, which is bounded by
λr ≤ 4r−1 ,
thus we have to choose the constant B in order to satisfy
ν1,1 ≤ B
8
, ν2,2 ≤ B
2
8
4.
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Setting B = 64 is sufficient and we get the bound
νr,r ≤ 256
r
32
,
that concludes the proof. Q.E.D.
Let us remark that, in order to use the Cauchy formula to estimate the norm of the
Lie series, we have to pay a restriction of the domain in which the estimates are valid.
Having divided the formal algorithm in four steps, we need four successive restrictions,
to this end we introduce a sequence {dr}r≥0, as
d0 = 0 , dr = dr−1 + 4δr ,
where
δr =
1
4
3
2pi2r2
.
At each step we give a restriction equal to δr, and for every normalization order, we
pay a restriction equal to 4δr. With this choice of the parameters, we remark that
limr→∞ dr = 1/4.
Lemma 5.5: Assume that
‖f0,sl ‖ ≤ E for all l, s ≥ 0 ,
define two constants, C and M , as
C =
(
2
e%σ
+
1
R2
)
64pi4
9
, M = max {1, CE} ,
and a sequence {ζr} as
ζ1 = 0 , ζr = ζr−1 + τr ,
with
τr =
r4εr−1C‖Dr2‖
1− r4εr−1C‖Dr2‖
,
The following estimates are true:
C‖χ(r)0 ‖1−dr−1 ≤M3r−2E(G(r)0 )νr−1,r exp(ζr) ,
‖f (I;r,r+m)0 ‖1−dr−1−δr ≤M3(r+m)−3EE(F (I;r,r+m)0 )ν(I)r,r+m exp(ζr) for 0 < m < r ,
‖f (I;r,s)0 ‖1−dr−1−δr ≤M3s−2bs/rcEE(F (I;r,s)0 )ν(I)r,s exp(ζr) elsewhere.
C‖χ(r)1 ‖1−dr−1−δr ≤M3r−1E(G(r)1 )ν(I)r,r exp(ζr) ,
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‖f (II;r,s)0 ‖1−dr−1−2δr ≤M3s−3EE(F (II;r,s)0 )ν(II)r,s exp(ζr) for r < s < 3r ,
‖f (II;r,s)1 ‖1−dr−1−2δr ≤M3s−2EE(F (II;r,s)1 )ν(II)r,s exp(ζr) for r < s < 2r ,
‖f (II;r,s)l ‖1−dr−1−2δr ≤M3s−bs/rcEE(F (II;r,s)l )ν(II)r,s exp(ζr) elsewhere.
C‖χ(r)2 ‖1−dr−1−2δr ≤M3rE(G(r)2 )ν(II)r,r exp(ζr) ,
‖f (III;r,s)0 ‖1−dr−1−3δr ≤M3s−3EE(Fr,s0 )νr,s exp(ζr) ,
‖f (III;r,s)1 ‖1−dr−1−3δr ≤M3s−2EE(Fr,s1 )νr,s exp(ζr) ,
‖f (III;r,s)2 ‖1−dr−1−3δr ≤M3s−1EE(Fr,s2 )νr,s exp(ζr) ,
‖f (III;r,sl ‖1−dr−1−3δr ≤M3sEE(Fr,sl )νr,s exp(ζr) for l > 2
‖f r,s0 ‖1−dr ≤M3s−3EE(Fr,s0 )νr,s exp(ζr+1) ,
‖f r,s1 ‖1−dr ≤M3s−2EE(Fr,s1 )νr,s exp(ζr+1) ,
‖f r,s2 ‖1−dr ≤M3s−1EE(Fr,s2 )νr,s exp(ζr+1) ,
‖f r,sl ‖1−dr ≤M3sEE(Fr,sl )νr,s exp(ζr+1) for l > 2
Proof. The proof of this lemma requires lengthy but trivial computation. Using the
definitions of the indexes sets and of the sequences in definition 5.4, applying the lemma
5.1 we only need to get rid of the accumulation of the M and ζr factors.
The statements of the lemma are clearly true for r = 0, 1. Assuming that all the
estimates are satisfied up to r − 1, we proceed by induction.
Let us introduce the symbol , to indicate that in the following estimates we omit
all factors but M .
C‖χ(r)0 ‖1−dr−1 ≤ C‖f (r−1,r)0 ‖1−dr−1  CM3r−3E ≤M3r−2
‖f (I;r,r+m)0 ‖1−dr−1−δr M3(r+m)−3E for 0 < m < r ,
‖f (I;r,s)l ‖1−dr−1−δr M (3r−2)jM3(s−jr)E ≤M3s−2bs/rcE elsewhere.
C‖χ(r)1 ‖1−dr−1−δr M3r−1
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‖f (II;r,r+m)0 ‖1−dr−1−2δr M3(r+m)−3E for r < s < 2r,
‖f (II;r,2r)0 ‖1−dr−1−2δr M3r−1M3r−2E ≤M3(2r)−3E ,
‖f (II;r,2r+m)0 ‖1−dr−1−2δr M3r−1M3(r+m)−2E ≤M3(2r+m)−3E for 2r < s < 3r,
‖f (II;r,r+m)1 ‖1−dr−1−2δr M3(r+m)−2E for r < s < 2r,
‖f (II;r,s)l ‖1−dr−1−2δr M3s−bs/rcE elsewhere.
C‖χ(r)2 ‖1−dr−1−2δr M3r
for the estimate of ‖f (III;r,s)0 ‖1−dr−1−3δr we have to consider separately the contribution
to the sum in the case s− jr ≥ 3r, where we get
M3rjM3(s−jr)−b(s−jr)/rcE ≤M3s−3E ,
and the case s− jr < 3r where we have
M3rjM3(s−jr)−3E ≤M3s−3E .
Consider ‖f (III;r,s)1 ‖1−dr−1−3δr , also in this case we have to split the sum considering
the case s− jr ≥ 2r
M3rjM3(s−jr)−b(s−jr)/rcE ≤M3s−2E ,
and the case s− jr < 2r where we have
M3rjM3(s−jr)−2E ≤M3s−2E .
For ‖f (III;r,s)2 ‖1−dr−1−3δr we have,
M3rjM3(s−jr)−b(s−jr)/rcE ≤M3s−1E ,
and for all the other cases we have
‖f (III;r,s)l ‖1−dr−1−3δr M3rjM3(s−jr)−b(s−jr)/rcE ≤M3sE .
To conclude we only need to take into account the effect of the D(r)2 generating
functions. By definition, we have
‖D(r)2 ‖ ∼ O(εr−1) ,
and the terms of the transformed Hamiltonian are
f
(r,s)
l =
∑
j≥0
1
j!
LjDr2f
(III;r,s)
l .
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We remark that this transformation do not involve small divisors, so we have
‖f r,sl ‖ ≤
∑
j≥0
Cjr4εj(r−1)‖Dr2‖j‖f (III;r,s)l ‖
≤ ‖f (III;r,s)l ‖
∑
j≥0
(
r4εr−1C‖D2‖r‖
)j
≤ ‖f (III;r,s)l ‖
1
1− r4εr−1C‖D2‖r ≤ 1 +
r4εr−1C‖D2‖r
1− r4εr−1C‖D2‖r
≤ ‖f (III;r,s)l ‖ exp
(
r4εr−1C‖D2‖r
1− r4εr−1C‖D2‖r
)
,
and using the definition of the ζr, we only have to add a factor exp(ζr) to every terms
of the previous estimate in order to add the effect of the Dr2 functions. Q.E.D.
To conclude the analytic part of the proof, we need the estimates for the evalu-
ation operators. Let us denote by Is a generic set of indexes considered during the
normalization algorithm, we need to give an upper bound for
#Is∏
j=1
j4
αj
.
From lemma 5.2 we have Nh (Is) ≤ (3s/2h), so the previous product is dominated by∏
h≥0
(
1
α2h+1
)3s/2h (
24(h+1)
)3s/2h
,
and we can bound geometrically the growth of this product using the Bruno condition.
In fact by the Bruno condition
−
∑
h≥0
log2 α2h+1
2h
≤ B <∞ ,
and the trivial calculation ∑
h≥0
12(h+ 1)
2h
= 48 ,
we can bound the evaluation functions by
2s(3B+48) .
Collecting all the results, we are able to ensure that, during the normalization
algorithm, the growth of the norm of the f r,sl function is bounded by
‖f r,sl ‖ ≤
1
32
M3sE2s(3B+8+48) exp(ζr) .
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In view of the geometrical bound on the growth, to conclude we can use the standard
arguments which consist essentially in bounding the norms of the functions with a
geometric series, see, e.g., [30].
The results of the analytic part are collected in the following proposition for the
construction of the normal form related to elliptic tori.
Proposition 5.1: Consider a Hamiltonian of the form
H(p, q, x, y) = ω · p+ i
∑
j
εΩjxjyj +
∑
l≥0
∑
s≥0
εsf
(s)
l (p, q, x, y) ,
where the functions f
(s)
l ∈ Pl,sK satisfy the parity condition and the following equations
f
(0)
0 = f
(0)
1 = f
(0)
2 = 0, 〈f (1)0 〉q = 〈f (1)1 〉q = 〈f (1)2 〉q = 0 .
and assume that
‖f0,sl ‖ ≤ E for all l, s ≥ 0 .
If the small parameter ε is small enough and at every step the conditions
min
0<|k|<rK
0<|l|≤2
|k · ω(r−1) + l · Ω(r−1)| ≥ αr ,
min
|l|=2
|l · Ω(r−1)| ≥ βr ,
(5.26)
are satisfied, then there exists a near the identity canonical transformation which gives
the Hamiltonian the normal form
H(∞)(p, q, x, y) =ω(∞) · p+
n2∑
j=1
Ω
(∞)
j
(
x2j + y
2
j
)
2
+
O(‖p‖2)+O(‖p‖‖(x, y)‖)+O(‖(x, y)‖3) .
The n1-dimensional (elliptic) torus corresponding to P = X = Y = 0 is invariant, and
the orbits are quasi periodic on it with frequencies ω(∞).
Let us stress this proposition left open a question, how can we ensure the small
divisors conditions, i.e. formula (5.26), at every step? The answer to this question is
the subject of the following section, where we prove the existence of a set of positive
measure of non-resonant frequencies.
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The final part of the proof is based on a measure theory argument. In the previous
section we have considered a Hamiltonian in normal form up to order r, H(r)(p, q, x, y),
with a fixed set of initial frequencies ω, but, on the other hand, we can consider a family
of Hamiltonians
H(r)(p, q, x, y;ω) = ω(r)(ω) · p+ i
∑
j
εΩ(r)(ω)jxjyj +
∑
l≥0
∑
s≥0
εsf
(s)
l (p, q, x, y;ω) ,
parametrized by the initial frequency ω that takes value in an initial set, say Ξ0.
In order to perform the full normalization, we must ensure that the non resonance
condition is satisfied and the main difficulty, as already mentioned in subsection 4.3.4,
is due to the fact that the frequencies ω(r)(ω) and Ω(r)(ω) are modified after each
normalization step, making the check of the non resonant conditions a big challenge.
In a nutshell the question is: considering an open ball in which the initial frequencies
ω ranges, how much of that will survive to the whole normalization procedure? The
answer is given in the rest of this section. The proof uses the Diophantine condition on
the frequencies, which is more restrictive than the Bruno condition.
Let us recall that the Hamiltonian is written in the form
H(r)(ω) = ω(r) · p+ i
∑
j
εΩ
(r)
j xjyj
+
∑
s>r
εsf
(r,s)
0 +
∑
s>r
εsf
(r,s)
1 +
∑
s>r
εsf
(r,s)
2
+
∑
l>2
∑
s≥0
εsf
(r,s)
l ,
where ω(r) = ω(r)(ω), Ω(r) = Ω(r)(ω) and f
(r,s)
l = f
(r,s)
l (ω), moreover we have
f
(r,s)
l = 0 ∀l = 0, 1, 2 , 0 ≤ s ≤ r .
The estimate by lemma 5.5 ensures that the norm of f
(r,s)
l is bounded by a sequence
geometrically increasing with respect to s, i.e., in a synthetic form
‖f (r,s)l ‖1−dr ≤ Aβs ,
with A and β constants.
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The change of the frequency at order r is given by the equations
ω
(r)
j (ω) = ω
(r−1)
j (ω) + ε
r ∂〈f (II;r,r)2 〉q
∂pj
,
i εΩ
(r)
j (ω) = i εΩ
(r−1)
j (ω) + ε
r ∂
2〈f (III;r,r)2 〉q
∂xj∂yj
,
(5.27)
and the Hamiltonians H(r)(ω) are defined for a set of ω s.t.∣∣∣k · ω(s)(ω) + εl · Ω(s)(ω)∣∣∣ ≥ γ
(sK)τ
, (5.28)
for 0 < s ≤ r, 0 < |k| ≤ sK and |l| = 0, 1, 2; moreover we also need
|l · Ω(s)(ω)| ≥ Ξ , (5.29)
where Ξ is a positive constant, |l| = 1, 2 and 0 < s ≤ r.
As mentioned above, we have an upper bound for the norm of the f
(r,r)
2 function
involved in the change of coordinates,
‖f (r,r)2 ‖1−dr ≤ Aβr .
Let us remember that f
(r,r)
2 is either linear in p, or quadratic diagonal in x, y precisely
of the type c xjyj . In view of this, we can estimate the terms in (5.27) as∥∥∥∥∥∂f (r,r)2∂pj
∥∥∥∥∥
1−dr
≤ A
%
βr ,
∥∥∥∥∥∂2f (r,r)2∂xy∂yj
∥∥∥∥∥
1−dr
≤ A
R2
βr ,
and with a little abuse of notation we define again A as the maximum between A/%
and A/R2, so we have again an estimate of the type Aβr for the norms.
In order to satisfy (5.29), let us assume that |l · Ω(0)(ω)| = Ξ0 > 0. Then we have
|l · Ω(s)(ω)| =
∣∣∣∣∣∣ l ·
Ω(0)(ω) + s∑
j=2
εj−1
∂f
(r,r)
2
∂p
∣∣∣∣∣∣
≥ Ξ0 − |l|
s∑
j=2
εj−1Aβj
≥ Ξ0 − 2A εβ
2
1− εβ ,
and for ε small enough we get (5.29).
Let us introduce the condition
(rK + 2ε)
A(εβ)r
1− εβ ≤
γ
rK
∀r ≥ 0
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that is another smallness condition on the parameter ε. We also require that
|k · ω(r)(ω) + εl · Ω(r)(ω)| ≥ 2γ
(rK)τ
= αr .
Then we get
|k · ω(s)(ω) + εl · Ω(s)(ω)| =
∣∣∣∣∣k · ω(r)(ω) + εl · Ω(r)(ω)
+ k ·
s∑
j>r
εj
∂f
(r,r)
2
∂pj
+ k ·
s∑
j>r
εj−1
∂2f
(r,r)
2
∂xy∂yj
∣∣∣∣∣
≥ 2γ
(rK)τ
− γ
(rK)τ
from which (5.28) follows.
Let us now introduce the following pseudo Lipschitz condition
(i) ‖ω(r)(ω)− ω(r)(ω˜)− ω + ω˜‖ ≤ εLr‖ω − ω˜‖,
(ii) ‖Ω(r)(ω)− Ω(r)(ω˜)‖ ≤ Lr‖ω − ω˜‖,
(iii) Lr ≤ L¯.
For r = 0, condition (i) is trivially satisfied and considering (ii), we have to assume
‖Ω(0)(ω)− Ω(0)(ω˜)‖ ≤ L0‖ω − ω˜‖ ,
that is a reasonable hypothesis. Starting from this, we will show that under a smallness
condition in ε, we can control the whole sequence.
First we define two auxiliary functions
F
(r)
2,j (ω) =
∂f
(r,r)
2
∂pj
(ω) and Fˆ
(r)
2,j (ω) =
∂f
(r,r)
2
∂xj∂yj
(ω) ,
and remark that we have bounds for the norms of these functions
‖F (r)2,j ‖ ≤ Aβr and ‖Fˆ (r)2,j ‖ ≤ Aβr .
We proceed by induction. Assuming that (i), (ii) and (iii) are true for r − 1, we
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have
‖ω(r)(ω)− ω(r)(ω˜)− ω + ω˜‖ =
∥∥∥ω(r−1)(ω)− ω(r−1)(ω˜)− ω + ω˜
+ εr
(
F
(r)
2,j (ω)− F (r)2,j (ω˜)
)∥∥∥
≤ εLr−1‖ω − ω˜‖+ εr‖F (r)2,j (ω)− F (r)2,j (ω˜)‖
≤ εLr−1‖ω − ω˜‖+ εr sup
∥∥∥∥∥∂F
(r)
2,j
∂ω
∥∥∥∥∥ ‖ω − ω˜‖
≤ εLr‖ω − ω˜‖ ,
where Lr = Lr−1 + ε
r−1A(β/µ)r and µr is the restriction of the frequency domain in
order to apply the Cauchy’s estimates, so if ε is small enough then (i) is satisfied. In a
similar way, we have
‖Ω(r)(ω)− Ω(r)(ω˜)‖ =
∥∥∥Ω(r−1)(ω)− Ω(r−1)(ω˜)
+ εr−1
(
Fˆ
(r)
2,j (ω)− Fˆ (r)2,j (ω˜)
)∥∥∥
≤ Lr−1‖ω − ω˜‖+ εr−1‖Fˆ (r)2,j (ω)− Fˆ (r)2,j (ω˜)‖
≤ εLr−1‖ω − ω˜‖+ εr−1 sup
∥∥∥∥∥∂Fˆ
(r)
2,j
∂ω
∥∥∥∥∥ ‖ω − ω˜‖
≤ εLr‖ω − ω˜‖ ,
where again Lr = Lr−1 + ε
r−1A(β/µ)r and µr is the restriction of the domain in order
to apply the Cauchy’s estimates, so if ε is small enough then (ii) is satisfied, too.
5.6 Crossing the Resonant Region
We define the resonant manifold V(r)k,l as
V(r)k,l =
{
ω˜ : k · ω(r)(ω˜) + εl · Ω(r)(ω˜) = 0
}
,
and remark that since ω(0) → ω(r) is ε close to the identity and k 6= 0, it’s easy to see
that V(r)k,l is a (n1 − 1) dimensional manifold.
Let us introduce the resonant region R(r)k,l as
R(r)k,l =
{
ω ∈ Θ0 : k · ω(r)(ω) + εl ·Ω(r)(ω) < αr
}
,
where Θ0 is a closed ball of radius R0 and center C, containing the initial frequencies.
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We want to estimate the width of the resonant region, To this end, considering
ek = k/‖k‖, the unit vector related to k, we want to calculate how far we must go in
the k direction in order to go out of the resonant region.
Take ω˜ in the resonant manifold V(r)k,l and define the vector
ω = ω˜ + ζek ,
we can write
|k · ω(r)(ω) + εl · Ω(r)(ω)| = |k · (ω(r)(ω)− ω(r)(ω˜)) + εl · (Ω(r)(ω)− Ω(r)(ω˜))|
≥ |k · (ω − ω˜)| − ε‖k‖Lr‖ω − ω˜‖ − ε‖l‖Lr|ω − ω˜‖
≥ ‖k‖|ζ| − ε(‖k‖+ ‖l‖)Lr|ζ|
≥ (1 + 3εLr)|ζ| ,
where we use the conditions (i), (ii) and (iii), and the bounds ‖k‖ ≥ 1 and ‖l‖ ≤ 2.
Requiring the smallness condition
1 + 3εLr ≥ 1
2
⇒ ε ≤ 1
6L¯
,
as we want to assure the following estimate
|k · ω(r)(ω) + εl · Ω(r)(ω)| ≥ αr ,
we get the condition
ζ ≥ 2αr .
We conclude that the crossing of the resonant region has a maximum width of 4αr.
From what we have stated above, we can estimate the measure of the resonant
region as
mes R(r)k,l ≤ 4αr
∫
V
(r)
k,l
∩Θ0
dS ,
where V(r)k,l ∩Θ0 is the (n1 − 1) dimensional surface of the resonant manifold contained
in the initial ball Θ0.
As observed before, V(r)k,l is a n1 − 1 dimensional manifold, so, without loss of
generality, we can invert the resonance relation with respect to the variable ωn1 , so
that the following relation is satisfied
|kn1 | ≥ |kj| for j = 1, . . . , n1 − 1 .
112 Chapter 5. Construction of the Normal Form for Elliptic Tori in Planetary Systems
Then the integral can be written as∫
V
(r)
k,l
∩Θ0
dS =
∫
BR0 (C)
√
1 +
(
∂ωn1
∂ω1
)2
+ . . .+
(
∂ωn1
∂ωn1−1
)2
dω1 · . . . · dωn1−1 .
To estimate the last integral, we need give a bound for the terms ∂ωn1/∂ωj and we can
use the implicit function theorem. Indeed let us define ωˆ = (ω1, . . . , ωn1−1) and the
function
f(ω) = k · ω(r)(ω) + εl · Ω(r)(ω) ,
the resonance relation can be written as
f(ω) = f(ωˆ, ωn1) = 0 ,
and as we said we can write ωn1 as a function of the other variables, in the form
ωn1 = g(ωˆ) .
Using the implicit function theorem we get the equation
∂g
∂ωj
(ωˆ) = −
(
∂f
∂ωn1
(ω)
)−1
∂f
∂ωj
(ω) ,
that we use to estimate the integral. The numerator of the previous formula can be
bounded by
∂
∂ωj
(
k · ω(r)(ω) + εl · Ω(r)(ω)
)
≤ ∂
∂ωj
k ·
ω(0)(ω) +∑
j≥1
εj
∂f j,j2
∂p
+
εl ·
Ω(r)(ω) +∑
j≥2
εj−1
∂2f j,j2
∂x∂y

≤ kj + ‖k‖A ε(β/µ)
1− ε(β/µ)
+ 2A ε(β/µ)
1− ε(β/µ) + 2ε
∥∥∥∥∂Ω(0)∂ωj (ω)
∥∥∥∥ ,
and if ε is small enough we can bound the last inequality with 2‖k‖.
The numerator is quite similar, but remember that we have kn1 ≥ ‖k‖/n1 and this
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is the key point, indeed
∂
∂ωn1
(
k · ω(r)(ω) + εl · Ω(r)(ω)
)
=
∂
∂ωn1
k ·
ω(0)(ω) +∑
j≥1
εj
∂f j,j2
∂p
+
εl ·
Ω(r)(ω) +∑
j≥2
εj−1
∂2f j,j2
∂x∂y

≥ kn1 − ‖k‖A
ε(β/µ)
1− ε(β/µ)
− 2A ε(β/µ)
1− ε(β/µ) − 2ε
∥∥∥∥∂Ω(0)∂ωj (ω)
∥∥∥∥ ,
so if ε is small enough we can bound with ‖k‖/2n1. From this estimates, we have∥∥∥∥∂ωn1∂ωj
∥∥∥∥ ≤ 4n1 .
and we get the estimate ∫
V
(r)
k,l
∩Θ0
dS ≤ 4n212n1Rn1−10 .
We obtain the estimate for the measure of the resonant region
mes R(r)k,l ≤ 4n212n1+2Rn1−10 αr .
We start with an initial domain
Θ0 = BR0(C), Θ0 ∈ Rn1 ,
we describe the restriction of the frequency domain needed in order to perform the r-th
step. Let us introduce an intermediate domain
Θ˜r = Θr−1 −
⋃
(r−1)K<|k|≤rK
0≤|l|≤2
R(r)k,l
on which we have to do a further restriction in order to apply the estimates (i), (ii) and
(iii), to this end let us introduce
Ar =
{
ω ∈ Θ˜r : Bµr(ω) 6⊂ Θ˜r
}
.
We remark that we have to require εβ/µ < 1 and also µ < 1, otherwise the restrictions
does not converge.
Finally we define the new domain
Θr = Θ˜r −Ar .
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Let us calculate the measure of the domain we lost in the r-th step, first passing
from Θr−1 to Θ˜r, we have
mes
(
Θ˜r −Θr−1
)
≤
∑
(r−1)K<|k|≤rK
0≤|l|≤2
4n212
n1+2Rn1−10 αr
≤ 4n212n1+2cn2Rn1−10
∑
(r−1)K<|k|≤rK
γ
(rK)τ
≤ 4n2122n1+2cn2Rn1−10
γK
(rK)τ−n1+1
where cn2 = ((n2 + 1) + n2)/2 + n1 + 1, and the last inequality follows from the fact
that the number of vectors k ∈ Nn satisfying |k| = s does not exceed 2nsn−1. Then we
also remove Ar, and we have
mes (Ar) ≤ 2pin1/2Rn1−10 µr + cn2# {k : 0 < |K| ≥ rK} 4n2122n1cn2Rn1−10
≤
(
2pin1/2 + cn2(rK)
n14n214
n1
)
Rn1−10 µ
r .
Finally we can ensure that the elliptic tori exist if the following inequality is true∑
r≥1
4n212
2n1+2cn2R
n1−1
0
γK
(rK)τ−n1+1
+
∑
r≥1
(
2pin1/2 + cn2(rK)
n14n214
n1
)
Rn1−10 µ
r < mes Θ0 .
The first series is convergent if τ > n1 and is of order O(γ), so we can make the
sum small by decreasing γ, so decreasing ε in view of ε = O(γ3). The second series
converges because we have assumed µ < 1, and we can decrease the sum decreasing µ,
so decreasing ε, as ε < µ/β.
In conclusion if γ and µ are small enough, and so if ε is small enough,
mes Θ∞ > 0.
Collecting the result of the last section, we get the following theorem.
Theorem 5.1: Let the Hamiltonian be as in proposition 5.1, and assume that the
conditions
|l · Ω(0)(ω)‖ ≥ Ξ0 ,
and
‖Ω(0)(ω)− Ω(0)(ω˜)‖ ≤ L0‖ω − ω˜‖ ,
are satisfied for some positive constants Ξ and L0 and for |l| = 1, 2.
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If ε is small enough, we can perform the complete normalization procedure as stated
in proposition 5.1, and the result is valid in a domain of positive measure.
Then there is a set Θ∞ of positive measure such that for ω ∈ Θ∞, the normalization
procedure of proposition 5.1 can be applied.
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A
The Planetary Problem and
the Perturbation Function
“In the old days when people invented a new function
they had something useful in mind.”
— Henri Poincare´
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A.1 Introduction
In order to study the stability of a planetary systems in a Hamiltonian framework, we
need to write the planetary Hamiltonian in a convenient way. Moreover the improve-
ment of the purely analytical estimates requires the explicit calculation of the functions’
expansions.
The expansion of the planetary Hamiltonian is a classical topic of celestial mechan-
ics and, for sake of completeness, let us briefly recall a method for the expansion in
canonical Poincare´ variables that we worked out following the scheme sketched in the
two articles by Laskar and Robutel (see [49] and [76]), that is also described in section
3.3 of [56]. The algorithm implemented in our programs is discussed in details in these
papers, so we omit here the details.
Let us emphasize that the aim of the present chapter is only to set up the common
framework for the present thesis:
1. in chapter 2, the reduction of the angular momentum allows us to remove the
inclinations and the longitudes of the nodes from the Hamiltonian. Therefore the
actual number of degrees of freedom is reduced to 4, and the system is conveniently
described by the reduced set of Poincare´s canonical coordinates;
2. in the other chapters, we deal with planar planetary systems, so again we don’t have
to consider the inclinations and the longitudes of the nodes in the Hamiltonian, and
we can use again the reduced set of Poincare´s canonical coordinates.
For these reasons, we introduce a simplified version of the expansions, that make use
of the reduced set of Poincare´s canonical coordinates.
A.2 The Hamiltonian of the Planetary System
Let us consider n + 1 point bodies P0, P1, . . . , Pn, with masses m0, m1, . . . , mn, mu-
tually interacting according to Newton’s gravitational law. We now recall how the
classical Poincare´ variables can be introduced so to perform a first expansion of the
Hamiltonian around circular orbits, i.e., having zero eccentricity. We basically follow
the formalism introduced by Poincare´ (see [71] and [72]; for a modern exposition, see,
e.g., [45] and [49]). We remove the motion of the center of mass by using heliocentric
coordinates rj =
−→
P0Pj , with j = 1, . . . , n . Denoting by r˜j the momenta conjugated to
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rj , the Hamiltonian of the system has 2n degrees of freedom, and reads
F (r˜, r) = T (0)(r˜) + U (0)(r) + T (1)(r˜) + U (1)(r) ,
where
T (0)(r˜)=
1
2
n∑
j=1
m0 +mj
m0mj
‖r˜j‖2 , T (1)(r˜)= 1
m0
∑
0<i<j
r˜i · r˜j ,
U (0)(r)=−G
n∑
j=1
m0mj
‖rj‖ , U
(1)(r)=−G
∑
0<i<j
mimj
‖ri − rj‖ .
The plane set of Poincare´ canonical variables is introduced as
Λj =
m0mj
m0 +mj
√
G(m0 +mj)aj , λj = Mj + ωj ,
ξj =
√
2Λj
√
1−
√
1− e2j cosωj , ηj = −
√
2Λj
√
1−
√
1− e2j sinωj ,
(A.1)
for j = 1, . . . , n, where aj , ej , Mj and ωj are the semi-major axis, the eccentricity, the
mean anomaly and the perihelion argument, respectively, of the j-th planet. One imme-
diately sees that both ξj and ηj are of the same order of magnitude as the eccentricity
ej .
Using the Poincare´ variable (A.1), the Hamiltonian F can be rearranged so that
one has
F (Λ, λ, ξ, η) = F (0)(Λ) + F (1)(Λ, λ, ξ, η) ,
where F (0) = T (0) + U (0) has the form,
F (0) = −
n∑
j=1
µ2jβ
3
j
2Λ2j
, (A.2)
while F (1) = T (1) + U (1), where
U (1) = −G
∑
o<i<j
mimj
‖ri − rj‖ ,
T (1) =
1
m0
∑
0<i<j
r˜i · r˜j .
(A.3)
and, using the classical notations,
µj = m0 +mj , βj =
m0mj
m0 +mj
.
Let us emphasize that F (0) = O(1) and F (1) = O(µ) , where the small dimensionless
parameter µ = max0<i≤n{mi /m0 } highlights the different size of the terms appearing
120 Appendix A. The Planetary Problem and the Perturbation Function
in the Hamiltonian. Therefore, let us remark that the time derivative of each coordinate
is O(µ) but in the case of the angles λ . Thus, according to the common language in
celestial mechanics, in the following we will refer to λ and to their conjugate actions Λ
as the fast variables, while (ξ, η) will be called secular (slow) variables.
We now describe the expansions of the three terms in order to perform the expan-
sion of the Hamiltonian in the Poincare´ variables.
A.3 The Keplerian Part
The expansion of the Keplerian term (A.2) is straightforward, we have
F (0) = −
n∑
j=1
µ2jβ
3
j
2Λ2j
,
so, taking a fixed value for the fast actions, Λ∗, we can introduce the translated fast
actions Lj = Λj − Λ∗j for j = 1, . . . , n and we can write
−µ
2
jβ
3
j
2Λ2j
= − µ
2
jβ
3
j
2
(
Lj + Λ
∗
j
)2 = −µ2jβ3j2Λ∗j 2 1(1 + Lj
Λ∗
j
)2
= −m0mj
2a∗j
∞∑
k=0
(
− 1
Λ∗
)k
(k + 1)Lkj for j = 1, . . . , n .
In this way we obtain the expansion in Poincare´ variables of the F (0) function, that can
be easily implemented on an algebraic manipulator.
A.4 The Perturbation Function
We now focus our attention on the perturbation function U (1), and in particular let us
consider only the term
1
‖r0 − r1‖ ,
the other terms are treated in the same way. Let us introduce a new variable defined
as
Ξ = ‖r0 − r1‖2 −
(
a20 + a
2
1 − 2a0a1 cos(λ0 − λ1)
)
,
and remark that this variable is small in eccentricity and/or inclination.
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After some preliminary calculations, we can write the usually called disturbing
function as
U1 =
Gmsmg
a∗1
∞∑
k=0
(−1)k(1/2)k
(1)k
(
Ξ
a∗1
2
)k (
a∗1
a1
)2k+1
D−(2k+1) .
where the terms D−(2k+1) are defined starting with
D2 = 1 +
(
a0
a1
)2
− 2
(
a0
a1
)
cos(λ0 − λ1) ,
and the (1/2)k and (1)k are the generalized factorials, defined as
(m)n =
{
1 if n < 1 ;
m(m+ 1) · · · (m+ n− 1) if n ≥ 1 .
First we need to expand the ratio of the semi-major axis,
a0
a1
=
Λ20
β20µ0
β21µ1
Λ21
=
β20µ0
β21µ1
(
Λ0
Λ1
)2
=
a∗0
a∗1
(
1 +
2
Λ∗0
L0 +
(
1
Λ∗0
)2
L20
)
∞∑
k=0
(k + 1)
(
− 1
Λ∗1
)k
Lk1 .
and again we get an expansion in terms of the translated fast actions L1 = Λ1 − Λ∗1.
We skip the rest of the procedure, that is quite tricky, but we remark that following
the works by Laskar and Robutel, one can get the explicit expansion of the perturbation
function in terms of the restricted Poincare´ canonical variables.
A.5 The Complementary Term
Finally, let us consider the complementary term, T (1), we know that
T (1) =
r˜i · r˜j
m0
,
where we use the classical notations,
r =
xy
z
 , r˙ =
 x˙y˙
z˙
 , r˜ = m
 x˙y˙
z˙
 .
Let us introduce the new variables
X = r cos(v) , X˙ = − na√
1− e2 sin(v) ,
Y = r sin(v) , Y˙ =
na√
1− e2 cos(v) .
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that satisfies the equation, x˙y˙
z˙
 = R1(i)×R3(ω)×
 X˙Y˙
0
 ,
where the matrix R1(i) and R3(ω) are defined as,
R1(i) =
 1 0 00 cos(i) − sin(i)
0 sin(i) cos(i)
 , R3(ω) =
 cos(ω) − sin(ω) 0sin(ω) cos(ω) 0
0 0 1
 .
With some elementary and tedious calculations, we get
T1 =− β0n0a0β1n1a1
m0
√
1− e20
√
1− e21
(
(sin(v0 + ω0) + e0 sin(ω0)) (sin(v1 + ω1) + e1 sin(ω1))
+ (cos(v0 + ω0) + e0 cos(ω0)) (cos(v1 + ω1) + e1 cos(ω1))
− (cos(v0 + ω0) + e0 cos(ω0)) (cos(v1 + ω1) + e1 cos(ω1)) (1− cos(J))
)
.
We introduce the modulus of the elliptic Poincare´ variables
|Xj| =
√
2
√
1−
√
1− e2j .
we can easily get the expansion of the eccentricity, ej , as a function of |Xj|, that is
related to the Poincaree´ variables,
ej =
∞∑
i=0
(
i−1∏
k=0
(
1
2
− k
)( −1
4(k + 1)
))
|Xj|2i+1
=
∞∑
i=0
(
i−1∏
k=0
2k − 1
4(2k + 2)
)
|Xj |2i+1
=
∞∑
i=0
(
i−1∏
k=0
(2k + 1)− 2
4(2k + 1) + 4
)
|Xj|2i+1 .
Moreover, considering the quantity
njaj ,
we can write
njaj = nja
3/2
j
1√
aj
=
1√
aj
(
n2ja
3
j
)1/2
=
√
µj
aj
=
√
µ
a∗j
√
a∗j
aj
=
√
µj
a∗j
Λ∗
Λ
=
√
µj
a∗j
(
1 +
Lj
Λ∗j
)−1
.
We skip again the last part of the algorithm, concerning the expansions of the
angular component of the complementary term which is quite tricky, but following the
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works by Laskar and Robutel, we can get the expansion of the complementary term in
the Poincare´ canonical variables.
Substituting the expansions of sect. A.3, A.4 and A.5, in the Hamiltonian F , we
give the Hamiltonian the required form for applying our algorithms.
We emphasize once more that a non negligible part of the thesis work consisted
precisely in implementing the expansions via computer algebra.
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ricordare la lezione di rilegatura, ma di strada da fare ne ho ancora tanta!
Grazie ad Ugo, per la pazienza che aveva dimostrato durante la mia tesi di laurea
e che ha continuato a dimostrare in questi tre anni. Le lunghe telefonate a parlare di
forme normali, di stime di stabilita` e del nostro amato Chronos; e come dimenticare le
discussioni calcistiche sulla mia Inter e sulla tua amata Atalanta, sino a quel deprimente
mondiale vissuto in Albania! Grazie anche per il sostegno sulle prospettive future che
tanto ricordano i nebbioni della nostra pianura.
Infine, ma non meno importanti ci sono tutte quelle persone che hanno passato
con me una parte di questi anni, colleghi e non solo. La lista sarebbe davvero lunga,
quindi non vi offendete, ma ne citero` solamente alcuni. Enea che mi ha accolto il primo
giorno, la Ga che mi e` sempre stata vicina, Alan che ha vissuto il triplete da juventino,
Elisa che mi ha chiesto se volevo diventare suo amico, Michela che e` riuscita a farmi
seguire anche qualche seminario, Carlo con i suoi fantastici controesempi, Simone che
ora ha anche adottato un pinguino e tutti voi che sapete di avermi dato qualcosa in
questi anni, Grazie!
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