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Abstract
Fluid-structure interaction (FSI) problems are pervasive in the computational engineering community. The
need to address challenging FSI problems has led to the development of a broad range of numerical meth-
ods addressing a variety of application-specific demands. While a range of numerical and experimental
benchmarks are present in the literature, few solutions are available that enable both verification and spa-
tiotemporal convergence analysis. In this paper, we introduce a class of analytic solutions to FSI problems
involving shear in channels and pipes. Comprised of 16 separate analytic solutions, our approach is per-
muted to enable progressive verification and analysis of FSI methods and implementations, in two and three
dimensions, for static and transient scenarios as well as for linear and hyperelastic solid materials. Results
are shown for a range of analytic models exhibiting progressively complex behavior. The utility of these
solutions for analysis of convergence behavior is further demonstrated using a previously published mono-
lithic FSI technique. The resulting class of analytic solutions addresses a core challenge in the development
of novel FSI algorithms and implementations, providing a progressive testbed for verification and detailed
convergence analysis.
Keywords: Fluid-Structure Interaction, Analytic Solutions, Convergence Analysis, Navier-Stokes
Equations, Linear Elasticity, Hyperelasticity
1. Introduction
Within computational engineering, examples of fluid-structure interaction (FSI) are pervasive and rep-
resent an increasingly important set of problems. Addressing the disparate requirements of different FSI
applications, the scientific community has responded by generating a broad range of numerical methods.
From now classic arbitrary Lagrangian-Eulerian (ALE) boundary fitted approaches [1, 2, 3], to space-time
ALE variational multiscale (ALE VMS) [4, 5, 6], unified continuum methods [7, 8], immersed boundary
methods [9, 10, 11], fictitious domain methods [12, 13], immersed structural potential methods [14, 15],
and overlapping domain methods [16, 17, 18, 19, 20, 21] (to name a few) many innovative FSI techniques
have been introduced that address application-specific challenges. Trailing this methodological development
enabling complex simulations was a boom in applications, further pushing the numerical envelope to accom-
modate bigger problems with more physical models that emulate the complex fluid-structure dynamics of
real-world systems.
∗Authors are acknowledged as joint-first and joint-corresponding authors.
Email addresses: hessenthaler@mechbau.uni-stuttgart.de (Andreas Hessenthaler), maximilian.balmus@kcl.ac.uk
(Maximilian Balmus)
Preprint submitted to Elsevier June 11, 2019
ar
X
iv
:1
90
6.
04
03
3v
1 
 [c
s.N
A]
  7
 Ju
n 2
01
9
Part and parcel to the development of FSI techniques, which often involve bespoke or in-house codes,
comes the consistent need for verification and validation. Extending the tradition of documented numerical
results established in fluid mechanics (e.g., lid-driven cavity [22, 23, 24]), FSI verification problems have
been developed in both two and three dimensions [25, 26, 27, 28, 29] (a more exhaustive list can be found
in [30], Table 1), often involving elastic structures immersed in a steady or periodic flow. These methods
have been extensively used to compare results [31, 32] across codes and provide a measure of numerical
consistency. Similarly, experiments have been proposed [33, 34, 35, 36, 37, 38] that provide experimental
data for validation.
While these approaches provide important mechanisms for observing numerical performance and fidelity,
the above benchmark problems and experiments typically present challenges for assessing the accuracy and
convergence of FSI methods and implementations. Given the complexity of FSI solutions, spatiotemporal
convergence analysis presents a critical, yet difficult, aspect of FSI method verification. The method of
manufactured solutions [39, 40, 41], whereby a compatible solution is selected and appropriate forcing terms
are prescribed, provides a potential avenue for addressing these needs. However, implementation of forcing
terms can be complex, code specific, and prone to spatiotemporal errors introduced through their numerical
inclusion. An alternative is to provide analytic solutions, as are used in other fields, for spatiotemporal
convergence analysis [42]. In this case, the fluid and solid state variables are known to satisfy the FSI
problem, enabling comprehensive numerical assessment extending to the limits of machine precision. While
promising, in theory, the availability of analytic solutions for FSI remain severely limited due, in part, to
the complexity of the system.
In this work, we aim to address this core need for method verification and spatiotemporal convergence
analysis by introducing a novel class of analytic solutions for FSI. Building from Womersley’s solution for
pulsatile fluid flow [43], we introduce analytic solutions that characterize fluid flow and solid motion in
shear. To enable incremental testing, solutions are derived for two (channel) and three dimensions (tube)
for transient and steady fluids and solids. Additionally, we introduce analytic solutions for both linear
elastic and nonlinear hyperelastic (neo-Hookean) solid models. In total, 16 analytic solutions are presented,
exhibiting a wide range of solution complexity in both space and time. Code implementing these solutions
is provided (see Supplementary Material), enabling comparisons with numerical results and evaluation of
FSI solutions for different parameter combinations. Derived solutions are subsequently used to examine
spatiotemporal convergence and accuracy of our previously published FSI method and implementation [44,
45], demonstrating the efficacy of these analytic solutions for providing meaningful analysis.
In what follows, we begin by outlining the general FSI boundary value problem in both two and three
dimensions and deriving their analytic solutions (Section 2). Details of the previously published FSI
method [44] are briefly reviewed (Section 3) along with details of the spatiotemporal convergence analy-
sis protocol (Section 4). In Section 5, results illustrating the behavior of the analytic solutions for two
specific cases (transient two-dimensional fluid / linear solid, transient three-dimensional fluid / nonlinear
solid) are demonstrated, accompanied by convergence results showing expected numerical behavior with spa-
tiotemporal refinement. These results are discussed in-depth in Section 6, followed by concluding remarks
in Section 7.
2. Methodology
2.1. Derivations
In the interest of condensing the material presented in this work, we limit the number of fully derived
cases to two major categories: 2D linear and 3D nonlinear solid and fluid mechanics.1 Each category
is further divided to include all possible permutations of quasi-static and transient conditions. In the
following, we derive a general solution for the fluid and solid problems separately. Subsequently, depending
on the combination of temporal behaviors, we derive a unique FSI solution which satisfies the kinematic
and traction coupling conditions.
1For a complete presentation of other cases (i.e. 2D nonlinear and 3D linear solid and fluid mechanics), please consult the
Supplementary Materials SM1.
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2.1.1. Linear fluid/solid in two dimensions
We begin the series of derivations with the simplest case presented in this work: the interaction between
a pulsatile-flowing liquid in a two dimensional channel and a linear elastic solid, on the top and bottom,
which undergoes shear deformation, see Figure 1. One of the aims of this section is to help the reader get
familiarized with the notation, main assumptions and steps taken throughout the derivation, all of which are
reused and adapted in the more complex cases. For simplicity, we assume that the physics are symmetrical
with respect to the axis running along the middle of the channel, allowing us to limit the problem domain to
one of the halves. In the reference space, the solid and fluid domains are represented by two quadrilaterals,
Ω0f and Ω
0
s, which are separated by an interface Γ
λ. Their length, the width of the channel and the width
of the domain are denoted by L, Hi and Ho. The top boundary represents the outer wall of the solid and is
denoted by ΓWs , while the bottom one corresponds to the axis of symmetry of the channel and we refer to
it as ΓWf . The left and right boundaries are the inlet (Γ
I
f and Γ
I
s) and the outlet (Γ
O
f and Γ
O
s ).
The FSI problem takes the following general form:
ρf∂tvf −∇ · σf = 0 in Ωf , (1)
∇ · vf = 0 in Ωf , (2)
[vf ]y = 0 on Γ
I
f ∪ ΓOf ∪ ΓWf , (3)
(σf · nf ) · ex = [tf ]x on ΓIf ∪ ΓOf , (4)
∂vf
∂y
= 0 on ΓWf , (5)
vf (·, 0) = v0f in Ωf (0), (6)
ρs∂ttus −∇ · σs = 0 in Ωs, (7)
∇ · ∂tus = 0 in Ωs, (8)
us(·, t) = 0 on ΓWs , (9)
[us]y = 0 on Γ
I
s ∪ ΓOs , (10)
(σs · ns) · ex = [ts]x on ΓIs ∪ ΓOs , (11)
us(·, 0) = u0s in Ωs(0), (12)
vs(·, 0) = v0s in Ωs(0), (13)
σf · nf + σs · ns = 0 on Γλ, (14)
vf − vs = 0 on Γλ, (15)
with the Cauchy stress tensor for the fluid and solid defined as:
σf = µf [∇vf +∇Tvf ]− pfI and σs = µs[∇us +∇Tus]− psI,
respectively. Naturally, individual transient and quasi-static cases may be obtained by nullifying or assigning
strictly positive values to the two density parameters, ρf and ρs. The solid stiffness and fluid viscosity are
denoted by µs and µf . For now we will assume that the initial value fields (i.e. v
0
f , u
0
s and v
0
s), and the
inlet and outlet surface tractions, (i.e. tf and ts) are given. As we shall see, knowing what these fields are
is not prerequisite to the derivation of the analytical solutions. Here, they are presented in anticipation of
the weak form of the problem used in the numerical results section. Also, note that the domains at time
zero do not necessarily coincide with reference ones (e.g., when u0s 6= 0, Ωs(0) 6= Ω0s).
In a similar fashion to the classical pulsatile channel flow problem, our strategy is based on the as-
sumptions that the fluid velocity and solid displacement are constant in the x-direction. Hence, the solid
displacement and fluid velocity take the form:
vf = vf (y, t)ex and us = us(y, t)ex.
To obtain a general form of the fluid solution, we first re-write the momentum balance equation in (1)
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in component form and apply our knowledge of the flow behavior:
ρf∂tvf =− ∂pf
∂x
+ µf
∂2vf
∂y2
, (16)
0 =− ∂pf
∂y
. (17)
From (17), we see that pf is constant in y. Furthermore, applying ∂(·)/∂x to (16) yields:
− ∂
2
∂x2
pf (x, t) = 0.
Thus, pf is a constant or linear function in x. We then suppose the velocity and pressure are periodic and
separable, where the pulsatile behavior is defined by a single harmonic frequency, ω, i.e.:
vf (y, t) = <{vf (y)eiωt} and pf (x, t) = <{Pf (L− x)eiωt}, (18)
where Pf ∈ C and vf : [0, Hi] → C denote the fluid pressure over the domain length L and velocity
amplitudes, respectively.2 The first momentum balance equation reduces to:
iωρfvf = Pf + µfv
′′
f . (19)
In this case, the general solution takes the form:
vf (y) = − Pf
2µf
y2 + c2y + c1, (ρf = 0),
vf (y) = − iPf
ρfω
+ c1e
kfy + c2e
−kfy, (ρf > 0).
(20)
where kf =
√
iρfω/µf (see Table 1 for a list of short-form constants). Note that the integration constants
are re-used here to simplify notation and they are not related to each other. Furthermore, based on the
smoothness condition in Equation (6), which is equivalent to v′f = 0, we can also conclude that c2 = 0
(quasi-static case) or c2 = c1 (transient case).
Moving on to the solid component of the problem, the corresponding momentum balance equation can
be re-written to incorporate our assumptions:
ρs∂ttus =− ∂ps
∂x
+ µs
∂2us
∂y2
, (21)
0 =− ∂ps
∂y
. (22)
Assuming periodicity, separability and the same period length for both fluid and solid, we write:
us(y, t) = <{us(y)eiωt} and ps(x, t) = <{Ps(L− x)eiωt}, (23)
where Ps ∈ C and us : [Ri, R0]→ C are the amplitudes of the solid solution. Here, we skipped the derivation
of ps as it is analogous to that of pf . Consequently, Equation (21) reduces to:
−ρω2us = Ps + µsu′′s .
2The purpose of the complex pressure parameter is to allow for a temporal phase shift. This applies to all subsequent P
type parameters.
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resulting in the general solution for solid displacement:
us(y) = − Ps
2µs
y2 + c3y + c4, (ρs = 0),
us(y) = − Ps
ρsω2
+ c3 sin(ksy) + c4 cos(ksy), (ρs > 0),
(24)
where ks =
√
ρsω2/µs. The last unknown integration constants (i.e. c1, c3 and c4) can only be identified by
ensuring that the coupling condition are satisfied. In the following we identify their closed form depending
on the different temporal behavior combinations.
Quasi-static fluid and quasi-static solid (ρf = ρs = 0)
We begin the coupling process by expanding the traction boundary condition in (14):
µf
∂vf
∂y
∣∣∣∣
y=Hi
− µs ∂us
∂y
∣∣∣∣
y=Hi
=0, (25)
− pf |y=Hi + ps|y=Hi =0. (26)
Based on equation (26) it can easily be shown to shown that Pf = Ps = P . Note that, as we will see, this
result is independent of the quasi-static/transient property of the FSI problem. Furthermore, we substituting
equations (20) and (24) into Equation (25) we can see that
−PHi − µs
(
−PHi
µs
+ c3
)
= 0 ⇒ c3 = 0. (27)
Considering the fixed wall constraint on the solid (i.e. us(Ho) = 0), we can use Equation (24) to show that:
c4 =
PH2o
2µs
. (28)
Finally, by expanding the kinematic constraint in (15), we obtain the final unknown constant:
c1 =
PH2i
2µf
+ iω
P
2µs
(H2o −H2i ). (29)
Quasi-static fluid and transient solid (ρf = 0, ρs > 0)
Based on our general formulations for the fluid velocity and solid displacement in (18), (20), (23) and
(24), the kinematic interface condition (15) reduces to
c1 − c3iω sin(ksHi)− c4iω cos(ksHi) = PH
2
i
2µf
− iP
ρsω
. (30)
A second equation relating the integration constants can be obtained from the condition (9) for fixed outer
walls:
c3 sin(ksHo) + c4 cos(ksHo) =
P
ρsω2
. (31)
The third and final equation can be obtained through the expansion of shear component of the traction
equation (14), e.g.,
c3µsks cos(ksHi)− c4µsks sin(ksHi) = −PHi. (32)
Finally, c1, c3 and c4 can be determined by solving the system of equations formed by (30), (31) and
(32). Provided there is a unique solution, the three constants can be written as the following closed-form
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expressions:
c1 =
PH2i
2µf
− iP
ρsω
+ PHi
iω
µsks
tan[ks(Ho −Hi)] + iP
ρsω
sec[ks(Ho −Hi)], (33)
c3 =
[
1
ρsω2
sin(ksHi)− Hi
µsks
cos(ksHo)
]
P sec[ks(Ho −Hi)], (34)
c4 =
[
Hi
µsks
sin(ksHo) +
1
ρsω2
cos(ksHi)
]
P sec[ks(Ho −Hi)]. (35)
This approach of finding the closed form of the constants by solving a system of equations is repeated
throughout the paper. Consequently, it should be noted that the existence of unique solutions is conditioned
by the non-singularity of the system matrix. As we will see, identifying the appropriate set of parameters
which lead to a singular matrix is not a trivial problem and, as a consequence, we will only perform this
analysis for this specific case, which is more tractable. Here, it can be shown that for a set of problem
parameters with finite values, the determinant of the system is null when:
cos [ks(Ho −Hi)] = 0.
Rearranging this, we find a series of resonance frequencies for which this is true:
ωn =
(2n+ 1)pi
2(Ro −Ri)
√
µs
ρs
, n ∈ Z. (36)
Transient fluid and quasi-static solid (ρf > 0, ρs = 0)
As in the previous problem permutation, the constants (i.e. c1, c3 and c4) can be identified by solving
the system of equations derived from (14), (9) and (15):(
ekfHi + e−kfHi
)
c1 − iωHic3 − iωc4 = iωP
ρfω
− iωPH
2
i
2µs
, (37)
Hoc3 + c4 =
PH2o
2µs
, (38)
µfkf
(
ekfHi − e−kfHi) c1 − µsc3 = −PHi. (39)
The resulting closed-form expressions for the three constants are:
c1 =
iµsP
ρfω
+ iωP2 (H
2
o −H2i )− iωP (Ho −Hi)Hi
αµs + iω(Ho −Hi)β (40)
c3 =
[
iP
ρfω
+ iωP2µs (H
2
o −H2i )
]
β + PHiα
αµs + iω(Ho −Hi)β (41)
c4 =
PH2o
2µs
−Ho
[
iP
ρfω
+ iωP2µs (H
2
o −H2i )
]
β + PHiα
αµs + iω(Ho −Hi)β (42)
where α = ekfHi + e−kfHi and β = µfkf
(
ekfHi − e−kfHi).
Transient fluid and transient solid (ρf , ρs > 0)
In the transient fluid / transient solid case, the three equations obtained from the expansion of (14), (9)
and (15) are: (
ekfHi + e−kfHi
)
c1 − iω sin(ksHi)c3 − iω cos(ksHi)c4 = −
(
P
iρfω
+
iP
ρsω
)
, (43)
µfkf
(
ekfHi − e−kfHi) c1 − µsks cos(ksHi)c3 + µsks sin(ksHi)c4 = 0, (44)
sin(ksHo)c3 + cos(ksHo)c4 =
P
ρsω2
. (45)
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The resulting closed-form expressions are:
c1 =
µsks cos [ks(Hi −Ho)]
(
P
iρfω
+ iPρsω
)
− iωµsks Pρsω2
−µsksα cos [ks(Hi −Ho)] + iωβ sin [ks(Hi −Ho)] , (46)
c3 =
β cos(ksHo)
(
P
iρfω
+ iPρsω
)
− [iωβ cos(ksHi) + αµsks sin(ksHi)] Pρsω2
−µsksα cos [ks(Hi −Ho)] + iωβ sin [ks(Hi −Ho)] , (47)
c4 =
P
ρsω2
sec(ksHo)− tan(ksHo)c3. (48)
2.1.2. Nonliear fluid/solid in three dimensions
In the three dimensional setting, the channel is replaced with a tube. Similarly to the previous case, we
now consider the interaction between the pulsatile flow and the hyperelastic wall which undergoes a shearing
deformation along the flow direction. The domains of the two media in the reference configuration are shown
in Figure 2, where we used an analogous notation for domains, boundaries and interfaces as in the case of
the two-dimensional FSI problem. Similarly, Hi and Ho now denote the inner and outer radii of the tube.
For ease, we use a cylindrical coordinate system defined by radial (r), angular (θ) and axial (z) positions.
The FSI problem takes the following general form:
ρf∂tvf + ρfvf · ∇xvf +∇x · σf = 0 in Ωf , (49)
∇x · vf = 0 in Ωf , (50)
[vf ]k = 0 on Γ
I
f ∪ ΓOf , where k ∈ {r, θ}, (51)
(σf · nf ) · ez = [tf ]z on ΓIf ∪ ΓOf , (52)
vf (·, 0) = v0f in Ωf (0), (53)
ρs∂ttus −∇X · P s = 0 in Ωs(0)× [0, T ], (54)
J − 1 = 0 in Ωs(0)× [0, T ], (55)
us(·, t) = 0 on ΓWs , (56)
[us]k = 0 on Γ
I
s ∪ ΓOs , where k ∈ {r, θ} (57)
(P s ·N s) · ez = ts on ΓIs ∪ ΓOs , (58)
us(·, 0) = u0s in Ωs(0), (59)
vs(·, 0) = v0s in Ωs(0), (60)
σf · nf + P s ·N s = 0 on Γλ, (61)
vf − vs = 0 on Γλ, (62)
where the fluid Cauchy stress tensor is the same as in the linear case. For the solid, the first Piola-Kirchhoff
stress tensor is defined as:
P s =
µs
J2/3
[
F − F : F
3
F−T
]
− psF−T .
The domains at time zero, Ωs(0) and Ωf (0), do not necessarily coincide with the reference domains, Ω
0
s and
Ω0f , e.g., when u
0
s 6= 0. For now, we will consider u0s, v0s, tf and ts to be known, since their definitions are
not used to arrive to the analytical solutions.
Similarly to the 2D problem in Section 2.1.1, our derivation is based on the assumption that the flow
and deformation field are axisymmetric and axially invariant, i.e. vf = vf (r, t)ez and us = us(r, t)ez. A
first consequence of these is that the advective term in Equation (49) is always null. Secondly, we can keep
using ρf as a switch between the quasi-static and transient modes. Thirdly, we can use the same coordinate
vectors (i.e. er, eθ and ez), to refer to both the reference and current configurations. The same notation
simplification is also valid for r and θ. Conversely, we use Z and z to distinguish the axial coordinates in
the reference and deformed configuration.
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In order to derive the general analytical solution for the fluid, we first observe that:
∇xvf = ∂vf (r, t)
∂r
er ⊗ ez.
Based on this, we can expand the fluid momentum equation (49) into its three vector components:
∂pf
∂r
er +
1
r
∂pf
∂θ
eθ +
[
ρf∂tvf − µf
r
∂
∂r
(
r
∂vf
∂r
)
+
∂pf
∂z
]
ez = 0. (63)
From the radial and circumferential directions of the equation, we can conclude that pf is constant in the
plane perpendicular to the flow direction. Taking the partial derivative in the axial direction, we obtain
that ∂2pf/∂z
2 = 0. Thus, pf is either a constant or a linear function in z, as observed in the 2D linear case.
If we assume the velocity and pressure fields are periodic (with a single harmonic frequency) and that they
are separable, we arrive at the following forms:
vf = <{vf (r)eiωt} and pf = <{P (L− z)eiωt}, (64)
where vf : [0, Hi]→ C and Pf ∈ C are the velocity and pressure over domain length amplitudes. Returning
to the axial component of (63) and simplifying the complex exponential term, we obtain the following ODE:
1
r
∂
∂r
(
r
∂vf
∂r
)
− k2fvf +
P
µf
= 0,
which, depending on the value of ρs, is satisfied by the following general solutions:
vf = −Pr
2
4µf
+ c1 + c2 ln(r), (ρs = 0),
vf =
P
µfk2f
+ c1J0(ikfr) + c2Y0(ikfr), (ρs > 0).
(65)
Here, J0 and Y0 denote the first and second kind Bessel functions of order 0. Finally, we can remark that
c2 = 0 in order to prevent the singularity which we would otherwise have at r = 0.
Moving on to the solid, we begin by defining the deformation tensor as F = I + ∂us∂r er ⊗ ez. Thus, we
can write the first Piola-Kirchhoff into its vector components:
P = µs
[
2
∂us
∂r
sym(er ⊗ ez)−
(
1
3
[
∂us
∂r
]2
+
ps
µs
)(
I − ∂us
∂r
ez ⊗ er
)]
. (66)
Substituting this into (54), we can expand the momentum balance equation as:[
− ∂
∂r
(
µs
3
[
∂us
∂r
]2
+ ps
)
+
∂us
∂r
∂ps
∂z
]
er − 1
r
∂ps
∂θ
eθ +
[
µs
r
∂
∂r
(
r
∂us
∂r
)
− ∂ps
∂z
− ρs∂ttus
]
ez = 0. (67)
Applying the axial partial derivative to the ez-component, we obtain that ∂
2ps/∂z
2 = 0. From this we
conclude that ps is either a constant or linear with respect to z. Furthermore, by applying the axial
derivative to the er-component, we find that ∂
2ps/∂r∂z = 0, i.e. ∂ps/∂z is radially constant. Based on
these results, we can integrate the radial component to obtain the following formula for the pressure:
ps = cI(t) + (Z + us)cII(t)− µs
3
[
∂us
∂r
]2
. (68)
Similarly to the 2D linear case, we assume that the solid displacement and the cII constant are separable
periodic (with a single harmonic frequency):
us = <{useiωt} and cII = <{c3eiωt}
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with us : [Hi, Ho] → C and c3 ∈ C. Consequently, we can simplify the temporal complex exponentials in
Equation (67), which yields:
1
r
d
dr
(
r
dus
dr
)
+ k2sus −
c3
µs
= 0. (69)
For the transient case, i.e. ρs > 0 and ks 6= 0, we can recognize this as a non-homogeneous Bessel’s ODE,
with the order of the Bessel function equal to zero. Hence, the general solid displacement solutions are:
us =
c3r
2
4µs
+ c4 ln(r) + c5, (ρs = 0)
us =
c3
µsk2s
+ c4J0(−ksr) + c5Y0(−ksr), (ρs > 0).
Furthermore, by including the fixed wall boundary condition, i.e. us(Ho) = 0, we arrive at the following
simplified forms:
us =
c3
4µs
(r2 −H2o ) + c4 ln
(
r
Ho
)
, (ρs = 0)
us =
c3
µsk2s
[
1− Y0(−ksr)
Y r0,s
]
+ c4 [J0(−ksr)− γY0(−ksr)] , (ρs > 0).
(70)
The remaining unknown constants (i.e. c1, c3, c4 and cI) can only be identified by verifying that the
kinematic and traction boundary conditions are satisfied. In the following, we look at the different transient
/ quasi-static permutations and derive for each of them the appropriate closed formulations for the set of
constants.
Quasi-static fluid and quasi-static solid (ρf = ρs = 0)
For the fluid and solid problems to be coupled, the traction and kinematic conditions in equations (61)
and (62), respectively, need to hold. The former can now be expanded as follows:[
µs
3
(
∂us
∂r
)2∣∣∣∣∣
r=Hi
+ ps(Hi, z, t)− pf (z, t)
]
er +
[
µf
∂vf
∂r
∣∣∣∣
r=Hi
− µs ∂us
∂r
∣∣∣∣
r=Hi
]
ez = 0, (71)
for all z ∈ [0, L] and t ∈ [0, T ]. Based on the solid and pressure formulations in (64) and (68), the radial
component can be further reduced to:
cI(t) + [Z + us(Hi, t)]c3e
iωt − P (L− Z)eiωt = 0. (72)
From this, we can deduce that c3 = −P and cI(t) = [L+ us(Hi, t)]<{Peiωt}, two results which are valid for
all transient/quasi-static permutation. Consequently, (68) can be expanded using (70) in quasi-static form
to yield the following pressure formula:
ps(r, Z, t) = [L− Z + us(Hi, t)− us(r, t)]<{Peiωt} − µs
3
[
∂us(r, t)
∂r
]2
=
[
L− Z + <
{
c4e
iωt ln
(
Hi
r
)}
+ <
{
P
4µs
(r2 −H2i )eiωt
}]
<{Peiωt}
− µs
3
[
<
{
c4e
iωt
r
− Pre
iωt
2µs
}]2
. (73)
In the case of shear component of the traction coupling condition we obtain that:
−µsPHi
2µs
+ µs
PHi
2µs
+
c4
Hi
= 0,
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which is equivalent to c4 = 0. Using the kinematic coupling condition, we can identify the last integration
constant:
c1 =
PH2i
4µf
+ iω
P (H2o −H2i )
4µs
. (74)
Transient fluid and quasi-static solid (ρf > 0, ρs = 0)
Similarly to the previous example, the two integration constants can be found by solving the system of
two equations formed by the shear components of the traction and the kinematic coupling conditions:[
iµfJ
∗
1,f µs/Hi
J∗0,f iω ln (Ho/Hi)
] [
c1
c4
]
=
[
PHi/2
iωP (H2o −H2i )/(4µs)− P/(µfk2f )
]
, (75)
where J∗0,f = J0(ikfHi) and J
∗
1,f = kfJ1(ikfHi). The resulting closed-formulation of the two constants are:
c1 = −iP
ωH2i ln(Hi/Ho)/2 + ω(H
2
o −H2i )/4 + iµs/(µfk2f )
µfωHi ln(Hi/Ho)J∗1,f − µsJ∗0,f
, (76)
c4 = −P
µsJ
∗
0,fHi/2 + µfωJ
∗
1,f (R
2
o −R2i )/4 + iµsJ∗1,f/k2f
µfµsω ln(Hi/Ho)J∗1,f − µ2sJ∗0,f/Hi
. (77)
The general pressure solution in Equation (73) continues to apply in this case as well (with c3 = −P ),
provided one uses the definition of c4 found in (77) rather than c4 = 0.
Quasi-static fluid and transient solid (ρf = 0, ρs > 0)
The closed-formulation for the c4 constant is obtained by rearranging the kinematic condition in (62):
c4 = −P
2Y ∗1,s + iHik
2
sY
r
0,s
2µsk2sY
r
0,s∆1
, (78)
where J∗0,s = J0(−ksHi), J∗1,s = iksJ1(−ksHi), Y ∗0,s = Y0(−ksHi), Y ∗1,s = iksY1(−ksHi), ∆0 = J∗0,s − γY ∗0,s
and ∆1 = J
∗
1,s − γY ∗1,s. Using this result and expanding the axial component of the traction coupling
condition in (54), we can also derive the closed-formulation of the last constant:
c1 =
PH2i
4µf
− iωP
µsk2s
(1− ν0)− Pω
2iY ∗1,s −Hik2sY r0,s
2µsk2sY
r
0,s
∆0
∆1
, (79)
where νk = Y
∗
k,s/Y
r
0,s and k ∈ {0, 1}.
To find the solution for the solid pressure, we expand the more general result in Equation (68) using the
results of Equation (72) and the corollaries, c3 = −P and c′(t) = [L+us(Hi, t)]<{Peiωt}, plus the transient
version of the solid displacement formula in Equation 70:
ps(r, Z, t) = [L− Z + us(Hi, t)− us(r, t)]<{Peiωt} − µs
3
[
∂us(r, t)
∂r
]2
=
[
L− Z −<
{
P
µsk2s
(
Y0(−ksr)
Y r0,s
− ν0
)
eiωt
}]
<{Peiωt}
+ <{c4 [∆0 − J0(−ksr) + γY0(−ksr)] eiωt}<{Peiωt}
− µs
3
[
<
{
P
µsks
Y1(−ksr)
Y r0,s
eiωt + c4ks(J1(−ksr)− γY1(−ksr))eiωt
}]2
. (80)
Transient fluid and transient solid (ρf , ρs > 0)
In this case, the system of equations resulting from the axial components of the traction and kinematic
coupling conditions can be written as:[ −µfJ∗1,f µs∆1
−J∗0,f −iω∆0
] [
c1
c4
]
=
[ −Pν1/k2s
−iωP (1− ν0)/(µsk2s) + P/(µsk2f )
]
. (81)
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Solving the system gives the following closed forms:
c1 = −
iω∆0ν1
P
k2s
+ µs∆1
[
(1− ν0) iωPµsk2s +
P
µfk2f
]
µsJ∗0,f∆1 − iωµfJ∗1,f∆0
, (82)
c4 = −
J∗0,fν1
P
k2s
+ µfJ
∗
1,f
[
(1− ν0) iωPµsk2s +
P
µfk2f
]
µsJ∗0,f∆1 − iωµfJ∗1,f∆0
. (83)
The analytical solution for the solid pressure retains the form presented in (80) with c3 = −P , but using
the version of c4 in (83).
3. Numerical fluid-structure interaction implementation
As a first use of the benchmark and as guide to future applications and results reporting, we also carried
out a validation test of our finite element implementation [45, 38]. This section presents a brief review of
the structure of the weak form and discretization scheme employed to solve different model permutations
(presented later in Section 4).
3.1. Finite element weak form
The fluid-structure coupling strategy used in this work is based on the technique described in [44, 38, 46].
In this approach, a Lagrange multiplier variable, λ = tf = −ts, is introduced such that it weakly enforces
both the kinematic and dynamic constraints, resulting in an FSI system which is solved monolithically. This
strategy allows us to choose the domain discretization and polynomial interpolation schemes which are more
appropriate for the representation of either fluid and solid solutions. In the following, we outline how this
applies to our case.
The general discrete weak form including the FSI coupling conditions can be written as follows: Find
sn :=
(
vnf ,v
n
s ,λ
n, pnf , p
n
s
)
∈ ShD := Vh0×Uh0×MhD×Whf×Whs , such that for every d := (wf ,ws, qλ, qf , qs) ∈
Sh0 := Vh0 × Uh0 ×Mh0 ×Whf ×Whs :
R(sn, sn−1,d) :=
∫
Ωnf,h
ρf
[
vnf − vn−1f
∆nt
+ δnl
(
vnf − vˆnf
) · ∇xvnf
]
·wf dΩ
+
∫
Ωnf,h
σnf : ∇xwf + qf∇x · vnf dΩ
−
∫
ΓI,nf,h∪ΓO,nf,h
tnf ·wf dΩ
+
∫
Ω0s,h
δnl
[
Jns ρs
vns − vn−1s
∆nt
+ P ns : ∇Xws + qs(Jns − 1)
]
dΩ
+
∫
Ω0s,h
(1− δnl)
[
ρs
vns − vn−1s
∆nt
+ σns : ∇Xws + qs∇X · vns
]
dΩ
−
∫
ΓI,ns,h∪ΓO,ns,h
tns ·ws dΩ
+
∫
Ω0λ,h
λn · (wf −ws) + qλ ·
(
vnf − vns
)
dΩ = 0, (84)
where the δnl term acts as a switch between the linear and nonlinear cases and the current displacement
is defined as uns = u
n−1
s + ∆
n
t v
n
s with the length of the current time step ∆
n
t . Further, t
n
f and t
n
s are the
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discrete representations of the analytical solutions of the surface tractions acting on the inflow and outflow
surfaces of the fluid and solid, respectively.
In the nonlinear cases, where the ALE term is active, the weak form is expanded to include the fluid
domain motion problem, which takes the form: Find vˆnf ∈WhD such that for any z ∈Wh0 :
Rg(vˆ
n
f , vˆ
n−1
f , z) :=
∫
Ω0f,h
δnl
[
vˆnf − vˆn−1f
∆nt
· z −Φ∇X vˆnf : ∇Xz
]
dΩ = 0. (85)
The newly introduced field, vˆnf , represents the artificial grid velocity and is used to account for the motion
of the domain in the ALE formulation. The domain deformation is preferentially weighted in the axial
direction by means of the diffusion field Φ in order to avoid radial variations.
The definitions of the function spaces are:
Sk(Ω0i,h) = {f : Ω0i,h → R | f ∈ C0(Ω¯0i,h), f |τe ∈ Pk(τe), ∀ τe ∈ T hi }, (86)
which represent the general continuous kth-order piecewise polynomial spaces defined on Ω0i,h. Consequently,
we can define:
Vh = [S2(Ω0f,h)]d , Uh = [S2(Ω0s,h)]d , Mh = [S2(Γλf,h)]d , Whf = S1(Ω0f,h), Whs = S1(Ω0s,h).
In the case of solid and fluid domain velocity, further restriction are applied on their respective spaces in
order to take incorporate the Dirichlet and homogeneous boundary conditions:
Vh0 = {v ∈ Vh | v⊥ = 0 on ΓI,nf,h ∪ ΓO,nf,h }, (87)
Uh0 = {v ∈ Uh | v⊥ = 0 on ΓIs,h ∪ ΓOs,h and v = 0 on ΓWs,h}, (88)
WhD = {v ∈ Vh | v = vf on Γλh}, (89)
Wh0 = {v ∈ Vh | v = 0 on Γλh}, (90)
MhD = {λ ∈Mh | λ⊥ = tnh,⊥ on
(
Γλh ∩ ΓIf,h
) ∪ (Γλh ∩ ΓOf,h)}, (91)
Mh0 = {λ ∈Mh | λ⊥ = 0 on
(
Γλh ∩ ΓIf,h
) ∪ (Γλh ∩ ΓOf,h)}. (92)
Here, we used the ⊥ symbol to indicate more generally the components of v and λ which are perpendicular
to the flow direction, such as eˆy in two dimensions, as well as eˆx and eˆy in the three-dimensional case.
4. Numerical experiments
4.1. Numerical validation of analytic solutions
The 16 analytic solutions presented in Section 2.1 and in the Supplementary Materials SM1 were validated
numerically. In the linear two dimensional case (Section 2.1.1), numerical differentiation was employed to
verify that the analytic solutions satisfy the (strong form) momentum and mass balance (i.e. Equation 1 / 2
and Equation 7 / 8), the boundary conditions, and the dynamic and kinematic coupling constraints (i.e.
Equation 14 / 15). All other analytic solutions were validated similarly.
4.2. Numerical experiments: Space-time discretization
In Section 5, transient and linear fluid / solid models are considered in two dimensions, and transient and
nonlinear fluid / solid models are considered in three dimensions. In what follows, details about the space-
time discretization of the computational domains are discussed. We further define the domain dimensions
that are complemented with material parameters in Section 5.1 and 5.2. Parameters were selected to
highlight key solution features and for conducting a space-time convergence analysis. But they are arbitrary
in the sense that they were chosen without a particular application area in mind. Thus, they are given in
a unitless format. In contrast, Section 5.3 considers physiologically relevant parameters, which are given in
appropriate units.
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4.2.1. Linear FSI in two dimensions
For the linear FSI case in two dimensions, the channel length and width are set to L = Hi = 1 and the
wall thickness is set to Ho −Hi = 0.2, see Figure 1. The temporal cycle length is selected as T = 1.024 and
the length of the time domain is set as 10T .
The fluid and solid domains are discretized using quadrilateral elements with quadratic (and linear)
interpolation for the velocity / displacement (and pressure) variables and the Lagrange multiplier domain
is discretized using line elements with quadratic interpolation. Three different spatial refinement levels are
considered, and referred to as coarse, medium and fine, see Table 2. The temporal domain is discretized using
equidistant time points and seven different time step sizes, such that we may consider temporal refinement
for a given spatial refinement level as well as three space-time refinement levels with δt/δ
3
x = const.
4.2.2. Nonlinear FSI in three dimensions
In the nonlinear FSI case in three dimensions, the fluid domain length and radius are set to L = 1 and
Hi = 0.7 and the wall thickness is set to Ho −Hi = 0.3, see Figure 2. To reduce the computational cost,
we only consider one quarter of the domain in numerical experiments (i.e. for x, y ≥ 0) and set the length
of the time domain to 7T with cycle length T = 1.024.
The fluid domain is discretized using tetrahedral elements (quadratic-linear interpolation for velocity and
pressure), the solid domain using hexahedral elements (quadratic-linear interpolation for velocity / displace-
ment and pressure) and the Lagrange multiplier domain using triangle elements (quadratic interpolation).
Similar to the linear FSI case in two dimensions, three different refinement levels are considered, see
Figure 3. Since the analytic solution for the solid pressure variable (see Equation (68)) is now a function of
the displacement (in contrast to the linear case), the mesh for the solid domain is more refined in the radial
direction than in the axial and circumferential directions.
The coarse solid mesh has 5 elements in the circumferential direction, 8 elements in the radial direction
and 8 elements in the axial direction. The coarse fluid mesh is selected, such that four tetrahedral element
faces conform with one hexahedral element face at the interface boundary. Tetrahedral element sizes are
approximately constant throughout the fluid domain. The corresponding triangular mesh for the interface
domain is embedded in the interface boundary of the fluid mesh and each triangle element conforms with a
tetrahedral mesh face of the fluid mesh.
The medium and fine refinement levels are achieved by using a uniform refinement of the solid domain
and an approximately uniform refinement of the fluid domain. For all refinement levels, we note that all
solid, interface and fluid interface nodes (including midpoint nodes for quadratic elements) lay exactly on
circles with radius Hi around the z-axis. We select time step sizes (see Table 2), such that we may consider
temporal refinement for a given spatial mesh, as well as three space-time refinement levels with δt/δ
3
x = const.
4.3. Numerical solution
The linear and nonlinear transient FSI cases are used to validate the CHeart [45] implementation of the
FSI method detailed in Section 3.1. CHeart is based on the matrix solver MUMPS [47]. A Newton-Raphson-
Shimanskii solver [48] is employed to reduce the computational cost by re-using the Jacobian matrix (and
its inverse) as long as the residual norm could be reduced by a factor of 3/4 [38].
Complex expression evaluators were implemented to set initial and boundary conditions, according to
the settings in Equation (1) - (15) and Equation 49 - (62), respectively. We further evaluated the analytic
FSI solutions in CHeart after each time step to compute the space-time error on-the-fly.
5. Results
This section considers the transient fluid and transient linear solid model in two spatial dimensions and
the transient fluid and transient nonlinear solid model in three spatial dimensions. In the following sections,
we present the velocity, displacement and pressure solutions for a unitless parameter set that is suitable
for space-time convergence analysis (Section 5.1 and 5.2) and for a physiologically relevant parameter set
(Section 5.3). In Section 5.4, we demonstrate the use of the analytic solutions for validating a non-conforming
monolithic FSI method (see Section 3.1).
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5.1. Transient fluid and transient linear solid in 2D
To illustrate the linear FSI case in two spatial dimensions, we consider the following material parameters:
the fluid density and viscosity are selected as ρf = 1 and µf = 0.01, and the solid density and stiffness are
chosen as ρs = 1 and µs = 0.1. We further set the pressure amplitude as P = 1. Here, the Womersley
number is W = Hi
√
ωρf/µf ≈ 24.77, and the Reynolds number is Re = 2ρfVfHi/µf ≈ 88.32 (with
Vf = maxy,t |vf (y, t)| ≈ 0.4416).
Figure 4 illustrates the temporal variation of the velocity, displacement and pressure solution profiles
along the y-axis, see Figure 1. It further highlights the temporal variation of the fluid and solid pressure
solutions at the inlet (x = 0), the mid-way point in the x-direction (x = L/2) and the outlet (x = L). In
the linear case, the fluid and solid pressure solution is linear along the x-axis, continuous at the coupling
boundary and constant along the y-axis. Figure 4 further highlights that pf (x, t) = ps(x, t) = P (L −
x)cos(ωt).
The velocity and displacement solutions are constant along the x-axis, but varying in y. The fluid
velocity solution resembles a typical Womersley profile over time and the maximum fluid velocity occurs at
the interface, where it matches the deformation rate of the solid due to the kinematic coupling condition.
The solid deformation rate at the wall (i.e. at y = Ho) is zero, similar to the displacement, as enforced
by the Dirichlet boundary condition. The maximum absolute displacement Us is related to the maximum
absolute deformation rate Vs by approximately Us ≈ Vs/(2pi).
5.2. Transient fluid and transient nonlinear solid in 3D
To illustrate the transient nonlinear FSI solution in three dimensions, the fluid density and viscosity
were selected as ρf = 2.1 and µf = 0.03, and the solid density and stiffness were chosen as ρs = 1 and
µs = 0.1. We further set the pressure amplitude as P = 1. Compared to Section 5.1, the Womersley number,
W ≈ 14.51, and the Reynolds number, Re ≈ 8.036 (with Vf = maxr,t |vf (r, t)| ≈ 0.082) are smaller.
Figure 5 illustrates the temporal variation of the velocity, displacement and pressure profiles along the
y-axis, see Figure 2. Compared to the transient linear FSI case in the previous section, the peak solid
deformation rate is of similar magnitude, however, the peak fluid velocity is smaller. Furthermore, the peak
values are now present in the interior of the fluid and solid domains. While the fluid velocity gradient near
the wall is smaller compared to the linear FSI case, the solid deformation rate and displacement is varying
along the y-axis in a similar fashion.
Figure 6 further highlights the temporal variation of the fluid and solid pressure solutions at the inlet
(x = 0), the mid-way point in the x-direction (x = L/2) and the outlet (x = L). The fluid and solid
pressure solutions are no longer continuous at the interface, which becomes more clear towards the outlet,
see Figure 6 (bottom) and Figure 5 (bottom-right). The fact that the solid pressure solution is now a
function of [∂us/∂r]
2
(see Equation (68)) results in a higher temporal frequency toward the outlet at z = L
as compared to the inlet at z = 0, and in large pressure gradients in the radial direction, see Figure 6.
Lastly, we emphasize that the response of the fluid and / or solid can be changed significantly by
modifying even just one parameter. As an exemplifying case, we modify the solid density and set ρs = 5.
This does not significantly affect the flow (fluid velocity and pressure); however, changes the solid response,
see Figure 7. Similar to the mode shapes of an Euler-Bernoulli beam [49], the (transient) nonlinear solid
model exhibits deformation modes corresponding to the natural frequencies of the solid material.
5.3. Transient fluid and transient nonlinear solid in 3D: Physiologically relevant parameters
While the parameter choices in Section 5.1 and Section 5.2 were motivated from the viewpoint of space-
time convergence analysis (see Section 5.4), one may select a more physiologically relevant parameter set. For
example, consider parameters that are similar to those found in models of the ascending aorta (parameters
taken from [21, 50, 51]), with a fluid density and viscosity of ρf = 1.03 g/cm
3 and µf = 0.03 g/(cm · s2),
and a solid density and stiffness of ρs = 1.03 g/cm
3 and µs = 2 · 105 g/(cm · s2). The pressure amplitude
is selected as P = 583 to yield a maximum inflow velocity of Vf ≈ 100 cm/s. We further modify the
dimensions of the fluid and solid domains: the fluid domain radius is Hi = 0.7 cm, the solid wall thickness
is 0.223 cm and the fluid domain length is 5.53 cm. Here, the Womersley number is typical for aortic blood
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flow, W ≈ 10.16, resulting in the typical Womersley flow profile (see Figure 8), while the Reynolds number
is, Re ≈ 4813.40.
Due to the significantly increased stiffness, the deformation of the solid is small (see Figure 8) and the
deformation rate is several orders of magnitudes smaller than the peak velocity of the fluid. This is in line
with observations that the shear deformations in the ascending aorta are much smaller compared to the
radial deformations (which are constrained here).
Although the deformation of the solid is small, it cannot be neglected because it affects the pressure
solution. For example, the solid pressure solution at / near the outlet has a steep gradient in the radial
direction. Furthermore, similar to the previous nonlinear FSI case in this section, the fluid and solid pressure
solution is discontinuous at the interface, see Figure 8 and Figure 9. This indicates that the presented analytic
FSI solutions are suited for benchmarking methods that are able to capture such discontinuities as well as
methods that assume continuity at the interface.
5.4. Numerical solution and space-time convergence
In this section, results for convergence tests for the FSI method detailed in Section 3.1 are presented.
Figure 10 illustrates observed temporal convergence of the algorithm applied to the linear FSI case for the
fluid velocity, solid displacement and Lagrange multiplier for three different spatial resolutions.
For the coarse refinement level, error reduction under temporal refinement is of first-order initially, then
degrades as the limit of spatial discretization accuracy is approached. Such a degradation is not observed
for the medium and fine spatial resolutions for all considered time step sizes. Furthermore, temporal
convergence under space-time refinement (with δt/δ
3
x = const) is of (optimal) rate, with O(δt) and O(δ
3
x) in
the L2(Ωt;L
2(Ω0k)) norm.
Space-time convergence of the FSI algorithm for the nonlinear FSI case in three dimensions is illustrated
in Figure 11. Here, observed temporal convergence for the fluid velocity, solid displacement and solid pressure
are presented for three different spatial resolutions. Similar to error reduction for the linear FSI case,
temporal convergence of the non-conforming FSI algorithm is initially first-order for the coarse refinement
level, then degrades as discretization accuracy is approached. For the medium refinement level, the error
can be reduced further under temporal refinement. Error reduction in the fluid velocity and solid pressure
solution, however, still degrades, whereas the error in the solid displacement can still be decreased. For the
fine spatial resolution, the error in the fluid velocity, solid displacement and solid pressure variable can be
reduced with optimal first-order rate for all considered time step sizes.3 Similar to the case of two spatial
dimensions, temporal convergence under space-time refinement (with δt/δ
3
x = const) is of (optimal) rate,
with O(δt) and O(δ
3
x) in the L
2(Ωt;L
2(Ω0k)) norm.
6. Discussion
6.1. Class of analytic solutions for FSI
The class of analytic FSI solutions presented in Section 2 provides a rich and comprehensive test bed
for the validation of FSI implementations. It is comprised of permutations of linear or nonlinear, and
quasi-static or transient behavior in two and three dimensions. Depending on the considered case, the
velocity / displacement (pressure) solutions may exhibit simplistic quadratic (linear) dependence in one
spatial dimension or more complex dependence on Bessel functions, with the pressure solution varying in
multiple spatial dimensions.
The analytic solutions are functions of the material and geometric parameters and as such, the behavior
and properties of the solutions can vary widely (even for the same FSI solution; see Section 5.2 and 5.3).
For example, the flow profile can be close to a parabolic profile or resemble a typical Womersley profile;
similarly, the Reynolds number can be small or (by changing, e.g., material parameters) high. On the other
hand, the solid can exhibit small (e.g., as demonstrated in Section 5.3) or large nonlinear deformations.
3The number of Newton iterations taken in the nonlinear solve of the combination largest time step size / finest spatial
mesh increased significantly. To avoid excessive runtimes, this case was omitted in the convergence study.
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It is even possible to select parameters to observe higher-order deformation modes (similar to the Euler-
Bernoulli mode shapes; see Figure 7) or to construct cases without unique solution (resonance-frequency-type
solutions; e.g., see Equation (36)). This property of the analytic solutions accentuates one of the avenues to
make the numerical solution process more challenging.
A commonly used benchmark problem is that of flow in an elastic tube (e.g., [52]); however, it is restricted
to validating pulse wave propagation but not spatiotemporal behavior of the solutions in the entire domain,
which is possible with the class of analytic FSI solutions. While the flow in the nonlinear FSI case is still
Stokes-like (the advective term in the Navier-Stokes equations drops out because of the assumption of no
radial motion), the stress response of the neo-Hookean solid material is nonlinear and does not simplify. In
fact, to the knowledge of the authors, the possibility to validate a nonlinear solid model in a fluid-structure
interaction framework using an analytic solution is the first of its kind. Furthermore, the pressure solution
varies along the axial direction and, in the nonlinear case, also in the radial direction. Thus, the analytic
FSI solution cannot be reduced to (or solved in) a lower-dimensional manifold in space.
6.2. Analytic solutions utility for verification of FSI algorithms
The class of analytic FSI solutions presented here enable the testing of FSI implementations at various
stages: Starting from the quasi-static linear case in two dimensions, complexity can be added and the
respective implementation validated step-by-step. For example, transient behavior can be added in the fluid
and / or solid models, respectively, or the FSI domain changed from two dimensions to three dimensions.
While the FSI geometry is relatively simple compared to other benchmarks (e.g., [28, 30]), it does not pose
any challenges in setting up the computational model. In particular, the analytic solutions are smooth and
discretization errors stemming from discretizing the spatial domains can be minimized (e.g., by selecting
appropriate shape functions in finite element discretizations).
Another key aspect is the possibility to change Neumann-type to Dirichlet-type boundary conditions or
vice-versa, complementing the validation of the implementation at the equation level to a more infrastractural
aspect. The validation of the coupling constraints can further be isolated by first validating the fluid- and
solid-only cases (e.g., by setting Dirichlet boundary conditions at the coupling boundary) and then adding
the coupling constraint. Coupling approaches can vary widely [44, 53, 8] and affect numerical performance
of an FSI implementation. Furthermore, some FSI methods assume continuity of the pressure across the
fluid / solid interface, whereas other methods do not make such an assumption (e.g., the non-conforming
monolithic FSI method assessed in Section 5.4). It is an open research question how such assumptions
influence the numerical solution.
A benefit of analytic solutions is their usefulness for assessing numerical tricks such as implicit-explicit
splits [53] and novel methods or time integration algorithms, such as multigrid-reduction-in-time [54, 55]
(MGRIT). For example, combined with convergence theory [56, 57, 58], the class of analytic FSI solutions
can be an invaluable tool for understanding the performance of MGRIT for FSI problems and help to identify
reasons of potentially slow(er) convergence, as well as support the development of remedies thereof.
6.3. Analytic solutions utility for spatiotemporal convergence analysis
The availability of analytic solutions further enables the assessment of the accuracy and convergence of
FSI methods and implementations. Even if neglecting the complex and code-specific task of implementing
forcing terms for the validation through manufactured FSI solutions, spatiotemporal errors of such forcing
terms (due to their numerical inclusion) may affect the validation process. Analytic solutions make it easier
to isolate potential implementation errors, as described in Section 6.2. Conducting stability analyses under
refinement is also simplified, e.g., when investigating the stability of an explicit method and identifying
time step size limits. Performing space-time convergence studies can be difficult with numerical benchmarks
because the smoothness of solutions may not be sufficient for testing optimal convergence and because one
needs to rely on reference numerical solutions. These difficulties can be avoided with the class of analytic
solutions, as demonstrated in Section 5.4. By conducting a thorough convergence study, it can be shown
that a given FSI method was not only implemented correctly but that the theoretical best-case convergence
rate can be achieved; for example, the backward Euler time-discretization with quadratic / linear finite
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elements in space (see Section 3.1), was shown to converge at the optimal first-order rate in time under
space-time refinement with δt/δ
3
x = const (measuring errors in L
2(Ωt;L
2(Ω0k))).
6.4. Study limitations
Although the derivation of the nonlinear FSI solutions was based on the incompressible Navier-Stokes
equations as a fluid model, the advective (nonlinear) term vanishes. Thus, any potential nonlinearities
in the behavior of the fluid in numerical experiments stem from sources like approximating the spatial
domains, entirely. In the linear case, the velocity and displacement solutions are further constant in the
axial component. While more complicated and radially varying analytic solutions would be desirable, the
assumption of no radial motion (and thus, the restriction to shear deformations) was an essential ingredient
to enable the derivation of the class of analytic solutions presented in this work. Naturally, it would be
beneficial to have more complexity in space and time but the class of analytic solutions already represents
an important first step and provides key testing for the dynamics and nonlinear mechanical coupling.
6.5. Matlab implementation
All analytic solutions were implemented4 in Matlab R2018a to assist with the validation process. For
example, the code can be used to evaluate and export the analytic solutions for a given FSI case to set
appropriate initial and boundary conditions in a computational model, as well as for the comparison with the
numerical solution. The material, temporal and geometric parameters can be user-defined and a user-mesh
can be imported to evaluate the analytic solutions at relevant coordinates. We have further implemented
functionality to visualize the analytic solutions similar to Figure 5 and included movies of the animated
solutions for all linear / nonlinear, 2D / 3D and quasi-static / transient cases in the Supplementary Materials
(for parameters in Section 5.1 and Section 5.2).
7. Conclusion
In this work, we have presented a class of analytic FSI solutions that provide a rich test bed for validation
and convergence testing of linear and nonlinear FSI implementations. It enables a step-by-step validation
process (two and three dimensions, linear and nonlinear, static and transient behavior, etc.) and further
allows for isolated testing of certain parts of an FSI implementation, such as the coupling conditions. To
the knowledge of the authors, it is the first analytic FSI solution that includes a hyperelastic solid model.
Along with a description and derivation of the class of analytic FSI solutions, we have demonstrated their
usefulness for validating numerical FSI methods and highlighted their value in spatiotemporal convergence
testing. An implementation of all analytic solutions is provided in the Supplementary Materials and as an
open-source implementation5 to assist with the validation process.
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Tables
Physical and numerical parameters
Material properties
ρf Fluid density
µf Fluid viscosity
ρs Solid density
µs Solid stiffness
Discretization
δt Time step size
δx, δy, δz Spatial step size
Domain dimensions and forces
Hi Fluid domain height
Ho Fluid-solid domain height
L Domain length
T Temporal cycle length
P Pressure over Domain length
Derived constants
kf
√
ρf iω/µf
ks ω
√
ρs/µs
α ekfHi + e−kfHi
β µfkf
(
ekfHi − e−kfHi)
γ Jr0,s/Y
r
0,s
Jr0,s J0(−ksHo)
Y r0,s Y0(−ksHo)
J∗0,f J0(ikfHi)
J∗1,f kfJ1(ikfHi)
J∗0,s J0(−ksHi)
J∗1,s iksJ1(−ksHi)
Y ∗0,s Y0(−ksHi)
Y ∗1,s iksY1(−ksHi)
∆0 J
∗
0,s − γY ∗0,s
∆1 J
∗
1,s − γY ∗1,s
ν0 Y
∗
0,s/Y
r
0,s
ν1 Y
∗
1,s/Y
r
0,s
ξ1 sin(ksHi) + cot(ksHo) cos(ksHi)
ξ2 cot(ksHo) sin(ksHi)− cos(ksHi)
ζ1 csc(ksHo) cos(ksHi)
ζ2 1− sin(ksHi) csc(ksHo)
Table 1: Material parameters and constants.
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2D 3D
Time step size δt ∈ {0.064, 0.032, . . . , 0.001} δt ∈ {0.04096, 0.02048, . . . , 0.00064}
Number of time steps Nt ∈ {40, 80, . . . , 2560} Nt ∈ {175, 350, . . . , 11200}
Spatial step size δx, δy ∈ {0.1, 0.05, 0.025} δx, δy, δz ∈ {0.314, 0.157, 0.079}
Number of spatial DOFs Nx ∈ {1288, 4728, 18088} Nx ∈ {32793, 245009, 1679243}
Table 2: The spatial and temporal step sizes, δx, δy , δz and δt, and numbers of spatial and temporal degrees-of-freedom (DOFs),
Nx and Nt, for the numerical experiments. For the 3D case, the spatial step size is the approximate step size at the fluid /
solid interface.
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Figure 1: Fluid and solid reference domains, Ω0f and Ω
0
s, in two dimensions with respective boundaries at the inlet (Γ
I
f and
ΓIs), the outlet (Γ
O
f and Γ
O
s ) and the wall (Γ
W
f and Γ
W
s ). The common interface boundary is denoted as Γ
λ. Further, the
domain length is given as L, the fluid domain height as Hi and the fluid / solid domain height as Ho.
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Figure 2: Fluid and solid reference domains in three dimensions: The fluid reference domain Ω0f is shown in red for x, y > 0,
the solid reference domain Ω0s is shown in blue for y > 0, and the the common interface boundary is indicated in opaque gray.
The respective boundaries are denoted as ΓIf and Γ
I
s at the inlet, Γ
O
f and Γ
O
s at the outlet, and Γ
W
f and Γ
W
s at the wall.
Furthermore, the domain length is given as L, the fluid domain radius as Hi and the fluid / solid domain radius as Ho.
Figure 3: Coarse, medium and fine mesh refinement levels for simulating the nonlinear transient FSI case in three dimensions.
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Figure 4: The analytic solution for the transient linear FSI case in two dimensions with density ρf = ρs = 1, fluid viscosity
µf = 0.01, solid stiffness µs = 0.1 and cycle length T = 1.024: Fluid and solid velocity, vf (left) and vs (top left), and solid
displacement, us (top right), along the y-axis, and fluid / solid pressure, pf and ps (bottom), over time t at three positions
along the x-axis.
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Figure 5: The analytic solution for the transient nonlinear FSI case in three dimensions with fluid and solid density ρf = 2.1
and ρs = 1, fluid viscosity µf = 0.03, solid stiffness µs = 0.1 and cycle length T = 1.024: Fluid and solid velocity, vf (left) and
vs (top left), and solid displacement, us (top right), along the y-axis. Further, fluid and solid pressure, pf and ps (bottom)
over time t at three positions along the z-axis.
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Figure 6: The analytic solution for the transient nonlinear FSI case in three dimensions with fluid and solid density ρf = 2.1
and ρs = 1, fluid viscosity µf = 0.03, solid stiffness µs = 0.1 and cycle length T = 1.024: The fluid and solid pressure, pf and
ps, over time t at three positions along the z-axis: At the inlet for z = 0, the mid-way point at z = L/2, and at the outlet
z = L (top to bottom).
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Figure 7: The solid displacement for the transient nonlinear FSI case in three dimensions with fluid and solid density ρf = 2.1
and ρs = 5, fluid viscosity µf = 0.03, solid stiffness µs = 0.1 and cycle length T = 1.024: By increasing the solid density
compared to Figure 5, the solid model exhibits higher-order deformation modes, similar to the mode shapes of an Euler-Bernoulli
beam.
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Figure 8: The analytic solution for the transient nonlinear FSI case in three dimensions with fluid and solid density ρf = ρs =
1.03 g/cm3, fluid viscosity µf = 0.03 g/(cm · s2), solid stiffness µs = 2 · 105 g/(cm · s2), pressure amplitude P = 583 and cycle
length T = 1.024 s: Fluid and solid velocity, vf (left) and vs (top left), and solid displacement, us (top right), along the y-axis.
Further, fluid and solid pressure, pf and ps (bottom) over time t at three positions along the z-axis.
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Figure 9: The analytic solution for the transient nonlinear FSI case in three dimensions with fluid and solid density ρf = ρs =
1.03 g/cm3, fluid viscosity µf = 0.03 g/(cm · s2), solid stiffness µs = 2 · 105 g/(cm · s2), pressure amplitude P = 583 and cycle
length T = 1.024 s: The fluid and solid pressure, pf and ps, over time t at three positions along the z-axis: At the inlet, at
the mid-way point and at the outlet (top to bottom).
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Figure 10: Spatiotemporal convergence for the transient linear FSI case in two dimensions: Temporal convergence of error
for cycle 10 (i.e., Ωt = [9T, 10T ]) for fluid velocity vf , solid displacement us and Lagrange multiplier λ (and corresponding
numerical approximations vhf , u
h
s and λ
h) for coarse (red), medium (blue) and fine (green) spatial resolutions. Square markers
highlight optimal convergence of error for δt/δ3x = const (see Table). Dashed line illustrates optimal rate. All norms represent
the L2(Ωt;L2(Ω0k)) norm for the k-domain (as appropriate for the variable).
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Figure 11: Spatiotemporal convergence for the transient nonlinear FSI case in three dimensions: Temporal convergence of error
for cycle 7 (i.e., Ωt = [6T, 7T ]) for fluid velocity vf , solid displacement us and solid pressure ps (and corresponding numerical
approximations vhf , u
h
s , and p
h
s ) for coarse (red), medium (blue) and fine (green) spatial resolutions. Square markers highlight
optimal convergence of error for δt/δ3x = const (see Table). Dashed line illustrates optimal rate. All norms represent the
L2(Ωt;L2(Ω0k)) norm for the k-domain (as appropriate for the variable).
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SM1. Analytical derivations - continuation
Here, we continue the set of derivations for the analytical solutions which were left out in the main paper.
The respective cases are the 2D nonlinear and the 3D linear (including all the quasi-static and transient
permutations).
SM1.1. Nonlinear fluid/solid in two dimensions
Again, we consider the nonlinear FSI problem discussed in Section 2.1.2 and defined by Equations (49)
-(62)), with the mention that the definition of the first Piola-Kirchhoff stress tensor is now adjusted for the
2D problem:
P s =
µs
Js
[
F − F : F
2
F−T
]
− JspsF−T (SM1)
In line to Section 2.1.1, we adapt the boundary conditions to the 2D setting and use the same general
assumption about the behaviour of the solution. Based on these considerations, it can be shown that the
advective term, vf · ∇xvf is null and that, in effect, the fluid problem is identical to the one in the linear
case. Thus, the general solutions for the fluid pressure is given by Equations (18). Similarly, the general
quasi-static and transient fluid velocity solutions are given by Equations (18) and (20).
To find a general solution for the solid problem, we first observe that the deformation gradient takes the
form F = I + ∂Y us(eY ⊗ eX), where us is the x component of the deformation field. Based on this, we can
express the first Piola-Kirchhoff tensor in terms of us and ps as follows:
P s =
[
−µs2
(
∂us
∂Y
)2 − ps µs ∂us∂Y
µs
∂us
∂Y +
µs
2
(
∂us
∂Y
)3
+ ps
∂us
∂Y −µs2
(
∂us
∂Y
)2 − ps
]
. (SM2)
Using this result, we expand the momentum balance equation in (54) to obtain:(
−∂ps
∂X
+ µs
∂2us
∂Y 2
− ρs∂ttus
)
eX +
[
∂ps
∂X
∂us
∂Y
− ∂ps
∂Y
− µs
2
∂
∂Y
(
∂us
∂Y
)2]
eY = 0 (SM3)
By applying ∂X to this vector, we find that ∂
2ps/∂X
2 = 0 and ∂2ps/(∂X∂Y ) = 0. Based on these results,
we can integrate the ey component of (SM3) with respect to Y to obtain the general solution for the pressure
field:
ps = cI(t) + cII(t)(X + us)− µs
2
(
∂us
∂Y
)2
. (SM4)
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Furthermore, assuming that us = <{us(Y )eiωt}, us : [Hi, Ho]→ C and cII(t) = <{c3eiωt}, theX-component
of (SM3) can be simplified into:
µs
∂2us
∂Y 2
+ ρsω
2us − c3 = 0. (SM5)
Given the fixed wall boundary condition us(Ho) = 0, the general solutions of this ODE take the form:
us =
c3
2µs
(Y 2 −H2o ) + c4(Y −Ho), (ρs = 0),
us =
c3
ρsω2
[1− sin(ksY ) csc(ksHo)] + c4 [cos(ksY )− cot(ksHo) sin(ksY )] , (ρs > 0).
(SM6)
The last four integration constants, namely c1, c3 c4 and cI , can only be identified by verifying that the
coupling conditions are satisfied. In the following, we consider the different permutations of quasi-static /
transient behaviors and the resulting sets of closed formulations for the constants.
Quasi-static fluid and quasi-static solid (ρf = 0, ρs = 0)
Let us first consider the of expansion the traction coupling condition in Equation (61):[
µf
∂vf
∂y
∣∣∣∣
y=Hi
− µs ∂us
∂Y
∣∣∣∣
Y=Hi
]
ex +
[
µs
2
(
∂us
∂Y
)2∣∣∣∣∣
Y=Hi
+ ps|Y=Hi − pf |y=Hi
]
ey = 0 (SM7)
Taking the axial component and replacing the pressure fields with the results in Equations (18) and (SM4),
we obtain:
cI(t) + <{c3eiωt} [x+ us(Hi, t)]−<{P (L− x)eiωt} = 0 (SM8)
From this, it can be shown that c3 = −P and cI(t) = <{P [L+us(Hi, t)]eiωt}. Similarly to the 3D nonlinear
case, these results are valid for all quasi-static and transient permutations due to the fact that the general
structure of the pressure solutions is independent from these factors. Based on these results, we can expand
the general nonlinear solid pressure solution in (68) to obtain a quasi-static specific version:
ps(X,Y, t) = [L−X + us(Hi, t)− us]<{Peiωt} − µs
2
[
∂us
∂Y
]2
=
[
L−X + <
{
P
2µs
(Y 2 −H2i )eiωt + c4(Hi − Y )eiωt
}]
<{Peiωt}
− µs
2
[
<
{
c4e
iωt − PY
µs
eiωt
}]2
. (SM9)
Furthermore, we can expand the axial component of the traction coupling condition using Equations (20)
and (SM6) resulting in:
µf
(
− P
2µf
2Hi
)
− µs
(
− P
2µs
2Hi + c4
)
= 0 ⇒ c4 = 0. (SM10)
Finally, using the kinematic coupling condition, it can be shown that:
c1 =
PH2i
2µf
+
iωP
2µs
(H2o −H2i ). (SM11)
Transient fluid and quasi-static solid (ρf > 0, ρs = 0)
Similarly to the preceding case, the x components of the traction and kinematic interface conditions form
a system of equations with two unknowns, c1 and c4, which can written as follows:
βc1 − µsc4 = −PHi,
αc1 + iω(Ho −Hi)c4 = iP
ρfω
+
iωP
2µs
(H2o −H2i ),
2
where α and β retain the definitions from Table 1. The resulting solutions are:
c1 =
−iω(Ho −Hi)HiP + µs
[
iP
ρfω
+ iωP2µs (H
2
o −H2i )
]
iωβ(Ho −Hi) + µsα , (SM12)
c4 =
αHiP + β
[
iP
ρfω
+ iωP2µs (H
2
o −H2i )
]
iωβ(Ho −Hi) + µsα . (SM13)
The general solution for the quasi-static solid pressure (with c3 = −P ) given by Equation (SM9) applies in
this case as well.
Quasi-static fluid and transient solid (ρf = 0, ρs > 0)
Analogous to the transient fluid and quasi-static solid case, the system of equations takes the form:
µsksξ1c4 =
µsksζ1P
ρsω2
+ PHi,
c1 + iωξ2c4 =
PH2i
2µf
− iζ2P
ρsω
,
where for convenience we introduced a new set of parameters:
ξ1 = sin(ksHi) + cot(ksHo) cos(ksHi), (SM14)
ξ2 = cot(ksHo) sin(ksHi)− cos(ksHi), (SM15)
ζ1 = csc(ksHo) cos(ksHi), (SM16)
ζ2 = 1− sin(ksHi) csc(ksHo). (SM17)
Solving this system of equations gives the following closed forms for the integration constants:
c1 =
PH2i
2µf
− iζ2P
ρsω
− iξ2µsksζ1P + ρsω
2PHi
µsksρsωξ1
, (SM18)
c4 =
µsksζ1P + ρsω
2PHi
µsksρsω2ξ1
. (SM19)
The general solution for the transient solid pressure is obtained by expanding the more general form in Equa-
tion (SM4) using c3 = −P and cI(t) = <{P [L+ us(Hi, t)]eiωt} and the general transient solid displacement
formula in Equation (SM6):
ps(X,Y, t) = [L−X + us(Hi, t)− us]<{Peiωt} − µs
2
[
∂us
∂r
]2
=
[
L−X + <
{
P
ρsω2
(1− sin(ksY ) csc(ksHo)− ζ2) eiωt
}]
<{Peiωt}
− <{c4[cos(ksY )− cot(ksHo) sin(ksY ) + ξ2]eiωt}<{Peiωt}
− µs
2
[
<
{
Pks
ρsω2
cos(ksY ) csc(ksHo)e
iωt − c4ks(sin(ksY ) + cot(ksHo) cos(ksY ))eiωt
}]2
.
(SM20)
This formula also applies to the transient fluid and transient solid case provided the appropriate c4 formu-
lation is used.
Transient fluid and transient solid (ρf , ρs > 0)
The equivalent system of equations corresponding to this case can be written as follows:
βc1 + µsksξ1c4 =
ζ1P
ks
,
αc1 + iωξ2c4 =
iP
ρfω
− iζ2P
ρsω
,
3
and the resulting closed form solutions are:
c1 =
iP
ρsρfωks
ω2ξ2ζ1ρsρf − µsk2sξ1(ρs − ζ2ρf )
iωξ2β − αµsksξ1 , (SM21)
c4 =
P
ρsρfωks
−ωαζ1ρsρf + iβks(ρs − ζ2ρf )
iωξ2β − αµsksξ1 . (SM22)
SM1.2. Linear fluid/solid in three dimensions
In this section we approach the derivation of the FSI problem described in Equations (1) - (15), but
in the 3D and using the assumptions about the solution behaviour which were described in Section 2.1.2,
the 3D nonlinear case. In terms of deriving the general analytical solutions, it should be noted that in the
3D nonlinear case, we showed that advection term is constantly zero as a consequence of our assumptions.
Consequently, the solutions described in Equations (64) and (65) which define the general solution for the
pressure, quasi-static velocity and transient velocity, respectively, are still applicable in this context.
We begin the derivation of the solid solution, by observing that the the displacement gradient takes the
form ∇us = ∂us∂r er ⊗ ez . Based on this, the Cauchy stress tensor can be written as:
σs = µsus (er ⊗ ez + ez ⊗ er)− pI.
This can now be used to expand the solid momentum balance equation in (7) into the the three cylindrical
coordinates:
−∂ps
∂r
er − 1
r
∂ps
∂θ
eθ +
(
µs
∂2us
∂r2
+
µs
r
∂us
∂r
− ∂ps
∂z
− ρs∂ttus
)
ez = 0. (SM23)
The radial and angular components show that the pressure field is invariant in these directions. Furthermore,
by taking the axial derivative of the ez component, it can be shown that ∂
2ps/∂z
2 = 0. Base on these three
observations and also taking note of our previous assumptions (i.e. spatial and temporal components are
separable, the field is temporally periodic and described by a single harmonic), we can write the general
solid pressure solution as:
ps = <{Ps(L− z)eiωt}. (SM24)
Ps ∈ C is the reference pressure over the length of the domain. Substituting this into the axial component of
the momentum balance and also using the fact that us = <{useiωt}, we find the following non-homogeneous
PDE for the displacement:
µs
∂2us
∂r2
+
µs
r
∂us
∂r
+ ρsω
2us = −Ps, (SM25)
which is identical to Equation (69), with the only difference that in that equation non-homogenous term,
i.e. −Ps, was unknown. Consequently, the two versions of the displacement function, quasi-static and
transient, that resulted in the previous section, also apply in this case:
us =
Ps
4µs
(H2o − r2) + c3 ln
(
r
Ho
)
, (ρs = 0),
us = − Ps
ρsω2
[
1− Y0(−ksr)
Y r0,s
]
+ c3 [J0(−ksr)− γY0(−ksr)] , (ρs > 0).
(SM26)
The last two integration constants (i.e. c1 and c3) are found by verifying that the coupling condition are
satisfied. In the following, we derive the closed form of these constants, while taking into account all four
quasi-static / transient permutations.
Quasi-static fluid and quasi-static solid (ρf = ρs = 0)
First, let us expand the traction interface condition into its three components:
(−pf + ps) er +
(
µf
∂vf
∂r
∣∣∣∣
y=Hi
− µs ∂us
∂r
∣∣∣∣
y=Hi
)
ez = 0. (SM27)
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Using the radial component, it is trivial to show that P = Pf = Ps; a result which applies to all quasi-static
and transient permutations. In the case of the axial component, incorporating the results of Equations (65)
and SM26 yields:
−µf PHi
2µf
+ µs
PHi
2µs
+
µsc3
Hi
= 0 ⇒ c3 = 0. (SM28)
Finally, we expand the kinematic condition to obtain:(
−PH
2
i
4µf
+ c1
)
− iωP (H
2
o −H2i )
4µs
= 0, (SM29)
which can be rearranged into the closed form of the last integration constant:
c1 =
PH2i
4µf
+ iω
P (H2o −H2i )
4µs
. (SM30)
Transient fluid and quasi-static solid (ρf > 0, ρs = 0)
Similarly to the previous case, the last two constants, c1 and c3, can be identified by solving the system
formed by the axial components of the traction and kinematic interface conditions:
−iµfJ∗1,fc1 −
µsc3
Hi
= −PHi
2
J∗0,fc1 − iω ln
(
Hi
Ho
)
c3 =
iωP
4µs
(H2o −H2i )−
P
µfk2f
.
The resulting closed forms are:
c1 =
iω ln
(
Hi
Ho
)
PHi
2 +
iωP
4Hi
(H2o −H2i )− µsPµfk2fHi
−ωµfJ∗1,f ln(HiHo ) + J∗0,f
µs
Hi
, (SM31)
c3 =
J∗0,f
PHi
2 + J
∗
1,f
µfωP
4µs
(H2o −H2i ) + J∗1,f iPk2f
−ωµfJ∗1,f ln(HiHo ) + J∗0,f
µs
Hi
. (SM32)
Quasi-static fluid and transient solid (ρf = 0, ρs > 0)
Re-writing the ez component of the traction coupling condition using the general solutions for fluid
velocity (65) and solid displacement (SM26), yields:
−PHi
2
+ µs
[
i
Pν1
ρsω2
+ i∆1c3
]
= 0. (SM33)
When re-arranged, we obtain the closed form of the c3 constant:
c3 =
P
i∆1
(
Hi
2µs
− iν1
ρsω2
)
. (SM34)
Finally, we expand the kinematic condition, which can be written as:
−PH
2
i
4µf
+ c1 − iω
[
−(1− ν0) P
ρsω2
+ ∆0c3
]
= 0. (SM35)
Based on this, we find the closed form of the last unknown integration constant:
c1 =
PH2i
4µf
− iωP
[
1− ν0
ρsω2
+ i
∆0
∆1
(
Hi
2µs
− i ν1
ρsω2
)]
. (SM36)
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Transient fluid and transient solid (ρf , ρs > 0)
Finally, we treat the case where both solid and fluid have transient behaviours. As in the transient
fluid / quasi-static solid case, c1 and c3 can be found by solving the system given by the ez-components of
the traction and kinematic interface conditions:
−iµfJ∗1,fc1 + iµs∆1c3 = −iν1
µsP
ρsω2
,
J∗0,fc1 − iω∆0c3 = (ν0 − 1)
iP
ρsω
− P
µfk2f
.
The resulting close form solutions are:
c1 =
−ν1∆0 µsPρsω − µs(1− ν0)∆1 Pρsω + iµs∆1 Pµfk2f
−µfJ∗1,fω∆0 − iµsJ∗0,f∆1
, (SM37)
c3 =
iν1J
∗
0,f
µsP
ρsω2
− µf (1− ν0)J∗1,f Pρsω + iJ∗1,f Pk2f
−µfJ∗1,fω∆0 − iµsJ∗0,f∆1
. (SM38)
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