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The spaces studied in this paper are examples of Hilbert spaces of entire 
functions which satisfy these axioms: 
(HI) Whenever F(z) belongs to the space and has a nonreal zero w, the 
function F(z) (z - a)/(~ - w) belongs to the space and has the same norm 
as F(z). 
(H2) For every nonreal number w, the linear functional defined on the 
space by F(x) --f F(w) is continuous. 
(H3) Whenever F(x) belongs to the space, the function F*(z) =F(z?) 
belongs to the space and has the same norm as F(z). 
The theory of such spaces has been related by L. de Branges [3] to the theory 
of entire functions E(z) which satisfy the inequality 
I E@ - i) I < I E(x + $9 I (1) 
for y > 0. If L(z) is a function which is analytic and of bounded type for 
y > 0, its mean type in the half-plane is defined to be the infimum of all 
real numbers a such that 
lim e-aU 1 L(iy) 1 = 0. 
Y-t* 
The mean type of a nonzero function of bounded type always exists as a 
finite real number. Let E(z) be an entire function which satisfies (1). Let 
X(E) be the set of entire functions F(z) such that 
and F(z)/E(z) and F*(z)/E( x are of bounded type and nonpositive mean ) 
type fory > 0. Then Z(E) is a Hilbert space which satisfies (Hl), (H2), and 
* This research was supported in part by the National Science Foundation and in 
part by the Army Research Office (Grant ARO-D-662). 
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(H3). Write E(z) = A(z) - iB( z w ) h ere A(z) and B(z) are entire functions 
which are real for real x. For every complex number w, 
qw, z) = [B(.z)A(w) - A(z)B(w)]/[7+ - a)] 
belongs to X(E) as a function of Z, and 
F(w) = (F(t), qw, t)> 
for every F(x) in the space. Conversely, a Hilbert space of entire functions 
which satisfies (Hl), (H2), and (H3) and contains a nonzero element is of the 
form s(E) for some entire function E(z) which satisfies (1). 
The following example, introduced by L. de Branges [2], arises in the 
theory of the Hankel transformation inL2(0, co). Let h and a be real numbers, 
a > 0. Consider the set of entire functions F(z) such that 
and 
1 ( ) - a2 -iz F(z) 2 and 1 T(h - iz) ( 1 - a2 --i* F*(z) 2 T(h - iz) 
are of bounded type and nonpositive mean type for y > 0. For fixed h and a, 
this set is a Hilbert space which satisfies the axioms (Hl), (H2), and (H3). It 
is shown in [2] that the space contains a nonzero element, and hence is of 
the form X(&(a)) f or some entire function E,(a, Z) which satisfies (1). The 
transformationF(2) --+ F( - Z) is an everywhere defined isometry in the space, 
and there exists a function F(z) in the space such that F(0) # 0. It follows 
that &(a, z) can be uniquely chosen such that Ez(a, Z) = &(a, - x) and 
-!?,(a, 0) = 1. The space X(&(u)) satisfies this additional axiom. 
(S) If F(z) and G(z) belong to the space and vanish at i - ih, then 
F(z + i)/(h - ix) and G(z + i)/(h - i.z) belong to the space, and 
(F(t + i)/(h - it), G(t)) = (F(t), G(t + i)/(h - it)). 
See ([2], Th. VIII). It is assumed in [2] that h > 0, but this restriction is 
unnecessary. The structure of the spaces is known in the case h = ) (de 
Branges [2]). In this paper we use the axiom (S) to derive an explicit solution 
to the structure problem when 2h is a positive integer. A consequence of the 
construction is a generalization, stated in Theorems 8 and 9 below, of the 
remarkable expansion obtained by L. de Branges [2]. 
A Sonine space of index h is defined to be any space Z’(E) which satisfies 
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the axiom (S) for the index h, such that E*(z) = E(- s) and E(0) = 1. By 
([3], Prob. 174) there is a unique choice of E(x) for a Sonine space. Let 
E(z) = A(z) - Z?(z) where A(z) and B(x) are real for real z. Then A(z) 
is even and has value 1 at the origin and B(z) is odd. Because of the axiom (S), 
A(x) and B(z) satisfy certainrecurrence relations. 
THEOREM 1. Let Z(E) b e a Sonine space of some index h # 4 . Then there 
exist unique constants u and v such that 
L(x) = A(x) u + B(z) v (2) 
has value 1 at z = - ih and 
F(z) ~ F@ + i) -L(z) F(i - ih) 
h - ix 
is an everywhere de$ned selfadjoint transformation in X(E). The constant u 
is real and v is imaginary. There exist unique real constants p, r, and s such that 
A(% + i) -L(x) A(i - ih) 
h - iz 
= - GX(i - ih, z) + A(x) s - iB(x) r 
B(z + i> - L(z) B(i - ih) = _ ,&K(i _ ih, z) + i[A(z)p 
(3) 
h - ix 
- iLI(z) s]. 
These constants atisfy the relations 
pr = s2 
and 
1 - L(ih - i)” = (2h - 1) [A(ih - i) s - iB(ih - i) r] u 
- i(2h - 1) [A(ih -i)p-iB(ih-i)s]v. 
We also use a relation between spaces of different index. 
THEOREM 2. (A) Let #(E+) b e a Sonine space of index h + 1 and of 
dimension at least two. Let Z- be the set of entire functions of the form 
F(a)/(h - ix), where F(x) belongs to .X?(E+) and vanishes at - ih, considered as a 
Hilbert space in the norm 
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Then X- is a Sonine space Z’(G) of index h, and 
A-(z) = h2A+C4 + xB+W P 
.z2 + h2 
B&) = B+(4 - xA+(x) f2 
z2 t h2 
where 
A+(- ih) 
I’ = B+( - ih)/(- ih) ’ 
(B) If hfi, th e constants u- and v- associated with X(E-) as in Theo- 
rem 1 are given by 
1 
‘-=A+(- ih)’ Vu_ = B+( - iG/( - ih) ’ 
In the exceptional case h = 4 , define u- and v- by these equations. The con- 
clusions of Theorem 1 are valid for X(G) with this choice of u- and v- but the 
choice is not unique. (C) Let Z(E) b e a g iven Sonine space of index h. A suf- 
$cient condition that Z(E) occur as a space &‘(E-) obtained from some space 
Z(E+) as in part (A) is that - ihuv > 0. In the case h = f , we assume that u 
and v are some constants such that u is real, v is imaginary, 
L(z) = A(z) u + IQ) v 
has value 1 at z = - ih, and 
F(z) +F(z + i) - L(x) F(i - ih) 
h - iz 
is an everywhere defined selfadjoint ransformation in Z’(E). 
When h = 0, B(- ih)/(- ih) is interpreted as B’(0). Since E(0) = 1, 
B(z) has a simple zero at the origin, and therefore B’(0) f 0. 
An entire function H(z) is said to be of Polya class if it does not vanish 
identically, if 1 23(x - iy) 1 < 1 H(x + iy) 1 for y > 0, and if I H(x + iy) 1 
is a nondecreasing function of y > 0 for each fixed x. The canonical factoriza- 
tion of an entire function of Polya class is 
where a > 0, Re b >, 0, (Q is the sequence of nonzero zeros of H(z), and 
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h,a = x,&n2 + m”> ([31, Th. 7). Th e condition for the convergence of the 
product is 
c 1 +rn x,2 + yn2 -=I co- 
The study of Sonine spaces can be reduced to the case in which E(z) is of 
P6lya class. 
THEOREM 3. Let s(E) be a Sonine space of index h # 4 . Then 
E(z) = S(z) E,,(x) where &?(E,,) is a Sonine space of the same index h, E,,(z) is 
of Pdlya class, and S(z) is an even entire function which is periodic of period i, 
real for real z, and has no zeros. 
In this situation, the transformation F(z) +F(z)/S(z) is an isometry of 
Z(E) onto .%?(E,). In passing from the recurrence relations for A(z) and 
B(z) to the recurrence relations for A,(z) and B,(z), the only change required 
is to replace u and v by us = S(i - ih) u and v,, = S(i - ih) v. 
By a principal subspace of a space X(E) we mean any space &‘(E,) which 
is contained isometrically in 2’(E) such that E,(.z)/E(z) has no real zeros. 
The structure of X’(E) is determined by its principal subspaces ([3], Th. 40). 
It is therefore important to know that the axiom (S) is inherited by the prin- 
cipal subspaces. 
THEOREM 4. Let #(E(b)) b e a Sonine space of index h + Q. Let &‘(E(a)) 
be a principal subspace of &‘(E(b)) such that E*(a, z) = E(a, - z) and 
E(a, 0) = 1. Then &‘(E( a )) is a Sonine space of the same index h. 
For our purposes it is sufficient o study the structure problem for a 
Sonine space such that the constant s in Theorem 1 is nonzero. 
THEOREM 5. Let Z’(E) be a Sonine space of index h # 4, and assume that 
s # 0. Then s > 0,~ > 0, and r > 0. Write E(z) = E(c, x), s = s(c),p = p(c), 
etc. where c is the unique positive number such that s(c) = cB2. Then fw every 
real a, a > c, there exists a unique Sonine space &‘(E(a)) which is a principal 
subspace of #(E(c)) such that s(a) = a-2. For each Jixed z, E(a, z) is an abso- 
lutely continuous function of a > c, and 
A’(a, 2) = - .&(a, z) /(a) (4) 
B’(a, z) = zA(a, z) &(a) (5) 
a.e., where theprime denotes d#erentiation with respect o a, and a(a) and y(a) 
are some decreasing absolutely continuous functions such that 
J(a) /(a) = 4a-2 (6) 
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for almost all a 3 c. The constants u(a), o(a), p(a), r(a) ate also absolutely 
continuous functions of a 3 c, and 
p(a) = - 4 a%‘(a), t(a) = - 3 a-+‘(a) 
u’(a) = ihcz’(a) v(a), w’(a) = - ihy’(a) u(a) (7) 
for almost all a > c. 
The differential equations were conjectured by de Branges [2]. They hold 
in particular for the spaces constructed in [2]. 
THEOREM 6. Let h be a fixed teal number. For every a > 0, let 
%‘(,!?(a)) = #(E,(a)) be the S onine space of index h consisting of all entire 
functions F(z) such that 
IIF II2 = S’~ 1 r(hFo it) /t dt < 0~) 
-cc 
and 
( - 21 a2 1 -s* F(z) - T(h ix) and ( - 2 1 a2 1 --iz F*(z) - I’(h iz) 
ate of bounded type and nonpositive mean type for y > 0. The spaces ate totally 
ordered by incltin with .8(&(b)) contained isometrically in .%‘(E,(a)) 
whenever b >, a. Moreover *(E,(a)) is related to .%(E,,+,(a)) in the same way 
that #(I%) is related to &‘(E+) in Theorem 2(A). Let u(a), o(a), p(a), r(a), s(a) 
be the constants provided by Theorem I when h # 4 and by Theorem 2(B) when 
h=+. Then s(a) = a-2; E,(a, z), u(a), v(a), p(a) and r(a) ate absolutely 
continuous functions of a > 0; and equations (4), (5), (6) and (7) hold a.e., for 
a > 0 where a(a) and y(a) ate some decreasing absolutely continuous functions 
of a > 0. 
To solve the structure problem for these spaces, we must determine 
Ata, 4, B(a, 4, 44 and r(a). S ince A(a, 0) = 1 and B(a, 0) = 0, it is 
enough to specify 
P(a, x) = A(a, z) (- + aa’(a))1/2 - iB(a, z) (- & ay’(a))1/2. 
THEOREM 7. Let 2h be a positive integer and set v = 2h - 1. Let #(E(a)) 
be the Sonine space of index h constructed in Theorem 6 for any a > 0. Then 
there exist real constants @‘)(a), h = O,..., v + 1, such that 
P(a, Z) = lrn W(a, it) t&--l-i* dt, 
0 
(8) 
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where 
W(a, x) = (+ u2)h F Q;'@) (;jk ejia2(z-z-') 
k=O 
for y > 0. 
The constants Q:‘(u) are given in Theorem 9. The case Y = 0 in Theo- 
rems 7, 8, and 9 is due to de Branges [2]. 
If f(x) belongs to L2(0, CO), its Hankel transform of order v > - 1 is 
defined by 
where 
id4 = j;f(t) J&4 WY2 dt, 
is the Bessel function of order V. The integral converges in the mean square 
sense: 
in the metric of L2(0, co). The linear transformationf(x) -g(x) so defined 
in L2(0, co) is both isometric and selfadjoint, and hence equal to its own 
inverse. A connection between the spaces %(&(a)) in Theorem 6 and the 
theory of the Hankel transformation is given by de Branges [2]. 
Set v = 2h - 1. Iff(x) belongs to L2(0, co), its weighted Mellin transform 
of order v is defined by 
F(x) = 2h-V(h - ix) j:f(t) t--i+2iz dt, 
where 
in the metric of L2(- co, + co). Parseval’s formula for the weighted Mellin 
transformation is 
7r4h jm If(t) I2 dt = jl”, / r(hF(t) it) /I dt. 
0 
If g(x) is the Hankel transform off(x) of order Y, and if G(x) is its weighted 
Mellin transform, then G(x) = F(- x). By a theorem of de Branges [2], an 
entire function F(z) belongs to the space X(&(a)) in Theorem 6 for some 
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h > 0 and a > 0 if, and only if, the restriction F(x) of F(x) to the real axis 
is the weighted Mellin transform of a functionf(x) inL2(0, CO) such that both 
f(x) and its Hankel transform of order v vanish a.e. in the interval (0, a). 
The eigenfunction expansion theorem for Hilbert spaces of entire functions 
([3], Th. 44) gives an integral representation for any function in %(&(a)). 
By mapping back to L2(0, co) we obtain a general formula for the Hankel 
transform pairs inL2(0, co) which vanish a.e. in (0, a). 
An example of such a pair was given by N. Sonine [7]. Let v > 0. Set 
S,(a, x) = u-~+1x(x2 - u2y-1) Jn-l(u(x2 -- $)“), x > a, 
= 0, x < a, 
where x > 0, a > 0, and h is real. If 8 < h < v + 4 , then S,+(u, x) (u/x)“+* 
belongs to L2(0, 03) as a function of X, and its Hankel transform of order v is 
S,-,+,(a, X) (a/~)“+$. A simple proof is given by Hardy and Titchmarsh [4]. 
THEOREM 8. Let v be a nonnegative integer and set 
for x, t > 0. Ij j(t) and g(t) belong to L2(0, co), then 
44 =fW + j’ [f(t) j”W, 4 + g(t) NO, 41 dt 
0 
(10) 
belongs to L2(0, CD) and 
j- I49 I2 dx =jm If(t) I2 dt +jm Ig(t) I2 dt. (11) 0 0 0 
The integral in (10) is taken us 
S~=%r: 
with convergence in the metric of L2(0, w). Every h(x) in L2(0, 00) is of the 
form (10) with j(t) and g(t) given by 
f(t) = h(t) + jl” 44 W(t, 4 dx 
g(t) = j, h(x) Wt, 4 dx. 
(12) 
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The integrals in(12) are taken as 
with convergence in the metric of L2(0, co). The e#ect of interchanging f (t) and 
g(t) in (10) is to replace h(x) by its Hankel transform of order Y. Moreover, a 
necessary and suficient condition that both h(x) and its Hankel transform of order 
Y vanish a.e. in an interval (0, a) is that f (t) and g(t) vanish a.e. in (0, a). 
The method of proof yields the existence of a similar expansion for any 
Y > - 1, but we are unable to compute the kernels M,(t, x) and N,(t, x) 
except when Y is an integer. For related results ee also V. Rovnyak [6], the 
authors [5], and K. Soni [9]. 
The last result gives a computation of the constants Q:‘(a) in terms of the 
functions 
which are Bessel functions of imaginary argument. When X is an integer, 
I,(x) = I-,(x). 
THEOREM 9. For every nonnegative integer v, 
Q:‘(a) = 1, Q,$(a) = 0. 
For v = 1,2, 3 ,..., the constants Q:‘(a), k = l,..., v are obtained as the unique 
solution to the system of linear equations 
glQk’(a) (- l)k-‘Ik4(a2) = (- 1)‘“L,(a2), Y = l,..., v. (13) 
The axiomatic methods used in the paper are adapted from R. Bolstein’s 
thesis [l]. We had previously obtained Theorems 6-8 by more computational 
methods when v is a nonnegative integer. Some of our results appear as 
problems in [3] with our permission. 
PROOF OF THEOREM 1. The theorem is proved by de Branges [2] for the 
spaces in Theorem 6, assuming h > 0. However, the arguments are valid 
for any Sonine space of index h # 4 . Th e uniqueness of u and v is incorrectly 
asserted in ([2], Th. X) for the case h = =& . Also, formula (22) in [2] should 
read as the last formula in Theorem 1. 
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PROOF OF THEOREM 2. (A) It follows directly from the definitions that 
&?- satisfies (Hl), (H2), and (H3), that it contains a function F(z) such that 
F(0) f 0, and that the transformation F(z) -+F( - z) is an everywhere 
defined isometry in the space. By ([3], Th. 47), JZ’- is equal isometrically 
to a space .X(E-) such that E?(z) = E-( - z) and E-(O) = 1. We show that 
X(K) satisfies the axiom (S) for the index h. Let F(z) and G(z) belong to 
Z(K) and vanish at i - ih. Then F(z) = H(z)/(h - ix) and 
G(z) = R(z)/(h - iz) where H(z) and R(z) belong to X(E+) and vanish at 
both - ih and i - ih. Since &‘(E+) satisfies the axiom (S) with h replaced 
by h + 1, H(z + i)/(h + 1 - iz) and R(z + i)/(h + 1 - iz) belong to 
&(E+). Since these functions also vanish at - ih, 
F(z + i) f&i? + i)/(h + 1 - i.z) 
h - iz h - iz 
G(z + i) R(z + i)/(h + 1 - k) -- 
h - iz h - iz 
belong to X(K), and 
(F(t + i)/(h - it), G(t))- = (H(t + i)/(h + 1 - it), R(t))+ 
= <H(t), R(t + i)l(h + 1 - it)>+ 
= (F(t), G(t + i)/(h - it)>- . 
Therefore X(E-) is a Sonine space of index h. 
If F(z) belongs to X(e) and X is a complex number, then 
G(z) = (h - iz) F(z) + X+( - ih, z) 
belongs to X(E+), and 
II G(t) II: = IIF II! + I h I2 K+( - ih, - ih). 
Every G(z) in X(E+) occurs in this way. In particular, 
(h - iz) KY(w, x) (h + is) + K+(- ih, z) g+(- ih, w)/K+( - ih, - ih) 
belongs to &‘(E+) for every fixed w. If G(z) is given as above, then 
(G(t), (h - it) K-(w, t) (h + i@) 
+ K+( - ih, t) K+( - ih, w)/K+( - ih, - ih)), 
= (F(t), K-(w, t) (h + ifi?)>- 
+ hK+( - ih, w) K+( - ih, - ih)/K+( - ih, - ih) 
= (h - izu) F(w) + XK+( - ih, w) 
= G(w). 
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Since G(z) can be any element of H(E+), 
K+(w, 2) = (h - z-2) K-(w, 2) (h + q 
+ K-+( - ih, 2) K+( - ih, w)/K+( - ih, - ih). 
We use this identity in the form 
K(w, 2) = (h - i2)-1 (h + iq-1 
x [K+(w, 2) - K+(- ih, 2) K+(- ih, w)/I‘c+(- ih, - ih)]. (14) 
Since A-(z) is even and B-(x) is odd, 
A-(z) B(w) = 4 Tr(z + w) K-J- w, 2) -4 n-(x - w) K(w, 2). 
In this last identity, eliminate K-(- w, z) and K(w, z) using (14), and then 
express everything in terms of A+(z) and B+(z). The formula simplifies to 
(2” + h2) A&g B-(w) (232 + h2) 
= (h2A+(x) + zB+(z) A+( - ih)/[B+( - ih)/( - ih)]) 
x (B+(w) - WA+(W) [B+(- ih)/(- ih)]/A+(- ih)}-. 
Part (A) of the theorem follows since A-(O) = A+(O) = 1. 
(B) Define 
L(z) = A-(z) u- + B-(z) v- 
where u- = l/A+( - i/z), er- = ih/[B+(- ih)/(- ih)]. To prove this part of 
the theorem, it is sufficient to show that L-(z) has value 1 at - ih, and 
F(2) +F(.z + i) - L-(z) F(i - ih) 
h - iz (15) 
is an everywhere defined selfadjoint transformation in Z’(e). The recurrence 
relations in Theorem 1 are deduced from this fact. In the case h = 4 , the 
sum of L-(z) and a real multiple of (4 - iz) K-(i i, a) will have the same 
form (2) and the same properties as L(z), so u- and v- are not unique. 
BY pati (A), 
K+(w, 2) = (h - iz) K-(w, z) (h + i@) 
+ T-~[B.&) B-(w) ph2 + ihB&) A=(w) 
- ihA- B-(w) + A&z) Al(w) p-l]. 
SONINE SPACES OF ENTIRE FUNCTIONS 79 
If h f 0, then p = v-/(ihu-) and the result can be written 
K+(w, z) = (h - iz) qw, 2) (h + iq $- ?A12p-1L&)L-(W). (16) 
If h = 0, then u- = 1 and U- = 0 and we again obtain (16). In particular, 
K+( - ih, z) = n-1u:2p-1L-(z) E-( - ih) 
= K+(- i/z, - ih)L&)L( - 32). 
If we set z = 0 we obtain L-( - i/z) = 1, so 
K+( - ih, z) 
L-(4 = K+( - &, - i/g * 
We see at once that L-(z) belongs to &(E+) and is orthogonal to every func- 
tion in X(E+) which vanishes at - i/z. Since L-(- ih) = 1, 
G(4 + 
G(z + i) 
h+l-iz 
-L(z) G(i - ih) 
is a well defined linear transformation which takes the space 2 of functions in 
&‘(E+) which vanish at - ih into itself. Since &?(E+) satisfies the axiom (S) 
with h replaced by h + 1, the transformation is selfadjoint in 2’. It follows 
from the definition of Z(K) that (15) is a selfadjoint ransformation in 
Z(K). Part (B) of the theorem follows. 
(C) Define p = v/(&w) and E+(z) = A+(z) - 23+(z), where 
A+(z) = A(x) - zB(z) p 
B+(z) = h2B(z) + 24(z) p-l. 
Then A(z), B(z), u, and v are obtained from A+(z) and B+(z) by taking 
A-(z) = A(x) and B.(z) = B(z) in th f e ormulas in parts (A) and (B). By the 
proof of (B), 
K+(w, x) = (I2 - iz) K(w, x) (h + it%) + n-1u-2p-1L(z)E(eo). (17) 
Since p > 0 by hypothesis, K+(z, z) > 0 for all nonreal z. Therefore E+(z) 
satisfies the inequality (1 ), and a space X(E+) exists. Clearly ET(z) = E+( - z) 
and E+(O) = 1. The kernel function identity (17) implies that 2(E+) and 
Z(E) are related as in part (A), with E-(z) = E(x). Thus to complete the 
proof of the theorem, it remains to show that X(E+) satisfies the axiom (S) 
with h replaced by h + 1. Let F(z) belong to X(E+) and vanish at 
i - i(h + 1) = - ih. Set 
F(4 
F&4 = h _ iz and H(z) = 
F(z + 4 
h+l-iz’ 
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Then F,(z) belongs to &‘(E) and 
+ F,(i - ih) K+( - ih, - ih)-1 K+( - ih, z) 
belongs to s(E+). Let G(z) be a second function in &(E+) which vanishes 
at - ih, and set G,(z) = G(z)/(h - is), R(z) = G(z + i)/(h + 1 - zk). As 
in the proof of (A), 
W(t), G(t))+ = ( 
F,(t + i) - L(t)F,(i - ih) 
h - it 3 G(t)) 
G,(t + i) -L(t) G,(i - ih) 
h - it > 
= (Wh W), * 
By the definitions of H(z) and R(z), &‘(E+) satisfies the axiom (S) with h 
replaced by h + 1. The theorem follows. 
PROOF OF THEOREM 3. The proof differs only slightly from the proof of 
Theorem 2 of Bolstein [I]. By Bolstein’s argument, it is sufficient toshow that 
E(z + i)/E(z) and E(% + i)/E( z are of bounded type and zero mean type for ) 
y > 0. This is obtained in a routine way from the recurrence relations in 
Theorem 1. 
PROOF OF THEOREM 4. It is sufficient o show that F(z + i)/(h - ix) 
belongs to H@(a)) whenever F(z) belongs to X@(u)) and F(i - ih) = 0. 
Suppose first hat F(x) is of the form 
F(a, z) = K(a, 01, z) K(a, i - ih, i - ih) - K(a, i - ih, z) I+, a, i - ih) 
for some complex number 01. Since X(E(a)) is contained in X@?(b)) by 
hypothesis, F(a, z + i)/ (h - ia) and F( (Y, x + i)/(h + iz) belong to #(E(b)). 
Therefore F(a, z + i)/E(b, z) and P(q I + i)/E(b, z) are of bounded type 
and nonpositive mean type for y > 0, and 
I I +m “‘,;I; ‘) 1’ 1 E(b, t) I-2 dt < co. -co 
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Since 01 is arbitrary, A(a, z + i)/E(b, z), B(a, z +i)/E(b, z), @a, P + i)/E(b, z), 
and B(a, f + i)/E(b, z) are of bounded type for y > 0, and 
Since E(u, z)/E(b, ) x is of bounded type fory > 0, so are A(a, z -t i)/E(a, z), 
B(u, x + i)/,??(u, z), &(a, z + i)/E(u, a), and &a, z + i)/&, 3). We show 
that 




These relations hold with a replaced by 6 by the recurrence relations in 
Theorem 1 for the space S(E(b)). We have, for example, 
&a, ZjJ + i) ~(a, zy + i) E(u, iy + i) E(b, a + i) E(b, $9 
&a, ir) = E(u, iy + i) E(b, iy + i) E(b> ir) E(a, iy) ’ 
where A(u, iy + i)/E(a, iy + ;) and y-lE(b, iy + i)/E(b, iy) remain bounded 
asy + co. By Problem 208 of [3], [E(u, iy + i)/E(b, iy + i)] [E(b, iy)/E(u, iy)] 
approaches a finite limit as y --f co. Hence 
The other cases in (18) require only minor modifications of this argument. 
The recurrence relations for the space *(E(b)) imply that E(b, Z) has no 
real zeros. Since S(E(u)) is a principal subspace of #(E(b)), E(u, Z) has no 
real zeros. We have now verified all of the hypotheses in Theorem 26 of [3], 
where, in the notation of that theorem, we choose E(z) = E(u, z), 
P(X) = sz 1 E(b, t) 1-2 dt for all real X, and S(z) = K(u, LY, x + i). It follows 
that 
G(z) K(u, a, w + i) - K(u, a, z + i) G(w) 
z-w 
belongs to .#((a)) whenever G(z) belongs to &‘(E(u)). By Theorem 25 of 
409/27/I-6 
82 ROVNYAK AND ROVNYAK 
[3], K(a, 01, z + i)/E(a, z) and &u, a, f + i)/E(a, z) are of bounded type and 
nonpositive mean type for y > 0, and 
Therefore F(ol, z + i)/(h - iz) belongs to X’(E(u)) for any complex num- 
ber 01. 
Functions of the form F( 01, x) span a dense subspace of the functions 
in H(E(u)) which vanish at i - ih. Since the transformation 
F(x) -+F(x + i)/(h - iz), ac in on functions in Z(E(b)) which vanish at t g 
i - ih, is bounded in the metric of &‘(I@)), and since &‘(E(u)) is contained 
isometrically in#(E(a)), it follows that F(.z + i)/(h - 6~) belongs to Z(E(u)) 
whenever F(X) belongs to Z(E( a )) vanishes at i - ih. The theorem follows. 
PROOF OF THEOREM 5. Let X(E) be a Sonine space of index h # 4 and 
assume that s # 0. By Theorem 3 we may assume without loss of generality 
that E(z) is of Polya class. Since pr = s2, p and r have the same sign. We 
show that this is the sign of s. Suppose to the contrary that s and r have 
opposite signs. Set 
Q(x) = A(x) s - B(z) r. 
Since sr < 0, a space Z(Q*) exists corresponding toQ*(z) = A(z) s + iB(z) r, 
and &‘(Q*) coincides with s(E) except for a constant factor in the norm (the 
kernel functions for the two spaces differ by a constant factor). By Theorem 1, 
Q*(z + i> - ~3’) Q*(i - ih) = n(,.u _ isv> K(i _ ih, x) 
h - ix , 
and so Q*(z + i) is associated with &‘(Q*) in the sense of ([3], Th. 25). By 
([31, Th. 251, 
Q(x + 9 Q(x + 4 Q*(z 4 4 = 
Q*(x) 8*(x + 4 Q*W 
is of bounded type and nonpositive mean type for y > 0, and 
JT (1 + ty 1 QW I2 dt < m. 
We show that Q(x + i)/Q*( z is of bounded type and nonpositive mean type ) 
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for y > 0. It follows from ([3], Prob. 34) that Q*(Z) is of Polya class, and so 
Q(z + 9 
I I 
< Q*b + 9 
Q*(4 ' Q*(z) I 
for y > 0. Since Q*(z + i)/Q*( z is of bounded type and nonpositive mean ) 
type for y > 0, so is Q(z + i)/Q*(z). Therefore, Q(x + i), Q*(z + i), and 
hence A(z + i) s and B(z + z) Y are associated with %(Q*) in the sense of 
([3], Th. 25). The recurrence relations now imply that Q(s) belongs to 
X(Q*). By the axiom (H3), Q*(Z) belongs to %(Q*), and this is impossible. 
Therefore, p, r, and s have the same sign, as claimed. In particular, a space 
X(Q) exists and coincides with Z(E) apart from a constant factor in the norm. 
By Theorem 1, 
Q(z + i) -L(z)&@ - ih) 
h - 2-z 
= - ,(YU + isv) K(i - ih, z) + 2sQ(z). 
Therefore, 
(see the proof of [3], Th. 19). Since s f 0 by hypothesis, s > 0, p > 0, and 
r > 0. 
By the recurrence relations, E(x) has no real zeros. Let p(x) = sz 1 E(t) I-’ dt 
for all real X. By Theorem 40 of [3] and its proof, there exists a family 
(X(,!?(t))} ofspaces, s- < t < 0, and a nondecreasing, matrix valued function 
4 B(t) w = (/3(t) i y(t . 
whose entries are continuous real valued functions defined in (s- , 0] such 
that 
(1) Jq) = qo, 4 
(2) for each fixed Z, E(t, Z) is a continuous function of t and 
(A@, w), B(b, w)) I - (A@, w), B(a, 4) I = w c” (A@, 4, B(t, 4) Wt) 
a 
(19) 
whenever s- < a < b < 0, where 
I=(!f -;,, 
(3) E(a, z) has no real zeros, 
(4) *im, x 8- W, w, w) = 0 for all complex w. 
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By ([3], Prob. 178) E*(a, z) = E(a, - z) for all indices a, and /3(t) is a 
constant which we can take to be zero. By the construction of m(t), 
a(t) + y(t) = t. By ([3], Prob. 152) E(a, 0) = 1 for all indices a and 
“(S-) = lim, X 8- a(t) exists and is finite. Alter a(t) by this constant so that 
OI(L) = 0. Then a(t) + y(t) = t + const. Since m(t) is nondecreasing, a(t) 
and y(t) are both nondecreasing functions. By the last equation they must 
be absolutely continuous as well. By (19), A(t, w) and B(t, w) are absolutely 
continuous for each fixed w, and 
K(t, z) = - zqt, z) y’(t) 
#(t, z) = zA(t, z) a’(t) (20) 
a.e. where the prime denotes differentiation with respect to t. It follows 
from ([3], Th. 34) and the matrix equation 
(4, 4, W, 4) = (A@, 4, B(a, 4) M(a, b, 4, s-<a<b<O, 
derived in the proof of Theorem 40 of [3], that &‘(E(a)) C #(E(b)) whenever 
s- < a < b < 0. In particular, &‘(E(a)) C #(E(O)), so E(a, z)/E(O, z) is of 
bounded type in the upper half plane. By ([3], Prob. 34), E(a, z) is of Polya 
class for s- < a < 0. 
We must show that Z(E( a )) is a principal subspace of #(E(O)) for every 
index a. By the proof of ([3], Th. 40), if Z(E(b)) is not contained isometrically 
in *(E(O)) for some index b E (s- , 0), then there exists a principal subspace 
.f(E(a)) of .%(E(O)) such that the domain of multiplication by z in %‘(E(a)) 
is not dense in X(E(a)). Thus, it is sufficient toshow that ifs- < a < 0 and 
#(E(a)) is a principal subspace of *(E(O)), then the domain of multiplication 
by z in X(E(a)) ’ d is ense in #(E(a)). By Theorem 4, *(E(a)) is a Sonine 
space of index h. Suppose it is known that s(a) f 0. If the domain of multipli- 
cation by x is not dense in .%(E(a)), th en either A(a, z) or B(a, z) belongs to 
X(E(a)) ([3], Th. 29). By the recurrence relations, itfollows that 
Q(a, z) = A(a, z) s(a) - iB(a, z) r(a) 
belongs to &‘(E(a)). S ince s(a) # 0, A(a, z), B(a, z), and hence E(a, z) 
belongs to X(E(a)), and this is impossible. Thus, the domain of multiplica- 
tion by z in Z(E(a)) is dense in X(E(a)) whenever s(a) # 0. We show that 
this is always the case. We have seen that 
lim y-1 Q(O' ir + i> = 2s(O) 
Y-+= QP, 69 ’ 
or equivalently ([3], Prob. 208) 
;k y-l E(;(;i; 9 = 2s(O). 
SONINE SPACES OF ENTIRE FUNCTIONS 85 
Since X(E(u)) is a principal subspace of &(E(O)), E(u, x)/E(O, x) is of 
bounded type and mean type - ~(0, a) < 0 for y > 0. Thus, 
is of bounded type and zero mean type for y > 0. Since 
y-l Eg$; 2, = Y-l 
E&4 iY + 4 
[ E(O, iy) I[ 
f(iY + 9 e-r(O,a) 1 f(iY) ’ 
it follows from ([3], Prob. 208) that 
lim y-l E(a’ ;r + i> 
Y-m Eta, ir) 
= 240) d0.Q). 
In particular 
By Theorem 1, 
Ata, iA 
$2 E(a, iy + i) = ’ 
WY iY) 0 
$5 E(u, iy + i) = * 
(21) 
E(u, z + i) - L(a, z) E(a, i - ih) 
h - i.z 
= - +(a) + iw(a)) K(a, i - ih, z) 
+ A(4 4 [s(a) + I441 
- iB(u, z) [r(u) + +)I, 
and so 
lim y-l Eta, ti + 4 = lim A(u, iy) [@> + p(a)1 - We iA E44 + 441 . 
Y+= Eta, ti) Y-rW Eta, ti) 
(22) 
Now suppose to the contrary that s(u) = 0. Since the limit on the left in (22) 
is a(O) e-r(o*o), either Y(U) = 0 and p(a) > 0 or Y(U) > 0 and p(a) = 0. If 
Y(U) = 0 and p(u) > 0 we obtain 
2(O) e-7(0*a) = p(a) tz $$-$ , 
3 
and in particular the last limit is not zero. However, by Theorem 1, 
A(u, z + i) can be expressed in terms of A(a, z), B(a, z) and K(u, i - ih, z). 
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In the expression for A(a, x + i), divide by E(u, z + i), set z = iy, and let 
y + co. We find that 
lim ‘(” ir + ‘) = 0 
3-m E(u, iy + i) 
by (21), which is a contradiction. A contradiction is obtained similarly for 
the case Y(U) > 0 and p(u) = 0. Th is completes the proof that s(u) f 0, and 
that #(E(a)) is a principal subspace of X(E(0)) whenever s- < II < 0. 
Since A(a, z) and B(u, z) are absolutely continuous functions of a, it 
follows from the identity (17) of [2] that U(U) and n(u) are absolutely con- 
tinuous functions. By the recurrence relations (3), p(u), Y(U) and s(u) are 
also absolutely continuous in (s- , 01. Differentiate the recurrence relations 
with respect to a and simplify using the equations (20). Since the domain of 
multiplication by z in #(E(u)) is dense in X(E(u)), the space is not finite 
dimensional ([3], Prob. 88). Therefore, A(u, z) and B(u, z) cannot satisfy 
any linear relation with nonzero polynomials in x as coefficients. It follows 
that 
a’(u) Y(U) = p(u) y’(u) = s’(u), 
2L(u,ih -i)/(u) - y'(u)s(u) + Y’(U) = 0, (23) 
U'(U) = iha' v(u), v'(u) = - ihy'(u) (u) 
a.e. in (s- , 01. The function s(u) is absolutely continuous and positive, and it 
is nondecreasing since S’(U) = p(u) ~‘(a) > 0. Since a(u) + r(u) = u + const., 
(Y’(U) = 1 - ~‘(a) a.e., so by (23) Y(U) = r’(u) (p(u) + Y(U)) a.e. Thus r’(u) 
is equal a.e. to a continuous function, so the same is true of ~‘(a) and a’(u). 
Since the continuous representatives of 01’ and y’ cannot vanish simultane- 
ously, the continuous representative of s’ cannot vanish at any point. There- 
fore, s(u) decreases strictly as a decreases. It can be shown that 
lim a ~ 8_ s(u) = 0. We omit the proof since it does not differ significantly 
from an argument in Bolstein ([I], proof of Th. 5). If we choose c > 0 so that 
I+ = s(O), then the range of s is (0, cm”]. Since s is absolutely continuous with 
continuous positive derivative, s-l exists and is absolutely continuous in 
(0, c-7. Change the parametrization of the spaces X(E(u)) and their asso- 
ciated constants by setting a = s-~(x-~). Let E,(x, z) = E(s-~(x-~), z
y,,(x) = y(+(+)), etc. In particular, so(x) = s(+(x-~)) = x-~. Equations 
(20) and (23) remain valid for the new A, , B, , % , y,, , p, , Y,, , s,, L, , u,, 
and v,, , which are all absolutely continuous functions of x. Since +(x-~) 
is a decreasing function of x, the order of the parametrization has been re- 
versed. The interval of definition is [c, co), and &'(E,,(u)) C #(E,,(b)) whenever 
c < B < a < co. Since so(x) = x-~, it follows from (23) that 
4x4 = (s;(x))2 = a~(x)Yo(x)po(x)y~(x) = x-4cy;(x)y;(x), 
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so G(X) y&c) = 4xe2 a.e. Equations (7) now follow from (23). The family 
wb%(4)) d t an i s associated constants have thus been shown to satisfy all 
of the conditions of Theorem 5. The uniqueness of the spaces follows from 
([3], Prob. 153). 
PROOF OF THEOREM 6. It is clear from the definition of the spaces that 
X(&(b)) is contained isometrically in #(E,(a)) whenever 0 < a < b. If 
&?(E+) = #(E,+,(a)) and Z(e) = X(.&(u)), then #(E+) and Z(K) 
are related as in Theorem 2(A). It follows from Theorem 2 that the remaining 
assertions in Theorem 6 are true for the index h whenever they are true for 
the index h + 1. (The functions a*(t) and yh(t) are defined as they must be; 
see (32) below.) Accordingly, we may assume in what follows that h # + . Let 
W(u, z) = (4 uy T(h - iz). 
By the functional identity for the Gamma function, 
lim y-l W(“’ ‘Y + ‘> -____ = 2a-2. 
Y+m W(a, ;r> 
Let F(z) be a nonzero function in #(E(a)). By the definition of the space, 
both F(z)/E(u, Z) and 
are of bounded type and nonpositive mean type for y > 0. But we may choose 
F(z) such that either F(x)/E(u, Z) or F(z)/W(u, a) has zero mean type for 
y > 0. It follows that W(a, x)/E( a z is of bounded type and zero mean , ) 
type for y > 0. By Problem 208 of [3], 
1 -m, i + i) = zu-2 
$zY- qa, iy) * 
By the proof of Theorem 5, s(u) f 0. By the same proof 
lim~-l~('~ iy + i, =2s(u) 
Y+= w4 iY> - 
(The formula was only proved for E(z) of Polya class, but by Theorem 3, 
it holds in general.) Therefore s(u) = u-~. 
Since h # $ we can apply Theorem 5 directly to any space X(&(c)), 
0 < c < co. By the uniqueness assertion of that theorem, the family obtained 
is just (X(&(u))), a >, c. Therefore, &(a, x), U(U), o(u), p(u) and r(u) are 
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absolutely continuous functions of a > 0, and equations (4), (5), (6), and (7) 
hold a.e. in (0, co) for some nonpositive functions a’(a) and /(a) which are 
integrable in every interval [c, d], 0 < c < d < co. The theorem follows. 
PROOF OF THEOREM 7 WHEN v = 0,l. When v = 0 (h = $), Theorem 7 
is equivalent to Theorem XII of de Branges [2]. A formula for P(u, z) is given 
on p. 454 of [2], and from it we obtain 
&$“(a) = 1, Q$“(a) = 0. 
For the case v = 1 (h = l), we will show that (8) and (9) hold with 
Qt’(u) = 1, Ilb2) Q%4 = m , St’(u) = 0. (24) 
The proof is similar to de Branges’ proof for the case v = 0. 
In the proof, El(a, z), &(a, z), &(a, z), %(a) ,..., %(a), n(a) will denote 
the functions obtained from Theorem 6 for h = 1. Set 
IJl(U, a) = A,(u, z) (- 4) ua;(a)y2 - i&(4 z) (- Q qqay2. 
Define P(u, z) by (8) where IV(u, z) is given by (9) and the constants Q;“(u), 
k = 0, I,2 are given by (24). Then P( a z is an entire function of x such that , ) 
P*(u, a) = P(u, - z). F or each a > 0 there is a unique expression for P(u, x) 
of the form 
I'(u,x) = A(u,z) (- Q u~'(u))~/~ - B(u, z) (- + u~'(u))'/~ (25) 
where 01’(u) and r’(u) are negative constants such that U’(U) ~‘(a) = 4ue2, 
and A(u, z) and &a, z) are entire functions which are real for real x such that 
E(u, x) = A(u, z) - iB(u, z) 
has value 1 at the origin. To prove the theorem, we must show that 
E(u, z) = E,(u, z). s ince both E(u, x) and El(u, z) satisfy the conditions 
E*(z) = E(- x), E(0) = 1, 
it is sufficient to show that a space #(E(u)) exists and is equal isometrically 
to #(E,(u)) for every a > 0 ([3], Prob. 174). 
From (25) and the definition of P(u, z), we find that 
a'(u) = - 2u-lI&2)-2, y'(u) = - 2u-l&2)2. 
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By direct calculation we verify that 
A’(a, z) = - dqa, z) y’(a) 
B’(a, z) = zA(u, z) a’(u), 
where the prime denotes differentiation with respect to a, a > 0. A good deal 
of labor is saved by writing A(u, Z) and B(u, Z) in terms of the Bessel function 
K,(x) = 4 J,” e-~S(l+t-‘)~-l-A & 
where x > 0 and h is unrestricted, and then taking advantage of the recur- 
rence relations in Watson ([8], pp. 79-80). By the known asymptotic formulas 
for Bessel functions ([8], pp. 202-203), we also obtain 
hi E(u, z) = 1 (26) 
for each fixed z. 
We show that a space *(E(u)) exists and E(u, Z) has no real zeros by 
showing that 
is positive when w = z for every complex z. If z is not real, then 
$ qu, z’, z) = I A(u, z) 12 a’(a) + I B(a, 4 I2 y’(a) d 0 (27) 
for a > 0. By continuity, K(u, Z, Z) is a non-increasing function of a > 0 
for every Z. Since 
hi qu, z, z) = 0, 
by (26), we must have 
for a > 0 and every complex a. If equality holds for some a and Z, then it 
holds for all larger a with the same x. By (27), E(u, Z) = 0 for all large a, 
which contradicts (26). Therefore, 
K(u, z, z) > 0 
for all complex x and a > 0. Hence, a space #(E(u)) exists and E(u, Z) 
has no real zeros. 
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By Theorem 42 of [3] there exists a nondecreasing function p(x) of real x 
such that %(E(a)) is contained isometrically in L2(p) for every a > 0. (The 
parametrization in Theorems 41 and 42 is the reverse of that which occurs 
here, and the hypotheses and conclusions of the theorems must be altered 
accordingly in order to apply the theorems in this case. For example, the 
condition Ji a(t) dy(t) < co is replaced by - Jy a(t) dy(t) < co.) We show 
that we may choose 
p(x) = Jo j q1 - it) I-2 dt (28) 
0 
for all real X. Notice first hat 
&: (4 a~)---iz P(a, x) = T( 1 - is) 
uniformly on compact subsets of the half-plane y > - 1. For, 
P(u, .z) = (+ u2)iz 1,” e-*e-*a4t-1[l + * a2QF)(a) t-l] tvaz dt 
and so, 
(+ uy P(u, x) - r(1 - zk) 
m 
= e-te-+“4t-’ 4 u2Qjl)(u) t-1-h & + m e-t[e-+a4t-’ _ 11 t-i” dt. 
0 s 0 
We now obtain (29) by 1 e ementary estimates and the Lebesgue dominated 
convergence theorem. 
Let 0 < a < b < 00. Since K(u, x, z) > K(b, .z, z), #(E(b)) is contained 
isometrically in #(E(u)) by the ordering theorem for subspaces ([3], Th. 35). 
BY (2% a space Wp( a >) exists and is equal isometrically to X@(u)). There- 
fore *(E(b)) is contained isometrically in .Z’(P(u)). By ([3], Prob. 90), there 
exists a function W(u, b, z) which is analytic and bounded by 1 for y > 0 
such that 
~~ E(b, z> + E*(b, z, W(“9 b, d = r +m 
E(b, z) - E*(b, x) W(u, b, z) 
1 Etb9 t)/Ptu, t> I2 dt 
7r s m-m (t - x)” + y2 
for y > 0. Fix b and let a ‘X 0 in a sequence (a,) such that 
W(b, x) = lim H+z, , b, x) 
exists for y > 0. By the Poisson representation, 
Re E(b, 4 + E*th 4 JW, 2) 
E(b, z) - E*(b, z) W(b, z) 
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for some number p >, 0 and some nondecreasing function U(X) of real X. 
By the proof of Theorem 5, the domain of multiplication by z in *(E(b)) 
is dense in %(E(b)), so it follows from ([3], Th. 32) that p = 0. Since 
it follows from (29) that 
2 
o(d) - u(c) = lim a L!XlkX & 
il n-m e qan I t) 
-j I 
_ d Jv, t) 2 dt 
c q1 - it) 
for - M < c < d < co. By Theorem 32 of [3] 
for every F(z) in %(I@)). Therefore 8(E(b)) is contained isometrically in 
P(p) where P(X) is given by (28). 
We now show that %(I?( a )) is contained isometrically in X(E,(a)). Notice 
that 
a I - -aa2 
( 1 aa 2 
” K(a, z, z) 
= 17-l ($ u2p @((a, z), B(a, 2)) (;F$ - $-J (g ;;) 
where, by Problem 80 of [3], the two by two matrix is nonpositive. Thus, 
(4 az)zY K(a, z, z) is a non-increasing function of a > 0. Since 
qu z z) = I WY 4 I2 - I J%% 5) I2 < I P(a, 4 I2 
, , 
&Y 47cY 
for y > 0, it follows from (29) that 
1 ( ) - a2 2 ” K(a, x, z) < ’ ‘(14Giz) I2 
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for y > 0. If F(z) belongs to &‘@(a)), then 
for y > 0. We obtain a similar estimate in the lower half-plane by replacing 
F(z) by F*(x) in th’ is ar gu ment. By ([3], Th. ll), (4 ~“)-~“F(z)/r(l - iz) and 
(4 u2)-i*F*(z)fr(l - * ) zz are of bounded type and nonpositive mean type 
fory > 0. It now follows that &‘(E( a )) is contained isometrically in#(E,(u)). 
Since #(E(u)) is a principal subspace of #(E,(u)), E(u, z) = E&(u), z) 
for some number Q(U) > a. Let 0 < a < b < co. By Problems 127 and 143 
of [3], we can compute the mean type ~(a, b) of E(u, z)/E(b, x) as follows: 
T(U, b) = 1” [a‘(t) y’(t)]“” dt = 2 log %. 
a 
By the same argument, the mean type of Er(c, z)/E,(d, z) is 2 log(d/c) for 
any 0 < c < d < 00. Since E(u, z)/E(b, x) = E&(u), x)/E&(b), z), we must 
have b/a = q(Wq(4, and q(u) = qu for some constant q > 1. To see that 
q = 1, notice that if F(z) belongs to .%‘(E,(qu)), then 
for y > 0, by Cauchy’s theorem for a half-plane ([3], Th. 12). Since 




2Y - U‘J qu z x) < q-4Y Ir(l - 3 I2 
2 “’ 437Y 
for y > 0. However, by (29), 
ljIno (+ u2)2v K(u, x, 2) = l& (+ a) 
2fd 1 P(a, z) I2 - 1 P(u, 2) 12 
&Y 
= I W - 4 I2 
4TY 
for 0 < y < 1. Since q > 1, it follows that q = 1. This completes the proof 
of the theorem when v = 0,l. 
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PROOF OF THEOREM 7, COMPLETED. By Theorem 6, 
Ah+l(a, z) = A,@, z) + wzBh(a, 4 s 
Bh+l(a, x) = h%*(u, z) + ihzA,(a, z) $J 
(31) 
for any real number h. Differentiating these equations with respect to a and 
using (4), (5) and (7), we obtain 
&+,(a, z) = - xBh+l(a, z) a$(a) uh(u)-2 [- ih-1wh(u)]2 
&&+,(a, 2) = 7A4h+l(u, z) y;(u) uh(u)2 [- K1w,(u)]-? 
Therefore, 01’ *+i(u) and rk+i(a) are given by 
&+1(u) = y;l(u) uh(uy [ - ih-1w,(u)]-2 
y;+l(u) = &&(a) uh(u)-2 [- ih-1w,(a)]2. 
(32) 
It now follows from the definition of P(u, z) that 
Ph+&, x) = --izP,(u, z) 
- t qyil(4 %(4 %(4-1 - 44 Wh(4 %Wl p&4 4 
- a iuQ+&) Uh(U) wh(q + 4(a) Wh(U) %(Pl ct(a, z>. 
By (7) this can be rewritten 
Ph,,(U, z) = - iZPh(U, z) + 4 UP&z, z) y$)$$!! 
It is easy to verify now that if Theorem 7 is true for some nonnegative integer 
Y = 2h - 1, then it is true for the integer v + 2. We have proved the theorem 
for Y = 0, 1, so it follows by the principle of induction that the theorem is 
true for every nonnegative integer Y. The function IV(u, z) satisfies the 
recursion relation 
(33) 
94 ROVNYAK AND ROVNYAK 
By (7) and Theorems 2(B) and 6, u, a, u’, v’ are nonzero absolutely continuous 
functions of a > 0. Since the functions Q:‘(a), Y = 0, 1; k = O,..., v + 1, 
are absolutely continuous, it follows from (33) by induction that the functions 
&(k”(U), h = o,..., Y + 1, are absolutely continuous functions of a > 0 for 
every nonnegative integer V. 
PROOF OF THEOREM 8. Write v = 2h - 1 and consider the family 
WW4N f P o s aces constructed in Theorem 6 for the index h. Set 
44 0 44 = (o 
Yk4 1 
for a > 0. Let L2(m) be the Hilbert space of equivalence classes of pairs 
(x(t), y(t)) of measurable functions on (0, co) such that 
is finite. Let ~(a, t) be the characteristic function of the interval (a, 00). By 
Theorem 44 of [3], ~(a, t) (A(t, z), B(t, z)) belongs to L2(m) as a function of t 
for each fixed x and a, a > 0. (Recall that the parametrization of the spaces 
%‘(.??(a)) is the reverse of that occurring in [3], Th. 40-44). Moreover, if 
(x(t), y(t)) belongs to Ls(m) and vanishes a.e. in (0, a), then 
nWf(x) = j-= x(t) A(t, z) (- cl(t)) dt + Imy B(t, z) (- y’(t)) dt 
0 0 
defines an entire function H(z) which belongs to #(E(u)), and 
Every H(z) in .Z(E(u)) occurs in this way for some pair (x(t), y(t)) in L2(m) 
which vanishes a.e. in (0, u). In terms of 
f(t) = t-‘[x(t) (- jf ta’(t))i + i(t) (- & ty’(t))+] 
g(t) = t-Q(t) (- g ta’(t))f - ;r(t) (- g ty’(t))+] 
and 
et, 4 = 4, 2) (- * ta’(t))* - iB(t, 2) (- 4 ty’(t))t, 
we have 
TwH(2) = 1,” t-Tf(t) W, 4 + g(t) p*(t, 41 dt (34) 
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and 
I’ H(t) Il?f?.(E(a)) = j; I f(t) I2 dt + j; I g(t) I 2 dt. 
In other words, the transformation (f(t), g(t)) -+ H(z), which is defined on 
pairs in L2(0, co) x P(O, 03) vanishing a.e. in (0, a), is an isometry onto 
#(E(a)). On the other hand, by ([2], Corollary to Th. VI), every H(z) in 
#(E(a)) is of the form 
H(z) = 2”-izT(h - iz) j,” 2-%7-%(t) t-++2iz dt, y > 0, (35) 
where h(x) belongs to L2(0, co) and vanishes a.e. in (0, a) along with its 
Hankel transform of order v, and 
II W) IIkE( = s 
m 1 h(t) I2 dt; 
0 
moreover, every h(x) of this type occurs in this way for some N(z) in 
@‘(E(a)). We therefore have an isometry 
(f(t), g(t)> -+ 44 (36) 
from the space of pairs in L2(0, 00) x La(0, co) vanishing in (0, a) onto the 
space of functions inL2(0, co) which vanish in (0, u) along with their Hankel 
transforms of order v. We show that h(x) is given by (10). 
Let 
qt, z) = iv++ j, e-~t2(s+s-‘)Sh-1-i.z ds. 
By Watson ([8], p. 434, formula (2)), 
R(t, z) = 2h-izr(h - iz) [t-++zi. + j,” S,(t, x) (+r+’ x-f+2iz dx] (37) 
R(t, z - ik) = 2h-izT(h - iz) j,” S,(t, x) (+r++ x-++~~~ dx (38) 
for y > a and Iz = l,..., v + 1. Formula (37) is obtained by integrating 
Watson’s formula by parts. By Theorem 7, 
v+l 
qa, 2) = 2-At1’2 c Q?‘(t) R(t, z - El) 
kc0 
(39) 
‘*b ‘) = 2-At1’2 c (&+1(t) R(t, z - &). 
k=O 
(40) 
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We first show that (10) holds whenf(t) and g(t) vanish outside an interval 
(Q, b), 0 < a < b < co. By the definition of h(x), 
2h-izr(h - ix) 
s 2+[f(t) P(t, z) + g(t) P*(t, z)] dt. 0 
Substitute (39) and (40) for P(t, z) and P*(t, z), replace R(t, z) and 
R(t, z - ik) by their integral representations (37) and (38), and then change 
the order of integration. The interchange is justified by absolute convergence. 
We obtain 
2h-izr(h - iz) 
s 
m h(u) u--++~~~ du 
0 
= 2“-V(h - ix) 1,” 1 f(u) + j: [&I$, u)f(t) + N,(t, u)g(t)] dt 1 u--++~~~ du 
for y > & . We obtain (10) by the uniqueness theorem for the Mellin trans- 
formation. Now suppose thatf(t) and g(t) belong to Ls(0, co) and vanish in 
(0, u). For every b > a, let fb(t) and gb(t) be defined by makingf(t) and g(t) 
vanish outside (a, b). Let h(x) and h,(x) be the functions obtained from 
(f(t), g(t)> and Lf&), g&N under the action of the isometry (36). Then 
h,(x) + h(x) as b -+ co, in the metric of L2(0, co), and 
Mx) = f&> + j-1 Pfv(t, 4fdt) + K(t> 4 g&)1 dt. 
As b -+ co, the expression on the right converges pointwise to the right hand 
side of (10). Thereforef(t), g(t), and h(x) are related by (10) and (11) holds. 
We have shown that the isometry (36) is given by (10) whenf(t) and g(t) 
vanish in an interval (0, u). It follows that (10) defines an isometry from the 
full space L2(0, co) x L2(0, co) into L2(0, co) if the integral in (10) is inter- 
preted as lim,ko J’r in the metric of L2(0, co). By construction, the range of 
the isometry contains every function h(x) in L2(0, co) which vanishes a.e. in an 
interval (0, a) along with its Hankel transform of order v. By our previous 
work [5], such functions are dense in L2(0, co), at least when v is an integer. 
(The methods of [5] can be used to show that this is true for any order 
v > - 1, but we do not need this more general fact.) The same fact also 
follows from ([3], Prob. 163). Therefore, the range of the isometry is all of 
L2(0, co). The reciprocal formulas (12) follow from a calculation of the adjoint 
of the isometry (f(t), g(t)) + h(x). By construction, a function h(x) in L2(0, CO) 
vanishes a.e. in an interval (0, a) along with its Hankel transform of order v if, 
and only if, h(x) is of the form (10) wheref(t) and g(t) belong to L2(0, CO) 
and vanish a.e. in (0, a). 
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It remains to show that the effect of interchanging f(t) and g(t) in any 
representation (10) is to replace h(x) by its Hankel transform of order v. 
We may assume that f(t) and g(t) vanish a.e. in an interval (0, u). Define 
H(z) by (34). S ince P*(u, z) = P(a, - z), the effect of interchanging f(t) 
and g(t) in (10) is to replace H(z) by H(- z). By Theorem VI of [2], this 
corresponds to replacing h(x) by its Hankel transform of order Y in (10). The 
theorem follows. 
PROOF OF THEOREM 9. By the proof of Theorem 7, 
Q$‘(a) = 1, QkL<4 = 0 
for Y = 0, 1. It follows from (9) and (33) that the equations are valid for 
every nonnegative integer v. 
Now suppose that v is a positive integer. For K = 0, l,..., v the function 
S,(t, LX) (t/x)Y++ belongs to L2(0, co) as a function of x for every t > 0. By the 
dominated convergence theorem, it is a continuous function of t > 0 in the 
metric of L2(0, co). Therefore, M,(t, x) is a continuous function of t > 0 in 
the metric of L2(0, 00). By Theorem 8, a function h(x) in L2(0, 03) has a 
representation (10) wi&f(t) and g(t) given by (12). If both h(x) and its Hankel 
transform of order v vanish a.e. in (0, a), thenf(t) andg(t) vanish a.e. in (0, a), 
and by (12) the integral j: h(x) M,(t, x) dx vanishes a.e. in (0, a). Since the 
integral is a continuous function of t > 0, it vanishes at t = a: 
s 
m k(x) M&z, x) dx = 0. 
If we take h(x) = S,(u, x)~cz/x)“+*, Y = l,..., v we obtain the system of 
equations 
i Sic%) l,rr S,(a, t) S,(a, t) (q)‘“+’ dt = - 1: S&z, t) S&z, t) (;r dt, 
I;=1 
(41) 
Y=l ,..., v. Since the functions &(a, x) (a/x)“+i, Y = l,..., v are linearly 
independent, it follows that the constants Qg’(u), k = l,..., v are determined 
as the unique solution to the system of linear equations. We will evaluate the 
integrals appearing in (41) and show that this system of equations is equiva- 
lent to the system (13). 
By Watson ([8], pp. 428-430) 
1 m 
- 1 U&4 ftbx) 2?ri 0 
- eogi],Jaxe”“) H,?(axe”“)] c&‘-~(x~ - r2)-s-1 dx 
1 d” 
= - - [Y~-2fm(uY) H:)(m)] 
( i 28+%! t dr (42) 
409/27/I-7 
98 ROVNYAK AND ROVNYAK 
where 1 Re (n) ] - Re (m) < Re (p) < 2s + 3, a > 0, s is a positive integer, 
and r is a complex number with a positive imaginary part. Here HA”(z) is a 
Bessel function of the third kind ([8], p. 73). By ([8], pp. 73, 75) 
J&x) fp(ax) - eP”il,(axP) H;)(axe”i) 
= ],(a~) [( 1 + e(p+m-n)ni) J,(ux) + iY,(ax) (1 - e(p+m-n)ni)] 
= 2M4 J&x) 
when p + m - n is an even integer. In addition, ([8], pp. 77-78), 
J&ax) Ep(iax) = (- $) e~(m-“~“i&&zx) K&m). 
Therefore, if we set Y = ia in (42) we obtain 
1 
m J&x) J&x) xo-l(x2 + u2)-$-l dx 
0 
= i2SLz+p+nz-n 2~” (+) [ (--$-)” {x”-21,(ax) &(fzx)}] 
2=a 
= a2s--p+2 i2P-2+p+m--n 2-” (+) [ (-$-)’ {x~-~I~(x) K,(x)}] (43) 
2=S 
where s is a positive integer, p + m - n is an even integer, a > 0, and 
(Re(n)I--Re(m)<Re(p)<2s+3. 
We wish to evaluate the integrals in (41). For k = 0, l,..., V;Y = 1,2 ,..., v




; Jk&x) Jr&x) xk+‘-(9 + a2)-’ dx. (44 
This is of the form (43) with p = k + Y, m = k - 1, n = r - 1, and 
s = v - 1, so we always have p + m - n = 2k, an even integer. We have 
already verified (13) when v = 1, so we will assume v 3 2, and then s = v - 1 
is a positive integer. For k, r = 1, 2 ,..., V, the condition 
I Re (n) I - Re (m) < Re (p) < 2s + 3 
is also satisfied, so
j-w S,(a, x) $.(a, x) (;r dx = &--2-+3( - l)k+“-2 21-v (A) 
0 
X (45) 
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When k = 0 we replace J-r(ux) in the right side of (44) by - Jr(a). The 
integral can now be evaluated by (43) and we find that (45) is valid for k = 0 
as well. Now 
u-1 
{Xk--ll&-1(x) * XT-‘Kr&)> 
= z (” p ‘) (- 1)+-p Xk+r--v--ll&r&) K,_“,,(X) 
by ([8], p. 79). Therefore 
irn S&z, x)S&z, x)(g2”+l dx 
0 
= @+l Py g1 (i ‘,!y&! Lj(4 LM-l(~2), (46) 
k = 0, l,..., v;r = l,..., v.
Now write the systems (13) and (41) in matrix form: (13) as A,Q = B, , 
(41) as A,Q = B, , where A, and A, are v x Y matrices and Q, B, , and B, 
are v-dimensional column vectors. Specifically, A = (a,,) and A, = (bik), 
where 
a 7k = (- l)lc-, I,&&“) 
hj, = J; &(a, t) S&z, t) (f)‘“+’ dt 
y,j, k = l,..., v.Equation (46) shows that 
A, = CA,, B, = CB, 
where C = (cjT), 
Since the matrix A, is invertible, C and A, are invertible as well. It follows 
that the system (13) has a unique solution which coincides with the solution 
of (41). 
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