The task of automated detection of epileptic seizures is intimately related to and dependent on the definition of what is a seizure, definition which to date is subjective and thus inconsistent within and among experts [1, 2, 3] . The lack of an objective and universal definition not only complicates the task of validation and comparison of detection algorithms, but possibly more importantly, the characterization of the spatio-temporal behavior of seizures and of other dynamical features required to formulate a comprehensive epilepsy theory.
The current state of automated seizure detection is, by extension, a faithful reflection of the power and limitations of visual analysis, upon which it rests. The subjectivity intrinsic to expert visual analysis of seizures and its incompleteness (it cannot quantify or estimate certain signal features, such as power spectrum) confound the objectivity and reproducibility of results of signal processing tools used for their automated detection. What is more, several of the factors, that enter into the determination of whether or not certain grapho-elements should be classified as a seizure, are non-explicit ("gestalt-based") and thus difficult to articulate, formalize and program into algorithms. Most, if not all, existing seizure detection algorithms are structured to operate as expert electroencephalographers. Thus, seizure detection algorithms that apply expert-based rules are at once useful and deficient; useful as they are based on a certain fund of irreplaceable clinical knowledge and deficient as human analysis biases propagate into their architecture. These cognitive biases which pervade human decision processes and which have been the subject of formal inquiry [4] [5] [6] are rooted in common practice behaviors such as: a) The tendency to rely too heavily on one feature when making decisions (e.g., if onset is not sudden, it is unlikely to be a seizure because these are paroxysmal events); b) To declare objects as equal if they have the same external properties (e.g., this is a seizure because it is just as rhythmical as those we score as seizures) or c) Classify phenomena by relying on the ease with which associations come to mind (e.g., this pattern looks just like the seizures we reviewed yesterday).
The seizure detection algorithms' discrepant results (Osorio et al, this issue) makes attainment of a unitary or universal seizure definition ostensibly difficult; the notion that expert cognitive biases are the main if not only obstacle on the path to "objectivity" is rendered tenuous by these results. These divergences in objective and reproducible results may be attributable in part, but not solely, to the distinctiveness in the architecture and parameters of each algorithm. The fractal or multi-fractal structures of seizures [7, 8] accounts at least in part for the differences in results and draws attention to the so-called "Richardson effect". Richardson [9] demonstrated that the length of borders between countries (a natural fractal) is a function of the size of the measurement tool, increasing without limit as the tool's size is reduced. Mandelbrot, in his seminal contribution "How long is the coast of Britain" [10] stressed the complexities inherent to the Richardson's effect, due to the dependency of particular measurements on the scale of the tool used to perform them. Although defining seizures as a function of a detection tool would be acceptable, this approach may be impracticable when comparisons between, for example, clinical trials or algorithms are warranted. Another strategy to bring unification of definitions is to universally adopt the use of one method, but this would be to the detriment of knowledge mining from seizure-time series and by extension to clinical epileptology.
A Probabilistic Measure of Seizure Activity (PMSA) is proposed as one possible strategy for characterization of the multi-fractal, non-stationary structure of seizures, in an attempt to eschew the more substantive limitations intrinsic to other alternatives.
The PMSA relies in this application on "indicator functions" (IFs) denoted χ algo for each algorithm 'algo' and also on an Average Indicator Function (AIF):
The subscripts Val, r 2 , STA/LTA and WTMM refer to four different algorithms described briefly below and more extensively in (Osorio et al, 2011, this The dependencies of AIF values on the detection algorithm applied to the ECoG are illustrated in figure 1a-d and reflect the probability that grapho-elements are ictal in nature; the higher the AIF value, the greater the probability that the detection is a seizure. AIF values of 1 (the activity is detected by all algorithms as a seizure) or 0 (none of the algorithms classifies the grapho-elements as a seizure) pose no ambiguity, but as shown in this study, are likely to be less prevalent than intermediate values [0 < AIF < 1]. By way of example, cortical activity may be classified as a seizure if the AIF value is 0.75, having been detected by the majority (¾) of methods. In the study published in this issue (Osorio et al.) , the four different methods (r 2 , WTMM, STA/LTA, and Val) were investigated, but this number may vary according to the task at hand; for warning for the purpose of allowing operation of a motor vehicle, application of a larger number of detection algorithms to cortical signals and an AIF value of 1 would be desirable while, for automated delivery of an innocuous, power inexpensive therapy, less algorithms and much lower AIF values would be tolerable.
The cross-correlation between each pair of algorithm's IF and their average function (AIF) were calculated; since each of these is a step function (see figure 1) , the Haar wavelet transform was applied to them to facilitate visualization of their value (y-axis) as a function of this wavelet's logarithmic time scale (x-axis ( Figure 2 ). The correlations (indicative of the concordance level) between each IF pair and between each method's IF and the AIF, increases monotonically, reaching a maximum between 20-30s, after which they decrease also monotonically (except for AIF vs. r 2 ): The WTMM and methods have the highest correlations with AIF for time scales exceeding 100 sec. Since estimating the probability measure of seizure activity based on the AIF requires the output of at least two detection algorithms, a simpler approach is to apply only one, a Wavelet Transform Maximum Modulus-Stepwise Approximation (WTMM-SAp). 
are regarded as a Measure of Seizure Activity (MSA). In order to make this measure probabilistic (PMSA), consider an empirical probability distribution function:
and let be the -quantile of the function (30), i.e. the root of the equation:
The PMSA is defined by the formula:
It should be underlined that the PMSA (32) is defined within sequences of "small" time intervals of length and are discrete time values, corresponding to right-hand ends of these time windows.
The method of constructing a PMSA based on the WTMM-SAp utilizes the following parameters whose values are shown in parentheses:
1)
The number of adjacent samples for computing the logarithm of the standard deviations for differentiated ECoG increments ( ).
2) The values of for setting the dyadic sequence of WTMM scale thresholds in the formula (26) ( , e.g., the following scale thresholds were used:
5, 10, 20, 40, 80 and 160).
3)
The number of values for the radius of the moving averaging in formula (28) ( , e.g., for and Hz, the averaging length within formula (28) equals 401 sec).
4)
The probability level for calculating a quantile in formula (31) ( ).
The results of the estimations of PMSA using WTMM-SAp (Figure 3 ) differ in one aspect (lower number of events with probability 1) from those obtained with the PMSA-AIF, given the dissimilarities between these two approaches, but are alike in uncovering the dependencies of PMSA on seizure duration: in general, the shorter the duration of a detection, the larger the discordance between detection methods, a "trait" that interestingly, is also shared by expert epileptologists (Osorio et al, 2002) . Inter-algorithmic concordance as evidenced by the cross-correlation values between PMSA-WTMM-SAp and PMSA-AIF (Figure 4 ) grow quasi-linearly (albeit non-monotonically) with the temporal length of seizures, reaching a maximum value (0.73) at 250 s. Worthy of comment is the decay in cross-correlation values for seizure exceeding a certain length for both PMSA-AIF and
PMSA-WTMM-SAp
The crafting of, or "convergence" towards, a unitary seizure definition would be epistemologically expensive and may thwart/delay deeper understanding of the dynamics of ictiogenesis and of the spatio-temporal behavior of seizures at relevant time-scales. In the absence of a universal definition, substantive gains are feasible through steps entailing, for example, the application of advanced signals analyses tools to ECoG, to hasten the identification of properties/features that would lead to the probabilistic discrimination of seizures from non-seizures with worthwhile sensitivity and specificity for the task at hand. Tools such as those available through cluster analysis of multidimensional vectors of relevant features would aid in the pursuit of automated seizure detection and quantification. To even have a modicum of success, this approach should not ignore the non-stationarity of seizures and strike some sort of balance between supervised (human) and unsupervised machinelearning) approaches. The resulting multidimensional parameter space, expected to be broad and intricate, may also foster discovery of hypothesized (e.g. pre-ictal) brain sub-states.
Seizure detection belongs to a class of optimization problems known as "multi-objective" [11] due to the competing nature between objectives; improvements in specificity of detection invariably degrade sensitivity and vice-versa. Attempts to achieve a universal seizure definition are likely to be fraught with similar competing objectives, but imaginative application of tools from the field of multi-objective optimization, among others, are likely to make this objective more tractable. 
