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Following Gluoni World Lines to Find
the QCD Coupling in the Infrared
Dmitri Antonov, Hans-Jürgen Pirner
Institut für Theoretishe Physik, Universität Heidelberg,
Philosophenweg 19, D-69120 Heidelberg, Germany
Using a parametrization of the Wilson loop with the minimal-area law, we alu-
late the polarization operator of a valene gluon, whih propagates in the onning
bakground. This enables us to obtain the infrared freezing (i.e. niteness) of the
running strong oupling in the onnement phase, as well as in the deonnement
phase up to the temperature of dimensional redution. The momentum sale dening
the onset of freezing is found both analytially and numerially. The nonperturbative
ontribution to the thrust variable, originating from the freezing, makes the value of
this variable loser to the experimental one.
I. INTRODUCTION
The path-integral representation for the Green funtion of a partile moving along a
losed trajetory and interating with the gauge eld yields the Wilson loop. When the
partile is onned by the gauge eld, its Wilson loop obeys the area law. In this physially
very important ase the path integral annot be alulated analytially, beause nding
the minimal surfae for an arbitrary ontour xµ(τ) in d > 2 dimensions is too ompliated.
Therefore, eetive parametrizations of the minimal surfae have been invented in the litera-
ture (see e.g. [1, 2℄), whih means there exist ertain physially motivated triks to onstrut
the minimal-area funtional in terms of xµ(τ).
To give an example we onsider the following formula, whih onverts a double surfae
integral into line integrals with Stokes' theorem:∫
Σ
dσµν(x)
∫
Σ
dσµρ(x
′)∂ν∂ρD(x− x′) = −
∮
C
dxµ
∮
C
dx′µD(x− x′). (1)
Here D is an arbitrary funtion for whih the integrals are nite, ∂ν ≡ ∂∂xν , and Σ is an
arbitrary surfae enirled by the ontour C. As one an see, the hoie D(x−x′) = (x−x′)2
2is the unique one, for whih the derivatives on the L.H.S. of Eq. (1) are removed ompletely,
and one obtains ∫
Σ
dσµν(x)
∫
Σ
dσµν(x
′) =
∮
C
dxµ
∮
C
dx′µxνx
′
ν .
Now, if C is a at ontour, then we an hoose Σ at as well, in whih ase the L.H.S. of this
equation equals to 2S2, where S is the area of Σ. Therefore, for a at ontour, the minimal
area reads
S =
√
1
2
Σ2µν , where Σµν ≡
∮
C
dxµxν (2)
is the so-alled tensor area [2℄, whih is manifestly a funtional of C only. Flat ontours
are a good approximation for partile trajetories when the partile is heavy. For example,
the parametrization of Eq. (2) reprodues orretly the heavy-quark ondensate [3℄ and the
mixed heavy-quarkgluon ondensate [4℄ in QCD. However, it ertainly annot be orret
for a light partile, whose trajetory may deviate signiantly from the at one.
A parametrization for light and even massless partiles has been proposed in Ref. [5℄.
Similarly to Eq. (2), it allows to express the area Smin of the minimal surfae Σ in terms
of a single integral. The main idea is to onvert the proper time in the path integral to a
length oordinate τ ∈ [0, R]. After that, one an naturally parametrize Smin as an integral
of the transverse diretion, |r(τ)|, along this oordinate:
Smin =
∫ R
0
dτ |r(τ)|. (3)
With suh a parametrization of Smin, we alulate in this paper the polarization operator
of a gluon when it splits into two valene gluons. The latter move in a nonperturbative
bakground, whih onnes them. In the absene of the onning bakground, the polariza-
tion operator yields the standard Yang-Mills one-loop running oupling [6℄. In the presene
of the bakground, the running oupling goes to a onstant in the infrared region, i.e. its
logarithmi growth "freezes" [5℄:
αs(p) =
4π
b ln p
2
Λ2
→ 4π
b˜ ln p
2+m2
Λ2
. (4)
Here,
b =
11
3
Nc
is the absolute value of the rst oeient of the Yang-Mills β-funtion, m ∝
(string tension)1/2 is a nonperturbative mass parameter.
3In this paper, we will show how freezing ours and alulate the values of m and b˜ both
analytially and numerially. The paper is organized as follows. In setion 2, we reall
the derivation of αs(p
2) in the absene of the onning bakground, introduing the salar
polarization operator Πfree(p
2). In setion 3, the world-line integrals for the polarization
operator Π(x, y) in the oordinate representation are evaluated. In setion 4, freezing is
disussed in detail. In setion 5, we extend this approah to the analysis of freezing in
the deonned phase. In setion 6, possible phenomenologial onsequenes of freezing are
disussed. Finally, the main results of the paper are summarized in Conlusions.
II. POLYAKOV'S DERIVATION OF THE RUNNING STRONG COUPLING
In this setion, we reollet some steps of the derivation of αs(p
2) based on the integration
over quantum utuations of the Yang-Mills eld [6℄ (see also [7℄). The proedure starts with
splitting the total Yang-Mills eld Aaµ into a bakground, A¯
a
µ, and a quantum utuation,
aaµ, whose momentum is larger than that of the bakground. One an therefore substitute
the Ansatz Aaµ = A¯
a
µ + a
a
µ into the bare Yang-Mills ation,
S0[A] =
1
4g20
∫
d4x(F aµν [A])
2,
where F aµν [A] is the QCD eld-strength tensor and g0 the bare oupling. One separates A
a
µ
into a slowly varying bakground eld A¯aµ and utuations a
a
µ:
Aaµ = A¯
a
µ + a
a
µ.
Fixing the so-alled bakground Feynman gauge (Dµaµ)
a = 0, one adds to the ation the
term Sg.f. =
1
2g20
∫
d4x [(Dµaµ)
a]2, where (Dµaν)
a = ∂µa
a
ν + f
abcA¯bµa
c
ν . The total gluon ation
reads
S0 + Sg.f. =
=
1
4g20
∫
d4x
{
(F aµν [A¯])
2 − 4aaν(DµFµν [A¯])a − 2aaµ
[
δµν(D
2)ac + 2fabcF bµν [A¯]
]
acν +O(a3)
}
.
To perform the one-loop renormalization of g2, one has to integrate out the aaµ-gluons in the
A¯aµ-bakground. The full renormalized eetive ation an be written as
S = S0 + S
dia + Spara =
∫
d4p
(2π)4
1
4g2(p)
F aµν(p)F
a
µν(−p), (5)
4where the running oupling g(p) is the objet of the alulation. The so-alled diamagneti
part of the eetive ation for A¯aµ-elds has the form
Sdia = tr ln(−D2) = tr
[
(−∂2)−1xx∆(2)(x)−
1
2
(−∂2)−1xy∆(1)(y)(−∂2)−1yx∆(1)(x)
]
, (6)
where we have used the deomposition
−D2 = −∂2 +∆(1) +∆(2) with ∆(1)(x) ≡ ita (∂µA¯aµ + 2A¯aµ∂µ) , ∆(2)(x) ≡ (A¯aµta)2,
(ta)bc = −ifabc. The paramagneti part of the eetive ation reads
Spara =
1
2
tr ln
[
1 + (−∂2)−1(2fabcF bµν)
]
= −1
4
(−∂2)−1xy (2fabcF bµν(y))(−∂2)−1yx (2fadcF dµν(x)).
(7)
The subsript "dia" desribes the diamagneti interation of the A¯aµ-eld with the orbital
motion of the aaµ-gluons. This eet leads to the sreening of harge and is present in
the Abelian ase as well. The subsript "para" is beause this part of the eetive ation
desribes the paramagneti interation of the A¯aµ-eld with the spin of of the a
a
µ-gluons. It
leads to the antisreening of harge, whih is a spei property of the non-Abelian gauge
theories. The dia- and paramagneti parts of the one-loop eetive ation an be written as
S{ diapara} = Nc ·
{ 1
12
(−1)
}
·
∫
d4p
(2π)4
F aµν(p)F
a
µν(−p)Πfree(p2) (8)
where
Πfree(p
2) ≡ 1
16π2
ln
Λ20
p2
=
∫
d4q
(2π)4
1
q2(q + p)2
(9)
is the free salar polarization operator. Equation (5) then yields
1
g2(p)
=
1
g20
− b
16π2
ln
Λ20
p2
, (10)
where g0 ≡ g(Λ0). Introduing the renormalized uto Λ = Λ0 exp
(
−8pi2
bg20
)
, one nally
arrives at the standard result αs(p) =
4pi
b ln p
2
Λ2
.
III. CALCULATION OF THE POLARIZATION OPERATOR
In reality, the gluon utuations aaµ's do not appear as measurable exitations in the
QCD spetrum and therefore must be self-onned, whih means that the two aaµ-gluons
propagating along the loop interat and form a olored bound state. This interation has
5B
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Figure 1: Relative wavelengths of the three elds Baµ, A¯
a
µ, and a
a
µ.
a one-gluon-exhange part plus a nonperturbative part, whih may be related to string
formation in the otet-otet hannel oupled to a olor otet. If one assumes Casimir saling
for the string tension, the orresponding string tension in the otet hannel is related to
that of the fundamental representation as (see e.g. [8℄) σ = 9
8
σfund = 0.225GeV
2
with
σfund = 0.2GeV
2
. The aaµ-gluons may be onned beause of a stohasti bakground eld
Baµ, whose momenta are even smaller than the momenta of the A¯
a
µ-gluons [5℄ (see Fig. 1).
The presene of this additional bakground eld an be taken into aount by substituting
into the Yang-Mills ation a modied Ansatz
Aaµ = B
a
µ + A¯
a
µ + a
a
µ.
Aordingly, the denition of the one-loop eetive ation inludes now the average over
the bakground: S = − ln 〈∫ Daaµe−S[A]〉B, where 〈. . .〉B is some gauge- and O(4)-invariant
integration measure. In the ourse of the alulation of
∫ Daaµe−S[A], the presene of the
bakground leads to the substitution ∂2 → D2[B] in Eqs. (6) and (7), where (Dµ[B]aν)a =
∂µa
a
ν + f
abcBbµa
c
ν . In the diagrammati language, we are still onsidering the same one-loop
diagrams, whih ontain only two external lines of the A¯aµ-eld, but with the internal a
a
µ-
loop reeiving innitely many ontributions of the Baµ-eld. The latter appear through the
path-integral representation of the operator (D2[B])−1, whih ontains the Wilson line of
the aaµ-gluon in the B
a
µ-eld. Suh an a
a
µ-gluon is alled valene gluon from now on.
In the oordinate representation the salar polarization operator has the general form
Πfree(x) =
∫
d4p
(2π)4
eipxΠfree(p
2) = D20(x), where D0(x) =
1
4π2x2
. (11)
6In an arbitrary bakground Baµ the polarization operator beomes
〈Π(x, y|B)〉B =
〈
tr (D2[B])−1xy (D
2[B])−1yx
〉
B
.
The path-integral representation of this average reads (see e.g. [5℄)
〈Π(x, y|B)〉B ≡ Π(x, y) =
∫ ∞
0
ds
∫ ∞
0
ds¯
∫
(Dzµ)xy(Dz¯µ)yx exp
(
−
∫ s
0
dλ
z˙2µ
4
−
∫ s¯
0
dλ¯
˙¯z
2
µ
4
)
×
×
〈
trP exp
[
i
(∫ s
0
dλz˙µB
a
µ(z)t
a +
∫ s¯
0
dλ ˙¯zµB
a
µ(z¯)t
a
)]〉
B
. (12)
Here, (Dzµ)xy is the standard measure of integration over all paths zµ(λ) suh that z(0) = y,
z(s) = x. Namely, in d dimensions,
(Dzµ)xy = lim
N→∞
N∏
k=1
∫
ddzk
(4πε)d/2
, zk ≡ z(kε), ε = s/N.
The Baµ-averaged term in Eq. (12) is the Wilson loop of the valene gluon. The onnement of
the latter is reeted in the so-alled area law. The Wilson loop 〈. . .〉B an be approximated
by e−σSmin , where Smin = Smin[z, z¯] is the area of the minimal surfae enirled by the paths
zµ(s) and z¯µ(s¯). Moreover, parametrization of Smin in the form of (3) leads nally to the
restoration of the translation invariane of Π(x, y).
To alulate Π(x, y) we introdue "enter-of-mass" and relative oordinate of the glu-
ons [5℄:
uµ =
s¯zµ + sz¯µ
s+ s¯
, rµ = zµ − z¯µ.
We dene new integration variables, whih have the dimension of mass:
µ =
|x− y|
2s
, µ¯ =
|x− y|
2s¯
. (13)
Then the kineti terms of the gluons beome
∫ s
0
z˙2µ
4
dλ+
∫ s¯
0
˙¯z
2
µ
4
dλ¯ =
1
2
∫ R
0
dτ
[
(µ+ µ¯)u˙2µ + µrr˙
2
µ
]
with
R ≡ |x− y|.
Here, µr ≡ µµ¯µ+µ¯ is the "redued mass", and τ is the distane to the point x along the
line passing through x and y. Note that, unlike Shwinger's proper time s, whih has the
7dimension (length)2, the variable τ has the dimension (length). The minimal area, Smin, an
be eetively parametrized with the oordinate τ alone, after whih the problem redues to
that of a Shrödinger equation with the potential σ|r|. The main new idea of the present
paper is to use a path-integral approah for the alulation of Π(x, y). To this end, we will
apply the Cauhy-Shwarz inequality to Eq. (3):
Smin =
∫ R
0
dτ |r(τ)| ≤
(
R
∫ R
0
dτr2
)1/2
. (14)
Note that, in ase of a (1+1)-dimensional lassial-mehanis problem, this approximation
works with a good auray. For two partiles of mass m interating through a linear
potential, whih move from (y, t) = (0, 0) to the point (0, R), one an write the equation
of motion my¨1 = −my¨2 = −σ. Substituting the solution, y1 = −y2 = σ2m t(R − t) into the
exat formula Smin =
∫ R
0
dt(y1 − y2), we get Smin = σR36m . Using instead our approximation,
we obtain Smin ≤
[
R
R∫
0
dt(y1 − y2)2
]1/2
= σR
3√
30m
. The relative error is therefore quite small,
namely
(
1√
30
− 1
6
)
: 1
6
≃ 0.096.
Enouraged by this observation, we return to the 4d ase and eliminate the square root
in the Cauhy-Shwarz inequality, Eq. (14), by introduing an integration over an auxiliary
parameter λ, whih is sometimes alled einbein. The expression for the polarization operator
then beomes
Π(x, y) ≃ R
2
4
∫ ∞
0
dµ
µ2
∫ ∞
0
dµ¯
µ¯2
∫
(Duµ)xy(Drµ)00×
×
∫ ∞
0
dλ√
πλ
exp
[
−λ− µ+ µ¯
2
∫ R
0
dτu˙2µ −
µr
2
∫ R
0
dτ r˙2µ −
σ2R
4λ
∫ R
0
dτr2
]
. (15)
Now, the integrals over uµ(τ) and r4(τ) are free path integrals, while the integral over r(τ)
is that of a harmoni osillator. We alulate these integrals by introduing the variables
ξ ≡ σR3/2/
√
2µrλ instead of λ, a = µR/2 instead of µ, and b = µ¯R/2 instead of µ¯.
In terms of these variables
Π(x, y) ≡ Π(R) = σ
16π9/2R2
f(σR2),
where
f(σR2) =
∫ ∞
0
dξ√
ξ sinh3/2 ξ
∫ ∞
0
dadb
√
a + b
ab
exp
[
−a− b−
(
σR2
2ξ
)2
a + b
ab
]
. (16)
8 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5
f
σR2
Figure 2: Integral f(σR2) from Eq. (16).
When integrating analytially over a and b, it has been found (f. Appendix A) that,
owing to the a ↔ b symmetry, the orresponding saddle-point equations an be solved
even when the pre-exponent is lifted to the exponent. However, the leading large-distane
asymptoti behavior of Π(R) stems from the mere substitution of the saddle-point values
without that lifting, a = b ≃ σR2
2ξ
, into the pre-exponent (see Appendix A for details). This
proedure yields
Π(R) ≃ σ
3/2
16π7/2R
∫ ∞
0
dξ
ξ sinh3/2 ξ
e−2σR
2/ξ. (17)
This integral an be evaluated by splitting the integration region into two parts:
Π(R) ≡ σ
3/2
16π7/2R
(I1 + I2), (18)
where
I1 ≃
∫ 1
0
dξ
ξ5/2
e−2σR
2/ξ, I2 ≃ 23/2
∫ ∞
1
dξ
ξ
e−
3ξ
2
− 2σR2
ξ .
Then, at σR2 ≫ 1, I1 = O(e−2σR2) is a subleading term. The integral I2 is saturated by its
saddle point, ξ = 2R
√
σ/3, whih lies inside the integration region. This yields
Π(R) ≃ σ
5/4
25/2 · 31/4 · π3 · R3/2 e
−2√3σR at σR2 ≫ 1. (19)
Let us now onsider the opposite limit of small distanes. There, Eq. (A.3) goes over to(
µr
2piR
)3/2
, and the produt of the three path integrals, Eqs. (A.1)-(A.3), yields∫
(Duµ)xy(Drµ)00 exp
[
−µ + µ¯
2
∫ R
0
dτu˙2µ −
µr
2
∫ R
0
dτ r˙2µ −
σ2R
4λ
∫ R
0
dτr2
]
→
9→
[
µµ¯
(2πR)2
]2
exp
[
−(µ+ µ¯)R
2
]
at σR2 ≪ 1.
Sine this expression does not depend on λ anymore, the remaining λ-integration in Eq. (15)
results in a fator of 1. Equation (15) then goes over to the free salar polarization operator,
Eq. (11):
Π(x, y)→ 1
64π4R4
∫ ∞
0
dµ
∫ ∞
0
dµ¯ exp
[
−(µ+ µ¯)R
2
]
= Πfree(x− y) at σR2 ≪ 1. (20)
Therefore, we have a formula for the polarization operator, interpolating between the lim-
its (19) and (20):
Π(R) =
1
16π4R4
e−A
√
σR2
(
1 +B(σR2)5/4
)
, (21)
with the following analyti values of the oeients: A = 2
√
3 ≃ 3.46, B = 23/2pi
31/4
≃ 6.75.
IV. FREEZING OF THE RUNNING STRONG COUPLING AT ZERO
TEMPERATURE
The integral of Eq. (16) has been also alulated with the Monte-Carlo integration routine
Vegas [9℄ in the interval 0.12 ≤ σR2 ≤ 4.3. The interpolating urve is plotted in Fig. 2. The
numerial t to these data yields A = 3.38, whih is very lose to 3.46. The orresponding
analyti and numerial values of the mass m in Eq. (4) are
man = 2
√
3σ = 1.64GeV, mnum = 3.38
√
σ = 1.60GeV. (22)
Note that the value of the analytially alulated freezing mass depends on the dimension-
ality of spae-time d as
man = 2
√
(d− 1)σ. (23)
This is readily seen from the saddle-point of the integral I2 in Eq.(18) by notiing that, in
d dimensions, sinh3/2 ξ → sinh d−12 ξ in Eq. (17). This result is a diret onsequene of the
Ansatz for the minimal area we use, Eq. (14).
Freezing, as dened by Eq. (4), stems from the replaement of the free-gluon polarization
operator, Eq. (9), by that of the valene gluon,
Πval(p
2) ≡ 1
16π2
ln
Λ20
p2 +m2
. (24)
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Figure 3: The funtion F (q) (red online) and a t to it (green online).
Therefore, it looks instrutive to ompare the inverse Fourier image of this desired exat
expression with our approximate result, Eq. (21). We have∫
d4pe−ipx ln
Λ20
p2 +m2
=
∫ ∞
0
ds
s
∫
d4pe−ipx
[
e−s(p
2+m2) − e−sΛ20
]
=
= π2
∫ ∞
0
ds
s3
e−
x2
4s
−m2s =
8π2m2
x2
K2(m|x|),
where K2 is a Madonald funtion. (When deriving the third formula in this hain, we have
used the obvious fat that
∫
d4pe−ipx = 0 for x 6= 0.) Therefore, Eq. (24) in the oordinate
representation reads
Πval(R) =
m2
32π4R2
K2(mR). (25)
The short-distane asymptoti limit of this formula oinides with Eq. (20). As for the large-
distane limit, we see that Eq. (25) has the same exponential fall-o as our result, Eq. (21),
but a dierent pre-exponential R-behavior. The ratio of Eq. (21) to Eq. (25) at mR & 1 is
∝ √σR. However, at large distanes in question, this disrepany is unimportant.
Finally, it is worthwhile to ompare diretly Eq. (24) with the Fourier image of Eq. (21).
Beause of the logarithmi divergeny, we ompare the derivatives of the two expressions,
whih are UV-nite. Therefore, we ompare
dΠval(p
2)
dp2
= − 1
16pi2
1
p2+m2
with
dΠ(p2)
dp2
, where Π(p2)
is the Fourier image of Π(R): Π(p2) = 4pi
2
|p|
∫∞
0
dRR2J1(|p|R)Π(R), Jν 's are the Bessel fun-
11
tions. Introduing the dimensionless variables x =
√
σR and q = |p|/√σ, one has
dΠ(p2)
dp2
≡ F (q)
σ
, where
F (q) =
1
8π2q2
∫ ∞
0
dx
x
[
1
2
(J0(qx)− J2(qx))− J1(qx)
qx
] (
1 +Bx5/2
)
e−Ax. (26)
This funtion has been alulated numerially for 0.02GeV ≤ |p| ≤ 5GeV, whih orre-
sponds to q ∈ [0.042, 10.541]. Fitting the result by the funtion
Ffit(q) = − 1
16π2
d1
q2 + d22
, (27)
we obtain: d1 = 0.585, d2 = 2.491. The interpolating urve for F (q), at the above-mentioned
values of q, and the funtion (27) are plotted in Fig. 3. The value of m orresponding to the
oeient d2 is therefore
m = d2
√
σ = 1.18GeV. (28)
It is loser to the phenomenologial estimates (≃ 1GeV) [10℄ than the values (22). Further-
more, the oeient d1 denes a numerial predition for the parameter b˜:
b˜ ≃ 0.585b = 6.435. (29)
Therefore, the numerial analysis in the momentum representation yields an eetive de-
rease of b in the infrared region. For the nal form of αs(p) at zero temperature, we refer
the reader to the end of setion 5, where we disuss this result together with the one at
T > Tc.
V. FREEZING OF THE RUNNING STRONG COUPLING IN THE GLUON
PLASMA
At temperatures above deonnement, T > Tc, large spatial Wilson loops still exhibit
the area law. For pure gauge SU(3) Yang-Mills theory, Tc ≃ 0.27GeV [11℄. This behavior of
spatial Wilson loops is the main well established nonperturbative phenomenon at T > Tc,
whih is usually alled "magneti" or "spatial" onnement [12℄. Of ourse, it does not
ontradit true deonnement of a stati quark-antiquark pair, sine spae-time Wilson
loops indeed lose the exponential damping with the area for T > Tc. If points x and y are
separated by a time-like interval, valene gluons in the polarization operator Π(x, y|T ) are
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not onned, and therefore αs(p
2) at p2 > 0 is given by the perturbative formula, without
freezing. When x and y are separated by a spae-like interval, magneti onnement holds,
and one expets freezing of αs(p
2) at p2 < 0.
We will start our analysis with the alulation of the spatial polarization operator of a
valene gluon in the SU(3) pure Yang-Mills theory at temperatures higher than the tem-
perature of dimensional redution, T > Td.r. ≃ 2Tc. QCD beomes a superrenormalizable
theory in three spatial dimensions, where the renormalization of the dimensionful oupling,
g3 ≡ g
√
T , is exat in one loop. Apparently, this eetive oupling is not asymptotially free
and is unrelated to the study of freezing. The following alulation prepares the subsequent
analysis of αs at Tc < T < Td.r..
Let us rst onsider the propagator of a free partile at temperature T from the origin
to the point Rµ = (R, R4):
(−∂2)−1R,0 =
∫ ∞
0
ds
∑
n
1
(4πs)2
exp
[
−R
2 + (R4 − βn)2
4s
]
=
=
∫ ∞
0
ds
∑
n
1
2T
√
πs
exp
[
−(R4 − βn)
2
4s
]
· T
∫
(Dz)R0 exp
(
−
∫ s
0
z˙2
4
dλ
)
, (30)
where
∑
n
≡
+∞∑
n=−∞
. Upon the Poisson resummation, one has
1
2T
√
πs
∑
n
exp
[
−(R4 − βn)
2
4s
]
=
∑
n
exp
(−ω2ns + iωnR4) , ωn = 2πnT. (31)
When T → ∞, only the zeroth term on the R.H.S. of Eq. (31) survives, whih means
dimensional redution. The sum goes to 1, and
(−∂2)−1R,0 → T
∫ ∞
0
ds
∫
(Dz)R0 exp
(
−
∫ s
0
z˙2
4
dλ
)
=
T
4πL
, (32)
where L ≡ |R|. With the eet of magneti onnement inluded, the polarization operator
for T > Td.r. reads [f. Eqs. (12) and (14)℄:
Π(x,y|T ) = T 2
∫ ∞
0
ds
∫ ∞
0
ds¯ I(s, s¯), where
I(s, s¯) ≃
∫
(Dz)xy(Dz¯)yx exp
[
−
∫ s
0
z˙2
4
dλ−
∫ s¯
0
˙¯z
2
4
dλ¯− σs
(
L
∫ L
0
dτ~ρ 2
)1/2]
. (33)
Here, σs is the spatial string tension, whose ratio to the zero-temperature string tension,
σ0 = 0.225GeV
2
, is plotted in Fig. 4. The points x and y are spatially separated, y−x = R,
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Figure 4: The urve interpolating the lattie data on the ratio of the spatial string tension to the
zero-temperature one in the SU(3) quenhed QCD as a funtion of T/Tc [13℄.
and ~ρ is a two-dimensional vetor orthogonal to R. Two-dimensional vetors are denoted by
an arrow, dierently from three-dimensional vetors, whih are boldfaed. This polarization
operator an be alulated in a way similar to the zero-temperature one. Referring the
reader for details to Appendix B, we present the nal result: the polarization operator at
T > Td.r. reads
Π(x,y|T ) ≃
√
σsT
2
4π2L
e−mL at σsL2 ≫ 1, (34)
Π(x,y|T ) ≃
(
T
4πL
)2
at σsL
2 ≪ 1. (35)
In Eq. (34),
m ≡ 2√2σs, (36)
i.e. Eq. (23) at d = 3 is reprodued. Equation (35) is nothing but the free salar polarization
operator, that is just the square of Eq. (32).
Let us now proeed to the physially more interesting range of temperatures, Tc < T <
Td.r.. Here, like at T = 0, the exponential fall-o of Π(x, y|T ) (where x and y are four-vetors)
due to magneti onnement is relevant to the freezing of αs. The Eulidean path-integral
representation for Π(x, y|T ) at Tc < T < Td.r. an be onstruted by using Eqs. (30) and
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(33):
Π(x, y|T ) = 1
4π
∫ ∞
0
ds√
s
∫ ∞
0
ds¯√
s¯
I(s, s¯)
∑
n,k
exp
{
−1
4
[
(R4 − βn)2
s
+
(R4 − βk)2
s¯
]}
. (37)
This quantity is alulated in Appendix B. At large distanes, σsL
2 ≫ 1, the result reads:
Π(x, y|T ) ≃ σsL
8
√
2π3R3
e−2
√
2σsLR, (38)
where R ≡
√
R24 + L
2
. Realling that, in the physial Minkowski spae-time, magneti
onnement holds only when Rµ is a spae-like vetor, one an always plae the points x
and y along some spatial axis, whih makes L and R equal. The resulting formula for the
polarization operator at large distanes takes the form
Π(x, y|T ) ≃ σs
8
√
2π3R2
e−2
√
2σsR at σsR
2 ≫ 1. (39)
Therefore, at the temperatures Tc < T < Td.r. and Minkowskian p
2 < 0, freezing of αs(p
2)
takes plae at the temperature-dependent momentum sale, whih is analytially dened as
m = 2
√
2σs. The fator "2" under the square root in this formula is the number of spatial
dimensions minus one, in aordane with Eq. (23).
The limit of small distanes is also disussed in Appendix B. At L = R, the result reads
Π(x, y|T )→
[
T
4πR
coth(πTR)
]2
at σsR
2 ≪ 1. (40)
(In partiular, at T → ∞, this result goes over to Eq. (35), as it should do.) Sine √σ0 =
474MeV, Tc = 270MeV, one an see from Fig. 4 that, at Tc < T < Td.r., the ondition
σsR
2 ≪ 1 automatially means also TR ≪ 1. For this reason, at these temperatures,
Eq. (40) an be approximated by its zero-temperature ounterpart,
1
(4pi2R2)2
. Therefore, the
formula for the polarization operator, whih interpolates between this short-distane limit
and the large-distane one, Eq. (39), reads
Π(x, y|T ) = e
−2√2σsR
(4π2R2)2
(
1 + π
√
2σsR
2
)
at Tc < T < Td.r..
Note that this expression depends on temperature only impliitly, namely through σs(T ).
The analysis of the polarization operator in the momentum representation an again
be performed. Speially, the fator
(
1 +Bx5/2
)
e−Ax in Eq. (26) should be replaed by(
1 + π
√
2x2
)
e−2
√
2x
. Fitting the integral by the funtion (27), we get the values d1 = 0.711,
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Figure 5: The running oupling with freezing at 0 ≤ p ≤ 3GeV for T = 0, T = Tc, T = 1.5Tc, and
T = 2Tc. The urve at 3GeV ≤ p ≤ 4GeV is the experimental αs(p), aording to the web-site
http://www-theory.lbl.gov/ ianh/alpha/alpha.html from Ref. [17℄.
d2 = 2.289. The freezing mass grows with temperature as the square root of σs(T ): m(T ) =
d2
√
σs(T ). When T varies from Tc to Td.r. ≃ 2Tc, m(T ) varies from 1.09 GeV to 1.56 GeV.
Finally, the parameter b˜ ≃ 0.711b = 7.821 is larger than the one at zero-temperature,
Eq. (29).
Both at T = 0 and Tc < T < Td.r., freezing modies Eq. (10) as
1
g2(p)
=
1
g20
− b˜
16π2
ln
Λ20 +m
2
p2 +m2
.
Dening the renormalized uto, Λ, through the bare one, Λ0, as
Λ =
√
Λ20 +m
2 exp
(
− 2π
αs(Λ0)b˜
)
,
one enfores αs(p) =
4pi
b˜ ln p
2+m2
Λ2
to take the value αs(Λ0) when p = Λ0. It is then natural
to hoose a suiently large momentum sale Λ0, where αs is pratially unaeted by
freezing and nite-temperature eets, and math it at that sale to the experimental value.
Choosing Λ0 = 3GeV, where αs ≃ 0.2524, we plot in Fig. 5 αs(p) with freezing at T = 0,
T = Tc, T = 1.5Tc, and T = 2Tc for p ≤ 3GeV, as well as the experimentally measured
αs(p) [17℄ for 3GeV ≤ p ≤ 4GeV. At at xed p, one observes an inrease of αs(p) at T = Tc
with respet to αs(p) at T = 0, and a subsequent derease with the growth of T .
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VI. POSSIBLE PHENOMENOLOGICAL TESTS OF THE INFRARED
FREEZING OF THE QCD COUPLING
It has been pointed out in various papers [14, 15℄ that the infrared behavior of the
QCD running oupling an be used to estimate power-behaved orretions to various QCD
observables. The essential parameters are few moments of the oupling in the infrared region.
One lass of the possible observables onsists of event-shape variables like the thrust T :
T = max
n
∑
i |pin|∑
i |pi|
.
Here the vetors pi's are the momenta of the nal-state hadrons and n is an arbitrary vetor,
whih maximizes T . If the momenta of the hadrons form an almost ollinear jet then, after
the maximization, n will lie along the jet axis. The value of the above thrust variable beomes
1 for an idealized penil-like jet. Due to radiation of gluons, the observed T will be diering
from 1. In perturbative QCD, these orretions from hard-gluon radiation at a ertain sale
p an be alulated [16℄. In addition to gluon radiation in the perturbative region, also
soft-gluon radiation is present below a sale µIR ≃ 3GeV. Essentially the physis in this
region is supposed to be parametrized by the freezing of αs, whih we derived in this paper.
Beause of onnement, it seems to be impossible to map out this infrared running of the
oupling exatly, i.e. for eah momentum value. But measurements about the energy loss
in fragmentation may allow to aess an integral over the infrared region. The observable
1− T related to thrust T has an expansion in terms of the perturbative αperts (p):
1− T
∣∣∣
pert
= 0.334αperts (p) + 1.02(α
pert
s (p))
2 +O ((αperts (p))3) ,
whih aquires a hadronization orretion due to soft gluon radiation
1− T = 1− T
∣∣∣
pert
+
2λ
p
. (41)
The nonperturbative higher-twist ontribution λ may be related to an integral over the
infrared region of αs(p) =
4pi
b˜ ln p
2+m2
Λ2
with freezing [15℄,
λ = CF
∫ 3GeV
0
dp
αs(p)
π
,
where CF = 4/3 is the Casimir operator of the fundamental representation of the group
SU(3). Using for αs(p) the parameters m and b˜ at T = 0 and T = Tc, we obtain
λ
∣∣∣
T=0
= 0.376GeV, λ
∣∣∣
T=0.27GeV
= 0.395GeV. (42)
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In order to reprodue the experimental data on the energy losses through radiation in the
fragmentation proess of c- and b-quarks, a value λ
∣∣∣
T=0
= 0.5GeV has been estimated [16℄.
As a possible phenomenologial appliation of freezing, let us evaluate the thrust of a
two-jet event at the sale p = MZ . Using the value α
pert
s (MZ) = 0.12 [17℄, one obtains the
purely perturbative ontribution
1− T
∣∣∣
pert
= 0.334αperts (MZ) + 1.02(α
pert
s (MZ))
2 ≃ 0.055, (43)
whih underestimates the experimental value measured at LEP [18℄ 1 − T ≃ 0.068. Inlu-
sion of the higher-twist ontribution aording to Eq. (41), with the parameter λ given by
Eq. (42), yields for the full quantity
1− T
∣∣∣
T=0
= 0.063, (44)
whih is loser to the above-ited experimental value.
If hadronization takes plae in the quark-gluon plasma, then one an study the eet
of a modied αs(p) by investigating the energy loss due to soft radiation in the plasma.
Aounting for the purely radiative higher-twist eet by means of λ
∣∣∣
T=0.27GeV
from Eq. (42),
one gets at the MZ-sale
1− T
∣∣∣
T=0.27GeV
= 0.064. (45)
If one instead uses αs(p) from Refs. [19℄, then one gets λ
∣∣∣
T=0
= 1.03GeV, λ
∣∣∣
T=0.27GeV
=
0.61GeV, whih overestimate the orresponding values (42), as well as the experimental
value λ
∣∣∣
T=0
= 0.5GeV [16℄.
In onlusion of this setion, although αs(p) with freezing enhanes the perturbative
ontribution (43) by 15%, the orresponding full values, Eqs. (44) and (45), are still smaller
than the experimental one. An inrease of αs(p) at T = Tc, with respet to the zero-
temperature ase, enhanes the energy loss in the quark-gluon plasma, whih ours due to
the infrared radiation. However, the amount of this enhanement, quantied by (1− T ), is
only 1.6%.
VII. CONCLUSIONS
This paper analyses the so-alled IR freezing (i.e. niteness) of the running strong ou-
pling, in the onnement and deonnement phases. The diret evaluation of the path
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integral of a valene gluon onned by the stohasti bakground elds an be done by
using parametrization (14) for the minimal area. This parametrization redues the path
integral to that of the three-dimensional harmoni osillator. In the deonnement phase,
at Tc < T < Td.r. ≃ 2Tc, freezing of αs(p) is present at Minkowskian p2 < 0 due to the
so-alled magneti onnement. Upon the alulation of the path integral, we nd the mo-
mentum sales at whih the freezing ours in the onnement and deonnement phases.
Analytially, these sales are given by the same formula (23), where d = 4 at T = 0 and
d = 3 at T > Tc (f. Eq. (36)). Numerially, the values of the freezing sales following from
the ts in the momentum representation are smaller than the orresponding analyti ones
and loser to the phenomenologial value of 1 GeV (see Eq. (28) and the end of Setion 5).
The values of αs(0) obtained at T = 0, Tc, 1.5Tc, and 2Tc are 0.341, 0.377, 0.357, and 0.333,
respetively. Full plots, whih inlude the experimentally measured αs(p), are presented in
Fig. 5. Finally, we have estimated physial eet of the freezing on the thrust variable. The
alulated nonperturbative ontribution, whih arises due to the soft radiation, brings the
purely perturbative value of this quantity loser to the experimental one.
Note in onlusion that one more appliation of the proposed method an be a alulation
of mean sizes of the gluon bound states. Suh bound states an be not only olor-singlet
(glueball), but also olor-otet (quark-gluon). The latter are suggested to be important
ingredients of the quark-gluon plasma at temperatures Tc < T < Td.r. [8, 20℄. Work in this
diretion is now in progress.
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Appendix A. Details of alulation of Π(x, y) at T = 0.
The path integrals in Eq. (15) read as follows∫
(Duµ)xy exp
(
−µ + µ¯
2
∫ R
0
dτu˙2µ
)
=
(
µ+ µ¯
2πR
)2
exp
[
−(µ+ µ¯)R
2
]
, (A.1)
∫
(Dr4)00 exp
(
−µr
2
∫ R
0
dτ r˙24
)
=
√
µr
2πR
, (A.2)
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∫
(Dr)00 exp
(
−µr
2
∫ R
0
dτ r˙2 − σ
2R
4λ
∫ R
0
dτr2
)
=

 ω
4π sinh
(
ωR
2µr
)


3/2
, (A.3)
where ω ≡ σ
√
2µrR/λ is the frequeny of the harmoni osillator. Bringing these formulae
together and passing from the integration over λ to the integration over ξ ≡ σR3/2/√2µrλ,
we arrive at Eq. (16) as it would look like before the introdution of the variables a and b:
Π(x, y) ≃ 1
211/2π9/2
σ√
R
∫ ∞
0
dξ√
ξ sinh3/2 ξ
∫ ∞
0
dµdµ¯√
µr
exp
[
−µ+ µ¯
2
R− σ
2R3
2ξ2
(
1
µ
+
1
µ¯
)]
.
(A.4)
It further turns out that the saddle-point integral over µ and µ¯ an be done even with
the aount for 1/
√
Rµr in the pre-exponent. Indeed, we are dealing with the integral∫∞
0
dµdµ¯e−f(µ,µ¯), where
f(µ, µ¯) ≡ µ+ µ¯
2
R +
σ2R3
2ξ2
(
1
µ
+
1
µ¯
)
− 1
2
ln
[
1
R
(
1
µ
+
1
µ¯
)]
.
The saddle-point equation
∂f
∂µ¯
= 0 reads Rµ¯2 + µr − σ2R3ξ2 = 0. We an further use the
fat that, sine f is symmetri under µ ↔ µ¯, the saddle-point values of µ and µ¯ oinide.
Therefore, setting in the last equation µ¯ = µ, we arrive at a quadrati equation, whose
solution is
µ = µ¯ =
1
4R

−1 +
√
1 +
(
4σR2
ξ
)2 . (A.5)
The sign "+" in front of the square root has been hosen beause the integration region over
µ and µ¯ is from 0 to +∞.
Further, as we are interested in the large-distane regime, σR2 & 1, we an onsider
separately the following three regions of integration over ξ:
• ξ < 1 < 4σR2. At these values of ξ, the saddle-point values (A.5) are µ = µ¯ ≃ σR
ξ
.
Aordingly, e−f
∣∣∣
saddle−point
= 1
R
√
2ξ
σ
e−2σR
2/ξ
. Next, beause f is a symmetri funtion of µ
and µ¯, the pre-exponent of the saddle-point integral reads
2π
∂2f
∂µ¯2
∣∣∣
saddle−point
≃ 2πσ
ξ
(
1 +
3
8
ξ
σR2
)
.
Altogether, ∫ ∞
0
dµdµ¯e−f(µ,µ¯) ≃ 2π
R
√
2σ
ξ
(
1 +
3
8
ξ
σR2
)
e−2σR
2/ξ. (A.6)
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Further, approximating
1√
ξ sinh3/2 ξ
in Eq. (A.4) by
1
ξ2
and hanging the integration variable
to t = 2σR
2
ξ
, we have for the ontribution to Π(x, y) from this region of ξ's
Π(1)(x, y) ≃ σ
3/2
16π7/2R
[
1
(2σ)3/2R3
Γ
(
3
2
, 2σR2
)
+
3
27/2σ3/2R3
Γ
(
1
2
, 2σR2
)]
,
where Γ(α, x) =
∫∞
x
dttα−1e−t is the inomplete Gamma-funtion. Using the known asymp-
totis Γ(α, x)→ xα−1e−x at x > 1, we nally obtain
Π(1)(x, y) ≃ σ
1/2e−2σR
2
32π7/2R3
(
1 +
3
8σR2
)
. (A.7)
• 1 < ξ < 4σR2. In this region of ξ's, Eq. (A.6) still holds, but 1√
ξ sinh3/2 ξ
in Eq. (A.4) should
be approximated by
23/2√
ξe3ξ/2
. This yields
Π(2)(x, y) ≃ σ
3/2(I1 + I2)
(32π7)1/2R
, where I1 ≡
∫ 4σR2
1
dξ
ξ
e−
3ξ
2
− 2σR2
ξ , I2 ≡ 3
8σR2
∫ 4σR2
1
dξe−
3ξ
2
− 2σR2
ξ .
(A.8)
Let us start with the analysis of I1 by representing the integration region as
∫ 4σR2
1
=∫∞
0
− ∫ 1
0
− ∫∞
4σR2
. Then, the rst of these three integrals an be done exatly and reads
2K0(2
√
3σR), where here and below Kν 's are the Madonald funtions. We an further take
into aount that the saddle point of e−
3ξ
2
− 2σR2
ξ
, whih is ξ = 2
√
σ/3R, lies between 1 and
4σR2. Owing to this fat, we an disregard 3ξ
2
in the exponent of the integral
∫ 1
0
, in the same
way as we an disregard
2σR2
ξ
in the exponent of the integral
∫∞
4σR2
. These approximations
yield at σR2 > 1
I1 ≃ 2K0(2
√
3σR)− Γ(0, 2σR2)− Γ(0, 6σR2)→
√
π√
3σR
e−2
√
3σR − e
−2σR2
2σR2
− e
−6σR2
6σR2
.
Analogously,
I2 ≃ 3
8σR2
[
4R
√
σ
3
K1(2
√
3σR)−
∫ 1
0
dξe−2σR
2/ξ −
∫ ∞
4σR2
dξe−3ξ/2
]
→
→ 3
8σR2

2
√
πR
3
√
σ
3
e−2
√
3σR − e
−2σR2
2σR2
− 2
3
e−6σR
2
σR2

 at σR2 > 1.
Equation (A.8) then yields:
Π(2)(x, y) ≃ σ
3/2
(32π7)1/2R
[
π1/2
(3σ)1/4R1/2
(
1 +
1
4R
√
3
σ
)
e−2
√
3σR−
21
− 1
2σR2
(
1 +
3
8σR2
)
e−2σR
2 − 5
12
e−6σR
2
σR2
]
. (A.9)
• 1 < 4σR2 < ξ. At these values of ξ, the saddle-point values of µ and µ¯, Eq. (A.5), an be
approximated as µ = µ¯ ≃ 2σ2R3
ξ2
. The exponent at the saddle point reads e−f
∣∣∣
saddle−point
=
ξ
σR2
e
− 1
2
− 2(σR2)2
ξ2
. Again, owing to the symmetry of f under µ ↔ µ¯, we nd ∂2f
∂µ¯2
∣∣∣
saddle−point
≃
ξ4
32σ4R6
. Therefore, the saddle-point integral over µ and µ¯ reads
∫ ∞
0
dµdµ¯e−f(µ,µ¯) ≃ 64π√
e
σ3R4
ξ3
e
− 2(σR2)2
ξ2 .
Equation (A.4) then yields for the ontribution to the polarization operator, whih omes
about from this region of ξ's:
Π(3)(x, y) ≃ 4(σR)
4
√
π7e
∫ ∞
4σR2
dξ
ξ7/2
e
− 3ξ
2
− 2(σR2)2
ξ2 .
The value of the saddle point of the exponent, ξ = 2(σR
2)2/3
31/3
, is smaller than 4σR2, for whih
reason we approximately have
Π(3)(x, y) ≃ 4(σR)
4
√
π7e
∫ ∞
4σR2
dξ
ξ7/2
e−
3ξ
2 =
√
35
2π7e
(σR)4Γ
(
−5
2
, 6σR2
)
≃
√
σ
48
√
π7eR3
e−6σR
2
.
(A.10)
Bringing together Eqs. (A.7), (A.9), and (A.10), we an write the nal result for the polar-
ization operator Π(x, y) = Π(1)(x, y) + Π(2)(x, y) + Π(3)(x, y):
Π(x, y) ≃ σ
5/4
25/2 · 31/4 · π3 · R3/2
(
1 +
1
4R
√
3
σ
)
e−2
√
3σR +O
(
e−2σR
2
)
+O
(
e−6σR
2
)
,
where
O
(
e−2σR
2
)
≡ 1− 2
3/2
32π7/2
σ1/2
R3
(
1 +
3
8σR2
)
e−2σR
2
,O
(
e−6σR
2
)
≡ e
−1/2 − 5 · 2−1/2
48π7/2
σ1/2
R3
e−6σR
2
.
Note that the orretion O
(
e−6σR
2
)
is negative. The leading term, O
(
e−2
√
3σR
)
, omes
about from Eq. (A.9).
Appendix B. Details of alulation of Π(x, y) at T > Tc.
Let us start with the polarization operator at T > Td.r.. Choosing for onreteness
R = (L, 0, 0), we dene the relative oordinate r(τ) ≡ z(τ) − z¯(τ) = (r1(τ), ~ρ (τ)) and the
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"enter-of-mass" oordinate u = s¯z+sz¯
s+s¯
. After hanging the variables (s, s¯) to (µ, µ¯) aording
to Eq. (13), we have for polarization operator (33) [f. Eq. (15)℄:
Π(x,y|T ) ≃
(
LT
2
)2 ∫ ∞
0
dµ
µ2
∫ ∞
0
dµ¯
µ¯2
I(µ, µ¯), where (B.1)
I(µ, µ¯) =
∫
(Du)xy(Dr)00
∫ ∞
0
dλ√
πλ
exp
[
−λ−µ + µ¯
2
∫ L
0
dτ u˙2−µr
2
∫ L
0
dτ r˙2−σ
2
sL
4λ
∫ L
0
dτ~ρ 2
]
.
Carrying out the path integrations over r and u, we have
I(µ, µ¯) =
σsµµ¯
√
µ+ µ¯
8
√
2π7/2L3/2
exp
[
−(µ + µ¯)L
2
] ∫ ∞
0
dλ
λ
e−λ
sinh
(
σs
√
L3
2µrλ
) . (B.2)
Changing the integration variable λ→ ξ = σs
√
L3
2µrλ
, one an rewrite this equation as
I(µ, µ¯) =
σs
4
√
2π7L3
µµ¯
√
µ+ µ¯
∫ ∞
0
dξ
ξ sinh ξ
exp
{
−L
2
[
µ+ µ¯+
(
σsL
ξ
)2(
1
µ
+
1
µ¯
)]}
.
(B.3)
One should now substitute this expression into Eq. (B.1) and perform approximate saddle-
point integrations over µ and µ¯. This proedure means the insertion of the saddle-point
values into the pre-exponent. In this way, one arrives at the following ounterpart of Eq. (17)
at T > Td.r.:
Π(x,y|T ) ≃
√
σsT
2
8π5/2L
∫ ∞
0
dξ√
ξ sinh ξ
e−2σsL
2/ξ. (B.4)
Note that, in three dimensions, sinh
d−1
2 ξ = sinh ξ as explained after Eq. (23). By splitting
the integration region as in Eq. (18), the last integral an be approximated as I1+ I2, where
I1 ≡
∫ 1
0
dξ
ξ3/2
e−2σsL
2/ξ, I2 ≡ 2
∫ ∞
1
dξ√
ξ
e−ξ−2σsL
2/ξ.
To evaluate these integrals notie that, at temperatures T > Td.r., whih we are urrently
onsidering, the spatial string tension is parametrially σs ∝ g23 ∼ T 2. Numerially, the ratio
σs/σ0 is larger than 2 at T > Td.r. (f. Fig. 4). Next, for magneti onnement to hold,
the spatial Wilson loop should be suiently large, in partiular the distane L should be
& 1 fm. For suh distanes, 2σsL
2 > 4σ0L
2 ≫ 1, and we have
I1 ≃ e
−2σsL2
2σsL2
, I2 ≃ 2
√
πe−2
√
2σsL − e
−2σsL2
σsL2
.
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Bringing these expressions together and negleting the subleading terms ∼ e−(mL/2)2
(mL)2
, we
arrive at Eq. (34).
In the opposite limit of small distanes, Eq. (B.2) yields
I(µ, µ¯)→ (µµ¯)
3/2
(2πL)3
exp
[
−(µ + µ¯)L
2
]
. (B.5)
Inserting this expression into Eq. (B.1), we have
Π(x,y|T )→ T
2
32π3L
∫ ∞
0
dµ√
µ
∫ ∞
0
dµ¯√
µ¯
exp
[
−(µ+ µ¯)L
2
]
at σsL
2 ≪ 1.
Straightforward integrations over µ and µ¯ in this formula lead to Eq. (35).
Let us now onsider the temperature interval Tc < T < Td.r.. Changing in Eq. (37) the
variables (s, s¯) to (µ, µ¯), we have
Π(x,y|T ) = L
8π
∫ ∞
0
dµ
µ3/2
∫ ∞
0
dµ¯
µ¯3/2
I(µ, µ¯)
∑
n,k
exp
{
− 1
2L
[
µ(R4 − βn)2 + µ¯(R4 − βk)2
]}
.
(B.6)
Using for I(µ, µ¯) representation (B.3) and performing the saddle-point integrations over µ,
µ¯ as above, we arrive at the following analogue of Eq. (B.4):
Π(x, y|T ) ≃ σ
3/2
s
16π3
√
2πL
∫ ∞
0
dξ
ξ3/2 sinh ξ
∑
n,k
√
ϕn + ϕk
(ϕnϕk)3
e−
σsL
2
ξ
(ϕn+ϕk), where
ϕn ≡
√
1 +
(
R4 − βn
L
)2
.
When splitting the ξ-integral as in Eq. (18),∫ ∞
0
dξ
ξ3/2 sinh ξ
e−
σsL
2
ξ
(ϕn+ϕk) ≃
∫ 1
0
dξ
ξ5/2
e−
σsL
2
ξ
(ϕn+ϕk) + 2
∫ ∞
1
dξ
ξ3/2
e−ξ−
σsL
2
ξ
(ϕn+ϕk), (B.7)
we notie that, at temperatures Tc < T < Td.r. of interest, the ratio σs/σ0 ranges between 1
and 2 (see Fig. 4). Therefore,
σsL
2(ϕn + ϕk) ≥ 2σsL2 > 2σ0L2 ≫ 1 at L & 1 fm.
For this reason, the seond of the two integrals on the R.H.S. of Eq. (B.7) is again saturated
by its saddle point, ξs.p. =
√
σsL2(ϕn + ϕk), and yields the leading exponential fall-o with
L, whereas the rst integral yields a subleading Gaussian term. Disregarding the latter, we
have for the leading exponential fall-o:
Π(x, y|T ) ≃ σs
8
√
2π3L2
∑
n,k
e−2
√
σsL2(ϕn+ϕk)
(ϕnϕk)3/2
.
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Now, as we have just seen, the argument of the exponent here is muh larger than 1.
Therefore, one an safely restrit oneself to the ϕ0-terms in the sums over n and k. Sine
ϕ0 = R/L, where R ≡
√
R24 + L
2
, we arrive at Eq. (38).
In the opposite ase of small distanes, inserting Eq. (B.5) into Eq. (B.6), we have
Π(x, y|T )→ 1
64π4L2
∑
n,k
∫ ∞
0
dµ
∫ ∞
0
dµ¯ exp
[
−L
2
(
µϕ2n + µ¯ϕ
2
k
)]
=
=
1
16π4
∑
n,k
1
[L2 + (R4 − βn)2] [L2 + (R4 − βk)2] at σsR
2 ≪ 1. (B.8)
Therefore, we have reovered in the short-distane limit the produt of two free salar
thermal propagators. Note that the sums in Eq. (B.8) an be done analytially. Setting
L = R, R4 = 0, we obtain Eq. (40).
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