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RÉSUMÉ
Cette thèse porte sur le calcul de structures électroniques dans les solides. À l’aide
de la théorie de la fonctionnelle de densité, puis de la théorie des perturbations à N-
corps, on cherche à calculer la structure de bandes des matériaux de façon aussi précise
et efficace que possible.
Dans un premier temps, les développements théoriques ayant mené à la théorie de la
fonctionnelle de densité (DFT), puis aux équations de Hedin sont présentés. On montre
que l’approximation GW constitue une méthode pratique pour calculer la self-énergie,
dont les résultats améliorent l’accord de la structure de bandes avec l’expérience par
rapport aux calculs DFT. On analyse ensuite la performance des calculs GW dans dif-
férents oxydes transparents, soit le ZnO, le SnO2 et le SiO2. Une attention particulière
est portée aux modèles de pôle de plasmon, qui permettent d’accélérer grandement les
calculs GW en modélisant la matrice diélectrique inverse. Parmi les différents modèles
de pôle de plasmon existants, celui de Godby et Needs s’avère être celui qui reproduit le
plus fidèlement le calcul complet de la matrice diélectrique inverse dans les matériaux
étudiés.
La seconde partie de la thèse se concentre sur l’interaction entre les vibrations des
atomes du réseau cristallin et les états électroniques. Il est d’abord montré comment le
couplage électron-phonon affecte la structure de bandes à température finie et à tem-
pérature nulle, ce qu’on nomme la renormalisation du point zéro (ZPR). On applique
ensuite la méthode GW au calcul du couplage électron-phonon dans le diamant. Le ZPR
s’avère être fortement amplifié par rapport aux calculs DFT lorsque les corrections GW
sont appliquées, améliorant l’accord avec les observations expérimentales.
Mots clés : matière condensée, structure de bandes, théorie de la fonctionnelle
de densité, théorie des perturbations à N corps, couplage électron-phonon, renor-
malisation du point zéro.

ABSTRACT
This thesis deals with electronic structure calculations in solids. Using density func-
tional theory and many-body perturbation theory, we seek to compute the band structure
of materials in the most precise and efficient way.
First, the theoretical developments leading to density functional theory (DFT) and to
Hedin’s equations are presented. It is shown how the GW approximation allows for a
practical scheme to compute the self-energy, whose results enhance the agreement of the
band structure with experiments, compared to DFT. We then analyse the performance
of GW calculations in various transparent oxides, namely ZnO, SnO2 and SiO2. A spe-
cial attention is devoted to the plasmon-pole model, which allows to accelerate signifi-
cantly the calculations by modelling the inverse dielectric matrix. Among the different
plasmon-pole models, the one of Godby and Needs turns out to be the most accurate in
the studied materials.
The second part of the thesis concentrates on the interaction between vibrations of the
crystal lattice with electronic states. It is first shown how the electron-phonon coupling
affects the band structure at finite temperature and at zero temperature, which is called
the zero-point renormalization (ZPR). Then, we use the GW method to compute the
electron-phonon coupling in diamond. The ZPR turns out to be strongly amplified with
respect to DFT upon the application of GW corrections, enhancing the agreement with
experimental observations.
Keywords: condensed matter, band structure, density functional theory, many-
body perturbation theory electron-phonon coupling, zero-point renormalization.
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CHAPITRE 1
INTRODUCTION
Le calcul ab initio (à partir de principes premiers) consiste à résoudre les équations
de la mécanique quantique dans les matériaux réels. Connaissant la composition ato-
mique d’un cristal ou d’une molécule, il serait possible d’en prédire toutes les propriétés
physiques à l’aide de simulations numériques. Cette approche laisse entrevoir des bé-
néfices technologiques mirobolants. Si l’on peut atteindre la précision souhaitée à un
coût numérique raisonnable, la recherche de matériaux de pointe s’en trouve accélérée
par les ressources computationelles disponibles. On imagine par exemple rechercher une
propriété particulière dans une base de données de matériaux hypothétiques, ou simple-
ment dans des matériaux connus où cette propriété n’a pas encore été mesurée. À un
niveau plus fondamental, les calculs ab initio permettent d’interpréter les mesures expé-
rimentales et d’en comprendre les mécanismes qui oeuvrent à l’échelle nanoscopique.
Ils permettent de tester des hypothèses, et de développer des modèles plus simples pour
décrire différents phénomènes. Pour toutes ces raisons, de nombreux efforts sont investis
pour décrire les matériaux à l’aide de la mécanique quantique, et ce, depuis la naissance
de l’informatique.
1.1 Un problème insoluble
Les équations du mouvement d’un système d’atomes et d’électrons tiennent en
quelques lignes à peine. Dans une “théorie du tout”, l’hamiltonien d’un tel système
s’écrit (en unités atomiques où h¯= e= me = 1)
H =−
Nat
∑
i
1
2Mi
∇2i −
Ne
∑
i
1
2
∇2i +
Nat
∑
i 6= j
ZiZ j
|Ri−R j| +
Ne
∑
i 6= j
1
|ri− r j| +
Nat
∑
i
Ne
∑
j
Zi
|Ri− r j| . (1.1)
Les termes de cet hamiltonien sont, respectivement : l’opérateur d’énergie cintétique des
atomes (où Mi est la masse d’un atome), celui des électrons, le potentiel coulombien
1.1. Un problème insoluble
entre les atomes (où Zi est la charge d’un noyau), celui entre les électrons, et celui entre
les atomes et les électrons. Encore faudrait-il ajouter les effets relativistes, mais la dif-
ficulté n’est pas ici. L’information complète sur les propriétés physiques du système est
contenue dans la fonction d’onde des Nat atomes et des Ne électrons, qui est la solution
de l’équation de Schrödinger :
HΦ
(
R1 . . .RNat ,r1 . . .rNe
)
= EΦ
(
R1 . . .RNat ,r1 . . .rNe
)
. (1.2)
Or, puisqu’il s’agit d’une fonction d’onde corrélée entre toutes les particules, la com-
plexité de cette équation croît exponentiellement avec le nombre de particules. Par
exemple, la fonction d’onde d’une petite molécule d’une dizaine d’atomes nécessiterait
plusieurs moles de gigabytes pour être enregistée.
Il est donc impératif de reformuler ce problème d’une façon qui soit numériquement
praticable tout en capturant suffisament bien la physique du système à l’étude. À cette
fin, nous utiliserons dans un premier temps la théorie de la fonctionnelle de densité, qui
nous donne une estimation de la densité électronique, de la fonction d’onde, et de la
structure de bandes des matériaux. Nous verrons ensuite comment on peut raffiner ces
résultats à l’aide de la théorie des perturbations à N-corps, qui donne de meilleures pré-
dictions pour les énergies d’ionisation, l’affinité électronique, et les propriétés optiques.
Finalement nous ajouterons les interactions entre les électrons et les vibrations du réseau
cristallin pour obtenir une description plus réaliste de ces propriétés, et connaître leur
comportement à température finie.
2
CHAPITRE 2
THÉORIE DE LA FONCTIONNELLE DE DENSITÉ
La théorie de la fonctionnelle de densité (DFT) est aujourd’hui l’approche la plus
utilisée en calcul ab initio. Développée dans les années 1960 par Pierre Hohenberg,
Walter Kohn et Lu J. Sham [7, 8], cette méthode fut dès lors employée pour décrire les
systèmes métalliques, isolants et semiconducteurs, et par la suite les molécules [9]. En
mathématiques, une fonctionnelle est un type de fonction qui prend en argument une
fonction définie sur un certain domaine, et lui associe un nombre[10]. Dans le contexte
de la DFT, la fonctionnelle sera l’énergie totale ou le potentiel effectif, et la fonction sur
laquelle elle agit sera la densité électronique définie dans l’espace. C’est donc la densité
qui occupe la place centrale de cette théorie, plutôt que la fonction d’onde.
La première supposition de la DFT est que la fonction d’onde des électrons (Ψ) est
découplée de celle des atomes (χ), soit
Φ
(
R1 . . .RNat ,r1 . . .rNe
)
= χ
(
R1 . . .RNat
)
Ψ
(
R1 . . .RNat ,r1 . . .rNe
)
. (2.1)
C’est l’approximation de Born-Oppenheimer. On traitera alors les ions comme des par-
ticules classiques, localisées en leur position d’équilibre, et on ne s’intéressera qu’à la
fonction d’onde des électrons. On effectue ensuite une approximation drastique. On sup-
pose que les N électrons interagissants via le potentiel coulombien peuvent être représen-
tés par un système de N électrons indépendants qui perçoivent un même potentiel effec-
tif. Ceci permet d’écrire la fonction d’onde électronique comme un produit de fonctions
d’onde à un corps, formant ainsi la fonction d’onde de Hartree,
ΨH
(
r1 . . .rN
)
= φλ1(r1)φλ2(r2) . . .φλN(rN). (2.2)
On exige simplement que ces fonctions d’onde soient normalisées, et qu’elles produisent
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la bonne densité électronique du système, donnée par
ρ(r) =
occ
∑
λ
|φλ (r)|2. (2.3)
Ici, l’indice λ désigne l’ensemble des variables nécessaires pour identifier l’un des états
de notre système, par exemple, le spin, l’impulsion cristalline, et l’indice de bande. La
sommation est limitée aux états occupés, soit les N états de plus basses énergies. Afin
de trouver les fonctions d’onde et leurs énergies, il nous faut un potentiel effectif Veff
définissant une équation de Schrödinger à un corps comme
[
− 1
2
∇2+Veff(r)
]
φλ (r) = ελ φλ (r). (2.4)
Si l’on parvient à trouver un potentiel effectif adéquat, on aura transformé notre pro-
blème à N corps en N problèmes à un corps, que l’on pourra certainement résoudre nu-
mériquement. C’est précisément ce que permet l’équation de Kohn-Sham, qui exprime
ce potentiel effectif comme une fonctionnelle de la densité électronique.
2.1 Équation de Kohn-Sham
La pierre angulaire de la DFT est le théorème de Hohenberg-Kohn [7]. Celui-ci nous
assure que l’énergie totale d’un système d’électrons, E, est une fonctionnelle de la den-
sité électronique, et que la fonction d’onde de l’état fondamental du système minimise
l’énergie totale. On peut donc écrire
E[ρ ] = min
Ψ→ρ
〈Ψ| Hˆ |Ψ〉= min
Ψ→ρ
〈Ψ| Tˆ +VˆIe+Vˆee |Ψ〉 , (2.5)
où les opérateurs d’énergie cinétique, d’interaction ion-électron, et d’interaction électron-
électron sont ceux de l’équation (1.2), et les termes impliquant uniquement les ions
ajoutent une contribution que nous pouvons ignorer pour l’instant.
On dérive les équations du mouvement pour les fonctions d’onde à un corps à l’aide
du principe variationnel, et en introduisant des multiplicateurs de Lagrange ελ assurant
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la normalisation des fonctions d’onde1.
0=
δ
δφ∗
λ
(r)
[
E[ρ ]−ελ 〈φλ |φλ 〉
]
=−1
2
∇2φλ (r)+
∫
dr′
δU [ρ ]
δρ(r′)
φλ (r
′)−ελ φλ (r), (2.6)
oùU [ρ ] est l’énergie potentielle du système, soit l’énergie totale sans l’énergie cinétique.
On reformule ensuite l’énergie totale en termes d’une contribution de Hartree et d’un
terme d’échange-corrélation :
E[ρ ] = 〈ΨH | Tˆ +VˆIe+Vˆee |ΨH〉+Exc[ρ ], (2.7)
avec
Exc[ρ ] = 〈Ψ| Tˆ +Vˆee |Ψ〉−〈ΨH | Tˆ +Vˆee |ΨH〉 , (2.8)
et l’on remarque que l’opérateurVIe agit de la même façon sur ΨH et Ψ puisque ces fonc-
tions d’onde produisent la même densité. Ainsi obtient-on l’équation de Kohn-Sham :
[
− 1
2
∇2+Vions(r)+VH [ρ ](r)+Vxc[ρ ](r)
]
φλ (r) = ελ φλ (r). (2.9)
Le potentiel effectif que nous cherchions est donc composé de trois termes. Le premier
terme est le potentiel coulombien créé par les ions :
Vions(r) =
δ 〈ΨH |VˆIe |ΨH〉
δρ(r)
=
Nat
∑
i
Zi
|Ri− r| . (2.10)
Le second terme est le potentiel de Hartree, soit le potentiel électrostatique créé par la
densité électronique :
VH [ρ ](r) =
δ 〈ΨH |Vˆee |ΨH〉
δρ(r)
=
∫
ρ(r′)
|r′− r|dr
′. (2.11)
Finalement, Vxc[ρ ](r) est le potentiel d’échange-corrélation, qui est fonction de la den-
1 L’équation (2.6) comporte une dérivée fonctionnelle de l’énergie. Pour une introduction à l’analyse
fonctionnelle, voir les appendices de la référence [10].
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sité électronique, et qu’on ne peut définir que par
Vxc[ρ ](r) =
δExc[ρ ]
δρ(r)
. (2.12)
Ce terme doit son nom au fait qu’il cherche à corriger deux lacunes de la fonction d’onde
de Hartree. D’une part, le principe d’exclusion de Pauli impose que la fonction d’onde
des N électrons soit antisymétrique sous échange de deux particules. D’autre part, la
vraie fonction d’onde Ψ(r1 . . .rN) est corrélée, au sens où la probabilité de trouver une
particule en une position r1 dépend de la position de toutes les autres particules r2 . . .rN .
Si l’on disposait d’un moyen de calculer exactement Vxc[ρ ](r), on aurait la certitude
que la densité de ΨH , donnée par l’équation (2.3), correspond bien à la densité exacte,
puisqu’elle minimise l’énergie.
Toute la difficulté réside donc dans la définition du potentiel d’échange-corrélation,
puisque la fonction d’onde exacte est inconnue. Plusieurs fonctionnelles existent pour
calculer cette contribution énergétique et le potentiel associé à l’échange et la corréla-
tion. On a généralement recours à une paramétrisation basée sur des calculs plus précis.
Pour citer quelques exemples, la LDA (local density approximation) [11, 12] est une
fonctionnelle largement utilisée qui paramètre l’échange et la corrélation à partir de la
densité en un point seulement. La GGA (generalized gradient approximation) [13] tient
compte en plus de la variation de la densité et offre des résultats plus satisfaisants pour
les propriétés structurales des solides.
2.2 Mise en application
Une fois la fonctionnelle d’échange-corrélation choisie, on dispose d’une procédure
autocohérente nous permettant de trouver l’état fondamental du système, tel qu’illustré
à la figure 2.1. À partir du potentiel des ions, on suppose une densité électronique de
départ. Cette densité nous permet de construire le potentiel de Hartree et le potentiel
d’échange-corrélation. On peut alors diagonaliser l’hamiltonien pour trouver les valeurs
propres, les fonctions d’onde et l’énergie totale. À partir des états occupés, on obtient
une nouvelle densité électronique, qu’on utilise pour recommencer le cycle jusqu’à ce
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que l’énergie ne change plus ou que la densité soit stable.
Vions(r)
⇓
ρ(r) ⇐= {φλ , ελ}, E
⇓ ⇑
VH [ρ ](r),Vxc[ρ ](r) =⇒ H
Figure 2.1 – Procédure autocohérente pour calculer l’énergie d’un système
en DFT. À partir du potentiel ionique, on fait une supposition initiale sur la
densité. Cette densité permet de calculer le potentiel de Hartree et le potentiel
d’échange-corrélation, ce qui permet de construire l’hamiltonien complet. En
diagonalisant cet hamiltonien, on obtient les fonctions d’onde à un corps, les
énergies électroniques et l’énergie totale. On peut alors recalculer la densité
et recommencer le cycle jusqu’à l’obtention d’une solution stable.
Cette procédure permet de calculer l’énergie totale, mais aussi d’autres propriétés de
l’état fondamental, telles que les forces agissant sur les atomes. On peut donc déterminer
la configuration atomique qui minimise l’énergie totale, calculer une énergie de réaction
entre deux états, ou encore prédire les propriétés mécaniques d’un système (dureté, etc.)
2.2.1 Le problème de la bande interdite
Strictement parlant, on ne peut interpréter les valeurs propres de l’équation de Kohn-
Sham comme des énergies électroniques, mais seulement comme des multiplicateurs
de Lagrange de fonctions d’onde produisant la bonne densité électronique. Ces valeurs
propres comportent pourtant une certaine ressemblance avec le spectre énergétique du
système, et l’on s’en sert pour représenter la structure de bandes complète des matériaux,
tel qu’illustré à la figure 2.2.
Un problème flagrant apparaît alors. Dans les semiconducteurs et les isolants, la
bande interdite est largement sous-estimée, typiquement par 30 à 50%. Ceci est illustré
à la figure 2.3 pour différents matériaux. On sait dès lors que les propriétés relatives aux
états excités telles que l’affinité électronique et les propriétés optiques ne pourront pas
être décrites correctement par la DFT.
D’autres défauts apparaissent également lorsque la corrélation devient importante.
Les états de semi-coeur (ceux qui ne participent pas aux liens électroniques) peuvent
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Figure 2.2 – Structure de bandes du diamant calculée en DFT avec une fonc-
tionnelle LDA. Les bandes occupées sont tracées en bleu, et les bandes inoc-
cupées, en vert.
être mal positionnés en énergie, et certains isolants peuvent être incorrectement décrits
comme des métaux.
2.3 Modéliser l’échange et la corrélation
On peut pallier les défauts de la DFT à l’aide de fonctionnelles plus sophistiquées.
Ceci requiert habituellement certaines connaissances préalables sur le système à l’étude.
On pense par exemple aux fonctionnelles du type méta-GGA [15], conçues spécialement
pour les semiconducteurs, qui produisent des bandes interdites en meilleur accord avec
les expériences. Nous allons brièvement présenter deux méthodes permettant de décrire
plus fidèlement l’échange et la corrélation.
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Figure 2.3 – Prédiction de la bande interdite de différents solides avec la DFT
(remarquer l’échelle logarithmique). La fonctionnelle d’échange-corrélation
utilisée est la PBE. Les données sont tirées de [14].
2.3.1 Échange : opérateur de Fock
Il est possible de calculer exactement l’énergie d’échange en construisant une fonc-
tion d’onde antisymétrique à partir de fonctions d’onde à un corps. On obtient alors la
fonction d’onde de Hartree-Fock, définie à l’aide d’un déterminant de Slater :
ΨHF(r1,r2, ...rN) =
1√
N!
∣∣∣∣∣∣∣∣∣∣∣
φλ1(r1) φλ1(r2) · · · φλ1(rN)
φλ2(r1) φλ2(r2) φλ2(rN)
...
. . .
...
φλN(r1) φλN (r2) · · · φλN(rN)
∣∣∣∣∣∣∣∣∣∣∣
. (2.13)
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En utilisant la fonction d’onde de Hartree-Fock plutôt que celle de Hartree, on se re-
trouve avec un terme supplémentaire dans l’équation de Kohn-Sham, soit le terme de
Fock, qui est un potentiel non local :
VF(r,r′) =−
occ
∑
λ
φλ (r)φ
∗
λ (r
′)
|r− r′| . (2.14)
On peut générer ce potentiel dans un cycle DFT en se servant des fonctions d’onde cal-
culées à l’étape précédente. Cependant, une description exacte de l’échange ne donne
pas nécessairement de meilleurs résultats, puisque la corrélation n’est pas décrite avec
une précision comparable. Certaines fonctionnelles utilisent partiellement le terme de
Fock à l’aide d’un facteur empirique, pour tenir compte de la corrélation qui écrante
l’échange. C’est le cas, par exemple, de la B3LYP [16], dont les paramètres ont été ajus-
tés pour prédire adéquatement les propriétés de l’état fondamental dans les molécules
organiques.
2.3.2 Corrélation : modèle de Hubbard
La corrélation peut s’avérer importante dans les systèmes où les atomes comportent
des orbitales ’d’ ou ’f’, tels que les métaux de transition et les terres rares. Ces orbitales
étant spatialement très localisées, la répulsion coulombienne entre deux électrons occu-
pant le même site atomique devient importante. Les électrons auront donc tendance à
n’occuper qu’une seule orbitale à la fois, et à synchroniser leur mouvement pour éviter
d’être sur le même site.
Le modèle de Hubbard permet d’inclure ces effets dans un calcul DFT. Il s’agit
d’ajouter un terme local dans l’hamiltonien, qui agit sur les électrons occupant une or-
bitale atomique particulière, et qui dépend de l’occupation de cette orbitale. Ce terme
supplémentaire s’écrit
HU = ∑
λ∈S
Uρ
λ↑ρλ↓, (2.15)
où S désigne les orbitales atomiques du site que l’on souhaite corriger, et le termeU est
simplement l’énergie de répulsion coulombienne de deux électrons sur le même site, qui
10
2.4. Conclusion
sera préalablement calculé. À l’aide d’une approche du champ moyen [17], cette contri-
bution énergétique est insérée dans la boucle DFT autocohérente, et les occupations 〈ρ
λ
〉
sont utilisées pour calculer le potentiel local à chaque étape. Ce type de calcul, auquel on
réfère simplement comme DFT+U, permet de corriger la position énergétique des états
de semi-coeur, et de décrire convenablement les isolants de Mott. La valeur de l’énergie
d’interaction U s’avère cependant difficile à calculer, et est souvent traitée comme un
paramètre ajustable.
2.4 Conclusion
La pluralité des méthodes et des fonctionnelles d’échange-corrélation disponibles
pose évidemment problème, quant à la prédictibilité de la DFT. Si les calculs requièrent
une connaissance préalable sur le matériau, on perd le caractère ab initio de la méthode.
Il est donc souhaitable de disposer d’une méthode plus rigoureuse, si l’on veut explo-
rer les propriétés des états excités d’un système. Il faut pour cela faire appel à la théorie
des perturbations à N corps. Nous verrons que l’approximation GW offre une méthode
pratique pour calculer le spectre complet des énergies électroniques.
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CHAPITRE 3
THÉORIE DES PERTURBATIONS À N-CORPS
À la même époque que les travaux de Hohenberg, Kohn et Sham sur la DFT, Lars
Hedin proposa une reformulation exacte du problème à N corps dans un formalisme
tiré de la théorie des champs [18, 19]. Son approche basée sur la fonction de Green
avait l’avantage de décrire l’état fondamental ainsi que les excitations d’un système
sans avoir recours au potentiel d’échange-corrélation ou autres paramètres ajustables.
Or, c’est seulement dans les années 1980, après que la DFT soit bien établie, qu’on
employa les équations de Hedin pour raffiner les calculs DFT [20–22].
Dans cette approche, le système approximé par la DFT constitue le point de départ,
et peut être vu comme un système non interagissant, ou non perturbé. L’hamiltonien du
système interagissant comprend un terme d’interaction coulombienne entre les N par-
ticules, que l’on considérera comme une perturbation. La stratégie est de connecter les
fonctions de Green du système interagissant et non interagissant avec la self-énergie.
Cet opérateur permettra alors de corriger les valeurs propres obtenues en DFT pour leur
donner un sens physique d’énergies électroniques. Nous verrons dans ce chapitre le for-
malisme et la démarche menant aux équations de Hedin, et comment l’on peut élaborer
une procédure pratique pour calculer la self-énergie à l’aide de l’approximation GW.
3.1 Opérateurs de champ
Commençons par définir les opérateurs de champ ψˆ†(r) et ψˆ(r), qui créent et dé-
truisent une particule au point r. Il est à noter qu’on utilise ici la variable r = (r,σ) pour
noter à la fois la position r et le spin σ . On choisit une base complète de fonctions d’onde
à un corps φλ (r), pour écrire
ψˆ(r) = ∑
λ
φλ (r)cˆλ ; ψˆ
†(r) = ∑
λ
φ∗λ (r)cˆ
†
λ
, (3.1)
3.1. Opérateurs de champ
où les opérateurs cˆ†
λ
et cˆλ créent et détruisent une particule dans l’état φλ (r) (Voir an-
nexe I.) L’important est que les opérateurs de champ conservent les bonnes règles d’anti-
commutation fermioniques :
{
ψˆ†(r), ψˆ(r′)
}
=ψˆ†(r)ψˆ(r′)+ ψˆ(r′)ψˆ†(r) = δ (r,r′){
ψˆ†(r), ψˆ†(r′)
}
=
{
ψˆ(r), ψˆ(r′)
}
= 0. (3.2)
Les opérateurs de champ permettent d’écrire l’hamiltonien exact des électrons (dans
l’approximation des ions fixes) sous la forme :
Hˆ =
∫
drψˆ†(r)h(r)ψˆ(r)+
1
2
∫
drdr′ψˆ†(r)ψˆ†(r′)v(r,r′)ψˆ(r′)ψˆ(r), (3.3)
où
h(r) =−1
2
∇2+Vions(r), (3.4)
et v(r,r′) = 1|r−r′| est l’interaction coulombienne. Il est à noter que l’intégrale en
∫
dr
représente une intégrale en r et une somme sur les spins. Cet hamiltonien retient toute
la complexité du problème à N corps, puisque le second terme fait interagir toutes les
particules deux à deux, et le facteur 12 tient compte du double comptage. On peut aussi
écrire dans ce formalisme l’hamiltonien du système non interagissant (DFT), qui ne
contiendra que des termes à un corps :
Hˆ0 =
∫
drψˆ†(r)H0(r)ψˆ(r) =
∫
drψˆ†(r)
[
h(r)+VH[ρ ](r)+Vxc[ρ ](r)
]
ψˆ(r). (3.5)
À partir d’ici, nous allons oublier que VH et Vxc sont des potentiels autocohérents (qui
dépendent de la densité), et nous considérerons simplement que H0 est un hamiltonien
de départ.
Définissons finalement les opérateurs de champ dépendants du temps avec
ψˆ(r, t) =eiHtψˆ(r)e−iHt . (3.6)
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L’équation de mouvement pour ces opérateurs est donc
i
∂
∂ t
ψˆ(r, t) =
[
ψˆ(r, t),H
]
= ψˆ(r, t)H−Hψˆ(r, t), (3.7)
où l’hamiltonien peut être H ou H0 selon le contexte. Cet ensemble d’équations nous
fournit l’algèbre nécéssaire pour développer la théorie des perturbations à N-corps. Nous
cherchons maintenant à établir une connexion entre les observables du système non inter-
agissant avec ceux du système interagissant. Nous verrons que les observables (énergies
d’ionisation, excitations optiques, etc.) sont contenues dans la fonction de Green, et que
la connexion recherchée est décrite par la self-énergie.
3.2 Fonction de Green et self-énergie
Notre outil théorique principal est la fonction de Green. Celle-ci est définie comme
G(r, t;r′, t ′) =−i〈Ψ|Tτψˆ(r, t)ψˆ†(r′, t ′) |Ψ〉 , (3.8)
où Tτ est l’opérateur d’ordonnement temporel, qui place ses arguments en ordre chro-
nologique de droite à gauche, en changeant le signe pour chaque permutation de deux
opérateurs adjacents. On aura dans ce cas
G(r, t;r′, t ′) =−i〈Ψ| ψˆ(r, t)ψˆ†(r′, t ′) |Ψ〉Θ(t− t ′)
+i〈Ψ| ψˆ†(r′, t ′)ψˆ(r, t) |Ψ〉Θ(t ′− t), (3.9)
où Θ(t− t ′) est la fonction marche de Heaviside, qui vaut 1 si son argument est positif
et 0 autrement. L’état Ψ utilisé pour la valeur attendue est l’état fondamental exact du
système, qui est a priori inconnu. L’interprétation de la fonction de Green est la suivante.
Si le temps t est ultérieur au temps t ′, il s’agit de l’amplitude de probabilité qu’une
particule qu’on a ajouté dans l’état r′ au temps t ′ se retrouve ensuite en r au temps t. Si
le temps t est antérieur au temps t ′, il s’agit de l’amplitude de probabilité qu’une particule
qu’on a retiré (donc un trou qu’on a ajouté) au point r et au temps t se retrouve ensuite
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en r′ au temps t ′. Dans les deux cas, puisque le système est à l’équilibre, la fonction de
Green ne dépend que de la différence des temps t− t ′.
Cette définition suffit pour que la fonction de Green contienne toute l’information
sur la structure électronique du système. Par exemple, la densité (pour un spin donnée)
s’obtient avec
ρ(r) =−iG(r, t,r, t+), (3.10)
où t+ est un temps infinitésimalement plus grand que t.
Voyons comment s’écrit la fonction de Green du système non interagissant, que
l’on note G0. Connaissant l’évolution temporelle des opérateurs de champ, soit l’équa-
tion (3.7) avec H remplacé par H0, on obtient l’équation différentielle
[
i
∂
∂ t
−H0(r)
]
G0(r,r
′; t− t ′) = δ (r,r′)δ (t− t ′), (3.11)
où la fonction δ (t−t ′) provient de la dérivée de la fonction de Heaviside. La transformée
de Fourier de cette équation donne
[
ε−H0(r)
]
G0(r,r
′;ε) = δ (r,r′). (3.12)
Finalement, la fonction de Green non perturbée peut s’écrire 1
G0(r,r
′,ε) =∑
λ
φ 0λ (r)φ
0∗
λ (r
′)
ε− ε0
λ
+ iηλ
, (3.13)
où nous avons renommé φ 0λ et ε
0
λ les états propres et les valeurs propres de H0, et ηλ est
un nombre réel infinitésimal qui est négatif si l’état λ est occupé, et positif s’il est inoc-
cupé. La structure électronique est donc contenue dans la fonction de Green en termes
d’énergie, car G0 possède des pôles aux énergies propres du système.
Nous allons à présent établir une équation analogue à l’équation (3.12) pour G. On
1Voir annexe II.
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définit la self-énergie selon
[
ε−h(r)−VH(r)
]
G(r,r′;ε)−
∫
Σ(r,r′′;ε)G(r′′,r′;ε)dr′′ = δ (r,r′). (3.14)
La fonction de Green interagissante s’obtient donc lorsque le potentiel d’échange-
corrélation est remplacé par Σ(r,r′′;ε), la self-énergie, qui est un opérateur non local
dépendant de l’énergie.
Nous pouvons obtenir une forme semblable à l’équation (3.13) pour G, soit2
G(r,r′,ε) = ∑
λ
φλ (r)φ
∗
λ (r
′)
ε− ελ + iηλ
, (3.15)
où les énergies d’excitation ελ correspondent à l’énergie nécessaire pour ajouter ou reti-
rer une particule au système dans l’état λ . Avec cette forme pour la fonction de Green et
l’équation (3.14) on obtient l’équation de mouvement des quasi-particules :
[
h(r)+VH(r)
]
φλ (r)+
∫
Σ(r,r′;ελ )φλ (r′)dr′ = ελ φλ (r). (3.16)
Cette équation a bien la forme d’une équation de Schrödinger. Cependant, la self-énergie
ne sera généralement pas un opérateur hermitien, et les énergies ελ comporteront une
partie imaginaire. Ainsi, bien que les quasi-particules φλ (r) représentent des états ex-
cités, ces excitations ne sont pas des états propres du système, et elles possèdent un
certain temps de vie2. Néanmoins, les énergies des quasi-particules nous renseignent sur
l’affinité électronique et l’énergie d’ionisation du système, ainsi que sur les excitations
optiques. Il est donc souhaitable de trouver une expression pratique pour calculer la self-
énergie. C’est ce que nous donnent les équations de Hedin. Nous allons avant tout définir
un langage diagrammatique qui nous permettra de représenter ces équations.
2 Voir annexe II.
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3.3 Interprétation diagrammatique des équations
Commençons par rassembler les variables de position, de spin, et de temps, sous
un même indice : (r1,σ1, t1) = (r1, t1) = (1). On peut alors représenter un objet à deux
points tel que la fonction de Green non interagissante par une ligne :
G0(r1, t1;r2, t2) = G0(1,2) =
1 2
(3.17)
De même, la fonction de Green interagissante est représentée par une ligne double :
G(1,2) =
1 2
(3.18)
On représente la densité électronique en joignant les extrémités de la fonction de Green :
ρ(1) = G(1,1+) =
1
(3.19)
où 1+ signifie que le temps est pris à un intervalle infinitésimalement plus avancé. Le
potentiel coulombien est aussi une fonction à deux points, et ce potentiel agit de façon
instantanée. On écrit donc :
v(1,2) =
1
|r1− r2|δ (t
+
1 , t2) =
1 2
(3.20)
Dans cette notation, un point connecté à l’intérieur d’un diagramme représente une
intégrale sur les variables d’espace, de spin et de temps. On a par exemple, pour le
potentiel de Hartree
VH(1) =
∫
v(1,2)ρ(2)d2=
1
(3.21)
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Remarquons au passage qu’on peut représenter l’opérateur de Fock (2.14) comme
VF(1,2) =
1 2
(3.22)
Voyons maintenant comment les autres quantités physiques d’intérêt se représentent en
termes diagrammatiques.
3.4 Les équations de Hedin
En termes de positions et de temps, l’équation (3.14) s’écrit
[i
∂
∂ t1
−h(1)−VH(1)]G(1,2)−
∫
Σ(1,3)G(3,2)d(3) = δ (1,2). (3.23)
Si G0 dénote la solution de cette équation lorsque Σ = 0, alors3
G(1,2) = G0(1,2)+
∫
G0(1,3)Σ(3,4)G(4,2)d(3,4). (3.24)
Dans notre langage diagrammatique, nous pouvons écrire cette équation comme
= + Σ (3.24)
Ceci est la première équation de Hedin, qu’on appelle aussi une équation de Dyson,
puisque le terme de gauche apparaît dans le second terme de droite. Cette expression
dissimule donc une expansion de G en puissances de Σ. Afin de trouver une expression
pour Σ, on peut calculer explicitement la dérivée temporelle de la fonction de Green à
3Nous avons défini G0 comme la fonction de Green lorsque Σ = Vxc alors que, en général, on choisit
G0 comme la solution lorsque Σ = 0. Pour adapter l’équation (3.24) à notre formalisme, il faudrait en fait
y remplacer Σ par Σ−Vxc.
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l’aide de l’équation (3.7). On obtient alors4
[i
∂
∂ t1
−h(1)−VH(1)]G(1,2)
+
∫
v(1,3)
[
G(12,33+)− iG(3,3+)G(1,2)
]
d(3) = δ (1,2). (3.25)
Cette équation suggère une forme compliquée pour Σ, puisqu’elle fait intervenir une
fonction de Green à deux particules, définie comme
G(12,34) =−i〈Ψ|Tτψˆ(1)ψˆ(3)ψˆ†(4)ψˆ†(2) |Ψ〉 . (3.26)
L’approche développée par Hedin pour calculer la self-énergie est la suivante. Nous
allons introduire un potentiel perturbatif w(r, t), qui vient modifier le potentiel de Hartree
de la façon suivante :
VH(1) =
∫
v(1,2)ρ(2)d2+w(1). (3.27)
Ultimement, le potentiel w sera un potentiel nul, mais voyons comment le système
s’adapte à cette perturbation. On peut montrer que4
− iδG(1,2)
δw(3)
= G(12,33+)− iG(3,3+)G(1,2). (3.28)
ce qui correspond bien à l’expression qui apparaît dans l’équation (3.25). D’autre part,
on a4
δG(1,2)
δw(3)
=−
∫
G(1,4)
δG−1(4,5)
δVH(6)
δVH(6)
δw(3)
G(5,2)d(4,5,6). (3.29)
Nous pouvons donner un sens physique aux termes de cette équation. On retrouve
d’abord la fonction diélectrique inverse :
ε−1(1,2) =
δVH(1)
δw(2)
. (3.30)
Cette fonction décrit comment le potentiel électrostatique se réorganisera suite à la per-
4Voir annexe II.
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turbation. Elle définit aussi le potentiel coulombien écranté :
W (1,2) =
∫
ε−1(1,3)v(3,2)d(3) =
1 2
(3.31)
qui représente le potentiel effectif d’une charge introduite dans le système. Il est à noter
que cette interaction n’est plus instantanée, comme le potentiel coulombien dans le vide,
mais qu’il y a plutôt un effet de retardement ; la position d’une charge en un temps donné
affecte le potentiel à un temps ultérieur.
Nous définissons maintenant la fonction de vertex :
Γ(1,2,3) =−δG
−1(1,2)
δVH(3)
=
2
1
3
Γ (3.32)
Cette fonction à trois points nous permet finalement d’écrire la self-énergie comme
Σ(1,2) = i
∫
G(1,3)Γ(3,2,4)W(4,1)d(3,4), (3.33)
que l’on représente par
=Σ Γ
(3.33)
Encore faut-il trouver une expression pourW et Γ. En pratique, il sera plus aisé de
calculer la matrice diélectrique,
ε(1,2) =
δw(1)
δVH(2)
= δ (1,2)−
∫
v(1,3)P(3,2)d(3), (3.34)
qui est donnée en termes de la polarisabilité, définie par
P(1,2) =
δρ(1)
δVH(2)
= 1 2P (3.35)
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Nous pouvons alors trouver une équation autocohérente pourW :
W (1,2) = v(1,2)+
∫
v(1,3)P(3,4)W(4,2)d(3,4). (3.36)
Ceci est aussi une équation de Dyson, que l’on représente ainsi :
= + P (3.36)
Cette expression diagrammatique traduit bien l’interprétation du potentiel coulombien
écranté et de la polarisabilité. Celui-ci est formé de l’interaction coulombienne "nue"
avec la charge source, ainsi que de l’interaction avec le milieu qui se polarise, dû à la
présence de la charge source. Cette réorganisation de la charge environnante interagit à
son tour via un potentiel coulombien écranté.
La fonction de vertex permet de réécrire la polarisabilité 5 :
P(1,2) =−i
∫
G(1,3)Γ(3,4,2)G(4,1+)d(3,4), (3.37)
ou encore :
=P Γ (3.37)
La polarisabilité s’exprime donc comme la propagation d’un électron et d’un trou (re-
présentés par les deux fonctions de Green), puis l’interaction de la paire électron-trou
avec le milieu à travers la fonction de vertex.
À partir de l’équation (3.23), on obtient finalement une équation pour Γ, soit
Γ(1,2,3) = δ (1,2)δ (1,3)+
∫
δΣ(1,2)
δG(4,5)
G(4,6)Γ(6,7,3)G(7,5)d(4,5,6,7). (3.38)
5Voir annexe II.
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= +Γ
δΣ
δG Γ
(3.38)
Ainsi avons-nous trouvé un ensemble de cinq équations autocohérentes permettant de
calculer la self-énergie de façon exacte. Résoudre ces équations serait cependant une
tâche formidable, puisque ceci requiert le calcul de Γ, une fonction à trois points, qui elle-
même dépend d’une fonction à quatre points. Une approximation est donc essentielle, si
l’on veut approcher la solution de façon pratique.
3.5 L’approximation GW
L’approximation GW vise à approcher la solution des équations de Hedin à un coût
numérique raisonnable. On approxime la fonction de vertex en ne gardant que premier
terme, qui est une fonction δ à trois points :
≈Γ (3.39)
Il s’en suit que la polarisabilité s’écrit
≈P (3.40)
On appelle cette expression la polarisabilité des particules indépendantes, puisque celle-
ci décrit la propagation indépendante d’un électron et d’un trou, sans que l’un soit affecté
par l’autre.
Finalement, la self-énergie sera donnée par
≈Σ
(3.40)
soit le produit de G, la fonction de Green, et deW , le potentiel coulombien écranté.
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L’idée derrière cette approximation est de limiter au premier ordre le développement
de P et Σ en puissances deW . Historiquement, cette approche avait été développée pour
décrire les métaux. On s’attend effectivement à ce que le potentiel coulombien soit forte-
ment écranté dans ces systèmes. La self-énergie était alors une façon d’écranter le terme
de Fock (3.22). Comme nous allons le voir, cette expression s’avère être une bonne ap-
proximation dans les solides en général.
3.6 Mise en application : procédures GW et G0W0
Dans une implémentation pratique pour des systèmes cristallins, la polarisabilité est
calculée dans l’espace réciproque à l’aide des énergies propres et des fonctions d’onde
calculées en DFT6 :
PG,G′(q,ω) = ∑
v,c
ρvc(G+q)ρ∗vc(G′+q)
ω − (εc− εv)+ iη −
ρcv(G+q)ρ∗cv(G′+q)
ω +(εc− εv)+ iη , (3.41)
où les indices v et c réfèrent respectivement aux états occupés (valence) et inoccupés
(conduction), et η est un réel positif infinitésimal. Les éléments de matrice d’oscillateur
sont définis comme
ρλλ ′(q) =
∫
φ∗λ (r)e
−iq·rφλ ′(r)dr, (3.42)
ce qui impose kλ ′ −kλ = q, où kλ est l’impulsion cristalline de l’état λ . On peut alors
calculer la matrice diélectrique microscopique :
εG,G′(q,ω) = δG,G′− v(G+q)PG,G′(q,ω), (3.43)
et inverser cette matrice pour obtenir le potentiel coulombien écranté :
WG,G′(q,ω) = v(G+q)ε
−1
G,G′(q,ω). (3.44)
6Dans un système cristallin, une quantité à deux points dans l’espace réel sera invariante sous transla-
tion par un vecteur du réseau R, tel que F(r,r′) = F(R+ r,R+ r′). Dans l’espace réciproque, sa transfor-
mée de Fourier sera de la forme F(G+q,G′+q′) = F(G+q,G′+q)δ (q−q′) = FG,G′(q), où G est un
vecteur du réseau réciproque et q est un vecteur de la première zone de Brillouin.
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Finalement, il faut effectuer une convolution en fréquences pour calculer un élément de
matrice de la self-énergie :
〈φλ |Σ(ω) |φλ ′〉= ∑
GG′q
∑
λ ′′
∫
dω ′
2pii
WG,G′(q,ω ′) ρ∗λ ′′λ (G+q)ρλ ′′λ ′(G
′+q)
ω ′−ω + ελ ′′− iηλ ′′
. (3.45)
Dans une procédure GW autocohérente, les éléments de matrice de la self-énergie
sont utilisés pour définir un hamiltonien des quasi-particules [23]. En diagonalisant cet
hamiltonien, on obtient un nouvel ensemble de fonctions d’onde et d’énergies propres,
que l’on utilise pour calculer une nouvelle self-énergie, et ce, jusqu’à l’obtention d’une
solution stable.
On peut simplifier encore cette procédure en ne calculant qu’une seule fois la self-
énergie à partir du calcul DFT. Les énergies propres sont alors corrigées de façon pertur-
bative, en résolvant l’équation
ελ = ε
0
λ +
〈
φ 0λ
∣∣Σ(ελ )−Vxc ∣∣φ 0λ〉 . (3.46)
Cette procédure, qu’on note G0W0, suppose que les fonctions d’onde obtenues en DFT
ressemblent suffisamment aux fonctions d’onde des quasi-particules, de sorte que la self-
énergie soit à peu près diagonale dans cette base. La structure de bandes complète peut
être corrigée de cette façon, tel qu’illustré à la figure 3.1.
Les calculs G0W0 et GW donnent généralement des valeurs de bande interdite en
meilleur accord avec l’expérience que la DFT, comme le montre la figure 3.2. Typique-
ment, les calculs G0W0 sous-estiment légèrement la bande interdite, alors que les calculs
GW la surestiment. On constate toutefois que la procédure G0W0 effectuée à partir d’un
calcul LDA ou GGA donne souvent un meilleur accord avec l’expérience que la GW.
Par contre, le calcul G0W0 sera dépendant de la fonctionnelle choisie pour le calcul DFT,
tandis que le résultat du calcul autocohérent GW sera indépendant de ce choix [24], ce
qui en fait une procédure réellement ab initio.
Le coût numérique de ces calculs est toutefois substantiel. D’une part, le calcul de
la polarisabilité et celui de la self-énergie impliquent tous deux une somme sur les états
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Figure 3.1 – Structure de bandes du diamant calculée en G0W0 à partir
d’un calcul DFT avec une fonctionnelle LDA (carrés). La structure de bandes
en lignes pointillées est celle calculée en DFT, pour laquelle les bandes de
conduction ont été uniformément décalées en énergie, de façon à ce que la
bande interdite concorde avec celle calculée en G0W0.
inoccupés. La convergence numérique de ces objets peut nécessiter plusieurs centaines
de bandes. D’autre part, la difficulté du calcul augmente avec la taille de la matrice
diélectrique en ondes planes G,G′, que l’on limitera à une certaine énergie cinétique de
coupure. Finalement, la convolution en fréquences dans l’équation (3.45) nécessite que
la matrice diélectrique soit calculée sur une certaine gamme de fréquences.
Nous verrons au prochain chapitre comment ces paramètres de convergence affectent
les résultats du calcul, et comment il est possible d’alléger la procédure à l’aide de mo-
dèles pour la matrice diélectrique.
25
3.6. Mise en application : procédures GW et G0W0
1 2 4 8 16
Valeur expe´rimentale (eV)
0.5
1
2
4
8
16
V
a
le
u
r
th
e´
o
ri
q
u
e
(e
V
)
Si
GaAs
SiC
CdS
AlP
GaN
ZnO
ZnS
CBN
MgO
LiF
Ar
Ne
DFT
G0W0
GW
Figure 3.2 – Prédictions de la bande interdite de différents solides avec la
DFT, la G0W0 et la GW. La fonctionnelle d’échange-corrélation utilisée est
la PBE. Les données sont tirées de [14] et [25].
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CHAPITRE 4
MODÈLE DE PÔLE DE PLASMON DANS LES OXYDES TRANSPARENTS
4.1 Mise en contexte
Les oxydes transparents conducteurs sont une classe de matériaux d’importance tech-
nologique majeure. Ces systèmes possèdent généralement une bande interdite comprise
entre 3 et 8 eV, ce qui leur confère une transparence à la lumière visible, tout en ayant
une certaine conductivité électrique. La combinaison de ces deux propriétés les rend
aptes à la confection de dispositifs optoélectroniques, tels que les cellules solaires, les
diodes électroluminescentes, ou les écrans tactiles. Or, dans ce champ d’applications, le
matériau par excellence est l’oxyde d’indium dopé à l’étain (ITO). L’indium se faisant
toujours plus rare, et son prix, toujours plus élevé, la demande technologique pour un
matériau de remplacement est aujourd’hui criante.
Nous avons employé la méthode G0W0 pour l’étude de différents oxydes transpa-
rents, soit le ZnO, le SnO2 et le SiO2, dont certains deviennent conducteurs lorsque dopés
adéquatement. Dans un premier temps, nous avons exploré les propriétés de convergence
de la méthode G0W0 dans le ZnO, et tenté de faire la lumière sur ce système probléma-
tique. Le choix du modèle de pôle de plasmon s’est avéré déterminant dans les résultats
du calcul. Nous avons ensuite élargi notre étude aux autres composés et procédé à une
évaluation minutieuse de la performance de la méthode G0W0 dans ces systèmes.
4.1.1 Modèles de pôles de plasmon
Comme nous l’avons mentionné, la convolution en fréquences dans l’expression de
la self-énergie alourdit considérablement le calcul. Il est possible de contourner cette
difficulté à l’aide d’un modèle de pôle de plasmon (PPM). La partie imaginaire de la
matrice diélectrique inverse, qui est liée à l’absorption optique en fonction de la fré-
quence, présente généralement un pic à la fréquence plasmonique, ce qui correspond à
un mode collectif d’excitation électronique. On modélise alors cette partie imaginaire
4.1. Mise en contexte
comme un pic d’absorption unique, tel qu’illustré à la figure 4.1. La partie réelle est
en même temps déterminée par les relations de Kramers-Kronig. Toute la dépendance
en fréquences des éléments de la matrice diélectrique est donc déterminée par deux pa-
ramètres, soit la position et l’amplitude du pic d’absorption. Le développement de ce
modèle a largement contribué à populariser la méthode GW, puisque le coût numérique
s’en trouvait allégé par un facteur 10 à 100 [20].
La méthode pour déterminer les paramètres du modèle n’est pas unique, de sorte que
différents PPMs furent élaborés. Deux contraintes sont nécessaires pour déterminer les
paramètres. Une première condition, qui est commune à tous les PPM, est que la limite
statique ω = 0 soit reproduite exactement par le modèle. La matrice ε−1G,G′(q,0) est donc
calculée explicitement.
Le premier PPM à avoir été développé dans le cadre de la GW fut celui de Hybertsen
et Louie (HL) [20]. Leur modèle s’appuyait sur la règle de somme f [26] pour fixer
les paramètres. Cette règle de somme, toujours vérifiée dans les systèmes réels, relie le
premier moment en fréquences de la matrice diélectrique à la densité électronique. Ainsi,
un seul calcul de la matrice diélectrique était nécessaire pour obtenir les paramètres. Les
PPMs de von der Linden et Horsche [26] et de Engel et Farid [27] reposent également
sur cette règle de somme, mais utilisent une paramétrisation différente de la matrice
diélectrique. Finalement, le PPM de Godby et Needs (GN) [28] n’utilise pas la règle de
somme f, mais requiert plutôt un second calcul de la matrice diélectrique à une autre
fréquence pour déterminer les paramètres.
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Figure 4.1 – Modélisation de la matrice diélectrique inverse du ZnO à l’aide
d’un modèle de pôle de plasmon. La matrice diélectrique complète en fonc-
tion de la fréquence apparaît en vert, et le modèle, en bleu. La partie imagi-
naire apparaît en trait pointillé rempli. La matrice diélectrique est en unités
de ε0, la permittivité du vide.
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4.1.2 Le cas du ZnO
En 2010 paraissait une étude [29] montrant qu’un calcul LDA+G0W0 produisait une
bande interdite en accord avec l’expérience. Cet article montrait que le nombre de bandes
utilisées dans le calcul de la self-énergie, et l’énergie cinétique de coupure de la matrice
diélectrique étaient des paramètres codépendants. La contradiction avec les résultats pré-
cédemment publiés était donc attribuée à la sous-convergence des paramètres du calcul.
Martin Stankovski et moi-même étudiions ce système depuis un certain temps, et
nous avions remarqué cette relation dans les paramètres de convergence. La taille de la
matrice diélectrique était exceptionnellement grande dans ce système, et le calcul néces-
sitait un très grand nombre de bandes de conductions. Par ailleurs, les travaux de Hemant
Dixit et al.[30] avaient montré que les états de semi-coeur du zinc apportaient une contri-
bution importante à l’écrantage dans le ZnO. La nature localisée de ces états permettait
donc un fort couplage avec les bandes de conduction de haute énergie, expliquant la lente
convergence de la matrice diélectrique.
Toutefois, nos résultats différaient significativement de ceux publiés par Shih et
al.[29], et l’on s’aperçut que le désaccord était attribuable au choix du modèle de pôle
de plasmon. De fait, la valeur de la bande interdite variait énormément entre les diffé-
rents PPM. Seul un calcul complet de la matrice diélectrique dépendante en fréquences
permettait de déterminer la valeur attendue pour un calcul LDA+G0W0. On put alors
déterminer que le PPM de Godby et Needs reproduisait le plus fidèlement les résultats
obtenus avec la matrice diélectrique complète, tandis que les PPMs basés sur la règle
de somme f surestimaient la bande interdite. Ces travaux apportèrent une clarification
importante sur le rôle du PPM dans les calculs G0W0 et une validation de la méthode.
L’article reçut une attention appréciable au sein de la communauté scientifique (plus de
30 citations dans les trois premières années selon Google Scholar.)
4.1.2.1 Contribution des auteurs
M. Stankovski, G. Antonius, D.Waroquiers, A.Miglio, H. Dixit, K. Sankaran, M. Gian-
tomassi, X. Gonze, M. Côté, and G.-M. Rignanese, “G0W 0 band gap of zno : Effects of
plasmon-pole models,” Phys. Rev. B, vol. 84, p. 241201, Dec 2011
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Martin Stankovski a mené le projet et rédigé la première version l’article. Les cal-
culs on été faits par Martin, moi-même, David Waroquiers, Anna Miglio et Kiroubanand
Sankaran. Les travaux de Hemant Dixit sur le ZnO ont appuyé notre recherche. L’im-
plémentation de la procédure GW fut réalisée par Matteo Giantomassi. Le projet a été
supervisé par Gian-Marco Rignanese, Xavier Gonze et Michel Côté. Tous les auteurs
ont activement contribué à la révision du manuscrit.
4.1.3 Étude du ZnO, du SnO2 et du SiO2
Notre étude de l’impact du PPM sur la prédiction de la bande interdite fut ensuite
élargie à toute la structure de bande dans le ZnO, le SnO2 et le SiO2. L’objectif de ces
travaux était, d’une part, de vérifier si nos observations dans le ZnO étaient applicables
aux autres oxydes, mais aussi de déterminer si les calculs G0W0 pouvaient prédire adé-
quatement l’énergie de liaison des états de semi-coeur. Ce dernier aspect est important
pour la prédiction de la bande interdite des oxydes comportant des métaux de transition,
tel que le ZnO et le SnO2. Comme le calcul LDA tend à sous-estimer l’énergie de liaison
des états d, ces états auront tendance à s’hybrider avec les états 2p de l’oxygène. Cette
sur-hybridation aura pour effet de réduire la bande interdite, puisque les états 2p, qui se
trouvent au niveau de Fermi, seront poussés vers les plus hautes énergies.
Nos conclusions sur le comportement des différents PPMs dans le ZnO se sont avé-
rées être applicables aux autres oxydes ; les PPM basés sur la règle de somme f sures-
timent la bande interdite par rapport au calcul utilisant la matrice diélectrique complète.
Des études similaires [31] confirmèrent subséquemment cette tendance dans plusieurs
semiconducteurs.
Nos travaux montrent également que les calculs G0W0 ne corrigent que partiellement
l’énergie de liaison des états de semi-coeur, sans pour autant les positionner aux éner-
gies observées expérimentalement. C’est là une limitation de l’approche perturbative,
puisqu’on utilise les fonctions d’onde calculées en DFT.
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Carefully converged calculations are performed for the band gap of ZnO within Many-
Body Perturbation Theory (G0W 0 approximation). The results obtained using four dif-
ferent well-established plasmon-pole models are compared with those of explicit cal-
culations without such models (the contour-deformation approach). This comparison
shows that surprisingly, plasmon-pole models depending on the f -sum rule gives less
precise results. In particular, it confirms that the band gap of ZnO is underestimated in
the G0W 0 approach as compared to experiment, contrary to the recent claim of Shih et
al. [Phys. Rev. Lett. 105, 146401 (2010)].
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Transparent conducting oxides (TCOs) are a class of technologically important ma-
terials for optoelectronic and spintronic applications [1]. Doped zinc oxide (ZnO) is
among possible cheap alternatives to indium based oxides which have generated consi-
derable interest in the last decade [2]. From the theoretical standpoint, first-principles
many-body calculations, which are now routinely used in order to make comparison
with experiments, have proven surprisingly difficult even for pure bulk ZnO. The repor-
ted theoretical bandgaps for the naturally occuring polymorph (the wurtzite structure)
range from about 2.1 eV to 4.2 eV [3–13], to be compared with a measured value of
3.6 eV [14]. Recently, a Letter by Shih et al. [11] claimed that a reasonable theore-
tical gap could be obtained by using conventional perturbative G0W 0 and including a
Hubbard U parameter to account for the strongly correlated Coulomb repulsion between
the Zn semi-core d states and the valence shell p states. The implication of Ref. [11] is
that all prior calculations have been underconverged due to a deceptive interrelationship
between convergence parameters. In their work, Shih et al. used a plasmon pole model
(PPM) to account for the frequency dependence of the inverse dielectric function of the
material. However, results can vary greatly depending on the exact PPM used [15, 16].
In this letter we study in great detail, and to a high numerical accuracy, exactly what
effect different plasmon-pole models have on the value of the band gap. In order to
compare our results closely with those of Ref. [11], we use the same numerical parame-
ters [17], and we also perform full-frequency calculations. We first introduce the theory
of the PPM and full-frequency approaches. Then we present results for ZnO, and finally
a discussion with a deeper analysis is provided. We show that the converged band gap
strongly depends on the choice of plasmon-pole model, and that, without such a model,
the G0W 0 approach fails to agree with experiment.
4.2.1 Theory
The application of perturbative quasiparticle (QP) corrections from a density func-
tional theory (DFT) starting point is a long-standing success story in condensed matter
theory [18]. The central assumption is that Kohn-Sham (KS) orbitals are a good ap-
proximation to the QP orbitals, and thus only a single iteration of Hedin’s GW approxi-
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mation [19] needs to be performed (G0W 0 approximation). A first-order correction to
the KS eigenenergies is obtained through the Taylor expansion of the self-energy, Σ(ω)
to first order around the KS energy eigenvalues. The self-energy is typically split as :
Σ(ω) = Σx+Σc(ω), into a frequency-independent pure-exchange part, Σx, and a corre-
lation part evaluated as :
Σc(ω) =−i
∫ ∞
−∞
dω ′G(ω +ω ′)W dyn(ω ′), (4.1)
where we have suppressed the fact that the complex-valued Σc, Green’s function G, and
dynamic part of the screened interactionW dyn, are functions of two spatial coordinates.
Σc and W dyn obey Kramers-Kronig causality relations. In periodic crystalline systems,
these quantities are expanded in a plane-wave basis, with G,G′ labelling reciprocal-
lattice vectors, and q labelling a wave vector, giving
W dynG,G′(q,ω) = [ε
−1
G,G′(q,ω)−δG,G′]vG,G′(q), (4.2)
where ε−1 is the inverse dielectric matrix calculated in the random-phase approximation
with a sum over unoccupied states [20, 21] and v the Coulomb potential (in matrix form).
In principle these matrices are infinite, but in practice they are zeroed beyond a maximum
wavevector |q+G|, or energy 12 |q+G|2. All plasmon-pole approximations enable an
analytic solution of the convolution in Eq. (4.1) by positing a functional approximation to
the frequency dependence in ε−1. The simplest possible approximation is the assumption
that all the spectral weight in Im(ε−1), for positive frequencies, is concentrated in a
single Dirac delta peak for each matrix element :
Im[ε−1G,G′(q,ω)] = AG,G′(q)
× [δ (ω − ω˜G,G′(q))−δ (ω + ω˜G,G′(q))] ,
Re[ε−1G,G′(q,ω)] = δG,G′ +
Ω2G,G′(q)
ω2− ω˜2G,G′(q)
,
(4.3)
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where the G,G′ and q-dependent weight of the delta peak A, oscillator strength Ω, and
pole position ω˜ are to be determined. Two of these parameters are independent, and the
third can be found through the Kramers-Kronig relation. PPMs were originally introdu-
ced by Hedin [22] for the homogenous electron gas and then generalised for arbitrary
crystalline systems by Hybertsen and Louie (HL) [23], and also by Godby and Needs
(GN) [24]. The HL PPM fixes the dependence of the pole position and the oscillator
strength by requiring that the plasmon pole parameters reproduce the value of ε−1 in the
static limit (ω = 0+), as well as fulfilling Johnson’s frequency sum (f -sum) rule [25],
∫ ∞
0
dω ωIm[ε−1G,G′(q,ω)] = 2pi
2 (q+G)·(q+G′)
|q+G|2 nG−G′, (4.4)
where nG−G′ is the electron density in reciprocal space. In this way the low and high
real frequency limits are exact, and the PPM only requires the dielectric function to be
explicitly evaluated at ω = 0+. In contrast, the GN PPM takes advantage of analytic
continuation into the complex plane : ε−1(ω)→ ε−1(iω) and determines the parameters
through the explicit evaluation of the dielectric function for a second point along the
imaginary frequency axis, typically taken to be near the real plasma frequency of the
system if known, or near the plasma frequency as evaluated from the average density per
volume : iωp = i
√
4pin0.
For comparison, the models of von der Linden and Horsch [26] (vdLH) and Engel
and Farid [27] (EF) have also been tested in this work. They are both based on the
spectral decomposition of the symmetrised dielectric matrix, and use the zero frequency
limit and the f -sum rule to fix the parameters.
If a PPM is to be avoided, the frequency convolution in Eq. (4.1) needs to be perfor-
med numerically. However, the poles of the Kohn-Sham Green’s function are right on
the axis, and so the spectral function has a long — in principle infinite — set of very
sharp peaks there. It is then more convenient to recast the integral in Eq. (4.1) with the
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use of an appropriate contour in the complex plane as :
Σc(ω) =−
C
∑
s
lim
z→zs
G(zs)W
dyn(zs)(z− zs)
− i
2pi
∫ ∞
0
d(iω ′)G(ω + iω ′)W dyn(iω ′)
(4.5)
=−
BZ
∑
q
∑
s
M
s
G,G′(k,q)
{
W dynG,G′(q, |ω− εs|− i0+)
× [θ(ω− εs)θ(εs−µ)−θ(εs−ω)θ(µ − εs)]
+2i
∫ ∞
0
d(iω ′)
(ω− εs)
(ω− εs)2+ω ′2W
dyn
G,G′(q, iω
′)
}
,
(4.6)
where Eq. (4.5) is the general expression, while Eq. (4.6) is the special case of periodic
systems, Σc(ω)→ ΣcG,G′(k,ω), when the Green’s function is constructed from Kohn-
Sham (KS) orbitals with eigenvalues εs. M is a frequency-independent function related
to the oscillator matrix elements. The contour C in the complex plane is described in
detail in Ref. [28]. The first term is the sum over poles enclosed in the contour, and,
together with Σx, it forms the screened exchange part, while the second component with
the integrated term is the so-called Coulomb-hole contribution. In practice there is al-
ways a limit to the total number of unoccupied states or bands, Nb, that can be included
in the evaluation of the self-energy and in the screened interaction.
4.2.2 Results for ZnO
The QP corrections are calculated using the local density approximation [29] (LDA)
of DFT as the starting point. To ease the comparison, we use the same computational
parameters [17] as in Ref. [11]. When the HL PPM is adopted, we reproduce the conver-
gence behavior reported by Shih et al. [see Fig. 4.2(a)] for theG0W 0 band gap. However,
when the other PPMs are used, the gap obtained is significantly lower. The convergence
behaviors of the vdLH PPM and the EF PPM are similar to that of the HL PPM, i.e.
there is a very slow convergence with respect to the number of bands and the plane-wave
cutoff. For the GN PPM this behavior is milder, and about 800 unoccupied bands (and
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Figure 4.2 – (color online) (a) Convergence of the LDA+G0W 0 band gap
versus the number of bands included in the sum over unoccupied bands in
the self-energy, and (b) convergence of the band gap versus the energy cutoff
of the dielectric matrix. Contour deformation (CD) is the actual result, i.e.
using a full-frequency treatment without a plasmon-pole model (PPM). The
Hybertsen-Louie (HL), Godby-Needs (GN), von der Linden-Horsch (vdLH),
and Engel-Farid (EF) PPMs [17] seek to emulate the CD result. The CD curve
in (a) is taken at 40 Ry, whereas the result at 80 Ry is expected to be where
the extrapolated [12] CD curve (squares) in (b) levels out.
a plane wave cutoff of about 40 Ry) is sufficient to converge the value of the gap to
within 0.02 eV. The model-free contour deformation (CD) result has a slightly slower
convergence rate than the GN PPM, with about 1700 unoccupied bands being sufficient
to converge. Clearly, the PPM which best reproduces the CD result is the GN PPM. To
investigate the reasons for this, we have compared the behavior of Re[ε−1] for the GN
and HL PPM with the actual one along both the imaginary and real axis. Some represen-
tative results for diagonal elements of Re[ε−1] (for q= 0) are shown in Fig. 4.3(a)-(l).
It is clear that both PPMs are crude approximations, even though they match at the
zero frequency limit. However, the HL PPM has its weight fixed by the sum rule, and this
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Figure 4.3 – (color online) Examples of the actual Re[ε−1] along the real [(a)-
(f)] and imaginary [(g)-(l)] axis for some diagonal matrix elements (12 |G|2
is given in parenthesis in each plot) compared to that of the PPMs. The full
(blue) line is the actual function, the (red) line with long dashes is the HL
PPM, and the (green) short dashed line is the GN PPM. The pole position on
the real axis is indicated by the vertical lines. The x and y axis labels of (a)
apply to (b)-(f) and those of (g) to (h)-(l).
forces the pole position ever further out on the real axis. In turn, this seems to create an
overestimation of the contribution from the pole along the imaginary axis, especially in
the low-frequency region. Here, the GN PPM is a much better match due to its construc-
tion as a minimal pole fit along the imaginary axis.
Since all PPMs which use the f -sum rule to fix the pole parameters lead to a systema-
tic overestimation of the gap it is interesting to estimate the importance of the fulfillment
of this rule in the screening. As can be seen in Fig. 4.4(b), the sum rule is actually very
poorly fulfilled by the GN PPM ; it is by construction exactly fulfilled by the HL PPM,
while for the model-free ε−1, its fulfillment is slowly achieved as more unoccupied states
are added. The CD gap however is already converged with about 1000 bands in the scree-
ning, hence fulfillment of the sum rule does not seem to be a critical criterion, at least
for most of the matrix elements of the dielectric function. Indeed, it seems that for a
simple plasmon-pole model of the type defined in Eq. (4.3), it is very difficult to satisfy
both a good overall match for the low-frequency region and a fulfillment of the sum rule.
We have also checked the convergence with the k-point grid, as displayed in Table 4.I.
These results were done with a plane-wave cutoff of 80 Ry and the equivalent of& 3000
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Figure 4.4 – (color online) (a) The position of the GN and HL PPM pole for
the diagonal elements of ε−1 [where the vertical lines are in Fig. 4.3(a)-(f)].
(b) The fulfillment of the f -sum per diagonal matrix element for the GN and
HL PPMs. The blue curves are the parameter-free results for various cutoffs
of the number of unoccupied states included in the screening.
bands [30] included in both the screening and the self-energy. For the HL PPM, the value
at 5x5x4 in the table is 0.2 eV higher than the most converged value in Fig. 4.2, indi-
cating that the latter is still not entirely converged, as pointed out in Ref. [11]. For the
GN PPM, our best value is 2.35 eV. Based on Fig. 4.2 we expect that the corresponding
CD value would be about 2.4 eV. This is about 0.4 eV lower than the value of 2.83 eV
from the all-electron calculation of Friedrich et al. [12]. The discrepancy should be en-
tirely due to pseudization and core-relaxation effects [31]. It is apparent that the LDA
was never a good starting point, since the ground state band gap of ZnO (0.67 eV in this
work) is underestimated by as much as 80% and the RPA dielectric constant (ε∞ = 5.45
in this work) is overestimated by about 44% compared to experiment. The inclusion of
a Hubbard U parameter (as used by Shih et al.) is not expected to remedy this, since it
only leads to an opening of the ground-state and G0W 0 gaps of about 0.2 eV.
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MP grid
2x2x2 4x4x3 5x5x4 7x7x4 8x8x5
HL PPM 3.448 3.571 3.559 3.574 3.566
GN PPM 2.215 2.351 2.344 2.363 2.352
Table 4.I – ZnO LDA+G0W 0 gap (eV) convergence with respect to k-point
grid, with the equivalent of & 3000 bands (through Bruneval-Gonze extrapo-
lation [30]) in the sums forW dyn and Σc at a plane wave cutoff of 80 Ry.
4.2.3 Discussion
A priori, it makes perfect sense theoretically to fix the parameters of a single pole by
using the f -sum rule, thus fixing the asymptotic high-frequency limit of the analytic pole
approximation. However, our results show that this is inadvisable in the case of ZnO, and
probably in many other cases where there is a strong influence of semi-core states [15,
16]. It is clear that a simple pole on the real axis is a very crude approximation to the true
behavior of the screening, in fact it seems surprising that it has worked so well thus far.
The first problem is that a realistic crystalline solid actually has a whole plasmonic band
structure spectrum, and while a simple pole is a good approximation for the homogenous
electron gas, in reality there are numerous plasma resonances depending on the crystal
potential and the various electronic shells of the atomic cores. When it is necessary to
take into account semi-core states [13], the valence density will be sharply peaked around
the atomic cores, which leads to large and highly oscillatory values for very large G,G′
components of the valence density in reciprocal space, nG−G′ . This should account for
the very slow convergence with respect to the plane wave cutoff for all PPMs that employ
the f -sum rule, a behavior which is absent when using the CD method or the GN PPM.
It is also surprising that the GN PPM works so well, given that it is based on exactly
the same analytic form as the HL PPM. The reason for this is clear from an inspection of
Eq. (4.6), where the sum over the poles of the Green’s function, i.e. the dynamic scree-
ned exchange contribution, has restrictions on it imposed by the Heaviside functions.
Only a very small range along the real-frequency axis is needed for the evaluation the
QP corrections for the states forming the gap (for ZnO, this range is ∼ 0−1.1 eV). As
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can be seen in Figs. 4.3 (a)-(f) (left section), for small frequencies both the GN and HL
PPMs are decent approximations, for a large range of the plane-wave index. However,
the Coulomb-hole contribution is given by the integration of the smooth functional be-
havior of ε−1 along the imaginary axis, multiplied by a Lorentzian centred at the origin.
When Σc is evaluated at energies close to a KS eigenvalue, the Lorentzian will effectively
become a delta function for a single term, and will be picking out the zero-frequency li-
mit, which is also exactly fulfilled by all PPMs. Thus we know that the non-resonant
terms in the coulomb-hole contribution must become important, precisely for those ma-
terials where the GN and HL PPMs give a very different result. These terms probe the
low-frequency region of W on the imaginary axis, and it is exactly here that the GN
PPM is a much better approximation, while the contribution from the HL PPM is far too
large due to the enforced f -sum rule. This difference is apparent in Figs. 4.3 (g)-(j) (right
section). The GN approach is computationally more demanding, requiring two explicit
evaluations of ε−1 rather than one, but the added effort is not prohibitive on modern com-
puters and well worth it for the added accuracy. In conclusion, ZnO is still an example
of a system where one has to be careful about the choice of PPM, and the LDA+G0W 0
approach fails.
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The electronic properties of three different oxides (ZnO, SnO2 and SiO2) are investiga-
ted within many-body perturbation theory in the G0W 0 approximation. The frequency
dependence of the dielectric function is either approximated using two different well-
established plasmon-pole models (one of which enforces the fulfillment of the f -sum
rule) or treated explicitly by means of the contour-deformation approach. Comparing
these results, it is found that the plasmon-pole model enforcing the f -sum rule gives
less accurate results for all three oxides. The calculated electronic properties are also
compared with the available experimental data and previous ab initio results, focusing
on the d-state binding energies. The G0W 0 approach leads to significantly improved
band gaps with respect to calculations based on the density functional theory in the
local density approximation.
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4.3.1 Introduction
While density functional theory (DFT) has proved to be successful in predicting the
ground state properties of semiconductors and insulators, the corresponding predicted
band gaps are systematically underestimated compared to the experimental values. In
fact, DFT is a ground state theory and formally Kohn-Sham (KS) eigenvalues cannot be
interpreted as quasiparticles (QP) energies.
In contrast, many-body perturbation theory (MBPT) allows one to determine the
excited-state properties (e.g. single-particle addition and removal energies) and there-
fore the QP band structures with very good accuracy. The key quantity in MBPT is the
self-energy operator Σ which carries information related to the many-body interactions
between the particles. It is non-local, non-Hermitian and energy dependent. In fact, the
main difficulty is to find an adequate expression for Σ. Hedin [1] proposed a perturba-
tive approach in which the self-energy operator is obtained by solving self-consistently a
set of coupled integro-differential equations. This scheme being very cumbersome, He-
din also suggested an approximation for the vertex function Γ which appears in these
equations. As a result, the self-energy operator is simply obtained as the product of the
Green’s function (G) and the dynamically screened Coulomb potential (W ). In principle,
the self-consistency requirement still holds. However, it is customary to stop after the
first iteration, which is often referred to as one-shot GW or G0W 0. In this framework,
the self-energy operator is obtained from the KS states. The G0W 0 method usually leads
to very reasonable band gaps and bandstructures for quite a large range of semiconduc-
ting and insulating materials.
In practice, it is most efficient to obtain the QP energies using perturbation theory
with respect to the results of DFT : the self-energy operator Σ is treated as a correction
to the exchange-correlation potential of the system in the KS picture. The QP energies
are thus computed by adding QP corrections to the KS eigenvalues. This procedure will
result in values in agreement with experiment provided that the KS states are similar
to the QP states. Otherwise a self-consistent approach on the eigenvalues, and possibly
on the eigenstates, might be necessary. Recently, it was shown that G0W 0 results may
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depend not only on the KS starting point but also on a subsequent approximation in the
treatment of the frequency dependence of the dielectric function [2] : namely the use of
plasmon pole models (PPMs) [3]. Analyzing the differences between different PPMs is
important in the evaluation of the G0W 0 approximation and its reliability. That is the aim
of the present paper.
We focus on three different oxides (ZnO, SnO2 and SiO2) and we compare the effects
of DFT in the local density approximation (LDA) and standard GW approximations of
the dielectric function on their fundamental band gap and the semicore d-state binding
energies. We also discuss in more detail their electronic structure and compare it to avai-
lable experimental data.
First-principles electronic structure calculations on these oxides have already been car-
ried out with different methods, most of them within the framework of DFT. More
recently, MBPT was used to better describe excited-state properties, mainly the band
gap [4–22], but there are still significant discrepancies up to the order of 1 eV in the
reported band gap values .
This work is organized as follows : we first describe the theoretical methods ; we then
discuss the results for ZnO, SnO2 and SiO2 and compare them to available experimental
data and previously reported ab-initio results.
4.3.2 Theoretical methods
If KS orbitals are a good approximation to the pertubatively corrected QP orbitals
then only one iteration of Hedin’s GW approximation [1] needs to be performed i.e. the
so-called G0W 0 approach.
The Green’s function G and the screened Coulomb potentialW are needed to compute
Σ :
Σ(r,r′;ω) =
i
2pi
∫ ∞
−∞
dω ′G(r,r′;ω +ω ′)W (r,r′;ω ′), (4.7)
G is represented in terms of the KS orbitals φi and energies εKSi as
G(r,r′;ω) = ∑
i
φ∗i (r
′)φi(r)
ω− εKSi − iη
, (4.8)
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where η = 0+ for occupied states i.e. hole excitations and η = 0− for unoccupied states
i.e. electronic excitations. The dynamically screened Coulomb potential is given by
W (r,r′;ω) =
∫
dr′′ε−1(r,r′′;ω)v(r′′,r′), (4.9)
where v(r,r′) is the bare Coulomb potential and ε(r, r′;ω) is the dielectric function. The
self-energy is usually separated into a frequency independent pure-exchange part Σx and
a correlation part Σc to give Σ(ω) = Σx+Σc(ω), where :
Σx =
i
2pi
∫ ∞
−∞
dω ′G(ω ′)veiω
′η , (4.10)
and
Σc(ω) =
i
2pi
∫ ∞
−∞
dω ′G(ω +ω ′)[W(ω ′)− v]. (4.11)
We have omitted the spatial part in the previous equations for Σ, since it is a pure mul-
tiplication. The quasiparticle energies are then obtained perturbatively, assuming εQPi
close to εKSi
εQPi = ε
KS
i +Zi 〈φKSi |Σ(r,r′;εKSi )−Vxc(r)δ (r− r′)|φKSi 〉 (4.12)
where Zi is the renormalization factor
Z−1i = 1−〈φKSi |
∂Σ(ω)
∂ω
∣∣∣∣
εKSi
|φKSi 〉 . (4.13)
PPMs are used to compute Σc by approximating the convolution integral (4.11). In a
periodic system, where ε−1 is the inverse dielectric matrix in the random phase ap-
proximation (RPA) [23, 24], the dynamical part of the screened interaction defined as
W c =W − v reads
W cG,G′(q,ω) = [ε
−1
G,G′(q,ω)−δG,G′]vG,G′(q), (4.14)
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withG and q being the reciprocal lattice vectors and wave vectors respectively. The fre-
quency dependence of the imaginary part ofW c i.e. ε−1 is assumed to be well described
by a delta peak function, which introduces three parameters : the weight of the peak, A,
the pole frequency ω˜ , and the oscillator strength of the real part, Ω :
I[ε−1G,G′(q,ω)] = AG,G′(q)
× [δ (ω − ω˜G,G′(q))−δ (ω + ω˜G,G′(q))] ,
R[ε−1G,G′(q,ω)] = δG,G′ +
Ω2G,G′(q)
ω2− ω˜2G,G′(q)
.
(4.15)
Kramers-Kronig relations apply to W and therefore only two parameters are inde-
pendent.
In this work, we use the PPMs introduced by Hybertsen and Louie (HL) [25] and
Godby and Needs (GN) [26]. Both PPMs set the plasmon pole parameters first requiring
that the behavior of ε−1 in the static limit (ω = 0+) is reproduced. In the HL PPM, the
parameters are chosen so that the dielectric function fulfills a frequency sum rule (f -sum
rule) [27] : ∫ ∞
0
dω ωI[ε−1G,G′(q,ω)] =− 2pi2
(q+G)·(q+G′)
|q+G|2 nG−G′, (4.16)
where nG−G′ is the charge density in reciprocal space. In the GN PPM, the parameters
are determined by computing the value of ε−1 at one point on the imaginary frequency
axis iωp near the plasma frequency of the system.
One can avoid using a PPM by doing a full-frequency treatment of the convolution
in Eq. (4.11) (see Ref. [28]). Although computationally expensive, it allows for a more
accurate description of Σc. The contour deformation technique (CD) eases this treatment
by deforming the integration path. The correlation Σc is then computed as the difference
between an integral along the imaginary axis and the contribution due to the residues of
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Figure 4.5 – The contour integration path (blue line) for the frequency in-
tegration of Eq. (4.11) in the complex plane. The integration along the real
frequency axis is changed into an integration along the imaginary axis plus
summation of the enclosed poles.
the poles of G inside the contour.
Σc(ω) =−
C
∑
s
lim
z→zs
G(z)W c(z)(z− zs)
− i
2pi
∫ −∞
+∞
d(iω ′)G(ω + iω ′)W c(iω ′)
(4.17)
In Fig. 4.5 we illustrate the contour C in the complex plane used to compute the
integral in Eq. (4.11).
4.3.3 Computational details
All calculations are performed with the ABINIT code [29] which relies on a plane
wave approach. The electron-ion interaction is modeled by standard norm-conserving
pseudopotentials [30] including scalar relativistic corrections for Zn and Sn ions. Zn and
Sn semicore d-states are treated as valence electrons as well as the complete shell to
which they belong. Indeed, it has been previously shown [31] that all the electron states
in shell with semicore d-states need to be included in order to get accurate QP energies.
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In all calculations, the exchange-correlation energy is described using an LDA functio-
nal [32]. For all three oxides, the calculations are performed at experimental structural
parameters and in the frozen lattice approximation, neglecting electron-phonon interac-
tions effects. The cut-off energies for the wavefunctions and the dielectric matrix, as well
as the number of empty states included in the calculations ofW and Σ are set to converge
the eigenenergies within 0.05 eV.
For ZnO, the wurtzite phase (space group P63mc) is considered. The experimental
data of from Ref. [33] are used for the structural parameters (a=b= 3.25Å, c=5.20Å,
and u=0.382). The pseudopotentials are generated using the following electronic va-
lence configurations : 3s2 3p6 3d10 4s2 electrons for Zn and 2s2 2p4 for O. A 5×5×4
Monkhorst-Pack (MP) [34] grid is used to sample the Brillouin zone (BZ). The grid is
shifted by (0, 0, 12) (reduced coordinates) for the calculation ofW , and Γ centered in the
calculation of Σ .
SnO2 crystallizes in the rutile structure (space-group symmetry P42/mnm). The te-
tragonal Bravais lattice contains two formula units per primitive cell with the oxygen
atoms forming a distorted octahedron around the tin atom. The experimental structural
parameters (a=3.18Å, c=4.74Å, and u=0.307) are those reported in Ref. [35]. In the
pseudopotentials generation, the Sn 5p2, 5s2, 4d10, 4p6, 4s2 electrons and O 2s2, 2p4
electrons were treated as valence states. The calculations are performed on a Γ centered
4×4×6 MP grid except for the evaluation ofW where a (12 , 12 , 12 ) shift is applied.
For SiO2, we consider the α-quartz structure which has hexagonal symmetry (space-
group P3221). Its unit cell contains three formula units. The structural parameters are
fixed at the experimental value (a=b=4.91Å, c=5.40Å, u=0.465, x=0.415, y=0.272, and
z=0.120) as reported in Ref. [36]. We use a Γ centered 2×2×2 MP grid, while W is
computed on a grid shifted by (0, 0, 12).
4.3.4 Results and discussion
In Fig. 4.6, we probe the effects of using a PPM approximation looking at G0W 0
corrections to the LDA eigenvalues for ZnO, SnO2 and SiO2. The results computed with
GN and HL PPMs are compared to those calculated without resorting to any approxima-
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Figure 4.6 – (Color online) Upper panel : QP corrections with respect to
LDA energies in the gap energy range, computed for a sampling of points
in the BZ. Data were obtained with the contour deformation technique (blue
circles), Godby-Needs PPM (green crosses) and Hybertsen-Louie PPM (red
plus), respectively for ZnO (a), SnO2 (b) and SiO2 (c). The shaded regions
correspond to occupied states. Lower panel : the error of Godby-Needs and
Hybertsen-Louie PPMs with respect to the full-frequency contour deforma-
tion technique, for ZnO (d), SnO2 (e) and SiO2 (f).
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Figure 4.7 – (Color online) Bandstructures and DOS for ZnO (a), SnO2 (b)
and SiO2 (c) as computed within LDA (solid black line), the contour defor-
mation technique (solid blue line), Godby-Needs PPM (green circles) and
Hybertsen-Louie PPM (dashed red line). In each panel, the top of the valence
band has been set to 0.
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tion on the frequency-dependence of the dielectric matrix (i.e. using the CD technique).
The results obtained with the GN PPM are in excellent agreement with the CD results,
not only for the band gap but also for the absolute values of the G0W 0 shifts. The lat-
ter are critical for band offsets studies [37, 38]. The size of the QP corrections to the
LDA eigenvalues depends also on the orbital character of the corresponding state. For
ZnO and SnO2, an accurate description of the semicore states (not shown for SnO2 in
Fig. 4.6) requires the full-frequency approach of the CD technique [38] as both PPMs
fail to provide a good description of states far from the Fermi level.
In ZnO, the HL PPM strongly overestimates the corrections for all states, especially
for those close to the top of the valence band. The effect is an artificial opening of
the ZnO gap, as already emphasized in [2]. This overestimation is also present, though
smaller, in SnO2 and SiO2. For SiO2, the G0W 0 corrections to the KS eigenvalues are
almost linear and the overall effects on the bandstructure is almost a rigid shift i.e. the
use of a scissor operator would be appropriate. A clearer estimate of the precision of the
GN PPM with respect to the reference CD is given at the bottom of Fig. 4.6. The GN QP
corrections are in very good agreement with the CD results over the whole considered
energy range.
The LDA and G0W 0 bandstructures and density of states (DOS) of ZnO, SnO2 and
SiO2 are plotted in Fig. 4.7. TheG0W 0 results are obtained using a polynomial interpola-
tion of the computed QP energies at different points of the BZ. All energies are referen-
ced to the top of the valence band. Experimentally the Zn 3d levels lay 7.5-8.8 eV [39]
below the top-most valence bands. However, it is apparent by inspection of Fig. 4.7(a)
that not evenG0W 0 calculated in the full-frequency approach is able to assign the correct
energies to the ZnO d-states. We have argued in a previous work [2] that the addition
of a Hubbard U term only corrects the QP energies to a limited extent. In wurtzite ZnO
the Zn d orbitals couple with the O p states at the valence band maximum (VBM). As
a consequence of the poor description of these states the VBM is pushed upwards and
the band gap is then reduced. The band gap value (Table 4.II) is then underestimated
by ∼ 35%. The theoretical estimation of the ZnO band gap has been a very active sub-
ject of investigation and debate in the ab-initio community. Theoretical band gap values
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recently published range from 2.1 eV to 3.4 eV [5–14].
In the SnO2 LDA band structure in Fig. 4.7(b), the bands lying in the region located
from 19 to 21 eV below the VBM correspond to the Sn 4d electrons which are treated
as valence electrons. In the XPS experimental density of states spectrum, these bands
appear at 21.5-22.5 eV [40, 41] below the main peak which is due to O p states close to
VBM. In allG0W 0 bandstructures, these bands are shifted down in energy and are thus in
better agreement with experiment. As observed in other oxides e.g. ZnO, the well known
underestimation of O p - Sn d repulsion occurs also for SnO2, although it is smaller due
to the deeper position in the VBM of the Sn 4d band, with respect to the 3d bands of
ZnO. The top of the VBMmainly consists of contributions from the O p states, while the
bottom of the conduction band minimum (CBM) has an anti-bonding character arising
from the Sn 4s and O p states. Our SnO2 quasiparticle LDA+G0W0 results give a direct
band gap value range of 2.6-3.1 eV depending on the PPMs, in agreement with recently
published theoretical value of 2.88-2.9 eV [17] but underestimating the experimental
band gap (3.6 eV) by ∼25-15% (see Table 4.II).
SiO2 upper valence bands are constituted mainly by O p states, while Si 3s and 3p as
well as O 2s and 2p-states hybridize to form the conduction bands. The density of states
spectrum (Fig. 4.7(c)) compares well with XPS measurements reported in Ref. [46].
In SiO2 the computed band gap is in very good agreement with recently published va-
lues [21, 22] and the error is smaller than 1%.
Clearly the KS energies and wavefunctions of ZnO and SnO2 are not a sufficiently
accurate starting point for GW . More sophisticated and computationally expensive me-
thods might achieve a better accuracy e.g. GW self-consistent approximations such
as self-consistent COHSEX [3] as a starting point for G0W 0 [47], quasiparticle self-
consistent GW à la Kotani-Faleev [48] or including excitonic effects via vertex correc-
tions to the GW self-energy.
For all the oxides considered in this work we observe a similar convergence behavior
of the band gap value, as the one illustrated in detail in Ref. [2] for the ZnO case only.
The band gap computed within the HL PPM approximation converges slower than with
GN PPM and CD, with respect to both the number of unoccupied bands included in
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Table 4.II – Fundamental band gap (in eV) of ZnO, SnO2 and SiO2 (indirect
for SiO2 from Kv to Γc) computed within LDA and G0W 0 using the contour
deformation (CD) technique, the Godby-Needs (GN) and Hybertsen-Louie
(HL) PPMs.
Eg LDA CD GN PPM HL PPM exp
ZnO 0.67 2.43 2.34 3.56 3.44 a 3.6b
SnO2 0.89 2.61 2.72 3.05 3.6 c
SiO2 5.77 8.89 8.88 9.36 ∼ 9d
a Reference [42] b Reference [43]
c Reference [44]
d Reference [45]
Figure 4.8 – (Color online) Real component [at G=G′=0 and q=0] of the
RPA microscopic dielectric function ε−1 as computed with the full frequency
contour deformation technique (solid blue), the Godby-Needs PPM (dot-
dashed green), and the Hybertsen-Louie PPM (dotted red) plotted along the
imaginary axis for (a) ZnO, (b) SnO2, and (c) SiO2.
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the calculation and the planewave cutoff. This feature is less pronounced in SiO2 and it
should be ascribed to the absence of localized semicore states in the electronic density
nG−G′ [see Eq. (4.16)].
We analyze the properties of the dielectric matrices obtained with the CD technique
and with the PPMs to further investigate the reasons leading to the discrepancies we
listed above. In Fig. 4.8 the real part of the dielectric matrix R[ε−1(iω)] along the ima-
ginary frequency axis for q=0 at G=G′=0 computed with the PPMs is compared to the
more accurate values obtained with the CD technique. It is clear that the GN PPM better
reproduces the CD results. Indeed, the GN PPM parameters are determined from the
value of ε−1 for the static limit (ω = 0+) and evaluated at one frequency iωp along the
imaginary axis, the value of which corresponds to the intersection of the CD and GN
curves in Fig. 4.8. In view of this, it is not surprising that the GN PPM reproduces the
behavior of the dielectric matrix along the imaginary axis fairly well. In contrast, the
HL PPM does not give the correct R[ε−1(iω)] behavior. In all three cases illustrated in
Fig. 4.8(a)-(c) the HL PPM is strongly underestimating the behavior of the CD results
over the whole frequency range.
The real part of ε−1(ω) along the real frequency axis is shown in the upper panel
of Fig. 4.9 for q=0 at G=G′=0. By construction, both PPMs match at the static limit
ω = 0+. For all three cases, though the two PPMs are both crude approximations, the
GN PPM is closer to the exact behavior ofR[ε−1(ω)], in particular for frequencies larger
than the position of the main pole. For SnO2 and SiO2, the GN PPM is also a much better
approximation for very small frequencies (ω <10 eV) while this is not apparent in the
ZnO case. These small frequencies correspond to the range needed for the evaluation of
the QP corrections to the states close to the band gap.
The imaginary part of ε−1 is shown in the lower panel of Fig. 4.9. The position
of the Dirac delta peaks for the PPMs where all the spectral weight of I[ε−1(ω)] is
concentrated is represented by the arrows. For the three systems, the GN pole peak seems
to better account for the overall peak structure of I[ε−1(ω)]. For higher G,G′ vectors,
the position of the peaks for the GN and HL PPMs is affected in a very different manner.
The sum rule imposed by the HL model pushes the Dirac delta peak ever further on
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Figure 4.9 – (Color online) Real (upper panel) and imaginary (lower panel)
components [at G=G′=0 and q=0] of the RPA microscopic dielectric func-
tion ε−1 as computed with the contour deformation technique (solid blue),
the Godby-Needs PPM (dot-dashed green), and the Hybertsen-Louie PPM
(dotted red) plotted along the real axis for (a) ZnO, (b) SnO2, and (c) SiO2.
the real axis as can be seen in the upper panel of Fig. 4.10. This seems to result in an
overestimation of the pole contribution along the imaginary axis, in particular for the
low frequency region.
We then considered how the different techniques we used to compute the screening
comply with the sum rule. The HL PPM complies with the sum rule by construction,
while in the GN PPM, the parameters fix the integral of the imaginary part of the inverse
dielectric function. When I[ε−1(ω)] is calculated explicitly, the integral depends on the
number of empty states included in the sum. In the lower panels of Fig. 4.10, we show
how the fulfillment of the sum rule varies for the diagonal matrix elements of I[ε−1(ω)].
The compliance with the sum rule is slowly achieved by the full-frequency CD while for
the GN PPM it is rather poor. Although the HL PPM fulfills the sum rule by definition,
it leads to some inaccuracies for ε−1 at low frequencies which we can trace back to
its underlying assumptions. We can see from the lower panel of Fig. 4.9 that for ZnO
and SnO2, the absorption spectra indicate that there are many plasmon features probably
related to the highly inhomogeneous nature of the charge density in those systems. The
HL PPM averages these contribution by enforcing the fulfillment of the f -sum rule to
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Figure 4.10 – (Color online) Position of pole (upper panel) and fulfillment of
the f -sum rule (lower panel) for the diagonal elements (G =G′) of ε−1 within
the Godby-Needs (dot-dashed green) and Hybertsen-Louie (dotted red) PPMs
as a function of the corresponding kinetic energy (12 |G|2). The blue/dark gray
curves are the results obtained with the full frequency contour deformation
technique when varying the number of unoccupied bands included in the cal-
culation of ε−1. The results for (a) ZnO, (b) SnO2, and (c) SiO2 are compared.
The band gap computed with the contour deformation technique is converged
with ∼1250, ∼1000 and ∼400 unoccupied states for ZnO, SnO2 and SiO2
respectively.
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set the position of a single pole. The GN PPM, on the other hand, concentrates the
fitting at a specific range by evaluating another dielectric matrix at a non zero frequency.
The resulting pole is placed closer to the main feature of the spectrum for the long-
wavelength components of the dielectric matrix. This might however not be the case for
the short-wavelength components, as was shown in Ref. [2]. It is therefore expected that
the HL PPM might be less suitable for highly inhomogeneous charge density, or more
specifically for systems with localized states, and this is what is observed in the examples
presented in this study.
4.3.5 Conclusions
In this study, three different oxides have been used as benchmarks to test the accuracy
of two PPMs with respect to the more computationally demanding full frequency CD ap-
proach. Our results show that the GN PPM approximation systematically gives a reliable
estimate — compared to CD calculations — of the band gap values and of the absolute
values of the QP energies over a quite wide energy range. In light of our analysis of the
PPMs description of ε−1, the fulfillment of the sum rule in all the systems under consi-
deration seems not to be a significant and sufficient condition to ensure reliable results.
The overall agreement with experimental results is strongly influenced by the presence
of the d levels in both ZnO and SnO2. We can then conclude that the LDA+G0W 0 ap-
proach is not accurate enough to reproduce the electronic features of ZnO and to some
extent SnO2 and thus more sophisticated approaches, such as full self-consistent GW ,
are needed for these materials.
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CHAPITRE 5
THÉORIE DU COUPLAGE ÉLECTRON-PHONON
Jusqu’ici, nous avons travaillé dans l’approximation des ions fixes, où l’on considé-
rait les atomes comme des particules ponctuelles situées à leur position d’équilibre. Un
modèle plus réaliste doit tenir compte du fait que les atomes sont des particules quan-
tiques, qui peuvent vibrer autour de leur position d’équilibre, et ce, même à température
nulle. Ceci vient modifier les propriétés optiques du système en fonction de la tempéra-
ture, tel qu’illustré sur la figure 5.1.
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Figure 5.1 – Dépendance en température de la bande interdite du diamant.
Les données expérimentales (carrés verts) proviennent de la référence [32].
Un modèle de Passler [33] a été ajusté sur les données (trait plein), et la limite
linéaire à haute température (trait pointillé), lorsqu’extrapolée à température
nulle, donne la bande interdite si les ions étaient fixes, tel que supposé dans
les calculs.
À haute température, on observe généralement que la bande interdite des matériaux
semi-conducteurs et isolants diminue linéairement avec la température. À basse tempé-
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rature, cette courbe atteint un plateau, qui permet de prédire la bande interdite à tempéra-
ture nulle. Or, un calcul effectué dans l’approximation des ions fixes devrait prédire une
bande interdite au prolongement de la limite linéaire. La différence entre cette prédic-
tion théorique et la valeur physique de la bande interdite à température nulle est appelée
la renormalisation du point zéro (ZPR). Cette renormalisation peut atteindre plusieurs
dixièmes d’électrons-volts. Elle constitue donc une composante essentielle d’une simu-
lation numérique visant à prédire les propriétés optiques des matériaux.
Le formalisme permettant de calculer la dépendance en température des énergies
électroniques fut développé dans les années 1950 [34–36]. À cette époque, beau-
coup d’efforts étaient investis pour expliquer la supraconductivité à l’aide du couplage
électron-phonon [37, 38], et bien que cette approche eut un certain succès, la théorie
de la renormalisation de la structure de bandes demeura longtemps incomplète. Elle fut
achevée dans les années 1980 avec les travaux de Allen, Heine et Cardona [39, 40].
Ce chapitre présente le formalisme général permettant de traiter l’interaction des
électrons avec les vibrations du réseau cristallin. La théorie de Allen, Heine et Cardona
y est ensuite présentée comme la limite adiabatique de l’interaction électron-phonon, et
l’on verra finalement la mise en application de cette théorie.
5.1 Hamiltonien des ions et des électrons
À température finie, la valeur attendue d’un opérateur O est donnée par la moyenne
thermodynamique
〈O〉=
Tr
[
e−βHO
]
Tr
[
e−βH
] . (5.1)
La fonction de Green des électrons à température finie sera donc de cette forme, et nous
devons en principe utiliser l’hamiltonien complet du système (1.1), soit
H = TI +Te+VII+Vee+VIe, (5.2)
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avec les termes d’énergies cinétique T pour les ions (I) et les électrons (e), ainsi que les
différents termes d’interaction V entre ces particules. On peut approximer l’hamiltonien
à l’aide d’un développement perturbatif autour des positions d’équilibre des ions, et
écrire
H ≈ H0+Vep+TI = Hep+TI, (5.3)
où H0 est l’hamiltonien des ions fixes agissant sur les électrons, que l’on modélisera soit
par la DFT ou par la théorie des perturbations àN-corps. Le second termeVep contient les
termes perturbatifs, soit l’interaction électron-phonon, qui agit à la fois sur les électrons
et les ions. Comme les électrons évoluent beaucoup plus rapidement que les atomes, on
peut définir un hamiltonien pour les ions seulement, de la forme
HI = TI +VI, (5.4)
où VI est un potentiel quadratique dans les déplacements des ions. Celui-ci est calculé
dans l’approximation adiabatique, en supposant que la charge électronique se réorga-
nise pour suivre les atomes dans leurs déplacements. Nous allons employer la théorie
quantique du cristal harmonique pour décrire HI. Les solutions de HI et de H0 pourront
ensuite être utilisées pour calculer Vep. Finalement, on pourra calculer la fonction de
Green à température finie avec
Gλλ ′(t− t ′)≈
Tr
[
e−βHepcλ (t)c
†
λ ′(t
′)
]
Tr
[
e−βHep
] , (5.5)
et faire une expansion perturbative en puissances de Vep pour déterminer la self-énergie
du couplage électron-phonon.
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5.2 Le cristal harmonique
Considérons un cristal composé de N cellules unitaires, chacune contenant Nat
atomes. La position de tous les ions à un moment donné peut s’écrire comme
xlκi(t) = x
0
lκi+ulκi(t) (5.6)
où l désigne la cellule unitaire dans laquelle se trouve un atome, κ désigne l’atome dans
la cellule unitaire, et i désigne la direction cartésienne. Dans l’approximation harmo-
nique, l’hamiltonien des ions prend la forme
HI = ∑
lκi
Mκ
2
u˙2lκi(t)+
1
2 ∑ll′,κκ ′,ii′
ulκiΦ
ll′,κκ ′
ii′ ul′κ ′i′, (5.7)
où le premier terme est l’énergie cinétique, et le potentiel quadratique en ulκi est donné
par la matrice des forces dans l’espace réel, soit
Φ
ll′,κκ ′
ii′ = Φ
κκ ′
ii′ (Rl−Rl′) =
∂ 2E
∂xlκi∂xl′κ ′i′
, (5.8)
avec Rl, un vecteur du réseau cristallin spécifiant une cellule unitaire, et on a utilisé la
symétrie de translation, selon laquelle Φ ne dépend que de la différence Rl −Rl′ . On
exprime ensuite les déplacements atomiques en termes des coordonnées phononiques
zν :
ulκ(t) =
1√
N
∑
ν
zν(t)Uνκ(q)e
iq·Rl . (5.9)
Dans cette expression, ν spécifie un mode de phonon, caractérisé par un vecteur d’onde
qν et un indice de branche mν pour distinguer les 3 ∗Nat branches de phonons. Les
vecteurs Uνκ(qν) sont les vecteurs de déplacement (ou de polarisation) phononiques.
Comme on exige que ces vecteurs soient des modes propres du système, donnant aux
coordonnées zν(t) un mouvement harmonique, ceux-ci doivent obéir à l’équation de
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mouvement
Mκ ω
2
ν U
ν
κ(q) = ∑
κ ′
Φκκ
′
(q) ·Uνκ ′(q), (5.10)
où Mκ est la masse d’un atome, ων est la fréquence du mode phononique, et Φκκ
′
(q)
est la transformée de Fourier de la matrice des forces. La relation d’orthogonalité des
vecteurs de déplacement doit être pondérée par les masses :
∑
κ
MκUν∗κ (q) ·Uν
′
κ (q) =Mδν,ν ′ , (5.11)
où M est une masse arbitraire, qu’on peut choisir comme la masse moyenne des atomes
de la cellule unitaire. Avec cette transformation canonique, on peut écrire l’hamiltonien
comme
HI = ∑
ν
M
2
[
z˙∗ν(t)z˙ν(t)+ω
2
νz
∗
ν(t)zν(t)
]
. (5.12)
On introduit finalement les opérateurs de création et d’annihilation des phonons a†ν et aν
pour écrire
zν(t) =
√
h¯
2Mων
(
aνe
−iων t +a†−νe
iων t
)
, (5.13)
où−ν désigne le mode de vecteur d’onde−qν dans la branchemν , qui possède l’énergie
ων , par symétrie temporelle. Cette expression nous assure que le déplacement ulκ est
toujours un vecteur réel, puisque Uν∗κ (q) = Uνκ(−q). L’hamiltonien peut alors s’écrire
HI = ∑
ν
h¯ων
[
a†νaν +
1
2
]
= ∑
ν
h¯ων
[
nν + 12
]
. (5.14)
On retrouve donc un ensemble d’oscillateurs harmoniques pour l’hamiltonien des ions.
5.3 Self-énergie du couplage électron-phonon
En vue d’obtenir la fonction de Green des électrons et la self-énergie associée au
couplage électron-phonon, nous allons définir l’hamiltonien agissant à la fois sur les
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électrons et les phonons. L’expansion au deuxième ordre de l’hamiltonien dans les posi-
tions atomiques donne
Hep = H0+ ∑
λλ ′ν
M(1)
λλ ′ν Aνc
†
λ
cλ ′ + ∑
λλ ′νν ′
M(2)
λλ ′νν ′ AνAν ′c
†
λ
cλ ′ , (5.15)
où
Aν = aν +a
†
−ν . (5.16)
Le terme de premier ordre est
M(1)
λλ ′ν =
√
h¯
2NMων
∑
lκi
Uνκi(q)〈φλ |∇lκi H0 |φλ ′〉eiq·Rl , (5.17)
et le terme de second ordre est
M(2)
λλ ′νν ′ =
h¯
4NM
√
ωνων ′
∑
ll′,κκ ′,ii′
Uνκi(q)U
ν ′
κ ′i′(q
′)〈φλ |∇lκi∇l′κ ′i′ H0 |φλ ′〉eiq·Rleiq
′·Rl′ .
(5.18)
Il est important de noter que l’hamiltonien de départ H0 est ici un hamiltonien électro-
nique à un corps, avec un potentiel effectif qui dépend de la densité. Les dérivées pre-
mières et secondes de cet hamiltonien par rapport aux positions atomiques doivent donc
inclure la réponse de la densité à ces variations de positions. Cet aspect sera discuté à la
section 5.5.1.
Nous sommes maintenant en mesure de calculer la fonction de Green à température
finie. Dans la base des états à une particule, celle-ci sera donnée par
Gλλ ′(t− t ′) =−i〈Tτcλ (t)c†λ ′(t ′)〉 , (5.19)
et c’est l’hamiltonien de couplage électron-phonon (5.15) qui donnera la moyenne ther-
modynamique ainsi que l’évolution temporelle des opérateurs cλ (t) et c
†
λ ′(t). Le calcul
de la fonction de Green des électrons fera alors apparaître une série en puissances de Dν ,
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la fonction de Green des phonons, définie par
Dν(t− t ′) =−i〈TτAν(t)A−ν(t ′)〉= (5.20)
Ce calcul est détaillé à l’annexe III. Comme dans le cas de l’interaction électron-
électron, on peut exprimer Gλλ ′ à l’aide d’une équation de Dyson :
Gλλ ′(ω) = G
0
λ (ω)δλλ ′ +∑
λ ′′
G0λ (ω)Σ
ep
λλ ′′ (ω)Gλ ′′λ ′(ω) (5.21)
= + Σ
ep (5.21)
où G0
λ
est calculée avec H0, et la self-énergie du couplage électron-phonon est donnée
par
Σ
ep
λλ ′(ω) = Σ
Fan
λλ ′(ω) + Σ
DW
λλ ′ . (5.22)
= +Σep
(5.22)
Le premier terme est le terme de Fan, dont l’expression est
ΣFanλλ ′(ω) = ∑
λ ′′ν
M(1)
λλ ′′νM
(1)
λ ′′λ ′−ν
[
nν(T )+ fλ ′′(T )
ω− ε0
λ ′′ +ων + iηω
+
nν(T )+1− fλ ′′(T )
ω− ε0
λ ′′−ων + iηω
]
, (5.23)
où nν(T ) = 1eβων−1 est un nombre d’occupation bosonique pour les phonons, fλ (T ) =
1
eβ (ελ−µ)+1
est un nombre d’occupation fermionique pour les électrons, et ηω est un réel
infinitésimal qui est négatif lorsque ω > µ et positif lorsque ω < µ . Le terme de Debye-
Waller est
ΣDWλλ ′ = ∑
ν
M(2)
λλ ′ν−ν
[
2nν(T )+1
]
. (5.24)
Ainsi avons-nous une self-énergie dépendant de la température qui permet de corriger les
énergies électroniques. Il est à noter qu’à température nulle, la self-énergie du couplage
électron-phonon ne disparaît pas, et renormalise encore la structure de bandes. Elle nous
donne donc la renormalisation du point zéro.
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Comme dans le cas du calcul G0W0, nous allons calculer les corrections aux énergies
électroniques de façon perturbative :
ελ ≈ ε0λ +Σepλλ (ε0λ ). (5.25)
Ce faisant, nous sommes revenus dans l’approximation de Born-Oppenheimer. De plus,
on peut raisonnablement supposer que les fréquences ων sont beaucoup plus petites que
les différences d’énergies ε0λ − ε0λ ′ . On effectue l’approximation adiabatique en posant
ces fréquences à zéro dans l’expression du terme de Fan. On aura finalement
ελ (T ) = ε
0
λ +∑
ν
(
∑
λ ′
M(1)
λλ ′νM
(1)
λ ′λ−ν
ε0
λ
− ε0
λ ′
+M(2)
λλν−ν
)[
2nν(T )+1
]
. (5.26)
Ainsi, dans l’approximation de Born-Oppenheimer adiabatique, toute la dépendance en
température des énergies électroniques est contenue dans les nombres d’occupation des
phonons nν(T ). Le calcul des éléments de la self-énergie peut toutefois s’avérer difficile.
Avant d’arriver à une mise en application, il nous faut présenter la théorie de Allen, Heine
et Cardona, qui permet une reformulation pratique du problème.
5.4 Théorie de Allen, Heine et Cardona
C’est seulement dans les années 1970 qu’il fut reconnu que les termes de Fan et
de Debye-Waller contribuent tous deux à la renormalisation des énergies électroniques
[39]. La théorie de Allen, Heine et Cardona (AHC) proposa en plus une reformulation du
terme de Debye-Waller, à partir d’une expression statique de la self-énergie du couplage
électron-phonon que nous allons ici redériver.
On commence par écrire l’énergie totale comme une contribution statique E0, calcu-
lée dans l’approximation des ions fixes, et une contribution phononique :
E(T ) = E0+∑
ν
h¯ων
[
nν(T )+ 12
]
. (5.27)
On peut alors utiliser le théorème de Janak [41], qui nous dit que les énergies élec-
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troniques peuvent être obtenues comme la dérivée de l’énergie totale par rapport à un
nombre d’occupation électronique :
ελ =
∂E
∂ fλ
. (5.28)
On a donc, pour les énergies électroniques dépendantes de la température1
ελ (T ) = ε
0
λ +∑
ν
h¯
∂ων
∂ fλ
[
nν(T )+ 12
]
. (5.29)
En dérivant la dernière équation par rapport aux nombres d’occupation phononiques, on
obtient le théorème de Brook, soit
∂ελ
∂nν
= h¯
∂ων
∂ fλ
. (5.30)
Ainsi peut-on écrire
ελ (T ) = ε
0
λ +∑
ν
∂ελ
∂nν
[
nν(T )+ 12
]
. (5.31)
Les éléments ∂ελ/∂nν sont appellés les énergies de couplage électron-phonon. Ce sont
ces quantités que l’on cherche à calculer. À l’aide du théorème de Brook, on peut écrire
∂ελ
∂nν
=
h¯
2Mων
∂
∂ fλ
Mω2ν =
h¯
2Mων
∂
∂ fλ
∑
κκ ′
Uνκ(−q) ·Φκκ
′
(q) ·Uνκ ′(q). (5.32)
Puis, en utilisant la définition de Φ et le théorème de Janak, on a
∂ελ
∂nν
=
h¯
2NMων
∑
ll′,κκ,ii′
∂ 2ελ
∂xlκi∂xl′κ ′i′
Uνκ,i(−q)Uνκ ′,i′(q)e−iq·(Rl−Rl′). (5.33)
1 On aurait pu arriver à cette expression en utilisant l’énergie libre de Helmoltz, F = E− TS, et en
incluant la contribution des phonons à l’entropie. On aurait vu alors que la dérivée des nombres d’oc-
cupation phononiques par rapport aux nombres d’occupation électronique s’annule parfaitement avec la
dérivée de l’entropie.
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Finalement, la théorie des pertubations nous permet d’écrire
∂ 2ελ
∂xlκi∂xl′κ ′i′
=
[
∑
λ ′
〈φλ |∇lκiH |φλ ′〉〈φλ ′|∇l′κ ′i′H |φλ 〉
ελ − ελ ′
+C.C.
]
+ 〈φλ |∇lκi∇l′κ ′i′H |φλ 〉 .
(5.34)
On retrouve donc bel et bien l’expression statique de l’équation (5.26).
On utilise maintenant la règle de somme acoustique, qui nous dit que les phonons
acoustiques à Γ, qui correspondent à des translations rigides du cristal, ne doivent pas
changer les propriétés physiques du système de quelque façon que ce soit. On a donc,
pour les valeurs propres
∑
lκ
∂ 2ελ
∂xlκi∂xl′κ ′i′
= 0. (5.35)
Ceci nous permet d’ajouter des termes nuls dans l’équation (5.33) pour avoir
∂ελ
∂nν
=
h¯
2NMων
∑
ll′,κκ,ii′
∂ 2ελ
∂xlκi∂xl′κ ′i′
×
{
Uνκ,i(−q)Uνκ ′,i′(q)e−iq·(Rl−Rl′)−
1
2
[
Uνκ,i(−q)Uνκ,i′(q)+Uνκ ′,i(q)Uνκ ′,i′(−q)
]}
.
(5.36)
Le but de cette reformulation sera ultimement de se débarrasser de la dérivée seconde de
l’hamiltonien, qui est difficile à évaluer. Remarquons pour l’instant que l’équation (5.36)
est hors diagonale, au sens où les termes l = l′,κ = κ ′ seront nuls. On décompose l’équa-
tion (5.36) en trois termes, soit le terme de Fan :
∂εFanλ
∂nν
=
h¯
NMων
∑
ll′,κκ,ii′
∑
λ ′
〈φλ |∇lκiH |φλ ′〉〈φλ ′|∇l′κ ′i′H |φλ 〉
ελ − ελ ′
×
[
Uνκ,i(−q)Uνκ ′,i′(q)e−iq·(Rl−Rl′ )
]
, (5.37)
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le terme de Debye-Waller diagonal :
∂εDDW
λ
∂nν
=− h¯
2NMων
∑
ll′,κκ,ii′
∑
λ ′
〈φλ |∇lκiH |φλ ′〉〈φλ ′|∇l′κ ′i′H |φλ 〉
ελ − ελ ′
×
[
Uνκ,i(−q)Uνκ,i′(q)+Uνκ ′,i(q)Uνκ ′,i′(−q)
]
, (5.38)
et le terme de Debye-Waller non diagonal :
∂εNDDWλ
∂nν
=
h¯
2NMων
∑
ll′,κκ,ii′
〈φλ |∇lκi∇l′κ ′i′H |φλ 〉
×
{
Uνκ,i(−q)Uνκ ′,i′(q)e−iq·(Rl−Rl′)−
1
2
[
Uνκ,i(−q)Uνκ,i′(q)+Uνκ ′,i(q)Uνκ ′,i′(−q)
]}
.
(5.39)
Malgré l’allure du terme de Debye-Waller diagonal, qui comprend une double somme
sur les atomes, celui-ci correspond bien à la composante diagonale de la dérivée se-
conde de l’hamiltonien lorsque l’équation (5.34) est insérée dans l’équation (5.33). On
peut alors faire l’approximation des ions rigides, et supposer que la dérivée seconde
de l’hamiltonien est diagonale en sites atomiques. Dans cette approximation, le terme de
Debye-Waller non diagonal est nul, puisque celui-ci est contient un facteur explicitement
hors diagonal. On obtient
∂ελ
∂nν
≈ ∂ε
Fan
λ
∂nν
+
∂εDDWλ
∂nν
. (5.40)
Les énergies de couplage électron-phonon peuvent donc être calculées à partir seulement
les dérivées premières de l’hamiltonien, qui seront plus faciles à calculer que les dérivées
secondes.
5.5 Mise en application
La théorie AHC permit le développement de méthodes efficaces pour calculer les
propriétés phononiques des matériaux. Son application fut d’abord réalisée avec la mé-
thode des phonons gelés à l’aide de potentiels semi-empiriques [42–45] et de la DFT
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[46]. Des algorithmes réellement efficaces naquirent ensuite avec la théorie de la fonc-
tionnelle de densité perturbative (DFPT), dont plusieurs formulations furent développées
au début des années 1990 [47]. Nous présentons ici brièvement l’algorithme de la DFPT,
ainsi qu’une formulation de la méthode des phonons gelés.
5.5.1 Théorie de la fonctionnelle de densité perturbative
On note l’expansion d’une quantité F en ordres de perturbation :
F[α] = F(0)+αF(1)+
α2
2!
F(2)+ . . . , (5.41)
où F peut être l’énergie totale, l’hamiltonien, les fonctions d’onde ou la densité, et α
est un paramètre d’expansion. Dans notre cas, une perturbation sera du genre F(1) =
∑lκ e
iq·Rl∇lκiF .
Le théorème 2n+1 nous dit [47] que l’énergie totale perturbée à l’ordre 2n+1 peut
s’obtenir à partir des fonctions d’onde et de l’hamiltonien perturbés jusqu’à l’ordre n.
On peut donc écrire la fonctionnelle
E(2) = E(2)
[
H(0),H(1),φ (0)
λ
,φ
(1)
λ
]
. (5.42)
L’hamiltonien perturbé au premier ordre inclut le déplacement des atomes ainsi que le
changement du potentiel de Hartree et d’échange-corrélation :
H(1) =V (1)ions+
δVHxc
δρ
ρ(1), (5.43)
oùVHxc[ρ ] =VH [ρ ]+Vxc[ρ ]. La densité perturbée s’obtient à partir des fonctions d’onde
perturbées :
ρ(1)(r) =
occ
∑
λ
(
φ∗λ (r)φ
(1)
λ
(r)+φ∗(1)
λ
(r)φλ (r)
)
. (5.44)
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Ces fonctions d’onde sont données par la théorie des perturbations :
∣∣∣φ (1)λ 〉= ∑
λ ′ 6=λ
|φλ ′〉〈φλ ′ |H(1) |φλ 〉
ελ ′− ελ
. (5.45)
Ainsi, connaissant la perturbation V (1)ions que l’on veut imposer, il faut résoudre de façon
autocohérente les équations pour H(1) et φ (1)
λ
. Il est à noter que le calcul d’un élément
de la forme 〈φλ |∑l eiq·Rl∇lκiH |φλ ′〉 pour un nombre d’onde q arbitraire ne pose pas
problème. Comme on doit avoir kλ −kλ ′ = q, la perturbation devient périodique, et peut
être évalué à l’intérieur d’une cellule unitaire.
Cette procédure permet donc de calculer la matrice des forces dans l’espace réci-
proque, qu’on peut diagonaliser pour obtenir les fréquences de phonons ων ainsi que les
vecteurs de déplacement Uνκ . On obtient du même coup les fonctions d’onde perturbées
que l’on utilisera pour calculer les énergies de couplage électron-phonon.
5.5.2 Méthode des phonons gelés
Il est possible de calculer les propriétés phononiques en déplaçant manuellement
les atomes pour obtenir les dérivées premières et secondes des différentes quantités.
Bien que l’on puisse calculer de cette façon la matrice des forces, nous allons supposer
que nous connaissons déjà les vecteurs de polarisation des modes phononiques et leurs
fréquences, pour nous concentrer sur le calcul du couplage électron-phonon.
Considérons un vecteur de déplacement pour tous les atomes ylκi. On définit la déri-
vée seconde d’une quantité F selon cette direction comme
F(2)
[
ylκi
]
=
∂ 2F
[
x0lκi+α ylκi
]
∂α2
∣∣∣∣
α=0
, (5.46)
où α est un paramètre avec des dimensions de longueur. La dérivée seconde de l’énergie
selon une direction peut être exprimée à l’aide de la matrice des forces comme
E(2)
[
ylκi
]
= ∑
ν
∑
κ,κ ′
yκ(−q) ·Uνκ(q)
MκMκ ′ω
2
ν
M
Uνκ ′(−q) ·yκ ′(q) (5.47)
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avec la transformée de fourier du vecteur de déplacement :
yκ(q) =
1√
N
∑
l
e−iq·Rlylκ . (5.48)
Il est donc possible de sélectionner un mode de phonon en choisissant un déplacement
selon le vecteur de polarisation phononique. On choisit
yνlκ =
gν
2
[
Uνκ(q)e
iq·Rl +Uνκ(−q)e−iq·Rl
]
. (5.49)
Le facteur gν prendra une valeur différente selon de la position du vecteur q. On dis-
tingue deux cas. Si q est en un point quelconque de la zone de Brillouin, alors les points
q et −q contribueront indépendamment dans la somme sur les modes ν , et on choisit
gν =
√
2. Si par contre q se trouve au centre de la zone de Brillouin (q = 0), ou en
frontière de zone, tel que q=−q+G, avec G un vecteur du réseau réciproque, alors les
points q et −q sont indistinguables et ne contribuent qu’une seule fois dans la somme.
Dans ce cas, on aura gν = |Uν |/|ℜUν | pour que le calcul soit indépendant d’une phase
appliquée aux vecteurs de polarisation.
Avec ce choix de vecteur, la dérivée seconde de l’énergie totale par cellule unitaire
vaut
E(2)
[
yνlκ
]
=Mω2ν , (5.50)
et par le théorème de Janack et le théorème de Brook, on voit que la dérivée seconde des
énergies électroniques donne les énergies de couplage électron-phonon :
ε
(2)
λ
[
yνlκ
]
= 2
Mων
h¯
∂ελ
∂nν
. (5.51)
La méthode des phonons gelés permet donc de calculer les fréquences phonons ainsi
que les énergies de couplage électron-phonon sans faire appel à l’approximation des
ions rigides. Une telle procédure nécessite cependant que les calculs soient effectués
dans des supercellules, de sorte que le vecteur de déplacement de l’équation (5.49) soit
périodique. Comme nous allons le voir au chapitre suivant, la méthode des phonons
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gelés offre une grande flexibilité dans la méthode de calcul. Elle permet de comparer
différentes fonctionnelles d’échange-corrélation, et nécessite moins d’approximations
que la théorie perturbative de la fonctionnelle de densité.
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CHAPITRE 6
CALCULS GW DU COUPLAGE ÉLECTRON-PHONON
6.1 Mise en contexte
Bien que la DFPT ait été largement utilisée pour prédire le spectre phononique des
matériaux (les articles originaux [48, 49] sont cités plus de 600 fois), relativement peu
d’études ont appliqué cette méthode au calcul de la renormalisation du point zéro de la
structure de bandes. Cet effet a surtout été étudié dans le diamant, et autres composés
organiques, puisque la renormalisation y devient importante, en raison de la faible masse
du carbone [50–53]. On se demande alors si la théorie de la fonctionnelle de densité est
suffisamment précise pour prédire la dépendance en température des énergies électro-
niques.
Il a été montré que le calcul du couplage électron-phonon en DFT dépendait forte-
ment de la fonctionnelle d’échange-corrélation utilisée. En particulier, les fonctionnelles
non locales, qui sont ajustées pour décrire correctement la bande interdite de certains
matériaux, prédisent un couplage électron-phonon plus élevé que la LDA ou la GGA
[54–57]. La LDA étant basée sur des calculs de l’échange et de la corrélation dans les mé-
taux, il y a lieu de croire qu’elle sous-estime l’amplitude du couplage électron-phonon,
puisqu’elle aura tendance à sur-écranter les perturbations phononiques.
Nous voulions savoir si la méthode GW permettait un calcul précis de la renormali-
sation de la bande interdite et de sa dépendance en température. Nous avons donc em-
ployé la méthode des phonons gelés, afin de calculer les énergies de couplage électron-
phonon en GW et de les comparer au calcul DFT. De tels calculs ont été réalisés dans
des molécules et dans le graphène [55, 56, 58], mais jamais dans des systèmes cris-
tallins ; l’échantillonnage de la zone de Brillouin en trois dimensions rend ces calculs
extrêmement lourds.
En principe, la méthode DFPT se doit de reproduire les calculs de phonons gelés,
pourvu qu’ils soient effectués avec la même fonctionnelle d’échange-corrélation. La
6.1. Mise en contexte
DFPT repose cependant sur l’approximation des ions rigides, qui rend la méthode ef-
ficace. Nos calculs permettaient une vérification directe de la validité de cette approxi-
mation. Ceci n’avait jamais été fait, à l’exception des travaux de Paul Boulanger [59]
sur les molécules diatomiques. Cette étude montrait que, dans ces systèmes, l’approxi-
mation des ions rigides n’est pas valide, puisque le terme de Debye-Waller non diagonal
contribue significativement à la renormalisation du point zéro. La question de savoir si
l’approximation était bonne dans les solides restait donc ouverte.
Nos travaux ont montré que la méthode GW amplifie les énergies de couplage
électron-phonon par plus de 40% par rapport à la LDA. D’autre part, les calculs DFPT
se sont avérés reproduire très précisément les calculs de phonons gelés, validant ainsi
l’approximation des ions rigides. En combinant les deux méthodes, nous avons pu pré-
dire correctement la dépendance en température de la bande interdite du diamant. Cette
étude illustre l’acuité de la méthode GW dans le calcul du couplage électron-phonon, et
motive le développement de nouvelles méthodes basées sur la théorie des perturbations
à N corps plutôt que la DFT.
6.1.1 Contribution des auteurs
G. Antonius, S. Poncé, P. Boulanger, M. Côté, and X. Gonze, “Many-body effects
on the zero-point renormalization of the band structure,” Phys. Rev. Lett., vol. 112,
p. 215501, May 2014
J’ai moi-même mené le projet, effectué les calculs, et rédigé l’article. Samuel Poncé
a effectué des calculs de soutient ainsi que de nombreuses vérifications du code. Paul
Boulanger a implémenté la méthode DFPT dans Abinit. Le tout a été fait sous la super-
vision de Michel Côté et Xavier Gonze. Tous les auteurs ont contribué à la révision de
l’article.
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Many-body effects on the zero-point renormalization of the band
structure
G. Antonius1, S. Poncé2, P. Boulanger3, M. Côté1, and X. Gonze2
1Département de physique, Université de Montréal, C.P. 6128,
Succursale Centre-Ville, Montréal, Canada H3C 3J7
2IMCN-NAPS, Université catholique de Louvain, Place Croix
du Sud 1, B-1348 Louvain-la-Neuve, B-1348 Louvain-la-Neuve,
Belgium
3Institut Néel, 25 avenue des Martyrs, BP 166, 38042 Grenoble
cedex 9, France
We compute the zero-point renormalization (ZPR) of the optical band gap of diamond
from many-body perturbation theory using the perturbative G0W0 approximation as
well as quasiparticle self-consistent GW . The electron-phonon coupling energies are
found to be more than 40% higher than standard density functional theory when many-
body effects are included with the frozen-phonon calculations. A similar increase is
observed for the ZPR in GaAs when G0W0 corrections are applied. We show that these
many-body corrections are necessary to accurately predict the temperature dependence
of the band gap. The frozen-phonon method also allows us to validate the rigid-ion
approximation which is always present in density functional perturbation theory.
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The coupling of electrons to a bosonic field generally causes a renormalization of
the energy levels. Whereas in vacuum, the electromagnetic fluctuations lead to the Lamb
shift observed in the hydrogen atom levels, in condensed matter, the phonon field renor-
malizes the band structure, even at zero temperature. Being as large as several hundreds
of meV [1], this renormalization is critical to the predictive power of ab initio calcula-
tions when it comes to absorption spectra [2], photovoltaic materials [3], or topological
insulators [4].
Following the early work of Fan and others in the 1950s [5–7], the problem was ad-
dressed by Allen, Heine and Cardona (AHC) [8, 9], whose theory provides perturbative
expressions in terms of the electron-phonon coupling ; they find, at the lowest order, that
two diagrams contribute to the renormalization, the Fan diagram coming from two first-
order electron-phonon coupling vertices, and the Debye-Waller diagram coming from
one second-order vertex. Using semi-empirical methods, and later on, density functional
theory (DFT), the temperature dependence of the band gap could be obtained for several
semiconductors [10–18]. Among those, diamond has been a case study 1 , both for the
strong band gap renormalization it exhibits [20–25] and its phonon-driven superconduc-
tivity enabled by boron doping [26–29].
The reliability of DFT for the electron-phonon coupling has however been questio-
ned in recent years. Since the scattering of an electron by a phonon probes the excited
states of a system, a theory describing this process should rely on an accurate unrenor-
malized band structure, unlike the one of DFT. This has motivated the use of non-local
DFT functionals [30–33]. These studies have shown that, as well as correcting the band
gap, exact exchange functionals are also necessary to accurately describe the electron-
phonon coupling. A truly ab initio scheme however would rely on many-body perturba-
tion theory. As such, it was reported that G0W0 corrections led to a significant increase
of the electron-phonon coupling in C60 fullerene and in graphene [31, 32]. In this work,
we show that the G0W0 [34] and GW [35] treatments of the electron-electron interac-
tion enhance the zero-point renormalization (ZPR) in diamond by more than 40% with
1We note important discrepancies between our DFPT results and those of [22, 23]. These differences
are well understood and are discussed in [25].
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respect to DFT in the local-density approximation (LDA), and that these corrections
allow to obtain the correct temperature dependence of the band gap.
We combine the frozen-phonon method and density functional perturbation theory
(DFPT) [36, 37] to compute the direct band gap renormalization. This allows us to re-
vise an important approximation of the AHC theory, namely the rigid-ion approximation.
In all perturbative calculations, the Debye-Waller interaction term is simplified to allow
its computation from linear response. The approximation breaks down in the case of di-
atomic molecules [38], but its reliability in solids has not been verified to our knowledge.
Here we assert the validity of the rigid-ion approximation in diamond, and in general for
three-dimensional systems.
6.2.1 Method
The temperature dependence of the electronic eigenvalues originates from the pho-
non population and the thermal expansion of the lattice [1, 13], the latter effect being
relatively small. Neglecting dynamical effects (i.e. the phonon energy is assumed to be
small with respect to electronic excitations), the phonon contribution gives
ελ (T ) = ε
0
λ +
1
N ∑ν
∂ελ
∂nν
[
nν(T )+
1
2
]
, (6.1)
where ε0λ are the eigenvalues at equilibrium, and the sum over the N phonon modes in-
volves the electron-phonon coupling energies (EPCE) ∂ελ/∂nν , and the Bose-Einstein
occupation numbers nν . With the frozen-phonon method, and in the harmonic approxi-
mation, the EPCE are obtained from the second-order derivatives of the eigenvalues at
equilibrium :
∂εα
∂n j
=
h¯
2Mω j
∂ 2
∂ z2
εα
[
z u jτ
]∣∣∣
z=0
, (6.2)
where M is the reduced atomic mass, ων is the phonon frequency and ελ
[
z uνκ
]
is an
eigenvalue computed with the atoms displaced along the normalized polarization vector
uνκ , with τ labeling the atoms of the unit cell. Each EPCE requires a supercell calculation
to account for the wavelength of the phonon. Although this makes the technique more
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computationally demanding than DFPT, it offers several theoretical advantages. It makes
no approximation for the Debye-Waller term, and it gives full agency on the method to
compute the electronic structure.
We compute the ZPR of the top of the valence band of diamond (Γ′25v ) and the first
optically accessible state (Γ15c ) using a 4× 4× 4 Γ-centered q-point grid. The lattice
parameter (3.55Å) was obtained by relaxation of the structure with a Trouiller-Martins
LDA pseudopotential [39]. All calculation were done with the ABINIT code [40].
6.2.2 Rigid-ion approximation
In the AHC theory, the EPCE are expressed as
∂ελ
∂nν
=
h¯
2Mων
∑
τ,τ ′
Φλτ,τ ′ :
[
uν†κ u
ν
κ ′− 12
(
uν†κ u
ν
κ +u
ν†
κ ′ u
ν
κ ′
)]
, (6.3)
where Φ is the Hessian matrix of an eigenvalue derived with respect to all atomic posi-
tions, given by
Φατ,τ ′ = (〈ψα |∇τH|∇τ ′ψα〉+ c.c.)+ 〈ψα |∇τ∇τ ′H|ψα〉. (6.4)
The first term in Eq. (6.3) splits into the Fan and the Debye-Waller terms, when combined
with the first and second terms of Φ, respectively. The former describes the scattering of
an electronic states by a phonon, and the latter corresponds to a second-order electron-
phonon interaction, which is difficult to compute in DFPT. By virtue of the acoustic
sum rule [8], the two other "rigid-ion" terms in Eq. (6.3) give a null contribution to
the EPCE, but they allow for the desired approximation. Assuming the Debye-Waller
term to be diagonal in atom sites (τ = τ ′), the second-order derivative can be completely
dropped, since Eq. (6.3) is explicitly off-diagonal. The rigid-ion terms now assume the
Debye-Waller contribution using only the first-order derivatives of the hamiltonian and
the wavefunctions, which are obtained self-consistently in DFPT. This simplification of
the perturbation theory expressions is a major achievement of the AHC theory, albeit
depending critically on the validity of the rigid-ion approximation.
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The DFPT scheme allows for a fine sampling of the Brillouin zone (BZ), as shown
on Fig. 6.1. Diamond being an indirect gap insulator, a divergence occurs in the Γ15c
EPCE when a phonon wavevector connects this state to another one with close energy.
This is handled by adding a small imaginary part to the energy differences (0.1 eV)2.
Although most of the divergences cancel out after integration, the broad peak at Γ gives
an important contribution to the energies renormalization. The central region covering
one eighth of the BZ, accounts for 45% of the Γ′25v ZPR and 20% of the Γ15c ZPR.
The rigid-ion approximation is not present in the frozen-phonon approach. Remar-
kably, using minute displacements (∼ 0.01% of the bond length), the coupling energies
computed from Eq. (6.2) fall closely on the DFPT curve. The total ZPR obtained with the
frozen-phonon method differs by less than 3% from the DFPT value (see Table 6.I), a dis-
crepancy we attribute to the rigid-ion approximation. Since the neglected non-diagonal
Debye-Waller term is a short-ranged interaction between neighboring atomic sites, it
does not become any stronger near Γ than it is at the BZ boundary. Therefore, this term
should be of negligible importance in any three-dimensional crystal, where the BZ center
area accounts for a significant portion of the ZPR.
6.2.3 Many-body corrections
Displacing the atoms by 0.1% of the bond length causes the electrons to move from
the contracting bonds to the stretching bonds, in favor of lower kinetic energy. This
charge transfer pushes the Γ′25v energy upward, causing a renormalization of 119 meV
in LDA. With the G0W0 corrections[41], the EPCE is uniformly increased all over the
Brillouin zone by about 50 meV per q-point, as shown on Fig. 6.2. Although the Γ15c
state shows a negative renormalization of −318 meV in LDA, the EPCE elements are
positive in the Γ−X direction, where the lowest conduction band reaches its minimum.
The G0W0 corrections increase the amplitude of the negative EPCE elements while
reducing the positive elements, bringing the Γ15c ZPR to −477 meV, and increasing
the band gap renormalization by more than 40%, as reported in Table 6.I. We observed
the same trend in gallium arsenide, which is a direct band gap semiconductor. Whereas
2See supplemental material.
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Figure 6.1 – Electron-phonon coupling energies for the top of the valence
band (lower panel) and the bottom of the conduction band at Γ (middle panel),
calculated in DFPT (solid line) and with the frozen-phonon method (circles).
The top panel shows the band structure with dashed lines indicating the Γ′25v
and Γ15c energies.
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Table 6.I – Zero-point renormalization (meV) computed on a 4×4×4 q-
point grid in frozen-phonon (finite differences) and in DFPT (perturbative
DFT).
Γ′25v Γ15c Gap
Rigid-ion approximation
Perturbative DFT 113 −314 −427
Finite differences harmonic(a) 117 −320 −437
Many-body effects
Finite differences DFT(b) 119 −318 −437
Finite differences G0W0(b) 145 −477 −622
Phonon displacements : (a) ∼ 0.01% (b)∼ 0.1% of the bond length.
the LDA predicts a band gap renormalization of −23 meV in this material, the ZPR in
increased by −10 meV when G0W0 corrections are applied.
The self-energy is thus more sensitive to the perturbation than the LDA exchange-
correlation potential. This reflects the fact that LDA is based on the jellium model. The
electron-electron interaction is overly screened in the bonding region, where the charge
density packs up. On the opposite, retaining only the bare exchange corresponds to a
Hartree-Fock calculation with the DFT wavefunctions. Such a calculation overestimates
the renormalization of the Γ′25v (207 meV), which is located in the bonds, while the Γ15c
ZPR (−473 meV) does not suffer from the lack of correlation. This illustrates the im-
portance of proper screening in the high density region. The same feature was reported
in graphene to a higher extent, due to the shorter sp2 bonds[32].
Quasiparticle GW calculations of the EPCE were performed on a subset of our q-
point grid (Γ, Λ, L, X ). The self-consistency increases slightly the EPCE of the Γ′25v
(∼ 8 meV, on average) and the Γ15c (∼−22 meV). Such a small change results from two
cancelling effects. While the self-energy allows for a greater interstitial charge density, it
also reduces the electron mobility by opening the band gap much more than G0W0 does
[41]. Overall, the LDA+G0W0 calculation seems to agree well with the electron-phonon
coupling obtained from self-consistent GW.
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Figure 6.2 – Electron-phonon coupling energies for the top of the valence
band (lower pannel) and the bottom of the conduction band at Γ (top pannel),
in DFT (squares), in G0W0 (circles) and in GW (stars).
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6.2.4 Temperature dependence of the band gap
Our coarse sampling of the Brillouin zone might not capture the relative importance
of the strongly coupling modes. Hence, we interpolate the many-body corrections on a
dense q-point grid using a cubic polynomial fit for the G0W0 corrections to the EPCE
[41]. We obtain the band gap renormalization and its temperature dependence from a
DFPT calculation on a 32× 32× 32 q-point grid, as reported in Table 6.II. This fine
sampling reveals a bigger G0W0 correction to the Γ15cZPR due to the strong positive
contributions near X being reduced and those near Γ being enhanced. As a result, the
band gap ZPR is increased from −404 meV to−628 meV when many-body corrections
are applied.
Figure 6.3 shows the temperature dependence of the direct band gap of diamond
computed in DFPT and with many-body corrections. In this figure, the bare band gap
(7.732 eV) was obtained from a full-frequency G0W0 calculation starting from an LDA
band structure with a scissor shift of 1.5 eV which reproduces the renormalized gap [41].
Clearly, the DFPT method underestimates the ZPR, and the many-body corrections are
critical to restore the agreement with experiments. The high-temperature slope is also
increased from −0.42 meV/K to −0.67 meV/K with many-body corrections, in good
agreement with experimental data (−0.60 and −0.69 meV/K [42]).
The correspondence between theoretical and experimental results is remarkable, gi-
ven that several approximations were made. On the one hand, our calculations were
Table 6.II – Zero-point renormalization (meV) computed on a 32×32×32 q-
point grid. The G0W0 and GW corrections are interpolated with the models
discussed in the text.
Γ′25v Γ15c Gap
DFPT 141 −263 −404
∆ G0W0 +26 −183 −209
∆ GW - G0W0 +4 −11 −15
Total 171 −457 −628
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Figure 6.3 – Temperature dependence of the direct band gap computed in
DFPT (squares) and with GW corrections (discs). The band gap (7.732 eV)
is computed in G0W0, and the two experimental data sets (upper and lower
triangles) are from [42].
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performed in the adiabatic approximation, whereas the full treatment should include dy-
namical effects as well. We checked, using the dynamical AHC theory, that those effects
have a small impact, changing the band gap ZPR by +5 meV. However, it was reported
that the dynamical electron-phonon self-energy causes a spreading of the main quasi-
particle peak in the Γ15c spectral function, reducing further the optical gap by about
50 meV [23]. On the other hand, the harmonic approximation was used throughout the
study, whereas anharmonic effects are believed to reduce the renormalization of the band
gap (in absolute value) [24]. Hence, it would seem that those effects we neglected tend
to cancel each other, leading to the agreement of the static harmonic DFPT+GW scheme
to within 50 meV of the experimental data.
In conclusion, the frozen-phonon method allowed us to go beyond the DFPT fra-
mework for the zero-point renormalization of the optical band gap of diamond and gal-
lium arsenide. We validated the rigid-ion approximation for crystals, proving the DFPT
scheme to be a reliable DFT calculation of the EPCE. The electron self-energy as ob-
tained from G0W0 corrections revealed to be much more sensitive to ionic displace-
ments than the LDA exchange-correlation potential. Bringing GW calculations to self-
consistency further increased the coupling, but the G0W0 approximation captures most
of the many-body corrections. Those corrections increase the zero-point renormaliza-
tion of the band gap as well as its high-temperature slope by more than 40%. Overall,
we find that the DFPT+GW scheme reproduces accurately the temperature dependence
of the direct band gap of diamond. While DFPT remains the most efficient method to
treat the electron-phonon interaction, our results call for a more accurate scheme. Ideally,
an improvement of the linear response would include non-local exchange and dynamical
screening in the ways of the many-body perturbation theory. We hope this work moti-
vates such development.
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CHAPITRE 7
CONCLUSION
Nous avons vu comment les prédictions de la DFT pour la structure de bandes des
matériaux isolants et semiconducteurs pouvaient être grandement améliorées grâce aux
calculs G0W0 et GW. Le coût numérique associé à ces procédures est toutefois sub-
stantiel, puisqu’elles nécessitent l’évaluation de la matrice diélectrique inverse sur une
certaine plage de fréquences, ainsi qu’une sommation sur toutes les bandes inoccupées
dans le calcul de la matrice diélectrique et de la self-énergie. On peut accélérer les calculs
G0W0 à l’aide de modèles de pôle de plasmon, dont nous avons analysé la précision dans
le ZnO, le SnO2 et le SiO2. Il s’est avéré que les modèles de pôle de plasmon basés sur
la règle de somme f avaient tendance à surestimer la bande interdite de ces systèmes. Le
modèle de Godby et Needs, dont les paramètres sont ajustés à l’aide d’un calcul expli-
cite de la matrice diélectrique sur deux fréquences, reproduisait très fidèlement le calcul
complet de la matrice diélectrique, en regard des corrections perturbatives aux énergies
électroniques.
Bien que les calculs G0W0 prédisent une bande interdite en bon accord avec l’expé-
rience dans le SiO2, la bande interdite est encore sous-estimée dans le ZnO et le SnO2.
On attribue ceci au mauvais positionnement en énergie des orbitales d, qui se mélangent
alors avec les bandes au niveau de Fermi et tendent à réduire la bande interdite. La
procédure G0W0 ne peut pas corriger cet effet, puisque les fonctions d’ondes utilisées
demeurent celles calculées en DFT. Il est possible d’améliorer la situation en effectuant
le calcul G0W0 à partir d’un calcul DFT+U, qui corrige le positionnement des bandes
d, mais cette méthode requiert une connaissance préalable sur le système étudié, soit la
valeur du paramètre U . Il faut alors avoir recours aux calculs GW auto-cohérent pour
réellement décrire ces systèmes de façon ab initio.
Beaucoup d’autres efforts sont investis pour accélérer la méthode G0W0. Des déve-
loppements récents permettent par exemple de réduire le nombre de bandes de conduc-
tion nécessaires au calcul [61–65], ou encore d’optimiser la base dans laquelle sont cal-
culées la matrice diélectrique et la self-énergie [66]. Ces avancées permettent de s’at-
taquer à des systèmes de plus en plus étendus [66], et d’effectuer des calculs G0W0 de
masse sur de larges bases de données [67].
Par ailleurs, la self-énergie liée à l’interaction électron-électron, qu’on approxime
avec la méthode GW, ne peut décrire à elle seule la structure de bandes. L’interaction
électron-phonon renormalise les niveaux électroniques, et module les propriétés optiques
des matériaux en fonction de la température. Nous avons montré que le calcul de la
renormalisation du point zéro requiert une description adéquate de l’échange et de la
corrélation, au-delà des fonctionnelles couramment utilisées en DFT. Dans le diamant,
le couplage électron-phonon calculé avec la méthode GW se trouve amplifié par plus
de 40% par rapport aux calculs DFT effectués avec la LDA. Ces corrections permettent
de prédire correctement la renormalisation du point zéro, ainsi que la dépendance en
température de la bande interdite. On trouve une renormalisation d’environs 0.6 eV, une
contribution substantielle par rapport à la précision visée par les calculs G0W0.
À mesure que la précision des calculs de structures de bandes se raffine, l’effet des
vibrations du réseau cristallin sur les niveaux énergétiques devient important. On doit
par exemple en tenir compte dans le domaine de la photovoltaïque [68, 69] et celui des
isolants topologiques [70, 71]. À la lumière de nos recherches, il peut être intéressant
de développer une approche perturbative au couplage électron-phonon incorporant la
self-énergie du couplage électron-électron telle que calculée en GW. On pourrait ainsi
espérer se rapprocher de la précision souhaitée pour les applications mentionnées sans
avoir recours à des calculs de supercellules. De façon générale, nos travaux ont mis en
évidence l’impact de la self-énergie de l’interaction électron-électron sur celle du cou-
plage électron-phonon. On peut alors s’interroger sur la relation inverse. La réduction
de la bande interdite due au couplage électron-phonon tend certainement à augmen-
ter l’écrantage du potentiel coulombien, ce qui doit affecter en retour la self-énergie
de l’interaction électron-électron. Cette relation serait mise en évidence dans un cal-
cul auto-cohérent où les deux self-énergies seraient appliquées simultanément. Une telle
procédure contribuerait à corriger la surestimation de la bande interdite par la GW, du
moins dans les composés d’atomes légers.
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Malgré ses succès et sa popularité, la méthode GW comporte ses limites. Bien que la
procédure GW autocohérente soit satisfaisante d’un point de vue théorique, elle consti-
tue souvent une moins bonne approximation que l’approche G0W0, qui elle dépend du
choix de la fonctionnelle d’échange-corrélation. Une solution proposée à ce problème
est l’ajout de corrections de vertex, c’est-à-dire le raffinement de la fonction Γ dans les
équations de Hedin [25, 72]. Cependant, l’approche de Hedin, où la self-énergie est dé-
veloppée en puissances de W , peut s’avérer inefficace dans certains cas. On pense par
exemple aux matériaux dits fortement corrélés, qui comportent habituellement des orbi-
tales d ou f près du niveau de Fermi. La répulsion coulombienne à l’intérieur de ces orbi-
tales n’étant que faiblement écrantée, il faut avoir recours à d’autres approches, telles que
la théorie dynamique du champ moyen (DMFT), pour traiter plus exactement cette in-
teraction à courte portée [73]. On voit toutefois apparaître des algorithmes DMFT+GW,
qui allient les deux méthodes pour traiter à la fois les orbitales très localisées et le reste
de la structure de bandes [74, 75].
Les travaux présentés dans cette thèse sont un modeste pas vers l’amélioration de
la rapidité et de la précision des calculs de structures électroniques. Les multiples ap-
proches existantes pour le calcul ab initio ouvrent la voie à une réelle ingénierie numé-
rique. Parmi celles-ci, il y a lieu de croire que la méthode GW constitue déjà une base
solide pour les développements futurs.
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ANNEXE I
FORMALISME GÉNÉRAL
I.1 Seconde quantification
La seconde quantification est une représentation pratique des opérateurs et des fonc-
tions d’ondes d’un système à plusieurs particules. Considérons un ensemble complet de
fonctions d’ondes à un corps φλ , où λ représente un ensemble de variables, par exemple,
λ = (σ ,k,n) dans un cristal où un état est spécifié par le spin, le nombre d’onde et l’in-
dice de bande. Le nombre de valeurs possibles pour λ est infini, mais en choisissant N
états, on peut former un état totalement anti-symmétrique à l’aide d’un déterminant de
Slater :
Ψλ1,λ2,...λN (r1,r2, . . .rN) =
1√
N!
∣∣∣∣∣∣∣∣∣∣∣
φλ1(r1) φλ1(r2) · · · φλ1(rN)
φλ2(r1) φλ2(r2) φλ2(rN)
...
. . .
...
φλN(r1) φλN (r2) · · · φλN(rN)
∣∣∣∣∣∣∣∣∣∣∣
(I.1)
L’indice λ1 signifie simplement “‘l’ensemble des variables associées à la particule 1”. On
peut dénombrer les indices λ avec les nombres naturels 1,2,3, . . . , et on place toujours
ces indices en nombre croissant :
Ψλ1<λ2<···<λN (I.2)
Ainsi, les indices λ dénotent les états qui seront occupés, parmi le nombre infini d’état
possible. On associe un nombre d’occupation n pour chaque état, qui prendra la valeur
de 0 ou 1, et on adopte la notation de Dirac :
Ψλ1,λ2,...λN = |n1,n2,n3, . . .〉 . (I.3)
I.1. Seconde quantification
Par exemple, un état à trois particules où les trois premiers états sont occupés s’écrit.
Ψ1,2,3 = |1,1,1,0,0,0, . . .〉 , (I.4)
et un des états excités à quatre particules s’écrit
Ψ1,2,4,5 = |1,1,0,1,1,0, . . .〉 . (I.5)
Finalement, l’identité dans un espace de fonctions d’ondes à N particules s’écrit
I= ∑
{ni}
|n1,n2,n3, . . .〉〈n1,n2,n3, . . .| (I.6)
où la sommation contient toutes les combinaisons de nombres ni valant 0 ou 1 dont la
somme est N. Nous disposons ainsi d’une base complète permettant de décrire un état
anti-symmétrique à N particules. De façon générale, un état sera décrit par une combi-
naison linéaire de plusieurs déterminants de Slater.
Les opérateurs de création et d’annihilation créent ou détruisent une particule dans
un état. Il faut cependant respecter la règle que, si une séquence d’opérateurs de création
et d’annihilation agissent de façon à échanger les états de deux particules, il faut que la
fonction d’onde ait changé de signe. L’action des opérateurs de création et annihilation
est donc définie ainsi :
c†i |n1, . . . ,ni, . . .〉= (−1)Pi(1−ni) |n1, . . . ,ni+1, . . .〉 (I.7)
ci |n1, . . . ,ni, . . .〉= (−1)Pini |n1, . . . ,ni−1, . . .〉 (I.8)
avec
(−1)Pi = (−1)n1+n2+···+ni−1 (I.9)
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Ainsi, on est certain que ces opérateurs obéissent aux bonnes règles d’anti-commutation :
{
ci,c
†
j
}
=cic
†
j + c
†
jci = δi, j{
ci,c j
}
=
{
c†i ,c
†
j
}
= 0. (I.10)
Les opérateurs de création et d’annihilation permettent de représenter n’importe quel
opérateur à un corps ou à deux corps. Pour un opérateur à un corps, on aura
O = ∑
i j
Oi jc
†
i c j (I.11)
où
Oi j = 〈φi|O |φ j〉= 〈0,0, . . . ,ni = 1, . . .|O |0,0, . . . ,n j = 1, . . .〉 (I.12)
Pour un opérateur à deux corps, on aura
O =
1
2 ∑i jkl
Oi jklc
†
jc
†
i ckcl (I.13)
où
Oi jkl =〈φiφ j|O |φkφl〉
=〈0, . . . ,ni = 1, . . .n j = 1, . . .|O |0, . . . ,nk = 1, . . .nl = 1, . . .〉 (I.14)
Ainsi peut-on écrire l’hamiltonien complet du système comme
Hˆ = ∑
i j
hi jc
†
i c j+
1
2 ∑i jkl
vi jklc
†
jc
†
i ckcl, (I.15)
avec
hi j = 〈φi|h(r) |φ j〉= 〈φi|− 12∇2+Vions(r) |φ j〉 , (I.16)
et
vi jkl = 〈φiφ j|v(r,r′) |φkφl〉= 〈φiφ j| 1|r− r′| |φkφl〉 . (I.17)
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Par ailleurs, on peut également utiliser la base des fonctions à un corps pour définir
les opérateurs de champ
ψˆ(r) = ∑
i
φi(r)cˆi ; ψˆ†(r) = ∑
i
φ∗i (r)cˆ
†
i (I.18)
qui détruisent ou créent une particule au point r avec un spin σ , puisque la variable
r = (r,σ) dénote à la fois la position et le spin. Ces opérateurs préservent les relations
de commutation :
{
ψˆ†(r), ψˆ(r′)
}
=ψˆ†(r)ψˆ(r′)+ ψˆ(r′)ψˆ†(r) = δ (r,r′){
ψˆ†(r), ψˆ†(r′)
}
=
{
ψˆ(r), ψˆ(r′)
}
= 0, (I.19)
et permettent d’écrire l’hamiltonien complet comme
Hˆ =
∫
drψˆ†(r)h(r)ψˆ(r)+
1
2
∫
drdr′ψˆ†(r)ψˆ†(r′)v(r,r′)ψˆ(r′)ψˆ(r). (I.20)
Il est à noter que l’intégale sur la variable r représente une intégrale sur r et une somma-
tion sur les spins : ∫
dr · · ·= ∑
σ
∫
dr . . . (I.21)
Dans la représentation de Heisenberg, les opérateurs dépendant du temps s’écrivent
ci(t) =e
iHtcie
−iHt
ψˆ(r, t) =eiHtψˆ(r)e−iHt (I.22)
Ceci implique que l’évolution temporelle de ψˆ†(r, t) est donnée par
i
∂
∂ t
ψˆ(r, t) =
[
ψˆ(r, t),H
]
= ψˆ(r, t)H−Hψˆ(r, t). (I.23)
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I.2 Représentation d’interaction
La représentation d’interaction (interaction picture) est une approche générale en
théorie des perturbations. Nous établissons ici la notation de base, en vue d’appliquer ce
formalisme à la fonction de Green.
L’opérateur d’évolution temporelle, U (t − t0) fait évoluer une fonction d’onde du
temps t0 au temps t :
|φ(t)〉= U (t− t0) |φ(t0)〉 . (I.24)
En insérant ceci dans l’équation de Schrödinger, on trouve immédiatement que l’opéra-
teur d’évolution temporelle est donné par
U (t− t0) = e−iH(t−t0). (I.25)
Cet opérateur possède la propriété de pouvoir être décomposé en temps intermédiaires :
U (t− t0) = U (t− t1)U (t1− t0) pour t0 < t1 < t. (I.26)
Rappelons que c’est seulement dans la représentation de Schrödinger que les fonc-
tions d’ondes possèdent une évolution temporelle, alors que dans la représentation de
Heisenberg, ce sont les opérateurs qui évoluent.
Nous nous intéressons maintenant au cas où un hamiltonien initial H0 subit une per-
turbation dépendante du temps H1(t). L’hamiltonien complet est donc donné par
H = H0+H1(t). (I.27)
On introduit alors la représentation d’interaction. Par rapport à la représentation de
Schrödinger, les opérateurs sont redéfinis comme
O˜(t) = eiH0tOe−iH0t , (I.28)
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et les fonctions d’ondes sont redéfinies comme
|φ˜(t)〉= eiH0t |φ(t)〉 . (I.29)
L’équation de mouvement des fonctions d’ondes sera donc
∂
∂ t
|φ˜(t)〉=−iH˜1(t) |φ˜(t)〉 . (I.30)
L’opérateur d’évolution temporelle dans la représentation d’interaction possède la même
fonction que précédemment :
|φ˜(t)〉=U(t− t0) |φ˜(t0)〉 . (I.31)
et il est à présent défini comme
U(t− t0) = eiH0tU (t− t0)e−iH0t0 = eiH0te−iH(t−t0)e−iH0t0. (I.32)
L’équation de mouvement pour cet opérateur est donc
∂
∂ t
U(t− t0) =−iH˜1(t)U(t− t0), (I.33)
ce qui permet d’écrire
U(t− t0) =1− i
∫ t
t0
H˜1(t1)U(t1− t0)dt1 (I.34)
=1− i
∫ t
t0
H˜1(t1)dt1+ i
2
∫ t
t0
dt1
∫ t1
t0
dt2H˜1(t1)H˜1(t2)+ . . .
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ANNEXE II
PROPRIÉTÉS DE LA FONCTION DE GREEN
Cette annexe présente la dérivation de plusieurs résultats utilisés au chapitre 3.
II.1 Fonction de Green des quasi-particules
En termes de temps, la fonction de Green est définie comme
G(r,r′; t− t ′) =−i〈Ψ|eiHtψˆ(r)e−iHteiHt ′ψˆ†(r′)e−iHt ′ |Ψ〉Θ(t− t ′)
+i〈Ψ|eiHt ′ψˆ†(r′)e−iHt ′eiHtψˆ(r)e−iHt |Ψ〉Θ(t ′− t). (II.1)
En insérant un ensemble complet d’états à N−1 ou N+1 particules entre les opérateurs
de champs, on obtient
G(r,r′; t−t ′) =−i∑
S
ψS(r)ψ
∗
S (r
′)e−iεS(t−t
′)
[
Θ(t−t ′)Θ(εS−µ))−Θ(t ′−t)Θ(µ−εS))
]
,
(II.2)
avec
ψS(r) =
〈
ΨN
∣∣ ψˆ(r) ∣∣ΨN+1S 〉 ; εS = EN+1,S−EN pour εS ≥ µ,
ψS(r) =
〈
ΨN−1S
∣∣ ψˆ(r) ∣∣ΨN〉 ; εS = EN−EN−1,S pour εS < µ. (II.3)
et µ est le potentiel chimique. La transformée de Fourier sera
G(r,r′;ω) = ∑
S
ψS(r)ψ
∗
S (r
′)
×
[
− iΘ(εS−µ))
∫ ∞
0
ei(ω−εS)τdτ + iΘ(µ− εS))
∫ 0
−∞
ei(ω−εS)τdτ
]
,
(II.4)
II.1. Fonction de Green des quasi-particules
où τ = t− t ′. Pour que ces intégrales convergent, il faudra ajouter une petite partie ima-
ginaire aux énergies, soit :
εS → εS− iη pour εS ≥ µ,
εS → εS+ iη pour εS < µ.
(II.5)
où η est un réel positif infinitésimal tel que η ×∞ = ∞. Ainsi obtient-on
G(r,r′,ω) = ∑
S
ψS(r)ψ∗S (r
′)
ω − εS+ iηsgn(εS−µ) , (II.6)
Il est à noter cependant que les états ψS(r) ne représentent pas des fonctions d’onde
orthonormées, mais correspondent aux états propres du système à N+ 1 ou N− 1 par-
ticules, projetés sur l’état fondamental auquel on a ajouté ou enlevé une particule en r.
Par ailleurs, les énergies εS sont ici des quantités réelles.
Dans le cas de la fonction de Green non perturbée, les états ΨN±1S sont réellement
formés par l’ajout ou le retrait d’une particule dans un état propre de l’hamiltonien non
interagissant et on a une correspondance entre les états ψS et les fonctions d’onde à un
corps φ 0λ . On peut donc écrire
G(r,r′,ω) = ∑
λ
φ 0λ (r)φ
0∗
λ (r
′)
ω − ε0
λ
+ iηsgn(ε0
λ
−µ) , (II.7)
et les énergies ε0λ sont réelles.
Une telle correspondance d’existe pas pour la fonction de Green interagissante. On
peut toutefois supposer qu’il existe une base d’états à un corps φλ qui ressemblent aux
états ψS, que l’on nomme des quasi-particules, et qui permettent d’écrire la fonction de
Green comme
G(r,r′,ω) = ∑
λ
φλ (r)φλ (r
′)
ω − ελ + iηsgn(ελ −µ)
. (II.8)
Dans ce cas, les énergies ελ seront des quantités complexes, données par
1
ω− ελ
= ∑
S
| 〈ΨN|cλ |ΨN+1S 〉 |2
ω− εS+ iηsgn(εS−µ) . (II.9)
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II.2 Équation de mouvement
Afin de démontrer l’équation (3.25), nous allons calculer la dérivée temporelle de la
fonction de Green. La dérivée des opérateurs de champ est donnée par
i
∂
∂ t
ψˆ(r, t) =
[
ψˆ(r, t),H
]
= eiHt
[
ψˆ(r),H
]
e−iHt . (II.10)
À l’aide des relations d’anti-commutation (I.19), on voit que
[
ψˆ(r), ψˆ†(r′)h(r′)ψˆ(r′)
]
=δ (r,r′)h(r′)ψˆ(r′)[
ψˆ(r), ψˆ†(r′)ψˆ†(r′′)ψˆ(r′′)ψˆ(r′)
]
=
(
δ (r,r′)ψˆ†(r′′)ψˆ(r′′)+δ (r,r′′)ψˆ†(r′)ψˆ(r′)
)
ψˆ(r).
(II.11)
On obtient donc le résultat important
i
∂
∂ t
ψˆ(r, t) =
(
h(r)+
∫
dr′v(r,r′)ψˆ†(r′, t)ψˆ(r′, t)
)
ψˆ(r, t), (II.12)
que l’on peut réécrire comme
i
∂
∂ t1
ψˆ(1) =
(
h(1)+
∫
v(1,3)ψˆ†(3)ψˆ(3)d(3)
)
ψˆ(1), (II.13)
puisque v(1,2) = v(r1,r2)δ (t1− t2) et h(1) = h(r1)δ (t1− t2). La fonction de Green est
donnée par
G(1,2) =−i 〈Ψ| ψˆ(1)ψˆ†(2) |Ψ〉Θ(t1− t2)
+i 〈Ψ| ψˆ†(2)ψˆ(1) |Ψ〉Θ(t2− t1). (II.14)
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On a donc
i
∂
∂ t1
G(1,2) =〈Ψ|
{
ψˆ(1), ψˆ†(2)
}
|Ψ〉δ (t1− t2)
−iΘ(t1− t2)〈Ψ| i ∂
∂ t1
ψˆ(1)ψˆ†(2) |Ψ〉+ iΘ(t2− t1)〈Ψ| ψˆ†(2)i ∂
∂ t1
ψˆ(1) |Ψ〉 .
(II.15)
où on a utilisé le fait que ∂∂ t1 Θ(t1− t2) =−
∂
∂ t1
Θ(t2− t1) = δ (t1− t2). On a donc
i
∂
∂ t1
G(1,2) = δ (1,2)+h(1)G(1,2)−
∫
v(1,3)
×i
[
〈Ψ| ψˆ†(3)ψˆ(3)ψˆ(1)ψˆ†(2) |Ψ〉Θ(t1− t2)
−〈Ψ| ψˆ†(2)ψˆ†(3)ψˆ(3)ψˆ(1) |Ψ〉Θ(t2− t1)
]
d(3). (II.16)
On réécrit ceci comme
i
∂
∂ t1
G(1,2) = δ (1,2)+h(1)G(1,2)−
∫
v(1,3)G(12,33+)d(3), (II.17)
où on a utilisé la fonction de Green à deux particules, définie comme
G(12,34) =−i〈Ψ|Tτψˆ(1)ψˆ(3)ψˆ†(4)ψˆ†(2) |Ψ〉 . (II.18)
Finalement, on ajoute et on retire le terme
VH(1)G(1,2) =−i
∫
v(1,3)G(3,3+)G(1,2)d(3) (II.19)
pour retrouver l’équation (3.25) :
[i
∂
∂ t1
−h(1)−VH(1)]G(1,2)
+
∫
v(1,3)
[
G(12,33+)− iG(3,3+)G(1,2)
]
d(3) = δ (1,2). (II.20)
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II.3 Représentation d’interaction
En vue de la prochaine section, nous présentons ici l’application de la représentation
d’interaction à la fonction de Green, en suivant l’approche de la référence [76].
En l’absence de perturbation (H =H0), on note l’état fondamental Φ0, et la fonction
de Green dans la base des φλ est donnée par
G0λλ ′(t1− t2) =−i〈Φ0|Tτcλ (t1)c†λ ′(t2) |Φ0〉 (II.21)
et lorsque la perturbation est allumée (H = H0+H1), on note l’état fondamental Ψ0 et
la fonction de Green est donnée par
Gλλ ′(t1− t2) =−i〈Ψ0|Tτcλ (t1)c†λ ′(t2) |Ψ0〉 (II.22)
Dans la représentation d’interaction, on peut écrire
Gλλ ′(t1− t2) = lim
T1→+∞(1−iη)
T2→−∞(1−iη)
Qλλ ′(T1,T2, t1− t2) (II.23)
avec
Qλλ ′(T1,T2, t1− t2) =−i
〈Φ0|TτU(T1−T2)c˜λ (t1)c˜†λ ′(t2) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉 . (II.24)
Ici, η est un réel positif infinitésimal tel que η×∞ = ∞. Ce choix représente le fait que
la perturbation H1 est allumée adiabatiquement à un temps infiniment loin dans le passé,
et éteinte adiabatiquement à un temps infiniment loin dans le futur. Pour montrer que
l’équation (II.23) correspond bien à l’équation (II.22) nous allons considérer le cas où
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t2 < t1. Le cas alternatif suit un raisonnement similaire. Nous avons alors
Qλλ ′(T1,T2, t1− t2) =− i
〈Φ0|U(T1− t1)c˜λ (t1)U(t1− t2)c˜†λ ′(t2)U(t2−T2) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉
=− i〈Φ0|U (T1− t1)cλ U (t1− t2)c
†
λ ′U (t2−T2) |Φ0〉
〈Φ0|U (T1−T2) |Φ0〉
=− i〈Φ0|e
−iHT1cλ (t1)c
†
λ ′(t2)e
iHT2 |Φ0〉
〈Φ0|e−iHT1eiHT2 |Φ0〉 , (II.25)
où nous avons successivement passé de la représentation d’interaction à la représentation
de Schrödinger à la représentation de Heisenberg pour les opérateurs cλ et c
†
λ ′ . On insère
maintenant un ensemble complet d’états exacts Ψn pour avoir
Qλλ ′(T1,T2, t1− t2) =
−i∑mn 〈Φ0|Ψn〉〈Ψm|Φ0〉e−i(EnT1−EmT2) 〈Ψn|cλ (t1)c†λ ′(t2) |Ψm〉
∑n 〈Φ0|Ψn〉〈Ψn|Φ0〉e−i(EnT1−EnT2)
.
(II.26)
En prenant la limite pour T1 et T2, seuls les termes m= n= 0 survivent à la sommation,
et l’on retrouve l’équation (II.22).
II.4 Variation selon un potentiel perturbatif
Avec les résultats de la section précédente, nous sommes en mesure de démontrer
l’équation (3.28). Nous considérons une perturbation de la forme
H1(t) =
∫
drψˆ†(r)ψˆ(r)w(r, t) (II.27)
Rappelons que l’opérateur d’évolution temporelle dans la représentation d’interaction
peut s’écrire
U(t− t0) = 1− i
∫ t
t0
H˜1(t1)U(t1− t0)dt1. (II.28)
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En prenant la dérivée fonctionnelle de cette équation, on obtient
δU(t− t0)
δw(r3, t3)
=−iψˆ†(r3)ψˆ(r3)U(t3− t0)sgn(t− t0)− i
∫ t
t3
H˜1(t1)
δU(t1− t0)
δw(r3, t3)
dt1. (II.29)
Il faut spécifier ici que si t3 ne se trouve pas dans l’intervalle [t0, t], alors la dérivée
fonctionnelle doit être nulle. Aussi, le signe sgn(t− t0) tient compte du fait qu’il faille
inverser les bornes d’intégration si t0 > t. Sans plus de cérémonie, nous affirmons que la
solution de cette équation est
δU(t− t0)
δw(r3, t3)
=−iU(t− t3)ψˆ†(r3)ψˆ(r3)U(t3− t0)sgn(t− t0). (II.30)
Il suffit de l’insérer dans l’équation (II.29) pour voir qu’on retrouve l’équation (II.28)
pourU . En présence d’un opérateur d’ordonnement temporel, on aura simplement
Tτ
δU(T1−T2)
δw(3)
=−iTτU(T1−T2)ψ˜†(3+)ψ˜(3). (II.31)
On peut donc appliquer ce résultat à la fonction de Green dans la représentation d’inter-
action :
G(1,2) =−i〈Φ0|TτU(T1−T2)ψ˜(1)ψ˜
†(2) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉 , (II.32)
où il faudra prendre la bonne limite pour T1 et T2. La dérivée fonctionnelle vaut
δG(1,2)
δw(3)
=− i
〈Φ0|Tτ δU(T1−T2)δw(3) ψ˜(1)ψ˜†(2) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉
+ i
〈Φ0|TτU(T1−T2)ψ˜(1)ψ˜†(2) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉
〈Φ0|Tτ δU(T1−T2)δw(3) |Φ0〉
〈Φ0|U(T1−T2) |Φ0〉 . (II.33)
Et en utilisant la définition de la fonction de Green à deux particules, on retrouve bien
− iδG(1,2)
δw(3)
= G(12,33+)− iG(3,3+)G(1,2). (II.34)
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Finalement, on peut se servir de l’identité
δ (1,2) =
∫
d(3)G(1,3)G−1(3,2) (II.35)
et dériver les deux côtés de cette équation pour avoir
0=
∫
d(3)
δG(1,3)
δw(4)
G−1(3,2)+
∫
d(3)G(1,3)
δG−1(3,2)
δw(4)
. (II.36)
On peut donc écrire
δG(1,2)
δw(3)
=−
∫
d(4,5)G(1,4)
δG−1(4,5)
δw(3)
G(5,2), (II.37)
ce qui est un résultat valide pour toute fonction w(3).
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ANNEXE III
COUPLAGE ÉLECTRON-PHONON
Cette annexe présente de façon minimale le formalisme à température finie permet-
tant d’obtenir la self-énergie du couplage électron-phonon. Pour une discussion détaillée
de ce formalisme, voir les références [76, 77].
III.1 Fonctions de Green à température finie
La fonction de Green à température finie est donnée par la moyenne thermodyna-
mique (on prend t ′ = 0 sans perte de généralité)
Gλλ ′(t) =− i〈Tτcλ (t)c†λ ′(0)〉
=− i
Tr
[
Tτe−βHcλ (t)c
†
λ ′(0)
]
Tr
[
e−βH
]
=
−i
Z
Tr
[
Tτe
−βHeiHtcλ e−iHtc
†
λ ′
]
. (III.1)
Au besoin, on peut effectuer la trace sur l’ensemble grand canonique, qui ne contraint
pas le nombre de particules, pourvu qu’on remplace H pas K = H− µN. On définit la
fonction de Green de Matsubara en remplaçant le temps t par un temps imaginaire τ
définit sur l’intervalle [−β ,β ] :
it→ τ ; −β ≤ τ ≤ β . (III.2)
La fonction de Green de Matsubara est donnée par
Gλλ ′(τ) =−〈Tτcλ (τ)c†λ ′(0)〉=
−1
Z
Tr
[
Tτe
−βHeHτcλe−Hτc
†
λ ′
]
. (III.3)
On peut vérifier que cette fonction est antipériodique sur l’intervalle [−β ,β ], c’est à
dire que Gλλ ′(τ) = −Gλλ ′(τ + β ). La définition de Gλλ ′(τ) est en fait généralisée à
III.1. Fonctions de Green à température finie
l’intervalle (−∞,∞) en rendant cette fonction périodique sur une période de 2β . On peut
donc l’écrire en terme de sa série de Fourier :
Gλλ ′(τ) =
1
β
∞
∑
n=−∞
e−iωnτGλλ ′(iωn), (III.4)
Gλλ ′(iωn) =
∫ β
0
dτeiωnτGλλ ′(τ), (III.5)
iωn =
(2n+1)pi
β
. (III.6)
Les fréquences de Matsubara impaires iωn nous assurent donc que cette fonction est
antipériodique. Remarquons que l’on aurait pu ajouter un facteur i dans la définition
de Gλλ ′(τ) et un facteur −i dans la transformée de Fourier. La présente définition est
toutefois la convention qui s’est imposée. L’essentiel est qu’on retrouve la fonction de
Green à l’aide d’une continuation analytique de la fonction de Green de Matsubara :
Gλλ ′(ω) = lim
iωn→ω+iηsgn(ω−µ)
Gλλ ′(iωn). (III.7)
La fonction de Green des phonons à température finie est définie à peu près de la
même façon :
Dν(τ) =−〈TτAν(τ)A−ν(0)〉 . (III.8)
Ce pendant, puisqu’elle contient des opérateurs de création et annihilation bosoniques,
les règles de commutation font que cette fonction doit être périodique, tel que Dν(τ) =
Dν(τ +β ). Les transformées de Fourier sont donc définies comme
Dν(τ) =
1
β
∞
∑
m=−∞
e−iωmτDν(iωm), (III.9)
Dν(iωm) =
∫ β
0
dτeiωmτDν(τ), (III.10)
iωm =
2mpi
β
. (III.11)
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III.2 Représentation d’interaction à température finie
Nous avons vu à l’annexe II que, en présence d’une perturbation H1(t), la fonction
de Green dans la représentation d’interaction s’écrit
Gλλ ′(t) = lim
T1→+∞(1−iη)
T2→−∞(1−iη)
−i〈TτU(T1−T2)c˜λ (t)c˜
†
λ ′(0)〉0
〈U(T1−T2)〉0
, (III.12)
où 〈. . .〉0 signifie qu’on évalue la valeur attendue sur l’état fondamental de H0. On peut
écrireU(∞,−∞) comme une série en puissances de H1 :
U(∞,−∞) =
∞
∑
n=0
(−i)n
n!
∫ ∞
−∞
dt1 . . .
∫ ∞
−∞
dtnTτH˜1(t1) . . .H˜1(tn). (III.13)
Cette expression est équivalente à l’équation (I.34), mais nous avons ajouté l’opérateur
d’ordonnement temporel pour utiliser les mêmes bornes d’intégration, et ajouté un fac-
teur 1/n! pour annuler le comptage multiple.
À température finie, en faisant la substitution it→ τ dans la définition deU et O˜ , on
obtient, pour la fonction de Green de Matsubara
Gλλ ′(τ) =−
〈TτU(β )c˜λ (τ)c˜†λ ′(0)〉0
〈U(β )〉0
, (III.14)
où 〈. . .〉0 signifie qu’on prend la moyenne thermodynamique en utilisant H0 plutôt que
H dans la fonction de partition. La série perturbative pour l’opérateur d’évolution tem-
porelle en temps imaginaire sera
U(β ) =
∞
∑
n=0
(−1)n
n!
∫ β
0
dτ1 . . .
∫ β
0
dτnTτH˜1(τ1) . . .H˜1(τn). (III.15)
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Après quelques manipulations algébriques, on obtient
Gλλ ′(τ) =−
∞
∑
n=0
(−1)n
∫ β
0
dτ1 . . .
∫ β
0
dτn 〈Tτ c˜λ (τ)c˜†λ ′(0)H˜1(τ1) . . .H˜1(τn)〉0
(différents, connectés) (III.16)
Dans cette expression, le facteur 1/n! de l’équation (III.15) et le dénominateur de l’équa-
tion (III.14) semblent avoir disparu. La raison est que, à l’orde n, on retrouvera n! termes
équivalents dans la valeur attendue. On peut donc éliminer le facteur 1/n! et ne retenir
que les termes différents. D’autre part, on sait que le dénominateur de l’équation (III.14)
sera la somme de tous les diagrammes topologiquement déconnectés. On peut donc éli-
miner ce dénominateur et ne garder que les termes connectés, c’est-à-dire les termes où
l’intégrale sur n temps ne peux pas s’exprimer comme un produit d’intégrales indépen-
dantes.
III.3 Self-énergie du couplage électron-phonon
Nous pouvons à présent calculer la self-énergie du couplage électron-phonon, à
l’aide de l’équation (III.16), avec
H1 = H
(1)
ep +H
(2)
ep = ∑
λλ ′ν
M(1)
λλ ′ν Aνc
†
λ
cλ ′ + ∑
λλ ′νν ′
M(2)
λλ ′νν ′ AνAν ′c
†
λ
cλ ′ . (III.17)
En termes de fréquences imaginaires, on s’attend à retrouver une équation de Dyson
pour G , soit
Gλλ ′(iωn) = G
0
λ (iωn)δλλ ′ +∑
λ ′′
G
0
λ (iωn)Σλλ ′′(iωn)Gλ ′′λ ′(iωn)
= G 0λ (iωn)δλλ ′ +G
0
λ (iωn)Σλλ ′(iωn)G
0
λ ′(iωn)
+∑
λ ′′
G
0
λ (iωn)Σλλ ′′(iωn)G
0
λ ′′(iωn)Σλ ′′λ ′(iωn)G
0
λ ′(iωn)+ . . . . (III.18)
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Le premier terme non nul dans la série en puissances de H1 sera celui qui comporte deux
fois le terme H(1)ep . Ce terme vaut
G
(2a)
λλ ′ (τ) =−
∫ β
0
dτ1
∫ β
0
dτ2 〈Tτ c˜λ (τ)H˜(1)ep (τ1)H˜(1)ep (τ2)c˜†λ ′(0)〉0
=− ∑
λ1λ2λ3λ4ν1ν2
M(1)
λ1λ2ν1
M(1)
λ3λ4ν2
∫ β
0
dτ1
∫ β
0
dτ2
〈Tτ c˜λ (τ)A˜ν1(τ1)c˜†λ1(τ1)c˜λ2(τ1)A˜ν2(τ2)c˜
†
λ3
(τ2)c˜λ4(τ2)c˜
†
λ ′(0)〉0 . (III.19)
À l’aide du théorème de Wick [76], on peut écrire cette valeur attendue comme
G
(2a)
λλ ′ (τ) =− ∑
λ ′′ν
M(1)
λλ ′′νM
(1)
λ ′′λ ′−ν
∫ β
0
dτ1
∫ β
0
dτ2Dν(τ1− τ2)G 0λ (τ− τ1)G 0λ ′′(τ1− τ2)G 0λ ′(τ2).
(III.20)
La transformée de Fourier de cette équation donne
G
(2a)
λλ ′ (iωn) =− ∑
λ ′′ν
M(1)
λλ ′′νM
(1)
λ ′′λ ′−ν
1
β ∑m
Dν(iωm)G
0
λ (iωn)G
0
λ ′′(iωn− iωm)G 0λ ′(iωn).
(III.21)
Nous avons donc identifié le premier terme de la self-énergie, qui est le terme de Fan :
ΣFanλλ ′(iωn) =− ∑
λ ′′ν
M(1)
λλ ′′νM
(1)
λ ′′λ ′−ν
1
β ∑m
Dν(iωm)G
0
λ ′′(iωn− iωm). (III.22)
La sommation en fréquences de Matsubara peut se calculer de façon analytique, et l’on
obtient
ΣFanλλ ′(iωn) = ∑
λ ′′ν
M(1)
λλ ′′νM
(1)
λ ′′λ ′−ν
[ nν + fλ ′′
iωn− ε0λ ′′ +ων
+
nν +1− fλ ′′
iωn− ε0λ ′′−ων
]
. (III.23)
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Considérons maintenant le second terme de la série pour G (τ), soit
G
(2b)
λλ ′ (τ) =
∫ β
0
dτ1 〈Tτ c˜λ (τ)H˜(2)ep (τ1)c˜†λ ′(0)〉0
= ∑
λ1λ2ν1ν2
M(2)
λ1λ2ν1ν2
∫ β
0
dτ1 〈Tτ c˜λ (τ)A˜ν1(τ1)A˜ν2(τ1)c˜†λ1(τ1)c˜λ2(τ1)c˜
†
λ ′(0)〉0 .
(III.24)
Le théorème de Wick nous permet d’écrire
G
(2b)
λλ ′ (τ) =−∑
ν
M(2)
λλ ′ν−ν
∫ β
0
dτ1Dν(0)G
0
λ (τ− τ1)G 0λ ′(τ1). (III.25)
En termes de fréquences, on a
G
(2b)
λλ ′ (iωn) =−∑
ν
M(2)
λλ ′ν−ν
1
β ∑m
Dν(iωm)G
0
λ (iωn)G
0
λ ′(iωn), (III.26)
ce qui nous donne la self-énergie de Debye-Waller :
ΣDWλλ ′ =−∑
ν
M(2)
λλ ′ν−ν
1
β ∑m
Dν(iωm) = ∑
ν
M(2)
λλ ′ν−ν
[
2nν +1
]
. (III.27)
On obtient finalement la self-énergie du couplage électron-phonon avec une continuation
analytique :
Σ
ep
λλ ′(ω) = limiωn→ω+iηsgn(ω−µ)
ΣFanλλ ′(iωn)+Σ
DW
λλ ′. (III.28)
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