Kok et.al. [7] introduced Jaco Graphs (order 1 ). In this essay we present a recursive formula to determine the independence number α(J n (1)) = |I| with, I = {v i,j |v 1 = v 1,1 ∈ I and
Introduction
Let µ(G) be an arbitrary invariant of the simple connected graph G. The µ-stability number of G is conventionally, the minimum number of vertices whose removal changes µ(G). If the removal of the minimum vertices results in a decrease of the invariant the result is conventionally denoted, µ − (G) and if the change is to the contrary the change is denoted µ + (G). We note that the domination number, γ(G ′ ), of a subgraph G ′ of G can be larger or smaller than γ(G). Note that a subgraph may result from the removal of vertices and/or edges from G. Furthermore, we note that the removal of edges only from the graph G to obtain G ′ can only result in γ(G ′ ) ≥ γ(G). The minimum number of edges whose removal from G results in a graph G ′ with γ(G ′ ) > γ(G), is called the bondage number b(G), of G.
2 Some invariants of a Jaco Graph, J n (1), n ∈ N The infinite directed Jaco graph (order 1 ) was introduced in [7] , and defined by V (J ∞ (1)) = {v i |i ∈ N}, E(J ∞ (1)) ⊆ {(v i , v j )|i, j ∈ N, i < j} and (v i , v j ) ∈ E(J ∞ (1)) if and only if 2i−d − (v i ) ≥ j. The graph has four fundamental properties which are; V (J ∞ (1)) = {v i |i ∈ N} and, if v j is the head of an edge (arc) then the tail is always a vertex v i , i < j and, if v k , for smallest k ∈ N is a tail vertex then all vertices v ℓ , k < ℓ < j are tails of arcs to v j and finally, the degree of vertex k is d(v k ) = k. The family of finite directed graphs are those limited to n ∈ N vertices by lobbing off all vertices (and edges arcing to vertices) v t , t > n. Hence, trivially we have
2.1 Independence number of a Jaco Graph, J n (1), n ∈ N Consider the underlying graph of the finite directed Jaco Graph, J n (1), n ∈ N. Obviously the graph has vertices v 1 , v 2 , v 3 , ..., v n . Because the independence number is defined to be the number of vertices in a maximum independent set [1] , it is optimal to choose non-adjacent vertices recursively, each of minimum indice. This observation leads to the next theorem. Observe that v i,j = v i as calculated on the j-th step of a recursive formula applied to the vertices of a simple connected graph.
Theorem 2.1. The cardinality of the set I = {v i,j |v 1 = v 1,1 ∈ I and
derived from the underlying graph of the Jaco Graph J n (1), n ∈ N is equal to the independence number, α(J n (1)).
Proof. Clearly for J 1 (1) the cardinality of I = {v 1 } equals 1 and it is indeed the maximum independent set. It is equally easy to see that the set I = {v 1 } is indeed a maximum in-dependent set of J 2 (1) as well. Considering J 3 (1) the derived maximum independent set is, I = {v 1 , v 3 }. It easily follows that
. It follows that this maximum independent set (not unique) remains valid for
Assume on the ℓ-th step we have the maximum independent set {v 1 , v 3 , v 6 , ...,
Considering the Jaco Graph J (k+d + (v k )+1) (1) will yield a maximum independent set, {v 1 , v 3 , v 6 , ...,
So the result holds for the (ℓ + 1)-th step. Through mathematical induction the result holds in general.
Corollary 2.2. It follows that the covering number, β(J n (1)) = n − α(J n (1)).
2.2 Chromatic number of a Jaco Graph, J n (1), n ∈ J From the definitions provided in [7] the Hope Graph of the Jaco Graph, J n (1) is the complete graph on the vertices v i+1 , v i+2 , ..., v n if and only if v i is the prime Jaconian vertex of J n (1).
is the minimum c such that G is c-colourable. Now the following theorem can be settled.
Theorem 2.3. For the Jaco Graph, J n (1), n ∈ N with the prime Jaconian vertex v i we have that the chromatic number, χ(J n (1)) is given by:
Proof. (a(i)) If the edge v i v n exists the largest complete subgraph of J n (1) is given by
we have that the prime Jaconian vertex is v 1 and inherently connected to itself. One may imagine the imaginary edge "v 1 v 1 " to find χ(J 1 (1)) = (1 − 1) + 1 = 1 to be true. For J 2 (1) the prime Jaconian vertex is v 1 and the Hope Graph,
Also, the edge v 1 v 2 , exists. Thus, χ(J 2 (1)) = (2 − 1) + 1 = 2, which is true. Now assume the result holds for any J n (1), n > 2 for which the edge v i v n exists and v i is the prime Jaconian vertex. Label the (n − i) + 1 colours used to colour the ver-
.., c n . From definitions 1.3 and 1.4 and Lemma 1.1 [7] it follows that if the prime Jaconian vertex v i is unique, the Jaco Graph J n+1 (1) will be the smallest Jaco Graph larger than J n (1) with prime Jaconian vertex v i+1 for which the edge v i+1 v n+1 , exists. It also implies that H n+1 (1) ≃ H n (1). Since the edge v i v n+1 does not exists, the colouring of v n+1 with c 1 suffices, whilst the colouring of the rest of the graph J n+1 (1) remains the same as that of J n (1). So clearly the result χ(J n+1 (1)) = ((n + 1)
From definitions 1.3 and 1.4 and Lemma 1.1 [7] it follows that if the prime Jaconian vertex v i of J n (1) is not unique, the Jaco Graph J n+2 (1) will be the smallest Jaco Graph larger than J n (1) with prime Jaconian vertex v i+1 for which both the edge v i+1 v n+1 and v i+1 v n+2 , exist (also see the Fisher Table for illustration). Since the edge v i v n+1 does not exist, colour vertices v n+1 , v n+2 respectively c 1 and c n+1 . Since H n+2 (1) has (n − i) + 1 vertices we must consider the colouring of
Assume that for some Jaco Graph J n (1) with the edge v i v n existing we have that χ(J n (1)) > (n − i) + 1. Clearly this contradicts the definition on minimality of the colouring set so we safely conclude that χ(J n (1)) ≯ (n − i) + 1.
Since all cases have been considered the necessary condition follows through mathematical induction.
(a(ii)) Consider the converse statement namely, if χ(J n (1)) = (n − i) + 1 then the edge v i v n exists and assume it is not true for some Jaco Graph J n (1) by assuming that the edge v i v n does not exists. The Hope Graph H n (1) ≃ K n−i requires n − i colours. Since, the edge v i v n does not exists, colouring v i the same as v n will suffice. It implies that using (n − i) + 1 colours contradicts the definition on minimality of the colouring set. Hence, the sufficient condition follows thus, the result. Definition 2.1. We define the murtage number, m(G), of a simple connected graph G to be the minimum number of edges that has to be added to G such that the resulting graph G
It follows from the definition that m(G) = 0 if and only if γ(G) = 1. Conversely we assume that m(G) = θ and that v 1 is adjacent to some v j ∈ X i . Since we are considering a d om -sequence of a compact γ-set of G, it is clear that the vertices in D 1,i are uniquely dominated by v 1 hence, we must join all vertices in D 1,i − {v 1 } to vertices in X i − {v 1 } in order to eliminate v 1 from X i . However, it required only θ − 1 edges to be added hence, m(G) = θ − 1. The latter is a contradiction, implying v 1 is not adjacent to any vertex v j ∈ X i . 
and it follows that m(G) ≤ k < θ, which is a contradiction.
Although the two invariants differ conceptually, the result is very useful. We only have to investigate one of the invariants and all the results will hold for the other.
Theorem 2.6. Any simple connected graph G has a spanning subtree T such that:
Proof. Consider a compact γ-set, X i = {v 1 , v 2 , v 3 , ..., v γ(G) } of G and an associated murtage partitioning of V (G). Consider the forest ∪ D j,i ∀j with D j,i the star with edges
with one edge uv if and only if u ∈ D γ(G),i , v ∈ D j,i and uv ∈ E(G). Label the tree T * . If any of the stars D j,i has not been joined to D γ(G),i we join them to T * with one edge uv if and only if u ∈ V (T * ), v ∈ D j,i and uv ∈ E(G). Label this successor tree T * . Since G is connected it is evident that recursively all stars will eventually be connected. Clearly
with one edge uv γ(G) if and only if u ∈ D j,i and uv γ(G) ∈ E(G). Label the tree T * . Note that ∆(T * ) = ∆(G). All other stars D j,i which have not been joined at this first iteration can recursively be joined as described above. Hence, in all cases a spanning subtree T can be constructed with ∆(T ) = ∆(G).
To complete the proof we note that γ(G) ≤ γ(T ) and the set X i is a γ-set of T , hence γ(T ) = γ(G). It is also clear that X i is a compact γ-set of T hence, m(T ) = m(G).
2.4 Murtage number of a Jaco Graph, J n (1), n ∈ N In this subsection, reference to a Jaco Graph will mean we consider the undirected underlying graph of the Jaco Graph. Hence we peel off the orientation of the Jaco Graph. From the definition of a Jaco Graph it follows that all Jaco Graphs on n ≥ 2 has at least one leaf (vertex with degree = 1). Hence, the bondage number is b(J n (1)) n≥2 = 1. In respect of J 9 (1) and J 10 (1) we make the interesting observation that exactly two γ-sets, both being compact γ-sets namely, {v 2 , v 6 } and {v 2 , v 7 }, exist. The corresponding d om -sequences are (3, 6) and (3, 7) respectively, meaning, m(J 9 (1)) = m(J 10 (1)) = 3.
In the case of J 11 (1) an unique compact γ-set = {v 2 , v 7 } exists with the d om -sequence (3, 8) . So also here we have m(J 11 (1)) = 3.
For J 12 (1) and J 13 (1) we note that the sets {v 1 , v 3 , v 8 }, {v 1 , v 3 , v 9 } and {v 1 , v 3 , v 10 } are the γ-sets with {v 1 , v 3 , v 8 } the unique compact γ-set. The corresponding d om -sequences are (1, 3, 8) and (1, 3, 9) . Hence, m(J 12 (1)) = m(J 13 (1)) = 1. Further exploratory analysis leads to the next theorem.
Theorem 2.7. For any Jaco Graph J n (1), n ∈ N we have 0 ≤ m(J n (1)) ≤ 3. The bounds are obviously sharp as well.
Proof. Following from the definition of a finite Jaco Graph J n (1), n ∈ N, it follows easily that the murtage number can always be found be linking the minimum number of minimum (smallest) indiced vertices labelled v i , i ∈ {1, 2, 3, ....., k} k<n to some v j ∈ compact γ-set of J n (1).
Assume m(J n (1)) ≥ 4. It implies that at least the vertices v 1 , v 2 , v 3 , v 4 have to be linked to some vertex v j ∈ γ-set, in order to reduce the value of m(J n (1)) with at least 1. It also implies that v 1 , v 2 , v 3 , v 4 / ∈ compact γ-set else m(J n (1)) ≤ 3. Furthermore, the lowest indiced vertex v ℓ ∈ compact γ-set is 4 < ℓ = 8. However, the lowest indiced vertex dominated by v 8 is v 5 implying that vertices v 1 , v 2 , v 3 , v 4 were not dominated, hence not adjacent to any vertex in the compact γ-set under consideration. The latter is a contradiction in terms of the definition of a γ-set (therefore, compact γ-set). So the result follows. Open access:
