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COMPLEX SYMPLECTIC STRUCTURES ON LIE ALGEBRAS
GIOVANNI BAZZONI, MARCO FREIBERT, ADELA LATORRE,
AND BENEDICT MEINKE
Abstract. We investigate Lie algebras endowed with a complex symplectic
structure and develop a method, called complex symplectic oxidation, to con-
struct certain complex symplectic Lie algebras of dimension 4n+4 from those
of dimension 4n. We specialize this construction to the nilpotent case and
apply complex symplectic oxidation to classify eight-dimensional nilpotent
complex symplectic Lie algebras.
1. Introduction
A complex symplectic, or holomorphic symplectic, manifold (M,J, ωC) is a
smooth manifold M together with an integrable almost complex structure J and
a closed, non-degenerate (2, 0)-form ωC. Since (M,J) is a complex manifold,
the real dimension of M is even; the fact that ωC is non-degenerate has two
further consequences: the complex dimension of M is equal to 2n, and ωnC is a
nowhere vanishing section of KM , the canonical bundle of (M,J), which is there-
fore holomorphically trivial. Special examples of complex symplectic manifolds
are given by hyperka¨hler manifolds (M,g, I, J,K), which carry naturally a com-
plex symplectic structure ωC := ωJ + iωK ; here ωJ(·, ·) := g(·, J ·) and similarly
for ωK . The converse is not true: primary Kodaira surfaces are compact com-
plex symplectic manifolds which are not hyperka¨hler. In real dimensions ≥ 8,
Todorov [39] asked whether every irreducible compact complex symplectic man-
ifold is ka¨hlerian. In [20], Guan constructed a complex symplectic structure on
the complexification of the Kodaira-Thurston manifold, which is 8-dimensional
and does not admit a (hyper-)Ka¨hler structure. Moreover, the same author con-
structed in [21, 22] a simply connected non-Ka¨hler compact complex symplectic
manifold in each dimension 4n; his examples are in spirit analogous to the two
series of compact hyperka¨hler manifolds obtained by Beauville in [9] and they
use in a crucial way primary Kodaira surfaces. It is somehow surprising, and
perhaps a reflection of the scarcity of compact hyperka¨hler manifolds, that these
are the only known simply connected examples.
It is well-known that primary Kodaira surfaces have the structure of nilmani-
folds; this is the quotient of a connected, simply connected, nilpotent Lie group G
by a lattice Γ (i.e. a discrete and cocompact subgroup; see Section 6 for the
relevant details). Now note that a left-invariant complex symplectic structure
on G induces a natural “invariant” complex symplectic structure on the nil-
manifold Γ\G and that any Ka¨hler nilmanifold is diffeomorphic to a torus [23].
Thus, complex symplectic nilmanifolds never carry hyperka¨hler metrics provided
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that G is non-abelian. Moreover, left-invariant complex symplectic structures
on G are in one-to-one correspondence with complex symplectic structures on
the associated Lie algebra g and G admits a lattice if and only if g admits a
rational structure [32].
Summarizing, any complex symplectic structure on a non-abelian nilpotent
Lie algebra admitting a rational structure provides us with an example of a
compact (nil-)manifold admitting a complex symplectic structure which does
not come from a hyperka¨hler structure. This is the reason why we will focus in
this paper on complex symplectic structures on nilpotent Lie algebras. Note also
that examples of left-invariant complex symplectic structures on solvmanifolds
have been considered in [13].
This topic does not seem to have got much attention in the literature so far
and only a very restrictive class of complex symplectic structures, called special
Lagrangian, on not necessarily nilpotent or solvable Lie algebras was studied in
[14] in detail.
The purpose of this paper is to delve into left-invariant complex symplectic
structures on connected and simply connected Lie groups. When the group
is nilpotent or solvable, one may obtain compact examples by modding out a
suitable lattice.
The paper is organized as follows:
• in Section 2 we show how complex symplectic structures are related to
many other geometric structures and state some open questions;
• Section 3 contains some generalities on complex symplectic structures on
Lie algebras;
• in Section 4 we present a method to construct complex symplectic struc-
tures on Lie algebras of dimension 4n+4 starting from a 4n-dimensional
complex symplectic Lie algebra. We call this construction complex sym-
plectic oxidation in analogy with the symplectic oxidation, see [6];
• in Section 5 we concentrate on the nilpotent case. We show that every
complex symplectic nilpotent Lie algebra (NLA) whose underlying com-
plex structure is quasi-nilpotent can be obtained by symplectic oxidation.
Moreover, we show that 8-dimensional complex symplectic NLAs do not
admit complex structures of strongly non-nilpotent type. As a conse-
quence, we conclude that any 8-dimensional complex symplectic NLA is
the complex symplectic oxidation of a 4-dimensional one. We then explic-
itly compute the oxidation data for the 4-dimensional complex symplectic
NLAs, thus classifying all 8-dimensional complex symplectic NLAs;
• Section 6 contains various examples of nilmanifolds and solvmanifolds
endowed with both complex symplectic and related geometric structures.
2. Geometric structures on complex manifolds
We next explain how, apart from hyperka¨hler, complex symplectic manifolds
in general and complex symplectic Lie algebras in particular are related to a
number of geometric structures and give rise to interesting problems.
In the language of principal bundles, the existence of a geometric structure
on an n-dimensional manifold can be rephrased in terms of the existence of a
reduction of the structure group of the frame bundle of a manifold, which is a
principal GL(n,R)-bundle, to a certain Lie subgroup G ⊂ GL(n,R). In this case,
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one says that the manifold is endowed with a G-structure. For every G-structure
there is a notion of integrability, which is equivalent to the existence of an atlas,
which is G-adapted up to order two terms.
As an example, a Riemannian metric is an integrable O(n)-structure and a
corresponding atlas is given by normal coordinates. Similarly, if n = 2m, a
symplectic structure is an integrable Sp(2m,R)-structure, a corresponding atlas
being given by Darboux coordinates, and a complex structure is an integrable
GL(m,C)-structure, where a corresponding atlas is simply a holomorphic one.
It is well-known that these three structures can appear simultaneously on a
manifold, and that the following relations among subgroups of GL(2m,R) hold:
(2.1) O(2m)∩Sp(2m,R)=O(2m)∩GL(m,C)=Sp(2m,R)∩GL(m,C)=U(m) .
This fact is sometimes referred to as Ka¨hler geometry, the geometry of an inte-
grable U(m)-structure, lying at the intersection of Riemannian, symplectic and
complex geometry. It should also be noted that U(m) is one of the special holo-
nomy groups of Riemannian manifolds appearing in the celebrated Berger list,
see [10].
Remark 2.1. Any manifold carries a Riemannian metric. There exist examples
of symplectic manifolds without Ka¨hler structures [33, 40], of complex manifolds
without Ka¨hler structures [12, 26] and even of manifolds which are complex and
symplectic but still not Ka¨hler, see [7, 8, 38].
Things can be complicated a bit by fixing an integrable almost complex struc-
ture I on a manifoldM of even complex dimension 2n; with respect to this choice,
the frame bundle of M has naturally the structure of a GL(2n,C)-principal
bundle, whose associated GL(2n,C)-structure is integrable. Consider now the
following subgroups of GL(2n,C):
GL(n,H) = {A ∈ GL(2n,C) | AJ = JA¯} ,
Sp(2n,C) = {A ∈ GL(2n,C) | AtJA = J} ,
U(2n) = {A ∈ GL(2n,C) | A¯tA = Id} ,
where
J =
(
0 −Id
Id 0
)
.
GL(n,H) consists of those linear transformations of C2n which are H-linear (H
being the quaternions), where the identification Hn ∼= C2n is given by z+w ·j 7→
(z, w¯). Sp(2n,C) denotes those linear transformations of C2n which preserve the
symplectic form
ωC =
n∑
i=1
ei ∧ en+i ,
being {ei}2ni=1 the canonical basis of C2n. In this setting, the statement which
mirrors (2.1) is
U(2n) ∩ Sp(2n,C) = U(2n) ∩GL(n,H) = Sp(2n,C) ∩GL(n,H) = Sp(n) ,
where Sp(n) is the group of linear transformations of Hn which preserve the
quaternionic scalar product 〈q, r〉 = q¯tr.
In the language of G-structures, we have the following nomenclature:
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• an integrable GL(n,H)-structure is a hypercomplex structure. By spelling
out this condition, one finds that (M, I) has a second integrable almost
complex structure J which anticommutes with I. Thus K := I ◦ J is
a third integrable almost complex structure. Each tangent space to a
hypercomplex manifold inherits the structure of a quaternionic vector
space. Further details on hypercomplex structures can be found in [28,
35]; in particular, 8-dimensional nilpotent Lie algebras (NLAs) which
carry a hypercomplex structure have been classified in [18];
• an integrable Sp(2n,C)-structure is a complex symplectic or holomorphic
symplectic structure, see [11]; this is the topic of this paper. In the recent
papers [5, 13], the authors show that, in the compact case, complex
symplectic manifolds which satisfy the ∂∂-lemma retain some properties
of hyperka¨hler manifolds. Since a complex manifold which satisfies the
∂∂-lemma is formal, see [17], and by a result of Hasegawa [23], a formal
nilmanifold is diffeomorphic to a torus, except for tori, the results of
[5, 13] do not apply to complex symplectic nilmanifolds. However, we
shall show that our construction allows to recover an example described
in [13], which is a certain 8-dimensional solvmanifold;
• an integrable Sp(n)-structure is a hyperka¨hler structure. The metric of
a hyperka¨hler manifold is Ricci-flat and such manifolds have attracted a
great deal of interest, both from the mathematical and the physical point
of view. We refer the reader to [27, 29, 36] and the references therein.
Thus one can say that hyperka¨hler geometry lies at the intersection of Ka¨hler,
hypercomplex and complex symplectic geometry. Again we should note that
Sp(n) is one of the special holonomy groups of the Berger list. Concerning the
interplay of these structures on compact manifolds, it was shown by Beauville in
[9, Proposition 4] that on a compact complex manifold of Ka¨hler type, of com-
plex dimension 2n, the existence of a Ka¨hler metric whose holonomy group is
contained in Sp(n) is equivalent to the existence of a complex symplectic struc-
ture. Hence, a compact Ka¨hler manifold which admits a complex symplectic
structure is necessarily hyperka¨hler. As for manifolds which are hypercomplex
and Ka¨hler, Verbitsky proved in [41] that if a compact hypercomplex manifold
(M, I, J,K) is such that (M, I) admits a Ka¨hler metric, then (M, I) is complex
symplectic and hyperka¨hler a fortiori, thanks to Beauville’s result1. The situ-
ation here is way more constrained than in the real case, see Remark 2.1. In
particular, one can only hope to find examples of compact manifolds which are
complex symplectic and hypercomplex but not hyperka¨hler. Example 6.3 below
shows that such compact manifolds exist.
Complex symplectic structures are also related to hypersymplectic structures,
introduced by Hitchin in [25]. As it happens for every complex simple Lie group,
Sp(2n,C) has the following two real forms: the compact one, which is Sp(n),
and the split one, which is Sp(2n,R). A hypersymplectic structure on a complex
symplectic manifold (M,J, ωC) of real dimension 4n is a further reduction of
the frame bundle from Sp(2n,C) to Sp(2n,R). This is accomplished by a real
1As explained in [41], it is however not a priori clear that the hyperka¨hler structure provided
by Beauville’s argument has (I, J,K) as underlying hypercomplex structure, although Verbitsky
conjectures this should be the case.
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structure, i.e. an endomorphism S : TM → TM which satisfies S2 = Id and an-
ticommutes with J . Sp(2n,R) is not compact, but it acts on R4n as a subgroup
of SO(2n, 2n); hypersymplectic metrics live therefore outside the Riemannian
world, in the realm of neutral metrics, i.e. metrics with signature (2n, 2n). Fur-
ther general information on hypersymplectic structures can be found in [16];
hypersymplectic structures on NLAs and nilmanifolds have been investigated in
[1, 2, 19].
3. Basic definitions and properties
3.1. Generalities on Lie algebras. Let G be a Lie group with Lie alge-
bra g. To a g-module W we can associate the Chevalley-Eilenberg complex
(C•(g;W ), dW ), whose elements are linear maps α : Λ
qg → W ; the differential
dW : C
q(g;W )→ Cq+1(g;W ) is defined by
(dWα)(X0, . . . ,Xq) =
∑
i<j
(−1)i+jα([Xi,Xj ],X0, . . . , Xˆi, . . . , Xˆj , . . . ,Xq)
+
q∑
i=0
Xi · α(X0, . . . , Xˆi, . . . ,Xq) .(3.1)
For a trivial g-module W we denote dW by d or dg, if confusion arises; in this
case, (3.1) reduces to
(dα)(X0, . . . ,Xq) =
∑
i<j
(−1)i+jα([Xi,Xj ],X0, . . . , Xˆi, . . . , Xˆj , . . . ,Xq) .
When W equals the trivial module R, (C•(g;R), d) is the usual Chevalley-
Eilenberg complex (Λ•g∗, d), which computes the Lie agebra cohomology of g.
In this case d : g∗ → Λ2g∗ satisfies
dα(X,Y ) = −α([X,Y ]) ,
hence d is the transpose of the linear map [·, ·] : Λ2g→ g and d2 = 0 is equivalent
to the Jacobi identity in g; thus, the knowledge of d is equivalent to the knowledge
of [·, ·]. To denote a Lie algebra g we use Salamon’s notation, which is best
explained by an example: g = (0, 0, 0, 12, 13+3·14) means that the 5-dimensional
Lie algebra g has basis {e1, . . . , e5} with dual basis {e1, . . . , e5} and differential
d : g∗ → Λ2g∗ given by
de1 = 0, de2 = 0, de3 = 0 de4 = e12 and de5 = e13 + 3e14 ;
the short-hand notation eij := ei ∧ ej will be used throughout.
An almost complex structure on a Lie algebra g is an endomorphism J : g→ g
satisfying J2 = − id. The natural extension of J to the complexification gC =
g⊗ C diagonalizes with eigenvalues i and −i; the eigenspaces are
g(1,0) = {X − iJX | X ∈ g} and g(0,1) = {X + iJX | X ∈ g} .
J also gives an endomorphism J∗ of g∗, J∗α = α◦J , providing in turn a splitting
of g∗C = g
∗ ⊗ C
g∗(1,0) = {α − iJ∗α | α ∈ g∗} and g∗(0,1) = {α+ iJ∗α | α ∈ g∗} .
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With this notation, giving an almost complex structure on g is equivalent to
giving the subspace g∗(1,0). By definition, J is integrable if and only if the
Nijenhuis tensor
NJ(X,Y ) := [X,Y ] + J([JX, Y ] + [X,JY ])− [JX, JY ]
vanishes for every X,Y ∈ g. This is known to be equivalent to the subspace
g(1,0) being closed with respect to the Lie bracket and also to
d(g∗(1,0)) ⊂ Λ2g∗(1,0) ⊕ g∗(1,0) ⊗ g∗(0,1) .
We call an integrable almost complex structure simply a complex structure.
Finally, a symplectic structure on a Lie algebra g of dimension 2n is nothing
but a cocycle ω ∈ Λ2g∗ which is non-degenerate, i.e. ωn 6= 0.
3.2. Complex symplectic manifolds and Lie algebras. We start with the
usual definition of a complex symplectic structure:
Definition 3.1. A complex symplectic structure on a manifold M is a pair
(J, ωC) consisting of a complex structure J and a 2-form ωC ∈ Ω2(M,C) which
is non-degenerate, closed and of type (2, 0). In this case, we call (M,J, ωC) a
complex symplectic manifold.
As already stated in the introduction, a complex symplectic structure is a
special kind of an Sp(2n,C)-structure. Since Sp(2n,C) = GL(2n,C)∩Sp(4n,R),
there has to be an equivalent description of a complex symplectic structure in
terms of a pair (J, ω) consisting of an almost complex structure J and non-
degenerate two-form ω with certain properties. This description is as follows:
Lemma 3.2. Let M be a manifold. Then the set of all complex symplectic
structures (J, ωC) on M is bijective to the set of all pairs (J, ω) of complex
structures J and symplectic 2-forms ω such that J is symmetric with respect
to ω, i.e. ω(JX, Y ) = ω(X,JY ) for all X,Y ∈ X(M) holds. The bijection is
given by (J, ωC) 7→ (J,Re(ωC)) with inverse (J, ω) 7→ (J, ω − iω(J ·, ·)).
Proof. Let (J, ωC) be a complex symplectic structure and X,Y ∈ X(M). Since
ωC is of type (2, 0), one has ωC(JX, JY ) = −ωC(X,Y ), giving Re(ωC)(JX, Y ) =
−Re(ωC)(JX, J(JY )) = Re(ωC)(X,JY ). Thus Re(ωC) is, in fact, symmetric
with respect to J . Moreover,
Re(ωC)(JX, Y ) + i Im(ωC)(JX, Y ) = ωC(JX, Y ) = iωC(X,Y )
= iRe(ωC)(X,Y )− Im(ωC)(X,Y ),
i.e. Im(ωC) = −Re(ωC)(J ·, ·).
To finish the proof, we need to show that ω(J ·, ·) is closed for any pair (J, ω)
of a complex structure J and a symplectic form ω such that J is symmetric with
respect to ω. However, a short computation shows that
d(ω(J ·, ·))(X,Y,Z) = 1
2
(dω(JX, Y, Z) + dω(X,JY,Z) + dω(X,Y, JZ)) = 0
for any X,Y,Z ∈ X(M). 
Thanks to Lemma 3.2, we will from now on also call a pair (J, ω) on a manifold
M consisting of an integrable almost complex structure J and a symplectic form
ω such that ω is symmetric with respect to J a complex symplectic structure and
(M,J, ω) a complex symplectic manifold.
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We are here mainly interested in left-invariant complex symplectic structures
on a Lie group G. As left-invariant structures are fully determined by their
value in the identity e of G, i.e. on the associated Lie algebra g = TeG, we
may describe left-invariant complex symplectic structures on G equivalently as
complex symplectic structures on g. Then we say that (g, J, ω), or (g, J, ωC), is
a complex symplectic Lie algebra. Note that then J is a complex structure on g
and ω is a symplectic structure on g such that J is symmetric with respect to ω.
Remark 3.3. Since a complex symplectic structure (J, ω) on a 4n-dimensional
manifold M is an Sp(2n,C)-structure, each point p ∈ M admits an Sp(2n,C)-
orbit of bases {e1, . . . , e4n} of TpM such that Jp and ωp are given by
Jp :=
2n∑
i=1
e2i ⊗ e2i−1 − e2i−1 ⊗ e2i, ωp :=
n∑
j=1
e4j−3 ∧ e4j + e4j−2 ∧ e4j−1.
Such a basis is called an adapted basis for (J, ω) at p ∈ M . Clearly, for a left-
invariant complex symplectic structure (J, ω) on a 4n-dimensional Lie group G, a
global left-invariant frame {e1, . . . , e4n}, i.e. a basis of the associated Lie algebra
g, may give adapted bases at any point in G, and we then also call {e1, . . . , e4n}
an adapted basis for (g, J, ω).
4. Complex symplectic reduction and oxidation
Let (g, ω) be a symplectic Lie algebra. An ideal a is ω-isotropic if ω(X,Y ) = 0
for every X,Y ∈ a; in this case, a⊥ is a Lie subalgebra containing a and ω induces
a symplectic form on the Lie algebra a⊥/a, where here and in the following
the orthogonal complement is taken with respect to ω. This process is called
symplectic reduction, see e.g. [6].
We can easily extend this construction to complex symplectic Lie algebras as
follows:
Lemma 4.1 (Complex symplectic reduction). Let (g, J, ω) be a complex symplec-
tic Lie algebra and let a be an ω-isotropic J-invariant ideal. Then (J, ω) induces
a complex symplectic structure (J¯ , ω¯) on g¯ := a⊥/a and a⊥ is a J-invariant sub-
algebra of g. If a is central, then a⊥ contains the commutator ideal [g, g] and so
is, in particular, an ideal in g.
Proof. We have an induced symplectic structure ω¯ on g¯ given by ω¯(X + a, Y +
a) := ω(X,Y ) for all X,Y ∈ a⊥ by symplectic reduction and one easily checks
that if a is central, then a⊥ is actually an ideal which contains the commutator
ideal [g, g], see also [6].
Now the symmetry of J with respect to ω and the J-invariance of a imply
that a⊥ is J-invariant. Thus, J induces an integrable almost complex structure
J¯ on a⊥/a by J¯(X+a) := J(X)+a for X ∈ a⊥, which is symmetric with respect
to ω¯. 
When a is a J-invariant central 2-dimensional ideal, there is an inverse con-
struction to complex symplectic reduction. We call it complex symplectic oxida-
tion. It is analogous to the so-called symplectic oxidation introduced in [6] as a
converse to symplectic reduction with respect to a central one-dimensional ideal.
First, a trivial observation:
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Claim 4.2. Any J-invariant 2-dimensional ideal a is ω-isotropic.
Proof. Fix X ∈ a nonzero; then {X,JX} is a basis of a and we have
ω(X,JX) = ω(JX,X) = −ω(X,JX) ⇒ ω(X,JX) = 0 .

We next describe in detail complex symplectic oxidation. Let (g¯, J¯ , ω¯) be a
complex symplectic Lie algebra obtained by complex symplectic reduction from
a complex symplectic Lie algebra (g, J, ω) of dimension 4n + 4 using a central
two-dimensional J-invariant ideal a. Identifying g¯ with a J-invariant subspace
of a⊥ complementary to a, we have
ω¯ = ω|g¯×g¯ and J¯ = J |g¯ .
If we also choose a J-invariant complement V of a⊥ in g which is ω-orthogonal
to g¯, then the map
a→ V ∗, w 7→ ω(w, ·)|V
is a J-equivariant isomorphism and we may use it to identify a with V ∗. So
to invert complex symplectic reduction with respect to a 2-dimensional central
J-invariant ideal we need to start with a 4n-dimensional complex symplectic
Lie algebra (g¯, J¯ , ω¯) and a 2-dimensional real vector space V endowed with an
almost complex structure I and define the vector space g := V ⊕ g¯⊕ V ∗. Under
the above identification,
(4.1) ω((v,X, α), (w, Y, γ)) = ω¯(X,Y ) + α(w) − γ(v)
and
(4.2) J(v,X, α) := (Iv, J¯X, I∗α)
for all (v,X, α), (w, Y, γ) ∈ g. Note that then J is symmetric with respect to ω.
It remains to define a Lie bracket on g = V ⊕ g¯ ⊕ V ∗. Thereto, note that
V ∗ = a has to be central and so [g, g] has to be in g¯⊕ V ∗ = a⊥ by Lemma 4.1.
Hence, the non-zero (up to skew-symmetry) parts of the Lie bracket [·, ·] on g
are given by
[(v, 0, 0), (w, 0, 0)] = (0, ν(v,w), τ(v,w)),(4.3)
[(v, 0, 0), (0,X, 0)] = (0, f(v,X), g(v,X)),(4.4)
[(0,X, 0), (0, Y, 0)] = (0, [X,Y ]g¯, β(X,Y )),(4.5)
for v,w ∈ V and X,Y ∈ g¯, where
• ν : Λ2V → g¯ (⇔ ν ∈ Λ2V ∗ ⊗ g¯),
• τ : Λ2V → V ∗ (⇔ τ ∈ Λ2V ∗ ⊗ V ∗),
• f : V ⊗ g¯→ g¯ (⇔ f ∈ V ∗ ⊗ g¯∗ ⊗ g¯ ∼= V ∗ ⊗ End(g¯)),
• g : V ⊗ g¯→ V ∗ (⇔ g ∈ V ∗ ⊗ g¯∗ ⊗ V ∗),
• β : Λ2g¯→ V ∗ (⇔ β ∈ Λ2g¯∗ ⊗ V ∗),
and [·, ·]g¯ is the Lie bracket of g¯. Altogether, the Lie bracket on g is
[(v,X, α), (w, Y, γ)] =(0, ν(v,w) + f(v, Y )− f(w,X) + [X,Y ]g¯,
g(v, Y )− g(w,X) + τ(v,w) + β(X,Y )) .
We need to reformulate the following in terms of conditions on ν, τ , f , g and β:
1: [·, ·] satisfies the Jacobi identity,
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2: ω is closed and
3: J is integrable
This will be done in the next three lemmas.
We introduce notation needed in the first lemma:
• For ξ, η ∈ V ∗ ⊗ End(g¯), we denote by {ξ, η} ∈ Λ2V ∗ ⊗ End(g¯) their
bracket as endomorphisms of g¯, namely
{ξ, η}(v,w) = ξ(v) ◦ η(w) − ξ(w) ◦ η(v) .
• Given ρ ∈ Λ2g¯∗ ⊗ V ∗ and D ∈ Der(g¯), define D.ρ ∈ Λ2g¯∗ ⊗ V ∗ by
(D.ρ)(X,Y ) = ρ(DX,Y ) + ρ(X,DY ) .
• Given f and g as above, we define g ◦ f : V ⊗ V ⊗ g¯→ V ∗ by
(g ◦ f)(v,w,X) = g(v, f(w,X)) .
• Let U , W and Z be vector spaces; given a tensor T : U ⊗ U ⊗W → Z,
we denote by Alt(T ) : Λ2U⊗W → Z its skew-symmetrization in the first
two variables, i.e.
Alt(T )(u, v, w) =
1
2
(T (u, v, w) − T (v, u,w)) .
Lemma 4.3. The anti-symmetric product [·, ·] defined by (4.3), (4.4) and (4.5)
satisfies the Jacobi identity if and only if the following conditions hold:
(i) f ∈ V ∗ ⊗Der(g¯),
(ii) adν = {f, f},
(iii) dg¯g = −f.β,
(iv) νyβ = 2Alt(g ◦ f),
(v) dg¯β = 0.
Proof. Since V ∗ is central in g and V is two-dimensional, it is enough to check
the Jacobi identity in three situations:
A: (v, 0, 0), (w, 0, 0), (0,X, 0),
B: (v, 0, 0), (0,X, 0), (0, Y, 0) and
C: (0,X, 0), (0, Y, 0), (0, Z, 0).
For A, writing down the Jacobi identity in each summand one gets
[ν(v,w),X]g¯ = f(v, f(w,X)) − f(w, f(v,X))(4.6)
β(ν(v,w),X) = g(v, f(w,X)) − g(w, f(v,X)) ;(4.7)
doing the same for B one arrives to
f(v, [X,Y ]g¯) = [f(v,X), Y ]g¯ + [X, f(v, Y )]g¯(4.8)
g(v, [X,Y ]g¯) = β(f(v,X), Y ) + β(X, f(v, Y )) .(4.9)
Using the notation above, condition (4.6) is simply
adν = {f, f}
in Λ2V ∗ ⊗ End(g¯), which is part (ii) of the statement above, while (4.8) gives
part (i), namely,
f ∈ V ∗ ⊗Der(g¯) .
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Moreover, (4.9) reads
dg¯g = −f.β
in V ∗ ⊗ Λ2g¯∗ ⊗ V ∗, i.e. dg¯g(v) = −f(v).β for every v ∈ V . This is part (iii) of
the lemma.
Using our notation, (4.7) becomes
νyβ = 2Alt(g ◦ f)
in Λ2V ∗ ⊗ g¯∗ ⊗ V ∗, which coincides with (iv) in the statement.
Finally, we deal with C above; (4.5) shows that the Jacobi identity on vectors
(0,X, 0), (0, Y, 0) and (0, Z, 0) is equivalent to
[[X,Y ]g¯, Z]g¯ + [[Y,Z]g¯,X]g¯ + [[Z,X]g¯, Y ]g¯ = 0
β([X,Y ]g¯, Z) + β([Y,Z]g¯,X) + β([Z,X]g¯, Y ) = 0 ;(4.10)
The first equation is just the Jacobi identity on g¯. For the second one, note that
β ∈ Λ2g¯∗ ⊗ V ∗ and (4.10) is simply dg¯β = 0. This gives part (v) of the lemma
and concludes the proof. 
For the second lemma, we need the following convention: since V ∗ ⊗ g¯∗ ⊗ V ∗
and V ∗ ⊗ V ∗ ⊗ g¯∗ are canonically isomorphic we can think of g as an element
of the latter vector space; as such, we can decompose it in its symmetric and
skew-symmetric part, g = S + A ∈ S2V ∗ ⊗ g¯∗ ⊕ Λ2V ∗ ⊗ g¯∗; according to the
notation introduced before Lemma 4.3, A = Alt(g).
Lemma 4.4. Assume that [·, ·] defined by (4.3), (4.4) and (4.5) is a Lie bracket
on g. Then the 2-form ω defined by (4.1) is closed if and only if
νy ω¯ = 2A and β = −f.ω¯.
Proof. First of all notice that V ∗y dω = 0 since V ∗ is central and [g, g] ⊆ g¯⊕V ∗ =
(V ∗)⊥. Moreover, one has dω|Λ3g¯ = dg¯ω¯ = 0. Hence, we have to deal with two
cases:
D: (v, 0, 0), (w, 0, 0), (0,X, 0) and
E: (v, 0, 0), (0,X, 0), (0, Y, 0).
For D, applying (4.1), one gets
(4.11) ω¯(ν(v,w),X) = g(v,X)(w) − g(w,X)(v) ,
while for E one computes
β(X,Y )(v) = −ω¯(f(v,X), Y )− ω¯(X, f(v, Y )) .(4.12)
Equation (4.11) is equivalent to νy ω¯ = 2Alt(g) in Λ2V ∗⊗ g¯∗, which we rewrite,
according to our convention, as
νy ω¯ = 2A ;
this is the first condition in the lemma. Viewing f as an element of V ∗⊗Der(g¯),
(4.12) is nothing but
β = −f.ω¯
in Λ2g¯∗ ⊗ V ∗, which is precisely the second condition in the statement. 
We introduce some conventions and notation before stating the last lemma.
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• Given T ∈ V ∗ ⊗ V ∗ ⊗W , we define the trace of T , tr(T ) ∈ Λ2V ∗ ⊗W ,
by using the canonical isomorphisms
V ∗ ⊗ V ∗ ∼= V ∗ ⊗ V ⊗ Λ2V ∗ ∼= End(V )⊗ Λ2V ∗ .
• Given T ∈ V ∗⊗V ∗⊗ g¯∗, define TI ∈ V ∗⊗V ∗⊗ g¯∗ by TI(v,w) = T (Iv, w).
• The symplectic form ω¯ gives an isomorphism ♯ : g¯∗ → g¯ which can be
extended to a map ♯ : V ∗ ⊗ V ∗ ⊗ g¯∗ → V ∗ ⊗ V ∗ ⊗ g¯
Lemma 4.5. Assume that [·, ·] defined by (4.3), (4.4) and (4.5) is a Lie bracket
on g and that the 2-form ω defined by (4.1) is closed. Then the almost complex
structure J defined by (4.2) is integrable if and only if
I∗f − J¯ ◦ f ∈ V ∗ ⊗ sp(g¯, J¯ , ω¯) and ν = J¯(tr(SI))♯ .
Proof. We only have to check the integrability for elements of V ⊕ g¯ since V ∗
is central and J-invariant. Moreover, we always have NJ(X˜, JX˜) = 0 for any
X˜ ∈ g. Hence, since V is J-invariant and two-dimensional, we are left with the
following two cases:
F: (v, 0, 0), (0,X, 0) and
G: (0,X, 0), (0, Y, 0).
Applying formulæ (4.2) and (4.4) to F, we get
f(v,X) + J¯f(Iv,X) + J¯f(v, J¯X)− f(Iv, J¯X) = 0 ,(4.13)
g(v,X) + I∗
(
g(Iv,X) + g(v, J¯X)
) − g(Iv, J¯X) = 0 ;(4.14)
Using Lemma 4.3, we consider f as an element of V ∗ ⊗Der(g¯) and define:
• I∗f ∈ V ∗ ⊗Der(g¯) by (I∗f)(v,X) = f(Iv,X);
• J¯ ◦ f ∈ V ∗ ⊗ End(g¯) by (J¯ ◦ f)(v,X) = J¯f(v,X).
One sees immediately that (4.13) is equivalent to
(4.15)
{
I∗f − J¯ ◦ f, J¯} = 0 ∈ V ∗ ⊗ End(g¯),
i.e. to I∗f − J¯ ◦ f ∈ V ∗ ⊗ End(g¯, J¯). As for the second equation, given v ∈ V ,
note that {v, Iv} is a basis of V . Evaluating (4.14) on v and Iv we get
g(v,X, v) + g(Iv,X, Iv) + g(v, J¯X, Iv) − g(Iv, J¯X, v) = 0(4.16)
g(v,X, Iv) − g(Iv,X, v) − g(v, J¯X, v) − g(Iv, J¯X, Iv) = 0 ;(4.17)
by plugging J¯X instead of X in (4.17), we recover (4.16), thus both conditions
are equivalent. Writing g = S +A as before, (4.16) amounts to
0 =
(
S(v, v) + S(Iv, Iv)
)
X +
(
g(v, Iv) − g(Iv, v))J¯X
=
(
S(v, v) + S(Iv, Iv)
)
X + 2A(v, Iv)J¯X
=
(
S(v, v) + S(Iv, Iv)
)
X + ω¯
(
ν(v, Iv), J¯X
)
=
(
S(v, v) + S(Iv, Iv)
)
X + ω¯
(
J¯ν(v, Iv),X
)
.(4.18)
According to our conventions and using (4.18), one checks that
tr(SI)(v, Iv) = S(v, v) + S(Iv, Iv) = −ω¯(J¯ν(v, Iv), ·) .
Using the isomorphism given by the symplectic form, we can rewrite the last
equation as
ν = J¯(tr(SI))
♯ .
This ensures (4.18) and gives the second condition in our statement.
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For G, (4.2) gives two conditions; the first one is NJ¯(X,Y ) = 0, which is
satisfied, since J¯ is a complex structure on g¯. The second one reads
β(X,Y ) + I∗β(J¯X, Y ) + I∗β(X, J¯Y )− β(J¯X, J¯Y ) = 0 ;
in view of the second expression in Lemma 4.4, this gives
0 = (f.ω¯)(X,Y ) + (f.ω¯)(J¯X, Y ) ◦ I + (f.ω¯)(X, J¯Y ) ◦ I − (f.ω¯)(J¯X, J¯Y )
= (f.ω¯)(X,Y ) +
(
(I∗f).ω¯
)
(J¯X, Y ) +
(
(I∗f).ω¯
)
(X, J¯Y )− (f.ω¯)(J¯X, J¯Y )
=
(
(I∗f − J¯ ◦ f).ω¯)(J¯X, Y ) + ((I∗f − J¯ ◦ f).ω¯)(X, J¯Y ) ,
where the symmetry of J¯ with respect to ω¯ was used in the last equality. More-
over, using again the symmetry of J¯ and (4.15) one sees that the two terms in
the last equation above are equal. Since this holds for arbitrary vectors, we get
(I∗f − J¯ ◦ f).ω¯ = 0 which, together with (4.15), gives the first condition in the
lemma:
I∗f − J¯ ◦ f ∈ V ∗ ⊗ sp(g¯, J¯ , ω¯) .

With these three lemmas we prove the following result:
Proposition 4.6. Let (g¯, J¯ , ω¯) be a complex symplectic Lie algebra, let V be a
two-dimensional real vector space with a complex structure I : V → V and set
g := V ⊕ g¯ ⊕ V ∗. Let [·, ·] : g × g → g be the skew-symmetric map defined by
equations (4.3) – (4.5), let J : g → g be the almost complex structure defined by
(4.2) and let ω ∈ Λ2g∗ be the 2-form defined by (4.1). Also, let g = S + A be
the decomposition of g in its symmetric and skew-symmetric part. Then [·, ·] is
a Lie bracket on g and (g, J, ω) a complex symplectic Lie algebra if and only if
all of the following seven conditions hold:
1. f ∈ V ∗ ⊗Der(g¯) and I∗f − J¯ ◦ f ∈ V ∗ ⊗ sp(g¯, J¯ , ω¯);
2. β = −f.ω¯;
3. ν = J¯(tr(SI))
♯;
4. A = 12νy ω¯ =
1
2 J¯
∗(tr(SI));
5. Alt(S ◦ f) = −12 ω¯(f(ν), ·) − 34 ω¯(ν, f);
6. {f, f} = adν;
7. dg¯S = f.f.ω¯ − 12dg¯(J¯∗(trV (SI))).
Proof. Observe that Lemmas 4.3, 4.4 and 4.5 must hold. These directly give us
conditions 1 – 4 and 6 in the statement above. We next show that 5. and 7.
are equivalent to conditions (iii) and (iv) in Lemma 4.3. This will conclude the
proof, as part (v) in Lemma 4.3 is trivially fulfilled. The reason is that conditions
1. and 2. in the statement (namely, f ∈ V ∗ ⊗ Der(g¯) and β = −f.ω¯) directly
give
dg¯β = −dg¯(f.ω¯) = −f.(dg¯ω¯) = 0,
since ω¯ is dg¯-closed.
Let us then rewrite part (iv) of Lemma 4.3. On the one hand, using part 2.
of the proposition one gets
Alt(g ◦ f)(v,w,X, u) = −1
2
(νy f.ω¯)(v,w,X, u)
= −1
2
ω¯
(
f(u, ν(v,w)),X
) − 1
2
ω¯
(
ν(v,w), f(u,X)
)
.
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On the other hand, by 4. in the proposition, we get
Alt(A ◦ f)(v,w,X, u) = 1
2
A
(
v, f(w,X), u
) − 1
2
A
(
w, f(v,X), u
)
=
1
4
(νy ω¯)
(
v, f(w,X), u
) − 1
4
(νy ω¯)
(
w, f(v,X), u
)
=
1
4
ω¯
(
ν(v, u), f(w,X)
) − 1
4
ω¯
(
ν(w, u), f(v,X)
)
.
Hence, writing g = S +A, we have
Alt(S ◦ f)(v,w,X, u) = −1
2
ω¯
(
f(u, ν(v,w)),X
) − 3
4
ω¯
(
ν(v,w), f(u,X)
)
+
1
4
(
ω¯
(
ν(v,w), f(u,X)
) − ω¯(ν(v, u), f(w,X))
+ ω¯
(
ν(w, u), f(v,X)
))
= −1
2
ω¯
(
f(u, ν(v,w)),X
) − 3
4
ω¯
(
ν(v,w), f(u,X)
)
,
since the last three terms form an element of Λ3V ∗ ⊗ g¯∗, which is zero since
dimV = 2. We rewrite the last equation as
Alt(S ◦ f) = −1
2
ω¯
(
f(ν), ·)− 3
4
ω¯
(
ν, f
)
in Λ2V ∗ ⊗ g¯∗ ⊗ V ∗. This is precisely part 5. in the statement above.
We now focus on part (iii) of Lemma 4.3. Using conditions 3. and 4. we
compute
(dg¯A)(v,X, Y,w) = −A(v, [X,Y ]g¯, w) = −1
2
ω¯(ν(v,w), [X,Y ]g¯)
= −1
2
J¯∗ tr(SI)(v,w, [X,Y ]g¯) =
1
2
dg¯(J¯
∗ tr(SI)(v,w))(X,Y )
and we arrive at
(4.19) dg¯A =
1
2
dg¯(J¯
∗ tr(SI)) .
Moreover, from part 2. we have
(4.20) dg¯g = −f.β = f.f.ω¯ .
Putting (4.20) and (4.19) together, we obtain
dg¯S = dg¯g − dg¯A = f.f.ω¯ − 1
2
dg¯(J¯
∗ tr(SI)) .
which is precisely condition 7. in our statement. 
Let (g¯, J¯ , ω¯) be a complex symplectic Lie algebra and let V be 2-dimensional
real vector space endowed with a complex structure I. Given a triple (f, S, τ) ∈
V ∗ ⊗Der(g¯)× S2V ∗ ⊗ g¯∗ × Λ2V ∗ ⊗ V ∗, define
(4.21) β := −f.ω¯, ν := J¯(tr(SI))♯, A := 1
2
J¯∗(tr(SI)) .
Then Proposition 4.6 motivates the following definition:
Definition 4.7. A triple (f, S, τ) is called complex symplectic oxidation data for
(g¯, J¯ , ω¯) if
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(i) I∗f − J¯ ◦ f ∈ V ∗ ⊗ sp(g¯, J¯ , ω¯)
(ii) {f, f} = adν ,
(iii) dg¯S = f.f.ω¯ − 12dg¯(J¯∗(trV (SI))) and
(iv) Alt(S ◦ f) = −12 ω¯(f(ν), ·) − 34 ω¯(ν, f).
The complex symplectic Lie algebra (g, ω, J) defined by (4.1) – (4.5) using the
tensors defined in (4.21) is the complex symplectic oxidation of (g¯, J¯ , ω¯) by the
complex symplectic oxidation data (f, S, τ). Two complex symplectic oxidation
data (f, S, τ) and (f˜ , S˜, τ˜) are isomorphic if the corresponding complex symplec-
tic oxidations are isomorphic as complex symplectic Lie algebras.
Remark 4.8. Note that the natural action of GL(V, I) × Aut(g¯, J¯ , ω¯) on V ∗ ⊗
Der(g¯) × S2V ∗ ⊗ g¯∗ × Λ2V ∗ ⊗ V ∗ preserves the subset of complex symplectic
oxidation data and all elements in one orbit are isomorphic to each other.
We extract the following two corollaries from Proposition 4.6:
Corollary 4.9. The complex symplectic oxidation (g, J, ω) of a 4n-dimensional
complex symplectic Lie algebra (g¯, J¯ , ω¯) by complex symplectic oxidation data
(f, S, τ) is a complex symplectic Lie algebra of dimension 4n+ 4 with a central,
J-invariant ideal V ∗. The complex symplectic reduction of (g, J, ω) with respect
to V ∗ is isomorphic to (g¯, J¯ , ω¯). Moreover, g is nilpotent if g¯ and f are nilpotent.
Corollary 4.10. A complex symplectic Lie algebra (g, J, ω) of dimension 4n+4
is the oxidation of a complex symplectic Lie algebra (g¯, J¯ , ω¯) of dimension 4n if
and only if z(g) satisfies
z(g) ∩ Jz(g) 6= {0} .
For later purposes, it is useful to reformulate the conditions on the complex
symplectic oxidation data (f, S, τ) by fixing a basis {v, Iv} of (V, I):
Lemma 4.11. Let (g¯, J¯ , ω¯) be a complex symplectic Lie algebra, let V be a two-
dimensional real vector space endowed with a complex structure I and v ∈ V \{0}
be given. Moreover, let (f, S, τ) ∈ V ∗⊗Der(g¯)×S2V ∗⊗ g¯∗×Λ2V ∗⊗V ∗ be given
and set v1 := v, v2 := Iv, fi := f(vi) ∈ Der(g¯) and Sij := S(vi, vj) ∈ g¯∗ for all
i, j = 1, 2. Then (f, S, τ) is a complex symplectic oxidation datum on (g¯, J¯ , ω¯) if
and only if
(i) f2 − J¯f1 ∈ sp(g¯, J¯ , ω¯),
(ii) {f1, f2} = [J¯(S♯11 + S♯22), ·]g¯,
(iii) dg¯Sii = fi.(fi.ω¯) for i = 1, 2, dg¯S12 = f1.(f2.ω¯)− 12dg¯(J¯∗(S11+S22)) and
(iv) Si2 ◦ f1 − Si1 ◦ f2 = ω¯
(
fi
(
J¯(S♯11 + S
♯
22)
)
, ·
)
+ 32 (S11 + S22) ◦ J¯ ◦ fi for
i = 1, 2.
Proof. We show the equivalence of any of the conditions (i)– (iv) in Lemma 4.11
to the condition with the same number in Definition 4.7.
The equivalence of the conditions (i) is clear once one notices that (I∗f − J¯ ◦
f)(v1) = f2 − J¯f1 ∈ sp(g¯, J¯ , ω¯) implies (I∗f − J¯ ◦ f)(v2) = −J¯ ◦ (f2 − J¯ ◦ f1) ∈
sp(g¯, J¯ , ω¯).
The conditions in (ii) are equivalent, since
ν(v1, v2) = J¯(tr(SI))
♯(v1, v2) = J¯(tr(SI)(v, Iv))
♯ = J¯(S♯11 + S
♯
22) .
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As the conditions (iii) are obviously equivalent, we are left with showing the
equivalence of conditions (iv). But that equivalence follows from
Alt(S ◦ f)(v1, v2,X, vi) = 12 (S(v1, f(v2,X), vi)− S(v2, f(v1,X), vi))
= 12(S1i ◦ f2 − S2i ◦ f1)(X)
= −12(Si2 ◦ f1 − Si1 ◦ f2)(X),
ω¯(f(ν), ·)(v1, v2,X, vi) = ω¯(f(vi, ν(v1, v2)),X) = ω¯
(
fi
(
J¯(S♯11 + S
♯
22)
)
,X
)
and
ω¯(ν, f)(v1, v2,X, vi) = ω¯(ν(v1, v2), f(vi,X)) = ω¯(J¯(S
♯
11 + S
♯
22), fi(X))
= ω¯(S♯11 + S
♯
22, J¯fi(X)) =
(
(S11 + S22) ◦ J¯ ◦ fi
)
(X)
for any X ∈ g and any i ∈ {1, 2}. 
5. Nilpotent complex symplectic Lie algebras
In this section we apply our construction to nilpotent Lie algebras and show
that every nilpotent complex symplectic Lie algebra of dimension 4 and 8 can be
obtained by oxidating a nilpotent complex symplectic Lie algebras of dimension
0 and 4 respectively. We start with some preliminary facts concerning complex
structures on nilpotent Lie algebras.
Definition 5.1. Let g be a Lie algebra. The ascending central series of g is the
sequence of ideals of g recursively defined by
g0 = {0} , gk = {X ∈ g | [X, g] ⊆ gk−1} for k ≥ 1 .
Notice that g1 = z(g) and that g is nilpotent if there is some s ≥ 1 such that
gk = g for all k ≥ s. The smallest integer s satisfying the latter condition is
called the nilpotency step of g and then the Lie algebra g is said to be s-step
nilpotent.
Definition 5.2. Let g be an s-step nilpotent Lie algebra g and set mk = dim gk
for 1 ≤ k ≤ s. The ascending type of g is (m1, . . . ,ms).
Let J : g→ g be a complex structure on the nilpotent Lie algebra g. In general,
the ideals gk in the ascending central series are not J-invariant, see [15]. In order
to adapt the ascending central series to the existence of a complex structure J ,
the following definitions are introduced in [15, 30].
Definition 5.3. Let (g, J) be a nilpotent Lie algebra endowed with a complex
structure. The ascending J-compatible series {ak(J)}k of g is recursively defined
by a0(J) = {0} and
ak(J) = {X ∈ g | [X, g] ⊆ ak−1(J), [JX, g] ⊆ ak−1(J)} for k ≥ 1 .
Now we are ready to define different natural classes of complex structures on
nilpotent Lie algebras according to how the ascending J-compatible series looks
like:
Definition 5.4. A complex structure J on a nilpotent Lie algebra g is said to
be
(i) strongly non-nilpotent (SnN) if a1(J) = {0};
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(ii) quasi-nilpotent if it satisfies a1(J) 6= {0}; moreover J will be called
(ii.1) nilpotent, if there exists some integer t > 0 such that at(J) = g,
(ii.2) weakly non-nilpotent, if there is an integer t > 0 such that aℓ(J) =
at(J) for all ℓ ≥ t, and at(J) 6= g.
As explained in [30], quasi-nilpotent complex structures on a nilpotent Lie
algebra of a given dimension can be reduced to complex structures on a nilpotent
Lie algebra of lower dimension; in particular, notice that a1(J) = z(g) ∩ Jz(g)
is central and J-invariant. On the contrary, strongly non-nilpotent complex
structures are “genuine” in each dimension, and constitute the building blocks
of complex structures on nilpotent Lie algebras of higher dimension.
The following result contained in [15] gives a characterization of complex struc-
tures of nilpotent type:
Theorem 5.5. Let (g, J) be a 2n-dimensional nilpotent Lie algebra endowed
with a complex structure. J is nilpotent if and only if there is a basis {ϕi}ni=1 of
g∗(1,0) such that the complex structure equations of (g, J) satisfy
dϕi =
∑
j<k<i
Aijk ϕ
j ∧ ϕk +
∑
j,k<i
Bijk ϕ
j ∧ ϕk, 1 ≤ i ≤ n ,
where Aijk, B
i
jk are complex numbers.
For the sake of simplicity, from now on we will denote by ϕjk the wedge
product ϕj ∧ ϕk and by ϕk the complex conjugate ϕk.
The next corollary summarizes the extent to which reduction and oxidation
allow to describe complex symplectic structures on nilpotent Lie algebras.
Corollary 5.6. Every complex symplectic nilpotent Lie algebra (g, J, ω) of di-
mension 4n + 4 with quasi-nilpotent complex structure J is the oxidation of a
complex symplectic Lie algebra (g¯, J¯ , ω¯) of dimension 4n.
Proof. This follows immediately from Corollary 4.10 and the fact that if J is
quasi-nilpotent, then z(g) ∩ Jz(g) = a1(J) 6= 0. 
Our next goal is to show that if (g, J, ω) is a complex symplectic nilpotent Lie
algebra of dimension 4 and 8, then J is necessarily quasi-nilpotent.
5.1. Nilpotent complex symplectic Lie algebras in dimension four. First
of all, note that there are only three four-dimensional nilpotent Lie algebras,
namely, R4, h3 ⊕ R and n4. The non-zero Lie brackets of h3 ⊕ R and n4 are,
in terms of a basis {e1, . . . , e4}, [e1, e2] = e3 and [e1, e4] = e2, [e2, e4] = e3,
respectively. Now [37] shows that of these only R4 and h3⊕R have an integrable
almost complex structure, which is given, up to equivalence, in both cases by
J0 = e
2 ⊗ e1 − e1 ⊗ e2 + e4 ⊗ e3 − e3 ⊗ e4, where {e1, . . . , e4} denotes the dual
basis of {e1, . . . , e4}. Next, observe that any ω ∈ Λ2g∗, g ∈ {R4, h3 ⊕ R}, for
which (J0, ω) is a complex symplectic Lie algebra, is a non-degenerate real form
of type (2, 0) and (0, 2) and so given by
ω := ω(z) := Re(z)(e14 + e23) + Im(z)(e13 − e24)
for some z ∈ C \ {0}. Note that ω(z) is closed for all values of z in both cases.
For w ∈ C \ {0}, consider the vector space automorphism F (w) of g given with
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respect to the above basis by
F (w) :=

 Re(w) − Im(w) 0 0Im(w) Re(w) 0 0
0 0 |w|2 0
0 0 0 |w|2

 .
One easily checks that F (w) is in both cases a Lie algebra automorphism, pre-
serves J0 and that F (w)
∗ω(z) = ω(wz |w|2). Hence, one may find w ∈ C \ {0}
such that
F (w)∗ω(z) = ω(1) = e14 + e23 =: ω0
i.e. (g, J0, ω(z)) is isomorphic to (g, J0, ω0). Thus, with respect to the above
basis {e1, . . . , e4} of g, we have shown:
Proposition 5.7. Let (g, J, ω) be a four-dimensional nilpotent complex symplec-
tic Lie algebra. Then (g, J, ω) is isomorphic to (h3⊕R, J0, ω0) or to (R4, J0, ω0)
with
J0 = e
2 ⊗ e1 − e1 ⊗ e2 + e4 ⊗ e3 − e3 ⊗ e4 and ω0 = e14 + e23.
Remark 5.8. The subspace 〈e3, e4〉 is J0-invariant and central both in R4 and
h3 ⊕ R. By Corollary 5.6, one can obtain (R4, J0, ω0) and (h3 ⊕ R, J0, ω0) from
the trivial complex symplectic Lie algebra {0}. More precisely, the complex
symplectic oxidation data (f, S, τ) on {0} always satisfies f = 0 and S = 0 and
one gets, up to isomorphism, (R4, J0, ω0) for τ = 0 and (h3⊕R, J0, ω0) for τ 6= 0.
5.2. Nilpotent complex symplectic Lie algebras in dimension eight. In
[30], the authors obtained the following result on 8-dimensional nilpotent Lie
algebras endowed with a strongly non-nilpotent complex structure:
Theorem 5.9. Let J be a strongly non-nilpotent complex structure on an 8-
dimensional nilpotent Lie algebra g. Then
• dim z(g) = 1;
• the ascending type of g belongs to the following list:
(1, 3, 8), (1, 3, 5, 8), (1, 3, 5, 6, 8), (1, 3, 6, 8), (1, 4, 8),
(1, 4, 6, 8), (1, 5, 8), or (1, 5, 6, 8).
Moreover, there exists a basis {ϕ1, ϕ2, ϕ3, ϕ4} of g∗(1,0) in terms of which the
complex structure equations of (g, J) are one of the following:
(i) if the ascending type of g is (1, 3, 8), (1, 3, 6, 8), (1, 3, 5, 8) or (1, 3, 5, 6, 8),
then

dϕ1 = 0,
dϕ2 = Aϕ11¯ −B(ϕ14 − ϕ14¯),
dϕ3 = C ϕ12 − E (ϕ14 − ϕ14¯)
+F ϕ11¯ +Dϕ12¯ −H (ϕ24 − ϕ24¯) +Gϕ21¯ +K ϕ22¯,
dϕ4 = Lϕ11¯ +M ϕ12¯ +N ϕ13¯
−M¯ ϕ21¯ + i s ϕ22¯ + P ϕ23¯ − N¯ ϕ31¯ − P¯ ϕ32¯;
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(ii) if the ascending type is (1, 4, 8) or (1, 4, 6, 8), then


dϕ1 = 0,
dϕ2 = Aϕ11¯,
dϕ3 = −D(ϕ12 − ϕ12¯)− E (ϕ14 − ϕ14¯) + F ϕ11¯,
dϕ4 = Lϕ11¯ +M ϕ12¯ +N ϕ13¯ − M¯ ϕ21¯ + i s ϕ22¯ − N¯ ϕ31¯;
(iii) if the ascending type is (1, 5, 8) or (1, 5, 6, 8), then

dϕ1 = 0,
dϕ2 = Aϕ11¯ −B(ϕ14 − ϕ14¯),
dϕ3 = F ϕ11¯ −E(ϕ14 − ϕ14¯),
dϕ4 = Lϕ11¯ +M ϕ12¯ +N ϕ13¯
−M¯ ϕ21¯ + i s ϕ22¯ + P ϕ23¯ − N¯ ϕ31¯ − P¯ ϕ32¯ + i t ϕ33¯.
All coefficients are complex numbers except for s, t, which are real. Additionally
the coefficients must be such that d2 = 0, which is equivalent to the Jacobi
identity.
Remark 5.10. Mind that the presence of an SnN complex structure J on g implies
the existence of a basis for g∗(1,0) satisfying part (i), (ii), or (iii) of the previous
theorem. However, the converse is not true: there are choices of the parameters
that might give rise to nilpotent complex structures, according to Theorem 5.5.
From this parametrization of SnN complex structures on 8-dimensional nilpo-
tent Lie algebras, one can deduce the following result:
Proposition 5.11. An 8-dimensional nilpotent Lie algebra endowed with an
SnN complex structure does not admit a complex symplectic structure.
Proof. A complex symplectic structure ωC on an 8-dimensional nilpotent Lie
algebra g endowed with a complex structure J is given by a (2, 0)-form, i.e. an
element of Λ2g∗(1,0); hence we have
ωC = αϕ
12 + β ϕ13 + γ ϕ14 + τ ϕ23 + θ ϕ24 + ζ ϕ34,
for α, β, γ, τ, θ, ζ ∈ C, dωC = 0 and ωC ∧ ωC 6= 0. We simply observe that
(5.1) ωC ∧ ωC 6= 0 ⇔ α ζ − β θ + τ γ 6= 0.
Let us study the condition dωC = 0 when (g, J) is parametrized by the complex
structure equations given in Theorem 5.9. We will see that the presence of ωC
on (g, J) implies the existence of a basis for g∗(1,0) in terms of which the complex
structure equations follow Theorem 5.5, thus J being nilpotent.
We first focus on those (g, J) parametrized by part (i) of the theorem. Since
we are interested in SnN complex structures, we can assume
(B,E,H) 6= (0, 0, 0),
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as otherwise Theorem 5.5 directly holds. Using the structure equations (i), we
compute
dωC = (H β + C ζ − E τ)ϕ124 − (Gβ − Lθ − F τ − M¯ γ)ϕ121¯
− (K β + i s γ −M θ −D τ)ϕ122¯ − (P γ −N θ)ϕ123¯ − (H β − E τ)ϕ124¯
+B τ ϕ134 + (Lζ −Aτ + N¯ γ)ϕ131¯ + (M ζ + P¯ γ)ϕ132¯ +N ζ ϕ133¯
−B τ ϕ134¯ − (F ζ +Aθ)ϕ141¯ −D ζ ϕ142¯ − (E ζ +B θ)ϕ144¯
− (M¯ ζ − N¯ θ)ϕ231¯ + (i s ζ + P¯ θ)ϕ232¯ + P ζ ϕ233¯ −Gζ ϕ241¯
−K ζ ϕ242¯ −H ζ ω244¯ .
Imposing dωC = 0, the coefficient of each element ϕ
ijk in the expression above,
that we will denote [dωC]ijk, must be zero. In particular,
[dωC]133¯ = [dωC]142¯ = [dωC]233¯ = [dωC]241¯ = [dωC]242¯ = [dωC]244¯ = 0 ,
so we have
Dζ = Gζ = Hζ = Kζ = Nζ = Pζ = 0 ,
and two cases arise. If we assume ζ 6= 0, then D = G = H = K = N = P = 0
and from [dωC]132¯ = [dωC]232¯ = 0 we get M = s = 0. Replacing these values in
Theorem 5.9, part (i), it suffices to define a new basis
τ1 = ϕ1, τ2 = ϕ4, τ3 = ϕ2, τ4 = ϕ3 ,
to check that Theorem 5.5 is fulfilled. If ζ = 0, the non-degeneracy condition
(5.1) becomes βθ−γτ 6= 0. In particular, this implies (θ, γ) 6= (0, 0) and (θ, τ) 6=
(0, 0). Consequently, from
[dωC]134 = [dωC]144¯ = 0, [dωC]132¯ = [dωC]232¯ = 0 ,
we conclude B = P = 0. Moreover, [dωC]231¯ = N¯ θ = 0 make us distinguish two
different cases:
• Suppose N = 0. Then, we observe that dϕ4 ∈ Λ2〈ϕ1, ϕ2, ϕ1¯, ϕ2¯〉. Defin-
ing
(5.2) τ1 = ϕ1, τ2 = ϕ2, τ3 = ϕ4, τ4 = ϕ3,
one finds a basis for g∗(1,0) for which Theorem 5.5 holds.
• Let N 6= 0, thus θ = 0. Bearing in mind that also ζ = 0, (5.1) is simply
γτ 6= 0. Moreover, as B = P = 0, the Jacobi identity d2ϕ4 = 0 gives the
equations
NK¯ = 0, NH¯ = 0.
Consequently, H = K = 0. As we are interested in the SnN case, recall
that one needs (B,E,H) 6= (0, 0, 0). Since B = H = 0, necessarily
E 6= 0. However, from [dωC]124¯ = Eτ = 0 one gets τ = 0, but this
contradicts the non-degeneracy of ωC.
This concludes the proof for those (g, J) parametrized by Theorem 5.9 (i).
Let us now consider an 8-dimensional NLA g endowed with a complex struc-
ture J whose complex structure equations follow Theorem 5.9 (ii). We first
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observe that E 6= 0 to avoid being in the conditions of Theorem 5.5. A direct
computation shows
dωC = (−D ζ − E τ)ϕ124 + (Lθ + F τ + M¯ γ)ϕ121¯ − (i s γ −M θ −Dτ)ϕ122¯
+N θ ϕ123¯ + E τ ϕ124¯ + (Lζ −Aτ + N¯ γ)ϕ131¯ +M ζ ϕ132¯ +N ζ ϕ133¯
− (F ζ +Aθ)ϕ141¯ −D ζ ϕ142¯ − E ζ ϕ144¯ − (M¯ ζ − N¯ θ)ϕ231¯ + i s ζ ϕ232¯ .
From [dωC]124¯ = [dωC]144¯ = 0, we obtain τ = ζ = 0 and the non-degeneracy
condition (5.1) becomes βθ 6= 0. As a consequence, [dωC]131¯ = 0 yields N = 0.
Defining a new basis as in (5.2), one sees that Theorem 5.5 is satisfied, and thus
J is nilpotent.
We finally consider the case of a pair (g, J) parametrized by Theorem 5.9 (iii).
First, we observe that B = E = 0 implies that J is nilpotent (due to Theo-
rem 5.5), so we assume
(B,E) 6= (0, 0) .
Now, we compute
dωC = −E τ ϕ124 + (Lθ + F τ + M¯ γ)ϕ121¯ − (i s γ −M θ)ϕ122¯
− (P γ −N θ)ϕ123¯ + E τ ϕ124¯ +B τ ϕ134 + (Lζ −Aτ + N¯ γ)ϕ131¯
+ (M ζ + P¯ γ)ϕ132¯ − (i t γ −N ζ)ϕ133¯ −B τ ϕ134¯ − (F ζ +Aθ)ϕ141¯
− (E ζ +B θ)ϕ144¯ − (M¯ ζ − N¯ θ)ϕ231¯ + (i s ζ + P¯ θ)ϕ232¯
+ (P ζ − i t θ)ϕ233¯ .
Since [dωC]124 = [dωC]134 = 0, one needs τ = 0. We next distinguish two cases
depending on the value of the parameter B.
If we let B = 0, then E 6= 0 and [dωC]144¯ = 0 gives ζ = 0. Bearing in mind
that also τ = 0, the non degeneration condition (5.1) simplifies to βθ 6= 0. Then,
[dωC]141¯ = [dωC]231¯ = [dωC]232¯ = [dωC]233¯ = 0 gives A = N = P = t = 0, so
applying (5.2) one finds a basis for g∗(1,0) in terms of which Theorem 5.5 holds.
If B 6= 0, define a new basis for g∗(1,0) as follows{
for E = 0 : τ1 = ϕ1, τ2 = ϕ3, τ3 = ϕ2, τ4 = ϕ4,
for E 6= 0 : τ1 = ϕ1, τ2 = ϕ2 − B
E
ϕ3, τ3 = ϕ3, τ4 = ϕ4 .
In both cases, one checks that the new structure equations follow Theorem 5.9
(iii) with B = 0. We have already seen that the existence of a complex symplectic
form on such (g, J) implies that J is nilpotent. This concludes our proof. 
Corollary 5.12. Every complex symplectic nilpotent Lie algebra of dimension 8
is the complex symplectic oxidation of a nilpotent complex symplectic Lie algebra
of dimension 4.
Proof. By Proposition 5.11, the complex structure of an 8-dimensional complex
symplectic nilpotent Lie algebra (g, J, ω) is quasi-nilpotent, hence we can apply
Corollary 5.6 
Remark 5.13. The proof of Proposition 5.11 relies on the above mentioned clas-
sification of SnN complex structures on 8-dimensional nilpotent Lie algebras.
Two natural questions arise:
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• Is it possible to prove the result without appealing to the classification?
• Are there examples of complex symplectic structures (J, ω) on nilpotent
Lie algebras of dimension 4n, n ≥ 3, such that J is SnN?
5.3. Complex symplectic oxidation data in dimension four. Our next
goal is to explicitly obtain all complex symplectic nilpotent Lie algebras in di-
mension 8. To do this, we need to determine all possible nilpotent complex
symplectic oxidation data on the 4-dimensional complex symplectic nilpotent
Lie algebras (R4, J0, ω0) and (h3 ⊕ R, J0, ω0).
We start with nilpotent complex symplectic oxidation data on (h3⊕R, J0, ω0)
and use here and in the next proposition the notations from Lemma 4.11:
Proposition 5.14. Let (f, S, τ) be nilpotent complex symplectic oxidation data
on (h3 ⊕R, J0, ω0). Then there exists a non-zero vector v ∈ V and real numbers
αi, βi, γi ∈ R, i = 1, 2, 4, such that with the notations of Lemma 4.11 we have
S11 = α1e
1+α2e
2+α4e
4, S22 = β1e
1+β2e
2−α4e4 and S12 = γ1e1+γ2e2+γ4e4
and f1 =
(
0 0
A 0
)
, f2 =
(
0 0
B 0
)
, where the 2 × 2-matrices A,B have one of the
following forms:
(i) A =
(
2 0
0 0
)
, B =
(
0 −2
0 0
)
and α4 6= 0 or γ4 6= 0;
(ii) A =
(
a+ 1 −b
b a− 1
)
, B =
(
c −d− 1
d− 1 c
)
with a, b, c, d ∈ R and α4 =
γ4 = 0;
(iii) A =
(
1 0
0 1
)
, B =
(
a −b
b a
)
with b 6= 0 and α4 = γ4 = 0;
(iv) A =
(
cos(φ) − sin(φ)
sin(φ) cos(φ)
)
, B = 0, φ ∈ [0, 2π) and α4 = γ4 = 0;
(v) A = B = 0.
Proof. Let (f, S, τ) be nilpotent complex symplectic oxidation data, choose some
non-zero vector v ∈ V and set v1 := v and v2 := Iv. Then f1 := f(v1), f2 := f(v2)
are nilpotent derivations. We first investigate how such a nilpotent derivation
ϕ ∈ Der(h3 ⊕ R) looks like in general. Thereto, observe that [h3 ⊕ R, h3 ⊕ R] =
〈e3〉 and z(h3 ⊕ R) = 〈e3, e4〉. As ϕ has to preserve these spaces and is addi-
tionally nilpotent, we must have ϕ(e3) = 0 and ϕ(e4) ∈ 〈e3〉. Now ϕ([X,Y ]) =
[ϕ(X), Y ] + [X,ϕ(Y )] is automatically fulfilled if X or Y is central and we only
need to check this equation for X = e1, Y = e2, which gives us 0 = ϕ([e1, e2]) =
[ϕ(e1), e2] + [e1, ϕ(e2)].
We denote f1(ek) =
∑4
i=1 xik ei and f2(ek) =
∑4
i=1 yik ei. Then, in matrix
form with respect to the basis {e1, . . . , e4}, one has
f1 =


x11 x12 0 0
x21 −x11 0 0
x31 x32 0 x34
x41 x42 0 0

 , f2 =


y11 y12 0 0
y21 −y11 0 0
y31 y32 0 y34
y41 y42 0 0


with xij , yij ∈ R such that x211+x12 x21 = 0 and y211+ y12 y21 = 0, the latter two
conditions coming from the fact that f1 and f2 have to be nilpotent.
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Let us now impose the condition h := f2 − J0 ◦ f1 ∈ sp(h3 ⊕ R, ω0, J0), as
required in Lemma 4.11. First observe that h(e3) = 0 and h(e4) = y34e3+x34e4.
But h is an element of sp(h3 ⊕ R, ω0, J0), so we must have h(e4) = 0 as well,
i.e. x34 = y34 = 0. Moreover, the condition h.ω0 = 0 gives us ω0(h(ei), ej) = 0
for all i = 1, 2 and all j = 3, 4, which implies that h(e1), h(e2) ∈ 〈e3, e4〉⊥ =
〈e3, e4〉. Performing the appropriate computations, one checks that the latter
is equivalent to −y21 = x11 = −y12, x21 = y11 = x12, which together with
x211 + x12 x21 = 0 = y
2
11 + y12 y21 implies x11 = x12 = x21 = y11 = y12 = y21 = 0.
This gives us f1 =
(
0 0
A 0
)
and f2 =
(
0 0
B 0
)
, for some 2× 2 matrices
A :=
(
x31 x32
x41 x42
)
and B :=
(
y31 y32
y41 y42
)
.
Hence, h.ω0 = 0 is fulfilled. We now need to impose [h, J0] = 0. Setting J :=(
0 1
−1 0
)
, the previous condition is equivalent to [B − JA, J ] = 0. Decomposing
A = A1 + A2 and B = B1 + B2 into their J-commutative parts A1, B1 and
J-anti-commutative parts A2 and B2, the condition becomes B2 = JA2.
Let us first assume that A2 6= 0. Then A2 =
(
a˜ b˜
b˜ −a˜
)
and so B2 =
(
b˜ −a˜
−a˜ −b˜
)
for certain (a˜, b˜) ∈ R2 \{(0, 0)}. Since A2 and B2 are linearly independent, there
is a linear combination of them which is equal to
(
1 0
0 −1
)
. Hence, by replacing
the non-zero vector v by a linear combination of v and Jv, we may assume that
A2 =
(
1 0
0 −1
)
and consequently B2 =
(
0 −1
−1 0
)
. Then, we have A =
(
a+1 −b
b a−1
)
and B =
(
c −d−1
d−1 c
)
for certain a, b, c, d ∈ R in this case.
We now suppose A2 = 0, which implies B2 = 0 as well. Thus, A =
(
a˜ −b˜
b˜ a˜
)
and
B =
(
a −b
b a
)
for certain a˜, b˜, a, b ∈ R. If (a˜, b˜) and (a, b) are linearly independent,
we can replace v as before by a linear combination of v and Jv such that we may
assume a˜ = 1, b˜ = 0 and b 6= 0. If they are linearly dependent but not both zero,
then we may assume that a = b = 0 and normalize a˜2 + b˜2 = 1, i.e. a˜ = cos(φ),
b˜ = sin(φ) for some φ ∈ [0, 2π). Finally, the last case is A = 0 and B = 0.
Summarizing we have the following possibilities for A and B:
• A = ( a+1 −bb a−1 ), B = ( c −d−1d−1 c ), a, b, c, d ∈ R,
• A = ( 1 00 1 ), B =
(
a −b
b a
)
with a, b ∈ R and b 6= 0,
• A =
(
cos(φ) − sin(φ)
sin(φ) cos(φ)
)
, B = 0, φ ∈ [0, 2π),
• A = 0, B = 0.
Now, we investigate the remaining data S11, S22 and S12. By Lemma 4.11 (ii),
we need [f1, f2] = [J0(S
♯
11 + S
♯
22), ·]g¯, where g¯ = h3 ⊕ R. In our situation f1
and f2 commute. Hence, J0(S
♯
11 + S
♯
22) lies in z(h3 ⊕ R) = 〈e3, e4〉. Writing
S11 =
∑4
i=1 αie
i, S22 =
∑4
i=1 βie
i, S12 =
∑4
i=1 γie
i for αi, βi, γi ∈ R, we obtain
J0(S
♯
11 + S
♯
22) = (α3 + β3)e1 − (α4 + β4)e2 − (α1 + β1)e3 + (α2 + β2)e4 ,
and so β3 = −α3, β4 = −α4. Hence, S11 + S22 ∈ 〈e1, e2〉.
Now look at the conditions (iii) in Lemma 4.11. Since fi ◦fj = 0 for i, j = 1, 2
and im(f1), im(f2) ⊆ 〈e3, e4〉, we have fi.fj.ω0 = 0. Moreover, J∗0 (S11 + S22) ∈
〈e1, e2〉 implies dg¯(J∗0 (S11+S22)) = 0. Hence, the conditions (iii) in Lemma 4.11
are equivalent to S11, S22 and S12 all being closed, i.e. to α3 = β3 = γ3 = 0.
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Finally, consider the conditions (iv) in Lemma 4.11. Since J0(S
♯
11 + S
♯
22) ∈
〈e3, e4〉 ⊂ ker f1, ker f2, the first summand on the right hand side of the conditions
vanishes. Moreover, im(J0 ◦ fi) ⊂ 〈e3, e4〉 for i = 1, 2 and S11 + S22 vanishes on
〈e3, e4〉, so the initial expressions (iv) are equivalent to
(5.3) S12 ◦ f1 − S11 ◦ f2 = 0, S22 ◦ f1 − S12 ◦ f2 = 0 .
We evaluate both equations individually for the above possibilities for A
and B. Thereto, notice that both equations are automatically fulfilled if evalu-
ated on 〈e3, e4〉 ⊂ ker f1, ker f2. Hence, we only have to check the equations on
〈e1, e2〉:
• If A = ( a+1 −bb a−1 ), B = ( c −d−1d−1 c ), a, b, c, d ∈ R, then we obtain by
inserting e1 and e2 the equations
γ4b− α4(d− 1) = 0, γ4(a− 1)− α4c = 0,
−α4b− γ4(d− 1) = 0, −α4(a− 1)− γ4c = 0.
These equations are equivalent to
Lx :=


0 γ4 0 −α4
γ4 0 −α4 0
0 −α4 0 −γ4
−α4 0 −γ4 0




a− 1
b
c
d− 1

 =


0
0
0
0


One computes det(L) = (α24 + γ
2
4)
2. Therefore, if α4 6= 0 or γ4 6= 0, then
a = 1, b = 0, c = 0 and d = 1. This is case (i). If α4 = γ4 = 0, then
there are no further restrictions for a, b, c, d. This is case (ii).
• If A = ( 1 00 1 ), B =
(
a −b
b a
)
, the equations (5.3) are equivalent to α4 =
γ4 = 0, giving us case (iii).
• If A = ( c −ss c ), B = 0 with c = cos(φ), s = sin(φ) for φ ∈ [0, 2π), the
equations (5.3) are equivalent to α4 = γ4 = 0. This is case (iv).
• If A = 0 and B = 0 then there are no further restrictions to α4 and γ4
and we obtained case (v).

We move to the nilpotent complex symplectic oxidation data on (R4, J0, ω0).
Thereto, we first prove two lemmas which will turn out to be useful for that
computation:
Lemma 5.15. Let (g, J, ω) be a 4-dimensional complex symplectic Lie algebra
and let W ⊆ g be a two-dimensional J-invariant subspace. Then there is an
adapted basis {X1,X2,X3,X4} for (g, J, ω) such that {X3,X4} is a basis of W .
Proof. Choose an arbitrary adapted basis {Y1, Y2, Y3, Y4} for (g, J, ω). Obvi-
ously, SL(2,C) acts transitively on C2 \ {(0, 0)} and so SL(2,C), considered
as a subgroup of GL(4,R), acts transitively on complex one-dimensional sub-
spaces of R4. As {Y1, Y2, Y3, Y4} identifies g with R4 as vector spaces such
that J-invariant subspaces of g correspond to complex-one-dimensional sub-
spaces of R4, there is an element A ∈ SL(2,C) ⊆ GL(4,R) such that for
{X1,X2,X3,X4} := {Y1, Y2, Y3, Y4} · A, the vectors X3 and X4 span W . Now
by Remark 3.3, {X1,X2,X3,X4} is an adapted basis for (g, J, ω) as well and the
claim follows. 
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Lemma 5.16. Let (f, S, τ) be a nilpotent complex symplectic oxidation datum
on (R4, J0, ω0). Then there exist a two-dimensional J0-invariant subspace W
such that f(v)|W = 0 for all v ∈ V .
Proof. Let v ∈ V \ {0} and set f1, f2. We need to show that f1|W = f2|W = 0.
Thereto, we note that, as R4 is Abelian, all one-forms are closed, so condition (ii)
in Lemma 4.11 simplifies to [f1, f2] = 0 and condition (iii) becomes fi.fj.ω0 = 0,
for all i, j = 1, 2.
Since f1 and f2 are nilpotent and commute, there is a common eigenvector
X1 with eigenvalue 0 of f1 and f2. Moreover, Lemma 4.11 (i) states that h :=
f2 − J0 ◦ f1 commutes with J0 and so we have h(X2) = 0 for X2 := −J0X1 as
well, i.e. f2(X2) = J0(f1(X2)).
Note that by Lemma 5.15 one can complete {X1,X2} up to an adapted ba-
sis for (g0, J0, ω0). Hence, for any Y ∈ R4 and any i ∈ {1, 2} the identity
0 = (h.ω0)(Y,Xi) = ω0(h(Y ),Xi) holds, which implies im(h) ⊆ 〈X1,X2〉⊥ =
〈X1,X2〉.
First assume that f1(X2) ∈ 〈X1,X2〉. If f1(X2) 6= 0, then there is a linear
combination f˜ of f1 and f2 with f˜(X2) = X2, so f˜ is not nilpotent, which is
a contradiction. Hence, we must have f1(X2) = 0 and so f2(X2) = 0 as well,
i.e. W := 〈X1,X2〉 is a subspace of R4 as desired.
Next, assume that X3 := f1(X2) /∈ 〈X1,X2〉. Then, f2(X2) = J0X3 := −X4.
On the one hand, we compute
0 = (f1.f1.ω0)(X1,X2) = ω0
(
X1, f1(X3)
)
,
0 = (f1.f2.ω0)(X1,X2) = ω0
(
X1, f2(X3)
)
= ω0
(
X1, h(X3) + J0 ◦ f1(X3)
)
= ω0
(
J0X1, f1(X3)
)
= −ω0
(
X2, f1(X3)
)
,
and similarly one also has
0 = (f2.f1.ω0)(X1,X2) = −ω0
(
X1, f1(X4)
)
,
0 = (f2.f2.ω0)(X1,X2) = −ω0
(
X1, f2(X4)
)
= ω0
(
X2, f1(X4)
)
.
Hence, we can conclude f1(X3), f1(X4) ∈ 〈X1,X2〉⊥ = 〈X1,X2〉. Moreover,
observe that
ω0
(
X2, f2(X3)
)
= ω0
(
X2, h(X3) + J0 ◦ f1(X3)
)
= ω0
(
J0X2, f1(X3)
)
= ω0
(
X1, f1(X3)
)
= 0,
ω0
(
X2, f2(X4)
)
= ω0
(
X2, h(X4) + J0 ◦ f1(X4)
)
= ω0
(
J0X2, f1(X4)
)
= ω0
(
X1, f1(X4)
)
= 0,
so also f2(X3), f2(X4) ∈ 〈X1,X2〉.
On the other hand, since (f1 ◦ f1)(X2) = f1(X3) ∈ 〈X1,X2〉 and f1 is a
nilpotent derivation, one can ensure f1(X3) ∈ 〈X1〉. Similarly, f2(X4) ∈ 〈X1〉.
Now, as f1(X1) = f2(X1) = 0 and f1, f2 commute, one concludes that (fi ◦
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fj)(Xk) = 0, for every i, j = 1, 2 and k = 3, 4. Consequently,
0 = (f1.f1.ω0)(X2,X3) = ω0(f1(X3),X3) + 2ω0(X3, f1(X3)) = −ω0(f1(X3),X3),
0 = (f1.f2.ω0)(X2,X3) = −ω0(X4, f1(X3)),
0 = (f2.f1.ω0)(X2,X4) = ω0(X3, f2(X4)),
0 = (f2.f2.ω0)(X2,X4) = −ω0(f2(X4),X4)− 2ω0(X4, f2(X4)) = ω0(f2(X4),X4).
This implies f1(X3), f2(X4) ∈ 〈X3,X4〉⊥ = 〈X3,X4〉. Moreover, f1(X4) =
−f1(f2(X2)) = −f2(f1(X2)) = −f2(X3), thus
0 = (f1.f1.ω0)(X2,X4) = 2ω0(X3, f1(X4)) = −2ω0(X3, f2(X3)),
0 = (f2.f2.ω0)(X2,X3) = −2ω0(X4, f2(X3)) = 2ω0(X4, f1(X4)).
Hence, f1(X4) = f2(X3) ∈ 〈X3,X4〉 as well.
As a consequence, f1(X3), f1(X4), f2(X3), f2(X4) ∈ 〈X1,X2〉 ∩ 〈X3,X4〉 =
{0}, and we can conclude that W := 〈X3,X4〉 is a subspace of R4 as desired. 
Now we are able to compute the possible complex symplectic oxidation data
on (R4, J0, ω0):
Proposition 5.17. Let (f, S, τ) be a nilpotent complex symplectic oxidation da-
tum on (R4, J0, ω0). Then there exists a non-zero vector v ∈ V and real numbers
αi, βi, γi ∈ R, i = 1, 2, 3, 4, such that, up to an isomorphism of complex sym-
plectic oxidation data, we have
S11 =
4∑
i=1
αie
i, S22 =
4∑
i=1
βie
i, S12 =
4∑
i=1
γie
i ,
and f1 = f(v) =
(
0 0
A 0
)
, f2 = f(Iv) =
(
0 0
B 0
)
, where the 2×2-matrices A,B have
one of the following form:
(i) A =
(
a+1 0
0 a−1
)
, B =
(
b −c−1
c−1 b
)
with a ≥ 0 and (α3, α4, β3, β4, γ3, γ4)T ∈
R6 lying in the kernel of
L :=


−b
a−2c+7
2 0
a+5
2 a+1 0
2c−a+7
2 −b
5−a
2 0 0 a−1
1−c
2
b
2
2a−c+3
2
b
2 −b 1−c
−
b
2 −
c+1
2 −
b
2
2a−c−3
2 c+1 −b

 ;
(ii) A =
(
1 0
0 1
)
, B =
(
a −b
b a
)
with b 6= 0 and (a, b) 6= (0, 1) and
β3 = b α3 − aα4, β4 = aα3 + b α4, γ3 = a2 α3 + b−12 α4, γ4 = 1−b2 α3 + a2 α4 ;
(iii) A =
(
1 0
0 1
)
, B =
(
0 −1
1 0
)
and γ3 =
1
2 (α4 − β4), γ4 = −12(α3 − β3);
(iv) A =
(
1 0
0 1
)
, B = 0 and β3 = β4 = 0 and γ3 = −12 α4, γ4 = 12 α3 or
(v) A = 0, B = 0.
Proof. Let (f, S, τ) be oxidation data on R4 and v ∈ V \ {0}. Set f1 := f(v),
f2 := f(Iv) and h := f2 − J0 ◦ f1. By Lemma 5.16, we have a two-dimensional
J0-invariant subspace W such that f1|W = f2|W = 0 and by Lemma 5.15, there
is an adapted basis {X1,X2,X3,X4} for (R4, J0, ω0) such that X3,X4 span W .
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Now note that we have h(X3) = h(X4) = 0 and so im(h) ⊆ 〈X3,X4〉⊥ =
〈X3,X4〉 as for any Y ∈ R4 and any j ∈ {3, 4} the identity 0 = (h.ω0)(Y,Xj) =
ω0(h(Y ),Xj) is true. Consequently, if we consider the projection π : R
4 →
〈X1,X2〉 along 〈X3,X4〉, then we have π
(
f2(Xi)
)
= J0
(
π
(
f1(Xi)
))
, for any
i = 1, 2. Hence, these projections have to be zero as otherwise we may arrange a
linear combination f˜ of f1 and f2 such that π
(
f˜(Xi)
)
= Xi for some i ∈ {1, 2},
a contradiction to f˜ being nilpotent.
Thus, f1 =
(
0 0
A 0
)
and f2 =
(
0 0
B 0
)
for certain A,B ∈ R2×2 with respect to the
adapted basis {X1, . . . ,X4}. As in the proof of Proposition 5.14, we decompose
A = A1 + A2 and B = B1 + B2 into their J-commutative parts A1, B1 and
J-anti-commutative parts A2 and B2, being J :=
(
0 1
−1 0
)
. Then, the condition
h ∈ sp(R4, J0, ω0) reduces to B2 = JA2. Arguing as in the proof of Proposition
5.14, we get the same possible forms for A and B. Now note that rotating in
the 〈X1,X2〉-plane by an angle of φ2 and in the 〈X3,X4〉-plane by an angle of
−φ2 is an automorphism of (R4, J0, ω0). This automorphism does not change the
J-anti-commutative parts A2 and B2 but rotates the J-commutative parts by
an angle of φ. Then:
In the first case, i.e. A =
(
a+1 −b
b a−1
)
, B =
(
c −d−1
d−1 c
)
for certain a, b, c, d ∈ R,
we may apply this automorphism to be able to assume that a ≥ 0 and b = 0.
In the third case, i.e. A =
(
cos(φ) − sin(φ)
sin(φ) cos(φ)
)
, B = 0 for some φ ∈ [0, 2π), we
may apply this automorphism to be able to assume that A = I2 and B = 0.
Hence, we have the following possibilities for A and B:
• A = ( a+1 00 a−1 ), B = ( b −c−1c−1 b ) for certain a, b, c ∈ R with a ≥ 0,
• A = ( 1 00 1 ), B =
(
a −b
b a
)
for certain a, b ∈ R with b 6= 0,
• A = ( 1 00 1 ), B = 0 or
• A = 0, B = 0.
Now note that since R4 is Abelian, conditions (i) – (iii) in Lemma 4.11 are fulfilled
for all these As and Bs and we only have to look at condition (iv). Thereto, we
write S11 =
∑4
i=1 αie
i, S22 =
∑4
i=1 βie
i, S12 =
∑4
i=1 γie
i for αi, βi, γi ∈ R and
obtain
J0(S
♯
11 + S
♯
22) = (α3 + β3)e1 − (α4 + β4)e2 − (α1 + β1)e3 + (α2 + β2)e4
as in the proof of Proposition 5.14. Note that condition (iv) in Lemma 4.11 is
automatically fulfilled in the last case, giving us part (v) in Proposition 5.17.
Thus, we only have to discuss the first three cases:
First assume that A =
(
a+1 0
0 a−1
)
, B =
(
b −c−1
c−1 b
)
for certain a, b, c ∈ R with
a ≥ 0. Then condition (iv) in Lemma 4.11 gives us
(−c+ 1)α4 + (a+ 1)γ3 − bα3 = −a+52 (α4 + β4),
(c+ 1)α3 + (a− 1)γ4 − bα4 = a−52 (α3 + β3),
(−c+ 1)γ4 + (a+ 1)β3 − bγ3 = c−12 (α3 + β3)− b2 (α4 + β4),
(c+ 1)γ3 + (a− 1)β4 − bγ4 = c+12 (α4 + β4) + b2 (α3 + β3).
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This is equivalent to (α3, α4, β3, β4, γ3, γ4)
T ∈ R6 lying in the kernel of
L =


−b −c+1+
a+5
2 0
a+5
2 a+1 0
c+1−
a−5
2 −b −
a−5
2 0 0 a−1
−
c−1
2
b
2 a+1−
c−1
2
b
2 −b −c+1
−
b
2 −
c+1
2 −
b
2 a−1−
c+1
2 c+1 −b

 ,
obtaining case (i) in the statement above.
Now we consider the case A = ( 1 00 1 ), B =
(
a −b
b a
)
with b 6= 0. Then, by
condition (iv) in Lemma 4.11, we have
γ3 − aα3 − bα4 = −12(α4 + β4),
γ4 + bα3 − aα4 = 12(α3 + β3),
β3 − aγ3 − bγ4 = b2(α3 + β3)− a2 (α4 + β4),
β4 + bγ3 − aγ4 = a2 (α3 + β3) + b2 (α4 + β4).
The first two equations imply
γ3 = aα3 + (b− 12)α4 − 12β4,
γ4 = (
1
2 − b)α3 + aα4 + 12β3.
Inserting into the last two equations gives
(b2 − a2 − b)α3 + a(1− 2b)α4 + (1− b)β3 + aβ4 = 0,
a(2b− 1)α3 + (b2 − a2 − b)α4 − aβ3 + (1− b)β4 = 0.
If (a, b) 6= (0, 1), then the above equations imply
β3 = bα3 − aα4,
β4 = aα3 + bα4.
This is case (ii). If (a, b) = (0, 1), then the equations give case (iii).
Finally, we have to consider the case A = ( 1 00 1 ) and B = 0. Then, the
computations coincide with those of the previous case, so it suffices to take
a = b = 0 in the above equations, which imply β3 = β4 = 0 and γ3 = −12α4,
γ4 =
1
2α3. This is case (iv). 
Corollary 5.18. The nilpotency step of an 8-dimensional complex symplectic
nilpotent Lie algebra is ≤ 4 and all nilpotency steps between 1 and 4 may occur.
Proof. By Corollary 5.12, any 8-dimensional complex symplectic nilpotent Lie
algebra (g, J, ω) is the complex symplectic oxidation a four-dimensional complex
symplectic Lie algebra. Hence, it is obtainable by the complex symplectic oxida-
tion data on (h3⊕R, J0, ω0) given in Proposition 5.14 or by the complex symplec-
tic oxidation data on (R4, J0, ω0) given in Proposition 5.17. In the following, we
use the notation for complex symplectic oxidation from Section 4 and note that
we have g = V ⊕ g¯⊕ V ∗ as vector space with g¯ ∈ {h3 ⊕R,R4}. Surely, we have
V ∗ ⊆ g1. Then we see from Proposition 5.14 and Proposition 5.17 that in both
cases there is a two-dimensional subspace U such that Im(f(v)) ⊆ U ⊆ ker(f(v))
for all v ∈ V and such that U is g¯-central and contains the commutator ideal
of g¯. From the form of the Lie bracket of g given in (4.3) – (4.5), we deduce
that [U, g]g ⊆ V ∗ ⊆ g1 and so U ⊕ V ∗ ⊆ g2. But then the same equations imply
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[g¯, g]g ⊆ V ∗ ⊕ U ⊆ g2, i.e. g¯⊕ V ∗ ⊆ g3. Finally, the mentioned equations show
that [g, g] ⊆ g¯⊕V ∗ ⊆ g3 and so g = g4, i.e. the nilpotency step of g is at most 4.
Now for the existence of 8-dimensional nilpotent complex symplectic Lie al-
gebras with nilpotency step 1 – 4 note that R8 and h3 ⊕ R5 provide exam-
ples of nilpotency step 1 and 2, respectively, obtainable from (R4, J0, ω0) and
(h3 ⊕ R, J0, ω0), respectively, with trivial complex symplectic oxidation data.
A nilpotency step 3 example may be obtained by choosing τ = 0, S11 = e
3,
S12 = e
1 and S22 = 0 in case (v) in Proposition 5.17. Then the non-zero Lie
brackets (up to anti-symmetry) on the vector space g = V ⊕R4⊕V ∗ with respect
to the basis {v1, v2, e1, . . . , e4, v1, v2} are given by
[v1, v2] = e1, [v1, e1] = v
2, [v1, e3] = v
1, [v1, e4] =
1
2v
2, [v2, e1] = v
1, [v2, e4] = −12v1
and one has g1 = z(g) = V
∗, g2 = g¯⊕ V ∗ and g3 = g.
Finally, a nilpotency step 4 example may be obtained by choosing τ = 0,
S11 = e
3, S12 = e
1 and S22 =
1
2e
4 in case (iv) in Proposition 5.17. In this case, the
non-zero Lie brackets (up to anti-symmetry) on the vector space g = V ⊕R4⊕V ∗
with respect to the basis {v1, v2, e1, . . . , e4, v1, v2} are given by
[v1, v2] = e1 − 12e2, [v1, e1] = e3 + v2, [v1, e2] = e4, [v1, e3] = v1 − 14v2,
[v1, e4] =
1
2v
2, [v2, e1] = v
1, [v2, e3] =
1
4v
1, [v2, e4] = −12v1 + 12v2.
Here, we have g1 = z(g) = V
∗, g2 = 〈e3, e4〉 ⊕ V ∗, g3 = g¯⊕ V ∗ and g4 = g. 
Remark 5.19. It was shown in [18, Theorem 2.1] that an 8-dimensional hy-
percomplex nilpotent Lie algebra is necessarily 2-step nilpotent. Compared to
this, the existence of complex symplectic structures on nilpotent Lie algebras
seems to be less restrictive. On the other hand, the 8-dimensional Lie alge-
bra (0, 0, 12, 13, 14, 15, 16, 17) has nilpotency step 7 and carries the symplectic
structure ω = e18 + e27 − e36 + e45. Moreover, the 8-dimensional Lie algebra
obtained by setting A = E = F = H = K = M = P = s = 0, B = −1 and
C = D = G = L = N = 1 in Theorem 5.9 (i) has ascending type (1, 3, 5, 6, 8)
and nilpotency step 5; its center is 1-dimensional, hence the complex structure is
strongly non-nilpotent and the Lie algebra admits no complex symplectic struc-
ture.
6. Complex symplectic structures on nilmanifolds and
solvmanifolds
In this section we apply the previous constructions to provide several examples
of compact manifolds with complex symplectic structures. Our examples will be
nilmanifolds and solvmanifolds; as we recalled in the introduction, a nilmanifold
(resp. solvmanifold) is the quotient of a connected, simply connected nilpo-
tent (resp. solvable) Lie group G by a lattice Γ (i.e. a discrete and cocompact
subgroup). Every such G is homeomorphic to Rn for some n, and the natural
projection G→ Γ\G exhibits G as the universal cover of Γ\G; thus π1(Γ\G) = Γ
and nilmanifolds (resp. solvmanifolds) are aspherical spaces.
By a result of Mal’tsev [32], a connected, simply connected, nilpotent Lie
group G contains a lattice if and only if the associated Lie algebra g has a
rational structure, that is, a rational subalgebra gQ ⊂ g such that g = gQ ⊗ R.
Nothing is known, in general, about lattices in solvable Lie groups.
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If G is connected, simply connected and nilpotent, Nomizu’s theorem [34] says
that the de Rham cohomology of the nilmanifold Γ\G is isomorphic to the Lie
algebra cohomology of g, H•dR(Γ\G) ∼= H•(g∗). Hattori proved an analogous
result for completely solvable solvmanifolds, see [24].
As a consequence of Nomizu’s theorem, if a nilmanifold has a symplectic struc-
ture it also has a left-invariant one. By Hattori’s result, the same happens for
completely solvable solvmanifolds. Concerning complex symplectic structures,
we have the following refinement:
Proposition 6.1. Let N = Γ\G be a solvmanifold endowed with a left-invariant
complex structure J such that H•
dR
(Γ\G) ∼= H•(g∗). If (N,J) admits a complex
symplectic structure ω˜ (not necessarily left-invariant), then there exists a left-
invariant complex symplectic structure (J, ω) on N .
To prove the proposition, we need to recall a few facts. Let N be a 2n-
dimensional manifold. An almost complex structure J on N acts on the space
of real 2-forms Ω2(N) as an involution:
J∗ : Ω2(N) −→ Ω2(N).
ω(·, ·) −→ ω(J ·, J ·)
Therefore, one has the splitting
Ω2(N) = Ω+(N)⊕ Ω−(N) ,
where Ω±(N) = {ω ∈ Ω2(N) | J∗ω = ±ω}.
Denote by Z+J (N) (resp. Z
−
J (N)) the space of closed 2-forms that are J-
invariant (resp. J-anti-invariant). The following subspaces were introduced in
[31], in relation with Donaldson’s “tamed to compatible” conjecture:
H±J (N) := {[α] ∈ H2dR(N) | α ∈ Z±J (N)} ⊆ H2dR(N) .
Suppose (J, ω) is a complex symplectic structure on a manifold N ; then
ω(J ·, ·) = ω(·, J ·) or, equivalently, ω(J ·, J ·) = −ω(·, ·), so ω ∈ Ω−(N). Since
dω is closed and non-degenerate, 0 6= [ω] ∈ H−J (N).
Proof of the proposition. Let g be the (real) Lie algebra of G. As a consequence
of [4, Theorem 5.4], the condition H•dR(Γ\G) ∼= H•(g∗) implies that H−J (N) ∼=
H−J (g). Therefore, one can find a left-invariant 2-form ω ∈ Λ2g∗ such that
[ω] = [ω˜] ∈ H−J (N). Observe that ω is anti-J-invariant and satisfies dω = 0. To
prove the result, it suffices to check that ωn 6= 0, where 2n = dimN . Notice that
0 6= [ω˜]n = [ω]n = [ωn],
where ωn ∈ Λ2ng∗ is a top degree form. Consequently, if {e1, . . . , e2n} is a basis
for g∗, then ωn = k e1 ∧ · · · ∧ e2n, for some k ∈ R. Due to the previous equality
between cohomology classes, k 6= 0 and thus ωn 6= 0, as desired. 
Combining Proposition 5.11 with the previous result, we can conclude the
following:
Corollary 6.2. Let N be an 8-dimensional nilmanifold endowed with an in-
variant complex structure J . If the Lie algebra underlying N has 1-dimensional
center, then (N,J) cannot admit a complex symplectic structure.
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Example 6.3. Consider the 8-dimensional 2-step nilpotent Lie algebra
g = qh7 ⊕ R = (0, 0, 0, 0, 0, 12 − 34, 13 + 24, 14 − 23) ,
which is the direct sum of the quaternionic Heisenberg algebra qh7 with R. g is
precisely the Lie algebra denoted by n3 in [18]. Consider the complex structures
I, J and K whose spaces of (1, 0)-forms are, respectively,
ϕ1I = e
1 + ie2,
ϕ1J = e
1 + ie3,
ϕ1K = e
1 + ie4,
ϕ2I = e
3 + ie4,
ϕ2J = e
2 − ie4,
ϕ2K = e
2 + ie3,
ϕ3I = e
5 + ie6,
ϕ3J = e
5 + ie7,
ϕ3K = e
5 + ie8,
ϕ4I = e
7 + ie8,
ϕ4J = e
6 − ie8,
ϕ4K = e
6 + ie7.
According to [18, Page 54], {I, J,K} is a hypercomplex structure. Moreover,
one checks easily that ω = 12e
18+ 12e
27+ e36+ e45 is a symplectic form and (I, ω)
is a complex symplectic structure. g has an obvious rational structure, hence G,
the unique connected, simply connected nilpotent Lie group with Lie algebra g,
contains a lattice Γ, and N = Γ\G is a compact nilmanifold with a hypercomplex
and a complex symplectic structure, both invariant. Using Nomizu’s theorem,
one sees that b1(N) = 5, hence N is not diffeomorphic to the torus T
8, which,
by a result of Hasegawa [23], is a necessary condition for a nilmanifold to admit
a Ka¨hler structure. Thus, N has also no hyperka¨hler structure.
Consider the I-invariant, central ideal a ⊂ g with basis {e6, e5}; notice that
a ∼= V ∗, where V has basis {−e3,−e4}. Then a⊥/a is isomorphic to R4 with
basis
{√
2e2,
√
2e1,
√
2e8,
√
2e7
}
. The complex symplectic Lie algebra (g, I, ω)
can be obtained from Proposition 5.17 case (i) with a = b = c = 0, τ(e3, e4) = e6
and S = 0.
Example 6.4. Consider the 8-dimensional 2-step nilpotent Lie algebra
g = (0, 0, 0, 0, 0, 0, 0, 12 − 34) ;
notice that g is isomorphic to h5⊕R3, where h2n+1 is the Heisenberg Lie algebra,
with basis {X1, Y1, . . . ,Xn, Yn, Z} and non-zero brackets [Xi, Yi] = Z for i =
1, . . . , n. It is easy to see that h2n+1 ⊕ R2m+1 is not symplectic for n ≥ 2, so in
particular, it is not complex symplectic (for n = 1, recall that h3 ⊕ R5 admits a
complex symplectic structure, as remarked in the proof of Corollary 5.18). Notice
that g is obtained by setting all parameters equal to zero in [18, Page 54], except
for d1 = 1, hence the complex structures I, J and K described in the previous
example give a hypercomplex structure {I, J,K} on g. Since g has a rational
structure, G, the unique connected, simply connected nilpotent Lie group with
Lie algebra g contains a lattice Γ, and N = Γ\G is a compact nilmanifold
with a left-invariant hypercomplex structure. By Nomizu’s theorem, N has no
symplectic structure, hence, in particular, no complex symplectic structure.
Example 6.5. Consider the family of Lie algebras g = g(A,B,C) with com-
plex structure J given in terms of a basis {ϕ1, . . . , ϕ4} of g∗(1,0) with structure
equations 

dϕ1 = dϕ2 = 0,
dϕ3 = ϕ12¯,
dϕ4 = Aϕ13 +B ϕ11¯ + C ϕ22¯,
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where A,B,C ∈ C are such that AC 6= 0. The complex 2-form
(6.1) ωC = αϕ
12 + β ϕ13 + γ ϕ14 + Cγ ϕ23, α, β, γ ∈ C, γ 6= 0
is in Λ2g∗(1,0) and is closed and non-degenerate, hence (J, ωC) is a complex
symplectic structure on g. Defining the following real basis of g

e1 = 12 (ϕ
1 + ϕ1¯)
e2 = 12 (ϕ
2 + ϕ2¯)
e3 = − i2 (ϕ1 − ϕ1¯)
e4 = − i2 (ϕ2 − ϕ2¯)


e5 = 12 (ϕ
3 + ϕ3¯)
e6 = i2 (ϕ
3 − ϕ3¯)
e7 = 12 (ϕ
4 + ϕ4¯)
e8 = − i2 (ϕ4 − ϕ4¯)
we get the real structure equations of g:

de1 = de2 = de3 = de4 = 0,
de5 = e12 + e34,
de6 = e14 + e23,
de7 = 2 ImB e13 +ReAe15 + ImAe16 + 2 ImC e24 − ImAe35 +ReAe36,
de8 = −2ReB e13 + ImAe15 − ReAe16 − 2ReC e24 +ReAe35 + ImAe36.
Notice that A 6= 0 ensures that g has nilpotency step 3, while C 6= 0 is needed for
the non-degeneration of the complex symplectic form ωC. As we already pointed
out in Remark 5.19, g carries no hypercomplex structure by a result of Dotti
and Fino. Fixing for instance A = C = 1, B = 0, we see that g has a rational
structure, hence the corresponding connected, simply connected, nilpotent Lie
group G admits a lattice Γ, and N = Γ\G carries a complex symplectic structure
but no left-invariant hypercomplex structures.
The center of g is z(g) = 〈e7, e8〉 which is J-invariant. One sees that a⊥/a
is isomorphic to R4 = 〈e4, e2, e5, e6〉. Furthermore, if one sets α = 0, β = 0
and γ = 1 in (6.1), the complex symplectic Lie algebra (g, J,Re(ωC)) can be
obtained by complex symplectic oxidation from Proposition 5.17 case (i) by
setting a = b = c = 0, S11 = −e3, S12 = −e4, S22 = e3 and τ = 0, with
v1 = −e3, v2 = e1, v1 = −e8 and v2 = −e7.
Example 6.6. Consider the complex Heisenberg group
HC3 =



1 z1 z30 1 z2
0 0 1

 | z1, z2, z3 ∈ C

 ;
notice that it is a nilpotent Lie group. Ξ = {A ∈ HC3 | z1, z2, z3 ∈ Z[i]} ⊂ HC3 is a
lattice and Ξ\HC3 is the Iwasawa manifold. We set G = HC3 ×C and Γ = Ξ×Z[i].
Thus Γ\G is a nilmanifold. A basis of left-invariant holomorphic 1-forms on G
is given by
ϕ1 = dz1, ϕ
2 = dz2, ϕ
3 = dz3 − z1dz2 and ϕ4 = dz4 ,
z4 being the coordinate on the C factor. Then
dϕ1 = 0, dϕ2 = 0, dϕ3 = −ϕ12 and dϕ4 = 0 .
The Lie algebra of G is g = hC3 ⊕ C = (h3 ⊕ R) ⊗ C, the complexification of
h3 ⊕ R. As shown in [13, Example 4.1], Γ\G admits the following family of
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complex symplectic structures:
(6.2) ωC = αϕ
12 + βϕ13 + γϕ14 + δϕ23 + εϕ24 .
This example was also considered by Guan in [20]. We now show how, for selected
values of these parameters, (hC3 ⊕C, J, ωC) can be obtained by oxidation (notice
that here the complex structure J is given in terms of the basis {ϕ1, . . . , ϕ4} of
(1, 0)-forms). We fix the following real basis of 1-forms

ϕ1 = e1 − ie2
ϕ2 = e3 − ie4
ϕ3 = e7 − ie8
ϕ4 = e5 − ie6
and let {ei}8i=1 be the dual basis. Thus g = (0, 0, 0, 0, 0, 0,−13 + 24,−14 − 23).
Choosing ωC = ϕ
13 − ϕ24 in (6.2), and taking its real part, we see that
ω = e17−e28−e35+e46 is a symplectic form with respect to which J is symmetric.
The central ideal a = 〈e6,−e5〉 ∼= V ∗ is clearly J-invariant and a⊥/a ∼= R4 =
〈−e2, e1, e7, e8〉; choosing {−e4,−e3} as a basis of V , the complement of a⊥ in
g, the corresponding oxidation data are τ = 0, S = 0 and A,B as in case (ii) of
Proposition 5.17 with a = 0 and b = −1.
Picking ωC = ϕ
14 + ϕ23 in (6.2), and taking the real part, we obtain the
symplectic form ω = e15− e26+ e37− e48, with respect to which J is symmetric.
a = 〈e7, e8〉 ∼= V ∗ is a central, J-invariant ideal and a⊥/a ∼= R4 = 〈−e2, e1, e5, e6〉.
In the notation of Lemma 4.11, we have v1 = −e3 and v2 = e4, spanning V ;
moreover, S11 = e
1, S12 = e
2 and S22 = −e1. The other oxidation data are
τ = 0, f = 0, i.e. we are in case (v) of Proposition 5.17.
Example 6.7. We show that our construction also works in the more general
context of solvable Lie algebras. Consider the compact complex manifold X0
which is the product of the Nakamura threefold and a complex torus. X0 has
the structure of a solvmanifold Γ\G, where G is a certain solvable complex Lie
group and Γ ⊂ G is a lattice. A global, left-invariant frame of holomorphic
1-forms on G is given by
ϕ1 = dz1, ϕ
2 = e−z1dz2, ϕ
3 = ez1dz3 and ϕ
4 = dz4 .
In terms of {ϕ1, . . . , ϕ4}, the structure equations of g are
dϕ1 = 0, dϕ2 = −ϕ12, dϕ3 = ϕ13 and dϕ4 = 0 .
The form ωC = αϕ
14 + βϕ23, αβ 6= 0, is holomorphic, closed and non-
degenerate, hence defines a complex symplectic structure on X0. X0 does
not satisfy the ∂∂¯-lemma, but some deformations of its complex structures Xt,
t ∈ C−{0}, do, see [3, Section 4]. In fact, X0 and its deformations (all of which
admit complex symplectic structures) have been considered in [13, Example 4.2].
We fix the following real basis of 1-forms

ϕ1 = e1 − ie2
ϕ2 = e3 − ie4
ϕ3 = e5 − ie6
ϕ4 = e7 − ie8
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and let {ei}8i=1 be the dual basis. One sees that
g = (0, 0,−13 + 24,−14 − 23, 15 − 26, 16 + 25, 0, 0) .
We choose ωC = ϕ
14+ϕ23; its real part ω = e17−e28+e35−e46 is a symplectic
form with respect to which J is symmetric. The central ideal a = 〈e7, e8〉 ∼= V ∗
is clearly J-invariant and a⊥/a ∼= R4 = 〈e3, e4,−e6, e5〉; choosing {−e1, e2} as
a basis of V , the complement of a⊥ in g, the corresponding oxidation data are
τ = 0, S = 0 and the derivations
f(−e1) =


−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

 , f(e2) =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 .
with respect to the adapted basis {e3, e4,−e6, e5} of (R4, J0, ω0).
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