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Abstract
A key feature of (1+1)-dimensional nonlinear wave equations is that they admit left
or right traveling waves, under appropriate algebraic conditions on the nonlinearities.
In this paper, we prove global stability of such traveling wave solutions for (1 + 1)-
dimensional systems of nonlinear wave equations, given a certain asymptotic null condi-
tion and sufficient decay for the traveling wave. We first consider semilinear systems as
a simpler model problem; we then proceed to treat more general quasilinear systems.
Keywords : nonlinear wave equations; traveling wave; global nonlinear stability.
2010 MSC : 35L05; 35L15; 35L71
1 Introduction
Let (t, x) ∈ R×R denote the usual Cartesian coordinates, and define also
ξ =
t+ x
2
, η =
t− x
2
, (1.1)
as well as the corresponding vector fields
∂ξ = ∂t + ∂x, ∂η = ∂t − ∂x. (1.2)
Consider the following (1 + 1)-dimensional system of quasilinear wave equations, 1
vξη = A1(vξ , vη)vξη +A2(vξ, vη)vηη +A3(vξ, vη)vξξ + F (vξ, vη), (1.3)
where v = v(t, x) : R1+1 −→ Rn is the unknown; where Ai : Rn×Rn → Rn×n (i = 1, 2, 3) are
given smooth and matrix-valued functions; and where F : Rn ×Rn → Rn is a given smooth
and vector-valued function. We also assume that A1, A2, A3 are symmetric.
In addition, we assume the following for the coefficients Ai and F :
A1(ρ, θ) = O(|ρ|+ |θ|), (1.4)
A2(ρ, θ) = O(|ρ|), (1.5)
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1Note that the left-hand side vξη = vtt − vxx of (1.3) represents the standard wave operator, while the
right-hand side of (1.3) represents nonlinear perturbations.
1
A3(ρ, θ) = O(|θ|), (1.6)
F (ρ, θ) = O(|ρ||θ|). (1.7)
The assumptions (1.4)–(1.7) correspond to the null condition in the small data setting,
within which global existence of classical solutions for (1.3) was proved in [26]. 2 Presently,
(1.4)–(1.7) remain closely related to null conditions; we discuss this point further later.
Under (1.4)–(1.7), one can verify that the left and right traveling waves v = f(ξ) and
v = g(η) (with f, g taking values in Rn) are solutions to (1.3). Thus, a natural problem is
to ask whether they are globally stable under some suitable assumptions.
1.1 Semilinear Systems
To simplify the discussion, let us first consider a semilinear system (i.e., with Ai = 0).
Consider the following (1 + 1)-dimensional system of semilinear wave equations,
vξη = F (vξ, vη), (1.8)
where the condition (1.7) is satisfied. We can, without loss of generality, restrict our attention
to stability for the left traveling wave f(ξ). Let us write
v = u+ f(ξ). (1.9)
Then, u satisfies the modified system
uξη = F (f
′(ξ) + uξ, uη). (1.10)
In addition, we fix 0 < δ < 1, and we assume
M0 = sup
x∈R
[
〈x〉 32 (1+δ)(|f ′(x)|+ |f ′′(x)|)
]
< +∞, (1.11)
where 〈·〉 = (1 + | · |2)1/2. Consider the Cauchy problem of (1.10), with smooth initial data
u|t=0 = u0, ut|t=0 = u1. (1.12)
As our preliminary result, we establish the following:
Theorem 1.1. Consider the Cauchy problem (1.10), (1.12). Assume the condition (1.7) is
satisfied, and assume the decay property (1.11) holds for some 0 < δ < 1. Then there exists
a constant ε0 > 0, depending on δ and M0, such that for any 0 < ε ≤ ε0, if
1∑
l=0
(
‖〈x〉1+δ∂lx∂xu0‖L2x(R) + ‖〈x〉1+δ∂lxu1‖L2x(R)
)
≤ ε, (1.13)
then the problem (1.10), (1.12) admits a unique global classical solution u. In other words,
the traveling wave solution f(ξ) to (1.8) is globally nonlinearly stable.
2[26] is inspired by the corresponding result in the semilinear case [22]; see also a former result [23].
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1.2 Quasilinear Systems
Next, we turn to the full quasilinear setting, that is, we consider the system (1.3), along
with the conditions (1.4)–(1.7). Again, we set
v = u+ f(ξ), (1.14)
so that u satisfies
uξη = A1(f
′(ξ) + uξ, uη)uξη +A2(f
′(ξ) + uξ, uη)uηη +A3(f
′(ξ) + uξ, uη)uξξ
+A3(f
′(ξ) + uξ, uη)f
′′
(ξ) + F (f ′(ξ) + uξ, uη). (1.15)
In addition, fixing 0 < δ < 1, we assume
M1 = sup
x∈R
[
〈x〉3(1+δ)(|f ′(x)|+ |f ′′(x)|+ |f (3)(x)|+ |f (4)(x)|)
]
< +∞. (1.16)
Note that, in view of (1.4)–(1.7), the linearized system of (1.15) about the zero solution
(i.e., the linearized system of (1.3) with respect to f(ξ)) is
uξη = A1(f
′(ξ), 0)uξη +A2(f
′(ξ), 0)uηη + lower-order terms. (1.17)
To ensure the hyperbolicity of (1.17), we must assume there exists λ > 0 such that
yT [I −A1(f ′(ξ), 0) −A2(f ′(ξ), 0)]y ≥ λ|y|2, (1.18)
yT [I −A1(f ′(ξ), 0)]y ≥ λ|y|2, (1.19)
for any ξ ∈ R and y ∈ Rn.
Consider now the Cauchy problem for (1.15), with smooth initial data
u|t=0 = u0, ut|t=0 = u1. (1.20)
The main result of this paper is the following:
Theorem 1.2. Consider the Cauchy problem (1.15), (1.20). Assume (1.4)–(1.7), the decay
property (1.11) (for some 0 < δ < 1), and the hyperbolicity conditions (1.18), (1.19). Then,
there is a constant ε0 > 0—depending on δ, M0, and λ—such that for any 0 < ε ≤ ε0, if
2∑
l=0
(
‖〈x〉1+δ∂lx∂xu0‖L2x(R) + ‖〈x〉1+δ∂lxu1‖L2x(R)
)
≤ ε, (1.21)
then (1.15), (1.20) admits a unique global classical solution u. In other words, the traveling
wave solution f(ξ) to (1.3) is globally nonlinearly stable.
In fact, Theorem 1.2 can be extended to a wider class of systems:
Remark 1.1. Theorem 1.2 still holds when A1, A2, A3, F also depend on v itself. We omit
the details in this paper to make the exposition simpler, but the methods are analogous to
those in [26], which proved global stability in this more general setting for small initial data.
Remark 1.2. Furthermore, by inspecting its proof, one can observe that Theorem 1.2 still
holds when when the conditions (1.5) and (1.7) are relaxed to
A2 = O(|ρ| + |h(ξ)||θ|), (1.22)
F = O((|ρ| + |h(ξ)||θ|)|θ|, (1.23)
where h admits a suitable decay property, i.e.,
sup
x∈R
[
〈x〉3(1+δ)(|h(x)| + |h′(x)|+ |h′′(x)|)
]
< +∞. (1.24)
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1.3 Previous Results
The question of global existence for nonlinear wave equations with small initial data
has been under active investigation for the past four decades. Generally speaking, in higher
dimensions, the mechanism for treating this problem is based on the decay in time of linear
waves. In particular, it is well-known that the decay rate for (d+1)-dimensional linear waves
is (1+ t)−
d−1
2 . When d ≥ 4, small data global existence results hold for generic quadratic or
higher-order nonlinearities [12, 15], since this decay rate is integrable in time.
When d ≤ 3, however, classical solutions may blow up in finite time [10]. Thus, Klain-
erman [14] introduced the so-called null condition to rule out the worst-behaving nonlinear
terms that drive the formation of singularities. Under this condition, global existence for
small data was established in pioneering works [15, 6] in the (3+1)-dimensional case, and in
[3] in the (2+1)-dimensional case (see also [11, 25] for more general settings). In contrast, lin-
ear waves in one spatial dimension do not decay in time. Nevertheless, for (1+1)-dimensional
semilinear wave equations, Luli et al. [22] proved that small data still leads to global solutions
if the null condition is satisfied. The mechanism for global existence here is the interaction
of waves with different velocities, which will lead to the decay of nonlinear terms.
The importance of [22] is that the authors capture this mechanism in the L2-framework,
that is, they develop weighted energy estimates with positive weights, which are robust and
can be used in other problems. In fact, small data global existence for semilinear systems
of wave equations with the null condition can also be proved in the L∞-framework (see
[7, 16, 18, 24, 27]), through approaches based on characteristics.
However, for (1 + 1)-dimensional quasilinear systems (1.3), the characteristic approach
does not generally work when n > 1. In particular, if one reduces (1.3) to a first-order sys-
tem, then it may not be strictly hyperbolic and may admit characteristics without constant
multiplicity, which may fail to be differentiable respect to their variables. As a result, in this
paper, we will develop energy-based methods based on [22] and [26].
For previous results on the global stability of traveling waves for (1 + 1)-dimensional
quasilinear hyperbolic systems, we refer the reader to [20] for first-order quasilinear strictly
hyperbolic systems with linearly degenerate characteristic fields (see also [19]), and [1] for
some scalar quasilinear wave equations with cubic nonlinearity satisfying double null condi-
tions. We note, however, that all these results are based on characteristics. We also note
that some results in higher dimensions are shown in [2], [4] and [21].
1.4 Relation to Null Conditions
Recall that in small data settings, (1.4)–(1.7) corresponds to the null condition for
(1.3). Here, one views v∗ ≡ 0 as a reference solution for (1.3), for which ∂ξ and ∂η are both
characteristic directions for every component of the system. In particular, (1.4)–(1.7) rule
out unfavorable nonlinear combinations of these characteristic derivatives.
In Theorem 1.2, however, the reference solution is now the traveling wave, vf = f(ξ),
hence the appropriate null conditions deal instead with characteristics associated with vf .
Note that the “leftward-pointing” ∂η (along level sets of ξ) remains a common characteristic
direction for all components of the system (1.3). On the other hand, when f(ξ) is not small,
∂ξ can deviate significantly from the “rightward” characteristic directions of vf . Moreover,
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various components of vf can have very different rightward characteristic directions.
As a result, (1.4)–(1.7) cannot quite be interpreted as a null condition, although it
still has a closely connected meaning. In particular, as |ξ| → ∞, so that f(ξ) decays to
0 by (1.16), the rightward characteristic directions of all components of our system must
asymptote to ∂ξ. Thus, one can view (1.4)–(1.7) as a genuine lefward-null condition for
∂η-direction, and as an asymptotic null condition for the ∂η-direction. In particular, our
results show that this partial null condition is sufficient for global stability.
Remark 1.3. Because of this asymptotic nature of (1.4)–(1.7), we can also think of this as
a special case of the weak null condition; see [17, 13] for details.
1.5 Main Features
It is also instructive to compare our setting with that of [1], which also studied the
global stability of traveling waves for quasilinear wave equations. First, since [1] dealt with
scalar equations, they were able effectively semilinearize, and hence simplify, the problem
by changing to characteristic coordinates. This cannot be done in the proof Theorem 1.2,
as different components of our system can have very different characteristic directions.
We also mention that the nonlinear terms in (1.3) are weaker than those studied in [1],
and one can expect worse behavior from these terms. One consequence is that solutions to
(1.15) can exhibit a linear effect, in which the perturbation u is exponentially amplified as it
propagates transversely through the traveling wave f(ξ). However, since this amplification is
localized in ξ, due to the decay of f(ξ) from (1.16), this phenomenon cannot lead to blowup
as long as the initial perturbation is sufficiently small.
This same mechanism also applies to the nonlinear analysis. While there are nonlinear
terms that are far from satisfying a null condition, these dangerous terms must again be
localized in ξ and hence cannot lead to blowup. (This is also the idea behind the generaliza-
tion described in Remark 1.2. Although one allows for additional nonlinearities that seem
potentially dangerous, these terms are always localized in ξ.)
Finally, as mentioned before, Theorem 1.2 is proved using energy approaches similar to
that of [22] and [26]. However, a key difference is that the traveling wave yields a hierarchical
structure for (1.15), in which derivatives of u must be treated in a specific order. In general,
η-derivatives of u (approximately along the traveling wave) must be controlled first, while
the remaining ξ-derivatives can only be bounded after the η-derivatives are controlled.
1.6 Outline
The outline of this paper is as follows. In Section 2, we introduce various notations that
will be used in the sequel, as well as some tools required for the proofs of Theorems 1.1 and
1.2. Sections 3 and 4 are then devoted to the proofs of Theorems 1.1 and 1.2, respectively.
2 Preliminaries
The purpose of this section to establish some notations and basic estimates that will be
useful throughout the proofs of Theorems 1.1 and 1.2. Throughout, we will use C to denote
universal positive constants whose values can change between lines.
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2.1 Notations
Following [22], we first define several spacetime regions in R1+1. Fix t0 > 0 and x0 ∈ R,
and let ξ0 =
t0+x0
2 . We then define the leftward segment C
−
t0,ξ0
as
C−t0,ξ0 = {(t, x) : 0 ≤ t ≤ t0, x = 2ξ0 − t}. (2.1)
In addition, we define the spatial segments
Σ−t0,ξ0 = {(t, x) : t = t0, x ≤ 2ξ0 − t0}, (2.2)
as well as the spacetime regions
S−t0,ξ0 = {(t, x) : 0 ≤ t ≤ t0, x ≤ 2ξ0 − t} =
⋃
ξ≤ξ0
C−t0,ξ. (2.3)
Moreover, we use Σt0 to denote the full time slice,
Σt0 = {(t, x) : t = t0, x ∈ R}, (2.4)
and we write St0 to denote the spacetime strip
St0 = {(t, x) : 0 ≤ t ≤ t0, x ∈ R}. (2.5)
By convention, we interpret integrals over C−t0,ξ0 as line integrals in the Euclidean sense,∫
C−t0,ξ0
w =
√
2
∫ −ξ0+t0
−ξ0
w(ξ0 + η, ξ0 − η) dη, (2.6)
where w is expressed as a function of (t, x). Using Fubini’s theorem, one can verify that∫
S−
t0,ξ0
w(t, x)dxdt =
√
2
∫ ξ0
−∞
(∫
C−
t0,ξ
w
)
dξ, (2.7)
∫
St0
w(t, x)dxdt =
√
2
∫
R
(∫
C−t0,ξ
w
)
dξ. (2.8)
Next, we introduce the vector fields and energies used in this paper. We will use
Z = (∂ξ , ∂η) (2.9)
as the commuting vector fields. For a multi-index a = (a1, a2), we set
Za = ∂a1ξ ∂
a2
η , |a| = a1 + a2. (2.10)
We will employ the weighted first-order energy
E1(u(t)) = E1(u(t)) + Ê1(u(t)), (2.11)
where
E1(u(t)) = ‖〈η〉1+δuη‖2L2x(Σt), (2.12)
Ê1(u(t)) = ‖〈ξ〉1+δuξ‖2L2x(Σt). (2.13)
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To denote the second-order energies, we use
E2(u(t)) =
∑
|a|=1
E1(Z
au(t)) = ‖〈η〉1+δuξη‖2L2x(Σt) + ‖〈η〉
1+δuηη‖2L2x(Σt), (2.14)
Ê2(u(t)) =
∑
|a|=1
Ê1(Z
au(t)) = ‖〈ξ〉1+δuξξ‖2L2x(Σt) + ‖〈ξ〉
1+δuηξ‖2L2x(Σt), (2.15)
as well as
E2(u(t)) =
∑
|a|=1
E1(Z
au(t)) = E2(u(t)) + Ê2(u(t)). (2.16)
For the quasilinear case, we also need third-order energies. We denote
E3(u(t)) =
∑
|a|=2
a2 6=0
E1(Z
au(t)) = ‖〈η〉1+δuξηη‖2L2x(Σt) + ‖〈η〉
1+δuηηη‖2L2x(Σt), (2.17)
Ê3(u(t)) =
∑
|a|=2
a1 6=0
Ê1(Z
au(t)) = ‖〈ξ〉1+δuξηξ‖2L2x(Σt) + ‖〈ξ〉
1+δuξξξ‖2L2x(Σt), (2.18)
E˜3(u(t)) =
∑
|a|=2
a2=0
E1(Z
au(t)) +
∑
|a|=2
a1=0
Ê1(Z
au(t))
= ‖〈η〉1+δuξξη‖2L2x(Σt) + ‖〈ξ〉
1+δuηηξ‖2L2x(Σt), (2.19)
and
E3(u(t)) = E3(u(t)) + Ê3(u(t)) + E˜3(u(t)). (2.20)
Finally, we define the total energy,
E(u(t)) = E1(u(t)) + E2(u(t)) + E3(u(t)). (2.21)
Next, we introduce the analogous spacetime weighted energies. First, we set
E1(u(t)) = E1(u(t)) + Ê1(u(t)), (2.22)
E1(u(t)) = ‖〈ξ〉−
1+δ
2 〈η〉1+δuη‖2L2τ,x(St), (2.23)
Ê1(u(t)) = ‖〈η〉−
1+δ
2 〈ξ〉1+δuξ‖2L2τ,x(St). (2.24)
Similarly, we denote the second order spacetime weighted energies by
E2(u(t)) = E2(u(t)) + Ê2(u(t)), (2.25)
E2(u(t)) =
∑
|a|=1
E1(Zau(t))
= ‖〈ξ〉− 1+δ2 〈η〉1+δuξη‖2L2τ,x(St) + ‖〈ξ〉
− 1+δ
2 〈η〉1+δuηη‖2L2τ,x(St), (2.26)
Ê2(u(t)) =
∑
|a|=1
Ê1(Zau(t))
= ‖〈η〉− 1+δ2 〈ξ〉1+δuξξ‖2L2τ,x(St) + ‖〈η〉
− 1+δ
2 〈ξ〉1+δuηξ‖2L2τ,x(St). (2.27)
Again, we will require third-order energies for the quasilinear setting,
E3(u(t)) =
∑
|a|=2
a2 6=0
E1(Zau(t))
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= ‖〈ξ〉− 1+δ2 〈η〉1+δuξηη‖2L2τ,x(St) + ‖〈ξ〉
− 1+δ
2 〈η〉1+δuηηη‖2L2τ,x(St), (2.28)
Ê3(u(t)) =
∑
|a|=2
a1 6=0
Ê1(Zau(t))
= ‖〈η〉− 1+δ2 〈ξ〉1+δuξηξ‖2L2τ,x(Σt) + ‖〈η〉
− 1+δ
2 〈ξ〉1+δuξξξ‖2L2τ,x(Σt), (2.29)
E˜3(u(t)) =
∑
|a|=2
a2=0
E1(Zau(t)) +
∑
|a|=2
a1=0
Ê1(Zau(t))
= ‖〈ξ〉− 1+δ2 〈η〉1+δuξξη‖2L2τ,x(St) + ‖〈η〉
− 1+δ
2 〈ξ〉1+δuηηξ‖2L2τ,x(St), (2.30)
and
E3(u(t)) = E3(u(t)) + Ê3(u(t)) + E˜3(u(t)). (2.31)
Finally, we denote the total spacetime weighted energy by
E(u(t)) = E1(u(t)) + E2(u(t)) + E3(u(t)). (2.32)
Fix 0 < δ < 1 (as in Theorem 1.1 or 1.2). We then define the weights
φ(x) = 〈x〉2+2δ , ψ(x) = exp
(
−
∫ x
−∞
〈ρ〉−1−δdρ
)
. (2.33)
Direct computations yield that
|φ′(x)| ≤ 4〈x〉1+2δ , ψ′(x) = −ψ(x)〈x〉−1−δ . (2.34)
We also note that there exists a positive constant c such that
c−1 ≤ ψ(x) ≤ 1, (2.35)
which then implies
c−1〈x〉−1−δ ≤ −ψ′(x) ≤ 〈x〉−1−δ . (2.36)
2.2 Some Estimates
Here, we collect some basic estimates that will be useful throughout the proofs of our
main theorems. We let f(ξ) be a traveling wave, as in the setting of Theorem 1.1 or 1.2.
For convenience, we will make use of the following shorthands:
F˜ (ξ, η) = F (f ′(ξ) + uξ, uη), (2.37)
A˜i(ξ, η) = Ai(f
′(ξ) + uξ, uη), i = 1, 2, 3. (2.38)
We will also use the notations
A2(ξ, η) = A2(f
′(ξ), uη), (2.39)
A2(ξ, η) = A˜2(ξ, η) −A2(ξ, η). (2.40)
The next three lemmas are consequences of the fundamental theorem of calculus, the
chain rule, and the Leibniz rule. For the semilinear case (Theorem 1.1), we need the following:
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Lemma 2.1. Assume F satisfies (1.7), f satisfies (1.11), and
|uξ|+ |uη| ≤ ν0 (2.41)
for some constant ν0 > 0. Then, we have
|∂ξF˜ | ≤ C(|f ′′(ξ)||uη |+ |f ′(ξ)||uξη |+ |uη||uξξ|+ |uξ||uξη|), (2.42)
|∂ηF˜ | ≤ C(|f ′(ξ)||uηη |+ |uξ||uηη |+ |uη ||uξη|). (2.43)
In particular, for any multi-index a, with |a| ≤ 1, we have
|ZaF˜ | ≤ C(|Zaf ′(ξ)||uη |+ |f ′(ξ)||Zauη|+ |Zauξ||uη|+ |uξ||Zauη|). (2.44)
Here, the constants C depend on M0 and ν0.
The following will be used in the quasilinear case (Theorem 1.2):
Lemma 2.2. Assume A1, A2, A3, and F satisfy (1.4)–(1.7); f satisfies (1.16); and
|uξ|+ |uη|+ |uξξ|+ |uξη|+ |uηη | ≤ ν1 (2.45)
for some constant ν1 > 0. Then, we have
|A˜1| ≤ C(|f ′(ξ)|+ |uξ|+ |uη|), |A˜2| ≤ C(|f ′(ξ)|+ |uξ|), (2.46)
|A2| ≤ C|f ′(ξ)|, |A2| ≤ C|uξ|, |A˜3| ≤ C|uη|, (2.47)
|∂ξA˜1| ≤ C(|f ′′(ξ)|+ |uξξ|+ |uξη|), |∂ηA˜1| ≤ C(|uξη|+ |uηη |), (2.48)
|∂ξA˜2| ≤ C(|f ′′(ξ)|+ |uξξ|+ |uξη|), |∂ηA˜2| ≤ C(|f ′(ξ)| + |uξ|+ |uξη|), (2.49)
|∂ξA2| ≤ C(|f ′(ξ)|+ |f ′′(ξ)|), |∂ηA2| ≤ C|f ′(ξ)|, (2.50)
|∂ξA˜3| ≤ C(|uη|+ |uξη|), |∂ηA˜3| ≤ C(|uη|+ |uηη |), (2.51)
|∂ξF˜ | ≤ C(|f ′′(ξ)||uη |+ |f ′(ξ)||uξη |+ |uη||uξξ|+ |uξ||uξη|), (2.52)
|∂ηF˜ | ≤ C(|f ′(ξ)||uηη |+ |uξ||uηη |+ |uη||uξη|), (2.53)
where the constants C depend on M1 and ν1.
Lemma 2.3. Assume A1, A2, A3, and F satisfy (1.4)–(1.7); f satisfies (1.16); and
|uξ|+ |uη|+ |uξξ|+ |uξη|+ |uηη | ≤ ν1 (2.54)
for some constant ν1 > 0. Then for any multi-index a, with |a| = 2, we have
|ZaA˜1| ≤ C
(|f ′′(ξ)|+ |f (3)(ξ)|) + C ∑
|b|≤2
(|Zbuξ|+ |Zbuη|), (2.55)
|ZaA˜2| ≤ C|f ′(ξ)||uηηη |+ C
(|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)|)
+ C
∑
|b|≤2
|Zbuξ|+ C|uξ|
∑
|b|≤2
|Zbuη|, (2.56)
|ZaA˜3| ≤ C
∑
|b|≤2
|Zbuη|+ C|uη|
∑
|b|≤2
|Zbuξ|, (2.57)
|∂2ξ F˜ | ≤ C
(|f ′(ξ)||uξξη|+ |f ′′(ξ)||uξη |+ |f ′′(ξ)||uη |+ |f (3)(ξ)||uη |)
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+ C
∑
|b|+|c|≤2
|Zbuξ||Zcuη|, (2.58)
|∂2η F˜ | ≤ C|f ′(ξ)||uηηη |+ C|f ′(ξ)||uη |+ C
∑
|b|+|c|≤2
|Zbuξ||Zcuη|, (2.59)
|∂2ξηF˜ | ≤ C|f ′(ξ)||uξηη |+ C|f ′′(ξ)||uηη |+ C
∑
|b|+|c|≤2
|Zbuξ||Zcuη|, (2.60)
where the constants C depend on M1 and ν1.
We will make use of the following Gronwall inequality, first established in [5], in order
to control the linear parts of our systems:
Lemma 2.4. Assume that h, α and β are nonnegative and smooth functions on R, with
sufficient decay at infinity. If h satisfies
h(ξ0) ≤ α(ξ0) +
∫ ξ0
−∞
β(ξ)h(ξ)dξ, (2.61)
for each ξ0 ∈ R, then the following also holds for any ξ0 ∈ R:
h(ξ0) ≤ α(ξ0) +
∫ ξ0
−∞
α(ξ)β(ξ) exp
(∫ ξ0
ξ
β(ρ)dρ
)
dξ. (2.62)
The following pointwise estimates will be used frequently in the sequel:
Lemma 2.5. Let u be a smooth function with sufficient decay at spatial infinity. Then,
‖〈ξ〉1+δuξ‖L∞x (Σt) + ‖〈η〉1+δuη‖L∞x (Σt) ≤ CE
1/2
1 (u(t)) +CE
1/2
2 (u(t)), (2.63)
and
‖〈η〉− 1+δ2 〈ξ〉1+δuξ‖L2τL∞x (St) + ‖〈ξ〉−
1+δ
2 〈η〉1+δuη‖L2τL∞x (St)
≤ CE1/21 (u(t)) + CE1/22 (u(t)). (2.64)
Proof. These follow from the Sobolev embedding H1(R) →֒ L∞(R) and the estimates
|∂x〈ξ〉1+δ| ≤ C〈ξ〉1+δ, |∂x(〈η〉−
1+δ
2 〈ξ〉1+δ)| ≤ C〈η〉− 1+δ2 〈ξ〉1+δ,
|∂x〈η〉1+δ | ≤ C〈η〉1+δ , |∂x(〈ξ〉−
1+δ
2 〈η〉1+δ)| ≤ C〈ξ〉− 1+δ2 〈η〉1+δ .
The following bounds, which are similarly proved, are needed in the quasilinear case:
Lemma 2.6. Let u be a smooth function with sufficient decay at spatial infinity. Then,∑
|a|≤1
[
‖〈ξ〉1+δZauξ‖L∞x (Σt) + ‖〈η〉1+δZauη‖L∞x (Σt)
]
≤ CE1/2(u(t)), (2.65)
and ∑
|a|≤1
[
‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2τL∞x (St) + ‖〈ξ〉−
1+δ
2 〈η〉1+δZauη‖L2τL∞x (St)
]
≤ CE1/2(u(t)). (2.66)
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3 Proof of Theorem 1.1
Assume in this section the hypotheses of Theorem 1.1. By standard local well-posedness
and continuation results for semilinear wave equations (see, e.g., [8]) and the relations (1.2),
it suffices to show that our solution u to (1.10) and (1.12) satisfies
E1(u(t)) + E2(u(t)) ≤ C∗, (3.1)
for a fixed constant C∗ > 0 and for all t > 0 in the lifespan of u.
For this, we apply a bootstrap argument. More specifically, in the remainder of this
section, we assume u is such a small solution on the time interval [0, T ], and that
sup
0≤t≤T
[E1(u(t)) + E2(u(t)) + E1(u(t)) + E2(u(t))] ≤ 4A2ε2, (3.2)
for a constant A, to be chosen later. Our goal is then to establish the improved estimate
sup
0≤t≤T
[E1(u(t)) + E2(u(t)) + E1(u(t)) + E2(u(t))] ≤ A2ε2. (3.3)
The desired (3.1) then follows immediately from the above.
Note the assumption (1.13), together with (1.2) and the system (1.10), implies
E1(u(0)) + E2(u(0)) ≤ C0ε2, (3.4)
for some constant C0 > 0. Furthermore, Lemma 2.5 and (3.2) imply that (2.41) holds, with
ν0 ≃ ε, and hence the conclusions of Lemma 2.1 hold throughout this section.
3.1 Energy Estimates
In view of (2.37), the system (1.10) can be written as
uξη = F˜ . (3.5)
For an multi-index a with |a| = 0, 1, we have
Zauξη = Z
aF˜ . (3.6)
Fix t0 ∈ [0, T ]. We first bound E1(u(t0)), E2(u(t0)), E1(u(t0)), and E2(u(t0)) using the
energy method from [22], along with the Gronwall inequality for the linear part. Multiplying
both sides of (3.6) by 2〈η〉2+2δZauTη and applying the Leibniz rule yields
(|〈η〉1+δZauη|2)ξ = 2〈η〉2+2δZauTη ZaF˜ . (3.7)
Fix, in addition, ξ0 ∈ R. Integrating both sides of (3.7) over S−t0,ξ0 , we then obtain∫
Σ−
t0,ξ0
|〈η〉1+δZauη|2dx+
√
2
∫
C−
t0,ξ0
|〈η〉1+δZauη|2
=
∫
Σ−0,ξ0
|〈η〉1+δZauη|2dx+ 2
∫
S−
t0,ξ0
〈η〉2+2δZauTη ZaF˜ . (3.8)
By Lemma 2.1, (1.11), and (2.7),
‖〈η〉2+2δZauTη ZaF˜‖L1t,x(S−t0,ξ0 )
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≤ C∥∥〈η〉2+2δ |uξ||Zauη|2∥∥L1t,x(St0 ) + C∥∥〈η〉2+2δ |uη||Zauξ||Zauη|∥∥L1t,x(St0 )
+C
∥∥|f ′(ξ)|〈η〉2+2δ |Zauη|2∥∥L1t,x(S−t0,ξ0 ) + C∥∥|f ′′(ξ)|〈η〉2+2δ |uη||Zauη|∥∥L1t,x(S−t0,ξ0 )
≤ C‖〈ξ〉1+δuξ‖L∞t,x(St0 )‖〈ξ〉
− 1+δ
2 〈η〉1+δZauη‖2L2t,x(St0 )
+C‖〈ξ〉− 1+δ2 〈η〉1+δuη‖L2tL∞x (St0 )‖〈ξ〉
1+δZauξ‖L∞t L2x(St0 )
· ‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖L2t,x(St0 )
+C
∫ ξ0
−∞
〈ξ〉−1−δ
[ ∫
C−t0,ξ
(|〈η〉1+δZauη|2 + |〈η〉1+δuη||〈η〉1+δZauη|)
]
dξ. (3.9)
Applying Lemma 2.5 and summing over a, we then have∑
|a|≤1
‖〈η〉2+2δZauTη ZaF˜‖L1t,x(S−t0,ξ0 )
≤ C sup
0≤t≤t0
[
E
1/2
1 (u(t)) + E
1/2
2 (u(t))
]
[E1(u(t0) + E2(u(t0))]
+ C
∑
|a|≤1
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−t0,ξ
(|〈η〉1+δZauη|2
)
dξ. (3.10)
Next, from (3.4), (3.8), and (3.10), we see that∑
|a|≤1
∫
Σ−t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|≤1
∫
C−t0,ξ0
|〈η〉1+δZauη|2
≤ Cε2 + CA3ε3 + C
∑
|a|≤1
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−
t0,ξ
(|〈η〉1+δZauη|2
)
dξ. (3.11)
Then, it follows from the Gronwall inequality (Lemma 2.4) that∑
|a|≤1
∫
Σ−
t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|≤1
∫
C−
t0,ξ0
|〈η〉1+δZauη|2 ≤ Cε2 + CA3ε3. (3.12)
Since ξ0 is arbitrary, we conclude that∑
|a|≤1
‖〈η〉1+δZauη‖2L2x(Σt0 ) ≤ Cε
2 + CA3ε3. (3.13)
Similarly, from (2.8) and (3.12), we have
∑
|a|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖2L2t,x(St0 ) ≤ C
∑
|a|≤1
∫
R
〈ξ0〉−1−δ
(∫
C−
t0,ξ0
|〈η〉1+δZauη|2
)
dξ0
≤ Cε2 + CA3ε3. (3.14)
Thus, combining (3.12) and (3.14) results in the energy bounds
E1(u(t0)) + E2(u(t0)) + E1(u(t0)) + E2(u(t0)) ≤ Cε2 + CA3ε3. (3.15)
We now turn to the estimates for Ê1(u(t0)), Ê2(u(t0)), Ê1(u(t0)), and Ê2(u(t0)). We
employ the energy approach in [26], and we control the linear part using on (3.15).
Multiplying both sides of (3.6) by 2ψ(η)φ(ξ)ZauTξ , we obtain
(ψ(η)φ(ξ)|Zauξ|2)η − ψ′(η)φ(ξ)|Zauξ|2 = 2ψ(η)φ(ξ)ZauTξ ZaF˜ . (3.16)
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Integrating the above over St0 , we see that∫
Σt0
ψ(η)φ(ξ)|Zauξ|2dx−
∫
St0
ψ′(η)φ(ξ)|Zauξ|2
=
∫
Σ0
ψ(η)φ(ξ)|Zauξ|2dx+ 2
∫
St0
ψ(η)φ(ξ)ZauTξ Z
aF˜ . (3.17)
In view of (3.17), (2.33), (2.35), (2.36), and (3.4), we then obtain
Ê1(u(t0)) + Ê2(u(t0)) + Ê1(u(t0)) + Ê2(u(t0))
≤ Cε2 + C
∑
|a|≤1
‖〈ξ〉2+2δZauTξ ZaF˜‖L1t,x(St0 ). (3.18)
By Lemma 2.1, Lemma 2.5, and (1.11), we estimate
C‖〈ξ〉2+2δZauTξ ZaF˜‖L1t,x(St0 )
≤ C∥∥〈ξ〉2+2δ |uη||Zauξ|2∥∥L1t,x(St0 ) + ∥∥〈ξ〉2+2δ |uξ||Zauξ||Zauη|∥∥L1t,x(St0 )
+C
∥∥|f ′(ξ)|〈ξ〉2+2δ |Zauξ||Zauη|∥∥L1t,x(St0 ) + C∥∥|f ′′(ξ)|〈ξ〉2+2δ |uη||Zauξ|∥∥L1t,x(St0 )
≤ C‖〈η〉1+δuη‖L∞t,x(St0 )‖〈η〉
− 1+δ
2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
+C‖〈η〉1+δZauη‖L∞t L2x(St0 )‖〈η〉
− 1+δ
2 〈ξ〉1+δuξ‖L2tL∞x (St0)
· ‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2t,x(St0 )
+C‖〈ξ〉 3(1+δ)2 (|f ′(ξ)|+ |f ′′(ξ)|)‖L∞t,x(St0 )
· ∥∥|〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2t,x(St0 )‖〈ξ〉− 1+δ2 〈η〉1+δ(|uη |+ |Zauη|)‖L2t,x(St0 )
≤ C sup
0≤t≤t0
[
E
1/2
1 (u(t)) + E
1/2
2 (u(t))
]
[E1(u(t0) + E2(u(t0))]
+C
[E1(u(t0) + E2(u(t0))]+ 1
100
[Ê1(u(t0)) + Ê2(u(t0))]. (3.19)
Combining (3.15), (3.18), and (3.19), we then conclude
Ê1(u(t0)) + Ê2(u(t0)) + Ê1(u(t0)) + Ê2(u(t0)) ≤ Cε2 + CA3ε3. (3.20)
3.2 Conclusion of the Proof
From (3.15) and (3.20), we have the estimate
sup
0≤t≤T
[E1(u(t)) + E2(u(t)) + E1(u(t)) + E2(u(t))] ≤ C1ε2 + C2A3ε3, (3.21)
for universal constants C1 and C2. Taking A
2 = 2max{C0, C1} and ε0 sufficiently small
such that 2C2Aε0 ≤ 1 results in the bound (3.3) and completes the proof of Theorem 1.1.
4 Proof of Theorem 1.2
The key step in this proof is a bootstrap argument analogous to that in the previous
section. We assume the hypotheses of Theorem 1.2, and we let u be a classical solution to
(1.15), (1.20) on [0, T ]. In addition, we assume the bound
sup
0≤t≤T
[E(u(t)) + E(u(t))] ≤ 4A2ε2. (4.1)
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Our key step will then be to prove, under the above assumptions, the improved estimate
sup
0≤t≤T
[E(u(t)) + E(u(t))] ≤ A2ε2. (4.2)
First, note that (1.21), (1.2), and (1.15) imply
E(u(0)) ≤ C0ε2, (4.3)
for some constant C0 > 0. Also, Lemma 2.6 and (4.1) imply (2.45) and (2.54), with ν1 ≃ ε,
hence the conclusions of Lemmas 2.2 and 2.3 hold throughout. In addition, (1.18), (1.19),
(2.38), and the above imply that if ε0 is sufficiently small, then for any y ∈ Rn,
yT (I − A˜1 − A˜2)y ≥ λ
2
|y|2, yT (I − A˜1)y ≥ λ
2
|y|2. (4.4)
4.1 Low-Order Energy Estimates
We first estimate the lower-order (i.e., first and second-order) energies. The strategy is
similar to the semilinear case, except we must also deal with top-order terms.
In view of (2.37) and (2.38), the system (1.15) can be written as
uξη = A˜1uξη + A˜2uηη + A˜3uξξ + A˜3f
′′(ξ) + F˜ . (4.5)
For any multi-index a = (a1, a2), with |a| = 1, we see that Zau satisfies
Zauξη = A˜1Z
auξη + A˜2Z
auηη +Ga, (4.6)
where
Ga = A˜3Z
auξξ + Z
aA˜1uξη + Z
aA˜2uηη + Z
aA˜3uξξ
+ ZaA˜3f
′′(ξ) + A˜3Z
af ′′(ξ) + ZaF˜ . (4.7)
It then follows from Lemma 2.2 and the above that
|Ga| ≤ C
[
|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)|+
∑
|c|≤1
|Zcuξ|
] ∑
|b|≤1
|Zbuη|+ |uη||Zauξξ|. (4.8)
Fix t0 ∈ [0, T ]. We first estimate E1(u(t0)), E2(u(t0)), E1(u(t0)) and E2(u(t0)). Multi-
plying (4.6) by 2φ(η)ZauTη and noting the symmetry of A˜1 and A˜2, we obtain(
φ(η)|Zauη|2
)
ξ
=
(
φ(η)ZauTη A˜1Z
auη
)
ξ
− φ(η)ZauTη ∂ξA˜1Zauη +
(
φ(η)ZauTη A˜2Z
auη
)
η
− φ′(η)ZauTη A˜2Zauη − φ(η)ZauTη ∂ηA˜2Zauη + 2φ(η)ZauTηGa. (4.9)
Fixing ξ0 ∈ R and integrating (4.9) over S−t0,ξ0 then yields∫
Σ−
t0,ξ0
e0(t, x)dx+
√
2
∫
C−
t0,ξ0
e˜0(t, x)
=
∫
Σ−0,ξ0
e0(0, x)dx +
∫
S−
t0,ξ0
q0(t, x) + 2
∫
S−
t0,ξ0
φ(η)ZauTηGa, (4.10)
where
e0 = φ(η)Z
auTη (I − A˜1 − A˜2)Zauη, (4.11)
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e˜0 = φ(η)Z
auTη (I − A˜1)Zauη, (4.12)
q0 = −φ(η)ZauTη ∂ξA˜1Zauη − φ′(η)ZauTη A˜2Zauη − φ(η)ZauTη ∂ηA˜2Zauη. (4.13)
In view of (4.4) and (2.33), we see that
e0(t, x) ≥ λ
2
|〈η〉1+δZauη|2, e˜0(t, x) ≥ λ
2
|〈η〉1+δZauη|2. (4.14)
By Lemma 2.2, (1.16), and Lemma 2.6, we can bound
|q0(t, x)| ≤ C
[
|f ′(ξ)|+ |f ′′(ξ)|+
∑
|c|≤1
|Zcuξ|
]
|〈η〉1+δZauη|2
≤ C〈ξ〉−1−δ|〈η〉1+δZauη|2. (4.15)
Moreover, by (4.8), (1.16), and Lemma 2.6,
|φ(η)ZauTηGa| ≤ C
[
|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)| +
∑
|c|≤1
|Zcuξ|
] ∑
|b|≤1
|〈η〉1+δZbuη|2
+ C〈η〉2+2δ |Zauη||uη ||Zauξξ|
≤ C〈ξ〉−1−δ
∑
|b|≤1
|〈η〉1+δZbuη|2 + C〈η〉2+2δ |Zauη||uη||Zauξξ|. (4.16)
Thus, the combination of (4.10), (4.14)–(4.16), and (4.3) gives∑
|a|=1
∫
Σ−
t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|=1
∫
C−
t0,ξ0
|〈η〉1+δZauη|2
≤ Cε2 + C
∑
|a|≤1
∥∥〈η〉2+2δ |Zauη||uη||Zauξξ|∥∥L1t,x(St0)
+ C
∑
|a|≤1
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−
t0,ξ
|〈η〉1+δZauη|2
)
dξ. (4.17)
A similar process also yields analogous estimates with |a| = 0. As a result, we conclude∑
|a|≤1
∫
Σ−t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|≤1
∫
C−t0,ξ0
|〈η〉1+δZauη|2
≤ Cε2 + C
∑
|a|≤1
∥∥〈η〉2+2δ |Zauη||uη||Zauξξ|∥∥L1t,x(St0)
+ C
∑
|a|≤1
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−
t0,ξ
|〈η〉1+δZauη|2
)
dξ. (4.18)
By Lemma 2.6, we bound∥∥|〈η〉2+2δZauη||uη||Zauξξ|∥∥L1t,x(St0 )
≤ ‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖L2t,x(St0 )‖〈ξ〉
− 1+δ
2 〈η〉1+δuη‖L2tL∞x (St0)‖〈ξ〉
1+δZauξξ‖L∞t L2x(St0 )
≤ C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.19)
Then, by (4.1), (4.18), (4.19), and the Gronwall inequality, we have∑
|a|≤1
∫
Σ−t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|≤1
∫
C−t0,ξ0
|〈η〉1+δZauη|2 ≤ Cε2 + CA3ε3. (4.20)
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Arguing analogously to the semilinear case (see below (3.12)), we see that (4.20) yields
E1(u(t0)) + E2(u(t0)) + E1(u(t0)) + E2(u(t0)) ≤ Cε2 + CA3ε3. (4.21)
Next, we turn to bounds for Ê1(u(t0)), Ê2(u(t0)), Ê1(u(t0)), and Ê2(u(t0)). We write
Zauξη = A˜1Z
auξη +A2Z
auηη +Ga, (4.22)
where again |a| = 1, and where
Ga = A2Z
auηη +Ga. (4.23)
Multiplying (4.22) by 2ψ(η)φ(ξ)ZauTξ and noting the symmetry of A˜1 and A2 yields(
ψ(η)φ(ξ)|Zauξ|2
)
η
− ψ′(η)φ(ξ)|Zauξ|2
=
(
ψ(η)φ(ξ)ZauTξ A˜1Z
auξ
)
η
− ψ′(η)φ(ξ)ZauTξ A˜1Zauξ − ψ(η)φ(ξ)ZauTξ ∂ηA˜1Zauξ
+ 2
(
ψ(η)φ(ξ)ZauTξ A2Z
auη
)
η
− 2ψ′(η)φ(ξ)ZauTξ A2Zauη
− 2ψ(η)φ(ξ)ZauTξ ∂ηA2Zauη −
(
ψ(η)φ(ξ)ZauTηA2Z
auη
)
ξ
+ ψ(η)φ′(ξ)ZauTηA2Z
auη + ψ(η)φ(ξ)Z
auTη ∂ξA2Z
auη
+ 2ψ(η)φ(ξ)ZauTξ Ga. (4.24)
Integrating (4.24) over St0 , it follows that∫
Σt0
e1(t0, x)dx+
∫
St0
p1(t, x)
=
∫
Σ0
e1(0, x)dx +
∫
Σt0
e˜1(t0, x)dx−
∫
Σ0
e˜1(0, x)dx
+
∫
St0
q1(t, x) + 2
∫
St0
ψ(η)φ(ξ)ZauTξ Ga, (4.25)
where
e1 = ψ(η)φ(ξ)Z
auTξ (I − A˜1)Zauξ, (4.26)
p1 = −ψ′(η)φ(ξ)ZauTξ (I − A˜1)Zauξ, (4.27)
e˜1 = 2ψ(η)φ(ξ)Z
auTξ A2Z
auη − ψ(η)φ(ξ)ZauTη A2Zauη, (4.28)
q1 = −ψ(η)φ(ξ)ZauTξ ∂ηA˜1Zauξ − 2ψ′(η)φ(ξ)ZauTξ A2Zauη
− 2ψ(η)φ(ξ)ZauTξ ∂ηA2Zauη + ψ(η)φ′(ξ)ZauTηA2Zauη
+ ψ(η)φ(ξ)ZauTη ∂ξA2Z
auη. (4.29)
In view of (4.4), (2.33), (2.35), and (2.36), we have
e1(t, x) ≥ λ
2c
|〈ξ〉1+δZauξ|2, p1(t, x) ≥ λ
2c
|〈η〉− 1+δ2 〈ξ〉1+δZauξ|2. (4.30)
Moreover, by Lemma 2.2 and (1.16),
|e˜1(t, x)| ≤ C|f ′(ξ)|〈ξ〉2+2δ |Zauξ||Zauη|+ C|f ′(ξ)|〈ξ〉2+2δ |Zauη|2
≤ C|f ′(ξ)|〈ξ〉1+δ |〈ξ〉1+δZauξ||〈η〉1+δZauη|+C|f ′(ξ)|〈ξ〉2+2δ |〈η〉1+δZauη|2
≤ C|〈ξ〉1+δZauξ||〈η〉1+δZauη|+ C|〈η〉1+δZauη|2, (4.31)
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and
|q1(t, x)| ≤ C|f ′(ξ)|〈ξ〉2+2δ |Zauξ||Zauη|+ C
(|f ′(ξ)|+ |f ′′(ξ)|)〈ξ〉2+2δ |Zauη|2
+ C
∑
|b|≤1
|Zbuη||〈ξ〉1+δZauξ|2
≤ C|f ′(ξ)|〈ξ〉 32 (1+δ)|〈η〉− 1+δ2 〈ξ〉1+δZauξ||〈ξ〉−
1+δ
2 〈η〉1+δZauη|
+ C
(|f ′(ξ)|+ |f ′′(ξ)|)〈ξ〉3(1+δ)|〈ξ〉− 1+δ2 〈η〉1+δZauη|2
+ C
∑
|b|≤1
|〈η〉1+δZbuη||〈η〉−
1+δ
2 〈ξ〉1+δZauξ|2
≤ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ||〈ξ〉−
1+δ
2 〈η〉1+δZauη|+ C|〈ξ〉−
1+δ
2 〈η〉1+δZauη|2
+ C
∑
|b|≤1
|〈η〉1+δZbuη||〈η〉−
1+δ
2 〈ξ〉1+δZauξ|2. (4.32)
From (4.8), (4.23), Lemma 2.2, and (1.16), we get
|ψ(η)φ(ξ)ZauTξ Ga|
≤ C(|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)|)〈ξ〉2+2δ |Zauξ|∑
|b|≤1
|Zbuη|
+ C〈ξ〉2+2δ
∑
|b|≤1
|Zbuη|
∑
|c|≤1
|Zcuξ|2 + C〈ξ〉2+2δ|Zauξ||uη||Zauξξ|
+ C〈ξ〉2+2δ|Zauξ||uξ||Zauηη|
≤ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ|
∑
|b|≤1
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|
+ C
∑
|b|≤2
|〈η〉1+δZbuη|
∑
|c|≤2
|〈η〉− 1+δ2 〈ξ〉1+δZcuξ|
∑
|d|≤1
|〈η〉− 1+δ2 〈ξ〉1+δZduξ|. (4.33)
Thus, it follows from (4.25) and (4.30)–(4.33) that for any multi-index a with |a| = 1,
‖〈ξ〉1+δZauξ‖2L2x(Σt0 ) + ‖〈η〉
− 1+δ
2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
≤ Cε2 +C‖〈ξ〉1+δZauξ‖L2x(Σt0 )‖〈η〉
1+δZauη|‖L2x(Σt0 ) + C‖〈η〉
1+δZauη‖2L2x(Σt0)
+ C‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2t,x(St0 )
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2t,x(St0 )
+ C‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖2L2t,x(St0)
+ C
∑
|b|≤2
‖〈η〉1+δZbuη‖L∞t L2x(St0 )
∑
|c|≤2
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2t,x(St0 )
·
∑
|d|≤1
‖〈η〉− 1+δ2 〈ξ〉1+δZduξ‖L2tL∞x (St0 )
≤ Cε2 + 1
100
‖〈ξ〉1+δZauξ‖2L2x(Σt0 ) +
1
100
‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
+ C[E1(u(t0)) + E2(u(t0)) + E1(u(t0)) + E2(u(t0))]
+ C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.34)
A similar (but easier) estimate yields the same bound (4.34) also for |a| = 0. Therefore,
combining (4.21), (4.34), and the above, we obtain the estimate
Ê1(u(t0)) + Ê2(u(t0)) + Ê1(u(t0)) + Ê2(u(t0)) ≤ Cε2 + CA3ε3. (4.35)
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Finally, (4.21) and (4.35) together yield
sup
0≤t≤T
[E1(u(t)) + E2(u(t)) + E1(u(t)) + E2(u(t))] ≤ Cε2 + CA3ε3. (4.36)
4.2 Top-Order Energy Estimates
We next turn to the top-order (i.e., third-order) energy estimates, which are also the
key and most delicate parts in the analysis. As usual, we fix t0 ∈ [0, T ] and ξ0 ∈ R.
4.2.1 Estimates for E3 and E3
In contrast to the semilinear setting and the low-order estimates in the previous sub-
section, here we must estimate E3(u(t0)) and E3(u(t0)) separately.
Let a = (a1, a2) be a multi-index, with |a| = 2 and a2 6= 0. Then, by (4.5),
Zauξη = A˜1Z
auξη + A˜2Z
auηη + A˜3Z
auξξ +Ha, (4.37)
where
Ha =
∑
b+c=a
c 6=a
λbc
(
ZbA˜1Z
cuξη + Z
bA˜2Z
cuηη + Z
bA˜3Z
cuξξ
)
+
∑
b+c=a
λbcZ
bA˜3Z
cf ′′(ξ) + ZaF˜ , (4.38)
and where the λbc’s are integer constants. By Lemmas 2.2 and 2.3,
|Ha| ≤ C[|f ′(ξ)| + |f ′′(ξ)| + |f (3)(ξ)|]
[ ∑
|b|=2
b2 6=0
|Zbuη|+
∑
|b|≤1
|Zbuη|
]
+ C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zbuξ|+ C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zbuξ|. (4.39)
Multiplying (4.37) by 2φ(η)ZauTη and recalling that A˜1, A˜2, A˜3 are symmetric, we obtain(
φ(η)|Zauη|2
)
ξ
=
(
φ(η)ZauTη A˜1Z
auη
)
ξ
− φ(η)ZauTη ∂ξA˜1Zauη +
(
φ(η)ZauTη A˜2Z
auη
)
η
− φ′(η)ZauTη A˜2Zauη − φ(η)ZauTη ∂ηA˜2Zauη + 2
(
φ(η)ZauTη A˜3Z
auξ
)
ξ
− 2φ(η)ZauTη ∂ξA˜3Zauξ −
(
φ(η)ZauTξ A˜3Z
auξ
)
η
+ φ′(η)ZauTξ A˜3Z
auξ
+ φ(η)ZauTξ ∂ηA˜3Z
auξ + 2φ(η)Z
auTηHa. (4.40)
Integrating both sides of (4.40) over S−t0,ξ0 , we then have∫
Σ−
t0,ξ0
e2(t, x)dx +
√
2
∫
C−
t0,ξ0
e2(t, x)
=
∫
Σ−0,ξ0
e2(0, x)dx +
∫
Σ−
t0,ξ0
e2(t, x)dx−
∫
Σ−0,ξ0
e2(0, x)dx +
√
2
∫
C−
t0,ξ0
e˜2(t, x)
+
∫
S−
t0,ξ0
q2(t, x) + 2
∫
S−
t0,ξ0
φ(η)ZauTηHa, (4.41)
where
e2 = φ(η)Z
auTη (I − A˜1 − A˜2)Zauη, (4.42)
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e2 = φ(η)Z
auTη (I − A˜1)Zauη, (4.43)
e2 = 2φ(η)Z
auTη A˜3Z
auξ − φ(η)ZauTξ A˜3Zauξ, (4.44)
e˜2 = 2φ(η)Z
auTη A˜3Z
auξ, (4.45)
q2 = −φ(η)ZauTη ∂ξA˜1Zauη − φ′(η)ZauTη A˜2Zauη − φ(η)ZauTη ∂ηA˜2Zauη
− 2φ(η)ZauTη ∂ξA˜3Zauξ + φ′(η)ZauTξ A˜3Zauξ + φ(η)ZauTξ ∂ηA˜3Zauξ. (4.46)
From (4.4), we immediately see that
e2(t, x) ≥ λ
2
|〈η〉1+δZauη|2, e2(t, x) ≥ λ
2
|〈η〉1+δZauη|2. (4.47)
Moreover, by Lemma 2.2,
|e˜2(t, x)| ≤ C|〈η〉1+δuη||〈η〉1+δZauη||Zauξ|, (4.48)
and
|e2(t, x)| ≤ C〈η〉2+2δ |uη||Zauξ|2 + C|〈η〉1+δuη||〈η〉1+δZauη||Zauξ|
≤ C|〈η〉1+δuη|
∑
|b|=2
|〈η〉1+δZbuη||Zauξ|. (4.49)
Here, we also made use the simple observation that since a2 6= 0,
|Zauξ| = |∂a1ξ ∂a2η uξ| ≤
∑
|b|=2
|Zbuη|. (4.50)
By Lemma 2.2, (1.16), (4.50), and Sobolev embedding,
|q2(t, x)| ≤ C
(|f ′(ξ)| + |f ′′(ξ)|)|〈η〉1+δZauη|2 +C|〈η〉1+δZauη|2(|uξ |+ |uξξ|+ |uξη|)
+ C〈η〉2+2δ |Zauη||Zauξ|(|uη |+ |uξη|) + C〈η〉2+2δ |Zauξ|2(|uη|+ |uηη |)
≤ C〈ξ〉−1−δ |〈η〉1+δZauη|2
+ C|〈ξ〉1+δZauξ|
∑
|b|=2
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|
∑
|c|≤1
|〈ξ〉− 1+δ2 〈η〉1+δZcuη|. (4.51)
Moreover, it follows from (4.39) and (1.16) that∑
|a|=2
a2 6=0
|φ(η)ZauTηHa|
≤ C〈ξ〉−1−δ
∑
|a|=2
a2 6=0
|〈η〉1+δZauη|2 + C
∑
|b|≤1
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|2
+ C
∑
|a|≤2
|〈ξ〉− 1+δ2 〈η〉1+δZauη|
∑
|b|≤1
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|
∑
|c|≤2
|〈ξ〉1+δZcuξ|
+ C
∑
|b|≤2
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|2
∑
|c|≤1
|〈ξ〉1+δZcuξ|. (4.52)
Now, from (4.41) and (4.47), we obtain∑
|a|=2
a2 6=0
∫
Σ−t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|=2
a2 6=0
∫
C−t0,ξ0
|〈η〉1+δZauη|2
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≤ Cε2 + C
∑
|a|=2
a2 6=0
‖e2‖L1x(Σt0 ) + C
∑
|a|=2
a2 6=0
∫
C−
t0,ξ0
|e˜2(t, x)|
+ C
∑
|a|=2
a2 6=0
∫
S−
t0,ξ0
|q2(t, x)|+ C
∑
|a|=2
a2 6=0
∫
S−
t0,ξ0
|φ(η)ZauTηHa|. (4.53)
By (4.49) and Lemma 2.6,
‖e2‖L1x(Σt0 ) ≤ C‖〈η〉
1+δuη‖L∞x (Σt0 )‖Z
auξ‖L2x(Σt0 )
∑
|b|=2
‖〈η〉1+δZbuη‖L2x(Σt0 )
≤ CE3/2(u(t0)). (4.54)
In addition, from (4.51), (4.52), (2.7) and Lemma 2.6, we obtain∑
|a|=2
a2 6=0
∫
S−t0,ξ0
|q2(t, x)|+
∑
|a|=2
a2 6=0
∫
S−t0,ξ0
|φ(η)ZauTηHa|
≤ C
∑
|a|=2
a2 6=0
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−
t0,ξ
|〈η〉1+δZauη|2
)
dξ + C
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 )
+ C
∑
|a|≤2
‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖L2t,x(St0 )
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2tL∞x (St0)
·
∑
|c|≤2
‖〈ξ〉1+δZcuξ‖L∞t L2x(St0 )
+ C
∑
|b|≤2
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0)
∑
|c|≤1
‖〈ξ〉1+δZcuξ‖L∞t,x(St0)
≤ C
∑
|a|=2
a2 6=0
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−t0,ξ
|〈η〉1+δZauη|2
)
dξ + C[E1(u(t0)) + E2(u(t0))]
+ C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.55)
Using (4.53), (4.54), (4.55), and (4.36), we bound∑
|a|=2
a2 6=0
∫
Σ−t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|=2
a2 6=0
∫
C−t0,ξ0
|〈η〉1+δZauη|2
≤ Cε2 + CA3ε3 + C
∑
|a|=2
a2 6=0
∫
C−
t0,ξ0
|e˜2(t, x)|
+ C
∑
|a|=2
a2 6=0
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−t0,ξ
|〈η〉1+δZauη|2
)
dξ. (4.56)
Applying the Gronwall inequality from Lemma 2.4, along with (2.8), yields that∑
|a|=2
a2 6=0
∫
Σ−
t0,ξ0
|〈η〉1+δZauη|2dx+
∑
|a|=2
a2 6=0
∫
C−
t0,ξ0
|〈η〉1+δZauη|2
≤ Cε2 + CA3ε3 + C
∑
|a|=2
a2 6=0
∫
C−t0,ξ0
|e˜2(t, x)| +C
∑
|a|=2
a2 6=0
∫ ξ0
−∞
〈ξ〉−1−δ
(∫
C−t0,ξ
|e˜2(t, x)|
)
dξ
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≤ Cε2 + CA3ε3 + C
∑
|a|=2
a2 6=0
‖〈ξ〉−1−δ e˜2‖L1t,x(St0 ) + C
∑
|a|=2
a2 6=0
∫
C−
t0,ξ0
|e˜2(t, x)|. (4.57)
Multiplying (4.57) by 〈ξ0〉−1−δ and then integrating respect to ξ0 over R yields∑
|a|=2
a2 6=0
∫
R
〈ξ0〉−1−δ
(∫
C−
t0,ξ0
|〈η〉1+δZauη|2
)
dξ0
≤ Cε2 + CA3ε3 + C
∑
|a|=2
a2 6=0
‖〈ξ〉−1−δ e˜2‖L1t,x(St0 )
+ C
∑
|a|=2
a2 6=0
∫
R
〈ξ0〉−1−δ
(∫
C−
t0,ξ0
|e˜2(t, x)|
)
dξ0. (4.58)
From (2.8) and (4.58), we obtain
E3(u(t0)) =
∑
|a|=2
a2 6=0
‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖2L2t,x(St0 )
≤ Cε2 + CA3ε3 + C
∑
|a|=2
a2 6=0
‖〈ξ〉−1−δ e˜2‖L1t,x(St0 ). (4.59)
By (4.48) and Lemma 2.6, we have
‖〈ξ〉−1−δ e˜2(t, x)‖L1t,x(St0 )
≤ C‖〈ξ〉− 1+δ2 〈η〉1+δuη‖L2tL∞x (St0 )‖〈ξ〉
− 1+δ
2 〈η〉1+δZauη‖L2t,x(St0 )‖〈ξ〉
1+δZauξ‖L∞t L2x(St0 )
≤ C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.60)
Combining (4.59) and (4.60) gives
E3(u(t0)) ≤ Cε2 + CA3ε3. (4.61)
It remains to estimate E3(u(t0)). For this, we integrate (4.40) over St0 :∫
Σt0
e2(t, x)dx =
∫
Σ0
e2(0, x)dx +
∫
Σt0
e2(t, x)dx−
∫
Σ0
e2(0, x)dx
+
∫
St0
q2(t, x) + 2
∫
St0
φ(η)ZauTηHa. (4.62)
It follows from (4.62) and (4.47) that
E3(u(t0)) =
∑
|a|=2
a2 6=0
‖〈η〉1+δZauη‖L2x(Σt0 )
≤ Cε2 +
∑
|a|=2
a2 6=0
‖e2‖L1x(Σt0 ) + C
∑
|a|=2
a2 6=0
‖q2‖L1t,x(St0)
+C
∑
|a|=2
a2 6=0
‖φ(η)ZauTηHa‖L1t,x(St0 ). (4.63)
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From (4.51), (4.52), and (4.61), we then obtain∑
|a|=2
a2 6=0
‖q2‖L1t,x(St0 ) +
∑
|a|=2
a2 6=0
‖φ(η)ZauTηHa‖L1t,x(St0 )
≤ C
∑
|a|=2
a2 6=0
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 ) + C
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 )
+C
∑
|a|≤2
‖〈ξ〉− 1+δ2 〈η〉1+δZauη‖L2t,x(St0 )
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2tL∞x (St0 )
·
∑
|c|≤2
‖〈ξ〉1+δZcuξ‖L∞t L2x(St0)
+C
∑
|b|≤2
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 )
∑
|c|≤1
‖〈ξ〉1+δZcuξ‖L∞t,x(St0 )
≤ CE3(u(t0)) + C[E1(u(t0)) + E2(u(t0))] + C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0))
≤ Cε2 + CA3ε3. (4.64)
Finally, from (4.63), (4.54), and (4.64), we conclude
E3(u(t0)) ≤ Cε2 +CA3ε3. (4.65)
Combining (4.61) and (4.65) then yields the estimate
E3(u(t0)) + E3(u(t0)) ≤ Cε2 + CA3ε3. (4.66)
4.2.2 Estimates of E˜3 and E˜3
We now turn to E˜3(u(t0)) and E˜3(u(t0)), which can not be treated by the usual inte-
gration by parts argument. Similarly to [26], we will instead use the system (4.5) directly,
while noting that E3(u(t0)) and E3(u(t0)) have already been controlled.
First, we differentiate (4.5) and write(
I − A˜1
)
uξξη = G3, (4.67)
where
G3 = A˜2uξηη + A˜3uξξξ + ∂ξA˜1uξη + ∂ξA˜2uηη + ∂ξA˜3uξξ
+ A˜3f
(3)(ξ) + ∂ξA˜3f
′′(ξ) + ∂ξF˜ . (4.68)
It then follows from Lemma 2.2 that
|G3| ≤ C|f ′(ξ)||uξηη |+
(|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)|) ∑
|b|≤1
|Zbuη|
+ C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zcuξ|+C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zcuξ|
≤ C|uξηη|+ C
∑
|b|≤1
|Zbuη|+ C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zcuξ|
+ C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zcuξ|. (4.69)
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Multiplying both sides of (4.67) by uTξξη, we have
uTξξη
(
I − A˜1
)
uξξη = u
T
ξξηG3. (4.70)
By (4.4), we have the lower bound
uTξξη
(
I − A˜1
)
uξξη ≥ λ
2
|uξξη|2. (4.71)
Thus, by (4.70) and (4.71),
|〈η〉1+δuξξη| ≤ C〈η〉1+δ |G3|, (4.72)
|〈ξ〉− 1+δ2 〈η〉1+δuξξη| ≤ C〈ξ〉−
1+δ
2 〈η〉1+δ |G3|. (4.73)
By (4.69), (4.72), and Lemma 2.6, we have
‖〈η〉1+δuξξη‖L2x(Σt0 ) ≤ C‖〈η〉
1+δG3‖L2x(Σt0 )
≤ C‖〈η〉1+δuξηη‖L2x(Σt0 ) +C
∑
|b|≤1
‖〈η〉1+δZbuη‖L2x(Σt0 )
+ C
∑
|b|≤2
‖〈η〉1+δZbuη‖L2x(Σt0 )
∑
|c|≤1
‖Zcuξ‖L∞x (Σt0 )
+ C
∑
|b|≤1
‖〈η〉1+δZbuη‖L∞x (Σt0 )
∑
|c|≤2
‖Zcuξ‖L2x(Σt0 )
≤ C‖〈η〉1+δuξηη‖L2x(Σt0 ) +C
[
E
1/2
1 (u(t0)) + E
1/2
2 (u(t0))
]
+ CE(u(t0)). (4.74)
Similarly, (4.69), (4.73), and Lemma 2.6 imply
‖〈ξ〉− 1+δ2 〈η〉1+δuξξη‖L2x(Σt0 )
≤ C‖〈ξ〉− 1+δ2 〈η〉1+δG3‖L2t,x(St0 )
≤ C‖〈ξ〉− 1+δ2 〈η〉1+δuξηη‖L2t,x(St0 ) + C
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2t,x(St0 )
+ C
∑
|b|≤2
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2t,x(St0 )
∑
|c|≤1
‖Zcuξ‖L∞t,x(St0 )
+ C
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖L2tL∞x (St0 )
∑
|c|≤2
‖Zcuξ‖L∞t L2x(St0 )
≤ C‖〈ξ〉− 1+δ2 〈η〉1+δuξηη‖L2t,x(St0 ) + C
[E1/21 (u(t0)) + E1/22 (u(t0))]
+ C sup
0≤t≤t0
E1/2(u(t)) · E1/2(u(t0)). (4.75)
Next, observe that (4.5) implies(
I − A˜1
)
uηηξ = G˜3, (4.76)
where
G˜3 = A˜2uηηη + A˜3uξηξ + ∂ηA˜1uηξ + ∂ηA˜2uηη + ∂ηA˜3uξξ + ∂ηA˜3f
′′(ξ) + ∂ηF˜ . (4.77)
From Lemma 2.2 and (1.16), we have
|G˜3| ≤ C|f ′(ξ)||uηηη |+ C
(|f ′(ξ)|+ |f ′′(ξ)|) ∑
|b|≤1
|Zbuη|
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+C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zcuξ|+ C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zcuξ|
≤ C〈ξ〉− 32 (1+δ)|uηηη |+ C〈ξ〉−
3
2
(1+δ)
∑
|b|≤1
|Zbuη|
+C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zcuξ|+ C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zcuξ|. (4.78)
Similarly to (4.72) and (4.73), we obtain from (4.4) and (4.76) that
|〈ξ〉1+δuηηξ | ≤ C〈ξ〉1+δ |G˜3|, (4.79)
|〈η〉− 1+δ2 〈ξ〉1+δuηηξ | ≤ C〈η〉−
1+δ
2 〈ξ〉1+δ |G˜3|. (4.80)
By (4.79), (4.78), and Lemma 2.6, we bound
‖〈ξ〉1+δuηηξ‖L2x(Σt0 ) ≤ C‖〈ξ〉
1+δG˜3‖L2x(Σt0 )
≤ C‖uηηη‖L2x(Σt0 ) + C
∑
|b|≤1
‖Zbuη‖L2x(Σt0 )
+C
∑
|b|≤2
‖Zbuη‖L2x(Σt0)
∑
|c|≤1
‖〈ξ〉1+δZcuξ‖L∞x (Σt0 )
+C
∑
|b|≤1
‖Zbuη‖L∞x (Σt0 )
∑
|c|≤2
‖〈ξ〉1+δZcuξ‖L2x(Σt0 )
≤ C‖〈η〉1+δuηηη‖L2x(Σt0 ) + C
[
E
1/2
1 (u(t0)) + E
1/2
2 (u(t0))
]
+CE(u(t0)). (4.81)
Likewise, (4.80), (4.78), and Lemma 2.6 imply
‖〈η〉− 1+δ2 〈ξ〉1+δuηηξ‖L2t,x(St0 )
≤ C‖〈η〉− 1+δ2 〈ξ〉1+δG˜3‖L2t,x(St0 )
≤ C‖〈ξ〉− 1+δ2 uηηη‖L2t,x(St0) + C
∑
|b|≤1
‖〈ξ〉− 1+δ2 Zbuη‖L2t,x(St0 )
+ C
∑
|b|≤2
‖Zbuη‖L∞t L2x(St0 )
∑
|c|≤1
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2tL∞x (St0 )
+ C
∑
|b|≤1
‖Zbuη‖L∞t,x(St0 )
∑
|c|≤2
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2t,x(St0 )
≤ C‖〈ξ〉− 1+δ2 〈η〉1+δuηηη‖L2t,x(St0 ) + C
[E1/21 (u(t0)) + E1/22 (u(t0))]
+ C sup
0≤t≤t0
E1/2(u(t)) · E1/2(u(t0)). (4.82)
Finally, putting together the bounds (4.74), (4.81), and (4.36) yields
E˜3(u(t0)) ≤ CE3(u(t0)) + C
[
E1(u(t0)) + E2(u(t0))
]
+ CE2(u(t0))
≤ CE3(u(t0)) + Cε2 + CA3ε3. (4.83)
Similarly, by (4.75), (4.82), and (4.36),
E˜3(u(t0)) ≤ CE3(u(t0)) + C
(E1(u(t0)) + E2(u(t0)))+ C sup
0≤t≤t0
E(u(t))E(u(t0))
≤ CE3(u(t0)) + Cε2 +CA3ε3. (4.84)
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4.2.3 Estimates of Ê3 and Ê3
Finally, we estimate Ê3(u(t0)) and Ê3(u(t0)). Again, to control the linear part, we make
use of bounds we have already derived for the other top-order energies.
For any multi-index a = (a1, a2), with |a| = 2 and a1 6= 0, the Leibniz rule gives
Zauξη = A˜1Z
auξη + A˜2Z
auηη + A˜3Z
auξξ + H˜a, (4.85)
where
H˜a =
∑
b+c=a
c 6=a
λbc
(
ZbA˜1Z
cuξη + Z
bA˜2Z
cuηη + Z
bA˜3Z
cuξξ
)
+
∑
b+c=a
λbcZ
bA˜3Z
cf ′′(ξ) + ZaF˜ , (4.86)
where λbc are integer constants. Moreover, by Lemmas 2.2 and 2.3,
|H˜a| ≤ C
(|f ′(ξ)|+ |f ′′(ξ)|+ |f (3)(ξ)|+ |f (4)(ξ)|)(∑
|b|=2
|Zbuη|+
∑
|b|≤1
|Zbuη|)
+ C
∑
|b|≤1
|Zbuη|
∑
|c|≤2
|Zcuξ|+ C
∑
|b|≤2
|Zbuη|
∑
|c|≤1
|Zcuξ|. (4.87)
Multiplying (4.85) by 2ψ(η)φ(ξ)ZauTξ and noting the symmetry of A˜1, A˜2, and A˜3 yields(
ψ(η)φ(ξ)|Zauξ|2
)
η
− ψ′(η)φ(ξ)|Zauξ|2
=
(
ψ(η)φ(ξ)ZauTξ A˜1Z
auξ
)
η
− ψ′(η)φ(ξ)ZauTξ A˜1Zauξ − ψ(η)φ(ξ)ZauTξ ∂ηA˜1Zauξ
+
(
2ψ(η)φ(ξ)ZauTξ A˜2Z
auη
)
η
− 2ψ′(η)φ(ξ)ZauTξ A˜2Zauη
− 2ψ(η)φ(ξ)ZauTξ ∂ηA˜2Zauη −
(
ψ(η)φ(ξ)ZauTη A˜2Z
auη
)
ξ
+ ψ(η)φ′(ξ)ZauTη A˜2Z
auη + ψ(η)φ(ξ)Z
auTη ∂ξA˜2Z
auη
+
(
ψ(η)φ(ξ)ZauTξ A˜3Z
auξ
)
ξ
− ψ(η)φ′(ξ)ZauTξ A˜3Zauξ
− ψ(η)φ(ξ)ZauTξ ∂ξA˜3Zauξ + 2ψ(η)φ(ξ)ZauTξ H˜a. (4.88)
Integrating both sides of (4.88) over St0 results in the identity∫
Σt0
e3(t0, x)dx +
∫
St0
p3(t, x) =
∫
Σ0
e3(0, x)dx +
∫
Σt0
e˜3(t0, x)dx−
∫
Σ0
e˜3(0, x)dx
+
∫
St0
q3(t, x) + 2
∫
St0
ψ(η)φ(ξ)ZauTξ H˜a, (4.89)
where
e3 = ψ(η)φ(ξ)Z
auTξ (I − A˜1)Zauξ, (4.90)
p3 = −ψ′(η)φ(ξ)ZauTξ (I − A˜1)Zauξ, (4.91)
e˜3 = 2ψ(η)φ(ξ)Z
auTξ A˜2Z
auη − ψ(η)φ(ξ)ZauTη A˜2Zauη
+ ψ(η)φ(ξ)ZauTξ A˜3Z
auξ, (4.92)
q3 = −ψ(η)φ(ξ)ZauTξ ∂ηA˜1Zauξ − 2ψ′(η)φ(ξ)ZauTξ A˜2Zauη
− 2ψ(η)φ(ξ)ZauTξ ∂ηA˜2Zauη + ψ(η)φ′(ξ)ZauTη A˜2Zauη
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+ ψ(η)φ(ξ)ZauTη ∂ξA˜2Z
auη − ψ(η)φ′(ξ)ZauTξ A˜3Zauξ
− ψ(η)φ(ξ)ZauTξ ∂ξA˜3Zauξ. (4.93)
In view of (4.4), (2.33), and (2.35), we have that
e3(t, x) ≥ λ
2c
|〈ξ〉1+δZauξ|2, p3(t, x) ≥ λ
2c
|〈η〉− 1+δ2 〈ξ〉1+δZauξ|2. (4.94)
Moreover, by Lemma 2.2 and (1.16),
|e˜3(t, x)| ≤ C|f ′(ξ)|〈ξ〉2+2δ |Zauξ||Zauη|+ C|f ′(ξ)|〈ξ〉2+2δ |Zauη|2
+ C〈ξ〉2+2δ |uξ||Zauξ||Zauη|+ C〈ξ〉2+2δ |uξ||Zauη|2 + C〈ξ〉2+2δ |uη||Zauξ|2
≤ C|〈ξ〉1+δZauξ||Zauη|+ C|Zauη|2
+ C|〈ξ〉1+δuξ|
∑
|b|=2
|〈ξ〉1+δZbuξ||Zauη|+ C|uη||〈ξ〉1+δZauξ|2. (4.95)
Here, we also noted that since a1 6= 0,
|Zauη| = |∂a1ξ ∂a2η uη| ≤
∑
|b|=2
|Zbuξ|. (4.96)
By Lemma 2.2, (1.16), and (4.96), we estimate
|q3(t, x)| ≤ C|f ′(ξ)|〈ξ〉2+2δ |Zauξ||Zauη|+ C(|f ′(ξ)|+ |f ′′(ξ)|)〈ξ〉2+2δ |Zauη|2
+ C|〈ξ〉1+δZauξ|2(|uη |+ |uξη|+ |uηη |)
+ C〈ξ〉2+2δ |Zauξ||Zauη|(|uξ|+ |uξη|) + C〈ξ〉2+2δ |Zauη|2(|uξ|+ |uξξ|+ |uξη|)
≤ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ||〈ξ〉−
1+δ
2 〈η〉1+δZauη|+ C|〈ξ〉−
1+δ
2 〈η〉1+δZauη|2
+ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ|2
∑
|b|≤1
|〈η〉1+δZbuη|
+ C|〈η〉1+δZauη|
∑
|b|=2
|〈η〉− 1+δ2 〈ξ〉1+δZbuξ|
∑
|c|≤1
|〈η〉− 1+δ2 〈ξ〉1+δZcuξ|. (4.97)
In addition, by (4.87) and (1.16),
|ψ(η)φ(ξ)ZauTξ H˜a|
≤ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ|
( ∑
|b|=2
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|+
∑
|b|≤1
|〈ξ〉− 1+δ2 〈η〉1+δZbuη|
)
+ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ|
∑
|b|≤1
|〈η〉1+δZbuη|
∑
|c|≤2
|〈η〉− 1+δ2 〈ξ〉1+δZcuξ|
+ C|〈η〉− 1+δ2 〈ξ〉1+δZauξ|
∑
|b|≤2
|〈η〉1+δZbuη|
∑
|c|≤1
|〈η〉− 1+δ2 〈ξ〉1+δZcuξ|. (4.98)
Now, from (4.89) and (4.94), we have that
Ê3(u(t0)) + Ê3(u(t0)) =
∑
|a|=2
a1 6=0
‖〈ξ〉1+δZauξ‖2L2x(Σt0 ) +
∑
|a|=2
a1 6=0
‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
≤ Cε2 + C
∑
|a|=2
a1 6=0
‖e˜3‖L1x(Σt0 ) + C
∑
|a|=2
a1 6=0
‖q3‖L1t,x(St0 )
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+ C
∑
|a|=2
a1 6=0
‖ψ(η)φ(ξ)ZauTξ H˜a‖L1t,x(St0 ). (4.99)
Moreover, by (4.95),
‖e˜3‖L1x(Σt0 ) ≤
1
100
‖〈ξ〉1+δZauξ‖2L2x(Σt0 ) +C‖Z
auη‖2L2x(Σt0 )
+ C‖〈ξ〉1+δuξ‖L∞x (Σt0 )
∑
|b|=2
‖〈ξ〉1+δZbuξ‖L2x(Σt0 )‖Z
auη‖L2x(Σt0 )
+ C‖uη‖L∞x (Σt0 )‖〈ξ〉
1+δZauξ‖2L2x(Σt0 )
≤ 1
100
Ê3(u(t0)) + CE3(u(t0)) + CE˜3(u(t0)) + CE
3/2(u(t0)), (4.100)
while by (4.97), we have
‖q3‖L1t,x(St0 ) ≤
1
100
‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖2L2t,x(St0 ) + C‖〈ξ〉
− 1+δ
2 〈η〉1+δZauη‖2L2t,x(St0 )
+ C‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
∑
|b|≤1
‖〈η〉1+δZbuη‖L∞t,x(St0 )
+ C‖〈η〉1+δZauη‖L∞t L2x(St0 )
∑
|b|=2
‖〈η〉− 1+δ2 〈ξ〉1+δZbuξ‖L2t,x(St0 )
·
∑
|c|≤1
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2tL∞x (St0 )
≤ 1
100
Ê3(u(t0)) +CE3(u(t0)) + CE˜3(u(t0))
+ C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.101)
Furthermore, (4.98) implies
‖ψ(η)φ(ξ)ZauTξ H˜a‖L1t,x(St0 )
≤ 1
100
‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖2L2t,x(St0 )
+C
∑
|b|=2
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 ) +C
∑
|b|≤1
‖〈ξ〉− 1+δ2 〈η〉1+δZbuη‖2L2t,x(St0 )
+C‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2t,x(St0 )
∑
|b|≤1
‖〈η〉1+δZbuη‖L∞t,x(St0 )
·
∑
|c|≤2
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2t,x(St0 )
+C‖〈η〉− 1+δ2 〈ξ〉1+δZauξ‖L2t,x(St0 )
∑
|b|≤2
‖〈η〉1+δZbuη‖L∞t L2x(St0 )
·
∑
|c|≤1
‖〈η〉− 1+δ2 〈ξ〉1+δZcuξ‖L2tL∞x (St0 )
≤ 1
100
Ê3(u(t0)) + CE3(u(t0)) + CE˜3(u(t0)) + C
[E1(u(t0)) + E2(u(t0))]
+C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0)). (4.102)
Thus, combining (4.99)–(4.102), (4.36), (4.83), (4.84), and (4.66), we conclude that
Ê3(u(t0)) + Ê3(u(t0))
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≤ Cε2 + CE3(u(t0)) + CE3(u(t0)) + CE˜3(u(t0)) + CE˜3(u(t0))
+C
[E1(u(t0)) + E2(u(t0))]+ CE3/2(u(t0)) + C sup
0≤t≤t0
E1/2(u(t)) · E(u(t0))
≤ Cε2 + CA3ε3. (4.103)
4.3 Conclusion of the Proof
Combining the estimates (4.36), (4.66), (4.83), (4.84), and (4.103) yields
sup
0≤t≤T
[
E(u(t)) + E(u(t))] ≤ C1ε2 + C2A3ε3, (4.104)
for some constants C1 and C2. Taking A
2 = 2max{C0, C1} and ε0 sufficiently small such
that 2C2Aε0 ≤ 1 results in the bound (4.2) and completes the bootstrap argument.
To complete the proof of Theorem 1.2, it remains only to show that our solution u
can be extended beyond our given time T . Then, the above bootstrap estimates (which are
independent of T ) can be iterated indefinitely to prove global existence and smallness.
This extension can be established, for instance, using the classical local well-posedness
theory from [9]. We briefly give an informal sketch of this argument below.
4.3.1 Sketch of Local Well-Posedness
First, we write our system (1.15) in terms of Cartesian derivatives,
a00(uξ, uη)utt = a11(uξ, uη)uxx + (a01 + a10)utx + lower-order terms. (4.105)
Then, from [9, Section 3.1], the key assumptions needed for local well-posedness are
yT a00(uξ, uη) y ≥ C|y|2, yT a11(uξ, uη) y ≥ C|y|2, (4.106)
for all y ∈ Rn and for some constant C > 0. Since uξ and uη are guaranteed to be as small
as we need in our setting, then by continuity, it suffices to show, for some C > 0,
yT a00(0, 0) y ≥ C|y|2, yT a11(0, 0) y ≥ C|y|2. (4.107)
Expressing in terms of ξ and η, the two conditions in (4.107) expand to
yT [1−A1(f ′(ξ), 0) −A2(f ′(ξ), 0)]y ≥ C|y|2, (4.108)
yT [1−A1(f ′(ξ), 0) +A2(f ′(ξ), 0)]y ≥ C|y|2, (4.109)
the first of which is our assumption (1.18). If (4.109) also holds, then the well-posedness
result of [9, Theorem III] holds here, and our proof of Theorem 1.2 is complete.
On the other hand, if (4.109) fails to hold, then we define the change of variables
t¯ = (1 + c)t, x¯ = x+ ct, (4.110)
with 0 < c < 1, from which we obtain a transformed system
a00(uξ, uη)ut¯t¯ = a11(uξ, uη)ux¯x¯ + (a01 + a10)ut¯x¯ + lower-order terms, (4.111)
with a different set of coefficients a00, a01, a10, a11. A direct computation shows that the
positivity conditions (4.107), in the new (t¯, x¯)-coordinates, are now given by
(1 + c)2yT [1−A1(f ′(ξ), 0) −A2(f ′(ξ), 0)]y ≥ C|y|2, (4.112)
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(1− c)yT [(1 + c)(1 −A1(f ′(ξ), 0)) + (1− c)A2(f ′(ξ), 0)]y ≥ C|y|2. (4.113)
In particular, by (1.18) and (1.19), both (4.112) and (4.113) hold as long as c is sufficiently
close to 1. Thus, applying [9, Theorem III] completes the proof of Theorem 1.2 in general.
Remark 4.1. In particular, notice that t¯ and t have the same level sets, and ∂ξ¯ points in
the same direction as ∂ξ, so that one still captures the traveling wave. The rough idea here
is to ensure that the transformed ∂t¯ is now pointing in a “timelike” direction.
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