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Re´sume´ – La plupart des me´thodes classiques d’inversion en synthe`se de Fourier sont base´es sur l’interpolation et la Transforme´e de Fourier
(TF) inverse rapide. Mais, lorsque les donne´es ne remplissent pas d’une manie`re uniforme le domaine de Fourier, ce qui est le cas dans grand
nombre d’applications en imagerie, ou lorsque la phase du signal n’est pas accessible, comme en interfe´rome´trie non cohe´rente, ces me´thodes
ne fournissent pas de re´sultats satisfaisants. La me´thode propose´e est une me´thode de re´gularisation base´e sur l’estimation baye´sienne. Une
mode´lisation approprie´e de l’image permet de reme´dier, d’une manie`re simple, au manque d’information lie´ aux donne´es et de fournir des
re´sultats satisfaisants. Notre objectif ici est de fournir une me´thode utilisable en pratique en faisant un compromis entre complexite´ de mise en
œuvre et performances. La me´thode propose´e est teste´e sur des donne´es expe´rimentales en imagerie microonde.
Abstract – Most classical methods of inversion in Fourier synthesis inverse problems are based on interpolation of the data and fast inverse
Fourier Transform (FT). But, when the data do not fill uniformly the Fourier domain which is the case in many applications in tomographic
imaging, or when the phase of the signal is lacking as in optical interferometry, the results obtained by such methods are not satisfactory. The
method proposed in this article is a regularization method based on the Bayesian estimation. An appropriate modeling of the image gives the
possibility of compensating the lack of information in the data thus giving satisfactory results. The objective is to make a compromise between
the efficiency and performances of the method. The proposed method is tested on experimental data in microwave imaging.
1 Introduction
Dans un grand nombre d’applications en imagerie, l’e´tape
d’inversion se rame`ne souvent a` un proble`me de synthe`se de
Fourier, qui consiste a` estimer une fonction f(x) a` partir d’une
connaissance partielle de sa TF g(ω).
g(ω) =
∫
f(x) exp {−jω.x} dx. (1)
Parmi ces applications on peut citer la tomographie a` rayons
X, par diffraction [1, 2], l’imagerie RMN, ou encore l’image-
rie interfe´rome´trique en radioastronomie ou en optique [3]. Le
proble`me en 2D s’e´crit : estimer f(x, y) a` partir d’une connais-
sance partielle de g(u, v).
Cette connaissance partielle est lie´e soit a` l’absence de phase
(donne´es incomple`tes) soit a` une limitation du support, g(u, v)
n’e´tant alors connu que sur un ensemble restreint de contours
alge´briques comme des lignes droites en tomographie X, des
demi-cercles ou d’autres supports plus sophistique´s dans le cas
de milieux atte´nuants [4] pour la tomographie par diffraction.
Parmi les techniques classiques d’inversion on trouve l’inter-
polation sur un maillage carte´sien dans le domaine de Fourier
et l’utilisation de la TFR pour de´terminer f(x, y). Cette tech-
nique, bien que rapide et utilise´e dans de nombreux cas avec
succe`s, manque souvent de re´solution. De plus, il est difficile
d’analyser le lien entre les diffe´rents interpolateurs et l’infor-
mation introduite indirectement sur l’image recherche´e.
L’ide´e de base dans les techniques d’inversion que nous de´-
veloppons ici est la prise en compte explicite d’information a
priori sur la solution, comme par exemple, re´gularite´, positi-
vite´, continuite´ par re´gions, homoge´ne´ite´, etc. Pour cela, nous
de´finissons la solution du probl`eme comme l’optimiseur, sur
un ensemble F , d’un crite`re en deux parties, l’une traduisant
l’ade´quation aux donne´es, l’autre l’a priori :
f̂ = argmin
f∈F
{Q(f) + λΩ(f)} . (2)
Pour la premie`re on choisit souvent un crite`re de moindres
carre´s:
Q(f) =
∑
i
(gi − g(ωi))
2 (3)
qui traduit implicitement le fait que le bruit est suppose´ centre´,
blanc et gaussien, et ou` g = {gi, i = 1, · · · ,M} de´signe les
donne´es observe´es. Les diffe´rentes me´thodes de re´gularisation
se diffe´rentient essentiellement dans le choix de l’ensemble F
et dans la deuxie`me partie du crite`re Ω(f). Par exemple, la
re´gularite´ peut eˆtre assure´e si on choisit :
Ω(f) =
∫
φ (|∇f(x)|) dx (4)
ou` ∇f(x) est le gradient de f et φ est une fonction positive et
croissante. Le choix de φ est alors crucial : φ quadratique in-
troduit une information de re´gularite´ forte, φ non-quadratique
mais convexe (par exemple φ(t) = |t|) favorise l’apparition des
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FIG. 1: Contours alge´briques en synthe`se de Fourier: a) Tomo-
graphie X, b) Tomographie par diffraction pour une configu-
ration de mesure en transmission et c) dans le cas d’un milieu
atte´nuant et d’une configuration de mesure en r´eflexion, d) Ima-
gerie en radioastronomie.
zones homoge`nes, enfin φ non convexe (par exemple quadra-
tique tronque´e) peut inte´grer une ve´ritable phase de de´tection
de contours.
Des informations telles que la positivite´ peuvent eˆtre prises
en compte soit par le choix de l’ensemble F soit par le choix
[5] de la fonction :
Ω(f) = −
∫
f(x) ln f(x) dx. (5)
2 La contribution de ce travail
Une proprie´te´ souvent importante dans un grand nombre d’ap-
plications, surtout en controˆle non destructif (CND), est l’ho-
moge´ne´ite´ par re´gions compactes. De nombreuses me´thodes
d’inversion ont e´te´ propose´es pour favoriser de telles recons-
tructions, par exemple des me´thodes de re´gul-arisation avec
un crite`re de re´gularisation du type quadratique tronque´ [6, 7],
mais leur mise en œuvre s’ave`re trop complexe et couˆteuse en
temps de calcul pour des applications re´elles.
En effet, cette proprie´te´ est, en toute rigueur, difficilea` prendre
en compte, mais une manie`re approche´e de l’inte´g-rer consiste
a` de´finir :
Ω(f) =
K∑
k=1
∫
x∈Rk
1
σ2k
(f(x)−mk)
2 dx (6)
ou` Rk est le support de la re´gion k, mk est son niveau moyen,
σ2k est la variance des valeurs des pixels de l’image dans cette
re´gion et K le nombre de ces re´gions. Cette mode´lisation s’ap-
parente a` une mode´lisation probabiliste de me´lange de gaus-
siennes ou` les variables cache´es repre´sen-tent des labels des
diffe´rentes re´gions.
La difficult´e essentielle est alors l’estimation de la forme de
chaque contour (classification et segmentation) et des hyper-
parame`tres (mk, σ2k) pour k = 1, . . . ,K, surtout si on sou-
haite imposer a` chaque re´gion Rk d’avoir certaines proprie´te´s :
connexite´, compacite´, convexite´, etc. On peut aussi imposer des
contraintes sur leur nombre, sur les longueurs ou les courbures
de leurs contours.
Nous nous sommes inte´resse´s re´cemment au cas K = 3 qui
correspond a` une situation souvent rencontre´e en controˆle non
destructif (CND) ou`, dans l’image a` reconstruire, on souhaite
souvent distinguer les re´gions saines (k = 1), les re´gions de
de´fauts (k = 3) et les re´gions interme´diaires (k = 2). En
imagerie me´dicale, par exemple, k = 2 peut correspondre a`
l’exte´rieur du corps, k = 3 peut correspondre a` des re´gions
osseuses et k = 1 a` des re´gions sans os.
Dans ce travail, nous proposons un algorithme pratique, qui
s’apparente a` un algorithme du type Level set mais a` plusieurs
niveaux que nous avons nomme´ multi Level set et qui semble
fournir des re´sultats satisfaisants sur un ensemble de jeux de
donne´es en simulation et des donne´es expe´rimentales.
Les diffe´rentes e´tapes de cet algorithme sont les suivantes:
1. Initialisation : on commence par K = 0 et on estime une
solution f (0) en minimisant le crite`re suivant:
J(f) =
∑
i
(gi − g(ωi))
2
+ λ
∫
|∇f(x)|2 dx
qui est quadratique en f . La solution s’obtient facilement et
le couˆt de calcul est re´duit a` celui d’une dizaine de TFR. La
solution obtenue dans cette e´tape peut aussi eˆtre interpre´te´e
comme une estimation au sens du maximum a posteriori
(MAP) dans une approche baye´sienne avec une loi a priori
du type Gauss-Markov homoge`ne sur l’image f .
2. Classification et segmentation (estimation des r´egionsRk, de
leurs niveaux moyens mk et de leurs variances σ2k) base´e sur
la mode´lisation probabiliste des pixels de l’image comme
un champ ale´atoire avec une loi a priori approprie´e (par
exemple un me´lange de K = 3 gaussiennes).
Plus pre´cise´ment, il s’agit de mode´liser la loi de probabi-
lite´ des pixels de l’image par un me´lange de K = 3 gaus-
siennes, ce qui revient a` mode´liser les lois des pixels dans
chaque re´gion par une gaussienne. La classification est alors
e´quivalente a` l’estimation d’une variable discre`te cache´e dont
la valeur indique l’appartenance d’un pixel de l’image a` une
re´gion.
Une mode´lisation markovienne de ces variables cache´es per-
mettra de mettre d’autres contraintes sur les formes et les
dimensions de ces re´gions.
Si on note par fj la valeur du pixel j de l’image f =
[f1, · · · , fn] et par z = [z1, · · · , zn] les variables discre`tes
qui ne peuvent prendre que trois valeurs k = 1, 2 et 3 repre´-
sentant leur appartenance a` la re´gion correspondante, on peut
alors de´finir des lois p(f |z) etP (zj = k) = pk et e´ventuelle-
ment P (zj = k|zj−1 = l) = pkl en de´duire la loi a poste-
riori P (zj = k|f) qui nous permet d’effectuer la segmenta-
tion, par exemple en choisissant la valeur la plus probable.
Avec l’hypothe`se i.i.d. (inde´pendantes et identiquement dis-
tribue´es) pour p(fj |zj) et pour P (zj = k) = pk et lorsque
K est fix´e d’avance, on montre que cette e´tape se re´sume a` :
– De´termination de K − 1 = 2 seuils s1 et s2 a` l’aide de :
P (zj = k|fj = sk) = P (zj = k+1|fj = sk), k = 1, 2
– De´termination des indices des re´gions Rk de´finies par
Rk = {j : zj = k} qui correspond a` la segmentation
par seuillage de l’image estime´e a` l’ite´ration pre´ce´dente
par :
ẑj =


1 si fj≤ s1
2 si s1 <fj≤ s2,
3 si s2 <fj
– Remise a` jour des parame`tresmk, σ2k et pk des diffe´r-entes
re´gions par :
nk = nombre des pixels dans la re´gion k,
mk =
1
nk
∑
j
fkj , σ
2
k =
1
nk
∑
j
(fkj −mk)
2,
pk = nk/n, pk,l = nkl/
∑
k
nkl
3. Estimation de la solution : avec cette segmentation et cette
classification, on estime une nouvelle solution en minimisant
le crite`re
J(f) =
∑
i
(gi − g(ωi))
2
+λ
K∑
k=0
∫
Rk
(
f(x)−mk
σk
)2
dx
qui est aussi quadratique en f lorsque les re´gions Rk et leurs
niveaux mkl sont fix´es. La solution, au cours de cette e´tape,
s’obtient facilement et le couˆt de calcul est e´galement re´duit
a` celui de quelques TFR.
On peut interpre´ter cette solution comme de l’estimation au
sens du MAP de f̂ = argmaxf {p(f |g, z)} avec le mode`le
de me´lange de gaussiennes propose´ pour f .
4. Test de convergence : tant que le nombre de re´gions n’est pas
stabilise´, on retourne a` l’e´tape 2.
Malheureusement il est tre`s difficile d’´etablir une preuve quel-
conque de convergence de cet algorithme. Nous arreˆtons l’al-
gorithme lorsque le nombre total des re´gions est stabilise´. L’op-
timisation du crite`re J(f), lors de chaque e´tape, est faite par un
algorithme de type gradient conjugue´.
L’e´tape la plus de´licate est l’e´tape de classification et de seg-
mentation. Une e´tude plus avance´e fonde´e sur la mode´lisation
markovienne de l’image et de ses re´gions est en cours pour
effectuer une classification et une segmentation plus adapt´ees
mais force´ment plus complexes. Il s’agit de mode´liser la loi
de probabilite´ des pixels de l’image par un me´lange de gaus-
siennes, mais en introduisant soit une coloration sur le champ
des labels z (par exemple un mode`le de Potts) soit sur le champ
des pixels f (par exemple un champ de Gauss-Markov). L’e´tape
de la classification devient alors plus complexe car l’estimation
de zj fera intervenir non seulement la valeur du pixel fj mais
aussi soit les valeurs des zl soit les valeurs de fl ou` l’indice l
repre´sente les sites voisins du site j.
3 Simulation
Pour montrer la faisabilite´ et mesurer les performances de la
me´thode propose´e et comparer ses performances a` celles des
me´thodes classiques, nous avons effectue´ un certain nombre de
simulations. La figure suivante montre un exemple de r´esultat
a` titre indicatif.
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FIG. 2: Synthe`se de Fourier en simulation: a) Objet (une image
de 128 × 128 pixels, b) Spectre observe´ (seul les valeurs de la
TF sur une grille de 16×16 sont observe´es), c) Reconstruction
par TF inverse, d) Reconstruction par la me´thode propose´e
4 Application aux donne´es expe´rimen-
tales en imagerie microonde
Les figures suivantes pr´esentent quelques re´sultats typiques
obtenus en imagerie microonde en vue d’application dans le
domaine biome´dical [8] et sur des donne´es issues de la base de
donne´es de l’Institut Fresnel [9].
5 Conclusion
Il existe un grand nombre de me´thodes pour la re´solution du
proble`me inverse de SF. Ces me´thodes sont soit trop simples
comme interpolation et TF inverse qui ne fournit de bons re´sultats
que lorsque les donne´es sont sans bruit et de nombre suffisant,
soit plus sophistique´es pour reme´dier le manque d’information
dans les donne´es. La me´thode propose´e semble faire un com-
promis entre complexite´ de mise en œuvre et performances.
D’un point de vue the´orique, il reste encore a` e´tudier la conver-
gence, e´ventuellement a` estimer le nombre de niveaux plutoˆt
que de le fixer d’avance, et proposer une m´ethode simple pour
l’estimation du parame`tre de re´gularisation.
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