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The positive cone K in a partially ordered Hilbert space is said to be obtuse 
with respect to the inner product if the dual cone K* C K. Obtuseness of cones 
with respect to non-symmetric bilinear forms is also defined and characterized. 
These results are applied to the generalized Sobolev space associated with an 
elliptic boundary value problem, in particular to the question of determining 
the non-negativity of the Green’s function. A notion of strict obtuseness is 
defined, characterized and applied to the question of strict positivity of the 
Green’s function. Applications to positivity preserving semi-groups are also 
given. 
1. INTRODUCTION 
In [6] Aronszajn and Smith show that a necessary and sufficient condition 
for a real reproducing kernel space X to have a non-negative kernel is the 
following: (A-S) for every x E X there exists an 2 such that 
--a<x<a and II f Ilx < II x Ilx . (1.1) 
This theorem can be reformulated so as to avoid reference to the reproducing 
kernel structure. Such a formulation, for real function spaces, was given by 
Deny, [9] and in [8] the theorem was formulated for an arbitrary ordered Hilbert 
space X. The latter formulation is as follows: let K be the positive cone in X 
and K* its dual cone. Then K* C K if and only if (A-S) holds. In regard 
to the question of non-negativity of Green’s functions of elliptic operators, 
the above results are applicable only to symmetric problems, therefore our first 
object here has been to obtain a generalization which is applicable to the non- 
symmetric case. To this end we consider an ordered Hilbert space furnished 
with a bounded, coercive but not necessarily symmetric bilinear form ( , ) 
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and find necessary and sufficient coditions for the containment of the cones 
{u: (, x) > 0, all x E K), {v: (x, v‘; > 0, all x E Kl in K. 
For application to the problem of (strict) positivity of the Green’s function 
we next find necessary and sufficient conditions, for example, for k’” {0) to be 
contained in the quasi-interior (in the sense of Karlin, [16]) of K. One such 
condition is that (A-S) holds with the norm inequality in (I .I) replaced 
by strict inequality for all x $ K u (--K). I f criterion more useful for application 
to differential equations, but valid only for function spaces, is the non-existence 
of a non-trivial order direct sum decomposition of X. Results of this type are 
also given for the non-symmetric case. 
We next use our generalization of the Aronszajn-Smith theorem to prove the 
characterization of Deny [9] and Ito [15] of th ose real functional Hilbert spaces 
which are Riesz spaces. We conclude with applications to differential equations, 
in particular to the biharmonic operator, and to the theory of positivity preserving 
semi-groups on L2. 
2. PRELIMINARIES 
We consider a real ordered Hilbert space X with partial order “2” induced 
by a closed convex cone K, inner product [., .I, and norm I/ . 11, (our terminology 
follows that of [ 181, [20]). 
We assume that there is given on X a continuous, not necessarily symmetric, 
real-valued bilinear form (., .) satisfying 
(U, 24) > C i/ U (/I, UEX (2.1) 
for some positive constant c. There will be no loss of generality in assuming, 
as we shall, that 
[u, w] = ‘i((u, v> + (74 u>), I(, v E x, (2.2) 
so that (2. I) can be replaced by 
(u, u> 2 II U 112, u E x. (2.3) 
Our assumptions on <., .> clearly imply the existence of continuous linear 
operators T and S = T-l on X satisfying 
(u, v) = [u, TV], 24, v E x, (2.4) 
and 
(24, sv:> = [u, ‘L’], u, 7J E x. 
CONES IN HILBERT SPACE 
From (2.3) it follows that 
II Sl! < 1. 
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(2.6) 
We define the cones K*, K$ and ,,K* as follows: 
K* = {u E X: [‘u, u] > 0 for all ZI E K}, 
K,*=(u~X:(11,~)~Oforallo~K3, 
.K* = (u E X: (v, uj > 0 for ail v E Kj. 
We note that 
K,* = S*K*, K* = T*K,* (2.7) 
aK* = SK*, K* = T,K* (2.8) 
A continuous linear functionai 1 on X is a positive linear fzmctional if I is not 
the zero functional and t(u) > 0 for every I( E K. If I has one of the represen- 
tations: I = [u, .J = [., 241, u E K*\(O); 1 = (., w>, w E K,\(O); 1 = (v, .>, 
z, E nKz\{O) then I is a positive linear functional. Conversely, a positive linear 
functional can be represented in each of these three ways. 
Two elements x, y E K will be called disjoint if 
(24: 0 ,( u < x> n (0: 0 < w < y} = 0; 
in particular, if X is a real function space with the natural order then two non- 
negative functions are disjoint if they have disjoint support, and if X is a Riesz 
space, i.e., a vector lattice with respect to 2, then two elements in K are dis- 
joint in the above sense if and only if they are lattice disjoint. 
The form (b, ‘) will be said to be local if (u, V) = 0 whenever I(, v E K 
are disjoint and semi-local if (u, v) < 0 whenever u, v E K are disjoint. 
We remark that if X is a Riesz space with respect to > then X is a Hilbert 
lattice in the sense of [20] if and only [., .] is local and 11 x: 11 > lIy I/ whenever 
x 3 y 3 0. Our interest here however is in the case in which X is a Riesz space 
but not a Hilbert lattice. 
We conclude this section with a brief discussion of the finite dimensional case. 
Let A = (aij) be a real n x 11 matrix such that B = $(A + tA) = (&) is 
positive definite, let X be Rn furnished with the inner product [x, y] = (x, By) = 
g=, ~~=, bgzyj , and partially ordered so that x 3 y if and only if xi > yi 
for i == I ,..., tl. Finally, let (x, y) = (x, Ay) = ~~=,z~zl ajjx,yj _ Then X 
is a lattice and it follows from Theorem 2.4, [17] that any finite-dimensional 
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Hilbert space with a lattice structure can be represented in this way. The cone K 
is given by 
and 
K = {x = (x1 ,..., x,): xi 2 0, i :-= I ,..., n} 
K* = B-IK, “K* = A-IK, K; = (‘A)-‘K. 
The form (., .> is local if and only if A is diagonal and is semi-local if and only 
if the off-diagonal elements of A are non-positive, i.e., if and only if A is an 
M-matrix. 
3. OBTUSE CONES 
We shall say that the cone Kis obtuse with respect to the form (., .) if K,* C K. 
In this section we will develop criteria for the obtuseness of the cone K. These 
results may be regarded as a generalization of the main theorem of Aronszajn- 
Smith [6]; see Remark 3.2 below. 
Some preliminaries to the main result of this section are the following. 
LEMMA 3.1. Let x E X and let u be the nearest element to x in K, then u = u - 
x E K*, and Sv E nK* and [u, v] = 0. 
Proof. For all 5 E K we have 
or 
Ii 6 - X II2 3 II 24 - X II2 = II V Ii2 
[I - % VI > 0. 
Upon taking 5 = 0 and 6 = 224 in (3.1) we see that 
[u, v] = 0 
so that, from (3.1) 
K, VI 3 0 for all t E K 
and thus v E K*, Sv E oK*. 
(3.1) 
(3.2) 
COROLLARY 3.1. The cone K* is total for X, i.e. [x, v] = 0 for all v E K* 
implies x = 0. 
PYOO~. If x $ K, let u, v be as in Lemma 3.1. Then 0 + v E K* and, by 
(3.2) [x, v] = -[u - x, v] = - I\ v /I2 # 0. If x E K apply the same argument 
to -x. 
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THEOREM 3.1. The following are equivalent 
(a) K$ C K. 
(b) ,K*C K. 
(c) Every x E X can be represented in the form x = II - v with [u, v] = 0, 
UEK, SVE K. 
(d) Every y E X can be represented in the form y = u - w with (u, w> = 0, 
UEK, Su-~EK. 
(e) Every x E X can be represented in the form x = u - v with [u, v] < 0, 
UEK, SVEK. 
(f) For every x E X there bxists an f E X with jj 2 I/ < 11 x I/, f + x g K 
and S(Z - x) E K. 
(g) For every x $ K there exists a w E K such that (x, w> < 0. 
Proof. (a) implies (b). Let u E aK*. If u $ K then there is a continuous 
linear functional I such that Z(v) = 0 for v E K and Z(u) < 0. Since I is positive 
it can be represented as 1 = (w, .), w E K,* C K and hence Z(u) = (w, u> 3 0, 
which is a contradiction. 
(b) implies (c). Let x E X then by Lemma 3.1, x = u - v where [u, v] = 0, 
u E K, Sv E aK*, hence Sv E K, by (b). 
(c) is equivalent to (d). Let x and y be related by x = Ty, y = Sx, and with 
uandvasin(c)letw=u-y.ThenSu-y=S(u-x)=Svand(u,w)= 
(u, u - y) = (u, u) - (u, Sx) = [u, u] - [u, x] = [u, v]. This establishes the 
equivalence. 
(c) implies (e). This implication is trivial. 
(e) implies (f). Let x E X and let u, v be as in (e). Put f = 2u - x, then 
2+x =2u~K and 5-x =2(u-xx) =2v so that S(Z-x) =2SvcK. 
Finally, Ij f II2 - II x II2 = [a - x, f + x] = 4[u, v] < 0 so that 11 R II2 < /I x l12. 
(f) implies (g). Let x $ K, 5 as in (f). Then f # x since f + x E K by (f). 
Let w = S(Z - x). Then (x, w) = [ x, f - x] = &[x - 4, 2 - x] + $[x + 2, 
2 - x] = -4 11 x - f II2 + +[I\ 2 II2 - /I x II”] < 0, since // f II2 < 11 x /I2 by (f), 
and Ij x - f //2 > 0. 
(g) implies (a). This implication is immediate. 
In the case where (., .) = [., .] we have K,* = aK* = K* and S = I = 
the identity. Thus we immediately obtain the following result. 
COROLLARY 3.1. The following are equivalent. 
(a) K*CK. 
(b) For every XEX, x=u-v where UEK, VEK*CK, [u,v] =O, 
5w35/3-7 
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(c) For every x E X, x = u - v where u E K, v E K” C K, [u, v] < 0, 
(d) ForeveryxEXthereisanJEKsuchthat-?<x<5Zaand//fii:< 
II x II. 
COROLLARY 3.2. The following are equivalent. 
(a) K,* = K. 
(b) nK* = K. 
(c) K,” C K and 
(IL, vj > 0 for all u, v E A’. (3.3) 
Proof. Clearly (3.3) implies both K* 3 K and aK* 2 K, so that, in view of 
Theorem 3.1 both (a) and (b) follow from (c). Conversely, either (a) or (b) 
implies (3.1) and the inclusion K* C K. 
COROLLARY 3.3. If any of the conditions (a), (b) or (c) of Corollary 3.2 hold 
then 
[u, v] > 0 for all u, v E K, 
and 
Ilu+vlI 2 ll’uli for all u, v E K, 
furthermore, K C K*. 
COROLLARY 3.4. Let X be a Riesz space with respect to 3 and let (., .> hence 
also [., .] be semi-local. Then K,* , aK*, K* C K. 
Proof. For x E X\K we have x = x+ - x- where x+ , x- E K, x+ A x- = 0. 
Moreover, (x, x-) = (x+ , x-j 11 x- iI2 < - /I x- /I2 < 0. Therefore condition 
(g) of Theorem 3.1 holds and it follows that K$ , aK* C K. The same argument 
can be applied with the form (., .) replaced by [., .] to show K” C K. 
COROLLARY 3.5. Let X be as in Corollary 3.4. If any of the equivalent con- 
conditions of Corollary 3.2 hold then X is a Hilbert lattice and <a, .) is local. X is a 
Hilbert lattice if and only if K = K*. 
Remark 3.1. It is possible to have K,* , aK* C K but K* q K. For example, 
let X be Rx, K = {(x , x2, q,): xi 2 0, i = I, 2, 31, and <u, V\ = (Au, 29) 
where 
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Then A is positive definite and has a positive inverse so that K,* C K. However 
A + tA is a positive definite matrix whose inverse is not a positive matrix and 
thus K* g K. This example shows also that, when K,* C K it is not in general 
possible to write x = u - v with u, v E K and both (u, v), (v, u> < 0 for 
XEX. 
Remark 3.2. The equivalence of conditions (a) and (d) of Corollary 3.1 
is equivalent to the real case of the main result of Aronszajn-Smith [6]. Indeed, 
by Corollary 3.1, K* is total for X, thus X can be identified with a space of 
functions on K* by the rule x + x(.) where x(y) = [x, y], y E K*, clearly 
elements of K are precisely those that correspond, by this rule, to non-negative 
functions. With this identification, X becomes a reproducing kernel space with 
reproducing kernel kc., satisfying 
X(Y) = Lx, %I, YEK”, XGX, 
or 
4, = Y, yeK*. 
Clearly k, is non-negative as a function, i.e., k,( y’) = [y’, y] 3 0 for all 
y’ E K* if and only if K* C K. 
4. STRICLTY OBTUSE CONES 
We shall here say that x E K is a quasi-interior element of K if l(x) > 0 for 
every positive linear functional E on X. The set of quasi-interior elements of 
K will be denoted by Q. We shall say that K is strictly obtuse with respect to the 
form (., .) if K,*\{O} C Q, and this section will be concerned with criteria for 
K to be strictly obtuse. 
We shall require the following characterization of quasi-interior elements. 
LEMMA 4.1. The following are equivalent: 
(a) u is a quasi-interior element of K, 
(b) u E K and the set C, = ((YU - [, (Y > 0, E E K} is dense in X. 
Proof. (b) implies (a). Suppose that u E K and C,, is dense in X and let 
vEK*.Ifx=olu-twhereol>Oand[EKthen 
[v, xl = 40, 4 - [v, 51 
< +, 4. 
Consequently, if [v, u] = 0 then [er, ~1 < 0 for all x E C, and hence v = 0. 
Since any positive linear functional I has the representation I = [v, .I, 
v E K*\(O), (a) follows. 
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(a) implies (b). Let u E Q. The set C, and hence also the set C, is convex. 
Let x E X and let w be the nearest element to x in CT,, . Then 
[y-w,w-xx] 20, all y E C, . (4.1) 
Clearly c, - K C cU so we can take y = w - E in (4.1) for 5 E K to obtain 
[5, x - WI 3 0 all 5 E K, 
which implies x - w E K*. Taking y = OIU, 01 > 0 in (4.1) we get 
oL[u, x - w] - [w, x - w] < 0, all OL > 0, 
which implies that [u, x - w] < 0, and hence since x - w E K*, II EQ, 
x=wECU.SincexEX was arbitrary it follows that C, is dense in X. 
COROLLARY 4.1. Let X be a Riesz space with respect to 3, and suppose that 
the lattice operations in X are continuous from the strong to the weak topology. 
Then u E Q if and only if u E K and the set {x: --II < x < u} spans a dense subset 
of x. 
Proof. Since {x: - u < x < u} C C, the condition is clearly sufficient. 
Conversely, if UEQ and ZIE K then v = lim,,, w,, w, E C,, n = 1,2,..., 
thus, in view of the assumed continuity of the lattice operations, v = 
wk-lim,,, (wJ+ . However (wn)+ E span{x: - u < x < u}, consequently the 
closure of the latter set contains K and hence also X. 
Remark 4.1. Corollary 4.1 shows that if X is a Riesz space with weakly 
continuous lattice operations then an element is quasi-interior to K in the sense 
of the above definition if and only if it is quasi-interior to K in the sense of 
Schaefer [20]. For Hilbert lattices this result is proved in [20]. The continuity 
assumed of the lattice operations is easily verified for the function spaces with 
which we deal in the remainder of this paper, and also is satisfied whenever the 
form [., .] is semi-local. 
THEOREM 4.1. The following are equivalent: 
(4 .K*W C Q, 
(b) KZ\{Ol C Q, 
(c) Forx$K~(-K)x=u-vwithu~K,Sv~Kand[u,vJ<O. 
(d) For x $ K u (-K) there exists an f~ X such that 11 ji: /I < jl x // and 
f I x E K, S(Z - x) E K. 
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Proof. (a) is equiwalent o (b). From the remark in Section 2 concerning 
the representation of nositive linear functionals it is clear that (a) and (b) are 
both equivalent to the assertion (u, o) > 0 whenever u E K,*\{O} and ‘u E ,K*\(O}. 
(c) is equivalent to (d). If (c) holds then (d) holds with 5 = 2u - X. Con- 
versely, if (d) holds then (c) holds with u = +(a + x), w = $(a - X) 
(c) implies (a). Assume that (c) holds and (a) does not. Then there exists 
u E K:\(O) and v E &*\{O} such that (u, w) = [u, TV] = 0. We can suppose 
further that 11 u Ij = // TV II = I. L t e x = u - TV and note that (x, v) = 
- // TV II2 so that x$ K. Also (u, -x) = (u, TV - u) < /I u 11 (11 TV 11 - // u 11) = 0 
so that x $ --K. Suppose span{u, TV} # X. Then let z be such that jl z 11 = 1, 
[a, u] = [z, Tw] = 0, and such that in span {u, TV, z}, x has the decomposition 
x = [r - 5, with [r E K, Sta E K and [h , &] < 0. This is possible since (c) 
is assumed and x $ K u (--K). We can then write ti = oiiz + fliu t yiTv, 
01~ , /Iiyi E R, i = 1,2. Moreover 
and 
192 = [E, > 4 = (u, S&> 2 0, since u E K,*, StS E K, 
yl = [& , TV] = (E, . v> 3 0, since VE~K*, [I~ K. 
Since t1 - (a = u - TV we have 
a1 = cd2 
Bl=B2+1>0 
7% = Yl + 1 > 0. 
Therefore, [tr , [a] = a12 + &3a + y1y2 3 0 which is a contradiction. If 
span{u, TV} = X, omit x from the above argument. 
(a) implies (c). Suppose that (a) holds and x $ KU (-K). Since (a) implies 
condition (c) of Theorem 3.1, x = u‘ - v’ where u’ E K\(O) since x $ --K; 
o E .K*\{O} since x r$ K, and [u’, v’] = 0. We thus have Su’ E Q so by Lemma 4.1, 
given E > 0 there exists (y. > 0 and k’ E K such that 
/I SU’ - cu(Sd - k’J < E I/ T Ii-1 
By Theorem 3.1, (d), y = Sri - ~(SW’ - K’) = K, - k, with K, E K, 
Sk, - y E K and (k, , k,) = 0. Thus 
Su’ - a(Sv’ - k) = Sk, (4.2) 
where 
k = k’ + a-‘(Sk, - y) E K, 
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and upon applying T to both sides of (4.2) we get 
u’ - a(w’ - Tk) = k, E K. 
Let 7 = w’ - Tk. Then 
(4.3) 
or 
[I U’ - aq Q2 = 11 k, iI2 
= (4 , k, - 4) 
= [k, > T,] < II k, II 6, 
Moreover, by (4.3) 
For 0 < 6 < min{l , cx> to be determined let 
u =u’-?$EK, 
so that if u = u - x then 
SW =(I -6)Sw’+kEK. 
Since x $ K, 2~’ - x # 0, thus we can choose E > 0 such that 
and then 
6 < 1; u’ ll”(ll 211’ - xii)-1, 
[q, 2u’ - x] cl[aq, 2u’ - x] 
= u-1 ,I u‘ 112 + a-ycxq - u’, 2u’ - x] 
> (Y-O // u’ II2 - ax-l /I 2~’ - x i/ > 0. 
Thus if 6 is chosen so that 
then 
6 < [q, 2u’ - x] 11 q /j--2 
[u, w] = --s[q, 2U’ - x] + 62 // 7) 112 < 0. 
Thus (a) implies (c). 
COROLLARY 4.2. The following are equivalent: 
(a) K”\iOl C Q, 
(b) For x $ K u (-K), x = u - v with u E K, v E K and [u, v] < 0, 
(c) For every x $ K u (-K) there exists an f E K such that 
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5. FUNCTIONS SPACES WITH STRICTLY OBTUSE CONES 
We shall now assume that X is a real function space and obtain a criterion fo, 
strict obtuseness of the positive cone for this more special case. Let (Sz, Z) be 
a measure space and p a measure on this space. In what follows we shall use the 
notation 
(f, d = sfg 4, Ifl = (j- lflzdr)l’Z 
L2 will denote the space L2(9,& p) of real-valued p-square integrable functions 
on fi. The elements of the Hilbert space X will be assumed to be (equivalence 
classes of) functions in L2 and X will be given the natural order, i.e. K consists 
of those functions u E X such that U(X) 3 0 a.e. on 52. For a function f in X 
or L2 we shall write f > 0 if f(x) 3 0 a.e. on Sz and f # 0. We shah say that 
u E X is strictly positive if u E Q, the quasi-interior of K, and that f E L2 is strictly 
positive iff (x) > 0 a.e. on Sz. We make the following two additional assumptions 
concerning X: (1) the natural injection i: X -+ L2 is continuous, (2) for every 
A E 2’ with 0 < p(A) < co there exists a u E X such that 
f 
udp > 0. (5-l) 
A 
For h > 0, X,, will denote the Hilbert space that results from furnishing X 
with the equivalent inner product 
[u, 4 = [u, v] + A(% iv), U,VEX 
and the corresponding norm 
II U/IA = [u, G2; 
also we denote 
(u, v)~ = (24, v) + X(iu, iv). 
The operators T, , S, , Tf , Sf and the cones K,* , aKf , K$,, are defined for 
the ordered spaces X, as in Section 2. The results of Sections 3, 4 obviously 
remain valid for X, when TA , S,, , etc. are substituted for T, S,.... The injection 
X, --f L2 will also be denoted by i, its adjoint with respect to [. , .I,, will be denoted 
by if . 
The assumptions above concerning X together with Lemma 4.1 immediately 
imply the following. 
LEMMA 5.1. If u E X is strictly positive (i.e., u E Q) then iu E is strictly positive. 
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Remark. If X is a reproducing kernel space and if there is no point of Q 
at which all functions of X vanish then a strictly positive function in X is positive 
everywhere on Sz. 
We shall put 
yA = iS,i,* (5.4 
and note that if u = S&f, f E L2 then 
(0, SXf> + h(iu, ~hf) = (%f), all z’ 6 YA . (5.3) 
Upon putting a = S,$f we get 
II S,ih*f I/’ $ A I YAf I” = (YAf> f) 
from which follows 
I rAf I G (II i IIF + h)Fl If I. 
LEMMA 5.2 Let A, A’ > 0 and let 
then 
i A’ - h j < 11 i Ii-* + A 





the series on the right in (5.6) converges in the operator norm on L2. 
Proof. The convergence assertion is clear and, in view of the Neumann 
expansion, (5.6) is equivalent to the relation 
y*’ = y*(l - (A - A’) yp. (5.7) 
To verify (5.7) we rewrite (5.3) 
(a, S,izf)A, = (u, S,i,*f) + A’(& i(S,i,*f)) 
= (% f - (A - A’) YAf ), for all 2, E X, 
from which it follows that 
hence 
S,i,*f = S,,i;(f - (A - h’) yAf) 
YAf = m,(f - (A - A’) mf), 
and since f EL* is arbitrary this is equivalent to (5.7). 
We say that yA is positive if f > 0 implies yA f > 0 and strictly positive if 
f > 0 implies yA f is strictly positive. 
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LEMMA 5.3. Let A > 0, then the following are equivalent: 
(a) .Kf C K. 
(b) yA is positive. 
Proof. (a) implies (b). From the relation 
<u, S&f >A = (iu, f) 
it follows that S,+$f E aKf whenf > 0. It follows from Theorem 3.1 and assump- 
tion 2) of the first paragraph of this section that S&f # 0 if f # 0 and thus 
yA is positive if .K: C K. 
(b) implies (a). Let u E K$,, and let g E L2 with g > 0. Then the positivity 
of yA implies that S,i,*g E K and thus 
(kg) = (u, &i,*gh 3 0, 
since g was arbitrary it follows that u E K. Thus K& C K, and it follows from 
Corollary 3.2 that .Kf C K. 
Lemma 5.2 immediately implies the following. 
LEMMA 5.4. Let yl be positive (equivalently let .K$’ C K) for some A’ > 0 
then y,, is positive and .K,* C K for 0 < h < A’. 
We shall say that yA is ergodic if for every f, g E L2 with f, g > 0 there exists 
a positive integer n such that (n”f, g) > 0. It follows from Lemma 5.2 that if 
y,,’ is positive and ergodic then yA is strictly positive for 0 < h < h’. ‘The con- 
verse also follows immediately from the Neumann expansion. We have in fact 
the following stronger result 
LEMMA 5.5. Let A’ > 0. The following are equivalent: 
(4 YA, is ergodic and positive, 
(b) ,K; C Q u {O)for 0 < X < A’. 
Proof. (b) implies (a). As was shown in the proof of Lemma 5.3, f > 0 
implies S$,*f C ,Kf\(O}, and therefore (b) implies that yA is strictly positive for 
all h: 0 < h < h’ hence yi is ergodic. 
(a) implies (b), If y; is ergodic then for f > 0, 0 ,< p < A’, SUizf E K 
and yU f is strictly positive. Let 0 < h < p < h’, we have 
<u, S,i,*f )A + (IL - Wu r,*f) = <u, SXf >, = (f, iu), 
and thus u E K& implies, since nKf C K, that (f, iu) > 0 whenever f > 0, 
thus u is strictly positive. Now let v E .K,*\{O} C K, then, since u E K& and 
is strictly positive 
(u, v>, = (u, v)r + (p - h)(iv, iu) > 0 
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and thus, as o E “Kz was arbitrary, u E 0. We have therefore K& CQ v [O). 
and thus by Theorem 4.1 .Kf C Q V 101. This completes the proof. 
DEFINITION 5.1. A projection P in X or L2 will be called an order projection 
if Pu and (I - P) u are lattice disjoint in L2, i.e. if P is multiplication by the 
characteristic function of a set A E 2. The order projection P is proper if P # I 
and P # 0. If P is a proper order projection then PL2 is a proper order direct 
summand of L2. Finally, X will be called indecomposabZe if it admits no proper 
orthogonal order projection. 
LEMMA 5.6 (Ando [5]). Let y,, be positive, then y,, is ergodic if and only if it 
admits no proper direct summand of L2 as an invariant manifold. 
Proof. Suppose y,P = PyJ where P is a proper order projection, then there 
exist f, g eL2 with f, g > 0, Pf = f, Pg = 0 and we then have (yAnf, g) = 0 
for all n and y,, is not ergodic. 
Conversely, let f, g ELM with f, g > 0 and suppose that (yvy, g) = 0, 
71 = 1, 2,.... Let A = {x: y,,“f(x) = 0, n = l,... }, and let Ph = XAh, h E L2, 
where xA is the characteristic function of A. P is proper since Py,“f = y,,‘tf 
for n = I,..., and Pg = 0. Clearly (I - P) L2 is invariant for y* and thus PL2 
is invariant for yn . 
LEMMA 5.7. Let (., .) be either symmetric or local and let X 2 0, then the 
following are equivalent: 
(a) the operator yA admits no proper order direct summand of L2 as an 
invariant subspace, 
(b) X, is indecomposable. 
If condition (a) holds for some h 3 0 then it holds for all X > 0. 
Remark. If (., .> is local and X admits any order projection P then P 
is orthogonal. 
Proof. Suppose that X admits the proper orthogonal order projection P 
and let P denote the corresponding order projection on L2, i.e. p is the unique 
order projection on L2 such that iP = Pi, For u E X, f E L2 we have 
(24, S,i,*Pf), = (iu, Pf) 
= (iPu, Pf) 
= (Pu, S,i,*Pf )n 
= (u, PS,i,*Pf )A ; 
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note that the last step of this computation makes use of the fact that (., .) 
is either symmetric or local. Since u was arbitrary it follows that PS,i*16 = 
S,i*P, hence &J,$ = I%$%,“~ = iPSfi*p = y,$. p is obviously proper 
so it follows that (a) implies (b). 
Conversely, suppose that yA is positive and P is a proper order projection on 
L2 such that &,p = y,P and hence also p’Iy#’ = rfp’ where P’ = I - P. 
Let fiir = S,,i*pL2 and N = Sfi:p’L2. Assumption (2) of the first paragraph 
of this section implies that neither M nor M is {0}, and since u and ‘u are lattice 
disjoint in L2 when u E M and ‘u E N it follows that M and N are orthogonal in 
X when (., .) hence also [., .] is local. In the symmetric case we have S,, = 
Sf = identity and thus 
[ii‘, Pf, iA*Pg]/\ = (Pf, y,$‘g) 
and the same is true. Let m, n be the closures of M and N in X, . Then R 
and x are orthogonal and PiM = i&& P’im. It remains to show that X, = 
M @ R. This is clear in the symmetric case since the range of i* is dense. 
Consider the non-symmetric case and let w E X be orthogonal to both %?i and m. 
Then for all f E L2 we have 
and 
0 = [w, SAi:Pf]A = (iS:w, Pf) 
0 = [S$i,$f, wjA = (iS,w, Pf) 
so p’iS,w = i%S*w = 0. Since (., .) is local it follows that 
0 = (A‘qw, SAW), 
= [Sfw, w], . 
Upon putting v = Sfw we have 
0 = [v, T,*v] = (v, v>() = I/ v 11; 
and thus w = T$v = 0, X,, = M @ m and X,, is decomposable. Thus (a) 
implies (b). 
The final assertion of Lemma 5.7 is immediate from Lemma 5.2. 
We summarize the results obtained above in the following. 
THEOREM 5.1. Let (., ) be either symmetric or local and let A’ > 0. The 
following are equivalent. 
(a) ,,KfCQu{O}forO <A <A’, 
(b) K& C Q u (0) for 0 < A < A’ 
(cl YA’ is ergodic and positive, 
(d) yA’ is positive and X is indecomposable. 
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It only needs to be observed that, under the hypothesis of Theorem 5.1 
the indecomposability of X is equivalent to that of X, for any h > 0. 
Remark. In the symmetric case condition (d) of Theorem 5.1 can be 
strengthened to read: X admits no proper orthogonal projection P such that 
both P and I - P are positive. 
COROLLARY 5.1. Suppose that X is a Riesz space with (u, , u-‘,, < 0 for 
all u E X and X is indecomposable. Then ,,K,* , K& C Q u (0) and yh , y;\” are 
strictly positive for all h 3 0. 
Remark. By virtue of Theorem 6.7, p. 270, [20], we gain no generality if 
in our initial assumptions in this section we replace the space L2(Q, 2, p) by 
an arbitrary real Hilbert lattice and we lose no generality if we assume that Q 
is a locally compact Hausdorff space and ,U is a Radon measure on a. In the 
presence of the latter assumption we can, instead of assuming that the elements 
of X belong to L2(sZ, Z, CL), assume merely that the elements of X are equivalence 
classes of locally p-integrable functions and than for each compact set F C f2 
there exists a constant C(F) such that 
r ’ u I2 dp < C(F) IIu II, all u E A-. ‘F 
This is essentially the case considered in [9]. 
6. RIESZ SPACES 
Let X be as in Section 5. Then our results imply that if X is a Riesz space 
and (u+, u-) < 0 for all u E X then aKf C K for al1 A > 0. The purpose of 
this section is to prove the converse. This result is equivalent in the symmetric 
case to a theorem of Deny, [9], and in the non-symmetric case to a theorem 
announced by Ito in [ 151. We include a proof here for the sake of completeness 
and to illustrate the applicability of the techniques of this paper. 
THEOREM 6.1. Let the space X be as in Section 5 and assume thai nKf C K 
for all A 2 0. Then X is a Riesz space and 
<u+ ,u-) < 0, for all u E X (6.1) 
The proof depends on the following lemma. 
LEMMA 6.1. (a) The norm of S, as an operator in X is bounded independently 
ofAforA >O,(b)foru~X,A > 0, 
(u, SP) 2 -: II 7.4 /12, (6.2) 
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(c) the opeYatw i(l - S,): x - L2 converges to zero in the operator norm and 
for u E X, S,u converges weakly to II as X + CO. 
Proof. All three assertions follow directly from the identity 
(u, S,U) = -;(I\ u /j2 + /I S,U 11”) + i. II u - SAu /I2 + h I iV - $1 u I’, (6.3) 
which is obtained by addition of the identities 
<u, S,u) = II u II2 + A(4 i(l - S,) 4 
0 = /I S,u /I2 - [u, S,u] - X(iSp, i(l - SJ u). 
These latter are obtained in turn as follows 
(u, Sp) = (u, S,U)~ - h(iu, iSAu) 
= I/ u II2 - h(iu, iS,u) 
= 11 u II2 + h(iu, i(1 - SJ u) 
0 = <s,u, SA - [S,%4, 
= I/ S,u II2 - [u, S,u] - X(iS,u, i(1 - SJ u). 
Proof of Theorem 6.1. Let u E X, then, since .Kf C K for all A 3 0, it 
follows from Theorem 3.1 that there exists a u,, E X for each X >, 0 such that 
II % III < II u l!A (6.4) 
and 
&@A - 4, UA 4 u E K (6.5) 
or equivalently 
(UA f u, &(u, - u)i < 0 (6.6) 
(@A , SAU,) < <u, S,(u - @A)> + <% 7 SP)- (6.7) 
From (6.2) and (6.7) there follows 
+ II % II2 < II SA II (II u II2 + 2 II u II !I % II) 
so that by Lemma 6.1, (a), j/ Us II hence also 1 uA 1 is bounded independently 
of A. Let (h,} be a sequence such that lim,=, h, = co and {iuAn} is weakly con- 
vergent, say to w, in L2. Then 
iS,,u, ” = iu, n - i(1 - Shn) uA n 
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so bv Lemma 6.3, (is, u,, 1 also converges weakly to zc. From (6.5) we then have n n 
w + iu, w - il.4 >> 0, (6.8) 
hence 
~2u~ 2: Iiul. 
On the other hand, by (6.4), 
so it follows that 
and thus 
Iwl <liy+$fIu,nI < liul< Iwl, n 
1 w 1 = 1 iu I (6.9) 
and in fact {u,*> converges strongly to w in L2. Moreover (6.8) and (6.9) imply 
that w = 1 iu I, and thus w = 1 iu i is the unique limit point in L2 of {ZQ} as 
X + CO. Furthermore as X + co, Us, S,u, converge weakly in X to v, where 
iv = w. Since u was arbitrary it follows that X is a Riesz space. 
To prove (6.1) we need to justify a passage to the limit in (6.6). To this end 
we write, using the identity (6.3) 
(UA + u, WA - 4) = (UA - Ul &(% - u)i + 2<% &(% - 4) 
3 4 I/ uA - u je + i/ &(u, - 2dii2 + 2x24, S,(U, - u)/. 
By (6.6) and weak lower semi-continuity of the norm we have, with u as above 
or 
// v - u /)2 + 2(u, v - u) ,( 0 
(v + u, v - u\ < 0. 
Since v + u = 2u+ and a - u = 2~ , this completes the proof. 
For a more intrinsic characterization of the case in which X is a Riesz space 
and (., .) is semi-local see Ancano, [3]. For the case in which X is a Riesz space 
with semi-local inner product [., .] representation theorems for [., .] are given 
in PI, [41. 
7. APPLICATIONS TO DIFFERENTIAL EQUATIONS 
Let Q’ be a connected open set in RN and let 
(7.1) 
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be a Dirichlet form with locally integrable coefficients defined on Q’, m 3 1; 
the notation used on the right in (7.1) is that of [I], [13]. Let D be a connected 
open subset of 9’ with D C Q’ and let V = V(Q) denote the class of continuous 
functions u with compact support in D such that u has continuous derivatives 
of all orders (Y with 1 OT 1 < m and D% is Lipschitz continuous whenever j a [ = 
m - 1. In order that we may apply the results of the previous sections, we make 
the following assumptions: 
(1) for every semi-norm v on #!$(Q’) there exists a constant C, such that 
for all u E V, 
(2) there exists a constant C such that 
<u, 0)” < CC% u><o, v>, all 24, v E V, (7.2) 
and either: 
(3) the quadratic form <u, u) is lower semi-continuous on V with respect 
to the H$t(Q’) topology, or the stronger assumption: 
(4) there exists a constant C’ such that 
for all u E V. 
Let X denote the completion of I/ in the norm jl . // = (., .)1/2. Then X is 
a Hilbert space and under the assumptions (I), (2), (3) above X can be identified 
with a linear manifold in Hz,;(Q), the functions in which vanish a. e. on Q/Q. 
If (and only if) (4) holds then the inner product on X is given by (7.1) with 
Dau, D&J the distribution derivatives. 
Since the elements of X can be identified with functions in Hz,:(Q) it follows 
from standard properties of the latter space that X is indecomposable (since 
52 is connected) and X is a Riesz space if and only if m = 1; if (4) holds then 
(., .) is local. In what follows we shall assume that (I), (2) (4) hold unless the 
form (7.1) is symmetric in which case we assume only (I), (2), (3). 
Let p be Lebesque measure or some other measure on Q which is locally 
equivalent to Lebesque measure and let LB(p) be the space of real-valued func- 
tions that are p-square-integrable over Q with 
1 u 1 = (s, u2 dp)“I, u ELM. 
Assume finally that there exists a constant C’ such that 
all u E X. 
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We consider the weak Dirichlet problem for f E L2@), A 3 0 
(v, u) + X Q uv du = j* vf dp, all v E X. 
For X as defined above and L2 = L2(~), we can apply the results of Sections 5 
and 6 above, in particular yA becomes in this case the solution operator for the 
problem (7.3), i.e. II = r,+\f is the solution of (7.3). Moreover, in view of the 
properties of X listed above we have the following. 
THEOREM 7.1. The operator yn is positive for all h > 0 if and only if m = 1. 
If A’ > 0 and yh’ is positive then it is ergodic and yl is strictly positive 
for 0 < h < A’. 
Remark. For the case in which the coefficients in (7.1) are sufficiently 
smooth (e.g. aaB E Clal(Q), all (Y, 6) the first assertion of Theorem 7.1 has been 
proved by Calvert, [7]. 
THEOREM 7.2. Let Q = (Jz=, 9, where Q, C Q,,, for n = 1, 2 ,... and each 
Q, is a connected open set. Let X, be the completion of V(Q,J in X. If the solution 
operator for the Dirichlet problem 
I 1 aare Dau Dev dx = s vf 4, all 0 E X,, (7.4) %I ~al.~Sl@n R 
is positive for n = 1, 2,..., then so is that for 
s c a,e(x) D% Dov dx = I vf 4, all v E X. (7.5) J-2 ld.lBl@ R 
Proof. We have X,, C X,,, , n = 1,2 ,... and lJz=r X, is dense in X. It 
was observed in [6] that condition (d) of Corollary 3.1 need only be checked on 
a dense subset of X. The situation is similar with regard to Theorem 3.1. Indeed 
condition (c) of that theorem implies the following: (c’) for every x E X there 
exists a w(= Sv) with Ij w I/ < // x jj, w G K and (x, w) ,( -(dist(x, K))2 and 
since this condition implies condition (g) of Theorem 3.1 it is equivalent to (c). 
It is clear that if (c’) holds on a dense subset of X then it holds on all of X. 
Thus if the solution operator for (7.4) is positive for each n then by Lemma 5.3 
and Theorem 3. I, condition (c’) is satisfied for each X, and consequently for X. 
By another application of Lemma 5.3 and Theorem 3.1 it fohows that the solution 
operator for (7.4) is positive. 
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8. THE HADAMARD CONJECTURE 
The Hadamard conjecture, see [1 I], is to the effect that the solution II of the 
problem 
A2u =f in .Q(C R2), *2L, 
an 
on aQ, (8.1) 
is non-negative when f ELM is non-negative. Numerous counter-examples 
are known, the earliest is due to Duffin, [ 101 another interesting counter-example 
is that of Garabedian, [14]. We shall show in this section that any convex bounded 
region Q can be altered to provide a counter-example to the Hadamard conjecture 
by “stretching” and any region can be so altered by the excision of a sufficiently 
small neighborhood of an arbitrary interior point. 
Let Q be a region in R2 and assume (H): Q is contained in a region Q’ whose 
harmonic Green’s function G(z, Z;) (2 = x + +, 1; = 5 + in, X, y, 5, 7 real 
satisfies 
(this includes in particular an infinite straight strip as well as any bounded region 
Q). A region satisfying (H) will be called admissible. 
For an admissible region Q the space Ho2(Q) can and in what follows will be 
normed by 
II u II = (s, I Au I2 dx dy)"', (8.2) 
and the problem (8.1) is meaningful, at least in the weak sense for any f E L2(Q). 
From Theorem 7.2 we immediately obtain the following, 
THEOREM 8.1. Let I2 be an admissible region and let {Sz,} be an increasing 
sequence of connected open subsets of Q with 8 = uz=, 12, . If the Hadamard 
conjecture is false fey Q then it is false for all but a$nite number of the Q,, . 
Let Q be a region in the plane such that: (a) .Q admits two parallel tangent 
lines L, and L, and Q is contained in the infinite strip whose boundary is L, u L, , 
(b) there is a line segment C joining L, and L, and whose interior lies in Q; 
in particular any bounded convex region satisfies (a) and (b). For such a region 
SIZ let L, , L, and C be fixed and for a > 0 let T, denote the unique orientation 
preserving affine transformation which leaves L, , L, and C invariant and is such 
that for z, 5 EL, 
It is clear then that lJa>O T&2 is the infinite strip with boundary L, u L, . Thus, 
by appealing to Duffin’s result concerning the infinite strip we have the following. 
580/35i3-8 
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COROLLARY 8.1. Let Q, T, be as above, then for all su$icient2?; large a, TJQ 
violates the Hadamard conjecture. 
In particular a long thin rectangle or a long thin ellipse will violate the con- 
jecture. Garabedian has shown, [14], that in fact the conjecture is violated 
by an ellipse whose major axis has no more than twice the length of the minor 
axis. 
Another well-known counter-example is that of the punctured disk. In 
fact, it has been shown, [12], [21] that the Szego conjecture, see [l 11, is false for 
such a region and a fortiori the Hadamard conjecture is also. 
We shall give an extremely simple proof that any admissible region whose 
boundary contains an isolated point violates the Hadamard conjecture. It will 
then follow readily from Theorem 8.1 that if Q’ is an admissible region and z 
an interior point of Q’ then for a sufficiently small neighborhood N of z the 
region D = Q’\N will violate the Hadamard conjecture. 
We require the following. 
LEMMA 8.1. Let 0 be an isolated point of the boundary of the plane region Q, 
(a) ifu E H,,2(Q) then 
lim 1 
s 
U(Z) ’ dz ’ - = 0 
r-10 Y ,z,=r IZI 
(8.3) 
(b) if u E C,,m(Q u (0)) and u(O) = 0 then u E Ho2(.Q). 
Remark. Lemma 8.1 implies that Ho2(Q) is of co-dimension 1 in 
Ho2(Q u (0)). Since these spaces are reproducing kernel spaces this fact enables 
one to compute the reproducing kernel for Ho2(Q) normed by (8.2), i.e. the 
Green’s function (8.1), when that for H,,2(Q u (0)) is known. 
We next state the following consequence of Lemma 8.1, the proof of the 
Lemma will then be indicated. 
PROPOSITION 8.1. Let Q be an admissible region such that 0 is an isolated 
point of 88. Then the positive cone K in H:(Q) is not generating, i.e. H,,2(Q) # 
K - K and consequently Sz violates the Hadamard conjecture. 
Proof. By Lemma 8.1 there exists a function w E Ho2(Q) such that 
4X + Iy) = x for .‘c2 + y2 sufficiently small. If w = u - v where u, v > 0 
on Q then u will fail to satisfy (8.3), and thus u # H,,2(Q) and K is not generating. 
It follows from Corollary 3.1 and Lemma 5.3 that D violates the Hadamard 
conjecture. 
Proof of Lemma 8.1. The proof is by standard arguments so only an indication 
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will be given. For (a) we first assume that u depends only on P = (x2 + y2)r12 
near 0, then for such a u and small r, 
so by the Schwarz inequality 
and the assertion follows. For general u E Ha2(Q) we can, after using a 




If u is as in (b) and in addition 
I u(z)l, I z I I grad 441, I p !2 I M.41 = WI .Z Ilte) 
as 1 ,z j -+ 0 for some E > 0 then it is easily verified that u E Hs2(s2). In view of 
Taylor’s Theorem it remains only to consider functions u, 2, E Cam(Q u (0)) 
such that on some neighborhood of 0 
u(x + iy) = x, v(x + iy) = y. 
Assume that two such functions are given and let, for E > 0, 
d4 = I z i’44, w&z) = / z jf w(z). 
then U, , V~ E Ha2(s2) f or all E > 0 and an elementary computation shows that 
hi 11 U, - U 11 = hi /I W, - W // = 0, 
where 11 1’. I/ is the norm defined by (8.2). It follows that u, z’ E Ha2(Q). 
9. APPLICATIONS TO SEMI-GROUPS 
Let s(t) be a strongly continuous semi-group of contractive linear operators 
on (real) L2 = L2(Q, Z, p) with generator --A. We can assume without loss of 
generality that there exists a constant p > 0 such that 
(Au, u) > t” I u I *, u EL2, (9.1) 
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and we shall also assume that the symmetric part of A dominates the skew 
symmetric part, i.e., that there exists a constant C such that 
(Au, v) < C(Au, u)(Av, v), 24, VEqA); (9.2) 
g(A) denotes the domain of A. 
We first give a refinement for this particular case of a result of Phillips, [19], 
characterizing the generator of a positivity preserving semi-group on a Banach 
lattice. Secondly, we generalize a result proved by Simon, [22], for the self- 
adjoint case and characterizing strict positivity of the semi-group s(t). We note 
that the assumption that the symmetric part of A is dominant rules out in par 
titular a semi-group on L2 which is induced by a semi-group of measure pre- 
serving transformations on Sz. 
Let X denote the completion of S(A) with respect to the inner product. 
[u, 4 = $((A% v)f (u, Av)), (9.3) 
and denote by i the continuous extension to X of the inclusion map a(A) CL2; 
we have, by (9.1), 
I iu I < CL-’ II u II, u E x; (9.4) 
the inner product on X is denoted by [., .] and the norm by /I .I], i.e. /[ u II2 = 
[u, u], u E X. By (9.2) the bilinear form (Au, V) on B(A) extends to a continuous 
bilinear form (., .) on X and 
(u, v) = (Au, iv), for u ~.58(A), v E X, (95) 
while by (9.3) 
I% VI = i((U> vi + (7.4 U>)> u, v E x. 
It follows from (9.5) and (9.6) that i is injective and thus the elements of X 
can be identified with (equivalence classes of) functions in L2. Let w E a(A”), 
i.e. let there exist a constant C’ such that 
I(& w)l < C’ I u I, all u E g(A) 
then in view of (9.4) the linear functional (A(.), w) extends to a continuous linear 
functional on X and thus there exists a o E X such that 
(u, v) = (Au, w), u E LB(A). 
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Since i is injective it follows from (9.5) that w = w and thus, since w Ed 
was arbitrary, g(A*) C X. Finally we note that since i is injective there exists 
a unique self-adjoint positive definite operator B on L2 such that 
[u, w] = (B(iu), iv), u, v E x, 
and X coincides with g(lj2); B is the symmetric part of A. 
LEMMA 9.1. Let the generator -A of the semi-group S(t) satisfy (9.1) and 
(9.2), then S(t) is analytic. 
Proof. We first extend A, B to the space L,” of complex-valued p-square- 
integrable functions and then note that if X is a complex number with Re X > 0 
then 
and 
I(4 4 + qu, 4 > I A 1 124. I27 u E 53(A) (9.7) 
j(B’12u, B1’2u) + A(u, u)] > 1 ,I 1 1 u 12, u E J~(B”~) (9.8) 
If for a fixed /\ the range of A + AZ is not dense in L2 then there exists w E L2 
such that 
(Au, w) + h(u, 4 = 0, all u E g(A). 
This implies however that w Ed@ C53(B1j2) and thus by (9.8) w = 0. It 
follows that the right half-plane is contained in the resolvant set of A and that 
II(AZ + A)-l !/ e ’ 
T’ 
for Re X > 0. 
It follows from standard results (e.g., Theorem 2.1, p. 101, [13]) that S(t) 
is analytic. 
By applying Theorem 6.1 we obtain the following characterization of those 
semi-groups S(t) which satisfy the above conditions and are positivity preserving, 
cf. Phillips, [I 91. 
THEOREM 9.1. The semi-group S(t) is positivity preserving if and onb ;f X 
is a Riesz space and 
<u+ 9 u-> < 0, UEX. 
Proof. As is well known, S(t) is positivity preserving if and only if the resol- 
vant (LZ + iz)-l is positivity preserving for all real positive X. This is an imme- 
diate consequence of the resolvant formula and the Hille approximation formula 
for S(t). The assertion is thus an immediate consequence of Theorem 6. I. 
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Let R be a locally compact Hausdorff space and let p be a Radon measure on 
Q. Suppose also that p(Q) < a and 1 E .53(A). Then Theorem 9.1 together with 
the main result of [2] implies the following representation for the symmetric 
part of ,4 when s(t) is positivity preserving, namely 
where A = {(x, x): x E Q> (J and v are Radon measures on B and (Q x Q)\d 
respectively and N is a non-negative definite local bilinear form such that 
N(u, 1) = 0 for all u Eg(B). 
LEMMA 9.2. If the semi-group S(t) is positivity preserving then for any f E L2 
with f > 0 
(Wf?f) > 03 t > 0. 
Proof. Let {tn} be a sequence of positive numbers converging to 0. Then 
for E > 0. 
(3 E Q:f(x) > c} c 5 fi {x E Q:f(x), (S*(t,)f)(x) >c} 
thus, for E small enough there exists an n, such that 
E = fi {x E 52: f (Lx), (S”(t,)f )(x) > e) 
k=9z,, 
has positive measure. Let E, n, , E be so determined. For any t 
we have 
(S(t)f,f) = (S(t - trc)fr s*(tk)f) 
provided t,; < t and thus 
(S(t)f,f) 2 E jE S(t - t?Jf 6 
> 0 and k 3 n, 
(9.4) 
The integral of S(t)f over E is analytic in t and not identically zero, so t, can be 
chosen so that the integral on the right in (9.4) does not vanish. This completes 
the proof. 
THEOREM 9.2. Let S(t) he positivity preserving, then the following are equi- 
valent : 
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(a) (Al + A)-l is strictly positive for all h > 0, 
(b) X is indecomposable, 
(c) S(t) is ergodic, 
(d) S(t) is strictly positive for t > 0. 
Proof. The equivalence of (a) and (b) follows from the results of section 5. 
The equivalence of (a) and (c) follows from the resolvant formula and (c) is 
clearly implied by (d). By virtue of Lemma 9.1 the proof given by Simon, [22] 
for the implication (c) implies (d) in the symmetric case can be extended to the 
more general case considered here. This goes as follows, if f, g E L2, f, g > 0 
then by ergodicity and analyticity (S(t) f, g) > 0 except for a discrete set of 
positive values of t. Let t, > 0 and let (S(t,) f, g) > 0, then there exists a w E L2 
such that 
0 < w < inf{S(t,) f, g}. 
Thus for t > t, 
(S(t)f,g) 2 (S(t - tJ w, 4 > 0. 
Since t, can be taken to be arbitrarily small it follows that S(t) is strictly positive 
for t > 0. 
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