In total, 70 interviews were undertaken for this study. More were held with LCG than with CMS as these were needed for a technical understanding of the WLCG and also because CMS's documentation provided a large amount of detail of analysis practices. The choice of interviewees aimed to be representative of the range of jobs descriptions and seniority levels within the collaborations and WLCG. Interviewees were chosen through attending meetings and approaching people who appeared relevant and knowledgeable, examining member lists, and through snowball sampling (asking interviewees for suggestions of other relevant people). For pragmatic reasons, interviews were mostly of physicists and CERN members associated with UK institutions (although not necessarily based in the UK) or working directly at CERN. This limitation does not significantly affect the findings as UK participants are highly active within experiments and WLCG. Further, UK institution's participants are international, reflecting the diversity evident at CERN.
Appendix B
Informants were asked a limited number of core questions (see examples below), and probed for elaborations and explanations. The questions were tailored for different interviewees but with emphasis on understanding work practices and technology of the grid as the goal for each interview. Interviews were recorded (with permission) and professionally transcribed, with transcriptions checked against the recordings. Where recording was not possible, notes were taken. As a snowball sampling method was used, many interviews ended with the question, "Who should we talk to next?" 
Appendix C
Extensive documentation was reviewed in order to understand physics analysis, WLCG, CRAB and CMS. The following table describes the key sources used. In addition to these formal sources various informal and unpublished emails, documents and presentations were reviewed. Online sources may have changed. Carminati, F., Cerello, P., Grandi, C., Van Herwijnen, E., Smirnova, O., and Templon, J. 2002 . "Common Use Cases for a HEP Common Application Layer (HEPCAL) -LHC Computing Grid," CERN, Geneva.
This document sets out the standard UML use-cases for the WLCG. It is common across all experiments and thus describes the generic work of physicists using the WLCG. It also defines the key terms such as "jobs." This was the 409 page soft-bound handbook given to each physicist within the CMS collaboration that provides a comprehensive manual for doing physics analysis of CMS data. Magini, N., Ratnikova, N., Rossman, P., Sánchez-Hernández, A., and Wildish, T. 2011. "Distributed Data Transfers in CMS," IOP Publishing.
Research paper discussing data transfer between sites of CMS. Andreeva, J., Anjum, A., Barrass, T., Bonacorsi, D., Bunn, J., Corvo, M., Darmenov, N., De Filippis, N., Donno, F., and Donvito, G. 2004 . "Use of Grid Tools to Support CMS Distributed Analysis," in Nuclear Science Symposium Conference Record (4), pp. 2029-2032.
Early paper discussing CMS proposals for interfaces to WLCG. d23 Britton, D., Clark, P., Coles, J., Colling, D., Doyle, A., Fisher, S., Irving, A., Jensen, J., McNab, A., and Newbold, D. 2004 . "A Grid for Particle Physics-From Testbed to Production," GridPP. Fanfani, A., Afaq, A., Sanches, J. A., Andreeva, J., Bagliesi, G., Bauerdick, L., Belforte, S., Bittencourt Sampaio, P., Bloom, K., and Blumenfeld, B. 2010. "Distributed Analysis in CMS," Journal of Grid Computing (8:2), pp. 159-179.
Research paper detailing CMS analysis system exploiting the WLCG. This includes a discussion of CRAB.
d28 Table C1 . Key Sources (Continued) Document Description Code Britton, D., Clark, P., Coles, J., Colling, D., Doyle, A., Fisher, S., Irving, A., Jensen, J., McNab, A., and Newbold, D. 2004 . "A Grid for Particle Physics-From Testbed to Production," Glasgow University Physics Department Working Paper, GLAS-PPE/2004-05.
Research paper outlining basics of running a grid for particle physics d29 Bird, I. G., Jones, B., and Kee, K. 2009. "The Organization and Management of Grid Infrastructures," IEEE Computer (42:1), pp. 36-46.
Research paper authored by the WLCG leader, and the director of the WGEE project. The paper outlines the fundamentals of the WLCG from the perspective of its leaders. 
Appendix D
The following tables provide evidence of the analysis process. Produce summaries of the key activities centered on the key themes from the data as temporally unfolding. Table E2 . Case study description. Summary documents. Table E7. 2. Elaborate what was happening within the case in mangle of practice terms, exploring intentionality, resistance, and accommodations.
Produce a detailed description of the different groups, and their intentionality. Elaborate the summary documents.
Summary documents. Table E2 , E3, E4, E7, and E8.
3. Considering the interesting mangling within this the work practice of the macroactors identified. Revising the theoretical perspective to focus on temporality.
Seeking the harnessing of material agency within the case study. Identifying the various resistance faced, and how such resistance was tuned. Exploring the temporal emergence of such practices. Reference Emirbayer, M., and Mische, A. 1998 . "What Is Agency?," American Journal of Sociology (103:4), pp. 962-1023.
The following tables result from the analysis. They are organized into three temporal dimensions, present, future, and past (reflecting the analysis).
Tensions That Predominate Around Gaining Grid Transparency (In Present)
The following two tables provide evidence to support the assertion that tensions exist in gaining grid transparency. Coordinating the evolution of sites joining the grid "It's the fact that [grid sites] are autonomous in a sense that they don't have to do what we tell them to do. So everybody has to agree that they will deploy a certain thing and these time lines and so on, so that the most difficult thing is just getting people to do things in a coordinated fashion and do it in a timely way." (i65)
"A large number of services across a large number of sites, something is happening almost every day you are having to upgrade it or fix it or something like that. And, again, because of the nature of the grid, if you do something here, you do affect many other sites." (i27)
Heterogeneous hardware which require testing in use.
"They've all got slightly differences in terms of hardware they purchased….There are subtle differences which mean that the way they installed the operating system's different and it's all built up complexity. And you can't test all eventualities until it's actually deployed....You don't always know why something's failing." (i30) "There are all sorts of weird problems…the way that different components will interoperate" (i49)
Heating, cooling and networking "Cooling power and also the network. Many sites have had huge problems with cooling, we have had unseasonably hot spells and things…as the resources that are needed grow, the cooling problem grows, the power problem grows, and then it looks like we might need to have a different solution. Regarding the network; we thought of this as being something that is fine, managed, reliable, never breaks. But you discover it does." (i27)
Poorly expressed requirements from the users "The requirements are not clear, because they can't be….This is a scale we have never really been at before. I think it is physically impossible for the experiments to sit down and write a requirements document….I think probably the underlying problem is it is so distributed." (i60)
Lack of expertise in management of data centers "There are a number of sites that are in the system now that don't have the experience of running you know, large scale time critical operations where you have to be called in you know, available to fix problems in the middle of the night because if you don't, you know, the accelerator stops working." (i49)
Challenge of testing without access to the experiments data and software "We don't have access to the experiment software directories for example. So we can't run jobs as a user within that [experiment] will access their data. So if the new Middleware doesn't somehow interface correctly with something, we won't see that until a real user comes along and tests it." (i30)
Fire in a data center The WLCG data center in Taipei suffered a fire and was out of action for two months: "It has been a disaster right now. the whole data center area are affected while it's the damage of the UPS battery cause the entire power system down and dust and smoke spread into other computer room in which all computing and storage facilities resided. Minor water leak have been observed while fire fighter trying to suppressing the fire in power room. We leave DC an hour ago, right now, the situation in data center are not acceptable for human to stay long." (email from data-center manager at the time) "So what happens in reality. And this is something we clearly see with the coming of real data [from CMS and the LHC]. The user needs to go to a conference and so needs to do some activity like producing results, which should go in a paper, and publication and so on. So they need to access some data and they know, well they don't know but the CRAB points them to a couple of sites, say three sites. At some point the user sees in real life, that a bunch of jobs continuously fails in a site. From the user point of view they don't care if the jobs are failing due to the fact that the site is failing due to [being] misconfigured, or for other kind of reasons like overload of the site, or problem with data-storage which is broken. So jobs are failing. So the user wants a way to say that my jobs should not go to that site since [the site] is preventing me to produce the results I need to do. If I can black list this site I know I can produce my results quicker." (i12) "I quite often try and send the job somewhere else, not use that particular grid site." (i4).
"[The grid] is mostly annoying because [particle physicists] are used to transparency, and the transparency goes away." (i70) "I use a tool called CRAB, which is a CMS tool which allows you to sort of specify places. You can specify places for it not to go to or places that it should go to. So I can try sending it somewhere else…you find out where the data is and then you tell the thing to send there."
"The current grid only provide the basic infrastructure there, so from the physicists, from the experiment, we have to develop a lot of things ourselves on top of the middle ware, what we call production systems, that deals with all the special requirements from us." (i66)
Tuning the WLCG by physicists creates resistance for the computer specialists "We are trying to find the best solution to each particular problem domain, integrate it into our release so everyone can use it. Now if there was a user sitting in isolation they would probably have to use what we provide, they don't really have much choice. But these users don't really exist so much, they all work for experiments with lots of influence and resources and everything….So they can bypass stuff. Bypassing is probably a pejorative phrase, it is just they choose to use an alternative route.… But certainly one of [computer specialists'] big services is workload management. So the idea is that [WMS] takes all your jobs and manages them for you, submits them to the right place, so you send them there and forget about them until you all come back. But on [your experiments interface such as CRAB] you can implement most of this stuff, if you want to, to your own satisfaction. And we find people have done that." (i40) "[Experiments] could start trying to pull out some of these bits for their own use [remove data centers from the grid]. That would break the whole idea of having a grid computing environment which other people can share when it's not being used. But there is a risk because they're main goal is to have something which allows them to do physics. If they feel that's not being provided, then they will find other ways of doing it." (i30) "First of all there are a lot more of them, a lot more of the particle physicist users, potential users, than there are of us. So if they have a problem they can go and solve it themselves, rather than coming to us and saying 'why don't you add this into your code for us?' There are just so many of them. If they don't like what we have done they can go away and write something else." (i47) Computing is a resource in achieving this.
Tensions of Developing and Sustaining Heterogeneity of Grid Infrastructures Which Orientates its Future
"We have one goal, which is to deliver the CMS experiment and win a Nobel Prize, that's the goal. And we are all working towards that." (i31) "They are driven by one fundamental thing. They want their experiment to work when the beam gets into the accelerator, okay? And that transcends everything else they do." (i42)
"My primary interest is physics, and I really see the grid as a tool to let me do physics." (i6)
"My real interest is physics....I am not actually that interested in computers, per se, for me they are a tool. I enjoy programming up to a point, but for me it is a means to an end." (i7)
"They work because of their passion to do science. So they, we strive to deliver the best result."
"[CERN] is vocational…this is the Mecca…this is why we get up in the morning." (i27)
A subset hold similar intentions but see the writing of software as a way to achieve this intention "We discovered from [WLCG] there were some problems with the…middleware. Some requirements were not completely [aligned] with the experiments." (i12) "So the experiments, rather than take the risk of not having things in place, have taken it upon themselves to develop their own applications which do more than WLCG envisioned or intended…they have big development groups working on grid-based technology simply because the functionality's not there yet." (i30) "We don't want it that all physicists need to know all the details of the grid and also about the CMS infrastructure." (i13) "[Software] written by CMS to solve their problems." (i31) "[CMS] got so fed up with this, they went to write their own middle section, the interface between the middleware and the, and the application." (i2)
The computer specialists intentions are broadly focused on production of a shared grid "I hoped we would set up a facility to enable LHC analysis that would be able to be operated by computer professionals without further intervention by academics." (i65) "My overall intention for [WLCG] was to solve the LHC computing problem. That is, to contribute to the creation of the world-wide LHC computing grid so that we, wearing another hat-the LHC experiment collaborations, could handle the data that we expected and, ultimately discover or rule out the Higgs." (i3)
"Each of the four [LHC] experiments could have somehow cooked up their own solutions and we would have some four things in parallel. [The grid] has brought us further and faster than we would have been."(i40) "In the vision the end user ought to be able to sit behind his terminal and say-run this joband it comes back some time later. And behind his screen he can't tell whether it's a mainframe or a bunch of PCs off in Iceland or something." (i60) "[WLCG's (UK)] vision is to create a computing infrastructure for UK particle physicists and originally proposed to support the LHC experiments but now supports other particle physics experiments, other physicists, researchers from numerous other disciplines and even small to medium enterprises." (d7) The projected future of the LHC detector influences their actions in the present.
"We know there is an accelerator being built, it is going to turn on, it has got a beam coming through it at a certain time, and you can't miss it, you have got to be there. And that really focuses people's minds, they realize they have to work together and get the thing going." (i67) "A hard deadline is when the LHC is switched on. By that time the computing infrastructure has to be ready, so that is why there was just this big push." (i59) "CERN is put big effort and big money of course, into developing the computing power…in developing and pushing the grid technology because…we believe that… you can't do the science if you don't have the computing power." (i69)
"[The LHC's anticipated the] first year will likely be characterized by a poorly understood detector, unpredictable machine performance, possibly inadequate computing infrastructure but also with the potential for significant physics discoveries. We…must be able to make that data…available to the collaboration so that their expertise can be brought to bear on detector, software, calibration and physics as effectively as possible." (d16)
"[CERN is] where all this clever technology was invented, you know, real sort of original developments in computing to meet the challenges… that's the way it progresses…this is tricky now. By 2014, 2015, this will not be challenging anymore, okay? So the hump year, the year you've got to get right [is the launch year]." (i2)
The projected future of ICT technology influences their actions in the present "After the initial provisioning of the computing systems for the start of data taking, computing resources will continue to ramp up to support running at increasing luminosities, rising to full nominal LHC luminosity. It is expected that through Moore's law, by exchanging out-of-date computing system components at a roughly 3-year cycle, the required performance and resource increases can be obtained at a roughly constant yearly budget." (d16) "Moore's law, which only stated that the transistor budget grows from one generation to the next, will continue to be true, but both the problems with basic physics and the longer verification time needed by more and more complex designs may start to delay the introductions of new process technology." (d36) "There will still be a large amount of local tape-based storage in the LHC era." (d36) "Any functioning grid in the future will have to be heterogeneous, okay, and that's what we don't have in particle physics…the [WLCG infrastructure] takes a cross section through and…it's actually doing a very specific solution now, okay?…If you never [focus on the heterogeneous grid] and you only do [a physics grid], you run the risk of never ever building a useful system that will ever work." (i42)
"As far as [high energy physics] is concerned, we can expect the current ten-gigabit technology to satisfy our needs for many years to come." (d36) "I'll use the word bespoke really. You know, where some of it is common and can be but some of it's just got to be done in a bespoke way." (i42)
"They were only getting something like one megabyte per second, per job, which is a complete nonsense because we'll easily get, I know, 10, 15, 20 megabytes per second." (i8)
"The expected rate of about 150Hz on disk, which CMS will reach at the start of the activity on 2007, implies that few PBytes of data per year will be stored and processed while the detector is collecting data...The most promising solution to cover all these task seems to be the grid paradigm." (d19)
Inertia of Different Installed Bases, Disciplinary Agencies and Conventions of Practice that Orientate to the Past
The following tables provide evidence of the inertia of different installed bases, of the disciplinary agencies and of the conversions of practice that orientates to the past. "The grid is built on the same Internet infrastructure as the web, but uses different tools. Middleware is one of these tools." (d7) "Steve's Jobs"/tests orient present and future action: "There is a new set of tests targeted at UK Resource Brokers. These send (non ATLAS) 'Hello World' jobs to each UK RB every 10 minutes to execute on any UK CE." (d26) "Providing diagnostic information which can help the systems administrators debug their site." (d7) The range of material artefacts impacting upon the grid's design "The current CERN network is based on standard Ethernet technology, where 24-port fast Ethernet switches and 12-port gigabit Ethernet switches are connected to multigigabit port backbone routers (3Com and Enterasys). The new network system needed for 2008 will improve the two involved layers by a factor 10 and the implementation of this will start in the middle of 2005. Later the performance in latency and throughput can be further improved by using Infiniband products" (d36, p. 80) "Data coming from the experiment data acquisition systems is written to tape in the CERN Tier-0 facility." (d36, p. 29)
Connections with tier 1 sites use "a detailed architecture based on permanent 10-gigabit light paths. These permanent light paths form an Optical Private Network (OPN) for the LHC Grid." (d36, p. 82) "General purpose connectivity between Tier-2s and Tier-1s will be comprised of a complex set of research initiatives world-wide that, as with the general Internet, will provide global connectivity permitting Tier-2-Tier-2 and Tier-2-Tier-1 communications to take place." (d36, p. 86)
"…was deployed as an interface to the CASTOR storage systems at CERN and UAB Barcelona, to the Rutherford Appleton Laboratory (RAL) ATLAS storage facility, and to IN2P3's HPSS system." (d24) (On the hierarchical organization of the grid) "CMS was actively involved in the MONARC project, whose work led to the concept of a Regional Center hierarchy as the best candidate for a cost-effective and efficient means of facilitating access to the data and processing resources." (d37) "The closer it gets to switch-on, the more they'll do quicker ad hoc jobs to get it done." (i42) "The way particle physicists works is it's very good at getting stuff done." (i39) "They are, essentially, very dirty programmers…they really will use the fastest way to get at something." (i4) "In physics, you just develop something, you make sure you get it running." (i59)
"So every physicist is a programmer." (i15)
"it is all very home-made, home brewed." (i68)
"Most particle physicists want to roll their sleeves up and get involved in all the technical detail of how it's done. And it's always been that way. You rarely would get somebody going to do their PhD in a particle physics group who said: oh I don't want to know about computing. I just want to do the analysis. It just doesn't happen.… It's always in the mentality." (i42) Also see articles (Galison 1997; Knorr-Cetina 1999; Pickering 1984; Traweek 1988 ) which detail the disciplinary practices.
A disciplinary agency of writing software as central to the practice of doing physics
Physicists program as part of their work, and are skilled at writing software.
"By and large, whether it's good or bad, we're all pretty technical when it comes to programming….You might think physicists should be operating at much higher level of dealing with pictures and boxes for analyzing data. But by and large they don't. They just write C++ and that's the end of the matter. We like doing it." (i42) "We are experimentalists, so we need to find ways to write code to analyze the data. One could easily say, well, okay, why don't you give the code to software people, to write proper code? But you need to put your physics intuition in the code so we may not write a perfect code that software engineer would write but on the other hand, we write codes that are mainly directed by physics intuition." (i30) "You can do purely physics just sitting in front of your computer and programing. You have the data and then you program to analyze the data. So programming is major." (i85) "[A] lot of people who go into high energy physics at least end up being pretty good in information technology and some form of coding because it's so heavy IT-based. They'll develop various applications." (i30) "I know that grid people complain about a lot is there are all these physicists turned computer scientists who are essentially improvising a bit, and I can't judge whether that is right or wrong, but I do suspect that computer scientists would probably solve things completely differently than a physicist would." (i4) "It's clear that everybody does computing you know, you go and find a particle physicists, and he's sitting in front of screen somewhere doing some computing." (i65)
"In order to complete, to complete his or her PhD, he should know, he should learn C++. Otherwise, he would find it very difficult to follow." (i69) "Developers want to deliver something that is perfect." (i60) "We have a complete specification. The specification changes slightly as we go along, as does the design. But we still have an overall plan." (i47) "Computer scientists are reengineering this type of thing, from scratch…what you really want is a combination, you want computer scientists working within the science community…you want software engineers…People who actually get experience in big products and stuff." (i5) "I think the whole challenge really is to make everything resilient, efficient and in the same way that we've done computing in the past, get to that sort of level of efficiency." (i58) "There's always been a long history of computing …at the forefront of computing... there's always been a strong computing, we've always had lots of computer experts cause we've always had system managers and people." (i65) "[For a long time,] there's been a body of people that have been looking at parallel computing/performance computing, distributed computing and so on you know, over time, looking at clustering, looking at having sites working together." (i49) "We've done distributed computing for many years…we've worked out a way of doing it and we're using grid to actually make that easier and improve it and extend it." (i54) "A lot of emphasis was put into designing architectures, in which you separate the concerns very much…of what the physicists will have to write and [what the] computer scientist has to write." (i15)
A disciplinary agency of running efficient systems Computer specialists are responsible for developing and running the grid efficiently.
" [We] will have some unit tests…we also have a set of system tests as well....Once we have actually got a build based on a tagged set of components then we go through tests, the testing time. Once we have actually got something that we are happy with…we have a consistent build …is then submitted." (i17) "The biggest thing is making it failsafe. That it'll operate 24 hours a clock without anybody having to be called. There's a lot of discipline in that when you're dealing with more than a couple of boxes. We're dealing with, today, three or four thousand and it will double in the next two or three years." (i49) "We use methodologies but just up to the limit that its appropriate for what we're trying to do…very often the spec is a know a priori." (i42) "We have the basic principles of software engineering that [you] go from having an automated system, to a test infrastructure, to using any tracker type of tool, for bug reporting, task management, etc. So this is mandatory." (i70) "There's this army of people in the background keeping it going, hopefully diminishing in numbers but at the hardware level, you're going to obviously have people dealing with failures and you're going to have to have the usual support help desks and the people responsible for fixing the middleware bugs." (i64)
