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Abstract
We derive the relativistic Vlasov equation from quantum Hartree dynamics for fermions with relativistic
dispersion in the mean-field scaling, which is naturally linked with an effective semiclassic limit. Similar
results in the non-relativistic setting have been recently obtained in [6]. The new challenge that we have
to face here, in the relativistic setting, consists in controlling the difference between the quantum kinetic
energy and the relativistic transport term appearing in the Vlasov equation.
1 Introduction
In this paper, we consider the time evolution of large systems of weakly interacting fermions with a relativistic
dispersion law. In particular, we are interested in systems of fermions in the mean ﬁeld regime. Particles are
initially conﬁned in a volume of order one and interact through a potential varying on length scales of order
one (so that each particles eﬀectively interact with all other particles).
Because of the Pauli principle, the kinetic energy of the particles is typically of order N4/3. To make sure
that the competition between kinetic and potential energy is non-trivial, the coupling constant in front of the
interaction potential should be small, proportional to N−2/3. Writing ε = N−1/3 and appropriately scaling the
mass of the fermions, we end up with the many-body Schrödinger equation
i∂tψN,t =
 N∑
j=1
√
1− ε2∆xj +
1
N
∑
i<j
V (xi − xj)
ψN,t (1.1)
for the N -particle wave function ψN,t ∈ L2a(R3N ), the subspace of L2(R3N ) consisting of functions that are
antisymmetric with respect to permutations. Remark that the mean-ﬁeld regime is linked with a semiclassical
limit, with ε = N−1/3 playing the role of Planck’s constant (the notation ε = N−1/3 will be used throughout
the rest of the paper).
In [8] it was shown, extending results obtained in the non-relativistic setting in [10, 7] and later also in
[5, 13, 4], that the reduced density γ(1)N,t = Ntr2,...,N |ψN,t〉〈ψN,t| associated with the solution of (1.1) can be
approximated, for initial data close to a Slater determinant with reduced density ωN satisfying certain natural
semiclassical commutator bounds, by the solution of the relativistic Hartree equation
iε∂tωN,t =
[√
1− ε2∆+ (V ∗ ρt), ωN,t
]
(1.2)
with initial data ωN,0 = ωN . Here we deﬁned ρt(x) = N−1ωN,t(x;x). At time t = 0, ωN,0 is the orthogonal
projection into the N -dimensional subspace of L2(R3) spanned by the orbitals building the initial Slater de-
terminant. It is then simple to check that, for all t ∈ R, ωN,t is an orthogonal projection with rank N and
therefore the reduced density of a new, evolved, Slater determinant. We normalize here reduced densities so
that tr γ(1)N,t = trωN,t = N for all t ∈ R.
1
Through ε = N−1/3, the Hartree equation (1.2) still depends on N . To understand what happens in the
limit as N → ∞, we introduce the Wigner transform of ωN,t, deﬁned as a function of the position x ∈ R3 and
of the velocity v ∈ R3 through
WN,t(x; v) =
ε3
(2pi)3
∫
dy ωN,t
(
x+
εy
2
;x− εy
2
)
e−iy·v (1.3)
and normalized so that ∫
dxdvWN,t(x; v) = ε
3 trωN,t = 1.
Observe that, with the Wigner transform WN,t one can reconstruct the reduced density ωN,t by Weyl quanti-
zation, i.e. we ﬁnd
ωN,t(x; y) = N
∫
dvWN,t
(
x+ y
2
, v
)
eiv·
(x−y)
ε (1.4)
Notice moreover thatWN,t is deﬁned so that
∫
WN,t(x; v)dv = N
−1ωN,t(x;x) is the density of particles localized
close to x and that, similarly,
∫
WN,t(x; v)dx is the density of particles with velocity close to v. On the other
hand, since WN,t is typically not positive, it cannot be interpreted as a density of particles on phase space (this
can be seen as an expression of Heisenberg’s uncertainty principle).
With (1.2), we can derive an equation for the evolution of the Wigner transform WN,t. We ﬁnd:
iε∂tWN,t(x, v) =
ε3
(2pi)3
∫
dy iε∂tωN,t (x+ εy/2, x− εy/2) e−iv·y
=
ε3
(2pi)3
∫
dy
[√
1− ε2∆, ωN,t
]
(x+ εy/2, x− εy/2) e−iv·y
+
ε3
(2pi)3
∫
dy [(V ∗ ρt)(x + εy/2)− (V ∗ ρt)(x− εy/2)]
× ωN,t (x+ εy/2, x− εy/2) e−iv·y
(1.5)
It is convenient to express the ﬁrst term on the r.h.s. of (1.5) in momentum space. Denoting by
ω̂N,t(p; q) =
1
(2pi)3
∫
ωN,t(x; y)e
−ix·peiy·qdxdy
the integral kernel of the operator ωN,t in momentum space, we can write
WN,t(x; v) =
ε3
(2pi)3
∫
dy ωN,t(x+ εy/2;x− εy/2)e−iy·v
=
ε3
(2pi)3
∫
dy
1
(2pi)3
∫
dpdq ω̂N,t(p; q)e
ip·(x+εy/2)e−iq·(x−εy/2)e−iy·v
=
ε3
(2pi)3
∫
dpdq ω̂N,t(p; q)e
i(p−q)·xδ(v − ε(p+ q)/2)
=
∫
dP ω̂N,t
(
v
ε
+
P
2
;
v
ε
− P
2
)
eiP ·x
Hence, we ﬁnd
ε3
(2pi)3
∫
dy
[√
1−∆, ωN,t
]
(x+ εy/2;x− εy/2)e−iv·y
=
ε3
(2pi)6
∫
dydpdq
(√
1 + ε2p2 −
√
1 + ε2q2
)
ω̂N,t(p; q)e
ip·(x+εy/2)e−iq·(x−εy/2)e−iv·y
=
ε3
(2pi)6
∫
dpdq
(√
1 + ε2p2 −
√
1 + ε2q2
)
ω̂N,t(p; q)e
ix·(p−q)e−iy·(v−ε(p+q)/2)
=
1
(2pi)3
∫
dP
(√
1 + ε2(P/2 + v/ε)2 −
√
1 + ε2(−P/2 + v/ε)2
)
ω̂N,t(P/2 + v/ε;−P/2 + v/ε)eiP ·x
2
Since √
1 + ε2(P/2− v/ε)2 −
√
1 + ε2(P/2 + v/ε)2 =
εP · v√
1 + v2
+O(ε2)
we expect that
ε3
(2pi)3
∫
dy
[√
1− ε2∆, ωN,t
]
(x + εy/2;x− εy/2)eiy·v
≃ ε
∫
dP
P · v√
1 + v2
ω̂N,t(P/2 + v/ε;−P/2 + v/ε)eiP ·x
= − iε v√
1 + v2
· ∇xWN,t(x, v)
in the limit N →∞ (and thus ε→ 0). Similarly (but staying this time in position space), we may expect that
the second term on the r.h.s. of (1.5) can be approximated by
ε3
(2pi)3
∫
dy [(V ∗ ρt)(x + εy/2)− (V ∗ ρt)(x − εy/2)]ωN,t(x + εy/2;x− εy/2)e−iv·y
≃ ε
3
(2pi)3
∫
dy∇(V ∗ ρt)(x) εy ωN,t(x+ εy/2;x− εy/2)e−iv·y = iε∇(V ∗ ρt)(x) · ∇vWN,t(x, v)
This heuristic computation suggests that, in the limit of large N , the Wigner transform WN,t associated with
the solution of the relativistic Hartree equation (1.2) converges to a limit Wt satisfying the relativistic Vlasov
equation
∂tWt +
v√
1 + v2
· ∇xWt +∇(V ∗ ρt) · ∇vWt = 0 (1.6)
with ρt(x) =
∫
Wt(x, v)dv.
The goal of this paper consists in deriving rigorous bounds establishing the convergence of the Hartree
dynamics governed by (1.2) towards the relativistic Vlasov equation (1.6). Similar results have been recently
obtained in [6] in the non-relativistic setting. Previous works concerning convergence towards the non-relativistic
Vlasov equation include [11, 1, 2, 3, 14] and [12, 15], where convergence was established directly starting from
the many-body quantum evolution. The new challenge that we have to face here, with respect to the non-
relativistic case, is the fact that the quantum kinetic energy gives a contribution to the evolution of the Wigner
transform (the ﬁrst term on the r.h.s. of (1.5)) that only approaches the transport term in the Vlasov equation
(1.6) in the limit ε → 0 (in the non-relativistic case, the correspondence between the commutator with the
Laplace operator at the quantum level and the transport term in the Vlasov equation is exact, for all ε > 0).
2 Main results
To state our results, we deﬁne some useful norms. For a function f deﬁned on the phase space (x, v) ∈ R3×R3
and for s ∈ N, we deﬁne the Sobolev norm
‖f‖2Hs =
∑
|β|≤s
∫
|∇βf(x, v)|2dxdv
where β = (β1, . . . , β6) ∈ N6 is a multi-index and |β| =
∑6
j=1 βj . For a ∈ N, we will also use the weighted norms
‖f‖2Hsa =
∑
|β|≤s
∫
(1 + x2 + v2)a |∇βf(x, v)|2
In our ﬁrst theorem, we show convergence in trace norm, under strong assumptions on the regularity of the
initial data. Recall that ε = N−1/3 throughout the paper.
3
Theorem 2.1. Let V ∈ W 2,∞ (R3). Let ωN be a sequence of reduced densities on L2 (R3), with trωN =
N, 0 ≤ ωN ≤ 1 and with Wigner transform WN satisfying ‖WN‖H62 ≤ C, uniformly in N . We denote by ωN,t
the solution of the relativistic Hartree equation
iε ∂tωN,t =
[√
1− ε2∆+ (V ∗ ρt) , ωN,t
]
(2.1)
with ρt(x) = N
−1ωN,t(x;x) and initial data ωN . On the other hand, we denote by W˜N,t the solution of the
Vlasov equation
∂tW˜N,t +
v√
1 + v2
· ∇xW˜N,t = ∇ (V ∗ ρ˜t) · ∇vW˜N,t (2.2)
with ρ˜t(x) =
∫
dv W˜N,t(x, v) and with initial data W˜N,0 =WN . Moreover, let w˜N,t be the Weyl quantization of
W˜N,t defined as in (1.4). Then, there exists a constant C > 0 (depending on ‖V ‖W 2,∞ and on supN ‖WN‖H24 ,
but not on the higher Sobolev norms of WN ) such that
tr |ωN,t − ω˜N,t| ≤ CNε exp(C exp(C|t|))
[
1 +
4∑
k=1
εk sup
N
‖WN‖Hk+22
]
. (2.3)
Remark 2.2. In the non-relativistic setting, the well-posedness of the Vlasov equation has been established in
[9]. As shown in [6, Appendix A], the proof of [9] can be generalized to complex valued initial data. It is also
easy to check that the same arguments can be used for the relativistic Vlasov equation (2.2).
In the next theorem, we relax partly the regularity assumptions on the initial data. In contrast to Theorem
2.1, we only obtain bounds for the Hilbert-Schmidt norm of the diﬀerence ωN,t − ω˜N,t.
Theorem 2.3. Let V ∈ L1 (R3) be such that∫
dp |V̂ (p)|(1 + |p|3) <∞. (2.4)
Let ωN be a sequence of reduced densities on L
2
(
R3
)
, with trωN = N, 0 ≤ ωN ≤ 1 and with Wigner transform
WN satisfying ‖WN‖H22 ≤ C, uniformly in N . As in Theorem 2.1, we denote by ωN,t the solution of the
relativistic Hartree equation (2.1) with initial data ωN and by ω˜N,t the Weyl quantization of the solution W˜N,t
of the Vlasov equation 2.2 with initial data W˜N,0 = WN . Then, there exists a constant C > 0 depending only
on supN ‖WN‖H22 and on the integral (2.4), such that
‖ωN,t − ω˜N,t‖HS ≤ C
√
Nε exp(C exp(C|t|)).
From a slightly diﬀerent perspective, it is also possible to assume convergence of the Wigner transform WN
of the initial reduced density ωN towards a classical probability density W0 and to compare then the Wigner
transform WN,t of the solution of the Hartree equation (2.1) with initial data ωN with the solution Wt of the
Vlasov equation (2.2), with initial data W0. In this case, the rate of the convergence in the Hilbert-Schmidt
norm is established in the next theorem, under the same regularity assumptions appearing in Theorem 2.3
above.
Theorem 2.4. Let V ∈ L1 (R3) be such that (2.4) holds true. Let ωN be a sequence of reduced densities on
L2
(
R3
)
, with tr ωN = N, 0 ≤ ωN ≤ 1 and with Wigner transform WN satisfying ‖WN‖H22 ≤ C, uniformly in
N . Furthermore, let W0 be a probability density on R
3 × R3 with ‖W0‖H22 <∞ and such that
‖WN −W0‖1 ≤ CκN,1, and ‖WN −W0‖2 ≤ CκN,2
4
for sequences κN,1, κN,2 ≥ 0 with κN,j → 0 as N → ∞ for j = 1, 2. Let ωN,t denote the solution of the
relativistic Hartree equation (2.1) with initial data ωN and let WN,t be its Wigner transform. On the other
hand, let Wt denote the solution of the Vlasov equation
∂tWt +
v√
1 + v2
· ∇xWt = ∇ (V ∗ ρt) · ∇vWt,
with ρt(x) =
∫
Wt(x, v)dv and with initial data Wt=0 =W0. Then we have
‖WN,t −Wt‖ ≤ Cε exp(exp(C|t|)) + C(κN,1 + κN,2) exp(C|t|). (2.5)
In the next two theorems we relax the regularity conditions of the initial data. As a consequence, the next
two theorems can be applied for initial data approximating ground states of conﬁned systems. The price we
have to pay to extend the class of admissible data is that we only show convergence after testing against a semi
classical observable.
Theorem 2.5. Let V ∈ L1 (R3) such that∫
dp |V̂ (p)|(1 + |p|4) <∞. (2.6)
Let ωN be a sequence of reduced densities on L
2
(
R3
)
, with trωN = N , 0 ≤ ωN ≤ 1, such that
tr |[x, ωN ]| ≤ CNε, tr |[ε∇, ωN ]| ≤ CNε. (2.7)
We assume that the Wigner transform WN of ωN is such that
‖WN‖W 1,1 =
∑
|β|≤1
∫
dx dv |∇βWN (x, v)| ≤ C
uniformly in N . Let ωN,t be the solution of the Hartree equation (2.1) with initial data ωN . On the other hand,
let ω˜N,t be the Weyl quantization of the solution W˜N,t of the Vlasov equation (2.2) with initial data WN . Then,
there exists a constant C > 0, such that
|tr eip·x+q·ε∇(ωN,t − ω˜N,t)| ≤ CNε(1 + |p|+ |q|)2 exp(exp(C|t|))
for all p, q ∈ R3, t ∈ R.
The trace of the diﬀerence ωN,t−ω˜N,t tested against an observable of the form exp(ip·x+ε∇·q), as appearing
in the theorem above, can be expressed in terms of Wigner transforms. For ωN an arbitrary fermionic density,
we have
tr eip·x+q·ε∇ωN =
∫
dx eiq·peip·xωN (x− εq;x)
=N
∫
dxdv WN (x, v)e
ip·xeiq·v = NŴN (p, q),
where ŴN (p, q) denotes the Fourier transformation of WN (x, y).
Theorem 2.6. Let V ∈ L1 (R3) satisfy (2.6). Let ωN be a sequence of reduced densities on L2 (R3), with
trωN = N, 0 ≤ ωN ≤ 1 and such that (2.7) holds true. We assume that the Wigner transform WN of ωN is
such that ‖WN‖W 1,1 ≤ C uniformly in N . Furthermore, let W0 ∈W 1,1
(
R3 × R3) be a probability density, such
that
‖WN −W0‖1 ≤ κN
for a sequence κN with κN → 0 as N → ∞. Let ωN,t be the solution of the Hartree equation (2.1) with initial
data ωN and let WN,t be the Wigner transform of ωN,t. On the other hand, let Wt denote the solution of initial
data W0. Then we have
sup
p,q
1
(1 + |p|+ |q|)2
∣∣∣ŴN,t(p, q)− Ŵt(p, q)∣∣∣ ≤ C(ε+ κN ) exp(exp(C|t|))
5
3 Trace norm convergence for regular data
In this section we prove Theorem 2.1. The proof is an adaptation of the proof of [6, Theorem 2.1]. First of
all, we observe that the Weyl quantization (1.4) associated with the solution W˜N,t of the relativistic Vlasov
equation (2.2) satisﬁes the equation
iε∂tω˜N,t = AN,t +BN,t
where the operator AN,t has the momentum space kernel
ÂN,t(p; q) =
ε2(p− q) · (p+ q)
2
√
1 + ε
2
4 (p− q)2
̂˜ωN,t(p; q)
while the operator BN,t has the position space kernel
BN,t(x; y) = (x− y) · ∇(V ∗ ρ˜t)
(
x+ y
2
)
ω˜N,t(x; y)
To compare the solution ωN,t of the relativistic Hartree equation (2.1) with ω˜N,t, it is convenient to switch
to the interaction picture. To this end, we deﬁne the time-dependent relativistic Hartree Hamiltonian
hH(t) =
√
1− ε2∆+ (V ∗ ρt) (x),
and the corresponding two-parameter group of unitary transformations U(t; s) satisfying
iε ∂t U(t; s) = hH(t)U(t; s) (3.1)
with U(s; s) = 1 for all s ∈ R. Under the assumptions on the interaction V , the existence of the dynamics
U(t; s) can be shown by constructing ﬁrst the dynamics in the interaction picture (the time-dependent gen-
erator exp(it
√
1− ε2∆) (V ∗ ρt) (x) exp(−it
√
1− ε2∆) of the evolution W(t; s) = eit
√
1−ε2∆U(t; s)e−is
√
1−ε2∆
is bounded and depends continuously on t; standard results guarantee the existence of W(t; s) and thus of
U(t; s) = e−it
√
1−ε2∆W(t; s)eis
√
1−ε2∆). Then, we compute
iε ∂t U∗(t; 0)(ωN,t − ω˜N,t)U(t; 0) = − U∗(t; 0) [hH(t), ωN,t − ω˜N,t]U(t; 0)
+ U∗(t; 0) ([hH(t), ωN,t]−AN,t −BN,t)U(t; 0)
= U∗(t; 0)
([√
1− ε2∆, ω˜N,t
]
− AN,t
)
U(t; 0)
+ U∗(t; 0) [V ∗ (ρt − ρ˜t), ω˜N,t]U(t; 0) + U∗(t; 0)CN,t U(t; 0)
(3.2)
where the operator CN,t has the position space kernel
CN,t(x; y) =
[
(V ∗ ρ˜t)(x) − (V ∗ ρ˜t)(y)−∇(V ∗ ρ˜t)
(
x+ y
2
)
· (x− y)
]
ω˜N,t(x; y)
Since ωN,0 = ω˜N,0 = ωN , we obtain integrating over time and taking the trace norm
tr |ωN,t − ω˜N,t| = 1
ε
∫ t
0
ds tr |[
√
1− ε2∆, ω˜N,s]−AN,s|
+
1
ε
∫ t
0
ds tr |[V ∗ (ρs − ρ˜s), ω˜N,s]|+ 1
ε
∫ t
0
ds tr |CN,s|
(3.3)
The two terms on the second line can be estimated exactly as in the non-relativistic setting. Proceeding as in
[6, (3.6)-(3.13)] and as in [6, (3.14)-(3.16)] and using Proposition 6.3 below to propagate the regularity of the
solution of the relativistic Vlasov equation, we ﬁnd
1
ε
∫ t
0
ds tr |[V ∗ (ρ˜s − ρ), ω˜N,s]| ≤ C
∫ t
0
ds eC|s|tr |ωN,s − ω˜N,s|
+ CeC|t|Nε
[
‖WN‖H22 + ε‖WN‖H32 + ε
2‖WN‖H42
]
,
(3.4)
6
and, similarly,
tr |CN,s| ≤ CeC|s|Nε2
[
‖WN‖H22 + ε‖WN‖H32 + ε
2‖WN‖H42 + ε
3‖WN‖H52
]
. (3.5)
for a constant C > 0 depending on ‖WN‖H22 but not on higher Sobolev norms of WN .
Next, we bound the ﬁrst term on the r.h.s. of (3.3). We notice that
tr |[
√
1− ε2∆ , ω˜N,s]−AN,s| ≤ C
√
N‖DN,s‖HS (3.6)
where we deﬁned the operator
DN,s = (1− ε2∆)(1 + x2)
(
[
√
1− ε2∆, ω˜N,s]−AN,s
)
(3.7)
and we used the fact that
‖(x2 + 1)−1(1 − ε2∆)−1‖HS ≤ C
√
N .
To estimate the Hilbert-Schmidt norm of (3.7), we write its momentum space kernel as
D̂N,s(p; q) = (1 + ε
2p2)(1 −∆p)F (p; q) ̂˜ωN,s(p; q)
with
F (p; q) =
√
1 + ε2p2 −
√
1 + ε2q2 − ε
2
2
(p− q) · (p+ q)√
1 + ε
2
4 (p+ q)
2
(3.8)
We decompose
D̂N,s(p; q) = (1 + ε
2p2) [F (p; q)−∆pF (p; q)] ̂˜ωN,s(p; q)
− 2(1 + ε2p2)∇pF (p; q) · ∇p ̂˜ωN,s(p; q)
− (1 + ε2p2)F (p; q)(∆p ̂˜ωN,s(p; q)) =: ∑
j=1,2,3
D̂
(j)
N,s(p; q)
(3.9)
For any twice continuously diﬀerentiable function f and for any p, q ∈ R3, we can write
f(p) = f
(
p+ q
2
+
p− q
2
)
= f
(
p+ q
2
)
+
∫ 1
0
dκ
p− q
2
· (∇f)
(
p+ q
2
+ κ
p− q
2
)
= f
(
p+ q
2
)
+
p− q
2
· (∇f)
(
p+ q
2
)
+
3∑
i,j=1
∫ 1
0
dκ
∫ κ
0
dr (∂ijf)
(
p+ q
2
+ r
p− q
2
)
(p− q)i(p− q)j
4
Choosing f(p) =
√
1 + ε2p2 and then applying the same formula with p and q switched, we ﬁnd
F (p; q) =
1
4
∫ 1
0
dκ
∫ κ
0
dr
×
ε2(p− q)2
 1(
1 + ε2
(
p+q
2 + r
p−q
2
)2)1/2 − 1(
1 + ε2
(
p+q
2 − r p−q2
)2)1/2

+ε4
 ((p− q) · (p+q2 + r p−q2 ))2(
1 + ε2
(
p+q
2 + r
p−q
2
)2)3/2 −
(
(p− q) · (p+q2 − r p−q2 ))2(
1 + ε2
(
p+q
2 − r p−q2
)2)3/2


(3.10)
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From this expression, we obtain the bounds
(1 + ε2p2)|F (p; q)| ≤ Cε2|p− q|2(1 + ε2|p+ q|2)1/2 + Cε4|p− q|4
(1 + ε2p2)|∇pF (p; q)| ≤ Cε2|p− q|(1 + ε2|p+ q|2)1/2 + Cε5|p− q|4
(1 + ε2p2)|∆pF (p; q)| ≤ Cε2(1 + ε2|p+ q|2)1/2 + Cε6|p− q|4
(3.11)
Using (3.11), we can estimate
‖D(1)N,s‖2HS =
∫
dpdq |D̂(1)N,s(p; q)|2
≤ Cε4
∫
dpdq
∣∣∣(1 + (p− q)2)(1 + ε2(p+ q)2)1/2 ̂˜ωN,s(p; q)∣∣∣2
+ Cε8
∫
dpdq
∣∣∣(p− q)4 ̂˜ωN,s(p; q)∣∣∣2
(3.12)
We compute
(p− q)4 ̂˜ωN,s(p; q) = (p− q)4
(2pi)3
∫
dxdy ω˜N,s(x; y)e
−ix·peiy·q
=
N(p− q)4
(2pi)3
∫
dxdydv W˜N,s
(
x+ y
2
, v
)
eiv·
x−y
ε e−ix·peiy·q
= (p− q)4
∫
dR W˜N,s
(
R,
ε(p+ q)
2
)
e−iR·(p−q)
=
∫
dR (∆2RW˜N,s)
(
R,
ε(p+ q)
2
)
e−iR·(p−q)
and, similarly,
(1 + (p− q)2)(1 + ε2(p+ q)2)1/2 ̂˜ωN,s(p; q)
=
∫
dR (1 + ε2(p+ q)2)1/2[(1 −∆R)W˜N,s]
(
R,
ε(p+ q)
2
)
e−iR·(p−q)
With (3.12), changing variables to v = ε(p+ q)/2 and w = p− q, this implies that
‖D(1)N,s‖2HS ≤ CNε4
∫
dxdv (1 + v2)|(1−∆x)W˜N,s(x, v)|2 + CNε8
∫
dxdv |∆2xW˜N,s(x, v)|2
≤ CNε4‖W˜N,s‖2H21 + CNε
8‖W˜N,s‖H40
(3.13)
The Hilbert-Schmidt norm of the second term on the r.h.s. of (3.9) can be bounded by
‖D(2)N,s‖2HS =
∫
dpdq |D̂(2)N,s(p; q)|2
≤ Cε4
3∑
ℓ,j=1
∫
dpdq
∣∣∣(1 + ε2(p+ q)2)1/2(p− q)ℓ ∂pj ̂˜ωN,s(p; q)∣∣∣2
+ Cε10
3∑
j=1
∫
dpdq
∣∣∣(p− q)4 ∂pj ̂˜ωN,s(p; q)∣∣∣2
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We have
(p− q)4∂pj ̂˜ωN,s(p; q) = −iN(p− q)4(2pi)3
∫
dxdydv xj W˜N,s
(
x+ y
2
, v
)
e−ix·peiy·qeiv·
x−y
ε
=
−iN(p− q)4
(2pi)3
∫
dRdrdv W˜N,s
(
Rj +
rj
2
)
W˜N,t (R, v) e
−iR·(p−q)e−ir·(
p+q
2 − vε )
= − i(p− q)4
∫
dR e−iR·(p−q)
×
[
Rj W˜N,s
(
R,
ε(p+ q)
2
)
− iε
2
(∂vjW˜N,s)
(
R,
ε(p+ q)
2
)]
=
∫
dR e−iR·(p−q)
×
{
∆2R
[
−iRjW˜N,s(R, ε(p+ q)/2)− ε
2
(∂vjW˜N,s)(R, ε(p+ q)/2)
]}
(3.14)
where ∇v indicates the derivative with respect to the velocity components of W˜N,t. Similarly, we ﬁnd
(1 + ε2(p+ q)2)1/2(p− q)ℓ ∂pj ̂˜ωN,s(p; q)
=
∫
dR e−iR·(p−q)(1 + ε2(p+ q)2)1/2
×
{
∂Rℓ
[
Rj W˜N,s
(
R,
ε(p+ q)
2
)
− i ε
2
(∂vjW˜N,s)
(
R,
ε(p+ q)
2
)]} (3.15)
Hence
‖D(2)N,s‖2HS ≤ CNε4
3∑
ℓ,j=1
∫
dxdv (1 + v2)
∣∣∣∣∂xℓ [xjW˜N,s(x, v) − iε2 (∂vjW˜N,s)(x, v)
]∣∣∣∣2
+ CNε10
3∑
j=1
∫
dxdv
∣∣∣∆2x [−ixjW˜N,s(x, v) − ε2(∂vjW˜N,s)(x, v)]∣∣∣2
≤ CNε4‖W˜N,s‖2H12 + CNε
6‖W˜N,s‖2H21 + CNε
10‖W˜N,s‖2H41 + CNε
12‖W˜N,s‖H50
(3.16)
As for the Hilbert-Schmidt of the third term on the r.h.s. of (3.9), (3.11) implies that
‖D(3)N,s‖2HS ≤ Cε4
∫
dpdq
∣∣∣(1 + ε2(p+ q)2)1/2∆p ̂˜ωN,s(p; q)∣∣∣2
+ Cε12
∫
dpdq
∣∣∣(p− q)4∆p ̂˜ωN,s(p; q)∣∣∣4 (3.17)
Analogously to (3.14) and (3.15), we can write
(p− q)4∆p ̂˜ωN,s(p; q)
=
∫
dR e−iR·(p−q)
×
{
∆2R
[
R2W˜N,s
(
R,
ε(p+ q)
2
)
− iεR · (∇vWN,s)
(
R,
ε(p+ q)
2
)
− ε
2
4
∆vWN,s
(
R,
ε(p+ q)
2
)]}
and
(1 + ε2(p+ q)2)1/2∆p ̂˜ωN,s(p; q)
=
∫
dR e−iR·(p−q) (1 + ε2(p+ q)2)1/2
×
[
R2W˜N,s
(
R,
ε(p+ q)
2
)
− iεR · (∇vWN,s)
(
R,
ε(p+ q)
2
)
− ε
2
4
∆vWN,s
(
R,
ε(p+ q)
2
)]
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Inserting in (3.17), we conclude that
‖D(3)N,s‖2HS ≤ Cε4N
∫
dxdv (1 + v2)
∣∣∣∣x2W˜N,s(x, v)− iεx · ∇vW˜N,s(x, v)− ε24 ∆vW˜N,s(x, v)
∣∣∣∣2
+ Cε12N
∫
dxdv
∣∣∣∣∆2x [x2W˜N,s(x, v) − iεx · ∇vW˜N,s(x, v)− ε24 ∆W˜N,s(x, v)
]∣∣∣∣2
≤ CNε4‖W˜N,s‖2H02 + CNε
6‖W˜N,s‖2H12 + CNε
8‖W˜N,s‖2H21 + CNε
12‖W˜N,s‖2H42
+ CNε14‖W˜N,s‖H51 + Cε16N‖W˜N,s‖H60
Combining the last bound with (3.13) and (3.16) we obtain (estimating for simplicity all weights with
(1 + x2 + v2)2)
‖DN,s‖HS ≤ C
√
Nε2‖W˜N,s‖H22 + C
√
Nε4‖W˜N,s‖H42 + C
√
Nε6‖W˜N,s‖H52 + C
√
Nε8‖W˜N,s‖H62
≤ C
√
N ε2 eK|t|
{
‖WN‖H22 + ε
2‖WN‖H42 + ε
4‖WN‖H52 + ε
6‖WN‖H62
}
where we used Proposition 6.3 to propagate the regularity of the solution of the relativistic Vlasvo equation.
Inserting in (3.6), we conclude that
tr |[
√
1− ε2∆ω˜N,s]−AN,s| ≤ CNε2eK|t|
{
‖WN‖H22 + ε2‖WN‖H42 + ε4‖WN‖H52 + ε6‖WN‖H62
}
Together with (3.4) and (3.5), we obtain from (3.3) that
tr |ωN,t − ω˜N,t| ≤ C
∫ t
0
eC|s|tr |ωN,s − ω˜N,s|+ CNε eK|t|
4∑
j=0
εj‖WN‖Hj+22
By Gronwall’s Lemma, we arrive at
tr |ωN,t − ω˜N,t| ≤ CNε exp(C exp(C|t|))
4∑
j=0
εj‖WN‖Hj+22
for a constant C > 0 that may depend on the H22 norm of WN , but not on its higher Sobolev norms. This
concludes the proof of Theorem 2.1.
4 Hilbert-Schmidt norm convergence
In this Section, we prove Theorem 2.3 and Theorem 2.4. To this end, we proceed similarly as in [6, Section
4], i.e. we approximate the initial Wigner transform WN by a regularized data W kN , satisfying the assumptions
of Theorem 2.1. Using the inital data W kN and its Weyl quantization ω
k
N , we construct the solution of the
relativistic Vlasov equation W˜ kN,t and of the relativistic Hartree equation ω
k
N,t. With Theorem 2.1, we compare
ωkN,t with ω˜
k
N,t, the Weyl quantization of W˜
k
N,t. At the end, we remove the regularization, comparing ω
k
N,t with
ωN,t and, separately, ω˜kN,t with ω˜N,t.
Regularization of initial data. For k > 0, we deﬁne
gk(x, v) :=
k3
(2pi)3
e−
k
2 (x
2+v2)
and
W kN (x, v) = (WN ∗ gk) (x, v) =
∫
dx′ dv′ gk(x− x′, v − v′)WN (x′, v′).
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It is simple to show that W kN satisﬁes
‖W kN‖Hj2 ≤ C‖WN‖H22 if j ≤ 2, and
‖W kN‖Hj2 ≤ Ck
j−2
2 ‖WN‖H22 for j = 3, . . . , 6.
(4.1)
Furthermore, we notice that
‖WN −W kN‖Hsa ≤
C√
k
‖WN‖Hs+1a (4.2)
for s = 0, 1 and a > 0 (here we use the convention H0 = L2). We denote by ωkN the Weyl quantization of W
k
N .
From (1.3) and (1.4), we ﬁnd
ωkN(x; y) =
1
(2pi)3
∫
dw dz e−
z2
2 e−
w2
2
[
e
ix· w
ε
√
k e
z√
k
·∇
ωN e
− z√
k
·∇
e
−ix· w
ε
√
k
]
(x; y)
Thus, ωkN is a convex combination of fermionic densities and, hence, a fermionic density itself (i.e. 0 ≤ ωkN ≤ 1
and trωkN = N). From (4.2), we ﬁnd
‖ωN − ωkN‖HS =
√
N‖WN −W kN‖L2 ≤ C
√
N
k
‖WN‖H1 . (4.3)
Notation. We denote by ωN,t and ωkN,t the solution of the Hartree equation with the initial data ωN and,
respectively ωkN . On the other hand, ω˜N,t and ω˜
k
N,t denote the Wigner transform of the solutions W˜N,t and
W˜ kN,t of the Vlasov equation with initial data WN and respectively W
k
N . Since the Vlasov equation preserves
Lp-norms, we have
‖ω˜N,t‖HS =
√
N ‖W˜N,t‖2 =
√
N ‖WN‖2
and similarly
‖ω˜kN,t‖HS =
√
N ‖W kN‖2
for all t ∈ R. To prove Theorem 2.3 we need to compare ωN,t with ω˜N,t. To this end, we will ﬁrst compare ωkN,t
and ω˜kN,t. Afterwards, we will compare separately ωN,t with ω
k
N,t and ω˜N,t with ω˜
k
N,t.
Comparison of ωkN,t with ω˜
k
N,t. We show here that
‖ωkN,t − ω˜kN,t‖HS ≤ CN1/2ε exp(C exp(C|t|))
[
1 + (ε
√
k)4
]
(4.4)
for a constant C depending on supN ‖WN‖H22 (but not on higher Sobolev norms).
To prove (4.4), we use Theorem 2.1, which implies, with (4.1), that
‖ωkN,t − ω˜kN,t‖tr ≤ CNε exp(C exp(C|t|))
[
1 + (ε
√
k)4
]
(4.5)
for a constant C depending on supN ‖WN‖H22 .
To estimate the diﬀerence ωkN,t − ω˜kN,t in Hilbert-Schmidt norm, we proceed as we did to derive (3.3). We
ﬁnd
‖ωkN,t − ω˜kN,t‖HS ≤
1
ε
∫ t
0
ds ‖[
√
1− ε2∆, ω˜kN,s]−AkN,s‖HS
+
1
ε
∫ t
0
ds ‖[V ∗ (ρks − ρ˜ks ), ω˜kN,s]‖HS +
1
ε
∫ t
0
ds ‖CkN,s‖HS
(4.6)
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where AN,s is the operator with the momentum space integral kernel
ÂN,s(p; q) =
ε2(p− q) · (p+ q)
2
√
1− ε24 (p− q)2
̂˜ωkN,t(p; q)
while CN,s is the operator with the position space kernel
CN,s(x; y) =
[
(V ∗ ρ˜kt )(x)− (V ∗ ρ˜kt )(y)−∇(V ∗ ρ˜kt )
(
x+ y
2
)
· (x− y)
]
ω˜kN,t(x; y)
Proceeding as in [6, (4.5)-(4.9)], using (4.5) (to estimate the diﬀerence ρks − ρ˜ks) and the propagation of
regularity for the solution of the relativistic Vlasov equation established in Prop. 6.3 below, we show that the
last two summands on the r.h.s. of (4.6) are bounded by
‖[V ∗ (ρks − ρ˜ks ), ω˜kN,s]‖HS ≤ C
√
Nε2 exp(C exp(C|s|))
[
1 + (ε
√
k)4
]
(4.7)
and, respectively, by
‖CN,s‖HS ≤ C
√
Nε2eC|s|. (4.8)
for a constant C depending on supN ‖WN‖H22 .
To control the ﬁrst term in (4.6), we notice that, in momentum space, the operator [
√
1− ε2∆, ω˜kN,s]−AkN,s
has the integral kernel F (p; q)̂˜ωkN,s(p; q) with F deﬁned as in (3.8). Using the representation (3.10), we obtain,
similarly as in (3.11), the bound
|F (p; q)| ≤ Cε2|p− q|2
which implies that∥∥∥[√1− ε2∆, ω˜kN,s]−AkN,s∥∥∥2
HS
≤ C
∫
dpdq ε4 |p− q|4
∣∣∣∣̂˜ωkN,s(p; q)∣∣∣∣2
≤ C
∥∥[ε∇, [ε∇, ω˜kN,s]]∥∥2HS
≤ Cε2N‖W˜ kN,s‖2H2 ≤ Cε2N‖W kN‖H2eC|s| ≤ Cε2NeC|s|
using again Prop. 6.3 and (4.1). Inserting (4.7), (4.8) and the last estimate in the r.h.s. of (4.6), we obtain
(4.4).
Comparison of ωkN,t with ωN,t. Here, we show that
‖ωN,t − ωkN,t‖HS ≤ C
√
N exp(C|t|)
(
ε+
1√
k
)
(4.9)
adapting the strategy of [6, Section 3] to the relativistic setting.
Let U(t; s) be the two-parameter group of unitary transformations satisfying
iε∂t U(t; s) = hH(t)U(t; s) (4.10)
with U(s; s) = 1 for all s ∈ R and with the time-dependent generator hH(t) =
√
1− ε2∆ + (V ∗ ρt) where
ρt(x) = N
−1ωN,t(x;x). We ﬁnd
ωN,t − ωkN,t = U(t; 0)
(
ωN − U∗(t; 0)ωkN,tU(t; 0)
)U∗(t; 0)
= U(t; 0) (ωN − ωkN)U∗(t; 0) + 1iε
∫ t
0
ds U(t; s) [V ∗ (ρs − ρks ), ωkN,s]U∗(t; s)
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Taking the Hilbert-Schmidt norm, we obtain
‖ωN,t − ωkN,t‖HS ≤ ‖ωN − ωkN‖HS +
1
Nε
∫ t
0
ds
∫
dp |V̂ (p)|
∣∣tr e−ip·x(ωN,s − ωkN,s)∣∣ ‖[eip·x, ωkN,s]‖HS (4.11)
Combining the expression [
eip·x, ωkN,s
]
=
∫ 1
0
dλ eiλp·x[ip · x, ωkN,s]ei(1−λ)p·x
with Prop. 6.3, we conclude that
‖[eix·p, ωkN,s]‖HS ≤ C
√
Nε|p| eC|s|. (4.12)
To bound the absolute value of tr e−ip·x(ωN,s − ωkN,s), we use the next lemma, that extends [6, Lemma 4.1] to
the relativistic case.
Lemma 4.1. Under the assumptions of Theorem 2.3, and with ωkN,t as defined below (4.3), there exists a
constant C > 0, depending on supN ‖WN‖H22 but not on higher Sobolev norms, such that
sup
p∈R3
1
1 + |p|
∣∣tr eip·x(ωN,t − ωkN,t)∣∣ ≤ CNeC|t|( 1√
k
+ ε
)
. (4.13)
Inserting (4.12) and (4.13) in the r.h.s of (4.11), we obtain (4.9).
Proof of Lemma 4.1. Let U(t; s) be as deﬁned in (4.10). Then
iε∂t U∗(t; 0)ωkN,t U(t; 0) = −U∗(t; 0)
[
V ∗ (ρt − ρkt ), ωkN,t
]U(t; 0),
leads to
tr eip·x(ωN,t − ωkN,t) = trU∗(t; 0)eip·xU(t; 0)
(
ωN − U∗(t; 0)ωkN,tU(t; 0)
)
= trU∗(t; 0)eip·xU(t; 0) (ωN − ωkN)− 1iε
∫ t
0
ds trU∗(t; s)eip·xU(t; s) [V ∗ (ρs − ρks), ωkN,s]
= trU∗(t; 0)eip·xU(t; 0) (ωN − ωkN)
− 1
iε
∫ t
0
ds
∫
dq V̂ (q)
(
ρ̂s(q)− ρ̂ks (q)
)
trU∗(t; s)eip·xU(t; s) [eiq·x, ωkN,s]
We remark that
ρ̂s(q)− ρ̂ks(q) =
1
N
tr e−iq·x
(
ωN,s − ωkN,s
)
,
Hence, we obtain∣∣∣tr eip·x(ωN,t − ωkN,t)∣∣∣
≤ ∣∣tr U∗(t; 0)eip·xU(t; 0) (ωN − ωkN)∣∣
+
1
Nε
∫ t
0
ds
∫
dq |V̂ (q)|
∣∣tr e−iq·x (ωN,s − ωkN,s)∣∣ ∣∣tr [U∗(t; s)eip·xU(t; s), eiq·x]ωkN,t∣∣
(4.14)
From Lemma 6.1 we have
sup
ω,r
1
1 + r2
∣∣tr [eir·x,U∗(t; s) eip1·x+εp2·∇U(t; s)]ω∣∣ ≤ CNε (|p1|+ |p2|) eC|t−s|
where the supremum is taken over all fermionic density matrices 0 ≤ ω ≤ 1, with trω = N and over all r ∈ R3.
With the assumption (2.4) on the interaction potential, we conclude from (4.14) that
sup
p∈R3
1
1 + |p|
∣∣tr eip·x(ωN,t − ωkN,t)∣∣ ≤ sup
p∈R3
1
1 + |p|
∣∣∣trU∗(t; 0)eip·xU(t; 0) (ωN − ωkN )∣∣∣
+ C
∫ t
0
eC|t−s| sup
p∈R3
1
1 + |p|
∣∣tr eip·x(ωN,s − ωkN,s)∣∣ (4.15)
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The ﬁrst term on the r.h.s. of the last equation can be bounded as in [6, (4.17)-(4.21)]. We ﬁnd:
sup
p∈R3
1
1 + |p|
∣∣trU∗(t; 0)eip·xU(t; 0) (ωN − ωkN )∣∣ ≤ CN (ε+ 1√
k
)
Inserting this bound in (4.15) and applying Gronwall’s lemma, we conclude that
sup
p∈R3
1
1 + |p|
∣∣tr eip·x(ωN,t − ωkN,t)∣∣ ≤ CN exp(C|t|)(ε+ 1√
k
)
as claimed.
Comparison of ω˜kN,t with ω˜N,t. In this paragraph, we show that
‖ω˜N,t − ω˜kN,t‖HS =
√
N ‖W˜N,t − W˜ kN,t‖2 ≤ CeC|t|
√
N
k
(4.16)
To this end, we denote by ρ˜t(x) and ρ˜kt (x) the position space densities associated with the solutions W˜N,t
and W˜ kN,t of the Vlasov equation with initial data WN and W
k
N . We consider the solutions (Xt(x, v), Vt(x, v))
and (Xkt (x, v), V
k
t (x, v)) of Newton’s equations{
X˙t(x, v) =
Vt(x,v)√
1+V 2t (x,v)
V˙t(x, v) = −∇(V ∗ ρ˜t)(Xt(x, v))
and
X˙kt (x, v) =
V kt (x,v)√
1+V kt (x,v)
2
V˙ kt (x, v) = −∇(V ∗ ρ˜kt )(Xkt (x, v))
, (4.17)
with the initial conditions X0(x, v) = Xk0 (x, v) = x and V0(x, v) = V
k
0 (x, v) = v. From (4.17), we ﬁnd
Xt(x, v) = x+
∫ t
0
Vs(x, v)√
1 + V 2s (x, v)
ds, Vt(x, v) = v −
∫ t
0
∇(V ∗ ρ˜s)(Xs(x, v))ds (4.18)
which easily imply, with the assumption (2.4) on the interaction potential, that
|∇xXt(x, v)| ≤ C + C
∫ t
0
|∇xVs(x, v)|ds, |∇xVt(x, v)| ≤ C
∫ t
0
|∇xXs(x, v)|ds,
|∇vXt(x, v)| ≤ C
∫ t
0
|∇vVs(x, v)|ds, |∇vVt(x, v)| ≤ C + C
∫ t
0
|∇vXs(x, v)|ds,
and therefore, by Gronwall, that there exists C > 0 such that
|∇xXt(x, v)| + |∇vXt(x, v)| + |∇xVt(x, v)|+ |∇vVt(x, v)| ≤ CeC|t| (4.19)
Similarly, we ﬁnd
|∇xXkt (x, v)| + |∇vXkt (x, v)| + |∇xV kt (x, v)|+ |∇vV kt (x, v)| ≤ CeC|t| (4.20)
uniformly in k > 0. From (4.18) and from the similar expression for Xkt , V
k
t , it is also simple to check that
|Xt(x, v) −Xkt (x, v)| ≤ C
∫ t
0
|Vs(x, v)− V ks (x, v)|ds,
|Vt(x, v) − V kt (x, v)| ≤ C
∫ t
0
‖ρ˜s − ρ˜ks‖1 ds+ C
∫ t
0
|Xs(x, v)−Xks (x, v)|ds
Since, by deﬁnition of ρ˜t and ρ˜kt , ‖ρ˜s − ρ˜ks‖1 ≤ ‖W˜N,s − W˜ kN,s‖1, we conclude by Gronwall’s lemma that
|Xt(x, v) −Xkt (x, v)| + |Vt(x, v)− V kt (x, v)| ≤ CeC|t|
∫ t
0
‖W˜N,s − W˜ kN,s‖1ds . (4.21)
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We also need estimates on the diﬀerences among derivatives of Xt, Vt and of Xkt , V
k
t . Starting again with the
expressions (4.18), using the bound
‖∇3(V ∗ ρ˜s)‖∞ ≤ ‖∇2V ‖∞‖∇W˜N,s‖1 ≤ C‖W˜N,s‖H1 ≤ CeC|s|‖WN‖H1
(where the last estimate follows from Prop. 6.3) and proceeding similarly as in [6, (4.30)-(4.32)], we conclude
that ∣∣∇xXt(x, v) −∇xXkt (x, v)∣∣+ ∣∣∇xVt(x, v)−∇xV kt (x, v)∣∣
≤ CeC|t|
∫ t
0
ds ‖ρ˜s − ρ˜ks‖1 + CeC|t|
∫ t
0
ds
∫ s
0
dτ ‖ρ˜τ − ρ˜kτ‖1
(4.22)
and that ∣∣∇vXt(x, v) −∇vXkt (x, v)∣∣+ ∣∣∇vVt(x, v) −∇vV kt (x, v)∣∣
≤ CeC|t|
∫ t
0
ds ‖ρ˜s − ρ˜ks‖1 + CeC|t|
∫ t
0
ds
∫ s
0
dτ ‖ρ˜τ − ρ˜kτ‖1
(4.23)
With the bounds (4.19), (4.20), (4.21), (4.22), (4.23), we can apply the same continuity argument used in
[6][(4.32)-(4.41)]. The bound
‖WN −W kN‖1 ≤ ‖WN −W kN‖H02 ≤ C/
√
k
implies, ﬁrst of all, that
‖W˜N,t − W˜ kN,t‖1 ≤ C
eC|t|√
k
Using this estimate and the bound ‖WN −W kN‖2 ≤ C/
√
k, we also obtain
‖W˜N,t − W˜ kN,t‖2 ≤ C
eC|t|√
k
Proof of Theorem 2.3. Combining (4.4), (4.9) and (4.16), we obtain
‖ωN,t − ω˜N,t‖HS ≤ ‖ωN,t − ωkN,t‖HS + ‖ωkN,t − ω˜kN,t‖HS + ‖ω˜kN,t − ω˜N,t‖HS
≤ CN1/2
[
ε+
1√
k
]
exp(C exp(C|t|))
[
1 + (ε
√
k)4
]
Choosing in particular k = ε−2 we conclude that
‖ωN,t − ω˜N,t‖HS ≤ C
√
N ε exp(C exp(C|t|))
as claimed.
Proof of Theorem 2.4. Recall that WN,t denotes the Wigner transform of the solution ωN,t of Hartree’s
equation and that WN denotes the Wigner transform of the initial data ωN,t=0 = ωN . Furthermore,Wt denotes
the solution of the Vlasov equation with initial data W0.
We deﬁne W˜N,t the solution of the Vlasov equation with initial data WN . Then we have
‖WN,t −Wt‖2 ≤ ‖WN,t − W˜N,t‖2 + ‖W˜N,t −Wt‖2 (4.24)
Theorem 2.3 implies that
‖WN,t − W˜N,t‖2 ≤ Cε exp(C exp(C|t|))
To bound the second term on the r.h.s. of (4.24), we have to compare two solutions W˜N,t and Wt of the
Vlasov equation associated to the two initial data WN and W0 in terms of the norms ‖WN −W0‖1 = κN,1 and
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‖WN −W0‖2 = κN,2. This is exactly what we did to prove (4.16). Following the same strategy (which, as
explain above, goes back to [6]), we obtain that
‖W˜N,t −Wt‖2 ≤ C(κN,1 + κN,2) exp(C|t|)
Hence, (4.24) implies that
‖WN,t −Wt‖2 ≤ Cε exp(C exp(C|t|)) + C(κN,1 + κN,2) exp(C|t|)
and concludes the proof of Theorem 2.4.
5 Convergence for expectation of semiclassical observables
In this section, we prove Theorem 2.5 and Theorem 2.6. To show Theorem 2.5, we ﬁrst make the additional
assumption ‖WN‖H42 < C, uniformly in N .
From (3.2) we ﬁnd
tr eip·x+q·ε∇(ωN,t − ω˜N,t) = 1
iε
∫ t
0
ds tr eip·x+q·ε∇U(t; s)
([√
1− ε2∆, ω˜N,s
]
−AN,s
)
U∗(t; s)
+
1
iε
∫ t
0
ds tr eip·x+q·ε∇U(t; s)[V ∗ (ρs − ρ˜s), ω˜N,s]U∗(t; s)
+
1
iε
∫ t
0
ds treip·x+q·ε∇U(t; s)CN,sU∗(t; s),
(5.1)
where U(t; s) is the unitary dynamics deﬁned in (3.1), ρs(x) = N−1ωN,s(x;x), ρ˜s(x) = N−1ω˜N,s(x;x), the
operator AN,s has the momentum space kernel
ÂN,s(p; q) =
ε2(p− q) · (p+ q)
2
√
1− ε24 (p− q)2
̂˜ωN,t(p; q)
and the operator CN,s has the position space kernel
CN,s(x; y) =
[
(V ∗ ρ˜t)(x) − (V ∗ ρ˜t)(y)−∇(V ∗ ρ˜t)
(
x+ y
2
)
· (x− y)
]
ω˜N,t(x; y) .
We consider, ﬁrst of all, the contribution arising from the second term on the r.h.s. of (5.1). We write
tr eip·x+q·ε∇U(t; s)[V ∗ (ρs − ρ˜s), ω˜N,s]U∗(t; s)
=
∫
dz (ρs(z)− ρ˜s(z)) tr eip·x+q·ε∇U(t; s)[V (x− z), ω˜N,s]U∗(t; s)
=
1
N
∫
dk V̂ (k) tr e−ik·z(ωN,s − ω˜N,s)tr eip·x+q·ε∇U(t; s)[eix·k, ω˜N,s]U∗(t; s)
Hence, we obtain (using the assumption (2.6) on the interaction V )∣∣∣tr eip·x+q·ε∇U(t; s)[V ∗ (ρs − ρ˜s), ω˜N,s]U∗(t; s)∣∣∣
≤ 1
N
∫
dk|V̂ (k)|
∣∣∣tr eik·x(ωN,s − ω˜N,s)∣∣∣ ∣∣tr eip·x+q·ε∇ U(t; s)[eik·x, ω˜N,s]U∗(t; s)∣∣
≤ C tr | ω˜N,s |
N
sup
k∈R3
1
1 + k2
∣∣∣tr eik·x(ωN,s − ω˜N,s)∣∣∣ sup
ω,k
1
1 + k2
∣∣tr [eik·x,U∗(t; s) eip·x+q·ε∇ U(t; s)]ω∣∣
(5.2)
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where the last supremum is taken over k ∈ R3 and over all operators trace class operators ω on L2(R3) with
tr |ω| ≤ 1. From Lemma 6.1, we ﬁnd∣∣∣tr eip·x+q·ε∇U(t; s)[V ∗ (ρs − ρ˜s), ω˜N,s]U∗(t; s)∣∣∣
≤ C tr |ω˜N,s|
N
ε(|p|+ |q|)eC|t−s| sup
k∈R3
1
(1 + |k|)2
∣∣tr eik·x(ωN,s − ω˜N,s)∣∣ (5.3)
Next, let us focus on the last term on the r.h.s. of (5.1). Following the same strategy as in [6][(5.5)-(5.6)],
we have ∣∣∣ tr eip·x+q·ε∇ U(t; s)Cs U∗(t; s)∣∣∣ ≤ C tr |ω˜N,s|| sup
ω,i,j
∣∣tr [xi, [xj ,U∗(t; s) eip·x+q·ε∇U(t; s)]]ω∣∣
With Lemma 6.2, we conclude that∣∣∣ tr eip·x+q·ε∇ U(t; s)Cs U∗(t; s)∣∣∣ ≤ Cε2 (|p|+ |q|)2eC|t−s| tr |ω˜N,s| (5.4)
Finally, we consider the ﬁrst term on the r.h.s. of (5.1). Using (3.10), we rewrite the momentum space
kernel of the operator [
√
1− ε2∆, ω˜N,s]−AN,s as follows(
[
√
1− ε2∆, ω˜N,s]−AN,s
)
(p; q)
=
√1 + ε2p2 −√1 + ε2q2 − ε2(p− q) · (p+ q)√
1 + ε
2
4 (p− q)2
 ω˜N,s(p; q)
=
∫ 1
0
dκ
∫ κ
0
dr
ε2(p− q)2
 1(
1 + ε2
(
p+q
2 + r
p−q
2
)2)1/2 − 1(
1 + ε2
(
p+q
2 − r p−q2
)2)1/2

+ε4
 ((p− q) · (p+q2 + r p−q2 ))2(
1 + ε2
(
p+q
2 + r
p−q
2
)2)3/2 −
(
(p− q) · (p+q2 − r p−q2 ))2(
1 + ε2
(
p+q
2 − r p−q2
)2)3/2

 ω˜N,s(p; q)
We write(
[
√
1− ε2∆, ω˜N,s]−AN,s
)
(p; q)
=
∫ 1
0
dκ
∫ κ
0
dr
3∑
i,j=1
ε(pi − qi)ε(pj − qj)
×
[
fij
(
ε
(
p+ q
2
+ r
p− q
2
))
− fij
(
ε
(
p+ q
2
− rp− q
2
))]
ω˜N,s(p; q)
(5.5)
with the deﬁnition
fij(ξ) =
1√
1 + ξ2
[
δij +
ξiξj
1 + ξ2
]
for all i, j = 1, 2, 3 and ξ ∈ R3. We consider the (distributional) Fourier transform
f̂ij(k) =
1
(2pi)3
∫
dξ fij(ξ)e
−iξ·k
We notice that
|k|4f̂ij(k) = 1
(2pi)3
∫
dξfij(ξ)∆
2
ξe
ik·ξ =
1
(2pi)3
∫
dξ∆2ξfij(ξ)e
ik·ξ
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Since |eik·ξ| ≤ 1, we immediately ﬁnd (using the fact that ∆2fij is integrable at inﬁnity) that |k|4|f̂ij(k)| ≤ C.
On the other hand, since, for example,
|eik·x − 1− ik · x| ≤ C|k|3/2|x|3/2
we also have |k|4|f̂ij(k)| ≤ C|k|3/2 (because |ξ|3/2|∆2fij(ξ)| is also integrable at inﬁnity). Combining these two
bounds, we conclude that
|f̂ij(k)| ≤ C|k|5/2(1 + |k|3/2) (5.6)
for all i, j = 1, 2, 3.
From (5.5), we obtain(
[
√
1− ε2∆, ω˜N,s]−AN,s
)
(p; q)
=
3∑
i,j=1
∫ 1
0
dκ
∫ κ
0
dr
∫
dk f̂ij(k)ε(pi − qi)ε(pj − qj)eiεk·(
p+q
2 +r
p−q
2 )ω˜N,s(p; q)
−
3∑
i,j=1
∫ 1
0
dκ
∫ κ
0
dr
∫
dk f̂ij(k)ε(pi − qi)ε(pj − qj)eiεk·(
p+q
2 −r p−q2 )ω˜N,s(p; q)
=
3∑
i,j=1
∫ 1
0
dκ
∫ κ
0
dr
∫
dk f̂ij(k)
[
ε∇i,
[
ε∇j , e
1+r
2 k·ε∇ω˜N,se−
1−r
2 k·ε∇
]]
(p; q)
−
3∑
i,j=1
∫ 1
0
dκ
∫ κ
0
dr
∫
dk f̂ij(k)
[
ε∇i,
[
ε∇j , e
1−r
2 k·ε∇ω˜N,se−
1+r
2 k·ε∇
]]
(p; q)
Using (5.6) to integrate over k, we conclude that∣∣∣tr eip·x+q·ε∇ U(t; s)([√1− ε2∆, ω˜N,s]−AN,s) U∗(t; s)∣∣∣
≤ C tr | ω˜N,s| sup
ω,i,j
∣∣tr eip·x+q·ε∇ U(t; s) [ε∇i, [ε∇j , ω]]U∗(t; s)∣∣
= C tr | ω˜N,s| sup
ω,i,j
∣∣tr [ε∇i, [ε∇j ,U∗(t; s) eip·x+q·ε∇ U(t; s)]]ω∣∣
where the supremum is taken over all i, j = 1, 2, 3 and over all trace class operators ω on L2(R3), with tr |ω| ≤ 1.
Applying Lemma 6.2, we obtain∣∣∣tr eip·x+q·ε∇ U(t; s)([√1− ε2∆, ω˜N,s]−AN,s) U∗(t; s)∣∣∣ ≤ Cε2(|p|+ |q|)2eC|t−s| tr |ω˜N,s| (5.7)
Bounding the r.h.s. of (5.1) with (5.3), (5.4) and (5.7), we obtain∣∣∣tr eip·x+iq·ε∇ (ωN,t − ω˜N,t) ∣∣∣ ≤ Cε(|p|+ |q|)2 ∫ t
0
eC|t−s| tr |ω˜N,s| ds
+
C(|p|+ |q|)
N
∫ t
0
eC|t−s| tr |ω˜N,s| sup
k
1
(1 + |k|)2
∣∣∣tr eik·x(ωN,s − ω˜N,s)∣∣∣ (5.8)
Proceeding as in [6][(5.10)-(5.11)], we ﬁnd
tr |ω˜N,s| ≤ CNeC|s|
4∑
j=0
εj‖WN‖Hj2
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Inserting in (5.8) and applying Gronwall’s lemma, we arrive at
sup
p,q∈R3
1
(1 + |p|+ |q|)2
∣∣∣tr eip·x+iq·ε∇ (ωN,t − ω˜N,t) ∣∣∣
≤ CNε
 4∑
j=0
εj‖WN‖Hj2
 exp
C
 4∑
j=0
εj‖WN‖Hj2
 exp(C|t|)

which proves Theorem 2.5, under the additional assumption that ‖WN‖H42 <∞, uniformly in N . To relax this
condition, we proceed analogously as in [6] (starting from Eq. (5.12)), with a simple approximation argument
(it is in this approximation argument that the assumption (2.7) plays an important role).
Also the proof of Theorem 2.6 follows the line of the proof of Theorem 2.5 in [6]. Recall that ŴN,t is the
Fourier transform of the Wigner transform WN,t of the solution ωN,t of Hartree’s equation with initial data
ωN . Wt, on the other hand, denotes the solution of the relativistic Vlasov equation with initial data W0. We
introduce the notation W˜N,t for the solution of Vlasov equation with initial data WN , given by the Wigner
transform of ωN . It follows from Theorem 2.5 that∣∣∣ŴN,t(p; q)− Ŵt(p; q)∣∣∣ ≤ ∣∣∣ŴN,t(p; q)− ̂˜WN,t(p; q)∣∣∣+ ∣∣∣̂˜WN,t(p; q)− Ŵt(p; q)∣∣∣
≤ Cε(1 + |p|+ |q|)2 exp(C exp(C|t|)) +
∣∣∣̂˜WN,t(p; q)− Ŵt(p; q)∣∣∣
Following the arguments in [6], in particular, the proof of the stability of Vlasov equation between (4.23) and
(4.39), we ﬁnd that
‖W˜N,t −Wt‖1 ≤ C exp(C exp(C|t|))‖WN −W0‖1
for a constant C > 0 depending only on ‖W0‖W 1,1 . This implies that∣∣∣ŴN,t(p; q)− Ŵt(p; q)∣∣∣ ≤ C(1 + |p|+ |q|)2(ε+ κN ) exp(C exp(C|t|))
6 Auxiliary results
We prove the following auxiliary Lemmata as in [6, Section 6], whereby the relativistic dynamics aﬀects some
changes. The ﬁrst Lemma is an adaption of [6, Lemma 4.2] to the relativistic dynamics.
Lemma 6.1. Assume that V ∈ L1 (R3) satisfies∫
dp (1 + |p|3)|V̂ (p)| <∞. (6.1)
Let U(t; s) be the unitary evolution generated by the relativistic Hartree Hamiltonian hH(t) =
√
1− ε2∆ +
(V ∗ ρt). There exists a constant C > 0 such that
sup
ω,r∈R3
1
1 + r2
∣∣ tr [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]ω∣∣ ≤ Cε (|p|+ |q|) eC|t−s|
sup
ω
∣∣ tr [ε∇,U∗(t; s)eix·p+ε∇·qU(t; s)]ω∣∣ ≤ Cε (|p|+ |q|) eC|t−s|,
where the suprema are taken over all trace class operators ω with tr|ω| ≤ 1.
Proof. We will apply Gronwall’s lemma. First of all, we deﬁne a unitary dynamics U˜(t; s) (a two-parameter
group of unitary transformations) through
iε∂tU˜(t; s) = eir·xhH(t)e−ir·xU˜(t; s) = [hH(t) +A] U˜(t; s)
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with the operator
A =
√
1 + ε2(i∇− r)2 −
√
1− ε2∆
We observe that
sup
ω
∣∣∣tr [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]ω∣∣∣ = sup
ω
∣∣∣tr [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)] U(s; 0)ω U˜∗(s; 0) ∣∣∣
= sup
ω
∣∣∣tr U˜∗(s; 0) [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)] U(s; 0)ω ∣∣∣ (6.2)
where suprema are taken over all trace class operators ω with tr|ω| ≤ 1.
For ﬁxed ω (with tr |ω| ≤ 1) and ﬁxed t ∈ R, we compute
iε∂s tr U˜∗(s; 0)
[
eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]U(s; 0)ω
= − tr U˜∗(s; 0) [hH(s), [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]]U(s; 0)ω
− tr U˜∗(s; 0)A [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]U(s; 0)ω
+ tr U˜∗(s; 0) [eir·x, [hN(s),U∗(t; s)eix·p+ε∇·qU(t; s)]]U(s; 0)ω
= tr U˜∗(s; 0) [U∗(t; s)eix·p+ε∇·qU(t; s), A] eir·x U(s; 0)ω
In the last step, we used Jacobi’s identity. Integrating from s to t, we ﬁnd
tr U˜∗(s; 0) [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]U(s; 0)ω
= tr U˜∗(t; 0) [eir·x, eix·p+ε∇·q]U(t; 0)ω
+
1
iε
∫ t
s
dτ tr U˜∗(τ, 0) [U∗(t; τ)eix·p+ε∇·qU(t; τ), A] eir·x U(τ ; 0)ω
Since [
eir·x, eix·p+ε∇·q
]
=
(
e−iεr·q/2 − eiεr·q/2
)
eix·(p+r)+ε∇·q
we obtain the bound∣∣∣tr U˜∗(s; 0) [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]U(s; 0)ω∣∣∣
≤ Cε|r||q|+ 1
ε
∫ t
s
dτ
∣∣∣tr U˜∗(τ, 0) [U∗(t; τ)eix·p+ε∇·qU(t; τ), A] eir·x U(τ ; 0)ω∣∣∣ (6.3)
valid for any trace class operator ω with tr |ω| ≤ 1. To estimate the second term on the r.h.s. of (6.3), we
rewrite the commutator[U∗(t; s)eix·p+ε∇·qU(t; s), A]
= C
∫ ∞
0
dκ
√
κ
1
κ+ 1 + ε2(i∇− r)2
[U∗(t; s)eix·p+ε∇·qU(t; s), ε2(i∇− r)2] 1
κ+ 1 + ε2(i∇− r)2
− C
∫ ∞
0
dκ
√
κ
1
κ+ 1− ε2∆
[U∗(t; s)eix·p+ε∇·qU(t; s), (−ε2∆)] 1
κ+ 1− ε2∆
= C
∫ ∞
0
dκ
√
κ
ε(i∇− r)
κ+ 1 + ε2(i∇− r)2
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] 1
κ+ 1 + ε2(i∇− r)2
+ C
∫ ∞
0
dκ
√
κ
1
κ+ 1 + ε2(i∇− r)2
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] ε(i∇− r)
κ+ 1 + ε2(i∇− r)2
− C
∫ ∞
0
dκ
√
κ
iε∇
κ+ 1− ε2∆
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] 1
κ+ 1− ε2∆
− C
∫ ∞
0
dκ
√
κ
1
κ+ 1− ε2∆
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] iε∇
κ+ 1− ε2∆
(6.4)
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for an appropriate constant C ∈ C. Recombining the terms on the r.h.s. of (6.4), we obtain[U∗(t; s)eix·p+ε∇·qU(t; s), A]
= C
∫ ∞
0
dκ
√
κ
(
ε(i∇− r)
κ+ 1 + ε2(i∇− r)2 −
iε∇
κ+ 1− ε2∆
)[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] 1
κ+ 1 + ε2(i∇− r)2
+ C
∫ ∞
0
dκ
√
κ
iε∇
κ+ 1− ε2∆
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] ( 1
κ+ 1 + ε2(i∇− r)2 −
1
κ+ 1− ε2∆
)
+ C
∫ ∞
0
dκ
√
κ
(
1
κ+ 1 + ε2(i∇− r)2 −
1
κ+ 1− ε2∆
)[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] ε(i∇− r)
κ+ 1 + ε2(i∇− r)2
+ C
∫ ∞
0
dκ
√
κ
1
κ+ 1− ε2∆
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇] ( ε(i∇− r)
κ+ 1+ ε2(i∇− r)2 −
iε∇
κ+ 1− ε2∆
)
(6.5)
We have the bounds ‖(κ+ q + ε2(i∇− r)2)−1‖ ≤ (1 + κ)−1, ‖ε(i∇− r)/(κ + q + ε2(i∇− r)2)‖ ≤ (1 + κ)−1/2.
Furthermore, we easily ﬁnd∥∥∥∥ ε(i∇− r)κ+ 1 + ε2(i∇− r)2 − iε∇κ+ 1− ε2∆
∥∥∥∥ ≤ C ( ε|r|κ+ 1 + ε2r2(κ+ 1)3/2
)
≤ C ε(1 + r
2)
1 + κ
and, similarly, ∥∥∥∥ 1κ+ 1 + ε2(i∇− r)2 − 1κ+ 1− ε2∆
∥∥∥∥ ≤ Cε(1 + r2)(1 + κ)3/2
for the norms of the operators appearing in (6.5). We can insert (6.5) into (6.3) and, for each one of the terms
appearing on the r.h.s. of (6.5), for each κ ∈ [0;∞) and for each time τ , we can replace ω with a new appropriate
trace class operator ω˜τ,κ. For example, for the ﬁrst term on the r.h.s. of (6.5), we deﬁne
ω˜κ,τ =
C(κ+ 1)5/2
ε(1 + r2)
1
κ+ 1 + ε2(i∇− r)2 U
∗(τ ; 0)ω U∗(τ ; 0)
(
ε(i∇− r)
κ+ 1 + ε2(i∇− r)2 −
iε∇
κ+ 1− ε2∆
)
where the constant C > 0 is chosen so, that tr |ω˜κ,τ | ≤ tr |ω| ≤ 1. Integrating over κ, we arrive at∣∣∣tr U˜∗(s; 0) [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]U(s; 0)ω∣∣∣
≤ Cε|r||q|+ C(1 + r2)
∫ t
s
dτ sup
ω˜
∣∣tr [U∗(t; τ)eix·p+ε∇·qU(t; τ), ε∇] ω˜∣∣ (6.6)
where the supremum is taken again over all ω˜ with tr |ω˜| ≤ 1. The estimate (6.6) holds true for all trace class
operators ω with tr |ω| ≤ 1. From (6.2), we conclude that
sup
ω,r∈R3
1
1 + r2
∣∣∣tr [eir·x,U∗(t; s)eix·p+ε∇·qU(t; s)]ω∣∣∣
≤ Cε|q|+ C
∫ t
s
dτ sup
ω
∣∣tr [U∗(t; τ)eix·p+ε∇·qU(t; τ), ε∇]ω∣∣ (6.7)
Similarly as in (6.2), we observe that
sup
ω
∣∣∣tr [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]ω ∣∣∣ = sup
ω
∣∣∣tr [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]U(s; 0)ω U∗(s; 0)∣∣∣
= sup
ω
∣∣∣tr U∗(s; 0) [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]U(s; 0)ω ∣∣∣ (6.8)
where suprema are taken over all trace class operators ω with tr |ω| ≤ 1. For a ﬁxed ω (with tr |ω| ≤ 1) and a
ﬁxed t ∈ R, we compute
iε∂str U∗(s; 0)
[U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]U(s; 0)ω
= tr U∗(s; 0) [U∗(t; s)eix·p+ε∇·qU(t; s), [hH(s), ε∇]]U(s; 0)ω
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Since [
hH(s), ε∇
]
= ε∇(V ∗ ρs)(x) =
∫
dk εk V̂ (k) ρ̂s(k)e
ik·x
we obtain, integrating from s to t,
tr U∗(s; 0) [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]U(s; 0)ω
= tr U∗(t; 0) [eix·p+ε∇·q, ε∇]U(t; 0)ω
− i
∫ t
s
dτ
∫
dk k V̂ (k)ρ̂s(k) tr U∗(τ ; 0)
[U∗(t; τ)eix·p+ε∇·qU(t; τ), eik·x]U(τ ; 0)ω
With [
eix·p+ε∇·q, ε∇] = εp eix·p+ε∇·q
and with the assumption (6.1), we conclude that∣∣∣ tr U∗(s; 0) [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]U(s; 0)ω∣∣∣
≤ ε|p|+ C
∫ t
s
dτ sup
ω,k∈R3
1
1 + k2
∣∣tr [U∗(t; τ)eix·p+ε∇·qU(t; τ), eik·x]ω∣∣
By (6.8), we ﬁnd
sup
ω
∣∣tr [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]ω∣∣
≤ ε|p|+ C
∫ t
s
dτ sup
ω,k∈R3
1
1 + k2
∣∣tr [U∗(t; τ)eix·p+ε∇·qU(t; τ), eik·x]ω∣∣ (6.9)
where, as usual, suprema are taken over trace class operators ω, with tr |ω| ≤ 1. Combining (6.7) with (6.9)
and applying Gronwall’s lemma, we arrive at
sup
ω,k∈R3
1
1 + k2
∣∣tr [U∗(t; s)eix·p+ε∇·qU(t; s), eik·x]ω∣∣ ≤ C(|p|+ |q|)εeC|t−s|
and
sup
ω
∣∣tr [U∗(t; s)eix·p+ε∇·qU(t; s), ε∇]ω∣∣ ≤ C(|p|+ |q|)εeC|t−s|
This completes the proof of the lemma.
We also need bounds involving second commutators of evolved observables of the form U∗(t; s) exp(ix · p+
ε∇ · q)U(t; s) with position or momentum operators; these are shown in the next lemma.
Lemma 6.2. Assume that V ∈ L1 (R3) satisfies∫
dp (1 + |p|4)|V̂ (p)| <∞. (6.10)
Then there exist C > 0 such that
sup
i,j,ω
∣∣∣tr [xi, [xj ,U∗(t; s)eix·p+ε∇·qU(t; s)]]ω ∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|,
sup
i,j,ω
∣∣∣tr [ε∇i, [xj ,U∗(t; s)eix·p+ε∇·qU(t; s)]]ω ∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|,
sup
i,j,ω
∣∣∣tr [ε∇i, [ε∇j ,U∗(t; s)eix·p+ε∇·qU(t; s)]]ω ∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|,
where suprema are taken over all i, j = 1, 2, 3 and over all trace class operators ω on L2
(
R3
)
with tr |ω| ≤ 1.
22
Proof. Recall that U(t; s) is the dynamics generated by the time-dependent Hartree Hamiltonian hH(t) =√
1− ε2∆+ (V ∗ ρt)(x), i.e.
iε∂tU(t; s) = hH(t)U(t; s)
with U(s; s) = 1 for all s ∈ R. To prove the lemma, we start by noticing that
sup
i,j,ω
∣∣∣tr [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]ω∣∣∣
= sup
i,j,ω
∣∣∣tr [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω U∗(s; 0)∣∣∣
= sup
i,j,ω
∣∣∣tr U∗(s; 0) [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω∣∣∣
(6.11)
For ﬁxed ω with tr |ω| ≤ 1, and for ﬁxed t ∈ R, we compute
iε∂str U∗(s; 0)
[
xi,
[
xj ,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
= tr U∗(s; 0) [hH(s), [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]]U(s; 0)ω
− tr U∗(s; 0) [xi, [xj , [hH(s),U∗(t; s)eip·x+ε∇·qU(t; s)]]]U(s; 0)ω
= tr U∗(s; 0) [[hH(s), xi] , [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
+ tr U∗(s; 0) [xi, [[hH(s), xj ] ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
With
[hH(s), xi] =
iε2∇i√
1− ε2∆ = ε
iε∇i√
1− ε2∆ (6.12)
we obtain
iε∂str U∗(s; 0)
[
xi,
[
xj ,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
= ε tr U∗(s; 0)
[
iε∇i√
1− ε2∆ ,
[
xj ,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
+ ε tr U∗(s; 0)
[
iε∇j√
1− ε2∆ ,
[
xi,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
+ ε tr U∗(s; 0)
[[
iε∇j√
1− ε2∆ , xi
]
,U∗(t; s)eip·x+ε∇·qU(t; s)
]
U(s; 0)ω
Integrating from s to t, we ﬁnd
tr U∗(s; 0) [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
= tr U∗(t; 0) [xi, [xj , eip·x+ε∇·q]]U(t; 0)ω
− i
∫ t
s
dτ tr U∗(τ ; 0)
[
iε∇i√
1− ε2∆ ,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
− i
∫ t
s
dτ tr U∗(τ ; 0)
[
iε∇j√
1− ε2∆ ,
[
xi,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
− i
∫ t
s
dτ tr U∗(τ ; 0)
[[
iε∇j√
1− ε2∆ , xi
]
,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]
U(τ ; 0)ω
(6.13)
To estimate the ﬁrst term on the r.h.s. of (6.13), we notice that[
xi,
[
xj , e
ip·x+ε∇·q]] = ε2qiqjeip·x+ε∇·q
Hence ∣∣∣tr U∗(t; 0) [xi, [xj , eip·x+ε∇·qU(t; τ)]]U(t; 0)ω∣∣∣ ≤ ε2q2 (6.14)
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for all trace class operators ω with tr |ω| ≤ 1 and for all i, j = 1, 2, 3.
To bound the second term on the r.h.s. of (6.13), we write
ε∇i√
1− ε2∆ = C
∫ ∞
0
dκ
√
κ
ε∇i
(κ+ 1− ε2∆)2
for an appropriate constant C ∈ C. Therefore, we have
tr U∗(τ ; 0)
[
iε∇i√
1− ε2∆ ,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
= C
∫ ∞
0
dκ
√
κ tr U∗(τ ; 0) 1
κ+ 1− ε2∆
[
ε2∆,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]] ε∇i
(κ+ 1− ε2∆)2 U(τ ; 0)ω
+ C
∫ ∞
0
dκ
√
κ tr U∗(τ ; 0) 1
κ+ 1− ε2∆
[
ε∇i,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]] 1
κ+ 1− ε2∆ U(τ ; 0)ω
+ C
∫ ∞
0
dκ
√
κ tr U∗(τ ; 0) ε∇i
(κ+ 1− ε2∆)2
[
ε2∆,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]] 1
κ+ 1− ε2∆ U(τ ; 0)ω
(6.15)
Expanding[
ε2∆,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
=
3∑
m=1
{
ε∇m
[
ε∇m,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
+
[
ε∇m,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
ε∇m
}
in the ﬁrst and in the third term on the r.h.s. of (6.15) and using everywhere the bounds∥∥∥∥ 1(κ+ 1− ε2∆)n
∥∥∥∥ ≤ 1(κ+ 1)n ,
∥∥∥∥ ε∇i(κ+ 1− ε2∆)n
∥∥∥∥ ≤ C(κ+ 1)n−1/2 ,
∥∥∥∥ ε2∇i∇j(κ+ 1− ε2∆)n
∥∥∥∥ ≤ C(κ+ 1)n−1
for n = 1, 2 and i, j = 1, 2, 3, we conclude that, for any ω with tr |ω| ≤ 1,∣∣∣tr U∗(τ ; 0) [ iε∇i√
1− ε2∆ ,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω∣∣∣
≤ C sup
i,j,ω˜
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]] ω˜∣∣ (6.16)
where the supremum is taken over all ω˜ with tr |ω˜| ≤ 1.
The third term on the r.h.s. of (6.13) can be estimated analogously. As for the fourth term, we can proceed
similarly, using the representation[
xi,
iε∇j√
1− ε2∆
]
= Cεδij
∫ ∞
0
dκ
√
κ
1
(κ+ 1− ε2∆)2 + Cε
∫ ∞
0
dκ
√
κ
ε∇iε∇j
(κ+ 1− ε2∆)3
We ﬁnd, using Lemma 6.1,∣∣∣tr U∗(τ ; 0) [[xi, iε∇j√
1− ε2∆
]
,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]
U(τ ; 0)ω
∣∣∣
≤ Cε sup
i,ω
∣∣tr [ε∇i,U∗(t; τ)eip·x+ε∇·qU(t; τ)]ω∣∣ ≤ Cε2(|p|+ |q|)eC|t−τ | (6.17)
Combining (6.14), (6.16) and (6.17) we conclude from (6.13) that∣∣∣tr U∗(s; 0) [xi, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]U(s; 0)ω∣∣∣
≤ ε2|q|2 + Cε2(|p|+ |q|)eC|t−s| + C
∫ t
s
dτ sup
i,j,ω
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣
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From (6.11), we ﬁnd
sup
i,j,ω
∣∣∣tr U∗(s; 0) [xi, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]U(s; 0)ω∣∣∣
≤ Cε2(|p|+ |q|)(|p|+ |q|+ 1)eC|t−s| + C
∫ t
s
dτ sup
i,j,ω
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣ (6.18)
where suprema are taken over all i, j = 1, 2, 3 and all trace class operators ω with tr |ω| ≤ 1.
Next, we bound the growth of the integrand on the r.h.s. of (6.18); the goal is to close the estimates and
apply Gronwall’s lemma. As above, we observe that
sup
ω,i,j
∣∣∣tr [ε∇i, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]ω∣∣∣
= sup
ω,i,j
∣∣∣trU∗(s; 0) [ε∇i, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω∣∣∣ (6.19)
For ﬁxed ω with tr |ω| ≤ 1 and ﬁxed t ∈ R, we compute
iε∂str U∗(s; 0)
[
ε∇i,
[
xj ,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
= tr U∗(s; 0) [[hH(s), ε∇i] , [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
+ tr U∗(s; 0) [ε∇i, [[hH(s), xj ] ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
With
[hH(s), ε∇i] = ε∇(V ∗ ρs)(x) = ε
∫
dk kV̂ (k)ρ̂s(k)e
ik·x (6.20)
and (6.12), we obtain, integrating from s to t,
tr U∗(s; 0) [ε∇i, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
= tr U∗(t; 0) [ε∇i, [xj , eip·x+ε∇·q]]U(t; 0)ω
− i
∫ t
s
dτ
∫
dk k V̂ (k)ρ̂τ (k) tr U∗(τ ; 0)
[
eik·x,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
− i
∫ t
s
dτ tr U∗(τ ; 0)
[
ε∇j√
1− ε2∆ ,
[
ε∇i,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
(6.21)
Using [
ε∇i,
[
xj , e
ip·x+ε∇·q]] = ε2piqjeip·x+ε∇·q ,
the representation
[
eik·x,
[
xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
=
∫ 1
0
dκ eiκk·x
[
ik · x, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]] ei(1−κ)k·x ,
the assumption (6.10) on the potential V and proceeding as in (6.15) to control the second term on the r.h.s.
of (6.21), we arrive at
sup
i,j,ω
∣∣∣tr [ε∇i, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]]ω∣∣∣
≤ ε2|p||q|+
∫ t
s
dτ sup
i,j,ω
∣∣tr [xi, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣
+
∫ t
s
dτ sup
i,j,ω
∣∣tr [ε∇i, [ε∇j ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣
(6.22)
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where suprema are taken over i, j = 1, 2, 3 and all ω with tr |ω| ≤ 1.
To close the estimate, we have to control the growth of the last integrand on the r.h.s. of (6.22). To this
end, we notice ﬁrst of all that
sup
i,j,ω
∣∣∣tr [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]]ω∣∣∣
= sup
i,j,ω
∣∣∣tr U∗(s; 0) [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω∣∣∣ (6.23)
For ﬁxed ω with tr |ω| ≤ 1 and t ∈ R, we have
iε∂str U∗(s; 0)
[
ε∇i,
[
ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)
]]U(s; 0)ω
= tr U∗(s; 0) [[hH(s), ε∇i] , [ε∇j,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
+ tr U∗(s; 0) [ε∇i, [[hH(s), ε∇j ] ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0) ω
With (6.20) we ﬁnd
tr U∗(s; 0) [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω
= tr U∗(t; 0) [ε∇i, [ε∇j, eip·x+ε∇·q]]U(t; 0)ω
− i
∫ t
s
dτ
∫
dk ki V̂ (k)ρ̂τ (k) tr U∗(τ ; 0)
[
eik·x,
[
ε∇j ,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]U(τ ; 0)ω
− i
∫ t
s
dτ
∫
dk kj V̂ (k)ρ̂τ (k) tr U∗(τ ; 0)
[
ε∇i,
[
eik·x,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]U(τ ; 0)ω
(6.24)
Using [
ε∇i,
[
ε∇j , eip·x+ε∇·q
]]
= ε2pipje
ip·x+ε∇·q
the ﬁrst term on the r.h.s. of (6.24) can be bounded by∣∣∣tr U∗(t; 0) [ε∇i, [ε∇j , eip·x+ε∇·q]]U(t; 0)ω∣∣∣ ≤ ε2|p|2 (6.25)
for all ω with tr |ω| ≤ 1. With the representation
[
eik·x,
[
ε∇i,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
=
∫ 1
0
dκ eiκk·x
[
ik · x, [ε∇i,U∗(t; τ)eip·x+ε∇·qU(t; τ)]] ei(1−κ)k·x
we can bound the integrand in the second term on the r.h.s. of (6.24) by∣∣∣tr U∗(τ ; 0) [eik·x, [ε∇j ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]U(τ ; 0)ω∣∣∣
≤ C|k| sup
i,j,ω
∣∣∣tr [ε∇j , [xi,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣∣ (6.26)
where the supremum is taken over all i, j = 1, 2, 3 and all ω with tr |ω| ≤ 1 (here we used the fact that
[xi, [ε∇j , A]] = [ε,∇j , [xi, A]] for every A, since [ε∇j , xi] = εδij commutes with all operators). Writing instead[
ε∇i,
[
eik·x,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]
=
[
eik·x,
[
ε∇i,U∗(t; τ)eip·x+ε∇·qU(t; τ)
]]
+ iεki
[
eik·x,U∗(t; τ)eip·x+ε∇·qU(t; τ)]
and using Lemma 6.1, the integrand in the third term on the r.h.s. of (6.24) can be estimated by∣∣∣tr U∗(τ ; 0) [ε∇i, [eik·x,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]U(τ ; 0)ω∣∣∣
≤ C|k| sup
i,j,ω
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣+ Cε2|k|(1 + k2)eC|t−τ | (6.27)
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Inserting (6.25), (6.26) and (6.27) in (6.24) we conclude, with the assumption (6.10), that∣∣∣tr U∗(s; 0) [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]]U(s; 0)ω∣∣∣
≤ ε2|p|2 + C
∫ t
s
dτ sup
i,j,ω
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣
Hence, we arrive at
sup
i,j,ω
∣∣∣tr [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]] ω∣∣∣
≤ ε2|p|2 + C
∫ t
s
dτ sup
i,j,ω
∣∣tr [ε∇i, [xj ,U∗(t; τ)eip·x+ε∇·qU(t; τ)]]ω∣∣
Combining the last bound with (6.18) and (6.22) and applying Gronwall’s lemma, we obtain
sup
i,j,ω
∣∣∣tr [ε∇i, [ε∇j ,U∗(t; s)eip·x+ε∇·qU(t; s)]] ω∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|
sup
i,j,ω
∣∣∣tr [ε∇i, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]] ω∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|
sup
i,j,ω
∣∣∣tr [xi, [xj ,U∗(t; s)eip·x+ε∇·qU(t; s)]] ω∣∣∣ ≤ Cε2(|p|+ |q|)(1 + |p|+ |q|)eC|t−s|
as claimed.
The propagation of regularity for solutions of the relativistic Vlasov equation plays an important role in our
analysis.
Proposition 6.3. Assume that ∫
dp |V̂ (p)|(1 + |p|2) <∞. (6.28)
Let Wt be the solution of the Vlasov equation (2.2) with initial data W0. For k ∈ {1, 2, 3, 4, 5, 6}, there exists a
constant C > 0, that depends an ‖W0‖H24 but not on the higher Sobolev norms, such that
‖Wt‖Hk2 ≤ Ce
C|t|‖W0‖Hk2 . (6.29)
Proof. As explained in the proof of [6, Prop. B.1], propagation of regularity follows if we can establish regularity
of the ﬂow (x, v) → (Xt(x, v), Vt(x, v)) deﬁned by Newton’s equations
X˙t(x, v) =
Vt(x, v)√
1 + V 2t (x, v)
, V˙t(x, v) = −∇ (V ∗ ρt) (Xt(x, v))
Using regularity of the vectorﬁeld R3 ∋ z → z/√1 + z2 ∈ R3, the proof of (6.29) can be easily reduced to the
non-relativistic case handled in [6, Prop. B.1] for k ≤ 5. The arguments can be easily extended to the case
k = 6.
Finally, we also need to propagate some commutator bounds along Hartree dynamics. We proceed here
similarly as in [6, Proposition C.1].
Proposition 6.4. Assume ∫
dp |V̂ (p)|(1 + |p|2) <∞. (6.30)
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Let ωN,t be the solution of the relativistic Hartree equation
iε∂tωN,t =
[√
1− ε2∆+ (V ∗ ρt) , ωN,t
]
with initial data ωN,t=0 = ωN . Then there exists a constant C > 0, such that
‖[x, ωN,t]‖HS ≤ CeC|t| (‖[x, ωN ]‖HS + ‖[ε∇, ωN ]‖HS)
‖[ε∇, ωN,t]‖HS ≤ CeC|t| (‖[x, ωN ]‖HS + ‖[ε∇, ωN ]‖HS) .
Moreover
‖[x, ωN,t]‖tr ≤ CeC|t| (‖[x, ωN ]‖tr + ‖[ε∇, ωN ]‖tr)
‖[ε∇, ωN,t]‖tr ≤ CeC|t| (‖[x, ωN ]‖tr + ‖[ε∇, ωN ]‖tr) .
Proof. Let hH(t) =
√
1− ε2∆+ (V ∗ ρt) (x) and U(t; s) be the unitary evolution generated by hH(t), i.e.
iε∂tU(t; s) = hH(t)U(t; s),
with U(s; s) = 1 for all s ∈ R. We compute
iε∂tU∗(t; 0)[x, ωN,t]U(t; 0) = − U∗(t; 0) [hH(t), [x, ωN,t]]U(t; 0) + U∗(t; 0) [x, [hH(t), ωN,t]]U(t; 0)
= U∗(t; 0) [[hH(t), x], ωN,t]U(t; 0)
= εU∗(t; 0)
[
iε∇√
1− ε2∆ , ωN,t
]
U(t; 0),
where we used the Jacobi’s identity. We have
iε∂tU∗(t; 0)[x, ωN,t]U(t; 0)
= εU∗(t; 0)iε∇
[
1√
1− ε2∆ , ωN,t
]
U(t; 0) + εU∗(t; 0) [iε∇, ωN,t] 1√
1− ε2∆U(t; 0).
(6.31)
We write, for an appropriate constant C ∈ R,[
1√
1− ε2∆ , ωN,t
]
= C
∫ ∞
0
dν√
ν
[
1
ν + 1− ε2∆ , ωN,t
]
= C
∫ ∞
0
dν√
ν
1
ν + 1− ε2∆
[−ε2∆, ωN,t] 1
ν + 1− ε2∆
= C
∫ ∞
0
dν√
ν
iε∇
ν + 1− ε2∆ [iε∇, ωN,t]
1
ν + 1− ε2∆
+ C
∫ ∞
0
dν√
ν
1
ν + 1− ε2∆ [iε∇, ωN,t]
iε∇
ν + 1− ε2∆ .
Inserting in (6.31) and integrating over time, we ﬁnd
[x, ωN,t] = U(t; 0) [x, ωN ]U∗(t; 0)
+ iC
∫ t
0
dτ
∫ ∞
0
dν√
ν
U(t; τ) iε∇
ν + 1− ε2∆ [iε∇, ωN,τ ]
1
ν + 1− ε2∆ U
∗(t; τ)
+ iC
∫ t
0
dτ
∫ ∞
0
dν√
ν
U(t; τ) 1
ν + 1− ε2∆ [iε∇, ωN,τ ]
iε∇
ν + 1− ε2∆ U
∗(t; τ)
+ i
∫ t
0
dτ U∗(t; τ) [iε∇, ωN,τ ] 1√
1− ε2∆ U(t; τ).
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Hence
‖[x, ωN,t]‖HS ≤ ‖[x, ωN,t]‖HS + C
∫ t
0
dτ
∫ ∞
0
dν√
ν
1
ν + 1
‖[ε∇, ωN,τ ]‖HS +
∫ t
0
dτ ‖[ε∇, ωN,τ ]‖HS
≤ ‖[x, ωN,t]‖HS + C
∫ t
0
dτ ‖[ε∇, ωN,τ ]‖HS.
(6.32)
Next, we observe that
iε∂tU∗(t; 0)[ε∇, ωN,t]U(t; 0) = − U∗(t; 0) [hH(t), [ε∇, ωN,t]]U(t; 0) + U∗(t; 0) [ε∇, [hH(t), ωN,t]]U(t; 0)
= U∗(t; 0) [[hH(t), ε∇], ωN,t]U(t; 0)
= εU∗(t; 0) [∇ (V ∗ ρt) , ωN,t]U(t; 0)
Expanding the interaction in a Fourier integral, using |ρ̂t(k)| ≤ ‖ρt‖1 = 1 and the assumption (6.30), we obtain
‖[ε∇, ωN,t]‖HS ≤ ‖[ε∇, ωN ]‖HS +
∫
dk |k|2|V̂ (k)||ρ̂(k)|
∫ t
0
dτ ‖[x, ωN,τ ]‖HS
≤ ‖[ε∇, ωN ]‖HS + C
∫ t
0
dτ ‖[x, ωN,τ ]‖HS.
(6.33)
Combining now (6.32) and (6.33), we ﬁnd, applying Gronwall’s lemma,
‖[x, ωN,t]‖HS + ‖[ε∇, ωN,t]‖HS ≤ CeC|t| (‖[x, ωN ]‖HS + ‖[ε∇, ωN ]‖HS) .
The estimates for the trace norms of the commutators can be shown in the same way.
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