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Abstract:
We discuss Donsker‘s delta function within the framework of White Noise Analysis,
in particular its extension to complex arguments. With a view towards applications
to quantum physics we also study sums and products of Donsker‘s delta functions.
1 Introduction
White Noise Analysis provides a natural framework for the study of Donsker’s delta function.
Thus we review some basic notions and pertinent results from White Noise Analysis. Then we
briefly remark on applications to Feynman integrals, in particular on the connection between
Feynman integrands and complex scaling.
Section 3 contains the main results on Donsker’s delta. After extending it to complex parameters
we consider its properties under complex scaling. Then we show how to handle products of
delta functions. This has applications in polymer models, see [28], [29], and in series expansions
of Feynman integrands, see [8] and [18]. Infinite series of delta functions are also considered.
We close this section with a brief remark on how to define local time within this framework via
Donsker’s delta function.
The final section contains a simple application of some of these ideas to a quantum mechanical
particle on a circle.
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2 White Noise Analysis
2.1 Basic notions and results:
The starting-point of White Noise Analysis is the real Gel‘fand triple
S (R) ⊂ L2 (R) ⊂ S ′ (R) ,
where S ′ (R) denotes the real Schwartz space. Using Minlos’ theorem we construct the White
Noise measure space (S ′ (R) ,B, µ) by fixing the characteristic functional in the following way:
C (ξ) =
∫
S′(R)
exp i 〈ω, ξ〉 dµ (ω) = exp
(
−1
2
∫
ξ2 (τ) dτ
)
, ξ ∈ S (R) .
We denote by 〈·, ·〉 the bilinear pairing between S ′ (R) and S (R) and by |·|0 the norm on
L2 (R).
Within this formalism a version of Wiener’s Brownian motion is given by
B (t) :=
〈
ω, 1[0,t)
〉
=
t∫
0
ω (s) ds .
We now consider the space
(
L2
)
, which is defined to be the complex Hilbert space
L2 (S ′ (R) ,B, µ). For applications the space (L2) is often too small. A convenient way to solve
this problem is to introduce a space of test functionals in
(
L2
)
and to use its larger dual space.
We like to work with the space of test functions (S) . So we review the standard construction
of (S) due to [14]. For a more detailed discussion see [5], [10]. Take one system of Hilbertian
norms
{
|·|p
}
topologizing S (R) which grows sufficiently fast. Then S (R) is realized as a
projective limit of Hilbert spaces Sp (R) :
S (R) =
⋂
p≥0
Sp (R) ,
where Sp (R) denotes the completition of S (R) w.r.t. |·|p. Then the space of tempered distri-
butions is
S ′ (R) =
⋃
p≥0
S−p (R) ,
where the dual norm |·|−p topologizes the Hilbert space S−p (R).
One convenient choice is
|ξ|p := |Apξ|0 , ξ ∈ S (R) , (1)
where
Aξ(t) = −ξ′′(t) + (t2 + 1) ξ(t)
is the Hamiltonian of the harmonic oscillator. Since
(
L2
)
is Segal isomorphic to the symmetric
Fock space Γ(L2) of L2
C
(R) := L2 (R)⊕ iL2 (R), we can identify the Fock space Γ(Sp) with a
2
subspace (S)p of
(
L2
)
and define the nuclear space
(S) =
⋂
p≥0
(S)p .
Thus we arrive at the Gel’fand triple:
(S) ⊂ (L2) ⊂ (S)∗ .
Elements of the space (S)∗ are called Hida distributions (or generalized Brownian function-
als). It is possible to characterize the spaces (S) and (S)∗ by their S- or T -transforms(
Φ ∈ (S)∗ , ξ ∈ S (R)) :
TΦ (ξ) ≡ 〈〈Φ, exp (i 〈·, ξ〉)〉〉 =
∫
S′(R)
exp (i 〈ω, ξ〉)Φ (ω) dµ (ω) , (2)
SΦ (ξ) ≡ 〈〈Φ, : exp 〈·, ξ〉 :〉〉 ,
here 〈〈·, ·〉〉 denotes the bilinear pairing between (S) and (S)∗ and we have used the traditional
notation
: exp 〈·, ξ〉 : ≡ C (ξ) exp (〈·, ξ〉) , ξ ∈ S (R) . (3)
S- and T -transform have extensions to ξ ∈ SC (R) and are related by the following formula:
SΦ (ξ) = C (ξ) TΦ (−iξ) , ξ ∈ SC (R) (4)
Let us now quote the above mentioned characterization theorem, which is due to Potthoff and
Streit [23] and has been generalized in various ways (see eg. [10], [12], [20], [27]).
Theorem 2.1.1:
The following statements are equivalent:
1. F : S(R)→ C is
(A) ray-entire, i.e. for all ζ, ξ ∈ S (R) the mapping λ 7→ F (λξ + ζ),
λ ∈ R has an entire extension
(B) and uniformly of order two, i.e. there exist constants K1,K2 > 0
such that
|F (zξ)| ≤ K1 exp
(
K2 |z|2 |ξ|2
)
, ∀ξ ∈ S (R) , z ∈ C.
for some continuous norm |·| on S (R) .
2. F is the S- transform of a Hida distribution Φ ∈ (S)∗ .
3. F is the T - transform of a Hida distribution
∧
Φ ∈ (S)∗ .
3
Obviously condition (B) is implied by condition
(B’) There exist constants K1,K2 > 0 such that
|F (ξ)| ≤ K1 exp
(
K2 |ξ|2
)
, ∀ξ ∈ SC (R) .
for some continuous norm |·| on SC (R) .
In the following we will work with condition (B’). A functional satisfying 1. is usually called a
U -functional.
As an example of an application of this theorem we consider Donsker‘s delta function, the
object under consideration in this article.
Consider the composition δa ◦B (t) of the Dirac distribution δa at a ∈ R with Brownian motion
B (t), t > 0:
Φ = δ (B (t)− a)
Φ = δ
(〈·, 1[0,t)〉− a) , a ∈ R. (5)
The S-transform of Φ is calculated to be [5], [13]:
SΦ (ξ) =
1√
2pit
exp

− 1
2t

 t∫
0
ξ (s) ds− a


2


and theorem 2.1.1 gives immediately that Φ is a well defined element in (S)∗.
Now we want to mention some important consequences of theorem 2.1.1. The first one
concerns the convergence of sequences of Hida distributions and can be found in [5], [23].
Theorem 2.1.2:
Let {Fn}n∈N denote a sequence of U -functionals with the following properties:
1. For all ξ ∈ S (R) , {Fn (ξ)}n∈N is a Cauchy sequence,
2. There exist K1, K2 > 0 such that the bound
|Fn (zξ)| ≤ K1 exp
(
K2 |z|2 |ξ|2
)
, ∀ξ ∈ S (R)
holds for almost all n ∈ N in a continuous norm |·| on S (R).
Then there is a unique Φ ∈ (S)∗ such that T−1Fn converges strongly to Φ.
This theorem is also valid for S-transforms.
Another corollary of theorem 2.1.1 deals with the integration of Hida distributions which
depend on an additional parameter (see [5], [8]).
Theorem 2.1.3:
Let (Ω, B,m) denote a measure space and λ 7→ Φ (λ) a mapping from Ω to (S)∗. Let F (λ)
denote the T -transform of Φ (λ) which satisfies the following conditions:
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1. λ 7→ F (λ, ξ) is a measurable function for all ξ ∈ S (R) ,
2. There exists a continuous norm |·| on S (R) such that
|F (λ, zξ)| ≤ K1 (λ) exp
(
K2 (λ) |z|2 |ξ|2
)
, ∀ξ ∈ S (R)
with K1 ∈ L1 (Ω,m) and K2 ∈ L∞ (Ω,m) .
Then Φ is Bochner integrable in some (S)−q and thus∫
Ω
Φ (λ) dm (λ) ∈ (S)∗ .
Let ϕ ∈ (S), then 〈〈∫
Ω
Φ (λ) dm (λ) , ϕ
〉〉
=
∫
Ω
〈〈Φ (λ) , ϕ〉〉 dm (λ) .
The last equation allows us to intertwine T -transform and integration
T

∫
Ω
Φ (λ) dm (λ)

 (ξ) = ∫
Ω
T (Φ (λ)) (ξ) dm (λ) .
Again the same theorem holds for the S-transform.
Next we shall present a result characterizing (S) in terms of its S-transform (see [9], [15],
[17], [19], [31]).
Theorem 2.1.4:
F : S (R) → C is the S-transform of a test functional in (S), if and only if
(A) F is ray-entire,
(B) F is of order 2 and of minimal type, i.e.: For any p ∈ N and ∀ ε > 0, there exists K > 0
such that:
|F (zξ)| ≤ K exp
(
ε |z|2 |ξ|2−p
)
, ∀ξ ∈ S (R) , z ∈ C.
Remarks:
1) Theorem 2.1.4 is only valid for the S-transform, as a counter example consider the T -
transform of 1 ∈ (S): T 1 (ξ) = exp (− 12 ∫ ξ2 (τ) dτ) , which does not fulfill (B).
2) In any of the theorems 2.1.1 to 2.1.4 the growth condition can be replaced by bounds of the
type 2.1.1(B’).
Any element ϕ ∈ (S) has a pointwise defined continuous version (see [15]). Thus it is
possible to define a scaling operator σλ by σλϕ (ω) = ϕ (λω) for λ ∈ R, ω ∈ S ′ (R) . In fact σλ
has an extension to z ∈ C which is a continuous mapping from (S) into itself (see [5]).
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2.2 Application to Feynman integrals
It has been shown in [1] and [7] that the kinetic energy term and the factor compensating the
Gaussian fall-off of the White Noise measure combine to give a well-defined Hida distribution
I0 = Nexp
(
i+1
2
∫
R
ω2 (τ) dτ
)
In order to construct the free particle propagator one has to fix the endpoints of the paths.
Within the White Noise framework this can conveniently be done by multiplying with Donsker‘s
delta function. This multiplication of generalized functionals has been justified in [1] and the
result I0δ has been shown to produce the free particle propagator. A more elegant and general
way of defining products of I0 and other distributions has been suggested in [26], where the
connection between I0 and complex scaling was noted. To see this consider the T -transform of
I0:
TI0 (ξ) = exp
(− i2 ∫R ξ2 (τ) dτ) = E(exp(i〈ω,√iξ〉))
= E
(
σ
†√
i
1 · ei〈ω,ξ〉
)
=
(
Tσ
†√
i
1
)
(ξ) .
Thus one has I0 = σ
†√
i
1 by theorem 2.1.1.
In order to define products by I0 one approximates the other factor by test functionals and
then studies the convergence of the scaled sequence according to the following theorem from
[26] (see also [5]):
Theorem 2.2.1.:
Let ϕn be a sequence of test functionals. Then the following statements are equivalent:
(i) The sequence I0ϕn → Ψ converges in (S)∗.
(ii) The sequence σ√iϕn converges in (S)∗.
(iii) The sequence E
(
ψ σ√iϕn
)
converges for all ψ ∈ (S).
The action of Ψ is given by 〈〈Ψ, ψ〉〉 = lim
n→∞
E
(
σ√i (ϕnψ)
)
,
if one of the conditions (i) to (iii) holds.
3 Donsker‘s Delta Function
Consider again the S-transform of Donsker’s delta function:
SΦ (ξ) =
1√
2pit
exp

− 1
2t

 t∫
0
ξ (s) ds− a


2

 .
This is clearly analytic in the parameter a ∈ R. We can thus extend to complex a and the
resulting expression is still a U -functional. Hence by theorem 2.1.1 it is possible to define
δ (B(t)− a) for a ∈ C.
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3.1 Complex Scaling
We intend to study complex scaling of a sequence of test functionals converging to δ. Let
ηn ∈ S (R) be a sequence of real Schwartz test functions converging to η ≡ 1[0,t) in L2 (R) .
Choose |α| < pi4 and z ∈ Sα ≡
{
z ∈ C | arg z ∈ (−pi4 + α, pi4 + α)} and define
ϕn,z (ω) =
1
2pi
ne−iα∫
−ne−iα
eiλ(z〈ω,ηn〉−a)dλ . (6)
To shorten notation we call the basic sequence ϕn,1 simply ϕn. Note that given any z with
|arg z| < pi2 one can choose α such that z and 1 are in Sα. In this section we will establish the
following results:
Theorem 3.1.1:
For all z ∈ Sα we have:
(i) ϕn,z ∈ (S).
(ii) σzϕn = ϕn,z.
(iii) ϕn → δ in (S)∗.
(iv) σzϕn converges in (S)∗.
The limit element is called σzδ.
(v) σzδ ∈ (S)−q for q > 12 ,
with the choice of of norms according to (1).
(vi) δ is homogenuous of degree −1 :
σzδ (〈ω, η〉 − a) = 1z δ
(〈ω, η〉 − a
z
)
.
Remark: The limit elements in (iii) and (iv) do not depend on α.
Proposition 3.1.2:
For all z ∈ Sα we have
ϕn,z (ω) ∈ (S) .
Proof:
First of all we calculate the S-transform of the integrand of equation (6):
S (exp (iλ (z 〈ω, ηn〉 − a))) (ξ)
= exp
(
−1
2
z2λ2 |ηn|20 + iλ (z (ξ, ηn)− a)
)
.
To apply theorem 2.1.3 we have to find an estimate for the S-transform
|S (exp (iλ (z 〈ω, ηn〉 − a))) (ξ)|
7
≤ exp
(
1
2
∣∣z2∣∣ ∣∣λ2∣∣ |ηn|20 + |λ| |z| |ξ|0 |ηn|0 + |λ| |a|
)
≤ exp
(∣∣λ2∣∣ |z|2 |ηn|20 + |λ| |a|) exp
(
1
2
|ξ|20
)
∀ξ ∈ SC(R)
This fulfills the requirements of theorem 2.1.3, thus the integral (6) is well-defined.
Sϕn,z (ξ) =
1
2pi
ne−iα∫
−ne−iα
S (exp (iλ (z 〈ω, ηn〉 − a))) (ξ) dλ
=
1
2pi
ne−iα∫
−ne−iα
exp
(
−1
2
z2λ2 |ηn|20 + iλ (z (ξ, ηn)− a)
)
dλ .
We substitute ν = eiαλ , this leads to
Sϕn,z (ξ) =
1
2pi
n∫
−n
exp
(
−1
2
z2e−2iαν2 |ηn|20 + ie−iαν (z (ξ, ηn)− a)
)
e−iαdν. (7)
Now take the absolut value
|Sϕn,z (ξ)| ≤ 1
2pi
n∫
−n
exp
(
1
2
|z|2 ν2 |ηn|20 + |ν| |z| |ξ|−p |ηn|p + |ν| |a|
)
dν
≤ 1
2pi
n∫
−n
exp
(
1
2
|z|2 ν2 |ηn|20 +
1
2s2
ν2 |z|2 |ηn|2p +
1
2
s2 |ξ|2−p + |ν| |a|
)
dν
≤ n
pi
exp
(
n2
2
|z|2
(
|ηn|20 +
1
s2
|ηn|2p
)
+ n |a|
)
exp
(
+
1
2
s2 |ξ|2−p
)
.
This estimate holds for all s ∈ R and p ∈ N. Thus it fulfills the requirements of the character-
ization theorem 2.1.4 and we arrive at ϕn,z ∈ (S) . ✷
Now we study the action of σz on ϕn. This leads to the following
Proposition 3.1.3:
σzϕn (ω) = ϕn,z (ω) , z ∈ Sα.
Proof:
A direct computation yields
ϕn (ω) =
1
2pi
ne−iα∫
−ne−iα
eiλ(〈ω,ηn〉−a)dλ
8
=
1
2pii (〈ω, ηn〉 − a)
(
exp
(
ine−iα (〈ω, ηn〉 − a)
)− exp (−ine−iα (〈ω, ηn〉 − a)))
=
1
pi (〈ω, ηn〉 − a) sin
(
ne−iα (〈ω, ηn〉 − a)
)
.
This is defined pointwise and continuous. Thus
σzϕn (ω) =
1
pi (z 〈ω, ηn〉 − a) sin
(
ne−iα (z 〈ω, ηn〉 − a)
)
.
On the other hand we get
1
2pi
ne−iα∫
−ne−iα
eiλ(z〈ω,ηn〉−a)dλ =
1
pi (z 〈ω, ηn〉 − a) sin
(
ne−iα (z 〈ω, ηn〉 − a)
)
= ϕn,z (ω) .
✷
Proposition 3.1.4:
Let z ∈ Sα.
(i) σzϕn ∈ (S) ∀n ∈ N.
(ii) ϕn → δ in (S)∗.
(iii) σzϕn converges in (S)∗.
The limit element of σzϕn is called σzδ.
Proof:
The first statement is clear from proposition 3.1.2 and proposition 3.1.3.
For the proof of (iii) let us look at (7) again. In order to use the convergence theorem, we have
to find a bound of (7):
|Sσzϕn (ξ)|
≤ 1
2pi
∞∫
−∞
exp
(
−1
2
Re
(
z2e−2iα
)
ν2 |ηn|20 + νRe
(
ie−iα (z (ξ, ηn)− a)
))
dν .
The integral exists if Re
(
z2e−2iα
)
> 0.
This condition is satisfied for −pi4 + α < arg z < pi4 + α . We get
|Sσzϕn (ξ)| ≤ 1
2pi
√
2pi
Re (z2e−2iα) |ηn|20
exp
([
Re
(
ie−iα (z (ξ, ηn)− a)
)]2
2Re (z2e−2iα) |ηn|20
)
≤ 1√
2piRe (z2e−2iα) 12 |η|20
exp
(
(|z| |ξ|0 2 |η|0 + |a|)2
2Re (z2e−2iα) 12 |η|
2
0
)
,
9
for n large enough.
Now the convergence theorem applies:
lim
n→∞
Sσzϕn (ξ) =
1
2pi
e−iα
∞∫
−∞
exp
(
−1
2
z2e−2iαν2 |η|20 + iνe−iα (z (ξ, η)− a)
)
dν
= e−iα
1√
2pize−iα |η|0
exp
(
−e−2iα (z (ξ, η)− a)
2 |η|20 z2e−2iα
2
)
=
1√
2piz |η|0
exp
(
− (z (ξ, η)− a)
2 |η|20 z2
2
)
.
Note that the limit does not depend on α.
To prove (ii) we simply set z = 1 in the above formula. ✷
Proposition 3.1.5:
δ is homogenuous of degree −1 in z ∈ Sα:
σzδ (〈ω, η〉 − a) = 1
z
δ
(
〈ω, η〉 − a
z
)
.
Proof:
From the last formula in the proof of 3.1.4 we have:
Sσzδ (〈ω, η〉 − a) (ξ) = 1√
2piz |η|0
exp
(
−1
2
(a− z (ξ, η))2
z2 |η|20
)
(8)
=
1
z
1√
2pi |η|0
exp
(
−1
2
(
a
z
− (ξ, η))2
|η|20
)
= S
(
1
z
δ
(
〈ω, η〉 − a
z
))
(ξ) . ✷
The following proposition gives the degree of singularity of the scaled Donsker’s delta.
Proposition 3.1.6:
σzδ ∈ (S)−q for q > 12 , z ∈ Sα, with the choice of norms (1).
Proof:
We use the S-transform to get the following estimate:
|S (σzδ) (ξ)| = 1√
2pi |z| |η|0
∣∣∣∣∣exp
(
− (a− z (ξ, η))
2 |η|20 z2
2
)∣∣∣∣∣
≤ 1√
2pi |z| |η|0
exp
(
1
2
|ξ|20 +
|a|
|η|0 |z|
|ξ|0 +
1
2
|a|2
|η|20 |z|2
)
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≤ 1√
2pi |z| |η|0
exp
((
1 + 1
s2
) |a|2
2 |η|20 |z|2
)
exp
(
1
2
(
1 + s2
) |ξ|20
)
∀ s > 0.
An estimate in [24] shows, that Φ ∈ (S)−q for any q > lnK22 ln 2 + p+ 1 if
|Fn (zξ)| ≤ K1 exp
(
K2 |z|2 |ξ|2p
)
, ∀ξ ∈ S (R) . Thus σzδ ∈ (S)−q for q >
ln 12 (1+s
2)
2 ln 2 + 1. As s
can be chosen arbitrarily small, we may use any q > 12 . ✷
Corollary 3.1.7:
The mapping z 7→σzδ is continuous from Sα to (S)−q , q > 12 .
Proof:
Choose a sequence zn → z in Sα. We have the bound
|Sσznδ (ξ)| ≤
1√
2pi |zn| |η|0
exp
((
1 + 1
s2
) |a|2
2 |η|20 |zn|2
)
exp
(
1
2
(
1 + s2
) |ξ|20
)
.
Define 1√
2pi|zn||η|0
exp
(
(1+ 1
s2
)|a|2
2|η|20|zn|2
)
≡ K1,n, from the convergence of the K1,n the existence of a
uniform bound for |Sσznδ (ξ)| can be deduced. Now theorem 2.1.2 ensures convergence of the
sequence {σznδ} in (S)−q. ✷
3.2 Products of Donsker‘s Delta Functions
To define products of scaled Donsker‘s deltas, we use the following ansatz
Φ =
n∏
j=1
σzδ (〈·, fj〉 − aj) = 1
(2pi)
n
n∏
j=1
∫
γ
exp (iλj (z 〈·, fj〉 − aj)) dλj ,
here γ =
{
e−iαt | t ∈ R}, z ∈ Sα, where α is choosen such that |α| < pi4 , fj are real, linear
independent elements of L2 and aj ∈ C. We use the notation
exp
(
n∑
j=1
iλj (〈·, fj〉 − aj)
)
= exp
(
i
−→
λ
(〈
·,−→f
〉
−−→a
))
.
To prove that Φ is well-defined, we calculate it‘s T -transform:
TΦ (ξ) =
e−iαn
(2pi)
n
∫ ∫
exp
(
ize−iα
〈
ω,
−→
λ
−→
f
〉
− ie−iα−→λ −→a + i 〈ω, ξ〉
)
dµ dnλ
=
1
(2pi)
n e
−iαn
∫ ∫
exp
(
i
〈
ω, ze−iα
−→
λ
−→
f + ξ
〉
− ie−iα−→λ −→a
)
dµ dnλ
=
1
(2pi)
n e
−iαn
∫
C
(
ze−iα
−→
λ
−→
f + ξ
)
exp
(
−ie−iα−→λ −→a
)
dnλ
=
1
(2pi)n
e−iαn
∫
exp
[
−1
2
∫ (
ze−iα
−→
λ
−→
f + ξ
)2
dτ − ie−iα−→λ −→a
]
dnλ .
11
Consider now∫ (
ze−iα
−→
λ
−→
f (τ)
)2
dτ = z2e−i2α
∑
k,l
λkλl (fk, fl) = z
2e−i2α
−→
λ M
−→
λ ,
where M ≡ (fk, fl)k,l. This is a Gram matrix of linear independent vectors and thus positive
definite.
TΦ (ξ) =
1
(2pi)
n e
−iαne−
1
2
∫
ξ2(τ) dτ
×
∫
exp
[
−1
2
z2e−i2α
−→
λ M
−→
λ − ze−iα−→λ
(−→
f , ξ
)
− ie−iα−→λ −→a
]
dnλ
=
√
(2pi)
n
(z2e−i2α)n detM
e−iαn
(2pi)
n e
− 12
∫
ξ2(τ) dτ
× exp
[
1
2
(
ze−iα
(−→
f , ξ
)
+ ie−iα−→a
)(
z2e−i2αM
)−1(
ze−iα
(−→
f , ξ
)
+ ie−iα−→a
)]
,
this Gaussian integral exists if Re
(
z2e−i2α
)
> 0, which is equivalent to z ∈ Sα. The last
expression is a U -functional, so we get:
Theorem 3.2.1:
Let aj ∈ C, fj ∈ L2(R) linear independent and M = (fk, fl)k,l the corresponding Gram matrix.
Then for all z ∈ Sα Φ =
n∏
j=1
σzδ (〈·, fj〉 − aj) is a Hida distribution with S-transform
SΦ (ξ) =
1√
(2piz2)
n
detM
exp
[
−1
2
((−→
f , ξ
)
− 1
z
−→a
)
M−1
((−→
f , ξ
)
− 1
z
−→a
)]
.
3.3 Series of Donsker‘s Delta Functions:
We set
ΦN =
N∑
n=−N
σz δ (B (t)− a+ n) , a ∈ C .
This is a well-defined Hida distribution and its S-transform is given by
SΦN (ξ) =
1√
2pitz
N∑
n=−N
exp

− 1
2tz2

a− n− z
t∫
0
ξ (s) ds


2

 .
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We now assume Re 1
z2
> 0. To study the limit N →∞ we try to find a uniform bound (in N)
for
|SΦN (ξ)| ≤ 1|z|√2pit
N∑
n=−N
exp

− 1
2t
Re

 1
z2

a− n− z
t∫
0
ξ (s) ds


2




≤ 1|z|√2pit
N∑
n=−N
exp

 1
2t

−n2Re 1
z2
+ 2
∣∣∣n
z
∣∣∣
∣∣∣∣∣∣
a
z
−
t∫
0
ξ (s) ds
∣∣∣∣∣∣+
∣∣∣∣∣∣
a
z
−
t∫
0
ξ (s) ds
∣∣∣∣∣∣
2




≤ 1|z|√2pit
∞∑
n=−∞
exp

 1
2t

−n2 1
2
Re
1
z2
+
(
1 +
2 |z|2
Re z2
)∣∣∣∣∣∣
a
z
−
t∫
0
ξ (s) ds
∣∣∣∣∣∣
2




=
1
|z|√2pit exp
(
1
2t
(
1 +
2 |z|2
Re z2
)(∣∣∣a
z
∣∣∣−√t |ξ|0)2
) ∞∑
n=−∞
exp
(
− 1
4t
Re
1
z2
n2
)
.
The infinite sum converges if Re 1
z2
> 0, i.e. if z ∈ S0. The sum can also be expressed using the
theta function (see [21]) ϑ (ρ, τ) =
∞∑
n=−∞
exp
(
piin2τ + 2piinρ
)
as ϑ
(
0, i4pitRe
1
z2
)
.
Since now the convergence theorem applies, we get:
SΦ (ξ) =
1
z
√
2pit
∞∑
n=−∞
exp

− 1
2tz2

a− n− z
t∫
0
ξ (s) ds


2


=
1
z
√
2pit
exp

− 1
2t

 t∫
0
ξ (s) ds− a
z


2

 ∞∑
n=−∞
exp

− n2
2tz2
− n
t

 t∫
0
ξ (s) ds− a
z




=
1
z
√
2pit
exp

− 1
2t

 t∫
0
ξ (s) ds− a
z


2

 ϑ

 i
2pit

 t∫
0
ξ (s) ds− a
z

 , i
2pitz2


= Sσzδ (ξ) · ϑ

 i
2pit

 t∫
0
ξ (s) ds− a
z

 , i
2pitz2

 .
Thus we have proved:
Theorem 3.3.1:
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For all a ∈ C and all z ∈ S0 the infinite sum Φ =
∞∑
n=−∞
σz δ (B (t)− a+ n) exists as a Hida
distribution with S-transform
SΦ (ξ) = Sσz δ (ξ) · ϑ

 i
2pit

 t∫
0
ξ (s) ds− a
z

 , i
2pitz2

 .
3.4 Local Time
Intuitively the local time should measure the mean time a Brownian particle spends at a given
point a. In the White Noise framework such an object can be constructed by simply integrating
Donsker‘s delta function. Thus one studies the generalized process L (·, a) given formally by
”Tanaka‘s formula”:
L (t, a) =
t∫
0
δ (B (s)− a) ds
To show that this integral exists as a Hida distribution we estimate the S-transform of the
integrand for complex parameters a:
|Sδ (B (s)− a) (ξ)| ≤ 1√
2pis
exp
(
1
2s
∣∣1[0,s)∣∣20 |ξ|20 + |a|s s |ξ|∞ − Re
(
a2
)
2s
)
≤ 1√
2pis
e
1
2 |a|2e−
Re(a2)
2s exp
(
|ξ|21
)
,
where |·|1 is defined by (1). This fulfills the conditions of theorem 2.1.3 if Re
(
a2
)
> 0. Thus
we have an analytic extension of L (t, a) to the sector S0.
Theorem 3.4.1:
L (t, a) =
t∫
0
δ (B (s)− a) ds is a Hida distribution for a ∈ S0, its S-transform is given by:
SL (t, a) (ξ) =
t∫
0
1√
2pis
exp
(
− 1
2s
(
s∫
0
ξ(τ)dτ − a
)2)
ds .
4 An Application
In this section we study a quantum system whose one degree of freedom is constrained to a
circle. Constructing a path integral for such a system, one has to take into account paths with
different winding numbers n. Thus the following ansatz for the propagator seems to be natural:
I (t, ϕ1) ≡
∞∑
n=−∞
I0 δ (ϕ (t)− ϕ1 + 2pin) ,
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where ϕ (t) = ϕ0+B (t) is the angle of position modulo 2pi. (Other quantizations would arise if
we summed up the contributions from different winding numbers with a phase factor eiθn [25].)
However multiplication by I0 corresponds to complex scaling by z =
√
i and we have seen in
3.3 that the series does not converge for this value of z. A formal calculation would lead to the
following S-transform:
SI (t, ϕ1) (ξ) = Sσ√iδ(ϕ1−ϕ0) (ξ) · ϑ

1
t

√i
t∫
0
ξ (s) ds− (ϕ1 − ϕ0)

 , 2pi
t

 .
However the ϑ-function does not converge for these arguments, see [21]. To stay within the
ordinaryWhite Noise framework we thus consider as final states smeared wave packets F instead
of strictly localized states. So let
F (ϕ) =
∞∑
l=−∞
al e
ilϕ ,
where
∞∑
l=−∞
|al| exp
(
1
2s
2l2
)
<∞ for some s > 0. This leads to:
I = I0F (B (t) + ϕ0)
=
∞∑
l=−∞
alI0 exp
(
il
(〈
ω, 1[0,t)
〉
+ ϕ0
))
.
It is then easy to calculate
T I (ξ) =
∞∑
l=−∞
al e
ilϕ0T
(
I0 exp
(
il
〈
ω, 1[0,t)
〉))
(ξ)
=
∞∑
l=−∞
al e
ilϕ0 exp
(
− i
2
∫ (
ξ + l1[0,t)
)2
dτ
)
= e−
i
2
∫
ξ2dτ
∞∑
l=−∞
al exp

− i
2
l2t+ il

−
t∫
0
ξ (s) ds+ ϕ0



 .
To ensure convergence of the series we estimate:
|T I (ξ)| ≤
∞∑
l=−∞
|al| e |l||(1[0,t),ξ)| e 12 |ξ|
2
0
≤
∞∑
l=−∞
|al| e|l|
√
t|ξ|0 e
1
2 |ξ|20
≤
( ∞∑
l=−∞
|al| e 12 s
2l2
)
e
1
2 (1+
t
s2
)|ξ|20 .
15
This is a uniform bound, sufficient for the application of theorem 2.1.2. Thus we have proved
I ∈(S)∗. It is straightforward to check that the Feynman integral∫
S′(R)
I (ω) dµ (ω) ≡ 〈〈I, 1〉〉
= TI (0)
=
∞∑
l=−∞
al exp
(
− i
2
l2t+ ilϕ0
)
solves the corresponding Schro¨dinger equation.
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