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Abstract
We compute the generating functions of aO(n) model (loop gas model) on a random
lattice of any topology. On the disc and the cylinder, they were already known, and here
we compute all the other topologies. We find that they obey a slightly deformed version
of the topological recursion valid for the 1-hermitian matrix models. The generating
functions of genus g maps without boundaries are given by the symplectic invariants
F g of a spectral curve ΣO(n). This spectral curve was known before, and it is in general
not algebraic.
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Introduction
The problem consists in counting random discrete surface, carrying random, self-
avoiding, non intersecting loops, which can have n possible colors. In statistical physics,
this is called the O(n) model (or loop gas model) on a random lattice, and it plays a
very important role. The O(n) model on a regular lattice is one of the exactly solvable
models of Baxter [2]. Its limit n → 0 (or more generally n = n0 + δn with δn → 0)
counts configurations of self-avoiding polymers in two dimensions [12]. On the random
lattice, it is one of the basic toy models to understand the random geometry of discrete
maps carrying structure. The O(1) model on random triangulations is dual to the
Ising model on a random triangulations. The fully packed case of the O(n) model is
dual to the q-Potts model on the dual of random triangulations, with q = n2. The
O(n) model with n = 2 cos (pi/(m + 1)) correspond the RSOS models with m states.
In general, the continuum limit of the model is related to the (p, q) minimal models
when n = 2 cos(pip/q).
Matrix integrals provide powerful techniques for the combinatorics of maps [15].The
problem of counting random discrete surfaces without loops can be rephrased as a 1-
matrix integral [7, 14]. Techniques to solve this 1-matrix model beyond spherical
limit first appeared in [1], and culminated in the full solution in [16], by a ”topological
recursion” formula. This structure was later enhanced [20] to multi-matrix models, and
it was used beyond matrix models to associate ”symplectic invariants” to an arbitrary
spectral curve.
The O(n) model was also rewritten as a matrix integral [24, 30]. In [32], then
[23], the phase diagram with respect to µ such that n = −2 cos(piµ) was established.
Besides, the critical exponents for the geometry of large maps with the topology of
a disc were found. Later, a closed set of loop equations for the generating function
of the O(n) maps was found [14, 18], and they were solved at least for maps with
the topology of a disc or a cylinder. Some sparse other cases were investigated before
[29, 31]. So far, an efficient algorithm was lacking to compute the generating functions
of the O(n) model in higher topologies. It was not clear to which extent the method
of [16] could be generalized. Indeed, the disc amplitude W
(0)
1 (x), which ought to give
the spectral curve, is not algebraic when µ is not rational, and the loop equations seem
rather different from the 1-matrix model case.
In other words, do some symplectic invariants of [20] give the solution of the O(n)
model ? The answer is yes, with a slight deformation (of parameter n) of the notion of
spectral curve. Thus, we obtain all correlation functions of the random lattice for any
topology and any number of boundaries.
1
Outline
Apart from the presentation of new explicit results for the all genus solution, our work
comes in continuity with the foundation articles [30, 18, 19] on the O(n) model on
random lattice despite the time gap. We also wish to make these techniques accessible
to combinatorialists, who are increasingly interested in the O(n) model and the Potts
model. For these reasons, we take space:
• To introduce the model and its matrix integral representation (Section 1).
• To give two derivations of the loop equations, one straightforward from the matrix
integral, and the other being its combinatorial analog (Section 1.6).
• To review the solution of the master loop equation (Section 2 and 3), which was
first determined in [23] for n = 2 cos(pip/q), in [18] for |n| ≤ 2, in [19] for |n| > 2.
Our presentation is maybe more ”algebro-geometric” minded, and this step is
essential for our solution to the full set of loop equations (Section 4).
Secondly, we extend to the standard properties of the topological recursion to the
spectral curves of the O(n) model (Section 5). Eventually, we show how our approach
allow to recover earlier results for the limit of large maps [32], and we complete them
for all topologies in the light of the double scaling limit and topological recursion
(Section 6).
1 The O(n) model
1.1 Definition: loop gas on a random surface
Roughly speaking, a random discrete surface3 (also called ”map” in combinatorics) is
a graph drawn on an oriented connected surface, such that all faces are polygons. It
is thus obtained by gluing polygons along their edges. In the O(n) model, we have at
our disposal empty polygons of size j ≥ 3 (weight tj for each), and triangles carrying
a piece of path (weight −c for each). A configuration correspond to a map of genus g,
with v vertices, to which we give a Boltzmann weight:
tvN2−2g
(−c)` n#loops
#Aut
tˆn33 tˆ
n4
4 · · · tˆndmaxdmax (1-1)
This weight is non local because n is coupled to the number of loops (i.e. closed paths).
The fully packed model is an interesting special case : if we set tˆj = 0 (j ≥ 3), all
unmarked polygons are triangles carrying a piece of path.
3See [4] for a precise definition
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Figure 1: Example of a map in the O(n) model: M∈M(2)1 .
In addition, we may consider maps with k marked faces, with a marked edge on
each marked face. We allow marked faces having more than one side, and we call them
”boundaries”. For k = 1, one also says that the maps are ”rooted”.
Definition 1.1 M(g)k (v) is the set of connected oriented discrete surfaces of genus g,
with v vertices, obtained by gluing unmarked j-gons of degree 3 ≤ j ≤ dmax, k marked
j-gons (of degree 1 ≤ j), and triangles carrying a piece of path, such that all the paths
are loops (they are automatically self-avoiding).
Proposition 1.1 M(g)k (v) is a finite set.
Indeed, in a configuration where marked faces have lengths l1, . . . , lk:
#faces =
dmax∑
j=3
nj + k + `
The total number of edges is half the number of half-edges i.e:
#edges =
1
2
( dmax∑
j=3
jnj +
k∑
i=1
li + 3`
)
The Euler characteristics is:
χ = 2− 2g = v −#edges + #faces
3
Hence:
2g − 2 + k + v = 1
2
( dmax∑
j=3
(j − 2)nj +
k∑
i=1
li + `
)
(1-2)
When g, k, v are fixed, nj, li and ` are bounded, and there exists only a finite number
of such surfaces.
1.2 Generating functions
As a convention, M(0)1 (1) has one element, which is a map reduced to 1 vertex.
Definition 1.2 We define a formal series in powers of t, counting genus g maps with
k marked faces:
W
(g)
k =
∞∑
v=1
tv
∑
M∈M(g)k (v)
(−c)`(M) n#loops(M)
#Aut(M)
tˆ
n3(M)
3 tˆ
n4(M)
4 · · · tˆndmax (M)dmax
(x1 − c2)l1(M)+1 · · · (xk − c2)lk(M)+1
where the i-th marked face is a li(M)-gon. For closed maps, we call W(g)0 = Fg.
This makes sense because the coefficient of tv is a finite sum. It is in fact polynomial
in n and tˆj’s, and a rational fraction in xi’s with poles only at xi =
c
2
. In particular for
rooted maps, #Aut(M) = 1. For instance:
W
(0)
1 =
t
x− c
2
+
∑
v≥2
tv
∑
M∈M(0)1 (v)
(−c)`(M) n#loops tˆ
n3(M)
3 tˆ
n4(M)
4 · · · tˆndmax (M)dmax
(x− c
2
)l1(M)+1
Definition 1.3 We may collect all genera:
ln Z =
∞∑
g=0
(
N
t
)2−2g
Fg, Wk =
∞∑
g=0
(
N
t
)2−2g−k
W
(g)
k
Like in [7], all the relations between generating functions which appear in this article
must be understood as equalities between formal power series of t. To each power tv, the
sum over g in the right hand side ranges over a finite number of maps, with a maximal
genus gmax(v). There is no problem of exchange of limits. Notice that, according to
Eqn. 1-2, 2g − 2 + k + v ≥ 0, so that only nonnegative powers of t appear in Wk. Z
is by construction the generating function of O(n) maps (possibly not connected) with
weight given by Eqn. 1-1.
4
1.3 Matrix model
[7] opened the way to represent these partition functions as formal matrix integrals.
The O(n) matrix model was first introduced by I. Kostov [30]:
Z =
∫
formal
dMˆ dA1 · · · dAn e
−N
t
Tr
[
Vˆ(Mˆ)+(Mˆ+ c
2
)
∑
i A
2
i
]
(1-3)
dMˆ and dAi are the usual Lebesgue measures on the vector space HN of N × N
hermitian matrices. V(Mˆ) is the potential:
Vˆ(Mˆ) =
Mˆ2
2
−
dmax∑
j=3
tˆj Mˆ
j
j
≡ Mˆ
2
2
− Vˆ≥3(Mˆ)
The notation
∫
formal
actually means:
Z =
1
Z0
∞∑
j=0
N jt−j
j!
∫
Hn+1N
dMˆ dA1 · · · dAn e
−N2t Tr
(
Mˆ2+c
∑n
i=1 A
2
i
) [
Tr
(
Vˆ≥3(Mˆ)−
n∑
i=1
Mˆ A2i
)]j
where Z0 is the Gaussian integral:
Z0 ≡
∫
Hn+1N
dMˆ dA1 · · · dAn e
−N
2t
Tr
(
Mˆ2+c
∑n
i=1 A
2
i
)
= 2
(n+1)N
2 c−
nN2
2
(
pit
N
) (n+1)N2
2
The coefficient of tv is a finite sum of moments of gaussian integrals over hermitian
matrices of size N × N . This model is defined for any n ∈ C. Z, ln Z, . . . are well
defined formal power series in t, and they coincide [24] with the generating functions
of maps in the O(n) model. For instance:
Wk =
∞∑
g=0
(
N
t
)2−2g−k
W
(g)
k =
〈
k∏
i=1
Tr
1
xi − c2 − Mˆ
〉
C,formal
C stands for ”cumulant”, the expectation value is taken with respect to the formal
measure of Eqn. 1-3 and:(
1
xi − c2 − Mˆ
)
formal
≡
∞∑
j=0
Mˆ j
(xi − c2)j+1
It is more convenient to study the following matrix model, where we shifted to M =
Mˆ + c
2
:
Z =
∫
formal
dM dA1 · · · dAn e
−N
t
Tr
(
V(M)+
∑n
i=1MA
2
i
)
(1-4)
Wk =
〈
k∏
i=1
Tr
1
xi −M
〉
C
(1-5)
5
where the expectation value is taken with respect to the measure of Eqn. 1-4, and the
potential is:
V(M) = Vˆ(Mˆ) ≡ t0 +
dmax∑
j=1
tjM
j
j
To recover combinatorial quantities, one has to expand the correlation functions first as
formal series in t, then as Laurent series in xˆi = xi− c2 . Wk and W(g)k are called correla-
tion functions in the language of statistical physics. The fully packed case correspond
to the quadratic potential
VFPL(x) =
1
2
(
x− c
2
)2
The A matrices are gaussian and can be integrated out. Then, W
(g)
k ’s appear as
correlators of eigenvalues (λi) of M, with a weight on eigenvalues:
p(λ1, . . . , λN) ∝
∏
1≤i<j≤N(λi − λj)2[∏
1≤i,j≤N(λi + λj)
]n/2
1.4 Relation to conformal field theories
Polygonal large maps constructed by matrix models provide a discretization of Riemann
surfaces. In the continuum limit, physically speaking, it is thought to define a theory
of 2D quantum gravity: observables should be weighted sums over all possible surfaces
endowed with a metric. The self avoiding paths present in the O(n) model are in some
sense matter fields added on the surface. The usual approach of 2D quantum gravity
is Liouville field theory, which is a statistical model on the moduli space of Riemann
surfaces endowed with a metric (see [38] for a review). Liouville theory can also be
coupled to matter fields. Both approaches are conjectured to coincide and to enjoy
conformal invariance.
”Double scaling limits” of matrix models are conjectured4 to be conformal field the-
ories (CFT) coupled to gravity [11]. This means in practice that the scaling exponents
are given by Kac’s table, that the double scaling limit (the definition is recalled in
Section 6.5) W∗k of the correlation functions satisfy pde’s on the spectral curve. These
equations come from a representation of a Virasoro algebra with central charge c. In
this correspondence, the double scaling limit of the O(n) matrix model should be a
conformal theory with central charge:
c = 1− 6
(√
g− 1√
g
)2
(1-6)
4To our knowledge, this conjecture is up to now proved only for the 1-matrix model, near an edge
point where the equilibrium density of eigenvalues y(x) behaves as xp/2 [5]
6
where g is such that n = −2 cos(pig). Various g corresponding to the same n define the
various phases of the O(n) model. Many studies on the O(n) model with boundary
operators [35, 34, 6, 32] support this proposal. See also the review [10] and the article
[37].
We bound ourselves to underline that, if those conjectures were correct, the critical
exponents of the O(n) model would be known for any topology from the kpz relation
[27, 8, 9, 38]. kpz is derived from Liouville conformal field theory and expresses how
the critical exponents change when a CFT is coupled to gravity. Independently of
CFT, rigorous results for the O(n) model were derived by sheer analysis of the loop
equations, and they agree with the CFT predictions. In the literature, the exponents
and the scaling form of the following genus 0 functions of Fig. 2 were known.
Figure 2:
In this article, we obtain (Section 6) the exponents and the scaling forms in all topolo-
gies of functions without loop insertion on the boundaries (Fig. 3).
Figure 3:
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1.5 Boundary insertion operator
We can mark a face of size j, by taking a derivative with respect to tj:
W
(g)
k+1(x1, . . . , xk, xk+1) =
∑
j≥0
1
(xk+1 − c2)j+1
∂W
(g)
k (x1, . . . , xk)
∂tˆj
Although we defined tˆj only for j ≥ 3 (this is the condition for Prop. 1.1 to hold), it
is allowed to define tˆ2, tˆ1 and tˆ0, and derivatives ∂/∂tˆ0 at tˆ0 = 0, ∂/∂tˆ1 at tˆ1 = 0, and
∂/∂tˆ2 at tˆ2 = −1. So, we define the ”boundary insertion operator” as the formal series:
∂
∂Vˆ(xˆ)
def
=
∑
j≥0
j
xˆj+1
∂
∂tˆj
In the new variable, x = xˆ + c
2
, which is a formal series of the former one, we can do
the resummation:
∂
∂Vˆ(xˆ)
=
∑
j≥0
j
xj+1
∂
∂tj
≡ ∂
∂V(x)
The reason for this definition is:
W
(g)
k+1(x1, . . . , xk, xk+1) =
∂
∂V(xk+1)
W
(g)
k (x1, . . . , xk) (1-7)
1.6 Loop equations
The loop equations provide relationships between the generating functions W
(g)
k ’s. They
can be derived either by integration by parts in the matrix integral, or by combinatorial
manipulations. The first method is much faster, but the reader not familiar with matrix
integrals may prefer the bijective proof. For completeness we recall the two possibilities.
1.6.1 Derivation from the matrix integral
Loop equations are the infinitesimal counterparts of the invariance of an integral under
a continuous family of change of variable [36]. They are true both for formal integrals
and convergent integrals, so we do not have to bother with variable xˆ, and we can work
directly with variable x. One has to compute the jacobian of the change of variable
and the variation of the exponential term. The loop equation merely states that the
jacobian cancels the variation of the exponential, in expectation. The general method
for computing jacobians of infinitesimal changes of matrix variables, is called ”split
and merge”, and is exposed in many articles (for instance, [15]).
Let us write I = {x2, . . . , xk}, and define the following auxiliary functions:
Gk =
∞∑
g=0
(
N
t
)2−2g−k
G
(g)
k =
〈
Tr
1
x−M A
2
1
∏
xi∈I
Tr
1
xi −M
〉
C
8
G˜k =
∞∑
g=0
(
N
t
)2−2g−k
G˜
(g)
k =
〈
Tr
1
x−M A1
1
x′ −MA1
∏
xi∈I
Tr
1
xi −M
〉
C
Pk =
∞∑
g=0
(
N
t
)2−2g−k
P
(g)
k =
〈
Tr
V′(x)− V′(M)
x−M
∏
xi∈I
Tr
1
xi −M
〉
C
P
(g)
k is by construction the polynomial part of V
′(x) W(g)k (x, x2, . . . , xk) at large x:
P
(g)
k (x, x2, . . . , xk) =
(
V′(x) W(g)k (x, x2, . . . , xk)
)
+
We indicate infinitesimal change of variable and the corresponding loop equations:
• With M →M +  1
x−M , we obtain to first order in :
W1(x)
2 + W2(x, x) =
N
t
[
V′(x)W1(x)− P1(x)− nG1(x)
]
(1-8)
• With A1 → A1 +  1x−MA1 1x′−M , we obtain:
W1(x)W1(x
′) + W2(x, x′) =
N
t
[
(x + x′)G˜1(x, x′)−G1(x)−G1(x′)
]
(1-9)
Auxiliary functions can be eliminated by specializing to x = −x′ and combining the
two equations:
W2(x, x) + nW2(x,−x) + W2(−x,−x) + W1(x)2 + nW1(x)W1(−x) + W1(−x)2
=
N
t
[V′(x)W1(x) + V′(−x)W1(x)− P1(x)− P1(−x)]
If we collect the highest power in N , which is N2, we obtain:
Theorem 1.1 Master loop equation (quadratic in W
(0)
1 ).
W
(0)
1 (x)
2 + nW
(0)
1 (x)W
(0)
1 (−x) + W(0)1 (−x)2
= V′(x)W(0)1 (x) + V
′(−x)W(0)1 (x)− P(0)1 (x)− P(0)1 (−x)
We stress that Eqns. 1-8 and 1-9 are true for any potential for which the quantities
involved make sense. In particular, (t0, t1, t2) is not restricted to (0, 0,−1). Accordingly,
we can obtain loop equations for all Wk by successive applications of
∂
∂V
. Here is the
general results for k ≥ 1 and collecting the N2−2g terms (g ≥ 0).
Theorem 1.2 Higher loop equations (linear in W
(g)
k ).
W
(g−1)
k+1 (x, x, I) + W
(g−1)
k+1 (−x,−x, I) + nW(g−1)k+1 (x,−x, I)
+
′∑
J⊆I, 0≤h≤g
(
W
(h)
|J |+1(x, J) W
(g−h)
k−|J | (x,
cJ) + W
(h)
|J |+1(−x, J) W
(g−h)
k−|J | (−x, cJ)
+ nW
(h)
|J |+1(x, J) W
(g−h)
k−|J | (−x, cJ)
)
+
∑
xi∈I
∂
∂xi
(
W
(g)
k−1(x, I \ {xi})−W(g)k−1(I)
x− xi −
W
(g)
k−1(−x, I \ {xi})−W(g)k−1(I)
x + xi
)
= V′(x)W(g)k (x, I) + V
′(−x)W(g)k (−x, I)− P(g)k (x, I)− P(g)k (−x, I)
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We take W
(−1)
k = 0 as convention.
∑′
means that we exclude the two terms where W gk
itself appears.
Thm. 1.1 is just a specialization of Thm. 1.2 to (k, g) = (1, 0), but the master loop
equations plays a special role. When n = 0, we recover the loop equations of maps
[40, 41, 15].
1.6.2 Derivation a` la Tutte
Now, we give a bijective proof of Thm. 1.1. We introduce the auxiliary functions:
• G˜(g)k (x, x′, I), which counts maps which carry a path of weight 1 (and not n)
starting on a distinguished marked face (of length l + l′ + 2), and ending on the
same marked face. l is the notation for the distance between the starting point
and ending point, and the weight is ∝ x−(l+1) x′−(l′+1).
1
l’1
l
• G(g)k (x, I), defined by the same sum restricted to maps where the starting point
is just next to the ending point (l ≡ 1). The weight is ∝ x′−(l′+1). Actually:
G
(g)
k (x
′) = lim
x→∞
x G˜
(g)
k (x, x
′)
10
The combinatorial derivation follows the method of Tutte [40, 41], i.e we look for a
recursion on the number of edges.
• Consider W(0)1 , which counts rooted planar maps. If we remove the marked edge
in a configuration counted by W
(0)
1 , we count
[(
x− c
2
)
W
(0)
1 (x)− t
]
(taking care
of the planar map with only 1 vertex) W
(0)
1 ). Three cases occur when we remove
the marked edge. the face on the other side of the marked edge could be an
unmarked polygon, it could carry a piece of path, or it could be the marked face
itself. Pictorially, if we fill the marked face in dark grey (the whole map should
be a sphere): Thus:
(
x− c
2
)
W
(0)
1 (x)− t =
[
Vˆ≥3
(
x− c
2
)
W
(0)
1 (x)
]
−
+ nG
(0)
1 (x) + W
(0)
1 (x)
2
where (· · · )− means the negative part of the Laurent expansion in x− c2 . We see
that the whole Vˆ′
(
x− c
2
)
= V′(x) is restored in this equation: nothing special
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happens with the quadratic part, and the loop equation takes a nice form because
of the convention for the term v = 1 in W
(0)
1 . The polynomial (in the variable xˆ
or x):
P
(0)
1 (x) =
〈
Vˆ′(xˆ)− Vˆ′(Mˆ)
xˆ− Mˆ
〉(0)
=
〈
V′(x)− V′(M)
x−M
〉(0)
is precisely the nonnegative part of the Laurent expansion of V′(x)W(0)1 (x). Hence
Eqn. 1-8:
W
(0)
1 (x)
2 = V′(x)W(0)1 (x)− P(0)1 (x)− nG(0)1 (x)
• Consider configurations counted by G˜(0)1 (x, x′). If we remove the tri-
angle of the marked face where the path starts, we are counting[
(x + x′ − c) G˜(0)1 (x, x′)−G(0)1 (x)−G(0)1 (x′)
]
. Indeed, either l or l′ is shortened
by one, but we have to take care of the degenerate cases G
(0)
1 (x) and G
(0)
1 (x
′)
where l′ (resp. l) shrinks to 0. There are two possibilities for this removal: either
the path was of length 0 or not. Thus, we find Eqn. 1-9:
(
(x + x′ − c)G˜(0)1 (x, x′)−G(0)1 (x)−G(0)1 (x′)
)
= W
(0)
1 (x)W
(0)
1 (x
′)− c G˜(0)1 (x, x′)
Higher loop equations (Thm. 1.2) can be derived in a similar way.
1.7 Analyticity properties
To each order tv, the sum over M(g)k (v) in W
(g)
k is a finite sum, and in particular, the
coefficient of tv in W
(g)
k is a rational fraction of each xi, with poles only at xi =
c
2
,
of maximal degree 4g − 4 + k + 2v. In Appendix A, we prove that this implies the
following analytical properties for the W
(g)
k ’s:
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Lemma 1.1 1-cut lemma.
There exists ρ0 > 0 (depending only on the degree dmax of the polynomial Vˆ,
tˆ3, . . . , tˆdmax , n and c, and a priori on k, g) such that, for all r > 0:
• If I = (x1, . . . , xk) ∈
(
C \ D( c
2
; r)
)k ⇒, then W(g)k (I), as a formal series in t,
has a radius of convergence ≥ r
ρ0
.
Accordingly, if we hold k − 1 variables J = (x2, . . . , xk) fixed, at values different from
c
2
: for r > 0 small enough, for all t ∈ D
(
0 ; r
ρ0
)
, W
(g)
k (x, J) is holomorphic for x ∈
C \ D( c
2
; r), C∞ in t, and D( c
2
; r) ∩ D(− c
2
; r) = ∅.
More precisely, there exists t0 > 0 (depending only on dmax, tˆ3, . . . , tˆdmax , n and c)
and two formal series a(t), b(t) in
√
t, whose radius of convergence in
√
t is greater
than
√
t0 (non zero), such that (we write γ(t) the segment [a(t), b(t)]):
• a(t) = c
2
− c1
√
t+O(
√|t|) and b(t) = c
2
+ c1
√
t+O(
√|t|) for some c1 ∈ C.
• W(0)1 (x) is absolutely convergent for t ∈ D(0 ; t0), holomorphic on C \ γ(t), and
has a discontinuity on γ(t). On a neighborhood of γ(t), it takes the form h(x)×√
(x− a)(x− b), where h is meromorphic in a neighborhood of γ(t), has no pole
except maybe in a(t) and b(t), and has no zeroes on γ(t). We call this behavior
a square root discontinuity.
• For all the other k, g’s, W(g)k (x1, . . . , xk) has a square root discontinuity in each
variable on γ(t), and is holomorphic on C \ γ(t).
This lemma is quite technical, and we give its proof in Appendix A. As a brief
sketch of the proof, let us say that, by a very rough bound on #M(0)1 (v), we first prove
that W
(0)
1 is convergent in the domain C \ D
(
c
2
; |c|
2
)
when |t| < t∗ for some t∗, and
thus W
(0)
1 (x) can have singularities only in a small disc centered in c, of radius smaller
than |c|
2
. This implies that W
(0)
1 (−x) is analytical for x in this disc. Then, from the
master loop equation (Thm. 1.1), W
(0)
1 can only have (and must have) square-root
discontinuity in the disc, at points x = a(t) and x = b(t). Eventually, the series a(t)
and b(t) are determined by the master loop equation. This property is called the 1-cut
assumption in physics (although it is not an assumption here), and is closely related to
Brown’s lemma in combinatorics. The loop equations themselves do not have a unique
solution, but we shall see that there is a unique one satisfying this lemma.
1.8 Remark: convergent matrix integrals
The 1-cut assumption holds for formal matrix integrals, i.e generating functions of the
O(n) model configurations.
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However, one could be interested in studying the matrix integral of Eqn. 1-4, not
as a formal matrix integral, but as a genuine convergent integral. In this case, a 1-
cut lemma can hold or not, depending on the choice of V(M), and in fact on the
choice of the integration domain for the eigenvalues of M. In some sense, it holds if the
integration domain is a ”steepest descent” integration path for the potential V, but
those considerations are beyond the scope of our article. When this is the case, it is
known that, for |t| small enough according to the bound of the 1-cut lemma, Wk does
have an asymptotic expansion of the form:
W
(g)
k =
∞∑
g=0
(
N
t
)2−2g−k
W
(g)
k (t) (1-10)
Of course, these W
(g)
k satisfy then the loop equations (Thm 1.2). In this article, we shall
consider only the situation (realized in combinatorics, because of Lemma 1.1) where
the 1-cut property holds, with the cut [a, b] ⊆ R+. We leave the ”multi-cut solution”
to O(n) model loop equations for a future work.
2 The linear equation
We write n = −2 cos(piµ) and we assume µ ∈ ]0, 1[ \{0}. µ ∈ ]0, 1[ is in bijection with
n ∈] − 2, 2[. With few technical modifications, the loop equations can also be solved
for n outside of that range5, but the nature of their solution is quite different. The
range n ∈ R was analyzed in [19]. We now review the techniques developed in [14] to
solve the master loop equation (Thm. 1.1), and introduce enough algebraic geometry
to present the solution of the higher loop equations.
2.1 Saddle point equation
Due to the analytical structure of W
(0)
1 (square root discontinuity with end points
a(t),b(t)), we can transform the master loop equation, which is quadratic, into a linear
one. The latter was originally called ”saddle point equation” because it coincides with
the saddle point approximation for the density of eigenvalues [23].
Proposition 2.1
∀x ∈ [a(t), b(t)] W(0)1 (x + i) + nW(0)1 (−x) + W(0)1 (x− i) =
→0
V′(x)
(2-1)
5Notice the O(−2) model is dual to the O(0) model by the change of variable M → √M , i.e. to
the 1-hermitian matrix model with a non analytic potential V˜ (M) = V (
√
M)
14
proof:
We start from Thm. 1.1
W
(0)
1 (x)
2 + nW
(0)
1 (x)W
(0)
1 (−x) + W(0)1 (−x)2
= V′(x)W(0)1 (x) + V
′(−x)W(0)1 (−x)− P(0)1 (x)− P(0)1 (−x)
where P
(0)
1 (x) is a polynomial in x of degree (deg V− 2). Because of the 1-cut lemma:
∀x ∈ [a(t), b(t)] W(0)1 (−x + i)−W(0)1 (−x− i) =
→0
0
Besides, let us define:
2Pe(x)
= P
(0)
1 (x) + P
(0)
1 (−x)
= W
(0)
1 (x)
2 + nW
(0)
1 (x)W
(0)
1 (−x) + W(0)1 (−x)2 − V′(x)W(0)1 (x)− V′(−x)W(0)1 (−x)
Pe(x) is a polynomial, so:
∀x ∈ [a(t), b(t)] Pe(x + i)− Pe(x− i) =
→0
0
This equation factorizes into:
(W
(0)
1 (x + i)−W(0)1 (x− i))
[
W
(0)
1 (x + i) + nW
(0)
1 (−x) + W(0)1 (x− i)− V′(x)
]
=
→0
0
Since on x ∈ [a(t), b(t)] we have W(0)1 (x + i) 6= W(0)1 (x− i) in the limit → 0, we find
Eqn. 2-1. 
Eqn. 2-1 is linear, provided that a(t) and b(t) are known. The non-linearity is
hidden in the determination of a(t) and b(t). Given a segment [a, b] of the positive real
line, we shall study the general 1-cut solutions of the homogeneous linear equation:
∀x ∈ [a, b] W(x + i) + nW(−x) + W(x− i) =
→0
0 (2-2)
The extension to an arbitrary path [a, b] in the complex plane presents no difficulty,
but is not needed for combinatorics.
2.2 Algebraic geometry construction
We look for a solution of Eqn. 2-1, with only one cut [a, b], and in particular which is
analytical on [−b,−a]. Since our equation involves both x ∈ [a, b] and −x ∈ [−b,−a],
it is convenient to introduce a conformal mapping between the complex plane with two
cuts [a, b] ∪ [−b,−a] and the hyperelliptical curve S : σ2 = (x2 − a2)(x2 − b2).
We assume 0 < a < b <∞. The cases a = 0 of b =∞, treated directly in Section E,
are easier and somewhat more explicit, and they correspond to critical points [32], as
we review in Section 6.1.
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Figure 4: S : σ2 = (x2− a2)(x2− b2) has two sheets, corresponding to opposite square
roots, and we call one of them the physical sheet. The determination (white or yellow)
of the square root changes when one crosses the lines where σ2 ∈ R−, so that σ is an
analytical function of x on each sheet, outside [−b,−a] ∪ [a, b]. We have indicated the
corresponding signs for Re(σ) and Im(σ) on the two sheets.
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Figure 5:
S is topologically a torus. So, the space of holomorphic differential form is of
complex dimension 1 and is generated by dx/σ. To parametrize the surface, we define
u(x) =
ib
2K ′
∫ x
−a
dx′
σ(x′)
which is path dependant. We fix K ′ ∈ R∗+ such that u(−b) = 12 along the blue path.
Then, u(a) = τ , shown in the next paragraph to be half of the modulus of the torus,
lies in iR+ for a, b ∈ R+, a < b. We have drawn the paths followed on the first sheet
only: they follow the real line, the blue one on the side Im x > 0, the purple one
on the side Im x < 0. Because the square root on the second sheet is opposite to
its determination on the physical sheet, the analogue integration paths on the second
sheet lead to opposite u for the same value of x.
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Figure 6:
We present the u-plane at the end of the construction. Circling only once along
the paths in the two sheets gives the rectangular region [−1
2
, 1
2
] × [−τ, τ ]. The path
corresponding to u ∈ [−1
2
, 1
2
] or u ∈ [−τ, τ ] are non contractible loops in S. Following
these paths adds 1 (or 2τ) to u and leads to the same starting point. Then, it is
Abel’s theorem that u induces an isomorphism between S and the Riemann surface
C/(Z ⊕ 2τZ). Moreover, we have marked the points corresponding to x + i, x − i
( > 0), and −x for some x ∈ [a, b]. We see that, in the variable u, they are merely
τ -translations of each other:
generic point images in the torus
x u, −u
−x τ − u, −(τ − u)
x 2τ − u,u− 2τ
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In a nutshell, our parametrization in terms of elliptic functions [25] reads:
x = a snk(ϕ), ϕ =
∫ x/a
0
dx√
(1− x′2)(1− k2x′2) , u =
iϕ
2K ′
+
τ
2
where snk is the odd solution of y
′ =
√
(1− y2)(1− k2y2), and:
cnk =
√
1− sn2k, dnk =
√
1− k2sn2k, k = a/b, τ =
iK
K ′
K = K(k) =
∫ 1
0
dx′√
(1− x′2)(1− k2x′2) is the complete elliptic integral
K ′ = K(
√
1− k2) =
∫ ∞
0
dx′√
(1 + x′2)(1 + k2x′2)
With help of the properties [25] under translation and rotation to imaginary argument
of the elliptic functions sn, cn, dn, we obtain:
x = a dn√
1−a2/b2
(
2u
K ′
)
We mention it to be explicit, though it is not at all necessary to know this formula in
what follows.
2.3 Change of variable
This construction provides a nice change of variable to solve Eqn. 2-2. Let us note the
inverse function of x 7→ u(x):
x : [−1
2
, 1
2
]× [0, τ ] → C, physical sheet
u 7→ x(u)
Then, any function:
W : C → C
x 7→ W(x)
which is at least analytic in the x-plane with two cuts [−b,−a] and [a, b], defines without
ambiguity an analytic function:
W : [−1
2
, 1
2
]× [0, τ ] → C
u 7→ W(x(u))
In some cases, W may be extended to the whole u-plane because values on the boundary
of the initial region match. Eventually, properties of W(x) are translated into properties
of W (u) and vice versa.
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Figure 7: Dictionary between invariances in variable u and analyticity properties in
variable x.
Now, we apply this to any 1-cut solution W of Eqn. 2-2. We end up with a mero-
morphic function W defined on the whole u-plane, which is 1-translation invariant,
u-even, and satisfies:
∀u ∈ τ +
[
−1
2
,
1
2
]
W (2τ − u) + nW (τ − u) +W (u) = 0 (2-3)
Since W is analytic, it must be true on the whole u-plane. Using the parity property,
and defining the operators of 1-translation T1, and of τ -translation T, we rewrite
Eqn. 2-3 as:
∀u ∈ C
{
(T2 + nT + id) (W )(u) = 0
(T1 − id) (W )(u) = 0 (2-4)
2.4 Special 1-cut solutions
T is a linear operator on the space of meromorphic functions in the u-plane, over the
field k of 1 and τ -translation invariant functions (the general form in the x variable of
these biperiodic functions is described Fig. 7). With the notation n = −2 cos(piµ), the
space of solutions of Eqn. 2-4 is the intersection of Ker (T1 − id) and:
Ker
(
T2 + nT + id
)
= Ker
(
T− eipiµid)⊕Ker (T− e−ipiµid)
Thus, it has dimension two. Let us pick up [14, 18] in Ker(T1 − id) ∩Ker(T− eipiµid)
a special function Dµ (i.e satisfying Dµ(u+ 1) = Dµ(u) and Dµ(u+ τ) = e
−ipiµDµ(u)),
having the asymptotic properties:
• Dµ(u(x)) ∼ 1/x when x→∞ in the physical sheet.
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• Dµ(u(x)) ∝ 1/σ(x) when x→ a, b,−a,−b.
This determines Dµ uniquely, and we can actually construct it in terms of theta func-
tions of modulus τ (see Appendix B for a reminder on theta functions):
Dµ(u) =
x(u)
σ(x(u))
ϑ1
(
u− τ
2
+ µ
2
∣∣∣τ)
ϑ1
(
u− τ
2
∣∣∣τ)
ϑ1
(
−1
2
∣∣∣τ)
ϑ1
(
−1
2
+ µ
2
∣∣∣τ) (2-5)
By definition, it has two simple poles (mod Z ⊕ τZ) at 0 and 1
2
, and a simple zero at
u(∞) = −1
2
+ τ
2
. It also admits a second simple zero at u(eµ) =
τ−µ
2
. This special
function is our elementary brick to define a suitable basis of 1-cut solutions of Eqn. 2-4.
Let us notice before that u 7→ Dµ(−u) generates Ker(T1 − id) ∩Ker(T− e−ipiµid).
To describe the space of 1-cut solutions of Eqn. 2-4, we rather work on the subfield
k′ of k, consisting of u-even functions belonging to k (in the x variable, k′ consists of
rational functions of x2). Then, this space of 1-cut solutions has again dimension two
on k′. We now describe a basis which we have found convenient for our purposes:
Theorem 2.1 There exists a unique couple of meromorphic functions (fµ,f̂µ), 1-cut
solutions of Eqn. 2-4, such that:
• fµ(u(x)) is holomorphic for x ∈ C \ [a, b] in the physical sheet (it has only one
cut).
• fµ(u(x)) ∝ 1/σ(x) when u→ u(a) = τ , or u(b) = 12 + τ .
• fµ(u(x)) ∼ 1/x when x→∞ in the physical sheet.
• f̂µ(u(x)) is holomorphic for x ∈ C \ ([a, b]∪{0}) in the physical sheet (it has only
one cut).
• f̂µ(u) is finite when u→ u(a) or u(b).
• f̂µ(u(x)) ∝ 1/x when x→ 0 (in the two sheets).
• f̂µ(u(x)) ∼ 1 when x→∞ in the physical sheet.
2.5 Bilinear form
The properties of these functions are listed in Appendix D. They were constructed
such that fµ⊥ f̂µ = 0 for the bilinear form (on the field k) which appear in the loop
equations (Thm. 1.2):
(g⊥h)(x) ≡ g(x)h(x) + g(−x)h(−x) + n
2
(g(x)h(−x) + g(−x)h(x))
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Equivalently in the u variable:
(g⊥h)(u) ≡ g(u)h(u) + g(u− τ)h(u− τ) + n
2
(g(u)h(u− τ) + g(u− τ)h(u)) (2-6)
Lemma 2.1
• If f and g are solutions of the homogeneous linear equation 2-2, then (f⊥g)(u)
is 1- and 2τ -translation invariant.
• Besides, if f and g have only one cut, then f⊥g is an even rational function of x.
• If f is a 1-cut solution of 2-2, g has one cut, and f⊥g has no cut on [a, b], then
g is a 1-cut solution of 2-2 as well.
proof:
For the first point, we rather work with the u variable than with x, and use the
dictionary of Section 7: recall for example that ”having one cut” translates into ”being
u-even”. If f and g are solution of the loop equation:
T(f⊥g) = Tf ·Tg + T2f ·T2g + n
2
(
T2f ·Tg + Tf ·T2g)
= (f⊥g)
If on the top of that f and g have only one cut, so does f⊥g for it is obviously invariant
under u 7→ τ−u. Hence the second point. Now, assume f is a 1-cut solution of Eqn. 2-2
and f⊥g has no cut on [a, b] (for example, f⊥g is an even rational function of x). Then,
for x ∈ [a, b] and → 0+:
0 = (f⊥g)(x + i)− (f⊥g)(x− i)
=
(
f(x + i) +
n
2
f(−x)
)
g(x + i)−
(
f(x− i) + n
2
f(−x)
)
g(x− i)
+
n
2
(f(x + i)− f(x− i)) g(−x)
= (f(x + i)− f(x− i))
[
g(x + i) + g(x− i) + n
2
g(−x)
]
Since f has a discontinuity on ]a, b[ , g must satisfy the homogeneous linear equation.

Thus, the norms Rµ(x
2) = (fµ⊥fµ)(x) and R̂µ(x2) = (̂fµ⊥f̂µ)(x) are rational func-
tions of x2. They can be identified [14, 18] using the analytical properties of (fµ, f̂µ)
(see Appendix D).
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2.6 General 1-cut solutions
We arrive at the description found in [14, 18].
Theorem 2.2 The 1-cut solutions of Eqn. 2-2 are of the form
W(x) = A(x2)
fµ(x)
Rµ(x2)
+ B(x2)
f̂µ(x)
R̂µ(x2)
where A(x2) and B(x2) are rational functions of x2.
As rational functions of x2, A and B can be determined from the required analytic
properties (behavior at poles and zeroes) of the solution of Eqn. 2-2 we are looking for.
3 Unstable generating functions (2− 2g − k ≥ 0)
We review the results of [14, 18, 19], concerning W
(0)
1 and W
(0)
2 . They can be proved in
a straightforward way from Thm. 2.2. Though the solution for W
(0)
2 requires lengthy
computations. We have developed an other approach to compute W
(0)
2 (Section 3.4)
which is closer to the spirit of algebraic geometry, that is, finding a good description
of the ring of meromorphic functions on the spectral curve.
3.1 W
(0)
1 (rooted disks)
W
(0)
1 (x) is a 1-cut solution of the complete linear equation with rhs V
′(x). It is easy
to find a particular solution of this equation:
V′s(x) =
2V′(x)− nV′(−x)
4− n2
So, W
(0)
1 (x) = W
(0)
1 (x)− V′s(x) is a 1-cut solution of Eqn 2-2. It must satisfy:
• W(0)1 has no pole in the physical sheet (i.e in C \ [a, b]).
• W(0)1 (x) ∼ t/x when x→∞ in the physical sheet.
• W(0)1 (x) is finite when x = ai (a or b), and W(0)1 (x)−W(0)1 (ai) ∝
√
(x− ai) when
x→ ai.
Theorem 3.1 [14, 18]
W
(0)
1 (x) =
2V′(x)− nV(−x)
4− n2 + A(x
2)
fµ(x)
Rµ(x2)
+ B(x2)
f̂µ(x)
R̂µ(x2)
(3-1)
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where A(x2) and B(x2) are even polynomials:
A(x2) = −1
2
(
V′(x)fµ(x) + V′(−x)fµ(−x)
)
+
B(x2) = −1
2
(
V′(x)̂fµ(x) + V′(−x)̂fµ(−x)
)
a and b must be solution to the compatibility equations:
Res
x→∞
dx (xV′(x)fµ(x)) = (−2 + n)t
Res
x→∞
dx
(
xV′(x)̂fµ(x)
)
= (2 + n) Res
x→∞
dx
(
xW
(0)
1 (x)
)
Generically, they admit a unique solution {a(t), b(t)} which is a power series in √t for
small t (this
√
t behavior is required by the 1-cut lemma).
Though Rµ(x) and R̂µ(x) have a zero when x
2 = e2µ, W
(0)
1 must be regular at x = ±eµ,
and this is expressed by the second compatibility equation.
The polynomial parts can be rewritten by taking residues at ∞. By moving the
contour, we can represent the solution as a contour integral around [a, b] for the solution.
Theorem 3.2 [14, 18]
W
(0)
1 (x0) =
1
2ipi
∮
[a,b]
dx
xV′(x)
x20 − x2
(
fµ(x0)
Rµ(x20)
fµ(x) +
f̂µ(x0)
R̂µ(x20)
f̂µ(x)
)
This formula is the analog for n 6= 0 of Tricomi’s solution [39].
3.2 y(x) (the spectral curve)
The object which plays the role of a spectral curve is the discontinuity of the resolvent
W
(0)
1 (x). We have:
y(x) ≡ lim
→0
(
W
(0)
1 (x + i)−W(0)1 (x− i)
)
= 2W
(0)
1 (x) + nW
(0)
1 (−x)− V′(x)
A short computation with help of Appendix D gives:
y(x) = A(x2)yµ(x) + B(x
2)yˆµ(x)
where the two basic blocks are given by:
yµ(x) =
xσ(x)
x2 − e2µ
fˆµ(−x), yˆµ(x) = − xσ(x)
x2 − e2µ
fµ(−x)
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3.3 W
(0)
2 (rooted cylinders), first method
W
(0)
2 (x0, x) is obtained by application of the loop insertion operator ∂/∂V(x) to
W
(0)
1 (x0). Accordingly, it is a 1-cut solution (in both x0 and x) of the complete linear
equation with rhs −1/(x0 − x)2. Again, we can decompose into a particular solution,
and a solution W
(0)
2 of Eqn. 2-2:
W
(0)
2 (x0, x) =
−2
(x + x0)2
+
n
(x + x0)2
+ W
(0)
2 (x0, x)
We must find the solution characterized by:
(i) W
(0)
2 (x0, x) is symmetric in x0 and x.
(ii) W
(0)
2 (x0, x) has no pole when x0 and x are in the physical sheet.
(iii) W
(0)
2 (x0, x) ∝ 1/x20 when x0 →∞ in the physical sheet (x fixed).
(iv) W
(0)
2 (x0, x) ∝ 1/
√
(x0 − a)(x0 − b) when x0 → a, b (x fixed).
Indeed: (i) expresses the invariance of the generating function of cylinder maps by
exchange of the marked faces ; (ii) is implied by the 1-cut lemma ; (iii) comes from the
definition of W
(0)
2 as a connected correlation function ; (iv) follows from application
of ∂/∂V(x) to W
(0)
1 (x0), given that a and b are V dependent. Actually, it is easier to
determine first the primitive of W
(0)
2
H(x0, x) =
∫ x
∞
dξ W
(0)
2 (x0, ξ) (3-2)
which satisfy assertions deduced from (i) − (iv). Although it is convenient to use the
1-cut basis (fµ(x), f̂µ(x)) to derive the result, it can be expressed afterwards in another
basis. Let us introduce:
I(x) =
xσ(x) + eµσ(eµ)
x2 − e2µ
(3-3)
which is related to the derivative of Dµ (see Appendix D).
Theorem 3.3 [14, 18] Primitive of W
(0)
2 .
H(x0, x) =
1
4− n2
(
e−ipiµH+(x0, x) + H+(−x0, x)− H+(x0,−x)− eipiµH+(−x0,−x)
)
H+(x0, x) ≡ Dµ(x0)σ(x)Dµ(x) I(x)− I(x0)
x2 − x20
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Corollary 3.1
W
(0)
2 (x0, x) =
1
4− n2
(
e−ipiµW(0)2|+(x0, x) + W
(0)
2|+(−x0, x)
+W
(0)
2|+(x0,−x) + eipiµW(0)2|+(−x0,−x)
)
W
(0)
2|+(x0, x) ≡ Dµ(x0) Dµ(x)
[
1−
(
α1 +
xσ(x)− x0σ(x0)
x2 − x20
)
I(x)− I(x0)
x2 − x20
]
− 1
(x + x0)2
We also have:
W
(0)
2 (x, x) =
1
4− n2
( n
4x2
− n(∂2H)(x, x) + 2W(0)2|+(x,−x)
)
W
(0)
2|+(x,−x) =
1
2
e2µ − α21
σ2(x)
+
x2
4
(b2 − a2)2
σ4(x)
3.4 W
(0)
2 , infinite series representation
3.4.1 Decomposition and characterization
We present here an alternative construction of W
(0)
2 , which takes advantage of the
change of variable x → u(x). The natural object to look at is the differential form
W
(0)
2 (x0, x)dx0dx. Let us define s(u) =
dx
du
= ib
2K′σ(x(u)). Its properties are:
s(u) = s(u+ 1), s(−u) = −s(u), s(τ − u) = s(u)
We want to determine:
ω
(0)
2 (u, u0) = s(u)s(u0)W
(0)
2 (u, u0)
We shall consider the function B defined by:
B(u0, u) def= −e−ipiµω(0)2 (u, u0) + ω(0)2 (τ − u, u0) + ω(0)2 (u, τ − u0)− eipiµω(0)2 (τ − u, τ − u0)
Conversely, ω
(0)
2 can be decomposed in terms of B:
ω2(u, u0) =
1
4− n2
(
e−ipiµB(u, u0) + B(τ − u, u0) + B(u, τ − u0) + eipiµB(τ − u, τ − u0)
)
(3-4)
B has the following properties:
• B is a meromorphic function of u, u0 ∈ C.
• B has for only pole u = (τ − u0) mod Z⊕ τZ, and:
B(u) = 1
(u+ u0 − τ)2 + O(1) when u→ τ − u0.
• B(u, u0) = B(u0, u).
• B(u, u0) = B(u+ 1, u0) and B(u+ τ, u0) = eipi(1−µ)B(u, u0).
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3.4.2 Construction of a solution
We can construct such a function explicitly by a deformation of the Weierstraß function
℘ (see Appendix C for a reminder of ℘). We assume eipiµ 6= −1 (i.e n 6= 2), and define
a function ℘µ:
℘µ(w) =
∑
m∈Z
eipi(µ−1)m
pi2
sin2 pi(w +mτ)
(3-5)
Notice that the series converges absolutely for τ ∈ iR∗+. ℘µ is 1-translation invariant
and take a phase eipi(1−µ) when w 7→ w + τ . It coincides with ℘ + c0 when µ =
1 mod 2Z (i.e. n = 2), where c0 is a constant depending on τ . It has for only pole
w = 0 mod (Z ⊕ τZ), which is a double pole without residues. As for Dµ, one can
represent ℘µ as a quotient of theta functions, and we find that it has two distinct zeroes
:
w1 and w2 = −w1 + 1− µ
2
℘µ enjoys properties generalizing those of ℘ and presented in Appendix C. Now,
B(u, u0) − ℘µ(u + u0 − τ) is holomorphic, 1-translation invariant and takes a phase
eipi(1−µ) when one of the arguments is shifted by τ . Since µ ∈ R, this difference is a
entire bounded function6, so is constant, and this constant must vanish for eipiµ 6= −1.
Therefore, B(u, u0) = ℘µ(u+ u0 − τ). Collecting the terms of Eqn. 3-4:
Theorem 3.4
ω
(0)
2 (u, u0) =
∑
m∈Z
2pi2 cos(pi(1− µ)m)
4− n2
(
1
sin2 pi(u− u0 +mτ)
− 1
sin2 pi(u+ u0 +mτ)
)
Compared to Cor. 3.1, this expression is well suited if one wishes to integrate
W
(0)
2 (x0, x).
3.4.3 Comment
As usual in matrix models, we find that ω
(0)
2 (u0, u) is a universal object. Universal
means here that the dependence in V of W
(0)
2 arise only through a and b (it was
already manifest in Cor. 3.1).
In the Coulomb gas picture (Eqn. 1-6), it characterizes the correlation of two eigen-
values in the large N limit. If we regard τ and µ ∈ R/2Z as independent parameters,
Thm. 3.4 gives the Fourier series in µ of W
(0)
2 . Besides, it depends on u(x) − u(x0)
and u(x)−u(−x0). This has a simple interpretation. Consider two eigenvalues located
6This argument is only valid when µ ∈ R, i.e requires at least |n| ≤ 2.
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at x0 and x. In the O(n) model, x0 also feels the mirror charge located at −x. We
found that the two point correlation function in the large N limit depends on the ’dif-
ferences’ between the position of the interacting sources. ”Position” and ”difference”
have a natural meaning on the spectral curve, which is equipped with the addition law
(u0, u) 7→ u0 + u.
4 Stable generating functions (2− 2g − k < 0)
We will see that the loop equations 1-10 imply that W
(g)
k for 2g − 2 + k > 0 satisfies
the homogeneous linear equation 2-2. In principle, one could try to identify the even
rational functions of x, A
(g)
k (x
2, J) and B
(g)
k (x
2, J) in a decomposition:
W
(g)
k (x, I) = A
(g)
k (x
2, I)fµ(x) + B
(g)
k (x
2, I )̂fµ(x)
This is basically the method of [1] to compute higher genus correlators, adapted to the
O(n) model in [18]. Inspired by [16], we shall take another route, which consists in
finding a Cauchy residue formula for 1-cut solutions of Eqn. 2-2.
4.1 Cauchy residue formula
Also, we construct the appropriate Cauchy kernel G(x0, x) for our spectral curve:
G(x0, x) =
∫ x
∞
dx′
(
2W
(0)
2 (x0, x
′) + nW
(0)
2 (x0,−x′)
)
(4-1)
G(x0, u) = G(x0, x(u))
It is possible to derive a infinite series representation of s(u0)s(u) G(x(u0), x(u)) from
Thm. 3.4, but we will not use it. The essential properties of G are:
• G(x0, u) is a meromorphic function of u ∈ C, with u = u(x) mod (Z⊕ 2τZ) as
only pole.
• G(x0, x) = 1x0−x +O(1) when x0 → x.
• G(x0,−u) = −G(x0, u).
Theorem 4.1 Cauchy formula. Let W (in the x-plane) or W (in the u-plane) be a
1-cut solution of Eqn. 2-2. If W is holomorphic on C \ [a, b], and has no residue at
x =∞, we have:
W(x0) =
1
2
Res
u→τ,τ+ 1
2
dus(u)G(x0, u)W (u)
where s(u) = dx
du
. One can add to G a constant γi(x0), depending on the branch point
u(ai), ai ∈ {a, b}, without changing the formula.
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To prove this, we write the usual Cauchy formula and recast it as residues on the
branch points a and b only.
W(x0) = − Res
x→x0
dx G(x0, x)W(x)
= − Res
x→x0
dx
G(x0, x)W(x)−G(x0,−x)W(−x)︸ ︷︷ ︸
no pole at x0

= −1
2
Res
x→x0,−x0
dx (G(x0, x)W(x)−G(x0,−x)W(−x)) by parity
We now switch to u variable: let u0 = u(x0).
W(x0) = −1
4
Res
u→u0,−u0
τ−u0,−(τ−u0)
dus(u) (G(x0, u)W (u)−G(x0, u− τ)W (u− τ))
= −1
4
Res
u→u0,−u0
τ−u0,−(τ−u0)
du (s(u)G(x0, u)W (u) + s(u− τ)G(x0, u− τ)W (u− τ))
= −1
4
Res
u→u0,−u0
τ−u0,−(τ−u0)
du (sH(x0, ·)⊥W ) (u)
where H is defined in Eqn. 3-2. One knows that s(u)H(x0, u) (up to a constant in u,
irrelevant in the residue) satisfies the linear equation in u. So, Lemma 2.1 tells us that
(sH(x0, ·)⊥W )(u) is 1- and 2τ -translation invariant, i.e is elliptic. Since the sum of
residues of an elliptic function vanishes, we have:
W(x0) =
1
4
Res
u→0, 1
2
τ,τ+ 1
2
du (sH(x0, ·)⊥W ) (u)
Eventually, the assumption of u-parity/1-cut property for W allows us to rewrite:
W(x0) =
1
2
Res
u→τ,τ+ 1
2
dus(u)G(x0, u)W (u)
4.2 W
(g)
k (all topologies)
4.2.1 Recursive residue formula for 2g − 2 + k > 0
In the matrix model, W
(g)
k (x1, . . . , xk) represents correlation of densities of eigenvalues,
hence have to be integrated on some interval of [a, b] to give physical results. It is
natural to look at the differential forms:
dx1 · · · dxk W(g)k (x1, . . . , xk)
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These forms can be pushed backwards under u 7→ x(u) to define differential forms ω(g)k
on the u-domain
]−1
2
, 1
2
[×]− τ, τ [.
ω
(g)
k (u1, . . . , uk) = du1s(u1) · · · duks(uk)W (u1, . . . , uk)
= dx(u1) · · · dx(uk) W(x(u1), . . . , x(uk))
and we recall that s(u) = dx
du
. The main result of this article is:
Theorem 4.2 For 2g − 2 + k > 0, W(g)k is a 1-cut solution of the homogeneous linear
equation in each variable:
W
(g)
k (x + i, I) + nW
(g)
k (−x, I) + W(g)k (x− i, I) =→0 0
Thus, ω
(g)
k (u1, . . . , uk) can be extended for u1, . . . , uk ∈ C, as a meromorphic form in
each ui, with poles only at points where x(ui) = a or b. We have the recursive formula:
ωk(u0, I) = Res
u→τ,τ+ 1
2
duK(u0, u)
”ω(g−1)k+1 (u, u, I)” + ′∑
J⊆I, 0≤h≤g
ω
(h)
|J |+1(u, J)ω
(g−h)
k−|J | (u,
cJ)

(4-2)
• ∑′(J,h) is a sum over J ⊆ I, 0 ≤ h ≤ g, excluding (J, h) = (∅, 0) and (I, g).
• u = 2τ − 1− u is such that x(u) = x(u).
• The recursion kernel K(u0, u) is a differential form in u, and the inverse of a
differential form in u, given by:
K(u0, u) = −1
2
∫ u
u
ω
(0)
2 (u0, u
′)
(ydx)(u)
(4-3)
• ”ω(g′)k′ (u, u, I)” differs from ω(g
′)
k′ only for (k
′, g′) = (2, 0), and:
”ω
(0)
2 (u, u)” = −
(
ω
(0)
2 (u, u) + nω
(0)
2 (u, τ − u) + ω(0)2 (τ − u, τ − u)
)
(4-4)
• When (k, g) 6= (1, 1), the same formula is also true if one replaces ω(g−1)k+1 (u, u, I)
by ω
(g−1)
k+1 (u, u, I). However, one cannot in general replace u by u in the terms of∑′
J,h.
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4.2.2 Comment
We have found that the generating functions for genus g maps, carrying closed loops,
with k boundaries, are given by the same recursive structure than the generating func-
tion for maps without decorations. Such a structure is called ”topological recursion”
[20]. It is a general fact that the counting of stable7 maps is more uniform than the
counting of the unstable ones (rooted disks and rooted cylinders). This result provides
a recursive algorithm to compute these generating functions. Minus the Euler charac-
teristics of maps |χ| = 2g− 2 + k decreases by 1 at each step, and W(g)k is reached with
a stack 2g − 2 + k residues.
This result provides a first example where a topological recursion holds for a model
which admits a non-algebraic plane curve as spectral curve:
Ln = (T = C/(Z⊕ τZ), x, y)
n = −2 cos(piµ) is the deformation parameter. The set of branch points is {0, 1
2
} ⊆ T .
But y(u), K(u0, u), . . . are multivalued function on T , basically constructed with the
function Dµ which takes a phase e
ipiµ under τ -translation. We shall give a univocal
meaning to the notions of ”function” or ”differential form on the spectral curve” in
Section 5.3, where we need it for computations. Though, we keep their polysemy in
the next paragraph.
The initial data to run the algorithm of the topological recursion is not only a
plane curve (C, x, y), but also of a Bergman kernel8 which is closely related to ω(0)2 . For
example, in the 1-matrix model with two cuts, the plane curve associated to the model
is a torus, and the Weierstrass function ℘(u−u0)+cte are the possible Bergman kernel
of the curve. Here, the notion of Bergman kernel is slightly deformed, and one may
consider the Weierstrass ℘µ function as the appropriate Bergman kernel. The recursion
kernel should always be given by:
K(u, u0) = −1
2
∫ u
u
ω
(0)
2 (·, u0)
(ydx)(u)
The introduction of u (especially in the bracket term of Eqn. 4-2) is essential in the
formulation of the topological recursion. If one try to replace u by u, the expression
becomes wrong outside of the 1 hermitian matrix model. The reason of being of this u
begins to be understood in the geometrical interpretation of the topological recursion
[22].
7A Riemann surface with k marked points and genus g is called stable if it has only a finite number
of automorphisms. This happens iff 2g − 2 + k > 0. We carry this notion to discrete maps and
correlation function.
8Recall that a Bergman kernel du0duB(u0, u) is a meromorphic form on the spectral curve with a
pole only when x(u) = x(u0), or order 2 and without residues.
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4.2.3 Proof
W
(g)
k satisfies the loop equation:
2
(
W
(g)
k (·, I)⊥W
(0)
1
)
(x) = −E(g)k (x, I)−Q(g)k (x, I)
where
E
(g)
k (x, I) = W
(g−1)
k+1 (x, x, I) + W
(g−1)
k+1 (−x,−x, I) + nW(g−1)k+1 (x,−x, I)
+
′∑
J⊆I, 0≤h≤g
(
W
(h)
|J |+1(·, J)⊥W
(g−h)
k−|J | (·, cJ)
)
(x)
Q
(g)
k (x, I) = P
(g)
k (x, I) + P
(g)
k (−x, I) +
∑
xi∈I
∂
∂xi
[
W
(g)
k−1(I)
(
1
x− xi −
1
x + xi
)]
It is obvious that:
• Q(g)k (·, I) is finite when x = a or b.
• Q(g)k has no cut on [a, b].
One can check easily as well (using symmetry in all variables of generating functions)
that the combination of W
(g−1)
k+1 (·, ·, I) entering in E(g)k (x0, I) has no cut on [a, b]. Since
Q
(g)
k has no cut on [a, b] as well, an easy recursion on 2g−2+k and the second point in
Lemma 2.1 show that E
(g)
k (·, I) has no cut on [a, b]. Hence,
(
W
(g)
k (·, I)⊥W
(0)
1
)
has no
cut on [a, b]. Furthermore, according to the 1-cut lemma (Lemma 1.1), W
(g)
k (·, I) has
only one cut. Now, the assumptions in the third point of Lemma 2.1 are satisfied, with
f = W
(g)
k (·, I) and g = W
(0)
1 . So, W
(g)
k (·, I) must be a 1-cut solution of the homogeneous
linear equation.
Now, we apply the Cauchy formula (Thm. 4.1), with arbitrary constants γi(x0):
W
(g)
k (x0, I)
=
1
2
Res
u→τ,τ+ 1
2
dus(u) (G(x0, u) + γi(x0))W
(g)
k (u, I)
=
1
2
Res
u→τ,τ+ 1
2
dus(u)
G(x0, u) + γi(x0)
y(u)
W (g)k (u, I)y(u) +W (g)k (u− τ, I)y(u− τ)︸ ︷︷ ︸
no pole at τ,τ+ 1
2

= −1
2
Res
u→τ,τ+ 1
2
dus(u)
G(x0, u) + γi(x0)
y(u)
E(g)k (u, I) + Q(g)k (u, I)︸ ︷︷ ︸
is finite at τ,τ+ 1
2

= Res
u→τ,τ+ 1
2
du
[
−1
2
G(x0, u) + γi(x0)
s(u)y(u)
]
E
(g)
k (u, I) (s(u))
2
32
Besides, we have:
G(x0, u) =
∫ u
u(∞)
du′s(u′)
(
2W
(0)
2 (x0, u
′) + nW
(0)
2 (x0, τ − u′)
)
=
∫ u
u(∞)
du′s(u′)
(
W
(0)
2 (x0, u
′)−W (0)2 (x0, u′ − 2τ)
)
=
(∫ u
u(∞)
du′s(u′)W
(0)
2 (x0, u
′)
)
−
(∫ 2τ−u
2τ−u(∞)
du′s(u′)W
(0)
2 (x0, u
′)
)
=
(∫ u
2τ−u
du′s(u′)W
(0)
2 (x0, u
′)
)
+
(∫ 2τ−u(∞)
u(∞)
du′s(u′)W
(0)
2 (x0, u
′)
)
or =
(∫ u
2τ+1−u
du′s(u′)W
(0)
2 (x0, u
′)
)
+
(∫ 2τ−u(∞)
u(∞)
du′s(u′)W
(0)
2 (x0, u
′)
)
−
(∫ 1
0
du′s(u′)W
(0)
2 (x0, 2τ − u′)
)
We used the 1-translation invariance for the last line. We see that, in a neighborhood
of u(ai) = τ (resp. u(ai) = τ +
1
2
):
G(x0, u) =
∫ u
u
du′s(u′)W
(0)
2 (x0, u
′) + ctei(x0)
and we can cancel this constant by the choice of γi(x0). Thus, the quantity in bracket
(the recursion kernel) is indeed given by Eqn. 4-3 (written completely in variable u).
We assume now (k, g) 6= (1, 1). Some terms in E(g)k have u− τ as arguments, hence
are regular at u(a) = τ and u(b) = τ+ 1
2
and do not contribute to the residue. We make
use of the homogeneous linear equation to write them apart. Since (k+1, g−1) 6= (2, 0),
W
(g−1)
k+1 (u, u, I) exists, and:
E
(g)
k (u, I) = −W (g−1)k+1 (u, u, I)−
′∑
J⊆I, 0≤h≤g
W
(h)
|J |+1(u, J)W
(g−h)
k−|J | (u,
cJ)
+
′∑
J⊆I, 0≤h≤g
W
(h)
|J |+1(u− τ, J)W (g−h)k−|J | (u− τ, c)
+ W
(g−1)
k+1 (u− τ, u− τ, I)
Accordingly, we end up with:
W
(g)
k (u0, I) = Res
u→τ,τ+ 12
duK(u0, u)
W (g)k+1(u, u, I) + ∑
J⊆I, 0≤h≤g
W
(h)
|J|+1(u, J)W
(g−h)
k−|J| (u,
c)
 s(u)(−s(u))
and we know that s(u) = −s(u). This can be rewritten with differential forms and we
find Eqn. 4-2.
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Eventually, we have to write separately the case (k, g) = (1, 1), because the polar
structure of W
(0)
2 is different. In E
(g)
k (u, I), there is only one term, −”W (0)2 (u, u)”,
defined by
”W
(0)
2 (u, u)” ≡ −
(
W
(0)
2 (u, u) + nW
(0)
2 (u, τ − u) +W (0)2 (τ − u, τ − u)
)
If we set:
”ω
(0)
2 (u, u)” ≡ −(dx(u))2
(
W
(0)
2 (u, u) + nW
(0)
2 (u, τ − u) +W (0)2 (τ − u, τ − u)
)
= −
(
ω
(0)
2 (u, u) + nω
(0)
2 (u, τ − u) + ω(0)2 (τ − u, τ − u)
)
,
then Eqn. 4-2 is still correct.
4.3 Examples
Finding W
(0)
3 and W
(1)
1 involve only one residue computation. Let us call vi the branch
points u(a) = τ and u(b) = τ + 1
2
. We shall use the following notation:
ω
(0)
2 (u0, vi) ≡
(
ω
(0)
2 (u0, u)
du
)∣∣∣
u=vi
and (∂m2 ω
(0)
2 )(u0, vi) ≡
∂m
∂um
(
ω
(0)
2 (u0, u)
du
)∣∣∣
u=vi
for m ≥ 1
I.e., we identify differentials forms and families of functions indexed by an atlas of C
and having the proper transformation under a change of local coordinate, and we read
all differential forms in the local coordinate u.
4.3.1 Recursion kernel at the branchpoints
As a preliminary to the computations, we give the Laurent expansion of K(u, u0) when
δ = u− vi → 0. In the local coordinate u:
K(u0, vi + δ) = −ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
1
δ
+[
1
4
ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
(
y′′′(vi)
y′(vi)
+
s′′′(vi)
s′(vi)
)
− 1
6
∂22ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
]
δ + o(δ)
(4-5)
We notice K(u0, vi + δ) is odd in δ since K is changed in −K when u ↔ u. All the
same, only the odd order derivative (with respect to u) of s and y do not vanish a
priori at u = vi.
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4.3.2 W
(0)
3 (pairs of pants)
Theorem 4.3
ω
(0)
3 (u0, u1, u2) =
∑
i
−2
y′(vi)s′(vi)
ω
(0)
2 (u0, vi)ω
(0)
2 (u1, vi)ω
(0)
2 (u2, vi)
4.3.3 W
(1)
1 (rooted disk with one handle)
W
(1)
1 is the generating function for rooted toroidal maps. According to the topological
recursion:
ω
(1)
1 (u0) =
∑
i
Res
u→vi
K(u, u0) ”ω(0)2 (u, u)”
Using the Laurent expansion of K(u0, u) when u→ vi (Eqn. 4-5), we find:
ω
(1)
1 (u0) = −
ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
Res
u→vi
”ω
(0)
2 (u, u)”
u− vi
+
1
4
ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
(
y′′′(vi)
y′(vi)
+
s′′′(vi)
s′(vi)
)
Res
u→vi
(u− vi) ”ω(0)2 (u, u)”
−1
6
∂22ω
(0)
2 (u0, vi)
y′(vi)s′(vi)
Res
u→vi
(u− vi) ”ω(0)2 (u, u)”
Besides, we can make use of the representation of ω
(0)
2 as an infinite series (Thm. 3.4)
and compute explicitly:
”ω
(0)
2 (u, u)”
(du)2
= − 1
(du)2
(
ω
(0)
2 (u, u) + nω
(0)
2 (u, τ − u) + ω(0)2 (τ − u, τ − u)
)
= lim
u→u0
(
s(u)s(u0)
(x(u)− x(u0))2 −
∑
m∈Z
(2rm − nrm+1)pi2
sin2 pi(u− u0 +mτ)
)
=
1
6
(Sx)(u)− pi
2
3
+
∑
m≥1
pi2 cospi(1− µ)m
sin2 pimτ
We have introduced the schwartzian derivative of x with respect to u:
(Sx)(u) ≡ x
′′′(u)
x′(u)
− 3
2
(
x′′(u)
x′(u)
)2
When u→ vi, the first term is finite whereas the second one has a double pole:
(Sx)(u) = −3
2
1
(u− vi)2 +O((u− vi)
2) when u→ vi
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Hence, Res u→vi(u − vi)”ω(0)2 (u, u)” = −14 . Eventually, let us introduce the so-called
connective projection:
SB,x(vi)
def
= −6 Res
u→vi
”ω
(0)
2 (u, u)”
dx(u)
=
1
s′(vi)
2pi2 + ∑
m∈Z\{0}
6qmpi
2
sin2 pimτ

We have in terms of SB,x:
Res
u→vi
”ω
(0)
2 (u, u)”
(u− vi) = −
1
6
SB,x(vi)
The final result is:
Theorem 4.4
ω
(1)
1 (u0) =
∑
i
1
24
(∂22ω
(0)
2 )(u0, vi)
y′(vi)s′(vi)
+
ω
(0)
2 (u0, vi)
y′(vi)
(
SB,x(vi)
6
− 1
16
s′′′(vi)
s′(vi)2
− 1
16
y′′′(vi)
y′(vi)s′(vi)
)
This expression is, again, similar to the 1-matrix model. We have given the details of
the computation to illustrate that the steps are the same as in the 1-matrix model,
provided the definition of ”ω
(0)
2 (u, u)” is adapted to theO(n) model according to Eqn. 4-
4.
5 Properties of the W
(g)
k ’s
In this section, we show that the properties found with the topological recursion in the
1-matrix model can be completely generalized for the deformed topological recursion
relevant in the O(n) model. The special geometry structure is present, the stable Fg’s
(g ≥ 2) are computed by the same integration formula, and (almost) the same formula
exists for F0 and F1.
Once the properties for unstable quantities are checked, many proofs can be done
by induction like in the 1-hermitian matrix model. Those proofs only use the residue
recursion formula Eqn. 4-2 and a few other simple properties which are satisfied here.
We choose not to reproduce the derivation of these known results, for sake of brevity,
and only stress the particularities in the O(n) model. Also, we refer to [20] for the
complete proofs.
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5.1 Symmetry
Though it is not obvious, the residue formula Eqn. 4-2 yields symmetric ω
(g)
k ’s. This
statement is based on the symmetry of ω
(0)
2 , and the loop equations Eqn. 1-10. The
proof is similar to the case of the one hermitian matrix model.
5.2 Homogeneity
The partition function of the O(n) model (Eqn. 1-4), Z(t, t3, t4, . . .), is invariant under
(t, t0, t1, t2, t3, . . .) 7→ (λt, λt0, λt1, λt2, λt3, . . .) λ > 0
Therefore:
∀k, g ≥ 0,
(
t
∂
∂t
+
∑
j≥0
tj
∂
∂tj
)
W
(g)
k = (2− 2g − k)W(g)k (5-1)
5.3 Special geometry
What we call special geometry is the data of a non degenerate pairing, which to a
differential form Ω̂ on the spectral curve, associates:
• a cycle Ω∗ ⊆ C, i.e in the u-plane,
• a germ of holomorphic function ΛΩ on Ω∗,
with the following property, for all k, g ≥ 0:
δ ω
(g)
k (I) =
∫
Ω∗
duΛΩ(u)ω
(g)
k+1(u, I) (5-2)
when ydx → ydx+ Ω̂ → 0
Though, for the O(n) model, we understand the notion of ”differential form on the
spectral curve” in a slightly deformed way. The manifold for the spectral curve can be
considered as T or C. If Ω̂ is a differential meromorphic form on C, we define:
Ω =
1
4− n2
(
2Ω̂(u) + nΩ̂(τ − u)
)
For us, Ω̂ is a differential form on the spectral curve if Ω/du is a u-even solution of
Eqn. 2-4 (that is, Ω̂ has the same properties as ydx). A consequence of Eqn. 5-2 is
that the pairing is given by integration of ω
(0)
2 against Ω
∗:
Ω(u0) =
∫
Ω∗
duΛΩ(u)ω
(0)
2 (u0, u)
Ω̂(u0) =
∫
Ω∗
duΛΩ(u)
(
2ω
(0)
2 (u0, u)− nω(0)2 (τ − u0, u)
)
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In the next paragraphs, we compute the variations of the ω
(g)
k ’s with respect to
the tj’s (which is a simple task) and to t (which gives an interesting result). Roughly
speaking, we hold x fixed, but the value u(x) changes since a and b are determined by
the consistency relations and depend on t and on the tj’s. To avoid confusions, we note
∂t|x, ∂tj |x these variations. By definition:(
∂
∂t•
∣∣∣
x
ω
(g)
k
)
(u1, . . . , uk) = dx(u1) · · · dx(uk)
(
∂
∂t•
W
)
(x(u1), . . . , x(uk))
We show that for each of these parameters, one can find a dual cycle such that special
geometry holds. If we had considered W
(0)
1 (x) with several cuts in the x plane, one
would also like to compute variations with respect to filling fractions and identify the
corresponding dual cycle.
5.3.1 Variations of the tj’s
Theorem 5.1
∀k, g ≥ 0, ∀j ≥ 3
(
∂
∂tj
∣∣∣
x
ω
(g)
k
)
(I) = Res
u→u(∞)
du
x(u)j
j
ω
(g)
k+1(u, I)
The cycle associated to tj is (Ω
∗
j ,Λj) = (
1
2ipi
C∞, x(u)jj ), where C∞ is a contour surround-
ing u(∞) and no other special point.
We start from the definition of the correlation function before the topological ex-
pansion: (
∂
∂t1
Wk
)
(I) = −
〈N
t
TrM j
j
∏
xi∈I
Tr
1
xi −M
〉
C
= Res
x→∞
dx
〈N
t
xj
j
Tr
1
x−M
∏
xi∈I
Tr
1
xi −M
〉
C
After expansion in powers of N
t
, and translation into the language of differential forms,
we obtain Thm. 5.1.
5.3.2 Variation of t
We begin with the obvious remark that ∂t|x ω(g)k = ∂t|x ω(g)k . Let us compute first the
variations of the stable correlation forms ω
(0)
1 and ω
(0)
2 .
Theorem 5.2 (
∂
∂t
∣∣∣
x
ω
(0)
1
)
(u) =
∫ u(∞)
u(∞)
ω
(0)
2 (·, u)
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We have defined the point u(∞) = 2τ − 1 − u(∞) = −1+3τ
2
. The cycle associated to
t is (Ω∗t ,Λt) = ([
−1+τ
2
, −1+3τ
2
], 1). There is a corresponding form on the spectral curve:
Ωt(u) = dx(u) fµ(u).
Theorem 5.3(
∂
∂t
∣∣∣
x
ω
(0)
2
)
(u1, u2) =
∫
Ω∗t
ω
(0)
3 (·, u1, u2)
=
∑
i
Res
u→vi
du
[
K(u1, u)ω(0)2 (u, u2)
(
∂
∂t
∣∣∣
x
ω
(0)
1
)
(u)
]
+ (u1 ↔ u2)
(5-3)
To prove the formula 5-2 for 2g− 2 + k > 0, we need first a lemma for the variation of
the recursive kernel K (Eqn. 4-3).
Lemma 5.1[(
∂
∂t
∣∣∣
x
+
∂ ln y
∂t
(u)
)
K
]
(u0, u) =
∑
i
Res
u′→vi
du′
[
K(u0, u′)K(u′, u)
(
∂
∂t
∣∣∣
x
ω
(0)
1
)
(u′)
]
Then, the general result follows:
Theorem 5.4 For all k, g 6= (0, 0):(
∂
∂t
∣∣∣
x
ω
(g)
k
)
(I) =
∫
Ω∗t
ω
(g)
k+1(·, I)
This will be completed in Section 5.5 with expressions for the derivatives of F0.
Proof of Thm. 5.2
We derive the properties of ∂t|x ω(0)1 from those of W(0)1 listed in Section 3.1. They
coincide with those of fµ listed in Section 2.4, and both of these functions are 1-cut
solution of the homogeneous linear equation. Hence
(
∂
∂t
∣∣∣
x
W
(0)
1
)
(x) = fµ(x). Now, we
would like to represent fµ(x0)dx0 as an integral of ω
(0)
2 over some path in the u-plane.
Having a look at H(x0, x) in Thm. 3.3, it is possible to write:
fµ(u0)dx(u0) = cte×
∫ u∗
−1+τ
2
ω
(0)
2 (·, u0) (5-4)
if we take u∗ 6= u(∞) such that fµ(u∗) = 0. An accurate value is:
u∗ = u(∞) = 2τ − 1− u(∞) = −1 + 3τ
2
Using the homogeneous linear equation, one computes:
fµ(u0) ∼ n− 1
x(u0)
when u0 → u(∞)
and find that fµ(u0)dx(u0) = H(u0, u(∞))dx(u0).
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Proof of Thm. 5.3-Lemma 5.1
We compute with help successively of Eqn. 5-1, Thm. 5.1, Thm. 4.3, Thm. 5.2, and
comparison to Eqn. 4-5:(
t
∂
∂t
∣∣∣
x
ω
(0)
2
)
(u0, u1) = −
∑
j
(
tj
∂
∂tj
∣∣∣
x
ω
(0)
2
)
(u0, u1)
= − Res
u→u(∞)
V(x(u))ω
(0)
3 (u, u0, u1)
= 2
∑
i
ω
(0)
2 (vi, u0)ω
(0)
2 (vi, u1)
y′(vi)s′(vi)
Res
u→u(∞)
(
V(x(u))ω
(0)
2 (vi, u)
)
= 2
∑
i
ω
(0)
2 (vi, u0)ω
(0)
2 (vi, u1)
y′(vi)s′(vi)
[
−
(
t
∂
∂t
∣∣∣
x
ω
(0)
1
)
(vi) + ω
(0)
1 (vi)
]
= −2
∑
i
ω
(0)
2 (vi, u0)ω
(0)
2 (vi, u1)
y′(vi)s′(vi)
(
t
∫ −1+3τ
2
−1+τ
2
ω
(0)
2 (vi, u)
)
= t
∫ −1+3τ
2
−1+τ
2
ω
(0)
3 (u, u0, u1)
or = 2
∑
i
Res
u→vi
[
K(u0, u)ω(0)2 (u, u1)
(
t
∂
∂t
∣∣∣
x
ω
(0)
1
)
(u)
]
The last line is an application of the lemma above. By symmetry of (∂t|x ω(0)2 )(u0, u1),
we can also distribute u0 and u1 in two ways, as in Thm. 5.3.
Then, it is easy to prove Thm. 5.1 from the expression of ∂t|x ω(0)2 in the last line.
Proof of Thm. 5.4
For (k, g) 6= (0, 0), the proof is similar to the 1-matrix model. We shall consider the
case of ∂tF0 later, in Section 5.5.
5.4 Integration formula
The inverse operation, consisting in recovering ω
(g)
k from ω
(g)
k+1, can also be performed
by a residue calculation at the branch points.
Theorem 5.5 For all k, g such that 2g − 2 + k ≥ 0:∑
i
Res
u→vi
φ(u)ω
(g)
k+1(u, I) = (2− 2g − k)ω(g)k (I)
(5-5)
where dφ = ydx. In particular, for g ≥ 2:
Fg =
1
2− 2g
∑
i
Res
u→vi
φ(u)ω
(g)
1 (u) (5-6)
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proof:
Similar to the 1-matrix model.  Though, F0 and F1 cannot be found by this
method.
5.5 F0 (spherical maps)
5.5.1 Earlier results
In the matrix model, F0 is minus the free energy of the model in the thermodynamic
limit. In other words, it gives the leading order of ln Z modulo the remark about
convergent matrix integrals (Section 1.8). The saddle point technique applied to the
partition function Eqn. 1-4 gives a heuristic formula:
Proposition 5.1
F0 = − t
2
∫ b
a
dx %(x)”V(x)”
where %(x) = − 1
2ipit
y(x) is the density of eigenvalues (which has [a, b] as support on the
real line) in the thermodynamic limit. ”V(x)” is the primitive of V′(x) which satisfies:
∀x0 ∈ [a, b],
∫ b
a
dx ρ(x)
(
2 ln |x− x0| − n
2
ln |x + x0|
)
= ”V(x0)”
(It differs from V(x) only by a constant term).
In fact, it is easier to compute derivatives of F0 with respect to t. The most explicit
expressions obtained in [19] were:
Theorem 5.6
∂3F0
∂t3
=
(2− n)
a2 − b2
[
a2 − e2µ
a
∂a
∂t
− b
2 − e2µ
b
∂b
∂t
]
(5-7)
It can be integrated once:
∂2F0
∂t2
=
(
1− n
2
)
ln
[
a2 g
(
1− a
2
b2
)]
+ Cˆ2
where Cˆ2 is a constant independent of t, and g a function defined by:
d ln g
dm
=
1
m(1−m) cd2√m(µK(
√
m))
and cdk(w) =
dnk(w)
cnk(w)
.
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5.5.2 New results
With special geometry, we can compute ∂kt F0 by integrating ω
(0)
k on (Ω
∗
t )
k. This is
true for k ≥ 3, but some adaptations are required for k = 2 and k = 1 because those
integrals diverge. For these cases, we only give the result, which is very similar to the
1-hermitian matrix model. We recall that s(u) = x′(u).
Theorem 5.7
∂2F0
∂t2
= lim
→0
(
(2− n) lnx(u(∞) + ) +
∫ u(b)
u(∞)+
du
(
(s fµ)(u) + (s fµ)(u)
))
+ C2
∂F0
∂t
= lim
→0
(
(2− n)t lnx(u(∞) + )−V(x(u(∞) + ))+ ∫ u(b)
u(∞)+
du y(u)
)
(5-8)
By homogeneity (Eqn. 5-1), it is straightforward to obtain F0 from Eqn. 5-8
Theorem 5.8
F0 =
1
2
Res
x→∞
dx V(x) W
(0)
1 (x) +
t
2
∂F0
∂t
With the infinite series representation, we can compute further. As for W
(0)
2 , ∂
2
t F0
depends on the potential V only through the parameters a and b, or equivalently
through τ and K introduced in Section 2.2.
Theorem 5.9
∂2F0
∂t2
= (2− n) ln
(
pib|τ |
2K
)
+ 2
√
4− n2
∑
m≥1
Tm(n/2) ln
(
sinpi(1− µ)m)
Tm(n/2) = cos pi(1− µ)m is the m-th Chebyshev polynomial.
(∂2t F0 counts spherical maps with v vertices with a weight v(v − 1)tv−2. In a rough
way, we can say that this weight is proportional to the area of the dual map). The
situation is very different for ∂tF0 and F0, which depends fully on the potential V . We
have obtained an explicit formula for F0 for any polynomial V , involving an infinite
series. We do not reproduce it here for lisibility, but it is available on request.
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5.6 F1 (toroidal maps)
We can use special geometry to compute ∂tF1.
∂F1
∂t
=
∫
Ω∗t
ω
(1)
1
=
∑
i
1
24
∫
u0∈Ω∗t (∂
2
2ω
(0)
2 )(u0, vi)
y′(vi)s′(vi)
+
+
∫
u0∈Ω∗t ω
(0)
2 (u0, vi)
y′(vi)
(
SB(vi)
6
− 1
16
s′′′(vi)
s′(vi)2
− 1
16
y′′′(vi)
y′(vi)s′(vi)
)
=
∑
i
1
24
(sfµ)
′′(vi)
y′(vi)s′(vi)
+
(sfµ)(vi)
y′(vi)
(
SB(vi)
6
− 1
16
s′′′(vi)
s′(vi)2
− 1
16
y′′′(vi)
y′(vi)s′(vi)
)
The integration of the right hand side with respect to t has been studied in the literature
[17], and relies on the computation of ∂t|x(y′(vi)) and the comparison with Eqn. 5-9.
This equation is essentially the same as the one encountered in the one matrix model.
So, we give directly the result:
Theorem 5.10
F1 =
1
12
ln[τB((ai)i)] +
1
24
ln
(∏
i
y′(ai)
)
τB is the Bergman tau function of our problem, which is a function of the position of
the branch points in the x-plane, (ai)i, and which is defined by:
∀i, ∂ ln τB
∂ai
= SB(u(ai))
The very special expression of ω
(0)
3 (Thm. 4.3, which is a sort of WDVV formula)
ensures that the form
∑
i dai SB(u(ai)) is closed.
6 Large maps
As an application of the topological recursion, we can derive the critical exponents
for the O(n) model without loop at boundaries, thus extending the proofs existing for
planar maps (genus 0). In this section, we recall known facts about the critical points,
outline the method to take the critical limit in the formalism we used, and give the
main results. We recall that:
n = −2 cos(piµ), with µ ∈ ]0, 1[
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6.1 Principles
6.1.1 Asymptotic of maps
Let Vˆ be a fixed potential. The analysis of singularities (also called critical points) in
t of W
(g)
k (t) allows to find the asymptotic of the (weighted) number of O(n) maps with
genus g and k boundaries. We illustrate this on F0(t).
F0(t) =
∑
v≥0
F0|v tv
was defined as a generating function of spherical O(n) maps with v vertices. It is a
formal power series in t, and we know (see next paragraph) by a corollary of the 1-cut
lemma that its radius of convergence ρ0(Vˆ) is strictly positive. Hence, there exists
t∗ ∈ C(0 ; ρ0(Vˆ)) such that F0(t) has a singularity when t → t∗. We can decompose
F0(t) = fr(t)+fs(t) with fr analytic in a neighborhood of t
∗ and fs nonanalytic (maybe
divergent) at t = t∗. Then, we have the well-known relation:
if fs(t) ∼ A
(
1− t
t∗
)α
when t→ t∗
then F0|v ∼ A
Γ(−α)v
−(α+1)(t∗)−v when v →∞ (6-1)
6.1.2 Critical points of the O(n) model
We have to find the singularities of the W
(g)
k ’s which are the closest to 0 in order to
study observables on large maps. We claim that this singularity is common to k, g.
Indeed, according to the 1-cut lemma, W
(0)
1 (t) has a strictly positive radius ρ0(Vˆ) and
a singularity at some t∗ ∈ C(0 ; ρ0(Vˆ)). Successive applications of the loop insertion
operator ∂
∂Vˆ(x)
preserve the radius and the singularity, and yield W
(0)
k (k ≥ 1). We have
to argue that the residue formula do not change the radius either, but this granted, t∗
is common to all stable W
(g)
k ’s. The unstable functions, F0 and F1 are obtained by an
integration formula, which preserves the radius and the singularity at t∗.
In general, when one solves the saddle point equation, one finds y(x) ∼ 2ηi
√
x− ai
for some ηi ∈ C when x→ ai. This means that, in the local parameter on the spectral
curve u ∝ √x− ai, y has a simple zero at u = u(ai). This property falls down for
some exceptional potentials at some value t = t∗, and we rather have y(x) ∝ (x− ai)λ
for λ ≥ 1
2
. Then, the stable W
(g)
k ’s expressed by the residue formula diverge when
t → t∗. The intuition can be supported by the Coulomb gas picture and one finds
[32, 14] different kinds of critical points t∗.
• Pure gravity. a2i (t∗) is a zero of order p of A(x2) and B(x2) in Eqn. 3-1. Then,
y(x) ∝ (x−ai)p+ 12 when x→ ai. It happens when the liquid of eigenvalues (in the
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thermodynamic limit) crosses a potential barrier, i.e. at a point ai where y(ai) =
0 and where the effective potential for an eigenvalues, Veff(x) =
2V′(x)−nV′(−x)
4−n2 ,
safisfies V
(l)
eff(ai) = 0 for 1 ≤ l ≤ p + 1. Then, the model has a well-defined
limit for x close to ai, which does not feel the presence of the interface at x = 0.
Back to combinatorics, such a singularity is associated with large maps without
macroscopic loops. This limit exists already in the limit of the 1-matrix model
and describes pure gravity. In the CFT classification, it is described by the (p, 2)
minimal model.
• a(t∗) = 0. The cuts [−b,−a], [a, b] merge. It happens when the eigenvalues can
be as close as they want to their mirrors. Then, the method of Section 2 is
not valid stricto sensu, because the torus is pinched at the point x = 0. The
singularity lie in Dµ, and not in the polynomials A and B. These critical points
are specific to the O(n) model and associated to large maps where macroscopic
loops are densely drawn.
• Combinations of the two situations. Merging cuts (a = 0) and tuning of V such
that A(x2) and B(x2) have zeroes of order m. These multicritical points are also
associated to large maps where loops are macroscopic. Although, they are not
dense : we rather have cohabitation of regions dominated by gravity, and regions
dominated by macroscopic loops [32].
We let aside pure gravity, and concentrate ourselves on the critical point t → t∗
corresponding to a→ 0.
6.1.3 Taking the limit a→ 0
When a→ 0:
K ∼ pi
2
, K ′ ' ln
(
4b
a
)
→∞, τ = iK
K ′
The limit of the functions involved depends on the position of x in the complex plane
(of u in the torus). We are first interested in the vicinity of a, i.e. x/a = x∗ finite. We
may use the parametrization:
x∗ = sinϕ = chχ (6-2)
When x is in the first quadrant of the physical sheet, σ(x) = a2 cosϕ, and the cut is
located at χ ∈ [0,∞]. To take the limit τ → 0 in theta functions, it is convenient to
perform the modular transformation τ 7→ τ ′ = −1/τ . Then, in the sum:
ϑ1(w|τ ′) = i
∑
m∈Z
(−1)meipi(m− 12)
2
τ ′+ipi(2m−1)w,
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only one or two terms (depending on the position of w we are interested in) are domi-
nant since ipiτ ′ → −∞. For instance, the special solution of Eqn. 2-4 we introduced in
Eqn. 2-5 becomes:
Dµ(u) =
x(u)
σ(x(u))
ϑ1
(
ϕ
2K
− µτ ′
2
∣∣∣τ ′)
ϑ1
(
ϕ
2K
∣∣∣τ ′)
ϑ1
(
τ ′
2
∣∣∣τ ′)
ϑ1
(
(1− µ) τ ′
2
∣∣∣τ ′) exp
[
ipiµ
(
− ϕ
2K
+
τ ′
2
)]
where u = iϕ
2K′ +
τ
2
. Taking the limit, we obtain
Dµ(x) ∼
( a
4b
)−µ e−iµϕ
2ib cosϕ
(6-3)
The function for x arbitrary is given by analytic continuation of the expression above.
With similar methods, we can derive (see also [14, 18]:
• (see [14, 18] or Appendix D):
α1 ∼ −iµb, e2µ ∼ −
1
4
a2(1−µ)(4b)2µ
The behavior of eµ can be derived by computing Dµ(x)Dµ(−x) computed directly
with Eqn. 6-3, and Eqn. 4-3 in Appendix D.
• Basis of 1-cut solution of Eqn. 2-4.
fµ
Rµ
∼ cte cosϕ cosµ
(
ϕ− pi
2
)
= −icte chχ shµχ (6-4)
f̂µ
R̂µ
∼ ĉte sinϕ sinµ
(
ϕ− pi
2
)
= iĉte chχ shµχ (6-5)
• Basic blocks of the spectral curve (Section 3.2)
yµ ∼ cte sinϕ cosµ
(
ϕ+
pi
2
)
= cte′ chχ chµ(χ+ ipi)
yˆµ ∼ ˆcte′ cosϕ sinµ
(
ϕ+
pi
2
)
= −i ˆcte′ shχ shµ(χ+ ipi)
• Brick of the Cauchy kernel (Thm. 3.3).
H+(χ0, χ) ∼ e−ipiµ dχ0
dx∗(χ0)
eµ(χ+χ0)(−1− icoth (χ+ χ0)) (6-6)
• Bergman kernel (Section 3.4).
B(χ0, χ) ∼ dχ0dχeµ(χ+χ0)
[
µ+ iµcoth(χ+ χ0)− 1
sh2(χ+ χ0)
]
(6-7)
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6.2 Spectral curve in the scaling limit
Description of the critical point
We gathered above the definitions of the critical exponents of the bulk O(n) model.
U(t) is a fundamental quantity to many aspects. In the correspondence of the critical
model with a CFT, the ”string susceptibility” γstr gives the necessary central charge:
c = 1− 6 γ
2
str
1− γstr
Furthermore, the conformal dimensions (from which the scaling exponents can be ex-
tracted) of an operator in a CFT coupled to gravitation (∆˜), or not (∆), are related
by the kpz equation [38]:
∆˜ =
∆(∆− γstr)
1− γstr
In other words, this equation relates exponents of a statistical model of a regular lattice
to those on the random lattice.
Limit curve
An important feature of the residue formula is its compatibility with limits of curves.
So, we ask ourselves what is the spectral curve La,b in the limit a → 0, and we call
it L∗. We find, by linear combination of Eqn. 6-4 and 6-5, that w0(χ) = ch(µ + 1)χ
and w−1(χ) = ch(µ−1)χ are solutions. By choosing appropriate polynomials A( ch2χ)
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and B( ch2χ) of maximal degree D, which are also linear combinations of ch(2mχ)
for 0 ≤ l ≤ D integer, we find recursively that the general solution for w is a linear
combination of:
wm(χ) = ch(µ+ 2m+ 1)χ, for − (D + 1) ≤ m ≤ D
The spectral curve associated to a homogeneous part of the resolvent which would be
wm is:
ym(χ) = 2wm(χ) + nwm(−(χ+ ipi)) = −2 sh [(µ+ 2m+ 1)χ+ 2ipiµ]
We obtain:
Theorem 6.1 When a → 0 and x∗ = x/a is kept finite, the rescaled limit of the
spectral curve is of the form:
{
x∗(χ) = chχ
y∗(χ) =
∑D
m=−(D+1) cm sh ((µ+ 2m+ 1)χ+ 2ipiµ)
If the potential V has maximal degree dmax, then D = b(dmax− 1)/2c and cm ∈ C. The
coefficients are subjected to the extra condition y(χ = 0) = 0.
Eventually, we gather in Fig. 8 the remaining data which initialize the topological
recursion in the scaling limit x/a finite, a→ 0.
Figure 8: Summary on the critical O(n) model.
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6.3 Topological recursion in the scaling limit
We see on Eqn. 6-7 that B has a well-defined limit, without scaling factor, when a→ 0:
dx0dx W
(0)
2 (x0, x) ∼ dx∗0dx∗ (W(0)2 )∗(x∗0, x∗)
Subsequently, for the recursion kernel:
K(x0, x) ∼ a−(α+1) K∗(x∗0, x∗)
For g, k such that 2g − 2 + k > 0, W(g)k is obtained by a stack of 2g − 2 + k residues
against a recursion kernel, of a product of W
(0)
2 (·, ·) blocks. Hence:
dx1 · · · dxk W(g)k (x1, . . . , xk) ∼ a(α+1)(2−2g−k) dx∗1 · · · dx∗k (W(g)k )∗(x∗1, . . . , x∗k)
This yields:
α(k, g) = (2− 2g − k)(α + 1)− k
(6-8)
Thus, we have proved the KPZ scaling [27, 8, 9, 38].
6.4 Critical exponents
Determination of λ
We have to solve the saddle point equation for a = 0 and x finite. A first method
reviewed in Appendix E consists in a direct guess of a good parametrization or/and of
the general solution [14, 23, 24]. A second method is to compute directly the limits of
theta functions, of Dµ and then of the basis (fµ/Rµ, f̂µ/R̂µ), as we did when x was of
order a. Of course, the two methods lead to the same results.
Theorem 6.2 We introduce the parametrization x = b
ch ζ
. Then, the general spectral
curve when a = 0 and x is kept finite, is of the form:
y(x) = A
(
x2
)
thζ ch(µζ) + B
(
x2
)
sh(µζ)
(6-9)
where A and B are polynomials. If the potential V has maximal degree dmax, we have:
deg (A) ≤
⌊dmax
2
⌋
− 1, deg (B) ≤
⌊dmax − 1
2
⌋

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Figure 9: Summary on the critical O(n) model.
When x → 0, x ∼ b
2
e−ζ . Since µ ∈ ]0, 1[ , the two terms (yµ and yˆµ) admit x−µ as
leading order, and:
xµ, x−µ+2, . . . , x(µ−1)+2m+1, x(1−µ)+2m+1, . . .
as subleading orders. If we demand9 limx→0 y(x) = 0, A and B are such that this
leading order disappears. Hence, the first possible term is xµ, and other subleading
orders can be canceled by a special choice of A and B. Thus, in general, the leading
term is xλ, with:
λ = ε(1− µ) + 2m+ 1, ε ∈ {±1}, m ∈ N
The admissible values for ε and m depends on dmax. They determine the ”phases” of
the O(n) model. For example :
• On a triangular lattice (dmax = 3), there exists only two phases, in agreement
with [24]:
Dense phase (ε,m) = (−1, 0) λ = µ
Dilute phase (ε,m) = (1, 0) λ = 2− µ
9It is true for all a 6= 0 that ya(a) = 0. Though, we did not find a convincing argument to rule out
from the case ya=0(0) =∞ for combinatorics. In this case, y could be divergent as x−µ but integrable
on [0, b] since µ ∈ ]0, 1[ .
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• In the fully packed case (dmax = 2), only the dense phase (ε,m) = (−1, 0) is
present, and the limit spectral curve is (see Appendix E):
yFPL(x) = cte (ch(µζ)− µ cothζ sh(µζ)) (6-10)
• With the general potential of degree dmax = 2d′+ 1 (d′ > 1), there are 2d′ phases
described by (ε,m) ∈ {±1} × [1, d′].
• With the general potential of degree dmax = 2d′, (ε,m) = (1, d′) cannot be
reached, so there are 2d′ − 1 phases.
Determination of α
α is defined such that ya(x) ∼ aαy∗(x/a) for finite x/a and a→ 0. On the other hand,
ya=0(x) behaves as x
λ when x → 0. The two solutions match if y∗(x∗) ∝ xα′ when
x∗ →∞ with α = α′, and α′ = λ. Thms. 6.1 and 6.2 are compatible in the sense that
they produce the same possible values for α′ and λ.
Determination of β
We have proved that
(
∂tW
(0)
1
)
(x) = fµ(x). Independently, we have in the limit a→ 0:
∂t(W
(0)
1 )(x) ∝ aα−2β × (function of x/a) almost by definition
fµ(x) ∼ a−µ f∗µ(x/a) from Eqn. 6-3
Hence:
2β = α + µ
Determination of γstr
We take the limit a → 0 in Eqn. 5-7 giving the third derivative of F0 and keep the
nonanalytic part at t = t∗: (
∂3F0
∂t3
)
singular
∼ cte a2(1−µ)−2β (6-11)
Hence:
γstr =
µ− 1
β
=
µ− 1
1+ε
2
µ+m
(6-12)
We notice that γstr is always negative. Furthermore, the limit of Eqn. 5-7 yields a
regular part for ∂3t F0, i.e which is analytic at t = t
∗. This regular part is dominant in
∂3t F0 when t→ t∗. Also, the same phenomenon occurs for U(t) and F0(t).
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Critical behavior of F1
With expression Eqn. 5-9, it is easy to see that F1 ∝ ln(a) when a→ 0.
6.5 Remark: double scaling limit
We have reviewed the fact that, for a given value of n, the model has many possible
continuum limits, described by (ε,m) ∈ {±1} × N. We refer to [14] or [10] for a
discussion of the case ”µ = p/q rational” in relation with the (p, q) minimal models of
CFT.
For any of these limits, we have seen that the stable W
(g)
k (t) diverge (at least for
g ≥ 2) as aα(k,1)−(2g−2)(α+1) when t → t∗. Take k 6= 0 to avoid unstable maps, and
consider the formal power series Wk(t), depending on N :
Wk(t|N) =
∑
g≥0
(
N
t
)2−2g
W
(g)
k (t)
= a−α(k,1)
∑
g≥0
(
Na−(α+1)
t
)2−2g
aα(k,g)W
(g)
k (t)
We can also define a function:
W∗k(N
∗) =
∑
g 6=0
(N∗)2−2gW(g)k
∗
If we send a→ 0 and N →∞ while keeping Na−(α+1) = N∗ finite, then:
Wk(t|N) ∼W∗k(N∗)
For this reason, W∗k, and by extension W
(g)
k
∗, are called in matrix model context the
”double scaling limit” of Wk, resp. W
(g)
k . Within the conjecture relating limits of
matrix models to CFT (see Section 1.4), W∗k should be solution of PDE’s coming from
the conformal field theory of central charge:
c = 1− 6
(√
λ− 1√
λ
)
Still, it demands a mathematical proof.
7 Conclusion
We have defined for the first time the topological recursion for a spectral curve which
has monodromies around branchpoints, and extended to that case all its usual proper-
ties. The bulk correlation functions W
(g)
k in the O(n) matrix model fit in the formalism.
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So, we have an algorithm to compute number of maps with self avoiding loops of n pos-
sible colors in any topology and with an arbitrary number of boundaries. In particular,
the generating function of cylinders W
(0)
2 is universal (as expected) and closely related
to a deformation ℘µ of the Weierstraß ℘ function. We also derived new formulas for F0
and F1. Our method consisted in finding a good description of the ring of meromor-
phic functions on the spectral curve. The theory of elliptic functions can generalized
to functions periodic in 1 direction, and taking a phase in the other direction. ℘µ give
rise to a Bergman kernel (fundamental bi-differential with a double pole at coinciding
points), which can be used to express all meromorphic forms on the spectral curve.
The generalization to the multi-cut solutions of the O(n) model loop equations
seems straightforward: in the residue formula expressing W
(g)
k , one just has to pick
up a residue at every endpoint of a cut. Some work remains however. We must first
express the general multicut solution to the master loop equation (Thm. ??), and find
the appropriate Bergman kernel. We will return to this point in the future. We stress
that for combinatorics of maps, the 1-cut solution that we presented is enough.
The next step is to compute all correlations functions with residue formulas, in the
spirit of what was done for the 2-matrix model [21]. It would be very interesting to
explore the integrability of the model before the continuum limit, and then, the rela-
tions with boundary conformal field theory. Since we can compute a lot of observables
in the discrete model, we think that many exact results for the continuum limit could
be obtained by this method. For instance, we have been able to give a rigourous proof
of the KPZ scaling for all topologies.
On the flat lattice, there exists a relation between the O(n) model, and the Potts
model with q = n2 colors. Namely, the critical point of the n2 Potts model on a square
lattice is equivalent to the critical point of the O(n) model on a square-triangular lattice
in the dense phase. On the random lattice, there is again a relation between the two
models. They both admit a matrix model representation, and the planar resolvents
W
(0)
1 (x) of these two matrix models are (up to some simple change of variable) reciprocal
functions [3]. It would be interesting to see if a topological recursion could solve the
q-Potts matrix model for all topologies, and then, if a relation with the O(n) model
can be extended to all topologies. The Potts model has been up to now more popular
in combinatorics and statistical physics than the O(n) model. Nevertheless, supported
by the present work, we think that the O(n) on the random lattice is easier to solve,
and that this solution might shed light on the Potts model on random lattice (outside
and at the critical point).
We also expect that, for many other models for which the leading order resolvent
W
(0)
1 is known, like the Â, D̂, Ê models of [33], or the ABAB model considered in
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[42], a topological recursion (maybe slightly deformed) can be found to find all genus
correlation functions. We are currently working on this problem.
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A Proof of the 1-cut lemma
Lemma A.1 For all n, k, g, there exists ρ > 0 such that #M(g)k (v) ∈ O(ρv) when
v →∞.
proof:
This is based on a rough upper bound on the cardinality of M(g)k . If n = 0 and tj = 0
for j ≥ 4, M(g)k (v) are sets of usual triangulations, and it is known [40] that the lemma
is true with ρ = 1
6
√
3
. We assume n an integer, for it is enough to prove the lemma for
dne. Now, we describe in Fig. A a map from M(g)k (v) to the set of triangulations with
v vertices where every face carries a label among {B, I,M, 1, . . . , n}.
This association is injective:
• If a decorated triangulation comes fromM∈M(g)k (v), the unmarked edges inM
are those which glue two ”B”-triangles, while the marked edges glue a ”B” and
a ”M” triangle. So, we have the skeleton of M.
• The polygons of this skeleton admitting an inner triangle labeled j ∈ {1, . . . , n}
instead of ”I” are necessarily triangles. They must carry a loop, and the j-label
indicates where it should be drawn.
By construction:
v(M′) ≤ (dmax + 1)v(M), g(M) = g(M′), k(M) = k(M′)
Hence:
#M(g)k (v) ∈ O
(
ρ(n+3)(dmax+1)v
)

We proceed in detail with the proof of the 1-cut lemma, which is now the same as
for usual maps and the 1-matrix model. We recall that the notion of the color of a loop
does not intervene in M(g)k , but only in the weight of a map: the previous upper bound
on #M(g)k is valid uniformly for n bounded. Moreover, we notice that the association
of Fig. A preserves the number of automorphism. We conclude that the coefficient of
tv is a O(ρ0/r) where
ρ0 = max(t
2
j−2
j , nc
2)
r = min
i
√∣∣∣xi − c
2
∣∣∣
which proves the first part of the 1-cut lemma.
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Figure 10: Every j-gon (with or without loops, marked or unmarked) is itself triangu-
lated with 3j decorated triangles: construct a triangle on each edge, and a triangle at
each corner. In the inside, there remains a j-gon which you cut in j triangular sectors
from its center, that you label ”I”. The other labels are distributed as follows: for a
triangle carrying a loop, the corner triangle where the loop is drawn is decorated by
the color of the loop j ∈ {1, . . . , n} ; for a marked face, the triangle constructed on the
marked edge is decorated by ”M” ; in any other case, the triangles constructed on the
edges are decorated by ”B”, while the other are labelled ”I”.
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Next, we solve the master loop equation in W
(0)
1 (x) which is quadratic:
W
(0)
1 (x) =
1
2
(
V′(x)− nW(0)1 (−x) +
√
∆(x)
)
∆(x) =
(
V′(x)− nW(0)1 (−x)
)2
−4
(
P
(0)
1 (x) + P
(0)
1 (−x)− V′(−x)W(0)1 (−x) + W(0)1 (−x)2
)
We have to describe the zeroes of ∆ for t small enough. There exists r small enough
such that the discs of centers ± c
2
and radius r do not intersect and such that V′ has no
other zero than c
2
in D( c
2
; r). Then, for t ∈ D(0 ; ρ0
r
), we see that ∆(x) in holomorphic
on D( c
2
; r). For t = 0, ∆(x) = (V′(x))2 is not the zero function and has a double
zero in c. By continuity in t and analyticity for x ∈ D( c
2
; r), ∆ has still two zeroes
(with multiplicity), which limit is c
2
when t → 0. Thus, there exists an holomorphic
function ht in D( c2 ; r), without zeroes, and a continuous pair {a(t), b(t)} such that
∆(x) = h2t (x)(x− a(t))(x− b(t)).
Computing ∆(ai(t)) for a zero ai(t) of ∆ from Eqn. 1-1 allows us to find ai(t) as a
formal series in
√
t, and yields two solutions a(t) and b(t), such that a(t) + b(t) ∈ O(t).
The property of having a finite radius of convergence in t for W
(0)
1 implies a finite radius
of convergence for a and b.
Eventually, the analytical properties of W
(g)
k are derived by a straightforward re-
cursion using the loop equations and Lemma 2.1.
B Elliptic functions
Basic facts
Let us say a few words about biperiodic functions, i.e. satisfying:
f(w) = f(w + 1) = f(w + τ) (2-1)
where (1, τ) is R-free. Such functions are also called ”elliptic functions” [25]. They
satisfy a few properties:
• If f has no pole, then f is constant.
• The number of zeroes of f in the rectangle (0, 1, 1 + τ, τ) equals the number of
its poles.
• The sum of residues of f at its poles in the rectangle, vanishes. In particular,
this shows that f cannot have only one simple pole, it must have at least two
simple poles, or one multiple pole.
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ϑ1 function
Let τ ∈ C such that Imτ > 0. The first Jacobi theta function is defined by:
ϑ1(w|τ) = i
∑
m∈Z
(−1)meipi(m− 12)
2
τ+ipi(2m−1)w (2-2)
This series is absolutely convergent for all w ∈ C, so ϑ1 (·|τ) is an entire function.
It satisfies:
ϑ1(w|τ) = −ϑ1(w + 1|τ), ϑ1(w + τ |τ) = e −2ipi(w+ τ2 ) (2-3)
and:
ϑ1(w|τ) = −ϑ1(−w|τ) (2-4)
It has a unique zero mod (Z⊕ τZ), located at 0. Besides:
(ϑ1)
′(1/2 |τ ) = 0 (2-5)
Description of the meromorphic functions on the torus
An elliptical function f with poles w1, . . . , wL and poles w
′
1, . . . , w
′
L′ , can always be
written10 as:
f(w) = A
∏L′
l′=1 ϑ1(w − wl|τ)∏L
l=1 ϑ1(w − w′l′|τ)
(2-6)
for some constant A, and the poles and zeroes are such that:∑
l′
w′l′ −
∑
l
wl = 0 mod Z⊕ τZ (2-7)
Inversion of modulus
There is a relation between ϑ1(·|τ) and ϑ1(·|τ ′), where τ ′ = −1/τ , which is an applica-
tion of Poisson’s summation formula:
ϑ1(w|τ) = −1√
iτ
e
−ipiw2
τ ϑ1
(
w
τ
∣∣∣− 1
τ
)
(2-8)
Weierstraß function
Let us introduce the Weierstraß ℘ function:
℘(w|τ) = 1
w2
+
∑
(l,m)∈Z2\{(0,0)}
(
1
(w + l +mτ)2
− 1
(l +mτ)2
)
=
∑
m∈Z
pi2
sin2 pi(w +mτ)
−
∑
m∈Z\{0}
pi2
sin2 pimτ
− pi
2
3
(2-9)
10Indeed, the ratio of f and this expression would be an elliptical function with no pole, i.e a
constant.
58
This function is elliptic, and related to the second derivative of lnϑ1:
℘(w|τ) = −(lnϑ1)′′(w|τ) + c˜0 (2-10)
for some constant c˜0 depending on τ . It satisfies the differential equations:
℘′2 = 4℘3 − g2℘− g3 (2-11)
℘′′ = 6℘2 − g2
2
(2-12)
where g2 and g3 are two constants depending on τ .
C Properties of the µ-deformed Weierstraß func-
tion
Definition and basic facts
We have defined:
℘µ(w) =
∑
m∈Z
e−ipi(1−µ)m
pi2
sin2 pi(w +mτ)
(3-1)
We shall derive the differential equations it satisfies for µ 6= 1 mod 2Z. Let
us recall two essential facts about functions which, like ℘µ, belong to
Ker(T1 − id) ∩Ker(T− eipiν id).
(a) Any quotient of them is elliptic, and any elliptic function is a rational function
of ℘ and ℘′, modulo ℘′2 = (4℘3 − g2℘− g3).
(b) Any such function has at least a pole and a zero (just represent it by the accurate
ratio and products of theta functions).
(a) could be used directly to find ℘′µ/℘µ and ℘
′′
µ/℘µ by studying their zeroes and poles.
We found easier to take another route.
First order equation
For µ = 1, ℘µ reduces to the Weierstrass function up to a constant depending on τ :
℘1(w) = ℘(w) + c0, c0 =
pi2
3
+
∑
m∈Z\{0}
pi2
sin2 pimτ
(3-2)
From Eqns. 2-11-2-12:
(℘′1)
2 = 4℘31 − 12c0℘21 + (12c20 − g2)℘1 − (g3 + 4c30) (3-3)
℘′′1 = 6℘
2
1 − 12c0℘1 + 6c20 −
g2
2
(3-4)
59
where g2, g3 are constants depending on τ . In the limit µ→ 1, we ought to recover these
equations. Yet, the differential equation involving only ℘µ that we look for must be
linear. We guess that the correct generalization of (℘′1(w))
2 when µ 6= 0 is ℘′1(w)℘′µ(w),
and we try to match its polar part when w → 0 with a generalization of the rhs of
Eqn. 3-3. ℘1 is even and behaves as:
℘1(w) =
1
w2
+ c0 +
1
2
c2w
2 +O(w4) (3-5)
where it turns out (from Eqn. 3-3) that c2 = g2/10. On the other hand, ℘µ is not even.
So, there exists constants c
(µ)
j (0 ≤ j ≤ 3) such that:
℘µ(w) =
1
w2
+ c
(µ)
0 + c
(µ)
1 w +
1
2
c
(µ)
2 w
2 +
1
6
c
(µ)
3 w
3 +O(w4) (3-6)
We obtain:
℘′(w)℘′µ(w) =
4
w6
− 2c
(µ)
1
w3
− 2c
(µ)
2 + 2c2
w2
+
c
(µ)
3
w
+O(1) (3-7)
The simplest candidate in Ker(T1 − id) ∩Ker(T− eipiν id) to match this polar part is
a linear combination of
℘21℘µ, ℘1℘µ, ℘µ, ℘
′
1℘µ, ℘1℘
′
µ and ℘
′
µ. (3-8)
The polar part of these six functions are independent, so they are enough to fix the
terms up to w−6. As an application of (b), this linear combination must be equal to
℘′1℘
′
µ. We give directly the result:
℘1
′℘′µ = 4℘
2
1℘µ − 4(2c0 + c(µ)0 )℘1℘µ +
[
4c20 + c0c
(µ)
0 + (c
(µ)
0 )
2 − g(µ)2
]
℘µ + λqµ (3-9)
where qµ is the function defined by:
qµ(w) =
[
℘1(w)℘
′
µ(w)− ℘′1(w)℘µ(w) + (c(µ)0 − c0)℘′µ(w)− 3c(µ)1 ℘µ(w)
]
(3-10)
and:
g
(µ)
2
def
= 6c2 + 4c
(µ)
2 (3-11)
λ
def
=
−5
6
c
(µ)
3 + (2c0 + c
(µ)
0 )c
(µ)
1
c
(µ)
2 − c2
(3-12)
Second order equation
Similarly, we can match the polar part when w → 0 of ℘′′µ by a linear combination of
℘1℘µ, ℘µ, ℘
′
1℘µ, ℘1℘
′
µ and ℘
′
µ. (3-13)
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The result is:
℘′′µ = 6℘1℘µ − 6(c0 + c(µ)0 )℘µ + λ′qµ(w) (3-14)
where:
λ′ =
−3c(µ)1
c
(µ)
2 − c2
(3-15)
Consistency of the limit µ→ 1
Let us consider the limit µ → 1 of these differential equations. c(µ)j (for 0 ≤ j ≤ 3) is
equal to cj (which is zero when j is odd) in the limit µ→ 1 since we can commute the
limit and the residue in:
c
(µ)
j = Res
w→0
dw
wl+1
℘µ(w) (3-16)
Comparing to Eqn. 3-9 to 3-3, and Eqn. 3-14 to 3-4, we find:
∀w ∈ C lim
µ→1
λqµ(w) = −(4c30 + g3)
lim
µ→1
λ′qµ(w) = 6c20 −
g2
2
(3-17)
But one can compute independently:
λ′qµ(w) = −6c
(µ)
1
w
+ λ′
(
5
6
c
(µ)
3 − 2c(µ)1 c(µ)0
)
+O(w) (3-18)
Hence λ and λ′ diverge when µ→ 1 in a way such that:
lim
µ→1
λ
λ′
=
g3 + 4c
2
0
g2
2
− 6c30
(3-19)
Primitive of ℘µ
℘µ can be integrated in terms of theta functions. We only state the formula:∫ w2
w1
dw℘µ(w) = pi
ϑ′1(0 | τ)
ϑ1(ν/2 | τ)
(
ϑ1(ν/2− w1 | τ)
ϑ1(w1 | τ) −
ϑ1(ν/2− w2 | τ)
ϑ1(w2 | τ)
)
(3-20)
From this point, one can also obtain theta function representations for c
(µ)
j . For exam-
ple:
c
(µ)
0 =
1
6
ϑ′′′1 (0 | τ)
ϑ′1(0 | τ)
− 1
2
ϑ′′1(ν/2 | τ)
ϑ1(ν/2 | τ) (3-21)
c
(µ)
1 =
1
6
(
ϑ′′′1 (0 | τ)
ϑ′1(0 | τ)
ϑ′1(ν/2 | τ)
ϑ1(ν/2 | τ) −
ϑ′′′1 (ν/2 | τ)
ϑ1(ν/2 | τ)
)
(3-22)
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D Properties of the special solutions of Eqn. 2-4
• Theta expression for Dµ.
Dµ(u) =
x(u)
σ(x(u))
ϑ1
(
u− τ
2
+ µ
2
∣∣∣τ)
ϑ1
(
u− τ
2
|τ ) ϑ1
(−1
2
|τ )
ϑ1
(
−1
2
+ µ
2
∣∣∣τ) (4-1)
ue =
τ−µ
2
is the second zero (mod Z ⊕ τZ) of Dµ. We call eµ = x(ue), the
corresponding point in the physical x-sheet:
eµ = a snk(iµK
′) (4-2)
We use the notation Dµ(x) = Dµ(u(x)).
• Relation between Dµ and D−µ. D(2) : u 7→ Dµ(u)Dµ(τ − u) is an u-even and
biperiodic function. Hence D
(2)
µ (x) = D
(2)
µ (u(x)) is a rational fraction of x2. In
this variable, it has simple poles at x2 = a2 and x2 = b2, simple zeroes at x2 =∞,
x2 = e2µ, and is equivalent to −1/x2 when x2 →∞. Thus:
D(2)µ (x) = −
x2 − e2µ
(x2 − a2)(x2 − b2) (4-3)
• Asymptotic of Dµ(x). We define the constants α1 and α2 by:
Dµ(x) =
1
x
+
α1
x2
+
α2
x3
+O
(
1
x4
)
when x→∞ in the physical sheet (4-4)
Studying Eqn. 4-1 when u→ −1+τ
2
yields the expression:
α1 =
−ib
2K ′
(lnϑ1)
′
(
1− µ
2
∣∣∣τ) . (4-5)
Studying Eqn. 4-3 when x→∞ yields the expression of α2:
α2 =
1
2
(α21 + a
2 + b2 − e2µ) (4-6)
The terms up to α2 are involved in the fully packed case.
• Derivative of Dµ. Dµ and (∂uDµ) are both in Ker (T− eipiµ), so ∂u lnDµ is 1-
and τ - translation invariant. By studying its analytical properties, we obtain:
dDµ
dx
= L(x)Dµ(x) (4-7)
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where:
L(x) =
−α1 + I(x)
σ(x)
− d lnσ
dx
(4-8)
and I(x) =
xσ(x) + eµσ(eµ)
x2 − e2µ
(4-9)
• Definition of fµ and f̂µ.
fµ(u) =
Dµ(u) +Dµ(−u)
1− eipiµ (4-10)
f̂µ(u) =
σ(x(u))
x(u)
Dµ(u)−Dµ(−u)
1 + eipiµ
(4-11)
We recall that u(−x) = τ − u(x). So, in the x variable:
fµ(x) =
Dµ(x) + e
ipiµDµ(−x)
1− eipiµ (4-12)
f̂µ(x) =
1
n− 2
σ(x)
x
(nfµ(x) + 2fµ(−x)) (4-13)
• Wronskien. The wronskien function is defined by Ξµ = (Tfµ) f̂µ−fµ (Tf̂µ). After
computation:
Ξµ(u(x)) = fµ(x)̂fµ(−x)− fµ(−x)̂fµ(x)
= −2σ(x)
x
D(2)µ (x)
=
2(x2 − e2µ)
xσ(x)
(4-14)
• ⊥-Norms of fµ and f̂µ. From the definitions:
Rµ(x
2) = (fµ⊥fµ) (x) = −(2− n) D(2)µ (x)
= (2− n) x
2 − e2µ
(x2 − a2)(x2 − b2) (4-15)
R̂µ(x
2) =
(̂
fµ⊥f̂µ
)
(x) = −(2 + n)σ(x)
2
x2
D(2)µ (x)
= (2 + n)
x2 − e2µ
x2
(4-16)
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• Asymptotic of fµ and f̂µ.
fµ(x) =
1
x
+
1 + eipiµ
1− eipiµ
α1
x2
+
α2
x3
+O
(
1
x4
)
(4-17)
f̂µ(x) = 1 +
1− eipiµ
1 + eipiµ
α1
x
+
α2
x2
+O
(
1
x3
)
(4-18)
when x→∞ in the physical sheet.
• Values at eµ. Since Dµ(eµ) = 0, fµ(eµ) and f̂µ(eµ) are both proportional to
Dµ(−eµ) (everything is read in the variable x). More precisely:
fµ(eµ)
f̂µ(eµ)
= −1 + e
ipiµ
1− eipiµ
eµ
σ(eµ)
(4-19)
• Behavior at branch points. Thanks to Eqn. 4-15, we can find the behavior of fµ
near ai ∈ {a, b}:
lim
x→ai
σ(x)fµ(x) =
√
(2− n)(a2i − e2µ) (4-20)
• First order 2× 2 differential system. The differential equation Eqn. 4-7 can be
turned into a first order differential system defining (fµ, f̂µ) intrinsically. The
solution is unique if we require the asymptotic to be given by Eqn. 4-18 up to
O(x−3) when x → ∞ in the physical sheet. The data of eµ (Eqn. 4-2) and α1
(Eqn. 6-4) ensures that this functions have the correct monodromy, i.e are one
cut solutions of the saddle point equation 2-2.
d
dx
(
fµ(x)
x̂fµ(x)
σ(x)
)
=
(
Lo(x)
1+eipiµ
1−eipiµ Le(x)
1−eipiµ
1+eipiµ
Le(x) Lo(x)
)
·
(
fµ(x)
x̂fµ(x)
σ(x)
)
(4-21)
where Lo and Le and the odd and even part of L:
Lo(x) =
1
2
d ln Rµ
dx
=
d
dx
[
1
2
ln(x2 − e2µ)− lnσ(x)
]
(4-22)
Le(x) =
1
σ(x)
[
−α1 + eµσ(eµ)
x2 − e2µ
]
=
−α1
σ(x)
x2 − ê2µ
x2 − e2µ
(4-23)
We have called êµ =
√
e2µ +
eµσ(eµ)
α1
, the zero of Le(x).
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E Resolvent at a = 0 and b =∞
The master loop equation when a = 0 (x finite), or b = ∞ (equivalently a → 0 and
x∗ = x/a finite), can be solved directly, and quite explicitly in terms of Chebyshev
functions. These computations were first done by Kostov et al. at the time of the
introduction of the O(n) model. We presented another method to compute when
a → 0 in Section. ??, and original computations with many examples (in particular,
the cases µ rational) can be found in [23, 14, 18, 19]. Here, we review in a self-contained
way the solution for b =∞, for sake of completeness.
We want to solve the following problem. Let γ = [0, b]. Find W = W
(0)
1 such that:
(i) W is holomorphic on C \ γ.
(ii) W(x) ∼ t/x when x→∞
(iii) W(x) ∝ √x− b when x→ b (resp
(iii) For any x ∈ γ, we have the linear equation:
W(x + i0+) + W(x + i0−) + nW(−x) = V′(x) (5-1)
Then, the density ρ(x), defined for x ∈ γ is recovered through:
ρ(x) =
1
2ipit
(
W(x− i0+)−W(x + i0+)) (5-2)
We also set n = −2 cospiµ, with µ ∈ [0, 1]. The relation between b (if γ = [0, b]) or a
(if γ = [a,∞]), and t, must be such that ∫ b
0
ρ = 1.
At the end, we specialize the results to the fully packed loop model, where the
potential is quadratic V(x) = 1
2
(
x− c
2
)2
.
Properties of the linear equation
• The linear equation has an easy particular solution, so we can write:
W(x) = W(x) +
2V′(x)− nV′(−x)
4− n2 (5-3)
with W(x) satisfying:
W(x + i0+) + W(x− i0+) + nW(−x) = 0 (5-4)
• Let f and g are meromorphic functions with one cut on γ, which are solution of
Eqn. 5-4. Then, the quantity:
(f|g)(x) = f(x)g(x) + f(−x)g(−x) + n
2
(f(x)g(−x) + f(−x)g(x)) (5-5)
is meromorphic, even, and has no cut. Hence, it is a rational function of x2.
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• The vector space of solutions of Eqn. 5-4, over the field of rational functions of
x2, has dimension 2.
Chebyshev functions
A basis of functions having similar properties is known, namely the Chebyshev func-
tions Tµ(z) and Uµ(z):
z = cosφ
Tµ(z) = cosµφ =
1
2
[(
−z + i
√
1− z2
)µ
+
(
−z − i
√
1− z2
)−µ]
Uµ(z) =
sin(µ+ 1)φ
sinφ
=
1√
1− z2
1
2i
[(
−z + i
√
1− z2
)µ
+
(
−z − i
√
1− z2
)−µ]
We prefer to use an orthogonal basis for the product of Eqn. 5-5. So, we set:
T̂µ(z) = cotanφ sinµφ = Uµ(z)− Tµ(z) (5-6)
These functions are analytical on the complex plane, except on one cut ]−∞,−1]. We
have the following properties:
(Tµ|Tµ) = sin2 piµ (5-7)
(T̂µ|T̂µ) = tan2φ sin2 piµ (5-8)
(Tµ|T̂µ) = 0 (5-9)
and:
Tµ(z + i0
+)− Tµ(z − i0−) = 4 sin piµ sinµ(φ− pi) (5-10)
T̂µ(z + i0
+)− T̂µ(z − i0−) = 4 sin piµ cotanφ cosµ(φ− pi) (5-11)
For information, we give the asymptotics of Tµ.
• When z →∞, i.e. x→ 0:
Tµ(z) = 2
(µ−1)z−µ
(
1− µ
4z2
+ · · ·
)
+ 2−(µ+1)zµ
(
1 +
µ
4z2
+ · · ·
)
(5-12)
• When z → 0, i.e x→∞:
Tµ(z) = cos
(piµ
2
)
− µ sin
(piµ
2
)
z − µ
2
2
cos
(piµ
2
)
z2 + o(z2) (5-13)
T̂µ(z) = sin
(piµ
2
)
z −
(
µ2
2
+ 2µ
)
cos
(piµ
2
)
z2 + o(z2) (5-14)
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Case γ = [0, b]
If we perform the change of variable z = −b/x sending the segment γ to z(γ) =
]−∞,−1], we can write the general solution of Eqn. 5-4 in the form:
W(x) =
1
sin2 piµ
[
A(x2) cosµφ+ Â(x2)tanφ sinµφ
]
(5-15)
=
1
sin2 piµ
[
A(x2)Tµ(z) + Â(x
2)
(
1
z2
− 1
)
T̂µ(z)
]
(5-16)
where A and Â are rational functions:
A(x2) = (Tµ|W), Â(x2) = (T̂µ|W) (5-17)
For our initial problem, A and Â are determined by the required analytical prop-
erties for W(x). One can see on Eqn. 5-17 that A and Â can have singularities only at
x =∞, hence are polynomials. And we know the behavior of W near x→∞:
W(x) = −2V
′(x)− nV′(−x)
4− n2 + o(1) (5-18)
Thus:
A(x2) = −
[(2V′(x)− nV′(−x)
4− n2
∣∣∣Tµ(−b/x))]
+
= −Even polynomial part [V′(x)Tµ(−b/x)] (5-19)
All the same:
Â(x2) = −Even polynomial part
[
V′(x)T̂µ(−b/x)
]
(5-20)
The corresponding density is:
ρ(x) =
1
2ipit sin(piµ)
[
A(x2) sinµ(φ− pi) + Â(x2)tanφ cosµ(φ− pi)
]
=
√
1− x2
b2
2pit sin(piµ)
[
A(x2)Uµ(−z) + Â(x2)Tµ(−z)
]
(5-21)
For example, in the fully packed case, V′(x) = x−c/2. When we use the asymptotics
given in Eqns. 5-13 and 5-14, we find that A and Â are constants:
A(x2) = bµ sin
(piµ
2
)
, Â(x2) = b sin
(piµ
2
)
(5-22)
So, we have:
W
(0)
1 (x) =
1
4 cos2
(
piµ
2
) [x + b
sin
(
piµ
2
) (µTµ(−b/x) + T̂µ(−b/x))] (5-23)
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and the density:
ρ(x) =
√
b2 − x2
4pit cos
(
piµ
2
) [µ T̂µ(−x/b) + Tµ(−x/b)] (5-24)
When b is fixed, t is the normalization such that
∫ b
0
ρ = 1.
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