Periodic migration in a physical model of cells on micropatterns by Camley, Brian A. et al.
Periodic migration in a physical model of cells on micropatterns
Brian A. Camley,1, 2 Yanxiang Zhao,3, 2 Bo Li,3, 2 Herbert Levine,4 and Wouter-Jan Rappel1, 2
1Department of Physics, University of California, San Diego, La Jolla CA 92093
2Center for Theoretical Biological Physics, University of California, San Diego
3Department of Mathematics, University of California, San Diego, La Jolla CA 92093
4Department of Bioengineering, Center for Theoretical Biological Physics, Rice University, Houston, TX 77005
We extend a model for the morphology and dynamics of a crawling eukaryotic cell to describe cells on mi-
cropatterned substrates. This model couples cell morphology, adhesion, and cytoskeletal flow in response to
active stresses induced by actin and myosin. We propose that protrusive stresses are only generated where the
cell adheres, leading to the cell’s effective confinement to the pattern. Consistent with experimental results, sim-
ulated cells exhibit a broad range of behaviors, including steady motion, turning, bipedal motion, and periodic
migration, in which the cell crawls persistently in one direction before reversing periodically. We show that
periodic motion emerges naturally from the coupling of cell polarization to cell shape by reducing the model to
a simplified one-dimensional form that can be understood analytically.
PACS numbers: 87.17.Jj,02.70.-c,87.17.Aa
Cultured cells on two-dimensional substrates are often used
as a convenient proxy for more biologically relevant situa-
tions, such as cells within three-dimensional extracellular ma-
trix (ECM). However, cells in ECM often exhibit qualitatively
different modes of migration than those on substrates [1–4].
A remarkable example of this is the discovery of periodic mi-
gration in zyxin-depleted cells in collagen matrix [5]. Under-
standing cell motility in ECM may be profoundly important
for the study of cancer invasion [6]. Interestingly, features
of cell morphology and dynamics in matrix are recapitulated
in cells on micropatterned adhesive substrates, including cell
speed, shape, dependence on myosin [1] and periodic migra-
tion [5]. Other micropatterns induce cell polarization and di-
rected cell motion [7–9] and sorting of cells from one- to two-
dimensional regions of micropatterns [10]. In this Letter, we
study the influence of micropatterns on cell motility using an
extension of a computational model of eukaryotic cell crawl-
ing [11, 12] and observe a wide range of dynamic behaviors
including periodic migration. To our knowledge, ours is the
first cell crawling simulation to display periodic migration.
It would be natural to expect that periodic migration [5]
requires underlying oscillatory protein dynamics, as in Min
oscillations in E. coli [13]. Surprisingly, this is not the case;
periodic migration and other complex behaviors appear with
only minimal alteration to the model for freely crawling cells.
We study periodic migration in detail, and show that it is a
consequence of feedback between the cell’s shape and its bio-
chemical polarization, i.e. how proteins are segregated to one
side of the cell. We use sharp interface theory to reduce our
model to a simplified one-dimensional (1D) model that is an-
alytically tractable. Periodic migration exemplifies how cou-
pling between cell shape and chemical polarity can lead to
unexpected cell behavior.
Model summary. We describe the cell’s cytoskeleton as
a viscous, compressible fluid driven by active stresses from
actin polymerization and myosin contraction. This is appro-
priate for the long time scales of keratocyte and fibroblast
migration on which the cytoskeleton can rearrange, see e.g.
[14]. Our model is one of a broad spectrum of active mat-
ter [15, 16] models of motility in which active stresses drive
deformation [14, 17–26]. Details of the model are available
in Ref. [12]; we review it briefly to highlight changes made
to study cells on micropatterns. It has four modules: 1) cell
shape, tracked by a phase field φ(r, t), 2) the cytoskeleton as
an active viscous compressible fluid [14, 27], 3) actin pro-
moter (e.g. Rac or Cdc42) and myosin concentrations obey-
ing reaction-diffusion-advection equations, and 4) adhesions
between cell and substrate, tracked individually.
Cell shape is tracked by a “phase field” φ(r, t) that is
zero outside and unity inside the cell [11, 28–33]. φ varies
smoothly across the cell boundary, which is implicitly set by
φ = 1/2. φ(r, t) obeys
∂tφ+ u · ∇φ = Γ
(
∇2φ−G′(φ)/+ c|∇φ|) (1)
where u is the cytoskeletal velocity, Γ a relaxation coefficient,
c = ∇ ·
(
∇φ
|∇φ|
)
is the local interface curvature,  the interface
width, and G(φ) = 18φ2(1− φ)2.
We describe cytoskeletal flow with a Stokes equation in-
cluding active forces from actin and myosin and forces in-
duced by membrane curvature and cell-substrate adhesion:
∇ · [ν (∇u+∇uT )]+∇ · (σpoly + σmyo) (2)
+ Fmem + Fadh − ξu = 0
where ν(φ) = ν0φ is the viscosity. ξ does not vary over the
substrate i.e. ξu is a hydrodynamic drag [34], not friction
from adhesive binding [35]. Individual adhesions lead toFadh;
Fmem comes from membrane deformations (see Appendix).
We neglect the pressure term arising from coupling between
cytoskeletal mesh and cytoplasm [14]. Eq. 2 is solved numer-
ically with a semi-implicit finite difference spectral method;
other equations are stepped explicitly (see Appendix).
Our central hypothesis for the effect of the adhesive mi-
cropattern is that protrusive stress from actin polymerization,
σpoly, is only generated where the cell contacts the micropat-
tern,
σpoly = −η0aχ(r)φρaδnˆnˆ (3)
where χ(r) is one inside the pattern and zero outside, δ(φ) =
|∇φ|2, nˆ is the normal to the cell surface, ρa the actin
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2promoter density on the membrane, and η0a a protrusion
coefficient. Our assumption is supported by experimental
work showing that fibroblasts preferentially protrude pro-
cesses from points near newly formed adhesions, which only
form on the pattern [36]. Others have proposed active stresses
proportional to cell-substrate adhesion [37]. Our pattern is
a stripe, χ(r) = 12
[
1 + tanh(3
{
w
2 − |x|
}
/)
]
, with w the
stripe width. The contractile stress is σmyo = η0mφρmI with
ρm the myosin density, η0m the myosin contractility coeffi-
cient, and I the identity tensor.
Cell polarization arises from ρa, which follows a wave-
pinning model [38]. Actin promoter exchanges between ac-
tive membrane-bound (ρa) and inactive cytosolic (ρ
cyt
a ) states;
membrane-bound promoter catalyzes binding to the mem-
brane. Fronts between high ρa and low ρa can stall (“pin”),
leading to a steady polarization [38].
Actin promoter and myosin processes only occur inside
the cell; the phase field method is ideally suited to handle
reaction-diffusion-advection equations within moving cells
[11, 19, 31–33]. The reaction-diffusion-advection equations
for actin promoter and myosin are
∂t (φρa) +∇ · (φρau) = ∇ · [φDa∇ρa] + φf (4)
∂t (φρm) +∇ · (φρmu) = ∇ · [φDm(ρa)∇ρm] . (5)
Actin promoter diffuses with coefficientDa on the membrane;
at this level of modeling, we do not distinguish between mem-
brane and cytoskeleton velocity, and so ρa is advected with
the cytoskeletal velocity u. Myosin binds and unbinds from
the cytoskeleton, which we model as a ρa-dependent diffusion
coefficientDm(ρa) = D0m/(1+ρa/KD) [12]. The nonlinear
reaction term f(ρa, ρ
cyt
a ) for promoter membrane-cytosol ex-
change is in the Appendix. ρcyta is well-mixed (constant) and
set by the conservation of ρa, i.e.
∫
d2rφ(r)
[
ρa(r) + ρ
cyt
a
]
=
N tota is constant.
Adhesions between cell and substrate are formed, age, and
transition between modes as in [12]. However, adhesions may
only form on the micropattern [36]; adhesions that leave the
micropattern are destroyed (see Appendix). The number of
adhesions is fixed. We do not enforce symmetry, unlike [12].
Simulation of periodic migration. Numerical evaluation of
Eqs. 1-5 shows spontaneous emergence of periodic motion.
An initially circular cell contracts to the stripe, polarizes, mi-
grates one way, then reverses and migrates in the other direc-
tion. We present one reversal in Fig. 1. When the cell is po-
larized (ρa is segregated on one side), the cell contracts while
crawling in the direction of its polarization (point a in Fig. 1).
As the cell contracts, it depolarizes (b). The unpolarized cell
expands quickly, but does not crawl significantly. As the cell
grows, it suddenly re-polarizes (c) and begins to travel in the
direction opposite to its initial direction. As the cell moves,
myosin localizes to the cell rear [39], and the cell begins to
contract again (d). Each reversal corresponds to one peak in
cell area.
Several questions arise: 1) How does cell polarization con-
trol the cell’s growth and contraction? 2) Why does the cell
depolarize at small areas and repolarize at large ones? 3) Why
does the cell repolarize in a direction opposite to its original
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FIG. 1. TOP: Cell shape (φ), actin promoter (ρaφ), and myosin
(ρmφ) distribution during a reversal event in periodic migration.
Color plots are rescaled by 1,1.4µm−2, and 0.55µm−2 respectively.
Cell velocity is indicated by an arrow. Total width of stripe is
w = 6 µm; (dashed lines). BOTTOM: Center-of-mass position
(y¯ = 1
A
∫
d2r yφ(x, y)) and area (A =
∫
d2r φ) of cell as a func-
tion of time. Full parameters for all simulations are listed in the
Appendix.
motion? We address these questions by reducing our model to
a significantly simpler 1D one.
Reduction to 1D model. We neglect adhesions and advec-
tion of ρa. The latter is not strictly justified, as the Peclet
number Pe = VcellLcell/Da is of order unity (Lcell is the cell
length and Vcell its velocity), but we reproduce the essential
aspects of the two-dimensional simulation without fluid flow.
In migrating cells, myosin accumulates at the back while actin
is enriched at the front [39]. We model these myosin dynam-
ics phenomenologically by letting myosin go to the cell rear
(where ρa is low) with time lag τ . The simplified model for
ρa and ρm is
∂t (φρa) = ∂y [φDa∂yρa] + φf(ρa, ρ
cyt
a ) (6)
∂tρ
f,b
m = −τ−1
[
ρf,bm −
(
m0 − ρf,ba
)]
(7)
where ρf,ba,m = ρa,m(yf,b) and m0 is the equilibrium myosin
when ρa is zero. The cell “front” is defined by yf > yb.
The cell shape is φ(y, t) = 12
[
tanh 3(y−yb) − tanh 3(y−yf )
]
.
Actin polymerization causes local protrusion; myosin con-
traction causes local contraction. The simplest form for the
normal velocity of the edge is thus vedge · nˆ = αρa − βρm,
i.e.
∂tyf,b = ±(αρf,ba − βρf,bm ) (8)
This result can be rigorously justified in some limits by solv-
ing the Stokes equation (Eq. 2) in the presence of a planar
front. If /`h  1 (sharp interface limit) and Lcell  `h,
where `h =
√
2ν0/ξ, we find α =
η0a
4ν0
and β = η
0
m`h
2ν0
(Ap-
pendix).
This limit is not necessarily applicable, as we have `h ≈
63µm > Lcell. Nevertheless, Eqs. 6-8 capture the essential
features of periodic migration in Fig. 1. We simulate them
3(Fig. 2) and compare the 1D simulation to the centerline of
Fig. 1.
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FIG. 2. Two- and one-dimensional models show highly similar be-
havior. TOP: Centerline of Fig. 1 a-d with φ (black solid line), φρa
(green dashed line), and φρm (red dash-dotted line); axis is shifted
for comparison to middle plot, MIDDLE: 1D model at comparable
points in the periodic cycle (A-D). BOTTOM: Plot of position and
size of periodically migrating 1D cell.
Our 1D model shows how the cell’s shape changes and po-
larization are coupled. The cell shrinks if ∂tLcell = ∂t(yf −
yb) = α(ρ
f
a + ρ
b
a) − β(ρfm + ρbm) is negative. To find when
this is true, we need ρf,ba . We use the analysis of Mori et al.
[38, 40], who proposed the wave-pinning reaction-diffusion
model we apply in Eq. 6. Their solutions would be exact
if  → 0 (sharp interface limit) and the cell were slow-
moving, Pe  1. Pe is not small, but these solutions pro-
vide a valuable qualitative guide to the cell’s polarization as
a function of its size. We use the simplified reaction kinet-
ics f˜(ρa, ρ
cyt
a ) ≡ −kρa(ρa − h)(ρa − mρcyta ), which repro-
duce the phenomenology of the full kinetics and permit ana-
lytical solutions. h and m are parameters related to the steady
states of ρa [38]. Mori et al. find two homogeneous and lin-
early stable steady states, ρa(y) = 0 and ρa(y) =
mN tota
Lcell(1+m)
,
where N tota =
∫ L
0
dy (ρa + ρ
cyt
a ) is the conserved total num-
ber of actin promoter molecules in either membrane-bound or
cytosolic form (N tota =
∫
ddr(ρa + ρ
cyt
a )φ in the phase field
model). Ref. [38] also finds a polarized state with a station-
ary front connecting a region with ρa = 2h to ρa = 0; the
length of the region with large ρa is yp =
N tota
2h − Lcellm . The cell
can only polarize if yp < Lcell, i.e. Lcell > Ldepol≡ mN
tot
a
2h(m+1) .
This causes the cell to depolarize at small lengths, partially
answering Question 2 above.
Why doesn’t the cell immediately repolarize when Lcell >
Ldepol? The homogeneous state ρa(y) =
mN tota
Lcell(1+m)
is linearly
stable; even though the cell can support a polarized state if
Lcell > Ldepol, it will not reach that state without a perturba-
tion beyond a certain threshold. Numerically evaluating Eq. 6
in a cell of fixed size, we find that this threshold decreases
with increasing cell size; larger cells are easier to polarize.
(For the full kinetics f(ρa, ρ
cyt
a ), this threshold can decrease to
zero [40].) Others [41–43] have also suggested that cell shape
influences signaling, polarization, and response to stimuli.
What perturbation causes the cell’s repolarization? Within
the 1D model the only possibility is the moving edge. If a
cell edge expands faster than ρa can be transported by dif-
fusion or converted from cytosolic form, ρa will be depleted
near the expanding edge. Explicitly: if we numerically solve
Eq. 6 for an initially homogeneous cell with one edge expand-
ing, the cell always polarizes to a state with low ρa near the
expanding edge. Depletion sets the direction in which the
repolarization occurs. As the cell expands, both edges have
high ρa but one has lower ρm (Figs. 1,2). Edge normal ve-
locity is set by Eq. 8: actin polymerization causes expansion,
but local contraction from myosin decreases the edge’s veloc-
ity. Therefore, the edge with low ρm expands faster, leading
to more depletion of ρa near that edge. When this depletion
crosses the threshold of patterning, a polarized state forms
with low ρa near the quickly-moving edge, and high ρa near
the slowly-moving edge: the cell polarizes in the direction of
higher myosin. Myosin keeps the memory of the cell’s direc-
tion: if it becomes uniform before the cell repolarizes, this
information is lost.
We have now answered our questions: 1) Cell shape is set
by ρa and ρm via Eq. 8, and this is controlled by the cell po-
larization. 2) At small cell sizes, Eq. 6 does not support a
polarized state, but as the cell expands, the polarized state and
homogeneous state are both stable. Polarization requires a
perturbation to ρa larger than a threshold, which decreases as
the cell grows. 3) Repolarization is initiated by depletion of
ρa near an expanding cell boundary; myosin makes the previ-
ous “back” of the cell expand more slowly, ensuring the cell
polarizes in a direction opposite to its previous movement.
We calculate the amplitude of periodic migration analyti-
cally by using the results of [38] and making some additional
assumptions. We assume the cell depolarizes at length Ldepol
as above and repolarizes in the direction of high myosin at
a critical length L∗. The value of L∗ would depend on the
details of the cell’s motion, the diffusion coefficient Da, and
the threshold for perturbations. We expect that the dominant
contribution to the cell’s displacement over time will be the
distance that it crawls while polarized; when the cell is po-
larized, it contracts. We can then approximate the amplitude
of periodic migration as A = vcmtcontract where vcm is the cell
center of mass velocity in the contraction phase, and tcontract
the time required to contract from L∗ to Ldepol. Using Eq. 8
and the results of [38], we find that in the polarized state,
∂tLcell ≈ 2hα− β(2m0 − 2h) (assuming the myosin is at its
equilibrium value ρm = m0−ρa). Similarly, vcm ≈ h(α+β).
4We find
A =
(
L∗ − Ldepol
2
)
γ + 1
γc − γ (9)
where γ = α/β and γc = (m0−h)/h. For the cell to contract
while polarized, γ < γc. The cell must also grow while unpo-
larized for periodic migration to occur; this condition depends
on N tota .
For the amplitude of periodic migration to become large,
protrusion and retraction must be balanced so that γ − γc is
small. However, this requirement can be weakened by the
cell’s internal dynamics, which we have mostly neglected in
deriving Eq. 9. If we assume a large viscous resistance to
changes in size, we suppress the rate of contraction and ex-
pansion by a factor λ, where λ  1. If the cell’s contrac-
tion is slowed, but crawling is not, the amplitude of peri-
odic migration increases significantly, as tcontract ∼ 1/λ, and
A ≈ tcontractvcm, so A ∼ 1/λ becomes large.
Additional emergent behaviors. Depending on initial con-
ditions and micropattern width, other behaviors are observed.
These include steady crawling, turning, and bipedal motion
(see Appendix). The bipedal motion resembles that seen the-
oretically and experimentally by Barnhart et al. [44]. Turning
has been studied by Rubinstein et al. [45, 46]; see also [19].
We plan to address the origin of these effects within our model
in future work.
If periodic migration in [5] arose through precisely the
mechanism we have described, the cell area would oscillate
with a period half that of the cell’s migration and myosin re-
orientation would lag the reversal of cell direction (Figs. 1-2).
It would be interesting to experimentally quantify total surface
area and myosin localization of periodically migrating cells.
We present this study primarily as an example of complex be-
haviors that develop when cell polarization is coupled to cell
shape. However, our mechanism of periodic migration may be
more general if cell polarization is coupled to other mechan-
ical properties. Cell-surface adhesion is a natural choice, as
periodic motion arises in [5] when the adhesion protein zyxin
is depleted. If cells only polarize when sufficiently adherent to
the surface, and this adhesion changes with cell motion, our
periodic migration scheme may be recapitulated with adhe-
sion in place of cell area.
Periodic migration as observed in our simulations is a new,
interesting, and tractable example of the complex dynamics
resulting from coupling cell shape and polarity. Periodic mi-
gration requires a balance between contraction and protru-
sion (Eq. 9), but its existence is robust to many model de-
tails. Within our larger model, individual adhesions can be
neglected, as can the ρa-dependence of Dm. In the 1D model,
we have ignored hydrodynamics entirely. Removing features
or varying parameters (Appendix) changes migration ampli-
tude, but if the fundamental aspects illustrated by the 1D
model are present, periodic migration exists. Therefore, we
believe periodic migration could be observed in other mod-
els of eukaryotic cell motility that couple polarity and cell
shape [11, 26, 32, 43, 47], especially those using the wave-
pinning polarity mechanism [38]. Randomly-occurring rever-
sals without periodicity have been observed by Ziebert and
Aronson [48]; their model may only lack a memory. Our one-
dimensional model suggests the essential elements required
for periodic migration, and emphasizes the role of myosin
in preserving the memory of the cell’s initial direction. Our
model for cells on adhesive micropatterns and the analytical
tools we developed to study periodic migration may be useful
in understanding more complex behavior on micropatterns,
including “dimension sensing” [10], response of fibroblasts
to cross-hatched patterns [1], and polarization in response to
asymmetric micropatterns [7–9]. In all of these cases, cell po-
larity is coupled to the underlying micropattern. The coupling
of micropattern shape, cell shape, and cell polarization stud-
ied here will be essential to a deeper understanding of these
problems.
This work was supported by NIH Grants P01 GM078586
and R01 GM096188, NSF Grant DMS 1309542, and by the
Center for Theoretical Biological Physics.
[1] A. Doyle, F. Wang, K. Matsumoto, and K. Yamada, J. Cell
Biol. 184, 481 (2009).
[2] R. Poincloux, O. Collin, F. Liza´rraga, M. Romao, M. Debray,
M. Piel, and P. Chavrier, Proceedings of the National Academy
of Sciences 108, 1943 (2011).
[3] M. H. Zaman, L. M. Trapani, A. L. Sieminski, D. MacKellar,
H. Gong, R. D. Kamm, A. Wells, D. A. Lauffenburger, and
P. Matsudaira, Proceedings of the National Academy of Sci-
ences 103, 10889 (2006).
[4] D. Yamazaki, S. Kurisu, and T. Takenawa, Oncogene 28, 1570
(2009).
[5] S. I. Fraley, Y. Feng, A. Giri, G. D. Longmore, and D. Wirtz,
Nature Communications 3, 719 (2012).
[6] D. Wirtz, K. Konstantopoulos, and P. C. Searson, Nature Re-
views Cancer 11, 512 (2011).
[7] T. Vignaud, L. Blanchoin, and M. The´ry, Trends in Cell Biol-
ogy (2012).
[8] M. The´ry, V. Racine, M. Piel, A. Pe´pin, A. Dimitrov, Y. Chen,
J.-B. Sibarita, and M. Bornens, Proceedings of the National
Academy of Sciences 103, 19771 (2006).
[9] G. Mahmud, C. J. Campbell, K. J. Bishop, Y. A. Komarova,
O. Chaga, S. Soh, S. Huda, K. Kandere-Grzybowska, and B. A.
Grzybowski, Nature Physics 5, 606 (2009).
[10] S. S. Chang, W.-h. Guo, Y. Kim, and Y.-l. Wang, Biophysical
Journal 104, 313 (2013).
[11] D. Shao, W.-J. Rappel, and H. Levine, Physical Review Letters
105, 108104 (2010).
[12] D. Shao, H. Levine, and W.-J. Rappel, Proceedings of the Na-
tional Academy of Sciences 109, 6851 (2012).
[13] J. Lutkenhaus, Annu. Rev. Biochem. 76, 539 (2007).
[14] B. Rubinstein, M. Fournier, K. Jacobson, A. Verkhovsky, and
A. Mogilner, Biophysical Journal 97, 1853 (2009).
[15] F. Juelicher, K. Kruse, J. Prost, and J.-F. Joanny, Physics Re-
ports 449, 3 (2007).
5[16] M. Marchetti, J. Joanny, S. Ramaswamy, T. Liverpool, J. Prost,
M. Rao, and R. A. Simha, Reviews of Modern Physics 85, 1143
(2013).
[17] P. Recho, T. Putelat, and L. Truskinovsky, Physical Review
Letters 111, 108102 (2013).
[18] R. J. Hawkins, M. Piel, G. Faure-Andre, A. Lennon-Dumenil,
J. Joanny, J. Prost, and R. Voituriez, Physical Review Letters
102, 058103 (2009).
[19] E. Tjhung, D. Marenduzzo, and M. E. Cates, Proceedings of
the National Academy of Sciences 109, 12381 (2012).
[20] C. A. Whitfield, D. Marenduzzo, R. Voituriez, and R. J.
Hawkins, arXiv:1307.3426 (2013).
[21] A. Callan-Jones and R. Voituriez, New Journal of Physics 15,
025022 (2013).
[22] M. Herant and M. Dembo, Biophysical Journal 98, 1408
(2010).
[23] J.-F. Joanny and S. Ramaswamy, Journal of Fluid Mechanics
705, 46 (2012).
[24] K. Kruse, J. Joanny, F. Ju¨licher, and J. Prost, Physical Biology
3, 130 (2006).
[25] R. Voituriez, J. Joanny, and J. Prost, Physical Review Letters
96, 028102 (2006).
[26] C. W. Wolgemuth, J. Stajic, and A. Mogilner, Biophysical Jour-
nal 101, 545 (2011).
[27] J. S. Bois, F. Ju¨licher, and S. W. Grill, Physical Review Letters
106, 028103 (2011).
[28] J. Kockelkoren, H. Levine, and W.-J. Rappel, Physical Review
E 68, 037702 (2003).
[29] W. Boettinger, J. Warren, C. Beckermann, and A. Karma, An-
nual Review of Materials Research 32, 163 (2002).
[30] J. B. Collins and H. Levine, Physical Review B 31, 6119 (1985).
[31] T. Biben, K. Kassner, and C. Misbah, Physical Review E 72,
041921 (2005).
[32] F. Ziebert, S. Swaminathan, and I. S. Aranson, J. Roy. Soc.
Interface 9, 1084 (2012).
[33] X. Li, J. Lowengrub, A. Ra¨tz, and A. Voigt, Communications
in Mathematical Sciences 7, 81 (2009).
[34] E. Evans and E. Sackmann, J. Fluid Mech 194, 553 (1988).
[35] S. Walcott and S. X. Sun, Proceedings of the National Academy
of Sciences 107, 7757 (2010).
[36] N. Xia, C. K. Thodeti, T. P. Hunt, Q. Xu, M. Ho, G. M. White-
sides, R. Westervelt, and D. E. Ingber, The FASEB Journal 22,
1649 (2008).
[37] A. Carlsson, New Journal of Physics 13, 073009 (2011).
[38] Y. Mori, A. Jilkine, and L. Edelstein-Keshet, Biophysical Jour-
nal 94, 3684 (2008).
[39] Myosin is swept to the cell rear by the retrograde cytoskeletal
flow, as u is less than the cell velocity through most of the cell;
see [12].
[40] Y. Mori, A. Jilkine, and L. Edelstein-Keshet, SIAM Journal on
Applied Mathematics 71, 1401 (2011).
[41] J. Meyers, J. Craig, and D. J. Odde, Current Biology 16, 1685
(2006).
[42] W. R. Holmes, B. Lin, A. Levchenko, and L. Edelstein-Keshet,
PLoS Computational Biology 8, e1002366 (2012).
[43] A. F. Mare´e, V. A. Grieneisen, and L. Edelstein-Keshet, PLoS
Computational Biology 8, e1002402 (2012).
[44] E. L. Barnhart, G. M. Allen, F. Ju¨licher, and J. A. Theriot,
Biophysical Journal 98, 933 (2010).
[45] A. Mogilner and B. Rubinstein, Journal of Physics: Condensed
Matter 22, 194118 (2010).
[46] B. Rubinstein, K. Jacobson, and A. Mogilner, Multiscale Mod-
eling & Simulation 3, 413 (2005).
[47] W. R. Holmes and L. Edelstein-Keshet, PLoS Computational
Biology 8, e1002793 (2012).
[48] F. Ziebert and I. S. Aronson, PLoS ONE 8, e64511 (2013).
[49] Q. Du, C. Liu, R. Ryham, and X. Wang, Physica D: Nonlinear
Phenomena 238, 923 (2009).
[50] A. R. Bausch, F. Ziemann, A. A. Boulbitch, K. Jacobson, and
E. Sackmann, Biophysical Journal 75, 2038 (1998).
[51] The units for this parameter were listed incorrectly in the Sup-
plemental Material of Ref. [12].
[52] M. Postma, L. Bosgraaf, H. M. Loovers, and P. J. Van Haastert,
EMBO Reports 5, 35 (2004).
[53] This is the value used in Ref. [12], though it was listed incor-
rectly in the Supplemental Material of that work.
[54] This parameter is denoted by ρtota in Ref. [12].
[55] This describes the total number of adhesions over the entire cell.
The value of Nadh in Ref. [12] is listed incorrectly, and should
be Nadh = 4000 over the whole cell. The change in adhesion
number in this paper roughly corresponds to the change in cell
area.
6Appendix A: Turning and bipedal motion
FIG. 3. Many types of cell crawling appear, including bipedal motion and turning. Cell shape (phase field φ), actin promoter (ρaφ), and
myosin (ρmφ) of cells at different times. Color plots are rescaled by 1, 1.4 µm−2, and 0.8 µm−2, respectively. TOP: Cell turning; total width
of stripe is w = 40 µm (not in image; scale bar indicates 10 µm). BOTTOM: Bipedal motion. Total width of stripe is w = 10 µm (dashed
lines).
Appendix B: Sharp interface derivation
We will derive the sharp interface results presented in the text. These are that the front and back interface velocities are given
by ±αρf,ba ∓ βρf,bm with
α =
η0a
4ν0
, β =
η0m`h
2ν0
, (B1)
where `2h = 2ν0/ξ. In order to get these results, we will assume the sharp interface limit /`h  1, and also that the cell’s size
Lcell is much larger than `h. We will also assume that the interface’s curvature is not relevant.
Our Stokes equation for the cell’s cytoskeletal velocity u is
∇ · [ν(φ) (∇u+∇uT )]+∇ · σmyo +∇ · σpoly + Fmem + Fadh − ξu = 0 (B2)
where ν(φ) = ν0φ(r) and the active stresses are given by
σmyo = η
0
mφρmI (B3)
σpoly = −η0aφρaδnˆnˆ (B4)
where I is the identity tensor, δ = (∇φ)2, and nˆ is the unit normal vector to the cell boundary. Fadh contains stochastic
adhesion forces, which we ignore. We note that these adhesion forces may in some limits only renormalize ξ [35], so it may be
appropriate to think of the ξ as an effective value larger than that given in the simulation. The membrane forces are derived from
a phase field approximation to the Helfrich energy and surface tension (see, e.g. [12, 49]), Fmem = Ftension + Fbend with
Ftension = −γ
(
∇2φ− G
′

)
∇φ (B5)
Fbend = κ
(
∇2 − G
′′
2
)(
∇2φ− G
′
2
)
∇φ (B6)
7where G(φ) = 18φ2(1− φ)2 and G′ and G′′ denote derivatives of G with respect to φ.
We are interested in creating an effectively one-dimensional model. We approximate our cell’s complex shape by an effectively
one-dimensional front that minimizes the tension and bending energies (i.e. Ftension = Fbend = 0). This will be true if ∇2φ =
G′
 , or (for a front in the y direction)
φI(y) =
1
2
(1 + tanh(3y/)) (B7)
Under this assumption, the Stokes equation becomes
ν˜∂y [φI(y)∂yu] + Fmyo [φI ] + Fpoly [φI ]− ξu = 0 (B8)
where ν˜ = 2ν0, Fpoly ≡ ∂yσpoly and Fmyo ≡ ∂yσmyo We will look at the two force terms separately, since this equation is linear
and we can superimpose the two resulting velocity fields. We will also assume that the densities ρa and ρm do not vary quickly
at the front, so that Fpoly ≈ −η0aρa∂y(φIδ) and Fmyo ≈ η0mρm∂yφI . We illustrate the resulting field φI and the forces in Fig. 4
below.
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FIG. 4. We show the phase field and active forces at the interface at y = 0. Here the phase field φI = 12 (1 + tanh(3y/)). The active force
due to actin polymerization is Fpoly ≈ −η0aρa∂y(φIδ) and the active force due to myosin contractility is Fmyo ≈ η0mρm∂yφI .  = 2µm in
this figure.
1. Active force due to actin polymerization
We start by rewriting Eq. B8 with Fpoly = −η0aρa∂y(φIδ) and Fmyo = 0. (We will use linearity to rescue the complete result
later.) Rescaling our lengths to r = y/(`h) where `2h = ν˜/ξ and defining δ = /3`h, we find
∂r [{1 + tanh(r/δ)} ∂ru]− χ
δ
∂r
[{1 + tanh(r/δ)} sech4(r/δ)]− 2u = 0 (B9)
where χ = 34η
0
aρa/ν˜. We can’t solve this equation exactly, but can develop an asymptotic approximation in the sharp interface
limit of  `h (δ  1). In particular, we can see that in the sharp interface limit, the term sech4r/δ can be neglected everywhere
but near the front position, r = O(δ). Moving to the stretched variable z = r/δ, and defining U(z) = u(r) for convenience,
∂z [(1 + tanh z)∂zU ]− χ∂z
[
(1 + tanh z) sech4z
]− 2δ2U = 0 (B10)
To O(δ0), we can neglect the last term on the right. The remaining ODE can be directly integrated:
U(z) = A
(
z − 1
2
e−2z
)
+B + χ
{
4
(1 + e−2z)2
− 8
3(1 + e−2z)3
}
(B11)
8We cannot consistently apply the boundary conditions u(r → ±∞) = 0 to this solution; we need to match it to the solution in
the outer region. However, the outer regions to the right and left of the front have two distinctly different characters. For r  δ,
1 + tanh(r/δ) ≈ 2, and the outer expansion is
∂2ruR − uR = 0 (B12)
and we can immediately determine uR = Ce−r, neglecting the solution that diverges as r → ∞. Matching to the interior
solution yields the requirement C = B + 43χ and A = −δC. However, for r  −δ, 1 + tanh(r/δ) approaches zero; δ is a
singular perturbation to the outer equation in the left region. For r  −δ, 1 + tanh(r/δ) ≈ 2e2r/δ , and so
∂r(e
2r/δ∂ruL)− uL = 0 (B13)
which can be solved to find
uL = De
−r/δK1(δe−r/δ) (B14)
where K1 is the modified Bessel function of order 1, and we have dropped the solution that diverges as r → −∞. To match this
to the interior solution, we choose r = δzc with zc fixed but large (and negative), and look at the behavior as δ → 0:
uL ∼ D
[
1
δ
+
e−2zc
2
δ {ln δ − zc − ln 2 + γE − 1/2}
]
(B15)
∼ D
[
1
δ
+
e−2zc
2
δ ln δ
]
(B16)
where γE is the Euler gamma, γE = 0.5772 . . . . We match to the interior solution at z = zc with zc  −1,
U ∼ −1
2
Ae−2zc +B (B17)
Matching then requires that −A = Dδ ln δ and B = D/δ. Combining this with our earlier matching requirements, C =
B + 43χ and A = −δC, we find:
A/χ =
4
3
δ2 ln δ
1− δ ln δ (B18)
B/χ = −4
3
1
1− δ ln δ (B19)
C/χ = −4
3
δ ln δ
1− δ ln δ (B20)
D/χ = −4
3
δ
1− δ ln δ (B21)
Importantly, because C → 0 as δ → 0, in the sharp interface limit, there is no long-range velocity induced by the actin promoter
at the interface.
Our asymptotics provide an excellent approximation to the full numerical solution (Fig. 5). It also allows us to determine the
interface velocity, u(0) (using the interior solution). We find in the sharp interface limit that
uinterface = −2
3
χ ≡ −αρa (B22)
where
α =
η0a
2ν˜
=
η0a
4ν0
. (B23)
This is the result given in the main paper. It is only the leading order term; higher-order terms that depend on δ can also be
obtained from the solution above. The process for myosin is very similar, but we will find that a long-range (on the order of `h)
velocity will be induced, unlike the actin promoter case.
9−10 −5 0 5 10
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
y [µ m]
u
(y)
 / χ
 
 
Numerical solution
Left approximation
Interior approximation
Right approximation
FIG. 5. Velocity of fluid due to the presence of actin promoter at the cell boundary. Interface is at y = 0 as above, i.e. φ = 1
2
[1 + tanh(3y/)].
Here  = 2 µm, `h = 63 µm, i.e. δ ≈ 0.01.
2. Myosin force
We start by rewriting Eq. B8 with Fmyo = η0mρm∂yφ and Fpoly = 0. Rescaling our lengths to r = y/(`h) where `
2
h = ν˜/ξ
and defining δ = /3`h, we find
∂r [{1 + tanh(r/δ)} ∂ru] + µ∂r [1 + tanh(r/δ)]− 2u = 0 (B24)
where µ = η0mρm`h/ν˜. Note that unlike χ in the actin promoter case, µ does have an explicit dependence on the hydrodynamic
length scale `h.
We develop an asymptotic approximation in the sharp interface limit of   `h (δ  1). Moving to the stretched variable
z = r/δ, and defining U(z) = u(r),
∂z [(1 + tanh z)∂zU ] + µδ∂z [1 + tanh z]− 2δ2U = 0 (B25)
To linear order in δ, the last term can be dropped, and the remaining equation can be easily integrated to find
U(z) = A
(
z − 1
2
e−2z
)
+B − µδ
2
e−2z (B26)
The outer limits are the same as in the actin promoter case. We then get the matching conditions D/δ = B,A+µδ = −Dδ ln δ,
B = C, and A = −δC. These can be solved to find
A/µ = − δ
1− δ ln δ (B27)
B/µ =
1
1− δ ln δ (B28)
C/µ =
1
1− δ ln δ (B29)
D/µ =
δ
1− δ ln δ (B30)
Note that C does not vanish in the sharp interface limit: the presence of myosin at the interface leads to a velocity far away
from the interface, u(r) ≈ µe−r. Our asymptotic approximations are again an excellent approximation to the full numerical
solution (Fig. 6).
In the sharp interface limit, u(0) becomes
uinterface = µ ≡ βρm (B31)
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FIG. 6. Velocity of fluid due to the presence of myosin at the cell boundary. Interface is at y = 0 as above, i.e. φ = 1
2
[1 + tanh(3y/)]. Here
 = 2 µm, `h = 63 µm, i.e. δ ≈ 0.01. Note that even though δ is small, the velocity to the right of the interface is not small since C is O(δ0).
where
β =
η0m`h
ν˜
=
η0m`h
2ν0
(B32)
3. When can we apply the sharp interface result?
We argue that in the limit Lcell  `h, we can neglect correlations between the cell edges. We have been attempting to
determine the velocity of the cell interface using only the actin promoter and myosin densities at the interface, but no information
about the actin promoter and myosin throughout the cell, or the other interface of the cell. When is this appropriate? We have
seen above that myosin at the cell interface induces a velocity in the cell body with a dependence of position of e−y/`h ; if
Lcell  `h, one interface will not affect the other. We have also neglected forces coming from internal gradients of the myosin-
induced stress; once again, the characteristic length scale for these forces is `h, and so they should not affect the velocity of
the interfaces if Lcell  `h. The sharp interface results could be generalized to include all of these effects, but they produce
additional complications, such as the need to track the details of myosin within the cell.
Appendix C: Tables of parameters used
1. Parameters used for all two-dimensional phase field simulations
We mark with an asterisk the parameters that have been changed from the simulations presented in Ref. [12]. Parameters
were originally chosen in [12] to ensure that the cell velocity, actin flow velocity, and midline stress were close to experimentally
reported values for keratocytes; in general, we have attempted not to change these values. Where possible, we have given
literature justification for these parameters.
a. Phase field and cell boundary properties
Parameter Description Value Justification
γ Cell tension coefficient 20 pN Order-of-magnitude set in [11]
κ Cell bending coefficient 20 pN µm2 Order-of-magnitude set in [11]
 Phase field width 2 µm Chosen to ensure smooth variation
in φ
Γ Phase field relaxation parameter 0.4 µm/s Set in [12]
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b. Cytoskeletal flow parameters
Parameter Description Value Justification
ν0 Viscosity of cytoskeletal flow 103 pN s / µm Set roughly by [50]; see also [14]
η0a Protrusion coefficient 560 pN µm
2 Chosen to reproduce shapes and
other features in [12]
η0m Myosin contractility coefficient 60-61 pN µm
∗ Similar to that of [14]; tuned
to increase periodic migration
amplitude
ξ Substrate friction coefficient 0.5 Pa s / µm Value arising from cell sitting on
layer of water with height 2 nm [34]
c. Reaction-diffusion parameters
In the same wave-pinning kinetics as [12] for the reaction term in the actin promoter equation,
f(ρa, ρ
cyt
a ) = kb
(
ρ2a
K2a + ρ
2
a
+ ka
)
ρcyta − kcρa (C1)
where, by the conservation of total actin promoter,
∫
d2r
(
ρa(r) + ρ
cyt
a
)
φ(r) = N tota , or, assuming the cytosolic actin promoter
is well-mixed (uniform),
ρcyta =
N tota −
∫
d2rρa(r)φ(r)∫
d2rφ(r)
. (C2)
We note that this formula was written incorrectly in the Supplementary Material of Ref. [12].
Parameter Description Value Justification
ka Unitless base activation rate 0.01 [51] Order-of-magnitude from [38]
kb Overall activation rate 10 s−1 Order-of-magnitude from [38]
kc Deactivation rate 10 s−1 Order-of-magnitude from [38]
Ka Positive feedback threshold for actin promoter concentration 1 µm −2 Order-of-magnitude from [38]
Da Actin promoter diffusion coefficient 0.8 µm 2/s Typical membrane-bound protein
diffusion coefficient [52]
D0m Myosin diffusion coefficient at zero actin concentration 2 µm
2/s Chosen in [12]
KD Myosin diffusion threshold, Dm = D0m/(1 + ρa/KD) 0.5 µm
−2 [53] Chosen in [12]
N tota Total amount of actin promoter 485
∗ [54] Roughly rescaled by cell size from
value chosen in [12] proportional to
cell area
ρ0m Initial density of myosin 0.3 µm
−2 Chosen such that myosin stress cor-
responds to that estimated in [14]
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d. Adhesion parameters
Parameter Description Value Justification
Nadh Number of adhesions 1000∗ [55] Roughly rescaled from value cho-
sen in [12] proportional to cell area
F 0grip Characteristic gripping stress for gripping-slipping rupture 5 Pa Chosen in [12] to reproduce traction
forces and shape of keratocytes
k0grip Gripping coefficient 2.5 Pa / (s µm) Chosen in [12] to reproduce traction
forces and shape of keratocytes
k0slip Slipping coefficient 0.25 Pa / µm Chosen in [12] to reproduce traction
forces and shape of keratocytes
ron Rate of transition from slipping to gripping state 0.005 s−1 Chosen in [12] to reproduce traction
forces and shape of keratocytes
r0off Rate of transition from gripping to slipping state (at zero force) 0.002 s
−1 Chosen in [12] to reproduce traction
forces and shape of keratocytes
rdie Rate of slipping site death 0.2 s−1 Chosen in [12] to reproduce traction
forces and shape of keratocytes
e. Numerical evaluation parameters
Parameter Description Value
n×m Number of (horizontal, vertical) grid points 256× 256
Lx × Ly Box size 50µm× 50µm
∆t Time step 2× 10−3 s∗
λ Cutoff for evaluating phase field equations 10−4
2. Parameters used for each figure
a. Figure 1
For the oscillation in Fig. 1, we start with an initial state of a circular cell with radius 6 µm. We choose η0m = 61 pN µm, and
have an adhesive stripe of total width w = 6µm, i.e. χ(r) = 12
[
1 + tanh(3{w2 − |x|}/)
]
. All other parameters are as written
in the tables above.
b. Figure 2
We think of our one-dimensional model as describing a slice down the center of a two-dimensional cell with width w, but with
ρa uniform across the x direction. Parameters for the actin promoter reaction-diffusion part of the one-dimensional model are
exactly the same as for the two-dimensional model of Fig. 1; however, the conservation law follows a slightly different form:∫ w/2
−w/2
dx
∫ Ly/2
−Ly/2
[
ρa(y) + ρ
cyt
a
]
φ(y) = N tota (C3)
or, equivalently,
ρcyta =
N tota /w −
∫
dyρa(y)φ(y)∫
dyφ(y)
. (C4)
The parameters unique to the one-dimensional model are α = 0.14µm3/s and β = 0.068µm3/s, m0 = 2.43µm−2 and τ = 30
s. The value for α is determined by the sharp interface result, α = η0a/4ν0, using the two-dimensional simulation parameters.
We have set β, m0, and τ so that the cell oscillates similarly to the two-dimensional simulation. The one-dimensional model is
evaluated on a grid of 512 points with Ly = 100 µm, with ∆t = 0.01 s.
13
c. Figure 3
For the turning motion (Fig. 3 top), we start with an initial state of a circular cell with radius 8 µm. We choose η0m = 60 pN
µm, and have an adhesive stripe of total width w = 40 µm, i.e. χ(r) = 12
[
1 + tanh(3{w2 − |x|}/)
]
. For the bipedal motion
(Fig. 3 bottom), we choose exactly the same parameters, except that we take w = 10 µm. All other parameters are as written in
the tables above.
3. Robustness of periodic migration to variation in parameters
The bulk of our parameters have been set by comparison with experiments on keratocytes, and are identical to those used in
[12]; they were not selected to observe periodic migration. However, some parameters have been changed in order to ensure that
the cells polarize and migrate on stripes. In particular, we changed N tota and Nadh because the cells we study are significantly
smaller in area than those in [12]. We also changed η0m to change the contraction speed and vary the amplitude of periodic
migration. Initial simulations have shown that periodic migration can be observed over wider ranges of parameters as well;
varying one parameter at a time, we see periodic migration at Nadh = 700, or η0m = 80 pN µm, or N
tot
a = 400. These parameters
can be changed more if we change multiple parameters at once. Our experience with altering the model suggests that periodic
migration can be re-created as long as the central polarization mechanism is in place, the contraction and protrusion are closely
balanced, and the myosin effectively keeps the memory.
Appendix D: Details of numerical algorithm
1. Time-stepping and discretization
Our goal is to numerically solve the system of equations
∂tφ+ u · ∇φ = Γ(∇2φ−G′(φ)/+ c|∇φ|) (D1)
∂t(φρa) +∇ · (φρau) = ∇ · (φDa∇ρa) + φf(ρa, ρcyta ) (D2)
∂t(φρm) +∇ · (φρmu) = ∇ · (φDm(ρa)∇ρa) (D3)
∇ · [ν0φ(∇u +∇uT )]+∇ · (σpoly + σmyo) + Fmem + Fadh − ξu = 0 (D4)
We fix a uniform spatial grid with grid sizes ∆x, ∆y. We also use a fixed time step ∆t to march these equations forward from
initial conditions φ(0),u(0), ρ(0)a , ρ(0)m . We denote the state of the system at time t = n∆t by φ(n),u(n), ρ(n)a , ρ(n)m . Suppose we
have obtained all these quantities at the time n∆t. We then solve all the equations (D1)–(D3) to obtain these quantities at the
time (n+ 1)∆t.
We first obtain φ(n+1) from the φ-equation (D1) with the forward Euler scheme:
φ(n+1) = φ(n) −∆tu(n) · ∇φ(n) + ∆tΓ
[
∇2φ(n) −G′(φ(n))/+ c(n)|∇φ(n)|
]
.
On the right-hand side of this equation,∇φ(n) is calculated with a central difference scheme,∇2φ(n) is calculated by five-point
finite difference scheme, and the curvature term c(n) is calculated by
c(n) = ∇ · ∇φ
(n)
|∇φ(n)|
when |∇φ(n)| > 0.01, and set to be zero otherwise.
We next solve Eq. (D2) and Eq. (D3) to obtain ρ(n+1)a and ρ
(n+1)
m , respectively. We apply the forward Euler scheme to the
reaction-diffusion-advection equation (D2):
φ(n)
ρ
(n+1)
a − ρ(n)a
∆t
+
φ(n+1) − φ(n)
∆t
ρ(n)a = −∇ · (φ(n)ρ(n)a u(n)) +∇ · (φ(n)Da∇ρ(n)a ) + φ(n)f (n)
Equivalently,
ρ(n+1)a =
(2φ(n) − φ(n+1))
φ(n)
ρ(n)a −∆t
∇ · (φ(n)ρ(n)a u(n))
φ(n)
+ ∆t
∇ · (φ(n)Da∇ρ(n)a )
φ(n)
+ ∆tf (n) (D5)
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We only divide by φ(n) in the region where φ(n) ≥ λ, where λ = 10−4. Outside of this region, we keep ρ(n+1)a = ρ(n)a . More
specifically, we have use the following discretization:[
∇ · (φ(n)ρ(n)a u(n))
]
ij
=
[
φ
(n)
i+1/2,jρ
(n)
a,i+1/2,ju
(n)
i+1/2,j − φ(n)i−1/2,jρ(n)a,i−1/2,ju(n)i−1/2,j
]/
∆x
+
[
φ
(n)
i,j+1/2ρ
(n)
a,i,j+1/2v
(n)
i,j+1/2 − φ(n)i,j−1/2 + ρ(n)a,i,j−1/2v(n)i,j−1/2
]/
∆y[
∇ · (φ(n)Da∇ρ(n)a )
]
ij
= Da
[
φ
(n)
i+1/2,j
ρ
(n)
a,i+1,j − ρ(n)a,ij
∆x
− φ(n)i−1/2,j
ρ
(n)
a,ij − ρ(n)a,i−1,j
∆x
]/
∆x
+Da
[
φ
(n)
i,j+1/2
ρ
(n)
a,i,j+1 − ρ(n)a,ij
∆y
− φ(n)i,j−1/2
ρ
(n)
a,ij − ρ(n)a,i,j−1
∆y
]/
∆y
where u(n)ij =
(
u
(n)
ij , v
(n)
ij
)
. We apply the analogous forward Euler scheme to the ρm-equation (D3). Since the diffusion
coefficient Dm = Dm(ρa) depends on ρa, we discretize the diffusion term at a grid point labeled by (i, j) as follows[
∇ · (φ(n)D(n)m ∇ρ(n)a )
]
ij
=
[
φ
(n)
ij D
(n)
m,ij + φ
(n)
i+1,jD
(n)
m,i+1,j
2
· ρ
(n)
a,i+1,j − ρ(n)a,ij
∆x
− φ
(n)
ij D
(n)
m,ij + φ
(n)
i−1,jD
(n)
m,i−1,j
2
· ρ
(n)
a,ij − ρ(n)a,i−1,j
∆x
]/
∆x
+
[
φ
(n)
ij D
(n)
m,ij + φ
(n)
i,j+1D
(n)
m,i,j+1
2
· ρ
(n)
a,i,j+1 − ρ(n)a,ij
∆y
− φ
(n)
ij D
(n)
m,ij + φ
(n)
i,j−1D
(n)
m,i,j−1
2
· ρ
(n)
a,ij − ρ(n)a,i,j−1
∆y
]/
∆y
where D(n)m,ij = Dm(ρ
(n)
a,ij). To keep ρm conserved and reduce its drift, we rescale ρm at each time step so that the total integral
of ρm is kept a constant. We note that we have corrected the position of the non-constant diffusion coefficient in the ρm equation
in [12].
Finally, we solve the Stokes equation (D4) with a semi-implicit Fourier spectral scheme to obtain u(n+1). To do so, we first
subtract the term ν0φ˜∇2u from both sides of the Stokes equation (D4) with φ˜ a constant (e.g., φ˜ = 2) to yield
ξu− ν0φ˜∇2u = ∇ ·
[
ν0(φ− φ˜)∇u + ν0φ∇uT )
]
+∇ · (σpoly + σmyo) + Fmem + Fadh ≡ RHS(u, φ, ρa, ρm)
To obtain u(n+1), we set u(n+1)0 = u(n) and solve the following equation iteratively using the spectral Fourier method:
ξu(n+1)k+1 − ν0φ˜∇2u(n+1)k+1 = RHS(u(n+1)k , φ(n+1), ρ(n+1)a , ρ(n+1)m ) k = 0, 1, . . . ,m
and set u(n+1) = u(n+1)m . The calculations of ∇ · (σpoly + σmyo),Fmem and Fadh are performed as in [12]. The number of steps
m in this iteration is set to be m = 10 or set by
max |u(n+1)m − u(n+1)m−1 | < 0.01 max|u(n+1)m |.
Shifting of the simulation box when the cell approaches the box edges is performed as in [11, 12].
2. Adhesion dynamics and calculation of adhesion force
The adhesion dynamics are precisely as given in [12], except that adhesions do not form off of the adhesive stripe, and are
destroyed if they leave the stripe. For completeness, we summarize these dynamics here.
Adhesions between the cell and substrate are tracked individually; there are a fixed number Nadh of adhesions, and if one is
destroyed, another one is created. The probability of adhesion formation is proportional to ρa and to φ, resulting in nascent
adhesions being more likely to form at the front of the cell. We compute the initial adhesion location by a rejection method: we
propose an adhesion location r0 distributed uniformly in the region |x| ≤ w2 , where w is the total width of the adhesive stripe,
and accept that adhesion location with probability p = ρa(r0)φ/max(ρa). Adhesions are destroyed if they leave the stripe (i.e.
have |x| > w2 ) or if φ < 1/2 at the adhesion location.
Adhesions are advected by the cytoskeletal flow, u; in practice, we choose the adhesion velocity to be the velocity u at the
nearest grid point to the adhesion location.
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Adhesions have two modes: “slipping” and “gripping.” Adhesions are formed in gripping mode. When an adhesion is formed
or transitions into gripping mode, its initial position r0 is noted. The gripping adhesion acts as a spring stretched from its initial
location (where the adhesion attaches to the substrate) to its current location. It thus exerts a force on the cell of
Fgrip = −kgrip(r− r0) (D6)
By contrast, a slipping adhesion exerts a force
Fslip = −kslipu(r) (D7)
where r is the adhesion position. We assume that the adhesions mature over time: kgrip = k0griptadh and kslip = k
0
sliptadh where tadh
is the age of the adhesion site. Adhesions may transition between slipping and gripping, and slipping adhesions may disappear.
Gripping adhesions rupture and become slipping adhesions with a force-dependent rate roff = r0off exp(|Fgrip|/F0), with F0 the
gripping strength scale. Slipping adhesions may return to gripping mode with a rate ron, and disappear with a rate rdie. To
calculate the force density Fadh that enters into the Stokes equation, forces on adhesions are distributed to the nearest grid point;
we therefore list the appropriate units in terms of forces per unit area. (We note that [12] incorrectly describes the force as being
spread over the closest four grid points.)
