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ABSTRACT
The creation of audio interfaces is currently hampered by the dif-
ficulty of designing sounds for them. This paper presents a novel
system for generating and manipulating non-speech sounds. The
system is designed to generate Auditory Icons and Earcons through
a common interface. Using a timbre space representation of the
sound, it generates output via an FM synthesiser. The timbre space
has been compiled in both Fourier and Constant Q Transform ver-
sions using Principal Components Analysis (PCA). The design
of the system and initial evaluations of these two versions are
discussed, showing that the Fourier analysis appears to produce
higher quality results, contrary to initial expectations.
1. INTRODUCTION
Many authors, for example Gaver [1] and Mynatt [2], mention a
lack of clear design tools for sounds or auditory interfaces. This
paper presents ongoing work on a system to address this need.
Currently auditory interfaces are designed on an adhoc basis
with no unifying tool that allows designers to work with both the
primary paradigms in the field, i.e. Auditory Icons and Earcons.
This slows progress in creating the interfaces and in understanding
how to design sounds for humans.
The system we are developing will use a more natural interface
than the current tools and enables sounds to be described in terms
of the sources that produce those them rather than in terms of their
wave properties. It is hoped that this system will help designers
find useful sounds for their interfaces and from this a complete set
of design guidelines for sonic interactions can be realized.
The interface will be designed using timbre spaces as in Hour-
din et al. [3], based on perception experiments in humans by Grey
[4]. Sounds will be analysed and loaded into this timbre space
where they can be modified before being output via a synthesiser.
After a short discussion on why this is an important topic,
Section 3 discusses human perception and auditory interfaces re-
search. Section 4 gives an overview of the technology and design
behind the system. We conclude with a brief summary of work
completed and consider future directions.
2. OVERVIEW
As computer displays get smaller on devices such as mobile phones
and personal digital assistants, audio interfaces will become even
more important for providing information to users. Ambient au-
dio can be used to enrich a user’s information awareness. New
methods of designing, prototyping and evaluating audio interfaces
need to be developed that can be understood by designers with a
background in Human-Computer Interaction and psychology.
Sound has always been an important part of interacting with
the physical world. Compared with our rich sonic environment, the
computer interface is a poor cousin. Gaver [5] noticed this and de-
veloped a system of Auditory Icons whose sounds were related to
a real-world sound, and whose properties could be adjusted to re-
flect changes in the underlying environment. Many distinct audio
interfaces have been designed since but despite numerous guide-
lines defining how each type of interface should be designed, there
is no common tool for developing or evaluating these interfaces.
In the design of Audio Aura [2] for example, in response to a
problem the authors uncovered in existing interfaces, the following
guidelines were followed to prevent an “alarm response”:
“[Background sounds are designed to avoid] sharp
attacks, high volume levels, and substantial frequency
content in the same range as the human voice (200 -
2,000 Hz).”
In contrast, the computer music community has defined many
methods for creating and manipulating sounds and has defined
some common platforms to unify them. The most basic musical
interface is the MIDI standard, used by Earcons [6], which defines
a series of commands that specify musical notes and operations
on these such as sustain, pan and instrument used. The biggest
problem with MIDI is that the output sound is not guaranteed. Al-
though there has been some standardisation, the basic MIDI spec-
ification does not guarantee any particular sound or behaviour will
be consistent between devices.
Another popular field within computer music concerns the trans-
formations made available by the various Analysis-Synthesis (A/S)
techniques (reviewed by Masri et al.[7]). It allows composers
to manipulate sounds rather than the sources that produce them.
Sounds can be sliced, stretched, reversed and changed into other
sounds. A/S achieves this by presenting the sound in an analysed
format which is different to that used for recording and storage.
This project is working towards combining the research in
computer music and audio interface design, allowing interface de-
signers access to complex acoustic and musical methods for de-
veloping sound through an interface defined in terms of human
perception.
3. HUMAN HEARING AND MACHINE SOUND
This section discusses current research in the fields of audio per-
ception and sound production. A comparison of different synthesis
techniques is shown in Table 1.
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Technique Description Advantages Disadvantages
Sampled Sounds Play a recording through the sound card Low CPU Load Hard to edit sounds
Most used in consumer audio interfaces Easy to record new sounds High disk usage
Additive Synthesis Sum of many unique sine waves Infinitely complex sounds Long computation time
Used by Gaver to create Auditory Icons Used by Hourdin et al. Low quality if real-time
Frequency Modulation One sine wave frequency altered by another Complex sound from few waves Hard to match real sounds
(FM) Synthesis Developed by Chowning [8] Many sound cards support it Raw sound quality is poor
Table 1: Comparison of sound synthesis techniques
3.1. Perception of Sound
There are four components to the way we hear a single sound: the
pitch, the loudness, the duration and the timbre. Where sounds are
combined, the relative values of these components are important as
is the temporal pattern of the sounds (e.g. Earcons, Section 3.2.2).
The timbre of the sound is what differentiates two sounds whose
pitch, loudness and duration are equal. Unlike these other mea-
sures, the timbre is a result of interactions of frequencies in the
sound. The objective measurement of timbre has been a long-
running problem in acoustics, but it has only been with recent ad-
vances in signal analysis that timbre can be fully investigated (e.g.
by [4] and [3]).
3.2. Interfaces and Design
Our system is to be developed for a desktop environment, for situ-
ations where the expressiveness and flexibility of the sound devel-
opment is far more important than accurately recreating a sound
from the real world. An example given by Gaver is his Auditory
Icon illustrating a file being copied [1]. In this icon, the expressive-
ness of the pouring sound he uses is more important than using a
less expressive realistic photocopying sound.
3.2.1. Auditory Icons
Auditory Icons were devised by Gaver [1]. They are auditory rep-
resentations motivated by real-world sounds. They are parameter-
ized so they can reflect changes in the underlying environment.
The major problem with Auditory Icons is that the parameter-
ization is difficult. Even where the mapping between a perceptual
description of a sound and the system state it represents is obvious,
it is rarely easy to modify the sound signal in the correct way as
standard sound editors operate at the signal rather than the percep-
tual level. The icons Gaver uses have been developed by studying
the sources that create the sound, which is a slow process.
3.2.2. Earcons
Earcons are short musical segments that are abstract representa-
tions of data. In contrast to Auditory Icons, Earcons [6] do not
attempt to describe an event with a real-world sound. Hierarchi-
cal Earcons, as used in the experiments by Brewster et al. [9],
attempt to assign some structure to Earcons by mapping different
attributes to different levels of description of the interface. For ex-
ample, menus are described by the timbre of the sound, and menu
items are described by the rhythm of the sound.
Earcons allow a much richer space of sound than Auditory
Icons since Auditory Icons are independent of each other and can
only be parameterized with respect to simple object interactions,
such as a scrape. Earcons can be parameterized with a wide range
of musical features, allowing a single Earcon to present much more
information than an Auditory Icon.
3.2.3. Combined approach
A single Earcon is a complex unit formed of many notes. Earcons
treat timbre as a single dimension. Earcons use musical concepts
such as pitch, rhythm, duration and tempo as further dimensions.
Auditory Icons treat timbre as the combination of many di-
mensions and rarely use pitch or tempo. A rare example is given by
Gaver’s bouncing objects where the temporal proximity of events
reflects the springiness and original height of the dropped object.
The timbre-level control exhibited in Auditory Icons is a use-
ful extension to the musical-level control found in Earcons. With
a single system that can manipulate at both these levels, a much
richer design space can be presented to developers.
3.3. Timbre Spaces
To effectively control sound, we need a representation that is flexi-
ble enough to allow designers a variety of ways to use it. A timbre
space is one such representation, and has been chosen for our work
because the studies detailed below suggest a link between human
perception and timbre spaces. This implies that designers should
find it easier to create a desired sound with a timbre space repre-
sentation than via traditional synthesis algorithms.
Grey performed perceptual experiments on timbre [4] where
he played a series of sounds to volunteers and asked them to rate
how similar the sounds were. He built a three-dimensional timbre
space of the sounds, such that similar sounds were closest together.
A physical description for each axis was found. For example, he
related the first axis to the spectral distribution of energy.
Hourdin et al. [3] demonstrated an automated way to generate
a similar ten-dimensional space. They compared their space with
that of Grey, showing a correlation between the axes of the two. In
their automated analysis, a set of input sounds is analysed so that
each sound is described by how its frequencies change over time.
Taking each frequency as a separate dimension, and the sound as a
path through this multi-dimensional space, the sound can be pro-
jected into a lower dimensional timbre space by finding correla-
tions across the sounds and mapping the most important features
across all sounds to a timbre space axis. This has the effect of
reducing the number of dimensions in the space.
There are many possible timbre spaces and each one has its
own strengths and weaknesses for different tasks. Each combina-
tion of analysis method and dimensionality reduction produces a
different space. By comparing a wide range of spaces, evaluated
in terms of quality of sounds they can produce, the time it takes
them to produce the sounds and the amount of data each needs to
store, a space will be chosen that will suit fast and easy editing
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and good reproduction of sound. To best fit these spaces into the
existing work, the input sounds for generating these spaces will be
the same as those used by Hourdin et al.
3.3.1. Signal Analysis
Signal analysis is the first stage in producing a timbre space. It is
the process by which an input signal is broken into its constituent
frequencies. A good overview of the many different methods for
doing this can be found in Roads [10].
The two main analysis methods used for this project are the
Short-Time Fourier Transform (STFT) and the Constant Q Trans-
form (CQT). In general, the CQT produces fewer frequency bins
since its logarithmic frequency scale matches that of the human
ear more closely. The STFT computes faster and has greater reso-
lution across the frequency range as it has a linear frequency scale.
3.3.2. Dimensionality Reduction
Principal Components Analysis (PCA) is the simplest of the di-
mensionality reduction techniques. In PCA, the data are rotated
such that the directions where the data have the most variance is
aligned with the primary axis and the other axes are aligned simi-
larly with the remaining variance in the data. The original dimen-
sions we use are the frequency bins from the signal analysis. By
taking the 8 directions across these bins with the highest variance,
a simplified representation of the sound is created.
4. SYSTEM DETAILS
The complete system we are developing includes an analysis en-
gine based on the timbre space work described above. New sounds
presented to the system are converted into paths in this space. The
system allows manipulation of these sounds via their path repre-
sentation. When an output is required, the system maps the path
from the Timbre Space onto an FM synthesiser.
The sound manipulation component of the system allows mor-
phing between sounds in the space. To generate completely new
sounds, the paths can be warped into any shape in the space. For
example, if the “alarm response” described earlier was coded into
the space, a sound could be made more alarming simply by adjust-
ing its path closer to the “alarm region”.
This section will now discuss the work and evaluations com-
pleted so far.
4.1. Conceptual model
In Figure 1, the overall design of the system can be seen. On one
side there are the synthesisers to choose from and on the other are
the object models that will be manipulated by the user. Connecting
these two sets is the perceptual mapper that will convert an object
level description into a timbre space representation and then map
this directly into a synthesiser to produce the required sound.
At the object level, properties of an object can be described
and manipulated. Each of these properties will relate to a path or
transformation in timbre space. The objects can be defined either
by building up a perceptual model of each property via its physical
parameters, such as with the alarm response, or by taking a set of
sample sounds representing the range of values the property will
take and analysing them to define the paths and transformations
automatically.
Figure 1: Conceptual Model of the design system.
An object model could easily be produced for Gaver’s Audi-
tory Icons using the latter approach. This allows direct comparison
of this system with Auditory Icons.
The timbre space captures the perceptual information in the
sound. This is the mediator between the object properties and the
synthesis engine. It is here that the perceptual properties are re-
alised and the transformations are transformed.
The synthesis engine is a self-contained module such that any
synthesiser can be used. The choice of synthesiser will be made for
reasons of speed, accuracy or coverage of perceptual space. It is
expected that each synthesis engine will only cover a portion of the
entire perceptual space. A Gaver-style synthesiser optimised for
contact sounds will produce poor-quality representations of sus-
tained sounds such as the flute, whereas an analogue synthesiser
whose sounds are made of summed waves will have difficulty sim-
ulating the complex spectrum of a scraping sound which has many
inharmonic frequencies across the spectrum.
4.2. Analysis of Timbre Spaces
Analysis has been performed on a range of musical and synthetic
signals including output from an FM synthesiser and a selection of
27 sounds selected to match those in Hourdin et al.’s experiments.
A set of timbre spaces have been compared on their compi-
lation speed, timbre space size and accuracy of sound reproduc-
tion. To analyse the spaces, the 27 sounds have been mapped into
each timbre space and reconstructed from that space using addi-
tive synthesis without any changes to their paths. A selection of
the resultant sounds are available on our Website.
The STFT and CQT algorithms have been tested. Boxcar,
Gaussian, Kaiser 6 and 8 windows have been used. Window sizes
of 2ms to 400ms have been used with overlaps of one to eight win-
dows. For the CQT, three frequency resolutions have been used.
The CQT has proved to be quicker than the STFT and pro-
duces less output data for the same input. The spaces take up be-
tween 20Mb and 500Mb to store the original sounds as paths, with
size increasing linearly with resolution. Generally, the accuracy
of the generated sounds is improved greatly when Kaiser windows
are applied as opposed to Gaussian windows or no windows, al-
though this has only been analysed by the authors’ perception.
The STFT will not compile at its highest resolution setting
as the space is too large. The CQT output sounds at the highest
frequency resolutions produce a lower quality sound than lower
resolutions despite requiring more storage. At lower resolutions,
the STFT based timbre spaces produce slightly better quality than
the equivalent CQT for any time resolution. Again, this has only
been tested by the authors’ perception.
When the STFT is compiled with a boxcar window, the PCA
compilation takes exponentially longer as the time resolution in-
creases. In every other case, compilation time appears to grow lin-
early against time resolution. This suggests that there is much less
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structure to the STFT output when no window is applied, which
makes the PCA much less effective in this circumstance.
5. FUTURE PLANS
With this system complete, a range of experiments is possible. In
particular, sounds can be developed according to both Auditory
Icon and Earcon principles such that in any given interaction, the
most important information will be mapped to the Auditory Icon
portion of the sound (the note) and secondary information will be
mapped to the Earcon properties of the sound (the pattern of notes).
Figure 2: Possible designs for a GUI for audio design.
Our completed tool will be implemented within a MIDI en-
vironment in order to take advantage of existing work on Earcon
design. It will accept MIDI signals to control pitch and amplitude
and will add an interface to allow real-time editing of timbre.
The interface will allow selection of any of the pre-selected
27 timbre paths included in the timbre space as well as any others
the user has added to the system. For each of these paths, a selec-
tion of transforms will be made available. These transforms will
include morphing between two or more paths, looping the sound
within a path, scaling the pitch of the path or any other user-defined
transformation within the timbre space. These transformations in-
clude making the sound more ‘alarming’ by adding properties of
the ‘alarm response’ to the sound, or by making the sound more
like sounds previously identified as ‘hollow’.
Two possible GUIs for interacting with this device are shown
in Figure 2. The slider interface allows the user to pick an original
sound and modify it according to a selection of transformations.
Only some of these transformations will be visible at any one time
as there are limitless numbers of such transformations.
The triangular interface allows the user to select three sounds
from the space and morph between those sounds by moving the
pointer within the triangle. In addition, the points of the triangle
could also be used to represent perceptual transformations.
The strength of each transform, or the relative strengths of the
timbres affected by the transform, can also be controlled by any
MIDI controller. This allows the transform to be adjusted over
time by any external input and allows the change in the timbre to
be recorded in the same place as the change in the melody.
6. CONCLUSIONS
We have set out to enable designers more flexibility when devel-
oping sounds. The timbre space has been chosen to represent the
sounds due to the perceptual basis afforded to it by the work of
Grey. Preliminary results show that the Timbre Space is heavily
reliant on the quality of the audio analysis stage. STFT looks to
produce the best quality output at this moment, but experiments on
other techniques are ongoing.
The system shows promising results in terms of sound quality
using a low-complexity timbre space. With such a space, designers
have the opportunity to explore Auditory Icons and Earcons within
the same environment, opening up new platforms for experiments
on how audio interfaces can be designed. The inclusion of percep-
tual transformations allows the timbre space to capture perceptual
knowledge in a format that makes it easy for a designer to explore
and exploit that knowledge. The designers can think in terms of
what they want to hear or what response they want to elicit rather
than in terms of how the sound is constructed.
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