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Abstract
A challenging problem is to find an algorithm to decide whether a morphism is k-power-free.
We provide such an algorithm when k ≥ 3 for uniform morphisms showing that in such a case,
contrarily to the general case, there exist finite test-sets for k-power-freeness.
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1 Introduction
Repetitions in words is a recurrent subject of study in Combinatorics on Words. The reader can
consult for instance [7, 13, 14, 15] for surveys of results and applications. The interest for such
regularities dates back to the works of A. Thue [23, 24] (see also [3, 4]) who, one century ago,
provided examples of some repetition-free words, more precisely some square-free and overlap-free
words. The construction of some of these words is simple: they are generated as fixed points of free
monoid morphisms. An example is the fixed point (denoted Θω(a)) of the morphism Θ defined by
Θ(a) = abc, Θ(b) = ac and Θ(c) = b:
Θω(a) = abcacbabcbacabcacbacabcb . . .
This word is k-power-free [9, 24] for any integer k ≥ 2, that is, it does not contain any word on the
form uk with u non-empty. May be strangely, for any k ≥ 2, the morphism Θ is not itself k-power-
free: it does not map all k-power-free words on k-power-free words (Θ(abk−1a) = ab(ca)kbc). So
where’as any k-power-free morphisms generates a k-power-free word, the converse does not hold.
F. Mignosi and P. Se´e´bold [16] have proved that it is decidable whether a morphism generates
a k-power-free word: more precisely they proved that, given a word w and a morphism f , it is
decidable whether the language {fn(w) | n ≥ 0} is k-power-free. However, given an integer k ≥ 3,
to decide if a morphism is k-power-free is still an open problem even if some partial results have been
achieved especially for morphisms acting on binary alphabets and for 3-power-free morphisms on
ternary alphabets [2, 11, 12, 21, 25]. We note that the case k = 2 was solved by M. Crochemore [8].
We also observe that properties of k-power-free morphisms are badly known (see for instance [20])
despite of some efforts in the eighties [11, 12] when relations between morphisms and variable-length
codes (in the sense of [5]) were studied.
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A related problem is the study of overlap-free morphisms: an overlap-free word is a word that
does not have any factor of the form auaua with a a letter and u a word; an overlap-free morphism is
a morphism preserving overlap-freeness. The study of overlap-free binary morphisms provides ideas
of simple tests that can be extended to other classes of morphisms like k-power-free morphisms. For
instance, the monoid of overlap-free binary endomorphisms is finitely generated. Unfortunately this
is no longer true for both larger alphabets and k-power-free morphisms [8, 18, 21]. Another simple
idea is to test overlap-freeness using a finite set of overlap-free words, called test-set for overlap-
freeness [6, 19]. Recently [22] we have shown that, in the general case, a finite test-set exists for
overlap-freeness of morphisms defined on an alphabet A if and only if A is a binary alphabet. But
if we consider only uniform morphisms (the images of the letters have all the same length), such
test-sets always exist. Note that the study of uniform overlap-free morphisms is natural since all
overlap-free binary endomorphisms are uniform. Another reason to study uniform morphisms is
provided by Cobham’s theorem stating that a word is automatic if and only if it is the image under
a 1-uniform morphism of a fixed point of a uniform morphism (see for instance [1]). Finally let us
mention that uniform morphisms are sometimes easier to use to give examples of infinite words with
particular properties, as done for instance in [17] where a finite test-set is provided for morphisms
mapping α+-power-free words onto β+-power-free words when α and β are two rational numbers
with 1 ≤ α ≤ β ≤ 2.
We started the study of test-sets for k-power-freeness of morphisms in [21] where we obtained a
result similar to the case of overlap-freeness: for k ≥ 3, a finite test-set exists for k-power-freeness
of morphisms defined on an alphabet A if and only if A is a binary alphabet. The purpose of this
paper is to complete this work showing that, as for overlap-freeness, there always exist test-sets
for k-power-freeness of uniform morphisms (see Theorem 3.1). Up we know, the existence of such
test-sets for uniform morphisms was previously stated only for morphisms defined on two-letter
[10, 11, 25] or three-letter alphabets [12].
Despite of the similarities between overlap-freeness and k-power-freeness, we would like to stress
many differences between the two studies. Firstly, we mention that the maximal lengthes of words
involved in the test-sets are different since of course in one case they depend on the parameter k
and not just on the size of the alphabet. More important is the fact that we introduce a new way
to tackle the decidability of repetition-freeness.
We will only consider test-sets for k-power-freeness when k ≥ 3. Indeed it is well-known that
a uniform morphism is 2-power-free (that is square-free) if and only if the images of 2-power-free
words of length 3 are 2-power-free: in our terminology this means that the set of 2-power-free words
of length 3 is a test-set for 2-power-freeness of uniform morphisms. The test-sets we obtain are not
so simple and depend on both the value of k and the cardinality of A.
We present our test-sets, main tools for the proof and the proof itself in Section 3, Section 4
and Section 5 respectively.
2 Notations and main definitions
We assume the reader is familiar (if not, see for instance [13, 14]) with basic notions on words and
morphisms. Let us precise our notations and the main definitions.
Given a finite set X, we denote by Card(X) its cardinality, that is, the number of its elements.
An alphabet A is a finite set of symbols called letters. A word over A is a finite sequence of letters
from A. Equipped with the concatenation operation, the set A∗ of words over A is a free monoid
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with the empty word ε as neutral element and A as set of generators. Given a non-empty word
u = a1 . . . an with ai ∈ A, the length of u denoted by |u| is the integer n that is the number of
letters of u. By convention, we have |ε| = 0.
A word u is a factor of a word v if there exist two (possibly empty) words p and s such that
v = pus. We also say that v contains the word u (as a factor). If p = ε, u is a prefix of v. If s = ε,
u is a suffix of v. A word u is a factor (resp. a prefix, a suffix ) of a set of words X, if u is a factor
(resp. a prefix, a suffix) of a word in X.
Let w be a word and let i, j be two integers such that 0 ≤ i− 1 ≤ j ≤ |w|. We denote by w[i..j]
the factor u of w such that there exist two words p and s with w = pus, |p| = i− 1, |pu| = j. Note
that, when j = i − 1, we have w[i..j] = ε. When i = j, we also denote by w[i] the factor w[i..i]
which is the ith letter of w.
Given two words w and u, we denote by |w|u the number of different words p such that pu is a
prefix of w. For instance, if w = abaababa, we have |w|a = 5, |w|aba = 3.
Powers of a word are defined inductively by u0 = ε, and for any integer n ≥ 1, un = uun−1:
such a word is called a n-power when n ≥ 2 and u 6= ε. A word is k-power-free (k ≥ 2) if it does
not contain any k-power as factor. A set of k-power-free words is said k-power-free.
Let us recall two well-known results of combinatorics on words:
Proposition 2.1 [13] Let A be an alphabet and u, v, w three words over A. If vu = uw and v 6= ε
then there exist two words r and s over A and an integer n such that u = r(sr)n, v = rs and
w = sr.
Lemma 2.2 [11, 12] If a non-empty word v is an internal factor of vv (that is, if there exist two
non-empty words x and y such that vv = xvy) then there exist a non-empty word t and two integers
i, j ≥ 1 such that x = ti, y = tj and v = ti+j.
Let A,B be two alphabets. A morphism f from A∗ to B∗ is a mapping from A∗ to B∗ such
that for all words u, v over A, f(uv) = f(u)f(v). When B does not have any importance, we will
say that f is a morphism on A or that f is defined on A. A morphism on A is entirely known
by the images of the letters of A. When B = A, f is called an endomorphism (on A). Given an
integer L, f is L-uniform if for each letter a in A we have |f(a)| = L. A morphism f is uniform if
it is L-uniform for some integer L ≥ 0. Given a set X of words over A, and given a morphism f
on A, we denote by f(X) the set {f(w) | w ∈ X}.
A morphism f on A is k-power-free if and only if f(w) is k-power-free for all k-power-free words
w over A. For instance, the empty morphism ǫ (∀a ∈ A, ǫ(a) = ε) is k-power-free.
3 Main result
Let us recall that in all the rest of this paper A is an alphabet containing at least two letters and
k ≥ 3 is an integer.
Our main result (Theorem 3.1) is the existence of test-sets for k-power-freeness of uniform
morphisms whatever is A and k: A test-set for k-power-freeness of uniform morphisms on A is a
set T ⊆ A∗ such that, for any uniform morphism f on A, f is k-power-free if and only if f(T ) is
k-power-free.
This existence is provided by the set
TA,k = Uk,A ∪ (kPF(A) ∩ Vk,A)
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where Uk,A, kPF(A) and Vk,A are defined as follows:
• Uk,A is the set of k-power-free words over A of length at most k + 1,
• kPF(A) is the set of all k-power-free words over A, and
• Vk,A is the set of words over A that can be written a0w1a1w2 . . . ak−1wkak where a0, a1, . . . , ak
are letters of A and w1, w2, . . . , wk are words over A verifying ||wi| − |wj || ≤ 1 and |wi|a ≤ 1;
∀1 ≤ i, j ≤ k and ∀a ∈ A.
In the previous definition, the inequality |wi|a ≤ 1 means that any letter of A appears at most once
in wi. In particular, it follows that max{|w| | w ∈ TA,k} ≤ bk,A where bk,A = k × Card(A) + k + 1.
Theorem 3.1 TA,k is a test-set for k-power-freeness of uniform morphisms on A.
An immediate consequence is the following corollary that gives a simple bound for the length
of the words whose images we have to check to verify the k-power-freeness of a morphism:
Corollary 3.2 A uniform morphism on A is k-power-free for an integer k ≥ 3 if and only if the
images by f of all k-power-free words of length at most k × Card(A) + k + 1 are k-power-free.
4 Tools
In this section we recall or introduce some useful tools. May be the reader will read them when
needed in the proof of Theorem 3.1, but we would like to present the novelties of our approach
(from Section 4.2).
4.1 ps-morphisms
A morphism f is a ps-morphism (Kera¨nen [11] called it ps-code) if
f(a) = ps, and f(b) = ps′, f(c) = p′s
with a, b, c ∈ A (possibly c = b), p, s, s′, p′ in B∗ then necessarily b = a or c = a. Any any
ps-morphism is injective. A basic result about these morphisms is:
Lemma 4.1 [11, 12] If all the k-power-free words of length at most k+1 have a k-power-free image
by a morphism f , then f is a ps-morphism.
4.2 Decomposition of k-powers
One situation that we will quickly meet in the proof of Theorem 3.1 is: f is a L-uniform ps-morphism
(L ≥ 0), w is a k-power-free word such that f(w) contains a k-power uk and |w| ≥ k + 1. In this
case, Lemma 4.2 below will enable us to decompose uk using factors of f(w) (see also Figure 1).
We observe that (possibly by replacing w by one of its factors) we can consider that uk is directly
covered by f(w). This means that uk is not a factor of the image of a proper factor of w. More
precisely, if p0 and sk are the words such that f(w) = p0u
ksk then |p0| < L and |sk| < L. The
present situation verifies:
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Lemma 4.2 Let f be a uniform morphism and let k ≥ 3 be an integer. A k-power uk (u 6= ε) is
directly covered by the image of a word w of length at least k + 1 if and only if there exist words
(pi)i=0,...,k, (si)i=0,...,k, (wi)i=1,...,k and letters (ai)i=0,...,k such that:
(1) w = a0w1a1 . . . ak−1wkak,
(2) f(ai) = pisi (0 ≤ i ≤ k),
(3) s0 6= ε,
(4) pi 6= ε (1 ≤ i ≤ k),
(5) u = si−1f(wi)pi (1 ≤ i ≤ k).
=/ ε
u k
=/ ε =/ ε =/ ε =/ ε
u u u
p s1 1 p s2 2 s −1k p sk kpk−1
0 k −10w 1 wk kw2 2
sp
=f (   )w 0 0
f(    )a(   ) (   )a a(     )ff f f(    ) (    )a (   )f(   )f af
Figure 1: (pi, si, xi, wi)i=0,...,k-decomposition of u
k in f(w)
Proof of Lemma 4.2. By definition f is uniform: Let L be the integer such that |f(b)| = L
for each letter b. Clearly if words (pi)i=0,...,k, (si)i=0,...,k, (wi)i=1,...,k and letters (ai)i=0,...,k verify
Conditions (1) to (5), then |w| ≥ k + 1 and uk is directly covered by f(w).
Assume now that uk is covered by f(w) with |w| ≥ k+1. Let p0 and sk be the words such that
f(w) = p0u
ksk. For each integer ℓ between 0 and k, let iℓ be the least non-zero integer such that pu
ℓ
is a prefix of f(w[1..iℓ]). Since u
k is covered by f(w), i0 = 1, ik = |w| and i0 ≤ i1 ≤ i2 ≤ . . . ≤ ik.
If iℓ = iℓ+1 for (at least) one integer ℓ between 0 and k− 1, then |u| ≤ |f(aℓ)| = L. For any integer
m between 0 and k − 1, since f is L-uniform and |u| ≤ L = |f(am)|, im + 1 ≥ im+1 (im = im+1 or
im + 1 = im+1). Hence |w| = ik ≤ iℓ+1 + (k − ℓ− 1) = iℓ + (k − ℓ− 1) ≤ (i0 + ℓ) + (k − ℓ− 1) = k:
a contradiction.
So i0 < i1 < i2 < . . . < ik. We define for each integer ℓ between 1 and k the words wℓ =
w[iℓ−1 + 1 . . . iℓ − 1] and pℓ such that f(w[1..iℓ+1 − 1])pℓ = p0u
ℓ. Moreover let aℓ = w[iℓ] for
0 ≤ ℓ ≤ k. By construction for 0 ≤ ℓ ≤ k − 1, the word pℓ is a non-empty prefix of f(aℓ) and
so we can consider the word sℓ such that f(aℓ) = pℓsℓ. Up to now by construction, we have
Conditions (1), (2), (4) and (5). Since uk is covered by f(w), Condition (3) is also verified.
Definition 4.3 When a k-power uk is directly covered by the image (by a uniform morphism
f) of a word of length at least k + 1, if (pi, si, ai, wi)i=0,...,k is a (4k + 4)-uple such that w0 = ε
and the other 4k + 3 words verify Conditions (1) to (5) of Lemma 4.2, we will say that uk has a
(pi, si, ai, wi)i=0,...,k-decomposition in f(w), or that (pi, si, ai, wi)i=0,...,k is a decomposition of u
k in
f(w).
4.3 Non-synchronized decompositions of k-powers
Between all decompositions that a k-power can have in the image of a word by a L-uniform mor-
phism f , Lemma 4.5 will allow us to eliminate the following possibility:
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Definition 4.4 Let (pi, si, ai, wi)i=0,...,k be as in Definition 4.3. When |si| = |si+1| for an integer
i between 1 and k − 2, the decomposition is said synchronized (with respect to images of factor of
w), or shortly that the k-power uk is synchronized in f(w).
Let us make several remarks about this definition.
First it is immediate that a decomposition (pi, si, ai, wi)i=0,...,k of a k-power is synchronized if
and only if for all integers i, j with 1 ≤ i < j ≤ k − 1, we have |si| = |sj|. Since f is uniform,
and since f(aℓ) = pℓsℓ (for all ℓ, 1 ≤ ℓ ≤ k − 1), it is also equivalent that |pi| = |pj| for all
1 ≤ i < j ≤ k − 1, or that |pi| = |pi+1| for all 1 ≤ i ≤ k − 2.
One aspect may appear strange: why do not we allow i = 0 in the definition of a synchronized
decomposition? This is due to the dissymmetry brought by Conditions (3) and (4) in the definition
of a decomposition. Assume that (pi, si, ai, wi)i=0,...,k is a synchronized decomposition of a k-power
uk in f(w) with f L-uniform. Since |s1| = |s2|, we have |p1| = |p2|. Moreover u = s0f(w1)p1 =
s1f(w2)p2. Thus p1 = p2 and s0f(w1) = s1f(w2). When s1 6= ε, since also p1 6= ε, we have
0 < |s1| < L. In this case s0 = s1. But when s1 = ε, since s0 6= ε, we have s0 6= s1, p0 = ε and
s0 = f(a0) 6= s1.
Of course we do not consider i = k−1 in the definition of a synchronized decomposition simply
because sk is not a factor of u
k.
Lemma 4.5 Let f be a uniform ps-morphism defined on an alphabet A, and let k ≥ 3 be an integer.
Any k-power directly covered by the image by f of a k-power-free word of length at least k + 1 is
not synchronized.
Proof of Lemma 4.5. By definition f is uniform: Let L be the integer such that |f(b)| =
L for each letter b. Assume there exists a k-power uk that has a synchronized decomposition
(pi, si, ai, wi)i=0,...,k in f(w), where w is a k-power-free word. By hypothesis si = sj and pi = pj for
all 0 < i < j < k. We denote s = s1 and p = p1. From u = sf(w2)p = sf(wk)pk, we deduce that
|p| = |pk| mod L. Since 0 < |p|, |pk| ≤ L, we get pk = p. Hence u = s0f(w1)p and u = sf(wi)p for
all 2 ≤ i ≤ k. We have seen before the lemma’s statement that s0 = s when s 6= ε and s0 = f(a0)
when s = ε.
Assume first s = ε and s0 = f(a0). Since f is injective, we get a0w1a1 = wiai for all 2 ≤ i ≤ k.
Thus w = (a0w1a1)
k. This contradicts the fact that w is k-power-free.
So s 6= ε and s0 = s. Since f is injective, wi = w1 for all 1 ≤ i ≤ k and ai = a1 for all
1 ≤ i ≤ k − 1. Hence w = a0(w1a1)
k−1w1ak. Since w is k-power-free, a0 6= a1 and ak 6= a1. Let
a = a1, b = ak, c = a0, p
′ = p0 and s
′ = sk: f(c) = p
′s, f(b) = ps′. From f(a) = ps, we deduce
that f is not a ps-morphism.
We end this section with some examples of non-synchronized k-powers.
Example 4.6 f(a) = baaba, f(b) = bcdab, f(c) = cdabc, f(d) = dbaab :
f(abcd) = baab(abcd)3baab.
The decomposition of (abcd)3 in f(abcd) is given by a0 = a, a1 = b, a2 = c, a3 = d, w1 = w2 =
w3 = ε, p0 = baab = s3, s0 = a, p1 = bcd, s1 = ab, p2 = cd, s2 = abc, p3 = d.
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bf(a) f(b)
dcbaaab b
a b c d
f(d)f(c)
a b c d b a a
f
1 2 3 4 5 1 2 3 4 5 2 3 4 5
1 2 3 4 5 1 2 3 4 5 2
2 3 4 51 1 2 3 4 5 2
f (1) (5) (4)
(2) (1) (6)
(3) (2) (2)
f f
ff
f f f
Figure 2: Example 4.6 Figure 3: Example 4.7
Example 4.7 f(1) = 1234; f(2) = 2345, f(3) = 3451, f(4) = 4521, f(5) = 5123, f(6) = 5212 :
f(154216322) = (12345123452)3345
The decomposition of (12345123452)3 in f(154216322) is given by a0 = 1, a1 = 4, a2 = 6, a3 = 2,
w1 = 5, w2 = 21, w3 = 32, p0 = ε, p1 = 452, p2 = 52, p3 = 2, s0 = f(a0), s1 = 1, s2 = 12,
s3 = 345.
4.4 Reduction of a k-power
In this section, we introduce the key technic of the proof of Theorem 3.1. It consists in the possibility
to reduce the length of k-powers in order to consider only k-powers covered by the image of a word
in Vk,A.
Proposition 4.8 Let f be an injective uniform morphism on A. If there exists a k-power-free
word W of length at least k + 1 such that Uk is directly covered by f(W ) then there exists a word
w of length at least k + 1 such that w ∈ Vk,A, |w| ≤ |W | and f(w) covers a k-power u
k. Moreover
the k-powers uk and Uk are both synchronized or both non-synchronized.
This proposition is a direct corollary of Lemma 4.9 (to be used inductively) whose idea is
illustrated by Figure 4.
We denote by Reduced(Uk,W ) the set of pairs (uk, w) that can be obtained in conclusion of
Proposition 4.8.
Lemma 4.9 (Reduction lemma) Let f be an injective uniform morphism on A and let w be a
word over A. We assume that there exists a non-empty word u such that the k-power uk has a
(pi, si, ai, wi)i=0,..,k-decomposition in f(w). We also assume that there exist an integer 1 ≤ ℓ ≤ k
and a letter a in A such that wℓ = xℓyℓzℓ and both xℓ and yℓ end with a. Then:
1. For all integers i such that 1 ≤ i ≤ k, there exist three words xi, yi, zi such that wi = xiyizi,
|sℓ−1f(xℓ)| − |f(a)| < |si−1f(xi)| ≤ |sℓ−1f(xℓ)| and |yi| = |yℓ|.
2. Let u′ = sℓ−1f(xℓzℓ)pℓ and w
′ = a0
∏k
i=1(xiziai). The k-power (u
′)k has a (pi, si, ai, xizi)i=0,..,k-
decomposition in f(w′).
3. |w′| < |w|.
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Figure 4:
To explain Figure 4, let us say that the grey parts are deleted and that the two occurrences
of f(a) allow to merge the left and right non-grey parts in order to have the new k-power (u′)k
directly covered by the image of the new word w′.
Proof of lemma 4.9.
1. By definition f is uniform: Let L be the integer such that |f(b)| = L for each letter b.
Let i be an integer such that 1 ≤ i ≤ k. We have u = si−1f(wi)pi = sℓ−1f(xℓyℓzℓ)pℓ. Let us
observe that:
|si−1| ≤ |sℓ−1f(xℓ)| ≤ |si−1f(wi)|
Indeed, since |f(xℓ)| 6= 0 (xℓ ends with a), we have |si−1| ≤ |f(ai−1)| = L = |f(xℓ)| ≤ |sℓ−1f(xℓ)|.
Moreover |sℓ−1f(xℓ)| ≤ |sℓ−1f(xℓ)|+|f(yℓ)|−|f(a)| ≤ |sℓ−1f(wℓ)|−|f(a)| ≤ |sℓ−1f(wℓ)|+|pℓ|−|pi| =
|si−1f(wi)|.
Thus we can define xi as the greatest prefix (maybe empty) of wi such that si−1f(xi) is a prefix
of sℓ−1f(xℓ). Since f is uniform, we have:
|sℓ−1f(xℓ)| − |f(a)| < |si−1f(xi)| ≤ |sℓ−1f(xℓ)|
It follows that |si−1f(xi)| ≤ |sℓ−1f(xℓ)| < |sℓ−1f(xℓyℓ)|. Let yi be the greatest word such that
xiyi is a prefix of wi and si−1f(xiyi) is a prefix of sℓ−1f(xℓyℓ). Let zi be the word such that
wi = xiyizi
Let v′i be the word such that si−1f(xiyi)v
′
i = sℓ−1f(xℓyℓ). We have v
′
if(zℓ)pℓ = f(zi)pi. Assume
|v′i| ≥ L. The definition of yi implies that zi = ε. The equality |v
′
if(zℓ)pℓ| = |pi| with |pℓ| 6= 0 is
incompatible with |pi| ≤ L. Thus |v
′
i| < L. It follows:
|sℓ−1f(xℓyℓ)| − |f(a)| < |si−1f(xiyi)| ≤ |sℓ−1f(xℓyℓ)|
From this double inequality and the previous one concerning |si−1f(xi)|, we deduce that |f(yℓ)|−
|f(a)| < |f(yi)| < |f(yℓ)|+ |f(a)|.
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Since f is uniform, it follows that |f(yℓ)| = |f(yi)| and |yi| = |yℓ| (see Figure 4).
2. For all integers 1 ≤ i ≤ k, let vi be the word such that si−1f(xi)vi = sℓ−1f(xℓ). By
definition of xi, we have 0 ≤ |vi| < |f(a)|. Moreover f(yizi)pi = vif(yℓzℓ)pℓ. Since |yi| = |yℓ|, we
get |sℓ−1f(xℓ)| = |sℓ−1f(xℓyℓ)| − |f(yℓ)| = |si−1f(xiyi)v
′
i| − |f(yi)| = |si−1f(xi)v
′
i|. It follows that
|vi| = |v
′
i|. Since xℓ and yℓ both end with a and since |vi| = |v
′
i| < |f(a)|, it follows that vi and v
′
i
are both suffixes of f(a) and so vi = v
′
i.
Let w′ = a0
∏k
i=1(xiziai). For all integers i such that 1 ≤ i ≤ k, we have u
′ = sℓ−1f(xℓzℓ)pℓ =
si−1f(xi)vif(zℓ)pℓ = si−1f(xizi)pi. Thus, f(w
′) = p0s0
∏k
i=1 f(xizi)pisi = p0
(∏k
i=1 si−1f(xizi)pi
)
sk
= p0u
′ksk.
3. Since yℓ 6= ε (yℓ ends with a), we have |w
′| < |w|.
Let us give an example of reduction:
Example 4.10 Let us consider the morphism defined by f(1) = 1234; f(2) = 2345, f(3) = 3451,
f(4) = 4521, f(5) = 5123, f(6) = 5212, f(7) = 5178, f(8) = 6234, f(9) = 1781, f(a) = 2346,
f(b) = 7812, f(c) = 3462. This morphism is not 3-power-free (it is not a ps-morphism). We observe
(see Figure 5) that f(17185429a2163bc322) contains the cube (12345178123462345123452)3 . This
3-power can be reduced on two ways. First, using the fact that f(1) appears twice in the first
occurrence of u, we can obtain the cube (123462345123452)3 in the image of f(1854a216c322) as
shown by Figure 6. Second, using the fact that f(3) appears twice in the first occurrence of u, we
can obtain the cube (12345123452)3 in the image of f(154216322) as shown by Figure 7.
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Figure 5: Example 4.10
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Figure 6: first possible reduc-
tion
Figure 7: second possible re-
duction
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We observe in Example 4.10 that the two possible reductions verify the first Reduction Rule,
and the different words obtained are both in Vk,A. The one chosen will be the first reduction
according to the second rule.
We end with two remarks (using notations from Lemma 4.9) that will be useful in the end of
Theorem 3.1. The first remark is a direct consequence of the first part of Lemma 4.9. To understand
the second remark, we observe that since |u| = |sℓ−1f(xℓyℓzℓ)pℓ| = |sj−1f(xjyjzj)pj| for all integers
j such that 1 ≤ j ≤ k, we also have |f(zj)pj| − |f(a)| < |f(zℓ)pℓ| ≤ |f(zj)pj|.
Remark 4.11
1. If there exists an integer q such that xq = ε then xℓ = a and |sℓ−1| < |sq−1|.
2. If there exists an integer q such that zq = ε then zℓ = ε and |pℓ| ≤ |pq|.
4.5 More precisions on the reduction
Proposition 4.8 will enable us to prove Theorem 3.1 when k ≥ 4.
More precisely given two words W and U with W k-power-free, |W | ≥ k + 1 and Uk directly
covered by f(W ), we will construct (using this proposition) some words w and u such that (uk, w)
belongs to Reduced(Uk,W ), |w| ≤ |W | and w ∈ Vk,A. Moreover the decomposition of u
k in f(w)
will be non-synchronized. Since the word w belongs to Vk,A and since f(TA,k) is k-power-free, we
can see that w is not k-power-free, and so there exists a non-empty word v such that vk is a factor
of w. We will be able to prove that this situation will be possible only if k = 3 and |v| = 1.
But when k = 3, the following example shows that there can exists words w and u such that
uk has a non-synchronized decomposition in f(w): so we will need to be more precise in our use of
the reductions.
Example 4.12 Let f be the morphism from {1, 2, 3, 4, 5, 6, 7, 8, 9}∗ to {a, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, b}∗
defined by f(1) = a0123, f(2) = 40125, f(3) = 67892, f(4) = 34012, f(5) = 56789, f(6) = 23401,
f(7) = 25678, f(8) = 92340, f(9) = 1234b. We have (see Figure 8):
f(1234445666789) = a(012340125678923401234)3b
Thus this 5-uniform morphism f is a ps-morphism for which there exists a non-synchronized
k-power. We let the reader verify that f is a 3-power-free morphism and so f(T3,{1,2,3,4,5,6,7,8,9}) is
3-power-free.
We now explain how we tackle the situation k = 3 and |v| = 1. As we have just seen by
Example 8, there can exist words w ∈ Vk,A and u such that u
k has a non-synchronized decomposition
in f(w). We will show that, under all current hypotheses, w and u cannot be obtain by successive
reductions from the words W and U define in the previous section. For this purpose, we will be
more precise on the way the reductions are made to obtain a couple (uk, w) in Reduced(Uk,W ).
Actually one can observe that if a word does not belong to Vk,A, there can exist many different
ways to reduce it using Lemma 4.9. We will apply the two following additional rules (with the
notations of Lemma 4.9):
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Figure 8: An example of non-synchronized 3-power
Reduction rules:
1. |xℓ|a = 1 and |yℓ|a = 1
2. if there exist an integer 1 ≤ ℓ′ ≤ k and a letter a′ in A such that wℓ′ = xℓ′yℓ′zℓ′ and both xℓ′
and yℓ′ end with a
′ and such that (ℓ, a) 6= (ℓ′, a′), then |sℓ−1f(xℓ)| < |sℓ′−1f(xℓ′)|.
These rules mean that we always made the leftmost reduction possible. The determinism
introduced by these rules will be a key element of the proof.
5 Proof of Theorem 3.1
In this section, we prove Theorem 3.1 which means: given any L-uniform morphism f on A (with
L ≥ 0 an integer), f is k-power-free if and only f(TA,k) is k-power-free.
Let f is a uniform morphism from A∗ to B∗ where B is an alphabet not necessarily equals to
A, and let L be the integer such that |f(b)| = L for each letter b. The “only if” part of the theorem
follows immediately from the definition and the “if” part is also immediate when L = 0. Thus from
now on L ≥ 1. We assume that f(TA,k) is k-power-free and we show (by contradiction) that f is
k-power-free.
Since Uk,A ⊆ TA,k, by Lemma 4.1, we have
Fact 1 f is a ps-morphism.
Let us recall that this implies that f is injective
Assume by contradiction that f is not k-power-free.
We first make a crucial choice.
Choice 1 : letW be a k-power-free word of smallest length such that f(W ) directly covers a k-power.
Let U be a word such that Uk is directly covered by f(W ).
Since Uk,A ⊆ TA,k, |W | ≥ k + 1. Let (pi, si, ai,Wi)i=0,...,k be a decomposition of U
k in f(W ).
By Lemma 4.5, this decomposition is not synchronized, that is, si 6= sj and pi 6= pj for all integers
i, j with 0 < i < j < k.
Applying iteratively the Reduction Lemma 4.9 with the deterministic rules chosen in Section 4.5,
we construct some words w and u such that (uk, w) belongs to Reduced(Uk,W ), |w| ≤ |W | and
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w ∈ Vk,A. We know that the decomposition of u
k in f(w) is (pi, si, ai, wi)i=0,...,k for some words
(wi)i=0,...,k.
Let us observe that since the decomposition (pi, si, ai,Wi)i=0,...,k is not synchronized, it follows
the definition that (pi, si, ai, wi)i=0,...,k is also not synchronized.
Since w ∈ Vk,A and f(kPF(A) ∩ Vk,A) is k-power-free, we deduce that:
Fact 2 w is not k-power-free.
Choice 2 : let vk be a smallest k-power factor of w (v 6= ε).
We denote v1, v2 words such that w = v1v
kv2.
Fact 3 No powers respectively of f(v) and of u have a common factor of length greater than or
equals to |f(v)|+ |u| − gcd(|f(v)|, |u|).
This fact is a consequence of the following proposition which is a corollary of the well-known
Fine and Wilf’s theorem (see [13, 14] for instance).
Proposition 5.1 [11] Let x and y be two words. If a power of x and a power of y have a common
factor of length at least equal to |x| + |y| − gcd(|x|, |y|) then there exist two words t1 and t2 such
that x is a power of t1t2 and y is a power of t2t1 with t1t2 and t2t1 primitive words. Furthermore,
if |x| > |y| then x is not primitive.
Proof of Fact 3. Assume the opposite. By Proposition 5.1, there exist two words t1, t2 and
two integers n1, n2 such that f(v) = (t1t2)
n1 and u = (t2t1)
n2 . Since u 6= ε and v 6= ε, we have
t1t2 6= ε, n1 ≥ 1 and n2 ≥ 1. If n1 ≥ 2, f(v
⌈k/2⌉) = (t1t2)
n1⌈k/2⌉ contains the k-power (t1t2)
k. Since
k ≥ 3, ⌈k/2⌉ < k, and so |v⌈k/2⌉| < |vk| ≤ |w| ≤ |W |. By choice of v, v⌈k/2⌉ is k-power-free: this
contradicts Choice 1 on W . So n1 = 1. We get |u| = |f(v)
n2 | = n2|f(v)| and so |u| = 0 mod L. For
all integers j between 1 and k, |usj| = |sj−1f(wj)pjsj| = |sj−1f(wjaj)|, and so |sj | = |sj−1| mod L.
But for j ≥ 1, pj 6= ε, so that |sj| < L. It follows that |sj| = |sj−1| for all j ≥ 2. This contradicts
the fact that the decomposition of uk is not synchronized.
Fact 4 |v| = 1 and k = 3
The proof of this fact is made of three steps.
Step 4.1 If |f(v)| ≥ |u| then |v| = 1 and k = 3.
Proof. Since v 6= ε, we can write v = xv′ = v′′y for two letters x, y and two words v′, v′′. Since
f(w) = f(v1)f(v)
kf(v2) = pu
ks with |p| < L and |s| < L, the word C = f(v′vk−2v′′) is a common
factor of f(vk) and uk. We have |C| = |f(v)k|− |f(xy)| = kL|v|−2L. When |v| ≥ 2 or when k ≥ 4,
|C| ≥ 2L|v| = 2|f(v)| ≥ |f(v)| + |u|. So by Fact 3, we cannot have |v| ≥ 2 or k ≥ 4, that is (since
v 6= ε), we must have |v| = 1 and k = 3.
Step 4.2 If |f(v)| < |u| then |v| = 1.
Proof. Let us assume by contradiction that |v| ≥ 2. There exist two letters x, y and a word v′
such that v = xv′y. Since |f(v1)f(v)
kf(v2)| = |f(w)| = |pu
ks| ≥ |uk| > |f(vk)|, we have |v1v2| ≥ 1.
If v1 = ε, we get x = a0 and f(x) = p0s0. Since |f(xv
′yvk−1)| = |f(v)k| < |uk| ≤ |puk|,
the word C = s0f(v
′yvk−1) is a prefix of uk and so a common factor of f(v)k and uk. Let us
recall that w ∈ Vk,A. This means in particular that |w1|y ≤ 1 and so, since w = xw1a1
∏k
i=2 wiai
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starts with xv′yxv′y, w1 is a prefix of v
′yxv′. Consequently |u| ≤ |s0f(v
′yxv′y)|. It follows that
|C| = |s0f(v
′yxv′y)|+ (k − 2)|f(v)| ≥ |u|+ |f(v)|. This contradicts Fact 3. So v1 6= ε.
Similarly we can prove that v2 6= ε and so v
k = (xv′y)k is a factor of w1
∏k
i=2 aiwi. Thus f(v)
k is
a common factor of f(v)k and uk. Since w ∈ Vk,A, we have |wi|x ≤ 1 and |wi|y ≤ 1 for all 1 ≤ i ≤ k.
This implies that |xv′yxv′y| ≥ |wi| + 2 for all 1 ≤ i ≤ k and thus |f(v)
2| = |f(xv′yxv′y)| ≥ |u|.
Consequently |f(v3)| ≥ |f(v)|+ |u|, and once again we have a contradiction with Fact 3.
Step 4.3 If |f(v)| < |u| then k = 3.
Proof. By the previous step, we know that |v| = 1. So v = x for a letter x. Since |f(v1)f(x)
kf(v2)| =
|f(w)| = |puks| ≥ k|u| > k|f(x)|, we have |v1v2| ≥ 1.
If v1 = ε, x
k is a prefix of w, x = a0 and f(x) = p0s0. Since |s0f(x)
k−1| ≤ |f(x)k| < |uk| and
since s0f(
∏k
i=1wiai) = u
ksk, the word s0f(x)
k−1 is a prefix of uk and so a common factor of f(v)k
and uk. Since w ∈ Vk,A, |w1|x ≤ 1. This implies w1 = ε or w1 = x and so |u| = |s0f(w1)p1| ≤
|s0f(xx)|. If k ≥ 4, |s0f(x)
k−1| ≥ |s0f(xx)| + |f(x)| ≥ |f(v)| + |u|: this contradicts Fact 3. So
k = 3.
When v2 = ε, symmetrically we can prove k = 3.
Now we consider the case where v1 6= ε and v2 6= ε. The word f(x)
k is a common factor of f(v)k
and uk. Let us recall that w = a0
∏k
i=1wiai, and |wi|x ≤ 1 for each integer i with 1 ≤ i ≤ k. Since
here xk is a factor of w1
∏k−1
i=2 aiwi+1, there must exist an integer i, 1 ≤ i ≤ k such that wi = x.
Thus |u|+ |f(x)| = |si−1f(wi)pi|+ |f(x)| ≤ |f(x
4)|. This contradicts Fact 3 when k ≥ 4. So k = 3.
We now make a break in the proof of the theorem to explain the situation. Up to now, we
have proved this theorem when k ≥ 4 showing that, when f(TA,k) is k-power-free, there cannot
exist words like w and u such that w ∈ Vk,A and u
k has a non-synchronized decomposition in f(w).
Example 4.12 shows that this is possible when k = 3. Consequently when dealing with Case k = 3
(and |v| = 1), we have to consider the sequence of reductions of the couple (Uk,W ) into the couple
(uk, w). This will occur only in Cases 3 and 7 below. Actually Example 4.12 belongs to Case 3.
We now continue and end the proof of Theorem 3.1 treating Case k = 3 and |v| = 1.
Let us recall that w = a0w1a1w2a2w3a3 = v1v
3v2. Since |v| = 1, from now on, we replace the
notation v by x. Since w ∈ Vk,A, |w1|x ≤ 1, |w2|x ≤ 1, |w3|x ≤ 1. Thus for at least one integer
i, ai = x. More precisely, we distinguish nine cases depending on the relative position of x
3 with
respect to the wi’s and to the ai’s (see Figure 9: note that Case 2 and Case 8 are split into two
subcases).
Case 1: a0 = x = w1 = a1;
Case 2: a0 = x, w1 = ε, a1 = x, w2a2 starts with x;
Case 3: w1 ends with x, a1 = x, w2 6= ε, w2 starts with x;
Case 4: w1 ends with x, a1 = x, w2 = ε, a2 = x;
Case 5: a1 = x = w2 = a2;
Case 6: a1 = x, w2 = ε, a2 = x, w3 starts with x;
Case 7: w2 ends with x, a2 = x, w3 starts with x;
Case 8: a1w2 ends with x, a2 = x = a3, w3 = ε;
Case 9: a2 = x = w3 = a3.
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Case a0 w1 a1 w2 a2 w3 a3
1 x x x
2 x ε x x . . .
x ε x ε x
3 . . .x x x . . .
4 . . .x x ε x
5 x x x
6 x ε x x . . .
7 . . . x x x . . .
8 x ε x ε x
. . . x x ε x
9 x x x
Figure 9: Nine cases
1
...
u u u
f(y)f(x)f(x)f(x)
p0 s 0 p1 s
Figure 10: Case 1
Of course some cases are symmetric: Cases 1 and 9 (and Case 5 is very close), Cases 2 and 8,
Cases 3 and 7, Cases 4 and 6. In what follows we prove that all cases are impossible since they
contradict previous facts or hypotheses. Firstly:
Fact 5 Cases 2, 4, 6 and 8 are not possible.
Indeed in this cases, we can see that u3 and f(x)3 have a common factor of length |u|+ |f(x)|
(for instance in Case 2, the common factor is s0p1s1x = us1f(x)): this contradicts Fact 3.
Fact 6 Case 1 is not possible.
Proof. In this case, we have f(x) = p0s0 = p1s1 (see Figure 10).
Let y be the first letter of w2a2 (that is, w2 6= ε and y is the first letter of w2, or, w2 = ε and
a2 = y). Assume y = x. The word u = s0f(x)p1 is a factor of f(x
3). Since u3 is not synchronized
in f(w), |s0| 6= |s1|. If |s0| < |s1|, s0f(x) is a prefix of s1f(x). If |s1| < |s0|, s1f(x) is a prefix of
s0f(x). In both cases f(x) is an internal factor of f(xx): By Lemma 2.2, f(x) is not primitive.
This implies that f(xx) contains a 3-power, a contradiction with the 3-power-freeness of f(TA,k).
So y 6= x. We now consider two subcases.
Case 1.a: |s0| > |s1|
Since f is uniform, |f(x)| = |f(y)| and so |s0f(x)| > |s1f(y)|. In this case u = s0f(x)p1 starts
with s1f(y). Let v
′
3 be the word such that s0f(x) = s1f(y)v
′
3. We have |v
′
3| = |s0| − |s1| ≤ |s0| ≤
|f(a0)| = |f(x)|. Thus v
′
3 is a suffix of f(x). Let v3 be the word such that f(x) = v3v
′
3. Since s0
is a suffix of f(x), v′3 is a suffix of s0. For length reason, it follows that f(y) = v
′
3v3. If |p1| ≥ |v3|
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then, since f(x) = p1s1 = v3v
′
3, v3 is a prefix of p1 and, since f is injective, yy is a factor of w2:
this contradicts the fact that w ∈ Vk,A.
So |p1| < |v3| and consequently |s1| > |v
′
3| (since f(x) = p1s1 = v3v
′
3). We observe that
s0 = s1v
′
3 and s1 is a suffix of s0 (remember f(x) = p0s0), that is s0 = s1v
′
3 = v4s1 for a word v4.
Lemma 2.1 implies the existence of words α, β and of an integer r such that s1 = (αβ)
rα, v′3 = βα
and s0 = (αβ)
r+1α (and v4 = αβ). Note that r ≥ 1 and αβ 6= ε since |s1| > |v
′
3| 6= 0. Thus
the words f(xy) contains the factor s0v
′
3 = (αβ)
r+2α which contains the 3-power (αβ)3. Since
xy ∈ TA,k, this contradicts the 3-power-freeness of f(TA,k).
Case 1.b: |s0| < |s1|
We have f(x) = p0s0 = p1s1 and u starts with both s0 and s1. Let v3 and v4 be the words such
that v3s0 = s1 = s0v4. Lemma 2.1 implies the existence of words α, β and of an integer r such that
v3 = αβ, s0 = (αβ)
rα, v4 = βα. Since u starts both with s0f(x) and with s1, the word v4 is a
prefix of f(x). Thus f(xx) contains the factor s1v4 = (αβ)
r+2α. Since xx ∈ TA,k and f(TA,k) is
3-power-free, we have r = 0, that is s1 = s0βs0.
If |f(x)| ≥ |βs0| + |s1|, then f(x) = v4ts1 = βs0ts0βs0 for a word t and p1 = βs0t: u =
s0f(x)p1 = s0βs0ts0βs0βs0t. Since the word uu starts with s1f(y) = s0βs0f(y) and since |f(y)| =
|f(x)|, we have f(y) = ts0βs0βs0. It follows that f(yx) contains the 3-power (s0β)
3: this contradicts
the 3-power-freeness of f(TA,k).
So |f(x)| < |βs0|+ |s1|. Since u starts with s0f(x) and with s1 = s0βs0, there exists a word v5
such that f(x) = (βs0)v5. Let us recall that f(x) = p1s0(βs0). Lemma 2.1 implies the existence
of some words γ, δ and of an integer s such that p1s0 = γδ, βs0 = (γδ)
sγ and v5 = δγ. The word
uu starts both with s0f(x) = s0βs0v5 and with s1f(y) = s0βs0f(y). Consequently v5 is a prefix of
f(y) and f(xy) starts with (γδ)s+2γ. Since xy ∈ TA,k and f(TA,k) is 3-power-free, s = 0: γ = βs0,
p1s0 = βs0δ, v5 = δβs0 and f(x) = βs0δβs0. Let us recall that |p1| + |s1| = |f(x)| < |βs0| + |s1|,
that is |p1| < |βs0|. Consequently from p1s0 = βs0δ, we deduce that δ is a suffix of s0. Thus
f(xxy) contains the factor s0f(x)v5 that ends with (δβs0)
3. Since x 6= y, xxy ∈ TA,k. We have a
contradiction with the 3-power-freeness of f(TA,k). This ends the proof of impossibility of Case 1.
As already said, Case 9 is symmetric to Case 1. Moreover Case 5 can be treated as previously.
Hence
Fact 7 Cases 5 and 9 are not possible
We end the proof of Theorem 3.1 with the proof of the final following case:
Fact 8 Cases 3 and 7 are not possible.
Proof. Since Cases 3 and 7 are symmetric, from now on we only consider Case 3. Let us consider
the sequence of words obtained by successive reductions of W leading to w. More precisely, let
(νi, σi)1≤i≤m be the couple of words such that (ν1, σ1) = (U,W ), (νm, σm) = (u,w) and for each i,
1 ≤ i < m, (νki+1, σi+1) is the word in Reduced(ν
k
i , σi) obtained by applying Lemma 4.9 with the
additional Reduction Rules chosen in Section 4.5. By the reduction process, we know that each one
of the k-powers νkj (1 ≤ j ≤ m) has a (pi, si, ai, wi,j)0≤i≤3-decomposition in f(σi) for some words
(wi,j)1≤i≤3.
By hypotheses of Case 3, σm = w contains the 3-power x centered in a1. We mean more precisely
that w1 = wm,1 ends with x (and so is not the empty word), a1 = am,1 = x and w2 = wm,2 starts
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with x (and is also not the empty word). On other part, σ1 = W is 3-power-free. Thus there exists
an integer q with 1 ≤ q < m such that σq does not contains xxx centered in a1 where’as σj contains
xxx centered in a1 for all j such that q + 1 ≤ j ≤ m. To simplify temporarily the notation, we set
W1 = σq, W2 = σq+1, U1 = νq and U2 = νq+1.
By the reduction process, there exist words (xi, yi, zi)1≤i≤3 (set also x0 = y0 = z0 = ε) such
that U31 has a (pi, si, ai, xiyizi)i=0,...,3-decomposition in f(W1) and U
3
2 has a (pi, si, ai, xizi)i=0,...,3-
decomposition in f(W2). SinceW2 is obtained fromW1 by the Reduction Lemma 4.9 there exist an
integer 1 ≤ ℓ ≤ 3 and a letter a in A such that both xℓ and yℓ end with a and |sℓ−1f(xℓ)|− |f(a)| <
|si−1f(xi)| ≤ |sℓ−1f(xℓ)| and |yi| = |yℓ|. By the Reduction Rule 1, |xℓ|a = |yℓ|a = 1.
Finally let us stress that by definition of W1 and W2, we assume that x1z1 ends with x, x2z2
starts with x and that either x1y1z1 does not end with x or x2y2z2 does not start with x. We end
in two steps showing first that x1y1z1 must end with x, and second that x2y2z2 must start with x:
This contradicts the previous sentence.
Step 1: x1y1z1 must end with x
Assume by contradiction that x1y1z1 does not end with x. Since x1z1 ends with x, we have
z1 = ε and y1 ends with b 6= x (since xℓ and yℓ ends with the same letter, it also means that l 6= 1).
By Remark 4.11(2), zℓ = ε and |pℓ| ≤ |p1|. Thus U1 = s0f(x1y1)p1 = sℓ−1f(xℓyℓ)pℓ with |y1| = |yℓ|,
x1(= x1z1) ends with x and both xℓ and yℓ end with a. Let c be the first letter of y1 (see figure 11).
f( )a
a’ a"
f( )a
a’ a"
)l )l )l)l
f(b)
U
f fx0s ( (y p
f(c
s
−1 pf( )y
1)1
)f(x
f(x )
)
1)
1
Figure 11:
Let a′′ be the suffix of f(a) such that p1 = a
′′pℓ and let a
′ be the prefix of f(a) such that
f(a) = a′a′′. Since f(b)p1 and f(a)pℓ are both suffixes of U1, we get that f(b) ends with a
′. Since
|f(y1)p1| = |f(yℓ)a
′′pℓ|, we get that |s0f(x1)a
′′| = |s0f(x1y1)p1| + |a
′′| − |f(y1)p1| = |sℓ−1f(xℓ)|.
So f(x) ends with a′ and f(c) starts with a′′. Since p1 and so a
′′ are prefixes of f(x), by a length
criterion, it follows that f(x) = a′′a′.
If c 6= x, bx2c is 3-power-free and f(bx2c) contains the 3-power (a′a′′)3: this contradicts the
3-power-freeness of f(TA,k).
Thus c = x. If |xℓ| ≥ 2, let e be the letter such that xℓ ends with ea. Since y1 contains b and c
with b 6= x = c, we have |yℓ| = |y1| ≥ 2. Let d be the first letter of yℓ. We have d 6= a and e 6= a
since |xℓ|a = |yℓ|a = 1. Since f(y1)p1 = a
′′f(yℓ)pℓ and since f(y1) starts with f(x) = a
′′a′, we get
that f(d) starts with a′. Since s0f(x1)a
′′ = sℓ−1f(xℓ) and since f(x1) ends with f(x), we get that
17
f(e) ends with a′′. It follows that f(ea2d) contains (a′′a′)3 although ea2d is a 3-power free word:
this contradicts the 3-power-freeness of f(TA,k).
Thus c = x and |xℓ| = 1. Consequently xℓ = a. Since |sℓ−1f(xℓ)| − |f(a)| < |s0f(x1)| ≤
|sℓ−1f(xℓ)| and since x1 ends with x, we have x1 = x. Thus U2 = s0f(x)p1. Since |u| ≥ |s0f(x)p1|,
we deduce that U2 = u and W2 = w. It follows that u = s0f(x)p1.
Let us recall that moreover f(x) = p1s1 and s1f(x) is a prefix of u. If |s0| < |s1| then f(x)
is an internal factor of f(xx) and (by Lemma 2.2) f(x2) contains a 3-power: this contradicts the
3-power-freeness of f(TA,k). Thus |s0| ≥ |s1|. Let s
′′
0 be the suffix of s0 and p
′
2 be the word such that
s′′0f(x) = f(x)p
′
2 and s1f(x)p
′
2 is a prefix of u. By Lemma 2.1, there exist two words α and β such
that s′′0 = αβ(6= ε), p
′
2 = βα and f(x) = (αβ)
rα for an integer r. We have |s′′0 | = |s0|−|s1| ≤ |f(a0)|.
If |s′′0| = |f(a0)|, then s0 = f(a0) and s1 = ε: this contradicts the fact that u
k is not synchronized
in f(w). Thus |s′′0| < |f(a0)| = |f(x)|. Consequently r ≥ 1. Let γ be the letter such that xγ is a
prefix of w2a2: p
′
2 is a prefix of f(γ). By Fact 3, no powers respectively of f(x) and of u
3 have a
common factor of length greater than |f(x)| + |u|. Hence a0 6= x. But then a0xγ is 3-power-free
where’as f(a0xγ) contains (αβ)
r+2: this contradicts the 3-power-freeness of f(TA,k), and so x1y1z1
must end with x.
Step 2: x2y2z2 must start with x
From what precedes, we know now that it remains to consider the case where x2y2z2 does not
start with x. We will show that this assumption leads to a final contradiction.
Since x2z2 starts with x, we have x2 = ε and y2 starts with b 6= x. By Remark 4.11(1), xℓ = a
and |sℓ−1| < |s1| (and so l 6= 2). Thus U1 = s1f(y2z2)p2 = sℓ−1f(ayℓzℓ)pℓ with |y2| = |yℓ|, z2 = x2z2
starts with x and yℓ ends with a. Let c be the last letter of y2 (see figure 12).
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f(x )
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Figure 12:
Let a′ be the prefix of f(a) such that s1 = sℓ−1a
′ and let a′′ be the suffix of f(a) such that
f(a) = a′a′′. Since sℓ−1f(a) and s1f(b) are both prefixes of U1, the word f(b) starts with a
′′.
Since |s1f(y2)| = |sℓ−1a
′f(yℓ)| = |sℓ−1f(ayℓ)| − |a
′′| = |U1| − |f(zℓ)pℓa
′′|, we have |f(z2)p2| =
|U1| − |s1f(y2)| = |a
′′f(zℓ)pℓ|. Since f(z2)p2 and a
′′f(zℓpℓ) are both suffixes of U1, it follows that
f(z2)p2 = a
′′f(zℓ)pℓ and we get that f(x) starts with a
′′ and f(c) ends with a′. Since a′ is a suffix
of s1 and so of f(x), by a length criterion, we get f(x) = a
′′a′.
If c 6= x, cx2b is 3-power-free and f(cx2b) contains (a′a′′)3: this contradicts the 3-power-freeness
of f(TA,k).
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Thus c = x and y2 contains two different letters b and x. We get |yℓ| = |y2| ≥ 2. Let d be the
letter such that yℓ ends with da. Since |yℓ|a = 1, we have d 6= a. Since f(x)a
′′ and f(da) are both
suffixes of f(yℓ), the word f(d) ends with a
′′. Since x2z2 = z2 starts with x, |z2|x 6= 0. Let z
′
2 and
z′′2 be the words such that z2 = z
′
2xz
′′
2 with |z
′′
2 |x = 0. Let z
′
ℓ be the word and e be the letter such
that z′ℓe is the prefix of zℓaℓ verifying |sℓ−1f(ayℓz
′
ℓ)| < |s1f(y2z
′
2x)| ≤ |sℓ−1f(ayℓz
′
ℓe)|. Let us recall
that s1 = sℓ−1a
′ and so |s1| = |sℓ−1a
′|. Moreover s1f(y2z
′
2x) and sℓ−1f(ayℓz
′
ℓ) are both prefixes of
U1, and |s1a
′′| = |sl−1|+ |f(x)| = |sl−1| mod L. Thus s1f(y2z
′
2x) = s1f(y2z
′
2)a
′′a′ = sℓ−1f(ayℓz
′
ℓ)a
′.
It follows that f(e) starts with a′. If e 6= a, da2e is 3-power-free and f(da2e) contains (a′′a′)3: this
contradicts the 3-power-freeness of f(TA,k).
Thus e = a. Assume |z′ℓe| ≤ |zℓ|. Let us recall that the reductions are assumed to be made under
two rules. The second Reduction Rule implies that, having made a reduction with, in Lemma 4.9,
an integer ℓ and a letter a, then if |zℓ|a 6= 0, the next |zℓ|a reductions are made with the same
integer l and the same letter a. Thus here the words σq+2, . . . , σq+1+|z′
ℓ
a|a exist and are obtained
using, in Lemma 4.9, the same integer ℓ and the same letter a than the ones used to reduce σq = W1
into σq+1 = W2. Moreover νq+1+|z′
ℓ
a|a = s1f(z
′′
2 )p2. Since |νq+1+|z′
ℓ
a|a | ≥ |νm| ≥ |s1f(x)p2|, we have
z′′2 6= ε. But since |z
′′
2 |x = 0, we have a contradiction with the fact that w contains xxx centered in
a1.
Thus |z′ℓe| > |zℓ|, that is, zℓ = z
′
ℓ, e = aℓ(= a). It follows that z
′′
2 = ε. Since σj contains xxx
centered in a1 for all q + 1 ≤ j ≤ m, we must have w2 = x and u = s1f(x)p2. Let us recall that
moreover f(x) = p1s1 and f(x)p1 is a suffix of u. If |p1| > |p2| then f(x) is an internal factor
of f(xx) and (by Lemma 2.2) f(x2) contains a 3-power: this contradicts the 3-power-freeness of
f(TA,k). Since the decomposition is not synchronized, we have |p1| 6= |p2|. Thus |p1| < |p2|. Let
p′′2 be the prefix of p2 and s
′
0 be the word such that p2 = p
′′
2p1, f(x)p
′′
2 = s
′
0f(x) and s
′
0f(x)p1 is
a suffix of u. By Lemma 2.1, there exist two words α and β such that s′0 = αβ(6= ε), p
′′
2 = βα
and f(x) = (αβ)rα for an integer r. Since |s′0| = |p2| − |p1| < |f(x)| (remember |p1| 6= 0), we
have r ≥ 1. Let γ be the letter such that γx is a suffix of a0w1: s
′
0 is a suffix of f(γ). By Fact 3,
no power respectively of f(x) and of u3 have a common factor of length greater than |f(x)|+ |u|.
Hence a2 6= x. But then γxa2 is 3-power-free where’as f(γxa2) contains (αβ)
r+2: this contradicts
the 3-power-freeness of f(TA,k). This is a final contradiction proving that Case 3 is not possible.
So consequently Theorem 3.1 holds.
6 Conclusion
Theorem 3.1 and Corollary 3.2 lead to some natural questions: is TA,k the smaller test-set? Is the
bound bk,A = k ×Card(A) + k+1 optimal? The answer to these questions are negative at least in
most of the previously known cases. As already mentioned in the introduction, M. Leconte [12] has
previously got a test-set when Card(A) = 3. He proved [12] : a uniform morphism f defined on a
three-letter alphabet is k-power-free (k ≥ 3) if and only if the images of all k-power-free words of
length at most 3k + 5 are k-power-free. We observe that in case k = 3, we obtain a better bound
than M. Leconte. But in all other cases, the bound of M. Leconte is better than our. Another
result shows the non-optimality of our bound bk,A. When Card(A) = 2 (and k ≥ 3), V. Kera¨nen
proved: a uniform and primitive morphism defined on a two-letter alphabet is k-power-free if and
only if the images of length at most 4 are k-power-free. This bound in this result does not depend
on the value of k and is far better than our general bound bk,{a,b} ≥ b3,{a,b} = 13.
To end, let us mention further works. In this paper, we propose a new technic to tackle the
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decidability of k-power-freeness of uniform morphisms. We are now looking to extension of this
technic to the decidability of k-power-freeness of arbitrary morphisms.
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