The numerical simulation of chemically reacting flows is a topic that has attracted a great deal of current research. At the heart of numerical reactive flow simulations are large sets of coupled, nonlinear partial differential equations (PDEs).
Introduction
The numerical treatment of reaction-transport problems has attracted a great ded of current interest. Application areas such as combustion [1] ~groundwater flow [2] , climate modeling [3] , and atmospheric science [4] all rely heavily on the numerical solution of reaction-transport PDEs. To illustrate, these PDEs take the general form:
(1) a(iu) +a-V(;U) =DV. V(~U)+~R(U, t) i=l... N In Eq. (l), u = [lU,.. .,~u]T represents a vector of chemical concentrations with~u being the concentration of the ith chemiczd species and N being the total number of species involved in the simulation. The source term, ;Rl describes the reactions that occur between chemical species. This reaction operator is generally nonlinear and couples together the reaction-transport PDEs for all species involved. Thus, a reactive flow simulation leads to a large system of coupled, nonlinear PDEs. With the emergence of large-scale parallel platforms, full three-dimensional reactive flow simulations have begun to appear [5] . These 3-D simulations can consume enormous amounts of processor time [6] , which can severely limit the length of the simulation that can be reasonably carried out. Thus, current research strives to develop increasingly efficient algorithms for numerically solving these reaction-transport PDE systems.
Explicit time-differencing schemes have the advantage that they are simple to implement and very efficient on parallel and vector computers. The disadvantage in using explicit but require a great deal more effort to implement. An implicit time-stepping scheme calls for the solution of a potentially nonlinear system of simultaneous algebraic equations at each timest ep. This adds a great deal of overhead to the calculation and can offset the gain in efficiency due to the increase in stepsize made possible by the larger stable timestep interval. The reaction mechanism in the reaction-transport PDE system can lead to the presence of widely disparate time scales in the modeling scenario. This situation gives rise to the phenomenon of stiffness [7] , whereby the constraint on the size of explicit stable timestep intervals is exacerbated by limiting the numerical stepsize to the smallest timescale in the simulation. In this case, the use of an implicit numerical time-stepping scheme is necessary [8] . Thus, the considerable computational overhead brought about by the implicit scheme is primarily the result of the reaction operator [6] . In addition, the resulting time-differencing scheme typically inherits an expanded stable time step interval from the parent implicit method. For illustration, consider the system of linear ordinary differential equations (ODES) wit h constant coefficients:
The implicit Euler method, applied to this ODE system, takes the form:
and defines a system of simultaneous algebraic equations which must be solved for each timestep. An iterative method for solving this linear system defines a splitting (1 -AtA) = M -N and carries out the iteration
In a PTD method, the number of iterations, m, is assumed fixed. Thus, tin+l = ti'+l'm. Depending on the choice of preconditioned, M, this will often produce an explicit scheme. For example, using the point-Jacobi preconditioned (M = diag(l -AtA)) and one iteration (m= 1) gives:
which (given an explicit value for the initial itcrate iin+l'o) defines a truly explicit time stepping process. Preconditioned time differencing has been applied to linear and nonlinear advectiondiffusion problems [9, 10] and nonlinear chemical kinetics problems [11, 12] . The main obstacle in formulating a unified algorithm for a full advection-diffusion-reaction equation is the choice of initial iterate (or predicted value). The use of an explicit time differencing method (i.e. explicit Euler) was vital in the advection-diffusion case (see [9, 10] ) but was detrimental to stability in the case of chemical reactions, leading to an unstable algorithm (note the "identity predictor" used in [12] or the simple extrapolation used in [11] ). Here, we investigate the combination of PTD approaches for both chemistry and transport. The proposaJ is to ignore the presence of chemistry during the prediction step: this will provide the necessary accuracy to the spatial derivatives while not interfering with the stability of the reaction system. This algorithm is described in the next section.
2.1
The Proposed Algorithm
The algorithm takes on a very clear predictor/corrector flavor: The explicit Euler method is used in the predictor step (ignoring the presence of chemistry) and the Jacobi splitting is applied to the implicit Euler method for the corrector step. An overrelaxation step [9, 10] is performed after the corrector step.
To illustrate the algorithm in general terms, assume that Eq.
(1) has been spatially discretized via the method of lines approach:
where A is a q x q matrix derived from the spatial discretization scheme, ifi is the spatial discretization of the reaction source term operator, and iil (= [i~l, . . . , i~~]~) is the (spatially) discretized approximation to i~(~, t). The notation iu~will be used to denote the discrete numerical approximation to iu(~~, t. ); that is, the concentration of chemicil species i, at spatial point j and time point n. The explicit Euler prediction step (ignoring the presence of chemistry) is given by
The preconditioned implicit step is derived from the implicit Euler method. Begin by applying the implicit Euler method to Eq. (6):
The Jacobi splittings (linear [10] and nonlinear [12] ) can be applied to this equation to obtain where (1 -A-tA) = M -N and M = diag(I -AtA). This allows itin+l'l to be computed as the solution to a quadratic equation (see [12] ), which is essentially an explicit process. The last step is to perform the overrelaxation, which is given by
The particular choice of overrelaxation constants comes from [9, 10] and was necessary for accuracy and stability as applied to advection-diffusion problems. Thus, the proposed algorithm takes the form: 1.
2.
3. 
Set itin+l~o = (1+

The Test Problem
In this section, a simple reaction transport problem is developed to study the computational performance of the algorithm from the previous section. Let~u =~U(Z, t) denote the chemiczd concentration of atomic oxygen (O) and let Zu = Zu(z, t) denote the concentration of molecular ozone (03). The concentration of molecular oxygen (02, denoted by Su = constant ) is significantly larger in the cart h's atmosphere than at omit oxygen or ozone and is therefore assumed to be constant in this simple numerical simulation. The Chapman model for oxygen-containing chemistry has been described elsewhere (see [8] for example).
Chapman chemistry can be modeled by a coupled system of ODES which can, in turn, be added as a source term to a simple advective-diffusive P DE system t o produce:
where z c (O, 1) and t E (O, oa). Periodic boundary conditions will be used (i.e. This test problem, although tractable in size, carries with it many of the important difficulties seen in larger systems: it is nonlinear; it has a nonconst ant Jacobian; it is sufficiently stiff, due to the chemistry. It therefore provides a reasonable test for any numerical technique aimed at reactive flow simulation.
Parallel Performance
In this section, we examine the parallel scalability and performance of the preconditioned algorithm. The platform used for this study will be the Meiko CS-2 Multiple-Instruction Multiple-Data (MIMD) architecture. The CS-2 used here is a 40-Node partition, with one 90 MHz Spare chip (capable of 180 Megaflop performance) and a local cache memory on each node. Communication is accomplished via message passing using a multi-stage switthing network constructed from 8 by 8 crosspoint switches. The network is configured so that the bandwidth between stages remains constant. 
FIG. 1. Wall Clock Time vs. Number of Processing Nodes for Sample Problem
For the runs presented here, the problem constants are taken to be D = 10-5 and a = 10-4. Although these values may seem small, the scale of the spatial domain (z E (O, 1)) dictates small transport constants in order to model an "atmosphere."
The numerical timestep used is a constant At = 50 sec., and the problem is integrated forward in time to t = 864000 (which represents ten days in seconds). This type of integration would be prohibitive with a typical explicit method, since the chemistry would normally limit the maximum stepsize to only a few seconds. An application of the explicit Euler method to the chemical ODES alone yields a maximum stable timestep of approximately 0.25 seconds. This would require 200 times as many steps to reach i = 864000 as the preconditioned technique (and a wall clock time of over 2 hours using the entire 40 processor partition).
The spatial domain is discretized (using centered differences) into one thousand grid points which are divided evenly among the processing nodes. After each timestep, the processors must exchange the solution values from the boundary of their local domain before the next timestep can begin. Thus, as parallelism increases, communication overhead will increase as well. Initially, lU = 106 and zu = 1012 uniformly over the entire space domain. Figure 1 shows the wall clock time vs. the number of processing nodes for this problem. An interesting phenomenon is that performance does not scale well until 12-13 processors are used in the run. At this point, the speedup becomes superlinear, likely due to relatively low communication overhead coupled with good cache performance. This behavior can be further observed in Figure 2 , which depicts the relative performance vs. the number of processing nodes. The relative performance is defined by RP = t,/(tP/n), where t. is the serial wall clock time, tP is the parallel wall clock time, and n is the number of processing nodes. Data collected during these runs is presented in Table 1 .
Finally, we depict the parallel performance for an increasing problem size with a constant number of spatizd gridpoints per processing node. Figure 3 depicts the wall clock time vs. the number of processor nodes for runs using 250 spatial gridpoints per processing node. There is a slight increase in wall clock time with problem size, but this effect is not very pronounced. These results are quite typical for any explicit time stepping method 
Conclusion
This study has proposed a method for unifying the PTD approach to reaction-transport problems. The parallel performance and parallel scalability y of the algorithm demonstrate that it is a viable method for stiff systems of reaction-transport PDEs. Future studies will probe the stable timestep interval and investigate the potential viability of other types of preconditioners,
