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ON GENERALIZED TRIGONOMETRIC FUNCTIONS AND SERIES OF
RATIONAL FUNCTIONS
HAN YU
hy25@st-andrews.ac.uk
Abstract. Here we introduce a way to construct generalized trigonometric functions associ-
ated with any complex polynomials, and the well known trigonometric functions can be seen
to associate with polynomial x2 − 1. We will show that those generalized trigonometric func-
tions have algebraic identities which generalizes the well known sin2(x) + cos2(x) = 1. One
application of the generalized trigonometric functions is evaluating infinite series of rational
functions.
1. Introduction
Trigonometric functions are very commonly used in mathematics. The Euler’s identity tells
that for all x ∈ C:
sin(x) =
eix − e−ix
2i
and cos(x) =
eix + e−ix
2
.
We see that the trigonometric functions sin(x) and cos(x) are just certain linear combinations
of exponential functions. From here it is a natural question to ask whether we can find other
linear combinations of exponential functions to obtain some functions that are in some sense
similar to trigonometric functions. We observe that in the above formulae those exponential
functions have exponents ix,−ix. The factors ±i are roots of polynomial x2 +1 = 0 in C. This
motivates the following construction:
Let P ∈ C[x] be a polynomial of degree m ≥ 1. Then let r1, r2, . . . , rm be the roots of P . We
shall construct m functions:
SPl : C→ C, l ∈ {0, 1, 2, . . . ,m− 1}.
The functions have form SPl (x) =
∑m
j=1 T
P
l,je
−irjx with TPl,j ∈ C.
Now we are going to describe the coefficients TPl,j. For any choice of l different numbers say
s1, ..., sl from 1, 2...m− 1 we can assign the product
rs1rs2 ...rsl ,
and we can call such a product an unordered l-tuple. For example if P has 5 roots, then all the
unordered 3-tuples are
r1r2r3, r1r2r4, r1r2r5, r2r3r4, r2r3r5, r3r4r5, r1r3r4, r1r3r5, r1r4r5, r2r4r5.
Further more we can say l-tuple with j as a unordered l-tuple with index j, for example if P has
5 roots as above we have all 3-tuples with 2 are
r1r2r3, r1r2r4, r1r2r5, r2r3r4, r2r3r5, r2r4r5.
Now we can define:
TPl,j =
∑
a∈{All l-tuple with j}
a,
where 0-tuples are defined to be the coefficient of the highest term of polynomial P . Later we
can just write the sum without explicitly writing down the terms and there is no confusion.
TPl,j =
∑
All l-tuple with j
.
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For example,when P has 5 roots, then:
TP3,2 = r1r2r3 + r1r2r4 + r1r2r5 + r2r3r4 + r2r3r5 + r2r4r5.
The following equation is also clear:∑
All l-tuple without j
=
∑
a∈{All unordered l-tuples}
a−
∑
a∈{All l-tuple with j}
a.
We now have the following definition:
Definition 1.1. For any polynomial P ∈ C[x]. The functions SPl , l ∈ {0, 1, . . . ,m − 1} con-
structed as above are called generalized trigonometric functions associated with polynomial P .
Namely:
SPl (x) =
m∑
j=1
TPl,je
−irjx,
where we have:
TPl,j =
∑
All l-tuple with j
.
2. Properties of generalized trigonometric functions
Throughout this section P =
∑m
k=0 akx
k is a fixed complex polynomial with roots (written
with multiplicity) r1, . . . , rm. We can consider am = 1 by rescaling the polynomial P . Such
rescaling will not change the roots. The first result tells us about the Taylor expansion of
functions SPl .
Theorem 2.1. SPl (x) =
∑∞
k=0 bkx
k, for x ∈ C and k!bk ∈ Z[i, a0, a2, ..., am].
Proof. We can use the power series for function
e−irjx =
∞∑
k=0
(−irjx)
k
k!
=
∞∑
k=0
(−irj)
k
k!
xk
then we have
SPl (x) =
m∑
j=1
TPl,je
−irjx
=
∞∑
k=0
m∑
j=1
(−i)k
k!
TPl,jr
k
j x
k
so bk in the statement of theorem can be computed
bk =
m∑
j=1
(−i)k
k!
TPl,jr
k
j .
The sum over j of TPl,jr
k
j is symmetric among all the roots r1, r2, ..., rm therefore k!bk can be
expressed as a integer coefficient polynomial with variables i, a0, . . . , am. 
Just as sin2(x)+cos2(x) = 1. The generalized trigonometric functions also have such algebraic
identities.
Theorem 2.2. There is a polynomial F ∈ C[x1, x2, ..., xm] such that all the coefficients of F
are algebraic over a0, ..., am and F (S
P
0 (x), ..., S
P
m−1(x)) = 0 for all x ∈ C.
To prove this we need to work on linear transformations of SPl (x), that is, given m complex
numbers Lj, j = 0, 1...m− 1 we can define a function
L(x) =
m−1∑
j=0
LjS
P
j (x),
which is a linear combination of all functions SPl . Considering such linear combinations is very
helpful, and indeed for a non degenerate matrix Li,j , i, j = 0, ...,m− 1 the following functions:
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LSi(x) =
m−1∑
j=0
Li,jS
P
j (x), i = 0...m− 1
are in some sense equivalent to SPl (x).
Proof of theorem 2.2. As above, given m complex numbers Lj, j = 0, 1, ...,m− 1 we can define
a function
f0(x) = L(x) =
m−1∑
j=0
LjS
P
j (x),
then for any l = 1, 2, ...,m− 1 we define
fl(x) = f
′
l−1(x).
Now if λf0 = f
′
m−1 for some number λ 6= 0 we can construct a matrix
M =


f0 f1 f2 . . . fm−2 fm−1
f1 f2 f3 . . . fm−1 λf0
f2 f3 f4 . . . λf0 λf1
...
...
...
. . .
...
...
fm−1 λf0 λf1 . . . λfm−3 λfm−2


The above matrix is actually a function on variable x. Define D(x) = det(M) which is a
smooth function of x, then applying Jacobi formula we get:
D′(x) = Tr(Adj(M)M ′(x)).
Here Tr,Adj stand for the trace and adjugate of matrices. Now we see that:
M ′ =


f ′0 f
′
1 f
′
2 . . . f
′
m−2 f
′
m−1
f ′1 f
′
2 f
′
3 . . . f
′
m−1 λf
′
0
f ′2 f
′
3 f
′
4 . . . λf
′
0 λf
′
1
...
...
...
. . .
...
...
f ′m−1 λf
′
0 λf
′
1 . . . λf
′
m−3 λf
′
m−2


=


f1 f2 f3 . . . fm−1 λf0
f2 f3 f4 . . . λf0 λf1
f3 f4 f5 . . . λf1 λf2
...
...
...
. . .
...
...
λf0 λf1 λf2 . . . λfm−2 λfm−1


Now we have the formula:
Adj(M)M = (detM)I,
where I is the identity matrix. And observe that the column vectors of M ′ is a permutation
of column vectors of M with one column multiplied by a number λ. It is then easy to see that
Adj(M)M ′ is an off diagonal matrix. Therefore we see that:
D′(x) = Tr(Adj(M)M ′(x)) = 0.
This implies that for any x ∈ C
detM = detM(0),
and the value detM(0) is algebraic over SPl (0), l = 0...m − 1 which are easily shown to be
algebraic over the coefficients ak, k = 0, ...,m of polynomial P . So it is enough to show that we
can choose Lj , j = 0...m− 1 and λ algebraic over ak such that the following relations do hold
fl(x) = f
′
l−1(x), l = 1, 2...m− 1
f0(x) = λ
−1f ′m−1(x).
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Now we study the derivatives of functions SPl (x),
SPl
′
(x) =
m∑
j=1
TPl,j(−irj)e
−irjx,
and the value of TPl,jrj can be easily computed as follows. For l = 0 we have
TP0,j = am = 1,
and so
TP0,jrj = rj .
For l = 1, 2, ...,m− 2 we have:
TPl,jrj = rj
∑
l-tuples with j
= rj

 ∑
all l-tuples
−
∑
l-tuples without j


= rj

(−1)lam−l − ∑
l-tuples without j


= rj(−1)
lam−l −
∑
l+1-tuples with j
where we have used the fact that the following expression:
(−1)l
∑
all l-tuples
with roots of the monic polynomial P (n) gives the coefficient of the term nm−l and the fact that
for l ≤ m− 2
rj
∑
l-tuples without j
=
∑
l+1-tuples with j
.
Next we consider the case when l = m− 1. We have
TPm−1,jrj = rj
∑
(m-1)-tuples with j
= rj

 ∑
all m-1-tuples
−
∑
m-1-tuples without j


= rj

(−1)m−1a1 − ∑
(m-1)-tuples without j


= rj(−1)
m−1a1 −
∑
m-tuples with j
= rj(−1)
m−1a1 − (−1)
ma0.
In all we have:
TPl,jrj =


rj , for l = 0
rj(−1)
lam−l −
∑
l+1-tuples with j, for 0 < l < m− 1
rj(−1)
m−1a1 − (−1)
ma0, for l = m− 1
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and therefore we have
SPl
′
(x) =
m∑
j=1
TPl,j(−irj)e
−irjx
=
m∑
j=1
e−irjx


rj , for l = 0
rj(−1)
lam−l −
∑
l+1-tuples with j, for 0 < l < m− 1
rj(−1)
m−1a1 − (−1)
ma0, for l = m− 1
=


−iSP1 (x), for l = 0
(−1)l+1iam−lS
P
1 (x) + iS
P
l+1(x), for 0 < l < m− 1
(−1)mia1S
P
1 (x) + (−1)
mia0S
P
0 (x), for l = m− 1
which can be expressed in the following matrix form:

SP0
′
SP1
′
SP2
′
...
SPm−1
′


=


0 −i 0 0 . . . 0
0 iam−1 i 0 . . . 0
0 −iam−2 0 i . . . 0
...
...
...
... . . .
...
0 (−1)m−1ia2 0 0 . . . i
(−1)mia0 (−1)
mia1 0 0 . . . 0




SP0
SP1
SP2
...
SPm−1


We denote the matrix in this equation as K. Then we have
f1 = f
′
0 =
m−1∑
j=0
LjS
P
j
′
(x)
=
[
L0 L1 L2 . . . Lm−1
]
K


SP0
SP1
SP2
...
SPm−1


We can do the above step to find all f2, f3...fm−1 and the last step will be computing the
derivative of fm−1. We have
f ′m−1 =
[
L0 L1 L2 . . . Lm−1
]
Km


SP0
SP1
SP2
...
SPm−1


and we want the following relation:
f ′m−1 = λ
−1f0,
which will be satisfied if[
L0 L1 L2 . . . Lm−1
]
Mm = λ
[
L0 L1 L2 . . . Lm−1
]
this will be satisfied if λ−1 is an eigenvalue of M = Km. Such λ−1 exists and is algebraic over
the entries of matrix K and therefore also algebraic over a0, a1, ..., am−1. Whenever λ
−1 is an
eigenvalue of Km, we can find non trivial vector
[
L0 L1 L2 . . . Lm−1
]
where all the numbers L′is can be chosen to be algebraic over a0, a1, ..., am−1, and then the fact
mentioned earlier in this proof
detM = detM(0)
determines an algebraic relation satisfying all the conditions in the statement of this theorem. 
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3. Examples of generalized trigonometric functions
Throughout this section m is a fixed integer and P (x) = xm − 1. Then we write:
ζ = e
2pii
m , η = ζ2 = e
2pii
m .
We can construct functions SPl , l ∈ {0, 1, . . . ,m− 1}. Then we can further obtain the following
functions:
Sl(x) =
1
m
SPl (iηx).
The reason for rescaling will become clear later. We can explicitly write down the functions Sl:
Sl(x) =
1
mηl
m−1∑
j=0
ζljeηζ
jx.
Example 3.1. If m=1 then ζ = 1, η = −1 and S0 = e
−x.
Example 3.2. If m=2 then ζ = −1, η = i and S0 = cos(x), S1 = sin(x)
The above two examples justify the rescaling and the name ”generalized trigonometric func-
tions” . We can study the Taylor series and algebraic identities as a special case of the general
result discussed in the previous section. We will state the results without repeating the proofs.
Theorem 3.3 (Power series). If l 6= 0 we have
Sl =
1
ζl
∞∑
k=1
1
(km− l)!
xkm−l(−1)k.
If l = 0 we have
Sl =
1
ζl
∞∑
k=0
1
(km)!
xkm(−1)k,
where we consider x ∈ C.
Theorem 3.4 (Algebraic identities). For any m being integers larger than 1, the functions
Sl(x)l=0,1,2...,m−1 are not algebraically independent in the sense that we can find a non trivial
polynomial F in Z[x1, ..., xm] of order m such that:
F (S0(x), ..., Sm−1(x)) = 0
for all x ∈ R and therefore for any x ∈ C.
In fact by going through proof of theorem 2.2 we can actually obtain explicitly the polynomial
F . Indeed, if we set:
fl(x) = ζ
lSl(x),
and construct the matrix function:
M(x) =


f0 f1 f2 . . . fm−2 fm−1
f1 f2 f3 . . . fm−1 −f0
f2 f3 f4 . . . −f0 −f1
...
...
...
. . .
...
...
fm−1 −f0 −f1 . . . −fm−3 −fm−2

 .
Then the algebraic identity satisfied by functions Sl is:
detM(x) = (−1)m−1.
Example 3.5. When m = 2 we see that:
M =

f0 f1
f1 −f0


and thus we have
detM = −f20 − f
2
1 = −1,
and this is equivalent to
S20 + S
2
1 = 1,
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which is just the familiar identity:
sin2(x) + cos2(x) = 1.
Example 3.6. Similarly we can get the corresponding equations for other m as well
m = 3 : −S30(x) + S
3
1(x)− S
3
2(x) − 3S0(x)S1(x)S2(x) = 1
But for large m the polynomial is very complicated for example when m = 7 the corresponding
polynomial will contain 246 monomials. If we expand the functions Sj into power series and
compare the coefficients of each xn we can show the following result:
Corollary 3.7. For any integer such that 3|n, we can decompose n into sum of three non-
negative integers n = k1 + k2 + k3. Then we have the following relation:
∑
A
1
k1!k2!k3!
= 3
∑
B
1
k1!k2!k3!
where in
∑
A we have k1, k2, k3 are congruent modulo 3 and in
∑
B we have k1, k2, k3 in three
different classes modulo 3.
Next recall that it is well known that for m = 2:
sin(x1 + x2) = sin(x1) cos(x2) + sin(x2) cos(x1).
It is then very natural to think if general relations hold for other m as well, and this is indeed
the case.
Theorem 3.8 (Summation formula). For any positive integer m, and any integer l between 0
and m− 1, Sl(x1 + x2) can be written as linear combination of Sl1(x1)Sl2(x2) where l1, l2 also
range over 0 to m− 1.
Remark 3.9. We can also obtain summation formula for general SPl functions with the same
method.
Proof. Recall by definition:
Sl(x)l=0,1,...,m−1 =
1
mηl
m−1∑
j=0
ζljeηζ
jx,
where ζ = e
2pii
m and η = e
pii
m . Then observe that:
k=m−1∑
k=0
1
m
ζrkSl(x1 + ζ
kx2) =
m−1∑
k=0
1
m2
ζrk
m−1∑
j=0
1
ηl
ζljeηζ
jx1eηζ
j+kx2
=
m−1∑
j=0
m−1∑
k=0
1
m2
ζrk
1
ηl
ζljeηζ
jxeηζ
j+kx2
=
1
m2ηl
m−1∑
j=0
ζlj+r(m−j)eηζ
jx1
m−1∑
k=0
ζrk−r(m−j)eηζ
j+kx2 .
In the sum of k from 0 to m− 1 we can change the sum of k from −j to −j +m − 1 and the
result is unchanged as the terms in the sum is periodic with period m. The result of the sum of
k is then:
m−1∑
k=0
ζrk−r(m−j)eηζ
j+kx2 =
m−1∑
k=0
ζr(k−j)−r(m−j)eηζ
j+(k−j)x2
=
m−1∑
k=0
ζrkeηζ
kx2
= mηkSk(x2).
8 HAN YU
Then we can go on computing the sum:
m−1∑
j=0
ζlj+r(m−j)eηζ
jx1
m−1∑
k=0
ζrk−r(m−j)eηζ
j+kx2 = m2ηk+(l−r)mS(l−r)m(x1)Sk(x2),
where the notation (n)m is the smallest non negative number of the form n+ km.
In all we have:
k=m−1∑
k=0
1
m
ζrkSl(x1 + ζ
kx2) = η
k+(−r)mS(l−r)m(x1)Sk(x2).
The above relation holds for any r, and for r = 0, 1, 2, ...,m− 1 we got m− 1 linear independent
equations because the coefficient matrix is actually a Vandermonde matrix and it is easily seen
to be non-singular. We can solve the equation and write Sl(x1 + x2) as a linear combination of
Sl(x1)Sl′(x2) with l, l
′ ranging over 0, 1, 2...m− 1. 
4. An application of generalized trigonometric functions: Evaluating series of
rational function
Let f(n) = Q(n)P (n) be a rational function where P,Q are polynomials with complex coefficients.
Then we can study the sum
∞∑
n=0
f(n)
We know the series converges when degQ < degP − 1 and in this case we can use partial
decomposition to write
f(n) =
m∑
k=1
bk
(n+ rk)sk
for suitable integers m, sk and numbers bk, rk. Then we can use polygamma function ψ
(m)(z)
which is defined to be the m-th derivative of the gamma function:
ψ(m)(z) =
dm+1
dzm+1
ln Γ(z)
and it is well known that:
ψ(m)(z) = (−1)m+1m!
∞∑
n=0
1
(z + n)m+1
therefore we have
∞∑
n=0
1
(n+ z)m+1
= (−1)m+1
ψ(m)(z)
m!
.
In this way we can express any infinite sum of rational functions by linear compositions of
values of polygamma functions. Further, if the rational function f(n) has a partial fractional
decomposition mentioned above with the coefficients sk = 1 and rk are rational then from the
results in [D.H75] we get the following results without polygamma functions involved:
∞∑
n=0
1
f(n)
=
∞∑
n=0
m∑
k=1
bk
(n+ rk)
=
∞∑
n=0
m∑
k=1
ck
(qkn+ pk)
=
m∑
k=1
qk−1∑
j=1
ck
qk
(1− e
−2piijpk
k ) log(1− e
−2piij
k ).
This formula is very useful when we want to determine whether a infinite sum of rational function
is transcendental by using the Baker’s logarithmic linear form see [ASST01] and [PP07].Note
that in [MS10] the same result was used to show that ’almost all’ the generalized Euler constants
are transcendental.
For general rational functions we do not have such nice result but if we consider the two sided
sum:
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lim
k→∞
k∑
n=−k
f(n),
then it is possible by using residue theorem of the following integral and letting N →∞:
I(N) =
∫
RN
pi cot(piz)
Q(z)
dz,
where RN is the rectangle with vertex (N+0.5)(±1±i), the result will be some liner combination
of cot(pirk) for rk being the roots of polynomial Q over C. A special case when f(n) = n
2k − 1
was considered in [Bun79] to show that:
∑
|n|≥2
1
n2k − 1
= 2−
δ
2s
− pii
s−1∑
σ=1,σ 6=s/2
rσ
e2piir
σ
+ 1
e2piir
σ − 1
where r = e
pii
s and δ = 1 for odd s and δ = 2 for even s.
For some easy polynomials for example f(n) = n2, there are several different proofs of the
following fact which can be found in [Cha03]
∞∑
n=1
1
n2
=
pi2
6
.
There are two ’standard textbook proofs’, the one using the residue theorem mentioned above
and the other one using Dirichlet’s theorem of Fourier series. The residue method can be easily
altered to compute the series of general rational function. Compare to this, finding a Fourier
series argument is more difficult but such a method can lead us to a more detailed understanding
of series of rational functions. Here we present a Fourier series method of computing series of
rational functions as an application of later defined generalized trigonometric functions.
It turns out that the following functions will be useful:
RPl (x) =
m∑
j=1
1
e−irjpi − eirjpi
TPl,je
−irjx
It is easy to compute the Fourier series:
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cP−n,l =
1
2pi
∫ pi
−pi
RPl (x)e
inxdx
=
(−1)n
2pii
m∑
j=1
TPl,j
1
n− rj
=
(−1)n
2piiP (n)
m−2∑
k=0
m∑
j=1
T
p
l,j(−1)
m−k−1
∑
m-k-1-tuples without j
nk
+
(−1)n
2piiP (n)
m∑
j=1
TPl,jn
m−1
=
(−1)n
2piiP (n)
m−2∑
k=0
m∑
j=1
T
p
l,j(−1)
m−k−1(
∑
m-k-1-tuples
−
∑
m-k-1-tuples with j
)nk
+
(−1)n
2piiP (n)
m∑
j=1
TPl,jn
m−1
=
(−1)n
2piiP (n)
m−2∑
k=0
m∑
j=1
T
p
l,j(−1)
m−k−1((−1)m−k−1ak+1 − T
p
m−k−1,j)n
k
+
(−1)n
2piiP (n)
m∑
j=1
TPl,jn
m−1
=
m−1∑
k=0
(−1)n
Cl,kn
k
P (n)
where Cl,k are suitable coefficients, and together they form am×(m+1) matrix. We denote this
matrix C(P ) as the m×m matrix by taking the firstm rows, namely, Cl,k with l, k = 0, ..., k−1.
It depends only on polynomial P .
Definition 4.1. For any polynomial P ∈ C[x] the matrix C(P ) obtained as above is called the
associated matrix of P .
Now we can use Dirichlet’s theorem to obtain:
RPl (pi) +R
P
l (−pi)
2
=
∑
n∈Z
cP−n,l
=
∑
n∈Z
m−1∑
k=0
Cl,kn
k
P (n)
=
m−1∑
k=0
Cl,k
∑
n∈Z
nk
P (n)
As l ranges over 0, 1, 2...m− 1 we can get m linear equations of m numbers
∑
n∈Z
nk
P (n)
, k = 0, 1, ..,m− 1
and similarly:
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RPl (0) =
∑
n∈Z
cP−n,l(−1)
n
=
∑
n∈Z
m−1∑
k=0
(−1)n
Cl,kn
k
P (n)
=
m−1∑
k=0
Cl,k
∑
n∈Z
(−1)n
nk
P (n)
.
We can get m linear equations with m numbers:
∑
n∈Z
(−1)n
nk
P (n)
, k = 0, 1, ...,m− 1.
Therefore we get the following conclusion:
Theorem 4.2. Let P ∈ C[x]. If the associated matrix C(P ) is non degenerate and if the
following series converges:∑
n∈Z
nk
P (n)
,
∑
n∈Z
(−1)n
nk
P (n)
, k = 0, 1, ..,m− 1
then they are in the number field:
Q(i, pi,R, E)
where R is the set of roots of polynomial P and E is the set consisting of e−irpi for r the root of
P . And we can find the expression explicitly.
5. Examples of evaluating series of rations functions
We first consider a special case when P (x) = x3 + x2 + 1. Then we can write down the
generalized trigonometric functions associated with P as follows,
RPl (x) =
3∑
j=1
1
e−irjpi − eirjpi
TPl,je
−irjx
where r1, r2, r3 are the roots of x
3 + x2 + 1 = 0. We can compute the TPl,j explicitly:
TP0,j = 1
TP1,j = rj
TP2,j = −rj − r
2
j
and now we can consider the following series:
Ak =
∞∑
−∞
nk
n3 + n2 + 1
, Bk =
∞∑
−∞
(−1)n
nk
n3 + n2 + 1
for k = 0, 1, 2. The matrix C(P ) is
C(P ) =
1
2pii

 3 2 0−1 0 −3
0 3 2


and we have
C(P )

B2B1
B0

 =

RP0 (0)RP1 (0)
RP2 (0)


therefore we obtain:
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
B2B1
B0

 = C(P )−1

RP0 (0)RP1 (0)
RP2 (0)


This is an explicit formula for series
Bk =
∞∑
−∞
(−1)n
nk
n3 + n2 + 1
∞∑
−∞
(−1)n
n2
n3 + n2 + 1
=
2pii
31
3∑
j=1
9− 4rj − 6r
−1
j
e−irjpi − eirjpi
∞∑
−∞
(−1)n
n
n3 + n2 + 1
=
2pii
31
3∑
j=1
2 + 6rj + 9r
−1
j
e−irjpi − eirjpi
∞∑
−∞
(−1)n
1
n3 + n2 + 1
=
2pii
31
3∑
j=1
−3− 9rj + 2r
−1
j
e−irjpi − eirjpi
and similarly we can get also formulas for
Ak =
∞∑
−∞
nk
n3 + n2 + 1
∞∑
−∞
n2
n3 + n2 + 1
=
pii
31
3∑
j=1
(9− 4rj − 6r
−1
j )
e−irjpi + eirjpi
e−irjpi − eirjpi
∞∑
−∞
n
n3 + n2 + 1
=
pii
31
3∑
j=1
(2 + 6rj + 9r
−1
j )
e−irjpi + eirjpi
e−irjpi − eirjpi
∞∑
−∞
1
n3 + n2 + 1
=
pii
31
3∑
j=1
(−3− 9rj + 2r
−1
j )
e−irjpi + eirjpi
e−irjpi − eirjpi
We discussed section 3 a special class of rescaled generalized trigonometric functions Sl asso-
ciated with P (x) = xm − 1. Just as the general case, we can compute the Fourier coefficients of
Sl and use Dirichlet’s theorem. In order to state the result, we make some temporary notations:
1 : ∆l = Sl(pi)− Sl(−pi), l ∈ {0, 1, . . . ,m− 1}.
2 : (n)m is the smallest non negative number of the form n+ km.
3 : J lk = η
m−1−k−l+(m−1−k+l)m∆(m−1−k+l)m , k, l ∈ {0, 1, . . . ,m− 1}.
4 : For all natural number n, Ml(n) =
{
−2ilnl if l is even
−2im+lnm+l if l is odd
Then we have the following results:
Sl(0) = −
1
2pi
J l0 +
1
2pi
∑
n≥1
(−1)n
m−1∑
k=0
(−1)kJ lk
Mk
n2m + 1
,
Sl(pi) + Sl(−pi)
2
= −
1
2pi
J l0 +
1
2pi
∑
n≥1
m−1∑
k=0
(−1)kJ lk
Mk
n2m + 1
.
Then assume that we can solve the above 2m linear equations we can find the value of all the
sums of form ∑
n≥1
n2k
n2m + 1
(±1)n.
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Now our problem is to show that we can indeed solve the equations, namely, the non-
singularity of the following matrix:
Am[lk] = (−1)
k+1J lk(i)
k+m(k)2 .
Here we indexed the matrix from 0 instead of the usual convention 1. Now it is enough to
conclude the computation by showing that matrix Am is non degenerate for any positive integer
m (not only for odd integers).
Theorem 5.1. Matrix Am defined as above is not degenerate for any positive integer m.
Proof. We want to show that the determinant of Am defined by following formula is non van-
ishing:
Am[lk] = (−1)
k+1J lk(i)
k+m(k)2 .
We can ignore the coefficients (−1)k+1(i)k+m(k)2 because those will just affect the determinant
by multiplying ±1. We can write down the matrix explicitly:
J lk = η
m−1−k−l+(m−1−k+l)m∆(m−1−k+l)m ,
J =


η2m−2∆m−1 η
2m−4∆m−2 η
2m−6∆m−3 . . . η
2∆1 η
0∆0
ηm−2∆0 η
2m−4∆m−1 η
2m−6∆m−2 . . . η
2∆2 η
0∆1
ηm−2∆1 η
m−4∆0 η
2m−6∆m−1 . . . η
2∆3 η
0∆2
...
...
...
. . .
...
...
ηm−2∆m−2 η
m−4∆m−3 η
m−6∆m−4 . . . η
2−m∆0 η
0∆m−1


Then we see that we can factor out some powers of η and this will only affect the determinant
by some power of η. This power is m2+2+4+6+ ...+2m which is a multiple of m. Therefore
the power of η being factored out is actually ±1. It is then enough to show that the following
matrix is non degenerate:


−∆m−1 −∆m−2 −∆m−3 . . . −∆1 ∆0
∆0 −∆m−1 −∆m−2 . . . −∆2 ∆1
∆1 ∆0 −∆m−1 . . . −∆3 ∆2
...
...
...
. . .
...
...
∆m−2 ∆m−3 ∆m−4 . . . ∆0 ∆m−1

 .
Now
∆l =
1
mηl
m−1∑
j=0
ζlj(eηζ
jpi − e−ηζ
jpi)
It is convenient to write the above matrix in terms of ηl∆l:


−η−(m−1)ηm−1∆m−1 −η
−(m−2)ηm−2∆m−2 . . . −η
−1η1∆1 η
0η0∆0
η0η0∆0 −η
−(m−1)ηm−1∆m−1 . . . −η
−2η2∆2 η
−1η1∆1
η−1η1∆1 η
0η0∆0 . . . −η
−3η3∆3 η
−2η2∆2
...
...
...
. . .
...
η−(m−2)ηm−2∆m−2 η
−(m−3)ηm−3∆m−3 . . . η
0η0∆0 η
m−1η−(m−1)∆m−1


similarly we can factor out some powers of η which is again ±1. So it is enough to show that
the following matrix is non-degenerate:
J ′ =


ηm−1∆m−1 η
m−2∆m−2 η
m−3∆m−3 . . . η
1∆1 η
0∆0
η0∆0 η
m−1∆m−1 η
m−2∆m−2 . . . η
2∆2 η
1∆1
η1∆1 η
0∆0 η
m−1∆m−1 . . . η
3∆3 η
2∆2
...
...
...
. . .
...
...
ηm−2∆m−2 η
m−3∆m−3 η
m−4∆m−4 . . . η
0∆0 η
m−1∆m−1


We have the relation:
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mηl∆l =
m−1∑
j=0
ζlj(eηζ
jpi − e−ηζ
jpi),
which actually defines a linear transformation from numbers eηζ
jpi − e−ηζ
jpi to numbers mηl∆l
, the matrix of this linear transformation is:
ζ
lj
{l,j=0,...m−1}.
This is a Vandermonde matrix and the determinant is not zero because the ζll=0,1,...,m−1 are all
different.
We see that:
mmJ ′ = V J ′′,
where V is a Vandermonde matrix:
V =


1 1 1 . . . 1 1
1 ζ1 ζ2 . . . ζm−2 ζm−1
1 ζ2 ζ4 . . . ζ2(m−2) ζ2(m−1)
...
...
...
. . .
...
...
1 ζm−1 ζ2(m−1) . . . ζ(m−2)(m−1) ζ(m−1)(m−1)


Then after denoting aj = e
ηζjpi − e−ηζ
jpi we see that:
J ′′ =


a0 a0 . . . a0 a0 a0
ζm−1a1 ζ
m−2a1 . . . ζ
2a1 ζ
1a1 a1
ζ2(m−1)a2 ζ
2(m−2)a2 . . . ζ
4a2 ζ
2a2 a2
...
...
...
...
...
...
ζ(m−1)(m−1)am−1 ζ
(m−1)(m−2)am−1 . . . ζ
2(m−1)am−1 ζ
m−1am−1 am−1


= a0a1a2...am−1


1 1 . . . 1 1 1
ζm−1 ζm−2 . . . ζ2 ζ1 1
ζ2(m−1) ζ2(m−2) . . . ζ4 ζ2 1
...
...
...
...
...
...
ζ(m−1)(m−1) ζ(m−1)(m−2) . . . ζ2(m−1) ζm−1 1


Now it is clear that a0a1...am−1 6= 0, and all the Vandermonde matrices have non-zero
determinant and the conclusion follows. 
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