In this work we develop the a priori and a posteriori error analyses of a mixed finite element method for Darcy's equations with porosity depending exponentially on the pressure. A simple change of variable for this unknown allows to transform the original nonlinear problem into a linear one whose dual-mixed variational formulation falls into the frameworks of the generalized linear saddle point problems and the fixed point equations satisfied by an affine mapping. According to the latter, we are able to show the well-posedness of both the continuous and discrete schemes, as well as the associated Cea estimate, by simply applying a suitable combination of the classical Babuška-Brezzi theory and the Banach fixed point Theorem. In particular, given any integer k ≥ 0, the stability of the Galerkin scheme is guaranteed by employing Raviart-Thomas elements of order k for the velocity, piecewise polynomials of degree k for the pressure, and continuous piecewise polynomials of degree k+1 for an additional Lagrange multiplier given by the trace of the pressure on the Neumann boundary. Note that the two ways of writing the continuous formulation suggest accordingly two different methods for solving the discrete schemes. Next, we derive a reliable and efficient residualbased a posteriori error estimator for this problem. The global inf-sup condition satisfied by the continuous formulation, Helmholtz decompositions, and the local approximation properties of the Raviart-Thomas and Clément interpolation operators are the main tools for proving the reliability. In turn, inverse and discrete inequalities, and the localization technique based on triangle-bubble and edge-bubble functions are utilized to show the efficiency. Finally, several numerical results illustrating the good performance of both methods, confirming the aforementioned properties of the estimator, and showing the behaviour of the associated adaptive algorithm, are reported.
Introduction
The understanding and accurate rendering of fluid velocities and pressure of the porous medium is of key importance in diverse applications covering for instance, groundwater pollution, mezoscale blood flows, filters design, enhanced oil recovery, carbon dioxide sequestration, and many others. In case of negligible relaxation time, and under relatively small permeability, it is possible to model the fluid flow in rigid porous media employing the well-known Darcy's law [22] which relates pressure gradient of the fully saturated porous medium with the velocity of the viscous incompressible fluid (volumetric flux). This model can be regarded as a starting point in the study of more involved and complex flow phenomena, and a myriad of numerical methods in different flavors and with increasingly appealing features has emerged in the past few decades. In particular, the development of suitable numerical methods for solving the Stokes-Darcy and related coupled problems, including porous media with cracks, the incorporation of the Brinkman equation in the model, and linear as well as nonlinear behaviors, has become a very active research area during the last decade (see, e.g. [13] , [23] , [25] , [26] , [31] , [32] , [37] , [48] , [55] and the references therein).
Our objective in this paper is to propose, analyze and implement a family of mixed finite element methods targeted to simulate the more general case where the porosity of the medium may depend explicitly (and exponentially) on the pressure, turning the classical Darcy's equations into a nonlinear system of equations. Indeed, the fact that the viscosity of a fluid could depend on pressure is very well established. For instance, as early as 1893, Barus was aware of these dependences [11] , suggesting an exponential dependence of the viscosity on the pressure, i.e., µ(p) = µ 0 e βp , µ 0 > 0, β ≥ 0 , where µ 0 and β are constants, with µ 0 having the dimension of viscosity and β the dimension inverse to that of the pressure. This pressure-dependent viscosity would lead to a drag coefficient α(p) of the form α(p) = α 0 e βp , α 0 ≥ 0 .
We refer to [50] for a generalization of the classical Brinkman equation considering the dependence on pressure of the viscosity and the drag coefficient. More precisely, in this work we are interested in the case in which the dissipation due to the drag at the pores is much larger than the dissipation due to the shear in the bulk fluid. Such a specific problem has been introduced in [47] and some attempts to approximate the system have been proposed lately. In fact, in [6] the authors present optimal error estimates for a spectral discretization of this system which takes into account the axisymmetry of the domain and of the flow. On the other hand, in [33] the authors consider first the simplified model in which the exponential law defining the porosity is truncated above and below by positive constants, whose corresponding solvability and regularity analysis was previously developed in [6] , and propose a primal finite element scheme with polynomial approximations of degrees k − 1 and k for velocity and pressure, respectively. Then, the case of a fully exponential porosity is analyzed in the second part of [33] , where, under the heuristic assumption that the resulting model has at least one solution, a suitable change of variables involving only the pressure allows to split the problem into two consecutive linear systems, which are discretized by slight variants of the method from the first part. Numerical results show the good performance of this approach. However, further regularity on the right-hand side datum needs to be assumed in order to derive a Robin-type boundary condition yielding the well-posedness of the continuous formulation. More recently, a strategy based on a posteriori error analysis and leading to an automatic identification of the subdomain where the pressure presents high variations, has been proposed in [2] . In this way, the iterative method needed to handle the nonlinear term is only applied in that region whereas the permeability is approximated by a constant in the remaining part. The resulting simplified model is then discretized in [2] by spectral elements as in [6] , [7] , and [21] . Other related works include [41] , [42] , and [18] , where least squares and variational multiscale discretizations of Darcy's equations with pressure dependent viscosity have been extensively studied, and those referring to the nonlinear Darcy's system given by the well-known Forchheimer model (see, e.g. [35] , [44] , and [45] ).
Here we also consider the Darcy model with a fully exponential porosity from the second part of [33] , assume again the heuristic hypothesis concerning the existence of solution, and apply the same change of variables employed there, but instead of a primal method, we opt for using the dual-mixed approach. As a consequence, the mixed boundary conditions arising from the transformation become readily employable and hence there is no need of additional regularity on the data nor of deriving any other boundary condition. In addition, the velocity unknowns of both problems coincide and the original pressure is recovered by a simple postprocessing formula depending only on the pressure of the transformed model. Moreover, the resulting dual-mixed variational formulation can be written as a generalized linear saddle point problem, and also as a fixed point equation satisfied by an affine mapping whose linear component is given by the solution of a usual linear saddle point problem. The first way of writing the continuous formulation emphasizes the fact that in this case the change of variables transforms the original nonlinear problem into a single linear one, whereas the second way allows us to show the well-posedness of both the continuous and discrete problems, as well as the associated Cea estimate, by simply combining the classical Babuška-Brezzi theory with the Banach fixed point Theorem. In addition, the above suggests two different numerical methods for the Galerkin scheme, namely a fixed point iterative procedure solving symmetric systems each time, and a direct solver of a single non-symmetric system.
Next, we derive a reliable and efficient residual-based a posteriori error estimator for the transformed problem and show the satisfactory performance of our method by means of several numerical tests. We remark that the application of adaptive algorithms based on a-posteriori error estimates aims to identify the regions with singularities or high gradients, so that further refinements are applied there at each stage, thus improving the convergence behavior of the Galerkin solutions of linear and nonlinear boundary value problems. The global estimator is normally represented by a quantity θ depending on local estimators θ T defined on each element T of a given triangulation of the domain. Then, θ is said to be reliable (resp. efficient) if there exists C rel > 0 (resp. C eff > 0), independent of the meshsizes, such that
where h.o.t. is a generic expression denoting one or several terms of higher order. While the list of references on a-posteriori error analysis for mixed formulations of linear and nonlinear problems is nowadays quite extensive, which includes several important contributions in recent years, most of the main ideas and associated techniques employed can be found in [3] , [4] , [14] , [17] , [30] , [52] , [54] , and the references therein. In particular, the first corresponding results for elliptic partial differential equations of second order, which consider a-posteriori error estimators of explicit residual type, the solution of local problems, and the eventual derivation of reliability and efficiency properties, among other issues, go back to [52] , [4] , [14] and [17] . To this respect, we just mention here that the main tools for reliability and efficiency, which will also be employed below in Section 5, include Helmholtz decompositions, the localization technique based on bubble functions, discrete trace and inverse inequalities, and the approximation properties of the Clément interpolant.
The rest of this paper is organized as follows. We end this section with some notations to be used below. Section 2 introduces the nonlinear Darcy problem, which after a change of variables is written in mixed form. In Section 3 we derive the variational mixed formulation of the problem and establish its unique solvability using a fixed point argument. Section 4 is concerned with the construction and well-posedness analysis of a general Galerkin scheme for the discrete approximation of the modified problem, and we provide examples of finite element subspaces satisfying the underlying assumptions. A detailed residual-based a posteriori error analysis is carried out in Section 5, written specifically for the two-dimensional case. Finally, several examples are provided in Section 6, illustrating the accuracy of the aforementioned numerical methods, confirming the reliability and efficiency of the a posteriori error estimator previously derived, and showing the good performance of the associated adaptive algorithm.
In what follows we utilize standard simplified terminology for Sobolev spaces and norms. In 
is standard in the realm of mixed problems (see [15] ). Finally, we employ 0 to denote a generic null vector (including the null functional and operator), and use C and c, with or without subscripts, bars, tildes or hats, to denote generic constants independent of the discretization parameters, which may take different values at different places.
The model problem
Let Ω ⊆ IR d be a bounded domain (d ∈ {2, 3}) with Lipschitz-boundary. The boundary of this domain is divided in two portions Γ D and Γ N , such that Γ D ∩ Γ N = ∅ and |Γ D | > 0, on which different types of boundary conditions will be imposed. We are interested in the model governing the flow of an incompressible fluid through a porous solid that can be derived within the context of mixtures, following e.g. [47] . The Cauchy stress T of the fluid is given by
where P denotes the pressure of the fluid, I is the identity matrix of IR d , −P I is the indeterminate part of the stress due to the constraint of incompressibility, µ is the viscosity and D denotes the symmetric part of the velocity gradient, i.e.,
where U is the velocity of the fluid. The balance of linear momentum for the fluid, is given by
where div is the usual divergence operator div acting row-wise, F is the interaction between the solid and the fluid, namely the frictional resistance at the pores of the solid on the fluid that is flowing. We shall assume that virtual mass effects, lift, and Basset forces can be neglected so that the only interaction mechanism is that due to the drag, that is
where α is the pressure dependent permeability of the medium. Moreover, if the dissipation due to the drag at the pores is much larger than the dissipation due to the shear in the bulk fluid, it is reasonable to simplify the Cauchy stress to T = − P I .
We refer the reader to [51] for a thermodynamic basis for the derivation of models for flows through porous media and their generalizations. It follows from the previous relations, on neglecting the inertial term, that the appropriate governing equations supplemented by mixed boundary conditions are
where f ∈ L 2 (Ω) and g ∈ H −1/2 00 (Γ N ) (see below for a definition of this space). Throughout this paper we also assume that α depends exponentially on P , that is, there exist constants α 0 , γ > 0 such that
Hence, we rewrite the first equation of (2.1) as:
so that, assuming heuristically that (2.1) has at least one solution, and defining the new unknowns u := U and p := e −γP − 1 in Ω , we can recast (2.1) in the form 
Alternatively, H (Γ N ), respectively, and · , · Γ N stands for the corresponding duality pairing with respect to the L 2 (Γ N ) inner product.
The variational formulation
Multiplying by v ∈ H(div; Ω) the first equation of (2.2), integrating by parts, and introducing the additional unknown λ := − p| Γ N ∈ H 1/2 00 (Γ N ), we get
In turn, from the second equation of (2.2) we have
and imposing the Neumann condition in a weak fashion, we get
In this way, we obtain the following saddle point problem: Find (u, (p, λ)) ∈ H × Q such that
where
00 (Γ N ), and a : H × H → IR and b : H × Q → IR are the bounded bilinear forms defined by
Note that actually (3.1) can be rewritten as:
where b 1 : H × Q → IR is the bounded bilinear form defined by 4) and b 2 = b (cf. (3.2)), which constitutes a particular example of the generalized Babuška-Brezzi theory developed in [12] . Nevertheless, for easiness of the analysis, in what follows we do not adopt this approach, but rather apply a combination of the classical Babuška-Brezzi theory and the Banach fixed point Theorem.
We now assume additionally that f ∈ L ∞ (Ω). Then, it is clear that, given r ∈ L 2 (Ω), the linear functionals F r : H → IR, F : H → IR and G : Q → IR defined by
and
and 8) which shows that F r ∈ H ′ , F ∈ H ′ and G ∈ Q ′ . Also, there clearly holds
with a = α 0 γ and b = 1. In addition, the kernel of b can be readily characterized as:
with α := α 0 γ, and it is quite standard to see that there exists β > 0 such that (cf. [27, Section 2.
In other words, a(·, ·) is V -elliptic and b(·, ·) satisfies the continuous inf-sup condition on H × Q.
Consequently, we can introduce the affine operator T :
as the unique solution of (3.1) when p is replaced by r on the right hand side of (3.1) 1 , that is
In this way, our original problem (3.1) can be rewritten as:
that is, to find a fixed point of T , for which, as announced previously, we aim next to apply the Banach fixed point Theorem. To this end we first observe, from the superposition principle, that
where (u 0 , (p 0 , λ 0 )) ∈ H × Q is the unique solution of the auxiliary problem 13) and S : H × Q → H × Q is the linear operator that, given (w, (r, η)) ∈ H × Q, defines
as the unique solution of (3.10) with F and G replaced by null functionals, that is
Note here that (3.12) confirms the term affine given in advance to T .
Furthermore, the continuous dependence result for (3.13) and (3.15) establishes the existence of a same constantC :=C( a , α, β) > 0 such that
In particular, (3.17) and (3.6) yield
and hence, given (w 1 , (r 1 , η 1 )), (w 2 , (r 2 , η 2 )) ∈ H × Q, we can use (3.12) to find that
which shows that T is a contraction whenever
We have thus proved the following result.
. Then, there exists a unique (u, (p, λ)) ∈ H × Q solution of our variational formulation (3.1). Moreover, there holds
Proof. According to the foregoing analysis, the unique solvability of (3.1) follows straightforwardly from the Banach fixed point Theorem, and hence it only remains to show (3.18) . For this purpose, we first observe, using (3.11) and (3.12), that
which, thanks to the triangle inequality and the estimates (3.16) and (3.17), leads to
In turn, it is clear from (3.6), (3.7), and (3.8), that
which, together with (3.19), yield the inequalities in (3.18) and complete the proof.
In particular, if we assume in Theorem 3.1 that
The converse of the derivation of (3.1) is provided now. More precisely, the following theorem establishes that the unique solution of (3.1) solves the original boundary value problem (2.2). This result is employed later on in Section 5.3 to show the efficiency of the a posteriori error estimator derived previously in Section 5.2.
Proof. It follows by applying integration by parts backwardly in (3.1) and then using suitable test functions. We omit further details.
The Galerkin scheme 4.1 Main results
Let H h and Q h be finite dimensional subspaces of H and Q, respectively, and consider the Galerkin scheme:
Then, we let V h be the discrete kernel of b, that is 2) and assume that there exists α > 0, independent of h, such that
In addition, we also suppose that there exists β > 0, independent of h, such that
Specific finite element subspaces H h and Q h satisfying (4.3) and (4.4) will be indicated below in Section 4.2. Then, introducing corresponding discrete operators
analogously to the definitions given for the continuous case (cf. (3.9), (3.12), (3.14)), we find that (4.1) is equivalent to the fixed point equation:
Hence, employing basically the same arguments from the proof of Theorem 3.1, we deduce the following result.
, where C := C( a , α, β) is the continuous dependence constant for the discrete problems defining (u h,0 , (p h,0 , λ h,0 )) and the operator S h . Then, there exists a unique (u h , (p h , λ h )) ∈ H h × Q h solution of (4.1), and there holds
On the other hand, in order to derive the Cea estimate for (4.1), we now take arbitrary functionals
h , and consider the following continuous and discrete problems:
The corresponding Strang-type error estimate for (P) and (P h ) establishes in this case (cf. [49] ) that
Hence, applying (4.5) and (4.6) to the continuous and discrete schemes given by (3.1) and (4.1), which means taking
G := G, and G h := G| Q h , we deduce, with the constants C 1 , C 2 , C 3 , and C 4 suggested by (4.5) and (4.6), that
where, according to (3.6),
Then, replacing (4.8) into (4.7), and assuming that
we can write, in particular
and therefore we can assert that
Summarizing, and bearing in mind Theorems 3.1 and 4.1, we can state the following main result.
whereC =C( a , α, β) > 0 and C = C( a , α, β) > 0 are the continuous dependence constants specified above. Then, the continuous and discrete problems (3.1) and (4.1) have unique solutions
Specific finite element subspaces
We now assume that Ω is a polyhedral region of IR d and proceed to define explicit finite element subspaces of H := H(div; Ω) and
00 (Γ N ) satisfying the V h -ellipticity (4.3) and the discrete inf-sup condition (4.4) . For this purpose, we let {T h } h>0 be a shape-regular family of dscretizations ofΩ into triangles T (in IR 2 ) or tetrahedra T (in IR 3 ) of diameter h T , with meshsize h := max h T : T ∈ T h , and such that the partitions of Γ N and Γ D inherited from T h coincide onΓ D ∩Γ N . Also, given an integer k ≥ 0 and a subset S of IR d , we denote by P k (S) the space of polynomials defined in S of total degree at most k. Then, for each integer k ≥ 0 and for each T ∈ T h , we recall the definition of the local Raviart-Thomas space of order k as (see, e.g. [15] , [49] )
. . .
and, according to the notation introduced in Section 1,
Then, given an integer k ≥ 0, we define the finite element subspace H h for the approximation of u ∈ H(div; Ω) as the global Raviart-Thomas space of order k, that is,
In turn, the finite element subspace for the pressure p is given by the global space of piecewise polynomials of degree ≤ k, that is
Next, in order to define the finite element subspace for λ, we first let Γ N,h be the partition of Γ N inherited from the triangulation T h , and define the meshsize h N := max |e| : e ∈ Γ N,h . Note here that e denotes either edges of triangles (in IR 2 ) or faces of tetrahedra (in IR 3 ). Then, we let Γ N,h be another partition of Γ N , independent of Γ N,h , and defineh N := max |e| : e ∈ Γ N,h . Then, for the same integer k ≥ 0 employed in the definitions (4.9) and (4.10), we introduce
and then set 
, and hence the V h -ellipticity of a (cf. (4.3)) follows straightforwardly from the free divergence property satisfied by this subspace. Though it is not required by any subsequent analysis, we notice that the second condition defining V h does not necessarily imply that v h · ν vanishes on Γ N for each v h ∈ V h . Now, concerning the discrete inf-sup condition for b (cf. (4.4) ), we omit detailed explanations and just observe that it actually follows from a slight modification of the analysis provided in [9, Lemma 3.1, 3.2, and 3.3] for the case k = 0 in IR 2 . More precisely, assuming additionally that {T h } h>0 is quasiuniform in a neighborhood of Γ N , the arguments from [9] can be easily extended to IR d (d ∈ {2, 3}) and for any integer k ≥ 1, thus showing the existence of constants C 0 ∈ ]0, 1] and β > 0, both independent of h andh, such that (4.4) holds whenever h N ≤ C 0hN . Certainly, this restriction on the meshsizes should be incorporated in the statements of Theorems 4.1 and 4.2 when the subspaces H h and Q h,h given by (4.9) and (4.12) are employed.
In addition to the foregoing discussion, it is important to remark that a simplification in the definition of the finite element subspace for λ is possible in the two-dimensional case when k = 0. In fact, let us first assume, without loss of generality, that the number of edges of Γ N,h is an even number. The case of an odd number of edges is easily reduced to the even one by replacing any particular pair of adjacent edges by a single edge. Then, we let Γ N,2h be the partition of Γ N arising by joining pairs of adjacent elements of Γ N,h , and define 13) so that instead of Q h,h we now set We end this description of specific finite element subspaces by mentioning that, for practical purposes, particularly for the implementation of the examples reported below in Section 6, the restriction on the meshsizes required by the discrete inf-sup condition (4.4) (for k ≥ 1 in IR 2 , and for k ≥ 0 in IR 3 ) is verified in an heuristic sense only. More precisely, since the constant C 0 involved there is actually unknown, we simply assume C 0 = 1/2 and consider a partition Γ N,h with a meshsizeh N given approximately by the double of h N . The numerical results to be provided in that section will confirm the suitability of this choice.
A posteriori error analysis
In this section we derive a reliable and efficient residual based a posteriori error estimator for (4.1). For simplicity, we restrict our analysis to the two-dimensional case with k = 0, which means that throughout this section our finite element subspaces H h , Q p h , and Q λ h are given by (4.9) (with k = 0), (4.10) (with k = 0), and (4.13), respectively. Minor modifications allow to extend our approach to higher polynomial approximations and to IR 3 . We begin by introducing several notations. We let E h be the set of all edges of the triangulation T h , and given T ∈ T h , we let E(T ) be the set of its edges. Then we write
, where E h (Ω) := {e ∈ E h : e ⊆ Ω}, E h (Γ D ) := {e ∈ E h : e ⊆ Γ D }, and analogously for E h (Γ N ). In what follows, h e stands for the length of a given edge e. Also, for each edge e ∈ E h we fix a unit normal vector ν e := (ν 1 , ν 2 ) t , and let s e := (−ν 2 , ν 1 ) t be the corresponding fixed unit tangential vector along e. However, when no confusion arises, we simple write ν and s instead of ν e and s e , respectively. Now, let v ∈ L 2 (Ω) such that v| T ∈ C(T ) on each T ∈ T h . Then, given T ∈ T h and e ∈ E(T ) ∩ E h (Ω), we denote by [ 
Next, letting (u h , (p h , λ h )) ∈ H h × Q h be the unique solution of (4.1), we denote
and define for each T ∈ T h the a posteriori error indicator:
and introduce the global a posteriori error estimator
Note here that the inclusion of the expression g − u h · ν 2 0,e in the definition of θ 2 T requires the Neumann datum to be smoother than H −1/2 00
Then, the following theorem constitutes the main result of this section.
, and that they are piecewise polynomials on T h and Γ N,h , respectively, for each h > 0. Let (u, (p, λ)) ∈ H × Q and (u h , (p h , λ h )) ∈ H h × Q h be the unique solutions of (3.1) and (4.1), respectively. Then, there exist constants C rel > 0 and C eff > 0, independent of h, such that
We remark that when f and g are not both piecewise polynomials, then additional higher order terms (h.o.t.) arising from suitable polynomial approximations of these functions will appear in (5.3). Now, the reliability and efficiency estimates, that is the upper and lower bounds in (5.3), are derived below in Sections 5.2 and 5.3, respectively. To this end, we first provide some preliminary results.
Preliminary results
In this section we provide several useful results concerning the Clément and Raviart-Thomas interpolation operators, and the Helmholtz decomposition of vector fields in H(div; Ω).
Clément interpolator
Let I h : H 1 (Ω) → X h be the Clément interpolation operator (cf. [20] ), where
The local approximation properties of I h are summarized in the following lemma.
Lemma 5.2. There exist c 1 , c 2 > 0, independent of h, such that for all ϕ ∈ H 1 (Ω) there holds
Proof. See [20] .
Helmholtz decomposition
Lemma 5.3. For each v ∈ H(div; Ω) there exist ζ ∈ H 1 (Ω) and ϕ ∈ H 1 (Ω), with Ω ϕ = 0, such that v = ζ + curl ϕ in Ω and
where C is a positive constant independent of v.
Proof. We proceed as in [24, Lemma 3.4 ] (see also [29, Section 3.2.2]) by introducing first a convex domain Ω containingΩ. Then, given v ∈ H(div; Ω), we define q ∈ L 2 ( Ω) by
and let z ∈ H 1 0 ( Ω) be the unique solution of the boundary value problem:
The elliptic regularity result for (5.5) guarantees that actually z ∈ H 2 ( Ω) and
It follows that ζ := ∇z| Ω belongs to
Next, since div(v − ζ) = 0 in Ω, and Ω is connected, there exists (cf. [34, Theorem 3.1]) ϕ ∈ H 1 (Ω), with Ω ϕ = 0, such that v − ζ = curl ϕ. Note that this identity, combined with the equivalence between ϕ 1,Ω and |ϕ| 1,Ω , and (5.6) imply that
which, together with (5.6) again, yields (5.4).
Raviart-Thomas interpolator
Let Π h : H 1 (Ω) → H h be the usual Raviart-Thomas interpolation operator, which is characterized by the identity
It is easy to show, using (5.7), that
where P h is the L 2 (Ω)-orthogonal projector onto Q p h (cf. (4.10)).
Lemma 5.4. Π h satisfies the following approximation properties
and 
Reliability of the a posteriori error estimator
We first rely on our continuous variational formulation (rewritten as (3.3) -(3.4)) and the associated continuous dependence estimate (3.20) . In fact, assuming certainly that
, it is easy to show that (3.20) is equivalent to the global inf-sup condition
for all (w, (r, η)) ∈ H × Q. Hence, we have the following preliminary estimate for the error.
Lemma 5.5. Let (u, (p, λ)) ∈ H × Q and (u h , (p h , λ h )) ∈ H h × Q h be the unique solutions of (3.1) and (4.1), respectively. Then, there exists a constant C > 0, independent of h, such that
where E ∈ H ′ is an operator defined by 12) and satisfies
Proof. Applying (5.11) to the error (w, (r, η)) := (u, (p, λ h )) − (u h , (p h , λ h )), we arrive at
Note here, according to the first equation of (3.3), that the above expression defining E coincides with the one given in (5.12). Next, taking into account that
we apply the supremum in (5.13) and arrive at
Now, from the definition of b 2 = b and the second equation of (3.3), we find that
and therefore
Finally, it is clear from the first equation of (4.1) that E(v h ) = 0 ∀ v h ∈ H h , which finishes the proof.
In order to complete the derivation of the a posteriori error estimate, we need to obtain suitable upper bounds for E H ′ and for the Neumann residual g − u h ·ν 0;−1/2,Γ N . We proceed first with the norm of the functional E, for which we make use in what follows of the Helmholtz decomposition and the Clément and Raviart-Thomas interpolation operators introduced in Section 5.1 . More precisely, given v ∈ H, we know from Lemma 5.3 that there exist ζ ∈ H 1 (Ω) and ϕ ∈ H 1 (Ω), such that v = ζ + curl ϕ in Ω and
(5.14)
Hence, we let ϕ h := I h (ϕ) and introduce what we call the discrete Helmholtz decomposition
which clearly belongs to H h . In this way, and recalling from Lemma 5.5 that E(v h ) = 0, we can write
where, according to (5.12), the definitions of F , a, and b (cf. (3.5) and (3.2)), and (5.1), we have
Hence, using (5.8), the fact that p h | e ∈ P 0 (e) for each e ∈ E h (Γ N ), (5.7), and the obvious identity div curl(ϕ − ϕ h ) = 0, we deduce from (5.16) that
Consequently, in order to estimate |E(v)| in terms of residual terms and v H , we now proceed to get suitable upper bounds for each one of the above two expressions. We begin with the following lemma.
Lemma 5.6. There exists C > 0, independent of h, such that
where θ
Proof. We first notice that the fact that
, and then
which, together with (5.17), gives
In this way, employing the Cauchy-Schwarz inequality, the approximation properties (5.9) and (5.10), and then the estimate (5.14), we deduce from the above expression that
h e λ h + p h Lemma 5.7. There exists C > 0, independent of h, such that
0,e .
(5.22)
Proof. Since
we find, integrating by parts and using that
and hence, we get from (5.18) that
Now, integrating by parts on each T ∈ T h , we obtain
which replaced back into (5.23), leads to
Then, applying Cauchy-Schwarz inequality and the approximation properties of the Clément interpolator (cf. Lemma 5.2), and then using that the number of elements of ∆(T ) is bounded independently of T ∈ T h , it follows that
In turn, proceeding similarly and taking into account now that the number of elements of ∆(e) is bounded independently of e ∈ E h (Ω)
, we arrive at
Next, following basically the same arguments, we obtain
h e r(u h , p h ; f ) · s As a straightforward consequence of identity (5.15) and Lemmas 5.6 and 5.7, we deduce the following upper bound for E H ′ .
Lemma 5.8. There exists C > 0, independent of h, such that
where θ 2 T and θ 2 T are given by (5.20) and (5.22), respectively.
In order to complete the upper bound for (u, (p, λ)) − (u h , (p h , λ h )) H×Q provided by Lemma 5.5, it only remains to estimate the Neumann residual g − u h · ν 0;−1/2,Γ N . For this purpose, we now assume that g ∈ L 2 (Γ N ), which certainly yields g − u h · ν ∈ L 2 (Γ N ). Hence, taking q h = 0 in the second equation of (4.1), we get 
Efficiency of the a posteriori error estimator
In this section we show the efficiency of our a posteriori error estimator θ. In other words, we provide upper bounds depending on the actual errors for the eight terms defining the local indicator θ 2 T (cf. (5.2) ). The easiest one is the first term, for which, thanks to the incompressibility condition div u = 0 in Ω (cf. Theorem 3.2), there holds
The derivation of the corresponding upper bounds for the remaining terms in (5.2) is performed next. To this end, we proceed as in [17] and [28] , and apply the localization technique based on triangle-bubble and edge-bubble functions, together with extension operators, discrete trace and inverse inequalities. Therefore, we now introduce further notations and preliminary results. Given T ∈ T h and e ∈ E(T ), we let ψ T and ψ e be the usual triangle-bubble and edge-bubble functions, respectively (see [54, eqs. (1.5) and (1.6)]), which satisfy:
ii) ψ e | T ∈ P 2 (T ), ψ e = 0 on ∂T \ e, supp(ψ e ) ⊆ w e := ∪{T ′ ∈ T h : e ∈ E(T ′ )}, and 0 ≤ ψ e ≤ 1 in w e .
We also know from [53] that, given k ∈ N∪{0}, there exists an extension operator L : C(e) → C(T ) that satisfies L(p) ∈ P k (T ) and L(p)| e = p for all p ∈ P k (e). Additional properties of ψ T , ψ e and L are collected in the following lemma.
Lemma 5.9. Given k ∈ N ∪ {0}, there exist positive constants c 1 , c 2 , and c 3 , depending only on k and the shape regularity of the triangulations (minimum angle condition), such that for each T ∈ T h and e ∈ E(T ), there hold The following inverse and discrete trace inequalities are also employed.
Lemma 5.10. Let k, l, m ∈ N ∪ {0} such that l ≤ m. Then there exists c > 0, depending only on k, l, m and the shape regularity of the triangulations, such that for each T ∈ T h there holds
Proof. See [19, Theorem 3.2.6].
Lemma 5.11. There exists C > 0, depending only on the shape regularity of the triangulations, such that for each T ∈ T h and e ∈ E(T ), there holds
In turn, the following lemma, whose proof makes use of Lemmas 5.9 and 5.10, will be required for the terms involving curl r(u h , p h ; f ) and the tangential jumps of r(u h , p h ; f ) across the edges of T h . Lemma 5.12. Let ρ h ∈ L 2 (Ω) be a piecewise polynomial of degree k ≥ 0 on each T ∈ T h , and let ρ ∈ L 2 (Ω) be such that curl(ρ) = 0 in Ω. Then, there exist c, c > 0, independent of h, such that 35) and Furthermore, as announced in the statement of Theorem 5.1, throughout the rest of this section we assume for simplicity that f and g are piecewise polynomials. The assumption on f is required by the next five lemmas in order to guarantee that r(u h , p h ; f ) and all the other residual expressions involving this term become piecewise polynomials as well. In this way, Lemmas 5.9 and 5.10 can be applied to each one of them when deriving the corresponding efficiency estimates. Similarly, the assumption on g insures that (g − u h · ν) shares the same property, which is needed below in the proof of our last lemma.
We now let r(u, p; f ) := γ f + γ p f − α 0 γ u in Ω, and notice from Theorem 3.2 that there holds r(u, p; f ) = − ∇p in Ω. In addition, it is easy to see that
and hence
We continue our efficiency analysis with the following lemma.
Lemma 5.13. There exist C 1 , C 2 > 0, independent of h, but depending on γ, α 0 , and
38)
Proof. Since curl r(u, p; f ) = − curl ∇p = 0 in Ω, it suffices to apply Lemma 5.12 to ρ = r(u, p; f ) and ρ h = r(u h , p h ; f ), and then employ the estimate (5.37).
The efficiency estimate for the remaining residual term on each T ∈ T h is given next.
Lemma 5.14. There exists C 3 > 0, independent of h, but depending on γ, α 0 , and f ∞,Ω , such that
39)
Proof. It is similar to the proof of [28, Lemma 20] . Given T ∈ T h we denote γ T := r(u h , p h ; f ) in T . Applying (5.30) to γ T and then subtracting and adding r(u, p; f ), we find that
Next, taking into account that under the present choice of the space for p h (cf. (4.10) with k = 0) there holds ∇p h = 0 in each T ∈ T h , and integrating by parts, we obtain
which replaced back into (5.40) leads to
Hence, applying the Cauchy-Schwarz inequality and the inverse estimate (5.33), and performing some minor simplifications, we deduce from (5.41) that
Finally, (5.37) and (5.42) imply the required inequality (5.39) and finish the proof.
We now estimate the residual term involving the tangential derivative of λ h .
Lemma 5.15. There exists C 4 > 0, independent of h, but depending on γ, α 0 , and f ∞,Ω , such that
where, given e ∈ E h (Γ N ), T e is the triangle of T h having e as an edge.
Proof. We adapt the proof of [28, Lemma 22] . In fact, given e ∈ E h (Γ N ) we first let
Then, thanks to (5.31) and the extension operator L : C(e) → C(T ), we obtain that
ψ e γ e dλ h ds .
Next, integrating by parts and then subtracting and adding r(u, p; f ) = − ∇p in Ω, we find that
where ·, · ∂Te denotes the duality pairing between H −1/2 (∂T e ) and H 1/2 (∂T e ). In this way, using that p = −λ in Γ N (cf. Theorem 3.2), we arrive at 00 (e) stands for the space of traces on e of those elements in H 1 (T e ) whose traces vanish on ∂T e \e. Now, since ψ e γ e ∈ H 1/2 00 (e) for each e ∈ E h (Γ N ), we can write
where γ is the piecewise polynomial defined by γ| e := h e ψ e γ e on each e ∈ E h (Γ N ). Then, applying the boundedness of the tangential derivative
(Γ N ) (cf. [43] ), employing the inverse estimate γ 0;1/2,Γ N ≤ c h −1/2 γ 0,Γ N (cf. [8, 46] ), which certainly makes use of the quasi-uniformity of Γ N,h , and using that h e ≤ h and 0 ≤ ψ e ≤ 1, we deduce that
On the other hand, applying Cauchy-Schwarz inequality, the inverse estimate (5.33), the fact that h e ≤ h T , the inequality ψ e L(γ e ) 0,Te ≤ c h We remark that the estimate provided by the previous lemma is going to be the only nonlocal bound of the present efficiency analysis. Moreover, it is the only one needing to assume the quasi-uniformity of Γ N,h . However, in the following lemma we show that, under an additional regularity assumption on λ, but without requiring any quasi-uniformity condition, a local estimate can be derived.
Lemma 5.16. Assume that λ| e ∈ H 1 (e) for each e ∈ E h (Γ N ). Then there exists C 5 > 0, independent of h, but depending on γ, α 0 , and f ∞,Ω , such that for each e ∈ E h (Γ N ) there holds
where T e is the triangle of T h having e as an edge.
Proof. Similarly as in the proof of [28, Lemma 23] , it suffices to reconsider the local estimate (5.44), and observe that, as a consequence of the Cauchy-Schwarz inequality, the last term of it is bounded by d ds (λ − λ s ) 0,e γ 0,e . The rest follows exactly as in the last part of the proof of Lemma 5.15. We omit further details.
We now deal with the last term involving the residual r(u h , p h ; f ).
Lemma 5.17. There exists C 6 > 0, independent of h, but depending on γ, α 0 , and f ∞,Ω , such that for each e ∈ E h (Γ D ) there holds 47) where T e is the triangle of T h having e as an edge.
Proof. We proceed as in the proof of [28, Lemma 21] . In fact, given e ∈ E h (Γ D ) we denote γ e := r(u h , p h ; f )·s on e. Since p = 0 on Γ D (cf. Theorem 3.2), we observe that r(u, p; f )·s = (−∇p)·s = 0 on Γ D , and hence r(u h , 
Now, integrating by parts and using that curl r(u, p; f ) = curl − ∇p = 0 in Ω, we find that
In turn, thanks to the fact that 0 ≤ ψ e ≤ 1 and (5.32), we have that We end our analysis with the upper bounds for the terms involving the trace of p and the Neumann boundary condition on Γ N .
Lemma 5.18. There exists C 7 > 0, independent of h, but depending on γ, α 0 , and f ∞,Ω , such that for each e ∈ E h (Γ N ) there holds
where T e is the triangle having e as an edge.
Proof. It is an adaptation of the proof of [28, Lemma 24] . Indeed, applying the triangle inequality, the fact that λ = − p on Γ N (cf. Theorem 3.2), and the discrete trace inequality (5.34), we easily obtain that for each e ∈ E h (Γ N ) there holds
Now, bearing in mind that ∇p h = 0 on each T ∈ T h , recalling that ∇p = r(u, p; f ), and then subtracting and adding r(u h , p h ; f ), we deduce that
Hence, employing (5.37) and the upper bound for h 2 Te r(u h , p h ; f ) 2 0,Te given by Lemma 5.14, we conclude from (5.52) and (5.53) the required inequality (5.51), which finishes the proof.
Lemma 5.19. There exists C 8 > 0, independent of h, such that for each e ∈ E h (Γ N ) there holds 54) where T e is the triangle of T h having e as an edge.
Proof. We adapt the proof of [28, Lemma 25] . In fact, given e ∈ E h (Γ N ), we let γ e := g − u h · ν on e. Then, employing (5.31), the fact that u · ν = g on Γ N (cf. Theorem 3.2), and the extension operator L : C(e) → C(T ), and then integrating by parts in T e , we deduce that
Next, applying Cauchy-Schwarz inequality, the fact that 0 ≤ ψ e ≤ 1, the relation (5.32) and the inverse estimate (5.33), we find that
Te u − u h 0,Te + div(u − u h ) 0,Te γ e 0,e , which, using that h e ≤ h Te , leads to
thus providing (5.54) and finishing the proof.
We end this section by remarking that the efficiency of θ follows straightforwardly from the estimate (5.29) and Lemmas 5.13 throughout 5.19.
Numerical results
In this section we present several numerical examples showing the performance of the mixed finite element scheme (4.1), confirming the reliability and efficiency of the a posteriori error estimator θ derived in Section 5, and illustrating the behavior of the associated adaptive algorithm. We consider the specific finite element subspaces defined in Section 4.2 with k = 0. More precisely, we take (4.9), (4.10), and (4.13) in IR 2 , whereas (4.9), (4.10), and (4.11) are employed in IR 3 . We begin by introducing additional notations. The variable N stands for the number of degrees of freedom defining the finite element subspaces H h and Q h (equivalently, the number of unknowns of (4.1)), and the individual and global errors are denoted by: , where (u, (p, λ)) ∈ H × Q and (u h , (p h , λ h )) ∈ H h × Q h are the unique solutions of (3.1) and (4.1), respectively. Note that, according to the estimates for the interpolation of Sobolev spaces (cf. . Furthermore, we define the effectivity index eff(θ) := e/θ , and we let r(u), r(p), r(λ), and r be the experimental rates of convergence given by
where h and h ′ denote two consecutive meshsizes with errors e and e ′ , respectively. However, when Algorithm 1 is applied (see details below), the expression log(h/h ′ ) is replaced by − 1 2 log(N/N ′ ), where N and N ′ denote the corresponding degrees of freedom of each triangulation. In addition, we denote the postprocessing error associated to the inverse change of variables needed to recover the original pressure field P from p h , and its associated rate as e(P ) = P + γ −1 log(p h + 1) 0,Ω and r(P ) := log(e(P )/e ′ (P )) log(h/h ′ ) .
Algorithm 1 Mesh adaptation procedure 1: Set i = 0 and construct an initial mesh T h 0 2: for i = 0, . . . , i max do
3:
Solve the discrete problem (4.1) on the current mesh T h i using Algorithm 2
4:
for T ∈ T h i do
5:
Compute the error indicator θ T associated to T using (5.2)
break 8:
continue 10:
Refine T according to the blue-green strategy 13: end if 14: end for
15:
Update the mesh T h i ← T h i+1 16: end for Following the analysis of the discrete problem, here a classical Picard (fixed point) algorithm is employed to treat (4.1), which ensures linear convergence [36] . The iterations are stopped when the L 2 −norm of the pressure residual attains a chosen tolerance ǫ f p . The main steps are summarized in Algorithm 2.
In what follows we describe the examples to be considered, where the accuracy is assessed using the manufactured solution approach. In Example 1 we consider the domain Ω := (0, 1) 2 with Γ D = (0, 1) × {0} and Γ N = ∂Ω \ Γ D , and choose f and g so that the exact solutions of (2.1) and (2.2) are given by the smooth functions
We set α 0 = 0.1, γ = 10 and study the accuracy of the discretization using piecewise constant approximations for the pressure field, RT 0 approximations for velocities, and piecewise linear approximations for the Lagrange multiplier. Computed errors, convergence rates, effectivity indexes, and number of fixed point iterations to convergence are displayed in the top rows of Table 6 .1. We observe optimal orders of convergence for all quantities and we notice that a fixed point tolerance of ǫ f p = 1e − 8 is met, in average, at around twelve Picard iterations. On the bottom part of Table 6 .1 we display the convergence history associated to an implementation of the discrete counterpart of the non-symmetric equivalent linear problem (3.3). For the former (and for all remaining examples) we employ a conjugate gradient solver, whereas for the latter we use the unsymmetric multi-frontal direct solver for if res(j) < ǫ f p or j ≥ j max then 8:
else 10:
end if 12: end for sparse matrices (UMFPACK). Since individual errors, effectivity indexes, and convergence rates are almost identical between the two methods, one could choose any of the two approaches. Here we focus on the first one, mainly since it corresponds to the scheme analyzed in the previous sections and its solution consists of solving symmetric systems. Nevertheless, the second one is certainly appealing from the computational viewpoint. For this example we display approximate velocity components, and original and modified pressures obtained on the finest level (using a mesh of 313041 vertices and 626080 elements) in Figure 6 with c = 0.025, satisfying the homogeneous boundary condition on Γ D . Both pressure and velocity fields exhibit singularities close to the origin. This example is utilized to illustrate the behavior of the adaptive algorithm associated with θ, which is summarized in Algorithm 1 (see [54] ). The corresponding error history for a quasi-uniform and an adaptive refinement strategy are reported in Table 6 .2. In both cases we observe that, in comparison with Example 1, more fixed point iterations are needed to achieve the same tolerance. From the first part of the table, one also notices that the iteration count (based on a pressure residual) is largely affected by the presence of singularities. We also observe a hindered convergence, particularly of the Lagrange multiplier (in comparison with that of the previous example) as well as a much lower and oscillating effectivity index. These anomalies are amended by the adaptive strategy: In the bottom part of Table 6 .2 we observe almost optimal convergence rates for all fields and, for the same fixed point tolerance, an average iteration count closer to the one reported in Table 6 .1. This is also evidenced from Figure 6 .2, where we plot the total error e versus the degrees of freedom for both refinement strategies and observe suboptimal convergence N h e(u) r(u) e(p) r(p) e(λ) r(λ) e(P ) r(P ) eff(θ) iter Table 6 .1: Example 1: Experimental convergence for the mixed finite element approximation of the Darcy problem (2.2) and postprocessed pressure P h = γ −1 log(p h + 1) on a sequence of uniformly refined triangulations of Ω = (0, 1) 2 , using a fixed point formulation with symmetric iterations (top) and a linear non-symmetric formulation (bottom). Here we have considered the parameters α 0 = 0.1, γ = 10.
(approximately of O(h 3/4 )) for the quasi-uniform refinement. In addition, snapshots of the adapted meshes at different stages of the algorithm are displayed in Figure 6 .3, exhibiting concentration of the adaptation procedure near the origin, which is the zone of highest gradients and which is well captured by the error estimator. We also show the approximate solutions on the finest level obtained with the same family of finite elements as in the previous example (see Figure 6 .4). Finally, in Example 3 we illustrate the applicability and accuracy of the proposed numerical method in a three-dimensional scenario. For this we consider Ω = (0, 1) 3 where the Dirichlet boundary is the bottom lid of the cube Γ D = (0, 1) × (0, 1) × {0}, and the remaining faces constitute the Neumann boundary Γ N . We construct f , g so that the exact solutions of the original and auxiliary Darcy problems (2.2), (2. initial tetrahedral mesh of 8 vertices and 18 elements, we perform eight successive refinements and we compute experimental errors in different norms. Now we relax the fixed point tolerance to ǫ f p = 1e − 6 and observe that the average number of iterations to converge is 14. Optimal rates of convergence are evidenced from Table 6 .3. Approximate velocities and pressure obtained on the finest level (the corresponding mesh has 287496 vertices and 1698450 tetrahedral elements) are presented in Figure 6 .5. Table 6 .
2).
N h e(u) r(u) e(p) r(p) e(λ) r(λ) e(P ) r(P ) iter
