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Abstract
Let M2,1(F ) be the algebra of 3 × 3 matrices over an algebraically closed field F of
characteristic zero with non-trivial Z2-grading. We study the graded identities of this algebra
through the representation theory of the hyperoctahedral group Z2 ∼ Sn. After splitting the
space of multilinear polynomial identities into the sum of irreducibles under the Z2 ∼ Sn-
action, we determine all the irreducible Z2 ∼ Sn-characters appearing in this decomposition
with non-zero multiplicity. We then apply this result in order to study the graded cocharacter
of the Grassmann envelope of M2,1(F ).
Finally, using the representation theory of the general linear group, we determine all the
graded polynomial identities of the algebra M2,1(F ) up to degree 5.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let Mk(F) be the algebra of k × k matrices over a field F of characteristic zero.
The study of the polynomial identities satisfied by this algebra has been undertaken
by several authors (see for instance [3]) but only in the case k = 2 quite complete
results have been obtained.
In general, if an algebra A has a Z2-grading, then one can study its Z2-graded
identities and then one can try to relate them to the ordinary polynomial identities
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of A. Another important reason for studying the identities of Z2-graded algebras is
a structure theorem of Kemer asserting that any algebra A has the same identities
of those of the graded tensor product of a finite dimensional Z2-graded algebra with
the Grassmann algebra. In particular this process applied to the matrix algebras gives
rise to the so-called verbally prime algebras, which are the basic building blocks in
the theory of polynomial identities.
Concerning the algebra Mk(F), all Z2-gradings have been classified in case F is
algebraically closed (see [13]). In particular, it turns out that the algebra M3(F ) has
only one possible non-trivial Z2-grading and the study of the Z2-graded polynomial
identities of this algebra is the main objective of this paper. The algebra M3(F ) with
this grading is usually denoted M2,1(F ).
We study the graded identities of M2,1(F ) through the representation theory of the
hyperoctahedral group Z2 ∼ Sn. In particular the space of multilinear polynomial
identities in the first n even or odd variables has a natural structure of Z2 ∼ Sn-
module. We study the character of this module and, by splitting it into the sum of
irreducibles, we determine all the irreducible Z2 ∼ Sn-characters appearing in this
decomposition with non-zero multiplicity (see [1]). We then apply this result in order
to study the graded cocharacter of the Grassmann envelope of M2,1(F ).
In the second part of the paper, using the representation theory of the general lin-
ear group, we determine all the graded polynomial identities of the algebra M2,1(F )
up to degree 5.
2. Generalities: the Z2 ∼ Sn-action and the GL × GL-action
Throughout this paper, we shall denote by F a field of characteristic zero and
by A an associative Z2-graded algebra (or superalgebra) over F . Recall that A is
Z2-graded with grading (A(0), A(1)) if A has the vector space decomposition A =
A(0) ⊕ A(1) such that
A(0)A(0) + A(1)A(1) ⊆ A(0) and A(0)A(1) + A(1)A(0) ⊆ A(1).
The elements of A(0) and of A(1) are called homogeneous of degree zero (or even
elements) and of degree one (or odd elements), respectively.
Let F 〈X〉 be the free associative algebra on the countable set X = {x1, x2, . . .}.
Write X = Y ∪ Z, the disjoint union of two sets. If we denote byF0 the subspace
of F 〈Y ∪ Z〉 spanned by all monomials in the variables of X having even degree in
the variables of Z and byF1 the subspace spanned by all monomials of odd degree
in Z, then F 〈Y ∪ Z〉 =F0 ⊕F1 is a graded algebra with grading (F0,F1).
A polynomial f (y1, . . . , yn, z1, . . . , zm) ∈ F 〈Y ∪ Z〉 is a graded identity of A if
f (a1, . . . , an, b1, . . . , bm) = 0 for all a1, . . . , an ∈ A(0) and b1, . . . , bm ∈ A(1).
Let Idgr(A) denote the set of graded identities of A. Clearly Idgr (A) is a T2-
ideal of F 〈X〉, i.e., an ideal invariant under all endomorphisms η of F 〈X〉 such that
η(F0) ⊆F0 and η(F1) ⊆F1.
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It is well known that in characteristic zero every graded identity is equivalent to a
system of multilinear graded identities. Hence if we denote by
V
gr
n = SpanF {wσ(1) · · ·wσ(n) | σ ∈ Sn, wi = yi or wi = zi, i = 1, . . . n}
the space of all multilinear polynomials of degree n in y1, z1, . . . , yn, zn, (i.e., yi or
zi appears in each monomial at degree 1) the study of Idgr (A) is equivalent to the
study of V grn ∩ Idgr (A), for all n  1.
We act on V grn via the hyperoctahedral group Z2 ∼ Sn. Recall that if Z2 = {±1}
is the multiplicative group of order 2 and Sn is the symmetric group on {1, . . . , n},
then Z2 ∼ Sn = {(a1, . . . , an; σ) | ai ∈ Z2, σ ∈ Sn} with multiplication given by
(a1, . . . , an; σ) (b1, . . . , bn; τ) = (a1bσ−1(1), . . . , anbσ−1(n); στ).
The action of the group Z2 ∼ Sn on V grn is defined as follows: for
h = (a1, . . . , an; σ) ∈ Z2 ∼ Sn, hyi = yσ(i) and hzi = zaσ(i)σ (i) = zσ(i) or −zσ(i)
according as aσ(i) = 1 or −1, respectively. For every Z2-graded algebra A the vector
space V grn ∩ Idgr (A) is invariant under this action. Hence the space V grn (A) =
V
gr
n /(V
gr
n ∩ Idgr (A)) has a structure of left Z2 ∼ Sn-module. Its character,
denoted χgrn (A), is called the nth graded cocharacter of A and the sequence
{χgrn (A)}n1 is the graded cocharacter sequence of A.
It is well known that in characteristic zero there is a one-to-one correspond-
ence between irreducible Z2 ∼ Sn-characters and pairs of partitions (λ, µ), where
λ 	 r , µ 	 n − r , for all r = 0, . . . , n. We also write |λ| + |µ| = n in this case. If
χλ,µ denotes the irreducible Z2 ∼ Sn-character corresponding to (λ, µ) then, since
charF = 0, by complete reducibility we can write
χ
gr
n (A) =
∑
|λ|+|µ|=n
mλ,µχλ,µ, (1)
where mλ,µ  0 is the multiplicity of χλ,µ in the given decomposition.
In case the algebra A is finite dimensional, say dim A(0) = p and dim A(1) = q
then, by the superanalogue of [6, Lemma 1.2], the previous relation can be rewritten
as
χ
gr
n (A) =
∑
|λ|+|µ|=n
h(λ)p,h(µ)q
mλ,µχλ,µ, (2)
where h(λ) and h(µ) denote the height of the corresponding Young diagrams Dλ
and Dµ, respectively.
Let Fm〈Y ∪ Z〉 = F 〈y1, z1, . . . , ym, zm〉 denote the free associative superalgebra
in m even and m odd variables and let U = SpanF {y1, . . . , ym}, V =
SpanF {z1, . . . , zm}. The group GL(U) × GL(V )∼=GLm × GLm acts naturally on
the left on the space U ⊕ V and we can extend this action diagonally to get an action
on Fm〈Y ∪ Z〉.
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For every Z2-graded algebra A, the space Fm〈Y ∪ Z〉 ∩ Idgr (A) is invariant un-
der the above action, hence the space
Fm(A) = Fm〈Y ∪ Z〉/(Fm〈Y ∪ Z〉 ∩ Idgr (A))
has a structure of left GLm × GLm-module. Let Fnm be the space of all homogeneous
polynomials of degree n in the variables y1, . . . , ym, z1, . . . , zm. Then
Fnm(A) = Fnm/(Fnm ∩ Idgr (A))
is a GLm × GLm-submodule of Fm(A) and we denote its character by ψn(A).
It is well known that there is a one-to-one correspondence between irreducible
GLm × GLm-characters and pairs of partitions (λ, µ), where λ 	 r and µ 	 n − r ,
for all r = 0, . . . , n. If we denote by ψλ,µ the irreducible GLm × GLm-character
associated to the pair (λ, µ), then we have the following decomposition
ψn(A) =
∑
|λ|+|µ|=n
mλ,µψλ,µ. (3)
The Z2 ∼ Sn-module structure of V grn (A) and the GLm × GLm-module structure of
Fnm(A) are related by the following.
Theorem 1 ([9], Theorem 3). If the nth graded cocharacter of A has the decompos-
ition given in (1) and the GLm × GLm-character of Fnm(A) has the decomposition
given in (3) then mλ,µ = mλ,µ, for all λ,µ.
It is well known (see for instance [5, Theorem 12.4.12]) that any irreducible sub-
module of Fnm(A) corresponding to the pair (λ, µ) is cyclic and is generated by a
non-zero polynomial fλ,µ, called highest weight vector, of the form
fλ,µ(y1, . . . , yp, z1, . . . , zq)
=
λ1∏
i=1
Sthi(λ)(y1, . . . , yhi(λ))
µ1∏
i=1
Sthi(µ)(z1, . . . , zhi(µ))
∑
σ∈Sn
ασ σ, (4)
where ασ ∈ F , the right action of Sn on Fnm(A) is defined by place permutation,
hi(λ) (resp. hi(µ)) is the height of the ith column of the diagram Dλ (resp. Dµ) and
Str (x1, . . . , xr ) =
∑
τ∈Sr
(sgn τ)xτ(1) · · · xτ(r)
is the standard polynomial of degree r . If µ = ∅ then the highest weight vector
corresponding to the pair (λ, ∅), denoted by fλ, is the polynomial
fλ = fλ,∅ =
λ1∏
i=1
Sthi(λ)(y1, . . . , yhi(λ))
∑
σ∈Sn
ασ σ.
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In a similar way we define fµ, the highest weight vector corresponding to the pair
(∅, µ).
Let Tλ and Tµ be two Young tableaux. We denote by fTλ,Tµ the highest weight
vector obtained from (4) by considering the only permutation τ ∈ Sn such that the
integers τ(1), . . . , τ (h1(λ)), in this order, fill in from top to bottom the first column
of Tλ, τ(h1(λ) + 1), . . . , τ (h1(λ) + h2(λ)) the second column of Tλ, . . . , τ (h1(λ) +
· · · + hλ1−1(λ) + 1), . . . , τ (r) the last column ofTλ; also τ(r + 1), . . . , τ (r + h1(µ))
fill in the first column of Tµ, . . . , τ (r + h1(µ) + · · · + hµ1−1(µ) + 1), . . . , τ (n) the
last column of Tµ. As above we also define fTλ and fTµ .
The following remark is clear.
Remark 2. If
ψn(A) =
∑
|λ|+|µ|=n
mλ,µψλ,µ
is the GLm × GLm-character of Fnm(A), then mλ,µ /= 0 if and only if there exists a
pair of tableaux (Tλ, Tµ) such that the corresponding highest weight vector fTλ,Tµ is
not a graded polynomial identity for A.
3. On the graded cocharacters of M2,1(F )
In this section we study the graded cocharacters of M2,1(F ). Recall that M2,1(F )
is the algebra of 3 × 3 matrices over F with grading
M2,1(F )
(0) =

F F 0F F 0
0 0 F

 , M2,1(F )(1) =

0 0 F0 0 F
F F 0

 .
Recall that if A is an algebra, an ordinary polynomial identity for A is a polyno-
mial f (x1, . . . , xn) ∈ F 〈X〉 such that f (a1, . . . , an) = 0 for all a1, . . . , an ∈ A (see
[15]). In case A is Z2-graded, we can think of an ordinary polynomial identity as
a special type of graded identity in the variables y1 + z1, . . . , yn + zn. Let Id(A)
be the ideal of ordinary polynomial identities of A. If Vn = SpanF {xσ(1) · · · xσ(n) |
σ ∈ Sn}, then Vn/(Vn ∩ Id(A)) is an Sn-module under the permutation action. The
character of this module, denoted χn(A), is called the nth cocharacter of A.
If A and B are two algebras then it is well known and easy to see that Id(A ⊕
B) = Id(A) ∩ Id(B). Hence the following remark is clear.
Remark 3. M2,1(F )(0) ∼=M2(F ) ⊕ F . Therefore Id(M2,1(F )(0)) = Id(M2(F )).
Since dimFM2,1(F )(0) = 5 and dimFM2,1(F )(1) = 4, by relation (2) we have the
following decomposition
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χ
gr
n (M2,1(F )) =
∑
|λ|+|µ|=n
h(λ)5,h(µ)4
mλ,µχλ,µ. (5)
We start by considering only the multiplicities mλ,µ with µ = ∅. Since
Id(M2,1(F )(0)) = Id(M2(F )), if we denote by χn(M2(F )) =∑ λ	n
h(λ)4
m˜λχλ the
ordinary nth cocharacter of M2(F ), we have that m˜λ = mλ,∅, for all λ 	 n.
The multiplicities in χn(M2(F )) were computed by Formanek [8] and Drensky
[4]. From an easy inspection it follows that m˜λ /= 0 for all λ 	 n except when λ =
(14). In fact this last case corresponds to the fact that the standard polynomial of
degree 4 vanishes in M2(F ). Hence we have the following.
Lemma 4. In the nth graded cocharacter of M2,1(F ), given in (5), we have that
mλ,∅ = 0 if and only if either h(λ) = 5 or λ = (14).
A main tool in what follows is a technique of “gluing” horizontally two Young
diagrams given in [14] that we now describe.
Let λ = (λ1, . . . , λl) 	 s, µ = (µ1, . . . , µm) 	 t and let Dλ,Dµ be the corres-
ponding Young diagrams. If the last column of Dλ is larger than the first column of
Dµ then we can glue Dµ to the right of Dλ, getting a new Young diagram which we
denote by Dλ | Dµ. If we indicate by λ ∗ µ = (λ1 + µ1, . . . , λi + µi, . . .) 	 s + t ,
then Dλ | Dµ = Dλ∗µ.
We can also glue Young tableaux: let Tλ = Dλ(aij ) and Tµ = Dµ(bhk) be two
Young tableaux on Dλ and Dµ, respectively. Let Tµ + s = Dµ(bhk + s). We glue Tλ
and Tµ + s in a similar way: if the last column of Dλ is larger than the first column of
Dµ, we obtain a new tableau on Dλ∗µ, denoted by Tλ∗µ = Dλ(aij ) | Dµ(bhk + s),
by gluing Tµ + s to the right of Tλ.
By the result in [14, Corollary 1.5] we can easily determine fTλ∗µ . In fact we
have.
Remark 5. fTλ∗µ = fTλfTµ .
Now we consider only the multiplicities mλ,µ in (5) with λ = ∅. We have the
following result.
Lemma 6. In the nth graded cocharacter of M2,1(F ) given in (5), m∅,µ /= 0 for all
µ 	 n, h(µ)  4.
Proof. By Theorem 1 and Remark 2 it is enough to show that, for any µ 	 n,
there exists a tableau Tµ such that the corresponding highest weight vector
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fTµ(z1, . . . , zh(µ)) is not a graded polynomial identity for M2,1(F ). Now, for µ 	 n
we can write Dµ in the following form
Dµ =
m4
m3
m2
m1
where mi  0 is the number of columns of Dµ having height i. We decompose
Dµ into a finite number t of diagrams Dµi each having only one column. Let Tµi
be the standard tableau of Dµi obtained by filling the boxes downward with the
numbers 1, 2, . . . , h(µi), where h(µi) is the height of the ith column of Dµ. Then
fT
µi
(z1, . . . , zh(µi)) = Sth(µi)(z1, . . . , zh(µi)). From Remark 5 we have the follow-
ing decomposition
fTµ(z1, . . . , zh(µ))=fTµ1∗Tµ2∗···∗Tµt (z1, . . . , zh(µ))
=fT
µ1
(z1, . . . , zh(µ)) · · · fTµt (z1, . . . , zh(µt ))
=Stmh(µ)h(µ) (z1, . . . , zh(µ)) · · · Stm22 (z1, z2)zm11 .
Now we exhibit a non-zero evaluation of fTµ(z1, . . . , zh(µ)). Consider M1 = e13 +
e31, M2 = e31 + e32, M3 = e32 + e23, M4 = e23, where the eij ’s are the usual matrix
units. A direct computation shows that
fTµ(M1, . . . ,Mh(µ)) =
3∑
i,j=1
αij eij /= 0, (6)
where for all possible values of m1, . . . , mh(µ), h(µ)  4, there exist indices i, j ∈
{1, 2, 3} such that α1i /= 0 and α3j /= 0. Hence m∅,µ /= 0 for any µ 	 n. 
We now recall a result about the values of a polynomial in a given algebra.
For an F -algebra A, we denote by [A,A] the additive subgroup of A spanned by
all commutators [a, b], where a, b ∈ A. Also, given a polynomial f = f (x1, . . . ,
xn) ∈ F 〈X〉, let us denote by f (A) the linear span of all valuations f (a1, . . . , an)
with a1, . . . , an ∈ A. The following result holds.
Lemma 7. Let A be an F -algebra and let f = f (x1, . . . , xn) be a polynomial in
F 〈X〉 which is not an identity of A. Then f (A) is a Lie ideal of A. If A is a simple
algebra then either f (A) ⊆ Z(A), the center of A, or f (A) ⊇ [A,A].
The proof of the previous lemma can be found for instance in [11] and [10].
Now we consider the multiplicities in (5) with both λ /= ∅ and µ /= ∅.
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Lemma 8. For all λ /= ∅, µ /= ∅, with h(λ), h(µ)  4, we have that mλ,µ /= 0.
Proof. Let λ 	 r . Suppose first that λ /= (14). Since, by Lemma 4, mλ,∅ /= 0, there
exists a tableau Tλ such that the corresponding highest weight vector fTλ(y1, . . . ,
yh(λ)) is not an identity for M2,1(F )(0). Since M2,1(F )(0) is an associative sub-
algebra of M2,1(F ), then, by the previous lemma, fTλ(M2,1(F )(0)) is a Lie ideal
of M2,1(F )(0). Moreover, being M2,1(F )(0) a simple algebra, it follows that either
fTλ(M2,1(F )
(0)) ⊆ Z(M2,1(F )(0)) or fTλ(M2,1(F )(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)].
Notice that in case
fTλ(M2,1(F )
(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)],
then fTλ(M2,1(F )(0))  e11 − e22 = [e12, e21]. Hence, since fTλ is not an identity of
M2,1(F )
(0) in both cases there exist elements ai1 , . . . , aih(λ) ∈ M2(F ), (see Remark
3), i = 1, . . . , s, such that
s∑
i=1
αifTλ(ai1 , . . . , aih(λ) ) = e11 ± e22, (7)
where we take the + or the − sign according as fTλ(M2,1(F )(0)) ⊆ Z(M2,1(F )(0)) or
fTλ(M2,1(F )
(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)], respectively. IfTµ is the Young tableau
constructed in the proof of Lemma 6 with the integers r + 1, . . . , n, and M1, . . . ,
Mh(µ) are the 3 × 3 matrices introduced in the same proof, it follows that
s∑
i=1
αifTλ,Tµ(ai1 , . . . , aih(λ) ,M1, . . . ,Mh(µ))
=
s∑
i=1
αifTλ(ai1 , . . . , aih(λ) )fTµ(M1, . . . ,Mh(µ)).
From (6) and (7) we obtain that
s∑
i=1
αifTλ(ai1 , . . . , aih(λ) )fTµ(M1, . . . ,Mh(µ)) = (e11 ± e22)

 3∑
i,j=1
αij eij

 /= 0.
For this it follows that there exist ai1 , . . . , aih(λ) ∈ M2(F ) such that
fTλ,Tµ(ai1 , . . . , aih(λ) ,M1, . . . ,Mh(µ)) /= 0
and we are done in this case.
Suppose finally that λ = (14). Then µ 	 n − 4. In this case we write Dµ = Dµ |
Dµ, where Dµ consists of the first column of Dµ and Dµ consists of the remaining
ones. Since 1  h(µ)  4, µ will be equal to one of the following partitions
µ1 = (1), µ2 = (12), µ3 = (13), µ4 = (14).
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Consider the following pairs of tableaux:
T 1λ =
1
2
3
5
, Tµ1 = 4

 ,

T 2λ =
1
4
5
6
, Tµ2 =
2
3

 ,

T 3λ =
1
2
3
7
, Tµ3 =
4
5
6

 ,

T 4λ =
1
2
3
6
, Tµ4 =
4
5
7
8


and, for i = 1, . . . , 4, let T
µ
i be filled with the remaining integers as in Lemma 6. If
h(µ) = i, then let Tµ = Tµi∗µi and Tλ = T iλ . From Remark 5 we obtain
fTλ,Tµ(y1, . . . , y4, z1, . . . , zh(µ))
= f
T iλ ,Tµi
(y1, . . . , y4, z1, . . . , zh(µ))fT
µ
i
(z1, . . . , zh(µ))
= f
T iλ ,Tµi
(y1, . . . , y4, z1, . . . , zh(µ))St
mh(µ)
h(µ)
(z1, . . . , zh(µ)) · · · Stm22 (z1, z2)zm11 ,
where mj is the number of column of Tµ having height j . Consider N1 = e11, N2 =
e21, N3 = e12, N4 = (e22 + e33). It is easy to check by direct computation that
fTλ,Tµ(N1, . . . , N4,M1, . . . ,Mh(µ)) /= 0,
where M1, . . . ,Mh(µ) are the above matrices. Thus mλ,µ /= 0 also in this case and
we are done. 
Lemma 9. If µ /= ∅, h(µ)  4, we have that m(15),µ /= 0 if and only if µ /= (1).
Proof. Let λ = (15). If µ = (1) then, for any pair of tableaux (Tλ, Tµ), we claim
that fTλ,Tµ is a graded identity of M2,1(F ). In fact if Tµ = i , and i = 1, 2, 5 or
6, then fTλ,Tµ is a consequence of St4(y1, . . . , y4) and, so, an identity of M2,1(F ).
In case i = 3 or 4, since fTλ,Tµ is multilinear, it is enough to evaluate it on the eij ’s.
But, in this case, since z evaluates to ei3 or e3i in order to get a non-zero value, two
yi’s should evaluate to e33 and then the polynomial becomes zero being alternating
in the yi’s. This means (see Remark 2) that m(15),(1) = 0.
Suppose now that µ = (t), t  2. In this case we write Dµ = Dµ | Dµ, where
Dµ consists of the first two columns of Dµ and Dµ consists of the remaining ones.
Consider the following pair of tableaux:
Tλ =
1
2
3
5
7
, Tµ = 4 6


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and let Tµ be filled with the remaining integers in increasing order from left to right.
Then Tµ = Tµ∗µ and by Remark 5 we obtain
fTλ,Tµ(y1, . . . , y5, z1)=fTλ,Tµ(y1, . . . , y5, z1)fT µ(z1)
=fTλ,Tµ(y1, . . . , y5, z1)zm11 ,
where m1 is the number of column of Tµ. Consider N1 = e11, N2 = e21, N3 = e12,
N4 = e22, N5 = e33. By direct computation one checks that
fTλ,Tµ(N1, . . . , N5,M1) /= 0,
where M1 = e13 + e31. Thus m(15),(t) /= 0.
In order to complete the proof we only need to check the case µ /= (t), t  1.In
this case we write Dµ = Dµ | Dµ, where Dµ consists of the first column of Dµ and
Dµ consists of the remaining ones. Consider the following pairs of tableaux:
T
1
λ =
1
2
3
5
7
, Tµ1 =
4
6

 ,

T
2
λ =
1
3
5
6
7
, Tµ2 =
2
4
8

 ,

T
3
λ =
1
4
6
8
9
, Tµ3 =
2
3
5
7


and, for i = 1, . . . , 3, let T
µ
i be filled with the remaining integers as in the previous
lemma. By direct computation it is easy to check that
fTλ,Tµ(N1, . . . , N5,M1, . . . ,Mh(µ))
= fT iλ,Tµi (N1, . . . , N5,M1, . . . ,Mh(µ))St
mh(µ)
h(µ)
(M1, . . . ,Mh(µ)) · · ·Mm11 /= 0,
where i is the height of Dµ, mj is the number of column of Tµi having height i and
M1, . . . ,Mh(µ), N1, . . . , N5 are the above matrices. Thus m(15),µ /= 0 also in this
case and we are done. 
Now we prove the main result of this section.
Theorem 10. If
χ
gr
n (M2,1(F )) =
∑
|λ|+|µ|=n
h(λ)5,h(µ)4
mλ,µχλ,µ
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is the nth graded cocharacter of M2,1(F ), then mλ,µ = 0 if and only if (λ, µ) is
equal to ((14), ∅) or to ((15), (1)) or to (λ, ∅) with h(λ) = 5.
Proof. If µ = ∅ we have only even variables and, from Lemma 4, we obtain that
mλ,∅ /= 0 if and only if h(λ)  4 and λ /= (14). If λ = ∅ we have the odd case and,
by applying Lemma 6, we get m∅,µ /= 0 for any µ 	 n, h(µ)  4. Hence we may
assume that both λ /= ∅ and µ /= ∅. If h(λ)  4, by Lemma 8, we obtain that mλ,µ /=
0 for all λ and µ with h(µ)  4. Hence we may assume that h(λ) = 5 and, by Lemma
9, that λ /= (15). Let λ 	 r , µ 	 n − r . We divide the diagram Dλ horizontally into
two blocks, Dλ1 and Dλ2 , contained into two strips of height 4 and 1, respectively:
Dλ1 =
Dλ2 =
We shall split the proof into four distinct cases.
Case 1. The number of boxes of Dµ is odd.
Let Tµ be the Young tableau built as in the proof of Lemma 6 with the integers
λ5 + 1, . . . , λ5 + n − r . Then, if M1, . . . ,Mh(µ) are the matrices introduced above,
since Dµ has an odd number of boxes,
fTµ(M1, . . . ,Mh(µ)) =
3∑
i,j=1
αij eij ∈ M2,1(F )(1) (8)
and by (6) we have that α13 /= 0 and α3j /= 0 for some j ∈ {1, 2}. Let Tλ2 be the
Young tableau obtained by filling the boxes of Dλ2 with the integers 1, . . . , λ5 in
increasing order from left to right. Since λ1 /= (14) and h(λ1) = 4, by Lemma 4,
mλ1,∅ /= 0. Then there exists a tableau Tλ1 containing the integers λ5 + n − r +
1, . . . , n such that the corresponding highest weight vector fT
λ1
(y1, . . . , y4) is not
a graded identity for M2,1(F ). Then, as in the proof of Lemma 8, either fT
λ1
(M2,1
(F )(0)) ⊆ Z(M2,1(F )(0)) or fT
λ1
(M2,1(F )(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)]. In both
cases, since fT
λ1
is not a graded identity of M2,1(F ), there exist elements aj1 , . . . ,
aj4 ∈ M2(F ), j = 1, . . . , s, such that
s∑
j=1
βjfT
λ1
(aj1 , . . . , aj4) = e11 ± e22, (9)
where we consider the + or the − sign according as fT
λ1
(M2,1(F )(0)) is central or
contains the commutator ideal, respectively. Then, from (8) and (9), we get
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∑s
j=1 βjfTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ))
= e33fTµ(M1, . . . ,Mh(µ))
∑s
j=1 βjfTλ1 (aj1 , . . . , aj4)
= e33∑3i,j=1 αij eij (e11 ± e22) /= 0.
For this it follows that there exist aj1 , . . . , aj4 ∈ M2(F ) such that
fTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ)) /= 0
and we are done in this case.
Case 2. The number of boxes of Dµ is even and Dµ has at least one column of
height 1.
We write Dµ = Dµ|Dµ, where Dµ consists only of the last column of Dµ. Let Tµ
be the Young tableau containing the integer 1 and Tµ the Young tableau built as above
with the integers λ5 + 2, . . . , λ5 + n − r . Moreover let Tλ2 be the Young tableau
obtained by filling the boxes of Dλ2 with the integers 2, . . . , λ5 + 1 in increasing
order from left to right and let Tλ1 be the above Young tableau. Since Dµ has an odd
number of boxes, by (8) and (9) we get∑s
j=1 βjfTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ))
= M1e33fTµ(M1, . . . ,Mh(µ))
∑s
j=1 βjfTλ1 (aj1 , . . . , aj4)
= M1e33∑3i,j=1 αij eij (e11 ± e22) /= 0.
This says that there exist aj1 , . . . , aj4 ∈ M2(F ) such that
fTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ)) /= 0
and we are done in this case too.
Case 3. Dµ has an even number of boxes and at least one column of height 2
or 3.
Let Tµ be the Young tableau constructed as above with the integers λ5 + 1, . . . ,
λ5 + n − r − 1, n, Tλ2 the Young tableau containing the integers 1, . . . , λ5 in this
order, from left to right. Let also Tλ1 be a Young tableau containing the integers λ5 +
n − r, . . . , n − 1 such that the corresponding highest weight vector fT
λ1
(y1, . . . , y4)
is not a graded identity for M2,1(F ). Then, as we have seen, this implies that either
fT 1λ
(M2,1(F )(0)) ⊆ Z(M2,1(F )(0)) or fT
λ1
(M2,1(F )(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)].
Suppose first that fT
λ1
(M2,1(F )
(0)) ⊆ Z(M2,1(F )(0)). Let aj1 , . . . , aj4 ∈ M2(F ),
j = 1, . . . , s, be such that
s∑
j=1
βjfT
λ1
(aj1 , . . . , aj4) = e11 + e22. (10)
Then, by direct inspection one checks that
s∑
j=1
βjfTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ)) /= 0.
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This says that there exist aj1 , . . . , aj4 ∈ M2(F ) such that
fTλ,Tµ(e33, aj1 , . . . , aj4 ,M1, . . . ,Mh(µ)) /= 0
and we are done in case fT
λ1
(M2,1(F )(0)) ⊆ Z(M2,1(F )(0)).
Suppose now that fT
λ1
(M2,1(F )(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)].
In particular fT
λ1
(M2,1(F )(0))  e11 − e22 + e12 = [e12, e21] + [e12, e22]. Then
there exist ai1 , . . . , ai4 ∈ M2(F ), i = 1, . . . , s, such that
s∑
i=1
αifT
λ1
(ai1 , . . . , ai4) = e11 − e22 + e12
and a direct inspection shows that
∑s
i=1 αifTλ,Tµ(e33, ai1 , . . . , ai4 ,M1, . . . ,Mh(µ)) /= 0.
Thus there exist ai1 , . . . , ai4 ∈ M2(F ) such that
fTλ,Tµ(e33, ai1 , . . . , ai4 ,M1, . . . ,Mh(µ)) /= 0
and we are done in this case too.
Case 4. Dµ has an even number of boxes and only columns of height 4.
Let Tµ be the Young tableau constructed as above with the integers λ5 + 1, . . . ,
λ5 + 1 + 4(µ1 − 1), λ5 + 1 + 4(µ1 − 1) + (r − λ5) + 1, . . . , n in this order, Tλ2 the
Young tableau containing the integers 1, . . . , λ5 from left to right. Let also Tλ1 be
the Young tableau containing the integers λ5 + 1 + 4(µ1 − 1) + 1, . . . , λ1 + 1 +
4(µ1 − 1) + (r − λ5) such that fT
λ1
is not a graded identity of M2,1(F ). Then, this
implies that either fT 1λ (M2,1(F )
(0)) ⊆ Z(M2,1(F )(0)) or fT 1λ (M2,1(F )
(0)) ⊇
[M2,1(F )(0),M2,1(F )(0)]. As we have seen, in both cases there exist ai1 , . . . , ai4 ∈
M2(F ), i = 1, . . . , s, such that
s∑
i=1
αifT 1λ
(ai1 , . . . , ai4) = e11 ± e22,
where we take the + or the − sign according as fTλ(M2,1(F )(0)) ⊆ Z(M2,1(F )(0))
or fTλ(M2,1(F )
(0)) ⊇ [M2,1(F )(0),M2,1(F )(0)], respectively.
A direct computation shows that
s∑
i=1
αifTλ,Tµ(e33, ai1 , . . . , ai4,M1, . . . ,Mh(µ)) /= 0.
For this there exist ai1 , . . . , ai4 ∈ M2(F ) such that
fTλ,Tµ(e33, ai1 , . . . , ai4 ,M1, . . . ,Mh(µ)) /= 0
and the proof is complete. 
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4. On the graded cocharacters of M2,1(G)
In this section we want to use the result of the previous section in order to obtain
information on the Grassmann envelope of M2,1(F ).
We denote by G the Grassmann algebra of countable rank over F . Recall that G
is generated by the set {e1, e2, . . .} satisfying the relations
eiej = −ej ei, i, j = 1, 2, . . .
Let G(0) be the subspace of G generated by the monomials in the ei’s of even
length and G(1) the subspace generated by the monomials in the ei’s of odd length.
Then G = G(0) ⊕ G(1) is a Z2-graded algebra. For a Z2-graded algebra A = A(0) ⊕
A(1), the algebra G(A) = (A(0) ⊗ G(0)) ⊕ (A(1) ⊗ G(1)) is called the Grassmann
envelope of A. The importance of this construction is due to the fact that any vari-
ety of associative algebras can be generated by the Grassmann envelope of a finite
dimensional Z2-graded algebra [12, Theorem 1].
Also, by a theorem of Kemer, a very important role in the theory of varieties of
algebras is played by the verbally prime algebras. Recall that an algebra A is verbally
prime if its T -ideal of identities Id(A) has the following property:
if I1I2 ⊆ Id(A) then, either I1 ⊆ Id(A) or I2 ⊆ Id(A),
for any T -ideals I1, I2.
By the classification given in [12, Lemma 9], the Grassmann envelope of M2,1(F ),
denoted M2,1(G), is a verbally prime algebra. Hence
M2,1(G) =

G
(0) G(0) G(1)
G(0) G(0) G(1)
G(1) G(1) G(0)

 .
Let f be a multilinear polynomial of degree n. Then f can be represented in the
form
f =
∑
u
∑
σ∈Sn
ασ,uu1zσ(1)u2zσ(2) · · · zσ(n)un+1,
where the ui’s are words in only even variables, u = (u1, . . . , un+1) and ασ,u ∈ F.
Put
f ∗ =
∑
u
∑
σ∈Sn
(sgn σ)ασ,uu1zσ(1) · · · zσ(n)un+1.
If I is a T2-ideal, we denote by I ∗ the T2-ideal generated by the sets (I ∩ Vn)∗n1.
There exist results relating the algebra M2,1(F ) to its Grassmann envelope M2,1(G).
In particular, the T2-ideal of graded identities of M2,1(F ) is related to the T2-ideal of
graded identities of M2,1(G) by the following [12, Lemma 4].
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Lemma 11. Let I be the T2-ideal of graded identities of M2,1(F ). Then I ∗ is the
T2-ideal of graded identities of M2,1(G).
Another result relating their graded cocharacters is the following [2, Lemma 7].
Lemma 12. If the nth graded cocharacter of M2,1(F ) has the following decompos-
ition
χ
gr
n (M2,1(F )) =
∑
mλ,µχλ,µ
then
χ
gr
n (M2,1(G)) =
∑
mλ,µχλ,µ′ ,
where µ′ is the conjugate partition of µ.
Then by an easy application of Theorem 10, we have.
Theorem 13. The nth graded cocharacter of M2,1(G) is
χ
gr
n (M2,1(G)) =
∑
|λ|+|µ|=n
h(λ)5, h(µ)4
mλ,µχλ,µ′ ,
where mλ,µ = 0 if and only if (λ, µ) is equal to ((14), ∅) or to ((15), (1)) or to (λ, ∅)
with h(λ) = 5.
5. Classifying the graded identities of degree 5
In this section we determine all the graded polynomial identities of M2,1(F ) of de-
gree5. Observe that the graded identities of M2,1(F ) in even variables are the same
as the ordinary identities of M2(F ), since Id(M2,1(F )(0)) = Id(M2(F ) ⊕ F) =
Id(M2(F )) ∩ Id(F ) = Id(M2(F ). Moreover, since char F = 0, we may restrict
ourselves to consider only multilinear polynomials.
By making suitable evaluations it is easy to check that, given any multilinear
polynomial g(y1, . . . , yk, z1, . . . , zt ), with k + t  4, then g is a graded identity of
M2,1(F ) if and only if g = αSt4(y1, . . . , y4) for some α ∈ F . We record this in the
following.
Remark 14. If f is a graded identity of M2,1(F ) of degree 4, then
f = αSt4(y1, . . . , y4)
for some α ∈ F .
In order to describe the identities of degree 5 we shall use the representation
theory of GL5 × GL5.
Let λ 	 r and µ 	 5 − r . We denote by T (λ, µ) the set of all pairs (Tλ, Tµ) of
standard Young tableaux and by dλ,µ its cardinality. If dλ (resp. dµ) denotes the
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number of standard λ-tableaux given by the hook formula [16] (resp. µ-tableaux)
then
dλ,µ =
(
n
r
)
dλdµ.
We shall use the following result [7, Proposition 1].
Proposition 15. Let λ 	 r and µ 	 n − r. The highest weight vector fλ,µ can be
expressed uniquely as a linear combination of the polynomials fTλ,Tµ with Tλ and
Tµ standard tableaux.
Let Idgr (M2,1(F )) ∩ F 55 ∼=
∑
αλ,µW
λ,µ
, be the decomposition of the GL5 ×
GL5-module Idgr (M2,1(F )) ∩ F 55 into irreducibles where Wλ,µ is the irreducible
submodule corresponding to the pair of partitions (λ, µ) generated by the highest
weight vector fλ,µ.
Since T2-ideals are completely homogeneous, we will study the modules
Idgr (M2,1(F )) ∩ Wi,j , where Wi,j is the subspace of F 55 consisting of all homo-
geneous polynomials of total degree i in the even variables y1, . . . , y5 and of total
degree j in the odd variables z1, . . . , z5, i + j = 5.
In the next lemmas we deduce the decompositions of the GL5 × GL5-modules
Idgr (M2,1(F )) ∩ Wi,j , i, j = 1, . . . , 5, i + j = 5,
into a direct sum of irreducible submodules. For each such decomposition we also
exhibit a complete list of highest weight vectors.
Given an irreducible GL5 × GL5-module Wλ,µ corresponding to the pair of
partitions (λ, µ), we shall denote by f ′λ,µ, f ′′λ,µ, . . . distinct highest weight vectors
corresponding to the same pair of partitions (λ, µ).
We also adopt the convention that the symbols and ˜ indicate alternation on a
given set of variables. Thus, for instance the notation y1z˜1y4y2z˜2y3 indicates the
polynomial∑
σ∈S3
τ∈S2
(sign σ)(sign τ)yσ(1)zτ(1)y4yσ(2)zτ(2)yσ(3).
In particular xi xj = [xi, xj ].
In order to determine the decomposition of a fixed space Idgr (M2,1(F )) ∩ Wi,j
into irreducibles, we proceed as follows.
We need to determine all the highest weight vectors fλ,µ which are identities
for M2,1(F ). To this end, we observe that, by the previous proposition, any such
fλ,µ can be written uniquely as a linear combination
∑dλ,µ
i=1 αiωi of highest weight
vectors ωi corresponding to pairs of standard tableaux. Hence we start by writing
down explicitly all the polynomials ωi .
We view the coefficients αi as unknowns and we evaluate
∑dλ,µ
i=1 αiωi into 3 × 3
graded generic matrices by imposing that it must be a graded polynomial identity
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of M2,1(F ). In this way we obtain a homogeneous linear system of nine equations
(corresponding to the nine entries of the resulting matrix) in dλ,µ unknowns αi . This
system can be completely solved by making enough evaluations of the graded gen-
eric matrices in M2,1(F ). We then prove that the graded polynomials so obtained are
graded identities of M2,1(F ). This way we obtain all the highest weight vectors fλ,µ
in Wi,j which are identities for M2,1(F ). In case we obtain several different highest
weight vectors corresponding to the same pair of partitions (λ, µ), we check that they
are linearly independent. We obtain in this way the multiplicity of the corresponding
GL5 × GL5-module.
By applying the above scheme we obtain the proof of the following lemmas.
Lemma 16. The following decomposition holds
Idgr (M2,1(F )) ∩ W0,5 = W∅,(4,1) ⊕ 2W∅,(3,12) ⊕ W∅,(22,1) ⊕ 2W∅,(2,13)
⊕W∅,(15).
Moreover a complete list of corresponding highest weight vectors is given by the
following:
f∅,(4,1) = [z21, z1z2z1],
f ′∅,(3,12) = z1z1z2z1z3, f ′′∅,(3,12) = z3z1z3z2z3,
f∅,(22,1) = z1z˜1z2z˜2z3,
f ′∅,(2,13) = z1z1z2z3z4, f ′′∅,(2,13) = z1z2z3z1z4,
f∅,(15) = St5(z1, z2, z3, z4, z5).
Lemma 17
Idgr (M2,1(F )) ∩ W1,4 = W(1),(4) ⊕ 3W(1),(22) ⊕ 2W(1),(2,12) ⊕ 2W(1),(14).
A complete list of corresponding highest weight vectors is given by the following:
f(1),(4) = [zyz, z2],
f ′
(1),(22) = [y, z1z˜1z2z˜2], f ′′(1),(22) = z1yz2[z1, z2] − [z1, z2]z1yz2,
f ′′′
(1),(22) = z1yz˜1z2z˜2 − z1z˜1z2yz˜2,
f ′
(1),(2,12) = [y, z1z1z2z3 + St3(z1, z2, z3)z1],
f ′′
(1),(2,12) = z1yz1z2z3 + z1yz2z3z1 − z1z1z2yz3 − z1z2z3yz1,
f ′
(1),(14) = [y, St4(z1, z2, z3, z4)], f ′′(1),(14) = z1yz2z3z4 − z1z2z3yz4.
Lemma 18
Idgr (M2,1(F )) ∩ W2,3 = W(2),(13) ⊕ 3W(12),(13) ⊕ 2W(2),(2,1) ⊕ 4W(12),(2,1)
⊕W(2),(3) ⊕ W(12),(3).
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A complete list of corresponding highest weight vectors is given by the following:
f(2),(13) = z1z2yz3y − z1yz2yz3 − ySt3(z1, z2, z3)y + yz1yz2z3,
f ′
(12),(13) = St3(z1, z2, z3)[y1, y2] + z1[y1, y2]z2z3,
f ′′
(12),(13) = z1z2y˜1z3y˜2 + z1y˜1z2y˜2z3 − y˜1z1z2z3y˜2 + y˜1z1y˜2z2z3,
f ′′′
(12),(13) = z1z2[y1, y2]z3 + [y1, y2]z1z2z3,
f ′(2),(2,1) = yz1yz1z2 − yz1z1z2y − z1yz1yz2 + z1z1yz2y,
f ′′(2),(2,1) = y[z1, z2]z1y − [z1, z2]yz1y − yz1yz2z1 + z1yz2yz1,
f ′
(12),(2,1) = [y1, y2]z1z1z2 + z1z1[y1, y2]z2,
f ′′
(12),(2,1) = y˜1z1y˜2z1z2 − y˜1z1z1z2y˜2 + z1y˜1z1y˜2z2 + z1z1y˜1z2y˜2,
f ′′′
(12),(2,1) = y˜1z1y˜2z2z1 + z1y˜1z2y˜2z1 − y˜1[z1, z2]z1y˜2 + [z1, z2]y˜1z1y˜2,
f IV
(12),(2,1) = z1[y1, y2]z1z2 + z1z1z2[y1, y2],
f(2),(3) = yzyz2 − yz3y + [z, zyzy],
f(12),(3) = y˜1zy˜2z2 − y˜1z3y˜2 + zy˜1zy˜2z + z2y˜1zy˜2.
Lemma 19
Idgr (M2,1(F )) ∩ W3,2 = W(2,1),(2) ⊕ W(2,1),(12) ⊕ 2W(13),(2) ⊕ 2W(13),(12).
A complete list of corresponding highest weight vectors is given by the following:
f(2,1),(2) = [z[y1, y2]z, y1]
f(2,1),(12) = [z1[y1, y2]z2, y1],
f ′
(13),(2) = y˜1zy˜2y˜3z − zy˜1y˜2zy˜3,
f ′′
(13),(2) = [St3(y1, y2, y3), z2] − y˜1y˜2z2y˜3 + y˜1z2y˜2y˜3,
f ′
(13),(12) = y˜1z1y˜2y˜3z2 − z1y˜1y˜2z2y˜3,
f ′′
(13),(12) = [St3(y1, y2, y3), [z1, z2]] − y˜1y˜2[z1, z2]y˜3 + y˜1[z1, z2]y˜2y˜3.
Lemma 20
Idgr (M2,1(F )) ∩ W4,1 = 3W(14),(1) ⊕ W(2,12),(1) ⊕ W(22),(1).
A complete list of corresponding highest weight vectors is given by the following:
f ′
(14),(1) = zSt4(y1, y2, y3, y4), f ′′(14),(1) = y˜1y˜2zy˜3y˜4,
f ′′′
(14),(1) = St4(y1, y2, y3, y4)z,
f(2,12),(1) = y˜1y˜2zy1y˜3 − y˜1y˜2zy˜3y1,
f(22),(1) = [y1, y2]z[y1, y2].
Lemma 21
Idgr (M2,1(F )) ∩ W5,0 = W(3,2),∅ ⊕ 3W(2,13),∅ ⊕ W(22,1),∅ ⊕ W(15),∅.
D. La Mattina / Linear Algebra and its Applications 384 (2004) 55–75 73
A complete list of corresponding highest weight vectors is given by the following:
f(3,2),∅ = [y1, [y1, y2]2],
f ′
(2,13),∅ = y˜1y1y˜2y˜3y˜4 + y˜1y˜2y˜3y1y˜4,
f ′′
(2,13),∅ = y˜1y˜2y1y˜3y˜4, f ′′′(2,13),∅ = St4(y1, y2, y3, y4)y1,
f(22,1),∅ = y1y˜1y2y˜2y3 − y1y˜1y2y3y˜2 + 2y1y2y˜1y3y˜2 − 3y1y2[y1, y2]y3
−St3(y1, y2, y3)[y1, y2],
f(15),∅ = St5(y1, y2, y3, y4, y5).
The decompositions given in the previous lemmas can be applied in order to find a
minimal list of graded identities of M2,1(F ) up to degree 5. In fact we can now prove
the following theorem.
Theorem 22. Let f = f (y1, . . . , yk, z1, . . . , zt ) ∈ Idgr (M2,1(F )) be a graded iden-
tity of degree  5. Then f is a consequence of the following polynomials:
1) z1z4z2z5z3,
2) z3z1z3z2z3,
3) [y, z1z˜2z3z˜4],
4) [z1yz2, z3z4] + [z3yz4, z1z2],
5) z1z2z3[y1, y2] + z1[y1, y2]z2z3,
6) z1z2[y1, y2]z3 + [y1, y2]z1z2z3,
7) y1z1y2z2z3 + z1z2y1z3y2 − y1z1z2z3y2 − z1y2z2y1z3,
8) [z1[y1, y2]z2, y3],
9) [y1, y2]z[y3, y4],
10) St4(y1, y2, y3, y4),
11) [[y1, y2]2, y1].
Proof. If f is a graded identity of degree 4 then, by Remark 14, it follows that f
is a consequence of St4(y1, y2, y3, y4) and we are done.
Suppose now that f is a graded identity of degree 5. Since F is infinite, all the
multihomogeneous components of f are still graded identity for M2,1(F ). Hence we
may assume that f is multihomogeneous. Thus f ∈ Wi,j , for some i, j  5.
If f ∈ W5,0 then f is a graded identity of M2,1(F ) in only even variables and by
Remark 3 and [3], f is a consequence of 10) and 11).
Suppose now that f ∈ Idgr (M2,1(F )) ∩ Wi,j , i /= 5. Since every element of Idgr
(M2,1(F )) ∩ Wi,j is a consequence of the highest weight vectors of the previous
lemmas, it is enough to check that any highest weight vector follows from these
polynomials.
By changing name to the variables it is clear that the highest weight vector f∅,(4,1)
follows from the polynomial in 2), which coincides with f ′′∅,(3,12). Similarly f ′∅,(3,12),
f∅,(22,1), f ′∅,(2,13), f
′′
∅,(2,13) and f∅,(15) follow from 1).
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It is clear, by renaming the variables, that f(1),(4) and f ′(1),(22) follow from the
identities in 4) and 3) respectively. Now, the polynomial f ′′
(1),(2,12) can be written as
f ′′
(1),(2,12) = z1yz˜1z2z˜3 − z1z˜1z2yz˜3 + z1z˜1z3yz˜2 − z1yz˜1z3z˜2.
Notice that, the following equality holds
z1yz˜2z3z˜4 − z1z˜2z3yz˜4 = [z1yz2, z3z4] + [z3yz4, z1z2] − [z3yz2, z1z4]
−[z1yz4, z3z2],
and this implies that f ′′
(1),(2,12) is a consequence of the identity in 4). From the above
equality it also follows that the polynomials
f ′′′
(1),(22) = z1yz˜1z2z˜2 − z1z˜1z2yz˜2 and f ′′(1),(14) = z1yz2z3z4 − z1z2z3yz4
are consequences of the identity in 4). By linearizing it follows that the polynomial
f ′′
(1),(22) = [z1yz2, z˜1z˜2] is a consequences of 4). If we write
f ′
(1),(2,12) = [y, z1z˜1z2z˜3 + z1z˜2z3z˜1],
then it is also clear that the polynomials f ′
(1),(14) and f
′
(1),(2,12) are consequences
of 3).
Consider now the space Idgr (M2,1(F )) ∩ W2,3. Clearly the highest weight vec-
tors
f(2),(13), f
′′
(12),(13), f
′
(2),(2,1), f
′′
(2),(2,1), f
′′′
(12),(2,1), f(2),(3), f(12),(3) and f
′′
(12),(2,1)
follow from 7). Also it is easily seen that the highest weight vectors f ′
(12),(13) and
f IV
(12),(2,1) follow from 5) and f ′′′(12),(13) and f ′(12),(2,1) follow from 6).
If we now consider the space Idgr (M2,1(F )) ∩ W3,2, then, at once it follows that
the highest weight vectors
f(2,1),(2), f(2,1),(12), f
′
(13),(2) = −[zy˜1y˜2z, y˜3] and f ′(13),(12) = −[z1y˜1y˜2z2, y˜3]
are consequences of 8), while f ′′
(13),(2) and f
′′
(13),(12) are consequences of 10).
Finally consider the highest weight vectors of Lemma 20. Clearly f ′
(14),(1) and
f ′′′
(14),(1) follow from 10) while f(22),(1) and f ′′(14),(1) follow from 9). Consider now
f(2,12),(1). Since we can write
f(2,12),(1) = y˜1y˜2zy1y˜3 − y˜1y˜2zy˜3y1 = [y1, y2]z[y1, y3] − [y1, y3]z[y1, y2]
then it is clear that it follows from 9). The proof is therefore complete. 
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