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ABSTRACT 
 
 Periodically since 2001, the Juneau Icefield Research Program has collected data 
measuring the elevation of a longitudinal transect on the surface of Gilkey Glacier, Alaska, using 
a survey-grade GPS. This data record allows for analysis of the shape of the glacier as it changes 
over time. The surface of Gilkey Glacier exhibits ogives, arcing structures that form as a result of 
extreme compression at the start of the transect, located at the top of the glacier and the base of 
the Vaughan Lewis Icefall. The ogives are comprised of alternating dark colored trough and light 
colored peaks. The troughs travel through the icefall during the summer, while the peaks travel 
through the icefall in the winter, resulting in one wave being produced each year. Having a 
record that spans 16 years allows for analysis of the ogives to gain insight into the dynamics at 
play on the glacier. This is achieved through calculating changes that occur both with distance 
along the transect, as well as over time, and includes values of the elevation, wavelength, 
amplitude, longitudinal surface strain rate, and width. Also, an estimate of the annual average 
surface velocity can be made by tracking ogives down glacier through time, as one ogive is 
produced each year. Both the surface elevation, and the wave amplitude decrease through time, 
and with distance along the transect. The longitudinal surface strain rate tends to be positive at 
the start of the transect, and negative down-glacier, resulting in an average of 0 a-1 across the 
entire study area. The wavelength increases along the transect, but reaches its maximum value at 
around 1 km down-glacier. The width decreases along the transect, as it is confined by the other 
glaciers also flowing into Gilkey Trench. The annual average surface velocity follows different 
trends over time, depending on how the data are analyzed. The increase in wavelength, and the 
decrease in width both suggest that Gilkey Glacier is undergoing extension. On the other hand, 
the decrease in longitudinal surface strain rate along the length of the glacier, and the concave up 
geometry of the surface both indicate a compressional regime, however, these signals are weak. 
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INTRODUCTION 
STUDY SITE 
 
The Juneau Icefield resides in the Coast Mountain Range in the Tongas National Forest 
of Southeast Alaska and crosses the border into northwest British Columbia (fig. 1). The icefield 
spans approximately 3830 km2, making it the fifth largest in the Western Hemisphere 
(Melkonian et al., 2014). The mountains create a topographic gradient from sea level to 2300 m 
a.s.l. The elevation is lowest along the coast and increases when moving inland across the 
icefield. This creates a wet, maritime climate in the west which accumulates 3-4 m of 
precipitation annually, while the east side experiences a much drier climate. During summer, 
melt occurs across the icefield, independent of the climate zones (Ziemen et al., 2016). This 
study specifically focuses on Gilkey Glacier, a lacustrine terminating glacier in the dryer climate 
zone (Melkonian et al., 2014). Melkonian et al. (2014) determined that Gilkey Glacier loses 
approximately 0.11±0.04 Gt a-1, and has an average mass balance of -0.48±0.17 m w.e.a-1. 
Gilkey Glacier has formed as a result of ice cascading approximately 515 m down the Vaughan 
Lewis Icefall from the above Vaughan Lewis Glacier. The ice lands in the Gilkey Trench, an 
area where several glaciers converge. This convergence causes medial moraines to form between 
each individual glacier (fig. 2). The accumulation of ice at the start of the transect results in the 
formation of ogives (fig. 3) (Waag & Echelmeyer, 1979). One ogive wave forms in the icefall 
each year (Rentsch et al., 1990). The reach of the glacier being studied is 1742.18 m long, and 
contains 10-11 ogives, depending on the year. The width ranges from 800 m at the start of the 
transect to 389 m at the end of the study area. The transect begins approximately 0.5 km down-
glacier from the base of the icefall. 
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Figure 1. Juneau Icefield and Gilkey Glacier. This map shows the location of Gilkey Glacier 
on the Juneau Icefield (GeoNorth Information Systems), and shows its location within Alaska, as 
denoted by the red star on the inset map (Esri, 2018). The pink line on Gilkey Glacier marks the 
transect along which the measurements were taken. 
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Figure 2. Gilkey Glacier and transect. This map shows specifically the Gilkey trench and the 
surrounding area, as well as an inset map displaying a close up view of the transect along which 
the measurements were taken (GeoNorth Information Systems). The blue lines indicate 
measurements of the width of the glacier made in ArcGIS, while the red dots mark the points at 
which measurement were taken in the field. The purple arrow shows the convergence of the 
glacier that originates to the south of Gilkey Glacier, with Gilkey Glacier.  
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Figure 3. Gilkey Trench and Vaughan Lewis Icefall. The large icefall on the right-hand side 
of the photo is the Vaughan Lewis Icefall, which flows from the Vaughan Lewis Glacier into 
Gilkey Glacier on which the arcing ogive waves are visible. Additional glaciers also feed into 
Gilkey Trench from their respective icefalls. Photo credit, Ben Huff, 2017. 
 
OGIVE FORMATION 
 
Ogives are glacial surface features that typically form at the base of icefalls and are 
comprised of alternating light and dark bands. Ogives occur in two different forms, band ogives 
(also called Forbes ogives), which are distinguishable only by their color alternation, and wave 
ogives, which appear similar to band ogives but also exhibit a vertical component of undulating 
peaks and troughs (Goodsell et al., 2002; Waddington, 1986). Here I will focus on wave ogives, 
as those are of precedence in this study.  
Several different theories on the formation of ogives have been suggested resulting from 
studies conducted on glaciers with different dynamical regimes. Nye developed a theory when 
conducting research in Norway, and Waddington supports this theory through mathematical 
models (Nye, 1959; Waddington, 1986). As a glacier moves over an icefall, extension causes 
pervasive crevassing, resulting in an increase in the glacier’s surface area. As the slope decreases 
at the base of the icefall, the velocity decreases and the ice compresses, creating thick mounds of 
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ice (Nye, 1959). Airborne sediment transport, and the resulting deposition, is greater in the 
summer than the winter. The high surface area found in the icefall leads to more sediment 
accumulation than occurs simultaneously at other locations on the glacier (Aniya et al., 1988; 
Waddington, 1986). During the summer, the volume of ice in the icefall is smaller than in the 
winter, due to the increased rate of ablation (Nye, 1959). Consequently, as the ice continues to 
flow from the start of the transect, a section of dark colored ice at a lower elevation occurs next 
to a section of light colored ice at a relatively higher elevation, ultimately creating waves across 
the ice whose troughs appear darker than the crests (Waddington, 1986). The down-glacier side 
of the troughs have also been observed to be darker than the up-glacier side of the troughs 
(Atherton, 1963). 
Alternatively, some explanations attribute the variation in color between the light and 
dark bands to a difference in the composition of the ice. While studying Austerdalsbreen in 
Norway, King and Lewis (1961) described the crystals found in the dark and light bands, and 
discussed the resulting variation in ice dynamics. The light bands are comprised of fine ice 
crystals with a small proportion measuring as large as 1 mm in diameter. The crystals contain 
many disconnected bubbles, which give the ice its white appearance (King & Lewis, 1961). 
Through studying ogives, Posamentier (1978) also found that the white bands appeared to be 
comprised of fine crystals with a higher concentration of bubbles than their darker counterparts. 
On Blue Glacier, a temperate glacier in the Olympic Peninsula of Washington state, the white 
bands were observed to be comprised of fine, uniform, bubbly ice, ranging in size from 0.5 mm 
to 2 mm (Allen et al., 1960). This ice has a density of approximately 0.89 g cm-3, which is 
comparable to that of cold Arctic ice. As the white bands form when passing through the icefall 
in winter, the extreme extension and resulting crevassing creates a large surface area, resulting in 
much of the ice being exposed to the cold air, ultimately causing any water present to freeze. 
When traversing down the icefall, the crevasses fill with snow and chunks of ice. The 
compression at the start of the transect results in the snow and ice forming the firn-like bubbly 
texture of the white ogive bands (Fischer, 1962).  
The dark bands are thought to pass through the icefall in summer, when the surrounding 
rock is exposed, and dirt can be transported and deposited onto the ice (Posamentier, 1978). This 
dark ice is also denser, at around 0.91 g cm-3, which is typical of ice found on temperate glaciers 
(Fischer, 1962). In summer, above freezing temperatures result in water flowing through the 
system, and upon freezing promotes the growth of large ice crystals due to the presence of high 
quantities of water (King & Lewis, 1961). Additionally, bubbles escape when the water freezes, 
resulting in ice that looks much darker than that which passes through the icefall in the winter 
(Fischer, 1962). The warm conditions also promote avalanching and crumbling of the ice within 
the icefall, resulting in ice breccias filling the open crevasses (Allen et al., 1960). Consequently, 
the dark bands are made up of poorly sorted ice crystals, including much coarser crystals than 
those found in the white bands, resulting in a rougher surface which more readily traps dirt. This 
heterogeneous surface also allows water to penetrate beneath the surface, whereas the white ice 
proves more impermeable so water flowing across the surface effectively transports any dirt that 
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has accumulated, often depositing it on the neighboring dark ice. The lower elevation of the dark 
ice in comparison to the light ice, due to its summer passage through the icefall and 
accompanying ablation (Fischer, 1962), is further intensified by its lower albedo in comparison 
to the white ice (Allen et al., 1960). The dark bands also have a thermal conductivity measuring 
approximately twice that of the bubbly white ice, ultimately leading to more melting than the 
white bands experience (Fischer, 1962).  
The seasonality of ogives, with the dark bands passing through the icefall during the 
summer and the white bands during the winter, typically results in one pair of ogive bands being 
formed in a year (Aniya et al., 1988; Fischer, 1962; Nye, 1959; Waddington, 1986). However, 
Atherton (1963) observed ogives on a glacier in the Denali region of Alaska and concluded that 
one ogive is not created in a year, as it takes more than a year for one wave to pass through the 
icefall. This same ogive regime was seen on Blue Glacier, with one ogive pair traveling through 
the icefall in about 0.6 years (Allen et al., 1960). However, on Gilkey Glacier, it has been 
observed that one ogive pair is formed each year (Rentsch et al., 1990). 
 
OGIVE STRUCTURE 
 
Other theories suggest that ogives are not solely a surface feature, but that they also 
extend to depth, making them an internal glacial feature with a surface expression. As the ice 
travels through the icefall, the velocity increases and the shear stress accompanying this change 
results in the formation of longitudinal foliation through the depth of the glacier (Posamentier, 
1978; Ragan, 1969). The high compression at the start of the transect results in folding and 
faulting of the foliated ice, creating three dimensional spoon shaped structures through the depth 
of the ogives (Allen et al., 1960). The folding and faulting is thought to form along crevasse 
traces due to the compression found in those locations (Colgan et al., 2016; Goodsell et al., 
2005). Data collected by Ragan (1969) supports the theory that the ice undergoes intense folding, 
forming tight isoclines. This, along with possible reverse faulting along the axial planes, which 
run across the glacier perpendicular to the direction of flow, would force dirty ice that was 
initially near the glacier bed toward the surface, contributing to the formation of the dark ogive 
bands. Alternatively, ogive observations have also led to the theory that the compression results 
in both reverse faulting of the foliated ice and basal drag, ultimately causing folding of the ice 
into the isoclinal syncline formations. This regime also promotes the uplift of dirty basal ice 
(Posamentier, 1978).  
At the start of transects made on several glaciers, the foliation planes dip near vertical, 
the angle greatly decreases when moving towards the terminus (Allen et al., 1960; Goodsell et 
al., 2002). On Blue Glacier, near the start of the transect the foliation planes at the peaks of the 
ogives dip at approximately 80º, while moving down-glacier the angle decreases to 30º near the 
terminus, 1.5 km from the base of the icefall (Ragan, 1969). On Glacier Universidad in central 
Chile, shearing planes were found to dip at about 45º at the foot of the icefall, and decrease to 
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between 10º and 15º at the terminus, roughly 4 km from the start of the transect (Lliboutry, 
1958). 
Other observations of ogives do not align with the theory that the dirt in the dark bands 
originates from ice near the base of the glacier and is brought to the surface by folding and 
faulting. When the surface of the dark ogive bands was cleaned, removing all of the dirt, the 
surface appeared light in color, similar to the white bands. However, upon returning to the site a 
year later, the cleaned ice was once again dirty. This suggests that the ice beneath the surface is 
clean, and the dirt accumulates from that which is transported by wind and surface streams 
before becoming trapped in the rougher, coarser ice (King & Lewis, 1961; Posamentier, 1978). 
These contradictory theories on the formation and composition of the dark versus the light ogive 
bands leave unanswered questions regarding the origin of wave ogives. 
Ground penetrating radar (GPR) surveys have revealed a wave-like pattern extending 
beneath the surface of the ogives (Goodsell et al., 2002; McBride et al., 2012; McBride et al., 
2010). On Zwillingsgletscher branch of the Gornergletscher System, a temperate glacier located 
in the Swiss Alps, this feature was seen 10-20 m below transparent ice as a layer that highly 
scatters the radar energy. The reflectivity extends much deeper beneath the identified troughs, 
while beneath the peaks the signal dissipates much more quickly. This distinct reflective 
boundary was attributed to a change from colder to warmer ice due to an increase in the 
overlying pressure with depth (McBride et al., 2010). Further investigation at this same site 
brought forth the theory that the ice traveling over the icefall during the summer collects more 
water through infiltration into crevasses than does the ice passing through the icefall during the 
winter. When the water freezes during the winter, latent heat is released, creating pockets of 
warmer ice, and ultimately creating the reflective boundary (McBride et al., 2012). Another 
study conducted on Bas Glacier d'Arolla, a neighboring glacier, observed the same reflectance 
pattern in radar imagery. However, this group attributed it to a change in material instead of a 
change in temperature. Specifically, they concluded that the high scattering was caused by a shift 
from cleaner ice to dirtier ice as the depth approaches the bed of the glacier (Goodsell et al., 
2002).  
The scale of the waves seen using GPR differs from the scale of the surface ogives. The 
amplitude of the wave pattern observed from the GPR is much greater than that observed at the 
surface. The subsurface wavelength pattern varies between glaciers, sometimes decreasing when 
moving down-glacier to the same extent as seen on the surface, while other times increasing 
when moving down-glacier, the opposite of which is observed on the surface. Given the spatial 
separation of the two sets of waves, it is logical that they would not exactly mirror each other. 
For instance, ablation would only affect the surface ogives, while compression would alter both 
sets of waves (McBride et al., 2012).  
Longitudinal strain rates are used to quantify the deformation of the glacier along the 
direction of flow. In order to produce visible fracturing, the strain rates need to be greater than 
what can be accommodated by ductile deformation. However, preexisting weak points, such as 
crevasses and cracks, can lower the strain required to produce brittle deformation (Moore, et al., 
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2010). On temperate glaciers, this threshold strain rate has been found at 0.03 a-1 on Blue 
Glacier, and 0.01 a-1 on Kaskawulsh Glacier in Yukon Territory. The threshold for cold-based 
glaciers has been measured at 0.01 a-1 on Blue Ice Valley in Greenland, and 0.002 a-1 on Meserve 
Glacier in Antarctica. However, on White Glacier in the Canadian Arctic, crevasses were found 
to develop under strain rates of 0.004 a-1 and remained absent when the strain rate reached 0.16 
a-1. This suggests that strain rates cannot be reliably used as an indicator of fracturing (Hambrey 
& Müller, 1978).  
 
IMPORTANCE 
 
 Glaciers are currently experiencing rapid mass loss, mostly in the form of melt water that 
contributes to sea level rise. This is especially prevalent in the temperate, coastal glaciers found 
in Alaska. Excluding mass loss from the Greenland and Antarctic ice sheets, Alaskan glaciers 
have experienced more mass loss than any other region of the world, at -46±7 Gt a-1 (Jacob et al., 
2012). Radic and Hock, (2011) found that, from 1961 to 2000, Alaskan glaciers contributed 
0.107 mm a-1 to sea level rise, only surpassed by Antarctica with a contribution of 0.191 mm a-1. 
The projected contribution of Alaskan Glaciers to sea level rise from 2001-2100 is 0.257 mm a-1, 
which is only surpassed by the Canadian Arctic with a projection of 0.270 mm a-1, while 
Antarctica is only expected to contribute 0.213 mm a-1 (Radic & Hock, 2011). 
Glacier acceleration is typically associated with a decrease in mass balance because 
increased surface melt penetrates through the ice, making it easier for the glacier to slide along 
the bed, consequently resulting in acceleration (Howat et al., 2007; Rignot, 2006). This 
acceleration typically begins near the terminus, as that is the location of lower elevation, and is 
thus the first to experience melting. With less thinning taking place up-glacier, an increase in the 
glacier’s slope develops, causing the acceleration to propagate up-glacier at rates of up to 10s of 
kilometers a year. These patterns of acceleration and thinning can differ in tidewater glaciers 
where the glacier front alternates between floating and being grounded on the fjord floor (Howat 
et al., 2007). 
 The detected extent of ogives beneath the surface of the glacier suggests that ogives have 
a larger impact on the glacier system of which they are a part than previously believed, as they 
channel and store water. The water enters the glacier through the large crevasses that form on the 
icefall, becoming trapped when the crevasses close due to the intense compression at the base of 
the icefall. The water is then transported down-glacier with the flow of the ice, ultimately 
introducing more water to the glacier system than would otherwise be present (McBride et al., 
2012; McBride et al., 2010). 
 
RESEARCH QUESTIONS 
 
1. How do ogives on Gilkey Glacier deform as the travel down-glacier away from the base 
of the Vaughan Lewis Icefall? What processes influence this deformation? 
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a. How does the amplitude change? 
b. How does the wavelength change? 
2. How do the glacier dynamics influence the shape of the ogives? 
3. How do the ogives on Gilkey Glacier compare to those on other glaciers? What do these 
similarities and differences indicate about the dynamics of the glaciers being compared?  
4. How accurately can wave ogives be used as a proxy for determining a glacier’s average 
annual surface velocity? 
 
PAPER OVERVIEW 
 
 The proceeding pages discuss the wave ogives on Gilkey Glacier, from data collection 
and analysis to discussion on their deformation as they travel down the glacier. During the 
middle of the 20th century, ogives were frequently studied throughout the world, most notably in 
Scandinavia, the Alps, Washington state, Patagonia, and New Zealand. Since these initial 
analyses, little additional research has been conducted on wave ogives. Vaughan Lewis and 
Gilkey Glaciers are an iconic part of the Juneau Icefield because of their stunning display of the 
wave ogives, which are considered to be the most well developed in Alaska (Miller, 1963). 
However, a thorough study of their evolution over time, as they traverse down-glacier from the 
icefall, has not been conducted. Through both descriptive observation and numerical analysis, 
this thesis investigates trends and changes in the waves over time, specifically with regard to 
their elevation, wavelength, amplitude, velocity, and strain rate.  
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METHODS 
 
FIELD METHODS 
 
 A survey grade Trimble GPS was used to measure elevations of the surface of Gilkey 
Glacier along a predefined transect with an accuracy of 1-2 cm in both the horizontal and vertical 
direction. The transect is comprised of 179 specified easting and northing locations on the UTM 
grid that lie along the centerline of the glacier. At the top of the transect, the points lie about 6 m-
9 m apart, and by about 1140 m down the transect the points are roughly 14-17 m apart (fig 4). 
The Juneau Icefield Research Program (JIRP) has surveyed the transect in 2001, 2003, 2004, 
2005, 2006, 2013, and 2017 (Juneau Icefield Research Program, 2017). The transect begins 
approximately 0.5 km from the base of the Vaughn Lewis Icefall and moves down-glacier. The 
number of points that JIRP measures varies from year to year depending on their accessibility. In 
2017, all 179 points of the transect were measured.  
 Before surveying began, a base station was set up over a benchmark point on a nearby 
nunatak. A roving GPS was carried along the transect and used to first locate the point being 
measured and then take a new measurement at the point. As JIRP returns to the same locations in 
space each year, the easting and northing components remain constant, but the elevation 
component varies due to changes in the glacier’s surface elevation.  
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Figure 4. Distance between points along the transect. The horizontal axis displays the 
cumulative distance along the transect, while the vertical axis displays the distance between each 
successive point that comprises the transect.  
 
 
 
Figure 5. Taking GPS measurements. Here I am measuring the points along the transect. I am 
holding a GPS to locate the points along the transect. The black rod I am holding is placed on the 
located point on the glacier, and has an antenna that connects to satellites to take the GPS 
measurements. The backpack I am wearing contains a radio antenna that connects to the base 
station, and corrects errors in the incoming GPS signal. As illustrated here, sometimes the points 
were difficult to access due to inter-annual changes on the glacier’s surface. Photo credit Lara 
Hughes-Stinson, 2017. 
 
DATA ANALYSIS METHODS 
 
The locations of the ogive peaks and troughs were determined, and then used to calculate 
the wavelength, amplitude, average annual surface velocity, and longitudinal surface strain rates 
of the ogives. These calculations were made on 2 datasets, one comprised of the raw data, and 
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another comprised of the detrended data. The elevation data were detrended to exclusively 
analyze the shape of the wave ogives, independent of changes in the slope of the glacier. This 
was achieved with a linear least squares fit of a 2nd order polynomial. The resulting elevation 
values were subtracted from the true elevation measurements taken in the field. The following 
analysis was run on both the raw data as well as the detrended data.  
The slope of the transect corresponding to each year of measurement was calculated by 
taking the derivative of the equation of the best-fit line created for the detrending of the data.  
 The ogive peaks were located using the MATLAB functions ‘findpeaks’, and 
‘MinPeakProminence’. The ‘findpeaks’ function locates points whose neighboring two points 
have a smaller value on the vertical axis. The ‘MinPeakProminence’ function allows for 
specification of the minimum difference in vertical value between a point and its neighboring 
peak. This allowed peaks to be distinguished from the unrelated surface topography.  Values 
between 0 m and 1.5 m were chosen to use with ‘MinPeakProminence’, although most fell 
between 0.5 m and 1.0 m. When it appeared that not all peaks were accurately identified, 
additional peaks were manually added or removed. Between 2001 and 2006, only one or two 
peaks were removed in each year, but in 2013, and 2017, 4-5 peaks were manually removed each 
year out of the 9-11 total peaks in each year. Only one peak was added, as that process was more 
difficult than eliminating peaks, so typically more peaks were found than existed to avoid having 
to add additional peaks. To locate the ogive troughs, the elevation values were inversed so the 
troughs would appear as peaks. Then the same procedure was followed as was used to locate the 
peaks along the transect.  
 The wavelengths of the ogives were calculated by taking the difference between the 
location along the transect of successive peaks, or troughs. Additionally, the midpoint of each 
wave was calculated so the wavelength measurements could be plotted against their respective 
distances along the transect. 
 The amplitude of each ogive was also calculated by averaging the difference in elevation 
between a peak to its two neighboring troughs, or vice versa.  
 𝐴 = 𝐸 − 𝑈& + (𝐸 − 𝐷&)2  
Equation 1 
 𝐴 is the amplitude of the wave, 𝐸 is the elevation of either the peak or the trough of the wave 
whose amplitude is being calculated, 𝑈& is the elevation of the wave component upstream of the 
point in question, and 𝐷& is the elevation of the wave component downstream of the point in 
question.  
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The longitudinal strain rate along the length of the transect was calculated using the 
equation derived by Nye (1959), 
 𝜖 = 1Δ𝑡 ln 𝑙2𝑙3 
Equation 2 
 
where 𝜖 is the strain rate, 𝑙3 is the distance between two specific points at the time of the first 
measurement, 𝑙2 is the distance between the two points at the time of the second measurement, 
and Δ𝑡 is the time elapsed between the two measurements (Nye, 1959). Points at varying 
locations along the transect and at varying distances apart were used to calculate the strain rate so 
as to understand how the strain rate changes at various locations along the glacier as well as to 
capture an average strain rate for the entire profile. Strain rate estimates that span the same 
location along the transect in different pairs of years were averaged to create one value for that 
section of glacier. The midpoint of the averaged segments was calculated using the point farthest 
up-glacier, and the point farthest down-glacier that was involved in making the calculation.  
 The identified peaks and troughs allowed surface velocity to be calculated based on how 
much the specific points move over a specified amount of time. A specific peak or trough was 
located along the transect of a specific year, and then the same peak or trough was located in a 
succeeding year.  
 𝑉 = 𝑥2 − 𝑥3𝑡2 − 𝑡3  
Equation 3 
 𝑉 is the average surface velocity over the specified time interval, 𝑥2 is the location of the peak or 
trough in question along its corresponding transect after the time interval has passed, while 𝑥3 is 
the initial location of the point along the transect. 𝑡2 is the year corresponding to the point’s 
second location, and 𝑡3 is the year corresponding to point’s first location. Similar to the strain 
rate measurements, this calculation was repeated for points along the transect and over a variety 
of different time ranges to determine how the surface velocity of Gilkey Glacier changes with 
distance from the icefall as well as over the entire transect.  
Given the annual formation of one ogive, they can be used as a proxy for surface 
velocity. Aniya et al., (1988) used aerial photographs to count the number of ogives present, and 
measure the distance they covered on the glacier. The distance was divided by the number of 
ogives, as one ogive corresponds to one year, to determine an average annual surface velocity 
(Aniya et al., 1988). Skvarca et al., (1999) also utilized aerial photographs and satellite imagery 
to observe ogives and determine a surface velocity. Similar to Aniya et al., they divided the 
distance the ogives covered by the number of ogives present to determine an average annual 
surface velocity. 
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Orthoimagery of Alaska, with a resolution of 2.5 m, was used in ArcGIS to measure the 
width of the glacier in the same area as the transect (GeoNorth Information Systems). Thirty-
nine polylines were created, running perpendicular to the transect and the medial moraine on the 
northern edge of Gilkey Glacier, and parallel to each other. The length of each of the lines was 
calculated to determine how the width of the glacier changes when moving down the transect. 
The UTM coordinate points that comprise the transect were also overlaid on the orthoimagery. 
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RESULTS 
 
OGIVE SURFACE ELEVATION 
 
When moving down-glacier along the profile, the elevation of both the peaks and the 
troughs of the ogives decreases (fig. 6). The elevation of almost every peak and trough point 
along the profile decreases over time. The elevation across the profile tends to be the greatest in 
summer 2001, and the lowest in summer 2017. The only points for which this is not true are the 
raw and detrended troughs near the top of the profile between 2001 and 2003. One point appears 
at a higher elevation than those of the preceding year. Within each year, regardless of the data set 
analyzed, each successive peak or trough is at a lower elevation than that which precedes it. 
The average elevation along the length of the profile, calculated from the raw data, 
decreased between 2001 and 2017 by 44.17 m. The down-glacier end of the profile experienced 
a greater decrease in elevation over these 16 years than did the up-glacier end of the profile with 
losses of 45.32 m and 42.88 m respectively. There is little difference in the change in elevation 
along the profile in 2001 compared to 2017. In 2001 the elevation difference between the start 
and end of the transect is 89.48 m, while in 2017 the difference is 91.92 m. Calculations made 
involving the change in elevation at the top and bottom of the profile were calculated using the 
detrended data so the measurements were not influenced by differences in the position on the 
ogives of the first and last points of the transect.  
 
 Hill 18 
 
 
 
 
Figure 6. Cross sectional elevation profile of each year’s transect. The horizontal axis marks 
the distance along the transect beginning at the end nearest the icefall. The vertical axis marks 
the measurement’s elevation above sea level. The shapes mark the locations of a. the peaks, 
identified from the raw data, b. the troughs identified from the raw data, c. the peaks identified 
from the detrended data, d. the troughs identified from the detrended data. Each line and its 
accompanying shape displays the data collected in one season. 
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Figure 7. Detrended glacier surface in comparison to the raw glacier surface. The horizontal 
axis displays the distance along the profile from the start of the transect, and the vertical axis 
displays the elevation of the surface at that location. a. shows the detrended surface in the 
smooth lines, and the raw surface in the sinusoidal lines. b. exclusively shows the detrended 
glacier surface. 
 
OGIVE AMPLITUDE 
 
 The amplitude of each ogive wave decreases as it moves down the glacier, away from the 
icefall. Additionally, as time goes on, the amplitude at each point along the transect decreases; 
the amplitude calculations of the waves measured along the transect in 2001 are about 40% 
larger than the amplitude measurements of the waves measured at those same points along the 
transect in 2017. Consequently, the difference in amplitude between the first ogive in 2001 and 
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2017 is physically greater than the difference in amplitude between the last ogive in 2001 and 
2017. 
While a decrease in amplitude is clearly seen when moving down-glacier, the amplitude 
of the first wave for both 2001 and 2013 is smaller than the amplitude of the succeeding one or 
two ogives, regardless of how the data are analyzed (fig. 8). The amplitude values do not exhibit 
a uniform decrease in size when moving down-glacier, but instead fluctuate. However, the 
amplitude values show an overall decreasing trend when moving down-glacier, reaching the 
lowest point at the end of the transect without having any prominent local high points, excluding 
at the start of the transect. 
 
 
Figure 8. Wave amplitude when moving down the transect for each year. The horizontal axis 
represents the distance along the transect of the peak or trough being used in the calculation, and 
the vertical axis displays the amplitude measurement calculated from a. the raw peak data, b. the 
raw trough data, c. the detrended peak data, d. the detrended trough data. The shapes mark the 
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location of each peak or trough, and each line corresponds to measurements made in a specific 
year. 
 
GLACIER DYNAMICS 
 
Ogive Wavelength 
 
The wavelength measured between successive peaks or troughs of the ogives shows a 
general increasing trend when moving further down-glacier from the icefall (fig. 9). This is 
prevalent in the calculations made from both the raw data (fig. 9 a, b) as well as those made from 
the detrended data (fig. 9 c, d). These data are much noisier than the elevation data, with the 
largest variability seen in the raw data collected in 2013 and 2017, from the 2017 data in the 
detrended peaks, and from both the 2017 and 2001 data in the detrended troughs. While an 
overall increase in wavelength was seen when moving along the transect, each successive ogive 
is not always longer than the previous (fig. 9). The wavelengths calculated from both the raw 
peaks data and from the detrended peaks data both show a maximum in the wavelength values at 
approximately 1000 m down the transect. When examining the values calculated using the 
troughs, the rate of increase also appears to reach a maximum at about 1000 m along the transect. 
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Figure 9. Wavelength along the transect for each year. The horizontal axis displays the 
distance along the transect of the midpoint of the ogive waves, as marked by the shapes. The 
vertical axis displays the wavelength value as the distance between each successive a. peak 
calculated from the raw data, b. trough calculated from the raw data, c. peak calculated from the 
detrended data, and d. trough calculated from the detrended data. Each line corresponds to the 
data collected in one season. 
 
Glacier Width 
 
 When moving down-glacier, along the transect, the width of the glacier decreases. The 
widest part of the glacier is found at the start of the transect and measures 800 m across. From 
there, the width quickly decreases, measuring roughly 415 m at about 1125.4 m along the 
transect. The width at the end of the transect measures 389 m across, which is the smallest width 
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measured along the transect (fig. 2, 10). The width fluctuates while following an overall 
decreasing trend. 
 
 
Figure 10. Glacier width along the distance of the transect. The horizontal axis displays the 
distance along the transect, while the vertical axis displays the width of the glacier.  
 
Glacier Surface Slope 
 
 Because the smoothed glacier surface was computed using a quadratic fit, the calculated 
slope of the glacier’s surface changes linearly when moving down-glacier (fig. 11). When 
moving along the transect, the magnitude of the slope decreases with distance from the icefall. 
The slope along the transect is fairly similar between all years with the exception of 2004. The 
surface slope corresponding to 2004 does not extend as far down-glacier as the slopes calculated 
in other years, and the slope also increases at a much slower rate. In 2004, measurements were 
taken only along the up-glacier half of the transect, and the fewer data points collected in 
comparison to other years did not provide the same representation of the change in slope along 
the study area.  
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Figure 11. Glacier surface slope along the transect for each year of measurement. The 
horizontal axis displays the distance along the transect, while the vertical axis displays the slope 
along the transect.  
 
Longitudinal Surface Strain Rate 
 
 The longitudinal surface strain rate values range from about -0.2 a-1 to 0.3 -1. With the 
exception of the analysis run on the raw troughs data, negative values become more prominent 
when moving farther down-glacier. Across all four datasets analyzed, the strain rates computed 
over larger portions of the glacier are closer to 0 a-1, while the strain rates calculated over smaller 
sections of the glacier often have magnitudes farther from zero (fig. 12). This distribution may 
weakly suggest that the upper portion of the transect experiences longitudinal extension, while 
farther down the transect the glacier undergoes compression. These opposing values 
counterbalance each other, resulting in a net strain rate near 0 a-1. However, given the large 
variability seen in the strain rate values along the transect, this conclusion is far from certain.  
 The strain rates calculated using the raw peaks data have the smallest standard deviation, 
indicating that analysis run with this dataset results in strain rates that are much more uniform 
along the length of the transect. On the other hand, the strain rates calculated using the raw 
troughs data results in the widest spread of values across the study area. The spread of the 
datasets created from the detrended data fall somewhere in between that of the two raw datasets. 
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The average strain rate along the transect is 0 a-1, as the mean strain rate along the transect is 
between the two dashed red lines for each dataset analyzed, indicating that it is not statistically 
distinguishable from zero.  
 
 
Figure 12. Longitudinal surface strain rates averaged in time at locations along the glacier 
transect. The horizontal axis displays the distance along the transect of the midpoint 
corresponding to the section of glacier whose strain rate is being calculated. The vertical axis 
displays the average strain rate for each specific section of glacier. The black solid line is a 
reference line at zero. The blue lines represent the section of glacier along which the average 
strain rate is being calculated, and the blue stars represent the midpoint of the section. The solid 
red line marks the average strain rate while the dashed red lines mark two standard errors from 
the mean. The four panels correspond to the strain rates calculated using the a. raw peaks, b. raw 
troughs, c. detrended peaks, d. detrended troughs. 
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Glacier Surface Velocity 
 
When moving down-glacier, the surface velocity increases, a pattern that is much more 
distinguishable in the values calculated using the peaks than those calculated using the troughs 
(fig. 14). The average velocity along the length of the transect is between 152 m a-1, and 161 m  
a-1 depending on the method of analysis (fig. 14). When comparing the surface velocity 
measurements calculated at the same point along the transect but between different years, the 
results vary greatly depending on whether the peaks or the troughs were used in the calculations. 
For instance, the surface velocity calculated using the 1st and 2nd peaks fluctuate very little over 
time, and without any distinct trend. When the same calculations are made using the troughs, the 
velocities show a greater amount of change, and show a distinct trend of decreasing over time. 
The surface velocity calculated using the 7th and 9th peaks decreases over time, but when the 
calculations are made using the troughs, the velocity increases with time, and the magnitude of 
the increase in velocity is greater than the magnitude of the decrease in velocity (fig. 13).  
 
 
 
 
 
 
 
 
Figure 13. Surface velocity along sections of the transect through time. The horizontal axis 
shows the distance along the transect, while the vertical axis shows the annual average surface 
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velocity. The horizontal lines through the points indicate the portion of the transect over which 
the velocity was calculated, defined by the two peaks or troughs used to calculate the velocity. 
The shapes correspond to the years used to calculate the velocity. This allows for comparison of 
the velocity at the same position along the glacier but at different times. The four panels 
correspond to the calculations made with the a. raw peaks, b. raw troughs, c. detrended peaks, d. 
detrended troughs. 
 
 
 
 
 
 
 
Figure 14. Average surface velocity at locations along the glacier transect. The horizontal 
axis displays the distance along the transect, and the vertical axis displays the annual average 
surface velocity. The blue lines indicate the section of the glacier over which the velocity was 
calculated, with the stars marking the midpoint of the section. The four panels correspond to the 
calculations made with the a. raw peaks, b. raw troughs, c. detrended peaks, d. detrended 
troughs. 
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DISCUSSION 
 
GLACIER DYNAMICS 
 
The amplitude values calculated for Gilkey Glacier follow a similar trend to those found 
on other glaciers. On Austerdalsbreen, a glacier in western Norway, 7 waves were apparent, after 
which their amplitude became too small to make them distinguishable from the routine variation 
seen in the glacier’s surface topography. The largest amplitude measurement was 12 m at the 
start of the transect but decreased when moving down-glacier  (Nye, 1958; Nye, 1959). These 
amplitude results align closely with those found for Gilkey Glacier. Depending on the year, 9 or 
10 wave ogives are distinguishable on Gilkey Glacier. However, in 2013 and 2017, the ogives 
become more difficult to distinguish when moving beyond the sixth pair of bands. The amplitude 
at the start of the transect was approximately 14 m during the first years of measurement but then 
decreased over time with an amplitude of 8 m found in 2017. Regardless of the amplitude at the 
start of the transect, the amplitude at the end was always 4 or 5 m high (fig. 8). This decrease in 
amplitude seen when moving down-glacier may be attributed to differential mass balance along 
the glacier, and potentially viscous relaxation of the ice (Waddington, 1986).  
Other studies also found that the wavelength values follow a similar pattern to the 
amplitude values. On Austerdalsbreen, the wavelength measured 240 m at the start of the 
transect and decreased to only 75 m by the time the waves become indistinguishable (Nye, 1958; 
Nye, 1959). Like Nye, Waddington too observed a decrease in the wavelength of the ogives 
when moving down-glacier, which he attributed to longitudinal ice flow compression 
(Waddington, 1986). McBride et al., (2012) took measurements on Zwillingsgletscher in the 
Alps and also found a decrease in the wavelength of the wave ogives when moving down-
glacier. Specifically, the waves closest to the start of the transect measured about 155 m in 
length, while the shortest ogives down-glacier measured merely 30 m. They attribute this 
compression to the glacier’s convergence with a neighboring valley glacier just beyond the area 
of study (McBride et al., 2012).  
Contrary to the results found on other glaciers, the wavelengths of the ogives on Gilkey 
Glacier increased when moving along the transect, beginning between roughly 120 m and 140 m 
and increasing to about 180 m with the longest wavelengths being just over 230 m. 
Approximately 1 km from the start of the transect, the wavelength appears to reach a maximum. 
Beyond this, the wavelengths remain roughly uniform or decrease slightly depending on the year 
and dataset being analyzed. However, the final wavelengths are always greater than those 
measured at the start of the transect, indicating an overall increase in wavelength when moving 
down-glacier, which is opposite to what was found on other glaciers (fig. 9).  
This unusual increase in wavelength seen when traveling down Gilkey Glacier suggests 
an extensional regime, while those glaciers that exhibit a decrease in wavelength and are thus 
associated with compressional flow. Unlike Gilkey Glacier, the glaciers previously mentioned 
that experienced a decrease in ogive wavelength when moving down-glacier are all land 
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terminating, as determined from satellite imagery. Longitudinal glacier compression results from 
the ice encountering a barrier, such as another glacier or ice mass, a sub-glacial buildup of 
sediment, shearing along the glacier bed, or due to confinement from the surrounding topography 
(Glasser & Hambrey, 2002; Howat et al., 2008; Vornberger & Whillans, 1986; Woodward et al., 
2002). This compression leads to a decrease in velocity, and bulge formations on the glacier 
surface (Glasser & Hambrey, 2002; McBride et al., 2012; Nye, 1952). This accounts for the 
decrease in wavelength observed in the measurements taken on Zwillingsgletscher and 
Austerdalsbreen.  
Since these glaciers are land terminating, the sediment encountered at their termini would 
restrict the flow of the ice, causing compression. On the other hand, lacustrine terminating 
glaciers, like Gilkey Glacier, typically experience extension due to their floating front, and the 
soft, wet sediment on the lake floor (Geirsdóttir et al., 2008; Howat et al., 2008). However, it is 
unlikely that the behavior of the terminus caused the extension seen in the wavelength 
measurements. If the extension was due to the movement at the terminus, the maximum 
wavelength would occur at the end of the transect, instead of roughly 700 m from the end. 
The surface of Gilkey Glacier is concave up (fig. 6; fig. 7), which is generally associated 
with longitudinal compression (Gunn, 1964). This suggests that another factor is influencing the 
dynamics of the system, aside from the surface concavity. When moving down the transect, the 
width of the glacier decreases (fig. 10). This is likely a result of the glacier flowing into the 
southeastern edge of Gilkey Glacier (fig. 2). This lateral compression would result in extensional 
flow in order to maintain a constant mass transport at each longitudinal location (Glasser & 
Gudmundsson, 2012), and could ultimately cause the wavelength of the ogives to increase when 
moving down-glacier, despite the concave up geometry of the glacier surface. Additionally, the 
rate of narrowing decreases approximately 1 km down the transect (fig. 10), which matches the 
location of the observed maximum wavelength (fig. 9).  
 The magnitude of the longitudinal surface strain rates calculated by Nye (1959) on 
Austerdalsbreen in Norway are within a similar range of those that I calculated for Gilkey 
Glacier. He found that the largest value fell just above zero at roughly 0.01 a-1, while the smallest 
value was approximately -1.55 a-1, but most lay between 0 a-1 and -0.5 a-1 with a small handful 
landing between -0.5 a-1 and the smallest value (fig. 12). Nye (1959) also found that at the start 
of the transect the strain rate was very negative but jumped when moving about 122 m down-
glacier, which is likely attributed to continued compression at the base of the icefall, followed by 
movement down-glacier. This trend does differ from what I found on Gilkey Glacier where the 
strain rate at the top of the transect is generally positive, while the strain rate down-glacier is 
generally negative. However, this trend is weak, and the transect on Gilkey Glacier begins about 
0.5 km from the base of the icefall, and thus could not capture the extreme compression caused 
by the icefall. On both Austerdalsbreen and Gilkey Glacier, the strain rates do not follow a clear 
trend, but instead fluctuate along the length of the study area.  
Nye (1959) found that when the slope of the glacier is concave up the glacier compresses, 
resulting in a negative strain rate, while when the glacier flow follows a concave down geometry 
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the ice extends causing a positive strain rate. The data collected on Gilkey Glacier reveals a very 
weak correlation between strain rate and concavity; depending on how the data are analyzed, a 
decrease in strain rate can be seen when moving down-glacier (fig. 12), which is in agreement 
with the concave up glacier surface (fig. 6, 7). Together, these two pieces of data weakly suggest 
a compressional regime on Gilkey Glacier. 
Allen et al., (1960) investigated the relationship between longitudinal strain rate and 
ogive formation. They found that if there was a relationship between the two, the surface strain 
rate would cause recrystallization of the larger crystals originating in the troughs into smaller 
crystals. However, as previously described, past observations reveal coarse ice crystals in the 
troughs, and fine ice crystals in the peaks, and there is no evidence to suggest the opposite occurs 
on Gilkey Glacier (Allen et al., 1960; Fischer, 1962; King & Lewis, 1961; Posamentier, 1978). 
Additionally, Allen et al., (1960) determined mathematically that moderate changes in the total 
strain rate over time at the base of the icefall would cause ogives to form. Given the relatively 
small variation in longitudinal strain rate found at the base of the Vaughan Lewis Icefall, this is 
likely not the source of the formation of the wave ogives on Gilkey Glacier, unless there is 
significant change in the transverse strain rate. However, this is unlikely as the glacier is 
transversely confined by lateral moraines, and, beyond that, by additional glaciers also flowing 
into Gilkey Trench (fig. 1). Ultimately, the extension and compression associated with strain 
rates likely does not influence the formation of the wave ogives. 
Many of the results have a distinct signal at approximately 1 km down the transect. The 
rate of decrease of the amplitude values decreases (fig. 8), the wavelength values start to plateau 
(fig. 9), the width begins to plateau after quickly decreasing (fig. 10), the longitudinal surface 
strain rate shifts from being more positive to more negative, especially in the values calculated 
using the ogive peaks (fig. 12 a, c), and the surface velocity increases more severely, also most 
prominently seen in the values calculated using the ogive peaks (fig. 14 a, c). This matches the 
point where the glacier to the southeast of the transect converges with Gilkey Glacier (fig. 2). 
This can be seen in satellite imagery as the glacier suddenly narrows (fig. 2). This ultimately 
suggests that the change in width of the glacier has a strong impact on its dynamics. 
 
GLACIER SURFACE VELOCITY 
 
 Given the cyclic nature of ogive formation, one identified peak or trough can be tracked 
through the elevation profiles from year to year, thus making it possible to calculate the surface 
velocity through the comparison of the location of a single point on the glacier over time. Each 
point on the ogives does not move along the shape of the wave, instead the shape is transported 
down-glacier (Waddington, 1986).  
Melonian et al., (2014) investigated the surface velocity of glaciers on the Juneau Icefield 
using remote sensing techniques in an attempt to quantify the area’s mass loss. They used high 
resolution digital elevation models (DEMs) from the Advanced Spaceborne Thermal Emission 
and Reflection Radiometer (ASTER) and from the Shuttle Radar X-band Elevations to calculate 
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the surface velocity at time intervals between 1995 and 2011. When analyzing their results, they 
found that the surface velocity on Gilkey Glacier ranged from roughly 73 m a-1 in the region 
where the JIRP transect starts, to approximately 182.5 m a-1 near the end of the transect. The 
surface velocity values found using remote sensing are overall smaller than those which I 
calculated from the GPS measurement we took on Gilkey Glacier. Melonian et al, (2014) also 
compared their surface velocity measurements obtained using remote sensing to published 
surface velocity GPS measurement gathered through surveying, also on the Juneau Icefield. They 
found that the surface velocities from remote sensing produced results of about 36.5 m a-1 less 
than the results obtained using GPS. This value remains constant regardless of the magnitude of 
the velocity. The authors gave no percentage, or proportional scaling factor (Melkonian et al., 
2014). 
I compared the velocities I found by tracking the ogives to the values obtained through 
both remote sensing and GPS from Melkonian et al., (2014). When I added 36.5 m a-1 to their 
measurements from remote sensing, the values align much more closely with the surface 
velocities I calculated from the GPS measurements, with the exception of those near the start of 
the transect, which still remained about 35 m a-1 larger than the velocities calculated using 
remote sensing. However, my velocity values are similar to the GPS measurements cited by 
Melonian et al., (2014), indicating that in this instance using ogives to calculate annual average 
surface velocity produced results comparable to in-situ surface velocity measurements. When 
examining the inter-annual surface velocity, Melonian et al., (2014) did not find any variability 
in the values obtained through remote sensing, which does not align with my findings that show 
fluctuation in the surface velocity over time. 
 
DATA ANALYSIS 
 
 The analysis was run on both the raw GPS data, as well as on a detrended dataset, so the 
shape of the ogives could be analyzed without the influence of the slope of the glacier’s surface 
(fig. 7). Overall, the differences between the raw and the detrended data are very slight, and both 
datasets display the same trends. This is the case for the surface elevation (fig. 6), amplitude (fig. 
8), wavelength (fig. 9), longitudinal surface strain rate (fig. 12), and average annual surface 
velocity (fig. 13, 14). Given the similarities in the results obtained from both datasets, in the 
future the data would not need to be detrended for analysis. However, the detrended dataset was 
essential in calculating the surface slope, and the change in elevation at both the top and bottom 
of the transect. 
 Analysis was also run on both the ogive peaks and the ogive troughs to gain a more 
complete understanding of the ogive dynamics. Much more variation was seen in the data 
analyzed using the peaks versus the troughs than was seen in the data analyzed using the raw 
data versus the detrended data. The results were very similar in that their distinguishable trends 
were the same for the surface elevation (fig. 6), amplitude (fig. 8), and wavelength (fig. 9). 
However, the results were less similar for the longitudinal surface strain rates (fig. 12) and 
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average surface velocity across the glacier (fig. 14), and appeared very different for the surface 
velocity calculated at specific locations through time (fig. 13). These differences could stem 
from the fact that the ogive waves are not perfectly symmetrical across their horizontal axis, 
causing the peaks and troughs to have different dimensions. Consequently, any continued 
analysis should be run on both the peaks and the troughs of the ogives. 
 
FUTURE STUDIES 
 
 This work primarily uses elevation data collected on Gilkey Glacier in late July-early 
August, over the course of 17 years. In order to gather more information about the structure of 
the ogives, GPR could help us view their extent beneath the surface of the glacier. However, 
using GPR on the Juneau Icefield often does not provide a clear image of internal structures due 
to the large quantity of water flowing through the glacier. Consequently, using GPR during the 
spring or fall could provide a clearer image, as more of the water in the system would be frozen 
(Godio & Rege, 2015). Seismic methods serve as another means of imaging the internal structure 
of the glacier, and could serve as a viable option on Gilkey Glacier. This internal imagery could 
be used to determine the thickness of the glacier (Navarro et al., 2005). With this additional piece 
of information, further calculations could be made, including the ice flux, which could provide 
further insight into the variation in the deformation of the glacier along the length of the transect 
(Waddington, 1986). 
 While the longitudinal strain rate could be calculated with the available data, if we had 
measurements taken transversely across the glacier, the transverse strain rate could also be 
calculated, which would provide information on the deformation of the glacier in more than one 
dimension. This would allow for comparison between the wavelength and strain rate across a 
greater portion of the glacier, ultimately helping to make a clearer connection between the two 
measurements. 
 Given the variability between the distribution of the strain rates along the transect 
calculated using the raw data versus the detrended data, I am curious about the sensitivity of the 
strain rate calculations to the function used to detrend the data. Instead of using a second order 
polynomial, I would like to see how the strain rates change when using an exponential function. 
This would result in a non-linear change in slope along the glacier’s surface, which would in turn 
influence the calculated amount of compression or extension of the ice along the transect. 
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CONCLUSION 
 
Between 2001, when data collection began, and 2017, the surface elevation of Gilkey 
Glacier has decreased. As Alaskan glaciers are the third biggest contributor to sea level rise 
(Radic & Hock, 2011), and are losing more mass than any other glacier system on Earth (Jacob 
et al., 2012), the elevation decrease is likely a result of this large mass loss and the large quantity 
of melt coming from Alaska.  
The data collected on Gilkey Glacier show an increase in wavelength when moving 
down-glacier, which suggests extensional flow (fig. 4). This could be caused by the narrowing of 
the glacier with distance from the icefall (fig. 10), leading to an extensional flow regime and 
ultimately the increasing wavelength. However, the slope of the glacier’s surface is concave up, 
which promotes a compressive flow (fig. 7). This compressional regime aligns weakly with the 
slight trend in a decreasing strain rate when moving down-glacier, as seen when the data are 
analyzed using the ogive peaks data (fig. 8 a, c). These results provide conflicting explanations 
regarding the mechanisms influencing the evolution of the ogives on Gilkey Glacier, ultimately 
suggesting a complex dynamical system. 
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