where the function g b is defined by g b (x 1 , x 2 , . . . , x j ) = if j ≤ 3 then x j else if x 1 = x 2 + 1 or x 2 > x 3 + 1 then g b (x 2 , . . . , x j ) else max{x 3 , x j } Then, f satisfies the n-dimensional tarai recurrence.
The goal of this paper is to give a proof to this theorem. Moreover, the proof will be simpler than the one proposed in [1] , so we hope that it is easier to be formalized.
Termination with call-by-need
In this section, we shall prove that the n-dimensional tarai function is a total function for every n ≥ 3. Throughout this section, let n be a fixed natural number with n ≥ 3 and t the n-dimensional tarai function.
First, we shall prepare notation. Let x = x 1 , · · · , x n ∈ Z n . Define σ( x) and r( x) by σ( x) = x 1 − 1, x 2 , · · · , x n r( x) = x 2 , x 3 , · · · , x n , x 1 Namely, for every i ∈ {1, · · · , n}, σ( x)(i) = x(1) − 1 if i = 1 x(i) otherwise and r( x)(i) = x(i + 1) if i < n x(1) if i = n In particular, for every i ∈ {1, · · · , n − 1} and j ∈ {1, · · · , n} r i ( x)(j) = x(j + i) if j + i ≤ n x(j + i − n) if j + i > n By using this notation, the n-dimensional tarai function t can be defined as for every x ∈ Z n , if x(1) ≤ x(2), then t( x) = x(2), and if x(1) > x(2), then t( x) = t( y), where y ∈ Z n is defined by y(i) = t(σ(r i−1 ( x))) for all i = 1, 2, . . . , n.
Let k ∈ N with 2 ≤ k ≤ n. Define X k to be the set of all x ∈ Z n such that for every i < k, x(i) ≤ x(k). Note that the family {X k : 2 ≤ k ≤ n} is not pairwise disjoint. For example, 2, 1, 4, 3, 5 ∈ X 3 ∩ X 5 . Note also that if x ∈ Z n satisfies x(1) < max x, then there exists a k such that x ∈ X k . Lemma 1.1. For every k ∈ N with 2 ≤ k ≤ n, the following statement holds.
(1) t( x) terminates with call-by-need, (2) t( x) depends only on x ↾ {1, · · · , k}, and
Proof. Go by induction on k. First assume k = 2. Then, we have x(1) ≤ x(2) and hence t( x) = x(2). Hence, x clearly satisfies (i)-(iii).
Suppose that ( * ) k ′ holds for all k ′ ∈ N with 2 ≤ k ′ < k. We shall prove ( * ) k . By way of contradiction, suppose that there exists an x ∈ X k which does not satisfy one of (i)-(iii). By inductive hypothesis, we have x ∈ X k−1 . In particular, x(1) > x(2). Hence, we can pick the least y 1 ∈ Z such that if y is defined as y(1) = y 1 and y(i) = x(i) for every i ∈ {2, · · · , n}, then y does not satisfy one of (i)-(iii). By redefining x, we may assume that for every
For each i ∈ {1, . . . , k}, define z i = σ(r i−1 ( y)) and y(i) = t( z i ). For i ∈ {k + 1, . . . , n}, let y(i) be left undefined. By definition, t( x) terminates with call-by-need if t( z i ) for all i ∈ {1, . . . , k} and t( y) terminate with callby-need, and in that case, t( x) = t( y).
Notice that for every i ∈ {1, · · · , k − 1} and j ∈ {2, · · · , k − i + 1},
and by the minimality of x(1), we know that
Hence, y ∈ X k−1 and so y satisfies (i)-(iii). It is now easy to see that x also satisfies (i)-(iii).
(Lemma 1.1)
For every x ∈ Z n , t( x) terminates with call-by-need and t( x) ≤ max( x).
Proof. By Lemma 1.1, it suffices to show that for every x ∈ Z n with x(1) = max( x), t( x) terminates with call-by-need.
By way of contradiction, suppose that t( x) does not terminate. We may also assume that for every x ′ ∈ Z n with x ′ (1) < x(1) and x ′ (i) = x(i) for every i ∈ {2, · · · , n}, t( x ′ ) terminates with call-by-need.
For every i ∈ {1, · · · , n}, let z i = σ(r i−1 ( x)) and y(i) = t( z i ). First suppose i ≥ 2. Then, for every j ∈ {2, · · · , n − i + 1},
Suppose that i = 1. Then, z 1 = σ( x). By the minimality of x(1), t( z 1 ) terminates with call-by-need and t( z 1 ) ≤ x(1).
Therefore, for every i ∈ {1, · · · , n}, we have y(i) = t( z i ) ≤ x(1) and t( z n ) = x(1). Hence, we have y ∈ X n . By ( * ) n , t( y) terminates with call-byneed and t( y) ≤ y(n) = x(1). It follows that t( x) also terminates with callby-need and t( x) ≤ x(1). This contradicts the choice of x. (Theorem 1.2) 2. Alternative definition of the function of T. Bailey and J.
Cowles
In this section, we shall set up some definitions and notation which help us prove the main theorem. Let F denote the set of all non-empty finite sequences of integers. f denotes the function defined by T. Bailey and J. Cowles.
Let k be a function with domain F as follows. Let x ∈ F be of length n.
Let l be a function with domain F as follows. Let x ∈ F be of length n. If there is an integer l with 1 ≤ l < k( x) such that x(l) > x(l + 1) + 1 and x(l + 1) = x(l + 2) + 1, then let l( x) be the least such l. Otherwise, let l( x) = k( x) − 1. Notice that l( x) = 0 if and only if k( x) = 1.
Proof. We shall prove the lemma by induction on n. If n = 3, then g b ( x) = x(3). We also have k( x) = 2 and l( x) = 1. Thus, max(
Suppose that the conclusion holds for all x of length n for some n ≥ 3. Let x ∈ F be of length n + 1 with k( x) = n. First suppose that x(1) > x(2) + 1 and
where y is a sequence of length n such that y(i) = x(i + 1) for every i = 1, . . . , n.
By using the previous lemma, the following is immediate.
We shall use this characterization in the next section.
Closed form
In this section, we shall give a proof of the theorem of T. Bailey and J. Cowles. Note that if carefully rewritten, the proof simultaneously gives the termination of the n-dimensional tarai function. We chose to give separate proofs to simplify the arguments. Throughout this section, we fix a natural number n with n ≥ 3.
We shall show that for every x ∈ Z n , t( x) = f ( x). To this end, by Theorem 1.2, it suffices to show that f satisfies the n-dimensional tarai recurrence.
We shall begin with some easy facts about f .
For every x ∈ Z n and m ∈ {1, . . . , l( x) + 2}, if k( x) < n, and
Then by applying Lemma 3.2 with m = 3, we have
(Lemma 3.4)
(Lemma 3.5)
(Lemma 3.6) Lemma 3.7. For every x ∈ Z n and m ∈ {1, . . . , n − 1}, if x(m) = x(m + 1),
Hence, by Lemma 3.5,
Lemma 3.8. For every x ∈ Z n and m ∈ {1, . .
, and x(m) ≥ x(m + 1), then f ( x) = x(m).
Proof. By assumption, x(m + 1) ≤ x(m) = x(m + 2). So, k( x) ≤ m + 1. Therefore, k( x) is either m − 1, m, or m + 1.
In this case, we have x(m) ≤ x(m + 1). By assumption, we also have x(m+1) ≤ x(m). Therefore, x(m) = x(m+1). By Lemma 3.7, f ( x) = x(m). Then, x(k( x) + 1) = x(m + 2) = x(m) and x(l( x) + 2) = x(m). Thus, f ( x) = x(m).
(Lemma 3.8)
, it is trivial. Thus, we assume that
(Lemma 3.9) Lemma 3.10. For every x ∈ Z n , if k( x) < n, then f ( x) satisfies the tarai recurrence.
Proof. Let k = k( x) and l = l( x). If k = 1, it is trivial. Assume k ≥ 2. For each i = 1, · · · , n, define z i = σ(r i−1 ( x)) and let y ∈ Z n be defined by y(i) = f ( z i ). It suffices to show f ( x) = f ( y).
It is easy to see that
Define m to be the least such that x(m) > x(m + 1) + 1 or m = k − 1. Clearly we have m ≤ l.
By Lemma 3.6, y(k − 1) is either z k−1 (2) = x(k) or z k−1 (3) = x(k + 1). In either way, we have 
, and
then we have both x(l) > x(l + 1) + 1 and x(l + 1) = x(l + 2) + 1. Note
Therefore, y(m + 1) = y(l) ≤ x(l + 2). Since l < k − 1, we have x(l + 1) = x(l + 2) + 1. So, z l+1 (1) = x(l + 1) − 1 = x(l + 2) = z l+1 (2) . Therefore, f ( z l+1 ) = z l+1 (2) = x(l + 2). Hence,
Thus, by Lemma 3.6, f ( z l ) is either x(k) or x(k + 1).
Recall that by Claim 8, y(l) is either x(k + 1) or x(k). If y(l) = x(k + 1), then since y(l − 1) = x(l) ≤ x(k + 1) = y(l), we have k( y) ≤ l − 1. Since we also know k( y) ≥ m − 1 = l − 1 by Claim 4, we have k( y) = l − 1. Since
Suppose y(l) = x(k). Since l < k, we have y(l − 1) = x(l) > x(k) = y(l). Thus, k( y) ≥ l. By Claim 9, k( y) ≤ l and hence k( y) = l. Note that l( y) ≥ m − 2 = l − 2 = k( y) − 2. By Lemma 3.5, f ( y) = y(k( y) + 1) = y(l + 1) = x(k + 1) = f ( x). Therefore, in either case, we get f ( y) = f ( x). We have y(l − 1) = x(l) > x(k + 1) = y(l). Hence, k( y) ≥ l. By Claim 9, we have k( y) = l. Note that l( y) ≥ m − 2 = l − 2 = k( y) − 2. By Lemma 3.5, we have f ( y) = y(k( y) + 1) = y(l + 1) = x(k + 1) = f ( x).
⊢ By definition, p ≥ l + 1. Since l < k − 1, x(l + 1) = x(l + 2) + 1. So,
⊣ (Claim 12) Claim 13. k( y) = p − 1.
⊢ By assumption, we have k( y) ≥ l. ⊢ If p = k, then we have y(p) = y(k) = x(k + 1). If p = k − 1, then we have z p (1) = x(p) − 1 > x(p + 1) = z p (2) and z p (2) = x(p + 1) = x(k) ≤ x(k + 1) = z p (3). So, y(p) = f ( z p ) = x(k + 1).
Suppose p ≤ k − 2. By Claim 5, z p (k( z p ) + 1) = x(k + 1). Note l+2 ≤ p ≤ p+2 ≤ k, so, z p (3) = x(p+2) ≤ x(l+2) < x(k+1) = z p (k( z p )+1).
By Lemma 3.3, y(p) = f ( z p ) = z p (k( z p ) + 1) = x(k + 1). ⊣ (Subclaim 13.3) Subclaim 13.4. y(p − 1) < x(k + 1) = y(p). In particular, k( z) ≤ p − 1.
⊢ Since p ≥ l + 2, we have p − 1 ≥ l + 1 > l. By the definition of p, we have x(p − 1) = x(p) + 1 and hence y(p − 1) = x(p). Since l + 2 ≤ p ≤ k, we have x(p) ≤ x(l + 2). By assumption, x(l + 2) < x(k + 1). Therefore, y(p − 1) < x(k + 1).
⊣ (Subclaim 13.4) By Subclaim 13.2 and Subclaim 13.4, we have k( y) = p−1. ⊣ (Claim 13) If l( y) = k( y)−1, then clearly f ( y) = y(k( y)+1) = y(p) = x(k+1) = f ( x). Suppose l( y) < k( y) − 1. By Claim 4, l( y) ≥ m − 1 = l − 1. Thus, l + 1 ≤ l( y) + 2. Recall y(l + 1) = x(l + 2) < x(k + 1) = y(p) = y(k( y) + 1). By Lemma 3.2, f ( y) = y(k( y) + 1) = f ( x).
(Lemma 3.10)
Lemma 3.11. For every x ∈ Z n , f ( x) satisfies the tarai recurrence.
