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This paper presents numerical modelling of rock cutting processes. The model consists of a tool–rock
system. The rock is modelled using the discrete element method, which is suitable to study problems of
multiple material fracturing such as those involved in rock cutting. Both 2D and 3D models are
considered in this work. The paper presents a brief overview of the theoretical formulation and
calibration of the discrete element model by a methodology combining the dimensional analysis with
simulation of the unconfined compressive strength (UCS) and indirect tension (Brazilian) tests. The rock
cutting process with roadheader picks, which is typical for underground excavation, has been
simulated. The results of the 2D and 3D analyses have been compared with one another, and numerical
results have been compared with the available experimental data.
& 2011 Elsevier Ltd. All rights reserved.1. Introduction
Various rock cutting works are carried out in civil as well as in
mining engineering by means of different machines and cutting
tools. Fig. 1 shows a typical design of a conical point attack pick, a
cutting tool used at roadheaders, machines performing rock
cutting in underground excavations. The basic physical phenom-
enon occurring during rock cutting is fracturing and fragmenta-
tion of the rock under mechanical action of a cutting tool. Rock
failure mechanism during cutting depends on many factors, most
important being the type of rock and rock properties, tool
geometry and its position with respect to the rock. Depending
on the type of rock we can distinguish brittle and ductile failure.
Rock chips are formed and separated due to combined action of
shear and tensile fracture initiated in a crushing zone near the
tooth tip and propagating into the intact rock.
Optimization of cutting tool design and determination of
optimum process parameters require knowledge about the cut-
ting process, which can be gained by practical investigation and
measurements as well as by realistic simulation activities. The
cutting process itself is influenced by three different groups of
factors: (i) properties of rock and rock mass, (ii) design of the
cutting tool, its orientation with respect to its trajectory, physical
properties of the cutting tools and supporting and driving unitll rights reserved.
du (C. Labra),such as mass, stiffness and damping, (iii) operational parameters
such as cutting depth, cutting speed, line spacing and type of
cooling. All these factors influence the performance and efficiency
of the cutting process, which can be evaluated by comparison of
cutting forces inclusive their variation, cutting rate and specific
energy and finally the tool wear and its life time [2,5,7,13].
Different models have been used to predict cutting force for
given cutting tool and rock properties. These models are based on
experimental, analytical and numerical approaches. Experimental
investigations of rock cutting allow us to identify parameters
influencing cutting forces and obtain relationships between cut-
ting forces and these parameters [20,31]. Cutting tests performed
under different conditions: different kinds of rock, different pick
geometry and different kinematic parameters produced a formula
for mean cutting force as a function of the rock compressive
strength, cutting depth and tip diameter [20].
Experimental studies of rock cutting enabled better under-
standing of rock–tool interaction and provided information neces-
sary for theoretical modelling. Simple analytical models have
been created in attempt to describe the cutting processes,
particularly those with brittle failure. One of the earliest models
is a 2D model developed by Evans [7] for rock cutting with drag
picks. In this model it is assumed that the breakage mechanism is
essentially tensile and occurs along the failure surface, which
approximates a circular arc. Evans’ theory was used by other
researchers to explain the general failure mechanism of rocks
[30,25]. Another two-dimensional model has been developed by
Nishimatsu who assumed that failure is purely due to shear and
occurs along a plane [22]. Principles of fracture mechanics were
Fig. 1. Typical design of a point attack pick.
Fig. 2. Geometrical scheme of a rock cutting model.
Fig. 3. Motion of a discrete element.
J. Rojek et al. / International Journal of Rock Mechanics & Mining Sciences 48 (2011) 996–1010 997used to study theoretically crack propagation paths and corre-
sponding load requirement during rock cutting by Guo et al. [10].
Analytical models, like those developed by Evans [7] or
Nishimatsu [22], are based on simplified assumptions. The com-
plex stress state and crack propagation patterns involved in the
process of rock cutting made it difficult for theoretical analysis.
The rock failure process during cutting can be traced in more
detail by appropriate numerical methods.
A number of numerical studies of rock cutting utilized the
finite element method, cf. [14,15,12,33,26]. However, the finite
element method based on the continuum mechanics theory of
material modelling has serious problems in representing properly
discontinuities of the material occurring during rock cutting [12].
Special formulations are necessary to introduce the possibility of
discontinuum analysis of rock fracture. One of the simplest
solutions consists in removal of damaged finite elements on
reaching a certain failure criterion. This method is implemented
in the LS-Dyna software and it was applied to simulate rock
fragmentation in the rotary rock cutting [33]. Geometrical fea-
tures of rock cutting advance were represented adequately, but
no quantitative results of cutting forces were given in this work.
Fracture mechanics approach incorporated in the finite element
model was used in simulation of rock cutting [26]. In many cases,
however, analysis of rock cutting by the finite element method is
limited to the initial stage of major chip formation since the
formulation used does not allow for the continuation of the
analysis in the post-failure stage [12,26].
The discrete element method can take into account most kinds
of discontinuities and material failure characterized with multiple
fracture which makes it a suitable tool to study rock cutting
[11,29,27]. The discrete element code PFC2D was successfully
applied to simulation of rock cutting by Huang [11]. The same
model was used in [19] to study rock cutting under hydrostatic
pressure. Drilling tests have been simulated using a two-dimen-
sional discrete element model and the results were compared
with the continuum-based finite element analysis in [27]. A 3D
discrete element model of rock cutting with conical picks was
developed by Su et al. [29] and by Su and Akcin [28]. Rock
chipping process performed by two neighboring TBM disc cutters
was simulated by 2D DEM code UDEC [9]. The influence of
different cutter spacings on TBM fragmentation efficiency has
been studied. The UDEC software was also used to model rock
destruction during cutting in [21]. Hybrid DEM-FEM model of
rock cutting was presented in [23].
Most of the above cited works employ 2D models. There are
very few numerical studies which consider 3D geometry
[33,29,28]. Some of the 3D models of rock cutting have not given
accurate quantitative results [28]. The current work presents both
2D and 3D discrete element modelling and simulations of rock
cutting. Comparisons between 2D and 3D results are made
showing a range of validity of the 2D modelling and its limitation.Numerical results are also validated using experimental results
obtained in laboratory tests of the rock cutting.2. Numerical model of rock cutting
A system consisting of a tool and rock sample is considered in
the model (Fig. 2). The rock material is represented as a collection
of spherical (in 3D) or cylindrical (in 2D) discrete elements
interacting among themselves with contact forces. The tool is
considered as a rigid body. Its surface is discretised with trian-
gular facets. The tool–rock interaction is modelled assuming the
Coulomb friction model. A numerical model of rock cutting has
been developed within the authors’ own implementation of the
discrete element method (DEM) in the DEMPack computer
program [23,24].3. Discrete element method formulation
3.1. Equations of motion
The translational and rotational motion of the rigid spherical
or cylindrical elements (particles) is governed by the standard
equations of rigid body dynamics. For the i-th element (Fig. 3) we
have
mi €u i ¼ F i, ð1Þ
Ji _x i ¼ T i, ð2Þ
where ui is the element centroid displacement in a fixed (inertial)
coordinate frame X, xi – the angular velocity, mi – the element
mass, Ji – the moment of inertia, F i – the resultant force, and T i –
the resultant moment about the central axes. The form of the
rotational equation (2) is valid for spheres and cylinders (in 2D)
and is simplified with respect to a general form for an arbitrary
rigid body with the rotational inertial properties represented by a
second order tensor. Vectors F i and T i are the sums of all forces and
moments applied to the i-th element due to external load, Fexti and
Texti , respectively, the contact interactions with neighbouring
Fig. 4. Contact interaction between two discrete elements.
Fig. 5. Force–displacement relationships for the elastic perfectly brittle model:
(a) in the normal direction, (b) in the tangential direction.
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being in contact with the i-th discrete element, and the forces and




F i ¼ Fexti þ
Xnci
j ¼ 1
Fcontij þFdampi , ð3Þ
T i ¼ Texti þ
Xnci
j ¼ 1
scij  Fcontij þTdampi , ð4Þ
where scij is the vector connecting the centre of mass of the i-th
element with the contact point with the j-th element (Fig. 4).
3.2. Constitutive model
Contact forces Fcontij are evaluated using a constitutive model
formulated for the interaction between particles. Models of
contact interaction employ the decomposition of the contact
force between two elements Fcont into normal and tangential
components, Fcontn and F
cont
t , respectively
Fcont ¼ Fcontn þFcontt , ð5Þ
The decomposition of the contact force vector can also be
presented in the form
Fcont ¼ Fcontn nþFcontt t, ð6Þ
where n and t are orthogonal unit base vectors, n is normal to the
particle surface at the contact point, and t is the unit tangent
vector collinear with the tangent force, Fcontn and F
cont
t are scalar
quantities obtained by projection of the vector Fcont on the base
vectors n and t.
In the present work, the rock materials are modelled using the
elastic perfectly brittle model of contact interaction. This model
assumes cohesive bonding between neighbouring particles. These
bonds can be broken under excessive loading, which allows us to
simulate initiation and propagation of material fracture. The
force–displacement relationships for the normal and tangential
contact interaction in the elastic perfectly brittle model are
shown in Fig. 5.
When two particles are bonded the contact forces in both
normal and tangential directions are calculated from the linear
constitutive relationships:
Fcontn ¼ knun, ð7Þ
JFcontt J¼ ktJutJ, ð8Þ
where Fcontn – normal contact force, F
cont
t – tangential contact
force, kn – interface stiffness in the normal direction, kt – interface
stiffness in the tangential direction, un – normal relative displace-
ment, ut – tangential relative displacement. It is possible to
specify different values for normal stiffness kn in the tension
and compression. However, in the present work in order to
minimize the number of parameters to calibrate the same stiff-
ness for tension and compression is assumed.Cohesive bonds are broken instantaneously when the interface
strength is exceeded in the tangential direction by the tangential
contact force or in the normal direction by the tensile contact
force. The failure (decohesion) criterion can be written as
Fcontn rRn, ð9Þ
JFcontt JrRt, ð10Þ
where Rn – interface strength in the normal direction, Rt – interface
strength in the tangential direction. Although a compressive
interaction force between the particles does not cause bond
breakage, material damage under macroscopic compression can
be represented properly in the particle model. A compressive
macroscopic load brings about tensile and shear interactions at
the microscopic level which may lead to bond failures.
After breakage of cohesive bonds a frictional interaction can
occur among particles. Friction force is evaluated assuming the
Coulomb model of friction:
JFcontt J¼ mjFcontn j, ð11Þ
where m is the Coulomb friction coefficient.
A quasi-static state of equilibrium of the assembly of particles
can be achieved by application of adequate damping. Damping is
necessary to dissipate kinetic energy. Damping terms Fdampi and
Tdampi in the Eqs. (3) and (4) in this work are of non-viscous type
and are given by








where at and ar , are, respective, damping constants for transla-
tional and rotational motion.3.3. Time integration of equations of motion
Equations of motion (1) and (2) are integrated in time using an
explicit central difference type algorithm, the so-called leap-frog
method. Time integration of Eq. (1) within this algorithm is based
on the following finite difference schemes for accelerations and















i , are defined at
time instants tn and tnþ1 ðtnþ1 ¼ tnþDtÞ, while velocities, _un1=2i
and _unþ1=2i , are shifted by a half-step. Employing the formulae
(14) and (15) for Eq. (1) the following time integration algorithm










unþ1i ¼ uni þ _u
nþ1=2
i Dt: ð18Þ
Introducing a finite difference expression for rotational accelera-















i þ _xni Dt: ð21Þ
The above steps are identical to those given by Eqs. (16) and (17).
For a rotational plane (2D) motion the rotation angle yi can be
obtained similarly as the displacement vector ui:
ynþ1i ¼ yni þxnþ1=2i Dt: ð22Þ
In a three-dimensional motion, however, the rotational position
cannot be defined by any vector—thus the rotational velocity xi
cannot be integrated, cf. [1]. In our case, because we deal with
spherical particles and tangential forces are calculated incremen-
tally, it is sufficient to calculate the vector of incremental rotation
Dhi. Using the formula analogical to (15) we have
Dhi ¼xnþ1=2i Dt: ð23Þ
An explicit integration in time yields high computational
efficiency of the solution for a single step. The disadvantage of
the explicit integration scheme is its conditional numerical
stability imposing the limitation on the time step Dt. The time
step Dt must not be larger than the critical time step Dtcr:
DtrDtcr ð24Þ





An exact determination of the highest frequency nmax would
require a solution of the eigenvalue problem defined for the
whole system of connected rigid particles. The maximum fre-
quency of the whole system can be estimated as the maximum of
natural frequencies nei of subsets of the connected particles
surrounding each particle e, cf. [4]:
nmaxrnDmax, where nDmax ¼max
i,e
nei ð26Þ
In the implemented algorithm a further simplification is assumed.
The maximum frequency is estimated as the maximum of natural
frequencies of the mass–spring systems defined for all the particlescharacterized by the particle mass, me, and the spring stiffness
assumed to be equal to the contact interface stiffness in the normal













The stable time step for all the discrete element assembly is




and a certain safety factor a
Dt¼ aDtemin: ð30Þ
Numerical tests show that the formula (30) with a¼ 0.1–0.2 gives
a good estimation of the stable time step for the discrete
element model.
4. Determination of rock model parameters
The discrete element model can be regarded as a micromecha-
nical material model, with the contact model parameters being
micromechanical parameters. Assuming adequate micromechanical
parameters we obtain required macroscopic rock properties. The
most important macroscopic rock properties include the Young’s
modulus E, Poisson’s coefficient n, compressive strength sc and
tensile strength st. These properties will be used in calibrating the
micromechanical model in this work. The discrete element model
can also be calibrated using other macroscopic rock properties such
as the shear strength, the angle of internal friction or the fracture
toughness [3,11].
The set of constitutive micromechanical parameters defining
the elastic-brittle model of interaction between discrete elements,
that is described in Section 3, consists of the following parametric
quantities:
kn contact stiffness in the normal direction,
kt contact stiffness in the tangential direction,
Rn interface strength in the normal direction,
Rt interface strength in the tangential direction,
m Coulomb friction coefficient,
at damping coefficient for translational motion,
ar damping coefficient for rotational motion.
Determination of the model parameters is the key issue in the use
of the discrete element method.
4.1. Dimensionless micro–macro relationships
In the present work the micromechanical parameters have been
determined using the methodology developed by Huang [11],
based on the combination of the dimensional analysis with
numerical simulation of the standard laboratory tests for rocks,
the unconfined compression test and the Brazilian test. This
methodology was later used in other works, cf. [8,32].
Dimensional analysis is based on the Buckingham p theorem,
which states that any physically meaningful functional relationship
of N variables CðQ1,Q2, . . . ,QNÞ can be expressed equivalently by a
function of Np dimensionless parameters Fðp1,p2, . . . ,pNpÞ,
where p is the number of primary dimensions (minimum
J. Rojek et al. / International Journal of Rock Mechanics & Mining Sciences 48 (2011) 996–10101000independent dimensions required to specify the dimensions of all
the relevant parameters), and Np is the maximum number of
independent parameters [18].
Here, we will search functions defining the macroscopic
material parameters: Young’s modulus E, Poisson’s ratio n, com-
pressive strength sc and tensile strength st in terms of micro-
scopic parameters: kn, kt, Rn, Rt, m, at , ar . Macroscopic properties
also depend on other parameters related with the particle
assembly characterization, such as the average particle radius r,
material density r and porosity of the particle assembly n. All
these parameters are strongly related with the assembly genera-
tion algorithm. The set of the parameters can be completed with
geometrical parameters represented by the specimen size L (due
to possible scale effect) and loading velocity V. Thus, the number
of relevant parameters N is 12. We have three primary dimen-
sions involved: mass, length, time (p¼3). We can assume that
there are nine independent parameters.
The set of parameters is not unique and can be modified by
taking into account some other parameters that can influence
macroscopic properties. In [32] the minimum and maximum
element radii, rmin and rmax, respectively, have been included to
the relevant parameters in order to better consider the influence
of the element size distribution on macroscopic properties. This
influence is taken into account indirectly in our formulation
through the use of the porosity n which depends on the size
distribution. The wider size distribution the lower porosity in the
discrete element model can be achieved.
Having in mind there are alternative approaches, our proce-
dure is based on the following set of nine independent para-





material properties will be studied under quasi-static conditions,





and ar. Further on, assuming that the element size r is small
compared to macroscopic dimension L (r5L), we can neglect the
influence of the parameter r=L. The friction coefficient m has
influence mainly on the post-failure material behaviour, so we
can omit it in the relationships for elastic constants and strength
parameters. The set of relevant dimensionless parameters isFig. 6. Simulation of unconfined compression test—failure evolution with distribution
and (d) ¼0.0020 s.reduced to the following list: fknr=Rn,Rt=Rn,kt=kn,ng. Assuming
that the elastic constants are determined in the range, in which
the failure is not initiated yet, in the relationships for elastic
constants we can consider only two dimensionless parameters:
fkt=kn,ng. Thus, the following dimensionless functional relation-
ships linking macroscopic and microscopic parameters can be




































where l is a certain length parameter and A is a characteristic area
related to the discrete element model. The characteristic length l
and area A will be defined in a different way in 2D and 3D
problems. In the case of the 2D problem, where cylindrical particles
are used, it is convenient to take l as equal to the length (height) of
the particles, with a unitary value. In the 3D problem, the
characteristic length can be defined by the average radius r of
the particles, in equivalence with the 2D problem, but considering
spherical particles. The characteristic area A for 2D problem is
considered as the rectangle with the side dimensions equal to the
unitary height and average radius of cylindrical particles, while in
the 3D problem the area can be taken as the square of the radius r2.
4.1.1. Dimensionless micro–macro relationships for 2D problems
Considering the assumptions for the characteristic length l¼1
and area A¼ r  1 the dimensionless relationships (31)–(34) can be








, ð35Þof stress along the loading direction. (a) ¼0.0014 s, (b) ¼0.0016 s, (c) ¼0.0018 s




























The specific form of the dimensionless relationships (35)–(38) have
been obtained from the results of numerical simulations of the
unconfined compression test (UCS) and Brazilian tests. The results
of a simulation of the UCS test are presented in Fig. 6 in the form of
failure evolution with distribution of stresses in the direction of
loading. The material sample of 5050 mm represented by an
assembly of randomly compacted 4979 discs with a radii range
0.262–0.653 mm (average radius 0.465 mm) has been generated
using the high density sphere packing algorithm developed in [17].
Compaction of the particle assembly has been characterized by aFig. 7. Simulation of unconfined compression test—stress–strain curve.
Fig. 8. Simulation of Brazilian test—failure of the rock sample with distribution of stress
and (d) ¼0.0018 s.porosity n of 13%. The stress–strain curve obtained in the analysis
(Fig. 7) can be used to determine the Young’s modulus E and
compressive strength sc. The simulation also provides the value of
the Poisson’s ratio n. The dimensionless relationships (35)–(38) are
valid for discrete element models characterized with a similar
porosity as that of the specimen used in the calibration procedure.
The effect of the porosity has not been studied for other micro–
macro relationships in this work either.
The cylindrical specimen of the diameter 50 mm for the simula-
tion of the Brazilian test has been obtained by trimming adequately
the specimen used in the UCS modelling. The failure mode with
distributions of averaged stresses in the direction normal to the
loading is shown in Fig. 8. The failure in the form of splitting along the
diameter parallel to the loading predicted in simulation corresponds
very well to the experimental observations. The stress distribution is
in a very good agreement with the theoretical solution [34].
The force–time curve obtained in the simulation is plotted in





Simulations of both the UCS and Brazilian test have been
performed for the dimensionless parameter kt=kn in the range
from 0 to 1.5, assuming kn ¼ 1:6 1010 N=m, Rn ¼ 3 104 N,
Rt=Rn ¼ 1. Results of the analyses are summarized in Table 1.
The curves representing the dimensionless relationships (35)–(38),
based on the results from Table 1, are plotted in Figs. 10 and 11. Our
results are compared in Figs. 10 and 11 with equivalent results given
by Huang [11] and Fakhimi and Villegas [8]. It can be seen, that our
material model yields higher values of the Young’s modulus and
lower values of the Poisson’s ratio (Fig. 10), and higher compressive
strength and lower tensile strength (Fig. 11). This can be explained by
the effect of the specimen compactness. This effect is observed and
explained by Kruyt and Rothenburg [16]. Our geometrical models are
generated with a special algorithm ensuring high compactness of
particle assemblies [17].in the direction normal to the loading. (a) ¼0.0010 s, (b) ¼0.0014 s, (c) ¼0.0016 s
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Considering the assumptions for the characteristic length l¼r
and area A¼ r2 the dimensionless relationships (31)–(34) can beFig. 9. Simulation of the Brazilian test—load-time curve.
Table 1
Results of 2D simulations of the UCS and Brazilian tests.
kt=kn n E (Pa) sc (Pa)
0.01 – – –
0.1 0.225 1.561010 0.88108
0.2 0.190 1.651010 0.97108
0.3 0.163 1.741010 1.04108
0.4 0.132 1.821010 1.10108
0.5 0.105 1.871010 1.10108
0.6 8.35102 1.921010 1.08108
0.7 6.06102 1.971010 1.05108
0.8 3.90102 1.981010 1.03108
0.9 2.20102 2.021010 1.00108
1.0 1.24102 2.051010 0.99108
1.25 2.26102 2.081010 0.96108
1.5 4.81102 2.111010 0.92108
Fig. 10. Dimensionless relationships between the microscopic parameters and macro





































The specific form of the dimensionless relationships have been
obtained from the results of numerical simulations of the labora-
tory tests. Results of the numerical simulation of the UCS and
Brazilian tests are shown in Fig. 12. The failure obtained in
simulation is similar to the failure observed in the experiments.
A cylindrical specimen for the UCS simulation, whose diameter
and height both are equal to 50 mm, has been discretized with
11,120 particles with average radius of 1.12 mm. A half of this
specimen, with diameter of 50 mm and height of 25 mm,
obtained by removing the other half from the UCS, was used for
simulation of the Brazilian test. The simulations have been
performed for the dimensionless parameter kt=kn in the range
from 0 to 1, assuming kn ¼ 5 107 N=m, Rn ¼ 2 102 N, and
Rt=Rn ¼ 1. The results of the analyses are summarized in
Table 2. The dimensionless relationships (40)–(42) obtained fromst (Pa) E=kn scr=Rn str=Rn
0.69107 – – 0.107
1.17107 0.98 1.37 0.181
1.38107 1.03 1.50 0.214
1.48107 1.09 1.61 0.229
1.58107 1.14 1.70 0.245
1.66107 1.17 1.70 0.257
1.68107 1.20 1.67 0.260
1.65107 1.23 1.63 0.256
1.61107 1.24 1.60 0.250
1.58107 1.26 1.55 0.245
1.55107 1.28 1.53 0.240
– 1.30 1.49 –
– 1.32 1.43 –
scopic elastic constants for the 2D model: (a) relationship for Young’s modulus,
Fig. 11. Dimensionless relationships between the microscopic parameters and (a) compressive strength, (b) tensile strength for the 2D model.
Fig. 12. Results of the numerical simulation of the laboratory tests for rocks: (a) unconfined compression test, (b) Brazilian test.
Table 2
Results of 3D simulations of the UCS and Brazilian tests.
kt=kn n E (Pa) sc (Pa) st (Pa) Er=kn scr2=Rn str2=Rn
0.01 0.328 1.991010 0.655108 1.00107 0.4457 0.4106 0.0628
0.1 0.258 2.411010 1.36108 1.77107 0.5408 0.8535 0.1113
0.2 0.217 2.751010 1.62108 2.42107 0.6161 1.0161 0.1516
0.4 0.157 3.291010 1.78108 2.58107 0.7377 1.1177 0.1616
0.7 0.088 3.971010 1.72108 2.53107 0.8890 1.0786 0.1589
1.0 0.034 4.401010 1.65108 2.23107 0.9860 1.0349 0.1397
Fig. 13. (a and b) Elastic dimensionless parameters as functions of kt=kn for the 3D model.
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Fig. 14. Dimensionless compressive strength parameters as a function of kt=kn: (a) for compression, (b) for tension for the 3D model.
Table 3
Mineralogical composition of the sandstone from
Imberg (Germany).
J. Rojek et al. / International Journal of Rock Mechanics & Mining Sciences 48 (2011) 996–10101004the simulations of the UCS test are plotted in Figs. 13 and 14a. The
relationship (43) obtained from the numerical simulations of the









Fig. 15. Microstructure of Imberg sandstone.5. Experimental studies of rock cutting with a single
roadheader pick
Scale-one cutting tests with a single roadheader pick are
performed on the cutting testrig built in the laboratory of SANDVIK
Mining and Construction (Zeltweg, Austria) to study cuttability of
specific rocks and performance of cutting tools. Cutting of a
sandstone block by a rotating roadheader pick was chosen for
the numerical analysis. Experimental investigations were per-
formed for the sandstone from Imberg (Germany). Its mineralogi-
cal composition is given in Table 3 and its microstructure is shown
in Fig. 15. This sandstone can be classified as a medium grained,
compact, homogenous and slightly metamorphous sandstone.
Mechanical properties of the rock have been determined
experimentally and are the following: Young’s modulus E¼
18,690 MPa, compressive strength sc ¼ 127 MPa and tensile
strength st ¼ 12 MPa. Mechanical tests employed in the present
work were limited to the UCS and Brazilian tests, which are the
basic tests performed to characterize rocks in engineering prac-
tice. These tests are also used in the basic estimation of rock
cuttability in the Sandvik laboratory. The performed tests have
not provided with the information about the Poisson’s coefficient
of the rock. Numerical studies show that the Poisson’s ratio is an
important parameter in the cutting process [33]. Based on the
literature we have assumed the value of around 0.25 for the
Poisson coefficient of the investigated sandstone, although we
must remember that this value is taken with quite high
uncertainty.
The cutting process was performed with the velocity of 1.4 m/s
and the depth of cutting set at 10 mm. The spacing between
subsequent cuts was 20 mm. During the tests three components
of the cutting force, the cutting (tangential), normal and side
components were registered. The cutting force components,
obtained during the test selected for validation of the numerical
model, are plotted as a function of the cutting distance in Fig. 16.
Oscillations typical for cutting of brittle rocks can be observed.
The average values of the three components of cutting forces and
respective standard deviations are given in Table 4.
Force oscillations are correlated with chip formation process.
The spacing between force peaks in Fig. 16 corresponds to chipsizes. The relationship of force oscillation and chip sizes can be
analysed using frequency spectra of cutting forces. Frequency
spectra of any time function can be generated via the fast Fourier
transformation [6]. Analysis of cutting force oscillations in the
time domain allows us to estimate intervals between main peaks,
which correspond to major chip formation. Using noisy force time
signals it is not possible to analyse effectively oscillations in
higher frequencies, which are correlated with splitting of smaller
chips. This can be done using representation of cutting forces in
the frequency domain. Knowledge of frequency components of
Fig. 16. Experimental cutting forces vs. cutting distance (laboratory of Sandvik
Mining and Construction GmbH, Zeltweg, Austria).
Table 4
Experimental cutting force parameters.




Fig. 17. Frequency spectrum of the experimental normal cutting force.
0–5 mm 5–10 mm
10–15 mm 15–20 mm
20–25 mm 25–30 mm
30–35 mm 35–40 mm
Fig. 18. Rock chips sizes.
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sizes, which is illustrated below.
Frequency spectrum of the normal force is presented in Fig. 17
as the plot of the force amplitude vs. frequency. It can be
supposed that a prominent peak at frequency fp ¼ 27 Hz corre-
sponds to major chip formation. The major chip size lmaxchip in the







On the right side from the peak a range of frequencies with
increased amplitudes can be observed, with the threshold fre-
quency being approximately 217 Hz. The range of frequencies







Oscillations of cutting forces can arise either from chip formation
process or from vibrations of the testing equipment. The force
amplitude peak in the range of higher frequencies (700–750 Hz)
in the plot in Fig. 17 is probably due to vibrations of the cutting
system, rather than arising from the chip formation process. The
tool holder in the test rig is characterized with high stiffness so its
high natural frequency corresponding to the frequency peak
around 700 Hz is understandable.
Our conclusions from the frequency spectrum analysis are
confirmed by the observations of the chips produced during the
cutting test. Fig. 18 shows the chips grouped according to their size.
The chip maximum dimension was used as a parameter character-
izing chip size. Distribution of chip sizes is presented in the form of
the histogram in Fig. 19. We can see that the range of the chip sizes
Fig. 19. Laboratory rock cutting tests—chips size histogram.
Fig. 20. (a and b) 2D numerical simulation of rock cutting—failure mode during
rock cutting. Fig. 21. 2D numerical simulation of rock cutting—cutting force variation.
Table 5
Cutting force parameters predicted in the 2D simulation.
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the frequency spectrum.Force component Average (kN) Std. dev. (kN)
Cutting 6.1 4.0
Normal 8.14 6.28
Fig. 22. 2D numerical simulation of rock cutting—frequency spectrum of the
normal force.6. 2D simulation of the rock cutting test
The discrete element model has been applied to simulation of
the rock cutting test described assuming 2D and 3D geometry.
The 2D simulation is shown in Fig. 20. The rock specimen is
discretized using 97,960 cylindrical elements of radii in the range
r¼0.0796–0.345 mm and with the average radius r ¼ 0:2 mm.
The tool has been discretized with 1090 straight line segments.
The discrete element model parameters have been determined
using the dimensionless relationships (35)–(37) plotted in
Figs. 13–14. We have assumed the value of the ratio kt=kn is 0.1.
This value corresponds to the Poisson’s ratio of 0.224 (cf. Fig. 10b)
which is approximately a likely value of the Poisson’s ratio for the
investigated sandstone. Qualitative analysis of the results of
simulations of the UCS and Brazilian tests indicates that for the
assumed value of the ratio kt=kn a brittle behaviour of the rock is
represented properly. For the given kt=kn ¼ 0:1 from the plot in
Fig. 13a we have E=kn ¼ 0:98, and this yields kn ¼ 1:869
1010=0:98¼ 1:94 1010 N=m. The strength of the cohesive bonds
in the normal direction Rn can be calculated either from the plot
in Fig. 14a or from the one in Fig. 14b. The former gives Rn ¼
sc  r=1:4¼ 127 106  0:2 103=1:4¼ 18:1 103 N, whereas
the latter gives Rn ¼ st  r=0:18¼ 12 106  0:2 103=0:18¼
13:4 103 N. Since the rock failure in cutting is related to tensilestresses, the strength of the cohesive bonds calibrated according
to the rock tensile strength Rn ¼ 13:4 103 N has been taken. The
bond strength in the tangential direction Rt has been assumed as
equal to Rn, similarly as in the calibration procedure presented in
Section 4.1.1.
The set of microscopic parameters has been completed with
the Coulomb friction coefficient m¼ 0:839, the parameters of the
rock–tool interaction and the coefficients of the global damping.
For the rock–tool interaction the following set of parameters has
been assumed: kn ¼ ks ¼ 5 1010 N=m, m¼ 0:5. The non-viscous
damping has been assumed taking the damping factors
anvt ¼ anvr ¼ 0:2.
The rock failure mode obtained in the simulation (Fig. 20) is in
accordance with the failure observed in the laboratory test. The
cutting forces predicted in the 2D simulation have been plotted in
J. Rojek et al. / International Journal of Rock Mechanics & Mining Sciences 48 (2011) 996–1010 1007Fig. 21. The average values and standard deviation of the cutting
force components are given in Table 5.
The cutting forces have been transformed into frequency
domain using the Fourier transformation. The frequency spec-
trum of the normal component of the cutting force is plotted in
Fig. 22. Similarly to the experimental spectrum a peak amplitude
and the range with increased amplitudes are observed. The
characteristic frequencies 78 and 233 Hz allow us to predict the
chip size range 6–18 mm.Fig. 24. Rock cutting forces—3D numerical results.7. 3D simulation of the rock cutting test
All the three components of the cutting force can be calculated
using a three-dimensional model of the rock cutting test. Results
of the 3D simulation are shown in Fig. 23. The material sample
has been discretized using 71,200 spherical particles with average
radius of 1.02 mm. The discrete element assembly has been
generated using the high density sphere packing algorithm [17].
The tool was assumed as rigid and its surface was discretized with
a fine mesh of triangular facets representing accurately a complex
tool tip geometry.
The micromechanical parameters for the considered rock were
found with help of dimensionless relationships given in Figs. 13a
and 14a. Similarly like in the 2D model, the ratio between the
contact stiffness in the tangential and normal direction kt=kn has
been assumed as equal to 0.1. This value corresponds to the
Poisson’s ratio of 0.265 (cf. Fig. 14b) which is a likely value of the
Poisson’s ratio for the investigated sandstone. Brittle behaviour of
the rock is represented properly in the model for this value of the
ratio kt=kn. From the curve given in Fig. 13a the contact stiffness
in the normal direction kn ¼ 1:869 1010  1:02 103=0:52¼
3:6 107 N=m has been obtained, then we have the contact
stiffness in the tangential direction kt ¼ 3:6 106 N=m. The value
of cohesive bond strengths in the normal Rn can be calculated
from the plots in Fig. 14a or b. The results obtained from these
two plots are slightly different, Rn ¼ sc  r2=0:88¼ 127  106
ð1:02 103Þ2=0:88¼ 150 N from the plot in Fig. 14a vs. Rn ¼ st 
r2=0:103¼ 12 106  ð1:02 103Þ2=0:103¼ 121 N from Fig. 14b.
Since the failure in cutting of sandstone is of brittle character and
splitting of chips is mainly due to tensile stresses, the value
Rn¼121 N according to the indirect tensile test simulation results
has been adopted. Similar value for the shear bond strength has
been taken, Rt¼121 N.Fig. 23. Numerical simulation of the laboratory rock cutting test.The set of microscopic parameters has been completed with
the Coulomb friction coefficient m¼ 0:839, the parameters of the
rock–tool interaction: kn ¼ kt ¼ 3:6 106 N=m, m¼ 0:5, and the
non-viscous damping factors anvt ¼ anvr ¼ 0:2.
The results of numerical simulation (Fig. 23) show that split-
ting of chips typical for brittle rock cutting has been reproduced
in numerical simulation. The three components of cutting forces
obtained in simulation are plotted in Fig. 24.
The frequency spectrum of the normal component of the
cutting force is plotted in Fig. 25. The peak amplitude correspond-
ing to the major chip formation is at frequency 49 Hz, which gives
the major chip size 28 mm. The threshold frequency for the chip
formation process is approximately 230 Hz, which yields the size
of small chips 6 mm (Table 6).Fig. 25. 3D numerical simulation of rock cutting—frequency spectrum of the
normal force.
Table 6
Cutting force parameters predicted in the 3D simulation.
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Fig. 26 shows comparison of the experimental and the
numerically predicted cutting forces given by their average values
and standard deviations. Despite the differences observed in the
average values and in the values of the standard deviations, the
numerical analysis both in 2D and 3D gives quite good prediction
of the cutting force. The 2D model has no capability to predict the
side component and the prediction of the normal component is
not correct. This is caused mainly by the lack of full geometrical
information in the 2D model. Furthermore, the 2D simulations are
based on the assumption of plain strain conditions, what may be
appropriate for prism shaped radial tools, but it is not adequate to
model the cutting with point attack tools. Consequently, a reason-
able prediction of all three components of the cutting forces can
be obtained using the 3D model.
Plots of the force spectra (Fig. 27) indicate that the simulation
results – especially those of the 3D simulation – matching quite
well the experimental results. In the numerical spectra, similarly
as in the experimental results, the peak amplitude is predicted,
and a certain range with increased amplitudes can be detected
allowing us to predict the chip sizes. The range of chip sizes
predicted by numerical simulation overlaps the range found inFig. 26. Comparison of mean forces and standard deviations obtained in experi-
ment and predicted in 2D and 3D simulations.
Fig. 27. Comparison of force frequency spectrums obtained in experiment and
predicted in 2D and 3D simulations.the laboratory tests. While the size of smaller chips is predicted
with a high accuracy by both the 2D and 3D simulation, the major
chip size is predicted with a larger error—a better coincidence
with the experimental results is obtained for the 3D simulation.9. Concluding remarks
The numerical simulation can provide valuable information
about the cutting phenomenon. The discrete element model of
rock cutting is capable to represent correctly complexity of a rock
cutting process. Quite a good qualitative and quantitative agree-
ment of numerical results with experimental measurements has
been found in the validation of the model developed in the
present work. The discrete element model developed can be
employed in the design of rock cutting tools and processes.
The discrete element model of rock cutting requires further
validation. More rigorous calibration of the model would require
a more comprehensive experimental testing procedure including
the triaxial compression, direct shear and fracture mechanics
tests relevant to rock failure in rock cutting. It can be expected
that the use of the results of these tests for model calibration
could allow us to tune model parameters better and subsequently
improve qualitative results in the analysis of rock cutting.Acknowledgement
The authors acknowledge partial funding by the EU project
TUNCONSTRUCT (contract no. IP 011817-2).Appendix A. Numerical algorithm
The flowchart of the main routine of the discrete element
method program DEMPack performing simulation of a rock
cutting process is given in Fig. 28.Appendix B. Input data
The following data are necessary to define completely a
numerical model of rock cutting presented in this paper:
Geometry definition of a rock specimen: Discretized geometry
of a rock specimen is given by the set of spherical particles
defined by their radii ri and their centroids (Xi, Yi, Zi), i¼ 1, . . . ,Np,
where Np is the number of particles.
Geometry definition of a rock cutting tool: The tool geometry is
defined by a triangularized tool surface. The triangular mesh is given
by the set of nodes (Xi, Yi, Zi), i¼ 1, . . . ,Nt , where Nt is the number of
nodes used in the tool discretization, and the node connectivities.
Kinematic conditions: Kinematic conditions can be specified
by fixing any degrees of freedom of arbitrary nodes or by
prescribing any component of translational or rotational nodal
velocity using a given function of time. In particular, the tool
trajectory is defined by prescribing the tool velocity.
Load: Gravitational load and arbitrary nodal forces can be
introduced. Loading can be either constant or scaled by an
arbitrary time function.
Initial conditions: Non-zero initial velocities and displace-
ments can be specified optionally. If not specified, zero initial
velocities and displacements are assumed.
Material properties: The complete set of parameters defining
material properties in the discrete element model is the following:
kn contact stiffness in the normal direction,







6) Time stepping data







- calculation of time independent
variables: vector of nodal masses,




2) Evaluation of contact forces
Contact analysis:
Calculation of external load
Calculation of the time step t
Time integration
(update velocities and displacements)
Output of the calculation results
t = t + t
t ≥ tNo end
End
Yes
Fig. 28. Flowchart of simulation of a rock cutting process.
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Rt interface strength in the tangential direction,
m Coulomb friction coefficient,
at damping coefficient for translational motion,
ar damping coefficient for rotational motion.Cohesive bonds are imposed for the particles being in contact at
the initial configuration. The contact bonding is also established
for the particles being very close to one another. A certain small
tolerance, gtol, is used in verification of initial contact condition. In
the present work this condition has been assumed proportional to
the average particle radius r, gtol ¼ 0:01r.
Tool–Rock interaction parameters: The frictional model of
tool–rock interaction is defined using the following parameters:
kn contact stiffness in the normal direction,
kt contact stiffness in the tangential direction,
m Coulomb friction coefficient.
Time stepping data: The following parameters are used to
control process time and time integration:
tend end time of the analysis,
a safety factor in the estimation of the stable time step.Appendix C. Result output
Complete solution: A complete solution is saved at specified




 particle interaction forces,
 cohesive bond state flag: bond active or broken,
 averaged density,
 averaged stresses.Selected results: Selected results are output at higher fre-
quency, at specified intervals thist. The following selected results
are saved for plotting time histories: interface contact forces,
 selected nodal accelerations,
 selected nodal velocities,
 selected nodal displacements.References
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