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Abstract: To make the right decisions on investments, operations, and policies in the public road sector,
decision makers need knowledge about traffic measures of trucks, Such as average travel time and the
frequency of trips among geographical zones. Private logistics companies daily collect a large amount
of freight global positioning system (GPS) and shipment data. Processing Such data can provide
public decision makers with detailed freight traffic measures, which are necessary for making different
planning decisions. The present paper proposes a system framework to be used in the research project
“A new system for sharing data between logistics companies and public infrastructure authorities:
improving infrastructure while maintaining competitive advantage”. Previous studies ignored the
fact that the primary step for delivering valuable and usable data processing systems is to consider
the final user’s needs when developing the system framework. Unlike existing studies, this paper
develops the system framework through applying a user-centred design approach combining three
main steps. The first step is to identify the specific traffic measures that satisfy the public decision
makers’ planning needs. The second step aims to identify the different types of freight data required as
inputs to the data processing system, while the third step illustrates the procedures needed to process
the shared freight data. To do so, the current work employs methods of literature review and users’
need identification in applying a user-centralized approach. In addition, we develop a systematic
assessment of the coverage and sufficiency of the currently acquired data. Finally, we illustrate the
detailed functionality of the data processing system and provide an application case to illustrate
its procedures.
Keywords: freight; GPS; database; road transport; OD matrices; parking measures; driving patterns;
affinity diagram; user requirements
1. Introduction
The road network is an essential requirement for the economic and social development of
countries [1]. Accordingly, many countries are paying great attention to improving their road network
infrastructure through large investment projects. However, investment decisions on road infrastructure
require significant economic resources and have long-term implications. As an example, the total
investment in road transport infrastructure in Denmark accounted for over 1 billion Euro in 2016,
representing 0.8% of the Gross Domestic Product (GDP). Road-based freight transport has always
been important in the Danish economy. In 2015, it was reported that more than 4800 enterprises
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were working in the road-based freight transport in Denmark [2]. In the same year, approximately
36.1 thousand persons were employed in road freight transport [3]. The turnover of freight transport
activities reached 5.1 billion Euro in 2015 [4]. By 2023, it is expected that the revenue of freight transport
by road will amount to approximately 6.4 billion Euro [5]. Despite the economic benefits, road-based
freight transport has been a significant contributor to carbon emissions, accidents and congestion
compared to other modes of freight transport [6,7]. This necessitates making effective investment
decisions on the road infrastructure to mitigate the growing issues of freight transport [8].
From a planning perspective, knowledge on how freight moves on the road is essential for making
effective decisions on infrastructure investments and formulating new policies. However, many studies
reported limited availability of knowledge on freight movements [9]. One of the most important reasons
for this limitation is the scarcity of disaggregated data on truck movements [10]. Thanks to the advances
in the information and communication systems, the majority of logistics companies daily collect large
amounts of freight data on delivery activities Such as global positioning system (GPS) data from
freight trucks. Freight data can include information on locations and speed of the freight trucks and it
describes the shipments on each truck Such as types and amounts of goods transported. The collected
data are primarily used for managing delivery operations and benchmarking purposes in the logistics
companies [11]. Such data can provide insightful knowledge on several traffic measures related to
freight movements Such as truck tours, travel patterns, and congestion levels. For example, Azab et al.,
showed that container ports could improve their service performance and utilization of gates if
container transport companies shared their delivery schedules with the ports before arriving at the
ports [12]. In spite of that, freight data from logistics companies are often unavailable to public
authorities since they include confidential information about the business of the logistics companies.
Recently, scholars have developed data processing systems, which collect and process freight data
from private logistics companies. The main aims of Such studies are to develop data analytics to
produce valuable freight traffic measures, which can support public authorities when making planning
decisions in the road sectors [13]. Data analytics can be defined as the application of an algorithmic
approach to a set of data with the objective of deriving insights and measures [14]. For example, traffic
measures derived from processing GPS data can include Origin–Destination (OD)-matrices, average
travelling speed, and travelling time reliability [10,15,16]. Chankaew et al. (2018) created a system
for processing GPS-data from freight transport in Thailand to extract travelling patterns of freight
trucks. Additionally, they included land use data to create an activity-based OD-matrix to form
better understanding of the patterns of freight movement [13]. Hyun et al., developed a system to
create OD-matrices to determine the most used freight corridors to decide on the best locations for
installing loop-detectors [17]. C.-F. Liao used GPS-data to analyse key freight corridors in the Twin
Cities area of Minnesota, USA [18]. In addition, Ma et al., used GPS-data to create OD-matrices
to be used by public infrastructure authorities [19]. Most of the existing studies have focused on
computational algorithms and modelling techniques to derive various measures. Several scholars
have made significant contributions towards improving the accuracy as well as the reliability of
the computational algorithms. However, existing studies ignored the fact that the primary step for
delivering valuable and usable data processing systems is to understand the needs of the final user,
and the application of a user-centred design approach to the development process. One of the primary
requirements of the user-centred design approach is gathering user requirements [20]. According to
Illemann et al. [21], the public decision makers may not be aware of the different traffic measures that
can be extracted from freight data and which measures can support their planning needs. Identification
of final users’ requirements is one of the most essential steps to ensure the success of a system [20].
In addition, the existing literature paid little attention to evaluating the sufficiency and coverage of the
freight data. Data sufficiency concerns the amount of freight data that is required to provide statistically
significant traffic measures. Data coverage indicates the geographical distribution of the freight data.
Estimating different measures effectively for all the geographical regions under study, requires that
individual regions are sufficiently covered by the data. Most research papers have investigated the
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data sufficiency through determining the data sample size that can guarantee statistically significant
results [19,22–24]. Important aspects Such as the geographical coverage of the data have rarely been
considered in the literature on freight transport.
The main aim of this work is to discuss a data processing system framework developed
during the test phase of a two-year research project called "A new system for sharing data between
logistics companies and public infrastructure authorities: improving infrastructure while maintaining
competitive advantage". This research project aims to develop a data processing system for collecting
and analysing freight movement data of private logistics companies. The measures derived from the
developed system will be shared with a public authority, i.e., the Danish Road Directorate (DRD).
The DRD is the governmental institution responsible for planning, building and maintaining state
roads in Denmark. In particular, the current work addresses four main research questions that have
not been considered adequately in the relevant literature. The research questions are as follows:
1. How can the DRD’s requirements (traffic measures) be gathered effectively during the development
phase of the database system?
2. What are the different types of raw freight data that are required to enable the processing system
to satisfy the DRD’s requirements?
3. What are the procedures and systems to collect and analyze the shared freight data and ensure
data privacy?
4. How much data is required to provide statistically significant freight data analyses?
To provide answers to these questions, we employed a structured review method and user
requirement analysis. Our review process aims to cover relevant studies where data of private logistics
companies are used to support decision making in the public sector. More specifically, we target
studies where freight data, e.g., GPS data, are collected from private logistics companies and used to
support planning in public sectors. In addition, the focus of this review process is limited to studies on
road-based freight transportation with a particular focus on GPS data since many studies have shown
that GPS data of freight trucks can be employed to extract several analyses, Such as driving patterns
and OD-matrices. The review process includes two main steps. At the first step, we performed a
structured search in databases of Scopus and Web of Science using combinations of the following
search terms:
“Public Organizations”, “Department of Transportation”, “Transport Policy”, “Public Sector”;
“Origin–Destination”, “Logistics”, “Freight”, “Lorries”, “GPS”, “Trucks”, “Data”.
The second step aimed to carefully examine each article to remove doublets and filter articles
based on relevance to the scope defined. We examined all identified articles until we reached a final set
consisting of 97 articles. Figure 1 shows the temporal analysis of the identified articles over the last
three decades. In general, the figure shows an increasing trend in freight data research. It can be noted
that during the last decade, significant research attention has been paid to the topic compared to prior
periods. Although the figure shows that some years have relatively few publications, the general
trend indicates a rapidly growing interest in the research topic. This general trend confirms that
analyses of freight data from private sectors are imperative for supporting reliable decision making in
public sectors.
To better present the findings, we divide the remainder of this paper into six sections.
Sections 2 and 3 are dedicated to answering the first and second research questions, respectively.
Section 4 addresses the third and fourth research questions. An application case is provided to illustrate
the system framework in Section 5. The conclusions and future work are presented in the final Section 6.
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Figure 1. Number of research articles per year.
2. Identifying the Most Important Traffic Measures from Final Users’ Perspectives
As stated before, design of the system requires developing a better understanding of what
measures the final users expect from the system. The aim of this section is to identify the DRD’s
requirements for the system. In the literature, some techniques exist, which can be used to gather
users’ requirements regarding the information system, e.g., focus groups, expert opinion interviews,
web-based surveys and mind-mapping by experts [25–27].
In this paper, we utilized a requirements-gathering approach that is based on an affinity diagram,
following the approach in [21]. The proposed approach includes two main parts, as shown in Figure 2.
The first step includes reviewing relevant literature to identify different ways of using freight data in
transportation planning by public authorities. The second part aims to identify the users’ requirements
through the use of an affinity diagram and semi-structured interviews with the relevant stakeholders.
Figure 2. The proposed requirements gathering method.
As a first step, a literature search was conducted as previously illustrated in Section 1. The search
resulted in a set of 35 articles on several uses of freight data. By analysing this set, eighteen different types
of data usages were identified, as shown in Table 1. The research team invited eight stakeholders from
the DRD to participate in a workshop, to evaluate the identified data usages from the literature review.
The eight stakeholders included data engineers, statisticians, project managers, clerks, and caseworkers.
The identified data usages were refined by the participants to develop main categories of data usages
ISPRS Int. J. Geo-Inf. 2020, 9, 606 5 of 26
through an affinity diagram. The affinity diagram is a method to develop categories of data based
on their natural relations through brainstorming or by analysing qualitative data gathered through
survey, interviews or feedback results. Originally developed as a quality management tool, it is now
applied in different domains for generating ideas for decision-making [28]. The main steps of the
affinity diagram are as follows: identify the problem and state it clearly, note down ideas on note
cards, and arrange cards into groups of natural cohesion. When all cards are grouped, consensus of
all participants’ opinions can be reached on names and contents of categories. Several studies have
used the affinity diagram method to analyse and categorise qualitative data from workshops, surveys,
interviews etc. [29–31]. The participants are categorized into three main categories, as shown in Table 1.
These categories are as follows:
• Road infrastructure planning: this category includes studies that used the freight data to validate
or investigate the impact of new roads, parking areas for trucks, and potentials for toll roads.
• Freight transport regulations: this category includes studies of how the freight data can be used to
suggest and validate freight traffic policies.
• Freight movement analyses: this category includes studies that analysed the freight data in order
to form a better understanding of how road networks are used by freight trucks.
Figure 3a shows the distribution of the 35 articles with respect to the three categories. It can be
noted that 51% of the articles were focused on freight movement analyses and aimed to form better
understanding of how road networks are used by trucks. In addition, 32% and 17% of the articles were
focused on freight transport regulations, and infrastructure planning, respectively. Figure 3b shows
the temporal analysis of the articles in each category in the past 15 years. In general, a rapidly growing
trend in research on the three categories can be observed. However, research in the third category has
a relatively higher growing rate of research accumulation. Figure 4a analyses the research trends in
each category and it shows that 67% of the articles on freight movement regulations aimed to develop
data-based approaches that can be used to evaluate the effectiveness of programmes and policies to
decision makers, and to simulate effects of policy suggestions. Figure 4b shows that 38% of studies on
infrastructure planning aimed to use freight data to justify parking zones and rationalisation of areas
where new parking may be suggested. Finally, Figure 4c shows that 54% of the studies in the third
category (freight movement analyses) addressed OD-matrices and truck congestion problems Such as
identification congestion spots, average travel speed, travel time reliability of specific road stretches,
and route choice modelling.
Figure 3. Distributions of the identified articles in relation to the three categories (a), and time analysis
of the articles in each category (b).
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Table 1. Categories and data usages identified from the literature review.
Categories Usages Description Reference
Road infrastructure planning
Freight e-corridors Travel data supports deployment of e-corridor for trucks [32]
Parking area planning Freight data allows for justification of parking zones and rationalisation of areaswhere new parking may be suggested [33–35]
Toll road planning Data can be used to identify potentials for toll roads, as well as spreading out freighttransport through the day by using time differentiated toll charges [36,37]
New road planning Trip data can support development of new roads, by considering route choices,allowing for shorter trips [38,39]
Freight transport regulations
Emergency lane running Allowing hard shoulder running, based on analyses of data from formercongestions, etc., could reduce travel time during peak hours [40]
Air quality regulation Combining traffic flow data with air quality sensors allows for the regulation of airquality by traffic policy [41]
Evaluating traffic policies
A data-based approach allows for the objective and effective proposal of
programmes and policies to decision makers, and makes it possible to simulate
effects of policy suggestions
[18,32,33,36,39,42–46]
Road maintenance regulation Maintenance schemes and prediction is possible through analyses of road use byfreight data and Weigh-in-Motion (WIM) data [11,47,48]
Priority policies Priority measures for freight vehicles can reduce driving time. Use freight data toanalyse the impact of priority policies. [49,50]
Freight movement analyses
Congestion analyses Use of data from private freight companies allows for identification of congestionspots [18,42,51–53]
Greenhouse Gas (GHG) emission analyses Using freight company data to evaluate and determine high-emission zonesthrough emission modelling [42,54–56]
Parking pattern analyses Determining truck stopping locations, and analyses of staying times, parking areautilization and parking demand [34,42,57]
Crash cause analyses Data can be used for crash analysis in relation to location, speed, weatherconditions, etc. [58–60]
Travel time analyses Freight transport analysis over time allows for better understanding of travel timepatterns and driving patterns, as well as peak periods of freight transport [36,42]
Travel speed analyses Analysing speed of trucks and providing analyses on travel speed [11,16,39,61]
Route choice analyses Better understanding of route choice can assist traffic management and resourceallocation [52,62,63]
OD-Matrix analyses Freight GPS-data enables automatic creation of OD-matrices [11,15,18,63–67]
Production–Consumption (PC) matrix analyses Combination of GPS-data and other data types allows for the creation ofPC-matrices [68]
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Figure 4. Distributions of the identified articles in categories of infrastructure-planning
(a), freight movement regulations (b), and freight data analyses (c).
The three categories were further discussed with the participants through a semi-structured
interview in order to identify the most important traffic measures and data usages from the perspective
of the system users, i.e., the participants. The results from the discussions and interviews with
stakeholders revealed three important key traffic measures as follows: OD-matrices, driving patterns,
and parking pattern analyses.
2.1. OD-Matrices
OD-matrices can provide a better understanding of the dynamics of traffic demand over space
(from Origin to Destination) and time [69]. An OD-matrix is a representation of the numbers of vehicle
trips starting in one zone (origin), and ending in another (destination). Traditionally, an OD-matrix is
described by creating a table of size n × n, where n is the number of zones, and where Tij = trips from
origin i to destination j.
Participants considered the OD-matrices as a key measure because they can enable analyses of the
east–west truck traffic in Denmark, the truck traffic intensity across all state roads, and identification
of the most important road corridors. The currently available data source to the DRD is the data
from loop detectors, spread throughout the Danish road network. These detectors include automatic
categorisation of all passing vehicles. This only allows for knowledge on the passing trucks at specific
detection points, without knowing the origin nor the destination of the truck passing. To gain exact
knowledge on the truck traffic intensity on specific roads, it requires identifying exact OD-matrices.
The DRD utilises several other sources and techniques to estimate and analyse traffic on the Danish
roads, e.g., manual counts and the Danish national traffic model (LTM) [70]. The freight model of the
LTM requires calibration through OD-matrices, which can be created through the use of GPS-data.
This was also one of the user requirements identified.
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2.2. Driving Patterns among Zones
The driving patterns include the congestion spots for freight transport, average travel speed, travel
time reliability of specific road stretches and route choices. Knowledge on route choices is important
to the DRD, as this can provide valuable information for the planning of new roads, or expanding
existing ones. Identifying specific route choices of trucks allows for knowledge on the use of state
roads, as well as consideration of alternative route patterns based on time-of-day analysis.
The DRD lacks knowledge on congestion spots for freight transport. As mentioned earlier,
congestion spots considering all vehicles is possible through other data sources. Large amounts of
freight transport in an area is known to cause congestions [8]. Thus, obtaining knowledge on spots
with large amounts of trucks, and knowing whether this is increasing or decreasing, is important.
Such knowledge can allow for taking actions towards reducing congestion on the state roads. In addition
to that, the analysis of travel time reliability on specific road stretches allows for understanding which
road stretches have factors affecting the travel time. By including this measure, the DRD can consider
improving the flow of traffic on these road stretches or conduct other analyses of the road, to understand
the specific factors affecting the travel time. GHG Emissions were also considered an important measure
that can be estimated indirectly using the average speed of trucks among different zones.
2.3. Parking Pattern Analyses
The last key measure identified is parking pattern analyses. Parking pattern analyses include
information on where trucks park and for how long they park. This includes analysing whether
trucks park on specified parking areas, or on the side of a road or other non-specified parking
areas, as this allows for considering the potential of new parking area locations. In relation to state
roads, the DRD conducts observational studies to gain knowledge on the number of trucks using
specific rest areas along the motorways [8]. These observational studies can provide a reliable source
of data on the number of trucks entering and exiting the rest areas. In spite of that, they form only a
periodic usage measure of a few rest areas and they do not provide the possibility to conduct further
important analysis, e.g., length of parking stay, seasonal trends in the average parking stay and the
amount of trucks using the rest areas over longer periods of time. These further analyses are of great
importance to the DRD, according to the results from the interviews conducted.
3. Identifying Input Data Requirements
The main aim of this section is to identify the different types of data input required to produce
the key traffic measures previously determined. In order to identify the raw data requirements,
the methods to produce the key measures were considered initially. Then, the identified methods were
examined with respect to input data requirements. From a methodological point of view, many studies
show that the GPS data of freight trucks can be employed to extract the key measures since the GPS data
captures the trip trajectories of the freight truck while it is moving or stationary. Therefore, it is possible
to identify locations and times where the truck has stopped. For example, Taghavi et al. [71] identified
different types of truck stops (productive and non-productive stops) from large scale truck GPS data.
Sambo et al. [72] proposed a method to identify hotspots of vehicles and possible parking patterns using
GPS data from the vehicles. Haque et al. [57] utilized the GPS data to develop better understanding of
truck parking patterns by using econometric models. Ma et al. [19] developed a system to collect GPS
data from a large number of trucks and identify the OD matrices and driving patterns among different
zones in the Puget Sound, Washington. Gennaro et al. [54] developed a system to process GPS data from
28,000 vehicles and provide emissions assessment and mapping. Stop identification can help identify the
OD-matrices and is made using different techniques Such as centroid-based methods [73], speed-based
methods [74], duration-based methods [75–77], and density-based methods [71]. Several scholars
reported that one of the main issues with stop identification methods is that they require accurate
data on the flow of freight traffic to be created [78]. The quality of derived analyses can be improved
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by combining different types of data with GPS data [79]. It is essential to better understand what
types of data can be combined for reliable stop identification results. Accordingly, a literature review
was conducted as illustrated in Section 1 with particular focus on data input requirements and its
source for existing stop identification methods. The literature search conducted resulted in 19 articles
that used GPS-data, either alone or in conjunction with other data types, to estimate OD-matrices.
Table 2 shows the different data sources used by the 19 identified studies considering OD-matrices.
As can be seen from the last row in the table, traffic count, land use and weigh-in-motion are the data
sources most often combined with GPS data. The last column in the table shows the count of data
sources used by the 19 articles. In summary, 58% of the 19 articles employed only one data source,
i.e., GPS data. Using two data sources is most frequently adopted in comparison to using three and four
data sources. The observations from existing studies confirm the need for combining different sources
of data for two main reasons. The first reason is that combining different data types enables more
valuable and accurate analyses, Such as understanding freight activities and not just the OD data and
route choices. The second reason is for validation purposes. Validation means comparing the derived
measures to a reference measures in order to evaluate to what extent the calculated measures are
reliable. For example, C.-F. Liao (2014) compared the derived GPS-based speed statistics to measures
from traffic counts [18]. Though using more than one data source can improve the accuracy of derived
measures, it makes the data processing and interoperability among different data sources more complex.
This explains why the majority of existing studies most frequently combine two data sources.
In the following, we show how these data sources have been employed by some scholars to produce
the different measures. Ma et al. (2011) used GPS-data to create OD-matrices to be used by public
infrastructure authorities through a web-based tool. Their approach allowed for the analysis of several
freight performance measures, e.g., travel time variability and travel speed variability, and congestion
hotspots [19]. Kamali et al. (2016) used GPS-data alone to identify the different route choices between
an origin and a destination in Florida [15]. Their method provided an overview of transport through the
individual motorway sections, the access ramps and routes. Although the GPS-data has several uses in
regard to creating OD-matrices, it does still have few shortcomings when compared to more traditional
data-collection methods, e.g., traffic counts, transport surveys, loop detectors, etc. Chankaew et al., (2018)
reported on how a national database in Thailand can be used for analysis of OD-pairs of freight
trucks [13]. This is used to create OD-matrices considering both the exact origins and destination,
and also any stops along the way. They further included land use data in order to correctly identify
the nature of the freight transported by the truck, e.g., rice farm to rice mill. This allows for an
understanding of the freight activity, and not just the OD-pair and route choice, thereby enabling the
analysis of the specific flows of freight, rather than just the individual trips. The potentials for use by
public infrastructure authorities are many, however they have yet to be developed fully.
Many studies used different traffic counts or loop detectors to validate the OD-matrices created
from GPS-data. C.-F. Liao (2014) used GPS-data to analyse key freight corridors in the Twin Cities
area of Minnesota, USA, to better understand and identify traffic congestions and bottlenecks [18].
To validate the results, the author compared the obtained speed statistics and numbers of trucks
passing through specific road segments to measures from traffic counts. GPS data could be used to
analyse daily delay and travel time reliability, and to create a travel time reliability index, showing the
reliability of travel on different routes.
Identifying stops or parking of trucks based on GPS-data points is considered in several different
studies. Stop identification can be made by setting a threshold around the minimum stop’s dwell time
or by using density-based clustering methods [71].
Based on the above understandings gained from the literature, we conclude the data requirements
for the proposed system in Table 3. In general, GPS data and shipment data are required to produce
the key measures, while loop detector data and observational data are required to validate the
derived measures.
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4. Procedures and System for Developing Freight Traffic Measures
The following sections discuss in detail the procedures required in processing the data to satisfy
the needs of the DRD. Based on the findings from Section 3, two kinds of data, i.e., GPS data and
shipment data, have been identified to produce the needed analyses. The data processing system
will consider a fusion of these two data sets to enable providing more knowledge over the required
measures Such as PC matrices. Data fusion means that two sources of data are combined together in
order to extract more useful information in a way that outperforms what is possible with only one type
of data [80].
Fusion of the two data sets is possible as each trailer has a unique ID or registration plate, which the
system can use to search for the shipment data of the trailer and combine it with the OD results of that
trailer. This allows for determining detailed commodity flows, e.g., commodity flows in terms of value,
type or weight of commodities.
Based on previous studies [11,19,81–83], the procedures to produce the traffic measures are
composed of four major steps as follows:
(a) Raw data acquisition and analysis.
(b) Data storage and database development.
(c) Raw data processing;
- Data filtration procedure;
- Sample size determination procedure;
- Freight transportation analyses procedure.
(d) Validation of the freight transportation analyses.
Each of the above steps is explained below, including data limitations as well as our approach to
face these limitations. A particular focus is allocated to the first data set, i.e., GPS data.
4.1. Raw Data Acquisition and Analysis
The freight data that is currently available in this project is provided by two big Danish logistics
companies. The accessed data covers the time period from 1 January to 30 April 2019. The total amount
of GPS-data provided by the companies includes more than 21 million GPS records from approximately
3500 trucks, representing more than 8% of the total number of trucks registered in Denmark [84].
Contracts for data acquisition were made with the two companies. In response, each company provided
the required sets of data. A database was constructed to store and work with this data, following the
structure suggested by Ma et al. [19], in which a database was developed to collect GPS data from
private logistics companies and this data was received in different file formats. Because the amount of
the data was huge, i.e., millions of data records, a large database was developed.
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Table 2. Data sources for stop identification.
Authors
Data Source














[13] X X 2
[17] X 1
[88] X 1





[91] X X X X X 5
[16] X X X X 4
[18] X X 2
[19] X 1
[11] X X 2
[10] X X 2
Frequency 19 2 1 1 1 1 2 1 1 2 1
ISPRS Int. J. Geo-Inf. 2020, 9, 606 12 of 26
Figure 5. The percentage of the GPS data currently available at the main regions of Denmark
(Adapted from reference [92]).
To ensure the reliability of the freight transportation analyses, it is essential to include as many
freight companies as possible. In addition, it is important to ensure that the participating companies’
data geographically cover all regions of Denmark. Figure 5 shows the geographical distribution of the
GPS points that are currently available in the project. As can be noted from Figure 5, around 69% of
the GPS data is concentrated in Midtjylland and Syddanmark regions, while the other three regions of
Denmark have relatively low amounts of GPS data. This analysis provides an understanding of where
the currently acquired data is aggregated, and allows for knowledge on where the data is strongly
represented—and vice versa.
An interesting question that needs to be answered is “Do we have enough GPS data for statistically
reliable measures?” The answer for this question requires determining sample size requirements [24].
For example, to estimate travel time or speed, an analysis of transportation must decide on how many
trucks equipped with a GPS are required, also known as the minimum required sample size [19].
The information about sample size is necessary to develop statistically significant transportation
analyses. Sample size calculation cannot be performed unless the available GPS data is filtered and only
valid GPS data is considered. We answer this question in more detail in Section 4.3.2, after showing
how the acquired data is filtered and stored.
4.2. Data Storage and Database Development
GPS and shipment data files typically have considerable numbers of records, particularly if the
trucks transport Less Than Truck (LTT) shipments or the sampling rate at which GPS data collected is
short. To manage and analyse large volumes of diverse data from several logistics companies, a database
is required, which allows for flexibility and scalability [19]. Accordingly, a cloud database setup has
been developed. Figure 7 shows the overall structure of the developed database. From a technical
perspective, the main database is designed using PostgreSQL, with PostGIS. Using PostgreSQL with
PostGIS allowed for a seamless integration with the geographical information system (GIS) QGIS.
Due to this integration, it is possible to perform a number of operations, including visualising data
points on a map (see Figure 6). This allows for manual verification of any analysis performed.
Further, by locating specific geographical regions, using QGIS, it is possible to identify specific data
points and use this identification to extract the full data on these specific points. These may also be
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filtered based on specific dates and times. To analyse the data, the raw GPS data was plotted on a map
using QGIS. For specific analyses of a certain road section, QGIS enables zooming in into the road
section under study, as shown in Figure 6.
Table 3. Input data requirement for the proposed system.
Data Types Description and Purpose of Usage
GPS data
The GPS data describes the trip trajectories of the freight truck while it is moving
or stationary. All private logistics companies participating in the project have to
provide their GPS truck data. This data will be used as input to the stop
identification method to determine OD matrices, analysis of travel time among
zones, and parking pattern analyses. The following items have to be available in
the GPS data set provided by each company:
• Coordinates of GPS position (latitude and longitude).
• A time-stamp that describes the exact time of each GPS record. This enables
obtaining knowledge of truck stops over time, and analysing distances
covered over time.
• The GPS device_ID, which is a unique identifier of the on-board unit of
a truck.
Loop detector data
Loop detectors are widely used sensors for data collection about the
instantaneous traffic conditions at specific locations. The state roads in Denmark
have approximately 110,000 loop detectors, which can report traffic flow
(number of vehicles) and point speed, and a select few can report types of
vehicles. The loop detector data describes point speed as well as number of trucks
passing through specific segments at the motor ways. The data from the Danish
loop detectors is available online at (mastra.vd.dk), and access is controlled and
granted through permission from DRD. This data can be used to validate the
GPS-based speed measurements, as have been done in [18,93].
Observational studies or
transport surveys
The observational studies conducted by the DRD at specific rest areas will be
used as a reference measure to validate the derived GPS-measures for truck
parking. The observations are conducted at specific rest areas and the results of
these observations are not publicly available.
Shipment data
The shipment data describes the characteristics of loads on the trucks Such as
weight, volume, type, delivery and pickup dates, origin and destination of each
shipment. The shipment data may not be provided by all logistics companies
because Such data may be very sensitive and hard to be provided by all logistics
companies. The shipment data can be used for two purposes. The first purpose is
to validate the derived OD matrices, while the second purpose is to estimate
GHG emissions. The following items have to be available in the shipment data
set provided by each company:
• Pickup time, which describes time and date of the pick-up of the shipment.
• Delivery time, which describes time and date of the delivery of the shipment.
• Pickup address.
• Delivery address.
• Size and weight of shipment, which enables determining the commodity
flows in terms of size and weight moving across country.
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Figure 6. Zoom in on raw GPS-data from trucks, a snapshot from the developed system.
Through this data processing system, the companies can periodically send their data to a File
Transfer Protocol (FTP) server, as shown in Figure 7. A protocol is set to run each week, to retrieve data
from the FTP-server and upload to the database server at 1-week intervals. When data is received,
the data is automatically appended to the database. The database currently holds approximately
4.8 GB of data. This composes approximately 0.048% of current available space on the database server.
As the database is built for scalability, more space may be added, should it be required.
Figure 7. Overall structure of the developed data processing system.
4.3. Data Processing Procedures
Once the raw data is obtained from the database, filtration and correction procedures are applied
to solve any data problems. For the GPS data, signal loss and noises are typical issues, while shipment
data has issues due to missing items and different formats. The steps of data processing are described
in the following.
4.3.1. Data Filtration and Correction
After storing the raw data as illustrated in previous section, it is essential to deal with any data
problems. As stated before, signal loss and signal noise are the two major issues that GPS devices
have. There are several reasons for Such signal issues, e.g., signal loss may happen due to a cold start
which usually occurs at the beginning of each day, or due to a warm start which occurs when the
GPS device changes its status from “sleep mode” to “working mode” after the driver stops for one or
two hours. Another reason for the signal loss is that trucks travel through roads surrounded by tall
buildings [11,94]. Signal loss and signal noise result in missing parts of trips and creating false trips
Such as a sequence of points generated by a stationary GPS device that have been incorrectly identified
as a trip [83].
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Before processing the raw GPS data to develop the freight transportation analyses, it is necessary
to solve the signal problems. In doing so, we follow similar procedures reported in the work of
Ma et al. [19] to identify suspicious GPS records automatically for further correction or elimination.
The raw GPS data is post-processed based on the following rules:
• GPS signals may be lost when effective communication between GPS devices and GPS satellites
has signal loss. Such blockage may negatively affect identification of the OD data. In response to
this signal loss problem, the GPS records reported before and after the signal loss can be used to
assume the lost GPS records. For example, if the average of the travel speeds for the GPS records
before and after the signal loss is below a threshold speed limit, i.e., 8 km/h, it is reasonable to
assume that a trip had ended in the area of signal loss. On the contrary, if the average travel speed
for the GPS records before and after the signal loss is above this threshold, the truck is assumed to
continue travelling constantly with a speed equal to the average travel speed in the area of the
signal loss.
• In some cases, the GPS records of the same truck indicate that the truck suddenly left the route
and returned, for example it sometimes occurs that one GPS point is recorded far away from the
route, but the preceding and following GPS points are on the same route. Such GPS points are not
considered in the analysis.
4.3.2. Sample Size Determination and Data Sufficiency Analysis
To develop reliable transportation analyses using GPS devices, it is important to investigate sample
size requirements [24]. For example, to estimate link travel time or speed, an analysis of transportation
must decide on how many unique trucks are required, also known as the minimum required sample
size [19]. A large sample is always recommended to develop more accurate information about the
population. This is because a large sample size implies that the acquired data is more representative of
the real-world situation, and this will increase the confidence in the results [24]. However, as the sample
size increases, the costs for data collection will increase, as this requires including more companies in
the project. Therefore, calculating the minimum sample size represents a balanced trade-off between
the accuracy of analyses and the cost of data acquisition. Cheu et al. (2002) and Chen and Chien (2000)











• n is the sample size, expressed in number of trucks equipped with GPS probes.
• z α
2
= is the tabulated z-value corresponding to 100 × (1− α) con f idence, for example a confidence
level of 95% means that there is a probability of 95% that the population speed estimates will fall
within the specified range of speed values identified based on the sample.
• σ = Standard Deviation.
• SE = Sampling Error, which is user-selected allowable relative error in the estimate of the
average speed.
Equation (1) will be used to decide on how many trucks are needed. According to Equation (1),
the required sample size highly depends on the level of accuracy, i.e., the values of sampling error and
level of confidence, which are dependent on the preference of users. On the other hand, in case that
there is not sufficient GPS data to provide the minimum sample size, the equation can be used to
calculate the level of confidence in the measures based on the available GPS data and sampling error.
An application case will be discussed later to illustrate the use of Equation (1).
To analyse the GPS data for each day, for a specific location, using the sample size requirements,
two indices are used as follows:
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• Data availability index (u), which indicates the percentage (%) of daily hours at which at least one





where l is the number of hours at which at least one truck is available. l is calculated from the
available GPS data. For example, if u for a specific road segment is 100%, this means that at least
one GPS-data record is available at each hour for this segment.
• Data reliability index (d) indicates the percentage (%) of daily hours at which the available GPS





where v is the number of hours at which GPS data satisfies the minimum sample size requirement.
For example, if d is 54.2%, this means that around 54.2% of the 24 h have sufficient GPS data to
provide statistically significant speed measures.
The process of calculating the minimum sample size and the two indices was conducted for
14 road sections which were of importance to the DRD. Detailed description of inputs and calculation
of Equation (1) can be found in Section 5. Figure 8 shows the results of the indices for the selected
road sections. As can be noted from the figure, the data availability index has non-zero value at all
investigated road sections, meaning that at least one hour has available GPS data at all road sections.
On the other hand, the available data are not sufficient for the sample size requirement, as indicated by
the data reliability index. An in-depth analysis of the results shows that the currently available GPS
data are lower than the minimum required sample size and the extent of difference is significant at
peak hours. Therefore, the following focuses on how this shortage in the data will be addressed in
order to allow conducting more accurate measures.
Figure 8. Average values of indices, data availability index and data reliability index for selected
road sections.
Based on the previous discussion, a survey has been made to explore the willingness among
logistics companies to share data to the proposed system. A list of 11 relevant companies was provided
by the trade organisation International Transport Denmark (ITD), given the geographical distribution
of ITD members. Of these 11 companies, 10 companies showed willingness to share data to a system
Such as the one proposed.
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4.3.3. Freight Transportation Analysis Procedure
As stated before, the developed system is planned to provide three key measures:
Zonal OD matrices, driving patterns, and parking measures. In the following, we briefly illustrate the
procedure to extract each measure.
Developing OD-matrices generally require applying a number of steps for each unique truck:
identifying stops, determining the purposes of each stop, generating trips of each truck’s origins
and destinations. The primary step to obtain OD data is the identification of all stops made by
trucks. Several studies proposed different methods for stop identification, e.g., centroid-based
methods [73], speed-based methods [74], duration-based methods [75], density-based methods [71],
and the density-based spatial clustering of applications with noise (DBSCAN) method [95].
We will consider the DBSCAN method for identifying truck stops. This is because the application of
this method is well-understood in the literature and it was applied in several research projects with
large-scale GPS data. The following steps will be followed to develop the OD-matrices:
• Identifying truck stops: The DBSCAN method includes two main steps: (1) identify clusters of
GPS points, and (2) implement a time constraint to ensure stops are not detected based on GPS
points with a large temporal gap [95].
• Identifying the purpose of truck stops: Publicly available land use data will be used to identify
the purposes of stops: rest stops, loading/unloading stops, and fuelling stops [71].
• Determining the origins and destinations for trip generation: Origin and destination stops will be
those stops that are not rest, fuel, nor traffic stops.
• Calculating zonal OD-matrix: The zonal OD-matrix will determine the amount of unique trips
between each zone [19].
The driving patterns will be analysed by the following steps:
• Determining diversity of route choice between zones: Analysis of route choice describes amount
of trips on the individual routes among zones and identifies the main routes of travel between
zones as the route with the largest amount of trips [15].
• Determining travel time and speed between zones: The travel time and speed will be calculated
using trips’ information among origins and destinations, following the procedures introduced
in [67].
Regarding estimation of parking measures, the analyses will focus on resting areas.
Parking measures can be extracted by the following steps:
• Identifying stops at resting areas: As stated before, the DBSCAN method will be used to identify
all possible stops of trucks. Parking analyses will consider only stops made by trucks at the
different rest areas in Denmark.
• Determining arrival and staying times: Since each stop is a cluster of GPS records, for each stop,
its GPS records are sorted according to the timestamp. Then, the arrival and leaving times of each
individual truck will be considered as the first and last timestamps at the rest area. This can allow
for analyses on the total staying times on each parking area [96]. This can be considered per hour,
day, week or month, depending on the identified needs of the DRD.
• Calculating utilization of parking slots: With information on the arrival and leaving times of
trucks, the parking slot’s average utilization can be estimated as the proportion of the number of
trucks parked simultaneously to the maximum capacity of the rest area.
4.4. Validation of the Freight Transportation Analyses
Investment decisions related to transportation planning require large amount of money and
have long-term implications, which is why it is essential to validate the transportation analyses
used to inform these investment decisions. From a mathematical point of view, validation is the
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process of evaluating whether or not the freight transportation measures gained from the system are
within some tolerance determined by the intended user of the system. In this study, the validation
will be conducted by direct comparison of the system results, i.e., basic traffic measures (speed and
travel time) and freight traffic flows (OD matrices) to reference measurements. In the literature,
it is a common practice that GPS speed measures are compared to the speed measures from loop
detector stations [81,93]. It is worth noting that the loop detectors calculate the point estimates
(time mean speed), whereas the GPS speeds are calculated for the vehicles passing each section
(space mean speed) [93]. However, it is proven that space mean speeds are usually lower than time
mean speeds, where the literature shows that the free-flow time mean speed is 1% to 5% larger than
the space mean speed [97–99]. As stated before, loop detector stations in Denmark represent an
important tool for speed measurements. The speed measurements from the loop detector stations will
be considered as a reference and used to assess the accuracy of the speed measures from the GPS data.
Validation of the other measures were discussed in Section 3.
5. An Application Case
The following shows an application case of the procedures of data processing and validation.
In this case study, the aim is to estimate the average hourly travel speed at specific road section,
which includes a loop detector station. This station provides a source of reference speed measurements
for validating the results of the system.
It is worth noting that trucks might have different GPS-devices with different sampling rates.
Therefore, to avoid missing any GPS data records of any truck passing by the road section, GPS data
is obtained for a specific length on the left and right sides of the center of that road section.
Based on preliminary analysis, it was decided that a 3 km distance was sufficient.
Figure 9 shows the road section being studied as well as the loop detector station. The data on the
road stretch was determined by taking a distance of 20 m from the centre of the road.
Figure 9. Location of loop detector and the GPS data.
As a first step, the GPS data for this road section is obtained from the database and is filtered to
remove any invalid data following the rules described in Section 4.3.1.
The second step is to determine the minimum sample size of trucks equipped with a GPS.
For this purpose, the values of the confidence level, sampling error and standard deviation should be
provided to solve Equation (1). In this study, we consider a sampling error of 3 km/h and a confidence
interval of 95% at which the tabulated value of z α
2
is 1.96. If we assume, for the sake of this example, that
the variance does not change over the 24 h of the day, then the standard deviation (σ) can be estimated
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approximately by (R/4), where R is the difference between the maximum and minimum values of
the speeds at the hour of measurements. From the GPS data of this road section, the maximum and
minimum values of the speeds are 56 and 91 km/h, respectively. By solving Equation (1), it is found
that a sample of 33 unique trucks is needed at each hour in order to estimate the average hourly travel
speed with a confidence level of 95% and a sampling error of 3 km/h. It should be noted that in case the
system does not have sufficient trucks to satisfy this sample size requirement, the system will reduce
the sample size at the expense of the accuracy. For example, a sample of 24 trucks is sufficient to obtain
speed measures with a confidence level of 90% and sampling error of 3 km/h, while a sample of six
trucks is enough if the sampling error is increased to be 6 km/h and a confidence level is set to 90%.
Figure 10 shows the amount of data available at the system for this road section on 14 February 2019.
It is clear from Figure 10 that the system does not meet the minimum sample size of GPS data for
all hours.
Figure 10. The amount of GPS trucks whose data are available at the system in each hour of 14th
February 2019.
The third step is to calculate the hourly values of the mean space speed from the available GPS
records. The results of the speed measurements from the GPS data are shown in Figure 11. In addition,
Figure 11 compares the speed measures obtained from the loop detector station and the GPS data for
each hour of 14 February 2019. By visual inspection of both curves, it can be noted that both curves
show relatively good fit and lower average speeds in peak periods.
Figure 11. Comparison of hourly mean speed from station and GPS data.
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6. Conclusions and Future Research
The existing literature has been mostly focused on computational algorithms and modelling
techniques to derive various traffic measures from freight traffic. No previous studies have considered
the application of a user-centred design methodology to the development process of the data processing
system. One of the basic elements of a user centred design approach is gathering user requirements.
A structured literature review was conducted in order to map different traffic measures from freight data
and to decide on the types of raw data needed for producing these measures. A requirement-gathering
approach is used to effectively identify which traffic measures can best fit the planning needs of
the public authority. The obtained results show that OD matrices, driving patterns, and parking
pattern analyses are of great importance to the public authority. Two types of data, i.e., GPS data and
shipment data, have been identified to achieve the desired measures, while data from loop detectors
and observations at rest areas are suggested for validating the derived measures. The suggested
data processing system proposes to fuse the GPS-data and shipment data to provide results in a way
that outperforms what is possible with only one type of data. This allows for determining detailed
commodity flows, e.g., commodity flows in terms of value, type or weight of commodities. The GPS data
is provided by two big Danish logistics companies. The total amount of GPS-data provided by the two
companies includes more than 21 million GPS records from approximately 3500 trucks, representing
more than 8% of the total number of trucks registered in Denmark. In general, the procedures required
in processing the data are composed of four major steps as follows: (1) Data acquisition, (2) data storage
and database development, (3) data processing, (4) validation of the freight transportation analyses.
The data sufficiency was analyzed based on three indicators, i.e., sample size, data availability index,
and data reliability index. The results showed that the data availability index has non-zero value at
the studied road sections, meaning that data are available at the road sections. On the other hand,
the available data is not sufficient for the sample size requirement, as indicated by the results of
the data reliability index. In addition, the results showed that the currently available GPS data
is lower than the minimum sample size and the extent of difference is significant at peak hours.
In response, a survey has been made to invite additional logistics companies to share their data to the
proposed system. A list of 11 relevant companies was provided by the trade organisation International
Transport Denmark (ITD), given the geographical distribution of ITD members. Of these 11 companies,
10 companies showed willingness to share data to a system. A real application case was used to
illustrate the processing procedures in relation to speed measures. The results showed that there is a
good fit between the speed measures from the GPS data and the speed measures obtained from the
loop detector station. This reflects the accuracy of the proposed system and the ability to provide
reliable speed measures from the GPS data.
The main limitation is that the system design is limited to provide only the three key measures
and it cannot provide other measures. The expansion of the system is also constrained by the small
number of companies participating in the project. Although our plan is to include new companies
in the project to improve the data availability and coverage, many companies may provide low data
quality. Another constraint is that when expanding the system, the GPS data set will be too large and
the processing time will increase significantly. The issue of large computational time can be solved by
using an advanced CPU, which requires a relatively high investment cost.
The next phase of the project will focus on expanding the system in relation to acquiring more
GPS data and developing algorithms for extracting the key traffic measures. With the acquisition of
additional data, statistically reliable truck movement measures might be possible.
Finally, a number of future research areas were identified as follows:
• Future Transport demand: Using data to analyse changes that can affect the demand for freight
transport in the future and reveal possibilities to shape the next generation of transport policies.
This includes analysing changes in traditional shopping patterns towards more web-based
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shopping, shifts in travel patterns, policy restrictions on GHG emissions in cities or a shift to electric
vehicles, requiring considerations on charging infrastructure and electricity grid distribution.
• Decreasing congestion: An interesting question that can be addressed in future research is
“Can time-differentiated toll charges shift delivery times, and thereby affect the congestion rates,
by shifting truck driving times away from rush periods?”. In addition, the factors influencing this
need to be examined further, e.g., transport price and consumer acceptance of variable delivery
time. Analyses of route choices may show which road sections are vulnerable in case of heavy
truck traffic, or lack of alternate routes. Using this knowledge can possibly reveal opportunities
for expanding roads or building new roads.
• Policy support: “Can freight data support public authorities in other areas than transportation
planning or support transport professionals in private sectors?” is an interesting question that
can be addressed by future research. The data collected primarily focuses on developing
freight transport, and related policies, it may be useful in supporting policies for developing,
e.g., urban areas, areas where modal shifts occur, etc. By accommodating freight transport in
other policy areas, the effects of GHG emissions, noise and access roads may be ameliorated
and improved.
• Next generation data: A relevant question is “What are the next technology advances that will
provide a further dimension to the available data and allow a step–change in the understanding
of policy developments?”. The use of private data in public organisations has a direct effect on
private companies gathering more data. This naturalistic sampling enables public organisations
to obtain cheap data, without the need for installations of expensive equipment. It does come
with shortcomings, e.g., the data is not gathered for a specific purpose. Future research should
focus on how to develop new methods, or adjust existing methods.
• Data-gathering methodologies: Consider means to gather knowledge on stop-types and
stop-causes, to improve future freight models. Research into which types of data gathering
methodologies are best is an important aspect of several studies. As the necessary data required
to create OD-matrices is still debated, it is of importance to consider what data is required,
and which methods can best support this data, especially considering cost and time to gather the
necessary data.
• Metadata analysis: Considering the OD-matrix and driving patterns analyses, understanding the
required spread of data is of relevance. To ascertain an unbiased route choice set for OD-pairs,
it is necessary to further analyse the temporal spread of data, or to set up analyses of data to
conclude how many trips are sufficient [63].
• Model calibration: Calibrating models with OD-matrices, using ground truth data or simulated
data, requires further data input types. Which types of data to use for calibration, and how to use
these data, is a subject that requires further investigation.
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