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Nous knumtrons les p-partitions des sommets d’un graphe valut (partitions i nombre de classes 
p fix&) de diamktre d minimum. Dans le cas 03 p=2, nous rappelons la construction de M.R. Rao 
qui permet de les dknombrer et de les knumker. Pour p> 2 le probltme revient B construire un 
graphe seuil minimum G, dont les a&es ont une longueur supkrieure B d, et qui soit p-coloriable. 
C’est done un problkme NP-difficile. Nous utilisons des heuristiques pour dkterminer une borne 
supkrieure o de d et nous knumtrons les p-colorations de GO. Ensuite on fait dtcroitre o tant qu’il 
existe au moins une coloration compatible. Quand I’algorithme s’arr&te, le diamttre des partitions 
restantes est la plus grande valeur inftrieure au seuil obtenu. 
Abstract 
Gutnoche, A., Enumkration des partitions de diamitre minimum, Discrete Mathematics 111 (1993) 
277-287. 
We enumerate all the p-partitions of vertices of a complete valued graph (partitions with p classes 
with minimum diameter d. When p=2, we recall M.R. Rao’s algorithm that permits to count and to 
enumerate bipartitions. When p>2, the problem is the same as to build a minimum threshold 
spanning subgraph G0 having edges greater than .4 and being p-colourable. So it is an NP-hard 
problem. First, we use some heuristics to determine 6, an upper approximation of d, to enumerate all 
the p colourings of GO. Next we reduce 0 until the partitions remain compatible. When algorithm 
stops, the diameter of the remaining partitions is the greatest length of an edge lower than the 
threshold c. 
0. Introduction 
Soit X={x1,x2, . . ..x.} un ensembl e d e n objets et D = {dij} un tableau de dissimil- 
aritiis sur X. 
dij=d(Xi,Xj)=d(Xj>Xi)>O, dii=O. 
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Cette donnte est tquivalente au graphe complet G = (X, X x X, D) de sommets X et 
dont les a&es sont valuees par D; dij est egalement appelee la longueur de l’arete 
(xi, Xj). Dans la suite on appelle graphe (au) seuil 0 le graphe partiel G, = (X, U) dont 
les sueles aretes sont celles de longueur 30. On note U, l’ensemble des a&es de 
G dont la longueur est egale a 0. 
SoitP={Cr,C,,...,C,} une p-partition, c’est a dire une partition de X en p classes. 
CiflCj=O, u Ci=X. 
i=l,...,p 
Rappelons que dans un graphe value: 
le diametre d’une classe est igal a la plus grande dissimilarite intra-classe, 
6(Ck)=maxdij pour XiECk et XjECk. 
- le diametre dune partition est tgal au plus grand des diametres de ses classes, 
d(P)= max 6(C,). 
k=l,...,p 
On s’interesse aux partitions de diametre minimum de preference a celles de somme 
des diametres des classes minimum, car ce dernier critere conduit le plus souvent 
a choisir p- 1 classes reduites a un singleton, done de diametre nul, et de ce fait est 
d’un inter& pratique limit& Construire sur X une partition P telle que d(P) soit 
minimum est un probleme dont la complexite depend du nombre de classes. 
Pour p=2, Rao [lo] a donne un algorithme de complexite 0(n2 log n) qui permet 
de dinombrer et d’enumerer toutes les partitions en deux classes de diametre min- 
imum. Dans la lignee des travaux de Hubert [7], Leclerc [S] et Hansen et Jaumard [6] 
sur les mtthodes de classification descendantes, Monma et Suri [9] d’une part et 
Guenoche [3] d’autre part, one propose un autre algorithme de complexite 0(n2), 
base sur la bicoloration dun arbre maximum pour construire une (seule) bipartition 
de diametre minimum. Soulignons de plus que toutes les partitions de diametre 
minimum ne sont pas des bi-colorations d’un arbre maximum. 
Pour pb2, Hansen et Delattre [S] ont montre que le probleme est NP-difficile. I1 
proposent un algorithme base sur une methode de coloration optimale de graphes 
seuils successifs. En adaptant l’algorithme de Brown [2], ils construisent pour chaque 
valeur de p une seule partition de diametre minimum. 
Notre propos est d’enumerer, pour p fix&, les p-partitions de diametre minimum. 
Dans la cas od p=2, nous rappelons la construction de Rao. Pour p>2 nous 
presentons un algorithme qui permet de les construire toutes. Comme pour la 
methode de Hansen et Delattre cet algorithme est base sur la coloration dun graphe 
seuil avec p couleurs, chaque couleur dtfinissant une classe. On utilise plusieurs 
heuristiques pour approximer le diametre et on n’enumere les partitions qu’en dernier 
recours. 
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1. La mkthode de Rao 
Rappelons briivement l’algorithme de Rao: On considtre les a&es dans l’ordre des 
longueurs dkroissantes. Soit (xi, Xi) une ar&te telle que dij est maximum. Tant que l’on 
peut s&parer xi et xj, on rkalise une partition de diamktre infkrieur g dij. De trois 
chases I’une: 
Si seul l’un des deux sommets est class&, on placera l’autre dans l’autre classe. 
Si les deux le sent, dans des classes diffkrentes, on passera zi l’ar&te suivante. S’ils 
sont dans une mCme classe, l’algorithme s’arrcte et dij est le diamktre de la (des) 
partition(s) obtenue(s). 
Si aucun n’est class&, il suffit de noter le fait qu’ils doivent 2tre dans des classes 
diffkrentes. Pour n’examiner les ar&tes qu’une seule fois, l’astuce de Rao consiste 
B donner g chaque sommet une ktiquette. Ces labels peuvent &tre soit dtfinitifs, n+ 1 
ou n + 2 correspondant aux 2 classes, soit temporaires dans l’intervalle entier [I-n, n]; 
deux sommets qui doivent Ctre skparks reCoivent des labels opposks. L’examen de 
chaque a&e conduit g une mise g jour des labels. 11 sont rang&s dans un tableau 
L indexk sur X initialis g 0. 
Algorithme de Rao 
Soit (u, u) une arkte de valeur maximum; on pose L(u):=n+ 1 et L(v):=n+2 
Rkplter 
Soit (i,j) une uouvelle arZte de valeur maximum. 
Si L(i)=L(j)=O Alors L(i):=i; L(j):=-i 
Sinon si L(i)= n + 1 (resp. n+2) Et L( j)=O Alors L(j):= n+2 (resp. n+ 1) 
Sinon si L(i) = k < n Et L(j) = 0 Alors L(j) := - k 
Sinon si L(i) = n + 1 (resp. n + 2) Et L(j) = k Faire 
Pour tout v tel que L(u)= k Faire L(u):=n+2 (resp. n+ 1) 
Pour tout u tel que L(v) = - k Faire L(u) := n + 1 (resp. n + 2) 
Sinon si L(i)=k<n Et L(j)=m Avec k#m<n Faire 
Pour tout u tel que L(v)=m Faire L(v):=- k 
Pour tout u tel que L(v)= -m Faire L(u):= k 
Sinon si L(i)= L( j) Fin. 
Une structure de don&es plus llaborke, d&rite dans GuCnoche, Hansen et 
Jaumard [4] permet de montrer que cet algorithme est de complexitl 0(n2 log n) dans 
le cas le pire. De toute manike il faut prkalablement ordonner les arCtes dans l’ordre 
d&croissant, ce qui donne une complexit du m5me ordre. 
Si aprZs exkution de cet algorithme il reste k ttiquettes positives ou nulles, il y a 2k 
bipartitions de diamktre minimum. En effet, chacune de ces Ctiquettes peut recevoir 
n’importe quelle valeur, n+ 1 ou n +2; les ttiquettes nkgatives prendront l’autre 
valeur. Dans le cas le pire, si D est injective, les trois plus longues a&es forment un 
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cycle; la plus petite delinit le diametre des 2”-3 partitions de diametre minimum. Si 
D n’est pas injective, il y en a 2”-‘. 
2. Partitions en p classes de diamktre minimum 
Avant de presenter les grandes lignes de notre methode, rappelons qu’un graphe est 
p-coloriable si l’on peut donner a chaque sommet une couleur parmi p, de facon que 
toute arete lie deux sommets de couleurs diffirentes. La plus petite valeur p pour 
laquelle un graphe est p-coloriable est appele le nombre chromatique du graphe 
(done le graphe n’esi pas (p- 1)-coloriable). Comme l’ont remarqd Hansen et 
Delattre [S], il existe une p-partition de diametre inferieur a CJ si et seulement si G, 
est p-coloriable. 
Pour construire une p-partition de diametre minimum, il suffit de trouver un plus 
petit seuil 0 tel que G, soit p-coloriable. C’est ce qu’ont vu et applique Hansen et 
Delattre en considerant tous les graphes seuils de G quand u decroit. Decrivons 
rapidement leur mtthode: Initialement tous les sommets sont dans une m&me classe et 
on considere les aretes dans l’ordre decroissant. On ajoute a chaque iteration dans 
G, toutes les aretes de longueur Cgale. Soit chacune de ces a&es lie deux sommets de 
classes differentes; alors on passe au seuil suivant, soit l’une d’elle lie deux sommets 
d’une m&me classe. Dans ce cas on applique un algorithme de coloration optimal. Si 
l’on doit ajouter une (p+ 1)ieme couleur pour colorier G,, la valeur prectdente du 
seuil et la p-coloration trouvee est une p-partition de diametre minimum. Leur 
mtthode est done un algorithme de coloration optimale it&e sur les graphes seuils 
obtenus en ajoutant des a&es. Pour chaque valeur de p, il ne donne qu’une seule 
p-partition, or: 
Proposition 2.1. Le nombre de p-partitions de diamltre minimum d’un graphe d n som- 
mets est au plus pnmP. 
Dbmonstration. Considerons un graphe complet value a n sommets dont les 
p(p - 1)/2 plus grandes a&es forment une clique a p elements. Si les p aretes suivantes 
(dans l’ordre d&croissant) de valeurs &gales d, lient un m&me sommet hors clique 
a chaque sommet de la clique, ce sommet et tous les autres peuvent etre places dans 
n’importe laquelle des p classes qui seront toutes de diametre A. I1 a pneP 
possibilites. 0 
Neanmoins, sur des don&es reelles dans lesquelles les distances mesurent des 
proximites entre objets, et si sur ceux-ci existe des structures objectives de classes, on 
observe un nombre raisonnable de partitions; du moins on peut essayer de les 
enumerer si leur nombre ne d&passe pas une quantite fixee, au dela de laquelle cette 
enumeration n’a aucun sens. 
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3. Enumkration des p-partitions (p > 2) de diamktre minimum 
Pour enumerer les p-partitions de diametre minimum a plus de deux classes, on 
applique un algorithme en trois ttapes: 
- On utilise une methode heuristique pour determiner un seuil o, approximation 
suptrieure de d, tel que G, soit p-coloriable. On determine cr par une suite de 
subdivisions dichotomiques de l’intervalle de variation des dissimilarites. Pour 
chaque essai on utilise un algorithme glouton de coloration en O(n’) du a Brelaz [l] 
base sur la saturation. Nous l’ameliorons Iegerement par un choix different de la 
couleur a donner au sommet le plus sature. Cet algorithme construit un ordre de 
coloration des sommets. 
- Ce seuil G ttant fix& on tnumere toutes les colorations de G, en p couleurs. On 
utilise une clique de G,, pas necessairement maximum, obtenue par l’algorithme 
precedent, dont chaque sommet est le representant d’une classe. Puis on colore les 
autres sommets, dans l’ordre de coloration. Si un sommet est adjacent a des sommets 
colories, ces couleurs lui sont interdites et toutes les autres sont possibles. En 
developpant une procedure branch and bound, on obtient ainsi toutes les partitions 
en p classes dont le diamitre est inferieur a rr. 
_ Enfin on considere les aretes dans l’ordre d&croissant des valeurs de dissimilar- 
it&s, a partir de 0. Une a&e peut etre ajoutee tant qu’il existe une partition compat- 
ible, dans laquelle cette arete lie deux sommets de classes differentes. Chaque a&e 
elimine ainsi certaines des partitions precedement obtenues. La premiere arete qui ne 
peut Ctre retenue, parce qu’alors il ne resterait plus de partitions compatibles, 
a pour valeur d qui est la plus grande des dissimilarites intra-classe. Les partitions 
restantes sont de diametre minimum (pour un nombre de classes fixi). Cette etape 
est d’autant plus rapide que g etait une bonne approximation de la valeur de 
d cherchee. 
3.1. Gruphe seuil p-coloriuhle 
En presentant notre algorithme dans ses grandes lignes, nous avons anonce une 
premiere etape qui construit un graphe p-coloriable dont les aretes sont celles qui ont 
une valeur suptrieure ou egale a un seuil a determiner. Pour ce faire nous utilisons une 
methode de subdivision dichotomique et une methode sequentielle de coloration. 
Mkthode de subdivision 
Dmin := min Dij; Dmax := max D, 
Tant que Dmax-Dmin > 2 Faire 
fl := (Dmin + Dmax)/2 
On construit G, et on le colore par Dsatur 
Soit NbCoul le nombre de couleurs obtenues 
Si NbCoul d p Alors Dmax := (T Sinon Dmin := 0 
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Les algorithmes sequentiels de coloration colorient les sommets dans un certain 
ordre. Dans l’algorithme Dsatur de Brelaz [l], on part dun sommet de degre 
maximum auquel on donne la couleur 1. Tous les sommets qui lui sont adjacents sont 
saturis pour cette couleur. On definit un indice de saturation, pour chaque sommet 
non colorit, Cgale au nombre de couleurs differentes auquel il est adjacent. A chaque 
iteration on choisit de colorier le sommet le plus sature et en cas d’tgalitt, on retient 
celui qui est de degre maximum dans le sous-graphe partiel des sommets non colories. 
On lui donne la plus petite couleur possible. Brelaz a montre que pour les graphes 
bipartis, cet algorithme est optimal. 
Nous proposons une modification de Dsatur. A chaque &tape on calorie le mtme 
sommet, ce qui fait que l’on ne change rien a l’optimalitt de la procedure pour les 
graphes bipartis. Mais a la suite de nombreuses experimentations nous avons observe 
qu’il ttait preferable de donner, a ce sommet le plus saturt, la couleur qui sature le 
plus petit nombre de sommets non colories, insatures pour cette couleur. Ceci revient 
a laisser libre plus de couleurs pour les sommets qui seront colories ulterieurement et 
la complexite de la procedure reste la meme. 
Exemple 3.1. On commence avec un sommet de degre maximum, x3 et ses 5 sommets 
adjacents sont satures pour la couleur 1. Parmi ceux-ci x2 est de degre maximum; il 
recoit la couleur 2 et ses 4 sommets adjacents sont satures pour la couleur 2. Parmi les 
sommets satures pour les deux couleurs, on choisit xg qui est de degrt maximum et on 
lui donne la couleur 3. 11 n’y a plus, pour l’instant, de nouvelle couleur qu’il est 
necessaire d’ajouter, puisqu’aucun sommet n’est adjacent aux trois sommets colorits. 
On continue de colorier les sommets les plus satures et de degre maximum dans le 
sous-graphe partiel des sommets non colorits, done xg est de couleur 3 ainsi que x5, ce 
qui sature x1 pour cette couleur. Jusqu’a present il n’y a eu aucun choix; On obtient la 
table de saturation ci-dessous dans laquelle une x dtsigne la couleur du sommet et un 








1 x 111 1 
xl 11 1 
llllxx lx 
Fig. 1. Un graphe 3-coloriable. 
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Dans le graphe partiel restant, les sommets x1 et x4 sont de degre 2 et x7 et x8 sont de 
degre 3. I1 faut done colorier x7 et on a le choix entre les couleurs 2 et 3. 
- L’algorithme classique lui donnerait la premiere ce qui saturerait x1, x4 et 
xs pour la couleur 2. En consequence, xg ne peut recevoir que la couleur 1, ce qui 
sature x1 et x4 a qui il ne reste aucune couleur. On aboutit done suivant cette 
procedure a une coloration en 4 couleurs: 
- Maintenant, suivant notre modification, on preferera pour colorier x7 la couleur 
3, car x1, x4 et x8 sont deja satures pour cette couleur. Pour xg qui sature x1 et x4 le 
choix est indifferent puisqu’aucun de ces sommets n’est sature pour les couleurs 1 ou 
2 et si l’on donne a x8 la couleur 1, x1 et x4 recevront la couleur 2. On aboutit a une 
coloration en 3 couleurs: 
Nous avons montre sur cet exemple que cette modification, somme toute naturelle, 
pouvait etre efficace; mais nous aurions pu egalement montrer sur un autre exemple 
qu’elle pouvait etre pernicieuse. Pour trancher nous avons fait de nombreuses 
experimentations en tirant au hasard des graphes a nombre de sommets N et nombre 
d’aretes fixes. Les nombres d’aretes choisis correspondent a une densite D d’aretes 
egale a la proportion d’aretes du graphe complet a N sommets. Nous en reproduisons 
les resultats ci-dessous. Pour chaque valeur de N et de D les resultats portent sur 100 
graphes (ce sont des moyennes calcultes sur 300 graphes). Le premier chiffre indique le 
nombre de graphes pour lesquels notre modification s’est appliqde, c’est a dire qu’il 
y avait plusieurs couleurs possibles pour un sommet et ce n’est pas la premiere qui 
a Cte retenue. Le second indique le nombre de graphes pour lesquels l’algorithme 
modifie a conduit a un plus petit nombre de couleurs, le troisieme ceux pour lesquels 
l’algorithme classique donne un plus petit nombre. Dans les autres cas les deux 
methodes ont donne des resultats identiques. 
N=20 D=30 56 5 1 
D=50 59 6 0 
D=70 43 2 0 
N=30 D=30 73 9 2 
D=50 67 10 3 
D=70 55 7 3 
N=40 D=30 78 10 4 
D=50 80 8 5 
D=70 70 11 2 
N=50 D=30 89 16 7 
D=50 84 14 4 
D=70 70 8 5 
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On remarque d’abord que la modification s’applique d’autant plus souvent que le 
graphe a de sommets et ensuite que le nombre de graphes pour lesquels elle s’avere 
benefique est toujours superieur au nombre de cas oti elle s’avere nefaste. Nous 
I’adopterons done par la suite. 
11 est clair qu’au debut de cet algorithme on construit une clique, pas necessaire- 
ment maximale. En effect le premier sommet etant colorie, on calorie avec une 
nouvelle couleur un sommet qui lui est adjacent, puis si il y a un sommet adjacent a ces 
deux la il recoit une troisieme couleur, et ainsi de suite. Si le cardinal NbQ de cette 
clique est le nombre de couleurs obtenu en fin d’algorithme, cette coloration est 
optimale. C’est le cas dans notre exemple puisque {x3, x2,x6} est une clique. A la suite 
on a consider& les sommets dans un certain ordre, ici (x3, x2, x6, x9, x5, x7, x8, x4, x1) 
qui est l’ordre dans lequel les sommets sont colories dans la procedure d’enumeration 
ci-dessous. 
3.2. Emu&ration des p-colorations de G, 
On dispose maintenant dun graphe seuil p-coloriable, dun ordre sur les sommets 
dont les NbQ premiers forment une clique. Pour construire toutes ses p-colorations, 
on utilise cette clique comme initialisation du processus d’enumeration. Nous allons 
dtvelopper une structure arborescente, en largeur d’abord, dans laquelle chaque nceud 
designe un sommet du graphe et une couleur associee a ce sommet. Dans cette 
arborescence un chemin entre une feuille et la racine est un debut de coloration dans 
laquelle un sommet ne peut apparaitre qu’une seule fois. On initialise cette arbores- 
cence par une chaine constitde des NbQ sommets de la clique Cl( .) ayant les couleurs 
1, 2, . ..) NbQ. A chaque iteration on prolonge toutes les feuilles de plus grande 
profondeur. Elles sont toutes associees a un m&me sommet s. On calorie le sommet 
L’ qui suit s dans l’ordre de coloration. Pour chaque feuille, en remontant dans 
l’arborescence on marque les couleurs des sommets (colorits) adjacents a Xi; elles lui 
sont interdites. Toutes les autres couleurs donnent lieu a une nouvelle feuille de 
l’arborescence. Quand tous les sommets sont colories, toutes les feuilles et les chemins 
associes de l’arborescence correspondent a des colorations differentes. 
Nous avons choisi une structure de donntes trbs simple, constituee de trois tableaux 
I’, C,P indexes sur les sommets de l’arborescence: V(i) contient le numero dun 
sommet de G,, C(i) sa couleur. L’indice i designe le i-ieme sommet de l’arborescence et 
P(i) est le numero du predtcesseur de i dans l’arborescence. Le sommet suivant s dans 
l’ordre de Dsatur est code Sue(s). Le dernier sommet a colorier est appele Der. 
Enumhtion des p-partitions de diamktre < 0 
Pour i:= 1 B NbQ Faire 
V(i) := Cl(i); C(i) := i; P(i):=i- 1 
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Tous les sommets de la clique sont class& 
il := NbQ; i2 := NbQ 
Tant que il <i2 Faire 
s := V(i1); L’ := SW(S) 
Pour c := 1 A p Faire 
Coul(c) := 0 
k:=il 
On essaye de colorier s 
Les p couleurs sont possibles 
Tant que k#O Faire 
t:= V(k); Si t est adjacent A v Faire Coul(C(k)):= 1 
k := P(k) 
Pour c := 1 A p Faire 
Si Coul(c) =0 Faire La couleur c reste possible 
Si v # Der Faire i2 := i2 + 1; V(i2) := v; C(i2) := c; P(i2) := il 
Sinon Faire Coul(v) := c; Sortir la partition 
Cet algorithme a une complexit proportionnelle au nombre de p-colorations du 
graphe G,. Plus le seuil CT est petit, plus le graphe posskde d’ar&tes, et moins il a de 
colorations. C’est pourquoi nous avons prolong& la recherche dichotomique sans 
nous contenter du premier seuil qui permette une p-coloration. 
Remarque. Cet algorithme fonctionne pour toute valeur de p. Ici en donnant g p le 
nombre de classes dlterminir par une mCthode gloutone, on est assurt de trouver au 
moins une partition. Si l’on avait choisi une valeur plus petite k<p, de deux chases 
l’une: Soit on trouve une partition en k classes de G,, soit on aboutit A un kchec, c’est 
A dire qu’il n’y a plus de couleurs possibles pour un sommet (elles sont toutes 
marqukes). 
3.3. Elimination des partitions gui ne sont pas de diamPtre minimum 
On a jusqu’d prCsent construit toutes les partitions de diamltre infkrieur au seuil 
0 qui d8init notre graphe G,. On va i nouveau considlrer les a&es de U,, dont la 
longueur est immtdiatement infkrieure B 0. Si il existe au moins une partition telle que 
pour toute a&e (xi, xj), les sommets xi et .Xj ne sont pas dans la m&me classe, il existe 
done une partition de diamtitre dij<o’. 11 faut done que toutes les ar@tes de 
U,, satisfassent i cette condition. Les partitions restantes sont de diametre infkrieur 
B 0’. Cette procCdure constitue la troisiime &tape de notre algorithme. 
On considire toutes les a&es de valeur d immidiatement infirieure d U. Si il existe 
au moins une partition compatible avec ces a&es, toutes les partitions compatibles 
sont de diametre infkrieure i c; on it&e la proctdure en posant 0 := A et en ne gardant 
que les partitions compatibles. Si aucune partition n’est comptible avec toutes les 
a&es de valeur A, l’algorithme s’arrete. 
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Exemple 3.2. Considtrons le tableau de dissimilariti 
partitions en trois classes de diametre minimum: 
ci-dessous, et construisons les 
1 2 3 4 5 6 7 8 
2 12 
3 65 10 
4 86 80 93 
5 72 70 53 66 
6 79 53 56 45 54 
7 7 97 67 33 42 51 
8 49 32 70 15 5 56 66 
9 82 80 74 73 95 74 23 46 
Les colorations des graphes seuil par une succession de choix dichotomiques donnent 
5 couleurs au seuil 5 1, 3 couleurs au seuil 74,4 couleurs au seuil62, 3 au seuil68,4 au 
seuil 65 et finalement 3 couleurs au seuil 67 (Fig. 2). La partition obtenue a ce 
seuil est {~~,~~,~91~~,~~,~~l~4,x5,~g) et l’ordre d’examen des sommets est 
(xg, x1, x4, x2, x3, x5, x7, x6, x8); ks trois premiers forment une clique. 
On Cnumere les colorations de ce graphe par 3 couleurs. Les sommets x2 et 
x3 adjacents a x4 et xg sont necessairement dans la classe de x1. Le sommet 
xs adjacent a trois sommets classes n’a qu’une seule classe possible, celle de x4. Le 
sommet x7 a deux possibilites la classe de x4 ou celle de x9, x6 est necessairement dans 
celle de x4. Pour finir, xs peut etre indifferement dans la classe de x9 ou celle de x4. 
On a done 4 partitions de diametre strictement inferieur a 67: 
et 
Dans la troisieme &tape on examine les a&es de longueur immediatement 
inferieure; (x7,x8) qui est compatible avec la seconde et la troisieme partitions 
ci-dessus, et (x4,x5) qui n’est compatible avec aucune. Les quatres partitions sont 
done de diametre 66 et ce sont les seules. 
Fig. 2. Le graphe Gs7. 
EnumPration des partitions de diawktre minimum 287 
4. Conclusion 
Independamment des partitions a nombre de classes fix& et de diametre minimum, 
on peut adapter cet algorithme au calcul du nombre chromatique dun graphe 
quelconque. On commence par appliquer l’algorithme Dsatur qui donne une colora- 
tion gloutone en NbCoul couleurs et determine une clique a NbQ sommets. Si ces 
deux valeurs sont &gales, le nombre chromatique est atteint. Sinon on peut essayer une 
enumeration des colorations a k couleurs, identique a celle des k-partitions du graphe 
seuil, pout toutes les valeurs de k variant de NbQ jusqu’a NbCoul- 1. La plus petite 
valeur de k qui aboutit est l’indice chomatique, et si l’on aboutit pas a une coloration 
en NbCoul- 1 couleurs, c’est que NbCoul est le nombre chromatique. 
Cet algorithme est rapide, mais ‘gourmand’ en place memoire, puisque l’on 
developpe une arborescence en largeur d’abord; meme en acceptant jusqu’a 30000 
nceuds dans l’arborescence, il se peut qu’elle soit insuffisante pour un graphe a 25 
sommets. Au dela il est nicessaire d’appliquer une procedure de ‘backtracking’ a la 
man&e de Brown [2]. 
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