This paper presents both application and comparison of the metaheuristic techniques to multi-area economic dispatch (MAED) problem with tie line constraints considering transmission losses, multiple fuels, valve-point loading and prohibited operating zones. The metaheuristic techniques such as differential evolution, evolutionary programming, genetic algorithm and simulated annealing are applied to solve MAED problem. These metaheuristic techniques for MAED problem are evaluated on three different test systems, both small and large, involving varying degree of complexity and the results are compared against each other.
Introduction
Economic dispatch (ED) is one of the important optimization problems in power system operation. ED allocates the load demand among the committed generators most economically while satisfying the physical and operational constraints in a single area. Generally, the generators are divided into several generation areas interconnected by tie-lines. Multi-area economic dispatch (MAED) is an extension of economic dispatch. MAED determines the generation level and interchange power between areas such that total fuel cost in all areas is minimized while satisfying power balance constraints, generating limits constraints and tie-line capacity constraints.
The economic dispatch problem is frequently solved without considering transmission constraints. However, some researchers have taken transmission capacity constraints into account. Shoults et al. [1] solved economic dispatch problem considering import and export constraints between areas. This study provides a complete formulation of multi-area generation scheduling, and a framework for multi-area studies. Romano et al. [2] presented the Dantzig-Wolfe decomposition principle to the constrained economic dispatch of multi-area systems. An application of linear programming to transmission constrained production cost analysis was proposed in Ref. [3] . Helmick et al. [4] solved multi-area economic dispatch with area control error. Wang and Shahidehpour [5] proposed a decomposition approach for solving multi-area generation scheduling with tie-line constraints using expert systems. Network flow models for solving the multi-area economic dispatch problem with transmission constraints have been proposed by Streiffert [6] . An algorithm for multi-area economic dispatch and calculation of short range margin cost based prices has been presented by Wernerus and Soder [7] , where the multi-area economic dispatch problem was solved via Newton-Raphson's method. Yalcinoz and Short [8] solved multi-area economic dispatch problems by using Hopfield neural network approach. Jayabarathi et al. [9] solved multi-area economic dispatch problems with tie line constraints using evolutionary programming. The direct search method for solving economic dispatch problem considering transmission capacity constraints was presented in Ref. [10] . Chen [11] develops a hybrid approach of combining sequential dispatch with a direct search method to deal with the multi-product and multi-area electricity market dispatch problem. But these methods did not consider transmission loss.
With the emergence of metaheuristic techniques, attention has been gradually shifted to applications of such technology-based approaches to handle the complexity involved in real world problems. Metaheuristic techniques have been given much attention by many researchers due their ability to seek for the near global optimal solution. This paper investigates the applicability of the following four metaheuristic techniques in the MAED problem: differential evolution (DE), evolutionary programming (EP), genetic algorithm (GA), and simulated annealing (SA).
Here, three types of MAED problems have been considered. These are A) multi area economic dispatch with quadratic cost function prohibited operating zones and transmission losses (MAEDQCPOZTL) B) multi area economic dispatch with valve point loading (MAEDVPL) C) multi area economic dispatch with valve point loading multiple fuel sources and transmission losses (MAEDVPLMFTL).
The metaheuristic techniques are evaluated against three different test systems for comparison with each other.
Problem formulation
The objective of MAED is to minimize the total cost of supplying loads to all areas while satisfying power balance constraints, generating limits constraints and tie-line capacity constraints.
Three different types of MAED problems have been considered.
MAEDQCPOZTL
The objective function F t , total cost of committed generators of all areas, of MAED problem may be written as
where F ij (Ρ ij ) is the cost function of jth generator in area i and is usually expressed as a quadratic polynomial; a ij , b ij and c ij are the cost coefficients of jth generator in area i; N is the number of areas, Μ i is the number of committed generators in area i; Ρ ij is the real power output of jth generator in area i. The MAED problem minimizes F t subject to the following constraints 2.1.1 Real power balance constraint
The transmission loss Ρ Li of area i may be expressed by using B-coefficients as
where Ρ Di is the real power demand of area i; Τ ik is the tie line real power transfer from area i to area k. Τ ik is positive when power flows from area i to area k and Τ ik is negative when power flows from area k to area i.
Tie line capacity constraints
The tie line real power transfer Τ ik from area i to area k should not exceed the tie line transfer capacity for security consideration.
where Τ max ik is the power flow limit from area i to area k and -Τ max ik is the power flow limit from area k to area i.
Real power generation capacity constraints
The real power generated by each generator should be within its lower limit Ρ 
Prohibited operating zone
The prohibited operating zones are the range of power output of a generator where the operation causes undue vibration of the turbine shaft bearing caused by opening or closing of the steam valve. Normally operation is avoided in such regions. The feasible operating zones of unit can be described as follows:
where m represents the number of prohibited operating zones of j the generator in area i. Ρ u ij;m−1 is the upper limit of (m − 1) th prohibited operating zone of j the generator in area i. Ρ l ij;m is the lower limit of mth prohibited operating zone of j the generator in area i. Total number of prohibited operating zone of j the generator in area i is n ij .
MAEDVPL
To model the effect of valve-points, a recurring rectified sinusoid contribution is added to the quadratic function [12] . The fuel cost function considering valve-point loadings of the generator is given as
where d ij and e ij are cost coefficients of j th generator in area i due to valve-point effect. The objective of MAEDVPL is to minimize F t subject to the constraints given in (2), (4) and (5). Here transmission loss (Ρ L ) is not considered.
MAEDVPLMFTL
Since generators are practically supplied with multi-fuel sources [13] , each generator should be represented with several piecewise quadratic functions superimposed sine terms reflecting the effect of fuel type changes and the generator must identify the most economical fuel to burn. The fuel cost function of the j th generator in area i with Ν F fuel types considering valve-point loading is expressed as
ijm for fuel type m and m = 1, 2, …, Ν F The objective function F t is given by
The objective function F t is to be minimized subject to the constraints given in (2), (4) and (5).
3 Determination of generation level of slack generator Μ i committed generators in area i deliver their power output subject to the power balance constraint (2), tie line capacity constraints (4) and the respective generation capacity constraints (5) . Assuming the power loading of first (Μ i − 1) generators are known, the power level of the Μ i th generator (i.e. the slack generator) is given by
The transmission loss Ρ Li is a function of all generator outputs including the slack generator and it is given by
Expanding and rearranging, Eq. (10) becomes
The loading of the slack generator (i.e. Μ i th) can then be found by solving Eq. (12) using standard algebraic method
Metaheuristic techniques
Several metaheuristic techniques have evolved in recent past that facilitate to solve optimization problems which were previously difficult or impossible to solve. These techniques include differential evolution, evolutionary programming, genetic algorithm, simulated annealing, etc. Reports of applications of each of these techniques have been widely published. The most important advantage of metaheuristic techniques lies in the fact that they are not limited by restrictive assumptions about the search space like continuity, existence of derivative of objective function, etc.
These methods share some similarities. The DE is introduced first, and followed by EP, GA and SA.
Differential evolution
Differential Evolution (DE) [14] is a type of evolutionary algorithm originally proposed by Price and Storn [15] for optimization problems over a continuous domain. DE is exceptionally simple, significantly faster and robust. The basic idea of DE is to adapt the search during the evolutionary process. At the start of the evolution, the perturbations are large since parent populations are far away from each other. As the evolutionary process matures, the population converges to a small region and the perturbations adaptively become small. As a result, the evolutionary algorithm performs a global exploratory search during the early stages of the evolutionary process and local exploitation during the mature stage of the search. In DE the fittest of an offspring competes one-to-one with that of corresponding parent which is different from other evolutionary algorithms. This oneto-one competition gives rise to faster convergence rate.
Price and Storn gave the working principle of DE with simple strategy in [14] . Later on, they suggested ten different strategies of DE [15] . Strategy-7 (DE/rad/1/bin) is the most successful and widely used strategy. The key parameters of control in DE are population size (N P ), scaling factor (F) and crossover constant (C R ). The optimization process in DE is carried out with three basic operations: mutation, crossover and selection. The DE algorithm is described as follows:
Initialization
The initial population of N P vectors is randomly selected based on uniform probability distribution for all variables to cover the entire search uniformly. Each individual Χ i is a vector that contains as many parameters as the problem decision variables D. Random values are assigned to each decision parameter in every vector according to:
where i = 1,….,N P and j = 1,….,D; Χ 
Mutation
DE generates new parameter vectors by adding the weighted difference vector between two population members to a third member. For each target vector Χ g i at g th generation the noisy vector Χ =g i is obtained by
where Χ 
Crossover
Perform crossover for each target vector Χ 
; i∈Ν Ρ ð15Þ
where ρ is an uniformly distributed random number within [0, 1]. The crossover constant (C R ), in the range 0 ≤ C R ≤ 1, controls the diversity of the population and aids the algorithm to escape from local optima.
Selection
Perform selection for each target vector, Χ g i by comparing its cost with that of the trial vector, Χ ==g i . The vector that has lesser cost of the two would survive for the next generation.
The process is repeated until the maximum number of generations or no improvement is seen in the best individual after many generations.
Evolutionary programming
Evolutionary Programming (EP) [16] is a technique in the field of evolutionary computation. It seeks the optimal solution by evolving a population of candidate solutions over a number of generations or iterations. During each iteration, a second new population is formed from an existing population through the use of a mutation operator. This operator produces a new solution by perturbing each component of an existing solution by a random amount. The degree of optimality of each of the candidate solutions or individuals is measured by their fitness, which can be defined as a function of the objective function of the problem. Through the use of a competition scheme, the individuals in each population compete with each other. The winning individuals form a resultant population, which is regarded as the next generation. For optimization to occur, the competition scheme must be such that the more optimal solutions have a greater chance of survival than the poorer solutions. Through this the population evolves towards the global optimal point. The algorithm is described as follows:
The initial population of control variables is selected randomly from the set of uniformly distributed control variables ranging over their upper and lower limits. The fitness score f i is obtained according to the objective function and the environment. 2) Statistics: The maximum fitness f max , minimum fitness f min , the sum of fitness ∑f, and average fitness f avg of this generation are calculated. 3) Mutation: Each selected parent, for example Χ i , is mutated and added to its population with the following rule:
where n is the number of decision variables in an individual, Ν Ρ is the population size, Χ ij denotes the j th element of the i th individual; N(μ, σ 2 ) represents a Gaussian random variable with mean μ and variance σ 2 ; f max is the maximum fitness of the old generation which is obtained in statistics; x j and x j are respectively maximum and minimum limits of the j th element; and β is the mutation scale, 0 < β ≤ 1, that could be adaptively decreased during generations. If any mutated value exceeds its limit, it will be given the limit value. The mutation process allows an individual with larger fitness to produce more offspring for the next generation. 
where Ν t is the competition number generated randomly; w i,t is either 0 for loss or 1 for win as the i th individual competes with a randomly selected (rth) individual in the combined population. The value of w i,t is given in the following equation:
where f r is the fitness of randomly selected r th individuals, and f i is the fitness of the i th individual. When all 2Ν Ρ individuals, get their competition weights, they will be ranked in a descending order according to their corresponding value w i . The first m individuals are selected along with their corresponding fitness f i to be the bases for the next generation. The maximum, minimum and the average fitness and the sum of the fitness of the current generation are then calculated in the statistics. 5) Convergence test: If the convergence condition is not met, the mutation and competition will run again. The maximum generation number can be used for convergence condition. Other criteria, such as the ratio of the average and the maximum fitness of the population is computed and generations are repeated until
where δ should be very close to 1, which represents the degree of satisfaction. If the convergence has reached a given accuracy, an optimal solution has been found for an optimization problem.
Genetic algorithm
Genetic algorithm [17] is based on the mechanics of natural selection. An initial population of candidate solutions is created randomly. Each of these candidate solutions is termed as individual. Each individual is assigned a fitness, which measures its quality. During each generation of the evolutionary process, individuals with higher fitness are favored and more probabilities to be selected as parents. After parents are selected for reproduction, they produce children via the processes of crossover and mutation. The individuals formed during reproduction explore different areas of the solution space. These new individuals replace lesser-fit individuals of the existing population. Due to difficulties of binary representation when dealing with continuous search space with large dimensions, the proposed approach has been implemented using real-coded genetic algorithm (RCGA) [18] . The simulated Binary Crossover (SBX) and polynomial mutation are explained as follows.
Simulated binary crossover (SBX) operator
The procedure of computing child populations c 1 and c 2 from two parent populations y 1 and y 2 under SBX operator as follows:
1. Create a random number u between 0 and 1. 2. Find a parameter γ using a polynomial probability distribution as follows: Here, the parameter y is assumed to vary in [y l , y u ]. Here, the parameter η c is the distribution index for SBX and can take any non-negative value. A small value of η c allows the creation of child populations far away from parents and a large value restricts only nearparent populations to be created as child populations.
The intermediate populations are calculated as follows:
Each variable is chosen with a probability p c and the above SBX operator is applied variable-by-variable.
Polynomial mutation operator
A polynomial probability distribution is used to create a child population in the vicinity of a parent population under the mutation operator. The following procedure is used:
1. Create a random number u between 0 and 1. 2. Calculate the parameter δ as follows: The parameter η m is the distribution index for mutation and takes any non-negative value.
3. Calculate the mutated child as follows:
The perturbance in the population can be adjusted by varying η m and p m with generations as given below:
where η m min is the user defined minimum value for η m , p m is the probability of mutation, and n is the number of decision variables
Simulated annealing
Simulated annealing [19] is a powerful optimization technique which exploits the resemblance between a minimization process and the cooling of molten metal. The physical annealing process is simulated in the simulated annealing (SA) technique for the determination of global or near-global optimum solutions for optimization problems. In this algorithm, a parameter Τ 0 , called temperature, is defined. Starting from a high temperature, a molten metal is cooled slowly until it is solidified at a low temperature. The iteration number in the SA technique is analogous to the temperature level. During each iteration, a candidate solution is generated. If this solution is a better solution, it will be accepted and used to generate yet another candidate solution. If it is a deteriorated solution, the solution will be accepted when its probability of acceptance Ρr(Δ) as given by Eq. (26) is greater than a randomly generated number between 0 and 1: 
where Δ is the amount of deterioration between the new and the current solutions and Τ v is the temperature at which the new solution is generated. Accepting deteriorated solutions in the above manner enables the SA solution to 'jump' out of the local optimum solution points and to seek the global optimum solution. In forming the new solution the current solution is perturbed [20] according to the Gaussian probability distribution function (GPDF). The mean of the GPDF is taken to be the current solution, and its standard deviation is given by the product of the temperature and a scaling factor σ. The value of σ is less than one, and together with the value of temperature, it governs the size of the neighborhood space of the current solution and hence the amount of perturbation. The amount of perturbation is dependent upon the temperature when σ is kept at a constant value. In each iteration, the procedure for generating and testing the candidate solution is repeated for a specified number of trials so that thermal equilibrium is reached for each temperature. The last accepted candidate solution is then taken as the starting solution for the generation of candidate solutions in the next iteration. Simulated annealing with a slow cooling schedule usually has larger capacity to find the optimal solution than that of a fast cooling schedule. The reduction of the temperature in successive iterations is governed by the following geometric function [19] 
where v is the iteration number and r is temperature reduction factor. Τ 0 is the initial temperature, the value of which can be set arbitrarily or estimated using the method described in reference [20] . The iterative process is terminated when there is no significant improvement in the solution after a prespecified number of iterations. It can also be terminated when the maximum number of iterations is reached.
Simulation results
A comparative study is performed for the four metaheuristic techniques by solving the MAED problem for three different test systems. All metaheuristic techniques for the MAED problems are implemented by using MATLAB 7.0 on a PC (Pentium-IV, 80 GB, 3.0 GHz). The initial temperature (Τ 0 ) of SA algorithm has been determined by using the procedures described in [20] . As per guideline [19] , the value of r lies in the range from 0.80 to 0.99. For seeking the optimal solution, the value of r is required to be set close to 0.99 so that a slow cooling process is simulated. The appropriate setting of r is set by experimenting with its value in the range from 0.95 to 0.99, and this value is found to be 0.98. Number of trials at each temperature has been taken 30. In this paper, iterative process is terminated when the maximum number of iterations is reached.
Test system 1
This system consists of two areas. Each area consists of three generators with prohibited operating zones. Transmission loss is considered here. The generator data has modified from [21] . The generator data and B-coefficients are given in the Appendix 1. The percentage of the total load demand in area 1 is 60% and 40% in area 2. The total load demand is 1263 MW and power flow limit of the system is 100 MW.
The problem is solved by using DE, EP, RCGA, and SA. In case of DE, the population size, scaling factor, and crossover rate have been selected as 100, 0.75, and 1.0 respectively for the test system under consideration. The population size and scaling factor have been selected as 100, and 0.1 respectively in case of EP. In case of RCGA, the population size, crossover and mutation probabilities have been selected as 100, 0.9 and 0.2 respectively.
Maximum number of generations has been selected 100 for all the four metaheuristic techniques discussed in this paper.
Results obtained from the four metaheuristic techniques i.e. DE, EP, RCGA, and SA have been summarized in Table 1 . Figure 1 gives the comparison of convergence of minimum total cost obtained by DE, EP, RCGA, and SA.
Test system 2
This system comprises ten generators with valve-point loading and multi-fuel sources having three fuel options. Transmission loss is considered here. The generator data has been taken from [13] . The total load demand is 2700 MW. The ten generators are divided into three areas. Area 1 consists of the first four units; area 2 includes the next three units and area 3 includes the last three units. The load demand in area 1 is assumed as 50% of the total demand. The load demand in area 2 is assumed as 25% and in area 3 is taken as 25% of the total demand. The power flow limit from area 1 to area 2 or from area 2 to area 1 is 100 MW. The power flow limit from area 1 to area 3 or from area 3 to area 1 is 100 MW. Also the power flow limit from area 2 to area 3 or from area 3 to area 2 is 100 MW. The B-coefficients are given in the Appendix 2.
The problem is solved by using four metaheuristic techniques i.e. DE, EP, RCGA, and SA.
In case of DE, the population size, scaling factor, and crossover rate have been selected as 200, 0.75, and 1.0 respectively for the test system under consideration. The population size and scaling factor have been selected as 100, and 0.1 respectively in case of EP. In case of RCGA, the population size, crossover and mutation probabilities have been selected as 100, 0.9 and 0.2 respectively. Maximum number of generations has been selected 300 for DE, EP, RCGA, and SA. Fig. 2. 
Test system 3
This system comprises forty generators with valve-point loading. The generator data has been taken from [22] . The total load demand is 10500 MW. The forty generators are divided into four areas. Area 1 includes first ten units and 15% of the total load demand. Area 2 has second ten generators and 40% of the total load demand. Area 3 consists of third ten generators and 30% of the total load demand. Area four includes last ten generators and 15% of the total load demand. The power flow limit from area 1 to area 2 or from area 2 to area 1 is 200 MW. The power flow limit from area 1 to area 3 or from area 3 to area 1 is 200 MW. The power flow limit from area 2 to area 3 or from area 3 to area 2 is 200 MW. The power flow limit from area 4 to area 1 or from area 1 to area 4 is 100 MW. The power flow limit from area 4 to area 2 or from area 2 to area 4 is 100 MW. The power flow limit from area 4 to area 3 or from area 3 to area 4 is 100 MW.
Transmission loss is neglected here. Four metaheuristic techniques i.e. DE, EP, RCGA, and SA have been used to solve the problem.
The population size, scaling factor, and crossover rate have been been selected as 400, 0.75 and 1.0 respectively in case of DE. In EP, the population size and scaling factor have been selected 200 and 0.1 respectively. In case of RCGA, the population size, crossover and mutation probabilities have been selected as 200, 0.9 and 0.2 respectively. Maximum number of generations has been selected 500 for DE, EP, RCGA and SA.
Results obtained from DE, EP, RCGA and SA have been depicted in Table 3 . The cost convergence characteristic of this test system obtained from DE, EP, RCGA and SA is shown in Fig. 3 .
From Tables 1, 2 and 3 , it can be inferred that, the lowest minimum total cost amongst the four is achieved by DE, followed by SA. Minimum total cost obtained by EP is more than DE and SA. RCGA is the worst performer. The CPU time requirement is least in case of SA and highest in the case of RCGA amongst the four metaheuristic techniques discussed in the paper.
Conclusion
In this paper, a comparison analysis has been done for the four metaheuristic techniques viz., differential evolution, evolutionary programming, real coded genetic algorithm and simulated annealing technique for multi-area economic dispatch problem considering transmission losses, multiple fuels, valve-point loading and prohibited operating zones with respect to minimum cost and CPU time. Differential evolution achieves the lowest minimum cost and SA requires least CPU time amongst the four metaheuristic techniques.
Appendix 1
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