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Abstract—While variable selection is essential to optimize the
learning complexity by prioritizing features, automating the
selection process is preferred since it requires laborious efforts
with intensive analysis otherwise. However, it is not an easy
task to enable the automation due to several reasons. First,
selection techniques often need a condition to terminate the
reduction process, for example, by using a threshold or the
number of features to stop, and searching an adequate stopping
condition is highly challenging. Second, it is uncertain that
the reduced variable set would work well; our preliminary
experimental result shows that well-known selection techniques
produce different sets of variables as a result of reduction (even
with the same termination condition), and it is hard to estimate
which of them would work the best in future testing. In this
paper, we demonstrate the potential power of our approach
to the automation of selection process that incorporates well-
known selection methods identifying important variables. Our
experimental results with two public network traffic data
(UNSW-NB15 and IDS2017) show that our proposed method
identifies a small number of core variables, with which it is
possible to approximate the performance to the one with the
entire variables.
1. Introduction
Rapid advance in the machine learning industry has
led to the active adoption of the learning techniques for a
diverse range of applications. The network security area is
not an exception and machine learning is widely employed
to analyze network traffic. For example, clustering has been
utilized to understand temporal variation patterns, to detect
network anomalies, and to infer the class of individual con-
nections for the purpose of labeling. Various classification
techniques such as Random Forest (RF), Support Vector
Machine (SVM), and deep neural networks (DNNs) have
also been employed mainly for detecting intrusive and/or
anomalous events by analyzing network traffic [1], [2].
A large body of the previous studies simply utilized the
entire variables1 provisioned in the data files. However, it
is not always true that relying on all the variables leads to
1. We interchangeably use variables and features throughout the paper.
Figure 1. Accuracy and timing over the number of features (classifier=LR,
dataset=UNSW-NB15): Training and testing times decrease almost linearly
over the number of features, while accuracy shows a flat pattern showing
better performance with 7–20 features than the use of the entire features.
the best performance (e.g. detection rate); that is, reducing
a degree of redundancy may result in even better result. In
addition, an invariant is that relying on a greater number
of variables should impose an increasing complexity, thus
requiring a greater amount of time and resources for analyz-
ing. Fig. 1 shows an example of the detection accuracy and
the (normalized) time taken for training and testing over the
number of features with the Logistic Regression classifier
against UNSW-NB152 From the figure, training and testing
times decrease almost linearly with a smaller number of
features. Interestingly, accuracy goes down eventually with
smaller number of features (≤ 6), but it does not show the
best performance with the entire 39 features (numeric only);
rather, we can see better performance with 7–20 features.
Variable selection is a technique identifying relatively
more important features by eliminating less essential vari-
ables. Alternatively, dimensionality reduction tools such
as Principal Component Analysis (PCA) and t-Distributed
Stochastic Neighbor Embedding (t-SNE) project the given
variables into a lower dimensional space, but the main
difference is that they do not preserve the definitions of the
individual features while variable selection does. Variable
selection has been an active research topic for improving
2. We utilize the popular UNSW-NB15 dataset since it has been collected
in 2015. The description of the dataset employed in this paper will be
provided in Section 4.
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learning performance over a decade [3], [4]. While variable
selection is essential to optimize the learning complexity
by identifying superior features, automating the selection
process is desired since it requires laborious efforts with
intensive analysis otherwise. However, it is not an easy task
to enable the automation due to several reasons, as follows.
One of the challenges is that variable selection tech-
niques often need to define a “good” termination condition
to stop the elimination of features in its iterative process.
Many feature selection methods rely on a threshold or the
final number of features to reduce. For instance, Sequential
Feature Selection (SFS) eliminates less important features
one by one at each iteration until it meets the final number
of features specified. A critical problem here is how to
determine the final number of features or the value for the
threshold to stop. Since the variable selection is performed in
the training phase with some learning samples, which should
be disjoint to the actual data used in the testing phase, the
resources to help determine appropriate stopping conditions
should be limited to the information that can be available
in the training time.
Another important challenge would be how to discover
an optimal subset of features that approximates to the
performance obtained with the entire features. One of our
initial observations is that individual selection techniques
employed in our experiments result in different feature
sets, even with the same termination condition. Another
interesting observation is that the actual testing performance
shows a degree of fluctuations over the iterative reduction
process even with a single selection method, making it
further difficult to estimate the termination point. Moreover,
the performance in the training phase does not guarantee
the performance in the testing time for individual selec-
tion methods; for example, a selection method shows an
outstanding performance but could reveal a relatively poor
performance compared to other methods in the testing time.
In addition, there is no sole winner that outperforms other
selection methods at all occasions, and it is impossible to
predict such a winner in the training time even if there exists.
Our approach to the automation of selection process
is to incorporate well-known selection methods to make a
safer identification of important variables. In this paper, we
present an ensemble method that employs multiple selection
techniques to see the potential power of the incorporation of
identified features by individual selection techniques, while
we leave the determination of stopping condition as the
next step towards the automation of selection process. As
mentioned, individual selection techniques produce slightly
different sets at each iteration. To combine the results by
individual selection schemes, we establish three heuristic
methods defined based on set theory: Union, Intersection,
and Quorum that will be described in Section 3. With a
heuristic function, a candidate feature set is identified at each
iteration. We compare the heuristic methods by demonstrat-
ing the anomaly detection performance when using the can-
didate feature set in the testing phase, with two public net-
work traffic datasets (UNSW-NB15 [5] and IDS2017 [6]).
Our experimental results show that Intersection and Quorum
work better than Union and produce competitive subsets of
features yielding the approximate performance to the one
with the entire features.
This paper is organized as follows. Section 2 provides
a short summary of the well-known techniques for variable
selection and the related studies. In section 3, we introduce
our proposed method based on the ensemble approach, and
the experimental results with the two public traffic datasets
are demonstrated in Section 4. We finally conclude our pre-
sentation in Section 5 with a summary and future directions.
2. Background
This section offers the description of the feature se-
lection classes and methods commonly applied in many
application domains, and provides a summary of the closely
related studies to our work.
2.1. Feature selection classes
Feature selection is often used for improving accuracy
and reducing computation time. There are three categories
for classifying feature selection methods: filter method,
wrapper method, and embedded method.
The filter method selects features based on intrinsic
properties of data [7]. Using this method, the number of
features can be reduced based on distance, consistency,
similarity, and statistical measures [8]. There are two types
in this class of methods: the univariate method handles each
feature independently, while the multivariate method exam-
ines whole groups of features together. The filter method
is generally faster than the other classes of methods since
it does not require a machine learning algorithm internally.
However, it has a tendency to choose a higher number of
features; thus, it is usually used for pre-processing [7].
The wrapper method utilizes a machine learning clas-
sifier to measure the performance contribution provided by
each feature. Machine learning is also used to estimate each
subset of features [8]. Although the wrapper method is
computationally expensive, it generally finds out a subset of
features better than the one by other methods. However,
the selected features could be biased depending on the
classifier used, and a different learning method can be used
for validating to reduce the risk of any potential bias.
The embedded method also relies on a machine learning
classifier. The embedded method uses a built-in classifica-
tion algorithm for the feature search process; hence, the
learning process and feature selection process are tightly
coupled and not able to work individually. This method
is similar to the wrapper method, but it is generally faster
since it does not examine all the possible combinations of
features. Common methods in this class include decision
tree, LASSO, and LARS [9].
2.2. Feature selection methods
Under the three classes of feature selection methods,
there exists several specific methods widely used, and we
considered the following methods in this study.
Correlation-Based Feature Selection (CFS) is a filter
method which gives features ranking based on the heuristic
evaluation. CFS seeks highly correlated and un-correlated
features to discard redundant data. Irrelevant features are
disregarded since those features have low correlation. Fea-
tures highly correlated to one or more remaining features
are considered as redundant features, and those features are
screened out in this selection scheme [7].
Sequential Backward Selection (SBS) is a wrapper
method. SBS uses a sequential selection algorithm which is
one of the greedy search algorithms, to reduce the number of
features. SBS discards a feature one by one until it meets
the number of features that a user provides as input. At
first, a criterion function should be defined to tell which
feature is discarded Then the criterion function calculates
the performance of after and before the elimination of each
feature, and the feature showing the least performance is
discarded [10].
Recursive Feature Eliminations (RFE) is also a wrapper
method which relies on a machine learning classifier to
discover the features least important. RFE has been widely
used for the cancer classification where the number of
features is quite big (more than a thousand) and the training
is done with less than 100 samples [11]. At each iteration,
RFE drops one feature and re-rank remaining features, to
remove redundant and weak data through the process.
The technique of Gini Feature Importance is one the
embedded methods. This scheme relies on a measure known
as “Importance value”, and a feature with a too small Im-
portance value less than the specified threshold is removed
from the feature set. The importance value is created when
the internal random forest classifier is being constructed. In
detail, when a classification tree is built up, the variable
inducing the highest reduction of the Gini index will be
selected at each node. Gini index is calculated through
Gi = 2p(1 − p) [12], where p is a fraction of associating
pairs assign to node i and (1 − p) is a fraction of non-
associating pairs.
Univariate feature selection belongs to the class of filter
method, and reduces the dimensionality of features relatively
quickly, which makes this scheme to be one of the traditional
selection methods. This technique evaluates each feature
based on statistical tests and remove the variables having
weak relationship with the output feature. There are several
options to utilize this method such as Pearson Correlation,
mutual information and maximal information coefficient
(MIC), and distance correlation. We use this scheme with the
Chi-square test which calculates correlation or association
of features based on the frequency distribution.
2.3. Related work
There are a body of studies investigated variable selec-
tion, and we introduce some of the previous studies closely
related to our work.
The authors in [13] proposed a selection method based
on CFS and SBS to find a reduced feature set. However,
the focus of this work is the parallelization of the selection
scheme to minimize the time to build up a training model.
Hence, this work does not give an answer to when to stop
to obtain a feature set that can actually be considered for
training and testing, which is the research question we tackle
to answer.
Khammassi et al. [14] introduced a wrapper approach
which incorporates GA (Genetic Algorithm) feature search
and LR (Logistic regression) for feature selection. This
approach consists of three steps: pre-processing, feature
selection, and classification [14]. The authors evaluated
their proposed scheme with the UNSW-NB15 dataset, and
reported the GA-LR method yields 81.4% of classification
accuracy with 20 features. As will be presented, our tech-
niques outperforms showing over 86% of accuracy only with
4 features selected.
In the work of [15], the authors provides an analysis of
network traffic features for anomaly detection. The proposed
selection method in this paper relies on feature weighting
and ranking, such as WMR, SAM, and LASSO, to obtain
a set of features with strong contribution. The selected
features are then applied to a refinement process based on
a brute force search analysis to decrease the number of
features furthermore, by labeling relevant, medium relevant,
and negligible.
Another recent work [16] proposed a detection system
combining Maximal Information Coefficient (MIC) feature
selection and feature-based MSPCA. MIC feature selection
can remove uncorrelated features by detecting feature de-
pendency between features and labels as a criteria and a
feature selection algorithm called Mic-Based Feature Selec-
tion Algorithm. A potential weakness of this method is the
possibility to receive effects of outlier values, which might
cause to discard an important feature.
3. Proposed Method
In this work, we utilize a set of selection techniques
to identify a set of features that could be more important
than the others with respect to the classification performance
in the testing phase. Fig. 2 shows our proposed model
composed of two independent rounds with multiple selection
tools. The first-round stage eliminates highly redundant
features based on the pair-wise correlation factors. The
second-round stage employs a set of reduction methods,
each of which reduces the number of features based on an
iterative process until it gets to a single feature. As shown
in the figure, the first-round selection reduces the number
of features from N to m where (m < N). In the second-
round process, multiple selection methods (from 1 to k in the
figure) eliminate one feature at each iteration independently;
hence, m iterations are required to complete.
Fig. 3 shows an example with the training data file
provided in the UNSW-NB15 dataset containing 39 numeric
features. The first-round process reduces from N = 39 to
m = 24. By default, we employ four selection methods
for the second-round process: RFE, SBS, Univariate, and
Importance. The reason why we chose these four methods
is that these are common feature selection methods and
Figure 2. Proposed feature selection model consisting of two independent
rounds: The first-round stage eliminates highly redundant features based
on the pair-wise correlation factors, and the second-round stage employs
a set of reduction methods, each of which reduces the number of features
based on an iterative process until it gets to a single feature.
Figure 3. Second-round cross-validation result (dataset=UNSW-NB15):
the score is significantly dropped with the Univariate method at around
11 features, while the other methods show a sharp degradation at three
features.
we would like to examine different classes of selection
methods (i.e., filter, wrapper, and embedded) without a bias.
The figure shows the cross-validation results for each of 24
iterations for the selection methods. From the figure, we can
see that the score is significantly dropped with the Univariate
method at around 11 features, while the other methods show
a sharp degradation at three features. Since the variation
selection is completed in the training phase, we may want
to stop somewhere between round 11 (conservatively) and
3 (optimistically).
To see the quality of the selected features, we analyze
the anomaly detection performance by using the testing data
in UNSW-NB15. Fig. 4(a) shows the actual testing result
(a) Second-round testing result
(b) SBS testing result with different classifiers
Figure 4. Testing accuracy (dataset=UNSW-NB15): (a) Unlike the cross-
validation result, the actual testing accuracy shows a degree of fluctuation
over the number of features; (b) SBS works well with some classifiers such
as DNN and GB, while it works poorly with RF.
for the selection methods. We used the same classifier (RF)
employed in Fig. 3. Unlike the cross-validation result, the
testing accuracy shows a degree of fluctuation over the num-
ber of features. Also surprisingly, Univariate shows a better
result than the others, which is somewhat different from
what we observed from the cross-validation result. Fig. 4(b)
shows the testing result when using different classifiers of
Logistic Regression (LR), Gradient Boosting (GB), Random
Forest (RF) and Deep Neural Network (DNN), across the
selected features by SBS. In Fig. 4(a), SBS did not show an
impressive performance, but we can see that it may work
well if we chose some other classifiers (e.g., DNN and GB),
as shown in Fig. 4(b).
An important observation here is that simply relying on
the cross-validation result would be risky to determine which
would work better and which does poorly. In addition, a
reduction method may work better with a certain classifier,
and vice versa. From these observations, we claim that
simply choosing a single reduction technique may be risky.
Like SBS in Fig. 4(b), other selection tools produce their
own sets of features at each iteration. Our proposed model
incorporates the different selection methods to minimize the
risk. One question here would then be how to incorporate
the individual results by different selection functions. For
this purpose, we define three heuristic methods based on set
theory, as follows:
• Union, which takes all the features that any of the
Figure 5. Ensemble feature selection: In the proposed selection process,
the numeric features are fed into the ensemble engine, and the one-hot
encoded features are then (optionally) added up to the final candidate
features resulted by a heuristic method.
selection methods suggests;
• Intersection, which takes the features that everyone
in the selection methods agrees upon;
• Quorum, which selectively takes the features agreed
by the majority of the selection methods.
Fig. 5 demonstrates the entire process of our feature se-
lection method. There typically exist two types of features: a
numerical feature contains a numeric value (e.g., the number
of bytes sent), while a categorical feature is discrete and an
example of categorical features is protocol := {TCP,
UDP}. A categorical feature is generally not supported by
feature selection methods, and we employ one-hot encoding
to convert it to n numeric features with a binary value, where
n is the size of the feature space. In the figure, the dataset
consists of total S features (N numeric features and S−N
categorical features). The numeric features are fed into the
ensemble engine in Fig. 2. The one-hot encoded features
are then (optionally) added up to the final candidate features
resulted by a heuristic method.
4. Experiments
In this section, we report our experimental results con-
ducted with the UNSW-NB15 and IDS2017 datasets. Note
that the samples in the datasets are pre-processed including
the normalization before being used. For the classifiers, we
basically configured them with the default setting and here
are some specifics: 100 trees for RF, 200 trees for GB, and
a library for Large Linear Classification solver for LR. For
DNN, we used 4 hidden layers which contains 50 hidden
units with a rectified linear unit (ReLU) activation function
and the dropout of 0.2 in each layer. The output layer
contains 1 unit with Sigmoid activation function. We used an
Adam optimizer, and the batch size is 100 with 15 epochs.
(a) Iterations
(b) Number of features
Figure 6. Performance of heuristics (classifier=RF, dataset=UNSW-NB15):
The candidate size showing the best performance for Intersection is ranged
from 5–3 features, which is a competitive result to the use of the full
feature set (89.6% in F1-score). Union seems to produce less competitive
feature sets along the iterative process, showing lower than 70% in F1-score
with 10 or smaller number of features. The method of Quorum shows the
best performance for the feature set size from 15 to 6, but is worse than
Intersection with less than six features.
4.1. Evaluation metrics
We basically examine the classification performance by
utilizing multiple classifiers, including LR, GB, RF, and
DNN. For reporting performance, we utilize F1-score that
is a harmonic mean of Precision and Recall, defined by
the elements in the confusion matrix: TP (True Positive),
FP (False Positive), FN (False Negative) and TN (True
Negative). Since the metric of Accuracy may lead to a biased
result if the population of the minority class is too small,
F1-score is widely accepted to minimize the concern; for
this reason, we use the measure of F1-score to measure the
performance of classifiers. The metrics of Accuracy and F1-
score are defined:
Accuracy =
TP + TN
TP + TN + FP + FN
F1-score =
2× TP
TP+FP
× TP
TP+FN
TP
TP+FP
+ TP
TP+FN
(a) LR
(b) GB
(c) DNN
Figure 7. Performance of heuristics with different classifiers
(dataset=UNSW-NB15): (a) LR: Quorum and Intersection result in
almost 90% in F1-score, which is higher than the performance with the
entire numeric features (85.2%); (b) GB: Quorum and Intersection are
able to discover competitive feature sets, approaching to the performance
with the entire features (90.9%) when using the GB classifier; (c) DNN:
Quorum and Intersection produce the approximated performance to the
full feature set (90.0%) with only 3–4 features.
4.2. Experimental result for UNSW-NB15
We employ the raw UNSW-NB15 dataset collected in
a simulated environment in January 22, 2015 and February
17, 2015. The dataset provides separate files for training
and testing data. The training file contains roughly 82K
data points and 55% of them are anomalies. The testing
file includes 175K samples and 68% of the data points are
anomalies. The anomalies are mainly by cyber-attacks, and
nine classes of attacks were injected to collect. There are
42 features available excluding the serial number and label
Figure 8. Performance of heuristics with one-hot encoded features (clas-
sifier=RF, dataset=UNSW-NB15): Choosing 5+ features with any heuristic
allows to approximate to the performance with the full feature set.
information, and 39 of them are numeric.
As a result of our ensemble method, we obtain the
cross validation score as shown in Fig. 3. Recall that cross
validation takes place only with the training file, while the
measured F1-score in this section is for actual testing with
an independent testing file. Fig. 6 shows how the proposed
heuristic methods execute across the iterations (Fig. 6(a))
and the number of features (Fig. 6(b)), when using the RF
classifier. At each round (iteration), our proposed methods
combine the common features identified by the second-
round reduction functions. Intuitively, Union produces a
larger number of features while Intersection has the small-
est number of features at a certain round. As shown in
the figure, Intersection identifies good candidate sets ap-
proaching 90% in F1-score, at round 14–8. By referencing
Fig. 6(b), we can see that the candidate size showing the best
performance for Intersection is ranged from 5–3 features,
which is a competitive result to the use of the full feature
set (89.6% in F1-score). From the figure, Union seems to
produce less competitive feature sets along the iterative
process, showing lower than 70% in F1-score with 10 or
smaller number of features. The method of Quorum shows
the best performance for the feature set size from 15 to 6,
but is worse than Intersection with less than six features.
Considering different classifiers along the number of
features, Fig. 7 shows the result of the heuristic methods.
In 7(a), LR results in almost flat curves over the number of
features, which implies that it is possible to significantly
reduce the feature size for training and testing with a
minor penalty in performance. The methods of Quorum
and Intersection result in almost 90% in F1-score, which
is higher than the performance with the entire numeric
features (85.2%). Fig. 7(b) shows Quorum and Intersection
are able to discover competitive feature sets, approaching
to the performance with the entire features (90.9%) when
using the GB classifier. The deep learning classifier (DNN)
in Fig. 7(c) makes the similar conclusion, and Quorum and
Intersection produce the approximated performance to the
full feature set (90.0%) with only 3–4 features.
In the discussion of Fig. 5, we mentioned that the cate-
gorical features could be added to the incorporation process
by heuristics. Fig. 8 shows the performance of the heuristic
(a) Cross validation
(b) RF
(c) DNN
Figure 9. Experimental result (dataset=IDS2017): (a) Cross validation
result shows a quite high score over 90% even with a single feature; (b)
& (c): Quorum and Intersection result in higher quality features in the
reduction.
methods with the addition of three one-hot encoded features
defined in UNSW-NB15. In the figure, much consistent
results are shown with the heuristics, and choosing five or
more features with any heuristic allows to approximate to
the performance with the full feature set.
4.3. Experimental results for IDS2017
We next share our observations from the experiments
with the IDS2017 dataset. This dataset was collected over
the five days from July 3, 2017 to July 7, 2017. Similar
to UNSW-NB15, it was collected in a simulated network
environment with the victim network and attackers network.
IDS2017 includes many kinds of attacks, including FTP,
SSH, DoS/DDoS, Heartbleed, Infiltration, Botnet, and Web
attacks. In this dataset, daily trace records include specific
attacks selectively. For this reason, we randomly sampled
100K data points from the entire records, one sampling
for training and the other for testing. The total number of
features in this dataset is 84, and we excluded the first five
features related to the source and destination information.
All 79 features used in our experiments are numeric.
Fig. 9 shows the experimental result with the IDS2017
dataset. The cross validation result in Fig. 9(a) shows a quite
high score over 90% even with a single feature. Fig. 9(b)
and Fig. 9(c) show how the two classifiers of RF and DNN
work across the number of features. From the result, we
can see RF works better than DNN for this dataset. Overall,
Quorum and Intersection result in higher quality features in
the reduction. With RF, using five features is sufficient to
approximate to the one with the entire features, while using
7 or more features would be desirable for DNN.
Although omitted due to the space reason, we conducted
the same experiment with other pairs of training and testing
files sampled with different seed numbers, and observed
similar patterns to the result reported in Fig. 9.
5. Conclusion
Variable selection is beneficial by reducing the training
and testing complexity, but it generally requires highly la-
borious efforts with intensive analysis to identify an optimal
subset of features in advance. Automating the selection
process is thus essential for the practical use of variable
selection, but it is challenging with the existing methods
since it is hard to determine the termination condition to
stop searching. In addition, we observed that individual
selection methods result in different feature sets as the
output. In this paper, we presented an ensemble method
that combines the independent results by individual selection
methods through heuristic functions, in order to identify an
optimal set of features. Our experimental results showed
that the heuristic functions of Intersection and Quorum work
consistently producing competitive subsets of features with
the approximate performance to the one with the entire
features for network anomaly detection. The next step of
this research is to develop a method that helps determine
when to stop in the iterative process in an automated fashion
without human intervention.
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