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Abstract
This article studies the energy efficiency of wireless sensor networks with network coding-based multipath routing
(NCMR). The employed multipath model is braided multipath model, and the network coding scheme is random
linear network coding. Braided multiple paths to the sink node are established for each source node, and the
packets encoded at source nodes are transmitted on the braided multipath network. Then, intermediate nodes re-
encode the received packets and forward the new packets to next cluster. Finally, the sink node decodes the
packets received from different paths and recovers the original data. When network coding is combined with
multipath routing, the number of required routes and the total times of transmission in sensor networks are
reduced, which leads energy consumption of NCMR lower than that of traditional multipath routing, and this is
proved by the theoretical analysis results in this article. Meanwhile, results of the analysis show that NCMR provides
more reliability. Extensive simulations are carried out, and the results are consistent with those of the theoretical
analysis. Moreover, based on the study of the influence of different network parameters (e.g., number of hops,
number of paths) on the performance of sensor networks, an optimal combination scheme of different parameters
are proposed, which makes the network accomplish transmissions with less resource. Finally, in order to study the
robustness of NCMR, some simulation experiments are carried out under special conditions such as interference on
channels with memory, congested environments, and failed nodes, which show that NCMR is more effective in
adapting to these scenarios.
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1. Introduction
Wireless sensor networks (WSNs) consist of distributed
and networked sensors which jointly monitor the physi-
cal or environmental conditions such as temperature,
sound, vibration, pressure, and motion at different loca-
tions. There are two distinctive characteristics in WSNs.
First, nodes in WSNs communicate with others through
wireless channels. Compared with wired networks, link
quality of wireless channels is bad due to instability of
wireless channels. Second, the nodes are always
deployed in complex environments, and most often, bat-
teries are used as their energy supply. However, a realis-
tic problem is that energy produced from batteries is
always limited. Therefore, reliable transmission in WSNs
can be considered at two levels which are lower energy
consumption and higher successful delivery ratio. In
order to improve the energy efficiency and successful
delivery ratio of WSNs, many researchers have done
much work, and several kinds of technologies are
employed.
Multipath routing [1-3] is employed to increase relia-
bility of wireless networks, and it creates several paths
to the sink node for each source node. Several copies of
the initial packets are transmitted through these paths.
As long as one of these packets is received successfully,
the whole process can be considered a success. In this
sense, multipath routing improves reliability by increas-
ing redundancy. However, high redundancy results in
more transmissions, the energy consumption accord-
ingly becomes greater.
Error correction mechanism [4,5] is another technol-
ogy used to increase reliability. There are three kinds of
error correction mechanisms, namely Automatic Repeat
Request (ARQ), Forward Error Correction (FEC) [6],
and Hybrid Error Correction. The principle of ARQ is
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that once an error occurs at sink nodes or intermediate
nodes, a request will be sent to the source node for
retransmission. However, the cost of retransmission is
great in WSNs since it may bring some problems such
as twice energy consumption and longer transmission
delay. Therefore, researchers are inclined to employ the
technology which can correct the inaccurate data at sink
node. So, FEC is an ideal scheme in WSNs. In FEC
scheme, the sender encodes the initial data into new
codeword with some redundant bits. Some bits of the
data may become inaccurate in the channel during the
transmissions, but the receiver can recover the original
data with the redundant bits as long as the number of
inaccurate bits is not more than the correcting ability of
FEC. Therefore, FEC improves the reliability without
retransmission, which is an advantage for wireless net-
works. However, the disadvantage of FEC is that FEC
puts all the original bits and redundant bits in the same
packets, if one of the nodes in the route fails, the pack-
ets cannot successfully be delivered, so FEC scheme is
not robust enough for WSNs. Therefore, the technology
that satisfies the following three requirements is more
ideal for WSNs. First, it reduces the data redundancy.
Second, it does not require retransmission. Third, it is
robust to failure of nodes. Recent researches show that
network coding may meet the requirements.
Network coding was firstly developed by Ahlswede
and Cai [7]. The traditional architecture of networks is
store-and-forward, and a most widely recognized atti-
tude is that coding at the intermediate nodes, such as
switch and router, will not bring any benefit. However,
Ahlswede and Cai reversed this attitude in their study
for the first time. After that, many scholars [8-11]
focused on this field. Li et al. [8] proved that linear net-
work coding is sufficient to achieve the multicast capa-
city. Chou et al. [10] proposed practical network coding
to be considered as a representative coding scheme
which is also explored in this article. Katti et al. [11]
implemented the first wireless network (COPE) based
on network coding. They showed that high performance
can be achieved in wireless networks with network cod-
ing, and they considered network coding is powerful in
both unicast networks and multicast networks. Recently,
Nguyen et al. [12,13] derived some theoretical results on
bandwidth efficiency of network coding in wireless
networks.
The main contributions of this article can be listed as
follows. First, we propose a network coding-based
energy-efficient multipath routing scheme which reduces
the number of required paths and the times of network
transmissions. Second, optimal combination scheme of
different network parameters is proposed and proved
valid, which leads to lower energy consumption of the
whole network. Third, we show that NCMR is more
effective in extreme environments such as channels with
memory and congested environment.
The remainder of this article is organized as follows.
In Section 2, we begin with the introduction of some
related studies. In Section 3, the network and energy
models used in our analysis and simulations are
explained. In Section 4, we present the mathematical
analysis of traditional multipath routing (TMR) network
and NCMR network. In Section 5, we design routing
discovery algorithm, data disseminating algorithm, and
routing maintenance algorithm to enable network cod-
ing to be performed on braided multipath networks so
that we can obtain the simulation results. Then, in Sec-
tion 6, we show the results of analysis and extensive
simulations. Finally, the last section summarizes the
main conclusions.
2. Related study
There are some works related to ours. Ganesan et al.
[14] showed that braided multipath is energy efficient to
recover from isolate and patterned failures. And the
authors also proposed the initial definition of braided
multipath: For each node on the primary path, find the
best path from source to sink that does not contain that
node. In this article, we employ the braided multipath
network to serve as network model. In the network
model, we find N-1 braided paths for each intermediate
node.
There are some previous studies [15-20] addressing
the performance of network coding-based multipath
routing (NCMR). Guo et al. [15] employed multipath
routing with network coding in underwater sensor net-
works (UWSNs), which proves that network coding can
achieve high reliability in UWSNs. The authors dis-
cussed the reliability of NCMR, followed by the perfor-
mance of NCMR being compared with that of TMR.
Part of work in this article also addresses this compari-
son. Guo et al. [15] assumed that the probability that
nodes in (i)th cluster receive packets sent by source
node only depends on the nodes in (i-1)th cluster. How-
ever, actually the results based on this assumption are
not accurate. In this article,, the accurate results are
obtained with recursion method. It is confirmed that the
comparison based on these accurate results is more rea-
sonable. We will further detail this issue in Section 4.
Li et al. [16] insisted that the reliability can be guaran-
teed by introducing network coding. Random linear
coding scheme is also employed in their work. They
show that the energy consumption is lower since net-
work coding reduces the number of paths required to
deliver data. In addition, a method to obtain the optimal
number of paths is provided. In this article, the results
of analysis and simulations show that there is another
parameter (namely, the number of subpackets) which
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may affect the energy consumption as well. One of the
aims of this article is to find the optimal scheme which
is the best combination of different network parameters.
It is supposed that higher energy efficiency can be
achieved with the optimal scheme.
Our previous work [17] presents network coding-
based reliable disjoint and braided multipath routing
(NC-RMR) for sensor networks in which improving
reliability of multipath routing with network coding is
the primary aim. In this article, network coding is
employed to achieve energy efficiency in WSNs, and the
mathematical models of multipath routing with and
without network coding are inherited and developed. In
[17], we employed two metrics (namely, SDR and NEC)
to evaluate the performance of sensor networks. SDR is
the number of successful delivered packets over the
total packets sent by the source node, and NEC is nor-
malized energy consumption which is equal to total
energy consumption divided by SDR. In this article, the
two metrics are also employed. There are some differ-
ences between this article and the previous study [17].
First, a typical energy model is introduced to evaluate
the energy consumption of sensor networks, and the
influence of different network parameters on perfor-
mance is also detailed. Second, we provide routing dis-
covery algorithm, data disseminating algorithm, and
routing maintenance algorithm to enable network cod-
ing to be performed on a braided multipath network
model. Third, some additional data and different analy-
sis such as energy consumption, reliability, and optimal
scheme for energy efficiency are provided.
There are many articles [21-25] focusing on energy effi-
ciency in wireless network. Limited energy can be consid-
ered as the main bottleneck of communication ability,
which makes providing energy efficiency a challenge. To
reverse this trend, many scholars have done lots of work
using a number of different methods. Some authors
[21-23] tried to solve this problem through topology con-
trol, Cardei et al. [24,25] addressed this issue through cov-
erage control, and another method to solve this problem
is data fusion [26]. The method described here can be
grouped under data fusion as well. There are some theore-
tical articles [27-29] addressing energy efficiency in wire-
less networks with network coding, which have considered
establishing minimum cost, multicast connections over
networks with encoded packets. When coupled with exist-
ing decentralized schemes for constructing network codes,
they yield a fully decentralized approach for achieving
minimum-cost multicast. The thought of improving
energy efficiency with network coding is used here, but
the difference is that network coding is combined with
multipath routing, and the aim is to provide an energy-
efficient and robust scheme for WSNs.
3. Models of multipath in WSN
3.1. Network model
In general, multipath network can be divided into dis-
joint and braided models [30]. This article mainly dis-
cusses the latter. Figure 1 shows a typical braided
multipath routing model which consists of a source
node, a sink node, and many intermediate nodes. We
assume that all the sensory data generated at different
source nodes must be sent to a data processing center,
so the network model we employ is a unicast model.
Previous study [11] proved that network coding is useful
in both multicast networks and unicast network. In Fig-
ure 1, the number of paths is equal to the number of
nodes in a cluster. We employ N to denote the number
of paths, so the number of nodes in a cluster is equal to
N as well. For each intermediate node, we find N-1
nodes to serve as its backup nodes, and therefore these
N nodes form a cluster.
The mathematical analysis presented in Section 4 is
based on such network model, a routing discovery algo-
rithm proposed in Section 5 establishes this network
model for each source node, and simulations based on
the established network are made in Section 6.
3.2. Energy model
Figure 2 shows the energy consumption of main compo-
nents in WSNs, which is proposed by Estrin [30]. After
that, the figure is widely accepted in the field of sensor
networks. Figure 2 indicates that sending, receiving, and
idling consume the most energy while sensing, program-
ming, and sleeping consume very little. Therefore, the
energy consumption of sensing, programming, and sleep-
ing is neglected in the following analysis. The energy
consumption of idling is always spent by the nodes to
avoid collisions, which is the function of MAC layer, and
the energy consumption in MAC layer does not affect
the energy analysis in network layer. While the main aim
of this article is to propose a network coding-based mul-
tipath protocol which is performed on network layer, and
therefore we do not take into account the energy con-
sumption of idling in this article. So, the sending energy
ETX(k, d) and the receiving energy ERX(k) become the
focus, thus total energy consumption can be considered
as the energy consumption of sending and receiving a
packet multiplied by the total transmission times. In
wireless networks, as long as the nodes are deployed in
the transmission range of the transmitting nodes, they
receive these packets for free even if these packets do not
belong to their duties. This phenomenon is considered as
the broadcasting characteristic of wireless networks. So,
the total energy consumption is
EMULT = (ETX(k, d)) +N × (ERX(k)) × NR (3:1)
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where N is the number of nodes in a cluster, NR is
the transmission times in the network, k is the packet
size, and d is the transmission radius. To simplify the
discussion, it is assumed that all the sensor nodes have
the same transmission radius. The relationship among
energy consumption, packet size k, and transmission
radius d for one node is
ETX(k, d) = k × EtxElec + k × εamp × dγ + Estart (3:2)
where EtxElec is the energy of sending one bit data, g is
the path loss factor whose value is constant in a typical
condition, εamp is the value of signal amplifier, and Estart
is the energy consumption of starting transmission. On
the other hand, the energy consumption of receiving is
ERX(k) = k × ErxElec + Estart. (3:3)
In Equation (3.3), ErxElec is the energy consumption of
receiving one bit data. For convenience, it is assumed
that energy consumption of sending a bit is the same as
that of receiving one, which is shown in Equation (3.4).
ErxElec = EtxElec = Eelec (3:4)
From Equations (3.2), (3.3), and (3.1), the result of
total energy consumption is achieved. In our analysis,
energy consumption of encoding and decoding during
network coding operations is also neglected, and the
reasons why we do not take into account it are as fol-
lows. First, the main work of encoding is to simply
obtain some new linear combinations of original pack-
ets. Second, the operations of encoding and decoding
are based on a finite field on which all the operations
such as addition and multiplication are closed, and there
is no floating-point operation in sensor nodes. There-
fore, compared with energy consumption of sending and
receiving, the energy consumption during network cod-
ing operations is much lower.
4. Performance analysis of multipath routing
4.1. TMR
In traditional multipath transmission models, when
source node S intends to transmit data, it establishes N
braided paths. Then, node S floods its packets to all
nodes in next cluster. Intermediate nodes forward these
packets in the same way. The network model introduced
in the third section is employed here. It is assumed that
bit error rate is BER, and the length of packet is L. So,
the probability of successfully sending a packet is
p = (1− BER)L. (4:1)
Figure 1 Network model.
Figure 2 Energy consumption of different components.
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Let i be the number of clusters, H be the total hops of
network, and ai(1 ≤ i ≤ H) be the probability that a
node in (i)th cluster successfully receives the packet sent
by source node. Equation (4.2) shows the probability of
the nodes in the first cluster.
ai=1 = p (4:2)
We have mentioned that the study in [15] also
addresses braided multipath routing network. But, the
mathematical analysis model is different from ours.
Those authors employ the following method to obtain




αi−1,n[1 − (1 − p)n] i ≥ 2 (4:3)
In Equation (4.3), ai-1, n stands for the probability that
n nodes in (i-1)th cluster successfully receive the packet
sent by source node. Therefore, the probability can be






ani−1(1 − ai−1)N−n i ≥ 2 (4:4)
From Equations (4.4) and (4.3), it is shown that the
value of ai only depends on the value of ai-1 in the
method. In our study, it is proved that the results of ai
obtained with Equation (4.3) are not accurate, and the
error increases as i becomes larger. In this article, we
first explain why accurate results cannot be obtained
with Equations (4.3) and (4.4), and then we propose a
new method to obtain the accurate values of ai.
In their method, it is considered that the number of
received packets in (i-1)th cluster subjects to binomial
distribution. According to probability theory, if the
number of received packets subjects to binomial distri-
bution, nodes in the same cluster must be independent.
However, the nodes in the same cluster of braided mul-
tipath network must be dependent. Take the network
model shown in Figure 1 for example, all the nodes in
the second cluster depend on the first node in the first
cluster, in other word, the first node in the first cluster
affects all the nodes in second cluster, so the nodes in
second cluster are not independent. Therefore, the
results of ai in the previous study [15] are not accurate,
and the errors become more and more large when i
becomes larger. In this article, the accurate results of ai




p i = 1
G(1, 1) × a(i−1) +
N∑
z=2
G(1, z)F(i, z) i > 1
(4:5)




1 − (1 − p)z i = 2
G(z, 1) × a(i−2) +
N∑
n=2
G(z,n)F(i − 1,n) i > 2(4:6)
where G(x, y) is the probability that y nodes success-
fully receive the packets which are sent by x upstream






[1 − (1 − p)x]y[(1 − p)x]N−y (4:7)
In Equation (4.7), N is the number of nodes in a clus-
ter which is equal to the number of paths in a braided
multipath network model. When such a network model
is established, N is a constant. This recursion method to
obtain the value of ai will be validated through extensive
simulations in Section 6.
To achieve the energy consumption, the number of
sending times in (i)th cluster si should be obtained first.
Since any node sends the same packet no more than once,
and the probability of receiving the packet successfully by
each node is ai, so si is calculated in Equation (4.8).
σi = N × ai (i ≥ 2) (4:8)
Then, normalized redundancy (NR) of the network is








From Equations (4.9) and (3.1), the total energy of
TMR is achieved.
4.2. Multipath routing with network coding
In general, there are two kinds of linear network coding,
namely, random linear network coding (RLNC) and
deterministic linear network coding. Since RLNC [10]
has widely been studied and applied, it is also employed
in this article. First, the RLNC scheme should be intro-
duced briefly. When there are some sensory data to be
transmitted at the source node, these packets are
divided into K packets. The source node randomly
chooses (K+n) × K elements from a Galois field to be a
coefficient matrix, then encode these K original packets
into (K+n) new packets. Multiply each row vector of the
coefficient matrix by the K original packets is a new
packet which is a linear combination of these original
packets. Intermediate nodes need to recode the received
packets, and then send the new packets to next cluster.
As long as the sink node successfully receives K packets
of these (K+n) packets, it may decode and recover the
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original data. In our scheme, we choose 256 to be the
size of Galois field since previous researchers [10]
proved that when the size of the Galois field is 256,
probability of decoding these packets successfully at the
sink node is 0.996. And another reason for choosing
256 to be the field size is that, in current computer sys-
tem, the data type of BYTE (namely, unsigned char) also
has 8 bits. It is considered that the utilization rate of
system memory is high in this manner. If we choose 29
as the field size, we need to employ the data type of
unsigned integer to store the elements which only
requires 9 bits, while the data type of unsigned integer
always have 16 or 32 bits, and therefore many bits are
wasted. Moreover, the cost of multiplication operation
between two variables with the data type of unsigned
integer is much more than that between two variables
with the BYTE data type. Therefore, both the coeffi-
cients and data of packets are stored, encoded, and
computed with BYTE data type in our scheme. Figure 3
explains the encoding scheme.
When the sink node receives K or more than K pack-



























After the data are encoded at the source node, the
number of packets changes from K to K’ (K’ = K+n, K’
>K). Here, we denote ai, k as the probability that any
node in (i)th cluster receives k packets successfully. To
formulate the value of ai, k, linear correlation of all the
packets should be first considered. Since the probability
of decoding these packets successfully at each node is
0.996 when the field size is 256, it is assumed that the
node can decode these packets and recover the original
data as long as it receives K or more than K packets
successfully. For the nodes in the first cluster, ai, k sub-
jects to binomial distribution, and therefore the prob-
ability of receiving k packets successfully for each node






× pk × (1− p)(K ′−k) (4:11)
The nodes are supposed to be the same in the net-
work, therefore, for all nodes in (i)th cluster, the prob-
ability that receiving k packets at each node from (i-1)th
cluster is the same. If i is greater than 1, ai, k is equal to
the probability that any node in cluster i successfully
receives k packets which come from (i-1)th cluster in
discretional combinations. For 2 ≤ i ≤ H, 1 ≤ j ≤ N, 0 ≤














Figure 3 Practical network coding scheme.
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In Equation (4.12), ai, j, k is the probability that the
node in (i)th cluster receives kj packets from the (j)th
node in (i-1)th cluster. To obtain the value of ai, j, k, we
need to first obtain the value of ak which is the prob-
ability that the node transmits l packets while k packets
are received successfully by a node in the next cluster.
When nodes in any cluster transmit their packets to
next cluster, some packets would become inaccurate.
Whether the packets are transmitted successfully or not
is independent. Therefore, this kind of events subjects







× pk × (1 − p)(l−k) (4:13)
As mentioned above, the sink node can decode the
packets as long as the K packets are received success-
fully, and therefore intermediate nodes would just send
K packets when they receive K or more than K packets.





Denote ai, K as the probability that any node in cluster
i successfully receives K or more than K packets, and
therefore ai, K is obtained with Equation (4.15).




SDR of the network system is the probability that
nodes in cluster H successfully receive K or more than
K packets which is equal to aH, K, and aH, K is calculated
as follows.




Then, the number of sending times is obtained with
Equation (4.17).
σi = N ×
K∑
k=1
(ai,k × k) i ≥ 2 (4:17)












The new packets transmitted in the network are
encoded so that the original packet size is modified. The
new packet size is equal to the sum of the length of the
new group, the length of the coefficient vector, and the
length of group ID. At last, from Equations (4.18), (3.1),
and the new packet size, the energy consumption of
NCMR is achieved.
5. Protocol design
We have analyzed energy consumption of TMR and
NCMR, and we will show the results of analysis in Sec-
tion 6. To validate the correctness of the analysis results,
we need to make extensive simulations and compare the
results of analysis with those of simulations. So, first we
need to design a protocol to enable network coding to
be performed on a braided multipath routing network.
Like other routing protocols, the designed protocol also
mainly consists of routing discovery algorithm, data dis-
seminating algorithm, and routing maintenance
algorithm.
5.1. Routing discovery
The procedure of routing discovery is the first step of a
routing protocol. The work of our routing discovery algo-
rithm is to establish N(N ≥ 2) paths from the source node
to sink node. Deb et al. [31] provided a typical computa-
tion method to obtain the number of N in multipath net-
work which is also employed in our previous work [17].
And the method is based on the assumption that every
node is assumed to have the knowledge of link quality, so
the source node could know the value of BER. The num-
ber of required transmission paths could be determined
by BER and the hops to sink (H). A rule is that as BER or
H becomes greater, N must be greater since the source
node must select more paths to guarantee reliability. In
this article, we also employ the computation method but
we do not detail it any longer due to the limited space.
When a great number of nodes are deployed into a
specific location, the source node needs to establish
paths to transmit sensory data to the sink node. Algo-
rithm 1 shows our routing discovery algorithm.
Algorithm 1: Routing discovery algorithm
Requirement: The source node is assumed to have
the knowledge of link quality.
1: //Step 1. To get the minimum hops to sink node
2: The sink node floods a route discovery packet
(RDP).
3: For each non-sink node receiving RDP
4: Forwards the packet.
5: Updates the shortest route to sink and records all
the nodes in the shortest route.
6: Records and updates the number of hops of the
shortest route (H).
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7: End
8: //Step2. Routing establishment
9: The source node S calculates the number of
required paths (N).
10: Then node S sends the value of N to its down-
stream node A which is the first hop in the shortest
route to the sink.
11: Node A finds other N - 1 nodes to serve as its
backup nodes. These N nodes form a cluster.
12: Node A sends the value of N to its downstream
node B, and node B performs the same function.
13: If sink node is reached
14: Finish routing establishment.
15: Else
16: Continue routing establishment.
17: End
In routing discovery phase, if any intermediate node is
selected to relay the packets generated at source nodes,
it must record the address of source nodes in its cache.
Once an intermediate node receives a packet with sen-
sory data, it must check the source address. If the
source address does not exist in the cache, the inter-
mediate node must drop the packet, and the node only
receives the packets whose source address is recorded in
the cache.
5.2. Data disseminating
Now, braided multipath routes have been established,
the following step is to transmit sensory data to sink
node. In traditional multipath network, the main work
of intermediate nodes is to forward the received packets
to downstream nodes. While in NCMR network, inter-
mediate nodes need to recode the received packets and
then transmit the new packets to the nodes in next clus-
ter. Algorithm 2 shows the procedure of data
disseminating.
Algorithm 2: Data Disseminating
Requirement: Operations on Galois field are already
implemented in sensor nodes.
1: //Step 1. Coding at source node
2: The source node S encodes the original K packets
into K’ new packets.
3: Send the new packets to next hop.
4: //Step2. Coding at intermediate nodes
5: For each intermediate node
6: If R > = K % R is the number of received packets
7: Randomly generates a K*K matrix M to be
local coding kernel.
8: Encodes these R packets into K new packets
with matrix M.
9: Else
10: Randomly generates a R*R matrix M to be
local coding kernel.
11: Encodes these R packets into R new packets
with matrix M.
12: End
13: Forwards the new packets to next hop.
14: End
15: //Step3. Decoding at the sink node
16: If R > = K
17: The sink node recovers the original packets with
Gaussian elimination.
18: End
In fact, the encoding operations of RLNC at source node
are very similar to that of traditional source coding (e.g.,
erasure coding). But, the main difference between the two
is that network coding requires encoding operations at
intermediate nodes while traditional source coding only
encodes packets at the source node. In Algorithm 2, local
coding kernels M of intermediate nodes are randomly
obtained from GF(256), and then each new packet is a
new linear combination of the received packets.
5.3. Routing maintenance
Since the proposed scheme is a decentralized one, the
intermediate nodes do not require the knowledge of
overall network topology to establish end-to-end paths.
Therefore, the main routing maintenance work of inter-
mediate nodes is to maintain the communications with
its upstream nodes, downstream nodes and its backup
nodes in the same cluster. In our algorithm, the cluster-
head nodes in different clusters are responsible for
maintaining the communications with cluster-head
nodes of upstream and downstream clusters. And they
also need to keep in touch with its backup nodes. For
this reason, a cluster-head node must have a counter to
record the number of its backup nodes. In a routing
updating period, if the counter is less than the required
N, the cluster-head node need to find some more free
nodes to be its backups so that the number of braided
paths can be guaranteed.
Algorithm 3: Routing maintenance
Requirement: The source node periodically broad-
casts a routing maintenance packet (RMP).
1: For each cluster-head node receiving RMP
2: If RMP is from upstream cluster
3: Forwards it to downstream cluster
4: Else if RMP is from its backup nodes
5: Records the node ID and changes the counter
with the increment of 1
6: Replies a message to the backup node.
7: End
8: Forwards RMP to the cluster-head node of next
hop.
9: End
10: If counter <N
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11: Selects (N-counter) free nodes to be its backup
nodes.
12: End
13: For each backup node receiving RMP
14: Broadcasts RMP to cluster-head node and waits
for a reply.
15: If no reply is received % Cluster-head node fails.




19: At last, the sink node discards RMP.
So far, we have accomplished the design of algorithms.
And the following work is to make extensive simulations
based on the braided multipath network.
6. Analysis and simulation results
6.1. Establishment of braided multipath network
According to the routing discovery algorithm presented
in Section 5, we need to establish a hop-by-hop braided
multipath network which consists of a number of ran-
domly deployed nodes. We employ Omnet++ [32] and
MiXiM (Mixed Simulator) [33] to implement the algo-
rithms. OMNeT++ is an object-oriented modular dis-
crete event network simulation framework which is a
powerful tool for WSNs. However, a shortcoming is that
nodes in Omnet++ are lack of design of layer. To make
up the shortcoming, we combine MiXiM with Omnet++
since MiXiM provides detailed node and channel mod-
els. When MiXiM is employed in our simulation, net-
work coding is performed on network layer, CSMA is
selected for MAC layer, and free space model is chosen
for physical layer. The work of application layer is to
randomly generate some sensory data. Before giving the
results of simulations, we list the main parameters used
in the simulations in Table 1.
Figure 4a, b shows the results of routing discovery
algorithm. Figure 4a, b is based on the same network
topology. The number of nodes is 80, and the area is
400 × 200 m2. In the two figures, green node refers to
sink node, yellow node refers to source node, red nodes
form the main route, and blue nodes are backup nodes.
In Figure 4a, there are three nodes in a cluster and four
hops to the sink. And in Figure 4b, there are two nodes
in a cluster and three hops to the sink. The differences
of the above two topologies are the number of hops to a
sink and the number of the cluster size, and these differ-
ent values are determined by the method mentioned in
Section 5.1. Analysis and simulations in this article are
based on this kind of topology.
6.2. Result analysis
Since different network parameters may result in different
results, the default network parameters should be first
configured. After obtaining the results of performance
with default network parameters, we will address the influ-
ence of different network parameters on performance in
Section 6.3. The total hop of the network model H is set
to be 5, the number of nodes in a cluster N is set to be 3,
and the length of packets L is set to be 1024 bits. Each
packet is split into four groups, and then, these groups are
encoded into six subpackets. For consistence, the perfor-
mance curves of TMR in different figures are denoted as
TMR, and the performance curves of NCMR in Figure 5.
From the comparison of TMR-Ana and NCMR-Ana,
NCMR achieves higher successful delivery ratio. For nor-
malized energy consumption of the network model, if
there are few or no errors which occur in the channels, it
is found that energy consumption in TMR is lower.
While NCMR consumes more energy since more redun-
dant bits such as encoding coefficients and group ID are
transmitted. If BER becomes larger, the normalized
energy consumption of NCMR becomes lower than that
of TMR. The results show that NCMR provides higher
reliability and lower energy consumption in the network
with low link quality which is a character of WSNs.
To validate the results of analysis, simulations are car-
ried out 10,000 times with OMNET++. The simulation
results are consistent with those of the analysis. Mean-
while, it is further proven that the results of Equation
(4.5) are accurate. Consequently, the comparison based
on the accurate results is more reasonable.
There is a difference between the results in this article
and those in previous theoretical studies [27-29]. Pre-
vious studies consider that higher energy efficiency can
be achieved with network coding. However, the results in
this article indicate that when the link quality is fine, the
network coding scheme would exert more energy due to
the coding schemes being different. The scheme in this
article requires some redundant bits which would cause
more energy consumption when the link quality is fine.
6.3. Influence of different network parameters
Successful delivery ratio and energy consumption are
related to the number of hops H in the network model,
Table 1 Main parameters used in the simulations
Parameters Values Parameters Values
Network area 400 × 200 m2 Eelec 50 nj/bit
Carrier frequency 2.412e+9Hz Estart 2500 nj/
packet
Signal sensitivity -84 dBm Transmission
radius
10 m
Max sending power 100 mW Signal amplifier 2
Mac layer head
length





32 bit Mac layer
protocol
CSMA
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the number of nodes N in a cluster, and the number of
subpackets K. Next, the influence of different para-
meters on performance will be detailed. This article is
aimed at finding an optimal combination of these para-
meters. It is supposed that higher energy efficiency can
be achieved through the optimal scheme.
6.3.1. Influence of H on performance
As shown in Figure 6, when TMR is employed, there is
an intersection of the two curves. Another similar inter-
section is found in the network coding scheme. To sim-
plify the statement, denote J as x coordinate of this kind
of intersection. Figure 6 shows that when BER is less
than J, the smaller H is, the lower SDR is. In contrast, if
BER exceeds J, the smaller H is, the higher SDR is. In
particular, if BER is equal to J, no matter how much H
is, the value of SDR is constant. On the other hand, the
influence of different hops on NEC is considered. Figure
6b suggests that the larger H is, the more energy should
be consumed. The reason is that more packets are
needed to be transmitted. Therefore, the relation
between NEC and H is linear.
6.3.2. Influence of N on performance
Figure 7a shows that SDR increases as the number of N
increases. N is the number of nodes in a cluster. The
larger N is, the more redundant packets would be dupli-
cated resulting in a higher SDR. On the other hand, this
may cause higher energy consumption. Naturally, in Fig-
ure 7b, more energy is consumed when the channel is
fine, and only when the link quality becomes low, does
the normalized energy consumption become lower.
Compare the curve of TMR(N = 4) with that of NCMR
(N = 3), we find that the performance of NCMR(N = 3) is
Figure 4 Simulation results of routing discovery algorithm.
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better than that of TMR(N = 4) although the number of
required paths of the later is less than that of the former.
Therefore, we consider that NCMR reduces the number
of required paths, meanwhile the reliability and energy
efficiency is higher. It is necessary to note that, in the
experiments, N is set to be 3 or 4, but it does not mean
that 3 or 4 is optimal. Here, the two values are only
employed to illustrate that the number of required paths
is reduced in the network with network coding.
6.3.3. Influence of K on performance
As mentioned above, NCMR divides the data into many
subpackets. For fair comparison, the data in TMR
should be divided as well. The reason is that splitting
packets into many subpackets may improve SDR in a
multipath network. Based on this method, the compari-
son is reasonable.
From Figure 8, the increase of K enhances SDR in the
model, but this causes more times of transmission.
Therefore, it would cause more energy consumption.
6.4. Optimal combination scheme of different parameters
Through the above analysis, it is concluded that SDR
and NEC of NCMR network are related to H, N, and K.
And it is considered that if there is an optimal combina-
tion scheme for SDR to satisfy a specific reliability, it
simultaneously consumes lower energy.
We know that there are several parameters which may
affect the results of SDR and NEC. However, H is
Figure 5 SDR and NEC in different routing model with the default parameters.
Figure 6 Influence of H, and other parameters are default.
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determined by the distance to the sink node and the
transmission radius of nodes. Therefore, the parameters
which can be determined by the source node are N and
K. In the previous study [16], the authors insist that the
number of N influences the results of the successful
delivery ratio and energy consumption and also provide
a method to obtain the optimized number of N.
Through the above discussion, the number of subpack-
ets K has a relation to performance as well. Therefore, it
is necessary for the source node to make an optimal
combination of the two parameters. It is expected that
the energy consumption would be lower due to the opti-
mal combination. In the analysis of Section 6.3, we only
change one network parameter every time. We have
known that the number of subpacket K and the number
of required path N could be determined by the source
node. And now we simultaneously change the two
values, the two values are from 1 to 6. According to
Equation (4.16), there are 36 different results, and then
we obtain Figure 9 with linear interpolation method.
In Figure 9, the four curves represent different required
SDR of the model, respectively. The combinations on the
right of the curves can satisfy the required SDR, respec-
tively. For example, if the required SDR does not exceed
0.975, the number of routes N and the number of sub-
packets K are the following combinations: (4,3), (2,4),
(3,3), and so on. Then, the energy consumption can be
obtained by substituting these variables in the formula.
Figure 8 Influence of k, and other parameters are default.
Figure 7 Influence of N, and other parameters are default.
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In this way, the source node can find an optimal combi-
nation to accomplish its mission. Meanwhile, the cost
would be lower. When the optimal combination scheme
is obtained, the new number of required paths N can be
used in our routing discovery algorithm, and the number
of subpackets K can be employed by the source node to
encode the original packets.
In fact, to obtain such a figure with our mathematic
method may be not cheap for each source node. Fortu-
nately, the computing only needs to be performed
before routing discovery for one time. Therefore, the
overhead of computing is affordable.
6.5. Interference on channels with memory
In general, channels are divided into memory channels
and memoryless channels which are also called random
channels in which the error occurrences of different bits
are independent. While in memory channels, errors of
bits are dependent. In these kinds of channels, the
errors would occur in a series. The kind of interference
may be lightning, dithering, or interference from the
same frequency. When such interference is occurred,
the channel could be considered as a memory channel.
Figure 10 stands for a typical interference on channels
with memory.
In the interference shown in Figure 10, the distance
between the first “1” and the second “1” is called burst
length l. In memory channels, l may be large. The corre-
sponding consequence is that some groups of the pack-
ets may be seriously damaged, and as a result, the
number of errors may exceed the ability of the correct
mechanism. Therefore, receivers cannot decode the ori-
ginal data.
Under this condition, 10,000 experiments are simu-
lated to discuss the ability to resist errors in memory
channels of TMR and NCMR, respectively. In the simu-
lations, it is assumed that both kinds of interferences
exist simultaneously. Meanwhile, BER is set to be 0.002.
From the simulation results in Figure 11, NCMR
would make the network more robust. Moreover, the
curve shows that the number of packets received suc-
cessfully decreases gradually. The TMR, however, has a
lower performance. From this perspective, it is con-
cluded that employment of network coding brings more
benefits.
6.6. Performance experiment in congested environment
In practical networks, some circumstances may cause
lower SDR and higher NEC as well, such as overloaded
or failed nodes. In this section, this kind of event is
simulated, and then the results of NEC and SDR are
analyzed. For the four scenarios shown in Figure 12,
10,000 experiments are simulated, respectively. In the
simulations, one node in the first cluster is set to be
congested. The curves of TMRJam and NCMRJam are
the simulation results with the congested node, and
TMR and NCMR are the results without any node
congested.
When a node blocks or fails, SDR starts to become a
decreasing trend. The SDR of TMRJam is lower than
Figure 9 Optimized combination of N and k.
Figure 10 Interference on channels with memory.
Figure 11 Simulation result in memory channel with default
parameters.
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that of TMR. Meanwhile, SDR in NCMRJam is higher
than that of NCMR. And the question is about how it
can be evaluated, and which scheme can effectively
resist such kinds of interferences. To compare both of
them fairly, rate of decline is employed and considered
as a criterion to evaluate the anti-jamming abilities. The
rate of decline of TRMJam is equal to (TMR-TMRJam)/
TMR, and the rate of decline of NCMRJam can be
obtained with similar method.
As the SDR of TMRJam and NCMRJam are zero
when BER is 0.005 in Figure 12, it is impossible to cal-
culate the rate of decline. In Figure 13, when there are
some nodes blocked, SDR of TMR decreases more
quickly than that of NCMR. In other words, the anti-
jamming ability of NCMR is greater than that of TMR.
7. Conclusion
This article studies the energy efficiency of WSNs.
NCMR is employed to improve energy efficiency in
WSNs. The analysis shows that NCMR produces higher
reliability and energy efficiency. In addition, based on
the analysis of influence of different network parameters
on performance in the network, a combination scheme
of optimal parameters is obtained, which enables the
network to deliver packets with lower energy consump-
tion. The results of simulations show that NCMR is
more effective in extreme environments such as interfer-
ence of channels with memory and congested
environment.
There is some further promising work in NCMR for
WSN on energy efficiency.
(1) In this article, it is assumed that all nodes in the
network are allowed to perform network coding, which
requires high processing abilities of nodes. How to
reduce the number of coding nodes requires further
study.
(2) There is only one source node and sink node in
current models, and previous study shows that network
coding is powerful in both unicast network and multi-
cast network. So, the network models with multiple
sources and multiple sinks are worthwhile to address.
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