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A three-dimensional (3-D) coupled hydromechanical granular model has been developed and validated to directly predict, for the ﬁrst
time, hot tear formation and stress–strain behavior in metallic alloys during solidiﬁcation. This granular model consists of four separate
3-D modules: (i) the solidiﬁcation module is used to generate the solid–liquid geometry at a given solid fraction; (ii) the ﬂuid ﬂow module
(FFM) is used to calculate the solidiﬁcation shrinkage and deformation-induced pressure drop within the intergranular liquid; (iii) the
semi-solid deformation module (SDM) simulates the rheological behavior of the granular structure; and (iv) the failure module (FM)
simulates crack initiation and propagation. Since solid deformation, intergranular ﬂow and crack initiation are deeply linked together,
the FFM, SDM and FM are coupled processes. This has been achieved through the development of a new three-phase interactive tech-
nique that couples the interaction between intergranular liquid, solid grains and growing voids. The results show that the pressure drop,
and consequently hot tear formation, depends also on the compressibility of the mushy zone skeleton, in addition to the well-known
contributors (lack of liquid feeding and semi-solid deformation).
 2012 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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Hot tearing is one of the major casting defects that
occurs during the solidiﬁcation of metallic alloys. Previous
studies have revealed that two phenomena lead to the for-
mation of this defect: (i) a lack of intergranular melt ﬂow to
feed solidiﬁcation shrinkage and (ii) thermally induced
deformations caused by the combination of solid contrac-
tion and mechanical constraints. In order for simulations
to successfully predict the formation of hot tearing, both
the interaction between the solid and liquid phases and
the evolution in microstructure that occurs during solidiﬁ-
cation must be included. It has recently been demonstrated
that partially solidiﬁed alloys can exhibit the characteristics1359-6454/$36.00  2012 Acta Materialia Inc. Published by Elsevier Ltd. All
http://dx.doi.org/10.1016/j.actamat.2012.08.057
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dilatancy, jamming, arching and stick–slip ﬂow [1–3]. In
this regard, semi-solid behavior is quite complex in com-
parison with the constitutive response of solids (small
strains and high stresses) and liquids (low stresses and large
strains). This diﬀerence is due to the very large change in
viscosity that occurs concurrently with solidiﬁcation [4].
Not surprisingly, modeling hot tear formation remains a
challenging task.
The standard method for investigating semi-solid
mechanical behavior, and by extension hot tearing, has
been to treat the semi-solid as a continuum with mechani-
cal properties represented by averaging methods (e.g. [5–
8]). The main weakness of such approaches is that they
cannot account for the localization of straining and feeding
at grain boundaries, a feature that has been recently clearly
demonstrated by in situ X-ray tomography tensile testing
experiments [3].rights reserved.
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granular methods in order to capture both stochastic eﬀects
and the solid–liquid interaction when simulating equiaxed
globular solidiﬁcation [9–11], semi-solid mechanical behav-
ior [12–15] and liquid feeding [16–20]. In this method, the
microstructure is usually approximated by polyhedral
shapes based on the Voronoi diagram of a random set of
nuclei, resulting in irregular grain arrangements. This
approach has been used by Verne`de et al. [13] to simulate
the ﬂuid ﬂow in two dimensions caused by solidiﬁcation
shrinkage and grain movement, as well as by Phillion
et al. [12] to investigate two-dimensional (2-D) semi-solid
deformation at relatively small strains. In the latter work,
the ﬂuid was modeled as a solid material with a low elastic
modulus and a small ﬂow stress. Most recently, Sistaninia
et al. have developed a series of 3-D models based on a
combined ﬁnite element/discrete element method in order
to investigate both the mechanical behavior of semi-solids
under rather large deformations [15] and the corresponding
ﬂuid ﬂow in a two-phase granular structure [19]. In the sim-
ulation of semi-solid deformation, the solid grains have
been modeled using an elasto-viscoplastic constitutive
law, while the remaining liquid ﬁlms at the grain bound-
aries were approximated by ﬂexible connectors. This
allowed for relatively large deformations (up to  ’ 0.02)
to be achieved, while reducing the number of elements in
the domain signiﬁcantly, and avoided the issue of excessive
deformation in the liquid elements seen in Ref. [12].
Although the previous granular models of solidiﬁcation
and semi-solid deformation have provided insight into hot
tear formation, they were not successful in modelling hot
tearing failure per se, i.e. the initiation and growth of a
hot tear. In order to reach such a goal, the formation
and percolation of voids within the intergranular liquid
channels need to be considered. Furthermore, the inherent
assumption of previous ﬂuid ﬂow models [16–20], i.e. that
the grains remained ﬁxed during solidiﬁcation, needs to
be addressed. In the present study, a 3-D coupled hydrome-
chanical granular model of semi-solid deformation is devel-
oped to overcome the limitations and for the ﬁrst time
directly predict the formation of a hot tear in a two-phase
medium. This has been achieved through development of a
new three-phase interactive technique that couples the
interaction between intergranular liquid, solid grains and
growing voids.
2. Model development
The coupled hydromechanical granular model of semi-
solid deformation is described below. It consists of four
separate 3-D modules: (I) a solidiﬁcation module (SM),
for generating the initial solid–liquid geometry; (II) a ﬂuid
ﬂow module (FFM), for the pressure drop calculation and
localization of feeding; (III) a semi-solid deformation mod-
ule (SDM), for the localization of deformation; and (IV) a
failure module (FM), for modeling crack initiation and
propagation. Modules II–IV are coupled together throughthe pressure in the liquid and the deformation of the solid
in order to predict hot tear formation.
2.1. The solidiﬁcation module
The solid–liquid geometry is generated using a 3-D
granular solidiﬁcation model known as GMS-3D [10,15].
The model is appropriate for grain-reﬁned alloys with an
equiaxed globular microstructure and assumes that the
ﬁnal grain structure is close to the Voronoi tessellation of
random nucleation centers, as shown in Fig. 1a. To sim-
plify the solidiﬁcation calculation, the Voronoi regions
are subdivided into small pyramids (see Fig. 1c), which
are further divided into tetrahedral elements Fig. 1d.
Because of their regular shape, solidiﬁcation within a tetra-
hedron is reduced to a 1-D microsegregation problem, with
inﬁnite mixing in the liquid and back-diﬀusion in the solid.
The master diﬀusion equation controlling the evolution of
the solid–liquid interface in a tetrahedron is then given by
[10]
vx
2ðko  1ÞC‘ þ 1
3
L3  x3
  _T
m‘
þ x2Ds @Cs
@x
jx ¼ 0 ð1Þ
where Cs and C‘ are the solid and liquid composition, v* is
the solidifying velocity of the interface, x* is its actual posi-
tion, ko is the partition coeﬃcient, Ds is the diﬀusion coef-
ﬁcient in the solid, _T is the cooling rate and m‘ is the slope
of the liquidus line. At the end of the solidiﬁcation se-
quence, tetrahedrons from opposing grains come into con-
tact with each other, and coalesce.
The solidiﬁcation module used in the present work con-
tains two major modiﬁcations compared to Refs. [10,15]:
coalescence and undercooling, and rounded corners.
2.1.1. Coalescence and undercooling
Coalescence during solidiﬁcation corresponds to the
point at which two neighboring solid grains come into con-
tact with each other and coalesce or bridge [21]. This occurs
near the end of solidiﬁcation, when the width, 2h, of the
liquid layer remaining between two grains becomes on
the order of the diﬀuse solid–liquid interfacial thickness,
d. In this granular model, the liquid channel widths dimin-
ish to a small value only by the process of solidiﬁcation.
However, in reality the forces applied to the grains due
to hydrostatic liquid pressure and gravity can accelerate
this process and cause the grains to come into contact at
lower gs. Solidiﬁcation of this last liquid ﬁlm depends on
the interfacial energies of the (dry) grain boundary, cgb,
and of the solid–liquid interface, cs‘. As shown by Rappaz
et al. [21], the coalescence undercooling DTb in a pure
material required to have a dry boundary is given by
DT b ¼
cgb  2cs‘
Dsf
1
d
ð2Þ
where Dsf is the entropy of fusion per unit volume. cgb var-
ies between 0 and cgb,max as a function of grain misorienta-
tion Dh, and is shown in Fig. 2a for a [100] symmetric tilt
(a) (b) (c) (d)
Fig. 1. The domain of the granular semi-solid model: (a) the entire model domain containing 27 (3  3  3) grains; (b) the network of the triangular liquid
elements in between the polyhedral grains; (c) liquid velocity proﬁle in between two facets of two neighbor grains; and (d) a single tetrahedron decomposed
into a set of solid elements.
(a) (b)
Fig. 2. Relative grain boundary energy as a function of misorientation: (a) measured for symmetric [001] tilt boundaries in 99.998% Al [22]; (b) the
function used in the SM.
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has been given an arbitrary value for illustrative purposes.
For small-angle grain boundaries, cgb < 2cs‘, and the inter-
faces are attractive. In this case, coalescence is associated
with a decrease in free energy and will occur as soon as
the two solid–liquid interfaces begin to impinge. Alterna-
tively, for large-angle grain boundaries, cgb > 2cs‘ and the
interfaces are repulsive. Thus the thermal undercooling,
DTb of Eq. (2), will be required to provide the driving force
for coalescence. For an alloy, it has been shown that coa-
lescence is achieved once the composition of the remaining
liquid ﬁlm reaches a coalescence line parallel to and DTb
below the liquidus [21].
Although the classiﬁcation of grain misorientation in
three dimensions generally requires ﬁve independent
parameters (three for misorientation of the crystal lattice
and two for the orientation of the grain boundary plane),
the statistical eﬀects of coalescence are captured in the pres-
ent study by randomly assigning a single orientation value
between 0 and 90 to each grain. The misorientation is then
calculated (Dh = h1  h2) and translated into cgb based on
Fig. 2b. The key adjustable parameter is the critical misori-
entation angle Dhb at which cgb = cgb,max, since this will
aﬀect the number of attractive and repulsive boundaries,and hence coalescence, in the bulk. The value of Dhb has
been determined through trial and error by comparing
the mechanical response of the system to an imposed dis-
placement to the tensile experimental data available in
the literature [8,23]. As will be shown in Section 3, a good
agreement is found with Dhb = 10. This ﬁtting parameter
could be eliminated if a distribution of grain boundary
energy as a function of grain misorientation and grain
boundary normal direction (i.e. ﬁve angles) were available
in the literature. Unfortunately, such is not the case, so a
simple distribution based on a pure tilt boundary with an
adjusted value of Dhb has been used in the present case.
2.1.2. Rounded corners
One major drawback with the use of a Voronoi tessella-
tion to generate the microstructure is that the resulting
grains contain the sharp edges and vertices of the corre-
sponding polyhedra. In real semi-solid microstructures,
metallic alloys are non-faceted crystals and have a smooth
surface. The result of these sharp features is that liquid
pockets do not form at the grain triple lines and vertices
and hence this geometry overestimates the volume fraction
of solid at which coalescence occurs as compared to exper-
iments [8,24]. To improve the granular solidiﬁcation simu-
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ously developed by Verne`de and Rappaz [25] has been
added to the GMS-3D software as part of the present
study. Note that, as this equation was derived to round
the corners of a polygonal grains in two dimensions, the
corresponding geometric correction in three dimensions is
to round the grains along the edges (triple lines) of the
Voronoi tessellation, and consequently rounding at the ver-
tices is ignored. The approximation derived in Ref. [25] was
based on a solute balance between the solute ﬂux induced
by the Gibbs–Thomson eﬀect and the geometrical advan-
tage of a rounded corner for diﬀusion. The radius of curva-
ture at the grain corner (or triple line) is given by
R ¼ Ac 2
tan a a
Cs‘D‘
 _T
 1=3
ð3Þ
where Ac is a dimensionless constant, a is half of the sup-
plementary angle of the grain corner angle and Cs‘ is the
Gibbs–Thomson coeﬃcient. The volume of liquid that is
added due to the rounded edges is then given by
V ¼ R2Leðtan a aÞ ð4Þ
where Le is the length of the edge (see Fig. 1d).
Since the addition of grain rounding increases the over-
all volume of liquid in the domain, the value of x* must be
moved slightly forward to maintain a constant fraction of
solid. Hence, coalescence occurs at a lower solid fraction
than with the sharp interface method. The width of the
liquid layer considered for the coalescence calculation is
then given by
2h ¼ 2h 2 2Ac Cs‘D‘ _T
 2=3Pn
i¼1L
i
e½tan ai  ai1=3Pn
i¼1S
i
s‘
ð5Þ
where i = 1,2, . . . ,n are the edges of the two neighboring
facets, Ss‘ is the solid–liquid interfacial area of the tetrahe-
dron and 2h is the width of the liquid channel computed by
the ﬂat interface method (see Fig. 1d).
2.2. Fluid ﬂow module
Intergranular ﬂuid ﬂow during solidiﬁcation occurs
mainly due to volumetric shrinkage related to the phase
change and mechanical deformation, with the feeding and
straining localization and reduction in ﬂuid ﬂow at high
solid fraction being key factors in hot tear formation.
The ﬂuid ﬂow module is based on previous work [19], uti-
lizes the semi-solid geometry from the SM and assumes
that the ﬂow between the solidifying polyhedral grains is
parallel to their facets, i.e. the ﬂuid velocity ~v‘ has only
two components, v‘x0 and v‘y0 , in a frame attached to the
solid facet, with the local z0-axis perpendicular to it (see
Fig. 1c). The Navier–Stokes equation with these assump-
tions leads to the Poiseuille ﬂow formulation between
two parallel plates,
~v‘ ¼ 1
2l‘
r!p‘½z02  h2 ð6Þwhere p‘ is the pressure and l‘ is the dynamic viscosity of
the liquid. As shown in Ref. [19], the Poiseuille ﬂow
assumption is reasonable for ﬂuid ﬂow in a representative
volume element (RVE) at gs > 0.80 [19]. Considering Eq.
(6) with a local mass balance, it has been shown in Ref.
[19] that the pressure in the liquid is given by
2h3
3l‘
r2p‘ ¼ 2bv þ Dvsn þ
2h
K‘
@p‘
@t
ð7Þ
where b = (qs/q‘  1) is the shrinkage factor, qs and q‘ are
the densities of the solid and of the liquid, v* is the solidi-
ﬁcation speed of the solid–liquid interface and
Dvsn ¼ vþsn  vsn is the normal velocity diﬀerence of the solid
grains. If Dvsn > 0, this induces a liquid suction, while for
Dvsn < 0 liquid is expelled from the interface. The last term
in Eq. (7) has been added as compared to Ref. [19] in order
to handle numerically isolated liquid pockets, with K‘ being
the bulk modulus of the liquid. Thus, the left-hand side of
Eq. (7) provides the variation of pressure required to com-
pensate both the solidiﬁcation shrinkage and the solid
deformation on the right-hand side. At a high solid fraction
and/or when feeding is poor, this term is very small and the
ﬂuid loss due to solidiﬁcation shrinkage and solid deforma-
tion is compensated by a reduction in q‘ via the third term
on the right-hand side.
A ﬁnite element code [19] has been implemented as part
of GMS-3D to solve Eq. (7) and thus to calculate the liquid
pressure in the semi-solid medium. Since the ﬂow within an
element has been assumed to be parallel to the facets only,
the 3-D prismatic geometry within which it occurs is fur-
ther reduced to 2-D three-node triangular elements (see
Fig. 1c) using the Galerkin method. The global stiﬀness
matrix is solved with a conjugate gradient linear iterative
method using a free open-access program C++ template
library known as IMIL++ [26].
2.3. The semi-solid deformation module
The second key factor in hot tear formation is the defor-
mation of the solid skeleton. The geometry for simulating
semi-solid deformation consists of the solid grains from
the SM surrounded by liquid channels. Within each grain,
deformation is rather homogeneous and modeled using a
continuum FE method, whilst, within the entire domain,
discontinuous deformation is modeled using the discrete
element method. As shown previously, the SDM requires
a domain containing a minimum of 700 grains in order to
accurately model semi-solid deformation [27]. Above this
number, the behavior of the domain does not depend on
the number and/or the distribution of grains, i.e. the
domain can be considered as an RVE of the mushy zone.
To perform the simulation, the geometry of the SM is trans-
formed into an FE mesh using a C++ subroutine within
GMS-3D. Each solid tetrahedron is further split into three
elements (a tetrahedron and two pentahedrons, as shown in
Fig. 1d). As a result, the FE mesh consists of approximately
120 solid elements per grain. The numerical simulation of
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qus 6.9TM using an elasto-viscoplastic constitutive law to
control deformation of the solid phase. The ﬂow stress is
based on the viscoplastic Ludwik’s equation,
rðe; _e; T Þ ¼ ksðT ÞenðT Þ _emðT Þ ð8Þ
where r is the stress, e is the total plastic strain experienced
by the material, _e is the strain rate, ks is a ﬂow stress coef-
ﬁcient, n is the strain hardening parameter and m is the
strain rate sensitivity of the material. Prior to coalescence,
the neighboring grains are connected to each other via elas-
tic connector elements. Furthermore, a frictionless hard
contact pressure–overclosure relationship is used to pre-
vent solid grain penetration. This formulation is similar
to that of our previous model [15], but with a negligible
stiﬀness coeﬃcient assigned to the connectors as compared
to the resistance due to liquid pressure. Instead, it is as-
sumed that the resistance of the liquid channels to separa-
tion prior to coalescence is due only to the pressure that is
exerted on the solid–liquid interfaces and calculated by the
FFM.
2.4. The failure module
In order to model hot tear formation directly, a criterion
for this defect’s initiation and propagation is necessary.
Assuming that there is contact between the liquid and the
atmosphere, which is the case in the semi-solid tensile tests
used to measure mechanical strength (e.g. [28]) and to
investigate hot tearing (e.g. [3]), the criterion can be esti-
mated from the overpressure required to overcome capil-
lary forces at the liquid–atmosphere interface, as
illustrated in Fig. 3. Further, assuming cylindrical geome-
try (i.e. the second principal curvature is nil, j2 ¼ 1R2 ¼ 0
[29]), the Young–Laplace equation of the penetrating void
is given by
pa  p‘ ¼
k
R1
¼ k cosH
h
ð9Þ
where pa is the atmospheric pressure, H is the dihedral an-
gle and k is the surface tension at the void–liquid interface.
Considering that a thin oxide skin has formed between the
atmosphere and the liquid, the value of k can be estimated
as [30]Fig. 3. Schematic of two grains and a liquid channel within which a
meniscus with a hemi-cylindrical shape starts forming.k ¼ c‘o þ cog þ sd ð10Þ
where c‘o and cog are the interfacial energies
1 between oxide
skin and liquid and between oxide skin and air, respec-
tively, and d and s are the thickness and the tensile strength
of the oxide layer. For simpliﬁcation, the kcosH value has
been ﬁxed to 5 J m2 in the present simulations [30]. Thus,
the hot crack starts to propagate into a liquid channel con-
nected to the atmosphere once p‘ is such that
p‘ ¼ pa 
5
h
ðPaÞ ð11Þ
Since the width of the widest channel hmax increases during
a semi-solid tensile test, the maximal p‘ within the widest
channel, i.e. pc‘;max ¼ pa  5hmax also increases during tensile
deformation.
Once the oxide layer of a channel between the liquid and
the atmosphere has been broken, the crack propagates
abruptly into the corresponding channel and later into
the channels connected to it. The oxide layer formed during
the crack propagation process is extremely thin and thus
can be ignored, allowing for the assumption of k = cg‘,
where cg‘ is the interfacial energy between liquid and air.
Experimental investigations have also veriﬁed that the
value of k for a newly formed oxide layer is close to cg‘,
i.e. ’1 J m2 [30]. In the present model, it is assumed that
the crack propagation into a channel connected to the
crack tip satisﬁes the condition
p‘ 6 pa 
2
h
ðPaÞ ð12Þ2.5. Hydro-mechanical coupling
To simulate hot tear formation and propagation, the
FFM, SDM and FM modules are coupled as shown in
Fig. 4. This occurs by carrying out each of the FFM,
SDM and FM simulations incrementally at a given solid
fraction (i.e. SM output), with iterations between each
increment, until overall failure occurs. Assuming an initial
value for liquid pressure p‘ = p‘0, the simulation begins
with the SDM calculation. The mechanical response of
the system to the imposed displacement Duv ¼ _evLDt, where
_ev is the bulk strain rate and L the dimension of the RVE, is
calculated and then imported into the FFM. The new
thickness 2h and the value Dvsn are then calculated for all
channels using the normal strain, ez0 , of each liquid ﬁlm
from the SDM. With this information, the pressure p‘ is
calculated using the FFM. The liquid pressure, p‘, calcu-
lated with FFM is imported to the SDM for the next iter-
ation and the iterations are continued until the p‘ values
converge (i.e. jp‘  p‘0j < Tol where Tol is a tolerance
factor).1 Although the oxide skin is a solid, we assume that surface tension and
surface energy are equal.
Fig. 4. Flow chart outlining the sequentially coupled calculation.
Table 1
List of parameters used in the calculation (relevant for Al–Cu alloys).
Parameter Value Parameter Value
q‘ 2440 kg m
3 [13] l‘ 1.5  103 Pa s [13]
K‘ 41 GPa [31] b 0.074 [13]
Dsf 1.02  106 J K1 m3 [11] Cs‘ 5  107 K m [25]
Ds 1.5  1013 m2 s1 [25] D‘ 3  109 m2 s1 [32]
cgb,max 0.324 J m
2 [11] cs‘ 0.092 J m
2 [11]
Esolid 30 GPa [33] msolid 0.30 [33]
m 0.164 [34] n 0.022 [34]
ks 30.5 MPa s
m [34]
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compared to the failure criterion of the FM. When a hot
tear forms in a channel, its liquid is sucked into the rest
of the liquid network and the channel becomes open and
dry. Hence, when the FM predicts that a hot tear has
formed in a given channel, the pressure in this channel is
set to pa for the SDM calculation of the next increment.
However, it no longer contributes to the overall feeding
in the FFM calculation and the channel is closed by setting
its displacement (local deformation) to 2h ðez0 ¼ 1Þ for
the next increment. Time is then incremented, and the pro-
cess is repeated for the new displacement Duv.
3. Results and discussion
The simulations presented below investigate the eﬀects of
ﬂuid ﬂow and deformation on hot tearing at a constant gs in
an Al–2 wt.% Cu alloy. The physical parameters used in the
computations are given in Table 1. First, the behavior of a
feedable mushy zone, such as that found in direct chill (DC)
casting, is presented. Secondly, the behavior of an unfeeda-
ble mushy zone, which is the case in semi-solid tensile tests
(e.g. [3,8,23]), is investigated. Thirdly, the model results are
validated against bulk experimental data available in the lit-
erature [8,23]. These simulations have been performed using
a 1000-grain domain (10  10  10) with a grain size of
100 lm, a cooling rate of 1 K s1 and Dhb = 10 unless
otherwise stated. For the FFM calculation, pa is assumed
to be zero. For the SDM calculation, a symmetry boundarycondition has been applied to the surfaces x = 0, y = 0 and
z = 0 of the RVE. The surface x = Lx is connected to a
reference node that is displaced at a ﬁxed velocity in the
x-direction, while the surfaces y = Ly and z = Lz are free
to move. The variables Lx, Ly and Lz refer to the dimensions
of the domain in the x, y and z directions, respectively.
3.1. Feedable mushy zone
The feedable RVE represents the industrial scenario
seen in aluminum alloy DC casting. In order to feed the
RVE at a given gs, the liquid metal ﬁrst traverses the rest
of the mushy zone at lower gs. The proper boundary con-
dition where liquid feeding is allowed is thus the so-called
Robin boundary condition,
/ ¼ f‘ðp‘  pmÞ ð13Þ
where / is the liquid ﬂux, f‘ is the feeding coeﬃcient and pm
is the metallostatic pressure at gs = 0.0. Using Darcy’s law,
f‘ is calculated as a function of gs,
f‘ ¼ /p‘  pm
¼ 1R T
T ‘
l‘ð1gsðT ÞÞ
KðgsÞG dT
ð14Þ
where TL is the liquidus temperature, K is the permeability
of the mushy zone and G is the thermal gradient. The feed-
ing ability of the RVE decreases with f‘, so that f‘ = 0 cor-
responds to a closed boundary. However, as f‘ approaches
inﬁnity, the boundary condition approaches a Dirichlet
boundary condition, i.e. p‘ = pm (imposed pressure).
Fig. 5 shows a comparison of the variation in f‘ with gs
for three diﬀerent thermal gradients. In the calculation of
this ﬁgure, the evolutions of gs(T) and KðgsÞ have been cal-
culated using the solidiﬁcation module and the Carman–
Kozeny relationship [19,35], respectively. As can be seen,
the feeding ability of the mushy zone at high gs and near
the end of solidiﬁcation is, as expected, very low due to
its low permeability.
The simulated tensile behavior of the RVE for gs = 0.98
at various values of _ev and f‘ is shown in Fig. 6, with (a)
providing the average stress, predicted with SDM, and
(b) providing the average liquid pressure, predicted by
the FFM,over the surface x = Lx during the tensile defor-
mation. In these simulations, all of the surfaces of the
RVE are closed except the surface x = 0, where feeding is
allowed and is given by Eq. (13) (pm is set to zero). As
Fig. 5. Variation in feeding coeﬃcient f‘ for Al–2 wt.% Cu alloy with gs
for three diﬀerent thermal gradients.
(a)
(b)
Fig. 6. Simulated tensile behavior with liquid feeding of a partially
solidiﬁed Al–2 wt.% Cu alloy at gs = 0.98 for diﬀerent strain rates and
diﬀerent feeding coeﬃcients: (a) stress vs. strain curves; (b) liquid pressure
vs. strain curves.
2 Cavitation here means the pressure at which a pore grows in the widest
channel, assuming nucleation to be very easy.
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icantly aﬀect the result of the SDM and thus the stress
shows only a minor dependence on f‘. When
f‘ = 0.2 lm s
1 Pa1, the liquid pressure seems to be
mainly a function of _ev. However, for the curves at lower
f‘ (f‘ = 0.02 lm s
1 Pa1 and 0.01 lm s1 Pa1), the liquid
pressure is also a function of the strain ev, a feature which
cannot be addressed by averaging techniques.
Considerable eﬀort has been devoted to understanding
the hot tearing phenomenon (see the review by Eskin
et al. [36]). Several hot tearing theories have been suggestedbased on the strain accumulation at the hot spot, yet other
authors have argued that it is not the strain but the strain
rate which is the critical parameter for hot cracking. As can
be deduced from the results of this model, the critical
parameter depends on the feeding conditions of the mushy
zone. The hydrodynamic behavior of the mushy zone can
be divided into two regimes. At high f‘, the liquid pressure
drop in the mushy zone is a function of only the strain rate.
However, at lower f‘, it is also a function of strain and, as f‘
decreases, the pressure-drop dependency on ev increases.
Fig. 7 shows pressure contours within the RVE for dif-
ferent values of _ev and f‘, outlined in Fig. 6, when the over-
all or bulk strain is 0.005. Comparing Fig. 7b and c,
although the local pressure decreases with f‘, the diﬀerence
between the maximum and minimum pressures shown in
the legend remains constant. This is because the pressure
gradient in the RVE is a function only of _ev and does not
depend on f‘. When f‘ is extremely low or zero, the diﬀer-
ence between the maximal and minimal pressures in such
a small RVE is very small, in comparison with the average
pressure drop, and allows one to simply assume that the
pressure input into the SDM calculation is uniform. Fur-
thermore, the liquid pressure is substantially higher than
the cavitation pressure2 in the narrow liquid channels
(pc‘;max ’ 2 MPa, calculated with Eq. (11) for the widest
channel) and it cannot lead to hot tearing. Thus, in order
for hot tearing to occur in a fully saturated mushy zone
with an average grain size of 100 lm, the semi-solid perme-
ability must be considerably lower than the values pre-
dicted by the Carman–Kozeny relationship.
3.2. Unfeedable mushy zone
The externally unfeedable RVE represents the scenario
seen in aluminum alloy semi-solid tensile tests. Fig. 8a
shows the stress–strain predictions for three values of gs
(0.92, 0.96 and 0.98), at a strain rate of _ev ¼ 0:001 s1,
under the assumption that all of the surfaces of the RVE
are closed for the FFM calculation. As can be seen, the
stress increases with increasing strain, as expected, and
reaches a maximum value rmax before overall failure
occurs. Since the RVE is not fed by incoming liquid and
both the liquid and solid phases are nearly incompressible,
the liquid pressure drops. This depression leads to a con-
traction of the RVE in the two dimensions normal to the
tensile loading, with the contraction being such that the
overall domain volume remains nearly constant. Thus,
the liquid depression within the RVE is dictated by the
compressibility of the mushy zone skeleton and, as gs
increases, this compressibility will decrease, resulting in a
larger liquid pressure drop.
The pressure drop in the intergranular liquid that
occurs during tensile deformation is reported in Fig. 8b
Fig. 7. Contour plots of the liquid pressure at ev = 0.005 and gs = 0.98 for (a) f‘ ¼ 0:01 lm s1 Pa1; _e ¼ 0:002 s1, (b) f‘ ¼ 0:02 lm s1 Pa1, _e ¼ 0:005 s1
and (c) f‘ ¼ 0:01 lm s1 Pa1, _e ¼ 0:005 s1, corresponding to Fig. 6.
(a)
(b)
Fig. 8. Simulated tensile behavior without liquid feeding of a partially
solidiﬁed Al–2 wt.% Cu alloy for various solid fractions: (a) stress vs.
strain curves; (b) pressure vs. strain.
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failure pressure pc‘;max associated with the widest channel
(dashed curves, output of the FM). As can be seen, the
liquid pressure drop at gs = 0.98 is approximately six times
larger that for gs = 0.92. The two curves p‘ and pc‘;max cross
at the strains ev = 0.0047, ev = 0.0107 and ev = 0.0185 for
gs = 0.98, gs = 0.96 and gs = 0.92, respectively. Consider
the curves corresponding to gs = 0.96. At the point of inter-
section, which is one increment beyond location (1), the
ﬁrst cracks have now initiated in the wider channels con-
nected to ambient air. As can be seen by comparing this
portion of the curves in Fig. 8a and b, the overall stress
within the RVE continues to increase, but at a lower rate.With increasing strain, the cracks continue to propagate
within the RVE, and the rate drv/dev continues to decrease
until rmax is reached one increment beyond (2), when the
rate becomes negative. In other words, crack initiation
occurs prior to rmax being reached. The increase in p‘
observed after point (2) is due to crack propagation which
relaxes the pressure drop. As discussed previously, the
liquid present in a channel that becomes dry due to crack
propagation is sucked into other regions of the mushy
zone. During an increment Dt, this quantity of liquid is
given by
Q ¼
Pn
i¼1V
i
‘
Dt
ð15Þ
where V i‘ði ¼ 1; 2 . . . ; nÞ is the volume of the prismatic ele-
ment i where a hot tear has formed during the increment.
Once Q reaches approximately _evðLx  Ly  LzÞ, the pres-
sure drop stops increasing, since, at this point, the liquid
provided by the propagating cracks is suﬃcient for feeding
deformation. Thereafter, p‘ becomes equal to pc‘;max and,
since the pc‘;max increases during tensile deformation, p‘ also
starts to increases.
The rmax depends heavily on the strength of the oxide
layer, i.e. the factor kcosH = 5 J m2 in Eq. (11), and to
a lesser extent on the growth factor 2 in Eq. (12). In order
to assess the inﬂuence of this factor on rmax, the simulation
of deformation at gs = 0.96 has been repeated for two other
values of this factor. From these simulations, the variation
in rmax is as follows:
1. rmax = 1.23 MPa for kcosH = 3 J m
2,
2. rmax = 1.70 MPa for kcosH = 5 J m
2,
3. rmax = 1.98 MPa for kcosH = 7 J m
2.
As can be seen, the maximum strength of the RVE
increases as a function of the strength of the oxide layer,
as a result of the increase in the pressure depression
required to developing cracks within the RVE.
Fig. 9 shows the contour plots of the Von Mises stress
(in MPa) at a slice inside the RVE for gs = 0.96 at the three
strains corresponding to (1), (2) and (3) in Fig. 8. In this
ﬁgure, the channels in which the Von Mises stress is not
Fig. 9. Contour plots of the Von Mises stress at the three strains corresponding to (1), (2) and (3) of Fig. 8 and for gs = 0.96. The white channels
correspond to those where a hot tear has formed.
Fig. 10. Comparison of simulated (dashed lines) and experimental
(continuous lines) tensile behavior [8] of partially solidiﬁed Al–2 wt.%
Cu alloy at various solid fractions: h gs = 0.92 (T = 883 K);  gs = 0.94;
s gs = 0.96 (T = 858 K); M gs = 0.98 (T = 824 K).
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where a hot tear has formed. Since the overpressure
required for initiation of a new crack (Eq. (11)) is lower
than the pressure required for crack propagation inside
the RVE (Eq. (12)), the cracks propagate within the RVE
rather than over the outer surfaces of the RVE. As can
be seen, the stress in the percolated grains is signiﬁcantly
higher than its value in the other grains. The percolated
grains transmit the portion of the load transmitted by solid
skeleton from the left to the right face of the RVE. As the
cracks propagate within the RVE, the stress in the RVE is
ﬁnally released.
3.3. Model validation
In Fig. 10, a comparison is made between the simulated
stress–displacement predictions and the experimental
results for the same Al–2 wt.% Cu alloy [8] in order to val-
idate the simulations over a range of gs between 0.92 and
0.98 at a strain rate of _ev ¼ 0:001 s1. In order to make such
a computation, it is ﬁrst necessary to account for the axial
thermal gradient present in the experiments of Ludwig
et al. [8]. The overall displacement uv imposed to the spec-
imen is in fact accommodated preferentially by the weakest
zone of the mushy zone, i.e. that with the highest tempera-
ture, Tmax (or lowest solid fraction, gs,min). Thus, the total
displacement can be written as
uv ¼
Z zmax
zmin
duvðzÞ ¼
Z 1
gs;min
duv
dz
dz
dgs
dgs ð16Þ
Based on thermal measurements made on a nonde-
formed specimen [8], the local strain duvdz ðgsÞ for a given ten-
sile stress rv has been calculated using the strain–stress
curves obtained for diﬀerent uniform gs values (Fig. 8a).
The total deformation of the specimen (uv) for various val-
ues of rv can then be predicted using the Eq. (16), as shown
in Fig. 10. As can be seen, this model is able to correctly
reproduce the general trends of the experimental curves
for the four values of gs. It can also be seen that both the
experimental data and the simulations exhibit a convex
shape rv(ev) prior to failure with an increasing rate drv/
dev despite the alloy being elastic–perfectly plastic atgs = 1 [8,34]. In the present simulation, the hardening
behavior can be understood by considering the liquid pres-
sure–strain behavior (Fig. 8b): the rate dp‘/dev is increas-
ing, thus leading to an increase in the rate drv/dev and
consequently the convex shape rv(ev).
The model predictions at diﬀerent strain rates have also
been validated by comparing them against experimental
data from Ref. [23], which also used an Al–2 wt.% Cu
alloy. These data were obtained using a rig test [37] in
which deformation was localized to the central part of
the sample (approx. 40 mm in length). The temperature
of the hot zone, assumed to be uniform, was about
T = 813 K. As can be seen in Fig. 11, the results of the
model reproduce the general trends of the experimental
curves, obtained at strain rates of 0.001 s1 and
0.004 s1, quite accurately. Note that the experimental data
consist of two stress–strain curves at each strain rate, and
show a fairly large dispersion concerning the maximum
strain before failure.
Finally, the bulk stress–strain curves obtained for vari-
ous values of Dhb (Dhb = 6, 11 and 14) are shown in
Fig. 12 in order to assess the inﬂuence of this parameter.
As can be seen, Dhb has a strong inﬂuence on the stress–
strain behavior. In addition, the percolation of the solid
phase for the three values of Dhb has been determined, with
Fig. 11. Comparison between tensile experimental results (continuous
curves) [23] and simulation results (dashed line curves) of partially
solidiﬁed Al–2 wt.% Cu alloys as a function of strain rate (_ev(0.001 s
1 and
0.004 s1)) at gs = 0.98.
Fig. 12. Comparison between simulated stress–strain curves showing the
eﬀects of Dhb at two diﬀerent values of gs (0.96 and 0.98).
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continuous path of solid (across only coalesced grain
boundaries and not liquid ﬁlms) is present from one side
of the RVE to the other. The solid fraction for percolation
in these simulations is calculated to be gs,perc=0.995, 0.95
and 0.90 for Dhb = 6, 11 and 14, respectively. There is
therefore a strong link between the gs,perc and Dhb that
results in the variation in stress–strain behavior seen in
Fig. 12.
4. Conclusion
A 3-D granular hydromechanical coupled model has
been developed to predict hot tearing formation in solidify-
ing alloys. This model is made up of four separate 3-D
modules; (I) a solidiﬁcation module, (II) a semi-solid defor-
mation module, (III) a ﬂuid ﬂow module and (IV) a failure
module. This model is able to predict the overall response
of semi-solid alloys to an externally applied strain before
and after fracture initiation, while accounting for the local-
ization of strains at grain boundaries. The stress–strain pre-
dictions of this model have been validated against
experimental data available in the literature, and agree well
with the experimental results. The results of the analysisdemonstrate that, when a feedable mushy zone is present,
the hydrodynamic behavior and consequently the hot tear-
ing behavior of semi-solid alloys can be divided into two
regimes: (I) at high feedability, the liquid pressure drop is
a function of strain rate only, and (II) at low feedability,
the pressure drop is both a function of strain and strain
rate. When the mushy zone cannot be fed, the pressure
drop and thus the sensitivity to hot tearing depend on
the compressibility of the mushy zone skeleton in addition
to deformation of the semi-solid. The low compressibility
in semi-solids that are not able to be properly fed lead to
a huge pressure drop and consequently to the formation
of hot tears.
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