Abstract-This article presents a novel fault classification and diagnosis technique for bearings based on a Minimum Volume Ellipsoid (MVE) method for feature extraction. Data from two accelerometers located at two different sites of the test bed are combined to create a two dimensional representation and the feature extraction stage condenses that information using an ellipsoid description. The proposed features feed a simple non-linear classifier which separates almost perfectly between normal and faulty conditions, with also very high diagnostic accuracy between the faulty classes. The obtained results suggest that this novel representation can be used within a condition monitoring system.
I. INTRODUCTION
Fault detection and diagnosis are very important operations, especially in the case of industrial environments, mainly due to the need for increasing the reliability of the infrastructure and decreasing possible loss of production. In such industrial environments, it is very common, faults to be induced in processes with rotating elements, since the mechanical fatigue is one of the most important degradation factors. In case where only the field of rotating elements are considered, one of the most common type of faults occurs in bearings [1] , [2] . More specifically, bearing faults may account for 41% − 44% of all motor failures, as it is indicated in the survey produced by IEEE-Industry Applications Society (IAS), which surveyed 1141 motors, and the Electrical Power Research Institute (EPRI), which surveyed 6312 motors [3] .
The bearing is a machine element that consists of two rings called the inner and the outer ring, while a set of ball or rolling elements placed in raceways rotate inside these rings [4] . Standard shapes of rolling elements include the ball, cylindrical roller, tapered roller, needle roller, etc [5] . Bearing faults may lead to excessive audible noise, reduced working accuracy, and development of mechanical vibrations, which result in increased wear [6] . From another point of view, ball-bearing related defects can be categorized based on their location as outer bearing race, inner bearing race, and ball defects as it is depicted in Figure 1 . Until now, multiple classification methods have been utilized for detecting bearing faults or categorizing the fault, after the fault occurrence. Characteristic examples of such approaches include the use of Neural Networks (NN) [7] , [8] , [9] , Hidden Markov modeling (HMM) using auto-regressive coefficients [10] , and combination of ANN and Support Vectro Machines (SVMs) [4] . All the aforementioned techniques use vibration-based signal analysis for the extraction of useful information. The time-frequency domain has been a major source of information for bearing fault diagnosis, while several statistical parameters in the time domain and the frequency domain, such as the root mean square, kurtosis, and skewness, have also been examined as features for performing fault detection [11] , [12] . Alternative approaches include the use of features based on Wavelets and Hilbert transformation [13] , [14] . The common denominator in all these approaches is the transformation of the problem in another domain with a much smaller dimensionality through a feature extraction stage, where the classification and the distinction among the healthy and the faulty cases can be performed with greater accuracy and robustness.
The main novelty of this article stems from the proposal of a new approach for feature extraction for the case of bearing fault diagnosis, combining the data coming from two accelerometers and using a bounding approach based on the theory of Minimum Volume Ellipsoid (MVE) to condense the relevant information. As it will be presented, the adopted feature generation procedure produces a very small and very effective set of features such that a simple nearest neighbor classifier can be used for performing fault classification.
The rest of the article is structured as follows. In Section II the MVE based feature extraction methodology is presented, while the segmentation and data reprocessing are presented in Section III and IV respectively. In Section V the data set and the respective experimental set-up are presented. Section VI presents the classification stage and the procedure followed to asses the validity of our method. In Section VI-B the obtained results are presented and conclusions are drawn in Section VII.
II. FEATURES EXTRACTION
In order to achieve a good performance during fault diagnosis, appropriate features extraction and features selection techniques should be incorporated. Thus the selection of suitable features from the machine or the application under study is a process of paramount importance for increasing the effectiveness of the fault diagnosis process. Features extraction techniques can be mainly categorized into three categories; time domain, frequency domain and timefrequency domain. The most common time domain features extraction techniques include statistical analysis, which in turn includes the calculation of: mean, standard deviation, RMS, skewness, kurtosis, maximum, minimum, and crest factor [15] .
As it has been stated in the introduction the main contribution of this article is the proposal of a novel feature extraction method based on fusion of the vibration data coming from two accelerometers located at two different sites of a motor test-bed, as it will be presented in more detail in the following section IV. Subsequently, the collected vibration data are combined to create a 2-D point cloud, and then convex optimization is applied for extracting appropriate features. The feature generation is based on the property of MVE that encapsulates a finite set of vibration data and the corresponding geometrical characteristics of the bounding ellipsoid. The vibration signals are measured by two accelerometers placed at the Drive End (DE) and Fan End (FE) of the motor (see section IV). In the sequel the feature extraction mechanism will be analytically presented.
The MVE that contains a set C is called the Löwner-John ellipsoid of the set C, and it is denoted as ε ij . To characterize ε ij , it is convenient to parameterize a general ellipsoid as:
where v the data set, A is a positive definite matrix with its eigenvectors defining the principal directions of the ellipsoid, and with an offset b. As it has been indicated in [16] , the problem of finding a minimum volume ellipsoid that covers the set C, can be formulated as a convex programming problem, if the problem of finding the minimum volume ellipsoid that contains the finite set C = x 1 , . . . , x m ⊆ R n is being considered, as it is depicted in Figure 2 . An ellipsoid covers C if and only if it covers its convex hull, so finding the minimum volume ellipsoid that covers C is the same as finding the MVE containing the polyhedron conv {x 1 , . . . , x m }, while the MVE problem can be formulated as:
Subject to
where the variables are A ∈ S n and b ∈ R n , with the implicit constraint A 0. The norm constraints Ax i +b 2 ≤ 1, i = 1, . . . , m is a set of convex inequalities in the variables A and b [16] . The proposed feature set, depends on the calculation of five variables that come from the MVE that contains the data set C, namely: 1) the axes of ellipsoid (d 1 ,d 2 ), 2) the center coordinates of the ellipsoid (x 0 ,y 0 ), and 3) the angle of orientation a, as depicted in Figure 2 and described by the following equations [17] :
III. SEGMENTATION
As it was presented in the previous section, the classification/diagnosis process is based on the analysis of vibration signals coming from two accelerometers that are combined to create a state-space like representation as it is shown in Figures 3 and 4 for normal and for a faulty condition respectively. Since the feature extraction stage does not involve any of the conventional time or frequency (or time-frequency) representations, the selection of the time window for the analysis is not so crucial. In this work we employed a fixed window size containing 2000 samples. From each record we extracted more than one segment without overlapping and the number of segments extracted is summarized in the following Table I . Note: segments coming from the same malfunctioning part were put together irrespectively of the fault dimension and the loading condition.
IV. EXPERIMENTAL SET-UP
The data used in this research work comes from a setup that consists of two bearings installed in a motor driven mechanical system [18] , one at the drive end of the motor (DE) and the other at the fan end (FE). In both bearings three types of faults (outer race, inner race and ball faults) were introduced using electro-discharge machining with various fault diameters. For the case of the outer race faults, experiments were conducted for both fan and drive end bearings with outer raceway faults located at 3 o'clock (directly in the load zone), at 6 o'clock (orthogonal to the load zone), and at 12 o'clock. Each bearing was tested under four different loads, 0, 1, 2, and 3 hp. For each test, vibration data were collected using accelerometers placed at the 12 o'clock position at both the DE and FE of the motor housing. In our case we selected only data corresponding to DE faults and only those recordings where data from two sensors were available. Vibration data was collected at a sampling frequency of 12000 samples/s. A more detailed description of the experimental set-up and the apparatus involved can be found in the Case Western Reserve University's website [18] .
V. PREPROCESSING
Our algorithm is based on describing the "cloud" of data coming from each one of the different conditions using MVEs covering a finite set of vibration data set, and their respective parameter values. Therefore the presence of irregular/extreme values, usually termed as outliers, can have a negative effect on the feature extraction process. The effect of the presence of outliers in the process of fitting an ellipse can be seen more clearly in Figures 5,6 where we depict the result of the application of the algorithm for time series coming from the same condition (ball fault with 2 hp load and a fault of size 0.014) -different segments coming from the same recording.
As a result before trying to fit an ellipse on the available data we applied a preprocessing step involving a Gaussian outlier detection in order to reduce a bit the interclass variability. A Gaussian outlier detector assumes that the data under consideration are normally distributed and uses the Gaussian density function to estimate the probability of a given data point:
where d is the dimension of the input space, μ is the mean and is the covariance matrix which are estimated using the training data. The method is very simple and it imposes a strict unimodal and convex density model on the data and it is very appealing especially due to its simplicity [19] . The threshold that was set to discriminate between normal data and outliers was set empirically based on the training data and by requiring a rejection rate of the normal data equal to 5% [19] . The threshold could have been set theoretically, however due to the finite number of training examples the empirical approach was selected [20] . The results of the application of the Gaussian outlier detection step on the ellipse fitting process are depicted in Figures 7, 8 where even though there is still some variability, as in any real life process, it is much reduced compared to Figures 5,6 . 
VI. CLASSIFICATION
In the initial design phase and since we had only 5 features as inputs to the diagnostic/classification module we realized by observing Figures 9-13 that none of them can perfectly discriminate among the various fault categories.
Moreover in order to get a better understanding of the segregation of points corresponding to different classes, we used Principal Component Analysis (PCA), probably the simplest among the dimensionality reduction techniques, in order to get a visual representation of the data in 3 dimensions Figure 14 . 
A. Principal Component Analysis-PCA
PCA is mainly used to reduce the dimensionality of the inputs from p to d, where d < p, keeping at the same time as much of the variation of the original data set as possible [21] . PCA, due to its simplicity, is one of the most popular techniques for dimensionality reduction, as well as data visualization [22] . Table II presents the steps taken by PCA algorithm:   TABLE II PRINCIPAL COMPONENTS EXTRACTION ALGORITHM STEP 1 -The mean value for each original variable is calculated:
xij STEP 2 -The caclulated mean is subtracted from the original variable: xij = xij − xj , i = 1, . . . , N and j = 1, . . . , d STEP 3 -The covariance matrix is calculated of the zero-mean data matrix whose elements are given by: 
B. Classification Evaluation Scheme
From Figure 14 we observe that the different fault conditions are occupying different parts of the feature space with not so much overlap. On the other hand it is also obvious that due to their irregular shapes and the lack of single culsters per class, dictates the use of a nonlinear classifier. Even though there is a plethora of nonlinear classifiers that could be tested [23] , since the motivation of this work was to check the usability of the feature extraction technique, for the classification phase, we resorted to a simple non-linear method, the nearest neighbor classifier. The nearest neighbor classifier assigns a feature vector x to the class of its nearest neighbor (that is contained in the training set) [23] .
In order to estimate the performance the 5 x2 CV (crossvalidation) approach has been utilized [24] . In other words each time we randomly selected half of the data for training (keeping the relative occurrences of each type fault-stratified approach) and half for testing, then we swapped them (the training set was becoming the testing set and vice versa) and the whole process was repeated 5 times. PCA for dimensionality reduction was also applied within the training process. More specifically, during each fold the training set was again divided into training and testing sets (70% for training and 30% for testing) using a similar reshuffle scheme (random subsampling). This "inner" loop was repeated 10 times and the best configuration (number of principal components (PCs)), in terms of average classification performance was selected and the model was retrained using both the training and testing sets of the inner loop and validated using the testing set of the outer loop. This method decoupled the parameter selection stage from the estimation of the performance [25] . This way we avoided reaching overly optimistic (overfitting) conclusions about the capabilities of our approach.
VII. RESULTS ANALYSIS AND DISCUSSION
The results are summarized in the aggregated confusion matrix of table III. From table III we can see that using the new features proposed in this work we have almost perfect discrimination between normal and faulty cases and very high individual classification rates (99.98, 94.68% 96.32% 99.66% for normal, ball fault, inner race a fault and outer race fault respectively). As it can be seen from the confusion matrix, only 7 out of the 15800 segments coming from faulty conditions were mistakenly classified as normal and only 1 out of 4300 normal operating segments was erroneously classified as faulty. Therefore we can see that the method can be used with almost 100% accuracy to discriminate between faulty and normal operation, showing its potential use as an anomaly detector. Between the three fault classes there seems to be some overlap between the ball fault and the inner fault cases while the outer race faults seem to have quite a different signature. Regarding the number of PC in all cases four or more PCs were retained indicating that features that in isolation may look quite "weak" as for example the features describing the center of the ellipsoid (see Figure 12 and 13) may help the overall detection when included to the feature set. Finally we should note that in a real life scenario where we have continues monitoring of the machinery,isolated misclassifications could be avoided with an additional filtering scheme (median filtering or another similar technique). 
VIII. CONCLUSIONS
In this research work an alternative procedure for feature extraction was proposed. The new method uses an MVE approach to describe a set of measurements collected by two different accelerometers. The occurance of a fault results in a change of the orientation, the shape and the volume of the MVE that encapsulates the collected data in two dimensions, providing and effective way for characterizing the condition of the system. The extracted set of features could be used as an extra source of information for the development of more rubus condition monitoring systems.
