Abstract-In an earlier paper the authors presented results for eigenfunction-expansion solutions to the forward Fokker-Planck equation associated with a specific, non-linear, first-order system subject to white noise excitation. This work is concerned with eigenfunction-expansion solutions to the forward and backward Fokker-Planck equations associated with a specific, non-linear, second-order system subject to white noise excitation. Expansion terms through the fourth-order have been generated using a digital computer. Using this new information, inverted Domt-Sykes plots revealed a pattern in the coefficients for certain values of the parameters. Through this pattern, Dingle's theory of terminants was used to recast the series into a more favorable computational form.
I. INTRODUCTION
In his review article Caughey [l] outlined an eigenfunction expansion procedure for obtaining the response statistics of a weakly non-linear, second-order system undergoing white noise excitation. The present work builds on and extends Caughey's outline for a specific second-order, weakly non-linear system. This is achieved by means of tools developed elsewhere for the analysis and improvement of perturbation series (see Van Dyke [2] ). Also, the theory of terminants developed by Dingle [3] is utilized.
The eigenfunction expansion procedure presents the response statistics as perturbation series. The spirit of this approach is to obtain a sufficient number of computer generated terms of the series that a pattern, if it exists, emerges for the series coefficients. This pattern is then used to recast the expansion into a more favorable computational form. Using this approach, new information is presented on the steady-state, mean square response of a specific second-order system to a white noise excitation. In an earlier paper [4] , the authors gave results for a first-order system.
EIGENFUNCTION EXPANSION SOLUTIONS
The system considered is d2x -@ +B$+x+&(t) (1) with initial conditions where i = dx/dt.
x(0)=x0
Here E is a small parameter and n(t) is a white noise process with the properties: (i) n(r,), i= 1, 2, . . . are mutually independent, (ii) n(t) has a Gaussian probability distribution with E[n(t)] =0, E[n(t)n(s)] = 2D6(t -s), E denoting expected value, 6 being the delta function and D a constant which measures the white noise intensity. 41
The response x is modeled as a Markov process and the forward and backward FokkerPlanck equations associated with equation (1) and the transition probability density p(x, X, t)x,, X0) must satisfy 
t-0 -al for any continuous function 4(x,, X0). The region of definition of (x, Xl will be taken to be infinite and boundary conditions for the FPK equations are not necessary since an infinite time is required for any sample path of (x, X} to reach the boundary. It can readily be shown that the steady-state solution of the FPK equation is
The non-steady state solution of the FPK equations is sought in the form p(X, X, tJX0, X0; E)= ~ CijUil(X, X; E)Uj~XOI X0; E)~~t; E).
i,j= 1
(11)
Substituting this expression into (3) and (4) gives
LUi~X, X; E)+~i~E)Ui~X, X; E)= 0 (13) L*Oi~X, X; E) + ~i~E)UiJ(X, X,; E)= 0.
Caughey [l] G=-x; -(/~~-x--Ex~)~~+D~. 'a
Equations (6) and (17) show that L!' can be obtained from G by replacing X by -X. Their eigenfunctions are then related by
Wi~X, X; &)=UiJ(X, -~'; E). (18)
Assume the eigenfunctions form a complete bi-orthonormal set subject to the normalization conditions m /.I PXX, ~; E)Wi,(X, ~'; E)U~,(X, X; E)dXdx = 6,6, 
Now expand wi,(x, X; E), u$x, X; E) and Ai,(s) in the forms k. I=O where a negative subscript indicates a zero value of the entire subscripted quantity. By using the properties of the delta function and rearranging we obtain Gowijo + ;lijowijo = 0 (34a)
(jab)
Likewise using (32) and (33) in (30) results in
Wb)
Equations (34a) and (35a) are the equations for the eigensolutions of the system for s=O. Assume that the eigenvalues of (34a) and (35a) are discrete and distinct. Then from (2) (51)
The second eigenfunction, that for (34a), can be expressed in terms of the other of the Hermite polynomials by using (18), (50) and (51). It is
where
(53)
The eigenfunctions for the E = 0 system form a complete, bi-orthonormal set of functions. When E # 0, but small, one may think of the process as perturbing the E = 0 eigensolutions. Within this conceptual framework the following expansions are set forth (see Courant 
By requiring i # r and j # s in (60) and (61) and then allowing i = r and i = s in these equations, the following recursion relations result:
N=l,2, _.,
The recursion relations for aijNij and bijNij must now be derived. Begin by applying (40) and (41) to the normalization conditions (19) and to the steady state density (10) to get (0
(67)
Evaluate the integral in the denominator and perform the indicated division of series to get f aijprsbLlqlu (54nWr~09 yluO)E"+m+ P+q=Bikbj~.
(72) P,rJ.q.f.u = 0
Let i= k and j= 1. Group according to powers of E and set the coefficient of so equal to unity and the coefficients of all higher powers of E equal to zero. It can be shown by (56) and (59) that the coefficient of so equals unity. Consider coefficients of ,sN, N> 1. Equation (72) becomes
.I.
Performing similar operations on (66) results in

D"m;=06(N-
(74) r.s,t.Y = 0
By systematically isolating UijNij and bijNij in (73) and (74) and using (56), (59) and (70), the definition of the delta function, and orthogonality properties of Hermite polynomials the recursion relations for aijNij and bijNij can be obtained. The recursion relations are quite lengthy due to the multiple series in (73) and (74). For convenience they are contained in the Appendix.
The recursion relations for the eigenvalues and eigenfunctions can be used once the inner product expressions have been evaluated. Before doing this an expression for the mean square response of the system will be developed. The response is assumed to be a stationary Markov process. Its autocorrelation function is 
The recursion relations involve inner products of the forms It will be demonstrated that the inner products involving G, and I,: reduce to the general form (rwijo, uklO). Equation (59) defines the inner product. By using (26), (40) and then (46) and (52) From Appell [7] we have 
Thus inner product evaluation reduces to developing expressions for (~wijo, uklo) and (<"oijO, 0~~~3. The development for (rwijo, uklo) will be outlined.
Set s=O in (67) to get
Equations (46), (52), (59) 
-a From Appell [7] we have the relationships 
Use (50) and (51) 
(-i+~, 2p)(-j+s, 2qH-k+r, 2t)(-I+r, 2uXi-s-2p)!(i-s-2q)!(k-r-21)! (-2) P+q+""p!q!t!U! i-s-2p j-s-2q
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(._l)i-s-2P-~+8&
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X a!B!o!p!(i-s-2p-a)!0'-s-2q-8)!(k-r-2t-a)!(l-r-2Cl-P)! x E(a+fl+a+p)E(n+i+j+k+I-2(s+r+p+q+t+u)-a-/?---p). (102)
A similar development for (ruijO, uklo) results in
ps(i-r)/2 qs(j-r)/2 fb(k-s)l2 u<(~-s)/2 x(-l)'+s(-i,rX-j,rX-k,sX-I,S) 1 1
r '+'r!s! c c p=o q=o r=o u=o
x (-i+r,2pX-j+r,2q)(-k+s,2t)(-I+s,2u)(i-r-2p)!(i-r-2q)!(k-s-2t)!(l-s-2u)! -_____ (-2)P+q+'+"p!q!t!u! i-r-2p
j-r-2q k-j-Ztl-s-2u x #z. &z. z, z.
xv1 a-/l+a-p+j+l-r-s-2q-2u -a++-c+p+i+k-r-s-2p-2f 2 fi2
xE(a+fi+a+p)E(n+i+j+k+I--2(r+s+p+q+t+u)-a-/3-o-p). (103)
By means of (102) and (103), the recursion relations for the eigenvalues and eigenfunctions and the perturbation expansion for the mean square response can be calculated to desired order using a digital computer.
COMPUTER EXTENSION OF PERTURBATION SOLUTIONS
The recursion relations to obtain the eigenvalues and eigenfunction expansion coefficients and the formulas for the perturbation expansion of the mean square response were programmed on the Ford Motor Company Honeywell 6ooo computer. The programming involved considerable effort, and the authors would be pleased to supply interested readers with details on program listings and organization.
Because of the large number of multiple power series in these expansions the computation time and cost of very high order perturbation expansions were prohibitively large. Fourthorder expansions in the perturbation quantity E were carried out for white noise excitations of intensities D = 0.001 and 5.0. The value of damping factor r was taken to be 2.0. This new information on the coefficients of the perturbation expansion for the mean square response is given in Table 1 . These results, valuable in themselves, can be made considerably more useful by means of the theory of terminants advanced by Dingle [3] , and recently used by Buchanan [8] in a study on improvement of series representations. A basic aim of Dingle's work is the analysis and improvement of divergent asymptotic series, and inspection of Table 1 indicates that the series at hand are divergent. Each series is a single sign series for all terms of order greater than or equal to unity, although of opposite signs.
Further insight can be gained by constructing Domb-Sykes plots, that is, plots of u,_ r/a, vs l/n, a feature impossible before this work since sufficient data was not available. Figures  1 and 2 show these plots. asymptotic series. Figure 2 is judged to be inconclusive toward establishing the analytical structure of the expansion for D = 5.0. It appears that, while all the a, coefficients for n 2 1 have changed from a negative to a positive value as D increased from 0.001 to 5.0, they have not all increased at the same rate. This accounts for the large 'dip' in Fig. 2 . Higher order perturbation coefficients will be necessary before a stable relationship is established between coefficient magnitudes for this D=5.0 case. This will not be pursued further in this work. An inverted Domb-Sykes plot, that is, a plot ofa,,/a,_ 1, for the coefficients of the D = 0.001 expansion is shown in Fig. 3 . This plot is typical for that of a divergent asymptotic series in that a linear relationship between coefficient ratios is becoming established as n increases. Here this pattern is developing for n 2 3. The information available from a fourth-order expansion is obviously limited and conclusions must have some degree of qualification. Nevertheless, it is known that a small number of terms can supply a close approximation to a function represented by an asymptotic expansion, and the viewpoint is taken here that results drawn from the fourth-order expansion will provide a close approximation to the mean square response of the system.
The dashed line on Fig. 3 is the limiting slope towards which the inverted Domb-Sykes plot is progressing as it approaches the origin. Graphically we obtain a,_ Ja,=O.ql/n), behavior which is reproduced by taking a,=c(1/0.6)%! where c is a constant and has been calculated from the knowledge of the fourth-order coefficient to be c= -0.2393626E-04. The general form of the coefficients for the D=O.OOl expansion is now taken to be an= -0.2393626E-04 x 
where a, through ab are listed in Table 1 . Using Dingle's terminant for a single-sign asymptotic series, (105) Table 2 . Several observations can be made. Note that for ~~0.03 the linear portion of the system is dominant and that the first-order expansion essentially gives the response of the nonlinear system. The second-order and terminant expansions adjust the accuracy for third or higher order significant figures. As the non-linearity of the system increases a deviation from linear response should occur, a result borne out by the data of Table 2 and the contribution of the terminant approach toward the accuracy of the mean square response calculation increases. This is illustrated by ~20.1 in Table 2 . Finally, when using a terminant approach values of E must be used to insure the system is weakly non-linear since this is the mathe-matical basis of the perturbation solution. Large values of E can be expected to give erroneous results for perturbation expansions of any order as well as for a terminant expansion. The value of E =0.3 in Table 2 is very likely the upper limit of the non-linear parameter for that system. ,.,=i+, %"=,+I 1
The recursion relation for Qijnn, is aijNlj =: -b,j,,,+2{The right hand side of the recursion relation for b;,N,, with Y(n, i, j, p. 9. r. s. I, u) replaced by Z(n. 1. j. p. q. r, .5. 1. u)).
