Asymptotic Properties of the Empirical Spatial Extremogram by Cho, Yongbum et al.
Asymptotic Properties of the Empirical
Spatial Extremogram
Yongbum Cho and Richard A. Davis
Department of Statistics, Columbia University
Souvik Ghosh
LinkedIn Corporation
ABSTRACT. The extremogram is a useful tool for measuring extremal dependence and checking model
adequacy in a time series. We define the extremogram in the spatial domain when the data is observed on
a lattice or at locations distributed as a Poisson point process in d-dimensional space. We establish a
central limit theorem for the empirical spatial extremogram. We show these conditions are applicable for
max-moving average processes and Brown-Resnick processes and illustrate the empirical extremogram’s
performance via simulation. We also demonstrate its practical use with a data set related to rainfall in a
region in Florida.
Keywords: extremal dependence; extremogram; max moving average; max stable process; spatial
dependence
1 Introduction
Extreme events can affect our lives in many dimensions. Events like large swings in financial markets or
extreme weather conditions such as floods and hurricanes can cause large financial/property losses and
numerous casualties. Extreme events often appear to cluster and that has resulted in a growing interest in
measuring extremal dependence in many areas including finance, insurance, and atmospheric science.
Extremal dependence between two random vectors X and Y can be viewed as the probability that X is
extreme given Y belongs to an extreme set. The extremogram, proposed by Davis and Mikosch (2009), is a
versatile tool for assessing extremal dependence in a stationary time series. The extremogram has two main
features:
• It can be viewed as the extreme-value analog of the autocorrelation function of a stationary time series,
i.e., extremal dependence is expressed as a function of lag.
• It allows for measuring dependence between random variables belonging in a large variety of extremal
sets. Depending on choices of sets, many of the commonly used extremal dependence measures - right
tail dependence, left tail dependence, or dependence among large absolute values - can be treated as
a special case of the extremogram. The flexibility coming from arbitrary choices of extreme sets have
made it especially well suited for time series applications such as high-frequency FX rates (Davis and
Mikosch (2009)), cross-sectional stock indices (Davis et al. (2012)), and CDS spreads (Cont and Kan
(2011)).
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In this paper, we will define the notion of the extremogram for random fields defined on Rd for some
d > 1 and investigate the asymptotic properties of its corresponding empirical estimate. Let {Xs, s ∈ Rd}
be a stationary Rk-valued random field. For measurable sets A,B ⊂ Rk bounded away from 0, we define
the spatial extremogram as
ρAB(h) = lim
x→∞P (Xh ∈ xB|X0 ∈ xA), h ∈ R
d, (1.1)
provided the limit exists. We call (1.1) the spatial extremogram to emphasize that it is for a random field in
Rd. If one takes A = B = (1,∞) in the k = 1 case, then we recover the tail dependence coefficient between
Xh and X0. For light tailed time series, such as stationary Gaussian processes, ρAB(h) = 0 for h 6= 0 in
which case there is no extremal dependence. However, for heavy tailed processes in either time or space,
ρAB(h) is often non-zero for many lags h 6= 0 and for most choices of sets A and B bounded away from the
origin.
We will consider estimates of ρAB(h) under two different sampling scenarios. In the first, observations are
taken on the lattice Zd. Analogous to Davis and Mikosch (2009), we define the empirical spatial extremogram
(ESE) as
ρˆAB,m(h) =
∑
s,t∈Λn,s−t=h I{a−1m Xs∈A,a−1m Xt∈B}/n(h)∑
s∈Λn I{a−1m Xs∈A}/#Λn
, (1.2)
where
• Λn = {1, 2, . . . . , n}d is the d-dimensional cube with side length n,
• h ∈ Zd are observed lags in Λn,
• m = mn is an increasing sequence satisfying m→∞ and m/n→ 0 as n→∞,
• am is a sequence such that P (|X| > am) ∼ m−1,
• n(h) is the number of pairs in Λn with lag h, and
• #Λn is the cardinality of Λn.
In the second case, the data are assumed to come from a stationary random field Xs, where the locations
{s1, ..., sN} are assumed to be points of a homogeneous Poisson point process on Sn ⊂ Rd. We define the
empirical spatial extremogram as a kernel estimator of ρAB(h), in the spirit of the estimate of autocorrelation
in space (see Li et al. (2008)). Under suitable growth conditions on Sn and restrictions on the kernel function,
we show that the weighted estimator of ρAB(h) is consistent and asymptotically normal.
The organization of the paper is as follows: In Section 2, we present the asymptotic properties of the ESE
for both cases described above. Section 3 provides examples illustrating the results of Section 2 together
with a simulation study demonstrating the performance of the ESE. In Section 4, the spatial extremogram
is applied to a spatial rainfall data set in Florida. The proofs of all the results are in the Appendix.
2 Asymptotics of the ESE
2.1 Definitions and notation
Let {Xs, s ∈ I} be a k-dimensional strictly stationary random process where I is either Rd or Zd. For
H = {h1, . . . , ht} ⊂ I, we use XH to denote (Xh1 , . . . , Xht). The random field is said to be regularly varying
2
with index α > 0 if for any H, the radial part ‖XH‖ satisfies for all y > 0
(C1)
P
(‖XH‖ > yx)
P
(‖XH‖ > x) → y−α as x→∞,
and the angular part XH‖XH‖ is asymptotically independent of the radial part ‖XH‖ for large values of ‖XH‖,
i.e., there exists a random vector ΘH ∈ Stk−1, the unit sphere in Rtk with respect to ‖ · ‖, such that
(C2) P
(
XH
‖XH‖ ∈ ·
∣∣∣‖XH‖ > x) w−→ P (ΘH ∈ ·) as x→∞,
where
w−→ denotes weak convergence. The distribution of P (ΘH ∈ ·) is called the spectral measure of XH .
An equivalent definition of regular variation is given as follows. There exists a sequence an →∞, α > 0
and a family of non-null Radon measures (µH) on the Borel σ-field of R¯tk \{0} such that nP (a−1n XH ∈ ·) v−→
µH(·) for t ≥ 1, where the limiting measure satisfies µH(y·) = y−αµH(·) for y > 0 . Here, v−→ denotes vague
convergence. Under the regularly varying assumption, one can show that (1.1) is well defined. See Section
6.1 of Resnick (2006) for more details.
2.2 Random fields on a lattice
Let {Xs, s ∈ Zd} be a strictly stationary random field and suppose we have observations {Xs, s ∈ Λn =
{1, ..., n}d}. Let d(·, ·) be a metric on Zd. We denote the α-mixing coefficient by
αj,k(r) = sup
{
α
(
σ(Xs, s ∈ S), σ(Xs, s ∈ T )
)
: S, T ⊂ Zd,#S ≤ j,#T ≤ k, d(S, T ) ≥ r},
where for any two σ-fields A and B, α(A,B) = sup{|P (A ∩ B) − P (A)P (B)| : A ∈ A, B ∈ B} and for any
S, T ⊂ Zd, d(S, T ) = inf{d(s, t) : s ∈ S, t ∈ T}.
In order to study asymptotic properties of (1.2), we impose regularly varying and certain mixing condi-
tions on the random field. In particular, we use the big/small block argument: the side length of big blocks,
mn, and the distance between big blocks, rn, have to be coordinated in the right fashion. To be precise, we
assume the following conditions.
(M1) Let Bγ be the ball of radius γ centered at 0, i.e., Bγ = {s ∈ Zd : d(0, s) ≤ γ}, and set c = #Bγ . For
a fixed γ, assume that there exist mn, rn →∞ with m2+2dn /nd → 0, rdn/mn → 0 such that
lim
k→∞
lim sup
n→∞
mn
∑
l∈Zd,k<d(0,l)≤rn
P
(
max
s∈Bγ
|Xs| > am, max
s′∈Bγ+l
|Xs′ | > am
)
= 0 for ∀ > 0, (2.1)
lim
n→∞mn
∑
l∈Zd,rn<d(0,l)
αc,c(d(0, l)) = 0, (2.2)
∑
l∈Zd
αj1,j2(d(0, l)) <∞ for 2c ≤ j1 + j2 ≤ 4c, (2.3)
lim
n→∞n
d/2m1/2n αc,cnd(mn) = 0, (2.4)
where am satisfies P (|X| > am) ∼ 1m .
Condition (2.1) restricts the joint distributions for exceedance as two sets of points become far apart.
Conditions (2.2) - (2.4) impose restrictions on the decaying rate of the mixing functions together with the
level of the threshold specified by mn. These conditions are similar to those in Bolthausen (1982) and Davis
and Mikosch (2009).
3
As in Davis and Mikosch (2009), the ESE ρˆAB,m(h) is centered by the Pre-Asymptotic (PA) extremogram
ρAB,m(h) =
τAB,m(h)
pm(A)
, (2.5)
where τAB,m(h) = mnP (X0 ∈ amA,Xh ∈ amB) and pm(A) = mnP (X0 ∈ amA). Notice that (2.5) is the
ratio of the expected value of the numerator and denominator in (1.2).
Theorem 2.1. Suppose a strictly stationary regularly varying random field {Xs, s ∈ Zd} with index α > 0
is observed on Λn = {1, ..., n}d. For any finite set of non-zero lags H in Zd, assume (M1), where Bγ ⊇ H
for some γ. Then √
nd
mn
[
ρˆAB,m(h)− ρAB,m(h)
]
h∈H
d−→ N(0,Σ),
where the matrix Σ in normal distribution is specified in Appendix A.
We present the proof of Theorem 2.1 in Appendix A. Examples of heavy-tailed processes satisfying (M1)
are presented in Section 3.
Remark 1. In Theorem 2.1, the pre-asymptotic extremogram ρAB,m(h) is replaced by the extremogram
ρAB(h) if
lim
n→∞
√
nd
mn
|ρAB,m(h)− ρAB(h)| = 0, for h ∈ H. (2.6)
2.3 Random fields on Rd
Now consider the case of a random field defined on Rd and the sampling locations are given by points of
a Poisson process. In this case, we adopt the ideas from Karr (1986) and Li et al. (2008) and use a kernel
estimate of the extremogram. For convenience, we restrict our attention to R2. The extension to Rd(d > 1)
is straightforward, but notationally more complex.
Let {Xs, s ∈ R2} be a stationary regularly varying random field with index α > 0. Suppose N is a
homogeneous 2-dimensional Poisson process with intensity parameter ν and is independent of X. Define
N (2)(ds1, ds2) = N(ds1)N(ds2)I(s1 6= s2). Now consider a sequence of compact and convex sets Sn ⊂ R2
with Lebesgue measure |Sn| → ∞ as n→∞. Assume that for each y ∈ R2
lim
n→∞
|Sn ∩ (Sn − y)|
|Sn| = 1, (2.7)
where Sn − y = {x− y : x ∈ Sn},
|Sn| = O(n2), |∂Sn| = O(n), (2.8)
and ∂Sn denotes the boundary of Sn.
The spatial extremogram in (1.1) is estimated by ρˆAB,m(h) = τˆAB,m(h)/pˆm(A), where
pˆm(A) =
mn
ν|Sn|
∫
Sn
I
(
Xs1
am
∈ A
)
N(ds1), (2.9)
τˆAB,m(h) =
mn
ν2
1
|Sn|
∫
Sn
∫
Sn
wn(h+ s1 − s2) I
(
Xs1
am
∈ A
)
I
(
Xs2
am
∈ B
)
N (2)(ds1, ds2). (2.10)
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Here wn(·) = 1λ2nw(
·
λn
) is a sequence of weight functions, where w(·) on R2 is a positive, bounded, isotropic
probability density function and λn is the bandwidth satisfying λn → 0 and λ2n|Sn| → ∞. To establish a cen-
tral limit theorem for ρˆAB,m(h), we derive asymptotics of the denominator pˆm(A) and numerator τˆAB,m(h).
In order to show consistency of pˆm(A), we assume the following conditions, which are the non-lattice analogs
of (2.1) and (2.2).
(M2) There exist an increasing sequence mn and rn with mn = o(n) and r
2
n = o(mn) such that
lim
k→∞
lim sup
n→∞
∫
B[k,rn]
mnP (|Xy| > am, |X0| > am)dy = 0 for ∀ > 0, (2.11)
lim
n→∞
∫
R2\B[0,rn)
mnα1,1(y)dy = 0, (2.12)∫
R2
τAA(y)dy <∞, (2.13)
where B[a, b) = {s : a ≤ d(0, s) < b, s ∈ R2} and τAA(y) = lim
n→∞ τAA,m(y).
For a central limit theorem for τˆAB,m(h), the following conditions are required.
(M3) Consider a cube Bn ⊂ Sn with |Bn| = O(n2a) and |∂Bn| = O(na) for 0 < a < 1. Assume that
there exist an increasing sequence mn with mn = o(n
a) and λ2nmn → 0 such that
sup
n
E

√
|Bn|λ2n
mn
∣∣τˆAB,m(h : Bn)− EτˆAB,m(h : Bn)∣∣2+δ
 ≤ Cδ, δ > 0, Cδ <∞, (2.14)
where τˆAB,m(h : Bn) is the quantity (2.10) with Sn replaced by Bn on the right-hand side. Further assume∫
R2
τAB(y)dy <∞,
∫
R2
α2,2(d(0, y))dy <∞, (2.15)
and
sup
l
αl,l(h)
l2
= O(h−) for some  > 0. (2.16)
Lastly, the proof requires some smoothness of the random field.
Definition 2.2. A stationary regularly varying random field {Xs, s ∈ Rd} satisfies a local uniform negligi-
bility condition (LUNC) if for an increasing sequence an satisfying P (|X| > an) ∼ 1n and for all , δ > 0,
there exists δ′ > 0 such that
lim sup
n
nP
(
sup
||s||<δ′
|Xs −X0|
an
> δ
)
< . (2.17)
Theorem 2.3. Let {Xs, s ∈ R2} be a stationary regularly varying random field with index α > 0 satisfying
LUNC. Assume N is a homogeneous 2-dimensional Poisson process with intensity parameter ν and is inde-
pendent of X. Consider a sequence of compact and convex sets Sn ⊂ R2 satisfying |Sn| → ∞ as n → ∞.
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Assume conditions (M2) and (M3). Then for any finite set of non-zero lags H in R2,√
|Sn|λ2n
mn
[ρˆAB,m(h)− ρAB,m(h)]h∈H → N(0,Σ), (2.18)
where the matrix Σ is specified in the proof of Theorem 2.1 in Appendix A.
We present the proof of Theorem 2.3 in Appendix B. As in Remark 1, ρAB,m(h) can be replaced by
ρAB(h) if ρAB,m(h) converges fast enough.
Remark 2. In (2.18), ρAB,m(h) can be replaced by ρAB(h) if
lim
n→∞
√
|Sn|λ2n
mn
|ρAB,m(h)− ρAB(h)| = 0 for h ∈ H. (2.19)
3 Examples
Here we provide two max-stable processes to illustrate the results of Section 2. For background on max-stable
processes, see de Haan (1984) and de Haan and Ferreira (2006). In order to check conditions, we need the
result from Dombry and Eyi-Minko (2012).
Proposition 3.1 (Dombry and Eyi-Minko (2012)). Suppose {Xs, s ∈ S} is a max-stable random field with
unit Fre´chet marginals. If S1 and S2 are finite or countable disjoint closed subsets of S, and S1 and S2 are
the respective σ-fields generated by each set, then
β(S1,S2) ≤ 4
∑
s1∈S1
∑
s2∈S2
ρ(1,∞)(1,∞)(||s1 − s2||) (3.1)
where β(·, ·) is the β-mixing coefficient. We refer to Lemma 2 in Davis et al. (2013).
Notice that (3.1) provides the upper bound for α-mixing coefficient since 2α(S1,S2) ≤ β(S1,S2). See
Bradley (1993).
3.1 Max Moving Average (MMA)
Let {Zs, s ∈ Z2} be an iid sequence of unit Fre´chet random variables. The max-moving average (MMA)
process is defined by
Xt = max
s∈Z2
w(s)Zt−s, (3.2)
where w(s) > 0 and
∑
s∈Z2 w(s) <∞. Note that the summability of w(·) implies the process is well defined.
Also, notice that am = O(m) since marginal distributions are Fre´chet. Consider the Euclidean metric d(·, ·)
and write ||l|| = d(0, l) for notational convenience. With w(s) = I(||s|| ≤ 1), the process (3.2) becomes the
MMA(1): Xt = max||s||≤1
Zt−s. Using A = B = (1,∞), the extremogram for the MMA(1) is then
ρAB(h) = lim
n→∞P (Xh > amn |X0 > amn) =

1, if ||h|| = 0,
2/5, if ||h|| = 1,√2,
1/5, if ||h|| = 2,
0, if ||h|| > 2.
(3.3)
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Figure 1: ρAA(h) and ρˆAA,m(h), where A = (1,∞), from a realization of an MMA(1) (left) and the process
(3.4) (right). For the ESE, am = .97 (left) and am = (.90,.92,.95,.97) quantile (right) are used. For both
cases, the ESE closely tracks the extremogram. Two horizontal lines are 95% random permutation confidence
bands.
Since the process is 2-dependent, conditions for Theorem 2.1 are easily checked.
Figure 1 (left) shows ρAB(h) and ρˆAB,m(h) from a realization of MMA(1) generated by rmaxstab in the
SpatialExtremes package1 in R. We use 1600 points (Λn = {1, ..., 40}2 ∈ Z2) and set A = B = (1,∞) and
am = .97 quantile of the process. In the figure, the dots and the bars correspond to ρAB(h) and ρˆAB,m(h) for
observed distances in the sample. The dashed line corresponds to 0.03 (= 1− 0.97) and two horizontal lines
are 95% random permutation confidence bands to check the existence of extremal dependence (see Davis
et al. (2012)). The bands suggest ρ(1,∞)(1,∞),m(h) = 0 for h > 2, which is consistent with (3.3).
Now consider w(s) = φ||s|| where 0 < φ < 1. Then the process (3.2) becomes
Xt = max
s∈Z2
φ||s||Zt−s for
∑
l∈Z2
φ||l|| =
∑
0≤||l||<∞
φ||l||p(||l||) <∞, (3.4)
where p(||l||) = #{s ∈ Z2 : d(0, s) = ||l||}. Observe that the process (3.4) is istotropic and that p(||l||) =
O(||l||) from Lemma A.1 in Jenish and Prucha (2009), and
P (Xt ≤ x) = exp
{
− 1
x
∑
0≤||l||<∞
φ||l||p(||l||)
}
, (3.5)
P (X0 ≤ x,Xh ≤ x) = exp
{
− 1
x
∑
s∈Z2
max (φ||s||, φ||h+s||)
}
= exp
{
− 1
x
∑
0≤||l||<∞
φ||l||q(||l||)
}
, (3.6)
where q(||l||) = #{s ∈ Z2 : min(||s||, ||h+s||) = ||l||}, the number of observations with minimum distance to 0
or h equals ||l||. For a given h, if ||l|| < ||h||2 , there are p(||l||) pairs from both 0 and h while q(||l||)/p(||l||)→ 1
as ||l|| → ∞. In other words,
1http://cran.r-project.org/web/packages/SpatialExtremes/SpatialExtremes.pdf
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q(||l||) = 2p(||l||) for ||l|| < ||h||2 and lim||l||→∞
q(||l||)
p(||l||) = 1.
Using the joint distribution in (3.6) and a Taylor series expansion, the extremogram with A = B = (1,∞) is
ρ(1,∞)(1,∞)(h) =
∑
||h||
2 ≤||l||<∞
φ||l||[2p(||l||)− q(||l||)]∑
0≤||l||<∞ φ||l||p(||l||)
. (3.7)
Example 3.2. For the process (3.4), the conditions (2.1)-(2.4) in Theorem 2.1 are satisfied if r2n = o(mn), logmn =
o(rn) and log n = o(mn).
Proof. Observe that (3.4) is isotropic. By Lemma A.1 in Jenish and Prucha (2009), p(||l||) = O(||l||). Thus,
(3.1) implies that
αc,c(k) ≤ const
∫∞
k
2
jφjdj = O(kφk) for any k > 0.
Then (2.2) is satisfied if logmn = o(rn) since
mn
∑
l∈Z2,rn<||l||
αc,c(||l||) = mn
∑
rn<||l||
p(||l||)αc,c(||l||) = O
(
mn r
2
nφ
rn
)
.
Similarly, (2.3) can be shown. If log n = o(mn), (2.4) holds since (3.1) implies
nd/2m1/2n αc,cnd(mn) ≤ const n3d/2m1/2n mnφmn .
Turning to (2.1), notice from (3.5) and (3.6) that
P
(
max
s∈Bγ
|Xs| > am, max
s′∈Bγ+l
|Xs′ | > am
)
≤
∑
s∈Bγ
∑
s′∈Bγ+l
P (Xs > am, Xs′ > am)
≤
∑
s∈Bγ
∑
s′∈Bγ+l
const
am
∑
d(s,s′)
2 ≤j<∞
φjj +O
(
1
a2m
)
≤ const φ
||l||||l||
am
+O
(
1
a2m
)
.
Hence the term in (2.1) is bounded by
lim sup
n→∞
mn
∑
l∈Z2,k<||l||≤rn
[
const
φ||l||||l||
am
+O
(
1
a2m
)]
=
∑
k<||l||<∞
const φ||l||||l||2 + lim sup
n→∞
O
(
mnr
2
n
a2m
)
,
where the second term is 0 since am = O(mn) and r
2
n = o(mn). Now letting k →∞, we obtain (2.1).
Figure 1 (right) shows ρAB(h) and ρˆAB,m(h) from a realization of the process (3.4) with φ = 0.5. Here,
A = B = (1,∞) and am = (.90,.92,.95,.97) quantiles. The dots are ρAB(h) and the dashed lines are ρˆAB,m(h)
with different am. The ESE with am = .90 and .92 are close to the extremogram for all observed distances
while the ESE with am = .95 and .97 quantiles decay faster for the observed distances greater than 3. The
two horizontal lines are 95% confidence bands based on random permutations.
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Figure 2: ρˆ(1,∞)(1,∞),m(h) from a realization of Brown-Resnick process on lattice (left) and non-lattice
(right). For lattice case, the ESE with am = (.95, .97, .98, .99) upper quantiles are presented. For non-lattice
case, the ESE with different bandwidths, clogn with c = 1, 2, 3, 4, and 5, are displayed. Two horizontal lines
are 95% random permutation confidence bands.
3.2 Brown-Resnick process
We begin with the definition of the Brown-Resnick process with Fre´chet marginals. Details can be found in
Kabluchko et al. (2009) or Davis et al. (2013). Consider a stationary Gaussian process {Zs, s ∈ Rd} with
mean 0 and variance 1 and use {Zjs , s ∈ Rd}, j ∈ 1, ..., n, to denote independent replications of {Zs, s ∈ Rd}.
For the correlation function ρ(h) = E[ZsZs+h], assume that there exist sequences dn → 0 such that
log(n){1− ρ(dnh)} → δ(h) > 0, as n→∞.
Then, the random fields defined by
Xs(n) =
1
n
n∨
i=1
− 1
log (Φ(Zis))
, s ∈ Rd, n ∈ N, (3.8)
converge weakly in the space of continuous function to the stationary Brown-Resnick process
Xs = sup
j≥1
Γ−1j Y
j
s = sup
j≥1
Γ−1j exp{W js − δ(s)}, s ∈ Rd, (3.9)
where (Γi)i≥1 is an increasing enumeration of a unit rate Poisson process, {Y js , s ∈ Rd}, j ∈ N, are iid
sequences of random fields independent of (Γi)i≥1, and {W js , s ∈ Rd}, j ∈ N, are independent replications
of a Gaussian random field with stationary increments, W0 = 0 and E[Ws] = 0 and covariance function by
cov(Ws1 ,Ws2) = δ(s1) + δ(s2)− δ(s1 − s2). Here, Φ is the cumulative distribution function of N(0, 1).
The extremogram for the Brown-Resnick process {Xs, s ∈ Rd} with A = (cA,∞) and B = (cB ,∞) is
ρAB(h) = Φ¯cA,cB (δ(h)) +
cA
cB
Φ¯cB ,cA (δ(h)) , (3.10)
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where Φy1,y2 (δ(h)) = Φ
(
log(y2/y1)
2
√
δ(h)
+
√
δ(h)
)
. To see (3.10), recall from Hu¨sler and Reiss (1989) that
F (y1, y2) := P (X0 ≤ y1, Xh ≤ y2) = exp
{
− 1
y1
Φ
(
log(y2/y1)
2
√
δ(h)
+
√
δ(h)
)
− 1
y2
Φ
(
log(y1/y2)
2
√
δ(h)
+
√
δ(h)
)}
.
As am = O(mn), we assume without loss of generality that limn→∞ mnam = 1. Then we have pm(A) =
mn
(
1− e− 1cAam
)
= mncAam +O(
mn
a2m
)→ 1cA = µ(A) and
τAB,m(h) = mn
[
1− e− 1cAam − e− 1cBam + F (amcA, amcB)
]
→ 1
cA
Φ¯cA,cB (δ(h)) +
1
cB
Φ¯cB ,cA(δ(h)), (3.11)
which proves (3.10).
Similar to Lemma 2 in Davis et al. (2013), α-mixing coefficient of the process is bounded by
αm,n(||h||) ≤ const sup
l≥||h||
1√
δ(l)
e−δ(l)/2. (3.12)
In the following examples, the correlation function ρ(h) of a Gaussian process {Zs, s ∈ Rd} is assumed to
have an expansion around zero as
ρ(h) = 1− θ||h||α + o(||h||α), h ∈ Rd, (3.13)
where α ∈ (0, 2] and θ > 0. For this choice of correlation function, we have δ(h) = θ||h||α as mentioned in
Davis et al. (2013), Remark 1.
Example 3.3. Consider the Brown-Resnick process {Xs, s ∈ Zd} with δ(h) = θ||h||α for 0 < α ≤ 2 and θ > 0.
The conditions of Theorem 2.1 hold if log n = o(mαn), logmn = o(r
α
n) and r
d
n/mn → 0. In this case, (2.6) is
not satisfied for d > 0.
Proof. From (3.12), we have αc,c(||h||) ≤ const ||h||−α/2e−θ||h||α/2. If logmn = o(rαn), (2.2) holds since
mn
∑
l∈Zd,rn≤||l||
αc,c(||l||) ≤ const mn
∑
rn≤||l||<∞
||l||d−1αc,c(||l||) ≤ const mn
∑
rn≤||l||<∞
||l||d−1−α/2e−θ||l||α/2 → 0.
Similarly, (2.3) can be checked. For (2.4), Proposition 3.1 implies that
nd/2m1/2n αc,cnd(mn) ≤ const n3d/2m(1−α)/2n exp{−θmαn/2}
which converges to 0 if log n = o(mαn). Showing (2.1) is similar to Example 3.2. From (3.11),
P
(
max
s∈Bγ
|Xs| > am, max
s′∈Bγ+l
|Xs′ | > am
)
≤ const Φ¯(1,∞),(1,∞)(
√
δ(||l||))
am
+O
(
1
a2m
)
.
Hence the term in (2.1) is bounded by
lim sup
n→∞
∑
l∈Zd,k<||l||≤rn
[
const mn
Φ¯(1,∞),(1,∞)(
√
δ(||l||))
am
+O
(
1
a2m
)]
≤ const
∑
k<||l||<∞
||l||d−1e− θ||l||
α
2 + lim sup
n→∞
O
(
rdnmn
a2m
)
,
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where the second term is 0 since rdn = o(mn). Letting k →∞, (2.1) is obtained.
For the last statement in Example 3.3, to show (2.6) not hold, note that |ρAB,m(h)−ρAB(h)| = O (1/mn)
from (3.11) and a Taylor series expansion and that am = O(mn) and log n = o(m
α
n).
In Figure 2 (left), we have ρAB,m(h) and ρˆAB,m(h) from a realization of the Brown-Resnick process with
δ(h) = 29 ||h||2. We use 1600 points ({1, ..., 40}2 ∈ Z2) to compute the extremogram with A = B = (1,∞)
and am = (.95, .97, .98, .99) upper quantiles. The extremogram is marked by dots and the ESE with different
line types corresponding to various choices of am. From the figure, the ESE is not overly sensitive to different
am, but ρˆ(1,∞)(1,∞),m(h) with am = 0.97 quantile looks most robust. Also the extremal dependence seems
to disappear for h > 4 based on the random permutation bands (two horizontal lines).
Example 3.4. Consider the Brown-Resnick process {Xs, s ∈ R2} with δ(h) = θ||h||α for α ∈ (0, 2] and θ > 0.
Assume that logmn = o(r
α
n) and
sup
n
λ2nn
2a
mn
<∞ and sup
n
mn
λ2nn
2a
<∞ for 0 < a < 1. (3.14)
Then Theorem 2.3 applies. Furthermore, (2.19) holds if
|Sn|λ2n
m3n
→ 0. See Appendix C for the proof.
Remark 3. Using a similar change of variable technique, as in the proof of Proposition 5.5, one can verify
that condition (3.14) implies (2.14) with δ = 1. We omit the details. One of the choices that satisfies
condition (3.14) and
|Sn|λ2n
m3n
→ 0 is a = 712 , λn = n−1/3 and mn = n1/2.
To simulate the Brown-Resnick process in R2, we use RPbrownresnick in the RandomFields package 2
in R. Here, we consider δ(h) = 0.5||h||2. In each simulation, first we generate 1600 random locations in
{1, ..., 40}2, where the process is simulated with the scale of (1/log(1600))1/a and ρ(·) = (1 + c || · ||a)−1 with
c = 1 and a = 2. For the ESE computation, we use A = B = (1,∞), am = .97 upper quantile. We set
w(·) = I[− 12 , 12 ](·), and distances h = (0.5, 1, ..., 4.5, 5). In Figure 2 (right), the extremogram and ESE from
one realization are displayed. The extremogram ρAB(h) corresponds to connected solid circles and ρˆAB,m(h)
for different bandwidths λn are displayed in different point types. As will be seen in Section 3.3, smaller
variances and larger biases are observed for a larger bandwidth. The two horizontal lines are the random
permutation bands.
3.3 Simulation study
We use a simulation experiment to examine performances of the ESE. Samples are generated from models
with Fre´chet marginals for both lattice and non-lattice cases. For lattice cases, we consider MMA(1) and
the Brown-Resnick process with δ(h) = 0.5||h||2. In each simulation, ρˆAB,m(h) with A = B = (1,∞) and
am = .97 upper quantile is calculated for observed distances less than 10. This is repeated 1000 times.
Figure 3 (upper left) shows the distributions of ρˆAB,m(h) (box plots), ρAB(h) (solid squares) and ρAB,m(h)
(solid circles) for MMA(1). In the figure, we see the distributions are centered at ρAB,m(h), not ρAB(h).
Notice that ρAB,m(h) for MMA(1) is computed by
2http://cran.r-project.org/web/packages/RandomFields/RandomFields.pdf
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Figure 3: The distribution of the ESE for MMA(1) on lattice (upper left, 1000 simulations); the Brown-
Resnick process on lattice (upper right, 1000 simulations); on R2 with λn = 1/log n (bottom left, 100
simulations); and λn = 5/log n (bottom right, 100 simulations). The solid squares are the extremogram.
For MMA(1), we see the ESE is centered around PA extremogram (solid circles). For the Brown-Resnick
process on R2, we see the impact of bandwidths on the ESE.
P (Xh > am|X0 > am) = 1− 2P (X0 ≤ am) + P (Xh ≤ am, X0 ≤ am)
P (X0 > am)
=
2
m−1+(1− 1m )8/5
1/m for ||h|| = 1,
√
2,
2
m−1+(1− 1m )9/5
1/m for ||h|| = 2,
1
m for ||h|| > 2.
using P (X > am) =
1
m and P (X ≤ x) = e−5/x for x > 0, and m = 0.03−1.
The upper right panel of the figure presents the distributions of the ESE with ρAB(h) (solid squares) and
ρAB,m(h) (solid circles) for the Brown-Resnick process on the lattice. The derivation of ρˆAB,m(h) is from
12
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Figure 4: The region of Florida rainfall data.
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Figure 5: The locations of extremes (left) and the ESE (right) using the 6 year maxima of Florida rainfall
data. For example, the ESE with 0.80 upper quantile (solid line, right) is based on the locations of cor-
responding extremes (solid circles, left). The ESE using the 0.70 upper quantile indicates that no spatial
extremal dependence for lags larger than 3.
(3.11). Again, the ESE is centered around PA extremogram.
The bottom panels of Figure 3 are based on the simulation results from the Brown-Resnick process in
the non-lattice case. For each simulation, 1600 points are generated from a Poisson process in {1, ..., 40}2,
from which ρˆAB,m(h) for h = (0.5, 1, ..., 4.5, 5) is computed using the bandwidths λn = 1/log n and 5/ log n.
This is repeated 100 times. Notice that the ESE using λn = 1/log n has generally smaller bias but larger
variance compared to the ESE using λn = 5/log n for h ≤ 2. For longer lags, the differences is not apparent.
This indicates that the ESE with wider bandwidths tends to have smaller variance but larger biases.
4 Application
In this section, we apply the ESE to analyze geographical dependence of heavy rainfall in a region in Florida.
The source is Southwest Florida Water Management District. The raw data is total rainfall in 15 minute
intervals from 1999 to 2004, measured on a 120 × 120 (km)2 region containing 3600 grid locations. The
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region of the measurements is shown in Figure 4. For each fixed time, we first calculate the spatial maximum
over a non-overlapping block of size 10 × 10 (km)2, which provides a 12 × 12 grid of spatial maxima. Then,
we calculate the annual maxima from 1999 to 2004 and the 6 year maxima from the corresponding time
series for each spatial maximum. The 7 spatial data sets on a 12 × 12 grid under consideration consist of
annual maxima and 6 year maxima of spatial maxima. Since the data are constructed as a maxima over a
spatial grid of 25 locations and a temporal resolution of 15 minutes intervals, it is not unreasonable to view
these 7 spatial data sets as realizations from a max-stable process.
We first look at the spatial extremal dependence for 6 year maxima rainfall. In Figure 5, the locations
of extremes (left) and the ESE (right) are displayed, where the ESE is computed using A = B = (1,∞) and
am = .70 (dotted line), .75 (dashed line) and .80 (solid line) upper quantiles. Since the number of spatial
locations is small (144), we chose modest thresholds in order to ensure enough exceedances for estimation
of the ESE. Such thresholds should provide good estimates of the pre-asymptotic extremogram for a max-
stable process. The locations of extremes are marked corresponding to choices of am by .70 (empty circles),
.75 (empty squares) and .80 (solid circles) upper quantiles. For the ESE plot, the horizontal lines are
permutation based confidence bands. For example, if extreme events are defined by any rainfall heavier
than the .70 upper quantile of the maxima rainfall observed for the entire periods, there is a significant
extremal dependence between two clusters at distance 2. On the other hand, using the 0.80 upper quantile,
the extremal dependence at the same distance is no longer significant. In the case of 6 year maxima rainfall,
the ESE from the 0.70 upper quantile indicates that no spatial extremal dependence for spatial lags larger
than 3. A small spike of the ESE at spatial lags around 4 may be the result of two extremal clusters that
are 4 units apart, as seen in the left panel of Figure 5.
By looking at the ESE of annual maxima rainfall from 1999 to 2004, we see year-over-year changes in
spatial extremal dependence. Figure 6 presents the locations of extremes and the ESE from 1999 to 2004
(left to right, top to bottom). For example, the ESE suggests that the spatial extremal dependence for lags
less than 3 in 2000 is stronger than at any other year between 1999 and 2004. Using the .80 upper quantile,
there is significant extremal dependence for spatial lag
√
8 in 2000, but not for any other years. In 2002,
the spatial extremal dependence is not significant at lag
√
8 using the .80 upper quantile. Similarly, the
year-to-year comparisons of the ESE with 0.70 and 0.75 upper quantiles confirm that the spatial extremal
dependence for spatial lags up to 3 is stronger in 2000 than in any other years.
5 Appendix: Proofs
The following proposition presented by Li et al. (2008) is used in the proof. The proposition is analogous to
Theorem 17.2.1 in Ibragimov and Linnik (1971).
Proposition 5.1 (Lemma A.1. in Li et al. (2008)). Let U and V be two closed and connected sets in Rd such
that #U = #V ≤ b and d(U, V ) ≥ r for some constants b and r. For a stationary process Xs, consider ξ
and η measurable random variables with respect to σ(Xs : s ∈ U) and σ(Xs : s ∈ V ) with |ξ| ≤ C1, |η| ≤ C2.
Then |cov(ξ, η)| ≤ 4C1C2αb,b(r).
5.1 Appendix A: Proof of Theorem 2.1
Theorem 2.1 is derived from Theorem 5.2. For notation, we suppress the dependence of m on n and write
m for mn. Define a vector valued random field by
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Figure 6: The ESE of the annual maxima of Florida rainfall from 1999 to 2004 (left to right, top to bottom).
The ESE indicates that the spatial extremal dependency for spatial lags less than 3 is the strongest in 2000.
Yt = XDt , where Dt = t+Bγ = {s ∈ Zd : d(t, s) ≤ γ}.
In Theorem 5.2, we will establish a joint central limit theorem for
Pˆm(C) =
mn
nd
∑
t∈Λn
I{Yt/am∈C} =
mn
nd
∑
t∈Λpn
I{Yt/am∈C} +
mn
nd
∑
t∈Λn\Λpn
I{Yt/am∈C}, (5.1)
where Λpn = {t ∈ Λn : d(t, ∂Λn) ≥ p} and ∂· denotes the boundary. In fact, showing a CLT for the first term
in (5.1) is sufficient as the second term is negligible as n→∞. Recall that
pm(A) = mP (X0 ∈ amA) and τAB,m(h) = mP (X0 ∈ amA,Xh ∈ amB),
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where A and B are sets bounded away from the origin. Write µ(A) = lim
n→∞ pm(A),
τAB(h) = lim
n→∞ τAB,m(h),
µA(D0) = lim
x→∞P
(
Yt
‖Yt‖ ∈ A
∣∣∣‖Yt‖ > x) ,
τA×B(D0 ×Dl) = lim
x→∞P
(
(Y0, Yl)
‖vector{Y0, Yl}‖ ∈ A×B
∣∣∣‖vector{Y0, Yl}‖ > x) .
Theorem 5.2. Assume the conditions of Theorem 2.1. Let C be a set bounded away from zero and a
continuity set with respect to µ and τ . Then
Sn =
(mn
nd
)1/2 ∑
s∈Λn
[
I
(
Ys
am
∈ C
)
− P
(
Ys
am
∈ C
)]
d−→ N(0, σ2Y (C))
where σ2Y (C) = µC(D0) +
∑
l 6=0∈Zd τC×C(D0 ×Dl).
Proof. We use ideas from Bolthausen (1982) and Davis and Mikosch (2009) to show the CLT for quantity
in (5.1)
Pˆm(C) = mn
∑
s∈Λn Is/|Λn| where Is = I{Xs/am∈C}.
The proof for the CLT of Xs replaced by a vector valued random field Ys in indicator is analogous.
Define H[a, b] = {d(s, t) : a ≤ d(s, t) ≤ b} and ||l|| = d(0, l) for convenience. Assume m2+2dn = o(nd),
rdn = o(mn), and
lim
k→∞
lim sup
n→∞
mn
∑
l∈Zd,||l||∈H(k,rn]
P (|Xl| > εam, |X0| > εam) = 0 for ∀ > 0, (5.2)
lim
n→∞mn
∑
l∈Zd,||l||∈H(rn,∞)
α1,1(||l||) = 0, (5.3)
∑
l∈Zd
αj1,j2(||l||) <∞ for 2 ≤ j1 + j2 ≤ 4, (5.4)
lim
n→∞n
d/2m1/2n α1,nd(mn) = 0, (5.5)
which are univariate case analog of conditions (2.1) - (2.4).
By the same arguments in Davis and Mikosch (2009),
EPˆm(C)→ µ(C) (5.6)
var
(
Pˆm(C)
)
∼ mn
nd
µ(C) + ∑
l 6=0∈Zd
τCC(l)
 = mn
nd
σ2X(C), (5.7)
where (5.6) is implied by the regularly varying assumption. To see (5.7), observe that
nd
mn
var
(
Pˆm(C)
)
=
mn
nd
∑
s∈Λn
var(Is) +
mn
nd
∑
s,t∈Λn,s 6=t
cov(Is, It) = A1 +A2. (5.8)
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By the regularly varying assumption, A1 = pm(C) + (pm(C))
2/mn → µ(C). Turning to A2, for k ≥ 1 fixed,
A2 ∼ mn
nd
∑
l=(l1,...ld)6=0,||l||≤max Λn
Πdi=1(n− |li|)cov(I0, Il)
=
mn
nd
 ∑
l∈Zd,||l||∈H(0,k]
·+
∑
l∈Zd,||l||∈H(k,rn]
·+
∑
l∈Zd,||l||∈H(rn,max Λn]
·
 = A21 +A22 +A23
where max Λn = {max(d(s, t)) : s, t ∈ Λn} and Πdi=1(n− |li|) counts a number of cubes with lag l in Λn.
From the regularly varying assumption, lim
k→∞
lim sup
n→∞
A21 =
∑
l 6=0∈Zd
τCC(l) since
lim sup
n→∞
A21 =
∑
l∈Zd,||l||∈H(0,k]
lim sup
n→∞
(
τCC,m(C)− pm(C)pm(C)
mn
)
=
∑
l∈Zd,||l||∈H(0,k]
τCC(l).
Thus, it is sufficient to show
lim
k→∞
lim sup
n→∞
(|A22|+ |A23|) = 0
to achieve (5.7). Recall that C is bounded away from the origin. Notice that
A22 ≤ const mn
∑
l∈Zd,||l||∈H(k,rn]
[
P (|Xl| > εam, |X0| > εam) +
(
pm(C)
mn
)2]
,
A23 ≤ const mn
∑
l∈Zd,||l||∈H(rn,∞)
α1,1(||l||),
so (5.7) holds assuming (5.2), (5.3) and rdn/mn → 0.
Now, we prove √
nd
mn
(Pˆm(C)− pm(C)) =
√
mn
nd
∑
s∈Λn
I¯s
d−→ N(0, σ2X(C)) (5.9)
where I¯t = I
(
Xt
am
∈ C
)
− P
(
X
am
∈ C
)
. First, infer from (5.8) that
mn
nd
∑
s,t∈Λn
|cov(I¯s, I¯t)| <∞. (5.10)
As the next step, define
Sα,n =
∑
β∈Λn,d(α,β)≤mn
√
mn
nd
I¯β , vn =
∑
α∈Λn
E(
√
mn
nd
I¯αSα,n), S¯n = v
−1/2
n Sn, and S¯α,n = v
−1/2
n Sα,n.
From the definition, vn ∼ var(Sn)→ σ2(C).
Now, use Stein’s lemma to show (5.9) as in Bolthausen (1982) by checking limn→∞E((iλ− S¯n)eiλS¯n) = 0
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for all λ ∈ R. Write
(iλ− S¯n)eiλS¯n = iλeiλS¯n(1− v−1n
∑
α∈Λn
√
mn
nd
I¯αSα,n)− v−1/2n eiλS¯n
∑
α∈Λn
√
mn
nd
I¯α[1− e−iλS¯α,n − iλS¯α,n]
−v−1/2n
∑
α∈Λn
√
mn
nd
I¯αe
−iλ(S¯n−S¯α,n)
= B1 +B2 +B3.
We will show E|B1|2 → 0. From Proposition 5.1, when d(α, α′) ≥ 3mn,
|cov(I¯αI¯β , I¯α′ I¯β′)| ≤ 4 α2,2(d(α, α′)− 2mn).
When d(α, α′) < 3mn, let j = min{d(α, α′), d(α, β′), d(β, α′), d(β, β′)}. Then
|cov(I¯αI¯β , I¯α′ I¯β′)| ≤ 4 αp,q(j)
for 2 ≤ p+ q ≤ 4. Given m2+2dn = o(nd), we have E|B1|2 → 0 since
E|B1|2
= λ2v−2n
∑
α,α′,β,β′,d(α,β)≤mn,d(α′,β′)≤mn
m2n
n2d
cov(I¯αI¯β , I¯α′ I¯β′)
≤ λ
2
v2n
m2n
n2d
 ∑
α∈Λn
∑
α′∈Λn∩{d(α,α′)>3mn}
∑
β,β′
∣∣cov(I¯αI¯β , I¯α′ I¯β′)∣∣+ ∑
α∈Λn
∑
α′∈Λn∩{d(α,α′)≤3mn}
∑
β,β′
∣∣cov(I¯αI¯β , I¯α′ I¯β′)∣∣

≤ λ
2
v2n
m2n
n2d
4
 ∑
α∈Λn
∑
α′∈Λn∩{d(α,α′)>3mn}
∑
β,β′
α2,2(d(α, α
′)− 2mn) +
∑
α∈Λn
∑
α′∈Λn∩{d(α,α′)≤3mn}
∑
β,β′
αp,q(j)

≤ constλ
2m2n
v2nn
2d
ndm2dn
 ∑
l∈Zd,||l||∈H(3mn,∞)
α2,2(||l|| − 2mn) +
∑
l∈Zd,||l||∈H[0,3mn]
αp,q(||l||)
 (5.11)
= O(m2+2dn /n
d).
Notice that in (5.11), ndm2dn is from summing over α (giving n
d), β (giving O(mdn)), and β
′ (giving O(mdn))
for the first summation. Similarly, for the second summation, ndm2dn is from summing over α, β and α
′ or β′
depending on the location of points. The last equation is from (5.4).
Now we show E|B2| → 0 provided m2+2dn = o(nd). Recall that |eix − 1− ix| ≤ 12x2. Then
E|B2| ≤ cv−1/2n nd
√
mn
nd
ES¯2α,n
= cv−1/2n
√
mn
nd
mn
∑
β,β′,d(0,β)≤mn,d(0,β′)≤mn
E(I¯β I¯β′)
≤ c
√
mn
nd
md+1n
∑
l∈Λn
E(I¯0I¯l)
= O
√m1+2dn
nd

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where mn
∑
l∈Λn E(I¯0I¯l) <∞ is inferred from (5.10).
Lastly, the condition (5.5) implies |EB3| → 0 since
|EB3| ≤ cv−1/2n nd
√
mn
nd
α1,nd(mn) = cn
d/2m1/2n α1,nd(mn).
Thus, Stein’s lemma is satisfied, which completes the proof.
Remark 4. Pˆm(C) is a consistent estimator of µ(C). If µ(C) = 0, var (Pˆm(C)) = o(mn/n
d).
Remark 5. The conditions (2.1) - (2.4) are derived from (5.2) - (5.5) by replacing univariate process (Xt)
by vectorized process (Yt). In order to see (2.1) is derived from (5.2), for example, consider Euclidean norm
for (Yt) process. Then, the vectorized analog of (5.2) is
lim
k→∞
lim sup
n→∞
mn
∑
l∈Zd,||l||∈H(k,rn]
P (||Y0|| > am, ||Yl|| > am) = 0,
which holds under (2.1) by triangular inequality, i.e.,
P (||Y0|| > am, ||Yl|| > am) ≤ P (
∑
s∈D0
|Xs| > am,
∑
s′∈Dl
|Xs′ | > am) ≤ P
(
max
s∈D0
|Xs| > am|D0| , maxs′∈Dl |Xs
′ | > am|Dl|
)
.
The rest of the derivations are straightforward.
Proof of Theorem 2.1. Apply the Crame´r-Wold device to Theorem 5.2 to achieve the multivariate central
limit theorem, then use δ-method to obtain the central limit theorem for the ESE. To specify the limiting
variance Σ, redefine
µ(A) = lim
x→∞P
(
Xt
‖Yt‖ ∈ A
∣∣∣‖Yt‖ > x) .
Then, Σ = µ(A)−4FΠF t where
Πi,i = µSi(D0) +
∑
l 6=0∈Zd
τSi×Si(D0 ×Dl)
Πi,j = µSi∩Sj (D0) +
∑
l 6=0∈Zd
τSi×Sj (D0 ×Dl)
F =

µ(S(#H)+1) 0 0 ... 0 −µS1(D0)
0 µ(S(#H)+1) 0 ... 0 −µS2(D0)
. . . ... . .
. . . ... . .
0 0 0 ... µ(S(#H)+1) −µS(#H)(D0)

where the sets Si are chosen such that {Yt ∈ Si} = {Xt ∈ A,Xs ∈ B : d(t, s) = hi} for hi ∈ H and
i = 1, ..., (#H) and {Yt ∈ S(#H)+1} = {Xt ∈ A}. For more details, see Davis and Mikosch (2009).
5.2 Appendix B: Proof of Theorem 2.3
Theorem 2.3 is derived from Proposition 5.4 - 5.6. Before proceeding to Proposition 5.4, we present the
following result regarding LUNC.
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Proposition 5.3. Consider a strictly stationary regularly varying random field {Xs, s ∈ Rd} with index
α > 0 satisfying LUNC. For a positive integer k and λn → 0,
nP
(
X0
an
∈ A0, Xs1+λn
an
∈ A1, · · · , Xsk+λn
an
∈ Ak
)
→ τA0,A1,··· ,Ak(s1, · · · , sk)
provided A0 ×A1 × · · · ×Ak is a continuity set of the limit measure
τA0,A1,··· ,Ak(s1, · · · , sk) = limn→∞nP (X0/an ∈ A0, Xs1/an ∈ A1, · · · , Xsk/an ∈ Ak) .
Proof. Let f be a continuous function with compact support on R¯k+1 \ {0}. Since f has compact sup-
port, it is uniformly continuous and hence for every  > 0 there exists δ such that |f(x1, x2, · · · , xk+1) −
f(y1, y2, · · · , yk+1)| <  whenever |(x1, x2, · · · , xk+1)− (y1, y2, · · · , yk+1)| < δ.
Let X˜n = (X0, Xs1+λn , · · · , Xsk+λn) and X˜ = (X0, Xs1 , · · · , Xsk). Notice that
nE
∣∣∣∣∣f
(
X˜n
an
)
− f
(
X˜
an
)∣∣∣∣∣ = nE| · |I{ |X˜n−X˜|an >δ} + nE| · |I{ |X˜n−X˜|an ≤δ} = A1 +A2.
Let M = max f
(
X
an
)
. By (2.17), there exists  > 0 such that
lim sup
n
A1 ≤ lim sup
n
2Mn
[
P
(
|Xs1+λn −Xs1 | >
δan
k
)
+ · · ·+ P
(
|Xsk+λn −Xsk | >
δan
k
)]
< 2M
since |Xλn − X0| ≤ sup|s|<δ′ |Xs − X0| as n → ∞ for |λn| < δ′. For A2, since the support of f ∈ {|X˜| >
C} ⊂ {|X0| > Ck+1} ∪ · · · ∪ {|Xsk | > Ck+1}
lim sup
n
A2 ≤ lim sup
n
n
[
P
(
|X˜n|
an
> C
)
+ P
(
|X˜|
an
> C
)]
= lim sup
n
 n 2(k + 1) P (|X0| > anC/(k + 1))
=  2(k + 1)τBB(0), where B = {x : x > C/(k + 1)}.
Take  small by choosing appropriate δ and δ′, then for a positive integer k and λn → 0,
nEf
(
X0, Xs1+λn , · · · , Xsk+λn
an
)
→
∫
f(u1, u2, · · · , uk)µ(du1, du2, · · · , duk)
for any continuous function with compact support f . Using Portmanteau theorem for vague convergence,
we complete the proof. See Theorem 3.2 in Resnick (2006).
We discuss asymptotics of the denominator and the numerator of the ESE in turn.
Proposition 5.4. Under the setting of Theorem 2.3 and condition (M2),
E(pˆm(A)) = pm(A)→ µ(A) and |Sn|
mn
var(pˆm(A))→ µ(A)
ν
+
∫
R2
τAA(y)dy.
Hence, pˆm(A)
p−→ µ(A).
Proof. By the regularly varying property, E(pˆm(A)) = pm(A)→ µ(A).
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For var(pˆm(A)), recall that N
(2)(ds1, ds2) = N(ds1)N(ds2)I(s1 6= s2) and observe that
E(pˆm(A)
2)
=
(
mn
ν|Sn|
)2
E
[∫
Sn
I
(
Xs1
am
∈ A
)
N(ds1) +
∫
Sn
∫
Sn
I
(
Xs1
am
∈ A, Xs2
am
∈ A
)
N (2)(ds1, ds2)
]
=
(
mn
ν|Sn|
)2 [∫
Sn
pm(A)
mn
νds1 +
∫
Sn
∫
Sn
[
P
(
Xs1
am
∈ A, Xs2
am
∈ A
)
− pm(A)
2
m2n
]
ν2ds1ds2
]
+ E(pˆm(A))
2
=
(
mn
|Sn|
)[
E(pˆm(A))
ν
+
∫
Sn−Sn
mn
[
τAA,m(y)
mn
− pm(A)
2
m2n
] |Sn ∩ (Sn − y)|
|Sn| dy
]
+ E(pˆm(A))
2
where the change of variables s2 − s1 = y is used in the last line. Using the above, we show
|Sn|
mn
var(pˆm(A)) =
E(pˆm(A))
ν
+
∫
Sn−Sn
mn
[
τAA,m(y)
mn
− pm(A)
2
m2n
] |Sn ∩ (Sn − y)|
|Sn| dy
→ µ(A)
ν
+
∫
R2
τAA(y)dy. (5.12)
To see (5.12), notice that for a fixed k > 0∫
Sn−Sn
mn
[
τAA,m(y)
mn
− pm(A)
2
m2n
] |Sn ∩ (Sn − y)|
|Sn| dy =
∫
B[0,k)
[·]dy +
∫
B[k,rn]
[·]dy +
∫
(Sn−Sn)\B[0,rn]
[·]dy
= A1 +A2 +A3.
For each fixed k > 0, lim
n→∞A1 =
∫
B[0,k)
τAA(y)dy. Now, we show
lim
k→∞
lim sup
n→∞
(|A2 +A3|) = 0.
Recall that A is bounded away from the origin. Using (2.11) and r2n = o(mn),
|A2| ≤
∫
B[k,rn]
mnP (|Xy| > am, |X0| > am)dy + const r2n
pm(A)
2
mn
→ 0
From (2.12), lim
n
|A3| ≤ lim
n
∫
R2\B[0,rn)
mnα1,1(y)dy = 0. This completes the proof.
Proposition 5.5. Assume that a stationary regularly varying random field satisfies LUNC. Further, assume
the conditions of Proposition 5.4, and (2.15) in (M3). Then
(i) EτˆAB,m(h)→ τAB(h),
(ii)
|Sn|λ2n
mn
cov (τˆAB,m(h1), τˆAB,m(h2))→
∫
R2 w(y)
2dy
ν2
[
τAB(h1) I{h1=h2} + τA∩BA∩B(h1) I{h1=−h2}
]
, and
(iii)
|Sn|λ2n
mn
var (τˆAB,m(h))→ 1
ν2
(∫
R2
w(y)2dy
)
τAB(h).
Proof. (i) From (2.10) and stationarity of {Xs, s ∈ R2}
EτˆAB,m(h) =
mn
ν2
1
|Sn|
∫
Sn
∫
Sn
wn(h+ s1 − s2) P
(
X0
am
∈ A, Xs2−s1
am
∈ B
)
ν2ds1ds2
21
which after making the transformation h+s1−s2λn = y and s2 = u becomes
1
|Sn|
∫
Sn−Sn+h
λn
∫
Sn∩(Sn−λny+h)
w(y) τAB,m(h− yλn)dudy
=
∫
Sn−Sn+h
λn
w(y) τAB,m(h− yλn) |Sn ∩ (Sn − λny + h)||Sn| dy
→ τAB(h).
The limit in the last line follows from LUNC and the dominated convergence theorem since
τAB,m(h− yλn) |Sn ∩ (Sn − λny + h)||Sn| ≤ pm(A) and
∫
R2
w(y) pm(A)dy <∞.
(ii) For fixed sets A and B let τ∗m(s1, s2, s3, s4) = mnP
(
Xs1
am
∈ A, Xs2am ∈ B,
Xs3
am
∈ A, Xs4am ∈ B
)
. Then,
|Sn|λ2n
mn
E (τˆAB,m(h1)τˆAB,m(h2)) (5.13)
=
mnλ
2
n
ν4|Sn|
∫∫∫∫
S4n
wn(h1 + s1 − s2)wn(h2 + s3 − s4) τ
∗
m(s1, s2, s3, s4)
mn
E[N (2)(ds1, ds2)N
(2)(ds3, ds4)]
where N (2)(ds1, ds2) = N(ds1)N(ds2)I(s1 6= s2) and
E[N (2)(ds1, ds2)N
(2)(ds3, ds4)] = ν
4ds1ds2ds3ds4 + ν
3ds1ds2εs1(ds3)ds4 + ν
3ds1ds2εs2(ds3)ds4
+ν3ds1ds2ds3εs1(ds4) + ν
3ds1ds2ds3εs2(ds4) + ν
2ds1ds2εs1(ds3)εs2(ds4) + ν
2ds1ds2εs1(ds4)εs2(ds3)
(5.14)
(see Karr (1986)). Now, let Ii for i = 1, ..., 7, be the integral in (5.13) corresponding to these seven scenarios
of (5.14). The only cases that contribute to a non-zero limit are I1, I6, and I7. For example, if h1 = h2,
I6 =
mnλ
2
n
ν4|Sn|
∫∫∫∫
S4n
wn(h1 + s1 − s2)wn(h2 + s3 − s4) τ
∗
m(s1, s2, s3, s4)
mn
ν2ds1ds2εs1(ds3)εs2(ds4)
=
λ2n
ν2|Sn|
∫∫
S2n
wn(h1 + s1 − s2)wn(h1 + s1 − s2)τAB,m(s2 − s1)ds1ds2 (5.15)
=
λ2n
ν2
∫
Sn−Sn+h1
λn
1
λ2n
w(y)2τAB,m(h1 − λny) |Sn ∩ (Sn + h1 − λny)||Sn| dy
→ 1
ν2
(∫
R2
w(y)2dy
)
τAB(h1)
by taking y = h1+s1−s2λn and u = s2 in the last equation. The convergence is from the dominated convergence
theorem. On the other hand, if h1 6= h2,
I6 =
λ2n
ν2
∫
Sn−Sn+h1
λn
1
λ2n
w(y)w
(
y +
h2 − h1
λn
)
τAB,m(h1 − λny) |Sn ∩ (Sn + h1 − λny)||Sn| dy → 0.
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Similarly,
I7 → 1
ν2
(∫
R2
w(y)2dy
)
τA∩BA∩B(h1). (5.16)
Turning to I1, we claim ∣∣∣∣I1 − |Sn|λ2nmn E (τˆAB,m(h1))E (τˆAB,m(h2))
∣∣∣∣→ 0. (5.17)
To see this, observe that the left-hand side in (5.17) is bounded by
mnλ
2
n
ν4|Sn|
∫∫∫∫
S4n
wn(h1 + s1 − s2)wn(h2 + s3 − s4)
∣∣∣∣τ∗m(0, s2 − s1, s3 − s1, s4 − s1)mn − τAB,m(s2 − s1)mn τAB,m(s4 − s3)mn
∣∣∣∣ ν4ds1ds2ds3ds4
≤ λ2nmn
∫∫∫
(Sn−Sn)3
wn(h1 − v1)wn(h2 − (v3 − v2))
∣∣∣∣τ∗m(0, v1, v2, v3)mn − τAB,m(v1)mn τAB,m(v3 − v2)mn
∣∣∣∣ dv1dv2dv3
where the change of variables v1 = s2− s1, v2 = s3− s1, v3 = s4− s1 are used. By taking u = v2, y1 = h1−v1λn
and y2 =
h2−(v3−v2)
λn
, the right-hand side of the inequality is equivalent to
λ2nmn
∫
(Sn−Sn)−(Sn−Sn)+h2
λn
∫
Sn−Sn+h1
λn
∫
Sn−Sn
w(y1)w(y2)∣∣∣∣τ∗m(0, h1 − y1λn, u, u+ h2 − y2λn)mn − τAB,m(h1 − y1λn)mn τAB,m(h2 − y2λn)mn
∣∣∣∣ dudy1dy2
= λ2nmn O
(∫
R2
α2,2(||y||)dy
)
(5.18)
To see (5.18), observe that min d({0, h1 − y1λn}{u, u + h2 − y2λn}) ≤ ||u|| + ||u − h1 + y1λn|| + ||u + h2 −
y2λn||+ ||u+ h2 − y2λn − h1 + y1λn||. Thus, the integral in (5.18) is bounded by∫
R2
α2,2(||u||)du
(∫
R2
w(y1)dy1
)2
+
∫
Sn−Sn+h1
λn
∫
Sn−Sn
w(y1)α2,2(||u− h1 + y1λn||)dudy1
∫
R2
w(y2)dy2
+
∫
Sn−Sn+h2
λn
∫
Sn−Sn
w(y2)α2,2(||u− h2 + y2λn||)dudy2
∫
R2
w(y1)dy1
+
∫
Sn−Sn+h2
λn
∫
Sn−Sn+h1
λn
∫
Sn−Sn
w(y1)w(y2)α2,2(||u+ h2 − h1 − y2λn + y1λn||)dudy1dy2
= A1 +A2 +A3 +A4.
Notice that A1 =
∫
R2 α2,2(||u||)du. Take x = u− h1 + y1λn, then
A2 ≤
∫
Sn−Sn+h1
λn
∫
R2
w(y1)α2,2(||x||)dxdy1 ≤
∫
R2
α2,2(||x||)dx
∫
R2
w(y1)dy1 =
∫
R2
α2,2(||x||)dx.
Similarly A3 ≤
∫
R2
α2,2(||x||)dx can be shown. Using the similar change of variable technique,
A4 ≤
∫
Sn−Sn+h2
λn
∫
Sn−Sn+h1
λn
∫
Sn−Sn+h2−h1−y2λn+y1λn
w(y1)w(y2)α2,2(||x||)dxdy1dy2 ≤
∫
R2
α2,2(||x||)dx
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Hence, (5.18) is verified, and (5.17) is proved.
Lastly, using the same argument in Lemma A.4. in Li et al. (2008), we have
Ij → 0, if j = 2, 3, 4, 5.
Combining the result (5.15)-(5.17), (ii) is proved, which completes the proof.
Next, we establish the asymptotic normality for τˆAB,m(h).
Proposition 5.6. Assume that the conditions of Proposition 5.5 and (M3) hold. Then√
|Sn|λ2n
mn
(τˆAB,m(h)− EτˆAB,m(h))→ N(0, σ2),
where σ2 = 1ν2
(∫
R2 w(y)
2dy
)
τAB(h). Furthermore, if EτˆAB,m(h)− τAB(h) = o
(√
|Sn|λ2n
mn
)
,
√
|Sn|λ2n
mn
(τˆAB,m(h)− τAB(h))→ N(0, σ2).
Proof. We follow Li et al. (2008) with focusing our attention to R2 and using a classical blocking technique.
Let Din be non-overlapping cubes that divide Sn for i = 1, ..., kn, where kn = |Sn|/|Din|. Within each Din,
Bin is an inner cube sharing the same center and d(∂D
i
n, B
i
n) ≥ nη. Let |Din| = n2α and |Bin| = (nα − nη)2
where 6/(2 + ) < η < α < 1 for some  > 2+4αη . Let k
′
n be the additional number of cubes to cover Sn.
From Lemma A.3. in Li et al. (2008),
kn = O(n
2(1−α)) and k′n = O(n
1−α). (5.19)
Now define
An =
√
mnλ2n
|Sn|
1
ν2
∫∫
Sn×Sn
wn(h+ s1 − s2) I
(
Xs1
am
∈ A
)
I
(
Xs2
am
∈ B
)
N (2)(ds1, ds2),
ani =
√
mnλ2n
|Sn|
1
ν2
∫∫
Bin×Bin
wn(h+ s1 − s2) I
(
Xs1
am
∈ A
)
I
(
Xs2
am
∈ B
)
N (2)(ds1, ds2),
=
1√
kn
√
mnλ2n
|Din|
1
ν2
∫∫
Bin×Bin
wn(h+ s1 − s2) I
(
Xs1
am
∈ A
)
I
(
Xs2
am
∈ B
)
N (2)(ds1, ds2),
A˜n = An − EAn, a˜ni = ani − Eani, an =
kn∑
i=1
ani, a˜n =
kn∑
i=1
a˜ni, a˜
′
n =
kn∑
i=1
a˜′ni,
where a˜′ni denotes an independent copy of a˜ni.
Step 1. Show var(A˜n − a˜n)→ 0.
We will prove Step 1 by showing:
i) var(A˜n)→ 1ν2
(∫
R2 w(y)
2dy
)
τAB(h),
ii) cov(A˜n, a˜n)→ 1ν2
(∫
R2 w(y)
2dy
)
τAB(h), and
iii) var(a˜n)→ 1ν2
(∫
R2 w(y)
2dy
)
τAB(h).
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i) This follows from Proposition 5.5 (iii).
ii) Recall τ∗m(s1, s2, s3, s4) defined in Proposition 5.5 (ii). Then
E (Anan)
=
λ2n
ν4|Sn|
kn∑
i=1
∫∫∫∫
Sn×Sn×Bin×Bin
wn(h+ s1 − s2) wn(h+ s3 − s4)τ∗m(s1, s2, s3, s4)E[N (2)(ds1, ds2)N (2)(ds3, ds4)]
=
λ2n
ν4|Sn|
kn∑
i=1
 ∫∫∫∫
Sn\Bin×Sn\Bin×Bin×Bin
·+
∫∫∫∫
Sn\Bin×Bin×Bin×Bin
·+
∫∫∫∫
Bin×Sn\Bin×Bin×Bin
·+
∫∫∫∫
(Bin)
4
·

= D1 +D2 +D3 +D4
=
4∑
i=1
7∑
j=1
Dji
where Dji be the integral in Di corresponding to the seven cases of E[N
(2)(ds1, ds2)N
(2)(ds3, ds4)] as in
(5.14) for i = 1, ..., 4 and j = 1, ..., 7. As shown in the proof of Proposition 5.5 (ii), non-zero contributions
only arise when j = 1, 6, and 7. By the similar arguments in (5.17),
|∑4i=1D1i − E(An)E(an)| → 0.
Since j = 6 and 7 only occur when s1, s2, s3, s4 ∈ Bin, we only consider D64 +D74 which equals to
λ2n
ν4|Sn|
kn∑
i=1
∫∫
Bin×Bin
[
wn(h+ s1 − s2)2 + wn(h+ s1 − s2)wn(h+ s2 − s1)
]
τAB,m(s2 − s1)ν2ds1ds2
=
mnλ
2
n
ν2|D1n|
∫∫
B1n×B1n
[
wn(h+ s1 − s2)2 + wn(h+ s1 − s2)wn(h+ s2 − s1)
]
τAB,m(s2 − s1)ds1ds2
→ 1
v2
∫
R2
w(y)2dy τAB(h).
The convergence is derived from arguments in (5.15) and (5.17). Thus, we conclude
cov(A˜n, a˜n) =
 4∑
i=1
7∑
j=1
Dji
− E(An)E(an) = D64 +D74 + o(1)→ 1ν2
(∫
R2
w(y)2dy
)
τAB(h).
iii) Let var(a˜n) =
∑kn
i=1 var(a˜ni) +
∑
1≤i 6=j≤kn cov(a˜ni, a˜nj). Note from Proposition 5.5 (iii) that
kn∑
i=1
var(a˜ni) = knvar(an1)→ 1
ν2
(∫
R2
w(y)2dy
)
τAB(h).
Also note that since a˜ni and a˜nj are integrals over disjoint sets for i 6= j and Xs is independent of N ,
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E[a˜ni|N ] and E[a˜nj |N ] are independent. Thus,∑
1≤i6=j≤kn
|cov(a˜ni, a˜nj)| =
∑
1≤i 6=j≤kn
|E{cov(a˜ni, a˜nj |N)}+ cov{E(a˜ni|N), E(a˜nj |N)}|
=
∑
1≤i 6=j≤kn
|E{cov(a˜ni, a˜nj |N)}|.
Notice from Proposition 5.1 and |ani| ≤
√
mnλ2n
|Sn| |Bin| that
E{cov(a˜ni, a˜nj |N)} ≤ const mnλ
2
n
|Sn| |B
i
n||Bjn| |E(αM,M (nη)|N)| ≤ const
mnλ
2
n
|Sn| |B
1
n|2 E(M2)n−η
where M = max{N(Bin), N(Bjn)} and the last inequality is from (2.16). Since kn = |Sn|/|D1n| where
|Sn| = n2, |D1n| = n2α, |B1n| = O(n2α),
∑
1≤i 6=j≤kn
|cov(a˜ni, a˜nj)| ≤ const k2n
mnλ
2
n
|Sn| |B
1
n|2 |B1n|2n−η = O
(
mnλ
2
nn
2+4α−η)
which converges to 0 as mnλ
2
n → 0 and  > 2+4αη .
Step 2. Show |φn(x)−φ′n(x)| → 0 where φn(x) and φ′n(x) are the characteristic functions of a˜n and a˜′n.
Analogously to the idea presented in (6.2) in Davis and Mikosch (2009),
|φn(x)− φ′n(x)| =
∣∣∣∣∣∣
kn∑
l=1
E
l−1∏
j=1
e
ix
a˜nj√
kn
(
e
ix
a˜nl√
kn − eix
a˜′nl√
kn
)
kn∏
j=l+1
e
ix
a˜′nj√
kn
∣∣∣∣∣∣ ≤
kn∑
l=1
∣∣∣∣∣∣cov
l−1∏
j=1
e
ix
a˜nj√
kn , e
ix
a˜nl√
kn
∣∣∣∣∣∣
Using the same technique in Step 1 iii),∣∣∣∣cov(∏l−1j=1 eix a˜nj√kn , eix a˜nl√kn)∣∣∣∣ ≤ const E (αM,M (nη)) ≤ const E (M2)n−η ≤ const l2|n2α|2n−η
where M = N(∪lj=1Bjn). The second and the last inequality is from (2.16) and |B1n| = O(n2α) respectively.
Hence, from kn = n
2−2α, we have
|φn(x)− φ′n(x)| ≤ const
kn∑
l=1
l2|n2α|2n−η ≤ O(n6−2α−η)
which converges to 0 from 6/(2 + ) < η < α < 1.
Step 3. Show the central limit theorem holds for a˜′n.
Let Ini =
∫
Bin
∫
Bin
wn(h+ s1 − s2) I
(
Xs1
am
∈ A
)
I
(
Xs2
am
∈ B
)
N (2)(ds1, ds2). By (2.14), we have
E|
√
kna˜
′
ni|2+δ = E
∣∣∣∣∣
√
mnλ2n
|Din|
1
ν2
[Ini − E(Ini)]
∣∣∣∣∣
2+δ
= E
∣∣∣∣∣
√
|Bin|2λ2n
|Din|mn
[
τˆAB,m(h : B
i
n)− E(τˆAB,m(h : Bin))
]∣∣∣∣∣
2+δ
< Cδ
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As (a˜′ni) is triangular array of independent random variables with var(
∑kn
i=1 a˜
′
ni) = σ
2
n → σ2, and∑kn
i=1E|a˜′ni|2+δ
(σn)2+δ
≤ knk
−(1+δ/2)
n Cδ
(σn)2+δ
→ 0,
Lyapunov’s condition is satisfied and hence the central limit theorem holds.
Proof of Theorem 2.3. Proposition 5.4 implies pˆm(A)
p−→ µ(A). By Slutsky’s theorem and Proposition 5.6,√
|Sn|λ2n
mn
(
τˆAB,m(h)
pˆm(A)
− τAB,m(h)
pˆm(A)
)
=
√
|Sn|λ2n
mn
(
ρˆAB,m(h)− τAB,m(h)
pˆm(A)
)
→ N(0, σ2/µ(A)2).
Recall from Proposition 5.4 that var(pˆm(A)) = O (mn/|Sn|). Then√
|Sn|λ2n
mn
(
ρˆAB,m(h)− τAB,m(h)
pˆm(A)
)
=
√
|Sn|λ2n
mn
(ρˆAB,m(h)− ρAB,m(h)) + op(1).
Thus, the central limit theorem for
√
|Sn|λ2n
mn
(ρˆAB,m(h)− ρAB,m(h)) is proved. The joint normality (2.18) is
established using the Crame´r-Wold device.
5.3 Appendix C: Example 3.4
First, we show that Xs satisfies LUNC in (2.17). Notice that the process has continuous sample paths a.s.
since the Gaussian process {Ws − δ(s), s ∈ R2} in (3.9) has continuous sample paths. Notice from Lindgren
(2012), Section 2.2, that a Gaussian process with a continuous correlation function satisfying (3.13) has
continuous sample paths.
From (3.9), let Xs = U
1
s ∨ U2s , where U1s = Γ−11 Y 1s and U2s = supj≥2 Γ−1j Y js . Then
nP
(
sup
||s||<δ′
|Xs −X0|
an
> δ
)
= nP
(
sup
||s||<δ′
|U1s ∨ U2s − U10 ∨ U20 | > anδ
)
≤ nP
(
sup
||s||<δ′
|U1s − U10 | >
anδ
2
)
+ nP
(
sup
||s||<δ′
|U2s − U20 | >
anδ
2
)
= A1 +A2.
Since E| sup||s||<δ′ |Y (s)|| <∞ (see Proposition 13 in Kabluchko et al. (2009)), we can apply the dominated
convergence theorem to obtain
A1 = nP
(
Γ1 <
2 sup||s||<δ′ |Y 1s − Y 10 |
δan
)
= n
∫ (
1− e−z/δan
)
g(Z)dZ → 2E(sup||s||<δ′ |Ys − Y0|)
δ
→ 0,
where Z = 2 sup||s||<δ′ |Ys − Y0|.
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To show A2 → 0, we follow the arguments in Davis and Mikosch (2008).
A2 = nP
 sup
||s||<δ′
∞∨
j≥2
Γ−1j |Y js − Y js | >
anδ
2
 ≤ n ∞∑
j=2
P
(
2 sup
||s||<δ′
|Ys| > Γjδan/2
)
= n
∫  ∞∑
j≥2
P (4y > Γjδan)
P ( sup
||s||<δ′
|Ys| ∈ dy
)
= n
∫ ∞
0
(
4y
δan
−
(
1− e− 4yδan
))
P
(
sup
||s||<δ′
|Ys| ∈ dy
)
The last line is from ET [0, 4yδan ] =
∑∞
j=1 P
(
Γj <
4y
δan
)
= 4yδan , where T =
∑∞
j=1 Γj is a homogeneous point
process. The dominated convergence theorem applies as fn(y) = n
(
4y
δan
− (1− e− 4yδan )
)
≤ cy for some c > 0,
all y > 0 and fn(y)→ 0 as n→ 0, and Esup||s||<δ′ |Ys| <∞ from Kabluchko et al. (2009).
Now we check conditions (2.11)-(2.16). Recall from (3.12) that αc,c(h) ≤ const 1√||h||α e
−θ||h||α/2 holds
for the process. For convenience in the calculations that follow, set g(h) = 1√||h||α e
−θ||h||α/2. We will find
the sufficient conditions for (2.11)-(2.16). For (2.11),∫
R2
g(y)dy <∞ (5.20)
is sufficient. To see this, infer from (3.11) that
mnP (Xy > am, X0 > am) = mn
[
1− 2e−1/am + e−2Φ(
√
δ(h))/am
]
=
2mn
am
Φ¯(
√
δ(h)) +O
(
mn
a2m
)
.
Thus
mn
∫
B[k,rn]
P (Xy > am, X0 > am)dy =
∫
B[k,rn]
2mn
am
Φ¯(
√
δ(y))dy +O
(
r2n
mn
)
≤ const
∫
B[k,∞]
g(y)dy + o(1),
where the last inequality is from (3.12).
From (3.12), the condition (2.12) is satisfied if∫
R2\B[0,rn)
mng(y)dy → 0. (5.21)
Similarly, using (3.12), the second condition in (2.15) is implied if (5.20) holds. The condition (2.16) is
checked immediately from (3.1) since
sup
l
αl,l(||h||)
l2
≤ const 1√||h||α e−θ||h||α/2 = O(||h||−).
We check the condition (2.14) with δ = 1 is satisfied if (3.14) assumed, but we skip this as it is tedious.
Hence, it suffices to find conditions under which (5.20) and (5.21) hold.
Remark 6. If the process is regularly varying in the space of continuous functions in every compact set, then
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LUNC is satisfied. See Hult and Lindskog (2006), Theorem 4.4.
Proposition 5.7. For Example 3.4, the conditions (5.20) - (5.21) hold if logmn = o(r
a
n).
Proof. Using change of variables to polar coordinates and ra/8 = t, (5.20) is checked. For a ∈ (0, 2]∫
R2
g(y)dy = const
∫ ∞
0
t
2
a− 32 e−tdt <∞.
For (5.21), notice that for sufficiently large n, mng(rn) ≤ mne−θrαn/2 = o(1) provided logmn = o(ran). This
completes the proof.
Finally, we find the condition under which (2.19) holds.
Proposition 5.8. For the Brown-Resnick process, (2.19) holds if
|Sn|λ2n
m3n
→ 0.
Proof. From (3.11),
|ρAB,m(h)− ρAB(h)| = 1 + o(1)
µ(h)
|τAB,m(h)µ(h)− τAB(h)pm(h)| = 1 + o(1)
µ(h)
O(mn/a
2
m) = O(1/mn).
Therefore, (2.19) holds if
|Sn|λ2n
m3n
→ 0.
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