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Naslov: Interaktivni stenski plakat
Avtor: Kim Ana Badovinac
V okviru diplomske naloge je bil zasnovan in prototipno postavljen sistem
za obogatitev informacijskih površin (npr. plakatov) z interaktivno vsebino.
Sistem je sestavljen iz kamere in projektorja. Kamero uporablja za zazna-
vanje vnaprej podane predloge v realnem svetu. Sistem določi njeno lego v
prostoru, nato pa aplikacija omogoča, da se preko enostavnega interaktiv-
nega upravljanja prožijo določene akcije. V okviru trenutne implementacije
smo se osredotočili na predvajanje video vsebin ob zakrivanju določenih delov
predloge. V nalogi predstavimo ustrezno metodologijo na področju registra-
cije predloge in zaznavanja sprememb v sliki, opǐsemo razviti prototip ter
ga kvantitativno ovrednotimo. Rezultati naloge so obetavni, predstavljeni
prototip pa odpira več možnih smeri za nadaljnji razvoj.
Ključne besede: računalnǐski vid, točke, SIFT, RANSAC, homografija.

Abstract
Title: Interactive wall poster
Author: Kim Ana Badovinac
As part of the thesis, a system for enriching information surfaces (e.g. posters)
with interactive content was designed and prototyped. The system consists
of a camera and a projector. It uses a camera to detect pre-set templated
in the real world. The system determines its position in space, and then the
application allows certain actions to be triggered through simple interactive
management. As part of the current implementation, we have focused on
playing video content while concealing certain parts of the template. In this
paper, we present the relevant methodology in the field of image registration
and detection of image changes, describe the developed prototype and quan-
titatively evaluate it. The results of the task are promising, and the presented
prototype opens several possible directions for further development.




Plakati se pogosto uporabljajo kot predstavitveni medij na sejmih in konfe-
rencah za različne namene. Lahko vsebujejo besedilo, slike, tabele, grafe in
druge elemente. Poznamo tudi ostale predstavitvene površine, kot so posta-
vljene table ali oglasne deske, površine v galeriji in druge. Uporaba oboga-
tene resničnosti bi opcijsko dopolnila obstoječo vsebino na takšnih površinah
z dodatnimi informacijami.
Obogatena resničnost (angl. augmented reality, v nadaljevanju okraǰsano
kot AR) je tehnologija, ki doda plast novih digitalnih informacij čez obstoječe
resnične prizore v fizičnem svetu in omogoča interakcijo z njimi. Eden izmed
načinov za doseganje izkušnje AR je uporaba kamere za zbiranje informacij
o uporabnǐskih interakcijah in projektorja za dodajanje digitalnih informacij
na površino.
Naš cilj v okviru te naloge je izdelati sistem, ki opcijsko obogati različne
statične površine, ki že imajo neko obstoječo vsebino, z dodatno plastjo digi-
talnih informacij. Izhajali smo iz tega, da na naši površini plakat predstavlja
obstoječo vsebino. Uporaba bi bila ustrezna tudi za dopolnitev ostalih vrst
površin, kjer bi potrebovali interaktivno digitalno nadgradnjo. Sistem mora
v realnem času prepoznati površino in v primeru interakcije anotirano regijo
zamenjati z novo vsebino ter le-to s projektorjem projicirati nazaj na plakat.
Uporabnik interagira s plakatom tako, da s homogeno vsebino zakrije eno od
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sprožilnih regij. Želja je, da sistem omogoča hitro postavitev in da je dovolj
nezahteven, da deluje na raznoliki strojni opremi, tudi na manj zmogljivi.
1.1 Pregled področja
Aplikacije obogatene resničnosti se razlikujejo po različni strojni opremi, v
različnih oblikah interakcije in v različni obliki digitalne vsebine.
Pri AR je poleg dodajanje nove vsebine na obstoječo zelo pomembna
tudi interaktivnost s to vsebino. Najbolj pogosta je uporaba zaslona na
dotik, ki je bil ustvarjen za neposredno interakcijo z elementi na zaslonu.
Vse potrebe AR pokrije uporaba pametnega telefona. S kamero na telefonu
gledamo realni svet, digitalna vsebina se nam sproži in prikaže prekrito čez
zajem kamere ter z njo lahko interagiramo preko zaslona na dotik. Digitalna
vsebina se sproži glede na geolokacijo ali z registracijo oznak, ki se uporabijo
za določitev položaja in orientacije kamere glede na ta simbol [12]. Primer
je AR plakat (Slika 1.1 ). Obiskovalci za ogled dodatne vsebine potrebujejo
pametni telefon, na katerega si prenesejo ustrezno aplikacijo.
Slika 1.1: AR poster na konferenci Misys [1]. Slika na plakatu se spremeni v
video posnetek, ko jo gledamo čez tablico.
Pametni telefon se lahko nadomesti s projektorjem in senzorji ali kamero.
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S senzorji zaznavamo realni svet in interakcijo uporabnika, s projektorjem
pa se prikazuje digitalna vsebina, ki se spreminja ustrezno z interakcijo. To
je uporabilo podjetje Vertigo Systems, ki ustvarja interaktivna tla, stene
in druge površine [3]. Interaktivna površina (Slika 1.2) deluje z uporabo
senzorjev infrardeče kamere, sliko pa projicira z enim ali več projektorjev.
Razpon možnih aplikacij je velik. Projiciramo lahko na kakršnokoli površino,
interakcija je brezkontaktna in deluje v realnem času.
Slika 1.2: Aplikacija ’Živa’ stena podjetja Vertigo Systems [3].
Namesto zaznavanja človeške prisotnosti s senzorji se lahko uporabi laser-
ski kazalec za oddaljeno interakcijo s projekcijo. Članek [26] opisuje nadgra-
dnjo standardnih prosojnic z zaznavanjem laserskega kazalca na prosojnici
in aktivno interakcijo scene. S pritiskom na virtualne gumbe na prosojnici
z laserskim kazalcem uporabnik upravlja s prosojnicami. Treba je zaznati
točko laserskega kazalnika, ji slediti v zajemu kamere in preslikati v uje-
majočo točko na prosojnici. Če točka pade v aktivno regijo, se sproži akcija,
povezana s to regijo. Glede na to, da je implementirano sledenje laserskemu
kazalniku, je možno tudi prostoročno risanje.
Obstaja več stojne opreme, ki omogoča interaktivno upravljanje s pro-
jekcijo. En primer je projektor, ki spremeni vsako površino v interaktivni
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zaslon z uporabo vgrajenih senzorjev in infrardečega pisala [2]. Pisalo od-
daja infrardečo svetlobo, ki jo zazna senzor v projektorju. Na ta način lahko
opravljamo interakcijo s programi in simuliramo zaslon na dotik.
Slika 1.3: Projektor Puppy Cube. Za analizo območja dotika uporablja in-
frardeče zaznavanje v območju projiciranja.
Avtorji članka [13] so implementirali zaslon na dotik samo s projektor-
jem in kamero, kar lahko aplicirajo na katerokoli svetlo ravninsko površino.
Površina ima vlogo projekcijskega zaslona in zaslona na dotik. S podatki
zajeme kamere ter znane projekcijske slike dobijo znanje o interakcijah prsta
s površino. Za interakcijo je treba določiti, ali je prst prisoten in ali se prst
dotakne površine ter položaj dotika. Uporaba projektorja namesto LCD za-
slona in upravljalne naprave (npr. tipkovnice) zmanǰsa težave prenosljivosti
in števila potrebnih naprav za večdotični sistem.
Z uporabo globinske kamere lahko spremenimo tudi neravne površine v
večdotične. V članku [6] je predstavljen sistem MirageTable, ki ukrivljeno
površino z uporabo globinske kamere in projektorja spremeni v interaktivno.
Ukrivljeno površino uporabijo za bolj povezano projekcijo, saj pomaga pri
tem, da ni vidnih šivov na projekcijski površini. Globinska kamera zajame
obliko in videz kateregakoli predmeta postavljenega na površino in ga pro-
jicira nazaj na površino kot zrcalno sliko. Sistem podpira prostoročne inte-
rakcije z digitalno kopijo predmeta (Slika 1.4).
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Slika 1.4: Sposobnosti sistema MirageTable.
Avtorji članka [16] so opisali OmniTouch, ki je nosljiv projekcijski sistem
in omogoča spremembo papirja, stene in tudi dlani v interaktivno površino.
Naprava uporablja globinsko kamero kratkega dosega za sledenje prstov ter
laserski projektor. Nameščena je na rami uporabnika, kar omogoča prvo-
osebno perspektivo, iz katere je lažje predpostaviti lokacijo in orientacijo
detektiranih prstnih dotikov, saj je nemogoče, da bi prǐsli iz zgornje smeri.
Vidni polji kamere in projekcije približno sovpadata.
Slika 1.5: Primer delovanja naprave OmniTouch.
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1.2 Cilj dela
Cilj diplomske naloge je opcijsko dopolniti planarne statične površine, ki
že vsebujejo neke informacije, z dodatno digitalno vsebino. Nadgradnjo bi
implementirali z uporabo kamere in projektorja ter zaznavo uporabnǐske in-
terakcije. Želja je ohraniti preprostost interakcije tako, da uporabnik zakrije
sprožilno regijo z neko homogeno vsebino in to sproži projekcijo nove vsebine.
Načrt zasnove je predstavljen na Sliki 1.6. En od naših problemov je
določiti položaj kamere in projektorja, ki sta lahko postavljena neodvisno
drug od drugega, na površino preko dveh ravnin. Ravnini sta geometrično
poravnani, vendar je ena fizična z obstoječo statično vsebino (npr. plakat),
druga pa je projicirana in imamo nadzor nad tem, kaj je prikazano. Iskanje
parametrov obeh ravnin zahteva malo drugačen pristop zaradi teh omejitev.
Slika 1.6: Načrt zasnove: Sistem je sestavljen iz kamere in projektorja. Za
določitev njunega položaja je treba upoštevati fizično ravnino, ki vsebuje
statično vsebino, in projicirano ravnino, nad katero imamo nadzor.
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1.3 Pregled strukture
V poglavju 2 je predstavljena metodologija, s katero smo se seznanili za
potrebe implementacije. Seznanimo se s pojmi registracija predloge in ho-
mografija. Primerjamo tudi dve metodi za opredelitev razlike med slikami. V
poglavju 3 smo opisali postopek zasnove prototipa, njegovo implementacijo
in demonstracijo. V poglavju 4 sledi opis načina evalvacije in ovrednotenje
rezultatov. V poglavju 5 predstavimo zaključne ugotovitve.
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Poglavje 2
Metodologija
V tem poglavju je predstavljena metodologija, ki smo jo uporabili pri izde-
lavi naše rešitve. Za sistem, ki temelji na ravni površini in projekciji nanjo,
obstaja že dovolj uveljavljenih metod v domeni ravninske geometrije več po-
gledov, s katerimi si lahko pomagamo. Spoznamo se s pojmi registracija
predloge, ki nam pomaga pri zaznavi plakata, in pojmom homografija. Prav
tako primerjamo dve metriki za določanje podobnosti med slikami, normali-
zirana križna korelacija in indeks strukturne podobnosti. Izberemo metode,
ki niso preveč računsko zahtevne, da bi lahko končni sistem deloval dokaj
varčno in v realnem času.
2.1 Registracija predloge
Z registracijo predloge določimo lokacijo ravnine, ki ima neko statično vse-
bino, v prostoru. Ta proces se uporablja v domenah računalnǐskega vida
in tudi robotike, ko naloga zahteva primerjavo več slik iste scene, na pri-
mer za lepljenje panoramskih slik [9], 3D rekonstrukcijo [29], oddaljeno za-
znavanje in analizo slik s satelitov [7] ter optični tok [4]. Z leti se je razvil
širok nabor tehnik, primeren za različne tipe podatkov in problemske domene
[32]. Večinoma se uporabljajo tradicionalni pristopi na podlagi značilnih točk
(angl. keypoints) [10]. Tak pristop (Slika 2.1) temelji na določitvi značilnih
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točk in opisnikov slik (angl. feature descriptor) ter iskanju ujemanj med
opisniki referenčne slike in opisniki zaznane slike, v kateri poizvedujemo za
referenčno sliko.
Slika 2.1: Pristop na značilnih točkah. Sliki predstavimo z naborom značilnih
točk, nato poǐsčemo ujemanja med opisniki ter med njimi izračunamo homo-
grafijsko transformacijo. Slika povzeta po [21].
2.1.1 Zaznavanje značilnih točk in opisniki
Značilne točke so točke, ki nakažejo, katera območja v sliki so izrazita in raz-
poznavna zanjo. Uporabljamo jih za določanje relacije med slikami. Značilnih
točk je v primerjavi z vsemi točkami manj in naš problem postane kombina-
torično lažji. Imajo lastnost, da bi v primeru premika ali globalnih sprememb
z veliko verjetnostjo našli podoben nabor točk. Prav tako so manj dovzetne
za napake, ker so invariantne in so njihovi opisi bolj unikatni kot poljubna
točka v sliki, zato jih je lažje primerjati. Opisnik je lastnostni vektor, ki vse-
buje glavne karakteristike okolice značilnih točk in jo s tem določa. Mora biti
opisno močan in zagotavljati določeno invariantnost glede na transformacije
slike (lokalizacija, skaliranje, svetlost...). Sistem lahko samodejno določi te
točke in njihove opisnike z algoritmi, kot so SIFT [20], SURF [5] in ORB [25]
(prikazani na Slikah 2.2).
Algoritem SIFT je opisal David G. Lowe [20] za pridobivanje značilnih
invariantnih lastnosti iz slik. Te lastnosti oziroma točke je mogoče uporabiti
za zanesljivo ujemanje med različnimi pogledi na objekt ali prizor. Opi-
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Slika 2.2: Opisniki, ki so rezultat algoritmov (a) SIFT, (b) SURF in (c) ORB.
snik SIFT je invarianten na enakomerno skaliranje, orientacijo, spremembe
svetlosti in delno invarianten na afino popačenje slike. Postopek, potreben
za generiranje opisnikov, je opisan v nadaljevanju. Za potrebe registracije
predloge prvo pridobimo in shranimo opisnike SIFT iz referenčne slike. Uje-
manje z novo sliko poǐsčemo tako, da primerjamo vsak opisnik iz nove slike
s shranjenimi opisniki.
Odkritje ekstremov v skalirnem prostoru
Lokalno prepoznavne točke najdemo s postopkom zameglitve izvirne slike z
Gaussovim filtrom G(x, y, σ). Nova slika L(x, y,Kσ) je konvolucija izvirne
slike z Gaussovim filtrom pri skali (angl. scale) Kσ.





L(x, y,Kσ) = G(x, y,Kσ) ∗ I(x, y) (2.2)
Izvirna slika se filtrira večkrat za različne vrednosti K, da poǐsčemo točke,
ki so stabilne glede na skaliranje in orientacijo. Zaporedne filtrirane slike
odštejemo med sabo (angl. difference-of-Gaussians, v nadaljevanju funkcija
DoG):
D(x, y, σ) = L(x, y,Kσ)− L(x, y, σ) (2.3)
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Potencialna značilna točka je maksimum ali minimum funkcije DoG. Vsak
piksel se primerja z osmimi sosednjimi piksli v sliki in z ujemajočimi devetimi
piksli v zgodnji in spodnji plasti, kar vidimo iz Slike 2.3, da zagotovimo lokalni
ekstrem v dvodimenzionalni sliki. Če je piksel največji ali najmanǰsi od vseh
primerjanih pikslov, je ta ekstrem kandidat za značilno točko.
Slika 2.3: Iskanje ekstrema funkcije DoG: Piksel (označen z X) primerjamo
z njegovimi 26 sosedi (označeni s krogi) v regijah velikosti 3x3 na trenutni
in sosednjih plasteh. Plasti predstavljajo razlike med slikami z različnimi
Gaussovimi glajenji. Slika povzeta po [20].
Lokalizacija značilnih točk
Iskanje ekstrema v preǰsnjem koraku nam vrne preveč kandidatov za značilne
točke. Zato je naslednji korak natančna prilagoditev bližnjih podatkov glede
na to lokacijo oziroma skaliranost, kar nam izloči kandidate z nizkim kontra-
stom ali slabo položaj ob robovih. Z interpolirano lokacijo ekstremov dobimo
bolǰso stabilnost in ujemanje točk. Uporabimo Taylorjevo razširitev [8] (do
kvadratnih izrazov) funkcije DoG D(x, y, σ), pomaknjene tako, da je izvor v
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isti točki kot kandidat D(x0, y0, σ):
















večji od praga (uporabi se privzeta vrednost 0.5), je pravi ekstrem bližje
drugemu kandidatu in kandidata spremenimo. Interpolacija se izvede na
novi točki. Sicer je odmik dodan kandidatu in dobimo približek interpola-
cije. Ekstreme z nizkim kontrastom izločimo s pomočjo vrednosti funkcije na
odmiku:





Obdržimo kandidate, katerih vrednost D(ˆ︁x) presega prag (privzeta vrednost
0.03, ki je bila eksperimentalno nastavljena), in je njihova končna lokacija
enaka y + ˆ︁x.
Dodelitev orientacije
Vsaki značilni točki določimo eno ali več orientacij glede na gradientne smeri
lokalne slike in s tem dosežemo, da so točke invariante na rotacijo. Za izračun
uporabimo sliko L, glajeno z Gaussovim filtrom pri skali značilne točke K.




(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2
(2.7)
Θ(x, y) = tan−1((L(x, y+1)−L(x, y−1))/(L(x+1, y)−L(x−1, y))) (2.8)
Dobimo histogram orientacije s 36 stolpci, ki pokrije vseh 360 stopinj. Vsaka
točka je utežena z gradientno velikostjo in Gaussovo funkcijo. Vrhovi histo-
grama ustrezajo prevladujočim usmeritvam gradientov. Značilni točki dode-
limo orientacijo, ki ustreza najvǐsjemu vrhu.
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Opisniki značilnih točk
Vsako značilno točko želimo opisati z opisnim vektorjem, ki je visoko izrazit
in invarianten glede na spremembe. Lokalno območje značilnih točk raz-
delimo na manǰsa območja in izračunamo njihove gradiente. Uporabijo se
gradienti, ker so dokaj robustni glede na spremembe v osvetlitvi in tudi spre-
membe v pogledih. Izračunane gradiente na območju 16x16 okoli značilne
točke nato združimo v 4x4 orientacijskih histogramov z 8 stolpci (Slika 2.4). S
tako razdelitvijo dobimo najbolǰse rezultate, lahko pa razdelimo območje tudi
drugače. Opisni vektor, dolg 128 elementov, sestavimo iz vseh stolpcev hi-
stogramov. Pridobljeni vektor se normalizira v enotni vektor, da zmanǰsamo
učinke sprememb osvetlitve. Invariantnost na ostale spremembe pa dosežemo
tako, da odstranimo večje gradientne velikosti od praga (privzeta vrednost
0.2) in ponovno normaliziramo enotni vektor.
Slika 2.4: Izračun opisnika SIFT: Izračun gradientov na 16x16 območju okoli
značilne točke na levi, ki so nato združeni v 16 orientacijskih histogramov
na desni. Histogrami predstavljajo povzetek vsebine okolice značilne točke.
Slika povzeta po [20].
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2.1.2 Iskanje ujemanj med opisniki
Z iskanjem ujemanja med opisniki referenčne slike in opisniki zaznane slike
lahko določimo relacijo med njima za potrebe registracije predloge. To na-
redimo z algoritmom za iskanje ujemanj (angl. feature matching algorithm).
Lahko se primerja en opisnik z vsemi ostalimi opisniki (izčrpno iskanje ali
angl. brute-force) ali uporabi hevrističen algoritem, ki nam v večini prime-
rov omogoča hitreǰse delovanje (npr. FLANN).
Algoritem za izčrpno iskanje ujemanj je preprost, saj vzame opisnik iz
množice A in poskusi najti ujemanje z vsakim opisnikom iz množice B. Za
iskanje najbližjih sosedov se uporabi minimalna Evklidska razdalja:




Algoritem za iskanje ujemanj FLANN je del knjižnice algoritmov, optimizi-
ranih za hitro iskanje približnih najbližjih sosedov. Zgradi učinkovito iskalno
drevo, ki je uporabljeno za iskanje približnega soseda. Pri večjih množicah
podatkov in visoko dimenzionalnih opisnikih deluje hitreje kot metoda za
izčrpno iskanje. Izčrpno iskanje je hitro, ker je izračun Evklidske razdalje
preprost, vendar skupna količina poskusov ujemanja povzroči počasen po-
stopek. Hevristično iskanje pa več časa gradi podatkovno strukturo, vendar
je ujemanje hitreǰse.
V fazi ujemanja lahko pride do neskladnih ujemanj zaradi dvoumnih opi-
snikov ali kakšnega šuma iz ozadja. Zato potrebujemo za razpoznavo predloge
več kot en ujemajoč opisnik. Izločimo opisnike, ki nimajo dobrih ujemanj v
množici. Pogledamo najbližjega soseda in drugo najbližjega soseda. Če sta
si blizu, je ujemanje dvoumno in bi bilo zavajajoče izbrati prvega. Merilo
za dobra ujemanja je test razmerja (angl. ratio test) med najbolǰsim ujema-
njem in drugo najbolǰsim ujemanjem. Če je razmerje majhno, si nista blizu
in obdržimo prvo ujemanje. Če pa je razmerje veliko, sta si soseda blizu in
ne obdržimo ujemanja. To je dobro merilo, ker imajo napačna ujemanja ver-
jetno v bližini tudi druga napačna ujemanja zaradi visokodimenzionalnosti
prostora in nam s to razdaljo do drugega najbližjega soseda predstavi oceno
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gostote napačnih ujemanj. Najbolǰsa meja za test razmerja je bila določena
eksperimentalno in je enaka 0.8 [20]. Pri tej vrednosti maksimiramo pravilna
ujemanja in minimiziramo napačna ujemanja (Slika 2.5).
Slika 2.5: Verjetnost, da je ujemanje pravilno, lahko določimo z razmerjem
razdalj najbližjega in drugega najbližjega soseda. Graf prikazuje odvisnost
gostote verjetnosti od razmerja razdalj. Polna črta prikazuje PDF za pra-
vilna, prekinjena pa za nepravilna ujemanja.
2.1.3 Izračun preslikave
Vsaki dve ravnini sta povezani s preslikavo oziroma homografijo. Homografija
je transformacija, predstavljena s 3x3 matriko, ki preslika točke ene ravnine




















Zgornja enačba velja za vse množice točk, ki ležijo na isti ravnini v fizičnem
svetu. Potrebujemo vsaj 4 parov ujemajočih se značilnih točk, da z matriko
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homografije naredimo geometrično transformacijo ene ravnine v drugo. Z
inverzijo matrike homografije dobimo tudi možnost obratne preslikave med
ravninama. Za optimalen izračun obstaja robusten algoritem RANSAC, ki
je hiter in natančen.
Slika 2.6: Par ravnin je povezan z transformacijo homografije. Vsaka točka
se z matriko homografije preslika v točko na drugi ravnini in obratno se z
inverzno homografijo preslika točka iz druge ravnine v prvo.
Algoritem RANSAC sta opisala Fischler in Bolles [15] za prilagajanje
modela eksperimentalnim podatkom, kljub velikemu deležu napak. Deluje
namreč, tudi če imamo skoraj polovico zunanjih oziroma napačnih točk. Na-
pake odpravi s tem, da za izračun ne uporabi vseh podatkov, ampak manǰso
podmnožico. Podatki se delijo na podatke, ki se modelirajo z neko porazde-
litvijo, in osamelce (angl. outliers), ki ne ustrezajo istemu modelu. Osamelci
nastanejo zaradi napačnih meritev ali šuma, zato domnevamo, da se ne stri-
njajo z modelom, ki ga želimo poiskati, in se ne strinjajo niti med sabo. Če
pa osamelce upoštevamo v modelu, bodo imeli velik vpliv na rezultat. Al-
goritem RANSAC jih poskusi izključiti in uporabiti samo pravilne podatke
pri izračunu modela. To doseže z iterativnim izračunom z več naključnimi
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vzorci podatkov in vrne model, ki se najbolje prilega podmnožici podatkov.
Najbolǰsi rezultat bo dala podmnožica z minimalnim številom osamelcev.
Postopek potreben za izračun homografije [17]:
1. Naključna izbira podmnožice 4 parov točk iz celotnega nabora podat-
kov in izračun modela na tem vzorcu.
2. Ocenitev kakovosti modela tako, da preštejemo, koliko preostalih ele-
mentov iz celotnega nabora podatkov je konsistentnih z izračunanim
modelom. Element se šteje kot osamelec, če ne ustreza modelu znotraj
določenega odstopanja.

















ki vključuje skalarni faktor S, rotacijo s kotom θ in translacijo točk v smeri
x in y. Algoritem iterativno ponavlja korake, dokler ne dobimo dovolj ve-
like soglasne podmnožice podatkov, ki ustrezajo modelu. Uporabimo rešitev
z največjo soglasno podmnožico. Natančnost registracije se izračuna s ko-





[(T1(xi, yi)−Xi)2 + (T2(xi, yi)− Yi)2)]/N)
1
2 (2.11)
Prvotni algoritem RANSAC je čez čas dobil več modifikacij in izbolǰsav, ena
od njih je predstavljena v članku [28]. V obsegu naloge uporabimo osnovni
algoritem vključen v knjižnico OpenCV, ker cilj naloge ni bil implementacija
izbolǰsave. Za bolj robustno delovanje naše rešitve se lahko algoritem zamenja
kasneje.
2.2 Opredelitev razlike med dvema slikama
V programu bomo redno opazovali okolico z zajemom kamere. Vendar pa
se večino časa na slikah ne bo videla razlika, saj je površina s plakatom na-
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rejena za ogled in čaka na interakcijo, ki je bolj redka. Zaporedne slike so
tako lahko zelo podobne ali celo enake. Za zaznavo interakcije je potrebna
metoda za opredelitev kvantitativne razlike med slikami. Zaznati želimo lo-
kalne spremembe na sliki, da lahko sprožimo interakcijo na določenih regijah,
prav tako pa tudi globalne spremembe, da prepoznamo, kdaj sta se sistem
ali scena spremenila.
Zaporedni sliki preberemo kot niza in ju lahko primerjamo piksel po pi-
ksel. Slike morajo biti iste dimenzije in dobro poravnane, kar je zelo verjetno,
če sta sistem in prizor mirna. Ker barvne informacije niso toliko pomembne,
shranimo sliko v sivi lestvici. Pregledali bomo dve tehniki za merilo podob-
nosti, normalizirano križno korelacijo in indeks strukturne podobnosti.
2.2.1 Normalizirana križna korelacija
Sliki sta si podobni, če so slikovne točke na istih mestih podobne. Ena od
učinkovitih metod za merilo podobnosti je normalizirana križna korelacija,
ki je invarianta do linearne svetlosti in kontrastne razlike. Velika ovira na-
vadne križne korelacije je odvisnost od obsega vrednosti, kar pomeni, da je
lahko korelacija med podobnima slikama manǰsa kot korelacija med sliko in
svetlo točko. Normalizirana križna korelacija je občutno bolj robustna na
te spremembe osvetlitve. To dosežemo z normalizacijo slik, kjer odštejemo
srednjo vrednost in delimo s standardnim odklonom. Normalizirana križna








(A(x, y)− A)(B(x, y)−B) (2.12)
Koeficient NCC zavzema vrednosti na intervalu od -1 do 1. Predstavljamo
si ga kot skalarni produkt normaliziranih vektorjev. V primeru, da je kot
med vektorjema enak 0, je njun skalarni produkt enak 1. Če pa gledata v
nasprotni smeri, bo skalarni produkt enak -1. Pri naši uporabi velja enako.
V primeru, da sta si sliki podobni, bo vrednost bližja 1, sicer bo bližja 0 ali
celo negativna (Slike 2.7).
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(a) NCC = 1.0, SSIM = 1.0 (b) NCC = 0.703, SSIM = 0.484
(c) NCC = 0.015, SSIM = 0.247 (d) NCC = -0.054, SSIM = 0.189
Slika 2.7: Koeficienti NCC in SSIM pri različnih parih slik: (a) pri dveh
enakih slikah je vrednost blizu 1, (b) (c) (d) več kot drugo sliko zakrijemo,
manǰsa je vrednost koeficienta.
2.2.2 Indeks strukturne podobnosti
Indeks strukturne podobnosti (SSIM) [31] se uporablja za merjenje podobno-
sti med dvema slikama in pogosto za evalvacijo kvalitete slik pri kompresiji.
Od ostalih tehnik se razlikuje v tem, da poskuša modelirati zaznano spre-
membo v strukturni informaciji slike in ne v kvantitativnih razlikah kot je
primerjanje posameznih parov pikslov. Sliki A in B primerja v svetilnosti (l),
kontrastu (c) in strukturi (s) z utežmi α, β, γ:
SSIM = [l(A,B)]α · [c(A,B)]β · [s(A,B)]γ (2.13)
Koeficient SSIM zavzema vrednosti na intervalu od -1 do 1, kjer vrednost 1
pomeni popolno podobnost, vrednost -1 pa primerjavo popolnoma različnih
slik. Na Slikah 2.7 je prikazana primerjava dveh tehnik za primerjavo slik.
Obe tehniki imata enak razpon vrednosti in se zato ob večji spremembi vedno
bolj približujeta vrednosti 0. SSIM uspešno zazna spremembo strukturnih




Sistem, opisan v nadaljevanju, je bil implementiran na podlagi konceptov iz
preǰsnjega poglavja. Potrebno strojno opremo sestavljata kamera in projek-
tor, ki sta postavljena v prostoru in usmerjena v isto smer, ter računalnik,
ki opravlja potrebno procesiranje. Program smo razvili v jeziku Python 1 in
za obdelavo slik ter dostop do kamere uporabili knjižnico OpenCV 2.
3.1 Pregled sistema
Program je sestavljen iz naslednjih stanj: (a) izbira predloge in aktivnih
regij za prilagojeno delovanje glede na plakat, (b) kalibracija sistema kamera
in projektor, (c) detekcija plakata, (d) zaznava interakcije in (e) zaporedje
transformacij digitalne vsebine. Ta stanja lahko združimo v dve glavni fazi:
kalibracija (registracija projektorja in registracija predloge) in interaktivno
delovanje (Slika 3.1). Pred tem se na začetku uredi interaktivnost z izbiro
predloge in aktivnih regij, kar je neodvisno od postavljenega sistema.
Z registracijo projektorja določimo položaj projektorja glede na kamero
in projekcijsko površino oziroma izračunamo preslikavo, potrebno za projici-
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Slika 3.1: Življenski cikel programa.
položaj plakata v zajemu kamere, kar uporabimo pri zaznavanju interak-
tivnosti uporabnika s plakatom in pri preslikavi nove digitalne vsebine na
koordinate aktivne regije. Po kalibraciji stopimo v stanje delovanja, kjer
program stalno preverja za interakcijo s plakatom in ustrezno reagira nanjo.
V času delovanja predpostavimo, da cel sistem miruje. V primeru, da se je
sistem premaknil, se ponovi faza kalibracije.
Za sistem smo oblikovali posamezna opravila, ki smo jih opisali bolj po-
drobno in z demonstracijami delovanja v naslednjih podpoglavjih.
3.2 Registracija projektorja
Ključen postopek pri uporabi projektorja v sistemu je njegova kalibracija.
Želimo, da se to, kar prikazujemo, ujema s sceno v fizičnem svetu. Projektor
je v prostoru, zato moramo upoštevati njegovo ravnino ter ravnino projekcij-
ske površine. Prav tako je treba upoštevati, da projekcijska površina zaradi
postavljenega plakata ni nujno homogena. Implementirana kalibracija mora
delovati na planarno homogeno in tudi nehomogeno površino (vsebuje pla-
kat). En način, s katerim smo se lotili tega problema, je kontrastno projicira-
nje krogov. Krog je enostavna oblika in lahko zanesljivo detektiramo njegovo
sredǐsče. Ker lahko kontroliramo število in vrstni red prikazanih krogov, lažje
določimo njihovo identiteto in korespondence.
Projektor in kamera sta usmerjena v isto smer, da pokrivata podobno
območje. Na Sliki 3.2 je vidna postavitev sistema in prav tako postopek
kalibracije. Točke m(x,y) na izvirnem vzorcu so 2D točke in se ujemajo s
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točkami M(X,Y,0), ki jih projektor projicira v 3D prostor. Zajem kamere
pa nam da zopet 2D sliko, ki ima drugačen koordinatni sistem in ujemajoče
točke c(u,v). Potrebujemo torej preslikavo iz koordinatnega sistema kamere
v koordinatni sistem projektorja.
Slika 3.2: Postavitev sistema in načrt kalibracije: Projektor in kamera usmer-
jena na isto ravno površino. Kamera naj pokriva večje območje, kot ga po-
kriva projekcija. Imamo tri različice slik sistema: Izvirni vzorec, projicirano
sliko vzorca ter zajeto sliko vzorca s kamero. Povzeto po [22].
Najprej prikažemo samo črno podlago, da pridobimo referenčno sliko, ko
ni projiciran noben krog. Potem zaporedno v zanki prikazujemo bele kroge
v vzorcu 4x4 na celem zaslonu in projektor vrže njihovo sliko v prostor. Za
vsak projiciran krog naredimo zajem kamere. Kroge je lažje razlikovati, ko
so prikazani posamezno. Prav tako v primeru, da kakšen krog ni zaznan, ga
lahko preprosto ignoriramo. Če bi prikazali več krogov hkrati in ne bi bili
vsi zaznani, ne bi mogli zanesljivo določiti korespondenc.
Po vsakem zajemu prikazanega kroga naredimo razliko med zajemom in
referenčno sliko. Tako izluščimo samo to, kar smo prikazali, torej posamezne
kroge. V sliki razlike poǐsčemo vse obrise (angl. contours) oziroma največji
obris, ki predstavlja krog. Obris je krivulja, ki povezuje vse neprekinjene
točke z enako intenzivnostjo. Ker najden obris še ni krog, poǐsčemo krog
najmanǰse površine na tem naboru točk. S tem ko poǐsčemo krog, pridobimo
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tudi podatke o sredǐsču in radiju le-tega. V primeru, da krog ni prisoten ali
ga ne najdemo, si točk sredǐsč ne shranimo.
Slika 3.3: Izviren vzorec krogov in projekcija enega kroga z najdenimi sredǐsči.
Med točkami sredǐsč, ki smo jih uporabili za izris krogov, ter pridoblje-
nih sredǐsč izračunamo preslikavo iz točk slike kamere v točke projektorja
(Enačba 2.9). S pridobljeno matriko homografije lahko transformiramo vsak
nov zajem kamere in dobimo projicirano množico točk ter novo projekcijsko
sliko. Kalibracija je končana.
Večinoma kamera vidi več kot območje projekcije, zato moramo oprede-
liti, kateri del površine je skupen. Iz zajema slike s homografijo kalibracije
pridobimo manǰso sliko, ki se ujema s projekcijsko površino. Slika, ki se zdaj
projicira, naj bi sovpadala s sceno v resničnem svetu (Slika 3.4).
Slika 3.4: Po končani kalibraciji naredimo test rezultata: Če sliko zajema pre-
slikamo s homografijo in projiciramo nazaj, morajo biti strukture v fizičnem
svetu poravnane. Iz slik je razvidno, da je kalibracija dovolj natančna za
našo uporabo.
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Ponovna kalibracija je potrebna v primeru spremembe sistema, kot je
premik ali sprememba orientacije posameznih komponent sistema.
3.3 Registracija predloge
Po registraciji projektorja je treba upoštevati tudi ravnino površine in njeno
orientacijo ter jo umestiti v realni prostor. Predpostavimo, da ima površina
neko vsebino, po kateri jo lahko določimo (vsebuje plakat). Vsebine ne mo-
remo spreminjati, zato jo je treba poiskati z robustnim ujemanjem na pod-
lagi značilnih točk. Zaradi računske zahtevnosti izberemo algoritem SIFT
za določanje značilnih točk in algoritem FLANN za njihovo ujemanje. Prav
tako je treba nezanesljiva ujemanja izločiti.
Najprej poǐsčemo značilne točke na digitalni verziji predloge, nato pa v
vsakem zajemu kamere ǐsčemo značilne točke, dokler ne najdemo zadostnega
ujemanja med temi množicami točk. Primer pridobljenih značilnih točk,
njihovih velikosti in orientacije je prikazan na Sliki 3.5.
Slika 3.5: Značilne točke predloge plakata in zajema kamere.
Imamo torej dve množici opisnikov. Množica A vsebuje opisnike predloge,
množica B pa se za vsak zajem kamere posodablja. Poiskati želimo ujemanja
med njimi in poiskati predlogo v sliki zajema kamere. Pri tem uporabimo
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algoritem za iskanje ujemanj FLANN. Za bolj robustno ujemanje zmanǰsamo
količino ujemanj s testom razmerij z vrednostjo 0.8 (opisano v Poglavju 2.1.2)
in s tem povečamo število pravilnih ujemanj v razmerju z nepravilnimi uje-
manji. Brez testa razmerij dobimo 443 ujemanj (Slika 3.6), s testom pa 62
najbolǰsih ujemanj (Slika 3.7). Z dodatnim pogojem povemo, vsaj koliko
korespondenc mora podpirati naš model, da lahko rečemo, da smo pravilno
prepoznali plakat. Ta prag smo nastavili na 15 ujemanj.
Slika 3.6: Ujemanja brez testa razmerij
Slika 3.7: Ujemanja s testom razmerij pri vrednosti 0.8
Za izračun homografije uporabimo najbolǰsa ujemanja in algoritem RAN-
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SAC (Poglavje 2.1.3), ki prepozna točke zunaj slike in jih odstrani, preden
izračuna končno homografijo. Cilj je plakat oziroma njegove regije zamenjati
z novo vsebino. S homografijo lahko preslikamo posamezno točko, v našem
primeru točke nove video vsebine, na koordinate njene anotirane regije v
zajemu slike. Registriran plakat iz zajema kamere je na Sliki 3.9.
Slika 3.8: Detektiran plakat
Od položaja in kota kamere je odvisna perspektiva, s katero gledamo na
plakat v realnem svetu. S homografijo bi lahko to perspektivo tudi popravili
in transformirali zajem kamere v linearno perspektivo. To ni potrebno, ker
smo to naredili že s kalibracijo projektorja s kamero. Registracijo predloge
potrebujemo, da v zajeti sceni poǐsčemo in izluščimo plakat. Če vemo, kje je
plakat, vemo tudi, kje so izbrane regije, ker se koordinatne točke ujemajo.
Predpostavimo, da je sistem v času delovanja statičen in so si zapore-
dni zajemi kamere zelo podobni, zato registracijo predloge izvedemo enkrat.
Ponovna registracija je potrebna v primeru spremembe postavitve sistema,
tako kot je tudi potrebna kalibracija.
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3.4 Zaznavanje interakcije
Eden od ciljev našega sistema je interaktivno upravljanje z dodanimi vse-
binami. Za naš namen smo interakcijo čim bolj poenostavili (zakritje re-
gij). Imamo N pravokotnih aktivnih regij (za njihov vnos uporabimo ločeno
ogrodje, ki je opisano v Poglavju 3.4.1). Uporabnik sproži interaktivni odziv
z zakritjem regije plakata z neko drugo vsebino in jo prekine z umikom. V
fazi delovanja za vsako sprožilno regijo preverjamo, ali se je vsebina spre-
menila. Ker vemo, kaj je pričakovana vsebina, lahko izmerimo razliko od te
vsebine. Ob zadostni spremembi se program odzove z vnaprej podano akcijo
(npr. predvajanje video vsebine). Video vsebina se lahko predvaja na regijo,
ki smo jo zakrili, ali na drugo regijo. Po primerjanju dveh tehnik za merje-
nje razlike (v Poglavju 2.2) smo se odločili za uporabo normalizirane križne
korelacije (Enačba 2.12), ker je preprosta in računsko učinkovita ter se bolje
obnese pri zaznavanju prekinitve interakcije.
Implementirali smo zaznavanje dveh tipov interakcije. Interakcijo sproži
uporabnik, ko zakrije del plakata z belo podlago, saj želi na tem delu aktivi-
rati interaktivno vsebino. Drug tip interakcije sproži uporabnik, ko umakne
belo podlago, saj želi, da se interaktivna vsebina ustavi.
Slika 3.9: Interaktivna logika
Za sprožitev interakcije primerjamo zajem kamere s predlogo in z belo
sliko (Slika 3.10). Če je NCC z belo sliko večji (sta si bolj podobna), smo
plakat zakrili z belim listom papirja in se lahko sproži ustrezna interaktivna
vsebina. Za ustavitev interakcije pa primerjamo zajem kamere s trenutno
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(a) NCC = 0.999 (b) NCC = -0.054
(c) NCC = -0.054 (d) NCC = 0.89
Slika 3.10: Koeficienti NCC pri sprožitvi interakcije, prva slika v paru pred-
stavlja zajem kamere: (a) (b) večji koeficient NCC je rezultat primerjave z
predlogo, saj plakata nismo zakrili, (c) (d) večji koeficient je rezultat primer-
jave z belo sliko, saj smo plakat zakrili.
(a) NCC = 0.401 (b) NCC = 0.129
(c) NCC = 0.101 (d) NCC = 0.697
Slika 3.11: Koeficienti NCC pri ustavitvi interakcije, prva slika v paru pred-
stavlja zajem kamere: (a) (b) večji koeficient NCC je rezultat primerjave
z video sliko, saj plakata nismo odkrili, (c) (d) večji koeficient je rezultat
primerjave z združeno sliko video slike in plakata, saj smo plakat odkrili.
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sliko video posnetka in z uteženo vsoto slike video posnetka in predloge (Slika
3.11). Če je NCC z drugo sliko večji, smo zajeli plakat s projekcijo in se lahko
ustavi interakcija.
Zajem kamere vsebuje plakat ter ostale predmete v prostoru, ki predsta-
vljajo šum. Za potrebe računanja koeficienta NCC potrebujemo le tisti del
slike, ki predstavlja eno od anotiranih regij. Vsak zajem kamere je treba
obdelati s serijo transformacij, da dobimo samo aktivno regijo. Iz kompo-
nente registracije projektorja smo dobili matriko homografije H, ki nam iz
zajema izlušči projekcijsko površino. Iz komponente registracije predloge pa
smo dobili transformacijsko matriko T, ki nam iz projekcijske površine izlušči
plakat, ter inverzno transformacijsko matriko Tinv, ki nam plakat transfor-
mira nazaj na projekcijsko površino. Transformacije za pridobitev regije so
predstavljene na Sliki 3.12.
Slika 3.12: Potek transformacij: Zajem kamere najprej preslikamo s homo-
grafijo H, ki nam vrne projekcijsko območje. Nato uporabimo preslikavo T,
da opazujemo samo najden plakat in se koordinate točk ujemajo s shranje-
nimi regijami. Regijo dobimo z izrezom matrike.
Cilj je nato na koordinate regije transformirati video posnetek in ga pro-
jicirati na dejanski plakat. Shranjen video posnetek beremo sliko po sliko
(angl. frame by frame) in vsako prebrano sliko transformiramo z uporabo in-
verzne transformacijske matrike Tinv. Transformacije video slike za projekcijo
so predstavljene na Sliki 3.13.
Naš cilj pri implementaciji je bil dokazati zmožnost, da se lahko takšen
sistem interaktivno upravlja. Uporabljen način interakcije je zelo poenosta-
vljen, interakcije bi bile lahko bolj kompleksne.
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Slika 3.13: Potek transformacij: Video sliko najprej preslikamo s transfor-
macijo M, ki nam vstavi video na plakat oziroma na belo podlago enake di-
menzije. Nato uporabimo preslikavo Tinv, da transformiramo nazaj v obliko,
ki jo lahko projiciramo v prostor. Projiciran video se ujema z zakrito regijo
v fizičnem svetu.
3.4.1 Vmesnik za urejanje interakcije
Za potrebe testiranja smo dodali preprost vmesnik urejanja interakcije, kjer
lahko izberemo poljubno predlogo iz datotečnega sistema, vnašamo pravoko-
tne regije, ki bodo prožile interakcije (Slika 3.14), in izberemo video vsebino
za vsako regijo.
Slika 3.14: Uporabnik izbere predlogo in nato aktivne regije z uporabo mǐske
(način ”povleci in spusti”). Pravokotne regije shranimo v seznam kot pare
diagonalnih točk.
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Poglavje 4
Evalvacija
Glavni cilj našega sistema je omogočanje dodatne interaktivnosti na obstoječi
vsebini. Ker je pri interaktivnih sistemih zelo pomembna uporabnikova
izkušnja, bi bilo primerno izvesti preizkus z večjo množico ljudi in prejeti
povratne informacije, vendar smo se zaradi epidemije osredotočili na kvan-
titativno evalvacijo. Da bi ocenili učinkovitost našega sistema, smo izvedli
eksperimente za oceno časa registracije, natančnosti projekcije, zanesljivost
delovanja interaktivnosti in čas odzivnosti.
4.1 Strojna oprema
Naš cilj je, da sistem deluje tudi na manj zmogljivi strojni opremi. Za izvedbo
eksperimentov smo uporabili projektor iCodis CB-100 z resolucijo 854480 in
kamero z resolucijo 640x480 pri 30fps. Glede na situacijo je bila ta oprema
na voljo. Projektor je bil brezžičen in smo ga z računalnikom povezali preko
programa za oddaljeno upravljanje namizja TeamViewer 1 , medtem ko je bila
kamera povezana preko kabla USB. Končni cilj bi bil v celoti uporabiti žični
sistem, s katerim bi zmanǰsali morebitne sinhronizacijske zamude. Projektor
in kamero postavimo tako, da je iz njune perspektive videti ista površina v
prostoru oziroma da je projekcija izostrena in v celoti vidna znotraj vidnega
1https://www.teamviewer.com/
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polja kamere (Slika 4.1). Sistem je dovolj fleksibilen, da bi ga lahko postavili
tudi z drugim projektorjem in kamero. Najbolje bi bilo uporabiti projektor s
kratkim metom (angl. short-throw), ker lahko ustvari slike na veliko kraǰsih
razdaljah in pod kotom ter je zato lahko nameščen blizu projekcijske površine.
Za naš sistem bi bila najbolj smiselna postavitev projektorja neposredno nad
plakatom.
Slika 4.1: Postavitev sistema za testiranje.
4.2 Protokol testiranja
Sistem smo želeli testirati v raznolikih realnih situacijah. Zato smo izbrali
5 raznolikih predlog, ki imajo različno vsebino (pregled v Tabeli 4.1). Dve
predlogi je priskrbel mentor iz lastnega arhiva, ena je pridobljena iz spletne
strani Canva 2, ena je bila narejena, ena pa zajeta s kamero, ker smo imeli
samo fizični plakat. Plakati so bili različni v velikosti, materialu ter v količini
in razporeditvi besedila in grafičnih elementov. Vsak plakat je imel 3 izbrane
aktivne regije, na katere se je prikazala interaktivna vsebina. Dinamične
vsebine oziroma video posnetke smo pridobili iz interneta.
Poleg tega, da smo uporabili različne plakate, smo spreminjali tudi sto-
pnjo svetlobe v prostoru. Opazovali smo 3 različne svetlobne pogoje (pregled
2https://www.canva.com/
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Tabela 4.1: Testni nabor plakatov.
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Oznaka postavitve Svetlobni pogoji
A projektor je edini vir svetlobe
B naravna svetloba
C sobno svetilo
Tabela 4.2: Parameter stopnje svetlobe.
v Tabeli 4.2).
Testiranje je potekalo ročno, v realnem času kot uporabnǐski pregled funk-
cionalnosti. Program je razdeljen v več komponent, zato smo lahko testirali
in evalvirali vsako posebej. Smiselno je ovrednotiti komponente registracije
projektorja in registracije predloge ter interaktivno delovanje. Pri evalvaciji
smo opazovali naslednje spremenljivke:
1. Čas izvajanja kalibracije. Ta je razdeljen v čas registracije projektorja
in čas registracije predloge. Časi so bili dejanski časi, merjeni in izpisani
znotraj programa.
2. Natančnost projekcije. To je odmik od aktivne regije, na katero mora
pasti prikaz interaktivne vsebine. Odmik je bil izmerjen ročno z ravni-
lom.
3. Delovanje interaktivnosti in odzivni čas. Odzivni čas je čas od uporab-
nikove akcije do prikaza interaktivne vsebine. Čas zakritja regije je bil
merjen ročno, čas prikaza video vsebine na regijo pa je bil izpisan iz
programa. Njuna razlika je odzivni čas.
Vse količine smo izmerili 10-krat in izračunali njihovo povprečje.
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4.3 Rezultati
Imamo 15 kombinacij izbire plakata s stopnjo svetlobe. Kombinacije so v
naslednjih tabelah rezultatov označene z oznakami iz Tabel 4.1 in 4.2. Za
vsako od možnih kombinacij smo izvedli dva testa, test registracije sistema
in test zaznavanja.
4.3.1 Test kalibracije
V Tabeli 4.3 so predstavljeni povprečni izmerjeni časi registracije projektorja
in registracije predloge.
Plakat Okolje Čas registracije projektorja [s] Čas registracije predloge [s]
1 A 14.48 23.99
1 B 15.27 25.10
1 C 15.25 21.14
2 A 14.94 2.76
2 B 15.05 3.07
2 C 15.00 3.73
3 A 14.89 1.07
3 B 14.19 1.01
3 C 15.37 0.92
4 A 15.29 1.61
4 B 15.44 1.57
4 C 15.43 1.59
5 A 15.39 1.01
5 B 15.49 1.12
5 C 15.46 0.94
Tabela 4.3: Povprečni časi izvedbe.
Čas registracije projektorja je bil za vse kombinacije približno enak in
ni odstopal preveč od skupnega povprečnega časa 15.76 sekund. Vzrok je
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uporaba fiksnih časovnih zamud (angl. delay) med projiciranjem posameznih
krogov. Čas bi lahko optimizirali programsko, vendar samo, kolikor dovoljuje
sinhronizacija celotnega sistema. S tem, da bi bile vse komponente sistema
žično povezane, bi bile zamude manǰse. Registracija projektorja je bila vedno
uspešna, ker je neodvisna od plakata in svetlobnih pogojev.
Čas registracije predloge pa je bil odvisen od izbire plakata. Plakat 1 je
imel največji povprečni čas registracije predloge 23.41 sekund, medtem ko je
imel plakata 3 najkraǰsi povprečni čas 1 sekundo. Po dodatni analizi časa
registracije predloge smo ugotovili, da največji del časa predstavlja izvajanje
algoritma za iskanje ujemanj FLANN. Razlog za to je velika količina opi-
snikov. Čas algoritma FLANN in tudi registracije predloge je sorazmeren s
številom vseh ujemanj opisnikov, kar je razvidno iz Slike 4.2.
Slika 4.2: Čas registracije predloge v odvisnosti od števila vseh ujemanj
opisnikov.
Čas registracije pri plakatu 1 izstopa, ker ima največ opisnikov v digitalni
predlogi in v zajemu kamere skupaj. Ugotovili smo, da bi bilo poleg izločanja
ujemanj koristno v enem koraku prej omejiti značilne točke. V metodo za
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pridobivanje značilnih točk in njihovih opisnikov bi dodali prag, ki zagotavlja,
da iz posamezne slike pridobimo največ N opisnikov. S tem bi bilo samo
ujemanje hitreǰse in bi bil čas registracije za vse predloge približno enak
oziroma bi imel neko zgornjo mejo.
V Tabeli 4.4 so predstavljeni povprečni izmerjeni odmiki projekcije na
plakat od fizičnega plakata, kar predstavlja natančnost preslikav. Zapisana
sta odmik na osi x in osi y. Pozitivna vrednost pomeni odmik desno ali
gor, negativna pa levo ali dol. Odmik je bil izmerjen večkrat, v tabeli pa so
zapisane povprečne vrednosti.
Plakat Okolje Odmik x [mm] Odmik y [mm]
1 A 1.6 2.0
1 B 0.5 -0.6
1 C -1.8 0.4
2 A 0.8 -1.2
2 B 0.3 -1.2
2 C 0.2 -1.2
3 A 0 0
3 B 0 0.1
3 C 0 0
4 A 0.1 -0.2
4 B 0.1 0
4 C -0.2 0
5 A -2.0 -0.5
5 B -1.2 -0.8
5 C -0.6 -0.5
Tabela 4.4: Povprečni odmiki projekcije.
Natančnost preslikav je bila za vse kombinacije približno enaka, največji
izmerjen odmik je bil (-2.0, +2.0) milimetra. Odmik je bil v primerjavi z
ostalimi plakati največji pri plakatih 1 in 5. Ker sta to največja plakata,
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je prǐslo tudi do večje napake. Napaka je bila v povprečju majhna in za
uporabnika vizualno ni bila moteča.
4.3.2 Test zaznavanja
V Tabeli 4.5 je predstavljen delež sprožitev, ki so pravilno prožile in prekinile
interaktivno vsebino ter povprečni izmerjeni časi odziva programa od zakritja
regije s papirjem do prikaza interaktivne vsebine.
Plakat Okolje Se sproži [%] Se prekine [%] Odzivni čas [s]
1 A 100 100 3.15
1 B 100 100 3.37
1 C 100 100 1.72
2 A 100 100 2.38
2 B 100 100 2.45
2 C 100 100 2.29
3 A 100 100 2.04
3 B 90 100 2.21
3 C 100 100 2.29
4 A 90 90 2.44
4 B 100 100 2.37
4 C 100 100 3.02
5 A 100 100 2.03
5 B 100 100 2.41
5 C 100 70 2.22
Tabela 4.5: Deleži pravilnih sprožitev in povprečni odzivni časi.
Interaktivnost se je v veliki večini sprožila in prekinila pravilno. V kom-
binacijah 3B in 4A se regija ni sprožila v 1 od 10 poskusov zaradi mejnih
vrednosti pri določanju interakcije s koeficientom NCC. Zaradi istega razloga
se v kombinaciji 5C vsebina ni prekinila v 3 od 10 poskusov. Pri testiranju
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je prǐslo tudi do lažnih sprožitev, ko regije nismo zakrili, vendar se je video
posnetek začel predvajati. Do takšnih primerov je prǐslo, ker je projektor
ustvaril odsev na navadnem in premaznem papirju. Program je zaznal bel
odsev kot zakrivanje z belim papirjem in je začel predvajati interaktivno
vsebino.
Odzivni čas je za vse kombinacije približno enak in ne odstopa preveč od
skupnega povprečnega časa 2.42 sekund. Pomembno je, da je odzivni čas, čim
kraǰsi, da se uporabniku prikaže takoǰsen odgovor na akcijo. To smo dosegli
s povprečnim odzivnim časom, ki je pod 3 sekunde. Znotraj tega časa sistem
izračuna tri vrednosti NCC, da se odloči za interakcijo. Prav tako je bil čas
merjen ročno in je napaka zelo verjetna, nismo je pa mogli natančno oceniti.
Do odstopanj časa med kombinacijami je prǐslo zaradi sinhronizacije sistema.
Zamike bi zmanǰsali, če bi bile vse komponente sistema žično povezane.
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Poglavje 5
Zaključek
V diplomskem delu smo ustvarili interaktivni sistem za opcijsko nadgradnjo
površine z obstoječimi informacijami s prikazom dodatnih video vsebin. Te-
melji na uporabi kamere in projektorja za zaznavo in projekcijo dodatne
vsebine. Za določitev lege vseh komponent sistema (kamera, projektor in
površina) v prostoru smo potrebovali dve registraciji. Z registracijo projek-
torja smo določili njegov položaj glede na površino in temelji ne projiciranju
krogov. Ker smo nadzorovali, kaj je prikazano na površini, so bile značilne
točke dokaj zanesljive in robustnost ni bila potrebna. Z registracijo predloge
pa smo določili položaj površine in temelji na pridobivanju značilnih točk iz
statične vsebine na površini. Te vsebine nismo mogli nadzorovati, zato smo
v tem primeru naredili robustno iskanje ujemanj. Prikaz interaktivne vse-
bine smo omogočili s poenostavljeno interakcijo uporabnika, ki zakrije regijo
plakata s homogeno vsebino. Vedeli smo, da je pričakovana vsebina ob za-
kritju homogena, zato smo z normalizirano križno korelacijo primerjali regijo
s homogeno sliko, da smo se lahko odločali, ali se je zgodila interakcija.
Za evalvacijo sistema smo izvedli kvantitativne eksperimente. Izmerili
smo čas, ki ga porabi registracija, natančnost preslikave in odzivni čas delo-
vanja. Iz rezultatov je razvidno, da registracija sistema vzame veliko časa,
vendar za našo testno množico ne več kot 40 sekund. V primeru, da je regi-
stracija uspešna in sistem miruje, interaktivno delovanje lahko traja poljubno
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veliko časa. Razvidno je tudi, da je registracija zelo natančna z napako največ
nekaj milimetrov. Pri naši testni množici, kjer so bili plakati velikosti vsaj
format A3, je ta napaka za uporabnika vizualno nemoteča. V večini prime-
rov je sistem dobro zaznaval interakcijo, ki smo si jo zamislili. Vsebina se je
sprožila z nekaj časovnega zamika, ampak dovolj hitro, da se uporabniku zdi
takoǰsen odgovor na njegovo interakcijo.
Glede na rezultate testiranja predvidevamo, da naš sistem omogoča de-
lovanje v okviru ciljev, ki smo si jih zastavili. Kljub temu bi bilo treba v
prihodnosti, ko bodo razmere omogočale, preveriti z dodatno uporabnǐsko in
bolj interaktivno evalvacijo za pridobitev tujega mnenja. Poleg uporabnǐske
študije bi želeli izbolǰsati sinhronizacijo sistema in odpraviti zamude, kar je
bil največji problem. Uporabila bi se bolj primerna strojna oprema, ki bi
omogočala manǰsi zamik. Izbolǰsali bi tudi zaznavanje interaktivnosti na
bolj zanesljiv in robusten način. Cel sistem bi poskusili fizično integrirati v
eno celoto, ki bi bila lahko prenosljiva in bi omogočala hitro postavitev ter
delovanje kot naša rešitev.
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