Abstract-Line-like (curve-like), elongated and ramified structures are commonly found inside many known ecosystems. In biomedicine and biosciences, for instance, different applications can be observed: blood vessels networks, neurons, and plant roots are some examples. Therefore, the process to extract this kind of structure is a constant challenge in image analysis problems. Their spectral and spatial characteristics are usually very complex and variable. They are very "fragile" so it becomes easy the loss of crucial data when processing them. Another very common problem is the absence of part of the structures. This work proposes a new method for detection/segmentation of this kind of structures in digital images using a Markovian model and computer vision concepts.
I. INTRODUCTION
Segmentation is a classical problem in Computer Vision but there is no successful method to segment complex images (images with thin, elongated and ramified structures), which is one of the most difficult tasks in image processing. The accuracy of the segmentation determines the eventual success or fail of automatic analysis procedures. In being so, considerable caution should be taken in order to improve methods and techniques, and to obtain an accurate segmentation result.
The main objective of this work was to study and develop new segmentation techniques applied to images with thin and ramified structures. Some examples are presented in Fig. 1 . Thin structures have very elongated dimensions (compared with the image dimensions) and they can have a ramified pattern such as neurons, blood vessels, plant roots, roads, and rivers. Most of the segmentation techniques involve some kind of pre-processing in order to facilitate the other steps of the algorithm. The pre-processing aims to minimize problems such as noise, poor contrast and luminosity, usually using filters to improve the image quality. However, the application of these filters to image with thin structures has the disadvantage of loosing part of the structures, as they are mixed up/confused This work relates to a Ph.D. thesis. with the background or with the noise. Finally, the main motivation of this work is: the development of algorithms sensible to thin and ramified structures. The kind of structures dealt in this work are thin and fragile, in the sense that not all the information about them can be obtained directly from the local pixel information. In other words, using solely usual image processing techniques is not enough to detect the structures completely and correctly. In order to overcome this difficulty, we chose to use high level principles to tackle the problem, such as the Gestalt laws. These principles are related to the perceptual grouping concept. It refers to the the human visual system ability of extracting perceptual relations from local and global primitive features without the knowledge of the image content. Then, these features are grouped together to form hight level structures.
The philosophy of the proposed method is to use image processing techniques along with high level principles, searching for additional information besides the local information of the pixels. As a consequence, the thin and ramified structures can be completely detected. In the following, the main contributions of the thesis are pointed out.
A. Contributions
The contributions resulting from this work are: Fig. 2 . Flowchart presenting all the steps of the proposed framework. It is composed by two main blocks (dashed lines): a multiscale approach including a low level step, a graph construction and a graph labeling; and a second high level step where only structure sections are considered. The framework can be used with images from different sources, from which a low level fusion approach is carried out and a fusioned likelihood is used for the high level step.
1) Development of a unified framework which is easy to use, extend and fuse data from different sources;
• Proposal of the use of connected components to represent structures detected in low level processing;
• Usage of two Markovian random fields hierarchically, including multi-scale processing, use of contextual information and computer vision concepts;
• Fusion of data from different sources; 2) Development of a software for generating simulated images of soil profiles with plant roots [1]; 3) Proposal of a new method of ridge/edge linking [2] ; 4) Analysis of ridge detection in retinal and plant root images using five detection algorithms [3] ; 5) Development of a software resulting from the implementation of the proposed framework; 6) Extraction of road networks from satellite images [4] , [5] :
• Results using a single sensor (optical or radar images)
• Results using the proposed fusion method (optical and radar images combined)
• Results using the proposed fusion method for the combination of multitemporal images 7) Original application of the framework for the extraction of plant roots from soil profile images.
B. Related work
The literature is full of works dealing with thin and ramified structures, as this kind of structure is easily encountered in many research problems. Some of them were developed tackling applications such as the segmentation of neurons, detection of thin structures in Synthetic Aperture Radar (SAR) images, and the segmentation of blood vessels.
In remote sensing, several works can be found for the detection and segmentation of linear structures, and the fusion of images from different sources [6] - [8] . Different automatic or semi-automatic approaches can be found in the literature. A typical approach used in general is a two-step analysis: the first step consists of the extraction of low level primitives and the second step is a high level step aiming the extraction of the final structure network using structural/contextual information [9] - [11] . In the case of the segmentation of blood vessels, which is considered a hard challenging task, there exist several known works in the literature. For instance, specifically for retinal images, some important works are [12] - [15] .
In the case of the segmentation of soil profile images with plant roots, a system called SIARCS was released in 1996 by EMBRAPA (Brazilian company for agriculture research) for the analysis of soil coverage [16] . This system includes a method for the segmentation of plant roots, however the procedure comprises of a simple threshold, and part of the work is done manually.
In this context, we develop a unified framework for the detection of thin and ramified structures that is easy to use and to extend for integrating information of images from multiple sources. The proposed framework is applied to satellite images and soil profile images with plant roots.
II. OVERVIEW OF THE DEVELOPED METHODOLOGY
A. Introduction Fig. 2 presents a flowchart that summarizes the steps of the proposed approach. We briefly mention all the steps that make up the framework (the details are worked in the next sections) containing two main blocks (dashed lines rectangles):
• The first block is a multiscale approach including 3 main steps: 1) Low level step: from the input image (or images from different sources), a process of line detection is carried out in order to find structure candidates, which are grouped by connected components (1); 2) Graph construction: using the connected components found in the previous step, an attributed relational graph is built (2); 3) Graph labeling: a MRF is defined on the built graph, and a minimization process is done in order to find the optimal binary labeling of the graph. Here the data coming from different sources is also used (if applied). The labeling is mapped back to the image to find the final network (3).
• The results of each scale are merged together to form the input of the next block: 1) Structure sections level: the previous merged result is processed to obtain only structure sections and crossings (4); 2) Second high level step: a new graph is built and a second minimization process is carried out which leads to the final network extraction (5 and 6). It can be observed that the proposed fusion approach is done at the low level step, where the line detection is applied to all the used images. The multiple source data is also used in both high level steps. In the next sections each step is briefly described.
B. Line detection and low level fusion
The first step of the proposed framework is the low level detection. There are several classical ridge/edge detectors in the literature. One of the contributions of this work was the analysis of ridge detection in retinal and plant root images using five detection algorithms: Canny, mathematical morphology, Frangi, steerable and ratio/cross-correlation detectors. This analysis aimed to obtain the best parameters for each set of images and each detector. The complete description of this analysis can be found in [3] . After applying any of the detectors to an image, the result passes through a cleaning and a thinning process.
In the proposed approach we come up with a new idea of data fusion using any of the detectors cited before. The line detectors are calculated for all images from different sources and a symmetrical sum is used to combine all the measures. The idea behind this procedure is that the higher the linear detector response, the greater the chance that a linear structure is present in the images. A clear advantage about fusing the detections from different sources is to increase the chance to detect structures that do not appear in all the images. Consider satellite images, for instance, optical images depend on good weather conditions to clearly capture all the structures, which is not always possible. Adding the information of a radar image of the same area may help solving this problem. The final result from the detection is obtained applying a threshold and a thinning procedure to the fused response. After this process, all the structures found are mapped to a graph as described in the next section.
C. Graph modeling
Differently from the works in the literature, this work proposes to treat the structures detected at the low level as connected components. The process basically comprises three steps: detection of connected components and crossings, identification of possible connections between connected components, and generation of an attributed relational graph as shown in Fig. 3 . The aim of using connected components (c) Possible connections 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 0 0 1 1 00 00 00 instead of segments is to maintain, in general, complete structures detected at the low level without subdividing them into many segments. As a consequence, without those subdivisions, a lower number of primitive structures has to be processed during the next steps of the processing chain and the number of possible false paths is decreased. Besides, the built graph is simplified as the number of nodes decreases considerably. Finally, the use of connected components makes the framework more robust in the sense that it can be applied to the detection of different and complex structures, as it is more flexible with the curvature of the structures. Possible connections between the connected components must be found according to some proximity and alignments constraints. A possible connection between two connected components corresponds to the best path between the two closest extremities. The best path is calculated using a dynamic programming algorithm also proposed in this work [2] . An additional novelty is the use of Gestalt laws (good alignment and proximity) in this step.
The network reconstruction process is held as a labeling process of the graph obtained previously, i.e., the identification of the nodes belonging to a real structure or not. This process is explained in the following.
D. Network reconstruction
Let l = l 1 , l 2 . . . l N be the set of all labels l i of each node (connected component) i of the graph G. L is a binary labeling where l i = 1 if the node i belongs to a real structure and l i = 0 otherwise. The structure network corresponds to the optimal labeling that is obtained by the minimization of an energy function derived from a probabilistic model [17] . The energy function can be written as
where d is the set of measures calculated from the data.
The first term of the energy function is the data attachment term and it is calculated using the line detectors from the low level step, and it is calculated along the connected component. The second term represents the structural information about the structures. The local configurations, taking into account the cliques of the graph, should express the contextual knowledge (a priori information). This term represents the structural characteristics of the structures such as curvature, length and ramifications. In order to find the structure network, a minimization process is carried out using the global energy function.
After the previous step, a structure network is obtained. However, the structures can have different widths along their body and some parts may not be detected in this first step using only one scale. In order to prevent that and detect larger structures, a multiscale approach is used, where an image pyramid is created degrading the resolution. The extraction process is carried out for each scale and the final result is obtained making the union (and cleaning) of the results of each scale.
The final network extracted after the execution of the previous steps still carries a reasonable amount of false detections and some parts of the structures are not detected. As an attempt to improve this result, an additional step is proposed, taking the output of the previous step and pass it through a new high level optimization step. This additional step is much simpler and faster than the previous one, as the graph is much smaller. So, the extra computational time is not considerably increased and the improvements encountered by the results justify its use.
III. RESULTS
Here we present some results obtained using the Markovian framework for satellite images, and simulated/real plant root images. Fig. 4 and Fig. 5 show sample results obtained using the proposed framework on satellite images. As expected, the result using the fusion of the two images carries their complementary information, thus leading to a satisfying result. Table I presents a quantitative analysis of the results of the two regions, named R1 and R2 in the first column, using the correctness, completeness and MCC indexes. The correctness measures the detection accuracy relative to the ground truth. The completeness measures may be interpreted as the inverse of the failure error. The MCC is given by
, where tp, tn, f p and f n refer to the number of true positives, true negatives, false positives and false negatives, respectively. The MCC may be obtained directly from the confusion matrix of a binary classification, resulting in a value between −1 and 1, where 1 indicates perfect classification and −1 indicates total discordance between the obtained classification and the ground-truth. As the actual road network was manually obtained, the values in Table I have more relative than absolute meaning. The most important is to notice the improvements shown by the results using the fusion. In Table II , some comparative results between the proposed method and the one in [17] are presented considering the same regions analyzed before. The values for the number of vertices using line segments [17] and connected components (proposed) are compared. The decrease is about 30%. Besides, the MCC (Matthews Correlation Coefficient) value is also compared for each region. The proposed method outperforms the other one for all cases. Fig. 6 and Fig. 7 present the results obtained for a simulated and a real plant root image. The blue color represents parts of the structures which were added through perceptual connection. The quantitative evaluation is presented in Table I . 
IV. FINAL REMARKS
The idea of fusing information for object detection, image classification and, consequently, for image interpretation has been increasingly studied nowadays. The framework proposed here is flexible, and each module can be eventually changed depending on the application. Besides, different feature detectors can be used for the low-level step and the energies of the MRF's can be also improved or changed. The proposed use of connected components makes the framework more robust as it can be applied to the detection of different and complex structures, as it is more flexible with the curvature of the structures. We have successfully applied the framework to satellite and plant root images. The results obtained were very promising and, in the case of the satellite images, comparison with other method shows considerable improvement.
Finally, we would like to emphasize the direct productions related to this work (subject of a PhD thesis): 5 high quality (international) proceedings papers, 2 journal papers (one in submission process and other in production), and 2 open source software.
