Let G( ) and G( ) be two groups of nite order n, and suppose that each of the sets fu 2 G; u v = u v for all v 2 Gg and fv 2 G; u v = u v for all u 2 Gg has n=2 elements. Then G( ) can be obtained from G( ) by one of the two general constructions that are discussed in the paper. and jG : Uj = 2 = jG : V j are strong enough to enable a rather detailed description of the relationship of G( ) and G( ). This description can be turned to a prescription how one can obtain, given a group G( ), all groups G( ) with jG : Uj = 2 = jG : V j such that x y = x y if and only if x 2 U or y 2 V . This prescription has a form of two constructions, one corresponding to the case U = V , and the other one to the case U 6 = V .
Put U = fu 2 G; u v = u v for all v 2 Gg and V = fv 2 G; u v = u v for all u 2 Gg. The sets U and V can be, in general, empty. However, if U (or V ) is non-empty, then it is a subgroup of both G( ) and G( ). This can be veri ed easily and one sees that both U and V are non-empty if and only if G( ) and G( ) share the unit element.
If jG : Uj = 2 = jG : V j, then clearly d( ; ) n 2 =4. However, the case d( ; ) < n 2 =4 never occurs, and it turns out that conditions d( ; ) = n 2 =4 and jG : Uj = 2 = jG : V j are strong enough to enable a rather detailed description of the relationship of G( ) and G( ). This description can be turned to a prescription how one can obtain, given a group G( ), all groups G( ) with jG : Uj = 2 = jG : V j such that x y = x y if and only if x 2 U or y 2 V . This prescription has a form of two constructions, one corresponding to the case U = V , and the other one to the case U 6 = V .
Basic properties of these constructions and their characterizations are the content of Sections 1 and 2. In the second part of Section 1 we also give some auxiliary results that are used in Sections 3 and 4 when determining the cases, in which the constructions yield a group that is isomorphic to the original group. Theorems 3.4 and 3.8 give a more abstract description of situations when a group can be obtained from another group by one of our constructions, and Section 5 deals with groups that can be obtained in this way from nite abelian groups. Related papers and some prospects for future work are mentioned at the end of the paper.
When dealing with operations and , we denote the unit elements by 1 and 1 , and the inverse elements by x ?1 and x , respectively.
Culprits of disagreement
Suppose that G( ) and G( ) are groups of a nite order n with d( ; ) = n 2 =4.
The set f(x y) ?1 (x y); x; y 2 Gg certainly contains 1 , and we shall see that under certain additional conditions this set contains, besides the unit element, either just one element, or two elements that are mutually inverse.
Lemma 1.1 Let and be two group operations on the set G. Put U = fu 2 G; u v = u v for all v 2 Gg and V = fv 2 G; u v = u v for all u 2 Gg. Then either both U and V are empty, or and share the unit element. In the latter case both U and V are subgroups of G( ) and of G( ).
Proof. If 1 is the common unit, then 1 2 U \ V . If u 2 U, then u 1 = u = u 1 = u 1 , and 1 = 1 . Hence we can assume, for the rest of the proof, that and share the unit element 1. Recall that by x we denote the inverse of x 2 G with respect to . For u 2 U one has u u ?1 = 1 = u u = u u , and u ?1 = u follows. For every y 2 G there is u (u ?1 y) = y = u (u ?1 y) = u (u ?1 y), which means u ?1 y = u ?1 y and u ?1 2 U. If u 1 ; u 2 2 U and y 2 G, then (u 1 u 2 ) y = u 1 (u 2 y) = u 1 (u 2 y) = (u 1 u 2 ) y = (u 1 u 2 ) y, and the rest is clear.
2 Theorem 1.2 Let and be two di erent group operations on a set G, and suppose that each of the subgroups U = fu 2 G; u v = u v for all v 2 Gg and V = fv 2 G; u v = u v for all u 2 Gg is of index 2 in both G( ) and G( ). Put S = U \ V .
If U = V = S, then there exists a (unique) h 2 S \ Z(G( )) such that for all x; y 2 G x y = ( x y; if x 2 S or y 2 S; x y h; if x 2 G n S and y 2 G n S: If U 6 = V , then there exists a (unique) h 2 Z(S) with h u h = u for all u 2 U n S and h v h = v for all v 2 V n S such that for all x; y 2 G x y = 8 > < > :
x y; if x 2 U or y 2 V;
x y h; if x 2 G n U and y 2 U n V; x y h ?1 ; if x 2 G n U and y 2 G n (U V ):
Proof. Suppose rst U = V . If x 2 S or y 2 S, then x y = x y, by the very de nition of U and V . Consider x; y 2 G n S with x y 6 = x y. Then for all u; v 2 G n S there exist s; t 2 S such that v = s y = s y and u = t x s ?1 = t x s ?1 . This means u v 6 = u v, as u v = t x y = t (x y) and u v = t (x y). Put h = (x y) ?1 (x y), and note that (u v) ?1 (u v) is also equal to h. Hence u v = u v h for all u; v 2 G n S, and it remains to show h 2 Z(G( )). However, for every u 2 G n S we haveu u u = u (u u h) = (u u) (u h) and u u u = (u u h) u = (u u) (h u).
Assume now U 6 = V . Then G( )=S = G( )=S is isomorphic to Klein's group, and W = S (G n(U V )) is a subgroup of both G( ) and G( ). Put U 1 = U n S, V 1 = V n S and W 1 = W n S. If x 2 G n U = V 1 W 1 , then there exists y 2 G n V = U 1 W 1 with x y 6 = x y. Suppose rst y 2 U 1 . Every z 2 W 1 can be expressed as y v, v 2 V 1 , and x z = x y v = (x y) v 6 = (x y) v = x z. By reversing this procedure one derives x y 6 = x y for all y 2 U 1 , if x z 6 = x z for some z 2 W 1 . Hence x y 6 = x y for x; y 2 G if and only if x 2 G n U = V 1 W 1 and y 2 G n V = U 1 W 1 , and so for x; y 2 W one gets x y 6 = x y just when x; y 2 W 1 . By the rst part of the proof there exists h 1 2 S \ Z(W( )) with x y = x y h 1 for all x; y 2 W 1 .
Put h = h ?1 . Nevertheless, there is no need to assume that G is nite in the theorem: it su ces to require jG : Uj = 2 = jG : V j.
In the rest of this section we shall make several observations that mainly pertain to conditions of the form huh = u and hvh = v. These observations will be done in the context of just one group operation.
For a subset M of a group G denote by hMi the least subgroup of G that contains M. Note that hG n Ti = G when T < G is of index 2. For every M G put Q(M) = fh 2 hMi n M; hgh = g for all g 2 Mg: Proposition 1.3 Assume T < G and jG : Tj = 2. Then Q(G n T) 6 Z(T), and h 2 Z(T) belongs to Q(G n T) if and only if hgh = g for some (and thus for all) g 2 G n T. Proof. Each t 2 T can be expressed as g 1 g 2 , where g 1 ; g 2 2 G n T. If h 2 Q(G n T), then hth ?1 = hg 1 g 2 h ?1 = hg 1 hh ?1 g 2 h ?1 = g 1 g 2 = t. Hence Q(G n T) Z(T), and for h 1 ; h 2 2 Q(G n T) one gets h 1 h 2 = h 2 h 1 and h 1 h 2 gh 1 h 2 = h 1 h 2 gh 2 h 1 = h 1 gh 1 = g, for all g 2 G n T. If h 2 Q(G n T) then clearly h ?1 2 Q(G n T), and so Q(G n T) really forms a subgroup of Z(T).
Suppose now hgh = g for some g 2 G n T, where h 2 Z(T). Then hgth = hghh ?1 th = gt for all t 2 T, and hence h 2 Q(G n T). 2
For a group G and its subsets M 1 and M 2 put
To indicate the used group operation write, e.g., Q (M) or Q (M 1 ; M 2 ).
Note that h 2 Q (U; V ) in the situation of Theorem 1.2 if U 6 = V . In such a case we clearly have Q (U; V ) = Q (U; V ), and hence we write just Q(U; V ).
This set consists of all h 2 S with h x h = x for every x 2 G n W, where S < W < G and (W n S) = (U n S) (V n S) = (U n S) (V n S). Therefore Q(U; V ) = S \ Q (G n W) and Q (G n W) 6 Z(W( )), by Proposition 1.3. Lemma 1.4 Assume h 2 Q(G n T), where T < G and jG : Tj = 2. Set h (t) = t for t 2 T and h (g) = gh for g 2 G n T. , where : G ! f0; 1g maps S to 0, and G n S to 1. Denote by the addition on f0; 1g modulo 2, and put " i = (g i ), where g i 2 G, 1 i 3. Then (g 1 g 2 ) g 3 = (g 1 g 2 h " 1 " 2 ) g 3 = ((g 1 g 2 ) g 3 )h " 1 " 2 = g 1 g 2 g 3 h (" 1 " 2 )" 3 +" 1 " 2 and g 1 (g 2 g 3 ) = g 1 (g 2 g 3 h " 2 " 3 ) = g 1 g 2 g 3 h " 1 (" 2 " 3 )+" 2 " 3 . The equality (" 1 " 2 )" 3 + " 1 " 2 = " 1 (" 2 " 3 ) + " 2 " 3 is clear when " 1 = " 2 = " 3 = 1, and can be easily veri ed when some " i , 1 i 3 is equal to 0. 2 Proposition 2.2 Let G = G( ) be a group, U < G and V < G its subgroups of index 2, U 6 = V , and h 2 S, S = U \ V , such that huh = u for all u 2 U n S and hvh = v for all v 2 V n S. De Proof. We can assume h 6 = 1. For every x; y 2 G there exists " 2 f?1; 0; 1g such that x y = xyh " . If " 6 = 0, then the value of " depends only on y. If u 2 U, then ux = u x falls into U just when x 2 U, and hence u (x y) = uxyh " = (ux) y = (u x) y for all x; y 2 G. y) z = x (y z) and u 2 U, then ((u x) y) z = (u (x y)) z = u ((x y) z) = u (x (y z)) = (u x) (y z), and, similarly, (x y) (z v) = x (y (z v)), provided v 2 V . We see that it su ces to verify (x y) z = x (y z) just for x; z 2 W n S. The case y 2 W follows from Proposition 2.1, and the left-right symmetry allows us to assume y 2 U n V . Then (x y) z = (xyh) z = xyhzh ?1 = xyz and x (y z) = x (yz) = xyz.
The associative law has been veri ed and the rest is easy.
2
The group G( ) of Proposition 2.1 will be denoted by G S; h], while the group G( ) of Proposition 2.2 will be denoted by G U; V; h].
By writing G( ) = G S; h] we shall mean that G = G( ) is a group, S < G its subgroup of index 2 and h 2 S \ Z(G).
Similarly, G( ) = G U; V; h] means that U and V are distinct subgroups of G = G( ), with jG : Uj = jG : V j = 2, and that h 2 U \ V belongs to Q(U; V ). In such a situation we shall denote U \ V always by S, and
, by Proposition 1.3. These facts will be used further on without a reference.
If G( ) and G( ) are distinct nite groups, where the multiplication tables agree on the half of columns and the half of rows, then either G( ) = G S; h] for some S and h 6 = 1, or G( ) = G U; V; h] for some U, V and h 6 = 1, by Theorem 1.2.
We shall observe that G( ) shares with G = G( ) a large part of its subgroup structure. This also holds for normal subgroups, and to this purpose we rst compare conjugation in both groups. We shall now be concerned with subgroups i (G) and i (G( )) that occur in the lower central series, and partly also with the iterated centres # i (G) and # i (G( )). Proof. Put S 1 = S 1 = S and de ne S i+1 (or S i+1 ), i 1, to be the least subgroup of G( ) (or G( )) that contains all elements xyx ?1 y ?1 (or x y x y ) with y 2 G and x 2 S i (or x 2 S i ). Thus S i+1 = S i ; G] in standard notation, and S i+1 is de ned in the same way with respect to G( ). If y 2 G and x 2 S i 6 S, then xyx ?1 y ?1 = x y x y , by Proposition 2.5. Hence S i = S i for all i 1. Groups G( ) and G( ) are nilpotent if and only if S k = 1 for some k 1. If this happens and k is minimal, then 1 = S k S k?1 : : : S 1 G is a central series of length k + 1 in both G( ) and G( ), and the length of each of the lower central series is either k or k + 1. 
Proof. Points (i) and (ii) are equivalent, since both G 0 and (G( )) 0 always are subgroups of S, and xyx ?1 y ?1 = x y x y when x 2 S, by Proposition 2.5. This statement also yields the implication (iii) ) (ii), while the converse follows from Proposition 2.8.
We conclude this section by a statement which has an obvious proof, but still seems to be worth of recording. Say that G 1 and G 2 are 2,4-related, if they are 2-related or 4-related. We refer to the transitive closure of these relations, when we call G 1 and G 2 transitively 2-related (or transitively 4-related , or transitively 2,4-related ).
Proposition 3.1 Let G 1 and G 2 be groups with a common subgroup S, jG 1 : Sj= 2 = jG 2 : Sj. If there exist u i 2 G i n S, i 2 f1; 2g, with s u 1 = s u 2 for all s 2 S, then G 1 and G 2 are 2-related. Proof. We have ' : G 2 = G 1 ( ), where is de ned as in the proof of Proposition 3.1. We shall be done, if we show x y = x y for all x; y 2 G 1 . This is needed just for x = su 1 and y = u 1 t, where s; t 2 S. However, su 1 u 1 t = '(su 2 u 2 t) = su We now turn to 4-related groups.
Proposition 3. 2 Proposition 4.5 Let U < G and V < G be subgroups of G with U 6 = V and jG : Uj = jG : V j = 2. Put S = U \ V and de ne W < G by S < W and W=S = U=S V=S. Furthermore, put K = fz w z; z 2 Q(U n S)Q(V n S) and w 2 W n Sg. Then K 6 Q(U; V ) and Q(U; V )=K is an elementary abelian 2-group. If h 1 ; h 2 2 Q(U; V ) and h 1 h ?1 2 2 K, then G U; V; h 1 ] = G U; V; h 2 ].
Proof. Fix u 2 UnS and v 2 V nS. Every z 2 Q(UnS)Q(V nS) can be written as p 1 q, where p 1 2 Q(U n S) and q 2 Q(V n S), and p 1 can be expressed as p v , p 2 Q(U n S), while U v = U and S v = S. There is z w z = z w 0 z 2 Q(U; V ) for all w; w 0 2 W n S, by Lemma 1.7. Hence K Q(U; V ) and we can assume w = uv. Consider z; z 1 ; z 2 2 Q(U n S)Q(V n S) and note that they belong to Z(S), by Proposition 1.3. The equalities (z w z) ?1 = z ?1 (z ?1 ) w = (z ?1 ) w z ?1 and (z w 1 z 1 )(z w 2 z 2 ) = (z 1 z 2 ) w (z 1 z 2 ) prove that K is a subgroup of Q(U; V ). It is an elementary abelian 2-group, as h 2 = h w h 2 K for every h 2 Q(U; V ) 6 Z(W). . Unfortunately, in that paper the proof of its Lemma 2.7 is hard to understand, since it uses, without saying so, a description of isomorphisms corresponding to our Corollary 3.6.
The next statement is presented without a proof, since it is an immediate consequence of Propositions 4.4 and 4.5. Now, Theorem 3.4 makes clear that two nite abelian groups are 2-related if and only if they have an isomorphic subgroup of index 2. The non-isomorphic groups 2-related to C 2 t , t 2, are therefore isomorphic to C 2 t?1 C 2 , while in case of C 2 t C 2 s , where t 1 and s 1, we get C 2 t+1 C 2 s?1 and C 2 t?1 C 2 s+1 . Since a group which is 2-related to an abelian group has to be abelian as well, we see that the following theorem has been proved. We have described the neighbourhood of nite abelian groups with respect to 2-related and 4-related groups. In Zh1] one can nd the description of such neighbourhoods for groups D 2 n , Q 2 n and SD 2 n (the latter group is considered just for n 4, while the former ones for n 3). These groups are mutually 2-related, and no other group is 2-related to any of them. Groups D 2 n and Q 2 n are 4-related to SD 2 n , and these groups are also 4-related to D 2 n?1 C 2 and Q 2 n?1 C 2 , respectively (where D 4 = Q 4 = C 4 ). The only other case when a group is 4-related to D 2 n , Q 2 n or SD 2 n concerns SD 2 n , which is 4-related to a semidirect product of C 2 n?2 C 2 and C 2 .
The theory presented in this paper helped us to establish that any two 2-groups of order 16 are transitively 2,4-related. For order 32 one gets a slightly di erent situation. By using GAP we found an exceptional group of order 32, which is 2,4-related to no non-isomorphic group. All other groups of order 32 are transitively 2,4-related. The exceptional group (a semidirect product of C 4 C 2 and C 2 ) is presented in Zh1] including the proof. A report about the results of computations on 2-groups of order 64 will appear separately later, and will describe all instances when two corresponding groups are 2-related or 4-related.
We do not know how to decide e ectively if two nite 2-groups G 1 and G 2 are transitively 2,4-related. However, there are some results in this direction, one of which states that G 1 and G 2 are transitively 2,4-related when both of them possess an elementary subgroup of index 2.
The constructions G S; h] and G U; V; h] can be generalized to constructions, in which S = U \ V is a normal subgroup of G, h 2 S \ Z(G) or h 2 Q(U; V ), and G=S is a 2-group that is cyclic or dihedral, respectively. These constructions are described in D4], and an instance when G=S is cyclic and of order 4 connects the exceptional group of order 32 to the other groups of this order.
At this moment we do not know the properties of the generalized constructions in the extent in which this paper covers the basic constructions | this is one of tasks for future. The aim of D4] has not been to look for such properties, but to show that an instance of these generalized constructions is always induced by a situation when, for nite groups G ( This and other results give us hope that all methods how to construct G( ) and G( ) with d( ; ) = n 2 =4 will be understood in future.
