We explore the use of deep learning and deep reinforcement learning for optimization problems in transportation. Many transportation system analysis tasks are formulated as an optimization problem -such as optimal control problems in intelligent transportation systems and long term urban planning. Often transportation models used to represent dynamics of a transportation system involve large data sets with complex input-output interactions and are difficult to use in the context of optimization. Use of deep learning metamodels can produce a lower dimensional representation of those relations and allow to implement optimization and reinforcement learning algorithms in an efficient manner. In particular, we develop deep learning models for calibrating transportation simulators and for reinforcement learning to solve the problem of optimal scheduling of travelers on the network.
Introduction
Many modern transportation system analysis problems lead to high-dimensional and highly nonlinear optimization problems. Examples include fleet management [39] , intelligent system operations [26] and long-term urban planning [45] . Transportation system models used in those optimization problems typically assume analytical formulations using mathematical programming [27, 44] or conservation laws [16, 40] and rely on high level abstractions, such as origin-destination matrices for demand. An alternative approach is to model transportation system using a complex simulator [38, 43, 7] , which model individual travelers and provide flexible approach to represent traffic and demand patterns in large scale multi-modal transportation systems. However, solving optimization problems and dynamic-control problems that rely on simulator models of the system is prohibitive due to computational costs. Recently matamodel based approach was proposed to solve simulation-based transportation optimization problems [14, 42] .
In this paper, we propose an alternative approach to solve optimization problems for large scale transportation systems. Our approach relies on low complexity metamodels deduced from complex simulators and reinforcement learning to solve optimization problems. We use deep learning approximators for the low complexity metamodels. A deep learning is a Latent Variable Model (LVM) that is capable of extracting the underlying low-dimensional pattern in a high-dimensional input-output relations. Deep learners have proven highly effective in combination with Reinforcement and Active Learning [36] to recognize such patterns for exploitation. Our approach builds on the work on simulation-based optimization [42, 14] , deep learning [41, 18] as well as reinforcement learning [51, 50] techniques recently proposed for transportation applications. The two main contribution of this paper are 1. Development of innovative deep learning architecture for reducing dimensionality of search space and modeling relations between transportation simulator inputs (travel behavior parameters, traffic network characteristics) and outputs (mobility patterns, traffic congestion)
Deep Learning
Let y denote a (low dimensional) output and x = (x 1 , . . . , x p ) ∈ p a (high dimensional) set of inputs. We wish to recover the multivariate function (map), denoted by y = f (x), using training data of inputoutput pairs (
, that generalizes well for out-of-sample data. Deep learning uses compositions of functions, rather than traditional additive ones. By composing L layers, a deep learning predictor becomeŝ
Here f l is a univariate activation function. The set (w, b) = (w 1 , . . . , w L , b 1 , . . . , b L ) is the set of weights and offsets which are learned from training data. Here w l ∈ R p l ×p l and dimensionality p l is of the architecture specifications.
Training the parameters (W, b) and selecting an architecture is achieved by regularized least squares. Stochastic gradient descent (SGD) and its variants are used to find the solution to the optimization problem [41] .
is training data of input-output pairs, and φ(f DL ) is a regularisation penalty on the network parameters (weights and offsets).
In this paper we develop a new deep learning architecture for simultaneously learning low dimensional representation of simulator's input parameter space as well as the relation between simulator's inputs and outputs. Our architecture relies on multi-layer perceptron and auto-encoding layers. Multilayer Perceptron Network (MLP) -a neural network which takes a set of inputs, x = (x 1 , x 2 , ...x i )
T , and feeds them through one or more sets of intermediate layers to compute one or more output values, Y = (y 1 , y 2 , ...y n )
T . Although a single architecture is commonly implemented in practice, some success has been found through comparative or combinatorial means [53] .
Auto-Encoder
An auto-encoder is a deep learning routine which trains the architecture to approximate x by itself (i.e., x = y) via a bottleneck structure. This means we select a model F W,b (x) which aims to concentrate the information required to recreate x. Put differently, an auto-encoder creates a more cost effective representation of x. For example, under an L2-loss function, we wish to solve
subject to a regularization penalty on the weights and offsets. In an auto-encoder, for a training data set {x 1 , . . . , x n }, we set the target values as y i = x i . A static auto-encoder with two linear layers, akin to a traditional factor model, can be written as a deep learner as
where a (i) are activation vectors. The goal is to wind the weights and biases so that size of w (2) us much smaller than size of w 
Deep Learning for Calibration
In this section we develop a new deep learning architecture that can be used to learn low-dimensional structure in the simulator input-output relations. Then we use the low dimensional representations to solve an optimization problem. Our optimization problem is the problem of calibration of a transportation simulator. As the simulators become more detailed, the high dimensionality has now become a pressing concern. In practice, high dimensional data possesses a natural structure within it, that can be expressed in low dimensions. Known as Dimension Reduction, the effective number of parameters in the model reduces and enables analysis from smaller data sets.
Recently, we developed a low-dimensional metamodel for to be used for transportation simulation-based problems [42] . We calculated active subspaces to capture low-dimensional structures in the simulator. We used Gaussian process to represent the input-output relations. There are several key concerns while developing an efficient simulation-based algorithms for transportation applications 1. Algorithms must be sample efficient and parallelizable. Each simulation run is computationally expensive and can take up to a few days. This computational constraint could potentially limit the scale and scope of calibration investigations and result in large areas of sample space unexplored and sub-optimal decisions. As High-Performance Computing (HPC) resources have become increasingly available in most research environments, new modes of computational processing and experimentation have become possible -parallel tasking capabilities allow multiple simulated runs to be performed simultaneously and HPC programs aid in coordinating worker units to run codes across multiple processors to maximize the available resources and time management. By leveraging these advances and running a queue of pending input sets concurrently through the simulator, a larger set of unknown inputs can be evaluated in an acceptable time frame.
The variational landscape for a simulation model will not be uniform throughout the state-space. Although active conservation of restricted resource allocations can be mitigated by HPC, additional care should be taken to determine when exploration or exploitation should be encouraged given the data collected and redundant sampling avoided.
A machine learning technique known as active learning is leveraged to provide such a scheme. A utility function (a.k.a acquisition function) is built to balance the exploration of unknown portions of the input sample space with the exploitation of all information gathered by the previous evaluated data, resulting in a prioritized ordering reflecting the motivation and objectives behind the calibration effort. The expectation of the utility function is taken over the Bayesian posterior distribution and maximized to provide a predetermined number of recommendations.
2. Transportation modelers have many ways to model complex interactions represented within the transportation simulator. Calibration methodologies that account for internal structure of a simulator could be more efficient. On the other hand, they are hardly generalizable to other types of simulation models. By treating the relationship between the inputs and outputs of the simulator in question as an unknown, stochastic function, black-box optimization methodologies can be leveraged. Specifically, our previously developed Gaussian process framework took the Bayesian approach to construct a probability distribution over all potential linear and nonlinear functions matching the simulator and leveraging evidential data to determine the most likely match. Once this distribution is sufficiently mapped, a valued estimation for the sought parameters can be made with minimal uncertainty.
Deep Learning Architecture
Within the calibration framework, two objectives must be realized by the neural network:
1. A reduced dimension subspace which captures the relationship between the simulator inputs and outputs must be bounded in order for adequate exploration 2. Given the reduced dimension sample determined by the framework, a method to convert the reduction to the original dimension subspace must exist to allow for simulator evaluations
To address these objectives, we use MLP architecture to capture the relations between inputs and outputs. We use an coder architecture to capture the low dimensional structure in the input parameters. We will run optimization algorithms inside the low dimensional representation of the input parameter space to address the curse of dimensionality. The Autoencoder and MLP share the same initial layers up to the reduced dimension layer, as shown in Figure 1 .
The activation function used is the tanh, which has a range of (−1, 1) and is a close approximation to the sign function.
We ran the simulator several times to generate initial sample set was used by the calibration framework to explore the relationship between the inputs and outputs. Additionally, to quantify the discrepancies during training, the following loss functions were used:
1. The MLP portion of the architecture used the mean squared error function L
where φ(θ) represents the predicted values produced by the neural network for the simulator's output y given the input set θ 2. The Autoencoder portion of the architecture used the mean squared error function L and a quadratic penalty cost P for producing predicted values outside of the original subspace bounds
where φ(θ) represents the predicted values produced by the neural network for the simulator's input x given the input set θ, x u represents the input set's upper bound, and x l represents the input set's lower 
Empirical Results
We use Sioux-Falls [28] , transportation model for our empirical results. This model consists of 24 traffic analysis zones and 24 intersections with 76 directional roads, or arcs. The network structure and input data provided by [46] have been adjusted from the original dataset to approximate hourly demand flows in the form of Origin-Destination (O-D) pairs, the simulation's input set. The input data is provided to a simulator package which implements the iterative Frank-Wolfe method to determine the traffic equilibrium flows and outputs average travel times across each arc. Due to limited computing availability, only the first twenty O-D pairs are treated as unknown input variables between 0 and 7000 which need to be calibrated while the other O-D pairs are assumed to be known. Random noise is added to the simulator to emulate the observational and variational errors expected in real-world applications. The calibration framework's objective function is to minimize the mean discrepancy between the simulated travel times resulting from the calibrated O-D pairs and the 'true' times resulting from the full set of true O-D pair values.
Overall, the performance of the calibration using a deep neural network proved significant, see Figure 2 (a). A calibrated solution set was produced which resulted in outputs, on average, within 3% of the experiment's true output. With a standard deviation of 5%, Figure 2 (b) provides a visualization for those links which possessed greater than average variation from the true demand's output. Given the same computational budget, Bayesian optimization that uses low dimensional representation from the deep learner leads to 25% more accurate match between measured and simulated data when compared to active subspaces.
Deep Reinforcement Learning
Consider the desire for a calibrated simulator not to be used for the evaluation of interested scenarios but as a tool for designing a policy π : s → a which dictates an optimal action a for the current state of the system s.
Once calibrated, the simulator is no longer regarded as a black-box but as an interactive system of players, known as agents, and their environment. In such a system, the agent interacts with an environment in discrete time steps. At each timestep, t, the agent has a set of actions,a 1,...,n which can be executed. Given the action, the environment changes from its original state, s, to a new, influenced state, s . If, for every action or through a set of actions, a reward is derived by the agent, the sequential decision problems can be solved through a concept known as Reinforcement Learning (RL).
Such a structure is quite conducive to transportation. For example, if a commuter chooses to leave the house after rush hour has ended, he will eventually be rewarded at the end of his commute with a shorter travel time than if he had left at the beginning of rush hour. Although not immediately realized, the reward is no less desired and will, in the future, encourage the agent to perform the same behavior when possible.
The quantification of such an action-reward trade-off is represented through a function known as 'Qlearning' [49] . Q-learning, referencing the 'quality' of a certain action within the environment's current state, represents the maximum, discounted reward that can be obtained in the future if action a is performed in state s and all subsequent actions are continued following the optimal policy π from that state on:
where R t = ∞ τ =t γ τ −t r τ is the discounted return and τ ∈ [0, 1] is the factor used to enumerate the importance of immediate and future rewards.
In other words, it is the greatest reward we can expect given we follow the best set of action sequences after performing action a in state s. Subsequently, the optimal policy requires choosing the optimal, or maximum, value for each state:
While most of the research on RL is done in the field of machine learning and applied to classical AI problems, such as robotics, language translation and supply chain management problems [23] , some classical transportation control problems have been previously solved using RL. [1, 6, 11, 8, 1, 5, 31, 17, 2, 13] .
Unfortunately, the Q-functions for these transportation simulators continue to possess high-dimensionality concerns noted in our previous calibration work. However, recent advancements have allowed for the successful integration of reinforcement learning's Q-function with deep neural networks. [37] Known as a Deep Q Network (DQN), these neural networks have the potential to provide a diminished feature set for highly structured, highly-dimensional data without hindering the power of the reinforcement learning.
For development and training of such a network, a neural network architecture best-fitting the problem is constructed with the following loss function [48] L i (θ i ) = E s,a,r,s (y 
where θ − represents parameters of a fixed and separate target network. Furthermore, to increase the data efficiency and reduce the correlation among samples during training, DQNs leverage a buffer system known as experience replay. Each transition and answer set, (s t , a t , r t , s t+1 ), is stored offline and, throughout the training process, random small batches from the replay memory are used instead of the most recent transition.
For the purpose of this paper, a MLP network is utilized as the neural architecture.
Empirical Results
For demonstration and analysis, a small transportation network, depicted in Figure 3 , consisting of 3 nodes and 2 routes, or arcs, is used. The small network has varying demand originating from node 1 to node 2 for 24 time periods. Using RL, we find the best policy to handle this demand with the lowest system travel time given that any single period has two allowable actions:
1. 0 − 2 units of demand from node 1 to node 2 can be delayed up to one hour 2. 0 − 2 units of demand from node 1 to node 2 can be re-routed to node 3 as an alternative destination at a further distance
In essence we solve the optimal traffic assignment problem. Our state contains the following information: (i) the amount of original demand from node 1 to node 2 that is to be executed at time t, D t,1,2 ; (ii) the amount of demand moved to time t for execution from time t − 1, M t,1,2 ; (iii) the amount of demand left to be met between time t + 1 and t = 24 divided by the amount of time left 24 − (t + 1) The action includes the option to move 0,1,or 2 units of demand from the current period t to the subsequent period t + 1 or move 0,1,or 2 units of demand from the arc between note 1 and node 2 to the arc between node 1 and node 3 ,
The reward is calculated using the same simulator package from the Section ??,which implements the iterative Frank-Wolfe method to determine the traffic equilibrium flows and outputs total system travel time for the period. Since Q-learning seeks the maximum reward, we took the negative total system travel time. After running the network on 100 of 24-long episodes, a randomly generated set of demand was produced and run through the resulting neural network. A 51% improvement in the system travel time was achieved. Table 1 illustrates the adjustments decided by the Q network and Figure 4 
Discussion
Deep learning provides a general framework for modeling complex relations in transportation systems. As such, deep learning frameworks are well-suited to many optimization problems in transportation. This paper presents an innovative deep learning architecture for applying reinforcement learning and calibrating a transportation model. We have demonstrated, deep learning is a viable option compared to other metamodel based approaches. Our calibration and reinforcement learning examples demonstrate how to develop and apply deep learning models in transportation modeling. At the same time, there are significant challenges associated with using deep learning for optimization problems. Most notably, the issue of performance of deep reinforcement learning [52] . Though theoretical bounds on performance of different RL algorithms do exist, the research done over the past few decades showed that worst case analysis is not the right framework for studying artificial intelligence: every model that is interesting enough to use in practice leads to computationally hard problems [10] . Similarly, while there are many important theoretical results that show very slow convergence of many RL algorithm, it was shown to work well empirically on specific classes of problems. The convergence analysis developed for RL techniques is usually asymptotic and worst case. Asymptotic optimality was shown by [49] who shows that Q-learning, which is an iterative scheme to learn optimal policies, does converge to optimal solution Q * asymptotically. Littman et.el. [32] showed that a general reinforcement learning models based on exploration model does converge to an optimal solution. It is not uncommon for convergence rates in practice to be much better than predicted by worst case scenario analysis. Some of the recent work suggests that using recurrent architectures for Value Iteration Networks (VIN) can achieve good empirical performance compared to fully connected architectures [30] . Adaptive approaches that rely on meta-learning were shown to improve performance of reinforcement learning algorithms [4] .
Another issue that requires further research is the bias-variance trade-off in he context of deep reinforcement learning. Traditional regularization techniques that add stochasticity to RL functions do not prevent from over-fitting [54] .
In the meantime, deep learning and deep reinforcement learning are likely to exert greater and greater influence in the practice of transportation.
