Abstract
Introduction
An ad hoc network is a distributed multi-hop wireless packet network independent of any infrastructure and without a central node [1] . All nodes in the network need to act as both host and router simultaneously. Because the radio capacity of each node is limited, the router in the network is often multihop and the data will be transmitted through some nodes before it reaches the destination. Choosing an efficiency protocol to prolong life-time becomes extremely important. Most ad hoc networks employ TDMA-based Media Access Control (MAC) protocol to achieve collision avoidance scheduling, and get high utilization from clear channel allocation.
To avoid transmission collision, all nodes in a TDMA-based ad hoc network must be synchronized to the same time slot reference. To achieve this we can use two methods. The first is by receiving time from a Global Position System (GPS) [2] , which can provide a high precision; however this information is not available in some situations especially in the battlefield [3] . In addition, GPS receivers are expensive. The other method is decentralized synchronization, by which each node mutually adapts its time slots to a time-base by obtaining time slot differences from other nodes [4] [5] [6] .
Based on the above work, this paper will focus on the implementation of time synchronization protocol in TDMA-based ad hoc networks. Our protocol can reduce the interaction of packet transmitted in the network and make improvement to the accuracy of TDMA-Based network time synchronization. For ad hoc network the topology is dynamic and our protocol adapts to the changes of network and gets stable network time synchronization. The remainder of this paper is organized as follows. In Section 2 Time Mode of Time-synchronization shows the model of packet delay and oscillator frequency. Slot-based time synchronization between a pair of nodes is described in Section 3. In Section 4, multi-hop time synchronization in ad hoc network is discussed. In Section 5, the experiment results are given. In Section 6, the conclusion is presented.
The Influence on Time-synchronization
The ingredients associate with time-synchronization for the nodes in wireless networks basically involve the capacity for node itself and the delays between two nodes when transmitting a message that includes time synchronization information.
A. The errors involved by the node itself
In TDMA networks, all nodes maintain a consistent global time to get a same time slot reference. An internal hardware oscillator in any node, say X, which provides local clock Tx continuously running, can synchronize to the Coordinated Universal Time (UTC) T. Through our experiments, we can find the relationships between X's clock Tx and the UTC T matches the following function: Tx = Axt + T0x + Driftx(t), (1) Where Ax is the clock skew caused by the natural frequency differences between X's oscillator and the universal standard one and T0x is the initial time offset. Driftx(T) is the roamed clock drifts caused by the oscillator itself and the variations of environmental conditions such as variations of temperatures. If we can get the clock of X perfectly identical with the clock used by UTC time T, Ax would be equal to 1 and both T0x and Driftx(T) would be zero. We can get one case in our experiments showed in Figure 1 , which described by Equation.
(1).
Figure1
. Relationship between a local time and the UTC on telosb motes. The time synchronization was stopped after T0. The initial small error of the skew estimate results in increasing synchronization error over time. Clock drifts shown in Figure 1 are environmentrelated phenomenon and are hard to be modeled accurately. Even if we can assume that the accurate drifts can be estimated by measuring the environment parameters in the real-time, inconsistencies still remain in reading the corresponding values from drift-overenvironment tables that may be perfectly known beforehand. As a matter of fact, clock drifts are not the unique element of the errors of a node's local clock. If we sample X's time in a very small period, the environmental factors will not change much so that the drifts can be taken as a constant, and the curve in Fig. 1 can be approached very well by a sequence of linear regression functions [9] . In each sampling period, we can use certain methods to obtain time synchronization. In order to get the accurate time, we can assume the sampling time is high enough that we can take possession of time drifts as linear regression function. Therefore, Equation (1) can be represented as: Tx = Ax(N)t + T0x(N), NT < t < (N + 1)T, (2) B. Non-deterministic delays in the radio message delivery are the biggest enemy of precise time synchronization of wireless network. Packet delay were decomposed from the delivery of message first introduced by Kopetz and Ochsenreiter [7] and were extended later in [8] . In general, 6 components were decomposed for the packet delay.
Send Time: the delay used to assemble a packet and delivery the send request to the MAC layer in the sender side. It relies on the system call overhead of the operation system and on the load of processor. It is nondeterministic.
Access Time: the time from the packet waiting for access to the transmit channel till the transmission starts. The access time is the least deterministic part of the message delivery process.
Transmission Time: the delay it takes for sender to transmit the packet at the physical layer. This time is deterministic and the time depends on the length of the packet and the baud rate of the transmission.
Propagation time: the delay it takes for one binary bit in packet to travel the wireless link from sender to receiver once it has left the sender. The propagation time is highly deterministic in wireless network and it depends on the distance between the sender and the receiver.
Reception Time: the time for the receiver to receive the packet. It is the same as transmission time but partly overlaps with transmission time. The overlap part can be found out in figure 1.
Receive time: the delay incurred processing the incoming packet up to the point when delivering it to the application layer in receiver. Its character is analogical to that of send time. Receiver:
T global : the Coordinated Universal Time of a time source. There is only one time source at a time in a network we called original time source and all nodes in the network synchronize to it for the slot maintaining.
T local : the time continuously running by local clock. T send : the sender's time stamp which is the estimated global time that can be calculated by Absolute Slot Number (ASN) in TDMA-based networks.
T arrive : the corresponding local time that the receivers obtain from their respective local clocks at message reception.
Analyzing the equation (1) and equation (2), followed by acquiring of the exact time when transmitting a packet, we use linear regression to find the line L best approximating the dataset in Figure 1 , and we can get the formula as follows: 
Where, T offset = T send -T arrive Time synchronization of two nodes can be acquired from receiving the message that contains the sender' time stamp using equation (3) . Many protocols ,such as TPSN [10] 、FTSP [11] , get the time stamp from given bytes in the sending message. In TDMA networks, every node operates according to a slot schedule of period slots and each node must allocate an exclusive time-slot for communication. Slot operates in TDMA networks can be described in figure 3 . If the time of T_CCAOffset to be a determinate value, we can calculate the send time stamp using Absolute Slot Number (ASN). Through the above analysis, we can get the time of Tsend as follows: T send = ASN* SLOT_SIZE + T_CCAOffset + T_CCA + T_RxTx + Δ Where, SLOT_SIZE is the length of a slot in TDMA network, and Δ refers to the time to send preamble bytes.
Figure3. Slot Timing in TDMA network

Multi-hop Time Synchronization
In practical ad hoc networks, the network radius is greater than one hop and network-wide synchronization is required. We describe this time protocol in multihop network in this section. We assume all nodes in the network have a unique ID and know exactly its least hop to the original time source.
There is only one original time source in an ad hoc network. All nodes within the communication range of the original time source synchronize to the original time source and other nodes choose the optimal node to acquire synchronization. The newly synchronized nodes then broadcast message involving synchronization information to other nodes in the network. In the following subsections the most important aspects of the protocol will be presented. Synchronization Message Format: We add some information to certain message for maintaining networks to broadcast our synchronization information. We only need the ASN to represent the information.
Managing Redundant Information: Since all synchronized nodes periodically transmit synchronization messages, in a dense network a receiver may receive several messages from different nodes in a short time interval. Due to limited resources, an appropriate subset of the messages must be selected to create reference points. Receive Signal Strength Indicator (RSSI) and the number of hops from original time source makes the rule of time source choice.
The root election problem: In order to get global time synchronization, evidently one and only one original time source is needed in the network. Since nodes may fail or out of energy, no dedicated node can play the role of original time source.
When a node does not receive new messages contain time synchronization information for SOURCE_TIMEOUT number of message broadcast periods, it declares itself to be the root. During a period of timeout set beforehand, the node with least ID and least hop to the last original time source will succeed make itself original time source.
Experiment Results
We carry out our experiment on TelosB mote platform. TelosB is a sensor node developed by California Berkeley University and the mote is an open source platform designed to enable cutting-edge experimentation for the research community. We tested the protocol on the most problematic scenarios, such as switching off the original time source of the network and the remaining nodes can reconstitute a connected network.
Figure4. The layout and links for the experiment. Each node can only communicate with its neighbors (at most 8).
Figure5. The re-synchronization after the original time source stopped. The node with the least hops and the least node ID compete to be a new original time source. The experiment scenario involves 35 Telosb motes deployed in a 5x7 grid in such way that each mote can communicate with its neighbors only. Furthermore, the node with the smallest id (ID1) is located in the middle of the network as shown in Figure  4 . This means that ID1 will become the first root of the network and the node with the smallest id (ID2) among ID1's neighbors will replace ID1 if and when it fails as shown in figure 5 .
Two other motes were used in the experiment, the reference broadcaster, and the base station. The reference broadcaster queried the global time from all nodes in the network once per 30 seconds and the base station collected the responses to the query from all the nodes. 
Figure6
. A 5x7 grid experiment shows the average and maximum error of pair nodes (the average and maximum of a pair of nodes differences of the reported global times) and the percentage of synchronized nodes in TDMA networks. The nodes were switched on at time A, the node ID1 was switched off at B, and the node ID2 was selected to be new original time source at C, and all the nodes synchronized to ID2 at D. We forced the topology of the 35 nodes network in software and, therefore, the radio range of the reference broadcaster and the base station could cover the range of all the nodes. As a result the base station and the broadcaster could talk directly to all 35 nodes and no multi-hop routing was necessary. The experiment took about two hours with following scenario:
A: at 0:00 all nodes were turned on; B: at 0:30 the original time source with ID1 was switched off, ID2 becomes the new original time source, eventually; C: between 1:10 and 1:25 all nodes but the node ID1 was synchronizing to the new original time source ID2; D: at 1:30 the synchronization of the network became stabilization again;
There were 35 nodes in the network, and all of them succeed to reply to the reference broadcaster due to TDMA scheduling. The information which contains whether they were synchronized and what the global time was at the arrival of the reference broadcast message was reported back to the base station by the nodes. The result of the experiment is show in figure 6 
Conclusion
In our experiment, our protocol can get the accuracy of no more than 10 microseconds and is suitable for most of the TDMA networks. As compare to other time synchronization protocols such as RBS [8] 、FTSP [11] , we can get more accuracy and use less information in the message broadcasted for interaction. Our protocol also does not need to make sending time stamp in the message and is easy to realization.
Several further researches can be done in the future. The first is the influence of temperature to the accuracy of our protocol should be concerned and eliminated. Another is all messages in TDMA network can be utilized to synchronization after the node has synchronized aimed to reduce the limit of adding information (such as ASN) in the message.
