Due to the NP-hardness of the job shop scheduling problem (JSP), many heuristic approaches have been proposed; among them is the genetic algorithm (GA). In the literature, there are eight different GA representations for the JSP; each one aims to provide subtle environment through which the GA's reproduction and mutation operators would succeed in finding near optimal solutions in small computational time. This paper provides a computational study to compare the performance of the GA under six different representations.
Introduction
Genetic algorithm (GA) is a random search optimization technique that mimics the natural selection process [1] . Its approach is based on randomly generating a new set (generation) of solutions from an existing one, so that there is improvement in the quality of the solutions throughout generations. In the simple GA implementation [2] , this approach is conducted through three main operators that are repeatedly applied to a given generation of solutions until a new child generation with a predetermined population size is obtained: 1) random selection of two solutions from the individuals in the parent generation, 2) reproduction of two new child solutions by mating the selected individuals. This mating process is conducted by randomly exchanging specific elements in the structures of the selected solutions in a manner similar to the crossover operation of chromosomes in natural genetics, and 3) mutation of some randomly selected elements in the structures of the resultant child solutions to increase the capability of reaching further points in the search space. Different variations to the simple GA approach, aiming to improve its search capabilities, can be found in the literature. The GA has proven to be a competitive random search technique for various types of optimization problems [3] .
In order to apply GA to a specific optimization problem, one has to decide first how to represent solutions of the problem in a suitable structure that can be dealt with through both the reproduction and the mutation operators.
Such a structure, referred to as the genotype, needs to be easily interpretable to a feasible solution of the studied problem. The selection of a suitable representation is usually accompanied with, and sometimes affected by, the design of suitable reproduction and mutation operators. In combinatorial optimization problems, the selection of a suitable GA representation is a challenging task. This class of problems is characterized by discrete decision variables that are usually interrelated through logical relationships. As a result, different mathematical models may exist for the same combinatorial optimization problem, leading to the existence of different possible GA representations.
The job shop scheduling problem (JSP) is a well known combinatorial optimization problem that arises in low-volume production systems in which products are made to order [4] . It is concerned with sequencing a set of jobs on a set of technologically different machines; each is capable of processing at most one job at a time. Jobs follow dissimilar processing routes among the machines and a job cannot be processed on more than one machine simultaneously. Furthermore, preemption is not allowed and a job is permitted to have multiple visits to any machine. The JSP with the objective of minimizing the makespan is known to be NP-hard [5] . This complexity even exists in the small case of three jobs and three machines [6] [6] . As a result, and due to its importance, there is an ever-growing literature of heuristic approaches for that problem.
Among all combinatorial optimization problems, the JSP is presumably the most frequently solved by GA using different GA representations. In their tutorial paper, Cheng, Gen and Tsujimura [7] provide a literature survey on the different GA representations used for the JSP. However, there is a gap in the literature regarding the computational comparison of various representation schemes as only minor experimental comparison is reported by Gen and Cheng [3] . Anderson, Glass and Potts [8] report a computational study conducted with different metaheuristic approaches including four different GA implementations. However, their study falls short in the consistency and coherence of the conducted experiments in terms of the number of runs and the number of tested problems. In this paper, six different representations are compared experimentally to identify the most effective ones in terms of solution quality and computational time requirement.
The rest of this paper is organized as follows. First, we illustrate the structure of the JSP and present the different mathematical models that have been used in Section 2. In Section 3, a classification and a literature review on the GA representations used for the JSP is presented. The different reproduction and mutation operators used for the GA representations are presented in Section 4. In Section 5, the experimental results are illustrated and discussed, and finally the conclusion is provided in Section 6.
Problem Structure and Mathematical Models
Before discussing the available GA representations for the JSP, it is imperative to illustrate the structure of the problem and the different mathematical models that have been used in the literature. We denote J as the set of jobs. Each job consists of an ordered list of operations that represents its processing route through a subset of machines in the shop. We denote
as the set of all operations' indexes. The operations' indexes are assigned such that for job k J  , the subset of consecutive indexes
includes the indexes of operations belonging to that job; where in the set I k , the operation with the lower index is to be processed first. For operation i, the time needed to finish its processing is p i which is assumed to be integer without loss of generality, the job to which it belongs is denoted jb (i), and its processing machine is mc (i).
The task of the scheduling process is to determine the start time s i for every operation i  I. There are two sets of constraints in the JSP. The technological or precedence constraints define the mandatory processing sequence of operations belonging to the same job. This set of constraints is represented by the following inequalities.
The second set of constraints is in a disjunctive (either-or) form, and it represents the condition that operations on the same machine must be processed in different time intervals.
Different objective functions have been dealt with in the literature. In this paper, we concentrate on the objective of minimizing the maximum completion time or the makespan. The makespan, denoted C max , is expressed as follows.
Different mathematical models have been proposed for the JSP. The integer linear programming (ILP) models use different forms of binary variables. Table 1 summarizes the definitions of the binary variables used. Manne's model has gained larger interest in the research community due to its comparatively small number of variables and constraints.
The precedence constraints (1) of the JSP can be viewed as a series of consecutive operations for each job, which is analogous to a series of consecutive activities as found in project scheduling. This analogy motivated importing network models that are used in the project scheduling literature to the JSP. To represent the disjunctive constraints (2), additional sets of arcs are required. This is achieved in the literature by two models, the disjunctive graph model [9] and the permutation-induced acyclic network (PIAN) model [10] .
In the disjunctive graph model, a disjunctive arc is defined between every pair of operations that share the same machine. Each disjunctive arc is associated with a binary decision variable similar to that of Manne's model, such that a selection on the value of that variable defines the direction and the length of each disjunctive arc.
Based on the disjunctive graph model, very efficient algorithmic techniques have been developed such as the immediate selections [11] and the shifting bottleneck heuristic [12] . Alternatively, in the PIAN model, permutations are used to represent the processing sequence of all operations that share the same machine in a mannersimilar to the idea given in Wagner's model. These per- mutations are treated as decision variables and interpreted into directed arcs on the graph to provide a resolution for the disjunctive constraints (2).
GA Representations
Cheng, Gen and Tsujimura [7] provide a survey on the different GA representations used for the JSP. They classify them into two categories: direct and indirect. The distinction between direct and indirect representations depends on whether a solution is directly encoded into the genotype or not. Alternatively, in this paper we classify the GA representations for the JSP into two main categories: model-based and algorithm-based. Figure 1 illustrates this classification and lists the available representations in the literature for each category.
In model-based representations, the structure of the genotype is based on the definition of the decision variables of a specific JSP mathematical model, and a genotype can be directly interpreted to a feasible or infeasible solution. A special algorithm may be needed to convert infeasible solutions into feasible ones. In model-based representations, optimal solutions are attainable. The existing model-based representations use three types of decision variables: 1) binary decision variables as found in the disjunctive graph model and the ILP model of Manne, 2) processing sequence decision variables as described in the PIAN model, and 3) integer variables representing the operations' start or completion times. In the binary GA representation, the disjunctive graphbased representation [16] has a large chromosome size and many infeasible solutions are encountered during the GA run, which requires extra computational effort to fix their infeasibilities. This GA representation is excluded from the computational comparison in this paper.
In the processing sequence representations, there are three different forms that are based on the processing sequence decision variables as found in the PIAN model. The operation-based (OB) representation [17] uses a single string of genes, where each job is represented by a number of genes equals the number of operations it contains. Based on the order of the operations given in this representation, each operation is assigned the earliest start time permitted by considering the machine availability constraints to generate feasible schedule. In this interpretation mechanism, the technological constraints are easily satisfied.
The random keys (RK) representation [18] is very similar to the operation-based one, except that each gene is filled with a randomly generated number between 0 and 1. The random numbers in a given chromosome are sorted out and the resulting order is used to replace these numbers with an integer (the order). Each operation in the studied problem is assigned an integer value so that the resultant string of integers is equivalent to a string of operations. This string is then interpreted into feasible schedule using the same approach as in the operationbased representation with correcting any violation of the technological constraints.
The preference list-based (PL) representation, found in [19] and [20] , uses a string of operations for each machine instead of a single string for all the operations, which makes it a direct representation of the processing sequence decision variables of the PIAN model. Frequently, violations of the technological constraints are encountered, which requires additional computations to fix it during the interpretation phase.
The completion time-based representation [21] uses a string of integer values having a length that equals the total number of operations. The integer value stored in a gene represents the completion time, which equals   i i s p  of its associated operation. This representation requires extra computational effort to fix an expectedly large number of infeasible representations. This representation has been excluded from the computational comparison in this paper.
In the algorithm-based representations, the genotype is used to store guiding information to be used by an algorithm to generate feasible schedules, and there is no guarantee for obtaining optimal solutions. In the priority rule-based (PR) representation [22] , the chromosome is a string of priority dispatching rules which are applied in sequence to schedule operations within an active schedule generator, namely Giffler and Thompson algorithm [23] . Consequently, the chromosome length equals the total number of operations in a given problem. In the machine-based (MB) representation [8] , the chromosome is a string of machines with a total length equals the number of machines. The sequence of the machines in the chromosome represents the order by which a machine is treated as a bottleneck machine in the shifting bottleneck algorithm [12] . In the job-based (JB) representation [24] , the chromosome is a string of jobs with a total length equals the number of jobs. Using the order of the jobs given in the chromosome, a simple algorithm is used to schedule all the operations of the given job in sequence on all the machines at once. To schedule an operation, this algorithm searches for an empty time slot on the assigned machine without violating the technological constraints.
Reproduction and Mutation Operators
In GA, the reproduction operator can be seen as an approach for conducting neighborhood search; while, mutation operator provides a mechanism to avoid being trapped in a local optima. The design of both operators is crucial for the success of GA. In the literature, the reproduction and mutation operators applied to the JSP are mainly adopted from the literature of applying GA to the traveling salesman problem (TSP). This adoption is motivated by the similarity between the GA representations used for the JSP and the permutation representation used to encode the sequence of visited cities [3] .
Among the reproduction operators used in the JSP literature are the partial-mapped crossover (PMX) [25] , the order crossover (OX) [26] and the uniform or position-based crossover [27] . For both PMX and OX, there are two versions, one in which there are a single crossover point and another one in which there are two crossover points.
The mutation operators used for the JSP implement different mechanisms to exchange the values assigned to randomly selected genes in a given chromosome. Swap mutation, also known as reciprocal exchange mutation, simply exchanges the values assigned to two different randomly selected genes. Inversion mutation, inverts the order of the values assigned to the set of genes located between two randomly selected positions in the chromosome. Insertion or shift mutation selects a gene randomly and sets its value to another randomly selected gene, while the values of the genes between these randomly selected positions are shifted. The displacement mutation is another version of shift mutation in which a substring of genes, instead of a single gene, is moved to a randomly selected new location. Gen and Cheng [3] provide a detailed description of the implementation of the reproduction and mutation operators used in this study.
Experimentation, Results and Analysis
The previously mentioned GA representations, except the disjunctive graph-based and the completion time-based, are considered in the current computational study. A special computer program prepared in the C++ programming language is used to benchmark the performance of a simple GA implementation with elite preservation strategy. All chromosomes are initialized in a totally random fashion by selecting randomly the values assigned for each gene in the chromosome. In the cases of OB, PL and JB representations, a special attention has been made to avoid operation or job repetitions in the same chromosome.
All experiments are conducted with a total number of generations of 300, a fixed population size of 40, a fixed elite size of 5, a fixed mutation probability of 0.1 and reproduction probability of 0.8. For the selection operator, a tournament selector is used. In this selector, two candidate solutions are drawn randomly with a probability proportional to their fitness values, and the one with the highest fitness (lowest makespan) is selected.
For each GA representation, the reproduction and mutation operators described in the previous section have been programmed. Since studying the GA performance when different reproduction and mutation operators are used is outside the scope of this paper, we programmed the GA to randomly select an operator from the available list. All reproduction operators have the same probability of being selected, and so the mutation operators.
The benchmark problems used in the experimentations are selected 40 standard test problems reported in the literature and made available through the OR-Library in the World Wide Web [28] . All runs are conducted on a personal computer with Intel Pentium Core 2 Duo processor running with a clock speed of 2.67 GHz and RAM of 512 Mega Bytes.
For each test problem and GA representation, five GA runs are conducted. The best and average makespan values among the five runs are reported in Table 2 . Based on these results, the optimality gap, which is defined as the difference between the best or average makespan value and the lower bound divided by the latter and multiplied by 100, is evaluated for each test problem. Table  3 lists the average among all test problems for both the best and average optimality gaps. From these results, it is clear that the MB representation gives the best quality solutions with a small optimality gap and it is relatively robust with minor variability in the final makespan value among the five runs. This is followed by the PR representation. The OB representation comes in the third place in terms of both the average and best optimality gaps; however its variability in the final makespan value is higher than that of MB and PR representations. The trend of increasing variability is apparent for the remaining GA representations, JB, RK and the worst PL. The computational time in seconds is recorded for each run. It is found that the main problem parameter that directly affects the computational time in a given problem is the number of operations. This is mainly attributed to the decoding mechanism of the GA representation used which generally contains a main loop over all the operations of a given problem. This fact is apparent for all representations except MB which is also affected by the number of machines in the decoding algorithm. To illustrate that, all problems that have the same number of operations are sorted out, and the recorded computational time is averaged among those problems. The average computational time is plotted against the number of operations for each GA representation as shown in Figures 2 and 3 . The results of OB, RK, PL and JB representations are separated in Figure 2 from those of PR and MB representations for the sake of clarity.
It can be concluded from Figures 2 and 3 that the computational time of the GA using OB, RK, PL, JB and PR representations is a polynomial function of the number of operations where this relationship is almost linear for the first four representations as shown in Figure 2 . The PR representation employs Giffler and Thompson's algorithm [23] to interpret the given list of priority rules into an active schedule. This interpretation procedure requires additional computational time in the decoding algorithm, which also depends on the number of operations, resulting in an increasing rate of computational time with the increase of the number of operations. For the MB representation, the computational time is affected by another factor, namely the number of machines, due to the decoding mechanism which employs the shifting bottleneck procedure [12] . This explains the unsteady rate of increase/decrease in the computational time as related only to the number of operations as showin Figure 3 .
In order to provide a unified measure for comparing the computational time requirements of the GA under the studied six representations, the average computational time in seconds of the five runs divided by the number of operations in a given problem is calculated for all test problems. Then, the average of this measure among all test problems is evaluated for each GA representation, and referred to as the average computational time per operation. This measure is plotted in Figure 4 against the average of the average optimality gap (or simply the average optimality gap) given in Table 3 .
From Figure 4 , it can be concluded that, on average, both RK and PL representations are dominated by the other four representations, and accordingly they may not be considered in the future unless more effective reproduction and mutation operations are devised. MB representation provides the best average optimality gap, while on the other side, job-based (JB) representation is the fastest. The four representations: MB, PR, OB and JB represent the Pareto front from which a software designer may choose.
Conclusions
In this paper, six different GA representations for the job shop scheduling problem (JSP) are compared. The main two factors that are used in the comparison are the average optimality gap, and the average computational time in seconds divided by the number of operations of a given problem. A set of 40 standard JSP benchmark problems are solved using the GA under the studied six representations, and the averages of both measures are calculated. It is found that the machine-based representation is capable of achieving the lowest optimality gap of 2.55% on average with a small variability among the conducted runs, but with the highest computational time. Both the random keys and preference-list representations are found to be incompetent compared to the other representations.
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