Abstract. It is a long standing open problem whether the Thompson group F is an amenable group. In this paper we show that if A, B, C denote the standard generators of Thompson group T and
Introduction
Definition 1.1. The Thompson group T is the group of (cyclic) order preserving homeomorphisms f : R/Z → R/Z for which:
• f and f −1 are piecewise linear with finitely many breakpoints.
• all breakpoints of f and f −1 are in Z[
• all slopes of f are in the set 2 Z := {2 n | n ∈ Z}.
T is a countable group. It is generated by the elements C, D, whose graphs are shown in Fig. 1 . Moreover, it has the finite presentation The present paper is a continuation of the work started in [10] by the same authors. In that paper, we tested the amenability problem of F by estimating norms of certain elements in the group ring CF using computers. Thanks to the new algorithms we devised to compute words in C, D in polynomial time (see Section 2) and to some results by Haagerup and Olesen [12] , we can now test the amenability problem of F by computing norms of certain elements in CT . Extrapolations of our computational results suggest the same as our previous paper, namely, that F might not be amenable. A recent experimental work by Elder, Rechnitzer and E.J. Janse van Reusburg [7] on the amenability problem of F using statistical methods arrives also to the same conclusion that F might be non-amenable (see also [8] ).
As in [10, Section 2] , by the norm of ||a|| of an element a in the group ring of a discrete group Γ we mean ||a|| = ||λ(a)|| B( 2 (Γ)) ,
where λ is the left regular representation of Γ. We continue using the standard convention of writing a ∈ B( 2 (Γ)) instead of λ(a) ∈ B( 2 (Γ)) for any a ∈ CΓ. Our starting point is the following theorem (see Section 2 for more details) Theorem 1.2. Let C, D be the generators of T, whose graphs are shown in Fig.  1 , and let I denote the unit element of T . Then
Moreover, the upper bound is attained if the Thompson group F is amenable.
In comparison, one gets for the free product Z 3 Z 4 on two generators c ∈ Z 3 , d ∈ Z 4 that (2) 1 √ 12 ||(e + c + c
(cf. Section 4). Given a discrete group Γ, let L(Γ) denote its von Neumann algebra. That is, L(Γ) is the von Neumann algebra in B( 2 (Γ)) generated by Γ. Then we can define the normal faithful tracial state τ on L(Γ) by τ (h) := hδ e , δ e , h ∈ L(Γ).
(see e.g. [14, Section 6.7] ). Moreover, we can express the norm of h in terms of the moments m n (h * h) := τ ((h * h) n ), n ∈ N 0 , namely, (cf. [10, Section 4] )
The challenge is to compute all the moments m n (h * h), and in practice we can only compute a finite number of them. In this paper, we were able to compute the moments m n (h * h), n = 0, . . . , 28 for the element
using efficient methods, both mathematically and computationally. This procedure can be adapted to elements in a discrete group Γ that are expressed similarly. Applying the spectral theorem to the self-adjoint operator
(cf. [10, Section 2]) one gets that there is a unique probability measure µ to R. Since τ is faithful, the support supp(µ) = σ(h) ⊂ [ −||h||, ||h|| ]. Such measure µ is invariant under the reflection t → −t because the odd moments ofh are zero, and it satisfies ||h|| −||h|| t 2n dµ(t) = m 2n (h) = m n (h * h), n ∈ N 0 .
Moreover, ±||h|| ∈ supp(µ) by symmetry of µ. The theory of orthonormal polynomials applied to this measure (cf. [10, Section 4] ) together with the moments yield an increasing sequence of numbers converging to ||h||. We can calculate the first 28 of these numbers using our computed moments, and a suitable extrapolation of these numbers (n = 0, . . . , 28) gives
We found that this sequence of numbers gives actually much better lower bounds than the sequence of "roots" and "ratios" of the moments that also converge to the norm (cf. Section 5). Furthermore, we also estimate the Lebesgue density of µ with fairly high precision, which shows that the measure µ is very close to zero on the interval [3.22, 2 + √ 2]. However, we cannot rule out that the measure has very "thin tail" stretching all the way up to 2 + √ 2. In comparison, one gets Eq. (2) when one considers the free product Z 3 Z 4 on two generators c ∈ Z 3 , d ∈ Z 4 . The measure µ based on c, d instead of C, D will be denoted by µ free , and it can be computed explicitly (See Section 4)
In our previous paper, we estimated the norm 3. 
which suggests that the actual norm is also much closer to 4, even though it cannot be 4 because the Thompson group T is not amenable [4] . This norm is estimated in the same way as we did with the norm ||A + B + A −1 + B −1 || (cf. Appendix B). The composition of words in C, D is given in Section 2, and it was inspired by the Belk and Brown forest algorithm in [3] (see also [2] ).
2. Action of C,D, the cyclic reduced numbers ζ n , and amenability.
Since the elements of the Thompson group T are piecewise linear functions with breakpoints on the diadics, it makes sense to introduce the set of diadic intervals
Note that the unit interval is the largest diadic interval, and cutting a diadic interval into two equal halves gives two new diadic intervals. Then we write these linear maps as functions D → D. For instance, the element C whose graph is in Figure 1 is the function
given by
Observe that D is not closed under union, e.g. the union of the diadic intervals [ 3 4 ] ∈ D which is not diadic. This asymmetry is used to write the domain and range as trees. Namely, we represent each diadic interval with a dot, and we join two of these dots with a caret whenever the union is also a diadic interval. The tip of the caret is the joined diadic interval. We do this recursively until we get the unit interval. For instance, in our example, for the domain of f C , we can join d 2 and d 3 with a caret to obtain the diadic interval [1/2, 1] and then we join this and d 1 with a caret to obtain the diadic interval [0, 1]. The domain tree of C is illustrated in Figure 2 .
The domain tree (resp. range tree) of x ∈ T will be denoted with d(x) (resp. r(x)).
Definition 2.1 (Doubletree). The doubletree of x ∈ T is the pair of trees r(x), d(x) together with the permutation (a rotation) σ : leaves(r(x)) → leaves(d(x)) of its leaves. For instance in our example, the doubletree of C is shown in Figure 3 . Composition of doubletrees is done as if we were composing its corresponding piecewise linear maps. However, it might be necessary to subdivide the diadic intervals in domain and range to accomplish this task. (This corresponds to replace a domain leaf and its corresponding range leaf with a double caret). For instance, if we compose C • D using the doubletrees shown in Figure 2 Figure 3 . A doubletree with no double-carets is said to be reduced.
2.1.
The action of C and D on any element of T . We investigate the doubletree composition C • x, x ∈ T in three cases, where the doubletrees of C and x are assumed to be reduced (i.e. no double-carets). Case 1C: (non-degenerate) Assume that the root of the range tree r(x) has a left and a right node. The tree starting at the left node is called tree I. Assume that the right node has a left node and a right node. The tree starting at the right-left node is called tree II, and the one starting at the right-right node is called tree III. The trees I, II, III, can be 0-trees, i.e. they can be leaves.
Then the root of the range tree r(C • x) has a left and a right node. The tree starting at the left node is tree II. The right node has a left node and a right node. The tree starting at the right-left node is tree III, and the one starting at the rightright node is tree I. The leaves of tree I, which map to leaves of the domain tree d(x), stay with the tree, and the same holds for the other two trees II, III. See Figure 4 . The rotation permutation starts with σ(C • x)(1) = σ(x)(σ(C)(1)).
Reduction occurs only if tree III and tree I are 0-trees and the leaves σ III , σ I on the domain form a caret. Reduction occurs again only if tree II is also a 0-tree; in such case we have the identity. An example of case 1C, is shown in Figure 5 . Case 2C:(degenerate, missing tree II) Assume that the root of the range tree r(x) has a left and a right node. Assume that the right node is a 0-tree (a leaf), which maps to another leaf of the domain tree d(x). Insert a double caret at these two leaves and proceed as in case 1C. An example for this case is shown in Figure 6 . Case 3C:(degenerate, missing trees, I,II,III) The element x is the identity. Thus C • x = C.
The composition D • x, x ∈ T is done in 5 cases, where the trees of D and x are assumed to be reduced. Case 1D: (non-degenerate) Assume that the root of the range tree r(x) has a left and a right node, which both have also a left node and a right node. The tree starting at the left-left node is called tree I. The one starting at the left-right node is called tree II. The one starting at the right-left node is called tree III, and the one starting at the right-right node is called tree IV. The trees I, II, III, IV can be 0-trees, i.e. they can be leaves.
Then, the root of the range tree r(D • x) has a left and a right node, which both have also left and right nodes. The tree starting at the left-left node is tree II. The tree starting at the left-right node is tree III. The tree starting at the right-left node is tree IV. The tree starting at the right-right node is tree I. The leaves of tree I, which map to leaves of the domain tree d(x), stay with the tree, and the same holds for the other three trees II, III, IV. See Case 2D: (degenerate, missing tree II) Assume that the root of the range tree r(x) has a left and a right node. Assume that the left node is a leaf which we call v, while the right node has a left and a right node. The leaf v maps to a leaf of the domain tree d(x). Insert a double caret at these two leaves. Then proceed as in case 1D. An example is shown in Figure 9 . Case 3D: (degenerate, missing tree III) Assume that the root of the range tree r(x) has a left and a right node. Assume that the right node is a leaf which we call v, while the left node has a left and a right node. The leaf v maps to a leaf of the domain tree d(x). Insert a double caret at these two leaves. Then proceed as in case 1D. An example is shown in Figure  10 . Case 4D: (degenerate, missing trees II, III) Assume that the root of the range tree r(x) has a left and a right node, such that both trees are 0-trees. Since x is assumed to be reduced, The element x is the identity. Thus
2.2.
The cyclic reduced numbers ζ n . Let R : T → T , be defined by
Then the graph of R(x) is the graph of x rotated by 180 degrees. The rotation map R is a group isomorphism, and
The doubletree of R(x), x ∈ T , is obtained by swapping all the nodes of every caret in the domain and range trees of x, i.e. left node (resp. right node) becomes right node (resp. left node). An example is shown in Figure 11 . Figure 11 . The rotation operator R on doubletrees swaps the nodes of every caret in the domain and range trees.
and recall that
Moreover, a and b are self-adjoint, i.e. a * = a and b * = b. Define the "cyclic reduced" numbers
and note that
We define the product of a tuple as follows
and the inverse of each entry of a tuple as
We say that the word π(J(w)) is the "reverse-inverse" of the word π(w).
, which corresponds to first reversing the letters of the word CDC 2 and then taking the inverse. Define for n ∈ N,
Here the comparison π(w) < π(J(w)) is done by comparing the lexicographic order of their corresponding serialized (e.g. preorder) reduced doubletrees. The letter S n stands for smaller, e.g. that the word π(w) is smaller than its reverse-inverse π(J(w)). Similarly, the letter E n stands for equal. Since b(ab) n is self-adjoint, w ∈ {C} × N n if and only if w −1 ∈ N n × {C −1 }, where w −1 is the inverse of each entry in the tuple w and in reverse order. Define for n ∈ N, ζ n = 2ζ
, we can partition X n as follows
where
The inner product Sn π(x), E n π(x) = 0 because if there is a w ∈ S n , w ∈ E n , such that π(w) = π(w ) then by Eq. (7), π(J(w)) = π(J(w )), and thus π(w) < π(J(w)) = π(J(w )) = π(w ) = π(w), a contradiction.
Similarly, the inner product
coincide because L n = J(S n ), L n = J(S n ) and because by Eq. (7) π
It follows that for n ∈ N,
, and
2.3. Amenability.
Definition 2.3 (Amenability).
A discrete group Γ is said to be amenable if there exists a finitely additive measure µ :
where P (Γ) denotes the power set of Γ.
Let P, Q, R ∈ L(T ) be the projections given by (10)
Theorem 2.4. Let P, Q, R ∈ L(T ) be the projections in Eq. (10), which are defined in terms of the generators C, D of Thompson group T . Then
Proof. It is well-known that ] the reduced C * -algebra of any subgroup H of a (discrete) group G is a subalgebra of C * r (G) in a canonical way, namely, one takes the left regular representation of G and restricts it to H. 
By spectral reasons (11) R ≤ P.
Hence 0 ≤ QRQ ≤ QP Q, and by the C * -identity (i.e. ||x * x|| = ||x|| 2 ) we get
Since the norm of an element is the same as the norm of its adjoint (i.e. ||x * || = ||x||),
We will now prove that ||QR|| ≥
, and let π : T → B(H) be the representation given by
where the set {δ t | t ∈ Z[1/2] ∩ [0, 1)} is an orthonormal basis for the Hilbert space H. Let S 1 , S 2 ∈ B(H) be the isometries defined by
and note that they satisfy the relation
If F is amenable then by [12, Proposition 4.4] , π is weakly contained in the left regular representation of T . This is equivalent to the existence of a *-homomorphism ρ from the reduced C * -algebra C * r (T ) into the C * -algebra generated by π(T ) such that π = ρ•λ. Hence
Thus amenability of F implies that the norm ||QR|| is greater or equal than the norm ||π(QR)||. Thus, it suffices to show that ||π(QR)|| =
. We have ||π(QR)|| 2 = ||π(RQR)||, and
Since x is a proper isometry (i.e. x * x = I = xx * ),
Consequently,
Now, the spectrum of x is the entire unit disc because x is a proper isometry. (One uses the Wold decomposition to show this). Thus the spectral radius of √ 2I + x is √ 2 + 1. Hence the norm is at least this number and by the triangle inequality we get
as required.
Two projections
Let Γ := c, d be a discrete group on two generators such that c is of order k and d of order , for some integers ≥ k ≥ 2. Let L(Γ) denote its von Neumann algebra, i.e. L(Γ) is the von Neumann algebra in B( 2 (Γ)) generated by Γ. Then
defines a normal faithful tracial state on L(Γ) (see e.g. [23, Section 6.7]). Let
be fixed projections such that ||P Q|| < 1.
and notice that 0 < β ≤ α ≤ 1 2 .
It follows by P. R. Halmos' work [11] that the C * -algebra A := C * (P, Q, I) generated by 2 projections P, Q and the identity I is the direct sum of an abelian C * -algebra and a C * -algebra of type I 2 i.e. of the form C(X) ⊗ M 2 (C) where X equals the spectrum of a certain positive contraction. The abelian part is of dimension at most 4 and its minimal projections are given as e 00 := I − P ∨ Q = (I − P ) ∧ (I − Q) e 11 := P ∧ Q e 10 := P ∧ (I − Q) e 01 := (I − P ) ∧ Q, where some, and even all may vanish. The central support for the I 2 part of A is denoted f and it is given by (13) f = I − e 11 − e 10 − e 01 − e 00 .
We define (14) R := P − e 11 − e 10 , S := Q − e 11 − e 01 and see that R and S are projections satisfying R ≤ f , S ≤ f because P e 1i = e 1i P = e 1i , P e 0i = e 0i P = 0 and Qe i1 = e i1 Q = e i1 , Qe i0 = e i0 Q = 0, i = 0, 1. Moreover, R ∧ S = 0 R ∨ S = f. So inside f Af , the pair of projections R, S actually fit the description given by Halmos. Thus, there exists an isomorphism Φ of f Af onto Thus since Re ij = Se ij = f e ij = 0 for i, j ∈ {0, 1} we get
Similarly, since
we get
Since ||P Q|| < 1, ||e 11 || = ||e 11 P Q|| < 1 because the norm is submultiplicative, and thus the minimal projection e 11 = 0, and since P QP = RSR + e 11 , the spectrum
By the continuous functional calculus for the positive element RSR ∈ f Af we can write
The restriction of τ to f Af is a trace on this algebra, so by the spectral theorem to the positive element RSR, there must exist a positive measure µ on σ(RSR) such that for any x ∈ f Af we have
where τ t (f )dµ(t) + τ (e 11 ) + τ (e 10 ) + τ (e 01 ) + τ (e 00 ), and since τ ((pq) n ) = τ ((pqp) n ) for any two projections p, q and any n ∈ N, we get
It is not difficult to show that µ({0}) = 0. We extend µ to a probability measure on [0, 1] by putting µ({0}) := µ 10 + µ 01 µ({1}) := µ 00 + µ 11 , where µ ij := τ (e ij ), i, j ∈ {0, 1}.
Lemma 3.1. Define
Then ν is a measure on [0, 1] with total mass ν([0, 1]) = 2β, and
Moreover,
Proof. Letting n = 1 in Eq. (16), we get 1 = τ (I) = µ 00 + µ 01 + µ 10 + µ 11 + µ((0, 1)). 1) ).
Combining these equations we get
Since ||P Q|| < 1, µ 11 = 0. Thus
We can write µ ij , i = 0, 1 as follows
and the measure ν on [0, 1] defined in the lemma satisfies
Moreover, the total mass of ν is
= 2β, and
By the following proposition and Lemma 3.1 we can state the "cyclic numbers"
in terms of the moments τ ((P Q) n ).
where T n is the Chebyshev polynomial of the first kind.
Proof. Let
Then the spectrum σ(E) = {−α, 1 − α}, σ(F ) = {−β, 1 − β}, and by Eq. (15) we get
where we used Eq. (17) in the second equality.
To complete the proof we just need to show that
The eigenvalues of Φ(E F ) are
Let t 1 , t 2 be the roots of (t − α − β + 2αβ) 2 − 4α(1 − α)β(1 − β) with t 1 < t 2 . Then for t 1 < t < t 2 it holds
where T n is the Chebyshev polynomials of the first kind. Since both sides of this equality are polynomials which agree on the interval [t 1 , t 2 ], they must be the same polynomials. Hence
The free case
Let p ∈ L(Γ) be a nonzero projection different from the identity. Here projections mean self-adjoint idempotents (p 2 = p = p * ). Let µ be the spectral distribution measure of p with respect to the trace τ on L(Γ). Then supp(µ) = σ(p) = {0, 1} because τ is faithful, and
for any f ∈ C({0, 1}). In particular, by letting f (t) = t and f (t) = 1 − t we get
Moreover, the moments m n (p) = τ (p n ) = τ (p) for n ∈ N.
Theorem 4.1. Let Γ := Z k Z be the free product on two generators c ∈ Z k , d ∈ Z for some integers k, ≥ 2. Let
∈ CΓ be two nonzero projections different from the identity. Moreover, assume that α := τ (p), β := τ (q) satisfy 0 < β ≤ α < 1, α + β < 1 and let
Then the spectral distribution measure µ free of 0 (pq)
where dt is the Lebesgue measure. In particular,
Proof. Let µ (resp. ν) be the spectral distribution measure of p (resp. q) with respect to the trace τ of L(Γ). We now compute the S-transform (cf. [17, p.30-32] or [16] ):
Similarly,
Letting s = 1 λ , the discriminant d(s) can be written as
Let ψ := ψ µ ν . Then the Cauchy transform G(λ) of µ ν is
.
By Stieltjes inversion formula, µ ν is given by
where c 0 := 1 − β, is the residue of G at the simple pole 0, and dx is the Lebesgue measure. Since 0 < β ≤ α < 1 and α + β < 1, the integral n ) = τ ((pqp) n ) for every n ∈ N 0 , µ ν = µ pqp , the spectral distribution of pqp w.r.t. τ . Define the self-adjoint operator
and let µ free := µ S be the spectral distribution of S with respect to the normal faithful trace τ ⊗ τ 2 , where
Thus the image measure φ(µ S ) of µ S by the map φ : t → t 2 is φ(µ S ) = µ pqp = µ ν. Substituting t 2 = x in Eq. (18), we get
Symmetrizing,
and by [10, Eq (2.7)],
Example 4.2 (free case). Let Γ := Z 2 Z 3 be the free product with generators s ∈ Z 2 , c ∈ Z 3 . Let p = (e + s)/2, q = (e + c + c 2 )/3 ∈ CΓ. Then by Theorem 4.1
Let Γ := Z 3 Z 4 be the free product with generators c ∈ Z 3 , d ∈ Z 4 . and let q = (e + c + c
Then by Theorem 4.1
Results
Let P, Q, R ∈ L(T ) be the projections given by
where S := D 2 and C, and D are the generators of T shown in Figure 1 . Let τ be the trace on CT coming from the group von Neumann algebra L(T ), as described in [10, Section 2] . Using the trace properties of τ , the even moments for the self-adjoint operator
are given by
Our goal is to compute as many as possible of the moments
because by Section 4 in [10] we can use them to estimate the norm ||h|| (which is equal to ||h||):
Rather than computing the moments m n directly, we compute the "cyclic reduced" numbers
These numbers are related by the formula
where m 0 := 1/4, (ζ 0 := 1), and c n,k is the coefficient of t k in the substituted Chebyshev polynomial of the first kind 6 n/2 T n ( √ 6(t − Define
and recall that C 3 = I, D 4 = I, and that a = a * and b = b * . Then
Using computers, we compute ζ n as follows. We store in one file the terms of the expanded sum (ab) n , (one term per line), and in another file those of (ba) n . Here a term is a word of length n in the letters C,
Composition of the letters in the word is done using the algorithm described in section 2, which yields a reduced doubletree. This doubletree is then converted into a sequence of zeroes and ones and separators and pointers by serializing the range and domain trees using the preorder traversal method. We save this sequence in base 64 in a single line. To save time and space we read the file for (ab) n and apply ab (i.e. we multiply each word with CD, CD 2 , CD −1 , C −1 D, C −1 D 2 , and C −1 D −1 ) in order to obtain the file for (ab)
n+1 . To save space we store not only the word but also its frequency. Taking the inverse of each word in the file for (ab) n gives the file for (ba)
n . The inverse of a doubletree x ∈ T with range tree r(x) and domain tree d(x) is the doubletree with range tree d(x) and domain tree r(x) (i.e. it simply swaps the domain and range trees). The inner product
is the intersection of the sorted files for (ab) n and (ba) n . We used the GNU sort program to sort the files. The odd "cyclic reduced" numbers ζ 2n+1 are computed similarly
To reduce the size of the files by about one half, we compute instead the numbers ζ s n , ζ e n given in Eqs. (8), (9); the idea is the following: Since (ab) n = Cb(ab) n + C −1 b(ab) n , and b(ab) n is self-adjoint, we can obtain the terms of the expanded sum for C −1 b(ab) n from those of Cb(ab) n by using the "reverse-inverse" map π • J = Figure 12 . Estimating the norm 1 √ 12
Ad(D 2 )•R given in Eq. (7). For instance the reverse-inverse of the word
, which corresponds to reversing the order of the letters and taking the inverse. The letter s (resp. e) in ζ s n (resp. ζ e n ) stands for that we are only keeping the words which are smaller than (resp. equal to) their corresponding reverse-inverses. The comparison is done using the lexicographic order of the serialized form of the doubletrees. The relation between these numbers and the reduced cyclic number ζ n is given by Lemma 2.2 ζ n = 2ζ s n + 4ζ e n , n ≥ 2.
We wrote two programs in C# and Haskell, both using parallel programming, to calculate the numbers ζ Table 1 . In comparison, when one considers the free product Z 3 Z 4 on two generators c ∈ Z 3 , d ∈ Z 4 , the measure µ free in Eq. (3) based on c, d instead of C, D, is computed explicitly using Theorem 4.1 with α = τ ( 
For instance
where m 0 := 1/4 and m n is defined in Eq. (21). Let 
We list these sequences in Table 2 , and plot them in Figure 12 for n = 1, . . . , 28. When n ≥ 16, the norm ||h|| ≥ √ 2 + √ 3. The best lower bound for h that we can obtain from our data is 1 √ 12
and a very likely lower bound for h is 1
because of Eq (24) and because the sequence (α n−1 + α n ) ∞ n=1 appear to be monotonically increasing for n ≥ 19. By making a least squares fitting of the numbers λ 
where T n , n ∈ N 0 are the Chebyshev polynomials of the first kind. we compute the "Chebyshev" density ρ 28 for 0 ≤ t ≤ 2+ √ 2 and plot it in Figure 13 , together with the corresponding "free" density. We are more interested in the tail of the measure, however, because it gives us an estimate of the norm ||h|| = ||h||: ||h|| = max{|t| | t ∈ supp(µh)}, (cf. [10, Section 2]). We plot ρ 28 in the tail interval [ √ 2 + √ 3, 2 + √ 2] in Figure  14 . This shows that µh has very little mass in [3.22, 3 .414], hence ||h|| can be any number in [3.22, 3 .414] including the extrapolated number 3.28 found in Eq. (25). Observing that the integral is zero when k is odd, Here we will describe briefly our estimation of the norm of
where C, D are the generators of T whose graphs are shown in Figure 1 . We use the same procedure as we did in [10] . By [10, Theorem 1.3]
The upper bound is never attained because the Thompson group T is not amenable. We compute the first 28 even moments m n (h * h) by first computing the sequence (with q = 3) 
