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Abstract. We shall consider weak solutions of initial-boundary value problems for
semilinear and nonlinear parabolic differential equations for t ∈ (0, ∞) with certain
nonlocal terms. We shall prove theorems on the number of solutions and certain qual-
itative properties of the solutions. These statements are based on arguments for fixed
points of some real functions and operators, respectively, and theorems on the existence,
uniqueness and qualitative properties of the solutions of partial differential equations
(without functional terms).
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1 Introduction
It is well known that mathematical models in several applications are functional differential
equations of one variable (e.g. delay equations). In the monograph by Jianhong Wu [7] semi-
linear evolutionary partial functional differential equations and applications are considered,
where the book is based on the theory of semigroups and generators. In the monograph by
A. L. Skubachevskii [6] linear elliptic functional differential equations (equations with non-
local terms and nonlocal boundary conditions) and applications are considered. A nonlocal
boundary value problem, arising in plasma theory, was considered by A. V. Bitsadze and
A. A. Samarskii in [1].
It turned out that the theory of pseudomonotone operators is useful to study nonlinear
(quasilinear) partial functional differential equations (both stationary and evolutionary equa-
tions) and to prove existence of weak solutions (see [2, 4]).
In [5] we considered some nonlinear parabolic functional differential equations for t ∈
(0, T) (T < ∞) and proved existence of several weak solutions of initial-boundary boundary
value problems.
In the present work we shall prove existence of weak solutions of some parabolic functional
equations for t ∈ (0, ∞) and show certain qualitative properties of the solutions (boundedness
and stabilization as t→ ∞).
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First we remind the reader of the definition of weak solutions of initial-boundary value
problems of nonlinear parabolic (functional) differential equation for t ∈ (0, T) and t ∈ (0, ∞)
with zero initial and boundary conditions.
Let Ω ⊂ Rn be a bounded domain with sufficiently smooth boundary, 1 < p < ∞. Denote







Further, let V ⊂ W1,p(Ω) be a closed linear subspace containing C∞0 (Ω), V? the dual space of
V, the duality between V? and V will be denoted by 〈·, ·〉.
Denote by Lp(0, T; V) the Banach space of functions u : (0, T) → V (V ⊂ W1,p(Ω) is a






(1 < p < ∞).
The dual space of Lp(0, T; V) is Lq(0, T; V?) where 1/p + 1/q = 1. (See, e.g. [8].) Let A :
Lp(0, T; V)→ Lq(0, T; V?) be a given (nonlinear) operator and F ∈ Lq(0, T; V?).
Weak solutions of
Dtu + A(u) = F (1.1)
for t ∈ (0, T) with zero initial and boundary condition is a function u ∈ Lp(0, T; V) satisfying
Dtu ∈ Lq(0, T; V?), (1.1) and u(0) = 0. (For p ≥ 2, u ∈ Lp(0, T; V) and Dtu ∈ Lq(0, T; V?)
imply u ∈ C([0, T]; L2(Ω)) thus the initial condition makes sense.)








aj(t, x, u, Du)Djv + a0(t, x, u, Du)v
]
dx (1.2)
for all v ∈ V, almost all t ∈ [0, T]. By using the theory of monotone operators the following
existence and uniqueness theorem is proved. (See, e.g., [3, 4, 8].)
(C1) The functions aj : (0, T) × Ω × Rn+1 → R (j = 0, 1, . . . , n) satisfy the Carathéodory
conditions, i.e. (t, x) 7→ aj(t, x, ξ) is measurable for all ξ ∈ Rn+1 and ξ 7→ aj(t, x, ξ) is
continuous for a.a. (t, x).
(C2) There exist a constant c1 and a function k1 ∈ Lq((0, T)×Ω) (1/p + 1/q = 1, p ≥ 2) such
that
|aj(t, x, ξ)| ≤ c1[1 + |ξ|p−1] + k1(t, x),





[aj(t, x, ξ)− aj(t, x, ξ?)](ξ j − ξ?j ) ≥ c2|ξ − ξ?|p
holds with come constant c2 > 0.
Theorem 1.1. Assume (C1)–(C3). Then for any F ∈ Lq(0, T; V?) there exists a unique u ∈ Lp(0, T; V)
weak solution of (1.1) with A = Ã which depends on F continuously.
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A more general case is when [A(u)](t) is depending not only on u(t) and (Du)(t), then
(1.1) is a functional equation. By using the theory of pseudomonotone operators, one can
prove existence of solutions for t ∈ [0, T] in this more general case. (See, e.g., [4].)
Now we formulate a theorem on weak solutions of (1.1) for t ∈ (0, ∞). The set Lploc(0, ∞; V)
consists of all functions f : (0, ∞) → V for which the restriction f |(0,T) belongs to Lp(0, T; V)
for each finite T > 0. Furthermore, by using the notations QT = (0, T)×Ω, Q∞ = (0, ∞)×Ω
denote by LPloc(Q∞) the set of functions f : Q∞ → R for which f |QT ∈ Lp(QT) with arbitrary
T > 0. Assume that
(C∞1) Functions aj : Q∞ ×Rn+1 satisfy the Carathéodory conditions.
(C∞2) There exist a constant c1 and a function k1 ∈ Lq(Ω) such that
|aj(t, x, ξ)| ≤ c1|ξ|p−1 + k1(x).




[aj(t, x, ξ)− aj(t, x, ξ?)](ξ j − ξ?) ≥ c2|ξ − ξ?|p
with some constant c2 > 0.
Theorem 1.2. Assume (C∞1)–(C∞3). Then for arbitrary F ∈ Lqloc(0, ∞; V?) there is a unique u ∈
Lploc(0, ∞; V) such that u
′ ∈ Lqloc(0, ∞; V?) and
Dtu(t) + [Ã(u)](t) = F(t) for a.a. t ∈ (0, ∞), u(0) = 0
with the operator Ã defined in (1.2).
If ‖F(t)‖V? is bounded for a.a. t ∈ (0, ∞) then for a solution u, ‖u(t)‖L2(Ω) is bounded and∫ T2
T1
‖u(t)‖pVdt ≤ c3(T2 − T1) with some constant c3. (1.3)
Now we formulate a theorem on the stabilization of u(t) as t→ ∞.
Theorem 1.3. Assume that the assumptions of the above theorem are satisfied. Further, there exist
Carathéodory functions aj,∞ : Ω × Rn+1 → R, a continuous function Φ : (0, ∞) → (0, ∞) and
F∞ ∈ V? such that
|aj(t, x, ξ)− aj,∞(x, ξ)| ≤ Φ(t)(|ξ|p−1 + 1), where lim∞ Φ = 0, (1.4)




‖u(t)− u∞‖L2(Ω) = 0, limT→∞
∫ T+a
T−a
‖u(t)− u∞‖pVdt = 0 (1.6)






aj,∞(x, z, Dz)Djvdx +
∫
Ω
a0,∞(x, z, Dz)vdx = 〈F∞, v〉, v ∈ V.
(For the proofs, see, e.g., [4].)
By using the above results, we shall consider parabolic functional equations (equations
containing some nonlocal terms) of certain particular type. In Section 2 equations with real
valued functionals and in Section 3 equations with certain operators will be studied.
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2 Parabolic equations with real valued functionals, applied to the
solution
Case 1. First consider a semilinear parabolic functional equation for t ∈ (0, ∞)




Dj[ajk(t, x)Dku] + a0(t, x)u = k(M(u))F1 + F2 (2.1)
(i.e. the elliptic operator Ã in (1.2) is linear), where M : L2(0, T0; V) → R is a given linear
continuous functional (T0 < ∞), V ⊂ W1,2(Ω), k : R → R is a given continuous function,
F1, F2 ∈ L2loc(0, ∞; V?). Further, ajk, a0 ∈ L2loc((0, ∞)×Ω), ajk = akj and the functions ajk satisfy





ajk(t, x)ξ jξk + a0(t, x)ξ20 ≤ c2|ξ|2
for all ξ = (ξ0, ξ1, . . . , ξn) ∈ Rn+1, x ∈ Ω, t ∈ (0, ∞) with some positive constants c1, c2.














where K0, K1 ∈ L2((0, T0)×Ω).
According to Theorem 1.2, for arbitrary F ∈ L2loc(0, ∞; V?) there is a unique solution u ∈
L2loc(0, ∞; V) of
Dtu + B̃u = F,
denoted by u = (Dt + B̃)−1F.
Theorem 2.2. A function u ∈ L2loc(0, ∞; V) is a weak solution of (2.1) if and only if λ = Mu satisfies
the equation
λ = k(λ)M[(Dt + B̃)−1F1] + M[(Dt + B̃)−1F2]. (2.3)
and
u = k(λ)(Dt + B̃)−1F1 + (Dt + B̃)−1F2. (2.4)
Proof. By Theorem 1.2 function u ∈ L2loc(0, ∞; V) is a weak solution of (2.1) if and only if
u = k(M(u))(Dt + B̃)−1F1 + (Dt + B̃)−1F2,
thus
M(u) = k(M(u))M[(Dt + B̃)−1F1 + (Dt + B̃)−1F2]
which implies the theorem.
Corollary 2.3. The number of weak solutions of (2.1) (with zero initial-boundary conditions) equals
the number of solutions λ of equation (2.3). Consequently, it is easy to show that for any natural
number N or for N = ∞ one can choose functions k such that (2.1) has exactly N solutions.
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Remark 2.4. If we know the values of M[(Dt + B)−1F1] and M[(Dt + B)−1F2] then by using
some numerical procedure one can calculate the λ roots of (2.3). Further, it is easy to show
simple sufficient conditions on M[(Dt + B)−1F1], M[(Dt + B)−1F2] and the function k which
imply that (2.3) has zero, exactly one (two or three) roots.
From Theorem 1.3 it directly follows
Theorem 2.5. If there exist measurable functions aj,k,∞, a0,∞ ∈ L∞(Ω) and F1,∞, F2,∞ ∈ V? such that
|a0(t, x)− a0,∞(x)| ≤ Φ(t), |aj,k(t, x)− aj,k,∞(x)| ≤ Φ(t), where lim∞ Φ = 0,
‖F1(t)− F1,∞‖V? ≤ Φ(t), ‖F2(t)− F2,∞‖V? ≤ Φ(t) for a.a. t > 0









a0,∞(x)zvdx = 〈k(M(u))F1,∞, v〉+ 〈F2,∞, v〉, v ∈ V.
Case 2. Now consider nonlinear parabolic functional equations of the form
Dtu + [lM(u))]γ Ã(u) = [lM(u))]βF, t ∈ (0, ∞), u(0) = 0 (2.5)
where the nonlinear operator Ã has the form (1.2) and has the property
Ã(µu) = µp−1Ã(u), for all µ > 0 with some p ≥ 2 (2.6)
(e.g. Ã(u) = −4pu + c0u|u|p−2 with c0 > 0 has this property), further, M : Lp(0, T0; V) → R
(V ⊂W1,p(Ω)) is (homogeneous) functional with the property
M(µu) = µσ M(u) for all µ > 0 with some σ > 0; (2.7)
l is a given positive continuous function and the numbers β, γ satisfy
γ = β(2− p), β > 0.
A simple calculation shows
Theorem 2.6. A function u ∈ Lploc(0, ∞; V) satisfies (2.5) in weak sense if and only if
ũ = [l(M(u))]−βu satisfies Dtũ + Ã(ũ) = F.
This theorem implies
Theorem 2.7. A function u ∈ Lploc(0, ∞; V) is a weak solution of (2.5) with zero initial and boundary
condition if and only if λ = M(u) satisfies the equation
λ = [l(λ)]βσ M[B−10 (F)] and u = [l(λ)]
βB−10 (F) (2.8)
where B0 is defined by B0(u) = Dtu + Ã(u), i.e. B−10 (F) is the unique weak solution of (1.1) (with
A = Ã and zero initial and boundary condition). If F ∈ L∞(0, ∞; V?) then ‖u(t)‖L2(Ω) is bounded
and (1.3) holds.
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Corollary 2.8. The number of weak solutions of (2.5) equals the number of roots of (2.8). Further,
assuming M[B−10 (F)] > 0, for arbitrary N = 1, 2, . . . , ∞ one can construct a continuous positive
function l such that (2.5) has exactly N solutions, in the following way. Let g : R → R be a






(2.5) has N weak solutions.







By Theorems 1.3 and 2.6 one obtains
Theorem 2.10. If the assumptions (1.4), (1.5) are satisfied then we have (1.6) where u∞ ∈ V is the










= (l(λ))β〈F∞, v〉 = [l(M(u))]β〈F∞, v〉, v ∈ V.
3 Parabolic equations with nonlocal operators
Now consider partial functional equations of the form
Dtu + Ã(u) = C(u) (3.1)
where Ã is nonlinear differential operator (1.2) satisfying (C∞1)–(C∞3) (or Ã = B̃ is a uni-




given (possibly nonlinear) operator. Clearly, u ∈ Lploc(0, ∞; V) satisfies (3.1) if and only if
u = (Dt + Ã)−1[C(u)] =: G(u) (3.2)
where G : Lploc(0, ∞; V)→ L
p
loc(0, ∞; V) is a given (possibly nonlinear) operator, i.e. u is a fixed
point of G. Then
C(u) = (Dt + Ã)[G(u)]. (3.3)
Now we consider three particular cases for G.
Case 1. The operator G is defined by





K(t, τ, x, y)u(τ, y)dτdy + F(t, x) (3.4)
where K ∈ L2((0, ∞)× (0, ∞)×Ω×Ω); u, F ∈ L2((0, ∞)×Ω).
By using (3.1) and (3.3) we find
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Theorem 3.1. If K and F are sufficiently smooth and “good” then the solution u ∈ L2(0, ∞)×Ω) of
(3.2) with the operator (3.4) belongs to Lploc(0, ∞; V), Dtu belongs to L
q
loc(0, ∞; V
?) (in the linear case
Ã = B̃, p = q = 2), u(0) = 0 and the equation (3.1) has the form











K(t, τ, x, y)u(τ, y)dτdy + F(t, x)
]
. (3.5)
In the linear case Ã = B̃











B̃xK(t, τ, x, y)u(τ, y)dτdy + B̃xF(t, x). (3.6)
(ÃxK(t, τ, x, y) denotes the differential operator Ã applied to x 7→ K(t, τ, x, y) and B̃xF(t, x) denotes
the differential operator B̃ applied to x 7→ F(t, x).)
Further, if 1 is an eigenvalue of the linear integral operator L : L2((0, ∞)Ω)→ L2((0, ∞)Ω) with
multiplicity N then (for certain functions F) (3.6) may have N “linearly independent” solutions.
The proof is similar to the previous ones.
Remark 3.2. The value of solution u at some time t is connected with the values of u for all
t ∈ (0, ∞) (and for all t ∈ [0, T0] if K(t, τ, x, y) = 0 for τ > T0).
By using (3.2), (3.4) and the Cauchy–Schwarz inequality, one obtains
Theorem 3.3. Assume that there exist sufficiently smooth K∞ ∈ L2((0, ∞)×Ω×Ω) = L2(Q) and
F∞ ∈ L2(Ω) such that
lim
t→∞
‖K(t, τ, x, y)− K∞(τ, x, y)‖L2(Q) = 0,
lim
t→∞


















K∞(τ, x, y)u(τ, y)dτdy + F∞(x)
]
.
Case 2. Now consider operators G of the form
G(u) = Lu + h(Pu)F + H, t ∈ (0, ∞) (3.7)






K(t, τ, x, y)u(τ, y)dτdy,
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K ∈ L2((0, ∞)× (0, ∞)×Ω×Ω), u ∈ L2((0, ∞)×Ω) and the kernel K has the same smooth-
ness property as in Theorem 3.1, P : L2(0, T0; V) → R is a linear continuous functional
(T0 < ∞), h : R → R is a given continuous function and F, H ∈ L2((0, ∞)×Ω), DtF, DtH ∈
L2((0, ∞) × Ω). In this case the integral operator L is of Volterra type and so (I − L)−1 :
L2((0, ∞)×Ω)→ L2((0, ∞)×Ω) exists.
Theorem 3.4. If Ã = B̃ (i.e. Ã is linear) then equation (3.1) has the form









K(t, t, x, y)u(t, y)dy + h(Pu)(Dt + B̃)F + (Dt + B̃)H, u(0, x) = 0. (3.8)
Further, u ∈ L2((0, ∞) × Ω) is a weak solution of (3.8) if and only if u = h(λ)[(I − L)−1F] +
(I − L)−1H where λ is a root of the equation
λ = h(λ)P[(I − L)−1F] + P[(I − L)−1H]. (3.9)
Thus the number of solutions of (3.8) equals the number of the roots of (3.9).






K(t, τ, x, y)u(τ, y)dτdy + h(Pu)F(t, x) + H(t, x), (3.10)
i.e.
(I − L)u = h(Pu)F + H, u = h(Pu)[(I − L)−1F] + (I − L)−1H. (3.11)
Let uλ = h(λ)(I − L)−1F + (I − L)−1H then
P(uλ) = h(λ)P[(I − L)−1F] + P[(I − L)−1H].
Consequently, (3.11) (and so (3.8)) is satisfied if and only if λ = Pu satisfies (3.9).
Corollary 3.5. If P[(I − L)−1F] 6= 0 then for arbitrary N (= 0, 1, . . . , ∞) we can construct h such
that (3.8) has N solutions, in the following way. Let g : R → R be a continuous functions having N
zeros. Then (3.8) has N solutions if
h(λ) =
g(λ) + λ− P[(I − L)−1H]
P[(I − L)−1F] .
Remark 3.6. The linear functional P : L2(0, T0; V)→ R may have the form (2.2).
By (3.10) and the Cauchy–Schwarz inequality we obtain



















‖u(t, x)− u∞(x)‖L2(Ω) = 0,







K∞(τ, x, y)u(τ, y)dτdy + h(λ)F∞(x) + H∞(x),






B̃x[K∞(τ, x, y)]u(τ, y)dτdy + h(λ)(B̃F∞)(x) + (B̃H∞)(x).
Case 3. Finally, consider the case







M̃(τ, y)u(τ, y)dτdy, M̃ ∈ C([0, ∞]×Ω),
P̂ : R → R is a given continuously differentiable function, P̂(0) = 0, F is sufficiently smooth,
F(0, x) = 0, F(t, x) = 0 for x ∈ ∂Ω.
Theorem 3.8. In this case the partial functional equation (with possibly nonlinear operator Ã) (1.2)
has the form
Dtu + Ã(u) = P̂′(M̂u(t))F
∫
Ω
M̃(t, y)u(t, y)dy + P̂(M̂u(t))DtF
+ Ãx[P̂(M̂u(t))F], u(0, x) = 0, u(t, x) = 0 for x ∈ ∂Ω (3.12)
which is satisfied if and only if
u(t, x) = P̂(M̂u(t))F(t, x). (3.13)




M̃(t, y)u(t, y)dy = P̂(v(t))
∫
Ω
M̃(t, y)F(t, y)dy and v(0) = 0. (3.14)
Conversely, if v satisfies (3.14) then u(t, x) = P̂(v(t))F(t, x) satisfies (3.13).
Proof. Clearly, (3.12) is equivalent with (3.13). If u satisfies (3.13) then for





M̃(τ, y)u(τ, y)dτdy (3.15)











M̃(t, y)F(t, y)dy and, clearly, v(0) = 0.
Conversely, if v satisfies (3.14) then for
u(t, x) = P̂(v(t))F(t, x) (3.16)

















u(t, x) = P̂((M̂u)(t))F(t, x).
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F(0, y) = 0 for all y ∈ Ω,
∫
Ω
M̃(t, y)F(t, y)dy > 0 for all t > 0.








and, consequently, we have solutions u = 0 and










Proof. By the assumptions on P̂, Q̂ is strictly monotone increasing, Q̂ maps from R to R,








, t ≥ 0
is a solution of (3.14). By the previous theorem, function u, defined by (3.17) and u = 0 are
solutions of (3.13) and (3.12).
By using the continuity of functions P̂ and Q̂−1, we obtain












|M̃(τ, y)F(τ, y)dydτ = c0. (3.19)
Then for the nonzero solution u we have
lim
t→∞
‖u(t, x)− u∞(x)‖L2(Ω) = 0
where
u∞(x) = P̂(Q̂−1(c0))F∞(x).







M̃(τ, y)dτ − M̃∞(y)
]
dy = 0
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