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ABSTRAKT 
Tato práce je věnována evolučním algoritmům a řešením globálních optimalizačních 
problémů, a to hlavně problému obchodního cestujícího. Problém obchodního 
cestujícího je podrobně rozebrán stejně jako metody jeho řešení, kterými jsou: teorie 
grafů, heuristické metody a evoluční algoritmy. Hlavní optimalizační metodou této 
práce, je Inver - over operátor. V závěru jsou implementovány vybrané metody a je 
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This work is devoded to evolutionary algorithms and solution of global optimization 
problems, mainly the traveling salesman problem. The traveling salesman problem is 
analyzed in detail as well as its methods of solution, such as: graph theory, heuristics 
and evolutionary algorithms. The main optimization method of this work is a Inver - 
over operator. In conclusion are implemented selected methods and performed testing 





Optimization, evolutionary algorithms, heuristics, the traveling salesman problem, 
quality, inver - over operator, ant colony optimization, simulated annealing. 
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Tématem mé bakalářské práce jsou Evoluční algoritmy pro řešení globálních 
optimalizačních problémů. Po přečtení názvu tématu se můţe toto zadání jevit jako sloţité 
a těţko pochopitelné. Opak je pravdou, jelikoţ s globální optimalizací se kaţdý člověk 
setkává běţně v kaţdodenním ţivotě a jejím vyřešením si můţe výrazně usnadnit svou práci 
nebo ušetřit čas. 
Metod řešení globálních optimalizačních problémů je velké mnoţství a mnohé z nich 
přesahují rámec tohoto textu. Uvedu zde jen základní rozdělení metod řešení a detailně 
rozeberu zejména skupinu NP úplných problémů na příkladu obchodního cestujícího (TSP). 
Optimalizace bude provedena pomocí základních heuristických metod, simulovaného ţíhání 
(SA), mravenčí kolonie (Ant Colony Optimizaion) a evoluční metodou Inver – over operátor.  
Metody pro řešení globálních optimalizačních problémů, se dají rozdělit na dvě 
skupiny: deterministické a stochastické algoritmy. Za deterministické algoritmy se povaţují 
takové, které nám dají jako výsledek vţdy stejné hodnoty, při zadaných stejných vstupních 
hodnotách.  
Do skupiny deterministických algoritmů patří běţné optimalizační techniky, jako jsou 
například gradientní metody nebo simplexová metoda. Také heuristická metoda nejbliţšího 
souseda, která bude představena později patří do této skupiny. Ne všechny úlohy lze ovšem 
vyřešit pomocí deterministických algoritmů z důvodů moţnosti uvíznutí v lokálním minimu, 
ze kterého se nedokáţou vymanit. Proto zde nastupuje druhá skupina stochastických 
algoritmů, která dokáţe zaručit optimální výsledek, ale doba potřebná k jeho dosaţení 
významně narůstá a konvergence není obecně zaručená. Mezi stochastické algoritmy patří 
moderní metody, jako jsou genetické algoritmy, optimalizace mravenčí kolonií nebo 
simulované ţíhání. 
V následujících kapitolách se pokusím rozebrat podrobně problém obchodního 
cestujícího a provedu rešerši algoritmů vhodných pro jeho řešení. Dále také aplikuji vybrané 
heuristické algoritmy a provedu názornou ukázku vyřešení problému obchodního cestujícího, 




1. MATEMATICKÁ OPTIMALIZACE 
Optimalizace je nalezení takového řešení, které je pro konkrétní problém ze všech 
nabídnutých řešení nejlepší. Pokud se jedná o matematickou optimalizaci, řeší se postup 
úlohy matematicky. Jako příklady takovýchto optimalizací můţeme uvést například nalezení 
nejkratší cesty, nejkvalitnějšího zboţí nebo obyčejné hledání maximální nebo minimální 
hodnoty funkce. Optimalizační úlohy můţeme rozdělit na čtyři skupiny viz [4]:  
 Deterministické optimalizační metody 
 Stochastické optimalizační metody 
 Lokální optimalizace 
 Globální optimalizace 
1.1 Deterministické optimalizační metody 
Jsou to metody, které mají prvky i vztahy mezi nimi pevně určeny. Výsledky 
dosaţené pomocí deterministických metod se při opakovaném spouštění nemění a zůstávají 
stále stejné. Typickým příkladem deterministických optimalizačních metod je metoda 
nejbliţšího souseda, která je podrobně popsána a otestovaná v následujících kapitolách viz  
[22]. Další příklady typických deterministických metod jsou: 
 Gradientní metoda 
 Simplexová metoda 
1.1.1 Gradientní metoda 
Gradientní metoda neboli také gradientní algoritmus (Hill – climbing algorithm) je 
jedna z nejjednodušších metod prohledávání prostoru. 
Principem gradientních metod je výpočet hodnot gradientní funkce:  
 x(k + 1) = x(k) +   ∇ƒ(x(k)) (1)  
kde  ∇ƒ … je derivace funkce ƒ 
    … je počet řešení v k-té iteraci 
 H …. je Hessova matice 
Gradientní algoritmy jsou rychlé, ale nezaručují nalezení globálního maxima nebo 
minima. Také jsou velice náchylné k uvíznutí v lokálním minimu. Tomu lze částečně předejít 
opakovaným spouštěním algoritmu pro různé startovací polohy bodu, ze kterého bude 
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vycházet viz  [23]. 
1.1.2 Simplexová metoda 
Simplexová metoda nebo také simplexový algoritmus je nederivační metoda pro 
matematickou optimalizaci. Je další z často vyuţívaných algoritmů k hledání optimálního 
řešení úloh. Na obrázku (obr. 1) můţeme vidět blokové schéma simplexové metody. 
 
Obrázek 1.: Blokové schéma simplexové metody  
Princip metody je zaloţen na pouţití simplexu, coţ je n-rozměrné zobecnění 
trojúhelníku. K optimálnímu řešení pomocí simplexové metody dochází iteračně. Původní 
simplex je transformován do nových simplexů, jehoţ vrcholy lépe aproximují řešení polohy. 
Principem simplexové metody je nalezení počátečního přípustného řešení. Měnícího se 
v kaţdém z dalších kroků tak, aby hodnota účelové funkce byla lepší neţ v kroku předchozím. 
Algoritmus je ukončen, pokud jiţ nelze nalézt lepší řešení, poté je výsledek označen jako 
optimální viz  [24]. 
1.2 Stochastické optimalizační metody 
Na rozdíl od deterministických metod jsou tyto metody zaloţeny na elementu náhody, 
například posun z aktuálního řešení je realizován jako náhodná veličina s konkrétním 
statistickým rozloţením. Stochastické algoritmy jsou také často nazývány jako 
pravděpodobnostní, a to proto, ţe odpovídají reálné situaci s určitou pravděpodobností viz  
[25]. Při testování pomocí těchto metod je tedy nutné provádět několik testování na stejném 
datovém souboru, protoţe kaţdá realizace vede obecně k jinému řešení. Poté se vyhodnotí 
aritmetický průměr pro lepší iteraci získaných výsledků. 
V této práci se budeme zabývat hlavně stochastickými metodami, které jsou podrobně 
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popsány v dalších kapitolách této práce. Vybrané stochastické algoritmy této práce jsou: 
 Zlepšovací algoritmy 
 Simulované ţíhání 
 Optimalizace pomocí mravenčí kolonie 
 Optimalizační metoda Inver - over operátor 
1.3 Globální optimalizace 
Matematicky můţe být vyjádřena jako nalezení prvku    (maximum nebo minimum), 
pro který je funkční hodnota f (maximální nebo minimální). Kde M je mnoţina přípustných 
řešení [4]. 
 f (  ) ≤ f ( ) (2)  
kde x ∈ M 
Hledání globálního optima je velice sloţitý úkon a pro jeho vyřešení byla vyvinuta 
celá řada metod, o kterých budou pojednávat další kapitoly této práce. 
1.4 Lokální optimalizace 
O poznání jednodušší optimalizací je optimalizace lokální, která se vyjadřuje podobně 
jako globální. Hledá se opět prvek    (maximum nebo minimum), pro který je funkční 
hodnota f (maximální nebo minimální). Kde x náleţí do průniku mnoţiny M a bodů v jeho 
okolí O (  ) [4]. 
 f (  ) ≤ f (x) (3)  
kde x ∈ M ∩ O (  ) 
Vyhledání lokálního optima je na rozdíl od hledání globálního optima jednoduché, jelikoţ je 






2. PROBLÉM OBCHODNÍHO CESTUJÍCÍHO 
Problém obchodního cestujícího je globální optimalizační úloha, která se řadí mezi 
NP-úplné úlohy viz [5]. Úkolem obchodního cestujícího je nalezení ideálně nejkratší cesty 
mezi městy, kde příslušnou vzdálenost máme přesně určenou. Nesmíme projít jedním městem 
více neţ jednou a cestu ukončit ve stejném městě, kde jsme začali. Z prvního pohledu se tento 
problém nemusí zdát komplikovaný, ovšem opak je pravdou. Pokud máme například 4 města 
a zjistíme si mezi nimi vzdálenost, jde tuto cestu vypočítat i pomocí obyčejné kalkulačky. 
 x = 
(   ) 
 
 (4)  
Ovšem pokud si uvedeme příklad, kde budeme muset spočítat ideální cestu s počtem 
9 měst, kde nám nezáleţí na směru procházení a startovním místě, pak dosazením do vzorce 
(4), dostaneme číslo 20 160 tras, které bychom museli vypočítat, abychom došli k výsledku. 
Pokud by takovéto výpočty musel provádět člověk, zabralo by mu to obrovské mnoţství času 
a úsilí a proto byly pro usnadnění vyvinuty algoritmy pro výpočet optimální trasy. 
2.1 Historie Problému obchodního cestujícího 
První zmínky o problému obchodního cestujícího (TSP) pocházejí z roku 1857 
od irského matematika sira William Rowan Hamiltona viz [2], který se zabýval tímto 
problémem spíše z matematického hlediska a dodnes je znám jeho výtvor v podobě hry 
nazvané „Hamilton’s Icosian Game“ obrázek (obr. 3). Její princip má základy 
v dvanáctistěnném grafu, který obsahuje 20 bodů, a hráč musí navštívit všech 20 bodů, aniţ 




Obrázek 2.: Příklad vyřešené hry Hamillton's Icosian 
Dalšímu studiu TSP se v letech 1930 věnovali matematici z Univerzity Princeton 
v čele s pány Hasslerem Whitneym a Merilem Floodem, kteří řešili problém zastávek 
v západní Virginii a pojmenovali tento problém pod názvem, jakým ho známe dodnes- 
„Traveling Salesman Problem“- problém obchodního cestujícího viz [3]. 
V letech 1950 a1960 nabyl TSP ve světě velké popularity, a to zejména v oblasti věd. 
Vědci George Dantzing, Delbert Ray Fulkerson a Selmer M. Johnson vytvořili algoritmy 
pro výpočet úlohy obsahující 49 měst a dokázali, ţe ţádná jiná cesta nemůţe být kratší. 
Od té doby se vědci snaţili vypočítat nejkratší cestu pro co moţná největší počet měst.  
Roku 1972 Richard M. Karp zjistil, ţe Hamiltonův cyklus spadá do kategorie NP 
úplných problémů. Toto zjištění vysvětlilo matematickou obtíţnost nalezení optimální cesty. 
O skupině NP úplných problémů se více dočteme v další kapitole. 
 




Spolu s vývojem výpočetní techniky byly posouvány i meze počtu měst a doposud 
největším počtem, ze kterých je moţné vypočítat optimální trasu datovanou k roku 2006, 
je 85 900 měst. Pokud tedy srovnáme, z jakého počtu měst bylo moţné vypočítat optimální 
trasu v roce 1950 a v roce 2004, dostaneme rozdíl 85 851, coţ je obrovský pokrok a na tomto 
jediném příkladu můţeme názorně vidět, k jakému pokroku došlo v oblasti matematické 
optimalizace. 
Tento projekt byl vyřešen pomocí takzvaného Concorde codu a řešil délku, kterou 
musí urazit laser mezi jednotlivými propojeními obrázek (obr. 4).  
 
Obrázek 4.: Výpočet trasy mez 85 900 městy [2] 
2.2 Třída NP úplných problémů 
TSP je klasifikován jako NP úplný, pro pochopení skupiny NP úplných problémů 
obrázek (obr. 5) si musíme nejdříve osvojit následující pojmy. Budu vycházet z literatury viz  
[1]. Sloţitost řešení se dělí na dvě třídy: na P a NP, kde P je třída rozhodovacích problémů, 
která je deterministická a řešitelná v polynomiálním čase. Dokáţeme ji tedy efektivně vyřešit. 
Jednoduše řečeno třída P nám dokáţe jednoznačně určit, jestli je daná věc ta, kterou jsme 
hledali odpovědí ano/ne. 
 Zatímco NP je třída rozhodovacích problémů, která je nedeterministicky řešitelná 
v polynomiálním čase. Nedokáţeme ho tedy řešit efektivně. Jak jsme se dozvěděli výše, 
je jednoduché rozhodnout, jestli je daná věc ta, kterou hledáme, ale je obtíţné ji najít a právě 
takovýmto problémům se říká NP úplné. 
NP úplné problémy tedy patří do NP skupiny a jsou v této skupině zároveň nejtěţší. 
Pokud by existovaly NP úplné problémy řešitelné v polynomiálním čase, pak by bylo všechno 
v NP řešitelné v polynomiálním čase. Pokud by toto bylo moţné, pak by platilo P = NP. Toto 
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ovšem ověřené není a pro zajímavost je to také jeden ze sedmi problémů tisíciletí. 
 
Obrázek 5.: Třída NP úplných problémů  
Dalším typickým příkladem třídy NP úplných problémů je Úloha batohu. 
2.2.1 Úloha batohu 
První zmínky o této úloze pochází od matematika Tobiase Dantziga z roku 1897. 
V současné době existuje mnoho variant úloh batohu viz [27], lišících se zadávanými 
parametry. Nejznámější je ovšem optimalizační varianta úlohy 0 - 1 úlohy batohu. 
Podstatou této úlohy je umístění předmětů do batohu o omezené velikosti tak, aby 
byla cena nákladu v batohu maximální. Mějme tedy počet věcí n o ceně p a hmotnosti m, 
které jsou zabaleny v batohu o kapacitě c. Řešení můţeme vyjádřit pomocí rovnic: 
 x = max∑     
 
    (5)  
 
Podmínky:  ∑     ≤  
 
    
    ∈  *   +, j = 1, . . . , n, 
kde    je hodnota 1, pokud má být věc vloţena do batohu, a naopak 0, pokud ne. 
Tímto způsobem je moţné řešit 0 - 1 úlohu batohu  
2.3 Řešení TSP pomocí n-měst 
Uvedený algoritmus počítá s podmínkami, ţe ţádné město nesmí být navštíveno více 
neţ jednou a cesta musí být zakončena ve městě, ze kterého se začínalo viz [1]. Tento 
algoritmus je pouze jedním z mnoha, které můţeme pouţít. 
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S dalšími se seznámíme v následujícím textu. 
 x = min ∑ ∑        
 
   
 
    (6)  
Podmínky: 
∑    
 
      j∈ {1, . . . ,n} 
∑    
 
       i∈ {1, . . . ,n} 
       (      )   ≤    i ∈ {1, . . . ,n} j ∈ {2, . . . ,n} 
    ∈  *   + 
Funkce má za účel vyhledat nejkratší moţnou cestu. Následující podmínky upravují 
správnou funkčnost. První podmínka zajišťuje, ţe město bude navštíveno pouze jednou. 
Druhá podmínka zařizuje, aby bylo kaţdé město jednou opuštěno, a poslední třetí podmínka 
zaručí, ţe proměnná     bude nabývat hodnot pouze 0 nebo 1. V případě 0 se spojení mezi 





3. METODY ŘEŠENÍ PROBLÉMU 
OBCHODNÍHO CESTUJÍCÍHO 
Metody pro řešení problému obchodního cestujícího lze rozdělit do tří základních 
skupin: 
 Teorie grafů  
 Heuristické metody 
 Evoluční algoritmy 
V následujících odstavcích budou u kaţdé z těchto metod uvedeny základní principy, 
jednotlivé druhy metod a jeden sloţitější postup řešení. Jelikoţ není moţné z důvodu širokého 
rozsahu jednotlivých metod uvést všechny, byly vybrány na ukázku vţdy základní 
a nejpouţívanější metody. 
3.1 Teorie grafů 
První zmínky o teorii grafů pocházejí z 18. století od jejich zakladatele Leonharda 
Eulera, který pomocí grafů vyřešil takzvaný Problém sedmi mostů města Královce obrázek 





Obrázek 6.: Problém sedmi mostů města Královce [32] 
 Poznatky zjištěné Leonhardem Eulerem byly základem pro další vědce a jejich studie, 
kteří ze základů teorie grafů dále čerpali. Jako příklad můţeme uvést sira Williama Rowana 
Hamiltona, který těchto poznatků vyuţil pro svou hru nazvanou „Hamilton’s Icosian Game“, 
o které jsem se zmínil na začátku práce. Při řešení TSP se setkáváme s dvěma druhy grafů, 
které rozlišujeme na orientovaný a neorientovaný graf viz  [13]. Budeme vycházet z literatury 
viz  [6], [8] a [9]. 
3.1.1 Orientovaný Graf 
Jako orientovaný graf označujeme takový, jehoţ hrany jsou uspořádané dvojce 
s daným směrem více obrázek (obr. 7). Jako hranu přitom chápeme úsečku spojující dva body 
(vrcholy). Máme graf G = (V, E), kde V jsou uzly obsaţené v grafu a E jsou dvojice úseček 
mezi jednotlivými uzly (hrany) začínající v x a končící v y. 
Kaţdá hrana má dva stupně deg + (v) a deg - (v), hlavní podmínkou, aby mohl být 
vytvořen hamiltonovský cyklus, je, aby platilo deg + (v) a deg - (v), coţ znamená, ţe 
do kaţdého uzlu bude vstupovat a vystupovat pouze jedna hrana. Tím bude splněna jedna 
z hlavních podmínek při řešení TSP a to, ţe kaţdý uzel (město) bude navštíven pouze jednou 




Obrázek 7.: Příklad orientovaného grafu [31] 
3.1.2 Neorientovaný graf 
Definice neorientovaného grafu je podobná jako v případě orientovaného s jedním 
zásadním rozdílem. Neorientovaný graf G = (V, E), kde V jsou uzly obsaţené v grafu a E jsou 
dvojice úseček mezi jednotlivými uzly (hrany). Hrany nemohou směřovat oběma směry 
a nemají směr předem určený jako v případě orientovaného grafu více obrázek (obr. 8), viz 
[10], [11]. 
 
Obrázek 8.: Příklad neorientovaného grafu [31] 
Tyto dvě popsané teorie jsou základem pro další sloţitější algoritmy, které můţeme 
aplikovat k řešení problému obchodního cestujícího. Algoritmů řešících TSP je celá řada. Pro 
ukázku řešení TSP pomocí teorie grafů jsem si vybral Dijkstrův algoritmus. 
3.1.3 Dijkstrův algoritmus 
Tento algoritmus viz [33] vytvořil pan E. W. Dijkstr roku 1959 jako nástroj 
pro  hledání nejkratší cesty v grafu. Hlavní a základní podmínkou tohoto algoritmu je, ţe 
hodnoty určující vzdálenosti mezi jednotlivými hranami musí byt kladné, jinak tento 
algoritmus nemůţe fungovat. 
V příkladu, na kterém vysvětlím princip Dijkstrova algoritmu, budeme hledat nejkratší 
cestu z uzlu S do uzlu Z. Máme graf G = (V, E), kde V jsou uzly obsaţené v grafu a E hrany 
mezi jednotlivými uzly. 
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Zvolíme si počáteční uzel S, který náleţí do mnoţiny uzlů V a ostatním uzlům 
přiřadíme vzdálenost nekonečno. Nyní hledáme cestu z uzlu S k dalším uzlům, se kterými je 
spojen cestou tedy (A, B), více obrázek (obr. 9). Těmto dvěma novým uzlům přiřadíme číslo, 
které se bude rovnat jejich vzdálenosti s výchozím uzlem, v našem případě tedy A = 2 a B = 
6.   
 
Obrázek 9.: Dijkstrův algoritmus krok 1 
V dalším kroku bereme uzel A jako výchozí a to z důvodu, ţe vzdálenost od uzlu 
S k uzlu A byla nejmenší. Nyní opakujeme postup s uzlem A, který je spojen cestou s dalšími 
dvěma uzly (B, C) jejichţ vzdálenost vypočítáme součtem původní vzdálenosti uzlu 
A od uzlu S a vzdálenosti B a C s uzlem A. Uzlu B byla přiřazena vzdálenost 5 z důvodu, 
ţe je menší neţ jeho předchozí více obrázek (obr. 10). 
 
Obrázek 10.: Dijkstrův algoritmus krok 2 
Stejně jako v předchozím kroku opakujeme stejný postup s uzlem B, jenţ je spojen 
s uzly C a Z, a přepočítáme jejich vzdálenosti. 
 
Obrázek 11.: Dijkstrův algoritmus krok 3 
Nejkratší cestu od uzlu S k Z jsem znázornil přerušovanou čárou. Pokud zkusíme 
zvolit jiné moţnosti, zjistíme, ţe vypočítaná cesta je opravdu nejkratší moţná více obrázek 
(obr. 11). Tento postup je jeden z nejefektivnějších a nejrychlejších při hledání nejkratší cesty 
pomocí teorie grafů. 
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3.2 Heuristické metody 
Rozvoj a vznik Heuristických algoritmů viz [1] započal teprve s rozvojem počítačové 
techniky, se kterou je úzce svázán. Pro vyřešení globálního optimálního problému je nutné 
pouţít extrémně výkonnou výpočetní techniku a mnohdy také na výsledek čekat týdny nebo 
i měsíce. Z tohoto důvodu byly pro řešení globálních optimalizačních problémů vyvinuty 
heuristické algoritmy viz [18], které sice nedosahují vţdy optimálních výsledků, ale velice se 
k nim přibliţují a jejich hlavní nespornou výhodou je rychlost dosaţení výsledků.  
Heuristické algoritmy mají široké vyuţití hlavně v logistických firmách, které je 
mohou vyuţít na zvýšení efektivnosti a sníţení nákladů pro své společnosti. Heuristické 
metody se rozdělují do skupin, kterými se dále v textu budu věnovat: 
 Konstruktivní metody 
 Zlepšovací algoritmy 
 Simulované ţíhání 
Toto je základní rozdělení heuristických algoritmů. Ke kaţdé skupině uvedu 
nejznámější a nejpouţívanější metody. Kromě zde uvedených metod existuje velké mnoţství 
dalších metod, podrobnější informace jsou nad rámec této bakalářské práce. 
Konstruktivní metody jsou zaloţeny na principu vytváření hamiltonovského cyklu 
podle určitého pravidla, které se u kaţdé z metod liší. Do této třídy spadají algoritmy 
nejbliţšího souseda a heuristika vkládání. 
3.2.1 Konstruktivní metoda nejbližšího souseda 
Je jednou z nejjednodušších a nejintuitivnějších. Je zaloţena na postupném přidávání 
měst, které jsou si nejbliţší z hlediska vzdálenosti. Tato metoda bude podrobněji rozebrána 
v praktické části této práce. 
Vstupní hodnoty pro tuto metodu tvoří matice soustavy souřadnic, podle které si 
vypočteme euklidovské vzdálenosti mezi jednotlivými městy. Zvolíme si libovolný bod 
(město), které bude pro nás výchozí, a k tomuto městu hledáme nejblíţe vyskytující se město. 
Po nalezení nejbliţšího města se toto nově nalezené stává výchozím a k němu hledáme opět 
nejbliţší město. Takto postupujeme, dokud neprojdeme všechna města a vrátíme se do města 
výchozího, ve kterém jsme začínali. Musíme dbát podmínky, ţe ţádné z měst nesmí být 
navštíveno dvakrát a koncové město se musí shodovat s městem výchozím. 
3.2.2 Vkládací metoda 
Tato metoda je podobná metodě nejbliţšího souseda, ovšem místo jednoho výchozího 
bodu (města) pracuje s minimálně čtyřmi výchozími body, které se spojí do hamiltonového 
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cyklu a postupně přibírají další body. 
Jako výchozí máme tedy obrazec, například trojúhelník tvořený spojnicí tří bodů. 
Nejčastěji se tento obrazec vytvoří z bodu nejvíce vlevo, nejvíce vpravo a nejvíce dole. Další 
vkládání bodů se řídí podle strategie, kterou si vybereme. Tyto strategie jsou tři: 
 Vkládání nejbližšího souseda: vloţí vrchol, jehoţ minimální vzdálenost 
od vrcholu cyklu je nejmenší. 
 Vkládání nejvzdálenějšího souseda: vloţí vrchol, jehoţ minimální 
vzdálenost od vrcholu cyklu je největší. 
 Nejlevnější vkládání: vloţí vrchol, který prodlouţí cyklus nejméně. 
U všech těchto tří strategií platí jedna zásadní podmínka a to ta, ţe se můţe vkládat 
jen ten vrchol, který dříve nebyl navštíven.  
3.2.3 Zlepšovací algoritmus k - optimalizační (k - opt) 
Výsledky dosaţené pomocí konstruktivních metod nejsou vţdy povaţovány 
za optimální. Proto nastoupily na scénu zlepšovací algoritmy, které prokázaly lepší výsledky 
a bylo je moţno aplikovat na širší oblast příkladů. Nejjednodušším příkladem této třídy 
zlepšovacích algoritmů a základem pro další algoritmy je k - optimalizační (k - opt) 
algoritmus, ze kterého vychází 2 - opt a 3 - opt algoritmy, jenţ řeší symetrický TSP viz [34]. 
Tento algoritmus funguje na principu eliminace původních k hran u dané trasy a jejich 
nahrazením novými, kdy tato nově nalezená cesta musí být kratší neţ cesta původní. Pokud 
by byla nalezená cesta delší neţ původní, pak zůstanou k hrany nezměněny a hledá se další 
nejkratší cesta. Hledání nejkratší cesty pokračuje do doby, kdy nalezení kratší cesty jiţ není 
moţné a nalezli jsme tedy nejoptimálnější cestu. 
Algoritmus k - opt je tím přesnější, čím více  hran k obsahuje. Zvětšující se mnoţství 
k hran je ovšem také přítěţí, a to z hlediska délky výpočtu, kdy efektivnost algoritmu s mnoha 
k klesá. V současné době se proto pouţívají nejvíce heuristiky dvoj a troj optimalizační (2 - 
otp a 3 - opt), o kterých se zmíním v dalším textu. 
3.2.4 Zlepšovací 2 - otp a 3 - opt algoritmy 
Princip těchto dvou algoritmů se od k - opt neliší. Obecné řešení pro k hran je ovšem 
nahrazeno určitým počtem hran, v případě 2 - otp máme dvě hrany (k = 2) a  v případě  3 - opt 
zase tři hrany (k = 3). 
Při dvojí optimalizaci (2 - opt) se v původní trase smaţou hrany (t2, t1) a (t4, t3) 
a jejich spojení se nahradí (t1, t4) a (t2, t3). Tímto novým spojením nám vznikne kratší trasa 




Obrázek 12.: Příklad řešení pomocí 2 - opt algoritmu [9] 
Stejný postup funguje i při trojí optimalizaci (3 - opt) kdy máme místo 2 ovšem 3 
hrany (x1, x2, x3), (obr. 4). 
 
Obrázek 13.: Příklad řešení pomocí 3 - opt algoritmu [9] 
Na obrázku (obr. 13) můţeme vidět, jak nám z původní cesty o 3 hranách (x1, x2, x3) 
vznikla kratší cesta výhodnějším spojením. Jak jsem jiţ zmínil dříve troj optimalizace nám 
vytvoří trasu kratší, ale proti dvoj optimalizaci je zde značný časový nárůst k vykonání kaţdé 
změny. 
3.2.5 Zlepšovací algoritmus záměny náhodného města 
Princip tohoto zlepšovacího algoritmu je jednoduchý a spočívá ve zvolení náhodného 
města a přehození jeho pozice se současným městem, se kterým pracujeme. 
 Musíme dbát stejné podmínky jako u TSP a to, ţe první město je zároveň i konečné, a 
tudíţ nemůţe být zaměněno a ţádné z měst nesmí být navštíveno více jak jednou. 
 Pokud je takto nově nalezená trasa kratší neţ trasa původní, zvolí se jako nová 
výchozí trasa a opakujeme u ní stejný postup přehození měst do té doby, dokud nejsou 
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navštívena všechna města.  
Mějme následující trasu:  
 
R1: (7     6     9     1     3     2     4     5    10), 
 
ve které jsou náhodně zvoleny dvě pozice odpovídající městům 9 a 4. Nový jedinec 
vznikne záměnou pozic těchto měst: 
R2: (7     6     4     1     3     2     9     5    10) 
 
Pokud je takto nově vzniklá trasa kratší neţ původní, zvolíme ji jako výchozí pro další 
náhodnou záměnu měst. V opačném případě provádíme záměnu v původní trase. Efektivita a 
praktické vyuţití této metody, bude předmětem dalšího zkoumání v praktické části této práce. 
3.2.6 Zlepšovací algoritmus záměny sousedního města 
Princip této metody je podobný jako u libovolného města. S rozdílem, ţe 
nezaměňujeme náhodně vybrané město ale město sousední s aktuálním městem. 
Mějme opět trasu:  
 
R1: (7     6     9     1     3     2     4     5    10), 
 
kde k městu 9 hledáme sousední město, coţ je v našem případě 1: 
 
R1: (7     6     9     1     3     2     4     5    10) 
 
Nyní, kdyţ známe oba města, vzájemně přehodíme jejich pozice a vznikne nám nová 
trasa.  
R2: (7     6     1     9     3     2     4     5    10) 
  
Po přehození pozic obou měst uplatňujeme stejné podmínky jako výše, tedy pokud 
bude takto nově vzniklá trasa kratší neţ původní, zvolíme ji jako výchozí pro novou záměnu. 
V opačném případě vycházíme opět z původní trasy. 
Musíme také ošetřit podmínky záměny prvního výchozího a posledního města, jejichţ 
pozice musí zůstat stejné, jinak by došlo k porušení pravidla návratu do výchozího města. 
Také platí podmínka, ţe ţádné z měst nesmí byt navštíveno dvakrát.  
Aplikace a výsledky této metody budou uvedeny v praktické části této práce. 
3.2.7 Zlepšovací algoritmus záměny hran 
Metoda záměny dvou hran se od předchozích dvou metod poněkud liší, ale platí u ní 
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opět stejná pravidla pro počáteční město a navštěvování měst. Vyuţívá se zejména 
pro odstranění smyček v trase. 
Také název napovídá, ţe nebudeme mezi sebou zaměňovat dvě města, jak tomu bylo 
v předchozích dvou metodách, ale „hrany“, tedy v našem případě dvě cesty mezi jednotlivými 
městy. 
Pro názornou ukázku mějme trasu:   
R1:(1     6     2     4     5     3) na obrázku (obr. 14), 
 
 
Obrázek 14.: Ukázka trasy pro záměnu dvou hran 
ve které budeme přehazovat hrany mezi městy 2 – 4 a 2 – 6, a tím nám vznikne nová 
kratší cesta R2 na obrázku (obr. 15).  
 
Obrázek 15.: Záměna dvou hran 
R2: (1     4     2     6     5     3) 
 
Celý tento proces skončí, pokud budou navštívena všechna města a vybrána nejkratší 
trasa. Porovnání výsledků posledních tří zlepšovacích algoritmu a jejich efektivita a srovnání 
s dalšími metodami budou uvedeny v další části této práce. 
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3.2.8 Simulované žíhání 
Metodu simulovaného ţíhání (SA) poprvé představil a popsal Scott Kirkpatric v roce 
1983 viz [20], [21]. Název této metody je inspirován ţíháním materiálů v hutnictví, coţ je 
technika, která vyuţívá zahřívání a pomalé chlazení, k zvýšení odolnosti a odstranění defektů 
materiálů. 
Simulované ţíhání je heuristická metoda, pro hledání řešení blíţícího se ke 
globálnímu minimu. Pro řešení problému obchodního cestujícího se SA vyuţívá z jednoho 
prostého důvodu a to, ţe se tato metoda dokáţe dostat z lokálního minima, jak si následně i 
dokáţeme. Na obrázku (obr. 16) můţeme vidět pseudokód algoritmu simulovaného ţíhání. 
 
Obrázek 16.: Pseudokód algoritmu simulovaného ţíháni [20] 
Podstatou této metody je, ţe jako dočasný výsledek bude přijato horší řešení vedoucí 
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k dosaţení lepšího konečného řešení s určitou pravděpodobností: 
 P =  ( (      )   ) (7)  
kde: enew… je délka nové cesty 
 e… je délka původní cesty 
 k…Boltzmannova konstanta (pouţívaná iterace) 
 T… teplota systému 
Princip simulovaného ţíhání pouţívaného k řešení TSP je následující: Mějme 
počáteční trasu s0 o vzdálenosti e0, která bude v první iteraci zároveň brána jako nejlepší 
sbest trasa o nejkratší vzdálenosti ebest, jelikoţ další trasy zatím neznáme. Z této trasy 
náhodně vybereme dva města, která mezi sebou prohodíme, a tím získáme novou cestu snew 
o vzdálenosti enew. 
Nyní počítáme pravděpodobnost pro přijmutí horšího řešení, tedy delší trasy. Pokud 
bude nová trasa enew kratší neţ původní, uloţí se jako nová počáteční cesta pro další iteraci. 
Pokud ovšem bude hodnota enew větší neţ původní cesta, uplatňujeme podmínku, kdy 
se s určitou pravděpodobností zvolí horší řešení jako nová počáteční cesta. Tuto nově 
zvolenou trasu porovnáváme s dosud nejlepší ebest a, pokud je kratší, zapíšeme ji jako novou 
nejlepší cestu viz [20], [21]. 
Toto je ovšem průběh pouze jedné smyčky algoritmu (jedné iterace). Počet iterací si 
můţeme volit podle uváţení, kde platí pravidlo: Čím více iterací, tím delší doba výpočtu. 
Další aplikací a vyhodnocování výsledků se budu věnovat v kapitole aplikace metod. 
3.3 Evoluční algoritmy 
Základem vývoje evolučních algoritmů byla práce britského vědce Charlese Darwina 
viz [7] a jeho publikace „O vzniku druhů přirozeným výběrem čili zachováním vhodných 
odrůd v boji o ţivot“. Evoluční algoritmy jsou zaloţeny na heuristických optimalizačních 
algoritmech, o kterých jsem se zmiňoval jiţ výše a spolu s nimi vyuţívají také přírodou 
inspirované mechanismy jako výběr, kříţení a mutace viz [14], [15], [19]. Dělí se na další 




Obrázek 17.: Rozdělení evolučních algoritmů  
Dále v textu popíši vyuţití evolučních algoritmu pro řešení TSP, konkrétně metodu 
mravenčí kolonie a metodu Inver - over.  
3.3.1 Výběr - Selekce 
Základním krokem všech algoritmů je výběr populace nebo v našem případě měst, 
se kterými budeme nadále pracovat a upravovat viz [14]. Abychom mohli z populace vybírat 
a porovnávat jednotlivé jedince. Musíme jim nejdříve přiřadit nejlépe číslo, které bude 
vyjadřovat kvalitu jednotlivého bodu v jeho populaci. 
Hodnotu, kterou přiřazujeme jednotlivým městům, říkáme všeobecně fitness (dále jen 
kvalita). Kvalita bude mít v případě řešení TSP hodnotu vzdálenosti, která bude přiřazena 
kaţdému jednotlivému městu, tudíţ takzvanou euklidovskou vzdálenost. 
V praxi je nejpouţívanější a nejefektivnější metodou výběru, metoda turnajového 
výběru. Princip metody spočívá ve vybrání několika náhodných jedinců a následném 
porovnávání s ostatními účastníky. Vítěz turnaje je poté vybrán jako výchozí jedinec. 
Kaţdému jedinci je před začátkem výběru přiřazena kvalita, která určí jeho kvalitu, následně 
nastupuje turnajový výběr. Náhodně se vyberou dva jedinci, jejichţ hodnoty kvality se 
porovnají, a vyhrává ten, jehoţ hodnota je vyšší. Takto se postupuje, dokud není vybrán 
nejlepší jedinec z populace. 
3.3.2 Křížení  
Pro problém obchodního cestujícího bylo vyvinuto několik metod kříţení, 
v této kapitole se budu zabývat konkrétně metodou PMX (partially matched mutation). 
 
31 
Tato metoda je povaţována za jednu z nejstarších metod pro řešení TSP pomocí 
kříţení viz [16]. 
Její princip spočívá ve vybrání určité subsekvence cesty od jednoho rodiče 
a zachování co moţná nejvíce měst a jejich pořadí od rodiče druhého. Subsekvence cesty 
je ohraničena hranicemi pro výměnné operace. 
Mějme dva rodiče R1 a R2, ze kterých vytvoříme potomky P1 a P2. Cesty 
reprezentované oběma rodiči si rozdělíme na 3 sekvence: 
R1: (1 2 3│4 5 6 7 │8 9) 
R2: (4 5 2│1 8 7 3 │9 3) 
Potomci se vytvářejí zachování střední subsekvence, značky x nám indikují dosud 
neznámé prvky. Tato výměna nám také definuje dvojce mapování 1 ↔ 4, 8 ↔ 5, 7 ↔6 a 3 ↔ 
7. 
P1: (x x x│1 8 7 3│x x) 
P2: (x x x│4 5 6 7│x x) 
Dalším krokem je doplnění dalších měst z původních rodičů, mezi kterými není 
konflikt. 
P1: (x 2 3│1 8 7 3│x 9) 
P2: (x x 2│4 5 6 7│9 3) 
Prvním městem v potomkovi P1 by mělo být 1, docházelo by zde ovšem ke konfliktu, 
kdy by cesta zahrnovala dvakrát jedno město, a to je pro nás neţádoucí. V předchozím kroku 
jsme si definovali dvojce pro mapování, které nyní vyuţijeme a podle vzoru tedy nahradíme 
1 ↔ 4 a zbylá x doplníme. 
P1: (4 2 3│1 8 7 3│5 9) 
P2: (1 8 2│4 5 6 7│9 3) 
3.3.3 Mutace 
Další ze základních principů inspirovaných přírodou jsou mutace, coţ jsou malé 
náhodné změny jedné nebo několika málo proměnných viz [17]. Principů mutace vyuţívají 
další sloţitější metody, například mnou níţe uvedená metoda Inver-over operátor. 
Rozeznáváme tři druhy operátorů mutací: Inversion Mutation (IVM), Insertion and 
Displacement Mutation (IDM) a Reciprocal exchange Mutation (REM).  
Princip operátoru inverzní mutace (IVM) spočívá ve zvolení dvou bodů v sekvenci, 
které nám následně poslouţí jako hranice, a takto vzniklý subřetězec jednoduše převrátíme: 
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(1 2 3│4 5 6 7│8 9) 
(1 2 3│7 6 5 4│8 9) 
Operátor vloţení a přemístění (IDM) funguje také na jednoduchém principu. Zvolíme 
si město například 5 a přemístíme ho na jinou pozici v řetězci: 
(1 2 3 4 5 6 7 8 9) 
(1 2 3 4 6 7 8 5 9) 
Operátor reciproké výměny (REM) zamění pozice jednotlivých měst mezi sebou: 
(1 2 3 4 5 6 7 8 9) 
(1 2 7 4 5 6 3 8 9) 
3.3.4 Optimalizace pomocí mravenčí kolonie (ACO) 
První zmínky o aplikaci principů mravenčí kolonie pocházejí z roku 1992 z doktorské 
práce Marca Dorigiho, který poprvé uvedl tuto metodu na veřejnost a aplikoval na řešení 
problému obchodního cestujícího viz [28].  
Metoda optimalizace pomocí mravenčí kolonie (ant colony optimization = ACO) se 
řadí do skupiny meta-heuristických metod. Tato metoda byla inspirována skutečným 
chováním mravenců při jejích cestách k nalezení potravy. Kaţdý mravenec při svém pohybu 
za sebou zanechává feromonovou stopu, kterou následně vyuţívají další jedinci, kteří ho 
následují. Mravenec, kterému se povede nalézt nejkratší cestu ke svému cíli, za sebou zanechá 
nejsilnější feromonovou stopu, a tu následně pouţívají další jedinci. 
Princip optimalizace pomocí mravenčí kolonie 
Pro řešení problému obchodního cestujícího se pouţívají mnohé metody, některé 
z nich byly uvedeny výše. Pro vyřešení TSP můţeme také pouţít princip mravenčí kolonie, 
který nyní rozvedu.  
Kaţdý jednotlivý mravenec vychází z hnízda (N) hledat potravu (F) a vybírá si podle 
sebe cestu se stejnou pravděpodobností jako ostatní mravenci s tím, ţe za sebou vţdy kaţdý 




Obrázek 18.: Označení trasy pomocí feromonové stopy [29] 
Jedinec, kterému se podaří vybrat nejkratší cestu k potravě obrázek (obr. 19), vytvoří 
silnější feromonovou stopu něţ jedinec, kterému trvá dostat se k potravě delší dobu. Silnější 
feromonová stopa bude přitahovat ostatní mravence více tak dlouho, dokud nebudou všichni 
mravenci putovat po nejkratší cestě (cestě s nejsilnější feromonovou stopou). 
 
Obrázek 19.: Zvolená trasa s nejsilnější feromonovou stopou [29] 
Přirovnání k řešení TSP se nám tedy samo nabízí, budeme vycházet z určitého počtu 
mravenců, kde kaţdý postupuje přes různá města a za sebou zanechává feromonovou stopu. 
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kde: 
   = síla feromonu na trase mn 
q = všechna města mimo město m 
a = váha feromonové stopy, kdyţ a = 0, je zvoleno nejbliţší město  
b = váha vzdálenosti, kdyţ b = 0, ignoruje se vzdálenost mezi městy 
 
Krátké cesty s velkým obsahem feromonu mají větší pravděpodobnost, ţe budou 
zvoleny. Feromon ovšem obsahují i jiné trasy a po nějaké době by mohlo dojít k tomu, ţe by 
byly zvoleny místo cest kratších a proto musíme uvaţovat s dalším faktorem a to 
vypařováním feromonu. 
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kde 
   
  = feromon vytvořený mravencem k mezi městy m a n 
 = vypařovací konstanta feromonu 
 = konstanta elitní cesty 
   




4. METODA INVER - OVER OPERÁTOR 
Metoda Inver-over byla vynalezena teprve nedávno viz [13], velice rychle se ovšem 
rozšířila díky své výborné efektivitě a rychlosti, kvůli které je schopna vyřešit TSP s velikostí 
300 měst. Představuje jednu ze sloţitějších metod pro řešení TSP. Princip fungování 
algoritmu je následující:  
Mějme náhodnou populaci P, ze které si zvolíme jedince S. Předpokládejme, ţe tedy 
máme příslušného jedince: 
S´ = (2, 3, 9, 4, 1, 5, 8, 6, 7) 
a námi vybrané město c = 3.  
S´ = (2, 3, 9, 4, 1, 5, 8, 6, 7) 
V dalším kroku uplatňujeme podmínku, kde, pokud je náhodně vygenerované číslo 
menší nebo rovno p (pravděpodobnost, jejíţ hodnota je zvolena jako 0,02), zvolíme si další 
město c´ od stejného jednotlivce například c´ = 8.  
S´ = (2, 3, 9, 4, 1, 5, 8, 6, 7) 
Tyto zvolená města nám vyznačují segment (9, 4, 1, 5, 8), který budeme následně 
převracet, a tímto nám vznikne nový jedinec S´.  
S´← (2, 3, 8, 5, 1, 4, 9, 6, 7) 
Pokud je ovšem u výše zmíněné podmínky vygenerováno číslo větší neţ 
pravděpodobnost p, pak je proces vzniku nového jedince poněkud odlišnější. Z populace P si 
zvolím nového náhodného jedince, předpokládejme: 
K´← (1, 6, 4, 3, 5, 7, 9, 2, 8) 
Poté v tomto jedinci hledáme nové město c´, coţ je město sousední s městem c (c = 3), 
tedy v našem případě město 5:  
K´← (1, 6, 4, 3, 5, 7, 9, 2, 8) 
Nyní budeme tyto dva města povaţovat za nový segment, který budeme opět 
převracet, ale v jedinci zvoleném na začátku:  
S´ = (2, 3, 9, 4, 1, 5, 8, 6, 7) 
Tímto nám vznikne :   S´ = (2, 3, 5, 1, 4, 9, 8, 6, 7) 
V obou případech je výsledný řetězec meziprodukt v tom smyslu, ţe výše uvedený 
proces inverze (převrácení) se aplikuje několikrát, neţ je potomstvo ohodnoceno. Tento 
proces je ukončen tehdy, kdyţ se vedle města c´ náhodně zvolí stejné město, které je i 
v původním jedinci. Po několika předchozích krocích máme jedince, například: 
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S´= (9, 3, 6, 8, 5, 1, 4, 2, 7), 
kde město c bude 6. Pokud náhodně zvolené město vedle města 6 je zvoleno náhodně 
z populace, předpokládejme město 8. Jelikoţ město 8 jiţ následovalo město 3 v dřívějších 
výše uvedených krocích, proces inverze tedy končí.  
Tímto ovšem algoritmus nekončí, výše popsané kroky jsou jen jednou smyčkou. Ta se 
opakuje do té doby, dokud se nejlepší řešení, v našem případě tedy nejkratší cesta, nezmění 
po deset posledních průběhů celé smyčky. Pro názornou ukázku můţeme na obrázku (obr. 20) 
vidět pseudokód jedné smyčky celého algoritmu (jedné iterace). 
 




5. APLIKACE METOD PRO ŘEŠENÍ TSP 
V následujících odstavcích budu popisovat vybrané metody pro řešení TSP, jejich 
aplikaci, funkčnost a principy. Celý program pro řešení TSP byl naprogramován v programu 
Matlab, ve verzi 8.1.0.604 (R2013a). 
Program je rozdělen na pomocné funkce slouţící k otevírání souborů, generování 
měst, počítání vzdáleností a vykreslování výsledků. Dále program obsahuje metody, které 
byly teoreticky popsány v této práci, a to optimalizaci pomocí metody nejbliţšího souseda, 
zlepšovací algoritmy, simulované ţíhání, mravenčí kolonii a metodu Inver - over. 
Testování všech algoritmů probíhalo na datových souborech viz [36] eil51.tsp, 
eil76.tsp,eil101.tsp a kroA150.tsp, které jsou zahrnuty v příloze. Data, na kterých byla 
prováděna veškerá testování, pochází z veřejné knihovny dat pro řešení problému obchodního 
cestujícího. Kaţdý datový soubor obsahuje soustavu souřadnic [x a y], optimální řešení a 
příslušný počet měst, který má zapsán jiţ ve svém názvu. Datové soubory vyskytující se 
v této práci patří mezi malé soubory. Veškerá testování probíhala na středně výkonné 
počítačové sestavě s čtyř jádrovým 3,40 GH procesorem, 8 GB pamětí RAM a grafické kartě 
NVIDIA GeForce GTX 760.  
U všech testování je nutné brát v potaz, ţe čas potřebný k dosaţení výsledků testování 
můţe být zkreslený. Z důvodu, ţe zdrojové kódy jednotlivých algoritmů nebyly maximálně 
optimalizované. Také nelze zanedbat vliv procesů, běţících na pozadí, při průbězích testování 
například poslouchání hudby, otevření velkého mnoţství oken v prohlíţeči atd. 
Poslední část také zahrnuje grafické rozhraní vytvořené v GUIDE editoru. Toto 
rozdělení jsem zvolil hlavně díky jednoduchosti a přehlednosti. Nyní budou popsány 
jednotlivé části implementace teoretických znalostí do prostředí Matlab. 
5.1 Pomocné funkce 
5.1.1 Funkce pro načítání souborů 
Načítání dat ze souborů potřebných k získání vstupních dat probíhá pomocí funkce 







matice = cell2mat(cellfun(@(i) str2double(regexp(i, ' ', 'split')),                      
output(:), 'UniformOutput', false)'); 
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Data se postupně v průběhu cyklu ukládají do proměnné, ze které se následně 
převedou do matice obsahující soustavu souřadnic jednotlivých měst. Takto načtená data poté 
vstupují do dalších funkcí jako soustavy souřadnic, se kterými se nadále pracuje. 
5.1.2 Funkce pro generování měst 
V této funkci bylo úkolem vygenerovat souřadnice jednotlivých měst. Pro náhodné 
generování souřadnic byl zvolen příkaz randi(), pomocí kterého byla kaţdému městu 
vygenerována jedinečná souřadnice. 
Zde se vyskytnul problém, a to ten, ţe nebylo moţné vygenerovat všechna města 
najednou, protoţe by mohlo dojít k situaci, ţe by dva města měla stejné souřadnice, a to je 
pro řešení TSP pomocí metody nejbliţšího souseda neţádoucí. Tento problém byl vyřešen 
tak, ţe se města generovala postupně pomocí cyklu while. 
 
while NumberOfCity <= Count 
         
        Coordinates(1, NumberOfCity) = randi(RangeX, 1); 
        Coordinates(2, NumberOfCity) = randi(RangeY, 1); 
        PreviousCoordinates = Coordinates(:, 1:(NumberOfCity - 1)); 
 
 Nejdříve se vygenerovalo první město a následně druhé a u něj se pomocí podmínky 
if zjišťovalo, jestli se jeho souřadnice shodují se souřadnicemi města prvního. 
 
if ~sum(sum((Coordinates(:, NumberOfCity) * ones(1, 
size(PreviousCoordinates, 2))) == PreviousCoordinates) == 2) 
             
NumberOfCity = NumberOfCity + 1; 
 
 Pokud se souřadnice nově vygenerovaného města neshodovaly s předchozím, zvýšil 
se index a začalo generování dalšího města. Kdyby podmínka zjistila, ţe se souřadnice měst 
shodují, zopakovala by se náhodná generace města v cyklu while a stejná podmínka by se 
ověřovala znovu, dokud by nebylo nalezeno město s jinými souřadnicemi. 
Tímto způsobem bylo docíleno vygenerování souřadnic pro pět měst. V tabulce (tab. 
1) a obrázku (obr. 21) můţeme vidět souřadnice a pozice jednotlivých měst, kde červeně bylo 
označené město, pro které počítáme nejkratší cestu. 
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Tabulka 1.: Souřadnice měst 
Číslo města 1 2 3 4 5 
Souřadnice x 3 9 14 5 13 
Souřadnice y 5 7 8 7 1 
 
 
Obrázek 21.: Pozice náhodně vygenerovaných měst 
5.1.3 Funkce pro výpočet vzdáleností 
Dalším krokem bylo vypočítat vzdálenosti mezi náhodně vygenerovanými městy. 
Toho bylo dosaţeno pomocí výpočtu euklidovských vzdáleností v prostoru, definovaného 
vztahem (10), kde první bod má souřadnice [     ] a druhý [     ]. V programu Matlab se 
pro tento výpočet vyskytuje uţitečný příkaz pdist, který tento výpočet provede bez nutnosti 
manuálního zadávání vzorce a vypočte potřebnou euklidovskou vzdálenost.  
 x = √((      )  (      ) ) (10)  
function Distances = Distance(Coordinates) 
  
    Distances = squareform(pdist(Coordinates', 'euclidean')); 
    Distances(Distances == 0) = max(max(Distances)) + 1; 
end 
Matice souřadnic z předchozího kroku se nám změnila na matici vzdáleností, jak 




Tabulka 2.: Euklidovské vzdálenosti měst 
 1 2 3 4 5 
1 0 6.3246 11.4018 2.8284 10.7703 
2 6.3246 0 5.0990 4.0000 7.2111 
3 11.4018 5.0990 0 9.0554 7.0711 
4 2.8284 4.0000 9.0554 0 10.0000 
5 10.7703 7.2111 7.0711 10.0000 0 
 
Nyní byla pomocí manuálně provedeného výpočtu ověřená správnost získaných 
euklidovských vzdáleností, například měst v1(11) a v2(12). 
 v1 = √((    )  (    ) ) = 6.3246 (11)  
 v2 = √((     )  (    ) ) = 9.0554 (12)  
Výsledky obou výpočtů se shodovaly, tudíţ bylo moţné pokračovat v dalších krocích. 
5.1.4 Funkce pro vykreslení výsledků 
Poslední funkcí programu je samotné vykreslení získaných výsledků. Startovací 
a zároveň koncové město jsou stejná a byla označena červeným kříţkem. Ostatní města byla 
označena modrým kříţkem. Čáry mezi městy naznačují cesty mezi nimi a jednotlivá města 
mají číselný popisek. 
5.2 Metody řešení TSP 
5.2.1 Funkce pro výpočet nejbližšího souseda 
Ve funkci nazvané TPS se pracuje se získanými vzdálenostmi mezi městy 
z předchozího kroku. Celý tento proces byl zahrnut do cyklu for, který zvolí náhodně jedno 
město, které je povaţováno za výchozí, a následně se hledá podle vzdálenosti jeho nejbliţší 
soused. 
 V tomto kroku nastává další problém, a to ten, ţe pokud se bude postupovat 
od výchozího města, musí se zaručit, aby jako další nejbliţší město nebylo zvoleno město 
předešlé. Problém byl vyřešen tak, ţe u kaţdého předešlého města se navýšila jeho vzdálenost 
tak, aby byla maximální, a tudíţ aby nemohlo být znovu vybráno jako nejbliţší. Níţe máme 
uveden cyklus for, pomocí kterého byla tato situace řešena:  
    for Index = 1:Count - 1 
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        [~, NumberOfCity] = min(Distances(NumberOfCity, :)); 
        Distances(:, NumberOfCity) = max(max(Distances)) + 1; 
        Route(Index + 1) = NumberOfCity; 
    end 
Na obrázku (obr. 22) můţeme vidět nejkratší cestu vypočítanou pomocí metody 
nejbliţšího souseda.  
 
Obrázek 22.: Nejkratší cesta vypočítaná pomocí metody nejbliţšího souseda 
Trasa nejkratší cesty vede z města 1 → 4 → 2 → 3 → 5 →1. Pokud se podíváme 
na tabulku uvedenou v předchozí kapitole (tab. 2.), skutečně zjistíme, ţe byla zvolena 
nejkratší cesta podle vzdálenosti, které jsou označeny tučně. 
Algoritmus nejbliţšího souseda byl postupně testován na datových souborech s 51, 76, 
101 a 150 městy. Průměrná vzdálenost a minimální vzdálenost se u tohoto algoritmu nemění, 
protoţe princip nacházení nejbliţšího souseda je neustále stejný. Vţdy se zvolí město nejblíţe 
k městu aktuálnímu. Proto se algoritmus nejbliţšího souseda povaţuje za deterministický. 
Výsledky testování na datových souborech se všemi městy můţeme shlédnout 




Tabulka 3.: Testování  nejbliţšího souseda na souborech s 51, 76, 101 a 150 městy 
Datový soubor Průměrná vzdálenost Minimální vzdálenost Doba trvání [s] Optimální řešení 
eil51 505,77 505,77 0,01 426 
eil76 612,65 612,65 0,02 538 
eil101 736,37 736,37 0,03 629 
kroA150 31 482 31 482 0,06 26 524 
 
Algoritmus nejbliţšího souseda se dokázal vcelku úspěšně přiblíţit optimálnímu 
řešení u všech testovaných datových souborů. Jeho hlavní kladná vlastnost je rychlost, za 
kterou byl schopen dosáhnout výsledků. Tento algoritmus můţe tedy slouţit jako výborný 
nástroj k zjištění přibliţného odhadu optimální vzdálenosti. Můţe být pouţíván také na méně 
výkonných počítačových sestavách, jelikoţ není výpočetně příliš náročný. 
Hlavní nevýhodou této metody je spojení vţdy posledního města s původním 
výchozím městem, více obrázek (obr. 23.), kdy se nám takto zjištěný výsledek zkresluje. 
Pokud by byla na stejné příklady aplikována jiná metoda, mohlo by dojít k získání lepších 
výsledků v podobě kratší cesty mezi městy. 
 
Obrázek 23.: Řešení TSP pomocí nejbliţšího souseda na souboru s 51 městy 
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5.2.2 Zlepšovací funkce 
Zlepšovací funkce obsahují zlepšovací algoritmy, a to zlepšovací algoritmus záměny 
libovolného města (RandomCity), zlepšovací algoritmus náhodného souseda (Random 
Neighbour) a zlepšovací algoritmus záměny hran (RandomEdge). 
Tyto algoritmy nemohou fungovat samostatně jejich úkolem je vylepšovat dané řešení 
získané pomocí jiných metod, nebo úplně náhodná řešení.  
Vstupní data pro tyto tři funkce budou tedy vţdy stejná a budou buď z náhodné 
permutace zadaného počtu měst randperm(počet měst) nebo budou upravovat jiţ známé 
výsledky. V našem případě cestu získanou pomocí metody nejbliţšího souseda. Princip těchto 
metod byl popsán v teoretické části a jejich implementace v programu Matlab není sloţitá. 
Funkce RandomCity (zlepšovací algoritmus záměny náhodného města) obsahuje tyto 
stěţejní řádky: 
RandomRoute = randperm(size(ResultTSP, 2) - 2); 
RandomRoute = [StartCity RandomRoute(RandomRoute ~= StartCity)]; 
 
na kterých dochází k náhodné záměně měst, coţ je v podstatě to samé jako úplně nové 
generovaní cesty s ponecháním startovního města jako výchozího. Další řádek: 
if ResultTSP(BestRoute, 1) > sum(diag(Distances(RandomRoute, 
circshift(RandomRoute, [0 -1])))) 
 
má za úkol porovnat výsledek získaný pomocí náhodného generování a srovnat jej s původní 
vzdáleností. Pokud je nová vzdálenost lepší neţ původní, opakuje se tento proces do té doby, 
dokud nelze získat lepší řešení nebo po daný počet iterací smyčky for, ve které se tento 
algoritmus nachází. 
Funkce RandomNeighbour (zlepšovací algoritmus náhodného souseda) je shodná aţ 
na první dva řádky, kde se místo náhodné generace měst přehazuje pozice sousedního města 
s náhodně vygenerovaným městem. 
City = randperm(length(Route) - 2, 1) + 1; 
Route([City + 1, City]) = Route([City, City + 1]); 
 
Funkce RandomEdge (zlepšovací algoritmus záměny hran) se také liší jen dvěma 
řádky, které v tomto případě vypadají následovně:  
Central = randperm(length(Route) - 3, 1) + 2; 
Nejdříve se náhodně určí město, kolem kterého se budou měnit hrany. V dalším kroku 
se mezi sebou vymění hrana (cesta) vpravo od zvoleného města s cestou vlevo.  







Tabulka 4.: Výsledky testování zlepšovacích algoritmů pro všechny datové soubory 
Metoda Sledovaný parametr  eil51 eil76 eil101 kroA150 Doba trvání [s] 
Náhodná trasa 
Průměrná vzdálenost  1664,04  2524,74 3461,78   254 147 
0,002 
Minimální vzdálenost 1563,13  2381,19   3299,24  240 565 
Náhodné město 
Průměrná vzdálenost 1345,95   2146,34  2938,20  225 667 
0,08 
 
Minimální vzdálenost 1293,75  2092,81   2844,39  222 485 
Sousední město 
Průměrná vzdálenost  1427,65 2228,72   3117,87  238 001 
0,06 
 
Minimální vzdálenost 1382,06   2129,11  3019,85  219 970 
Záměna hran 
Průměrná vzdálenost 1424,53   2250,87  3119,80  235 790 
0,06 
 
Minimální vzdálenost 1339,22  2107,39   2955,44  227 263 
Optimální  426 538 629 26 524  
 
Všechna testování probíhala při konstantní hodnotě 1000 iterací. Pokud porovnáme 
výsledky testování v tabulce (tab. 4), zjistíme, ţe ani jednomu ze zlepšovacích algoritmů se 
nepodařilo dosáhnout výsledku blíţícímu se optimálnímu. Nejlepších průměrných výsledků 
vzdáleností dosahoval u všech testovaných souborů zlepšovací algoritmus záměny náhodného 
města. Průměrné doby trvání jednotlivých testů jsou téměř zanedbatelné a odpovídají 
jednoduchosti programu. Zlepšovací algoritmy tedy nejsou moc dobrým nástrojem pro 
nacházení optimálního řešení. Mohou velice snadno zapadnout do lokálního minima, 
z kterého se jiţ nedokáţí vymanit.  
5.2.3 Simulované žíhání 
Funkce SimulovaneZihani obsahuje naprogramovanou optimalizační metodu 
simulovaného ţíhání. Princip funkce simulovaného ţíhání je podobný jako u zlepšovacího 
algoritmu se záměnou náhodného města. Na začátku pracujeme s určitou populací měst, 
kterou postupně v kaţdé iteraci vylepšujeme pomocí náhodné záměny dvou měst. 
 Hlavní rozdíl mezi zlepšovacím algoritmem se záměnou náhodného města a 
simulovaným ţíháním je v tom, ţe SA se dokáţe vymanit z lokálního minima, a to pomocí 




Tabulka 5.: Výsledky testování SA na datových souborech s 51, 76, 101 a 150 městy 
Datový soubor Průměrná vzdálenost Minimální vzdálenost Doba trvání [s] Optimální řešení 
eil51  1 019,59 891,76  0,02  426 
eil76  1 610,36 1 557,8  0,02  538 
eil101 2 272,35  2 076,8  0,06  629 
kroA101 125 739  115 240  0,07  26 524 
 
V tabulce (tab. 5) jsou výsledky testování algoritmu simulovaného ţíhání. U všech 
testů byl počet iterací nastaven na konstantní hodnotu 1000. Můţeme vidět, ţe algoritmus 
nebyl schopen dosáhnout výsledků blíţících se k optimálním. Z tohoto důvodu jsem se 
rozhodl provést testování znovu, ale před kaţdým testováním u všech datových souborů jsem 
postupně navyšoval počet iterací o jeden řád, aţ na hodnotu 1 milionu. 
Tabulka 6.: Výsledky testování pro 10 000, 100 000 a 1 000 000 iterací 









10 000 0,51 742,37 672,49  
426 
 
100 000 5,04 541,56 533,74 
1 000 000 48,32 495,89 494,52 
eil76 
10 000 0,57 1 152 1 130 
538 100 000 5,59 813,02 773,34 
1 000 000 54,08 699,47 698,99 
eil01 
10 000 0,63 1 547 1 396   
629  
  
100 000 6,24 1 101 1 014 
1 000 000 62,12 792,60 768,42 
kroA150 
10 000 0,75 75 308 72 335   
 26 524 
  
100 000 7,28 49 710 43 340 
1 000 000 72,44 39 085 37 064 
 
Jak můţeme vidět v tabulce (tab. 6), výsledky dosaţené po navýšení počtu iterací se 
začaly výrazně vylepšovat. Při nastavené hodnotě jednoho milionu iterací se podařilo velice 
přiblíţit k optimálnímu řešení. S navýšeným počtem iterací se ovšem také začal zvyšovat čas 
potřebný k dosaţení výsledku, coţ je logické. Při jednom milionu iterací se doba jednoho 





Obrázek 24.: Konvergence výsledků SA 
Na obrázku (obr. 24) můţeme pozorovat konvergenci výsledků této metody postupně 
pro 1 000, 10 000, 100 000 a 1 000 000 iterací datového souboru s 51 městy. Tato křivka nám 
znázorňuje, jak se postupně vyvíjely výsledky v kaţdé jednotlivé iteraci aţ po dosaţení 
minimální hodnoty. 
Lze také pozorovat, jak klesala křivka vzdálenosti v závislosti na počtu iterací. U 
všech obrázků vypadá, ţe křivka stagnovala ve středních oblastech od zhruba 100 po 800 
iterací, kde vţdy najednou nastalo prudké zlepšení výsledků. U testování s vyšším počtem 
iterací tomu bylo podobně, akorát stagnace nastávala u o řád navýšeného počtu iterací. Průběh 
konvergence pro zbylé datové soubory je podobný. 
5.2.4 Optimalizace pomocí mravenčí kolonie (ACO) 
Funkce AntColony obsahuje naprogramovanou metodu optimalizace pomocí mravenčí 
kolonie. Skript této metody byl převzat z počítačových cvičení předmětu Evoluční Algoritmy 
(FEAL), viz [30]. Princip této metody je popsán v kapitole (3).  
U všech dosavadních metod bylo hlavním kritériem testování vzdálenost trasy a její 
závislost na počtu iterací. V případě metody ACO není ovšem počet iterací jediné kritérium, 
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které lze měnit. U metody ACO lze měnit míru vah feromonové stopy, míru vah vzdálenosti 
mezi městy, míru evaporace. Pro testování jsem všechna kritéria nastavil jako konstanty a 
jediná nastavitelná proměnná zůstala počet iterací. 
Testování byla prováděna postupně na datových souborech s 51, 76, 101 a 150 městy. 
Kaţdý soubor byl otestován desetkrát a výsledky kaţdého testování byly zaneseny do tabulek, 
které lze v podrobnější formě nalézt v příloze. Výstupy testování byly: průměrně dosaţená 
vzdálenost, minimální vzdálenost a průměrná doba trvání jednoho testování. 






Doba trvání [s] Optimální řešení 
eil51 472,81 459,63 2,69 426 
eil76 590,39 574,6 9,75 538 
eil101 730,60 715,73 11,84 629 
kroA150 33 539 32 354 25,59 26 524 
  
Tabulka (tab. 7) obsahuje výsledky testování metody ACO na všech datových 
souborech. Algoritmus ACO dokázal dosáhnout při testování na všech datových souborech 
výsledků blíţících se optimálním. Čas nutný k uskutečnění jednoho testu byl velice krátký, 
doba potřebná k získání výsledku u souboru s 51 městy byla pouze necelé tři sekundy a 
v případě souboru se 150 městy nepřesáhla 30 sekund. Tyto skutečnosti činí ACO výbornou 
metodou pro získávání optimálních výsledků za krátký časový úsek. 
5.2.5 Metoda Inver - over operátor 
Metoda Inver - over operátor je stěţejní metodou této bakalářské, práce a proto je 
rozebrána podrobněji neţ výše uvedené metody. Funkce nazvaná  InverOver obsahuje 
naprogramovaný algoritmus Inver - over. Algoritmus je naprogramován podle teoretických 
znalostí uvedených ve čtvrté kapitole této práce. 
Samotný algoritmus je ještě trochu upraven. Při testování jsem totiţ zjistil, ţe 
terminační podmínka ukončení algoritmu, coţ je podle teorie po deseti po sobě jdoucích 
shodných výsledcích, je nedostačující. Proto jsem do algoritmu zakomponoval moţnost zadat 
volitelný počet iterací. Také byla do algoritmu přidána moţnost zadání počtu jedinců, 
s kterými budeme pracovat. Tyto dvě úpravy nám umoţní dosáhnout výsledků blíţících se 
k optimálnímu řešení 
Kaţdé testování bylo zopakováno 10 krát z důvodu stochastických vlastností 
algoritmu. Obdobně jako u metody simulovaného ţíhání. Po deseti spuštěních se vypočítal 
aritmetický průměr výsledků a zjistila se minimální dosaţená hodnota. Datové soubory 
s 51,76 a 101 městy byly tedy testovány desetkrát, pro různé nastavení počtu iterací a jedinců. 
 
48 
Nejdříve pro 500 a následně 1000 iterací a 50, 100, 150 a 200 jedinců. Datový soubor se 150 
městy jsem otestoval také navíc pro 1500, 2000 a 3000 iterací a 250 a 300 jedinců. 
Aritmetické průměry u datového souboru se 150 městy se počítaly pouze ze tří testování, 
z důvodu velké časové náročnosti na dobu trvání jednoho testu. 
Tabulka (tab. 8) obsahuje průměrné a minimální hodnoty získané z testování datového 
souboru s 51 městy. 
Tabulka 8.: Porovnávání výsledků pro soubor s 51 městy pro 50 aţ 200 jedinců 
  














500 iterací 474,38 454,29 7,8 442,92 436,83 17,17 
1000 iterací 468,38 454,29 10,17 438,54 433,99 24,25 
Optimální  426 
  














500 iterací 435,79 429,53 26,95 433,53 429,53 37,14 
1000 iterací 434,74 429,53 37,63 432,27 429,48 50,59 
Optimální 426 
 
V tabulkách můţeme porovnat vlivy parametrů, které byly postupně měněny. 
Průměrné výsledky se postupně ještě vylepšily s vzrůstajícím počtem jedinců, s kterými 
pracujeme, a také s počtem nastavených iterací. Při populaci 200 jedinců a 1000 iteracích bylo 
dosaţeno nejlepších výsledků, průměrné vzdálenosti 432,27 a minimální vzdálenosti 429,48, 
která je uţ téměř totoţná s optimální vzdáleností. Je nutno podotknout, ţe pro dosaţení této 
vzdálenosti stačí pouţít 500 iterací s populací 150 jedinců. S kvalitou výsledků také ovšem 
stoupala časová náročnost jednoho výpočtu, která dosáhla průměru 50,59 sekund pro jedno 
testování.  
Další testování probíhalo na datovém souboru se 76 městy. Jeho výsledky obsahuje 
tabulka (tab. 9). 
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Tabulka 9.: Porovnávání výsledků pro soubor se 76 městy pro 50 aţ 200 jedinců 
  














500 iterací 618,74 599,26 19,78 606,93 588,98 28,32 
1000 iterací 606,10 584,54 25,22 582,94 563,62 35,90 
Optimální  538 
  














500 iterací 606,62 594,41 46,97 617,95 605,56 65,78 
1000 iterací 566,18 555,25 59,59 559,14 551,80 83,84 
Optimální  538 
 
Testování na datovém souboru se 76 městy přineslo podobné výsledky jako testování 
na souboru s 51 městy. I při testování na tomto souboru pokračoval trend zlepšování kvality 
výsledků s navyšujícím počtem jedinců a iterací. Nejlepších výsledků dosáhlo opět testování 
s parametry 200 jedinců a 1 000 iterací, kde se vypočítané hodnoty opět velice blíţily 
optimální vzdálenosti.  
Můţeme si všimnout, ţe průměrné vzdálenosti u testování s 500 iteracemi a populací 
s 50 a 200 a 100 a 150 jedinci jsou téměř shodné. K tomu docházelo z důvodů, ţe samotné 
zvyšování populace jedinců nedokáţe dále vylepšit výsledek a je potřebné také zvýšit počet 
iterací. Jednotlivé časy potřebné pro výpočet výsledků opět exponenciálně rostly s velikostí 
zadávaných parametrů. Jeden výpočet pro 200 jedinců a 1000 iterací trval 83,84 sekundy. 




Tabulka 10.: Porovnávání výsledků pro soubor se 101 městy pro 50 aţ 200 jedinců 
  














500 iterací 1 072,32 902,65 15,56 932,25 551,60 42,56 
1000 iterací 974,37 859,33 19,50 716,87 690,94 50,60 
Optimální  629 
  














500 iterací 943,25 915,52 74,96 968,57 944,45 104,40 
1000 iterací 682,34 663,93 85,61 670,73 659,81 127,53 
Optimální  629 
 
Při testování na souboru se 101 městy, 500 iteracích a 50 jedincích se výsledky 
testování začaly odchylovat od optimálních hodnot. S postupným navyšováním počtu jedinců 
se průměrná vzdálenost trochu vylepšila aţ na 968,57 při 200 jedincích, coţ je stále v 
porovnání s optimální vzdáleností špatný výsledek. Zlepšení přineslo aţ navýšení počtu 
iterací na hodnotu 1000. Při 200 jedincích se tento algoritmus opět dokázal velice přiblíţit 
optimální hodnotě 629 s hodnotou 670,73. Čas nutný k dosaţení jednoho výsledku testování 
pro 1000 iterací a 200 jedinců opět vzrostl na 127,53 sekundy. 
Poslední testování algoritmu Inver - over proběhlo na datovém souboru se 150 městy 




Tabulka 11.: Porovnávání výsledků pro soubor se 150 městy pro 50 aţ 200 jedinců 
  














500 iterací 83 090 77 906 25,79 82 386 76 867 71,66 
1000 iterací 69 389 64 423 27,59 40 342 36 755 82,19 
Optimální  26 524 
 














500 iterací 84 476 78 749 125,64 88 809 83 116 184,18 
1000 iterací 38 536 36 454 143,50 39 345 37 419 208,30 
Optimální  26 524 
 
Jak můţeme vidět v tabulce (tab. 11), výsledky testů pro parametry 500 iterací a počet 
jedinců 50 aţ 200 byly téměř 3 krát větší, neţ velikost optimální trasy. Takto špatných 
výsledků bylo dosaţeno z důvodů nízkého počtu populací jedinců a hlavně nízké hodnotě 
iterací, proto algoritmus nedokázal dosáhnout lepších výsledků. Po zvýšení počtu iterací na 
hodnotu 1000 se výsledky průměrných vzdáleností zlepšily a nejlepších hodnot dosáhly 
parametry nastavené na 150 jedinců a 1000 iterací. Čas trvání jednoho testu se opět navýšil na 
dobu přesahující dvě minuty. 
V porovnání s optimální délkou trasy ovšem nebyly výsledky dostatečně kvalitní. 
Proto jsem se pokusil opětovným navýšením hodnot počtu jedinců na 250 a 300 a hodnoty 




Tabulka 12.: Porovnávání výsledků pro soubor se 150 městy pro 250 a 300 jedinců 
  














1 500 iterací 28 500 27 771 298,45 28 194 27 775 392,45 
2 000 iterací 28 568 28 342 323,06 28 214 27 879 399,56 
3 000 iterací 28 274 27 112 371,52 27 906 27 433 458,80 
Optimální  26 524 
 
Kaţdé testování při navýšených hodnotách parametrů bylo spuštěno 3 krát oproti 
původním 10 testům. Hlavním důvodem byla mnohem větší časová náročnost, nutná 
k uskutečnění jednoho testu. Po navýšení počtu jedinců na 250 aţ 300 a počtu iterací na 1500 
aţ 3000 se skokově zlepšily dosaţené výsledky jednotlivých testování. Nejlepší průměrné 
hodnoty bylo dosaţeno při populaci 300 jedinců a 3 000 iteracích. Doba výpočtu jednoho 
testu se mnohonásobně navýšila aţ na dobu 458,8 sekund, coţ odpovídá době 7 minut a 6 
sekund.  
Výsledky testování na všech datových souborech ukázaly velkou závislost kvality 
výsledku na nastaveném počtu iterací a mnoţství jedinců. Pokud chceme dosáhnout 
optimálního řešení, je nutné nastavit počáteční hodnoty parametrů na vhodné úrovně. Zároveň 
je potřeba zvyšovat počet jedinců i iterací s rostoucí velikostí souboru. V opačném případě by 






Obrázek 25.: Konvergence vzdáleností v závislosti na počtu iterací 
Na obrázku (obr. 25) můţeme pozorovat konvergenci výsledků metody Inver - over 
postupně pro datový soubor s 51 městy. Hodnota počtu jedinců byla nastavena na hodnotu 
200 a měnil se pouze počet iterací od 500 aţ po 3 000. Křivka konvergence je s rostoucím 
počtem iterací stále strmější a jiţ po 500 iteracích se ustálí na stejné hladině a další pokles 
vzdálenosti je minimální. Z toho vyplývá, ţe k dosaţení optimálních výsledků pro datový 
soubor s 51 městy stačí nastavit počet iterací na 500, a tím se dosáhne shodného výsledku 
jako při nastavené hodnotě 3 000 iterací. U dalších datových souborů by křivka vypadala 





5.3 Vyhodnocení testování algoritmů 
Tabulka (tab. 13) obsahuje porovnání výsledků všech naprogramovaných metod na 
datovém souboru s 51 městy.  














Náhodná trasa 1664,04 1563,13 0,002 
Náhodné město 1345,95 1293,75 0,04 
Sousední město 1427,65 1382,06 0,04 
Záměna hran 1424,53 1339,22 0,04 
Simulované ţíhání 495,89 494,52 48,32 
Mravenčí kolonie 472,81 459,63 2,69 
Inver - Over 432,27 429,48 50,59 
 
Optimálnímu řešení se dokázal nejvíce přiblíţit algoritmus Inver - over s průměrně 
dosaţenou vzdáleností 432,27, za dobu 50,59 sekundy. Druhého nejlepšího výsledku dosáhl 
algoritmus ACO, který se také přiblíţil optimálnímu řešení, a to dokonce za dobu pouhých 
2,69 sekundy. Simulované ţíhání se také přiblíţilo k optimu za 54,08 sekundy. Výsledku 
blíţícího se k optimu také dosáhl algoritmus nejbliţšího souseda, kterému se to povedlo za 
nejkratší dobu pouhé jedné setiny sekundy. 
Je nutno poznamenat, ţe všechny algoritmy pracovaly s parametry nastavenými tak, 
aby mohly dosáhnout co nejlepších výsledků. U algoritmu mravenčí kolonie, byl počet iterací 
nastaven na konstantní hodnotu 15. Jelikoţ, jiţ při tomto počtu dosahoval výsledků blízkých 
optimálním. Při navyšování počtu iterací nad tuto hodnotu nebyl znát posun v kvalitě 
dosaţených výsledků a navíc výrazně narostla doba potřebná k výpočtu. 
 V začátcích testování jsem se pokoušel u ACO nastavit počet iterací na hodnotu 
1000, algoritmus byl funkční, ale doba jednoho výpočtu trvala 23 minut, coţ je z hlediska 
testování neúnosně dlouhá doba. 
Také je potřeba zmínit algoritmus simulovaného ţíhání. Tento algoritmus dokáţe 
dosáhnout výsledků blízkých optimálním za přijatelnou dobu, pokud nastavíme počet iterací o 
několik řádů výš, neţ u ostatních algoritmů. I přes relativní jednoduchost algoritmu, je doba 
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trvání výpočtu téměř shodná jako u algoritmu Inver – over, který je mnohem sloţitější. 
Důvodem takto dlouhých průběhů testování, je uţ výše zmíněné navýšení počtu iterací o 
několik řádů.  
Zlepšovací algoritmy byly nejdříve aplikovány na trasu nalezenou pomocí nejbliţšího 
souseda. To ovšem nevedlo k ţádnému vylepšení dosavadně získané vzdálenosti. Proto jsem 
se pro názornou ukázku jejich funkčnosti rozhodl, aplikovat je na náhodně vygenerovanou 
trasu z datového souboru. Jak můţeme vidět v tabulce (tab. 13), skutečně došlo k vylepšení 
náhodné trasy. Výsledek se ovšem nepřiblíţil optimálnímu. Nejlépe dokázal vylepšit 
náhodnou trasu zlepšovací algoritmus náhodného města. Jedinou výhodou těchto algoritmů je 
krátká doba výpočtů, mohou tedy slouţit jako demonstrační algoritmy. 











612,65 612,65 0,02 
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Simulované ţíhání 699,47 697,99 54,08 
Mravenčí kolonie 590,39 570,60 9,76 
Inver - Over 559,14 551,80 83,83 
 
Tabulka (tab. 14) obsahuje výsledky testování algoritmů na datovém souboru se 76 
městy. Nejlepších výsledků opět dosáhl algoritmus Inver – over, ovšem doba potřebná 
k výpočtu značně vzrostla. Algoritmus mravenčí kolonie dosáhl výsledků mírně horších, ale 
doba potřebná k výpočtu byla podstatně niţší, neţ u algoritmu Inver – over. Dostatečně 
kvalitního výsledku dokázal dosáhnout také algoritmus nejbliţšího souseda, jehoţ hlavní 
předností byla krátká doba potřebná k dosaţení výsledku, a to pouze dvě setiny sekundy. 
Nejhoršími výsledky z této čtveřice se prezentoval algoritmus simulovaného ţíhání, navíc 















736,37 736,37 0,03 
629 
Simulované ţíhání 792,60 768,42 62,12 
Mravenčí kolonie 730,60 715,73 11,84 
Inver - Over 670,73 659,81 127,53 
 
Tabulka (tab. 15) obsahuje výsledky testování algoritmů na datovém souboru se 101 
městy. Pokračoval podobný trend, jako u předchozích testování, kdy opět nejlepší byl 
algoritmus Inver – over. Následován mravenčí kolonií a nejbliţším sousedem. Za zmínku stojí 
doba potřebná k výpočtu. U algoritmu Inver – over přesáhla dobu dvou minut a v případě 
simulovaného ţíhání jednu minutu. V porovnání s mravenčí kolonií a nejbliţším sousedem to 
jsou časy několikanásobně delší. Přitom výsledky obou metod jsou dostatečně kvalitní. Je 
tedy otázkou, jestli potřebujeme dosáhnou výsledků téměř optimálních za cenu delší 
výpočetní doby. Nebo se spokojíme s výsledky sice o něco méně přesnými, ale z časového 
hlediska méně náročnými. 











31 482 31 482 0,07 
26 524 
Simulované ţíhání 39 085 37 064 72,44 
Mravenčí kolonie 33 539 32 354 25,59 
Inver - Over 27 906 27 433 461,24 
 
V poslední tabulce (tab. 16), dosud suverénní algoritmus Inver - over dosáhl z těchto 
čtyř metod opět nejlepších výsledku. Doba testování ovšem vzrostla na uţ dost dlouhých 461 
sekund, coţ je zaokrouhleno 6,7 minuty. Druhého nejlepšího výsledku dosáhl algoritmus 
nejbliţšího souseda za pouhých 0,07 sekundy. Algoritmus mravenčí kolonie dosáhl 
podobného výsledku za necelou půl minutu. 
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Algoritmus simulovaného ţíhání dosahoval při testech na všech datových souborech 
srovnatelných výsledků, jako ostatní zde zmíněné algoritmy. Ovšem jen díky tomu, ţe byla 
hodnota iterací při jeho testování nastavená na jeden milion. 
 Výsledky testování vypovídají, ţe nejlepších výsledků dosáhl algoritmus Inver - over, 
který při správném nastavení parametrů dosahoval téměř optimálních hodnot. Na druhou 
stranu, tento algoritmus potřeboval také nejdelší dobu k dosaţení výsledků. Maximální 
přijatelnou dobu nutnou k výpočtu bych označil za tři minuty, a to z důvodů nutnosti 
provedení deseti měření, kdy čas potřebný pro testování jednoho parametru souboru by byl 
půl hodiny. 
Ostatní algoritmy nedosahovaly tak kvalitních výsledků. Také se ovšem dokázaly 
přiblíţit optimu. Jejich hlavní výhodou byla krátká doba dosaţení výsledků. Nejkratší dobu 
potřeboval algoritmus nejbliţšího souseda, u kterého byla doba trvání výpočtů největšího 
souboru 0,07 sekundy. Algoritmus mravenčí kolonie dosahoval optimálních výsledků na 
největším souboru za 25,59 sekundy.  
Nejméně kvalitních výsledků dosahoval algoritmus simulovaného ţíhání. Potřeboval 
k tomu dobu 72,44 sekundy v případě největšího datového souboru a zvýšení počtu iterací o 
několik řádů. 
Zlepšovací algoritmy, které byly aplikovány na náhodně vygenerovanou trasu 
z datového souboru, se optimálnímu řešení nedokázaly přiblíţit v ţádném z provedených 
testování. Mohou alespoň poslouţit k názorným ukázkám jejich funkčnosti.          
5.4 Grafické prostředí 
Grafické prostředí se skládá z 3 panelů více obrázek (obr. 26), mezi kterými lze 
přecházet. 
 
Obrázek 26.: Grafické prostření programu 
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5.4.1 Panel generování měst 
Na tomto panelu probíhá hlavní část inicializace programu více obrázek (obr. 27). 
 
Obrázek 27.: Inicializace programu 
 Pomocí tlačítka Načíst města můţeme načítat různé datové soubory pro testování. 
Další tlačítko Vygenerovat města, slouţí v případě, kdy nemáme k dispozici ţádné datové 
soubory. Tehdy zadáme do pole pod tlačítkem poţadovaný počet měst. Stiskem tlačítka 
Vygenerovat města, provedeme vytvoření soustavy souřadnic s příslušným počtem měst. 
Takto vygenerované souřadnice jsou vstupními daty pro algoritmus nejbliţšího souseda, jehoţ 
výsledek se zobrazí ve vykreslovacím okně. 
5.4.2 Panel nastavení 
V nabídce tohoto panelu je obsaţen výběr poţadované metody řešení TSP a zadávání 




Obrázek 28.: Zvolení metody a vykreslení výsledků 
Po zvolení příslušné metody se zobrazí hlavní parametry, které je nutno zadat. 
V případě zvolení metod vylepšení náhodné trasy, je ještě také nutno vybrat konkrétní způsob 
vylepšení náhodné trasy. Po zvolení metody a zadání jejich parametrů se stiskem tlačítka Start 
provede výpočet nejlepší trasy a změří se doba trvání. Do vykreslovacího okna se zobrazí 
ideální trasa vypočítaná podle zvolené metody.  
Pokud zvolíme metodu Inver - over nebo simulované ţíhání. Vykreslí se ideální trasa 
a také druhý graf konvergence výsledků metody, v závislosti na počtu iterací. Je nutné volit 
opatrně mnoţství počtu měst a počtu iterací a to z důvodů, ţe některé algoritmy zejména Inver 
- over potřebují pro dosaţení výsledků dlouhou dobu. Průběh výpočtu můţeme v procentech 
sledovat nad panelem Trasa obrázek (obr. 29). 
 
Obrázek 29.: Obrázek průběhu výpočtu „Provádím výpočet“ 
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Velikost vypočítané trasy a doba k tomu potřebná, se zobrazí nad grafem vykreslení 
ideální trasy. Pokud bychom srovnali dobu potřebnou k výpočtu uvedenou nad vykreslením a 
dobu uvedenou v tabulkách praktické části této práce. Budou se tyto časy lišit a to z důvodů, 
ţe při testování jsem nepouţíval grafické rozhraní, které by mi zbytečně prodluţovalo dobu 





V této práci jsme se seznámili s problematikou globální optimalizace, konkrétně 
skupinou NP úplných úloh, do které spadá problém obchodního cestujícího (TSP). Postupně 
byly uvedeny třídy řešení TSP – teorie grafů, heuristické metody a evoluční algoritmy. Kaţdá 
z těchto tříd řešení TSP byla podrobně teoreticky rozebrána. 
Z heuristických a evolučních algoritmů byly vybrány nejznámější algoritmy řešící 
problém obchodního cestujícího. Jednalo se o: algoritmus nejbliţšího souseda, zlepšovací 
algoritmy pomocí náhodného města, náhodného souseda a náhodného hrany, algoritmus 
simulovaného ţíhání (SA), algoritmus optimalizace pomocí mravenčí kolonie (ACO) a 
metoda Inver - over operátor. 
Hlavní důraz této práce byl kladen na optimalizační metodu Inver - over operátor, 
která je teoreticky popsána ve 4 kapitole. Je také naprogramována a otestována na přiloţených 
datových souborech vhodného typu. 
Praktická část této práce obsahuje pomocné funkce: načtení ze souboru, vykreslovací 
funkce a funkce generující náhodný počet měst. Dále obsahuje také naprogramované výše 
uvedené metody a grafické prostředí, vše vytvořené pomocí programu Matlab. V praktické 
části je také obsaţeno testování algoritmů a jejich srovnání z hlediska časové náročnosti a 
úspěšnosti nalezení optimálního řešení. 
Nejlepších výsledků dosahovala metoda Inver - over operátor, která se ve všech 
případech testování dokázala přiblíţit k optimálnímu řešení úlohy. Její podstatnou nevýhodou 
byla ovšem doba nutná k získání výsledků. Ta byla v porovnání s ostatními metodami vţdy 
několikanásobně vyšší. Při testování na největším datovém souboru se 150 městy a 
nastavenými parametry tak, aby byl výsledek ideální, byla tato doba rovná průměrně 468 
sekundám, coţ činí 7,8 minuty. 
Druhou nejúspěšnější metodou byla ACO, která dosahovala výsledků blízkých 
optimálním a její hlavní výhodou byla poměrně krátká výpočetní doba. Na stejně velkém 
souboru jako Inver - over operátor, dosáhla výsledku průměrně za 25,6 sekundy. 
Třetí nejúspěšnější metoda v hledání optimálních výsledků byl algoritmus nejbliţšího 
souseda. Ten nedosahoval sice tak kvalitních výsledků jako předešlé dvě metody, ale výpočet 
výsledku trval pouhých 0,07 sekundy v případě největšího datového souboru. 
Je potřeba také zmínit metodu simulovaného ţíhání (SA), která byla také schopna 
dosáhnout výsledků blíţících se k optimálním. Ovšem jen v případě navýšení počtu iterací o 
několik řádů. Jako poslední a nejméně úspěšné metody se projevily zlepšovací algoritmy, 




Pokud bych měl zvolit nejlepší metodu z hlediska subjektivního názoru, moje volba 
by padla na metodu optimalizace pomocí mravenčí kolonie (ACO) a to z důvodů dobré 
kvality dosaţených výsledků a zároveň nízké časové náročnosti testování. Velkou roli také 
ovšem hraje výkonnost počítačové sestavy, na které jsou prováděna testování. Pokud bych 
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