Abstract -Constellation design for the noncoherent multi-input, multi-output (MIMO) block Rayleigh fading channel is considered. For general SNRs, starting from a given base unitary constellation of finite cardinality, and using the cutoff rate expression as the design criterion, we obtain input probabilities and per-antenna amplitudes for the constellation points via a global optimization formulation. Using the mutual information as a performance metric we obtain numerical results that show that the optimized constellations significantly outperform the base unitary designs from which they are obtained in the low-medium SNR regime, and indeed they also similarly outperform the mutual information achieved by isotropically distributed inputs for the continuous input channel (i.e., the so-called unitary space-time capacity (USTC)). At sufficiently high SNRs, the resulting mutual information coincides with that of the base unitary designs. Thus we have an optimum constellation design technique that works over the entire range of SNRs. The bit-energy/spectral-efficiency tradeoff of the optimized constellations are also obtained, and these provide valuable insights on modulation and coding, which are especially useful for wideband channels where the SNR per degree of freedom is low.
I. INTRODUCTION AND SYSTEM MODEL
The noncoherent MIMO channel was studied from an information theoretic point of view in the seminal work of Marzetta and Hochwald [1] where a characterization, albeit partial, of the optimal input distribution is given for general SNRs. The asymptotic regimes of high and low SNRs have since been studied extensively and can be found for instance in [2] [3] [4] . For example, Zheng and Tse study the high SNR behavior in [2] and conclude that isotropically distributed inputs are optimal in that regime. For such inputs, Hassibi and Marzetta in [5] provide the capacity of the MIMO channel for a general SNR and we refer to this as the unitary space time capacity (USTC). The USTC serves as a lower bound on the true capacity which is tight in the high SNR regime. Recent results (cf. [3, 4, 6] ) shed some light on coding at low SNR and how it differs from the high SNR case. One major difference is that at low SNR, a peaky signaling scheme approaches capacity, while at high SNR isotropically distributed matrices achieve capacity. Characterizing the capacity at general SNR without any restriction on the input however, remains an open problem.
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Constellation design techniques that result in unitary designs (c.f. [7] ) are well-suited for the high SNR regime. Obtaining optimal constellations at low SNR under average and peak power constraints is still an evolving research area. Existing constellations that use the mutual information as the performance measure, are designed according to criteria specific to either the low or the high SNR asymptotic regimes, and not for general SNRs.
To bridge this gap, we propose a constellation design technique using the cutoff rate expression as the design criterion. The cutoff rate expression is a lower bound on the mutual information and has been used before as a design criterion in [8] and the references contained therein. The constellations that we propose have unequal transmission probabilities and unequal per-antenna amplitudes in general, and are obtained via a global optimization formulation by leveraging existing unitary constellations. Through numerical simulations, we show that the optimal constellations exhibit significant to moderate improvements in mutual information over the underlying unitary designs as well as the USTC in the low-medium SNR range while yielding the same mutual information as the underlying unitary designs at high SNR, thus providing a unified constellation design technique for the whole range of SNRs. The mutual information of optimal constellations designed through the cutoff rate expression may also serve as a good benchmark and a constructive lower bound on the capacity of noncoherent MIMO channels in the low-medium SNR range. This constellation design technique is the main contribution of this paper.
In his insightful paper, Verdu [6] points out that the bitenergy vs. spectral-efficiency curve provides crucial insights into the tradeoffs between bandwidth, power and rate. Obtaining this tradeoff also sheds light on the minimum bit energy that is needed for reliable communication, and the ideal region of spectral efficiencies to operate in. The low SNR regime of operation is of great interest since the power-efficiency, which is closely related to the energy per bit, is highest in this regime. Since many of the emerging wireless systems like wideband code division multiple access (WCDMA) and impulse radio operate at high bandwidth, insights gained from the bit-energy/spectral efficiency tradeoff lead to efficient use of resources in such scenarios, where the SNR per degree of freedom is low. To obtain this tradeoff, the capacity of the channel as a function of SNR is required. Since the capacity of the general MIMO noncoherent channel is not known either in closed form or numerically, this approach poses a challenge. We show that the mutual informations of constellations designed to maximize the cutoff rate expression at general SNRs can be used to generate benchmark bit-energy vs. spectral-efficiency curves, and to obtain insights on optimal constellations. Generating the bit-energy vs. spectral-efficiency curves is therefore, a useful application of the constellation design technique that we propose. We next describe our system model.
We consider a communication system with N t transmit antennas and N r receive antennas. In our channel model, the channel matrix H ∈ I C Nt×Nr is assumed to be constant for a duration of T symbols after which it changes to an independent value. The matrix H has i.i.d. circularly symmetric CN (0, 1) entries and is assumed to be unknown to the transmitter and the receiver. Assuming that the transmitted symbol is X ∈ I C T ×Nt , the output of the channel can be written as
The entries of N are i.i.d. circularly symmetric CN (0, 1).
Here, the symbols {X} are normalized so that
This would mean that the average received SNR is P .
. The cutoff rate for the discrete input (of cardinality L) and continuous output channel is given
For the noncoherent MIMO channel, the argument of max(.) in (2) is easily shown to be (c.f. [8] )
We refer to (3) as the cutoff rate expression (CR). The cutoff rate expression is known to be a lower bound on the mutual information at any SNR.
In the low SNR regime, the cutoff rate expression upto second order in P is derived in [1] as CR low = N r 8 i j
where
P 2 = 0. The next simple proposition relates the low SNR cutoff rate expression with the low SNR mutual information obtained in Rao and Hassibi [4] . Unless provided, proofs of results have been omitted due to space constraints.
Proposition 1: At sufficiently low SNR,
Hence the behaviour of the mutual information with respect to the constellation points is identical to that of the cutoff rate expression at sufficiently low SNR.
We next state a proposition which plays an important role in constellation design and is a slight modification of that in [8] .
with probabilities {P i } L i=1 satisfying the average power constraint
having the same cutoff rate expression value as C and satisfying the same average and peak power constraints, where Φ i ∈ I C T ×Nt is a matrix with orthonormal columns (i.e. Φ *
Nt×Nt is a diagonal matrix with non-negative entries and N t ≤ T . The implication of Proposition 2 is that without loss of generality, we may restrict our attention to constellations of unitary matrices with variedly scaled columns. Even though we use the term "unitary" in line with popular usage, we only mean that Φ * i Φ i = I and not Φ i Φ * i = I. The peak power constraint plays a role primarily in the low SNR regime, since the optimal signals under an average power constraint alone get peaky and hard to implement in practice. In the medium and high SNR regime, the peak-power constraint is usually not operative, and only the average power constraint may be considered to hold. We mention here that the authors in [8] impose only a peak power constraint on the constellations, whereas we impose an additional average power constraint which significantly changes the nature of the problem.
The optimization of CR jointly over
and
seems hard. We adopt an alternative approach which is very reasonable and complexity-wise tractable in many interesting cases. We choose any existing unitary constellation that is a good packing in complex Grassmanian space and use it for
. We then optimize the cutoff rate expression jointly over
to obtain our constellation. We motivate this approach by considering a two dimensional real constellation example (T = 2, N t = 1). Consider the two dimensional real space of points partitioned by L rays spaced equiangularly and passing through the origin, as shown in Figure 1 . If the constellation points are constrained to lie on these rays (one on each ray), the amplitudes and prior probabilities alone need to be determined. In a sense, the rays quantize the angular space and the resulting optimization has a lot fewer parameters. This intuition may be extended to the T × N t dimensional complex space and its being partitioned by L "rays" indicated by {Φ i } L i=1 spaced apart so as to maximize the minimum "angular" distance between them. Optimizing over the diagonal matrices {V i } L i=1 is similar to optimizing over amplitudes in the real case. The design problem that results in the systematic unitary designs of [7] is related to the problem of packing in complex Grasmannian space. Numerical results show that the systematic unitary designs have mutual informations very close to the USTC in the low SNR regime (eg. Figure 3 ), indicating that they form a good packing and they exhibit nearly the same mutual information as isotropically distributed unitary matrices in this regime. A long-standing open problem in noncoherent MIMO communications is to find the distribution of V so that the signal ΦV achieves capacity at a general SNR, where Φ is an isotropically distributed unitary matrix.
Our problem of maximizing the cutoff rate expression over
that are designed to achieve the USTC, resembles a discrete version of the problem of finding the distribution of V, while using the cutoff rate expression as the design criterion, which in turn, by Proposition 1, is equivalent to optimizing the mutual information in the critical low SNR regime. Moreover, for small T and in the low-medium SNR range, the capacity of the noncoherent channel is small enough to enable constellations of small cardinality to approach it. This renders the optimizations tractable in many interesting cases. Indeed, it is in this regime that most gains are expected over unitary designs. The joint optimization over the amplitudes and probabilities can also be viewed as giving rise to a power-control and "probability-control" strategies that must be applied to the base unitary constellations to boost their performance. This is particularly relevant from a practical standpoint since algebraic unitary designs utilizing the QPSK alphabet are available (c.f. [9] ) that achieve mutual information close to the USTC bound in the low SNR regime. Finally, the mutual information obtained this way can be seen to provide a constructive lower bound to the noncoherent MIMO capacity at general SNRs and one that we will see is much tighter than the USTC bound in the low SNR regime.
It can be seen that the cutoff rate expression is non-convex in general with respect to
and hence this problem comes under the realm of deterministic global optimization [10] . The global optimization of the cutoff rate expression at general SNR may be solved by formulating it as a difference of convex programming problem (or d.c. programming). We give some definitions from [10] in this regard.
Definition 1: A real valued function f defined on a convex set A ⊆ n is called d.c. (difference of convex) on A if, for all x ∈ A, f can be expressed in the form
where p, q are convex functions on A. The representation (5) is said to be a d.c. decomposition of f .
Definition 2: A global optimization problem is called a d.c. programming problem if it has the form
where A is a closed convex subset of n and all functions 
. We define the constraint set over which we find the optimal constellations as
The number > 0 may be chosen to be small, so that the optimal constellations over G are nearly the same as the optimal constellations without the constraints P i ≥ ∀i.
Proof: (3), and using the identity |I + AB| = |I + BA|, the resulting expression for CR may be rewritten as CR =
and |I + D j | −1 are log-convex functions of (D i , D j ). Also, P
−2 i
and P
are log-convex functions of (P i , P j ) in G. Using the fact that the product of log-convex functions is logconvex and that a log-convex function raised to a positive index is log-convex, it can be seen that CR is now in the form given in Lemma 2 and hence a d.c. decomposition of the objective function is obtained.
Let D ik denote the k th diagonal element of D i ∀i. The power constraint is
and {D ik } i,k satisfying this constraint is a non-convex set in general. This constraint can be written equivalently as ⎛ (7) and it can be shown that the left-hand side is a difference of two convex functions. Therefore, it conforms to a d.c. constraint. The other constraints in G are i P i = 1 and for each i, P i ≥ , D i ≥ 0 and 1 NtT tr(D i ) ≤ K, which are all convex constraints and hence d.c. as well. Therefore, the maximization of the cutoff rate expression in the set G can be solved by a d.c. program. Once the optimal D i are obtained, the optimal V i are obtained using
, the problem may be simplified and transformed into other standard global optimization problems as stated in the following theorem. 
may be obtained through either (i) a d.c. program over a polytope , or (ii) a separable concave minimization program , or (iii) a convex minimization program with an additional reverse convex constraint. All the three formulations indicated in Theorem 2 are more structured global optimization problems than the one encountered in Theorem 1 and algorithms that exploit the structure to solve them may be found in [10] . An example where this formulation is useful is when there is a need for equiprobable constellations.
III. MINIMUM
The bit-energy normalized by the noise power is denoted by
N0 and the spectral-efficiency as C(
The quantity
N0 as a function of spectral-efficiency is obtained from the Shannon capacity C(
. Verdu [6] points out that the bit-energy/spectralefficiency tradeoff is the key to understanding the tradeoff between bandwidth and power at low SNR. A key insight provided by [6] is that for the average power limited noncoherent channel, achieving the
is very demanding in terms of bandwidth and the peak-to-average ratio of the transmitted signal. As a result, the authors in [11] consider the SISO noncoherent Rician fast fading channel under both an average and peak-to-average power constraint and characterize the bit-energy/spectral-efficiency curve for different Rician factors. In order to obtain these curves, the capacity C(SNR) is obtained using numerical methods as there are no closed form expressions. For MIMO channels, it is much harder to obtain the bit-energy/spectral-efficiency curve as the mutual information is not known in closed form, the capacity at general SNR is not known, and numerical methods to evaluate it are also intractable. Our approach will be to obtain constellations that maximize the cutoff rate expression at a general SNR as in the previous section. From Monte-Carlo simulations, we obtain the mutual informations of the resulting constellations I * (SNR). Using these in
and denoting the spectral-efficiency by I * (
we can obtain a bit-energy/spectral-efficiency tradeoff curve using optimal constellations indicated by this design technique. The minimum normalized energy per bit obtained through this constellation design technique would be an upper bound on the E b N0 min achievable over all possible schemes. In Section IV, we show through numerical simulations that interesting insights on modulation and coding can be obtained through this method.
IV. NUMERICAL EXAMPLES
In all simulations, we used the systematic unitary designs of [7] as the base unitary constellations. For the optimizations, we use TOMLAB's glcCluster module to solve general constrained mixed-integer global optimization problems. The module uses a clustering algorithm to generate a good and large set of initial points and then conducts local searches (using module SNOPT) from each of them before choosing the best point. The solution is not guaranteed to be optimal, but is usually optimal or very close and is also reached quickly compared to many other programs.
In Figure 2 , an 8-point constellation for the N t = 1, N r = 1, T = 3 system is obtained by optimizing over probabilities and amplitudes. It can be seen that the mutual informations of the constellations thus designed exhibit significant to moderate improvements in the low-medium SNR regime over the base unitary constellations as well as the USTC. In Figure 3 , a similar optimization is carried out on a 16-point constellation for a N t = 2, N r = 2, T = 4 system. Again, significant gains are observed in the low-medium SNR regime over both the base unitary constellations and the USTC.
For average power limited channels with a fixed peak-power constraint, the bit energy required for reliable communications decreases monotonically with decreasing spectral efficiency. Hence, the minimum bit energy is achieved at zero spectral efficiency. However, under an average power constraint P and when the peak power K is a constant times P , our results for the MIMO block Rayleigh fading indicate that
always occurs at a non-zero spectral efficiency. This choice of the peak-power constraint has the effect of limiting the peakto-average power ratio of the optimal constellations. A similar trend was noticed in [11] but for the case of SISO Rician fading channels with T = 1. Figure 4 gives typical bit-energy/spectral efficiency plots. The optimized constellations for N t = N r = 2 and T = 3 are obtained subject to the average and peak power constraints as in Proposition 2 with K = 3 × P . It can be seen that for L = 4, the curve has a minimum at I * 0 ≈ 0.098, with E b N0 min ≈ 0.778 dB and the SNR ≈ −9.29 dB. The minimum bit-energy is lower for the 8-point constellation and occurs at E b N0 min ≈ 0.642 dB, indicating that it is better to use more constellation points for power-efficiency.
In the low SNR regime, the optimal constellations typically have a point at the origin transmitted with a high probability and all other points are from the unitary design with lower probabilities, thus making the resulting constellation have a higher peak-to average ratio than equiprobable constellations (in good agreement with information-theoretic results). If the peak power is reduced, the peakiness of the resulting constellation also decreases but at the expense of reduced spectral efficiency.
It can be seen that the bit-energy increases with decreasing spectral efficiency for all spectral efficiencies less than I * 0 . Hence in this regime and for a fixed rate, increasing the bandwidth increases the minimum bit energy. This is undesirable and hence operating in this region should be avoided. Similar insights are obtained by [11] when considering the bitenergy/spectral efficiency tradeoff, but only for the SISO Rician fading channel with T = 1. We proposed a new constellation design technique that leverages existing unitary designs to generate constellations for general SNRs. The constellations thus designed exhibit significant to moderate improvements in the low-medium SNR regime over the base unitary designs as well as the USTC. Using the mutual informations of these optimal constellations, we obtain bit-energy/spectral efficiency tradeoff curves from which insights on the tradeoff between bandwidth, rate and bit-energy can be obtained. We can also obtain a firm upper bound on the minimum bit-energy required for reliable communication, and good estimates of the ideal spectral efficiency region to operate in. 
