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ON THE ARITHMETIC AND THE GEOMETRY OF
SKEW-RECIPROCAL POLYNOMIALS
LIVIO LIECHTI
Abstract. We reformulate Lehmer’s question from 1933 and a question
due to Schinzel and Zassenhaus from 1965 in terms of a comparison of the
Mahler measures and the houses, respectively, of monic integer reciprocal
and skew-reciprocal polynomials of the same degree.
1. Introduction
Kronecker’s theorem from 1857 states that if a nonzero algebraic integer is not a
root of unity, then it has a Galois conjugate outside the unit circle [4]. Roughly
speaking, Lehmer in 1933 and Schinzel and Zassenhaus in 1965 asked whether
this statement can be made quantitatively precise using the Mahler measure
and the house of polynomials, respectively [6, 9]. The explicit questions they
rose remain unanswered to this day.
Our main results (Theorems 1 and 2) provide reformulations of Lehmer’s ques-
tion and the question of Schinzel and Zassenhaus in terms of a comparison of
reciprocal and skew-reciprocal polynomials. A polynomial f ∈ Z[t] of de-
gree d is reciprocal if f(t) = tdf(t−1). Similarly, a polynomial f ∈ Z[t] of even
degree 2d is skew-reciprocal if f(t) = (−1)dt2df(−t−1).
As we discuss in Section 3, reciprocal and skew-reciprocal polynomials arise
naturally as the characteristic polynomials of integer symplectic and anti-
symplectic matrices, respectively. These are in turn exactly the actions in-
duced on the first homology of closed surfaces by orientation-preserving and
orientation-reversing mapping classes, respectively.
1.1. The Mahler measure. Let f ∈ Z[t] be a monic polynomial. TheMahler
measure M(f) of f is the modulus of the product of all zeroes of f outside the
unit circle, counted with multiplicity:
M(f) =
∏
f(α)=0
max(1, |α|).
Question (Lehmer’s question [6]). Does the set of Mahler measures of monic
integer polynomials accumulate at 1?
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The smallest Mahler measure larger than 1 found by Lehmer is the one of the
polynomial
L(t) = t10 + t9 − t7 − t6 − t5 − t4 − t3 + t + 1.
We call λL =M(L) ≈ 1.17628 Lehmer’s number. It is still the smallest known
Mahler measure larger than 1.
Question (Lehmer’s question, strong version [6]). Is Lehmer’s number the
smallest Mahler measure larger than 1 among all monic integer polynomials?
Our first result provides a reformulation of Lehmer’s question. Let Ri be
the smallest Mahler measure larger than 1 among monic integer reciprocal
polynomials of degree 2i, and let Si be the smallest Mahler measure larger
than 1 among monic integer skew-reciprocal polynomials of degree 2i.
Theorem 1. Lehmer’s number λL is the smallest Mahler measure larger than 1
among all monic integer polynomials exactly if Ri = Si for all i ≥ 5. Further-
more, the set of Mahler measures of monic integer polynomials accumulates
at 1 exactly if
∏N
i=5
Ri
Si
converges to λ−1L as N →∞.
1.2. The house. Let f ∈ Z[t] be a monic polynomial. The house f of f is
the largest modulus among the zeroes of f ,
f = maxf(α)=0|α|.
Question (Schinzel and Zassenhaus [9]). Does there exists a universal con-
stant c > 0 so that any house larger than 1 of an irreducible monic integer
polynomial is at least 1 + c
d
, where d is the degree of the polynomial?
Our second result is a reformulation of the question of Schinzel and Zassenhaus
in terms of a comparison of reciprocal and skew-reciprocal polynomials. Let λi
and λ˜i be the smallest houses larger than 1 among all monic integer reciprocal
and skew-reciprocal polynomials of degree 2i, respectively. Let ri = 2
i log(λi)
and si = 2
i log(λ˜i).
Theorem 2. There exists a universal constant c > 0 so that any house larger
than 1 of an irreducible monic integer polynomial is at least 1+ c
d
, where d is the
degree of the polynomial, exactly if the set
{
qN
qn
∈ R : n,N ∈ N, n < N
}
⊂ R
is bounded away from zero, where qm =
∏m
i=1
ri
si
.
The easiest way to fulfill the second statement in Theorem 2 is if for all but
finitely many i, we have ri ≥ si and hence λi ≥ λ˜i. In terms of mapping classes
of closed surfaces, this translates to δhom2i ≥ δ˜
hom
2i for all but finitely many i.
Here, δhomg and δ˜
hom
g are the minimal spectral radii larger than 1 among actions
induced on the first homology of the closed surface of genus g by orientation-
preserving and orientation-reversing mapping classes, respectively. Combining
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the results and the conjectures of Hironaka [3], Lanneau and Thiffeault [5],
and Strenner and the author [7], this statement seems to have a chance of
being true, at least when restricting to the actions induced by pseudo-Anosov
mapping classes with an orientable invariant foliation.
Finally, we reformulate the question of Schinzel and Zassenhaus as a com-
parison of δhomg and the minimal dilatation δg among pseudo-Anosov mapping
classes on the closed surface of genus g (defined in Section 3.3).
Proposition 3. There exists a universal constant c > 0 so that any house
larger than 1 of an irreducible monic integer polynomial is at least 1 + c
d
,
where d is the degree of the polynomial, exactly if there exists a universal
constant C > 0 so that for all g, (δhomg )
C ≥ δg.
1.3. Proof strategy. Lehmer’s question and hence the question of Schinzel
and Zassenhaus is solved in the case of irreducible nonreciprocal polynomials,
due to a result of Breusch [2].
Theorem 4 (Breusch [2]). The Mahler measure of any integer nonreciprocal
irreducible polynomial other than (t− 1) and t is greater than 1.179.
The constant of the bound in Theorem 4 is not optimal, but it suffices for our
purpose. For the optimal constant and more results on the Mahler measure
and the house of integer polynomials, see Smyth’s survey [10].
We use Theorem 4 in order to reduce Lehmer’s question and the question
of Schinzel and Zassenhaus to the case of irreducible reciprocal polynomials.
From there, the main insight for the proofs of Theorems 1 and 2 consists of
the fact that one can in a controlled way compare skew-reciprocal polynomials
of degree 2i+1 with reciprocal polynomials of degree 2i.
Proposition 3 follows rather directly from the fact that the minimal dilata-
tions δg among pseudo-Anosov mapping classes satisfy an inequality as in the
question by Schinzel and Zassenhaus. This is a result due to Penner [8].
Theorem 5 (Penner [8]). There exist universal constants R,R′ > 1 so that
R ≤ (δg)
g ≤ R′.
1.4. Organisation. We prove Theorems 1 and 2 in Section 2. In Section 3,
we relate reciprocal and skew-reciprocal polynomials with the characteristic
polynomials of the actions induced on the first homology of closed surfaces by
mapping classes. We finally prove Proposition 3.
Acknowledgements: I would like to thank S. Baader, E. Hironaka, C. McMullen
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2. Reciprocal vs. skew-reciprocal polynomials
Recall that a polynomial f ∈ Z[t] of even degree 2d is called reciprocal if we
have f(t) = t2df(t−1), and skew-reciprocal if f(t) = (−1)dt2df(−t−1).
Lemma 6. Let f ∈ Z[t] be a monic skew-reciprocal polynomial of degree 2i+1
with f > 1. Then either f(t) = g(t2), where g(t) is a reciprocal polynomial of
degree 2i, or f has a nonreciprocal irreducible factor other than (t− 1).
Proof. Let f ∈ Z[t] be a monic skew-reciprocal polynomial of degree 2i+1 such
that f > 1.
Case 1: f is reciprocal. If a polynomial f ∈ Z[t] of degree 2i+1 is both reciprocal
and skew-reciprocal, we have f(t) = g(t2), where g(t) is a reciprocal polynomial
of degree 2i.
Case 2: f is not reciprocal. If f is not reciprocal, it must have at least one
nonreciprocal irreducible factor. Moreover, (t−1) cannot be the only nonrecip-
rocal irreducible factor. Indeed, if (t−1) was the only nonreciprocal irreducible
factor, then it would have to appear to an even power, since the constant coef-
ficient of f is +1. This follows directly from the definition of skew-reciprocity
and the degree of f being divisible by four. However, an even power of (t− 1)
is reciprocal and hence so would be the polynomial f , a contradiction. We
have shown that the polynomial f must contain a nonreciprocal irreducible
factor other than (t− 1). 
2.1. Mahler measures. Recall that the Mahler measure M(f) of a monic
polynomial f ∈ Z[t] is the modulus of the product of all zeroes of f outside
the unit circle, counted with multiplicity:
M(f) =
∏
f(α)=0
max(1, |α|).
We remark that M(f(t)) = M(f(t2)) for any polynomial f ∈ Z[t]. Let Ri
be the smallest Mahler measure larger than 1 among monic integer reciprocal
polynomials of degree 2i, and let Si be the smallest Mahler measure larger
than 1 among monic integer skew-reciprocal polynomials of degree 2i.
Lemma 7. Si+1 = Ri for i ≥ 4.
Proof. Let λL ≈ 1.17628 be Lehmer’s number, an algebraic integer of degree 10.
We have Ri ≤ λL for i ≥ 4: the minimal polynomial of λL is reciprocal, so
we can multiply it with a power of (t + 1) to obtain a reciprocal polyno-
mial of arbitrary degree and Mahler measure equal to λL. Furthermore, we
have Si+1 ≤ Ri ≤ λL for i ≥ 4. Indeed, if g is a reciprocal polynomial of
degree 2i, then f(t) = g(t2) is a skew-reciprocal polynomial of degree 2i+1
and M(f) = M(g).
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In order to prove Si+1 ≥ Ri for i ≥ 4, let f(t) be a monic skew-reciprocal poly-
nomial of degree 2i+1 and of Mahler measure > 1. By Lemma 6, f(t) either
has an irreducible non-reciprocal factor other than (t − 1), or equals g(t2)
for some reciprocal polynomial g(t). In the former case, Theorem 4 im-
plies M(f) ≥ λL ≥ Ri. In the latter case, we have M(f) =M(g) ≥ Ri. 
Proof of Theorem 1. By Theorem 4, Lehmer’s question can be reduced to
monic irreducible reciprocal polynomials. By multiplication with factors (t+1),
one sees that Lehmer’s question is in turn equivalent to the same question for
(not necessarily irreducible) monic reciprocal polynomials of some degree 2i,
that is, for Ri. Now, some number RN is smaller than λL exactly if Ri < Si
for some i ≥ 5. This follows directly from
RN = λL
N∏
i=5
Ri
Ri−1
= λL
N∏
i=5
Ri
Si
,
where we use Lemma 7 to prove the second equality. Furthermore, since we
have Si = Ri−1 ≥ Ri, it holds that Ri ≤ Si for all i ≥ 5, and the set of all RN
accumulates at 1 if and only if
∏N
i=5
Ri
Si
converges to λ−1L as N →∞. 
2.2. Houses. Recall that the house of a polynomial is the largest modulus
among its roots. Let λi and λ˜i be the smallest houses larger than 1 among all
monic integer reciprocal and skew-reciprocal polynomials of degree 2i, respec-
tively. Furthermore, let ri = 2
i log(λi) and si = 2
i log(λ˜i).
Lemma 8. For i ≥ 1, we have si+1 ≥ min {ri, log(1.179)}.
Proof. Let f ∈ Z[t] be a monic skew-reciprocal polynomial of degree 2i+1 such
that f > 1. We use Lemma 6 to distinguish two cases. Assume for the first
case that f(t) = g(t2), where g(t) is a reciprocal polynomial of degree 2i. In
this case, we have f
2
= g . It follows that 2i+1log
√
f = 2ilog g ≥ ri. On the
other hand, if f has a nonreciprocal irreducible factor that is not (t− 1), then
Theorem 4 implies 2i+1log f ≥ log(1.179). 
Lemma 9. The answer to the question of Schinzel and Zassenhaus is positive
exactly if {ri} is bounded strictly away from zero.
Proof. By Theorem 4, the question of Schinzel and Zassenhaus is equivalent
to the same question restricted to reciprocal polynomials. Furthermore, any
reciprocal polynomial f(t) can be multiplied by (t + 1)k, where k is at most
the degree of f(t), so that it becomes reciprocal of degree 2i, for some i ≥ 1,
keeping its house. This means that question of Schinzel and Zassenhaus is
equivalent to the same question for (not necessarily irreducible) reciprocal
polynomials of degree 2i. The statement of the lemma now follows from the
6 LIVIO LIECHTI
fact that {ri} = {2
i log(λi)} is bounded away from zero exactly if there exists
a constant c such that λi > 1 +
c
2i
for all i. 
Proof of Theorem 2. For one direction, we assume there exists a sequence
{
qNj
qnj
}
,
where 0 < nj < Nj, that converges to zero. If f(t) is a reciprocal polynomial of
even degree, then f(t2) is a skew-reciprocal polynomial. This implies si ≤ ri−1.
In particular, we have
rNj = rnj
Nj∏
i=nj+1
ri
ri−1
≤ rnj
Nj∏
i=nj+1
ri
si
≤ 4 log(ϕ)
qNj
qnj
,
where ϕ is the golden ration. For the last inequality, we use rnj ≤ r1 = 4 log(ϕ).
The numbers rNj converge to 0 as j → ∞, giving a negative answer to the
question of Schinzel and Zassenhaus by Lemma 9.
For the other direction, we assume the set
{
qN
qn
∈ R : n,N ∈ N, n < N
}
⊂ R
is bounded away from zero.
Claim. rN ≥
log(1.179)qN
max{q1,...,qN−1}
.
We admit the claim for a moment. By our assumption, there is a constant
bounding all fractions qN
qn
with 0 < n < N away from zero. In particular,
by the claim, there exists a constant bounding rN strictly away from zero for
all N . This is equivalent to a positive answer to the question of Schinzel and
Zassenhaus by Lemma 9.
We now prove the claim by induction on N .
Base case: For N = 2, we verify
r2 =
r2
s2
· s2 ≥
q2
q1
min{r1, log(1.179)} =
log(1.179)q2
max{q1}
,
where the inequality is due to Lemma 8, and the equality on the right follows
from r1 = 4 log(ϕ), which is larger than log(1.179).
Inductive step: We again use Lemma 8. We have
rN+1 =
rN+1
sN+1
· sN+1 ≥
qN+1
qN
min {rN , log(1.179)} .
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Using the induction hypothesis on rN , this yields
rN+1 ≥
qN+1
qN
min
{
log(1.179)qN
max {q1, . . . , qN−1}
, log(1.179)
}
= log(1.179)qN+1min
{
1
max {q1, . . . , qN−1}
,
1
qN
}
=
log(1.179)qN+1
max {q1, . . . , qN}
,
which completes the inductive step. 
3. Symplectic matrices and mapping classes
The goal of this section is to illustrate that monic integer reciprocal and skew-
reciprocal polynomials arise naturally in geometry: as characteristic polynomi-
als of symplectic and anti-symplectic matrices, respectively. These in turn arise
as the actions induced on the first homology of closed surfaces by orientation-
preserving and orientation-reversing mapping classes, respectively.
3.1. Symplectic matrices. An integer matrix A of size 2g× 2g is symplectic
if it preserves the standard symplectic form
Ω =
(
0 Ig
−Ig 0
)
,
that is, if A⊤ΩA = Ω. An integer matrix A of size 2g × 2g is anti-symplectic
if it reverses the standard symplectic form Ω, that is, if A⊤ΩA = −Ω.
The next two lemmas characterise monic integer reciprocal and skew-reciprocal
polynomials of even degree as the characteristic polynomials of integer sym-
plectic and anti-symplectic matrices, respectively.
Lemma 10. The characteristic polynomial of an integer symplectic matrix
is reciprocal, and the characteristic polynomial of an integer anti-symplectic
matrix is skew-reciprocal.
Proof. The statement for symplectic matrices is standard. An adaptation of
the proof to anti-symplectic matrices is given by Strenner and the author [7].

Lemma 11. Any monic reciprocal polynomial f ∈ Z[t] of even degree is the
characteristic polynomial of an integer symplectic matrix, and any monic skew-
reciprocal polynomial f ∈ Z[t] of even degree is the characteristic polynomial
of an integer anti-symplectic matrix.
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Proof. On page 686, Ackermann [1] defines a symplectic companion matrix B
for any monic reciprocal polynomial of even degree 2g. Multiplying this matrix
with
R =
(
−Ig 0
0 Ig
)
yields an anti-symplectic matrix, since
(RB)⊤ΩRB = B⊤RΩRB = B⊤(−Ω)B = −Ω.
Tracing the calculation of the characteristic polynomial of RB as Ackermann
does for B, one notes the following adaptation. If the size of B is 2g where g
is even, then the 2i+ 1st coefficient has the opposite sign of the 2g − 2i− 1st
coefficient, instead of the same sign. If g is odd, the 2i-th coefficient has the
opposite sign of the 2g−2i-th coefficient, instead of the same sign. Altogether,
we get any monic skew-reciprocal polynomial f ∈ Z[t] of even degree as the
characteristic polynomial of an anti-symplectic matrix of the type RB. 
3.2. Mapping classes. Let Σg be the orientable closed surface of genus g. A
mapping class of Σg is a homeomorphism φ : Σg → Σg, up to isotopy. Mapping
classes of a fixed surface form a group under composition, the extended mapping
class group.
Lemma 12. The action induced on the first homology H1(Σg) by an orientation-
preserving or orientation-reversing mapping class is given by an integer sym-
plectic or anti-symplectic matrix, respectively.
Proof. The action of an orientation-preserving or orientation-reversing map-
ping class preserves or reverses, respectively, the intersection form on H1(Σg).

Lemma 13. Any integer symplectic or anti-symplectic matrix of size 2g is ob-
tained as the action induced on the first homology H1(Σg) by some orientation-
preserving or orientation-reversing mapping class, respectively.
Proof. The statement for orientation-preserving mapping classes and symplec-
tic matrices is a standard fact. The statement for anti-symplectic matrices
follows from the fact that multiplication by an anti-symplectic matrix induces
an automorphism of the group of symplectic and anti-symplectic matrices.
This automorphism sends a symplectic matrix to an anti-symplectic one and
vice-versa. In particular, by composing mapping classes which represent all
symplectic matrices by an orientation-reversing mapping class, we obtain all
anti-symplectic matrices as actions on the first homology. 
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3.3. Pseudo-Anosov mapping classes. A mapping class f of a surface Σg
is pseudo-Anosov if there exists a pair of transverse, singular measured f -
invariant foliations of Σg such that f stretches one of them by a factor λ > 1
and the other one by a factor λ−1. The number λ is called the dilatation
of f and is an algebraic integer [11]. Let δg be the smallest dilatation among
all pseudo-Anosov mapping classes on Σg. Recall that δ
hom
g is the minimal
spectral radius larger than 1 among actions induced on the first homology of
the closed surface of genus g by orientation-preserving mapping classes.
We finish this section by proving Proposition 3.
Proof of Proposition 3. By Theorem 4, the question of Schinzel and Zassen-
haus is equivalent to the same question restricted to reciprocal polynomials.
This is in turn equivalent to the statement for all characteristic polynomials of
symplectic matrices by Lemma 11, and hence for actions on homology induced
by orientation-preserving mapping classes by Lemma 13. Thus, a positive an-
swer to the question of Schinzel and Zassenhaus is equivalent to the statement:
there exists a universal constant c′ > 0 such that δhomg satisfies δ
hom
g ≥ 1 +
c
2g
.
This is in turn equivalent to the existence of a constant c > 1 so that for all g,
(δhomg )
g ≥ c.
For one direction, we assume that this inequality holds. Setting C = logc(R
′)
yields (δhomg )
gC ≥ clogc(R
′) = R′ ≥ (δg)
g, where R′ is the constant from Theo-
rem 5. This implies (δhomg )
C ≥ δg.
For the other direction, assume there exists a universal constant C such that
(δhomg )
C ≥ δg.
Then, we have (δhomg )
gC ≥ (δg)
g ≥ R, where R > 1 is the constant in The-
orem 5. In particular, it follows that (δhomg )
g ≥ R
1
C > 1, which finishes the
proof. 
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