Abstract-Being readily available in most of 802.11 radios, multirate capability appears to be useful as WiFi networks are getting more prevalent and crowded. More specifically, it would be helpful in high-density scenarios because internode distance is short enough to employ high data rates. However, communication at high data rates mandates a large number of hops for a given node pair in a multihop network and thus, can easily be depreciated as per-hop overhead at several layers of network protocol is aggregated over the increased number of hops. This paper presents a novel multihop, multirate adaptation mechanism, called multihop transmission opportunity (MTOP), that allows a frame to be forwarded a number of hops consecutively to minimize the MAC-layer overhead between hops. This seemingly collision-prone nonstop forwarding is proved to be safe via analysis and USRP/GNU Radio-based experiment in this paper. The idea of MTOP is in clear contrast to the conventional opportunistic transmission mechanism, known as TXOP, where a node transmits multiple frames back-to-back when it gets an opportunity in a single-hop WLAN. We conducted an extensive simulation study via OPNET, demonstrating the performance advantage of MTOP under a wide range of network scenarios.
INTRODUCTION
M ULTIHOP wireless networks pose more importance as we have seen various types of such networks on the horizon such as wireless sensor networks, vehicular ad hoc networks, and wireless mesh networks (WMNs), and more recently, network of unmanned aerial vehicles [2] , [3] and mobile social networks (MSNs) [4] , [5] . These emerging multihop networks exhibit characteristics that deviate significantly from the traditional ad hoc networks in terms of scale, traffic intensity, node density, and/or speed. For example, MSN scenarios typically envisaged around crowd spots, where the number of nodes within range could be hundreds or thousands [6] . A similar high-density scenario can also been observed in 802.11 deployments and WMNs in US cities.
Being readily available in most of 802.11 radios, multirate capability seems to be promising and can effectively exploits the short internode distance in high-density networks. However, it is important to observe that performance does not improve linearly as data rate increases. This is due to the rate-independent overhead at the PHY and MAC layers, which are imposed by industry standards such as 802.11 [7] . Moreover, this overhead becomes more dominant as rate increases because the transmission time of the payload decreases proportionally (see Section 2.2).
Opportunistic transmission protocols (TXOP) [8] , [9] , [10] , [11] have been proposed to alleviate the MAC-layer overhead by allowing a node to transmit multiple frames backto-back when it transmits at high rate. A node is granted a dedicated time duration, which is called T XOP limit (3, 264 or 6,016 s) in 802.11e [8] , promoting time-based fairness.
Figs. 1a and 1b show the benefit of TXOP in comparison to 802.11. In TXOP, node 0 is allowed to transmit multiple frames consecutively with just a short gap between frames (SIFS, 10 s), reducing the MAC overhead. However, TXOP is only applicable to WLANs and may defeat the usual expectation in multihop networks because 1) a node may not have multiple frames to transmit back-to-back although it is given an opportunity, 2) it can easily overload intermediate nodes in a multihop chain when a predecessor grabs more transmission opportunities than its successors, and 3) TXOP's time-based fairness is not appropriate in multihop networks as described in Section 2. 4 . This paper proposes a novel frame forwarding mechanism, called multihop transmission opportunity (MTOP) , that extends the idea of TXOP in multirate, multihop networks. In MTOP, a frame is forwarded over multiple hops (say, 0 ! 1, 1 ! 2, 2 ! 3, etc.) with a single channel contention as shown in Fig. 1c . This reduces the MAC overhead and at the same time, resolves the above-mentioned problems of TXOP.
This paper extends our earlier work on MTOP [1] , particularly in the following three ways:
. First, this paper presents a more accurate analysis on the maximum number of nonstop forwarding (h i ) (see Section 4.2). . Second, several enhancements have been made to the original MTOP algorithm. For example, in Fig. 1c , node 1's nonstop forwarding to node 2 serves as an ack to node 0 (implicit acknowledgment), which is similarly approached in 802.11 PCF (point coordination function) [7] (see Section 4.4). Another enhancement is to (nonstop) forward frames in the order of their arrivals. This improves (space-based) fairness but also brings in complications too (see Section 4.3). One more major enhancement is to use Srcr [12] as an underlying multirate routing algorithm (see Section 4.5). . Third, performance study has been expanded significantly. OPNET [13] is used instead of ns-2. Ricean channel model is additionally considered, traffic load is varied in two different ways, and also a variety of performance measures are used (see Section 5) . A small-scale experiment based on universal software radio peripheral (USRP) [14] and GNU radio [15] has been conducted with low-rate DBPSK (300 kbps) and high-rate DQPSK (600 kbps) modulation scheme. This shows that the additional transmission opportunity exists in multirate communication environment using the new concept called multirate margin and thus, that nonstop forwarding does not cause additional collisions due to this margin (see Section 5.1). Also, an extensive simulation study based on OPNET [13] has been presented (see Sections 5.2 and 5.3). Our evaluation study has indicated that MTOP outperforms fixed-rate cases (DSR1 and DSR11) as well as Srcr in most of the simulation scenarios tested. Compared to Srcr, MTOP improves the packet delivery ratio (PDR) by as much as 13.8 percent and the average end-to-end packet delay is reduced by 12-43 percent. The performance gain is contributed most by a significant reduction in packet drops (43.7-150.5 percent less drops than Srcr) and MAC overhead.
The remainder of the paper is organized as follows: Section 2 overviews the characteristics of multirate radio and discusses performance anomaly in multirate networks. Section 3 analyzes the defer threshold at different data rates, and quantitatively provides the multirate margin via analysis. Section 4 describes the proposed protocol, MTOP, which is followed by GNU Radio/USRP-based experiment and OPNET-based evaluation in Section 5. The paper concludes with Section 6. [16] is the first multirate algorithm, the basic idea of which is to use a higher rate upon consecutive successful transmissions and to fall back to a lower rate after a number of consecutive transmission failures. Variations of the ARF includes adaptive ARF [17] , adaptive multirate retry [17] , and estimated rate fallback [18] . In receiver-based autorate [19] , the receiver estimates the channel quality based on the SINR of the received RTS frame, determines the best data rate that the transmitter must use and then, informs it by piggybacking in the CTS packet. Opportunistic autorate protocol [9] exploits durations of high-quality channel conditions and sending multiple backto-back data packets without gaps. This is similarly approached in medium access diversity [20] .
Since this paper concentrates on multihop networks, it is important to discuss rate-aware multihop routing algorithms in the literature. Typically, they have concentrated on developing a rate-aware link cost which is then integrated with a multihop routing algorithm to find the path that minimizes the total cost. Link costs used include delay [21] , bandwidth distance product [22] , medium time metric [23] , estimated transmission time (ETT) [12] , weighted cumulative ETT [24] , and bandwidth delay product [25] . Most of previous studies employ proactive routing algorithms such as destination-sequenced distance vector [26] . On the other hand, Srcr [12] and MR-LQSR [24] rely on on-demand routing principles borrowed from dynamic source routing (DSR) [27] .
PHY-and MAC-Layer Overheads
To understand the PHY-and MAC-layer overhead, let t i be the transmission time of a PHY frame for a 512-byte payload at rate i and T i be the time duration of the frame sequence at MAC. Note that a PHY frame is composed of PLCP preamble/header and the payload, where the former shall be transmitted using the lowest data rate (1 Mbps) while the latter is transmitted at a higher rate. Since the PLCP preamble/header are 192 bits (192 s), the overall frame size is 4,288 s at 1 Mbps (t 1 ). Since the payload can be transmitted at higher rates, it becomes 2,240 s (t 2 ), 937 s (t 5:5 ), and 564 s (t 11 ) for 2, 5.5, and 11 Mbps, respectively.
To estimate T i , we assume no RTS/CTS exchange and assume a high traffic condition in which every frame transmission contend for medium access by waiting for a random time chosen within the contention window (CW ). CW is 31-1,023 and slot time is 20 s. The time for contention on the average is 31Â20 3 or 207 s when CW is 31 with two contending nodes. Here is the explanation on the denominator, 3. With two contending nodes, they choose random slots within the contention window (620 s). Since the losing station (that chooses the larger slot) uses the remaining backoff time, the sum of the contention time of the two stations is same as that of the losing station, which is two thirds of the contention window. Therefore, the average contention time for both the winning and losing station is calculated as 1 3 of the contention window. Now, the time duration for the frame sequence at data rate i, T i , consists of DIFS and contention (t c or 50 þ 207 s), Data (t i ), SIFS (t SIF S or 10 s) and ACK (t ACK or 304 s), i.e., On the other hand, the MAC overhead can be reduced by directly reducing the overhead including the backoff time or indirectly reducing it based on collision avoidance or collision masking. One of the latter is packet salvaging at the MAC. Biswas and Morris [28] proposed extremely opportunistic routing, in which a collided packet can be saved by intermediate nodes that can be effective in wireless environment with abundant temporary link errors. This is similarly approached in [29] . Direct approaches include Sift [30] , which uses a carefully chosen, nonuniform probability distribution of transmitting in each slot within the contention. The most relevant to our approach is aggregation with fragment retransmission [31] as it addresses the problem of relatively large overhead at high data rates. That is, it mitigates the overhead by supporting transmissions of very large frames and partial retransmissions in the case of errors.
Transmission Opportunity and Performance Anomaly
Another important development in reducing the MAC overhead is transmission opportunity (TXOP), which allows a node to transmit multiple frames with a single channel access. This was riginally proposed in 802.11e to improve fairness by granting a node with a lower channel access priority a dedicated time duration, which is called TXOP limit (3,264 or 6,016 s) [8] .
In fact, the fairness problem and the associated performance anomaly have been observed by many researchers in the context of multirate WLANs [10] , [11] , [32] . While 802.11 MAC guarantees that each node gets an equal chance of transmitting its frames, it does not necessarily mean that each node gets an equal share of the channel (time) in a multirate environment. With TXOP, a low-rate node pair is not impacted significantly in terms of throughput but a high-rate node pair is benefited significantly.
To demonstrate this time-based fairness, consider an example scenario in Table 1a for a mixture of low (A B) and high-rate (C ! D) communication. B transmits one 512-byte frame during T 1 or 4,859 s and C does one during T 11 or 1,135 s. Assuming that the two transmitters get equal chance of medium access, the aggregate throughput is
which is barely larger than the lower data rate. Moreover, C-D node pair is not fairly treated because it uses only 19 percent of medium time (
T11 T1þT11
). TXOP improves the situation. Let us first compute the maximum allowable number of frames (k i ) to transmit consecutively at data rate i during T XOP limit . Since SIFS (t SIF S ) replaces DIFS and contention (t c ) between k i consecutive frames, k i can be obtained as follows:
When T XOP limit is 3,264 s [8] , k i is 1 for 1 and 2 Mbps, 2 for 5.5 Mbps, and 3 for 11 Mbps. Now, while node B transmits one frame (k 1 ) during T 1 , node C transmits three frames (k 11 ) consecutively during T 0 11 ¼ 3 Á T 11 À 2 Á t c þ 2 Á t SIF S or 2,911 s. Therefore, the aggregate throughput is improved to More importantly, C-D node pair uses 37 percent of medium time, which is a significant improvement in terms of fairness. Please refer to Table 1a for summary.
Multihop Anomaly
In a multihop network, the problem becomes more complicated due partly to interhop interference and ratehop count tradeoff. Consider an example in Table 1b , where B wants to talk to A at 1 Mbps and C wants to talk to D at 11 Mbps with two intermediate nodes, E and F . Note that the communication range at 1 and 11 Mbps is 272 and 118 m, respectively, and the carrier sense range is 589 m as detailed later in this paper (see Table 2 ).
Two transmitters (B and C) and two intermediate nodes (E and F ) can sense each other and thus, they will get an equal chance for medium access as long as they have packets to transmit. When only B and C are ready, they transmit one packet each. When B, C, and E are ready, they transmit one each, which is similarly the case when B, C, E, and F are ready. Assuming that those cases occur with the same probability and that two source nodes, B and C, always have packets to transmit, one destination A receives three packets while another destination D receives one.
With 802.11, the aggregate end-to-end throughput will be
and C-D node pair occupies
or 31 percent of medium time, which indicates a serious fairness problem. Here, t c becomes 174 s because there exist four contending nodes instead of two. Correspondingly, T 1 and T 11 are 4,776 and 1,052 s, respectively.
Interestingly, TXOP improves fairness in multihop networks too but does not increase the throughput unlike in single-hop networks. Since C, E, and F will transmit three frames at once during T 0 11 each, the aggregate end-to-end throughput will be
and C-D node pair occupies Table 1b . Unlike in single-hop networks, TXOP greatly impacts the low-rate communication.
Therefore, it is necessary to apply the idea of opportunistic transmission in a different manner in multihop environment. The multihop opportunistic transmission algorithm proposed in this paper allows nodes E and F to forward a frame with no additional contention. In other words, C, E, and F will transmit/forward a frame back-toback during T 0 11 . Therefore, the aggregate end-to-end throughput becomes
which is 34 percent higher than TXOP and at the same time equally shared by two flows (A-to-B and C-to-D), improving the fairness compared to 802.11.
MULTIRATE MARGIN
MTOP encourages nonstop forwarding of a frame over multiple hops as discussed in Section 1. It seems apparent that collisions are abundant because intermediate relay nodes do not appropriately compete for a chance to use the shared medium. However, when the first node in the multihop chain is given an exclusive right based on the underlying MAC protocol, it in fact inhibits a larger set of nodes than necessary, which is enough to keep the next hop communications from interference if it is transmitted at "high rates." The corresponding quantitative measure is called multirate margin in this paper.
An Illustrative Example
Before describing the multirate margin in detail, this section presents an illustrative example that explains the multirate margin and multihop forwarding mechanism in the proposed MTOP protocol. Consider the voice communication scenario among four persons as in Fig. 2 Adam, Bob, Charlie, and Dave. Adam wants to talk to Bob and Charlie wants to talk to Dave. They use the same defer-if-hearanything principle (like CSMA) and nonnegligible intermessage pause (like DIFS and backoff) to avoid collisions. Transmit power: 15 dBm, indoor radio propagation model with path loss exponent of 3.3 [35] . Values in the last six rows are for target BER of 10 À5 .
Fig. 2. The defer-if-hear-anything principle. (Multihop forwarding is drawn in (d).)
In Fig. 2a , when Adam talks to Bob, Charlie would not begin his conversation to Dave because he knows it would interfere with Adam-Bob's communication (analogous to low defer threshold at 1 Mbps). In Fig. 2b , Charlie would begin his conversation because he knows it would not interfere with Adam-Bob's communication (high defer threshold at 11 Mbps). In reality, however, Charlie does not know whom Adam talks to but just overhears Adam's voice as shown in Fig. 2c . Considering the worst case scenario, Charlie would not begin his conversation until Adam completes (a lower one is specified as the defer threshold). Now, here is the interesting part. In Fig. 2d , knowing that Charlie would not talk, Bob exploits this opportunity to immediately forward the message to Ed. Time is saved because Bob does not "pause" between the messages.
Receive Sensitivity and SINR Requirement
Steps to analyze the multirate margin are as follow:
1. Estimate the communication range (r i ) based on the receive sensitivity at different rates. 2. Estimate the SIR requirement using analysis. 3. Receive sensitivity is subtracted from the SIR requirement for target BER of 10 À5 to estimate the maximum tolerable interference, which translates to the minimum RI (receiver to interference) distance. 4. This is added to the communication range to estimate the minimum TI (transmitter to interferer) distance, which is translated to the required defer threshold at different rates based on the transmit power and path loss model. 5. Finally, multirate margin is the difference between the defer threshold at 1 Mbps and the required defer threshold at high rates. Table 2 summarizes the results. Note that this is not our own development for the sake of MTOP but is the case in practice [16] .
Step 1: For a successful communication, the received signal power must be higher than the receive sensitivity in the presence of path loss over distance. Table 2 shows them at four data rates of 2.4 GHz 802.11b radio [33] . Indoor path loss model by Marquesse [34] has been used to derive the "communication range," i.e., path loss ¼ 40:2 þ 20 Á log 10 ðdÞ if d 8 m, and 58:5 þ 33 Á log 10 ðd=8Þ, otherwise.
Step 2: Moreover, the received signal power must be strong enough to overcome the influence of noise and interference from all other simultaneous transmissions, i.e., SINR must be higher than a certain threshold [36] . A higher rate communication requires a higher threshold, which means that it is more subjective to interference. Based on the study in [35] , BER calculation for 802.11b 1 Mbps is as follows:
where Q function is defined as
BER calculation for 802.11b 2, 5.5, and 11Mbps are given as follows:
and
Fig . 3a shows the BER curve for four different data rates. The "SIR requirement" for target BER of 10 À5 is shown in Table 2 . Note that we use SIR instead of SINR as in [35] because interference is generally much stronger than noise [37] and the capacity of multihop networks is determined by the communication robustness in the presence of cochannel interference.
Defer Threshold and Multirate Margin
Step 3: Assume that the signal strength at the receiver is equal to the receive sensitivity in Table 2 , Fig. 3b shows the maximum tolerable interference to meet the SIR requirement of Fig. 3a . Those for the target BER of 10 À5 are shown in Table 2 along with the equivalent "RI distance." For instance, nodes within 317 m from a 1 Mbps "receiver" must not transmit concurrently as drawn in Fig. 4a ; otherwise, the T-R communication will fail due to the lower SIR than required.
Step 4: To refrain a potential interferer from transmitting, defer threshold is employed. In other words, an 802.11 PHY performs clear channel assessment, which involves declaring the channel busy if it detects any signal energy above the pre-specified defer threshold [38] .
However, since the receiver does not transmit signals, the minimum TI distance from the previous step (or the corresponding signal threshold) cannot be implemented. Instead, this can only be mandated in practice by sensing the signal from the transmitter. Therefore, nodes within 589 m from a 1 Mbps "transmitter" are forbidden from transmitting concurrently as in Fig. 4a , which is obtained by adding the communication range (r 1 ) to the RI distance [39] . This "minimum TI distance" is translated to the defer threshold by using the indoor path loss model and the transmit power of 15 dBm.
Step 5: Repeating the steps 1-4 above at different rates provides different communication range, SIR requirement, min RI distance, and min TI distance (and correspondingly, the required defer threshold) as summarized in Table 2 . Fig. 4b shows the case for 11 Mbps. Now, notice that potential interferers are oblivious of the data rate that the transmitter use and thus, it is unavoidable to employ the same, lowest threshold [22] (like Charlie in Fig. 2c ). This is À105:1 dBm as in Table 2 and the corresponding range is denoted as DF in Fig. 4 .
Since the required defer threshold at 11 Mbps is À96:2 dBm, there exists an 8.9 dB margin, which we call multirate margin in this paper. In other words, "multirate margin" is defined as the difference between the prespecified defer threshold (for the lowest rate transmission) and the required defer threshold for high-rate transmission.
MULTIHOP TRANSMISSION OPPORTUNITY
(MTOP)
Multihop Nonstop Forwarding
The MTOP protocol exploits the above-mentioned multirate margin by allowing a frame to travel a few more hops with a single medium access. In Fig. 4b , while node T transmits a frame to node R, node A is allowed to transmit its own frame to node B because A is outside of DF , i.e., A 6 2 DF . When node R forwards the frame to node 2 based on the MTOP mechanism, it would not be interfered with because 
On the other hand, this is not the case for communication at low-rate. As shown in Fig. 4a , node R's (nonstop) forwarding to node 2 will be interfered with A's transmission because A 2 IF 2 .
We define MT OP limit as the remaining margin that a node can exploit for successive transmission to the next hop without an additional contention for medium access. While T XOP limit is measured in time and is associated with a node as discussed in Section 2.3, MT OP limit is measured in dB and is associated with a frame. However, similar to T XOP limit , MT OP limit can be translated to the number of hops or distance, for convenience. That is, each node decides that it can make additional MTOP forwarding if the remaining margin is sufficient for the next hop transmission at the given data rate i, i.e.,
This is based on the conservative assumption that each transmission makes the farthest possible progress (r i ) at the specified data rate. The remaining multirate margin is initialized to Min: T I distance 1 at the first node of the forwarding chain and is updated as MT OP limit ¼ MT OP limit À r i . To avoid collision from hidden terminals, MTOP optionally uses RTS/CTS as in 802.11. However, it is used only for the first transmission in MTOP but not for the following nonstop forwarding. In other words, node T and R exchanges RTS and CTS before transmitting a data packet in Fig. 4b but node R nonstop-forwards the packet without the virtual carrier sensing. Note that RTS/CTS helps reduce the collisions but it has not been widely used in practice due to the corresponding overhead. This overhead is not as significant in MTOP because more than a half of all communications are nonstop-forwarded in MTOP as observed in Section 5.3.
Number of Multihop Forwarding (h i h i )
When every hop communication is at rate i, the number of hops (h i ) to nonstop-forward is
According to parameters in Table 2 , h i is one for 1 and 2 Mbps, two for 5.5 Mbps, and three for 11 Mbps. However, the h i calculation is considered pessimistic and could be larger because intermediate nodes (T , R, 2, and 3 in Fig. 4b ) neither lie at a straight line nor at the edge of the communication range. To better estimate h i , consider Fig. 5 , where node 0 transmits to node 1. Node 0 desires to make the farthest progress toward the destination within its transmission range r. However, it is unable to achieve that far due to the sparsity of nodes in the neighborhood. Here, we analyze the expected value of the progress as a function of node density.
Let node 1 be the next hop node, which makes the progress of x toward the destination as shown in the figure. Expected value of x or E½X can be computed as E½x ¼ R r 0 xf X ðxÞdx, where f X ðxÞ denotes the probability density function of x. Since node 1 is chosen because no other node is found in A 1 ,
assuming that node locations follow Poisson distribution with node density (). Here, A 1 ¼ Á r 2 À r Á sin Á x and A 2 ¼ 2r Á sin Á Áx taking into account both the upper and the lower half of the circle in the figure.
E½X is used in place of r i in (13) and (14). Our calculation shows that h i becomes 3 for 5.5 Mbps and 8 for 11Mbps when node density is 30 nodes in 300 Â 1;500 m 2 ( ¼ 6:67 Â 10 À5 ) and 2 and 4 when the number of nodes is 110 ( ¼ 2:44 Â 10 À3 ). In practice, can be estimated, for example, based on the number of neighboring nodes.
Space-Based Fairness
Another important issue with MTOP is fairness. As discussed in Sections 2.3 and 2.4, time-based fairness in 802.11 and TXOP is not appropriate in multihop environment. For example, a node that transmits at high-rate contributes to the network by reducing the channel occupancy time but is disadvantaged by making less progress toward its respective destination due to the ratedistance tradeoff, creating a possibility of unfairness.
This paper introduces space-based fairness, which we claim is more appropriate in multirate, multihiop networks. Here, the fairness is measured by the quantity of "work" that moves an object (packet) over the distance toward the destination. Applying it to end-to-end flows, it is considered perfectly fair when, for example, a pair of nodes separated by 100 m end-to-end achieves 100 packets while another pair separated by 400 m achieves 25 packets. In other words, i Á dist i is the "total work" done on behalf of flow i and is desired to be balanced among the flows, where i and dist i are the number of received packets and the end-to-end distance for flow i, respectively. The MTOP mechanism proposed in this paper facilitates the spacebased fairness because a packet transmitted at high rate is given additional opportunity to travel further and thus, to achieve the same work.
One concern regarding fairness is that a node could (nonstop) forward a packet earlier than others in the packet queue. In MTOP, the node does not forward the newly arriving packet when it is given an opportunity.
Instead, it puts the packet in the packet queue and attempts to transmit the head of the queue. Some opportunities can be lost when the head of the queue is not a high-rate packet but fairness at a node is improved. It is also important to note that control frames such as probe packets always get a higher priority than (normal and nonstop-forwarded) data packets.
Implicit ACK
As an optimization technique, MTOP allows intermediate nodes to skip an explicit ACK and to use the immediate (nonstop) forwarding of a frame as an implicit ACK. Since the immediate forwarding occurs an SIFS after the previous transmission, it coincides with an explicit ACK in terms of frame schedule. However, it is clear that the last node in the chain of MTOP forwarding must transmit an explicit ACK. (It is interesting to compare this to Block Ack mechanism in TXOP [8] .)
Two important questions in the implementation of the implicit ACK are as follows: 1) What if a predecessor does not receive an implicit ACK although the next node forwards the frame? 2) What if the next node forwards the data frame at a higher rate than the predecessor can receive?
The latter problem can easily be resolved by using an explicit ACK in such a case. As for the former, the predecessor retransmits the same frame, which is a duplicate to the next node. Such duplicate frames can be filtered out within the intermediate's MAC based on the original functionality of the 802.11 MAC, called duplicate frame filtering [7] . This algorithm matches the sender address and the sender-generated sequence control number of a new frame against those of previously received ones. If there is a match, the receiver transmits ACK but ignores the duplicate frame. According to our simulation study detailed in the next section, the duplicate frames are less with MTOP.
Multirate Routing
MTOP uses Srcr, which is the default multirate routing protocol for MIT Roofnet [12] . It is based on DSR with link cache and tries to find the shortest route using Dijkstra's algorithm on its link cache. The quality of a route is calculated as sum of ETT of each link. More specifically, each node broadcasts probe packets at every data rate every one second (with jitter) [12] . Then, its neighbors count the number of probe packets received within the probe window (e.g., 10 seconds) to estimate the quality of the corresponding wireless links in terms of ETT. As in DSR, intermediate nodes forward an RREQ to discover a route to the destination. In Srcr, they forward an RREQ if the route quality (i.e., sum of link ETTs) is lower than the previously identified value.
In our implementation of Srcr and MTOP, the size of probe packet is set to the same as normal data packet (e.g., 512B) as in [12] to estimate the ETT for a data packet correctly. Since the ETT metric favors higher data rates than the traditional hop count metric, both Srcr and MTOP would result in routing paths consisting of more number of high-rate links. 
PERFORMANCE EVALUATION

Multirate Margin via USRP/GNU Radio-Based Experimentation
Since radio propagation and its channel dynamics cannot easily be captured using analytical or simulation models, we conducted an experimental study to demonstrate the multirate margin based on a small-scale testbed using USRP [14] and GNU Radio [15] .
The following are the details of the experiment (see [40] for a similar setup):
1. The testbed includes three USRP systems (version 5b), three RFX2400 transceivers (2.3-2.9 GHz) and GNU Radio software (version 3.1.3). 2. Modulation schemes used are DBPSK (low-rate) and DQPSK (high-rate). 3. Carrier frequency and bandwidth we have tested are 2.4835 GHz and 300 KHz, respectively. Therefore, the maximum data rate is 300 and 600 Kbps for DBPSK and DQPSK, respectively. A smaller bandwidth and data rates are used partly due to bandwidth constraints imposed by the USRP [41] . 4. Transmitter amplitude is set to 8,000, which is smaller than the default value (12,000). This is to make the communication range no farther than 300 feet. 5. Packet size is 1,500 bytes and 3,300 packets were transmitted for each experiment. Our goal is to observe a similar trend as in Table 2 , particularly the multirate margin with two data rates supported by DBPSK and DQPSK modulation schemes. The experiment has been conducted in two phases. First, to obtain communication range (r i ) with DBPSK and DQPSK, we set up two USRP systems and measured received signal strength indicator (RSSI) versus distance and PDR versus RSSI. 2 According to our experimental results in Figs. 6a and 6b, r i for DBPSK and DQPSK is estimated as 215 and 150 ft, respectively. Note that 90 percent PDR is used to estimate the communication range, which is equivalent to BER of 10 À5 . Second, to obtain the minimum RI distance, we set up three USRPs, a transmitter (T ), a receiver (R), and an interferer (I) on a straight line (T -R-I). The TR distance is fixed to the communication range, i.e., 215 and 150 ft for DBPSK and DQPSK, respectively. Figs. 6c and 6d show BER versus SIR and BER versus RSSI (from I to R), which must be compared to Figs. 3a and 3b , respectively. Note that SIR at the receiver is calculated as RSSI from the sender minus RSSI from the interferer [43] . Note also that the observed SIR gap in Fig. 6c is larger than the theoretical gap of 3 dB. We believe this is due to the small number of measurements.
According to the experiment results, we observed that the low-rate communication (DBPSK) is more robust to interference than high-rate (DQPSK) as similarly observed in [41] . Minimum RI distance is estimated as 220 and 235 ft for DBPSK and DQPSK, respectively, and the minimum TI distance for 90 percent PDR is about 435 and 385 ft. Comparing to Table 2 , we can conclude that the same trend and the multirate margin at a high rate (435 versus 385 ft) has been observed.
Simulation Environment
It is generally understood that the implementation of CSMA is hard for the current USRP/GNU radio platform due to hardware limitations [44] , [45] , [46] . For this and other practical reasons, the detailed analysis of MTOP performance is conducted via OPNET [13] , which simulates node mobility, a realistic physical layer, radio network interfaces, and the 802.11 MAC protocol.
We compare four different schemes: fixed data rate of 1 and 11 Mbps with DSR (denoted as DSR1 and DSR11, respectively), Srcr, and MTOP. In fixed rate cases, every data packet is transmitted at the specified data rate. In a sparse network (e.g., 30 nodes in the network), we expect DSR11 suffers most because of the connectivity problem. But it will become advantageous as N increases. Performance metrics are 1) PDR and 2) average packet delay. Since MTOP potentially causes additional collisions, we also report 3) total number of transmissions, 4) total frame drops, 5) duplicate frames and 6) mixture of data rates used, all measured at the MAC layer.
Our evaluation is based on the simulation of 30-110 mobile nodes located in an area of 1;500 Â 300 m 2 . The data traffic simulated is constant bit rate (CBR) traffic. At default, 30 CBR sessions are simulated at the rate of five 512B packets/second. However, a larger number of CBR sessions and a higher packet rate are also simulated to see the impact of traffic intensity on performance. To better understand the adaptive behavior of MTOP under different channel condition, Ricean channel model is also simulated. No mobility is assumed to clearly see the performance improvement due to the nonstop forwarding of MTOP.
(Results with mobility are reported in our earlier work [1] .) Simulation time is 900 seconds for each run and 10 simulation runs are repeated for each simulation scenario to obtain more accurate results. 1. This experiment was conducted in the Edgewater Park near Lake Erie in Cleveland, Ohio.
2. Note also that RSSI obtainable from USRP/GNU Radio is "digital RSSI" value, meaning that it is based on the output of the analog-to-digital converter, which is not the true RF power at the antenna [42].
The aforementioned simulation parameters are typical in many previous studies on mobile ad hoc networks including [47] except that the traffic intensity and the number of nodes (N) are higher than usual. The traffic intensity of 30 sessions with 5 packets/second each could be overwhelming at 1 Mbps but it can be reasonably handled at 5 or 11 Mbps. N is as many as 110 in our simulation study because it allows more chances to use high data rates.
Note that the size of a probe message is set to the same as normal data packet (e.g., 512B) as described earlier.
Since each node transmits one every second at every rate, the corresponding control overhead could be significant when N is large. Note that DSR1 and DSR11 do not have such overheads. Fig. 7 compares PDR and average packet delay of DSR1, DSR11, Srcr, and MTOP. Fig. 7a shows the PDR versus N. DSR11 does not function well as shown in the figure, particularly with a small N. This is due mainly to the lack of end-to-end connectivity. However, its performance increases rapidly as N increases. In DSR1, PDR stays almost constant regardless of N.
Simulation Results
PDR and Delay
Srcr in general achieves a better performance than DSR1 and DSR11 because it uses a combination of all available data rates to maximize the network performance. However, as shown in Fig. 7a , when N is larger than 90, DSR11 performs better than Srcr. It is not surprising because of the extra overhead due to probe messages in Srcr (and MTOP). On the other hand, MTOP outperforms DSR1, DSR11, and Srcr in the entire range of N simulated as shown in Fig. 7a . MTOP carries the same extra overhead as in Srcr but reduces the MAC overhead (t c and t ACK in Section 2). MTOP achieves as much as 13.8 percent higher PDR than Srcr. Fig. 7b shows the average packet delay versus N. DSR1 experiences the largest packet delay because of its slow packet transmission speed. DSR11 shows the lowest packet delay in the entire range of N. However, it does not represent its true performance because its PDR is low too, particularly at low node density, and the computation of the average packet delay does not take the lost packets into account. MTOP exhibits the lowest packet delay among the rest.
Mixture of Data Rate
To understand how MTOP improves the network performance, we collect statistics about the data rate used when applying the nonstop forwarding. Fig. 8 shows the mixture of data rates for N ¼ 30 and N ¼ 90. As expected, in Srcr, high rates are used more in high-density network due to the availability of nodes in each node's vicinity.
In comparison, MTOP apparently uses more low-rate transmission as evident in Fig. 8 . However, the combination of the two statistics ("Normal" and "Non-stop") results in a similar data. Note that nonstop forwarding in MTOP does not use 1 Mbps. Comparing Figs. 8a and 8b , the mixture of data rate is desirable as more low-rate transmissions are used when network is sparse and vice versa in both Srcr and MTOP.
Frame Drops
Since the fixed rate cases (DSR1 and DSR11) do not possess an adaptive capability and the corresponding performance is not competitive, a more detailed performance measures have been analyzed only for Srcr and MTOP. Figs. 9a, 9b , 9c, and 9d compare the total number of transmissions, total frame drops, frame drop ratio, and duplicate frames, respectively. They have been measured at the MAC layer to include all the forwarding and retransmissions and thus, can be regarded as the actual traffic load in the network. We made the following observations: . First, as in Fig. 9a , the total number of transmissions is almost constant for both Srcr and MTOP regardless of N. This is because the traffic intensity is the same. When N is small, low data rates such as 1 and 2 Mbps are used more. This results in less hop count for a given source-destination pair and thus, leads to less number of transmissions. . Second, in MTOP, more than a half of transmissions are based on nonstop forwarding as shown in Fig. 9a . This observation allows us to estimate the benefit of the implicit ACK (immediate ACK) because all the nonstop forwarding is used as an implicit ACK to the predecessor node. The same number of ACK frames has been saved and the network bandwidth is better utilized for delivering useful data. Assuming that a half of data transmissions are nonstop-forwarded, the benefit of implicit ACK is the reduction of bandwidth usage as much as
2 or 3.2-13.8 percent. . Third, while the total number of transmissions is very close between Srcr and MTOP, the latter achieves a higher PDR. This is due to a higher frame drops in Srcr as drawn in Fig. 9b . Compared to MTOP, it drops 43.7-150.5 percent more frames at the MAC layer. . Fourth, the gap in frame drop can be better explained by investigating the two different frame drops in MTOP. Those with contention (denoted as "Normal" in Fig. 9b ) increase rapidly with N, which is similarly observed in Srcr. On the other hand, those without contention (denoted as "Nonstop" in Fig. 9b ) are held almost unchanged. Nonstop forwarding is less vulnerable to collisions because it effectively keeps potential interferers silent by taking advantage of the short interframe gap as shown in Fig. 1c . . Fifth, to see the difference in frame drop more clearly, Fig. 9c shows the frame drop ratio with N. In fact, normal transmissions experience the similar drop ratio in Srcr (4.9-16.8 percent) and MTOP (4.0-12.8 percent), but nonstop forwarding achieves a flat drop ratio (2.9-3.9 percent). This again verifies that MTOP does not cause additional collisions. . Sixth, the frame drops reported in Fig. 9b are measured at the transmitter. When it does not receive an ACK (either explicit or implicit), it counts it as a drop. As discussed earlier, it is caused by either a lost frame or a lost ACK. The latter can be measured by counting the duplicate frames, which is shown in Fig. 9d . Comparing it with Fig. 9b , it accounts for 25.1-28.6 percent of all frame drops in Srcr. It is 14.8-24.2 percent in MTOP. Less duplicate frames in MTOP explains that implicit ACK in MTOP works reasonably well.
Fairness
Based on the discussion in Section 4.3, we define space-based fairness index, F , to measure the balance of total work done on flows in the network, i.e.,
where L is the number of traffic flows. The index value ranges from 0 (completely unfair) to 1 (perfectly fair) [48] . According to our simulation result shown in Table 3 , MTOP seems not improve the fairness in comparison to others including Srcr. This is due to the fact that many flows achieve almost 100 percent PDR regardless of the end-toend distance of the flow when network is lightly loaded. This becomes clearer in Fig. 10 , which shows the scatter plot of distance (dist i ) and throughput ( i ). Similar values of F in MTOP and Srcr is contributed by the flows represented by dots on the top in the figure. However, for the rest of the flows, MTOP offers more balanced service to flows depending on their end-to-end distances.
Virtual Carrier Sensing Using RTS/CTS
Virtual carrier sensing helps reduce collisions for nonstopforwarded packets in MTOP as shown in Fig. 11a . Both MTOP and Srcr drops more packets than in Fig. 9b but Srcr consistently drops more packets than MTOP. However, it is more important to note that nonstop-forwarded packets in MTOP drops rarely and is almost negligible. Nodes become better aware of the multihop forwarding due to the virtual carrier sense and thus, can avoid collisions and reduce packet drops.
One more note is that the number of total drops is much bigger than that in Fig. 9b . This is not surprising because the RTS/CTS exchange itself is an additional overhead and at the same time reduces the spatial resuability of the channel due to the more conservative setting of NAV (network allocation vector) for nodes near the receiver.
Effect of Defer Threshold
As discussed in Section 3.3, the defer threshold is an essential parameter in carrier sensing mechanism as it determines neighboring nodes that need to refrain from transmitting. In multirate environment, it is normally set to the value corresponding to the minimum TI distance, which is À105:1 dBm in Table 2 . To see the effect of different setting of the defer threshold, we used À103:8, À99:3, and À96:2 dBm that correspond to 2, 5.5, and 11 Mbps. As shown in Fig. 11b , a higher threshold generates more collisions. At the defer threshold of À96:2 dBm, the number of packet drops is 1:6-5:4 times more than that of À105:1 dBm. However, the difference is reduced in high density scenario (large N). This is because more communications are made at high rates such as 11 Mbps and the communication at 11 Mbps would not be a problem with the defer threshold corresponding to 11 Mbps.
Effect of Unreliable Links
To see how MTOP performs in a more realistic environment, a set of experiments has been conducted with Ricean model instead of the conventional two-ray ground propagation model used above [49] . According to [50] , the Ricean channel is described by the K factor (K), which is defined as the ratio of mean power in dominant component (line-ofsight) over the power in the other scattered paths. We varied K from 0 (harsh channel condition) to 30 (better channel condition) but show the results with K ¼ 5 only for brevity. The maximum velocity (v max ), which represents the movement speed of surrounding objects, is fixed to 0.5 m/s in our simulation [50] . Fig. 12 shows PDR, total number of transmissions, total frame drops, frame drop ratio, and mixtures of data rate (N ¼ 30 and N ¼ 90).
. As shown in Fig. 12a , the harsh channel condition impacts all four. PDR reduces by 14.6-21.1 percent and 10.0-31.0 percent in Srcr and MTOP, respectively. MTOP is affected more although the actual PDR is still as much as 13.5 percent higher than Srcr. Note that it impacts DSR11 most severely. DSR11
does not perform well even in high-density scenarios (N ¼ 110) because high-rate links (11 Mbps) suffer most in harsh conditions. . We observed that there are more "Normal" transmissions than "Nonstop" forwarding over Ricean channel in Fig. 12b while this is the opposite in Fig. 9a . While nonstop forwarding in MTOP is supposed to happen over high-rate links, the harsh channel condition makes less use of high-rate links, and so is nonstop forwarding. . Total number of frame drops increases with Ricean channel, which is particularly prominent at lowdensity scenario in both Srcr and MTOP as shown in Fig. 12c . In fact, frame drops in Srcr and normal drops in MTOP increase sharply in Fig. 9b but it is almost constant in Fig. 12c . The same can be said based on Figs. 12d and 9c. Frame drops with tworay model are mainly caused by collisions but those with Ricean channel are caused by channel variations [51] . More frame drops render both Srcr and MTOP to use low-rate links, which is evident in Figs. 12e and 12f. It can be concluded that the performance gain of MTOP over Srcr is reduced under harsh channel condition because nonstop forwarding over high-rate links gets stopped more often than in better channel condition. This leaves a room for improvement in our future work.
Performance with Various Traffic Conditions
Figs. 13 and 14 show the performance in differently loaded networks by increasing the number of flows (see Fig. 13 ) and the packet generation rate of each flow (see Fig. 14) . More traffic means more transmissions (see Figs. 13b and  14b ), more collisions, and more frame drops (see Figs. 13c  and 14c ). However, MTOP consistently exhibits a better PDR (0.5-16.7 percent in Fig. 13a and 2 .0-15.6 percent in Fig. 14a ) and less frame drops (31.5-57.5 percent in Fig. 13c and 33.7-56.3 percent in Fig. 14c ). In terms of frame drop ratio, "Normal" and "Nonstop" frames are dropped 0.7-4.8 percent and 4.4-12.7 percent less than Srcr, respectively. Therefore, it is concluded that MTOP outperforms Srcr in a wide range of traffic conditions. 
CONCLUSION AND FUTURE WORK
Multirate adaptation is a promising tool in wireless multihop networks as the corresponding hardware has been available off-the-shelf. This paper proposes MTOP, which implements nonstop frame forwarding mechanism and achieves low-latency, high-throughput communication. Feasibility of MTOP has been proven via analysis and a small-scale testbed based on USRP/GNU Radio platform. Our performance study based on OPNET network simulator shows that MTOP performs better than fixed-rate scenarios (DSR1 and DSR11) and Srcr in terms of PDR and packet delay in the entire operating conditions simulated. This is due to the adaptive behavior of MTOP depending on data rate used and the aggressive frame forwarding mechanism along with the reduced MAC overhead.
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